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ABSTRACT. We study the problem of enumerating results from a query over a compressed document. The model we use for compression are straight-line programs (SLPs), which are defined by a context-free grammar that produces a single string. For our queries, we use a model called Annotated Automata, an extension of regular automata that allows annotations on letters. This model extends the notion of regular spanners as it allows arbitrarily long outputs. Our main result is an algorithm that evaluates such a query by enumerating all results with output-linear delay after a preprocessing phase which takes linear time on the size of the SLP, and cubic time over the size of the automaton. This is an improvement over Schmid and Schweikardt’s result [SS21], which, with the same preprocessing time, enumerates with a delay that is logarithmic on the size of the uncompressed document. We achieve this through a persistent data structure named Enumerable Compact Sets with Shifts which guarantees output-linear delay under certain restrictions. These results imply constant-delay enumeration algorithms in the context of regular spanners. Further, we use an extension of annotated automata which utilizes succinctly encoded annotations to save an exponential factor from previous results that dealt with constant-delay enumeration over variable-set automata. Lastly, we extend our results in the same fashion Schmid and Schweikardt did [SS22] to allow complex document editing while maintaining the constant delay guarantee.

1. Introduction

A constant-delay enumeration algorithm is an efficient solution to an enumeration problem: given an instance of the problem, the algorithm performs a preprocessing phase to build some indices, to then continue with an enumeration phase where it retrieves each output, one by one, taking constant time (i.e., delay) between consecutive outputs. These algorithms provide a strong guarantee of efficiency since a user knows that, after the preprocessing phase, she will access the output as if we have already computed it. For these reasons, constant-delay algorithms have attracted researchers’ attention, finding sophisticated solutions to several query evaluation problems. Starting with Durand and Grandjean’s work [DG07], researchers have found constant-delay algorithms for various classes of conjunctive queries [BDG07, CZB+22], FO queries over sparse structures [KS11, SSV22], and MSO queries over words and trees [Bag06, ABJM17].

The enumeration problem over documents (i.e., strings) has been studied extensively under the framework of document spanners [FKRV15]. A constant-delay algorithm for
evaluating deterministic regular spanners was first presented in [FRU+20] and extended to non-deterministic regular spanners in [ABMN21]. After these results, people have studied the enumeration problem of document spanners in the context of ranked enumeration [DKMP22, BGJR21], nested documents [MR22], or grammars [Pet23, AJMR22]. Recently, Schmid and Schweikardt [SS21, SS22] studied the evaluation problem for regular spanners over a document compressed by a Straight-Line Program (SLP). In this setting, one encodes a document through a context-free grammar that produces a single string (i.e., the document itself). This mechanism allows to highly compress documents, in some instances resulting in logarithmic space compared to the uncompressed copy. The enumeration problem consists now of evaluating a regular spanner over an SLP-compressed document. In [SS21], the authors provided a logarithmic-delay (over the uncompressed document) algorithm for the problem, and in [SS22], they extended this setting to edit operations over SLP documents, maintaining the delay. In particular, these works left open whether one can solve the enumeration problem of regular spanners over SLP-compressed documents with a constant-delay guarantee.

In this paper, we extend the understanding of the evaluation problem over SLP-compressed documents in several directions.

(1) We study the evaluation problem of annotated automata (AnnA) over SLP-compressed documents. These automata are a general model for defining regular enumeration problems, which strictly generalizes the model of extended variable-set automaton used in [SS21].

(2) We provide an output-linear delay enumeration algorithm for the problem of evaluating an unambiguous AnnA over an SLP-compressed document (Theorem 2.4). In particular, this result implies a constant-delay enumeration algorithm for evaluating extended variable-set automaton (formalized in Corollary 6.2), giving a positive answer to the open problem left in [SS21].

(3) We show that this result extends to what we call a succinctly annotated automaton, a generalization of AnnA whose annotations are succinctly encoded by an enumeration scheme. We develop an output-linear delay enumeration algorithm for this model (Theorem 6.3), and then show a constant-delay algorithm for sequential (non-extended) variable set automata (Corollary 6.6), strictly generalizing the work in [SS21].

(4) Finally, we show that one can maintain these algorithmic results when dealing with complex document editing as in [SS22] (Theorem 7.1).

The main technical result is to show that the data structure presented in [MR22], called Enumerable Compact Set (ECS), can be extended to deal with shift operators (we call it Shift-ECS). This extension allows us to compactly represent the outputs and “shift” the results in constant time, in the sense of adding or subtracting a common value to all elements in a set. By using matrices with Shift-ECS nodes, we can then perform a bottom-up evaluation of the annotated automaton over the grammar (similar to [SS21]) to enumerate all outputs with output-linear delay. The combination of annotated automata and Shift-ECSs considerably simplifies the algorithm’s presentation, and lets us achieve a better delay bound.

Earlier version. This paper is an extended version of the article “Constant-delay enumeration for SLP-compressed documents” that was published in the 26th International Conference on Database Theory (ICDT 2023) [MR23]. We have made several changes for this version. The main one is that we have included full proofs for all of our results. In particular, the enumeration algorithm of the Shift-ECS data structure was completely redone
by introducing the use of iterators. This change not only makes the algorithm easier to follow but also makes it more suitable for future implementation. Most importantly, it fixes a subtle mistake that was present in the previous algorithm. This version also includes additional examples and explanatory figures in an effort to improve readability.

**Organization of the paper.** In Section 2 we introduce the setting and its corresponding enumeration problem. In Section 3, we present our data structure for storing and enumerating the outputs, and in Section 4 the operations for extending it. Then, in Section 5 we show the evaluation algorithm. Section 6 offers the application of the algorithmic results to document spanners, plus an extension for compressed annotation schemes, and Section 7 shows how to extend these results to deal with complex document editing. We finish the paper with future work in Section 8.

2. Setting and main problem

In this section, we present the setting and state the main result. First, we define straight-line programs, which we will use for the compressed representation of input documents. Then we introduce the definition of annotated automaton, an extension of regular automata to produce outputs. We use annotated automata as our computational model to represent queries over documents. By combining both formalisms, we state the main enumeration problem and the main technical result.

**Documents.** Given a finite alphabet $\Sigma$, a document $d$ over $\Sigma$ (or just a document) is a string $d = a_1 a_2 \ldots a_n \in \Sigma^*$. Given documents $d_1$ and $d_2$, we write $d_1 \cdot d_2$ (or just $d_1 d_2$) for the concatenation of $d_1$ and $d_2$. We denote by $|d| = n$ the length of the document $d = a_1 \ldots a_n$ and by $\varepsilon$ the document of length 0. We use $\Sigma^*$ to denote the set of all documents, and $\Sigma^+$ for all documents with one or more symbols. In the sequel, we will usually use $d$ for a document, and $a$ or $b$ for a symbol in $\Sigma$.

**SLP-compression.** A context-free grammar is a tuple $G = (N, \Sigma, R, S_0)$, where $N$ is a non-empty set of non-terminals, $\Sigma$ is finite alphabet, $S_0 \in N$ is the start symbol and $R \subseteq N \times (N \cup \Sigma)^+$ is the set of rules. As a convention, the rule $(A, w) \in R$ will be written as $A \to w$, and we will call $\Sigma$ and $N$ the set of terminal and non-terminal symbols, respectively. A context-free grammar $S = (N, \Sigma, R, S_0)$ is a straight-line program (SLP) if $R$ is a total function from $N$ to $(N \cup \Sigma)^+$ and the directed graph $(N, \{(A, B) \mid (A, w) \in R \text{ and } B \text{ appears in } w\})$ is acyclic. For every $A \in N$, let $R(A)$ be the unique $w \in (N \cup \Sigma)^+$ such that $(A, w) \in R$, and for every $a \in \Sigma$ let $R(a) = a$. We extend $R$ to a morphism $R^* : (N \cup \Sigma)^* \to \Sigma^*$ recursively such that $R^*(d) = d$ when $d$ is a document, and $R^*(\alpha_1 \ldots \alpha_n) = R^*(R(\alpha_1) \cdot \ldots \cdot R(\alpha_n))$, where $\alpha_i \in (N \cup \Sigma)$ for every $i \leq n$. By our definition of SLP, $R^*(A)$ is in $\Sigma^+$, and uniquely defined for each $A \in N$. Then we define the document encoded by $S$ as $\text{doc}(S) = R^*(S_0)$.

**Example 2.1.** Let $S = (N, \Sigma, R, S_0)$ be an SLP with $N = \{S_0, A, B\}$, $\Sigma = \{a, b, r\}$, and $R = \{S_0 \to ArBABA, A \to ba, B \to Ara\}$. We then have that $\text{doc}(A) = ba$, $\text{doc}(B) = bara$ and $\text{doc}(S) = \text{doc}(S_0) = barbarabarababa$, namely, the string represented by $S$.

We define the size of an SLP $S = (N, \Sigma, R, S_0)$ as $|S| = \sum_{A \in N} |R(A)|$, namely, the sum of the lengths of the right-hand sides of all rules. It is important to note that an SLP $S$ can encode a document $\text{doc}(S)$ such that $|\text{doc}(S)|$ is exponentially larger with respect to $|S|$. For this reason, SLPs are a commonly used data compression scheme [SS82, KY00, Ryt02, CN11],
and they are often studied particularly because of their algorithmic properties; see [Loh12] for a survey. In this paper, we consider SLP compression to represent documents and use the formalism of annotated automata for extracting relevant information from the document.

**Annotations.** The outputs that we deal with in this work follow a fixed format: for a given input alphabet \( \Sigma \), a document \( d = a_1 \ldots a_n \in \Sigma^* \), and an output alphabet \( \Omega \), an *annotation sequence* (or just *annotation*) over \( d \), is a sequence \((a_1,i_1)\ldots(a_k,i_k)\) for some \( k \leq n \) where \( 1 \leq i_1 < \ldots < i_k \leq n \). Intuitively, the sequence represents a way of annotating \( d \), where each \((a,i)\) means that the position \( i \) is annotated with the symbol \( a \).

These sequences are represented as strings of output-position pairs for convenience, but they could, in principle, rearranged freely and represent the same annotation.\(^1\)

**Annotated automata.** An *annotated automaton* (AnnA for short) is a finite state automaton where we label some transitions with output symbols. Formally, it is a tuple \( A = (Q,\Sigma,\Omega,\Delta,I,F) \) where \( Q \) is a state set, \( \Sigma \) is a finite input alphabet, \( \Omega \) is a finite output alphabet, \( I \subseteq Q \) and \( F \subseteq Q \) are the initial and final set of states, respectively, and

\[
\Delta \subseteq \underbrace{Q \times \Sigma \times Q}_{\text{read transitions}} \cup \underbrace{Q \times (\Sigma \times \Omega) \times Q}_{\text{read-annotate transitions}}
\]

is the transition relation, which contains *read transitions* of the form \((p,a,q)\in Q \times \Sigma \times Q\), and *read-annotate transitions* of the form \((p,(a,o),q)\in Q \times (\Sigma \times \Omega) \times Q\). We define the size of \( A \) as \( |A| = |Q| + |\Delta| \).

Similarly to transducers [Ber13], a symbol \( a \in \Sigma \) is an input symbol that the machine reads and \( a \circ \in \Omega \) is a symbol that indicates what the machine prints in an output tape. A run \( \rho \) of \( A \) over a document \( d = a_1a_2\ldots a_n \in \Sigma^* \) is a sequence of the form:

\[
\rho := q_1 \xrightarrow{b_1} q_2 \xrightarrow{b_2} \ldots \xrightarrow{b_{n+1}} q_{n+1}
\]

such that \( q_1 \in I \) and, for each \( i \in [1,n] \), it holds that either \( b_i = a_i \) and \((q_i,a_i,q_{i+1}) \in \Delta\), or \( b_i = (a_i,o) \) and \((q_i,(a_i,o),q_{i+1}) \in \Delta\). We say that \( \rho \) is accepting if \( q_{n+1} \in F \).

We define the *annotation of \( \rho \)* as \( \text{ann}(\rho) = \text{ann}(b_1)\ldots\text{ann}(b_n) \) such that \( \text{ann}(b_i) = (a,i) \) if \( b_i = (a,o) \), and \( \text{ann}(b_i) = \varepsilon \) otherwise, for each \( i \in [1,n] \). Given an annotated automaton \( A \) and a document \( d \in \Sigma^* \), we define the set \([A](d)\) of all outputs of \( A \) over \( d \) as:

\[
[A](d) = \{ \text{ann}(\rho) \mid \rho \text{ is an accepting run of } A \text{ over } d \}.
\]

Note that each output in \([A](d)\) is an annotation sequence over \( d \).

**Example 2.2.** Consider an AnnA \( A = (Q,\Sigma,\Omega,\Delta,I,F) \) where \( I = \{q_1\} \), \( Q = \{q_1,q_2,q_3,q_4\} \), \( \Sigma = \{a,b,r\} \), \( \Omega = \{o,\bullet\} \), and \( F = \{q_4\} \). We define \( \Delta \) as the set of transitions that are depicted in Figure 1. For the document \( d = \text{barbarababaraba} \) the set \([A](d)\) contains the

\[
\text{Example 2.2.} \quad \text{Consider an AnnA } A = (Q,\Sigma,\Omega,\Delta,I,F) \text{ where } I = \{q_1\} \quad Q = \{q_1,q_2,q_3,q_4\} \quad \Sigma = \{a,b,r\} \quad \Omega = \{o,\bullet\} \quad \text{and } F = \{q_4\}. \quad \text{We define } \Delta \text{ as the set of transitions that are depicted in Figure 1. For the document } d = \text{barbarababaraba} \text{ the set } [A](d) \text{ contains the}
\]

\footnote{This distinction is what we believe separates the query model from transducers: the user is not interested in the outputs as strings, but rather as annotations.}
strings \((\circ, 1)(\bullet, 3)(\circ, 4)(\circ, 4)(\bullet, 6)(\circ, 8)(\circ, 10)(\bullet, 12)(\circ, 14)\). In short, \(\mathcal{A}\) selects triples of \(b, r\) and \(b\) which are separated only by \(a\), and marks them with the symbols \(\circ, \bullet\) and \(\circ\), respectively.

Annotated automata are the natural regular counterpart of annotated grammars introduced in \cite{AJMR22}. Moreover, it is the generalization and simplification of similar automaton formalisms introduced in \cite{FKRV15, Pet23}, complex event processing \cite{GRUV21, GR20}, and enumeration in general \cite{BGJR21, MR22}. In Section 6, we show how we can reduce the automaton model of document spanners, called a variable-set automaton, into a (succinctly) annotated automaton, generalizing the setting in \cite{SS21}.

Similar to other automata models, the notion of an unambiguous automaton will be crucial for us to remove duplicate runs for the same output. Specifically, we say that an AnnA \(\mathcal{A} = (Q, \Sigma, \Omega, \Delta, I, F)\) is unambiguous if for every \(d \in \Sigma^*\) and every \(w \in [\mathcal{A}](d)\) there is exactly one accepting run \(\rho\) of \(\mathcal{A}\) over \(d\) such that \(w = \text{ann}(\rho)\). On the other hand, we say that \(\mathcal{A}\) is deterministic if \(\Delta\) is a partial function of the form \(\Delta : (Q \times \Sigma \cup Q \times (\Sigma \times \Omega)) \rightarrow Q\), namely, \(\Delta\) can be viewed as a partial function from its first coordinates to the last one. Note that every deterministic AnnA is always unambiguous. The definition of unambiguous is in line with the notion of unambiguous annotated grammar \cite{AJMR22} (see also \cite{MR22}), and determinism with the idea of I/O-determinism used in \cite{FRU20, BGJR21, GRUV21}. As usual, one can easily show that for every AnnA \(\mathcal{A}\) there exists an equivalent deterministic AnnA (of exponential size) and, therefore, an equivalent unambiguous AnnA (see \cite{FRU20, BGJR21, GRUV21} for a proof of this result).

**Lemma 2.3.** For every annotated automaton \(\mathcal{A}\) there exists a deterministic annotated automaton \(\mathcal{A}'\) such that \([\mathcal{A}](d) = [\mathcal{A}'](d)\) for every \(d \in \Sigma^*\).

Regarding the expressive power of annotated automata, we note that they have the same expressive power as MSO formulas with monadic second-order free variables. We refer the reader to \cite{MR22} for an analogous result in the context of nested documents. In fact, the equivalence between these models can be obtained as a corollary of Proposition 1 in \cite{MR22}. Finally, by Lemma 2.3 we do not lose expressive power if we restrict to the class unambiguous annotated automata, since we can convert every annotated automata into a deterministic one with an exponential cost in the size of the initial automaton.

**Main result.** We are interested in the problem of evaluating annotated automata over an SLP-compressed document, namely, to enumerate all the annotations over the document represented by an SLP. Formally, we define the main evaluation problem of this paper as follows. Let \(\mathcal{C}\) be any class of AnnA (e.g., unambiguous AnnA).

| Problem: SLPEnum[\(\mathcal{C}\)] |
|-----------------------------------|
| Preprocessing:                   |
| \{ input: An AnnA \(\mathcal{A} \in \mathcal{C}\) and an SLP \(S\) \} |
| result: A data structure \(\mathcal{D}_{\mathcal{A}, S}\) |
| Enumeration:                     |
| \{ input: The data structure \(\mathcal{D}_{\mathcal{A}, S}\) \} |
| output: Enumerate \([\mathcal{A}](\text{doc}(S))\) |

As is common for enumeration problems, we explicitly divide the problem SLPEnum[\(\mathcal{C}\)] in two phases: the preprocessing and the enumeration. First, the preprocessing phase receives
A and S and produces some data structure $D_{A,S}$ (e.g., a collection of indices) which encodes the expected output. After the preprocessing it comes the enumeration phase that receives as input the data structure $D_{A,S}$ and enumerates the results. We say that such an algorithm has $f$-preprocessing time if there exists a constant $c$ such that, for every input $(A, S)$, the time for the preprocessing phase of $(A, S)$ is bounded by $c \cdot f(A, S)$. Also, we say that the algorithm has output-linear delay if there exists a constant $d$ such that whenever the enumeration phase delivers all outputs $O_1, \ldots, O_\ell$ sequentially, the time for producing the next output $O_i$ is bounded by $d \cdot |O_i|$ for every $i \leq \ell$.

As it is common in the literature [Seg13], we assume here the computational model of Random Access Machines (RAM) with uniform cost measure and addition and subtraction as basic operations [AH74]. Further, as it is commonly done on algorithms over SLPs and other compression schemes, we assume that the registers in the underlying RAM-model allow for constant-time arithmetical operations over positions in the uncompressed document (i.e., they have $O(\log |\text{doc}(S)|)$ size).

The notion of output-linear delay is a refinement of the better-known constant-delay bound, which requires that each output has a constant size (i.e., with respect to the input). Since even the document encoded by an SLP can be of exponential length, it is more reasonable in our setting to use the output-linear delay guarantee.

The following is the main technical result of this work.

**Theorem 2.4.** Let $C$ be the class of all unambiguous AnnAs. Then one can solve the problem SLPEnum[$C$] with linear preprocessing time and output-linear delay. Specifically, there exists an enumeration algorithm that runs in $|A|^3 \times |S|$-preprocessing time and output-linear delay for enumerating $[A](\text{doc}(S))$ given an unambiguous AnnA $A$ and an SLP $S$.

We dedicate Sections 3–5 to presenting the enumeration algorithm of Theorem 2.4. In Section 5 we explain the preprocessing phase of the algorithm. Before that (Sections 3 and 4), we explain how Enumerable Compact Sets with Shifts work, which is the data structure that we use to store the outputs during the preprocessing phase.

### 3. Enumerable compact sets with shifts

In this section, we present the data structure, called Enumerable Compact Sets with Shifts (Shift-ECS), that will be used to compactly store the outputs of evaluating an annotated automaton over a straight-line program. This structure extends Enumerable Compact Sets (ECS) introduced in [MR22] (which were, in turn, strongly inspired by the work in [ABJM17, ABMN19]). Indeed, people have also used ECS extensions in [AJMR22, BGQ+22, RJV23]. This new version extends ECS by introducing a shift operator, which allows to succinctly move all outputs’ positions with a single call. Although the shift nodes require a revision of the complete ECS model, it simplifies the evaluation algorithm in Section 5 and achieves output-linear delay for enumerating all the outputs. For completeness of presentation, this section goes through all the formalization and enumeration algorithm for Shift-ECS, as it was done in [MR22], and how to modify them with shifts. Afterwards, in Section 4, we present the operations to modify Shift-ECS that will be crucial in the evaluation algorithm in Section 5.
The structure. Next, we first provide the definition of a structure and the semantics of our data structure, and then we give an example. The reader may find it helpful to look at Figure 2 when reading the following definitions.

Let $\Omega$ be an output alphabet such that $\Omega$ has no elements in common with $\mathbb{Z}$ or $\{\cup, \ominus\}$ (i.e., $\Omega \cap \mathbb{Z} = \emptyset$ and $\Omega \cap \{\cup, \ominus\} = \emptyset$). We define an Enumerable Compact Set with Shifts (Shift-ECS) as a tuple:

$$D = (\Omega, V, \ell, r, \lambda)$$

such that $V$ is a finite sets of nodes, $\ell: V \rightarrow V$ and $r: V \rightarrow V$ are the left and right partial functions, and $\lambda: V \rightarrow \Omega \cup \mathbb{Z} \cup \{\cup, \ominus\}$ is a labeling function. We call $\ell(v)$ and $r(v)$ the children of $v$. Intuitively, a node defines a set of outputs, and its label indicates how they are formed: that is, whether it utilizes the outputs from its children, and how. We assume that $D$ forms a directed acyclic graph, namely, the induced graph $(V, \{(v, \ell(v)), (v, r(v)) \mid v \in V\})$ is acyclic.

Further, for every node $v \in V$, $\ell(v)$ is defined iff $\lambda(v) \in \mathbb{Z} \cup \{\cup, \ominus\}$, and $r(v)$ is defined iff $\lambda(v) \in \{\cup, \ominus\}$. Note that, by definition, nodes labeled by $\mathbb{Z}$ are bottom nodes in the acyclic structure formed by $D$, and nodes labeled by $\cup$ or $\ominus$ are inner nodes. Here, $\mathbb{Z}$-nodes are unary operators (i.e., $r(\cdot)$ is not defined over them), and $\cup$-nodes or $\ominus$-nodes are binary operators.

Indeed, we say that $v \in V$ is a bottom node if $\lambda(v) \in \Omega$, a product node if $\lambda(v) = \ominus$, a union node if $\lambda(v) = \cup$, and a shift node if $\lambda(v) \in \mathbb{Z}$. Furthermore, we say that a node is an output node if it is a bottom or product node. Finally, we define the size of $D$ as $|D| = |V|$.

The outputs retrieved from a Shift-ECS are strings of the form $(o_1, i_1)(o_2, i_2)\ldots(o_\ell, i_\ell)$, where $o_j \in \Omega$ and $i_j \in \mathbb{Z}$. To build them, we use the shifting function $\text{sh}: (\Omega \times \mathbb{Z}) \times \mathbb{Z} \rightarrow (\Omega \times \mathbb{Z})$ such that $\text{sh}((o, i), s) = (o, i + s)$. We extend this function to strings over $\Omega \times \mathbb{Z}$ such that $\text{sh}((o_1, i_1)\ldots(o_\ell, i_\ell), s) = (o_1, i_1 + s)\ldots(o_\ell, i_\ell + s)$ and to set of strings such that $\text{sh}(L, s) = \{\text{sh}(w, s) \mid w \in L\}$ for every $L \subseteq (\Omega \times \mathbb{Z})^*$.

As we mentioned, each node $v \in V$ of a Shift-ECS $D = (\Omega, V, \ell, r, \lambda)$ defines a set of output strings. Specifically, we associate a set of strings $[D](v)$ recursively as follows. For any two sets of strings $L_1$ and $L_2$, define $L_1 \cdot L_2 = \{w_1 \cdot w_2 \mid w_1 \in L_1$ and $w_2 \in L_2\}$. Then:

- if $\lambda(v) = \sigma \in \Omega$, then $[D](v) = \{(\sigma, 1)\}$;
- if $\lambda(v) = \cup$, then $[D](v) = \[D](\ell(v)) \cup [D](r(v))$;
- if $\lambda(v) = \ominus$, then $[D](v) = \[D](\ell(v)) \cdot [D](r(v))$; and
- if $\lambda(v) \in \mathbb{Z}$, then $\[D](v) = \text{sh}([D](\ell(v)), \lambda(v))$.

Example 3.1. Suppose $\Omega = \{x, y\}$. Consider the Shift-ECS $D = (\Omega, V, \ell, r, \lambda)$ where $V = \{v_1, v_2, v_3, v_4, v_5\}$, $\ell(v_1) = v_4$, $r(v_1) = v_2$, $\ell(v_2) = v_3$, $\ell(v_3) = v_4$, $r(v_3) = v_5$, $\lambda(v_1) = \ominus$, $\lambda(v_2) = +2$, $\lambda(v_3) = \cup$, $\lambda(v_4) = x$ and $\lambda(v_5) = y$. We show an illustration of this ShiftECS in Figure 2. One can easily check that the sets of words $[D]$ associated to each node are:

$$
[D](v_1) = \{(x, 1)\},
[D](v_2) = \{(x, 3), (y, 3)\},
[D](v_3) = \{(x, 1), (y, 1)\},
[D](v_4) = \{(x, 1)(x, 3)\},
[D](v_5) = \{(y, 1)\}.
$$

The enumeration algorithm. Given that every node of a Shift-ECS represents a set of strings, we are interested in enumerating them with output-linear delay. Specifically, we focus on the following problem. Let $C$ be a class of Enumerable Compact Sets with Shifts.
Figure 2: An example of a Shift-ECS with output alphabet \(\{x, y\}\) where \(v_1\) is a product node, \(v_2\) is a shift node, \(v_3\) is a union node, and \(v_4\) and \(v_5\) are bottom nodes. We use dashed and solid edges for the left and right partial function, respectively.

The plan is then to provide an enumeration algorithm with output-linear delay for the problem \(\text{ShiftECSEnum}[^C]\) and some helpful class \(\mathcal{C}\). A reasonable strategy to enumerate the set \(\llbracket D \rrbracket(v)\) is to do a traversal on the structure while accumulating the shift values in the path to each leaf. However, to be able to do this without repetitions and output-linear delay, we need to guarantee two conditions: first, that one can obtain every output from \(D\) in only one way and, second, union and shift nodes are close to an output node, in the sense that we can always reach them in a bounded number of steps. To ensure that these conditions hold, we impose two restrictions on an ECS.

(i) We say that \(D\) is duplicate-free if \(D\) satisfies the following two properties: (1) for every union node \(v\) it holds that \(\llbracket D \rrbracket(\ell(v))\) and \(\llbracket D \rrbracket(r(v))\) are disjoint, and (2) for every product node \(v\) and for every \(w \in \llbracket D \rrbracket(v)\), there exists a unique way to decompose \(w = w_1 \cdot w_2\) such that \(w_1 \in \llbracket D \rrbracket(\ell(v))\) and \(w_2 \in \llbracket D \rrbracket(r(v))\). Intuitively, this condition is what ensures the enumeration can be done with no repeats.

(ii) We define the notion of \(k\)-bounded Shift-ECS as follows. Given an Shift-ECS \(D\), define the (left) output-depth of a node \(v \in V\), denoted by \(\text{odepth}_D(v)\), recursively as follows: \(\text{odepth}_D(v) = 0\) whenever \(\lambda(v) \in \Omega\) or \(\lambda(v) = \odot\) (i.e., \(v\) is an output node), and \(\text{odepth}_D(v) = \text{odepth}_D(\ell(v)) + 1\) whenever \(\lambda(v) \in \{\cup\} \cup \mathbb{Z}\). Then, for \(k \in \mathbb{N}\) we say that \(D\) is \(k\)-bounded if \(\text{odepth}_D(v) \leq k\) for all \(v \in V\). Intuitively, we only limit the distance to the first output node we see to the left. Since this condition holds for every node, this is enough to ensure that in the enumeration phase the next output string \(w\) can always be retrieved in \(|w|\) time.

Proposition 3.2. Fix \(k \in \mathbb{N}\). Let \(\mathcal{C}_k\) be the class of all duplicate-free and \(k\)-bounded Shift-ECSs. Then one can solve the problem \(\text{ShiftECSEnum}[\mathcal{C}_k]\) with output-linear delay and constant preprocessing time (or equivalently, without preprocessing).

Proof. Let \(D = (\Omega, V, \ell, r, \lambda)\) be a duplicate-free and \(k\)-bounded Shift-ECS. The algorithm that we present is a depth-first traversal of the DAG, done in a recursive fashion to ensure that after retrieving some output \(w\), the next one \(w'\) can be printed in \(O(k \cdot (|w| + |w'|))\) time. The entire procedure is detailed in Algorithm 1.

To simplify the presentation of the algorithm, we use an iterator interface that, given a node \(v\), contains all information and methods to enumerate the outputs \(\llbracket D \rrbracket(v)\). Specifically,
Algorithm 1 Enumeration over a node u from some ECS $\mathcal{D} = (\Omega, V, \ell, r, \lambda)$.

1: procedure ENUMERATE(v)
2: $\tau \leftarrow$ CREATE(v)
3: while $\tau$.NEXT = true do
4: $\tau$.PRINT(0)
5: $\tau$.PRINT(0)
6: $\triangleright$ Bottom node iterator $\tau_{\Omega}$
7: procedure CREATE(v)
8: $\triangleright$ Assuming $\lambda(v) \in \Omega$
9: $u \leftarrow v$
10: hasnext $\leftarrow$ true
11: $\triangleright$ Product node iterator $\tau_{\mathcal{O}}$
21: procedure CREATE(v)
22: $\triangleright$ Assuming $\lambda(v) = \emptyset$
24: $u \leftarrow v$
25: $\tau_{\ell} \leftarrow$ CREATE($\ell(u)$)
26: $\tau_{\ell}$.NEXT
27: $\tau_{r} \leftarrow$ CREATE(r(u))
28: $\triangleright$ Union/Z node iterator $\tau_{\cup/Z}$
40: $\triangleright$ Union/Z node iterator $\tau_{\cup/Z}$
41: procedure CREATE(v)
42: $\triangleright$ Assuming $\lambda(v) \in \{\cup\} \cup \mathbb{Z}$
43: St $\leftarrow$ push(St, ($v$, 0))
44: St $\leftarrow$ TRAVERSE(St)
45: $\tau \leftarrow$ CREATE(top(St).u)
46: procedure NEXT
47: if $\tau$.NEXT = false then
48: St $\leftarrow$ pop(St)
49: if depth(St) = 0 then
50: return false
51: ($u, s) \leftarrow$ top(St)
52: if $\lambda(u) \in \{\cup\} \cup \mathbb{Z}$ then
53: St $\leftarrow$ TRAVERSE(St)
54: $\tau \leftarrow$ create($u$)
55: $\tau$.NEXT
56: return true
57: procedure PRINT(s)
58: print : ($\lambda(u), 1 + s$)
19: print : ($\lambda(u), 1 + s$)
20: procedure TRAVERSE(St)
63: while $\lambda(top(St).u) \in \{\cup\} \cup \mathbb{Z}$ do
64: ($u, s) \leftarrow$ top(St)
65: St $\leftarrow$ pop(St)
66: if $\lambda(u) \in \mathbb{Z}$ then
67: $v \leftarrow \ell(u)$
68: $s' \leftarrow s + \lambda(u)$
69: St $\leftarrow$ push(St, ($v, s'$))
70: else
71: St $\leftarrow$ push(St, ($\ell(u), s'$))
72: St $\leftarrow$ push(St, ($\ell(u), s'$))
73: return St
74: return St

an iterator $\tau$ must implement the following three methods:

CREATE(v) $\rightarrow$ $\tau$  \hspace{1cm} $\tau$.NEXT $\rightarrow$ b  \hspace{1cm} $\tau$.PRINT(s) $\rightarrow$ $\emptyset$
where \(v\) is a node, \(b\) is either \texttt{true} or \texttt{false}, and \(\emptyset\) means that the method does not return an output. The first method, \texttt{create}, receives a node \(v\) and creates an iterator \(\tau\) of the type of \(v\). We will implement three types of iterators, one for bottom nodes (\(\tau_\emptyset\)), one for product nodes (\(\tau_\odot\)), and one for union and \(\mathbb{Z}\)-nodes together (\(\tau_{\cup/\mathbb{Z}}\)). The second method, \(\tau\cdot\texttt{next}\), moves the iterator to the next output, returning \texttt{true} if, and only if, there is an output to print. Then the last method, \(\tau\cdot\texttt{print}\), receives an integer value \(s\), and writes the current output pointed by \(\tau\) to the output registers after shifting the output by \(s\). We assume that, after creating an iterator \(\tau\), one must first call \(\tau\cdot\texttt{next}\) to move to the first output before printing. Furthermore, if \(\tau\cdot\texttt{next}\) outputs \texttt{false}, then the behavior of \(\tau\cdot\texttt{print}\) is undefined. Note that one can call \(\tau\cdot\texttt{print}\) several times, without calling \(\tau\cdot\texttt{next}\), and the iterator will write the same output each time in the output registers.

Assume we can implement the iterator interface for each type. Then the procedure \texttt{enumerate}(\(v\)) in Algorithm 1 (lines 1-4) shows how to enumerate the set \([D](v)\) by using an iterator \(\tau\) for \(v\). In the following, we show how to implement the iterator interface for each type and how the size of the next output bounds the delay between two outputs.

We start by presenting the iterator \(\tau_\emptyset\) for a bottom node \(v\) (lines 6-19), called a \textit{bottom node iterator}. We assume that each \(\tau_\emptyset\) has internally two values, denoted by \(u\) and hasnext, where \(u\) is a reference to \(v\) and hasnext is a boolean variable. The purpose of a bottom node iterator is only to print \((\lambda(u), 1+s)\) for some shift \(s\). For this goal, when we create \(\tau_\emptyset\), we initialize \(u\) equal to \(v\) and hasnext = \texttt{true} (lines 9-10). Then, when we call \(\tau_\emptyset\cdot\texttt{next}\) for the first time, we swap hasnext from \texttt{true} to \texttt{false} and output \texttt{true} (i.e., there is one output ready to be returned). Then any following call to \(\tau_\emptyset\cdot\texttt{next}\) will be false (lines 12-16). Finally, the \(\tau_\emptyset\cdot\texttt{print}\) writes the pair \((\lambda(u), 1+s)\) to the output registers (lines 18-19). Here, we assume the existence of a method \texttt{print} on the RAM model for writing the next entry to the output registers.

For a product node, we present a \textit{product node iterator} \(\tau_\odot\) in Algorithm 1 (lines 21-39). This iterator receives a product node \(v\) with \(\lambda(v) = \emptyset\) and stores a reference of \(v\), called \(u\), and two iterators \(\tau_\ell\) and \(\tau_r\), for iterating through the left and right node, \(\ell(u)\) and \(r(u)\), respectively. The \texttt{create} method initializes \(u\) with \(v\), creates the iterators \(\tau_\ell\) and \(\tau_r\), and calls \(\tau_\ell\cdot\texttt{next}\) to be prepared for the first call of \(\tau_\odot\cdot\texttt{next}\) (lines 23-27). The purpose of \(\tau_\odot\cdot\texttt{next}\) is to fix one output for the left node \(\ell(u)\) and iterate over all outputs of \(r(u)\) (lines 29-35). When we stop enumerating all outputs of \([D](\tau(u))\), we move to the next output of \(\tau_\ell\), and iterate again over all \([D](\tau(u))\) (lines 31-34). For printing, we recursively call first the printing method of \(\tau_\ell\), and then the one of \(\tau_r\) (lines 37-39).

The most involved case is the \textit{union/\mathbb{Z} node iterator} \(\tau_{\cup/\mathbb{Z}}\) (lines 40-74). This iterator receives a node \(v\) of one of two types, either a union node, or a \(\mathbb{Z}\)-node. It keeps a \textit{stack} \(\text{St}\) and an iterator \(\tau\). The elements in the stack are pairs \((u, s)\) where \(u\) is a node and \(s\) is an integer. We assume the standard implementation of a stack with the native methods \texttt{push}, \texttt{pop}, \texttt{top}, and \texttt{depth}: the first three define the standard operations over stacks, and \texttt{depth} counts the elements in a stack. The purpose of the stack is to perform a \textit{depth-first-search} traversal of all union and \(\mathbb{Z}\) nodes below \(v\), reaching all possible output nodes \(u\) such that there is a path of only union and \(\mathbb{Z}\) nodes between \(v\) and \(u\). At every point, if an element \((u, s)\) is in the stack, then \(s\) is equal to the sum of all \(\mathbb{Z}\) nodes in the path from \(v\) to \(u\). If the top node of \(\text{St}\) is a pair \((u, s)\) such that \(u\) is an output node, then \(\tau\) is an iterator for \(u\), which enumerates all their outputs. If \(p = (u, s)\), we will use the notation \(p.u\) to access the first component of \(p\) (i.e., \(u\)).
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union nodes, two \( Z \) nodes, and six bottom nodes. The first figure is \( St \) after calling \( St \leftarrow \text{push}(St,(v,0)) \), the second is after calling \( St \leftarrow \text{TRaverse}(St) \). The last two figures represent successive calls to \( \text{pop}(St), St \leftarrow \text{TRaverse}(St) \).

In order to perform the \textit{depth-first-search} traversal of union and \( Z \) nodes, we use the auxiliary method \text{TRaverse}(St) (lines 63-74). While the node \( u \) at the top of \( St \) is a union or a shift node, we pop the top pair \((u,s)\) from \( St \). If \( u \) is a shift node (lines 67-70), we push the pair \((v,s')\) in the stack where \( v \) is the node \( \ell(u) \) pointed by \( u \) and \( s' \) is the sum of the current shift \( s \) with the shift \( \lambda(u) \). Otherwise, if \( u \) is a union node (lines 71-73), we first push the right pair \((\tau(u),s)\) followed by the left pair \((\ell(u),s)\) into the stack. The while-loop will eventually reach an output node at the top of the stack and end. It is important to note that \text{TRaverse}(St) takes \( \mathcal{O}(k) \) steps, given that the ECS is \( k \)-bounded. Then if \( k \) is fixed, the \text{TRaverse} procedure takes constant time. In Figure 3, we illustrate the evolution of a stack \( St \) inside a union node iterator when we call \text{TRaverse}(St) several times.

The methods of a union/\( Z \) node iterator \( \tau_{u/z} \) are then straightforward. For \text{create} (lines 41-45), we push \((v,0)\) and then traverse \( St \), finding the first leftmost output node from \( v \) (lines 43-44). Then we build the iterator \( \tau \) of this output node for being ready to start enumerating their outputs (line 45). For \text{next}, we consume all outputs by calling \( \tau_{.next} \) (line 48). When there are no more outputs, we pop the top node from \( St \) and check if the stack is empty or not (lines 49-50). If this is the case, there are no more outputs and we output \text{false}. Otherwise, if \( St \) is non-empty but the top pair \((u,s)\) of \( St \) contains a union node, then we apply the \text{TRaverse} method for finding the leftmost output node from \( u \) (lines 52-54). When the procedure is done, we know that the node in the top pair is an output node, and then we create an iterator and move to its first output (lines 55-56). For \text{print}(s), we see the pair \((u,s')\) at the top, where we recall that \( s' \) represents the sum of all \( Z \) nodes on the way to \( u \) (line 60), and \( u \) is assumed to be an output node. Then, we call the print method of \( \tau \) which is ready to write the current output, and over which we add the value \( s + s' \) (line 61).

In order to prove the correctness of the enumeration procedure, one can verify that \text{Enumerate}(v) in Algorithm 1 enumerates all the outputs in the set \( \mathcal{D}(v) \) one by one,
and without repetitions, which follows from the fact that \( \mathcal{D} \) is duplicate-free. To bound the delay between outputs, the fact that \( \mathcal{D} \) is \( k \)-bounded implies that the delay is bounded by \( \mathcal{O}(k \cdot |w_0|) \) if \( w_0 \) is the first output, or \( \mathcal{O}(k \cdot (|w| + |w'|)) \) if \( w \) and \( w' \) are the previous and next output, respectively. More precisely, we note that every iterator \( \tau \) defines a current output \( w_{\text{curr}} \): the string that is printed when calling \( \tau.\text{PRINT}(s) \); and a next output \( w_{\text{next}} \): the string that is printed when calling first \( \tau.\text{NEXT} \) and then \( \tau.\text{PRINT} \); which gives us following runtime bounds:

- \( \text{CREATE}(v) \) takes time \( \mathcal{O}(k \cdot |w_0|) \), where \( w_0 \) is the first output in \([\mathcal{D}](v)\),
- \( \text{NEXT} \) takes time \( \mathcal{O}(k \cdot |w_0|) \) for the first call, and \( \mathcal{O}(k \cdot (|w_{\text{curr}}| + |w_{\text{next}}|)) \) on each subsequent call,
- \( \text{PRINT}(s) \) takes time \( \mathcal{O}(k \cdot |w_{\text{curr}}|) \).

Overall, \( \text{ENUMERATE}(v) \) in Algorithm 1 requires \( \mathcal{O}(k \cdot (|w| + |w'|)) \) delay to write the next output \( w' \) in the output register, after printing the previous output \( w \).

We end by pointing out that the existence of an enumeration algorithm \( \mathcal{E} \) with delay \( \mathcal{O}(k \cdot (|w| + |w'|)) \) between any consecutive outputs \( w \) and \( w' \), implies the existence of an enumeration algorithm \( \mathcal{E}' \) with output-linear delay as defined in Section 2. We start noting that \( k \) is a fixed value and then the delay of \( \mathcal{E} \) only depends on \( |w| + |w'| \). For depending only on the next output \( w' \), one can perform the following strategy for \( \mathcal{E}' \): start by running \( \mathcal{E} \), enumerate the first output \( w_0 \), advance \( k \cdot |w_0| \) more steps of \( \mathcal{E} \), and stop. Then continue running \( \mathcal{E} \), enumerate the next output \( w_1 \), advance \( k \cdot |w_1| \) more steps, and stop. By repeating this enumeration process, one can verify that the delay between the \( i \)-th output \( w_i \) and the \((i + 1)\)-th output \( w_{i+1} \) is \( \mathcal{O}(|w_{i+1}|) \). Therefore, \( \mathcal{E}' \) has output-linear delay.

4. Operations over Shift-ECS

The previous section introduces the structure of a Shift-ECS and how to enumerate its outputs. In this section, we provide the operations we allow to extend an Shift-ECS, maintaining the good properties for enumeration (i.e., \( k \)-boundedness). We start by presenting the semantics and implementations of these operations, to then introduce two special nodes that will be instrumental for our evaluation algorithm.

The operations. Fix a Shift-ECS \( \mathcal{D} = (\Omega, V, \ell, r, \lambda) \). Then for any \( \sigma \in \Omega \), \( v_1, \ldots, v_4, v \in V \) and \( s \in \mathbb{Z} \), we define these four operations, given alongside their expected semantics:

- \( \text{add}(\sigma) \rightarrow v' \): \([\mathcal{D}](v') := \{ (\sigma, 1) \}\)
- \( \text{prod}(v_1, v_2) \rightarrow v' \): \([\mathcal{D}](v') := [\mathcal{D}](v_1) \cdot [\mathcal{D}](v_2)\)
- \( \text{union}(v_3, v_4) \rightarrow v' \): \([\mathcal{D}](v') := [\mathcal{D}](v_3) \cup [\mathcal{D}](v_4)\)
- \( \text{shift}(v, s) \rightarrow v' \): \([\mathcal{D}](v') := \text{sh}([\mathcal{D}](v), s)\)

Intuitively, \( \text{add} \) allows to add a new bottom node, and \( \text{prod} \), \( \text{union} \), and \( \text{shift} \) to do the product, union, and shift of nodes, respectively. Here we assume that the union and prod are called only when properties (1) and (2) of a duplicate-free Shift-ECS hold, namely, \([\mathcal{D}](v_3)\) and \([\mathcal{D}](v_4)\) are disjoint; and, for every \( w \in [\mathcal{D}](v_1) \cdot [\mathcal{D}](v_2) \), there exists a unique way to decompose \( w = w_1 \cdot w_2 \) such that \( w_1 \in [\mathcal{D}](v_1) \) and \( w_2 \in [\mathcal{D}](v_2) \).

Strictly speaking, each operation above should receive as input the data structure \( \mathcal{D} \), and output a fresh node \( v' \) plus a new data structure \( \mathcal{D}' = (\Omega, V', \ell', r', \lambda') \) such that \( \mathcal{D}' \)
is an extension of \( \mathcal{D} \), namely, that \( V \subseteq V' \), and for each \( v \in V \) it holds that \( \ell'(v) = \ell(v) \), \( r'(v) = r(v) \) and \( \lambda'(v) = \lambda(v) \). Note that we assume that each operation would only extend the data structure with new nodes and that old nodes are immutable after each operation. By this, we mean that once a node \( v \) is created, and the values \( \ell(v), r(v) \) and \( \lambda(v) \) assigned, none of these values ever change again. This also implies that the entire subgraph that is reachable from \( v \), and thus, the set \( [\mathcal{D}](v) \), also stay the same. For simplification, we will not explicitly refer to \( \mathcal{D} \) on the operations above, although they modify \( \mathcal{D} \) directly by adding new nodes.

**Implementation of the operations.** To implement the above operations, we impose further restrictions on the structure below the operations’ input nodes to ensure \( k \)-boundedness. Towards this goal, we introduce the notion of safe nodes. We say that a node \( v \in V \) is safe if it is a shift node over an output node, or over a union node with an output node on the left and a shift node with output depth of at most 2 on the right. More precisely, \( v \) is safe iff \( \lambda(v) \in \mathbb{Z} \), and either: \( \ell(v) \) is an output node; or \( \ell(v) \) is a union node with \( \text{odepth}_\mathcal{D}(\ell(v)) = 1 \) and \( r(\ell(v)) \) is a shift node with \( \text{odepth}_\mathcal{D}(r(\ell(v))) \leq 2 \). In other words, \( v \) is safe if the next step is to show that all operations over Shift-ECSs receive only safe nodes and output only safe nodes. As we will see, safeness will be a light structural restriction on the operations’ input nodes that is enough to maintain \( k \)-boundedness after each operation.

Next, we show how to implement each operation assuming that every input node is safe. In fact, the cases of add and shift are straightforward. For \( \text{add}(\sigma) \to v' \) we extend \( \mathcal{D} \) with two fresh nodes \( v' \) and \( u \) such that \( \lambda(u) = \sigma \), \( \lambda(v') = 0 \), and \( \ell(v') = u \). In other words, we hang a fresh 0-shift node \( v' \) over a fresh \( \sigma \)-node \( u \), and output \( v' \). For \( \text{shift}(v, s) \to v' \), add the fresh node \( v' \) to \( \mathcal{D} \), and set \( \ell(v') = \ell(v) \) and \( \lambda(v') = \lambda(v) + s \). One can easily check that in both cases the node \( v' \) represents the desired set, is safe, and \( k \)-boundedness is preserved.

To show how to implement \( \text{prod}(v_1, v_2) \to v' \), recall that \( v_1 \) and \( v_2 \) are safe and, in particular, both are shift nodes. Then we need to extend \( \mathcal{D} \) with fresh nodes \( v', v'' \), and \( v''' \) such that \( \ell(v') = v'' \), \( \ell(v'') = \ell(v_1) \), \( \ell(v''') = \ell(v_2) \), \( \lambda(v') = \lambda(v_1) \), \( \lambda(v'') = \lambda(v_2) \), \( \lambda(v''') = \lambda(v_3) \), \( \lambda(v) = \lambda(v_1) \cup \lambda(v_2) \) and \( \lambda(v''') = \lambda(v_3) \). This construction is identical to the \( \text{prod} \) construction shown in Figure 4(a), except replacing \( v_1 \) and \( v_2 \) by \( v_3 \) and \( v_4 \) respectively, and \( \lambda(v''') \) from \( \odot \) to \( \cup \).

The last operation is \( \text{union}(v_3, v_4) \to v' \). The strategy is then to prove that if \( v_3 \) and \( v_4 \) are safe nodes, then we can implement the operator and produce a safe node \( v' \). Let us define \( v' \) as follows:

- If at least one among \( \ell(v_3) \) and \( \ell(v_4) \) is an output node, assume without loss of generality that it is \( \ell(v_3) \). We extend \( \mathcal{D} \) with nodes \( v', v'' \), and \( v''' \), where \( \ell(v') = v'' \), \( \ell(v'') = \ell(v_3) \), \( \ell(v''' = \ell(v_4) \), \( \lambda(v') = \lambda(v_3) \), \( \lambda(v'') = \lambda(v_3) \cup \lambda(v_4) \). This construction is identical to the \( \text{prod} \) construction shown in Figure 4(a), except replacing \( v_1 \) and \( v_2 \) by \( v_3 \) and \( v_4 \) respectively, and \( \lambda(v''') \) from \( \odot \) to \( \cup \).

- When both \( u_3 = \ell(v_3) \) and \( u_4 = \ell(v_4) \) are union nodes, let \( s_1 = \lambda(r(u_3)) \) and let \( s_2 = \lambda(r(u_4)) \). We extend \( \mathcal{D} \) with fresh nodes \( v', v'_1, v'_2, v'_3, v'_4 \) and \( v'_5 \). Define \( \lambda(v'_1) = s_1 \), \( \lambda(v'_2) = u \), \( \lambda(v'_3) = s_2 - s_1 \), \( \lambda(v'_4) = \cup \), \( \lambda(v'_5) = s_1 + s'_1 - s_2 \), \( \lambda(v'_6) = \cup \), \( \lambda(v'_6) = s_2 + s'_1 - s_1 \). Then define \( \ell(v'_1) = v'_1 \), \( \ell(v'_2) = v'_2 \), \( \ell(v'_3) = v'_3 \), \( \ell(v'_4) = v'_4 \), \( \ell(v'_5) = v'_5 \), \( \ell(v'_6) = \ell(r(u_3)) \), \( r(v'_1) = v'_6 \) and \( r(v'_6) = \ell(r(u_4)) \). We show an illustration of this gadget in Figure 4(b).

We can prove that the last construction has several interesting properties. First, one can check that \( [\mathcal{D}](v') = [\mathcal{D}](v_3) \cup [\mathcal{D}](v_4) \) since each shift value is constructed so that the
accumulated shift value from \( v' \) to each node remains unchanged. Thus, the semantics is well-defined. Second, union can be computed in constant time in \( |D| \) given that we only need to add a fixed number of fresh nodes. Furthermore, the produced node \( v' \) is safe, even though some of the new nodes are not necessarily safe. Finally, the new \( D \) is 3-bounded whenever \( D \) is 3-bounded. This is straightforward to see for the case when \( \ell(v_3) \) (or \( \ell(v_4) \)) is an output node. To see this for the second case, we first have to notice that \( \ell(u_3) \) and \( \ell(u_4) \) are output nodes, and that \( \text{odepth}(\ell(r(u_3))) \leq 1 \) and \( \text{odepth}(\ell(r(u_4))) \leq 1 \). We can check the depth of each node going from the bottom to the top: \( \text{odepth}(v'_6) \leq 2 \), \( \text{odepth}(v'_5) \leq 2 \), \( \text{odepth}(v'_4) \leq 3 \), \( \text{odepth}(v'_3) \leq 1 \), \( \text{odepth}(v'_2) \leq 2 \), \( \text{odepth}(v'_1) \leq 1 \) and \( \text{odepth}(v') \leq 2 \).

By the previous discussion, if we start with a Shift-ECS \( D \) which is 3-bounded (in particular, empty) and we apply the \text{add}, \text{prod}, \text{union} and \text{shift} operators between safe nodes (which also produce safe nodes), then the result is 3-bounded as well. Furthermore, the data structure is fully-persistent [DSST86]: for every node \( v \) in \( D \), \([D](v)\) is immutable after each operation. Finally, by Proposition 3.2, the result can be enumerated with output-linear delay. In other words, we have the following result.

**Proposition 4.1.** The operations \text{add}, \text{prod}, \text{union} and \text{shift} take constant time and are fully persistent. Furthermore, if we start from an empty Shift-ECS \( D \) and apply these operations over safe nodes, the result node \( v' \) is always a safe node and the set \([D](v)\) can be enumerated with output-linear delay (without preprocessing) for every node \( v \).
We summarized the main ideas of the operations over a Shift-ECS in the previous proposition. Next, we show how to extend Proposition 4.1 (i.e., Theorem 4.3 below) to include two special nodes that will be instrumental for running our enumeration algorithm.

The empty- and \( \varepsilon \)-nodes. The last step of constructing our model of Shift-ECS is the inclusion of two special nodes that produce the empty set and the empty string, called empty- and \( \varepsilon \)-node, respectively.

We start with the empty node, which is easier to incorporate into a Shift-ECS. Consider a special node \( \bot \) and include it on every Shift-ECS \( \mathcal{D} \), such that \([\mathcal{D}](\bot) = \emptyset \). Then extend the operations \( \text{prod}, \text{union}, \) and \( \text{shift} \) accordingly to the empty set, namely, \( \text{prod}(\bot, v) = \bot \), \( \text{union}(v, \bot) = \text{union}(\bot, v) = v \), and \( \text{shift}(\bot, s) \rightarrow \bot \) for every node \( v \), and \( s \in \mathbb{Z} \). One can easily include the \( \bot \)-node into Shift-ECSs without affecting the guarantees of Proposition 4.1: The operator \( \text{add} \) is unchanged since \( \bot \) is always part of the Shift-ECS, the operator \( \text{prod} \) and \( \text{sh} \) can be hardcoded to output \( \bot \) if an argument is ever \( \bot \), and the operator \( \text{union} \) can output \( v \) in the same scenario. None of the nodes in \( \mathcal{D} \) ever reach \( \bot \) so the enumeration phase sees no change.

The other special node is the \( \varepsilon \)-node. Let \( \varepsilon \) denote a special node, included on every Shift-ECS \( \mathcal{D} \), such that \([\mathcal{D}](\varepsilon) = \{ \varepsilon \} \). With these new nodes in a Shift-ECS, we need to revise our notions of output-depth, duplicate-free, and \( k \)-boundedness to change the enumeration algorithm, and to extend the operations \( \text{add}, \text{prod}, \text{union}, \) and \( \text{shift} \) over so-called \( \varepsilon \)-safe nodes (i.e., the extension of safe nodes with \( \varepsilon \)).

Our overall strategy will be to greatly restrict the places the \( \varepsilon \)-node can appear. This will essentially separate the node from the rest of the structure where it will minimally affect the enumeration phase. We will also show how to rewrite the operations \( \text{add}, \text{prod}, \text{union} \) and \( \text{shift} \) so that their semantics are fully adapted to having the \( \varepsilon \)-node while maintaining the aforementioned restriction.

The first move will be to assume every Shift-ECS \( \mathcal{D} \) satisfies what we call the \( \varepsilon \)-condition: that is, the only nodes that can have the \( \varepsilon \)-node as a child must be (1) union nodes, and (2) parentless. Further, if the \( \varepsilon \)-node is a child, it must be the left child of its parent.

The notions of output-depth, duplicate-free, and \( k \)-boundedness are mostly unchanged in this setting: If \( v \) is the \( \varepsilon \)-node, then \( \text{odepth}(v) = 0 \), and if \( v \) is a union node with the \( \varepsilon \)-node as its left child, \( \text{odepth}(v) = 1 \). No other node has the \( \varepsilon \)-node as a descendant, so the definition of output-depth remains the same; and the definitions of duplicate-free and \( k \)-bounded remain unchanged as well. By assuming the \( \varepsilon \)-condition, one can see that enumeration remains identical as before, except now the \( \varepsilon \)-node might be seen once, and always as either the root or the left child of the root. Thus, we can state the following as a corollary of Proposition 3.2:

**Corollary 4.2.** Fix \( k \in \mathbb{N} \). Let \( \mathcal{C}_k \) be the class of all duplicate-free and \( k \)-bounded Shift-ECSs that satisfy the \( \varepsilon \)-condition. Then one can solve the problem \( \text{ShiftECSEnum}[\mathcal{C}_k] \) with output-linear delay and without preprocessing (i.e. constant preprocessing time).

We now define the notion of \( \varepsilon \)-safe nodes. These are nodes \( v \) which satisfy one of three conditions: (1) \( v \) is the \( \varepsilon \)-node, (2) \( v \) is safe and none of its descendants is the \( \varepsilon \)-node, and (3) \( v \) is a union node, its left child is the \( \varepsilon \)-node, and its right child is a safe node for which none of its descendants is the \( \varepsilon \)-node. To guide the constructions, we call these conditions 1, 2 and 3. These conditions will allow us to use the constructions already given for \( \text{prod}, \text{union}, \) and \( \text{shift} \) over safe nodes, such as node \( v \), in the case of condition 2, or \( r(v) \), in the case of
condition 3. The rest of this proof will be extending these operations to work over \(\varepsilon\)-safe nodes, and check that they can be done in constant time, return an \(\varepsilon\)-safe node, maintain the \(\varepsilon\)-condition in the Shift-ECS, and satisfy the specifications of each operation (i.e., that for the resulting node \(v'\) the set \([D](v')\) contains what it should).

We define the operation \(\text{add}\) the same as in a Shift-ECS without \(\varepsilon\). The operation \(\text{add}(\varepsilon)\) is not defined since the \(\varepsilon\)-node is always part of \(D\).

The \(\text{prod}\) case is somewhat more involved. First, assume that some node among \(v_1\) and \(v_2\) is the \(\varepsilon\)-node (condition 1). Without loss of generality, assume that \(v_1 = \varepsilon\). If \(v_2\) is the \(\varepsilon\)-node as well, we simply return \(v_1\); and if \(v_2\) is not the \(\varepsilon\)-node (conditions 2 or 3), we simply return \(v_2\). The requirements of the construction follow trivially. Now, assume that both \(v_1\) and \(v_2\) satisfy condition 2. For this case we simply return \(\text{prod}(v_1, v_2)\) as it was defined for a Shift-ECS without \(\varepsilon\). Lastly, assume at least one node among \(v_1\) and \(v_2\) satisfies condition 3 and none of them are the \(\varepsilon\)-node. These cases are depicted in Figure 5. We describe them formally as follows, assuming that \(v'\) is the output and using the operations \(\text{union}\) and \(\text{prod}\) as they were defined for a Shift-ECS without \(\varepsilon\).

- If \(v_1\) satisfies condition 2 and \(v_2\) satisfies condition 3, define \(v'' := \text{prod}(v_1, r(v_2))\) and \(v' := \text{union}(v_1, v'')\).
- If \(v_1\) satisfies condition 3 and \(v_2\) satisfies condition 2, define \(v'' := \text{prod}(r(v_1), v_2)\) and \(v' := \text{union}(v'', v_2)\).
- If both \(v_1\) and \(v_2\) satisfy condition 3, define \(v'' := \text{prod}(r(v_1), r(v_2))\), \(v_3 := \text{union}(v'', r(v_2))\), and \(v_4 := \text{union}(r(v_1), v_3)\). Lastly, define \(\lambda(v') = \cup, \ell(v') = \varepsilon\), and \(r(v') = v_4\).

One can verify that these constructions work as expected, namely, \([D'](v) = [D](v_1) \cdot [D](v_2)\). Also, if \(v_1\) and \(v_2\) are \(\varepsilon\)-safe, then \(v'\) is \(\varepsilon\)-safe as well. Also, each construction does a fixed number of steps, so they take constant time.

Similarly, we address the operation \(\text{union}(v_3, v_4) \rightarrow v'\) by considering each case separately.

- Assume \(v_3\) is the \(\varepsilon\)-node (condition 1). (1) If \(v_4\) also is the \(\varepsilon\)-node, then we simply return \(v' := \varepsilon\). (2) If \(v_3\) satisfies condition 2, let \(v'\) be a union node such that \(\ell(v'') = \varepsilon\) and \(r(v') = v_4\). It can be seen that \(v'\) satisfies condition 3 and that its \(\varepsilon\)-safe. (3) If \(v_4\) satisfies condition 3, we simply return \(v'' := v_4\).
- Assume \(v_3\) satisfies condition 2. (1) If \(v_4\) is the \(\varepsilon\)-node, we return \(v' := \text{union}(v_3, v_4)\) using the construction for the case (2) in the previous item. (2) If \(v_4\) satisfies condition 2, then we return \(v' := \text{union}(v_3, v_4)\) as it was defined for Shift-ECSs without \(\varepsilon\). (3) If \(v_4\) satisfies condition 3, let \(v'' := \text{union}(v_3, r(v_4))\), and let \(v'\) be a union node such that \(\ell(v') = \varepsilon\) and \(r(v) = v''\). Again, it can be seen that \(v'\) is \(\varepsilon\)-safe.

Figure 5: Gadgets for \(\text{prod}\) as defined for a Shift-ECS with the \(\varepsilon\)-node.
• Assume $v_3$ satisfies condition 3. (1) If $v_4$ is the $\varepsilon$-node, we simply return $v' \leftarrow \varepsilon$. (2) If $v_4$ satisfies condition 2, we follow the construction given in case (3) of the previous item. (3) If $v_4$ satisfies condition 3, let $v'' \leftarrow \text{union}(r(v_3), r(v_4))$ and let $v'$ be a union node such that $\ell(v') = \varepsilon$ and $r(v) = v''$. It can be seen that $v'$ is $\varepsilon$-safe.

Clearly, in each of these cases above we have that $[D](v') = [D](v_3) \cup [D](v_4)$, and if $v_3$ and $v_4$ are $\varepsilon$-safe, then $v'$ is $\varepsilon$-safe as well. In addition, they all take constant time and in each case the new version of $D$ satisfies the $\varepsilon$-condition.

The operation shift($v, s$) is defined as follows. If $v$ is the $\varepsilon$-node, we return $v' \leftarrow \varepsilon$. If $v$ satisfies condition 2, we return $v' \leftarrow \text{shift}(v, s)$ as it was defined for Shift-ECSs without $\varepsilon$. If $v$ satisfies condition 3, let $v'' \leftarrow \text{shift}(r(v), s)$ and let $v'$ be a union node such that $\ell(v') = \varepsilon$ and $r(v) = v''$. It can be seen that $v'$ is $\varepsilon$-safe.

By the previous constructions, we can conclude that the operations add, prod, union and shift, when done over $\varepsilon$-safe nodes, can be done in constant time, return an $\varepsilon$-safe node, maintain the $\varepsilon$-condition in the Shift-ECS, and satisfy the specifications of each operation. Furthermore, by virtue of Corollary 4.2, the set $[D](v)$ can be enumerated with output-linear delay for each node $v$ in $D$.

**Theorem 4.3.** The operations add, prod, union and shift over Shift-ECS extended with empty- and $\varepsilon$-nodes take constant time. Furthermore, if we start from an empty Shift-ECS $D$ and apply add, prod, union, and shift over $\varepsilon$-safe nodes, the resulting node $v'$ is always an $\varepsilon$-safe node, and the set $[D](v)$ can be enumerated with output-linear delay without preprocessing for every node $v$.

For the rest of the paper, we assume that a Shift-ECS is a tuple $D = (\Omega, V, \ell, r, \lambda, \bot, \varepsilon)$ where we define $\Omega, V, \ell, r, \lambda$ as before, and $\bot, \varepsilon \in V$ are the empty- and $\varepsilon$-node, respectively. Further, we assume that $\ell, r$, and $\lambda$ are extended accordingly, namely, $\ell(v)$ and $r(v)$ are not defined whenever $v \in \{\bot, \varepsilon\}$, and $\lambda: V \rightarrow \Omega \cup \mathbb{Z} \cup \{\cup, \odot, \bot, \varepsilon\}$ such that $\lambda(v) = \bot$ ($\lambda(v) = \varepsilon$) iff $v = \bot$ ($v = \varepsilon$, respectively).

5. Evaluation of annotated automata over SLP-compressed strings

This section shows our algorithm for evaluating an annotated automaton over an SLP-compressed document. This evaluation is heavily inspired by the preprocessing phase in [SS21], as it primarily adapts the algorithm to the Shift-ECS data structure. In a nutshell, we keep matrices of Shift-ECS nodes, where each matrix represents the outputs of all partial runs of the annotated automaton over fragments of the compressed strings. We extend the operations of Shift-ECS over matrices of nodes, which will allow us to compose matrices, and thus compute sequences of compressed strings. Then the algorithm proceeds in a dynamic programming fashion, where matrices are computed bottom-up for each non-terminal symbol. Finally, the matrix that corresponds to the start symbol of the SLP will contain all the outputs. The result of this process is that each matrix entry succinctly represents an output set that can enumerated with output-linear delay.

**Matrices of nodes.** The main ingredient for the evaluation algorithm are matrices of nodes for encoding partial runs of annotated automata. To formalize this notion, fix an unambiguous AnnA $A = (Q, \Sigma, \Omega, \Delta, I, F)$ and a Shift-ECS $D = (\Omega, V, \ell, r, \lambda, \bot, \varepsilon)$. We define a partial run $\rho$ of $A$ over a document $d = a_1a_2 \ldots a_n \in \Sigma^*$ as a sequence

$$\rho := p_1 \rightarrow \ldots \rightarrow p_{n+1}$$
Algorithm 2 The enumeration algorithm of an unambiguous AnnA \( \mathcal{A} = (Q, \Sigma, \Omega, \Delta, I, F) \) over an SLP \( S = (N, \Sigma, R, S_0) \).

1: **procedure** \( \text{Evaluation}(\mathcal{A}, S) \)  
2: \hfill Initialize \( \mathcal{D} \) as an empty Shift-ECS  
3: \hfill \text{NonTerminal}(S_0)  
4: \hfill \text{Enumerate}(v, \mathcal{D})  
5: \hfill \text{for each} \ p \in I, q \in F \ \text{do}  
6: \hfill v \leftarrow \text{union}(v, M_{S_0}[p, q])  
7: \hfill \text{Enumerate}(v, \mathcal{D})  
8: **procedure** \( \text{Terminal}(a) \)  
9: \hfill \text{for each} \ (p, (a, o), q) \in \Delta \ \text{do}  
10: \hfill M_a[p, q] \leftarrow \text{union}(M_a[p, q], \text{add}(a))  
11: \hfill \text{for each} \ (p, a, q) \in \Delta \ \text{do}  
12: \hfill M_a[p, q] \leftarrow \text{union}(M_a[p, q], \varepsilon)  
13: \hfill \text{len}_a \leftarrow 1  
14: \hfill \text{len}_a \leftarrow 1  
15: **procedure** \( \text{NonTerminal}(X) \)  
16: \hfill M_X \leftarrow \{[p, q] \rightarrow \bot \mid p, q \in Q, p \neq q\} \cup \{[p, q] \rightarrow \varepsilon \mid p, q \in Q, p = q\}  
17: \hfill \text{len}_X \leftarrow 0  
18: \hfill \text{for} \ i = 1 \ \text{to} \ |R(X)| \ \text{do}  
19: \hfill Y \leftarrow R(X)[i]  
20: \hfill \text{if} \ M_Y \text{ is not defined then}  
21: \hfill \text{if} \ Y \in \Sigma \ \text{then}  
22: \hfill \text{Terminal}(Y)  
23: \hfill \text{else}  
24: \hfill \text{NonTerminal}(Y)  
25: \hfill M_X \leftarrow M_X \odot \text{shift}(M_Y, \text{len}_X)  
26: \hfill \text{len}_X \leftarrow \text{len}_X + \text{len}_Y

such that \( p_1 \in Q \), and for each \( i \in [1, n] \) either \( b_i = a_i \) and \( (q_i, a_i, q_{i+1}) \in \Delta \), or \( b_i = (a_i, o) \) and \( (q_i, (a_i, o), q_{i+1}) \in \Delta \). Additionally, we say that the partial run \( \rho \) is from state \( p \) to state \( q \) if \( p_1 = p \) and \( p_{n+1} = q \). In other words, partial runs are almost equal to runs, except they can start and end at any state \( p \) and \( q \), respectively.

For the algorithm, we use the set of all \( Q \times Q \) matrices where entry \( M[p, q] \) is a node in \( V \) for every \( p, q \in Q \). Each node \( M[p, q] \) represents all annotations of partial runs from state \( p \) to state \( q \), which can be enumerated with output-linear delay by Theorem 4.3. Further, \( M[p, q] = \bot \) represents that there is no run, and \( M[p, q] = \varepsilon \) that there is a single run without outputs (i.e., a run that produces the \( \varepsilon \) output).

To combine these matrices of nodes, we define two operations. The first operation is the **matrix multiplication** over the semiring \( (2^{Q \times Q})^+, \cup, \cdot, \{\varepsilon\} \) but represented over \( \mathcal{D} \). Formally, let \( Q = \{q_1, \ldots, q_m\} \) with \( m = |Q| \). Then, for two \( m \times m \) matrices \( M_1 \) and \( M_2 \), we define \( M_1 \odot M_2 \) such that for every \( p, q \in Q \):

\[
(M_1 \odot M_2)[p, q] := \text{union}_i^{m+1} \left( \text{prod}_{i=1}^m (M_1[p, q_i], M_2[q_i, q]) \right)
\]

where \( \text{union}_i^{m+1} E_i := \text{union}(\ldots \text{union}(\text{union}(E_1, E_2), E_3) \ldots, E_m) \). That is, the node \( (M_1 \odot M_2)[p, q] \) represents the set \( \bigcup_{i=1}^m (\mathcal{D})(M_1[p, q_i]) \cdot (\mathcal{D})(M_2[q_i, q]) \).

The second operation for matrices is the extension of the **shift operation**. Formally, \( \text{shift}(M, s)[p, q] := \text{shift}(M[p, q], s) \) for a matrix \( M \), \( s \in \mathbb{Z} \), and \( p, q \in Q \). Since each operation over \( \mathcal{D} \) takes constant time, overall multiplying \( M_1 \) with \( M_2 \) takes time \( O(|Q|^3) \) and shifting \( M \) by \( s \) takes time \( O(|Q|^3) \).

**The algorithm.** We present the evaluation algorithm for the SLPEnum problem in Algorithm 2. As expected, the main procedure \( \text{Evaluation} \) receives as input an unambiguous annotated automaton \( \mathcal{A} = (Q, \Sigma, \Omega, \Delta, I, F) \) and an SLP \( S = (N, \Sigma, R, S_0) \), and enumerates all outputs in \([\mathcal{A}]\text{(doc}(S))\). To simplify the notation, in Algorithm 2 we assume that \( \mathcal{A} \) and \( S \) are globally defined, and we can access them in any subprocedure. Similarly, we use
a Shift-ECS $D$, and, for every $X \in N \cup \Sigma$, a matrix $M_X$ and an integer $\text{len}_X$, which can globally be accessed at any place as well.

The main purpose of the algorithm is to compute $M_X$ and $\text{len}_X$ recursively. On one hand, $M_X$ is a $Q \times Q$ matrix where each node entry $M_X[p,q]$ represents all outputs of partial runs from $p$ to $q$. On the other hand, $\text{len}_X$ is the length of the string $R^\ast(X)$ (i.e., the string produced from $X$). Both $M_X$ and $\text{len}_X$ start undefined, and we compute them recursively, beginning from the non-terminal symbol $S_0$ and by calling the method $\text{NonTerminal}(S_0)$ (line 3). After $M_{S_0}$ was computed, we can retrieve the set $[A](S)$ by taking the union of all partial run’s outputs from an initial state $p \in I$ to a state $q \in F$, and storing it in node $v$ (lines 4-6). Finally, we can enumerate $[A](S)$ by enumerating all outputs represented by $v$ (line 7). The reason why these outputs can be printed without repetitions, in short, is because every (relevant) call to union and prod is done while respecting the conditions of a duplicate-free Shift-ECS. The details are in the proof of Theorem 5.1, in a dedicated paragraph titled duplicate-freeness.

The workhorses of the evaluation algorithm are procedures $\text{NonTerminal}$ and $\text{Terminal}$ in Algorithm 2. The former computes matrices $M_X$ recursively whereas the latter is in charge of the base case $M_a$ for a terminal $a \in \Sigma$. For computing the base case, we can start with $M_a$ with all entries equal to the empty node $\bot$ (line 9). Then if there exists a read-annotate transition $(p,(a,\alpha),q) \in \Delta$, we add an output node $\alpha$ to $M_a[p,q]$, by making the union between the current node at $M_a[p,q]$ with the node $\text{add}(\alpha)$ (line 11). Also, if a read transition $(p,a,q) \in \Delta$ exists, we do the same but with the $\varepsilon$-node (line 13). Finally, we set the length of $\text{len}_a$ to 1, and we have covered the base case.

For the recursive case (i.e., procedure $\text{NonTerminal}(X)$), we start with a sort of “identity matrix” $M_X$ where all entries are set up to the empty-node except the ones where $p = q$ that are set up to the $\varepsilon$-node, and the value $\text{len}_X = 0$ (lines 16-17). Then we iterate sequentially over each symbol $Y$ of $R(X)$, where we use $R(X)[i]$ to denote the $i$-th symbol of $R(X)$ (lines 18-19). If $M_Y$ is not defined, then we recursively compute $\text{Terminal}(Y)$ or $\text{NonTerminal}(Y)$ depending on whether $Y$ is in $\Sigma$ or not, respectively (lines 20-24). The matrix $M_Y$ is memorized (by having the check in line 20 to see if it is defined or not) so we need to compute it at most once. After we have retrieved $M_Y$, we can compute all outputs for $R(X)[1] \ldots R(X)[i]$ by multiplying the current version of $M_X$ (i.e., the outputs of $R(X)[1] \ldots R(X)[i-1]$), with the matrix $M_Y$ shifted by the current length $\text{len}_X$ (line 25). Finally, we update the current length of $X$ by adding $\text{len}_Y$ (line 26).

In the next theorem, we prove the correctness of Algorithm 2.

**Theorem 5.1.** Algorithm 2 enumerates the set $[A](S)$ correctly for every unambiguous AnnA $A$ and every SLP-compressed document $S$, with output-linear delay and after a preprocessing phase that takes time $\mathcal{O}(|A| + |S| \times |Q|^3)$.

**Proof.** To aid in organization, we separate this proof in three main parts. First, in correctness, we prove that the node $v$ called in line 7 satisfies that $[D](v) = [A](S)$. Second, in duplicate-freeness we prove why the algorithm enumerates without repetitions. Third, in time bounds we prove that the preprocessing phase has the stated time bounds.

**Correctness.** Our goal here is to prove that for each $M_X$, for an $X \in \Sigma \cup N$ that is reachable from $S_0$, the set $[D](M_X[p,q])$ contains the annotations of all partial runs of $A$ over $\text{doc}(X)$ that start on $p$ and end on $q$. 

First, let $X = a \in \Sigma$. This case can be quickly verified by inspecting the procedure \textsc{Terminal}(a): for each $p$ and $q$, the set $[\mathcal{D}](M_{o}[p, q])$ contains what we expect, which is $\varepsilon$ when $(p, a, q) \in \Delta$, and $(a, 1)$ for each $(p, (a, o), q) \in \Delta$.

Now, let $X$ be a non-terminal with $R(X) = Y_1 \ldots Y_m$. Our goal is to prove by induction that on iteration $i$ on line 18, the set $[\mathcal{D}](M_{X}[p, q])$ is made of the partial annotations of all runs over $\text{doc}(Y_1 \ldots Y_i)$ from $p$ to $q$. The base case here is actually when $i = 0$, and we consider lines 16-17 as the 0-th iteration and $\varepsilon$ as the prefix of size 0 of $R(X)$. Thus, the sets $[\mathcal{D}](M_{X}[p, q])$ on the 0-th iteration are what we expect, which is $\{\varepsilon\}$ when $p = q$ and $\emptyset$ when $p \neq q$. Now, assume the statement holds for $i$. From the global inductive assumption, we have that the matrix $M_{Y_{i+1}}$ is correctly built, that is, that each set $[\mathcal{D}](M_{Y_{i+1}}[p, q])$ contains the partial annotations of all runs over $\text{doc}(Y_{i+1})$ from $p$ to $q$. By seeing that the operator $\otimes$ in line 225 indeed generates the matrix that corresponds to the join of $[\mathcal{D}](M_{X}[p, q'])$ and $\text{sh}(\mathcal{D}(M_{Y_{i+1}}[q', q]), \text{doc}(Y_1 \ldots Y_i))$ for each state $q'$, we conclude that the resulting matrix $M_{X}$ at the end of the iteration is correct. From this reasoning, we conclude that the set $[\mathcal{D}](M_{X}[p, q])$ contains exactly the annotations stated above.

\textit{Duplicate-freeness}. Here, we would hope to prove that the operators \texttt{add}, \texttt{union}, \texttt{prod} and \texttt{shift} are only called when the properties of a duplicate-free Shift-ECS are true (see Section 4). However, this is not necessarily true, at least for the union case: $\mathcal{A}$ is allowed to be ambiguous in partial runs that do not form part of an accepting run. For simplicity, the rest of the proof is stated only for indices $M_{X}[p, q]$ which are reached when building an output string. In other words, those where there exists an accepting run $\rho = p_1 b_1 \ldots b_n p_{n+1}$ such that $p = p_1, q = p_r$ with $\ell \leq r$, and $a_1 \ldots a_{\ell-1} X a_\ell \ldots a_n$ is reachable from $S_0$ by following production rules in $R$.

In the case of \texttt{prod}, proving the duplicate-free property is straightforward: it is only done in line 25, and the positions on the left side (i.e., the ones taken from $M_{X}$) are all less or equal than the value $\text{len}_X$ has at that point. Thus, by shifting the values from $M_{Y}$ by this amount, the sets from either side will not contain any annotation in common. In the case of \texttt{union}, one can check by inspection that in lines 11 and 13, this is also done properly: none of the transitions appears more than once, and one can check that in line 25, if any of the calls to \texttt{union} done inside the $\otimes$ operation is done with duplicates, then there is some annotation that appears in two distinct calls. This is because each of the \texttt{union} calls is done over a different index in the matrices $M_{Y}$ and $M_{X}$, contradicting the assumption that $\mathcal{A}$ is unambiguous. Therefore, we conclude that the operators \texttt{add}, \texttt{union}, \texttt{prod} and \texttt{shift} are called properly, and the statement of the theorem follows.

\textit{Time bounds}. The main procedure calls \texttt{NonTerminal} or \texttt{Terminal} at most once for every symbol. After making all calls to \texttt{Terminal}, each transition in $\Delta$ is seen exactly once, and \texttt{NonTerminal} takes time at most $O(|R(X)| \times |Q|^3)$ not taking into account the \texttt{calls} inside. Adding these values gives us an overall $O(|\mathcal{A}| + |S| \times |Q|^3)$ execution time. \hfill $\square$

We want to finish by noticing that, contrary to [SS21], our evaluation algorithm does not need to modify the grammar $S$ into Chomsky’s normal form (CNF) since we can evaluate $\mathcal{A}$ over $S$ directly.

### 6. Applications in regular spanners

It was already shown in [AJMR22] that working with annotations directly and then providing a reduction from a spanner query to an annotation query is sometimes more manageable.
In this section we will do just that: starting from a document-regular spanner pair \((d, \mathcal{M})\), we will show how to build a document-annotated automaton pair \((d', \mathcal{A})\) such that \(\mathcal{M}(d) = \lbrack \mathcal{A} \rbrack(d')\). Although people have studied various models of regular spanners in the literature, we will focus here on sequential variable-set automata (VA) \([FKRV15]\) and sequential extended variable-set automata (eVA) \([FRU20]\). The latter appears to be syntactically equivalent to the model that Schmid and Schweikardt used in their results \([SS21]\). We present the models in this order, but we present first the reduction from the latter as it can be done into AnnA directly. In the second half of the section we reduce the former to succinctly annotated automata, an extension of AnnA that allows output symbols to be stored concisely. These reductions imply output-linear delay enumeration for the spanner tasks.

Let it be noted that, when dealing with spanners, output-linear delay is indeed equivalent to what is commonly known as constant delay. We believe the latter to be somewhat ambiguous, even in these tasks: the size of an output depends on the number of variables, and this is given by the query. Therefore, the term is accurate only when looking at them in data complexity—not, say, in combined or query complexity. We choose to continue talking in terms of output-linear delay for the rest of the section to resolve any imprecisions, while reminding the reader that the results are fully compatible with those called constant delay in the literature.

**Variable-set automata.** Consider a document \(d = a_1 \ldots a_n\) over an input alphabet \(\Sigma\). A **span** of \(d\) is a pair \([i, j]\) with \(1 \leq i \leq j \leq n + 1\). We define the substring at \([i, j]\) by 
\[
d[i, j] = a_i \ldots a_{j-1}.
\]
We also consider a finite set of variables \(\mathcal{X}\) and we define a **mapping** as a partial function that maps some of these variables to spans. We define a **document spanner** as a function assigning every input document \(d\) to a set of mappings \([FKRV15]\).

A **variable-set automaton** (VA for short) is a tuple \(\mathcal{A} = (Q, \Sigma, \mathcal{X}, \Delta, I, F)\) where \(Q\) is a set of states, \(I, F \subseteq Q\), and \(\Delta\) consists of read transitions \((p, a, q) \in Q \times \Sigma \times Q\) and variable transitions \((p, \overleftarrow{\pi}, q)\) or \((p, \overrightarrow{\pi}, q)\) where \(p, q \in Q\) and \(x \in \mathcal{X}\). The symbols \(\overleftarrow{\pi}\) and \(\overrightarrow{\pi}\) are referred to as **variable markers** of \(x\), where \(\overleftarrow{\pi}\) is **opening** and \(\overrightarrow{\pi}\) is **closing**. Given a document \(d = a_1 \ldots a_n \in \Sigma^*\) a configuration of \(\mathcal{A}\) is a pair \((q, i)\) where \(q \in Q\) and \(i \in [1, n + 1]\). A run \(\rho\) of \(\mathcal{A}\) over \(d\) is a sequence:
\[
\rho := (q_1, i_1) \xrightarrow{\sigma_1} (q_2, i_2) \xrightarrow{\sigma_2} \ldots \xrightarrow{\sigma_m} (q_{m+1}, i_{m+1})
\]
where \(i_1 = 1\), \(i_{m+1} = n + 1\), and for each \(j \in [1, m]\), \((q_j, \sigma_j, q_{j+1}) \in \Delta\) and either (1) \(\sigma_j = a_i\) and \(i_{j+1} = i_j + 1\), or (2) \(\sigma_j \in \{\overleftarrow{\pi}, \overrightarrow{\pi}\} x \in \mathcal{X}\) and \(i_{j+1} = i_j\). We say that \(\rho\) is **accepting** if \(q_{m+1} \in F\) and that it is **valid** if variables are non-repeating, and they are opened and closed correctly. If \(\rho\) is accepting and valid, we define the mapping \(\mu^\rho\) which maps \(x \in \mathcal{X}\) to the span \([u, v]\) if, and only if, there exist \(j, k \in [1, m]\) such that \(i_j = u, i_k = v\), and \(\sigma_j = \overleftarrow{\pi}\) and \(\sigma_k = \overrightarrow{\pi}\). We say that \(\mathcal{A}\) is **unambiguous** if for each mapping \(\mu \in \lbrack \mathcal{A} \rbrack(d)\) there is exactly one accepting run \(\rho\) of \(\mathcal{A}\) over \(d\) such that \(\mu^\rho = \mu\).
Extended VA. An extended variable-set automaton (or eVA for short) is a tuple \( A = (Q, \Sigma, \mathcal{X}, \Delta, I, F) \) where \( Q, I, F \) are defined as in VA, \( \Delta \) is a set consisting of letter transitions \((p,a,q)\) where \( a \in \Sigma \) and \( p,q \in Q \) or extended variable transitions \((s,p,q)\) where \( S \subseteq \{i^x, i^y\} \) and \( S \) is non-empty; and \( F \subseteq Q \). A run \( \rho \) over a document \( d = a_1 \ldots a_n \) is a sequence:

\[
\rho = q_1 \xrightarrow{a_1} q_2 \xrightarrow{a_2} \ldots \xrightarrow{a_n} q_{n+1} = p_{n+1}
\]

where each \( S_i \) is a (possibly empty) set of markers, for each \( i \in [1,n] \), \((p_i,a_i,q_i)\) \( \in \Delta \), and for each \( i \in [1,n+1] \), if \( S_i \) is not empty, then \((q_i, S_i, p_i)\) \( \in \Delta \), and \( p_i = q_i \), otherwise. We say that a run is accepting if \( p_{n+1} \in F \). Also, we say that a run \( \rho \) is valid if variables are opened and closed in a correct manner: every marker \( i^x \) and \( i^y \) must appear at most once among the sets \( S_1 \ldots S_{n+1} \); if one of them appears, the other does as well; and if \( i^x \in S_i \) and \( i^y \in S_j \) then it holds that \( i \leq j \). For a valid run \( \rho \), we define the mapping \( \mu \) that maps \( x \) to \([i,j]\) if \( i^x \in S_i \) and \( i^y \in S_j \). The spanner \( \lfloor A \rfloor \) is defined identically as for VA. The definitions of sequential and unambiguous eVA are the same as well.

To motivate the reduction from sequential eVA to annotated automata, consider a document \( d = aab \), and a run over \( d \) of some (unspecified) eVA with variable set \( \mathcal{X} = \{x, y\} \):

\[
\rho = q_1 \xrightarrow{a} q_2 \xrightarrow{(i^x, i^y)} p_2 \xrightarrow{b} q_3 \xrightarrow{(i^y)} q_4 \xrightarrow{a} p_4
\]

This run defines the mapping \( \mu \) which assigns \( \mu(x) = [2,2) \) and \( \mu(y) = [2,4) \). To translate this run to the annotated automata model, first we append an end-of-document character to \( d \) so we are then able to “push” the marker sets one transition to the right. That way, we obtain a possible run of an annotated automaton with output set \( \Omega = 2^{[i^x, i^y | x \in \mathcal{X}]} \) over the document \( d' = aab\# \):

\[
\rho' = q'_1 \xrightarrow{a} q'_2 \xrightarrow{(a, (i^x, i^y))} q'_3 \xrightarrow{b} q'_4 \xrightarrow{(\#, (i^y))} q'_5
\]

The annotation of this run would then be \((2, \{i^x, i^y\}) (4, \{i^y\})\), from where the mapping \( \mu \) can be extracted directly. The reduction from eVA into annotated automata operates in a similar fashion: the read transitions are kept, and for each pair of transitions \((p, S, q), (q, a, r)\) in the former, a transition \((p, (a, S), r)\) is added to the latter.

The equivalence between mappings and annotations is formally defined as follows: for some document \( d \), a mapping \( \mu \) from \( \mathcal{X} \) to spans in \( d \) is equivalent to an annotation \( w = (S_1, i_1) \ldots (S_m, i_m) \) if, and only if, for every \( j \in [1,m] \):

\[
S_j = \{ i^x | \mu(x) = [i_j, i'_j) \text{ for some } i'_j \} \cup \{ i^y | \mu(x) = [i'_j, i_j) \text{ for some } i'_j \}.
\]

Proposition 6.1. For any unambiguous sequential eVA with state set \( Q \) and transition set \( \Delta \), there exists an AnnA \( A' \) with \( O(|Q| \times |\Delta|) \) transitions such that each mapping \( \mu \in \lfloor A \rfloor(d) \) is equivalent to some unique \( w \in \lfloor A' \rfloor(d\#) \) and vice versa, for every document \( d \).

Proof. Let \( A = (Q, \Sigma, \mathcal{X}, \Delta, I, F) \) be an unambiguous sequential eVA. We build an annotated automaton \( A' = (Q', \Sigma \cup \{\#\}, \Omega, \Delta', I, F') \) as follows. Define \( Q' = Q \cup \{q^*\} \) for some fresh state \( q^* \), and \( F' = \{q^*\} \). Further, define \( \Omega = 2^{[i^x, i^y | x \in \mathcal{X}]} \) and:

\[
\Delta' = \{(p,a,q) | a \in \Sigma \text{ and } (p,a,q) \in \Delta \} \cup
\{(p, (a, S), q) | (p, S, q'), (q', a, q) \in \Delta \text{ for some } q' \in Q \} \cup
\{(p, \#, q^*) | p \in F \} \cup
\{(p, (\#, S), q^*) | (p, S, q) \in \Delta \text{ for some } q \in F \}.
\]
To see the equivalence between \( A \) and \( A' \), let \( d = a_1 \ldots a_n \) be a document over \( \Sigma \), and let \( \rho \) be an accepting run of \( A \) over \( d \) of the form:

\[
\rho = q_1 \xrightarrow{S_1} p_1 \xrightarrow{a_1} q_2 \xrightarrow{S_2} p_2 \xrightarrow{a_2} \ldots \xrightarrow{a_n} q_{n+1} \xrightarrow{S_{n+1}} p_{n+1}
\]

We define \( \rho' \) as the following sequence:

\[
\rho' = q_1 \xrightarrow{b_1} q_2 \xrightarrow{b_2} \ldots \xrightarrow{b_n} q_{n+1} \xrightarrow{b_{n+1}} q^*
\]

where \( b_i = (a_i, S_i) \) if \( S_i \) is not empty, and \( b_i = a_i \) otherwise, for each \( i \leq n \). We define \( b_{n+1} = (#, S_{n+1}) \) if \( S_{n+1} \) is not empty, and \( b_{n+1} = # \) otherwise. Since \( A \) is sequential, \( \rho \) is a valid run which defines a mapping \( \mu^\rho \in [A](d) \). We can straightforwardly check that \( \mu^\rho \) is equivalent to \( \text{ann}(\rho') \). It can also be seen directly from the construction that \( \rho' \) is a run from \( A' \) over \( d\# \), and since \( \rho' \) is uniquely defined from \( \rho \), we conclude that for every document \( d \) each \( \mu \in [A](d) \) is equivalent to some unique \( w \in [A'](d\#) \).

To see the equivalence on the opposite direction, consider an accepting run \( \rho' \) of \( A' \) over \( d\# \) as above, where each \( b_i \), for \( i \in [1, n] \), might be either \( a_i \) or a pair \((a_i, S)\). From the construction, it can be seen that if \( b_i = a_i \), there exists a transition \((q_i, a_i, q_{i+1}) \in \Delta \). Instead, if \( b_i = (a_i, S) \), there exist transitions \((q_i, S, q'), (q', a_i, q_{i+1}) \in \Delta \) for some \( q' \in Q \). Also, if \( b_{n+1} = # \) then \( q_{n+1} \in F \), and if \( b_{n+1} = (#, S) \) there exists \((q_{n+1}, S, q') \in \Delta \) for some \( q' \in F \). We define \( \rho \) as a run of \( A \) over \( d \) built by replacing each transition in \( \rho' \) by the corresponding transition(s) in \( A \). We note first that this run is accepting and valid, and since \( A \) is unambiguous, \( \rho \) must be uniquely defined. Indeed, when replacing \((q_i, (a_i, S), q_{i+1}) \), we know there exist transitions \((q_i, S, q') \) and \((q', a_i, q_{i+1}) \) in \( \Delta \). Furthermore, this \( q' \) must be unique, otherwise we could define a different accepting run that defines the same mapping.

We see that \( \text{ann}(\rho') \) is equivalent to \( \mu^\rho \), so we conclude that each annotation \( w \in [A](d) \) is equivalent to some unique mapping \( \mu \in [A](d) \).

To see that \( A' \) is unambiguous, consider towards a contradiction two different accepting runs \( \rho'_{1} \) and \( \rho'_{2} \) that retrieves the same annotation. Let \( i \) be such that the \( i \)-th states in \( \rho'_{1} \) and \( \rho'_{2} \) are different, and note it holds that \( 1 \leq i \leq n+1 \) since \( A' \) has a unique final state \( q^* \). By the previous discussion, we can build runs \( \rho_{1} \) and \( \rho_{2} \) of \( A \) over \( d \) that also define the same mapping. Furthermore, they differ at index \( 2i - 1 \) (the index at which \( q_i \) is in the \( \rho \) written above), which is not possible since \( A \) is unambiguous.

Combining Proposition 6.1 and Theorem 2.4, we get an output-linear delay algorithm for evaluating an unambiguous sequential eVA over a document, proving the extension of the result in [SS21].

**Corollary 6.2.** Given an unambiguous sequential eVA \( A \) and an SLP \( S \), there exists an enumeration algorithm that runs in \([A]^3 \times |S|\)-preprocessing time and output-linear delay for enumerating \([A](\text{doc}(S))\).

Notice that the result in [SS21] is for deterministic VA, where here we generalize this result for the unambiguous case, plus the output-linear delay.

**Succinctly annotated automata.** For the algorithmic result of sequential (non-extended) VA, we need an extension to annotated automata which features succinct representations of sets of output symbols.

A succinct enumerable representation scheme (SERS) is a tuple:

\[
S = (\mathcal{R}, \Omega, |\cdot|, \mathcal{L}, \mathcal{E})
\]
made of an infinite set of representations $\mathcal{R}$, and an infinite set of output elements $\Omega$. It includes a function $|\cdot|$ that indicates, for each $r \in \mathcal{R}$ and $\sigma \in \Omega$, the sizes $|r|$ and $|\sigma|$, i.e., the number of units needed to store $r$ and $\sigma$ in the underlying computational model (e.g., the RAM model). The function $\mathcal{L}$ maps each element $r \in \mathcal{R}$ to some finite non-empty set $\mathcal{L}(r) \subseteq \Omega$. Lastly, there is an algorithm $\mathcal{E}$ which enumerates the set $\mathcal{L}(r)$ with output-linear delay for every $r \in \mathcal{R}$. Intuitively, a SERS provides us with representations to encode sets of outputs. Moreover, there is the promise of the enumeration algorithm $\mathcal{E}$ where we can recover all the outputs with output-linear delay. This representation scheme allows us to generalize the notion of annotated automaton for encoding an extensive set of sequences of output symbols in the transitions.

Fix a SERS $S = (\mathcal{R}, \Omega, \cdot |, \mathcal{L}, \mathcal{E})$. A Succinctly Annotated Automaton over $S$ (sAnnA for short) is a tuple $\mathcal{A} = (Q, \Sigma, \Omega, \Delta, I, F)$ where all sets are defined like in AnnA, except that in $\Delta$ read-annotate transitions are of the form $(p, (a, r), q) \in Q \times (\Sigma \times \mathcal{R}) \times Q$. That is, transitions are now annotated by a representation $r$ that encodes a set of elements in $\Omega$. For a read-annotate transition $\delta = (p, (a, r), q)$, we define its size as $|\delta| = |r| + 1$ and for a read transition $\delta = (p, a, q)$ we define its size as $|\delta| = 1$. A run $\rho$ over a document $d = a_1 \ldots a_n$ is also defined as a sequence:

$$\rho := q_1 \xrightarrow{b_1} q_2 \xrightarrow{b_2} \ldots \xrightarrow{b_n} q_{n+1}$$

with the same specifications as in AnnA with the difference that it either holds that $b_i = a_i$, or $b_i = (a_i, r)$ for some representation $r$. We now define the set of annotations of $\rho$ as:

$$\text{ann}(\rho) = \text{ann}(b_1, 1) \cdot \ldots \cdot \text{ann}(b_n, n)$$

where $\text{ann}(b_i, i) = \{(\sigma, i) \mid \sigma \in \mathcal{L}(r)\}$ if $b_i = (a, r)$, and $\text{ann}(b_i, i) = \{\varepsilon\}$ otherwise. The set $[\mathcal{A}](d)$ is defined as the union of sets $\text{ann}(\rho)$ for all accepting runs $\rho$ of $\mathcal{A}$ over $d$. We say that $\mathcal{A}$ is unambiguous if for every document $d$ and every annotation $w \in [\mathcal{A}](d)$ there exists only one accepting run $\rho$ of $\mathcal{A}$ over $d$ such that $w \in \text{ann}(\rho)$. Finally, we define the size of $\Delta$ as $|\Delta| = \sum_{\delta \in \Delta} |\delta|$, and the size of $\mathcal{A}$ as $|\mathcal{A}| = |Q| + |\Delta|$.

Now we see how to use the fact that every set $\mathcal{L}(r)$ can be enumerated with output-linear delay along with Theorem 2.4 to evaluate a sAnnA over an SLP. This will result in the same bounds as before.

**Theorem 6.3.** Fix a SERS $S$. There exists an enumeration algorithm that, given an unambiguous sAnnA $\mathcal{A}$ over $S$ with state set $Q$, and an SLP $S$, it runs in $(|\mathcal{A}| + |Q|^3 \times |S|)$-preprocessing time and output-linear delay for enumerating $[\mathcal{A}](\text{doc}(S))$.

We will work towards proving this theorem through the rest of this section. For this proof, we will use an extension of Shift-ECSs we call succinct Shift-ECSs. A succinct Shift-ECSs is a tuple $\tilde{\mathcal{D}} = (S, V, \ell, \eta, \lambda, \eta, \varepsilon)$, similar to Shift-ECS with the difference that the output set has been replaced by representations from a SERS $S$. The set of strings associated to a node $v \in \tilde{\mathcal{D}}$ is defined as follows: If $\lambda(v) = r \in \mathcal{R}$, where $\mathcal{R}$ is the set of representations in $S$, then $[\tilde{\mathcal{D}}](v) = \mathcal{L}(r) \times \{1\}$. The rest of the sets $[\tilde{\mathcal{D}}](v)$ for union, product, and shift nodes $v$ remain unchanged, and so are the notions of duplicate-free, $k$-bounded and $\varepsilon$-safe nodes, along with the operations for $\text{add}, \text{prod}, \text{union}$ and $\text{shift}$. We will extend Proposition 4.3 for this data structure as follows:

**Proposition 6.4.** The operations $\text{prod}, \text{union}$ and $\text{shift}$ over succinct Shift-ECSs extended with empty- and $\varepsilon$-nodes take constant time, and the operation $\text{add}$ with a representation $r$ as argument takes time $O(|r|)$. Furthermore, if we start from an empty succinct Shift-ECS $\mathcal{D}$ and apply $\text{add}, \text{prod}, \text{union},$ and $\text{shift}$ over $\varepsilon$-safe nodes, the resulting node $v'$ is always
an $\varepsilon$-safe node, and the set $[\mathcal{D}](v)$ can be enumerated with output-linear delay without preprocessing for every node $v$.

**Proof.** For this proof, we need to be a bit more specific regarding the enumeration algorithm $\mathcal{E}$ of an SERS $S$. Precisely, we assume that $\mathcal{E}$ has an associated function $\texttt{yield}$ and a constant $c$, and its procedure is to receive $r$ and then allow up to $|\mathcal{L}(r)|$ calls to $\texttt{yield}$. Each of these calls produces a different $o \in \mathcal{L}(r)$ and takes time at most $c \cdot (|o| + 1)$ for some fix constant $c$. Each of these output elements carries a flag $\texttt{end}$ which is true if, and only if, it is the last output of the set. We also assume that a sequence of $|\mathcal{L}(r)|$ calls to $\texttt{yield}$ might happen again with the same time bounds after the last call had set $\texttt{end}$ to true.

We start this proof by re-stating that every definition in the Shift-ECS data structure is unchanged in its succinct version. The only difference is the definition of $[\mathcal{D}](v)$ for a bottom node $v \in \mathcal{D}$.

First, we shall prove a version of Proposition 3.2 in this model, namely, that if a succinct Shift-ECS $\mathcal{D}$ is duplicate-free and $k$-bounded, then the set $[\mathcal{D}](v)$ can be enumerated with output-linear delay for every $v \in \mathcal{D}$. We do this by adapting the proof of Proposition 3.2 to handle this new type of bottom node. Let $S = (R, \Omega, |\cdot|, \mathcal{L}, \mathcal{E})$ be the SERS associated to $\mathcal{D}$ and let $c'$ be the constant associated to $\mathcal{E}$.

The main idea is to modify iterator $\tau_\Lambda$ from Algorithm 1 so that it stores, besides a value $u$ and a flag $\texttt{hasnext}$, an output element $o$. The iterator fully makes use of the fact that the $\texttt{yield}$ procedure from $\mathcal{E}$ retrieves an output, evolves the internal iterator so that the next call produces the next output, and also says at each point if the current output was the last one from the set or not. The overall strategy is then to call $\texttt{yield}$ in $\texttt{NEXT}$, store the retrieved output in $o$, and in $\texttt{PRINT}$, print whatever is currently stored in $o$. More precisely, the $\texttt{CREATE}$ procedure initializes $\mathcal{E}$ so that the next time it calls $\texttt{yield}$ it prints the first output in the set $\mathcal{L}(r)$, and initializes $\texttt{hasnext}$ to $\texttt{true}$. $\texttt{NEXT}$ first checks if $\texttt{hasnext}$ is set to $\texttt{true}$, and returns $\texttt{false}$ if it is not the case; otherwise it calls $\texttt{yield}$, stores the output in $o$, and returns $\texttt{true}$. If the output of $\texttt{yield}$ is $\texttt{end}$, then it set $\texttt{hasnext}$ to $\texttt{false}$ and returns $\texttt{false}$. Finally, $\texttt{PRINT}$ with input $s$ simply prints the pair $(o, s + 1)$. It can be seen that the methods follow the necessary specifications to ensure that the correctness of the algorithm still holds for this version of the data structure.

To show the time bounds, we bring attention to the fact that the only difference in the algorithm time-wise is the time spent printing each pair $(o, i)$, as now this takes $c \cdot (|o| + 1)$. Since Algorithm 1 was proven to have delay $O(k \cdot (|w| + |w'|))$ to write output $w'$ after writing $w$ for non-succinct Shift-ECS, we state that the same delay holds for this version of the algorithm since the time added is $O(|w|)$. This implies output-linear delay by following the same reasoning as the proof of Proposition 3.2.

The rest of the proof pertains the operations $\texttt{add}$, $\texttt{prod}$, $\texttt{union}$ and $\texttt{shift}$. It is not hard to see that they can be kept unchanged and maintain all the conditions in the statement, with the sole exception of $\texttt{add}(r)$, which now adds a representation $r$ to the structure and takes $|r|$ time. This concludes the proof. \hfill $\square$

**Proof of Theorem 6.3.** The algorithm that we give to prove the statement is exactly Algorithm 2 line-by-line, with the sole exception of lines 10-11, which now read:

\begin{verbatim}
for each $(p, (a, r), q) \in \Delta$ do
    $M_a[p, q] \leftarrow \text{union}(M_a[p, q], \text{add}(r))$
\end{verbatim}
The rest of the proof follows from the reasoning of the proof of Theorem 5.1, and by noticing that the definition of the set $|\mathcal{D}|(v) = \mathcal{L}(r) \times \{1\}$ satisfies what is expected for an index $M_\rho[p,q]$. That is, that for every partial run $\rho$ of $A$ over $a$ that starts on $p$ and ends on $q$, all annotations from the set $\text{ann}(\rho)$ are included. The fact that the operations are done duplicate-free also follows from the fact that $A$ is assumed to be unambiguous.

The purpose of $\text{sAnn}A$ is to encode sequential VA succinctly. Indeed, as shown in [FRU+20], representing sequential VA by $eVA$ has an exponential blow-up in the number of variables that cannot be avoided. Therefore, the reduction from Proposition 6.1 cannot work directly. Instead, we can use a Succinctly Annotated Automaton over some specific SERS to translate every sequential VA into the annotation realm efficiently.

**Proposition 6.5.** There exists an SERS $S$ such that for any unambiguous sequential VA $A$ with state set $Q$ and transition set $\Delta$ there exists a $\text{sAnn}A$ over $S$ of size $O(|Q| \times |\Delta|)$ such that for every document $d$, each mapping $\mu \in [A](d)$ is equivalent to some unique $w \in [A](d\#)$ and vice versa. Furthermore, the number of states in $A$ is in $O(|Q|)$.

**Proof.** The SERS that we will consider are Enumerable Compact Sets as they were presented in [MR22], defined over the set of output symbols $\{\neg x, \neg^\gamma x \mid x \in \mathcal{X}\}$, with the sole difference that the sets of outputs stored in a node no longer contain strings, but subsets of $\{\neg x, \neg^\gamma x \mid x \in \mathcal{X}\}$ instead. This difference is merely technical and has no influence in the time bounds of an ECS, as long as it is guaranteed to be duplicate-free (called unambiguous in [MR22]). The set of output elements in our SERS will be $\Omega = 2^{(\neg x, \neg^\gamma x \mid x \in \mathcal{X})}$, and the set of representations is given by the nodes in the ECS.

First we assume that all transitions in $A$ are reachable from some $q \in I$, and all of them reach an accepting state. We know that in the VA $A$, the graph induced by the variable transitions is a DAG, otherwise it would not be sequential. We start with an empty ECS $D$ and define a matrix $K[p,q]$, that first starts with the empty node in each index except the indices in the diagonal (those that satisfy $p = q$), which have the $\varepsilon$ node. The idea is that at the end of this algorithm, $\mathcal{L}_D(K[p,q])$ contains all sets of variable markers that can be seen in a path from $p$ to $q$ that does not contain a letter transition. We build this matrix by iterating over the variable transitions in $A$ following some topological order of the DAG, starting from a root. For each variable transition $(p,V,q)$, let $u \leftarrow \text{add}(V)$ and for each $p' \in Q$ that can reach $p$ in the DAG assign $K[p',q] \leftarrow \text{union}(K[p',q], \text{prod}(K[p',p],u))$. The time of this algorithm is $|Q| \times |A|$.

After doing this, we perform a construction analogous to the one done in Proposition 6.1, in which we replace the extended variable transitions $(p,S,q)$ by transitions $(p,r,q)$ where $r = K[p,q]$, which happens every time $K[p,q]$ is not the empty node. The proof follows from this result as well.

By Proposition 6.5 and Theorem 6.3 we prove the extension of the output-linear delay algorithm for unambiguous sequential VA:

**Corollary 6.6.** Given an unambiguous sequential VA $A$ and an SLP $S$, there exists an enumeration algorithm that runs in $|A|^3 \times |S|$-preprocessing time and output-linear delay for enumerating $[A](\text{doc}(S))$. 
7. Output-linear delay-preserving complex document editing

In this section, we show that the results obtained by Schmid and Schweikardt [SS22] regarding enumeration over document databases and complex document editing still hold, maintaining the same time bounds in doing these edits, but allowing output-linear delay. We also include a refinement of the result for whenever the edits needed are limited to the concatenation of two documents.

**Complex document editing.** A document database over $\Sigma$ is a finite collection of documents over $\Sigma$ where each document has a name. Formally, a document database is a function $D : \{d_1, \ldots, d_m\} \rightarrow \Sigma^*$ where $\{d_1, \ldots, d_m\}$ is a finite set of document names and $D(d_i)$ is the document assigned to the name $d_i$. We also say that $\{d_1, \ldots, d_m\}$ is the schema of the document database $D$. We define the size of $D$ as $|D| = \sum_{i=1}^{m} |D(d_i)|$.

Given a document database $D$ we can create new documents by a sequence of text-editing operations. Here, we introduce the notion of a Complex Document Editing expression (CDE-expression for short) over document names $\{d_1, \ldots, d_m\}$, which is defined by the following syntax:

$$\varphi \ ::= \ d_\ell, \ell \in [1,m] \mid \text{concat}(\varphi, \varphi) \mid \text{extract}(\varphi, i, j) \mid \text{delete}(\varphi, i, j) \mid \text{insert}(\varphi, \varphi, k) \mid \text{copy}(\varphi, i, j, k)$$

where the values $i, j$ are valid positions, and $k$ is a valid gap. We define $|\varphi|$ as the number of document names and operations in $\varphi$.

The semantics of an CDE-expression $\varphi$ defines a function $[\varphi]$ from document databases over $\{d_1, \ldots, d_m\}$ to documents, and works recursively as follows:

$$[d_\ell](D) = D(d_\ell)$$
$$[\text{concat}(\varphi_1, \varphi_2)](D) = [\varphi_1](D) \cdot [\varphi_2](D)$$
$$[\text{extract}(\varphi, i, j)](D) = [\varphi](D)[i, j + 1)$$
$$[\text{delete}(\varphi, i, j)](D) = [\varphi](D)[1, i] \cdot [\varphi](D)[j + 1, |\varphi|(D)] + 1)$$
$$[\text{insert}(\varphi_1, \varphi_2, k)](D) = [\varphi_1](D)[1, k] \cdot [\varphi_2](D) \cdot [\varphi_1](D)[k, |\varphi|(D) + 1)$$
$$[\text{copy}(\varphi, i, j, k)](D) = [\varphi](D)[1, k] \cdot [\varphi](D)[i, j + 1) \cdot [\varphi](D)[k, |\varphi|(D) + 1)$$

where $\varphi$, $\varphi_1$, and $\varphi_2$ are CDE-expressions, $i, j$ are valid positions, and $k$ is a valid gap. We assume that if $i, j, k$ are not valid, then $[\varphi](D)$ is undefined. Verifying that positions are valid for $\varphi$ takes linear time in $|D|$ and $|\varphi|$, so, for the sake of simplification, we assume that positions and gaps are always valid.

The complex document editing operations were formally introduced in [SS22], and here we present an equivalent formalization of the framework that better fits our purposes. As the name of each operation suggests: **concat** defines the concatenation of two documents, **extract** outputs the substring at the span $[i, j + 1)$ of a document, **delete** removes the substring at the span $[i, j + 1)$, **insert** adds a document inside the other at position $k$, and **copy** inserts...
the substring at the span \([i,j]\) at the position \(k\). We refer the reader to [SS22] for several examples and applications of CDE-expressions.

**Multiroot SLPs.** A multiroot SLP is a tuple \(\hat{S} = (N, \Sigma, R, \hat{S}_0)\) where \(N\) is a set of non-terminals, \(\Sigma\) is the set of terminals, \(R\) is a set of rules, and \(\hat{S}_0: \{d_1, \ldots, d_m\} \to N\) maps document names to non-terminals. We extend this notation so that \(\hat{S}(d_i) = (N, \Sigma, R, \hat{S}_0(d_i))\) defines an SLP with start symbol \(\hat{S}_0(d_i)\). In other words, \(\hat{S}\) is like an SLP that additionally has multiple roots \(\hat{S}_0(d_1), \ldots, \hat{S}_0(d_m)\).

A multiroot SLP \(\hat{S}\) naturally defines a document database that maps each document name \(d_i\) to \(\text{doc}(\hat{S}(d_i))\). By some abuse of notation, we write \(\text{doc}(\hat{S})\) to denote the document database \(\text{doc}(\hat{S}): \{d_1, \ldots, d_m\} \to \Sigma^*\) such that \([\text{doc}(\hat{S})](d_i) = \text{doc}(\hat{S}(d_i))\). Therefore, multiroot SLPs work as our formalism to specify compressed document databases where we can apply CDE-expressions. We naturally extend the semantics of a CDE-expression \(\varphi\) from database documents to multiroot SLPs as \([\varphi]\hat{S} = [\varphi](\text{doc}(\hat{S}))\), assuming \(\varphi\) is over the same schema \(\{d_1, \ldots, d_m\}\).

**The evaluation problem.** We are ready to define the query evaluation problem of complex editing expressions over compressed document databases. Let \(\mathcal{C}\) be any class of \(\text{sAnnA}\) and let \(\mathcal{F}\) be a class of CDE-expressions (e.g., expressions that use a subset of the operations).

| Problem: \(\text{EditSLPEnum}[\mathcal{C}, \mathcal{F}]\) |  |
| --- | --- |
| **Preprocessing:** | **input:** An \(\text{sAnnA}\) \(\mathcal{A} \in \mathcal{C}\) and a multiroot-SLP \(\hat{S}\)  
**result:** A data structure \(D_{\mathcal{A}, \hat{S}}\) |
| **Editing:** | **input:** The data structure \(D_{\mathcal{A}, \hat{S}}\) and an CDE-expression \(\varphi \in \mathcal{F}\)  
**result:** A data structure \(D_{\mathcal{A}, \hat{S}, \varphi}\) |
| **Enumeration:** | **input:** The data structure \(D_{\mathcal{A}, \hat{S}, \varphi}\)  
**output:** Enumerate \([\mathcal{A}][[\varphi]](\text{doc}(\hat{S}))\) |

The evaluation problem \(\text{EditSLPEnum}\) is an extension of the problem \(\text{SLPEnum}\) studied in the previous sections, in the sense that it also has preprocessing and enumeration phases that work as before. The main difference is that it has a middle phase, called **editing**, where we can receive any CDE-expression \(\varphi\) for evaluating the \(\text{sAnnA}\) \(\mathcal{A}\) over the new document \([\varphi](\text{doc}(\hat{S}))\). Specifically, the editing phase receives the data structure \(D_{\mathcal{A}, \hat{S}}\) of the preprocessing phase plus a CDE-expression \(\varphi\). Then, it produces a new data structure \(D_{\mathcal{A}, \hat{S}, \varphi}\) that will be used later in the enumeration phase of \([\mathcal{A}][[\varphi]](\text{doc}(\hat{S}))\) (i.e., it encodes the outputs). In other words, the task is to evaluate \(\mathcal{A}\) efficiently over any edited document without re-processing the data. We say that an algorithm for \(\text{EditSLPEnum}\) has \(g\)-editing **time** if there exists a constant \(c\) such that, for every input \((\mathcal{A}, \hat{S}, \varphi)\), the time for the editing phase of \(\varphi\) is bounded by \(c \cdot g(\mathcal{A}, \hat{S}, \varphi)\). Note that, for a fine-grained analysis of the editing phase’s running time, we consider all the inputs: \(\mathcal{A}\), \(\hat{S}\), and \(\varphi\). This is because the data structure \(D_{\mathcal{A}, \hat{S}}\) depends on \(\mathcal{A}\) and \(\hat{S}\).

It is important to note that this setting is equivalent to the setting presented in [SS22]. The main difference is in the presentation, where we are more explicit in the semantics of CDE-expressions and in formalizing the preprocessing, editing, and enumeration phases. In [SS22], the authors also considered that the input for the preprocessing phase can have
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The version of this result shown in [SS22] was for eVA instead of \( \text{sAnnA} \), and has the advantage that we consider \( \text{sAnnA} \) as input, which is more general than in [SS22], where they were restricted to extended variable-set automata.

Efficient evaluation with complex editing. We are almost ready to present the main result of this section—we just need a few more definitions for multiroot SLPs: We say that a multiroot SLP \( \hat{S} = (N, \Sigma, R, \hat{S}_0) \) is in Chomsky normal form (or just normal form) if every rule in \( R \) is of form \( X \rightarrow a \) or \( X \rightarrow YZ \), where \( a \in \Sigma \) and \( X, Y, Z \in N \). Also, we say that \( \hat{S} \) is strongly balanced if it is in normal form and, for each rule \( X \rightarrow YZ \), the value \( \text{ord}(Y) - \text{ord}(Z) \) is either -1, 0 or 1, where \( \text{ord}(X) \) is the maximum distance from \( X \) to any terminal in the derivation tree. We define the maximum intermediate document size \( \max_{\varphi}(D) \) induced by a CDE-expression \( \varphi \) on a document database \( D \) as the maximum size of \( \varphi \)(\( D \)) for any sub-expression \( \psi \) of \( \varphi \) (i.e., any substring \( \psi \) of \( \varphi \) that matches the CDE syntax).

**Theorem 7.1.** Let \( C \) be the class of all unambiguous \( \text{sAnnA}s \) and let \( F \) be the class of all CDE-expressions. Assuming that the input multiroot SLP \( \hat{S} \) is strongly balanced, one can solve \( \text{EditSLPEnum}[C, F] \) with \( |A|^3 \cdot |S| \)-preprocessing time, \( |\varphi| \cdot |A|^3 \cdot \log \max_{\varphi}(\text{doc}(\hat{S})) \)-editing time, and output-linear delay.

The version of this result shown in [SS22] was for eVA instead of \( \text{sAnnA} \), and has logarithmic delay instead of output-linear delay. The proof combines the techniques of [SS22] for editing SLPs and the machinery developed in our present work.

**Proof.** Let \( \hat{S} = (N, \Sigma, R, \hat{S}_0) \) be a strongly balanced multiroot SLP and \( A = (Q, \Sigma, \Omega, \Delta, I, F) \) be an unambiguous \( \text{sAnnA} \). In a nutshell, the algorithm strategy is as follows: During the preprocessing phase, we construct the succinct Shift-ECS \( D \) and the set of matrices \( \{M_X\}_{X \in N} \) associated with \( \hat{S} \) and \( A \) (i.e., by running Algorithm 2). Then, during the editing phase, we extend \( \hat{S} \) to a multiroot SLP \( \hat{S}' \) by adding new non-terminals \( N' \) (and rules over \( N' \)) that represent partial documents of evaluating \( \varphi \) with a special non-terminal \( \hat{S}_0' \) representing the document \( \varphi \) (\( \hat{S} \)). For each new non-terminal \( X' \in N' \), we construct its matrix \( M_{X'} \) extending \( D \) to \( D' \). Finally, we enumerate the results with output-linear delay using \( D' \) and the matrix \( M_{\hat{S}_0'} \) similarly to Algorithm 2.

We start by showing how to do the extension of \( \hat{S} \) to \( \hat{S}' \) by using \( \varphi \). In the following, we assume that for each nonterminal \( X \) of \( \hat{S} \) for which its rule has the form \( X \rightarrow YZ \), the values \( \text{doc}(X) \), \( \text{ord}(X) \), and nonterminals \( Y \) and \( Z \) are accessible in constant time. All these values can be precomputed with a linear-time pass over \( \hat{S} \) during the preprocessing. We call \( \hat{S} \) along with constant-time access to these values the basic data structure for \( \hat{S} \). Furthermore, a multiroot SLP \( \hat{S}' = (N \cup N', \Sigma, R', \hat{S}_0') \) is called an extension of \( \hat{S} \) if \( R'(A) = R(A) \) for every \( A \in N \). In this context, we call \( N' \) the set of new non-terminals.

The following result from [SS22] will be instrumental in the proof.
Theorem 7.2 [SS22, Theorem 4.3]. Let \( \hat{S} \) be a strongly balanced multiroot SLP with document names \( d_1, \ldots, d_m \). When given the basic data structure for \( \hat{S} \) and a CDE-expression \( \varphi \) over \( \{d_1, \ldots, d_m\} \), one can construct a strongly balanced extension \( \hat{S}' \) of \( \hat{S} \), along with its basic data structure, and a non-terminal \( S'_0 \) of \( \hat{S}' \) such that \( \text{doc}(S'_0) = [\varphi](\hat{S}) \). This construction takes time \( O(|\varphi| \cdot \log \max_\varphi(\text{doc}(\hat{S}))) \). In particular, the number of new non-terminals \( |N'| \) is in \( O(|\varphi|) \).

Now, let \( D \) be the succinct Shift-ECS and \( \{M_X\}_{X \in N} \) the set of matrices associated to \( \hat{S} \) and \( A \) after the preprocessing phase. Further, let \( \hat{R} = R' \setminus R \) be the set of new rules in \( \hat{S}' \) after applying Theorem 7.2. Consider the DAG that is induced by this set \( \hat{R} \). We can go over these new rules \( X' \rightarrow Y'Z' \) in a bottom-up fashion, starting from the ones where \( Y', Z' \in N \), and define the nodes \( M_{X'}[p,q] = (M_{Y'} \ast \text{shift}(M_{Z'} \cdot \text{doc}(Y')))[p,q] \) for each \( p, q \in Q \). The new nodes are created by application of the Shift-ECS operations add, union, prod and shift which create the succinct Shift-ECS \( D' \) that defines the query data structure for \( \hat{S}' \) and \( A \). The procedure takes \( O(|Q|^3 \cdot |N'|) \) time. By Theorem 7.2, this means that the editing time is in \( O(|Q|^3 \cdot |\varphi| \cdot \log \max_\varphi(\text{doc}(\hat{S}))) \). Finally, we can use the matrix \( M_{S'_0} \) and the nodes at entries \( (p,q) \in I \times F \) to retrieve the outputs with output-linear delay during the enumeration phase.

It is important to notice that we assume that \( \hat{S} \) is strongly balanced and use Theorem 4.3 from [SS22] to bound the number of new non-terminals that are necessary to implement the operations extract, delete, insert, and copy of CDE-expressions. In [SS22], the strongly balanced condition was also needed for enforcing the log-delay during enumeration, which is not the case here. In particular, we can get the following result if we assume that our CDE-expressions only use the extract operation.

Corollary 7.3. Let \( \mathcal{C} \) be the class of all unambiguous sAnnAs and \( \mathcal{F} \) the class of all CDE-expressions that only uses document names and concat operations. One can solve EditSLPEnum[\( \mathcal{C}, \mathcal{F} \)] with \( |A|^3 \times |S| \)-preprocessing time, \( |\varphi| \times |A|^3 \)-editing time, and output-linear delay.

Proof. The proof follows in the same line as Theorem 7.1. The difference is that we do not need Theorem 7.2 since the concatenation operation can be done directly by adding a new non-terminal for each concat operation. In particular, the number of new non-terminals \( |N'| \) is in \( O(|\varphi|) \).

8. Future work

One natural direction for future work is to explore which other compression schemes allow output-linear delay enumeration for evaluating annotated automata. To the best of our knowledge, the only model of compressed data in which spanner evaluation has been studied is SLPs. However, other models (such as some based on run-length encoding) offer better compression rates and may yield more desirable results in practice. The run-length extension of SLPs was introduced in [NII16] and they are defined similarly, but with the added feature of allowing productions of runs, i.e., of the form \( A \rightarrow B^k \). Exploring evaluation for AnnA in this model is a clear next step for our work.
Recently, Lohrey and Schmid [LS24] extended the results from (the preliminary version of) this paper from SLP-compressed words to SLP-compressed trees with similar data-complexity time bounds. A natural question that arises here is whether the complex editing results from [SS22] can also be applied to this scenario. The framework developed in [Nie18, KMN22] seems to be especially well-suited for this, though it would need to be extended beyond single-node updates to handle complex editing.

We believe the Shift-ECS data structure is interesting in its own right and worth investigating further to see how much it could be extended while still allowing output-linear delay enumeration. Another aspect we could check is whether there are enumeration results in other areas that could be improved using Shift-ECS.

Lastly, it would be interesting to study whether one could apply fast matrix multiplication techniques to Algorithm 2 to improve the running time to sub-cubic in the number of states.
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