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Unsupervised Anomaly Detection Based on Deep Autoencoding and Clustering
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The unsupervised anomaly detection task based on high-dimensional or multidimensional data occupies a very important position in the field of machine learning and industrial applications; especially in the aspect of network security, the anomaly detection of network data is particularly important. The key to anomaly detection is density estimation. Although the methods of dimension reduction and density estimation have made great progress in recent years, most dimension reduction methods are difficult to retain the key information of original data or multidimensional data. Recent studies have shown that the deep autoencoder (DAE) can solve this problem well. In order to improve the performance of unsupervised anomaly detection, we propose an anomaly detection scheme based on a deep autoencoder (DAE) and clustering methods. The deep autoencoder is trained to learn the compressed representation of the input data and then feed it to clustering approach. This scheme makes full use of the advantages of the deep autoencoder (DAE) to generate low-dimensional representation and reconstruction errors for the input high-dimensional or multidimensional data and uses them to reconstruct the input samples. The proposed scheme could eliminate redundant information contained in the data, improve performance of clustering methods in identifying abnormal samples, and reduce the amount of calculation. To verify the effectiveness of the proposed scheme, massive comparison experiments have been conducted with traditional dimension reduction algorithms and clustering methods. The results of experiments demonstrate that, in most cases, the proposed scheme outperforms the traditional dimension reduction algorithms with different clustering methods.

1. Introduction

Anomaly detection is a very important branch of machine learning, with a wide range of practical applications, and it aims to detect special points in data. It is suitable for fault diagnosis [1, 2], system health monitoring [3], network security detection [4], intrusion and fraud detection [5–7], measurement, and other fields. The exceptions to the normal instances are called anomalies, so anomalies are also called exceptions, outliers, novelties, noises, and deviations [8]. The so-called anomaly detection is to find objects that are different from most objects. The three objects O₁, O₂, and O₃ in Figure 1 are different from most of the objects in N₁ and N₂ classes. The deviation is different for different applications. Different application scenarios have different definitions of anomalies.

In order to find outliers in a given input sample, density estimation is a critical step. Although fruitful results have been achieved in unsupervised anomaly detection methods of data in recent years, there are always limitations on high-
dimensional data and multidimensional data. Some traditional dimension reduction methods, like Linear Discriminant Analysis (LDA), least absolute shrinkage and selection operator (LASSO), Locally Linear Embedding (LLE), Principal Component Analysis (PCA), Independent Principal Component Analysis (ICA), and Multidimensional Scale Transformation (MDS), are employed to process data, but, in the process of dimension reduction, some key information of the original data will be lost, which reduces the difference between normal samples and abnormal samples. In addition, there are some other methods, for example, clustering in the subspace of high-dimensional data [9], to further improve the anomaly detection results. However, none of the above methods can achieve the desired effect in the end. When deep neural networks have achieved good results in other fields, the dimensional disaster of data in anomaly detection seems to come to a turning point. Much research has actively been explored in this area. For example, the deep autoencoding Gaussian mixture model [10] has shown good performance on public datasets, providing a new direction for high-dimensional data anomaly detection.

According to the above analysis, we propose an anomaly detection scheme based on deep autoencoder. The following contributions are made to the unsupervised anomaly detection of high-dimensional data:

(i) A dimension reduction method based on deep autoencoder and reconstruction of input samples is proposed. The deep autoencoder is used to reduce the dimension of the data, and the combination of the dimension reduction result and the reconstruction error forms a low-dimensional reconstruction input sample. The key information of the data is well preserved in the low-dimensional reconstruction input samples, which makes it easier to identify abnormal samples.

(ii) An anomaly detection scheme based on deep autoencoder and clustering methods is proposed. This scheme makes full use of the advantages of the deep autoencoder (DAE) to generate low-dimensional representation and reconstruction errors for the high-dimensional or multidimensional input data.

(iii) A large number of comparison experiments have been conducted, and the experimental results on three public datasets prove that the scheme of a deep autoencoder-based and clustering method has better performance to identify abnormal points in the data.

2. Related Works

The probability of anomalies is small and complex, so it is difficult to identify all anomalies. Despite the emergence of many anomaly detection methods, the false alarm rate on the dataset [11] is still very high. In the anomaly detection of high-dimensional data, anomalies in the high-dimensional space are hidden, but they are obviously exposed in the low-dimensional space. Since the data generated in the real world is very complex, the anomaly detection of high-dimensional data is a difficult task [12]. Due to the large and complex data in the real world, it is also difficult to label the data. Generally, unsupervised methods [13] are used for anomaly detection. Usually, before the training and testing of anomaly detection, it is necessary to reduce dimension of high-dimensional data. Traditional dimension reduction methods include Linear Discriminant Analysis (LDA), least absolute shrinkage and selection operator (LASSO), Locally Linear Embedding (LLE), Principal Component Analysis (PCA), Linear Principal Component Analysis [14], and Nonlinear Principal Component Analysis [15, 16]. LDA is also called Fisher Linear Discriminant (FLD) because it was invented by Ronald Fisher in 1936. The basic idea of this method is to project samples of high-dimensional space into space of the best discriminant vector to achieve the purpose of extracting key information and compressing the dimension of Eigenvector-Space. After projection, it is ensured that the original sample has the largest interclass distance and the smallest intraclass distance in the new subspace; in other words, there is the best separability in the original sample. LASSO, which is a compression estimation method [17], obtains a more refined model by constructing a penalty function and achieves the purpose of dimensionality reduction by compressing some coefficients. When reducing dimensionality, LLE [18] focuses on maintaining the local linear features of the sample. Since LLE maintains the local features of the sample during dimensionality reduction, it is widely used in image recognition, visualization of high-dimensional data, and other fields. The main idea of PCA is to project n-dimensional data onto k-dimensional data to compress and denoise the data. The main features of the high-dimensional space data are projected to the low-dimensional space direction where the reconstruction error is minimized, and the most variables are retained as much as possible, so that the key information that distinguishes normal samples and abnormal samples in the original data is stored in the low-dimensional space. ICA is to separate independent signals from mixed observation signals or use...
independent signals to represent other signals as much as possible. The idea of ICA was first proposed by Hira and Jutten in 1986, and it has been a powerful data analysis method in recent years. It is a method used to find hidden components from high-dimensional data and is considered an extension of PCA. The main idea of MDS is to map the coordinate points in the high-dimensional space to the low-dimensional space and keep the similarity between the data as much as possible. The main problem it solves is to give the similarity between $m$ objects and determine the low-dimensional representation of the object so that it can match the original similarity to the greatest extent. In a high-dimensional space, a point represents an object, so the similarity between objects is related to the distance between points. The closer the distance between two points, the higher the similarity. Besides the dimension reduction method, the method based on subspace [9, 19] is also an alternative solution. In addition, recent dimension reduction and reconstruction errors based on deep autoencoding [10, 20] have made new progress. However, the process requires joint training of data dimensionality reduction, reconstruction error, and density estimation, which is much more complicated and requires a lot of time and computing resources.

The clustering methods are one important type of methods for anomaly detection and density estimation, including K-Means, Mean-Shift, DBSCAN, Gaussian mixture model, and multivariate mixture model [12, 21–26]. Due to the limitation of high-dimensional data [27], the above-mentioned methods cannot be directly applied to anomaly detection of high-dimensional data. For this problem, the traditional dimension reduction methods are generally used to preprocess the data. However, the key information of the sample data will be lost during the dimension reduction, which will cause the difficulty to identify anomalies in subsequent process. Recent studies have shown that the deep autoencoder method [10] that introduces reconstruction error could solve this problem well, because the deep autoencoder could eliminate less relevant features during the dimension reduction and retained the key information of the original data. According to the above analysis, in this paper, we propose an anomaly detection scheme based on deep autoencoder and clustering methods. The deep autoencoder can obtain low-dimensional data and reconstruction error, and both of them are further reconstructed to generate input samples, which gives full play to the advantages of deep autoencoder.

2.1. Dimension Reduction Method Based on Deep Autoencoding. The attributes of the data generated in the real world are not single, and the data of these multiple attributes forms a high-dimensional dataset. Because high-dimensional data not only occupies a huge storage capacity but also consumes much computing resources, it is imperative to reduce the dimension of high-dimensional data. The deep autoencoder can reconstruct the input through high-order features to achieve the purpose of dimensionality reduction. It is composed of two symmetrical, feedforward multilayer neural networks, namely, the encoder and the decoder, as shown in Figure 2. Here, the input data is fed to encoder for encoding. In the process, the Compressed Feature Vector is obtained, which is decoded by the decoder to receive the output data similar to the original space. In addition, the circular symbol represents the dimension of data in Figure 2. The data input dimension of the autoencoder is equal to the output dimension. With the help of sparse coding, a small number of high-order features are recombined to reconstruct the input instead of just copying pixels. It is usually used to learn the representation or coding of a set of input data, and its essence is to remove redundant information, so that the features of data are retained as far as possible.

An autoencoder is a neural network that reproduces the input signal. In order to reproduce the input data, the autoencoder must capture the most critical features that can represent the input data. When the number of intermediate hidden layer nodes is less than the number of input nodes, only the most important features in the data can be learned at this time. It can restore and remove redundant information. Similar to PCA, it looks for the main components that can represent the original data. In addition, regularization can be introduced in the intermediate hidden layer to penalize the sparseness of hidden layer nodes.

The desired output of the deep autoencoder is the input itself [21]. Let $X$ be the input data sample; the encoder will map the input data sample $X$ to the so-called latent representation $Z_1$ according to equation (1). $Z_1$ is fed to the decoder and it will be mapped to the output vector $X'$. $X'$ is the corresponding expression of $X$, and it is usually impossible to completely reconstruct $X$. Therefore, there is error between them.

The expression of $Z_1$ is as follows:

$$Z_1 = \sigma(WX + b). \quad (1)$$

Here, $Z$ is the latent representation, and $\sigma$ denotes the activation functions. $W$ denotes the weight, and $b$ is the bias. The expression of $X'$ is as follows:

$$X' = \sigma'(W'Z_1 + b'). \quad (2)$$

2.2. Deep Autoencoder. The deep autoencoder is composed of two symmetrical, feedforward multilayer neural networks, namely, the encoder and the decoder, as shown in Figure 2. Here, the input data is fed to encoder for encoding. In the process, the Compressed Feature Vector is obtained, which is decoded by the decoder to receive the output data similar to the original space. In addition, the circular symbol represents the dimension of data in Figure 2. The data input dimension of the autoencoder is equal to the output dimension. With the help of sparse coding, a small number of high-order features are recombined to reconstruct the input instead of just copying pixels. It is usually used to learn the representation or coding of a set of input data, and its essence is to remove redundant information, so that the features of data are retained as far as possible.

The clustering methods are one important type of methods for anomaly detection and density estimation, including K-Means, Mean-Shift, DBSCAN, Gaussian mixture model, and multivariate mixture model [12, 21–26]. Due to the limitation of high-dimensional data [27], the above-mentioned methods cannot be directly applied to anomaly detection of high-dimensional data. For this problem, the traditional dimension reduction methods are generally used to preprocess the data. However, the key information of the sample data will be lost during the dimension reduction, which will cause the difficulty to identify anomalies in subsequent process. Recent studies have shown that the deep autoencoder method [10] that introduces reconstruction error could solve this problem well, because the deep autoencoder could eliminate less relevant features during the dimension reduction and retained the key information of the original data. According to the above analysis, in this paper, we propose an anomaly detection scheme based on deep autoencoder and clustering methods. The deep autoencoder can obtain low-dimensional data and reconstruction error, and both of them are further reconstructed to generate input samples, which gives full play to the advantages of deep autoencoder.

2.3. Reconstructing the Input Sample. The sources of reconstructed input sample composition are as follows:

(1) The deep autoencoder reduces the dimension of the input sample $X$; in the process, the potential representation $Z_1$ is obtained, as shown in equation (1).

(2) Calculate the error between the input sample $X$ and the output vector $X'$, which generates $Z_2$ in the process, as shown in the following equation:

$$Z_2 = f(X, X'). \quad (3)$$

Recombine $Z_1$ and $Z_2$ to form a low-dimensional input $Z$ as follows:
where \( f(\cdot) \) is the function of calculating reconstruction error. The dimension of \( Z_2 \) depends on the error obtained by several distance metrics, including absolute Euclidean distance, relative Euclidean distance, and cosine similarity [10].

2.4. Unsupervised Anomaly Detection Scheme. In this paper, a scheme is proposed for unsupervised anomaly detection, which is shown in Figure 3, using a reconstructed input network to obtain the compressed information, which is fed to clustering methods to identify the anomalies.

The main component of input networks is a deep autoencoder. Its purpose is to produce a low-dimensional representation of high-dimensional data, avoiding the limitation of data dimension on anomaly detection algorithms. As shown in Figure 4, the reconstructed input network works as follows: (1) It uses deep autoencoder to encode and decode data samples. (2) It reconstitutes low-dimensional input samples from the results and errors after reducing dimension of data.

In Figure 4, \( X \) is the input high-dimensional data, and \( Z_1 \) refers to the low-dimensional data compressed by the deep autoencoder. \( X' \) is obtained by the deep autoencoder decodes \( Z_1 \); and \( x' \) is similar to \( X \). \( Z_2 \) is the reconstruction error obtained from \( x \) and \( X' \). \( Z \) is the combination of \( Z_1 \) and \( Z_2 \) and is the final dimension reduction result. Moreover, the circular symbol represents the dimension of data in Figure 4.

In the proposed scheme, the clustering methods could be traditional clustering algorithms, like K-Means, DBSCAN, and Mean-Shift. The deep autoencoder is trained to learn the compressed representation of the input data and then feed it to clustering approach, including K-Means, DBSCAN, and Mean-Shift. At the same time, we use traditional dimension reduction methods and deep autoencoder-based dimension reduction methods to conduct comparative experiments. These methods include Principal Component Analysis (PCA), Independent Principal Component Analysis (ICA), and multidimensional scaling transformation (MDS).

The experiment uses the following hardware configuration: MacBook Pro 2020, Intel Core i5 CPU, with 16 GB 2133 MHz LPDDR3 memory.

3.1. Dataset. We use several public datasets to conduct experiments to further observe the effects of unsupervised anomaly detection algorithms based on autoencoder and traditional unsupervised anomaly detection algorithms on different datasets.

The following will briefly introduce several public datasets used in the experiment:

(i) Thyroid: Thyroid dataset is derived from the thyroid research cases of the Garavan Institute and can be obtained in the UCI machine learning warehouse. The dataset contains 15 categories and 6 real attributes. The data is divided into three categories: normal (not hypothyroidism), hyperfunction, and subnormal function based on whether the referred patient is hypothyroidism. In the original data, hyperfunction (hyperfunction) accounts for a small proportion of the total sample and is regarded as abnormal [10]. The other two categories that account for a larger proportion of the total sample are regarded as normal categories.

(ii) Arrhythmia: Arrhythmia dataset comes from H. Altay Guvenir, Ph.D., and can be obtained in the UCI machine learning warehouse. The dataset is a multiclass classification dataset with a dimension of 279. Five category attributes were discarded in the experiment, so the total attribute is 274. The smallest sample category in the dataset [10], namely, 3, 4, 5, 7, 8, 9, 14, and 15, is combined into the outlier category, and the rest is merged into the normal category.

(iii) Pen_global: Pen_global dataset was contributed by Markus Goldstein to the Dataverse project on October 6, 2015, and can be used for unsupervised tasks. This project is dedicated to helping researchers access and use data. The Pen_global dataset has a total of 17 attributes.

3.2. Clustering Methods. We use traditional clustering algorithms to perform anomaly detection on reconstructed input samples, including K-Means, DBSCAN, and Mean-Shift.
3.2.1. K-Means. The main idea of the K-Means is as follows: first, initialize \( k \) points as the center of each cluster, and divide the data points close to the cluster center into a cluster. The data is divided for the first time to obtain \( k \) clusters. Recalculate the Euclidean distance from each data point to the cluster center, and take the average to update the center point of each cluster. Redivide the data points so that they are the closest to the cluster center. Until the cluster center does not change, the iteration stops.

K-Means is a distance-based clustering algorithm, which aims to cluster similar samples into one category, so that samples of different categories are as far away as possible [28], so samples of different categories can be separated. When there are only two types of samples, one is called normal and the other is abnormal. There are two situations that can be considered abnormal. One case is that a sample is very close to the center of the abnormal class relative to the center of the normal class; the other case is if the distance between a sample and the center of the normal class is greater than a predetermined threshold [21]. The sample points \( P_1 \) and \( P_2 \) in Figure 5 correspond to the above two situations, respectively.

3.2.2. DBSCAN. Given \( m \) data, if the \( \varepsilon \) neighborhood of an object contains at least \( m \) objects, the object is called the core object. Given a set of objects \( D \), if \( p \) is in the \( \varepsilon \) neighborhood of \( q \) and \( q \) is a core object, then object \( p \) is directly density-reachable from object \( q \), as shown in Figure 6. If there is an object chain \( p_1 p_2 . . . p_n, p_1 = q, p_n = p \), for \( p_i \) belongs to \( D \), \( p_{i+1} \) is directly reachable from \( p_i \) on \( \varepsilon \) and \( m \), and then \( p \) is density-reachable from \( q \) on \( \varepsilon \) and \( m \).

The main idea of the DBSCAN is to randomly select a core object without a category as a seed and use all the density-reachable sample sets of the core object as a cluster. Then select another core object with no category to find a set of samples with reachable density to obtain another cluster. Run iteratively until all core objects have categories.

DBSCAN is a density-based clustering method [29], which aims to find categories of arbitrary shapes in data. In this algorithm, the category can be regarded as the sample dense area divided by the sample low-density area in the data space [22]. Therefore, it can be used to detect anomalies in data samples.
3.2.3. Mean-Shift. The main idea of Mean-Shift is to calculate the average value $M$ of the vector distance between a certain point $P$ and its surrounding radius $R$ and calculate the direction in which the point will drift (move) in the next step. When the point no longer changes, it forms a cluster with the surrounding points, calculate the distance between the cluster and the historical cluster; if it meets the condition of less than threshold $D$, it can be merged into the same cluster; otherwise, it forms itself a cluster, until the selection of all data points is completed.

Mean-Shift is also a density-based clustering algorithm [30, 31]. The algorithm updates the centroid to the average value of the specified area through iteration to achieve the purpose of clustering [23, 24]. Due to the distance between the sample and the offset point being different, the contribution of the corresponding offset to the mean offset vector is also different. Therefore, in order to solve the problem, it needs to find density function by introducing the kernel function.

4. Results

In this part, we use precision and F1 score to evaluate the anomaly detection performance of the algorithm. Table 2 shows the precision, F1 score, and time of the experimental results on Thyroid dataset. Table 3 shows the precision, F1 score, and time of the experimental results on Arrhythmia dataset. Table 4 shows the precision, F1 score, and time of the experimental results on Pen_global dataset. The best results of each algorithm are shown in bold.

Table 2: Experimental results on Thyroid dataset.

| Algorithm     | Precision | F1    | Time (s) |
|---------------|-----------|-------|----------|
| K-Means       | 0.0246    | 0.0471| 0.8842   |
| PCA + K-Means | 0.0390    | 0.0727| 0.6798   |
| ICA + K-Means | 0.0267    | 0.0514| 0.2449   |
| DAE + K-Means | 0.2537    | 0.3981| 0.9136   |
| DBSCAN        | 0.2432    | 0.3803| 15.1509  |
| PCA + DBSCAN  | 0.1340    | 0.2342| 0.6202   |
| ICA + DBSCAN  | 0.1833    | 0.3034| 8.4805   |
| MDS + DBSCAN  | 0.1625    | 0.2549| 24.5062  |
| DAE + DBSCAN  | 0.8000    | 0.5594| 3.4793   |
| Mean-Shift    | 0.3077    | 0.4571| 1.2240   |
| PCA + Mean-Shift | 0.2609 | 0.3810| 1.4040   |
| ICA + Mean-Shift | 0.3016 | 0.4419| 0.9795   |
| MDS + Mean-Shift | 0.3023 | 0.4333| 18.4106  |
| DAE + Mean-Shift | 0.8529 | 0.7205| 1.5510   |

Table 3: Experimental results on Arrhythmia dataset.

| Algorithm     | Precision | F1    | Time (s) |
|---------------|-----------|-------|----------|
| K-Means       | 0.1899    | 0.2776| 0.7734   |
| PCA + K-Means | 0.1538    | 0.2424| 0.6006   |
| ICA + K-Means | 0.1132    | 0.1846| 0.1842   |
| MDS + K-Means | 0.1333    | 0.2143| 0.3223   |
| DAE + K-Means | 0.3545    | 0.4432| 0.7923   |
| DBSCAN        | 0.2457    | 0.3772| 0.0537   |
| PCA + DBSCAN  | 0.2000    | 0.3056| 1.0822   |
| ICA + DBSCAN  | 0.1400    | 0.2295| 0.6780   |
| MDS + DBSCAN  | 0.1149    | 0.2000| 0.8024   |
| DAE + DBSCAN  | 0.5000    | 0.5217| 0.5873   |
| Mean-Shift    | 0.5000    | 0.4375| 0.2449   |
| PCA + Mean-Shift | 0.5000 | 0.4615| 0.8521   |
| ICA + Mean-Shift | 0.6667 | 0.4000| 0.3851   |
| MDS + Mean-Shift | 0.5833 | 0.5000| 0.5987   |
| DAE + Mean-Shift | 0.8158 | 0.5962| 0.2980   |

Table 4: Experimental results on Pen_global dataset.

| Algorithm     | Precision | F1    | Time (s) |
|---------------|-----------|-------|----------|
| K-Means       | 0.8780    | 0.6261| 0.0680   |
| PCA + K-Means | 0.8660    | 0.6914| 0.5920   |
| ICA + K-Means | 0.8050    | 0.6860| 0.1326   |
| MDS + K-Means | 0.9333    | 0.6335| 0.8024   |
| DAE + K-Means | 0.9849    | 0.7716| 0.7817   |
| DBSCAN        | 0.8799    | 0.9315| 0.0256   |
| PCA + DBSCAN  | 0.8832    | 0.8612| 1.4397   |
| ICA + DBSCAN  | 0.8917    | 0.9333| 1.0609   |
| MDS + DBSCAN  | 0.1373    | 0.2240| 1.7177   |
| DAE + DBSCAN  | 0.9420    | 0.9675| 0.44910  |
| Mean-Shift    | 0.7867    | 0.5339| 0.0855   |
| PCA + Mean-Shift | 0.8478 | 0.6555| 0.5777   |
| ICA + Mean-Shift | 0.6667 | 0.4000| 0.2387   |
| MDS + Mean-Shift | 0.7778 | 0.6471| 0.9347   |
| DAE + Mean-Shift | 0.9265 | 0.8097| 0.0865   |
DAE + DBSCAN, and DAE + Mean-Shift achieve the best results in precision and F1 score indicators.

According to the experimental results, there is a significant improvement in the performance of identifying anomalies by using DAE. Although DAE + K-Means, DAE + DBSCAN, and DAE + Mean-Shift do not achieve the best result in the index of time, make the best result in the index of precision and F1 score. For instance, on the index of time, the value of ICA + Mean-Shift is 0.9795, while the value of DAE + Mean-Shift is 1.5510. The difference between the two is only 0.5715. Therefore, it is worth spending a few time to obtain better algorithm performance. On the whole, compared with other dimension reduction methods, including Principal Component Analysis (PCA), Independent Principal Component Analysis (ICA), and multidimensional scaling (MDS), the clustering algorithm with DAE has the best performance in anomaly detection. Compared with PCA, ICA, and MDS, the difference of dimension reduction based on DAE is the composition of compressed information. The former is to eliminate redundant information in data, which may lose important information in the original data, while the latter is to add reconstruction error based on the former. The compressed information obtained by DAE preserves the key of information in original data, which is critical for identifying anomalies.

5. Conclusion

Due to the complex reality scene, the generated data has the characteristics of large volume and high dimension. It can be seen that not all data can be used directly, and anomaly detection is often limited by the dimensionality of the data. The best way to solve this problem is to reduce the dimensionality of the data before detecting data anomalies. In this manuscript, we analyze the limitations of existing dimensionality reduction techniques and propose solutions to solve them. We proposed an unsupervised anomaly detection scheme based on DAE and clustering algorithms which can model the data efficiently. The clustering algorithms used in the experiment are K-Means, DBSCAN, and Mean-Shift. Experimental results show that our proposed scheme is effective in detecting anomalies in public datasets. In future work, we plan to apply the proposed unsupervised anomaly detection to network security data. Since there may be multiple anomalies in network security data, we plan to extend the binary classification problem to a multiclass classification problem. It can identify different types of abnormalities and improve the security performance of the network in the future.
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