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ABSTRACT
The ionization and thermal state of the intergalactic medium (IGM) during the epoch of reionization has been of interest in recent times because of their close connection to the first stars. We present in this paper a semi-numerical code which computes the large-scale temperature and ionized hydrogen fields in a cosmologically representative volume accounting for the patchiness in these quantities arising from reionization. The code is an extension to a previously developed version for studying the growth of ionized regions, namely, Semi Numerical Code for Reionization with Photon Conservation (SCRIPT). The main additions in the present version are the inhomogeneous recombinations which are essential for temperature calculations. This extended version of SCRIPT also implements physical consequences of photoheating during reionization, e.g., radiative feedback. These enhancements allow us to predict observables which were not viable with the earlier version. These include the faint-end of the ultra-violet luminosity function of galaxies (which can get affected by the radiative feedback) and the temperature-density relation of the low-density IGM at z ~ 6. We study the effect of varying the free parameters and prescriptions of our model on a variety of observables. The conclusion of our analysis is that it should be possible to put constraints on the evolution of thermal and ionization state of the IGM using available observations accounting for all possible variations in the free parameters. A detailed exploration of the parameter space will be taken up in the future.

Key words: intergalactic medium – cosmology: theory – dark ages, reionization, first stars – large-scale structure of Universe

1 INTRODUCTION
One of the least probed and understood eras in the history of our Universe is the epoch of reionization (Barkana & Loeb 2001; Choudhury 2009), the phase when ionizing photons from the first galaxies ionize hydrogen in the intergalactic medium (IGM). The most widely used probes of reionization are the globally averaged Lyα opacities as observed in the quasar absorption spectra at redshift z ~ 6 (Fan et al. 2000, 2001, 2002, 2003, 2004; Songaila 2004; Fan et al. 2006a,b; McGreer et al. 2011, 2015) and the Thomson scattering optical depth of the Cosmic Microwave Background (CMB) photons (Komatsu et al. 2011; Bennett et al. 2013; Planck Collaboration et al. 2014, 2016a,b,c, 2020). The details of the physical processes relevant for the galaxies and IGM during the reionization era are quite uncertain, hence the comparison of theoretical models with observations can lead to substantial degeneracies between the unknown parameters of the model and may also lead to poorer constraints on the reionization history (Pritchard et al. 2010).

It has thus been proposed that one should use a variety of observations, simultaneously if possible, to constrain unknown free parameters of the reionization physics (Choudhury & Ferrari 2005; Kuhlen & Faucher-Giguère 2012; Greig & Mesinger 2017; Greig et al. 2017; Gorce et al. 2018; Park et al. 2019; Choudhury et al. 2021a). Thankfully, there exist a large variety of probes of the high-redshift universe which are extremely useful for studying reionization. Some examples of such observations are the galaxy ultra-violet (UV) luminosity function at z ≥ 6 (Bouwens et al. 2006; Mannucci et al. 2007; Schenker et al. 2013; Willott et al. 2013; Bouwens et al. 2015, 2017; Finkelstein et al. 2015; Atek et al. 2015, 2018), fluctuations in the Lyα opacities in the IGM at z ~ 6 (Becker et al. 2015; Bosman et al. 2018; Eilers et al. 2018, 2019; Yang et al. 2020; Bosman et al. 2021), abundance and clustering of Lyα emitting galaxies (Ouchi et al. 2010; Konno et al. 2014; Ota et al. 2017; Zheng et al. 2017; Konno et al. 2018; Itoh et al. 2018; Ouchi et al. 2018), and the kSZ signal of the CMB (Lueker et al. 2010; George et al. 2015; Reichardt et al. 2021).

There is another probe of reionization which has perhaps received somewhat less attention, namely, the thermal state of the IGM at z ~ 5 (Miralda-Escudé & Rees 1994; Theuns et al. 2002; Hui & Haiman 2003; Bolton et al. 2010, 2012; Walther et al. 2019; Boera et al. 2019; Gaikwad et al. 2020). The temperature of the IGM at these epochs is expected to contain imprints of the reionization epoch because of the photoheating and Compton cooling associated with hydrogen ionization and the subsequent adiabatic cooling. The thermal evolution of the IGM has been hence proposed as a possible probe of reionization (Miralda-Escudé & Rees 1994; Theuns et al. 2002; Hui & Haiman 2003; Bolton et al. 2010; Ciardi et al. 2012; Raskutti et al. 2012; Padmanabhan et al. 2014). This has motivated many to construct models of the reionization era that can track the reionization and thermal histories self-consistently.

Incorporating calculations related to the thermal evolution of the IGM in the reionization models can also affect several other physical...
processes and observables during the reionization epoch. The first example of this is the radiative feedback arising from the photoheating of the gas leading to suppressed star-formation in low-mass haloes (Gnedin 2000; Iliev et al. 2007). This effect has been studied extensively using radiative transfer simulations of reionization (Finlator et al. 2011; Hasegawa & Semelin 2013; Dixon et al. 2016; Ocvirk et al. 2016; Wu et al. 2019; Ocvirk et al. 2020). The semi-numerical models of reionization too implement radiative feedback with rather simplistic parameterizations (Sobacchi & Mesinger 2013; Choudhury & Dayal 2019; Hutter et al. 2021). The feedback, in principle, should affect the observations of the galaxy UV luminosity function at the faint end, although some other studies also find that the luminosity function remains insensitive to the photoheating (Gnedin & Kaukov 2014; Pawlik et al. 2015). If the suppression in star formation because of feedback is indeed effective, it will further affect the growth of ionized regions and hence the reionization history (Choudhury & Ferrara 2005; Iliev et al. 2007; Choudhury et al. 2008). Another example of how the thermal history can affect reionization observables is that the average Lyα opacity as measured in quasar absorption spectra would depend on the temperature of the region (through the recombination rate of hydrogen), albeit the dependence could be mild ($\propto T^{-0.7}$, where $T$ is the temperature). Since these spectra play a critical role in understanding the end stages of reionization, it could be important to model the temperature, in particular the inhomogeneities in the temperature field arising from patchy reionization (D’Aloisio et al. 2015; Kulkarni et al. 2019; Keating et al. 2020).

The main aim of the work is to introduce a semi-numerical model of ionization and thermal history of the IGM, use it to compute different observables and study the feasibility of using these observables for constraining reionization. In general, the simultaneous study of thermal and ionization histories can be computationally expensive because the growth of ionized bubbles require large volumes to be simulated while the temperature calculations demand the very small scales to be resolved. Such high-dynamic ranges can be extremely challenging to implement in numerical simulations of cosmological radiative transfer. However, there have been several studies which have included the effects of patchy reionization on the thermal history in a large simulation volume (see, e.g., Finlator et al. 2011; Hasegawa & Semelin 2013; Gnedin & Kaukov 2014; Kulkarni et al. 2019; Wu et al. 2019; Keating et al. 2020; Hutter et al. 2021). For efficient probe of the unknown parameter space, these numerical simulations need to be complemented by computationally fast semi-analytical and semi-numerical models (Sobacchi & Mesinger 2014). Our work is a similar attempt to study the patchy reionization and thermal histories self-consistently in a semi-numerical framework. Since we track the patchiness in the temperature field in conjunction with the growth and overlap of ionized regions, it allows us to compute the spatial variations in the radiative feedback (Ucci et al. 2021).

For the semi-numerical model, we introduce new features in a previously developed photon-conserving code of reionization, namely, Semi Numerical Code for Reionization with Photon Conservation (SCRIPT; Choudhury & Paranjape 2018)\(^1\). The main advantage of this photon-conserving code over the usually employed excursion set-based codes (Mesinger & Furlanetto 2007; Choudhury et al. 2009; Mesinger et al. 2011) is that it leads to a large-scale power spectrum of the ionization fluctuations that is numerically converged with respect to the resolution used for generating the ionization field. This in turn allows one to obtain reasonably accurate results even when run at a rather coarse resolution, and hence there is no necessity of any high-performance computing resources. The new features in this work are the inclusion of the inhomogeneous recombinations and the radiative feedback suppressing star-formation in low-mass haloes. Both of these calculations require self-consistent calculation of the temperature in each region, hence the code now solves for the temperature evolution in each grid cell of the simulation volume along with reionization. These simulations are semi-numerical in nature and are usually suited for low-resolution large volumes, hence the small-scale physics is included using (semi-)analytical prescriptions. Our goal in this work is to make known these new features of the code and also vary the free parameters and assumed prescriptions related to the thermal history for understanding their effect on the reionization history and other observables.

The content of the paper is organized as: In Section 2, we provide a brief introduction of SCRIPT code and discuss in detail the new features that are introduced in the code to compute the thermal history. In Section 3, we present the reionization and thermal histories as obtained from the model. The results are shown for a default set of parameters and then for variations of the different model parameters. Several observable consequences of the calculation are discussed in Section 4. Finally, we summarize our main conclusions in section 5.

In this paper, the assumed cosmological parameters are $\Omega_M = 0.308$, $\Omega_{\Lambda} = 0.691$, $\Omega_b = 0.0482$, $h = 0.678$, $\sigma_8 = 0.829$ and $n_s = 0.961$ (Planck Collaboration et al. 2016a).

2 THEORETICAL FRAMEWORK

In this section, we give the detailed theoretical framework for modelling the thermal history during reionization.

2.1 The photon-conserving code SCRIPT

We start by discussing very briefly the method for creating ionization maps using the photon-conserving code SCRIPT, the details are discussed in Choudhury & Paranjape (2018). The inputs to SCRIPT are the large-scale density field (and velocity field, if desired) on a uniform grid at the redshift(z) of interest. These are usually computed by any N-body simulation. The collapsed fraction $f_{\text{coll}}$ of haloes above a minimum threshold mass $M_{\text{min}}$ in a grid “cell” is generated via a subgrid prescription following the method given in Sheth & Tormen (2002). Given the ionizing efficiency parameter $\xi$, the gridded density and $f_{\text{coll}}$ fields are used to compute the number density of ionizing photons produced in a cell $i$ as

$$n_{\text{ion},i} = (\xi f_{\text{coll}})_i \cdot n_{H,i},$$

(1)

where $n_{H,i}$ is the hydrogen number density in the cell and we have defined

$$(\xi f_{\text{coll}})_i \equiv \frac{1}{\rho_{m,i}} \int_{M_{\text{min},i}}^{\infty} dM_h \, \xi(M_h) \, M_h \, \frac{dn}{dM_h} \bigg|_{i}. \quad (2)$$

In the above equation, $\rho_{m,i}$ is the total density of matter and $dn/dM_h|_i$ is the halo mass function in cell $i$. The mass function is computed as the conditional mass function in a region of overdensity $\Delta_i$ and Lagrangian mass same as the total mass in the cell. The quantity $M_{\text{min},i}$ is the threshold mass for photon production in the cell $i$ and we have allowed $\xi$ to be a function of $M_h$. In the simple case where $\xi$ is independent of the halo mass, we recover the usual relation $(\xi f_{\text{coll}})_i = \xi \ f_{\text{coll},i}$.

The photon-conserving algorithm for generating ionization maps mainly consists of two steps. In the first step, we assign ionized

\(^1\) https://bitbucket.org/rctirthankar/script
regions of appropriate volumes around the “source” cells with $n_{\text{ion},i} > 0$. More specifically, we first consume $n_{H,i}$ number of these photons in the source cell itself. The remaining photons are then distributed to the other cells in increasing order of distance until all the photons from the source cell are exhausted. For a given cell $j$, if the number of photons available $n_{\text{ion,avail},j} \geq n_{H,j}$, the cell is flagged as completely ionized (and one is left with excess photons to be redistributed), else the cell is assigned an ionized fraction $n_{\text{ion,avail},j} / n_{H,j} > 1$ and are assigned as “overionized”.

In the second step, one distributes the excess ionizing photons in these unphysical overionized cells among the surrounding neighbouring cells which are yet to be fully ionized. The process is continued until all the overionized cells are properly accounted for. Clearly, the conservation of photon number is explicit in this model.

In this work, we have used GADGET-2 (Springel 2005) plugins provided by the 2LPT density field generator MUSIC (Hahn & Abel 2011) to generate the input $N$-body fields. For the kind of low-resolution boxes we use in this work, we have checked explicitly and confirmed that the density (and velocity) fields generated by a 2LPT code agrees extremely well with a full $N$-body simulation. Our default simulation box is of length 256 $h^{-1}$ cMpc with 256$^3$ particles. We generate the output snapshots at a fixed redshift interval of 0.1 between redshift $z = 5$ to 20. The particle positions and velocities are smoothed at an appropriate scale using the Cloud-In-Cell (CIC) kernel to generate the fields on a grid. In this work, our default grid cell size is 16$h^{-1}$ cMpc for computing different global observables. We have systematically checked the convergence of our results for finer grid cell sizes of 8, 4 and 2$h^{-1}$ cMpc and found that our conclusions remain unchanged. Our code requires around 6-7 seconds on single processor to generate a full reionization history from $z = 20$ to $z = 5$ in steps of $\Delta z = 0.1$ for the default resolution.

### 2.2 The evolution of the IGM temperature

The evolution of the kinetic temperature $T_i$ in a grid cell $i$ can be computed using the standard equation (see, e.g., Hui & Gnedin 1997)

$$\frac{dT_i}{dz} = \frac{2T_i}{1+z} + \frac{\sqrt{2} T_i d\Delta_i}{3h} + \frac{2\epsilon_i}{3k_B n_{\text{tot},i}} \frac{dt}{dz},$$

where $\Delta_i$ is the cell overdensity, $\epsilon_i$ is the net heating rate per unit volume and $n_{\text{tot},i}$ is comoving number density of all the gas particles (including free electrons). On the right hand, the first term corresponds to the cooling arising from the Hubble expansion, the second term is the adiabatic heating/cooling from structure formation and the third term gives the net heating from different astrophysical processes. The first two terms can be computed trivially as we already have the overdensity $\Delta_i$ at each redshift. For the third term, we include the photoheating from UV photons and Compton cooling as these are the most dominant effects in the IGM at redshifts of our interest (McQuinn & Upton Sanderbeck 2016). Other cooling mechanisms like the recombination cooling, free-free cooling and collisional cooling (Hui & Gnedin 1997) are subdominant in the regime we are interested in and hence can be neglected.

The calculation of the photoheating term requires knowledge of the photoionization background in the ionized regions. In principle, since we compute the ionizing emissivities while generating the ionization maps, we should be able to compute the photoionization background. This, however, requires knowledge of the mean free path and also introduces some further modelling challenges (for such a model implemented in SCRIPT, see Choudhury et al. 2021b). A simpler way to implement the photoheating term is to assume photoionization equilibrium post-reionization and relate to the number of recombinations in the cell. Following Hui & Gnedin (1997), we find that the rate of change of temperature due to photoheating can be written as

$$\frac{2\epsilon_i}{3k_B n_{\text{tot},i}} = T_{\text{re}} \frac{\chi_{\text{He}} C_{\text{H},i} n_{H,i} x_{\text{HII},i} \alpha_A(T_i) (1+z)^3 + dM_{\text{HII},i}}{d\tau},$$

where $T_{\text{re}}$ is the reionization temperature (i.e., the temperature of a region right after reionization), $\chi_{\text{He}}$ is the contribution of singly-ionized helium to the free electron density, $C_{\text{H},i} = \langle n_{\text{HII},i}^2 \rangle / \langle n_{\text{HII},i} \rangle$ is the clumping factor and $\alpha_A$ is the Case A recombination coefficient.

On the right hand side, the first term in the parentheses corresponds to heating in ionized regions post-reionization, while the second term is for the heating arising from newly ionized regions in the cells that are partially ionized. For completeness, we provide the derivation of the above equation in Appendix A.

We also include the effect of Compton cooling which is relevant for efficient cooling along with Hubble expansion. The general form for Compton heating/cooling is given by

$$\frac{dT_i}{d\tau} = \frac{8\sigma_T U_{\text{ne},i}}{3m_e c n_{\text{tot},i}} [T_{\gamma}(z) - T_i],$$

where $U \propto T_\gamma^4(z)$ is radiation energy density and $T_{\gamma}(z) = 2.73$ K $(1+z)$ is the CMB temperature at redshift $z$. Also, $\sigma_T$ is the Thomson scattering cross section, $n_{\text{e}}$ the electron mass, $n_e$ the electron number density and $c$ the speed of light in vacuum.

Although our formalism is adequate for computing the average temperature of a cell (even when it is only partially ionized), there are situations where one may need the temperature of ionized regions within a partially ionized cell. One such situation, which we will encounter later in the paper, is related to the radiative feedback. Now, temperatures of different ionized regions within a cell may be widely different as they get ionized at different times, hence one can only talk about an “average” temperature of ionized regions in our model. This average temperature of the ionized portion of a cell can be estimated

---

2 There is a minor difference between the algorithms presented in the original work (Choudhury & Paranjape 2018) and the latest update of the code. In the original version, the photons available in the overionized cells were redistributed sequentially cell-by-cell, keeping track of which cells got ionized by photons from the previous overionized cells. This allowed the process to deal with overionized cells complete in one go. The updated code, however, treats all the effect of the overionized cells independent of each other which may lead to further newly overionized cells. Hence one needs multiple iterations to complete the redistribution. Fortunately, this does not add any significant computational time to the algorithm. The advantage is that this produces a map which is unique and is easier to parallelize for multiple computing processors.

3 https://www-n.oca.eu/ohahn/MUSIC/

4 Since most of the recombinations take place in the high-density self-shielded gas inside the low-resolution cells in our simulation, the hydrogen ionizing photons produced by the direct recombinations to the ground state would be reabsorbed within the same high-density systems (Miralda-Escudé 2003). These photons, hence, would not affect the ionization state of the low-density IGM. This motivates the use of Case A recombination coefficient.
The quantity relevant for generating the ionization maps is simply volume. To be more specific, if, at any given step of the algorithm, the integrated number of recombinations in the cell where \( T_{\text{HIH},i} \) is the temperature of neutral region in a cell which can be easily obtained from equation (3) by putting the photoheating and the Compton cooling terms to zero. The temperature is computed at the initial redshift \( z = 20 \) assuming that it remains coupled to the CMB temperature until the baryon decoupling era, followed by the usual \( \propto (1 + z)^2 \) fall (Peebles 1993).

We validate our method for computing the thermal history of partially ionized cells in Appendix B. For the validation, we take some random grid cells in our simulation box and subdivide it into a number of subcells. We then track the temperature of these subcells assuming they are either fully neutral or fully ionized with their redshift of reionization determined based on the evolution of the ionization fraction of the grid cell. This allows for a sudden jump in the temperature during the ionization of the subcell. We then compute the average temperature of these subcells and compare with our method. We find that the two agree quite well, which validates our method. In addition, we also check whether the X-ray heating at very early stages (during cosmic dawn) can affect the temperature calculations in the neutral regions. We find that the X-ray heating does not alter the temperature during reionization, thus we can ignore it in this work. For more details, we refer the reader to Appendix B.

2.3 Inhomogeneous recombinations in SCRIPT

The calculation of the temperature \( T_i \) in a cell requires computing the number of recombinations in that cell. To be consistent, we should also account for these recombinations while generating the ionization maps using SCRIPT. This requires modifying the default version of the code.

As discussed in Section 2.1, in the default version of the code, the ionization condition of a cell is decided based on the number of ionizing photons available \( n_{\text{ion avail},i} \) and the number of hydrogen atoms \( n_{\text{H},i} \). To account for recombinations, we simply extend the comparison from \( n_{\text{H},i} \) to \( n_{\text{H},i} + n_{\text{rec},i} \), where \( n_{\text{rec},i} \) is the integrated number of recombinations in the cell \( i \) per unit comoving volume. To be more specific, if, at any given step of the algorithm, we find that \( n_{\text{ion avail},i} < n_{\text{H},i} + n_{\text{rec},i} \), we assign the cell to be fully ionized and redistribute the excess photons to nearby cells. Cells with \( n_{\text{ion avail},i} > n_{\text{H},i} + n_{\text{rec},i} \) are assigned a ionized fraction \( X_{\text{HIH},i} = (n_{\text{ion avail},i} - n_{\text{rec},i}) / n_{\text{H},i} \).

The comoving number density \( n_{\text{rec},i} \) of recombinations for a cell can be computed by solving a first order differential equation for the recombination rate density (Appendix 2.2)

\[
\frac{dn_{\text{rec},i}}{dt} = \chi_{\text{He}} C_{\text{H},i} n_{\text{H},i}^2 X_{\text{HIH},i} \alpha_A(T_i) (1 + z)^3.
\]

The quantity relevant for generating the ionization maps is simply the integral

\[
n_{\text{rec},i} = \int^{\infty}_{0} dz \frac{dn_{\text{rec},i}}{dz}.
\]

Our approach of including recombinations in the semi-numerical code is similar to that of Sobacchi & Mesinger (2013); Hutter (2018), except that their algorithms are based on the excursion set framework and hence require spherical averaging of the number densities. Our semi-numerical model, on the other hand, tracks the photons from the source cells, hence the reduction of the photon flux with increasing distance is accounted for. Also, it is straightforward to implement the recombination number density in our code without any significant additional computational cost. All these algorithms, however, need to solve for the reionization and thermal history simultaneously for calculating the recombinations, thus generating the ionization map at a given redshift requires information on the earlier epochs (which is not the case when recombinations are not included in the model). A different excursion set based approach, which advocates modifying the averaging filter using a mean free path, has been introduced by Davies & Furlanetto (2021). The algorithm can be implemented on a single redshift snapshot and does not depend on the reionization history. It would be interesting to explicitly compare our results with those of Davies & Furlanetto (2021), which we postpone to a future work.

Our calculation of the recombination rate requires knowledge of the clumping factor \( C_{\text{H},i} \) for each cell. This, on the other hand, requires modelling the subgrid density fluctuations (see, e.g., Sobacchi & Mesinger 2013). The subgrid density field, unfortunately, is still poorly understood. Although there exists analytical fits to the density distribution from high resolution simulations (Miralda-Escudé et al. 2000; Bolton & Becker 2009), their applicability during the era of inhomogeneous photoheating may not be straightforward (D’Aloisio et al. 2020). In this work, we take a rather simple approach where \( C_{\text{H},i} \) is connected to a globally-averaged clumping factor (defined in the following paragraphs) which, in turn, is assumed to have either a pre-decided value or a functional form as found in the literature. While this obscures the physical understanding of the process, it allows our recombination module of the code to remain flexible which any user can use their preferred model.

To use the clumping factors given in the literature, we need to relate the clumping factors \( C_{\text{H},i} \) of the individual cells to the globally averaged clumping factor. In order to do that, we first note that the evolution of the global mass-averaged ionized fraction \( Q_{\text{HII}}^{M} = \langle X_{\text{HIH},i} \Delta_i \rangle \) is given by

\[
\frac{dQ_{\text{HII}}^{M}}{dt} = \frac{1}{(n_{\text{H},i})} \frac{dn_{\text{ion},i}}{dt} - \frac{1}{(n_{\text{H},i})} \frac{dn_{\text{rec},i}}{dt} \frac{d}{dt} \langle \chi_{\text{He}} \bar{H} \alpha_A (1 + z)^3 (C_{\text{H},i} \Delta_i^2 X_{\text{HIH},i}) \rangle
\]

where \( \langle \ldots \rangle \) denotes the average over all cells in the whole simulation box (not to be confused with \( \langle \ldots \rangle_i \), which is the average over the subgrid elements in cell \( i \)). Note that \( \langle n_{\text{H},i} \Delta_i \rangle \equiv \bar{n}_{\text{H}} \Delta_i \equiv \bar{n}_{\text{H}} \). In the above equation, we have ignored the mild \( T \)-dependence of the recombination coefficient \( \alpha_A \).

We can compare this equation with the usual reionization equation (e.g., Haardt & Madau 2012)

\[
\frac{dQ_{\text{HII}}^{M}}{dt} = \frac{d}{dt} \langle \chi_{\text{He}} \bar{H} (1 + z)^3 \alpha_A C_{\text{HII}} \rangle
\]

which allows us to define the globally averaged clumping factor

\[
C_{\text{HII}} = \frac{\langle C_{\text{H},i} \Delta_i^2 X_{\text{HIH},i} \rangle}{Q_{\text{HII}}^{M}} = \frac{\langle C_{\text{H},i} \Delta_i^2 X_{\text{HIH},i} \rangle}{\langle X_{\text{HIH},i} \Delta_i \rangle}.
\]

This quantity is used as a free parameter (or a \( z \)-dependent function, as the case may be) in our model which determines the strength of recombination and can be tuned according to our choice. We further assume \( C_{\text{H},i} \) to be the same for all cells and hence can relate it to \( C_{\text{HII}} \) for each redshift using the density and ionization field in the simulation box. For completeness, we provide the relation between the clumping factor and the subgrid density field in Appendix C.

The introduction of the inhomogeneous recombinations lead to
some non-convergence in the quantities that depend on the patchiness of the ionization field with respect to the grid cell size chosen, assuming that the global history is calibrated by choosing the same value of \( T_{\text{vir}} \) for different resolutions. This is because our assumption that the \( C_{\text{HII},i} \) of individual cells to be the same is too simplistic.

In reality, different coarse grid cells of similar densities may have very different ionization structures within the cell, and hence the clumping factor may not be a simple function of the cell overdensity. However, within the assumptions we are working with, the differences across resolutions for most of the quantities and observables are almost always within 5 – 10%.

### 2.4 Radiative feedback

An immediate consequence of the photoheating of the gas is that haloes with shallow potential wells will not be able to keep it bound to the halo. This leads to suppression in the star-formation in relatively low-mass haloes, an effect known as radiative feedback. This feedback can affect the subsequent progress of reionization in the IGM. Since we compute the gas temperature inside the simulation box, it is natural to include the effects of this feedback in our modelling of the reionization sources.

We assume that in the absence of radiative feedback, i.e., in the neutral regions, the minimum mass of haloes that can form stars is determined by atomic cooling. Since only haloes with virial temperature \( T_{\text{vir}} \geq 10^4 \) K can cool via atomic transitions, this leads to a minimum mass of \( M_{\text{min}} \) (Barthakur & Holden 2001; Sobacchi & Mesinger 2013)

\[
M_{\text{cool}} = 10^8 M_\odot \left( \frac{10}{1+z} \right)^{3/2}. \tag{12}
\]

For the ionized regions, the photoheating leads to an increased Jeans mass. We compute this Jeans mass (at virial overdensity) in each cell using the relation (Hutter et al. 2021)

\[
M_{J,i} = \frac{3.13 \times 10^8 h^{-1} M_\odot}{\Omega_{m,0}^{1/2} (1+z)^{3/2} \mu^{-3/2} (T_{\text{HII},i} / 10^4 K)^{3/2}}, \tag{13}
\]

where \( \mu \) is the mean molecular weight (assumed to be 0.6, appropriate for ionized hydrogen and singly ionized helium) and \( T_{\text{HII},i} \) is the temperature of the ionized regions in the cell, calculated using equation (6). We use a couple of different methods of implementing the radiative feedback using this Jeans mass.

#### 2.4.1 Step feedback

In this model, we assume that the gas fraction \( (f_g) \) retained inside a halo after feedback is zero for a halo of mass smaller than \( M_{\text{min},i} \) and unity otherwise, where

\[
M_{\text{min},i} = \text{Max} \left[ M_{\text{cool}}, M_{J,i} \right]. \tag{14}
\]

In general, for neutral regions inside the cell, we have \( M_{\text{min},\text{HII},i} = M_{\text{cool}} \) and for ionized regions \( M_{\text{min},\text{HII},i} = M_{J,i} \). We can then calculate \( (\zeta f_{\text{coll}})_{i} \) in the neutral and ionized regions as

\[
(\zeta f_{\text{coll}})_{\text{HII},i} = \frac{1}{\rho_{m,i}} \int_{M_{\text{min},\text{HII},i}}^{\infty} \frac{\text{d}M_h}{\text{d}M_{h,i}} \zeta(M_h) \frac{\text{dn}}{M_h}, \tag{15}
\]

\[
(\zeta f_{\text{coll}})_{\text{HII},i} = \frac{1}{\rho_{m,i}} \int_{M_{\text{min},\text{HII},i}}^{\infty} \frac{\text{d}M_h}{\text{d}M_{h,i}} \zeta(M_h) \frac{\text{dn}}{M_h}. \tag{16}
\]

The photon production rate in the cell is calculated by summing over neutral and ionized regions in a cell with appropriate weights

\[
\frac{\text{d}[(\zeta f_{\text{coll}})_{i} \Delta_t]}{\text{d}t} = x_{\text{HII},i} \frac{\text{d}[(\zeta f_{\text{coll}})_{\text{HII},i} \Delta_t]}{\text{d}t} + (1 - x_{\text{HII},i}) \frac{\text{d}[(\zeta f_{\text{coll}})_{i} \Delta_t]}{\text{d}t}. \tag{17}
\]

#### 2.4.2 Jeans mass-based feedback

In this case, we assume the feedback to act rather gradually instead of a sharp step-like cut off in the halo mass. A widely used form of the gas fraction that remains inside a halo of mass \( M_h \) is given by (Sobacchi & Mesinger 2013; Choudhury & Davay 2019)

\[
f_{g,0}(M_h) = 2^{-M_{J,i}/M_h} \exp \left( -\frac{M_{J,i}}{1.44 M_h} \right), \tag{18}
\]

where \( M_{J,i} \) is the Jeans mass in the cell \( i \) (where the halo is assumed to be situated) defined in equation (13). This form assumes that a halo with a mass equal to the critical threshold mass \( M_{J,i} \) can retain only half of its gas. The gas fraction gradually decreases for lighter haloes and increases for the heavier ones.

To implement the gradual decrease in gas fraction below the Jeans mass in our semi-numerical code, we use for the ionized regions

\[
(\zeta f_{\text{coll}})_{\text{HII},i} = \frac{1}{\rho_{m,i}} \int_{M_{\text{cool}}}^{\infty} \frac{\text{d}M_h}{\text{d}M_{h,i}} \zeta(M_h) \frac{\text{dn}}{M_h}, \tag{19}
\]

where the efficiency parameter in the ionized regions has been modified to

\[
\zeta_{\text{HII},i}(M_h) = \zeta(M_h) f_{g,0}(M_h), \tag{20}
\]

with \( f_{g,0} \) determined by equation (17). Then the rate of change of ionizing photon production can be computed in the same way as in equation (16).

#### 2.4.3 Filtering mass-based feedback

The previous two feedback prescriptions were based on Jeans mass which responds to the instantaneous value of the temperature. It has been argued that a more physical picture would be where the filtering scale (below which the fluctuations are suppressed) responds to the thermal history of the region (Gnedin & Hui 1998; Gnedin 2000).

A widely-used formalism to account for this effect is to compute the filtering mass (Hutter et al. 2021)

\[
M_{F,i}^{1/3} = M_{J,0}^{3/2} \int_0^a \frac{\text{d}a'}{a} \left[ \frac{T_{\text{HII},i}(a')}{10^4 K} \right] \left( 1 - \sqrt{\frac{a}{a'}} \right). \tag{21}
\]

where \( M_{J,0} \) is the Jeans mass [see equation (13)] at mean density calculated at a temperature \( 10^4 K \) and \( z = 0 \), i.e.,

\[
M_{J,0} = \frac{3.13 \times 10^8 h^{-1} M_\odot}{\Omega_{m,0}^{1/2}} \mu^{-3/2}. \tag{22}
\]
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In this case, the gas fraction that remains inside a halo of mass $M_h$ can be approximated by a fitting function (Gnedin 2000)

$$f_{g,i}(M_h) = \left[1 + \left(2^{1/3} - 1\right)\frac{M_{F,i}}{M_h}\right]^{-3},$$

(22)

where we have assumed that the characteristic mass where the feedback becomes effective is equal to the filtering mass (Naoz et al. 2013). There are also results where the characteristic mass is much larger than the filtering mass (Gnedin 2000), however, we do not consider such cases in this work. The calculation of $(\zeta_{\text{rel}})$ is identical to that in the previous section, i.e., equations (19) and (18).

3 REIONIZATION AND THERMAL HISTORY

We first choose a fiducial reionization model. This would allow us to understand the effect of inhomogeneous recombinations and feedback on the reionization history. To choose the fiducial set of parameters, we take the following approach:

(i) The reionization efficiency $(\zeta)$ can be redshift dependent in general (Kuhlen & Faucher-Giguère 2012; Robertson et al. 2013; Duncan & Conselice 2015; Wilkins et al. 2016; Yung et al. 2020), although the exact dependence is not yet understood. In the absence of any detailed insights, we assume the parameter to have a simple power-law form

$$\zeta(z) = 8 \left(\frac{10}{1+z}\right)^{2.3}. \quad (23)$$

Such a power-law dependence on redshift has been assumed in earlier studies of reionization (see, e.g., Trac et al. 2015; Sun & Furlanetto 2016; Dayal et al. 2020; Choudhury et al. 2021a). The normalization and the power law index of the redshift-dependence are chosen such that we obtain a good match with the observables for our fiducial model. We have also assumed $\zeta$ to be independent of the halo mass.

(ii) The globally averaged clumping factor, defined in equation (11), is taken as a constant $C_{\text{HI}} = 3$. The exact value and the evolution of this parameter is highly uncertain. In semi-analytical and semi-numerical models of reionization, the clumping factor is often modelled as an appropriate integral of the density distribution below the self-shielded density threshold (Miralda-Escudé et al. 2000; Wyithe & Loeb 2003; Furlanetto & Oh 2005; Choudhury & Ferrara 2005), with modifications arising from the gradient nature of the self-shielding (Sobacchi & Mesinger 2014; Choudhury et al. 2015; Mesinger et al. 2015). The numerical simulations, on the other hand, show a much more complicated dependence of this parameter on the incident photoionizing radiation and the ionization and heating histories (D’Aloisio et al. 2020). Given all the uncertainties which are anyway beyond the reach of any semi-numerical calculations, we take a rather simple approach where $C_{\text{HI}}$ is to be a constant with the fiducial value similar to the relaxed value found in the simulations of D’Aloisio et al. (2020).

(iii) The reionization temperature is taken as $T_{\text{re}} = 2 \times 10^4$ K. The parameter, in principle, depends on the spectra of the ionizing sources and the speeds of the ionization fronts (Miralda-Escudé & Rees 1994; Tittley & Meiksin 2007; Trac et al. 2008; Venkatesan & Benson 2011; McQuinn 2012; Finlator et al. 2018; D’Aloisio et al. 2019), with the latter seeming to be more effective. Our fiducial value is consistent with the typical values of the post-ionization front temperatures found in the 1D radiative transfer simulations of D’Aloisio et al. (2019).

Figure 1. Comparison of reionization histories for different models as outlined in Table 1. The data points show the observational constraints on ionization fraction from various studies (Schroeder et al. 2013; McGreer et al. 2015; Davies et al. 2018; Mason et al. 2018; Glazer et al. 2018; Greig et al. 2019). The models plotted are w/o-FB-w/o-Rec (blue), w/o-FB (cyan), fiducial (blue), high-$C_{\text{HI}}$ (red), high-$T_{\text{re}}$ (green), Jeans-FB (dashed magenta) and filtering-FB (dotted lime).

(iv) For the feedback, we assume the step feedback prescription of Section 2.4.1 in the fiducial model.

We find that the above set of fiducial parameters in the model with inhomogenous recombination and step feedback included produces a CMB optical depth $\tau_\nu$ consistent with Planck Collaboration et al. (2020). The end of reionization is consistent with that implied by the Ly$\alpha$ opacity fluctuations at $z \sim 6$ (Kulkarni et al. 2019; Nasir & D’Aloisio 2020; Choudhury et al. 2021b; Qin et al. 2021). We should also emphasize that there is nothing particularly special about this set of parameters. In general, there may be several other combinations of these parameters that produce results consistent with observations. Such degeneracies can only be understood when one does a full parameter space exploration, which we postpone to a future work. In this work, the above set serves as an example realistic reionization model allowing us to study the effects of recombination and radiative feedback.

In addition to the fiducial model, we explore six other variants of the parameter set, these are summarized in Table 1. For all the models, we keep the efficiency parameter $(\zeta(z))$ same as the fiducial model and vary the other parameters (including the feedback prescription). Keeping $\zeta(z)$ same for all the models allows us to study the effects of recombination, feedback and variation of other parameters on the model predictions and observables. On the other hand, since we do not allow $\zeta(z)$ to vary across models, we cannot comment on whether models other than the fiducial one provide a good match to the data or not. Understanding this would require varying all the model parameters simultaneously and a detailed exploration of the parameter space; this will be dealt with in a subsequent project. The fiducial model and the variants used in this work are only useful for understanding the effects of various parameters and assumptions of the model on the reionization and thermal histories.

While varying the clumping factor $C_{\text{HI}}$ and the reionization temperature $T_{\text{re}}$, we choose values such that their effects on the observables are prominent. In particular, we take a rather high value $T_{\text{re}} = 5 \times 10^4$ K for the high-$T_{\text{re}}$ model so that the effect of the parameter on the feedback can be seen clearly.
the data sets, simply because the parameters were chosen in such a way. Compared to the fiducial, the w/o-FB model (with no feedback) results in an earlier reionization. This is because the presence of feedback suppresses photon production in low mass haloes leading to a lower emissivity, see Fig. 2. The w/o-FB-w/o-Rec model which has neither feedback nor recombination produces a much earlier reionization as no photons are lost to recombinations. These trends are thus completely in line with what one would expect from the physical effects of recombination and feedback (Choudhury et al. 2009; Sobacchi & Mesinger 2014).

From Fig. 1, we can see that increasing the value of $\zeta_{\text{HI}}$ results in a delayed reionization compared to the fiducial, a direct consequence of more photons lost to the recombinations. The effect of increasing $T_{\text{re}}$, on the other hand, is to drive reionization slightly faster in the early stages. This is because a higher temperature leads to a slightly lesser recombination rate (through the temperature-dependence of the recombination coefficient) and hence fewer photons are lost. At later stages, this effect is compensated by a more efficient feedback from higher temperatures as can be seen in Fig. 2, resulting in a slower reionization. Hence, towards the end stages of reionization, when the feedback is most effective, the high-$T_{\text{re}}$ model leads to a history similar to the fiducial.

We also study the effect of different feedback prescriptions on the reionization history and the emissivity. From Fig. 2 we find that the Jeans-FB model produces a emissivity very similar to the fiducial case (which is based on the step feedback). As a result, the reionization histories for the two cases turn out to be almost identical. The feedback for the filtering-FB model is much stronger and leads to a delayed reionization compared to the other two prescriptions. The main reason is that the characteristic feedback mass $M_{F,i}$ for the filtering mass-based case can be larger than the Jeans mass at virial overdensity for reionization redshifts as it contains an integral on redshift (Hutter et al. 2021).

The ionization lightcones for a slice of thickness $8h^{-1}\text{cMpc}$ for three models are shown in Fig. 3. The models shown in the figure highlight the effects of recombinations and feedback on the ionization morphology. It is clear that, in addition to the global reionization history, the recombinations and feedback affect the size of the ionized bubbles too, consistent with the findings of Sobacchi & Mesinger (2014).

### 3.1 Reionization histories

The evolution of the ionization fraction $Q_{\text{HI}}^Y$ for the different models are shown in Fig. 1, along with various observational constraints on the same quantity. To understand the connection between the reionization history and the sources, we plot the ionizing photon emissivity $\dot{n}_{\text{ion}}$ for these same models in Fig. 2. This quantity is nothing but the number of ionizing photons emitted per unit time per unit comoving volume defined as

$$\dot{n}_{\text{ion}}(z) = \dot{n}_H \frac{d \langle \xi_{\text{coll}} \rangle_i \Delta_i}{dt}.$$  

(24)

As is clear from Fig. 1, the fiducial model is a good match to the data sets, simply because the parameters were chosen in such a way. Compared to the fiducial, the w/o-FB model (with no feedback) results in an earlier reionization. This is because the presence of feedback suppresses photon production in low mass haloes leading to a lower emissivity, see Fig. 2. The w/o-FB-w/o-Rec model which has neither feedback nor recombination produces a much earlier reionization as no photons are lost to recombinations. These trends are thus completely in line with what one would expect from the physical effects of recombination and feedback (Choudhury et al. 2009; Sobacchi & Mesinger 2014).

From Fig. 1, we can see that increasing the value of $\zeta_{\text{HI}}$ results in a delayed reionization compared to the fiducial, a direct consequence of more photons lost to the recombinations. The effect of increasing $T_{\text{re}}$, on the other hand, is to drive reionization slightly faster in the early stages. This is because a higher temperature leads to a slightly lesser recombination rate (through the temperature-dependence of the recombination coefficient) and hence fewer photons are lost. At later stages, this effect is compensated by a more efficient feedback from higher temperatures as can be seen in Fig. 2, resulting in a slower reionization. Hence, towards the end stages of reionization, when the feedback is most effective, the high-$T_{\text{re}}$ model leads to a history similar to the fiducial.

We also study the effect of different feedback prescriptions on the reionization history and the emissivity. From Fig. 2 we find that the Jeans-FB model produces a emissivity very similar to the fiducial case (which is based on the step feedback). As a result, the reionization histories for the two cases turn out to be almost identical. The feedback for the filtering-FB model is much stronger and leads to a delayed reionization compared to the other two prescriptions. The main reason is that the characteristic feedback mass $M_{F,i}$ for the filtering mass-based case can be larger than the Jeans mass at virial overdensity for reionization redshifts as it contains an integral on redshift (Hutter et al. 2021).

The ionization lightcones for a slice of thickness $8h^{-1}\text{cMpc}$ for three models are shown in Fig. 3. The models shown in the figure highlight the effects of recombinations and feedback on the ionization morphology. It is clear that, in addition to the global reionization history, the recombinations and feedback affect the size of the ionized bubbles too, consistent with the findings of Sobacchi & Mesinger (2014).

### 3.2 Thermal histories

We now turn to the thermal evolution implied by our formalism. The temperature lightcones for the same reionization models are shown in Fig. 4. For the fiducial and w/o-FB models, the temperature traces the ionization field with ionized regions having preferentially higher temperatures. The w/o-FB-w/o-Rec model on the other hand shows a somewhat different behaviour. This model has no recombinations,
hence the IGM does not get photoheated after it is ionized. A given region does get heated when it is ionized for the first time, however there is no subsequent photoheating. In terms of equations, this model is equivalent to putting $C_{\text{HI}} = 0$ in equation (4). Hence, we find in the lightcone maps that ionized regions show signs of heating around $z \sim 6.5 - 7$, followed by cooling. This thus clearly brings out the effect that recombinations have on determining the temperature of the IGM during reionization.

We investigate the effect of recombinations on the temperature further by plotting the temperature $T_i$ of the grid cells as a function of the overdensity $\Delta_i$ for the same three models. The results are shown in Fig. 5 for three different redshifts, with the points coloured according to the redshift ($z_{50}$) of 50% reionization. Note that the grid cells could remain in a partially ionized state for a substantial period, hence it is not possible to assign a unique redshift of reionization to

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{Reionization lightcones for three models, namely, fiducial, w/o-FB and w/o-FB-w/o-Rec. The details of the models can be found in Table 1. All the slices are generated from the same underlying density field and are of thickness $8h^{-1}$ cMpc. Comparison of the different panels indicate the effects of inhomogeneous recombinations and feedback in our formalism.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Temperature lightcones for three models (fiducial, w/o-FB and w/o-FB-w/o-Rec) for the same slices as shown in Fig. 3.}
\end{figure}
Figure 5. The correlation of the temperature ($T_i$) and overdensity ($\Delta_i$) for the grid cells in the simulation box. The plots are shown for three different redshifts $z = (7, 6, 5)$ using three different models (fiducial, w/o-FB and w/o-FB-w/o-Rec). The points are coloured according to the redshifts when the cells become 50% ionized.

Before discussing further, we must also caution that the temperature plotted in Fig. 5 is the mass-averaged temperature of the grid cell as it is dominated by the recombinations and heating at the boundaries of the self-shielded regions, implicitly modelled by the $C_{HI}$ parameter. Hence the results should not be confused with the usual $T - \Delta$ relation studied in the context of quasar absorption spectra (which mostly probe the low-density IGM). We will get back to this point later in Section 4.1.

Let us first study the characteristics of the fiducial model (top row of Fig. 5). At $z = 7$ (left panel), we find that grid cells which are already ionized ($z_{50} > 7$, reddish points) have higher temperatures. Because of the inside-out nature of reionization, these are also the high-density cells. The low-density cells, on the other hand, are yet to be ionized and have preferentially lower temperatures. The gradual heating of these low-density cells with their ionization is obvious at $z = 6$ (middle panel). While the temperature of the high-density cells have developed a clear correlation with the density by then, the temperature of the low-density cells do not show any such correlation. By $z = 5$ (right panel), the reionization is complete and one can see the tight correlation between $T$ and $\Delta$ with high-density cells having higher temperature because of increased photoheating. The results for the w/o-FB model (middle row) are very similar to the fiducial, except for the fact that reionization occurs early and hence the tight $T - \Delta$ correlation is developed by $z \sim 6$. 

A grid cell. Hence we take the redshift of interest to be the one where the cell is 50% ionized.
4 OBSERVABLE CONSEQUENCES OF THE MODEL

The model can be further used to compute different observables related to the HI reionization. In this section, we present some of these observable consequences of the model for the reionization and thermal histories of the previous section.

4.1 Temperature at low density IGM

The temperature calculations in Section 2.2 are dominated by photoheating in the boundaries of the low-density IGM and high-density self-shielded regions (where bulk of the recombinations occur). In contrast, the Lyman-\( \alpha \) absorption spectra are able to probe the temperature of the low-density IGM. In fact, the temperature-density relation can be approximated by a power-law relation

\[
T = T_0 \Delta^{\gamma - 1}
\]

for the low-density medium \( \text{(Hui & Gnedin 1997)} \), where \( T_0 \) is the temperature at the mean density and \( \gamma \) is the slope.

Since our grid cells are rather large in size, their temperatures are not suitable to describe the temperature of the low-density IGM as probed by the Ly\( \alpha \) absorption spectra. Each of our cells would actually contain numerous subgrid elements whose temperatures would be the more relevant quantity. To model this, we take the following approach:

(i) We first generate subgrid density elements \( \Delta \) inside each grid cell. For each cell, we take 50 density elements assuming them to follow a lognormal distribution having mean equal to the overdensity of the grid cell and width \( \sim 1 \) at the initial redshift. The value of the width of the distribution is motivated by the variance of the density contrast at Jeans scale around \( z \sim 20 \). We emphasize that our results are insensitive to the exact form of the distribution chosen as long as they are centred around the cell density. These subcell elements are only representative of low-density elements and their actual distribution or numbers do not play any role in the analysis.

(ii) These overdensities are evolved assuming they follow linear perturbation theory, i.e., \( \Delta = 1 \propto (1+z)^{-1} \). This evolution is included in the \( \Delta \alpha/\Delta z \) term in the temperature evolution equation.

(iii) In the photoheating term given in equation (4), we put the clumping factor to unity as we are anyway dealing with subgrid elements. These subgrid elements can be thought of as fluid elements having sizes similar to the Jeans scale, hence they are homogeneous and do not contain any further small scale structure. A clumping factor of unity is thus appropriate for these elements. Also, instead of Case A, we use the Case B recombination coefficient in this case which is appropriate for low-density IGM.

In Fig. 6, we show the results of our method to compute \( T(\Delta) \) for low-density IGM for three reionization models and for three redshifts. Each point in the plot corresponds to a subcell density element colour coded by the redshift \( z_{50} \) at which the corresponding grid cell becomes 50% ionized. Considering first the fiducial model (top row), we see that \( z_{50} \) has no correlation with \( \Delta \), unlike what we saw in Fig. 5. This is because the subcell elements of a given overdensity could reside inside larger grid cells of any overdensity.

While the large-scale density is well correlated with \( z_{50} \), the element-wise densities need not maintain the same correlation. At \( z = 7 \) (left panel), we find that for a given \( \Delta \), the temperatures are higher for elements which ionized at \( z_{50} \geq 7 \). This is a direct consequence of photoheating associated with ionization. At \( z = 6 \) (middle panel), the elements with \( z_{50} \geq 8 \) have started to cool while those with \( z_{50} \leq 6 \) are yet to be photoheated. Hence the hottest elements are the elements with \( z_{50} \) values close to 6, the ones which got ionized only recently. By the time we reach \( z = 5 \) (right panel), the elements have developed the standard power-law relation as expected in the low-density IGM. Also, for a given \( \Delta \), elements in cells which reionized earlier have lower temperatures as they had more time to cool.

Our calculations which sample the density elements in a rather simplistic manner using linear theory is similar to the semi-analytical calculations of \( \text{Hui & Gnedin (1997); McQuinn & Upton Sanderbeck (2016); Upton Sanderbeck et al. (2016). The main improvement in our case is that we can track the reionization history of these elements in the simulation box and hence can account for the scatter in the } T - \Delta \text{ relation arising from hydrogen reionization. This is clearly visible for lower overdensities at } z = 5 \text{ for the fiducial model. Such scatter is seen in radiative transfer simulations incorporating effects of patchy reionization, see, e.g., Figure 5 of Davies et al. (2019) and Figure 3 of Gaikwad et al. (2020). Similar scatter in the temperatures during the epoch of helium reionization can also be seen in the semi-analytical calculations of Upton Sanderbeck et al. (2016).}

The trends of the \( T - \Delta \) relation are similar for the w/o-FB model (middle row), except for the fact the reionization occurs early in this case. The nature of the \( T - \Delta \) correlation is, however, very different in the w/o-FB-w/o-Rec model (bottom row) because of the absence of the recombination heating. In particular, we find that the temperatures at \( z = 5 \) are much lower than those in the other two cases and also the power-law \( T - \Delta \) relation is not formed.

Now, we can simply fit a straight line to the \( \log T \) vs \( \log \Delta \) plot to estimate \( T_0 \) and \( \gamma \). In Fig. 7, we show the redshift evolution of \( T_0 \) (left panel) and \( \gamma \) (right panel) for all the reionization models of this paper. The value of \( T_0 \) keeps on increasing as reionization proceeds, reaches a maximum at the redshift where reionization is complete and decreases afterwards. The slope \( \gamma \) is flat at high redshifts \( z \gg 6 \) (keeping in mind that the \( T - \Delta \) correlation would be quite weak at these epochs) and starts increasing once reionization is complete. These trends are consistent with similar semi-analytical calculations (Hui & Gnedin 1997; McQuinn & Upton Sanderbeck 2016; Upton Sanderbeck et al. 2016; Davies et al. 2019) and more detailed numerical simulations (for recent results, see, e.g., Puchwein et al. 2015; Gaikwad et al. 2020, 2021).

For comparison we also show the observational constraints on these quantities at \( 5.3 \leq z \leq 5.9 \) estimated using spike statistics in the Ly\( \alpha \) absorption spectra of quasars (Gaikwad et al. 2020). The fiducial model, as expected, is a good match to the data. The effect of feedback prescription on \( T_0 \) and \( \gamma \) is negligible. Increasing the clumping factor leads to a slightly higher \( T_0 \) at \( z \sim 5.5 \). This is because higher clumping delays reionization, hence the IGM has less time to cool. The reionization temperature \( T_{\text{re}} \) affects \( T_0 \) quite significantly as the heat received by the IGM during reionization is directly proportional to this parameter. This indicates that one can use the low-density IGM temperature estimates to put constraints on \( T_{\text{re}} \) and hence the amount of feedback suffered by the low-mass galaxies. The constraints on \( T_{\text{re}} \), however, would be degenerate with the redshift of reionization and hence only a full parameter space exploration would reveal the true nature of the constraints. Finally, the w/o-FB-w/o-Rec model shows slightly different behaviour as expected.
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Figure 6. The temperature \( (T) - \) overdensity \( (\Delta) \) relation for the low-density IGM at three different redshifts \( z = (7, 6, 5) \) for three different models (fiducial, w/o-FB and w/o-FB-w/o-Rec). The temperature is calculated using sub-grid density elements as described in Section 4.1. The black lines show the fitted straight line to the power-law relation \( T = T_0 \Delta^{\gamma - 1} \). The individual points are coloured according to redshifts when their parent cells are 50% ionized.

4.2 UV luminosity functions

We can compute the UV luminosity function, defined as the number of objects (galaxies) per unit UV magnitude per unit comoving volume, for the galaxies in our simulation box. Since we already know the ionizing emissivity of these galaxies for a given reionization model, we only need to connect the ionizing luminosity to the UV luminosity.

Before writing the final relation for the luminosity function, note that the luminosity of the galaxies in the ionized and neutral regions would be different because of feedback effects. Since the feedback affects different grid cells differently, we need to first compute the luminosity function in each cell and then average them over the full box. The global luminosity function for a UV magnitude \( M_{\text{UV}} \), measured at the rest wavelength 1500Å, is given by

\[
\Phi(M_{\text{UV}}) = \langle \Phi_i(M_{\text{UV}}) \rangle, \tag{26}
\]

where the luminosity function in the grid cell \( i \) is

\[
\Phi_i(M_{\text{UV}}) = x_{\text{HII},i} \Phi_{\text{HII},i}(M_{\text{UV}}) + (1 - x_{\text{HII},i}) \Phi_{\text{HI},i}(M_{\text{UV}}). \tag{27}
\]

In the above, the quantities \( \Phi_{\text{HII},i}(M_{\text{UV}}) \) and \( \Phi_{\text{HI},i}(M_{\text{UV}}) \) denote the luminosity functions in the ionized and neutral regions respectively. These can be related to halo mass function as

\[
\Phi_{\text{HII},i}(M_{\text{UV}}) = \frac{dn}{dM_{\text{H},i}} \bigg|_{M_{\text{H},i} = M_{\text{HII},i}} \frac{dM_{\text{H}}}{dM_{\text{UV}}}, \tag{28}
\]

and a similar relation for the neutral regions.

The only remaining piece in the calculation is to relate the magnitude \( M_{\text{UV}} \) to the halo mass \( M_{\text{H}} \). The UV magnitude can be related
to the luminosity $L_{\text{UV}}$ by

$$L_{\text{UV}} = \frac{L_{\text{HI}}}{\text{erg s}^{-1} \text{ Hz}^{-1}} = 10^{0.4(51.6 - M_{\text{UV}})}.$$  

A straightforward calculation will show that the relation between $L_{\text{UV}}$ and $M_{\text{H}_\odot}$ is given by

$$L_{\text{UV},\text{HI}/i}(M_{\text{H}_\odot}) \equiv \frac{h_p \alpha_s}{\mathcal{R}_{912/\text{UV}}} \frac{1 - Y}{\Omega_m} \left(\frac{\Omega_m}{\Omega_m}\right)^{\frac{1}{2}} \frac{1}{\Omega_m} \frac{d}{dt} \left[ (\zeta f_{\text{coll}})_{\text{HI},i} \Delta_i \right] \times \frac{\zeta_{\text{HI},i}(M_{\text{H}_\odot})}{f_{\text{esc}}(M_{\text{H}_\odot})} M_{\text{H}_\odot},$$

where the subscripts (HI, $i$) indicate that the above relation is for the ionized regions in the $i$th grid cell. A similar relation can be written for the neutral regions as well. In the above, $f_{\text{esc}}$ is the escape fraction of ionizing photons, $h_p$ is the Planck's constant, $\alpha_s$ is the slope of the spectrum of galaxies above the Lyman-limit $\nu > \nu_{\text{HI}}$ and

$$\mathcal{R}_{912/\text{UV}} \equiv \frac{L_{912}}{L_{\text{UV}}}$$

is the ratio of the luminosities at Lyman-continuum (corresponding to rest wavelength 912Å) and 1500Å. The above relation assumes that there is only one galaxy per halo. Note that for ionized regions, the efficiency $\zeta_{\text{HI},i}(M_{\text{H}_\odot})$ contains the effects of feedback, see, e.g., equation (19).

It is possible to understand the physical significance of different terms in equation (30). The combination $[\zeta f_{\text{coll}}]_{\text{HI},i} M_{\text{H}_\odot}$ measures the ionizing photons produced by the galaxy intrinsically, as opposed to the combination $\zeta_{\text{HI},i} M_{\text{H}_\odot}$ which gives the ionizing photons escaping into the IGM. The ratio $\zeta f_{\text{esc}}$ essentially is determined by the star-forming efficiency and spectrum of the galaxy. The quantity $\left(\zeta f_{\text{coll}}\right)_{\text{HI},i} M_{\text{H}_\odot}$/dt provides the time-scale which allows us to convert the integrated number of photons produced to an instantaneous luminosity. The combination $\alpha_s / \mathcal{R}_{912/\text{UV}}$ converts the number of ionizing photons to the UV luminosity.

In this paper, we use $\alpha_s = 2$ and $\mathcal{R}_{912/\text{UV}} = 0.2$, consistent with galaxies having a Salpeter IMF and metallicity $Z \approx 0.1Z_\odot = 0.002$ (estimated using, e.g., STARBURST99, Leitherer et al. 1999). Note that both these parameters are degenerate with the escape fraction. The escape fraction is tuned to match the galaxy luminosity function observations at the bright end (i.e., the part where feedback effects are non-existent). We find that the form

$$f_{\text{esc}}(M_{\text{H}_\odot}) = 0.3 \left(\frac{M_{\text{H}_\odot}}{10^9 M_\odot}\right)^{-0.35}$$

provides a good description of the data at $z \sim 6$. This power-law mass dependence is commonly used in reionization parameter estimation studies (Park et al. 2019; Qin et al. 2021). Interestingly, the simulations show a similar qualitative mass-dependence of the escape fraction at high redshifts (Paardekooper et al. 2015; Xu et al. 2016; Ma et al. 2020). Our assumed values are broadly consistent with those required to match reionization observations using semi-analytical models (Mitra et al. 2013; Khaïre et al. 2016; Chatterjee et al. 2021). The observational estimates of the escape fraction exist only at relatively lower redshifts and are quite uncertain, however, our fiducial values are within the same ballpark of the existing estimates (Chisholm et al. 2018; Gazagnes et al. 2020; Meštrić et al. 2021). Since we will be computing the luminosity function only in the redshift range $z \sim 6 - 7$, we find no need for introducing any redshift-dependence.

In Fig. 8, we show the plots for UV luminosity functions for the different reionization models. The plots are shown for two redshifts ($z = 7$ in the left panel and $z = 6$ in the right). In addition to the model prediction, we show the observational data from Schenker et al. (2013); Willott et al. (2013); Bouwens et al. (2015, 2017); Finkelstein et al. (2015); Atek et al. (2015, 2018).

At the bright end, all the models give the same result as there are no effects arising from feedback. At $z = 7$, the effect of feedback is weak and occurs at luminosities not yet probed by observations. The $z = 6$ data, on the other hand, is well-suited for probing feedback. The first point to note is that the models with feedback seem to be in better agreement with the data compared to the models without feedback, although the large uncertainties in the data do not allow to rule out any model. Interestingly, the model with high $T_{\text{esc}}$, which leads to a higher Jeans mass and hence more severe feedback, starts affect-
There are no direct observational constraints on \( \eta_{\text{ion}} \). However, one can check whether our model predictions make sense in an indirect manner. It is possible to relate the emissivity to the photon mean free path \( \lambda_{\text{mfp}} \) and the HI photoionization rate \( \Gamma \) using the relation (Bolton & Haehnelt 2007)

\[
\frac{\eta_{\text{ion}}(z)}{s^{-1} \text{cMpc}^{-3}} = 10^{51.2} \Gamma_{-12} \left[ \frac{(\alpha_b + \beta)/\alpha_s}{2} \right] \left[ \frac{40 \rho_c \text{Mpc}}{\lambda_{\text{mfp}}} \right] \left( \frac{1+z}{7} \right)^{-2},
\]

(33)

where \( \Gamma_{-12} \equiv \Gamma / 10^{-12} \text{s}^{-1} \), \( \alpha_b \) is the spectral slope of the ionizing background and \( \beta \) is the spectral index of the hydrogen ionization cross section. For the spectral indices, Bolton & Haehnelt (2007) assume \( \alpha_s = \alpha_b = \beta = 3 \) leading to \( (\alpha_b + \beta)/\alpha_s = 2 \). In more recent works (Becker & Bolton 2013; Becker et al. 2021), the assumed values are \( \alpha_s = 2, \alpha_b = 1.2, \beta = 2.75 \) which too leads to \( (\alpha_b + \beta)/\alpha_s \approx 2 \). Hence we assume \( (\alpha_b + \beta)/\alpha_s = 2 \) in this work which should cover a wide range of possibilities.

At \( z \approx 5 - 6 \), there exist observational constraints on both \( \Gamma \) (Wyithe & Bolton 2011; Becker & Bolton 2013; Becker et al. 2021; Cain et al. 2021) and \( \lambda_{\text{mfp}} \) (Becker et al. 2021) from quasar absorption spectra studies. Becker et al. (2021) used high-quality quasar spectra combined with high dynamic range SPH simulations to estimate the values of \( \Gamma \) and \( \lambda_{\text{mfp}} \) at redshifts \( z = 5.1 \) and 6. For a given model of \( \eta_{\text{ion}} \) as shown in Fig. 2, we can use equation (33) to convert the observational limits on \( \Gamma \) to limits on \( \lambda_{\text{mfp}} \). These can then be compared with the corresponding observational measurements of \( \lambda_{\text{mfp}} \).

In Fig. 9, we show the photon mean free path estimates for two of our models, namely, fiducial (purple region) and w/o-FB (green region). The shaded regions are obtained by joining the limits on model-predicted \( \lambda_{\text{mfp}} \) at the two redshifts. The measurements of Becker et al. (2021) are shown as points with error-bars. Since the ionizing photon emissivity and mean free path are inversely related for a fixed photoionization rate, the w/o-FB model produces a relatively lower \( \lambda_{\text{mfp}} \) because of the higher ionizing photon emissivity. Both the models seem to provide reasonable match with the observational data within the error-bars. In case one desires to have better agreement between the fiducial model and the data at \( z = 6 \), it would require the emissivity \( \eta_{\text{ion}} \) to be higher than what it is now, which can be easily achieved by choosing a different redshift-dependence of \( \zeta(z) \).

4.3 Ionizing photon emissivity and mean free path

There are no direct observational constraints on \( \eta_{\text{ion}} \). However, one can check whether our model predictions make sense in an indirect manner. It is possible to relate the emissivity to the photon mean free path \( \lambda_{\text{mfp}} \) and the HI photoionization rate \( \Gamma \) using the relation (Bolton & Haehnelt 2007)
lead to suppression in the large-scale power. The recombinations essentially oppose the growth of the ionized regions. The number of recombinations is larger wherever the ionization fraction is larger. As a result, recombinations try to neutralize the fluctuations arising from ionization. This naturally leads to a decrease in the amplitude of the power spectra. The amount of suppression is larger for a higher clumping factor ($Q_{\text{HI}}^M$) during the middle stages of reionization ($Q_{\text{HI}}^M \geq 0.4$) as is clear from the high-$Q_{\text{HI}}^M$ model. These findings are in agreement with the earlier studies in literature (Sobacchi & Mesinger 2014; Davies & Furlanetto 2021).

The feedback too suppresses the power at large scales, although the effect is not as strong as recombination. Like recombinations, the effect of feedback too is to prohibit the growth of ionized regions, particularly in regions that are ionized early (the ones with higher density, containing more ionizing sources). The suppression from feedback seems to be rather insensitive to the feedback prescription used. These trends are also similar to those found in earlier studies (Sobacchi & Mesinger 2014; Hutter et al. 2021).

Before moving on, let us briefly discuss the dependence of our results in Section 3 and Section 4 on the chosen grid size. We compare the deviations between our default grid size of $16h^{-1}$ cMpc and the finest grid size of $2h^{-1}$ cMpc. The maximum deviation for the emissivity $\dot{n}_{\text{ion}}$ is $\leq 5\%$ at $z < 6$ (where related observations are available) and at most $\sim 8\%$ at higher redshifts. For $\Gamma_0$, the maximum deviation is $\leq 6\%$ at $z < 6$ although it can be as high as $\sim 20\%$ at higher redshifts. The deviation in $\gamma$ is never larger than $5\%$ at all relevant redshifts. The UV luminosity functions are consistent within $3 - 4\%$ at the bright end ($M_{\text{UV}} < -15$) while it shows a maximum deviation of $20\%$ for a small range of magnitude bins at faint end. Since the error-bars in the observational data is significantly larger at the faint end, this high deviation should be acceptable. The large scale 21 cm power spectra at redshifts $z \sim 6 - 8$ show a maximum deviation of $\sim 20\%$ near the peak. This convergence is better as we go towards lower k values (within $8 - 10\%$ at $k \sim 0.05h$/cMpc). To summarize, for most of the quantities and observables studied in this paper, a coarse grid resolution of $16h^{-1}$ cMpc should suffice, except for the 21 cm power spectra where a finer grid may be recommended depending upon the scales one tries to probe.

4.4 The 21 cm power spectrum

One of the important observable probes of the reionization is the fluctuations in the 21 cm brightness temperature when observed in contrast to the background CMB radiation. These probes are not yet at a stage where they can constrain reionization models, however, they are believed to be sensitive probes of reionization history and sources with the next generation of low-frequency interferometers.

The expression for differential brightness temperature in a grid cell is given by

$$\delta T_{b,i} \approx 27 \, \text{mK} \,(1-x_{\text{HI},i}) \Delta i \left( \frac{1 + z}{10} \frac{0.15}{\Omega_m h^2} \frac{1/2}{0.023} \right),$$

where we have assumed that the spin temperature is much larger than the CMB temperature. The quantity of our interest is the “dimensionless” 21 cm power spectrum defined as

$$\Delta^2_{21}(k) = \frac{k^3 P_{21}(k)}{2\pi^2}.$$  

where $P_{21}(k)$ is the power spectrum of the mean-subtracted field $\delta T_{b,i} - \langle \delta T_{b,i} \rangle$.

In Fig. 10, we show the evolution of the large scale ($k \sim 0.08h$/cMpc) 21 cm power spectra for all the reionization models considered in the paper. The scale is a typical one probed by ongoing and upcoming experiments. In the top panel, we show the evolution as a function of redshift while the evolution as a function of the ionized fraction $Q_{\text{HI}}^M$ is shown in the bottom panel. The difference between the models in the top panel contains the difference arising because of the reionization histories, while the bottom panel removes the difference arising from the reionization histories. Thus we concentrate on the bottom panel to understand the effects of various physical processes.

Comparison between three models, namely, fiducial, w/o-FB and w/o-FB-w/o-Rec indicates that both recombinations and feedback

5 SUMMARY OF THE CONCLUSIONS

The state of the universe during the epoch of reionization is one of least probed phases in the cosmic history. It is thus natural that a serious amount of effort is being spent, both on the theoretical and observational sides, to understand the growth of ionized regions and their connection with the first galaxies. In this regard, we aim to build a framework which can compute the large-scale thermal and ionization histories of the universe in a computationally efficient manner. For this purpose, we use a previously developed photon-conserving code SCRIPT (Choudhury & Paranjape 2018) to study the growth of ionized regions and extend it to include calculations of the thermal history. The inclusion of thermal evolution in a semi-numerical model of reionization has the advantage that one can compute a wide range of observables in a short amount time. The main addition to the code is the module for calculating the inhomogeneous recombinations which are essential to track the thermal history. An important consequence of the thermal evolution has also been included in the code as well, i.e., the suppression of star-formation in small mass haloes because of photoheating or the radiative feedback.

The temperature and feedback effects are included in the semi-numerical simulation volume as functions of grid cells, i.e., the
patchiness in the relevant fields are computed self-consistently. This is helpful for studying the scatter in the temperature because of different regions getting ionized at different times. Since the simulations are tuned to study the large-scale properties of the IGM and are of rather low-resolution, the small-scale physics have been included using (semi-)analytical prescriptions. This introduces several assumptions and free parameters in the model, which are

(i) The calculations of recombinations require introducing a sub-grid clumping factor, which is characterized by the parameter $C_{\text{HII}}$ defined in equation (11). This parameter can be chosen to be a function of $z$ if desired.

(ii) The calculation of the temperature requires the knowledge of the heat injected into the IGM when the gas is photoionized. This is taken into account by the free parameter $T_{\text{re}}$ in our model.

(iii) The physics of radiative feedback at high redshifts is quite uncertain, hence we introduce different prescriptions to study the effect of feedback on the observables.

The default parameters and prescriptions used in this work and their variations are summarized in Table 1.

Using the model, we can compute several observables related to the thermal and ionization properties of the high-redshift universe. These are

(i) Observables related to the global reionization history, e.g., the CMB optical depth (Planck Collaboration et al. 2020), constraints on the end of reionization (as implied by the quasar absorption systems) around $z \sim 6$ (Kulkarni et al. 2019; Nasir & D’Aloisio 2020; Choudhury et al. 2021b; Qin et al. 2021) and other constraints on the global reionization history (Schroeder et al. 2013; McGreer et al. 2015; Davies et al. 2018; Mason et al. 2018; Glazer et al. 2018; Greig et al. 2019).

(ii) The thermal state of the low-density IGM, characterized by $T_0$ and $\gamma$, at $z \sim 5.5 - 6$ (Gaikwad et al. 2020).

(iii) The galaxy luminosity function at $z \sim 6 - 7$ (Schenker et al. 2013; Willott et al. 2013; Bouwens et al. 2015, 2017; Finkelstein et al. 2015; Atek et al. 2015, 2018).

(iv) The ionizing photon emissivity at $z \sim 6$. This is not a direct observable in a strict sense, however, this can be converted to an estimation of the mean free path of ionizing photons if one assumes the observational constraints on the photoionization rate (Becker et al. 2021).

(v) The 21 cm power spectrum at large scales, which is likely to become important in distinguishing between reionization models in the near future.

We study the sensitivity of these observables on the different free parameters and prescriptions in our model. Let us summarize the effect of the free parameters on the observables

- The clumping factor $C_{\text{HII}}$ affects the number of recombinations and hence affects the growth of ionized regions. Increasing $C_{\text{HII}}$ leads to a later reionization when all other parameters are kept unchanged. Besides this effect, we do not find any significant sensitivity of the different observables on the clumping factor.

- The reionization temperature $T_{\text{re}}$ affects several observables. It directly affects the value of $T_0$ at $z \sim 5 - 6$. In addition, increasing $T_{\text{re}}$ leads to more severe radiative feedback which, in turn, decreases the

![Figure 10. Comparison of large scale 21 cm power spectra ($k \sim 0.08 h/{\text{cMpc}}$) for different models outlined in Table 1. The top panel shows the evolution of large scale power spectra with redshift while the bottom panels show the same evolution as a function of the mass averaged ionized fraction. The difference between the models reduce significantly when the difference in the reionization histories is compensated for.](image)
number of galaxies at the faint end of the galaxy luminosity function and also leads to a late reionization history. We thus expect that this parameter can be well-constrained using a combination of different observations.

- Inclusion of radiative feedback in the model delays reionization compared to a model without feedback. However, the effect of varying the feedback prescription, to the extent we have studied in this work, seem to be somewhat mild on the observables. The most prominent effect of varying the prescription is the shape of the faint end galaxy luminosity function at $z \sim 6$. However, the sensitivity is not significant enough to be probed by the available observations.

The above parameters and their connections with the observables clearly motivate a more detailed exploration of the parameter space, studying the degeneracies and correlations between different parameters. Ideally this would require our code to be coupled to a Bayesian statistics module so that the posterior probability distributions of the parameters can be computed. We plan to take this up in a future project.

Our work is similar to other semi-numerical codes that include effects of inhomogeneous recombinations and feedback simultaneously with the ionization field, e.g., Sobacchi & Mesinger (2014). The main difference is that our ionization fields are generated using a photon-conserving algorithm instead of the excursion-set based technique. As shown in Choudhury & Paranjape (2018), this leads to a large-scale ionization field that is numerically converged with respect to varying grid resolution of the semi-numerical simulation. An immediate advantage of this numerical convergence is that one can obtain reasonably accurate results even when the simulation is run at a rather coarse resolution, and hence with minimal computing resources.

Since one can track the ionization and thermal history of hydrogen reionization without the need of high computing power, our code should allow a comprehensive exploration of the parameter space. In the near future, we plan to put constraints on reionization using existing observations like the CMB optical depth, the faint end of galaxy UV luminosity function and the temperature of the low-density IGM. The code is also quite suited to predict the $21 \, \text{cm}$ power spectrum and compare with upcoming observations. Another application of the ionization and temperature fields obtained from the code would be to predict the Lyman-$\alpha$ absorption properties at $z \sim 6$. One can also extend it to study the reionization of singly ionized helium at $z \sim 3 - 4$. Additionally, the outputs of the models can also be utilized for training purposes in machine learning applications which are expected to be an integrated part of future research in related topics.
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The photoheating rate per unit proper volume (in a given cell $i$) is given by

$$
\epsilon_i = n_{\text{HI}} (1 + z)^3 \int_{v_{\text{HI}}}^{\infty} 4\pi J_{\nu,\text{HI}}(h \nu v - h \nu v_{\text{HI}}) \frac{d\nu}{h \nu v},
$$

(A1)

**APPENDIX A: THE PHOTOHEATING TERM**

The photoheating rate per unit proper volume (in a given cell $i$) is given by

$$\epsilon_i = n_{\text{HI}} (1 + z)^3 \int_{v_{\text{HI}}}^{\infty} 4\pi J_{\nu,\text{HI}}(h \nu v - h \nu v_{\text{HI}}) \frac{d\nu}{h \nu v},$$

(A1)
where $n_{\text{HI}}$ is HI comoving number density, $J_{\nu,i}$ is the specific intensity of ionizing photons at frequency $\nu$, $\nu_{\text{HI}}$ is the Lyman-limit frequency above which a photon can ionize HI and $\sigma_{\text{HI},\nu}$ is the photoionization cross section for neutral hydrogen atoms. The factor $(1 + z)^3$ accounts for the fact that the number densities are in comoving units while the heating rate is per proper volume. Note that the ionizing radiation $J_{\nu,i}$ for the cell is switched on only after the cell is ionized.

The photoionization equilibrium allows us to relate $J_{\nu,i}$ to the recombination rate as

$$n_{\text{HI},i} \int_{\nu_{\text{HI}}}^{\infty} 4\pi J_{\nu,i} \sigma_{\text{HI},\nu} \frac{dv}{h_P v} = \chi_{\text{He}} C_{H,i} n_{H,i}^2 \alpha_A(T_i) (1 + z)^3,$$

where $\chi_{\text{He}} = 1.08$ is the contribution of singly ionized helium to the electron density,

$$C_{H,i} \equiv \frac{n_{H,i}^2}{n_{H,i}^i}$$

is the clumping factor (with $\langle \ldots \rangle_i$ denoting average over subgrid elements within the cell $i$) and $\alpha_A$ is the Case A recombination coefficient (appropriate for recombinations near the self-shielded high-density regions Miralda-Escudé 2003). Defining $T_{\text{He}}$ as the temperature of the gas right after it is photoionized, one can show that (Hui & Gnedin 1997)

$$3k_B T_{\text{He}} \equiv E_J = \int_{\nu_{\text{HI}}}^{\infty} 4\pi J_{\nu,i} \sigma_{\text{HI},\nu} (h_P v - h_P v_{\text{HI}}) \frac{dv}{h_P v}$$

where $E_J$ is the excess energy in the IGM because of ionization. This immediately leads to

$$\epsilon_i = 3k_B T_{\text{He}} \chi_{\text{He}} C_{H,i} n_{H,i}^2 \alpha_A(T_i) (1 + z)^6.$$

The above formalism, widely used in the literature, is adequate when cells get fully ionized in one time-step (i.e., every cell can be characterized as either fully neutral or fully ionized). In our case, however, the cells are of large sizes ~ few cMpc, hence different parts of a cell can get ionized at different times. This effect manifests itself as partially ionized cells in the volume. The first modification we need to make is to ensure that the photoheating is computed only in the ionized portions of the cell, hence we change $\epsilon_i \rightarrow \chi_{\text{HI},i} \epsilon_i$, i.e.,

$$\epsilon_i = 3k_B T_{\text{He}} \chi_{\text{He}} C_{H,i} n_{H,i}^2 \chi_{\text{HI},i} \alpha_A(T_i) (1 + z)^6.$$

Next, we note that every ionization introduces an energy excess of $E_J = 3k_B T_{\text{He}}$ in the medium. Hence the heating rate per unit volume arising from ionization of the neutral regions within a cell will be

$$\epsilon_i = 3k_B T_{\text{He}} (1 + z)^3 n_{H,i} \frac{d\chi_{\text{HI},i}}{dt},$$

where the factor $(1 + z)^3$ is introduced to account for the fact that $n_{H,i}$ is in comoving units. Hence the total photoheating in a cell is given by

$$\epsilon_i = 3k_B T_{\text{He}} \chi_{\text{He}} C_{H,i} n_{H,i}^2 \alpha_A(T_i) (1 + z)^6 + n_{H,i} \frac{d\chi_{\text{HI},i}}{dt} (1 + z)^3.$$

The temperature evolution due to photoheating is then

$$\frac{dT_i}{dt} = \frac{2T_{\text{He}}}{n_{\text{tot},i}} \chi_{\text{He}} C_{H,i} n_{H,i}^2 \chi_{\text{HI},i} \alpha_A(T_i) (1 + z)^3 + n_{H,i} \frac{d\chi_{\text{HI},i}}{dt}.$$

Since the photoheating term is relevant only for the ionized regions, we can assume that $n_{\text{tot}}$ is contributed by free electrons, ionized hydrogen and singly-ionized Helium. In that case, $n_{\text{tot},i} = 2n_{e,i} = 2\chi_{\text{He}} n_{H,i}$ and the evolution equation simplifies to

$$\frac{dT_i}{dt} = \frac{T_{\text{He}}}{\chi_{\text{He}} C_{H,i} n_{H,i}^2 \chi_{\text{HI},i} \alpha_A(T_i)} (1 + z)^3 + n_{H,i} \frac{d\chi_{\text{HI},i}}{dt}.$$

**APPENDIX B: VALIDATING THE TEMPERATURE EVOLUTION OF PARTIALLY IONIZED CELLS**

The formalism for computing the temperature evolution for regions which get completely ionized from a fully neutral state in a single step is well established (Hui & Gnedin 1997; McQuinn & Upton Sanderbeck 2016). On the other hand, our method of computing the evolution for cells which spend a significant amount of time in a partially ionized phase is relatively less explored and hence requires some validation.

To compare our formalism against the commonly used approach of sudden increment of temperature for an ionized cell, we divide each cell of our box into 1000 subcells. As long as the cell is neutral, there is no photoheating or Compton cooling and the temperature of all the subcells is determined by the Hubble cooling and the adiabatic term. Next, when the cell is partially ionized (say, the ionization fraction becomes $\chi_{\text{HI},i}$ from zero), we increase the temperatures of $x_{\text{HI},i}$ fraction of the subcells to $T_i$ (i.e., 1000$x_{\text{HI},i}$ number of subcells will be heated up to $T_i$ if there are total 1000 subcells in a cell). The temperature of the remaining subcells evolve as in the neutral regions (Mitra et al. 2018). As the ionization fraction of the cells increases, we assign an appropriate fraction of the subcells to be newly ionized and hence heat them up to $T_i$. At any time-step, we can compute the average temperature of the cell by averaging over all the subcells for a particular redshift. Similarly, the temperature for ionized or neutral regions can be computed by averaging over only ionized or neutral subcells respectively.

In Fig. B1, we show the comparison between temperature estimates from our models and those from the subcell approach. In the left hand panel, we plot the temperature evolution for three randomly chosen cells from the box. These cells (shown in different colours) have different ionization histories. As the cells start getting ionized, their temperatures start increasing. The increase is gradual as different regions inside the cell get ionized at different times, leaving the whole cell only partially ionized. Once the cell becomes fully ionized (denoted by vertical dashed lines in the panel), the source of photoheating ceases to exist and the temperature decreases. We find that the temperature estimates of our models (dashed lines) are in good agreement with the temperatures found from the subcell approach (solid lines). In the right hand panel of Fig. B1, we show the temperature plots for the ionized regions separately for a cell computed from the two methods. Again we find good match between the models and subcell methods, indicating that the average temperature of the ionized portions computed using equation (6) is a good approximation.

Since we concentrate on reionization era in this work, we do not include any physics of cosmic dawn like the X-ray heating and its fluctuations. However, we need to check whether any early X-ray heating can affect our results at lower redshifts. To do that, we artificially put a uniform temperature floor in the IGM (which affects mainly the temperature of the neutral regions) and check whether there is any change in the average temperature at late stages of reionization. In Fig. B2, we show the plots of average temperature evolution with
redshifts for temperature floors of $10^3$ and $2 \times 10^3$ K. We find that at later stages $z \lesssim 12$, the temperature floor does not make any difference to the temperature when compared to our default model without any X-ray heating. This confirms that our results during reionization are unlikely to be affected by any additional cosmic dawn physics.

**APPENDIX C: THE CLUMPING FACTOR IN TERMS OF THE SUBGRID DENSITY DISTRIBUTION**

The recombination rate in a grid cell $i$ is dependent on the subgrid density fluctuations, which is characterized by a clumping factor. Let us denote the subgrid overdensity $\Delta$ distribution in a cell of overdensity $\Delta_i$ and size $R$ by $P_V(\Delta|\Delta_i; R)$. Here $R$ would correspond to the size of the grid cells in the box.

Now let us assume that the cell $i$ is (almost) completely ionized $x_{\text{HII},i} \approx 1$. To be more specific, this cell is likely to be identified as completely ionized by the semi-numerical method of generating ionization maps. However, there would be some residual HI in the self-shielded high-density regions which dominate the recombination rate inside the cell.

The recombination rate density for a subgrid overdensity $\Delta$ is given by

$$ \frac{dn_{\text{rec}}(\Delta)}{d\tau} = x_{\text{H}} n_H^2 \Delta^2 x_{\text{HII}}(\Delta) \alpha_A (1 + z)^3, $$

where $x_{\text{HII}}(\Delta)$ is the ionized hydrogen fraction for the density element and we have ignored the mild temperature-dependence of $\alpha_A$ for simplicity. For low overdensities, we expect neutral fraction $x_{\text{HII}}(\Delta) \ll 1$, while it approaches unity as the $\Delta \approx \Delta_{\text{ss},i}$, the characteristic overdensity where the self-shielding becomes important. The exact form of $x_{\text{HII}}(\Delta)$ and the value of $\Delta_{\text{ss},i}$ would depend on the photoionizing background in the cell. Usually these self-shielded regions are modelled using empirical fits from high-resolution simulations (Rahmati et al. 2013; Chardin et al. 2018).

The recombination number density for whole cell can be obtained by integrating over the density distribution

$$ \frac{dn_{\text{rec},i}}{d\tau} = x_{\text{H}} n_H^2 \alpha_A (1 + z)^3 \int_0^\Delta d\Delta P_V(\Delta|\Delta_i; R) \Delta^2 x_{\text{HII}}^2(\Delta). $$

Comparing with equation (7) with $x_{\text{HII},i} \rightarrow 1$, we see that the clumping factor is given by

$$ C_{H,i} = \int_0^\Delta d\Delta P_V(\Delta|\Delta_i; R) \Delta^2 x_{\text{HII}}^2(\Delta) \frac{\Delta_{\text{ss}}^2}{\Lambda_i^2}. $$

For partially ionized cells, an additional factor of $x_{\text{HII},i}$ needs to be included to properly count the number of recombinations. The globally averaged clumping $C_{\text{HII}}$ is simply obtained by averaging the above quantity over all ionized and partially ionized cells.
In fact, a more familiar form of $C_{\text{HI}}$ can be obtained if we assume (i) the self-shielding to have a simple step-like form where $\Delta_{\text{HI}}(\Delta) = 0$ for $\Delta > \Delta_{\text{ss}}$ and unity otherwise and (ii) the photoionization background is uniform inside the region of interest. The second assumption allows us to choose the same $\Delta_{\text{ss}}$ in all the cells. In that case

$$C_{H,i} \equiv C_H(\Delta_i; R) = \int_0^{\Delta_{ss}} d\Delta \frac{P_V(\Delta|\Delta_i; R) \Delta^2}{\Delta_i^2}. \quad (C4)$$

The globally averaged clumping factor is simply

$$C_{\text{HI}} = \left\langle C_{H,i} \Delta_i^2 \right\rangle = \int_0^{\infty} d\Delta_i P(\Delta_i; R) C_H(\Delta_i; R) \Delta_i^2, \quad (C5)$$

where $P(\Delta_i; R)$ is the probability distribution of gridded overdensity $\Delta_i$. Now since the unconditional probability distribution of $\Delta$ is simply $P_V(\Delta) = \int_0^{\infty} d\Delta_i P_V(\Delta|\Delta_i; R) P(\Delta_i; R)$, we get

$$C_{\text{HI}} = \int_0^{\infty} d\Delta_i P(\Delta_i; R) \int_0^{\Delta_{ss}} d\Delta P_V(\Delta|\Delta_i; R) \Delta^2$$

$$= \int_0^{\Delta_{ss}} d\Delta P_V(\Delta) \Delta^2. \quad (C6)$$

This is the form of the clumping factor, e.g., used in Miralda-Escudé et al. (2000); Furlanetto & Oh (2005).

The main difficulty in implementing this method in semi-numerical models like ours is the lack of knowledge of the distribution of densities $P_V(\Delta_\Delta_i; R)$ within a grid cell, particularly at high redshifts. A further complication is that the radiative transfer simulations seem to imply that the simple self-shielding picture may not hold during reionization as the photoionizing background may photoevaporate the gas in self-shielded regions, leading to a rather complex behaviour of the clumping factor (D’Aloisio et al. 2020). Because of such issues, we have preferred to leave the clumping factor $C_{\text{HI}}$ a free parameter (or function, if desired) in our model.