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ABSTRACT

In an X-ray reflection spectrum, a tail-like spectral feature generated via Compton down-scattering, known as a Compton shoulder (CS), appears at the low-energy side of the iron Kα line. Despite its great diagnostic potential, its use as a spectral probe of the reflector has been seriously limited due to observational difficulties and modelling complexities. We revisit the basic nature of the CS by systematic investigation into its dependence on spatial and temporal parameters. The calculations are performed by Monte-Carlo simulations for sphere and slab geometries. The dependence is obtained in a two-dimensional space of column density and metal abundance, demonstrating that the CS solves parameter degeneration between them which was seen in conventional spectral analysis using photoelectric absorption and fluorescence lines. Unlike the iron line, the CS does not suffer from any observational dependence on the spectral hardness. The CS profile is highly dependent on the inclination angle of the slab geometry unless the slab is Compton-thick, and the time evolution of the CS is shown to be useful to constrain temporal information on the source if the intrinsic radiation is variable. We also discuss how atomic binding of the scattering electrons in cold matter blurs the CS profile, finding that the effect is practically similar to thermal broadening in a plasma with a moderate temperature of $\sim 5\,\text{eV}$. Spectral diagnostics using the CS is demonstrated with grating data of X-ray binary GX 301$-$2, and will be available in future with high-resolution spectra of active galactic nuclei obtained by microcalorimeters.
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1 INTRODUCTION

Accretion-powered objects such as black holes commonly display X-ray reflection from their environments in addition to intrinsic X-rays from the central engines. For instance, reflection components from an accretion disc and a dusty torus around a supermassive black hole feature in the X-ray spectra of many active galactic nuclei (AGN). In general, X-ray reflection is complex; with re-processing by matter in the vicinity of the X-ray source via photoionisation and scattering. The energy spectrum of X-ray reflection consists of fluorescence and recombination lines (when the reflector is a plasma) as well as a scattered and soft thermal continua (Ross & Fabian 2005; García et al. 2011). The reflection spectrum gives us important information both on the reflector itself and on the illuminating source.

Fluorescence lines (e.g., Fe Kα at 6.4 keV) are remarkable features seen in the reflection spectrum. These line photons can be Compton down-scattered to produce a low-energy tail associated with the main line (George & Fabian 1991; Matt et al. 1991). This tail-like structure is called a Compton shoulder (CS). The CS associated with Fe Kα is the most prominent one because of the high abundance and high fluorescent yield of iron. Since the CS is a result of Compton scattering of the monochromatic line photons, it should have a great diagnostic potential of the scattering medium. However, to extract the physical properties of the scatterer is not a straightforward problem from both observational and theoretical aspects.

Observation of the CS requires high energy resolution owing to the small energy shift produced by the scattering, which is only 0.16 keV for Fe Kα at 6.4 keV at maximum, i.e., for a scattering angle of 180°. Only grating spectrometers have achieved sufficient resolution to measure the CS of Fe Kα for point-like sources. Chandra-HETG, which has an energy resolution about 30 eV (full width at half maximum or FWHM), revealed a fully resolved CS from high-mass X-ray binary (HMXB) GX 301$-$2 which is generated in dense stellar wind (Watanabe et al. 2003). They obtained constraints on the wind properties including the column density, the
metal abundance, and the electron temperature by comparing the data with detailed Monte-Carlo simulations. Such a successful observation is still challenging due to limited energy resolution and/or inadequate collection area of conventional instruments.

An X-ray microcalorimeter is a promising detector technology that can change this situation. Hitomi also known as the X-ray Astronomy Satellite ASTRO-H (Takahashi et al. 2014) achieved an unprecedented resolution of 4.9 eV (FWHM) at 6 keV and an improved collection area, which was an order of magnitude larger than that of Chandra-HETG. The microcalorimeter onboard Hitomi clearly showed its expected performance by revealing the narrow line complex of He-like ion of iron around 6.6 keV from the core of the Perseus Cluster during the initial phase of the mission (Hitomi collaboration 2016). Although Hitomi was lost before planned observations of Compton-thick sources, the CS would undoubtedly become a useful spectral feature for characterising X-ray scattering medium in the microcalorimeter era (Reynolds et al. 2014; Smith et al. 2014). Moreover, this spectral feature will be even more indispensable as a probe of Compton-thick AGN in late 2020’s when Athena (Barcons et al. 2015) brings us fine resolution data with high statistics from a much larger collection area.

The generation of the CS in dense matter is a complicated process from a viewpoint of spectral modelling. Sunyaev & Churazov (1996) reviewed the detailed physical processes and pointed out the importance of the state of electrons responsible for the scattering. In an astrophysical plasma where most hydrogen and helium are ionised, most of the electrons exist as free electrons that have velocities sampled from the Maxwell–Boltzmann distribution specified by the electron temperature, and each scattering is governed by the Klein–Nishina differential cross section. In cold matter, by contrast, the intensity of the CS depends on many factors such as the geometry, the optical depth and the chemical composition, preventing us from comprehensive investigation. As a first step of deep understanding, it is highly beneficial to see quantitative behaviour of the CS in the case of simple geometry. In this context, Matt (2002) studied sphere and slab geometries by Monte-Carlo simulations to obtain dependence on the column density, the metal abundance, and the viewing angle.

In the present paper, we revisit the basic nature of the CS as a measure of (at least modestly) Compton-thick object by means of Monte-Carlo simulations for simple geometries—a sphere and a slab—as adopted by Matt (2002) in order to understand its dependence upon properties of X-ray reflection system. This theoretical calculation is of great importance for the accurate interpretation of high resolution data which is brought by grating spectrometers and microcalorimeters in the future. In Section 2, we describe calculation methods and review basic physical concepts of the scattering processes. We first consider one-dimensional spherical geometry in Section 3, investigating parameter dependence and correlation between parameters on the CS. In Section 4, we adopt a slab geometry since it is the possible simplest geometry to see angular dependence. In these sections, we assume free electrons at rest as target electrons, which provide us with the simplest conditions, in order to depict the effects on the shape and intensity of the CS by the spatial and temporal properties of the reflector and the illuminating source. Then, we demonstrate how additional complexities—finite temperature or atomic binding—change them in Section 5. We also discuss an application of the results to observational data in Section 6. Section 7 summarises our conclusions.

2 METHODOLOGY AND PHYSICAL PROCESSES

We adopt the Monte-Carlo approach to calculate precise spectra emerging from reflection. This section describes basic methods of this study and physical processes related to the photon interactions used in the calculation. In Section 2.1 we briefly write about the simulation code. Section 2.2 reviews photon processes which we should consider in the Monte-Carlo simulations. In Section 2.3 we describe a data analysis method by which spectral properties are extracted from a simulation spectrum.

2.1 Simulation Framework

For the Monte-Carlo simulations in the present work, we use the MONACO simulation code. MONACO is designed as a general-purpose framework for calculating astrophysical X-ray radiation by treating radiative transfer based on the Monte-Carlo approach (Odaka et al. 2011). This framework utilises the Geant 4 toolkit library (Agostinelli et al. 2003; Allison et al. 2006) for photon tracking in a complicated geometry. Although Geant 4 contains implementation of physical processes related to the X-ray reflection, we
do not use this built-in implementation but use our own implementation that is optimised for astrophysical applications so that we are able to treat the Doppler shifts and broadenings due to motion of reflecting matter. We currently have three sets of physical processes to be tracked are photoelectric absorption (and associated fluorescence) and scattering by an electron. Section 2.2.2 treats photoelectric absorptions and fluorescent line emissions following the absorptions. After absorption by a K-shell electron, a K-shell fluorescent line photon is generated with the fluorescence yield, otherwise Auger electrons are emitted. In our physics implementation, the fluorescence photon continues to be tracked, but the tracking calculation finishes for the Auger electron channel. As cross section data of the photoelectric absorption, we adopt the Evaluated Photon Data Library 97 (EPDL97)\(^1\), which is distributed together with the Geant4 toolkit as data for electromagnetic processes at low-energy regime (below \(\sim 1\) MeV). Though EPDL97 provides all necessary properties of the absorption process including fluorescence, we replace a part of the data regarding fluorescence with other databases that are more appropriate for X-ray astronomy as follows, since we find more accurate values. Fluorescence yields, K-shell line energies, and K\(\beta\)-to-K\(\alpha\) ratios are taken from Krause (1979), Thompson et al. (2001), and Ertüguy et al. (2007), respectively.

2.2.1 Photoelectric Absorption

The physical process code for photoelectric absorption treats photoelectric absorptions and fluorescent line emissions following the absorptions. After absorption by a K-shell electron, a K-shell fluorescent line photon is generated with the fluorescence yield, otherwise Auger electrons are emitted. In our physics implementation, the fluorescence photon continues to be tracked, but the tracking calculation finishes for the Auger electron channel. As cross section data of the photoelectric absorption, we adopt the Evaluated Photon Data Library 97 (EPDL97)\(^1\), which is distributed together with the Geant4 toolkit as data for electromagnetic processes at low-energy regime (below \(\sim 1\) MeV). Though EPDL97 provides all necessary properties of the absorption process including fluorescence, we replace a part of the data regarding fluorescence with other databases that are more appropriate for X-ray astronomy as follows, since we find more accurate values. Fluorescence yields, K-shell line energies, and K\(\beta\)-to-K\(\alpha\) ratios are taken from Krause (1979), Thompson et al. (2001), and Ertüguy et al. (2007), respectively.

2.2.2 Scattering by Free Electron

The photon scattering process by a free electron is governed by Compton scattering. Conservation of energy and momentum yields the relation between the photon energies before and after the scattering (the Compton scattering formula)

\[
\hbar \nu_1 = \frac{\hbar \nu_0}{1 + \frac{\hbar \nu_0}{m_e c^2} (1 - \cos \theta)},
\]

where \(\hbar \nu_0\) and \(\hbar \nu_1\) are photon energies before and after the scattering (\(\nu\) denotes a frequency and \(h\) is the Planck constant), \(m_e\) is the mass of an electron, \(c\) is the speed of light, and \(\theta\) is a scattering angle. Subscripts 0 and 1 are used to indicate the states before and after the scattering, respectively. The differential cross section of Compton scattering is given by Klein–Nishina’s formula

\[
\frac{d\sigma}{d\Omega} = \frac{r_e^2}{2} \left( \frac{\hbar \nu_1}{\hbar \nu_0} \right)^2 \left( \frac{\hbar \nu_0}{\hbar \nu_1} \frac{\hbar \nu_1}{\hbar \nu_0} - \sin^2 \theta \right),
\]

where \(r_e\) is the classical electron radius. Equations (1) and (2) completely determine the spectral profile of a CS if target electrons of scattering are at rest. If an initial photon energy is sufficiently low

\[https://www-nds.iaea.org/epdl97/\]

Table 1. Cross sections at 6.4 keV of different scattering processes

| Scattering process         | Cross section [cm\(^{-2}\)] |
|---------------------------|------------------------------|
| Rayleigh                  | \(0.90 \times 10^{-25}\)     |
| Raman                     | \(0.24 \times 10^{-25}\)     |
| Compton                   | \(5.35 \times 10^{-25}\)     |
| Klein–Nishina (also Compton) | \(6.49 \times 10^{-25}\)     |
| Thomson (as reference)    | \(6.65 \times 10^{-25}\)     |

2.2 Physical Processes

In cold matter in which all metals exist as neutral atoms, photon processes to be tracked are photoelectric absorption (and associated fluorescence) and scattering by an electron. Section 2.2.1 summarises implementation of the photoelectric absorption process. The scattering process depends upon the electron state—whether the electrons are free or bound to atoms or molecules—determined by physical conditions such as temperature and radiation intensity. Note that electrons responsible for scattering are mostly provided by hydrogen and helium, and contribution from heavier elements are negligible. Physics of the scattering processes by a free electron and a bound electron is reviewed in §2.2.2 and §2.2.3, respectively. Note that the same physics implementation were used for modelling of X-ray reflection nebulae in the Galactic Centre region (Odaka et al. 2011) and of AGN clumpy molecular tori (Furui et al. 2016).
compared with the electron mass energy, \( h\nu_0 \ll m_e c^2 \), the differential cross section is reduced to

\[
\frac{d\sigma}{d\Omega} = \left( \frac{r_a^2}{2} \frac{\hbar \nu_1}{h\nu_0} \right)^2 \left( 1 + \cos^2 \theta \right),
\]

which is known as Thomson scattering.

In most astrophysical environments, target electrons are not necessarily at rest, and the motion of a target electron changes the CS spectral profile through the Doppler effect. In simulations by MONACO, we treat effects of bulk motion and random motion by an algorithm using the Lorentz transformation (see Appendix of Odaka et al. 2014). There may be thermal motion in addition to dynamical motion, which is also treated as random motion that is described by the Maxwell–Boltzmann velocity distribution. In this paper, we do not treat bulk motion and do consider only thermal motion at moderate temperature of \( \sim 5 \text{eV} \), which means that relativistic effects are not significant.

### 2.2.3 Scattering by Bound Electron

If a target electron is bound to an atom or a molecule, the scattering process is altered by the effect of binding. A detailed review about this process is found in Sunyaev et al. (1996), and we here describe key concepts and physics that are implemented in the calculation code. The scattering process by a bound electron can be classified into three channels according to the destination of the target electron; namely, the final state of the electron can be the ground state, excited states, or free states. The channels are:

\[
\gamma_0 + X_i \rightarrow \begin{cases} 
\gamma_1 + X_i & \text{(Rayleigh scattering)} \\
\gamma_1 + X_i' & \text{(Raman scattering)} \\
\gamma_1 + X_{i,-1} + e^- & \text{(Compton scattering)}
\end{cases}
\]

where \( \gamma_0 \) and \( \gamma_1 \) denote photons before and after the scattering, respectively, and \( X_i \) is an atom with the number \( i \) of electrons, and an asterisk denotes an excited state.

We now consider a photon scattered by an electron bound to a hydrogen atom. Through this process, the total state of the electron changes from an initial state \( |i \rangle \) to a final state \( |f\rangle \). The doubly differential cross section is given by

\[
\frac{d^2\sigma}{d\Omega d\nu_1} = r_a^2 \left( \frac{\hbar \nu_1}{h\nu_0} \right) (e_0 \cdot e_1)^2 
\times \sum_f \left| \langle f | e^{-i\mathbf{x} \cdot \mathbf{r}_i} | i \rangle \right|^2 \delta(\Delta E + \Delta \nu) \delta(\nu - \nu_1),
\]

where

\[
\Delta E = E_f - E_i, \quad \Delta \nu = \nu_1 - \nu_0, \quad \chi = q/h, \quad q = k_1 - k_0.
\]

\( E_i \) and \( E_f \) are the initial and the final energies of the electron; \( e_0 \) and \( e_1 \) are unit vectors of polarisation. The momentum transfer through this scattering is denoted by \( q \); \( k_0 \) and \( k_1 \) are the initial and the final momenta of the photon.

We have analytical solutions of the electron wave function for atomic hydrogen. Thus, the differential cross sections of the three channels are given by analytical formulae. For Rayleigh scattering, the differential cross section is written as

\[
\frac{d\sigma}{d\Omega} = \left( \frac{d\sigma}{d\Omega} \right)_T \left( 1 + \frac{1}{2} \right)^{-2},
\]

where \( (d\sigma/d\Omega)_T \) is given by Equation (3), and \( a = r_B/h, \quad r_B = \hbar/m_e c a_0 \) is the Bohr radius \( (h = \hbar/2\pi, \quad a = \text{the fine structure constant}) \). Since the electron state does not change through the Rayleigh scattering, the photon energy also remains unchanged, i.e., \( \nu_1 = \nu_0 \).

If a scattering results in excitation of an electron level that has a principal quantum number \( n \), this process is called Raman scattering, and the differential cross section is given by

\[
\frac{d\sigma}{d\Omega} = \frac{2\pi}{3} \frac{\hbar \nu_1}{n^3} \left[ \frac{(n-1)^2}{n^2} + (qa)^2 \right]^{-n-3}
\times \left[ \frac{(n+1)^2}{n^2} + (qa)^2 \right]^{-n+2}.
\]

The energy shift of the scattered photon is equal to the transition energy of the electron, i.e., \( \Delta \nu = -\Delta E = -(E_f - E_i) \). Note that substituting \( n = 1 \) to this cross section expression reduces it into Equation (6).

If the target electron is ionised through the scattering, we usually call the process Compton scattering. This is the same name for the scattering by a free electron discussed in §2.2.2 since a scattering process that causes an electron recoil is called Compton scattering, regardless of whether the electron is bound or free. However, we should be careful about the difference between the two processes due to the electron binding effect. In the whole cross section that the free electron would have, a certain fraction goes to Rayleigh scattering and Raman scattering due to insufficient recoil energy to ionise the electron, and the rest corresponds to Compton scattering, as shown in Table 1. The energy of the photon after Compton scattering is not determined uniquely by the scattering angle since the initial electron has a finite momentum in the atomic system which broadens the scattered photon energy. Consequently, the doubly differential cross section is written as

\[
\frac{d^2\sigma}{d\Omega d\nu_1} = \left( \frac{d\sigma}{d\Omega} \right)_T \left( \frac{\hbar \nu_0}{h\nu} \right) H_{f_1}^2,
\]

where

\[
H_{f_1}^2 = 2\pi a^2 m (1 - e^{-2\pi/\nu_0})^{-1} \exp \left( \frac{-2\pi}{pa} \tan^{-1} \left( \frac{2pa}{1 + qa^2 + p^2 a^2} \right) \right) \times \left[ q^4 a^4 + \frac{4}{3} q^2 a^2 (1 + p^2 a^2) \right]^{-3}
\]

\[
\times \left[ (qa^2 + 1 - p^2 a^2)^2 + 4p^2 a^2 \right]^{-3},
\]

\[
p^2/2m = -\Delta \nu - E_b.
\]

Here, \( p \) and \( E_b \) are the momentum of the ejected electron and the binding energy of the electron, respectively. The energy difference of the photon, \( |\Delta \nu| \), should be larger than the binding energy \( E_b = 13.6 \text{eV} \) for Compton scattering.

Figure 1 shows the differential cross sections for the three scattering channels for a photon with the iron K\( \alpha \) line energy, 6.4 keV. At small scattering angles, an energy transfer to the target electron is not sufficient to ionise it, so that Rayleigh scattering and Raman scattering are dominant. Compton scattering becomes dominant as the scattering angle increases. It is worth noting that the sum of the three channels is equal to the differential cross section of scattering by a free electron, which is given by the Klein–Nishina formula (2).

Hydrogen may exist as a molecule \( H_2 \) in a dense cloud. If the target electron is bound to an \( H_2 \) molecule, the scattering process is slightly different from that of an atomic hydrogen \( H_1 \). Sunyaev et al. (1999) discusses treatment of the process for molecular hydrogen in astrophysical situations, and we adopt their
Figure 2. A spectrum around the iron lines (Kα1, Kα2) at 6.4 keV and their CS emerging from a spherical cloud with $N_H = 10^{24}$ cm$^{-2}$ and $A_{\text{metal}} = 1.0$. A function fitted to the continuum is shown as a red line.

Several quantities obtained from the spectrum are useful for characterising the reflection spectrum which has a CS. The equivalent widths (EWs) of the iron line (Kα1 and Kα2) and the CS are defined as

$$\text{EW}_K \equiv \int_{E = 6.404 \text{ keV}}^{E = 6.408 \text{ keV}} \frac{S(E) - C(E)}{C(E)} \, dE,$$

$$\text{EW}_C \equiv \int_{E = 6.390 \text{ keV}}^{E = 6.398 \text{ keV}} \frac{S(E) - C(E)}{C(E)} \, dE,$$

where $S(E)$ and $C(E)$ are the spectrum data as a function of energy and the fitted function to the continuum, respectively. The upper limits of these integrals are set immediately above Fe Kα1 (6.40384 keV) for EW$_K$ and immediately below Fe Kα2 (6.39084 keV) for EW$_C$. Note that EW$_{\text{Kα}}$ includes contribution from the CS above 6.086 keV, which is the minimum energy value of the second-order (scattered twice) CS of Fe Kα2. A fraction of the CS in the whole line is also a useful measure, which is defined as

$$f_C \equiv \frac{\int_{E = 6.390 \text{ keV}}^{E = 6.404 \text{ keV}} (S(E) - C(E)) \, dE}{\int_{E = 6.096 \text{ keV}}^{E = 6.096 \text{ keV}} (S(E) - C(E)) \, dE}.$$

In addition, we introduce a measure $\Lambda$ to characterise a shape of a shoulder as

$$\Lambda \equiv \left( \int_{E = 6.390 \text{ keV}}^{E = 6.247 \text{ keV}} (E - E_c)^2 s(E) \, dE \right)^{\frac{1}{2}},$$

$$E_c = \frac{6.247 \text{ keV} + 6.390 \text{ keV}}{2} = 6.3185 \text{ keV},$$

$$s(E) = \int_{E = 6.390 \text{ keV}}^{E = 6.247 \text{ keV}} \frac{S(E) - C(E)}{(S(E) - C(E))} \, dE.$$

It is possible to regard $\Lambda$ as a statistical deviation that uses the midpoint of the energy band (6.247–6.390 keV) as the central value, but it is not a standard deviation. The upper limit of this energy range remains the same as Equation (12), but the lower limit is newly defined as the minimum energy value of the first-order (scattered once) CS of Fe Kα1 since we want to characterise the main component of the CS profile.

2.3 Extraction of Spectral Quantities

Figure 2 shows a spectrum around the iron line and its CS emerging from a spherical cloud with $N_H = 10^{24}$ cm$^{-2}$ and a metal abundance of $A_{\text{metal}} = 1.0$. A simulation to obtain this spectrum is described in Section 3. We here explain how to extract spectral quantities that characterise the CS by using this spectrum as an example. To evaluate the continuum level, we fit a curved power law function

$$\frac{dN(E)}{dE} = p_0 x^{p_1} + p_2 x, \quad x = \frac{E}{6.4 \text{ keV}},$$

(10)

to the spectrum in energy ranges where contributions from the lines and the shoulder are negligible. In the fitting, $p_0$, $p_1$, and $p_2$ are treated as free parameters. The energy ranges for the fitting to the continuum are 5.44 keV < $E$ < 5.69 keV and 6.42 keV < $E$ < 6.70 keV.

3 SPHERICAL GEOMETRY

We start with a spherical cloud to see the basic nature of the CS, as shown in the upper panel of Figure 3. An X-ray source is positioned at the centre of the spherical cloud. Since this geometry is essentially one-dimensional, it is suitable for studying dependence on basic parameters such as a column density, a metal abundance, and a spectral slope of an illuminating source. The cloud has only two parameters, a hydrogen column density $N_H$ measured from the centre to the surface, and a metal abundance $A_{\text{metal}}$. For each parameter set ($N_H$, $A_{\text{metal}}$), we performed a simulation that generated $2 \times 10^8$ primary photons sampled from a power law spectrum with a photon index of 2.0 in an energy range of 5–100 keV. For several parameter sets that result in very thin optical depths or heavy absorption, we needed to run simulations with $2 \times 10^7$ primary photons to obtain enough statistics.
3.1 Dependence on column density and metal abundance

We calculate X-ray spectra emerging from different column densities ranging from \( N_{\text{H}} = 2 \times 10^{22} \, \text{cm}^{-2} \) to \( 2 \times 10^{24} \, \text{cm}^{-2} \). This range covers from a sufficiently optically thin value both for photoelectric absorption and for scattering up to a Thomson depth of 1.3, above which a spectrum shows too absorbed to evaluate the continuum. The upper-left panel of Figure 4 shows the calculated spectra in a broad band. As \( N_{\text{H}} \) increases, absorption features—extinction at low energies and an iron K-shell absorption edge at 7.1 keV—become significant. The iron line and its CS also become prominent with the increase of \( N_{\text{H}} \). To see behaviour of the CS, we show in the upper-right panel of Figure 4 the continuum-subtracted spectra around the iron line. This figure shows how the absolute amount of the CS changes with \( N_{\text{H}} \). At \( N_{\text{H}} < 5 \times 10^{22} \, \text{cm}^{-2} \), the optical thickness of the cloud is not sufficient to produce the CS. At \( N_{\text{H}} = 1 \times 10^{23} \, \text{cm}^{-2} \), the CS becomes visible, and its absolute amount increases to the peak at \( N_{\text{H}} = 5 \times 10^{23} \, \text{cm}^{-2} \). Above this value of \( N_{\text{H}} \), the CS decreases with the column density since the absorption dominates over the generation of the CS.

We show three spectral properties defined in Section 2.3, the EW of the whole iron Kα line including the CS, the EW of the CS, and the fraction of the CS in the whole line, as functions of \( N_{\text{H}} \) in Figure 5 (the left panel). Since \( EW_{\text{Kα}} \) is a ratio of the generated iron line to the continuum, it is almost proportional to a probability of iron line generation, namely \( N_{\text{H}} \times A_{\text{metal}} \). The simulated data points well agree with a linear function of \( N_{\text{H}} \) as superposed in the figure. Then, \( EW_{\text{CS}} \) should be proportional to \( N_{\text{H}}^{-2} \times A_{\text{metal}} \) since the CS is a result of Compton scattering of the iron line, and therefore an additional factor of \( N_{\text{H}} \) is necessary. The CS fraction \( f_{\text{CS}} \) should be proportional to \( N_{\text{H}} \) as it is considered as a probability of a line photon to be scattered. The discussion above can be summarised as the following relations:

\[
EW_{\text{Kα}} \propto N_{\text{H}} \times A_{\text{metal}}, \quad EW_{\text{CS}} \propto N_{\text{H}}^{-2} \times A_{\text{metal}}, \quad f_{\text{CS}} \propto N_{\text{H}}. \quad (17)
\]

As well as the column density, the metal abundance \( A_{\text{metal}} \) is an important parameter that affects the spectrum via photoelectric absorption. The bottom panels of Figure 4 show spectra for different metal abundances in which \( N_{\text{H}} \) is fixed to \( 5 \times 10^{23} \, \text{cm}^{-2} \), and also corresponding continuum-subtracted spectra around the iron line. In Figure 5 (the right panel), we show the three spectral quantities, \( EW_{\text{Kα}}, EW_{\text{CS}}, \) and \( f_{\text{CS}} \), as functions of \( A_{\text{metal}} \). As described above, \( EW_{\text{Kα}} \) and \( EW_{\text{CS}} \) are proportional to \( A_{\text{metal}} \). The slight decline of \( EW_{\text{CS}} \) at high metal abundances is an effect of absorption. The above discussion would also predict constant \( f_{\text{CS}} \) for different \( A_{\text{metal}} \), and it is true at low metal abundances, but it is actually a decreasing function of \( A_{\text{metal}} \) since absorption is more significant for the CS due to the longer trajectories of the scattered photons than those of the line photons which have not experienced scattering.

The column density is coupled with the metal abundance on the spectral features generated by photoelectric absorption. As seen in the left column of Figure 4, the extinction by absorption seen in a broadband spectrum depends both upon the column density and the metal abundance, and both the contributions are almost indistinguishable in the broadband spectrum. \( EW_{\text{Kα}} \) has a similar coupling problem since it is proportional to \( N_{\text{H}} \times A_{\text{metal}} \). These are due to a fact that the photoelectric effect is simply sensitive to amount of iron that makes extinction and line emissions (iron has the most significant contribution in this energy range). The CS, however, has different behaviour between the column density and the metal abundance, as clearly seen in the right column of Figure 4. Thus, it is a good idea to measure the CS in addition to the line since it is generated by Compton scattering, not by photoelectric effect to decouple them. The CS fraction \( f_{\text{CS}} \) is therefore a suitable measure of \( N_{\text{H}} \). Figure 6 shows two-dimensional dependence of \( EW_{\text{Kα}} \) and \( f_{\text{CS}} \) upon the two coupling properties on the photoelectric effect. \( f_{\text{CS}} \) is almost independent from the metal abundance; moreover, the two quantities have opposite dependence on the metal abundance at high column densities, which makes the decoupling easier.

3.2 Dependence on spectral slope of illuminating radiation

As the spectrum emerging from the cloud obviously depends on the intrinsic radiation, it is necessary to check dependence of the spectral properties on properties of the illuminating source. The upper panels of Figure 7 demonstrate how the spectrum changes with the photon index of the illuminating radiation for a cloud with \( N_{\text{H}} = 1 \times 10^{24} \, \text{cm}^{-2} \) and \( A_{\text{metal}} = 1.0 \). If two spectra have the same continuum levels at the 6.4-keV iron line, the harder spectrum supplies more photons above the K-shell edge at 7.1 keV to generate the iron line. Therefore, \( EW_{\text{Kα}} \) increases with the hardness of the spectrum, as shown in the left panel of Figure 8. This effect is well known and we have to measure (or assume) the spectral slope of the intrinsic radiation when we discuss line EW.

In contrast, we can exploit the CS as a spectral feature that does not depend on the intrinsic spectrum. The top-right panel of Figure 7 shows the spectra around the iron line from which the continua are subtracted. The shape of the CS does not change with the photon index \( \Gamma \) since the iron line photons lose spectral information.
Figure 4. X-ray spectra emerging from spherical clouds with different cloud parameters. Broadband spectra are shown in the left column, and spectra enlarged around the iron line in the right column where the underlying continua are subtracted for clear comparison of the CS profile. In the upper panels, we apply different column densities of $N_{\text{H}} = 2 \times 10^{22}$ cm$^{-2}$ (black), $5 \times 10^{22}$ cm$^{-2}$ (red), $1 \times 10^{23}$ cm$^{-2}$ (green), $2 \times 10^{23}$ cm$^{-2}$ (blue), $5 \times 10^{23}$ cm$^{-2}$ (yellow), $1 \times 10^{24}$ cm$^{-2}$ (magenta), and $2 \times 10^{24}$ cm$^{-2}$ (cyan), but a common value of the metal abundance $A_{\text{metal}} = 1.0$ is assumed. In the bottom panels, we fix $N_{\text{H}} = 5 \times 10^{23}$ cm$^{-2}$ and change the metal abundance to $A_{\text{metal}} = 0.1$ (black), 0.2 (red), 0.5 (green), 1.0 (blue), 2.0 (yellow), 5.0 (magenta), and 10.0 (cyan).

Figure 5. Dependence of the iron line and its CS on the column density $N_{\text{H}}$ (shown in the left panel) and on the metal abundance $A_{\text{metal}}$ (right) of the spherical cloud. The data points show the three spectral quantities, equivalent width $EW_{\text{K}\alpha}$ of the iron $K\alpha$ line including their CS, equivalent width $EW_{\text{CS}}$ of the CS, and the fraction $f_{\text{CS}}$ of the CS as functions of $N_{\text{H}}$ or of $A_{\text{metal}}$. The error bars are due to statistical errors of Monte-Carlo simulations. We also superpose approximate functions given by Equation (17) in each panel as solid lines.
Figure 6. The two-dimensional colour maps show the line equivalent width \( \text{EW}_{K\alpha} \) (in the left panel) and the fraction \( f_{\text{CS}} \) of the CS (in the right panel) as two-dimensional functions of the column density \( N_{\text{H}} \) and the metal abundance \( A_{\text{metal}} \).

Figure 7. X-ray spectra emerging from a spherical cloud with \( N_{\text{H}} = 1 \times 10^{24} \, \text{cm}^{-2} \) and \( A_{\text{metal}} = 1.0 \) for different conditions of the X-ray illumination. Broadband spectra are shown in the left column, and spectra enlarged around the iron line in the right column where the underlaying continua are subtracted for clear comparison of the CS profile. In the upper panel, we apply different photon indices of the illuminating spectrum, \( \Gamma = 1.2 \) (black), 1.6 (red), 2.0 (green), 2.4 (blue), and 2.8 (yellow). In the bottom panels, we assume a short flare, and show spectra at different observation time: \( 0 \leq t < 0.1 \) (black), \( 0.1 \leq t < 0.2 \) (red), \( 0.5 \leq t < 0.6 \) (green), \( 1.0 \leq t < 1.1 \) (blue), \( 1.5 \leq t < 1.6 \) (yellow), and \( 2.0 \leq t < 2.1 \) (magenta). The origin of time is defined as the moment at which the direct photons reach to the observer. See text in detail.
on the illuminating source. Thus, $EW_{CS}$ increases with the spectral hardness in the same way $EW_{K\alpha}$ does, as shown in Figure 8, and more importantly, $f_{CS}$ is almost perfectly constant with changing photon index.

### 3.3 Time evolution of CS

Since the fluorescence line and its CS are results of reprocessing of the intrinsic radiation, they must show a timing delay if the illuminating source has time variability. This timing response can also be used for diagnostics of the cloud. We calculate the time evolution of the spectrum if the time profile of the X-ray source is represented by a delta function. Here we assume a cloud with $N_H = 1 \times 10^{24}$ cm$^{-2}$ and $A_{metal} = 1.0$. In astrophysics, this situation corresponds to an event such as a short bright flare of the central black hole. In other words, the duration of the flare is assumed to be sufficiently short compared with the light crossing time of the cloud.

The calculated spectra observed at different time are shown in the bottom panels of Figure 7. The origin of time is defined as the moment at which the direct flare photons reach to the observer, and time $t$ is measured in units of $R/c$ ($R$ is the cloud radius). The first (highest) spectrum drawn as a black solid line is a spectrum observed in $0 \leq t < 0.1$, and includes photons that directly propagate to the observer without any interactions. After the direct photons pass the observer, or $t > 0$, observed photons should be reprocessed ones by photoelectric effect or scattering inside the cloud, and the spectrum rapidly decays with time.

The CS profile shown in the bottom-right panel of Figure 7 apparently evolves with time. In $0 \leq t < 0.1$, the CS has very hard spectrum, i.e., most of the photons in the CS have high energies. A lower energy photon should have delay since it requires a larger scattering angle, and then means a longer path to reach the observer. Thus, lack of low energy photons in a CS indicates the very initial phase of the flare. Afterwards, the lower energy part increases with time and the profile approaches to a flat spectrum.

Time evolutions of the three spectral quantities are shown in the right panel of Figure 8. $EW_{K\alpha}$ rapidly evolves at the initial phase ($t < 0.1$) far beyond an $EW$ value of 1 keV, and then gradually increases with time. $EW_{CS}$ has similar behaviour but has slight delay owing to an additional scattering. These increases of the EWs are the result of the faster decay of the continuum at the iron line energy compared with the line itself, which is generated by photons above the K-edge. $f_{CS}$ increases with time, being almost saturated after $t = 1.5$. The combination of $EW_{K\alpha}$ and $f_{CS}$ is useful for estimating time elapsed since the flare, as already discussed by Odaka et al. (2011), Sunyaev & Churazov (1998) also focused on the time evolution of the line EW for a longer time range.

### 4 SLAB GEOMETRY

In this section, we investigate X-ray reflection including a CS from a slab geometry. As drawn in the bottom panel of Figure 3, an X-ray emitter is placed on the top of a disc, and the direction of generated photons are set to be vertically downward, i.e., $(0, 0, -1)$. This setup simulates a situation in which a plane wave illuminates the slab that has infinite horizontal dimensions since the disc radius in the simulation is set to be sufficiently large so that effects of the edge of the disc are negligible. This geometry is the simplest geometry to allow us to see angular dependence of the CS. This slab geometry has three parameters: a vertically measured hydrogen column density $N_H$ (see the figure), a metal abundance $A_{metal}$, and a viewing angle $\theta$ (or inclination angle). A simulation with $2 \times 10^8$ primary photons was conducted for each parameter pair of $(N_H, A_{metal})$. 

---

**Figure 8.** Left: the data points show the three spectral quantities, equivalent width $EW_{K\alpha}$ of the iron K lines including their CS, equivalent width $EW_{CS}$ of the CS, and the fraction $f_{CS}$ of the CS as functions of the photon index $\Gamma$ of the illuminating spectrum. Right: the time evolution of the three spectral quantities after a short flare are shown. The origin of time is defined as the moment at which the direct photons reach to the observer.
Figure 9. X-ray spectra emerging from a slab with \(N_{\text{H}} = 1 \times 10^{24} \text{ cm}^{-2}\) and \(A_{\text{metal}} = 1.0\) observed from different viewing angles of \(0^{\circ} \leq \theta < 10^{\circ}\) (black), \(20^{\circ} \leq \theta < 30^{\circ}\) (red), \(30^{\circ} \leq \theta < 50^{\circ}\) (green), \(60^{\circ} \leq \theta < 70^{\circ}\) (blue), and \(80^{\circ} \leq \theta < 90^{\circ}\) (yellow). Broadband spectra are shown in the left column, and spectra enlarged around the iron line in the right column where the underlying continua are subtracted for clear comparison of the CS profile. The normalisations of the spectra are corrected so that each spectrum covers unit solid angle.

Figure 10. The data points show the four spectral quantities, equivalent width \(EW_{\text{K\alpha}}\) of the iron K\(\alpha\) lines including their CS, equivalent width \(EW_{\text{CS}}\) of the CS, the fraction \(f_{\text{CS}}\) of the CS, and the deviation \(\Lambda\) of the CS distribution as functions of the viewing angle \(\theta\). Simulation results with different column densities \(N_{\text{H}} = 1 \times 10^{23} \text{ cm}^{-2}\) (black), \(2 \times 10^{23} \text{ cm}^{-2}\) (red), \(5 \times 10^{23} \text{ cm}^{-2}\) (green), \(1 \times 10^{24} \text{ cm}^{-2}\) (blue), and \(1 \times 10^{25} \text{ cm}^{-2}\) (magenta) are shown.

4.1 Angular dependence

We extract several spectra that have different viewing angles from each simulation output with \(N_{\text{H}}, A_{\text{metal}}\). In spite of the similarity in the spectral shapes in a broad band, the profiles of the CSs display very different shapes as shown in Figure 9. Particularly the face-on reflection (observed from \(0^{\circ} \leq \theta < 10^{\circ}\)) has a peak at 6.32 keV which corresponds to a scattering angle of \(90^{\circ}\). The enhancement of scattering at \(90^{\circ}\) for the face-on spectrum is a result of the large anisotropy of the slab geometry. Viewed from \(\theta = 0^{\circ}\), a photon to be scattered at \(90^{\circ}\) is allowed to run along a horizontal path, which can have significantly large effective optical depth (yielding high probability of scattering). More analytical treatment is described in Appendix §A. Spectra from other directions, on the other hand, do not have a peak at this energy, or rather they are suppressed here.

The enhancement due to the horizontal path becomes less significant if the vertical optical depth \(\tau\) approaches to unity simply because the contribution to scattering of matter beyond \(\tau \sim 1\) is not effective and so the anisotropy vanishes. This effect on the CS profile can be evaluated by using the “deviation” \(\Lambda\) of the spectral distribution of the CS which we introduced in §2.3. The bottom panel of Figure 10 shows angular dependence of \(\Lambda\) for different \(N_{\text{H}}\). The case of \(N_{\text{H}} = 1 \times 10^{23} \text{ cm}^{-2}\) shows an effective enhancement at 6.32 keV, which is implied by a small value of \(\Lambda\). As \(N_{\text{H}}\) increases, this effect gets suppressed, and its behaviour almost converges at \(N_{\text{H}} \sim 1 \times 10^{24} \text{ cm}^{-2}\).

Figure 10 also shows angular dependence for several different column densities of the three spectral quantities which we discussed in §3 for the spherical cloud. Although the EWs of the line and the CS do not significantly change with the viewing angle, these angular dependences can be understood as follows. \(EW_{\text{K\alpha}}\) increases with \(\theta\) since the continuum, which dominantly consists of scattered photons of the incident primaries, has dipolar distribution while the line is more isotropic. \(EW_{\text{CS}}\) has angular dependence similar to that of \(EW_{\text{K\alpha}}\) at small \(N_{\text{H}}\), but if \(N_{\text{H}}\) becomes larger, the absorption effectively reduces the CS photons. This effect is readily seen in the plot of \(f_{\text{CS}}\) for large \(N_{\text{H}}\).

4.2 Dependence on column density and metal abundance

We again investigate the dependence on the column density and the metal abundance for the slab geometry. Figure 11 shows \(EW_{\text{K\alpha}}\) and \(f_{\text{CS}}\) as two-dimensional functions of \(N_{\text{H}}\) and \(A_{\text{metal}}\). Here we limit the viewing angle to a range of \(40^{\circ} \leq \theta < 50^{\circ}\), while the overall behaviour is very similar among the different viewing angles. By comparison with the case of the spherical geometry shown
in Figure 6, the dependence is apparently different. This difference is caused by absence of the direct (transmitted) component rather than a geometrical effect. Recalling the discussion in §3.1, we can derive relations as

\[
\begin{align*}
\text{EW}_{\alpha} & \propto A_{\text{metal}}, \\
\text{EW}_{\text{CS}} & \propto N_H \times A_{\text{metal}}, \\
f_{\text{CS}} & \propto N_H,
\end{align*}
\]

since the reprocessed continuum is also proportional to \(N_H\), dropping a factor of \(N_H\) from them. As already discussed, the CS suffers from absorption due to a longer photon path, and therefore the approximate functions of \(\text{EW}_{\text{CS}}\) and \(f_{\text{CS}}\) are no longer appropriate when absorption is significant, or \(N_H \times A_{\text{metal}}\) is large.

If the slab is highly Compton-thick, or \(N_H > 10^{25} \text{ cm}^{-2}\), the spectral quantities of the reprocessed component become constant on the column density. This is quite natural since the X-ray photons are not able to penetrate into the deep region of the slab, and therefore the effective column density is saturated around \(N_H \sim 10^{25} \text{ cm}^{-2}\). Thus, it is difficult to probe such a highly Compton-thick object by using the iron fluorescence, and the hard X-ray band above 20 keV, where absorption has insignificant impact on the spectrum, provides more important observational means.

The CS, or \(f_{\text{CS}}\) if quantitatively, is useful to decouple the two parameters, \(N_H\) and \(A_{\text{metal}}\), on the absorption. \(f_{\text{CS}}\) is almost independent of the metal abundance unless the absorption is significant. Even if the absorption has great impact at high metal abundances, \(f_{\text{CS}}\) has anti-correlation in the case of Compton-thin (\(N_H < 1 \times 10^{24}\)), which allows us to distinguish the two parameters coupling on the absorption.

### 5 EFFECTS OF PHYSICAL STATE OF TARGET ELECTRONS

In a general astrophysical environment, electrons may have various properties that affect the CS; e.g., electrons can have momentum due to random or bulk motion of the matter, or due to thermal motion. Even if the scattering medium is completely at rest, an electron bound to an atom or a molecule has momentum in the quantum system which causes the Doppler effect. These physical states of elec-
electrons make observable effects on properties of the CS, and therefore they should be considered in spectral analysis concerning the CS. For instance, velocity dispersion smears the CS profile by the Doppler effect (Yaqoob & Murphy 2010). In this section, we focus on the case of cold matter completely at rest in which all electrons are bound to atoms. This physical setup can be applicable to cases of a molecular cloud, an AGN torus, or dense gas surrounding an X-ray binary. Although it is, of course, highly possible that some of the electrons are ionised or have velocity, we here demonstrate how the CS is modified purely by the electron binding effects. We also show the case of free electrons that have moderate temperature in a plasma as reference.

5.1 Basic consideration on momentum distributions

It is helpful to think about the distribution of momentum of the target electrons before we see results of the Monte-Carlo simulation. As physics implementation of MONACO being described in §2.2, our simulation code is capable of treating effects of bulk and random motion of a target electron which includes thermal motion specified by an electron temperature, as well as the code has full implementation of the scattering process by a bound electron, which can be divided into the three channels—Rayleigh scattering, Raman scattering, and Compton scattering. The calculation procedure for these physical processes is precise but is quite complicated to make an “intuitive” understanding of the results. So we briefly explain a simple background behind the modification of the CS profile in a framework of the Doppler effect and the momentum distribution of the target electrons.

If an electron initially has a momentum $p_e$ and so an energy $E_e = \sqrt{(m_e c^2)^2 + (p_e c)^2}$, the energy of the scattered photon by this electron, which would be given by Equation (1) for an electron at rest, is modified as

$$h\nu_1 = \frac{h\nu_0}{1 + \frac{m_e c^2}{E_e} \left(1 - \cos \theta\right)} \left(1 + \frac{p_e \cdot (k_1 - k_0)}{E_e E_0}\right), \quad (19)$$

where $k_0$ and $k_1$ denote momenta of the photon before and after the scattering, respectively. Using this relation, we can roughly say that a typical amount of energy change caused by the initial momentum of the electron is given by a factor of $p_e c / m_e c^2$. Considering the ground state of atomic hydrogen, the averaged momentum is given by $p_e = \hbar / \alpha = 3.7 \text{ keV}/c$, and therefore the typical energy shift due to the atomic binding is $\Delta E \sim 6.4 \text{ keV} \times p_e c / m_e c^2 = 46 \text{ eV}$. This level of the energy shift will be obviously visible by a high-resolution microcalorimeter. It is also worth nothing that this value is much larger than the electron binding energy of an atomic hydrogen, 13.6 eV.

Thermal motion of electrons can also be a cause of the Doppler effect appearing in the CS spectrum. We consider here a plasma with a moderate temperature that results in smearing of the CS profile at a degree comparable to that due to the hydrogen binding. The wave function in momentum space of the ground state of atomic hydrogen, the averaged momentum is given due to the atomic binding is $\Delta = 3.6 \text{ eV}$. This level of the energy shift will be obviously visible by a high-resolution microcalorimeter. It is also worth nothing that this value is much larger than the electron binding energy of an atomic hydrogen, 13.6 eV.

Figure 13. Spectra of the CSs emerging from a sphere with $N_H = 1.0 \times 10^{24} \text{ cm}^{-2}$ and $A_{\text{metal}} = 1.0$ for different electron states. The underlying continua are subtracted to clearly show the shapes of the CSs. We calculate three conditions in which electrons are (1) free at rest (shown in black), (2) bound to atoms of hydrogen or helium (red), and (3) free in a plasma with an electron temperature of $kT = 5 \text{ eV}$ (blue).

Figure 14. The same as Figure 13 but for a slab geometry with $N_H = 1.0 \times 10^{24} \text{ cm}^{-2}$ and $A_{\text{metal}} = 1.0$. The spectra are seen from different viewing angles of $0^\circ \leq \theta < 10^\circ$ (top), $40^\circ \leq \theta < 50^\circ$ (middle), and $80^\circ \leq \theta < 90^\circ$ (bottom). The simulation for each electron state was performed with $2.4 \times 10^{10}$ photons.
hydrogen atom is given by

\[ \psi(p) = \frac{1}{(2\pi \hbar)^2} \frac{1}{(1 + a^2 p^2/k^2)^2}, \]  

and then this function gives the most probable value at \( p = (1/\sqrt{3})\hbar a^{-1} \). The Maxwell–Boltzmann distribution for a temperature of \( kT \) (\( k \) is the Boltzmann constant) gives the most probable value at \( p = \sqrt{2m_e kT} \). Figure 12 shows comparison between the momentum distribution of the electrons bound to atomic hydrogens and that sampled from the Maxwellian distribution at \( kT = 4.53 \text{ eV} \) which gives its peak (the most probable value) at the same value of \( p = 2.15 \text{ keV/c} = (1/\sqrt{3})\hbar a^{-1} \). The momentum distribution of bound electrons extends to higher value while the Maxwellian distribution has exponential decay. Taking this difference of the distribution shapes into account, we adopt a slightly higher temperature, \( kT = 5 \text{ eV} \) as a reference in the following calculations.

5.2 Monte-Carlo results

We performed simulations that have a geometrical setup of a spherical cloud identical to what is described in §3 but have different states of electrons. We assume two different environments: cold matter and plasma at \( kT = 5 \text{ eV} \). In the cold matter setup, we assume matter with zero dynamical velocity in which all electrons responsible for scattering are bound to atomic hydrogens or heliums. Note that electrons associated with metals have negligible contribution to scattering because of their small abundances. We incorporate all physics described in §2.2.3 into the simulations so that the modification of the cross sections and the differential cross sections of the scattering processes, which result in smeared CS profiles, is taken into account. In the plasma case, a target electron is sampled from the Maxwell–Boltzmann distribution and the Doppler effect is treated in the framework of Lorentz transformation, as described in §2.2.2.

Figure 13 shows the CS spectra, where the underlying continua are subtracted, from a spherical cloud for the different states of electrons. This figure demonstrates how the CS profile is smeared by the electron velocity due to atomic binding or thermal motion. While the case of electrons at rest displays a sharp edge at 6.24 keV corresponding to the back scattering (scattering angle of 180°), this edge structure is blurred by the Doppler broadening in both conditions of the bound electrons and of the thermal electrons. It is also seen that the blurred CS profiles of the both cases are remarkably similar because of the comparable momentum distribution. Theoretically, there are small differences in the produced spectrum between the thermal electrons and the bound electrons. The thermal motion produces a high energy tail (blue-shifted) above the line energy since a small fraction of the thermal electrons gives energy to photons via scattering. The spectrum by the bound electrons, on the other hand, has line features produced via Raman scattering closely below the main line energy, which are never seen in the case of free electrons. The energy shifts of these line features by Raman scattering from the main lines (\( \text{Fe K}\alpha_1 \) and \( \text{K}\alpha_2 \)) correspond to excited levels of atomic hydrogen and helium. But all these minor differences are visible only in a spectrum of extremely high quality. Thus, it is difficult to distinguish the electron binding effect from the thermal blurring at an electron temperature \( \sim 5 \text{ eV} \). This temperature corresponds to a dynamically random velocity at \( \sqrt{3kT/m_e} \sim 1600 \text{ km s}^{-1} \).

We also calculate spectra reflected from a slab geometry which is described in §4 for the same electron conditions of motion. We assume \( N_\text{H} = 1.0 \times 10^{23} \text{ cm}^{-2} \). The results are shown in Figure 14 for different viewing angles, face-on, middle (\( \sim 45° \)), and edge-on. The spectral features seen in the spectra for electrons at rest are all smeared by the electron motions. The results from the bound electron resembles the results from thermal electrons as we see in the case of the spherical cloud.

Finally, we compare the EWs of the iron line and the CS and the fraction of the CS for the different electron states, and those values are shown in Table 2. The values in this table are taken from simulations of a sphere with \( N_\text{H} = 1.0 \times 10^{24} \text{ cm}^{-2} \) and \( \Lambda_\text{metal} = 1.0 \). The process of the iron line generation is identical among the three cases; thus, EW\( \text{CS}\alpha \) should have the same value among them. But EW\( \text{CS}\alpha \) in the case of free electrons at 5 eV have a slightly smaller value (98%) simply because the iron line and its CS are thermally broadened, those photons resulting in being outside of the energy range for integration. The properties related to Compton scattering, EW\( \text{CS}\alpha \) and \( \text{CS}\alpha \), are apparently influenced by the electron state, being reduced from values in the case of free electrons at rest if the electrons have finite temperature or are bounded to atoms. One reason for this reduction is again the smearing of the CS profile which gets photons outside the integration range. More importantly, if the electrons are bound to atomic hydrogens, EW\( \text{CS}\alpha \) and \( \text{CS}\alpha \) get reduced due to the suppression of Compton scattering. This reduction rate of 86% for bound electrons, which can be found in Table 2, is understood by the suppression of the cross section of Compton scattering, as shown in Table 1.

6 DISCUSSION OF OBSERVATIONAL DATA ANALYSIS

In the previous sections, we have investigated how the CS depends on spatial and temporal parameters of reflectors. As we discuss in §3.1, column density and metal abundance, which would be coupled if we only used photoelectric absorption features and fluorescence lines, can be determined by using CS. We also see that spectral slope of an illuminating source affects this analysis since EW\( \text{CS}\alpha \) is dependent on the photon index \( \Gamma \). Therefore, we can
Figure 16. The same as 6 but that the illuminating spectrum has a photon index $\Gamma = 1.0$. The values obtained by the data analysis of GX 301−2 are drawn in solid lines, and 1σ errors in dashed lines.

Figure 17. Values of $N_{\mathrm{H}}$ and $A_{\mathrm{metal}}$ estimated by EW$_{\mathrm{K}\alpha}$ (red) and $f_{\mathrm{CS}}$ (blue) are drawn in the 2-dimensional parameter space.

We first determine the spectral quantities, EW$_{\mathrm{K}\alpha}$ and $f_{\mathrm{CS}}$. For simplicity, we adopt an approximation that a spectrum can be obtained by dividing a count rate histogram by an effective area as a function of energy, which is called auxiliary response file or ARF in a standard data analysis of X-ray astronomy. This approximation neglects broadening of the spectral response of the detector due to its finite energy resolution, being valid if the energy resolution were excellent. Thus, this method will be suitable for microcalorimeters with excellent resolutions. The spectrum is fitted by a powerlaw in energy ranges of 5.4–5.69 keV and of 6.45–6.7 keV and a Gaussian line in 6.37–6.43 keV to determine the continuum and the line flux. The intensity of the CS is calculated as an integral over 6.086–6.43 keV.

Figure 18. Error contours of the fitting result at 1σ (red) and 2σ (green) levels in the two-dimensional space of $N_{\mathrm{H}}$ and $A_{\mathrm{metal}}$.
keV from which the line and continuum are subtracted. We thus obtained $EW_{Kα} = 0.544 \pm 0.022$ keV and $f_{CS} = 0.236 \pm 0.063$ by characterising the iron K complex.

These values can be used to constrain the parameters of GX 301−2. The object is an HMXB that has a bright accreting neutron star embedded in dense stellar wind from its donor star. This astrophysical situation should be well described by the spherical model built in Section 3. Figure 6 shows $EW_{Kα}$ and $f_{CS}$ as two-dimensional functions of $N_{H}$, $A_{\text{metal}}$, also showing constraint by the measured values. These functions are the same as shown in Figure 6 except that the photon index of the illuminating spectrum is assumed to be $\Gamma = 1.0$, which is a typical value for an accreting neutron star (See Watanabe et al. 2003) and is consistent with a value obtained by Suchy et al. (2012). Figure 17 shows how this constrains the two parameters, giving $N_{H} = 7.0 \pm 2.3$ and $A_{\text{metal}} = 0.66^{+0.41}_{-0.44}$. A caveat of this analysis is that $f_{CS}$ tends to be underestimated since the high energy region of the CS is difficult to measure due to overlap with the iron. By a simple spectral simulation using the HETG detector response, $f_{CS}$ can be underestimated by 80%.

A more serious approach uses a numerical spectral model built by the Monte-Carlo simulations for data analysis. This method is implemented with a table model in XSpec (we use version 12.9.0), and we can take account of an accurate detector response, which was not considered in the spectrum characterisation approach described above. We fit the model which has free parameters of $N_{H}$ and $A_{\text{metal}}$ to the measured spectrum, fixing the photon index to $\Gamma = 1.0$. The fitted model is superposed in Figure 15 and it yields $N_{H} = (1.07^{+0.06}_{-0.05}) \times 10^{23}$ cm$^{-2}$ and $A_{\text{metal}} = 0.470^{+0.049}_{-0.024}$. Structure of $\chi^2$ of the fitting and error contours for several confidence levels are shown in Figure 18.

In summary, we constrained the two important parameters of the dense stellar wind in the GX 301−2 system, the column density $N_{H}$ and the metal abundance $A_{\text{metal}}$, with their small errors by using very limited energy range around the iron Kα line and its CS. The obtained values have good agreement with previous studies (Watanabe et al. 2003; Suchy et al. 2012). The numerical model by the Monte-Carlo simulations provides us with a proper treatment of the data analysis, though the characterisation approach using $EW_{Kα}$ and $f_{CS}$ is also useful for quick estimation of the parameters. The values obtained by the characterisation methods slightly differ from the fitting results. This is mainly due to the underestimation of $f_{CS}$, and therefore high energy resolution is required for the analysis. In these methods, we needed to assume the spectral slope of the illuminating spectrum, which should be determined by a broadband spectrum.

7 CONCLUSIONS

We studied the basic nature of the CS by systematic evaluation of its dependence on spatial and temporal parameters. The calculations are performed by Monte-Carlo simulations for sphere and slab geometries. The dependence is obtained in a two-dimensional space of column density and metal abundance, demonstrating that the CS solves parameter degeneration between them which was seen in conventional spectral analysis using photoelectric absorption and fluorescence lines. Unlike the iron fluorescence line, the CS is independent of spectral hardness of the illuminating spectrum. The CS profile is highly dependent on the inclination angle of the slab geometry unless the slab is Compton-thick, and the time evolution of the CS is shown to be useful to constrain temporal information on the source if the intrinsic radiation is time variable. Atomic binding of an electron in cold matter alters the scattering process, blurring the CS profile through the Doppler effect. In practice, this effect resembles thermal broadening in a plasma with a moderate temperature of $\sim$5 eV. Spectral diagnostics using the CS is available with high-resolution spectra obtained by grating spectrometers and microcalorimeters.
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We define three probability distribution functions; $P_1(E_0, x)$: a probability that the incident photon with an energy of $E_0$ is absorbed by an iron atom at a depth of $x$; $P_2(x, y, \theta)$: a probability that an Fe Kα photon emitted at a depth of $x$ is Compton-scattered after it runs for a length of $y$; $P_3(x, y, \theta)$ is a probability that a scattered photon escapes from the slab without any interaction. The CS profile (as a function of scattering angle $\theta$) is obtained by integrating

$$P(\theta; E_0, x, y) = (1 + \cos^2 \theta) P_1(E_0, x) P_2(x, y, \theta) P_3(x, y, \theta)$$

(A1)

over $E_0$ in the incident spectrum and over $x$ and $y$ for allowed ranges in the slab geometry. The factor of $(1 + \cos^2 \theta)$ comes from the Thomson differential cross section (Equation 3).

We performed integrations described above for several values of the column density. In the calculation of $P_1(E_0, x)$, in addition to the direct path reaching the absorption point $x$ without any interaction, we included a photon path that has experienced Compton scattering once or twice before the absorption, and assumed that the path is restricted along the one-dimensional region (scattering angle is either 0° or 180°). This approximation is described in Basko (1978). In the calculation of $P_3(E_0, x)$, we also neglected the change of the photon energy via scatterings. The calculation results given by (A1) are superposed on the Monte-Carlo results in Figure A2. The semi-analytical solutions well agree with the Monte-Carlo calculations for the profile of the first-order CS, while discrepancy arises from second-order CS (scattered twice) at a low energy region, which is clearly seen particularly for high $N_H$.