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Abstract—Gaussian processes regression models are an appealing machine learning method as they learn expressive non-linear models from exemplar data with minimal parameter tuning and estimate both the mean and covariance of unseen points. However, exponential computational complexity growth with the number of training samples has been a long standing challenge. During training, one has to compute and invert an $N \times N$ kernel matrix at every iteration. Regression requires computation of an $m \times N$ kernel where $N$ and $m$ are the number of training and test points respectively. In this work we show how approximating the covariance kernel using eigenvalues and functions leads to an approximate Gaussian process with significant reduction in training and regression complexity. Training with the proposed approach requires computing only a $N \times n$ eigenfunction matrix and a $n \times n$ inverse where $n$ is a selected number of eigenvalues. Furthermore, regression now only requires an $m \times n$ matrix. Finally, in a special case the hyperparameter optimization is completely independent form the number of training samples. The proposed method can regress over multiple outputs, estimate the derivative of the regressor of any order, and learn the correlations between them. The computational complexity reduction, regression capabilities, and multioutput correlation learning are demonstrated in simulation examples.
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1 INTRODUCTION

Gaussian Processes (GPs) are a non-parametric function and covariance approximation method. Formally, a GP is defined as “collection of random variables any finite number of which have a joint Gaussian distribution” [1]. They have excellent regression capabilities, providing a non-parametric, highly non-linear models. Furthermore, due to their probabilistic nature GPs allow estimating the uncertainty at the output. They have been used extensively in many applications, including geostatistics [2], robotic modeling and control [3], [4], and finance [5]. However, the computational complexity of both learning a GP model and utilizing it for regression grows exponentially with the number of training data samples. This has limited their application to smaller data sets.

A GP $f(x) \sim GP(m(x), k(x, x'))$ is completely specified by its mean and covariance functions, $m(x)$ and $k(x, x')$ respectively.

$$m(x) = \mathbb{E}f(x)$$

$$k(x, x') = \mathbb{E}(f(x) - m(x))(f(x') - m(x'))^T$$

Notice that the covariance of $f(x)$ is dependent only on the input $x$ and is calculated using a kernel function $k(x, x')$. A kernel is any function that is symmetric and positive definite, leading to a valid positive symmetric definite GP covariance for any input $x$. We write the GP as $f(x) \sim GP(m(x), k(x, x'))$, the random variables are thus the value of $f$ at location $x$.

Consider a set of $N$ observations experiencing zero mean Gaussian noise $(x_i, y_i) \in 1, 2 \ldots N$ where $y_i = f(x_i) + \epsilon$, with $\epsilon \sim N(0, \sigma^2)$. Assuming a zero mean function $\mu(x) = 0$ and since the noise is independent, $Y \sim N(0, K_{XX} + \Sigma_N)$ where $Y = [y_1, y_2 \ldots y_N]^T$, $X = [x_1, x_2 \ldots x_N]^T$, $K_{XX}$ is the kernel matrix $k(X, X)$, and $\Sigma_N = \sigma^2 N \times N$ identity matrix. Consider now $m$ previously unseen test points $X_\ast = [x_1, x_2 \ldots x_m]^T$, we can condition the prediction using the training data.

$$Y_\ast | X, Y, X_\ast \sim N(\mu_\ast, \Sigma_\ast)$$

$$\mu_\ast = \mathbb{E}(Y_\ast | X, Y, X_\ast)$$

$$= K_{X,X}(K_{XX} + \Sigma_N)^{-1}Y$$

$$\Sigma_\ast = K_{X_\ast,X_\ast} - K_{X_\ast,X}(K_{XX} + \Sigma_N)^{-1}K_{XX}$$

The size of the training dataset $N$ and the size of the test point vector $m$ determine the computational requirements during inference. While the $N \times N$ matrix $(K_{XX} + \Sigma_N)^{-1}$ is constant given training data, the $m \times N$ matrix $K_{X_\ast,X}$ must be computed and multiplied with the $N \times N$ matrix to predict $m$ points.

Typically the chosen kernel function $K_{XX}$ will have multiple tuning parameters $\theta$. A common way to find the optimal parameters $\theta$ for the given training data is to maximize the marginal likelihood. Consider the log likelihood of the training data, assuming that the noise free mean is correct.

$$\log(P(Y|X)) = -\frac{1}{2}Y^T(K_{XX} + \Sigma_N)^{-1}Y$$

$$- \frac{1}{2} \log(|K_{XX} + \Sigma_N|) - \frac{N}{2} \log(2\pi)$$
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Letting $\mathbf{K} = \mathbf{K}_{XX} + \Sigma_N$ and differentiating the log-likelihood with respect to the $j_{th}$ tuning parameter, gradient descent methods can be utilized to iteratively find $\theta_j$.

$$\frac{\partial \log(P(\mathbf{y}|\mathbf{x}))}{\partial \theta_j} = \frac{1}{2} \mathbf{y}^T \mathbf{K}^{-1} \frac{\partial \mathbf{K}}{\partial \theta_j} \mathbf{K}^{-1} \mathbf{y} - \frac{1}{2} \text{tr} \left( \mathbf{K}^{-1} \frac{\partial \mathbf{K}}{\partial \theta_j} \right)$$

(7)

Notice that at each iteration of gradient descent the $\mathbf{K} \times \mathbf{K}$ matrix $\mathbf{K}$ needs to be computed and then inverted leading to $O(N^3)$ operations. This makes GPs limited to smaller training datasets.

### 1.1 Related Work

One way to reduce the computational complexity is to assume that the entire dataset contains redundant information and thus the GP can be accurately approximated by choosing a smaller set of $h$ inducing points. This can be viewed as approximating the full kernel covariance matrix with one of lower rank [6]. Multiple inducing point approximations have been proposed [7, 8, 9]. Minimizing the Kullback-Leibler divergence between the approximate and full posterior processes allows to optimize both the selection of the inducing points and the kernel hyperparameters [10].

Selecting different inducing points for the mean and covari- ance estimation (decoupling basis) allows to model more complex mean functions while maintaining computationally tractable covariance [11]. Setting the basis of the mean to contain the basis of the covariance and an additional orthogonal component ensures that the components can be optimized separately [12]. Similarly, the full GP can be thought of as combination of two independent processes with inducing points, the variation not captured by the inducing points of the first is contained in the second [13].

Instead of choosing the inducing points, other approaches to reduce computational complexity focus on approximations of the kernel function. It is possible to approximate certain kernels as an output from a linear, time invariant, stochastic system of finite order [14]. In this form, the required numerical problems deal with symmetric block-tridiagonal matrices and can utilize parallelization to further speed up computation [15]. Combining both the inducing points and state space approximations leads to “double sparse” GPs, further decreasing the complexity and storage requirements [16]. Similar to the state space approximation one can approximate any kernel as a finite Fourier series and optimize over both the selected frequencies and their coefficients [17].

In this work we show how approximating a covariance kernel using eigenfunctions and eigenvalues can greatly reduce the computational complexity of GP regression and training. Section 2 first shows how the eigen decomposition reduces GP regression computational complexity, and that it also leads to a differentiable approximate GP where derivatives of arbitrary order are easily computed. Finally it discusses how using the approximation also reduces the complexity of learning the kernel hyperparameters. Sections 3 and 4 extend the approach to multioutput processes and provide the available kernels and their eigenvalue decompositions respectively. We validate the proposed approach in section 5 showing the computational complexity, regression accuracy, and its ability to learn correlations between outputs and finally discuss future research directions in section 6.

### 2 Approximate Kernel Gaussian Processes

In this section we first show how approximating the kernel matrix using $n$ eigen functions and values leads to an approximate Gaussian process where the necessary matrix inversion is reduced from a $N \times N$ to $n \times n$. Next, we demonstrate that taking the derivative of the eigen functions also allows for estimating the $k_{th}$ order derivative of the approximate GP. Finally, we investigate the optimization of kernel hyperparameters using gradient descent and show that computational complexity grows linearly with the number of training points as opposed to exponentially in regular GP formulation. Furthermore, in the special case when hyper parameters are present only in eigenvalues, the optimization is independent from the number of training points.

Mercer’s theorem states that for any continuous symmetric non-negative definite kernel there exists an orthonormal basis consisting of eigen functions $\Phi_i(x)$ and non-increasing eigen values $\lambda_i$ [18] such that

$$k(x, x') = \sum_{n=1}^{\infty} \lambda_i \phi_i(x) \phi_i(x')$$

(8)

Let us assume that we know this decomposition for our desired kernel, we can thus approximate $K_{XX'}$ by utilizing only $n$ eigen values. In vector notation

$$K_{XX} \approx \Phi_X \Lambda \Phi_X^T$$

(9)

where $\Phi_{X, i} = \phi_j(x_i) | j \in 1 \ldots n$ and $\Lambda$ is a diagonal matrix of the eigenvalues $[\lambda_1, \lambda_2, \ldots \lambda_n]$. Substituting this approximation into the prediction equations [3] and [5]

$$\mu_* \approx \Phi_{X,*} \Lambda \Phi_{X,*}^T \left( \Phi_{X,0} \Lambda \Phi_{X,0}^T + \Sigma_N \right)^{-1} \mathbf{y}$$

(10)

$$\Sigma_* \approx \Phi_{X,*} \Lambda \Phi_{X,*}^T - \Phi_{X,*} \Lambda \Phi_{X,*}^T \left( \Phi_{X,0} \Lambda \Phi_{X,0}^T + \Sigma_N \right)^{-1} \Phi_{X,*} \Lambda \Phi_{X,*}^T$$

(11)

where $\Phi_{X, i} = \phi_j(x_i) | j \in 1 \ldots n$ and $\Lambda$ is a diagonal matrix of the eigenvalues $[\lambda_1, \lambda_2, \ldots \lambda_n]$. Substituting this approximation into the prediction equations [3] and [5]

$$\mu_* \approx \Phi_{X,*} \Lambda \Phi_{X,*}^T \left( \Phi_{X,0} \Lambda \Phi_{X,0}^T + \Sigma_N \right)^{-1} \mathbf{y}$$

(10)

$$\Sigma_* \approx \Phi_{X,*} \Lambda \Phi_{X,*}^T - \Phi_{X,*} \Lambda \Phi_{X,*}^T \left( \Phi_{X,0} \Lambda \Phi_{X,0}^T + \Sigma_N \right)^{-1} \Phi_{X,*} \Lambda \Phi_{X,*}^T$$
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Recall the binomial inverse theorem

$$(\mathbf{A} + \mathbf{UBV})^{-1} = \mathbf{A}^{-1} - \mathbf{A}^{-1} \mathbf{U} (\mathbf{B}^{-1} + \mathbf{VA}^{-1} \mathbf{U})^{-1} \mathbf{VA}^{-1}$$

(13)

which allows us to simplify the inverse of $\mathbf{K}_\Phi = (\Phi_{X,0} \Lambda \Phi_{X,0}^T + \Sigma_N)$ as

$$\mathbf{K}_\Phi^{-1} = \Sigma_N^{-1} - \Sigma_N^{-1} \Phi_X (\Lambda^{-1} + \Phi_X^T \Sigma_N^{-1} \Phi_X)^{-1} \Phi_X^T \Sigma_N^{-1}$$

(14)

Using this approximation, inference only requires the in-verse of an $n \times n$ matrix $\Lambda = \Sigma_N^{-1} + \Phi_X^T \Sigma_N^{-1} \Phi_X$. Substituting this result into the approximate prediction equations [10] and [11] leads to significantly faster prediction compared to regular GP, single output prediction equations are summarized in table 1.
Since differentiation is a linear operator, the derivative of the GP output with respect to the input is also a GP \[19\].

\[
\begin{align*}
\mu_s &= \Phi_{x_s} \alpha' \\
\sigma^2 &= \Phi_{x_s} \delta \\
\end{align*}
\]

where \( \alpha' \) is the derivative of the input \( x \) and \( \delta \) is noise. The two random variables will have a jointly Gaussian distribution

\[
\begin{pmatrix} y_s \\ \delta \end{pmatrix} \sim \mathcal{N} \left( \begin{pmatrix} \Phi_{x_s} \alpha' \\ \Phi_{x_s} \delta \end{pmatrix}, \begin{pmatrix} \Phi_{x_s} \Phi_{x_s}^T \\ \Phi_{x_s} \delta \end{pmatrix} \right)
\]

The derivative is thus

\[
\frac{\partial y_s}{\partial x_s} = \lim_{\delta \to 0} \frac{\partial \Phi_{x_s} \alpha' + \epsilon_s}{\delta} \quad \text{and} \quad \frac{\partial \delta}{\partial x_s} = \lim_{\delta \to 0} \frac{\partial \epsilon_s - \epsilon_s}{\delta}
\]

where \( \epsilon_s, \epsilon_s \sim \mathcal{N}(0, \Sigma_N) \). The two random variables will have a jointly Gaussian distribution

\[
\begin{pmatrix} y_s \\ \delta \end{pmatrix} \sim \mathcal{N} \left( \begin{pmatrix} \Phi_{x_s} \alpha' \\ \Phi_{x_s} \delta \end{pmatrix}, \begin{pmatrix} \Phi_{x_s} \Phi_{x_s}^T \\ \Phi_{x_s} \delta \end{pmatrix} \right)
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\]

The derivative is thus

\[
\frac{\partial y_s}{\partial x_s} = \lim_{\delta \to 0} \frac{\partial \Phi_{x_s} \alpha' + \epsilon_s}{\delta} \quad \text{and} \quad \frac{\partial \delta}{\partial x_s} = \lim_{\delta \to 0} \frac{\partial \epsilon_s - \epsilon_s}{\delta}
\]

The derivative is thus

\[
\frac{\partial y_s}{\partial x_s} = \lim_{\delta \to 0} \frac{\partial \Phi_{x_s} \alpha' + \epsilon_s}{\delta} \quad \text{and} \quad \frac{\partial \delta}{\partial x_s} = \lim_{\delta \to 0} \frac{\partial \epsilon_s - \epsilon_s}{\delta}
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The derivative is thus

\[
\frac{\partial y_s}{\partial x_s} = \lim_{\delta \to 0} \frac{\partial \Phi_{x_s} \alpha' + \epsilon_s}{\delta} \quad \text{and} \quad \frac{\partial \delta}{\partial x_s} = \lim_{\delta \to 0} \frac{\partial \epsilon_s - \epsilon_s}{\delta}
\]

Now we substitute the variance and covariance estimate from the jointly Gaussian distribution for the sum

\[
\text{Var}(\lim_{\delta \to 0} \frac{\epsilon_s - \epsilon_s}{\delta}) = \lim_{\delta \to 0} \frac{1}{\delta^2} \left( \text{Var}(\epsilon_s) + \text{Var}(\epsilon_s) \right)
\]

\[
= \lim_{\delta \to 0} \frac{1}{\delta^2} \left( \Phi_{x_s} \Phi_{x_s}^T \Phi_{x_s} \Phi_{x_s}^T \Phi_{x_s} \Phi_{x_s}^T - \Phi_{x_s} \Phi_{x_s}^T \Phi_{x_s} \Phi_{x_s}^T \Phi_{x_s} \Phi_{x_s}^T \right)
\]

\[
= \frac{\partial \Phi_{x_s} \Phi_{x_s}^T}{\partial x_s}
\]

Thus, if \( \frac{\partial \Phi_{x_s}}{\partial x_s} \) is known we can compute the mean and variance for the \( k \)th derivative.

\[
\frac{\partial^k \mu_s}{\partial x_s^k} = \frac{\partial \Phi_{x_s}}{\partial x_s^k} \alpha' \\
\text{Var} \left( \frac{\partial^k y_s}{\partial x_s^k} \right) = \frac{\partial \Phi_{x_s} \Phi_{x_s}^T}{\partial x_s^k} = \frac{\partial \Phi_{x_s}}{\partial x_s^k} \frac{\partial \Phi_{x_s} \Phi_{x_s}^T}{\partial x_s^k}
\]
3 Multioutput Extension

A simple way to handle multioutput modelling using GPs is to assume that the outputs are independent and train a separate GP for each. However, this approach cannot capture the correlation between different outputs present in the training data. By vectorizing the multioutput training data it is possible to capture cross output correlation [20]. Consider learning a GP representation of a function with \( M \) outputs, provided the training pairs \( x_i, [y^1_i \ldots y^n_i] \), re-define the training data as \( Y = [y^1_1 y^2_1 \ldots y^M_1 y^1_2 y^2_2 \ldots y^M_2 \ldots y^1_N y^2_N \ldots y^M_N] \), vectorizing all of the outputs. We now consider the \( N M \times NM \) covariance matrix of \( Y \)

\[
K_f \otimes \Phi \Sigma_n \Phi^T + \Sigma_{NM} \tag{26}
\]

where \( K_f \) is an \( M \times M \) positive symmetric definite matrix that describes output similarities and \( NM \times NM \) matrix \( \Sigma_{NM} \) describes the observation noise that now may include covariance between outputs, \( \otimes \) denotes the Kronecker product. Note that setting \( K_f \) to the identity matrix and keeping \( \Sigma_{NM} \) diagonal implies independent outputs similar to training a separate GP for each. Inference can be done for multiple outputs by substitution \( K_f \otimes \Phi \Sigma_n \Phi^T \) for \( \Phi \Sigma_n \Phi^T \). We expand on this method by including the proposed kernel approximation in the multioutput covariance and utilizing Kronecker product properties.

Substituting the eigenfunction and eigenvalue decomposition and relying on the mixed-product Kronecker product property we can again simplify the covariance inverse.

\[
\begin{align*}
K_{1f} &= K_f \otimes (\Phi \Lambda \Phi^T) + \Sigma_{NM} \\
K_{1f}^{-1} &= ((I_M \otimes \Phi)(K_f \otimes \Lambda)(I_M \otimes \Phi^T)) + \Sigma_{NM}^{-1} \\
&= \Sigma_{NM}^{-1} - (I_M \otimes \Phi)(K_f^{-1} \otimes \Lambda^{-1}) \\
&\quad + (I_M \otimes \Phi^T)(\Sigma_{NM}^{-1} (I_M \otimes \Phi) \Lambda^{-1})(I_M \otimes \Phi^T) \Sigma_{NM}^{-1} \\
\end{align*}
\]

The required inverse is now \( nM \times nM \) instead of \( NM \times NM \).

Often it is assumed that the observation noise is constant at each sample and thus can be expressed as \( \Sigma_{NM} = S_M \otimes I_N \) where \( S_M \) is an \( M \times M \) positive definite matrix. In this case we can further simplify the required \( nM \times nM \) matrix inverse into eigen decomposition of smaller matrices and matrix multiplication. Substituting the noise covariance \( S_M \otimes I_N \) into the inverse, using Kronecker mixed-product property, and following a similar approach to [21] we see that

\[
\begin{align*}
(K_f^{-1} \otimes \Lambda^{-1}) + (I_M \otimes \Phi^T)(S_M \otimes I_N)^{-1}(I_M \otimes \Phi) \\
&= (K_f^{-1} \otimes \Lambda^{-1} + S^{-1} \otimes \Phi^T \Phi \Lambda^{-1}) \\
&= (K_f \otimes \Lambda)(S^{-1} K_f \otimes \Phi^T \Phi \Lambda + I_M \otimes I_N)^{-1} \\
\end{align*}
\]

(28)

Next we apply eigen decomposition to \( S^{-1} K_f = U_a D_a U_a^{-1} \) and \( \Phi \Phi^T \Phi \Lambda = U_b D_b U_b^{-1} \) where \( U \) denotes the matrix of eigenvectors and \( D \) is a diagonal matrix of eigenvalues. Substituting the decomposition back into 28 expanding the result using the mixed-product property again, and finally applying the binomial inverse theorem, the inverse simplifies to the following:

\[
\begin{align*}
(K_f \otimes \Lambda)(U_a D_a U_a^{-1} \otimes U_b D_b U_b^{-1} + I_M \otimes I_n)^{-1} \\
&= (K_f \otimes \Lambda)\left[(U_a \otimes U_b)(D_a \otimes D_b)(U_a^{-1} \otimes U_b^{-1}) + I_M \otimes I_n\right]^{-1} \\
&= (K_f \otimes \Lambda)\left[-(U_a \otimes U_b)(D_a \otimes D_b + I_M \otimes I_n)^{-1}(U_a^{-1} \otimes U_b^{-1})\right] \\
&= (K_f \otimes \Lambda)\left[-(K_f U_a \otimes \Lambda U_b + I_M \otimes I_n)^{-1}(U_a^{-1} \otimes U_b^{-1})\right] \\
\end{align*}
\]

In cases of large \( M \) and \( n \) this approach can significantly decrease the computation time since it avoids the inversion of \( nM \times nM \) matrix and instead only requires eigen decomposition of \( n \times n \) and \( M \times M \) matrices.

3.1 Learning \( K_f \)

Gradient descent can be utilized to learn the matrix \( K_f \) by maximizing marginal log likelihood. To guarantee that \( K_f \) remains symmetric positive definite during convergence, it can be parametrized using Cholesky decomposition as \( K_f = LL^T \) where \( L \) is a lower triangular matrix [20]. Similar to the special case when hyperparameters only appear in the eigenvalues, the gradient is written entirely in terms of \( 1 \times nM \) vectors and \( nM \times nM \) matrices and only requires an \( nM \times nM \) matrix inverse at each optimization iteration.

\[
\frac{\partial \log(P(Y|X))}{\partial L} = \frac{1}{2} Y^T K_{1f}^{-1} \frac{\partial K_{1f}}{\partial L} K_{1f}^{-1} Y - \frac{1}{2} tr(K_{1f}^{-1} \frac{\partial K_{1f}}{\partial L}) \tag{30}
\]

where \( \frac{\partial K_{1f}}{\partial L} = (I_M \otimes \Phi^T)(\frac{\partial L}{\partial L^T}) \otimes \Lambda(I_M \otimes \Phi^T) \) and \( \frac{\partial L}{\partial L^T} \) can be calculated as \( \frac{\partial L}{\partial L^T} = (I_{(nM)^2} + T)I_{nM} \otimes L \) where \( T \) is a transformation matrix such that \( TVec(L) = Vec(L^T) \) [22].

4 Available Kernels

In this section we present some of the kernels with well known Mercer expansions, their \( k_{th} \) order derivatives with respect to the input and gradients with respect to their hyperparameters. For a more comprehensive list the reader is referred to [23]. Note that in our formulation the scaling of any kernel is handled by the \( K_f \) matrix thus we omit the commonly included scaling factors from all of the presented kernels.

4.1 Squared Exponential

The squared exponential covariance function

\[
k_{se}(x, x') = e^{-\frac{(x-x')^2}{2\sigma^2}} \tag{31}
\]
Fig. 1. Approximation of the squared exponential kernel with \( l_{se} = 0.2 \) using 1, 10, and 20 even values. With just 20 even values the mean absolute difference between the approximation and the actual kernel values is \( 7.68 \times 10^{-4} \).

is the most commonly used kernel in GP regression. It has a single hyperparameter \( l_{se} \) which controls the kernel width and its Mercer expansion is given by [24]:

\[
\lambda_{se,i} = \sqrt{\frac{\alpha_{se}^2}{\alpha_{se}^2 + \delta_{se}^2} + \frac{\eta_{se}^2}{\alpha_{se}^2 + \delta_{se}^2 + \eta_{se}^2}}^i \tag{32}
\]

\[
\Phi_{se,i}(x) = \frac{\beta_{se}}{i!} e^{-\alpha_{se}^2 x^2} H_i(\sqrt{2\alpha_{se} \beta_{se} x}) \tag{33}
\]

where \( \eta_{se} = \frac{1}{\sqrt{2\beta_{se}}} \), \( \beta_{se} = (1 + (\frac{2\eta_{se}}{\alpha_{se}})^2)^{\frac{1}{2}} \), and \( \delta_{se} = \frac{\alpha_{se}}{\beta_{se}} (\beta_{se}^2 - 1) \). The parameter \( \alpha_{se} \) is a tuning global scaling factor and can be utilized to avoid numerical issues with computing an inverse with extremely small eigenvalues. \( H_i(\cdot) \) denotes the \( i \)th Hermite polynomial. The squared exponential kernel and its approximation using Mercer expansion are shown in figure 1.

One can interpret the expansion as a wavelet transform utilizing Hermitian wavelets. With this interpretation we see that the global scaling factor \( \alpha_{se} \) in the eigen functions dilates or compresses the wavelet. Thus as the required range of \( x \) increases one must decrease the scaling factor for the kernel approximation to maintain accuracy. Since \( \alpha_{se} \) is also present in the inverse of the eigenvalues equations, this in turn causes a slower eigenvalue drop off. Considering the scaling factor together with the kernel width parameter \( l_{se} \) the implication is that one has to increase the number of eigenvalues for narrow kernels or when increasing the range of \( x \). Finally, note that \( l_{se} \) is present in both the eigen values and functions and thus for the squared exponential kernel the hyperparameter optimization requires re-evaluating \( \Phi_x \) at every iteration.

4.1.1 Squared Exponential Derivatives

The \( k \)th derivative of \( \Phi_{se,i}(x) \) is calculated efficiently by noticing that \( \frac{d}{dx} e^{-\alpha_{se}^2 x^2} \) can be evaluated recursively

\[
\frac{d^k e^{-\alpha_{se}^2 x^2}}{dx^k} = P_k e^{-\alpha_{se}^2 x^2}
\]

\[
P_0 = 1, \quad P_1 = -2\alpha_{se} x \quad \text{and} \quad P_{k+1} = -2\alpha_{se}(x P_k + (k - 1)P_{k-1}) \tag{34}
\]

and \( H_i(\sqrt{2\alpha_{se} \beta_{se} x}) \) represents an Appell sequence, thus

\[
\frac{\partial^k H_i(\sqrt{2\alpha_{se} \beta_{se} x})}{\partial x^k} = \frac{k!(\sqrt{2\alpha_{se} \beta_{se} x})^k}{(i - k)!} H_{i-k}(\sqrt{2\alpha_{se} \beta_{se} x}) \tag{35}
\]

Finally applying Leibniz rule we obtain the \( k \)th derivative

\[
\frac{\partial^k \Phi_{se,i}(x)}{\partial x^k} = \sqrt{\frac{\beta_{se}}{i!}} \sum_{j=0}^{k} \frac{\partial^j H_i(\sqrt{2\alpha_{se} \beta_{se} x})}{\partial x^j} \tag{36}
\]

4.1.2 Squared Exponential Hyperparameters

Kernel length \( l_{se} \) is the only hyperparameter for this kernel, the gradient of \( \lambda_{se,i} \) with respect to the kernel length is a straightforward application of the chain rule.

\[
\frac{\partial \lambda_{se,i}}{\partial l_{se}} = \left[ 2 i \frac{\partial \eta_{se}}{\partial l_{se}} + \frac{\eta_{se}(-i - \frac{1}{2})((\frac{\delta_{se}^2}{\alpha_{se}^2} + 2 \frac{\partial \eta_{se}}{\partial l_{se}})\eta_{se})}{\alpha_{se}^2 + \delta_{se}^2 + \eta_{se}^2} \right] \left[ \alpha_{se} \eta_{se}^{2i-1}(\alpha_{se}^2 + \delta_{se}^2 + \eta_{se}^2)^{-i-\frac{1}{2}} \right] \tag{37}
\]

where

\[
\frac{\partial \eta_{se}}{\partial l_{se}} = -\frac{1}{\sqrt{2\beta_{se}}} \tag{38}
\]

\[
\frac{\partial \beta_{se}}{\partial l_{se}} = \frac{2 \frac{\eta_{se}}{\alpha_{se}} \frac{\partial \eta_{se}}{\partial l_{se}}}{\alpha_{se}^2 \delta_{se}^2} \eta_{se}(1 + (\frac{2\eta_{se}}{\alpha_{se}})^2)^{-\frac{3}{2}} \tag{39}
\]

\[
\frac{\partial \delta_{se}}{\partial l_{se}} e^{-\alpha_{se}^2 x^2} H_{i-1}(\sqrt{2\alpha_{se} \beta_{se} x}) \tag{40}
\]

Using chain rule and relying on the Appell sequence properties of \( H_i(\cdot) \), the gradient of \( \Phi_{se,i}(x) \) with respect to the kernel length \( l_{se} \) can be evaluated efficiently as

\[
\frac{\partial \Phi_{se,i}(x)}{\partial l_{se}} = \left( \frac{1}{2 \alpha_{se}} \frac{\partial \beta_{se}}{\partial l_{se}} - \frac{\partial \delta_{se}}{\partial l_{se}} \right) \Phi_{se,i}(x) + \sqrt{2\alpha_{se}} \beta_{se} x \Phi_{se,i-1}(x) \tag{41}
\]

4.2 Periodic Kernel

The periodic kernel covariance function

\[
k_{pr}(x, x') = e^{-\frac{(x-x')^2}{w_{pr}^2}} \tag{42}
\]

allows to create Gaussian processes that are periodic. The frequency parameter \( f_{pr} \) determines the distance between the repetitions and the width \( w_{pr} \) controls the kernel width. The normalized Mercer expansion of the periodic kernel is derived in [25] and presents as a harmonic Fourier series.

\[
\lambda_{pr,0} = \frac{1}{w_{pr}}, \quad \Phi_{pr,0}(x) = 1 \tag{43}
\]

\[
\lambda_{pr,i} = \left\{ \begin{array}{ll}
\frac{2^{-2i}}{w_{pr}} & j = 2i - 1 \\
\frac{2^{-i}}{w_{pr}} & j = 2i 
\end{array} \right. \tag{44}
\]

\[
\Phi_{pr,i}(x) = \left\{ \begin{array}{ll}
\cos(jf_{pr}x) & j = 2i - 1 \\
\sin(jf_{pr}x) & j = 2i
\end{array} \right. \tag{44}
\]
where $\gamma_{pr}$ and $\zeta_{pr}$ are the offset and scaling factor respectively to ensure the kernel has a range of $[0, 1]$.

$$
\gamma_{pr} = \sum_{i=1}^{n} (1)^{i-1} e^{-\frac{2 \pi}{T} i^2}, \quad \zeta_{pr} = \sum_{i=1}^{n} 2e^{-\frac{(2i-1)^2}{2} \frac{2}{n}}
$$

The periodic kernel and its approximation are shown in figure 2. The kernel width parameter $w_{pr}$ only appears in the eigen values, thus when learning a GP of a signal with a known period, $\Phi_X$ does not need to be re-evaluated at every gradient descent iteration. One may also use this kernel for non-periodic signals by selecting $f_{pr}$ such that the kernel does not repeat in the range of $x$.

### 4.2.1 Periodic Kernel Derivatives

The sinusoidal structure of $\Phi_{pr i}(x)$ leads to easy evaluation of the $\ell_{th}$ derivative.

$$
\frac{\partial^k \Phi_{pr i}(x)}{\partial x^k} = \begin{cases} 
-j f_{pr i} \sin(j f_{pr} x) & j = 2i - 1 \\
-j f_{pr i} \cos(j f_{pr} x) & j = 2i 
\end{cases}
$$

Note that the above consists of scaled entries of $\Phi_{pr i}(x)$ and thus once $\Phi_X$ is computed, $\frac{\partial^k \Phi_X}{\partial x^k}$ can be obtained directly.

### 4.2.2 Periodic Kernel Hyperparameters

The periodic kernel frequency $f_{pr}$ and width $w_{pr}$ parameters only appear in the eigen functions and values respectively. Utilizing the exponential and sinusoidal structures of the eigen values and functions the necessary derivatives for gradient descent parameter optimization are as follows:

$$
\frac{\partial \Phi_{pr i}(x)}{\partial f_{pr}} = \begin{cases} 
-j f_{pr} \sin(j f_{pr} x) & j = 2i - 1 \\
-j f_{pr} \cos(j f_{pr} x) & j = 2i 
\end{cases}
$$

$$
\frac{\partial \lambda_{pr i}}{\partial w_{pr}} = \frac{1}{\zeta_{pr}} \frac{\partial \gamma_{pr}}{\partial w_{pr}} - \frac{\partial \zeta_{pr}}{\partial w_{pr}} \frac{\gamma_{pr}}{\zeta_{pr}}
$$

$$
\frac{\partial \lambda_{pr i}}{\partial w_{pr}} = -w_{pr}^2 \lambda_{pr i} - \frac{\partial \zeta_{pr}}{\partial w_{pr}} \frac{\gamma_{pr}}{\zeta_{pr}^2}
$$

Where underlined superscript indicates falling factorials $x^\underline m = x(x-1)\ldots(x-n+1)$ and the $\underline{even}()$ function outputs
1 for even arguments and 0 otherwise. Since $\Phi_{ch i}(x)$ is obtained by scaling $T_i(x)$, $\Phi_{ch i}$ can be computed efficiently from $\Phi_X$ when using the Chebyshev kernel.

### 4.3.2 Chebyshev Kernel Hyperparameters

For this kernel the hyper parameters appear only in the eigen values allowing for extremely fast gradient descent based parameter optimization.

$$\frac{\partial \lambda_{ch 0}}{\partial a} = -1, \quad \frac{\partial \lambda_{ch i}}{\partial a} = \frac{\lambda_{ch i}}{a} \quad (56)$$

$$\frac{\partial \lambda_{ch 0}}{\partial b} = 0, \quad \frac{\partial \lambda_{ch i}}{\partial b} = -a(i(b - 1) + 1)b^{i-2} \quad (57)$$

It is important to note that for all of the presented expansions, as the width of the kernel decreases the number of eigenvalues necessary for an accurate approximation increases. Thus our method is particularly well suited when the number of data points is significantly larger than the number of eigen functions needed to accurately approximate the kernel. Using this approach with an inadequate number of eigen functions will lead to convergence to a wider kernel than optimal.

## 5 Experiments

In this section we evaluate the computational complexity and accuracy of the proposed method. First we show that the training time of the proposed approach scales linearly when $\Phi_X$ has to be re-evaluated every training iteration and is independent from the number of training points when the hyperparameters only appear in the eigen values. Next we evaluate the accuracy of the fast approximate multi-output GP considering both the number of training samples and eigenvalues. Finally, we show that the scaling matrix $K_f$ can correctly identify the correlation between outputs.

### 5.1 Computational Complexity

As discussed in section 2 the proposed method requires only an inverse of $NM \times NM$ matrix instead of $NM \times NM$, where $n$, $M$, and $N$ are the number of eigen values, outputs, and training samples respectively. During hyperparameter optimization the proposed approach further splits into two categories: (1) when the parameters are present in both eigen values and functions or (2) only in the eigen values. In the first case, $\Phi_X$ needs to be re-evaluated after every training iteration, while in the second it is treated as constant and only the eigenvalues are updated. Figure 3 shows the time it takes to complete 100 iterations of hyperparameter optimization using gradient descent for regular GP and the two cases of the proposed approach. As expected, regular GP quickly becomes intractable as the number of samples grows. In the proposed method, when $\Phi_X$ needs to be re-evaluated at every iteration, the computational complexity grows linearly with the number of samples in the training set. When parameters are only present in the eigenvalues, the hyperparameter learning time is independent from the number of samples in the training dataset.

### 5.2 Accuracy

To validate the regression accuracy we generate training data from an arbitrary generating function, using a sum of sinusoids of random frequencies, amplitudes, and phase shifts. This allows us to obtain the true $k_{ih}$ derivative of the signal and verify that the proposed approach can correctly estimate high order derivatives. Zero mean Gaussian (ZMG) noise is added to the training data to simulate sensor noise. The training data is generated from:

$$Y_{true} = \sum_{i=1}^{10} c_i \sin(f_i x + \varphi_i) + \epsilon_s \quad (58)$$

Where the amplitude coefficients $c_i$, frequencies $f_i$, and phase shifts $\varphi_i$ are drawn from a uniform distribution $U(1, 10)$ and $\epsilon_s \sim N(0, 5)$. The input variable $x$ consists of 10000 samples evenly spaced on the interval $[-5, 5]$. Figure 5 shows the regression capabilities of the Chebyshev kernel.

As the number of training samples increases so should the regression accuracy. FAMGP allows us to utilize significantly larger training datasets. Figure 5 shows the RMSE with respect to the number of training samples for regular GP, and FAMGP with squared exponential and Chebyshev kernels for the data presented in figure 5. Due to computational complexity we are not able to utilize more than 2000 samples for the regular GP, FAMGP can easily be trained with a million, significantly improving the accuracy. The squared exponential kernel approximation provides lower RMSE compared to Chebyshev. However, Chebyshev kernel parameter optimization is significantly faster since $\Phi_X$ is computed only once.

Next we look at how the chosen number of eigenvalues affects the regression accuracy. We compare the performance of FAMGP with different number of eigenvalues to the stan-
with the Chebyshev kernel approximation. In the top plot, blue dots and teal dashed line show the noisy training samples $Y_{\text{train}}$ and the noise free signal $Y_{\text{true}}$, red solid line $Y_{\text{est}}$ is the initial regression result before hyper parameter optimization ($a = 0.5$, $b = 0.5$), black line $Y_{\text{est opt}}$ shows the regression after optimizing the hyper parameters ($a = 0.908$, $b = 0.954$) using 5000 iterations of gradient descent which took 5.3 seconds to complete. The bottom plot shows the ability of the proposed approach to estimate the derivatives of the output, here we show estimated and actual jerk of the signal ($k = 3$).

Fig. 6. Regression accuracy improvement as the number of training samples increases. Regular GP training is not feasible for more than 2000 samples. FAMGP allows to optimize hyperparameters even with a million data points. The accuracy of both the squared exponential (EXP) and Chebyshev (CHE) kernel approximations converges as the number of samples increases. 75 eigenvalues were used for both kernels.

Fig. 7. Regression RMSE as the number of eigenvalues increases. The top plot shows the noisy training data $Y_{\text{train}}$, ground truth $Y_{\text{true}}$, and FAMGP prediction $Y_{\text{est opt}}$ signals when using the squared exponential kernel approximation with 100 eigenvalues. The bottom plot shows the regression RMSE as the number of eigenvalues increases from 20 to 100. The regression error of FAMGP converges to that of regular GP using both the squared exponential (EXP) and Chebyshev (CHE) kernel approximations. For the squared exponential kernel regular GP regression converges on width and scaling factors of 0.050 and 225.55 respectively, at 50 eigenvalues FAMGP optimization converged to very similar hyperparameter values $l_{\text{se}} = 0.048$ and $K_f = 215.22$, the eigenvalues sum to capture 97% of data eigenvalues, the regression accuracy when using the Chebyshev kernel is comparable to that of squared exponential.

5.3 Correlation

Finally we demonstrate that FAMGP can correctly estimate the correlation between outputs and significantly improve regression when partial outputs are available. Furthermore, we compare the multioutput performance to that of regular GP [20] and show that both methods perform equally well and converge to almost identical correlation matrix and kernel parameters. We sample 2000 training points of a highly correlated 2 dimensional signal from a zero mean normal distribution with a known covariance matrix generated utilizing equation 26. The squared exponential covariance (eq. 31) with kernel parameters $l_{\text{se}} = 0.1$ is used for $K_{XX}$ and $x \in (-1, 1)$. High correlation between the outputs is achieved by setting $K_f$ as follows:

$$K_f = \begin{bmatrix} 1.0 & -0.95 \\ -0.95 & 1.0 \end{bmatrix}$$

Zero mean Gaussian noise is added to the output with $\Sigma_{N_m} = 0.05I_{N_m}$. To test the ability of the proposed approach to utilize output correlation for regression we learn the kernel parameters and $K_f$ using the first 1333 data points. Next, $\alpha'$ and $G$ (table 1) are computed utilizing all 2000 samples of output 1 and only the 1333 training samples of output 2. This simulates the situation where historical data of both correlated outputs is available for training. However, during regression, we have one output and would like to estimate the other. The data is visualized in figure 8.

We train regular GP with the full squared exponential kernel and FAMGP with the kernel approximation utilizing 75 eigenvalues, initial kernel parameters of $l_{\text{se}} = 0.5$ and initial correlation matrix set to identity, $K_{XX}^{\text{init}} = I_2$. Gradient descent converges on parameters shown in table.
The method correctly estimates a strong negative correlation between the outputs even in the presence of significant noise. Figure 9 shows the FAMGP regression results over the test region when assuming independent outputs \((K_f = I_M)\) and using the learned correlation matrix, clearly demonstrating the benefits of the multivariate GP extension. Table 3 compares the regression accuracy of FAMGP and regular GP for training and test data regions. Using 75 eigenvalues and functions to estimate a squared exponential kernel of length 0.1 is accurate to 99.99% and thus the results between FAMGP and regular GP are almost identical. However, the training, regression, and storage requirements of FAMGP are magnitudes less than that of regular GP. For this example, at each training iteration FAMGP computes the \(1333 \times 75 \Phi_X\) matrix and evaluates a \(150 \times 150\) inverse, regular GP calculates the full \(1333 \times 1333\) kernel and the inverse of a \(2666 \times 2666\) matrix. The proposed approach and regular GP took 45 and 441 seconds respectively to complete the required 926 gradient descent iterations for parameter convergence. After training, FAMGP needs to only save the 150 element \(\alpha'\) vector and a \(150 \times 150\) \(G\) matrix while GP needs the full \(2666 \times 2666\) kernel inverse. Finally, for mean regression over the test set, FAMGP computes a \(667 \times 75 \Phi_X\) and multiplies it with the first 75 rows of \(\alpha'\) to estimate \(Y^1\) and last 75 rows for \(Y^2\), GP requires \(667 \times 1333\) kernel calculation and multiplication of the Kronecker product of the kernel and the correlation matrix with \(2666\) sized vector. The computational requirements grow linearly for FAMGP and exponentially for GP, thus while we can significantly increase the dataset size for the proposed approach, regular GP quickly becomes intractable.

6 Conclusion and Future Work

In this work we presented a novel fast approximate multivariate Gaussian process framework. The key idea of the method is to approximate the covariance kernel using a finite number of eigenvalues and eigenfunctions. For a single output model this allows to reduce the required computational complexity of a GP training iteration from \(O(N^3)\) to \(O(n^3)\) where \(N\) and \(n\) are the number of training samples and eigenvalues respectively. In the multioutput case complexity is reduced from \(O((MN)^3)\) to \(O(Mn^3)\) where \(M\) is the number of outputs. The proposed approach not only allows for fast training and estimation but also provides any order analytic derivatives of the GP. We provide the eigenvalues and functions of three different kernels (squared exponential, periodic, and Chebyshev) and show that in special cases hyperparameter optimization can be completely independent from the number of training samples. The method is extensively validated in simulation showing that depending on the optimal kernel width the proposed method’s accuracy converges to that of regular GP with only a few eigenvalues. Our FAMGP implementation will be made publicly available.

Currently the number of eigenvalues can be considered a tuning parameter of the algorithm, future work will in-

| TABLE 2 | Optimized \(K_f\) matrix and kernel width for correlated outputs. Gradient descent converges to the true kernel width and accurately finds the negative correlation between outputs 1 and 2. The optimized parameters are very similar for both FAMGP and regular GP.

| \(K_{f_{opt}}\) matrix | \(Y^1\) | \(Y^2\) |
|-----------------|------|------|
| \(Y^1\)       | 1.567 | -1.582 |
| \(Y^2\)       | 1.706 | 1.664 |

| TABLE 3 | Regression root mean squared error for the correlated data split into training, test, and entire dataset.

|          | Train     | Test     | All     |
|----------|-----------|----------|---------|
| FAMGP    | 1.25E-04  | 0.0421   | 0.0141  |
| GP       | 1.54E-04  | 0.0418   | 0.0141  |

1. MATLAB source code will be available with the final submission at https://github.com/LucosidE/FAMGP
clude automatically increasing or reducing the number of eigenvalues during hyperparameter optimization by considering the ratio between the largest and smallest. This will allow training to speed up for wider kernels and maintain accuracy for very narrow ones. We also want to explore the applicability of the kernel approximations to multiple inputs, combining multiple kernels, and exploring additional available Mercer expansions. This would allow for learning much more complex processes. Finally, it may be possible to further optimize GP training and regression by combining the proposed approach with existing inducing points methods \cite{10, 13} leading to Gaussian processes capable of handling extremely large datasets.

**References**

\begin{itemize}
  \item \cite{1} C. E. Rasmussen, “Gaussian processes in machine learning,” in *Summer School on Machine Learning*. Springer, 2003, pp. 63–71.
  \item \cite{2} C. Lantuèjoul, *Geostatistical simulation: models and algorithms*. Springer Science & Business Media, 2013.
  \item \cite{3} M. P. Deisenroth, D. Fox, and C. E. Rasmussen, “Gaussian processes for data-efficient learning in robotics and control,” *IEEE transactions on pattern analysis and machine intelligence*, vol. 37, no. 2, pp. 408–423, 2013.
  \item \cite{4} D. Nguyen-Tuong, M. Seeger, and J. Peters, “Model learning with local gaussian process regression,” *Advanced Robotics*, vol. 23, no. 15, pp. 2015–2034, 2009.
  \item \cite{5} J. González, E. Lezmi, T. Roncalli, and J. Xu, “Financial applications of gaussian processes and bayesian optimization,” *arXiv preprint arXiv:1903.04841*, 2019.
  \item \cite{6} J. Quinonero-Candela and C. E. Rasmussen, “A unifying view of sparse approximate gaussian process regression,” *Journal of Machine Learning Research*, vol. 6, no. Dec, pp. 1939–1959, 2005.
  \item \cite{7} A. J. Smola and P. L. Bartlett, “Sparse greedy gaussian process regression,” in *Advances in neural information processing systems*, 2001, pp. 619–625.
  \item \cite{8} M. Seeger, C. Williams, and N. Lawrence, “Fast forward selection to speed up sparse gaussian process regression,” Tech. Rep., 2003.
  \item \cite{9} E. Snelson and Z. Ghahramani, “Sparse gaussian processes using pseudo-inputs,” in *Advances in neural information processing systems*, 2006, pp. 1257–1264.
  \item \cite{10} M. Titsias, “Variational learning of inducing variables in sparse gaussian processes,” in *Artificial Intelligence and Statistics*, 2009, pp. 567–574.
  \item \cite{11} C.-A. Cheng and B. Boots, “Variational inference for gaussian process models with linear complexity,” in *Advances in Neural Information Processing Systems*, 2017, pp. 5184–5194.
  \item \cite{12} H. Salimbeni, C.-A. Cheng, B. Boots, and M. Deisenroth, “Orthogonally decoupled variational gaussian processes,” in *Advances in neural information processing systems*, 2018, pp. 8711–8720.
  \item \cite{13} J. Shi, M. Titsias, and A. Mnih, “Sparse orthogonal variational inference for gaussian processes,” in *International Conference on Artificial Intelligence and Statistics*, 2020, pp. 1932–1942.
  \item \cite{14} J. Hartikainen and S. Särkkä, “Kalman filtering and smoothing solutions to temporal gaussian process regression models,” in *2010 IEEE international workshop on machine learning for signal processing*. IEEE, 2010, pp. 379–384.
  \item \cite{15} A. Grigorievskiy, N. Lawrence, and S. Särkkä, “Parallelizable sparse inverse formulation gaussian processes (spingp),” in *2017 IEEE 27th International Workshop on Machine Learning for Signal Processing (MLSP)*. IEEE, 2017, pp. 1–6.
  \item \cite{16} V. Adam, S. Eleftheriadis, A. Artemev, N. Durrande, and J. Hensman, “ Doubly sparse variational gaussian processes,” in *International Conference on Artificial Intelligence and Statistics*, 2020, pp. 2874–2884.
  \item \cite{17} M. Lázaro-Gredilla, J. Quinonero-Candela, C. E. Rasmussen, and A. R. Figueiras-Vidal, “Sparse spectrum gaussian process regression,” *The Journal of Machine Learning Research*, vol. 11, pp. 1865–1881, 2010.
  \item \cite{18} H. Q. Minh, P. Niyogi, and Y. Yao, “Mercer’s theorem, feature maps, and smoothing,” in *International Conference on Computational Learning Theory*. Springer, 2006, pp. 154–168.
  \item \cite{19} A. McHutchon, “Differentiating gaussian processes,” *Cambridge (ed.)*, 2013.
  \item \cite{20} E. V. Bonilla, K. M. Chai, and C. Williams, “Multi-task gaussian process prediction,” in *Advances in neural information processing systems*, 2008, pp. 153–160.
  \item \cite{21} A. Niati, “Inverse of sum of kronecker products as a sum of kronecker products,” *GPS Solutions*, vol. 23, no. 1, p. 2, 2019.
  \item \cite{22} X. Wang, W. Yang, and B. Sun, “Derivatives of kronecker products themselves based on kronecker product and matrix calculus,” *Journal of Theoretical and Applied Information Technology*, vol. 48, no. 1, 2013.
  \item \cite{23} G. E. Fasshauer and M. J. McCourt, *Kernel-based approximation methods using Matlab*. World Scientific Publishing Company, 2015, vol. 19.
  \item \cite{24} ——, “Stable evaluation of gaussian radial basis function interpolants,” *SIAM Journal on Scientific Computing*, vol. 34, no. 2, pp. A737–A762, 2012.
  \item \cite{25} A. J. Smola, B. Schölkopf, and K.-R. Müller, “The connection between regularization operators and support vector kernels,” *Neural networks*, vol. 11, no. 4, pp. 637–649, 1998.
  \item \cite{26} H. Prodinger, “Representing derivatives of chebyshev polynomials by chebyshev polynomials and related questions,” 2017.
\end{itemize}