Abstract

Recent advancements in remote sensing technology have resulted in petabytes of data in raster format. This data is often processed in combination with high resolution vector data that represents, for example, city boundaries. One of the common operations that combine big raster and vector data is the zonal statistics which computes some statistics for each polygon in the vector dataset. This paper models the zonal statistics problem as a join problem and proposes a novel distributed system that can scale to petabytes of raster and vector data. The proposed method does not require any preprocessing or indexing which makes it perfect for ad-hoc queries that scientists usually want to run. We devise a theoretical cost model that proves the efficiency of our algorithm over the baseline method. Furthermore, we run an extensive experimental evaluation on large scale satellite data with up-to a trillion pixels, and big vector data with up-to hundreds of millions of edges, and we show that our method can perfectly scale to big data with up-to two orders of magnitude performance gain over Rasdaman and Google Earth Engine.

1 Introduction

Advancements in remote sensing technology have led to a tremendous increase in the amount of remote sensing data. For example, NASA EOSDIS provides public access to more than 33 petabytes of Earth Observational data and is estimated to grow to more than 330 petabytes by 2025 [1]. European Space Agency (ESA) has collected over five petabytes of data within two years of the launch of the Sentinel-1A satellite and is expected to receive data continuously until 2030 [2]. This big remote sensing data is available as raster data which is represented as multidimensional arrays. Many applications need to combine the raster data with vector data which is represented as points, lines, and polygons. This paper studies the zonal statistics problem which combines raster data, e.g., temperature, with vector data, e.g., city boundaries, to compute aggregate values for each polygon, e.g., average temperature in each city. This problem has several applications including the study by ecologists on the effect of vegetation and temperature on human settlement [3, 4], analyzing terabytes of socio-economic and environmental data [5, 6], and studying of land use and land cover classification [7]. It can also be used for areal interpolation [8] and to assess the risk of wildfires [9].

There exist many big spatial data systems which either process big vector data, e.g., SpatialHadoop [10], GeoSpark [11], and Simba [12], or big raster data, e.g., SciDB [13], RasDaMan [14], and GeoTrellis [15]. Unfortunately, these systems are not well-equipped to combine raster and vector data together and they all become very inefficient for the zonal statistics problem for big raster and vector data.

This paper models the zonal statistics problem as a join problem as it needs to find the pixels in the raster layer that overlap the polygons in the vector layer. We explain, with a support of a theoretical analysis, that existing approaches are analogous to two common join algorithms, namely, index nested-loop join and hash join. This analogy highlights the main limitations of these two algorithms as the data size increases. Therefore, we propose a novel distributed algorithm, termed Raptor Zonal Statistics, which resembles the sort-merge join for big raster and vector data. We show...
both analytically and experimentally that the proposed algorithm outperforms the baselines when the input data is very large.

Traditional methods to process the zonal statistics problem focused on either vectorizing the raster dataset [16] or rasterizing the vector data [5]. The first approach converts each pixel to a point and then runs a spatial join with polygons using a point-in-polygon predicate [16]. Finally, it groups the pixels by polygon ID and computes the desired aggregate function. This algorithm is analogous to an index-nested loop join algorithm which first builds an index for the vector dataset, i.e., polygons, and runs an index lookup for each pixel in the raster dataset. The drawback of this algorithm is the huge number of index lookups that makes the algorithm impractical for big data. The second approach rasterizes the vector data by converting each polygon to a raster (mask) layer with the same resolution of the input raster layer and then combines the two raster layers and compute the desired aggregate function [5]. The one-to-one correspondence between the mask layer and raster layer makes this algorithm analogous to the hash join algorithm. This algorithm suffers from the huge size of the intermediate representation, i.e., hashtable, which increases with the input size.

This paper proposes a fully distributed algorithm, termed Raptor Zonal Statistics (RZS), which overcomes the limitations of the two baseline algorithms. As this paper shows, RZS is analogous to the sort-merge join algorithm and can provide highly efficient query processing with minimal overhead. The proposed algorithm runs in three steps, namely, intersection, selection, and aggregation. The intersection step partitions the vector data among machines using the R*-Grove algorithm [17] and computes an intermediate data structure, named intersection file, that contains a compact representation of the intersection of the vector and raster datasets. By only reading the metadata of the raster file, i.e., bounds and resolution, the intersection file is encoded in a way that allows the selection step to run in one scan over the raster data. The second step, Selection has two phases, the first phase, RaptorSplitGeneration partitions both the intersection file and the raster data simultaneously using a new component called RaptorInputFormat. This component combines the record distribution of the vector data with the resolution of the raster data to produce fixed-size RaptorSplits that the machines can process in parallel while maintaining a balanced workload. The second phase of this step, Raptor Data Processing uses the intersection files to read pixel ranges from the raster files as defined by the RaptorSplit. The last step, Aggregation aggregates the pixel ranges read in the previous step to produce the required zonal statistics. A previous work [19] proposed a straightforward parallelization of an efficient single-machine algorithm [19, 20] which showed some promising results but was limited since it used the single-machine algorithm as a black-box. In this paper, we redesign the algorithm to make it fully distributed and we make a cost analysis to theoretically prove its efficiency over the baselines. Experiments on real datasets show that the proposed algorithm outperforms all baselines for big data, including RasDaMan and Google Earth Engine, and show perfect scalability with large data and big clusters.

The rest of this paper is organized as follows. Section 2 covers the related work in literature. Section 3 provides a review of the concepts used in this paper. Section 4 describes the proposed system, Raptor Zonal Statistics. Section 5 provides a theoretical analysis and comparison of the proposed approach as well as the raster-based baseline. Section 6 provides an extensive experimental evaluation. Finally, Section 7 concludes the paper.

## 2 Related Work

In this section we cover the relevant work in the literature. First, we give an overview of big spatial data systems and classify them according to whether they primarily target vector data, raster data, or both. After that, we cover the work that specifically targets the zonal statistics problem.

### 2.1 Big Vector Data

In this research direction, some research efforts aimed to provide big spatial data solutions for vector data types and operations. There are several systems in this category including SpatialHadoop [10], Hadoop-GIS [21], MD-HBase [22], Esri on Hadoop [23], GeoSpark [11], and Simba [12], among others. The work in this category covers (1) spatial indexes such as R-tree [10, 11, 12], Quad-tree [23, 22], and grid [10], (2) spatial operations such as range query [25, 10, 11, 12, 22], k nearest neighbor [10, 11, 12, 22], spatial join [10, 11, 12], and computational geometry [24], (3) spatial data visualization including single-level and multilevel [25], and (4) high-level programming languages such as Pigeon [26].

Vector-based systems can support the zonal statistics problem by utilizing the index-nested loop join operation with the point-in-polygon predicate. Simply, it builds a spatial index for the vector layer to facilitate the point-in-polygon search. Then, it converts each pixel to a point and finds the containing polygon using the index. Shahed [27] further improves this query by building an aggregate Quad-tree index for the raster layer but it only supports rectangular regions while
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1 Presented as a poster [18]
this paper considers complex polygons without the need to prebuild an index. When it comes to complicated polygons and high-resolution raster data, all these techniques become impractical.

### 2.2 Big Raster Data

Systems in this research direction focus on processing raster datasets which are represented as multidimensional arrays. Popular systems include SciDB [13], RasDaMan [14], and GeoTrellis [15]. The set of operations supported for raster datasets are completely different from those provided for vector datasets. They are usually categorized into four categories, namely, local, focal, zonal, and global operations [28]. Each operation operates on one or more multidimensional arrays and produce another multidimensional array possibly of a different size.

To support the zonal statistics operation for one polygon, a raster-based systems can apply the following algorithm which resembles a hash-join: (1) Rasterize the polygon by generating a raster layer of the same resolution of the input raster layer where a pixel has a value of one if it is inside the polygon. This layer serves as the hash table. (2) Apply a mask operation between the input raster and the rasterized layer which is a local operation. (3) Apply the desired statistics function on the resulting masked raster. Another approach that may be used is to clip the raster layer using the polygon and aggregating the pixel values. There are two drawbacks to these techniques. First, if the raster data has a very high resolution, the size of the rasterized polygon can be excessively large. Second, it has to process one polygon at a time and for vector datasets with thousands of polygons it will have to generate thousands of rasterized polygons, each with the resolution of the raster layer.

Wang et al. [29] proposed a parallel algorithm for rasterizing vector data which can be used to speed up the first step but it does not address the two limitations described above.

### 2.3 Big Raster-Vector Combination

Systems like PostGIS and QGIS [30] support vector and raster data on the user interface but they internally rely on two isolated libraries, one for each type of data. Therefore, they are still subject to the limitations described above. One of the earliest works on combining raster and vector data is done in [31], which proposes a hybrid data structure to store both raster and vector data. It requires an offline preprocessing step that converts both datasets to an intermediate form before it performs any processing. The additional preprocessing step made it unattractive so our proposed approach is designed to work on the raster and vector data without any reformatting or preprocessing. Another work on querying raster and vector data [32] focuses on compact representation of raster in memory using a new tree-like data structure and performing range queries with vector data represented by an R-tree. On the other hand, the proposed approach does not require any index construction while achieving a better query performance.

### 2.4 Zonal Statistics

The zonal statistics problem is a basic problem that is used in several domains including ecology [3, 4] and geography [5, 6]. However, there was only a little work in the query processing aspect of the problem. ArcGIS [33] supports this query by first rasterizing the polygons dataset and then overlaying it with raster dataset which resembles a hash-join. Zhang et al. [16, 44] solve the zonal statistics problem using an algorithm that resembles the indexed-nested loop join. It converts each pixel to a point and relies on GPUs to speed up the calculation. The drawback is that it has to load the entire raster dataset in GPU memory which is a very expensive operation and would be impractical for very large raster datasets. Zhao et al. [35] aimed at increasing the performance of existing zonal statistics method using python in a shared memory multi-processor system. That method utilized threads by sending each thread a set of files of raster dataset and required rasterizing the polygon dataset as a separate step.

Recent work in Terra Populus [6, 5] demonstrate the complexity of the problem on big raster and big vector datasets. The Scanline algorithm [19, 20] was a first step in efficiently processing the zonal statistics problem by combining vector and raster data but it was limited to a single machine. In [18] (a poster), we tried a straight-forward parallelization of the Scanline approach that showed some performance improvement but it was limited as it used ScanLine as a black-box. In particular, it only parallelized the second phase that reads the raster data but still processes the vector data on a single machine which made it limited to small vector data.

In this paper, we propose a novel scalable sort merge join algorithm for processing the zonal statistics problem on big raster and vector data using MapReduce. It is different than the work described above in four ways. 1. It leverages the MapReduce programming paradigm to scale out on multiple machines. 2. It is a fully distributed approach to the zonal statistics problem which allows it to scale to big raster and vector data. 3. It provides a novel mechanism for parallel task distribution that combines raster-plus-vector (Raptor) in one unit of work. 4. It can efficiently prune non-relevant parts in the raster layer to speed up the query processing.
3 Review of Raster and Vector Data

This section provides a background on some relevant concepts from GIS and spatial databases, and the zonal statistics problem. Interested readers can refer to \[28\] for more information.

3.1 Spatial Data Representation

The two common representations of spatial data are vector and raster representations. The vector representation uses constructs like point, line, and polygon, and operations like intersect, union, and overlaps. The raster representation uses matrices as a common construct and the operations are all performed on these matrices. Each entry in the matrix is called a pixel. To map between pixels and geographic locations, two mappings are used, namely, world-to-grid (W2G) and grid-to-world (G2W). The W2G mapping takes a coordinate in longitude and latitude and maps it to a position in the matrix and the G2W mapping does the opposite. These mappings can also be used to map data between the vector and raster datasets. The algorithm in this paper relies mainly on these two mappings to map the computation between the two representations without having to convert one of them entirely to the other representation.

3.2 Raster File Structure

A raster layer is modeled as very large dense matrix. One layer can typically contain trillions of entries. Most standard file structures, e.g., GeoTIFF and HDF5, partition this large matrix into smaller equi-sized tiles. Each tile is stored as one block and is typically small enough to load entirely in main memory. Tiles are identified by sequence numbers identifies, t_{id}, starting at zero. The file contains a lookup table that allows locating any tile efficiently. The data in all tiles can be stored in row-major or column-major order but they have to be the same. Finally, if a compression is applied, then the data in each tile is compressed separately to allow for decompression of a single tile. The proposed algorithm relies on this structure to achieve highly optimized solution while avoiding and prebuilt indexes.

3.3 Zonal Statistics

The input to the zonal statistics problem is a raster layer r, a vector layer v, and an accumulator acc. The vector layer v consists of a set of polygons which are usually disjoint, e.g., city boundaries. The raster layer is a large two-dimensional matrix that contains remote sensing data, e.g., temperature values. The accumulator acc is a user-provided function which takes pixel values, one at a time, and computes the statistics of interest. For example, one accumulator can compute the average value, while another one can compute the histogram over the spectrum of raster values. The output is a value for the accumulator for each polygon in the vector layer. For example, if r represents the temperature in the world, v represents the 50 US States, and acc is an average accumulator, the output of this problem will be the average temperature for each state.

3.4 Zonal Statistics on Raster DB

The raster database approach focuses on processing raster data by representing them as multi-dimensional arrays and is used in \[13, 14, 15, 33, 6\]. To solve the problem of zonal statistics, this approach follows a method called clipping. It runs in the following three steps.

**Step 1** rasterizes each polygon in the vector layer separately, by generating a mask layer of the same resolution of the input raster layer where a pixel has a value of one if it is inside the polygon and a zero if it is outside.

**Step 2** applies a masking operation between the input raster and the rasterized mask which is a local operation.

**Step 3** computes the desired aggregate function by aggregating all the values in the masked layer.

3.5 Zonal Statistics on Vector DB

The vector database approach focuses on processing vector data by representing each feature in terms of a list of coordinates associated with a set of attributes. A feature can be a point, a line or a polygon. This approach is used in \[10, 11, 12\]. To solve the problem of zonal statistics, this approach follows a method called point-in-polygon. It runs in the following three steps.

**Step 1** builds a spatial index for the vector layer to facilitate the point-in-polygon query. That is, given a query point, find the containing polygon.
Step 2 converts each pixel to a point and runs an index lookup to find the containing polygon, if any.

Step 3 groups the points by their containing polygon ID and runs the desired aggregate function on each group.

3.6 Single-machine ScanLine Method

The scan-line method [19] is the state-of-the-art algorithm for computing zonal statistics on a single machine. It runs in the following three steps.

Step 1 calculates the Minimum Bounding Rectangle (MBR) of the input polygon(s) and maps its two corners from world to grid coordinates using the $W_2 G$ mapping. These two corners help in identifying the lower and upper rows in the grid coordinates that define the range of scan lines to process.

Step 2 computes the intersections of each of the scan lines with the polygon boundaries. It converts each scan line from grid coordinates to world coordinates using $G_2 W$ mapping, and stores their $y$-coordinates in a sorted list. Each polygon is scanned for its corresponding range of scan lines, which are then used to compute intersections with the polygon. These intersections are then sorted by their $x$-coordinates for each scan line.

Step 3 finds the pixels that lie inside the polygons and process them. It maps the $x$-coordinates of the intersections from world to grid coordinates and accumulates the corresponding pixel values. For multiple polygons, all intersections in one row are processed before moving to the next row.

This approach requires a minimal amount of intermediate storage for the intersection points. It also minimizes disk IO by scanning the raster data exactly once and by reading only the pixels that overlap the polygons.

4 Raptor Zonal Statistics (RZS)

In this section, we describe the proposed Raptor Zonal Statistics (RZS) algorithm that follows a sort-merge join approach to join raster and vector datasets and answer the zonal statistics query. By observing the analogy between the two baseline approaches and the two join algorithms, hash join and index nested loop, the reader can see why neither of them scales to big raster and vector data. The hash join does not scale due to the huge size of the hashtable since there must be a unique key for each pixel. The indexed nested loop join does not scale either due to the overwhelming cost of index lookups or the large size of the index. This leaves us with the sort-merge join approach which is usually more efficient than both as it requires one scan over the data. However, it requires an expensive sorting phase which outweighs the saving in the join phase. Therefore, the sort-merge join algorithm is typically used only when the input datasets are already sorted.

The key idea of the proposed algorithm is that we exploit the internal structure of the raster data and produce an intermediate compact representation of the vector data, called intersection file, which perfectly matches the order of the raster data. Furthermore, to produce the intersection file, we only need to process the vector layer and the metadata of the raster layer which means that the raster dataset needs to be scanned once. Finally, the intersection file is generated and stored in a distributed fashion which allows the proposed algorithm to be parallelized over a cluster of machines.
This algorithm runs in three steps, namely, intersection, selection, and aggregation. The intersection step computes the intersection file which captures the intersections between the vector and raster data and sorts these intersections to match the raster data. The selection step uses the intersection file to read the pixels in the raster layer that intersect each polygon in the vector layer. Finally, the aggregation step groups the pixel values by polygon ID and computes the desired aggregate function, e.g., average. The details of the three steps are given below.

4.1 Step 1: Intersection

This step runs as a map-only job and is responsible for intersections file generation. It takes as input the vector layer and the metadata of the raster layer and computes a common structure, called intersection file, which is stored in the distributed file system to be used in the selection step. The vector layer consists of a set of polygons each represented as a list of straight line segments. The metadata of the raster layer consists of the dimensions (number of rows and columns), two affine matrix transformations $G2W$ and $W2G$ as described in Section 3 and the size of each tile in the raster layer, i.e., number of rows and column, and is only a few kilobytes.

The input vector layer is partitioned into fixed-size chunks, 128 mb by default, and each chunk is assigned to one task. While any partitioning technique works fine, we employ the R*-Grove partitioning technique [17] which maximizes the locality of partitions while ensuring load balance. In Spark, each chunk can be processed using the mapPartitions transformation while in Hadoop it can be processed as a map task using the run method.

For each chunk, this step computes all the intersections between each row in the raster layer and each segment of each polygon in the vector layer. To compute these intersections, each line segment is mapped to the raster layer using the $W2G$ transformation to find the range of rows that intersect. Then, it is a simple constant-time computation to find the $x$-coordinate of the intersection. Since we only need to know the intersection at the pixel level, the intersection is mapped to the raster space and the integer coordinate of the pixel is computed. We record the intersection as the triple $(p_{id}, x, y)$ where $p_{id}$ is the polygon ID to which the segment belongs and $(x, y)$ is the coordinate of the intersection in the raster layer.

Finally, the sorted intersections are stored in the intersection file as illustrated in Figure 5. The figure shows multiple intersection files, one for each chunk in the vector data. Since each chunk is processed on a separate machine, the intersection files are computed and written in a fully distributed manner. In each intersection file, the intersections are stored in the sorted order $(t_{id}, y, p_{id}, x)$. As mentioned earlier, $t_{id}$ is not physically stored to save space and is computed as needed. In addition, we append a footer to each intersection file which stores the list of polygon IDs that appear in this file and a pointer to the first intersection in each grid tile ID $t_{id}$. This imposes a logical partitioning of the intersection file by $t_{id}$ as illustrated by the dotted lines in the figure. This footer is only a few kilobytes for a hundred megabyte file and does not impose any significant overhead.

4.2 Step 2: Selection

This step uses the intersection files produced in the first step to select all the pixels that are contained within each polygon. The input to this step is the intersection files and the raster layer while the output is a set of pairs $\langle p_{id}, m \rangle$ where $p_{id}$ is the ID of the polygon and $m$ is the measurement in the pixel. Notice that these values are pipelined to the next step and are not physically stored as there is typically hundreds of billions of these pairs.

This step runs in two phases, namely Raptor Split Generation and Raptor Split Processing. The first phase creates a list of tasks that is distributed among machines to perform the parallel computation. The second phase processes the raster files and intersection files as defined in by the Raptor splits.

**Raptor Split Generation**

The Raptor Split Generation phase generates Raptor Splits using the RaptorInputFormat. In both Spark and Hadoop, the InputFormat is the component that splits the input file(s) into roughly equi-sized splits to be distributed on the worker nodes. These splits are mapped one-to-one to mappers. Therefore, each split defines a unit of work called map task. A corresponding record reader uses the split to extract key-value pairs that are sent to the map function for processing. Since our unit of work is a combination of raster plus vector data, we define the new RaptorInputFormat, RaptorSplit, RaptorRecordReader, and RaptorObject, described as follows. Starting with the smallest one, the RaptorObject contains vector chunk ID $[1, m]$, a raster tile ID $[1, n]$. The RaptorObject defines the smallest unit of work done by the map.
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2. the sorting order becomes $(t_{id}, x, p_{id}, y)$ if the raster file is stored in column-major order
function. The RaptorSplit stores a vector chunk ID and a range of tile IDs. The RaptorSplit defines the task given to each mapper. We can control the amount of work given to each machine by adjusting the number of tiles in the RaptorSplit. The RaptorRecordReader takes one RaptorSplit and generates all the RaptorObjects that it represents. Finally, the RaptorInputFormat takes all the input to the problem, i.e., the raster dataset and all intersection files, and produces a list of RaptorSplits that define the map tasks given to worker nodes. The information needed to create the RaptorSplits is all contained in the footers of the intersection files. Those footers contain the list of tile IDs that intersect each vector chunk. We use this information to create RaptorSplits that contain those tiles that overlap each vector chunk. Effectively, this step prunes all the tiles that do not contribute to the answer.

As an additional optimization, if the raster dataset is stored in multiple files, this phase will limit the range of tile IDs in each RaptorSplit to only one file. This ensures that each machine in this step will need to process only one file. On the other hand, if the raster layer is stored in one big file, we can still split that file among multiple machines for efficient processing.

**Raptor Data Processing**

This phase takes a RaptorObject, which contains a vector chunk ID and a tile ID, and generates a set of pairs \( \langle p_{id}, m \rangle \) where \( p_{id} \) is a polygon ID and \( m \) is a measurement in a pixel contained in that polygon. In Spark, this phase can be implemented as a `flatMap` transformation and in Hadoop it can be implemented as part of the `map` function. This phase starts by loading the raster tile indicated by the tile ID \( t_{id} \) in the input RaptorObject. One tile is typically small enough to fit in main memory so the entire tile is loaded as a two-dimensional array. After that, it opens the intersection file indicated in the RaptorObject. The footer is loaded to locate the first intersection in the tile \( t_{id} \). Then it scans the intersections in the intersection file. Each pair of intersections for one polygon indicate a range of pixels contained inside that polygon. The corresponding range of pixels is scanned from the raster file and a set of pairs \( \langle p_{id}, m \rangle \) is produced where \( p_{id} \) is defined in the intersection and the \( m \) values are defined in the loaded grid tile.

### 4.3 Step 3: Aggregation

In this last step, the set of pairs \( \langle p_{id}, m \rangle \) are aggregated to produce final aggregate values \( \langle p_{id}, \sum m \rangle \), where \( \sum \) is any associative and commutative aggregate function. As in most distributed systems, the aggregate function is computed in two phases, partial and final aggregates. The partial/final computation supports any function that is both associative and commutative which covers a wide range of aggregate functions. The partial aggregates are computed locally in each machine while the final aggregates are computed by combining all the partial aggregates for the same group in one machine. In Spark, this can be implemented as a `aggregateByKey` transformation. In Hadoop, this can be implemented as a pair of `combine` and `reduce` functions.
5 Full Analysis

This section shows the full analysis including computation and disk cost for the three algorithms, RDA, VDA, and RZS. This analysis only considers steps 1&2 of the three algorithms since step 3 is identical for all of them. This part is done on the basis of the size of input raster and vector datasets. Table 1 summarizes the parameters used throughout the analysis.

| Symbol | Meaning                                                                 |
|--------|--------------------------------------------------------------------------|
| r      | Number of rows in raster                                                 |
| c      | Number of columns in raster                                              |
| wt     | Tile width in pixels                                                     |
| ht     | Tile height in pixels                                                    |
| p      | Pixel size in degrees                                                    |
| np     | Number of polygons                                                       |
| ns     | Number of line segments in all polygons                                  |
| nsp    | Average number of line segments per polygon                              |
| wp     | Average polygon width in degrees                                         |
| hp     | Average polygon height in degrees                                        |
| hs     | Average line segment height in degrees                                   |
| I      | Input size in bytes                                                      |
| B      | HDFS block size in bytes                                                 |
| C      | Chunk size. Number of polygons in intersection file                     |

5.1 Raster Database Approach (RDA)

The RDA algorithm scans the polygons and for each polygon it clips the overlapping portion of the raster layer. Finally, it scans all the clipped pixels and aggregates them. The clipping operation is implemented efficiently by sorting all line segments in the polygon. For np polygon with an average of nsp segments per polygon, the cost of the sorting operation is:

\[ T_s = np \cdot nsp \log nsp \] (1)

After that, the algorithm needs to locate the clipped pixels in the raster file. Since the input raster file is stored as tiles of size wt × ht pixels, it needs to read the entire tiles that overlap the mask layer. On average, each polygon will overlap with nt tiles as given below.

\[ nt = \left\lceil \frac{wp}{wp \cdot p} \right\rceil \times \left\lceil \frac{hp}{hp \cdot p} \right\rceil \] (2)

Finally, the total time for the clipping step, Tc, is computed as follow.

\[ T_c = np \cdot nt \cdot wt \cdot ht \] (3)

Hence, the total computation time for RDA,

\[ TRDA = Ts + Tc \] (4)

5.2 Vector Database Approach (VDA)

This approach indexes the vector dataset and, for each pixel in the raster dataset, it checks if that pixel is in the polygons or not. This requires a scan through the whole raster dataset, while searching which polygon contains that pixel. If the pixel lies in any polygon, it simply adds it to the set of values and aggregates them at the end. It takes at most TVDA time computed as

\[ TVDA = ns \log ns + c \cdot r \cdot \log ns \] (5)

\[ ns \log ns \] represents the time needed to build an efficient index, e.g., k-d tree, to index the polygons. The term \( c \cdot r \cdot \log ns \) represents the lookup phase which performs an index lookup, with cost \( \log ns \) for each pixel in the raster layer, with dimensions \( c \times r \).

The disk I/O, DVDA, for this approach requires to read the vector dataset to index it and then read and write the index to and from the disk. While the index can be kept in memory for small vector data, this paper focuses more on the case...
of large data, thus, we assume that the vector data cannot fit in main memory. Apart from this, the approach requires to read the entire raster layer, hence

$$D_{VDA} = c \cdot r + I$$

(6)

This approach is analogous to index-nested loop join, where the vector data is indexed and then the point-in-polygon query is run as in a nested loop.

### 5.3 Raptor Zonal Statistics (RZS)

Below, we estimate the computation time per chunk in RZS which is split into an intersection and selection steps.

**Intersection step:** For each vector chunk, this step is responsible for computing the intersections of the polygons in that chunk with the raster layer. It takes as input the vector polygons and the raster metadata. This step simply scans all line segments and computes the intersections with all scan lines. Let $\pi_i$ be the average number of intersections per intersection file. Then,

$$\pi_i = n_s \cdot \frac{h_s}{p}$$

(7)

where $h_s$ is the average height of a line segment in degrees. This makes $\frac{h_s}{p}$ equal to the average height of a line segment in pixels. If $h_s$ is not known exactly, we can approximate it based on a polygon height and the average number of segments per polygon. On an average polygon, the segments would travel the height of the polygon twice to make a closed polygon. Thus,

$$h_s = \frac{h_p}{2 \cdot n_s}$$

(8)

After the intersections are computed, we need to sort them in the intersection file. The average time per chunk for the intersection step $T_I$, including sorting, is given as below:

$$T_I = \pi_i + \pi_i \log \pi_i$$

(9)

where $\pi_i \log \pi_i$ is the sorting time.

**Selection step:** This step reads the intersections from the intersection files and then reads the raster values between each pair of intersections to compute the required zonal statistics. Similar to RDA, we need to account for the raster file structure while the smallest access unit is a tile. The average number of tiles that overlap one chunk $\pi_t$ is calculated as follow:

$$\pi_t = \left\lceil \frac{w_c}{w_t} \right\rceil \times \left\lceil \frac{h_c}{h_t} \right\rceil$$

(10)

Finally, the average cost of the selection step per chunk $T_S$ is calculated as the total number of pixels read from the raster file.

$$T_S = \pi_t \times w_t \times h_t$$

(11)

And the average cost to process one chunk in the RZS algorithm is $T_{RZS} = T_I + T_S$. Given $n_c$ chunks, the expected processing cost of the RZS algorithm is:

$$T_{RZS} = n_c \cdot T_{RZS}$$

(12)

### 5.4 Discussion

Comparing Equations 4, 5, and 12, we observe that the total computation time for RZS is the least, since it is limited by the time taken to read the raster. It only has to pay the overhead of creating and sorting the intersection files, with total size $K$, which is proportional to the raster layer resolution $p$ (Equation 7). On the other hand, RDA suffers from the huge cost of creating the mask layers (hashtables) which have a total size that is proportional to the squared resolution $p^2$ in Equation 4. It also requires reading portions of the raster data multiple times if they overlap multiple polygons. Hence, the total cost of the RDA approach is several times the size of the raster layer. Finally, the computation cost of VDA is prohibitive as it requires running a large number of index lookups which is equivalent to processing the raster layer multiple times.
Table 2: Vector and Raster Datasets

| Dataset        | $n_p$ | $n_s$ | $w_p$ | $h_p$ | File Size |
|----------------|-------|-------|-------|-------|-----------|
| Counties       | 3k    | 52k   | 0.82  | 0.51  | 978 KB    |
| States         | 49    | 165k  | 12.18 | 4.28  | 2.6 MB    |
| Boundaries     | 284   | 3.8m  | 18.61 | 8.18  | 60 MB     |
| TRACT          | 74k   | 38m   | 0.096 | 0.068 | 632 MB    |
| ZCTA5          | 33k   | 53m   | 0.19  | 0.15  | 851 MB    |
| Parks          | 10m   | 336m  | 0.0067| 0.0043| 8.5 GB    |

| Dataset        | Image size $c \times r$ | Tile size $w_t \times h_t$ | Resolution $p$ |
|----------------|-------------------------|---------------------------|----------------|
| glc2000        | 40,320 × 16,353         | 128 × 128                 | 0.0089         |
| MERIS          | 129,600 × 64,800        | 256 × 256                 | 0.0027         |
| US-Aster       | 208,136 × 89,662        | 208136 × 1               | 0.00028        |
| Tree cover     | 1,296,036 × 648,018     | 36001 × 1                | 0.00028        |

6 Experiments

This section provides an experimental evaluation of the proposed algorithm, Raptor Zonal Statistics (RZS). We compare the distributed Raptor Zonal Statistics algorithm to the single-machine Scanline Method, Rasdaman (a RasterDB approach) and Google Earth Engine (GEE). We show that the proposed RZS is much faster than Rasdaman and has performance comparable with Google Earth Engine. We evaluate them on real data and also show the effect of various design decisions on the Raptor Zonal Statistics.

Section 6.1 describes the setup of the experiments, the system setup and the datasets used. Section 6.2 provides a comparison of the proposed RZS, Scanline method, Rasdaman and Google Earth Engine based on the total running time. It also discusses the vector and raster dataset ingestion time for each of these methods. Section 6.5 gives a verification of the proposed cost model for RZS and RDA methods. Section 6.6 discusses two applications where the proposed RZS algorithm has been used. Section 6.7 shows the effect of various parameters on the total running time of RZS. The parameters include the size of vector chunks, compression of intersection files and effect of partitioning the vector data.

6.1 Setup

We run all the experiments on a Amazon AWS EMR cluster with one head node and 19 worker nodes of type m4.2xlarge with 2.4 GHz Intel Xeon E5−2676 v3 processor, 32 GB of RAM, up to 100 GB of SSD, and 2×8-core processors. The methods are implemented using the open source GeoTools library 17.0.

In all the techniques, we compute the four aggregate values, minimum, maximum, sum, and count. We measure the end-to-end running time as well as the performance metrics which include reading both datasets from disk and producing the final answer. Table 2 lists the datasets that are used in the experiments along with their attributes using the terminology in Table 1. All these datasets are publicly available as detailed in [18]. The boundaries and parks datasets cover the entire world while the other four datasets cover only the continental US. All raster datasets cover the entire world except US-aster which only covers the continental US.

RZS is implemented in Hadoop 2.9. We chose to implement it in Hadoop rather than Spark for two reasons. First, it was simpler because Hadoop can easily support custom input format, i.e., the RaptorInputFormat while Spark does not have a specialized method to define a new input format; it just reuses Hadoop’s InputFormat architecture. Second, Spark is optimized for in-memory processing while RZS is a disk-intensive query that does not have a huge memory footprint.

For RDA, we used Rasdaman 10.0 running on a single machine since the community version does not support distributed processing. We also used Google Earth Engine (GEE) which runs on Google cloud engine. GEE is still experimental and is currently free to use. The caveat is that it is completely opaque and we do not know which algorithms or how much compute resources are used to run queries. Therefore, we run each operation on GEE 3-5 times at different times and report the average to account for any variability in the load. For large vector data, we hit the limit of GEE of 2GB vector file. To work around it, we split the file into 2GB smaller files, run on each file separately, and add up the results. All the running times are collected as reported by GEE in the dashboard.
6.2 Overall Execution Time

This parts compares RZS, Scanline, Rasdaman, and GEE based on the end-to-end execution time. This experiment is run for all the combinations of vector and raster datasets shown in Table 2, and its results can be seen in Figure 3. We omit results for Rasdaman for parks dataset and the combination of boundaries and treecover datasets as it takes more than forty-eight hours to compute them. All experiments on RZS run on a cluster of 20 machines except the TreeCover dataset which we run on 100 nodes due to its huge size.

As can be observed from Figure 3, the proposed distributed RZS algorithm is orders of magnitude faster than Rasdaman for all combinations of raster and vector datasets. RZS is up-to two orders of magnitude faster than GEE and twice as fast for the largest input (Parks ⊕ TreeCover).

Rasdaman failed to ingest the US-Aster file due to its huge size (48GB as a single BigGeoTIFF file). In addition to being a single machine, Rasdaman does not scale due to using the RDA method which scans the polygons, clips the raster layer for each polygon, and aggregates the clipped values. Based on the overlap of polygons and raster tiles, the same tile could be read tens of times based on overlapping polygons. RZS overcomes this problem by generating intersection files that are ordered based on the raster file structure to ensure a single scan of the raster file.

When compared to GEE for large datasets, RZS is at least 2x faster and up-to two orders of magnitude faster. In particular, the speedup of RZS is much higher for large vector datasets which indicates that GEE uses raster-based methods which focus on large raster datasets but ignore the size of the vector data. We further confirm this finding using our cost model in the next part. While GEE is faster for small vector datasets, this is due to the overhead of using Hadoop for small inputs. Indeed, the single machine Scanline [19] algorithm is an order of magnitude faster than both for these small datasets, e.g., GLC2000 and MERIS for small vector data. Therefore, if we want to be always faster than GEE, we just need to switch to Scanline for small datasets but we leave this for a future work. GEE is a free tool (for now) but the knowledge of how it implements the zonal statistics operation[3] is not public. Also, the amount of resources available to users at any time can vary and this is why we report the average of three runs.

When compared to the single-machine Scanline we observe two orders of magnitude speedup of RZS due to the parallel implementation. We also observe that Scanline cannot scale to large vector data due to the limitations of the intersection step which runs on a single machine and that is why the straight-forward parallelization of Scanline on Hadoop [18] did not scale either.

---

3reduceRegions function in GEE
6.3 Ingestion Time

Figure 4 shows the ingestion time of the raster and vector datasets for the proposed RZS algorithm, Rasdaman and GEE. Scanline method can read data from disk and hence does not have the overhead of ingestion time. RZS algorithm requires both raster and vector datasets to be ingested into HDFS, while GEE requires them to be uploaded to its web interface as well. We do not upload US Aster and Treecover to GEE as they are available in its data repository. Rasdaman only requires to ingest the raster datasets, although it failed to ingest the US Aster dataset as explained earlier. As can be observed from the Figure 4(a) RZS has a lower raster data ingestion time as compared to Rasdaman and GEE. Figure 4(b) shows that RZS has an order of magnitude lower vector data ingestion time when compared to GEE. The reason for that is that RZS follows an in-site data processing methodology which does not need to read the data until the query is executed. This makes it a perfect choice for ad-hoc exploratory queries.

6.4 Closeup Scalability of Rasdaman

Since Rasdaman preloads the raster data but not the vector data, it could be a good choice if only a few polygons need to be processed on a large raster dataset. Figure 5 shows the results of zonal statistics query using the MERIS dataset and varying the number of polygons in the parks dataset. It can be observed that Rasdaman is optimized for a very few polygons. However, its running time has a steep ascent as the number of polygons increase. This happens because Rasdaman processes each polygon in a separate query which results in overlapping work. RZS is able to scale more steadily as it can combine the overlapping work using the intersection file structure.

6.5 Verification of Cost Models

This part verifies our cost models described in Section 5 and uses that analysis to better explain the results that we got earlier. Since zonal statistics is a disk IO-intensive operation, we only use the disk cost estimation. Also, to be able to compare the actual running time to the estimated cost, we normalize all values and compare the trends rather than the absolute values. All cost models are computed based on the parameters in Table 2, the system parameters $B = 128MB$ and $C = 5,000$, and the equations in Section 5.

Figure 6(a) compares the actual running time of RZS to the estimated cost (both normalized) when processing GLC2000 and TreeCover datasets. As shown in figure, the trends generally match for both the small and the large datasets showing the robustness of the cost model. Notice that there is still some deviation due to our assumptions of uniform distribution of the vector data which does not hold in reality. To quantify the relationship, we calculated Spearman’s correlation.
coefficient for both cases and it turned out to be 0.94 and 0.77 for GLC2000 and TreeCover respectively. Notice that we did not use the Pearson’s correlation coefficient as it will result in a misleading value of almost 0.999 due to the exponential increase on the the $x$ and $y$ values.

Figure 7 shows the estimated cost of RDA and the actual cost of both Rasdaman and GEE. It is evident from the chart that the trend of the the cost model and the actual times are very similar. While we do not have definite information about GEE, we highly predict that they use the RDA algorithm given the almost perfect match in trends. The correlation coefficient with Rasdaman in GLC2000 is perfect, and for GEE 0.9 and 0.83. We did not have enough data points for Rasdaman with the TreeCover dataset to plot the figure or calculate the coefficient. We believe the cost model for RDA is more accurate since it does not make an assumption about the uniformity of the data as we do with RZS. Still, it is amazing how accurate the results are given that we only relied on the statistics shown in the Table 2.

6.6 Applications

This section discusses two real-life applications of our proposed system, population estimation and wildfire combating.

The first application of RZS is to estimate the population of arbitrary regions using landcover data [8]. The problem is that the US Census Bureau reports the population at the granularity of census tracts which are regions chosen by the Bureau to keep the privacy of the data. Areal interpolation transforms these counts from source polygons, i.e., tracts, to target polygons, e.g., ZIP Codes, with unknown counts. One accurate method [8] uses the National Land Cover database (NLCD) [36] raster dataset as a reference to disaggregate the population counts into pixels and then aggregate them back into target polygons. To speed up the process, we apply RZS to compute the histogram for each polygon in the TRACT dataset on the NLCD dataset. We compared our single-machine implementation to the original Python implementation used by the developers of that algorithm, which was a vector database approach (VDA). Using RZS, the entire process completed in 10 seconds for the state of Pennsylvania while the python-based script took over 100 minutes to complete. Given that impressive speedup, the authors were able to scale their work to the entire US which took under 2 hours on a single machine.

The second application of RZS is in combating wildfires. The goal of this application is to co-create probabilistic decision theoretic models to combat wildfires, which would use RZS for pre-processing satellite wildfire data. The raster data used has a size of 60 GB and the vector data has over 3 million polygons, both spanning over California. We have been able to compute zonal statistics for it in under 2 hours using a AWS cluster of 20 machines.

6.7 Tuning

This section provides a deeper study of the proposed algorithm and examines the effectiveness of each component individually.

6.7.1 Vector Chunks

This experiment studies the effect of splitting the vector file into chunks. In particular, this experiment varies the sizes of vector chunk used in RZS starting with 100, then 1000 to 10,000, incremented in steps of 1000. Figure 8 shows the overall running time as the chunk size increases. Since each line in this graph represents a different raster dataset, we are only interested in the trend of the lines. Therefore, each line is normalized independently to fit all of them in one figure. We omit the running times for which the algorithm runs out of memory. We observe in this experiment that a very low chunk size of 100 results in a reduction in the performance due to the overhead of creating and running too
many RaptorSplits. On the other hand, using a very large chunk size eventually results in some job failures due to the memory overhead. This is equivalent to not splitting the vector file.

After chunk size of 3000, the number of vector chunks generated for Counties and Boundaries, become stable which leads to marginal variation in their running times. The variation of chunk size on larger vector datasets and Tree Cover is more prominent than the other vector datasets. This is due the large size of the Tree Cover dataset. The increase in vector chunk size leads to a decrease in the number of chunks being generated and hence, less number of raptor splits. This leads to each machine having more amount of work to do, and a non-optimal distribution of work. It can be concluded that the choice of vector chunk size should neither be too big (10,000) or too small (100). It should lead to an optimal distribution of work in the Step 2: Raptor Data Processing and can depend on the system configuration. We chose it to be 5,000 based on the experiments and according to our system configuration.

6.7.2 Compression of Intersection File

In this experiment, we study the effect and trade-off of compressing the intersection files. The size of the raw (uncompressed) intersection files ranges from a few kilobytes to a gigabyte. In order to reduce the network and disk IO when storing this file in the distributed file system, we investigated the option of compressing the intersection files using both GZIP and Snappy compression libraries. We did not see a major difference between the two libraries so we are only reporting the results of GZIP. The speedup of the approach without using compression to the approach with the use of compression can be seen in Figure 9. It can be observed that the speedup is either equal to one or marginally less than it. This means that the total running time without the use of compression is less than or almost equal to that with compression. Table 3 reports the compression ratio of intersection files, which is defined as the ratio of the size of

|                  | GLC2000 | MERIS  | US Aster | Tree Cover |
|------------------|---------|--------|----------|------------|
| Counties         | 4.13    | 4.18   | 4.34     | 5.22       |
| States           | 3.41    | 3.34   | 3.3      | 6.07       |
| Boundaries       | 2.56    | 2.55   | 3.68     | 17.43      |
| TRACT            | 2.94    | 3.21   | 3.45     | 4.9        |
| ZCTA5            | 2.88    | 3.11   | 3.34     | 4.64       |

Figure 8: Effect of different sizes of Vector Chunks on total running time

Figure 9: Effect of compression of Intersection File
uncompressed file to that of the compressed file. Although, from Table 3, it can be seen that the size of compressed files is far smaller than that of non-compressed intersection files this did not provide a significant improvement in the running time. This is because the time saved in writing the compressed intersection file is nearly the same as the time taken for compression and decompression of the intersection file. However, compressing the intersection file can be a viable option, in case network IO becomes a bottleneck.

6.7.3 Spatial Partitioning of Vector Data

This experiment shows the effect of spatial partitioning input vector data on the total running time. We use R*-Grove [17] algorithm to partition the vector data. The results for the total running time of the proposed algorithm with partitioned and non-partitioned vector data are shown in figure 10. As can be observed from the figure, spatially partitioning the vector data helps achieve orders of magnitude of speedup for the large vector datasets (ZCTA5 and Parks). In addition, the largest combination of datasets, Parks × TreeCover took more than 48 hours with non-partitioned data and we had to terminate it. The total running time for other vector datasets either shows a marginal improvement or remains the same. Spatial partitioning reduces the spatial extents of the contents of each HDFS block which also reduces the overlap with raster data. Not using spatial partitioning means that the contents of each block would cover the entire input space which results in reading the entire raster file when processing each intersection file. Our cost model can further explain the results of this experiment by setting the average width and height of a block to the width and height of the raster dataset, respectively. For small vector datasets with one block, there will be no difference between spatial and non-spatial partitioning. However, as the number of blocks increase the effect of spatial partitioning will be huge.

Table 4 reports the time taken by R*-Grove [17] algorithm to partition the vector datasets. As can be seen from the table, The partitioning though fast takes hundreds of seconds to partition the vector dataset. Parks was the only dataset, where the difference between running time of partitioned and non-partitioned input vector data is much larger than the partitioning time. It can thus be concluded that partitioning vector data is of advantage for very large vector datasets.

7 Conclusion

This paper models the zonal statistics problem as a join problem and propose a distributed MapReduce algorithm, Raptor Zonal Statistics (RZS) to solve it. The proposed algorithm provides several key ideas that can carry on to other
distributed algorithms for processing the combination of big vector and raster datasets. First, the proposed framework runs in three steps, an intersection step that computes a common distributed index structure, a selection step that reads the pixels from the raster file based on that structure, and an aggregation step that processes the pixel values. The second key idea is introducing the RaptorInputFormat which is the first input format that combines raster plus vector data in one split. The RaptorInputFormat can define the units of work to be executed in parallel and provides an easy way to optimize and balance the load across machines. The RaptorInputFormat combined with the intersection step can also prune irrelevant parts of the raster file in order to speed up the parallel processing. Our experiments with large scale real data shows that the proposed algorithm is up-to two orders of magnitude faster than the baselines including Rasdaman and Google Earth Engine (GEE). We also presented a cost model which helped us explaining the results of both RZS and the baseline techniques.

References

[1] EOSDIS Annual Metrics Reports, 2020. https://earthdata.nasa.gov/eosdis/system-performance/eosdis-annual-metrics-reports

[2] The ESA Earth Observation Payload Data Long Term Storage Activities, 2017. https://www.cosmos.esa.int/documents/946106/991257/13_Pinna-Ferrante_ESALongTermStorageActivities.pdf

[3] G Darrel Jenerette et al. Regional Relationships Between Surface Temperature, Vegetation, and Human Settlement in a Rapidly Urbanizing Ecosystem. *Landscape Ecology*, 22:353–365, 2007.

[4] G. Darrel Jenerette et al. Ecosystem Services and Urban Heat Riskscape Moderation: Water, Green Spaces, and Social Inequality in Phoenix, USA. *Ecological Applications*, 21:2637–2651, 2011.

[5] David Haynes, Steven Manson, and Eric Shook. Terra Populus’ Architecture for Integrated Big Geospatial Services. *Transactions on GIS*, 2017.

[6] David Haynes et al. High Performance Analysis of Big Spatial Data. In *Big Data*, pages 1953–1957, Santa Clara, CA, November 2015.

[7] Hossein Saadat et al. Land use and land cover classification over a large area in Iran based on single date analysis of satellite imagery. *ISPRS Journal of Photogrammetry and Remote Sensing*, 66(5):608–619, 2011.

[8] Michael Reibel and Aditya Agrawal. Areal interpolation of population counts using pre-classified land cover data. *Population Research and Policy Review*, 26(5):619–633, 2007.

[9] Matthew P Thompson et al. Integrating pixel-and polygon-based approaches to wildfire risk assessment: Application to a high-value watershed on the pike and san isabel national forests, Colorado, USA. *Environmental Modeling & Assessment*, 21(1):1–15, 2016.

[10] Ahmed Eldawy and Mohamed F. Mokbel. SpatialHadoop: A MapReduce Framework for Spatial Data. In *ICDE*, pages 1352–1363, Seoul, South Korea, April 2015.

[11] Jia Yu, Mohamed Sarwat, and Jinxuan Wu. GeoSpark: A Cluster Computing Framework for Processing Large-Scale Spatial Data. In *SIGSPATIAL*, pages 70:1–70:4, Seattle, WA, November 2015.

[12] Dong Xie et al. Simba: Efficient In-Memory Spatial Analytics. In *SIGMOD*, June 2016.

[13] Michael Stonebraker et al. SciDB: A Database Management System for Applications with Complex Analytics. *Computing in Science and Engineering*, 15(3):54–62, 2013.

[14] Peter Baumann et al. The multidimensional database system rasdaman. In *SIGMOD*, pages 575–577, Seattle, WA, June 1998.

[15] Ameet Kini and Rob Emanuele. Geotrellis: Adding Geospatial Capabilities to Spark, 2014.

[16] Jianting Zhang, Simin You, and Le Gruenwald. Efficient Parallel Zonal Statistics on Large-Scale Global Biodiversity Data on GPUs. In *BIGSPATIAL*, pages 35–44, Bellevue, WA, November 2015.

[17] Tin Vu and Ahmed Eldawy. R-grove: Growing a family of r-trees in the big-data forest. In *Proceedings of the 26th ACM SIGSPATIAL International Conference on Advances in Geographic Information Systems*, pages 532–535, 2018.

[18] Samriddhi Singla and Ahmed Eldawy. (Poster) Distributed Zonal Statistics of Big Raster and Vector Data. In *SIGSPATIAL*, 2018.

[19] Ahmed Eldawy, Luye Niu, David Haynes, and Zhiba Su. Large scale analytics of vector+raster big spatial data. In *Proceedings of the 25th ACM SIGSPATIAL International Conference on Advances in Geographic Information Systems*, SIGSPATIAL’17, pages 62:1–62:4, 2017.
[20] Samriddhi Singla et al. Raptor: Large Scale Analysis of Big Raster and Vector Data. *PVLDB*, 12(12):1950 – 1953, 2019.

[21] Ablimit Aji et al. Hadoop-gis: A high performance spatial data warehousing system over mapreduce. *PVLDB*, 6(11):1009–1020, 2013.

[22] Shoji Nishimura et al. MD-HBase: Design and Implementation of an Elastic Data Infrastructure for Cloud-scale Location Services. *DAPD*, 31(2):289–319, 2013.

[23] Randall T. Whitman, Michael B. Park, Sarah A. Ambrose, and Erik G. Hoel. Spatial Indexing and Analytics on Hadoop. In *SIGSPATIAL*, pages 73–82, Dallas, TX, November 2014.

[24] Ahmed Eldawy et al. CG_Hadoop: computational geometry in MapReduce. In *SIGSPATIAL*, pages 284–293, Orlando, FL, November 2013.

[25] Ahmed Eldawy, Mohamed F. Mokbel, and Christopher Jonathan. HadoopViz: A MapReduce Framework for Extensible Visualization of Big Spatial Data. In *ICDE*, pages 601–612, Helsinki, Finland, May 2016.

[26] Ahmed Eldawy and Mohamed F. Mokbel. Pigeon: A Spatial MapReduce Language. In *ICDE*, pages 1242–1245, Chicago, IL, March 2014.

[27] Ahmed Eldawy et al. SHAHED: A mapreduce-based system for querying and visualizing spatio-temporal satellite data. In *31st IEEE International Conference on Data Engineering, ICDE 2015*, pages 1585–1596, 2015.

[28] Shashi Shekhar and Sanjay Chawla. *Spatial Databases: A Tour*. Prentice Hall Upper Saddle River, NJ, 2003.

[29] Yafei Wang et al. Parallel scanline algorithm for rapid rasterization of vector geographic data. *Computers & geosciences*, 59:31–40, 2013.

[30] QGIS. [http://www.qgis.org/](http://www.qgis.org/) 2015.

[31] Donna J Peuquet. A hybrid structure for the storage and manipulation of very large spatial data sets. *Computer Vision, Graphics, and Image Processing*, 24(1):14–27, 1983.

[32] Nieves R Brisaboa et al. Efficiently querying vector and raster data. *The Computer Journal*, 60(9):1395–1413, 2017.

[33] Zonal Statistics in ArcGIS. [http://desktop.arcgis.com/en/arcmap/10.3/tools/spatial-analyst-toolbox/h-how-zonal-statistics-works.htm](http://desktop.arcgis.com/en/arcmap/10.3/tools/spatial-analyst-toolbox/h-how-zonal-statistics-works.htm) 2017.

[34] Jianting Zhang and Dali Wang. High-Performance Zonal Histogramming on Large-Scale Geospatial Rasters Using GPUs and GPU-Accelerated Clusters. In *IPDPS Workshops*, pages 993–1000, Phoenix, AZ, May 2014.

[35] Gang Zhao et al. Parallelization and optimization of spatial analysis for large scale environmental model data assembly. *Computers and electronics in agriculture*, 89:94–99, 2012.

[36] Nlcd dataset. [https://www.mrlc.gov/data/type/land-cover](https://www.mrlc.gov/data/type/land-cover), 2020.