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Abstract. An inflationary scenario is expected to be embedded into an ultraviolet (UV) complete theory such as string theory. The effect of UV complete theories may appear as nontrivial kinetic terms in the low energy effective field theory, which provides a nontrivial geometry in field space. In this paper, we study the effect of the geometry of multi-form-field space on an inflationary scenario. In particular, we focus on the geometric destabilization mechanism which induces the phase transition from the conventional slow-roll inflation to a novel inflationary scenario. Anisotropic inflation is a typical example of the new phase. To conform to observations, we restrict us to isotropic configuration of form fields. We clarify the conditions for the onset of the destabilization and reveal the geometric structure of attractors after the destabilization. We classify the viable models from the observational point of view. We also investigate the features of the primordial fluctuations and find the similarity to hyperbolic inflation. By calculating the power spectrum, we make several phenomenological predictions which are useful to discriminate our models from others inflation models. We found the scalar-to-tensor $r$ will be suppressed by large one-form gauge fields, while it has the same order as the slow roll parameter $r \sim O(1)\epsilon$ for large two-from gauge fields.
1 Introduction

An inflationary scenario provides a solution to the flatness and horizon problems [1–4]. Remarkably, single-field inflation models account for the primordial fluctuations of the large scale structure of the universe and have been excellently tested by the latest observations [5, 6].
However, inflation models must be embedded into an ultraviolet (UV) complete theory, e.g. string theory [7–11], as a low energy effective field theory. In general, there are many (quasi-) heavy fields in the UV complete theory which should be taken into account when we discuss inflation. One can integrate them out and describe the system by an effective single-field theory with some corrections, for example, the modification to the effective speed of sound which can be less than the speed of light [12–14]. Thus, in contrast to the single-field case, taking into account these new heavy fields may result in some new features in the evolution of the system, both in the background and perturbations.

The additional degrees of freedom in the inflationary models motivated from the string theory and supergravity may provide a non-canonical kinetic term of the scalar fields. For example, if we consider the effective field theory containing an operator $-\int(\partial\phi_1)^2\phi_2^2/M^2$, where the inflaton $\phi_1$ is coupled to an extra scalar field $\phi_2$ at energy scale $M$. This equivalently modify the kinetic term of scalar fields to $(1 + 2\phi_2^2/M^2)(\partial\phi_1)^2 + (\partial\phi_2)^2$, where the metric of the field space is not flat anymore. Thus, in the contexts of beyond the Standard Model, it seems natural to consider a general form of the kinetic terms

$$S_{\text{kin}} = -\frac{1}{2} \int d^4x \sqrt{-\tilde{g}} c_{ab}(\phi) \partial^a \phi \partial^b \phi^a, \quad \phi^a = (\phi^1, \phi^2).$$

(1.1)

where $\tilde{g}$ is the determinant of a spacetime metric $\tilde{g}_{\mu\nu}$ and $c_{ab}$ is the metric of the field space. Recently, it is shown that a geometric destabilization occurs for the non-flat geometry of scalar field space (1.1) [15–19]. Specifically, for a two-scalar-field inflation one can deduce the equation of motion for the entropic perturbations $Q_s$ on large scales and the mass squared term is given by

$$M_s^2 \equiv V_{NN} - H^2\eta^2_N + \epsilon_H H^2 R_{fs} M_{pl}^2,$$

(1.2)

where $M_{pl}$ is the Planck mass, $V_{NN}$ is the mass term in the potential, $H$ is the Hubble parameter, $R_{fs}$ is the curvature scale of the field space, $\eta_N$ is the turn rate of the trajectory in the field space, and $\epsilon_H$ is the slow roll parameter. The third term is the contribution from the effect of the geometry of the field space which is not necessarily small. If we assume $\phi_1$ is the inflaton and $\phi_2$ is a very heavy extra field ($m_2 \gg H$) so that it stays at the bottom of its potential, the system is in the conventional slow roll inflation phase driven by $\phi_1$. Hence the second term in (1.2) vanishes because of $\eta_N = 0$. If the field space has a large negative curvature $R_{fs} < 0$, the mass squared would be tachyonic owing to the third term in (1.2), i.e.,

$$M_{s}^2|_{\eta_N=0} < 0.$$

(1.3)

This is akin to the mechanism of hybrid inflation [20], which includes a second "waterfall" field apart from the inflaton. This waterfall field becomes tachyonic and the conventional inflation phase ends, owing to the exponentially growth of the perturbation.

In general, after the destabilization, the system will be settled into a second inflationary phase, where the heavy scalar field $\phi_2$ is excited and leaves away from the bottom of the potential. In the field space, the trajectory of scalar fields has non-zero turn rate $\eta_N \neq 0$ hence deviates from the original slow-roll trajectory along $\phi_1$. Recently, the inflationary attractors with such non-geodesic motion of scalar fields were studied. For example, the sidetracked inflation [16], which can be described by an effective single-field theory with an imaginary speed of sound. Furthermore, the geometric destabilization also occurs for the ultra-light extra field, i.e., $m_2 \to 0$ [18, 19]. A prototypical attractor of such case is the hyperbolic inflation [21–23], where the field space is a hyperbolic plane and the massless extra field $\phi_2$
can be regarded as an angular field rotating around the bottom of potential. Actually the hyperbolic inflation can be classified as one special case of the sidetracked inflation [24]. All of these models enjoy the same features that the extra field rapidly turns [25, 26]. That is, the energy of angular motion of the extra field is very large compared to the kinetic energy of inflaton. Hence the slow roll is allowed. Phenomenologically, these models can be distinguished from the single-filed one. The imaginary speed of sound results in a transient instability of fluctuations so that the perturbation modes experience a tachyonic growth before the horizon crossing. At the same time, the tensor-to-scalar ratio is exponentially suppressed because of this instability. The bispectrum for this strongly non-geodesic motion is not exponentially enhanced. However, the shape of bispectrum has flattened configurations, which is quite different from the usual equilateral one in the single-field case [27, 28].

We learned that the geometric structure of the multi-scalar field space can destabilize the conventional slow roll inflation and causes many interesting phenomenon. In this line of thought, the extra scalar fields can be replaced by gauge fields $A_\mu$. Indeed, the destabilization due to a gauge kinetic term occurs in the scalar-gauge-field models [29]. For the Maxwell theory which is conformally coupled to gravity, the expansion of universe can be eliminated from the action. Hence the $U(1)$ gauge fields do not feel the expansion of the universe. To make the gauge fields relevant to inflation, One approach is to consider inflation driven by gauge fields involving $F^4$ terms [30, 31]. Another one is to introduce the scalar fields coupling to the kinetic term of gauge fields. The later kind of models have been used to discuss the origin of magnetic fields on large scale in our universe [32–42]. Moreover, the models are called anisotropic inflationary models [29, 43–48] described by the action

$$S_{\text{kin}} = -\frac{1}{4} \int d^4x \sqrt{-g} f^2(\phi) F_{\mu \nu} F^{\mu \nu},$$

where $F_{\mu \nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$ is the field strength and the gauge kinetic function $f(\phi) = \exp(2c \int V/\sqrt{g} d\phi)$ with a parameter $c > 1$ is chosen so that the gauge fields survive during inflation. The gauge field induces a second inflationary stage where the statistical anisotropy in the power spectrum of curvature fluctuations and other phenomenological signs are produced [46–52]. In this paper, we will show that the process can be interpreted as the geometric destabilization. Here the gauge kinetic function $f(\phi)$ can be regarded as the metric in the field space. We see the similarity between anisotropic inflation and the hyperbolic inflation.

Note that gauge fields can be regarded as one-form fields. We can also consider two-form gauge fields $B^a_{\mu \nu}$ whose field strength is $H_{\mu \nu \rho} = \partial_\mu B^a_{\nu \rho} + \partial_\nu B^a_{\rho \mu} + \partial_\rho B^a_{\mu \nu}$ [53–55]. Here, we are considering multi fields labelled by indices $a$. The general kinetic terms of the model can be written as

$$S_{\text{kin}} = \int d^4x \sqrt{-g} \left[ -\frac{1}{2} c_{ab}(\phi) \partial^\mu \phi^a \partial_\mu \phi^b - \frac{1}{4} f_{ab}(\phi) F^a_{\mu \nu} F^{b \mu \nu} - \frac{1}{4} g_{ab}(\phi) H^a_{\mu \nu \rho} H^{b \mu \nu \rho} \right],$$

where $f_{ab}$ and $g_{ab}$ are the metrics of the field space of one-form and two-form gauge fields, respectively. Here, both the one-form and two-form gauge fields are massless, as in the hyperbolic inflation. Now the metric of the whole field space can be written by

$$G_{ab}(\phi) = \begin{pmatrix} c_{ab}(\phi) & f_{ab}(\phi) \\ f_{ab}(\phi) & g_{ab}(\phi) \end{pmatrix}. $$

The exact power-law solutions for the hyperbolic inflation with a gauge field have been studied previously [56, 57]. It is intriguing to study the above general models in detail.
To study how gauge fields destabilize the conventional slow roll inflationary solutions, we start with models including only one scalar field ($c_{ab} = 1$) and a triplet of isotropic multi-gauge fields. Although some specific models have been discussed in previous studies, the connection between the geometric destabilization and the cosmological perturbations has not been explored. In particular, like as the cases of multi-scalar field (e.g. hyperbolic inflation), we consider the situation significant amount of gauge fields contribute to inflation dynamics, which causes the exponential growth of curvature perturbations inside the horizon. We consider the one-form gauge fields and the two-form gauge fields, separately. The isotropic configuration of gauge fields allows us to pick up the scalar parts of the perturbations and see how they can impact on the slow roll inflation. Our main objectives in this paper are:

- Using the helicity decomposition, we pick up the scalar perturbation of gauge fields and derive the equations of motion of these perturbations. Then clarifying the conditions that these perturbation become tachyonic due to the geometrical effects.

- As a consequence of geometrical destabilization, there are new attractor solutions. We classify solutions that produce scale invariant power spectrum of gauge-field perturbations for a general field space metric $f_{ab}(\phi)$ or $g_{ab}(\phi)$.

- At the linear perturbation level, we need to study the transient instability of perturbations before the horizon crossing. This instability results in an exponential growth of the perturbations. We analyze it numerically for one-form and two-form gauge fields, respectively.

- We also calculate the power spectrum of curvature perturbations by taking into account the modes of scalar fields and gauge fields. We calculate the spectral index $n_s - 1$ and the tensor-to-scalar ratio $r$ for these two models.

The organization of the paper is as follows. In section 2, we study the first objective we mentioned above and clarify the geometric destabilization mechanism of gauge fields. In section 3, we study the second objective and reveal the geometric structure of general attractors after the destabilization. In section 4, we provide several examples. In section 5, we study the primordial fluctuations around these attractors. In section 6, we calculate the primordial power spectrum of the models. The final section is devoted to the conclusion.

Table 1. We present here some symbols that appear frequently in this paper. FS: Field Space. BG: Background. SL: Slow Roll. fluc.: fluctuation. $\times$: do not exist. We ignore the vector fluctuations because they do not contribute to the observations in our models. The definitions of SR variables can be found in Section 3.3. $\Delta_i$ and $t_{ij}$, $h_{ij}$ are canonical variables used in Section 5.

| Fields | FS metric | BG field | SR variables | Scalar fluc. | Tensor fluc. |
|--------|-----------|----------|--------------|--------------|-------------|
| Scalar | $c = 1$   | $\phi$   | $\epsilon, \eta$ | $\Delta \phi = a \delta \phi$ | $\times$ |
| One-form | $f$ | $A^i = A \delta_{ai}$ | $\epsilon, h, h_i$ | $\Delta Q = a \delta Q, \Delta U = a U_i$ | $t_{ij} = 2 f T_{ij}$ |
| Two-form | $g$ | $B^a_k = B \delta_{ak}$ | $\epsilon, l, l_i$ | $\Delta P = a \delta P$ | $\times$ |
| Gravity | $\times$ | $\tilde{g}, q, N, N^i$ | $\epsilon_H$ | $A, B$ | $h_{ij} = a w_{ij}$ |
2 Geometric destabilization

In the case of multi-scalar fields, the destabilization comes from the negative contribution in the mass term of entropic perturbations. Similarly, a non-trivial geometry of gauge field space has an effect on the conventional slow roll inflation. For simplicity, let us first consider a model with one scalar field and a triplet of one-form gauge fields, where the metric of field space is given by

\[ G_{ab}(\phi) = \left( \begin{array}{c} 1 \\ f_{ab}(\phi) \end{array} \right), \]  

(2.1)

where \( a, b = 1, 2, 3 \). In general, gauge fields break the rotational symmetry of the theory. However, a specific choice of three \( U(1) \) gauge fields allows us to take an isotropic background. In fact, one can identify the internal global \( O(3) \) rotation of three \( U(1) \) gauge fields with the rotation in real three dimensional space by choosing the background and the coupling functions as

\[ A^a_0 = 0, \quad A^a_i = \delta^a_{ai}, \quad f_{ab} = f^2\delta_{ab}. \]

(2.2)

Apparently, this configuration can be compatible with the isotropic cosmological model. We shall see in the appendix A.1, the "mass" term of gauge-field perturbations is independent of the number of gauge fields if \( f_{ab} = f^2\delta_{ab} \). Hence the discussion about the instability in this section is also applicable to anisotropic inflation with only one gauge field [29]. In the isotropic configuration of gauge fields, we can simply consider an isotropic flat FRW cosmological background, i.e.,

\[ ds^2 = -dt^2 + a^2(t)\delta_{ij}dx^i dx^j, \]

(2.3)

where \( t \) is the cosmic time and \( a(t) \) represents a scale factor. The equations of motion for the homogeneous \( \phi \) and \( \delta \) are

\[ \ddot{\phi} + 3H\dot{\phi} + V_\phi - 3f_\phi f\dot{k}^2a^{-2} = 0, \]

\[ \ddot{k} + \left( 2\frac{f'}{f} + H \right) \dot{k} = 0, \]

(2.4)

where the dot denotes differentiation with respect to the cosmological time \( t \). The last term of equation of motion of \( \phi \) is an additional contribution coming from the non-trivial field space. There is also a geometric term in the equation of motion of gauge fields. If we switch to the conformal time \( \tau \), we have \( \ddot{k}'' + 2(f'/f)\dot{k}' = 0 \). For a trivial geometry, \( f = constant \), the gauge field conformally coupled to the FRW background. Hence, \( \delta \) is an harmonic oscillator and its fluctuations are not excited. While, a non-trivial geometry provides an effective mass term to the fluctuations.

Let us examine fluctuations of the gauge fields. Thanks to the isotropic configuration of gauge fields, one can decompose the perturbations of spatial sector of gauge fields as

\[ A^a_i = a(t) \left( \tilde{Q} + \delta\tilde{Q} \right) \delta_{ai} + a(t)\epsilon_{iab}\partial_b\tilde{U}, \]

(2.6)

where we have fixed the gauge redundancy of the gauge fields (see appendix A.1 for details). \( \delta\tilde{Q} \) and \( \partial\tilde{U} \) are the fluctuations of electric fields and magnetic fields respectively. Here we consider quantities \( k/a(t) \) because we want to discuss the similar mechanism of scalar-field destabilization, and \( \tilde{Q} \) transforms exactly like a scalar field under rotation. Moreover, to
obtain the similar equations of motion to the scalar field, we introduce new variables of perturbations
\[ \delta Q \equiv \sqrt{2} f \delta \tilde{Q}, \quad U_i \equiv \sqrt{2} f \partial_i \tilde{U}. \]  
(2.7)

Then one can obtain the equations of motion of these perturbations by varying the quadratic action after perturbing the background (see appendix A.1 for details). The equations of motion of gauge-field degrees of freedom \( \delta Q \) and \( U_i \) are given by
\[ \ddot{\delta Q} + 3H\dot{\delta Q} + \left( M_{QQ} + \frac{k^2}{a^2} \right) \delta Q + M_{Q\phi} \delta \phi + \bar{M}_{Q\phi} \dot{\delta \phi} = 0, \]  
(2.8)
\[ \ddot{U}_i + 3H\dot{U}_i + \left( M_{UU} + \frac{k^2}{a^2} \right) U_i = 0, \]  
(2.9)

where
\[ M_{QQ} \equiv 2\epsilon_E (3 - \epsilon_H) H^2 - \left( \frac{\dot{f}}{f} + H \frac{\dot{f}}{f} - 2H^2 + \epsilon_H H^2 \right), \]  
(2.10)
\[ M_{UU} \equiv - \left( \frac{\dot{f}}{f} + H \frac{\dot{f}}{f} - 2H^2 + \epsilon_H H^2 \right). \]  
(2.11)

Here, we defined the slow roll parameter \( \epsilon_H \equiv -\dot{H}/H^2 \) and \( \epsilon_E \equiv f^2 \dot{a}^2/(M_{pl} a H)^2 \). The coefficients \( M_{Q\phi} \) and \( \bar{M}_{Q\phi} \) describe interactions between scalar field and electric field, which is related to the energy density of gauge fields \( \epsilon_E \) as is shown in appendix A.1. If we assume that the energy of gauge fields is much smaller compared to that of the inflation, i.e., \( \epsilon_E \ll 1 \), the first term in (2.10) can be ignored and we have \( M_{QQ} \simeq M_{UU} \).

Similarly, we can also consider the case of the two-form gauge fields. We also consider a triplet of two-form gauge fields with field space
\[ G_{ab}(\phi) = \begin{pmatrix} 1 \\ g_{ab}(\phi) \end{pmatrix}, \]  
(2.12)
\[ a, b = 1, 2, 3. \]

For any two-form gauge field \( A^{\mu\nu} \) one can spatially dualize the spatial parts of it as \( A^{ij}_{\mu\nu} \equiv \epsilon^{ijk} B^a_k \). Hence we can diagonalize \( B^a_k \) exactly like the one-form gauge fields [58, 59]. Then the ansatz of the two-form gauge fields is given by
\[ A^{\alpha}_{0i} = 0, \quad B^a_k = \mathbb{B} \delta_{ai}, \quad g_{ab} = g^2 \delta_{ab}. \]  
(2.13)

Using the above configuration and the metric (2.3), we can obtain the background equations of motion for the homogeneous \( \phi \) and \( \mathbb{B} \) as
\[ \ddot{\phi} + 3H\dot{\phi} + V_{\phi} - 3g_\phi g \mathbb{B}^2 a^{-4} = 0, \]  
(2.14)
\[ \ddot{\mathbb{B}} + \left( 2\frac{\dot{g}}{g} - H \right) \dot{\mathbb{B}} = 0. \]  
(2.15)

The last term in equation of \( \phi \) and the second term in equation of \( \mathbb{B} \) come from the geometry of field space. Again, we use the helicity decomposition of the perturbations of gauge fields and fix their gauge (see appendix A.2). Then we have the spatial sector of perturbations
\[ B^a_k = a(t) \left( \tilde{P} + \delta \tilde{P} \right) \delta_{ak}, \]  
(2.16)
Figure 1. (Left) The effective mass squared of one-form gauge-field perturbations for $f(\phi) = \exp(\phi^2)$. $M_{QQ}$ and $M_{UU}$ coincide during inflation and are negative in the unstable inflationary phase (yellow region). (Right) The effective mass squared $M_{UU}$ is depicted for $f(\phi) = \exp(\phi^n)$ with various $n = \{2, 2.05, 2.1, 2.2\}$. The mass squared converging to zero implies the stabilization. We chose the potentials $V(\phi) = m^2\phi^2/2$ with $m = 10^{-5}$ and set $M_{pl} = 1$.

where $\tilde{P}$ is the background field. In the two-form case we have only one dynamical scalar perturbation $\delta \tilde{P}$ of the gauge fields. Similarly, to obtain the equations of motions of $\delta \tilde{P}$ that contains the effective mass squared we need, one can define the new variable

$$\delta P \equiv \frac{g}{\phi} \delta \tilde{P}.$$  \hfill (2.17)

Taking the variation of the quadratic action (see Appendix A.2), the equations of motion of two-form gauge fields perturbations $\delta P$ is given by

$$\delta \ddot{P} + 3H \dot{\delta P} + \left( M_{PP} + \frac{k^2}{a^2} \right) \delta P + M_{P\phi} \delta \phi + \tilde{M}_{P\phi} \delta \dot{\phi} = 0,$$ \hfill (2.18)

where

$$M_{PP} \equiv 2\epsilon_B (2 - \epsilon_H) H^2 - \left( \frac{\ddot{g}}{g} - \frac{H \dot{g}}{g} - 2H^2 + \epsilon_H H^2 \right).$$ \hfill (2.19)

and $\epsilon_B \equiv g^2 B^2/(M_{pl}^2 a^4 H^2)$. The coefficients $M_{P\phi}$ and $\tilde{M}_{P\phi}$ are related to the energy density of two-form gauge fields $\epsilon_B$.

To see how geometric effects of field space destabilize inflation, we assume at the beginning of the evolution, the energy density of the gauge fields is negligible, i.e., $\epsilon_E = \epsilon_B = 0$. During this period the interaction between gauge-field modes and scalar-field modes can be ignored and hence have $M_{Q\phi} = \tilde{M}_{Q\phi} = M_{P\phi} = \tilde{M}_{P\phi} = 0$. In this period $M_{QQ}$ and $M_{PP}$ can be regarded as the mass squared of modes $\delta Q$ and $\delta P$ respectively on super-horizon scale $k \ll aH$. For non-trivial geometry of gauge-field space $f$ and $g$, the gauge-field perturbations may become tachyonic, i.e.,

$$M_{AA}^2 \equiv M_{QQ}|_{\epsilon_E = 0} < 0, \quad M_{BB}^2 \equiv M_{PP}|_{\epsilon_B = 0} < 0,$$ \hfill (2.20)

hence destabilizes the background evolution. If the evolution of metric $f$ is fast enough ($\dot{f}/f \gg H$), the instability can take place well before the end of inflation. We have showed some examples in Figure 1 which are unstable at the beginning of inflation. Notably, this condition of instability do not rely on the number of scalar fields because the mass term is only determined by the geometry of gauge-field space and initial conditions of the destabilization. We shall provide some one-scalar-field and two-scalar-field examples in section 4.
Figure 2. (Left) The evolution of $\dot{\phi}/H$ (blue solid curve) for one-form case is depicted. After the destabilization occurs (yellow region), it will move on to a new attractor given by $-L_1(\phi)$ (black dashed curve). (Right) The evolution of $\dot{\phi}/H$ for $f(\phi) = \exp(\phi^n)$ with $n = \{2, 2.05, 2.1, 2.2\}$ are plotted. We chose the potentials $V(\phi) = m^2 \phi^2/2$ with $m = 10^{-5}$ and set $M_{\text{pl}} = 1$.

3 Geometric structure of multi-form-field space

The geometry in the space of gauge fields makes the conventional slow-roll inflationary solutions unstable. As in the case of two-scalar-field inflation such as sidetracked attractors [16] or hyperbolic attractors [21], this does not mean the inflation end, rather it indicates a new stable attractor [29]. Let us look at the attractor when $\ddot{\phi} \ll H\dot{\phi}$, $\epsilon_H \ll 1$ and $\epsilon_E \ll 1$ for one-form gauge fields and $\epsilon_B \ll 1$ for two-form gauge fields. In this section, we set $M_{\text{pl}} = 1$.

3.1 One-form gauge fields

The attractors of the second phase should have non-decay fluctuations of gauge fields in the power spectrum. Let us write down the equation of motion (2.8) with conformal time $d\tau = dt/a$

$$\delta Q'' + 2aH\delta Q' + \left(2a^2H^2 - \frac{f''}{f}\right)\delta Q = 0,$$

where we have ignored slow roll parameters. To generate non-decay power spectrum of electric fields, the new attractors should have $f \sim \tau^2$ so that the equations of fluctuations $a\delta Q$ and $aU$ are the same as that of massless scalar fields in de Sitter space [60]. During inflation where $1/\tau \simeq -aH$, from (3.1) we find the attractor after end of the destabilization always has

$$M_{QQ} \simeq M_{UU} \simeq 0 \quad \text{(After end of destabilization)}$$

(see Figure 1). From the definitions (2.10) and (2.11) we have

$$\frac{M_{QQ}}{H^2} \simeq \frac{M_{UU}}{H^2} \simeq -\frac{f_{\phi\phi}}{f} \left(\frac{\phi}{H}\right)^2 - \frac{f_{\phi}}{f} \left(\frac{\dot{\phi}}{H}\right) + 2 \simeq 0,$$

where we have neglected the slow roll terms $\ddot{\phi}$, $\epsilon_H$ and $\epsilon_E$. It is straightforward to solve this equation with respect to $\dot{\phi}/H$ as

$$\dot{\phi} = -HL_1(\phi),$$

1Although we here only show the cases that $f = \exp(\phi^n)$ where $n \simeq 2$. We have also tested the cases $f \sim \exp(a\phi^4)$, $\exp(b\phi^3)$, $\phi^5$, all of their $M_{QQ}$ transition to almost zero after destabilization.
Figure 3. (Left) We plotted the evolution of $\dot{\phi}/H$ for different potentials $V_i = \{m_i^2 \phi^2/2, m_i^2 (\phi^3 + \phi^2)/2, m_i^2 (\phi^4 + 10\phi^3)/2\}$, where $m_i = \{10^{-5}, 10^{-6}, 10^{-5}, 8 \times 10^{-7}\}, (i = 1, 2, 3, 4)$. We used $f = \exp (\phi^2)$ and set $M_{pl} = 1$. They converge to the same attractor after the transition. (Right) The evolution of $h \equiv \sqrt{\epsilon_E/L_1}$ and $l \equiv \sqrt{\epsilon_B/L_2}$ are plotted for $f = g = \exp (\phi^2)$ and $V = m^2 \phi^2/2$, with $m = 10^{-5}$. In this case, $h$ and $l$ are nearly constants.

where we have defined

$$L_{1 \pm} (\phi) \equiv -f_\phi/f \pm \sqrt{(f_\phi/f)^2 + 8f_\phi f/f^2}.$$  \hfill (3.5)

In Figure 2 (Left), we numerically solved the time evolution and depicted $\dot{\phi}/H$ and $L_{1-} (\phi)$. The time evolution of scalar field $\dot{\phi}/H$ and the geometrical scale $L_{1-} (\phi)$ given by (3.5) shows good agreement in the attractor region. We note that these attractors are determined by the metric of gauge-field space $f_{ab}(\phi)$. In other words, the shape of potential is irrelevant to the time evolution of $\dot{\phi}/H$ in the attractor region. We plotted several trajectories for various $f(\phi)$ in Figure 2 (Right).

On the other hand, the shape of potential plays an important role in determining the conditions for destabilization. Before the destabilization occurs, the system was in the conventional slow roll inflation: $3H \dot{\phi} \simeq -V_\phi$. Substituting it into (2.20), we immediately see the slow roll inflation become unstable when

$$\frac{V_\phi}{3H} > HL_{1-} (\phi) \quad \text{or} \quad \frac{V_\phi}{3H} < HL_{1+} (\phi).$$  \hfill (3.6)

After that, the system shows a transition to the attractor (3.4). In Figure 3 (Left), we show the attractor does not depend on the shape of potentials. Note that in the original paper of anisotropic inflation [29], the metric in field space is chosen as $f = \exp (2c \int V/V_\phi d\phi)$ which depends on the potential. As is emphasized in [46], however, this choice is not mandatory. Here we clearly shows the choice of $f$ needs not depend on the potential. The destabilization occurs as long as (3.6) is satisfied.

### 3.2 Two-form gauge fields

For the two-form gauge fields, to produce the non-decay power spectrum of the gauge fields, we can see in the equation of motion (2.18) with conformal time

$$\delta P'' + 2aH \delta P' + \left( 2a^2 H^2 - \frac{g''}{g} + 2aH \frac{g'}{g} \right) \delta P = 0,$$  \hfill (3.7)

where
where we have ignored slow roll parameters. If we are in the de Sitter space during inflationary period where \(1/\tau \simeq -aH\), the equation of fluctuations \(a\delta P\) is the same as that of massless scalar fields if the field metric \(g \sim \tau\) [55]. From (3.7), we find the perturbation of two-form gauge fields in the attractor region has

\[
M_{PP} \simeq 0, \quad (3.8)
\]

which can be verified numerically as shown in Figure 4. Form the definition of \(M_{PP}\) we have

\[
\frac{M_{PP}}{H^2} \simeq -\frac{g_{\phi\phi}}{g} \left( \frac{\dot{\phi}}{H} \right)^2 + \frac{g_{\phi}}{g} \left( \frac{\dot{\phi}}{H} \right) + 2 \simeq 0, \quad (3.9)
\]

where we again ignored the slow roll parameters. We note the second term has the opposite sign to that of (3.3). We can solve this equation and yield two solutions

\[
\dot{\phi} = -HL_{2\pm}, \quad (3.10)
\]

where \(L_{2\pm}\) are defined by

\[
L_{2\pm}(\phi) \equiv -\frac{g_{\phi}/g \pm \sqrt{(g_{\phi}/g)^2 + 8g_{\phi\phi}/g}}{2g_{\phi\phi}/g}. \quad (3.11)
\]

From Figure 4, we see the evolution of \(\dot{\phi}/H\) and the geometrical scale \(L_{2-}\) shows good agreement. Note that the sign of \(g_{\phi}/g\) in (3.11) is opposite to that in (3.5). We also have two solutions for a given \(g(\phi)\).

Now, we can deduce the conditions for destabilization of the conventional slow roll inflationary phase. Same as the one-form gauge fields, after substituting slow roll solution \(\dot{\phi}/H \simeq -V_{\phi}/(3H^2)\) into (2.20) we obtain

\[
\frac{V_{\phi}}{3H} > HL_{2-}(\phi) \quad \text{or} \quad \frac{V_{\phi}}{3H} < HL_{2+}(\phi). \quad (3.12)
\]
Similar to the hyperbolic inflation, when the potential is steep enough, the conventional slow roll solution becomes unstable.

We have found that there are two attractors for a given $f(\phi)$ (or $g(\phi)$). However, not both of them are well-behaved solutions for inflation. For some of these solutions, the coupling of scalar fields and gauge fields is strong at the early time of inflation. Notice that $f(\phi)$ is inversely proportional to the effective coupling constant and we typically have $f(\phi_0) \sim O(1)$ at the end of inflation. If $f(\phi)$ grows with the scale factor, the effective coupling is incredibly large at the beginning of inflation. Hence we are in the strong coupled regime where the perturbation method is not reliable. If we assume the system is in the conventional slow roll inflation before the destabilization, we should avoid strong coupling with gauge fields.

We classify the strongly coupling and weakly coupling attractors for different choice of metric $f(\phi)$ in the Appendix C. In this paper, we only consider the right-to-left rolling ($L_0 > 0$) hence in the rest of discussion we only consider one of these attractors, namely, the weakly coupled $L_-(\phi) > 0$ case. Hereafter, the minus subscript will be omitted.

3.3 Geometry of attractors

Let us discuss slow roll variables in the attractor phase for both one-from case and two-form case. First, in these attractors, the energy density of one-form gauge fields and two-form gauge fields are given by

\[ \rho_A \equiv \frac{3 f^2 \dot{A}^2}{2 a^4} = \frac{3}{4} \left( 2 \epsilon_H - L_1^2 \right) H^2, \quad \rho_B \equiv \frac{3 g^2 \dot{B}^2}{2 a^4} = \frac{3}{2} \left( 2 \epsilon_H - L_2^2 \right) H^2. \tag{3.13} \]

These quantities are also slowly varying during the inflation because $\epsilon_H \equiv -\dot{H}/H^2$, $H$ and $L$ are all slowly varying,

\[ |\eta_L| \equiv \left| \frac{L}{H} \right| = \left| \frac{\sqrt{\epsilon}}{H \sqrt{\epsilon}} \right| = |\eta + \epsilon_H| \ll 1, \tag{3.14} \]

where $\sqrt{\epsilon} \equiv \dot{\phi}/(\sqrt{2}H)^2$. The Hubble constant given by $3H^2 \simeq V$ is slowly varying. So this attractor can provide enough e-folding number $N(\phi) = -\int^\phi d\phi/L(\phi)$ to solve the horizon problem. Differentiating $3H^2 \simeq V$ with respect to time twice and using (3.4), we obtain other slowly varying parameters

\[ \epsilon_V \equiv \frac{L(\phi) V_\phi}{V} = 2 \epsilon_H \ll 1, \tag{3.15} \]

\[ |\eta_V| \equiv \left| \frac{L(\phi) V_\phi}{V_\phi} \right| = |3 \epsilon_H + \eta - \eta_H| \ll 1, \tag{3.16} \]

where $\eta \equiv \dot{\phi}/(H \dot{\phi})$ and $\eta_H \equiv \dot{\epsilon}_H/(H \epsilon_H)$. Moreover, we define a parameter of the ratio of energy density of gauge fields and kinetic energy of scalar field, i.e.,

\[ h \equiv \sqrt{\epsilon_E/L_1(\phi)} = \sqrt{\frac{1}{2} \left( \frac{V_\phi}{3L_1 H^2} - 1 \right)} = \sqrt{\frac{1}{2} \left( \frac{\epsilon_V}{L_1} - 1 \right)}, \tag{3.17} \]

\[ l \equiv \sqrt{\epsilon_B/L_2(\phi)} = \sqrt{\frac{V_\phi}{3L_2 H^2} - 1} = \sqrt{\frac{\epsilon_V}{L_2} - 1}, \tag{3.18} \]

\( \text{2The root is just a symbol and does not mean that } \sqrt{\epsilon} \text{ is positive. In this paper we always consider the right-to-left rolling } \phi \text{ so } \sqrt{\epsilon} < 0 \)
where we have used (3.13) and Friedmann equation in the second equality. Here $\epsilon_E \equiv f^2 h^2/(M_\text{pl} a H)^2$ and $\epsilon_B \equiv g^2 \dot h^2/(M_\text{pl}^2 a^4 H^2)$. From the instability conditions (3.6), we see the slow roll inflation is unstable (stable) when $h$ and $l$ are real (imaginary) because of the exponential enhancement of gauge fields. We also calculate the growth rate of $h$. Using $\epsilon_V = 2\epsilon_H$, we have

$$
\eta_h \equiv \frac{\dot h}{H h} = \frac{1 + 2h^2}{4h^2} (\eta_H - 2\eta_L), \quad \eta_l \equiv \frac{\dot l}{H l} = \frac{1 + l^2}{2l^2} (\eta_H - 2\eta_L) \quad (3.19)
$$

We find if $h$ and $l$ are not too small, i.e., $h > O(1)$ and $l > O(1)$, $\eta_h$ and $\eta_l$ are in the same order of the slow roll parameters $\eta_H - 2\eta_L$. Hence, $h$ and $l$ are slowly varying. On the other hand, if $h \ll 1$ and $l \ll 1$, the coefficient of (3.19) $\sim 1/(h^2)$ becomes very large. However, in these cases we have $\epsilon_H \simeq \dot h^2 / (2H^2) = L^2 / 2$ so $\eta_H \approx 2\eta_L$. Hence $\eta_h$ and $\eta_l$ can still be small. In Figure 3, we show an example of slowly varying parameter $h$. It can be regarded as a constant at the leading order of slow roll approximation$^3$, which will be important in calculating the perturbations, see Section 5.1.1.

On the other hand, from the equation of motion of $\phi$ (2.4), (3.15) and Friedmann equation, the energy density $\rho_A$ and $\rho_B$ can be represented as $\rho_A = 3 f (2\epsilon_H - L_1^2) H^2 / (2f_a L_1)$ and $\rho_B = 3g (2\epsilon_H - L_2^2) H^2 / (2g_b L_2)$, respectively. Comparing these with (3.13), we obtain one of our main results

$$
\frac{f_\phi}{f} = \frac{2}{L_1(\phi)}, \quad \frac{g_\phi}{g} = \frac{1}{L_2(\phi)}. \quad (3.20)
$$

These are differential equations of $f(\phi)$ and $g(\phi)$ respectively. Solving these equations yields the geometry of field space for these attractors. However, for inflation where $\dot \phi / H \lesssim 1$, $L_\pm(\phi)$ should be sub-Planckian $L(\phi) \lesssim 1$ and slowly varying during inflation (see (3.14)). In other words, if we consider the leading order of the slow roll approximation on a de Sitter background where $\epsilon_H \simeq \eta \approx 0$, $L$ is almost a constant during inflation. Then the metric of field space (2.1) becomes

$$
f(\phi) \sim e^{2\phi / L_1}, \quad g(\phi) \sim e^{\phi / L_2}, \quad (3.21)
$$

which are hyperbolic type with sub-Planckian radius $L_1/2$ and $L_2$, respectively. In other worlds, no matter what we choose $f(\phi)$ and $g(\phi)$ as a set up, as long as there occurs a transition to this attractor, the field space becomes a hyperbolic space at the leading order of the slow roll approximation. Thus, we have revealed the geometric structure of the attractors. This is why the attractor looks similarly to one of the hyperbolic inflation. Later, we will use the method which was useful to investigate hyperbolic inflation to calculate the perturbations of this model in section 5.

We give some comments on this one-form model compared to the hyperbolic inflation. The two-form model is similar. First, in this model we did not expect that the geometry of field space $f$ to start is a hyperbolic space. We considered general metric $f$ for which the geometrical destabilization occurs. Second, there should be a mass scale $M$ in the geometry of field space $f$ to characterize the destabilization. A scale $L_h$ of the irrelevant operator $\sim L_h^2 \sinh^2(\phi / L_h)(\nabla \phi)^2$ in hyperbolic inflation is expected to be lower than the UV cutoff of the effective theory. It characterizes the destabilization because it is related to the curvature of field space. Moreover, in contrast to hyperbolic inflation, $L$ is running with rolling of the

$^3$In our discussion the leading order of slow roll approximation means all slow roll parameters $\epsilon$ vanish but $\sqrt{\tau}$ do not. It is also valid for the calculations of perturbations below.
scalar field. But it does not change significantly before the end of inflation, thanks to the slow rolling. Finally, in the hyperbolic inflation, to make scalar slowly rolling, the potential force \( V_\phi \) should be balanced with the centrifugal force \( L_h \sinh^2 (\phi/L_h) \dot{\theta}^2 \). This means the energy of angular motion should be much larger than the kinetic energy of scalar field so that the ratio satisfies the inequality \( h \equiv \sqrt{V_\phi/(L_h H^2)} - 9 \gg 1 \). This ratio is similar to the ratio \( h \) in our attractor defined by (3.17), i.e., the ratio of the energy of gauge fields and the kinetic energy of the scalar field. However, we do not need to satisfy the inequality \( h \gg 1 \).

A known example is the metric \( f(\phi) = \exp{(2c \int V/V_\phi d\phi)} \). In this case, if we consider the isotropic configuration of gauge fields, we still have \(-V_\phi/(3H \dot{\phi}) \simeq V_\phi/(3H^2 L) = c\). If we choose \( c \sim \mathcal{O}(1) \) we have \( h \sim \mathcal{O}(1) \). Nevertheless, the ratio \( h \) is not arbitrary and we shall discuss the constraint from observations in section 5.

4 Examples

In this section, we show some specific examples for the geometric destabilization. We both consider the single-field and two-field models coupled with gauge fields. In the two-field cases, we assume the shift symmetry of the second field so that the metric of field space only contains inflaton \( \phi \). In particular, our examples demonstrate that the destabilization does not depend on the number of fields.

4.1 Power-law inflation

We consider the case where the slow roll parameters are constants during inflation. We first take a single-field model with an exponential type of gauge-field metric and potential

\[
G_{ab}(\phi) = \left( \frac{1}{e^{\rho \phi} \delta_{ab}} \right), \quad V(\phi) = e^{\lambda \phi},
\]

where \( \lambda \) and \( \rho \) are positive parameters. In this case, the attractor is a fixed point in the parameter space of \( \lambda \) and \( \rho \). Hence inflation never ends. When gauge fields are negligible for the background, we have an exact power-law attractor for this system [61, 62]

\[
\alpha = \zeta \log t, \quad \phi = \xi \log t + \phi_0,
\]

where \( \phi_0 \) is an initial value of the scalar field and we defined

\[
\zeta = \frac{2}{\lambda^2}, \quad \xi = -\frac{2}{\lambda}.
\]

However, this attractor is unstable if the perturbation modes of gauge field \( \delta Q \) and \( U \) become tachyonic during the inflationary period. In other words, when

\[
\left. \frac{M_A^2}{H^2} \right|_{\epsilon_E = 0} = -\frac{1}{\zeta^2} \left( \rho^2 \xi^2 - \rho \xi + \zeta \rho \xi - 2\zeta^2 + \zeta \right) = -\frac{1}{2} (\rho \lambda + 1) (\lambda^2 + 2\rho \lambda - 4) < 0,
\]

the attractor is unstable. Notably here we used (2.10) where the slow-roll parameters are not ignored. In the second equality, we have used the solutions (4.3). Hence, for positive \( \lambda \) and \( \rho \), the condition for the destabilization is given by \( \lambda^2 + 2\rho \lambda - 4 > 0 \), which is consistent with
The system will evolve to a new anisotropic power-law attractor which is stable [63]. As we mentioned before, the destabilization condition does not depend on the number of fields.

We can also discuss the multi-scalar-field case. Here we consider the hyperbolic inflationary model with two scalar fields \((\phi, \theta)\) and isotropic gauge fields background, where the metric of field space is given by

\[
G_{ab}(\phi) = \left(1 + \frac{L^2 e^{2\phi/L}}{e^{\rho\phi} \delta_{ab}}\right), \quad V(\phi) = e^{\lambda\phi},
\]

where \(\phi\) is a radial field and \(\theta\) is a massless angular field. When gauge fields are negligible for the background, there exists an exact attractor with non-geodesic trajectory (turn rate \(\dot{\phi}/H \neq 0\)) in the scalar-field space [22]

\[
\zeta = \frac{2 + L\lambda}{3L\lambda}, \quad \xi = -\frac{2}{\lambda}.
\]

The perturbation modes become tachyonic when

\[
\left.\frac{M_A^2}{H^2}\right|_{\epsilon_e = 0} = -\frac{6\rho L + L\lambda + 2}{(2 + L\lambda)^2} (6\rho L + L\lambda - 4) < 0,
\]

where we have used the attractor (4.6) as the initial condition for the destabilization. For positive \(L, \rho\) and \(\lambda\), this attractor is unstable because of the backreaction of the gauge fields if \(6\rho L + L\lambda - 4 > 0\), which is consistent with [56]. In [56], we showed that the system with one gauge field will evolve to a new stable anisotropic hyperbolic attractor after destabilization.

### 4.2 Chaotic inflation

Now we also consider chaotic inflation with a single-field and an isotropic one-form gauge field, where the metric of field space and potential are given

\[
G_{ab}(\phi) = \left(\frac{1}{e^{\phi^2/2}}\right), \quad V(\phi) = \frac{1}{2}m^2\phi^2,
\]

and \(c\) is a positive constant. This is the anisotropic inflation where the metric \(f\) can be determined by setting \(f = \exp(2c \int V/V_0 d\phi)\) [29]. At the beginning of inflation, the gauge field can be ignored so that the attractor is the conventional slow-roll inflation

\[
3H^2 \simeq \frac{1}{2}m^2\phi^2, \quad 3H\dot{\phi} \simeq -m^2\dot{\phi},
\]

which yields \(\ddot{\phi}/H \simeq -2H\). Using the above equations, we obtain

\[
\left.\frac{M_A^2}{H^2}\right|_{\epsilon_e = 0} \simeq -\frac{\dot{\phi} \ddot{\phi} f^2}{f^2} \left(\frac{\dot{\phi}}{H}\right)^2 - \frac{\dot{\phi} \ddot{\phi}}{f^2} \left(\frac{\dot{\phi}}{H}\right) + 2 \simeq -2(2c + 1)(c - 1) < 0,
\]

where we have ignored slow rolling quantities \(2\epsilon \equiv \dot{\phi}^2/H^2 \ll 1\) and \(\ddot{\phi} \ll H\ddot{\phi}\). It is easy to see the backreaction of gauge fields occurs if \(c > 1\). From (3.4) we have new attractor \(\ddot{\phi}/H = -L \simeq -2/(2c)\). Using \(3H^2 \simeq V\) we have \(3H\dot{\phi} = -m^2\dot{\phi}/c\), which is consistent with [29]. In other words, if \(c > 1\) the conventional slow roll attractor is unstable from the
Figure 5. The evolution of $\dot{\phi}/H$ for the hyperbolic field space and the exponential potential is plotted. It shows a transition from $-3L$ to $-2L$ because of the geometrical destabilization, where $L = 0.01$. (Right) During the transition, the gauge field grows and consequently the anisotropy increases (orange curve) while the turn rate $\omega$ (black curve) of the scalar field drops to zero.

The beginning of the evolution and makes a transition to a new attractor when the gauge fields grow sufficiently. Again, the destabilization does not depend on the number of fields. Hence the new inflation phase still occurs for the isotropic background [64, 65].

For one two-form gauge field, where the metric of field space is given by

$$G_{ab}(\phi) = \left( \frac{1}{e^{c_2 \phi^2/4}} \right), \quad (4.11)$$

we have anisotropic inflation [53]. Again, at the beginning, the energy density of two-form gauge field can be ignored, so the attractor is given by (4.9), which implies $\dot{\phi} \phi \simeq -2H$. Substituting the slow roll solution into (3.9), we immediately have

$$\frac{M_B^2}{H^2} \bigg|_{\epsilon_B = 0} \sim -\frac{g\phi}{g} \left( \frac{\dot{\phi}}{H} \right)^2 + \frac{g\phi}{g} \left( \frac{\dot{\phi}}{H} \right) + 2 \simeq -(c_2 + 2)(c_2 - 1) < 0. \quad (4.12)$$

The instability occurs when $c_2 > 1$, which is consistent with [53].

We can also consider the case where $\epsilon$ is almost constant during inflation. We here start from a hyperbolic inflation with two scalar fields and a gauge field. For the constant $\epsilon$, one can solve differential equations (3.3) to obtain $f(\phi) \sim e^{\phi/L}$, hence (2.1) is hyperbolic type with curvature scale $L \equiv -\sqrt{\epsilon}/2$. The metric in the field space and the potential are given by

$$G_{ab}(\phi) = \left( \frac{1}{4} \frac{L^2}{L^2} e^{2\phi/L} \right), \quad V(\phi) = \frac{1}{2} m^2 \phi^2. \quad (4.13)$$

In contrast to the power-law inflation, the slow roll parameter $\epsilon$ is constant while $\epsilon_H$ is monotonically increasing until $O(1)$ where inflation ends. Similar to hyperbolic inflation, the centrifugal force in field space cancels $V_\phi$, i.e., the last two terms in Eq.(2.5) are balanced to keep $3H\dot{\phi}$ slowly varying: $V_\phi = 3p_3^2 f_0 f^{-3} e^{-4a}$. The attractor is given by

$$\dot{\phi} = -2HL/(1 + \eta_L/4) \simeq -2HL, \quad (4.14)$$
where we have ignored the small parameter $\eta L/2 \equiv L V_{\phi \phi}/V \phi \ll 1$.

At the beginning of inflation, since the energy of gauge field is negligible, the system is in a hyperbolic inflation attractor $\dot{\phi} \approx -3HL$. The hyperbolic attractor has non-geodesic trajectory in the scalar-field space. The tangent $T^a$ and normal $N^a$ direction of this trajectory are given by $T^a \equiv \dot{\phi}_i / |\dot{\phi}_i|$ and $N^a T_a = 1$ respectively. One can find the trajectory of hyperbolic attractor has a large turn rate $\omega \equiv D_t N^a/H$ in the field space, where $D_t$ is the covariant derivative of the 2-dimensional hyperbolic space. However this attractor is unstable because

$$M_A^2 \bigg|_{\epsilon_E=0} \simeq - \left(2 - 3HL/H\right) \left(-1 - 3HL/HL\right) = -4 < 0.$$ (4.15)

In this regime, the energy density of gauge field $\epsilon_E$, or equivalently the anisotropy $\Sigma/H$ [29] increases. The gauge field has to capture the energy from the angular field $\theta$ to stabilize inflation, which will slow down the turn rate $\omega$ of trajectory in the scalar-field space. Finally, the system will converge to the attractor (4.14). Afterwards, the turn rate drops to zero and the anisotropy keeps increasing because $\epsilon_H = \epsilon_E + \epsilon/2$ monotonically increases while $\epsilon$ remains unchanged, see Figure 5.

5 Primordial fluctuations

In this section, we investigate the dynamics of perturbations around attractors by using the standard connection method (see, for example, [21, 22]). The details of derivation of the quadratic action can be found in appendix A.1. As we mentioned at the end of section 3, unlike the hyperbolic inflation, we do not need to restrict us to a very large $h$ or $l$ because there also exist attractors even when the energy of gauge field is not too large compared to the kinetic energy of scalar field. The situation that $h$ is very small has been studied in some literature before [64–67], where $h$ is regarded as a perturbation so one can use the standard in-in formalism. Therefore we only consider the dynamics of perturbation in the regime $h,l > O(1)$ in this section. Because the energy density of gauge fields is not so small, we will use non-perturbative methods to discuss them.

For hyperbolic inflation, there is a new degree of freedom from the second scalar field. Thus, the power spectrum of curvature perturbations is modified, while the power spectrum of gravitational waves remains unchanged. Hence the modification of tensor-to-scalar ratio comes only from the contribution of curvature perturbations. In this case, the tensor-to-scalar ratio will be suppressed exponentially because of the growth of scalar modes inside the horizon and the quickly angular motion of the second scalar field. However, if we consider the gauge fields, there may be source terms coming from the gauge fields in the equation of gravitational waves. As we mentioned before, the energy of gauge fields can be moderate compared to the kinetic energy of inflaton. Moreover, gauge fields contain vector modes so we should discuss their evolution during inflation. Therefore in this paper we calculate the spectral index of power spectrum of curvature perturbation and tensor-to-scalar ratio for $h,l > O(1)$. Our models should be observationally distinguishable from the hyperbolic inflation.

5.1 One-form gauge fields

Because of the isotropy of gauge fields, we can use helicity decomposition of perturbations into scalar, vector and tensor parts, see appendix A.1. The scalar perturbations are $(A, B, \psi, E, \delta\phi, Y, \delta h, U, M)$, four from metric, one from scalar field and four from gauge
fields. The vector perturbations are \((B_i, W_i, Y_\alpha, U_\alpha, M_\alpha)\), two from the metric and three from the gauge fields. We choose spatially flat gauge \(\psi = E = W_i = 0\) and \(M = U_\alpha = 0\) to fix the gauge. There are only two dynamical tensor perturbations \((w_{ij}, T_{ij})\). Moreover, \((A, B, Y, B_i, Y_\alpha)\) are non-dynamical so we can solve their equations and plug them into the quadratic action to eliminated them. Finally the only dynamical perturbations we should deal with are \((\delta \phi, \delta A, U, M_\alpha, w_{ij}, T_{ij})\).

5.1.1 Dynamics of scalar modes

We first discuss the scalar parts of the perturbations, which contribute to the curvature perturbations on large scale. Because the large enough energy of gauge fields, the curvature perturbation should contain significant amount of modes from the gauge fields. We have redefined the perturbations of gauge fields in (2.7): \(\delta Q \equiv \sqrt{2} f \delta h / a\) and \(U_i \equiv \sqrt{2} f \partial_i U / a\). It is convenient to change the time variable to the conformal time \(d\tau = dt / a\) and introduce the canonical variables

\[
\Delta_{\phi} \equiv a \delta \phi, \quad \Delta_Q \equiv a \delta Q, \quad \Delta_U \equiv a U_i
\]

In the slow roll approximation we can derive the quadratic action of the fluctuations \(\Delta_{\phi}, \Delta_Q\) and \(\Delta_U\) (see Appendix B). However, \(\Delta_U\) is an isocurvature mode which does not contribute to the curvature perturbations [64]. Hence we can ignore it from now on. The quadratic action is given by

\[
S_{\text{scalar}}^{(2)} = \frac{1}{2} \int d\tau d^3 x \left\{ \left( \Delta_{\phi}' \right)^2 - (\partial \Delta_{\phi})^2 + (\Delta_Q')^2 - (\partial \Delta_Q)^2 + \frac{8h^2 + 2}{\tau^2} (\Delta_{\phi})^2 + \frac{2}{\tau^2} (\Delta_Q)^2 + \frac{16\sqrt{2}h}{\tau^2} \Delta_{\phi} \Delta_Q - \frac{8\sqrt{2}h}{\tau} \Delta_{\phi} \Delta_Q' \right\},
\]

where \(h\) can be obtained from the background quantities (3.17), which varies slowly during inflation and can be regarded as a constant at leading order in the slow roll approximation. Taking the variation of the action with respect to \(\Delta_{\phi}\) and \(\Delta_Q\) and moving into the Fourier space, we obtain the equations of motion

\[
\Delta_{\phi}'' + \left( k^2 - \frac{8h^2 + 2}{\tau^2} \right) \Delta_{\phi} - \frac{8\sqrt{2}h}{\tau^2} \Delta_Q + \frac{4\sqrt{2}h}{\tau} \Delta_Q' = 0,
\]

\[
\Delta_Q'' + \left( k^2 - \frac{2}{\tau^2} \right) \Delta_Q - \frac{4\sqrt{2}h}{\tau^2} \Delta_{\phi} - \frac{4\sqrt{2}h}{\tau} \Delta_{\phi}' = 0.
\]

Since \(h\) is regarded as a constant, these equations are solvable.

We are interested in the modes outside the horizon \(|k\tau| \ll 1\), which contribute to the curvature perturbations. The modes which freeze in or decay on large scales are given by

\[
\Delta_{\phi} = - \frac{3\sqrt{2}}{2h} \frac{c_1}{(\tau)} + \frac{\sqrt{9 - 96h^2}}{16h} \sqrt{2c_3(-\tau)^{1+\sqrt{9-96h^2}}}/2
\]

\[
- \frac{\sqrt{9 - 96h^2}}{16h} \sqrt{2c_4(-\tau)^{1-\sqrt{9-96h^2}}}/2,
\]

\[
\Delta_Q = \frac{c_1}{(\tau)^2} + c_2(-\tau)^2 + \frac{c_3(-\tau)^{1+\sqrt{9-96h^2}}}{2} + c_4(-\tau)^{1-\sqrt{9-96h^2}}/2,
\]

where \(c_1 \sim c_4\) are constants of integration. Firstly, for the stable attractor (3.4), we have \(f \sim a^{-2}\) hence \(f \dot{h} / a = \text{constant}\). So the gauge field grows as \(h \sim a^3 + \Delta_Q / (\sqrt{2}f)\). Therefore
\(c_2\) mode is just a shift of \(A\) and becomes irrelevant rapidly. Secondly, \(c_3\) and \(c_4\) modes are massive modes and will soon decay away when \(h > \sqrt{9/96} \simeq 0.3\). Hence the growing modes \(c_1\) corresponds to the adiabatic fluctuations, which contribute to the curvature perturbations on large scales.

The coefficient \(c_1\) can be fixed by conditions imposed sub-horizon scales (\(|k\tau| \gg 1\)). In the sub-horizon regime, we can ignore the \(\sim 1/\tau^2\) terms in the equations and approximately solve the equations as

\[
\Delta \phi = e^{ikr + i2\sqrt{2}h \log |k\tau|} - iC_2e^{-ikr - i2\sqrt{2}h \log |k\tau|} + iC_3e^{-ikr - i2\sqrt{2}h \log |k\tau|} - iC_4e^{-ikr - i2\sqrt{2}h \log |k\tau|},
\]

\[
\Delta_Q = C_1e^{ikr + i2\sqrt{2}h \log |k\tau|} + C_2e^{ikr - i2\sqrt{2}h \log |k\tau|} + C_3e^{-ikr - i2\sqrt{2}h \log |k\tau|} + C_4e^{-ikr + i2\sqrt{2}h \log |k\tau|},
\]

where \(C_1 \sim C_4\) are constants of integration.

### 5.1.2 Dynamics of vector modes

Next we turn to the vector modes. In the single-field inflation, since the vector modes of metric do not have a source, the vector modes decay rapidly due to the exponential expansion. However, since we are considering gauge fields, the situation is different. After fixing the gauge, we have two dynamical vector modes \((\mathcal{M}_a)\) (Appendix A.1). Defining the canonical variables

\[
\Delta_a \equiv f \tilde{\partial} \mathcal{M}_a.
\]

Taking the slow roll approximation \(\epsilon \ll 1\) and using (B.2), we obtain the quadratic action as (see Appendix B)

\[
S^{(2)}_{\text{vector}} = \frac{1}{2} \int d\tau d^3x \left\{ \Delta_a' \cdot \Delta_a' - \partial_i \Delta_a \cdot \partial_i \Delta_a + \frac{2}{\tau^2} \Delta_a \cdot \Delta_a \right\}.
\]

This is the same action as that for a massless field in the de Sitter background (here we have three such massless field \(a = 1, 2, 3\)). So we have the equation of motion of these vector modes

\[
\Delta_a'' + \left( k^2 - \frac{2}{\tau^2} \right) \Delta_a = 0
\]

On super-horizon scales, the vector modes \(\Delta_a\) have growing modes, i.e., \(\Delta_a \sim 1/(-\tau)\), just like as the massless scalar fields. However, the vector modes do not contribute to the curvature perturbations, hence we will not consider them hereafter.

### 5.1.3 Dynamics of tensor modes

Now we turn to the tensor modes. Here, the main aim is to find the enhancement of gravitational waves stemming from the tensor modes from gauge fields. We also define canonical variables of the tensor modes

\[
h_{ij} = aw_{ij}, \quad t_{ij} = 2f T_{ij}.
\]
One can expand the tensor modes $h_{ij}$ and $t_{ij}$ with a particular momentum $k$ by the polarization tensors $e^{s}_{ij}(\hat{k})$ as

$$h_{ij} = \sum_{s=+,\times} e^{s}_{ij}(\hat{k}) b_{s}(\tau), \quad t_{ij} = \sum_{s=+,\times} e^{s}_{ij}(\hat{k}) t_{s}(\tau),$$

(5.13)

where $s = +, \times$ represent two polarization tensors satisfying the normalization relation $e^{s}_{ij}(\hat{k}) e^{s'}_{ij}(\hat{k}) = \delta^{ss'}$. Now we consider the leading order of slow roll approximation $\epsilon_{E} \ll 1$ and the de Sitter background $1/\tau = -aH$, the quadratic action can be written as (see Appendix B)

$$S^{(2)}_{\text{tensor}} = \frac{1}{8} \sum_{s=+,\times} \int d\tau d^{3}x \left\{ \left( h'_{s} \right)^{2} - (\partial h_{s})^{2} + \frac{4}{\tau^{2}} (h_{s})^{2} + \frac{2}{\tau^{2}} (t_{s})^{2} \right\},$$

(5.14)

where we have used (B.2) and replaced $\sqrt{\epsilon_{E}}$ by $hL_{1}$. One should note we have assumed $\sqrt{\epsilon_{E}} = hL_{1} \ll 1$. The difference with scalar modes is that the interactions between metric and gauge fields is weak $\sim hL_{1} \ll h$. Because we are working at the leading order of slow roll approximation, both $h$ and $L_{1}$ can be regarded as constants when $h > O(1)$. Taking the variation of the action with respect to $h_{s}$ and $t_{s}$ yields

$$h''_{s} + \left( k^{2} - \frac{2}{\tau^{2}} \right) h_{s} + \frac{4hL_{1}}{\tau^{2}} t_{s} - \frac{2hL_{1}}{\tau} t'_{s} = 0,$$

(5.15)

$$t''_{s} + \left( k^{2} - \frac{2}{\tau^{2}} \right) t_{s} + \frac{2hL_{1}}{\tau^{2}} h_{s} + \frac{2}{\tau^{2}} h'_{s} = 0,$$

(5.16)

where we have replaced $\partial^{2} \rightarrow -k^{2}$. We are interested in the dynamics of the modes on superhorizon scales. In this regime, the equations can be approximately solved as

$$h_{s} = \frac{\bar{c}_{1}}{(-\tau)} + \frac{3 - \sqrt{9 - 16h^{2}L_{1}^{2}}}{4hL_{1}} \bar{c}_{3}(-\tau)^{(3+\sqrt{9-16h^{2}L_{1}^{2}})/2} + \frac{3 + \sqrt{9 - 16h^{2}L_{1}^{2}}}{4hL_{1}} \bar{c}_{4}(-\tau)^{(3-\sqrt{9-16h^{2}L_{1}^{2}})/2},$$

(5.17)

$$t_{s} = \bar{c}_{2}(-\tau)^{2} + \bar{c}_{3}(-\tau)^{(3+\sqrt{9-16h^{2}L_{1}^{2}})/2} + \bar{c}_{4}(-\tau)^{(3-\sqrt{9-16h^{2}L_{1}^{2}})/2},$$

(5.18)

where $\bar{c}_{1} \sim \bar{c}_{4}$ are constants of integration.

### 5.2 Two-form gauge fields

We consider the scalar, vector and tensor perturbations of the two-form gauge fields. The details of the helicity decomposition can be found in Appendix A.2. There are nine scalar perturbations $(A, B, \delta \varphi, \delta \mathbb{B}, X, Z, \mathbb{W}, \mathbb{D}, \mathbb{V})$, four vector perturbations $(X_{a}, Z_{a}, \mathbb{V}_{a}, \mathbb{W}_{a})$ and three tensor perturbations $(h_{ij}, R_{ai}, S_{ai})$ in this model. In these perturbations, $(\delta \mathbb{B}, X, Z, \mathbb{W}, \mathbb{D}, \mathbb{V}), (\mathbb{W}_{a})$ and $(S_{ai}, R_{ai})$ are from two-form gauge fields. We fix the gauge of two-form by setting $\mathbb{W} = \mathbb{V} = Z = X_{a} = Z_{a} = \mathbb{V}_{a} = S_{ai} = 0$. Since $(A, B, \mathbb{D}, X)$ and $R_{ai}$ are non-dynamical, those can be eliminated from the quadratic action. The rest dynamical perturbations are $(\delta \varphi, \delta \mathbb{B}, \mathbb{W}_{a})$. 

---
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5.2.1 Dynamics of scalar modes

Previously, we defined the perturbations of two-form gauge fields \( \delta P \equiv g \delta B / a^2 \). Here we also introduce the canonical variable of two-form gauge fields\( \Delta P \equiv g \delta B \). \( \Delta P \equiv g \delta B \). (5.19)

The quadratic action of combining scalar parts of gravity, scalar field and gauge field in the slow roll approximation is given by (see Appendix B)

\[
S_{\text{scalar}}^{(2)} = \frac{1}{2} \int d\tau d^3x \left\{ (\Delta'_{\phi})^2 - (\partial \Delta_{\phi})^2 + (\Delta_{\phi})^2 + \frac{2 - 2l^2}{\tau^2} (\Delta_{\phi})^2 \right. \\
+ \left. \frac{2}{\tau^2} (\Delta^2_{\phi}) + \frac{8l}{\tau^2} \Delta_{\phi} \Delta_P - \frac{4l}{\tau} \Delta_{\phi} \Delta'_P \right\},
\]

(5.20)

where \( l \) is given by (3.17) and can be regarded as a constant at the leading order in the slow roll approximation. Taking the variation of the action with respect to \( \Delta_{\phi} \) and \( \Delta_P \) gives

\[
\Delta_{\phi}'' + \left( k^2 - \frac{2 - 2l^2}{\tau^2} \right) \Delta_{\phi} - \frac{4l}{\tau} \Delta_P + \frac{2l}{\tau} \Delta'_P = 0,
\]

(5.21)

\[
\Delta_P'' + \left( k^2 - \frac{2 - 2l^2}{\tau^2} \right) \Delta_P - \frac{2l}{\tau} \Delta_{\phi} - \frac{2l}{\tau} \Delta_{\phi}' = 0.
\]

(5.22)

Firstly on superhorizon scales (\( |k\tau| \ll 1 \)), the solutions of these equations are approximately given by

\[
\Delta_{\phi} = \frac{3}{l} \frac{d_1}{(-\tau)} + \frac{\sqrt{9 - 24l^2} - 3}{4l} d_3(-\tau)^{(1+\sqrt{9-24l^2})/2} \\
- \frac{\sqrt{9 - 24l^2} + 3}{4l} d_4(-\tau)^{(1-\sqrt{9-24l^2})/2},
\]

(5.23)

\[
\Delta_P = \frac{d_1}{(-\tau)} + d_2(-\tau)^2 + d_3(-\tau)^{(1+\sqrt{9-24l^2})/2} + d_4(-\tau)^{(1-\sqrt{9-24l^2})/2},
\]

(5.24)

where \( d_1 \sim d_4 \) are constants of integration. Again, \( d_2 \) modes decay and become irrelevant soon. For \( l > \sqrt{9/24} \simeq 0.6 \), \( d_3 \) and \( d_4 \) also decay rapidly. Only \( d_1 \) is the growing mode that contributes to the curvature perturbations.

In order to determine the amplitude of the growing mode, we need to known the sub-horizon evolution. The solutions on sub-horizon scales are

\[
\Delta_{\phi} = iD_1 e^{ik\tau + il\log |k\tau|} - iD_2 e^{ik\tau - il\log |k\tau|} + iD_3 e^{-ik\tau - il\log |k\tau|} \\
- iD_4 e^{-ik\tau + il\log |k\tau|},
\]

(5.25)

\[
\Delta_P = D_1 e^{ik\tau + il\log |k\tau|} + D_2 e^{ik\tau - il\log |k\tau|} + D_3 e^{-ik\tau + il\log |k\tau|} \\
+ D_4 e^{-ik\tau - il\log |k\tau|},
\]

(5.26)

where \( D_1 \sim D_4 \) are constants of integration. Both the one-form and two-form cases have a correction depending on \( l \log |k\tau| \) in the above solution. They do not matter in the very early time of inflation (\( k\tau = -\infty \)) but become important around the horizon crossing.
5.2.2 Dynamics of vector modes

In the case of the two-form gauge fields, after fixing the gauge and eliminating the non-dynamical degrees of freedom, the dynamical vector modes ($W_a$) remain (see Appendix A.2). Defining the canonical vector variables

$$\Delta_a \equiv \frac{g}{a} \partial W_a , \quad (5.27)$$

and using the slow roll approximation $\epsilon_H, \epsilon_B \ll 1$ and (B.7), we can reduce the quadratic action to the same form as (5.10) (see Appendix B). Like the one-form case, $\Delta_a$ have a growing mode $\Delta_a \sim 1/(-\tau)$. However, since they do not contribute to curvature perturbations, we do not discuss them hereafter.

5.2.3 Dynamics of tensor modes

In contrast to the one-form gauge fields, there is no dynamical tensor degree of freedom of the two-form gauge fields. The only physical modes we need to treat are metric perturbations $w_{ij}$. After eliminating the non-dynamical modes (see Appendix A.2) and defining the canonical variables

$$h_{ij} \equiv aw_{ij} , \quad (5.28)$$

In the leading order of the slow roll approximation $\epsilon_B \ll 1$

$$S_{(2)}^{\text{tensor}} = \frac{1}{8} \int d\tau d^3 x \left\{ (h'_{ij})^2 - (\partial h_{ij})^2 + \frac{a''}{a} (h_{ij})^2 \right\} . \quad (5.29)$$

We can see the quadratic action is the same as that of the single-field inflation (see Appendix B). That is, for the two-form gauge fields, the power spectrum of tensor perturbations is not modified. This is because there is no source of gravitational waves from two-form fields.

5.3 Numerical analysis

To understand the behaviors of these modes across the entire scales, in this subsection we study the solutions numerically. We compute the one-form case and two-form case separately. We can introduce dimensionless quantities $\bar{k} \equiv k/k_0$, $\bar{\tau} \equiv k_0 \tau$, $\bar{\Delta}_\phi \equiv \sqrt{k_0} \Delta_\phi$, $\bar{\Delta}_Q \equiv \sqrt{k_0} \Delta_Q$ and $\bar{\Delta}_P \equiv \sqrt{k_0} \Delta_P$, where $k_0$ is a free parameter and we set $\bar{k} = 10^{-3}$. The coefficients of sub-horizon modes $C_i$ and $D_i$ can be fixed by the initial conditions of the quantum state, i.e., the Bunch-Davies vacuum in de Sitter space. Similarly to the hyperbolic inflation, we can fixed them as: $C_1 = C_2 = C_3 = D_1 = D_2 = D_3 = 0$ and $C_4 = D_4 = 1/\sqrt{2k}$ for $\bar{\Delta}_\phi$, $\bar{\Delta}_Q$ and $\bar{\Delta}_P$, and then solve the equations of motion (5.3), (5.4) and (5.21), (5.22) with initial conditions

$$\bar{\Delta}_\phi (\tau_0) = \frac{-i}{\sqrt{2k}} \left( 1 - \frac{i}{k\tau_0} \right) e^{-i\bar{\tau}_0}, \quad \bar{\Delta}_Q (\tau_0) = \bar{\Delta}_P (\tau_0) = \frac{1}{\sqrt{2k}} \left( 1 - \frac{i}{k\tau_0} \right) e^{-i\bar{\tau}_0} . \quad (5.30)$$

deeply inside the horizon $\bar{\tau}_0 = 10^{-7}$. We first consider the super-horizon behaviours. However, we should divide the behaviours of modes on super-horizon scales into three regimes depending on $h$ for one-form case and $l$ for two-form case: $h \ll 1$, $h \lesssim \sqrt{9/96} \approx 0.3$ and $h > 0.3$ for one-form case and $l \ll 1$, $l \lesssim \sqrt{9/24} \approx 0.6$ and $l > 0.6$ for two-form case.
When $h > 0.3 (l > 0.6)$, the $c_3$ and $c_4 (d_3$ and $d_4)$ modes are massive modes and decay away rapidly. Then the only remaining modes are adiabatic modes $c_1 (d_1)$. In Figure 6 (Top – Right) we choose $h = 0.7 (l = 1.0)$, which corresponds to sizable one-form(two-form) gauge fields. Then we plot the evolution of modes $\Delta_\phi$ and $\Delta_Q (\Delta_P)$ on super-horizon scales. We see $\Delta_\phi$ and $\Delta_Q (\Delta_P)$ behave as growing modes so that $\delta \phi$ and $\delta Q (\delta P)$ are almost constant modes and have ratio $|\Delta_\phi/\Delta_Q| = 3\sqrt{2}/(2h(|\Delta_\phi/\Delta_P| = 3/l))$ on large scales ($\tau > -100$), as we expected.

When $h \lesssim 0.3 (l \lesssim 0.6)$, the $c_3$ and $c_4 (d_3$ and $d_4)$ modes are also decaying modes. But they decay slowly and are comparable to the adiabatic $c_1 (d_1)$ modes during inflation. Hence, we can not ignore them. Then ratio $(2h/(3\sqrt{2}))|\Delta_\phi/\Delta_Q|((l/3)|\Delta_\phi/\Delta_P|)$ is dependent on $h(l)$, see Figure 6 (Top – Left) and Figure 7 (Top – Left). So $\delta \phi$ and $\delta Q (\delta P)$ deviate from constant as is seen in Figure 6 (Bottom – Left) and Figure 7 (Bottom – Left).

When $h \ll 1 (l \ll 1)$, where the energy density of gauge fields is small compared to

Figure 6. (Top – Left) The function $\log (2h(|\Delta_\phi|/|\Delta_Q|)/(3\sqrt{2}))$ for various values of $h$. It remains zero until $h \lesssim 7/96 \approx 0.3$. (Top – Right) The evolution of $(-\tau)|\Delta_\phi|$ and $(-\tau)|\Delta_Q|$ on super-horizon scale for $h = 0.7$. Both of them are almost constants. (Bottom – Left) The evolution of $(-\tau)|\Delta_\phi$ and $(-\tau)|\Delta_Q$ on super-horizon scale for $h = 0.1$. They deviate from constants because of the slow decay of $c_4$ modes. (Bottom – Right) The evolution of $(-\tau)|\Delta_\phi$ and $(-\tau)|\Delta_Q$ on super-horizon scales for $h = 0.001$. Both of them are almost constants because $c_4$ modes are also nearly scale invariant. ($M_{pl} = 1, \bar{k} = 10^{-3}$)
kinetic energy of $\phi$, the $c_4(d_4)$ modes are also comparable to $c_1(d_1)$ modes. Nevertheless, $(1 - \sqrt{9 - 96h^2})/2 \simeq -1((1 - \sqrt{9 - 24h^2})/2 \simeq -1)$ hence $c_4(d_4)$ modes behave like the adiabatic growing modes $c_1(d_1)$. In this case, $\delta \phi$ and $\delta Q(\delta P)$ are also nearly constant modes on super-horizon scales, see Figure 6 (Bottom – Right) and Figure 7 (Bottom – Right).

To determine the coefficient $c_i$ and $d_i$ on super-horizon scales, we need to match sub-horizon solutions with the super-horizon solution at the horizon crossing. Let us first consider the one-form case. In contrast to the single-field inflation, the mapping from sub-horizon mode with $C_4$ to super-horizon mode with $c_1$ gives the exponentially large amplitude. To see this enhancement of amplitude, we note that from the quadratic action (5.2), we can obtain the eigenvalues $m^2_{\pm} = (k^2 + 2 - 4h^2 \pm 4h\sqrt{8 + h^2})(1/\tau^2)$ by diagonalizing the mass matrix. The mass squared becomes tachyonic for $k^2 + 2 \lesssim 2 + 4h^2 \pm 4h\sqrt{8 + h^2}$ so perturbations are enhanced depending on the value of $h$. To find this $h$ dependence, we numerically study the behavior of perturbations $\tilde{\Delta}_i(h)$ compared to $\tilde{\Delta}_i^0(h = 0)$ on super-horizon scales, where
Figure 8. (Left) The function \( u_i \equiv \log (|\tilde{\Delta}_i(h, \tilde{\tau}_{\text{late}})|/|\tilde{\Delta}_i^0(\tilde{\tau}_{\text{late}})|) \) of one-form case for various values of \( h \in [2.3, 20.2] \) and \( h \in [0.3, 2.3] \). They can be nearly fitted by functions (5.32) and (5.33) respectively. (Right) The function \( v_i \equiv \log (|\tilde{\Delta}_i(l, \tilde{\tau}_{\text{late}})|/|\tilde{\Delta}_i^0(\tilde{\tau}_{\text{late}})|) \) of two-form case for various values of \( l \in [11.8, 29.8] \) and \( l \in [0.6, 11.8] \). They can be nearly fitted by functions (5.35) and (5.36) respectively. (\( M_{\text{pl}} = 1, k = 10^{-3}, \tilde{\tau}_{\text{late}} = -1 \))

\[ i = \phi, Q. \]

One can define the function of \( h \) as [22]

\[ u_i(h) \equiv \log \left| \frac{\tilde{\Delta}_i(h, \tilde{\tau}_{\text{late}})}{\tilde{\Delta}_i^0(\tilde{\tau}_{\text{late}})} \right|, \quad (5.31) \]

where \( \tilde{\tau}_{\text{late}} \) is the late time where perturbations \( (-\tilde{\tau})\tilde{\Delta}_i \) become constant and we set \( \tilde{\tau}_{\text{late}} = -1 \). We plot function \( u_i(h) \) for various values of \( h \) in Figure 8 (Left). The dependence of \( h \) can be roughly divided into two parts: \( 0.3 < h < 2.3 \) and \( h > 2.3 \). First, in the \( h > 2.3 \) regime, we find the dependence of \( u_Q \) on \( h \) is nearly linear (Figure 8 (Left)). Then we can use a linear function to approximately fit the function. Moreover, from the relation of coefficients of adiabatic mode between \( \tilde{\Delta}_\phi \) (5.5) and \( \tilde{\Delta}_Q \) (5.6), we can also obtain the function of \( u_\phi \). In conclusion, we have

\[ u_\phi \simeq q_1 + p_1 h + \log \left( \frac{3\sqrt{2}/(2h)}{8} \right), \quad u_Q \simeq q_1 + p_1 h \quad (h > 2.3), \quad (5.32) \]

where \( p_1 \simeq 1.193 \) and \( q_1 \simeq 0.580 \). In other words, perturbations \( \tilde{\Delta}_\phi \) and \( \tilde{\Delta}_Q \) have exponentially large enhancements of amplitude in \( h \). On the other hand, for the \( h \lesssim \mathcal{O}(1) \) regime, the situation becomes more complicated (Figure 8 (Right)). We also roughly fit the curve of \( h \in [0.3, 2.3] \) by

\[ u_\phi \simeq q_2 + p_2 h + \log (m h + n) + \log \left( \frac{3\sqrt{2}/(2h)}{8} \right), \quad (0.3 \lesssim h \lesssim 2.3) \]

\[ u_Q \simeq q_2 + p_2 h + \log (m h + n) \]

where \( p_2 \sim 0.910, q_2 \sim 0.197, m \sim 0.990 \) and \( n \sim 0.185 \). We can also see the exponential enhancements of \( \tilde{\Delta}_\phi \) and \( \tilde{\Delta}_Q \).

The two-form case is similar. We define the function of \( l \)

\[ v_i(l) \equiv \log \left| \frac{\tilde{\Delta}_i(l, \tilde{\tau}_{\text{late}})}{\tilde{\Delta}_i^0(\tilde{\tau}_{\text{late}})} \right|, \quad (5.34) \]

where \( i = \phi, P \) and here \( \tilde{\Delta}_0^0 = \tilde{\Delta}_i(l = 0) \). The eigenvalues of mass in the action (5.20) are \( m_{\pm}^2 = (k^2 r^2 - l^2 \pm l v/16 + l^2)(1/r^2) \). Hence the mass squared becomes tachyonic when
We divide the function into two parts: \(0.6 < l < 11.8\) and the linear part \(l > 11.8\). For the linear part, we use the functions

\[
v_{\phi} \simeq s_{1} + r_{1}l + \log(3/l), \quad v_{P} \simeq s_{1} + r_{1}l \quad (l > 11.8),
\]

(5.35) to fit them, where \(r_{1} = 0.00136\) and \(s_{1} = 0.580\). We find the growth of the function \(v_{P}\) is very slow even when \(l \gg 1\), which means that when crossing the horizon, the enhancement of \(\Delta_{P}\) is not significant even when the energy density of two-form gauge fields is very large. This is because, for large \(l\), the eigenvalue of mass in action \(m_{l}^{2}\) becomes tachyonic when \(k^{2} - 2l^{2} + l\sqrt{16 + l^{2}} \simeq 10\), which is independent of \(l\). That is, the enhancement of mode with momentum \(k\) always start at \(|k\tau| \simeq \sqrt{10}\) and end when crossing the horizon. So the enhancement does not increase anymore if \(l\) is large enough. On the other hand, we have \(v_{\phi} < 0\) for large \(l\), which means that the \(\Delta_{\phi}\) mode is exponentially suppressed. These are the difference from the one-form case. For \(0.6 < l < 11.8\), we also use functions

\[
\begin{align*}
v_{\phi} & \simeq s_{2} + r_{2}l - \log(m'l + n') \\
v_{P} & \simeq s_{2} + r_{2}l - \log(m'l + n') - \log(3/l)
\end{align*}
\]

(5.36) to approximately fit them, where \(r_{2} = 0.0115\), \(s_{2} = 0.695\), \(m' = 0.268\) and \(n' = 0.588\). The growth of linear part is slow \((r_{2} \simeq 0.01)\) while the negative logarithmic part becomes large enough. Hence \(v_{\phi}\) becomes negative.

Now let us see the tensor modes of the one-form case. In (5.18), the \(\tilde{c}_{2}\) mode rapidly becomes irrelevant. Hence we can ignore it. Because \(hL_{1} \ll 1\), \(\tilde{c}_{3}\) modes will decay soon. For gravitational wave \(h_{s}\), there are two contributions, \(\tilde{c}_{1}\) and \(\tilde{c}_{4}\) modes. The \(\tilde{c}_{1}\) mode is the growing adiabatic mode while \(\tilde{c}_{4}\) is a decaying mode. However, we have \((3 - \sqrt{9 - 16h^{2}L_{1}^{2}})/2 \simeq -1\) for \(hL_{1} \ll 1\), which means they decay very slowly. Thus, \(\tau \tilde{c}_{4}\) can be regraded as nearly constant modes. This is the same for \(t_{ij}\) in which only \(\tilde{c}_{4}\) modes left. The evolution of \((-\tau)\tilde{h}_{s}\) and \((-\tau)\tilde{t}_{s}\) are shown in Figure 9 (Left).

We can also use the free parameter \(k_{0}\) to normalize the modes as \(\tilde{h}_{s} \equiv \sqrt{k_{0}}h_{s}\) and \(\tilde{t}_{s} \equiv \sqrt{k_{0}}t_{s}\). We can define the function by comparing \(\tilde{h}_{s}(h)\) with \(\tilde{h}_{s}^{0} \equiv \tilde{h}_{s}(h = 0)\) as

\[
u_{h}(h) \equiv \log \frac{|	ilde{h}_{s}(h, \tilde{\tau}_{\text{late}})|}{|	ilde{h}_{s}^{0}(\tilde{\tau}_{\text{late}})|},
\] (5.37)
where \( \hat{\tau}_{\text{late}} = -1 \) was chosen. We plot the digram \( u_h-hL \) in Figure 9 (Right) in the interval \( 0 < hL \lesssim 0.01 \). We find in this regime \( u_h \sim \mathcal{O}(hL) \). In other words, the enhancement owing to gauge fields is sub-leading compared to the amplitude of tensor mode itself.

### 6 Primordial power spectrum

Until now, we have investigated the behaviors of scalar perturbations in regime \( h, l > \mathcal{O}(1) \) and tensor perturbations in regime \( hL_1, lL_2 \ll 1 \), whose amplitudes are conserved on super-horizon scales. We can now discuss the power spectrum of this model and compare it with observations. We also only consider the regime that \( h, l > \mathcal{O}(1) \) and \( hL_1, lL_2 \ll 1 \). Firstly we should note in the previous section we introduced a free scale \( k_0 \) to normalize the quantities with dimensions. We can define the corresponding dimensionless power spectrum, where we have used \( \phi/H \equiv \sqrt{\mathcal{E}}/L_1 \). We find in this regime \( \partial_{\phi} \phi_{\Delta Q} \approx 0 \) holds for any scale \( k_0 \) we choose. In Figure 10 we plot the power spectrum of these modes multiplied by \( \hat{\tau}^2 \) against the wavenumber in the range \( 0.0001 < k < 0.001 \). We can see they are almost scale invariant. We will use them to calculate the power spectrum of curvature perturbations.

#### 6.1 One-form gauge fields

In contrast to the single-field inflation, there are two contributions of adiabatic modes to the curvature perturbation, one from the scalar field and the other from the scalar parts of gauge fields. The mode \( U_i \) corresponds to the fluctuation of the magnetic, which has vanishing background value so decouples with other modes. In other words, \( U \) is a pure isocurvature mode [64]. Hence only the \( \delta Q \) contributes to the curvature perturbations. The curvature perturbation in spatially flat gauge \( \psi \) is defined by

\[
\mathcal{R} \equiv H \delta u,
\]

where \( \delta u \) is the velocity potential given by \( \delta T_0^0 \equiv (\rho + p) \partial_\phi \delta u \). For the isotropic one-form gauge fields, we have \( \delta T_i^0 = -\phi \partial_i \delta \phi - (2f^2 h_0^2/a^2) \partial_i \delta \mathcal{E} \). Here \( \rho \) and \( p \) are the total energy density and pressure of the system and in our model we have \( \rho + p = \phi^2 + 2f^2 h_0^2/a^2 \). Then we obtain [64, 65]

\[
\mathcal{R} = -H \frac{\dot{\phi} \partial_\phi + (2f^2 h_0^2/a^2) \partial_i \delta \mathcal{E}}{\dot{\phi}^2 + 2f^2 h_0^2/a^2}.
\]

On the super-horizon scales, for \( h > 0.3 \), the contribution to the \( \mathcal{R} \) comes from the adiabatic \( c_1 \) modes in (5.5) and (5.6) so we have \( \Delta_\phi/\Delta Q = -3\sqrt{2}/(2h) \). Then we can obtain

\[
\mathcal{R} = \frac{1}{aL_1} \frac{-\Delta_\phi + \sqrt{2h} \Delta Q}{1 + 2h^2} = -\frac{\sqrt{2}}{L_1} \frac{3 + 2h^2}{h(1 + 2h^2)} \frac{\Delta Q}{a},
\]

where we have used \( \dot{\phi}/H = -L_1 \) and \( h \equiv \sqrt{\mathcal{E}}/L_1 \). On the other hand, we also need to know the amplitude of the power spectrum. We note for \( h = 0 \), the equation of perturbation \( \Delta Q \) is the same as that of a scale field in de Sitter space. Hence we have \( \mathcal{P}_{\Delta Q}/a^2(h = 0) = H^2/(2\pi)^2 \), which implies \( \hat{\tau}^2 \mathcal{P}_{\Delta Q}(h = 0) = \tau^2 \mathcal{P}_{\Delta Q}(h = 0) = 1/(2\pi^2) \). We have studied the
enhancements of amplitude of $\tilde{\Delta}_Q$ for $h \simeq O(1)$ in (5.32) and (5.33). Then after using (3.17) and $\tilde{\tau}^2 P_{\Delta_i} = \tau^2 P_{\Delta_i}$, we finally have

$$P_R = \frac{2H^2}{L_1^2} \left( \frac{3 + 2h^2}{2h(1 + 2h^2)} \right)^2 \tilde{\tau}^2 P_{\Delta_i} = \frac{1}{(2\pi)^2} \frac{H^2}{\epsilon_H} \left( \frac{3 + 2h^2}{4h^2 + (1 + 2h^2)^2} \right) e^{2u_Q(h)}, \quad (6.5)$$

which is scale invariant on super-horizon scales (see Figure 10 (Left)). We can also see the exponential growth $\sim e^{2u_Q}$ of the power spectrum. In the second equality, we have used $\epsilon_H = L_1^2/2 + \epsilon_E = L_1^2(1 + 2h^2)/2$. The power spectrum is a function of energy ratio $h$ and $\epsilon_H$.

We can then use (6.5) to calculate the spectral index of $R$. Using $\epsilon_H = L_1^2/2 + \epsilon_E = L_1^2(1 + 2h^2)/2$, we can replace the $h$ in (6.5) with $\epsilon_H$ and $L_1$. Note that, in contrast to hyperbolic inflation, now $L_1$ is also a slow roll variable and the corresponding slow roll parameter is defined by (3.14). Modes with different momentum exit the horizon at different times. When the mode with momentum $k$ crosses the horizon $k = aH$ we have $d\ln k \simeq dN$, where $N$ is the e-folding number before the end of inflation. Then we obtain

$$\frac{dh^2}{d\ln k} \simeq \frac{dh^2}{dN} = \frac{1}{2} \left( 1 + 2h^2 \right) (\eta_H - \eta_L). \quad (6.6)$$

Note that in two different regimes $0.3 < h \lesssim 2.3$ and $h > 2.3$ there are two different enhancements functions. However, in general using (6.5) the spectral index of curvature can be given by

$$n_s - 1 \equiv \frac{d\ln P_R}{d\ln k} \simeq \frac{d\ln P_R}{dN} = -2\epsilon_H - \eta_H + \left( \frac{2h^2 - 1}{3 + 2h^2} - \frac{1 + 2h^2}{2h^2} + \frac{du_Q}{dh} \frac{1 + 2h^2}{2h} \right) (\eta_H - \eta_L). \quad (6.7)$$

We see the spectral tilt depends on the energy ratio $h$. If we consider $h \gg 1$, i.e., the energy of gauge field is large compared to the kinetic energy of scalar field (but small compared to the
potential energy), then \( \epsilon_H \simeq \epsilon_E \gg L_1^2 / 2 \) and we obtain \( n_s - 1 \simeq -2 \epsilon_H - \eta_H + p_2 h (\eta_H - \eta_L) \). The third term will be dominant unless \( \eta_H - \eta_L \ll \epsilon_H \).

Now we calculate the power spectrum of gravitational waves \( \mathcal{P}_T \). First we also have \( \tau^2 \mathcal{P}_h = \tau^2 \mathcal{P}_h \) for any scale \( k_0 \) and when \( h = 0 \) the amplitude is normalized as \( \mathcal{P}_h (h = 0) = 4 H^2 / (2 \pi)^2 \), which implies \( \tau^2 \mathcal{P}_h (h = 0) = 4 / (2 \pi)^2 \). Therefore the amplitude \( \tau^2 \mathcal{P}_h = 4 \exp (g_h) / (2 \pi)^2 \) when \( h \neq 0 \). Then we have

\[
\mathcal{P}_T = \sum_{s=+,-} H^2 \tau^2 \mathcal{P}_h = \frac{8 H^2}{(2 \pi)^2} e^{2 u_h} \tag{6.8}
\]

The spectral index of gravitational waves \( n_T \) is given by

\[
n_T \equiv \frac{d \ln \mathcal{P}_T}{d \ln k} \simeq \frac{d \ln \mathcal{P}_T}{d N} = -2 \epsilon_H + \frac{du_h}{dh} \frac{1 + 2 h^2}{h} (\eta_H - \eta_L), \tag{6.9}
\]

where we have used \( N \simeq \ln k \) and (6.6). We can see even when the energy of gauge fields is not so small \( h > \mathcal{O}(1) \) the spectral index can be suppressed by small \( du_h / dh \sim \mathcal{O}(hL) \) hence the power spectrum is almost scale invariant. The tensor-to-scalar ratio is given by

\[
r \equiv \frac{\mathcal{P}_T}{\mathcal{P}_R} = 32 \epsilon_H \left( \frac{h^2}{3 (1 + 2 h^2)} \right)^2 e^{2 u_h - 2 u_Q}. \tag{6.10}
\]

We have already known \( u_Q \) is linear with respect to \( ph \) for \( h > \mathcal{O}(1) \) while the \( u_h \) is of order of \( hL \ll ph \). Hence, the tensor-to-scalar ratio \( r \) is exponentially suppressed if \( h \gg 1 \). This is similar to the hyperbolic inflation whose tensor-to-scalar ratio is suppressed by quick rotation of the angular field [22]. Although we have not yet detected the primordial gravitational waves, if we can see them in the near future one should not expect the viability of hyperbolic inflation and our model with large \( h \). However, as we mentioned above, there also exist attractors for \( h \sim \mathcal{O}(1) \), where \( r \) need not be suppressed. But we also have a lower bound \( h > 0.3 \), which guarantees the scale invariance of the CMB power spectrum.

### 6.2 Two-form gauge fields

We first calculate the curvature perturbations of the two-form case. In this case there is only one physical degree of freedom of scalar perturbation \( B \) for the gauge fields. We take the spatially flat gauge \( \psi = 0 \). The curvature perturbations given by (6.2), where \( T_i^0 = -\phi \partial_i \delta \phi - (g^2 \mathcal{B} / a^4) \partial_i \delta \mathcal{B} \) and \( \rho + p = \dot{\phi}^2 + g^2 \mathcal{B}^2 / a^4 \) read

\[
\mathcal{R} = -H \frac{\phi \delta \phi + (g^2 \mathcal{B} / a^4) \delta \mathcal{B}}{\dot{\phi}^2 + g^2 \mathcal{B}^2 / a^4}. \tag{6.11}
\]

For \( l > 0.6 \) with only \( d_1 \) modes contributing to the \( \mathcal{R} \), we have

\[
\mathcal{R} = -\frac{1}{aL} \frac{-\Delta \phi + \Delta P}{1 + l^2} = -\frac{1}{L_2} \frac{l^2 - 3}{l (1 + l^2)} \frac{\Delta P}{a}, \tag{6.12}
\]

where we have use \( \Delta \phi / \Delta P = 3 / l \). We find the perturbations \( \Delta \phi \) and \( \Delta P \) have the same sign, which will cancel to each other in the curvature \( \mathcal{R} \) when \( l = \sqrt{3} \). Similar to the one-form case, the amplitude of the perturbation is given by \( \tau^2 \mathcal{P}_{\Delta \phi} (l = 0) = 1 / (2 \pi)^2 \). Then after using (3.17) and \( \tau^2 \mathcal{P}_{\Delta i} = \tau^2 \mathcal{P}_{\Delta \phi} \) the power spectrum of curvature is given by

\[
\mathcal{P}_{\mathcal{R}} = H^2 \frac{l^2}{L_2} \left( \frac{l^2 - 3}{l (1 + l^2)} \right)^2 \tau^2 \mathcal{P}_{\Delta \phi} = \frac{1}{2 \epsilon_H} \frac{H^2}{(2 \pi)^2} \frac{(l^2 - 3)^2}{l (1 + l^2)} e^{2 u_P (l)}, \tag{6.13}
\]
where we have used $\epsilon_H = L_2^2/2 + \epsilon_B/2 = L_2^2(1 + l^2)/2$ in the second equality. The power spectrum of $R$ is also scale invariant on large scales ((see Figure 10 (Right))). Also, $P_R$ has a minimum at $l = \sqrt{3}$. When the mode with momentum $k$ crosses the horizon, we have

$$\frac{dl^2}{d\ln k} \simeq (1 + l^2)(\eta_H - \eta_L). \quad (6.14)$$

Then the spectral index is calculated as

$$n_s - 1 \simeq -2\epsilon_H - \eta_H + \left(\frac{2 + 2l^2}{l^2 - 3} - \frac{1 + 2l^2}{l^2} + \frac{dv_P}{dl} \frac{1 + l^2}{l}\right)(\eta_H - \eta_L). \quad (6.15)$$

We see the first term will be diverge at $l = \sqrt{3}$. For large $l$, the first two term in the bracket will be suppressed so $n_s - 1 \simeq -2\epsilon_H - \eta_H + r_2l(\eta_H - \eta_L)$. There is also an exponential suppression in the ratio,

$$r = 16\epsilon_H \frac{l^2(1 + l^2)}{(l^2 - 3)^2} e^{-2v_P}. \quad (6.16)$$

Nevertheless, we have mentioned before that $v_P$ does not change significantly even when $l$ is very large ($v_P \sim O(0.1)$ when $l \sim O(10^3)$). That is, for $l \gg 1$, we still have

$$r \sim O(1)\epsilon_H. \quad (6.17)$$

Hence the tensor-to-scalar ratio would not be overly suppressed in the two-form case. This can be distinguished from the one-form case, and also the hyperbolic inflation. Moreover, the ratio will become large when $l \simeq \sqrt{3}$. For this value, the ratio and the spectral index become very large, which should be ruled out.

7 Summary

It is known that in some UV theory at high energy scales, the extra heavy scalar fields can contribute to the single-field inflation through the non-canonical kinetic terms of the multi-scalar fields. The effect of negative curvature of such field space will cause the instability to the entropic perturbation during inflation and finally make a transition from the conventional slow-roll inflation to another attractor. In this paper, we have extended the geometric destabilization of multi-scalar-field inflation to multi-form field inflation. More precisely, we have explored the cases that the inflaton is coupled to extra massless gauge fields with nontrivial kinetic terms of these fields (1.5), which is originally motivated by supergravity. We discussed the coupling with isotropic one-form and two-form gauge fields separately.

In section 2 we used the helicity decomposition and derived the equations of motion of scalar perturbations of the gauge fields. We found these perturbations become tachyonic, i.e., the mass squared terms (2.10) and (2.19) become negative if the effect of geometry of fields is large enough. This is the geometric destabilization of gauge fields. We provide some examples of such destabilization in section 4, including the known anisotropic inflation, which only contains one scalar field [29] and the anisotropic hyperbolic inflation, which contains two scalar fields [56]. Similar to the multi-scalar-field case, the system exhibits a transition to a second inflationary phase after the destabilization due to gauge fields. In section 3, we found that for many different choices of metric in the field space, the mass squared terms of perturbations always become almost zero after the back-reaction becomes important (Figure.
and Figure 4. We found the zero mass squared term provides a general form of attractors of the second inflationary phase,

\[ \dot{\phi} = -HL(\phi). \]  

(7.1)

which is very similar to that of the hyperbolic inflation [21]. The quantity \( L(\phi) \) is slowly varying and determined by the metric in field space. In other words, if the potential is steep enough, the conventional slow-roll attractor will be destabilized and make a transition to a new attractor. In this new inflationary phase, the evolution of inflaton \( \dot{\phi}/H \) is given by \( L(\phi) \) instead of the shape of potential. We also found in these attractors, the metric in field space becomes hyperbolic type (3.21). But in contrast to the hyperbolic inflation, the energy of extra fields (in our case are gauge fields) can be moderate compared to the kinetic energy of inflaton (i.e., \( h, l \sim \mathcal{O}(1) \) are allowed) so that the tensor-to-scalar ratio is not significantly suppressed.

We then explored the perturbation of these models in section 5 and section 6. Thanks to the slow roll, one can treat the energy ratio \( h \) and \( l \) as parameters of these models in a de Sitter background. We discussed the dynamics of the perturbations of one-form and two-form cases separately. We considered the regime that \( h \) and \( l \) are not so small, hence we directly solved the equations of motion without resorting to the in-in formalism. The main results of this part are as follows:

- The dynamics of scalar perturbations were divided into three cases \( h \ll 1 \), \( h \lesssim 0.3 \) and \( h > 0.3 \) for one-form and \( l \ll 1 \), \( l \lesssim 0.6 \) and \( l > 0.6 \) for two-form respectively. For \( h > 0.3 \) and \( l > 0.6 \), the massive modes decay rapidly hence \( \tau \Delta \phi, \tau \Delta Q \) and \( \tau \Delta P \) are constant on super-horizon scale. However, if \( h \lesssim 0.3 \) and \( l \lesssim 0.6 \), the massive modes decay slowly hence these scalar modes deviate from constants. When \( h, l \ll 1 \) the massive modes decay very slowly. Hence these scalar modes become nearly constant again.

- As in the hyperbolic inflation, the scalar modes experience an exponential growth before the horizon crossing. We numerically calculate the growth factor. For one-form case, the scalar mode \( \Delta Q \) exponentially grows with increasing \( h \), i.e., \( \sim e^{ph+q} \) when \( h > \mathcal{O}(1) \). But for the two-form case, the scalar mode \( \Delta P \) barely grows with increasing \( l \) when \( l > \mathcal{O}(1) \) so the growth factor is about \( e^{\mathcal{O}(10^{-1})} \sim \mathcal{O}(1) \) even for very large energy density of gauge fields.

- The primordial power spectrum of curvature perturbation with \( h > 0.3 \) for one-form and \( l > 0.6 \) for two-form case were also calculated. The growth of tensor modes in these two case are insignificant compared to the scalar one hence the modifications to power spectrum of tensor modes are negligible. Therefore for the one-form case, the tensor-to-scalar ratio \( r \) will be exponentially suppressed by this enhancement. While for the two-form case, the suppression is insignificant because the growth factor of \( R \) stops at \( e^{\mathcal{O}(10^{-1})} \). We also found that in contrast to the one-form case, the fluctuations of \( \Delta \phi \) and \( \Delta P \) in two-form case could cancel to each other in curvature perturbation, i.e., \( R = 0 \) when \( l = \sqrt{3} \). It will lead to divergences in the spectral index \( n_s \) and ratio \( r \), which should be ruled out.

In this paper we just got a preliminary glimpse of the geometric destabilization of gauge fields. Although we considered isotropic configurations of gauge fields, which can be treated as a scalar field in the background evolution. The situation is more complex than the
multi-scalar-field case. The field space of our case includes scalar fields and gauge fields at
the same time. But the evolution of these two kind of fields are very different (scalar fields
obey Klein-Gordon equations while gauge fields obey Maxwell equations at classical level).
So unlike the multi-scalar-field case, we have not written down the covariant form of the
perturbation equations of motion. We directly study the mass squared terms of perturbed
equations of gauge fields, not the entropic one. Moreover, we also found some differences
between one-form and two-form cases at the perturbation level. So it is necessary to find a
more general description of these models.

Although we found some general features of the attractors after geometric destabiliza-
tion, the details of this transition are still unclear because the perturbative methods is invalid
for the large back-reaction from perturbations. It is also interesting to study a full non-linear
effective theory of inflation. One thing worth mentioning is that we had no a priori restrictions
on the metric of the field space at the beginning. Nevertheless, the field space will become
hyperbolic plane (or exponential type) at leading order of slow roll approximation. We have
known that the hyperbolic geometry of multi-scalar-field is quite interesting because of its
maximal symmetries and relation with $\alpha$-attractor model. Whether hyperbolic plane plays
an important role in these models can be explored in the future.

In this paper, we calculate the primordial perturbations and power spectrum in the pres-
ence of one-form and two-form cases. It is also interesting to study the primordial bispectrum
then the non-Gaussianities of these models. As we mentioned in the introduction, the non-
Gaussianities of hyperbolic inflation is quite different from that of the single-field inflation.
We can expect that the attractors in the multi-form-field inflation enjoy similar features to
the hyperbolic inflation. We leave all of these questions for future studies.
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A Quadratic action

In this appendix, we provide details of derivation of the quadratic action and equations of
motion of perturbations in our paper.

Let us consider the Arnowitt-Deser-Misner(ADM) form of the metric
\[ ds^2 = -N^2 dt^2 + g_{ij} \left( N^i dt + dx^i \right) \left( N^j dt + dx^j \right), \]
where $N$ is the lapse function, $N^i$ is the shift vector and $g_{ij}$ is the metric of hypersurface. Note
that, for background quantities, $N = 1$, $N^i = 0$ and $g_{ij} = a^2(t) \delta_{ij}$. Using ADM formalism,
we can write down the action of gravity and scalar field as the following form
\[ S_{\text{gravity}} = \int d^4x N \sqrt{q} \left[ \frac{M_{\text{pl}}^2}{2} \left( \frac{1}{3} R + K_{ij} K^{ij} - K^2 \right) \right], \]
\[ S_{\text{scalar}} = \int d^4x \sqrt{q} \left[ \frac{\pi^2}{2N} \square - \frac{N}{2} \partial_i \phi \partial^i \phi - NV(\phi) \right], \]
where we have defined \( \pi = \dot{\phi} - N^j \phi_{ij} \) and \( q_{ij} \) is the induced metric of space-like hypersurface. The extrinsic curvature of this hypersurface is defined by

\[
K_{ij} = \frac{1}{2N} (q_{ij} - 2N_{(ij)}),
\]

and the Ricci scalar of this hypersurface is given by

\[
(3) R = \left( q_{ijkl} + q_{mn} (3) \Gamma^m_{ij} (3) \Gamma^n_{kl} \right) \left( q^{ik} q^{jl} - q^{ij} q^{kl} \right),
\]

where \((3) \Gamma^i_{jk} = q^{il} (q_{lj,k} + q_{lk,j} - q_{jk,l}) / 2\) is the Christoffel symbol of the induced metric.

### A.1 One-form gauge fields

For the one-form gauge fields, the ADM formalism of the action is given by

\[
S_{\text{gauge}} = \int d^4x \sqrt{-q} \left[ \frac{f_{ab}}{2N} q^{ik} (E^a_i + F^a_{ij} N^j)(E^b_k + F^b_{kl} N^l) - \frac{N}{4} f_{ab} q^{ik} q^{jl} F^{ij} F_{jk} \right],
\]

where \( E^a_i \equiv F^a_{bi} \). Without loss of generality, here we consider a model with only one scalar field \( \phi \) and a triplet of gauge fields \( (A^a_i, a = 1, 2, 3) \), which allows an isotropic background of the theory. This can be realized by three orthogonal \( U(1) \) vector fields

\[
A^a_0 = 0, \quad A^a_i = \alpha \delta_{ai}, \quad f_{ab} = f^2 \delta_{ab},
\]

which enjoys internal global \( O(3) \) symmetry of the gauge-field space. In other words, the rotational can be absorbed by the internal \( O(3) \) transformation of gauge fields, which admits isotropic FLRW background. It suggests that one can use the decomposition of both metric and gauge fields into the scalar, vector and tensor modes under \( O(3) \). There are two physical degrees of freedom in one one-form gauge field so we should have six physical degrees of freedom in our configuration of gauge fields.

We perturb the quantities (A.1) and (A.7) as follow. First, the metric and scalar fields are decomposed as

\[
\mathcal{N} = 1 + A, \quad N_i = \partial_i B + B_i, \quad q_{ij} = a^2(t) (\delta_{ij} + \gamma_{ij}), \quad \phi = \phi(t) + \delta \phi
\]

where

\[
\gamma_{ij} = -2 \psi \delta_{ij} + 2 E_{ij} + 2 W_{(i,j)} + w_{ij}.
\]

Here \( B_i \) and \( W_i \) are transverse vector (\( \partial^i B_i = \partial^i W_i = 0 \)) and \( t_{ij} \) is a transverse traceless tensor (\( \partial^i t_{ij} = t^i_i = 0 \)). We also decompose the gauge fields as follow

\[
A^a_0 = \partial_a \mathbb{Y} + \mathbb{Y}_a, \quad A^a_i = (\alpha + \delta \mathbb{A}) \delta_{ai} + \epsilon_{ab} (\partial_b \mathbb{U} + \mathbb{U}_b) + \partial_i \mathbb{M} + \partial_i \mathbb{M}_a + \mathbb{T}_{ai},
\]

where \( \mathbb{Y}_a, \mathbb{U}_a \) and \( \mathbb{M}_a \) are all transverse vector (\( \partial^a \mathbb{Y}_a = \partial^a \mathbb{U}_a = \partial^a \mathbb{M}_a = 0 \)) and \( \mathbb{T}_{ai} \) is a symmetric transverse traceless tensor (\( \partial^a \mathbb{T}_{ai} = \mathbb{T}^a_{ai} = 0 \)). We do not distinguish indices \( a \) and \( i \) here because we identified the spatial rotation symmetry with the internal global \( O(3) \) symmetry of the space of the gauge fields.

Now we have scalar modes \( (A, B, \psi, E, \delta \phi, \mathbb{Y}, \mathbb{A}, \mathbb{U}, \mathbb{M}) \), four from metric, one from scalar field and four from gauge fields. The vector modes are \( (B_i, W_i, \mathbb{Y}_a, \mathbb{U}_a, \mathbb{M}_a) \), two from metric and three from gauge fields. The tensor modes are \( (t_{ij}, T_{ai}) \), one from metric and another
from gauge fields. However, not all these quantities are physical because there exist gauge redundancy in metric and gauge fields. First we choose the spatially flat gauge

\[ \psi = 0, \quad E = 0 \quad \text{and} \quad W_i = 0 \]  

(A.11)
to fix the metric modes. In the gauge fields, we will see \( \Upsilon \) and \( \Upsilon_a \) are non-dynamical hence can be eliminated. We have only nine (= 3 + 2 \times 2 + 2) dynamical modes \( (\delta A, U, M, U_b, M_a, T_{ai}) \). The gauge fields enjoys local \( U(1) \) symmetry

\[ A^a_\mu \rightarrow A^a_\mu + \partial_\mu \rho^a, \]  

(A.12)
where \( \rho^a \) is an arbitrary function. It can be also decomposed as

\[ \rho^a = \partial^a \rho + \rho_a \]  

(A.13)
with \( \partial^a \rho_a = 0 \). This yields the local symmetry of perturbations \( \delta A^a_\mu \rightarrow \delta A^a_\mu + \partial_\mu \partial_a \rho + \partial_\mu \rho_a \). From (A.10) we find the scalar and vector modes may transform as

Scalar: \( \Upsilon \rightarrow \Upsilon + \dot{\rho}, \quad M \rightarrow M + \rho \)  

(A.14)
Vector: \( U_b \rightarrow U_b + \frac{1}{2} \epsilon_{iab} \partial_i \rho_a \)  

(A.15)
while the other modes are invariant under transformation. So there are still three redundancy and we can fix them by

\[ M = 0 \quad \text{and} \quad U_b = 0. \]  

(A.16)
Now the rest perturbations of gauge fields are \( (\delta A, U, M_a, T_{ai}) \). There are six dynamical degrees of freedom we need to consider in the one-form gauge fields.

Expanding the action with one scalar field around background (A.1) and (2.2) up to second order of scalar modes only, and then using background equations of motion and performing several integration by parts yields the following quadratic action of perturbations

\[ S^{(2)}_{\text{scalar}} = \frac{1}{2} \int dt d^3 x a^3 \left\{ -6 M^2_{\text{pl}} H^2 A + \dot{\phi}^2 A - 2 V_\phi \dot{\phi} \delta \phi - 2 \dot{\phi} \delta \phi + \frac{3 f^2}{a^2} \dot{A}^2 - 6 f f_\phi \frac{\dot{A}^2}{a^2} \delta \phi \right. \\
- 2 \frac{f^2}{a^2} \left( 3 \delta \dot{A} - \partial^2 \Upsilon \right) A + \frac{2}{a^2} \left( \dot{\phi} \delta \phi - 2 M^2_{\text{pl}} H A + 2 f \frac{\dot{A}^2}{a^2} \delta \phi \right) \partial^2 B \\
+ (\delta \dot{\phi})^2 - \frac{1}{a^2} (\partial_i \delta \phi)^2 - V_\phi (\delta \phi)^2 + \frac{f^2}{a^2} \left[ 3 (\delta \dot{A})^2 - \frac{2}{a^2} (\partial_i \delta \phi)^2 \right] \\
+ 2 (\partial_i \dot{U})^2 - \frac{2}{a^2} \partial^2 U \partial^2 \Upsilon + \partial^2 \Upsilon (\partial^2 \Upsilon - 2 \delta \dot{A}) \\
+ \left. \frac{4}{a^2} f f_\phi \dot{A} (3 \delta \dot{A} - \partial^2 \Upsilon) \delta \phi + \frac{2}{a^2} (f^2 + f f_\phi) \dot{A}^2 (\delta \phi)^2 \right\}, \]  

(A.17)
where we have denoted \( \partial^2 \equiv \partial_i \partial_i \). Although we consider isotropic variables of gauge fields, like scalar fields, what different from the case that contains two scalar fields is that, there are also interactions with perturbations of the temporal gauge \( \Upsilon \). It results different dynamics of these perturbations.
We have already mentioned that modes $A$, $B$ and $\Upsilon$ appear with no time derivative which means that they are non-dynamical degrees of freedom and can be eliminated. Varying the quadratic action with respect to $A$, $B$ and $\Upsilon$ respectively yield

\[
\dot{\phi}\delta\phi = 2M_{pl}^2 HA - 2f\frac{\dot{\kappa}}{a^2}\delta\kappa, \tag{A.18}
\]

\[-2M_{pl}^2 \frac{H}{a^2} \partial^2 B = 6M_{pl}^2 H^2 A + \dot{\phi}\delta\phi + V_\phi\delta\phi - \dot{\phi}^2 A - 3f^2\frac{\dot{\kappa}}{a^2} \delta\phi, \tag{A.19}
\]

\[\partial^2 \Upsilon = \delta\kappa + 2f\frac{\dot{\kappa}}{f}\delta\phi - \dot{\kappa} A. \tag{A.20}\]

After substituting these equations into (A.17) we can obtain the quadratic action for the remaining dynamical modes. Before doing that, we introduce new variable of the gauge fields

\[\hat{A} \equiv a(t) \left( \dot{Q} + \delta\hat{Q} \right), \quad \hat{U} \equiv a(t)\hat{U}, \tag{A.21}\]

because the new quantity $\hat{Q}$ and $\hat{U}$ transform like scalar fields under rotation. Moreover, to obtain the equation of motion of gauge-field modes that looks like one of the scalar-field modes $\delta\phi$, we can introduce new variables of perturbations of gauge fields as

\[\delta Q \equiv \sqrt{2}f\delta\hat{Q}, \quad U_2 \equiv \sqrt{2}f\delta\hat{U}. \tag{A.22}\]

We will see how $\delta Q$ and $\delta U$ destabilize the conventional slow-roll inflation.

After using these variables, background equations of motion and performing several integration by parts, we derive the final quadratic action

\[
S_{(2)}^{\text{scalar}} = \frac{1}{2} \int dt d^3x a^3 \left\{ \delta\phi^2 - \frac{1}{a^2} (\partial_i \delta\phi)^2 + \left[ -V_\phi + 2H^2(3 + \epsilon_H)\epsilon + 4H^2\epsilon_e \right] (\delta\phi)^2 + (\delta\hat{Q})^2 - \frac{1}{a^2} (\partial_i \delta Q)^2 \right. \\
+ \left[ f\frac{\dot{\phi}}{f} + \frac{H f}{f} - H^2(2 - \epsilon_H) - 2H^2(3 - \epsilon_H)\epsilon_e \right] (\delta\hat{Q})^2 + 4H^2\epsilon_e \sqrt{\epsilon}(\epsilon_H + \eta) \\
+ \sqrt{2}M_{pl} f\frac{\dot{\phi}}{f} \left[ (1 - \epsilon_H - \frac{\dot{f}}{H f}) \right] \delta\phi\delta Q + 4\sqrt{2}M_{pl} H f\frac{\dot{\phi}}{f} \sqrt{\epsilon_e}(\epsilon_H + \eta) (U_2)^2 \\
- \frac{1}{a^2} (\partial_i U_2)^2 + \left[ f\frac{\dot{\phi}}{f} + \frac{H f}{f} - H^2(2 - \epsilon_H) \right] (U_2)^2 \right\}, \tag{A.23}\]

where we have defined dimensionless parameters $\sqrt{\epsilon} \equiv \dot{\phi}/(\sqrt{2}M_{pl} H)$, $\sqrt{\epsilon_e} \equiv f\dot{\kappa}/(M_{pl} a H)$ and $\epsilon_H \equiv -H/H^2$. We mention that here the root is just a symbol and doesn’t mean that $\sqrt{\epsilon}$ is positive. Varying the quadratic action with respect to $\delta Q$ and $U$ yields their equations of motion

\[\delta\ddot{Q} + 3H\dot{Q} + \left( M_{QQ} + \frac{k^2}{a^2} \right) \delta Q + M_{Q\phi} \delta\phi + M_{Q\dot{\phi}} \dot{\delta\phi} = 0, \tag{A.24}\]

\[\ddot{U}_2 + 3H\dot{U}_2 + \left( M_{UU} + \frac{k^2}{a^2} \right) U_2 = 0, \tag{A.25}\]
where we have defined

\begin{align*}
M_{QQ} &= 2\epsilon_E (3 - \epsilon_H) H^2 - \left( \frac{\dot{f}}{f} + H \frac{\dot{f}}{f} - 2H^2 + \epsilon_H H^2 \right), \\
M_{UU} &= - \left( \frac{\dot{f}}{f} + H \frac{\dot{f}}{f} - 2H^2 + \epsilon_H H^2 \right), \\
M_{Q\phi} &= 2\sqrt{\epsilon_E} \sqrt{2\epsilon_E} \sqrt{2\epsilon_E} \sqrt{2\epsilon_E} \left( \frac{\dot{f}}{f} - \frac{\dot{f}}{f} \right) H^2, \\
\bar{M}_{Q\phi} &= 2\sqrt{\epsilon_E} \sqrt{2\epsilon_E} \sqrt{2\epsilon_E} \sqrt{2\epsilon_E} \left( \frac{\dot{f}}{f} - \frac{\dot{f}}{f} \right) \eta H^2.
\end{align*}

When energy density of gauge fields is negligible, i.e., \( \epsilon_E = 0 \), the interactions between scalar-field modes and gauge-field modes \( M_{Q\phi} = \bar{M}_{Q\phi} = 0 \). In addition, if we consider the slow roll inflation and small enough energy density of gauge fields, the first term in (A.26) can be ignored compared to the second term. Hence perturbations \( \delta Q \) and \( U \) have the same effective mass squared \( M_{QQ} \approx M_{UU} \).

Next we are going to treat the vector sector. There are two vector perturbations \( (\Psi_a, \tilde{M}_a) \) in the one-form gauge fields and one \( B_j \) in the gravity after gauge-fixing. Expanding the action around background and write down the quadratic action by performing several integrations by parts we have

\begin{align*}
S_{\text{vector}}^{(2)} &= \int dt d^3 x \left\{ \frac{M_{pl}^2}{4a} \partial_i B_j \partial_j B_i + \frac{a f^2}{2} \left( 2\partial_i \tilde{M}_a \partial_j \tilde{M}_a - 2\partial_i \tilde{M}_a \partial_j \Psi_a + \partial_i \Psi_a \partial_j \Psi_a \\
&\quad - \frac{2 \dot{\kappa}}{a^2} \partial_i \tilde{M}_a \partial_j B_i \right) - \frac{f^2}{2a} \partial_k (\partial_i \tilde{M}_a) \partial_k (\partial_i \tilde{M}_a) \right\}. \quad (A.30)
\end{align*}

We can see \( B_j \) and \( \Psi_a \) are non-dynamical hence we can obtain their equations of motion by varying the quadratic action with respect to these two perturbations

\begin{align*}
\Psi_a &= \tilde{M}_a, \\
B_j &= \frac{2 f^2 \dot{\kappa}}{M_{pl}^2} \tilde{M}_j.
\end{align*}

After substituting these equations into quadratic action of vector sector (A.30) we finally have the action of dynamical perturbations \( \tilde{M}_a \)

\begin{align*}
S_{\text{vector}}^{(2)} &= \int dt d^3 x \left\{ \frac{a f^2}{2} \partial_i \tilde{M}_a \partial_j \tilde{M}_a - \frac{f^2}{2a} \partial_k (\partial_i \tilde{M}_a) \partial_k (\partial_i \tilde{M}_a) - \frac{f^4 \dot{\kappa}^2}{M_{pl}^2 \dot{a}} \partial_i \tilde{M}_a \partial_j \tilde{M}_a \right\}. \quad (A.33)
\end{align*}

Finally we consider the tensor sector of the models. There are two dynamical perturbations \( (w_{ij}, \tilde{T}_{ij}) \) and no non-dynamical perturbation in the tensor part of the system. So we can directly expand the action around background and write down the quadratic action by performing several integrations by parts

\begin{align*}
S_{\text{tensor}}^{(2)} &= \int dt d^3 x \left\{ \frac{M_{pl}^2}{8} (\dot{w}_{ij})^2 - \frac{M_{pl}^2}{8a^2} (\dot{\kappa} w_{ij})^2 + \frac{f^2}{2a^2} (\tilde{T}_{ij})^2 - \frac{f^2}{2a^4} (\dot{\kappa} \tilde{T}_{ij})^2 \\
&\quad + \frac{M_{pl}^2}{4a} \dot{a} w_{ij} \dot{w}_{ij} - \frac{f^2 \dot{\kappa}}{a^2} w_{ij} \dot{w}_{ij} + \left( \frac{M_{pl}^2}{8a} + \frac{M_{pl}^2}{4a^2} + \frac{\dot{\kappa}^2}{4a^2 f^2} \right) (w_{ij})^2 \right\}. \quad (A.34)
\end{align*}
In order to leave quadratic action with only background gauge fields we also have substituted the background equations of motion to eliminate $\dot{\phi}^2$ and $V(\phi)$ above.

### A.2 Two-form gauge fields

For the Two-form gauge fields, the ADM formalism of the action is given by

$$S_{\text{gauge}} = \int d^4 x \sqrt{q} \left[ \frac{1}{4N} g_{ab} q^{jk} q^{il} (I^a_{ij} - H^a_{ijm} N^m) (I^b_{kl} - H^b_{klm} N^n) - \frac{N}{12} g_{ab} q^{mn} q^{ik} q^{jl} H^a_{ijm} H^b_{kln} \right],$$

where $I^a_{ij}$ and the field strength $H^a_{\mu\nu\lambda}$ are non-dynamical. We have nine transverse traceless tensors ($\partial^a \eta + \partial^a \theta + \partial^a \zeta = 0$) and the field strength $H^a_{\mu\nu\lambda}$ is given by

$$H^a_{\mu\nu\lambda} = \partial_{[\mu} A^a_{\nu\lambda]} + \partial_{[\lambda} A^a_{\nu\mu]} + \partial_{[\mu} A^a_{\nu\lambda]}.$$  

We can spatially dualize the two-form gauge fields $A^a_{ij}$ as follow [59]

$$A^a_{ij} \equiv \epsilon_{ijk} B^a_k.$$  

Similarly to the one-form gauge fields, we also consider an isotropic triplet of the duality of the background tow-form gauge fields ($B^a_i, a = 1, 2, 3$), which is realized by three orthogonal two-form fields

$$A^a_{0i} = 0, \quad B^a_k = \mathbb{B} \delta_{ai}, \quad g_{ab} = g^2 \delta_{ab},$$

where we have fixed the gauge of $B^a_{0i} = 0$ for background configuration and $B^a_k$ enjoy the rotational symmetry. A two-form gauge field can be represented by a scalar field hence we should have three physical degrees of freedom in this configuration. One can write the two-form gauge fields as

$$A^a_{0i} = \mathbb{D} \delta_{ai} + \epsilon_{ab} (\partial^a X^b + \mathcal{X}_b) + \partial^a \partial_\mu \mathcal{Z}_b + \partial_\mu (\mathcal{Z}_a) + \mathbb{R}_{ai},$$

$$B^a_k = (\mathbb{B} + \delta \mathbb{B}) \delta_{ak} + \epsilon_{abk} (\partial^a \psi + \mathcal{V}_b + \partial_\mu \mathcal{V}_b + \partial_\mu (\mathcal{V}_a) + \mathcal{S}_b + \mathcal{S}_a),$$

where $X_a, \mathcal{Z}_a, \mathcal{V}_a$ and $\mathcal{W}_a$ are all transverse vector ($\partial^a X_a = \partial^a \mathcal{Z}_a = \partial^a \mathcal{V}_a = \partial^a \mathcal{W}_a = 0$) and $\mathbb{R}_{ai}$ and $\mathcal{S}_a$ are symmetric transverse traceless tensors ($\partial^a \mathbb{R}_{ai} = \partial^a \mathcal{S}_a = \partial^a \mathcal{S}_a = \mathcal{S}_a = 0$). Also, we do not distinguish indices because we identified spatial indices and internal space indices.

Let us fix the gauge ambiguity of the theory. We choose the spatially flat gauge $\psi = E = W_i = 0$. For the two-form gauge fields, nine (= $3 \times 2 + 2$) modes ($\mathbb{D}, X, \mathcal{Z}, \mathcal{X}_b, \mathcal{Z}_a, \mathbb{R}_{ai}$) are non-dynamical. We have nine (= $3 \times 2 + 2$) dynamical modes ($\delta \mathbb{B}, \mathcal{V}, \mathcal{W}_b, \mathcal{W}_a, \mathcal{S}_a$). However, we also have to consider the gauge transformation $A^a_{\mu\nu} \rightarrow A^a_{\mu\nu} + 2\partial_\mu \xi^a_\nu - 2\delta \xi^a_\nu$. Two-form gauge fields. Equivalently, the gauge transformation of the spatial dual fields $B^a_k$ is given by

$$B^a_k \rightarrow B^a_k + \epsilon_{ijk} (\partial^i \xi^a_j - \partial^j \xi^a_i).$$

We can also decompose the functions $\xi^a_\mu$ as

$$\xi^a_0 = \partial_a \eta + \eta_a,$$

$$\xi^a_j = \xi \delta_{aj} + \epsilon_{jab} (\partial_b \theta + \theta_b) + \partial_j \partial_a \zeta + \partial_j \zeta_a + \xi_{aj},$$

where $\eta_a, \theta_a$ and $\zeta_a$ are transverse vector ($\partial^a \eta_a = \partial^a \theta_a = \partial^a \zeta_a = 0$) and $\xi_{ai}$ is symmetric transverse traceless tensor ($\partial^a \xi_{ai} = \xi^a_a = 0$). From (A.38) we can find the scalar, vector
tensor modes can transform as

\[
\begin{align*}
\text{Scalar: } & \ D \to D + \dot{\xi}, \quad X \to X + \dot{\theta}, \quad Z \to Z + \dot{\xi} - \eta, \\
& \mathcal{V} \to \mathcal{V} - 2\xi, \quad \mathcal{W} \to \mathcal{W} + 4\theta, \\
\text{Vector: } & \ X_b \to X_b + \dot{\theta}_b - \frac{1}{2} \epsilon_{iab} \partial_i \eta_a, \quad V_b \to V_b - \epsilon_{kab} \partial_a \theta_k + \frac{1}{2} \partial^2 \zeta_b, \\
& \ Z_a \to Z_a + \dot{\zeta}_a, \\
\text{Tensor: } & \ R_{ai} \to R_{ai} + \dot{\zeta}_{ai}, \quad S_{ak} \to S_{ak} + 2\epsilon_{ijk} \partial_j \xi_{aj}.
\end{align*}
\]  

(A.41)

Moreover, the non-dynamical modes \((\mathcal{D}, X_b, \mathcal{V}_b, R_{ai})\) can be eliminated from the quadratic action. We can see there are three redundancy for scalar modes, six redundancy for vector modes and two redundancy for tensor modes. So we can fix the gauge as

\[
\begin{align*}
\mathcal{V} &= 0, \quad Z = 0, \quad \mathcal{V} = 0, \\
Z_a &= 0, \quad V_b = 0, \quad X_b = 0, \\
S_{ak} &= 0.
\end{align*}
\]

(A.44)

We note that modes \(A, B, D\) and \(X\) appear with no time derivative hence are non-dynamical degrees of freedom. After varying this quadratic action with respect to \(A, B, D\) and \(X\) respectively we obtain the following quadratic action

\[
S_{\text{scalar}}^{(2)} = \frac{1}{2} \int dt d^3 x a^3 \left\{ -6M^2 \mathcal{H}^2 A + \phi^2 A - 2V_\phi \delta \phi - 2\phi \delta \phi + 3g^2 \frac{\mathcal{H}}{a^4} A - 6gg_\phi \frac{\mathcal{H}}{a^4} \delta \phi \\
- 2g^2 \frac{\mathcal{H}}{a^4} (3\delta \mathcal{B} - 2\partial^2 \mathcal{X}) A + \frac{2}{a^2} \left( \phi \delta \phi - 2M^2 \mathcal{H} A + g^2 \frac{\mathcal{H}}{a^4} \delta \phi \right) \partial^2 B + (\delta \phi)^2 \\
- \frac{1}{a^2} (\partial_\phi \delta \phi)^2 - V_{\phi \phi} (\delta \phi)^2 + \frac{a^2}{a^4} \left[ 3(\delta \mathcal{B})^2 - \frac{1}{a^2} (\partial_\phi \delta \mathcal{B})^2 + 2(\partial_\phi \partial^2 \mathcal{X}) - 4\delta \mathcal{B} \partial^2 \mathcal{X} \\
+ 2(\partial^2 \mathcal{X})^2 + \frac{4}{a^4} gg_\phi \mathcal{H} (3\delta \mathcal{B} - 2\partial^2 \mathcal{X}) \delta \phi + \frac{3}{a^4} (g_\phi^2 + gg_{\phi \phi}) \delta^2 (\delta \phi)^2 \right].
\]

(A.45)

We note that modes \(A, B, \mathcal{D}\) and \(X\) appear with no time derivative hence are non-dynamical degrees of freedom. After varying this quadratic action with respect to \(A, B, \mathcal{D}\) and \(X\) respectively we obtain the constraint equations

\[
\begin{align*}
\phi \delta \phi &= 2M^2 \mathcal{H} A - \frac{g^2}{a^4} \mathcal{H} \partial^2 \mathcal{V}, \\
-2M^2 \mathcal{H} a^2 \partial^2 B &= 6M^2 \mathcal{H}^2 A + \phi \delta \phi + V_\phi \delta \phi - \partial^2 A - 3g^2 \frac{\mathcal{H}}{a^4} A \\
& \quad + \frac{g^2}{a^4} (\delta \mathcal{B} - 2\partial^2 \mathcal{X}) + 3gg_\phi \frac{\mathcal{H}}{a^4} \delta \phi, \\
\partial^2 \mathcal{X} &= \delta \mathcal{B} + \frac{3g_\phi}{h} \mathcal{H} \delta \phi - \mathcal{H} A, \\
\mathcal{D} &= 0.
\end{align*}
\]  

(A.46) 

(A.47) 

(A.48) 

(A.49)
The mode $D$ vanishes. Similar to the one-form isotropic gauge fields, there are interactions with perturbations of the temporal mode $X$. To see the effective mass squared term of the equations of motion of gauge fields perturbations, one can define the new variables of the tow-form gauge fields as

$$\delta P \equiv \frac{g}{a^2} \delta B.$$ \hspace{1cm} (A.50)

After substituting constraint equations into (A.45) and using the redefined variable $\delta P$, then performing several integration by parts and using background equations of motion, we obtain the quadratic action

$$S^{(2)}_{\text{scalar}} = \frac{1}{2} \int dt d^3 x a^3 \left\{ \delta \dot{\phi}^2 - \frac{1}{a^2} (\partial_i \delta \phi)^2 + \left[ - V_{\phi\phi} + 2H^2 (3 + \epsilon_H) \epsilon + 4H^2 \eta \epsilon \right. \right.$$

$$+ M_{pl}^2 H^2 \epsilon_B \left[ \frac{3}{g} \frac{\dot{g}}{g} - 5 \frac{\dot{\phi}}{g^2} - 2 \sqrt{2} \frac{\sqrt{\epsilon} \frac{g}{M_{pl} g}}{g} \right] (\delta \phi)^2 + (\delta \dot{P})^2 - \frac{1}{a^2} (\partial_i \delta P)^2 \right.$$\hspace{1cm} (A.51)

and

$$\left. + \left[ \frac{\ddot{g}}{g} - \frac{H \dot{g}}{g} - 2H^2 (1 - \epsilon_H) - (3 - \epsilon_H) H^2 \epsilon_B \right] (\delta P)^2 + \left[ - 2 M_{pl} H^2 \frac{g}{g} \sqrt{\epsilon_B} \right. \right.$$

$$+ 2 \sqrt{2} H^2 \sqrt{\epsilon_B} \sqrt{\epsilon (\epsilon_H + \eta)} + \left( 2H - \frac{\ddot{g}}{g} \right) \left[ 4 M_{pl} H \frac{g}{g} \sqrt{\epsilon_B} \right] \delta P \delta \phi$$

$$\left. + \left( 4 M_{pl} H \frac{g}{g} \sqrt{\epsilon_B} \right) \delta \dot{P} \delta \phi \right\},$$

where we have defined dimensionless parameters $\sqrt{\epsilon} \equiv \dot{\phi}/(\sqrt{2}M_{pl}H)$, $\sqrt{\epsilon_B} \equiv g \dot{B}/(M_{pl} a^2 H)$ and $\epsilon_H \equiv - \dot{H}/H^2$. After varying the quadratic action with respect to $\delta P$ yields

$$\delta \ddot{P} + 3H \delta \dot{P} + \left( M_{PP} + \frac{k^2}{a^2} \right) \delta P + M_{P\phi} \delta \phi + \bar{M}_{P\phi} \delta \dot{\phi} = 0,$$ \hspace{1cm} (A.52)

where we have defined

$$M_{PP} \equiv - \left( \frac{\ddot{g}}{g} - \frac{H \dot{g}}{g} - 2H^2 + \epsilon_H H^2 \right) + (2 - \epsilon_H) H^2 \epsilon_B,$$ \hspace{1cm} (A.53)

$$M_{P\phi} \equiv H^2 \sqrt{\epsilon_B} \left[ M_{pl} \epsilon_B \frac{g}{g} - \sqrt{2} \sqrt{\epsilon (\epsilon_H + \eta)} + \frac{2 M_{pl}}{H} \left( \frac{\ddot{g}}{g} - \dot{g} \Phi g \right) \right],$$ \hspace{1cm} (A.54)

$$\bar{M}_{P\phi} \equiv 2 M_{pl} \sqrt{\epsilon_B} H \frac{g}{g}.$$ \hspace{1cm} (A.55)

When energy density of two-form gauge fields is negligible, i.e., $\epsilon_B = 0$, the interactions between scalar-field modes and gauge-field modes $M_{P\phi} = \bar{M}_{P\phi} = 0$. And we note the $\epsilon_B$ term in the $M_{PP}$ can be ignored in the slow roll approximation and the sign of the second term is opposite to that of one-form gauge fields, which implies the different unstable conditions of the slow roll inflationary attractors. However, there still exist stable attractors after the destabilization, which can be found in the main text.

Next we treat the vector sector of the models. After gauge-fixing we have one vector perturbation $M_a$ for two-form gauge fields and one perturbation $B_j$ for gravity. After expanding
the action around background and performing several integration by parts we have

\[ S_{\text{vector}}^{(2)} = \int dt d^3x \left\{ \frac{M_{\text{pl}}^2}{4a} \partial_i B_j \partial_i B_j + \frac{f^2}{a} \left( \partial_i \partial_i \partial_j \partial_j - \frac{\ddot{B}}{2a^2} \partial^2 \partial_j B_j \right) \right. \\
\left. - \frac{f^2}{a^3} \partial_k (\partial_i \partial_j \partial_k \partial_l) \partial_k (\partial_l \partial_l) \right\}. \quad (A.56) \]

To eliminate the non-dynamical variable \( B_j \), we can use its equation of motion

\[ M_{\text{pl}}^2 B_j + \frac{f^2 \ddot{B}}{a^2} W_j = 0. \quad (A.57) \]

Substituting it back to the quadratic action, we can deduce the following

\[ S_{\text{vector}}^{(2)} = \int dt d^3x \left\{ \frac{f^2}{a} \partial_i \partial_i \partial_l \partial_l - \frac{f^2}{a^3} \partial_k (\partial_i \partial_j \partial_k \partial_l) \partial_k (\partial_l \partial_l) \right\}. \quad (A.58) \]

Finally, we treat the tensor perturbations \((w_{ij}, R_{ai})\), one is dynamical metric mode and the other is non-dynamical gauge-field mode. After expanding the action around background and performing several integration by parts, then also using the background equations of motion, the quadratic action is given by

\[ S_{\text{tensor}}^{(2)} = \int dt d^3x a^3 \left\{ \frac{M_{\text{pl}}^2}{8a^2} (\ddot{w}_{ij})^2 - \frac{M_{\text{pl}}^2}{4a} w_{ij} \dot{w}_{ij} + \left( \frac{M_{\text{pl}}^2}{8} \ddot{a} + \frac{M_{\text{pl}}^2}{4} \dot{a}^2 - 3 \frac{\ddot{B}}{2a^2} g^2 \right) (w_{ij})^2 \right. \\
\left. - \frac{\ddot{B}}{2a^2} g^2 \partial_i \partial_j \epsilon_{kia} \partial_i \partial_j \right\}. \quad (A.59) \]

\( R_{ai} \) appears with no time derivative. After varying this quadratic action with respect to \( R_{aj} \) yields the constraint equation

\[ \partial_i \partial_j \epsilon_{kia} \partial_i \partial_j \epsilon_{kia}. \quad (A.60) \]

Then substituting it back to the quadratic action we obtain

\[ S_{\text{tensor}}^{(2)} = \int dt d^3x a^3 \left\{ \frac{M_{\text{pl}}^2}{8a^2} (\ddot{w}_{ij})^2 - \frac{M_{\text{pl}}^2}{4a} w_{ij} \dot{w}_{ij} + \left( \frac{M_{\text{pl}}^2}{8} \ddot{a} + \frac{M_{\text{pl}}^2}{4} \dot{a}^2 - 3 \frac{\ddot{B}}{2a^2} g^2 \right) (w_{ij})^2 \right. \\
\left. + \left( \frac{M_{\text{pl}}^2}{8} \ddot{a} + \frac{M_{\text{pl}}^2}{4} \dot{a}^2 - 3 \frac{\ddot{B}}{2a^2} g^2 \right) (w_{ij})^2 \right\}. \quad (A.61) \]

where \( R_{ai} \) has been eliminated so the only dynamical degrees of freedom are metric perturbations.

B Slow roll approximation of the quadratic action

In this appendix we can reduce all of the quadratic actions we derived in the last section in the slow roll approximation.
B.1 One-form gauge field

After changing the time variable to the conformal time $d\tau = dt/a$ and introducing the canonical variables (5.1), the quadratic action can be written as follows

$$S^{(2)}_{\text{scalar}} = \frac{1}{2} \int d\tau d^3x \left\{ (\Delta'_\phi)^2 - (\partial \Delta_\phi)^2 + (\Delta'_Q)^2 - (\partial \Delta_Q)^2 + (\partial^2 \Delta_U)^2 \right. $$

$$+ a^2 H^2 [2 - \epsilon_H - \frac{V_{\phi\phi}}{H^2} + 2(3 + \epsilon_H)\epsilon + 4\epsilon - 4 \sqrt{2} \epsilon f_\phi f_\phi' + \left( \frac{f''}{f} \right) (\Delta_\phi)^2 + \left[ \frac{f''}{f} + a^2 H^2 \epsilon (2\epsilon - 6) \right] (\Delta_Q)^2 + \frac{f''}{f} (\partial \Delta_U)^2 $$

$$- aH \left[ 4 \sqrt{2} \sqrt{\epsilon_E} \frac{f_\phi^2 f_\phi'}{f^2} + aH \sqrt{\epsilon_E} \left( 4 \sqrt{2} \frac{f_\phi}{f} \epsilon - 4 \sqrt{\epsilon_H (\eta + \epsilon_H)} \right) \right] \Delta_\phi \Delta_Q $$

$$- aH \left[ 4 \sqrt{2} \sqrt{\epsilon_E} \left( \frac{f_\phi}{f} \right) \Delta_\phi' \Delta_Q \right], \quad (B.1)$$

where $\Delta_U$ is fluctuations of the magnetic field that is decoupled with perturbations of scalar fields and electric fields in the action. In fact, it is an isocurvature mode which does not contribute to the curvature perturbations [64]. Hence we can ignore it. Now we consider the slow roll approximation $\epsilon \ll 1$, $\epsilon_H \ll 1$, $\epsilon_E \ll 1$, $|\eta| \ll 1$ and the de Sitter background evolution of spacetime $1/\tau = -aH$. For the stable attractor (3.4), we have $f \sim \tau^2$ and hence

$$f' = \frac{2}{\tau}, \quad f'' = \frac{2}{\tau^2}. \quad (B.2)$$

Moreover, from (3.20), we also have

$$f_\phi = \frac{2}{L_1}, \quad f_{\phi\phi} = \frac{4 - 2L_1 \phi}{L^2}, \quad (B.3)$$

where we have used slow roll approximation $|L_\phi| = |\dot{L}/\phi| = |\dot{L}/(HL)| = |\eta + \epsilon_H| \ll 1$. Consequently, the quadratic action reduces to (5.2)

For the vector modes, we also introduce the canonical variables (5.9). Then we can deduce the quadratic action of vector sector as

$$S^{(2)}_{\text{vector}} = \frac{1}{2} \int d\tau d^3x \left\{ \Delta'_a \cdot \Delta'_a - \partial_\tau \Delta_a \cdot \partial_\tau \Delta_a + \left( \frac{f''}{f} - 2a^2 H^2 \epsilon_E \right) \Delta_a \cdot \Delta_a \right\}. \quad (B.4)$$

In the slow roll approximation where $\epsilon_E \ll 1$ and (B.2), the action is reduced to (5.10).

Similarly, after introducing the canonical variables (5.12), we deduce the tensor part of the quadratic action of gravity and gauge fields (see appendix A.1)

$$S^{(2)}_{\text{tensor}} = \frac{1}{8} \int d\tau d^3x \left\{ (h_{ij}')^2 - (\partial h_{ij})^2 + (t_{ij}')^2 - (\partial t_{ij})^2 + \left( \frac{a''}{a} + 2a^2 H^2 \epsilon_E \right) (h_{ij})^2 $$

$$+ \frac{f''}{f} (t_{ij})^2 + 4aH \sqrt{\epsilon_E} \frac{f_\phi'}{f} h_{ij} h_{ij} - 4aH \sqrt{\epsilon_E} h_{ij} t_{ij} \right\}. \quad (B.5)$$

After ignoring the slow roll parameter $\epsilon_E$ but keeping $\sqrt{\epsilon_E}$ and using $1/\tau = -aH$, then we can reduce the action to (5.14).

- 40 -
B.2 Two-form gauge field

The two-form case is similar to the one of one-form, where we introduce the canonical variables \( \phi \), \( P \) and use the conformal time \( \tau \) rather than the cosmological one \( t \). We can derive the quadratic action of the fluctuations \( \Delta \phi \) and \( \Delta P \)

\[
S^{(2)}_{\text{scalar}} = \frac{1}{2} \int d\tau d^3 x \left\{ \left( \Delta \phi \right)^2 - (\partial \Delta \phi)^2 + \left( \Delta P \right)^2 - (\partial \Delta P)^2 \right. \\
+ a^2 H^2 \left\{ 2 - \epsilon_H - \frac{V_{\phi \phi}}{H^2} + 2(3 + \epsilon_H)\epsilon + 4\eta\epsilon + \epsilon_B \left(-2\sqrt{2}\epsilon \frac{g_{\phi \phi}}{g} - 5 \frac{g_{\phi \phi}^2}{g^2} \right) \right. \\
+ 3 \frac{g_{\phi \phi}}{g} \right\} (\Delta \phi)^2 + \left[ \frac{g''}{g} - 2aH \frac{g'}{g} + a^2 H^2 \epsilon_H + a^2 H^2 (-3 + \epsilon_H)\epsilon_B \right] (\Delta P)^2 \\
- aH \left[ \frac{2g_{\phi \phi}}{g} \sqrt{\epsilon_B} - aH \sqrt{\epsilon_B} \left( 2 \epsilon_B (2 - \epsilon_B) + 2 \sqrt{2} (\epsilon_H + \eta) \right) \right] \Delta \phi \Delta P \\
+ aH \sqrt{\epsilon_B} \left[ \frac{4g_{\phi \phi}^2}{g} - 2 \sqrt{2} \sqrt{\epsilon} \right] \Delta \phi \Delta P \left( \frac{1}{2} \right). 
\]

(B.6)

We are considering slow roll approximation \( \epsilon \ll 1, \epsilon_H \ll 1, \epsilon_B \ll 1, \eta \ll 1 \) and de Sitter background \( 1/\tau = -aH \). For obtaining the scale invariant spectrum of two-form gauge fields, we have \( g \sim \tau \), which implies

\[
\frac{g'}{g} = \frac{1}{\tau}, \quad \frac{g''}{g} = 0. 
\]

(B.7)

From \( \epsilon_{(3.20)} \) and assuming the slow rolling of \( L_2 \), we also have

\[
\frac{g_{\phi}}{g} = \frac{1}{L_2}, \quad \frac{g_{\phi \phi}}{g} = \frac{1}{L_2^2}. 
\]

(B.8)

Then the quadratic action reduces to \( (5.20) \).

For the vector modes, after defining the canonical variable \( \phi \) we can write down the quadratic action of these vector perturbations from \( (A.58) \)

\[
S^{(2)}_{\text{vector}} = \frac{1}{2} \int d\tau d^3 x \left\{ \Delta_a \cdot \Delta_a - \partial_i \Delta_a \cdot \partial_i \Delta_a + \left[ \frac{g''}{g} - 2aH \frac{g'}{g} + a^2 H^2 (\epsilon_H - \frac{\epsilon_B}{2}) \right] \Delta_a \cdot \Delta_a \right\}. 
\]

(B.9)

In the slow roll approximation \( \epsilon_H, \epsilon_B \ll 1 \) this action is reduced to the same one as one-form case \( (5.10) \).

For the tensor modes, after using the canonical variable \( \phi \) the quadratic action reads

\[
S^{(2)}_{\text{tensor}} = \frac{1}{8} \int d\tau d^3 x \left\{ (h_{ij})^2 - (\partial h_{ij})^2 + \left( \frac{a''}{a} - 12 \epsilon_B a^2 H^2 \right) (h_{ij})^2 \right\}. 
\]

(B.10)

In the leading order of the slow roll approximation \( \epsilon_B \ll 1 \), we can see the quadratic action is the same as that of the single-field inflation.
C Classification of attractors

We should carefully classify the strong and weak coupling of attractors for a general choice of \( f(\phi) \) and \( g(\phi) \). Here we consider the symmetric potential \( V(-\phi) = V(\phi) \). There are two kinds of evolution of \( \phi \) for symmetric potential, left-to-right evolution \( (\dot{\phi} > 0) \) and right-to-left evolution \( (\dot{\phi} < 0) \) solutions. For the former case, the scale factor grows with the \( \phi \). Hence only if \( f_{\phi} < 0 \) the coupling is weak at the beginning. While for the later case, the scale factor decreases with the \( \phi \) and only when \( f_{\phi} > 0 \) we are in the weak regime. We discuss these attractors in three scenarios: \( L_{1+}(\phi) > 0 \), \( L_{1-}(\phi) < 0 \) and \( L_{1-}(\phi) > 0 \), \( L_{1+}(\phi) < 0 \). We find the only weakly coupled solutions are \( -\dot{\phi}/H = L_{1+}(\phi) \) when \( f_{\phi\phi} > 0 \), \( f_{\phi} > 0 \), and \( -\dot{\phi}/H = L_{1-}(\phi) \) when \( f_{\phi\phi} > 0 \), \( f_{\phi} < 0 \), which are shown in Table 2.

| \( f_{\phi\phi} > 0 \) | \( L_{1-} > 0 \) | \( L_{1+} < 0 \) | \( L_{1+} > 0 \) | \( L_{1-} < 0 \) |
|-----------------|----------------|----------------|----------------|----------------|
| \( f_{\phi} > 0 \) | Weak           | Strong         | \( \times \)   | \( \times \)   |
| \( f_{\phi} < 0 \) | Strong         | Weak           |                |                |
| \( f_{\phi\phi} < 0 \) | \( f_{\phi} > 0 \) | Strong         | Strong         | Strong         |
| \( f_{\phi} < 0 \) | Strong         | Strong         |                |                |

Table 2. Different regimes of the one-form attractors of inflation with potential \( V(-\phi) = V(\phi) \). Weak: weakly coupling. Strong: strong coupling. \( \times \): do not exist.

The two-form case is similar. We should exclude the cases which run from strong coupling at the beginning to weak coupling at the end of inflation. That is, we only consider \( g_{\phi} < 0 \) for left-to-right rolling of \( \phi \) and \( g_{\phi} > 0 \) for right-to-left rolling of \( \phi \). After dividing the solutions in three scenarios: \( L_{1+}(\phi) > 0 \), \( L_{1-}(\phi) < 0 \) and \( L_{1-}(\phi) > 0 \), \( L_{1+}(\phi) < 0 \), we pick up all weak-coupling to strong-coupling solutions and show them in Table 3. We see there are more solutions than case of one-form gauge fields that running from weak coupling to strong coupling.

| \( g_{\phi\phi} > 0 \) | \( L_{2-} > 0 \) | \( L_{2+} < 0 \) | \( L_{2+} > 0 \) | \( L_{2-} < 0 \) |
|-----------------|----------------|----------------|----------------|----------------|
| \( g_{\phi} > 0 \) | Weak           | Strong         | \( \times \)   | \( \times \)   |
| \( g_{\phi} < 0 \) | Strong         | Weak           |                |                |
| \( g_{\phi\phi} < 0 \) | \( g_{\phi} > 0 \) | \( \times \)   | Weak           | \( \times \)   |
| \( g_{\phi} < 0 \) | \( \times \)   | Weak           |                |                |

Table 3. Different regimes of the two-form attractors of inflation with potential \( V(-\phi) = V(\phi) \). Weak: weakly coupling. Strong: strong coupling. \( \times \): do not exist.

References

[1] A. H. Guth, “The Inflationary Universe: A Possible Solution to the Horizon and Flatness Problems,” Phys. Rev. D 23, 347-356 (1981)
[2] K. Sato, “Cosmological Baryon Number Domain Structure and the First Order Phase Transition of a Vacuum,” Phys. Lett. B 99, 66-70 (1981)
[3] A. D. Linde, “A New Inflationary Universe Scenario: A Possible Solution of the Horizon, Flatness, Homogeneity, Isotropy and Primordial Monopole Problems,” Phys. Lett. B 108, 389-393 (1982)
[4] A. Albrecht and P. J. Steinhardt, “Cosmology for Grand Unified Theories with Radiatively Induced Symmetry Breaking,” Phys. Rev. Lett. 48, 1220-1223 (1982).

[5] Y. A. Akrami et al. [Planck], “Planck 2018 results. X. Constraints on inflation,” Astron. Astrophys. 641, A10 (2020) doi:10.1051/0004-6361/201833887 [arXiv:1807.06211 [astro-ph.CO]].

[6] P. A. R. Ade et al. [BICEP2 and Keck Array], “Improved Constraints on Cosmology and Foregrounds from BICEP2 and Keck Array Cosmic Microwave Background Data with Inclusion of 95 GHz Band,” Phys. Rev. Lett. 116, 031302 (2016) [arXiv:1510.09217 [astro-ph.CO]].

[7] C. Vafa, “The String landscape and the swampland,” [arXiv:hep-th/0509212 [hep-th]].

[8] H. Ooguri and C. Vafa, “On the Geometry of the String Landscape and the Swampland,” Nucl. Phys. B 766, 21-33 (2007) doi:10.1016/j.nuclphysb.2006.10.033 [arXiv:hep-th/0605264 [hep-th]].

[9] G. Obied, H. Ooguri, L. Spodyneiko and C. Vafa, “De Sitter Space and the Swampland,” [arXiv:1806.08362 [hep-th]].

[10] P. Agrawal, G. Obied, P. J. Steinhardt and C. Vafa, “On the Cosmological Implications of the String Swampland,” Phys. Lett. B 784, 271-276 (2018) [arXiv:1806.09718 [hep-th]].

[11] S. K. Garg and C. Krishnan, “Bounds on Slow Roll and the de Sitter Swampland,” JHEP 11, 075 (2019) [arXiv:1807.05193 [hep-th]].

[12] C. Cheung, P. Creminelli, A. L. Fitzpatrick, J. Kaplan and L. Senatore, “The Effective Field Theory of Inflation,” JHEP 03, 014 (2008) [arXiv:0709.0293 [hep-th]].

[13] A. Achucarro, J. O. Gong, S. Hardeman, G. A. Palma and S. P. Patil, “Features of heavy physics in the CMB power spectrum,” JCAP 01, 030 (2011) doi:10.1088/1475-7516/2011/01/030 [arXiv:1010.3693 [hep-ph]].

[14] A. Achucarro, J. O. Gong, S. Hardeman, G. A. Palma and S. P. Patil, “Effective theories of single field inflation when heavy fields matter,” JHEP 05, 066 (2012) [arXiv:1201.6342 [hep-th]].

[15] S. Renaux-Petel and K. Turzyński, “Geometrical Destabilization of Inflation,” Phys. Rev. Lett. 117, no.14, 141301 (2016) [arXiv:1510.01281 [astro-ph.CO]].

[16] S. Garcia-Saenz, S. Renaux-Petel and J. Ronayne, “Primordial fluctuations and non-Gaussianities in sidetracked inflation,” JCAP 07, 057 (2018) [arXiv:1804.11279 [astro-ph.CO]].

[17] S. Renaux-Petel, K. Turzyński and V. Vennin, “Geometrical destabilization, premature end of inflation and Bayesian model selection,” JCAP 11, 006 (2017) doi:10.1088/1475-7516/2017/11/006 [arXiv:1706.01835 [astro-ph.CO]].

[18] M. Cicoli, V. Guidetti, F. G. Pedro and G. P. Vacca, “A geometrical instability for ultra-light fields during inflation?,” JCAP 12, 037 (2018) [arXiv:1807.03818 [hep-th]].

[19] M. Cicoli, V. Guidetti and F. G. Pedro, “Geometrical Destabilisation of Ultra-Light Axions in String Inflation,” JCAP 05, 046 (2019) [arXiv:1903.01497 [hep-th]].

[20] A. D. Linde, “Hybrid inflation,” Phys. Rev. D 49, 748-754 (1994) [arXiv:astro-ph/9307002 [astro-ph]].

[21] A. R. Brown, “Hyperbolic Inflation,” Phys. Rev. Lett. 121, no.25, 251601 (2018) [arXiv:1705.03023 [hep-th]].

[22] S. Mizuno and S. Mukohyama, “Primordial perturbations from inflation with a hyperbolic field-space,” Phys. Rev. D 96, no.10, 103533 (2017) [arXiv:1707.05125 [hep-th]].

[23] T. Bjorkmo and M. C. D. Marsh, “Hyperinflation generalised: from its attractor mechanism to its tension with the ‘swampland conditions’,” JHEP 04, 172 (2019) [arXiv:1901.08603 [hep-th]].

[24] P. Christodoulidis, D. Roest and E. I. Sfakianakis, “Attractors, Bifurcations and Curvature in Multi-field Inflation,” JCAP 08, 006 (2020) [arXiv:1903.03513 [gr-qc]].
[25] T. Bjorkmo, “Rapid-Turn Inflationary Attractors,” Phys. Rev. Lett. **122**, no.25, 251301 (2019) [arXiv:1902.10529 [hep-th]].

[26] V. Aragam, S. Paban and R. Rosati, “The Multi-Field, Rapid-Turn Inflationary Solution,” JHEP **03**, 009 (2021) [arXiv:2010.15933 [hep-th]].

[27] S. Garcia-Saenz and S. Renaux-Petel, “Flattened non-Gaussianities from the effective field theory of inflation with imaginary speed of sound,” JCAP **11**, 005 (2018) [arXiv:1805.12563 [hep-th]].

[28] J. Fumagalli, S. Garcia-Saenz, L. Pinol, S. Renaux-Petel and J. Ronayne, “Hyper-Non-Gaussianities in Inflation with Strongly Nongeodesic Motion,” Phys. Rev. Lett. **123**, no.20, 201302 (2019) [arXiv:1902.03221 [hep-th]].

[29] M. a. Watanabe, S. Kanno and J. Soda, “Inflationary Universe with Anisotropic Hair,” Phys. Rev. Lett. **102**, 191302 (2009) [arXiv:0902.2833 [hep-th]].

[30] A. Maleknejad and M. M. Sheikh-Jabbari, “Non-Abelian Gauge Field Inflation,” Phys. Rev. D **84**, 043515 (2011) [arXiv:1102.1932 [hep-ph]].

[31] A. Maleknejad and M. M. Sheikh-Jabbari, “Gauge-flation: Inflation From Non-Abelian Gauge Fields,” Phys. Lett. B **723**, 224-228 (2013) [arXiv:1102.1513 [hep-ph]].

[32] J. Martin and J. Yokoyama, “Generation of Large-Scale Magnetic Fields in Single-Field Inflation,” JCAP **01**, 025 (2008) [arXiv:0711.4307 [astro-ph]].

[33] V. Demozzi, V. Mukhanov and H. Rubinstein, “Magnetic fields from inflation?,” JCAP **08**, 025 (2009) [arXiv:0907.1030 [astro-ph.CO]].

[34] S. Kanno, J. Soda and M. a. Watanabe, “Cosmological Magnetic Fields from Inflation and Backreaction,” JCAP **12**, 009 (2009) [arXiv:0908.3509 [astro-ph.CO]].

[35] R. Emami, H. Firouzjahi and M. S. Movahed, “Inflation from Charged Scalar and Primordial Magnetic Fields?,” Phys. Rev. D **81**, 083526 (2010) [arXiv:0908.4161 [hep-ph]].

[36] A. Talebian, A. Nassiri-Rad and H. Firouzjahi, “Revisiting magnetogenesis during inflation,” Phys. Rev. D **102**, no.10, 103508 (2020) [arXiv:2007.11066 [gr-qc]].

[37] A. Talebian, A. Nassiri-Rad and H. Firouzjahi, “Primordial helical magnetic fields from inflation?,” Phys. Rev. D **105**, no.2, 023528 (2022) [arXiv:2111.02147 [astro-ph.CO]].

[38] K. Subramanian, “Magnetic fields in the early universe,” Astron. Nachr. **331**, 110-120 (2010) [arXiv:0911.4771 [astro-ph.CO]].

[39] T. Fujita, R. Namba, Y. Tada, N. Takeda and H. Tashiro, “Consistent generation of magnetic fields in axion inflation models,” JCAP **05**, 054 (2015) [arXiv:1503.05802 [astro-ph.CO]].

[40] T. Fujita and R. Namba, “Pre-reheating Magnetogenesis in the Kinetic Coupling Model,” Phys. Rev. D **94**, no.4, 043523 (2016) [arXiv:1602.05673 [astro-ph.CO]].

[41] T. Fujita and R. Durrer, “Scale-invariant Helical Magnetic Fields from Inflation,” JCAP **09**, 008 (2019) [arXiv:1904.11428 [astro-ph.CO]].

[42] K. Subramanian, “The origin, evolution and signatures of primordial magnetic fields,” Rept. Prog. Phys. **79**, no.7, 076901 (2016) [arXiv:1504.02311 [astro-ph.CO]].

[43] K. Yamamoto, M. a. Watanabe and J. Soda, “Inflation with Multi-Vector-Hair: The Fate of Anisotropy,” Class. Quant. Grav. **29**, 145008 (2012) [arXiv:1201.5309 [hep-th]].

[44] A. Maleknejad, M. M. Sheikh-Jabbari and J. Soda, “Gauge Fields and Inflation,” Phys. Rept. **528**, 161-261 (2013) [arXiv:1212.2921 [hep-th]].

[45] R. Emami, H. Firouzjahi, S. M. Sadegh Movahed and M. Zarei, “Anisotropic Inflation from Charged Scalar Fields,” JCAP **02**, 005 (2011) [arXiv:1010.5495 [astro-ph.CO]].
[46] J. Soda, “Statistical Anisotropy from Anisotropic Inflation,” Class. Quant. Grav. 29, 083001 (2012) [arXiv:1201.6434 [hep-th]].

[47] M. a. Watanabe, S. Kanno and J. Soda, “The Nature of Primordial Fluctuations from Anisotropic Inflation,” Prog. Theor. Phys. 123, 1041-1068 (2010) [arXiv:1003.0056 [astro-ph.CO]].

[48] A. Ito and J. Soda, “MHz Gravitational Waves from Short-term Anisotropic Inflation,” JCAP 04, 035 (2016) [arXiv:1603.00602 [hep-th]].

[49] R. Emami and H. Firouzjahi, “Issues on Generating Primordial Anisotropies at the End of Inflation,” JCAP 01, 022 (2012) [arXiv:1111.1919 [astro-ph.CO]].

[50] R. Emami and H. Firouzjahi, “Curvature Perturbations in Anisotropic Inflation with Symmetry Breaking,” JCAP 10, 041 (2013) [arXiv:1301.1219 [hep-th]].

[51] X. Chen, R. Emami, H. Firouzjahi and Y. Wang, “The TT, TB, EB and BB correlations in anisotropic inflation,” JCAP 08, 027 (2014) [arXiv:1404.4083 [astro-ph.CO]].

[52] R. Emami and H. Firouzjahi, “Clustering Fossil from Primordial Gravitational Waves in Anisotropic Inflation,” JCAP 10, 043 (2015) [arXiv:1506.00958 [astro-ph.CO]].

[53] J. Ohashi, J. Soda and S. Tsujikawa, “Anisotropic Non-Gaussianity from a Two-Form Field,” Phys. Rev. D 87, no.8, 083520 (2013) [arXiv:1303.7340 [astro-ph.CO]].

[54] A. Ito and J. Soda, “Designing Anisotropic Inflation with Form Fields,” Phys. Rev. D 92, no.12, 123533 (2015) [arXiv:1506.02450 [hep-th]].

[55] J. Ohashi, J. Soda and S. Tsujikawa, “Observational signatures of anisotropic inflationary models,” JCAP 12, 009 (2013) [arXiv:1308.4488 [astro-ph.CO]].

[56] C. B. Chen and J. Soda, “Anisotropic hyperbolic inflation,” JCAP 09, 026 (2021) [arXiv:2106.04813 [hep-th]].

[57] T. Q. Do and W. F. Kao, “Anisotropic hyperbolic inflation for a model of two scalar and two vector fields,” [arXiv:2110.13516 [gr-qc]].

[58] M. C. Bento, O. Bertolami, P. V. Moniz, J. M. Mourao and P. M. Sa, “On the cosmology of massive vector fields with SO(3) global symmetry,” Class. Quant. Grav. 10, 285-298 (1993) [arXiv:gr-qc/9302034 [gr-qc]].

[59] C. Germani and A. Kehagias, “P-inflation: generating cosmic Inflation with p-forms,” JCAP 03, 028 (2009) [arXiv:0902.3667 [astro-ph.CO]].

[60] N. Bartolo, S. Matarrese, M. Peloso and A. Ricciardone, “Anisotropic power spectrum and bispectrum in the $f(\phi)F^2$ mechanism,” Phys. Rev. D 87, no.2, 023504 (2013) [arXiv:1210.3257 [astro-ph.CO]].

[61] J. J. Halliwell, “Scalar Fields in Cosmology with an Exponential Potential,” Phys. Lett. B 185, 341 (1987)

[62] E. J. Copeland, A. R. Liddle and D. Wands, “Exponential potentials and cosmological scaling solutions,” Phys. Rev. D 57, 4686-4690 (1998) [arXiv:gr-qc/9711068 [gr-qc]].

[63] S. Kanno, J. Soda and M. a. Watanabe, “Anisotropic Power-law Inflation,” JCAP 12, 024 (2010) [arXiv:1010.5307 [hep-th]].

[64] M. A. Gorji, S. A. Hosseini Mansoori and H. Firouzjahi, “Inflation with multiple vector fields and non-Gaussianities,” JCAP 11, 041 (2020) [arXiv:2008.08195 [astro-ph.CO]].

[65] H. Firouzjahi, M. A. Gorji, S. A. Hosseini Mansoori, A. Karami and T. Rostami, “Charged Vector Inflation,” Phys. Rev. D 100, no.4, 043530 (2019) [arXiv:1812.07464 [hep-th]].

[66] K. Yamamoto, “Primordial Fluctuations from Inflation with a Triad of Background Gauge Fields,” Phys. Rev. D 85, 123504 (2012) [arXiv:1203.1071 [astro-ph.CO]]
[67] H. Funakoshi and K. Yamamoto, “Primordial bispectrum from inflation with background gauge fields,” Class. Quant. Grav. 30, 135002 (2013) [arXiv:1212.2615 [astro-ph.CO]].