GLOBAL SOLUTIONS FOR A FAMILY OF GSQG FRONT EQUATIONS
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Abstract. We prove the global existence of solutions with small and smooth initial data of a nonlinear dispersive equation for the motion of generalized surface quasi-geostrophic (GSQG) fronts in a parameter regime $1 < \alpha < 2$, where $\alpha = 1$ corresponds to the SQG equation and $\alpha = 2$ corresponds to the incompressible Euler equations. This result completes previous global well-posedness results for $0 < \alpha \leq 1$. We also use contour dynamics to derive the GSQG front equations for $1 < \alpha < 2$.
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1. Introduction

The inviscid generalized surface quasi-geostrophic (GSQG) equation is a two-dimensional transport equation for an active scalar

\[
\theta_t(x,t) + u(x,t) \cdot \nabla \theta(x,t) = 0, \\
(-\Delta)^{\alpha/2} u(x,t) = \nabla^\perp \theta(x,t),
\]

where \(0 < \alpha \leq 2\) is a parameter. Here, the scalar field \(\theta : \mathbb{R}^2 \times \mathbb{R}_+ \to \mathbb{R}\) is transported by the divergence-free velocity \(u : \mathbb{R}^2 \times \mathbb{R}_+ \to \mathbb{R}^2\), which is determined nonlocally from \(\theta\) by (1.2), \(\nabla^\perp = (-\partial_y, \partial_x)\), and \((-\Delta)^{\alpha/2}\) is a fractional Laplacian. When \(\alpha = 2\), equations (1.1)–(1.2) correspond to the streamfunction-vorticity formulation of the two-dimensional incompressible Euler equations [44]. When \(\alpha = 1\), these equations are the surface quasi-geostrophic (SQG) equation, which arises from oceanic and atmospheric science [43, 45] and has mathematical similarities with the three-dimensional incompressible Euler equations [12, 13].

The transport equation (1.1) is compatible with piecewise-constant solutions for \(\theta\), and the simplest class of such solutions is obtained when \(\theta\) takes on two distinct values. As in [34], we distinguish between different geometries. We refer to patch solutions when one of the values is 0 and the support of \(\theta\) is simply connected, bounded set whose boundary is a simple closed curve; we refer to front solutions when the two different values of \(\theta\) are taken on in half-spaces whose common boundary is a curve, or front, with infinite length. In this paper we consider front solutions. The advantage of these solutions over patch solutions is that their boundary geometry is simpler, especially when the front can be represented as a graph, although the lack of compact support in \(\theta\) introduces additional complications in the formulation of front equations.

Zabusky et. al. [51] introduced contour dynamics for Euler patches, which leads to a closed equation for the evolution of the patch boundary, and smooth patch solutions of the Euler equations exist globally in time [1, 9, 10]. Similar methods lead to contour dynamics equations for the boundary of SQG and GSQG patches. Local-in-time patch solutions of the SQG and GSQG equations are analyzed in [7, 8, 14, 26, 27, 38, 39, 41, 44], but a proof of whether the patch boundaries form singularities in finite time or stay globally smooth is an open question. There is, however, numerical evidence suggesting finite-time singularity formation in SQG and GSQG patches [16, 47, 48] and a proof of finite-time singularity formation for GSQG patches in the presence of a boundary for \(\alpha\) strictly less than 2 and sufficiently close to 2 [27, 40]. In addition, some particular global smooth solutions for rotating patches are constructed and studied in [5, 6, 18, 28, 29].

Smooth and analytic solutions for spatially periodic SQG fronts are proved to be locally well-posed in [23, 40], and almost-sharp SQG fronts are studied in [15, 22, 24, 25]. Contour dynamics equations for GSQG fronts with \(0 < \alpha < 1\) are straightforward to derive because the standard potential representation for \(u\) converges even though \(\theta\) does not have compact support, and Cordoba et. al. [17] prove that flat planar fronts are asymptotically stable in that case. However, the same derivation does not work when \(1 \leq \alpha \leq 2\) because the Riesz potential [49, 50] for \((-\Delta)^{-\alpha/2}\) decays too slowly at infinity for the straightforward potential representation of \(u\) to converge.

A derivation of front contour dynamics equations for \(1 \leq \alpha \leq 2\) by a regularization procedure is given in [31], and the same equations are derived in [35] for SQG fronts with \(\alpha = 1\) by decomposing the velocity field into a planar shear flow and a perturbation due to the front motion with an absolutely convergent potential representation. We provide a similar derivation of GSQG front equations with \(1 < \alpha < 2\) in the appendix of the present paper, and a derivation for Euler fronts with \(\alpha = 2\) is given in [30]. The local well-posedness of a cubically nonlinear approximation for SQG fronts is proved in [32], and flat planar SQG fronts are shown to be globally asymptotically stable in [33]. A related two-front GSQG problem is studied in [34].
This paper is concerned with the regime $1 < \alpha < 2$. We assume that the front is a graph $y = \varphi(x, t)$ and study piecewise-constant distributional solutions of the GSQG equations (1.3)–(1.2) with

$$
\theta(x, t) = \begin{cases} 
\theta_+ & \text{if } y > \varphi(x, t), \\
\theta_- & \text{if } y < \varphi(x, t).
\end{cases}
$$

(1.3)

The graph assumption greatly simplifies the evolution equation for the front, but it does not describe wave-breaking or filamentation of the front. However, for the small-slope fronts we study in this paper, we will show that wave-breaking never occurs.

In Appendix A we show that for $1 < \alpha < 2$ the front location satisfies the evolution equation

$$
\varphi_t(x, t) + \Theta A |\partial_x|^{1-\alpha} \varphi_x(x, t) + \Theta \int_\mathbb{R} [\varphi_x(x, t) - \varphi_x(x + \zeta, t)] \left\{ \frac{1}{|\zeta|^{2-\alpha}} - \frac{1}{(\zeta^2 + |\varphi(x, t) - \varphi(x + \zeta, t)|^2)^{(2-\alpha)/2}} \right\} \, d\zeta = 0,
$$

(1.4)

where

$$
\Theta = g_\alpha (\theta_+ - \theta_-), \quad A = 2 \sin \left( \frac{\pi \alpha}{2} \right) \Gamma(\alpha - 1), \quad g_\alpha = \frac{\Gamma(1 - \alpha/2)}{2^{\alpha-1} \pi^{\alpha/2}}.
$$

(1.5)

Our main result, stated in Theorem 6.1, is that the Cauchy problem on $\mathbb{R}$ for the GSQG front equation (1.4) with sufficiently small and smooth initial data has smooth solutions globally in time. Together with [17] for $0 < \alpha < 1$ and [33] for $\alpha = 1$, this completes the proof of asymptotic stability of planar GSQG fronts in the entire range $0 < \alpha < 2$. Our proof follows the ones in [17, 33].

We remark that the Euler front equations with $\alpha = 2$ are nondispersive [2, 31], and — in the absence of dispersive decay — one cannot expect to get global smooth solutions. In that case, numerical solutions of the full contour dynamics equations [3] indicate that the graphical description of the front may fail in finite time, after which the front breaks and forms extremely thin filaments, similar to the ones that are observed in patches [19, 20].

The rest of the paper is organized as follows. In Section 2 we review results from para-differential calculus and state some estimates for multilinear Fourier multipliers. In Section 3 we carry out a multilinear expansion of the nonlinearity in (1.4) and para-linearize the equation, which enables us to derive improved energy estimates in Section 4. In Section 5 we state the main global theorem and outline the steps in the proof of the theorem. Finally, in Sections 6–8 we provide the proofs of each step.

### 2. Preliminaries

In this section, we summarize some notation and lemmas that we will use below.

#### 2.1. Para-differential calculus

We denote the Fourier transform of $f: \mathbb{R} \to \mathbb{C}$ by $\hat{f}: \mathbb{R} \to \mathbb{C}$, where $\hat{f} = \mathcal{F}f$ is given by

$$
\hat{f}(\xi) = \int_{\mathbb{R}} f(x) e^{i\xi x} \, dx, \quad f(x) = \frac{1}{2\pi} \int_{\mathbb{R}} \hat{f}(\xi) e^{-i\xi x} \, d\xi.
$$

For $s \in \mathbb{R}$, we denote by $H^s(\mathbb{R})$ the space of Schwartz distributions $f$ with $\|f\|_{H^s} < \infty$, where

$$
\|f\|_{H^s} = \left[ \int_{\mathbb{R}} (1 + \xi^2)^s |\hat{f}(\xi)|^2 \, d\xi \right]^{1/2}.
$$

Throughout this paper, we use $A \lesssim B$ to mean there is a constant $C$ such that $A \leq CB$, and $A \gtrsim B$ to mean there is a constant $C$ such that $A \geq CB$. We remark that the constant $C$ may depend on $\alpha$. We use $A \approx B$ to mean that $A \lesssim B$ and $B \lesssim A$. The notation $O(f)$ denotes a term satisfying

$$
\|O(f)\|_{H^s} \lesssim \|f\|_{H^s}.
$$
whenever there exists \( s \in \mathbb{R} \) such that \( f \in H^s \). We also use \( O(f) \) to denote a term satisfying \( |O(f)| \lesssim |f| \) pointwise.

Let \( \chi : \mathbb{R} \to \mathbb{R} \) be a smooth function supported in the interval \( \{ \xi \in \mathbb{R} \mid |\xi| \leq 1/10 \} \) and equal to 1 on \( \{ \xi \in \mathbb{R} \mid |\xi| \leq 3/40 \} \). If \( f \) is a Schwartz distribution on \( \mathbb{R} \) and \( a : \mathbb{R} \times \mathbb{R} \to \mathbb{C} \) is a symbol, then we define the Weyl para-product \( T_a f \) by

\[
\mathcal{F}[T_a f](\xi) = \int_{\mathbb{R}} \chi \left( \frac{|\xi - \eta|}{|\xi + \eta|} \right) \hat{a}(\xi - \eta, \frac{\xi + \eta}{2}) \hat{f}(\eta) \, d\eta,
\]

where \( \hat{a}(\xi, \eta) \) denotes the partial Fourier transform of \( a(\xi, \eta) \) with respect to \( x \).

For \( r_1, r_2 \in \mathbb{N}_0 \), we define a normed symbol space by

\[
\mathcal{M}(r_1, r_2) = \{ a : \mathbb{R} \times \mathbb{R} \to \mathbb{C} : \| a \|_{\mathcal{M}(r_1, r_2)} < \infty \},
\]

\[
\| a \|_{\mathcal{M}(r_1, r_2)} = \sup_{(x, \eta) \in \mathbb{R}^2} \left\{ \sum_{|\alpha| = 0}^{r_1} \sum_{|\beta| = 0}^{r_2} |\eta|^{|\beta|} |\partial_x^\alpha \partial_\eta^\beta a(x, \eta)| \right\}.
\]

If \( a \in \mathcal{M}(0,0) \) and \( f \in L^p \), with \( 1 \leq p \leq \infty \), then \( T_a f \in L^p \) and

\[
\| T_a f \|_{L^p} \lesssim \| a \|_{\mathcal{M}(0,0)} \| f \|_{L^p}.
\]

In particular, if \( a \in \mathcal{M}(0,0) \) is real-valued, then \( T_a \) is a self-adjoint, bounded linear operator on \( L^2 \).

2.2. Fourier multipliers. Let \( \psi : \mathbb{R} \to [0, 1] \) be a smooth function supported in \([-8/5, 8/5]\) and equal to 1 in \([-5/4, 5/4]\). For any \( k \in \mathbb{Z} \), we define

\[
\psi_k(\xi) = \psi(\xi/2^k) - \psi(\xi/2^k - 1), \quad \psi_{\leq k}(\xi) = \psi(\xi/2^k), \quad \psi_{\geq k}(\xi) = 1 - \psi(\xi/2^k),
\]

and denote by \( P_k, P_{\leq k}, P_{\geq k} \), and \( \tilde{P}_k \) the Fourier multiplier operators with symbols \( \psi_k, \psi_{\leq k}, \psi_{\geq k} \), and \( \tilde{\psi}_k \), respectively. Notice that \( \psi_k(\xi) = \psi_0(\xi/2^k), \psi_0(\xi) = \psi(\xi/2^k) \), and

\[
\| \psi_k \|_{L^2} \approx 2^{k/2}, \quad \| \psi'_k \|_{L^2} \approx 2^{-k/2}.
\]

The proof of the following interpolation lemma can be found in [37].

**Lemma 2.1.** For any \( k \in \mathbb{Z} \) and \( f \in L^2(\mathbb{R}) \), we have

\[
\| P_k f \|_{L^\infty} \lesssim \| P_k f \|_{L^1}^2 \lesssim 2^{-k} \| \hat{f} \|_{L^2} \left[ 2^k \| \partial_x \hat{f} \|_{L^2} + \| \hat{f} \|_{L^2} \right].
\]

Next, we state an estimate for multilinear Fourier multipliers proved in [36]. Define the class of symbols

\[
S^\infty := \{ \kappa : \mathbb{R}^d \to \mathbb{C} \mid \kappa \text{ continuous and } \| \kappa \|_{S^\infty} := \| \mathcal{F}^{-1}(\kappa) \|_{L^1} < \infty \},
\]

and given \( \kappa \in S^\infty \), define a multilinear operator \( M_\kappa \) acting on Schwartz functions \( f_1, \ldots, f_m \in S(\mathbb{R}) \) by

\[
M_\kappa(f_1, \ldots, f_m)(x) = \int_{\mathbb{R}^m} e^{ix(\xi_1 + \cdots + \xi_m)} \kappa(\xi_1, \ldots, \xi_m) \hat{f}_1(\xi_1) \cdots \hat{f}_m(\xi_m) \, d\xi_1 \cdots d\xi_m.
\]

**Lemma 2.2.** (i) If \( \kappa_1, \kappa_2 \in S^\infty \), then \( \kappa_1 \kappa_2 \in S^\infty \).

(ii) Suppose that \( 1 \leq p_1, \ldots, p_m \leq \infty \), \( 1 \leq p \leq \infty \), satisfy

\[
\frac{1}{p_1} + \frac{1}{p_2} + \cdots + \frac{1}{p_m} = \frac{1}{p}.
\]

If \( \kappa \in S^\infty \), then

\[
\| M_\kappa \|_{L^{p_1} \times \cdots \times L^{p_m} \to L^p} \lesssim \| \kappa \|_{S^\infty}.
\]
(iii) Assume $p, q, r \in [1, \infty]$ satisfy $1/p + 1/q + 1/r = 1$, and $m \in S_{\alpha,n_1}^{\infty} L_{L^\xi}^{\infty}$. Then, for any $f \in L^p(\mathbb{R})$, $g \in L^q(\mathbb{R})$, and $h \in L^r(\mathbb{R})$,

$$
\left\| \int_{\mathbb{R}^2} m(\eta_1, \eta_2, \xi) \hat{f}(\eta_1) \hat{g}(\eta_2) \hat{h}(\xi - \eta_1 - \eta_2) \, d\eta_1 \, d\eta_2 \right\|_{L_{L^\xi}^{\infty}} \lesssim \|m\|_{S_{\alpha,n_1}^{\infty} L_{L^\xi}^{\infty}} \|f\|_{L^p} \|g\|_{L^q} \|h\|_{L^r}.
$$

By interpolation, we can estimate the $S^{\infty}$-norm of a symbol $m(\eta_1, \eta_2) \in C_c^\infty$ by

$$
\|m\|_{S^{\infty}} \lesssim \|m\|_{L^1}^{1/4} \|\partial^2_{\eta_2} m\|_{L^1}^{1/2} \|\partial^2_{\eta_1} \partial^2_{\eta_2} m\|_{L^1}^{1/4} ;
\|m\|_{S^{\infty}} \lesssim \|m\|_{L^1}^{1/4} \|\partial^2_{\eta_1} m\|_{L^1}^{1/2} \|\partial^2_{\eta_1} \partial^2_{\eta_2} m\|_{L^1}^{1/4} .
\tag{2.5}
$$

3. Para-linearization of the equation

In this section, we para-linearize the front equation \((3.3)\); the final result is given in \((3.17)\). Without loss of generality, we fix $\Theta = -1$ in the following.

Assuming that $|\varphi_x| \ll 1$, we first carry out a multilinear expansion of the nonlinear term, in a similar way to \cite{17} \cite{33}. Omitting the details, we find that \((3.4)\) can be written as

$$
\varphi(t,x) - A|\partial_x|^{1-\alpha} \varphi(x,t)
+ \sum_{n=1}^{\infty} \frac{c_n}{2n+1} \partial_x \int_{\mathbb{R}^{2n+1}} T_n(\eta_n) \hat{\varphi}(\eta_1, t) \hat{\varphi}(\eta_2, t) \cdots \hat{\varphi}(\eta_{2n+1}, t) e^{i(\eta_1 + \eta_2 + \cdots + \eta_{2n+1})x} \, d\eta_n = 0,
\tag{3.1}
$$

where $\eta_n = (\eta_1, \eta_2, \ldots, \eta_{2n})$, and the symbol $T_n$ is given by

$$
T_n(\eta_n) = \int_{\mathbb{R}} \prod_{j=1}^{n} \frac{1 - e^{i\eta_j \zeta}}{\zeta^{n+1}} |\zeta|^{-1} \text{sgn} \zeta \, d\zeta, \quad c_n = \frac{\Gamma \left( \frac{n}{2} \right)}{\Gamma(n+1) \Gamma \left( \frac{n+1}{2} \right)}.
\tag{3.2}
$$

We then adapt Proposition 5.2 of \cite{33}, with improved remainder estimates, to the case $1 < \alpha < 2$. Fixing $\alpha$, we use $C(n, s)$ to denote a generic constant depending on $n, s \in \mathbb{N}$.

**Proposition 3.1.** Let $1 < \alpha < 2$. Suppose that $\varphi(\cdot, t) \in H^s(\mathbb{R})$ where $s \geq 4$ is an integer, and $\|\varphi\|_{W^{3, \infty}}$ is sufficiently small. Then

$$
\sum_{n=1}^{\infty} \frac{c_n}{2n+1} \partial_x \int_{\mathbb{R}^{2n+1}} T_n(\eta_n) \hat{\varphi}(\eta_1, t) \hat{\varphi}(\eta_2, t) \cdots \hat{\varphi}(\eta_{2n+1}, t) e^{i(\eta_1 + \eta_2 + \cdots + \eta_{2n+1})x} \, d\eta_n
= \partial_x T_{B^0[\varphi]} \varphi(x,t) + \partial_x |\partial_x|^{1-\alpha} T_{B^{1-\alpha}[\varphi]} \varphi(x,t) + \mathcal{R},
$$

where the symbols $B^0[\varphi]$ and $B^{1-\alpha}[\varphi]$ are defined by

$$
B^0[\varphi](\cdot, \xi) = -\sum_{n=1}^{\infty} B^0_n[\varphi](\cdot, \xi), \quad B^{1-\alpha}[\varphi](\cdot, \xi) = -\sum_{n=1}^{\infty} B^{1-\alpha}_n[\varphi](\cdot, \xi),
$$

$$
B^0_n[\varphi](\cdot, \xi) = A c_n F^{-1}_\zeta \left[ \int_{\mathbb{R}^2} \delta \left( \zeta - \sum_{j=1}^{2n} \eta_j \right) \prod_{j=1}^{2n} \left( i \eta_j \hat{\varphi}(\eta_j) \chi \left( \frac{(2n+1)\eta_j}{\xi} \right) \right) \, d\eta_n \right],
$$

$$
B^{1-\alpha}_n[\varphi](\cdot, \xi) = -A c_n F^{-1}_\zeta \left[ \int_{\mathbb{R}^2} \delta \left( \zeta - \sum_{j=1}^{2n} \eta_j \right) \prod_{j=1}^{2n} \left( i \eta_j \hat{\varphi}(\eta_j) \chi \left( \frac{(2n+1)\eta_j}{\xi} \right) \right) \, d\eta_n \right],
$$

where $A$ is defined in \((1.5)\), and the remainder term $\mathcal{R}$ satisfies

$$
\|\mathcal{R}\|_{H^s} \lesssim \|\varphi\|_{H^s} \sum_{n=1}^{\infty} C(n, s) c_n \|\varphi_x\|_{W^{2n, \infty}}.
\tag{3.3}
$$
Here, $\chi$ is the cutoff function in $(2.1)$, $\hat{\eta}_n = (\eta_1, \eta_2, \ldots, \eta_{2n})$, and $\hat{s}_n = (s_1, s_2, \ldots, s_{2n})$. The operators $T_{B^{1-\alpha}[\varphi]}$ and $T_{B^0[\varphi]}$ are self-adjoint and they satisfy the estimates

$$
\|B^{1-\alpha}[\varphi]\|_{M(1,1)} \lesssim \sum_{n=1}^{\infty} C(n,s) |c_n| \|\varphi_x\|_{W^{1,\infty}}, \\
\|B^0[\varphi]\|_{M(1,1)} \lesssim \sum_{n=1}^{\infty} C(n,s) |c_n| \|\varphi_x\|_{W^{1,\infty}},
$$

(3.4)

Proof. Let

$$
 f_n(x) = \int_{\mathbb{R}^{2n+1}} T_n(\eta_n) \hat{\varphi}(\eta_1,t) \hat{\varphi}(\eta_2,t) \cdots \hat{\varphi}(\eta_{2n+1},t) e^{i(\eta_1+\eta_2+\cdots+\eta_{2n+1})x} d\eta_n.
$$

In view of the commutator estimate

$$
 \left\| \partial_x \left[ T_{B^{1-\alpha}[\varphi]}, \partial_x^{-1-\alpha} \right] \varphi \right\|_{H^s} \lesssim \|B^{1-\alpha}[\varphi]\|_{M(1,1)} \|\varphi\|_{H^s},
$$

we only need to prove that

$$
 \sum_{n=1}^{\infty} \frac{c_n}{2n+1} \partial_x f_n(x) = \partial_x T_{B^0[\varphi]} \varphi + \partial_x \left( T_{B^{1-\alpha}[\varphi]} \partial_x^{-1-\alpha} \varphi \right) + R,
$$

where $R$ satisfies (3.3), and to do this it suffices to prove for each $n \in \mathbb{N}$ that

$$
 \frac{c_n}{2n+1} \partial_x f_n(x) = \partial_x T_{B^0[\varphi]} \varphi + \partial_x \left( T_{B^{1-\alpha}[\varphi]} \partial_x^{-1-\alpha} \varphi \right) + R_n,
$$

$$
 \|R_n\|_{H^s} \lesssim C(n,s) |c_n| \|\varphi_x\|_{W^{1,\infty}} \|\varphi\|_{H^s}.
$$

By symmetry, we can assume that $|\eta_{2n+1}|$ is the largest frequency in the expression of $f_n$. Then

$$
 \frac{c_n}{2n+1} \partial_x f_n(x) = c_n \partial_x \int_{\mathbb{R}^{2n+1}} T_n(\eta_n) \hat{\varphi}(\eta_1) \hat{\varphi}(\eta_2) \cdots \hat{\varphi}(\eta_{2n+1}) e^{i(\eta_1+\eta_2+\cdots+\eta_{2n+1})x} d\eta_n
$$

$$
 = c_n \partial_x \int_{\mathbb{R}^{2n+1}} \prod_{|\eta_j| \leq |\eta_{2n+1}|, \forall j=1,\ldots,2n} T_n(\eta_n) \hat{\varphi}(\eta_1) \hat{\varphi}(\eta_2) \cdots \hat{\varphi}(\eta_{2n+1}) e^{i(\eta_1+\eta_2+\cdots+\eta_{2n+1})x} d\eta_n \hat{\varphi}(\eta_{2n+1}) e^{ix\eta_{2n+1}} d\eta_{2n+1}
$$

$$
 = c_n \partial_x \int_{\mathbb{R}^{2n+1}} \prod_{|\eta_j| \leq |\eta_{2n+1}|, \forall j=1,\ldots,2n} T_n(\eta_n) \left[ \sum_{j=1}^{2n} \chi \left( \frac{(2n+1)\eta_j}{\eta_{2n+1}} \right) + 1 - \chi \left( \frac{(2n+1)\eta_j}{\eta_{2n+1}} \right) \right] \hat{\varphi}(\eta_j) e^{i(\eta_1+\eta_2+\cdots+\eta_{2n})x} d\eta_n \hat{\varphi}(\eta_{2n+1}) e^{ix\eta_{2n+1}} d\eta_{2n+1}.
$$

(3.5)

Next, we expand the product in the above integral, and consider two cases depending on whether a term in the expansion contains only factors of $\chi$ or contains at least one factor $1 - \chi$.

**Case I.** When we take only factors of $\chi$ in the expansion of the product, we get the integral

$$
 c_n \partial_x \int_{\mathbb{R}^{2n+1}} \prod_{|\eta_j| \leq |\eta_{2n+1}|, \forall j=1,\ldots,2n} T_n(\eta_n) \prod_{j=1}^{2n} \chi \left( \frac{(2n+1)\eta_j}{\eta_{2n+1}} \right) \hat{\varphi}(\eta_j) e^{i(\eta_1+\eta_2+\cdots+\eta_{2n})x} d\eta_n \hat{\varphi}(\eta_{2n+1}) e^{ix\eta_{2n+1}} d\eta_{2n+1}.
$$

(3.6)
From (3.2), we can write \( T_n \) as an integral with respect to \( s_n = (s_1, s_2, \ldots, s_{2n+1}) \) by first adding a convergent factor \( e^{-\epsilon^2} \) and then take limits \( \epsilon \to 0+ \),

\[
T_n(\eta_n) = -\int_{\mathbb{R}} |\zeta|^\alpha sgn(\zeta) \int_{[0,1]^{2n+1}} \prod_{j=1}^{2n+1} i\eta_j e^{i\eta_j x} d\zeta d\eta_n d\sigma
\]

\[
= -iA(1 - \alpha) \prod_{j=1}^{2n+1} (i\eta_j) \int_{[0,1]^{2n+1}} \left| \sum_{j=1}^{2n+1} \frac{\eta_j s_j}{s_{n+1}} \right|^{-\alpha} sgg \left( \sum_{j=1}^{2n+1} \eta_j s_j \right) d\eta_n
\]

\[
= -A|\eta_{2n+1}|^{1-\alpha} \prod_{j=1}^{2n} (i\eta_j) \int_{[0,1]^{2n}} \left| 1 + \sum_{j=1}^{2n} \frac{\eta_j}{\eta_{2n+1}} s_j \right|^{1-\alpha} - \sum_{j=1}^{2n} \frac{\eta_j}{\eta_{2n+1}} \right|^{1-\alpha} d\eta_n.
\]

Substitution of this expression into (3.3) gives the following three terms

\[
c_n \partial_x \int_{\mathbb{R}} \int_{[|\eta_j| \leq |\eta_{2n+1}|]} T_n(\eta_n) \prod_{j=1}^{2n} \left( \frac{(2n+1)\eta_j}{\eta_{2n+1}} \right) \hat{\varphi}(\eta_j) e^{i(\eta_1 + \eta_2 + \cdots + \eta_{2n+1})\sigma} d\eta_n \hat{\varphi}(\eta_{2n+1}) e^{ix\eta_{2n+1}} d\eta_{2n+1},
\]

\[
(3.7)
\]

\[
c_n \partial_x \int_{\mathbb{R}} \int_{[|\eta_j| \leq |\eta_{2n+1}|]} T_n^{1-\alpha}(\eta_n) \prod_{j=1}^{2n} \left( \frac{(2n+1)\eta_j}{\eta_{2n+1}} \right) \hat{\varphi}(\eta_j) e^{i(\eta_1 + \eta_2 + \cdots + \eta_{2n+1})\sigma} d\eta_n \hat{\varphi}(\eta_{2n+1}) e^{ix\eta_{2n+1}} d\eta_{2n+1},
\]

\[
(3.8)
\]

\[
c_n \partial_x \int_{\mathbb{R}} \int_{[|\eta_j| \leq |\eta_{2n+1}|]} T_n^{\leq -1}(\eta_n) \prod_{j=1}^{2n} \left( \frac{(2n+1)\eta_j}{\eta_{2n+1}} \right) \hat{\varphi}(\eta_j) e^{i(\eta_1 + \eta_2 + \cdots + \eta_{2n+1})\sigma} d\eta_n \hat{\varphi}(\eta_{2n+1}) e^{ix\eta_{2n+1}} d\eta_{2n+1},
\]

\[
(3.9)
\]

where

\[
T_n^0(\eta_n) = A \prod_{j=1}^{2n} (i\eta_j) \int_{[0,1]^{2n}} \left| \sum_{j=1}^{2n} \eta_j s_j \right|^{1-\alpha} d\eta_n,
\]

\[
T_n^{1-\alpha}(\eta_n) = -A|\eta_{2n+1}|^{1-\alpha} \prod_{j=1}^{2n} (i\eta_j),
\]

\[
T_n^{\leq -1}(\eta_n) = -A|\eta_{2n+1}|^{1-\alpha} \prod_{j=1}^{2n} (i\eta_j) \int_{[0,1]^{2n}} \left( \left| 1 + \sum_{j=1}^{2n} \frac{\eta_j}{\eta_{2n+1}} s_j \right|^{1-\alpha} - 1 \right) d\eta_n.
\]

We claim that (3.7), (3.8), and (3.9) can be written as

\[
\partial_x T_{B_n^\alpha}[\varphi] + \mathcal{R}_{1,2}, \quad \partial_x T_{B_n^{1-\alpha}}[\varphi] \partial_x |\varphi|^{1-\alpha} + \mathcal{R}_{1,1}, \quad \text{and} \quad \mathcal{R}_{1,3},
\]

\[
(3.10)
\]

where \( \mathcal{R}_{1,1}, \mathcal{R}_{1,2}, \) and \( \mathcal{R}_{1,3} \) satisfy the estimate (3.3). Indeed,

\[
\mathcal{F} \left[ \partial_x T_{B_n^{1-\alpha}}[\varphi] \right] (\xi) = -\frac{c_n}{\pi} \Gamma(\alpha - 1) \sin \left( \frac{\pi \alpha}{2} \right) i\xi \int_{\mathbb{R}} \chi \left( \frac{\xi - \eta}{|\xi + \eta|} \right) \eta^{1-\alpha} \delta \left( \xi - \sum_{j=1}^{2n} \eta_j \right) \prod_{j=1}^{2n} \left( i\eta_j \hat{\varphi}(\eta_j) \chi \left( \frac{2(2n+1)\eta_j}{\xi + \eta} \right) \right) d\eta_n \hat{\varphi}(\eta) d\eta,
\]
while the Fourier transform of $3.8$ is

$$-rac{c_n}{\pi} \Gamma(\alpha - 1) \sin \left( \frac{\pi \alpha}{2} \right) i \xi \int_{\mathbb{R}} \delta \left( \xi - \sum_{j=1}^{2n+1} \eta_j \right) |\eta_{2n+1}|^{1-\alpha} \cdot \prod_{j=1}^{2n} \left( \chi \left( \frac{(2n+1)\eta_j}{\eta_{2n+1}} \right) (i\eta_j) \hat{\varphi}(\eta_j) \right) d\eta_n \hat{\varphi}(\eta_{2n+1}) d\eta_{2n+1}.$$  

The difference of the above two integrals is

$$-\frac{c_n}{\pi} \Gamma(\alpha - 1) \sin \left( \frac{\pi \alpha}{2} \right) i \xi \int_{\mathbb{R}} \delta \left( \xi - \sum_{j=1}^{2n+1} \eta_j \right) |\eta_{2n+1}|^{1-\alpha} \cdot \prod_{j=1}^{2n} \left( \chi \left( \frac{(2n+1)\eta_j}{\eta_{2n+1}} \right) (i\eta_j) \hat{\varphi}(\eta_j) \right) d\eta_n \hat{\varphi}(\eta_{2n+1}) d\eta_{2n+1},$$

where $\mathbb{I}_n$ is the function which is equal to 1 on $\{ |\eta_j| \leq |\eta_{2n+1}| \}$, for all $1, \ldots, 2n$, and equal to zero otherwise.

When $\eta_n$ satisfies

$$|\eta_j| \leq \frac{1}{40} \frac{1}{2n+1} |\eta_{2n+1}|$$

for all $j = 1, \ldots, 2n$, we have $\mathbb{I}_n = 1$ and $\chi \left( \frac{(2n+1)\eta_j}{\eta_{2n+1}} \right) = 1$. In addition, since $\xi = \sum_{j=1}^{2n+1} \eta_j$, we have

$$\frac{|\xi - \eta_{2n+1}|}{|\xi + \eta_{2n+1}|} = \frac{|\sum_{j=1}^{2n} \eta_j|}{|\sum_{j=1}^{2n} \eta_j + 2\eta_{2n+1}|} \leq \frac{1}{40} \frac{|\eta_{2n+1}|}{(2 - \frac{1}{40})|\eta_{2n+1}|} = \frac{2}{79} < \frac{3}{40},$$

$$2(2n+1)|\eta_j| \leq \frac{1}{40} \frac{|\eta_{2n+1}|}{(2 - \frac{1}{40})|\eta_{2n+1}|} = \frac{2}{79} < \frac{3}{40}.$$ 

Therefore, the integrand of $3.11$ is supported outside of the set $3.12$, and there exists $j_1 \in \{1, \ldots, 2n\}$, such that $|\eta_{2n+1}| \geq |\eta_{j_1}| > \frac{1}{40} \frac{1}{2n+1} |\eta_{2n+1}|$. It follows from this comparability of $|\eta_{j_1}|$ and $|\eta_{2n+1}|$ that the $H^s$-norm of $3.11$ can be bounded by

$$C(n, s)|c_n| ||\varphi||_{H^s} ||\varphi_x||_{W^{1, \infty}}.$$ 

It follows that $3.8$ can be written as in $3.10$. Similar calculations apply to $3.7$.

The symbols $B_n^{1-\alpha}[\varphi]$ and $B_n^{0}[\varphi]$ are real, so $T_{B_n^{1-\alpha}[\varphi]}$ and $T_{B_n^{0}[\varphi]}$ are self-adjoint. Again, without loss of generality, we assume that $|\eta_{2n}| = \max_{1 \leq j \leq 2n} |\eta_j|$ and observe that

$$\int_{[0,1]^{2n}} \sum_{j=1}^{2n} \eta_j s_j^{1-\alpha} d\hat{s}_n = |\eta_{2n}|^{1-\alpha} + O(1).$$

Thus, using Young’s inequality, we obtain the symbol estimates $3.4$.

To estimate $3.9$, we observe that on the support of the functions $\chi \left( \frac{(2n+1)\eta_j}{\eta_{2n+1}} \right)$, we have

$$\frac{|\eta_j|}{|\eta_{2n+1}|} \leq \frac{1}{10(2n+1)}.$$
Since \( s_j \in [0, 1] \), a Taylor expansion gives

\[
\left| T_n^{\leq -1}(\eta_n) \right| \lesssim \frac{\prod_{j=1}^{2n} |\eta_j|}{|\eta_{2n+1}|^\alpha} \sum_{j=1}^{2n} |\eta_j|.
\]

Therefore, the \( H^s \)-norm of \( T_n^{\leq -1}(\eta_n) \) is bounded by 
\( C(n, s)|c_n||\varphi||_{H^s}\|\varphi_x\|_{W^{1,\infty}} \).

**Case II.** When there is at least one factor of the form \( 1 - \chi \) in the expansion of the product in the integral \( (3.2) \), we get a term like

\[
\frac{1}{\eta_{2n+1}} \prod_{j=1}^{2n} \varphi(\eta_j)e^{i(\eta_1 + \eta_2 + \cdots + \eta_n)x} d\eta_n \varphi(\eta_{2n+1})e^{i\eta_{2n+1}x} d\eta_{2n+1},
\]

where \( 0 \leq \ell \leq 2n - 1 \) is an integer, and \( \{ j_k : k = 1, \ldots, 2n \} \) is a permutation of \( \{1, \ldots, 2n\} \).

\( 1 - \chi \left( \frac{(2n+1)\eta_{2n+1}}{\eta_{2n+1}} \right) \) is compactly supported on

\[
\frac{|\eta_{2n+1}|}{|\eta_{2n+1}|} \geq \frac{3}{40(2n + 1)}.
\]

By assumption, \( \eta_{2n+1} \) has the largest absolute value, so

\[
\frac{3}{40(2n + 1)} |\eta_{2n+1}| \leq |\eta_{j_2n}| \leq |\eta_{2n+1}|,
\]

meaning that the frequencies \( |\eta_{j_2n}| \) and \( |\eta_{2n+1}| \) are comparable.

Without loss of generality, we assume that \( |\eta_{j_1}| \leq |\eta_{j_2}| \leq \cdots \leq |\eta_{j_2n}| \leq |\eta_{2n+1}| \), define \( \eta_{j_2n+1} = \eta_{2n+1} \), and split the integral of \( T_n \) \( (3.2) \) into three parts.

\[
T_n(\eta_n) = T_n^{\text{low}}(\eta_n) + \sum_{k=1}^{2n-1} T_n^{\text{med},(k)}(\eta_n) + T_n^{\text{high}}(\eta_n),
\]

\[
T_n^{\text{low}}(\eta_n) = \int_{|\eta_{j_2n}| < 2} \prod_{j=1}^{2n+1} \left( 1 - e^{i\eta_j \zeta} \right) |\zeta|^{\alpha-1} \text{sgn} \ \zeta \ d\zeta,
\]

\[
T_n^{\text{med},(k)}(\eta_n) = \int_{|\eta_{j_k}| \leq |\eta_{j_{k+1}}|} \prod_{j=1}^{2n+1} \left( 1 - e^{i\eta_j \zeta} \right) |\zeta|^{\alpha-1} \text{sgn} \ \zeta \ d\zeta,
\]

\[
T_n^{\text{high}}(\eta_n) = \int_{|\eta_{j_1}| > 2} \prod_{j=1}^{2n+1} \left( 1 - e^{i\eta_j \zeta} \right) |\zeta|^{\alpha-1} \text{sgn} \ \zeta \ d\zeta.
\]

To estimate \( (3.14) \), we observe that

\[
|T_n^{\text{low}}(\eta_n)| \leq \prod_{k=1}^{2n} |\eta_j| \cdot \int_{|\eta_{j_2n}| < 2} \left( \prod_{k=1}^{2n} \left| 1 - e^{i\eta_j \zeta} \right|/|\eta_{j_2n}| \right) \left| 1 - e^{i\eta_{2n+1} \zeta} \right| \cdot |\zeta|^{\alpha-2} \ d\zeta
\]

\[
\leq \prod_{k=1}^{2n} |\eta_j| \cdot \int_{|\eta_{j_2n}| < 2} \left| 2 \right|/|\zeta|^{2-\alpha} \ d\zeta.
\]
where the remainder term

\[ H \]

written as

\[ \text{Collecting these estimates, we get that} \]

\[ \text{and we can use this inequality to bound the} \]

\[ \text{appropriately weighted} \]

\[ \phi \]

on \( s \)

When \( 1 < \alpha \)

\[ \text{Using the results of Proposition 3.1 in (3.1), we find that the front equation (1.4) with} \]

\[ \theta = -1 \]

\[ \text{The proposition then follows by combining the previous estimates.} \]

\[ \text{As for (3.16), we have} \]

\[ \text{Collecting these estimates, we get that} \]

\[ T_n(\eta_n) \leq C(n, s) \left( \prod_{k=1}^{2n} |\eta_{j_k}| \right) |\eta_{j_{2n}}|^{1-\alpha}, \]

and we can use this inequality to bound the \( H^s \)-norm of the expression in (3.13) by

\[ \| \varphi \|_{H^s} \leq \sum_{n=1}^{\infty} C(n, s)|c_n|\| \varphi_x \|_{W^{1, \infty}}. \]

The proposition then follows by combining the previous estimates. \( \square \)

Using the results of Proposition 3.1 in (3.1), we find that the front equation (1.4) with \( \theta = -1 \) can be written as

\[ \varphi_t - A \partial_x |\partial_x|^{1-\alpha} \varphi + \partial_x \bar{B}_0|\varphi| \varphi + \partial_x |\partial_x|^{1-\alpha} T_{B_1 - \alpha} |\varphi| \varphi + R = 0, \]

where the remainder term \( R \) satisfies (3.3).

4. IMPROVED ENERGY ESTIMATES

When \( 1 < \alpha \leq 2 \), the GSQG front equation has standard short-time energy estimates for unweighted \( H^s \)-norms without any smallness assumption on \( \varphi_x \). \( \{31, 34\} \) (By contrast, when \( 0 < \alpha \leq 1 \), one has to use appropriately weighted \( H^s \)-norms \( \{17, 32, 33\} \). In this section, at the expense of a smallness assumption on \( \varphi_x \), we use the para-linearized equation to derive more precise \textit{a priori} energy estimates that involve the
$W^{1,\infty}$-norm of $\varphi_x$. These estimates will allow us to analyze the decay of solutions in the global existence proof.

We first observe that the $L^2$-norm of the solution is conserved, so we only need to estimate the higher homogeneous Sobolev norms. Taking $k \in \mathbb{N}$ derivatives of equation (3.17), we get that

$$\partial^k_x \varphi_t - A \partial^{k+1}_x |\partial_x|^{-\alpha} \varphi + \partial^{k+1}_x |\partial_x|^{-\alpha} T_{B^{1-\alpha}[\varphi]} + \partial^k_x T_{B^0[\varphi]} \varphi + \partial^k_x R = 0,$$

where

$$\partial^{k+1}_x |\partial_x|^{-\alpha} T_{B^{1-\alpha}[\varphi]} = \partial_x |\partial_x|^{-1} T_{B^{1-\alpha}[\varphi]} \partial^k_x \varphi - \partial_x |\partial_x|^{-1} \left[ T_{B^{1-\alpha}[\varphi]}, \partial^k_x \right] \varphi,$$

$$\partial^{k+1}_x T_{B^0[\varphi]} \varphi = \partial_x \left[ \partial^k_x, T_{B^0[\varphi]} \right] \varphi + \partial_x T_{B^0[\varphi]} \partial^k_x \varphi.$$

We multiply (4.1) by $\partial^k_x \varphi$ and integrate over $\mathbb{R}$ to get

$$\frac{1}{2} \frac{d}{dt} \| \partial^k_x \varphi \|_{L^2}^2 - \int_\mathbb{R} A \partial^{k+1}_x |\partial_x|^{-\alpha} \varphi \cdot \partial^k_x \varphi \, dx + \int_\mathbb{R} \partial_x |\partial_x|^{-1} T_{B^{1-\alpha}[\varphi]} \partial^k_x \varphi \cdot \partial^k_x \varphi \, dx$$

$$- \partial_x |\partial_x|^{-1} \left[ T_{B^{1-\alpha}[\varphi]}, \partial^k_x \varphi \right] \varphi \cdot \partial^k_x \varphi \, dx + \int_\mathbb{R} \partial_x \left[ \partial^k_x, T_{B^0[\varphi]} \right] \varphi \cdot \partial^k_x \varphi \, dx$$

$$+ \int_\mathbb{R} \partial_x T_{B^0[\varphi]} \partial^k_x \varphi \cdot \partial^k_x \varphi + \partial_x \partial^k_x R \cdot \partial^k_x \varphi \, dx = 0.$$ 

Since $\partial_x |\partial_x|^{-1}$ is skew-symmetric and $\partial_x |\partial_x|^{-1} T_{B^{1-\alpha}[\varphi]}$, $\partial_x T_{B^0[\varphi]}$ are skew-symmetric up to commutators, we can write

$$- \int_\mathbb{R} A \partial^{k+1}_x |\partial_x|^{-\alpha} \varphi \cdot \partial^k_x \varphi \, dx + \int_\mathbb{R} \partial_x |\partial_x|^{-1} T_{B^{1-\alpha}[\varphi]} \partial^k_x \varphi \cdot \partial^k_x \varphi + \partial_x T_{B^0[\varphi]} \partial^k_x \varphi \cdot \partial^k_x \varphi \, dx$$

$$= \frac{1}{2} \int_\mathbb{R} \partial_x \left[ \partial^k_x, T_{B^{1-\alpha}[\varphi]} \right] \varphi^2 \cdot \partial^k_x \varphi \, dx + \int_\mathbb{R} \partial_x \left[ \partial^k_x, T_{B^0[\varphi]} \right] \varphi \cdot \partial^k_x \varphi \, dx.$$

Using the commutator estimates

$$\left\| \partial_x |\partial_x|^{-1} T_{B^{1-\alpha}[\varphi]} \partial^k_x \varphi \right\|_{L^2} + \left\| \partial_x \left[ \partial^k_x, T_{B^{1-\alpha}[\varphi]} \right] \varphi \right\|_{L^2} \lesssim \| \varphi \|_{H^{s-1-\alpha}} \left( \sum_{n=1}^{\infty} C(n,s) |c_n| \| \varphi_x \|_{W^{1,\infty}}^{2n} \right),$$

$$\left\| \partial_x \left[ \partial^k_x, T_{B^0[\varphi]} \right] \varphi \right\|_{L^2} + \left\| \partial_x \left[ \partial^k_x, T_{B^0[\varphi]} \right] \varphi \right\|_{L^2} \lesssim \| \varphi \|_{H^s} \left( \sum_{n=1}^{\infty} C(n,s) |c_n| \| \varphi_x \|_{W^{1,\infty}}^{2n} \right),$$

and the estimate (3.3) of the remainder term $R$ in (4.2), we get that

$$\frac{d}{dt} \| \partial^k_x \varphi \|_{L^2}^2 \lesssim \| \varphi \|_{H^s}^2 \left( \sum_{n=1}^{\infty} C(n,s) |c_n| \| \varphi_x \|_{W^{1,\infty}}^{2n} \right).$$

Summing this estimate over $1 \leq k \leq s$, and including the $L^2$-norm, we obtain that

$$\frac{d}{dt} \| \varphi \|_{H^s}^2 \lesssim \| \varphi \|_{H^s}^2 \left( \sum_{n=1}^{\infty} C(n,s) |c_n| \| \varphi_x \|_{W^{1,\infty}}^{2n} \right),$$

and Grönwall's inequality implies that

$$\| \varphi \|_{H^s}^2 \lesssim \| \varphi_0 \|_{H^s}^2 \exp \left[ \int_0^t \| \varphi_x (\tau) \|_{W^{1,\infty}}^2 \, d\tau \right],$$

(4.3)

where $F: \mathbb{R} \to \mathbb{R}_+$ is a continuous, increasing function.

Using this energy estimate, we can obtain local solutions $\varphi \in C([0,T]; H^s)$ for $s \geq 3$ by standard methods.
5. Global solution for small initial data

From now on, we fix the following parameter values

\[ s = 1200, \quad r = 8, \quad p_0 = 10^{-4}. \]  

(5.1)

We denote by

\[ S = (2 - \alpha)t\partial_t + x\partial_x \]  

(5.2)

the scaling vector field that commutes with the linearization of (3.17), \( \varphi_t = A\partial_x|\partial_x|^{1-\alpha}\varphi \). We also introduce the notation

\[ h(x,t) = e^{-At}\partial_x|\partial_x|^{1-\alpha}\varphi(x,t), \quad \hat{h}(\xi,t) = e^{-iAt}\xi|\xi|^{1-\alpha}\hat{\varphi}(\xi,t) \]  

(5.3)

for the function \( h \) obtained by removing the action of the linearized evolution group on \( \varphi \).

**Theorem 5.1** (Main theorem). Let \( s, r, p \) be defined as in (5.1). There exists \( \epsilon > 0 \) such that if \( 0 < \varepsilon_0 \leq \varepsilon \) and \( \varphi_0 \in H^s(\mathbb{R}) \) satisfies

\[ \|\varphi_0\|_{H^s} + \|x\partial_x\varphi_0\|_{H^r} \leq \varepsilon_0, \]

then there exists a unique global solution \( \varphi \in C([0,\infty); H^s(\mathbb{R})) \) of (1.4) with initial condition \( \varphi|_{t=0} = \varphi_0 \). Moreover, this solution satisfies

\[ \|\varphi(t)\|_{H^s} + \|S\varphi(t)\|_{H^r} \leq \varepsilon_0(t + 1)^{p_0}, \]

where \( S \) is the vector field in (5.2).

This theorem is a consequence of local existence and the following bootstrap result involving the \( Z \)-norm of the solution, which we define for a function \( f \) by

\[ \|f\|_Z = \left\| \left( |\xi| + |\xi|^{-3} \right) \hat{f}(\xi) \right\|_{L_t^\infty}. \]  

(5.4)

**Proposition 5.2** (Bootstrap). Let \( T > 1 \) and suppose that \( \varphi \in C([0,T]; H^s(\mathbb{R})) \) is a solution of (1.4), where the initial data satisfies

\[ \|\varphi_0\|_{H^s} + \|x\partial_x\varphi_0\|_{H^r} \leq \varepsilon_0 \]

for some \( 0 < \varepsilon_0 \ll 1 \). If there exists \( \varepsilon_0 \ll \varepsilon_1 \lesssim \varepsilon_0^{1/3} \) such that the solution satisfies

\[ (t + 1)^{-p_0} \left( \|\varphi(t)\|_{H^s} + \|S\varphi(t)\|_{H^r} \right) + \|\varphi(t)\|_Z \leq \varepsilon_1 \]

for every \( t \in [0,T] \), then the solution satisfies an improved bound

\[ (t + 1)^{-p_0} \left( \|\varphi(t)\|_{H^s} + \|S\varphi(t)\|_{H^r} \right) + \|\varphi(t)\|_Z \leq \varepsilon_0. \]

We call the assumptions in Proposition 5.2 the bootstrap assumptions. To prove Proposition 5.2, we need the following lemmas, most of whose proofs are deferred to the next sections.

**Lemma 5.3** (Sharp pointwise decay). Under the bootstrap assumptions,

\[ \|\varphi_x(t)\|_{W^{r,\infty}} \lesssim \varepsilon_1(t + 1)^{-1/2} \quad \text{for} \ 0 \leq t \leq T. \]

**Lemma 5.4** (Scaling vector field estimate). Under the bootstrap assumptions,

\[ (t + 1)^{-p_0}\|S\varphi(t)\|_{H^r} \lesssim \varepsilon_0 \quad \text{for} \ 0 \leq t \leq T. \]

**Lemma 5.5.** Under the bootstrap assumptions,

\[ (t + 1)^{-p_0} \left( \|\varphi(t)\|_{H^s} + \|x\partial_x h(t)\|_{H^r} \right) \lesssim \varepsilon_0 \quad \text{for} \ 0 \leq t \leq T. \]
Proof. Recalling the energy estimate (4.3), we have from Lemma 5.3 that \( F(\| \varphi_x \|_{W^{1, \infty}}) \lesssim 1 \), which implies that
\[
\| \varphi(t) \|_{H^s} \lesssim \varepsilon_0^2 (t + 1)^C \varepsilon_1^2,
\]
so once \( \varepsilon_1^2 \ll p_0 \), we have
\[
(t + 1)^{-p_0} \| \varphi(t) \|_{H^s} \lesssim \varepsilon_0.
\]

It follows from (5.3), the definition of \( S \) in (5.2), and (3.1) that
\[
F[x \partial_x h](\xi, t) = -\hat{h}(\xi, t) - \xi \partial_\xi \hat{h}(\xi, t),
\]
\[
\xi \partial_\xi \hat{h}(\xi, t) = \xi e^{-iAt|\xi|^{1-\alpha}} \left( -i(2 - \alpha)At|\xi|^{1-\alpha} \hat{\varphi}(\xi, t) + \partial_\xi \hat{\varphi}(\xi, t) \right)
\]
\[
= e^{-iAt|\xi|^{1-\alpha}} \left( -(2 - \alpha)t \hat{\varphi}(\xi, t) - (2 - \alpha)t \hat{N}(x_i, t) + \xi \partial_\xi \hat{\varphi}(\xi, t) \right) \tag{5.5}
\]
\[
= e^{-iAt|\xi|^{1-\alpha}} \left( -\hat{S}\varphi(\xi, t) - \hat{\varphi}(\xi, t) - (2 - \alpha)t \hat{N}(\xi, t) \right),
\]
where
\[
\hat{N}(x, t) = \sum_{n=1}^{\infty} \frac{c_n}{2n + 1} \partial_x \int_{\mathbb{R}^{n+1}} T_n(\eta_n) \hat{\varphi}(\eta_1, t) \hat{\varphi}(\eta_2, t) \cdots \hat{\varphi}(\eta_{2n+1}, t) e^{i(\eta_1 + \eta_2 + \cdots + \eta_{2n+1}) x} d\eta_n
\]
denotes the nonlinear term of (3.1). It follows from (5.5) that
\[
F[x \partial_x h](\xi, t) = -e^{-iAt|\xi|^{1-\alpha}} \left( \hat{S}\varphi(\xi, t) + (2 - \alpha)t \hat{N}(\hat{\varphi}(\xi, t)) \right).
\]
We observe that in view of Proposition 3.1 the nonlinear term \( \hat{N} \) satisfies
\[
\left\| |\partial_x|^j \hat{N} \right\|_{L^2} \lesssim \sum_{n=1}^{\infty} C(n, s) \| \varphi_x \|_{W^{2n, \infty}} \| \varphi \|_{H^{j+2}} \quad \text{for } j = 0, \ldots, r. \tag{5.6}
\]
By the bootstrap assumptions and Lemmas 5.3–5.4 we find that \((t + 1)^{p_0} \| x \partial_x h(t) \|_{H^s} \lesssim \varepsilon_0. \tag*{□}

**Lemma 5.6** (Nonlinear dispersive estimate). Under the bootstrap assumptions, the solutions of (3.1) satisfies
\[
\| \varphi(t) \|_Z \lesssim \varepsilon_0 \quad \text{for } 0 \leq t \leq T.
\]

Proposition 5.2 then follows by combining Lemmas 5.3–5.6.

### 6. Sharp dispersive estimate

In this section, we prove Lemma 5.3. We first state a dispersive estimate for the linearized evolution operator \( e^{At|\partial_x|^{1-\alpha}} \). This estimate is similar to ones in [17, 33] and we omit the proof. We recall that \( P_k \) is the frequency-localization operator with symbol \( \psi_k \) defined in (2.2).

**Lemma 6.1.** For \( t > 0 \) and \( f \in L^2 \), we have the linear dispersive estimate
\[
\| e^{At|\partial_x|^{1-\alpha}} P_k f \|_{L^\infty} \lesssim (t + 1)^{-1/2} 2^{nk/2} \| \tilde{P}_k f \|_{L^2_x} + (t + 1)^{-3/2} (3^{k/2} 4^{-1})^k \left[ \| P_k (x \partial_x f) \|_{L^2_x} + \| \tilde{P}_k f \|_{L^2_x} \right]. \tag{6.1}
\]

Using this lemma, we have the following.

**Proof of Lemma 5.3.** Take the function \( f \) in Lemma 6.1 to be \( \partial_x^j h \) for \( j = 1, \ldots, r + 1 \). Since \( e^{At|\partial_x|^{1-\alpha}} \) and \( P_k \) commute, and
\[
x \partial_x^{j+1} h = \partial_x^j (x \partial_x h) - j \partial_x^j h,
\]
we have that
\[ \|P_k \partial_x^j \varphi\|_{L^\infty} \lesssim (t + 1)^{-1/2} \|\mathcal{F}(P_k |\partial_x|^{3/2} \partial_x^j \varphi)\|_{L^\infty} + (t + 1)^{-3/4} \left(2\xi^k \|\partial_x^j P_k (x \partial_x h)\|_{L^2} + \|\tilde{P}_k (|\partial_x|^{-1} \tilde{\partial}_x^j \varphi)\|_{L^2}\right). \]

It follows from (5.3) that
\[ \|\partial_x^j P_k (x \partial_x h)\|_{L^2} \lesssim \|\partial_x^j P_k \varphi\|_{L^2} + \|\partial_x^j P_k S \varphi\|_{L^2} + t \|P_k |\partial_x|^{-1} N\|_{L^2}. \]

We first note that if \( k \in \mathbb{Z}_- \), then \((t + 1)^{-1/4 + p_0/2 + 1/2 \alpha k} \lesssim 1\), so
\[ \|P_k \partial_x^j \varphi\|_{L^\infty} \lesssim (t + 1)^{-1/2 + 1/2 \alpha k/2} \|\psi_k (\xi) \xi^{j} \partial_x^j \varphi\|_{L^\infty} + (t + 1)^{-1/2 - p_0} \|\partial_x^j \tilde{P}_k \varphi\|_{L^2} + \|\partial_x^j P_k S \varphi\|_{L^2} + t \|\partial_x^j P_k N\|_{L^2}. \]  

(6.2)

If \( k \in \mathbb{Z}_+ \) and \((t + 1)^{-1/4 + p_0/2 + 1/2 \alpha k} \gtrsim 1\), then \((t + 1)^{-1/2 + 1/2 \alpha k/2} \|\psi_k (\xi) \xi^{j} \partial_x^j \varphi\|_{L^\infty} + (t + 1)^{-1/2 - p_0} \|\partial_x^j \tilde{P}_k \varphi\|_{L^2} + \|\partial_x^j P_k S \varphi\|_{L^2} + t \|\partial_x^j P_k N\|_{L^2} \gtrsim 1\).

(6.3)

Finally, if \( k \in \mathbb{Z}_+ \) and \((t + 1)^{-1/4 + p_0/2 + 1/2 \alpha k} \lesssim 1\), then \(2^{-\alpha k} \lesssim (t + 1)^{-1/2 + 1/2 \alpha k + p_0/2} \), and
\[ \|P_k \partial_x^j \varphi\|_{L^\infty} \lesssim \|\xi^{j} \psi_k (\xi) \partial_x^j \varphi\|_{L^1} \lesssim \|\xi^{j} \psi_k (\xi)\|_{L^1} \lesssim \|\partial_x^j \tilde{P}_k \varphi\|_{H^r} \lesssim 2^{j/2 + 1/4} \|\tilde{P}_k \varphi\|_{H^r}. \]

(6.4)

Using the bootstrap assumptions, the estimate (5.6), and (6.2)–(6.3) in the corresponding ranges of \( k \), then summing the results over \( k \in \mathbb{Z} \) and \( 0 \leq j \leq r + 1 \), we obtain that \( \|\varphi_x (t)\|_{W^{1, \infty}} \lesssim \varepsilon (t + 1)^{-1/2} \). ☐

## 7. Scaling vector field estimate

In this section, we prove the scaling vector field estimate in Lemma 5.4. A direct calculation gives the following commutators.

**Lemma 7.1.** Let \( \varphi_x (t) \) be a Schwartz distribution on \( \mathbb{R}^2 \) such that \( |\partial_x|^{1-\alpha} \varphi (x, t) \) is a Schwartz distribution and \( S \) the vector field \( \partial_x \). Then
\[
[S, \partial_x] \varphi = -\partial_x \varphi, \quad [S, |\partial_x|^{1-\alpha} \partial_x] \varphi = -(2-\alpha) |\partial_x|^{1-\alpha} \partial_x \varphi, \quad [S, \partial_t] \varphi = -(2-\alpha) \partial_t \varphi, \quad [S, \partial_t - A |\partial_x|^{1-\alpha} \partial_x] \varphi = -(2-\alpha) (\partial_t - A |\partial_x|^{1-\alpha} \partial_x) \varphi.
\]

**Proof of Lemma 5.4** Applying \( S \) to equation (3.17) and using Lemma 7.1 we get that
\[
(S \partial_x) - A |\partial_x|^{1-\alpha} \partial_x (S \varphi) + \partial_x T_{B^0 (\varphi)} S \varphi + |\partial_x|^{1-\alpha} T_{B^1 (\varphi)} S \varphi = \mathcal{S} = \text{commutators},
\]
where the commutators include
\[
\partial_x [S, T_{B^0 (\varphi)}] \varphi, \quad [S, \partial_x] T_{B^0 (\varphi)} \varphi, \quad [S, |\partial_x|^{1-\alpha} \partial_x] (T_{B^1 (\varphi)} \varphi), \quad |\partial_x|^{1-\alpha} \partial_x ([S, T_{B^1 (\varphi)}] \varphi).
\]

By Kato-Ponce type commutator estimates and (3.21), when \( k \leq r \) we obtain that
\[
\|\partial_x [S, T_{B^0 (\varphi)}] \varphi\|_{H^k} \lesssim F(\|\varphi_x\|_{W^{1, \infty}})(\|\varphi_x\|_{W^{2, \infty}})\|\varphi_x\|_{W^{r, \infty}}\|S \varphi\|_{H^r},
\]
\[
\|\partial_x [S, \partial_x] T_{B^0 (\varphi)} \varphi\|_{H^k} = \|\partial_x T_{B^0 (\varphi)} \varphi\|_{H^k} \lesssim F(\|\varphi_x\|_{W^{1, \infty}})(\|\varphi_x\|_{W^{2, \infty}})^2 \|\varphi_x\|_{H^{k+1}},
\]
\[
\|\partial_x [S, |\partial_x|^{1-\alpha} \partial_x] (T_{B^1 (\varphi)} \varphi)\|_{H^k} = \|T_{B^1 (\varphi)} \varphi\|_{H^k} + \|\partial_x |\partial_x|^{1-\alpha} \partial_x T_{B^1 (\varphi)} \varphi\|_{H^k} \lesssim F(\|\varphi_x\|_{W^{1, \infty}})(\|\varphi_x\|_{W^{2, \infty}})^2 \|\varphi_x\|_{H^{k+1}},
\]
\[
\|\partial_x [S, T_{B^1 (\varphi)}] \varphi\|_{H^k} \lesssim F(\|\varphi_x\|_{W^{1, \infty}})(\|\varphi_x\|_{W^{2, \infty}})^2 \|\varphi_x\|_{H^{k+1}},
\]
\[
\left\| \partial_x^{1-\alpha} \partial_x \left( [S,T_{B^{1-\alpha}}] \varphi \right) \right\|_{H^r} \lesssim F(\|\partial_x^{1-\alpha} \varphi\|_{W^{2,\infty}} + \|\varphi\|_{W^{2,\infty}})(\|\varphi\|_{W^{1,\infty}}^2)\|S \varphi\|_{H^r}.
\]

Thus, straightforward energy estimates give for \( j = 0, \ldots, r \) that
\[
\frac{d}{dt} \|S \varphi(t)\|_{H^j}^2 \lesssim (\|\varphi\|_{W^{r,\infty}}^2) F(\|S \varphi\|_{H^r} + \|\varphi\|_{H^r}) \|S \varphi\|_{H^j}^2.
\]
Then using Lemma 5.3 and integrating in time \( t \), we find that
\[
\|S \varphi(t)\|_{H^r}^2 \lesssim \varepsilon_0^2(t + 1)^{2p_0},
\]
which proves the lemma.

8. Nonlinear dispersive estimate

In this section, we prove the dispersive estimate in Lemma 5.6 where the \( Z \)-norm is defined in (5.4).

When \( |\xi| < (t + 1)^{-p_0} \), Lemma 2.4 and the conservation of the \( L^2 \)-norm of \( \varphi \) gives
\[
\|(|\xi| + |\xi|^{r+3})^2 \varphi(\xi,t)\|_{L_\xi^1} \lesssim (|\xi| + |\xi|^{r+3})^2 |\varphi|_{L^2}(|\xi| \|\partial_x \varphi\|_{L^2} + \|\varphi\|_{L^2})
\]
\[
\lesssim (|\xi| + |\xi|^{r+3}) |\varphi|_{L^2}(\|S \varphi\|_{L^2} + \|\varphi\|_{L^2})
\]
\[
\lesssim \varepsilon_0^2.
\]

Let \( p_1 = 10^{-6} \). When \( |\xi| > s(t + 1)^{p_1} \), Lemma 2.4 gives
\[
\|(|\xi| + |\xi|^{r+3})^2 \varphi(\xi,t)\|_{L_\xi^1} \lesssim (|\xi| + |\xi|^{r+3})^2 |\varphi|_{H^r}(\|S \varphi\|_{L^2} + \|\varphi\|_{L^2})
\]
\[
\lesssim |\xi|^{2r+5-s} \varepsilon_0^2(t + 1)^{2p_0}
\]
\[
\lesssim \varepsilon_0^2.
\]

Thus, we only need to consider the frequency range
\[
(t + 1)^{-p_0} \leq |\xi| \leq (t + 1)^{p_1}.
\]

In the following, we fix \( \xi \) in this range and denote by \( \delta(\xi,t) \) a smooth cut-off function that is compactly supported in a small neighborhood of
\[
\left\{ (\xi,t) \in \mathbb{R}^2 : (t + 1)^{-p_0} \leq |\xi| \leq (t + 1)^{p_1}, 0 \leq t \leq T \right\}.
\]

Taking the Fourier transform of (3.1), we obtain that
\[
\hat{\varphi}_t(\xi,t) + iA' \xi \int_{\mathbb{R}^2} T_1'(\eta_1,\eta_2,\xi - \eta_1 - \eta_2) \hat{\varphi}(\xi - \eta_1 - \eta_2, t) \hat{\varphi}(\eta_1, t) \hat{\varphi}(\eta_2, t) d\eta_1 d\eta_2
\]
\[
+ \mathcal{N}_{\geq 5}(\varphi)(\xi,t) = iA \xi |\xi|^{1-\alpha} \hat{\varphi}(\xi,t),
\]
where \( A' = -A/[6(3-\alpha)] \) and
\[
T_1'(\eta_1,\eta_2,\eta_3) = \frac{(2-\alpha)(3-\alpha)}{A} T_1(\eta_1,\eta_2,\eta_3)
\]
\[
= |\eta_1|^{3-\alpha} + |\eta_2|^{3-\alpha} + |\eta_3|^{3-\alpha} + |\eta_1 + \eta_2 + \eta_3|^{3-\alpha} - |\eta_1 + \eta_2|^{3-\alpha} - |\eta_1 + \eta_3|^{3-\alpha} - |\eta_2 + \eta_3|^{3-\alpha},
\]
\[
\mathcal{N}_{\geq 5}(\varphi)(x,t) = \sum_{n=2}^{\infty} \frac{c_2}{2n+1} \partial_x \int_{\mathbb{R}^{2n+1}} T_n(\eta_n) \hat{\varphi}(\eta_1, t) \hat{\varphi}(\eta_2, t) \cdots \hat{\varphi}(\eta_{2n+1}, t) e^{i(\eta_1 + \eta_2 + \cdots + \eta_{2n+1})x} d\eta_n.
\]

The main difficulty is in the estimate of the cubic term in (8.3). In Section 8.1, we introduce a phase shift to account for the modified scattering of the solution and carry out a dyadic decomposition of the cubic term. We then consider high frequencies in Section 8.2 nonresonant frequencies in Section 8.3 near-resonant
frequencies in Section 8.4 and resonant frequencies in Section 8.5. Finally, in Section 8.6 we give the easier estimate of the higher-degree remainder term in (8.3).

8.1. Modified scattering. Define

$$\Theta(\xi, t) = -At|\xi|^{1-\alpha} + \xi \int_0^t \left[ (\beta_1(t) T_1(\xi, \xi, -\xi) + \beta_2(t) T_2(\xi, -\xi, \xi) + \beta_3(t) T_3(-\xi, \xi, \xi) \right] |\hat{\varphi}(\xi, \tau)|^2 \, d\tau,$$

where the real-valued functions $\beta_1(t), \beta_2(t),$ and $\beta_3(t)$ will be chosen in Section 8.5.2 and let

$$\hat{\varphi}(\xi, t) = e^{i\Theta(\xi, t)} \hat{\varphi}(\xi, t).$$

Then, using (8.3), we obtain that

$$\hat{\varphi}_t(\xi, t) = e^{i\Theta(\xi, t)} \left[ \hat{\varphi}_t(\xi, t) + i\Theta_t(\xi, t) \hat{\varphi}(\xi, t) \right] = U_1(\xi, t) + U_2(\xi, t) - e^{i\Theta(\xi, t)} N_{\geq 5}(\varphi)(\xi, t),$$

where

$$U_1(\xi, t) = e^{i\Theta(\xi, t)} \left\{ -iA\xi \int_{\mathbb{R}^2} T_1(\eta_1, \eta_2, \xi - \eta_1 - \eta_2) \hat{\varphi}(\xi - \eta_1 - \eta_2, t) \hat{\varphi}(\eta_1, t) \hat{\varphi}(\eta_2, t) \, d\eta_1 \, d\eta_2 
+ i\xi \left[ \beta_1(t) T_1(\xi, \xi, -\xi) + \beta_2(t) T_2(\xi, -\xi, \xi) + \beta_3(t) T_3(-\xi, \xi, \xi) \right] |\hat{\varphi}(\xi, t)|^2 \hat{\varphi}(\xi, t) \right\};$$

$$U_2(\xi, t) = \hat{\varphi}_t(\xi, t) \left[ i\xi \int_0^t \left[ \beta_1(t) T_1(\xi, \xi, -\xi) + \beta_2(t) T_2(\xi, -\xi, \xi) + \beta_3(t) T_3(-\xi, \xi, \xi) \right] |\hat{\varphi}(\xi, \tau)|^2 \, d\tau \right].$$

The coefficient of $\hat{\varphi}$ in the bracket in the term $U_2$ is purely imaginary, so it leads to a phase shift in $\hat{\varphi}$ that does not affect its Z-norm, and we get from (8.4) that

$$\|\varphi(t)\|_Z = \|(|\xi| + |\xi|^{r+3})\hat{\varphi}(\xi, t)\|_{L^\infty_\xi} = \|(|\xi| + |\xi|^{r+3})\hat{\varphi}(\xi, t)\|_{L^\infty_\xi} \lesssim \int_0^t \|(|\xi| + |\xi|^{r+3})U_1(\xi, \tau)\|_{L^\infty_\xi} + \|(|\xi| + |\xi|^{r+3})N_{\geq 5}(\varphi)(\xi, \tau)\|_{L^\infty_\xi} \, d\tau. \tag{8.6}$$

We estimate $U_1$ in Sections 8.2 and 8.3 and take care of the term $e^{i\Theta(\xi, t)} N_{\geq 5}(\varphi)$ in Section 8.6.

To start with, we recall that $h(x, t) = e^{-A\xi(t)} \varphi(x, t)$ is defined in (8.3). Then, suppressing the dependence of $\varphi$ and $h$ on the time variable $t,$ the first integral in $U_1$ can be written in terms of $h$ as

$$\int_{\mathbb{R}^2} T_1(\eta_1, \eta_2, \xi - \eta_1 - \eta_2) \hat{\varphi}(\xi - \eta_1 - \eta_2, \xi) \hat{\varphi}(\eta_1) \hat{\varphi}(\eta_2) \, d\eta_1 \, d\eta_2$$

$$= \int_{\mathbb{R}^2} T_1(\eta_1, \eta_2, \xi - \eta_1 - \eta_2) e^{iA(\Phi(\xi, \eta_1, \eta_2))} \hat{h}(\xi - \eta_1 - \eta_2) \hat{h}(\eta_1) \hat{h}(\eta_2) \, d\eta_1 \, d\eta_2,$$

where

$$\Phi(\xi, \eta_1, \eta_2) = (\xi - \eta_1 - \eta_2)|\xi - \eta_1 - \eta_2|^{1-\alpha} + \eta_1 |\eta_1|^{1-\alpha} + \eta_2 |\eta_2|^{1-\alpha} - \xi |\xi|^{1-\alpha}. \tag{8.7}$$

We will not need to consider the second integral in $U_1$ until we use it to account for modified scattering in Section 8.5.2.

To carry out the dyadic decomposition, we let $h_j = P_j h$ and $\varphi_j = P_j \varphi,$ where $P_j$ is the projection onto frequencies of order $2^j$ with symbol $\psi_j$ defined in (8.21), and rewrite the integral in each dyadic block as

$$\int_{\mathbb{R}^2} T_1(\eta_1, \eta_2, \xi - \eta_1 - \eta_2) e^{iA(\Phi(\xi, \eta_1, \eta_2))} \hat{h}_j(\eta_1) \hat{h}_j(\eta_2) \hat{h}_j(\xi - \eta_1 - \eta_2) \, d\eta_1 \, d\eta_2. \tag{8.8}$$

In the following, we fix $\xi \in \mathbb{R}$ satisfying (8.1) and estimate (8.8) in different regimes of $(j_1, j_2, j_3).$
8.2. High frequencies. When
\[ \max\{j_1, j_2, j_3\} \gtrsim 10^{-3} \log_2 |t + 1| > 0, \]
we can estimate the cubic terms by using Lemma 2.2 with the \( L^{\infty} \)-norm placed on the lowest derivative term. There are, in total, \( r + 6 = 13 \) derivatives shared by three factors of \( \varphi \). Thus, we can ensure that the term with least derivatives has at most four derivatives.

To be more specific, introducing the cutoff function \( \vartheta(\xi, t) \) to restrict attention to the frequency range \([8.2]\), using Hölder’s inequality, Sobolev embedding, and the bootstrap assumptions, we obtain the estimate
\[
\begin{align*}
\left\| \xi(|\xi| + |\xi|^3)\vartheta(\xi, t) \int_{\mathbb{R}^2} T_1'(\eta_1, \eta_2, \xi - \eta_1 - \eta_2) e^{\i A t \Phi(\xi, \eta_1, \eta_2)} \hat{h}_{j_1}(\eta_1) \hat{h}_{j_2}(\eta_2) \hat{h}_{j_3}(\xi - \eta_1 - \eta_2) \, d\eta_1 \, d\eta_2 \right\|_{L^\infty_{\xi}} \\
\lesssim (t + 1)^{(r + 7 - s)10^{-3}} \|\varphi_{\min}\|_{L^2} \|\varphi_{\med}\|_{L^2} \|\varphi_{\max}\|_{H^s} \\
\lesssim (t + 1)^{(r + 7 - s)10^{-3}} \|\varphi_{j_1}\|_{H^s} \|\varphi_{j_2}\|_{H^s} \|\varphi_{j_3}\|_{H^s},
\end{align*}
\]
where max, med, min represent the maximum, median, and the minimum of \( j_1, j_2, j_3 \). From [5.1],
\[ (r + 7 - s)10^{-3} < -1.1, \]
so the right-hand-side of this equation is summable over \( j_1, j_2, j_3 \) and the sum is integrable in \( t \) on \((0, \infty)\).

8.3. Nonresonant frequencies. We now only need to consider the case when
\[ \max\{j_1, j_2, j_3\} < 10^{-3} \log_2(t + 1). \]
The frequencies are nonresonant if \(|j_1 - j_3| > 1\) or \(|j_2 - j_3| > 1\) and, without loss of generality, we assume that \(|j_1 - j_3| > 1\). We recall that \( h \) is defined in [5.3] and the symbol \( \tilde{\psi}_k \) is defined in [2.2].

From [8.7], we have
\[ \partial_n \Phi(\xi, \eta_1, \eta_2) = (2 - \alpha) \left[ |\eta_1|^{1-\alpha} - |\xi - \eta_1 - \eta_2|^{1-\alpha} \right]. \tag{8.9} \]
Since \(|\eta_1|\) and \(|\xi - \eta_1 - \eta_2|\) are in different dyadic blocks, we have
\[ \|\eta_1| - |\xi - \eta_1 - \eta_2| \gtrsim \max\{|\eta_1|, |\xi - \eta_1 - \eta_2|\}, \]
so \( |\partial_n \Phi| \gtrsim 2^{(1-\alpha)\min(j_1, j_3)} \).

Using an integration by parts, we have
\[
\begin{align*}
\int_{\mathbb{R}^2} T_1'(\eta_1, \eta_2, \xi - \eta_1 - \eta_2) e^{\i A t \Phi(\xi, \eta_1, \eta_2)} \hat{h}_{j_1}(\eta_1) \hat{h}_{j_2}(\eta_2) \hat{h}_{j_3}(\xi - \eta_1 - \eta_2) \, d\eta_1 \, d\eta_2 \\
= \int_{\mathbb{R}^2} T_1'(\eta_1, \eta_2, \xi - \eta_1 - \eta_2) \partial_n e^{\i A t \Phi(\xi, \eta_1, \eta_2)} \hat{h}_{j_1}(\eta_1) \hat{h}_{j_2}(\eta_2) \hat{h}_{j_3}(\xi - \eta_1 - \eta_2) \, d\eta_1 \, d\eta_2 \\
= - \frac{W_1 + W_2 + W_3}{A},
\end{align*}
\]
where
\[
\begin{align*}
W_1(\xi, t) &= \int_{\mathbb{R}^2} \partial_n \left[ T_1'(\eta_1, \eta_2, \xi - \eta_1 - \eta_2) \right] e^{\i A t \Phi(\xi, \eta_1, \eta_2)} \hat{h}_{j_1}(\eta_1) \hat{h}_{j_2}(\eta_2) \hat{h}_{j_3}(\xi - \eta_1 - \eta_2) \, d\eta_1 \, d\eta_2, \\
W_2(\xi, t) &= \int_{\mathbb{R}^2} \left[ T_1'(\eta_1, \eta_2, \xi - \eta_1 - \eta_2) \right] \frac{e^{\i A t \Phi(\xi, \eta_1, \eta_2)}}{i \partial_n} \hat{h}_{j_1}(\eta_1) \hat{h}_{j_2}(\eta_2) \partial_n \hat{h}_{j_3}(\xi - \eta_1 - \eta_2) \, d\eta_1 \, d\eta_2, \\
W_3(\xi, t) &= \int_{\mathbb{R}^2} \left[ T_1'(\eta_1, \eta_2, \xi - \eta_1 - \eta_2) \right] \frac{e^{\i A t \Phi(\xi, \eta_1, \eta_2)}}{i \partial_n} \hat{h}_{j_1}(\eta_1) \hat{h}_{j_2}(\eta_2) \hat{h}_{j_3}(\xi - \eta_1 - \eta_2) \, d\eta_1 \, d\eta_2.
\end{align*}
\]
Estimate of $W_1$. Since
\[ \|W_1\|_{L^\infty} \lesssim \|F^{-1}(W_1)\|_{L^1}, \]
it suffices to estimate the $L^1$ norm of
\[
\iiint_{\mathbb{R}^3} e^{i\xi \cdot \eta_1} \partial_{\eta_1} \left[ \frac{T_1(\eta_1, \eta_2, \xi - \eta_1 - \eta_2)}{i \partial_{\eta_1} \Phi(\xi, \eta_1, \eta_2)} \right] e^{i A_{\Phi}(\xi, \eta_1, \eta_2)} \hat{h}_{j_1}(\eta_1) \hat{h}_{j_2}(\eta_2) \hat{h}_{j_3}(\xi - \eta_1 - \eta_2) \, d\eta_1 \, d\eta_2 \, d\xi.
\]
By direct calculation,
\[
\partial_{\eta_1} \frac{T_1(\eta_1, \eta_2, \xi - \eta_1 - \eta_2)}{\partial_{\eta_1} \Phi(\xi, \eta_1, \eta_2)} = \frac{3 - \alpha}{\alpha} \frac{|\eta_1|^{1-\alpha} + |\xi - \eta_1|^{1-\alpha} (|\xi - \eta_1|^{1-\alpha} - (\xi - \eta_1 - \eta_2)|^{1-\alpha} - (\xi + \eta_1 + \eta_2)|^{1-\alpha} - (\xi + \eta_1 + \eta_2)|^{1-\alpha}}{\xi - \eta_1 - \eta_2} \\
\quad + \frac{\alpha - 1}{\alpha} \frac{|\eta_1|^{3-\alpha} - |\eta_2|^{3-\alpha} + |\xi - \eta_1 - \eta_2|^{3-\alpha} + |\xi - \eta_1 - \eta_2|^{3-\alpha} - |\xi - \eta_1|^{3-\alpha} - |\xi - \eta_2|^{3-\alpha}}{(|\eta_1|^{1-\alpha} - |\xi - \eta_1 - \eta_2|^{1-\alpha})^2} \\
\quad + \frac{\kappa_1(\eta_1, \eta_2, \xi - \eta_1 - \eta_2)}{2 - \alpha} + \frac{\alpha - 1}{2 - \alpha}, \quad \kappa_1(\eta_1, \eta_2, \xi - \eta_1 - \eta_2),
\]
where
\[
\kappa_1(\eta_1, \eta_2, \xi - \eta_1 - \eta_2) = \frac{\partial_{\eta_1} T_1(\eta_1, \eta_2, \eta_3) - \partial_{\eta_2} T_1(\eta_1, \eta_2, \eta_3)}{|\eta_1|^{1-\alpha} - |\eta_3|^{1-\alpha}},
\]
\[
\kappa_2(\eta_1, \eta_2, \eta_3) = \frac{T_1(\eta_1, \eta_2, \eta_3)}{|\eta_1|^{1-\alpha} - |\eta_3|^{1-\alpha}}.
\]
Making a change of variable $\eta_3 = \xi - \eta_1 - \eta_2$, we see that it suffices to estimate the trilinear operator
\[
\frac{1}{i t} \iiint_{\mathbb{R}^3} e^{i(\eta_1 + \eta_2 + \eta_3) \cdot \alpha} \left[ \kappa_1(\eta_1, \eta_2, \eta_3) + \kappa_2(\eta_1, \eta_2, \eta_3) \right] \hat{\psi}_{j_1}(\eta_1) \hat{\psi}_{j_2}(\eta_2) \hat{\psi}_{j_3}(\eta_3) \, d\eta_1 \, d\eta_2 \, d\eta_3,
\]
with symbol
\[
[\kappa_1(\eta_1, \eta_2, \eta_3) + \kappa_2(\eta_1, \eta_2, \eta_3)] \hat{\psi}_{j_1}(\eta_1) \hat{\psi}_{j_2}(\eta_2) \hat{\psi}_{j_3}(\eta_3).
\]
From Lemma 2.2, this trilinear operator is bounded on $L^2 \times L^2 \times L^\infty \to L^1$ by
\[
\left\| \left[ \kappa_1(\eta_1, \eta_2, \eta_3) + \kappa_2(\eta_1, \eta_2, \eta_3) \right] \hat{\psi}_{j_1}(\eta_1) \hat{\psi}_{j_2}(\eta_2) \hat{\psi}_{j_3}(\eta_3) \right\|_{S^\infty} \lesssim \left( \left\| \partial_{\eta_1} T_1(\eta_1, \eta_2, \eta_3) \hat{\psi}_{j_1}(\eta_1) \hat{\psi}_{j_2}(\eta_2) \hat{\psi}_{j_3}(\eta_3) \right\|_{S^\infty} + \left\| \partial_{\eta_3} T_1(\eta_1, \eta_2, \eta_3) \hat{\psi}_{j_1}(\eta_1) \hat{\psi}_{j_2}(\eta_2) \hat{\psi}_{j_3}(\eta_3) \right\|_{S^\infty} \right) \cdot \left\| \frac{\hat{\psi}_{j_1}(\eta_1) \hat{\psi}_{j_2}(\eta_2) \hat{\psi}_{j_3}(\eta_3)}{|\eta_1|^{1-\alpha} - |\eta_3|^{1-\alpha}} \right\|_{S^\infty},
\]
where $\hat{\psi}_k$ is defined in (2.2).

To estimate the terms on the right-hand side of (8.10), we prove the following lemmas.
Lemma 8.1. If $|j_1 - j_3| > 1$ and $m \in \mathbb{Z}_+$, then
\[
\left\| \frac{1}{(|\eta_1|^{1-\alpha} - |\eta_3|^{1-\alpha})^m} \psi_{j_1}(\eta_1) \psi_{j_2}(\eta_2) \psi_{j_3}(\eta_3) \right\|_{S^\infty} \lesssim 2^{m(\alpha - 1) \min\{j_1, j_3\}}.
\]

Proof. Since
\[
|\eta_1|^{1-\alpha} - |\eta_3|^{1-\alpha} \gtrsim 2^{1-\alpha}
\]
By the definition of the $S^\infty$-norm (2.4) and the definition of $\psi_k$ (2.2), we have that
\[
\left\| \frac{\psi_{j_1}(\eta_1) \psi_{j_2}(\eta_2) \psi_{j_3}(\eta_3)}{|(\eta_1|^{1-\alpha} - |\eta_3|^{1-\alpha})^m} \right\|_{S^\infty} \lesssim \left\| \iint_{\mathbb{R}^3} \psi_0(2^{-j_1} \eta_1) \psi_0(2^{-j_2} \eta_2) \psi_0(2^{-j_3} \eta_3) \frac{e^{i(y_1 \eta_1 + y_2 \eta_2 + y_3 \eta_3)}}{|(\eta_1|^{1-\alpha} - |\eta_3|^{1-\alpha})^m} \, d\eta_1 \, d\eta_2 \, d\eta_3 \right\|_{L^1} \lesssim 2^{m(\alpha - 1) \min\{j_1, j_3\}},
\]
where the last inequality comes from using oscillatory integral estimates, together with the facts that the support of $\psi_0$ is $(-8/5, -5/8) \cup (5/8, 8/5)$ and $|j_1 - j_3| > 1$.

For the other symbols in (8.10), we have the following estimates.

Lemma 8.2. For any $j_1, j_2, j_3 \in \mathbb{Z}$,
\[
\left\| \partial_{\eta} T_1^{(\eta, \eta_2, \eta_3)} \tilde{\psi}_{j_1}(\eta_1) \tilde{\psi}_{j_2}(\eta_2) \tilde{\psi}_{j_3}(\eta_3) \right\|_{S^\infty} \lesssim 2^{(2-\alpha) \min\{j_2, j_3\}},
\]
\[
\left\| T_1^{(\eta, \eta_2, \eta_3)} \tilde{\psi}_{j_1}(\eta_1) \tilde{\psi}_{j_2}(\eta_2) \tilde{\psi}_{j_3}(\eta_3) \right\|_{S^\infty} \lesssim 2^{\min\{j_1, \min\{j_2, j_3\}\} + (\alpha - 2) \min\{j_2, j_3\}},
\]
\[
\left\| \frac{\eta_1 \cdot \partial_{\eta} T_1^{(\eta, \eta_2, \eta_3)}}{\eta_1^{\alpha+1}} \tilde{\psi}_{j_1}(\eta_1) \tilde{\psi}_{j_2}(\eta_2) \tilde{\psi}_{j_3}(\eta_3) \right\|_{S^\infty} \lesssim 2^{\min\{j_2, j_3\} + (\alpha - 2) \min\{j_2, j_3\} - \alpha j_1},
\]
\[
\left\| \frac{T_1^{(\eta, \eta_2, \eta_3)}}{\eta_1^{\alpha+1}} \tilde{\psi}_{j_1}(\eta_1) \tilde{\psi}_{j_2}(\eta_2) \tilde{\psi}_{j_3}(\eta_3) \right\|_{S^\infty} \lesssim 2^{\min\{j_2, j_3\} - \alpha j_1}.
\]

Furthermore, since $T_1$ is symmetric,
\[
\left\| \partial_{\eta} T_1^{(\eta, \eta_2, \eta_3)} \tilde{\psi}_{j_1}(\eta_1) \tilde{\psi}_{j_2}(\eta_2) \tilde{\psi}_{j_3}(\eta_3) \right\|_{S^\infty} \lesssim 2^{(2-\alpha) \min\{j_1, j_3\}},
\]
\[
\left\| \frac{\eta_1 \cdot \partial_{\eta} T_1^{(\eta, \eta_2, \eta_3)}}{\eta_1^{\alpha+1}} \tilde{\psi}_{j_1}(\eta_1) \tilde{\psi}_{j_2}(\eta_2) \tilde{\psi}_{j_3}(\eta_3) \right\|_{S^\infty} \lesssim 2^{\min\{j_1, j_3\} + (\alpha - 2) \min\{j_1, j_3\} - \alpha j_3},
\]
\[
\left\| \frac{T_1^{(\eta, \eta_2, \eta_3)}}{\eta_1^{\alpha+1}} \tilde{\psi}_{j_1}(\eta_1) \tilde{\psi}_{j_2}(\eta_2) \tilde{\psi}_{j_3}(\eta_3) \right\|_{S^\infty} \lesssim 2^{\min\{j_1, j_3\}}.
\]

Proof. We prove (8.11) first. Using the inverse Fourier transform in $(\eta_1, \eta_2, \eta_3)$, we obtain that
\[
\frac{A}{(2-\alpha)(3-\alpha)} F^{-1} \left[ \partial_{\eta} T_1^{(\eta, \eta_2, \eta_3)} \tilde{\psi}_{j_1}(\eta_1) \tilde{\psi}_{j_2}(\eta_2) \tilde{\psi}_{j_3}(\eta_3) \right]
\]
\[
= \int_{\mathbb{R}^3} e^{i(y_1 \eta_1 + y_2 \eta_2 + y_3 \eta_3)} \partial_{\eta_1} \left[ \int_{\mathbb{R}} \prod_{j=1}^3 (1 - e^{i\eta_j \zeta}) \left\| \tilde{\psi}_{j_1}(\eta_1) \tilde{\psi}_{j_2}(\eta_2) \tilde{\psi}_{j_3}(\eta_3) \right\|_{L^1} |\zeta|^{\alpha - 1} \text{sgn} \, \zeta \, d\zeta \, d\eta_1 \, d\eta_2 \, d\eta_3 \right]
\]
\[
\int_{\mathbb{R}^3} \left[ \int_{\mathbb{R}} -i |\zeta|^{\alpha} e^{i\eta_1(\zeta + y_1)} (e^{i\eta_2 \eta_2} - e^{i\eta_3 \eta_3})(e^{i\eta_3 (\zeta + y_3)}) \frac{d\zeta}{\zeta^3} \tilde{\psi}_{j_1}(\eta_1) \tilde{\psi}_{j_2}(\eta_2) \tilde{\psi}_{j_3}(\eta_3) \right] \, d\eta_1 \, d\eta_2 \, d\eta_3.
\]
\[
\int_{\mathbb{R}} -i |\zeta|^\alpha \cdot \left[ \mathcal{F}^{-1}[\tilde{\psi}_{j_1}](y_1 + \zeta) \right] \cdot \left[ \mathcal{F}^{-1}[\tilde{\psi}_{j_2}](y_2) - \mathcal{F}^{-1}[\tilde{\psi}_{j_2}](\zeta + y_2) \right] \cdot \left[ \mathcal{F}^{-1}[\tilde{\psi}_{j_3}](y_3) - \mathcal{F}^{-1}[\tilde{\psi}_{j_3}](\zeta + y_3) \right] \, d\zeta.
\]

We observe that
\[
\left| \mathcal{F}^{-1}[\tilde{\psi}_{j_1}](y_1 + \zeta) \right| = 2^{j_1} \left| \mathcal{F}^{-1}[\tilde{\psi}_{0}](2^{j_1}(y_1 + \zeta)) \right|,
\]
\[
\left| \mathcal{F}^{-1}[\tilde{\psi}_{j_2}](y_2) - \mathcal{F}^{-1}[\tilde{\psi}_{j_2}](\zeta + y_2) \right| = 2^{j_2} \left| \mathcal{F}^{-1}[\tilde{\psi}_{0}](2^{j_2}y_2) - \mathcal{F}^{-1}[\tilde{\psi}_{0}](2^{j_2}(\zeta + y_2)) \right|,
\]
\[
\left| \mathcal{F}^{-1}[\tilde{\psi}_{j_3}](y_3) - \mathcal{F}^{-1}[\tilde{\psi}_{j_3}](\zeta + y_3) \right| = 2^{j_3} \left| \mathcal{F}^{-1}[\tilde{\psi}_{0}](2^{j_3}y_3) - \mathcal{F}^{-1}[\tilde{\psi}_{0}](2^{j_3}(\zeta + y_3)) \right|,
\]
and
\[
\int_{\mathbb{R}} \left| \mathcal{F}^{-1}[\tilde{\psi}_{0}](2^{j_1}(y_1 + \zeta)) \right| \, dy_1 \lesssim 2^{-j_1},
\]
\[
\int_{\mathbb{R}} \left| \mathcal{F}^{-1}[\tilde{\psi}_{j_2}](2^{j_2}y_2) - \mathcal{F}^{-1}[\tilde{\psi}_{j_2}](2^{j_2}(\zeta + y_2)) \right| \, dy_2 \lesssim \min\{2^{-j_2}, |\zeta|\},
\]
\[
\int_{\mathbb{R}} \left| \mathcal{F}^{-1}[\tilde{\psi}_{j_3}](2^{j_3}y_3) - \mathcal{F}^{-1}[\tilde{\psi}_{j_3}](2^{j_3}(\zeta + y_3)) \right| \, dy_3 \lesssim \min\{2^{-j_3}, |\zeta|\}.
\]

Therefore, we have
\[
\left\| \mathcal{F}^{-1}[\partial_{\eta_1} \mathbf{T}_1^i(\eta_1, \eta_2, \eta_3) \tilde{\psi}_{j_1} \eta_1 \tilde{\psi}_{j_2} \eta_2 \tilde{\psi}_{j_3} \eta_3] \right\|_{L^1} \lesssim \int_{\mathbb{R}} \frac{1}{|\zeta|^{3-\alpha}} 2^{j_1+j_2+j_3} \min\{2^{-j_2}, |\zeta|\} \min\{2^{-j_3}, |\zeta|\} \, d\zeta,
\]
\[
= 2^{j_1+j_2+j_3} \left( \int_{|\zeta| > \max\{2^{-j_2},2^{-j_3}\}} \frac{1}{|\zeta|^{5-\alpha}} 2^{-j_2-j_3} \, d\zeta + \int_{|\zeta| < \min\{2^{-j_2},2^{-j_3}\}} \frac{1}{|\zeta|^{2-\alpha}} \min\{2^{-j_2},2^{-j_3}\} \, d\zeta \right)
\lesssim 2^{(2-\alpha) \min\{j_2,j_3\}}.
\]

2. Next, we prove (8.12) and (8.13). The proof of (8.12) is similar to that of (8.11). We first use the inverse Fourier transform and write
\[
\frac{A}{(2-\alpha)(3-\alpha)} \mathcal{F}^{-1} \left[ \mathbf{T}_1^i(\eta_1, \eta_2, \eta_3) \tilde{\psi}_{j_1} \eta_1 \tilde{\psi}_{j_2} \eta_2 \tilde{\psi}_{j_3} \eta_3 \right]
= \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{1}{\zeta^3} \left[ \prod_{j=1}^{3} \left( 1 - e^{i\eta_j \zeta} \right) \right] \zeta^{\alpha-1} \sgn \zeta \, d\zeta \tilde{\psi}_{j_1} \eta_1 \tilde{\psi}_{j_2} \eta_2 \tilde{\psi}_{j_3} \eta_3 \, d\eta_1 \, d\eta_2 \, d\eta_3
\]
\[
= \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \left[ e^{iy_1 \eta_1} - e^{i(y_1+\zeta) \eta_1} \right] \left( e^{iy_2 \eta_2} - e^{i(y_2+\zeta) \eta_2} \right) \left( e^{iy_3 \eta_3} - e^{i(y_3+\zeta) \eta_3} \right) \, d\zeta \tilde{\psi}_{j_1} \eta_1 \tilde{\psi}_{j_2} \eta_2 \tilde{\psi}_{j_3} \eta_3 \, d\eta_1 \, d\eta_2 \, d\eta_3
\]
\[
= \int_{\mathbb{R}} \frac{1}{|\zeta|^{4-\alpha}} \left[ \mathcal{F}^{-1}[\tilde{\psi}_{j_1}](y_1) - \mathcal{F}^{-1}[\tilde{\psi}_{j_1}](\zeta + y_1) \right] \cdot \left[ \mathcal{F}^{-1}[\tilde{\psi}_{j_2}](y_2) - \mathcal{F}^{-1}[\tilde{\psi}_{j_2}](\zeta + y_2) \right] \cdot \left[ \mathcal{F}^{-1}[\tilde{\psi}_{j_3}](y_3) - \mathcal{F}^{-1}[\tilde{\psi}_{j_3}](\zeta + y_3) \right] \, d\zeta.
\]
Taking the $L^1$-norm, we obtain
\[
\left\| \mathcal{F}^{-1}[\mathbf{T}_1^i(\eta_1, \eta_2, \eta_3) \tilde{\psi}_{j_1} \eta_1 \tilde{\psi}_{j_2} \eta_2 \tilde{\psi}_{j_3} \eta_3] \right\|_{L^1} \lesssim \int_{\mathbb{R}} 2^{j_1+j_2+j_3} \frac{1}{|\zeta|^{4-\alpha}} \min\{2^{-j_2}, |\zeta|\} \min\{2^{-j_3}, |\zeta|\} \, d\zeta.
It then follows from the support of \( \psi \), which proves (8.12).
Therefore,
\[
\psi \left( \eta \right) = \sum_{j=k-3}^{k+3} \psi_j \left( \eta \right).
\]
It then follows from the support of \( \psi \) and the fact that the \( \psi_k \) form a partition of unity that
\[
\frac{\eta \cdot T_1 \left( \eta_1, \eta_2, \eta_3 \right)}{|\eta|^{\alpha + 1}} \psi_j \left( \eta_1 \right) \tilde{\psi}_j \left( \eta_2 \right) \tilde{\psi}_j \left( \eta_3 \right) = \left[ T_1 \left( \eta_1, \eta_2, \eta_3 \right) \psi_j \left( \eta_1 \right) \tilde{\psi}_j \left( \eta_2 \right) \tilde{\psi}_j \left( \eta_3 \right) \right] \cdot \left[ \frac{\eta_1}{|\eta|^{\alpha + 1}} \tilde{\psi}_j \left( \eta_1 \right) \psi_j \left( \eta_2 \right) \tilde{\psi}_j \left( \eta_3 \right) \right].
\]
By Lemma 2.2 we have
\[
\left\| \frac{\eta \cdot T_1 \left( \eta_1, \eta_2, \eta_3 \right)}{|\eta|^{\alpha + 1}} \psi_j \left( \eta_1 \right) \tilde{\psi}_j \left( \eta_2 \right) \tilde{\psi}_j \left( \eta_3 \right) \right\|_{S^{\infty}} \lesssim \left\| T_1 \left( \eta_1, \eta_2, \eta_3 \right) \psi_j \left( \eta_1 \right) \tilde{\psi}_j \left( \eta_2 \right) \tilde{\psi}_j \left( \eta_3 \right) \right\|_{S^{\infty}} \left\| \frac{\eta_1}{|\eta|^{\alpha + 1}} \tilde{\psi}_j \left( \eta_1 \right) \psi_j \left( \eta_2 \right) \tilde{\psi}_j \left( \eta_3 \right) \right\|_{S^{\infty}} \lesssim 2^{-\alpha j_1}.
\]
Using (8.15), we then get (8.13). The proof of (8.14) is similar, and we omit it.

Applying the above lemmas to (8.10), we obtain that
\[
\| W_1 \|_{L^\infty} \lesssim (t + 1)^{-1} \| \partial_x \varphi_{\min \{j_1, j_2, j_3\}} \|_{L^\infty} \| \varphi_{\min \{j_1, j_2, j_3\}} \|_{L^2} \| \varphi_{\max \{j_1, j_2, j_3\}} \|_{L^2}.
\]
Using (5.2) and Lemma 6.1 we have
\[
\| \partial_x \varphi_{\min \{j_1, j_2, j_3\}} \|_{L^\infty} \lesssim (t + 1)^{-1/2} \| \xi^{1+\alpha/2} \hat{h}_{\min \{j_1, j_2, j_3\}} \|_{L^\infty} + (t + 1)^{-3/4} \left[ \| \partial_x |\xi|^{3\alpha/4} P_{\min \{j_1, j_2, j_3\}} (x \partial_x h) \|_{L^2} + \| \partial_x |\xi|^{3\alpha/4} h_{\min \{j_1, j_2, j_3\}} \|_{L^2} \right].
\]
Therefore,
\[
\| W_1 \|_{L^\infty} \lesssim (t + 1)^{-1.5} \left[ 1_{\min \{j_1, j_2, j_3\} \leq \alpha/2} \| \xi \hat{h}_{\min \{j_1, j_2, j_3\}} \|_{L^\infty} + 1_{\min \{j_1, j_2, j_3\} > \alpha/2} \| \xi^{1+3\alpha/2} \hat{h}_{\min \{j_1, j_2, j_3\}} \|_{L^\infty} \right] \left[ \| \varphi_{\min \{j_1, j_2, j_3\}} \|_{L^2} \| \varphi_{\max \{j_1, j_2, j_3\}} \|_{L^2} \right].
\]
From (5.3) and Lemma 6.1, we then have

\[ (t + 1)^{-1.75} \left[ \| \partial_x |^{3\alpha/4} P_{\text{med}(j_1,j_2,j_3)}(x,\partial_x h) \|_{L^2} + \| \partial_x |^{3\alpha/4} h_{\text{med}(j_1,j_2,j_3)} \|_{L^2} \right] \cdot \| \varphi_{\text{med}(j_1,j_2,j_3)} \|_{L^2} \cdot \| \varphi_{\text{max}(j_1,j_2,j_3)} \|_{L^2} \]

\[ \lesssim (t + 1)^{-1.5} \left[ |1_{\text{med}(j_1,j_2,j_3)}| \lesssim 2^{(\alpha/2)\text{med}(j_1,j_2,j_3)} + 1_{\text{med}(j_1,j_2,j_3)} > 0 \right] \cdot \| h_{\text{med}(j_1,j_2,j_3)} \|_{L^2} \cdot \| \varphi_{\text{min}(j_1,j_2,j_3)} \|_{L^2} \cdot \| \varphi_{\text{max}(j_1,j_2,j_3)} \|_{L^2} \]

\[ + (t + 1)^{-1.75} \left[ \| \partial_x |^{3\alpha/4} P_{\text{med}(j_1,j_2,j_3)}(x,\partial_x h) \|_{L^2} + \| \partial_x |^{3\alpha/4} h_{\text{med}(j_1,j_2,j_3)} \|_{L^2} \right] \cdot \| \varphi_{\text{med}(j_1,j_2,j_3)} \|_{L^2} \cdot \| \varphi_{\text{max}(j_1,j_2,j_3)} \|_{L^2}. \]

In conclusion, introducing the cutoff function \( \mathcal{D} \), we have for nonresonant frequencies that

\[ \| (\xi| + |\xi|^{-3}) \mathcal{D}(\xi, t) \int_{\mathbb{R}^2} T'_1(\eta_1, \eta_2, \zeta - \eta_1 - \eta_2) e^{i\lambda \Phi(\xi, \eta_1, \eta_2)} \hat{h}_{j_1}(\eta_1) \hat{h}_{j_2}(\eta_2) \hat{h}_{j_3}(\zeta - \eta_1 - \eta_2) \, d\eta_1 \, d\eta_2 \|_{L^2} \]

\[ \lesssim (t + 1)^{(r+4)p_1} \left( \| W_1 \|_{L^\infty} + \| W_2 \|_{L^\infty} + \| W_3 \|_{L^\infty} \right) \]

\[ \lesssim (t + 1)^{-1.5 + (r+4)p_1} \left( 1_{\text{med}(j_1,j_2,j_3)} \lesssim 2^{(\alpha/2)\text{med}(j_1,j_2,j_3)} + 1_{\text{med}(j_1,j_2,j_3)} > 0 \right) \cdot \| h_{\text{med}(j_1,j_2,j_3)} \|_{L^2} \cdot \| \varphi_{\text{min}(j_1,j_2,j_3)} \|_{L^2} \cdot \| \varphi_{\text{max}(j_1,j_2,j_3)} \|_{L^2}. \]
\[ + (t + 1)^{-1.75 + (r + 4)p_1} \left[ \left\| \partial_x \right\|^{3\alpha/4} \left( x \partial_x h \right) \right\| L^2 + \left\| \partial_x \right\|^{3\alpha/4} h_{\text{med}(j_1,j_2,j_3)} \right\| L^2 \]

\[ \cdot \left\| \varphi_{\text{min}(j_1,j_2,j_3)} \right\| L^2 \cdot \varphi_{\text{max}(j_1,j_2,j_3)} \right\| L^2 \]

\[ + (t + 1)^{-1.5 + (r + 4)p_1} \left( 1_{\text{min}(j_1,j_2)} \leq \frac{2(\alpha/2)}{\min(j_1,j_2)} + 1_{\text{min}(j_1,j_2)} > 0 \cdot \left( -r - \frac{\alpha}{2} \right) \min(j_1,j_2) \right) \]

\[ \cdot \left\| h_{\text{min}(j_1,j_2)} \right\| \left[ \sum_{j_3} \left\| \partial_x \right\|^{\alpha - 1} \varphi_{\text{max}(j_1,j_2)} \right\| L^2 \]

\[ + (t + 1)^{-1.75 + (r + 4)p_1} \left( 1_{\text{min}(j_2,j_3)} \leq \frac{2(\alpha/2)}{\min(j_2,j_3)} + 1_{\text{min}(j_2,j_3)} > 0 \cdot \left( -r - \frac{\alpha}{2} \right) \min(j_2,j_3) \right) \]

\[ \cdot \left\| h_{\text{min}(j_2,j_3)} \right\| \left[ \sum_{j_3} \left\| \partial_x \right\|^{\alpha - 1} \varphi_{\text{max}(j_2,j_3)} \right\| L^2 \]

\[ + (t + 1)^{-1.75 + (r + 4)p_1} \left( 1_{\text{min}(j_3,j_1)} \leq \frac{2(\alpha/2)}{\min(j_3,j_1)} + 1_{\text{min}(j_3,j_1)} > 0 \cdot \left( -r - \frac{\alpha}{2} \right) \min(j_3,j_1) \right) \]

\[ \cdot \left\| h_{\text{min}(j_3,j_1)} \right\| \left[ \sum_{j_2} \left\| \partial_x \right\|^{\alpha - 1} \varphi_{\text{max}(j_3,j_1)} \right\| L^2 \]

The right-hand-side is summable over \( j_1, j_2, j_3 \) and the sum is integrable in \( t \) on \((0, \infty)\).

### 8.4. Near-resonant frequencies.

The remaining dyadic blocks to consider are when

\[
\max\{j_1, j_2, j_3\} < 10^{-3} \log_2(t + 1), \quad |j_3 - j_2| \leq 1, \quad |j_3 - j_1| \leq 1. \tag{8.16}
\]

To estimate (8.8) in this region, we consider the following two cases:

(i) Frequencies \( \eta_1, \eta_2 \) and \( \xi - \eta_1 - \eta_2 \) have the same sign.

By the definition of cut-off function \( \psi \), we then have

\[
\frac{5}{8} 2^{j_1} \leq | \eta_1 | \leq \frac{5}{8} 2^{j_1}, \quad \frac{5}{8} 2^{j_2} \leq | \eta_2 | \leq \frac{5}{8} 2^{j_2}, \quad \frac{5}{8} 2^{j_3} \leq | \xi - \eta_1 - \eta_2 | \leq \frac{5}{8} 2^{j_3},
\]

and thus,

\[
\frac{5}{8} (2^{j_1} + 2^{j_2} + 2^{j_3}) \leq | \xi | \leq \frac{5}{8} (2^{j_1} + 2^{j_2} + 2^{j_3}).
\]

This corresponds to the region near the space resonance \( \eta_1 = \eta_2 = \xi - \eta_1 - \eta_2 = \xi/3 \).

(ii) Frequencies \( \eta_1, \eta_2 \) and \( \xi - \eta_1 - \eta_2 \) do not have the same sign.

This corresponds to the region near the space-time resonances \( \eta_1, \eta_2 \) = \( \xi, \xi \), \( \xi, -\xi \), or \( -\xi, \xi \) separately. Since the symbol \( T'_1(\eta_1, \eta_2, \eta_3) \) is symmetric in \( \eta_1, \eta_2, \) and \( \eta_3 \), it suffices to consider (8.8) in the region near \( (\xi, \xi) \).

To estimate the integral (8.8) under (8.16), we make a further dyadic decomposition. Denoting \( (\xi, \xi, -\xi) \) or \( (\xi/3, \xi/3, \xi/3) \) by \( (\xi_1, \xi_2, \xi_3) \), we decompose (8.16) using the cut-off functions \( \psi_{k_1} \) and \( \psi_{k_2} \). Since

\[
\sum_{(k_1, k_2) \in \mathbb{Z}^2} \psi_{k_1}(\eta_1 - \xi_1) \psi_{k_2}(\eta_2 - \xi_2) = 1,
\]

we can write the integral (8.8) as

\[
\int_{\mathbb{R}^2} T'_1(\eta_1, \eta_2, \xi - \eta_1 - \eta_2) \delta \omega(\xi, \eta_1, \eta_2) \hat{h}_{j_1}(\eta_1) \hat{h}_{j_2}(\eta_2) \hat{h}_{j_3}(\xi - \eta_1 - \eta_2)
\]

\[
\cdot \left[ \sum_{k_1 = -\infty}^{\max(j_1,j_3)+1} \psi_{k_1}(\eta_1 - \xi_1) \right] \cdot \left[ \sum_{k_2 = -\infty}^{\max(j_2,j_3)+1} \psi_{k_2}(\eta_2 - \xi_2) \right] \, d\eta_1 \, d\eta_2,
\]
where

$$\left[ \max\{j_1,j_3\} \right] + 1 \sum_{k_1=-\infty}^{\max\{j_2,j_3\} + 1} \psi_{k_1}(\eta_1 - \xi_1) \right] \cdot \left[ \max\{j_2,j_3\} \right] + 1 \sum_{k_2=-\infty}^{\max\{j_1,j_3\} + 1} \psi_{k_2}(\eta_2 - \xi_2) = 1$$

on the support of $h_{j_1}(\eta_1)h_{j_2}(\eta_2)h_{j_3}(\xi - \eta_1 - \eta_2)$.

In this subsection, we restrict our attention to the terms satisfying

$$k_1 \geq \log_2[\rho(t)] \quad \text{or} \quad k_2 \geq \log_2[\rho(t)];$$

where

$$\rho(t) = (t + 1)^{-0.49}. \quad (8.17)$$

The case of $k_1 < \log_2[\rho(t)]$ and $k_2 < \log_2[\rho(t)]$, which includes the resonant frequencies, will be discussed in Section 8.3.

Since the integrals are symmetric in $\eta_1$ and $\eta_2$, we can assume without loss of generality that $j_1 \geq k_1 \geq k_2 \geq \log_2[\rho(t)]$. Using integration by parts, we write each integral as

$$\iint_{\mathbb{R}^2} \frac{T_j(\eta_1,\eta_2,\xi - \eta_1 - \eta_2)}{2(2-\alpha)A(t)} \partial_{\eta_1} e^{iAt}(\xi,\eta) \hat{h}_{j_1}(\eta_1) \hat{h}_{j_2}(\eta_2) \hat{h}_{j_3}(\xi - \eta_1 - \eta_2)$$

$$\cdot \left[ \psi_{k_1}(\eta_1 - \xi_1) \cdot \psi_{k_2}(\eta_2 - \xi_2) \right] d\eta_1 d\eta_2,
\quad (8.18)$$

where

$$V_1(\xi, t) = \iint_{\mathbb{R}^2} \partial_{\eta_1} \left[ \frac{T_j(\eta_1,\eta_2,\xi - \eta_1 - \eta_2)}{|\eta_1|^{1-\alpha} - |\xi - \eta_1 - \eta_2|^{1-\alpha}} \right] e^{iAt}(\xi,\eta) \hat{h}_{j_1}(\eta_1) \hat{h}_{j_2}(\eta_2) \hat{h}_{j_3}(\xi - \eta_1 - \eta_2)$$

$$\cdot \psi_{k_1}(\eta_1 - \xi_1) \cdot \psi_{k_2}(\eta_2 - \xi_2) d\eta_1 d\eta_2,$$

$$V_2(\xi, t) = \iint_{\mathbb{R}^2} \left[ \frac{T_j(\eta_1,\eta_2,\xi - \eta_1 - \eta_2)}{|\eta_1|^{1-\alpha} - |\xi - \eta_1 - \eta_2|^{1-\alpha}} \right] e^{iAt}(\xi,\eta) \partial_{\eta_1} \hat{h}_{j_1}(\eta_1) \hat{h}_{j_2}(\eta_2) \hat{h}_{j_3}(\xi - \eta_1 - \eta_2)$$

$$\cdot \psi_{k_1}(\eta_1 - \xi_1) \cdot \psi_{k_2}(\eta_2 - \xi_2) d\eta_1 d\eta_2,$$

$$V_3(\xi, t) = \iint_{\mathbb{R}^2} \left[ \frac{T_j(\eta_1,\eta_2,\xi - \eta_1 - \eta_2)}{|\eta_1|^{1-\alpha} - |\xi - \eta_1 - \eta_2|^{1-\alpha}} \right] e^{iAt}(\xi,\eta) \hat{h}_{j_1}(\eta_1) \hat{h}_{j_2}(\eta_2) \partial_{\eta_1} \hat{h}_{j_3}(\xi - \eta_1 - \eta_2)$$

$$\cdot \psi_{k_1}(\eta_1 - \xi_1) \cdot \psi_{k_2}(\eta_2 - \xi_2) d\eta_1 d\eta_2,$$

$$V_4(\xi, t) = \iint_{\mathbb{R}^2} \left[ \frac{T_j(\eta_1,\eta_2,\xi - \eta_1 - \eta_2)}{|\eta_1|^{1-\alpha} - |\xi - \eta_1 - \eta_2|^{1-\alpha}} \right] e^{iAt}(\xi,\eta) \hat{h}_{j_1}(\eta_1) \hat{h}_{j_2}(\eta_2) \hat{h}_{j_3}(\xi - \eta_1 - \eta_2)$$

$$\cdot \partial_{\eta_1} \psi_{k_1}(\eta_1 - \xi_1) \cdot \psi_{k_2}(\eta_2 - \xi_2) d\eta_1 d\eta_2.$$

**Estimate of $V_1$.** We first denote the symbol of $V_1$ by

$$m(\eta_1, \eta_2, \xi) = \partial_{\eta_1} \left[ \frac{T_j(\eta_1,\eta_2,\xi - \eta_1 - \eta_2)}{|\eta_1|^{1-\alpha} - |\xi - \eta_1 - \eta_2|^{1-\alpha}} \right]$$

$$= \frac{(3-\alpha)}{|\eta_1|^{1-\alpha} - |\xi - \eta_1 - \eta_2|^{1-\alpha}} \cdot \left[ |\eta_1|^{1-\alpha} \eta_1 - |\xi - \eta_1 - \eta_2|^{1-\alpha} (\xi - \eta_1 - \eta_2) \right.$$

$$\left. - |\eta_1 + \eta_2|^{1-\alpha} (\eta_1 + \eta_2) + |\xi - \eta_1|^{1-\alpha} (\xi - \eta_1) \right]$$
\[(1 - \alpha) \left| \eta_1 |^{1-\alpha} \eta_2 + |\xi - \eta_1 - \eta_2|^{1-\alpha} (\xi - \eta_1 - \eta_2) \right| \cdot \left[ \eta_1 |^{3-\alpha} + |\eta_2 |^{3-\alpha} + |\xi - \eta_1 - \eta_2|^{3-\alpha} |\xi - \eta_1|^{3-\alpha} - |\xi - \eta_2|^{3-\alpha} - |\xi - \eta_1|^{3-\alpha} \right]. \]

Writing \( v_i = \eta_i - \xi_i, i = 1, 2 \), we need to estimate
\[ \left\| \int_{\mathbb{R}^2} m(v_1 + \xi_1, v_2 + \xi_2) e^{iA\phi_1\phi(v_1 + \xi_1, v_2 + \xi_2)} h_{j_1}(v_1 + \xi_1) h_{j_2}(v_2 + \xi_2) h_{j_3}(\xi_3 - v_1 - v_2) \cdot \psi_{k_1}(v_1) \psi_{k_2}(v_2) dv_1 dv_2 \right\|_{L_\xi^\infty}. \]

Using Lemma 2.2 we have
\[
\|V_1\|_{L_\xi^\infty} \lesssim \|\lambda_{k_1,k_2}^1(v_1, v_2, \xi)m(v_1 + \xi_1, v_2 + \xi_2, \xi)\|_{s_{w_1,w_2}^\infty L_\xi^\infty}
\cdot \|\varphi_{j_1}(v_1 + \xi_1)\psi_{k_1}(v_1)\|_{L_{w_1}^\infty L_\xi^\infty} \|\varphi_{j_2}(v_2 + \xi_2)\psi_{k_2}(v_2)\|_{L_{w_2}^\infty L_\xi^\infty} \|\varphi_{j_3}\|_{L_\xi^\infty}
\]

where
\[
\lambda_{k_1,k_2}^1(v_1, v_2, \xi) = \hat{\psi}_{k_1}(v_1) \hat{\psi}_{k_2}(v_2) \hat{\psi}_{j_1}(v_1 + \xi_1) \hat{\psi}_{j_2}(v_2 + \xi_2) \hat{\psi}_{j_3}(\xi_3 - v_1 - v_2) \chi(\xi).
\]

(i) If \((\xi_1, \xi_2, \xi_3) = (\xi/3, \xi/3, \xi/3)\), then setting \( w_1 = v_1, w_2 = -v_1 - v_2 \) and using 2.5 together with the rotational and scale invariance of the \( S_\infty \)-norm, we get that
\[
\|\lambda_{k_1,k_2}^1(v_1, v_2, \xi)m(v_1 + \xi_1, v_2 + \xi_2, \xi)\|_{s_{w_1,w_2}^\infty L_\xi^\infty}
\lesssim \|\lambda_{k_1,k_2}^1(w_1, -2w_1 - w_2, \xi)m(w_1 + \xi_1, -2w_1 - w_2 + \xi_2, \xi)\|_{s_{w_1,w_2}^\infty L_\xi^\infty}
\lesssim \|\lambda_{k_1,k_2}^1(w_1, -2w_1 - w_2, \xi)m(w_1 + \xi_1, -2w_1 - w_2 + \xi_2, \xi)\|^{1/4}_{L_{w_1}^\infty L_{w_2}^\infty}
\cdot \|\partial_{w_1}^2[\lambda_{k_1,k_2}^1(w_1, -2w_1 - w_2, \xi)m(w_1 + \xi_1, -2w_1 - w_2 + \xi_2, \xi)]\|^{1/2}_{L_{w_1}^\infty L_{w_2}^\infty}
\lesssim 2^{[2(a_j + k_2 + 2(a_j) + 1)]/4}[2(a_j - 2a_j + k_2 + 2(a_j) + 1)]/2[2(a_j - 2a_j + k_2 + 2(a_j) + 1)/4}
= 2^{(a_j + k_2)/2},
\]
where we have used the estimates
\[
\left| \lambda_{k_1,k_2}^1 \right|_{w_1} = \chi_{k_1,k_2} \left| \frac{k_1}{w_1 + \xi_1} \right|^{1-\alpha} \lesssim 2^{a_j - k_2},
\]
\[
\left| \chi_{k_1,k_2} \partial_{w_2} \right|_{w_1} = \chi_{k_1,k_2} \left| \frac{1}{w_1 + \xi_1} \right|^{1-\alpha} \lesssim 2^{3(a_j - k_1 - 1) - 2[(a_j + k_2) / 2]} = 2^{(a_j - 2a_j - k_1)},
\]
\[
\left| \chi_{k_1,k_2} \partial_{w_2}^2 \right|_{w_1} = \chi_{k_1,k_2} \left| \frac{1}{w_1 + \xi_1} \right|^{1-\alpha} \lesssim 2^{5(a_j - k_1) - 2(a_j - 2a_j - k_1)} = 2^{(a_j - 2a_j - 3k_1)}.
\]

Therefore, using (2.3), (6.1), and (8.16), we get that
\[
\|V_1\|_{L_\xi^\infty} \lesssim 2^{-1/2 - a_j(t+1)^{-1}} \|\varphi_{j_1}(v_1 + \xi_1)\psi_{k_1}(v_1)\|_{L_{w_1}^\infty L_\xi^\infty} \|\varphi_{j_2}(v_2 + \xi_2)\psi_{k_2}(v_2)\|_{L_{w_2}^\infty L_\xi^\infty} \|\partial_{w_1} \varphi_{j_3}\|_{L_\xi^\infty}
\lesssim 2^{-0.5j_1 + k_1 + 0.5k_2} \|\psi_{k_1} \varphi_{j_1}\|_{L_\xi^\infty} \|\psi_{k_2} \varphi_{j_2}\|_{L_\xi^\infty} \left\{ (t+1)^{-1.5} \|\xi_{1/2}^{L_{j_1,k_2}} \xi_{1/2}^{L_{j_2,k_2}} \|_{L_\xi^\infty} + (t+1)^{-1.75} \|\partial_{w_1}^{3a/4} P_{j_3} \xi h\|_{L_\xi^\infty} + \|\partial_{w_1}^{3a/4} \xi h\|_{L_\xi^\infty} \right\},
\]
(8.19)
(ii) If \((\xi_1, \xi_2, \xi_3) = (\xi, \xi, -\xi)\), we use (2.5) to obtain
\[
\|\chi_{j_1,j_3}^{k_1,k_2}(v_1, v_2, \xi)m(v_1 + \xi_1, v_2 + \xi_2, \xi)\|_{S_{v_1,v_2}L^\infty_\xi} \\
\lesssim \|\chi_{j_1,j_3}^{k_1,k_2}(v_1, v_2, \xi)m(v_1 + \xi_1, v_2 + \xi_2, \xi)\|_{L_{v_1,v_2}^{1/2}}^{1/2} \|\partial_{v_1}^2 \chi_{j_1,j_3}^{k_1,k_2}(v_1, v_2, \xi)m(v_1 + \xi_1, v_2 + \xi_2, \xi)\|_{L_{v_1,v_2}^{1/2}}^{1/2} \\
\lesssim 2^{\alpha j_1 + k_1} 2^{(2-\alpha)j_1} 1/4 [2(\alpha - 2)j_1 + k_1 2(2-\alpha)j_1]^{1/2} 2(\alpha - 2)j_1 - 2k_1 2(2-\alpha)j_1]^{1/4} \\
= 2^{j_1 + k_1 - k_2},
\]
where we have used the estimates
\[
\left| \chi_{j_1,j_3}^{k_1,k_2} \right|_{L_{v_1}^{1/2}} \lesssim 2^{\alpha j_1 - k_2},
\]
\[
\left| \chi_{j_1,j_3}^{k_1,k_2} \right|_{L_{v_1}^{1/2}} \lesssim 2^{\alpha j_1 - k_2} 2^{(2-\alpha)j_1} 1/4 [2(\alpha - 2)j_1 + k_1 2(2-\alpha)j_1]^{1/2} 2(\alpha - 2)j_1 - 2k_1 2(2-\alpha)j_1]^{1/4} \\
= 2^{j_1 + k_1 - k_2},
\]

Therefore, using (2.3), (6.11), and (8.10)
\[
\|V_1\|_{L^\infty_\xi} \lesssim 2^{\alpha j_1 + k_1 - 0.5k_2}(t + 1)^{-\frac{1}{2}} \|\hat{\psi}_{jk} (v_1 + \xi_1)\|_{L_{v_1}^{1/2} L_{\xi}^\infty} \|\hat{\psi}_{jk} (v_2 + \xi_2)\|_{L_{v_2}^{1/2} L_{\xi}^\infty} \left\{ (t + 1)^{-1.5} \|\partial_{\xi}^{1/4} \hat{\partial}_{j_1} \|_{L_{\xi}^\infty} + (t + 1)^{-1.75} [\|\partial_{\xi}^{1/4} \hat{\partial}_{j_1} \|_{L_{\xi}^\infty} + \|\partial_{\xi}^{1/4} \hat{\partial}_{j_1} \|_{L_{\xi}^2}] \right\}.
\]

(8.20)

Estimates of \(V_2-V_4\). The estimates for \(V_2-V_4\) are similar to \(V_1\), and we omit the details here. The resulting estimates are as follows.

(i) If \((\xi_1, \xi_2, \xi_3) = (\xi/3, \xi/3, \xi/3)\), the symbol can be estimated by
\[
\left\| \mathbf{T}_1' \left( \xi_1 + v_1, \xi_2 + v_2, \xi_3 - v_1 - v_2 \right) \right\|_{S_{v_1,v_2}L^\infty_\xi} \lesssim 2^{1.5j_1 + 0.5k_1}. \]

(ii) If \((\xi_1, \xi_2, \xi_3) = (\xi, \xi, -\xi)\), the symbol can be estimated by
\[
\left\| \mathbf{T}_2' \left( \xi_1 + v_1, \xi_2 + v_2, \xi_3 - v_1 - v_2 \right) \right\|_{S_{v_1,v_2}L^\infty_\xi} \lesssim 2^{1.5j_1 + 0.5k_1}. \]

In either case, we have the following estimates
\[
\|V_2\|_{L^\infty_\xi} \lesssim 2^{-0.5j_1 + k_1} \|\eta_1 \partial_{\eta_1} \hat{\psi}_{j_1} (\eta_1)\|_{L_{v_1}^{1/2} L_{\xi}^\infty} \|\psi_{k_2} \hat{\psi}_{j_2}\|_{L_{\xi}^\infty} \\
\cdot \left\{ (t + 1)^{-1.5} \|\partial_{\xi}^{1/4} \hat{\partial}_{j_1} \|_{L_{\xi}^\infty} + (t + 1)^{-1.75} [\|\partial_{\xi}^{1/4} \hat{\partial}_{j_1} \|_{L_{\xi}^2} + \|\partial_{\xi}^{1/4} \hat{\partial}_{j_1} \|_{L_{\xi}^2}] \right\}, \]

(8.21)

\[
\|V_3\|_{L^\infty_\xi} \lesssim 2^{-0.5j_1 + k_1} \|\eta_3 \partial_{\eta_3} \hat{\psi}_{j_3} (\eta_3)\|_{L_{v_1}^{1/2} L_{\xi}^\infty} \|\psi_{k_2} \hat{\psi}_{j_2}\|_{L_{\xi}^\infty} \\
\cdot \left\{ (t + 1)^{-1.5} \|\partial_{\xi}^{1/4} \hat{\partial}_{j_1} \|_{L_{\xi}^\infty} + (t + 1)^{-1.75} [\|\partial_{\xi}^{1/4} \hat{\partial}_{j_1} \|_{L_{\xi}^2} + \|\partial_{\xi}^{1/4} \hat{\partial}_{j_1} \|_{L_{\xi}^2}] \right\}, \]

(8.22)
\[ \|V_4\|_{L^\infty_x} \lesssim 2^{0.5j_1+0.5k_1} \|\psi_{k_1} \hat{\varphi}_{j_1}\|_{L^\infty_x} \|\psi_{k_2} \hat{\varphi}_{j_2}\|_{L^\infty_x} \cdot \left\{ (t+1)^{-1.5} \|\xi|^{1+\alpha/2} \hat{h}_{j_3}\|_{L^\infty_x} + (t+1)^{-1.75} \left[ \|\partial_x^{3\alpha/4} P_{j_3} (x\partial_x h)\|_{L^2} + \|\partial_x^{3\alpha/4} h_{j_3}\|_{L^2} \right] \right\}. \]  

(8.23)

Finally, we take the summation over \( \log_2[\varrho(t)] \leq k_1, k_2 \leq \max\{j_1, j_3\} + 1 \), and combine the estimates (8.19) - (8.23) to get

\[ \left\| \xi(|\xi| + |\xi|^{\gamma+3}) \right\|_{L^\infty_x} \int_{\mathbb{R}^2} T_1(\eta_1, \eta_2, \xi - \eta_1 - \eta_2) e^{iA\vartheta(\xi, \eta_1, \eta_2)} \hat{h}_{j_1}(\eta_1) \hat{h}_{j_2}(\eta_2) \hat{h}_{j_3}(\xi - \eta_1 - \eta_2) \left[ \sum_{k_1=\log_2[\varrho(t)\]}^{\max\{j_1, j_3\}+1} \psi_{k_1}(\eta_1 - \xi_1) \right] \left[ \sum_{k_2=\log_2[\varrho(t)\]}^{\max\{j_2, j_3\}+1} \psi_{k_2}(\eta_2 - \xi_2) \right] d\eta_1 d\eta_2 \left\| \right\|_{L^\infty_x} \lesssim \left[ \max\{j_1, j_3\} - \log_2[\varrho(t)] \right]^2 (t+1)^{(r+3)p_1} \cdot \left[ \|\xi\|_{L^\infty_x} \|\xi\|_{L^\infty_x} + \|\eta_1 \partial_{\eta_1} \hat{\varphi}_{j_1}\|_{L^\infty_{\eta_1}} \|\xi\|_{L^\infty_x} \|\xi\|_{L^\infty_x} \|\eta_{\varphi_{j_2}} \partial_{\eta_2} \hat{\varphi}_{j_2}\|_{L^\infty_{\eta_2}} \right] \cdot \left\{ (t+1)^{-1.5} \|\xi|^{1+\alpha/2} \hat{h}_{j_3}\|_{L^\infty_x} + (t+1)^{-1.75} \left[ \|\partial_x^{3\alpha/4} P_{j_3} (x\partial_x h)\|_{L^2} + \|\partial_x^{3\alpha/4} h_{j_3}\|_{L^2} \right] \right\}. \]

The right-hand-side is summable with respect to \( j_1, j_2, j_3 \) under \( |j_3 - j_2| \leq 1 \) and \( |j_3 - j_1| \leq 1 \), since we can write

\[ \left\| \xi|^{1+\alpha/2} \hat{h}_{j_3}\right\|_{L^\infty_x} \lesssim (1 < 2^{\alpha/2} + 1 > 2^{(r-2+\alpha/2)}) \|h\|_{L^2}, \]

and the resulting sum is integrable for \( t \in (0, \infty) \).

8.5. **Resonant frequencies.** In this section, we estimate (8.18) under the conditions that

\[ |j_1 - j_3| \leq 1, \quad |j_2 - j_3| \leq 1, \quad k_1 < \log_2[\varrho(t)], \quad k_2 < \log_2[\varrho(t)], \]

where \( \varrho(t) \) is defined in (8.17), and sum the result over \( k_1, k_2 < \log_2[\varrho(t)] \).

The restriction of the sum to these dyadic blocks leads to a cut-off function in the integrand that is given by

\[ b(\xi, \eta_1, \eta_2, t) := \psi\left( \frac{\eta_1 - \xi_1}{\varrho(t)} \right) \cdot \psi\left( \frac{\eta_2 - \xi_2}{\varrho(t)} \right). \]  

(8.24)

The support of this cut-off function is

\[ \left\{ (\eta_1, \eta_2) \in \mathbb{R}^2 \mid |\eta_1 - \xi_1| < \frac{8}{5} \varrho(t), \quad |\eta_2 - \xi_2| < \frac{8}{5} \varrho(t) \right\}, \]

which can be written as the union of four disjoint sets \( A_1 \cup A_2 \cup A_3 \cup A_4 \), where

\[ A_1 = \left\{ (\eta_1, \eta_2) \mid |\eta_1 - \xi_1| < \frac{8}{5} \varrho(t), \quad |\eta_2 - \xi_2| < \frac{8}{5} \varrho(t) \right\}, \]

\[ A_2 = \left\{ (\eta_1, \eta_2) \mid |\eta_1 - \xi_1| < \frac{8}{5} \varrho(t), \quad |\eta_2 - \xi_2| < \frac{8}{5} \varrho(t) \right\}, \]

\[ A_3 = \left\{ (\eta_1, \eta_2) \mid |(\eta_1 - \xi)| < \frac{8}{5} \varrho(t), \quad |\eta_2 - (-\xi)| < \frac{8}{5} \varrho(t) \right\}, \]

\[ A_4 = \left\{ (\eta_1, \eta_2) \mid |\eta_1 - (-\xi)| < \frac{8}{5} \varrho(t), \quad |\eta_2 - \xi| < \frac{8}{5} \varrho(t) \right\}. \]

The regions \( A_1, A_2, A_3, A_4 \) are discs centered at \((\xi/3, \xi/3), (\xi, \xi), (\xi, -\xi), \) and \((-\xi, \xi)\), respectively. The region \( A_1 \) corresponds to space resonances \( \xi = \xi/3 + \xi/3 + \xi/3 \), while \( A_2, A_3, A_4 \) correspond to space-time resonances \( \xi = \xi + \xi - \xi \).
8.5.1. Space resonances. For space-resonant frequencies with \((\eta_1, \eta_2) \in A_1\), we consider the time-integral of the cubic dyadic term (8.8) over \(1 \leq \tau \leq t\), write
\[
e^{i A_r \Phi(\xi, \eta_1, \eta_2)} = \frac{1}{i A \Phi(\xi, \eta_1, \eta_2)} \left[ \partial_\tau e^{i r \Phi(\xi, \eta_1, \eta_2)} \right],
\]
and integrate by parts with respect to \(\tau\), to get that
\[
\int_1^t i \xi \iint_{R^2} T'_1(\eta_1, \eta_2, \xi - \eta_1 - \eta_2) e^{i A_r \Phi(\xi, \eta_1, \eta_2)} \hat{h}_{j_1}(\eta_1, \tau) \hat{h}_{j_2}(\eta_2, \tau) \hat{h}_{j_3}(\xi - \eta_1 - \eta_2, \tau) b(\xi, \eta_1, \eta_2, \tau) \, d\eta_1 \, d\eta_2 \, d\tau = \frac{1}{A} \left( J_1 - \int_1^t J_2(\tau) + J_3(\tau) \, d\tau \right),
\]
where
\[
J_1 = \int \int_{R^2} \xi T'_1(\eta_1, \eta_2, \xi - \eta_1 - \eta_2) \frac{\hat{h}_{j_1}(\eta_1, \tau) \hat{h}_{j_2}(\eta_2, \tau) \hat{h}_{j_3}(\xi - \eta_1 - \eta_2, \tau) e^{i A_r \Phi(\xi, \eta_1, \eta_2)} b(\xi, \eta_1, \eta_2, \tau) \, d\eta_1 \, d\eta_2 \bigg|^{t}_{\tau = 1},
\]
\[
J_2(\tau) = \xi \iint_{R^2} \frac{T'_1(\eta_1, \eta_2, \xi - \eta_1 - \eta_2) e^{i A_r \Phi(\xi, \eta_1, \eta_2)} b(\xi, \eta_1, \eta_2, \tau) \, d\eta_1 \, d\eta_2}{\Phi(\xi, \eta_1, \eta_2)} \bigg|^{\tau = t}_{\tau = 1},
\]
\[
J_3(\tau) = \xi \iint_{R^2} \frac{\partial_\tau b(\xi, \eta_1, \eta_2, \tau) e^{i A_r \Phi(\xi, \eta_1, \eta_2)} \hat{h}_{j_1}(\eta_1, \tau) \hat{h}_{j_2}(\eta_2, \tau) \hat{h}_{j_3}(\xi - \eta_1 - \eta_2, \tau) \, d\eta_1 \, d\eta_2}{\Phi(\xi, \eta_1, \eta_2)} \bigg|^{\tau = t}_{\tau = 1}.
\]

When \((\eta_1, \eta_2) \in A_1\), we can Taylor expand \(T'_1/\Phi\) around \((\xi, \xi/3, \xi/3)\) as
\[
\frac{T'_1(\eta_1, \eta_2, \xi - \eta_1 - \eta_2)}{\Phi(\xi, \eta_1, \eta_2)} = \frac{3^{2-\alpha} - 2^{3-\alpha} + 1}{3 - 2^{3-\alpha}} + O \left( \left| \frac{\eta_1 - \xi}{3} \right|^2 + \left| \eta_2 - \xi \right|^2 \right) \tag{8.25}
\]
For \(J_1\) and \(1 \leq \tau \leq t\), we have from (8.25) that
\[
\left| \left( |\xi| + |\xi|^{r+3} \right) \iint_{R^2} b(\xi, \eta_1, \eta_2, \tau) \xi T'_1(\eta_1, \eta_2, \xi - \eta_1 - \eta_2) \hat{h}_{j_1}(\eta_1, \tau) \hat{h}_{j_2}(\eta_2, \tau) \hat{h}_{j_3}(\xi - \eta_1 - \eta_2, \tau) e^{i A_r \Phi(\xi, \eta_1, \eta_2)} \, d\eta_1 \, d\eta_2 \right|
\]
\[
\lesssim \left( |\xi| + |\xi|^{r+3} \right) \iint_{R^2} b(\xi, \eta_1, \eta_2, \tau) \xi^2 \hat{h}_{j_1}(\eta_1, \tau) \hat{h}_{j_2}(\eta_2, \tau) \hat{h}_{j_3}(\xi - \eta_1 - \eta_2, \tau) e^{i r \Phi(\xi, \eta_1, \eta_2)} \, d\eta_1 \, d\eta_2 + |(\xi| + |\xi|^{r+3}) \iint_{R^2} \left| [\partial_\tau h_j(\xi, \eta_1, \eta_2, \tau) d\eta_1 d\eta_2 \right|^2 \xi \hat{h}_{j_1}(\eta_1, \tau) \hat{h}_{j_2}(\eta_2, \tau) \hat{h}_{j_3}(\xi - \eta_1 - \eta_2, \tau) \right| \, d\eta_1 \, d\eta_2
\]
\[
\lesssim \left( |\xi| + |\xi|^{r+3} \right) \iint_{R^2} \left( |\xi| d\eta_1 d\eta_2 \right)^2 \leq \tau (1)^{2p_0 + (r+2)p_1} \| |\xi| \hat{h}_{j_1} \|_{L^2_c} \| |\xi| \hat{h}_{j_2} \|_{L^2_c} \| |\xi| \hat{h}_{j_3} \|_{L^2_c} \left( |\partial_\tau h_j(\xi, \eta_1, \eta_2, \tau) d\eta_1 d\eta_2 \right|^2 \right) + \left( |\xi| + |\xi|^{r+3} \right) \iint_{R^2} \left| [\partial_\tau h_j(\xi, \eta_1, \eta_2, \tau) d\eta_1 d\eta_2 \right|^2 \xi \hat{h}_{j_1}(\eta_1, \tau) \hat{h}_{j_2}(\eta_2, \tau) \hat{h}_{j_3}(\xi - \eta_1 - \eta_2, \tau) \right| \, d\eta_1 \, d\eta_2
\]

If \((\eta_1, \eta_2) \in A_1\), then the number of terms in the sum over \(j_1, j_2, j_3\) is of the order \(\log(t+1)\), so the sum of right-hand side of this inequality over \(A_1\) is bounded for all \(\tau \geq 1\), and thus, in particular, taking \(\tau = t\), and using the bootstrap assumptions we have
\[
|\xi| + |\xi|^{r+3} J_1 | \lesssim e_1^3 \lesssim e_0.
\]

After taking the time derivative \(\partial_\tau\), the term \(J_2\) can be written as a sum of three terms:
\[
\xi \iint_{R^2} T'_1(\eta_1, \eta_2, \xi - \eta_1 - \eta_2) e^{i A_r \Phi(\xi, \eta_1, \eta_2)} \left[ \partial_\tau \hat{h}_{j_1}(\eta_1, \tau) \hat{h}_{j_2}(\eta_2, \tau) \hat{h}_{j_3}(\xi - \eta_1 - \eta_2, \tau) \right] b(\xi, \eta_1, \eta_2, \tau) \, d\eta_1 \, d\eta_2,
\]
\[
\xi \iint_{R^2} T'_1(\eta_1, \eta_2, \xi - \eta_1 - \eta_2) e^{i A_r \Phi(\xi, \eta_1, \eta_2)} \left[ \hat{h}_{j_1}(\eta_1, \tau) \partial_\tau \hat{h}_{j_2}(\eta_2, \tau) \hat{h}_{j_3}(\xi - \eta_1 - \eta_2, \tau) \right] b(\xi, \eta_1, \eta_2, \tau) \, d\eta_1 \, d\eta_2,
\]
\[
\xi \iint_{R^2} T'_1(\eta_1, \eta_2, \xi - \eta_1 - \eta_2) e^{i A_r \Phi(\xi, \eta_1, \eta_2)} \left[ \hat{h}_{j_1}(\eta_1, \tau) \hat{h}_{j_2}(\eta_2, \tau) \partial_\tau \hat{h}_{j_3}(\xi - \eta_1 - \eta_2, \tau) \right] b(\xi, \eta_1, \eta_2, \tau) \, d\eta_1 \, d\eta_2.
\]
From [S3], we find that $\hat{h}(\xi, \tau) = e^{-i\xi t} |\xi|^{1-\alpha} \hat{\varphi}(\xi, \tau)$ satisfies

$$
\hat{h}_t(\xi, \tau) + iA' \xi \int_{\mathbb{R}^2} T'_1(\eta_1, \eta_2, \xi - \eta_1 - \eta_2) e^{iA' \Phi(\xi, \eta_1, \eta_2)} \hat{h}(\xi - \eta_1 - \eta_2, \tau) \hat{h}(\eta_1, \tau) d\eta_1 d\eta_2 + e^{-i\xi t} |\xi|^{1-\alpha} \mathcal{N}_{\geq 5}(\varphi)(\xi, \tau) = 0,
$$

where $\Phi$ is given in (S7). Using this equation, the bootstrap assumptions, and Lemma 5.3, we have

$$
||\partial_t \hat{h}||_{L_\xi^\infty} \lesssim ||\xi \int_{\mathbb{R}^2} T'_1(\eta_1, \eta_2, \xi - \eta_1 - \eta_2) e^{iA' \Phi(\xi, \eta_1, \eta_2)} \hat{h}(\xi - \eta_1 - \eta_2, \tau) \hat{h}(\eta_1, \tau) d\eta_1 d\eta_2||_{L_\xi^\infty} + ||\mathcal{N}_{\geq 5}(\varphi)||_{L_\xi^\infty}
$$

$$
\lesssim \left|\partial_x \left\{ |\varphi| |\partial_x|^{3-\alpha} |\varphi - |\partial_x|^{3-\alpha} (\varphi^2) + \frac{1}{3} |\partial_x|^{3-\alpha} (\varphi^3) \right\} \right| + ||\mathcal{N}_{\geq 5}(\varphi)||_{L_1^1}
$$

$$
\lesssim ||\varphi||_{H^2}^2 \sum_{j=0}^{\infty} ||\varphi||_{W^{2,j+1}}^{2j+1}
$$

$$
\lesssim \varepsilon_1^3 (\tau + 1)^{2p_0 - \frac{1}{2}}.
$$

Therefore, using this estimate in the $J_2$-terms and the fact that $\varepsilon_1^3 \lesssim \varepsilon_0$, we get that

$$
\left|(|\xi| + |\xi|^{r+3}) J_2(\tau) \right| \lesssim \sum ||\hat{h}_{t_1}||_{L_\xi^\infty} ||\partial_t \hat{h}_{t_2}||_{L_\xi^\infty} ||\hat{h}_{t_3}||_{L_\xi^\infty} ||\hat{g}(\tau)||^2 \lesssim \varepsilon_0 (\tau + 1)^{p_0 - \frac{1}{2}} ||\hat{g}(\tau)||^2 \sum ||\hat{h}_{t_1}||_{L_\xi^\infty} ||\hat{h}_{t_2}||_{L_\xi^\infty} ||\hat{h}_{t_3}||_{L_\xi^\infty},
$$

where the summation is taken over permutations $t_1, t_2, t_3$ of $t_1, t_2, t_3$ for $(\eta_1, \eta_2)$ in the space-resonance region $A_1$. Again, since the number of summations is of the order $\log(\tau + 1)$, the resulting sum is integrable over $\tau \in (1, \infty)$.

As for the term $J_3$, by the definition of the function $\varphi$ in (S.17), we have

$$
\left|\partial_t \left[ \psi_{\xi \geq 0}(\varphi(\tau))(\eta_1 - |\xi - \eta_1 - \eta_2|) \cdot \psi_{\xi \geq 0}(\varphi(\tau))(\eta_2 - |\xi - \eta_1 - \eta_2|) \right] \right| \lesssim g(\tau) (\varphi(\tau))^{-1} \lesssim \frac{1}{\tau + 1},
$$

and the area of the support of $\partial_t b$ is of the order of $|\varphi(\tau)|^2$. Then, using (S.25), we get that

$$
\left|(|\xi| + |\xi|^{r+3}) J_3(\tau) \right| \lesssim (\tau + 1)^{2p_0 + (r+2)p_1 - 1} ||\varphi(\tau)||^2 \sum ||\hat{\xi} \hat{h}_{t_1}||_{L_\xi^\infty} ||\hat{\xi} \hat{h}_{t_2}||_{L_\xi^\infty} ||\hat{\xi} \hat{h}_{t_3}||_{L_\xi^\infty} \lesssim \varepsilon_0 (\tau + 1)^{-1.5},
$$

where the summation is taken over permutations $t_1, t_2, t_3$ of $t_1, t_2, t_3$. This sum converges and is integrable for $\tau \in (1, \infty)$.

8.5.2. Space-time resonances. We now use modified scattering to control the integral in $U_1$ in (S.5), which corresponds to the regions of space-time resonances (cutoff by $b$, see [S.24]). These terms are

$$
A' \int_{A_2 \cup A_3 \cup A_4} i\xi b(\xi, \eta_1, \eta_2, t) T'_1(\eta_1, \eta_2, \xi - \eta_1 - \eta_2) \hat{\varphi}_{j_1}(\eta_1) \hat{\varphi}_{j_2}(\eta_2) \hat{\varphi}_{j_3}(\xi - \eta_1 - \eta_2) d\eta_1 d\eta_2
$$

$$
- i\xi \left[ \beta_1(t) T'_1(\xi, -\xi) + \beta_2(t) T'_1(\xi, -\xi, \xi) + \beta_3(t) T'_1(-\xi, \xi, \xi) \right] \hat{\varphi}(\tau, \xi)^2 \hat{\varphi}(\tau, \xi).
$$

In the region $A_2$, we take

$$
\beta_1(t) = A' \int_{A_2} b(\xi, \eta_1, \eta_2, t) d\eta_1 d\eta_2.
$$

Then, using a Taylor expansion, we obtain that

$$
A' \int (|\xi| + |\xi|^{r+3}) i\xi \int_{A_2} b(\xi, \eta_1, \eta_2, t) \cdot \left[T'_1(\eta_1, \eta_2, \xi - \eta_1 - \eta_2) \hat{\varphi}_{j_1}(\eta_1) \hat{\varphi}_{j_2}(\eta_2) \hat{\varphi}_{j_3}(\xi - \eta_1 - \eta_2) - T'_1(\xi, -\xi, \xi) \hat{\varphi}(\tau, \xi)^2 \hat{\varphi}(\tau, \xi) \right] d\eta_1 d\eta_2
$$
Combining all the above estimates and taking the sum over $j_1, j_2, j_3$, we get that
\[
\int_0^\infty \|(|\xi| + |\xi|^3)U_1(\xi, t)\|_{L_x^\infty} \, dt \lesssim \varepsilon_0.
\] (8.26)

8.6. Higher-degree terms. In this subsection, we prove $\|(|\xi| + |\xi|^3)\mathcal{N}_{\geq 5}(\varphi)\|_{L_x^\infty}$ is integrable in time. We start from proving the estimate for the symbol $T_n$.

\[
\begin{align*}
\mathcal{F}^{-1} \left[ T_n(\eta_1, \eta_2, \ldots, \eta_{2n+1}) \psi_j_{1}(\eta_1) \psi_j_{2}(\eta_2) \cdots \psi_j_{2n+1}(\eta_{2n+1}) \right] \\
= \int_{\mathbb{R}^{2n+1}} e^{i(y_1 \eta_1 + y_2 \eta_2 + \cdots + y_{2n+1} \eta_{2n+1})} \left[ \int_{\mathbb{R}} \frac{1}{|\xi|^{2n+2-\alpha}} \frac{1}{\left| \xi \right|^{2n+2-\alpha}} \psi_j_{1}(\eta_1) \psi_j_{2}(\eta_2) \cdots \psi_j_{2n+1}(\eta_{2n+1}) \, d\eta_n \right] \\
= \int_{\mathbb{R}} \left[ \int_{\mathbb{R}} \frac{e^{i(y_1 \eta_1 - \eta_{2n+1} (\xi + y_1))} \cdots e^{i(y_{2n+1} \eta_{2n+1} - \eta_{2n+1} (\xi + y_{2n+1}))}}{|\xi|^{2n+2-\alpha}} \psi_j_{1}(\eta_1) \cdots \psi_j_{2n+1}(\eta_{2n+1}) \, d\eta_n \right] d\xi. \\
\end{align*}
\]

Then its $L^1$ norm is
\[
\begin{align*}
\|\mathcal{F}^{-1} \left[ T_n(\eta_1, \eta_2, \ldots, \eta_{2n+1}) \psi_j_{1}(\eta_1) \psi_j_{2}(\eta_2) \cdots \psi_j_{2n+1}(\eta_{2n+1}) \right] \|_{L^1} \\
\lesssim \int_{\mathbb{R}} \frac{1}{|\xi|^{2n+2-\alpha}} \min\{2^{-j_1}, |\xi|\} \min\{2^{-j_2}, |\xi|\} \cdots \min\{2^{-j_{2n+1}}, |\xi|\} \, d\xi.
\end{align*}
\]

Assume $\ell_1, \ell_2, \ldots, \ell_{2n+1}$ is a permutation of $j_1, j_2, \ldots, j_{2n+1}$ satisfying $2^{-\ell_1} \leq 2^{-\ell_2} \leq \cdots \leq 2^{-\ell_{2n+1}}$, then we have
\[
\begin{align*}
\|\mathcal{F}^{-1} \left[ T_n(\eta_1, \eta_2, \ldots, \eta_{2n+1}) \psi_j_{1}(\eta_1) \psi_j_{2}(\eta_2) \cdots \psi_j_{2n+1}(\eta_{2n+1}) \right] \|_{L^1} \\
\lesssim \int_{|\xi|>2^{-\ell_{2n+1}}} \frac{1}{|\xi|^{2n+2-\alpha}} \, d\xi + \int_{2^{-\ell_{2n+1}} < |\xi| < 2^{-\ell_{2n+1}}} \frac{2^\ell_1}{|\xi|^{2n+1-\alpha}} \, d\xi \\
+ \cdots + \int_{2^{-\ell_2} < |\xi| < 2^{-\ell_3}} \frac{2^\ell_1 + \cdots + \ell_{2n-1}}{|\xi|^{3-\alpha}} \, d\xi + \int_{|\xi|<2^{-\ell_2}} \frac{2^\ell_1 + \cdots + \ell_{2n}}{|\xi|^{2-\alpha}} \, d\xi \\
\lesssim 2^{(2-\alpha)\ell_2 + \ell_3 + \cdots + \ell_{2n+1}}.
\end{align*}
\]

Therefore, by Lemma 2.2, we have
\[
\|(|\xi| + |\xi|^3)\mathcal{N}_{\geq 5}(\varphi)\|_{L_x^\infty} \lesssim (t + 1)^{(r+3)p_1} \|\mathcal{N}_{\geq 5}(\varphi)\|_{L^1} \lesssim \|\varphi\|_{H^1}^2 \sum_{n=2}^\infty \|\varphi_n\|_{L_x^{2n-1}}^{2n-1}.
\]
Using the dispersive estimate (Lemma 5.3), we see the right-hand-side is integrable in $t$, and
\[
\int_0^\infty \|(|\xi| + |\xi|^{r + 3})\mathcal{N}_{\geq 5}(\varphi)\|_{L^r_x} \, dt \lesssim \varepsilon_0.
\] (8.27)
Finally, the use of (8.26) and (8.27) in (8.6) completes the proof of Lemma 5.6 and therefore the proof of Theorem 5.1.

**Appendix A. Contour dynamics derivation for the GSQG front equation (1 < $\alpha$ < 2)**

In this appendix, we derive the GSQG front equation (1.4) for 1 < $\alpha$ < 2 by the method used in [35] for SQG fronts.

The front-solutions considered here have unbounded velocity fields as $|y| \to \infty$, and we interpret (1.2) in a distributional sense. Let $L^1_1(\mathbb{R}^n)$ denote the space of measurable functions $f: \mathbb{R}^n \to \mathbb{R}$ such that
\[
\int_{\mathbb{R}^n} \frac{|f(x)|}{1 + |x|^{n+\alpha}} \, dx < \infty.
\]
Then the fractional Laplacian $(-\Delta)^{\alpha/2}: L^1_1(\mathbb{R}^n) \to \mathcal{D}'(\mathbb{R}^n)$ can be defined by 41
\[
\langle (-\Delta)^{\alpha/2} f, \phi \rangle = \int_{\mathbb{R}^n} f(x) \cdot (-\Delta)^{\alpha/2} \phi(x) \, dx \quad \text{for all } \phi \in C_0^\infty(\mathbb{R}^n),
\]
where $(-\Delta)^{\alpha/2}\phi$ is defined as a Fourier multiplier or singular integral [22]. For 1 < $\alpha$ < 2, the only $\alpha$-harmonic solutions $f \in L^1_1(\mathbb{R}^n)$ of $(-\Delta)^{\alpha/2} f = 0$ are affine functions [11, 21], so if we require that $u(x)$ has sublinear growth in $x$, then (1.2) determines $u$ uniquely up to a spatially uniform constant. This constant can be removed by a transformation into a suitable reference frame, and for definiteness we set it equal to zero.

To start with, we consider the shear flow solutions $\bar{u}(y) = (U(y), 0)$ associated with a planar front
\[
\bar{\theta}(y) = \begin{cases} 
\theta_+ & \text{if } y > 0, \\
\theta_- & \text{if } y < 0.
\end{cases} \quad (A.1)
\]
In that case, (1.2) reduces to the equation
\[
|\partial_y|^\alpha U(y) = \frac{\Theta}{g_\alpha} \delta(y), \quad (A.2)
\]
where $\delta$ is the delta-distribution and $\Theta, g_\alpha$ are defined in (1.5). Equation (A.2) has the sublinear solution
\[
U(y) = \Theta C'_\alpha |y|^{a-1}, \quad \bar{u}(y) = (U(y), 0), \quad (A.3)
\]
where
\[
C'_\alpha = -\frac{1}{\sqrt{\pi}} \sin\left(\frac{\pi \alpha}{2}\right) \Gamma\left(\frac{1-a}{2}\right) \Gamma\left(\frac{a}{2}\right).
\]

We now derive contour dynamics equations for GSQG (1 < $\alpha$ < 2) front solutions (1.3) whose velocity field has the asymptotic behavior
\[
u(x, t) = (\Theta C'_\alpha |y|^{a-1}, 0) + o(1) \quad \text{as } |y| \to \infty
\]
by decomposing the solutions into a planar shear flow and a perturbation whose velocity field approaches zero as $|y| \to \infty$.

We denote the front $y = \varphi(x, t)$ by $\Gamma(t) = \partial\Omega(t)$, and consider its motion on a time interval $0 \leq t \leq T$ for some $T > 0$. We assume that:

(i) $\varphi(\cdot, t) \in C^1(\mathbb{R})$ and $\varphi(x, t)$ is bounded on $\mathbb{R} \times [0, T]$;

(ii) $\varphi_x(x, t) = O(|x|^{-(\alpha-1+\beta)})$ as $|x| \to \infty$ for some $\beta > 0$. 

Using the dispersive estimate (Lemma 5.3), we see the right-hand-side is integrable in $t$, and
\[
\int_0^\infty \|(|\xi| + |\xi|^{r + 3})\mathcal{N}_{\geq 5}(\varphi)\|_{L^r_x} \, dt \lesssim \varepsilon_0.
\] (8.27)
In that case, all of the integrals in the following converge.

We choose \( h > 0 \) such that \(-h < \inf \{ \varphi(x, t) : (x, t) \in \mathbb{R} \times [0, T] \} \), and let

\[
\tilde{\theta}(y) = \begin{cases} 
\theta_+ & \text{if } y > -h, \\
\theta_- & \text{if } y < -h,
\end{cases}
\]

\[
\tilde{u}(y) = \left( \Theta C'_{\alpha} |y + h|^{\alpha - 1}, 0 \right),
\]

be the planar front solution (A.1), (A.3) translated to \( y = -h \).

We decompose the front solution (1.3) as

\[
\theta(x, t) = \tilde{\theta}(y) + \theta^*(x, t),
\]

where \( \tilde{\theta} \) is defined in (A.4), and

\[
\theta^*(x, t) = \begin{cases} 
-\Theta / g_{\alpha} & \text{if } -h < y < \varphi(x, t), \\
0 & \text{otherwise}.
\end{cases}
\]

We denote the support of \( \theta^*(\cdot, t) \) by \( \Omega^*(t) \). The corresponding decomposition of the velocity field is

\[
u(x, t) = \tilde{u}(y) + \nu^*(x, t),\]

where \( \tilde{u} \) is defined in (A.4). By use of a Riesz potential representation, we find that \( \nu^* = \nabla^\perp (-\Delta)^{-\alpha/2} \theta^* \) is given by

\[
u^*(x, t) = \Theta \text{p.v.} \int_{\Omega^*(t)} \frac{1}{\nabla^\perp_{x'} |x - x'|^{2 - \alpha}} \, dx'.
\]

Writing \( x' = (x', y') \), we see that the integrand is \( O \left( |x'|^{-(3 - \alpha)} \right) \) as \( |x'| \to \infty \) and compactly supported in \( y' \), so this principal value integral converges absolutely at infinity.

Applying Green’s theorem on a truncated region with \( |x - x'| < \lambda \), and taking the limit \( \lambda \to \infty \) (as in [55]), we get that

\[
u^*(x, t) = \langle u^*(x, y, t), v^*(x, y, t) \rangle,
\]

\[
u^*(x, y, t) = -\Theta \int_{\mathbb{R}} \frac{1}{\left( (x - x')^2 + (y - \varphi(x', t))^2 \right)^{1 - \alpha/2}} \, dx' - \frac{1}{\left( (x - x')^2 + (y + h)^2 \right)^{1 - \alpha/2}} \, dx',
\]

\[
v^*(x, y, t) = -\Theta \int_{\mathbb{R}} \varphi_{x'}(x', t) \frac{\varphi(x', t)}{\left( (x - x')^2 + (y - \varphi(x', t))^2 \right)^{1 - \alpha/2}} \, dx'.
\]

The integral for \( u^* \) converges since the integrand is \( O(|x'|^{3 - \alpha}) \) as \( |x'| \to \infty \), while the integral for \( v^* \) converges since we assume that \( \varphi_{x'}(x', t) = O(|x'|^{-(\alpha - 1 + \beta)}) \) as \( |x'| \to \infty \) for some \( \beta > 0 \).

Let \( x = (x, \varphi(x, t)) \) be a point on the front and denote by

\[
n(x, t) = \frac{1}{\sqrt{1 + \varphi_x^2(x, t)}} (-\varphi_x(x, t), 1)
\]

the unit upward normal to \( \Gamma(t) \) at \( x \). The motion of the front is determined by the normal velocity \( \mathbf{u} \cdot \mathbf{n} \), so the front \( y = \varphi(x, t) \) moves with the upward normal velocity

\[
\mathbf{u} \cdot \mathbf{n} = \frac{\varphi_t}{\sqrt{1 + \varphi_x^2}}.
\]
Using the previous expressions for \( u \), we therefore get that

\[
\varphi_t(x, t) = \Theta \int_R \frac{\varphi_x(x, t) - \varphi_{x'}(x', t)}{[(x-x')^2 + (y - \varphi(x', t))^2]^{1-\alpha/2}} - \frac{\varphi_x(x, t)}{[(x-x')^2 + (\varphi(x, t) + h)^2]^{1-\alpha/2}} \, dx',
\]

\[
- \Theta C_\alpha \left| \varphi(x, t) + h \right|^{\alpha-1} \varphi_x(x, t) = \Theta (I_1(x, t) + I_2(x, t) + I_3(x, t)),
\]

where

\[
I_1(x, t) = \int_R \frac{\varphi_x(x, t) - \varphi_{x'}(x', t)}{[(x-x')^2 + (y - \varphi(x', t))^2]^{1-\alpha/2}} \, dx',
\]

\[
I_2(x, t) = \int_R \frac{\varphi_x(x, t) - \varphi_{x'}(x', t)}{|x-x'|^{2-\alpha}} - \frac{\varphi_x(x, t)}{|(x')^2 + 1|^{1-\alpha/2}} \, dx',
\]

\[
I_3(x, t) = \varphi_x(x, t) \left\{ \int_R \frac{1}{[(x')^2 + 1]^{1-\alpha/2}} - \frac{1}{[(x-x')^2 + (\varphi(x, t) + h)^2]^{1-\alpha/2}} \, dx' - C_\alpha \left| \varphi(x, t) + h \right|^{\alpha-1} \right\}.
\]

We can express \( I_2 \) as a Fourier multiplier. Note that \( I_2 = 0 \) if \( \varphi = 1 \), and if \( \varphi(x) = e^{i\xi x} \) with \( \xi \neq 0 \), then

\[
I_2(x) = i\xi e^{i\xi x} \int_R \frac{1 - e^{i\xi(x-x')}}{|x-x'|^{2-\alpha}} - \frac{1}{|x'|^2 + 1} \, dx' = 2i\xi e^{i\xi x} \int_0^\infty \left[ \frac{1 - \cos \xi s}{s^{2-\alpha}} - \frac{1}{(s^2 + 1)^{2-\alpha}} \right] \, ds.
\]

Using the identity

\[
\int_0^\infty \left[ \frac{1}{(s^2 + 1)^{\frac{1-\alpha}{2}}} - \frac{1}{(s^2 + c^2)^{\frac{1-\alpha}{2}}} \right] \, ds = \frac{\sqrt{\pi} \Gamma \left( \frac{1-\alpha}{2} \right)}{2 \Gamma \left( 1 - \frac{\alpha}{2} \right)} \left( 1 - |c|^{\alpha-1} \right), \quad (A.5)
\]

with \( c = 1/|\xi| \), the change of variable \( s' = |\xi| s \), and identities for generalized hypergeometric functions, we get that

\[
I_2(x) = -\frac{\sqrt{\pi} \Gamma \left( \frac{1-\alpha}{2} \right)}{2 \Gamma \left( 1 - \frac{\alpha}{2} \right)} i\xi e^{i\xi x} - iA |\xi|^{1-\alpha} e^{i\xi x},
\]

where \( A \) is given in (A.5). It follows that

\[
I_2 = -\frac{\sqrt{\pi} \Gamma \left( \frac{1-\alpha}{2} \right)}{2 \Gamma \left( 1 - \frac{\alpha}{2} \right)} \varphi_x - A |\partial_x|^{1-\alpha} \varphi_x.
\]

For \( I_3 \), we find after some algebra and the use of (A.5) that

\[
I_3 = \frac{\sqrt{\pi} \Gamma \left( \frac{1-\alpha}{2} \right)}{2 \Gamma \left( 1 - \frac{\alpha}{2} \right)} \varphi_x.
\]

Putting everything together, we get the contour dynamics equation for GSQG (1 < \( \alpha < 2 \) fronts

\[
\varphi_t(x, t) + \Theta A |\partial_x|^{1-\alpha} \varphi_x(x, t) - \Theta \int_R \left\{ \frac{\varphi_x(x, t) - \varphi_{x'}(x', t)}{[(x-x')^2 + (y - \varphi(x', t))^2]^{1-\alpha/2}} - \frac{\varphi_{x'}(x, t) - \varphi_{x'}(x', t)}{|x-x'|^{2-\alpha}} \right\} \, dx' = 0,
\]

which is equivalent to (1.4). This equation also agrees with the result obtained in [31] by a regularization method.
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