First passage times of mesoscopic charge transport and entropy change
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The first-passage-time statistics of a stochastic process $N(t)$ for electrons transferred through a metallic double dot are considered. It is shown that in calculating the average of the first-passage time, it is necessary to take into account the changes in entropy occurring during this process. Using the example of a $DC$ bias voltage, the influence of external influences on the average first-passage time is considered. All real physical processes, including the first-passage time, occur with changes in entropy. This circumstance is not taken into account in studies of the first-passage time, but is illustrated in this paper by the example of electrons transfer through a metallic double dot.
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1. Introduction

All real physical processes, which are modeled by stochastic processes, occur with a change in entropy. This also applies to the first-passage time processes ($FPT$). This circumstance is not taken into account in the studies of the $FPT$.

The $FPT$ are widely used in various areas [1, 2]. Changes in entropy take place in the system during the $FPT$. In general, the relationship between the $FPT$ and changes in entropy is considered in [3, 4]. In this work, this relationship is shown using the example of the process of electron transfer in mesoscopic charge transport. It is shown that taking into account such a relationship significantly affects the average $FPT$.

In [5, 6] $FPT$ was investigated until the moment when the electric charge transfer through the conductor reaches a given value. The $FPT$ distribution for the number of electrons transferred between aluminum conductor and a superconductor is considered.

This paper shows an important property of real $FPT$ s, namely, the need to take into account the change of the entropy in the system during the process of $FPT$. The usual procedure for recording the average $FPT$ does not reflect the actual situation. An analogy can be drawn with ideal and real gases.

In [5], a simple analytical approximation was obtained for the $FPT$ distribution. Advances in nanotechnology make it possible to carry out very precise experiments with the calculation of the transferred electrons [7, 8]. Therefore, it is possible theoretically and experimentally to study the distributions of the first-passage times and waiting times [9, 10].

In [5, 6], the probability distribution $P_{N}(t)$ of the first passage is studied for the process of achieving a given value of the number of electrons $N$ that have tunneling between two metal islands at time $t$. For this, the complete chronology of the events of electron transfer between two metal islands was obtained in [5, 6] (see details in [5, 6]).

The distribution of $FPT$ was obtained in [5, 6] widely used in various tasks (e.g. in queue theory [11]). This distribution has the form

$$P_{N}(t) = \frac{1}{t} N^{*} e^{\frac{C_{i}C_{j}}{C_{i}C_{j}}} \left( \frac{C_{2} + \sqrt{C_{i}C_{j}}}{C_{2} - \sqrt{C_{i}C_{j}}} \right)^{N^{*}/2} I_{n} \left( \frac{C_{1} \sqrt{C_{i}C_{j} - C_{i}C_{j}}}{C_{3} - t} \right),$$

where $N^{*} = [N^{*}(C_{i}C_{j})]$,

$C_{i} i = 1, 2, 3$ are the cumulants of the distribution $P_{n}(N)$ of the process for the number of transferred electrons at a fixed time instant $t$, $I_{n}(x)$ is the modified Bessel function
of the first kind, and \( N \) is the threshold value for the number of transferred particles. The charge transferred by them, \( e' N' \), \( e' = e\sqrt{C_1/C_i} \) gets as close as possible to the net charge of real electrons \( eN \), \( e \) is the electron charge. Here, the square brackets \([…]\) indicate the rounding function.

The average electric current \( \langle I \rangle \) and current noise are expressed in terms of the cumulants \( C_1 \) and \( C_2 \).

\[
\langle I \rangle = eC_1, \quad S_1 = 2\int dt \left\{ (I(t)I(0)) - \langle I \rangle^2 \right\} = 2e^2C_1. \tag{1}
\]

The \( C_3 \) and \( C_4 \) values represent the third and fourth cumulants of the distribution \( P_r(N) \). In [5], it was also assumed that \( C_1, C_3 > 0 \), and \( C_2^2 > C_1C_3 \). Distribution (1) was obtained in [5] from a general approach with some approximations (for sufficiently large times, an approximate form of the cumulant generating function). In [5], was noted that expression (1) is fulfilled under the conditions

\[
\frac{C_1|C_1C_4 - C_2C_3|}{12C_2^3}(\frac{N}{C_1 r} - 1)^2 \leq 1, \quad t \gg \tau_r, \quad |N| \gg 1. \tag{2}
\]

In accordance with the first condition (2), relation (1) is fulfilled better near the maximum of the distribution \( P_r(N) \), at \( t = N/C_1 \), than in the tails of the distribution. The time required for the system to return to a stationary state after an external disturbance is defined as the relaxation time \( \tau_r \).

In [6] experimentally studied fluctuations of stochastic entropy production of the electric current in non-equilibrium steady-state conditions in an electronic double dot. In this paper, we consider the thermodynamic aspects of FPT moments, in particular, the relationship between the first moment and the entropy change accompanying the first achievement process.

The FPT moments classified in the theory of stochastic processes as stopping times and Markov moments [12, 13]. The set of events observed during the random time \( FPT \) \( T_{x\gamma} \) (3) [13] corresponds to a set describing Markov moments. This takes into account the dependence on the history of the system. The change in the entropy of the system depends on the events occurring at this time. \( FPT \) (3) is a multiplicative functional of a random process \( X(t) \) [12]. Dependence on the system’s past is important in distribution (4), (5).

In this work, arbitrary changes in entropy taken into account, which affect the moments of the process of \( FPT \). Using distribution (1) makes it possible to accurately calculate the impact on the system. Changes in entropy are expressed through entropy flows into the system from the outside and entropy production in the system. The production of entropy is equal to the product of thermodynamic forces and the thermodynamic flows created by these forces. The actions on the system are also described by thermodynamic forces and entropy changes.

The distribution of the first-passage time for the number of electrons reaching a certain threshold was obtained in [5]. In [3, 4], the argument of the Laplace transform of the \( FPT \) distribution is related to the change in the entropy of the system using thermodynamic relations. The average \( FPT \) value, in which the value of the argument of the Laplace transform of the \( FPT \) distribution is assumed to be zero, does not correspond to real events in which the changes in entropy and the value of this argument are not equal to zero. The task is to determine the value of the argument of the Laplace transform corresponding to the change in entropy in the real \( FPT \) process of reaching a given level.

The change in entropy is expressed in terms of thermodynamic flows and conjugate thermodynamic forces. The inverse relationship is also true: \( FPT \) affected by entropy changes caused by the introduction or change of thermodynamic forces. It is possible to formulate and study the \( FPT \) control problem. System entropy and \( FPT \) change with changes in thermodynamic forces. The processes in the system slow down or speed up.

An external \( DC \) voltage \( V_b \) is considered as external thermodynamic forces. Non-equilibrium fluctuations of the charge-state in a hybrid double point normal metal-superconductor in the regime of strong Coulomb blockade, subject to the influence of a time-independent bias voltage, were measured in [5, 6]. An external \( DC \) bias voltage, \( V_b \), which
causes the system to go to a non-equilibrium steady state and controls the net current through the double-dot, is applied between the two leads.

In the second section, the approach of works [3, 4] is briefly described. In the third section, this approach is applied to distribution (1) describing the first-passage times for the number of electrons transferred between two metallic islands.

2. Relationship between FPT and entropy change.

In [3, 4, 14-16] the first-passage time (FPT) considered. FPT is defined as the time during which the random process \( X(t) \) first reaches a certain threshold \( a \) (3). FPT is by definition equal to

\[
T_{xy} = \inf \{ t: X(t) = a \}, \quad X(0) = x > 0.
\]

(3)

A distribution that contains FPT ("lifetime" in [17]) as an additional thermodynamic parameter is introduced in [3, 4, 14-17]. The microscopic probability density in the extended phase space with cells \((u, T_{\gamma})\) has the form

\[
\rho(z; u, T_{\gamma}) = \exp[-\beta u(z) - \gamma T_{\gamma}(z)]/Z(\beta, \gamma),
\]

(4)

where \( \beta = 1/T \) is the inverse temperature of the reservoir (\( k_B = 1, k_B \) is Boltzmann constant), the partition function is equal

\[
Z(\beta, \gamma) = \int e^{-\beta u - \gamma T_{\gamma}} dz = \int dz \int dT_\gamma \omega(u, T_{\gamma}) e^{-\beta u - \gamma T_{\gamma}}.
\]

(5)

The parameters \( \beta \) and \( \gamma \) are the Lagrange multipliers. They satisfying the following expressions for the averages:

\[
< u > = -\partial \ln Z/\partial \beta, \quad < T_{\gamma} > = -\partial \ln Z/\partial \gamma.
\]

(6)

The values of energy \( u \) and FPT \( T_{\gamma} \) in expressions (4) - (6) are chosen as thermodynamic parameters. The production and flows of entropy characterize non-equilibrium processes in an open statistical system. Associated with them is the conjugate FPT parameter \( \gamma \). The non-equilibrium distribution (4) converges to equilibrium Gibbs distribution at \( \gamma = 0 \) and \( \beta = \beta_0 = T_{eq}^{-1} \), where \( T_{eq} \) is the equilibrium temperature.

The local specific entropy \( s_{\gamma} \) corresponding to distribution (4) (\( u \) is the specific internal energy) is introduced by the relation [3]

\[
s_{\gamma} = -(\ln \rho(z; u, T_{\gamma}) = \beta<u> + \gamma<T_{\gamma}> + \ln Z(\beta, \gamma); \quad ds_{\gamma} = \beta du + \gamma dT_{\gamma}.
\]

(7)

We assume that \( \omega(u, T_{\gamma}) = \omega(u) \omega_{\gamma}(u, T_{\gamma}) \), \( \omega_{\gamma}(u, T_{\gamma}) \sim f(T_{\gamma}, u) \). Here \( f(T_{\gamma}, u) \) is the FPT distribution density. Suppose that this function does not depend on the random energy \( u \). Then the variables of integration are separated. The statistical sum (5) is written as the product of equilibrium and non-equilibrium factors, \( Z(\beta, \gamma) = Z_\beta Z_{\gamma} \). The non-equilibrium part of the partition function \( Z_{\gamma} \) is the Laplace transform of the FPT distribution density. For internal energy and statistical sum the following relations are fulfilled:

\[
\bar{u} = -\partial \ln Z/\partial \beta, \quad u_\beta = -\partial \ln Z_\beta/\partial \beta, \quad u_{\gamma} = -\partial \ln Z_{\gamma}/\partial \gamma = -\int_0^\infty e^{-\gamma T} \frac{\partial f(T_{\gamma})}{\partial T_{\gamma}} dT_{\gamma} \frac{1}{Z_\beta},
\]

\[
Z(\beta, \gamma) = Z_\beta Z_{\gamma}, \quad Z_{\gamma} = \int_0^\infty e^{-\gamma T} f(T_{\gamma}) dT_{\gamma}.
\]

(8)

From expressions (7) - (8), we obtain an equation for determining the non-equilibrium parameter \( \gamma \) conjugated to the FPT:

\[
-\Delta = \beta u_\beta + \gamma T_{\gamma} + \ln Z_{\gamma}, \quad \Delta = s_{eq} - s_{\gamma},
\]

(9)

where \( s_{eq} = s_{\gamma}=0 = \beta u_\beta + \ln Z_\beta \), \( Z_\beta = \int e^{\beta u} \omega(u) du \), \( u_\beta = -\partial \ln Z_\beta/\partial \beta \), \( Z_\beta \) is "equilibrium" partition function; \( u_\beta \) is "equilibrium" energy; \( s_{eq} \) is "equilibrium" entropy.
3. Time elapsed until the electric charge transferred through a conductor reaches a given threshold value. Comparison of theory with experimental data

In [18, 19], an exact result was obtained for a one-dimensional biased random walk:

$$P_N(t) = \frac{1}{t} \left| \mathcal{N} e^{-(\Gamma_+ + \Gamma_-)} \right| \Gamma_+^{N/2} I_N(2\sqrt{\Gamma_+} \Gamma_- t).$$

(10)

On the basis of expression (10) in [5, 6] at $$\Gamma_+ = \frac{C_1}{C_3} (C_2 \pm \sqrt{C_3})$$, expression (1) is written. Here $$\Gamma_\pm$$ are the rates of jumping forward and backward. In [20], this model describes the transport of charged particles through a voltage biased tunnel junction. In [5], from (1) - (2), approximations were obtained for short times, for small values of $$N$$, for large times, as in the exact theory, [22], for a weakly non-Gaussian random process, as well as for the Gaussian limit.

In [5], the predictions of the exact theory [21, 22] were compared with experimental results. A perfect agreement was found at sufficiently long times determined by expression (2). In [5], a simple and universal approximation was also written for the FPT distribution (1) taking into account the non-Gaussian statistics of one-electron tunneling using the third cumulant $$C_3$$ of the distribution of the number of transmitted electrons.

The Laplace transform of the distribution (1) has the form

$$Z(s) = \left(2\Gamma_+ \right)^N \left( s + \Gamma_+ \sqrt{(s + \Gamma_+)^2 - 4\Gamma_- \Gamma_+} \right)^N / \left( s + \Gamma_+ + \sqrt{(s + \Gamma_+)^2 - 4\Gamma_- \Gamma_+} \right)$$

(11)

$$\Gamma_+ \Gamma_- = \frac{C_1^2}{4C_3} (C_2^2 - C_3 C_3)$$

The mean value of FPT determined from expressions (6), (8) is equal to $$(s=\gamma)$$

$$\bar{T}_\gamma = \frac{N^*}{\sqrt{(s + \Gamma_+)^2 - 4\Gamma_- \Gamma_+}} = \frac{N}{\sqrt{1 + \frac{s(s + 2\Gamma_+)}{(\Gamma_+ - \Gamma_-)^2}}}$$

$$T_0 = \bar{T}_{\gamma=0} = \frac{N^*}{\Gamma_+ - \Gamma_-} = \frac{N}{C_1}.$$  

(12)

By $$\gamma \geq 0$$, $$\bar{T}_\gamma \leq T_0$$. We seek the dependence $$\gamma(\Delta)$$ from equation (9), where for $$u_\gamma$$ we obtain

$$u_\gamma = u_N \frac{\partial N^*}{\partial \beta} + u_{N_1} \frac{\partial \Gamma_+}{\partial \beta} + u_{N_2} \frac{\partial \Gamma_-}{\partial \beta},$$

$$u_{N_1} = \ln(\gamma + \Gamma_+ + \sqrt{(\gamma + \Gamma_+)^2 - 4\Gamma_- \Gamma_+}) - \ln(2\Gamma_+),$$

$$u_{N_2} = N^* \frac{\gamma + \Gamma_+ + \sqrt{(\gamma + \Gamma_+)^2 - 4\Gamma_- \Gamma_+} - 2\Gamma_-}{(\gamma + \Gamma_+ + \sqrt{(\gamma + \Gamma_+)^2 - 4\Gamma_- \Gamma_+}) \sqrt{(\gamma + \Gamma_+)^2 - 4\Gamma_- \Gamma_+}}.$$  

(13)

Derivatives $$\beta \frac{\partial u}{\partial \beta}$$ and $$\beta^2 \frac{\partial u}{\partial \beta^2}$$ are included in (13). Expressions for $$\Gamma_+$$ and $$\Gamma_-$$ are written in [5, 6]. So, the expression for $$\Gamma_\gamma$$ has the form

$$\Gamma_\gamma = \Gamma_{L+\gamma}(\Delta E) = \frac{1}{e R} \left| \mathcal{N} e^{-(\Gamma_+ + \Gamma_-)} \right| \Gamma_+^{N/2} I_N(2\sqrt{\Gamma_+} \Gamma_- t),$$

(14)

where $$\Delta E = -e V_\gamma$$. Here $$R=R_{om}$$ is the resistance of the transition in which the electron jump occurs, $$n_i(E)$$ and $$f_i(E)$$ are the density of states and the distribution function in the initial electrode, $$n_t(E)$$ and $$f_t(E)$$ are the density of states and the distribution function in target electrode (is Fermi function). The density of states in superconductors has the usual form.
\[ n_s(E) = \theta([E] - \Delta)[E] / \sqrt{E^2 - \Delta^2}, \] where \( \Delta \) is the superconducting gap, and in normal metals it is equal to \( I \). The corresponding rates are obtained in [23-25].

To define functions \( \beta \partial \Gamma / \partial \beta \) and \( \beta \partial \Gamma / \partial \beta \) use the approximation that was used in [26] for the one-electron case, then these can be conveniently expressed, in the form:

\[ \Gamma_+ = \Gamma_0 e^{-\beta \Delta_0/2}, \quad \Gamma_- = \Gamma_0 e^{\beta \Delta_0/2}. \] (15)

In accordance with the general approach to diffusion in an external field [27], we write the value \( \Gamma_0 \) in the form \( \Gamma_0 = \Gamma_0 e^{\beta \Delta_0} \), where \( E_s \) is the maximum potential energy between the "electron islands". In [6] and [28] the expression for electrostatic energy in an electronic double dot is written. In case \( V_b = 0 \)

\[ E_{\text{tot}}(n) = \frac{E_C}{2} (n_L - n_{s,L})^2 + \frac{E_C}{2} (n_R - n_{s,R})^2 + E_{C_m} (n_R - n_{s,R}) (n_L - n_{s,L}), \] (16)

where \( E_C, E_C \) are the charging energies of the islands, \( E_{C_m} \) is the electrostatic coupling energy, \( n_L, n_R, n_{s,L}, n_{s,R} \) are the charge and gates charge states of the left and right dots.

For simplicity, let's take the values \( V_{gl} = V_{gr} = 0 \), \( n_{gl} = n_{gr} = 0 \), \( n_c = n_a = 1/2 \). From [6] we take the values \( E_{cl} = E_C = 60 \mu eV, \ E_{cr} = E_C = 40 \mu eV, \ E_{C_m} = 10 \mu eV \). Then from (16) we obtain \( E_{\text{tot}} = 15 \mu eV, T_{eff} = 1.175 K \), \( \beta^{-1} = k_B T_{eff} = 1.6215 \times 10^{-3} J, \ \beta E_a = 0.148 \). Value \( T_{eff} = 1.175 K \) taken from table 1 [6] as an average value of the\( T_{eff} \) for voltages \( V_b = 25 \mu V \) and \( V_b = -25 \mu V \).

From (15) we obtain that \( \beta \partial \Gamma_+ / \partial \beta = -\beta (E_a - eV_b / 2) \Gamma_+ \), \( \beta \partial \Gamma_- / \partial \beta = -\beta (E_a + eV_b / 2) \Gamma_- \).

To determine the value \( \beta \partial N' / \partial \beta \) we use the approximation for a biased tunnel junction, for which \( C_2 = C_1 \coth[\beta eV_b / 2kBT] \) [5].

In the course of reaching the boundary \( N \) by the random process \( N(t) \), the entropy of the system [6] changes by the value \( \Delta = \Delta_e \). These changes must be taken into account. Therefore, one cannot assume in (12) \( \gamma = 0 \), considering the value of \( T_0 \) as the average value of the time of the first achievement in the absence of impacts on the system. An internal change in entropy \( \Delta_e \) occurs and in the absence of any external influences in the system. The value of \( \Delta_e \) can be determined, for example, from the relations of extended irreversible thermodynamics [29] \( \Delta_e = \tau_{ij} / 2 \rho \sigma_i T \), where \( \tau_i \) is electric flux (current), \( \tau_i \) is relaxation time of currents, \( \sigma_i \) is electrical conductivity, or from results [6].

If there are other processes in the system that cause the corresponding changes in entropy, then \( \Delta = \Delta_e + \Delta_{oo} \), where \( \Delta_{oo} \) are the changes in entropy associated with other physical processes, for example, heat conduction.

Taking into account relations (6) - (8), (11), (12), equation (9) is written in the form

\[ -\Delta = \beta \frac{\partial N'}{\partial \beta} \left[ \ln(s + \Gamma_+ + \sqrt{(s + \Gamma_+)^2 - 4\Gamma_+}) - \ln(2\Gamma_+) \right] + \]

\[ \beta \frac{\partial \Gamma_+}{\partial \beta} N' \left[ \frac{s + \Gamma_+ - 2\Gamma_+ + \sqrt{(s + \Gamma_+)^2 - 4\Gamma_+}}{(s + \Gamma_+ + \sqrt{(s + \Gamma_+)^2 - 4\Gamma_+})} \right] = \frac{1}{\Gamma_+} + \]

\[ \beta \frac{\partial \Gamma_-}{\partial \beta} N' \left[ \frac{s + \Gamma_- - 2\Gamma_- + \sqrt{(s + \Gamma_-)^2 - 4\Gamma_-}}{(s + \Gamma_- + \sqrt{(s + \Gamma_-)^2 - 4\Gamma_-})} \right] + \frac{(\Gamma_+ - \Gamma_-)sT_0}{\sqrt{(s + \Gamma_+)^2 - 4\Gamma_+}} + \]

\[ N'[\ln(2\Gamma_+) - \ln(s + \Gamma_+ + \sqrt{(s + \Gamma_+)^2 - 4\Gamma_+})] \]

or
\[ e^{-\lambda/n_1} = 2\Gamma_n \exp\left(\frac{1}{1 - 4\Gamma_n \Gamma_n x^2} \left[ \frac{T_n L}{n_1} (1 - 2ax + 4\Gamma_n \Gamma_n x^2) - (1 - 2\Gamma_n x)(a_+ / \Gamma_+ - 2a_+) \right] \right) \]

\[ a_+ = \beta \frac{\partial \Gamma_+}{\partial \beta} \frac{N^*}{n_1}, \quad a_- = \beta \frac{\partial \Gamma_-}{\partial \beta} \frac{N^*}{n_1}, \quad n_1 = N^* - \beta \frac{\partial N^*}{\partial \beta}, \quad a = \Gamma_+ + \Gamma_-, \quad L = \Gamma_+ - \Gamma_- \quad \text{(18)} \]

\[ x = \frac{1}{s + a + \sqrt{(s + a)^2 - 4\Gamma_+ \Gamma_-}} \quad s = \frac{1}{2x} (1 - 2ax + 4\Gamma_n \Gamma_n x^2) \]

The solution of the transcendental Eq. (18) makes it possible to find the parameters \( x \) and \( s \) from (18). Substitution of these parameters into expression (12) makes it possible to find the value of the average \( FPT \) \( T_\gamma \) at \( s = \gamma \), obtained from distribution (4) - (6), depending on the change in entropy \( \Delta e \) in accordance with Eq. (9).

The values of \( \Delta e \) change in entropy at different voltages are taken from Fig. 4, 12 and Table II [6]. Fig. 1 shows the dependences \( T_0(N) = N/C_1 \) (dashed line) and \( \bar{T}_\gamma(\Delta e) = \bar{T}_\gamma(\Delta e) \) for different values of \( N \) - solid line. Let us consider external influences using the example of the applied bias voltage \( V_b \). Fig. 2 shows the dependence of \( T_\gamma(\Delta e) \) at \( T_0(N=10) = 2.174 \) on the applied voltage \( V_b \).

**Fig. 1.** Dependencies \( T_1 = T_0(N) = N/C_1 \) (dashed line) and \( T_\gamma = \bar{T}_\gamma(\Delta e) \) (solid line approximating the calculated points) for the value \( N \) of the process \( N(t) \) to take at a fixed time \( t \). Regarding the random process of achieving a given value \( N \), \( N(t) \) is the net number of transmitted electrons [5, 6]. Bias voltage \( V_b = 90 \mu V \).
Fig. 2. Calculated from relations (7)-(16) and table 1 dependences of the average time $T_1=\bar{T}_{\gamma(\lambda_n)}$ to reach the level $N = 10$ for different values of $V_b$ (25, 50, 65, 90 $\mu$V).

The figure is symmetrical about the y-axis for negative $V_b$ values.

The data used in the calculations are summarized in Table 1.

| $V_b$ (\$\mu$V) | 90   | 65   | 50   | 25   |
|-----------------|------|------|------|------|
| $-\beta \epsilon V_b/2$ (\$\mu$eV) | 0.522 | 0.377 | 0.29 | 0.145 |
| $C_1 \beta \beta^{\gamma} / \partial \beta$ | 4.6  | 3.25 | 2.48 | 1.23 |
| $C_2$ Hz | 9.27 | 8.725 | 8.48 | 8.23 |
| $\Gamma_+ Hz$ | 2.18 | 1.54 | 1.18 | 0.583 |
| $\Gamma_-$ Hz | 13.12 | 11.54 | 10.7 | 9.82 |
| $\beta \beta \alpha^{\gamma} / \partial \beta$ Hz | 4.94 | 2.64 | 1.52 | 0.029 |
| $\beta \beta^{\gamma} / \partial \beta$ Hz | -4.3 | -3.59 | -3.1 | -2.21 |
| $(\beta \beta^{N^+} / \partial \beta) / N$ | 0.2821 | 0.179 | 0.123 | 0.0515 |
| $n_i/N$ | 1.1679 | 1.27 | 1.33 | 1.4 |
| $N^{+}/n_1$ | 1.2445 | 1.14 | 1.09 | 1.037 |
| $a_+$ | 6.148 | 3.01 | 1.656 | -0.03 |
| $a_-$ | -5.364 | -4.09 | -3.379 | -2.29 |
| $s$ Hz | 9.4 | 2.83 | 1.34 | 0.022 |
| $T_0$ c | 2.17588 | 3.09648 | 4.037 | 6.4 |
| $\bar{T}_{\gamma(\lambda_n)}$ c | 0.6495 | 1.25492 | 1.84 | 5.975 |

Table 1. Used in the calculations of Fig. 2, the data obtained from relations (13) - (15) and expressions for the cumulant $C_i=1,2,3$ [5,6].

4. Conclusion

The average $FPT$ is associated with changes in entropy that occur during this process. The effect of such changes on the average $FPT$ is shown using electrons transferred through a metallic double dot in the Coulomb-blockade as an example. The proposed approach makes it possible to take into account any other changes in entropy that correspond to other possible processes occurring in the system. The mean $FPT$ values in accordance with expression (12) decrease when the system is influenced (for this process and distribution (1)).

It is shown that the average $FPT$ with a zero value of the argument of the Laplace transform of the $FPT$ distribution density does not reflect the effect of real processes on the average $FPT$. In fig. 1 shows how taking into account the changes in entropy accompanying the process of the $FPT$ affects the average value of $FPT$. In fig. 2 shows how the applied voltage affects the system.

In this paper, the possibilities of taking into account the influence of entropy changes on the average $FPT$ are shown. This is done on the basis of experimental results. It can be shown that this effect is different for different physical systems. For example, for neutrons in a nuclear reactor, the effect of changes in entropy on the reactor period during this period is negligible for almost all values of the multiplication factor (with some exceptions). The influence of external influences is shown on the example of voltage affects. However, the effects can be very diverse (temperature effects, mechanical, etc.). The approach proposed in [3, 4] opens up opportunities for the study of arbitrary influences by including them in changes in entropy. There are also opportunities to control the $FTP$, as noted in [3].
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