Active galactic nuclei catalog from the AKARI NEP-Wide field
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ABSTRACT

Context. The north ecliptic pole (NEP) field provides a unique set of panchromatic data that are well suited for active galactic nuclei (AGN) studies. The selection of AGN candidates is often based on mid-infrared (MIR) measurements. Such methods, despite their effectiveness, strongly reduce the breadth of resulting catalogs due to the MIR detection condition. Modern machine learning techniques can solve this problem by finding similar selection criteria using only optical and near-infrared (NIR) data.

Aims. The aim of this study is to create a reliable AGN candidates catalog from the NEP field using a combination of optical/subaru/hsc and NIR AKARI/irc data and, consequently, to develop an efficient alternative for the MIR-based AKARI/IRC selection technique.

Methods. We developed a supervised machine learning approach for the purposes of carrying out an efficient process for AGN selection. The best models were compiled into a majority voting scheme, which used the most popular classification results to produce the final AGN catalog. An additional analysis of the catalog properties was performed as a spectral energy distribution fitting via the cicale software.

Results. The obtained catalog of 465 AGN candidates (out of 33 119 objects) is characterized by 73% purity and 64% completeness. This new classification demonstrates a suitable consistency with the MIR-based selection. Moreover, 76% of the obtained catalog can be found solely using the new method due to the lack of MIR detection for most of the new AGN candidates. The training data, codes, and final catalog are available via the github repository. The final catalog of AGN candidates is also available via the CDS service.

Conclusions. The new selection methods presented in this paper are proven to be a better alternative for the MIR color AGN selection. Machine learning techniques not only show similar effectiveness, but also involve less demanding optical and NIR observations, substantially increasing the extent of available data samples.
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1. Introduction

Active galactic nuclei (AGN) are identified through the centers of galaxies occupied by supermassive back holes (SMBH) in the violent accretion phase of their surrounding matter. Despite the known relation between the activity of central supermassive black holes and the general evolution of galaxies, in particular star formation processes, our understanding of this coevolutionary behavior is still incomplete (Netzer 2015; Padovani et al. 2017).

An AGN definition can be assigned to a broad class of objects, starting from quasars, the most luminous objects in the universe, to spiral galaxies characterized by a high nuclear luminosity (Seyfert galaxies), or radio galaxies. These types display different observational properties in both optical and non-optical domains. This diversity does not necessarily...
correspond to differences in the physical properties of objects and can be explained in terms of the AGN unified model (Antonucci 1993; Netzer 2015). In the unified model, an AGN is described as an axisymmetric layered structure. It is formed by a central engine surrounded by the sub-pc accretion disc of infalling matter. At the range of ≃1 pc, the broad line region (BLR) of high density, there is dust-free gas located here. Outside a BLR lies a dusty torus, the geometry of which determines the ionization cone shape. The cone itself is a place of lower density ionized gas – a narrow line region (NLR). In its basic form, the unified AGN model, described by Antonucci (1993), attempts to characterize different AGN types as a combination of two parameters: the torus inclination to the line of sight and the source luminosity.

Two main AGN types are referred to as type-I and type-II. Type-I AGN are characterized by the presence of broad permitted and semi-permitted emission lines. Objects of this type with low to intermediate luminosity also show the presence of strong narrow emission lines. The appearance of a type-I is explained in terms of a geometrical phenomena – an AGN, with the ionization cone facing towards the observer, shows emission from the BLR as well as from the NLR (Antonucci 1993; Stern & Laor 2012). If the observer is not able to observe the BLR directly, then the AGN is defined as type-II. It is characterized by narrow emission lines showing photoionization features (Merloni et al. 2014). In this case, the observer is facing a side of the AGN’s dusty torus, so the emission from the BLR might be absorbed and reemitted at longer wavelengths in the infrared. Nonetheless, broad emission lines can still be observed via spectropolarimetric techniques (Marinucci et al. 2012; Tran 2003). This two-type classification is further complicated by the existence of so-called “true type-II”, with no detectable broad lines, and without strong dust coverage (Panessa & Bassani 2002; Shi et al. 2010). Moreover, some works (e.g., Assef et al. 2015) suggest an under-representation of type-II objects in a modern catalogs, causing a lack of realistic perspectives of the coexistence of both types.

Another big question on AGN physics is based on recently discovered changing look (CL) AGNs (e.g., LaMassa et al. 2015; Sheng et al. 2017; Stern et al. 2018; Charlton et al. 2019). This type of objects can exhibit transitions between AGN types by the emergence or disappearance of broad emission lines. As a generally accepted hypothesis about the mechanism of CL AGN activity that is based on instabilities in the accretion disc cannot be explained in terms of a unified model and requires further research (Lawrence 2018; Dodd et al. 2021).

**AGN photometric selection.** In order to better understand the physics hidden behind the AGN appearance, we need to gather a large amount of observational data in different spectral ranges. The AGN classification is commonly done via “diagnostic diagrams” describing emission and absorption line ratios (e.g., Baldwin et al. 1981; Kauffmann et al. 2003; Kewley et al. 2006). Such classification requires time consuming spectroscopic measurements, which should be preceded by a careful target selection.

A general characteristic of many AGN types is the form of a power-law shaped spectral energy distribution (SED) that allows us to effectively construct such preselection as a photometric classification task (Alonso-Herrero et al. 2006). A power-law SED shape of an AGN, caused mainly by a central engine activity, shows the emission growth with the wavelength from the ultraviolet (UV) to infrared (IR) wavelength ranges (Elvis et al. 1994; Alonso-Herrero et al. 2006). Despite this common property, AGN catalogs selected with photometry-only data obtained from various wavelength ranges can be biased and contaminated by other sources.

Optical broadband selection is sensitive to broad emission lines. In the rest frame, optical photometry gives a standard set of colors providing an easy method of AGN separation. However, due to varying redshift, the same AGN emission lines can be detected in different passbands, often giving stellar-like colors. This results in low completeness or high contamination in the redshift ranges between 2.6 and 3.5 (Richards et al. 2002). Examples of an optical selection can be a quasar (also known as a quasi-stellar object, QSO) target selection from the SDSS (York et al. 2000) spectroscopic observations, where the combination of morphological properties and color selection methods have been used to separate QSOs from stars (Richards et al. 2004, 2009). The biggest issue with the optical-only selection is a very low completeness of type-II AGN, caused by colors, which might be easily classified as stellar-like or type-I-like due to the conjunction of host and scattered AGN emission (Zakamska et al. 2003, 2019).

A wavelength range that is free from the mentioned bias is the X-ray range. The hard X-ray emission, taking place in the accretion disk region (and also in the region of jets) can penetrate the dust and gas, providing an opportunity to detect even very obscured objects and complement the underrepresented type-II AGN class (e.g., Malizia et al. 2012). The main selection effect present in X-ray AGN catalogs comes from a higher absorption of lower energy X-ray photons, which may interfere with the identification of heavily obscured AGN (Padovani et al. 2017). Nevertheless, weak X-ray emission from a host galaxy as well as easily recognizable emission from a central engine makes X-ray surveys an efficient tool for AGN selection (e.g., Lehmer et al. 2012; Luo et al. 2017).

Another way to select AGN is to look for the infrared emission of a dusty torus, which comes from a reprocessed emission of accretion disk and, due to power-law behavior, dominates AGN SED in the near-infrared (NIR, 1–3 μm) and mid-infrared (MIR, 3–50 μm). The NIR AGN selection (e.g., Francis et al. 2004; Kouzuma & Yamaoka 2010), while being highly prone to contamination (see below), gives essential information about red AGN and red QSO in particular (Glikman et al. 2007, 2012, 2013; Banerji et al. 2012). What is more efficient and more common is MIR AGN selection (e.g., de Grijp et al. 1987; Stern et al. 2005, 2012; Oyabu et al. 2011). It enables to fully take advantage of the power-law SED to detect both type-I and II AGN that are characterized by hot dust MIR emission. Despite its effectiveness, MIR AGN selection is not free of biases and contamination sources and these aspects should be carefully studied (for further discussion see Padovani et al. 2017).

**Contaminants.** One of the most informative parts of AGN emission is located in range of 3–5 μm, where the AGN stand out from the rest of the sources as typically redder objects. There are two main types of contaminants. Both share similar colors and should be taken into account during selection. Near the galactic plane, the main contamination comes from brown dwarfs (BD) and young stellar objects (YSO, Koenig et al. 2012). In particular, YSO, as a much more numerous class, can strongly reduce an AGN catalog purity. At high galactic latitudes, AGN can be easily confused with star forming galaxies (SFG) because AGN-like MIR colors can be produced both by polycyclic aromatic hydrocarbons (PAH) molecules emission as well as the 1.6 μm stellar bump. At low-z, the stellar bump is a serious contamination source in NIR-selected AGN catalogs, at the same
time high-z SFG occupy AGN color space in the MIR, forcing
to set a completeness-purity trade-off (Donley et al. 2010; Assef et al. 2013).

**Biases.** Bias present in MIR-selected AGN catalogs comes from
three main sources: redshift dependence, dust luminosity,
and black hole scaling relations. Sensitivity of short MIR
wavelengths to hot dust emission decreases with increasing red-
shift due to both K-correction and Hα emission line contamina-
tion. The latter results in a strong bias against AGN at redshifts
z = [4,5] (e.g., Assef et al. 2013). Redshift-based biases present
in IR and optical AGN selections can be partially bypassed by
combined optical-IR methods (Richards et al. 2015; Banerji et al. 2015).
However, some AGN might also be missed in IR selection
due to low dust content or to low hot dust emission relative to
emission from the host galaxy (see e.g., Roseboom et al. 2013).
The last source of bias comes from the correlation of SMBH
mass with luminosity of spheroidal component detected for low-
redshift AGN (Marconi & Hunt 2003). This dependency relates
the ratio of the AGN luminosity to host luminosity measured at
a particular wavelength ($L_{\text{AGN}}/L_{\text{host}}$) to $L_{\text{Edd}}$, where $L_{\text{Edd}}$
refers to Eddington luminosity. Since the MIR AGN selection
is sensitive only to the high-value tail of the $L_{\text{Edd}}$ distribution,
AGN with significant disk or irregular components need to
show high $L_{\text{Edd}}$ value to be selected in the MIR (Hickox et al.
2009). As a consequence, lower-mass galaxies, which often have
a strong non-bulge component, are underrepresented in MIR
AGN catalogs (Magorrian et al. 1998).

All selection methods discussed above primarily use color
cuts and magnitude limits to define the parameter space occupied
by AGN candidates and do not fully utilize advantages offered
in operating in a high dimensional space. Modern approaches
to data analysis often use automated machine learning (ML)
techniques, which allow not only for the discovery of more sophis-
ticated dependencies in a high dimensional space, but also to
efficiently process big data volumes present in modern day sur-
veys. An ML-based AGN selection is mostly done in a superv-
ised manner, where the algorithm first learns how to select
a specific class of objects on the data set with known classes
(we refer to this process as training). After the learning stage,
a trained algorithm can classify objects with unknown class
(or label) during the generalization stage. Supervised learning
allows for the precisely control of the process of selection at
the expense of effectiveness, which depends on a training sam-
ple quality. Supervised learning has successfully been applied to
AGN selection in broad a spectral range, for instance, in X-ray
surveys (McGlynn et al. 2004), optical data (Claeskens et al.
2006; Nakoneczny et al. 2019), and IR or combined optical-IR
data (Zhang & Zhao 2004; Malek et al. 2013; Nakoneczny et al.
2021).

**North ecliptic pole field.** A satisfactory picture of complex
AGN properties requires the provision of information over a
broad spectral range, as described above. Hence, the most suit-
able for AGN studies are fields with broad panchromatic coverage.
A region at the north ecliptic pole (NEP; $\alpha = 18^{h}\,00^{m}\,00^{s}$,
$\delta = 66^\circ\,33^\prime\,88^\prime\prime$) is well suited for this task since it provides broad
range of information: from X-ray observations taken by ROSAT
and Chandra space missions (Henry et al. 2006; Krumpe et al.
2015), UV (GALEX satellite, Burgarella et al. 2019), and from
optical measurements taken by Canada France Hawaii Tele-
scope (CFHT) and, recently, by the SUBARU Hyper-Suprime
Camera (HSC) instrument (Hwang et al. 2007; Huang et al.
2020; Ho et al. 2021), NIR observations performed by the

**Outline.** This work aims to create a new, reliable AGN cat-
alog from NEP data based on a combination of optical data from
SUBARU/HSC and NIR data gathered by AKARI satel-
lite. The AKARI satellite mission (Murakami et al. 2007) car-
rried out observations in near-(NIR) mid-(MIR) and far-infrared
(FIR). In particular it observed the NEP field with NIR and MIR
passbands in two surveys (Matsuhara et al. 2006): AKARI NEP-
Wide (Lee et al. 2009; Kim et al. 2012), and AKARI NEP-
Deep (Wada et al. 2008), creating unique IR catalogs in terms
of both, photometric coverage and depth. Data gathered by the
AKARI telescope in conjunction with new observations of the
NEP field provided by the SUBARU/HSC instrument (Oi et al.
2020; Kim et al. 2021) establish the cutting edge environment for
AGN selection as well as setting the broad picture of its optical-
IR relation. This data set can be also viewed as a test ground
for upcoming synergies of the future photometric surveys, such
as Vera C. Rubin Observatory (Ivezić et al. 2019) and Euclid
(Lauriejs et al. 2010).

A ML approach to combined NIR and MIR AGN selec-
tion in AKARI NEP-Deep data described in Poliszczuk et al.
(2019) serves as an introductory study for the present paper in
terms of feature importance, extrapolation risk estimation and
application of fuzzy logic to classification algorithms. The new
method overcomes previously encountered difficulties related to
small generalization volume and extrapolation risk and shows
that it is possible to recover properties of AGN MIR selection
using only optical and NIR data. Such improvement significantly
increases the catalog volume and makes the presented method
suitable for modern AGN studies. The final AGN catalog, train-
ing sample, Python codes and training results can be found on
authors github\(^1\). The AGN catalog can be also accessed via CDS
database and Virtual Observatory tools\(^2\).

This present work is organized as follows. In Sect. 2, we
describe the data used for training and generalization stages of
ML. In Sect. 3, we walk through the applied ML pipeline.
In Sect. 4, we describe the classification evaluation results,
the AGN catalog we obtained, and a comparison with other
AGN selection methods. Section 5 summarizes properties of
the obtained catalog as well as the effectiveness of the applied
methods. The appendix contains information about software
used in the present work and additional data describing the per-
formance evaluation.

---

\(^1\) https://github.com/ArtemPoliszczuk/NEPWide_AGN

\(^2\) https://ivoa.net/
2. Data

2.1. AKARI NEP-Wide data

The AKARI NEP-Wide survey covers a circular area of 5.4 deg$^2$ centered at the North Ecliptic Pole (NEP). It provides photometric observations in the NIR and MIR passbands, taken by the Infra-red Camera instrument (IRC, Onaka et al. 2007). The IRC was equipped with nine filters: three NIR filters centered at 2 μm (N2; with coverage range 1.9–2.8 μm), 3 μm (N3; 2.7–3.8 μm), 4 μm (N4; 3.6–5.3 μm) and six MIR filters centered at 7 μm (S7; 3.6–5.3 μm), 9 μm (S9W; 6.7–11.6 μm), 11 μm (S11; 8.5–13.1 μm), 15 μm (L15; 12.6–18.4 μm), 18 μm (L18W; 13.9–25.6 μ), and 24 μm (L24; 20.3–26.5 μm). The “W” letter next to filters centered at 9 μm and 18 μm refers to wide coverage of wavelengths relevant to the neighboring filters (e.g., S9W covers the wavelength range of S7 and S11 filters).

The IRC continuous wavelength coverage, as well as choice of filter placement and profile gives important insights into the stellar and AGN activity (for further discussion see Matsuhara et al. 2006). The N2 and N3 filters can trace the stellar mass of galaxies at different redshifts as well as help to identify star-forming galaxies (SFG) due to the location of the 1.6 μm stellar bump. Moreover, the NIR filters are sensitive to the 3.3 μm PAH feature of local starburst galaxies and carbon dust absorption feature located at 3.4 μm, which characterizes low-z obscured AGN. The N4 passband is the most crucial from the perspective of AGN identification, since it covers 3–5 μm range, where the power-law properties of an AGN SED are the most prominent. The 9–20 μm range covered by MIR passbands gives the possibility to trace dust emission from AGN and LIRG/ULIRG due to presence of several silicate dust features with particularly strong 9.8 μm absorption features. On the other hand, PAH emission features centered around 7.7 μm fall into the range of the S7 band, allowing identification of starburst galaxies (Kim et al. 2019).

2.2. Optical photometry and training sample

SUBARU/HSC (Miyazaki et al. 2012) optical observations of the NEP field (Goto et al. 2017) allows for the detection of optical counterparts for even the faintest of AKARI sources. Previous optical follow-ups of the AKARI NEP field performed by CFHT/MegaCam (Hwang et al. 2007) and Maidanak/SNUCam (Jeon et al. 2010) instruments were unable to detect sufficient fraction of IR sources due to the depth limit. New HSC data processed by Oi et al. (2020) and matched with AKARI data by Kim et al. (2021) gives measurements in g, r, i, z, Y passbands 1.7–2.5 mag deeper than previous surveys.

Optical and IR photometry gathered by SUBARU/HSC and AKARI/IRC was used to perform AGN selection on the data set. Additionally, we need class labels for a training sample in order to adjust ML algorithms to a specific classification task. The majority of labels for a training sample were taken from spectroscopic follow-up (Shim et al. 2013) performed by MMT/HECTOSPEC (Fabricant et al. 2005) and WYIN/HYDRA (Barden et al. 1993) spectrographs. The choice of training sample is crucial in ML classification methods since it has direct impact on the algorithm performance and generalization possibilities. Hence, both target selection criteria as well as the process of class assignment in the labeled data must be well understood. Primary targets for spectroscopic observations were defined as objects bright in MIR passbands (S11 < 18.5 mag and L15 < 17.9 mag) with an additional limit in the Maidanak R band (16 < R < 21–22.5 mag depending on a spectrograph) in order to select objects suitable for spectroscopic observations. A secondary targets group was made of specific classes of candidates described in terms of optical, NIR and MIR color cuts. AGN candidates from the secondary target group were selected using a color-cut method developed by Lee et al. (2007), which uses power-law SED properties of AGN manifested in red NIR and MIR colors: N2–N4 < 0 and S7–S11 < 0. This method was originally used on the S11 < 18.5 mag limited sample. The catalog, presented in Shim et al. (2013), was augmented by additional spectroscopic measurements taken by Keck/DEIMOS (Faber et al. 2003), GTC/OSIRIS (Cepa et al. 2000) and SUBARU/FMOS (Kimura et al. 2010) instruments by AKARI NEP Team as well as X-ray measurements from the Chandra (Weisskopf et al. 2000; Krumpe et al. 2015) telescope. This way the AGN training sample was constructed mainly from targets fulfilling the Lee et al. (2007) AGN candidate conditions or X-ray active sources. Sources detected by Chandra with an X-ray luminosity of log LX > 41.5 erg s$^{-1}$ (0.5–7 keV) will be referred to as XAGN. Optically detected objects with at least one emission line with Full Width at Half Maximum (FWHM) larger than 1000 km s$^{-1}$ are referred to as AGN.

Table 1 shows the number of objects measured in particular HSC and IRC passbands. The decrease in the data volume for the passbands corresponding to the longer wavelengths is caused by decreasing sensitivity in the MIR range as well as the gradual disappearance of Galactic stars in the MIR bands. In order to preserve larger data volume only optical and NIR data were used for the AGN selection in the present work. It resulted in 1547 objects in the training set consisting of 1348 galaxies and 199 AGN (163 AGN and 36 XAGN) and 45 XAGN in the generalization set (additional limitations applied to the generalization set are described in Sect. 3.5). Table 2 shows general statistical properties of the training sample.

Figure 6a presents a N2–N4 vs N4 color-magnitude (CM) plot for training data. This particular CM dependency is often used for AKARI/IRC data presentation (e.g., Lee et al. 2007, 2009) and is present in classification analysis in Sect. 4. The N2–N4 color, being sensitive to power-law properties of the short MIR AGN SED, brings out the main characteristics of the selection task described in the present paper. We can see that the main locus of type-I AGN is placed in the red part of...
Table 2. Statistical properties of the training sample.

|       | Median | MAD  | Min.  | Max.  |
|-------|--------|------|-------|-------|
| Redshift | 0.339  | 0.308| 0.001 | 4.320 |
| $g$   | 21.075 | 1.313| 16.224| 27.109|
| $r$   | 20.126 | 1.188| 15.594| 26.264|
| $i$   | 19.610 | 1.101| 15.254| 25.214|
| $z$   | 19.296 | 1.066| 15.056| 24.781|
| $Y$   | 19.199 | 1.059| 14.850| 24.278|
| $N2$  | 18.543 | 0.859| 14.079| 20.814|
| $N3$  | 18.692 | 0.732| 14.528| 20.638|
| $N4$  | 18.951 | 0.711| 15.007| 20.935|

Notes. Median, median absolute deviation (MAD), minimal and maximal values for redshift and passbands used for training.

$N2$–$N4$ color as it is imposed by the selection criteria of the Lee et al. (2007) method. One can also observe the increase of galaxy redshift with $N2$–$N4$ reddening, making high-$z$ SFG the main contaminant source in the type-I AGN area. The XAGN objects are scattered around whole training sample area, reaching even very low $N2$–$N4$ values. The stellar locus, not represented in this work, is placed in the left lower corner of the plot.

2.3. Panchromatic NEP catalog

In the present work, the properties of both training data set and the obtained catalog were investigated a posteriori via a SED fitting analysis. In order to obtain a robust estimation of the SED, we need a broad wavelength photometric coverage of the studied object. For this purpose, part of the Kim et al. (2021) panchromatic catalog covering optical to sub-mm wavelength range was used. In order to obtain more precise fitting results and to ensure the correct matching of objects from different surveys, several limitations were made in the further analysis: the WISE W4 data were excluded, $g$, $r$, $i$, $z$, and $Y$ measurements were taken only from SUBARU/HSC instrument and the $J$ passband data were taken from CFHT/Wircam instead of FLAMINGOS, despite the smaller field observed by the first instrument.

3. Methodology

3.1. Feature selection

The usual astronomical parameters frequently prove not to be optimal for a specific ML task. To obtain a more suitable data representation, we can use feature engineering techniques for data transformation. In the present paper, the Kolomogorov-Smirnov two sample test (Massey 1951) was used. By calculating the biggest difference in cumulative distribution functions of two samples (referred to as the KS-statistic), we can test whether samples come from the same distribution. In a case of binary classification problem, this method can be used for feature selection by calculating the KS-statistic value for class samples represented by different features. Features that are expected to obtain the highest KS-statistic value will show the biggest difference in class distributions, hence, they will be the most suitable for a specific classification problem. The KS two-sample test gives information about separate features, without estimating their importance in interaction with a particular feature subset.

Another important issue that should be addressed during feature selection is the number of selected features. This number cannot be too high due to two (often connected) possible risks: first, it might introduce redundant features, that carry information already present in a feature set, second, the curse of dimensionality (Bishop 2006) might cause substantial sparsity of the data in a high-dimensional space, resulting in a poor performance. In the present work, the limit imposed on the number of selected features was based on the assumption that adding a filter to the feature set would not introduce redundant information. Thus, the optimal feature set should contain information from most of the available filters, but the number of features should not be significantly larger than the number of available filters.

3.2. Classification algorithms

In the present paper, several types of supervised classification algorithms were tested. The imbalanced nature of the training data set can have a major impact on the classifier performance and thus has to be taken into account at several stages of the ML pipeline construction. It is considered a good practice to test several types of classification algorithms in a classical setup and in a setup that is suitable for imbalanced data (Fernández et al. 2018). This is done not only to find the best algorithm for a particular data set and classification task, but also to control how the growing model complexity will improve performance on the labeled data set. This issue can be analyzed in terms of bias-variance dependency of the model. One bias within the model is the strength of assumptions it is making about a decision boundary. In general, linear models have a larger bias than nonlinear ones. If a bias is too great, the model will not be able to properly adapt to the training data. Such a model is referred to as underfitted. On the other hand, a model can learn specific training data too precisely, including the statistical noise of the sample. This situation is called overfitting. An overfitted model will have high variance, that is, it will be very sensitive to changes in a training data. In an ideal situation, we should strive for an optimal bias-variance trade-off, where a model can be effectively fitted to a training data set without learning its random fluctuations.

Before applying real world algorithms, one has to settle on some lowest boundaries for a classifier performance comparison. For this purpose, a so called dummy classifier was constructed. It classifies objects according to the class fraction in the training data. Next, a linear model with the form of the logistic regression algorithm (Berkson 1944) was tested. It relates a linear combination of the input variables (features) to the logarithm of the odds for the positive value target variable. In this way, it can directly model the probability of a particular target value for a given input.

Often the separation of the classes in the input feature space is very hard or even impossible. The main goal of the support vector machine (SVM) algorithm developed by Cortes & Vapnik (1995) is to map data into the high dimensional space, where the separating hyperplane can be constructed. An output of the SVM classifier relies on the position of objects with respect to such a hyperplane; This distance also serves as a basis for indirect probability estimation. In the SVM formulation, the mapping from an input to a high-dimensional space is substituted by a kernel function which is set to be a radial basis function (RBF) in this work.

Another family of popular classification algorithms are based on decision tree structures (Breiman et al. 1984). Single tree classifiers can perform very well on the training data, but due to the high variance of the model, it often tends to overfit the data. An effective way to reduce the variance of the model is to
introduce randomization into the training or construction of the classifier and then collect such different models into an ensemble. A final prediction is made by averaging the outputs of a particular classifiers. The random forest (Breiman 2001) algorithm incorporates two forms of randomness into the training. First, it trains each decision tree model on a different data set drawn with replacement from the training data. Second, the best split in each node is found using a random subset of features. In this case, the number of features is controlled by a parameter that can be tuned. An additional level of randomness is used in the extremely randomized tree (Geurts & Ernst 2006), where node splitting is done not by the most discriminative threshold, but by setting a threshold at random for each candidate feature separately and taking the best threshold as the splitting rule.

Besides averaging the output of particular classifiers, as it was described in the previous paragraph, it is possible to build classifiers in a sequential form, where the model is trying to correct the output of its predecessor. This way of constructing ensembles is called boosting. In recent years, the most popular and effective implementation of boosting tree ensembles is an XGBoost (Chen & Guestrin 2016) algorithm, which shows leading results in many ML competitions.

In the case of an imbalanced data, a classifier often tends to minimize the area of feature space assigned to the smaller class prediction. As a consequence, one would obtain a catalog of smaller class candidates characterized by a high level of purity and low completeness. In order to minimize this tendency, one can introduce the class balance, where the importance of smaller class objects is increased in training proportionally to the class fraction in the labeled data. All previously mentioned classifiers (except the dummy classifier) were tested in both class-balanced and non-balanced versions.

In most cases, the default values of the model hyperparameters are not optimal for a specific ML task. This issue was addressed in the present work by tuning hyperparameters via a randomized grid search. It samples a prearranged hyperparameter grid a certain number of times, giving a set of hyperparameter combinations used in a training. The effectiveness comparison of these combinations was done via performance evaluation described in Sect. 3.4. While logistic regression, SVM and XGBoost classifiers were tuned using the above method, random forest, and extremely randomized trees algorithms were excluded due to their insensitivity to the tuning process (Probst et al. 2019).

Finally, with the predictions from different models described above, we can combine their outputs into a voting schemes. In the present work, two types of voters were used, namely hard voter classifier, where the majority predicted class was used as a final result, and the stacked classifier, where the logistic regression was trained on the probability estimations from different models as features.

3.3. Fuzzy logic

One can further tune the weights of the labeled data to improve the training process by applying instance-weighting often referred to as “fuzzy logic”. In this case, each object in a training set has its own importance according to some chosen properties. This instance weight is referred to as “fuzzy membership”. Specific applications of instance-weighting to logistic regression, SVM, and tree-based algorithms are discussed in Hosmer et al. (2013), Lin & Wang (2002), Ting (2002), respectively.

In previous works on the SVM-based AGN selection (Polisczuk et al. 2019), authors used the measurement uncertainty based weighting system (referred to as “error fuzzy weights”), where precisely measured objects were treated as more important than the noisy ones during training. It allowed the authors to reduce the impact of the noise and increase the reliability of the output catalog. In the present paper, besides the error weights, distance-based weights inspired by Lin & Wang (2002) were also used. In this case, the Euclidean distance in the feature space was translated to the importance weight of the object. This way objects typical for a particular class were treated as more important, while the influence of the outliers was reduced. In both cases, fuzzy memberships $s_i$, normalized to the range $[0, 1]$, were calculated using the same scheme:

$$s_i = 1 - \frac{u_i}{u_{\text{max}} + \delta},$$

where the $u_i$ is a measurement uncertainty of the object or its Euclidean distance from its class center and $u_{\text{max}}$ is a maximal uncertainty or distance for a specific class. The $\delta$ parameter is a small value used to avoid division by zero. Since only the relative difference between instance weights has an impact on the training process, the delta parameter is added only for a purpose of the numerical safety. In this work $\delta = 10^{-8}$. Histograms of both, error- and distance-based fuzzy memberships calculated for galaxy and AGN training samples used for the creation of final catalog (first iteration, see Sect. 4) are shown in Fig. 2. Error-based weights were calculated with respect to measurement uncertainties of optical and NIR passbands. Distance-based weights were calculated with respect to class center in the high-dimensional space of selected features.

3.4. Evaluation

The quality of classifier performance and obtained AGN catalog can be measured in two ways. The first approach is based on a comparison with results given by other methods and this type of evaluation is described in the next sections. The second approach is based on estimating the generalization performance by evaluation metrics calculation for the classification performed on the labeled data. In order to get a reliable evaluation one has to test the classifier on data that was not used in the training, since training scores, being prone to overfitting, might show inflated results. To address this issue, training-test splitting of the labeled data was done: the classifier was trained on a training part of the data and evaluated on a test one. This process was repeated many times by shuffling the data before each training-test split. Such an approach allows us to obtain a meaningful evaluation with a measurement uncertainty.

Imbalanced data learning introduces additional challenges in the performance evaluation process. Simple metrics such as accuracy cannot be treated as reliable performance measures any longer due to their tendency to return high values even for poor performances on a smaller class (Fernández et al. 2018). The purpose of the present work is to produce a reliable catalog of AGN characterized by high purity and completeness, hence these should be the main metrics of a classifier performance evaluation. If we refer to the AGN class as “positive” and galaxies class as “negative”, the purity of the AGN catalog will be known through a precision metric value:

$$\text{Precision} = \frac{T_p}{T_p + F_p},$$

which is a fraction of properly classified AGNs (true positives $T_p$) to all AGN candidates (true positives and false positives $F_p$). On the other hand, the completeness of the AGN catalog, referred to as recall, is a fraction of properly selected AGNs to
all AGNs (true positives and false negatives) in the classified data and can be written as:

\[
\text{Recall} = \frac{T_p}{T_p + F_n}.
\]  

(3)

In order to maximize both these measures during learning and to effectively compare performance of different classifiers one can use several compound metrics. The first is the F1 score, which is a harmonic mean of precision and recall:

\[
F1 = \frac{2 \cdot \text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}.
\]  

(4)

If we can obtain a probability estimation for a particular object belonging to one of two classes, the precision-recall curve can be constructed. It is done by calculating the precision and recall scores for different decision thresholds. Beside analyzing the shape of the PR-curve, we can evaluate the effectiveness of the classifier by calculating area under the PR-curve (PR-AUC).

The final metric used in this paper is the balanced accuracy (bACC), which normalizes true positive and true negative predictions by the number of positive and negative samples, respectively. If we create a metric called the true negative rate (TNR), which is the same as precision but made for a negative class, we can express bACC as:

\[
bACC = \frac{1}{2} (\text{Precision} + \text{TNR}).
\]  

(5)

3.5. Generalization sample limit

The supervised classification result can only be as good as the provided labeled sample. This assumption can be also expressed in a different way, namely: a classifier can give reliable results only in areas of feature space occupied by the training data. In other words, we have to be very careful with extrapolation during the generalization phase since we cannot control performance in the unknown regions of the feature space. The application of simple magnitude cuts to limit the generalization data to the labeled data ranges is not enough since a high-dimensional manifold created by generalization set in feature space might still preserve some regions requiring extrapolation.

In the present work, we used a simple conservative approach in the form of a minimum covariance determinant estimator algorithm (MCD, Rousseeuw & Driessen 1999). It allows us to fit an n-dimensional ellipsoid to the training data and limit generalization data to its range. The MCD algorithm has a free parameter \(\alpha\) called the contamination rate, which defines the number of outliers present in a training sample and controls how conservative the limiting process will be.

In order to find adequate \(\alpha\) value, the Mahalanobis distance histograms were used. The Mahalanobis distance \(d_M\) is defined as:

\[
d_M(x) = \sqrt{(x - \mu)^T \Sigma^{-1} (x - \mu)},
\]  

(6)

where \(x\) is an object location, \(\mu\) is the mean and \(\Sigma\) is the covariance matrix. Making a \(d_M\) histogram one can look for the smallest \(d_M\) value, corresponding to the histogram discontinuity. This range might be used to select an optimal \(\alpha\) value.

3.6. SED fitting

Considering the tight link between the galaxy SED shape and the presence of an AGN, a SED fitting was performed for the training sample and objects selected during generalization step. The broad band multiwavelength SED fitting tool, The Code Investigating GALaxy Emission\(^3\) (CIGALE, Boquien et al. 2019) was used to estimate the possible presence of an AGN and main physical parameters of the sample.

The CIGALE software was incorporated into the analysis, as it is a physically motivated state-of-the-art python code for SED fitting of the extragalactic sources, and moreover, it was already used and tested for the AKARI-NEP galaxies (i.e., Buat et al. 2015; Solarz et al. 2015; Toba et al. 2020; Barrufet et al. 2020) and AGN (see Sects. 1). This code employs both galaxy and AGN models and allows one to fit both components in a flexible way. CIGALE simultaneously fits the AGN and galaxy spectrum from far-UV to far-IR\(^4\) and returns the estimate of the main galaxy properties such as stellar mass, dust luminosity, star formation rate, and the relative contribution of the dusty torus of the AGN to the total IR luminosity, that is, the AGN fraction. For each estimated parameter, CIGALE uses a probability distribution function (PDF) analysis, and the final physical parameters are built based on the likelihood-weighted mean of the PDF. Each parameter is associated with an error calculated also from the PDF’s likelihood-weighted standard deviation. A more detailed description of the code itself can be found in Burgarella et al. (2005), Noll et al. (2009), and Boquien et al. (2019).

To briefly summarize, CIGALE is designed to model a galaxy SED by conserving the energy balance between the dust-absorbed stellar emission and its re-emission in the IR. The same strategy is also used for the AGN emission absorbed and re-emitted by the dusty torus. Many authors already presented the mechanism of the SED fitting with CIGALE including Fritz et al. (2006) AGN module (i.e., Buat et al. 2015; Ciesla et al. 2015; Malek et al. 2018; Wang et al. 2020; Toba et al. 2020), which assumes a central engine surrounded by a smooth dusty torus. In the present work SED fitting is performed using more advanced AGN module, SKIRTOR (Stalevski et al. 2012, 2016). SKIRTOR was implemented to the v2028.0 version of CIGALE and tested by Yang et al. (2020) based on the already known AGNs from the COSMOS and the AKARI-NEP field. This AGN module adopts a clumpy two-phase dusty torus which can be manifested as an obstruction of the UV/optical emission from the disk.

The SED fitting was based on a delayed star formation history with a possible additional burst, the Bruzual & Charlot (2003) single stellar population, and the Charlot & Fall (2000) attenuation law. The same set of modules was used, for instance, for infrared detected galaxies from the Herschel Extragalactic Legacy Project, as described in Malek et al. (2018).

The dust emission was calculated using the Dale et al. (2014) templates. These templates are based on the sample of nearby star-forming galaxies originally presented in Dale & Helou (2002) with an improved modelling of emission from Polycyclic Aromatic Hydrocarbons (PAH). The Dale et al. (2014) model uses only one free parameter, which is the power law slope in the dust mass (\(M_{\text{dust}}\)) and radiation field intensity (\(U\)) relation: \(dM_{\text{dust}} \propto U^{-\alpha} dU\). It simplifies the SED fitting procedure reducing the number of parameters difficult to constrain without far infrared measurements. This module also allows one to use an optional AGN component. In the present work, a dedicated AGN module was used instead.

In the case of the AKARI-NEP SED fitting, the SKIRTOR AGN model was used. The adopted parameters used for the SED

\(^3\) https://cigale.lam.fr/

\(^4\) The special version of CIGALE, called X-CIGALE, allows to fit SEDs from the X-ray to far-IR, Yang et al. (2020).
fitting are presented in Table 3. The SEDs were fitted to objects with respect to spectroscopic redshift (training sample) and photometric redshift (training sample and output catalog of AGN candidates). The photometric redshift were taken from Ho et al. (2021), where it was estimated on the panchromatic NEP data using the LePHARE software (Arnouts et al. 1999; Ilbert et al. 2006; Arnouts & Ilbert 2011).

In particular, estimations of two parameters were investigated during analysis of ML output: AGN fraction ($f_{\text{frac}}$) and IMF Chabrier (2003). The SEDs were fitted to objects in the range of $\mu_{\text{mag}}$ = 0, 0.05, 0.1, 0.3, 0.5, 0.8, 1.2, 1.6, 2.0, 2.7. The dust attenuation was determined using the Charlot & Fall (2000) software. The star formation history was determined using the method described in Sect. 3.7. Detailed values of the performance evaluation can be found in Table B.1.

### 3.7. Machine learning pipeline

The ML pipeline for AGN selection, shown in Fig. 1, is constructed as follows. The feature selection based on the KS-statistic was performed on the labeled data, giving the final form of a training sample. The training data, in the form of flux measurements present on the selected features, was then used to determine limits of the final generalization sample.

During the training stage, the models described in Sect. 3.2 were tested in several settings: non-balanced and class-balanced models were applied in classical and instance-weighted (in the form of error-based and distance-based fuzzy memberships) setups. First, the hyperparameter tuning was performed. Logistic regression, SVM and XGBoost models were tuned using a randomized grid searches consisting of 1000 different hyperparameter combinations. In order to search for the optimal combination, the F1 metric was maximized during the grid search. The value of the F1 metric was estimated using 100 shuffled train-test splits. An analogous split was used to calculate other evaluation metrics and their uncertainties. Finally, the selected hyperparameter combination was used to make predictions on the training data using a five-fold cross-validation.

After the training, the best model was used to select the AGN candidates from the generalization sample. In order to better understand the outcome of the generalization, as well as to track possible model bias uncaptured by the previous analysis, additional SED fitting tests were carried out on the output catalog, as well as the training set.

### 4. Results

#### 4.1. Feature selection

In order to select features that are suitable for AGN extraction, the KS-statistic was calculated on the AGN and galaxy training samples using HSC $g$, $r$, $i$, $z$, $Y$ and IRC $N2$, $N3$, $N4$ bands and all possible colors. Part of the KS-statistic values for best features are shown in Fig. 3a. The optimal feature set was defined as a set where all available filters were used and the KS-statistic value was not substantially lower for less important features. This way eight features with the highest KS-statistic values were selected as a final data representation. The selected features demonstrate an evident importance of the NIR colors as compared to VIS-based measurements.

#### 4.2. Generalization sample limit

The process of limiting the generalization sample to the training sample range was performed in a space constructed from the flux measurements in passbands used for the feature selection. The passband measurements were used instead of selected features in order to simplify the impact of selection effects on the generalization sample. To find the generalization sample limit, two different ellipsoids were first fitted to the AGN and galaxy classes from the training data. Objects from the unlabeled data set, which belong to at least one of these ellipsoids, were selected to build a final generalization sample. The split into two separate ellipsoids was dictated by the structure of the MCD algorithm and the imbalance of the class sizes in the training data. The single ellipsoid fitted to the whole training set would treat objects from the smaller AGN class placed outside the main part of the galaxy distribution as outliers and thus reject the most important part of the feature space that allows AGN classification.

In order to find a proper contamination parameter $\alpha$ value, which defines the size of the ellipsoid, we pursued the discontinuities in the $d_M$ histograms (shown in Fig. 4). In the case of the AGN sample, the strong decrease in the number of objects occurs in the range of $d_M \approx 43$, that corresponds to $\alpha_{\text{AGN}} = 0.065$. In the case of the galaxy sample, a more conservative approach was used due to the higher $d_M$ dispersion. The $d_M = 80$ value was selected, what corresponds to $\alpha_{\text{GAL}} = 0.05$. By applying this method, the initial generalization sample size was reduced from 45 841 to 33 119 objects.

#### 4.3. Performance evaluation and creation of the final catalog

Each type of classification algorithm was trained and tested according to the method described in Sect. 3.7. Detailed values of the performance evaluation can be found in Table B.1.

---

**Table 3.** Modules and core input parameters used in the SED fitting with CIGALE.

| Parameter | Value |
|-----------|-------|
| IMF       | Chabrier (2003) |
| Metallicity | 0.02 |
| Dust attenuation (Charlot & Fall, 2000): | |
| $A_V^{IR}$ (mag) | 0, 0.05, 0.1, 0.3, 0.5, 0.8, 1.2, 1.6, 2.0, 2.7 |
| Slope ISM | -0.7 |
| Slope BC | -0.7 |
| $A_V^{ISM}/A_V^{BC}$ | 0.8 |
| Dust emission (Dale et al., 2014): | |
| $\alpha$ | 0, 0.5, 1.5, 2.0, 2.5, 3.0, 3.25, 3.75 |
| AGN emission (Stalevski et al., 2016): | |
| $r_9$ | 3, 7, 11 |
| Radial density | 1.0 |
| Angular density | 1.0 |
| Opening angle (deg.) | 40 |
| $r_{\text{max}}/r_{\text{min}}$ | 20 |
| Viewing angle ($\theta$) | 30, 70 |
| $f(\text{frac})/\text{AGN}$ | 0, 0.1, 0.15, 0.2, 0.35, 0.55, 0.75, 0.9 |

---

5 [http://www.cfht.hawaii.edu/~arnouts/lephare.html](http://www.cfht.hawaii.edu/~arnouts/lephare.html)
Visual comparison of performance evaluation is presented in Fig. 5a. In these figures one can observe a general tendency for class-balanced classifiers: an increase of recall due to the higher importance of positive class objects during training process, followed by a higher contamination of the positive candidates catalog, translates into a lower precision. Over the course of the performance comparison of non-balanced and class-balanced classifiers, several models were rejected. These were: non-balanced logistic regression due to its low recall value, class-balanced logistic regression due to its low precision and non-balanced SVM due to its low PR AUC value. The remaining classifiers showed acceptable trade-offs between precision and recall. Each one of them was used in three different instance-weight setups: uncertainty-based fuzzy membership, distance-based fuzzy membership, and no instance weight. Performance comparison of these three types of models in terms of F1 metric (which was the main metric optimized during the grid search) is presented in Fig. 5b. It shows not only a major impact of instance weighting on classification performance but also the opposite tendencies of error and distance weighting with respect to the non-weighted models. One can distinguish two groups of classifiers showing similar behavior: class-balanced SVM and XGBoost in all three instance-weight types preserve high recall at the expense of precision, while the rest of the classifiers exhibit the opposite tendency (see Appendix B.1). In order to benefit from both of these tendencies, all remaining classifiers were used for the construction of two types of voters: hard voter and stacked classifier. Their performance is also shown in Fig. 5a. Due to the lack of probability estimation in the case of hard voter, the PR AUC measurement is missing. A small amount of training data causes difficulties in the performance evaluation and relatively low values of both precision and recall, shifting the focus to a classifier that can provide more certain information (higher precision) about a smaller number (lower recall) of the positive class candidates. In the present work, the best results were shown by the non-balanced fuzzy distance XGBoost classifier in the form of the most optimal precision-recall trade off (manifested also in a high F1 score). The hard voting classifier showed almost identical metric values except for a slightly lower precision (and lack of the PR AUC measurement), which is still situated within the uncertainty of XGBoost precision measurement. Since the hard voting classifier allows one to additionally reduce the variance of the final classifier, an instance-weight setup was selected as the final classification scheme characterized by 0.73 precision and 0.64 recall. The generalization performed on the unlabeled data set provided a catalog of 465 AGN candidates (1.4% of the generalization sample). The AGN candidates CM plot of $N_4$ vs $N_2$–$N_4$ is shown in Fig. 6b. The output catalog recreates general properties of a preselected AGN target sample from Shim et al. (2013): it has
In order to minimize the risk of data sparsity, the selection of optimal feature set was restricted to features with the highest KS-statistic value. Only the most important features are shown.

![Mahalanobis distance histograms for AGN and galaxy training samples. Panel a: AGN sample. Panel b: galaxy sample. Dashed red lines correspond to a particular contamination parameter value of the MCD algorithm used to limit generalization data set to the training sample range.](image)

In the second iteration, the training AGN class was formed from false negative cases of the first iteration, while the galaxy class remained the same, so the training sample consisted of the 744 objects in total, with 39 AGNs. In order to create an experiment that would be easily comparable to the first iteration, the second iteration generalization sample was selected as a subset of the first iteration generalization sample. It was done by applying an additional requirement of MIR detection in previously mentioned filters. Such a sample contained 2207 objects.

Feature selection, also based on KS-statistic, enabled to choose ten features that are well suited for this specific task. Since some of the filters were present only in features with a low KS-statistic value, the assumption that all of the filters should be utilized was omitted. In order to minimize the risk of data sparsity, the selection of optimal feature set was restricted to features with the highest KS-statistic value. The best features are shown in Fig. 3b. It is worthwhile noting that features with the highest KS-statistic value typically consist of MIR measurements.

Performance evaluation is presented in detail in Table B.2. It is also partially shown in Fig. 5c. This time only class-balanced SVM, class-balanced logistic regression and class-balanced XGBoost were used for the hard voter creation. The stacked classifier was not used in this case due to the high risk of overfitting caused by the small amount of data. In the second iteration recovering most of type-I AGN with the main contamination source (FP) in form of high-$z$ SFG. Another characteristic property is the impossibility of efficient class separation in the galaxies-dominated region showing mainly false negative (FN) results in the $N2−N4 < 0$ area. During the analysis of training objects classification presented in CM and color-color plots, we should keep in mind that predicted labels were assigned during the five-fold CV process and might exhibit an underestimated performance (compared to the generalization) in some feature space regions due to an absence of essential objects in the training sample.

4.4. Second iteration experiment

Lack of detections in the blue part of $N2−N4$ distribution shows that information contained in optical and NIR passbands is not sufficient to select AGN in that region. Classifiers tend to define most of the blue AGN objects as galaxy representatives. In order to address this issue, a supplementary classification experiment with additional information from MIR passbands ($S7$, $S9$, $S11$, $L15$, and $L18$ bands and all possible colors) was performed. The main classification described in the previous section will be referred to as the first iteration, while the supplementary experiment will be called the second iteration.
iteration, the highest precision was the main priority due to its very low value. The best results of a precision-recall trade off were shown by class-balanced fuzzy distance XGBoost of $0.25 \pm 0.11$ and $0.37 \pm 0.16$ respectively. This model was selected as the final classifier for the second iteration AGN selection. Generalization performed by the second iteration classifier gives 354 AGN candidates. They are presented on CM plot alongside classified labeled samples in Fig. 6c. Some of them (AGN candidates are presented in form of light blue and pink squares) occupy the $N2-N4$ region avoided during the first iteration. This new behavior is caused by three factors: additional information obtained from MIR measurements allowing to work in new feature regions, modified AGN distribution in the training sample forces a change of classification boundaries and a lower precision that gives higher contamination of the final catalog. Since the second iteration was supposed to be a supplement for the main, first iteration, only objects with $N2-N4 < 0$ carry meaningful information supplementary to the main catalog. This cut limits an additional AGN catalog from 354 to 198 objects (9% of the generalization sample). Due to a very high level of contamination and low completeness, the classification performed in the second iteration is treated only as a test ground to determine limits of both the training sample and the information content of HSC and IRC data. The second iteration generalization is not included in the final AGN candidate catalog. Statistical properties of the final catalog obtained during the first iteration are presented in Table 4.

### 4.5. Comparison with the color-cut method

Since the training sample used in the present work is mainly based on NIR+MIR target preselection as described in Lee et al. (2007), it is crucial to investigate how ML-based selection performs with respect to this color-cut method. In the original NIR+MIR method, AGN selection was performed on a $S11 < 18.5$ mag limited sample in order to increase completeness of the output catalog. A comparison of the two methods presented in this paper was performed without this condition, since the $S11$ limit is impossible to apply in optical+NIR combined space. Figure 6d shows a $N2-N4$ vs $S7-S11$ color-color plot. The color-cut method reflects the power-law properties of the AGN SED that should cause red MIR colors. The upper right square ($N2-N4 > 0, S7-S11 > 0$) used to select AGN in the Lee et al. (2007) method is also a location of the majority of AGN candidates (yellow points). Objects selected during the second iteration are located in between the AGN and galaxy classes giving an indication that part of these objects might be low activity AGN. It is also worth notice that a large fraction XAGN are located far outside AGN class center escaping both selection methods.

Table 5 shows the performance comparison between the color-cut method and the classification scheme formulated in the present work. Hard voter data shows higher precision and balanced accuracy values, but lower F1 and recall. Such values are consistent with precision-recall trade-off established during model selection, when precision was recognized as a more important metric. Both the color-color plot and the metric values show good consistency between the two methods. However, in order to perform such comparison, both the training sample and output catalog were limited to objects detected in $S7$ and $S11$ passbands. The training sample was reduced from 1547 to 815 objects and the final catalog from 465 to 113 objects. Despite similar metric values, the color-cut method was able to detect only 24% of objects selected in the present work.
Fig. 6. NIR and MIR properties of the training set and classification results. **Panel a:** properties of the training data. Color of galaxies correspond to spectroscopic redshift value. **Panel b:** first iteration training and final AGN catalog properties. Right part of the figure shows density histogram for components of the labeled set with corresponding color. **Panel c:** second iteration experiment. Modified training sample is shown as well as two parts of generalization: “rejected” objects, which occupy the red $N2-N4$ color range and new objects below this range. These candidates were not included in final catalog. Right part of the figure shows density histogram for components of the labeled set with corresponding color. **Panel d:** color-color plot used for Lee et al. 2007 AGN selection. Its selection criteria demarcate the upper right square, marked by the black lines. Training objects and AGN candidates selected during the first and the second iteration from the present work, are shown in form of different markers. Predictions for the labeled data shown in Figs. 6b–d are compound classifications of the test data from five-fold cross-validation.

**Table 4.** Statistical properties of the final catalog of AGN candidates.

| Band | Median | MAD | Min. | Max. |
|------|--------|-----|------|------|
| $g$  | 22.613 | 1.139 | 18.768 | 27.586 |
| $r$  | 22.061 | 1.063 | 18.764 | 25.544 |
| $i$  | 21.569 | 0.815 | 18.532 | 24.347 |
| $z$  | 21.292 | 0.725 | 18.185 | 23.708 |
| $Y$  | 21.137 | 0.674 | 18.283 | 23.430 |
| $N2$ | 19.974 | 0.415 | 17.341 | 20.846 |
| $N3$ | 19.687 | 0.416 | 17.289 | 20.648 |
| $N4$ | 19.515 | 0.405 | 17.041 | 20.546 |

**Notes.** Median, median absolute deviation (MAD), and minimal and maximal limits are shown.

**4.6. SED fitting analysis**

Figure 7a shows a comparison between spectroscopic and photometric redshifts calculated using for the SED fitting analysis. For this analysis the training sample was used. XAGNs, whose redshifts have not been measured, were excluded from further analysis. Good agreements characterize both AGN and galaxy classes up to redshift 1.5. The higher redshift range, occupied almost exclusively by AGN, shows strong bias towards $z_{\text{phot}}$ underestimation. Figure 7b shows a viewing angle dependency on AGN fraction calculated using spectroscopic redshifts. Several observations crucial for catalog analysis can be made.

As was already observed in Ciesla et al. (2015), constraining the AGN contribution to the total infrared luminosity is challenging for objects with a small $\text{fracAGN}$ value. In order to perform a reliable analysis, only objects with $\text{fracAGN} > 0.2$ were used. A similar $\text{fracAGN}$ limit was applied in Ciesla et al. (2015), Malek et al. (2018). These objects will be referred to as SED-identified AGN (AGN_{SED}).

The SED-based AGN type identification is done based on AGN properties in UV, MIR, and FIR. The type-I AGN is
Fig. 7. Visualization of parameters used during SED analysis on the training data. XAGN were excluded from this analysis due to a lack of spectroscopic redshift. Panel a: comparison between spectroscopic redshift and photometric redshift estimation (Ho et al. 2021) for training galaxy and AGN samples. The dotted lines refer to $z_{\text{phot}} = z_{\text{spec}} \pm 0.15(1 + z_{\text{spec}})$ cone. The $\eta$ describes the fraction of outliers defined as objects outside the cone. $\sigma$ is the normalised median absolute deviation $1.48 \times \text{median}(|\Delta z|) / (1 + z)$. Lower plot shows the mean residuals with standard deviations. Only $z < 3$ objects are shown. Panel b: dependence of an AGN viewing angle ($\theta$) on AGN fraction ($fracAGN$) for AGN and galaxy training samples. Both parameters were estimated by SED fitting using spectroscopic redshifts. $\theta = 30^\circ$ corresponds to pure type-I AGN and $\theta = 70^\circ$ to pure type-II with intermediate types in between. Color intensity corresponds to the spectroscopic redshift value. Dotted line shows $fracAGN = 0.2$ – value which defines AGN$_{\text{SED}}$.

Showing strong emission in UV and MIR. The type-II AGN, devoid of strong UV emission, is characterized by large FIR to MIR emission ratio (Ciesla et al. 2015). Due to the small number of objects with detections in FIR, distinction between the two types might be disturbed. Moreover, as it was pointed out in Mountrichas et al. (2021), the lack of X-ray measurements creates a tendency towards type-I assignment. The majority of AGN$_{\text{SED}}$ in the AGN training sample were identified as type-I AGN. The galaxy sample shows the opposite tendency towards type-II representation, which might be even higher due to the present bias caused by lack of X-ray measurements. Since the $fracAGN$ definition is based on IR properties of the SED, this plot is a strong indication of the presence of a different, narrow line AGN class in the NEP data. Most of galaxies from training sample classified as type-I AGN showed strong AGN UV and MIR contribution. These might be AGN characterized by a low signal to noise ratio (S/N) or weak emission lines in the optical range.

More precise information is presented in Table 6 that shows the properties of AGN$_{\text{SED}}$ objects within the training sample and the final AGN catalog. It shows an approximately 50% discrepancy between spectroscopic and SED AGN identification within the AGN training sample in all redshift ranges. The difference between the two methods is even higher considering ~13% of AGN$_{\text{SED}}$ are detected in galaxy sample. Completeness and purity loss in the low-$z$ range after application of photometric redshifts manifests itself in a decrease of type-I-dominated AGN$_{\text{SED}}$. Photometric redshift systematics above $z = 1.5$ results in a substantial completeness loss. The catalog of AGN candidates shows intermediate properties between AGN and galaxy training samples at low photometric redshift. In the high redshift range the training AGN sample and AGN candidates have similar SED AGN contribution and a smaller number of type-I SED AGN in the case of the final catalog.

The SED-fitting analysis in the present work is not very extensive due to several reasons. Firstly, as it was already pointed out, AGNs selected according to their emission line properties are, at least partially, a different class of objects than galaxies with high AGN fraction recognized through the SED fitting (only 50% of spectroscopically-defined AGNs have also high AGN fraction fitted). This behavior is not caused by the low quality of the SED-fitting for AGN from the training set as the distributions of $\chi^2$ for spectroscopic AGNs and other objects with $fracAGN > 0.2$ are very similar. The final ML-based classifier was trained to reproduce the MIR-based selection, which, in turn, was constructed to reflect the structure of the spectroscopically selected AGN training sample, which consists mostly of type I AGNs. Thus, studying the properties of spectroscopic-type AGN class misclassifications through SED-defined AGN class could easily lead to a false conclusion. Second, the data in both training sample and the final AGN catalog are highly inhomogeneous in terms of photometric coverage. Because of this, their SEDs cannot be analyzed as a whole in a statistically consistent manner. To avoid this problem, we would have to clean the catalog, which would result in a strong decrease in the data volume. Such an in-depth study of SEDs was presented in Wang et al. (2020). However, due to the different constraints on the data properties, the sample analyzed in Wang et al. (2020) has only a few objects in common with both the training data and the resulting catalog discussed in the present paper. This discrepancy makes further comparison almost impossible.

Future works may include more extensive AGN classification based on training sets making use of SED templates or both SED templates and spectral features, which should allow
not only for the identification of AGN candidates, but also for making classifiers sensitive to chosen types of AGNs. In the present work, the main limitation is the spectroscopy based training sample, making the classifier predominantly sensitive to type I AGNs.

5. Summary

In the present work, several important results were achieved. From the perspective of the main aim of the project, it was possible to successfully reproduce the Lee et al. (2007) NIR+MIR AGN classification only with optical and NIR data. Both methods showed consistent results in NIR MIR space, but only 24% of objects in the final AGN candidate catalog was detected in MIR. Hence, the new method shows substantial improvement in the NEP AGN detection by preserving the effectiveness of the method in a much larger volume of available data. To obtain satisfying results, a large number of different model types were tested. It has shown that voting schemes, built on an ensemble of models, might improve classification results even when a small amount of training data are available. Additional tests of instance weightings showed that physically or geometrically motivated weights have a major impact on the classification performance; thus, further research in this field should be carried out.

The second iteration experiment pushed classification towards galactic locus, typically occupied by a large XAGN fraction. The result was a drastic increase of catalog contamination. Efficient AGN selection in this region is impossible with training data constructed from currently available spectroscopic and X-ray detections. A SED fitting analysis of training data showed a large amount of AGN which are not identified with spectroscopic observations. A SED fitting analysis of the output catalog of AGN candidates shows intermediate properties between the AGN and galaxy training samples in terms of the fracAGN and $\theta$. This might be caused both by contamination from high-z SFG or presence of AGN types that are not identified by SED fitting. There is a significant difference between SED-identified and spectroscopically identified AGNs – both selection methods trace different AGN classes. Thus, it is impossible to directly compare the performance of ML-based (trained on spectroscopical class labels) and SED-fitting based methods. This result shows also a possible way to overcome difficulties with AGN selection outside the AGN class center: Training sample augmentation with template-based objects might provide a classifier with crucial information about problematic regions of the feature space and extend the selection to other types of AGN.
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Table 6. SED fitting results calculated for training samples and obtained AGN candidates catalog in two photometric redshift $z_{\text{phot}}$ ranges (below and above $z_{\text{phot}} = 1.5$).

| Sample       | Size | $F_{\text{specz}}$ | $\Delta \text{frac}_{\text{specz}}$ | $\text{frac}_{\text{specz}}$ | C loss | P loss | $F_{\text{photz}}$ | $\Delta \text{frac}_{\text{photz}}$ | $\text{frac}_{\text{photz}}$ |
|--------------|------|--------------------|--------------------------------------|------------------------------|--------|--------|-------------------|--------------------------------------|-------------------------------|
| AGN training | 160  | 53%                | 6%                                   | 72%                          | 14%    | 11%    | 50%               | 5%                                   | 55%                           |
| AGN candidates | 27  | 44.0%              | 6%                                   | 83%                          | 22%    | 11%    | 33%               | 6%                                   | 55%                           |
| AGN training | 1249 | 13%                | 3%                                   | 29%                          | 3%     | 6%     | 16%               | 3%                                   | 20%                           |
| AGN candidates | 293 |                    |                                      |                              |        |        |                   |                                      |                               |

Notes. $F$ shows percentage of SED-identified AGN in sample (defined as $\text{frac}_{\text{specz}} > 0.2$) obtained using spectroscopic ($z_{\text{specz}}$) and photometric ($z_{\text{photz}}$) redshift respectively. $F_{\text{specz}}$ defines what fraction of SED-identified AGN (on the ground of spectroscopic or photometric redshifts) exhibit dominance of type-I AGN features ($\theta < 50^\circ$). The $\Delta \text{frac}$ is a median of AGN fraction parameter estimation uncertainty based on $z_{\text{specz}}$ and $z_{\text{photz}}$ respectively. Completeness loss (C loss) is the percentage of SED-identified AGN objects which lost AGN characteristic after switching from $z_{\text{specz}}$ to $z_{\text{photz}}$. Purity loss (P loss) is the percentage of objects falsely identified as AGN after switching from $z_{\text{specz}}$ to $z_{\text{photz}}$. The Size column corresponds to the number of objects in the sample.
Appendix A: Software

For the ML pipeline construction and performance analysis, SciPy (Virtanen et al. 2020), NumPy (Harris et al. 2020), Pandas (McKinney et al. 2010; Pandas Development team 2020), Scikit-learn (Pedregosa et al. 2011), and XGBoost (Chen & Guestrin 2016) python packages were used. Results visualization was done with Matplotlib (Hunter 2007) and Seaborn (Waskom & The Seaborn Development Team 2020) packages. SED fitting was performed via CIGALE (Boquien et al. 2019) software.

Appendix B: Metric values

This appendix presents details of the performance evaluation. Metric values presented in the Table B.1 refer to the main training (first iteration). The best classifier from this set was used for the creation of the final AGN candidates catalog. Table B.2 shows results from the second iteration experiment.

Table B.1. Metrics for the main training (first iteration).

| Classifier | F1  | Precision | Recall | PR AUC | bACC |
|------------|-----|-----------|--------|--------|------|
| Dummy classifier | 0.12 | 0.12 | 0.12 | 0.20 | 0.50 |
| Logistic regression: | | | | | |
| Non-balanced normal | 0.61 ± 0.06 | 0.75 ± 0.09 | 0.52 ± 0.07 | 0.65 ± 0.08 | 0.75 ± 0.04 |
| Class-balanced normal | 0.60 ± 0.05 | 0.49 ± 0.06 | 0.78 ± 0.07 | 0.66 ± 0.07 | 0.83 ± 0.03 |
| Non-balanced fuzzy error | 0.61 ± 0.05 | 0.75 ± 0.07 | 0.52 ± 0.07 | 0.66 ± 0.07 | 0.75 ± 0.03 |
| Class-balanced fuzzy error | 0.59 ± 0.05 | 0.48 ± 0.06 | 0.78 ± 0.07 | 0.64 ± 0.08 | 0.83 ± 0.03 |
| Non-balanced fuzzy distance | 0.64 ± 0.05 | 0.72 ± 0.07 | 0.57 ± 0.06 | 0.65 ± 0.07 | 0.77 ± 0.03 |
| Class-balanced fuzzy distance | 0.60 ± 0.06 | 0.49 ± 0.06 | 0.78 ± 0.07 | 0.65 ± 0.08 | 0.83 ± 0.03 |
| SVM: | | | | | |
| Non-balanced normal | 0.65 ± 0.06 | 0.75 ± 0.06 | 0.58 ± 0.08 | 0.61 ± 0.08 | 0.77 ± 0.04 |
| Class-balanced normal | 0.67 ± 0.05 | 0.63 ± 0.07 | 0.73 ± 0.06 | 0.65 ± 0.07 | 0.83 ± 0.03 |
| Non-balanced fuzzy error | 0.63 ± 0.06 | 0.74 ± 0.07 | 0.56 ± 0.08 | 0.61 ± 0.08 | 0.76 ± 0.04 |
| Class-balanced fuzzy error | 0.68 ± 0.05 | 0.64 ± 0.06 | 0.74 ± 0.07 | 0.65 ± 0.08 | 0.84 ± 0.03 |
| Non-balanced fuzzy distance | 0.67 ± 0.05 | 0.75 ± 0.07 | 0.60 ± 0.07 | 0.62 ± 0.08 | 0.79 ± 0.03 |
| Class-balanced fuzzy distance | 0.66 ± 0.05 | 0.60 ± 0.06 | 0.73 ± 0.05 | 0.64 ± 0.07 | 0.83 ± 0.03 |
| Random forest: | | | | | |
| Non-balanced normal | 0.66 ± 0.06 | 0.72 ± 0.08 | 0.61 ± 0.07 | 0.65 ± 0.09 | 0.79 ± 0.03 |
| Class-balanced normal | 0.64 ± 0.06 | 0.74 ± 0.07 | 0.57 ± 0.08 | 0.65 ± 0.08 | 0.77 ± 0.04 |
| Non-balanced fuzzy error | 0.66 ± 0.05 | 0.72 ± 0.06 | 0.62 ± 0.07 | 0.65 ± 0.07 | 0.79 ± 0.03 |
| Class-balanced fuzzy error | 0.64 ± 0.06 | 0.74 ± 0.08 | 0.57 ± 0.07 | 0.66 ± 0.08 | 0.77 ± 0.04 |
| Non-balanced fuzzy distance | 0.66 ± 0.05 | 0.73 ± 0.07 | 0.61 ± 0.07 | 0.65 ± 0.08 | 0.79 ± 0.03 |
| Class-balanced fuzzy distance | 0.64 ± 0.06 | 0.74 ± 0.09 | 0.57 ± 0.06 | 0.65 ± 0.08 | 0.77 ± 0.03 |
| Extremely randomized trees: | | | | | |
| Non-balanced normal | 0.66 ± 0.05 | 0.74 ± 0.07 | 0.60 ± 0.07 | 0.67 ± 0.07 | 0.78 ± 0.03 |
| Class-balanced normal | 0.65 ± 0.06 | 0.74 ± 0.07 | 0.59 ± 0.08 | 0.66 ± 0.08 | 0.78 ± 0.04 |
| Non-balanced fuzzy error | 0.64 ± 0.07 | 0.73 ± 0.08 | 0.59 ± 0.08 | 0.66 ± 0.08 | 0.78 ± 0.04 |
| Class-balanced fuzzy error | 0.64 ± 0.06 | 0.73 ± 0.07 | 0.58 ± 0.07 | 0.65 ± 0.08 | 0.78 ± 0.04 |
| Non-balanced fuzzy distance | 0.66 ± 0.06 | 0.75 ± 0.07 | 0.60 ± 0.07 | 0.66 ± 0.08 | 0.79 ± 0.04 |
| Class-balanced fuzzy distance | 0.65 ± 0.06 | 0.73 ± 0.08 | 0.59 ± 0.07 | 0.65 ± 0.08 | 0.78 ± 0.03 |
| XGBoost: | | | | | |
| Non-balanced normal | 0.67 ± 0.06 | 0.74 ± 0.07 | 0.62 ± 0.08 | 0.68 ± 0.08 | 0.79 ± 0.04 |
| Class-balanced normal | 0.68 ± 0.06 | 0.66 ± 0.08 | 0.69 ± 0.06 | 0.67 ± 0.08 | 0.82 ± 0.03 |
| Non-balanced fuzzy error | 0.66 ± 0.06 | 0.74 ± 0.08 | 0.60 ± 0.06 | 0.67 ± 0.07 | 0.78 ± 0.03 |
| Class-balanced fuzzy error | 0.68 ± 0.06 | 0.66 ± 0.07 | 0.70 ± 0.08 | 0.67 ± 0.08 | 0.82 ± 0.04 |
| Non-balanced fuzzy distance | 0.68 ± 0.06 | 0.74 ± 0.07 | 0.64 ± 0.08 | 0.68 ± 0.08 | 0.80 ± 0.04 |
| Class-balanced fuzzy distance | 0.68 ± 0.05 | 0.65 ± 0.07 | 0.72 ± 0.06 | 0.66 ± 0.08 | 0.83 ± 0.03 |
| Voting schemes: | | | | | |
| Stacked classifier | 0.66 ± 0.05 | 0.73 ± 0.08 | 0.61 ± 0.07 | 0.68 ± 0.08 | 0.79 ± 0.03 |
| Hard voter | 0.68 | 0.73 | 0.64 | — | 0.80 |
Table B.2. Metrics for the second iteration experiment.

| Classifier                        | F1      | Precision | Recall | PR AUC | bACC |
|-----------------------------------|---------|-----------|--------|--------|------|
| Dummy classifier                  | 0.04    | 0.04      | 0.05   | 0.06   | 0.50 |
| **Logistic regression:**          |         |           |        |        |      |
| Non-balanced normal               | 0.05 ± 0.09 | 0.18 ± 0.36 | 0.03 ± 0.06 | 0.20 ± 0.11 | 0.51 ± 0.03 |
| Class-balanced normal             | 0.24 ± 0.07 | 0.14 ± 0.05 | 0.73 ± 0.18 | 0.20 ± 0.10 | 0.75 ± 0.09 |
| Non-balanced fuzzy error          | 0.09 ± 0.09 | 0.17 ± 0.21 | 0.07 ± 0.08 | 0.19 ± 0.10 | 0.52 ± 0.04 |
| Class-balanced fuzzy error        | 0.17 ± 0.05 | 0.10 ± 0.03 | 0.80 ± 0.16 | 0.17 ± 0.09 | 0.71 ± 0.07 |
| Non-balanced fuzzy distance       | 0.07 ± 0.12 | 0.19 ± 0.32 | 0.05 ± 0.08 | 0.17 ± 0.09 | 0.52 ± 0.04 |
| Class-balanced fuzzy distance     | 0.27 ± 0.09 | 0.17 ± 0.07 | 0.68 ± 0.19 | 0.20 ± 0.10 | 0.74 ± 0.09 |
| **SVM:**                          |         |           |        |        |      |
| Non-balanced normal               | 0.02 ± 0.06 | 0.07 ± 0.23 | 0.01 ± 0.04 | 0.11 ± 0.07 | 0.50 ± 0.02 |
| Class-balanced normal             | 0.25 ± 0.08 | 0.16 ± 0.06 | 0.67 ± 0.16 | 0.17 ± 0.09 | 0.73 ± 0.08 |
| Non-balanced fuzzy error          | 0.06 ± 0.11 | 0.11 ± 0.19 | 0.05 ± 0.09 | 0.14 ± 0.08 | 0.52 ± 0.05 |
| Class-balanced fuzzy error        | 0.20 ± 0.08 | 0.12 ± 0.05 | 0.55 ± 0.18 | 0.20 ± 0.13 | 0.67 ± 0.09 |
| Non-balanced fuzzy distance       | 0.00 ± 0.02 | 0.00 ± 0.02 | 0.00 ± 0.01 | 0.08 ± 0.05 | 0.49 ± 0.006 |
| Class-balanced fuzzy distance     | 0.24 ± 0.07 | 0.16 ± 0.05 | 0.55 ± 0.15 | 0.15 ± 0.07 | 0.69 ± 0.07 |
| **Random forest:**                |         |           |        |        |      |
| Non-balanced normal               | 0.01 ± 0.05 | 0.02 ± 0.08 | 0.01 ± 0.04 | 0.18 ± 0.09 | 0.50 ± 0.02 |
| Class-balanced normal             | 0.08 ± 0.14 | 0.23 ± 0.39 | 0.05 ± 0.09 | 0.23 ± 0.15 | 0.52 ± 0.05 |
| Non-balanced fuzzy error          | 0.02 ± 0.07 | 0.03 ± 0.12 | 0.01 ± 0.07 | 0.20 ± 0.11 | 0.50 ± 0.04 |
| Class-balanced fuzzy error        | 0.08 ± 0.13 | 0.23 ± 0.36 | 0.05 ± 0.08 | 0.24 ± 0.12 | 0.52 ± 0.04 |
| Non-balanced fuzzy distance       | 0.00 ± 0.03 | 0.01 ± 0.07 | 0.00 ± 0.02 | 0.18 ± 0.10 | 0.50 ± 0.01 |
| Class-balanced fuzzy distance     | 0.11 ± 0.13 | 0.32 ± 0.40 | 0.07 ± 0.09 | 0.25 ± 0.12 | 0.53 ± 0.04 |
| **Extremely randomized trees:**  |         |           |        |        |      |
| Non-balanced normal               | 0.0 ± 0.0  | 0.0 ± 0.0  | 0.0 ± 0.0  | 0.23 ± 0.12 | 0.499 ± 0.002 |
| Class-balanced normal             | 0.0 ± 0.02 | 0.0 ± 0.05 | 0.0 ± 0.01 | 0.24 ± 0.13 | 0.50 ± 0.01 |
| Non-balanced fuzzy error          | 0.0 ± 0.0  | 0.0 ± 0.0  | 0.0 ± 0.0  | 0.24 ± 0.11 | 0.498 ± 0.003 |
| Class-balanced fuzzy error        | 0.0 ± 0.0  | 0.0 ± 0.0  | 0.0 ± 0.0  | 0.24 ± 0.14 | 0.499 ± 0.002 |
| Non-balanced fuzzy distance       | 0.0 ± 0.0  | 0.0 ± 0.0  | 0.0 ± 0.0  | 0.24 ± 0.13 | 0.499 ± 0.002 |
| Class-balanced fuzzy distance     | 0.0 ± 0.0  | 0.0 ± 0.0  | 0.0 ± 0.0  | 0.22 ± 0.11 | 0.499 ± 0.002 |
| **XGBoost:**                      |         |           |        |        |      |
| Non-balanced normal               | 0.06 ± 0.11 | 0.16 ± 0.31 | 0.04 ± 0.08 | 0.20 ± 0.11 | 0.52 ± 0.04 |
| Class-balanced normal             | 0.26 ± 0.11 | 0.23 ± 0.11 | 0.33 ± 0.15 | 0.23 ± 0.11 | 0.63 ± 0.07 |
| Non-balanced fuzzy error          | 0.07 ± 0.11 | 0.15 ± 0.25 | 0.05 ± 0.08 | 0.17 ± 0.09 | 0.52 ± 0.04 |
| Class-balanced fuzzy error        | 0.23 ± 0.11 | 0.18 ± 0.10 | 0.34 ± 0.16 | 0.20 ± 0.10 | 0.63 ± 0.08 |
| Non-balanced fuzzy distance       | 0.08 ± 0.12 | 0.26 ± 0.41 | 0.048 ± 0.08 | 0.26 ± 0.12 | 0.52 ± 0.04 |
| Class-balanced fuzzy distance     | 0.29 ± 0.12 | 0.25 ± 0.11 | 0.37 ± 0.16 | 0.24 ± 0.11 | 0.65 ± 0.08 |

Voting Schemes:

| Schemes     | F1      | Precision | Recall | PR AUC | bACC |
|-------------|---------|-----------|--------|--------|------|
| Hard voter  | 0.26    | 0.16      | 0.59   | —      | 0.71 |
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