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Abstract—Recently there has been significant interest around designing specialized RDF engines, as traditional query processing mechanisms incur orders of magnitude performance gaps on many RDF workloads. At the same time researchers have released new worst-case optimal join algorithms which can be asymptotically better than the join algorithms in traditional engines. In this paper we apply worst-case optimal join algorithms to a standard RDF workload, the LUBM benchmark, for the first time. We do so using two worst-case optimal engines: (1) LogicBlox, a commercial database engine, and (2) EmptyHeaded, our prototype research engine with enhanced worst-case optimal join algorithms. We show that without any added optimizations both LogicBlox and EmptyHeaded outperform two state-of-the-art specialized RDF engines, RDF-3X and TripleBit, by up to 6x on cyclic join queries—the queries where traditional optimizers are suboptimal. On the remaining, less complex queries in the LUBM benchmark, we show that three classic query optimization techniques enable EmptyHeaded to compete with RDF engines, even when there is no asymptotic advantage to the worst-case optimal approach. We validate that our design has merit as EmptyHeaded outperforms MoneDB by three orders of magnitude and LogicBlox by two orders of magnitude, while remaining within an order of magnitude of RDF-3X and TripleBit.

I. INTRODUCTION

The volume of Resource Description Framework (RDF) data from the Semantic Web has grown exponentially in the past decade [13], [18]. RDF data is a collection of Subject-Predicate-Object triples that form a complex and massive graph that traditional query mechanisms do not handle efficiently [13], [14]. As a result, there has been significant interest in designing specialized engines for RDF processing [7], [12], [14], [18]. These specialized engines accept the SPARQL query language and build several indexes (> 10) over the Subject-Predicate-Object triples to process RDF workloads efficiently [14], [18]. In contrast, the natural way of storing RDF data in a traditional relational engine is to use triple tables [14] or vertically partitioned column stores [2], but these techniques can be three orders of magnitude slower than specialized RDF engines [14]. The goal of this paper is to reexamine the performance difference between specialized RDF engines and general-purpose relational engines with a new class of worst-case optimal join algorithms.

Recent database theory has shown that Selinger-style join optimizers [6], used inside of both traditional relational engines and specialized RDF engines, can be asymptotically suboptimal due to their computation of joins in a pairwise fashion [15]. In fact, on cyclic queries, which can be the bottleneck queries in standard RDF benchmarks [10], any pairwise relational plan is provably worse asymptotically. For example, both RDF and traditional relational engines execute the “triangle listing” query, found in the standard LUBM RDF benchmark [10], in time \( O(N^{3/2}) \), where \( N \) is the number of tuples in the input relation. Any traditional query plan takes \( \Omega(N^2) \) and is thus suboptimal by a factor of \( \sqrt{N} \). Fortunately, recent database theory has suggested new multi-way style join algorithms that solve arbitrary join patterns with a series of set intersections and loops to guarantee worst-case optimality [15].

These new worst-case optimal join algorithms can support rich applications as shown by the LogicBlox engine [5] which is the first commercial database engine to use a worst-case optimal join algorithm. In fact, on the aforementioned cyclic queries, where worst-case optimal join algorithms have an asymptotic advantage, LogicBlox can be 18x faster than traditional relational engines and 4x faster than specialized RDF engines (see Section IV). Nevertheless, LogicBlox does not come with fully optimized query plans or indexes. Thus, LogicBlox can be two orders of magnitude slower than specialized engines on queries where they do not have an asymptotic advantage (see Section IV). This leaves open the question of whether worst-case optimal join algorithms are practically beneficial across RDF workloads— or whether there is a fundamental inefficiency in this style of engine for some RDF patterns. The key question we ask is to what extent can these new worst-case optimal join algorithms achieve performance comparable to that of the specialized RDF engines?

To answer this question, we use EmptyHeaded [3], our prototype worst-case optimal engine designed around recent advancements in join processing [11]. EmptyHeaded uses query compilation techniques and optimized data layouts that are both different from those in LogicBlox’s original design. To determine the performance gap between worst-case optimal engines and state-of-the-art specialized RDF engines, we compare LogicBlox and EmptyHeaded against RDF-3X [14] and TripleBit [18] on the entire LUBM benchmark [10].

We find that by adding three classical (and simple) query processing optimizations to EmptyHeaded, we are able to consistently achieve performance within an order of magnitude of specialized RDF engines, while sometimes outperforming them. The first optimization we consider is optimized index layouts for the worst-case optimal join algorithm. This optimization provides up to a 8x speedup on simple RDF patterns with high selectivity. The second optimization we consider is pushing down selections in our query plans. This can enable up to a 234x speedup on RDF patterns with high selectivity. Finally, our third optimization is pipelining intermediate results across nodes in our query plan. This can provide up to a 4x performance improvement. In general, we find these three
classical optimizations to be necessary for worst-case optimal join algorithms to compete with specialized RDF engines.

Our contributions are as follows:

- We are the first to benchmark engines with a worst-case optimal join algorithm on a standard RDF workload. We show that on cyclic join queries, the bottleneck queries in the LUBM benchmark, that a worst-case optimal design outperforms both specialized and traditional data processing engines by up to 6x without any added optimizations.

- We map three classic query optimizations to a worst-case optimal engine: (1) optimized index layouts, (2) pushing down selections, and (3) pipelining intermediate results. We show that these optimizations improve performance by over two orders of magnitude and allow EmptyHeaded to become competitive with TripleBit and RDF-3X on simple acyclic queries with high selectivity.

- We validate that EmptyHeaded consistently outperforms traditional relational engines and existing worst-case optimal engines while remaining competitive with specialized RDF engines. Our performance can be two orders of magnitude better than the traditional relational design of MonetDB, an order of magnitude better than LogicBlox, and within an order of magnitude of TripleBit and RDF-3X.

We hope our work serves as a feasibility study, validating that worst-case optimal join algorithms have merit and can serve as an improvement over the traditional querying processing mechanisms used in common RDF workloads (in some cases more than others).

II. BACKGROUND

The EmptyHeaded engine works in three phases: (1) the query compiler translates a high-level datalog-like query into a logical query plan, (2) code is generated for the execution engine by translating the GHD into a series of set intersections and loops; and (3) the execution engine performs automatic algorithmic and layout decisions.

For completeness, we summarize the design points of the EmptyHeaded engine necessary to understand the added optimizations in Section III. We present these results informally and refer the reader to Aberger et al. [3] for a complete survey. We recapitulate the data representation, worst-case optimal join algorithm, and query plans used inside of EmptyHeaded.

A. Data Representation

EmptyHeaded stores all relations (input and output) using tries, which are multi-level data structures common in column stores and graph engines [16, 17]. The tries in EmptyHeaded currently support sets containing 32-bit values stored using either (1) an unsigned integer array or (2) a bitset layout.

B. Worst-Case Optimal Joins

The generic worst-case optimal join algorithm serves as the foundation for the join algorithms used in the LogicBlox and EmptyHeaded engines. The generic worst-case optimal join can be asymptotically better than any pairwise join plan. As an example, consider query 2 in the LUBM benchmark [10]:

\[
\text{undergraduateDegreeFrom}(x, y) \bowtie \text{memberOf}(x, z) \bowtie \text{subOrganizationOf}(z, y) \\
\bowtie \text{type}(x, \text{a} = \text{GraduateStudent'}) \\
\bowtie \text{type}(y, \text{b} = \text{'University'}) \\
\bowtie \text{type}(z, \text{c} = \text{'Department'})
\]

This query contains the following cyclic subquery which forms a triangle pattern:

\[
\text{undergraduateDegreeFrom}(x, y) \bowtie \text{memberOf}(x, z) \\
\bowtie \text{subOrganizationOf}(z, y)
\]

On this cyclic subquery, the generic worst-case optimal join algorithm runs in a time proportional to the maximum number of tuples that could be output. Assuming the three relations

\[1\text{The size of an AVX register.}\]
Definition 1. Let $H$ be a hypergraph. A generalized hypertree decomposition (GHD) of $H$ is a triple $D = (T, \chi, \lambda)$, where:

- $T(V(T), E(T))$ is a tree
- $\chi : V(T) \rightarrow 2^V(H)$ is a function associating a set of vertices $\chi(t) \subseteq V(H)$ to each node $t$ of $T$
- $\lambda : V(T) \rightarrow 2^E(H)$ is a function associating a set of hyperedges to each node $t$ of $T$

such that the following properties hold:

1. For each $e \in E(H)$, there is a node $t \in V(T)$ such that $e \subseteq \chi(t)$.

C. Query Plans

EmptyHeaded uses GHDs to represent the query plans. GHDs enable optimizations such as pushing down selections, pushing down projections, and early aggregation that engines based solely on the generic worst-case optimal join algorithm are unable to capture. We briefly summarize how GHDs are used in EmptyHeaded. For a more detailed discussion we refer the reader to Aberger et al. [1].

Algorithm 1 Generic Worst-Case Optimal Join Algorithm

1. // Input: Hypergraph $H = (V, E)$, and a tuple $t$.
2. Generic-Join($V, E, t$):
3.     if $|V| = 1$ then return $\cap_{e \in E} R_e[t]$
4.     $I \leftarrow \{v_1\}$ // the first attribute in $V$
5.     $Q \leftarrow \emptyset$ // the return value
6.     // Intersect all relations that contain $v_1$
7.     // Only those tuples that agree with $t$.
8.     for every $t_v \in \cap_{e \in E : e \ni v} \pi_{t}(R_e[t])$ do
9.         $Q_t \leftarrow$ Generic-Join($V - I, E, t :: t_v$)
10.        $Q \leftarrow Q \cup \{t_v\} \times Q_t$
11.    return $Q$

are all of size $N$, the worst-case output size is $O(N^{3/2})$ here, whereas, any pairwise plan has a worst-case runtime $\Omega(N^2)$. The generic worst-case optimal join algorithm is presented in Algorithm [1]

In fact, for any join query, the generic worst-case optimal join algorithm’s execution time can be upper bounded by the Atserias, Grohe, and Marx (AGM) bound [8]. This can be easily computed when the query is represented as a hypergraph. A hypergraph is a pair $H = (V, E)$ consisting of a nonempty set $V$ of vertices, and a set $E$ of subsets of $V$, the hyperedges of $H$. There is a vertex for each attribute of the query and a hyperedge for each relation. Now, fix a hypergraph $H$. The AGM bound tells us that the output size is upper bounded by

$$\prod_{e \in E} |R_e|^{x_e}$$

under the constraints

$$\forall v \in V, \sum_{e \in E : e \ni v} x_e \geq 1$$
$$\forall e \in E, x_e \geq 0$$

To get the tightest bound, we would like to minimize $\prod_{e \in E} |R_e|^{x_e}$, subject to those constraints.

III. Classic Optimizations

The LUBM benchmark contains several queries with acyclic join patterns and equality selections with high selectivity, a class of queries that was not considered in the original EmptyHeaded design. As such, we found it necessary to add three classic query optimization techniques to our worst-case optimal design to enable high performance on this class of queries: (1) optimized index layouts, (2) pushing down selections, and (3) pipelining results in our query plan. We describe briefly how each optimization maps to worst-case optimal join algorithms and demonstrate that these optimizations can have over a two orders of magnitude performance improvement on the overall query execution time.

2. For each $v \in V(H)$, the set $\{t \in V(T) | v \in \chi(t)\}$ is connected in $T$.
3. For every $t \in V(T)$, $\chi(t) \subseteq \cup \lambda(t)$.
4. For every $t \in V(T)$, $\chi(t) \subseteq \cup_{e \in \lambda(t)} e$.

Using GHDs, we can define a non-trivial cardinality estimate based on the sizes of the relations. Define $Q_t$ as the query formed by joining the relations in $\lambda(t)$. The (fractional) width of a GHD is $AGM(Q_t)$, which is an upper bound on the number of tuples returned by $Q_t$. The fractional hypertree width (fhw) of a hypergraph $H$ is the minimum width of all GHDs of $H$. EmptyHeaded chooses the GHD with the lowest fhw and smallest height by enumerating all possible GHDs. For example, the GHD that is chosen for query 2 of the LUBM benchmark is shown in Figure 2 and has a fhw of 1.5.

After choosing a GHD, EmptyHeaded needs to also choose a global attribute order. This determines the order of the attributes in each trie as well as the order in which attributes are processed in the generic worst-case optimal join algorithm. We choose the global attribute order by doing a breadth-first traversal of the GHD; attributes seen earlier in the traversal are earlier in the order. We also apply some heuristics, described in Section III-B1, to better order high selectivity attributes.

Finally, during execution we perform two passes over the GHD. First, the GHD is traversed in a bottom-up fashion where Algorithm [1] executes over each node in the GHD and children pass intermediate results up to their parents. Second, if necessary, we traverse the GHD in a top-down fashion where we use a message passing algorithm [20] to materialize the final result.

IV. Conclusion
TABLE I: Relative speedup of each optimization on selected LUBM queries with 133 million triples. +Layout refers to EmptyHeaded when using multiple layouts versus solely a unsigned integer array (index layout). +Attribute refers to reordering attributes with selections within a GHD node. +GHD refers to pushing down selections across GHD nodes in our query plan. +Pipelining refers to pipelining intermediate results in a given query plan. "-" means the optimization has no effect on the given query.

A. Index Layout

The impact of various index layouts on predicate selections is a well-researched and empirically solved problem in classic join optimizers [1], [4]. It is relatively straightforward to apply similar optimizations to the design in EmptyHeaded. Recall that in EmptyHeaded a single trie is analogous to a single index in a standard database. Therefore, EmptyHeaded performs an equality selection by checking whether a set in the trie contains a value. For the bitset layout we can do this lookup in constant time. For the unsigned integer layout, this is done in O(log n) using a binary search. As shown in the +Layout column in Table I, the mixed layouts can provide up to a 234.49x performance increase over solely the unsigned integer layout on simple queries with equality selections. Correspondingly, we would like the attributes with equality selections to appear first in the trie, since the first level of each trie is usually dense and therefore best represented as a bitmap. Next, we describe how we ensure this by reordering attributes within GHD nodes to push down selections.

B. Pushing Down Selections

A classic database optimization is to force high selectivity operations to be processed as early as possible in a query plan [19]. In EmptyHeaded we can do this at two different granularities in our query plans: within GHD nodes and across GHD nodes.

1) Within a Node: In EmptyHeaded pushing down selections within a GHD node corresponds to rearranging the attribute order for the generic worst-case optimal join algorithm that we described in Section II. Recall, the attribute order determines both the order that attributes are processed in Algorithm 1 and the order in which the attributes will appear in the trie.

Example 1. Consider LUBM query 14 where the relation R contains the attributes \( \{a, x\}\):

\[
\text{select } x \text{ from } R \text{ where } a = 'University'
\]

For this trivial query we produce a single node GHD containing attributes \( \{a, x\}\). A attribute ordering of \( \{x, a\}\) in this node means that \( 'x' \) is the first level of the trie and \( 'a' \) is the second level of the trie. Thus, EmptyHeaded would execute this query by probing the second level of the trie for each \( 'x' \) attribute to determine if there was a corresponding \( 'a' \) value of \( 'University' \). This is much less efficient than selecting the attribute ordering of \( \{a, x\}\), where EmptyHeaded can simply perform a lookup in the first level of the trie (to find if an \( 'a' \) value of \( 'University' \) exists) and, if successful, return the corresponding second level as the result.

This same optimization holds for more complex queries, such as LUBM query 2 (Figure 2), where the attribute ordering we select is \( \{a, b, c, x, y, z\}\). We show in the +Attribute column of Table I that forcing the attributes with selections or small initial cardinalities to come first can enable an up to 234.49x performance increase.

2) Across Nodes: Pushing down selections across nodes in EmptyHeaded’s query plans corresponds to changing the criteria for choosing a GHD described in Section II. Our goal is to have high selectivity or low-cardinality nodes be pushed down as far as possible in the GHD (so that they are executed earlier in our bottom-up pass). We accomplish this by adding three additional steps to our GHD optimizer:

1) Find optimal GHDs \( T \) with respect to fhw, changing \( V \) in the AGM constraint to be only the attributes without selections.

2) Let \( R_a \) be some relations with selections and let \( R_t \) be the relations that we plan to place in a subtree. If for each \( e \in R_a \), there exists \( e' \in R_t \) such that \( e' \) covers \( e \)’s unselected attributes, include \( R_a \) in the subtree for \( R_t \). This means that we may duplicate some members of \( R_a \) to include them in multiple subtrees.

3) Of the GHDs \( T \), choose a \( T \in T \) with maximal selection depth, where selection depth is the sum of the distances from selections to the root of the GHD.

\( ^2 \)Recall EmptyHeaded executes a GHD query plan in two phases: (1) the generic worst-case optimal join algorithm runs inside of each node in the GHD and (2) the final result is computed by passing intermediate results across nodes. The phases directly correspond to the two granularities at which we push down selections.

\( ^3 \)Note: for the remainder of the paper (\()\) denotes an unordered set of attributes while [\( ]\) denotes an ordered list of attributes.
Example 2. Consider the acyclic join pattern for LUBM query 4 containing high selectivity attributes \( (a,b) \):
\[
R(x,y) \bowtie S(x,a) \bowtie T(x,b) \bowtie U(x,y) \bowtie V(x,y)
\]

Figure 3 shows two possible GHDs for this query. The GHD on the left is the one produced without using the three steps above. This GHD does not filter out any intermediate results across potentially high selectivity nodes when results are first passed up the GHD. The GHD on the right uses the three steps above. Here the nodes with attributes \('a'\) and \('b'\) are below all other nodes in the GHD, ensuring that high selectivity attributes are processed early in the query plan.

C. Pipelining

Finally, pipelining is a classic query optimization used to reduce the size of materialized intermediate results in a query plan [19]. We add a simple rule such that the root node of a GHD can be pipelined with one child node in EmptyHeaded:

Definition 2. Given a GHD \( T \), we say \((t_0, t_1) \in V(T) \times V(T)\) are pipelineable if \(t_0 \neq t_1\) and \(\chi(t_0) \cap \chi(t_1)\) is a prefix of the trie orders for both \(t_0\) and \(t_1\).

Example 3. Consider the following query pattern from LUBM query 8 over relation \( R \) with attributes \((x,y)\) and relation \( S \) with attributes \((x,z)\):

\[
\text{select } x, y, z \text{ from } R, S \text{ where } R.x = S.x
\]

The GHD EmptyHeaded produces for this query contains two nodes with respective ordered attributes \([x,y]\) (root \(t_0\)) and \([x,z]\) (child \(t_1\)). By definition this GHD is pipelineable as the nodes share the common prefix ‘\(x\)’.

On LUBM query 8 we found that pipelining results between nodes with materialized attributes provided up to a 4.67x performance advantage as shown in the +Pipelining column of Table I. Unfortunately, the impact of pipelining is negligible on most LUBM queries as the number of output attributes is often small and so are the intermediate cardinalities.

IV. Experiments

We benchmark a standard relational engine, two worst-case optimal join engines, and two state-of-the-art specialized RDF engines on the LUBM RDF benchmark. We select MonetDB as the classical relational data processing engine baseline, LogicBlox and EmptyHeaded as the worst-case optimal engine baselines, and RDF-3X and TripleBit as the specialized RDF engine baselines. Our comparison shows that EmptyHeaded and LogicBlox’s designs outperform all other engines on cyclic queries, where, again, pairwise joins are suboptimal. On the remaining queries we show how EmptyHeaded remains competitive with the specialized RDF engines due to our addition of the three classical database optimizations described in Section III.

A. Experiment Setup

We describe the details of our experimental setup.

1) LUBM Benchmark: The LUBM benchmark is a standard RDF benchmark with a synthetic data generator [10]. The data generator produces RDF data representing a university system ontology. We generated 133 million triples for the comparisons in this section. The LUBM benchmark contains complex multiway star join patterns as well as two cyclic queries with triangle patterns. We run the complete LUBM benchmark while removing the inference step for each query. This is standard in benchmarking comparisons [7], [18]. We omit queries 6 and 10, since without the inference step, they correspond to other queries in the benchmark.

2) Comparison Engines: We describe the specialized RDF engines (TripleBit and RDF-3X) and general purpose relational engines (MonetDB and LogicBlox) with which we compare.

RDF Engines: We compare against RDF-3X v0.3.8 and TripleBit, two high performance shared memory RDF engines. TripleBit [18] and RDF-3X [14] have been shown to consistently outperform traditional column and row store databases [14], [18]. RDF-3X is a popular and established RDF engine which performs well across a variety of SPARQL queries. RDF-3X builds a full set of permutations on all triples and uses selectivity estimates to choose the best join order. TripleBit [18] is a more recent RDF engine which uses a sophisticated matrix representation and has been shown to compete with and often outperform RDF-3X on a range of RDF queries on larger scale data. TripleBit reduces the size of the data and indexes through two auxiliary data structures to minimize the cost of index selection during query evaluation. Both engines use optimizers that generate optimal join orderings.

Relational Engines: We also provide comparisons to MonetDB (Jul2015-SP1 release) and LogicBlox v4.3.4 which are two general purpose relational engines. MonetDB is a popular open source column store database whose performance has been shown to outperform row store designs, such as PostgreSQL, by orders of magnitude on RDF workloads [14]. LogicBlox is a commercial database engine that uses a worst-case optimal join algorithm similar to that inside of the EmptyHeaded engine. For all relational engines, including EmptyHeaded, we store and process the RDF data in a vertically partitioned manner as this has been shown to be superior to storing the data as triples [2], [14]. Vertical partitioning is the process of grouping the triples by their predicate name, with all triples sharing the same predicate name being stored under a table denoted by the predicate name [2].

3) Experimental Setting: We ran all experiments on a single machine with a total of 48 cores on four Intel Xeon E5-4657L v2 CPUs and 1 TB of RAM. We compiled the C++ engines (RDF-3X, TripleBit, EmptyHeaded) with g++ 4.9.3 (-O3). For all engines, we chose buffer sizes and heap sizes that were at least an order of magnitude larger than the dataset itself to avoid garbage collection. For all engines, we put the database files in /tmpfs, a RAM disk, which is a standard resource to use when comparing in-memory engines to databases [12]. For MonetDB, we explicitly built indexes on each column and each pair of columns as well as histograms over each relation (with the ANALYZE command).

4) Metrics: For each query we measure the wall clock time of the engine to complete the query. We do not measure the time for data loading, index creation, or query output for each
Our work shows that worst-case optimal join algorithms can provide up to a 6x performance advantage on bottleneck cyclic RDF queries when compared to the join algorithms used inside of both specialized RDF engines and traditional databases. On simple acyclic queries, we show how three classic database optimizations can be added to a generic worst-case optimal join processing engine to enable sufficient performance on simple acyclic RDF queries. We hope our work serves as a feasibility study, validating that worst-case optimal join algorithms can benefit common RDF workloads.
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| Query | Best | EH | TripleBit | RDF-3X | MonetDB | LogicBlox |
|-------|------|----|-----------|--------|---------|-----------|
| Q1    | 4.00 | 1.51x | 3.45x | **1.00x** | 174.58x | 8.62x     |
| Q2    | 973.95 | **1.00x** | 2.38x | 1.92x | 8.79x | 1.52x     |
| Q3    | 0.47 | 1.00x | 92.61x | 8.44x | 283.37x | 83.41x     |
| Q4    | 3.39 | 4.62x | 1.00x | 1.77x | 2093.78x | 116.32x    |
| Q5    | 0.44 | 1.00x | 99.21x | 9.15x | 303.11x | 81.44x     |
| Q7    | 6.00 | 3.18x | 8.53x | **1.00x** | 573.33x | 6.52x     |
| Q8    | 78.50 | 9.83x | 1.00x | 3.07x | 206.62x | 5.03x     |
| Q9    | 581.37 | **1.00x** | 3.53x | 6.63x | 24.29x | 1.35x     |
| Q11   | 0.45 | 1.00x | 6.07x | 11.03x | 58.63x | 73.76x     |
| Q12   | 3.05 | 2.22x | **1.00x** | 7.86x | 118.94x | 50.23x     |
| Q13   | 0.87 | 1.00x | 48.90x | 35.49x | 86.18x | 102.77x    |
| Q14   | 3.00 | 1.90x | 54.47x | **1.00x** | 313.47x | 325.02x    |

TABLE II: Runtime in milliseconds for best performing system and relative runtime for each engine on the LUBM benchmark with 133 million triples. EH denotes the EmptyHeaded engine.

B. End-to-End Comparison

LUBM queries 2 and 9 are the two cyclic queries that contain a triangle pattern. Unsurprisingly, here LogicBlox outperforms specialized engines by 3-5x and MonetDB by 17.96x (Table I) due to the asymptotic advantage of worst-case optimal join algorithms. On these queries EmptyHeaded is 1.5x faster than LogicBlox due to our set layouts, which are designed for single-instruction multiple data parallelism [7]. In general, our speedup over LogicBlox is more modest here than on previously reported cyclic graph patterns [3] due to the presence of high selectivity selections.

On acyclic queries with high selectivity, EmptyHeaded also competes with the specialized RDF engines. On simple acyclic queries with selections (LUBM 1,3,5,11,13,14), EmptyHeaded is able to provide covering indexes, like the specialized engines, using only our trie data structure and the attribute order we described in Section III-B. Therefore EmptyHeaded maintains competitive performance with RDF-3X and TripleBit (Table I). On more complex acyclic queries with selections (LUBM 7,8,12), RDF-3X and TripleBit observe a performance advantage over EmptyHeaded due to their sophisticated cost-based query optimizers which combine selectivity estimates and join order (Table I). Our optimizations from Section III can provide up to a 4x performance improvement here, but more sophisticated optimizations are needed to outperform the specialized engines. Finally, on LUBM query 8 we observe a performance slowdown when compared to LogicBlox. This is due to expensive reallocations that occur within the EmptyHeaded engine. When removing allocations, we observed that EmptyHeaded’s performance for query 8 was equivalent to that of RDF-3X. We hope to add these further optimizations to the EmptyHeaded engine in the future.
APPENDIX

A. Related Work

Our work extends previous research on three distinct types of data processing engines: specialized RDF engines, traditional relational engines, and worst-case optimal engines.

Pairwise Engines: The most straightforward way to store RDF data in a traditional general purpose RDBMS is to store all Subject-Predicate-Object triples in a 3-column table, called the triple table [14], where each row holds a triple. Unfortunately, querying a triple table with millions of rows is rarely optimal. For example, many RDF queries involve self-joins and a huge triple table complicates both selectivity estimations and increases the time for simple operations such as scans [2], [13]. Another approach, vertical partitioning, stores RDF data in many two-column tables, one for each unique predicate [2]. Like storing a triple table, this approach can be used in either row-oriented or column-oriented databases. In this paper we show for the first time that it can be naturally mapped to worst-case optimal databases as well.

RDF Engines: Two of the most popular specialized RDF engines are RDF-3X and TripleBit. Both accept queries in the SPARQL query language and have been shown to significantly outperform traditional relational engines. RDF-3X creates a full set of subject-predicate-object indexes by building clustering B+ trees on all six permutations of the triples [14]. RDF-3X also maintains nine aggregate indexes, which include all six binary and all three unary projections. Each index provides some selectivity estimates and the aggregate indexes are used to select the fastest index for a given query. In the TripleBit engine, RDF triples are represented using a compact matrix representation [18]. TripleBit also stores two auxiliary index structures and two binary aggregate indexes to use the selectivity estimation of query patterns to select the most effective indexes, minimize the number of indexes needed, and determine the query plan. Like EmptyHeaded, both RDF-3X and TripleBit use dictionary encoding.

Multi-Way Engines: The first worst-case optimal join algorithm was recently derived [15]. The LogicBlox (LB) engine [5] is the first commercial database engine to use a worst-case optimal algorithm. Recent theoretical advances [11] have suggested worst-case optimal join processing is applicable beyond standard join pattern queries. We continue in this line of work, applying worst-case optimal algorithms to a standard RDF workload.

B. LUBM Queries

We provide the SPARQL syntax used for each query run in this paper as well as the output cardinality of each query run with 133 million triples produced by the LUBM data generator.

All queries include the following prefixes:

```
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://www.1chigh.edu/~zhp2/2004/0401/univ-bench.owl#>
```

**Query 1**: 4 tuples

```
SELECT ?X
WHERE{
  ?X rdf:type ub:GraduateStudent .
}
```

**Query 2**: 2,528 tuples

```
SELECT ?X ?Y ?Z
WHERE{
  ?X rdf:type ub:GraduateStudent .
  ?Y rdf:type ub:University .
  ?Z rdf:type ub:Department .
  ?X ub:memberOf ?Z .
  ?Z ub:subOrganizationOf ?Y .
  ?X ub:undergraduateDegreeFrom ?Y .
}
```

**Query 3**: 6 tuples

```
SELECT ?X
WHERE{
  ?X rdf:type ub:Publication .
  ?X ub:publicationAuthor <http://www.Department0.University0.edu/AssistantProfessor0> .
}
```

**Query 4**: 14 tuples

```
SELECT ?X ?Y1 ?Y2 ?Y3
WHERE{
  ?X rdf:type ub:AssociateProfessor .
  ?X ub:worksFor <http://www.Department0.University0.edu> .
  ?X ub:name ?Y1 .
  ?X ub:emailAddress ?Y2 .
  ?X ub:telephone ?Y3 .
}
```

**Query 5**: 532 tuples

```
SELECT * (SELECT ?X ?Y)
WHERE{
  ?X rdf:type ub:UndergraduateStudent .
  ?Y rdf:type ub:Course .
  ?X ub:takesCourse ?Y .
  <http://www.Department0.University0.edu/AssistantProfessor0> ub:teacherOf ?Y .
}
```

**Query 7**: 59 tuples

```
SELECT ?X ?Y
WHERE{
  ?X rdf:type ub:UndergraduateStudent .
  ?Y rdf:type ub:Course .
  ?X ub:subOrganizationOf <http://www.University.edu> .
  ?X ub:emailAddress ?Y .
}
```

**Query 8**: 5,916 tuples

```
SELECT ?X ?Y ?Z
WHERE{
  ?X rdf:type ub:UndergraduateStudent .
  ?Y rdf:type ub:Department .
  ?Y ub:memberOf ?Z .
  ?Z ub:subOrganizationOf <http://www.University.edu> .
  ?X ub:advisor ?Z .
  ?X ub:teacherOf ?Y .
  ?X ub:takesCourse ?Y .
}
```

**Query 9**: 44,021 tuples

```
SELECT ?X ?Y ?Z
WHERE{
  ?X rdf:type ub:ResearchGroup .
  ?X ub:memberOf <http://www.University.edu> .
  ?X ub:advisor ?Z .
  ?Z ub:subOrganizationOf <http://www.University.edu> .
  ?X ub:teacherOf ?Y .
}
```

**Query 11**: 0 tuples

```
SELECT *
WHERE{
  ?X rdf:type ub:ResearchGroup .
  ?X ub:memberOf <http://www.University.edu> .
  ?X ub:advisor ?Z .
  ?Z ub:subOrganizationOf <http://www.University.edu> .
  ?X ub:teacherOf ?Y .
  ?X ub:takesCourse ?Y .
}
```
**Query 12:** 125 tuples

```
SELECT ?X ?Y
WHERE{
  ?X rdf:type ub:FullProfessor.
  ?Y rdf:type ub:Department.
  ?X ub:worksFor ?Y.
  ?Y ub:subOrganizationOf <http://www.University0.edu>}
```

**Query 13:** 2,489 tuples

```
SELECT ?X
WHERE{
  ?X rdf:type ub:GraduateStudent.
  ?X ub:undergraduateDegreeFrom <http://www.University567.edu>}
```

**Query 14:** 7,924,765 tuples

```
SELECT ?X
WHERE { ?X rdf:type ub:UndergraduateStudent}
```