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ABSTRACT

End-to-end learning-based video compression has made steady progress over the last several years. However, unlike learning-based image coding, which has already surpassed its handcrafted counterparts, learning-based video coding still has some ways to go. In this paper we present learned conditional coding modes for video coding (LCCM-VC), a video coding model that achieves state-of-the-art results among learning-based video coding methods. Our model utilizes conditional coding engines from the recent conditional augmented normalizing flows (CANF) pipeline, and introduces additional coding modes to improve compression performance. The compression efficiency is especially good in the high-quality/high-bitrate range, which is important for broadcast and video-on-demand streaming applications. We will provide the code of the proposed model at www.github.com upon completion of the review process.

Index Terms— End-to-end video coding, conditional coding, augmented normalizing flows, autoencoders

1. INTRODUCTION

With the rapid advancement of deep learning technologies, various end-to-end learned image/video codecs have been developed [1, 2, 3] to rival their handcrafted counterparts such as JPEG, High Efficiency Video Coding (HEVC) [4], and Versatile Video Coding (VVC) [5]. For instance, in the seminal work by Ballé et al. [1], the variational autoencoders (VAE) were used to construct an end-to-end learned image compression system based on a context-adaptive entropy model. This model incorporates a hyperprior as side information to effectively capture dependencies in the latent representation, thereby improving entropy modeling. Many follow-up VAE-based models were then developed to further improve compression performance [2, 6, 3]. A popular one by Cheng et al. [3] used discretized Gaussian mixture likelihoods to parameterize the latent distribution for entropy modeling, achieving high rate-distortion (RD) performance. In fact, the results in [3] show that this model achieves superior performance on both PSNR and MS-SSIM quality metrics over JPEG, JPEG2000, and HEVC (Intra), and comparable performance with VVC (Intra).

Although VAEs have been proven to be effective for image compression, their ability to provide high-quality input reconstruction has been called into question [7]. To address this issue, a learned lossy image compression method was proposed in [7] based on normalizing flows. Using augmented normalizing flows (ANF), Ho et al. [8] developed ANF for image compression (ANFIC), which combines both VAEs and normalizing flows to achieve the state-of-the-art performance for image compression, even better than [3].

Building on the success of learned image compression, learned video compression is catching up quickly. Lu et al. [9] presented deep video compression (DVC) as the first end-to-end learned video codec based on temporal predictive coding. Agustsson et al. [10] proposed an end-to-end video coding model based on a learning-based motion compensation framework in which a warped frame produced by a learned flow map is used a predictor for coding the current video frame. Liu et al. [11] used feature-domain warping in a coarse-to-fine manner for video compression. Hu et al. [12] employed deformable convolutions for feature warping.

Most of the existing video codecs rely on residual coding. However, Ladune et al. [14, 15] argued that conditional coding relative to a predictor is more efficient than residual coding using the same predictor. Building on this idea, Ho et al. [16] proposed conditional augmented normalizing flows for video coding (CANF-VC), which achieves state-of-the-art performance among learned video codecs. CANF-VC uses conditional coding for both motion and inter-frame coding.

In this paper we extend these ideas further. First, we provide a more comprehensive theoretical justification for conditional coding relative to multiple predictors/coding modes. Then, using conditional coding engines from CANF-VC, we construct a codec called learned conditional coding modes for video coding (LCCM-VC). The results show that LCCM-VC outperforms ANFIC-VC on three commonly used video test sets, and even outperforms HM 16.22 [17] implementation of HEVC on two out of three of these datasets.

The paper is organized as follows. The proposed system is presented in Section 2, including its theoretical motivation in Section 2.1 and implementation description in Section 2.2. Experiments are described and analyzed in Section 3. Finally, the conclusions are drawn in Section 4.
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2. PROPOSED METHOD

2.1. Motivation

We motivate the proposed codec via information theory. Let \( X \) and \( Y \) be two random variables and let \( R = X - Y \), then

\[
H(X|Y) = H(R + Y|Y) = H(R|Y) \leq H(R) = H(X - Y),
\]

where \( H(\cdot) \) is the entropy, \( H(\cdot|\cdot) \) is the conditional entropy, (a) follows from the fact that given \( Y \), the only uncertainty in \( R + Y \) is due to \( R \), and (b) follows from the fact that conditioning does not increase entropy [18].

Now consider the following Markov chain \( X \rightarrow Y \rightarrow f(Y) \) where \( f(\cdot) \) is an arbitrary function. By the data processing inequality [18], we have \( I(X; f(Y)) \leq I(X; Y) \), where \( I(\cdot; \cdot) \) is the mutual information. Expanding the two mutual informations as follows: \( I(X; f(Y)) = H(X) - H(X|f(Y)) \) and \( I(X; Y) = H(X) - H(Y|X) \), and applying the data processing inequality, we conclude

\[
H(X|Y) \leq H(X|f(Y)).
\]

In video compression, coding modes are constructed via predictors, for example inter coding modes use other frames to predict the current frame, while intra coding modes use information from the same frame to form a prediction. Let \( X = X_t \) be the current frame, \( Y = \{X^{(1)}, ..., X^{(n)}\} \) be a set of \( n \) candidate predictors, and \( X_p = f(X^{(1)}, ..., X^{(n)}) \) be a predictor for \( X_t \) from \( \{X^{(1)}, ..., X^{(n)}\} \). Function \( f(\cdot) \) could, for example, use different combinations of \( \{X^{(1)}, ..., X^{(n)}\} \) in different regions of the frame. Then, based on (1) and (2),

\[
H(X_t|X^{(1)}, ..., X^{(n)}) \leq H(X_t|f(X^{(1)}, ..., X^{(n)})) = H(X_t|X_p) \leq H(X_t - X_p). \tag{3}
\]

In conventional video coding, frame prediction \( X_p \) is formed by using different predictors in different parts of the frame, and then coding the prediction residual \( X_t - X_p \). However, (3) says that a more efficient approach is coding \( X_t \) conditionally relative to the candidate predictors. In the next section we describe a codec that is built on these principles, utilizing conditional coding and a variety of predictors.

2.2. Codec description

Fig. 1 depicts the structure of our proposed video compression system. It consists of three major components: 1) the motion coder, 2) the mode generator, and 3) the inter-frame coder. The exact functionality of each of these components is described below.

**The motion coder:** Given the current frame \( X_t \) and its reconstructed reference frame \( \hat{X}_{t-1} \), we feed them to a learned optical flow estimation network like PWC-Net [13], to obtain a motion flow map \( F_t \). The obtained flow is then encoded by the encoder (AE) of the HyperPrior-based coder from [1], and the obtained motion bitstream is transmitted to the decoder. At the decoder side, the transmitted flow map is reconstructed by the decoder (AD) of the HyperPrior coder to obtain \( \hat{F}_t \). Then, \( \hat{X}_{t-1} \) is warped by \( \hat{F}_t \) using bilinear sampling [16] to obtain a motion-compensated frame \( \hat{X}_t \).

The above-described motion coder is only used for the first P frame in each group of pictures (GOP). For the subsequent P frames, we use the CANF-based motion coder shown in Fig. 2. Here, the extrapolation network is used to extrapolate a flow map \( F_{c} \) from the three previously-decoded frames \( X_{t-3}, X_{t-2}, X_{t-1} \) and two decoded-flow maps \( \hat{F}_{t-2}, \hat{F}_{t-1} \). \( F_{c} \) is then used as a conditioner for coding \( F_t \). The architecture of the motion extrapolation network is the same as the one used in CANF-VC [16].

**The mode generator:** The goal of the mode generator is to produce additional coding modes, which can then be used by the CANF-based conditional inter-frame coder to improve RD performance. For this purpose, the previous reconstructed frame \( \hat{X}_{t-1} \), the motion-compensated frame \( \hat{X}_t \), and the de-
The overall structure of the motion extrapolation network for producing a conditional flow, $F_t$, for encoding $F_t$.

coded flow map $\hat{F}_t$ are concatenated and fed to the mode generator (implemented as a convolutional network, details in Section 2.3) to produce two weight maps $\alpha_t$ and $\beta_t$. Since these maps are produced from previously (de)coded data, they can be regenerated at the decoder without any additional bits. These two maps are then fed to a sigmoid layer to bound their values between 0 and 1. After that, a frame predictor $\hat{X}_t$ is generated as:

$$\hat{X}_t = \beta_t \circ X_t + (1 - \beta_t) \circ \hat{X}_{t-1},$$

(4)

where $\circ$ denotes Hadamard (element-wise) product and 1 is the all-ones matrix. Moreover, $\alpha_t$ is multiplied by both $\hat{X}_t$ and $X_t$, and the resultant two frames, $\alpha_t \circ \hat{X}_t$ and $\alpha_t \circ X_t$, are fed to the CANF-based conditional inter-frame coder for coding $\alpha_t \circ X_t$ conditioned on $\alpha_t \circ \hat{X}_t$. Note that $\alpha_t$, $\beta_t$, $\hat{X}_{t-1}$, and $\hat{X}_t$ are available at the decoder.

The inter-frame coder: The inter-frame coder codes $\alpha_t \circ X_t$ conditioned on $\alpha_t \circ \hat{X}_t$ using the inter-frame coder of CANF-VC to obtain $\hat{X}_t$ at the decoder. The final reconstruction of the current frame, i.e., $\hat{X}_t$, is then obtained by:

$$\hat{X}_t = \hat{X}_t + (1 - \alpha_t) \circ \hat{X}_t.$$

(5)

In the limiting case when $\beta_t \to 0$, the predictor $\hat{X}_t$ becomes equal to $\hat{X}_{t-1}$, but when $\beta_t \to 1$, $\hat{X}_t$ becomes equal to the motion-compensated frame $\hat{X}_t$. For $0 < \beta_t < 1$, the predictor $\hat{X}_t$ is a pixel-wise mixture of $\hat{X}_{t-1}$ and $\hat{X}_t$. Hence, $\beta_t$ provides the system with more flexibility for choosing the predictor for each pixel within the current frame being coded. Also, for pixels where $\alpha_t \to 0$, $\hat{X}_t$ becomes equal to $\hat{X}_t$, so the inter-frame coder does not need to code anything. This resembles the SKIP mode in conventional coders, and depending on the value of $\beta_t$, the system can directly copy from $\hat{X}_{t-1}$, $X_t$, or a mixture of these two, to obtain $\hat{X}_t$. When $\alpha_t \to 1$, only the inter-frame coder is used to obtain $\hat{X}_t$.

In the limiting case when $\alpha_t \to 1$ and $\beta_t \to 1$, the proposed method would reduce to CANF-VC [16]. Hence, the proposed system has more flexibility and a larger number of conditional coding modes than CANF-VC.

Note that a somewhat similar approach was proposed in [14]. However, [14] used only one weight map, which is similar to our $\alpha$ map, and this map was coded and transmitted to the decoder. In our proposed system, two maps, $\alpha$ and $\beta$, are used to create a larger number of modes. Moreover, these two maps can be constructed using previously (de)coded information, so they can be regenerated at the decoder without any additional bits to signal the coding modes.

2.3. Implementation details

To implement the proposed system, conditional CANF-based coders from [16] are used to implement the motion coder and the inter-frame coder. The proposed mode generator is implemented as a simple convolutional network with structure $[C_1, R_1, C_2]$, where $C_1$ and $C_2$ are convolutional layers with 32 kernels of size $3 \times 3$ (stride=1, padding=1), and $R_1$ is a LeakyReLU layer whose negative slope is 0.1. Similar to CANF-VC, we use ANFIC [8] for encoding the I-frames.

3. EXPERIMENTS

3.1. Training

We trained the proposed LCCM-VC on the VIMEO-90K Setuplet dataset [19], which consists of 91,701 7-frame sequences with fixed resolution $448 \times 256$, extracted from 39K selected video clips. We randomly cropped these clips into $256 \times 256$ patches, and used them for training LCCM-VC using a GOP of $N = 5$ frames. We employed the Adam [20] optimizer with the batch size of 4. We adopted a two-stage training scheme. In the first stage, we froze the CANF-based conditional coders with their pre-trained weights, and optimized the remainder of the model for 5 epochs with the initial learning rate of $10^{-4}$. In the second stage, we trained the entire system end-to-end for 5 more epochs with the initial learning rate of $10^{-5}$. Four separate models were trained for four different bitrates using the following loss function:

$$\mathcal{L} = \sum_{i=1}^{N} \sum_{j=1}^{3} \eta_j \cdot \mathcal{L}_j,$$

(6)

where $\eta_i = i$, and $\mathcal{L}_i$ is the RD loss of the $i$-th training frame defined in [16] with $\lambda_1 \in \{256, 512, 1024, 2048\}$ and $\lambda_2 = 0.01 \cdot \lambda_1$. Note that [16] used $\mathcal{L} = \sum_i \mathcal{L}_i$ as the training loss, without weighting. In our experiments, we first trained the model with $\lambda_1 = 2048$ (highest rate), and all lower-rate models were then initialized from this model.

3.2. Evaluation methodology

We evaluate the performance of LCCM-VC on three datasets commonly-used in learning-based video coding: UVG [21] (7 sequences), MCL-JCV [22] (30 sequences), and HEVC Class B [23] (5 sequences). Following the common test protocol...
used in the recent literature [16], we encoded only the first 96 frames of the test videos, with the GOP size of 32.

We used the following video codecs as benchmarks: x265 (‘very slow’ mode) [24], HEVC Test Model (HM 16.22) with LDP profile [17], M-LVC [25], DCVC [26], and CANF-VC [16]. Note that CANF-VC can be considered as the current state-of-the-art learned video codec. As the quality of the I-frames has a significant role on the RD performance of video codecs, in order to have a fair comparison, we used ANFIC [8] as the I-frame coder for all learned codecs in the experiment. Note that ANFIC achieves the state-of-the-art performance for static image coding [8]. For HM and x265, we used the data points reported in [16], while for other codecs we used their original public code.

Similar to the existing practice in the learned video coding literature [16, 25, 26], to evaluate the RD performance of various methods, the bitrates were measured in bits per pixel (BPP) and the reconstruction quality was measured by RGB-PSNR. Then the RD performance is summarized into BD-Rate [27]. However, unlike related works that use x265 as the anchor, we used HM 16.22 as the anchor for computing BD-Rates. This is because HM 16.22 is a much stronger codec than x265, as will be seen in the results.

3.3. Results

In Fig. 3, we plot RGB-PSNR vs. BPP curves of various codecs on the three datasets. It is notable that both LCCM-VC and CANF-VC achieve better performance than HM 16.22 at higher bitrates/qualities, whereas HM 16.22 has slight advantage at lower bitrates. All three codecs seem to offer comparable performance at medium bitrates.

Table 1 shows BD-Rate (%) relative to HM 16.22. The best result in each row of the table is shown in bold. First, note that x265, even in its ‘very slow’ mode used here, is 75-82% less efficient than HM 16.22. This is the reason why we did not use it as the anchor, but opted for HM 16.22 instead.

The proposed LCCM-VC shows the best performance among the learning-based video codecs on all three datasets. In fact, on HEVC Class B and MCL-JCV datasets, it is even better than HM 16.22. The BD-Rate gains of LCCM-VC over CANF-VC, the second-best learned codec in this comparison, are 4.01%, 0.67%, and 3.60% on HEVC Class B, UVG, and MCL-JCV, respectively. Averaging these according to the number of videos in each dataset gives the average BD-Rate gain of 3.16%. Although LCCM-VC uses the same conditional coding engines as CANF-VC, it benefits from more flexible coding modes, as explained in Section 2, and thereby achieves better RD performance.

4. CONCLUSIONS

In this paper, we proposed learned conditional coding modes for video coding (LCCM-VC), an end-to-end learned video codec that, to our knowledge, achieves state-of-the-art results among learning-based codecs. We also gave a theoretical justification for why conditional coding relative to multiple coding modes should be better than residual coding. LCCM-VC outperforms other learning-based video codecs on three commonly used test datasets, and even outperforms HM 16.22 on two of these datasets.
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