Radiative corrections to the forward–backward asymmetry in $e^+e^- \rightarrow \pi^+\pi^-$
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Abstract: We present a calculation of the $C$-odd radiative corrections to $e^+e^- \rightarrow \pi^+\pi^-$ in a dispersive formalism, concentrating on the leading pion-pole contribution in the virtual box diagrams. In particular, we show how the effect of a general pion vector form factor in the loop integral can be incorporated in a model-independent way and how the cancelation of infrared singularities proceeds in this case. The numerical results, dominated by the infrared enhanced contributions, indicate significant corrections beyond scalar QED, essentially confirming recent findings in generalized vector-meson-dominance models.
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1 Introduction

The data-driven determination of hadronic vacuum polarization (HVP) is dominated by the $2\pi$ channel, which gives about 70% of the HVP contribution to the anomalous magnetic moment of the muon [1]. The consensus number [2–7]

$$\alpha_H^{\mu, \text{LO}}_{e^+e^-} = 693.1(4.0) \times 10^{-10}$$  \hspace{1cm} (1.1)

for this quantity relies on a set of measurements from SND [8, 9], CMD-2 [10–13], BESIII [14], and CLEO [15] (and, when dispersive constraints are included [4–6, 16, 17], also on space-like data [18, 19]), but is dominated by the precision data sets from BaBar [20, 21] and KLOE [22–25]. Since Ref. [1] new data have become available from SND [26], but resolving the tension between BaBar and KLOE requires new measurements at a similar level of precision, as are expected from CMD-3 [27], BaBar [28], BESIII [29], and Belle II [30]. This question has become increasingly urgent in view of recent lattice-QCD results [31–33] challenging the data-driven value (1.1) at least for the intermediate window [34], and critical for the interpretation [35–39] of the $4.2\sigma$ tension between experiment [40–44] and Standard-Model theory [1–7, 45–62].

A potential weak point in the analysis concerns the treatment of radiative corrections [28, 63, 64], which are implemented in Monte-Carlo generators relying on scalar QED supplemented by the pion vector form factor (VFF) wherever possible [65], to capture the
Figure 1. Representative diagrams contributing to $A_{FB}$ (solid, dashed, and wiggly lines denote electrons, pions, and photons, respectively). The interference of ISR (a) and FSR (b) produces real terms odd in $z$, while box diagrams (c) give the virtual corrections. Only the sum of real and virtual contributions is IR finite. The gray blob denotes the pion VFF, which for (b) can be justified because we only keep the soft limit. The short-dashed line in (c) indicates that we only consider the pion-pole singularities, not general hadronic intermediate states that could contribute to the hadronic side of the box diagram.

dominant corrections from the structure of the pion. In the case of final-state radiation (FSR), this approach does capture the dominant infrared (IR) enhanced effects [66–69], but it is not guaranteed that corrections can be neglected in all kinematic configurations relevant for precision measurements of $e^{+}e^{-} \to \pi^{+}\pi^{-}$ [70].

A possible test case concerns the forward–backward asymmetry in the same process, in which case radiative corrections arise from the interference of initial-state-radiation (ISR) and FSR diagrams [71–73] combined with box diagrams, see Fig. 1. While these corrections cancel when integrated over the entire phase space, they can be probed in the forward–backward asymmetry. Writing the Born cross section as

$$\frac{d\sigma_{0}}{dz} = \frac{\pi \alpha^{2} \beta^{3}}{4s} (1 - z^{2}) |F_{\pi}^{V}(s)|^{2}, \quad \beta = \sqrt{1 - \frac{4M_{\pi}^{2}}{s}}, \quad z = \cos \theta, \quad \alpha = \frac{e^{2}}{4\pi},$$

(1.2)

with the pion VFF $F_{\pi}^{V}(s)$ defined by the matrix element of the electromagnetic current

$$j_{\mu}^{em} = (2\bar{u}\gamma_{\mu}u - \bar{d}\gamma_{\mu}d - \bar{s}\gamma_{\mu}s)/3,$$

$$\langle \pi^{\pm}(p')|j_{\mu}^{em}(0)|\pi^{\mp}(p)\rangle = \pm(p' + p)^{\mu}F_{\pi}^{V}((p' - p)^{2}),$$

(1.3)

it is clear that the forward–backward asymmetry

$$A_{FB}(z) = \frac{\frac{d\sigma}{dz}(z) - \frac{d\sigma}{dz}(-z)}{\frac{d\sigma}{dz}(z) + \frac{d\sigma}{dz}(-z)},$$

(1.4)

vanishes at tree-level, but radiative corrections give rise to odd terms in $z$. In Ref. [74] these corrections were calculated in scalar QED, multiplied in the end globally with $|F_{\pi}^{V}|^{2}$ to account for structure corrections. However, in Ref. [75] it was observed that this approximation was insufficient to describe preliminary data from the CMD-3 experiment, proposing an improved approach using generalized vector-meson-dominance (GVMD) models in the loop integral (see Ref. [76] for a related analysis).

In this paper, we present a model-independent approach that captures the effect of the pion-pole singularities in the virtual diagrams, and show that the dominant corrections still
arise from the IR enhanced effects. For the real contribution, due to the interference of the ISR and FSR diagrams in Fig. 1, we obtain the correction factor
\[
\delta_{\text{soft}} = \frac{2\alpha}{\pi} \left\{ \log \frac{\lambda^2}{4\Delta^2} \log \frac{1 + \beta z}{1 - \beta z} + \log(1 - \beta^2) \log \frac{1 + \beta z}{1 - \beta z} + \log^2(1 - \beta z) - \log^2(1 + \beta z) \\
+ \text{Li}_2 \left( \frac{(z-1)\beta}{1-\beta} \right) + \text{Li}_2 \left( \frac{(1+z)\beta}{1+\beta} \right) - \text{Li}_2 \left( \frac{(1-z)\beta}{\beta-1} \right) - \text{Li}_2 \left( \frac{(1+\beta z)^2}{1+\beta^2} \right) \right\},
\]
which agrees with similar representations in Refs. [74, 75] and is defined relative to Eq. (1.2)
\[
\left. \frac{d\sigma}{dz} \right|_{C\text{-odd}} = \frac{d\sigma_0}{dz} \left[ \delta_{\text{soft}}(\lambda^2, \Delta) + \delta_{\text{virt}}(\lambda^2) \right] + \frac{d\sigma}{dz} \bigg|_{\text{hard}} (\Delta).
\]
The parameter \( \lambda = m_\gamma \), a small photon mass, regularizes the IR divergence and \( \Delta \) is a cutoff in the photon energy (we do not consider the hard contribution with photon energy above \( \Delta \) any further). As we will show below, already the cancellation of the IR singularity becomes quite subtle for a general pion VFF. After discussing the analytic structure in Sec. 2, we derive our result for the virtual contribution in terms of the standard scalar loop functions in Sec. 3, before turning to the numerical analysis in Sec. 4. Our conclusions are summarized in Sec. 5.

2 Dispersion relations and cut structure

We define the kinematic variables according to
\[
e^+(p_2)e^-(p_1) \rightarrow \pi^+(l_2)\pi^-(l_1),
\]
with Mandelstam variables
\[
s = (p_1 + p_2)^2 = (l_1 + l_2)^2, \\
t = (p_1 - l_1)^2 = (p_2 - l_2)^2 = \frac{1}{2} \left( 2M_\pi^2 + 2m_e^2 - s + z\sigma_e\sigma_\pi s \right), \\
u = (p_1 - l_2)^2 = (p_2 - l_1)^2 = \frac{1}{2} \left( 2M_\pi^2 + 2m_e^2 - s - z\sigma_e\sigma_\pi s \right),
\]
where
\[
\sigma_\pi \equiv \beta = \sqrt{1 - \frac{4M_\pi^2}{s}}, \quad \sigma_e = \sqrt{1 - \frac{4m_e^2}{s}}, \quad z = \frac{t-u}{s\sigma_\pi\sigma_e},
\]
and \( s + t + u = 2M_\pi^2 + 2m_e^2 \). In the following, we will always put \( m_e = 0 \) unless required to regularize collinear singularities.

To isolate the contribution from the pion pole in the hadronic part of the loop diagram, one starts from fixed-s dispersion relations, which for scalar particles would immediately allow one to identify the scalar loop integral \( D_0 \) [77] in terms of its double-spectral function. This procedure has been performed in detail for the pion boxes in hadronic light-by-light scattering [78], demonstrating that the non-box contributions that arise in a diagrammatic scalar-QED calculation are simply required by gauge invariance, in such a way that the
final result can be obtained by multiplying the scalar-QED amplitude by the appropriate pion VFFs for the external photons.\footnote{One might wonder whether considering only the pion-pole contribution in the sub-amplitude \( \gamma^* \gamma^* \to \pi \pi \) is a good approximation. To evaluate unitarity corrections to the pion-pole contribution one could start from a fixed-\( t \) instead of a fixed-\( s \) dispersion relation and make use of the full amplitudes for \( \gamma^* \gamma^* \to \pi \pi \) \cite{79–84}. However, as shown by these studies, below 1 GeV the Born terms yield the dominant contribution.}

In the present case a similar argument applies if a dispersive representation is used for the pion VFF in the \( e^+ e^- \to \pi^+ \pi^- \) subamplitudes, i.e., if we replace

\[
\frac{F^V_\pi (s)}{s} = \frac{1}{s} + \frac{1}{\pi} \int_{4M^2_\pi}^\infty ds' \frac{\text{Im} F^V_\pi (s')}{s'(s' - s)} - \frac{1}{\pi} \int_{4M^2_\pi}^\infty ds' \frac{\text{Im} F^V_\pi (s')}{s'} \frac{1}{s - s'} \quad (2.4)
\]

for each of the two photon propagators. In Eq. (2.4) we have introduced the IR regulator in the pole terms, which are the ones that produce the IR divergence. The resulting representation for the box diagram then consists of pole times pole, mixed pole and dispersive, and dispersive times dispersive contributions. In the next section, we will express each of them in terms of standard loop functions.

### 3 Formulation in terms of scalar loop functions

The tensor decomposition is easiest to derive directly for the spin sum of the interference of the box diagram with the tree-level amplitude. This gives the decomposition of the virtual correction

\[
\delta_{\text{virt}} = \bar{\delta}_{\text{virt}} (\lambda^2, \lambda^2) - \frac{1}{\pi} \int_{4M^2_\pi}^\infty ds' \frac{\text{Im} F^V_\pi (s')}{s'} \left[ \bar{\delta}_{\text{virt}} (s', \lambda^2) + \bar{\delta}_{\text{virt}} (\lambda^2, s') \right] + \frac{1}{\pi} \int_{4M^2_\pi}^\infty ds' \frac{\text{Im} F^V_\pi (s')}{s'} \frac{1}{\pi} \int_{4M^2_\pi}^\infty ds'' \frac{\text{Im} F^V_\pi (s'')}{s''} \bar{\delta}_{\text{virt}} (s', s''),
\]

with

\[
\bar{\delta}_{\text{virt}} (s', s'') = - \frac{\text{Re} F^V_\pi (s)}{2s(1 - z^2)|F^V_\pi (s)|^2 \pi} \left( 4t(M^2_\pi - t) \left( C_0 (m^2_\pi, t, M^2_\pi, s', m^2_e, M^2_\pi) + C_0 (m^2_e, t, M^2_\pi, s', m^2_\pi, M^2_e) \right) - 4u(M^2_\pi - u) \left( C_0 (m^2_\pi, u, M^2_\pi, s', m^2_e, M^2_\pi) + C_0 (m^2_e, u, M^2_\pi, s', m^2_\pi, M^2_e) \right) - 4a(M^2_\pi - a) \left( C_0 (m^2_\pi, a, M^2_\pi, s', m^2_e, M^2_\pi) + C_0 (m^2_e, a, M^2_\pi, s', m^2_\pi, M^2_e) \right) \right) + \text{Im} \left( (M^2_\pi - t)^2 + M^2_\pi + t(s' + s'' - u) \right) \times D_0 (m^2_\pi, M^2_\pi, M^2_e, s, t, s', m^2_e, s'' - t) - 4(M^2_\pi - u) \left( (M^2_\pi - u)^2 + M^2_e + u(s' + s'' - t) \right) + \text{Im} \left( (M^2_\pi - t)^2 + M^2_\pi + t(s' + s'' - u) \right) \times D_0 (m^2_\pi, M^2_\pi, M^2_e, s, t, s', m^2_e, s'' - t) \right) \right)
\]

\[
\bar{\delta}_{\text{virt}} (s', s'') = - \frac{\text{Re} F^V_\pi (s)}{2s(1 - z^2)|F^V_\pi (s)|^2 \pi} \left( 4t(M^2_\pi - t) \left( C_0 (m^2_\pi, t, M^2_\pi, s', m^2_e, M^2_\pi) + C_0 (m^2_e, t, M^2_\pi, s', m^2_\pi, M^2_e) \right) - 4u(M^2_\pi - u) \left( C_0 (m^2_\pi, u, M^2_\pi, s', m^2_e, M^2_\pi) + C_0 (m^2_e, u, M^2_\pi, s', m^2_\pi, M^2_e) \right) - 4a(M^2_\pi - a) \left( C_0 (m^2_\pi, a, M^2_\pi, s', m^2_e, M^2_\pi) + C_0 (m^2_e, a, M^2_\pi, s', m^2_\pi, M^2_e) \right) \right) + \text{Im} \left( (M^2_\pi - t)^2 + M^2_\pi + t(s' + s'' - u) \right) \times D_0 (m^2_\pi, M^2_\pi, M^2_e, s, t, s', m^2_e, s'' - t) - 4(M^2_\pi - u) \left( (M^2_\pi - u)^2 + M^2_e + u(s' + s'' - t) \right) + \text{Im} \left( (M^2_\pi - t)^2 + M^2_\pi + t(s' + s'' - u) \right) \times D_0 (m^2_\pi, M^2_\pi, M^2_e, s, t, s', m^2_e, s'' - t) \right) \right)
\]
and loop functions \(C_0, D_0\) in the conventions of Ref. [77]. We stress that the presence of \(|F_{\pi}^V(s)|^2\) in the denominator is just an effect of the normalization of the corrections \(\delta\) to the Born cross section (1.2), whereas \(F_{\pi}^V(s)\) in the numerator is due to the interference with the Born diagram.

### 3.1 Pole–pole

We first consider the case \(s' = s'' = \lambda^2\). The IR divergences are easiest to extract using dispersive representations of the loop integrals, leading to the expressions given in App. A.1. In combination, we find the following expression for the pole–pole contribution

\[
\delta_{\text{virt}}^{\text{pole–pole}} = \frac{\alpha \operatorname{Re} F_{\pi}^V(s)}{\pi |F_{\pi}^V(s)|^2} \left\{ 2 \log \frac{\lambda^2}{s} \log \frac{1 - \beta z}{1 + \beta z} + \frac{z}{(1 - z^2)\beta} \left[ \frac{(1 - \beta)^2 \pi^2}{6} + 2 \log^2 2 \right. \\
- \log^2 (1 - \beta^2) + \frac{1 + \beta^2}{2 \beta} \left[ 4 \operatorname{Li}_2 \left( \frac{\beta - 1}{1 + \beta} \right) + \log^2 \frac{1 - \beta}{1 + \beta} \right] \\
+ \frac{1 + 2 \beta z + \beta^2}{(1 - z^2)\beta^2} \left[ \frac{1}{2} \log^2 (1 + \beta z) + \log \beta_+ \log \frac{1 + 2 \beta z + \beta^2}{1 + \beta z} + \operatorname{Li}_2 (\beta_+) \right] \\
- \frac{1 - 2 \beta z + \beta^2}{(1 - z^2)\beta^2} \left[ \frac{1}{2} \log^2 (1 - \beta z) + \log \beta_- \log \frac{1 - 2 \beta z + \beta^2}{1 - \beta z} + \operatorname{Li}_2 (\beta_-) \right] \right\} \\
+ \frac{\alpha \operatorname{Im} F_{\pi}^V(s)}{\pi |F_{\pi}^V(s)|^2} \frac{\pi}{(1 + z^2)\beta^2} \left[ (1 + \beta^2) \log \frac{1 - \beta}{1 + \beta} + 2 \beta z \log \frac{1 - \beta^2 z^2}{1 - \beta^2} \\
- \left( 1 + \beta^2 (2 z^2 - 1) \right) \log \frac{1 - \beta z}{1 + \beta z} \right], \\
\beta_{\pm} = \frac{1 - \beta^2}{2(1 \pm \beta z)}. \tag{3.3}\right.
\]

The functional form of the contribution proportional to \(\operatorname{Re} F_{\pi}^V / |F_{\pi}^V|^2\) agrees with Ref. [74], i.e., as expected, the point-like limit is recovered from the pole–pole contribution upon setting \(F_{\pi} = 1\). In particular, we confirm that all collinear singularities cancel.

### 3.2 Pole–dispersive

The loop integrals required for the mixed pole and dispersive contributions are provided in App. A.2. As a first step, we consider the IR divergence: for the real part, we find

\[
\delta_{\text{virt}}^{\text{pole–disp}} |_{\text{Re}} = \frac{\alpha \operatorname{Re} F_{\pi}^V(s)}{\pi |F_{\pi}^V(s)|^2} \left\{ 2 \log \frac{\lambda^2}{s} \log \frac{1 - \beta z}{1 + \beta z} + \frac{s}{\pi} \frac{\int_{4M^2}^{\infty} ds' \operatorname{Im} F_{\pi}^V(s')}{s'(s' - s)} \right\} \\
= \frac{\alpha \operatorname{Re} F_{\pi}^V(s)}{\pi |F_{\pi}^V(s)|^2} \left\{ 2 \log \frac{\lambda^2}{s} \log \frac{1 - \beta z}{1 + \beta z} \left( \operatorname{Re} F_{\pi}^V(s) - 1 \right) \right\}, \tag{3.4}\right.
\]

which, together with Eq. (3.3), combines to a prefactor \((\operatorname{Re} F_{\pi}^V)^2 / |F_{\pi}^V|^2\). The IR divergence in the imaginary part is more subtle. It arises from the imaginary part generated by the \(D_0\) function for \(s' < s\), since the integration over \(s'\) displays an end-point singularity at \(s' = s\). To extract this singularity, we write

\[
\frac{1}{\pi} \int_{4M^2}^{s} ds' \frac{\operatorname{Im} F_{\pi}^V(s')}{s'} \operatorname{Im} \delta_{\text{virt}}^{\text{pole–disp}}(s') = \frac{1}{\pi} \int_{4M^2}^{s} ds' \frac{\operatorname{Im} F_{\pi}^V(s') - \operatorname{Im} F_{\pi}^V(s)}{s'} \operatorname{Im} \delta_{\text{virt}}^{\text{pole–disp}}(s') \\
+ \frac{\operatorname{Im} F_{\pi}^V(s)}{\pi} \int_{4M^2}^{s} ds' \frac{\operatorname{Im} \delta_{\text{virt}}^{\text{pole–disp}}(s')}{s'}, \tag{3.5}\right.
\]
with integrand

$$\text{Im} \delta_{\text{pole-disp}}(s') = \frac{2\pi (s' - s + (s + s' - 2sz^2)\beta^2) \log \frac{1-\beta z}{1+z^2}}{(s' - s)(1 - z^2)\beta^2} - \frac{2\pi z (1 + \beta^2) \log \frac{1-\beta z}{1+z^2} + 2\beta \log \frac{1-\beta z^2}{1-\beta^2}}{(1 - z^2)\beta^2}. \quad (3.6)$$

The second integral in Eq. (3.5), however, needs to be evaluated including the effect of the IR regulator, which becomes easier in dimensional regularization, e.g., by introducing another regulator $\delta_{1}$

$$\frac{1}{s' - s} \to \frac{1}{s' - s - i\delta} \quad (3.7)$$

for the endpoint divergence in the Cauchy kernel [85]. The result reads

$$\delta_{\text{virt}} \bigg|_{\text{Im}} = \frac{\alpha}{\pi} \frac{\text{Im} F^V_\pi(s) - \text{Im} F^V_\pi(s')}{\text{Im} F^V_\pi(s') - \text{Im} F^V_\pi(s)} \int_{s_0}^s ds' \text{Im} \delta_{\text{pole-disp}}(s') \quad (3.8)$$

This expression decomposes into a part obtained by only keeping the photon-mass regulator $\lambda^2$ in the integration boundary plus a correction proportional to the finite terms of $\delta_{\text{soft}}$ in Eq. (1.5). The same result can also be obtained entirely using the photon-mass regulator, by expressing the additional integrals in terms of Eikonals [86].

Summing up the IR divergences in Eqs. (3.3), (3.4), and (3.8), we finally obtain

$$\delta_{\text{virt}}^{\text{IR}} = 2\frac{\alpha}{\pi} \log \frac{\lambda^2}{s} \log \frac{1-\beta z}{1+z^2}, \quad (3.9)$$

which cancels against the real emission (1.5), as expected. However, we stress that for the virtual contribution the factor $|F^V_\pi|^2$ originates from a subtle interplay of three different contributions, which no longer works for the finite terms: for the latter $F^V_\pi$ remains buried inside dispersive integrals and neither factorizes nor combines into just the modulus squared. Ultimately, this is the reason why multiplying the point-like result by $|F^V_\pi|^2$ is a poor approximation.
For completeness, we also give the full expression for the real part:

\[
\delta_{\text{virt}}^{\text{pole-disp}} \bigg|_{\text{Re}} = \frac{\alpha}{\pi} \frac{\text{Re} F^V_\pi(s)}{F^V_\pi(s)^2} \frac{1}{\pi} \int_{4M^2_\pi}^{\infty} ds' \frac{\text{Im} F^V_\pi(s')}{s'} \text{Re} \delta_{\text{pole-disp}}^{\text{pole-disp}}(s'),
\]

\[
\text{Re} \delta_{\text{pole-disp}}^{\text{pole-disp}} = \frac{2s}{s' - s} \left[ \log \frac{\lambda^2 s'}{(s' - s)^2} \log \frac{1 - \beta z}{1 + \beta z} + \text{Li}_2 \left( 1 - \frac{s'(1 - \beta')}{s(1 - \beta z)} \right) \\
+ \text{Li}_2 \left( 1 - \frac{s'(1 + \beta')}{s(1 - \beta z)} \right) - \text{Li}_2 \left( 1 - \frac{s'(1 - \beta')}{s(1 + \beta z)} \right) - \text{Li}_2 \left( 1 - \frac{s'(1 + \beta')}{s(1 + \beta z)} \right) \right] \\
+ \frac{2(1 + \beta^2)}{(1 - z^2)^2} \log \frac{1 - \beta z}{1 + \beta z} \log \frac{2s}{(1 - \beta z)(s - s')} \\
- \frac{4z}{(1 - z^2)^2} \left[ s \text{Re} C_0(s, s', m^2_e) + \frac{s}{2} (1 + \beta^2) \text{Re} C_0(s, s', M^2_\pi) + \log^2 2 \\
+ \log^2 (1 - \beta') + \log^2 (1 + \beta') - \log^2 (1 - \beta^2) - \log^2 (1 + \beta^2) \right] \\
+ \log \frac{1 - \beta^2 z^2}{(1 - \beta^2)^2} \log \frac{s}{s'} - \log \frac{s'(1 - \beta^2)}{s(1 - \beta^2 z^2)} \log \frac{s'}{s - s'} \left[ \text{Li}_2 \left( 1 - \frac{s'(1 - \beta')}{s(1 - \beta z)} \right) + \text{Li}_2 \left( 1 - \frac{s'(1 + \beta')}{s(1 - \beta z)} \right) + \text{Li}_2 (\beta_-) \\
+ \log (1 - 2\beta z + \beta^2) \log \beta_- + \frac{3}{2} \log^2 (1 - \beta z) \right] \\
- \frac{2(1 + 2\beta z + \beta^2)}{(1 - z^2)^2} \left[ \text{Li}_2 \left( 1 - \frac{s'(1 - \beta')}{s(1 + \beta z)} \right) + \text{Li}_2 \left( 1 - \frac{s'(1 + \beta')}{s(1 + \beta z)} \right) + \text{Li}_2 (\beta_+) \\
+ \log (1 + 2\beta z + \beta^2) \log \beta_+ + \frac{3}{2} \log^2 (1 + \beta z) \right], \quad (3.10)
\]

where

\[
C_0(s, s', m^2_e) = \left[ C_0(s, s', m^2_e) + \frac{m^2_e}{\pi} \frac{\log |s' - s|}{s} \right]_{m_e \to 0} \quad (3.11)
\]

is the finite part of the massless \( C_0(s, s', m^2_e) \) loop function and again all the collinear singularities from \( m_e \to 0 \) cancel. The singularity at \( s' = s \) is to be interpreted as the principal value, but in contrast to the imaginary part no end-point singularity arises. However, the imaginary part in Eq. (3.7), in combination with \( \text{Im} \delta_{\text{pole-disp}}^{\text{pole-disp}}(s') \) for \( s' < s \), then produces a mixed correction that can interfere with \( \text{Re} F^V_\pi(s) \) [87]

\[
\delta_{\text{virt}}^{\text{pole-disp}} \bigg|_{\text{mixed}} = -\frac{\alpha}{\pi} \frac{\text{Re} F^V_\pi(s) \text{Im} F^V_\pi(s)}{\left| F^V_\pi(s)^2 \right|} 2\pi \log \frac{1 - \beta z}{1 + \beta z}. \quad (3.12)
\]

### 3.3 Dispersive–dispersive

The purely dispersive correction can be expressed as

\[
\delta_{\text{virt}}^{\text{disp-disp}} = \frac{\alpha}{\pi} \frac{\text{Re} F^V_\pi(s)}{F^V_\pi(s)^2} \frac{1}{\pi} \int_{4M^2_\pi}^{\infty} ds' \frac{\text{Im} F^V_\pi(s')}{s'} \frac{1}{\pi} \int_{4M^2_\pi}^{\infty} ds'' \frac{\text{Im} F^V_\pi(s'')}{s''} \text{Re} \delta_{\text{disp-disp}}^{\text{disp-disp}}(s', s''),
\]

\[
+ \frac{\alpha}{\pi} \frac{\text{Im} F^V_\pi(s)}{F^V_\pi(s)^2} \frac{1}{\pi} \int_{4M^2_\pi}^{\infty} ds' \frac{\text{Im} F^V_\pi(s')}{s'} \frac{1}{\pi} \int_{4M^2_\pi}^{\infty} ds'' \frac{\text{Im} F^V_\pi(s'')}{s''} \text{Im} \delta_{\text{disp-disp}}^{\text{disp-disp}}(s', s''), \quad (3.13)
\]
where the integrands follow directly from Eq. (3.2). All loop functions that contribute in this case, explicit expressions for which are provided in App. A.3, are IR finite and free of collinear singularities.

4 Numerical analysis

For the numerical analysis we use the pion VFF from Ref. [4] for $s \leq s_{cut}$, $s_{cut} = 1 \text{GeV}^2$. Since the corrections $\delta$ are defined relative to the tree-level result (1.2), which itself depends on $F^V_\pi$, they need to be determined in a self-consistent way. Accordingly, we restrict the analysis here to the energy below $s_{cut}$. However, for the dispersive integrals we also need to provide $\text{Im} F^V_\pi$ above, in particular, in writing Eq. (2.4) we have implicitly assumed the sum rule

$$\frac{1}{\pi} \int_{4M^2_\pi}^{\infty} ds' \text{Im} F^V_\pi(s') = 1.$$  (4.1)

In practice, this sum rule is easiest to fulfill by including excited $\rho'$, $\rho''$ resonances in the $\pi\pi$ phase shift, which is one of the variants for the asymptotic continuation studied in Ref. [4] (using the implementation from Ref. [88], based on the data from Ref. [89]). In the following, we use the corresponding input for $F^V_\pi$.

Our numerical results for the corrections $\delta$ are shown in Figs. 2 and 3, where in all cases the terms proportional to $\log \frac{\Lambda^2}{\Delta^2}$ and $\log \frac{\Lambda^2}{s}$, respectively, are dropped. In addition to the separate curves for the pole–pole, pole–dispersive, and dispersive–dispersive contributions, we also show the quantity $\delta_{\text{FF}}$, which was defined in Ref. [75] as the total minus the point-like virtual correction. We also include the GVMD model from the same reference (in the variant using a single Breit–Wigner function for the $\rho(770)$), and, in Fig. 2, choose the same
Figure 3. Structure-dependent correction $\delta_{\text{FF}}$ in the dispersive approach (sum of pole–pole, pole–dispersive, and dispersive–dispersive minus point-like virtual), as a function of $\sqrt{s}$ and $z$. The contour lines give increments of 0.01. A data file is attached as supplemental material.

fixed parameters ($z = \cos(1)$ and $\sqrt{s} = 0.75\,\text{GeV}$, respectively) to facilitate the comparison. Figure 3 shows our results for $\delta_{\text{FF}}$ as a function of both $\sqrt{s}$ and $z$.

The main observation is that we confirm significant departures from the point-like approximation, which, as remarked in the previous section, are a remnant of the intricate manner how IR singularities cancel in the sum of real and virtual contributions for a general VFF. In particular, while the pole–pole piece remains small and actually stays close to the point-like result, the pole–dispersive correction receives a large enhancement in the vicinity of the $\rho$ resonance. The result is remarkably close to the GVMD approximation, much better than could be expected in view of its non-analytic nature. Finally, we find that the dispersive–dispersive contributions are negligible below 1 GeV, supporting the expectation that the most important radiative corrections are the ones that display some form of IR enhancement.

5 Conclusions

In this paper we presented a calculation of the radiative corrections to the forward–backward asymmetry in $e^+e^- \rightarrow \pi^+\pi^-$ that includes the full effect of the pion vector form factor in the loop integral by means of a dispersive representation and thus captures the leading hadronic intermediate state. In particular, we studied how the cancellation of infrared divergences proceeds in the case of a general form factor, and found that an intricate interplay between a point-like pion-pole contribution and the real and imaginary parts of
a mixed pole and dispersive correction becomes necessary. Overall, the numerical results support recent findings in a generalized vector-meson-dominance model [75], indicating significant deviations from the point-like approximation, but the dispersive analysis puts this conclusion on a more solid foundation and allows one to trace back the origin of the large correction to a remnant of the infrared singularities. This implies that the usual assumption that the most important radiative corrections for processes involving hadrons should be the ones that display some form of infrared enhancement actually proves correct, while the problem in the scalar-QED calculation multiplied by the pion vector form factor was that these pieces were not correctly identified. These insights should prove valuable for reassessing the role of radiative corrections in precision measurements of $e^+e^- \rightarrow \pi^+\pi^-$. 
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A Loop functions

A.1 Pole–pole

For the pole–pole contribution we need the loop functions for $s' = s'' = \lambda^2$:

\[
C_0(t, \lambda^2) = \frac{1}{M_\pi^2-t} \left[ \log \frac{\lambda^2}{M_\pi^2} \log \frac{M_\pi^2 - t}{M_\pi m_\pi} + \log^2 \frac{m_\pi}{M_\pi} - \log^2 \frac{M_\pi^2 - t}{M_\pi^2} - \text{Li}_2 \left( \frac{t}{M_\pi^2} \right) \right],
\]

\[
C_0(s, \lambda^2, \lambda^2, M_\pi^2) = \frac{1}{s\beta} \left[ \frac{\pi^2}{6} + \frac{1}{2} \log^2 \frac{1 - \beta}{1 + \beta} + 2\text{Li}_2 \left( \frac{\beta - 1}{1 + \beta} \right) + i\pi \log \frac{1 - \beta}{1 + \beta} \right],
\]

\[
C_0(s, \lambda^2, \lambda^2, m_e^2) = \frac{\pi^2 + 3\log^2 \frac{m_e^2}{s}}{6s},
\]

\[
D_0(s, t, \lambda^2, \lambda^2) = 2 \left( \log \frac{\lambda^2}{s} + i\pi \right) \frac{\log \frac{M_\pi^2 - t}{m_e M_e}}{M_\pi^2 - t},
\]

where we suppressed the other arguments and only kept $m_e$ to regularize collinear singularities at intermediate steps of the calculation.
A.2 Pole–dispersive

For the case \( s' \geq 4M_\pi^2 \), \( s'' = \lambda^2 \) we need the additional loop functions

\[
C_0(t, s') = -\frac{1}{M_\pi^2 - t} \left[ \text{Li}_2 \left( \frac{t}{M_\pi^2} \right) + \text{Li}_2 \left( 1 - \frac{s'(1 - \beta')}{2(M_\pi^2 - t)} \right) + \text{Li}_2 \left( 1 - \frac{s'(1 + \beta')}{2(M_\pi^2 - t)} \right) \right],
\]

\[
C_0^<(s, s', M_\pi^2) = \frac{1}{s\beta} \left[ \text{Li}_2 \left( \frac{1 - \beta}{1 - \beta'} \right) + \text{Li}_2 \left( \frac{1 + \beta'}{1 + \beta} \right) + \text{Li}_2 \left( \frac{1 - \beta}{1 + \beta} \right) \right] + \frac{1}{2} \left[ \log^2 \frac{1 - \beta}{1 + \beta} + \log^2 \frac{1 + \beta'}{1 + \beta} + \log^2 \frac{1 + \beta'}{1 - \beta'} + 2 \log \frac{1 + \beta'}{1 - \beta'} \log \frac{\beta - \beta'}{\beta + \beta'} \right] - \frac{\pi^2}{2} + 2 \text{Li}_2 \left( \frac{\beta - 1}{1 + \beta} \right),
\]

\[
C_0^>(s, s', m_\pi^2) = \frac{1}{m_\pi^2 - t} \frac{\log \frac{\beta}{\beta'} - \pi \theta \left( t - s - s' \right)}{s \beta} - \text{Li}_2 \left( \frac{\lambda^2}{m_\pi^2 - t} \right),
\]

\[
D_0(s, t, s', \lambda^2) = -\frac{1}{(M_\pi^2 - t)(s' - s)} \left[ \frac{\pi^2}{6} + \text{Li}_2 \left( 1 - \frac{s'(1 - \beta')}{2(M_\pi^2 - t)} \right) + \text{Li}_2 \left( 1 - \frac{s'(1 + \beta')}{2(M_\pi^2 - t)} \right) \right] + \frac{1}{2} \log^2 (1 - \beta') + \frac{1}{2} \log^2 (1 + \beta') - \log \frac{2M_\pi^2}{M_\pi^2 - t} \log \frac{2(M_\pi^2 - t)}{s'},
\]

where \( \beta' = \sqrt{1 - 4M_\pi^2/s'} \) and \( \bar{\geq} \) indicates that the expression applies to \( s \bar{\geq} s' \).

A.3 Dispersive–dispersive

For general \( s', s'' \) we write the additional loop functions in the form

\[
C_0(s', s'', M_\pi^2) = \frac{1}{\pi} \int_{(\sqrt{s'} + \sqrt{s''})^2}^\infty dx \frac{\text{Im} C_0(x, s', s'', M_\pi^2)}{x - s}, \tag{A.3}
\]

\[
\text{Im} C_0(s', s'', M_\pi^2) = \frac{\pi \theta (s - (\sqrt{s'} + \sqrt{s''})^2)}{s \beta} \log \frac{s - s' - s'' - \beta \lambda_1^{1/2}}{s - s' - s'' + \beta \lambda_2^{1/2}},
\]

\[
D_0(s, t, s', s'') = \frac{1}{\pi} \int_{M_\pi^2}^\infty dx \frac{\text{Im}_1 D_0(x, s, s', s'')}{x - t} = \frac{1}{\pi} \int_{(\sqrt{s'} + \sqrt{s''})^2}^\infty dx \frac{\text{Im}_2 D_0(x, t, s', s'')}{x - s},
\]

\[
\text{Im}_1 D_0(s, t, s', s'') = \frac{\pi \theta (t - M_\pi^2)}{\sqrt{\Delta(s, t, s', s'')}} \left[ 2\pi i \theta (s - (\sqrt{s'} + \sqrt{s''})^2) \right],
\]

\[
\text{Im}_2 D_0(s, t, s', s'') = \frac{\pi \theta (t - M_\pi^2)}{\sqrt{\Delta(s, t, s', s'')}} \left[ 2\pi i \theta (s - (\sqrt{s'} + \sqrt{s''})^2) \right].
\]
\[ \text{Im} \, D_0^c(s, t, s', s'') = \frac{2\pi \theta(t - M_Z^2)}{\sqrt{-\Delta(s, t, s', s'')}} \left[ \arctan \left( \frac{(t - M_Z^2) \sqrt{-\Delta(s, t, s', s'')}}{(s' + s'' - s)(M_Z^2 - t)^2 + 2ts's'' - (t - M_Z^2)\sqrt{\Delta(s, t, s', s'')}} \right) \right. \\
+ \left. \pi \theta \left( (s - s' - s'')(M_Z^2 - t)^2 - 2ts's'' \right) \right], \]

\[ \text{Im}_s \, D_0(s, t, s', s'') = \frac{\pi \theta(s - (\sqrt{s'} + \sqrt{s''})^2)}{\sqrt{\Delta(s, t, s', s'')}} \log \frac{2ss's'' + \lambda_s(M_Z^2 - t) + \sqrt{\lambda_s\Delta(s, t, s', s'')}}{2ss's'' + \lambda_s(M_Z^2 - t) - \sqrt{\lambda_s\Delta(s, t, s', s'')}} \]

where

\[ \Delta(s, t, s', s'') = \lambda_s(M_Z^2 - t)^2 - 4ts's'', \quad \lambda_s = \lambda(s, s', s''), \]

\( \lambda(a, b, c) = a^2 + b^2 + c^2 - 2(ab + ac + bc) \), and the expressions are valid in the kinematic region of interest \((s' \geq 4M_Z^2, \ s'' \geq 4M_Z^2, \ s \geq 4M_Z^2, \ t \leq 0, \ m_c = 0) \). \( \gtrless \) indicates that the expression applies for \( \Delta(s, t, s', s'') \gtrless 0 \).
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