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Abstract

State-of-the-art noisy-label learning algorithms rely on an unsupervised learning to classify training samples as clean or noisy, followed by a semi-supervised learning (SSL) that minimises the empirical vicinal risk using a labelled set formed by samples classified as clean, and an unlabelled set with samples classified as noisy. The classification accuracy of such noisy-label learning methods depends on the precision of the unsupervised classification of clean and noisy samples, and the robustness of SSL to small clean sets. We address these points with a new noisy-label training algorithm, called LongReMix, which improves the precision of the unsupervised classification of clean and noisy samples and the robustness of SSL to small clean sets with a two-stage learning process. The stage one of LongReMix finds a small but precise high-confidence clean set, and stage two augments this high-confidence clean set with new clean samples and oversamples the clean data to increase the robustness of SSL to small clean sets. We test LongReMix on CIFAR-10 and CIFAR-100 with introduced synthetic noisy labels, and the real-world noisy-label benchmarks CNWL (Red Mini-ImageNet), WebVision, Clothing1M, and Food101-N. The results show that our LongReMix produces significantly better classification accuracy than competing approaches, particularly in high noise rate problems. Furthermore, our approach achieves state-of-the-art performance
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in most datasets. The code is available at https://github.com/filipe-research/LongReMix. 

**Keywords:** noisy label learning, deep learning, empirical vicinal risk, semi-supervised learning

---

1. Introduction

Training Deep Neural Networks (DNNs) often requires large data sets to perform well on challenging problems such as image classification [1]. However, the larger the data set, the greater the likelihood for it to be contaminated with noisy labels due to reasons such as low-quality data, human failure, or challenging labelling tasks [2]. The main issue is that DNNs can overfit noisy-label samples, particularly for large rate of label noise, reducing their accuracies, as shown by Zhang et al. [3]. Hence the field is focusing on the development of training strategies that reduce the likelihood of DNNs to fit such noisy-label samples.

In the literature, several methods have been proposed to deal with noisy labels [4, 5, 6, 7, 8], where one of the most successful methods explores a method formed by an unsupervised learning method to classify training samples as clean or noisy, followed by semi-supervised learning (SSL) to minimise the empirical vicinal risk (EVR) with a labelled set formed by the samples classified as clean, and an unlabelled set with the samples classified as noisy. The unsupervised learning stage generally is based on the small-loss strategy [9], where at every epoch, samples with small loss are classified as clean, and large loss as noisy. This strategy can lead to a low classification precision of clean samples, particularly in high noise rate scenarios, because the loss values can be unstable at different training epochs. The SSL stage [10, 7, 8] is usually based on MixMatch [11] that minimises the empirical vicinal risk (EVR) [12], where a robust estimation of the vicinal distribution is critical for an effective optimisation that generalises well. In turn, such robust estimation depends on a large training set to minimise the EVR [11, 13], but problems with high noise rate usually cause the unsupervised learning stage to build a small training set to be used by this optimisation, affecting the generalisation of the SSL stage.

In this paper, we hypothesise that the classification accuracy of noisy-label learning
methods depends on the precision of the unsupervised learning stage to classify clean or noisy samples and the robustness of SSL to small clean sets, formed in high label noise rate problems. To validate these two hypotheses, we propose LongReMix, which is a new two-stage noisy-label training algorithm. The first stage forms a high-confidence set of clean samples that is estimated with a new unsupervised learning method that trades off the precision and recall of this clean set, as depicted in Fig. 1. The second stage increases the high-confidence clean set from stage 1 with a clean set estimated from the small-loss strategy, which is used to train the proposed LongMix that oversamples this clean set to improve the robustness of SSL to small clean sets, usually formed in high label noise rate problems – see Fig. 2.

The key contributions of LongReMix are:

- A new two-stage noisy-label learning algorithm based on a highly precise unsu-
supervised learning method to classify training samples as clean or noisy, followed by a semi-supervised learning (SSL) approach that is quite robust to small sets of clean samples.

- The highly precise unsupervised learning in the first stage forms a high-confidence set of clean samples using the losses of many consecutive epochs, instead of one epoch, to differentiate between noisy and clean samples; and the set of clean samples for the second stage is formed by a combination of this high-confidence clean samples (from the first stage) and the clean samples found using the small-loss strategy (from the second stage), increasing the size and reliability of the clean set;

- The proposed SSL learning in the second stage estimates the vicinal distribution by oversampling the clean data to increase the training set size and improve the robustness of EVR minimisation to small clean sets, typically formed in large label noise rate scenarios.

Even though other papers have shown that the detection of clean samples is more precise with the use of loss measures across several epochs [14] [15] [16], they tend to be unstable during early training stages, and in high-noise rate problems, they form rather small sets of clean samples that can deteriorate training robustness. Hence, in this paper we address these two problems:

- training instability at the beginning of the training, and
- robustness to large noise rate problems.

These two problems are addressed with the high-confidence set (from first stage) that is combined with the small-loss strategy to form large sets of clean samples in the second stage. We show that our high-confidence set of clean samples can be up to 30% more precise than the clean sets formed with the small loss strategy. Furthermore, oversampling the clean set has been explored in SSL [17] [18] [19] [20], but to the best of our knowledge, we are the first group to use it in noisy-label learning problems.

We evaluate our approach on the noisy-label learning benchmarks of CIFAR-10 [21], CIFAR-100 [21], Controlled Noisy Web Labels (CNWL - Red Mini-ImageNet) [22].
WebVision [23], Clothing1M [24], and Food101-N [25], where LongReMix shows the best performance in the field in almost all of those data sets, particularly in problems with extremely large noise rates. These results are shown to be significantly better than competing SOTA methods using the statistical test in [26]. We also show that LongReMix finds a set of clean samples with higher precision than the competing methods, and is robust to over-fitting in problems with high label noise.

2. Prior Work

Several methods have been proposed for the noisy-label problem, and they explore different strategies, such as robust loss functions [27, 28, 5], label cleansing [29, 30], sample weighting [6], meta-learning [31, 32], ensemble learning [33], and others [34, 4]. Below, we focus on the prior work that is related to our approach and show competitive results on the main benchmarks.

Sample noise characterisation can be achieved with an auxiliary clean validation set. For instance, Ren et al. [6] use such clean validation set and a meta-learning method to find the noisy samples and re-weight them based on their values and gradient directions. Zhang et al. [35] also use a clean validation set and meta-learning to incorporate pseudo labeling into meta optimisation. Shu et al. [36] rely on meta-learning and a clean validation set, but they use a multi-layer perceptron to learn a loss-weighting function. Even though these methods show competitive results, they need an auxiliary clean validation set that is not always available and can be expensive to acquire. Hence, we disregard these methods in our paper because we argue that they are based on a less general experimental setup.

The automatic characterisation of sample noise without a clean validation set has also been investigated. Xue et al. [37] present a probabilistic Local Outlier Factor algorithm (pLOF) to estimate the probability that a sample is an outlier, which is assumed to have a noisy label. The idea explored by pLOF is that the density around a noisy sample is significantly different from the density around its (clean) neighbors. However, in high noise rate problems, the effectiveness of pLOF is reduced because it cannot find significant differences between the densities of noisy and clean samples. Wang et
al. [38] also use pLOF combined with a Siamese network to increase the dissimilarities between clean and noisy samples. Nevertheless, the incorrect classification of clean samples by pLOF can induce the learning of wrong feature representations. Arazo et al. [10] propose the use of a Beta Mixture Model (BMM) to separate the clean and noise samples during training, based on the classification loss value of each sample. Similarly, Li et al. [8] use Gaussian Mixture Model (GMM) for the same goal. Although the use of BMM and GMM applied on the loss values works well for low noise rate, for higher noise regimes it becomes less precise because these loss values are more unstable over different training epochs. To mitigate this vulnerability, some approaches use stored information across epochs, such as average loss [14], difference between logits [15] and the number of times a sample is forgotten during training [16]. Even though using information across epochs improves the precision of the identification of clean samples, these models are not effective in the beginning of the training, when such identification is still unstable. Furthermore, in high-noise rate problems, such more constrained identification of clean samples can lead to small labelled training sets, deteriorating training generalisation.

We address these two problems with our two-stage training process (see Figures 1 and 2), where the first stage finds the high-confidence set of labelled clean samples, and in the second stage we train the model using that high-confidence labelled clean samples. More specifically, in the first stage, we classify samples into clean or noisy using their loss values over a range of training epochs. Then in the second stage, we select the largest set of labelled clean samples (from the first stage) to form a high confidence set of clean samples to be used during the rest of the training that also relies on clean samples found by the small-loss strategy. The use of this high confidence set of clean samples addresses the two issues above (i.e., training instability at the beginning of the training and robustness to large noise rate problems). To the best of our knowledge, this approach has not been explored in the field.

Another technique being studied for noisy-label learning is the use of multiple models to improve the robustness of sample noise characterisation. Han et al. [39] propose Co-teaching, which trains two models simultaneously, where each model estimates the clean sample set to be used by the other model. However, with an
increase in the number of epochs, both networks converge to a consensus and show little difference between their estimated clean sets. Co-teaching+ [9] relies on small loss samples that disagree on the predictions to select the data for the other model. Although this multiple model strategy shows better results for filtering clean samples, noisy samples are usually ignored during training, decreasing the effectiveness of the approach. We also rely on the use of multiple models during training, but we do not ignore the noisy samples during training.

As mentioned above, after the automatic classification of clean and noisy samples, methods either disregard the noisy samples during training [40, 39], or use both the clean and noisy samples in a semi-supervised learning (SSL) approach [8, 10, 41], where SSL-based methods tend to show competitive results on benchmarks. One particularly successful technique that relies on SSL is DivideMix [8] that relies on MixMatch [11] to linearly combine training samples classified as clean or noisy for the EVR minimisation [12]. The generalisation of the EVR minimisation has been theoretically shown to depend on a large training set [13]. However, DivideMix [8] constrains this training set to be of the same size as the clean set, which tends to be small in large noise rate scenarios, resulting in poor EVR generalisation. To improve the EVR generalisation in noisy-label learning problems, we propose the over-sampling of the clean set to make it as large as the original training set, containing clean- and noisy-label samples. This idea has recently been explored in semi-supervised learning with clean labels [17, 18, 19, 20], but we are not aware of its extension to noisy-label learning problems.

3. Problem Setup and Hypotheses

We first define the noisy label learning problem. We summarise all mathematical notation used in this paper in Table 1. Consider the training set \( \mathcal{D} = \{(x_i, y_i)\}_{i=1}^{\mathcal{D}} \), where \( x_i \in \mathcal{S} \subseteq \mathbb{R}^{W \times H} \) is the \( i^{th} \) image (\( W \times H \) denote the width and height of the image) and \( y_i \in \{0, 1\}^{|\mathcal{Y}|} \) is a one-hot vector representing the noisy label, with \( \mathcal{Y} = \{1, \ldots, |\mathcal{Y}|\} \) denoting the set of labels, and \( \sum_{c \in \mathcal{Y}} y_i(c) = 1 \). The label \( y_i \) may differ from the unknown true label \( \hat{y}_i \) as a result of a noise process represented by
\( y_i \sim p(y|x_i, \tilde{y}_i), \) with \( p(y(j)|x_i, \tilde{y}_i(c)) = \eta_{jc}(x_i), \) where the \( j, c \in \{1, \ldots, \mathcal{Y}\} \) are the class indexes, \( \eta_{jc}(x_i) \in [0, 1] \) the probability of flipping from class \( c \) to \( j, \) and \( \sum_{j \in \mathcal{Y}} \eta_{jc}(x_i) = 1. \) We assume that this noise process can be of three types, namely symmetric \([4]\), asymmetric \([42]\), and instanced-based \([43]\). The symmetric noise, also called uniform noise, refers to a noise type that the hidden label flips to a random class with a fixed probability \( \eta, \) where the true label is included into the label flipping options, which means that in \( \eta_{jc}(x_i) = \frac{\eta}{|\mathcal{Y}| - 1}, \forall j \in \mathcal{Y}, \) such that \( j \neq c, \) and \( \eta_{cc}(x_i) = 1 - \eta, \) such that \( \eta_{cc} > \frac{1}{|\mathcal{Y}|}. \) The theoretical upper bound for the symmetric noise defined by \( \eta < \frac{1}{|\mathcal{Y}|}. \) The asymmetric noise is based on flipping labels between similar classes \([42]\), where \( \eta_{jc}(x_i) \) depends only on the classes \( j, c \in \mathcal{Y}, \) but not on \( x_i, \) and \( \eta_{jc} < \eta_{cc} \) when

| Notation | Description |
|----------|-------------|
| \( \mathcal{S} \) | image space |
| \( \mathcal{Y} \) | label space |
| \( x \) | image example from \( \mathcal{S} \) |
| \( \tilde{y} \) | noisy label example from \( \mathcal{Y} \) |
| \( y \) | true (clean) label example from \( \mathcal{Y} \) |
| \( \mathcal{D} = \{(x_i, y_i)\}_{i=1}^{|\mathcal{D}|} \) | training set |
| \( \eta_{jc}(x_i) \) | the probability that the label for \( x_i \) flips from class \( c \) to \( j, (c, j \in \{1, \ldots, |\mathcal{Y}|\}) \) |
| \( f: \mathcal{S} \times \Theta \rightarrow [0, 1]^{|\mathcal{Y}|} \) | classifier parameterised by \( \theta \in \Theta \) |
| \( \ell(f(x; \theta), y) \) | classification loss to train the classifier |
| \( \mathcal{X}, \mathcal{U} \) | parameter space of the classifier |
| \( \mathcal{X}', \mathcal{U}' \) | clean and noisy sets formed by MixMatch \([11]\) from \( \mathcal{X}, \mathcal{U}, \) respectively |
| \( \ell^{(\mathcal{X})}, \ell^{(\mathcal{U})} \) | loss functions for the clean and noisy sets |
| \( \ell_{ER} \) | empirical vicinal risk that sums \( \ell^{(\mathcal{X})} \) and \( \ell^{(\mathcal{U})} \) |
| \( \ell_{R} \) | regularisation loss that penalizes classifications far from the uniform distribution |
| \( v(x_i, \tilde{y}_i, y_i) \) | vicinity distribution for \((x_i, y_i)\) used by LongMix |
| \( P_{cc}^{(e)} \) | probability of classifying a clean sample as clean during training epoch \( e \in \{1, \ldots, E\} \) |
| \( P_{nc}^{(e)} \) | probability of classifying a clean sample as noisy during training epoch \( e \in \{1, \ldots, E\} \) |
| \( P_{nc}^{(e)} \) | probability of classifying a noisy sample as noisy during training epoch \( e \in \{1, \ldots, E\} \) |
| \( P_{cm}^{(e)} \) | probability of classifying a noisy sample as clean during training epoch \( e \in \{1, \ldots, E\} \) |
| \( \mathcal{X}_1^{(e)}, \mathcal{U}_1^{(e)} \) | clean and noisy sets formed by high confidence training (HCT) in the \( 1^{st} \) training stage |
| \( \mathcal{X}_2^{(e)}, \mathcal{U}_2^{(e)} \) | clean and noisy sets formed in the \( 2^{nd} \) training stage |

Table 1: Mathematical notation.
considering flipping labels between two similar classes. For example, using CIFAR-10 data set [21], the asymmetric noise maps truck $\rightarrow$ automobile, bird $\rightarrow$ plane, deer $\rightarrow$ horse, as mapped by [44] and $\eta_{jc} < 0.5$. The instanced-based noise [43] depends on both the classes $j, c \in Y$ and the image $x_i$.

Below, we first provide details on state-of-the-art (SOTA) noisy-label learning approaches [8, 45, 46] that we follow, and then we present our two hypotheses to improve the classification accuracy of these approaches.

3.1. State-of-the-art Noisy-label Learning

Our algorithm is built upon SOTA noisy-label learning approaches [8, 45, 46] that are based on: 1) an unsupervised learning classifier that characterises training samples as clean or noisy; and 2) an SSL classifier that assumes that the training samples classified as clean are labelled, and the samples classified as noisy are unlabelled. The SOTA noise-robust classifier [8, 7] is formed by an ensemble of two classifiers, each represented by $f : S \times \Theta \rightarrow [0, 1]^{|Y|}$, where the classifier structure is the same, but their parameters are denoted by $\theta(1), \theta(2) \in \Theta \subset \mathbb{R}^L$. The training for $\theta(1)$ influences $\theta(2)$ and vice-versa, where this can be achieved by co-training [8] or student-teacher [7] approaches. In this paper, we focus on co-training.

The unsupervised learning classifier predicts the clean and noisy samples based on their loss values [10, 8, 43, 22]. Formally, assuming that the training is minimising the empirical risk

$$\frac{1}{|D|} \sum_{i=1}^{|D|} \ell(f(x_i; \theta), y_i), \quad (1)$$

the set of clean and noisy samples are respectively defined by

$$\mathcal{X} = \{ (x_i, y_i) : p(\text{clean}|\ell_i, \gamma) \geq \tau \},$$
$$\mathcal{U} = \{ (x_i, y_i^*) : p(\text{clean}|\ell_i, \gamma) < \tau \}, \quad (2)$$

where $y_i^* = f(x_i; \theta)$, $\ell_i = \ell(f(x_i; \theta), y_i)$ represents a classification loss (e.g., cross entropy), and $p(\text{clean}|\ell(f(x_i; \theta), y_i), \gamma)$ is a function that computes the probability that the training sample $(x_i, y_i)$ is clean based on its loss $\ell_i$ [22, 8, 33, 7], where this function is parameterised by $\gamma$ (in this paper, this probability function computes the
posterior of the smaller-mean component of a bi-modal GMM, where this smaller mean represents the clean GMM component \(^8\)). To learn \(\theta(1)\) and \(\theta(2)\), co-training uses the clean and noisy sets from model \(\theta(1)\) to train \(\theta(2)\), and vice-versa. The classification of samples into clean or noisy, defined in \(^2\), is done based on the loss value for each training epoch. For learning problems containing large noise rates, this loss value can be unstable over different training epochs, reducing the precision that samples are classified into clean or noisy, resulting in poorer training convergence and generalisation.

The SSL based on MixMatch \(^11\) mixes the elements of \(X\) and \(U\) to minimise the empirical vicinal risk (EVR) \(^12\)

\[
\ell_{EVR} = \frac{1}{|X'|} \sum_{(\tilde{x}_i, \tilde{y}_i) \in X'} \ell_{(X')} (f(\tilde{x}_i; \theta), \tilde{y}_i) + \frac{\lambda(\mathcal{U}')}{|U'|} \sum_{(\tilde{x}_i, \tilde{y}_i) \in U'} \ell_{(U')} (f(\tilde{x}_i; \theta), \tilde{y}_i),
\]

where \(\lambda(\mathcal{U}')\) weights the noisy set loss, \(\ell_{(X')}()\) and \(\ell_{(U')}()\) denote the losses in the clean and noisy sets, defined below in \(^11\). These sets are respectively defined as

\[
X' = \{(\tilde{x}_i, \tilde{y}_i) : (\tilde{x}_i, \tilde{y}_i) \sim v(\tilde{x}, \tilde{y} | x_i, y_i), (x_i, y_i) \in X\}
\]

\[
U' = \{(\tilde{x}_i, \tilde{y}_i) : (\tilde{x}_i, \tilde{y}_i) \sim v(\tilde{x}, \tilde{y} | x_i, y_i), (x_i, y_i) \in U\},
\]

with

\[
v(\tilde{x}, \tilde{y} | x_i, y_i) = \frac{1}{|X' \cup U'|} \sum_{(x_j, y_j) \in X' \cup U'} \mathbb{E}_\lambda [\delta (\tilde{x} = \lambda x_i + (1 - \lambda)x_j, \tilde{y} = \lambda y_i + (1 - \lambda)y_j)],
\]

where \(\delta\) is a Dirac mass centered at \((\tilde{x}, \tilde{y})\), \(\lambda \sim \text{Beta}(\alpha, \alpha)\), and \(\alpha \in (0, \infty)\).

Note that \(v(\tilde{x}, \tilde{y} | x_i, y_i)\) in \(^5\) denotes a distribution that measures the probability of finding the pair \((\tilde{x}, \tilde{y})\) in the vicinity of \((x_i, y_i)\). The clean set \(X'\) from \(^4\) is built by sampling the vicinity distribution of clean samples in \(X\), while the noisy set \(U'\) is built by sampling the vicinity distribution of noisy samples from \(U\). In \(^8\), the noisy set size \(|U'|\) and clean set size \(|X'|\) are constrained to be equal to \(|X'|\), which means that \(|X'| = |U'| = |X|\), and therefore \(|X' \cup U'| < |X \cup U|\). The main issue with this constraint is that, for problems with large noise rate, \(|X'|\) tends to be small in comparison with the original dataset size \(|D|\), compromising the generalisation of the EVR minimisation in \(^3\).
We hypothesise that the classification accuracy of these noisy-label learning methods depends on: 1) the precision of the classification of clean samples to be included in $\mathcal{X}$ in (2) (Section 3.2), and 2) the size of the clean set denoted by $|\mathcal{X}|$ (Section 3.3). In particular, a large $|\mathcal{X}|$ with a high proportion of clean samples will reduce the bound of the difference between the estimated and vicinal risks [13], improving the semi-supervised classification accuracy.

3.2. Hypothesis One: Improving the Precision in Differentiating Clean and Noisy Samples

![Figure 3: Precision and recall as a function of the number of training epochs $\zeta$ (in a range from 1 to 20 in the horizontal axis) for $P_{cc}(e) \sim U(0.5, 1.0)$, $P_{nn}(e) \sim U(0.5, 1.0)$ and $P_n$, where the graph on the left assumes that $P_{cc}(e)$ and $P_{nn}(e)$ are independent between epochs indexed by $e$, while on the right, we assume that $P_{cc}(e_1) < P_{cc}(e_2)$ and $P_{nn}(e_1) < P_{nn}(e_2)$ for epoch $e_2 > e_1$.](image)

We first hypothesise that the precision in the classification of clean samples in $\mathcal{X}$ can be improved by classifying as clean the samples that consistently show $p(\text{clean}|\ell, \gamma) \geq \tau$ for $\zeta$ epochs. We conjecture that such improved precision leads to a higher classification accuracy.

Assuming that $P_{cc}(e)$ denotes the probability of classifying a clean sample as clean during training epoch $e \in \{1, ..., E\}$, $P_{cc}(e) = 1 - P_{cc}^{(e)}$ the probability of classifying a clean sample as noisy. Similarly, $P_{nn}^{(e)}$ represents the probability of classifying a noisy sample as noisy during training epoch $e$, $P_{nn}^{(e)} = 1 - P_{nn}^{(e)}$ the probability of classifying...
When differentiating between clean and noisy-label samples, increases the clean set where Precision (in a range from 1 to 20 in the horizontal axis) for several values of \( \frac{\text{Precision}}{\text{Recall}} \). Assuming that Lemma 3.1.

\[
\zeta \text{ precision increases to 1 and recall decreases to 0 as we increase } P_c \\
\text{Proof.}
\]

\[
\text{Lemma 3.1. Assuming that } P_{cc}^{(e)} \sim \mathcal{U}(0.5, 1.0) \text{ (so } P_{nc}^{(e)} = (1 - P_{cc}^{(e)}) \in (0.0, 0.5)) \\
\text{and } P_{nn}^{(e)} \sim \mathcal{U}(0.5, 1.0) \text{ (so } P_{cn}^{(e)} = (1 - P_{nn}^{(e)}) \in (0.0, 0.5)), the classification precision of clean samples in } X \text{ tends to 1 and recall tends to 0, as } \zeta \text{ increases, with } \mathcal{U}(a, b) \text{ denoting the uniform distribution between } a \text{ and } b.
\]

\[
\text{Figure 3 shows precision and recall as a function of the number of training epochs } \zeta \\
\text{(in a range from 1 to 20 in the horizontal axis) for several values of } P_n \text{ and assuming that } P_{cc}^{(e)} \text{ and } P_{nn}^{(e)} \text{ are independent between epochs (left), while on the right, we assume that } P_{cc}^{(e_1)} < P_{cc}^{(e_2)} \text{ and } P_{nn}^{(e_1)} < P_{nn}^{(e_2)} \text{ for } e_2 > e_1. \text{ As demonstrated in Lemma 3.1, precision increases to 1 and recall decreases to 0 as we increase } \zeta.
\]

\[
\zeta \text{ for } \zeta \text{ epochs is } 1 \text{ and recall tends to 0, as } \zeta \text{ increases.}
\]

\[
\text{Section 5.3 shows empirical evidence that our approach to improve the precision when differentiating between clean and noisy-label samples, increases the clean set}
\]
precision and classification accuracy, compared with the approach based on the small-loss strategy [8]. Although the addition of noisy samples in the clean set might help the performance in some noisy-label scenarios, it is hard to measure the amount and to select the noisy samples that can increase classification accuracy. In general, in scenarios where the noisy-label rate is high, the amount of noisy-label samples that are predicted as clean and inserted into the labelled data can also be high, which has a negative impact on classification accuracy, as shown in Section 5.3. Therefore, targeting the formation of a clean set that has the highest possible proportion of clean samples constitutes our main goal when building the clean set, as explained in this section.

3.3. Hypothesis Two: Oversampling the Clean Data to Increase the Robustness of EVR

We also hypothesise that the increase of the clean set $|\mathcal{X}|$ leads to a decrease of the bound for vicinal risk minimisation, which improves the semi-supervised classification accuracy, as shown in Theorem 8 of the paper [13]. More specifically, for low noise rate problems, $P_{cc}$ tends to be large and $P_{cn}$ small, so even for small values of $\zeta$, precision will be close to one with a relatively high Recall, allowing for a large $|\mathcal{X}|$ (see blue curves in Fig. 3 for $P_n = 0.1$). On the other hand, $P_{cc}$ tends to be small and $P_{cn}$ large in high noise rate scenarios, which means that $\zeta$ needs to increase to push the precision to be close to one, but that can reduce the Recall to very low values, resulting in a potentially small $|\mathcal{X}|$. Therefore, $\zeta$ is a hyper-parameter that needs to be estimated to enable high precision and large $|\mathcal{X}|$. Nevertheless, even with a careful estimation of $\zeta$, pushing the precision to be high in large noise rate scenarios can still result in a small $|\mathcal{X}|$.

Hence, we propose two solutions to address the small $|\mathcal{X}|$ issue. The first solution consists of dividing the training process into two stages, where the first stage finds the largest possible set of high-confidence clean samples $\mathcal{X}$, and the second stage trains the model using $\mathcal{X}$ as the minimum set of clean samples that is augmented with clean samples from the small-loss strategy. The second solution consists of sampling $\mathcal{X}$ with replacement when mixing up $\mathcal{X}'$ and $\mathcal{U}'$ in (4), such that $|\mathcal{X}'| = |\mathcal{U}'| = |\mathcal{D}|$, which decreases the vicinal risk minimisation bound [13], improving the semi-supervised classification accuracy. Differently from standard oversampling approaches, which
focus on increasing the minority class $\mathcal{X}'$ (for high noise scenarios), our focus is to increase the Mixup iterations between $\mathcal{X}'$ and $\mathcal{U}'$ rather than just increasing the size of $\mathcal{X}'$.

In Section 5.4, we present an empirical results in Figure 7 that shows that the test accuracy, as a function of training steps (iterations), for LongMix is better than DivideMix [8]. In other words, this shows that adding more MixUp iterations per epoch, as in LongMix, is not equivalent to adding more epochs, as in the DivideMix baseline [8], so an increase in the number of epochs is not equivalent to adding more MixUp iterations, as we propose for LongMix. Furthermore, by fixing the number of training iterations for LongReMix and DivideMix, we show in Table 3 that our approach produces higher test accuracy, particularly for the high-noise rate scenarios. We also show in Table 3 that LongMix achieves higher accuracy results than the baseline using oversampling of $\mathcal{X}'$.

4. LongReMix

In this section, we present the main contribution of this paper, namely the LongReMix noisy-label learning algorithm. The two hypothesis in Sections 3.2 and 3.3 are explored for developing LongReMix. A simplified diagram of LongReMix is displayed in Figures 1 and 2, where the first stage comprises the High Confidence Training (HCT), which trains the model to find a high confidence set of clean samples with high precision. In the second stage, we combine this high confidence set of clean samples with the clean samples from the small-loss strategy to retrain the model. This retraining uses a new way to build the data sets $\mathcal{X}'$ and $\mathcal{U}'$ in (4), called LongMix, which enables the number of MixUp operations to be proportional to $|\mathcal{D}|$ instead of $|\mathcal{X}'|$, as described in Section 3.3. Therefore, the number of additional MixUp operations will be equal to $|\mathcal{D}| - |\mathcal{X}'|$. LongMix is the training strategy which oversamples the clean set, whereas LongReMix is the two-stage training, which uses HCT in the first stage and LongMix in the second stage.
4.1. First Stage: High Confidence Training

The high confidence training (HCT) stage aims to increase the precision, without reducing too much the recall, of the unsupervised classification of clean and noisy training samples. Following the ideas presented in Sections 3.2 and 3.3, we re-define how to form the sets of clean and noisy samples, originally defined in (2), as follows:

\[
\mathcal{X}_1^{(e)} = \left\{ (x_i, y_i, w_i) : w_i = p(\text{clean} | \ell_i^{(e)}, \gamma) \geq \tau, \forall e \in E \right\},
\]

\[
\mathcal{U}_1^{(e)} = \left\{ (x_i, y_i^*, w_i) : w_i = p(\text{clean} | \ell_i^{(e)}, \gamma) < \tau, \exists e \in E \right\},
\]

where \(\ell_i^{(e)}\) represents the loss of sample \((x_i, y_i)\) at training epoch \(e\) and \(E\) denotes the confidence window comprising the current and the previous \((\zeta - 1)\) epochs – this is represented by the block “filter” that produces the high confidence clean set in Figure 1.

Hence, a sample to be in the clean set \(\mathcal{X}_1^{(e)}\) must be classified as clean for \(\zeta\) epochs in a row, resulting in a more consistent, but smaller, set of clean samples, containing fewer noisy samples than the set in (2).

4.2. Second Stage: Guided Training

The Guided Training stage depends on the high-confidence set of clean samples estimated from the first training stage with

\[
\mathcal{H} = \arg \max_{\mathcal{X}_1^{(e)} : e \in \left\{ \frac{E}{2}, \ldots, E \right\}} |\mathcal{X}_1^{(e)}|,
\]

where \(E\) is the total number of training epochs for the first stage of training. Therefore, the high confidence set \(\mathcal{H}\) from (8) consists of the largest clean set \(\mathcal{X}_1^{(e)}\) obtained from the second half (i.e., \(e \in \left\{ \frac{E}{2}, \ldots, E \right\}\)) of the first stage of training (i.e., the HCT training stage). In the second stage of training, we define the labelled and unlabelled sets as in (2), but we use \(\mathcal{H}\) to update these sets as follows:

\[
\mathcal{X}_2^{(e)} = \left\{ (x_i, y_i, w_i) : \begin{cases} w_i = 1, \text{if } (x_i, y_i) \in \mathcal{H}; \\ w_i = p(\text{clean} | \ell_i^{(e)}, \gamma) \geq \tau, \text{otherwise} \end{cases} \right\},
\]

\[
\mathcal{U}_2^{(e)} = \left\{ (x_i, y_i^*, w_i) : w_i = p(\text{clean} | \ell_i^{(e)}, \gamma) < \tau, \text{and } (x_i, y_i) \notin \mathcal{H} \right\}.
\]

Hence, to form the clean set \(\mathcal{X}_2^{(e)}\) in the second training stage, samples need to be in the high-confidence set \(\mathcal{H}\) from (8) or be classified as clean using the small loss 15.
strategy (i.e., $p(\text{clean}|j^c, \gamma) \geq \tau$). To form the noisy set $\mathcal{L}_2^{(c)}$, samples cannot be in the high-confidence set $\mathcal{H}$ and they have to be classified as noisy with $p(\text{clean}|j^c, \gamma) < \tau$. During the second stage of LongReMix, we retrain the model from scratch\(^1\) using the clean and noisy samples defined in (9).

As explained in Sections 3.2 and 3.3, we hypothesise that by sampling the clean set with replacement (i.e. oversampling the clean set), we increase the number of MixUp operations in the EVR loss in (3), resulting in a smaller bound of the difference between estimated and vicinal risks\(^4\). Therefore, we propose LongMix that increases the number of MixUp operations to be $|D|$, instead of the number of predicted clean samples.

A criticism faced by LongMix is that adding more MixUp iterations per epoch may be equivalent to a simple increase in the number of epochs, but we show in the experiments that this is not true.

4.3. Training and Inference

The training loss for our proposed LongReMix is (8):

$$\ell = \ell_{EVR} + \lambda_R \ell_R,$$

where $\ell_{EVR}$ denotes the empirical vicinal error from (3), which sums the loss functions from the clean set, represented by $\ell(X')$, and from the noisy set, denoted by $\ell(U')$, which are defined as

$$\ell(X')(f(\tilde{x}_i; \theta), \tilde{y}_i) = -\tilde{y}_i^T \log(f(\tilde{x}_i; \theta)),$$

$$\ell(U')(f(\tilde{x}_i; \theta), \tilde{y}_i) = \|\tilde{y}_i - f(\tilde{x}_i; \theta)\|_2^2,$$

$\lambda_R$ weights the regularisation loss defined as

$$\ell_R = KL \left[ \frac{1}{|X'| + |U'|} \sum_{x \in (X' \cup U')} f(x; \theta) \right],$$

which regularizes the training by approximating the model output for all samples to a uniform distribution, with $\pi_{|\mathcal{Y}|}$ denoting a vector of $|\mathcal{Y}|$ dimensions with values equal to $1/|\mathcal{Y}|$, and $KL[a||b]$ representing the Kullback Leibler divergence between $a$ and $b$.

\(^1\)We compared if we should fine-tune the model trained from the first stage or train from scratch, and the latter approach showed the best results.
The pseudocode for the training of LongReMix is shown in Algorithm 1 where the function DataAugment(x, M) returns M augmented samples from x using simple geometric transformations; and TempShrp(y, T) sharpens the distribution y with temperature T. The inference for a test sample is calculated based on the average of predictions from both networks. Our model has the same number of hyper-parameters and the same values as SOTA methods [8], except for the addition of the confidence window ζ. All hyper-parameters from Algorithm 1 are fixed independently of the data set.

Assuming that we have 2 models for training, E is the number of epochs, M denotes the number of data augmentations, |D| represents the training set size, and L is the number of model parameters, the run-time complexity of LongReMix is dominated by the main training iteration of the first (high confidence training) and second (guided training) stages, which is as follows: \( O(2 \times 2 \times E \times M \times |D| \times L) \). The original time complexity of noisy-label SSL methods with two models is \( O(2 \times E \times M \times |D| \times L) \). Hence, LongReMix has a training process that is roughly two times longer than the original noisy-label SSL methods, but both LongReMix and noisy-label SSL methods are asymptotically linear in all parameters.

5. Experiments

We compare LongReMix with related approaches on five noisy-label learning benchmarks. We also analyze the performance of LongReMix on a number of ablation studies, where we show empirical evidence of the hypotheses in Sections 3.2 and 3.3.

5.1. Data Sets

We conduct our experiments on the data sets CIFAR-10, CIFAR-100 [21], CNWL (Red Mini-ImageNet) [22], Clothing1M [24], WebVision [23] and Food101-N [25]. These datasets follow the main evaluation protocol for noisy labels used in literature [8] [6] [36], which covers symmetric, asymmetric and real-world instance-dependent noise. CIFAR-10 and CIFAR-100 have 50000 training and 10000 testing images of size 32 × 32 pixels, where CIFAR-10 has 10 classes and CIFAR-100 has 100 classes and all training
three noise types: symmetric, asymmetric and instanced-based, as defined in Section 3. For CIFAR-10/CIFAR-100 we investigated and testing sets have a perfectly balanced number of images per classes. As CIFAR-10 and CIFAR-100 data sets originally do not contain label noise, a common approach is to add synthetic noise to evaluate the models. For CIFAR-10/CIFAR-100 we investigated three noise types: symmetric, asymmetric and instanced-based, as defined in Section 3.
The symmetric noise is generated using \( \eta \in \{0.2, 0.5, 0.8, 0.9\} \), with \( \eta \) defined in Section \( \text{3} \).

The asymmetric noise for CIFAR-10 is produced following the mapping used in \( \text{8} \), which maps the classes \textit{truck} \( \rightarrow \) \textit{automobile}, \textit{bird} \( \rightarrow \) \textit{plane}, \textit{deer} \( \rightarrow \) \textit{horse}, with \( \eta_{jc} \in \{0.4, 0.49\} \) (note that we study \( \eta_{jc} = 49\% \) because it is close to the theoretical limit of 50\% for this type of noise). The asymmetric noise for CIFAR-100 is produced following the mapping used in \( \text{42} \), which groups the 100 classes into 20 super-classes containing 5 original classes (e.g., super-class 'Aquatic Mammals' contains 'Beaver', 'Dolphin', 'Otter', 'Seal', and 'Whale'), and within each super-class the noise flips each class into the next one, circularly. We also evaluate the instance-based noise scenario, where we follow the setup from \( \text{43} \) to generate semantic (or instance-dependent) noisy labels using a trained VGG \( \text{47} \), DenseNet (DN), and ResNet (RN) on CIFAR-10 and CIFAR-100. This instance-dependent noise was generated by training the VGG, DN and RN using 5\% of the clean-labelled samples from CIFAR-10 and 20\% from CIFAR-100 (also clean-labelled samples), and producing the labels of the remaining training samples from the trained model predictions. The instance-dependent label noise dataset for CIFAR-10 and CIFAR-100 are separated by the predictions of each model.

The CNWL dataset \( \text{22} \) forms a benchmark in the study of real-world web label noise. The dataset is built with images and labels being crawled from the web, where the noisy label samples are represented by the matching images. The amount of noise is controlled, with amounts varying from 0\% to 80\%, where we specifically use noise rates 20\%, 60\% and 80\%, as suggested by \( \text{48} \). The Red Mini-ImageNet comprises 100 classes with 50000 training images and 5000 test images, where the original 84\( \times \)84-pixel images are resized to 32\( \times \)32 pixels.

Clothing1M consists of 1 million training images acquired from online shopping websites and it is composed of 14 classes. As the images from the data set vary in size, we resized the images to 256 \( \times \) 256 for training, as used in \( \text{8, 49} \). The data set is heavily imbalanced and most of the noise is asymmetric \( \text{50} \), with noise rate estimated to be around 40\% \( \text{24} \). The data set provide additional clean sets for training, validation, and test of 50k, 14k and 10k images, respectively. For our experiments we do not use any of the clean training or validation sets, but we use the test set for evaluation.
WebVision contains 2.4 million images collected from the internet, with the same 1000 classes from ILSVRC12 [51] and images resized to $256 \times 256$ pixels. It provides a clean test set of 50k images, with 50 images per class. We compare our model using the first 50 classes of the Google image subset, as used in [8, 52].

Food101-N [25] contains 310,009 training images of food recipes classified in 101 classes and 25,000 images for the testing set. The images from this data set were resized to $256 \times 256$. This data set is based on the Food101 data set [53], but it has more images with noisy labels. The test set is the same provided by the original Food101 [53], which is a clean test set of 25K images.

5.2. Implementation

The model $f(x; \theta)$ is represented by a 18-layer PreAct ResNet18 (PRN18) [54] for CIFAR-10 and CIFAR-100, InceptionV2 [55] for WebVision (this is the model used by competing approaches), and ResNet50 [56] for Clothing1M and Food-101N. The PreAct ResNet18 (PRN18) used for CIFAR-10 and CIFAR-100, is a 18-layer Residual Network (ResNet) containing convolutional and pooling layers, and residual blocks, where skip connections are added to deal with the vanishing gradient issue. It also has a pre-activation variant of residual block, where the ReLU layer is moved from the shortcut connection path to an earlier layer. The ResNet50, used for Clothing-1M and Food 101N, is a 50-layer Residual Network, with standard residual blocks without pre-activation. InceptionV2 is a CNN composed of inception modules, which consist of wider layers to compute convolutions of different filter sizes that are concatenated and sent to the next inception module. The models for each data set were selected according to the evaluation protocol used in prior works [8, 57, 10, 9, 24]. The models are trained with stochastic gradient descent with momentum of 0.8, weight decay of 0.0005 and batch size of 64. The learning rate is 0.02 which is reduced to 0.002 in the middle of the training.

The WarmUp and total number of epochs is defined according to each data set, as defined in [8]. For CIFAR-10 and CIFAR-100, PRN18 is based on a WarmUp stage of 30 epochs, with 300 epochs of total training. For WebVision, the InceptionV2 is trained for 100 epochs, with a WarmUp stage of 1 epoch. For Clothing1M, ResNet-50
is trained for 80 epochs with WarmUp stage of 1 epoch. For Food-101N, we also use ResNet-50 and rely on the same training protocol as in [49], consisting of training for 30 epochs, WarmUp stage of 1 epoch and reducing the learning rate by a factor of 10 every 10 epochs.

The Mixup parameter is $\alpha = 4$, used to estimate $\lambda \sim \text{Beta}(\alpha, \alpha)$ in (5), and the regularisation weight for the loss in (10) is $\lambda_R = 1$ for symmetric noise and $\lambda_R = 0$ for asymmetric noise—these two parameters are as defined in [8].

### Table 2: Results of Precision, Recall and Accuracy (Best value and avg. of Last 10 epochs) of LongReMix for different values of $\zeta$, for CIFAR-10 with symmetric and asymmetric noise. We highlight the highest precision, recall, and accuracy (best and last) values for each noisy label problem.

| noise type $\rightarrow$ | sym.  | Asym.  |
|--------------------------|-------|--------|
| $\zeta \downarrow$, noise rate $\rightarrow$ | 80%   | 90%   | 40%   | 49%   |
| 1                        |       |        |       |       |
| Precision                | 94.06 | 58.61  | 97.38 | 79.84 |
| Recall                   | **95.88** | **92.18** | **94.24** | **96.95** |
| Ac. (Best)               | **94.14** | 80.07  | 94.43 | 81.94 |
| Ac. (Last)               | 93.62 | 79.11  | 94.03 | 72.73 |
| 3                        |       |        |       |       |
| Precision                | **97.53** | 70.12  | 98.92 | 87.24 |
| Recall                   | 93.14 | 80.97  | 89.27 | 93.49 |
| Ac. (Best)               | 94.08 | 81.63  | 94.75 | 84.01 |
| Ac. (Last)               | **93.70** | 80.92  | **94.44** | 78.36 |
| 5                        |       |        |       |       |
| Precision                | 97.39 | **75.47** | 99.11 | 88.05 |
| Recall                   | 89.79 | 84.59  | 87.45 | 91.86 |
| Ac. (Best)               | 93.87 | **83.38** | **94.83** | 85.12 |
| Ac. (Last)               | 93.36 | **82.81** | 94.33 | 81.01 |
| 10                       |       |        |       |       |
| Precision                | **97.50** | 72.40  | **99.35** | **88.91** |
| Recall                   | 84.75 | 78.08  | 82.94 | 89.18 |
| Ac. (Best)               | 93.94 | 82.28  | 94.61 | **85.94** |
| Ac. (Last)               | 93.45 | 81.42  | 94.11 | **82.91** |

Table 2: Results of Precision, Recall and Accuracy (Best value and avg. of Last 10 epochs) of LongReMix for different values of $\zeta$, for CIFAR-10 with symmetric and asymmetric noise. We highlight the highest precision, recall, and accuracy (best and last) values for each noisy label problem.

### 5.3. Testing Hypothesis One: Improving the Precision in Differentiating Clean and Noisy Samples

In this section, we show empirically that our approach to differentiate between clean and noisy samples leads to higher precision and lower recall than the method based on the small-loss strategy [8], which in turn enables higher classification accuracy. For the
Figure 4: Best test accuracy versus the precision of predicted clean set for CIFAR-10 for different levels and types of label noise, using LongReMix. The different values of precision are obtained from different values of \( \zeta \in \{1, 3, 5, 10\} \). All the runs were performed using 300 epochs.

Figure 5: Training loss versus number of epochs for CIFAR-100 at 90% symmetric noise rate, using HCT, where the black line and gray error bar denote the mean and standard deviation of the training loss of the last 10 epochs (a), and the precision of the clean set as the first stage training progresses, using \( \zeta \in \{1, 5\} \) (b).

Experiments below, we measure the Precision \( \frac{TP}{TP+FP} \) and Recall \( \frac{TP}{TP+FN} \) results after the first training stage (HCT) and the classification accuracy after the second stage of training (i.e., guided training), where TP refers to the samples correctly predicted as clean, FP denotes the noisy samples incorrectly predicted as clean, and FN denotes the clean samples incorrectly predicted as noisy. We first show in Figure 4 that in general, higher accuracy is correlated with a higher precision of the predicted clean set, particularly for high noise rates, where a clean set precision increase is obtained by varying the confidence window \( \zeta \in \{1, 3, 5, 10\} \). Increasing the value of \( \zeta \) leads to a higher precision, which is related to a high accuracy, as shown in Figure 4. Table 2 displays the results of LongReMix using different values of \( \zeta \in \{1, 3, 5, 10\} \), for
Figure 6: (a) Precision versus Recall for our proposed $X_1^{(e)}$ from (7) (denoted by HCT) and $X$ from (2) (Baseline [8]), for 40% asymmetric noise on CIFAR-10, where $\tau \in [0, 1]$ (denoted by $th$) for $p(\text{clean} | \ell, \gamma)$.
(b) Precision and (c) Recall and (d) number of clean samples for different noise rates, for CIFAR-10 and CIFAR-100, using $\tau = 0.5$.

CIFAR-10, under symmetric (ranging from 80% to 90%) and asymmetric (ranging from 40% and 49%) noises. Note that in general, precision increases and recall decreases with larger $\zeta$ values, and classification accuracy reaches a peak at around $\zeta = 5$. Hereafter, we fixed the confidence window at $\zeta = 5$ in (7). Figure 5(a) shows how the training loss can be unstable during training for high levels of noise rate, which harms the precision of the predicted clean set. By increasing $\zeta$, we can improve the precision of clean set, as displayed in Figure 5(b).

We evaluate the precision and recall of the clean set $X_1^{(e)}$ from (7) in the last epoch of the first stage of training (HCT), compared to the clean set $X$ from (2) that relies on the small loss result from the last epoch (DivideMix Baseline [8]). We assess that by computing Precision and Recall of the sets $X_1^{(e)}$ from (7) (HCT [ours]) and $X$ from (2).
| Data set       | CIFAR-10                  | CIFAR-100                 |
|---------------|---------------------------|---------------------------|
| Noise type    | sym. | asym. | sym. | sym. | sym. | sym. | sym. | sym. | sym. | sym. | sym. |
| Method/ noise ratio | 20%  | 50%  | 80%  | 90%  | 40%  | 49%  | 20%  | 50%  | 80%  | 90%  | 49%  | 20%  | 50%  | 80%  | 90%  |
| DivideMix [8] | Best | 96.22 | 94.93 | 93.33 | 76.49 | 93.24 | 82.90 | 78.03 | 74.87 | 62.74 | 29.79 |
|               | Last | 96.01 | 94.68 | 92.99 | 75.45 | 91.79 | 75.57 | 77.43 | 74.23 | 62.01 | 29.37 |
|               | $|X'/'X|$ | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
|               | $|U'/'U|$ | 4.0 | 1.0 | 0.25 | 0.11 | 1.5 | 1.04 | 4.0 | 1.0 | 0.25 | 0.11 |
| LongMix [ours] (overs. clean) | Best | 96.42 | 96.03 | 84.81 | 73.13 | 91.35 | 81.5 | 78.61 | 75.35 | 53.7 | 26.78 |
|               | Last | 96.18 | 95.67 | 84.03 | 65.28 | 91.35 | 81.5 | 78.1 | 74.76 | 53.07 | 26.36 |
|               | $|X'/'X|$ | 1.25 | 2.0 | 5.0 | 10 | 1.6 | 1.96 | 1.25 | 2.0 | 5.0 | 10 |
|               | $|U'/'U|$ | 4.0 | 1.0 | 0.25 | 0.11 | 1.5 | 1.04 | 4.0 | 1.0 | 0.25 | 0.11 |
| LongMix [ours] (overs. clean + noisy) | Best | 95.98 | 95.19 | 94.09 | 85.33 | 93.38 | 83.23 | 78.03 | 75.84 | 62.24 | 33.54 |
|               | Last | 95.98 | 94.79 | 93.73 | 84.71 | 91.87 | 77.18 | 77.56 | 74.87 | 61.60 | 33.00 |
|               | $|X'/'X|$ | 1.25 | 2.0 | 5.0 | 10 | 1.6 | 1.96 | 1.25 | 2.0 | 5.0 | 10 |
|               | $|U'/'U|$ | 5.0 | 2.0 | 1.25 | 1.11 | 2.5 | 2.04 | 5.0 | 2.0 | 1.25 | 1.11 |

Table 3: Comparison of the test accuracy between LongMix with additional MixUp operations between oversampled clean samples (where size of $X'$ is $|D|$), LongMix with additional MixUp operations between oversampled clean and noisy samples (where size of $X'$ and $U'$ in [4] are $|D|$), and the baseline in [8] (with sizes of $X'$ and $U'$ being $|X|$), using the same number of iterations on CIFAR-10 and CIFAR-100 under symmetric (ranging from 20% to 90%) and asymmetric (ranging from 40% and 49%) noise.

(DivideMix Baseline). Figure 5(a) shows the Precision vs Recall of predicted clean set for CIFAR-10 with 40% asymmetric noise, where results are obtained by varying the threshold $\tau$ applied to $p(\text{clean}|\ell,\gamma)$ to form $X_1^{(c)}$ and $X_1$. We highlight the value of $\tau = 0.5$, which is the default value [8] that we use to split the clean and noisy samples.

Notice that in this highly asymmetric noise scenario, the curve from HCT shows a better trade-off than the Baseline. Figure 6(b,c) shows that $X_1^{(c)}$ from HCT trades off a higher precision for a lower recall, compared with $X_1$ from the Baseline for several types of noise. As shown below, this has a large influence on the training efficacy of LongReMix. The only exception to this pattern in Figure 6(b,c) is the 90% symmetric case for CIFAR-100, where precision is smaller and recall larger for HCT, compared with the baseline. We notice that for this particular case with high-noise rate and large number of classes, the initial clean set has a very low clean sample classification accuracy (around 13%) at the start of the training, which contains a fair amount of noise which can be
quickly overfit, damaging the rest of the training. This issue can be fixed by increasing the confidence window $\zeta$ from 5 to 10, when we notice that the usual pattern of higher precision and lower recall for HCT compared with the baseline is restored. According to the results in Figure 6, the use of this high-confidence set can improve precision by as much as 30%, with an average recall reduction of around 10%. Also, Table 10 shows that the high-confidence clean set from HCT can improve the classification results up to by around 2%, compared with the DivideMix baseline [8].

5.4. Testing Hypothesis Two: Oversampling the Clean Data to Increase the Robustness of EVR

Figure 7 shows the test accuracy versus the number of training steps (iterations) for LongMix compared to the baseline [8], for CIFAR-10 at 90% symmetric noise. This figure shows that adding more MixUp iterations per epoch, as in LongMix, is not equivalent to adding more epochs, as in baseline [8]. This shows evidence for the claim in Section 4.2 that a simple increase in the number of epochs is not equivalent to adding more MixUp iterations, as we propose for LongMix. Table 3 shows further evidence for this claim by comparing LongMix and DivideMix baseline [8] using the same number of training iterations for different noise rates on CIFAR-10 and CIFAR-100. In Table 3 we also evaluate the use of LongMix with two oversampling approaches combined with MixUp. The first approach (labelled as 'LongMix [ours] (overs. clean)') uses LongMix with an oversampling of the clean set, followed by MixUp operations among the clean samples. The second approach (labelled as 'LongMix [ours] (overs. clean + noisy)')
Table 4: Results using PRN18 on CIFAR-10 and CIFAR-100 under symmetric (ranging from 20% to 90%) and asymmetric (ranging from 40% and 49%) noises. Results from related approaches are as presented in [8].

oversamples the clean and noisy samples and promotes additional MixUp operations between these two sets. The second approach shows more stable results for the studied noise rates and it is the one selected to be used in the following experiments in this work. We can also see in Table 3 that LongMix is in general more accurate than standard DivideMix for most cases, with improvements of up to 9%.

5.5. Comparison with the State-of-the-Art

All comparisons in this section are performed with the same network architecture and trained for the same number of epochs as the compared methods. For CIFAR-10 and CIFAR-100, we evaluate our model using different levels of symmetric label noise ranging from 20% to 90%. We also consider asymmetric noise, with noise rates of 40% and 49%. For all results, we train the model three times, using different initialisation, and report the results with the mean ± standard deviation. We report both the best test accuracy across all epochs and the averaged test accuracy over the last 10 epochs of training, similar to [8]. Table 4 shows that for CIFAR-10 and CIFAR-100 data sets, our method obtains better results for all evaluated noise rates. LongReMix displays a
Table 5: Results for Instanced-based Noise. Results from baseline methods are as presented in [43]. Methods marked by * denote re-implementations based on public code.

| Data set          | CIFAR-10         | CIFAR-100        |
|-------------------|------------------|------------------|
| Method/ noise ratio | DN (32%) | RN (38%) | VGG (34%) | DN (34%) | RN (37%) | VGG (37%) |
| CE + RoG           | 68.33 | 64.15 | 70.04 | 61.14 | 53.09 | 53.64 |
| Bootstrap + RoG    | 68.38 | 64.03 | 70.11 | 54.71 | 53.30 | 53.76 |
| Forward + RoG      | 68.20 | 64.24 | 70.09 | 53.91 | 53.36 | 53.63 |
| Backward + RoG     | 68.66 | 63.45 | 70.18 | 54.01 | 53.03 | 53.50 |
| D2L + RoG          | 68.57 | 60.25 | 59.94 | 31.67 | 39.92 | 45.42 |
| DivideMix*         | 84.57 | 81.61 | 85.71 | 68.40 | 66.28 | 66.84 |
| LongReMix [ours]   | 85.13 | 82.51 | 85.90 | 69.03 | 66.70 | 67.42 |

Table 6: Test accuracy (%) for Red Mini-ImageNet [22]. Results from baseline methods are as presented in [48]. Top methods are in bold.

| Method/ noise ratio | 20% | 40% | 60% | 80% |
|---------------------|-----|-----|-----|-----|
| Cross-entropy [48]  | 47.36 | 42.70 | 37.30 | 29.76 |
| MixUp [12]          | 49.10 | 46.40 | 40.58 | 33.58 |
| DivideMix [8]       | 50.96 | 46.72 | 43.14 | 34.50 |
| MentorMix [22]      | 51.02 | 47.14 | 43.80 | 33.46 |
| FaMUS [48]          | 51.42 | 48.06 | 45.10 | 35.50 |
| LongReMix (Ours)    | 56.03±0.5 | 50.69±0.3 | 46.81±0.3 | 38.24±0.2 |

higher improvement for large symmetric noise and asymmetric noise scenarios, which can be considered as the most challenging cases. We believe that the improvement over higher noise rates is due to the LongMix approach, which runs a large number of MixUp operations proportional to the size of the training set. The retraining with high confidence samples also improves the results for asymmetric noise. Using the mean ± standard deviation results on Table 4 we notice that LongReMix is in general at least 3 standard deviations from the competing methods, which can be considered a significant result (recall that 99.7% of samples following a normal distribution lie within 3 standard deviations of the mean). The results for instanced-based noise [43] in
| Method          | Top 1 | Top 5 |
|-----------------|-------|-------|
| Decoupling [59] | 62.54 | 84.74 |
| D2L [60]        | 62.68 | 84.00 |
| MentorNet [51]  | 63.00 | 81.40 |
| Co-teaching [59]| 63.58 | 85.20 |
| Iterative-CV [52]| 65.24 | 85.34 |
| DivideMix [8]   | 77.32 | 91.64 |
| ELR+ [55]       | 77.78 | 91.68 |
| LongReMix [ours]| 78.92 | 92.32 |

Table 7: Results for WebVision [23]. Results from baseline methods are as presented in [8].

| Method        | Test Accuracy |
|---------------|---------------|
| Cross-Entropy | 69.21         |
| M-correction  | 71.00         |
| PENCIL [50]   | 73.49         |
| DeepSelf [49] | 74.45         |
| CleanNet [25] | 74.69         |
| DivideMix [8] | 74.76         |
| LongReMix †   [ours] | 74.38 |

Table 8: Results for Clothing1M [24]. Results from baseline methods are as presented in [8]. The marker † denotes the model is trained from scratch.

Table 5 shows again the superiority of our approach compared to the related work. We also show results on the Red Mini-ImageNet problem from the CNWL dataset [22, 48] on Table 6. Note that in this table, we also train the model three times, using different initialisations, and report the results with the mean ± standard deviation. This table shows again that LongReMix has significantly better accuracy than competing SOTA approaches (at least three standard deviations away from the SOTA).

Also, we evaluate our method on large-scale data sets. For WebVision, Table 7 shows the Top-1 and Top-5 accuracy, where LongReMix displays better results than competing methods. For the Clothing1M evaluation, the competing methods rely on a pre-trained ImageNet model for training on Clothing1M. In our experiments, we did
not observe any improvement with pre-trained models, and therefore we trained from scratch with 128k images from Clothing1M. The results in Table 8 show that our model, trained from scratch and with a reduced training set, obtained comparable results to the competing approaches. Lastly, Table 9 summarizes the results for Food-101N. For this problem, we evaluate our approach with a pre-trained model and trained from scratch, and LongReMix outperforms all other approaches in both scenarios.

### 5.6. Statistical Analysis

We compare our LongReMix with ELR+ [58], DivideMix [8] and M-correction [10], relying on their best results over multiple data sets, and using the statistical test proposed by Demšar [26]. Specifically, we use the Friedman non-parametric test, with significance level 0.1, where the null hypothesis indicates that all methods perform equally well. For this analysis, we use CIFAR-10, CIFAR-100 and WebVision, comprising a total of 10 different independent experiments (including the different noise rates) for each method. The Friedman test produces a p-value \( p = 3.47 \times 10^{-3} \), which rejects the null hypothesis, suggesting that at least one of the methods is statistically different from the others. Thus, to identify the groups of methods that present statistical similarity in multiple comparisons, we apply the post-hoc Nemenyi test to obtain the average ranks and calculate the Critical Difference (CD) value of the results, where the results from two methods are considered to be significantly different if the corresponding average ranks differ by at least the CD value. The test produced a CD value of 1.26, which means that a rank distance above 1.26 represents significantly different methods at 0.1 confidence level. Figure 8 shows the comparison of these results through the CD

| Method            | from pre-trained | from scratch |
|-------------------|------------------|--------------|
| Cross-Entropy     | 81.44            | -            |
| CleanNet          | 83.95            | -            |
| DeepSelf          | 85.10            | -            |
| DivideMix*        | 86.91            | 75.53        |
| LongReMix [ours]  | 87.39            | 78.57        |

Table 9: Results for Food-101N [25]. Methods marked by * denote re-implementations based on public code.
Figure 8: Comparison of LongReMix, ELR+ [58], DivideMix [8] and M-correction [10] using the Friedman-Nemenyi statistical test, which produced a critical distance (CD) value of 1.26. This CD value is used to estimate if two methods are different at level significance level 0.1. Groups of classifiers that are not significantly different are connected with a thick horizontal line (e.g., ELR+ and DivideMix are not significantly different).

Table 10: Ablation Study Results. The italic bold, bold, and regular numbers represent respectively the ranking of first, second and third results in accuracy. Last column shows the average rank of each approach (smaller is better).

| Data set | CIFAR-10 | CIFAR-100 | Webv. | Cloth. | Food. | Mean Rank |
|----------|----------|-----------|-------|--------|-------|-----------|
| Noise type | sym. | asym. | sym. | sym. | - | - | - | - |
| Method/ n. ratio | 20% | 30% | 80% | 90% | 40% | 49% | 20% | 50% | 80% | 90% | - | - | - | - |
| LongReMix Best | 96.25 | 95.01 | 93.88 | 81.98 | 94.64 | 84.68 | 77.82 | 75.59 | 62.92 | 33.80 | 78.92 | 74.38 | 87.39 | 1.46 |
| Last | 96.02 | 94.72 | 93.37 | 81.35 | 94.52 | 76.08 | 77.52 | 75.11 | 62.34 | 33.25 | 76.00 | 73.00 | 87.29 | 1.69 |
| LongMix Best | 96.18 | 95.19 | 94.09 | 83.33 | 93.38 | 83.23 | 78.03 | 75.84 | 62.24 | 33.54 | 78.44 | 74.05 | 87.21 | 1.92 |
| Last | 95.98 | 94.79 | 93.73 | 84.71 | 91.87 | 77.18 | 77.56 | 74.87 | 61.60 | 33.09 | 77.72 | 73.25 | 87.12 | 1.69 |
| Retrain Best | 96.23 | 94.85 | 92.86 | 78.47 | 94.59 | 85.10 | 77.20 | 74.41 | 60.29 | 30.61 | 77.84 | 74.30 | 87.16 | 2.61 |
| Last | 95.89 | 94.60 | 92.54 | 77.51 | 94.31 | 80.88 | 76.89 | 73.89 | 59.88 | 30.37 | 77.84 | 73.21 | 86.98 | 2.61 |
rank.

6. Conclusion

We presented LongReMix, a new noisy-label learning algorithm based on an unsupervised learning stage to classify clean and noisy training samples, followed by an SSL stage to minimise the EVR using a labelled set formed by samples classified as clean, and an unlabelled set with samples classified as noisy.

We showed a thorough analysis of LongReMix, providing evidence that our new unsupervised clean sample classification and novel approach to increase the training set size for MixMatch enable a better classification accuracy for models trained with noisy-label samples. We also showed that LongReMix reaches state-of-the-art performance on the main noisy-label learning benchmarks of the field, showing robustness to overfitting in high label noise problems. Using the statistical test from [26], we show that the LongReMix results are statistically significant compared to its main competitors DivideMix [8], ELR+ [58], and M-Correction [10].

Although our LongReMix showed state-of-the-art results in the main benchmarks of the field, we plan to investigate further how to improve the precision of the unsupervised classification of clean and noisy samples since this seems to be a critical aspect of these two-stage noisy-label learning algorithms. We will also study new ways to improve the SSL learning accuracy by considering state-of-the-art methods [62]. Another important point worth investigating is the role of learning regularisation [5, 27, 28] in our framework. Finally, the study of new types of noise models (e.g., combined closed- and open-set noise [41]) is also important to consider by future noisy-label learning algorithms.
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