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ABSTRACT

Polymer foams are often used for impact mitigation and protection due to low weight and excellent energy absorbing capability. Depending on the application, different loading rates and environmental conditions can be expected, including various operating temperatures. In this paper, experimental results from mechanical testing of expanded polypropylene (EPP) are presented, focusing on temperature and rate dependence. The compressive and tensile responses of two EPP foams of similar nominal density (30 kg/m³) but different morphology are compared. Both foams were tested in compression at low to intermediate strain rates (10⁻¹ to 10⁻³ s⁻¹) to determine the strain rate dependence. The temperature dependence of one foam type was quantified in both compression and tension for temperatures between – 30°C and 60°C in order to highlight the importance of operating temperature. It was found that both strain rate and temperature have a definitive effect on the mechanical properties. The morphology of the two EPP foams also seems to affect the response.

1. Introduction

Energy absorption and impact mitigation are typical applications where polymer foams are utilized. Examples include packaging, helmets and pedestrian impact protection [1,2]. Polymer foams can be tailored to specific applications by choosing an appropriate bulk material and manufacturing process. Desirable qualities include low density and good energy absorption capability. Foams are typically defined as cellular materials with a relative density below 0.3 [3]. Foams with a polymer bulk material can be classified as either open or closed cell, depending on how the bulk material is distributed within the micro-structure. In an open cell foam, most of the material is concentrated in the struts connecting the vertices of the internal voids. For a closed cell foam, the faces bounded by the struts are closed, fully encompassing the gas within the individual voids. Depending on the bulk material, either plastic yielding or fracture dominates the deformation in rigid foams, while elastic bending dominates the deformation of flexible foams. Rigid foams are often utilized in sandwich structures where the fracture toughness is important [4,5], while flexible foams are more commonly applied in cushioning where recovery is desirable [6]. The different bulk materials do not uniquely yield either rigid or flexible foams, but polyvinyl chloride (PVC) [7] and extruded polystyrene (XPS) [8] are typically found in foams classified as rigid, while polyurethane (PU) is found in foams that are more flexible. For impact mitigation, semi-flexible expanded polypropylene (EPP) [9] and rigid expanded polystyrene (EPS) [10] foams are often utilized, as the combination of good energy absorption and ease of component design and manufacture is desirable.

A typical closed cell foam, such as the EPP foam of the current study, exhibits crushing or cell wall bending during compression, causing a plateau region in the stress-strain curve [3,8]. This allows a comparatively low increase in stress over a large strain interval, which in turn translates to good energy absorption capability, coupled with relatively low stresses.

Polymers are typically rate dependent and, by extension, so are foams [11,12]. Rate dependence of different polymer foams has already received some attention, where quasi-static and low strain rates are typically tested using a traditional electromechanical or hydraulic test machine [13,14]. Intermediate strain rates can be tested using high inertia test machines, for example drop towers, and high strain rates can be achieved using a Split-Hopkinson Pressure Bar (SHPB) [15,16]. The automotive industry, for example, uses foam extensively in the development of pedestrian impact solutions where a range of impact velocities are expected.

Generally, polymers are also sensitive to changes in temperature. Semi-crystalline polymers, such as polypropylene (PP), typically show a...
significant stepwise reduction in Young’s modulus going from the glass transition temperature to the melting temperature [17]. The influence of temperature on different polymeric foams has been investigated in several studies [1,10,18,19]. Zhang et al. [12] investigated EPP foam and found a strong temperature dependence, which will affect the energy absorption capability of a component. Other foams, such as EPS, exhibit less sensitivity to temperature [10]. Polymer foams used in outdoor applications, such as helmets and car bumpers, can be subjected to a large range of temperatures and it is important to understand the effect of temperature on the mechanical response.

EPP foam is an example of a closed cell foam material that is currently used for protective applications, for instance in cars. The dominant loading mode is usually compression when used as an energy absorber. However, other modes such as tension and shear are also present in a realistic impact scenario, for example if bending is seen. The tensile stress-strain response for one type of EPP has been reported by Donnard et al. [20], while other defining qualities such as failure stress and failure strain at room temperature and low loading rates often are reported directly by the manufacturer.

An accurate material description is an important part of utilizing numerical tools in engineering, for example precision FE analyses. Hence, attention must be paid to the acquisition of material data, including the true stress-strain response during the entire deformation domain of interest. Volume is not conserved during the deformation process of a foam and it is, therefore, important to measure the transverse strain of a sample subjected to uniaxial loading to calculate the true stress. Digital image correlation (DIC) has become the primary tool for determination of in-plane or 3D strain fields during material testing of polymers. Considering EPP, Maheo et al. [13], Donnard et al. [20] and Yang et al. [21] have used DIC to determine various measures of Poisson’s ratio or transverse contraction. In addition, using DIC, Tang et al. [22] investigated PS foam in three point bending, whereas Senol and Shukla [23] studied hydrostatic compression of PVC. An obvious challenge is to perform tests at various temperatures in combination with instrumentation, for example digital camera(s), for subsequent DIC analysis. Johnsen et al. [24] solved this problem by using a transparent temperature chamber made of polycarbonate.

The aim of this paper is to highlight the differences in mechanical properties, in both compression and tension, between two EPP foams of similar density, as well as quantifying the strain rate and temperature dependence of key qualities defining the mechanical response of the foam. These results will help the engineer tailor the mechanical response of a component by emphasizing the influence of the microstructure of foams with a similar topological structure, and further stress the importance of the environmental conditions an EPP component might experience. Furthermore, the experimental results can be used as the basis for identifying the parameters of material models used in finite element simulations.

2. Materials and experimental procedures

The EPP foams for this study were provided by two different car companies, supplying original equipment manufacturer components denoted Component A and Component B. Material from these two components, Foam A and Foam B, were subjected to an array of compressive and tensile tests under different conditions.

2.1. Materials

EPP foam components are generally comprised of smaller beads, molded into shape. Polypropylene (PP) pellets are pressurized and expanded into foamed beads, typically measuring 2-5 mm in diameter. These beads are then further expanded within a mold where higher temperatures allow the PP to melt, sintering the beads in the final shape of the component [25], as seen in Fig. 1. The components A and B are shown in Fig. 2 along with the respective locations for extraction of samples. These sample extraction locations were chosen to provide as uniform specimens as possible. After extracting prismatic samples, the density of Foam A and B was estimated by recording the weight of the samples and measuring the distance between the opposing faces using a caliper. The average density of samples from Component A was found to be 28.0 kg/m$^3$ with a standard deviation of 0.7 kg/m$^3$. The density of samples from Component B was slightly higher, at 31.3 kg/m$^3$ with a standard deviation of 1.6 kg/m$^3$.

Cubic samples measuring $30 \times 30 \times 30$ mm$^3$ from Foam A and $25 \times 25 \times 25$ mm$^3$ from Foam B were used for compressive tests. The geometry of Component B restricted the sample size when extracting the desired number of samples for the compressive test program. A small number of larger samples, measuring $37 \times 37 \times 37$ mm$^3$, and smaller samples, measuring $25 \times 25 \times 25$ mm$^3$, from Foam A were tested in compression to check for size effects. Longer samples measuring $30 \times 30 \times 60$ mm$^3$ and $30 \times 30 \times 50$ mm$^3$ from Foam A and foam B, respectively, were used for the tensile testing. All samples were extracted using a band saw. The exact dimensions were measured with a sliding caliper prior to each test.

2.2. Scanning Electron Microscopy (SEM)

Since the two materials have similar nominal density, but appear to have different mechanical response, it is of interest to compare the internal microstructure of the two foams. To obtain a representative cross section for imaging, rectangular samples were notched on one side, using a knife, and cooled in liquid nitrogen. The samples were broken by bending, while frozen, in order to reduce any potential plastic deformation in the fracture region and provide a surface with minimal damage. The broken samples were subsequently coated with gold using sputter deposition. These coated samples were then imaged...
at different magnifications with a Hitachi S-3400 N SEM. SEM images of Foams A and B are shown in Fig. 3. At the lowest magnification (×15), it is possible to see the individual beads which comprise the foam component. The internal cellular structure of the beads appears more clearly at the two higher magnifications (×45 and ×300).

Comparing the two foams, Foam A has more voids per cross sectional area. As the cells could be broken at different levels across its height, it is not feasible to infer a cell volume or diameter directly from the images, although it is possible to quantify the morphological difference between the two foams. For a selected region within a bead having a known cross-sectional area, the number of voids was counted manually. Foam A had 117 voids in a 6.13 mm² area, equating to 19.1 voids/mm², while Foam B had 58 voids in a 7.17 mm² area, equating to 8.1 voids/mm². By extension, the average cell volume and strut length will be smaller in Foam A than in Foam B. At the highest zoom level, it is also possible to see that some of the bulk material is located in the struts of the cells, not just in the cell walls. Unfortunately, the images do not allow establishment of the wall thickness for a representative set of cell walls. This could have helped determine the distribution of material within the structure. It is noteworthy that the region close to the bead walls seems to contain smaller cells. The degree to which the material is located in the bead walls, as opposed to evenly distributed internally in the bead, could also affect the compressive strength. Other studies using X-ray computed tomography also report an increased density in the bead boundaries [26,27].

2.3. Program for compression and tension testing

Foam A and Foam B were tested in compression at different strain rates, while the temperature testing was limited to Foam A. The test matrices for the strain rate and temperature tests are provided in Table 1 and Table 2, respectively. The number of replicate tests is given in parentheses. A total of 72 tests were carried out on Foam A and 16 tests on Foam B.

2.4. Procedures for compression and tension testing

The compression tests were conducted under displacement control at constant crosshead velocity in either an Instron 5980
electromechanical test machine (ETM) with a 20 kN load cell, or in an Instron 5944 ETM with a 2 kN load cell. The crosshead velocity, $v$, is defined by $v = \dot{e}L_0$, where $\dot{e}$ is the desired initial engineering strain rate and $L_0$ is the length of the sample. The different initial engineering strain rates are given in Table 1. The deflection of the smaller testing machine was measured to be between $1.74 \times 10^{-4}$ mm/N. The influence of the machine stiffness is small but has been accounted for in the strain measure derived from the machine displacement.

Fig. 4(a) shows the compression test setup. The cubic samples were placed between rigid platens in the test machine. No grease or other friction reducing material was used on the contact interfaces. The tensile tests were all conducted using the Instron 5944 ETM with a 2 kN load cell. The setup is shown in Fig. 4(b). These tests were also run with a constant crosshead velocity. The fixture of the tensile samples is illustrated in Fig. 4(c). The prismatic samples were bonded to aluminum cubes, which were attached to the test machine with two pins to ensure that no bending moments were present. Loctite Super Glue All Plastic was applied to the end of the tensile samples. This adhesive was allowed to cure before applying Loctite Power Epoxy Universal 5’ to the Super Glue infused surface and mounting the aluminum cubes.

Most experiments were monitored with either one or two digital cameras. A speckle pattern was applied to the surfaces of the samples which allowed the use of digital image correlation (DIC). The acquisition rate of the cameras was set to capture between 5 and 10 frames per 1% of deformation (0.5-1 Hz at initial strain rate $|\dot{e}| = 10^{-3}$ s$^{-1}$). In the case of the two highest strain rates, the maximum camera acquisition rate of 15 Hz was used.

For temperature testing, the smaller Instron 5944 ETM was fitted with a polycarbonate chamber [24] having small attachments for injection of liquid nitrogen or hot air. The environment below room temperature was controlled by a thermocouple temperature sensor coupled to a Eurotherm 2216e temperature controller that facilitated the release of liquid nitrogen into the chamber. Temperatures above $23^\circ$ C were obtained with a manually adjustable heat gun attached to the chamber. The same thermocouple sensor monitored the higher temperatures. The samples were conditioned in the temperature chamber for 15 to 30 minutes prior to testing, depending on the desired temperature. The chamber along with the compression and tension test setups is seen in Fig. 4(a) and (b).

3. Experimental results

3.1. Stress and strain measures

Using the element-based DIC software eCorr [28,29], the local logarithmic strain field was established for the tests instrumented with one or two cameras. An example of the logarithmic strain field in compression at four different deformation levels is displayed in Fig. 5. These strains are taken directly from the element mesh of eCorr. The compressive deformation localizes in several bands that span the width

Table 1

| Strain rate, $|\dot{e}|$ | 10$^{-3}$ s$^{-1}$ | 10$^{-2}$ s$^{-1}$ | 10$^{-1}$ s$^{-1}$ | 10 s$^{-1}$ |
|-------------------------|-----------------|-----------------|-----------------|-----------------|
| Compression             | A (3) B (6)     | A (3) B (2)     | A (4) B (3)     | A (3) B (2)     |
| Tension                 | A (3) B (3)     | —               | —               | —               |

Table 2

| Temperature, $T$ | $-30^\circ$ C | $-20^\circ$ C | $-10^\circ$ C | $0^\circ$ C | $10^\circ$ C | $20^\circ$ C | $30^\circ$ C | $40^\circ$ C | $60^\circ$ C |
|------------------|---------------|---------------|---------------|------------|------------|------------|------------|------------|------------|
| Compression      | A (4)         | A (4)         | A (4)         | A (3)      | A (3)      | A (3)      | A (4)      | A (4)      | A (4)      |
| Tension          | A (3)         | A (2)         | A (4)         | A (3)      | A (4)      | A (5)      | A (6)      | A (2)      |

Fig. 4. (a) Compression and (b) tension test setups including the temperature chamber, and (c) illustration of the tension test fixture. The arrows in (a) and (b) point to the specimens.
of the sample. It appears from the test data that the evolution of these bands defines the plateau region of a typical stress-strain curve. Fig. 5 demonstrates that the strains vary considerably between the elements in the DIC mesh. These strains are, therefore, not suitable for application in a stress-strain curve for the foam material, and an average strain measure is required. One convenient choice is to apply the machine displacement and define a global strain measure taking the entire length of the sample into account. This global logarithmic strain is calculated as

\[ \varepsilon = \ln \left( 1 + \frac{\Delta L}{L_0} \right) \]

where \( L_0 \) is the initial length of the sample, and the change in length \( \Delta L \) is determined from the crosshead displacement of the test machine. The sign of \( \Delta L \) is negative in compression.

While the global strain uses the initial length of the sample and the crosshead displacement of the test machine, the DIC displacement field can also be employed in the calculation of a representative logarithmic strain for the compression tests. Hereafter referred to as the DIC strain, this measure is derived from the average engineering strain \( \varepsilon \) of several longitudinal virtual extensometers placed across the width of the DIC mesh, viz.

\[ \varepsilon = \ln(1 + \hat{\varepsilon}) \]

The average engineering strain is calculated from

\[ \hat{\varepsilon} = \frac{1}{n} \sum_{i=1}^{n} \frac{\Delta L_i}{L_{0,i}} \]

where \( n \) is the number of virtual extensometers and \( \Delta L_i \) is the change of length of extensometer \( i \). The initial length \( L_{0,i} \) of each extensometer is typically around 5 mm shorter than the full length of the sample. If the test featured two cameras, the reported strain is the average of the strains from both cameras.

Considering the tensile loading mode, the global strain measure is not applicable because the crosshead displacement of the machine also incorporates deformation of the fixtures, see Fig. 4(c). Thus, the data from the tensile tests rely only on the strain measure from the DIC and virtual extensometers, and Eq. (2) is used to calculate the strain.

A useful deformation measure is the incremental contraction ratio

\[ \nu = - \frac{d\varepsilon_t}{d\varepsilon} \]

where \( d\varepsilon_t \) is the transverse strain increment and \( d\varepsilon \) is the longitudinal strain increment. According to Pierron [30], describing the contraction ratio as a function of the incremental, rather than total, strain allows a more detailed description of the evolution of \( \nu \) at large deformations because small changes in transverse strains are not smoothed by a large longitudinal strain.

Fig. 6 shows the incremental contraction ratio \( \nu \) as a function of strain for both foams and in both loading modes at room temperature and an initial strain rate of \( 10^{-3}\text{s}^{-1} \). The difference between the transverse strains in tension relative to compression is significant, and is assumed to arise from the cell walls buckling and a shrinking internal void volume in compression, contrary to cell wall stretching in tension. Clearly, the transverse expansion is close to zero in compression, and the slight auxetic behavior observed at large compressive strains could be a result of friction between the sample and compression platens. Neglecting this small auxetic effect, the true stress in compression is well approximated by the engineering stress, so that

Fig. 5. Field map of the local longitudinal logarithmic strain, in compression, of Foam A at different deformation levels (\( L_0 = 30.6 \text{ mm} \)).
\[ \sigma \approx \frac{F}{A_0} \]

where \( F \) is the load and \( A_0 \) is the cross section area of the undeformed specimen. However, in tension the transverse contraction is large, see Fig. 6, and therefore it must be included in the calculation of the true stress in tension, as prescribed by

\[ \sigma = \frac{F}{A_i(\Delta \lambda)^2} \]

where \( \Delta \lambda \) is the average transverse stretch. Again, several virtual extensometers are applied, now placed transversely to the loading direction. The initial length of each of these transverse extensometers is \( W_0^i \) and \( \Delta W_i^j \) is the corresponding change of length. The average transverse stretch is hence found as

\[ \Delta \lambda_i = 1 + \frac{1}{n} \sum_{i=1}^{n} \Delta W_i^j / W_0^i \]

The difference between the global and DIC strain measures in compression is illustrated by the stress-strain curves in Fig. 7, where a sample from Foam A was tested at room temperature with a quasi-static strain rate \( |\varepsilon| = 10^{-5}s^{-1} \). It appears from the figure that the initial, elastic part of the curve is steeper when the DIC strain measure is applied. The difference between the curves is probably caused by end and surface effects of the sample. The surfaces experienced some damage due the sawing during sample extraction. The material close to the ends is not included in the DIC strain measure since the virtual extensometers are around 5 mm shorter than the specimen. The two stress-strain curves do, however, converge when the logarithmic strain exceeds approx. 0.2.

The longitudinal strain in compression approaches 2 in this study and, with exception of the initial stiffness, the two strain measures are, therefore, equivalent for practical purposes. Thus, only strains calculated from the machine displacement are used in the compressive stress-strain curves hereafter.

From either the DIC strain measure or the global strain measure, it is possible to derive relevant quantitative parameters defining the foam response. Referring to Fig. 7, the selected parameters include the initial stiffness, commonly referred to as the Young’s modulus (E), the collapse stress (\( \varepsilon_c \)) and the hardening modulus (\( E_H \)). Young’s modulus is the slope of the initial part of the stress-strain curve. For consistency, the slope is evaluated at the stage corresponding to the inflection point of the force-displacement curve, as this curve typically has a slight S-shape. The hardening modulus is found by evaluating the slope of the stress-strain curve at the point where the force-displacement curve reaches its second inflection point. This occurs in the middle of the plateau region, and the hardening modulus is also referred to as the plateau stress modulus in the literature. The collapse stress \( \varepsilon_c \) refers to the stress at which the foam deforms with little increase in stress as strain increases. Following Bouix et al. [15], \( \varepsilon_c \) is defined as the intersection between the two lines with slope E and \( E_H \) in Fig. 7. Henceforth, Young’s modulus from both strain measures will be presented if available, while the collapse stress and hardening modulus will be derived from the global strain, as these values do not differ significantly from the DIC strain measure.

During initial testing of the samples with different sizes, the larger samples \( 37 \times 37 \times 37 \text{ mm}^3 \) from Foam A exhibited a slightly higher (10%) collapse stress than the smaller \( 25 \times 25 \times 25 \text{ mm}^3 \) samples, but the large specimens also had a slightly higher (7%) density. Similar trends were seen by Cronin and Ouellet [16]. Within each test configuration, little scatter was seen between repeat tests. For example, the collapse stress at room temperature and quasi-static loading of Foam A lies within ± 3.5% of the mean collapse stress.

Initial testing also established that samples taken from the components exhibited isotropic behavior if extracted sufficiently far (3 mm) from the component surface. It was observed that samples extracted close to the surface of the component had a slightly higher collapse stress in the direction normal to the component surface. According to Bouix et al. [15], the density of EPP can be higher close to the component surface, which will influence the sample response, but this effect has not been quantified in the present study. From initial studies of
Component A, the sample extraction location does not significantly influence the mechanical response beyond the slight difference caused by surface effects.

The stress-strain curves of the two foams, in both loading modes, are shown in Fig. 8. The compressive samples of Foam A and B measured 30 × 30 × 30 mm$^3$ and 25 × 25 × 25 mm$^3$, respectively, while the tensile samples measured 30 × 30 × 60 mm$^3$ and 30 × 30 × 50 mm$^3$. The test conditions are room temperature and a strain rate of 10$^{-3}$ s$^{-1}$, and the figure reports three tests in both tension and compression. It is seen that the materials exhibit a typical collapse response in compression, with a pronounced plateau region. It appears that Foam A has a higher collapse stress than Foam B in compression. The stress in tension, on the other hand, is continuously increasing. The compression tests were terminated by either a fixed displacement limit or the load cell load limit of 2 kN, depending on the test setup. The tensile tests were terminated after a large reduction in load. This reduction was usually caused by failure of the foam, but some samples failed in the bonding interface prior to material failure. Fig. 9 shows some of the tensile samples tested at different temperatures, where some have failed in the bonding interface. The stress-strain curves of the samples where tensile failure occurred in the foam, not at the bonding interface, are terminated with stars.

3.2. Strain rate dependence

For evaluation of the strain rate dependence, both foams were tested in compression at engineering strain rates $|\dot{\varepsilon}| = 10^{-1}$, 10$^{-2}$, 10$^{-3}$, 10$^{-4}$ s$^{-1}$. All these tests were carried out at room temperature, see Table 1. The stress-strain curves for Foam A and B are shown in Fig. 10(a) and Fig. 10(b), respectively. It appears from the figures that both foams exhibit significant strain rate sensitivity. There is also some scatter between replicate tests, particularly at higher compressive strains.

From the curves in Fig. 10, it is possible to determine the two moduli, $E$ and $E_H$, and the collapse stress, $q_c$. The resulting parameters are plotted as a function of strain rate in Fig. 11. The collapse stress of the two foams exhibits similar increase with increasing strain rate, but the stress levels are different, as seen in Fig. 11(a). The hardening modulus of the two foams, seen in Fig. 11(b), is similar in size, but the strain rate sensitivity differs. Young’s modulus derived from the global strain measure, in Fig. 11(c), appears to be relatively constant, but with high scatter. The other measure of Young’s modulus, derived from the local strain field, is included in Fig. 11(d). Limited camera frame rate at high compression speeds caused large displacements between each frame, and reliable local strain fields at higher strain rates could not be established. Nevertheless, the different scales of the vertical axes in Fig. 11(c) and 11(d) reveal that the local DIC strain yields a significantly higher estimate of $E$ than the global machine strain does. The numerical values from the graphs in Fig. 11 (a), (b) and (d) have been summarized in Table A1 in Appendix A.

3.3. Temperature dependence

The mechanical response of Foam A at different temperatures was tested in both compression and tension at a strain rate of 10$^{-3}$ s$^{-1}$, see Table 2. The temperatures ranged from –30°C to 60°C. The stress-strain curves in compression are shown in Fig. 12, while Fig. 13 displays the stress-strain curves in tension. Generally, the response has a strong dependence on temperature, where Young’s modulus and the collapse stress in compression increase with decreasing temperature. A similar trend is apparent in the tension tests.

As with the strain rate tests, key parameters of the mechanical response at different temperatures can be extracted from the compression test data. The different qualities are plotted in Fig. 14. Using room temperature as reference, the collapse stress shown in Fig. 14(a) increases by approximately 110% at –30°C and decreases by approximately 50% at 60°C. The consequence of this difference is a significant change in energy absorption between the highest and lowest temperatures. The hardening modulus plotted in Fig. 14(b) is also temperature dependent, but to a lesser degree than the collapse stress. Young’s modulus also varies with temperature, see Fig. 14(c) and 14(d). The numerical values from the graphs in Fig. 14 (a), (b) and (d) have been
Fig. 10. Stress-strain curves at different strain rates in compression for (a) Foam A and (b) Foam B ($\gamma = 23^\circ\text{C}$).

Fig. 11. Material parameters at different strain rates in compression ($\gamma = 23^\circ\text{C}$).
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Fig. 11. Material parameters at different strain rates in compression ($\gamma = 23^\circ\text{C}$).
Analogous to the foam and bulk material. Young’s modulus of the bulk material, $E_s$, is derived from the global and local strain fields. The previous section revealed that the mechanical response of EPP foams is complex, even under simple uniaxial loading conditions. The behavior in compression and tension is substantially different with respect to both the stress-strain curves and transverse deformations. Additionally, the foams exhibit a strong rate sensitivity. For practical applications, the relatively large temperature dependence introduces particular challenges if an EPP foam component is expected to experience a wide range of temperatures.

4. Discussion

The previous section revealed that the mechanical response of EPP foams is complex, even under simple uniaxial loading conditions. The behavior in compression and tension is substantially different with respect to both the stress-strain curves and transverse deformations. Additionally, the foams exhibit a strong rate sensitivity. For practical applications, the relatively large temperature dependence introduces particular challenges if an EPP foam component is expected to experience a wide range of temperatures.

4.1. Local strain field

The local strain field depicted in Fig. 5 shows localization bands during the compressive deformation. This is probably caused by slight differences in cell morphology, microstructure or density. The data from the local strain field also lends additional weight to the common assumption of foam having low, for all practical purposes zero, transverse expansion in the post-collapse region of the compressive stress-strain curve.

Contrary to the compression tests, the transverse contraction is significant in the tensile tests. The high values of the contraction ratio $\nu$ seen in Fig. 6 are facilitated by the transverse collapse of cells and resulting negative volumetric strain (corresponding to $\nu \geq 0.5$). An analogous explanation for this could be the deformation of an ellipse with a fixed circumference. As one axis is elongated, the total area approaches zero as the current minor axis approaches zero length. The transverse contraction in tension will influence the response when modeling mixed loading cases that include bending. Due to geometric constraints of the components shown in Fig. 2, the length of the tensile specimens was limited to twice the width. A shorter sample will have a higher stress triaxiality, due to the test fixture and, by extension, limit the transverse contraction behavior. Longer samples, with lower triaxiality, would allow larger transverse contraction. The samples of the different foams tested in tension are of similar lengths, such that the transverse strain data can be directly compared.

According to Figs. 11(c) and 11(d), there is a significant discrepancy in the compressive Young’s modulus $E$ derived from the global and local strain fields. Figs. 14(c) and 14(d) show a similar trend. Comparing the two measures of Young’s modulus in Fig. 11 and Fig. 14, it is found that Young’s modulus calculated from the machine displacement is between 30% and 50% of Young’s modulus from the DIC data. This is assumed to be caused by the method of sample extraction, involving a band saw that damages all sample surfaces. A small region of soft material close to the surface will disproportionately affect the global initial stiffness. Young’s modulus derived from the local strain field excludes the damaged outer layer, resulting in a stiffer response. Conversely, when calculating the initial stiffness from the local strain field, the response will depend on any geometrical imperfections of the cube. Typically, two sides are imaged, and the resulting deformation measure derived from each strain field is averaged. If the top and bottom surfaces of the sample are not parallel, the strain on the imaged sides could be different from the average strain, which in turn will affect the value of the initial stiffness.

It is interesting that Young’s moduli in tension and compression only differ slightly, see Fig. 14(d). This observation suggests that the physical mechanism governing Young’s modulus at a micromechanical level is the same in the two loading modes. Considering the initial elastic domain with reversible deformations, it is probable, therefore, that the major deformation mechanism is elastic bending and stretching of the cell walls and struts. The bending stiffness of the microstructure should, in this case, be comparable in tension and compression. Eventually, the cell walls start to buckle in compression, potentially together with plastic yielding of the struts, resulting in an abrupt change of stiffness when the collapse stress is reached.

4.2. Foam A vs Foam B

Fig. 11(a) shows that the collapse stress of Foam A is more than 40% higher than that of Foam B. A difference in collapse stress between two foam types of different cell size has also been reported by Bouix et al. [15] in tests done on EPP with a density of 90 kg/m$^3$. They also observed that smaller cell size resulted in a higher collapse stress. The main mechanism causing this discrepancy is not obvious and will be discussed in the following.

Gibson and Ashby [3] proposed a model for 3D closed cell foams. This model can be used to estimate Young’s modulus and the collapse stress, based on the morphology of the cells and the properties of the bulk material. Young’s modulus $E^c$ of the foam is predicted from

$$\frac{E^c}{E_i} \approx \phi^3 \left( \frac{E}{\rho_s} \right) + (1 - \phi) \frac{E}{\rho_i}$$

(8)

where $E_i$ is Young’s modulus of the bulk material, $\phi$ is the amount of material contained in the struts, relative to the total amount of bulk material in a unit cell, and $\rho^*$ and $\rho_i$ are the foam and bulk material density, respectively. From the same model, the plastic collapse stress $\sigma^c_{cpl}$ can be estimated by
where $\sigma_{y}$ is the yield stress of the bulk polymer. This equation indicates that a higher material concentration in the cell struts results in a reduced collapse stress. The underlying physical mechanism for the plastic collapse stress in Eq. (9) is plastic yielding in the cell walls and struts. An alternative mechanism is elastic buckling of the cell walls. For this case, Gibson and Ashby [3] proposed the following relation for estimation of an elastic collapse stress

$$\frac{\sigma_{c, el}}{E} \approx 0.05 \left( \frac{E}{\rho} \right)^{1/2}$$

(10)

Here, the estimated collapse stress is governed only by the relative density of the foam and Young’s modulus of the bulk material. Large difference in the collapse stress found between Foam A and Foam B of similar density indicates, either that the above equation might not be applicable, or that the Young’s moduli of the two bulk materials are drastically different.

The three equations show that Young’s modulus, the elastic buckling stress and the plastic collapse stress are all invariant with respect to the cell size of the foam. If considering elastic buckling, shorter cell walls are less prone to buckling, but the effect is countered by the reduced cell wall thickness and, by extension, the reduced second moment of area.

Even if the mechanical properties of the original PP were known, these might be significantly altered during the subsequent processing. Without the correct Young’s modulus or yield stress of the bulk material, it is not feasible to use the above equations to estimate the values of $\phi$ for the two foams accurately. Assuming the same $\phi$ for both foams would require the bulk properties to be drastically different. Without information about either the bulk material or $\phi$ it is difficult to determine the ultimate cause of the large difference between the two foams. Depending on the grade of the PP (homopolymer, random copolymer or block copolymer), the tensile modulus for the unprocessed material is between 900 and 1550 MPa, with random and block copolymers being the softest. The yield stress is typically between 24 and 35 MPa, again with random and block copolymers being the weakest [31]. Additionally, the degree of crystallinity will also affect the final properties. Differential scanning calorimetry (DSC) analysis of the foams used in this study indicate a similar degree of crystallinity if the bulk (reference) material is assumed identical. DSC measures the endothermic heat flow as a function of temperature and can be used to establish the enthalpy of fusion (melting) for a material. Crystallinity is commonly estimated by comparing the enthalpy of fusion for the semi-
crystalline sample with the enthalpy of fusion for a 100% crystalline reference sample [32]. The heat flow as a function of temperature is similar for both materials, resulting in similar crystallinity if the same reference is used. Although the range in mechanical properties of the different grades of PP could explain the discrepancy, EPP from two major suppliers, JSP and BASF, are both made with copolymers [33,34], indicating that the range of mechanical properties might be limited to the case of copolymers. This is further supported by EPP process patents referencing random or block copolymers [25,35]. An alternative approach for finding the bulk material properties could be through inverse modeling using a micromechanical model, if the geometry could be adequately described.

Bouix et al. [15] compared Eq. (9) with experimental results from compression testing of EPP at several densities. They reported good agreement between the observed collapse stress of the quasi-static tests and the theoretical estimate when using $\sigma_{ys} = 48 \text{ MPa}$, $\rho_s = 910 \text{ kg/m}^3$ and $f = 1$. For the two foams at hand, the micrographs in Fig. 3 show notable amounts of material located in or close to the corners of the cells, but $f = 1$ would leave zero material in the cell walls as opposed to the struts. Assuming the same bulk material properties for Foam A and Foam B as applied by Bouix et al. [15] and solving Eq. (9) for $\sigma_s$, yields $f_s = 0.93$ and $f_s = 1.02$. The latter number, being outside the range of validity, indicates that either the applied bulk material yield stress is too high, or that most of the material is in fact located in the struts. It is worth noting that the PP yield stress used here, $\sigma_{ys} = 48 \text{ MPa}$, is higher than values commonly found in the literature. Using the lower bound of PP yield stress reported by Tripathi [31] instead, $\sigma_{ys} = 24 \text{ MPa}$, the resulting values of $\sigma_s$ for Foam A and B are 0.68 and 0.87, respectively. These figures indicate that a significant portion of material is still concentrated in the struts of the cellular structure unless the bulk yield stress is even lower than 24 MPa.

4.3. Rate dependence

In the low to intermediate strain rate regime investigated in this study, see Fig. 10, it is evident that the collapse stress $\sigma_c$ of the foam is strain rate dependent. The strain rate dependence is expected to be even greater at higher strain rates, as reported in other investigations of EPP [15,16]. In these studies of EPP and other polymeric foams, the stress at a given strain is found to exhibit an initial log-linear dependence on the strain rate before a sharp increase in rate sensitivity occurs at strain rates above $10^3 \text{s}^{-1}$.

In contrast, Young’s modulus $E$ does not seem to be strain rate dependent at these low to intermediate rates. This is consistent with data from compression testing of bulk polymer at different strain rates where the initial stiffness of the PP has a seemingly low strain rate dependence for strain rates up to $10^{-4} \text{s}^{-1}$ [36,37]. These studies do, however, show that the yield stress of the bulk polymer is somewhat strain rate dependent, which could indicate that the collapse stress of the foam is influenced by the yield stress of the bulk material. The Gibson-Asby model in Eq. (9) could then be applicable to the present material.

4.4. Temperature

Young’s modulus of different PP bulk materials has been studied by several sources [38,39], and all show a strong temperature dependence comparable to that seen in the present study. Data for the yield stress or failure stress in tension [39,40] also show significant temperature dependence, depending on the type of PP. As both the stiffness and yield properties of bulk PP exhibit strong temperature dependence, it is not possible to isolate either of these effects and explain the main collapse mechanism defining the collapse stress.

According to Fig. 14(d), there is a discrepancy between the compressive and tensile Young’s modulus calculated from the local strain field at temperatures between $-20^\circ \text{C}$ and $10^\circ \text{C}$. The Young’s modulus in compression at these temperatures is significantly below the tensile Young’s modulus, and one contributing effect could be sample irregularity and non-squareness, which were not captured in the sample measurements. The samples for each temperature were extracted next to one another and at the same time, so any systematic deviation in sample shape could affect samples from the same set. This is supported by the DIC images of the affected tests, where one camera shows a linearly varying longitudinal strain distribution across the sample width. The other camera was imaging the side with the larger compressive strain, partially explaining the lower stiffness resulting from larger surface strain increments than the average throughout the sample.

During tensile testing, the bonding method did not produce optimal results, which is particularly evident in the tests at temperatures of 40°C and 60°C. According to Fig. 13, all specimens failed in the bonded surface at these two temperatures. The super glue seemed to adhere well to the foam, and the adhesion between the epoxy and the super glue was satisfactory. The weak bonding interface was between the epoxy and the aluminum. Bonding agents better suited to the aluminum were tested but were difficult to cure and did not adhere well to the epoxy or super glue. A revised approach could include other bonding agents and/or altered specimen geometry. A more complex geometry could, for example, be achieved by cryogenic machining.

The grade of the bulk PP will also affect the behavior of the EPP foam at different temperatures. The glass transition temperature of PP plays a major role. The brittle temperature of PP ranges from $-10^\circ \text{C}$ to $15^\circ \text{C}$ for random copolymers and $-40^\circ \text{C}$ to $10^\circ \text{C}$ for block copolymer [31], which could affect the final response of the foam. However, comparing the response at the low temperature levels in Figs. 12 and 13, there are no obvious indications of far more brittle behavior at $-30^\circ \text{C}$ than at $0^\circ \text{C}$. Therefore, it seems that the glass transition temperature of the bulk PP is well below $0^\circ \text{C}$.

5. Concluding remarks

The experimental study shows strong effects of strain rate and temperature on the stress-strain response of the foams investigated. The observed difference in the mechanical response between the two foams of similar density indicates that tuning of the microstructure could be used to acquire desired properties. Between the two tested foams, the nominal density is similar but the collapse stress of the stronger foam under quasi-static loading conditions is more than 40% higher than that of the weaker foam. From the SEM images, the stronger foam is seen to have a finer cellular structure, with smaller cells. The strain rate dependence at low and intermediate strain rates is significant and will be relevant when considering energy absorption in impact mitigation. The collapse stress increases by 45% for Foam A and 57% for Foam B at a strain rate of $10^3 \text{s}^{-1}$ relative to a quasi-static strain rate of $10^{-4} \text{s}^{-1}$. It is also evident that the operating temperature of EPP foam components should be considered in the product development process, as different temperatures strongly alter the behavior. Relative to room temperature conditions, the collapse stress increases by approximately 110% at the coldest temperature ($-30^\circ \text{C}$) and decreases by 50% at highest temperature ($60^\circ \text{C}$). Further studies of the mechanical properties of EPP would benefit from more information on the bulk material, preferably material which has undergone the same temperature and environmental history.
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Appendix A

Table A1
Summary of Fig. 11 (a), (b) and (d), Fig. 14 (a), (b) and (d), and the ultimate failure stress in tension, $\sigma_{\text{max}}$.

| Strain rate | Temp. T[°C] | Collapse stress $\sigma$ [MPa] | Hardening modulus $E_h$ [MPa] | Young's modulus (DIC) $E_{\text{DIC}}$ [MPa] | Fail. stress $\sigma_{\text{max}}$ [MPa] |
|-------------|-------------|-------------------------------|-------------------------------|----------------------------------------------|--------------------------------------|
| $10^{-3}$   | 20          | Compr. Foam A 0.116 0.113 0.109 | Compr. Foam B 0.078 0.081 0.072 | 8.68 8.40 7.76 | – – – |
| $10^{-2}$   | 23          | 0.130 0.133 0.144 | 0.097 0.094 0.118 | 0.150 0.154 0.156 | 7.71 10.37 – – |
| $10^{-1}$   | 23          | 0.153 0.143 0.144 | 0.112 0.112 0.118 | 0.167 0.157 0.156 | – – – |
| $10^{0}$    | 23          | 0.165 0.160 0.164 | 0.124 0.123 0.170 | 0.172 0.161 0.161 | – – |
| $10^{1}$    | 30          | 0.226 0.238 0.246 | – 0.199 0.239 | 0.206 0.187 0.204 | 25.61 25.27 24.90 |
| $10^{2}$    | 20          | 0.175 0.196 0.206 | – 0.199 0.239 | 0.171 0.162 0.204 | 19.55 18.88 29.06 |
| $10^{3}$    | –10         | 0.157 0.171 0.191 | – 0.172 0.249 | 0.158 0.160 0.204 | 25.61 25.27 24.90 |
| $10^{4}$    | 0           | 0.153 0.156 0.158 | – 0.175 0.171 | 0.160 0.173 0.167 | 19.55 18.88 29.06 |
| $10^{5}$    | 10          | 0.126 0.125 0.119 | – 0.156 0.158 | 0.157 0.140 0.145 | 19.55 18.88 29.06 |
| $10^{6}$    | 23          | 0.116 0.113 0.109 | – 0.113 0.108 | 0.142 0.143 0.143 | 19.55 18.88 29.06 |
| $10^{7}$    | 40          | 0.085 0.086 0.085 | – 0.086 0.085 | 0.134 0.133 0.129 | 8.68 8.40 7.76 |
| $10^{8}$    | 60          | 0.085 0.086 0.085 | – 0.086 0.085 | 0.134 0.133 0.129 | 8.68 8.40 7.76 |
| $10^{9}$    | 80          | 0.056 0.057 0.060 | – 0.056 0.057 | 0.110 0.109 0.115 | 8.68 8.40 7.76 |
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