MEDIUM AMPLITUDE MODEL FOR INTERNAL WAVES OVER LARGE TOPOGRAPHY VARIATION
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Abstract. The purpose of this paper is to present the derivation and mathematical analysis of a new asymptotic model that describes the evolution of medium amplitude internal waves propagating between a flat rigid-lid and a highly variable topography. The smallness assumptions on the topographic variation parameter used in [Communications on Pure & Applied Analysis, 2015, 14 (6): 2203-2230] and in [Asymptotic Analysis, vol. 106, no. 2, pp. 61-98, 2018] are now relaxed and the results of the aforementioned papers are improved and generalized to the complex case of large topography variation. Limiting the flow to one-layer, we also emphasize our model’s well-posedness in comparison to the original asymptotic model.
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1. Introduction

1.1. Motivation. Ocean water is not uniform when it comes to mass density. In fact, the temperature and salinity of water in the ocean vary according to depth which create a stratification effect dividing the water into layers with different densities. The disturbance of these layers by tidal flows over variable topography generates internal waves. The absorbed solar radiation make the upper surface water warmer with a lower density lying above a colder denser water. Internal waves play an important role in underwater biological life and navigation, thus understanding their behavior is very essential. Herein, we consider the uni-dimensional flow of internal waves. Simplifying assumptions on the nature of the fluids are commonly
used in oceanography. Namely, the fluids are supposed to be homogeneous, immiscible, inviscid and affected only by gravitational force. Moreover, irrotational and incompressible fluids are considered.

The mathematical aspects of the internal waves have been the subject of many studies in the literature. The internal wave flow is described by two evolution equations. These equations are commonly called the “full Euler system”. We omit here the detailed derivation of the Zakharov formulation of this system for the sake of readability, instead, the equations governing the two-layer flow are briefly recalled in Section 2. For more details, the interested reader can see for instance [1, 2, 3]. Solving the “full Euler system” mathematically is very difficult due to the free boundary problem i.e. the domain is moving with time. Indeed, the interface deformation boundary function is one of the unknowns. To overcome this problem, many researchers searched for approximate solutions of the exact system. To this end, the derivation of simpler asymptotic models had attract a lot of attention. These approximate models are derived in much simpler settings where dimensionless variables and unknowns are introduced, allowing a fair description of the exact behavior of the full system in particular physical regimes. In this study, we construct a new asymptotic model for the two-layer flow over strong variations in bottom topography using an additional smallness assumption on the interface deformation. More precisely, we consider medium amplitude deformations at the interface level. This smallness assumption corresponds to the commonly known Camassa-Holm (CH) regime.

The two-layer flow has been widely studied in the literature, laying the groundwork for an important theoretical framework. Many approximate models describing the evolution of a two-layer flow over flat topography and under a rigid lid have previously been developed and studied, see for instance [4, 5, 6, 7, 8, 9, 10] and references therein. Two-layer flow over variable topography has been also derived and studied in some significant works [10, 11, 12, 13]. These models were proved to be consistent with the exact system, however they are not supported with a full justification (i.e. well posedness, consistency with respect to the full Euler system and convergence to the latter). More recently, in an effort to deal with medium amplitude internal waves propagating over medium amplitude topography variations, a full justification result for a newly derived asymptotic model of Green-Naghdi type in the Camassa-Holm regime (GNCH) has been obtained in [14]. In [15], the full justification result of the GNCH model has been improved to a more complex case of large amplitude topography with slow variation. In this paper, we present the derivation and mathematical analysis of a new GNCH model allowing for strong topography variations. This new model presents an important improvement upon the existing ones introduced in [14, 15] since both smallness and slow variation assumptions on bottom topography are now relaxed which is quite more rational in ocean floor. Nevertheless, some serious difficulties arise. Indeed, relaxing any smallness assumption on the amplitude parameter of topographic variation prompt some terms that are actually accompanied with derivative terms on the interface deformation that cannot be controlled by the intended energy norm associated with our model and thus do not always allow its full justification. To overcome this difficulty, we establish a specially designed model allowing to deal with these terms and possessing a quasilinear hyperbolic structure. Classical theory of hyperbolic systems is then applied, in particular energy estimates, hence allowing its well-posedness. Moreover, the full justification of the newly derived model follows in the same way as the models studied in [13, 14, 15]. The obtained model is valid under some key restrictions on the bottom deformation, see Remark 2. Moreover, restricting the flow to one-layer, we stress our model’s well-posedness in comparison to the original asymptotic model studied in [10].

1.2. Organization of the paper. In Section 2 we briefly introduce the full Euler system. In Section 3 we precisely derive the new asymptotic model starting from the original Green-Naghdi model. Some preliminary results on the properties of the specially designed symmetric differential operator are stated in Section 4. Section 5 contains an essential procedure preceding the proof of our result. Section 6 is devoted to the linear analysis of the asymptotic model and its well-posedness result. In Section 7, we limit the work to the one-layer case and emphasize the well-posedness of our model in comparison to the original asymptotic model.

1.3. Notations. We refer to $C_0$ as a nonnegative constant whose exact expression isn’t important. Consider the notation $a \lesssim b$ as $a \leq C_0 b$. Also consider $A = \mathcal{O}(B)$ as $A \leq C_0 B$.

$C(\lambda_1, \lambda_2, ..)$ denotes a nonnegative constant that depends on the parameters $\lambda_1, \lambda_2, ..$ and whose dependence on the $\lambda_j$ is always assumed to be nondecreasing.

$L^p = L^p(\mathbb{R})$ is the space of all Lebesgue-measurable functions $f$ with $1 \leq p < \infty$ endowed with the norm
\[ |\psi|_{L^p} = \left( \int_{\mathbb{R}} |\psi(x)|^p dx \right)^{1/p} < \infty. \] If \( p = \infty \), \( L^\infty = L^\infty(\mathbb{R}) \) consists of all essentially bounded, Lebesgue-measurable functions \( f \) with the norm \( |\psi|_{L^\infty} = \text{ess sup}|\psi(x)| < \infty \).

Let \( k \in \mathbb{N} \), we denote by \( W^{k,\infty} = W^{k,\infty}(\mathbb{R}) = \{ f \in L^\infty, |f|_{W^{k,\infty}} < \infty \} \), where \( |f|_{W^{k,\infty}} = \sum_{\alpha \in \mathbb{N}, \alpha \leq k} |\partial^\alpha_x f|_{L^\infty} \).

Denote by \( (1 - \partial^2_x)^{1/2} \) the pseudo-differential operator \( \Lambda \). For any positive number \( s \), \( H^s = H^s(\mathbb{R}) \) stands for the Sobolev space of all tempered distributions \( f \) with norm \( |f|_{H^s} = |\Lambda^s f|_{L^2} < +\infty \). We refer to \( L^\infty([0,T); H^s(\mathbb{R})) \) the space of functions such that \( u(t, \cdot) \) is controlled in \( H^s \), uniformly for \( t \in [0,T) \):

\[ \|u\|_{L^\infty([0,T); H^s(\mathbb{R}))} = \text{ess sup}_{t \in [0,T]} |u(t, \cdot)|_{H^s} < \infty. \]

Let \( L \) be any closed operator defined and on a Banach space \( Z \). The commutator \( [L, \psi]\Psi = L(\psi\Psi) - \psi L(\Psi) \) is defined for any \( \psi, \Psi \), and \( \psi\Psi \) belonging to \( L \)'s domain. The same notation is used for \( \psi \), an operator that maps \( L \)'s domain into itself.

2. Full Euler system

In this section, we briefly recall the governing equations of the two-layer flow. We restrict our study to the one-dimensional setting, we assume that the internal wave represented by the function \( \zeta(t,x) \) propagates between a flat rigid lid located at \( d_1 \) and a variable topography whose deformation with respect to its rest place \( (x, -d_2) \) is represented by the function \( b(x) \). The upper and lower layer domains denoted by \( \Omega_1 \) and \( \Omega_2 \) respectively are supposed to stay connected, in other words the heights of the upper and lower fluids \( (h_1, h_2 \text{ respectively}) \) must remain strictly positive, that is \( h_1, h_2 \geq h_0 > 0 \), for some constant height \( h_0 \), see Figure 1.

![Figure 1. Domain of study](image-url)

Now let us specify the assumptions on the nature and domain of the fluids. This type of reasonable hypothesis is commonly used in oceanography when determining the governing equations of two-layer flow.

First, we consider both fluids are homogeneous, therefore the mass density of the top and low fluids denoted by \( \rho_1 \) and \( \rho_2 \) respectively are constant. Each layer of fluid is incompressible so the corresponding velocity field has a zero divergence. Assuming irrotational flows, there exists velocity potentials denoted by \( \phi_i \) (\( i = 1, 2 \)) that satisfy the Laplace equation. Assuming ideal fluids with no viscosity, one obtains two Bernoulli equations. The surface, interface and bottom are all assumed to be bounding surfaces, that is to say no particle of fluid can cross the surface, interface or bottom. One may close the set of equations by
assuming that the pressure is continuous at the interface. At this stage, one obtains:

\[
\begin{aligned}
\Delta_{x,z} \phi_i &= 0 \quad \text{in } \Omega_i, \ i = 1,2, \\
\rho_i \partial_t \phi_i + \frac{\partial_i}{|\nabla_{x,z} \phi_i|^2} \partial_i \phi_i &= -P_i \ - \rho_i g z \quad \text{in } \Omega_i, \ i = 1,2, \\
\partial_n \phi_1 &= n_{x,z} \nabla_{x,z} \phi_1 = \partial_n \phi_1 = 0 \quad \text{on } \{(x,z), z = d_1\}, \\
\partial_t \zeta &= \sqrt{1 + |\partial_x \zeta|^2} \partial_n \phi_1 = \sqrt{1 + |\partial_x \zeta|^2} \partial_n \phi_2 \quad \text{on } \{(x,z), z = \zeta(t,x)\}, \\
\partial_n \phi_2 &= n_{x,z} \nabla_{x,z} \phi_2 = 0 \quad \text{on } \{(x,z), z = -d_2 + b(x)\}, \\
\{P(t,x)\} &= \sigma \partial_z \left( \frac{1}{1 + |\partial_x \zeta|^2} \partial_x \zeta \right) \quad \text{on } \{(x,z), z = \zeta(t,x)\},
\end{aligned}
\]  

where \( |P(t,x)| \equiv \lim_{\chi \to 0} \left( P(t,x,\zeta(t,x) + \chi) - P(t,x,\zeta(t,x) - \chi) \right) \) and \( \partial_n = n_{x,z} \nabla_{x,z} \) is the upward normal derivative in the direction of the vector \( n \) under consideration. We denote by \( n_t = (0,1)^T \), \( n_\zeta = \frac{1}{\sqrt{1 + |\partial_x \zeta|^2}} (-\partial_x \zeta,1)^T \) and \( n_b = \frac{1}{\sqrt{1 + |\partial_x b|^2}} (-\partial_x b,1)^T \) the unit outward normal vectors at the top rigid surface, interface and bottom respectively. Here \( \sigma \) denotes the surface (or interfacial) tension coefficient.

Studying both theoretical and numerical aspects of system (1) remain difficult as the domain is one of the unknowns. At this point, extra assumptions are made on some parameters with no dimensions to derive reduced asymptotic models and thus seek approximate solutions of the exact system. The parameters with no dimensions are the following:

\[
\mu = \frac{d_1^2}{\lambda^2}, \quad \epsilon = \frac{a}{d_1}, \quad \beta = \frac{a_b}{d_1}, \quad \gamma = \frac{\rho_1}{\rho_2}, \quad \delta = \frac{d_1}{d_2}, \quad b_0 \equiv \frac{\sigma}{g(\rho_2 - \rho_1)d_1^2},
\]

where we denote by \( a \) (resp. \( a_b \)) the maximal elevation of the internal wave (resp. bottom topography) and \( \lambda \) the horizontal length scale of the wave at the interface. Written in its dimensionless form, system (1) can be reduced to two equations with two unknowns \( (\zeta, \psi(t,x,\zeta(t,x))) \), see [17, 18]. For shortness sake, we do not recall here the Zakharov formulation of the full Euler system. For more details, the interested reader could see for instance [11, 2, 3, 13].

The restrictions made on the dimensionless parameters defined in (2) describe the regimes under consideration. To complete this section, we state below the regime considered in this paper.

**Definition 1 (Regime).** The model (25) is valid under the following extra restrictions defining the Camassa-Holm regime,

\[
P_{\text{CH}} \equiv \left\{ 0 < \mu \leq \mu_{\text{max}}, \ 0 \leq \epsilon \leq \min(M, \sqrt{\mu}, 1), \ 0 \leq \beta \leq \beta_{\text{max}}, \ \delta_{\text{min}} \leq \delta \leq \delta_{\text{max}}, \ 0 \leq \gamma < 1, \ \text{and } b_0 \leq \gamma \leq b_0 \right\},
\]

where \( 0 \leq \mu_{\text{max}}, M, \beta_{\text{max}}, \delta_{\text{min}}, \delta_{\text{max}}, b_0^{-1}, \nu_0^{-1} < \infty \) and \( b_0 \gg 6 \).

We proceed by denoting without difficulty

\[
P_{\text{SW}} \equiv \max \left\{ \mu_{\text{max}}, \delta_{\text{min}}, \delta_{\text{max}}, b_0^{-1}, \beta_{\text{max}} \right\}, \quad M_{\text{CH}} \equiv \max \left\{ M_{\text{SW}}, M, \nu_0^{-1} \right\}.
\]

3. **ASYMPTOTIC MODELS FOR INTERNAL WAVES**

In this section, we develop a new asymptotic model for the propagation of medium amplitude internal waves over large topographic variations. We recall the original two-fluid Green-Naghdi system in subsection 3.1. In 3.2, we derive the medium amplitude large topographic variation model under 1. The derivation of the modified system to be studied is covered in section 3.3.

3.1. **The original Green-Naghdi two-fluid system.** The well-known Green-Naghdi model is obtained by plugging the asymptotic expansions of the Dirichlet-Neumann operators given in [11, 13] into the full Euler system and performing simple computations while disregarding all terms of order \( \mu^2 \).

At this point, the well-known “shear mean velocity” variable \( v \), which connects the upper and lower layer depth averaged vertically integrated horizontal velocities \( u_1 \) and \( u_2 \), is introduced, see [13]:

\[
v \equiv \frac{u_2}{h_2} - \gamma \frac{u_1}{h_1},
\]
\[ u_1 = \int_{c(t,x)}^{1} \frac{\partial}{\partial x} \phi_1(t,x,z) \, dz \quad \text{and} \quad u_2 = \int_{-1/\delta + \beta_b(x)}^{c(t,x)} \frac{\partial}{\partial x} \phi_2(t,x,z) \, dz. \]

We do not define the Dirichlet-Neumann operators or their asymptotic expansions in this paper for the sake of simplicity. Instead, we briefly recall the Green-Naghdi system below and refer to [11, 13, 9] for more information on the derivation:

\[
\begin{cases}
\partial_t \zeta + \partial_x \left( H(\epsilon \zeta, \beta) v \right) = 0, \\
\partial_t \left( v + \mu \mathcal{Q}[\epsilon \zeta, \beta] v \right) + (\gamma + \delta) \partial_x \zeta + \frac{\epsilon}{2} \partial_x \left( H'(\epsilon \zeta, \beta) v^2 \right) = \mu \epsilon \partial_x \left( \mathcal{R}[\epsilon \zeta, \beta] v \right) + \frac{\mu + \delta}{\delta_b} \partial_x^2 \zeta,
\end{cases} \tag{5}
\]

where we denote by \( H(\epsilon \zeta, \beta) = \frac{h_1 h_2}{h_1 + \gamma h_2} \), \( H'(\epsilon \zeta, \beta) = \frac{h_1^2 - \gamma h_2^2}{(h_1 + \gamma h_2)^2} \), \( h_1 = 1 - \epsilon \zeta \) and \( h_2 = 1/\delta + \epsilon \zeta - \beta b \), as well as

\[
\mathcal{Q}[\epsilon \zeta, \beta] v = -\gamma T[h,1,0] \left( \frac{-h_2 v}{h_1 + \gamma h_2} \right) + T[h,2,\beta] \left( \frac{h_1 v}{h_1 + \gamma h_2} \right) - \frac{1}{3h_1} \partial_x \left( \frac{h_2 v}{h_1 + \gamma h_2} \right) + \frac{1}{2h_2} \beta \left( \partial_x \left( h_2 (\partial_x b) - \frac{h_1 v}{h_1 + \gamma h_2} \right) - h_2 (\partial_x b) \partial_x \left( \frac{h_1 v}{h_1 + \gamma h_2} \right) \right) + \beta^2 (\partial_x b)^2 \left( \frac{h_1 v}{h_1 + \gamma h_2} \right),
\]

\[
\mathcal{R}[\epsilon \zeta, \beta] v = -\gamma \left( h_1 \partial_x \left( \frac{-h_2 v}{h_1 + \gamma h_2} \right) \right)^2 + \frac{1}{2} \left( -h_2 \partial_x \left( \frac{h_1 v}{h_1 + \gamma h_2} \right) + \beta (\partial_x b) \left( \frac{h_1 v}{h_1 + \gamma h_2} \right) \right)^2 + \gamma (\frac{-h_2 v}{h_1 + \gamma h_2}) T[h,1,0] \left( \frac{-h_2 v}{h_1 + \gamma h_2} \right) - (\frac{h_1 v}{h_1 + \gamma h_2}) T[h,2,\beta] \left( \frac{h_1 v}{h_1 + \gamma h_2} \right),
\]

with \( T[h, b] \Psi \equiv -\frac{1}{3h} \partial_x \left( h^3 \partial_x \Psi \right) + \frac{1}{2h} \left[ \partial_x \left( h^2 (\partial_x b) \Psi \right) - h^2 (\partial_x b) (\partial_x \Psi) \right] + (\partial_x b)^2 \Psi \).

At this point, it is worth noting that a rigorous justification (consistency, well-posedness, and stability) of the GN model [10] has been provided in [12] in the flat topography case with a modified velocity variable. The goal of this paper is to consider the more general configuration of variable topography, which has not yet been investigated.

### 3.2. The medium amplitude, large topography two-fluid system (GNCH).

In this section, we build a new (modified) GNCH model \((\epsilon = \mathcal{O}(\sqrt{\mu}))\) from the “original” model [5]. Taking into account large topographic variations, we relax the smallness assumption on the amplitude topographic variations parameter \(\beta \sim 1\), contrary to [14, 13]. This makes more sense in ocean beds. In fact, we assume that there is a \(\beta_{\max} < \infty\) such that

\[ \beta = \mathcal{O}(1) \quad \text{with} \quad \beta \in [0, \beta_{\max}]. \]

Using the following asymptotic expansion: \[ \frac{1}{1 - X} = 1 + X + \mathcal{O}(X^2) \] with \(X \ll 1\), one gets:

\[ \frac{h_1}{h_1 + \gamma h_2} = \frac{1}{\delta (1 - \gamma \beta b) + \gamma} \left( \delta - \delta \epsilon \zeta + \frac{\epsilon \zeta \delta^2 (1 - \gamma)}{\delta (1 - \gamma \beta b) + \gamma} + \mathcal{O}(\epsilon^2) \right), \]

\[ \frac{h_2}{h_1 + \gamma h_2} = \frac{1}{\delta (1 - \gamma \beta b) + \gamma} \left( 1 + \delta \epsilon \zeta - \delta \beta b + \frac{(1 - \delta \beta b) \epsilon \zeta (\delta - \gamma \delta)}{\delta (1 - \gamma \beta b) + \gamma} + \mathcal{O}(\epsilon^2) \right). \]
After replacing these functions with their corresponding approximations in (6) and (7), the following are obtained:

\[
\mathcal{O}[\zeta, \beta]v = -\lambda(\beta)\partial_x^2 v \\
+ \epsilon \left( \theta(\beta)v\partial_x^2 \zeta + (2\theta(\beta) + (\gamma - 1)g(\beta))\partial_x \zeta \partial_x v + \left( \theta(\beta) + \frac{2}{3}(\gamma - 1)g(\beta) \right)\zeta \partial_x^2 v \right) \\
+ \beta \left( \alpha(\beta)v\partial_x^2 b + 2\alpha(\beta)\partial_x b \partial_x v + \frac{\gamma}{3} f(\beta) + \frac{2}{3} \delta (1-\beta) f(\beta) b \partial_x^2 v \right) \\
+ \epsilon \beta \left( (\theta_1(\beta) - \alpha_1(\beta)) \zeta v \partial_x^2 b + (2\theta_1(\beta) - \alpha_1(\beta)) \zeta \partial_x b \partial_x v \right) \\
+ \beta^2 \left( (2\theta_1(\beta) - \alpha_1(\beta)) \zeta v \partial_x^2 b + \frac{2}{3} f(\beta) b \partial_x^2 v \right) \\
+ \gamma \beta^3 \left( (\theta_1(\beta) - \alpha_1(\beta)) \zeta v \partial_x^2 b + (2\theta_1(\beta) - \alpha_1(\beta)) \zeta \partial_x b \partial_x v \right) \\
\right) \\
\right)
\]

(8)

\[
(9) \quad \mathcal{R}[\zeta, \beta]v = (1-\gamma)g(\beta)^2 \left( \frac{1}{2}(\partial_x v)^2 + \frac{1}{3}v \partial_x^2 v \right) + \epsilon \left( \theta_1(\beta) \zeta \partial_x v + \epsilon \left( \theta_1(\beta) \zeta \partial_x v + \frac{1}{3} \zeta \partial_x^2 v \right) \right) + s(\beta) v \partial_x v + \mathcal{O}(\epsilon) .
\]

The purely topographical functions that appear in the two preceding expressions are as follows:

\[
\lambda(\beta) = \frac{1 + \gamma \delta}{3 \delta (1 - \delta \beta) + \gamma}, \quad f(\beta) = \frac{\delta}{\delta (1 - \gamma \beta) + \gamma}, \quad g(\beta) = \frac{1 - \delta \beta}{\delta (1 - \gamma \beta) + \gamma},
\]

\[
\theta(\beta) = \frac{1}{3} (\delta - 1 - \beta)^2 f(\beta) - \frac{1}{3} (\delta - 1 - \beta)^2 (1 - \gamma) f(\beta)^2 - \frac{\gamma}{3} f(\beta^2) - \frac{1}{3} \delta^{-1} f(\beta) g(\beta) (1 - \gamma),
\]

\[
\alpha(\beta) = \frac{1}{3} (\delta - 1 - \beta)^2 f(\beta) - \frac{1}{3} (\delta - 1 - \beta)^2 (1 - \gamma) f(\beta)^2 - \frac{\gamma}{3} f(\beta) g(\beta) (1 - \gamma),
\]

\[
\theta_1(\beta) = \frac{1}{3} (\delta - 1 - \beta)^2 f''(\beta) - \frac{1}{3} (\delta - 1 - \beta)^2 (1 - \gamma) f''(\beta) - \frac{\gamma}{3} f''(\beta) + \frac{1}{3} \frac{\delta - 1 - \beta}{(1 - \gamma) f(\beta)^2 + \frac{f(\beta)}{2} - \frac{\gamma}{3} f''(\beta) + \frac{\gamma}{3} f''(\beta) - \frac{2}{3} \delta^{-1} f''(\beta)},
\]

\[
\alpha_1(\beta) = \frac{\gamma}{3} (1 - \gamma) \left( g(\beta) f'(\beta) + g'(\beta) f(\beta) \right),
\]

\[
\eta(\beta) = -\frac{1}{3} (\delta - 1 - \beta)^2 f''(\beta) + (\delta - 1 - \beta)^2 f'(\beta) - \frac{\gamma}{3} f''(\beta) + \frac{2}{3} f'(\beta),
\]

\[
\eta_1(\beta) = \frac{1}{3} (\delta - 1 - \beta)^2 f''(\beta) - \delta^{-1} f''(\beta) - 2\delta^{-1} - \beta) f'(\beta) + (1 - \gamma) f'(\beta) f(\beta) - \frac{1}{3} (\delta - 1 - \beta)^2 (1 - \gamma) f'(\beta) f(\beta) - \frac{\gamma}{3} f''(\beta) - \frac{1}{3} \delta^{-1} f''(\beta),
\]

\[
\gamma(1 - \gamma) f'(\beta) g'(\beta) + \frac{1}{3} \delta^{-1} f''(\beta) - \frac{2}{3} f'(\beta) g''(\beta) + \frac{1}{3} \delta^{-1} f''(\beta),
\]

\[
s(\beta) = \frac{1}{2} (\delta - 1 - \beta)^2 (g(\beta)^2) + 2(\delta - 1 - \beta) \partial_x (f(\beta)) f(\beta) \beta \partial_x \beta - \frac{1}{3} (\delta - 1 - \beta)^2 f'(\beta) g''(\beta) + \frac{1}{3} \delta^{-1} f''(\beta),
\]

\[
t(\beta) = \frac{5}{3} (\delta - 1 - \beta)^2 f(\beta) \beta \partial_x (f(\beta)) - 2(\delta - 1 - \beta) f(\beta) \beta \partial_x \beta - \frac{5}{3} \gamma g(\beta) \beta \partial_x (g(\beta)).
\]
Remark 1. For the sake of readability, we omit the above functions’ dependence on $\beta b$ for the rest of the paper. It is also worth noting that the prime notations here and in what follows represent derivatives with respect to $\beta b$, for instance, $f'(\beta b) = \frac{df}{d(\beta b)}$. In fact, using the chain rule, one has $\frac{df}{dx} f'(\beta b) = f'(\beta b) \beta \partial_x b$.

We will see later on that the assumption of non-zero depths $h$ depending on bottom topography are well defined. In fact, $h_1 + h_2 > 0$ ensures that the above functions depending on bottom topography are well defined. In fact, $h_1 + h_2 > 0$ corresponds to $1 + 1/\delta - \beta b > 0$. Since $\gamma < 1$, one has $\delta(1 - \gamma \beta b) + \gamma > 0$.

The key to building a simplified asymptotic Green-Naghdi model is plugging the expansions of $\Omega[\zeta, \beta b]v$ and $\mathcal{R}[\zeta, \beta b]v$ into system (5). In fact, all terms of order $O(\mu^2)$ are now ignored. However, due to the large topography variation assumption, additional topographic terms appear in the expansion of $\Omega[\zeta, \beta b]v$ and $\mathcal{R}[\zeta, \beta b]v$. Actually, these terms are accompanied by derivative terms on the interface deformation function $\zeta$ and are not controlled in the functional space we are considering. To address this issue, we will construct an equivalent model that can deal with these terms while having a hyperbolic quasilinear structure that allows for full justification.

3.3. The modified system to be studied. We start by introducing a specific symmetric differential operator:

$$
\mathcal{I}[\zeta, \beta b] \Psi = q_1(\zeta, \beta b) \Psi + \mu \epsilon(\zeta, \beta b) \partial_x \left( v + \mu \Omega[\zeta, \beta b]v \right) - \mu \partial_x \left( \nu q_2(\zeta, \beta b) \partial_x \Psi \right),
$$

with $q_1(X, Y) \equiv 1 + \kappa_1 X + (\omega_1 + \epsilon \phi_1) Y$ and $q_2(X, Y) \equiv 1 + \kappa_2 X + \omega_2 Y$ where $v, \kappa_0, \kappa_1, \kappa_2, \omega_1, \omega_2$ and $\phi_1$ are functions of $\beta b$ to be determined in an appropriate way treating all terms that cannot be controlled by the intended energy norm. For the sake of readability, we omit here and for the rest of the paper the dependence of these functions on $\beta b$, thus one can write:

$$
\mathcal{I}[\zeta, \beta b] \partial_x v = q_1(\zeta, \beta b) \partial_x \left( v + \mu \Omega[\zeta, \beta b]v \right) + q_1(\zeta, \beta b) \mu \frac{\gamma + \delta}{\beta b} \partial_x ^2 \zeta \\
= \mu \epsilon(\zeta, \beta b) \partial_x v - \mu \partial_x v \partial_x \partial_x v - \mu \nu \partial_x ^2 \partial_x v - \mu \partial_x (\nu \kappa_2 \partial_x \partial_t v) - \mu \partial_x (\nu \omega_2 \partial_x \partial_t v) \\
+ \mu \frac{\gamma + \delta}{\beta b} \partial_x ^2 \zeta + \mu \kappa_1 \frac{\gamma + \delta}{\beta b} \partial_x \partial_x \partial_x ^2 \zeta + \mu \beta (\omega_1 + \epsilon \phi_1) \beta b \partial_x \Omega[\zeta, \beta b]v
$$

Now we'll look at how to deal with uncontrolled terms that arise in (11). In other words, terms involving third order derivatives on $\zeta$ or $v$, second order derivatives on $\zeta$ and $(\partial_x \zeta)^2$ are uncontrolled. The first order $(\mu \partial_x ^2 \partial_x v)$ terms can be treated by canceling them out using a suitable function $\nu$. In fact, the system’s momentum equation (5) gives

$$
\partial_t v = - (\gamma + \delta) \partial_x \zeta - \frac{\epsilon}{2} \partial_x \left( f^2 - \gamma g^2 \right) |v|^2 + O(\epsilon^2, \mu).
$$

Equivalently, one has

$$
\mu \frac{\gamma + \delta}{\beta b} \partial_x ^2 \zeta = - \frac{\mu}{\beta b^2} \partial_x ^2 \partial_x v - \frac{\mu \epsilon}{2 \beta b} \partial_x ^3 \left( f^2 - \gamma g^2 \right) |v|^2 + O(\mu^2, \mu^2).
$$

In equation (11), substitute the term $\mu \frac{\gamma + \delta}{\beta b} \partial_x ^2 \zeta$ by (12) and applying the time partial derivative to the expansion of $\Omega[\zeta, \beta b]v$ in (9), thus a suitable choice of $\nu$ is as follows

$$
\nu = \lambda - \frac{1}{\beta b}.
$$

Using the two approximations that result from (5):

$$
\partial_t v = - (\gamma + \delta) \partial_x \zeta + O(\epsilon, \mu) \quad \text{and} \quad \partial_t \zeta = - \partial_x (\nu v) + O(\epsilon, \mu),
$$

we will see below that all terms involving $\partial_x ^2 \zeta$, $\partial_x ^3 \zeta$ and $(\partial_x \zeta)^2$ can be canceled with an appropriate choice of the functions $\kappa_0, \kappa_1, \kappa_2, \omega_1, \omega_2$ and $\phi_1$.

For canceling the $b \partial_x ^2 \zeta$ terms, the suitable choice of function $\phi_1$ is as follows:

$$
\phi_1 = \frac{\nu \omega_2 + \frac{\epsilon}{2} \frac{\delta}{\gamma} f - \frac{\beta b f}{\epsilon I(\beta b)} - \frac{\omega_1}{\epsilon}}{1}.
$$
where \( I(\beta b) = \nu - \beta b (\frac{2}{3} f + \frac{2}{3} \delta^{-1} f) + \frac{\beta^2 b^2}{3} f \). For canceling the \( \partial_x b \partial_x^3 \zeta \) terms, we determine the function \( \omega_2 \) as a solution of the following first order linear differential equation:

\[
(\nu + \beta \nu') \omega_2 + \beta b \nu' \omega_2' = -\nu - (1 + \beta (\omega_1 + \epsilon \phi_1)) (2\alpha + \frac{2\gamma}{3} \beta b f') .
\]

Furthermore, as \( \omega_1 + \epsilon \phi_1 \) can be expressed in terms of \( \omega_2 \) from (14), the differential equation (15) can be easily rewritten as a first order linear differential equation for \( \omega_2 \) as follows:

\[
\omega_2' + \left( \frac{1}{\beta b} + \frac{\nu'}{\nu} + \frac{2\alpha + \beta \frac{2\gamma}{3} f'}{I(\beta b)} \right) \omega_2 = -\nu' - \frac{2\alpha + \beta \frac{2\gamma}{3} f'}{\beta b I(\beta b)} .
\]

The first order linear differential equation (16) can be solved under certain restrictions, to be specified later, on the bottom deformation function \( b(x) \), see (H0) in Remark 2.

For canceling the \( \epsilon (\partial_x \zeta)^2 \partial_x \epsilon \) terms, \( \kappa_0 \) is determined as follows:

\[
\kappa_0 = \left( 2\theta_1 - 2\alpha_1 + \frac{1}{3} (\delta^{-1} - \beta b) f' - \frac{\gamma g'}{3} \right) (1 + \beta b \omega_1) .
\]

For canceling the \( \epsilon \partial_x \zeta \partial_x^2 \zeta \) terms, \( \kappa_2 \) is determined as follows:

\[
\kappa_2 = \frac{-(3\theta + (\gamma - 1)g) (1 + \beta b \omega_1)}{\nu} .
\]

For canceling the \( \epsilon \zeta \partial_x^3 \zeta \) terms, with (18) in hands, \( \kappa_1 \) is determined as follows:

\[
\kappa_1 = \frac{(-2\theta - (\frac{\gamma - 1}{3}) g)(1 + \beta b \omega_1)}{I(\beta b)} .
\]

For canceling the \( \epsilon \zeta \partial_x b \partial_x^2 \zeta \) terms, we set the function \( \omega_1 \) so that it satisfies the below equation:

\[
(\nu \kappa_2) + (2\theta_1 - \alpha_1)(1 + \beta b \omega_1) + \kappa_1 \left( \beta b \frac{2\gamma}{3} f' + 2\alpha \right) = 0 .
\]

Furthermore using the definitions of \( \kappa_2 \) and \( \kappa_1 \) in (18) and (19), respectively and after straightforward computations, the above equation turns out to be a first order linear differential equation for \( \omega_1 \) as follows:

\[
\omega_1' + \left( \frac{3\theta + (\gamma - 1)g}{\beta b} + \frac{1}{3} \frac{2\theta_1 - \alpha_1}{\beta b} + \frac{2\theta + (\frac{\gamma - 1}{3}) g}{\beta b \left( 3\theta + (\gamma - 1)g \right)} \right) \omega_1 = -\frac{3\theta' + (\gamma - 1)g'}{\beta b (3\theta + (\gamma - 1)g)} - \frac{2\theta_1 - \alpha_1}{\beta b (3\theta + (\gamma - 1)g)} - \frac{(2\theta + (\frac{\gamma - 1}{3}) g)(2\alpha + \beta \frac{2\gamma}{3} f')}{\beta b (3\theta + (\gamma - 1)g) I(\beta b)} .
\]

Once more, the first order linear differential equation (21) can be solved under certain restrictions, to be specified later, on the bottom deformation function \( b(x) \), see (H0) in Remark 2.

**Remark 2.** A first order linear differential equation has the following form:

\[ y' + n(x) y = p(x), \quad \text{where} \quad y = y(x) \quad \text{and} \quad y' = \frac{dy}{dx}, \]

where \( n(x) \) and \( p(x) \) must be continuous functions. The general solution is given by: \( y = Ce^{-F(x)} + e^{-F(x)} \int e^{F(x)} p(x) dx, \) where \( F(x) = \int n(x) dx, \) and \( C \) is an arbitrary constant. In order to solve (16) and (21), the continuity of the corresponding functions \( n(x) \) and \( p(x) \) is sufficient. Moreover, for \( \kappa_1, \kappa_2, \omega_1, \omega_2 \) and \( \phi_1 \) to be well-defined, altogether, this require certain limitation conditions consisting of additional assumptions on the bottom deformation function \( b(x) \). Let us briefly present these conditions. As a matter of fact, one needs \( \beta b, \nu, I(\beta b) \) and \( 3\theta + (\gamma - 1)g \) to be all different from zero. Since \( \gamma \geq 0, \delta > 0 \) and \( bo \gg 6 \) then the discriminant of \( I(\beta b) \) is \( \Delta = \left[ \gamma^2 \delta^4 bo(bo - 6) + 12 \delta^8 bo + 9 \gamma^2 \delta^4 \right] > 0 \) thus one needs:

\[
(H0) \quad \beta b \neq 0, \quad \nu(\beta b) \neq 0, \quad \beta b \neq \frac{2\delta bo + \gamma \delta^2 bo - 3\gamma \delta^2}{2\delta^2 bo} \pm \frac{\sqrt{\Delta}}{2\delta^2 bo}, \quad \beta b \neq \frac{1}{\delta} + \gamma \quad \text{and} \quad \beta b \neq \frac{1}{\delta} \pm \frac{1}{\sqrt{\gamma}} .
\]
The third and fourth conditions ensure that $I(\beta b) \neq 0$ and the last three conditions ensure that $3\theta + (\gamma - 1)g \neq 0$. The above conditions are sufficient to ensure the continuity of the corresponding functions $n(x)$ and $p(x)$ in both (10) and (21).

Now, handling the $\partial^3_v$ terms that remain in (11) and in $\partial_z(\mathcal{R}(\zeta, \beta b)v)$ that are not controlled by the intended energy norm is done by introducing a new function of $\beta b$ to be precisely determined, denoted by $\zeta$ and embedded in the term $\mathfrak{T}[\zeta, \beta b](\epsilon \nu v \partial_v v)$. In fact, one has

$$\mathfrak{T}[\zeta, \beta b](\epsilon \nu v \partial_v v) + \mu q_1(\epsilon, \beta b) \partial_x \left( \mathcal{R}[\zeta, \beta b]v \right)$$

$$= q_1(\epsilon, \beta b)(\epsilon \nu v \partial_v v) + \mu \kappa_0 \partial_x \zeta \partial_x \left( \epsilon \nu v \partial_v v \right)$$

$$- \mu \partial_x \left( \nu q_2(\epsilon, \beta b) \partial_x (\epsilon \nu v \partial_v v) \right) + \mu q_1(\epsilon, \beta b) \partial_x \left( \mathcal{R}[\zeta, \beta b]v \right).$$

Adding (11) to (22), and fixing $\zeta$ as follows

$$\nu(1 + \beta b w_2) \zeta = \frac{(1 - \gamma) g^2}{3}(1 + \beta \omega_1 b) - \frac{1}{2 b_0}(f^2 - \gamma g^2) + \theta g(1 + \beta \omega_1 b)$$

$$+ \nu \beta b w_2(f^2 - \gamma g^2) + (1 + \beta \omega_1 b)[\beta b \frac{\gamma}{3} f + 2 \gamma^{-1} f](f^2 - \gamma g^2)]$$

$$- (1 + \beta \omega_1 b)[\beta b^2 \frac{1}{3} f(f^2 - \gamma g^2)] - \beta w_1 b \lambda(f^2 - \gamma g^2),$$

while dropping all terms of order $O(\mu^2, \epsilon^2 \mu)$ yields the following approximation:

$$\mathfrak{T}(\partial_v + \epsilon \nu v \partial_v v) - q_1(\epsilon, \beta b) \partial_t \left( v + \mu (\mathfrak{T}[\zeta, \beta b]v) \right)$$

$$+ q_1(\epsilon, \beta b) \mu \beta b \partial_x \left( \mathcal{R}[\zeta, \beta b]v \right)$$

$$= q_1(\epsilon, \beta b)(\epsilon \nu v \partial_v v) + \mu[A]v \partial_v v + \mu[B](\partial_v v)^2 + \mu[C]v \partial_v v$$

$$+ \mu[D](\partial_v v)^2 + \mu[E]v^2 + \mu[F] \partial_v - \zeta + O(\mu^2, \mu^2).$$

We would like to point out that the terms $A, B, C, D, E$ only represent functions that depend on $b(x)$, whereas the term $F$ represents a function that depends on both $\zeta(t, x)$ and $b(x)$. We do not try to give in here their exact expressions for the sake of simplicity. These functions, however, are described in detail at the end of this paper in Appendix B. In fact, their precise expressions are irrelevant to our current purpose. Despite their length, these functions are easy to control and are accompanied by controllable terms.

Now, the last step to get the new equivalent asymptotic model is to multiply the second equation of (3) by $q_1(\epsilon, \beta b)$ and include the approximation (24). This yields the following GNCH model with large topography:

$$(25) \begin{cases} 
\partial_t \zeta + \partial_x (H(\epsilon, \beta b) v) &= 0, \\
\mathfrak{T}[\epsilon, \beta b](\partial_v + \epsilon \nu v \partial_v v) + (\gamma + \delta) q_1(\epsilon, \beta b) \partial_x \zeta + \frac{\epsilon}{2} q_1(\epsilon, \beta b) \partial_x (H'(\epsilon, \beta b)v) - q_1(\epsilon, \beta b)(\epsilon \nu v \partial_v v) \\
&= \mu[A]v \partial_x v + \mu[B](\partial_v v)^2 + \mu[C]v \partial_v v \mu[D](\partial_v v)^2 + \mu[E]v^2 + \mu[F] \partial_v - \zeta,
\end{cases}$$

where $H(\epsilon, \beta b) = \frac{h_1 h_2}{h_1 + \gamma h_2}, \quad H'(\epsilon, \beta b) = \frac{h_1^2 - \gamma h_2^2}{(h_1 + \gamma h_2)^2}, \quad h_1 = 1 - \epsilon \zeta, \quad h_2 = 1/\delta + \epsilon \zeta - \beta b, \quad q_1(\epsilon, \beta b) \equiv 1 + \kappa_1 \epsilon \zeta + (\omega_1 + \phi_1) \beta b$ and $q_2(\epsilon, \beta b) \equiv 1 + \kappa_2 \epsilon \zeta + \omega_2 \beta b$ with $\nu, \kappa_0, \kappa_1, \kappa_2, \omega_1, \omega_2$ and $\phi_1$ are functions of $\beta b$ defined in (13) [17, 19, 18, 20, 15, 14].

**Remark 3.** It is worth mentioning that the same model derived in (3) can be easily recovered by setting $\beta = 0$ in (25). Moreover, the same model derived in (13) can be recovered by setting $\beta = O(\sqrt{\mu})$ and dropping all terms of order $O(\mu^2, \mu^2, \epsilon \beta, \mu^2 \beta^2)$ in (25). Finally, the same model derived in (13) can be recovered by considering the bottom deformation function $b = b^{(\alpha)}(x) = b(x)$ and assuming $\beta \alpha = O(\sqrt{\mu})$ while dropping all terms of order $O(\mu^2, \mu^2, \mu \beta \alpha, \mu^2 \beta^2 \alpha^2)$. 


4. Properties of operator $\mathcal{T}$ and its inverse

Let us now present the following assumptions, which are critical for the mathematical analysis:

- Assume that $\nu(\beta b) > 0$ has a lower bound:
  \[ \nu(\beta b) = \lambda(\beta b) - \frac{1}{b_0} \geq \nu_0 > 0. \]

Hereinafter, this condition is added to the previous assumptions on the bottom deformation function $b(x)$, namely (H0).

- Assume that there exist positive constant $h_{\text{min}} > 0$ such that
  \[ \min \left\{ \inf_{x \in \mathbb{R}} h_1 = \inf_{x \in \mathbb{R}} [1 - \epsilon \zeta], \inf_{x \in \mathbb{R}} h_2 = \inf_{x \in \mathbb{R}} [1/\delta - \epsilon \zeta + \beta b] \right\} \geq h_{\text{min}}. \]

In the oceanographic context, the previous assumptions are referred to as the depth-condition on both layers of the fluid.

- Assume that $q_1(\epsilon \zeta, \beta b) + \mu \epsilon \kappa_0 \partial_x \zeta \partial_x b > 0$ and $q_2(\epsilon \zeta, \beta b) > 0$ have lower bounds:
  \[ \exists q_{\text{min}} > 0, \text{ such that } \min \left\{ \inf_{x \in \mathbb{R}} \left( q_1(\epsilon \zeta, \beta b) + \mu \epsilon \kappa_0 \partial_x \zeta \partial_x b \right), \inf_{x \in \mathbb{R}} q_2(\epsilon \zeta, \beta b) \right\} \geq q_{\text{min}}. \]

As a matter of fact, for fixed $|\zeta|_{W^{1,\infty}}$ and $|b|_{W^{1,\infty}}$, the two conditions (H1) and (H2) reduce to an estimate on

\[
\max(|\kappa_1|_{L^\infty}, |\kappa_2|_{L^\infty}, 1, \delta_{\max}) \epsilon_{\max} |\zeta|_{L^\infty} + \max(|\omega_1|_{L^\infty}, |\phi_1|_{L^\infty}, |\omega_2|_{L^\infty}, \delta_{\max}) \beta_{\max} |\zeta|_{L^\infty} + \mu_{\max} \epsilon_{\max} \beta_{\max} \left( |\kappa_0|_{L^\infty} |\partial_x \zeta|_{L^\infty} |\partial_x b|_{L^\infty} \right) \leq 1 - h_{\text{min}},
\]

with $\epsilon_{\max} = \min(M \sqrt{\mu_{\max}}, 1)$. In that case, (H1) and (H2) hold for any parameter in $\mathcal{P}_{\text{CH}}$.

This section will expose the strict dependence of the assumption (H2) to our framework. In fact, much of the analysis hinges on the left-most operator $\mathcal{T}$ introduced in (10) that we shall recall

\[ \mathcal{T}[\epsilon \zeta, \beta b]V = q_1(\epsilon \zeta, \beta b)V + \mu \epsilon \kappa_0 \partial_x \zeta \partial_x b V - \mu \partial_x \left( \nu q_2(\epsilon \zeta, \beta b) \partial_x V \right), \]

where $q_1(\epsilon \zeta, \beta b) \equiv 1 + \kappa_1 \epsilon \zeta + (\omega_1 + \epsilon \phi_1) \beta b$ and $q_2(\epsilon \zeta, \beta b) \equiv 1 + \kappa_2 \epsilon \zeta + \omega_2 \beta b$ with $\nu, \kappa_0, \kappa_1, \kappa_2, \omega_1, \omega_2$ and $\phi_1$ are functions of $\beta$ defined in (13) (17) (19) (20) (15) (14).

As we will see later in section 5 in order to write system (25) as a quasilinear hyperbolic system, the inverse operator, namely $\mathcal{T}^{-1}$, must be applied to the latter system’s second equation. Thus, one must first ensure that the strong ellipticity property of $\mathcal{T}$ is maintained so that its inverse $\mathcal{T}^{-1}$ is well-posed and continuous.

As in (15) (14), we will work in the space $H^1_\mu(\mathbb{R})$ endowed with the norm

\[ \forall v \in H^1(\mathbb{R}), \quad |v|_{H^1_\mu}^2 = |v|_{2^*}^2 + \mu |\partial_x v|_{2^*}^2, \]

where $| \cdot |_{H^1}$ is equivalent to $| \cdot |_{H^1}$ but not uniformly with respect to $\mu$. The below gives the invertibility of $\mathcal{T}$.

**Lemma 1.** Assume that $(\zeta, b) \in W^{1,\infty}(\mathbb{R})^2$ under the assumption (H2). Then the operator

\[ \mathcal{T} : H^2(\mathbb{R}) \rightarrow L^2(\mathbb{R}) \]

is one-to-one and onto.

**Proof.** The operator’s invertibility is an application of the Lax-Milgram theorem, as stated in (15) Lemma 4.2. Using (H2), the bilinear form, consisting of:

\[ a(u, v) = \langle \mathcal{T}u, v \rangle = (1 + \epsilon \kappa_1 \zeta + \beta (\omega_1 + \epsilon \phi_1) b + \mu \epsilon \kappa_0 \partial_x \zeta \partial_x b) u, v \rangle + \mu (\nu (1 + \epsilon \kappa_2 \zeta + \omega_2 b) \partial_x u, \partial_x v) \]

can be easily demonstrated to be uniformly continuous and coercive on $H^1_\mu(\mathbb{R}) \times H^1_\mu(\mathbb{R})$. Hence, by Lax-Milgram theorem, for every $f \in L^2(\mathbb{R})$, there exists a unique $u \in H^1_\mu(\mathbb{R})$ such that, for all $v \in H^1_\mu(\mathbb{R})$ we have: $a(u, v) = \langle \mathcal{T}u, v \rangle = (f, v)$. It remains to prove that $v \in L^2(\mathbb{R})$ as in (15) Lemma 4.2. \qed
Before providing some higher-order estimates on $\Sigma$ that will be useful in the paper’s sequel. We recall the commutator estimate we will use, which was developed by Kato-Ponce [20] and recently improved by Lannes [21]. Specifically, for any $s > 3/2$, and $N \in H^s(\mathbb{R}), M \in H^{s-1}(\mathbb{R})$, one has

$$\|\Lambda^s, M\|_2 \lesssim |M|_{H^{s-1}}|N|_{H^{s-1}}. \quad (27)$$

Furthermore, we will make extensive use of the classical product estimate (see [22, 21, 20]). In particular, for any $M, N \in H^s(\mathbb{R})$, $s > 3/2$, one has

$$|MN|_{H^s} \lesssim |M|_{H^s}|N|_{H^s}. \quad (28)$$

We will also make extensive use of the continuous embedding $H^s(\mathbb{R}) \subset W^{1,\infty}(\mathbb{R})$ for $s > 3/2$.

**Lemma 2.** Fix $s > 3/2$ and assumption (H2). Suppose that $\zeta \in H^s(\mathbb{R})$, $b \in H^{s+2}(\mathbb{R})$, and $(u, v) \in H^s(\mathbb{R}) \times H^1(\mathbb{R})$. Then it holds that:

$$((\Lambda^s, \Sigma)\zeta, \beta b)|u, v) \leq C_0 \max(\epsilon, \beta)|b|_{H^{s+2}}|\zeta|_{H^s}|u|_{H^s}|v|_{H^s}, \quad (29)$$

where $C_0$ is a constant that depends on $|b|_{H^s}$ and is derived from the expressions of $\nu, \kappa_0, \kappa_1, \omega_1, \omega_2, \phi_1$.

**Proof.** Proof of (29): Combining (26), the identities $\kappa_0\partial_x \zeta \partial_x b = \partial_x(\kappa_0 \zeta \partial_x b) - \partial_x(\kappa_0) \zeta \partial_x b - \lambda_0 \zeta b_2 b$, and $\partial_x(\Lambda^s, f|g) = [\Lambda^s, \partial_x]f + [\Lambda^s, f]\partial_x$, and by integration by parts with (27)-(28), it holds that

$$((\Lambda^s, \Sigma)\zeta, \beta b)|u, v) = \epsilon((\Lambda^s, \kappa_1\zeta|u, v) + \beta((\Lambda^s, (\omega_1 + \epsilon\phi b)b|u, v)) - \mu \beta((\Lambda^s, \kappa_0\zeta \partial_x b)|u, \partial_x v) - \mu \beta((\Lambda^s, \kappa_0 \zeta \partial_x b)|u, v) + \mu((\Lambda^s, \nu \kappa_2 \zeta)|u, \partial_x v) + \mu((\Lambda^s, \nu \kappa_2 \zeta)|u, \partial_x v) + \mu \beta((\Lambda^s, \nu \omega_2 b)|u, \partial_x v) + \mu \beta((\Lambda^s, \nu \omega_2 b)|u, \partial_x v) \lesssim \max(\epsilon, \beta)|b|_{H^{s+2}}|\zeta|_{H^s}|u|_{H^s}|v|_{H^s}|v|_{H^s}. \quad (30)$$

Proof of (30): By definition, we have

$$(\Lambda^s \Sigma u, v) = (\Lambda^s, \Sigma)\zeta|u, v) + (\Sigma \Lambda^s u, v) = I_1 + I_2.$$\\

We conclude this section by introducing a technical estimate on which much of the analysis in the following sections is based, particularly the derivation of the energy estimate. With Lemma 2 and assumption (H2) in hand, we do not attempt to provide a proof for the below estimates because it is a direct adaptation of the proofs in [3] Lemma 5.3 and Corollary 5.4.

**Corollary 1.** Fix $s > 3/2$ and assumption (H2). Suppose that $\zeta \in H^s(\mathbb{R})$, $b \in H^{s+2}(\mathbb{R})$, and $(u, v) \in H^{s-1}(\mathbb{R}) \times H^1(\mathbb{R})$. Then, for $m = \{s, s - 1\}$, it holds that:

$$\|\Sigma^{-1}v\|_{H^m(\mathbb{R})} + \sqrt{\mu}\|\partial_x \Sigma^{-1}v\|_{H^m(\mathbb{R})} + \sqrt{\mu}\|\Sigma^{-1}v\|_{H^m(\mathbb{R})} \leq C_1|v|_{H^m}. \quad (31)$$

Furthermore, since $\Sigma$ is symmetric, the following estimate holds

$$((\Lambda^s, \Sigma^{-1})\zeta, \beta b)|u, v) = -((\Lambda^s, \Sigma\zeta, \beta b)|\Sigma^{-1}u, v) \leq \max(\epsilon, \beta)C_1 C_0|\zeta|_{H^s}|u|_{H^s}|v|_{H^s}$$

with $C_1 = C(M_{CH}, q_{\min}^{-1}, |\zeta|_{H^s}, |b|_{H^{s+2}}).$
To motivate the introduction of the energy norm (see Definition 2), consider the linearized system of (25) around a reference state $U = (\zeta, v)^T$:

\[
\left\{ \begin{align*}
\partial_t U + A[U] \partial_x U + B(U) &= 0, \\
U_{|_{t=0}} &= U_0.
\end{align*} \right.
\]

This necessitates first writing the system

\[
\left\{ \begin{align*}
\partial_t \zeta + H(\epsilon \zeta, \beta b) \partial_x v + \epsilon \partial_x \zeta H'(\epsilon \zeta, \beta b) v - \beta \partial_x \partial_t G(\epsilon \zeta, \beta b) v &= 0, \\
\mathcal{V} \left( \partial_t v + \frac{\epsilon}{2} \partial_x (v^2) \right) + (\gamma + \delta) q_1(\epsilon \zeta, \beta b) \partial_x \zeta + \epsilon q_1(\epsilon \zeta, \beta b) (H'(\epsilon \zeta, \beta b) - \zeta) \partial_x v &+ \epsilon q_1(\epsilon \zeta, \beta b) \partial_x (H'(\epsilon \zeta, \beta b)) v^2 = \\
+ \mu[A] \partial_x v + \mu[B] (\partial_x v)^2 + \mu[C] \partial_x \partial_t v^2 &+ \mu[D] \partial_x (\partial_x v)^2 + \mu[E] v^2 + \mu[F] \partial_x \zeta.
\end{align*} \right.
\]

such that $G(\epsilon \zeta, \beta b) = \left( \frac{h_1}{h_1 + \gamma h_2} \right)^2$, $H(\epsilon \zeta, \beta b) = \frac{h_1 h_2}{h_1 + \gamma h_2}$, $H'(\epsilon \zeta, \beta b) = \frac{h_1^2 - \gamma h_2^2}{(h_1 + \gamma h_2)^2}$, $h_1 = 1 - \epsilon \zeta$, $h_2 = 1/\delta + \epsilon \zeta - \beta b$, $q_1(\epsilon \zeta, \beta b) \equiv 1 + \kappa_1 \zeta + (\omega_1 + \epsilon \phi_1) \beta b$ and $q_2(\epsilon \zeta, \beta b) \equiv 1 + \kappa_2 \zeta + \omega_2 \beta b$ with $\nu, \kappa_0, \kappa_1, \kappa_2, \omega_1, \omega_2$ and $\phi_1$ are functions of $\beta b$ defined in (13) (17) (19) (18), (20), (15), (14), as a quasilinear system of first-order evolution equations, i.e. in the form

\[
\partial_t U + A[U] \partial_x U + B(U) = 0.
\]

Indeed, applying $\mathcal{V}^{-1}$ to the second equation of (33), the nonlinear condensed equation (34) reads:

\[
A[U] = \left( \frac{\epsilon H'(\epsilon \zeta, \beta b)}{\mathcal{V}^{-1}(Q_0 + \epsilon^2 Q_1)} \right) + \epsilon \mathcal{V}^{-1}(\Omega[\epsilon \zeta, \beta b, v]^2) \zeta v,
\]

\[
B[U] = \left( \mathcal{V}^{-1}(\epsilon \beta q_1(\epsilon \zeta, \beta b) h_1(h_1 + h_2)(h_1 + \gamma h_2)^{-3} \partial_x \partial_t v^2 - \mu[E] v^2) \right),
\]

where we denote by

\[
Q_0 = Q_0(\epsilon \zeta, \beta b) = (\gamma + \delta) q_1(\epsilon \zeta, \beta b) - \mu[F], \quad Q_1 = Q_1(\epsilon \zeta, \beta b, v) = -\gamma q_1(\epsilon \zeta, \beta b) \left( \frac{h_1 + h_2}{h_1 + \gamma h_2} \right)^3 v^2,
\]

\[
\Omega[\epsilon \zeta, \beta b, v] f \equiv (\epsilon q_1(\epsilon \zeta, \beta b) (H'(\epsilon \zeta, \beta b) - \zeta) - \mu[A]) v f - \mu[B] \partial_x v f - \mu[C] \partial_x f - \mu[D] \partial_x (\partial_x v f).
\]

We recall that the expressions of $\beta b$-functions $A, B, C, D, E, F$ are given in Appendix B with $F$ in addition depending on $\zeta$. At this stage a good suggestion of a pseudo-symmetrizer for $A[U]$ is given by the symmetric matrix:

\[
Z[U] = \left( \begin{array}{cc}
Q_0 + \epsilon^2 Q_1 & 0 \\
H(\epsilon \zeta, \beta b) & 0
\end{array} \right) \mathcal{V},
\]

where $\mathcal{V} = q_1(\epsilon \zeta, \beta b) + \mu \epsilon \beta \kappa_0 \partial_x \zeta \partial_x v - \mu \partial_x (\epsilon q_2(\epsilon \zeta, \beta b) \partial_x v)$,

$Q_0 = Q_0(\epsilon \zeta, \beta b)$, and $Q_1 = Q_1(\epsilon \zeta, \beta b, v)$. The assumption below ensure a positive definite pseudo-symmetrizer:

\[
\exists \: Q_{\text{min}} > 0 \quad \text{such that} \quad Q_0 + \epsilon^2 Q_1 \geq Q_{\text{min}} > 0.
\]

We normally define the energy of the linearized system (32) as:

\[
E^\ast(U)^2 = (\Lambda^\ast U, Z[U] \Lambda^\ast U) = (\Lambda^\ast \zeta, \frac{Q_0 + \epsilon^2 Q_1}{H(\epsilon \zeta, \beta b)} \Lambda^\ast \zeta) + (\Lambda^\ast v, \mathcal{V} \Lambda^\ast v).
\]

Following the usual assumptions (H1), (H2) and (H3), it is common to apply the following energy space to our problem:
Definition 2 (Energy space). For any $s \geq 0$, $Y^s$ denotes the vector space $H^s(\mathbb{R}) \times H^{s+1}(\mathbb{R})$ endowed with the norm
\begin{equation}
|U|^2_{Y^s} \equiv |\zeta|^2_{H^s} + |v|^2_{H^s} + \mu|\partial_x v|^2_{H^s}.
\end{equation}
We refer to $Y^s_T$ the space $C([0,T/\max(\epsilon,\beta)]; Y^s)$ endowed with its canonical norm.

Under the additional assumption given in (H1), (H2) and (H3), $E^s(U)$ is equivalent to the $\cdot |_{Y^s}$. This equivalence is asserted in the following Lemma. We omit the proof of this Lemma because it is demonstrated using the same techniques as in [14 Lemma 5.2].

Lemma 3. Under the additional assumptions (H1), (H2) and (H3) suppose that $(\zeta, v) \in W^{1,\infty}(\mathbb{R})$ and $b \in H^{s+2}(\mathbb{R})$. Then for any $s \geq 0$ the norm $\cdot |_{Y^s}$ and the natural energy $E^s(U)$ are uniformly equivalent with respect to $\mu, \epsilon, \beta \in (0,1)^3$, moreover there exist positive constant $c_0 = C(M_{CH}, h^{-1}_{min}, q^{-1}_{min}, \epsilon [U][W^{1,\infty}, \beta |b|W^{2,\infty})$ such that:
\begin{equation}
E^s(U) \leq c_0 |U|_{Y^s} \quad \text{and} \quad |U|_{Y^s} \leq c_0 E^s(U).
\end{equation}

Lemma 4. Suppose that $s \geq 0$, $b \in H^{s+3}(\mathbb{R}) \cap W^{1,\infty}(\mathbb{R})$, and $(\zeta, v) \in H^s(\mathbb{R})^2 \cap W^{1,\infty}(\mathbb{R})^2$. Then it holds that:
\begin{itemize}
  \item $|q_1(\epsilon \zeta, \beta b) - 1|_{H^s} + |q_2(\epsilon \zeta, \beta b) - 1|_{H^s} \leq \max(\epsilon, \beta) C(\|b\|_{H^{s+1}}, |\zeta|_{H^s})$,
  \item $|A|_{H^s} + |B|_{H^s} + |C|_{H^s} + |D|_{H^s} + |E|_{H^s} \leq \max(\epsilon, \beta) C(\|b\|_{H^{s+1}})$,
  \item $|F|_{H^s} \leq \max(\epsilon, \beta) C(\|b\|_{H^{s+2}}, |\zeta|_{H^s})$.
\end{itemize}
Moreover, under the assumption (H1), it holds that
\begin{equation}
\left| \frac{Q_0 + 2Q_1}{H(\zeta, \beta b)} \right|_{L^\infty} + \left| H'(\zeta, \beta b) \right|_{L^\infty} \leq C \left( h^{-1}_{min}, |b|_{L^\infty}, |\zeta|_{L^\infty} \right),
\end{equation}
\begin{equation}
\left| \partial_x \left( \frac{Q_0 + 2Q_1}{H(\zeta, \beta b)} \right) \right|_{L^\infty} \leq C \left( h^{-1}_{min}, |b|_{W^{1,\infty}(\mathbb{R})}, |\zeta|_{W^{1,\infty}(\mathbb{R})} \right). \end{equation}

Proof. It is not hard to check that, by definition and using intensively the product estimate [26], the desired estimates holds.

6. Long-term well-posedness

The first part focuses on the mathematical analysis of the linearized system (32). Finally, in the second part, we deduce the main result of this section, which is the well-posedness of the nonlinear system (44) on time scales of order $\max(\epsilon, \beta)^{-1}$.

6.1. The linear problem. The following subsection targets the existence and uniqueness of solution to the initial value problem (32) and thus we focus our attention on the main point of interest, i.e. the $Y^{s+3/2}$ energy estimate (42) which gives uniform estimates on a time scale of order $\max(\epsilon, \beta)^{-1}$.

Proposition 1. Fix $s > 3/2$ and (H0). Let $T > 0$ and $U \in Y^s$ satisfying the assumptions (H1), (H2) and (H3) such that $\partial_x \zeta, \partial_x v \in L^\infty(\mathbb{R})$. For any initial data $U_0 \in Y^s$ satisfying the assumptions (H1), (H2) and (H3) there exists a unique solution $U = (\zeta, v)^T \in Y^s_T$ to (32) preserving (H1) for all $0 \leq \max(\epsilon, \beta) t \leq T$, such that the energy estimates hold
\begin{equation}
|U(t)|_{Y^s} \leq |U_0|_{Y^s} e^{\tilde{\lambda} \max(\epsilon, \beta) t} + \max(\epsilon, \beta) \int_0^t \tilde{C}(h^{-1}_{min}, q^{-1}_{min}, |b|_{H^{s+3}}, |U(t)|_{Y^s}) e^{\tilde{\lambda} \max(\epsilon, \beta)(t-t')} dt',
\end{equation}
\begin{equation}
|\partial_t U(t)|_{Y^{s-1}} \leq \tilde{\zeta} |U(t)|_{Y^s} + \beta C(h^{-1}_{min}, |b|_{H^s}, |U|_{Y^s}),
\end{equation}
for some positive constant $\tilde{\lambda} > 0$ depending on $M_{CH}$, $h^{-1}_{min}$, $q^{-1}_{min}$, and the norms $|b|_{H^{s+3}}$, $|\partial_x \zeta|_{L^\infty}$, $|\partial_x v|_{L^\infty}$ and $|U|_{Y^s}$, where $\max(\epsilon, \beta) \tilde{C}$ is the upper bound of the inner product $(\Lambda^s B(U), Z[U] \Lambda^s v)$ and $\tilde{C}$ a positive constant depending also on $h^{-1}_{min}$, $q^{-1}_{min}$ and the norms $|b|_{H^{s+3}}$ and $|U|_{Y^s}$.
Proof. Once the $Y^*$ energy estimate \([42]\) is obtained, the existence, uniqueness, and regularity of the solution to the linearized system \([32]\) is determined using the Cauchy-Lipschitz technique, which also necessitates a similar estimate. As a result, we do not provide details on the implementation strategy because the majority of the work is to derive a prior energy estimate (for similar details, see \([13, 14, 15]\)). However, we will concentrate on demonstrating the key steps \([42]-[43]\).

Let us consider any $\lambda \in \mathbb{R}$ to be fixed later. Since the symmetrizer $Z[U]$ is symmetric, it is not hard to check that we have

$$\frac{1}{2}e^\max(\epsilon, \beta)\lambda \partial_t(e^{-\max(\epsilon, \beta)\lambda} E^s(U)^2) = -\lambda \frac{\max(\epsilon, \beta)}{2} E^s(U)^2 - (A[U] \Lambda^s \partial_x U, Z[U] \Lambda^s U)$$

$$- ([\Lambda^s, A[U]] \partial_x U, Z[U] \Lambda^s U) - (\Lambda^s B(U), Z[U] \Lambda^s U) + \frac{1}{2} (\Lambda^s, [\partial_t, \frac{Q_0 + \epsilon^2 Q_1}{H(\epsilon \zeta, \beta b)}] \Lambda^s \zeta) + \frac{1}{2} (\Lambda^s v, [\partial_t, \Sigma] \Lambda^s v).$$

The key point is to bound from above each term at the right-hand side of \((44)\) in terms of $E^s(U)$ and $E^b(U)$, then for a specific choice of $\lambda$ and by Grönwall’s inequality. The prior energy estimates \([42]-[43]\) follows.

- Estimate of $(Z[U], A[U]| \partial_x \Lambda^s U, \Lambda^s U)$. By definition, it holds that

$$Z[U], A[U] = \begin{pmatrix} Q_0 + \epsilon^2 Q_1 + H'(\epsilon \zeta, \beta b) \nu & Q_0 + \epsilon^2 Q_1 \\ \frac{Q_0 + \epsilon^2 Q_1}{H(\epsilon \zeta, \beta b)} H'(\epsilon \zeta, \beta b) \nu & \Omega[\epsilon \zeta, \beta b, v] + \epsilon \Xi[\epsilon \zeta, \beta b](\zeta v) \end{pmatrix}.$$

Therefore, we have

$$(Z[U], A[U]| \partial_x \Lambda^s U, \Lambda^s U) = \left(\frac{Q_0 + \epsilon^2 Q_1}{H(\epsilon \zeta, \beta b)} H'(\epsilon \zeta, \beta b) \nu \partial_x \Lambda^s \zeta, \Lambda^s \zeta\right) + \left(Q_0, \partial_x \Lambda^s v, \Lambda^s \zeta\right) + \left(\epsilon^2 Q_1, \partial_x \Lambda^s v, \Lambda^s \zeta\right)$$

$$+ \left(Q_0(\epsilon \zeta, \beta b) \partial_x \Lambda^s \zeta, \Lambda^s v\right) + \left(\epsilon^2 Q_1(\epsilon \zeta, \beta b, v) \partial_x \Lambda^s v, \Lambda^s v\right) + \left(\Omega[\epsilon \zeta, \beta b, v] \partial_x \Lambda^s v, \Lambda^s v\right)$$

$$+ \epsilon \left(\Xi[\epsilon \zeta, \beta b](\zeta v \partial_x \Lambda^s v), \Lambda^s v\right) = I_1 + \ldots + I_7.$$

To control $I_1$, by integration by parts with Lemma 4 in hands and the continuous embedding $H^s(\mathbb{R}) \subset W^{1, \infty}(\mathbb{R})$ for $s > 3/2$, it holds that

$$I_1 = -\frac{1}{2}\left(\epsilon \partial_x \left(\frac{Q_0(\epsilon \zeta, \beta b) + \epsilon^2 Q_1(\epsilon \zeta, \beta b, v)}{H(\epsilon \zeta, \beta b)} H'(\epsilon \zeta, \beta b) \nu \right) \Lambda^s \zeta, \Lambda^s \zeta\right)$$

$$\leq \epsilon C h^{-1}_{\min, q^{-1}_{\min, |b|_{H^{s+1}}, |U|_{Y^s}}} E^s(U)^2.$$

To control $(I_2 + I_4) + (I_3 + I_5)$, by integration by parts with Lemma 4 in hands, it holds that

$$I_2 + I_4 + I_3 + I_5 = -\left(\partial_x \left(Q_0(\epsilon \zeta, \beta b) \Lambda^s \zeta, \Lambda^s v\right) - \epsilon^2 \left(\partial_x \left(Q_1(\epsilon \zeta, \beta b, v) \right) \Lambda^s \zeta, \Lambda^s v\right)\right)$$

$$\leq \max(\epsilon, \beta) C h^{-1}_{\min, q^{-1}_{\min, |b|_{H^{s+1}}, |U|_{Y^s}}} E^s(U)^2.$$

To control $I_6$, by integration by parts with Lemma 4 in hands, it holds that

$$I_6 = -\frac{1}{2}\left(\epsilon \partial_x \left[q_1(\epsilon \zeta, \beta b)(H'(\epsilon \zeta, \beta b) - \zeta v) \Lambda^s v, \Lambda^s v\right) - \mu \left(A[v] \Lambda^s v, \Lambda^s v\right) - \mu \left(B[v] \Lambda^s v, \Lambda^s v\right)$$

$$+ \mu \left(\partial_x (C[v] \Lambda^s v) \Lambda^s v, \Lambda^s v\right) + \mu \left(\partial_x ([D] v) \Lambda^s v, \Lambda^s v\right) + \mu \left(\partial_x ([D] v) \Lambda^s v, \Lambda^s v\right) + \mu \left(\partial_x ([D] v) \Lambda^s v, \Lambda^s v\right)$$

$$\leq \max(\epsilon, \beta) C h^{-1}_{\min, q^{-1}_{\min, |b|_{H^{s+1}}, |U|_{Y^s}}} E^s(U)^2.$$
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To control $I_7$, we recall the expression \([39]\). By integration by parts with Lemma \([1]\) in hands, it holds that

$$I_7 = -\frac{1}{2} \left( \partial_x(q_1(\epsilon \zeta, \beta \nu) \Lambda^e \nu, \Lambda^e \nu) + \mu \epsilon \beta \left( \kappa_0 \partial_x \epsilon \zeta b \nu \Lambda^e \nu, \Lambda^e \nu \right) + \mu \left( \nu q_2(\epsilon \zeta, \beta \nu) \partial_x (\epsilon \zeta b \nu \Lambda^e \nu), \Lambda^e \nu \right) \right)$$

Moreover, since $\Lambda$ holds that

$$\left. \frac{\partial}{\partial x} \left( (\epsilon \zeta, \beta \nu) \right) \right|_{x=0} = 0,$$

and by using (46) and the expression of (39) and by integration by parts, it holds that

$$-\frac{1}{2} \left( \partial_x(q_1(\epsilon \zeta, \beta \nu) \Lambda^e \nu, \Lambda^e \nu) + \mu \epsilon \beta \left( \kappa_0 \partial_x \epsilon \zeta b \nu \Lambda^e \nu, \Lambda^e \nu \right) + \mu \left( \nu q_2(\epsilon \zeta, \beta \nu) \partial_x (\epsilon \zeta b \nu \Lambda^e \nu), \Lambda^e \nu \right) \right)$$

$$\leq \max(\epsilon, \beta) C \left( \|b\|_{L^2}, \|U\|_{W^*} \right) E^a(U)^2.$$

As a conclusion from the above estimates, it holds that

\begin{equation}
\|Z[U], \Lambda[U] \|_{L^2(U)} \|\Lambda^e \nu, \|U\|_{W^*} \right) E^a(U)^2.
\end{equation}

- **Estimate of \([\Lambda^e, [U, A[U]] \|_{L^2(U)} \|\Lambda^e \nu, \|U\|_{W^*} \right) E^a(U)^2.** Using the definition of $A[\cdot]$ and $Z[\cdot]$ in (35) and (39), one has

$$\|\Lambda^e, [U, A[U]] \|_{L^2(U)} \|\Lambda^e \nu, \|U\|_{W^*} \right) E^a(U)^2.$$

To control $J_1$, using (27) with Lemma \([4]\) in hands and the fact that $\partial_x(H'(\epsilon \zeta, \beta \nu)) \|_{H^{-1}} \leq C(h^{-1}_m, |\epsilon \zeta|, \|U\|_{W^*} E^a(U)^2).$

Similarly, to control $J_2$, since $\|\partial_x(H'(\epsilon \zeta, \beta \nu)) \|_{H^{-1}} \leq max(\epsilon, \beta) C(h^{-1}_m, |\epsilon \zeta|, \|U\|_{W^*} E^a(U)^2).$

Now we introduce the following useful commutator identities for the rest of the terms

\begin{equation}
\left[ [\Lambda^e, \partial_x(f \partial_x), g] = \partial_x([\Lambda^e, f] g) - [\Lambda^e, \partial_x(f)] g = [\Lambda^e, f] \partial_x(g).
\end{equation}

To control $J_3$, remark that $\Xi$ is symmetric with

$$\Xi[\Lambda^e, [\Xi^{-1}(Q_0, \epsilon \zeta)] \|\Lambda^e \nu, \|U\|_{W^*} \right) E^a(U)^2.$$

Moreover, since $[\Lambda^e, [\Xi^{-1}(Q_0, \epsilon \zeta)] \|\Lambda^e \nu, \|U\|_{W^*} \right) E^a(U)^2.$

Therefore, we can now use Corollary \([1]\) in view of expression \((37), (40)\), such that we have

$$J_3 = -\left( [\Lambda^e, [\Xi^{-1}(Q_0, \epsilon \zeta)] \|\Lambda^e \nu, \|U\|_{W^*} \right) E^a(U)^2.$$

Similarly, recall that $Q(\epsilon \zeta, \beta \nu, \|U\|_{W^*} E^a(U)^2).$

In view of Lemma \([4]\) and (46), it holds that

$$J_4 = -\left( [\Lambda^e, [\Xi^{-1}(Q_0, \epsilon \zeta)] \|\Lambda^e \nu, \|U\|_{W^*} \right) E^a(U)^2.$$

To control $J_5$, using (46) and the expression of (39) and by integration by parts, it holds that

$$J_5 = \left( [\Lambda^e, \epsilon \zeta b \nu, \|U\|_{W^*} E^a(U)^2.$$

As a conclusion from the above estimates, it holds that

\begin{equation}
\|([\Lambda^e, A[U]] \|_{L^2(U)} \|\Lambda^e \nu, \|U\|_{W^*} \right) E^a(U)^2.$$
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Estimate of $(\Lambda^* B[U], Z[U] \Lambda^* U)$. Recalling the expressions (63) and (39), it is not hard to check that

\[
(\Lambda^* B[U], Z[U] \Lambda^* U) = \frac{1}{2} \left( \Lambda^* \left( -\beta b_x G(\epsilon \zeta, \beta b) \frac{Q_0}{H(\epsilon \zeta, \beta b)} + \epsilon^2 Q_1 H(\epsilon \zeta, \beta b) \right) \right)
\]

\[
+ \left( \left[ \Lambda^* \frac{1}{\Lambda} \right] \left( \frac{\gamma \beta q_1(\epsilon \zeta, \beta b) h_1 (h_1 + h_2) \partial_x b}{(h_1 + \gamma h_2)^3} - \mu [\epsilon] u^2 \right) \right) Z \Lambda^* v
\]

\[
+ \left( \Lambda^* \left( \frac{\gamma \beta q_1(\epsilon \zeta, \beta b) h_1 (h_1 + h_2) \partial_x b}{(h_1 + \gamma h_2)^3} - \mu [\epsilon] u^2 \right) \right) Z \Lambda^* v = B_1 + B_2 + B_3.
\]

It is not hard to check that $B_1$ and $B_3$ can be controlled by $\max(\epsilon, \beta) C'(h_{\min, -1}, q_{\min, -1}, |b|_{H^{\gamma}}, |U|_{Y^*}) E^\gamma(U)$. However, as for $J_3$, one may control $B_2$ by $\max(\epsilon, \beta) C(M_{CH, h_{\min, -1}, q_{\min, -1}}, |b|_{H^{\gamma}}, |U|_{Y^*}) E^\gamma(U)$. Hence, it holds that

\[
(48) \quad (\Lambda^* B[U], Z[U] \Lambda^* U) \leq \max(\epsilon, \beta) C(M_{CH, h_{\min, -1}, q_{\min, -1}}, |b|_{H^{\gamma}}, |U|_{Y^*}) E^\gamma(U).
\]

Estimate of $\frac{1}{2} (\Lambda^* \zeta, \left[ \partial_t, \frac{Q_0}{H(\epsilon \zeta, \beta b)} \right] \Lambda^* \zeta)$. Since $[\partial_t, f] g = f \partial_t g$ and the independent of the bottom profile on the spatial dimension, it holds that

\[
(49) \quad \frac{1}{2} (\Lambda^* \zeta, \left[ \partial_t, \frac{Q_0}{H(\epsilon \zeta, \beta b)} \right] \Lambda^* \zeta) = \left( \Lambda^* \zeta, \partial_t \left( \frac{Q_0(\epsilon \zeta, \beta b) + \epsilon^2 Q_1(\epsilon \zeta, \beta b, v)}{H(\epsilon \zeta, \beta b)} \right) \Lambda^* \zeta \right) \leq \max(\epsilon, \beta) C(h_{\min, -1}, q_{\min, -1}, |b|_{H^{\gamma}}, |\partial_t \zeta|_{L^\gamma}) E^\gamma(U)^2.
\]

Estimate of $\frac{1}{2} (\Lambda^* v, \left[ \partial_t, \frac{Q_0}{H(\epsilon \zeta, \beta b)} \right] \Lambda^* v)$. As above, using the expression of (39), by integration by parts, it holds that

\[
(50) \quad (\Lambda^* v, \left[ \partial_t, \frac{Q_0}{H(\epsilon \zeta, \beta b)} \right] \Lambda^* v) = \epsilon \left( \Lambda^* v, \kappa_1 (\partial_t \zeta) \Lambda^* v \right) - 2 \mu \beta \left( \Lambda^* v, \kappa_0 \partial_t \zeta \partial_x b \Lambda^* v \right) - \mu \beta \left( \Lambda^* v, \kappa_0 \partial_t \zeta \partial_x b \Lambda^* v \right) \leq \max(\epsilon, \beta) C(M_{CH, h_{\min, -1}, q_{\min, -1}, |b|_{H^{\gamma}}, |\partial_t \zeta|_{L^\gamma}}) E^\gamma(U)^2.
\]

Thanks to the above estimates (45–47, 48–49, 50), combine these with (44), it holds that

\[
\frac{1}{2} e^{\lambda \max(\epsilon, \beta) t} \partial_t (e^{-\lambda \max(\epsilon, \beta) t} E^\gamma(U)^2) \leq \max(\epsilon, \beta) C(M_{CH, h_{\min, -1}, q_{\min, -1}, |b|_{H^{\gamma}}, |\partial_t \zeta|_{L^\gamma}}) \left( \frac{1}{2} \right) E^\gamma(U)^2
\]

\[
+ \max(\epsilon, \beta) C(h_{\min, -1}, q_{\min, -1}, |b|_{H^{\gamma}}, |U|_{Y^*}) E^\gamma(U).
\]

Now, for all $0 \leq \max(\epsilon, \beta) t \leq T$, we take $\lambda = \lambda \geq 2 C(M_{CH, h_{\min, -1}, q_{\min, -1}, |b|_{H^{\gamma}}, |\partial_t \zeta|_{L^\gamma}}) > 0$ so that the differential inequality below holds:

\[
\frac{d}{dt} E^\gamma(U) \leq \frac{1}{2} \max(\epsilon, \beta) E^\gamma(U) + \max(\epsilon, \beta) C(h_{\min, -1}, q_{\min, -1}, |b|_{H^{\gamma}}, |U|_{Y^*}) E^\gamma(U).
\]

At this stage, we multiply the above differential inequality by $1/\sqrt{\epsilon^{\lambda \max(\epsilon, \beta) (t-t')}}$ then we integrate on $(0, t)$ for $0 \leq \max(\epsilon, \beta) t \leq T$, so that the desired energy estimate (42) holds.

Now to establish the derivative energy estimate (13) we use the linearized system (32) with (35–38). Indeed, by definition we have

\[
|\partial_t U|_{Y^{\gamma}} = \left[ -A[U, \partial_t U, B(U)] \right]_{Y^{\gamma}} = |A|^2_{H^{\gamma, 1}} + |B|^2_{H^{\gamma, 1}} + \mu |\partial_x B|_{H^{\gamma, 1}}
\]

where $A = \epsilon \kappa \partial_x \zeta + H(\zeta, \beta b) v_x + H(\epsilon \zeta, \beta b) v_x - \beta b_x G(\epsilon \zeta, \beta b) u_x$ and

\[
B = \epsilon \kappa v_x + \zeta^{-1} \left( Q_0 v_x + \epsilon^2 Q_1 v_x + \Omega(\zeta, \beta b, v) v_x + \gamma \beta q_1(\epsilon \zeta, \beta b) h_1 (h_1 + h_2) (h_1 + \gamma h_2)^{-3} b_x u^2 - \mu [\epsilon] u^2 \right).
\]

With Lemma (1) in hands and using (31), it holds that

\[
(51) \quad \frac{d}{dt} E^\gamma(U) \leq C(h_{\min, -1}, |b|_{H^{\gamma}}, |U|_{Y^*}) |U|_{Y^*} + \beta C(h_{\min, -1}, |b|_{H^{\gamma}}, |U|_{Y^*}) E^\gamma(U).
\]
It remains to show that $U$ satisfies preserves the depth condition. Consequently, using (51) and the assumption $[H1]$, it holds that for all $0 \leq \max(\epsilon, \beta)t \leq T$ we have

\[
\begin{align*}
    h_{1,2} &= h_{1,2}(0, x) + \epsilon \int_0^t \partial_v \zeta(t', x) \, dt' \\
    &\geq h_{\min} - \epsilon \left( C_2(h_{\min}^{-1}, |b|_{H^{H+3}}, |U|_{Y^s}, |U_0|_{Y^s}) + C_3(h_{\min}^{-1}, |b|_{H^{H+3}}, |U|_{Y^s}) e^T \right) T \\
    &\geq h_{\min} - \left( C_2(h_{\min}^{-1}, |b|_{H^{H+3}}, |U|_{Y^s}, |U_0|_{Y^s}) + C_3(h_{\min}^{-1}, |b|_{H^{H+3}}, |U|_{Y^s}) e^{2T} \right).
\end{align*}
\]

Therefore it is possible to choose small enough time less than or equal \(\min\left\{ h_{\min} \right\} \), thus the sequence \(U_h\) with \(h_{\min}\) replaced by its one half.

\[
\square
\]

6.2. Well-posedness.

**Theorem 1** (Local existence). Let \(s > 3/2\). Also let \(b \in H^{s+3}(\mathbb{R})\) and an initial data \(U_0 = (\zeta_0, v_0)^T \in Y^s\) endowed with the norm \(|v|_{H^s}\), such that for any \(x \in \mathbb{R}\) the depth condition \([H1]\) is satisfied in addition to the assumptions \([H0], [H2]\) and \([H3]\). Then there exists a lifetime \(T_{mGN} > 0\) and a unique solution \(U \in C([0, T_{mGN}])\) to model (34), which depends continuously on the initial conditions \(|U_0|_{Y^s}\) and \(h_{\min}^{-1}, h_{\min} > 0\). Additionally, we have the solution size estimate

\[
|U|_{Y^s} + |\partial_t U|_{Y^{s-1}} \leq C(M_{CH}, h_{\min}^{-1}, |b|_{H^{H+3}}, |U_0|_{Y^s}), \quad \text{for} \quad 0 \leq \max(\epsilon, \beta)t \leq T_{mGN}.
\]

Also, the depth condition \([H1]\) is still satisfied on the existence-interval \([0, T_{mGN})\).

**Proof.** With Proposition 1 i.e. the mathematical analysis of the linearized system, the local well-posedness result on the interval \([0, \max(\epsilon, \beta)^{-1} T_{mGN})\) is obtained by an adaptation of the standard well-posedness proof of hyperbolic systems (see Theorem 7.3 in [13] or Theorem 6.1 in [14]).

We will focus on the key points of the proof. The proof techniques are based on those for hyperbolic systems inspired from Chapter III B.1 of [22]. We will give a brief description of the proof, which is initiated by a series of nonlinear problems via the induction relation

\[
\forall n \in \mathbb{N}, \quad \begin{cases} 
\partial_t U^{n+1} + A(U^n)U^{n+1} + B(U^n) = 0, \\
U^{n+1}_{|t=0} = U_0, \\
U^0 = U_0.
\end{cases}
\]

From the estimates (43) of section 6.1, the convergence of solution \(U^n = (\zeta^n, v^n)\) for system (52), can be established with standard arguments. Indeed, by induction on \(n\) it holds that \(U^{n+1} \in C([0, T_{mGN}])\) such that \(|U^{n+1}|_{Y^s} \subseteq |U_0|_{Y^s}\) and \(|\partial_t U^{n+1}|_{Y^{s-1}} \subseteq |U_0|_{Y^s}\) for all \(t \in [0, T_{mGN})\).

Consequently, \(\lambda\) does not depend on \(|\partial_t U|_{\mathcal{C}^1}\) anymore. As a result, the depth-condition will be satisfied by \(U^{n+1}(t)\) for small enough \(T(|U_0|_{Y^s})\). It is still necessary to demonstrate the convergence of \(U^n\) towards (34) solution. In fact, the difference between two consecutive approximate solutions \(V^n = U^{n+1} - U^n\) reads the system

\[
\forall n \in \mathbb{N}, \quad \begin{cases} 
\partial_t V^n + A(U^n) V^n = -(A(U^n) - A(U^{n-1})) U^n + B(U^n) - B(U^{n-1}), \\
V^n_{|t=0} = 0.
\end{cases}
\]

In the case \(s = 0\), one may check that the energy estimate for \(V^n\) on \([0, \max(\epsilon, \beta)^{-1} T_{mGN})\) become

\[
|V^n(t)|_{Y^0} \leq \frac{1}{n!} \max(\epsilon, \beta)^n t^n C^n(|U^n|_{W^{1,\infty}}) \sup_{t' \in [0, \max(\epsilon, \beta)^{-1} T_{mGN})} |V^0(t')|_{Y^0},
\]

and thus the sequence \(U^n = U_0 + \sum_{0}^{n-1} V^i\) converges in \(Y^0_{T_{mGN}}\). Consequently, an interpolation argument suggests that \(U^n \in Y^s_{T_{mGN}}\) for \(s' < s\). As a result, selecting \(s' - 1 > 1/2\), the limit \(U \in Y^s_{T_{mGN}}\) of the iterative scheme (52) is a unique solution of system (34) and satisfies the energy estimate (42). Finally, the analysis
above shows that the maximal lifetime \( T_{\text{max}} \) is bounded from below by some \( \max(\epsilon, \beta)^{-1}T_{mGN} > 0 \), whereas if \( T_{\text{max}} < \infty \), the behavior of the solution as \( t \to T_{\text{max}} \) follows from standard continuation arguments.

\[ \square \]

**Remark 4.** Our model’s full justification (consistency+convergence) follows in the same way as the models studied in \[13\] \[14\] \[15\].

7. **Surface water-wave equations (One-layer case)**

We conclude our work in this section by using the previous section’s results to derive some new results on the propagation of surface water-waves (one-layer case with free surface) over uneven bottoms while accounting for surface tension effects. In fact, in the water-wave case, the GNCH with uneven bottoms can be recovered by simply setting \( \gamma = 0 \) and \( \delta = 1 \) in \[25\]. Thus, one gets

\[
\begin{aligned}
\partial_t \zeta + \partial_x(hv) &= 0, \\
\mathcal{T}[\epsilon \zeta, \beta b] (\partial_t v + \epsilon \zeta \partial_x v) + q_1(\epsilon \zeta, \beta b) \partial_x \zeta = \mu \left( [A] v \partial_x v + [B](\partial_x v)^2 + [D] \partial_x ((\partial_x v)^2) + [E] v^2 + [F] \partial_x \zeta \right),
\end{aligned}
\]

where we denote \( h = 1 + \epsilon \zeta - \beta b \) and

\[
\mathcal{T}[\epsilon \zeta, \beta b] V = q_1(\epsilon \zeta, \beta b) V + \mu \epsilon \beta \kappa_0 \partial_x \zeta \partial_x b V - \mu \nu \partial_x \left( q_2(\epsilon \zeta, \beta b) \partial_x V \right),
\]

with \( q_1(X,Y) \equiv 1 + \kappa_1 X + (\omega_1 + \epsilon \phi_1) Y \) and \( q_2(X,Y) \equiv 1 + \kappa_2 X + \omega_2 Y \). One can easily check that in the one-layer case (\( \gamma = 0 \) and \( \delta = 1 \)), the functions \( \nu, \kappa_0, \kappa_1, \kappa_2, \phi_1, \omega_1, \omega_2 \) and \( \zeta \) defined respectively in \[13\], \[17\], \[19\], \[18\], \[14\], \[21\], \[16\] and \[23\] become:

\[
\begin{aligned}
\nu &= \frac{1}{3} - \frac{1}{b_0}, \\
\kappa_0 &= 1 + \beta \omega_1 b, \\
\kappa_1 &= \frac{(1 + \beta \omega_1 b)(1 - \beta b)}{(1 - \beta b)^2 - \frac{3}{b_0}}, \\
\kappa_2 &= \frac{(1 - \beta b)(1 + \beta \omega_1 b)}{\nu}, \\
\phi_1 &= \frac{\nu \omega_2 + \frac{2}{3} - \frac{\beta b}{3}}{\epsilon (\nu - \frac{2b}{3} + \frac{b^2b'}{3})} - \frac{\omega_1}{\epsilon},
\end{aligned}
\]

with \( \omega_1 \) and \( \omega_2 \) solutions to the below first order linear differential equations respectively

\[
\begin{aligned}
\omega_1' + \left( \frac{1}{\beta b} + \frac{1 - \beta b}{(1 - \beta b)^2 - \frac{3}{b_0}} \right) \omega_1 &= \frac{\beta b - 1}{\beta b((1 - \beta b)^2 - \frac{3}{b_0})}, \\
\omega_2' + \left( \frac{1}{\beta b} + \frac{3(1 - \beta b)}{(1 - \beta b)^2 - \frac{3}{b_0}} \right) \omega_2 &= \frac{3(\beta b - 1)}{\beta b((1 - \beta b)^2 - \frac{3}{b_0})},
\end{aligned}
\]

and \( \zeta = 1 \). Some additional key restrictions are required for the validity of our model \[54\], namely \( \nu \neq 0 \), \( \beta b \neq 0 \) and \( \beta b \neq 1 \pm \sqrt{\frac{3}{b_0}} \). Those restrictions correspond to \[H0\] with \( \gamma = 0 \) and \( \delta = 1 \). Moreover, it is clear now that the r.h.s terms of the second equation of \[54\] denoted by \( A, B, C, D, E, \) and \( F \) (see Appendix \[B\]) become (after setting \( \gamma = 0 \) and \( \delta = 1 \)):

\[
A = -\epsilon \beta(1 + \beta \omega_1 b)(1 - \beta b) \partial_x^2 b,
\]
(63) \[ \mathcal{B} = \epsilon \beta (1 + \beta \omega_1 b)(1 - \beta b) \partial_x b, \]
(64) \[ C = 0, \]
(65) \[ \mathcal{D} = -\frac{2}{3} \epsilon (1 + \beta \omega_1 b)(1 - \beta b)^2, \]
(66) \[ \mathcal{E} = -\frac{\epsilon \beta}{2} (1 + \beta \omega_1 b)(1 - \beta b) \partial_x^2 b, \]
(67) \[ \mathcal{F} = \frac{\beta}{2} q_1 (\epsilon \zeta, \beta b)(1 - \beta b) \partial_x^2 b + \frac{\epsilon \beta}{2} (1 + \beta \omega_1 b) \partial_x^2 b. \]

At this stage, it is worth mentioning that after multiplying its second equation by \( \frac{h}{q_1 (\epsilon \zeta, \beta b)} \), system (54) is equivalent to the system studied in [16] when all terms of order \( O(\mu^2, \mu^2) \) are ignored in the latter. This equivalence is illustrated in Appendix A. Consequently, in the absence of surface tension (i.e. setting \( b_0 = 0 \)), system (54) is also equivalent to the system studied in [23] when all terms of order \( O(\mu^2, \mu^2) \) are ignored in the latter.

The results of the previous section apply as a particular case, allowing us to conclude that the GNCH with uneven bottoms in the water-wave case taking into account surface tension effects (54) is fully justified (i.e consistent, well-posed and convergent). Treating the capillary term \( \frac{\mu}{h} \partial_x^2 \zeta \) (thanks to the suitable choice of \( \nu \) in (55)) allowed us to provide a well-posedness result in the standard Hyperbolic space \( \nu \equiv |X|^2_\nu \). Unlike in [16], controlling the capillary term necessitates the definition of the energy norm \( |(\zeta, v)|^2_\nu \equiv |\zeta|^2_{H^s} + \frac{\mu}{h} |\partial_x \zeta|^2_{H^s} + |v|^2_{H^s} + \mu |\partial_x v|^2_{H^s} \), and thus requests more regularity on \( \zeta \). Indeed, the second term in \( | \cdot |_{\nu} \) is missing from the natural energy adopted in our work \( | \cdot |_{H^s} \) (see Definition 2). This term is critical in controlling the capillary term that appears in the original model studied [16], which yields the well-posedness in smoother Hyperbolic space \( H^{s+1}(\mathbb{R}) \times H^{s+1}(\mathbb{R}) \), with \( s > 3/2 \).

**APPENDIX A. EQUVALENCE WITH A MODEL IN THE LITERATURE**

In this Appendix we show that the GNCH (\( \epsilon = O(\sqrt{\mu}) \)) with uneven bottoms in the water-wave case taking into account surface tension effects (54) is equivalent to the system studied in [16] when neglecting in the latter all terms of order \( O(\mu^2, \mu^2) \). One can easily notice that the evolution equation on the surface deformation \( \zeta \) of system (54) is the same as the first equation of system (2) in [16]. To show the equivalence between the evolution equation on the layer-mean horizontal velocity \( v \) of system (54) and the second equation of system (2) in [16] we multiply the former equation by \( \frac{h}{q_1 (\epsilon \zeta, \beta b)} \). In what follows we omit to write the dependence on \( \epsilon \zeta \) and \( \beta b \) of \( q_1 \) and \( q_2 \). Before starting, we will state two approximations that will be extensively used in what follows:

\begin{align*}
(68) \quad & \quad \frac{1}{q_1} = \frac{1}{1 + \beta \omega_1 b} + O(\epsilon), \\
& \quad \text{and} \\
(69) \quad & \quad \frac{1}{q_1} = \frac{1}{1 + \beta (\omega_1 + \epsilon \phi_1) b} \left( 1 - \frac{\epsilon \kappa_1 \zeta}{1 + \beta (\omega_1 + \epsilon \phi_1) b} \right) + O(\epsilon^2) .
\end{align*}

In fact, lets consider first the multiplication of \( \mathcal{E}[\epsilon \zeta, \beta b]V \) by \( \frac{h}{q_1} \), one gets:

\[ \frac{h}{q_1} \mathcal{E}[\epsilon \zeta, \beta b]V = hV + \mu \epsilon \beta h \frac{\kappa_0}{q_1} \partial_x \zeta \partial_x bv - \mu \nu h \frac{\partial_x \left( q_2 \partial_x V \right)}{q_1} . \]
Using (68) and the definition of \( \kappa_0 \) in (56) one gets the following approximation,

\[
\frac{\hbar}{q_1} \left[ \epsilon_{\Omega}, \beta b \right] V = h V + \mu c \beta h \partial_x \Omega \partial_x b V - \mu h v \frac{\partial^2 x}{q_1} \partial_x V - \mu h v \frac{\partial^2 x}{q_1} \frac{\partial^2 V}{\partial x} + O(\mu e^2).
\]

Now let's consider respectively the third and fourth terms of the r.h.s of (70). In fact using the definition of \( q_2 \), one has

\[
\nu \frac{\partial x}{q_1} = \frac{\nu \kappa_2}{q_1} \epsilon_\beta \frac{\partial x}{q_1} + \frac{\nu \kappa_2}{q_1} \epsilon_\beta \frac{\partial x}{q_1} + \frac{\nu \omega_2}{q_1} + \frac{\nu v_\omega_2 b}{q_1} \frac{\partial x}{q_1}.
\]

Using again (68) and the definition of \( \kappa_2 \) in (58), the following approximation hold:

\[
\frac{\nu \kappa_2}{q_1} + \frac{\nu \kappa_2}{q_1} + \frac{\nu \omega_2}{q_1} + \frac{\nu v_\omega_2 b}{q_1} \frac{\partial x}{q_1} = (1 - \beta b) + O(\epsilon).
\]

Moreover, using (20) (with \( \gamma = 0 \) and \( \delta = 1 \)) together with the definition of \( \kappa_1 \) in (57) one has

\[
\frac{\nu \kappa_2}{q_1} = \frac{\nu \kappa_2}{1 + \beta \omega_1 b} + O(\epsilon) = -2 - \frac{3}{bo(1 - \beta b)^2 - 3} + O(\epsilon).
\]

Now, using (15) (with \( \gamma = 0 \) and \( \delta = 1 \)) one can check that the following hold:

\[
\frac{\nu \omega_2 + \nu v_\omega_2 b}{q_1} = -(1 - \beta b) \left( 1 + \beta(\omega_1 + \epsilon \phi_1) b \right)
\]

\[
= -(1 - \beta b) \left( \frac{q_1 - \epsilon \kappa_1 \Omega}{q_1} \right) \text{ (using definition of } q_1) = -(1 - \beta b) + \frac{1 - \beta b - \epsilon \kappa_1 \Omega}{q_1}
\]

\[
= -(1 - \beta b) + \frac{\epsilon \kappa_1 \Omega(1 - \beta b)}{1 + \beta \omega_1 b} + O(\epsilon^2) \text{ (using (68))}
\]

\[
= -(1 - \beta b) + \frac{3 \epsilon \kappa_1 \Omega}{bo(1 - \beta b)^2 - 3} + O(\epsilon^2). \text{ (using (57))}
\]

Thus, one can deduce using (72), (73) and (74) that (71) can be approximated as follows:

\[
\nu \frac{\partial x}{q_1} = (1 - \beta b) \epsilon_\beta + h \partial_x b + O(\epsilon^2).
\]

Now, let's consider the fourth term of the r.h.s of (70). Multiplying (69) by \( q_2 \), the following approximation easily follow:

\[
\frac{q_2}{q_1} = \frac{1 + \beta \omega_2 b}{1 + \beta(\omega_1 + \epsilon \phi_1) b} + \frac{\epsilon \kappa_2}{1 + \beta \omega_1 b} - \frac{\epsilon \kappa_2(1 + \beta \omega_2 b)}{1 + \beta(\omega_1 + \epsilon \phi_1) b} + O(\epsilon^2).
\]

Using (59), the first term of the r.h.s of (76) can be written as:

\[
\frac{1 + \beta \omega_2 b}{1 + \beta(\omega_1 + \epsilon \phi_1) b} = \frac{bo(1 - \beta b)^2 - 3}{bo - 3}.
\]

Using (58), the second term of the r.h.s of (76) can be written as:

\[
\frac{\epsilon \kappa_2}{1 + \beta \omega_1 b} = \frac{\epsilon \kappa_2}{\nu}.
\]

Using the definition of \( \kappa_1 \) in (57) and (77), the third term of the r.h.s of (76) can be approximated as follows:

\[
\frac{\epsilon \kappa_1(1 + \beta \omega_2 b)}{1 + \beta(\omega_1 + \epsilon \phi_1) b} = \frac{\epsilon \kappa_1(1 + \beta \omega_1 b)(1 - \beta b)bo}{bo(1 - \beta b)^2 - 3}.
\]

\[
= \frac{\epsilon \kappa_1(1 - \beta b)bo}{bo - 3} + O(\epsilon^2).
\]
Thus, one can deduce using (77), (78) and (79) that (76) can be approximated as follows:

\[
\frac{q_2}{q_1} = \frac{bo(1-\beta b)^2 - 3}{bo - 3} + \frac{\epsilon q (1-\beta b)}{\nu} - \frac{\epsilon q (1-\beta b)bo}{(bo - 3)} + O(\epsilon^2).
\]

Now, using (75) and (80), one can deduce that approximation (70) can be written as follows:

\[
\frac{h}{q_1} T[\xi, \beta b] V = hV + \mu \beta h \partial_x \xi \partial_x bV - \mu h \left((1-\beta b)\epsilon \partial_x \xi - h \beta \partial_x b\right) \partial_x V
\]

\[
- \mu h \left((1-\beta b)^2 \frac{2}{3} - 1 + \frac{2}{3} \epsilon q (1-\beta b)\right) \partial_x^2 V + O(\epsilon^2).
\]

Now let's recall the notation used at the beginning of Section 3,

\[
\mathcal{T}[h, \beta b] V = -h^2 \partial_x^2 V, \quad \frac{h}{q_1} = \mathcal{T}[h, \beta b] V - \frac{1}{2h} h \partial_x^2 V - \frac{1}{2} (1-\beta b)^2 \partial_x^2 V - \frac{3}{3} \epsilon q (1-\beta b) \partial_x^2 V.
\]

In fact, one can notice that

\[
T[h, \beta b] V = -(1-\beta b)\epsilon \partial_x \partial_x V + h \beta \partial_x b \partial_x V - \frac{1}{3} (1-\beta b)^2 \partial_x^2 V - \frac{2}{3} \epsilon q (1-\beta b) \partial_x^2 V.
\]

Thus, using (82), the approximation (81) can be rewritten as:

\[
\frac{h}{q_1} T[\xi, \beta b] V = (h + \mu h T[h, \beta b]) V - \frac{1}{2h} h \partial_x^2 V + \frac{\mu h}{bo} \partial_x^2 V + O(\mu^2).
\]

Now, using (88) and the definition of \( F \) in (67), one can check that the following approximation holds:

\[
\mu \frac{h}{q_1} [F] = \frac{\mu q}{2} h^2 \partial_x^2 b + O(\mu^2),
\]

thus, (83) can be rewritten as:

\[
\frac{h}{q_1} T[\xi, \beta b] V = (h + \mu h T[h, \beta b]) V - \frac{h}{q_1} [F] V + \frac{\mu h}{bo} \partial_x^2 V + O(\mu^2).
\]

At this stage, one can notice that after multiplying the second equation of (64) by \( \frac{h}{q_1} \), and using the BBM trick represented by \( \partial_t v + \epsilon v \partial_x v = -\partial_x \xi + O(\mu) \), one gets the following approximation:

\[
\frac{h}{q_1} T[\xi, \beta b] \left( \partial_t v + \epsilon v \partial_x v \right) + h \partial_x \xi - \frac{h}{q_1} [F] \partial_x \xi
\]

\[
= (h + \mu h T[h, \beta b]) \left( \partial_t v + \epsilon v \partial_x v \right) + h \partial_x \xi - \frac{h}{q_1} [F] \partial_x \xi + O(\mu^2).
\]

Moreover, using the definitions of \( A, B, C, D \) and \( E \) in (62), (63), (64), (65) and (66) respectively and using (68), one has:

\[
\frac{h}{q_1} \left[ \mu \left( [A] v \partial_x v + [B] (\partial_x v)^2 + [D] \partial_x ((\partial_x v)^2) + [E] v^2 \right) \right]
\]

\[
= -\mu h \left[ \beta (1-\beta b) \partial_x^2 b v \partial_x v - \beta \partial_x b (1-\beta b) (\partial_x v)^2 + \frac{2}{3} (1-\beta b)^2 \partial_x ((\partial_x v)^2) + \frac{\beta}{2} (1-\beta b) \partial_x^3 b v^2 \right] + O(\mu^2)
\]

\[
= -\mu h Q[h, \beta b] v + O(\mu^2),
\]

with \( Q[h, \beta b] v = \frac{2}{3h} \partial_x^3 (\partial_x v)^2 + \beta h (\partial_x v)^2 \partial_x b + \frac{\beta}{2h} \partial_x (h^2 v^2 \partial_x^2 b) + \beta^2 \partial_x^2 b \partial_x b v^2. \)

Finally, using (86) and (87), it becomes clear now that the second equation of system (54) multiplied by \( \frac{h}{q_1} \) is equivalent to the following equation:

\[
(h + \mu h T[h, \beta b]) \left( \partial_t v + \epsilon v \partial_x v \right) + h (1 - \frac{\mu}{bo} \partial_x^2) \partial_x \xi = -\mu h Q[h, \beta b] v + O(\mu^2).
\]
The above equation corresponds exactly to the second equation of system (2) in [16] when neglecting in the latter all terms of order $O(\mu^2, \mu^2)$. Consequently, in the absence of surface tension (i.e. setting $b_0^{-1} = 0$) and after multiplying its second equation by $\frac{h}{q_1}$, system [54] is also equivalent to the system studied in [23] when neglecting in the latter all terms of order $O(\mu^2, \mu^2)$.

**Appendix B. Functions**

We conclude with a detailed statement of the functions $A, B, C, D, E, \text{ and } F$ given in Section 3.2.

\[
A = 2\epsilon \beta (1 + \beta w_1 b) \partial_x b \partial_y (\beta b) \partial_x (f(\beta b)^2 - \gamma g(\beta b)^2) + 2\epsilon \beta \nu \partial_x b \partial_y (\beta b) \partial_x (f(\beta b)^2 - \gamma g(\beta b)^2) \\
+ 3\epsilon \beta w_1 b (2\partial_x (\beta b) \partial_x (\beta b)) - 3\epsilon \beta \nu b \partial_x (f(\beta b)^2 - \gamma g(\beta b)^2) \\
+ \epsilon (1 + \beta w_1 b) [2 \partial_x (\beta b) \partial_x (\beta b)] + \epsilon (1 + \beta w_1 b) \partial_x (\beta b) (2 \partial_x (\beta b)) \\
+ \epsilon \beta (1 + \beta w_1 b) \alpha (f(\beta b)^2 - \gamma g(\beta b)^2) \partial_x (\beta b) + 4\epsilon \beta (1 + \beta w_1 b) \alpha \partial_x (f(\beta b)^2 - \gamma g(\beta b)^2) \\
+ 3\epsilon \beta (1 + \beta w_1 b) [\frac{2}{3} f(\beta b)] + \frac{2}{3} f(\beta b) \partial_x (f(\beta b)^2 - \gamma g(\beta b)^2) + \epsilon \beta (1 + \beta w_1 b) (\theta_1 - \alpha_1) b (\beta b) \partial_x (\beta b) \\
+ \epsilon \beta (1 + \beta w_1 b) (2 \partial_1 - \alpha_1) \beta (\beta b) \partial_x (\beta b) \\
+ \epsilon \beta (1 + \beta w_1 b) [2 \partial_1 - \alpha_1 + \frac{1}{3} \delta^{-1} - \beta b] f(\beta b) - \frac{\gamma}{3} b (\beta b) \partial_x (\beta b) + \partial_x (g(\beta b)) \partial_x (\beta b) \\
+ \epsilon \beta (1 + \beta w_1 b) [\frac{1}{3} f(\beta b)] + \epsilon \beta (1 + \beta w_1 b) f(\beta b) \partial_x (\beta b) - \epsilon \beta (1 + \beta w_1 b) f(\beta b) \partial_x (\beta b) \\
+ \epsilon \beta (1 + \beta w_1 b) \eta (\beta b) \partial_x (\beta b) \partial_x (\beta b) + \epsilon \beta (1 + \beta w_1 b) [\frac{2}{3} f(\beta b)] \partial_x (\beta b) \partial_x (\beta b) \\
- \beta \partial_x \partial_y (\beta b) (1 + \beta w_1 b) c \partial_x (\beta b) - \nu \partial_x (\beta b) \\
- \nu \beta (\partial_x (w_2 b) + w_2 \partial_x (\beta b) + \epsilon (1 + \beta w_1 b) [2 \partial_1 (\beta b) + \partial_x (t(\beta b))].
\]

\[
B = \epsilon \beta \partial_x \partial_y (\beta b) (1 + \beta w_1 b) f(\beta b)^2 - \gamma g(\beta b)^2) + \epsilon \beta \nu \partial_x \partial_y (\beta b) b (f(\beta b)^2 - \gamma g(\beta b)^2) \\
+ \epsilon \beta \nu \partial_x \partial_y (\beta b) f(\beta b) - \gamma g(\beta b)^2) + \epsilon \beta \nu \partial_x \partial_y (\beta b) (f(\beta b)^2 - \gamma g(\beta b)^2) \\
- 3\epsilon \beta b_1 \partial_x (f(\beta b)^2 - \gamma g(\beta b)^2) \\
+ \epsilon (1 + \beta w_1 b) [2 \partial_1 + (1 - \gamma) g(\beta b)] (\beta b) \partial_x (\beta b) + \partial_x (g(\beta b)) \\
+ \epsilon \beta (1 + \beta w_1 b) [2 \alpha] (f(\beta b)^2 - \gamma g(\beta b)^2) \\
+ 3\epsilon \beta (1 + \beta w_1 b) [\frac{2}{3} f(\beta b)] + \frac{2}{3} f(\beta b) \partial_x (f(\beta b)^2 - \gamma g(\beta b)^2) \\
+ \epsilon \beta (1 + \beta w_1 b) [2 \partial_1 - \alpha_1] g(\beta b) \partial_x (\beta b) - \epsilon \beta (1 + \beta w_1 b) b \partial_x (\beta b) \\
- \epsilon \beta \nu \partial_x (w_2 b) + w_2 \partial_x (\beta b) + \epsilon (1 + \beta w_1 b) [\frac{1}{2} \partial_x (1 - \gamma) g(\beta b)^2 + t(\beta b)].
\]
\[ C = \epsilon^3 \partial_x \partial_y (\beta) (1 + \beta w_2 b)(f(\beta)^2 - \gamma g(\beta)^2) + \epsilon^3 \nu \partial_x \partial_y (\beta) b(\beta) b(f(\beta)^2 - \gamma g(\beta)^2) \\
+ \epsilon \beta w_2 \partial_x (f(\beta)^2 - \gamma g(\beta)^2) + 3 \epsilon \beta w_2 \partial_x (f(\beta)^2 - \gamma g(\beta)^2) - \frac{3 \epsilon}{2 \delta} \partial_x (f(\beta)^2 - \gamma g(\beta)^2) \\
- 3 \epsilon \beta w_2 (\lambda(\beta)) \partial_x (f(\beta)^2 - \gamma g(\beta)^2) \\
+ \epsilon (1 + \beta w_2 b)[\partial_x (\theta)] (\beta_x \partial_x (\beta) + 2 \partial_x (g(\beta))) + \epsilon (1 + \beta w_2 b)[\partial_x (\theta) + \frac{2}{3} (\gamma - 1) g(\beta)] \beta_x \partial_x (\beta) \\
+ \epsilon \beta (1 + \beta w_2 b) \partial_x (f(\beta)^2 - \gamma g(\beta)^2) \\
+ \epsilon \beta (1 + \beta w_2 b) \partial_x (f(\beta)^2 - \gamma g(\beta)^2) \\
+ \frac{\epsilon}{2} (1 + \beta w_2 b)[2 \alpha_1 + \frac{1}{3} (\delta - 1) \beta f(\beta) \partial_x (f(\beta)^2 - \gamma g(\beta)^2)] \\
+ \frac{\epsilon}{2} (1 + \beta w_2 b)[2 \nu + \frac{2}{3} (\gamma - 1) g(\beta)] \beta \partial_x (f(\beta)^2 - \gamma g(\beta)^2) \\
- \frac{3 \epsilon}{2} (1 + \beta w_2 b) \partial_x (f(\beta)^2 - \gamma g(\beta)^2) \\
+ \frac{3 \nu \epsilon}{2} \partial_x ([1 - (\gamma) g(\beta)^2)] + t(\beta)] \partial_x (f(\beta)^2 - \gamma g(\beta)^2)] + t(\beta)].
\]

\[ D = \frac{3 \epsilon}{2} \nu \beta w_2 b(f(\beta)^2 - \gamma g(\beta)^2) - \frac{3 \epsilon}{2} \beta w_2 b(\lambda(\beta)) (f(\beta)^2 - \gamma g(\beta)^2) \]

\[ \frac{3 \epsilon}{2} (1 + \beta w_2 b)[\partial_x (\theta)] (\lambda(\beta)) b(\theta) (f(\beta)^2 - \gamma g(\beta)^2) \\
+ \frac{3 \epsilon}{2} (1 + \beta w_2 b)[\partial_x (\theta) + \frac{3 \epsilon}{2} (1 + \beta w_2 b)[\partial_x (\theta) + \frac{3 \epsilon}{2} (1 + \beta w_2 b)[\partial_x (\theta) + \frac{3 \epsilon}{2} (1 + \beta w_2 b)[\partial_x (\theta) + \frac{3 \epsilon}{2} (1 + \beta w_2 b)[\partial_x (\theta)] (\beta_x \partial_x (\beta) + 2 \partial_x (g(\beta))) \\
+ \epsilon \beta (1 + \beta w_2 b) \partial_x (f(\beta)^2 - \gamma g(\beta)^2) \\
+ \epsilon \beta (1 + \beta w_2 b) \partial_x (f(\beta)^2 - \gamma g(\beta)^2) \\
+ \frac{\epsilon}{2} (1 + \beta w_2 b)[2 \alpha_1 + \frac{1}{3} (\delta - 1) \beta f(\beta) \partial_x (f(\beta)^2 - \gamma g(\beta)^2)] \\
+ \frac{\epsilon}{2} (1 + \beta w_2 b)[2 \nu + \frac{2}{3} (\gamma - 1) g(\beta)] \beta \partial_x (f(\beta)^2 - \gamma g(\beta)^2) \\
- \frac{3 \epsilon}{2} (1 + \beta w_2 b) \partial_x (f(\beta)^2 - \gamma g(\beta)^2) \\
+ \frac{3 \nu \epsilon}{2} \partial_x ([1 - (\gamma) g(\beta)^2)] + t(\beta)] \partial_x (f(\beta)^2 - \gamma g(\beta)^2)] + t(\beta)].
\]

\[ E = \frac{\epsilon}{2} \beta \partial_x \partial_y (\beta) (1 + \beta w_2 b) \partial_x (f(\beta)^2 - \gamma g(\beta)^2) + \frac{\epsilon}{2} \beta \partial_x \partial_y (\beta) b(\beta) b(\partial_x (f(\beta)^2 - \gamma g(\beta)^2)) \\
+ \frac{\epsilon}{2} \nu \beta w_2 b \partial_x (f(\beta)^2 - \gamma g(\beta)^2)) + \frac{\epsilon}{2} \nu \beta w_2 b \partial_x (f(\beta)^2 - \gamma g(\beta)^2) - \frac{\epsilon}{2} \partial_x (f(\beta)^2 - \gamma g(\beta)^2) \\
- \frac{\epsilon}{2} \beta w_1 b \lambda(\beta) b(\beta) \partial_x (f(\beta)^2 - \gamma g(\beta)^2) \\
+ \epsilon \beta (1 + \beta w_2 b)[\partial_x (\theta)] \partial_x (\beta_x \partial_x (\beta) + 2 \partial_x (g(\beta))) + \epsilon \beta (1 + \beta w_2 b)[\partial_x (\theta)] \partial_x (f(\beta)^2 - \gamma g(\beta)^2) \\
+ \epsilon \beta (1 + \beta w_2 b)[\partial_x (\theta)] \partial_x (f(\beta)^2 - \gamma g(\beta)^2) \\
+ \frac{\epsilon}{2} \beta (1 + \beta w_2 b)[\partial_x (\theta)] (\lambda(\beta)) b(\partial_x (f(\beta)^2 - \gamma g(\beta)^2)) \\
+ \epsilon \beta (1 + \beta w_2 b)[\partial_x (\theta)] (\lambda(\beta)) b(\partial_x (f(\beta)^2 - \gamma g(\beta)^2)) \\
+ \frac{\epsilon}{2} \beta (1 + \beta w_2 b)[\partial_x (\theta)] (\lambda(\beta)) b(\partial_x (f(\beta)^2 - \gamma g(\beta)^2)) \\
+ \frac{\epsilon}{2} \beta (1 + \beta w_2 b)[\partial_x (\theta)] (\lambda(\beta)) b(\partial_x (f(\beta)^2 - \gamma g(\beta)^2)) \\
+ \frac{\epsilon}{2} \beta (1 + \beta w_2 b)[\partial_x (\theta)] (\lambda(\beta)) b(\partial_x (f(\beta)^2 - \gamma g(\beta)^2)) \\
+ \frac{\epsilon}{2} \beta (1 + \beta w_2 b)[\partial_x (\theta)] (\lambda(\beta)) b(\partial_x (f(\beta)^2 - \gamma g(\beta)^2)) \\
+ \frac{\epsilon}{2} \beta (1 + \beta w_2 b)[\partial_x (\theta)] (\lambda(\beta)) b(\partial_x (f(\beta)^2 - \gamma g(\beta)^2)) \\
+ \frac{\epsilon}{2} \beta (1 + \beta w_2 b)[\partial_x (\theta)] (\lambda(\beta)) b(\partial_x (f(\beta)^2 - \gamma g(\beta)^2)) \\
+ \epsilon \beta (1 + \beta w_2 b)[\partial_x (s(\beta))].
\[ \mathcal{F} = \beta q_1(\epsilon \zeta, \beta b)(\alpha (\gamma + \delta) \beta^2 b + \epsilon \beta (1 + \beta w_1)(\gamma + \delta)[\beta_1 - \alpha_1] \beta^2 \zeta + \beta^2 q_1(\epsilon \zeta, \beta b)[\eta (\gamma + \delta) \partial_2 b]^2 + \beta^2 q_1(\epsilon \zeta, \beta b) \left[ \frac{2}{3} \beta(\beta b)^2 \right] \left( \gamma + \delta \right) \partial_2 b + \beta(1 + \beta w_1)(\gamma + \delta) \left[ \eta_1 \partial_2 b \right]^2 \zeta + \beta^3 q_1(\epsilon \zeta, \beta b) \left[ \frac{2}{3} \beta(\beta b)^2 \right](\gamma + \delta) \partial_2 b^2. \]
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