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Abstract. We prove the density hypothesis for wide families of arithmetic orbifolds arising from all
division quaternion algebras over all number fields of bounded degree. Our power-saving bounds on
the multiplicities of non-tempered representations are uniform in the volume and spectral aspects.

1. Introduction.

1.1. Exceptional spectrum. Selberg’s celebrated Eigenvalue Conjecture
states that all nonzero Laplacian eigenvalues on congruence quotients of the
upper half-plane are at least 1/4. This is a strong form of the “spectral gap”
property of the same eigenvalues being uniformly bounded away from 0. In
representation-theoretic language, Selberg’s conjecture states that the archimedean
constituents of nontrivial automorphic representations occurring in the spherical
discrete $L^2$-spectrum for congruence subgroups of $SL_2(\mathbb{Z})$ are tempered, that is,
no complementary series representations occur. It is thus the archimedean coun-
terpart of the Ramanujan–Petersson conjecture stating that the suitably normalized
Hecke eigenvalues of cusp forms are bounded on primes, and is expected to hold
for more general Lie groups and their congruence quotients. We remark that the
Ramanujan–Petersson conjecture needs to be adjusted for general groups, as
explained in [52, §2].

Selberg’s conjecture (as well as the Ramanujan conjecture for Maaß forms)
remains far from being resolved. For individual forms the best known results are
lower bounds on the spectral gap such as [36]. For analytic applications in a family
of automorphic forms, in the absence of Selberg’s conjecture, the non-tempered
spectrum can often be satisfactorily handled if the exceptions in the family are
known to be sparse and not too bad. The situation is reminiscent of prime number
theory, where a classical density theorem for Dirichlet $L$-functions $L(s, \chi)$ estimates the total number of zeros $\beta + i\gamma$ with $\beta \geq 1/2$, $|\gamma| \leq T$, and $\chi$ modulo $q$ by $O_{\epsilon}(qT^{(1-\sigma)+\epsilon})$. Such a bound, conjectured with $c = 2$ \cite{32, §10.1} and known with $c = 12/5$ \cite{32, §10.4}, serves (in the light of explicit formulae) as a good substitute for the Riemann Hypothesis in applications such as counting primes in short intervals or arithmetic progressions.

It is imperative to understand which families admit an analogous density estimate for the exceptional spectrum, such as the “correct” power-saving bound (cf. (1.4) and (1.13)) for the total multiplicity of Laplacian eigenvalues $1/4 + (i\nu)^2$ with $\nu \geq \sigma \geq 0$ on congruence surfaces of increasing level or surfaces arising from Eichler orders in varying division quaternion algebras. Our main result, Theorem 1 below, covers these among many other examples and proves for the first time the density hypothesis for a natural broad “horizontal” family of not necessarily commensurable arithmetic orbifolds, including also the spectral aspect.

1.2. Density theorems, uniformity, and implications. We now state the density hypothesis for a family of lattices in a semisimple Lie group and discuss its applications and connections to the limit multiplicity problem. We refer to \cite{3} for an overview of the density conjecture with a somewhat different focus.

1.2.1. Density conjecture and density hypothesis. Let $G$ be a semisimple real Lie group without compact factors, and let $k$ be a number field with ring of integers $\mathfrak{o}$. Let $G$ be a semisimple linear algebraic group over $k$ such that $G(k \otimes \mathbb{Q}, \mathbb{R})$ is isomorphic to $G$ times a compact Lie group, and let $\iota$ denote the projection onto $G$. We identify $G(k)$ with its image under a faithful linear representation $G(k) \hookrightarrow \text{GL}_n(k)$ and also with its image under the natural embedding $G(k) \hookrightarrow G(k \otimes \mathbb{Q}, \mathbb{R})$. We define the principal congruence subgroups as

$$\Gamma(n) := \iota\{g \in G(k) \cap \text{GL}_n(\mathfrak{o}) : g - \text{id}_n \in nM_n(\mathfrak{o})\} \leq G,$$

where $n \subset \mathfrak{o}$ is a nonzero ideal. We refer to $k$ as the trace field of $\Gamma(\mathfrak{o})$.

Let $\pi \in \hat{G}$ be an irreducible unitary representation of $G$. We assign to it the real number

$$p(\pi) := \inf\left\{2 \leq p \leq \infty : \pi \text{ has a nonzero matrix coefficient in } L^p(G)\right\}.$$

We recall that, for $p > p(\pi)$, all smooth matrix coefficients lie in $L^p(G)$. (Indeed, there exist nonzero $v, w \in V_\pi$ such that $c_{v,w}(g) := \langle \pi(g) v, w \rangle$ lies in $L^q(G)$ for some $p(\pi) \leq q < p$. As $c_{v,w}$ is bounded, it lies in $L^p(G)$ as well. By Jensen’s inequality, the property that $c_{v,w} \in L^p(G)$ is invariant under the action of $L^1(G)$ on $v$ and $w$. Hence we can assume that $v, w \in V_\pi^\infty$ are nonzero smooth vectors, and then \cite[Th. 11.8.2]{55} implies that $c_{v',w'} \in L^p(G)$ holds for all $v', w' \in V_\pi^\infty$.)

A unitary representation $\pi$ is tempered if and only if $p(\pi) = 2$. On the opposite side is the trivial representation $\mathbf{1}$ for which $p(\mathbf{1}) = \infty$. Using Harish-Chandra’s
expansion for matrix coefficients [37, Ch. VIII, §8] and the Howe–Moore vanishing theorem [26, Th. 5.1], it is easy to see that for $G$ simple the trivial representation is uniquely characterized by this property.

For every lattice $\Gamma \leq G$, let $m(\pi, \Gamma)$ be the multiplicity of a given $\pi \in \hat{G}$ in the right regular representation of $G$ on $L^2(\Gamma \backslash G)$. Sarnak and Xue conjectured [53, Conj. 1] that

$$m(\pi, \Gamma(n)) \ll \varepsilon \text{vol}(\Gamma(n) \backslash G)^{2/p(\pi) + \varepsilon}.$$  

This bound interpolates, for non-tempered representations, between the bound $m(\pi, \Gamma(n)) \ll \text{vol}(\Gamma(n) \backslash G)$, which (at least for compact quotients) follows fairly directly from the trace formula and is sharp when $\pi \in \hat{G}$ belongs to discrete series [11], and the identity $m(1, \Gamma(n)) = 1$. Sarnak and Xue [53] proved that (1.2) holds for cocompact principal congruence lattices in $G = \text{SL}_2(\mathbb{R})$ and $\text{SL}_2(\mathbb{C})$. As pointed out by Sarnak [51, Remarks 2.4], (1.2) combined with Matsushima’s formula gives rather strong bounds for the Betti numbers of cocompact congruence lattices (see [7, Ch. VII, §3.2], [7, Ch. II, §3.1], [58, (1)]), while the analogue of (1.2) for general (noncongruence) lattices of $G$ is false.

Inequality (1.2) admits a natural strengthening. Let $B \subset \hat{G}$ be such that the infinitesimal characters of $\pi \in B$ form a bounded set (cf. [37, Ch. VIII, §6]), and let us write

$$p(B) := \inf\{p(\pi) : \pi \in B\}.$$  

Then the density conjecture (whose origins go back to [51, 53]) states that, for every $B \subset \hat{G}$ as above,

$$\sum_{\pi \in B} m(\pi, \Gamma) \ll B, \varepsilon \text{vol}(\Gamma \backslash G)^{2/p(B) + \varepsilon}$$

holds uniformly for all $\Gamma = \Gamma(n)$. It is known for $G = \text{SL}_2(\mathbb{R})$ and $G = \text{SL}_2(\mathbb{C})$ by [28], and also in further $\text{SL}_2$ families of congruence quotients of a fixed lattice by [8, 27, 29, 30, 50] and others. Many partial results are known for other groups (see [3] as well as [4, 9, 34, 42]), although the full conjecture (including the individual bound (1.2)) is still open if $G$ is any simple group of higher rank.

More generally, following [23, 24], we say that a family of lattices $\Gamma \leq G$ satisfies the density hypothesis if (1.4) holds uniformly for lattices in that family.

Recently, Golubev and Kamber [23, 24] applied the Sarnak–Xue conjecture in various combinatorial contexts. Among their applications is the so-called optimal lifting property [24, Def. 1.4], which says (in our setting) that almost all elements of the quotient group $\Gamma(n) \backslash \Gamma(o)$ can be lifted to elements of $\Gamma(o)$ lying in a ball of volume roughly $\text{vol}(\Gamma(n) \backslash G)$; clearly, no smaller ball suffices. By [24, Thm. 1.6], which applies to more general families of lattices with a spectral gap, the optimal lifting property for the family $\Gamma(n)$ is implied by the following spherical density
hypothesis, a somewhat stronger version of (1.4) that addresses the dependence of the implicit constant on $B$. Let $\tilde{G}_{sph} \subset \tilde{G}$ be the spherical unitary dual of $G$, and let $\Omega(\pi)$ be the eigenvalue of the Casimir operator acting on $\pi \in \tilde{G}$. Following [24, Def. 1.2] we say that a family of lattices $F$ satisfies the spherical density hypothesis if there exists $L > 0$ such that for every $B \subset \tilde{G}_{sph}$ with $T := \sup_{\pi \in B} \Omega(\pi) < \infty$ and every lattice $\Gamma \in F$ we have

\begin{equation}
\sum_{\pi \in B} m(\pi, \Gamma) \ll_{\varepsilon} \text{vol}(\Gamma \setminus G)^{2/p(B)+\varepsilon} (1+T)^L.
\end{equation}

Our main result, Theorem 1 below, establishes this hypothesis for a wide family of lattices in $G = SL_2(\mathbb{R})^a \times SL_2(\mathbb{C})^b$.

1.2.2. Limit multiplicity property. Our extension of Sarnak–Xue’s results was motivated by recent developments in the limit multiplicity property. Let $\Gamma \leq G$ be a lattice. The right regular representation $L^2(\Gamma \setminus G)$ decomposes into discrete part $L^2(\Gamma \setminus G)_{\text{disc}}$ and continuous part $L^2(\Gamma \setminus G)_{\text{cont}}$. We have

$L^2(\Gamma \setminus G)_{\text{disc}} = \bigoplus_{\pi \in \hat{G}} m(\pi, \Gamma) \pi.$

Let $F$ be a family of lattices in $G$ intersecting the center of $G$ in the same subgroup $\Theta$. Assume that arbitrary large covolumes occur in $F$, and denote by $\mu_{\tilde{G}/\Theta}$ the Plancherel measure on the unitary dual of $G/\Theta$. We say that $F$ has the limit multiplicity property if the measures

$$\mu_\Gamma := \frac{1}{\text{vol}(\Gamma \setminus G)} \sum_{\pi \in \hat{G}/\Theta} m(\pi, \Gamma) \delta_\pi, \quad \Gamma \in F,$$

tend to $\mu_{\tilde{G}/\Theta}$ as $\text{vol}(\Gamma \setminus G) \to \infty$ in the following sense:

- $\mu_\Gamma(B) \to \mu_{\tilde{G}/\Theta}(B)$ for every Jordan measurable subset $B \subset \hat{G}/\Theta$ of tempered representations;
- $\mu_\Gamma(B) \to 0$ for every subset $B \subset \hat{G}/\Theta$ of non-tempered representations whose infinitesimal characters form a bounded set.

The limit multiplicity property was discovered by DeGeorge and Wallach [11, 12], and it implies a small-$o$ version of (1.4). That the distribution of $\pi \in \hat{G}/\Theta$ occurring in $L^2(\Gamma \setminus G)$ as $\text{vol}(\Gamma \setminus G) \to \infty$ should be guided by the Plancherel measure on $\hat{G}/\Theta$ may also be thought of as the lattice (in particular, level) counterpart of the same property for the leading term in Weyl’s law. Until quite recently, the limit multiplicity property was only studied for families of principal congruence subgroups of a fixed arithmetic lattice. The state-of-the-art in this setting is due to Finis, Lapid and Müller [17, 18]. The situation changed when Abért et al. proved [1, Th. 1.2] that if $G$ is a simple group of higher
rank, then the limit multiplicity property holds for any family of lattices \( \mathcal{F} \) satisfying the following condition:

there exists an open set \( U \subset G \) such that

\[
g \Gamma g^{-1} \cap U = \{1\} \quad \text{for every } \Gamma \in \mathcal{F} \text{ and } g \in G.
\]

This is automatically satisfied if \( \mathcal{F} \) consists of cocompact torsion-free arithmetic lattices whose trace field is of bounded degree over \( \mathbb{Q} \) (see [22, §10] and [16, Th. 1]). Using other methods, the first named author proved in [19] that the family of all cocompact torsion-free congruence lattices of \( \text{SL}_2(\mathbb{R}) \) and \( \text{SL}_2(\mathbb{C}) \) has the limit multiplicity property.

1.3. Main result. Our main result, Theorem 1 below, establishes a strong form of the density hypothesis for natural broad “horizontal” families of arithmetic lattices, arising from all suitable division quaternion algebras over varying number fields. We describe these families of lattices in Sections 1.3.1 and 1.3.2, the spherical unitary representations entering (1.4) in Section 1.3.3, and then state Theorem 1 in Section 1.3.4.

1.3.1. Arithmetic lattices and orbifolds. We begin with a standard construction of arithmetic lattices using quaternion algebras.

Let \( a, b, c \in \mathbb{N} \) with \( a + b \geq 1 \). Let \( k \) be a number field of degree \( d = a + 2b + c \) with \( b \) complex places. We enumerate the archimedean completions of \( k \) by \( k_1, \ldots, k_{a+b+c} \), with the complex ones being \( k_{a+1}, \ldots, k_{a+b} \). Let \( A \) be a quaternion algebra over \( k \) of signature \( (a, b, c) \), so that \( A \otimes_{\mathbb{Q}} \mathbb{R} \simeq M_2(\mathbb{R})^a \times M_2(\mathbb{C})^b \times H^c \), where \( H = (\frac{-1}{\mathbb{R}}) \) stands for the Hamilton quaternion algebra. Let \( n \) (resp. \( \text{tr} \)) be the reduced norm (resp. reduced trace) on \( A \). We will write \( \text{ram}(A) \) for the set of places of \( k \) where \( A \) ramifies.

Let \( G := \text{SL}_1(A) \) viewed as an algebraic group over \( k \), and let

\[
G := \text{SL}_2(\mathbb{R})^a \times \text{SL}_2(\mathbb{C})^b.
\]

For every \( k \)-algebra \( R \) we have

\[
\mathbf{G}(R) = \{ x \in A \otimes_k R : n(x) = 1 \}.
\]

In particular, writing \( \mathbb{A} = \mathbb{A}_\infty \times \mathbb{A}_f \) for the adele ring of \( k \), we have

\[
\mathbf{G}(\mathbb{A}_\infty) \simeq \mathbf{G}(k \otimes_{\mathbb{Q}} \mathbb{R}) \simeq \{ x \in A \otimes_{\mathbb{Q}} \mathbb{R} : n(x) = 1 \} \simeq G \times \text{SU}_2(\mathbb{C})^c,
\]

and hence

\[
(1.6) \quad \mathbf{G}(\mathbb{A}) \simeq G \times \text{SU}_2(\mathbb{C})^c \times \mathbf{G}(\mathbb{A}_f).
\]

Write \( \eta : \mathbf{G}(\mathbb{A}) \to G \) for the projection onto the first factor in (1.6). It is determined uniquely up to automorphisms of \( G \). For a compact open subgroup \( U \leq \mathbf{G}(\mathbb{A}_f) \),
the group
\[ \Gamma_U := \eta(\mathbf{G}(k) \cap (\mathbf{A}_\infty \times U)) \leq G \]
is a congruence lattice of \( G \) with invariant trace field \( k\Gamma_U = k \) and invariant quaternion algebra \( A \Gamma_U = A \) as defined in [41, Def. 3.3.6]. (Indeed, clearly, \( k\Gamma_U \leq k \).

One can see that a given \( n \), there exist four elements in \( \mathbf{G}(k) \cap (\mathbf{A}_\infty \times U) \) whose reduced traces are of the shape \( t, t+n, t+nr, t+n+nr \). Hence \( t^2, (t+n)^2, (t+nr)^2, (t+n+nr)^2 \) lie in \( k\Gamma_U \), while \( r \) lies in the \( \mathbb{Q} \)-span of these elements. Since \( A \Gamma_U \subset A \) is a quaternion algebra over its center \( k \Gamma_U = k \), it also follows that \( A \Gamma_U = A \).) Hence the commensurability class of \( \Gamma_U \) determines the pair \( (k, A) \), and vice versa [41, Th. 3.3.4 and Cor. 3.3.5].

Let \( K \) be a maximal compact subgroup of \( G \). Then, \( G/K \simeq (\mathcal{H}^2)^a \times (\mathcal{H}^3)^b \), and its quotient \( \Gamma_U \backslash G/K \) is an arithmetic orbifold, which is compact if and only if \( A \) is a division quaternion algebra (as will be the case in our Theorem 1). This description includes, for \( G = \text{SL}_2(\mathbb{R}) \) and \( G = \text{SL}_2(\mathbb{C}) \), all arithmetic hyperbolic 2- and 3-orbifolds.

1.3.2. Families of congruence lattices. For a nonzero ideal \( n \subset \mathfrak{o} \) not divisible by any \( p \in \text{ram}(A) \), we introduce certain natural congruence lattices \( \Gamma_\kappa(n) \leq G \) closely related to the classical congruence subgroups \( \Gamma_0(n), \Gamma(n) \leq \text{SL}_2(\mathbb{Z}) \). Fix an isomorphism

\[
\mathbf{G}(\mathbb{A}_f) \simeq \prod_{p \in \text{ram}(A)} \text{SL}_1(D_p) \times \prod_{p \notin \text{ram}(A)} \text{SL}_2(k_p),
\]

where \( D_p \) is the unique non-split quaternion algebra over \( k_p \). The group \( \text{SL}_1(D_p) \) is anisotropic over \( k_p \) (i.e., it has no split tori), so it is compact by [6, §9.4]; see also [5, §6.4]. Writing \( n_p := n_\mathfrak{o_p} \), consider the local compact open subgroups \( K_0(n_p), K_1(n_p) \leq \text{SL}_2(\mathfrak{o}_p) \) defined as in (4.1)–(4.2) by

\[
K_0(n_p) := \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathfrak{o}_p) : c \in n_p \right\},
\]
\[
K_1(n_p) := \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathfrak{o}_p) : a - d, b, c \in n_p \right\}.
\]

For any \( \kappa : \{ p \mid n \} \to \{ 0, 1 \} \), define the compact open subgroup \( K_\kappa(n) \subset \mathbf{G}(\mathbb{A}_f) \) as

\[
K_\kappa(n) := \prod_{p \in \text{ram}(A)} \text{SL}_1(D_p) \times \prod_{p \mid n} K_{\kappa(p)}(n_p) \times \prod_{p \notin \text{ram}(A)} \text{SL}_2(\mathfrak{o}_p),
\]
so that in particular

\[(1.9) \quad K_\theta(a) = \prod_{p \in \text{ram}(A)} \SL_1(D_p) \times \prod_{p \notin \text{ram}(A)} \SL_2(o_p).\]

Define the corresponding congruence lattice \(\Gamma_\kappa(n) \leq G\) as

\[(1.10) \quad \Gamma_\kappa(n) := \Gamma_{K_\kappa(n)}.\]

We remark that \(\Gamma_\kappa(n)\) depends on the choice of the identification (1.7), but our estimates will not depend on this choice. We are now ready to declare the family of lattices which Theorem 1 is concerned with.

**Definition 1.** For \(a, b, c \in \mathbb{N}\), let \(F_{a, b, c}\) be the family of all congruence lattices \(\Gamma_\kappa(n) \leq \SL_2(\mathbb{R})^a \times \SL_2(\mathbb{C})^b\) as in (1.10), where \(k\) is a number field of degree \(a + 2b + c\), \(A\) is a division quaternion algebra over \(k\) of signature \((a, b, c)\), \(n \subset o_k\) is a nonzero ideal, and \(\kappa\): \(\{p \mid n\} \to \{0, 1\}\).

Thus \(F_{a, b, c}\) is a family of cocompact congruence lattices in \(G\), which consists of infinitely many different commensurability classes in bijection with different pairs \((k, A)\), by the discussion above.

**1.3.3. Representations.** Let \(S^G_{\text{sph}} = \{1, \ldots, a + b\}\). The spherical unitary dual \(\hat{G}_{\text{sph}}\) can be parametrized as \(\pi_s\) with tuples \(s = (s_j)\) satisfying \(s_j \in (0, 1/2] \cup i[0, \infty)\) for all \(j \in S^G_{\text{sph}}\) as follows. For \(s \in \mathbb{C}\) and \(\mathbb{K} \in \{\mathbb{R}, \mathbb{C}\}\), let \(\pi_s^{\mathbb{K}}\) be the spherical principal series representation of \(\SL_2(\mathbb{K})\) of normalized Casimir eigenvalue \(1/4 - s^2\). In particular, \(\pi_{-s} = \pi_s^{\mathbb{R}}\). The point \(s = 1/2\) corresponds to the trivial representation, the interval \((0, 1/2)\) corresponds to the non-tempered nontrivial spherical unitary spectrum, and the half-line \(i[0, \infty)\) corresponds to the tempered spherical unitary spectrum. We give more background on spherical representations in Section 3.3. For \(s = (s_j)_{j=1}^{a+b}\), we define \(\pi_s := \bigotimes_{j=1}^{a+b} \pi_s^{k_j}\). It lies in \(\hat{G}\) if and only if each \(s_j\) lies in \([-1/2, 1/2] \cup i\mathbb{R}\), and in \(\hat{G}_{\text{temp}}\) if and only if each \(s_j\) lies in \(i\mathbb{R}\). Using [37, Th. 8.48], we may verify that (cf. (1.1))

\[(1.11) \quad p(\pi_s) = \max_{j \in S^G_{\text{sph}}} p(\pi_{s_j}^{k_j}) = 2/ \min_{j \in S^G_{\text{sph}}} (1 - 2|\text{Re}(s_j)|), \quad \pi_s \in \hat{G}.\]

For \(S \subset S^G_{\infty}\), \(\sigma = (\sigma_j) \in [0, 1/2]^S\), and \(T = (T_j) \in \mathbb{R}^{S^G_{\text{sph}} \setminus S}\), we introduce the following bounded subset of \(\hat{G}_{\text{sph}}\):

\[(1.12) \quad \mathcal{B}(\sigma, T) := \left\{ \pi_s : s \in \prod_{j \in S} [\sigma_j, 1/2] \times \prod_{j \in S^G_{\text{sph}} \setminus S} i[T_j - 1, T_j + 1] \right\}.

It is clear from (1.3) and (1.11) that

\[
(1.13) \quad p(B(\sigma, T)) = p(\sigma) := \begin{cases} 
2/\min_{j \in S}(1 - 2\sigma_j), & \text{if } S \neq \emptyset, \\
2, & \text{if } S = \emptyset. 
\end{cases}
\]

1.3.4. Statement of the main result. Let \( \rho_j := 1 \) for \( j \in \{1, \ldots, a\} \) and \( \rho_j := 2 \) for \( j \in \{a+1, \ldots, a+b\} \). In the spirit of the analytic conductor of Iwaniec–Sarnak [33], we define for an arbitrary lattice \( \Gamma \in \mathcal{F}_{a,b,c} \) and tuple \( T \in \mathbb{R}^{S_G \setminus S} \) the quantity

\[
(1.14) \quad C(\Gamma, T) := \text{vol}(\Gamma \setminus G) \prod_{j \in S_G \setminus S} (1 + |T_j|)^{\rho_j}.
\]

We note that \( \text{vol}(\Gamma \setminus G) \) always exceeds \( e^{-7} \) by Borel’s volume formula and Odlyzko’s discriminant bound (see Proposition 4). Recalling Definition 1 and (1.12)–(1.14), our main result reads as follows.

**Theorem 1.** For every \( a, b, c \in \mathbb{N} \), the family \( \mathcal{F}_{a,b,c} \) of congruence lattices in \( G = \text{SL}_2(\mathbb{R})^a \times \text{SL}_2(\mathbb{C})^b \) satisfies the spherical density hypothesis. More precisely, for every \( \Gamma \in \mathcal{F}_{a,b,c}, S \subset S_G, \sigma \in [0, 1/2]^S, \) and \( T \in \mathbb{R}^{S_G \setminus S} \), we have for any \( \varepsilon > 0 \)

\[
(1.15) \quad \sum_{\pi \in B(\sigma, T)} m(\pi, \Gamma) \ll_{\varepsilon, a, b, c} C(\Gamma, T)^{2/p(\sigma) + \varepsilon}.
\]

**Remark 1.** Our method is capable of handling larger families. Namely, assume that in (1.12) we replace each interval \([T_j - 1, T_j + 1]\) by \([T_j - W_j, T_j + W_j]\), where \( W_j \in [1, T_j] \). Assume also that we multiply the right-hand side of (1.14) by the product of the \( W_j \)'s. With these modifications, the bound (1.15) remains valid. To prove this more general result, one simply needs to divide \( s \pm it \) in (3.27) by a new parameter \( w \in [1, t] \), and update Proposition 2 accordingly. From this perspective, the quantity \( C(\Gamma, T) \), which in Section 1.4 we interpret as essentially the analytic conductor of representations in \( B(\sigma, T) \) in the context of Theorem 1, can alternatively be understood as the expected order of magnitude of the left-hand side of (1.15) when \( p(\sigma) = 2 \), i.e., when \( \sigma_j = 0 \) for all \( j \in S \). We stick to the case \( W_j = 1 \) and \( w = 1 \) in Theorem 1 for notational simplicity.

Already for \( S = S^G_\infty \) (or for fixed \( T \in \mathbb{R}^{S_G \setminus S} \)), Theorem 1 extends for the first time the results of Sarnak–Xue [53] to families of non-commensurable lattices of \( G \). Theorem 1 allows for groups \( G \) of arbitrary rank \( a+b \) and a wider variety of congruence subgroups \( \Gamma_{\kappa}(n) \), even when considering subgroups of a fixed lattice. Moreover, it holds uniformly over all lattices in \( \mathcal{F}_{a,b,c} \) and all possible pairs \( (k, A) \), with no dependence on a particular fixed ambient lattice, and addresses for the first time the dependence on the tempered components of \( \pi \). In the fully degenerate case \( S = \emptyset \), Theorem 1 recovers up to \( \text{vol}(\Gamma \setminus G)^{\varepsilon} \) the bound resulting from Weyl’s
law for the group $G$ (cf. (6.30) and [9, Prop. 7.3]), for the first time uniformly across all lattices in $\mathcal{F}_{a,b,c}$. Finally, (1.15) is in fact significantly stronger than (1.5) specialized to $\mathcal{F}_{a,b,c}$, in that it exhibits a natural dependence of the archimedean parameters (cf. discussion on $C(\Gamma,T)$ in Section 1.4).

The dependence of the implicit constant in Theorem 1 on the signature $(a,b,c)$, or equivalently on the degree $[k : \mathbb{Q}]$, seems difficult to remove. In particular, parts of our argument that appeal to the geometry of ideal lattices of $k$ are very sensitive on the degree. This contrasts with the limit multiplicity property for all cocompact torsion-free congruence lattices of $\text{SL}_2(\mathbb{R})$ and $\text{SL}_2(\mathbb{C})$, obtained in [19] without any restriction on $[k : \mathbb{Q}]$.

1.4. New features. We shall be working with strongly positive definite functions $f \in C_c(G)$ (see Section 3.4), for which in particular $\pi(f)$ is a positive operator for every $\pi \in \hat{G}$. Theorem 1 will be proved by the Arthur–Selberg trace formula, with a test function built from a strongly positive definite $f \in C_c(G)$, chosen so as to emphasize contributions of $\pi$ occurring on the left-hand side of (1.15). We give a detailed overview of the method in Section 2, contending ourselves here with just pointing out several new features. The first is the self-normalizing nature of our estimates. Indeed, after the application of the trace formula with our specific test function, we may bound the left-hand side of (1.15) by (see Section 1.6 for notations, Sections 2 and 6 for more details)

$$e^{(2/p(\sigma) - 1)R} \sum_{[\gamma] \subset G(k)} \text{vol}(G_\gamma(k) \setminus G_\gamma(\mathbb{A})) \cdot O(\gamma, f) O(\gamma, 1_{\text{SU}_2(\mathbb{C})}) O(\gamma, 1_{K_k(n)})$$

(1.16)

In this expression, we estimate the volumes building on the work of Borel [5], Ono [46, 47], and Ullmo–Yafaev [54] (see Propositions 4–5); the orbital integrals using various integral transforms and counting in Bruhat–Tits trees (see Propositions 1–3); the number of contributing conjugacy classes using the geometry of numbers. And yet, the resulting estimates fit essentially perfectly, estimating the contribution of regular conjugacy classes to (1.16) as

$$\leq e^{(2/p(\sigma) - 1)R} \cdot e^{R \Delta_k^{-1/2} \cdot \Delta_k^{1/2} \cdot \frac{1}{2} |N_{k/Q}(\Delta_{k(\gamma)})|^{1/2}}$$

(1.17)

$$\cdot \frac{|N_{k/Q}(\Delta(\gamma))|^{-1/2} \cdot |N_{k/Q}(\Delta_{k(\gamma)})|^{1/2} \cdot w_k^n(\text{tr} \gamma)}{|N_{k/Q}(\Delta_{k(\gamma)})/k|^{1/2} \cdot w_k^n(\text{tr} \gamma)}.$$

Here $w_k^n(\text{tr} \gamma)$ is an explicit factor, which may be large but is $\ll 1$ in a certain average sense (suitable for us), and $X \ll Y$ stands for $X \ll_\varepsilon C(\Gamma,T)^\varepsilon Y$. Following remarkable cancellations in (1.17), we obtain Theorem 1 by making the choice $R := 7 + \log C(\Gamma,T)$, which matches the central and regular contributions.

In particular, when counting conjugacy classes contributing to (1.16), we first prove (see Lemma 15) that the classes in $G^{\text{reg}}(k)$ intersecting the union of all
The $G(\mathbb{A}_f)$-conjugates of $K_\emptyset(\mathfrak{o})$ are determined up to $\lesssim 1$ possibilities by their traces, a new feature for $G = \text{SL}_1(A)$. This reduces the problem to bounding the sum of $w_k^n(x)$ over $x \in \mathfrak{o}$ (which is a weighted count of points in cosets of ideal lattices) lying in a specified, typically highly unbalanced polycylinder in $\mathbb{A}_\infty$. For this purpose, we have developed Lemma 19, a variant of a geometry of numbers result from [20], capturing that ideal lattices in $\mathbb{A}_\infty$ are not too skew, even with a varying $k$; see Section 2.4.

The emergence of $C(\Gamma, T)$ in Theorem 1, as the natural guiding parameter for the density hypothesis, appears to be novel. It is essentially the analytic conductor, encapsulating the complexity at all places of $k$. Its role is best understood by rewriting (1.15) in the form in which it arises in our arguments, namely as

$$
\sum_{\pi \in B(\sigma, T)} m(\pi, \Gamma) \cdot e^{(1-2/p(\sigma))R} \lesssim C(\Gamma, T),
$$

where $R := 7 + \log C(\Gamma, T)$ is related to the allowable support of $f$ in (1.16). The right-hand side, which includes a majorizer for the Plancherel volume of the unit ball around any $\pi \in B(\sigma, T)$ and thus arises naturally from the central terms in the trace formula detecting such $\pi$ in $L^2(\Gamma \backslash G)$, is a famous barrier in the multiplicity problem that has never been overcome on a power scale. Our ability to do so for $p(\sigma) > 2$, and in fact uniformly in both factors in (1.14), is due to our ability to increase $R$ symmetrically in the self-normalized bound (1.17). See also [27] for estimates with power savings at all places of $k = \mathbb{Q}$ on congruence surfaces.

As in [9, Prop. 7.3], our estimates on the geometric terms (Propositions 3–5) along with Theorem 1 and some additional care with archimedean test functions (extending Proposition 2) should allow for a uniform sharp-cutoff Weyl’s law for $m(\pi, T, \Gamma)$ with $T$ in rather general bounded regions in $\mathbb{R}^{SG}$, uniformly over $\Gamma \in \mathcal{F}_{a,b,c}$ and with a $1/\log C(\Gamma, T)$-savings in the error term; cf. [9, §3.1].

1.5. Outline of the paper. In Section 2, we give a detailed overview of the method, worked out in a specific instance chosen to illustrate all key steps. In Sections 3–5, we prove all essential ingredients to estimate contributions of non-central conjugacy classes to the trace formula. In Section 3, we fix the Haar measures at the archimedean places, construct the archimedean test functions, and estimate their orbital integrals. In Section 4, we fix the Haar measures at the non-archimedean places, and estimate the orbital integrals of characteristic functions of the relevant congruence subgroups of $\text{SL}_2(\mathfrak{o}_p)$. In Section 5.1, we adapt Borel’s volume formula to our situation. In Section 5.2, we estimate the volume of $G_\gamma(k) \backslash G_\gamma(\mathbb{A})$ for regular semisimple elements $\gamma \in G(k)$. In Section 5.3, we bound the number of rational conjugacy classes $[\gamma] \subset G(k)$ of a fixed trace that bring nonzero contributions to the trace formula. Finally, in Section 6 we set up the global test function and combine all the ingredients to prove Theorem 1.
1.6. Notations. We denote by $\mathbb{N} := \{0, 1, 2, \ldots \}$ the set of natural numbers. Let $a, b, c \in \mathbb{N}$ as before. Throughout this article, $k$ is a number field of degree $a + 2b + c$, with ring of integers $\mathfrak{o}$ and ring of adeles $\mathbb{A} = \mathbb{A}_\infty \times \mathbb{A}_f$. We enumerate the archimedean places of $k$ by $j \in \{1, \ldots, a + b + c\}$ in such a way that the values $j \in \{a + 1, \ldots, a + b\}$ correspond to all complex places of $k$. We write $\rho_j := [k_j : \mathbb{R}]$. For any nonzero prime ideal $\mathfrak{p} \subset \mathfrak{o}$, we write $k_\mathfrak{p}$ for the $\mathfrak{p}$-adic completion of $k$, $\mathfrak{o}_\mathfrak{p}$ for the ring of integers of $k_\mathfrak{p}$, and $q$ for the size of residue field $\mathfrak{o}/\mathfrak{p}$. We also write $\widehat{\mathfrak{o}} := \prod_\mathfrak{p} \mathfrak{o}_\mathfrak{p}$. We shall use the Haar probability measure on $\widehat{\mathfrak{o}}$ and on the factors $\mathfrak{o}_\mathfrak{p}$.

We write $\Delta_k$ and $N = N_{k/\mathbb{Q}}$ for the absolute discriminant and norm in $k/\mathbb{Q}$, and we also write $\Delta_l/k$ and $N_{l/k}$ for the relative discriminant and norm in an extension $l/k$ (both valued in ideals in $\mathfrak{o}$), with analogous notations for local fields.

We denote by $A$ a division quaternion algebra over $k$ of signature $(a, b, c)$, by $G$ the algebraic group $\text{SL}_1(A)$ defined over $k$, and by $\text{ram}(A)$ the set of places ramified in $A$. If $\gamma \in A$, we write $k(\gamma)$ for the subfield generated by $\gamma$, which is quadratic unless $\gamma$ is in the center of $A$. We write $[\gamma]$ for the conjugacy class of $\gamma$, in the group $G(k)$ or in one of its discrete subgroups $\Gamma$, depending on the context. We denote by $G^{\text{reg}}(k)$ the set of regular semisimple elements of $G(k)$, and by $G_{\gamma}$ the centralizer of $\gamma$ in $G$, with analogous notations $G^{\text{reg}}$ and $G_{\gamma}$ in the group $G$ as in the next paragraph.

In Section 3, $G$ is either $\text{SL}_2(\mathbb{R})$ or $\text{SL}_2(\mathbb{C})$. In Section 4, $G$ stands for $\text{SL}_2(F)$ for a non-archimedean local field $F$. Outside of these two sections, we will write $G = \text{SL}_2(\mathbb{R})^a \times \text{SL}_2(\mathbb{C})^b$. We write $\widehat{G}$ for the unitary dual of $G$ and $\widehat{G}_{\text{sph}}$ for the subset of spherical representations.

For $x \in \mathbb{R}$, we write $x^+ := \max(x, 0)$. The notation $X \ll_{d,e,...} Y$ means that there exists a constant $C = C(a, b, c, d, e, \ldots)$ such that $|X| \leq CY$. In particular, all implicit constants are allowed to depend on the signature $(a, b, c)$ or equivalently on the degree $[k : \mathbb{Q}]$, but are otherwise absolute except as indicated by a subscript. We also write $X \asymp Y$ to indicate that $X \ll Y \ll X$. Finally, by $X \ll Y$ we mean that $X \ll_{\varepsilon} C(\Gamma, T)\varepsilon Y$ holds for all $\varepsilon > 0$.

Acknowledgments. We are truly grateful to Gergő Nemes for proving various bounds involving the Legendre function. These bounds were not necessary in the end, but they played an important role at an earlier stage of the manuscript. We thank Tobias Finis for useful discussions about the limit multiplicity property. Djordje Miličević would like to thank the Max Planck Institute for Mathematics for their support and exceptional research infrastructure. Finally, we are grateful to the referee for valuable comments that helped us improve the exposition.

2. Method. In this section, we give a detailed outline of the proof, using a specific example to simplify matters while capturing the most important features. In this spirit, we consider the case when $G = \text{SL}_2(\mathbb{R})^2$, $k$ is a totally real field of degree 4, $A$ is the unique quaternion algebra over $k$ ramified exactly at the third
and fourth archimedean place (i.e., \( a = 2, b = 0, c = 2 \)), and \( \Gamma = \Gamma_\emptyset(\mathfrak{o}) \). We settle for bounding the multiplicity in \( L^2(\Gamma\backslash G) \) of a single non-tempered spherical representation, \( \pi(\sigma, iT) \) for \( \sigma \in (0, 1/2) \) and \( T \in \mathbb{R} \), as in (1.2).

Borel’s volume formula (Proposition 4) yields \( \text{vol}(\Gamma\backslash G) \approx \Delta_k^{3/2} \), so we need to prove

\[
(2.1) \quad m(\pi(\sigma, iT), \Gamma) \ll \varepsilon \left( \Delta_k^{3/2} (1 + |T|) \right)^{1-2\sigma + \varepsilon}.
\]

### 2.1. Trace formula setup.

Following the approach of [11, 53] we estimate the multiplicity by the trace of a suitably chosen positive operator acting on \( L^2(\Gamma\backslash G) \). Let

\[
\mathcal{R}f : L^2(\Gamma\backslash G) \to L^2(\Gamma\backslash G)
\]

be the operator

\[
(2.2) \quad (\mathcal{R}f \phi)(h) := \int_G \phi(hg) f(g) \, dg.
\]

The quotient \( \Gamma\backslash G \) is compact, so \( \mathcal{R}f \) is of trace class, and we have

\[
(2.3) \quad \text{tr} \mathcal{R}f = \sum_{\pi \in \hat{G}} m(\pi, \Gamma) \text{tr} \pi(f) = \sum_{[\gamma] \subset \Gamma} \text{vol}(\Gamma_\gamma \backslash G_\gamma) \mathcal{O}(\gamma, f),
\]

where \([\gamma]\) runs through the set of conjugacy classes of \( \Gamma \), and

\[
\mathcal{O}(\gamma, f) := \int_{G_\gamma \backslash G} f(g^{-1}\gamma g) \, dg.
\]

We shall choose a test function of the form \( f = f_1 \otimes f_2 \), where \( f_1, f_2 \in C_c(SL_2(\mathbb{R})) \) are strongly positive definite (cf. beginning of Section 1.4). We want to find \( f \) such that \( \text{tr} \pi(\sigma, iT)(f) \) is large, while the right-hand (geometric) side of the trace formula remains relatively small. Since \( f \in C_c(G) \) is strongly positive definite, this will automatically lead to an upper bound on \( m(\pi(\sigma, iT), \Gamma) \).

We switch to the adelic version of the trace formula in order to make the orbital integrals, the volumes, and the set of conjugacy classes more manageable. Let

\[
f_\mathbb{A} := f \otimes 1_{SU_2(\mathbb{C})}^{\mathbb{A}} \otimes 1_{K_\emptyset(\mathfrak{o})}^{\mathbb{A}}.
\]

In Section 5, we normalize the Haar measure on \( G(\mathbb{A}) \) such that \( \text{vol}(G(k) \backslash G(\mathbb{A})) = \text{vol}(\Gamma \backslash G) \). By (6.8) we have

\[
(2.4) \quad \text{tr} \mathcal{R}f = \text{tr} \mathcal{R}f_\mathbb{A} = \sum_{[\gamma] \subset G(k)} \text{vol}(G_\gamma(k) \backslash G_\gamma(\mathbb{A})) \mathcal{O}(\gamma, f_\mathbb{A}),
\]

where the sum is now taken over the conjugacy classes of \( G(k) \).

Since the test function \( f_\mathbb{A} \) is given as a pure tensor, the orbital integrals in (2.4) decompose as

\[
(2.5) \quad \mathcal{O}(\gamma, f_\mathbb{A}) = \mathcal{O}(\gamma, f_1) \mathcal{O}(\gamma, f_2) \prod_{v \in \text{ram}_m(\mathbb{A})} \mathcal{O}(\gamma, 1_{SU_2(\mathbb{C})}) \prod_{p} \mathcal{O}(\gamma, 1_{SL_2(\mathfrak{o}_p)}).
\]
The bounds for the local orbital integrals will naturally involve the Weyl discriminant, which is an element of $k$ defined for $\gamma \in A(k) \subset \text{SL}_2(\overline{k})$ with eigenvalues $w, w^{-1} \in \overline{k}^\times$ as
\[
\Delta(\gamma) := (w - w^{-1})^2 = \text{tr}(\gamma)^2 - 4.
\]
We note that this quantity is the negative of the more standard Weyl discriminant $\det(1 - \text{Ad}(\gamma))_{|\mathcal{B}/\mathcal{B}_\gamma}$.

2.2. Archimedean test functions. Let $R \geq 0$ be a parameter. Using Harish-Chandra’s spherical transform, we construct in Propositions 1 and 2 spherical test functions $f_1, f_2 \in C_c(\text{SL}_2(\mathbb{R}))$ with the following properties:

- Large trace: $\text{tr}_{\sigma}^\mathbb{R}(f_1) \gg e^{2\sigma R}$ and $\text{tr}_{\sigma}^\mathbb{R}(f_2) \gg 1$.
- Controlled support: $f_1 \subset B(2R + 2)$ and $f_2 \subset B(2)$, where $B(R)$ is as in (3.19).

These properties imply that
- $\text{tr}_{\pi(\sigma, iT)}(f) \gg e^{2\sigma R}$,
- the sum in (2.4) is taken over $[\pm \text{id}]$ and the set $W(R)$ of $[\gamma] \subset G^{\text{reg}}(k)$ such that the conjugacy class of $\gamma$ in $G(\mathbb{A})$ intersects $B(2R + 2) \times B(2) \times \text{SU}_2(\mathbb{C})^2 \times \text{SL}_2(\overline{\delta})$;

- $O(\gamma, f_1)O(\gamma, f_2) \ll |N_{k/\mathbb{Q}}(\Delta(\gamma))|^{-1/2}$;
- $f(\pm \text{id}) \ll 1 + |T|$.

The test function $f = f_1 \otimes f_2 \in C_c(G)$ is strongly positive definite, so from (2.3), (2.4) and (2.5) we get
\[
m(\pi(\sigma, iT)) \ll e^{-2R\sigma} \left( \text{vol}(G(k) \backslash G(\mathbb{A}))(1 + |T|) \right.
\]
\[
\left. + \sum_{[\gamma] \in W(R)} \text{vol}(G_{\gamma}(k) \backslash G_{\gamma}(\mathbb{A}))O(\gamma, 1_{\text{SL}_2(\overline{\delta})}) \right). 
\]

The first summand comes from the central conjugacy classes $[\gamma] = [\pm \text{id}]$. Our strategy is to choose the maximal $R \geq 0$ for which the central terms still dominate the sum (up to a negligible factor). We will see later that the correct choice is provided by
\[
e^R = e^7 \cdot C(\Gamma, T) \propto \text{vol}(G(k) \backslash G(\mathbb{A}))(1 + |T|) \asymp \Delta_k^{3/2}(1 + |T|).
\]

The factor $e^7$ ensures that $R \geq 0$ (see Proposition 4).

2.3. Estimating the geometric terms. The non-archimedean orbital integrals are estimated in Section 4 using Bruhat–Tits trees. This treatment allows us to achieve great uniformity in the number field $k$, ramification of the quaternion
algebra $A$, and the compact open subgroup of $G(A_f)$ giving rise to the lattice $\Gamma$. In the present case, our Proposition 3 shows that

$$|O(\gamma, 1_{SL_2(o_p)})| \leq \begin{cases} 1, & \text{if } |\Delta(\gamma)|_p = 1, \\ C|\Delta(\gamma)|_p^{-1/2}|\Delta_{k(\gamma)/k}|_p^{1/2}, & \text{otherwise}, \end{cases}$$

where $C > 0$ is a positive absolute constant. Multiplying this bound over all non-archimedean places $p$, and denoting by $\omega(\Delta(\gamma))$ the number of distinct prime ideals dividing $\Delta(\gamma)$, we get

$$|O(\gamma, 1_{SL_2(o)})| \leq C^{\omega(\Delta(\gamma))} \prod_p |\Delta(\gamma)|_p^{-1/2}|\Delta_{k(\gamma)/k}|_p^{1/2} \ll e^{\varepsilon R} \frac{|N_{k/Q}(\Delta(\gamma))|^{1/2}}{|N_{k/Q}(\Delta_{k(\gamma)/k})|^{1/2}},$$

since $[\gamma] \in W(R)$ forces an upper bound $|N_{k/Q}(\Delta(\gamma))| \ll e^{2R}$ (cf. (6.18)), so that $C^{\omega(\Delta(\gamma))} \ll e^{\varepsilon R}$.

Volumes of adelic quotients of algebraic tori such as $G_{\gamma}$ in (2.6) have been computed in [54]. We show in Proposition 5 that

$$\text{vol}(G_{\gamma}(k) \setminus G_{\gamma}(A)) \ll e^{\varepsilon R} \Delta_{k}^{1/2+\varepsilon} |N_{k/Q}(\Delta_{k(\gamma)/k})|^{1/2+\varepsilon}.$$

Combining the above bounds on volumes of adelic quotients and non-archimedean orbital integrals, the contribution of a single regular conjugacy class $[\gamma] \in W(R)$ to (2.6) satisfies

$$\frac{\text{vol}(G_{\gamma}(k) \setminus G_{\gamma}(A)) O(\gamma, 1_{SL_2(o)})}{|N_{k/Q}(\Delta(\gamma))|^{1/2}} \ll e^{4\varepsilon R} \Delta_{k}^{1/2}.$$

Returning to (2.6), and using also (2.7), we conclude that

$$m(\pi(\sigma, \iota T), \Gamma) \ll e^{-2R \sigma + 4\varepsilon R} \left(e^{R} + \Delta_{k}^{1/2} \#W(R)\right).$$

2.4. Counting the contributing conjugacy classes. By Lemmata 15–17, the conjugacy classes $[\gamma] \in W(R)$ are “almost determined” by their traces, with no more than $\ll e^{\varepsilon R}$ classes in $W(R)$ of any given trace. On the other hand, $[\gamma] \in W(R)$ implies (cf. (6.18) and the comment under (6.10)) that $\text{tr}(\gamma) \in o$, $|\text{tr}(\gamma)|_1 < e^{R+2}$, and $|\text{tr}(\gamma)|_j < e^2$ for $j \in \{2, 3, 4\}$. Therefore,

$$\#W(R) \ll e^{\varepsilon R} \cdot \# \left\{ x \in o : |x|_1 < e^{R+2} \text{ and } |x|_j < e^2 \text{ for } j \in \{2, 3, 4\} \right\}.$$

Since the covolume of $o$ in $A_{\infty}$ is $\Delta_{k}^{1/2}$, following the volume–covolume principle, one would expect that the count on the right-hand side is about $e^{R}/\Delta_{k}^{1/2}$. By [20, Cor. 1], this is indeed the case as long as $e^{R} \gg \Delta_{k}$, reflecting the fact that the lattice $o$ is not too skew. Therefore, substituting this upper bound on $\#W(R)$ into
the above bound for $m(\pi(\sigma,iT),\Gamma)$, and recalling also (2.7),

$$m(\pi(\sigma,iT),\Gamma) \ll_{\varepsilon} e^{-2R\sigma+R+5\varepsilon R} \ll_{\varepsilon} \left(\Delta_k^{3/2}(1+|T|)\right)^{-2\sigma+5\varepsilon}.$$  

This completes our sketch of the proof of (2.1).

3. Archimedean aspects.

3.1. Haar measures. We specify a Haar measure on $G = SL_2(\mathbb{R})$ in terms of the Iwasawa decomposition $G = ANK$. As usual, $A$ is the subgroup of positive diagonal matrices, $N$ is the subgroup of upper triangular unipotent matrices, and $K$ equals $SO_2(\mathbb{R})$. We define Haar measures on $A$ and $N$ by the formulae

$$\int_A f(a) \, da := \int_{\mathbb{R}} f(a(t)) \, dt, \quad a(t) := \left(\begin{array}{ll} e^{t/2} & \varepsilon e^{-t/2} \\
\end{array}\right);$$

$$\int_N f(n) \, dn := \int_{\mathbb{R}} f(n(x)) \, dx, \quad n(x) := \left(\begin{array}{ll} 1 & x \\
1 & 1 \end{array}\right).$$

We write $dk$ for the Haar probability measure on $K$, and then we put

$$\int_G f(g) \, dg := \int_K \int_N \int_A f(ank) \, da \, dn \, dk. \quad (3.1)$$

Then, [13, Th. 11.2.1] along with the normalization under [13, Th. 11.1.3] shows that the same measure in terms of the Cartan decomposition reads

$$\int_G f(g) \, dg = 2\pi \int_K \int_0^\infty \int_K f(k_1 a(t) k_2) (\sinh t) \, dk_1 \, dt \, dk_2. \quad (3.2)$$

On $G = SL_2(\mathbb{C})$ we specify the Haar measure similarly. We start from the Iwasawa decomposition $G = ANK$, where the meaning of $A$ and $N$ is as before, and $K$ equals $SU_2(\mathbb{C})$. We use the same Haar measure on $A$ as before, on $N$ we take

$$\int_N f(n) \, dn := \int_{\mathbb{R}^2} f(n(x+iy)) \, dx \, dy,$$

with $n(\cdot)$ as before, and on $K$ we take the Haar probability measure. We define $dg$ by (3.1), and then [35, Th. 1.7.1] shows that

$$\int_G f(g) \, dg = 4\pi \int_K \int_0^\infty \int_K f(k_1 a(t) k_2) (\sinh t)^2 \, dk_1 \, dt \, dk_2. \quad (3.3)$$

3.2. Orbital integrals. Let $G = SL_2(\mathbb{K})$, where $\mathbb{K}$ is either $\mathbb{R}$ or $\mathbb{C}$. We shall write $\rho$ for the degree $[\mathbb{K} : \mathbb{R}]$, and $|\cdot|_\mathbb{K} = |\cdot|_\rho$ for the module function of $\mathbb{K}$ (using the terminology of Weil [56, Ch. I, §2]). Let $D$ be the subgroup of diagonal matrices, and $T := D \cap K$ be its maximal compact subgroup. Based on the polar decomposition $D = AT$, we specify a Haar measure on $D$ as the product of the Haar measure $da$ on $A$ and the Haar probability measure on $T$. 
Let $\gamma \in G^{\text{reg}}$ be a regular semisimple element with two distinct eigenvalues $w, w^{-1} \in \mathbb{C}^\times$. The centralizer of $\gamma$ in $G$, denoted by $G_\gamma$, is conjugate to $D$ or $K$ (but not both). More precisely, if $w \in \mathbb{K}$, then there are precisely two ways to map $G_\gamma$ to $D$ by an inner automorphism of $G$, and these are connected by the inverse map on $D$ (conjugation by the Weyl element). Otherwise $\mathbb{K} = \mathbb{R}$ and $|w| = 1$, and there is a unique way to map $G_\gamma$ to $K$ by an inner automorphism of $G$. Depending on the case, we use a conjugation to transport the Haar measure on $D$ or $K$ to $G_\gamma$.

As $G_\gamma$ is closed, and both $G$ and $G_\gamma$ are unimodular, the coset space $G_\gamma \backslash G$ carries a unique right $G$-invariant measure $d\hat{g}$ such that

$$
\int_G f(g) \, dg = \int_{G_\gamma \backslash G} \left( \int_{G_\gamma} f(hg) \, dh \right) d\hat{g}, \quad f \in C_c(G).
$$

Here $\hat{g}$ abbreviates the coset $G_\gamma g$. We shall think of $g \in G$ as running through a set of representatives, and write $dg$ instead of $d\hat{g}$ for convenience.

We introduce the orbital integral of a compactly supported function $f$ over the conjugacy class of $\gamma$:

$$
O(\gamma, f) := \int_{G_\gamma \backslash G} f(g^{-1} \gamma g) \, dg, \quad \gamma \in G^{\text{reg}}, \; f \in C_c(G).
$$

The orbital integral has an important conjugation invariance property, which is plausible but which we spell out for clarity.

**Lemma 1.** Let $\gamma, \delta \in G^{\text{reg}}$ be regular semisimple elements. If $\gamma$ and $\delta$ are conjugate in $G$, then

$$
O(\gamma, f) = O(\delta, f), \quad f \in C_c(G).
$$

**Proof.** By assumption, there is an inner automorphism $g \mapsto hgh^{-1}$ of $G$ that maps $\gamma$ to $\delta$, and $G_\gamma$ to $G_\delta$. This automorphism transports the measure on $G_\gamma \backslash G$ to the measure on $G_\delta \backslash G$, hence

$$
O(\gamma, f) = \int_{G_\gamma \backslash G} f(g^{-1} \gamma g) \, dg = \int_{G_\gamma \backslash G} f(g^{-1} h^{-1} \delta h g) \, dg
$$

$$
= \int_{G_\gamma \backslash G} f(h^{-1} (hg^{-1} h^{-1}) \delta (hgh^{-1}) h) \, dg
$$

$$
= \int_{G_\delta \backslash G} f(h^{-1} g^{-1} \delta g h) \, dg = \int_{G_\delta \backslash G} f(g^{-1} \delta g) \, dg = O(\delta, f).
$$

In the last step, we used that the measure on $G_\delta \backslash G$ is right $G$-invariant. The proof is complete. \(\square\)
Remark 2. Conjugation by the Weyl element acts by the inverse map on \( D \), hence Lemma 1 implies that

\[
O(\gamma, f) = O(\gamma^{-1}, f), \quad \gamma \in D^{\text{reg}}, \ f \in C_c(G).
\]

We shall need to estimate \( O(\gamma, f) \) for a given spherical function \( f \in C_c(K\backslash G/K) \) and varying \( \gamma \). As we do this, thanks to Lemma 1, we will be able to assume that either \( \gamma \in D \), or \( G = \text{SL}_2(\mathbb{R}) \) and \( \gamma \in \text{SO}_2(\mathbb{R}) \). In both cases, we shall express \( O(\gamma, f) \) in terms of the Harish-Chandra transform

\[
H(y, f) := |y|_{K}^{1/2} \int_{N} f(a(\log y)n) \, dn, \quad y > 0, \ f \in C_c(K\backslash G/K),
\]

and the Weyl discriminant

\[
\Delta(\gamma) := (w - w^{-1})^2 = \text{tr}(\gamma)^2 - 4, \quad \gamma \in G.
\]

The usage of the \( y \)-coordinate in (3.6) is justified by the fact that, by our conventions, \( d(a(\log y)) = d(\log y) = dy/y \), which is also the measure used in the definition of the Mellin transform.

**Lemma 2.** Let \( \gamma \in D^{\text{reg}} \) be a regular diagonal element with distinct eigenvalues \( w, w^{-1} \in \mathbb{C}^\times \). Then

\[
|\Delta(\gamma)|_{K}^{1/2} O(\gamma, f) = H(|w|^2, f), \quad f \in C_c(K\backslash G/K).
\]

**Proof.** Recalling the definition of the measures on \( G, D, D\backslash G \), in particular recalling that on \( T = D \cap K \) we use the Haar probability measure, we see that (cf. (3.1) and (3.4))

\[
O(\gamma, f) = \int_{D\backslash G} f(g^{-1} \gamma g) \, dg = \int_{K} \int_{N} f(k^{-1} n^{-1} \gamma n k) \, dn \\ dk = \int_{N} f(n^{-1} \gamma n) \, dn.
\]

By (3.5), we can assume without loss of generality that \( \gamma = \text{diag}(w, w^{-1}) \). Using also the notation \( n = n(z) \), a small calculation gives that the commutator \( \gamma^{-1} n^{-1} \gamma n \) equals \( n(z - w^{-2} z) \). Therefore, a change of variables yields that

\[
O(\gamma, f) = \int_{N} f(\gamma^{-1} n^{-1} \gamma n) \, dn = \frac{1}{|1 - w^{-2}|_{K}} \int_{N} f(\gamma n) \, dn.
\]

As \( f \in C_c(K\backslash G/K) \), we can replace \( \gamma \) by \( \text{diag}(|w|, |w|^{-1}) \) on the right-hand side, and hence

\[
|w - w^{-1}|_{K} O(\gamma, f) = |w|_{K} \int_{N} f(\text{diag}(|w|, |w|^{-1}) n) \, dn = H(|w|^2, f).
\]

As \( |w - w^{-1}|_{K} \) equals \( |\Delta(\gamma)|_{K}^{1/2} \), we are done. \( \square \)
Remark 3. Incidentally, Lemma 2 implies the following symmetry of the Harish-Chandra transform:

\[(3.7) \quad H(y, f) = H(y^{-1}, f), \quad y > 0, \quad f \in C_c(K \setminus G/K).\]

There is a nice analogue of Lemma 2 for elliptic orbital integrals. Before stating this result, we introduce some notation. For every \( g \in G \), we define the height \( H(g) \) as the unique nonnegative number such that

\[(3.8) \quad \cosh(H(g)) = \frac{1}{2} \text{tr}(gg^*), \quad g \in G.\]

We shall also write \( 1 + 2h(g) \) for the left-hand side, that is,

\[(3.9) \quad h(g) := \frac{1}{4} \text{tr}(gg^*) - \frac{1}{2}, \quad g \in G.\]

It is clear that \( h(g) \geq 0 \), since \( \cosh(H(g)) \geq 1 \). The rationale behind these definitions is that a spherical function \( f(g) \) can be thought of as a function of \( H(g) \) or \( h(g) \), whichever is more convenient.

The following identity for elliptic orbital integrals was inspired by a calculation in [31, §10.6], namely by [31, (10.28)] and the surrounding two displays.

**Lemma 3.** Assume that \( K = \mathbb{R} \). Let \( \gamma \in \text{SO}_2(\mathbb{R}) \) be a regular element with distinct eigenvalues \( e^{\pm i\theta} \) on the unit circle. Then

\[(3.10) \quad |\Delta(\gamma)|^{1/2} O(\gamma, f) = \int_{\mathbb{R}} \frac{H(e^{r(v)}, f)}{1 + v^2} dv, \quad f \in C_c(K \setminus G/K),\]

where \( r(v) \) abbreviates \( 2 \sinh^{-1}(v \sin \theta) \).

**Proof.** Using the definition of the measures on \( G, K, K \setminus G \), we see that (cf. (3.2) and (3.4))

\[
O(\gamma, f) = \int_{K \setminus G} f(g^{-1} \gamma g) \, dg \\
= 2\pi \int_0^\infty \int_K f(k^{-1} a(-t) \gamma a(t) k) (\sinh t) \, dk \, dt \\
= 2\pi \int_0^\infty f(a(-t) \gamma a(t)) (\sinh t) \, dt.
\]
We also observe that
\[
 a(-t)\gamma a(t) = \begin{pmatrix} e^{-t/2} & e^{t/2} \\ e^{t/2} & e^{-t/2} \end{pmatrix} \begin{pmatrix} \cos \theta & \pm \sin \theta \\ \mp \sin \theta & \cos \theta \end{pmatrix} \begin{pmatrix} e^{t/2} & e^{-t/2} \\ e^{-t/2} & e^{t/2} \end{pmatrix}
\]
whence by (3.9),
\[
 h(a(-t)\gamma a(t)) = \frac{e^{2t} + e^{-2t}}{4} \sin^2 \theta + \frac{\cos^2 \theta - 1}{2} = (\sinh t)^2(\sin \theta)^2.
\]
Therefore, if \( F: [0, \infty) \to \mathbb{C} \) denotes the unique function satisfying \( f(g) = F(h(g)) \), then
\[
(3.11) \quad \left| \Delta(\gamma) \right|^{1/2}_{\mathbb{R}} \mathbf{O}(\gamma, f) = 4\pi |\sin \theta| \int_0^\infty F((\sinh t)^2(\sin \theta)^2)(\sinh t) \, dt.
\]

We need to show that the right-hand sides of (3.10) and (3.11) are equal. We start by rewriting \( H(e^{r(v)}, f) \) in terms of \( F \). In general, for an arbitrary \( r \in \mathbb{R} \), we have by (3.9)
\[
 h(a(r)n(x)) = h\left( \begin{pmatrix} e^{r/2} & e^{r/2}x \\ e^{-r/2} & e^{-r/2} \end{pmatrix} \right) = \frac{e^r x^2}{4} + \sinh^2 \frac{r}{2},
\]
but also
\[
 H(e^{r}, f) = e^{r/2} \int_{\mathbb{R}} F\left( \frac{e^{r}x^2}{4} + \sinh^2 \frac{r}{2}, \frac{e^{r}v^2}{4} + \sinh^2 \frac{r}{2} \right) \, dx = 2|\sin \theta| \int_{\mathbb{R}} F\left( x^2 \sin^2 \theta + \sinh^2 \frac{r}{2} \right) \, dx.
\]
We apply this to \( r(v) := 2 \sinh^{-1}(v \sin \theta) \) in place of \( r \), and integrate the resulting expression against the measure \( dv/(1 + v^2) \):
\[
\int_{\mathbb{R}} H(e^{r(v)}, f) \frac{dv}{1 + v^2} = 2|\sin \theta| \int_{\mathbb{R}} \int_{\mathbb{R}} F\left( x^2 \sin^2 \theta + v^2 \sin^2 \theta \right) \frac{dx \, dv}{1 + v^2}
\]
\[
= 8|\sin \theta| \int_0^\infty \int_0^\infty F\left( x^2 \sin^2 \theta + v^2 \sin^2 \theta \right) \frac{dx \, dv}{1 + v^2}.
\]
We make the polar-like change of variables
\[
x = (\sinh t)(\cos \phi) \quad \text{and} \quad v = (\sinh t)(\sin \phi),
\]
where \( t > 0 \) and \( 0 < \phi < \pi/2 \). The map \((t, \phi) \mapsto (x, y)\) is a diffeomorphism from \((0, \infty) \times (0, \pi/2)\) to \((0, \infty)^2\) with absolute Jacobian determinant \( (\sinh t)(\cosh t) \).
Therefore,
\[
\int_{\mathbb{R}} H(e^{r(v)}, f) \frac{dv}{1 + v^2} = 8\sin \theta \int_0^\infty \int_0^{\pi/2} F((\sinh t)^2(\sin \theta)^2) (\sinh t)(\cosh t) \, d\phi \, dt.
\]
However, for every $t \in \mathbb{R}$,
\[
\int_0^{\pi/2} \frac{\cosh t}{1 + (\sinh t)^2 (\sin \phi)^2} d\phi = \left[\tan^{-1}((\cosh t)(\tan \phi))\right]_0^{\pi/2-} = \frac{\pi}{2}.
\]
As a result,
\[
\int_\mathbb{R} \mathcal{H}(e^{r(v)}, f) \frac{dv}{1 + v^2} = 4\pi |\sin \theta| \int_0^\infty F((\sinh t)^2 (\sin \theta)^2) (\sinh t) dt.
\]

The right-hand side is identical to the right-hand side of (3.11), hence we are done. □

**Remark 4.** It follows from Lemma 1 combined with (3.5) and (3.11) that
\[
O(\gamma, f) = O(\gamma^{-1}, f), \quad \gamma \in \mathcal{G}^{\text{reg}}, \; f \in C_c(K \setminus G/K).
\]

We shall use Lemmata 1–3 to estimate the relevant archimedean orbital integrals by the corresponding Harish-Chandra transforms.

**Lemma 4.** Let $\gamma \in \mathcal{G}^{\text{reg}}$ be a regular semisimple element. Then
\[
|\Delta(\gamma)|_{\mathcal{K}}^{1/2} |O(\gamma, f)| \leq \pi \sup_{y > 0} |H(y, f)|, \quad f \in C_c(K \setminus G/K).
\]

**Proof.** By Lemma 1, we can assume that either $\gamma \in D$, or $G = \text{SL}_2(\mathbb{R})$ and $\gamma \in \text{SO}_2(\mathbb{R})$. In the first case, the bound follows trivially from Lemma 2. In the second case, the bound follows from Lemma 3 combined with the triangle inequality for integrals; the constant $\pi$ is the integral of $1/(1 + v^2)$ over $\mathbb{R}$. □

We end this subsection with an elementary estimate to be used in Section 6.3.

**Lemma 5.** Let $\gamma \in G$. Then $|\text{tr}(\gamma)|^2$ and $|\Delta(\gamma)|$ are at most $4\cosh(H(\gamma))$.

**Proof.** Let $\gamma = \left(\begin{array}{cc} a & b \\ c & d \end{array}\right) \in G$, so that $\text{tr}(\gamma) = a + d$ and
\[
\Delta(\gamma) = (a + d)^2 - 4 = (a - d)^2 + 4bc.
\]
Then $|\text{tr}(\gamma)|^2$ and $|\Delta(\gamma)|$ are at most $2(|a|^2 + |b|^2 + |c|^2 + |d|^2)$, which in turn equals $4\cosh(H(\gamma))$ by (3.8). □

### 3.3. Spherical functions.

For $s \in \mathbb{C}$, we denote by $\phi_s \in C^\infty(K \setminus G/K)$ the elementary spherical function of normalized Casimir eigenvalue $1/4 - s^2$. In particular,
\[
(3.12) \quad \phi_{-s}(g) = \phi_s(g) = \phi_s(g^{-1}).
\]

The function $\phi_s(g)$ can be realized as the matrix coefficient $\langle \pi_s(g)v, v \rangle$, where $(\pi_s, V_s)$ is the spherical principal series representation of $G$ unitarily induced from
the character \( \text{diag}(y^{1/2}, y^{-1/2}) \mapsto |y|^s_{K} \), and \( v \in V_s \) is a \( K \)-invariant unit vector. In this language, the imaginary axis \( s \in i \mathbb{R} \) corresponds to the tempered spectrum, while the real interval \( s \in (-1/2, 1/2) \) corresponds to the exceptional spectrum (complementary series). In particular,

\[
|\phi_s(g)| \leq 1, \quad s \in [-1/2, 1/2] \cup i \mathbb{R}.
\]

In terms of special functions, we have

\[
\phi_s(g) = P_{-1/2+s}(\cosh(H(g))), \quad K = \mathbb{R};
\]
\[
\phi_s(g) = \frac{\sinh(2sH(g))}{2s \sinh(H(g))}, \quad K = \mathbb{C}.
\]

Here, \( P_{-1/2+s} \) denotes the Legendre function, and \( H(g) \) is given by (3.8). See [31, p. 23], [39, pp. 47, 84, 202], [14, (22.6.11.7)], [25, p. 433, (30)], [21, §§1.5–1.8], [35, Prop. 2.4.5] for more details.

The spherical transform of \( f \in C_c^\infty(K \backslash G/K) \) is given by

\[
\hat{f}(s) := \int_{G} f(g) \phi_s(g) \, dg, \quad s \in \mathbb{C}.
\]

Thus \( \hat{f}(s) = \langle \pi_s(f)v, v \rangle \) for a \( K \)-invariant unit vector \( v \in V_s \) as above. It follows that \( \pi_s(f) \) acts by the scalar \( \hat{f}(s) \) on \( V_s^K \), and by zero on the orthogonal complement \( V_s^K \perp \). In particular,

\[
\hat{f} \ast g(s) = \hat{f}(s) \hat{g}(s), \quad f, g \in C_c^\infty(K \backslash G/K), \quad s \in \mathbb{C}.
\]

The spherical transform can also be understood as the normalized Mellin transform of the Harish-Chandra transform (cf. [39, Ch. 5, Th. 5] and [35, Th. 1.4.1]):

\[
\hat{f}(s) = \int_{0}^{\infty} |y|^s_{K} H(y, f) \frac{dy}{y} = \int_{0}^{\infty} y^{\rho s} H(y, f) \frac{dy}{y}.
\]

Based on this connection, the spherical transform \( f \mapsto \hat{f} \) provides an isomorphism between the convolution algebra \( C_c^\infty(K \backslash G/K) \) and the usual algebra of even entire functions satisfying a Paley–Wiener type condition. More precisely, let us introduce the notation

\[
B(R) := \{ g \in G : H(g) \leq R \}, \quad R > 0.
\]

Using the known inverses of the Mellin and Harish-Chandra transforms (cf. [39, Ch. 5, Th. 3–5]), it is straightforward to verify that the following three conditions are equivalent:

- \( f \) is supported in \( B(R) \);
- \( H(y, f) \) is supported in \( [e^{-R}, e^{R}] \);
- \( \hat{f}(\sigma + i\tau) \ll_{N} e^{\rho R|\sigma|(1 + |\tau|)^{-N}} \) for every \( \sigma, \tau \in \mathbb{R} \) and \( N > 0 \).
The inverse spherical transform on the even Paley–Wiener space can be given directly as

$$f(g) = \frac{1}{2\pi} \int_{\mathbb{R}} \phi_{i\tau}(g) \widehat{f}(i\tau) \tau \tanh(\pi\tau) d\tau, \quad K = \mathbb{R};$$

$$f(g) = \frac{2}{\pi^2} \int_{\mathbb{R}} \phi_{i\tau}(g) \widehat{f}(i\tau) \tau^2 d\tau, \quad K = \mathbb{C}.$$  

The leading constants here are rather ad-hoc as they depend on the normalization of the Haar measure on $G$. In fact (3.20) is equivalent to the inversion formula for the classical Mehler–Fock transform, as can be seen from (3.2), (3.14), (3.16). Similarly, (3.21) is equivalent to the inversion formula for the classical sine transform, as can be seen from (3.3), (3.15), (3.16). See [39, Ch. V], [35, Ch. 1], [21, §§1.9–1.10] for more details. We note that [39, Ch. V, Th. 6–7] are slightly in error, e.g., $Sf(i\tau)$ should be $Sf(2i\tau)$, which is apparently our $\widehat{f}(i\tau)$.

In the previous section, we saw how to estimate an orbital integral in terms of the Harish-Chandra transform. Now we can state and prove a similar bound in terms of the spherical transform.

**Lemma 6.** Let $\gamma \in G^{\text{reg}}$ be a regular semisimple element. Then

$$|\Delta(\gamma)|^{1/2} |O(\gamma, f)| \leq \int_{\mathbb{R}} |\widehat{f}(i\tau)| d\tau, \quad f \in C_c(K\backslash G/K).$$

**Proof.** By (3.18) we have, for any $y > 0$,

$$H(y, f) = \frac{1}{2\pi i} \int_{\mathbb{R}} y^{-s} \widehat{f} \left( \frac{s}{\rho} \right) ds = \frac{\rho}{2\pi} \int_{\mathbb{R}} y^{-i\tau\rho} \widehat{f}(i\tau) d\tau.$$ 

Hence the result follows from Lemma 4 and the triangle inequality for integrals. □

**3.4. Construction of test functions.** Let us call a function $F \in C_c(G)$ strongly positive definite if it is a convolution $u \ast \tilde{u}$, where $u \in C_c(G)$ and

$$\tilde{u}(g) := \overline{u(g^{-1})}, \quad g \in G.$$ 

Then $F$ is positive definite in the usual sense [15, §13.4.1 & §13.4.11], and $\pi(F) = \pi(u)\pi(u)^*$ is a positive operator for every $\pi \in \hat{G}$.

Recall that $G = \text{SL}_2(K)$, where $K$ is either $\mathbb{R}$ or $\mathbb{C}$, and $\rho = [K : \mathbb{R}]$. We shall construct a strongly positive definite test function $F \in C_c^\infty(K\backslash G/K)$ with well-controlled support and size, such that the spherical transform $\widehat{F}(s)$ is sufficiently large for certain spectral parameters $s \in \mathbb{C}$, while the orbital integrals $O(\gamma, F)$ are sufficiently small for all regular semisimple elements $\gamma \in G^{\text{reg}}$. These estimates will be crucial in our application of the trace formula. As in the original construction of Sarnak–Xue [53, (28)–(29)], we shall provide $F$ in the form of $u \ast \tilde{u}$, where
$u, \bar{u} \in C_c^\infty(K\backslash G/K)$ are connected by (3.22). In terms of the spherical transform, this means that (cf. (3.12), (3.16), (3.17))

$$(3.23) \quad \hat{F}(s) = \hat{u}(s)\bar{\hat{u}}(\overline{s}), \quad s \in \mathbb{C}.$$ 

We fix, once and for all, a smooth function $f: K\backslash G/K \to [0, \infty)$, which is supported in $B(1/2)$ but is not identically zero. Then, the Harish-Chandra transform $H(y, f)$ is nonnegative for every $y > 0$, and it is supported in $[e^{-1/2}, e^{1/2}]$. Using (3.7) and (3.18), we see that

$$(3.26) \quad \hat{u}(s) := \cosh(\rho s \log y) H(y, f) \frac{dy}{y},$$ 

hence $\hat{f}(s)$ is real for $s \in \mathbb{R} \cup i\mathbb{R}$, and

$$(3.24) \quad \hat{f}(s) \geq \cos(1) \hat{f}(0) > 0, \quad s \in [-1, 1] \cup i[-1, 1].$$ 

Moreover,

$$(3.25) \quad \hat{f}(\sigma + i\tau) \ll_N e^{\rho|\sigma|/2}(1 + |\tau|)^{-N}, \quad \sigma, \tau \in \mathbb{R}, \quad N > 0.$$ 

We shall define $F(g)$ in terms of $f(g)$.

**Proposition 1.** Let $R \geq 0$. There exists $u \in C_c^\infty(K\backslash G/K)$ such that the strongly positive definite spherical function $F := u \ast \bar{u}$ has the following properties:

- $\hat{F}(\sigma) \gg e^{2\rho|\sigma|}$ for every $\sigma \in [-1, 1]$;
- $F$ is supported in $B(2R + 2)$, and it satisfies the bound $F \ll 1$;
- $|\Delta(\gamma)|_{\mathbb{R}}^{1/2} |\mathbf{O} (\gamma, F)| \ll 1$ for every $\gamma \in G^{\text{reg}}$.

The implied constants are absolute.

**Proof.** Let us define $u \in C_c^\infty(K\backslash G/K)$ through its spherical transform

$$(3.26) \quad \hat{u}(s) := \cosh(\rho s \log y) H(y, f) \frac{dy}{y}, \quad s \in \mathbb{C}.$$ 

This function is even, entire, and by (3.25) it satisfies the Paley–Wiener type condition

$$(3.27) \quad \hat{u}(\sigma + i\tau) \ll_N e^{\rho(R+1)|\sigma|}(1 + |\tau|)^{-N}, \quad \sigma, \tau \in \mathbb{R}, \quad N > 0.$$ 

Hence indeed $\hat{u}(s)$ is the spherical transform of a unique $u \in C_c^\infty(K\backslash G/K)$, which is supported in $B(R + 1)$. By (3.23) and a similar reasoning (or by direct calculation), it is clear now that $F := u \ast \bar{u}$ is supported in $B(2R + 2)$. We record the following simple consequence of (3.23) and (3.26):

$$(3.28) \quad \hat{F}(s) = \cosh(\rho s \log y) H(y, f) \frac{dy}{y}, \quad s \in \mathbb{C}.$$
Combining this with (3.24), we obtain for every $\sigma \in [-1, 1]$ that
\[
\widehat{F}(\sigma) \geq \cosh(\rho R |\sigma|)^2 \cos(1)^4 \widehat{f}(0)^4 \gg e^{2\rho R |\sigma|}.
\]

Similarly, using the spherical inversion formulae (3.20)–(3.21) and the upper bounds (3.13) and (3.25), we obtain for every $g \in G$ that
\[
F(g) \leq \frac{2}{\pi^2} \int_{\mathbb{R}} \widehat{f}(i\tau)^4 |\tau|^\rho d\tau \ll 1.
\]

Finally, by (3.25) and Lemma 6, we infer for every $\gamma \in G_{\text{reg}}$ that
\[
|\Delta(\gamma)|_{\mathbb{K}}^{1/2} |O(\gamma, F)| \leq \int_{\mathbb{R}} \widehat{f}(i\tau)^4 d\tau \ll 1.
\]

The proof is complete. \hfill \Box

**Proposition 2.** Let $t \in \mathbb{R}$. There exists $u \in C_c^\infty(K \backslash G/K)$ such that the strongly positive definite spherical function $F := u \ast \widehat{u}$ has the following properties:

- $\widehat{F}(i\tau) \gg 1$ for every $\tau \in [t-1, t+1]$;
- $F$ is supported in $B(2)$, and it satisfies the bound $F \ll (1 + |t|)^\rho$;
- $|\Delta(\gamma)|_{\mathbb{K}}^{1/2} |O(\gamma, F)| \ll 1$ for every $\gamma \in G_{\text{reg}}$.

The implied constants are absolute.

**Proof.** Let us define $u \in C_c^\infty(K \backslash G/K)$ through its spherical transform
\[
\widehat{u}(s) := \widehat{f}(s-it)^2 + \widehat{f}(s+it)^2, \quad s \in \mathbb{C}.
\]

This function is even, entire, and by (3.25) it satisfies the Paley–Wiener type condition
\[
\widehat{u}(\sigma + i\tau) \ll_{t,N} e^{\rho|\sigma|} (1 + |\tau|)^{-N}, \quad \sigma, \tau \in \mathbb{R}, N > 0.
\]

Hence indeed $\widehat{u}(s)$ is the spherical transform of a unique $u \in C_c^\infty(K \backslash G/K)$, which is supported in $B(1)$. By (3.23) and a similar reasoning (or by direct calculation), it is clear now that $F := u \ast \widehat{u}$ is supported in $B(2)$. We record the following simple consequence of (3.23) and (3.27):
\[
\widehat{F}(s) = \left( \widehat{f}(s-it)^2 + \widehat{f}(s+it)^2 \right)^2, \quad s \in \mathbb{C}.
\]

Combining this with (3.24), we obtain for every $\tau \in [t-1, t+1]$ that
\[
\widehat{F}(i\tau) \geq \cos(1)^4 \widehat{f}(0)^4 \gg 1.
\]

Similarly, using the spherical inversion formulae (3.20)–(3.21) and the upper bounds (3.13) and (3.25), we obtain for every $g \in G$ that
\[
F(g) \leq \frac{8}{\pi^2} \int_{\mathbb{R}} \widehat{f}(i\tau - it)^4 |\tau|^\rho d\tau \ll (1 + |t|)^\rho.
\]
In the last step, we used that $|τ|^p$ is less than the product of $(1 + |τ - t|)^p$ and $(1 + |t|)^p$. Finally, by (3.25) and Lemma 6, we infer for every $γ ∈ G^{reg}$ that

$$|Δ(γ)|^{1/2}_{K} |O(γ, F)| ≤ 4 \int_{R} \hat{f}(it)^4 dτ \ll 1.$$ 

The proof is complete. □

4. Non-archimedean aspects.

4.1. Haar measures and orbital integrals. Let $F$ be a non-archimedean local field with ring of integers $o$, maximal ideal $p ⊂ o$, and uniformizer $ω ∈ p$ (which we fix throughout). As usual, we define $ν_p: o → N∪{∞}$ by setting $ν_p(x) = r$ for $x ∈ ω^∗o^∗$ and $ν_p(0) = ∞$. We write $q := #(o/p)$ for the size of the residue field, and we normalize the multiplicative valuation $|·|_F$ on $F$ so that $|ω|_F = q^{-1}$. We set

$$G := SL_2(F) \text{ and } K := SL_2(o),$$

and we normalize the Haar measure on $G$ so that $K$ has measure 1.

A regular semisimple element $γ ∈ G^{reg}$ has two distinct eigenvalues $w, w^{-1} ∈ F^×$, and we shall distinguish between the cases $w ∈ F$ ($γ$ is split) and $w ∉ F$ ($γ$ is elliptic). In both cases, we write $E := F(w)$ for the splitting field of $γ$, and we fix some $τ ∈ GL_2(E)$ such that $τ^{-1}γτ = diag(w, w^{-1})$. In the elliptic case, we choose $τ$ specifically as follows. We start from a nonzero vector $(\frac{x}{y}) ∈ E^2$ satisfying $γ(\frac{x}{y}) = w(\frac{x}{y})$. Then, $γ(\frac{x}{y}) = \overline{ω}(\frac{x}{y})$, where the upper bar indicates the action of the nontrivial element of $Gal(E/F)$. On the other hand, $\overline{ω}$ equals $w^{-1}$, hence $τ := (\frac{x}{y} \overline{ω} \frac{y}{x})$ has the required property. We note that this $τ$ does not lie in $SL_2(E)$.

We specify a Haar measure on the centralizer $G_γ ≤ G$ of $γ$ as follows. If $γ$ is split, then

$$G_γ = τ\{diag(a, a^{-1}) : a ∈ F^×\}τ^{-1},$$

which has an inner direct product decomposition $G_γ = Λ_γ T_γ$ with

$$Λ_γ := τ\{diag(ω^n, ω^{-n}) : n ∈ Z\}τ^{-1},$$

$$T_γ := τ\{diag(a, a^{-1}) : a ∈ o^×\}τ^{-1}.$$ 

We observe that the lattice $Λ_γ ≤ G_γ$ and the compact open subgroup $T_γ ≤ G_γ$ are uniquely determined by $γ$. On $Λ_γ$ we take the counting measure, on $T_γ$ we take the Haar probability measure, and on $G_γ$ we take the product of these two measures. If $γ$ is elliptic, then

$$G_γ = G ∩ τ\{diag(a, a^{-1}) : a ∈ E^×\}τ^{-1}.$$ 

That is, $G_γ$ consists of the matrices $g = τ · diag(a, a^{-1}) · τ^{-1}$ such that $a ∈ E^×$ and $g = g$. Using the relation $τ = τ(1 \cdot 1)$, a quick calculation reveals that $g = g$ is
equivalent to $a\overline{a} = 1$. On the other hand, a multiplicative valuation of $E$ is invariant under $\text{Gal}(E/F)$, hence $a\overline{a} = 1$ can only hold when $a$ is a unit in $E$. We conclude that $G_\gamma$ has the transparent description

$$G_\gamma = \tau \{ \text{diag}(a, \overline{a}) : a \in \mathfrak{o}_E^\times \text{ and } a\overline{a} = 1 \} \tau^{-1}.$$ 

In particular, $G_\gamma$ is a compact group, and we take the Haar probability measure on it.

Now we can repeat what we did in the archimedean situation. As $G_\gamma$ is closed, and both $G$ and $G_\gamma$ are unimodular, the coset space $G_\gamma \backslash G$ carries a unique right $G$-invariant measure $d\dot{g}$ such that

$$\int_G f(g) \, dg = \int_{G_\gamma \backslash G} \left( \int_{G_\gamma} f(hg) \, dh \right) \, d\dot{g}, \quad f \in C_c(G).$$

Here $\dot{g}$ abbreviates the coset $G_\gamma g$. We shall think of $g \in G$ as running through a set of representatives, and write $dg$ instead of $d\dot{g}$ for convenience. When $\gamma$ is split, we specify a right $G$-invariant measure on $\Lambda_\gamma \backslash G$ in the same way, using the already chosen measures on $\Lambda_\gamma$ and $G$.

We introduce the orbital integral of a compactly supported function $f$ over the conjugacy class of $\gamma$:

$$O(\gamma, f) := \int_{G_\gamma \backslash G} f(g^{-1}\gamma g) \, dg, \quad \gamma \in G^\text{reg}, \ f \in C_c(G).$$

Just as in the case of archimedean local fields, we have the following.

**Lemma 7.** Let $\gamma, \delta \in G^\text{reg}$ be regular semisimple elements. If $\gamma$ and $\delta$ are conjugate in $G$, then

$$O(\gamma, f) = O(\delta, f), \quad f \in C_c(G).$$

**Proof.** Same as that of Lemma 1. \[\square\]

The next lemma computes the orbital integral of the characteristic function of a compact open subgroup $U \leq G$. With later applications in mind, it is convenient to formulate it in a more general form which also includes a normalizer of $U$.

**Lemma 8.** Let $U \leq V \leq G$ be two compact open subgroups such that $V$ normalizes $U$. Let $\gamma \in G^\text{reg}$ be a regular semisimple element. If $\gamma$ is split, then

$$O(\gamma, 1_U) = \text{vol}(V) \cdot \# \{ g \in \Lambda_\gamma \backslash G/V : \gamma g U = g U \}.$$

If $\gamma$ is elliptic, then

$$O(\gamma, 1_U) = \text{vol}(V) \cdot \# \{ g \in G/V : \gamma g U = g U \}.$$
Proof. In both cases, the result follows by a simple calculation using the left $G_\gamma$-invariance and the right $V$-invariance of the function

$$f(g) := 1_U(g^{-1} \gamma g), \quad g \in G,$$

along with the definition of the measures on $G_\gamma$ and $G_\gamma \backslash G$ (as well as $\Lambda_\gamma$ and $\Lambda_\gamma \backslash G$, if $\gamma$ is split).

If $\gamma \in G_{\text{reg}}$ is split, then

$$O(\gamma, 1_U) = \int_{G_\gamma \backslash G} f(g) \, dg = \int_{G_\gamma \backslash G} f(g) \, dg = \text{vol}(V) \sum_{g \in \Lambda_\gamma \backslash G \backslash V} 1_{\gamma g U = g U}.$$

The last equation can be checked by noting that if $g$ runs through a set of representatives for $\Lambda_\gamma \backslash G \backslash V$, the disjoint union of the corresponding left cosets $gV$ form a set of representatives for $\Lambda_\gamma \backslash G$.

If $\gamma \in G_{\text{reg}}$ is elliptic, then

$$O(\gamma, 1_U) = \int_{G_\gamma \backslash G} f(g) \, dg = \int_{G} f(g) \, dg = \text{vol}(V) \sum_{g \in G \backslash V} 1_{\gamma g U = g U}.$$

The proof is complete. \qed

4.2. Congruence subgroups and the main estimate. For a nonzero ideal $n \subset \mathfrak{o}$, we introduce the congruence subgroups

\begin{equation}
K_0(n) := \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in K : c \in n \right\},
\end{equation}

\begin{equation}
K_1(n) := \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in K : a - d, b, c \in n \right\}.
\end{equation}

Note that $K_0(n)$ and $K_1(n)$ are (closely related to) the local counterparts of the classical congruence subgroups $\Gamma_0(n)$ and $\Gamma(n)$ (not $\Gamma_1(n)$).

The next two results are well known to experts, but for convenience we provide short proofs.

**Lemma 9.** For a nonzero ideal $n \subset \mathfrak{o}$, we have

$$K_1(n) = \bigcap_{k \in K} k^{-1} K_0(n) k.$$

**Proof.** $K_1(n)$ is a normal subgroup of $K$, because it is the kernel of the reduction map $K \to \text{PSL}_2(\mathfrak{o}/n)$. Therefore, the left-hand side is contained in the right-hand side. Now let $g = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$ be an element of the right-hand side. Then $kgk^{-1}$ lies in $K_0(n)$ for every $k \in K$. Applying this for the matrices $\begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}$ in the role of $k$, we obtain that the lower left entries $c, -b, a - b + c - d$ lie in $n$. Hence $g \in K_1(n)$, and we are done. \qed
**Lemma 10.** Let $r$ be a positive integer, and let $t$ be the size of the 2-torsion of $(\mathbb{O}/\mathbb{P})^\times$. Then
\[ [K : K_0(p^r)] = q^r(1 + q^{-1}) \quad \text{and} \quad [K : K_1(p^r)] = q^{3r}(1 - q^{-2})/t. \]

**Proof.** First, we verify the identity for $[K : K_0(p^r)]$. By an induction argument, it suffices to show that
\[ [K_0(p^{r-1}) : K_0(p^r)] = \begin{cases} q + 1, & \text{if } r = 1, \\ q, & \text{if } r \geq 2. \end{cases} \tag{4.3} \]
Two matrices \((a b \ c d), (a' b' \ c' d') \in K\) lie in the same left coset of $K_0(p^r)$ if and only if \(ac' - a'c \in p^r\). Using this relation, one obtains a set of representatives for $K_0(p^r-1)/K_0(p^r)$ by picking the matrices \((1 c 0 1)\), where $c$ runs through a set of representatives for $p^{r-1}/p^r$, and also picking the additional matrix \((1 -1)\) when \(r = 1\). This proves (4.3).

Now, we verify the identity for $[K : K_1(p^r)]$. The quotient group $K_0(p^r)/K_1(p^r)$ is isomorphic to the group of upper triangular matrices in $PSL_2(\mathbb{O}/p^r)$. The latter group has cardinality \(#(\mathbb{O}/p^r) \cdot #(\mathbb{O}/p^r)^\times/t\), hence by the already established identity for $[K : K_0(p^r)]$,
\[ [K : K_1(p^r)] = [K : K_0(p^r)] \cdot [K_0(p^r) : K_1(p^r)] = q^r(1 + q^{-1}) \cdot q^{2r}(1 - q^{-1})/t. \]
The proof is complete. \(\square\)

As in the archimedean case, we introduce the Weyl discriminant
\[ \Delta(\gamma) := (w - w^{-1})^2 = \text{tr}(\gamma)^2 - 4, \quad \gamma \in G. \]
It will be convenient to use the notation
\[ \nu(\gamma) := \nu_p(\Delta(\gamma))/2, \quad \gamma \in G^{\text{reg}}. \]
Let $K^{\text{reg}} := K \cap G^{\text{reg}}$, and define, for $r \in \mathbb{N}$ and $j \in \{0, 1\}$, the functions $w_j^r : K^{\text{reg}} \to \mathbb{R}_{\geq 0}$ as
\[ w_j^0(\gamma) := \begin{cases} q^{\min(\nu(\gamma), |r/2|)}, & \text{if } \gamma \text{ is split}, \\ q^{|r/2|} \mathbf{1}_{p^r | \Delta(\gamma)}, & \text{if } \gamma \text{ is elliptic}; \end{cases} \tag{4.4} \]
\[ w_j^r(\gamma) := q^{2r} \mathbf{1}_{p^{2r} | \Delta(\gamma)}. \tag{4.5} \]
The rest of this section is devoted to the proof of the following estimate on non-archimedean orbital integrals.

**Proposition 3.** For $\gamma \in K^{\text{reg}}, r \in \mathbb{N}, j \in \{0, 1\}$, we have
\[ |\Delta(\gamma)|^{1/2}_F O(\gamma, \mathbf{1}_{K_j(p^r)}) \ll q^{-\lambda/2} \text{vol}(K_j(p^r))w_j^r(\gamma), \tag{4.6} \]
where $\lambda = 0$ when $E/F$ is unramified, and $\lambda = 1$ when $E/F$ is ramified. The implied constant is absolute. Moreover, if $|\Delta(\gamma)|_F = 1$, then

\begin{equation}
O(\gamma, 1_{K_j(p^r)}) \leq \text{vol}(K_j(p^r)).
\end{equation}

### 4.3. The Bruhat–Tits tree.

An important tool to reduce the proof of Proposition 3 to a graph theoretic enumeration is the Bruhat–Tits tree, of which we recall some important properties from [38, §5]. The Bruhat–Tits tree is a graph $\mathcal{X}_F$ with vertex set $\text{PGL}_2(F)/\text{PGL}_2(o)$. Two vertices $u, v \in \mathcal{X}_F$ are connected by an edge if and only if they can be represented by $g, h \in \text{GL}_2(F)$ such that $g^{-1}h = \text{diag}(\varpi, 1)$. Then $\mathcal{X}_F$ is a $(q+1)$-regular tree, which we shall also regard as a simplicial complex with vertices and edges being the zero- and one-dimensional simplices, respectively. We shall write $[u, v]$ for the unique path joining two vertices $u, v \in \mathcal{X}_F$.

We equip $\mathcal{X}_F$ with the geodesic metric by assigning length 1 to each edge, and we denote by $\text{dist}_F(U, V)$ the distance of two non-empty subsets $U, V \subset \mathcal{X}_F$. The group $\text{GL}_2(F)$ acts on the left by isometries; the action is transitive on the vertex set. The action of $G = \text{SL}_2(F)$ decomposes the vertex set into two orbits, with no edges between vertices from the same orbit. Infinite paths are called apartments, and since $\text{GL}_2(F)$ also acts transitively on the set of apartments, we now select a particular one as follows. The standard apartment $A_0$ is the infinite path with vertices $v_n := \text{diag}(\varpi^n, 1)\text{PGL}_2(o)$ for $n \in \mathbb{Z}$. We record that $\{v_n : n \in \mathbb{Z} \text{ even}\}$ lies in one $G$-orbit, and $\{v_n : n \in \mathbb{Z} \text{ odd}\}$ lies in the other $G$-orbit.

A finite Galois extension $E/F$ admits a similar Bruhat–Tits tree $\mathcal{X}_E$ with vertex set $\text{PGL}_2(E)/\text{PGL}_2(o_E)$. The Galois group $\text{Gal}(E/F)$ acts on $\mathcal{X}_E$ by isometries, and if we multiply the distances in $\mathcal{X}_F$ by the ramification degree of $E/F$, then $\mathcal{X}_F$ gets contained in the set of fixed points as a metric subspace: $\mathcal{X}_F \subset \mathcal{X}^\text{Gal}(E/F)$. By a rather deep result of Rousseau [49, Ch. V], we have equality here unless $E/F$ is wildly ramified. A shorter proof was given by Prasad [48], but it still relies on a lot of background theory, including earlier chapters of Rousseau’s unpublished thesis. These references deal with general Bruhat–Tits buildings and valued fields. For our special situation we can give a quick, direct proof.

**Lemma 11.** Let $E/F$ be a finite Galois extension. If $E/F$ is unramified or tamely ramified, then

$$\mathcal{X}_F = \mathcal{X}_E^\text{Gal}(E/F).$$

**Proof.** We need to show that every point $v \in \mathcal{X}_E^\text{Gal}(E/F)$ lies in $\mathcal{X}_F$. We claim that we can restrict to the vertices of $\mathcal{X}_E$. Indeed, if $v$ is not a vertex of $\mathcal{X}_E$, then it lies on a unique edge $e$ of $\mathcal{X}_E$. Either $e$ lies in $\mathcal{X}_F$, or the unique path from $v$ to $\mathcal{X}_F$ starts with a segment of $e$. In both cases, we see that $e \subset \mathcal{X}_E^\text{Gal}(E/F)$, justifying our claim.
Let $\mathfrak{P}$ denote the maximal ideal of $\mathfrak{o}_E$, and let $\varpi_E \in \mathfrak{P}$ be a uniformizer. The vertices of $X_E$ can be written in the Iwasawa form

\[(4.8) \quad v = \left( \varpi_E^n \ x \atop 1 \right) \mathrm{PGL}_2(\mathfrak{o}_E), \quad n \in \mathbb{Z}, \quad x \in E.\]

The integer $n \in \mathbb{Z}$ and the image of $x$ in $E/\mathfrak{P}^n$ are uniquely determined by $v$, independently of the choice of $\varpi_E$. Indeed, a simple calculation shows that for $x, x' \in E$ we have

\[(4.9) \quad \left( \varpi_E^n \ x \atop 1 \right) \mathrm{PGL}_2(\mathfrak{o}_E) = \left( \varpi_E^n \ x' \atop 1 \right) \mathrm{PGL}_2(\mathfrak{o}_E) \iff x - x' \in \mathfrak{P}^n.\]

First we consider the case when $E/F$ is unramified; we choose $\varpi_E$ to be the uniformizer $\varpi$ of $F$. We claim that every vertex $v \in X_E^{\mathrm{Gal}(E/F)}$ is a vertex of $X_{E^{\mathrm{Gal}(E/F)}}$. Writing $v$ in the form (4.8), and using (4.9), we see the following: $x - x^\sigma \in \mathfrak{P}^n$ holds for all $\sigma \in \mathrm{Gal}(E/F)$, and we need to show that $x - \xi \in \mathfrak{P}^n$ holds for a suitable $\xi \in F$. The residue field $\mathfrak{o}_E/\mathfrak{P}$ is represented by the set $A$ consisting of zero and the roots of unity in $E$ of order coprime to $q$. We have a unique Teichmüller representation

\[x = \sum_{m \in \mathbb{Z}} a_m \varpi^m,\]

where $a_m \in A$, and $a_m = 0$ for $m$ sufficiently small. The Galois group acts on $x$ by acting on the digits $a_m$, hence the condition $x - x^\sigma \in \mathfrak{P}^n$ translates to $a_m = a_m^\sigma$ for all $m < n$. We conclude that $a_m \in F$ for all $m < n$, and hence

\[\xi := \sum_{m<n} a_m \varpi^m\]

is an element of $F$ with the required property $x - \xi \in \mathfrak{P}^n$.

Now we consider the case when $E/F$ is tamely and fully ramified; the degree $e := [E : F]$ is coprime to $q$. We claim that every vertex $v \in X_E^{\mathrm{Gal}(E/F)}$ lies on an edge of $X_{E^{\mathrm{Gal}(E/F)}}$. Writing $v$ in the form (4.8), and combining (4.9) with the fact that the Galois translates of $\varpi_E$ are uniformizers, we see (as in the unramified case) that $x - x^\sigma \in \mathfrak{P}^n$ holds for all $\sigma \in \mathrm{Gal}(E/F)$. The Galois average

\[\xi := \frac{1}{e} \cdot \sum_{\sigma \in \mathrm{Gal}(E/F)} x^\sigma\]

clearly lies in $F$, and it satisfies

\[x - \xi = \frac{1}{e} \cdot \sum_{\sigma \in \mathrm{Gal}(E/F)} (x - x^\sigma) \in \mathfrak{P}^n.\]
Therefore, using (4.9) again,

\[ v = \left( \varpi^\frac{n}{E} \xi \right) \text{PGL}_2(\mathfrak{0}_E). \]

If \( n \) is divisible by \( e \), then \( \varpi^\frac{n}{E} \) can be replaced by \( \varpi^{\frac{n}{e}} \), and we conclude that \( v \) is a vertex of \( \mathcal{X}_F \). Otherwise, \( v \) is not a vertex of \( \mathcal{X}_F \), but it lies on a path of \( \mathcal{X}_E \) that is identified with an edge of \( \mathcal{X}_F \):

\[ v \in \left[ \left( \varpi^{\left\lfloor \frac{n}{e} \right\rfloor} \xi \right) \text{PGL}_2(\mathfrak{0}_E), \left( \varpi^{\left\lceil \frac{n}{e} \right\rceil} \xi \right) \text{PGL}_2(\mathfrak{0}_E) \right]. \]

Finally, in the general tamely ramified case, let \( F_1 \) be the maximal unramified subextension of \( E/F \). Then noting that \( F_1/F \) is Galois, and combining the two cases above,

\[ \mathcal{X}_F = \mathcal{X}_{F_1}^{\text{Gal}(F_1/F)} = \left( \mathcal{X}_E^{\text{Gal}(E/F_1)} \right)^{\text{Gal}(F_1/F)} = \mathcal{X}_E^{\text{Gal}(E/F)}. \]

The proof is complete. \( \square \)

For the purpose of our counting arguments, we introduce some technical notations:

\[ G_U := \{ g \in G : gu = u \text{ for all } u \in U \}, \quad U \subset \mathcal{X}_F; \]
\[ \mathcal{B}_F(U,r) := \{ x \in \mathcal{X}_F : \text{dist}_F(x,U) \leq r \}, \quad \emptyset \neq U \subset \mathcal{X}_F, \quad r \geq 0. \]

For \( u \in \mathcal{X}_F \), we simply write \( \mathcal{B}_F(u,r) \) for \( \mathcal{B}_F(\{u\},r) \).

**Lemma 12.** For \( r \in \mathbb{N} \) we have

\[ K_0(p^r) = G_{[u-r,v_0]} \quad \text{and} \quad K_1(p^r) = G_{\mathcal{B}_F(v_0,r)}. \]

**Proof.** It is straightforward to check that \( K = G_{\{v_0\}} \), and hence

\[ K_0(p^r) = \text{diag}(\varpi^{-r}, 1) K \text{diag}(\varpi^r, 1) \cap K = G_{[u-r,v_0]} = G_{[v-r,v_0]}. \]

Combining this result with Lemma 9, we get that

\[ K_1(p^r) = \bigcap_{k \in K} G_{[kv-r,v_0]} = G_U, \]

where \( U \) is the union of the paths \([kv-r,v_0]\) for \( k \in K \). It remains to prove that \( U = \mathcal{B}_F(v_0,r) \). Equivalently, every path of length \( r \) starting at \( v_0 \) is of the form \([kv-r,v_0]\) with \( k \in K \). We could deduce this statement from the transitivity of \( \text{GL}_2(F) \) on the set of apartments, but we prefer an argument based on counting. We can assume that \( r \geq 1 \), in which case the number of paths of length \( r \) starting at \( v_0 \) equals \( (q+1)q^{r-1} \). By (4.10) and Lemma 10, the number of paths \([kv-r,v_0]\) with \( k \in K \) also equals \( (q+1)q^{r-1} \), so we are done. \( \square \)
The next lemma is the heart of our counting arguments. We state it in a stronger form than needed, partly for completeness, partly to underline that our counting is rather precise.

**Lemma 13.** Consider the set of fixed points $\mathcal{X}_F^\gamma$ of some $\gamma \in K^{\text{reg}}$ acting on $\mathcal{X}_F$.

(a) If $\gamma$ is split, then $\nu(\gamma) \in \mathbb{N}$ and $\mathcal{X}_F^\gamma = B_F(A, \nu(\gamma))$ for a suitable apartment $A \subset \mathcal{X}_F$.

(b) If $\gamma$ is elliptic and the splitting extension $E/F$ is unramified, then $\nu(\gamma) \in \mathbb{N}$ and $\mathcal{X}_F^\gamma = B_F(v, \nu(\gamma))$ for a suitable vertex $v \in \mathcal{X}_F$.

(c) If $\gamma$ is elliptic and the splitting extension $E/F$ is ramified, then $\mathcal{X}_F^\gamma \subset B_F(e, \nu(\gamma) - \frac{1}{2})$ for a suitable edge $e \subset \mathcal{X}_F$, with equality in the tamely ramified case. In addition, $\nu(\gamma) \in \frac{1}{2} + \frac{1}{2}\mathbb{N}$, and $\nu(\gamma) \in \frac{1}{2} + \mathbb{N}$ in the tamely ramified case.

**Proof.** (a) The eigenvalues $w, w^{-1} \in F^\times$ are units, because their sum $\text{tr}(\gamma)$ is an integer. So we can assume, without loss of generality, that $\gamma = \text{diag}(w, w^{-1})$ with $w \in o^\times$. Then we claim that $\mathcal{X}_F^\gamma = B_F(A_0, \nu(\gamma))$, where $A_0$ is the standard apartment defined shortly before Lemma 11. That is,

$$\gamma v = v \iff \text{dist}(v, A_0) \leq v_p(w - w^{-1}), \quad v \in \mathcal{X}_F.$$

It suffices to show this equivalence for the vertices of $\mathcal{X}_F$. Indeed, if $v$ is not a vertex, then it lies on a unique edge $e$. Either $e$ lies in $A_0$, or the unique path from $v$ to $A_0$ starts with a segment of $e$. In both cases, we see that $v \in \mathcal{X}_F^\gamma$ is equivalent to $e \subset \mathcal{X}_F^\gamma$, while $v \in B_F(A_0, \nu(\gamma))$ is equivalent to $e \subset B_F(A_0, \nu(\gamma))$.

The vertices of $\mathcal{X}_F$ can be written in the Iwasawa form

$$v = \begin{pmatrix} y & 1 \\ 1 & x \end{pmatrix} v_0, \quad y \in F^\times, \quad x \in F.$$

Keeping in mind that $\gamma = \text{diag}(w, w^{-1}) \in \text{GL}_2(o)$, we infer

$$\gamma v = v \iff \begin{pmatrix} 1 & -x \\ 1 & w \end{pmatrix} \begin{pmatrix} w & 1 \\ 1 & x \end{pmatrix} \in \text{GL}_2(o)$$

$$\iff -v_p(x) \leq v_p(w - w^{-1}).$$

Hence it suffices to show that

$$(4.11) \quad \text{dist}(v, A_0) = \max(0, -v_p(x)).$$

For this purpose, we introduce the notation

$$\bar{v}_n := \begin{pmatrix} y & 1 \\ 1 & x \end{pmatrix} v_n = \begin{pmatrix} \varpi^n y & 1 \\ 1 & \varpi^{-n} x \end{pmatrix} v_0, \quad n \in \mathbb{Z}.$$
Then \( v = \tilde{v}_0 \), and we see that \( \tilde{v}_n \in A_0 \) is equivalent to \( n \leq \nu_p(x) \). Hence the unique path from \( v \) to \( A_0 \) has vertex set
\[
\{ \tilde{v}_n : n \in \mathbb{Z} \text{ and } \min(0, \nu_p(x)) \leq n \leq 0 \},
\]
and (4.11) follows. The proof of part (a) is complete.

Before turning to the proof of parts (b) and (c), let us make some initial observations. The ratio of \( \nu_p(\Delta(\gamma)) \) and \( \nu_p(\Delta(\gamma)) \) equals the ramification degree of \( E/F \). Hence from part (a), or rather its proof, it follows that
\[
(4.12) \quad X_E^\circ = \begin{cases} B_E(\tau A_0, \nu(\gamma)), & \text{if } E/F \text{ is unramified}, \\ B_E(\tau A_0, 2\nu(\gamma)), & \text{if } E/F \text{ is ramified}. \end{cases}
\]

We also see for any \( n \in \mathbb{Z} \) that
\[
\tau v_n = \tau v_n = \tau \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} \omega^n & 0 \\ 0 & 1 \end{pmatrix} \text{PGL}_2(\mathfrak{o}_E) = \tau \begin{pmatrix} 1 & 0 \\ 0 & \omega^n \end{pmatrix} \text{PGL}_2(\mathfrak{o}_E) = \tau v_{-n}.
\]

Therefore, the generator of \( \text{Gal}(E/F) \) flips \( \tau A_0 \) from end to end with a unique fixed point \( \tau v_0 \).

(b) Since \( E/F \) is an unramified quadratic extension,
\[
\nu(\gamma) = \frac{1}{2} \nu_p(\Delta(\gamma)) = \frac{1}{2} \nu_p(\Delta(\gamma)) = \nu_p(w - \overline{w}) \in \mathbb{N}.
\]

Moreover, \( X_E \) is a \((q^2 + 1)\)-regular tree, which contains \( X_F \) as a spanned subtree. By Lemma 11, we see that \( \tau A_0 \cap X_F \) consists of a single vertex \( v \) of \( X_F \), and every point of \( X_F \) is connected to \( \tau A_0 \) through \( v \). Using also (4.12), we obtain
\[
X_E^\circ = X_E^\circ \cap X_F = B_E(\tau A_0, \nu(\gamma)) \cap X_F = B_E(v, \nu(\gamma)).
\]

(c) Since \( E/F \) is a ramified quadratic extension, \( \text{Gal}(E/F) \) acts trivially on the residue field \( \mathfrak{o}_E/\mathfrak{q} \), hence
\[
2\nu(\gamma) = \nu_p(\Delta(\gamma)) = \frac{1}{2} \nu_p(\Delta(\gamma)) = \nu_p(w - \overline{w}) \in 1 + \mathbb{N}.
\]

Writing \( w \) as \( a + b\omega_E \) with \( a, b \in \mathfrak{o} \), we see that \( \nu_p(w - \overline{w}) \) has the same parity as \( \nu_p(\omega_E - \overline{\omega_E}) \), therefore \( 2\nu(\gamma) \) is odd in the tamely ramified case. Moreover, \( X_E \) is a \((q + 1)\)-regular tree, which contains \( X_F \) such that every edge of \( X_F \) is the union of two edges of \( X_E \). Let \( u \in \tau A_0 \) and \( v \in X_F \) be such that \( \text{dist}_E(u, v) \) is minimal. It is clear that \( u \) and \( v \) are vertices of \( X_E \) fixed by \( \text{Gal}(E/F) \). In particular, \( u = \tau v_0 \).

By Lemma 11, we also have \( u = v \) in the tamely ramified case. Clearly, \( u \) is not a vertex of \( X_F \), because its neighbors in \( \tau A_0 \) are not fixed by \( \text{Gal}(E/F) \). Similarly, \( v \) is not a vertex of \( X_F \), either because \( u = v \), or because the neighbor of \( v \) in the
path \([u,v]\) lies outside \(\mathcal{X}_F\). So \(v\) is the midpoint of an edge \(e\) of \(\mathcal{X}_F\). Now every point \(x \in \mathcal{X}_F\) is connected to \(\tau \mathcal{A}_0\) through the path \([u,v]\), hence

\[
\text{dist}_E(x, \tau \mathcal{A}_0) = \text{dist}_E(x, v) + \text{dist}_E(v, u) \geq \text{dist}_E(x, v) = 2 \text{dist}_E(x, v),
\]

with equality in the tamely ramified case. Using also (4.12), we obtain

\[
\mathcal{X}^\gamma_F = \mathcal{X}^\gamma_E \cap \mathcal{X}_F = B_E(\tau \mathcal{A}_0, 2\nu(\gamma)) \cap \mathcal{X}_F \subset B_F(v, \nu(\gamma)) = B_F(e, \nu(\gamma) - 1/2),
\]

with equality in the tamely ramified case.

The proof is complete in all cases. \(\square\)

4.4. Proof of Proposition 3. In this proof, by a slight abuse of notation, we shall denote by \([x,y]\) the unique directed path in \(\mathcal{X}_F\) that starts at the vertex \(x\) and ends at the vertex \(y\). That is, \([x,y] = [x',y']\) if and only if \(x = x'\) and \(y = y'\).

4.4.1. The case of \(\gamma\) split. By Lemma 7, we may assume that \(\gamma \in K^\text{reg}\) is diagonal. Then, \(G_\gamma\) consists of all diagonal matrices within \(G\), the elements of \(\Lambda_\gamma\) are the matrices \(\operatorname{diag}(\varpi^n, \varpi^{-n})\) for \(n \in \mathbb{Z}\), and the apartment stabilized by \(\gamma\) is \(\mathcal{A}_0\).

First we consider the case \(j = 0\). By Lemma 12, we can think of the congruence subgroup \(K_0(p^r)\) geometrically as \(G_{[v_{-r}, v_0]}\). Hence, applying Lemma 8 to

\[U = V = K_0(p^r) = G_{[v_{-r}, v_0]},\]

we obtain

\[
\mathbf{O}(\gamma, 1_{K_0(p^r)}) \cdot \#\{g \in \Lambda_\gamma \backslash G/ G_{[v_{-r}, v_0]} : \gamma g G_{[v_{-r}, v_0]} = g G_{[v_{-r}, v_0]}\}.
\]

The map \(g \mapsto [gv_{-r}, gv_0]\) gives rise to a bijection between \(G/ G_{[v_{-r}, v_0]}\) and the orbit \(G \cdot [v_{-r}, v_0]\) of directed paths of length \(r\) in \(\mathcal{X}_F\), with a compatible action of \(G\) on these two sets. The condition \(\gamma g G_{[v_{-r}, v_0]} = g G_{[v_{-r}, v_0]}\) is equivalent to

\([gv_{-r}, gv_0] \subset \mathcal{X}^\gamma_F,\]

hence by Lemma 13,

\[
\mathbf{O}(\gamma, 1_{K_0(p^r)}) \cdot \#(\Lambda_\gamma \backslash \{[x,y] \subset B_F(\mathcal{A}_0, \nu(\gamma)) : \text{dist}_F(x,y) = r\})
\]

This is the enumeration problem we have indicated earlier. For each directed path \([x,y] \subset B_F(\mathcal{A}_0, \nu(\gamma))\), we define a vertex \(v \in \mathcal{A}_0\) as follows. If \([x,y] \cap \mathcal{A}_0\) has at most one element, then \(v\) is the point of \(\mathcal{A}_0\) closest to \([x,y]\). Otherwise \([x,y] \cap \mathcal{A}_0\) is a path of positive length, and \(v\) is its endpoint closer to \(x\). The group \(\Lambda_\gamma\) acts on \(\mathcal{A}_0\) by even shifts, hence we can assume that \(v \in \{v_0, v_1\}\).

We consider two cases. Either \([x,y] \cap \mathcal{A}_0\) has at most one element, or \([x,y] \cap \mathcal{A}_0\) is a path of positive length. In the first case, let \(p \in [x,y]\) be the vertex closest to \(\mathcal{A}_0\).
As both dist\(_F(v,p) + dist_F(p,x)\) and dist\(_F(v,p) + dist_F(p,y)\) are at most \(\nu(\gamma)\), the distance of \(p\) from \(v\) is at most \(\nu(\gamma) - r/2\); in particular, the first case is void when \(r > 2\nu(\gamma)\). Recording \(s := \min(\text{dist}_F(p,x), \text{dist}_F(p,y))\), for every \((r - \nu(\gamma))^+ \leq s \leq \lfloor r/2 \rfloor\) there are at most \(6q^{\nu(\gamma) - (r-s)}\) choices for \(p\), and for each \(p\), there are at most \(2q^r\) choices for \([x,y]\). In total, there are at most \(24q^{\nu(\gamma) + \lfloor r/2 \rfloor}\) choices for \([x,y]\) in the first case.

In the second case, let \(w\) be the endpoint of the path \([x,y] \cap A_0\) closer to \(y\). We record the lengths \(s := \text{dist}_F(x,v)\) and \(t := \text{dist}_F(w,y)\); then, \([v,w]\) is a directed subpath of \([x,y]\) lying in \(A_0\) of length \(r - s - t \geq 1\). Considering first without loss of generality the case \(s \leq t\), for every choice of \(0 \leq s \leq \min(\nu(\gamma), \lfloor r/2 \rfloor)\) and \(0 \leq t \leq \min(r - 1 - s, \nu(\gamma))\), there are four choices for \([v,w]\), followed by \(q^{s+t}\) choices for \([x,v]\) and \([w,y]\). In total we find for every \(0 \leq s \leq \min(\nu(\gamma), \lfloor r/2 \rfloor)\) at most \(8q^{\min(r-1, \nu(\gamma) + s)}\) choices for \([x,y]\). Summing over \(s\) and taking into account the symmetry \(s \leftrightarrow t\), we infer that there are at most

\[
16 \left[ \frac{r+1}{2} \right] q^{-1} 1_{1 \leq r \leq \nu(\gamma)} + 16 \left( 2 + \nu(\gamma) - \left\lfloor \frac{r-1}{2} \right\rfloor \right) q^{r-1} 1_{\nu(\gamma) + 1 \leq r \leq 2\nu(\gamma)}
+ 32q^{2\nu(\gamma)} 1_{r \geq 2\nu(\gamma) + 1}
\]

choices for \([x,y]\) in the second case. Altogether, the count on the right-hand side of (4.14) is

\[
\ll q^{\nu(\gamma) + \lfloor r/2 \rfloor} 1_{r \leq 2\nu(\gamma)} + q^{r-1} \min(r, 2\nu(\gamma) + 1 - r) 1_{1 \leq r \leq 2\nu(\gamma)} + q^{2\nu(\gamma)} 1_{r \geq 2\nu(\gamma) + 1}
\ll q^{\nu(\gamma) + \min(\nu(\gamma), \lfloor r/2 \rfloor)}.
\]

This verifies (4.6) in the case of \(\gamma\) split and \(j = 0\), upon noting that \(|\Delta(\gamma)|^{1/2} = q^{-\nu(\gamma)}\) and \(E = F\).

Now we consider the case \(j = 1\). By Lemma 12, we can think of the congruence subgroup \(K_1(p^r)\) geometrically as \(G_{B_F(v_0,r)}\). Hence, applying Lemma 8 to

\[
U = K_1(p^r) = G_{B_F(v_0,r)} \quad \text{and} \quad V = K,
\]

we obtain

\[
O(\gamma, 1_{K_1(p^r)}) = \# \{ g \in \Lambda_\gamma \setminus G/K : \gamma g G_{B_F(v_0,r)} = g G_{B_F(v_0,r)} \}.
\]

As in the case of \(j = 0\), the map \(g \mapsto gv_0\) gives rise to a bijection between \(G/K\) and the orbit \(G \cdot v_0\) of vertices in \(\mathcal{X}_F\), with a compatible left action of \(G\) on these two sets. The condition \(\gamma g G_{B_F(v_0,r)} = g G_{B_F(v_0,r)}\) is equivalent to

\[
B_F(gv_0, r) \subset \mathcal{X}_F^\gamma,
\]

hence by Lemma 13,

\[
(4.15) \quad O(\gamma, 1_{K_1(p^r)}) \leq \#(\Lambda_\gamma \setminus \{ x \text{ a vertex of } \mathcal{X}_F : B_F(x,r) \subset B_F(A_0, \nu(\gamma)) \}).
\]
As we divide by the action of $\Lambda_1$, we may assume that the closest point of $A_0$ to $x$ is $v_0$ or $v_1$. Then there are at most $2q^{\nu(\gamma) - r} \mathbf{1}_{r \leq \nu(\gamma)}$ choices for $x$. Noting also

$$\text{(4.16)} \quad \text{vol}(K_1(p^r))^{-1} = [K : K_1(p^r)] < q^{3r}$$

along with $|\Delta(\gamma)|_{r}^{1/2} = q^{-\nu(\gamma)}$ and $E = F$, we obtain (4.6) in the case of $\gamma$ split and $j = 1$.

If $|\Delta(\gamma)|_{F} = 1$, then $\nu(\gamma) = 0$, and we need to prove the more precise bound (4.7). For $j = 0$, similarly as in (4.13) and (4.14), we have to count those directed paths $[x, y] \subset A_0$ modulo $\Lambda_1$ which belong to the $G$-orbit of $[v_r, v_0]$. The directed paths in question form the $\Lambda_1$-orbit of $[v_r, v_0]$, hence

$$O(\gamma, 1_{K_0(p^r)}) = \text{vol}(K_0(p^r)).$$

For $j = 1$, the condition $B_F(x, r) \subset A_0$ forces $r = 0$, and then $K_0(p^0) = K_1(p^0)$ reduces the proof to the earlier discussed case $j = 0$.

### 4.4.2. The case of $\gamma$ elliptic and $E/F$ unramified

From Lemma 13 we know that $X_F^{\gamma}$ equals $B_F(v, \nu(\gamma))$ for a suitable vertex $v \in X_F$, where also $\nu(\gamma) \in \mathbb{N}$. Then, the analogue of (4.14) reads (cf. Lemmata 8 and 12)

$$\text{(4.17)} \quad O(\gamma, 1_{K_0(p^r)}) \leq \text{vol}(K_0(p^r)) \cdot \#\{[x, y] \subset B_F(v, \nu(\gamma)) : \text{dist}_F(x, y) = r\}.$$

For any directed path $[x, y] \subset B_F(v, \nu(\gamma))$, let $p \in [x, y]$ be the vertex closest to $v$. As both $\text{dist}_F(v, p) + \text{dist}_F(p, x)$ and $\text{dist}_F(v, p) + \text{dist}_F(p, y)$ are at most $\nu(\gamma)$, the distance of $p$ from $v$ is at most $\nu(\gamma) - r/2$; so there is nothing to count when $r > 2\nu(\gamma)$. Recording $s := \min(\text{dist}_F(p, x), \text{dist}_F(p, y))$, for every $(r - \nu(\gamma))^+ \leq s \leq |r/2|$ there are fewer than $3q^{\nu(\gamma) - (r - s)}$ choices for $p$, and for each $p$, there are at most $2q^r$ choices for $[x, y]$. Altogether, the count on the right-hand side of (4.17) is

$$\ll q^{\nu(\gamma) + |r/2|} \mathbf{1}_{r \leq 2\nu(\gamma)}.$$

This verifies (4.6) in the case of $\gamma$ elliptic with unramified splitting field and $j = 0$, upon noting that $|\Delta(\gamma)|_{F}^{1/2} = q^{-\nu(\gamma)}$ and $\lambda = 0$.

Similarly, the analogue of (4.15) reads (cf. Lemmata 8 and 12)

$$\text{(4.18)} \quad O(\gamma, 1_{K_1(p^r)}) \leq \#\{x \text{ a vertex of } X_F : B_F(x, r) \subset B_F(v, \nu(\gamma))\}.$$

Clearly, there are fewer than $3q^{\nu(\gamma) - r} \mathbf{1}_{r \leq \nu(\gamma)}$ choices for $x$. Noting also (4.16) along with $|\Delta(\gamma)|_{F}^{1/2} = q^{-\nu(\gamma)}$ and $\lambda = 0$, we obtain (4.6) in the case of $\gamma$ elliptic with unramified splitting field and $j = 1$.

If $|\Delta(\gamma)|_{F} = 1$, then $\nu(\gamma) = 0$, and we need to prove the more precise bound (4.7). In this case, both counts on the right-hand sides of (4.17) and (4.18) are equal to $\mathbf{1}_{r = 0}$, hence (4.7) follows.
4.4.3. The case of $\gamma$ elliptic and $E/F$ ramified. From Lemma 13 we know that $\mathcal{X}_F^\gamma \subset \mathcal{B}_F(e, \nu(\gamma) - 1/2)$ for a suitable edge $e \subset \mathcal{X}_F$, where also $2\nu(\gamma) - 1 \in \mathbb{N}$. Hence the analogue of (4.14) and (4.17) reads (cf. Lemmata 8 and 12)

$$O(\gamma, \mathbf{1}_{K_0(p^r)}) \leq \text{vol}(K_0(p^r)) \cdot \# \{ [x, y] \subset \mathcal{B}_F(e, \nu(\gamma) - 1/2) : \text{dist}_F(x, y) = r \}.$$  

For estimating the number of directed paths $[x, y] \subset \mathcal{B}_F(e, \nu(\gamma) - 1/2)$ of length $r$, we distinguish between two cases. If $[x, y]$ contains $e$, then we argue similarly as in the subcase of the split case when $[x, y]$ intersected $A_0$ in a path of positive length; in fact, the present case is a bit easier since the lengths of the (up to two) components of $[x, y] \setminus e$ determine each other. Otherwise, we argue as in the unramified elliptic case, with $[\nu(\gamma) - 1/2]$ in place of $\nu(\gamma)$. Altogether, the count on the right-hand side of (4.19) is

$$\ll q^{r-1} \min(r, 2\nu(\gamma) + 1 - r) \mathbf{1}_{1 \leq r \leq 2\nu(\gamma)} + q^{\lfloor \nu(\gamma) - 1/2 \rfloor + \lfloor r/2 \rfloor} \mathbf{1}_{r \leq 2\nu(\gamma) - 1} \leq q^\nu(\gamma) - 1/2 + \lfloor r/2 \rfloor \mathbf{1}_{r \leq 2\nu(\gamma)}.$$  

This verifies (4.6) in the case of $\gamma$ elliptic with ramified splitting field and $j = 0$, upon noting that $|\Delta(\gamma)|_F^{1/2} = q^{-\nu(\gamma)}$ and $\lambda = 1$.

Similarly, the analogue of (4.15) and (4.18) reads (cf. Lemmata 8 and 12)

$$O(\gamma, \mathbf{1}_{K_1(p^r)}) \leq \# \{ x \text{ a vertex of } \mathcal{X}_F : \mathcal{B}_F(x, r) \subset \mathcal{B}_F(e, \nu(\gamma) - 1/2) \}.$$  

Clearly, there are at most $4q^{\nu(\gamma) - 1/2 - r} \mathbf{1}_{r \leq \nu(\gamma) - 1/2}$ choices for $x$. Noting also (4.16) along with $|\Delta(\gamma)|_F^{1/2} = q^{-\nu(\gamma)}$ and $\lambda = 1$, we obtain (4.6) in the case of $\gamma$ elliptic with ramified splitting field and $j = 1$.

The proof of Proposition 3 is complete in all cases.

5. Global aspects. We collect some notations important for the following two sections. Let $a, b, c \in \mathbb{N}$ with $a + b \geq 1$, and recall that all implied constants are allowed to depend on these parameters. Let $k$ be a number field with $a + c$ real and $b$ complex places. Let $A$ be a division quaternion algebra over $k$ of signature $(a, b, c)$. Let

$$\text{ram}(A) = \text{ram}_\infty(A) \cup \text{ram}_f(A)$$

be the set of places (resp. archimedean places and non-archimedean places) where $A$ ramifies. Let $G := \text{SL}_1(A)$ and $H := \text{GL}_1(A)$ viewed as algebraic groups over $k$, and let $G := \text{SL}_2(\mathbb{R})^a \times \text{SL}_2(\mathbb{C})^b$. As $\text{ram}(A)$ is non-empty, every regular semisimple element $\gamma \in G^{\text{reg}}(k)$ has a quadratic splitting field $k(\gamma)$ over $k$. In other words, the centralizer $G_\gamma$ is an anisotropic algebraic torus of rank one defined over $k$.  
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According to (1.6) and (1.7), we can identify
\[
G(\mathbb{A}) = \text{SL}_2(\mathbb{R})^a \times \text{SL}_2(\mathbb{C})^b \times \text{SU}_2(\mathbb{C})^c
\times \prod_{p \in \text{ram}_f(A)} \text{SL}_1(D_p) \times \prod_{p \notin \text{ram}_f(A)} \text{SL}_2(k_p).
\]

We specify the standard measure \( \mu \) on \( G(\mathbb{A}) \) (resp. \( G_\gamma(\mathbb{A}) \)). Let \( v \) be a place of \( k \).

For \( v \in \text{ram}(A) \), let \( \mu_v \) be the Haar probability measure on \( G(k_v) \). For \( v \notin \text{ram}(A) \) archimedean (resp. non-archimedean), let \( \mu_v \) be the Haar measure on \( G(k_v) \) defined in Section 3.1 (resp. Section 4.1). We define the global measure \( \mu = \mu_\infty \times \mu_f \) on \( G(\mathbb{A}) = G(\mathbb{A}_\infty) \times G(\mathbb{A}_f) \) as the product of the local measures \( \mu_v \). By an abuse of notation, we also denote by \( \mu_v \) the Haar measure on \( G_\gamma(k_v) \) defined in Sections 3.2 and 4.1, and we define \( \mu := \prod_v \mu_v \) on \( G_\gamma(\mathbb{A}) \). Finally, we endow the lattices \( G(k) \) and \( G_\gamma(k) \) with counting measures and the corresponding quotients \( G(k) \setminus G(\mathbb{A}) \) and \( G_\gamma(k) \setminus G_\gamma(\mathbb{A}) \) with the unique compatible right \( G(\mathbb{A}) \)-invariant (resp. right \( G_\gamma(\mathbb{A}) \)-invariant) measures.

### 5.1. Borel’s volume formula.

In this section, we record the classical co-volume of the group of norm 1 elements of a maximal order of \( A \). The result is really due to Borel [5, §7.3], but we differ from his formula by a factor of 2 as we work with special linear groups rather than projective ones. For clarity, we provide a detailed proof based on the local calculations in [5, pp. 17–18] and the fact that the Tamagawa number of \( G \) equals 1 [57, Th. 3.3.1]. As a supplement, we also provide an explicit lower bound for the covolume, based on Odlyzko’s discriminant bound [45, Th. 1].

**Proposition 4.** Let \( \Gamma := \Gamma_\emptyset(\mathfrak{o}) \) in the notation of (1.10). Then
\[
\text{vol}(\Gamma \setminus G) = \frac{\zeta_k(2) \Delta_k^{3/2}}{2^{3b+2c+\alpha+2b+2c}} \prod_{p \in \text{ram}_f(A)} (N(p) - 1).
\]

Moreover, \( \text{vol}(\Gamma \setminus G) > e^{-7} \).

**Proof.** Let us consider, in the notation of (1.8)–(1.9),
\[ V := \text{SU}_2(\mathbb{C})^c \times K_\emptyset(\mathfrak{o}). \]

Then \( G(\mathbb{A}) = G(k)(G \times V) \) by the strong approximation property [41, Th. 7.7.5], and hence
\[ G(k) \setminus G(\mathbb{A})/V \cong \eta(G(k) \cap (G \times V)) \setminus G = \Gamma \setminus G, \]
where \( \eta: G(\mathbb{A}) \to G \) is the projection introduced below (1.6). As \( V \) is a product of maximal compact subgroups over the relevant places of \( k \), the definition of the
standard measure yields

\[(5.2) \quad \mu(G(k) \setminus G(\mathbb{A})) = \text{vol}(\Gamma \setminus \mathbf{G}).\]

It remains to calculate the left-hand side. The standard measure \(\mu\) on \(G(A)\) is proportional to the Tamagawa measure \(\tau = \Delta_k^{-3/2} \omega\), as defined in [5, §6.2]. Combining the two Lemmata on [5, pp. 17–18] with (3) on [5, p. 18], we see that \(\mu = C \omega\), where

\[C^{-1} = \pi^a (8\pi^2)^b (4\pi^2)^c \prod_{p \in \text{ram}_f(A)} \frac{N(p) + 1}{N(p)^2} \prod_{p \notin \text{ram}_f(A)} \frac{N(p)^2 - 1}{N(p)^2}.\]

On the other hand, \(\tau(G(k) \setminus G(\mathbb{A})) = 1\) by [57, Th. 3.3.1], therefore

\[\mu(G(k) \setminus G(\mathbb{A})) = C \Delta_k^{3/2} \frac{\zeta_k(2) \Delta_k^{3/2}}{2^{3b+2c} \pi^{a+2b+2c}} \prod_{p \in \text{ram}_f(A)} (N(p) - 1).\]

Finally, we show that the right-hand side exceeds \(e^{-7}\). For this we apply [45, Th. 1] with the parameters \(\sigma := 3.399\) and \(\bar{\sigma} := 2.762\). The conditions [45, (1.5a)–(1.5b)] are satisfied, hence [45, (1.6)] yields the explicit bound

\[\Delta_k > 11.5948^{a+c} 7.6189^{2b} e^{-4.0497}.\]

We obtained the numerical values with SageMath 8.3, and verified them independently with Mathematica 10.1. Therefore,

\[\frac{\Delta_k^{3/2}}{2^{3b+2c} \pi^{a+2b+2c}} > \left( \frac{39.48}{4\pi^2} \right)^{a+c} \left( \frac{442.25}{8\pi^2} \right)^b e^{-6.0746}.\]

The fractions on the right-hand side exceed 1, hence we are done. \(\square\)

5.2. Volumes of centralizers. In this section, we estimate \(\mu(G_\gamma(k) \setminus G_\gamma(\mathbb{A}))\) for \(\gamma \in G_{\text{reg}}(k)\). Before stating and proving the actual result, we collect some relevant facts about algebraic tori.

Let \(G_m\) be the multiplicative group, regarded as a torus of rank one defined over \(\mathbb{Q}\). Let \(k\) be a number field, and let \(T\) be a torus of rank \(r\) defined over \(k\). The character group

\[X^*(T) := \text{Hom}(T_{\overline{\mathbb{Q}}}, G_{m_{\overline{\mathbb{Q}}}})\]

is a free abelian group of rank \(r\). A Galois automorphism \(\sigma \in \text{Gal}(\mathbb{Q})\) determines the torus \(\sigma T\) of rank \(r\) defined over \(\sigma k\), and an isomorphism of abelian groups

\[\sigma : X^*(T) \xrightarrow{\sim} X^*(\sigma T).\]

The torus \(\sigma T\) only depends on the coset \(\sigma \text{Gal}(k)\), hence in particular \(X^*(T) \cong \mathbb{Z}^r\) is a \(\text{Gal}(k)\)-module. Similarly, \(T' := \text{Res}_{k/\mathbb{Q}} T\) is a torus of rank \(r[k : \mathbb{Q}]\) defined
over $\mathbb{Q}$, hence $X^*(T') \cong \mathbb{Z}^{r_{[k:\mathbb{Q}]}}$ is a $\text{Gal}(\mathbb{Q})$-module. In fact [43, §2.61] shows that

$$T'_Q \cong \prod_{\sigma \in \text{Gal}(\mathbb{Q})/\text{Gal}(k)} (\sigma T)_{\overline{Q}},$$

therefore

$$X^*(T') \cong \prod_{\sigma \in \text{Gal}(\mathbb{Q})/\text{Gal}(k)} \sigma X^*(T) \cong \text{Ind}^{\text{Gal}(\mathbb{Q})}_{\text{Gal}(k)} X^*(T).$$

For an arbitrary place $w$ of $\mathbb{Q}$, there is an isomorphism of $k$-algebras

$$\mathbb{Q}_w \otimes_{\mathbb{Q}} k \cong \prod_{v | w} k_v,$$

where $v$ runs through the places of $k$ lying above $w$. Correspondingly, there is an isomorphism of topological groups

$$T'_Q(\mathbb{Q}_w) \cong \prod_{v | w} T(k_v).$$

Let us identify $\text{Gal}(\mathbb{Q}_w)$ with a subgroup of $\text{Gal}(\mathbb{Q})$ in the usual way. In the left action of $\text{Gal}(\mathbb{Q})$ on $\text{Gal}(\mathbb{Q})/\text{Gal}(k)$, each orbit of $\text{Gal}(\mathbb{Q}_w)$ corresponds to a place $v$ of $k$ lying above $w$, and the orbit itself can be identified with $\text{Gal}(\mathbb{Q}_w)/\text{Gal}(k_v)$. It follows that

$$X^*(T')_{\text{Gal}(\mathbb{Q}_w)} \cong \prod_{v | w} X^*(T)_{\text{Gal}(k_v)}.$$

This isomorphism commutes with evaluation of local characters, so the left-hand side as a subgroup of $\text{Hom}(T'_Q(\mathbb{Q}_w), k^\times)$ corresponds to the right-hand side as a direct product of subgroups of $\text{Hom}(T(k_v), k_v^\times)$. This will show that the standard measure on $T'_Q(\mathbb{Q}_w)$, to be defined in the next paragraph, equals the product of the analogous standard measures on $T(k_v)$.

Following [46, §2.1], the topological group $T'_Q(\mathbb{Q}_w)$ has the unique maximal compact subgroup

$$T'_Q(\mathbb{Q}_w)^\flat := \{ t \in T'_Q(\mathbb{Q}_w) : |\xi(t)|_w = 1 \text{ for all } \xi \in X^*(T')_{\text{Gal}(\mathbb{Q}_w)} \}.$$

By choosing an(y) basis $\{\xi_1, \ldots, \xi_s\}$ of $X^*(T')_{\text{Gal}(\mathbb{Q}_w)}$, we see that $T'_Q(\mathbb{Q}_w)/T'_Q(\mathbb{Q}_w)^\flat$ is isomorphic to $\mathbb{Z}^s$ when $w$ is non-archimedean (resp. $\mathbb{R}^s$ when $w$ is archimedean). Accordingly, we define the standard measure $\mu_w$ on $T'_Q(\mathbb{Q}_w)$ as the product of the Haar probability measure $\mu^\flat_w$ on $T'_Q(\mathbb{Q}_w)^\flat$ and the counting measure on $\mathbb{Z}^s$ (resp. Lebesgue measure on $\mathbb{R}^s$). Explicitly, when $w$ is non-archimedean, $\mu_w$ is the unique Haar measure on $T'_Q(\mathbb{Q}_w)$ such that

$$\mu_w(T'_Q(\mathbb{Q}_w)^\flat) = 1;$$
when \( w \) is archimedean,
\[
\int_{T'(\mathbb{Q}_w)} f(t) \, d\mu_w(t)
\]
\[=
\int_{T'(\mathbb{Q}_w)/T'(\mathbb{Q}_w)^p} \left( \int_{T'(\mathbb{Q}_w)^p} f(t' t'') \, d\mu_w(t'') \right) \frac{d|\xi_1(t')|_w}{|\xi_1(t')|_w} \ldots \frac{d|\xi_a(t')|_w}{|\xi_a(t')|_w}.
\]

The standard measure \( \mu \) on \( T'(\mathbb{A}_\mathbb{Q}) \) is the product of the local measures \( \mu_w \).

The standard measure \( \mu \) on \( T'(\mathbb{A}_k) \) is defined analogously, using the characters of \( T \) defined over the various completions \( k_v \). By our earlier remarks, these two measures correspond to each other under the natural isomorphism \( T'(\mathbb{A}_\mathbb{Q}) \simeq T'(\mathbb{A}_k) \).

**Proposition 5.** Let \( \gamma \in G_{\text{reg}}(k) \) be a regular semisimple element. Then
\[
\mu(G_{\gamma}(k) \backslash G_{\gamma}(\mathbb{A}_k)) \ll_{\varepsilon} \Delta_k^{1/2+\varepsilon} |N_{k/Q}(\Delta_{k/(\gamma)/k})|^{1/2+\varepsilon}.
\]

**Proof.** Let us abbreviate \( T := G_{\gamma} \) and \( l := k(\gamma) \). By our initial remarks,

(5.3) \[
\mu(T(k) \backslash T(\mathbb{A}_k)) = \mu(T'(\mathbb{Q}) \backslash T'(\mathbb{A}_\mathbb{Q})),
\]

where \( T' := \text{Res}_{k/Q} T \) is an anisotropic torus of rank \( [k : \mathbb{Q}] \) defined over \( \mathbb{Q} \). The standard measure \( \mu \) on \( T'(\mathbb{A}) \) is proportional to the Tamagawa measure \( \omega \) on \( T'(\mathbb{A}_\mathbb{Q}) \), as defined by [54, (12)]. The square of the proportionality constant is called the quasi-discriminant \( D_{T'} \) [54, (13)], that is, \( \mu = D_{T'}^{1/2} \omega \). Moreover, by the definition of the Tamagawa number \( \tau_{T'} \) [46, p. 126],

\[
\omega(T'(\mathbb{Q}) \backslash T'(\mathbb{A}_\mathbb{Q})) = \tau_{T'} \rho_{T'},
\]

where \( \rho_{T'} \) is the special value at \( s = 1 \) of the Artin L-function

\[
L(s, T') := L(s, X^*(T') \otimes \mathbb{C}).
\]

It follows that

\[
\mu(T'(\mathbb{Q}) \backslash T'(\mathbb{A}_\mathbb{Q})) = \tau_{T'} \rho_{T'} D_{T'}^{1/2}.
\]

By [54, Prop. 3.1], the quasi-discriminant \( D_{T'} \) is smaller than the conductor \( a_{T'} \) of \( L(s, T') \). On the other hand, by our initial remarks, \( L(s, T') \) is the same as \( L(s, T) \), hence \( a_{T'} = a_T \) and \( \rho_{T'} = \rho_T \). In addition, \( \tau_{T'} = \tau_T \) by [46, Th. 3.5.1]. Recalling also (5.3), we conclude that

\[
\mu(T(k) \backslash T(\mathbb{A}_k)) < \tau_T \rho_T a_T^{1/2}.
\]

The absolute Galois group \( \text{Gal}(k) \) acts on \( X^*(T) \simeq \mathbb{Z} \) by the nontrivial quadratic character \( \chi \) fixing \( \text{Gal}(l) \). Therefore, by the Corollary on [47, p. 69] and an explicit calculation with cocycles and coboundaries (cf. [10, p. 97]),

\[
\tau_T = \# H^1(\text{Gal}(l/k), X^*(T)) = 2.
\]
Moreover,
\[ L(s, T) = L(s, \chi) = \zeta_l(s) / \zeta_k(s), \]
whose conductor equals
\[ a_T = \Delta_l / \Delta_k = \Delta_k |N_k/\mathbb{Q}(\Delta_{l/k})|. \]
Finally, by Lemma 4 in [40, Ch. XVI, §3],
\[ \rho_T = L(1, \chi) \ll \varepsilon a_T. \]
Putting everything together,
\[ \mu(T(k) \setminus T(\mathbb{A}_k)) \ll \varepsilon a_T^{1/2 + \varepsilon} = \Delta_k^{1/2 + \varepsilon} |N_k/\mathbb{Q}(\Delta_{l/k})|^{1/2 + \varepsilon}, \]
and we are done. \( \Box \)

5.3. Counting conjugacy classes. Let us introduce the notation
\[ k^+_A := \{ x \in k^x : x_v > 0 \text{ for all } v \in \text{ram}_\infty(A) \}. \]

**Lemma 14.** Let \( \gamma \in G^{\text{reg}}(k) \) be a regular semisimple element. There is a bijection
\[ \{ [h^{-1} \gamma h] : h \in H(k) \} \sim k^+_A / N_{k(\gamma)/k}(k(\gamma)^x). \]
Explicitly, the \( G(k) \)-conjugacy class \( [h^{-1} \gamma h] \) is mapped to the image of \( n(h) \) under the natural quotient map.

**Proof.** For arbitrary \( h_1, h_2 \in H(k) \), we can see that
\[ [h_1^{-1} \gamma h_1] = [h_2^{-1} \gamma h_2] \iff \exists g \in G(k) : h_1^{-1} \gamma h_1 = g^{-1} h_2^{-1} \gamma h_2 g \]
\[ \iff \exists g \in G(k) : h_1 h_2^{-1} \in H_\gamma(k) h_2 g h_2^{-1} \]
\[ \iff h_1 h_2^{-1} \in H_\gamma(k) G(k). \]
So we can identify
\[ \{ [h^{-1} \gamma h] : h \in H(k) \} \simeq H(k) / (H_\gamma(k) G(k)) \simeq n(H(k)) / n(H_\gamma(k)), \]
where the second bijection is a group isomorphism induced by the reduced norm. Let us abbreviate \( l := k(\gamma) \) and write \( \sigma \) for the nontrivial Galois automorphism of \( l \) over \( k \). Then \( n(H(k)) = k^+_A \) by the Hasse–Schilling theorem [56, Ch. XI, Prop. 3], while \( n(H_\gamma(k)) = N_{l/k}(l^x) \), because \( H_\gamma(k) \) is conjugate to \( \{ \text{diag}(\beta, \beta^\sigma) : \beta \in l^x \} \) inside \( H(l) \simeq \text{GL}_2(l) \). The result follows. \( \Box \)

We recall the notation (1.8)–(1.9) and the decomposition (5.1). Let us also introduce
\[ K := \bigcup_{g \in G(A_f)} g \mathcal{K}_0 \mathcal{O} g^{-1}. \]
Using Lemma 14, we can bound effectively the number of $G(k)$-conjugacy classes which intersect $K$ and lie inside a given $H(k)$-conjugacy class.

**Lemma 15.** Let $\gamma \in G^{\text{reg}}(k) \cap K$ be a regular semisimple element. The cardinality of

$$[\gamma] := \{[h^{-1}\gamma h] : h \in H(k) \text{ and } h^{-1}\gamma h \in K\}$$

is at most $2^{\alpha+|\text{Ram}_f(A)|+\omega(\Delta(\gamma))}$, where $\omega(\Delta(\gamma))$ is the number of distinct prime ideals dividing $\Delta(\gamma)$.

**Proof.** Let us abbreviate $l := k(\gamma)$. By Lemma 14, we can think of $[\gamma]$ as a subset of $k_A/N_{l/k}(l^X)$. On the other hand, by the Hasse norm theorem [44, Ch. VI, Cor. 4.5], there is a natural embedding of groups

$$k_A/N_{l/k}(l^X) \rightarrow \bigoplus_{v \in \text{Ram}_f(A)} k_v^X/N_{v/k_v}(l_v^X),$$

where $l_v := l \otimes_k k_v$. The index $[k_v^X : N_{l_v/k_v}(l_v^X)]$ equals 2 or 1 depending on whether $l_v$ is a field or not. Hence it suffices to verify that $n(h) \in N_{l_p/k_p}(l_p^X)$ always holds when:

- $p$ is a fixed prime such that $p \not\in \text{Ram}_f(A)$, $p \nmid \Delta(\gamma)$, and $l_p$ is a field;
- $h \in \text{GL}_2(k_p)$ and $g \in \text{SL}_2(k_p)$ are such that $g^{-1}h^{-1}\gamma hg \in \text{SL}_2(\mathfrak{o}_p)$.

By the initial assumptions, there exist $i \in \text{SL}_2(k_p)$ and $\delta \in \text{SL}_2(\mathfrak{o}_p)$ such that $\gamma = i^{-1}\delta i$. Of course $\Delta(\gamma) = \Delta(\delta)$. The conditions imply that, in the Bruhat–Tits tree $X_{k_p}$, the vertices $v_0$ and $(ihg)v_0$ are fixed by the regular semisimple element $\delta \in \text{SL}_2(\mathfrak{o}_p)$. From Lemma 13 we infer that the quadratic extension $l_p/k_p$ is unramified (which also follows more directly from $p \nmid \Delta(\gamma)$), and there is exactly one vertex fixed by $\delta$. We conclude that $v_0 = (ihg)v_0$, hence $v_p(n(ihg)) \in 2\mathbb{Z}$, and so $n(h) = n(ihg) \in N_{l_p/k_p}(l_p^X)$ by [56, Ch. VIII, Prop. 3]. The proof is complete.

The next two simple estimates are similar in nature, and they will be used in conjunction with Lemma 15.

**Lemma 16.** Let $\Gamma := \Gamma_\emptyset(\mathfrak{o})$ in the notation of (1.10). Then

$$2^{\alpha_f(A)} \ll_{\epsilon} \text{vol}(\Gamma\backslash G)^{\epsilon}.$$  

**Proof.** Let $\epsilon > 0$ be arbitrary. By Proposition 4,

$$\prod_{p \in \text{Ram}_f(A)} 2 \ll_{\epsilon} \prod_{p \in \text{Ram}_f(A)} 2 \leq \prod_{p \in \text{Ram}_f(A)} (N(p) - 1)^{\epsilon} \ll_{\epsilon} \text{vol}(\Gamma\backslash G)^{\epsilon}.$$  

The proof is complete.
Lemma 17. Let $m \subset o$ be a nonzero ideal, and let $\omega(m)$ be the number of its prime ideal divisors. Then

$$2^{\omega(m)} \ll_{\varepsilon} N(m)^{\varepsilon}.$$  

Proof. Let $\varepsilon > 0$ be arbitrary. Then

$$\prod_{p|m} 2^{\varepsilon} \prod_{p|m} 2 \leq \prod_{p|m} N(p)^{\varepsilon} \leq N(m)^{\varepsilon}.$$  

The proof is complete.

6. Proof of Theorem 1. In this section, we prove Theorem 1. Recall the parameters $S \subset S^G, \sigma = (\sigma_j) \in [0,1/2]^S$, and $T = (T_j) \in \mathbb{R}^{S^G \setminus S}$.

In Section 6.1, we construct a strongly positive definite test function $f_\mathbb{A} \in C_c(G(A))$. In Section 6.2, we show that the spectral side of the trace formula for the associated integral operator $Rf_\mathbb{A}$ detects with high weights the multiplicities $m(\pi, \Gamma_{\kappa}(n))$ for $\pi \in B(\sigma, T)$. In Section 6.3, we estimate the contributions of individual conjugacy classes to the geometric side of the trace formula for $Rf_\mathbb{A}$. In Section 6.4, we combine the bounds from the spectral and geometric expansions with a crucial geometry of numbers ingredient from [20] to conclude the proof of Theorem 1.

6.1. Test function. Our construction of the test function $f_\mathbb{A} \in C_c(G(A))$ will depend on an additional family of nonnegative parameters $R = (R_j) \in \mathbb{R}^S_{\geq 0}$, to be specified later in the proof of Theorem 1.

For $j \in S^G$, let $(G_j, K_j)$ be the pair $(\text{SL}_2(\mathbb{R}), \text{SO}_2(\mathbb{R}))$ for $j \in \{1, \ldots, a\}$ and the pair $(\text{SL}_2(\mathbb{C}), \text{SU}_2(\mathbb{C}))$ for $j \in \{a+1, \ldots, a+b\}$. Then, $G = \prod_{j=1}^{a+b} G_j$ is the Lie group in Theorem 1, and $K := \prod_{j=1}^{a+b} K_j$ is a maximal compact subgroup as in Section 1.3.1. For $j \in S$, let $f_j \in C_c(K_j \setminus G_j/K_j)$ be the spherical function afforded by Proposition 1 for $R = R_j$. For $j \in S^G \setminus S$, let $f_j \in C_c(K_j \setminus G_j/K_j)$ be the spherical function afforded by Proposition 2 for $t = T_j$. We define

$$f := \bigotimes_{j=1}^{a+b} f_j \in C_c(K \setminus G/K),$$

as well as

$$f_\mathbb{A} := f \otimes 1_V / \mu_f(K_n(n)), \quad V := \text{SU}_2(\mathbb{C})^c \times K_\kappa(n),$$

where $\mu_f$ is the standard measure on $G(A_f)$ from the beginning of Section 5.

By Propositions 1 and 2, the function $f_\mathbb{A} \in C_c(G(A))$ is supported in $D(R) \times V$, where

$$D(R) := \prod_{j \in S} B(2R_j + 2) \times \prod_{j \in S^G \setminus S} B(2),$$

and

$$1_V := \prod_{j \in S} \frac{1}{2} B(2R_j) \times \prod_{j \in S^G \setminus S} B(2).$$
with $B(R)$ as in (3.19) and with the obvious ordering of the factors. Moreover,

$$f_A(g) \ll \mu_f(K, \mathfrak{n})^{-1} \prod_{j \in S_G \setminus S} (1 + |T_j|)^{\rho_j}, \quad g \in G(A).$$

6.2. Spectral side of the trace formula. Let $Rf_A : L^2(G(k) \setminus G(A)) \to L^2(G(k) \setminus G(A))$ be the positive trace class operator given by

$$Rf_A \phi(h) := \int_{G(k)} \phi(hg) f_A(g) \, dg.$$

The image of this operator is contained in the space $L^2(G(k) \setminus G(A))^{K \times V}$ of vectors fixed by

$$K \times V = SO_2(\mathbb{R})^a \times SU_2(\mathbb{C})^b \times SU_2(\mathbb{C})^c \times K, n,$$

and so

$$\text{tr} Rf_A = \text{tr} Rf_A|_{L^2(G(k) \setminus G(A))^{K \times V}}.$$

We can identify $L^2(G(k) \setminus G(A))^{K \times V}$ with a classical function space on $\Gamma \setminus G/K$ as in (6.5) below. Indeed, $G(A) = G(k)(G \times V)$ by the strong approximation property [41, Th. 7.7.5], and hence

$$L^2(G(k) \setminus G(A))/V \simeq \eta(G(k) \cap (G \times V))/G = \Gamma \setminus G,$$

where $\eta : G(A) \to G$ is the projection introduced below (1.6). It follows that $L^2(G(k) \setminus G(A))/V$ is isomorphic to $L^2(\Gamma \setminus G)$, and

$$L^2(G(k) \setminus G(A))^{K \times V} \simeq L^2(\Gamma \setminus G)^K \simeq \bigoplus_s m(\pi_s, \Gamma \setminus G) \pi^K_s,$$

recalling the parametrization of $\pi_s \in \hat{G}_{\text{sph}}$ by $s \in ((0, 1/2] \cup i[0, \infty))^{a+b}$ from Section 1.3.3. The action of $Rf_A$ on the left-hand side becomes the action of the classical operator $Rf$ (cf. (2.2)) on the space in the middle. From (3.16), it follows that this action becomes multiplication by the scalar

$$\hat{f}(s) := \prod_{j=1}^{a+b} \hat{f}_j(s_j)$$

on each of the one-dimensional Hilbert space constituents $\pi^K_s \simeq \bigotimes_{j=1}^{a+b} \pi^K_{s_j}$ on the right-hand side. Using also (6.4), we arrive at

$$\text{tr} Rf_A = \sum_s m(\pi_s, \Gamma \setminus G) \hat{f}(s),$$
where $s$ runs through the same countable subset of $((0, 1/2] \cup [0, \infty))^{a+b}$ as in (6.5). The right-hand side of (6.6) expresses the spectral side of the trace formula for $f_A$.

For each $\pi_s$ that occurs in (6.6), we have $\hat{f}(s) \geq 0$ by the positivity of $Rf_A$. Moreover, Propositions 1 and 2 yield

$$\hat{f}(s) \gg \prod_{j \in S} e^{2\rho_j R_j \sigma_j}, \quad \pi_s \in B(\sigma, T).$$

Therefore,

$$\sum_{\pi \in B(\sigma, T)} m(\pi, \Gamma_k(n)) \ll e^{-\sum_{j \in S} 2\rho_j R_j \sigma_j} \text{tr} Rf_A.$$  \hspace{1cm} (6.7)

6.3. Geometric side of the trace formula. By the trace formula for compact quotients [2, Part I, §1], we also have the geometric expansion

$$\text{tr} Rf_A = \sum_{[\gamma] \subset G(k)} \mu(G_{\gamma}(k) \backslash G_{\gamma}(A)) \mathcal{O}(\gamma, f_A),$$  \hspace{1cm} (6.8)

where $[\gamma]$ runs through the conjugacy classes of $G(k)$, $\mu$ is the standard measure on $G_{\gamma}(A)$ defined in the beginning of Section 5, and

$$\mathcal{O}(\gamma, f_A) := \int_{G_{\gamma}(A) \backslash G(A)} f_A(g^{-1} \gamma g) \, dg$$

is the global orbital integral. Separating the contribution of the central and regular semisimple conjugacy classes, we obtain

$$\text{tr} Rf_A = \mu(G(k) \backslash G(A)) (f_A(\text{id}) + f_A(-\text{id})) + \sum_{[\gamma] \in W} \mu(G_{\gamma}(k) \backslash G_{\gamma}(A)) \mathcal{O}(\gamma, f_A),$$  \hspace{1cm} (6.9)

where $W := W(R, K_{\kappa}(n))$ is the set of conjugacy classes $[\gamma] \subset G(k)^{\text{reg}}$ such that the conjugacy class of $\gamma$ in $G(A)$ intersects $D(R) \times V$ (cf. (2.1)–(2.2)). Combining (5.2) for $\Gamma = \Gamma_0(\sigma)$ and (6.3), it is clear that

$$\mu(G(k) \backslash G(A)) f_A(\pm \text{id}) \ll \text{vol}(\Gamma_0(\sigma) \backslash G) \mu_f(K_{\kappa}(n))^{-1} \prod_{j \in S} (1 + |T_j|)^{\rho_j}.$$ 

Here $\mu_f(K_{\kappa}(n))^{-1}$ is the same as $[K_0(\sigma) : K_{\kappa}(n)] = [\Gamma_0(\sigma) : \Gamma_{\kappa}(n)]$, hence the right-hand side equals $C(\Gamma_{\kappa}(n), T)$ by (1.14). Going back to (6.9), we infer that

$$\text{tr} Rf_A \ll C(\Gamma_{\kappa}(n), T) + \left| \sum_{[\gamma] \in W} \mu(G_{\gamma}(k) \backslash G_{\gamma}(A)) \mathcal{O}(\gamma, f_A) \right|.$$  \hspace{1cm} (6.10)
Note that \( \text{tr}(\gamma) \in \mathfrak{o} \) holds for every \([\gamma] \in W\), because \( \gamma \) lies in a maximal compact subgroup of \( \mathbf{G}(\mathbb{A}_f) \). In particular, for every prime ideal \( p \not\in \text{ram}(A) \), \( \gamma \) is \( \text{SL}_2(k_p) \)-conjugate to an element of \( \text{SL}_2(\mathfrak{o}_p) \). This will be important in the proof of Lemma 18 below, when we apply Proposition 3 in conjunction with Lemma 7.

In order to estimate \( \mathcal{O}(\gamma, f_h) \) for \([\gamma] \in W\), we write \( f_h \) in the fully factorized form

\[
(6.11) \quad f_h = \bigotimes_v f_v,
\]

where \( f_v \) is as in Section 6.1 for \( v \not\in \text{ram}(A) \) archimedean, \( f_v := 1_{\mathbf{G}(k_v)} \) for \( v \in \text{ram}(A) \) arbitrary, \( f_p := 1_{K_{\kappa(p)}(\mathfrak{n}_p)}/\mu_p(K_{\kappa(p)}(\mathfrak{n}_p)) \) for \( p \mid n \), and \( f_p := 1_{\text{SL}_2(\mathfrak{o}_p)} \) for \( p \not\in \text{ram}(A) \) satisfying \( p \nmid n \). Then we have the decomposition

\[
(6.12) \quad \mathcal{O}(\gamma, f_h) = \prod_v \mathcal{O}'(\gamma, f_v), \quad \mathcal{O}'(\gamma, f_v) := |\Delta(\gamma)|^{1/2}_v \mathcal{O}(\gamma, f_v).
\]

Indeed, the normalization factors \(|\Delta(\gamma)|^{1/2}_v \) cancel out by Artin’s product formula [56, Ch. IV, Th. 5].

Further, it will be convenient to bound \( \mathcal{O}(\gamma, f_h) \) in terms of \( \text{tr}(\gamma) \), hence in accordance with (4.4) and (4.5), we introduce the functions \( w^{n,p}_j : \mathfrak{o}_p \to \mathbb{R}_{\geq 0} \) as

\[
(6.13) \quad w^{n,p}_0(x) := \begin{cases} N(p)^{\min(v_p(x^2-4)/2,|v_p(n)/2|)} & x^2 - 4 = \square, \\ N(p)^{|v_p(n)/2|} 1_{v_p(x^2-4) \geq v_p(n)} & x^2 - 4 \neq \square; \end{cases}
\]

\[
(6.14) \quad w^{n,p}_1(x) := N(p)^{2v_p(n)} 1_{v_p(x^2-4) \geq 2v_p(n)}.
\]

Thus, for a regular semisimple \( \gamma \in \text{SL}_2(\mathfrak{o}_p) \), we have \( w^{n,p}_j(\text{tr}(\gamma)) = v_p^{\kappa(p)}(\gamma) \) in the notation of (4.4) and (4.5). Note that, when \( p \nmid n \), \( w^{n,p}_j(x) = 1 \) for all \( x \in \mathfrak{o} \). We also define the function \( w^{n,p}_r : \mathfrak{o}^r \to \mathbb{R}_{\geq 0} \) by

\[
(6.15) \quad w^{n,p}_r(x) := \prod_{p \mid n} w^{n,p}_{\kappa(p)}(x_p).
\]

Our estimate on the invariant orbital integrals in (6.12) is as follows. We emphasize that the constant \( C \geq 4 \) in the statement is absolute, independent of all data.

**Lemma 18.** There exists an absolute constant \( C \geq 4 \) such that the following holds. Let \( f_h = \bigotimes_v f_v \) with \( f_v \in C_c(\mathbf{G}(k_v)) \) be as in (6.11), and assume that \([\gamma] \in W\). Then:

(a) For every archimedean place \( v \) of \( k \), \(|\mathcal{O}'(\gamma, f_v)| \leq C\).

(b) For every non-archimedean place \( p \) of \( k \),

\[
\mathcal{O}'(\gamma, f_p) \leq C|2|_p^{-1}|\Delta_{k(\gamma)/k}|^{1/2}_p \begin{cases} w^{n,p}_{\kappa(p)}(\text{tr}(\gamma)) & p \mid n; \\ 1 & p \nmid n. \end{cases}
\]

Moreover, if \( p \nmid \Delta(\gamma) \), then the leading factor \( C|2|_p^{-1}|\Delta_{k(\gamma)/k}|^{1/2}_p \) can be omitted.
The global orbital integral satisfies
\[
|O(\gamma, f_A)| \leq C^{[k:Q] + \omega(\Delta(\gamma))} |N_{k/Q}(\Delta_k(\gamma)/k)|^{-1/2} w_n^{\gamma}(tr(\gamma)),
\]
where \(\omega(\Delta(\gamma))\) is the number of distinct prime ideals dividing \(\Delta(\gamma)\).

Proof. Let \(v\) be an archimedean place of \(k\). If \(v \notin \text{ram}(A)\), then the bound in (a) follows from Propositions 1 and 2, where the implied constants are absolute. If \(v \in \text{ram}(A)\), then
\[
O'(\gamma, f_v) = |\Delta(\gamma)|_{v}^{1/2} < 2,
\]
since \(\gamma\) lies in \(G(k_v) \cong SU_2(\mathbb{C})\). This proves (a).

Before turning to the proof of (b), we make two initial observations.

- First, \(|\Delta_{k(\gamma)}/k|_p\) equals 1 or \(N(p)^{-1}\) depending on whether \(p\) is unramified or ramified in \(k(\gamma)/k\); this follows from [56, Ch. VIII, Prop. 3], [56, Ch. I, Prop. 4], and the Corollary to [56, Ch. VIII, Prop. 6].

- Second, \(\Delta_{k(\gamma)}/k| \Delta(\gamma)\), and hence \(|\Delta(\gamma)|_p \leq |\Delta_{k(\gamma)}/k|_p\) for every \(p\), because \(\Delta(\gamma)\) is the discriminant of the \(\mathfrak{o}\)-submodule \(\mathfrak{o} + \mathfrak{o}w \subset \mathfrak{o}_{k(\gamma)}\), where \(w\) is an eigenvalue of \(\gamma\).

Now, if \(p \notin \text{ram}(A)\), then the bounds in (b) follow from Lemma 7, Proposition 3, and our first observation. We note that the factor \(\text{vol}(K_{j/p}(\mathbb{R}))\) in Proposition 3 is neutralized by the factor \(1/\mu_p(K_{\gamma/p}(\mathbb{R}))\) included in the definition of \(f_p\) for \(p \mid n\) (see below (6.11)). On the other hand, if \(p \in \text{ram}(A)\), then \(p \nmid n\), and
\[
O'(\gamma, f_p) = |\Delta(\gamma)|_p^{1/2} \leq |\Delta_{k(\gamma)}/k|_p^{1/2}
\]
follows from our second observation and the fact that \(G_{\gamma}(k_p) \backslash G(k_p)\) is a probability space.

Part (c) follows directly from (6.12) and the already established parts (a)–(b), with \(2C\) as the absolute constant. \(\square\)

Lemma 18 combined with Proposition 5 yields the following estimate on the contribution of each regular conjugacy class to the geometric side of the trace formula:
\[
\mu(G_{\gamma}(k) \backslash G_{\gamma}(\mathbb{A})) O(\gamma, f_A)
\ll \varepsilon C^{\omega(\Delta(\gamma))} \Delta_k^{1/2 + \varepsilon} |N_{k/Q}(\Delta_{k(\gamma)}/k)|^{1/2} w_n^{\gamma}(tr(\gamma)), \quad [\gamma] \in W.
\]

(6.16)

From now on we assume that \(R = (R_j)_{j \in S}\) satisfies
\[
\sum_j \rho_j R_j \leq 7 + \log C(\Gamma_\kappa(n), T),
\]
(6.17)

where the right-hand side is positive by Proposition 4. In fact, with our final choice (6.31), we will have equality in (6.17) except when \(S = \emptyset\), in which
case (6.17) is vacuous. We may use (6.17) to consolidate the $\varepsilon$-powers in (6.16) as follows. The condition $[\gamma] \in W$ implies readily via Lemma 5 that

$$
|\text{tr}(\gamma)|_j < e^{\rho_j(R_j+2)}, \quad |\Delta(\gamma)|_j < e^{2\rho_j(R_j+2)}, \quad j \in S;
$$

$$
|\text{tr}(\gamma)|_j < e^{2\rho_j}, \quad |\Delta(\gamma)|_j < e^{4\rho_j}, \quad j \in \{1, \ldots, a+b+c\} \setminus S.
$$

The bounds (6.18) combined with (6.17) and the observation from the proof of Lemma 18 that $\Delta_k(\gamma)/k$ divides $\Delta(\gamma)$ show that

$$
|N_{k/Q}(\Delta_k(\gamma)/k)| \leq |N_{k/Q}(\Delta(\gamma))| \ll C(\Gamma_\kappa(n), T)^2.
$$

Moreover, by Proposition 4,

$$
\Delta_k \ll C(\Gamma_\kappa(n), T)^{2/3}.
$$

Combining (6.10), (6.16), (6.19), (6.20), and Lemma 17, we conclude that

$$
\text{tr } Rf_k \ll C(\Gamma_\kappa(n), T)^{1/2} \sum_{[\gamma] \in W} w^n_\kappa(\text{tr } \gamma).
$$

As before, $X \ll Y$ stands for $X \ll \epsilon C(\Gamma, T)^\epsilon Y$. Our estimate on the geometric side of the trace formula (6.21) should be compared with (6.7) and (6.17).

## 6.4. Geometry of numbers.

We may further estimate the right-hand side of (6.21) as follows. We have seen in (6.18) that the traces of $[\gamma] \in W$ lie in $\mathfrak{a} \cap \mathcal{R}$, where

$$
\mathcal{R} := \{x \in A_\infty : |x|_j < e^{\rho_j(R_j+2)} \text{ for all } j \in S \}
$$

and $|x|_j < e^{2\rho_j}$ for all $j \in \{1, \ldots, a+b+c\} \setminus S$.

For a given conjugacy class $[\gamma] \in W$, there are at most $2^{a+|\text{ram}_f(A)|+\omega(\Delta(\gamma))}$ conjugacy classes in $G(k)$ with the same trace $\text{tr}(\gamma)$, as follows from the Skolem–Noether theorem [41, Cor. 2.9.9] and Lemma 15. Moreover, $2^{|\text{ram}_f(A)|+\omega(\Delta(\gamma))} \ll 1$ by Lemmata 16–17 and (6.19). Therefore, by counting how many times a trace appears in (6.21), we arrive at

$$
\text{tr } Rf_k \ll C(\Gamma_\kappa(n), T)^{1/2} \sum_{x \in \mathfrak{a} \cap \mathcal{R}} w^n_\kappa(x).
$$

We claim that the function $w^n_\kappa$ is periodic by the ideal (embedded into $\mathfrak{d}$)

$$
n' := 4 \prod_{p | n} p^{(1+\kappa(p))\nu_p(n)}.
$$

By (6.15), it suffices to show for every $p | n$ that $w^n_{0,p}$ is periodic modulo $4p^{\nu_p(n_p)}$ and $w^n_{1,p}$ is periodic modulo $p^{2\nu_p(n_p)}$. For this, we first rewrite the definition (6.13)
in the more transparent form

\[
    u_{0}^{n,p}(x) = N(p)^{\nu_{p}(x^{2}-4)/2} \mathbf{1}_{\nu_{p}(x^{2}-4)<\nu_{p}(n)} x^{2}-4 = □ + N(p)^{[\nu_{p}(n)/2]} \mathbf{1}_{\nu_{p}(x^{2}-4)\geq \nu_{p}(n)}.
\]

Using also the definition (6.14), it suffices to check the following three claims for any given \(r \in \mathbb{N}\):

- for \(x \in \mathfrak{o}_{p}\), the condition \(\nu_{p}(x^{2}-4) \geq r\) is invariant under shifts by elements of \(p^{r}\);
- for \(x \in \mathfrak{o}_{p}\) satisfying \(\nu_{p}(x^{2}-4) < r\), the quantity \(\nu_{p}(x^{2}-4)\) is periodic by \(p^{r}\);
- for \(x \in \mathfrak{o}_{p}\) satisfying \(\nu_{p}(x^{2}-4) < r\), the condition \(x^{2}-4 = □\) is invariant under shifts by elements of \(4p^{r}\).

The first two claims are clear, so we focus on the third one. For \(p \nmid 2\), the required invariance follows from the fact that the square map is an automorphism of \(1+p\mathfrak{o}_{p}\) (see [56, Ch. II, Prop. 8]). For \(p | 2\), the required invariance follows from the fact that the square map is an isomorphism from \(1+4\mathfrak{o}_{p}\) to \(1+8\mathfrak{o}_{p}\) (see the proof of [56, Ch. II, Prop. 9]).

Now we can estimate the right-hand side of (6.23) with the help of the following lemma.

**Lemma 19.** Let \(w : \hat{\mathfrak{o}} \to \mathbb{R}_{\geq 0}\) be a continuous function periodic by a nonzero ideal \(m \subset \mathfrak{o}\), and let \(\mathcal{P} \subset \mathbb{A}_{∞}\) be a polycylinder of the form

\[
    \mathcal{P} = \{ x \in \mathbb{A}_{∞} : |x_{v}|_{v} \leq P_{v} \text{ for every archimedean place } v \text{ of } k \}.
\]

Then,

\[
    \sum_{x \in \mathfrak{o} \cap \mathcal{P}} w(x) \ll \left( \Delta_{k}^{1/2} N(m) + \Delta_{k}^{-1/2} \text{vol}(\mathcal{P}) \right) \int_{\hat{\mathfrak{o}}} w.
\]

**Proof.** By the periodicity condition, \(w\) is a linear combination (with unique nonnegative coefficients) of the characteristic functions of the cosets of \(m\hat{\mathfrak{o}}\) in \(\hat{\mathfrak{o}}\). Therefore, by linearity, it suffices to verify the inequality when \(w\) is one of these characteristic functions, in which case it states that

\[
    \#((y+m) \cap \mathcal{P}) \ll \Delta_{k}^{1/2} + \frac{\text{vol}(\mathcal{P})}{\Delta_{k}^{1/2} N(m)}, \quad y \in \mathfrak{o}.
\]

The claim is trivial when \(y+m\) is disjoint from \(\mathcal{P}\). Otherwise, let us fix a point \(x_{0} \in (y+m) \cap \mathcal{P}\). For any \(x \in (y+m) \cap \mathcal{P}\), we have \(x - x_{0} \in m \cap (2\mathcal{P})\), hence it suffices to show that

\[
    \#(m \cap (2\mathcal{P})) \ll \Delta_{k}^{1/2} + \frac{\text{vol}(\mathcal{P})}{\Delta_{k}^{1/2} N(m)}.
\]
This inequality is equivalent to [20, Cor. 1], hence we are done. (Strictly speaking, [20] is written for \( k \neq \mathbb{Q} \), but the conclusions extend trivially to \( k = \mathbb{Q} \).) \( \square \)

Combining (6.24) with Proposition 4 and Lemma 10, we verify that

\[
N(n') \ll \prod_{p \mid n} N(p)^{1+\kappa(p)}u_p(n) \ll \Delta_k^{-3/2}C(\Gamma\kappa(n), T);
\]

moreover, (6.22) and (6.17) yield \( \text{vol}(\mathcal{R}) \ll C(\Gamma\kappa(n), T) \). Therefore, Lemma 19 furnishes the clean bound

\[
\sum_{x \in \sigma \cap \mathcal{R}} w^n(x) \ll \Delta_k^{-1/2}C(\Gamma\kappa(n), T) \int_\tilde{\sigma} w^n.
\]

The integral over \( \tilde{\sigma} \) splits into a product of local integrals as

\[
\int_\tilde{\sigma} w^n = \prod_{p \mid n} \int_{\tilde{\sigma}_p} w^{n,p}_\kappa(p);
\]

and the factors can be estimated as (cf. (6.25) and (6.14))

\[
\int_{\tilde{\sigma}_p} w^{n,p}_0 \leq \int_{\tilde{\sigma}_p} \left( \sum_{0 \leq \ell < v_p(n)/2} N(p)^{\ell}1_{v_p(x^2-4)=2\ell} + N(p)^{v_p(n)/2}1_{v_p(x^2-4)\geq v_p(n)} \right) dx \\
\leq \begin{cases} 1, & p \nmid 2, \\ 2|4|^{v_p(n)/2} - 1, & p \mid 2. \\ \end{cases}
\]

\[
\int_{\tilde{\sigma}_p} w^{n,p}_1 = \int_{\tilde{\sigma}_p} N(p)^{2v_p(n)}1_{v_p(x^2-4)\geq v_p(n)} dx \leq \begin{cases} 2, & p \nmid 2, \\
4|4|^{1} - 1, & p \mid 2. \\ \end{cases}
\]

Multiplying these local bounds over \( p \mid n \), we get by Lemma 17 and (6.26) that

\[
\int_\tilde{\sigma} w^n \leq 2^{\omega(n)}8^{[k:\mathbb{Q}]} \ll 1.
\]

Combining (6.23), (6.27), (6.28), we see that \( \text{tr} R f_h \ll C(\Gamma\kappa(n), T) \). Going back to (6.7), we have proved that

\[
\sum_{\pi \in \mathcal{B}(\sigma, T)} m(\pi, \Gamma\kappa(n)) \ll e^{-\sum_{j \in S} 2\rho_j R_j \sigma_j} C(\Gamma\kappa(n), T).
\]

This estimate holds for every choice of nonnegative parameters \( R = (R_j)_{j \in S} \) satisfying (6.17). If \( S = \emptyset \), this proves Theorem 1. In fact, it is not hard to see that, for \( S = \emptyset \), the proof gives (6.29) in the slightly stronger form

\[
\sum_{\pi \in \mathcal{B}(\sigma, T)} m(\pi, \Gamma\kappa(n)) \ll \varepsilon \text{vol}(\Gamma\kappa(n) \setminus G)^{\epsilon} C(\Gamma\kappa(n), T).
\]
Otherwise, let $j_0 \in S$ be such that $\sigma_{j_0}$ is maximal, that is, $p(\sigma) = 2/(1 - 2\sigma_{j_0})$ by (1.13). Then, by setting

\begin{equation}
R_j := \begin{cases} 
\rho_{j_0}^{-1}(7 + \log C(\Gamma_\kappa(n), T)), & \text{if } j = j_0, \\
0, & \text{if } j \neq j_0,
\end{cases}
\end{equation}

we get

$$
\sum_{\pi \in B(\sigma, T)} m(\pi, \Gamma_\kappa(n)) \ll \varepsilon = C(\Gamma_\kappa(n), T)^{1-2\sigma_{j_0}+\varepsilon} = C(\Gamma_\kappa(n), T)^{2/p(\sigma)+\varepsilon}.
$$

The proof of Theorem 1 is complete.
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