Online adaptive group-wise sparse NPLS for ECoG neural signal decoding

Alexandre Moly1*, Alexandre Aksenov2, Alim Louis Benabid1, Tetiana Aksenova1*

1 Univ. Grenoble Alpes, CEA, LETI, Clinatec, F-38000 Grenoble
2 Independent researcher
*Correspondence and requests for materials should be addressed to A.M. and T.A. (email: alexandre.moly@cea.fr and tetiana.aksenova@cea.fr).

Keywords: brain–computer interfaces, neural decoding, penalization, regularization, sparse group-wise, REW-NPLS, ECoG, incremental, adaptive, online, recursive, clinical trial, tetraplegic patient.

Abstract

Objective. Brain–computer interfaces (BCIs) create a new communication pathway between the brain and an effector without neuromuscular activation. BCI experiments highlighted high intra and inter-subjects variability in the BCI decoders. Although BCI model is generally relying on neurological markers generalizable on the majority of subjects, it requires to generate a wide range of neural features to include possible neurophysiological patterns. However, the processing of noisy and high dimensional features, such as brain signals, brings several challenges to overcome such as model calibration issues, model generalization and interpretation problems and hardware related obstacles.

Approach. An online adaptive group-wise sparse decoder named $L_p$-Penalized REW-NPLS algorithm (PREW-NPLS) is presented to reduce the feature space dimension employed for BCI decoding. The proposed decoder was designed to create BCI systems with low computational cost suited for portable applications and tested during offline pseudo-online study based on online closed-loop BCI control of the left and right 3D arm movements of a virtual avatar from the ECoG recordings of a tetraplegic patient.

Main results. PREW-NPLS algorithm highlight at least as good decoding performance as REW-NPLS algorithm. However, the decoding performance obtained with PREW-NPLS were achieved thanks to sparse models with up to 64% and 75% of the electrodes set to 0 for the left and right hand models respectively using $L_1$-PREW-NPLS. Additionally, $L_0$-PREW-NPLS and $L_1$-PREW-NPLS are computationally efficient and adapted for online closed-loop decoder adaptation at a high frequency rate (every tenth of seconds).

Significance. The designed solution proposed an online incremental adaptive algorithm suitable for online adaptive decoder calibration which estimate sparse decoding solutions. The PREW-NPLS models are suited for portable applications with low computational power using only small number of electrodes with degrading the decoding performance.

The studied data are extracted from a clinical trial catalogued in the ClinicalTrials.gov register, under the identifier: NCT02550522

1. Introduction

Brain-computer interfaces (BCIs) are systems that allow the control of external devices from the brain’s neural signals without neuromuscular activation. Among the various applications, functional compensation and rehabilitation of individuals suffering from severe motor disabilities (with motor BCIs) has always been a focus for BCI research. With the exception of algorithms specifically oriented to this problematic, higher dimensional models require more training data set. Nevertheless, real-time BCI experiments are performed during rare and brief sessions due to the reduced ability of disabled patients to remain focused in prolonged calibration sequences [5]. Therefore, generally, calibration sessions are too short for complex high dimensional parameter identification and may lead to the classical “curse of dimensionality” problem related to uninformative or correlated features and small training dataset compared to feature space dimension [1–4]. Additionally, high dimensional feature spaces and related models with high number of parameters are more complicated to interpret than low dimensional one. Moreover, high dimensional feature spaces computation and high dimensional models evaluation require high computational
power and time for neural signal processing, model calibration and application [1–4]. These hardware considerations are key characteristics in the case of real-time embedded/portable BCI application which have limited computational resources.

To prevent these issues, dimensional reduction algorithms decreasing the feature space dimension were employed to create the BCI model. Reduction of the feature space dimension may improve the decoding performance and drastically reduce the computing time and resources required. In the case of daily life BCI applications with high dimensional data flow processing, computing time and resources management is a crucial aspect to consider [6]. Dimensional reduction algorithms are dissociated into projection and feature selection algorithm families. Both dimensional reduction algorithm types were applied to BCI online experiments and offline studies.

**Projections algorithms** are often used in BCI studies [6–22]. They project the feature space into a subspace of lower dimension by linear or non-linear combination of the initial feature space components. This family clusters the principal and independent component analysis (PCA and ICA), spatio-spectral decomposition (SSD), common spatial pattern (CSP) or partial least squares (PLS) etc. [6–22]. However, such methods may not improve the computing time as they does not optimize feature extraction step. The irrelevant features are still computed.

**Feature selection family** regroups filter-based, wrapper-based and embedded techniques [23,24]. Filter-based methods ranks and selects independently the features which clusters most information without consideration of the trained decoder. This method is effective in computation time and have good generalization capacity. However, these methods tend to select highly correlated (redundant) features.

In the opposite, wrapper-based techniques incorporate supervised learning algorithms to evaluate the possible interactions between the features. Wrapper methods add iteratively new features to the subset of selected features space and evaluate the performance of the selected subset combined with the trained decoder [7]. These methods are efficient, nevertheless, they are costly in terms of computing time and may lead to overfitting.

Embedded techniques regroups the strategies were the feature selection steps is directly integrated into the decoding algorithm to combined the benefits of both previous methods: keeping the advantages of wrapper while decreasing computational complexity [23]. Features selection is performed directly within the model learning process. BCI Embedded techniques regroups decision tree, and regularization algorithms. Regularization strategies add penalty on the model parameter optimization to reduce the freedom of the model. Numerous regularization are named depending on the penalization term: L0, L1 (Lasso), L2 (Ridge) or elastic net regularization algorithms etc. The L1 regularization adds a penalty term equal to the sum of the absolute value of the coefficients whereas L2 regularization integrates a penalty equal to the sum of the squared value of the coefficients and elastic net regularization is the combination of both L1 and L2 penalization [3]. Lp regularization algorithms with 0 ≤ p ≤ 1 discard irrelevant features promoting sparse solution [3,25]. Sparse solution is efficient to avoid overfitting and may lead to reduction in computing time.

Regularization algorithms were commonly applied in BCI field for feature selection or to improve neural signal decoding such as L0 [26], L1 [27–31], L2 [13,27,32,33], elastic net [34,35] or other regularization strategies such as regularization using, polynomial regression [36], sparse regularization based on automatic relevance determination (ARD) parameters [37,38], Kullback-Leibler regularization in the Riemannian mean [39] etc. Generally, regularization algorithms is performed in single-wise manner, they evaluate independently the contribution of each model parameters before to apply constrain in order to regulate the amplitude of each parameter weights. Each features are regularized independently and are not evaluated as belonging to a group of features to be penalized. Therefore, in the case of tensor input features, each tensor components are set to zero independently to each other. Such element-wise component regularization of tensor features may lead to more complicated interpretation of the results and extraction of the relevant features. However, there are many applications with structurally grouped input features where it may be of interest to set simultaneously to zero or non-zero value features within a pre-determined group [25].

Group-wise regularization performs selection by grouping the relevant features and applying the penalization to the groups of features at once [25,30,31,40,41]. Grouping can clusters features over the electrodes, the frequency bands [42] etc. Group-wise sparse regularization promotes the model convergence to sparse solution (in a group-wise level), simplify the model interpretation and is suited to naturally structured features. Moreover, group-wise selection discards group of variables from the signal processing workflow (electrode or frequency) reducing the
computation cost and the required computing time for real-time applications. Group-wise penalization was rarely applied to the BCI field [30,42–44]. Regularized PARAFAC and Tucker decomposition are two solutions designed for group-wise tensor penalization. Tensor is expressed as a linear combination of vectors which are independently regularized. Regularized tensor decomposition lead to a slice-wise tensor penalization creating more easily interpretable solution than element-wise regularization strategy. These approaches were used in some offline BCI experiments [30,41] and in other fields [40,45–47].

In BCI studies, most of the presented feature dimensional reduction algorithms were tested during offline experiment analysis [10–13,16,18–20,22,26–31,35,37–39,42–44,48–52]. Nevertheless, some of them were applied in online applications. Generally, feature selection was performed in offline preliminary studies before to apply the set of selected feature during online clinical or preclinical BCI experiments [8,14,33,34,53–56].

Online adaptive dimensional reduction strategies have advantages for online adaptive BCI. Majority of decoders trained in real-time are sensitive to overfitting due to lack of training data. Moreover, reduced feature space dimensions may reduce the required computing resources to apply the model in real time with faster data flow analysis.

The adaptive dimensional reduction algorithms commonly applied in the BCI [7,15,17,57–62] and other [63] fields were based on projections strategies such as adaptive CSP, PCA, ICA or xDAWN. However, all of them were only tested during offline studies. None of them were integrated into a BCI software made of an adaptive dimensional reduction procedure followed by an adaptive classifier/regression decoder.

Few adaptive feature selection algorithms have been designed in the motor BCI field. Filter methods have been tested on BCI simulation using Mutual Information [48] or during online BCI experiments based on Fisher score [64]. Wrapper strategy has been optimized using parallel computation for online BCI classifier [65] whereas embedded methods using semi-supervised feature selection [66] and weighting features algorithm [67] have been designed and used during online BCI applications. Adaptive genetic algorithm was proposed for adaptive channel selection in [68]. Nevertheless, all these algorithms were applied to simple online binary classification BCI experiments.

Regularized algorithms trained offline have been applied during online BCI experiments [32,69,70]. Adaptive regularized algorithms with fixed penalization hyperaparemeter were tested using offline dataset but none of these algorithms have been applied to real time BCI experiments [39,71,72]. Adaptive L1 regularization strategy was applied to adaptive logistic regression [73], Kernel least squares [74] and recursive least squares algorithms [75] in other domains.

Only few dimensional reduction methods have been integrated into adaptive algorithms for online incremental calibration during real-time BCI experiments and are restricted to EEG-based experiments [64–68]. Computational complexity and difficulty to integrate dimensional reduction methods into real-time algorithms may explain the lack of solutions. Moreover, dimensional reduction methods often rely on hyperparameters which required to be tuned to optimize the decoding performances. This hyperparameter optimization problem may be another explanation of the lack of regularized adaptive decoder in the BCI fields.

In motor BCI field, L1-Regularized N-way PLS algorithm developed by Eliseyev [30] and RPLS proposed by Foodeh [76] outperformed their non-penalized version due to noisy/non relevant electrodes suppression. However, these algorithms were not adapted to online adaptive decoding, required preliminary studies to fixed the hyperparameters and were only tested offline on non-human primates using ECoG [30,76] and Local field potential (LFP) on rats [76].

In the next section, the new Penalized REW-NPLS (PREW-NPLS) is proposed. PREW-NPLS is a new regularized recursive exponentially weighted N-way PLS designed for online adaptive decoding promoting group-wise (slice-wise) sparsity generalized to $L_0, L_{0.5}$ and $L_1$ norm regularization. PREW-NPLS rely on the REW-NPLS algorithms. The crucial REW-NPLS tensor decomposition procedure inspired from PARAFAC algorithm is modified to estimate a sparse $L_0, L_{0.5}$ or $L_1$ PARAFAC tensor decomposition. PREW-NPLS is an incremental adaptive regression algorithm which incrementally estimates a sparse $L_0, L_{0.5}$ and $L_1$ solution with a fixed penalization hyperparameter.

Firstly, in order to understand the proposed algorithms, the PARAFAC procedure employed in the non-penalized REW-NPLS algorithm is detailed [21]. Then, the new $L_p$- Penalized REW-NPLS algorithm (PREW-NPLS) for
online sparse model identification is described. Finally, the results obtained in the offline pseudo-online studies carried out with PREW-NPLS algorithm for 3D left and right hand trajectory decoding from ECoG neural signals recorded during online closed-loop control of a virtual avatar by a tetraplegic are presented.

2. METHODS

2.1. PARAFAC procedure

REW-NPLS algorithm evaluates a set of projectors from the covariance matrix $\mathbf{X}\mathbf{Y}^T$ using a rank one decomposition to evaluate the model parameters. Several tensor decomposition strategies were designed such as the PARAFAC, Tucker and multilinear SVD decomposition. The tensor decomposition employed in REW-NPLS algorithm is based on Parallel factor analysis (PARAFAC) tensor decomposition procedure. It is described in further detail in the next section.

2.1.1. Definition

Parallel factor analysis (PARAFAC) or CANDECOMP/PARAFAC (CP) also known as polyadic decomposition (PD) can be considered as the generalization of principal component analysis (PCA) and singular value decomposition (SVD) to the tensor case [77,78]. This method represents a $M$-order tensor $\mathbf{V} \in \mathbb{R}^{I_1 \times \ldots \times I_M}$ as the linear combination of vectors outer products (rank-one tensors) such as:

$$\mathbf{V} = \sum_{r=1}^{R} \rho_r \mathbf{w}_r \otimes \mathbf{w}_r \otimes \ldots \otimes \mathbf{w}_r + \mathbf{E},$$

with $r, m : \| \mathbf{w}_r \| = 1$.

Here, $1 \leq m \leq M$ corresponds to the $m$th mode/dimension of the tensor variable, “$\otimes$” is the (vector) outer product of the decomposition factors (projectors) $\mathbf{w}_r \in \mathbb{R}^{I_m}, R \in \mathbb{N}$ is the fixed number of rank-one tensors used to decompose the original tensor variable, $\rho_r$ is weight associated to each rank-one tensor of the decomposition and $\mathbf{E} \in \mathbb{R}^{I_1 \times \ldots \times I_M}$ is the tensor of residuals [78].

2.1.2. PARAFAC decomposition computation

Tensor decomposition is an appealing tool since the last twenty years in various fields (audio, image, video processing, biomedical applications,...) due to the rising of high dimensional data [77]. Nevertheless, no specific algorithm determining the rank of tensor has been defined [78]. Consequently, the number of rank-one tensor decomposition $R$ is set to a sub-optimal value [78]. Fixing $R$ leads to solve a low-rank approximation problem which is an ill-posed problem [79]. Numerous algorithms has been designed to locally solve the problem.

Most of the solutions can be regrouped into two families: direct methods regrouping Alternating least square (ALS), direct trilinear decomposition (DTLD), and iterative Non-least squares methods such as self-weighted alternating tri-linear decomposition (SWATLD) or alternating slice-wise diagonalization (ASD), Hessian and gradient based methods regroup Newton-based algorithms damped Gauss-Newton with compression (dGNc), positive matrix factorization for 3-way arrays (PMF3) and high-order singular value decomposition (HOSVD) [78,80]. No agreements on the best solution has been found on the literature but ALS seems to generally leads to good quality decomposition even though it is slower than numerous algorithms such as ASD [80–82].

Alternating least square (ALS) method is the most popular algorithm for PARAFAC decomposition [78,81] due to ease of implementation. Nevertheless this algorithm has many drawbacks. ALS method can be long to converge without guarantee of finding a global minimum [77,78,83,84]. Moreover, ALS is dependent on the initialization of the decomposition factors [78]. Several methods have been designed to improve ALS performances depending on the decomposition quality, computing resources, computation time [77,81] such as Tikhonov regularization, maximum block improvement method [84], coupled-eigenvalue (CE) post-processing [79] etc.

The dGNc and PMF3 algorithm show better results than ALS in [80] but are more computationally expensive. CE post-processing improves the decomposition of truncated HOSVD and Sequential rank-one approximation (SeROA) presented in [83] highlights good results that should be compared to ALS. An interesting solution proposed in [80] could be to combine the different algorithms to exploit the benefits of each one. SWATLD algorithm could be used to initialize the decomposition factors of the rank-one tensor decomposition for PMF3, dGN or ALS algorithms before to apply CE post-processing [79,80]. However, there is no consensus on the advantages of the proposed alternative compared to ALS algorithms [78,82].
Next section is mainly focused on the most widespread ALS algorithm employed in the REW-NPLS for the PARAFAC tensor decomposition.

2.1.3. ALS based PARAFAC decomposition

Alternating least square (ALS) method optimizes one projector \( (W^q_r \in \mathbb{R}^{l \times m}) \) at a time and fixes the others\([77–79]\). In the next section, PARAFAC decomposition is considered in the specific case of three-order tensor decomposition to simplify the notation and to be closer to the BCI application presented in the next chapters. All the presented equations are generalizable to N-order tensor decomposition procedure.

Let \( V \in \mathbb{R}^{l_1 \times l_2 \times l_3} \) be a third order tensor which undergoes PARAFAC decomposition. The aim is to find a tensor \( \hat{V} \in \mathbb{R}^{l_1 \times l_2 \times l_3} \) equal to the linear combination of \( R \in \mathbb{N} \) outer product of three normalized projectors \( W^1_r \in \mathbb{R}^{l_1}, W^2_r \in \mathbb{R}^{l_2}, W^3_r \in \mathbb{R}^{l_3} \) weighted with the coefficient \( \rho_r \in \mathbb{R}^3 \):

\[
\min_{\hat{V}} \| V - \hat{V} \|_2,
\]

\[
\hat{V} = \sum_{r=1}^{R} \rho_r W^1_r \odot W^2_r \odot W^3_r,
\]

\[
\| W^1_r \| = \| W^2_r \| = \| W^3_r \| = 1.
\]

The factor matrices refers to the concatenation of the decomposition factors \( W^1 \in \mathbb{R}^{l_1 \times R}, W^2 \in \mathbb{R}^{l_2 \times R}, W^3 \in \mathbb{R}^{l_3 \times R} \) with \( W^1 = [w^1_1, w^1_2, ..., w^1_R] \). From the factor matrices and the weighting vector \( \rho \in \mathbb{R}^L \), PARAFAC decomposition can be expressed with the unfolded tensor shape \([78]\):

\[
\hat{V}_{(1)} = W^1 \rho (W^3 \odot W^2)^T,
\]

\[
\hat{V}_{(2)} = W^2 \rho (W^3 \odot W^1)^T,
\]

\[
\hat{V}_{(3)} = W^3 \rho (W^2 \odot W^1)^T.
\]

The ALS is an iterative procedure which reduces the optimization problem to smaller sub-problem \([82]\). Each step of the ALS solves a linear regression problem with one vector feature. At each step ALS fixes two of the three matrices \( W^1, W^2 \) and \( W^3 \) and reduce the problem to a linear least-squares optimization. E.g. it fixes \( W^2 \) and \( W^3 \) to solve \( W^1 \) then solve \( W^2 \) fixing \( W^1 \) and \( W^3 \) and, finally, the same operation is realized for \( W^3 \). Firstly, \( W^2 \) and \( W^3 \) are fixed which leads to

\[
\min_{\hat{W}^1} \| V_{(1)} - \hat{W}^1 \rho (W^3 \odot W^2)^T \|_2,
\]

where \( \hat{W}^1 \in \mathbb{R}^{l_1 \times R} \) is the estimated factor matrix following the first decomposition dimension with \([78]\):

\[
\hat{W}^1_{\rho} = \hat{W}^1 \rho.
\]

Minimum is achieved for

\[
\hat{W}^1_{\rho} = (V_{(1)} [(W^3 \odot W^2)^T])^+,\]

which simplifies due to the Khatri-Rao pseudoinverse properties \([78]\) to

\[
\hat{W}^1_{\rho} = V_{(1)} (W^3 \odot W^2)^T (W^3 W^2 \odot W^2)^+.
\]

\( W^2 \) and \( W^3 \) are estimated following the same steps by fixing \( W^1 = \hat{W}^1 \) using column-wise normalization with (2.1.1) resulting in:

\[
\hat{W}^2 = V_{(2)} (W^3 \odot W^1)^T (W^3 W^1 \odot W^1)^+,
\]

\[
\hat{W}^3 = V_{(3)} (W^2 \odot W^1)^T (W^2 W^1 \odot W^1)^+.
\]

This procedure is repeated until a specified condition is reached (fixed number of iteration, convergence criterion, etc.). The factor matrices are initialized with random values, by values estimated in previous iteration of the ALS algorithm or applying another algorithm such as DTLD \([21, 78, 81, 82]\).
2.1.4. PARAFAC decomposition in the REW-NPLS algorithm.

REW-NPLS algorithm uses PARAFAC-based decomposition to extract the set of projectors of \( \mathbf{XY}_u \). In the next section, the PARAFAC decomposition problem of the REW-NPLS algorithm is considered in the specific case of three order tensor decomposition \( \mathbf{XY}_u \in \mathbb{R}^{i \times j \times k}, \| \mathbf{XY}_u \| = 1 \) to simplify the notation and to be closer to the BCI application considered in the PhD thesis. Nevertheless, all the presented results can be generalized to the n order tensor decomposition.

At each iteration (\( f \) is current iteration number) of REW-NPLS algorithm, one iteration of PARAFAC algorithm is used (rank one approximation, \( R = 1 \)) to decompose tensor \( \mathbf{XY}_u \) and to estimate projectors \( \mathbf{w}_f^1, \mathbf{w}_f^2, \mathbf{w}_f^3 \):

\[
\min_{\mathbf{XY}_u} \| \mathbf{XY}_u - \mathbf{XY}_u \|, \quad \mathbf{XY}_u = \rho_f \mathbf{w}_f^1 \otimes \mathbf{w}_f^2 \otimes \mathbf{w}_f^3, \quad \| \mathbf{w}_f^1 \| = \| \mathbf{w}_f^2 \| = \| \mathbf{w}_f^3 \| = 1.
\]

where \( \| \cdot \| \), as a reminder, always referred to L2 norm (Frobenius, Euclidian norm depending on the variable dimensions). Equally

\[
\min_{\mathbf{XY}_u} \| \mathbf{XY}_u - \mathbf{XY}_u \|^2, \quad \mathbf{XY}_u = \rho_f \mathbf{w}_f^1 \otimes \mathbf{w}_f^2 \otimes \mathbf{w}_f^3, \quad \| \mathbf{w}_f^1 \| = \| \mathbf{w}_f^2 \| = \| \mathbf{w}_f^3 \| = 1.
\]

As in current paragraph only one iteration of REW-NPLS algorithm is considered, iteration index \( f \) is discarded in current paragraph for the purpose of simplification.

This problem is no longer an ill-posed problem [83]. ALS algorithm guarantees to converge [85].

In the REW-NPLS algorithm, PARAFAC decomposition is solved using ALS algorithm [21]. It optimizes sequentially

\[
\min_{\mathbf{w}_f^1} \| \mathbf{XY}_{u(1)} - \mathbf{w}_f^1 \mathbf{w}_f^3 \mathbf{w}_f^2 \mathbf{w}_f^2 \mathbf{w}_f^3 \|^2, \quad \mathbf{XY}_{u(1)} = \mathbf{w}_f^3 \mathbf{w}_f^2 \mathbf{w}_f^1 \mathbf{w}_f^3 \mathbf{w}_f^2 \mathbf{w}_f^3 (2.1.3)
\]

\[
\min_{\mathbf{w}_f^2} \| \mathbf{XY}_{u(2)} - \mathbf{w}_f^2 \mathbf{w}_f^3 \mathbf{w}_f^2 \mathbf{w}_f^3 \|^2, \quad \mathbf{XY}_{u(2)} = \mathbf{w}_f^3 \mathbf{w}_f^2 \mathbf{w}_f^1 \mathbf{w}_f^3 \mathbf{w}_f^2 \mathbf{w}_f^3 (2.1.4)
\]

\[
\min_{\mathbf{w}_f^3} \| \mathbf{XY}_{u(3)} - \mathbf{w}_f^3 \mathbf{w}_f^2 \mathbf{w}_f^3 \|^2, \quad \mathbf{XY}_{u(3)} = \mathbf{w}_f^3 \mathbf{w}_f^2 \mathbf{w}_f^1 \mathbf{w}_f^3 \mathbf{w}_f^2 \mathbf{w}_f^3 (2.1.5)
\]

until convergence [86]. In the case of three-order tensor, Least Square (LS) solutions for each step are expressed:

\[
\mathbf{w}_f^1 = \mathbf{XY}_{u(1)} (\mathbf{w}_f^3 \mathbf{w}_f^2 \mathbf{w}_f^3)^\dagger, \quad \mathbf{w}_f^2 = \mathbf{XY}_{u(2)} \mathbf{w}_f^3 \mathbf{w}_f^2 \mathbf{w}_f^3, \quad \mathbf{w}_f^3 = \mathbf{XY}_{u(3)} \mathbf{w}_f^3 \mathbf{w}_f^2 \mathbf{w}_f^3 (2.1.6)
\]

As \( \mathbf{w}_f \in \mathbb{R}^i \), the solution can be simplified using:

\[
\left( \mathbf{w}_f^3 \mathbf{w}_f^2 \mathbf{w}_f^3 \right) = \| \mathbf{w}_f^3 \|^2 \mathbf{w}_f^3 \mathbf{w}_f^2 \mathbf{w}_f^3 = \| \mathbf{w}_f^3 \mathbf{w}_f^2 \|^2 \in \mathbb{R}, \quad \text{and} \quad \left( \mathbf{w}_f^3 \mathbf{w}_f^2 \mathbf{w}_f^3 \right) = \left( \mathbf{w}_f^3 \mathbf{w}_f^2 \mathbf{w}_f^3 \right).
\]

To obtain the solutions:

\[
\mathbf{w}_f^1 = \frac{\mathbf{XY}_{u(1)} (\mathbf{w}_f^3 \mathbf{w}_f^2 \mathbf{w}_f^3)}{\| \mathbf{w}_f^3 \mathbf{w}_f^2 \|^2} (2.1.6)
\]

Normalization allows the estimation of parameter \( \rho_f \) and \( \mathbf{w}_f^1 \) with \( \| \mathbf{w}_f^1 \| = 1 \). The same procedure is repeated to evaluate both \( \mathbf{w}_f^2 \) and \( \mathbf{w}_f^3 \):

\[
\mathbf{w}_f^2 = \frac{\mathbf{XY}_{u(2)} (\mathbf{w}_f^3 \mathbf{w}_f^2 \mathbf{w}_f^3)}{\| \mathbf{w}_f^3 \mathbf{w}_f^2 \|^2} (2.1.7)
\]

\[
\mathbf{w}_f^3 = \frac{\mathbf{XY}_{u(3)} (\mathbf{w}_f^3 \mathbf{w}_f^2 \mathbf{w}_f^3)}{\| \mathbf{w}_f^3 \mathbf{w}_f^2 \|^2} (2.1.8)
\]
Each one is normalized to evaluate $\rho$ and $w^1$, $w^2$, $w^3$ with $\|w^1\| = \|w^2\| = \|w^3\| = 1$. These three solutions are successively computed until a convergence or maximum iteration number criterion is reached.

### 2.2. Lp-Penalized REW-NPLS

REW-NPLS algorithm exploited a penalized version of the PARAFAC algorithm to create group-wise sparse solution. This algorithm is a model of the classical lasso regularization (L1) or less conventional regularization type such as L0 and L0.5. This section describes the penalized PARAFAC procedure and its integration into the REW-NPLS algorithm to build the new online adaptive sparse PREW-NPLS algorithm.

#### 2.2.1. Penalized PARAFAC procedure

In the PARAFAC-based algorithm used in REW-NPLS, ALS strategy fixes all projectors except one at each step of the algorithm. Consequently, each step of the ALS solved a linear regression with one vector feature. In this section, $L_0$, $L_{0.5}$ and $L_1$ regularized linear regression are simplified to be applied in online PARAFAC subroutine of REW-NPLS. The following equation will be presented in the case of three-order tensor and rank one ($R = 1$) PARAFAC decomposition to simplify the notations but can be generalized to N-order tensor.

Given a three order tensor $\mathbf{V} \in \mathbb{R}^{I_1 \times I_2 \times I_3}$ to decompose using regularized PARAFAC with ALS strategy and $\mathbf{w}^i \in \mathbb{R}^{I_i}$ with $i = 1, 2, 3$ the decomposition factors estimated by the PARAFAC. Let us consider the unfolded tensor $\mathbf{V}(i)$ with $\mathbf{V}(i) = (v_{1}^{i}, \ldots, v_{N}^{i}) \in \mathbb{R}^{I_1 \times I_2 \times I_3}$ where $v_{j}^{i}$ are the rows of matrix $\mathbf{V}(i)$. Taking into account that $(w^2 \otimes w^1)^T \in \mathbb{R}^{I_1 I_2}$, $(w^3 \otimes w^1)^T \in \mathbb{R}^{I_1 I_3}$ and $(w^3 \otimes w^2)^T \in \mathbb{R}^{I_2 I_3}$ are vectors, optimization tasks (2.1.3)-(2.1.5) are separated into element-wise optimization:

$$\begin{align*}
\min_{w^j} & \|v_{j}^{i} - w_{j}^{1}(w^3 \otimes w^2)^T\|^2, & j = 1, \ldots, I_1, \\
\min_{w^j} & \|v_{j}^{i} - w_{j}^{2}(w^3 \otimes w^1)^T\|^2, & j = 1, \ldots, I_2, \\
\min_{w^j} & \|v_{j}^{i} - w_{j}^{3}(w^2 \otimes w^1)^T\|^2, & j = 1, \ldots, I_3,
\end{align*}
$$

(2.2.1) (2.2.2) (2.2.3)

where $w_{j}^{i}$ are the projector’s elements of vectors $w^1 = (w_{1}^{1}, \ldots, w_{I_1}^{1})^T \in \mathbb{R}^{I_1}$, $w^2 = (w_{1}^{2}, \ldots, w_{I_2}^{2})^T \in \mathbb{R}^{I_2}$, and $w^3 = (w_{1}^{3}, \ldots, w_{I_3}^{3})^T \in \mathbb{R}^{I_3}$ estimated by the PARAFAC. (2.1.6)-(2.1.8) least square (LS) solution may be written as

$$\begin{align*}
(w_{j}^{1})_{LS} & = \frac{v_{j}^{i}(w^3 \otimes w^2)}{\|w^3 \otimes w^2\|^2}, & j = 1, \ldots, I_1, \\
(w_{j}^{2})_{LS} & = \frac{v_{j}^{i}(w^3 \otimes w^1)}{\|w^3 \otimes w^1\|^2}, & j = 1, \ldots, I_2, \\
(w_{j}^{3})_{LS} & = \frac{v_{j}^{i}(w^2 \otimes w^1)}{\|w^2 \otimes w^1\|^2}, & j = 1, \ldots, I_3,
\end{align*}
$$

(2.2.4) (2.2.5) (2.2.6)

Sparse promoting penalization with protection using $L_p$ ($p = 0, \frac{1}{2}, 1$) norm/pseudo norms is proposed to be integrated to the cost function of REW-NPLS procedure to provide a group-wise sparse solutions, namely, solutions sparse by slices. Optimization task (2.1.2) is replaced by the optimization of the cost function penalized with $L_p$ ($p = 0, \frac{1}{2}, 1$) norm/pseudo norms.

$$\min_{w} \|\mathbf{V} - \mathbf{\tilde{V}}\|^2 + P(w^1, w^2, w^3),
$$

(2.2.7)

$$P(w^1, w^2, w^3) = \lambda_1 \|w^1\|_{q, \ell_1} + \lambda_2 \|w^2\|_{q, \ell_2} + \lambda_3 \|w^3\|_{q, \ell_3},$$

Where $\|w^i\|_{p, \ell_i}$ for $p = 0, \frac{1}{2}, 1$ and $i = 1, 2, 3$ is denoted as :

$$\|w^i\|_{0, \ell_i} = \sum_{k \in \ell_i} (1 - \delta_{0, w^i_k}).$$

Where $\|w^i\|_{p, \ell_i}$ for $p = 0, \frac{1}{2}, 1$ and $i = 1, 2, 3$ is denoted as :
\[
\|w^j\|_{1,\mathcal{L}_i} = \sum_{k \in \mathcal{L}_i} |w_k^j|,
\]
\[
\|w^j\|_{2,\mathcal{L}_i} = \sum_{k \in \mathcal{L}_i} \sqrt{|w_k^j|}.
\]
Here, the regularization functions may only regularize a part of the indices (projector’s elements) defined by a set \(\mathcal{L}_i \subset \{1,2,...,I_i\}\) with \(i = 1,2,3\) and protecting other elements of vector. \(\mathcal{L}_i\) may vary depending on Rew NPLS iteration. \(0 < \lambda_i \leq 1\) are regularization coefficients. The Kronecker delta \(\delta_{0,w_k^j} = 1\) if \(w_k^j \neq 0\), \(\delta_{0,w_k^j} = 0\) otherwise.

The same ALS strategy (2.1.3)-(2.1.5) than the procedure used in conventional REW- NPLS is proposed to be applied for optimization (2.2.7). ALS fixed all projectors except one at each step of the algorithm, leading to the three successive optimization tasks:

\[
\min_{w^j} \left(\|\mathbf{V}(1) - w^3 (w^3 \otimes w^2)^T\|^2 + \lambda_1 \|w^1\|_{q,\mathcal{L}_1}\right).
\]
\[
\min_{w^j} \left(\|\mathbf{V}(2) - w^2 (w^3 \otimes w^1)^T\|^2 + \lambda_2 \|w^2\|_{q,\mathcal{L}_2}\right).
\]
\[
\min_{w^j} \left(\|\mathbf{V}(3) - w^3 (w^2 \otimes w^1)^T\|^2 + \lambda_3 \|w^3\|_{q,\mathcal{L}_3}\right).
\]

The solutions of non-regularized problem (2.2.4)-(2.2.6) are used as initial approximation and are referred as the Least Square (LS) solution noted \(\tilde{w}_i^{LS}\).

Previously, similar penalized ALS was considered in [30]. However the study was limited to L_1-norm and did not consider additional protection variables \(\mathcal{L}_i\). Moreover, the problem was solved using non-adaptive NPLS regression for offline classification preclinical experiments and highlighted non-viable solution for real-time processing if more than 10 electrodes were considered [30]. In the current article, more general case of L_p (\(p = \frac{1}{2}, 1\))-norm/pseudo-norm penalization with possible variable protection procedure is proposed and an efficient integration to REW-NPLS algorithm is carried out. Unlike the non-regularized ALS algorithm (2.1.3)-(2.1.5), norms of projectors are not arbitrary parameters any more due to penalization terms. Therefore, the normalization of current estimate is added into to ALS optimization cycle.

\[
\min_{w^j} \left(\|\mathbf{V}(1) - \tilde{w}^3 (w^3 \otimes w^2)^T\|^2 + \lambda_1 \|\tilde{w}^1\|_{q,\mathcal{L}_1}\right)\quad \text{with } \tilde{w}^1 = \tilde{w}^1/\|\tilde{w}^1\| \quad (2.2.8)
\]
\[
\min_{w^j} \left(\|\mathbf{V}(2) - \tilde{w}^2 (w^3 \otimes w^1)^T\|^2 + \lambda_2 \|\tilde{w}^2\|_{q,\mathcal{L}_2}\right)\quad \text{with } \tilde{w}^2 = \tilde{w}^2/\|\tilde{w}^2\| \quad (2.2.9)
\]
\[
\min_{w^j} \left(\|\mathbf{V}(3) - \tilde{w}^3 (w^2 \otimes w^1)^T\|^2 + \lambda_3 \|\tilde{w}^3\|_{q,\mathcal{L}_3}\right)\quad \text{with } \tilde{w}^3 = \tilde{w}^3/\|\tilde{w}^3\| \quad (2.2.10)
\]

Next, for faster computing, it can be noted that all considered regularization functions are decomposed as a sum of element-wise functions. Consequently, similarly to (2.2.2)-(2.2.4) optimization tasks (2.2.8)-(2.2.10) are split into element-wise optimization:

\[
\min_{w_j^i} \left(\|v_j^i - w_j^i (w^3 \otimes w^2)^T\|^2 + \lambda_1 g_p(w_j^i)\right), j = 1,...,I_1 \quad (2.2.11)
\]
\[
\min_{w_j^i} \left(\|v_j^i - w_j^i (w^3 \otimes w^1)^T\|^2 + \lambda_2 g_p(w_j^i)\right), j = 1,...,I_2 \quad (2.2.12)
\]
\[
\min_{w_j^i} \left(\|v_j^i - w_j^i (w^2 \otimes w^1)^T\|^2 + \lambda_3 g_p(w_j^i)\right), j = 1,...,I_3 \quad (2.2.13)
\]
\[
g_p(w_j^i) = \begin{cases} 
1 - \delta_{0,w_j^i}, & \text{if } p = 0 \text{ and } w_j^i \in L_i \\
|w_j^i|, & \text{if } p = 1 \text{ and } w_j^i \in L_i \\
\sqrt{|w_j^i|}, & \text{if } p = 1/2 \text{ and } w_j^i \in L_i \\
0, & \text{otherwise}
\end{cases}
\]  
(2.2.14)

In the next subsections, the particular cases of \( L_0, L_1, L_{1/2} \) penalizations are presented. Details of the demonstration are available in the Supplementary Materials.

**In the case of \( L_0 \) penalization** which penalized the parameter weights depending on the number of non-zero coefficients, and considering one of the optimization step, e.g. (2.2.11) of ALS optimization The solution turns out to be an element-wise hard thresholding of the least square solution \((w_j^i)_{LS}\) \( j = 1, \ldots, I_1 \) leading to:

\[
(w_j^i)_{\text{threshold}} = \begin{cases} 
0, & \text{if } j \in L_1 \text{ and } (w_j^i)_{LS} \leq \text{Threshold}_{L_0} \\
(w_j^i)_{LS}, & \text{otherwise}
\end{cases}
\]

\[
\text{Threshold}_{L_0} = \frac{\sqrt{\lambda_1}}{\|w^3 \otimes w^2\|}.
\]

**In the case of \( L_{1/2} \) penalization** and considering one of the optimization step, e.g. (2.2.11) of ALS optimization. Based on (2.2.11) and (2.2.14), the function to minimize \( FopL_{0.5} \) takes the form:

\[
FopL_{0.5}(w_j^i) = \|w_j^i - w_j^i(w^3 \otimes w^2)\|^2 + \lambda_1\sqrt{|w_j^i|}.
\]  
(2.2.15)

or equivalently:

\[
FopL_{0.5}(w_j^i) = \|w^3 \otimes w^2\|^2 \left( (w_j^i)_{LS} - w_j^i \right)^2 + \lambda_1\sqrt{|w_j^i|}.
\]  
(2.2.16)

The solution to this minimization problem is:

\[
(w_j^i)_{\text{threshold}} = \begin{cases} 
\arg\min \left( FopL_{0.5}(0), FopL_{0.5}(B \cdot (w_j^i)_{LS}) \right), & \text{if } j \in L_1 \text{ and } (w_j^i)_{LS} > \text{Threshold}_{L_{1/2}}, \\
(w_j^i)_{LS}, & \text{otherwise}
\end{cases}
\]

where

\[
\text{Threshold}_{L_{1/2}} = \frac{3}{4} \left( \frac{\lambda_1}{\|w^3 \otimes w^2\|} \right)^{\frac{2}{3}},
\]

and \( B \) is the solution of the cubic polynomial function (see figure S8 of the function in Supplementary Data):

\[
x(1 - x)^2 = C \frac{w_j^i}{(w_j^i)_{LS}} \text{ and } C = \frac{\lambda_1^2}{16\|w^3 \otimes w^2\|^4 \left( (w_j^i)_{LS} \right)^3}.
\]  
(2.2.17)

To summarize, in the case \( C > \frac{4}{27} \), \((w_j^i)_{L_{1/2}} = 0\) whereas in the case \( C \in \left[ 0, \frac{4}{27} \right] \). By the properties of the Cubic polynomial function (see figure S8 in Supplementary Data), the biggest root of (2.2.17) in the interval \([0; 1]\) is in the interval \([\frac{1}{3}; 1]\) which allow to easily compute \( B \cdot (w_j^i)_{LS} \) and have a straightforward solution between 0 and \( B \cdot (w_j^i)_{LS} \).

Finally, **in the case of \( L_1 \) penalization**, considering one of the optimization step, e.g. (2.2.11) of ALS optimization, the solution turns out to be an element-wise soft-thresholding of the least square solution \((w_j^i)_{LS}\) \( j = 1, \ldots, I_1 \) leading to:
Penalized PARAFAC in the PREW-NPLS algorithm

Penalized PARAFAC based tensor decomposition is integrated into REW-NPLS algorithm to extract iteratively the set of penalized projectors \( \{\mathbf{w}^f_j \in \mathbb{R}^{l_f},\mathbf{w}^f_2 \in \mathbb{R}^{l_2},\mathbf{w}^f_3 \in \mathbb{R}^{l_3}\}_{f=1}^F \) from \( \mathbf{X}\mathbf{Y}_i \) for each latent space dimension \( f \subset \{1,2,...,F\} \).

For \( f = 1 \), all the projector elements can be potentially penalized. Therefore the protection set is initialized to \( L_{1,1} \subset \{1,2,...,l_1\} \) as each projector elements can be penalized. For any \( f \), after that the PARAFAC convergence criteria are reached, indices of non-zero elements of \( \mathbf{w}^f_j \) (non-penalized projector elements) are removed from \( L_{1,f} \) resulting in the protection set for the next iteration \( L_{1,f+1} \). The protection variable is introduced because REW-NPLS model is estimated via an incremental procedure, the model at iteration \( f + 1 \) contains information extracted at iteration \( f \). Therefore, if a decomposition factor has a non-zero value at iteration \( f \), it must be considered at iteration \( f + 1 \). A scheme representing the basic steps of the PREW-NPLS main loop for a specific \( f \) is represented in the case of spatial \( L_1 \) penalization with a penalization factor \( \lambda \) in the Supplementary Materials (Figure S1) as well as a loop of the penalized PARAFAC during this specific PREW-NPLS algorithm. With the exception of the penalized PARAFAC decomposition, PREW-NPLS model calibration is similar than REW-NPLS algorithms. At each iteration \( u \), a set of \( F \) models is evaluated with a penalization factor \( \lambda \) and is noted \( \theta_{u,\lambda} = \left\{ \mathbf{Beta}^{f,\lambda}_u, \mathbf{bias}^{f,\lambda}_u \right\}_{f=1}^F \).

The previously presented PREW-NPLS based on the regularized PARAFAC procedure allows to perform group-wise parameter penalization for a fixed penalization hyperparameter \( \lambda \). The selection of this hyperparameter influences greatly the sparsity of the solution and the global performance of the algorithm. The selection of the \( \lambda \) hyperparameter may be a complex task and is often optimized based on random or grid search using cross-validation strategy. However such strategy cannot be applied for online decoding because they require high computing resources, too long computing time and are not suited to data-flow processing. Therefore, during online experiments, penalization factor \( \lambda \) is fixed using prior knowledge or preliminary offline studies.

2.3. Experiments

This study rely on neural signals dataset during experiments a patient at CLINATEC®. The « BCI and Tetraplegia » clinical trial was catalogued the 11/09/2015 in the publically accessible register named ClinicalTrials.gov, under the identifier: NCT02550522 [87,88]. The clinical trial was approved by the French authorities: National Agency for the Safety of Medicines and Health Products (Agence nationale de sécurité du médicament et des produits de santé: ANSM) with the registration Number: 2015-A00650-49 and the ethical Committee for the Protection of Individuals (Comité de Protection des Personnes - CPP) with the Registration number: 15-CHUG-19. All research activities were carried out in accordance with the guidelines and regulations of the ANSM and the CPP. The patient signed informed consent for the clinical trial, publication as well as consent to publish the information/image(s) in an online open access publication. Details of the clinical trial protocol are available in [89].

Before to be evaluated during real-time closed loop experiments, PREW-NPLS performance evaluation was achieved during offline studies with pseudo-online procedure. Pseudo-online experiments are offline simulations conducted using the same parameters as those used for the online experiments. Pre-processing, buffer size, batch-wise training and application of the model are performed following the same procedure as that used for online real-time experiments to reproduce the online experiment conditions. Pseudo-online comparison is not fully generalizable for the online case. Nevertheless, it allows characterising the studied algorithms before to perform the online experiments. The datasets used for the pseudo-online comparison were recorded during online closed-loop experiments presented in previous article [89].
The patient performed real-time asynchronous closed-loop 8D experiments using the REW-MSLM incremental adaptive closed-loop decoder. The session clustered 3D alternative two-handed reaching tasks (AS_{LH} and AS_{RH}), 1D wrist rotation movements for each hand (AS_{LW} and AS_{RW}) and idle state (IS) for a total of z = 5 states and 8 continuous dimensions [89]. The number of experts was fixed to N=2 with one expert associated to left limb decoding whereas the other estimated the right limb model. The hand and wrist continuous movements from the same body side were decoded in the same expert. These 8D experiment paradigm was achieved using a virtual avatar effector as visual.

During a session, the patient aimed to reach the proposed targets or rotate the wrist to specific angle. 22 targets were 3D symmetrically distributed in two cubes in front of the patient. The average sessions duration was 29 ± 8 min. Six closed-loop experiments were achieved in late September for incremental real-time model adaptation. The total training time of the models for virtual avatar was 3 hours and 37 minutes with a total of 189, 194, 181 and 218 trials for the left and right hand translation and left and right hand rotation control, respectively. The performance of the models were evaluated during 37 avatar experiments distributed over 5 to 203 days after the last model recalibration session (468 to 666 days after implantation). Only the left and right hand 3D movements and related neural signals were used for pseudo-online evaluation of the PREW-NPLS algorithm.

2.4. Evaluated models
L_p-Penalized REW-NPLS algorithm is evaluated for p=0,0.5 and 1 and compared to their non-penalized version the REW-NPLS algorithm [21]. For each penalization type, several models with different penalization hyperparameter λ are estimated. At a specific penalization hyperparameter λ, the penalization is maximal and higher penalization hyperparameter lead to exactly equivalent models. Therefore, for each penalization type, several models are computed with increasing penalization hyperparameter λ starting at λ = 0 (the REW-NPLS algorithm) and until the penalization threshold is reached. At the end, 25, 21 and 21 models were evaluated (considering REW-NPLS model) for L_0, L_{0.5} and L_1-Penalized REW-NPLS algorithm respectively.

2.5. Performance indicators
The predicted trajectories performed during the online closed-loop experiments are related to the decoding model currently used during the experiments and patient’s feedback. Usually, trajectory decoding indicators cannot be use to evaluate the performance of different algorithms in pseudo-online experiments. A sample-based indicators is introduced to compare the continuous predictions of several algorithms. The dot product indicator DotP, known in other field as the cosine similarity, is based on the comparison between the predicted directions \( \hat{y}_t \) and the optimal prediction defined as the 3D Cartesian vector between the current position and the target \( y_t \) for 3D translation tasks using the scalar product. After normalization:

\[
\text{DotP} = \frac{1}{T} \sum_{t=1}^{T} \frac{\| \hat{y}_t \| \| \hat{y}_t \|'}
\]

where "\( \cdot \)"defined the dot product, \( \text{DotP} \in [-1,1] \), T is the number of samples recorded for a specific limb (right or left hand). The average dot product over time provides an indicator of the algorithm’s global static prediction. To our knowledge, this indicator was only referenced in three articles where EEG neural signals are analysed [90–92]. This indicator was often used in the information retrieval, text mining and data mining fields [93–95]. The median, 95% confidence interval of the median, 25th and 75th percentiles of the DotP(\( t \)) are estimated for each model.

The proposed algorithms aims to converge into sparse solutions by fixing non-relevant (non-informative / noisy) electrodes to exactly 0. Direct decoding performance is therefore not the only relevant indicator. A sparse decoder with the same performance as a “classic” decoder may lead to faster model application and better generalization of the decoded neural signals.

Considering a penalized model \( \theta_{\lambda_1} = \left\{ \text{Beta}_{\lambda_1}^{f}, \text{bias}_{\lambda_1}^{f} \right\}_{f=1}^{F} \) with \( \text{Beta}_{\lambda_1}^{f} \in \mathbb{R}^{(I_1 \times \ldots \times I_M) \times (J_1 \times \ldots \times J_N)} \) which was estimated using PREW-NPLS with the group-wise penalization restricted to the dimension \( l_m \). This model was computed from the set of penalized projectors \( \{ \text{w}_f^1 \in \mathbb{R}^{I_1}, \ldots , \text{w}_f^M \in \mathbb{R}^{I_M} \}_{f=1}^{F} \) evaluated with the penalized PARAFAC decomposition. The model sparsity is defined by the number of element \( w_{j,f}^m \) of \( \text{w}_f^m \in \mathbb{R}^{l_m} \) fixed to zero. The \( \text{Sparseldx} \) of the model \( \theta(f,\lambda_n) \) following the dimension \( l_m \) is defined as:
Here, \( \delta \) is the Kronecker symbol.

3. Results

The Dot product performance and the sparsity index of the \( L_0 \), \( L_{0.5} \) and \( L_1 \) models for the left and the right hand movement tasks are presented depending on the penalization coefficient \( \lambda \) in Figure 1. The results are presented using the median, the 25\(^{th}\) (\( Q_1 \)) and 75\(^{th}\) (\( Q_3 \)) percentiles using the notation: median \((Q_1 - Q_3)\).

Figure 1: The model performance indicators of the \( L_p \) REW-NPLS algorithm for left and right hand movement decoding. The cosine similarity and the model sparsity were computed for the \( L_0 \) REW-NPLS (A), \( L_{0.5} \) REW-NPLS (B) and \( L_1 \) REW-NPLS (C) models estimated for the left hand decoding. Similarly, \( L_0 \) (D), \( L_{0.5} \) (E) and \( L_1 \) (F) REW-NPLS model performances computed for the right hand 3D movement decoding are presented. The cosine similarity performance on each session was summarized using a box plot representation where the red line is the median the blue lines indicate the 25\(^{th}\) and 75\(^{th}\) percentiles (\( Q_1 \) and \( Q_3 \)). Additionally, the black boundaries show the upper and lower extreme cosine similarity obtained for the experiments. The performance of the REW-NPLS algorithms is presented in the first box plot of each \( L_p \) REW-NPLS algorithm sub-plot. The median, \( Q_1 \) and \( Q_3 \) of the REW-NPLS models are extended using horizontal dotted lines for easier performance comparison. Additionally, the sparsity of each solution is depicted.

3.1. Left hand decoding performance

The state of the art REW-NPLS (\( \lambda = 0 \)) performance, presented in the first position of each sub figures (Figure 1A, B and C), highlighted a median of 0.22, a \( Q_1 = 0.158 \) and a \( Q_3 = 0.266 \) which is noted 0.223 \((0.158 - 0.266)\) for the left hand decoding study.

\( L_0 \) REW-NPLS algorithms (Figure 1A) show relevant performance for different penalization coefficient \( \lambda \) value. Obviously the \( SparseIdx \) indicator increases with higher penalization coefficient value. However, the the dot product (cosine similarity) highlighted better performance than REW-NPLS algorithm with various \( \lambda \) value. For
$\lambda = 0.01$, the $\text{Sparseldx} = 0\%$ but the dot product (cosine similarity) was evaluated at $0.252 \ (0.165 - 0.296)$. For $\lambda = 0.026$, the cosine similarity was estimated at $0.248 \ (0.173 - 0.288)$ with a $\text{Sparseldx} = 56.25\%$. For $\lambda = 0.04$ to $\lambda = 0.046$ and for $\lambda > 0.046$ PREW-NPLS demonstrated a $0.248 \ (0.162 - 0.294)$ and $0.236 \ (0.146 - 0.268)$ continuous decoding performance with $40 \ (\text{Sparseldx} = 62.5\%)$ and $41 \ (\text{Sparseldx} = 64.06\%)$ electrode parameters over 64 set to 0 value.

**L$_3$ REW-NPLS algorithm** (Figure 1B) does not present decoding performance improvements compared to REW-NPLS algorithm with the exception of some models. For $\lambda = 0.22$ with 18 electrodes parameter weights set to zero ($\text{Sparseldx} = 28.13\%$) the PREW-NPLS model highlighted higher cosine similarity performance $0.253 \ (0.189 - 0.301)$ than the REW-NPLS model. Additionally, for $\lambda = 0.3$, the dot product was estimated at $0.245 \ (0.156 - 0.2838)$ with a sparsity index $\text{Sparseldx} = 35.94\%$. Finally, for $\lambda > 0.32$ the model sparsity converged to $\text{Sparseldx} = 28.13\%$ with continuous decoding performance similar to REW-NPLS model: $0.217 \ (0.143 - 0.261)$.

**L$_1$ REW-NPLS algorithm** (Figure 1C) highlighted similar results than L$_0$ and L$_{0.5}$ REW-NPLS algorithms. For $\lambda = 0.12$, with a sparsity of $\text{Sparseldx} = 0\%$, the PREW-NPLS model highlighted a $0.253 \ (0.151 - 0.286)$ cosine similarity. A sparsity index of $\text{Sparseldx} = 29.69\%$ is reached for $\lambda = 0.20$ with a decoding performance of $0.249 \ (0.162 - 0.295)$. Finally, for $\lambda > 0.34$, 41 electrodes parameter weights are set to 0 value leading to a $0.245 \ (0.173 - 0.283)$.

The REW-NPLS and the L$_p$ REW-NPLS parameter weights are illustrated on the temporal, frequency and spatial domain in the Supplementary Materials Figure S2 for the left hand models. For easier comparison and selection the presented models are the ones with “converged” penalization coefficient $\lambda$=0.06,0.4 and .04 for L$_0$, L$_{0.5}$ and L$_1$ REW-NPLS algorithms respectively. Moreover, the spatial parameter weights are presented in the Supplementary Materials Figure S4 for the left hand models on a map with the electrode locations relative to the sensory (SS) and motor (MS) sulci.

3.2. Right hand decoding performance

A similar study has been performed to decode the right hand movements. No statistical difference in the cosine similarity indicator was highlighted between the state of the art REW-NPLS algorithm and the L$_0$, L$_{0.5}$ and L$_1$ REW-NPLS models. The decoding performance of all the models for all penalization parameter were highly variable between sessions (high inter-session variability). Right arm decoding study stresses worse cosine similarity than left arm decoding study.

**The state of the art REW-NPLS ($\lambda = 0$) model**, presented for the right arm translation decoding in the first position of Figure 1D, E and F, highlighted a cosine similarity of $0.127 \ (0.0468 - 0.155)$.

**L$_0$ REW-NPLS algorithms** (Figure 1D) show performance improvements with sparse solutions for different penalization coefficient $\lambda$ value. For $\lambda = 0.01$, the $\text{Sparseldx} = 4.68\%$ corresponding to only 3 electrode parameter weights set to zero value but the dot product (cosine similarity) was evaluated at $0.157 \ (0.1018 - 0.203)$. These performance represent a cosine similarity enhancement of $24\%$, $117\%$ and $30\%$ for the median, the Q$_1$ and Q$_3$ metrics respectively. For $\lambda = 0.018$, the cosine similarity was estimated at $0.157 \ (0.0909 - 0.185)$ with a $\text{Sparseldx} = 37.5\%$. For $\lambda = 0.024$, sparser solutions are obtained with a sparsity index of $\text{Sparseldx} = 45.31\%$ with a cosine similarity estimated at $0.153 \ (0.0786 - 0.198)$. For $\lambda > 0.04$ L$_0$ PREW-NPLS models converge to very sparse solution with 48 electrodes over 64 ($\text{Sparseldx} = 75\%$) removed from the solution which highlighted decoding performance similar to the state of the art REW-NPLS. The best performance of the models with $\lambda > 0.04$ was estimated at $0.128 \ (0.058 - 0.168)$.

**L$_{0.5}$ REW-NPLS algorithm** (Figure 1E), similarly than L$_0$ REW-NPLS decoder highlighted better decoding performance than REW-NPLS with sparser solutions for some penalization parameter $\lambda$. For $\lambda = 0.1$, 23 electrodes were removed from the model ($\text{Sparseldx} = 35.94\%$) and the cosined similarity was estimated at $0.136 \ (0.100 - 0.177)$. With higher penalization parameter $\lambda = 0.16$ sparser model is computed with $\text{Sparseldx} = 54.69\%$ without decreasing the decoding performance $\text{DotP} = 0.150 \ (0.0881 - 0.176)$. The sparsest models are obtained for $\lambda = 0.26$ and $\lambda = 0.28$ showing a sparsity index of $\text{Sparseldx} = 79.69\%$ and $\text{Sparseldx} = 78.13\%$ respectively. Finally, the models converged to the same solutions for $\lambda > 0.36$ with a sparsity of $\text{Sparseldx} = \ldots$
68.75% (44 electrodes removed from the final solution) and a cosine similarity of $DotP = 0.131 (0.0835 - 0.186)$.

**L₁ REW-NPLS algorithm** (Figure 1F) results show better (not significantly) decoding performance than REW-NPLS algorithm for numerous penalization parameter $\lambda$. Several models with small penalization parameter $\lambda = 0.04, 0.06$ and 0.1 without setting any electrode to zero ($Sparselidx = 0\%$) highlighted a cosine similarity of $DotP = 0.154 (0.0915 - 0.202)$, $DotP = 0.158 (0.0791 - 0.184)$ and $DotP = 0.164 (0.0959 - 0.191)$ representing a median improvements of 21%, 24% and 29% respectively. Similar decoding performance were obtained for higher penalization parameter $\lambda = 0.22$ and $\lambda = 0.26$ with a dot product indicator of $DotP = 0.154 (0.101 - 0.192)$ and $DotP = 0.152 (0.0872 - 0.197)$ but with 33 (51.56%) and 44 (68.75%) electrodes parameters weights set to zero values respectively. Finally, for a penalization parameter $\lambda > 0.38$, the models stabilized to a solution with a sparsity indicator of $Sparselidx = 68.75\%$ with a decoding performance of $DotP = 0.131 (0.0835 - 0.186)$.

The REW-NPLS and the $L_p$ REW-NPLS model parameter weights are illustrated on the temporal, frequency and spatial domain in the Supplementary Materials Figure S3 for the right hand models. For easier comparison and selection the presented models are the ones with “converged” penalization coefficient $\lambda = 0.06, 0.4$ and 0.4 for $L_0$, $L_{0.5}$ and $L_1$ REW-NPLS algorithms respectively. Moreover, the spatial parameter weights are presented in the Supplementary Materials Figure S5 for the right hand models on a map with the electrode locations relative to the sensory (SS) and motor (MS) sulci.

### 4. Discussion

The study was focused on pseudo-online decoding of the left or right hand movements recorded during online closed-loop experiments where the patients controlled a virtual avatar effector. The dataset D is composed of 43 experiments. The tested models were calibrated during the offline study using the first 6 experiments (recorded in late September 2018) and was tested based on the experiments recorded between early October 2018 and mid-March 2019. The number of training session was small (14%) and focused at the beginning of the experiments (no re-calibration period). Therefore, high inter-session variability is observed between the best and the worst PREW-NPLS decoding performance. Consequently, it is complex to extract statistical evidence of the PREW-NPLS decoding superiority. However, the PREW-NPLS algorithms highlighted equivalent or better decoding performance than REW-NPLS decoder using sparse solutions with up to $80\%$ of the electrodes set to 0 value for the right hand models. Additionally, $L_0$, $L_{0.5}$ and $L_1$ REW-NPLS algorithms converged to similar solutions with comparable decoding performance. However, the $L_{0.5}$ REW-NPLS algorithm is looking for an exact solution of a cubic polynomial function which requires an important computational burden to be solved and may not be adapted to online CLDA. All the PREW-NPLS required to fixed the penalization hyperparameter $\lambda$ before to estimate the model. The PREW-NPLS did not highlighted higher decoding performance and sparse solution for every penalization hyperparameter. Therefore, it is required to optimize the penalization hyperparameter $\lambda$ before to integrate the solution into online closed-loop decoding experiments. Numerous models were created offline to find the best penalization hyperparameter. This offline study was highly time-consuming. Furthermore, it did not allow to conclude on an optimal penalization hyperparameter for online closed-loop experiments as the penalization hyperparameter is also dependent of the latent space dimension hyperparameter, may be different during closed-loop experiments due to the neural signals related to the patient’s feedback and may change over time.

In order to bypass these limitations the automatic Penalized REW-NPLS (APREW-NPLS) was designed. APREW-NPLS performs an incremental model calibration procedure for a set of models with different penalization hyperparameters in the same time to evaluate the best model across time.
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Supplementary Figures

Figure S1: Penalized REW-NPLS (PREW-NPLS) algorithm. (A) PREW-NPLS algorithm main steps with penalized PARAFAC decomposition leading to slice-wise sparse model. (B) Example of the $L_1$-PARAFAC decomposition performed in the case of $L_1$-PREW-NPLS penalization on the space (electrodes) domain with the hyperparameter $\lambda$. ALS algorithm is used for decomposition factor estimation.
Figure S2: Parameter weights of the Lp REW-NPLS and REW-NPLS models estimated offline in the left arm decoding study. Model parameter weights of the tested algorithms for 3D left arm decoding from the D dataset according to the spatial, frequency or temporal modalities. The parameter weights related to the $y_1, y_2$ and $y_3$ axis are represented using blue, orange and yellow lines respectively.
Figure S3: Parameter weights of the \( L_p \) \( \text{REW-NPLS} \) and \( \text{REW-NPLS} \) models estimated offline in the right arm decoding study. Model parameter weights of the tested algorithms for 3D right arm decoding from the D dataset according to the spatial, frequency or temporal modalities. The parameter weights related to the \( y_4, y_5 \) and \( y_6 \) axis are represented using blue, orange and yellow lines respectively.
Figure S4: 3D left hand decoding parameter weights of the three PREW-NPLS models projected on the spatial modality depending on the electrode location on the implant. The optimal latent space dimension $f$ estimated during the Recursive-Validation procedure is used. The sensory sulcus (SS) and motor sulcus (MS) are represented in the spatial domain in yellow and red curves respectively.
Figure S5: 3D right hand decoding parameter weights of the three PREW-NPLS models projected on the spatial modality depending on the electrode location on the implant. The optimal latent space dimension $f$ estimated during the Recursive-Validation procedure is used. The sensory sulcus (SS) and motor sulcus (MS) are represented in the spatial domain in yellow and red curves respectively.
Demonstration

Considering one iteration of the PARAFAC tensor decomposition algorithm of the tensor $V_{\mu} R_{i1 \times l2 \times l3}$, the procedure estimated the projectors $w^1, w^2, w^3$ such as:

\[
\min_{V_{\mu}} \| V_{\mu} - \hat{V}_{\mu} \|,
\]
\[
\hat{V}_{\mu} = \rho w^1 \circ w^2 \circ w^3.
\]

\[
\|w^1\| = \|w^2\| = \|w^3\| = 1.
\]

Equally

\[
\min_{\Lambda Y_{\mu}} \| V_{\mu} - \hat{V}_{\mu} \|^2,
\]
\[
\hat{V}_{\mu} = \rho w^1 \circ w^2 \circ w^3.
\]

\[
\|w^1\| = \|w^2\| = \|w^3\| = 1.
\]

ALS is used to solve the task. It optimizes sequentially

\[
\min_w \| V_{\mu(1)} - w^1 (w^3 \otimes w^2)^T \|^2,
\]
\[
\min_w \| V_{\mu(2)} - w^2 (w^3 \otimes w^1)^T \|^2,
\]
\[
\min_w \| V_{\mu(3)} - w^3 (w^2 \otimes w^1)^T \|^2
\]

until convergence [1]. Let defined $w^i_\rho = w^i \rho$ with $i = 1,2,3$. The least Square (LS) solutions for each step are

\[
w^1_\rho = \frac{V_{\mu(1)} (w^3 \otimes w^2)}{\|w^3 \otimes w^2\|^2},
\]
\[
w^2_\rho = \frac{V_{\mu(2)} (w^3 \otimes w^1)}{\|w^3 \otimes w^1\|^2},
\]
\[
w^3_\rho = \frac{V_{\mu(3)} (w^2 \otimes w^1)}{\|w^2 \otimes w^1\|^2}.
\]

As $\|w^i\|, i = 1,2,3$ are arbitrary values in (1.2)-(1.4), the resulted vectors $w^1, w^2, w^3$ are normalized $\|w^1\| = \|w^2\| = \|w^3\| = 1$ after convergence. Normalization allow the estimation of the parameter $\rho$. |

Let us denote the unfolded tensor $V_{(i)}$ with $V_{(i)} = (w^1_i \ldots w^3_i) \in R^{l_1 \times l_2 \times l_3}$ where $w^j_i$ are the columns of matrix $V_i$. Taking into account that $(w^2 \otimes w^1)^T \in R^{l_1 l_2}$, $(w^3 \otimes w^1)^T \in R^{l_1 l_3}$ and $(w^2 \otimes w^2)^T \in R^{l_2 l_3}$ are vectors, optimization tasks (S1.2)-(S1.4) are separated into element-wise optimization:

\[
\min_{w^j_i} \| w^j_i - w^j_i (w^3 \otimes w^2)^T \|^2, j = 1, \ldots l_1,
\]
\[
\min_{w^j_i} \| w^j_i - w^j_i (w^3 \otimes w^1)^T \|^2, j = 1, \ldots l_2,
\]
\[
\min_{w^j_i} \| w^j_i - w^j_i (w^2 \otimes w^1)^T \|^2, j = 1, \ldots l_3.
\]

where $w^j_i$ are elements of vectors $w^1 = (w^1_1, \ldots, w^1_{i_1})^T \in R^{l_1}$, $w^2 = (w^2_1, \ldots, w^2_{i_2})^T \in R^{l_2}$, and $w^3 = (w^3_1, \ldots, w^3_{i_3})^T \in R^{l_3}$. (1.5)-(1.7) may be written as

\[
(w^1_i)_{LS} = \frac{v^j_i (w^3 \otimes w^2)}{\|w^3 \otimes w^2\|^2}, j = 1, \ldots I_1
\]
\[
(w^2_i)_{LS} = \frac{v^j_i (w^3 \otimes w^1)}{\|w^3 \otimes w^1\|^2}, j = 1, \ldots I_2
\]
\[(w_j^3)_{L_S} = \frac{v_j^3(w^2 \otimes w^1)}{\|w^2 \otimes w^1\|^2}, \quad j = 1, ..., I_3. \]  
(S1.13)

In the invention, sparse promoting penalization using Lp (p=0,1/2, 1) norm/pseudo norms is proposed to integrate to cost function of REW-NPLS procedure to provide a group-wise sparse solutions, namely, solutions sparse by slices. Optimization task (S1.1) is replaced by optimization of the cost function penalized with Lp (p=0,1/2, 1) norm/pseudo norms

\[
\min \| V - \widehat{V} \|^2 + P(w^1, w^2, w^3),
\]

\[
P(w^1, w^2, w^3) = \lambda_1 \| w^1 \|_{q, L_1} + \lambda_2 \| w^2 \|_{q, L_2} + \lambda_3 \| w^3 \|_{q, L_3},
\]

\[
\| w^i \|^2 = \| w^2 \|^2 = \| w^3 \| = 1.
\]

\[
\| w^i \|_{p, L_i}, \quad p = 0, 1/2, 1, \quad i = 1, 2, 3,
\]

is denoted as

\[
\| w^i \|_{0, L_i} = \sum_{k \in L_i} (1 - \delta_{0,w_k}),
\]

\[
\| w^i \|_{L_i} = \sum_{k \in L_i} |w^i_k|,
\]

\[
\| w^i \|_{\frac{1}{2}, L_i} = \sum_{k \in L_i} \sqrt{|w^i_k|}.
\]

Here, the regularization functions may only regularize a part of the indices defined by a set \( L_i \subset \{1, 2, ..., t^i \} \), and protecting other elements of vector. \( L_i \) may vary depending on Rew NPLS iteration. \( 1 > \lambda_i > 0 \) are regularization coefficients. A Kronecker delta \( \delta_{0,w_k} = 1 \) if \( w_k = 0 \), \( \delta_{0,w_k} = 0 \) otherwise.

The same ALS strategy (S1.2)-(S1.4) as used in conventional Rew NPLS is proposed to be apply for optimization (S1.14). ALS fixed all projectors except one at each step of the algorithm, leading to the three successive optimization tasks:

\[
\min_{w^1} \left( \| V_{\mu(1)} - w^1 (w^3 \otimes w^2)^T \|^2 + \lambda_1 \| w^1 \|_{q, L_1} \right),
\]

\[
\min_{w^2} \left( \| V_{\mu(2)} - w^2 (w^3 \otimes w^1)^T \|^2 + \lambda_2 \| w^2 \|_{q, L_2} \right),
\]

\[
\min_{w^3} \left( \| V_{\mu(3)} - w^3 (w^2 \otimes w^1)^T \|^2 + \lambda_3 \| w^3 \|_{q, L_3} \right).
\]

The solution of non-regularized problem is used as initial approximation. Previously, similar penalized ALS was considered in [2] with whole regularized set of variables (no protection) and for L1 norm only. Moreover, the problem was solved using time consuming numerical optimization and was used offline only. In the current manuscript, more general case of Lp (p=0,1/2, 1) norm/pseudo norm penalization with possibility of variables protection which allow efficient integration to REW-NPLS algorithm is considered. Moreover, more efficient optimization procedure compatible with online real time applications is invented.

Firstly, we noted that contrary to non-regularized ALS (S1.2)-(S1.4), norms of projectors are not arbitrary parameters any more due to penalization terms. Therefore, the normalization of current estimate is added into to ALS optimization cycle.

\[
\min_{w^1} \left( \| V_{\mu(1)} - \bar{w}^1 (w^3 \otimes w^2)^T \|^2 + \lambda_1 \| \bar{w}^1 \|_{q, L_1} \right), \quad w^1 = \bar{w}^1 / \| \bar{w}^1 \| \]  
(S1.15)

\[
\min_{w^2} \left( \| V_{\mu(2)} - \bar{w}^2 (w^3 \otimes w^1)^T \|^2 + \lambda_2 \| \bar{w}^2 \|_{q, L_2} \right), \quad w^2 = \bar{w}^2 / \| \bar{w}^2 \| \]  
(S1.16)

\[
\min_{w^3} \left( \| V_{\mu(3)} - \bar{w}^3 (w^2 \otimes w^1)^T \|^2 + \lambda_3 \| \bar{w}^3 \|_{q, L_3} \right), \quad w^3 = \bar{w}^3 / \| \bar{w}^3 \|. \]  
(S1.17)
Next, for faster computing, it can be noted that all considered regularization functions are decomposed as a sum of element-wise functions. Consequently, similarly to (S1.8)-(S1.10) optimization tasks (S1.15)-(S1.17) are split into element-wise optimization:

\[
\min_{w_j^1} \left( \| v_1^j - w_j^1 (w^2 \otimes w^2)^T \|_2^2 + \lambda_1 g_q(w_j^1) \right), j = 1, \ldots, I_1 \tag{S1.18}
\]

\[
\min_{w_j^2} \left( \| v_2^j - w_j^2 (w^2 \otimes w^1)^T \|_2^2 + \lambda_2 g_q(w_j^2) \right), j = 1, \ldots, I_2 \tag{S1.19}
\]

\[
\min_{w_j^3} \left( \| v_3^j - w_j^3 (w^2 \otimes w^1)^T \|_2^2 + \lambda_3 g_q(w_j^3) \right), j = 1, \ldots, I_3 \tag{S1.20}
\]

\[
g_p(w_j^f) = \begin{cases} 
1 - \delta_{0,w_j^f} & \text{if } p = 0 \text{ and } w_j^f \in L_i \\
|w_j^f| & \text{if } p = 1 \text{ and } w_j^f \in L_i \\
\sqrt{|w_j^f|} & \text{if } p = 1/2 \text{ and } w_j^f \in L_i \\
0 & \text{otherwise}
\end{cases}
\]

Let us consider particular the cases of $L_0, L_1, L_{1/2}$ norm penalizations.
Penalization L_0

Let us consider one of optimization step, e.g. (S.1.18) of ALS optimization in case of L_0 penalization:

\[ FopL_0(w_j^*_j) = \|v_j^* - w_j^* (w^3 \otimes w^2)^T \|^2 + \lambda_1 \left( 1 - \delta_{0,w_j^*} \right) \rightarrow \min. \]  

(1.21)

Here \( \delta_{0,w_j^*} = 1 \) if \( w_j^* = 0 \), and \( \delta_{0,w_j^*} = 0 \) otherwise. Solution of (1.21) is either \( w_j^* = 0 \) or, if \( w_j^* \neq 0 \), then \( \delta_{0,w_j^*} = 0 \),

\[ FopL_0(w_j^*) = \|v_j^* - w_j^* (w^3 \otimes w^2)^T \|^2 + \lambda_1 \rightarrow \min, \]

\[ \arg\min_{w_j^*} \left( \|v_j^* - w_j^* (w^3 \otimes w^2)^T \|^2 + \lambda_1 \right) = \arg\min_{w_j^*} \left( \|v_j^* - w_j^* (w^3 \otimes w^2)^T \|^2 \right) \]

The LS solution of non-penalized task is given by (S.1.11): \( (w_j^*)_LS = \frac{v_j^T (w^3 \otimes w^2)}{\|w^3 \otimes w^2\|^2} \). In order to choose the solution of (1.21) one may compare \( FopL_0(O) \) and \( FopL_0((w_j^*)_LS) = FopL_0(\frac{v_j^T (w^3 \otimes w^2)}{\|w^3 \otimes w^2\|^2}) \). It is easy to see that

\[ FopL_0(O) = (v_j^*). \]

The second candidate \( FopL_0((w_j^*)_LS) \) takes the form

\[ FopL_0((w_j^*)_LS) = FopL_0(O) - \|w^3 \otimes w^2\|^2 (w_j^*)_LS^2 + \lambda_1. \]  

(S.1.22)

From (S.1.22), it follows that L_0 penalization correspond to hard thresholding of the least square solution \( (w_j^*)_LS \):

\[ (w_j^*)_LS,L_0 = \arg\min FopL_0(w_j^*) = \begin{cases} 0, & \text{if } i \in L_1 \text{ and } (w_j^*)_LS \leq \text{ThresholdL}_0 \\ (w_j^*)_LS, & \text{otherwise} \end{cases} \]

with \( \text{ThresholdL}_0 = \frac{\sqrt{\lambda_1}}{\|w^3 \otimes w^2\|^2} \).

Other optimization steps allow similar consideration.

Penalization L_1

An optimization step, e.g. (S.1.18), of ALS optimization in case of L_1 penalization takes form

\[ FopL_1(w_j^*) = \|v_j^* - w_j^* (w^3 \otimes w^2)^T \|^2 + \lambda_1 |w_j^*| \rightarrow \min. \]

(S1.21)

In an inner-product space, the generalized Pythagorean theorem states that squared norm of sum of two orthogonal vectors is equal to sum of their squared norms [3]:

\[ \|v_j^* - w_j^* (w^3 \otimes w^2)^T \|^2 = \|v_j^* - (w_j^*)_LS (w^3 \otimes w^2)^T \|^2 + \|(w_j^*)_LS (w^3 \otimes w^2)^T - w_j^* (w^3 \otimes w^2)^T \|^2, \]

due to orthogonality (see figure S6 for illustration). As only second term depend on the variable to optimize

\[ \|(w_j^*)_LS (w^3 \otimes w^2)^T - w_j^* (w^3 \otimes w^2)^T \|^2 + \lambda_1 |w_j^*| \rightarrow \min. \] 

(S.1.22)
Let us consider the case when scalar product of \( \mathbf{v}_j^i \) and \((\mathbf{w}^3 \otimes \mathbf{w}^2)^T\) is non-negative, and \(w_j^i \geq 0\) (see figure) and the opposite case when \(w_j^i \leq 0\). In the first case

\[
\left\| (w_j^i)_{LS} (\mathbf{w}^3 \otimes \mathbf{w}^2)^T - w_j^i (\mathbf{w}^3 \otimes \mathbf{w}^2)^T \right\|^2 + \lambda_1 w_j^i \rightarrow \min. \tag{S1.23}
\]

As vectors \((w_j^i)_{LS} (\mathbf{w}^3 \otimes \mathbf{w}^2)^T\) and \(w_j^i (\mathbf{w}^3 \otimes \mathbf{w}^2)^T\) are collinear and have the same direction, triangle inequality for norm degrade to equality

\[
\left( (w_j^i)_{LS} \|\mathbf{w}^3 \otimes \mathbf{w}^2\| - w_j^i \|\mathbf{w}^3 \otimes \mathbf{w}^2\| \right)^2 + \lambda_1 w_j^i \rightarrow \min.
\]

After differentiation and taking into account that \(w_j^i \geq 0\),

\[
w_j^i = \begin{cases} 
0, & \text{if } \lambda_1 \geq (w_j^i)_{LS} \|\mathbf{w}^3 \otimes \mathbf{w}^2\|^2, \\
\frac{(w_j^i)_{LS} \|\mathbf{w}^3 \otimes \mathbf{w}^2\|^2 - \lambda_1}{\|\mathbf{w}^3 \otimes \mathbf{w}^2\|^2}, & \text{otherwise}.
\end{cases}
\]

Second case \(w_j^i < 0\) is considered similarly resulting in soft thresholding

\[
(w_j^i)_{LS, L_1} = \arg\min FopL_1(w_j^i) = \begin{cases} 
0, & \text{if } j \in L_1 \text{ and } (w_j^i)_{LS} \leq \text{Threshold}_{L_1}, \\
\operatorname{sign} \left( (w_j^i)_{LS} \left( (w_j^i)_{LS} - \operatorname{Threshold}_{L_1} \right) \right) & \text{if } j \in L_1 \text{ and } (w_j^i)_{LS} > \text{Threshold}_{L_1}, \\
\lambda_1 & \text{otherwise}.
\end{cases}
\]

\[
\text{Threshold}_{L_1} = \frac{\lambda_1}{\|\mathbf{w}^3 \otimes \mathbf{w}^2\|^2}.
\]

**Penalization L\(_{0.5}\)**

An optimization step, e.g. \((1.18)\), of ALS optimization in case of \(L_{0.5}\) penalization takes form

\[
FopL_{0.5}(w_j^i) = \|\mathbf{v}_j^i - w_j^i (\mathbf{w}^3 \otimes \mathbf{w}^2)^T \|^2 + \lambda_1 \sqrt{|w_j^i|} \rightarrow \min, \tag{S1.24}
\]

\[
(w_j^i)_{LS, L_{0.5}} = \arg\min FopL_1(w_j^i).
\]

Similarly to \(L_1\) case:

\[
FopL_{0.5}(w_j^i) = \left( (w_j^i)_{LS} \|\mathbf{w}^3 \otimes \mathbf{w}^2\| - w_j^i \|\mathbf{w}^3 \otimes \mathbf{w}^2\| \right)^2 + \lambda_1 \sqrt{|w_j^i|}
= \|\mathbf{w}^3 \otimes \mathbf{w}^2\|^2 \left( (w_j^i)_{LS} - w_j^i \right)^2 + \lambda_1 \sqrt{|w_j^i|} \rightarrow \min.
\]

The first case is scalar product of \(\mathbf{v}_j^i\) and \((\mathbf{w}^3 \otimes \mathbf{w}^2)^T\) is non-negative, and \(w_j^i \geq 0\). Taking into account that \(w_j^i \leq (w_j^i)_{LS}\), the interval of interest is \([0, (w_j^i)_{LS}]\).

For \(w_j^i > 0\) the derivatives of cost function are

\[
\left( FopL_{0.5}(w_j^i) \right)' = 2 \|\mathbf{w}^3 \otimes \mathbf{w}^2\|^2 \left( (w_j^i)_{LS} - w_j^i \right) + \frac{\lambda_1}{2 \sqrt{|w_j^i|}}, \tag{S1.25}
\]

\[
\left( FopL_{0.5}(w_j^i) \right)'' = 2 \|\mathbf{w}^3 \otimes \mathbf{w}^2\|^2 - \frac{\lambda_1}{4 \left( w_j^i \right)^{3/2}}.
\]

Let us note that if \(\left( FopL_{0.5}(w_j^i) \right)' > 0\) for \(w_j^i \in \left[ 0, (w_j^i)_{LS} \right]\), \(FopL_{0.5}(w_j^i)\) is monotonically increasing function at the interval \([0, (w_j^i)_{LS}]\) and has minimum at \(w_j^i = 0\). First, let us study the cases when first derivative of the cost
function is positive. Let us note that \((FopL_{0.5}(w_j^1))'')<0\) for \(w_j^1 \in [0, (w_j^1)_{LS}]\) if \(\lambda_1 > 8\|w^3 \otimes w^2\|2 (w_j^1)_{LS}^3/2\). For negative second derivative first derivative is monotonically decrease. As at the end point \((FopL_{0.5}(w_j^1))' > 0\), derivative is positive for all interval of interest and optimal \((w_j^1)_{LS,0.5} = 0\) (Figure S7A). Otherwise \((FopL_{0.5}(w_j^1))'' = 0\) at \(w_j^1 = (\lambda_1^2/4\|w^3 \otimes w^2\|2)\). \(\left(FopL_{0.5}(w_j^1)\right)'' \) decreases if \(w_j^1 \in [0, \hat{w}_j^1]\) and increases \(w_j^1 \in [\hat{w}_j^1, (w_j^1)_{LS}]\). Moreover \((FopL_{0.5}(\hat{w}_j^1))' > 0\) if \(\lambda_1 > 8\|w^3 \otimes w^2\|2 (w_j^1)_{LS}^3/2\). In this case optimal solution is still \((w_j^1)_{LS,0.5} = 0\) (Figure S7B).

If \(\left(FopL_{0.5}(\hat{w}_j^1)\right)'' < 0\) the cost function \(FopL_{0.5}(w_j^1)\) has 2 local extrema located in \([0, \hat{w}_j^1]\) and \([\hat{w}_j^1, (w_j^1)_{LS}]\) (Figure S7C). Only second one may correspond to the minimum of cost function (Figure S7C). It may be computed explicitly from \((FopL_{0.5}(w_j^1))' = 0\). Squared (1.25) may be viewed as cubic equation

\[
x(1-x)^2 = C, \quad x = \frac{w_j^1}{(w_j^1)_{LS}}, \quad C = \frac{\lambda_1^2}{16\|w^3 \otimes w^2\|^4 (w_j^1)_{LS}^3} \quad (S1.26)
\]

The solution of (1.26) in the interval of interest \(w_j^1 \in [0, (w_j^1)_{LS}]\) \((x \in [0,1])\) exist in the case under considration (Figure S8) as \(C \in [0, 4/27]\) if \(\lambda_1 \leq \frac{8}{3\sqrt{3}}\|w^3 \otimes w^2\|^2 (w_j^1)_{LS}^3/2\). By the properties of the function (Figure S7C), the minimum of cost function may be a biggest root of (1.26) in the interval \([0; 1]\) denoted \(x^\star\). The minimum is attained at one of the points: 0 or \(x^\star (w_j^1)_{LS}\). Distinguishing between these options is straightforward. Summerising,

\[
\begin{align*}
(w_j^1)_{LS,0.5} &= \arg \min FopL_{0.5}(w_j^1) \\
&= \begin{cases} 
0, & \text{if } j \in L_1 \text{ and } (w_j^1)_{LS} \leq \text{Threshold}_{0.5} \\
\arg \min \left(FopL_{0.5}(0), FopL_{0.5}(x^\star \cdot (w_j^1)_{LS})\right), & \text{if } i \in L_1 \text{ and } (w_j^1)_{LS} > \text{Threshold}_{0.5} \\
(w_j^1)_{LS} &= \text{otherwise}
\end{cases}
\end{align*}
\]

\(\text{Threshold}_{0.5} = \frac{3}{4} (\lambda_1^2/4\|w^3 \otimes w^2\|2)^{\frac{3}{2}}\), \(x^\star\) is a biggest root of (1.26) in the interval \([0; 1]\).
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