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Abstract. For a very general class of unbounded self-adjoint operator functions we prove upper bounds for eigenvalues which lie within arbitrary gaps of the essential spectrum. These upper bounds are given by triple variations. Furthermore, we find conditions which imply that a point is in the resolvent set. For norm resolvent continuous operator functions we show that the variational inequality becomes an equality.
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1. Introduction

In many applications of operator and spectral theory eigenvalue problems appear which are nonlinear in the eigenvalue parameter, e.g. polynomially or rationally. Very often such problems can be dealt with by introducing a function of the spectral parameter whose values are linear operators in a Hilbert space. To be more specific, let $T(\cdot)$ be an operator function that is defined on some set $\Delta \subset \mathbb{C}$ and whose values are closed linear operators in a Hilbert space $(\mathcal{H}, \langle \cdot, \cdot \rangle)$. For each $\lambda \in \Delta$ the domain of the operator $T(\lambda)$ is denoted by $\text{dom}(T(\lambda))$. A number $\lambda \in \Delta$ is called an eigenvalue of the operator function $T$ if there exists an $x \in \text{dom}(T(\lambda)) \setminus \{0\}$ such that $T(\lambda)x = 0$, i.e. $0$ is in the point spectrum of the operator $T(\lambda)$. The spectrum, essential spectrum, discrete spectrum and resolvent set of $T$ are defined as follows:

$$\sigma(T) := \{ \lambda \in \Delta : 0 \in \sigma(T(\lambda)) \}$$

$$\sigma_{\text{ess}}(T) := \{ \lambda \in \Delta : 0 \in \sigma_{\text{ess}}(T(\lambda)) \} = \{ \lambda \in \Delta : T(\lambda) \text{ is not Fredholm} \}$$

$$\sigma_{\text{dis}}(T) := \sigma(T) \setminus \sigma_{\text{ess}}(T)$$

$$\rho(T) := \{ \lambda \in \Delta : 0 \in \rho(T(\lambda)) \};$$

note that a closed operator is called Fredholm if the dimension of the kernel and the (algebraic) co-dimension of the range are finite. A trivial example is given by $T(\lambda) = A - \lambda I$ where $A$ is a closed operator; in this case the spectra of the operator function $T$ and the operator $A$ clearly coincide. More complicated examples are operator polynomials or Schur complements of block operator matrices; see, e.g. [21, 25] and references therein; see also the survey article [24] about numerical methods for eigenvalues of quadratic matrix polynomials.

It is our aim to show spectral enclosures and variational principles for eigenvalues of operator functions. In the 1950s R. J. Duffin [5] proved a variational principle for eigenvalues of certain quadratic matrix polynomials, which was generalised to infinite-dimensional spaces and more general operator functions in the following decades; see, e.g. [11, 21, 23, 27]. Basically, the following situation was considered. Let $T$ be a function defined on an interval $[\alpha, \beta]$ whose values are bounded self-adjoint operators in a Hilbert space $\mathcal{H}$ such that $T(\alpha) \gg 0$ (i.e. $T(\alpha)$ is uniformly positive), $T(\beta) \ll 0$ and $T$ is differentiable with $T'(\lambda) \ll 0$ for $\lambda \in [\alpha, \beta]$. For every $x \in \mathcal{H} \setminus \{0\}$ the scalar function $\lambda \mapsto \langle T(\lambda)x, x \rangle$ has exactly one zero in $(\alpha, \beta)$,
which we denote by \( p(x) \). The mapping \( x \mapsto p(x) \) is called a generalised Rayleigh functional. The eigenvalues of \( T \) below the essential spectrum of \( T \) can accumulate at most at the bottom of \( \sigma_{\text{ess}}(T) \); if they are denoted by \( \lambda_1 \leq \lambda_2 \leq \cdots \), then they are characterised by the following variational principle:

\[
\lambda_n = \min_{\mathcal{L} \subset \mathcal{H}, \dim \mathcal{L} = n, x \neq 0} \max_{x \in \mathcal{L}} p(x) = \max_{\mathcal{L} \subset \mathcal{H}, \dim \mathcal{L} = n-1} \min_{x \perp \mathcal{L}, x \neq 0} p(x);
\]

here \( \mathcal{L} \) denotes finite-dimensional subspaces of \( \mathcal{H} \). If \( T(\lambda) = A - \lambda I \) where \( A \) is a bounded self-adjoint operator, then (1.1) reduces to the standard variational principle for eigenvalues of a self-adjoint operator; the generalised Rayleigh functional is then just the classical Rayleigh quotient: \( p(x) = \frac{\langle Ax, x \rangle}{\|x\|^2} \).

In [2] the assumption that \( T(\alpha) \) is uniformly positive was relaxed and replaced by the assumption that the negative spectrum of \( T(\lambda) \) consists of only a finite number \( \kappa \) of eigenvalues (counted with multiplicities), in which case \( n \) has to be replaced by \( n + \kappa \) in the variations over the subspaces; also the generalised Rayleigh quotient has to be slightly modified (see Definition 2.1(i) below). In [7] also functions whose values are unbounded operators were allowed. Moreover, in these papers the monotonicity assumption on \( T \) was weakened; see Assumption (A3) below in Section 2.

The main aim of our paper is to remove the assumption of the finiteness of the negative spectrum of \( T(\alpha) \) and to allow also the characterisation of eigenvalues in gaps of the essential spectrum. In order to do this, a third variation is needed; see Theorem 5.1, the main result of the paper. This theorem greatly sharpens and extends [6, Theorem 2.4], where only an inequality was shown for operator functions and where it was assumed that the values are bounded operators (for some quadratic polynomials equality was proved). As part of the proof of Theorem 5.1 we also show such an inequality (Theorem 2.3) for a class of operator functions with less continuity assumptions then needed in Theorem 5.1. We believe that the first triple variational principle appeared in [22] where eigenvalues of positive operators in Krein spaces were characterised.

Our second main result, Theorem 2.2, is connected with the inequality in Theorem 2.3 and gives a sufficient condition for points being in the resolvent set of an operator function. In Theorem 5.2 this is used to obtain the existence of spectral gaps for perturbed self-adjoint operators. In a forthcoming paper [20] we will also apply Theorem 2.2 to prove spectral inclusions for certain block operator matrices.

Let us give a brief synopsis of the paper. In Section 2 we state and prove the result about points in the resolvent set of an operator function (Theorem 2.2) and the variational inequality (Theorem 2.3). We should mention that also an inequality for the essential spectrum is obtained. In Section 3 we consider self-adjoint operators, which need not be semi-bounded, and prove a variational principle for eigenvalues in arbitrary gaps of the essential spectrum (Theorem 3.1). Moreover, the above mentioned perturbation result for spectral gaps is proved there (Theorem 5.2). In Section 4 we prove a decomposition of the Hilbert space into a direct sum of three subspaces, one being the span of the eigenvectors corresponding to eigenvalues in an interval and the other two being spectral subspaces connected with the operators at the two endpoints of the interval (Theorem 4.1). This is the main ingredient in the proof of the other inequality of the variational principle in Theorem 5.1. Further, in Section 4 we prove that eigenvalues cannot accumulate outside the essential spectrum of an analytic operator function (Proposition 4.2). Finally, in Section 5 we prove the triple variational principle for eigenvalues of norm resolvent continuous operator functions.
Throughout this paper the term ‘subspace’ refers to a linear manifold, which is not necessarily closed. Moreover, \( \oplus \) denotes a direct sum of two subspaces.

2. A general variational inequality

In this section we consider a rather general class of self-adjoint operator functions and prove variational inequalities for eigenvalues. Moreover, we give sufficient conditions for points to belong to the resolvent set of such operator functions.

Let \( A \) be a self-adjoint operator in a Hilbert space \( \mathcal{H} \) and let \( E \) be its spectral measure. We define the corresponding sesquilinear form \( a \) by

\[
a[x, y] := \int_{\mathbb{R}} \mu \, d\langle E(\mu)x, y \rangle
\]

for \( x, y \in \text{dom}(a) := \text{dom}(|A|^{1/2}) \). Moreover, we introduce the quadratic form

\[
a[x] := a[x, x], \quad x \in \text{dom}(a).
\]

Note that, for \( x \in \text{dom}(A) \) and \( y \in \text{dom}(a) \), we have \( a[x, y] = \langle Ax, y \rangle \). If \( A \) is bounded below, then this definition clearly coincides with the definition in [12, §IV.1.5]. For more information on non-semi-bounded forms see, e.g. [8, 11].

Let \( L \) be a (not necessarily closed) subspace of \( \text{dom}(a) \). We say that \( L \) is \( a \)-non-negative if \( a[x] \geq 0 \) for every \( x \in L \); \( L \) is called maximal \( a \)-non-negative if it cannot be extended to a larger subspace with the same property.

Throughout the paper denote by \( L_\Delta(A) \) the spectral subspace for \( A \) corresponding to a Borel set \( \Delta \subset \mathbb{R} \), i.e. \( L_\Delta(A) = \text{ran} E(\Delta) \).

Assumptions (A1)–(A3).

Let \( T \) be an operator function defined on some interval \( \Delta \subset \mathbb{R} \) whose values are operators in a Hilbert space \( \mathcal{H} \). We assume that the following conditions are satisfied:

(A1) \( T(\lambda) \) is self-adjoint for every \( \lambda \in \Delta \) with corresponding quadratic form \( t(\lambda) \);

(A2) \( \text{dom}(t(\lambda)) = \text{dom}(|T(\lambda)|^{1/2}) \) is independent of \( \lambda \) and denoted by \( \mathcal{D} \);

(A3) for each \( x \in \mathcal{D} \setminus \{0\} \), the function \( \lambda \mapsto t(\lambda)[x] \) is continuous and decreasing at value 0, i.e. if \( t(\lambda_0)[x] = 0 \) for some \( \lambda_0 \in \Delta \), then

\[
t(\lambda)[x] > 0 \quad \text{for } \lambda \in \Delta \text{ such that } \lambda < \lambda_0,
\]

\[
t(\lambda)[x] < 0 \quad \text{for } \lambda \in \Delta \text{ such that } \lambda > \lambda_0.
\]

Occasionally — in particular, when the essential spectrum is involved — we need the following condition, which is named after A. Virozub and V. Matsaev (see [25] and also [18, 16]):

\[
(\text{VM}^-) \quad \text{for every } u \in \mathcal{D} \text{, the function } t(\cdot)[u] \text{ is differentiable on } \Delta \text{ and, for every compact subinterval } I \text{ of } \Delta \text{, there exist } \varepsilon, \delta > 0 \text{ such that, for all } x \in \mathcal{D} \text{ with } \|x\| = 1 \text{ and all } \lambda \in I,}
\]

\[
|t(\lambda)[x]| \leq \varepsilon \quad \Rightarrow \quad t'(\lambda)[x] \leq -\delta.
\]

Obviously, for fixed \( \lambda \in I \), this condition is equivalent to the condition that

\[
|t(\lambda)[x]| \leq \varepsilon\|x\|^2 \quad \Rightarrow \quad t'(\lambda)[x] \leq -\delta\|x\|^2
\]

for all \( x \in \mathcal{D} \).
Definition 2.1. Let $T$ be an operator function defined on $\Delta$ that satisfies Assumptions (A1)–(A3) and let $t(\lambda)$ be the corresponding forms.

(i) A functional $p : \mathcal{D} \setminus \{0\} \to \mathbb{R} \cup \{\pm \infty\}$ is called a generalised Rayleigh functional for $T$ on $\Delta$ if, for all $x \in \mathcal{D} \setminus \{0\}$,

\[
\begin{align*}
    p(x) &= \lambda_0 & \text{if } & t(\lambda_0)[x] = 0, \\
    p(x) &< \lambda & \text{for all } & \lambda \in \Delta & \text{if } & t(\mu)[x] < 0 & \text{for all } \mu \in \Delta, \\
    p(x) &> \lambda & \text{for all } & \lambda \in \Delta & \text{if } & t(\mu)[x] > 0 & \text{for all } \mu \in \Delta.
\end{align*}
\]

(ii) For $\gamma \in \Delta$ set

\[
M_\gamma^+ := \{ M : M \text{ is a maximal } t(\gamma)-\text{non-negative subspace of } \mathcal{D} \}.
\]

In [2], [6] and [7] generalised Rayleigh functionals were defined such that $p(x) = -\infty$ and $p(x) = +\infty$ in the second and third case in (i) above. This does not change results, but our definition gives more flexibility in applications; the choice with $\pm \infty$ is also allowed in our definition. Note that, for all $\lambda \in \Delta$ and $x \in \mathcal{D} \setminus \{0\}$,

\[
p(x) \leq \lambda \iff t(\lambda)[x] \leq 0.
\]

Moreover, if $\lambda_0$ is an eigenvalue of $T$ with eigenvector $x_0$, i.e. $T(\lambda_0)x_0 = 0$, then $p(x_0) = \lambda_0$.

The next two theorems are the main results of this section. The first one can be used to show that some point is in the resolvent set of an operator function. The second one, which is a generalisation of [6] Theorem 2.4, gives triple variational inequalities for eigenvalues and the bottom of the essential spectrum of an operator function.

Theorem 2.2. Assume that $T$ satisfies (A1)–(A3) and (VM$^-$). Let $\mu_1, \mu_2 \in \Delta$ with $\mu_1 < \mu_2$. If there exist $M \in M_\mu_1^+$ and $a > 0$ such that

\[
t(\mu_2)[x] \geq a\|x\|^2 \quad \text{for all } x \in M,
\]

then $\mu_2 \in \rho(T)$.

Theorem 2.3. Let $\Delta \subset \mathbb{R}$ be an interval with right endpoint $\beta \in \mathbb{R} \cup \{+\infty\}$ and let $T$ be an operator function defined on $\Delta$ which satisfies Assumptions (A1)–(A3). Moreover, let $p$ be a generalised Rayleigh functional for $T$ on $\Delta$, let $\gamma \in \rho(T)$ with $\gamma < \beta$, and set

\[
\lambda_c := \begin{cases} 
\inf(\sigma_{\text{ess}}(T) \cap (\gamma, \beta)) & \text{if } \sigma_{\text{ess}}(T) \cap (\gamma, \beta) \neq \emptyset, \\
\beta & \text{otherwise.}
\end{cases}
\]

Let $(\lambda_j)_{j=1}^N$, $N \in \mathbb{N}_0 \cup \{\infty\}$, be a finite or infinite sequence of eigenvalues of $T$ in the interval $(\gamma, \lambda_c)$ in non-decreasing order such that, for each set of $k$ coinciding
eigenvalues, say $\lambda_i = \lambda_{i+1} = \ldots = \lambda_{i+k-1}$, one has $\dim \ker T(\lambda_i) \geq k$. Then
\begin{equation}
(2.5) \quad \sup_{M \in M^+_c} \sup_{\mathcal{L} \subseteq M} \inf_{\dim \mathcal{L} = n-1} p(x) \leq \lambda_n, \quad n \in \mathbb{N}, n \leq N.
\end{equation}
Moreover, if $T$ satisfies the condition $(\text{VM}^-)$ and $\sigma_{\text{ess}}(T) \cap (\gamma, \beta) \neq \emptyset$, then
\begin{equation}
(2.6) \quad \sup_{M \in M^+_c} \sup_{\mathcal{L} \subseteq M} \inf_{\dim \mathcal{L} = n-1} p(x) \leq \lambda_c, \quad n \in \mathbb{N}.
\end{equation}

Remark 2.4.

(i) The statement in Theorem 2.2 is false without the assumption $(\text{VM}^-)$ as can be seen from the following example. Let $A$ be a self-adjoint operator in a Hilbert space $\mathcal{H}$ with spectrum $\sigma(A) = [0, 1]$ but having 0 not as an eigenvalue. The operator function $T(\lambda) = -\lambda^2 I - A$ satisfies Assumptions (A1)–(A3) since $t(\lambda)[x] < 0$ for all $x \in \mathcal{H} \setminus \{0\}$ and $\lambda \in \mathbb{R}$. If we choose $\mu_1 = -1$ and $\mu_2 = 0$, then $M^+_{c1} = \{0\}$ and therefore relation (2.3) is satisfied. However, $0 \in \sigma(T)$.

(ii) Note that the variations on the left-hand sides of (2.5) and (2.6) are over non-empty sets for those $n$ considered there, i.e. there exists an $M \in M^+_{c}$ which is at least $n$-dimensional; see the beginning of the proof of Theorem 2.3.

(iii) Under our assumptions one obtains in general only an inequality and not equality as the following example shows. Consider the operator function $T(\lambda) = \text{diag}(T_1(\lambda), T_2(\lambda), \ldots), \quad \lambda \in \Delta = \mathbb{R}$, in the space $\mathcal{H} = l^2$ where the piece-wise linear functions $T_k$ are defined as
\begin{equation}
T_k(\lambda) = \begin{cases} 
1, & \lambda \leq 0, \\
1 - k\lambda, & 0 < \lambda < \frac{2}{k}, \\
-1, & \lambda \geq \frac{2}{k}.
\end{cases}
\end{equation}
The spectrum of $T$ consists only of eigenvalues:
\begin{equation}
\sigma(T) = \sigma_p(T) = \left\{ \frac{1}{k} : k \in \mathbb{N} \right\},
\end{equation}
but the variations on the left-hand side of (2.5) are equal to 0 for all $n \in \mathbb{N}$ if one chooses, e.g. $\gamma = 0$.

(iv) Note that in the last statement of the theorem the condition $(\text{VM}^-)$ is necessary as can be seen from the example given in [7, Remark 2.10].

Before we prove the theorems, we need a couple of lemmas.

Lemma 2.5. Let $A$ be a self-adjoint operator, $a$ the corresponding form, and assume that $0 \in \rho(A)$. Let $M$ be a maximal a-non-negative subspace of $\text{dom}(a) = \text{dom}(|A|^{1/2})$, $M'$ an a-non-negative subspace of $\text{dom}(a)$ and $\mathcal{L} \subset M \cap M'$. Then
\[
\dim (M/\mathcal{L}) \geq \dim (M'/\mathcal{L}).
\]

Proof. Since $0 \in \rho(A)$, $\mathcal{K} := \text{dom}(a)$ is a Krein space with inner product $a[\cdot, \cdot]$, i.e. it is a direct and orthogonal sum of the Hilbert space $\mathcal{K}_+ = L_{[0, \infty)}(A) \cap \text{dom}(a)$ and the anti-Hilbert space $\mathcal{K}_- = L_{(-\infty, 0)}(A) \cap \text{dom}(a)$. According to [14, Proposition I.1.1] and its first corollary, $M$ and $M'$ have angular operator representations, i.e., with respect to the decomposition $\mathcal{K} = \mathcal{K}_+ + \mathcal{K}_-$, they can be written as
\[
M = \left\{ \left( \begin{array}{c} x \\ C_Mx \end{array} \right) : x \in \mathcal{K}_+ \right\}, \quad M' = \left\{ \left( \begin{array}{c} x \\ C_{M'}x \end{array} \right) : x \in \text{dom}(C_{M'}) \right\}.
\]
where $C_{M}$ and $C_{M'}$ are bounded operators from $K_+$ to $K_+$ with $\text{dom}(C_{M}) = K_+$ and $\text{dom}(C_{M'}) \subset K_+$. This implies that $M$ is isomorphic to $K_+$ and $M'$ is isomorphic to a subspace of $K_+$. From this the claim is immediate. □

**Lemma 2.6.** Let $a$ be a quadratic form with domain $\text{dom}(a)$ corresponding to a self-adjoint operator $A$. Let $u \in \text{dom}(a)$, $v \in \text{dom}(A)$ and $a, b, c > 0$ such that 
\[ a[u] \geq a\|u\|^2, \quad \|Av\| \leq b\|v\| \]
and 
\[ ac > b(a + b + 3c). \]
If $u \neq 0$ or $v \neq 0$, then 
\[ a[u + v] + c\|u + v\|^2 > 0. \]

**Proof.** We can estimate 
\[ a[u + v] + c\|u + v\|^2 = a[u] + 2\Re\langle Av, u \rangle + \langle Av, v \rangle + c\|u\|^2 + 2c\Re\langle v, u \rangle + c\|v\|^2 \]
\[ \geq a[u] - 2\|Av\|\|u\|\|Av\|\|v\| + c\|u\|^2 - 2c\|u\|\|v\| + c\|v\|^2 \]
\[ \geq a\|u\|^2 - 2b\|v\|\|u\|\|v\| + c\|u\|^2 - 2c\|u\|\|v\| + c\|v\|^2 \]
\[ \geq (a + c)\|u\|^2 - 2b(c + b)\|u\|\|v\| + (c - b)\|v\|^2. \]
Since $a + c > 0$, the quadratic form in $\|u\|$ and $\|v\|$ is positive definite if and only if 
\[ (a + c)(c - b) - (b + c)^2 > 0, \]
which is equivalent to 
\[ ac > b(a + b + 3c). \]
As this inequality is true by assumption, the expression in (2.7) is positive unless both $\|u\|$ and $\|v\|$ are zero. □

In the next lemmas $T$ is an operator function defined on an interval $\Delta$.

**Lemma 2.7.** Assume that $T$ satisfies (A1)–(A3) and (VM$^-$). Let $\mu_1, \mu_2 \in \Delta$ with $\mu_1 < \mu_2$ and let $\varepsilon$ and $\delta$ be such that (2.1) is valid for all $\lambda \in [\mu_1, \mu_2]$ and $x \in \mathcal{D}$. Then 
\[ t(\mu_2)[x] \geq -\varepsilon\|x\|^2 \implies t(\mu_1)[x] \geq \min\{\varepsilon\|x\|^2, t(\mu_2)[x] + \delta(\mu_2 - \mu_1)\|x\|^2\} \]
for all $x \in \mathcal{D}$. 

**Proof.** Without loss of generality we may assume that $\|x\| = 1$. If $t(\lambda_0)[x] \geq \varepsilon$ for some $\lambda_0 \in [\mu_1, \mu_2]$, then, clearly, $t(\lambda)[x] \geq \varepsilon$ for all $\lambda \in [\mu_1, \lambda_0]$; if $t(\lambda_0)[x] \leq -\varepsilon$ for some $\lambda_0 \in [\mu_1, \mu_2]$, then $t(\lambda)[x] \leq -\varepsilon$ for all $\lambda \in [\lambda_0, \mu_2]$. Now, if $t(\mu_1)[x] \geq \varepsilon$, then there is nothing to prove. Otherwise, $t(\lambda)[x] \in [-\varepsilon, \varepsilon]$ for all $\lambda \in [\mu_1, \mu_2]$ and therefore $t'(\lambda)[x] \leq -\delta$ for such $\lambda$. Hence 
\[ t(\mu_1)[x] = t(\mu_2)[x] - \int_{\mu_1}^{\mu_2} t'(\lambda)[x] d\lambda \geq t(\mu_2)[x] + \delta(\mu_2 - \mu_1), \]
which shows the assertion. □

**Lemma 2.8.** Assume that $T$ satisfies (A1)–(A3) and (VM$^-$). Let $\mu_1, \mu_2 \in \Delta$ with $\mu_1 < \mu_2$ and let $\varepsilon$ and $\delta$ be such that (2.1) is valid for all $\lambda \in [\mu_1, \mu_2]$ and $x \in \mathcal{D}$. Moreover, let $a, b > 0$, set $c := \min\{\varepsilon, \delta(\mu_2 - \mu_1)\}$ and suppose that 
\[ ac > b(a + b + 3c). \]
If \( u \in \mathcal{D}, v \in \text{dom}(T(\mu_2)) \) are such that
\[
t(\mu_2)[u] \geq a\|u\|^2, \quad \|T(\mu_2)v\| \leq b\|v\|
\]
and \( u \neq 0 \) or \( v \neq 0 \), then
\[
t(\mu_1)[u + v] > 0.
\]

**Proof.** It follows from Lemma 2.4 applied to \( a = t(\mu_2) \) that
\[
(2.8) \quad t(\mu_2)[u + v] + c\|u + v\|^2 > 0.
\]
Since \( c \leq \varepsilon \), we have \( t(\mu_2)[u + v] \geq -\varepsilon\|u + v\|^2 \). Now Lemma 2.7 implies that
\[
t(\mu_1)[u + v] \geq \min\{\varepsilon\|u + v\|^2, t(\mu_2)[u + v] + \delta(\mu_2 - \mu_1)\|u + v\|^2\}.
\]
The first expression in the minimum is positive because \( u + v \neq 0 \) by (2.8). The second expression in the minimum is also positive:
\[
t(\mu_2)[u + v] + \delta(\mu_2 - \mu_1)\|u + v\|^2 > -c\|u + v\|^2 + \delta(\mu_2 - \mu_1)\|u + v\|^2 \geq 0
\]
by the definition of \( c \), which implies the assertion. □

**Lemma 2.9.** Assume that \( T \) satisfies (A1)--(A3) and (V-\( M^- \)). Let \( a > 0 \), \( \mu_1, \mu_2 \in \Delta \) with \( \mu_1 < \mu_2 \), and let \( \mathcal{M} \) be a subspace of \( \mathcal{D} \). Moreover, suppose that \( \mu_2 \in \sigma(T) \) and that
\[
(2.9) \quad t(\mu_2)[x] \geq a\|x\|^2 \quad \text{for all } x \in \mathcal{M}.
\]
Then there exists a subspace \( \mathcal{M}' \) such that \( \mathcal{M} \subseteq \mathcal{M}' \subseteq \mathcal{D} \) and
\[
t(\mu_1)[x] > 0 \quad \text{for all } x \in \mathcal{M}', \ x \neq 0.
\]

**Proof.** Let \( \varepsilon \) and \( \delta \) be such that (2.1) is valid for all \( \lambda \in [\mu_1, \mu_2] \) and \( x \in \mathcal{D} \).
Set \( c := \min\{\varepsilon, \delta(\mu_2 - \mu_1)\} \) and choose a positive number \( b \) such that \( b < a \) and \( ac > b(a + b + 3c) \). Since \( \mu_2 \in \sigma(T) \), there exists a \( v_0 \in \text{dom}(T(\mu_2)) \subset \mathcal{D} \) such that \( \|v_0\| = 1 \) and \( \|T(\mu_2)v_0\| \leq b \). Set \( \mathcal{M}' := \mathcal{M} + \text{span}\{v_0\} \). The space \( \mathcal{M}' \) is strictly larger than \( \mathcal{M} \) because \( b < a \) and (2.9) is satisfied. Now let \( u \in \mathcal{M} \) and \( v \in \text{span}\{v_0\} \). Then \( t(\mu_1)[u + v] > 0 \) if \( u + v \neq 0 \) by Lemma 2.8. □

Theorem 2.2 is now an immediate consequence of the previous lemma.

**Proof of Theorem 2.2.** If \( \mu_2 \in \sigma(T) \), then, by Lemma 2.9, there exists \( \mathcal{M}' \subset \mathcal{D}, \mathcal{M} \subsetneq \mathcal{M}' \) such that \( t(\mu_1)[x] \geq 0 \) for all \( x \in \mathcal{M}' \), which contradicts the maximality of \( \mathcal{M} \) as a \( t(\mu_1) \)-non-negative subspace. □

Before we prove Theorem 2.3 we need two more lemmas.

**Lemma 2.10.** Assume that \( T \) satisfies (A1)--(A3). Let \( \lambda_1, \ldots, \lambda_m \) be eigenvalues of \( T \) with eigenvectors \( u_1, \ldots, u_m \) and let \( \mu, \nu \in \Delta \) such that \( \mu \leq \lambda_1 \leq \cdots \leq \lambda_m \leq \nu \). Moreover, let \( y \in \mathcal{D} \) and \( c_1, \ldots, c_m \in \mathbb{C} \).

(i) If \( t(\nu)[y] \geq 0 \), then
\[
t(\mu)[y + c_1u_1 + \cdots + c_mu_m] \geq 0.
\]

(ii) If \( t(\mu)[y] \leq 0 \), then
\[
t(\nu)[y + c_1u_1 + \cdots + c_mu_m] \leq 0.
\]

**Proof.** We prove only the assertion in (i): the statement in (ii) is proved analogously.

Since \( t(\nu)[y] \geq 0 \) and \( T \) satisfies Assumption (A3), we have \( t(\lambda_m)[y] \geq 0 \). Using the fact that \( \lambda_m \) is an eigenvalue of \( T \) with eigenvector \( u_m \), i.e. that \( T(\lambda_m)u_m = 0 \), we obtain
\[
t(\lambda_m)[y + c_mu_m] = t(\lambda_m)[y] + 2\text{Re}\langle c_mT(\lambda_m)u_m, y \rangle + |c_m|^2\langle T(\lambda_m)u_m, u_m \rangle
\]
\[
= t(\lambda_m)[y] \geq 0
\]
and hence, again by Assumption (A3), \( t(\lambda_{m-1})[y + c_m u_m] \geq 0 \). Repeating this argument we get
\[
t(\lambda_1)[y + c_1 u_1 + \cdots + c_m u_m] \geq 0. 
\]
Finally, we can once more use Assumption (A3) to prove the claim. \( \square \)

**Lemma 2.11.** Assume that \( T \) satisfies (A1)–(A3). Let \( \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_m \) be eigenvalues of \( T \) such that, for each set of \( k \) coinciding eigenvalues, say \( \lambda_i = \lambda_{i+1} = \cdots = \lambda_{i+k-1}, \) one has \( \dim \ker T(\lambda_i) \geq k. \) Then there exist linearly independent vectors \( u_1, \ldots, u_m \) such that \( u_j \) is an eigenvector of \( T \) corresponding to \( \lambda_j, \) \( j = 1, \ldots, m. \)

**Proof.** For every \( \lambda_j \) choose an eigenvector \( u_j \) such that for coinciding eigenvalues the eigenvectors are linearly independent. Assume that there exist numbers \( \alpha_1, \ldots, \alpha_m \in \mathbb{C}, \) not all equal to 0, such that
\[
\alpha_1 u_1 + \cdots + \alpha_m u_m = 0. 
\]
Let \( \alpha_n \) be the last non-zero coefficient, i.e. \( \alpha_n \neq 0 \) and
\[
\alpha_1 u_1 + \cdots + \alpha_n u_n = 0. 
\]
Because the \( u_j \) are chosen to be linearly independent for coinciding eigenvalues, we have \( \lambda_1 < \lambda_n. \) Let \( k \) be such that
\[
\lambda_k < \lambda_{k+1} = \cdots = \lambda_n. 
\]
Since \( u_{k+1}, \ldots, u_n \) are linearly independent and \( \alpha_n \neq 0, \) it follows that
\[
\alpha_1 u_1 + \cdots + \alpha_k u_k = -(\alpha_{k+1} u_{k+1} + \cdots + \alpha_n u_n) \neq 0. 
\]
From Lemma 2.10 (ii) with \( y = 0 \) we obtain that
\[
t(\lambda_k)[\alpha_1 u_1 + \cdots + \alpha_k u_k] \leq 0. 
\]
The fact that \( \alpha_{k+1} u_{k+1} + \cdots + \alpha_n u_n \) is an eigenvector to the eigenvalue \( \lambda_n \) implies that
\[
t(\lambda_n)[\alpha_{k+1} u_{k+1} + \cdots + \alpha_n u_n] = 0. 
\]
Hence
\[
0 = t(\lambda_n)[\alpha_{k+1} u_{k+1} + \cdots + \alpha_n u_n] = t(\lambda_k)[\alpha_1 u_1 + \cdots + \alpha_k u_k] 
\]
by (A3), which is a contradiction to (2.10). \( \square \)

Note that, without assumption (A3), the statement of the previous lemma is false in general; see, e.g. the example in [18] Remark 7.7.

Now we can turn to the proof of Theorem 2.3.

**Proof of Theorem 2.3.** First we show Remark 2.3 (ii). Let \( n \in \mathbb{N} \) and assume that \( T \) has at least \( n \) eigenvalues in \( (\gamma, \lambda_n) \) counted with multiplicities. It follows from Lemma 2.11 that there exist linearly independent eigenvectors \( u_1, \ldots, u_n \) of \( T \) corresponding to \( \lambda_1, \ldots, \lambda_n. \) By Lemma 2.10 (i) the space \( \{u_1, \ldots, u_n\} \) is \( t(\gamma) \)-non-negative and can be extended to a maximal \( t(\gamma) \)-non-negative subspace by Zorn’s lemma, which shows the statement concerning 2.7.5. For the analogous statement for (2.10) let \( \mu_2 \in \sigma_{\text{ess}}(T) \cap (\gamma, \beta) \) and \( a, b, c \) as in Lemma 2.8 where \( \varepsilon, \delta \) are such that (2.4) is valid on \( [\gamma, \mu_2]. \) If \( n \in \mathbb{N} \) then there exists an \( n \)-dimensional subspace \( M' \) of \( \text{dom}(T(\mu_2)) \) such that \( ||T(\mu_2)v|| \leq b||v|| \) for \( v \in M'. \) It follows from Lemma 2.8 with \( u = 0 \) that the space \( M' \) is \( t(\gamma) \)-non-negative. Again we can extend this space to a maximal \( t(\gamma) \)-non-negative subspace.

Suppose that the inequality in (2.3) is false for some \( n. \) Then there exist an \( M \in M_\gamma^+ \) and a subspace \( L \subset M \) with \( \dim L = n - 1 \) such that
\[
\inf_{x \in \mathcal{N}(L)^\perp} p(x) > \lambda_n. 
\]
Hence
\begin{equation}
(2.11) \quad t(\lambda_n)[y] > 0, \quad y \in \mathcal{M} \ominus \mathcal{L}, \ y \neq 0.
\end{equation}

Let \(u_1, \ldots, u_n\) be linearly independent eigenvectors corresponding to the eigenvalues \(\lambda_1, \ldots, \lambda_n\), which exist by Lemma 2.11. According to Lemma 2.10(i) we have
\begin{equation}
(2.11) \quad t(\gamma)[y + c_1u_1 + \cdots + c_nu_n] \geq 0
\end{equation}
for all \(y \in \mathcal{M} \ominus \mathcal{L}\) and \(c_1, \ldots, c_n \in \mathbb{C}\). This implies that
\begin{equation}
(2.12) \quad \mathcal{M}' := (\mathcal{M} \ominus \mathcal{L}) + \text{span}\{u_1, \ldots, u_n\}
\end{equation}
is a \(t(\gamma)\)-non-negative subspace of \(\mathcal{D}\). The sum in (2.12) is direct because of (2.11) and
\begin{equation}
(2.16) \quad t(\lambda_n)[x] \leq 0, \quad x \in \text{span}\{u_1, \ldots, u_n\},
\end{equation}
which is true by Lemma 2.11(ii). Hence
\begin{equation}
\dim(\mathcal{M}'/(\mathcal{M} \ominus \mathcal{L})) = n,
\end{equation}
which is true by Lemma 2.11(ii). Hence
\begin{equation}
(2.13) \quad \mu_2 := \inf_{x \in \mathcal{M}' \setminus \{0\}} p(x) > \lambda_c.
\end{equation}

According to the definition of \(\lambda_c\) there exists a number \(\mu_1 \in \sigma_{\text{ess}}(T)\) so that \(\lambda_c \leq \mu_1 < \mu_2\). It follows from (2.13) that \(t(\mu_2)[x] \geq 0\) for \(x \in \mathcal{M} \ominus \mathcal{L}\) and hence from Lemma 2.7 that
\begin{equation}
(2.14) \quad t(\mu_1)[x] \geq a||x||^2, \quad x \in \mathcal{M} \ominus \mathcal{L},
\end{equation}
where \(a := \min\{\varepsilon, \delta(\mu_2 - \mu_1)\}\) and \(\varepsilon, \delta\) are such that (2.14) is valid for all \(\lambda \in [\gamma, \mu_2]\) and \(x \in \mathcal{D}\). Set \(c := \min\{\varepsilon, \delta(\mu_1 - \gamma)\}\) and choose \(b > 0\) such that \(b < a\) and \(ac > b(a + b + 3c)\). Since \(\mu_1 \in \sigma_{\text{ess}}(T)\), i.e. \(0 \in \sigma_{\text{ess}}(T(\mu_1))\), there exists an \(n\)-dimensional subspace \(\mathcal{V}\) of \(\text{dom}(T(\mu_1)) \subset \mathcal{D}\) such that
\begin{equation}
(2.15) \quad ||T(\mu_1)v|| \leq b||v|| \quad \text{for all } v \in \mathcal{V}.
\end{equation}

Set \(\mathcal{M}' := (\mathcal{M} \ominus \mathcal{L}) + \mathcal{V}\); the sum is direct because of (2.14), (2.15) and the inequality \(b < a\). It follows from (2.14), (2.15) and Lemma 2.8 that
\begin{equation}
(2.16) \quad t(\gamma)[y] \geq 0 \quad \text{for all } y \in \mathcal{M}',
\end{equation}
i.e. \(\mathcal{M}'\) is \(t(\gamma)\)-non-negative. Since
\begin{equation}
\dim(\mathcal{M}'/(\mathcal{M} \ominus \mathcal{L})) = n,
\end{equation}
\begin{equation}
\dim(\mathcal{M}/(\mathcal{M} \ominus \mathcal{L})) = n - 1,
\end{equation}
this is a contradiction to the maximality of \(\mathcal{M}\) according to Lemma 2.5. \(\square\)

3. Self-adjoint operators

Let \(A\) be a self-adjoint operator and \(a\) the corresponding quadratic form with domain \(\mathcal{D} := \text{dom}(a) = \text{dom}(|A|^{1/2})\). We introduce the operator function \(T(\lambda) = A - \lambda I\) and the associated form \(t(\lambda)[x, y] = a[x, y] - \lambda(x, y)\), where \(\lambda \in \mathbb{R}\) and \(x, y \in \mathcal{D}\). Note that \(T\) satisfies Assumptions (A1)–(A3) and the condition \((\text{VM}^-)\) on any interval since \(t'(\lambda)[x] = -||x||^2\). As in Definition 2.1(ii) set
\begin{equation}
\mathcal{M}_\gamma^+ := \{M \subset H; M \text{ is a maximal } (a - \gamma)\text{-non-negative subspace of } \mathcal{D}\}
\end{equation}
for \(\gamma \in \mathbb{R}\).

In the following theorem eigenvalues in a gap of the essential spectrum are characterised by a triple variational principle. This result is a generalisation of [6, Theorem 3.1] to unbounded operators. For other types of variational principles for eigenvalues of self-adjoint operators in gaps of the essential spectrum see, e.g.
where a given decomposition of the space is used. Note that Theorem 3.1 is not a corollary of Theorem 3.1 below since there we assume that the values of the operator function are operators that are bounded from below, which is not assumed in Theorem 3.1.

**Theorem 3.1.** Let \( \gamma \in \rho(A) \cap \mathbb{R} \) and set
\[
\lambda_c := \inf(\sigma_{\text{ess}}(A) \cap (\gamma, \infty)).
\]
Moreover, let \( (\lambda_j)_{j=1}^N \), \( N \in \mathbb{N}_0 \cup \{\infty\} \), be the finite or infinite sequence of eigenvalues in \( (\gamma, \lambda_c) \) in non-decreasing order and counted according to their multiplicities: \( \lambda_1 \leq \lambda_2 \leq \cdots \). Then
\[
(3.1) \quad \lambda_n = \sup_{M \in \mathcal{M}^*_\gamma} \frac{1}{\dim \mathcal{L} = n-1} \inf_{x \in \mathcal{M}(0) \setminus \{0\}} \frac{a[x]}{\|x\|^2}, \quad n \in \mathbb{N}, \ n \leq N.
\]
Moreover, if \( \mathcal{N} \) is finite and \( \sigma_{\text{ess}}(A) \cap (\gamma, \infty) \neq \emptyset \), then
\[
(3.2) \quad \min(\sigma_{\text{ess}}(A) \cap (\gamma, \infty)) = \sup_{M \in \mathcal{M}^*_\gamma} \frac{1}{\dim \mathcal{L} = n-1} \inf_{x \in \mathcal{M}(0) \setminus \{0\}} \frac{a[x]}{\|x\|^2}, \quad n > N.
\]

**Proof.** The inequalities ‘\( \leq \)’ in (3.1) and (3.2) follow from Theorem 2.3 since
\[
p(x) = \frac{a[x]}{\|x\|^2}
\]
is a generalised Rayleigh functional for the operator function \( T \) on \( (\gamma, \infty) \). To show the reverse inequalities, set \( \mathcal{M} := \mathcal{L}((\gamma, \infty)) \cap \mathcal{D} \) where \( \mathcal{L}((\gamma, \infty)) \) denotes the spectral subspace for \( A \) corresponding to the interval \( (\gamma, \infty) \). Clearly, \( \mathcal{M} \) is maximal \( t(\gamma) \)-non-negative because
\[
\mathcal{D} = (\mathcal{L}((\gamma, \gamma)) \cap \mathcal{D}) \oplus (\mathcal{L}((\gamma, \infty)) \cap \mathcal{D}).
\]
The operator \( A|_{\text{dom}(A) \cap \mathcal{L}((\gamma, \infty))} \) is self-adjoint in \( \mathcal{H}' := \mathcal{L}((\gamma, \infty)) \) and bounded from below. A standard variational principle yields that
\[
(3.3) \quad \frac{1}{\dim \mathcal{L} = n-1} \inf_{x \in \mathcal{M}(0) \setminus \{0\}} \frac{a[x]}{\|x\|^2} = \lambda_n, \quad n \in \mathbb{N}, \ n \leq N,
\]
\[
(3.4) \quad \sup_{\mathcal{L} \subset \mathcal{M}} \frac{1}{\dim \mathcal{L} = n-1} \inf_{x \in \mathcal{M}(0) \setminus \{0\}} \frac{a[x]}{\|x\|^2} = \lambda_c, \quad n > N,
\]
which shows the inequalities ‘\( \geq \)’ in (3.1) and (3.2). \( \square \)

The following theorem shows that for a non-negative perturbation of a self-adjoint operator a spectral gap closes only from one side.

**Theorem 3.2.** Let \( A \) be a self-adjoint operator with corresponding quadratic form \( a \) and \( \alpha, \beta \in \mathbb{R} \) such that \( (\alpha, \beta) \subset \rho(A) \). Moreover, let \( b \) be a non-negative quadratic form with \( \text{dom}(b) \supseteq \text{dom}(a) \) such that \( a + b \) with domain \( \text{dom}(a) \) is the quadratic form of a self-adjoint operator \( C \), and assume that
\[
(3.3) \quad b[x] \leq a\|x\|^2 + ba[x], \quad x \in \text{dom}(a),
\]
with some \( a, b \geq 0 \). If \( \hat{\alpha} < \beta \) where
\[
\hat{\alpha} := \alpha + a + ba,
\]
then \((\hat{\alpha}, \beta) \subset \rho(C)\).
Proof. Consider the operator function $T(\lambda) := C - \lambda I$ with corresponding forms $\mathcal{M} := L_{(a, \infty)}(A) \cap D = L_{[\beta, \infty)}(A) \cap D$. Let $\mu \in (\hat{\alpha}, \beta)$ and choose some $\mu_1 \in (\hat{\alpha}, \mu)$. For $x \in \mathcal{M}$ and $\lambda \in (\alpha, \beta)$ we have

$$\mathcal{L}(3.4)$$

$$t(\lambda)[x] = a[x] + b[x] - \lambda \|x\|^2 \geq (\beta - \lambda)\|x\|^2.$$  

In particular, this shows that $\mathcal{M}$ is a $t(\mu_1)$-non-negative subspace of $D$. Assume that $\mathcal{M}$ is not maximal $t(\mu_1)$-non-negative. Then there exists a non-zero element $x_0$ in $L_{(-\infty, \infty)}(A) \cap D$ such that $t(\mu_1)[x_0] \geq 0$. However,

$$t(\mu_1)[x_0] = a[x_0] + b[x_0] - \mu_1\|x_0\|^2$$

$$\leq a[x_0] + a\|x_0\|^2 + b[a][x_0] - \mu_1\|x_0\|^2$$

$$\leq ((1 + b)(\alpha + a - \mu_1))\|x_0\|^2 = (\hat{\alpha} - \mu_1)\|x_0\|^2 < 0,$$

which is a contradiction. Hence $M \in M_{\mu_1}^+$. Since $\beta > \mu$, it follows from (3.3) with $\lambda$ replaced by $\mu$ and Theorem 2.2 that $\mu \in \rho(T) = \rho(C)$. □

If $A$ is bounded from below and $b$ is a non-negative form with $\text{dom}(b) \supset \text{dom}(a)$, then $a + b$ with domain $\text{dom}(a)$ is a closed form that is bounded from below (see, e.g. [12, Theorem VI.1.31]). Hence there exists a self-adjoint operator $C$ that represents the form $a + b$ by [12 Theorem VI.2.1]. Therefore Theorem 3.2 can be applied if (3.3) is satisfied.

If $B$ is a bounded non-negative operator, the assertion of Theorem 3.2 follows, e.g. from the considerations in [3, Section 9.4].

4. A spectral decomposition

In this section we consider operator functions that are continuous in the norm resolvent sense and are such that, on some interval $[\alpha, \beta]$, its spectrum consists only of a finite number of eigenvalues. The main result is a decomposition of the space into three components: two components are connected with the endpoints $\alpha, \beta$, and the third component is the span of the eigenvectors corresponding to the eigenvalues in $[\alpha, \beta]$. This decomposition result is an analogue of [18, Theorem 7.3] where analytic operator functions whose values are bounded operators were considered but arbitrary spectrum was allowed in $[\alpha, \beta]$; cf. also similar results for Schur complements of block operator matrices in [19] and [15]. The decomposition in the following theorem is also used in the next section to prove a variational principle.

In Proposition 4.2 we prove that, for holomorphic functions of type (B), no accumulation of eigenvalues outside the essential spectrum can occur, so that the discreteness assumption of Theorem 4.1 is automatically satisfied outside the essential spectrum.

Theorem 4.1. Let $T$ be an operator function defined on the interval $[\alpha, \beta]$, where $\alpha, \beta \in \mathbb{R}$, $\alpha < \beta$, which satisfies Assumptions (A1)–(A3), is continuous in the norm resolvent sense, and $T(\lambda)$ is bounded from below for each $\lambda \in [\alpha, \beta]$. Assume that $\alpha, \beta \in \rho(T)$ and that

$$\sigma(T) \cap (\alpha, \beta) = \{\lambda_1, \ldots, \lambda_n\} \subset \sigma_{\text{dis}}(T)$$

where $\lambda_1 \leq \cdots \leq \lambda_n$ are repeated according to their multiplicities. If $u_1, \ldots, u_n$ is a corresponding set of linearly independent eigenvectors (which exists by Lemma 2.11), then

$$\mathcal{H} = L_{(-\infty, \alpha)}(T(\alpha)) + \text{span}\{u_1, \ldots, u_n\} + L_{(\alpha, \beta)}(T(\beta)).$$
The next proposition gives a sufficient condition for \( \sigma(T) \) having no accumulation point on an interval. Note that, without any further continuity assumption, functions satisfying (A1)–(A3) may have a sequence of eigenvalues that accumulates outside the essential spectrum; see, e.g., the example in Remark 2.4(iii). Recall that an operator function \( T \) defined on a domain \( U \subset \mathbb{C} \) is said to be holomorphic of type (B) if \( T(\lambda) \) is \( m \)-sectorial for every \( \lambda \in U \), \( \text{Dom}(t(\lambda)) \equiv \mathcal{D} \) is independent of \( \lambda \) and \( t(\cdot)[x] \) is holomorphic on \( \mathcal{D} \) for every \( x \in \mathcal{D} \). Instead of (A3) we assume the slightly stronger assumption:

\[
(A3)' \quad \text{if } t(\lambda_0)[x] = 0 \text{ for some } x \in \mathcal{D} \setminus \{0\} \text{ and } \lambda_0 \in \Delta, \text{ then } t'(\lambda_0)[x] < 0.
\]

In [10] this condition with the reverse inequality for the derivative was called (vm). Note that, without any assumption of type (A3) or (A3)', the result would be incorrect as the zero function on a finite-dimensional space shows.

**Proposition 4.2.** Let \( U \) be a domain in \( \mathbb{C} \) and let \( T \) be a holomorphic family of operators of type (B) defined on \( U \). Moreover, let \( \alpha, \beta \in \mathbb{R} \) with \( \alpha < \beta \) be such that \( (\alpha, \beta) \subset U \), \( T \) satisfies Assumptions (A1), (A2), \((A3)'(\alpha, \beta)\) and \( \sigma_{\text{ess}}(T) \cap (\alpha, \beta) = \emptyset \). Then \( \sigma(T) \cap (\alpha, \beta) \) has no accumulation point in \( (\alpha, \beta) \).

We first prove Theorem 4.1. The main idea is to add eigenvalues successively (see (4.10)). The main auxiliary results needed in this process are contained in Lemmas 4.5 and 4.6.

**Lemma 4.3.** Let \( \mathcal{L}_1, \mathcal{L}_2 \) be closed subspaces of \( \mathcal{H} \) and assume that \( \mathcal{L}_1 \cap \mathcal{L}_2 = \{0\} \). The sum \( \mathcal{L}_1 + \mathcal{L}_2 \) is not closed if and only if there exist \( x_n \in \mathcal{L}_1, y_n \in \mathcal{L}_2 \) such that

\[
\|x_n\| = 1 \quad \text{for all } n \in \mathbb{N}, \quad \|x_n + y_n\| \to 0 \quad \text{as} \quad n \to \infty.
\]

**Proof.** If \( \mathcal{L}_1 + \mathcal{L}_2 \) is not closed, then, by [9, Theorem 2.1.1], there exist \( x_n \in \mathcal{L}_1, y_n \in \mathcal{L}_2 \) such that

\[
\|x_n + y_n\| < \frac{1}{n} \left( \|x_n\| + \|y_n\| \right).
\]

Clearly, \( x_n \neq 0 \) for all \( n \in \mathbb{N} \). Without loss of generality we can choose \( x_n \) such that \( \|x_n\| = 1 \). The relation

\[
\frac{1}{n} \left( \|x_n\| + \|y_n\| \right) > \|x_n + y_n\| \geq \|y_n\| - \|x_n\|
\]

implies that \( \|y_n\| \leq \frac{n+1}{n} \) for \( n \geq 2 \) and hence that \( \|x_n + y_n\| \to 0 \), which is (4.2). Conversely, assume that there exist \( x_n \in \mathcal{L}_1, y_n \in \mathcal{L}_2 \) that satisfy (4.2). Then, clearly, there exists no \( K \) such that

\[
\|x_n + y_n\| \geq K(\|x_n\| + \|y_n\|) \quad \text{for all } n \in \mathbb{N}.
\]

Hence, by [9, Theorem 2.1.1], the sum \( \mathcal{L}_1 + \mathcal{L}_2 \) is not closed. \( \square \)

In Lemmas 4.4–4.6 we assume that the assumptions of Theorem 4.1 are satisfied.

**Lemma 4.4.** Let \( a, b \in (\alpha, \beta] \) with \( a < b \) and let \( \mathcal{H}_1 \subset \mathcal{D} \) be a closed subspace such that \( t(a)[x] \leq 0 \) for all \( x \in \mathcal{H}_1 \). Assume that \( (0, \delta) \subset \rho(T(b)) \) for some \( \delta > 0 \). Then the sums

\[
(4.3) \quad \mathcal{H}_1 + \mathcal{L}_{(0, \infty)}(T(b)), \quad \mathcal{H}_1 + \mathcal{L}_{[0, \infty)}(T(b))
\]

are direct and closed.

**Proof.** The case \( \mathcal{H}_1 = \{0\} \) is trivial; so in the following we assume that \( \mathcal{H}_1 \neq \{0\} \). First observe that \( t(b)[x] < 0 \) for every \( x \in \mathcal{H}_1 \setminus \{0\} \) by Assumption (A3). Hence the first sum in (4.3) is direct. Assume that it is not closed. Then, by Lemma 4.4 there exist \( x_n \in \mathcal{H}_1 \) and \( y_n \in \mathcal{L}_{(0, \infty)}(T(b)), n \in \mathbb{N} \), such that

\[
\|x_n\| = 1 \quad \text{and} \quad \|x_n + y_n\| \to 0 \quad \text{as} \quad n \to \infty.
\]
Set $M_0 := \min \sigma(T(b))$, which is negative because $t(b)[x] < 0$ for $x \in \mathcal{H}_1 \setminus \{0\}$. Let $E$ be the spectral measure associated with the operator $T(b)$. Then, for all $n \in \mathbb{N}$, we have

$$0 > t(b)[x_n] = \int_{M_n}^0 \lambda d\langle E(\lambda)x_n, x_n \rangle + \int_{M_n}^\infty \lambda d\langle E(\lambda)x_n, x_n \rangle$$

(4.4) \[\geq M_0 \|E((-\infty, 0))x_n\|^2 + \delta \|E((0, \infty))x_n\|^2.\]

Since

$$\|E((-\infty, 0))x_n\| \leq \|E((-\infty, 0))y_n\| + \|E((-\infty, 0))(x_n + y_n)\|$$

$$= \|E((-\infty, 0))(x_n + y_n)\|$$

$$\leq \|x_n + y_n\| \to 0 \text{ as } n \to \infty,$$

it follows that the right-hand side of (4.4) is positive for all sufficiently large $n$. This contradiction shows that the first sum in (4.3) is closed.

Since the second sum can be written as

$$\mathcal{H}_1 + \mathcal{L}_{(0, \infty)}(T(b)) + \ker(T(b)),$$

it is closed by the first part of the proof and the fact that $\ker(T(b))$ is finite-dimensional; see, e.g. [13 Corollary 2.1.1]. Assume that the sum is not direct. Then there exist $u \in \mathcal{H}_1$, $v \in \mathcal{L}_{(0, \infty)}(T(b))$, $w \in \ker(T(b))$ such that $u + v + w = 0$ and $v + w \neq 0$. Clearly, $t(b)[v + w] \geq 0$. Assumption (A3) implies that $t(a)[v + w] > 0$, which contradicts $t(a)[u] \leq 0$. Hence also the second sum in (4.3) is direct and closed.

\[\square\]

\textbf{Lemma 4.5.} Let $a, b \in [\alpha, \beta]$ be such that $a < b$ and $(a, b) \subset \rho(T)$. Moreover, let $\mathcal{H}_1 \subset \mathcal{D}$ be a closed subspace such that $t(a)[x] \leq 0$ for all $x \in \mathcal{H}_1$. Assume that

$$\mathcal{H} = \mathcal{H}_1 + \mathcal{L}_{(0, \infty)}(T(\mu))$$

for all $\mu \in (a, b)$. Then

$$\mathcal{H} = \mathcal{H}_1 + \mathcal{L}_{(0, \infty)}(T(b)).$$

\textbf{Proof.} Since $b \in \sigma_{\text{disc}}(T) \cup \rho(T)$, the sum in (4.3) is direct by Lemma [13] and there exists $\delta > 0$ such that $[-\delta, 0] \subset \rho(T(b))$. It follows from [12 Theorem VI.5.10] that there exists $\varepsilon > 0$ such that $[-\delta - \frac{\varepsilon}{2}, 0] \subset \rho(T(\mu))$ for all $\mu \in [b - \varepsilon, b]$. For such $\mu$ we have $[-\delta, -\frac{\varepsilon}{2}, \frac{\varepsilon}{2}, \frac{3\delta}{\delta}] \subset \rho(T(\mu) + \frac{2\delta}{\delta})$ and

$$\mathcal{L}_{(-\frac{2\delta}{\delta}, \infty)}(T(\mu)) = \mathcal{L}_{(0, \infty)}(T(\mu) + \frac{2\delta}{\delta}) = \mathcal{L}_{(0, \infty)}\left(T(\mu) + \frac{2\delta}{\delta}\right)^{-1}.$$

By [12 Theorem VII.4.2] the operators $T(\mu) + \frac{2\delta}{\delta}$ are uniformly bounded from below on $[b - \varepsilon, b]$, say $T(\mu) + \frac{2\delta}{\delta} \gg M$. Then

$$\sigma\left(T(\mu) + \frac{2\delta}{\delta}\right)^{-1} \subset \left(-\infty, \frac{1}{M}\right) \cup \left[0, \frac{3\delta}{\delta}\right).$$

If $\Gamma$ is a circle passing through $\frac{1}{M}$ and $\frac{2\delta}{\delta}$, then

$$\mathcal{L}_{(0, \infty)}\left(T(\mu) + \frac{2\delta}{\delta}\right)^{-1} = \text{ran } P(\mu)$$
where

\[ P(\mu) := -\frac{1}{2\pi i} \int_{\Gamma} \left( (T(\mu) + \frac{2\lambda}{3})^{-1} - z \right)^{-1} \, dz. \]

Since \( T \) is continuous in norm resolvent sense, the family of spectral projections \( P(\mu) \) is uniformly continuous on the interval \([b - \varepsilon, b]\).

Now let \( x_0 \in \mathcal{H} \). We show that \( x_0 \) is contained in the set on the right-hand side of (4.6). To this end, let \( b_n \in (b - \varepsilon, b) \) for \( n \in \mathbb{N} \) with \( b_n \to b \). By (4.5) we can write

\[ x_0 = x_n + y_n \quad \text{with} \quad x_n \in \mathcal{H}_1, \quad y_n \in \mathcal{L}_{(0, \infty)}(T(b_n)). \]

Suppose that \( \|y_n\| \) is not bounded. Without loss of generality assume that \( \|y_n\| \to \infty \), which implies that \( \|x_n\| \to \infty \). Clearly, \( P(b_n)y_n = y_n \) since \( y_n \in \mathcal{L}_{(0, \infty)}(T(b_n)) \subset \mathcal{L}(\mathbb{R}, \mathbb{R}) \). It follows from Lemma 4.3 that

\[ (0, \infty) \ni \mu \mapsto \left( \frac{\|y_n\|}{\|x_n\|} P(b_n) - P(b) \right)y_n \]

is direct and closed. Since \( \ker(0, \infty) \ni \mu \mapsto \left( \frac{\|y_n\|}{\|x_n\|} P(b_n) - P(b) \right)y_n \)

is continuous in norm resolvent sense, the family of spectral projections \( P(b_n) - P(b) \)

is not direct. Without loss of generality assume that \( \|y_n\| \to \infty \) as \( n \to \infty \), we have

\[ \left\| \frac{y_n}{\|x_n\|} - \frac{\hat{y}_n}{\|x_n\|} \right\| = \frac{1}{\|x_n\|} \left\| (P(b_n) - P(b))y_n \right\| \]

\[ \leq \delta_n \frac{\|y_n\|}{\|x_n\|} \leq \delta_n \frac{\|x_0\| + \|x_n\|}{\|x_n\|} \to 0 \quad \text{as} \quad n \to \infty. \]

This relation together with \( \|x_n\| \to \infty \) yields

\[ \frac{x_n}{\|x_n\|} + \frac{\hat{y}_n}{\|x_n\|} = \frac{x_0}{\|x_0\|} - \left( \frac{y_n}{\|x_n\|} - \frac{\hat{y}_n}{\|x_n\|} \right) \to 0. \]

It follows from Lemma 1.3 that \( \mathcal{H}_1 + \mathcal{L}(\mathbb{R}, \mathbb{R})(T(b)) \) is not closed, which contradicts Lemma 4.4. Hence the sequences \((x_n)\) and \((y_n)\) are uniformly bounded and therefore \( \|y_n - \hat{y}_n\| \to 0 \). Setting

\[ x_0(n) := x_n + P(b)y_n \in \mathcal{H}_1 + \mathcal{L}(\mathbb{R}, \mathbb{R})(T(b)) \]

we obtain \( x_0 - x_0(n) = (P(b_n) - P(b))y_n \to 0 \). This implies that \( x_0 \in \mathcal{H}_1 + \mathcal{L}(\mathbb{R}, \mathbb{R})(T(b)) \) since the latter space is closed by Lemma 1.3. \( \square \)

**Lemma 4.6.** Let \( \alpha, \mu_0 \in [\alpha, \beta] \) with \( \alpha < \mu_0 \) and let \( \mathcal{H}_1 \subset \mathcal{D} \) be a closed subspace such that \( t(a) [a, b] \leq 0 \) for all \( a \in \mathcal{H}_1 \). Assume that

\[ \mathcal{H} = \mathcal{H}_1 + \mathcal{L}_{(0, \infty)}(T(\mu_0)). \]

Then there exists an \( \varepsilon > 0 \) such that

\[ \mathcal{H} = \mathcal{H}_1 + \ker(T(\mu_0)) + \mathcal{L}_{(0, \infty)}(T(\mu)) \quad \text{for all} \quad \mu \in [\mu_0, \mu_0 + \varepsilon]. \]

**Proof.** First we prove that the sum on the right-hand side of (4.8) is direct and closed for all \( \mu \in [\mu_0, \beta] \). It follows from Lemma 1.3 that the sum \( \mathcal{H}_1 + \mathcal{L}_{(0, \infty)}(T(\mu)) \)

is direct and closed. Since \( \ker(T(\mu_0)) \) is finite-dimensional, the sum on the right-hand side of (4.3) is closed; see [9] Corollary 2.1.1. Assume that it is not direct. Then there exist \( u \in \mathcal{H}_1, v \in \ker(T(\mu_0)), w \in \mathcal{L}_{(0, \infty)}(T(\mu)) \) such that \( u + v = 0 \) and \( w \neq 0 \). By Lemma 2.10(ii) we have \( t(\mu)[u, v] \leq 0 \), which contradicts \( w \in \mathcal{L}_{(0, \infty)}(T(\mu)) \) hence the sum on the right-hand side of (4.8) is direct and closed.

Next we show that there exists a \( K > 0 \) such that

\[ x \in \mathcal{H}_1, \quad y \in \ker(T(\mu_0)), \quad w \in \mathcal{L}_{(0, \infty)}(T(\mu_0)) \]

\[ \implies \quad \|w\| \leq K. \]

Assume that this is not true. Then there exist \( x_n \in \mathcal{H}_1, \ y_n \in \ker(T(\mu_0)), \ w_n \in \mathcal{L}_{(0, \infty)}(T(\mu_0)) \) such that \( \|x_n + y_n + w_n\| = 1 \) and \( \|w_n\| \to \infty \). In this case also \( \|y_n + w_n\| \to \infty \) and hence \( \|x_n\| \to \infty \). Since

\[ \frac{x_n}{\|x_n\|} + \frac{y_n + w_n}{\|x_n\|} = \frac{x_n + y_n + w_n}{\|x_n\|} \to 0, \]
Lemma 4.3 implies that the sum \( \mathcal{K} + \mathcal{L}_{[0, \infty)}(T(\mu_0)) \) is not closed, which contradicts (4.7). Hence a \( K > 0 \) with the desired property exists.

Let \( P(\mu) \) be the orthogonal projection onto \( \mathcal{L}_{(0, \infty)}(T(\mu)) \) for \( \mu \in [\mu_0, \beta] \). Similarly as in the proof of the previous lemma one shows that \( d_\mu := \|P(\mu) - P(\mu_0)\| \to 0 \) as \( \mu \to \mu_0 \). Hence there exists an \( \varepsilon > 0 \) such that \( d_\mu K < 1 \) for all \( \mu \in [\mu_0, \mu_0 + \varepsilon] \).

We show that (4.8) holds for all such \( \mu \). Assume that this is not the case. Then, for some \( \mu \in [\mu_0, \mu_0 + \varepsilon] \) there exists an \( x_0 \in \mathcal{K} \) with \( \|x_0\| = 1 \) which is orthogonal to the right-hand side of (4.8). Since (4.7) is true by assumption, we can write

\[
x_0 = u + v + w \quad \text{with} \quad u \in \mathcal{K}_1, \quad v \in \ker(T(\mu_0)), \quad w \in \mathcal{L}_{[0, \infty)}(T(\mu_0)).
\]

By (4.9) we have \( \|w\| \leq K \). Now set \( y := u + v + P(\mu)w \), which is contained in the right-hand side of (4.8). Then

\[
\|x_0 - y\| = \|w - P(\mu)w\| = \|P(\mu_0) - P(\mu_0)w\| \leq \delta_\mu K < 1,
\]

which is a contradiction to the facts that \( x_0 \perp y \) and \( \|x_0\| = 1 \).

**Proof of Theorem 4.7.** Let \( \lambda_1 < \cdots < \lambda_n \) be the eigenvalues of \( T \) in the interval \( (\alpha, \beta) \) not counted with multiplicities and set \( \lambda_0 := \alpha \). For \( \gamma \in [\alpha, \beta] \) consider the statement

\[
\mathcal{K} = \mathcal{L}_{(-\infty, 0)}(T(\alpha)) + \ker(T(\lambda_1)) + \ldots + \ker(T(\hat{\lambda}_k)) + \mathcal{L}_{(0, \infty)}(T(\gamma))
\]

(4.10)

where \( k \) is such that \( \hat{\lambda}_1, \ldots, \hat{\lambda}_k \) are the eigenvalues of \( T \) in \( (\alpha, \gamma) \).

If \( (\alpha, \gamma) \) contains no eigenvalues, then \( k = 0 \). For \( \gamma = \alpha \) the statement is certainly true. We prove that (4.10) holds for all \( \gamma \in (\alpha, \beta) \). Assume that this is not the case and let \( \gamma_0 := \inf \{ \gamma \in [\alpha, \beta] : (4.10) \) does not hold \}. Set

\[
\mathcal{K}_1 := \mathcal{L}_{(-\infty, 0)}(T(\alpha)) + \ker(T(\lambda_1)) + \ldots + \ker(T(\hat{\lambda}_k))
\]

where \( k \) is such that \( \hat{\lambda}_1, \ldots, \hat{\lambda}_k \) are the eigenvalues of \( T \) in \( (\alpha, \gamma_0) \). Lemma 2.11(ii) implies that \( \text{t}(\hat{\lambda}_k)[x] \leq 0 \) for all \( x \in \mathcal{K}_1 \).

It follows from Lemma 4.9 with \( a = \hat{\lambda}_k \) and \( b = \gamma_0 \) that (4.10) holds also for \( \gamma = \gamma_0 \). Now, if \( \gamma_0 < \beta \), then Lemma 4.6 yields a contradiction with the definition of \( \gamma_0 \). Hence (4.10) holds for all \( \gamma \in [\alpha, \beta] \). For \( \gamma = \beta \) this is exactly the assertion of the theorem.

In order to prove Proposition 4.2 we first need the following lemma.

**Lemma 4.7.** Let \( T \) be a holomorphic family of operators of type (B) defined on the complex domain \( U \subset \mathbb{C} \) with closed forms \( t \) such that \( \text{dom} t(\lambda) = \mathbb{D} \) for all \( \lambda \in U \). Moreover, let \( x(\lambda) \in \mathbb{D} \) for \( \lambda \in U \) such that \( x(\cdot) \) is holomorphic.

(i) Assume that \( t(\lambda)[x(\lambda)] \) is locally bounded and let \( y_0 \in \mathbb{D} \). Then \( t(\lambda)[x(\lambda), y_0] \) is holomorphic in \( \lambda, x'(\lambda) \in \mathbb{D} \) and

\[
\frac{d}{d\lambda} \left( t(\lambda)[x(\lambda), y_0] \right) = t'(\lambda)[x(\lambda), y_0] + t(\lambda)[x'(\lambda), y_0].
\]

(4.11)

for all \( \lambda \in U \).

(ii) Assume that \( T(\lambda)x(\lambda) = \nu(\lambda)x(\lambda) \) where \( \nu \) is a scalar holomorphic function on \( U \). Further, let \( \lambda_0 \in U \) and assume that there exists a \( y_0 \in \text{dom}(T(\lambda_0)^*) \) such that \( T(\lambda_0)^*y_0 = \nu(\lambda_0)y_0 \) and \( \langle x(\lambda_0), y_0 \rangle \neq 0 \). Then

\[
\nu'(\lambda_0) = \frac{t'(\lambda_0)[x(\lambda_0), y_0]}{\langle x(\lambda_0), y_0 \rangle}.
\]

(4.12)

Item (ii) of this lemma can be applied, in particular, if \( T(\lambda_0) \) is self-adjoint and one chooses \( y_0 = x(\lambda_0) \).
Proof. (i) Fix $\lambda_0 \in U$ and choose $M \in \mathbb{R}$ such that $\text{Re}(t(\lambda_0)) + M \gg 0$. According to [12] (VII.4.4) the form $t$ can be written as
$$t(\lambda)[u, v] = \langle T_0(\lambda)Gu, Gv \rangle - M(u, v), \quad u, v \in D,$$
where $T_0$ is a holomorphic operator function whose values are bounded operators and $G := (\text{Re} T(\lambda_0) + M)^{1/2}$.

Now set $g(\lambda) := Gx(\lambda)$ for $\lambda \in U$. It follows from [12] (VII.4.7) that, for each compact subset $U_0$ of $U$ with $\lambda_0 \in U_0$ there exists $C > 0$ such that
$$\|g(\lambda)\|^2 = \langle Gx(\lambda), Gx(\lambda) \rangle = \text{Re}(t(\lambda_0))\|x(\lambda)\|^2 + M\|x(\lambda)\|^2$$
for all $\lambda \in U_0$. Since the last expression is bounded on $U_0$ by assumption, it follows that $g(\lambda)$ is locally bounded. For $u \in D$, the scalar function
$$\langle g(\lambda), u \rangle = \langle Gx(\lambda), u \rangle = \langle x(\lambda), Gu \rangle$$
is holomorphic in $\lambda$. Hence $g(\lambda)$ is strongly holomorphic in $\lambda$; see, e.g. [12] §VII.1.1. Moreover, $(g'(\lambda), u) = (x'(\lambda), Gu)$ for all $u \in D$, which implies that $x'(\lambda) \in \text{dom} G = D$ and $g'(\lambda) = Gx'(\lambda)$.

We conclude that the function
$$t(\lambda)[x(\lambda), y_0] = \langle T_0(\lambda)g(\lambda), Gy_0 \rangle - M\langle x(\lambda), y_0 \rangle$$
is holomorphic and that
$$\frac{d}{d\lambda} \Big(t(\lambda)[x(\lambda), y_0]\Big) = \frac{d}{d\lambda} \Big(\langle T_0(\lambda)g(\lambda), Gy_0 \rangle - M\langle x(\lambda), y_0 \rangle\Big)$$
$$= \langle T_0'(\lambda)g(\lambda), Gy_0 \rangle + \langle T_0(\lambda)g'(\lambda), Gy_0 \rangle - M\langle x'(\lambda), y_0 \rangle$$
$$= \langle T_0'(\lambda)Gx(\lambda), Gy_0 \rangle + \langle T_0(\lambda)Gx'(\lambda), Gy_0 \rangle - M\langle x'(\lambda), y_0 \rangle$$
$$= t'(\lambda)[x(\lambda), y_0] + t(\lambda)[x'(\lambda), y_0],$$
which shows (4.11).

(ii) The expression $t(\lambda)[x(\lambda)] = \nu(\lambda)\|x(\lambda)\|^2$ is locally bounded in $\lambda$. Hence we can apply item (i) of this lemma to the derivative of the equality $t(\lambda)[x(\lambda), y_0] = \nu(\lambda)[x(\lambda), y_0]$, which, for $\lambda = \lambda_0$, yields
$$t'(\lambda_0)[x(\lambda_0), y_0] + t(\lambda_0)[x'(\lambda_0), y_0] = \nu'(\lambda_0)[x(\lambda_0), y_0] + \nu(\lambda_0)[x'(\lambda_0), y_0].$$
The second term on the left-hand side is equal to
$$\langle x'(\lambda_0), T(\lambda_0)^*y_0 \rangle = \langle x'(\lambda_0), \overline{\nu(\lambda_0)}y_0 \rangle = \nu(\lambda_0)\langle x'(\lambda_0), y_0 \rangle.$$
Since, by Assumption (A3)', this expression is negative, eigenvalue curves can cross the \( \lambda \)-axis only in one direction. Therefore \( T \) has at most \( N \) eigenvalues in \([\mu - \delta, \mu + \delta]\), and hence the eigenvalues cannot accumulate at \( \mu \).

\[ \square \]

5. Variational principles for norm resolvent continuous operator functions

In this section we prove that under stronger continuity assumptions on the operator function we have equality in the variational principle from Theorem 4.3.

**Theorem 5.1.** Let \( \Delta \subset \mathbb{R} \) be an interval with right endpoint \( \beta \in \mathbb{R} \cup \{ \infty \} \) and let \( T \) be an operator function defined on \( \Delta \) which satisfies Assumptions (A1)--(A3) on \( \Delta \), is continuous in the norm resolvent sense on \( \Delta \), and \( T(\lambda) \) is bounded from below for each \( \lambda \in \Delta \). Moreover, let \( p \) be a generalised Rayleigh functional for \( T \) on \( \Delta \), let \( \gamma \in \rho(T) \cap \Delta \) with \( \gamma < \beta \), let \( M_{\gamma}^+ \) be defined as in Definition 2.2 and let \( \lambda_\gamma \) be as in (2.4).

Assume that the spectrum of \( T \) in \((\gamma, \lambda_\gamma)\) has no accumulation point in \([\gamma, \lambda_\gamma)\), \( i.e. \) \( \sigma(T) \cap ([\gamma, \lambda_\gamma)) \) is a generalised Rayleigh functional for \( T \) on \( \Delta \), let \( \gamma \in \rho(T) \cap \Delta \) with \( \gamma < \beta \), let \( M_{\gamma}^+ \) be defined as in Definition 2.2 and let \( \lambda_\gamma \) be as in (2.4).

If \( \sigma(T) \cap ([\gamma, \lambda_\gamma)) \neq \emptyset \), then

\[
\lambda_n = \sup_{M \in M_{\gamma}^+} \sup_{\mathcal{L} \subset M \dim \mathcal{L} = n-1} \inf_{x \in [\mathcal{M} \setminus \{0\}], x \perp \mathcal{L}} p(x), \quad n \in \mathbb{N}, \, n \leq N.
\]

Moreover, if, in addition, \( T \) satisfies the condition (VM⁻), \( N \) is finite and \( \sigma_{ess}(T) \cap ([\gamma, \beta)) \neq \emptyset \), then

\[
\lambda_n = \sup_{M \in M_{\gamma}^+} \sup_{\mathcal{L} \subset M \dim \mathcal{L} = n-1} \inf_{x \in [\mathcal{M} \setminus \{0\}], x \perp \mathcal{L}} p(x), \quad n > N.
\]

**Remark 5.2.** If \( T \) is a holomorphic family of type (B) in a neighbourhood of \( \Delta \), then one does not have to assume that the eigenvalues cannot accumulate in \([\gamma, \lambda_\gamma)\), but this follows from Proposition 4.2. Theorem 5.1 and Proposition 4.2 can be applied, e.g. to operator polynomials and Schur complements of certain block operator matrices; for the latter see [20].

**Proof.** The inequalities \( \geq \) in (5.1) and (5.2) follow from Theorem 4.3. We first prove \( \leq \) in (5.1). Let \( 1 \leq n \leq N \). It is sufficient to find a subspace \( M \in M_{\gamma}^+ \) and a subspace \( \mathcal{L} \subset \mathcal{M} \) with \( \dim \mathcal{L} = n - 1 \) such that

\[
\inf_{x \in [\mathcal{M} \setminus \{0\}], x \perp \mathcal{L}} p(x) \geq \lambda_n.
\]

Let \( m = \max\{k \in \mathbb{N} : \lambda_k = \lambda_n\} \) and choose \( \mu > \lambda_n \) such that \( (\lambda_n, \mu) \subset \rho(A) \). Moreover, let \( u_1, \ldots, u_m \) be linearly independent eigenvectors of \( T \) corresponding to the eigenvalues \( \lambda_1, \ldots, \lambda_m \) (see Lemma 2.11). Consider the subspace

\[
M := \text{span}\{u_1, \ldots, u_m\} + (\mathcal{L}_{(0, \infty)}(T(\mu)) \cap \mathcal{D}).
\]

From Lemma 2.10(i) we obtain that \( t(\gamma)[x] \geq 0 \) for all \( x \in M \). Since \( \mathcal{L}_{(-\infty, 0)}(T(\gamma)) \subset \mathcal{D} \) and \( u_k \in \mathcal{D}, k = 1, \ldots, m \), Theorem 4.1 implies that the following decomposition of \( \mathcal{D} \) is valid:

\[
\mathcal{D} = \mathcal{L}_{(-\infty, 0)}(T(\gamma)) + \text{span}\{u_1, \ldots, u_m\} + (\mathcal{L}_{(0, \infty)}(T(\mu)) \cap \mathcal{D}).
\]

It follows from this decomposition that \( M \) is maximal \( t(\gamma) \)-non-negative, i.e. \( M \in M_{\gamma}^+ \). Let \( P \) be the orthogonal projection in \( \mathcal{H} \) onto

\[
\mathcal{K} := \text{span}\{u_n, \ldots, u_m\} + (\mathcal{L}_{(0, \infty)}(T(\mu)) \cap \mathcal{D}).
\]
and set \( \mathcal{L} := (I - P)\mathcal{M} = (I - P)\text{span}\{u_1, \ldots, u_{n-1}\} \).

Since \( \text{ran}(I - P) = \mathcal{K}^\perp \subset \mathcal{L}_{(-\infty, 0)}(T(\mu)) \subset \text{dom}(T(\mu)) \subset \mathcal{D} \)

and \( (I - P)u_k = u_k - Pu_k \in \mathcal{M} + \mathcal{K}, \quad k = 1, \ldots, n - 1, \)

we have \( \mathcal{L} \subset \mathcal{D} \cap (\mathcal{M} + \mathcal{K}) = \mathcal{M} \). We show that the mapping \( I - P \) is injective on \( \text{span}\{u_1, \ldots, u_{n-1}\} \). Assume that this is not the case. Then there exists a \( u \in \text{span}\{u_1, \ldots, u_{n-1}\}, u \neq 0, \) such that \( u \in \ker(I - P) = \mathcal{K}, \) i.e. there exist \( \alpha_1, \ldots, \alpha_n \in \mathbb{C} \) and \( x \in \mathcal{L}_{(0, \infty)}(T(\mu)) \cap \mathcal{D} \) such that

\[
 u = \alpha_1 u_1 + \ldots + \alpha_n u_n = \alpha_n u_n + \ldots + \alpha_m u_m + x.
\]

Since the sum in \([5.2]\) is direct, we have \( x = 0, \) and therefore \( \alpha_1 = \ldots = \alpha_m = 0 \) because of the linear independence of \( u_1, \ldots, u_m \). Hence \( I - P \) is injective on \( \text{span}\{u_1, \ldots, u_{n-1}\} \), which shows that \( \dim \mathcal{L} = n - 1 \).

Now let \( x \in \mathcal{M} \setminus \{0\} \) such that \( x \perp \mathcal{L} = (I - P)\mathcal{M} \). Then \( x \in \mathcal{D} \), and the relation \( x = Px + (I - P)x \) implies that

\[ \|x\|^2 = \langle Px, x \rangle + \langle (I - P)x, x \rangle = \|Px\|^2, \]

which shows that \( x \in \text{ran} P = \mathcal{K} \). It follows from Lemma 2.10(i) that \( t(\lambda_n)[x] \geq 0, \)

which proves \([5.3]\).

In order to prove \([5.2]\), assume that \( N \) is finite and let \( n > N \). Moreover, let \( \mu \in (\lambda_N, \lambda_e) \) be arbitrary and \( P \) be the orthogonal projection in \( \mathcal{H} \) onto \( \mathcal{L}_{(0, \infty)}(T(\mu)) \). Similarly to the first part of the proof we can choose \( \mathcal{M} := \text{span}\{u_1, \ldots, u_N\} + (\mathcal{L}_{(0, \infty)}(T(\mu)) \cap \mathcal{D}) \),

which is in \( \mathcal{M}^+ \). The space \( \mathcal{L}' := (I - P)\mathcal{M} \) is an \( N \)-dimensional subspace of \( \mathcal{M} \), which can be seen as above. Extend \( \mathcal{L}' \) to an \((n-1)\)-dimensional subspace \( \mathcal{L} \) of \( \mathcal{M} \). Then

\[ \inf_{x \in \mathcal{M}'(0)} p(x) \geq \mu, \]

which shows \([5.2]\) since \( \mu \in (\lambda_N, \lambda_e) \) was arbitrary. \( \square \)
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