SDAE-LFM: A Latent Factor Model for Recommendation Based on Stack Denoising AutoEncoder
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Abstract. Recommendation methods usually associated with data sparsity. The traditional recommendation methods take the users’ rating information as the recommendation basis, which ignore the latent features that can be taking into consideration to model for better recommendations. In order to deal with these problems, we proposed a latent factor model recommendation algorithm based on stack denoising autoencoder (SDAE-LFM), applying Deep Learning technology for latent feature representation learning. A stack denoising autoencoder is applied to extracting feature about item from the label information. Then we factorize the item feature information to perform matrix decomposition training. Finally, we predict the result by the user-item preference matrix. Experimental results on these datasets demonstrate that the proposed recommendation method has better performance.

1. Introduction

With the popularity and evolution of the services and applications of Internet, the extensive information on network has increased so exponentially that information overload [1]. Recommendation algorithms occupy a significant position in solving the information overload [2]. The recommender algorithm analyses the user’s browsing records and user-items [3], mine some potential needs of users, then recommend some contents which the users interested. The traditional recommender algorithms contain mainly content-based recommender algorithm, collaborative filtering recommender algorithm and hybrid recommender algorithm [4-6]. The content-based algorithm finds items which user interested, by using the user-selected and rated items [7]. The collaborative filtering algorithm uses the reaction information about user and items to realize recommendation [8]. The hybrid algorithm integrates both content-based algorithm and collaborative filtering algorithm [9-11].

In present, as a research boom of artificial intelligence, deep learning has made rapid progress in many fields, such as image processing, natural language processing, and speech recognition [6, 12]. Due to its efficient feature extraction and non-linear learning methods, an increasing of researchers is beginning to realize the recommendation algorithm by deep learning [13, 14]. Salakhutdinov et al. used the undirected graph model of the restricted Boltzmann machine to model the user's score and then recommended it, but this method didn’t use the user's potential information [15]. Strub et al. used a stack denoising autoencoder (SDAE) to learn the hidden factors of users and items, and then predicted the missing scores by the hidden factor model [16]. Kim et al. used a convolutional neural network to extract the potential features of related auxiliary information, and combined with the probability matrix for recommendation, but many of the over-fitting in this algorithm need to be manually adjusted [17].

In this paper, we proposed a deep learning algorithm based on stack denoising autoencoder (SDAE-LFM). We apply the stack denoising autoencoder model for learning the item features. The
sparse item matrix is transformed into an item matrix with deep feature information, and then combine with the collaborative filtering algorithm to resolve data sparsity of the traditional collaborative filtering algorithm and achieve better recommendation effect.

2. Related Work

2.1. The Denoising Autoencoder

The autoencoder was studied by Rumelhart et al. in 1988 and gives the definition of an autoencoder [18]. The traditional autoencoder may simply copy the original input, or simply select the reconstruction error, and cannot contain valid feature information [19]. The denoising autoencoder solves this problem by reconstructing input data containing noise [20].

The denoising autoencoder is proposed by Vincent et al [21]. The denoising autoencoder mainly destroys the data by adding a certain degree of noise to the input vector, and then encoding and decoding the input data added with noise. Thus, the learned implicit characteristic variables are more robust [22].

The denoising autoencoder randomly adds noise data to the original input data \( x \) through \( x \sim q_{\theta}(x) \), there by acquiring a partially corrupted data \( x' \), where \( D \) represents the dataset. The denoising autoencoder contains encoder, decoder and hidden layer. The coding layer is the mapping of the noisy version \( x' \) of input \( x \in [0,1]^d \) to the implicit representation \( y \in [0,1]^d \). As the formula 1 shows:

\[
y = f_{\theta}(x) = s(Wx + b)
\]

The set of parameters for this mapping is \( \theta = [W,b] \), \( s \) is a nonlinear function. \( W \) presents a \( d \times d' \) weight matrix, and \( b \) presents the bias unit.

The decoder function \( g_{\theta}(y) \) maps the implicit representation return the rebuilt signification \( z \in [0,1]^d \), as follows:

\[
   z = g_{\theta}(y) = s(W'y + b')
\]

The parameter set \( \theta' = [W',b'] \) of this mapping, the weight matrix \( W' \) of the inverse mapping can be constrained to the transpose of the weight matrix \( W \) : like \( W' = W^T \), which is called the denoising autoencoder weight. \( b' \) is the bias unit.

Each \( x^{(i)} \) is mapped into the \( y^{(i)} \) and a reconstructed signification \( z^{(i)} \), and then the minimum mean reconstruction error is obtained by continuously optimizing the model parameters:

\[
   L(x,z) = \|x - z\|^2
\]

As much as possible, let \( z \) approach the initial input \( x \), and \( z \) presents a function of \( x' \). Our minimized objective function is:

\[
   \min[L(x, g_{\theta}(f_{\theta}(X')))]
\]

2.2. The Stack Denoising Autoencoder

The denoising autoencoders can form a stack denoising autoencoder, and the noise cancellation capability of each layer network is trained by superimposed noise input, so that each layer of the trained encoder can be used for extracting feature with fault tolerance performance while learning [23]. The resulting feature indicates better robustness.

First, the noise data is randomly added to the original data. Then, the reconstruction error is minimized, and the first layer denoising autoencoder is trained to learn the encoder function \( f_{\theta} \). Finally, this function is used to learn the original data, and the obtained result is regarded as the input of the second layer denoising autoencoder to train the second-level denoising autoencoder to learn the...
second-layer encoder function $f^{(2)}_\theta$. This procedure is then iterated until all the denoising autoencoder layers have been trained.

2.3. Latent Factor Model
Latent factor model (LFM) is a widely used algorithm in the recommendation algorithm [24]. Latent factor model first classifies the items, then recommends the classified items according to the user's interest classification. The implicit semantic model predicts the interest of user $u$ about item $i$ as follows:

$$R(u, i) = r_u = p_u^T q_i = \sum_{k=1}^{F} p_{u,k} q_{i,k}$$

(5)

And $p, q$ respectively represent the relationship between the $k$ implicit class and the user interest, and the relationship between the item $i$ and the $k$ implicit class, $F$ is the number of hidden classes, and $r$ is the interest of the user about the item. The loss function is as follows:

$$loss = \sum_{(u,i) \in \mathcal{R}} \left( r_{u,i} - \sum_{k=1}^{F} p_{u,k} q_{i,k} \right)^2 + \lambda \left\| P_u \right\|^2 + \lambda \left\| Q_i \right\|^2$$

(6)

However, LFM algorithm is easy to over-fitting when faced with sparse data, and does not respond well to accurate project feature information.

3. SDAE-LFM Algorithm

3.1. SDAE-LFM Algorithm Implementation
However, LFM algorithm is easy to over-fitting when faced with sparse data, and does not respond well to accurate project feature information. The SDAE-LFM algorithm first extracts the project features from the tag data, and then replaces the implicit factor feature matrix in the LFM algorithm with the feature matrix of the SDAE output. Compared with the traditional LFM algorithm, we convert the project feature matrix and enrich it.

3.2. SDAE-LFM Algorithm Feature Extraction
Since the traditional SDAE network has no way to achieve the score prediction, the data characteristics extracted by SDAE cannot directly reflect the user's preference information for the project. In order to effectively improve the feature quality, we add the sigmoid classifier after the last hidden layer to predict the project. Grading, and the project score as a feedback of effectiveness, turning the parameters, and the optimization function is as follows:

$$\xi = \frac{1}{n} \sum_{j=1}^{n} \left\| x_i - \tilde{x}_i \right\|^2 + \lambda \cdot \frac{1}{n} \sum_{j=1}^{n} \left\| y_i - \tilde{y}_i \right\|^2$$

(7)

$x_i$ is the raw data, $\tilde{x}_i$ is the reconstructed feature of $x_i$, $y_i$ is the item score, $\tilde{y}_i$ is the predicted score produced by the sigmoid, and $\lambda$ is the correction factor.

Construct a label item matrix $F$ in the SDAE-LFM algorithm. $R_{ij}$ represents the rating of user $i$ and item $j$, $F_{ij}$ represents the value of the item $j$ to the label $i$, and the joint matrix $F$ and $R$, and then obtain the target matrix $P$.

$$P_{ij} = \frac{1}{N} \sum_{t} R_{ij} F_{ij}$$

(8)
After constructing the target matrix $P$, the collaborative filtering algorithm is improved by using the original scoring matrix $R$ and the newly constructed target matrix $P$, and the target matrix $Q$ is integrated into the collaborative filtering algorithm to construct a new loss function.

$$L_{t} = \frac{1}{2} \sum_{i} \sum_{j} (R_{ij} - U_{i}^{T}V_{j})^2 + \frac{\alpha_{U}}{2} \sum_{i} \|U_{i}\|^2 + \frac{\alpha_{V}}{2} \sum_{j} \|V_{j}\|^2 + \frac{\alpha_{Q}}{2} \sum_{i} \|Q_{i}\|^2 + \frac{\alpha_{L}}{2} \sum_{i} \sum_{j} (F_{ij} - U_{i}^{T}Q_{j})^2$$

(9)

4. Experiment and Result

4.1. Metrics
In this paper, we evaluate the proposed algorithm by using RMSE and Recall @ K. RMSE evaluates the proximity of the user’s predicted score to the actual score, as a basis for evaluating the performance. Recall @ K measures the recall rate of the algorithm, which is the ratio of the number of recommended results and the total number of correct results.

4.2. Datasets
This paper verifies the proposed algorithm on MovieLens 1M and MovieLens 10M. The datasets are divided into 10 groups, each time selecting 2 groups as test-sets, and the remaining 8 groups as train-sets. 10 tests to ensure that each data participates and only participates in one test. The detailed data information is displayed in the following table.

| Dataset     | Movielens 1M | Movielens 10M |
|-------------|--------------|---------------|
| User        | 6,040        | 71,567        |
| Item        | 3,900        | 10,681        |
| Rating      | 1,000,209    | 10,000,054    |
| Sparsity    | 95.8%        | 98.6%         |
| User Feature| Age, Gender, Occupation | Age, Gender, Occupation |
| Item Feature| Title, Genres | Title, Genres |

4.3. Comparative Analysis of Experimental Results
This paper is related to the traditional collaborative filtering recommendation algorithm (PMF) [25], the deep learning algorithm (DBN) without tags [26], and the recommendation algorithm (PACE) combined with tag information [27].
The results shown in Figure 1 are the Recall @ K values of the four different algorithms. Obviously, the PMF which does not attract auxiliary information is worst. Both DBN and PACE use some auxiliary information, and take an improved performance. And the SDAE-LFM algorithm outperforms than the other three algorithms.

Figure 2 illustrates the different RMSE performance of the four models. From the data contrast, the SDAE-LFM we proposed takes the best efficiency on the sparsely powerful MovieLens datasets.

5. Conclusions
Aiming at the low recommend accurateness of the traditional recommendation algorithm on the sparse data set, we proposed an improved LFM algorithm which based on stack noise reduction self-encoder, which uses the self-encoder to extract data features and implicit factor matrix decomposition algorithm. By comparing with PMF, DBN and PACE, the training time of SDAE-LFM algorithm has not increased significantly while improving the recommendation accuracy. The results evidence that the SDAE-LFM algorithm could process large-scale data in a reasonable time and effectively improve recommended performance.
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