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Abstract. Learning time-dependent partial differential equations (PDEs) that govern evolutionary observations is one of the core challenges for data-driven inference in many fields. In this work, we propose to capture the essential dynamics of numerically challenging PDEs arising in multiscale modeling and simulation – kinetic equations. These equations are usually nonlocal and contain scales/parameters that vary by several orders of magnitude. We introduce an efficient framework, Densely Connected Recurrent Neural Networks (DC-RNNs), by incorporating a multiscale ansatz and high-order implicit-explicit (IMEX) schemes into RNN structure design to identify analytic representations of multiscale and nonlocal PDEs from discrete-time observations generated from heterogeneous experiments. If present in the observed data, our DC-RNN can capture transport operators, nonlocal projection or collision operators, macroscopic diffusion limit, and other dynamics. We provide numerical results to demonstrate the advantage of our proposed framework and compare with existing methods.
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1. Introduction. Data-driven discovery of PDEs is experiencing unprecedented development over the past few years, wherein various kinds of PDEs (featuring, for example, time dependence and nonlinearity) have been studied. In this work, we consider the learning problem for a class of PDEs that involve multiple time/spatial scales and nonlocal operators – kinetic equations. These are an important class of equations in multiscale modeling hierarchy which bridges microscopic atomistic models (such as N-body Newton equations) and macroscopic continuum models (such as Navier-Stokes equations). For a variety of scientific problems ranging from gas/plasma dynamics, radiative transfer to social/biological systems, kinetic equations have demonstrated their ability to accurately model the dynamics of complex systems [39]. To the best of our knowledge, learning of multiscale kinetic equations, albeit important, has never been explored in the literature.

Specifically, we are interested in developing an efficient symbolic neural network to fit time-dependent data for a class of multiscale kinetic equations. The overall goal is to identify an explicit formula of the map $F$ that determines the evolution $u(x, t) \rightarrow u(x, t + \Delta t)$ for $x \in \Omega$ and $\Delta t > 0$. Therefore, a symbolic neural network $F(u; \theta, w_\varepsilon)$ with parameters $\theta$ and $w_\varepsilon$ is constructed and the following loss function is minimized to find the best parameter set:

$$L(\theta, w_\varepsilon) = \frac{1}{N_t} \sum_{j=1}^{N_t} \left\| u(x, t_{j+1}) - u(x, t_j) - \int_{t_j}^{t_{j+1}} F(u(x, s); \theta, w_\varepsilon) ds \right\|_{L^1(\Omega)}.$$

Note that $F$ approaches the correct model as $L(\theta, w_\varepsilon) \rightarrow 0$. The choice of the norm above is flexible. In this paper, we focus on the $L^1$-norm because our numerical experiments show that it is slightly better than others, e.g., the $L^2$-norm. Due to the multiscale and nonlocal feature of our target equations, existing learning schemes may not be efficient. We will propose novel symbolic neural networks, new formulations of the loss function in (1.1), and new regularization methods in this paper to tackle this challenge.

Our first main contribution is a new symbolic neural network $F(w; \theta, w_\varepsilon)$ built with multiscale and nonlocal features. The key idea for capturing multiscale phenomena is to construct $F$ as a sum of different components at different scales of order $\varepsilon_{pred}^n$, where $n$ is an integer degree and $\varepsilon_{pred}$ is a trainable multiscale separator defined by:

$$\varepsilon_{pred}(w_\varepsilon) = \frac{1}{2}(\tanh(w_\varepsilon) + 1).$$
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with \( w_e \) as a trainable parameter. In particular, we propose

\[
F(u; \theta, w_e) = \sum_{n=0}^{N} \frac{1}{\varepsilon_{\text{pred}}(w_e)} F^n(u; \theta_n),
\]

where \( \theta := (\theta_1, \theta_2, \cdots, \theta_n) \) and \( F^n(u; \theta_n) \) is the network at the \( n \)-th scale. Thus, unlike conventional deep learning recovery algorithms as in [32, 33, 24, 14, 41, 44], our algorithm is aware of different scales and thus more accurately captures different components at scale \( \mathcal{O}\left(\varepsilon_{\text{pred}}^{-1}\right) \).

The key idea to make \( F(u; \theta, w_e) \) capable of capturing nonlocal phenomena is to incorporate nonlocal operators in \( F^n \) in (1.3) to construct \( F \). Conventionally, \( F \) is typically constructed as a linear combination of mathematical operators in a pre-specified dictionary, and the combination coefficients are learned via minimizing (1.1) with sparsity regularization to obtain sparse linear combinations as in [17, 35, 27, 5, 44]. For high-dimensional problems, constructing such a dictionary can be very costly. Hence, we will apply symbolic recurring neural network (RNN) of mathematical operators as in [25, 24] without specifying a large dictionary. Intuitively, due to the high expressiveness of our symbolic RNNs, the class of RNNs with different parameters can form a large dictionary without pre-specifying a costly dictionary. It might be computationally more efficient to use symbolic RNNs to classify the dynamics of data and choose a trainable symbolic model to model data.

The most basic elements in our RNN are a set of (either local or nonlocal) mathematical operators \( A_1, \cdots, A_n \) modeling the dynamics in kinetic equations, such as transport, collision, and diffusion operators. The trainable compositions of these basic operators form a basis of our RNN, i.e., each term \( F^n \) in (1.3) is a trainable linear combination of the compositions defined below:

\[
A_{\pi(1)} \circ \cdots \circ A_{\pi(m)},
\]

where \( \pi = (\pi(1), \cdots, \pi(m)) \in \mathbb{Z}^m \) with entries in \{1, \cdots, n\}. More precisely, we have

\[
F^n(u; \theta_n) = \sum_{m \geq 1} \sum_{\pi \in \mathcal{D}} a_{\pi(1), \cdots, \pi(m)}(\theta_n) A_{\pi(1)} \circ \cdots \circ A_{\pi(m)}(u),
\]

where coefficients \( a_{\pi(1), \cdots, \pi(m)}(\theta_n) \) depend on trainable parameters \( \theta_n \), and \( \mathcal{D} \) is a set of index vectors \( \pi \) specified by our symbolic RNN as we shall see later. Similar to polynomial regression [8, 13], our RNN returns a multivariate polynomial of the operators \( A_1, \cdots, A_n \). Due to the expressive power of neural networks [42, 36, 26, 21, 29, 22], our symbolic RNN of a small size can generate a sufficiently large index vector set \( \mathcal{D} \). The formulation in (1.5) is also natural in physics, equations derived from asymptotic analysis often have recursive structure similar to the compositional operators in (1.5), e.g., see [37].

Our second main contribution is to propose novel loss functions based on high-order IMEX schemes to discretize of the integral in (1.1). The most typical numerical method, the forward-Euler scheme, results in the loss function:

\[
L(\theta, w_e) = \frac{1}{N_t} \sum_{j=1}^{N_t} \| u(x, t_{j+1}) - u(x, t_j) - \Delta t F(u(x, t_j); \theta, w_e) \|_{L^1(\Omega)},
\]

which is commonly used in the discovery of governing equations. Though higher order approximations using multistep methods have been investigated in [32, 18, 31, 12], there is no existing research on the effectiveness of IMEX schemes in the literature of discovering governing equations. For kinetic equations, since they often contain non-stiff terms as well as stiff terms, the IMEX schemes are the natural choices and have demonstrated their power in various applications [28, 10, 11]. We will consider both IMEX Runge-Kutta schemes such as IMEX-ARS scheme [3] and IMEX multistep schemes such as IMEX-BDF scheme [16]. These propagation schemes together with the RNNs will make up our “densely connected recurrent neural network” (DC-RNN).

Our third main contribution is to propose physics-based regularization to the loss function in (1.1) to improve optimization efficiency and avoid over-fitting. First, a physically correct model is usually described with a small number of mathematical operators in (1.5), while an over-fitting model would have a large
number of operators for a better fitting capacity. Thus, inspired by the lasso approaches in [38, 4, 45], we propose sparse regularization to avoid over-fitting and remove undesirable features in the governing equation, e.g., adding a $L^1$-norm penalty term to the coefficients in (1.5). Second, a micro-macro decomposition of kinetic equations [20] is applied to transfer a challenging recovery problem with a single PDE to an easier recovery problem with a coupled PDE system, enforcing our recovery results to be more physically meaningful. Furthermore, the microscopic part, denoted as $g$ (see Section 2), satisfies

$$
\langle g \rangle := \int_{[-1,1]} g(v, x, t) dv = 0,
$$

which will be used as a constraint of our recovery. Finally, in most cases, kinetic equations have spatial-dependent coefficients, which motivates us to design spatial-dependent parameters $\theta(x)$ in (1.5) and the regularity in terms of $x$ can also be considered as a regularization penalty.

To summarize, the main highlights of our learning algorithm are as follows:

- DC-RNN built for transport (local) and collision (nonlocal) operators typically involved in kinetic equations.
- Multiscale-aware RNN structures and learning rates for the recovery of time-dependent PDEs.
- Novel optimization loss function inspired by high-order IMEX for multiscale equations.
- Physics-aware loss function and regularization specialized for kinetic equations.
- Efficient arithmetic and memory cost.

We structure this manuscript as follows. In Section 2, an exemplary PDE for our learning problem is introduced to motivate our algorithm. In Section 3, we mathematically formulate an ansatz that we will use to fit data to PDEs. In Section 4, our physics-aware loss function is introduced to learn PDEs from data. In Section 5, we will carry out several numerical experiments to test our algorithm. Finally, concluding remarks are made in Section 6.

2. Model Equation: the Linear Transport Kinetic Equation. We now present a model equation, the linear transport equation, to motivate our learning algorithm. The linear transport equation is a prototype kinetic equation describing particles such as neutrons or photons interacting with a background medium [7, 9]. This equation highlights some of the challenging aspects that an efficient learning algorithm should account for. That is, our model equation will allow us to understand the hypothesis space (the set of functions describing kinetic equations) better. This will lead us to devise ways to capture multiple scales, nonlocal operators, and regularity conditions. In addition, we will be able to discern appropriate numerical techniques needed to carry out our learning algorithm.

In the simple 1D case, the linear transport equation reads

$$
\partial_t f + \frac{1}{\varepsilon} v \partial_x f = \frac{\sigma^S}{\varepsilon^2} (\langle f \rangle - f) - \sigma^A f + G,
$$

where $f = f(t, x, v)$ is the probability density function of time $t \geq 0$, position $x \in \mathbb{R}$, and velocity $v \in [-1, 1]$; $\langle \cdot \rangle := \frac{1}{2} \int_{-1}^{1} \cdot dv$ is a projection or collision operator; $\sigma^S(x)$ and $\sigma^A(x)$ are the scattering and absorption coefficients; and $G(x)$ is a given source. Finally, $\varepsilon$ is a dimensionless parameter indicating the strength of the scattering. Indeed, when $\varepsilon \sim O(1)$, the equation (2.1) is in the fully kinetic regime (all operators balance); when $\varepsilon \to 0$, the scattering is so strong that (2.1) approaches a diffusion limit. To see this, consider the so-called micro-macro decomposition of $f$:

$$
f = \rho + \varepsilon g, \quad \rho := \langle f \rangle,
$$

where $\rho$ is the macro part (density) of the solution, and $g$ is the micro part. A crucial condition we use is

$$
\langle g \rangle = 0.
$$

Equation (2.3) is the conservation condition and will be numerically indispensable since it allows us to impose exact conditions satisfied by kinetic equations. Substituting (2.2) into (2.1), one can derive the following coupled system for $\rho$ and $g$, equivalent to (2.1):

$$
\partial_t \rho = -\partial_x \langle vg \rangle - \sigma^A \rho + G,
$$

$$
\partial_t g = -\frac{1}{\varepsilon} (I - \langle \cdot \rangle) (v \partial_x g) - \frac{1}{\varepsilon^2} v \partial_x \rho - \frac{\sigma^S}{\varepsilon^2} g - \sigma^A g.
$$
where \( \mathcal{I} \) denotes the identity operator.

In (2.5), if \( \varepsilon \to 0 \), one obtains

\[
g = -\frac{1}{\sigma^S} v \partial_x \rho + \mathcal{O}(\varepsilon),
\]

which, when substituted into (2.4), yields

\[
\partial_t \rho = \partial_x \left( \frac{1}{3\sigma^S} \partial_x \rho \right) - \sigma^A \rho + G + \mathcal{O}(\varepsilon).
\]

So \( \rho \) follows the dynamics of a diffusion equation. We now go through a few things that we can learn from the linear transport equation following the notations used in Section 1.

- **Involved Basic Mathematical Operators: Identity, Advection, and Projection.** Notice that each of Equations (2.1), (2.4), and (2.5) can be recovered from the ansatz:

\[
\partial_t u = a_1 A_1(g) + a_2 A_2(g) + a_3 A_3(g) + \sum_{i=1}^{3} \sum_{j=1}^{3} a_{i,j} A_i \circ A_j(g)
\]

\[
+b_1 A_1(\rho) + b_2 A_2(\rho) + b_3 A_3(\rho) + \sum_{i=1}^{3} \sum_{j=1}^{3} b_{i,j} A_i \circ A_j(\rho) + B
\]

for \( u = f, g, \) or \( \rho \). For example, the equation for \( g(v, x, t) \) can be recovered provided

\[
A_1 = \mathcal{I}, \quad A_2 = v \partial_x, \quad A_3 = \langle \cdot \rangle,
\]

with coefficients

\[
a_1 = \frac{\sigma^S(x)}{\varepsilon^2} - \sigma^A(x), \quad a_2 = -\frac{1}{\varepsilon}, \quad a_{3,2} = \frac{1}{\varepsilon}, \quad b_2 = -\frac{1}{\varepsilon^2}
\]

\[a_3 = 0, \quad a_{i \neq 3, j \neq 2} = 0, \quad b_{i,j} = 0, \quad B = 0.\]

Thus, at the very minimum, our hypothesis space in Equation (1.3) should involve operators in (2.9). We expect to see these operators for general kinetic equations. Potentially one can also have cubic or higher order nonlinearities in our hypothesis space. Therefore, we want to generalize Equation (2.8) to involve greater number of compositions.

- **Functions of \( x \).** Equations (2.1), (2.4), and (2.5) involve the functions \( \sigma^A(x), \sigma^S(x), \) and \( G(x) \). Therefore the coefficients \( \{a_i, a_{i,j}, b_i, b_{i,j}, B\} \) should be allowed to depend on \( x \).

- **Scale Disparity.** If we want to determine the correct order of each term, then we need to make an asymptotic expansion:

\[
a_i = a_i^0 + \frac{1}{\varepsilon} a_i^1 + \frac{1}{\varepsilon^2} a_i^2, \quad a_{i,j} = a_{i,j}^0 + \frac{1}{\varepsilon} a_{i,j}^1 + \frac{1}{\varepsilon^2} a_{i,j}^2,
\]

\[
b_i = b_i^0 + \frac{1}{\varepsilon} b_i^1 + \frac{1}{\varepsilon^2} b_i^2, \quad b_{i,j} = b_{i,j}^0 + \frac{1}{\varepsilon} b_{i,j}^1 + \frac{1}{\varepsilon^2} b_{i,j}^2,
\]

\[
B = B^0 + \frac{1}{\varepsilon} B^1 + \frac{1}{\varepsilon^2} B^2,
\]

where it is understood that the upper index labels the order of the scale. The multiscale phenomenon here is the main motivation of the multiscale model in Equation (1.3).

- **Exact Conditions.** Typically, adding regularization to machine learning problems can vastly improve the outcome of the prediction. There is one obvious constraint for our target kinetic equation: Equation (2.3). An added feature about this condition is that it is independent of \( \varepsilon \) and thus helpful for modeling dynamics between the small and large scale limits.

- **Sparsity.** The large number of basis terms in our hypothesis space means that we might have overfitting issues. Thus, the following sparsity regularization term could be considered:

\[
\sum_n \left( \left( \sum_i ||a_i^n||_{L^1} + ||b_i^n||_{L^1} + ||B^n||_{L^1} \right) + \left( \sum_{i,j} ||a_{i,j}^n||_{L^1} + ||b_{i,j}^n||_{L^1} \right) \right),
\]
which can be enforced by adding the following regularization term to our loss function in Equation (1.1):

\[(2.13) \quad ||\theta(x)||_{L^1},\]

since \(\theta(x)\) is the actual parameters to be optimized in our model in Equation (1.3).

**Numerical Techniques.** Finally, we need to consider numerical methods for arriving at the correct set of trainable parameters. For this reason, we will use the IMEX schemes for propagating \(u(t_n) \rightarrow u(t_{n+1})\), where the time rate of change is given by an ansatz like Equation (2.8). We will use gradient descent, specifically the Adam algorithm, to update trainable parameters.

In sum, the discussion above illustrates the motivation of our optimization problem, model design, and regularization terms introduced in Section 1.

3. Formulating an Ansatz to Fit Data to Kinetic Equations. In this section, we will construct an ansatz capable of representing Equations (2.4), (2.5). For simplicity, let us focus on the case when the spatial variable \(x\) is one-dimensional. It is easy to generalize to high-dimensional cases. We start by introducing notations which will be used throughout the paper.

**Notation.** The functions involved in (2.4) or (2.5) are multidimensional, e.g. \(\rho = \rho(x,t)\) and \(g = g(v,x,t)\). The values of \(\rho\) and \(g\) will be defined on a mesh \((x_j, t_k)\) and \((v_i, x_j, t_k)\) for \(i \in 1, \cdots N_v, j \in 1, \cdots N_x, k \in 1, \cdots N_t\). To further simplify the notation, we will use \(u := u_{i,j}\) to denote \(u\) as a scalar function evaluated at the \((i,j)\)-th position corresponding to \((v_i, x_j)\). The upper index \(n\) in \(u^n := u(\cdot, t_n)\) will correspond to time with \(u^1: N_t := \{u(\cdot, t_i); \text{ for } i \in 1 \cdots N_t\}\) denoting \(u\) evaluated at a time sequence. Matrices will be written with capital letters while operators applied to the data will mainly be written using script letters.

3.1. Operator Evaluation. We will describe the evaluation of commonly used operators in Equations (2.4), (2.5), and other kinetic equations below.

1) Identity operator. The identity operator is defined by

\[(3.1) \quad \mathcal{I}(u) := u.\]

The evaluation of \(\mathcal{I}(u)\) at the point \((v_i, x_j)\) simply follows \(\mathcal{I}(u)_{i,j} := u_{i,j}\).

2) Pseudo-upwind for the advection operator. We define the advection operator acting on \(u\) as the dot-product:

\[(3.2) \quad v \cdot \nabla_x u,\]

where \(v\) is a velocity distribution. We note that many stable schemes use an upwind stencil for the advection operator. The first-order upwind stencil gives:

\[
\frac{\partial_x u^+_{i,j}}{\Delta x} = \frac{u_{i,j+1} - u_{i,j}}{\Delta x} \quad \text{for } v > 0,
\]

\[
\frac{\partial_x u^-_{i,j}}{\Delta x} = \frac{u_{i,j} - u_{i,j-1}}{\Delta x} \quad \text{for } v < 0,
\]

and

\[
v \partial_x u_{i,j} = v_+ \partial_x u^+_{i,j} + v_- \partial_x u^-_{i,j},\]

which is the evaluation of the advection operator in (3.2) at the point \((v_i, x_j)\) in the one-dimensional case. This stencil is suitable for a first-order-in-time IMEX-scheme. For higher-order IMEX schemes, one should use higher-order stencils.

3) Projection operators. We define the projection operator as an integral with respect to the variable \(v\) of a function \(u(v,x)\). In one-dimension, we have:

\[(3.3) \quad \langle u \rangle := \frac{1}{2} \int_{-1}^{1} u(v,x) \, dv,\]
which can be discretized as a finite sum using Gauss quadrature:

\[
\langle u \rangle_j \approx \frac{1}{2} \sum_{i=1}^{N_v} u_{i,j} \cdot w_i
\]

with quadrature weights \( \{w_i\} \). Note that the data corresponding to \( u \) is represented by a two-index tensor \( u_{i,j} \) with \( i, j \) corresponding to the values \( v_i \) and \( x_j \), respectively. The above quadrature maps \( u \) to a one-index tensor \( \langle u \rangle_j \). To make dimensions consistent, we extend this to a two-index tensor by \( \langle u \rangle_{i,j} := \langle u \rangle_j \) for each \( i \).

4) Other differential operators. Higher-order differential operators such as the Laplacian will be computed by using central difference formulas.

3.2. Ansatz for Fitting PDEs to Data. In this section, we will form an ansatz that will be used to fit a PDE to data, i.e., identifying the governing PDE to which the observed data is a discrete solution. We will consider the following two typical examples for simplicity. The generalization to other cases is simple.

Scalar equation ansatz. Let us consider a first-order in time PDE, then the equation ansatz is built

\[
\partial_t u = F(u)
\]

with \( F \) split into \( M \) multiscale components following our main model in (1.3):

\[
F := F^0(u) + \frac{1}{\varepsilon_{\text{pred}}} F^1(u) + \frac{1}{\varepsilon_{\text{pred}}} F^2(u) + \cdots + \frac{1}{\varepsilon_{\text{pred}}} F^M(u).
\]

The integer \( M \) depends on the number of multiscale components for the problem being considered. If one only expects one fast scale and one slow scale component, \( M \) is set to \( M = 1 \). For slow, medium, and fast scales, \( M \) is set to \( M = 2 \), etc. \( \varepsilon_{\text{pred}} \) is a learnable scaling number defined in (1.2) restricted to \( 0 < \varepsilon_{\text{pred}} \leq 1 \) but not necessarily equal to \( \varepsilon \). The operators \( F^0, F^1, F^2, \cdots \) will be differential operators acting on \( u \) and constructed as in (1.5). The construction detail will be provided in the next section.

Two-component vector equation ansatz. For vectorized equations, we build an ansatz for each component individually as

\[
\partial_t q, p = F_1(g, \rho) = \sum_{m=0}^{M} \frac{1}{\varepsilon_{\text{pred}}} (F_{1,1}^m(q) + F_{1,2}^m(\rho))
\]

\[
\partial_t g, p = F_2(g, \rho) = \sum_{m=0}^{M} \frac{1}{\varepsilon_{\text{pred}}} (F_{2,1}^m(g) + F_{2,2}^m(\rho)).
\]

The \( F_{q,p}^m \) are generally different operators for each \( q, p \), and \( m \) following the construction in (1.5). Each \( F_{q,p}^m \) has an individual set of network parameters. \( \varepsilon_{\text{pred}} \) is a learnable scaling number as in the previous example. For the remainder of the manuscript, \( F_1 \) will denote the right hand side of the \( q \)-equation. \( F_2 \) will denote the right hand side of the \( \rho \)-equation. The construction of \( F_{q,p}^m \) using an RNN structure will be presented in detail in the next section.

Remark 3.1. Equation (3.5) is our chosen ansatz. There are many alternative ways to construct an ansatz. For example, we only consider the linear combination of \( F_{q,p}^m \) and it is also possible to explore the products of \( F_{q,p}^m \).

3.3. Building a Dictionary Using RNNS. We construct the operators \( F_{q,p}^m \) in Equation (3.4) for the single-component case. For the multicomponent case as in (3.5), we construct \( F_{q,p}^m \) in the same manner. The only difference is that each \( F_{q,p}^m \) will have a different set of parameters depending on \( (q, p) \). We will omit the \( (q, p) \) index for clarity. To begin with, we will need to supply the RNN with a few basic mathematical operators as mentioned in the introduction. In particular, we consider operators \( A_1(u) = I(u), A_2(u) = v \cdot \nabla u, \) and \( A_3(u) = \langle u \rangle \) discussed in Section 3.1. It is potentially better to include more basic mathematical operators such as \( A_4(u) = \nabla u, A_5(u) = g^2 \cdot u, A_6(u) = \exp(-(u)^2), \) etc.
Next, a symbolic RNN will be introduced to generate a complicated operator \( \mathcal{F}^m \) using basic mathematical operators. Given basic mathematical operators \( \{A_1, \cdots, A_n\} \), we build a k-layer RNN for each \( m = 0, 1, 2, \cdots \), by successively applying a weight matrix \( W_{2,n} \in \mathbb{R}^{2 \times n} \) to the operator vector \( [A_1, \cdots, A_n]^T \) and then adding a bias vector \( B_{2,1} = [b_1, b_2]^T \in \mathbb{R}^2 \) times \( I \):

\[
W_{2,n}[A_1, \cdots, A_n]^T + B_{2,1}I := \begin{bmatrix} w_{1,1}A_1 + w_{1,2}A_2 + \cdots + w_{1,n}A_n + b_1I \\ w_{2,1}A_1 + w_{2,2}A_2 + \cdots + w_{2,n}A_n + b_2I \end{bmatrix} := \begin{bmatrix} C_1 \\ C_2 \end{bmatrix}.
\]

(3.6)

Because \( C_1 \) and \( C_2 \) are operators, they can be applied to generate a more expressive formulation with a special “composition” denoted as \( \circ \) defined below:

\[
C_1 \circ C_2 := w_{1,1}w_{2,1}A_1 \circ A_1 + \cdots + w_{1,1}w_{2,n}A_1 \circ A_n + \cdots \\
+ w_{1,1}w_{2,1}A_n \circ A_1 + \cdots + w_{1,1}w_{2,n}A_n \circ A_n \\
+ (w_{1,1}b_2 + w_{2,1}b_1)A_1 + \cdots + (w_{1,1}b_2 + w_{2,n}b_1)A_n,
\]

where \( \circ \) denotes the standard composition.

Now we define \( \mathcal{F}^m \):

\[
\xi^{(1)} := W_{2,n}^{1,m}[A_1, \cdots, A_n]^T + B_{2,1}^{1,m}I \\
B_1 := C_1^{(1)} \circ C_2^{(1)} \\
\xi^{(2)} := W_{2,n+1}^{2,m}[A_1, \cdots, A_n, B_1]^T + B_{2,1}^{2,m}I \\
B_2 := C_1^{(2)} \circ C_2^{(2)} \\
\xi^{(3)} := W_{2,n+2}^{3,m}[A_1, \cdots, A_n, B_1, B_2]^T + B_{2,1}^{3,m}I \\
B_3 := C_1^{(3)} \circ C_2^{(3)} \\
\vdots \\
\xi^{(K)} := W_{2,n+K}^{K,m}[A_1, \cdots, A_n, B_1, \cdots, B_{K-1}]^T + B_{2,1}^{K,m}I \\
B_K := C_1^{(K)} \circ C_2^{(K)} \\
\mathcal{F}^m := W_{1,n+K}^{K+1,m}[A_1, \cdots, A_n, B_1, \cdots, B_K]^T,
\]

where the weight matrices are given by:

\[
W^{k,m}_{2,n+k-1} := \begin{bmatrix} w_{1,1}^{k,m} & w_{1,2}^{k,m} & \cdots & w_{1,n+k-1}^{k,m} \\ w_{2,1}^{k,m} & w_{2,2}^{k,m} & \cdots & w_{2,n+k-1}^{k,m} \end{bmatrix}
\]

(3.9)

for \( k = 1, \cdots, K \) and,

\[
W^{K+1,m}_{1,n+K} := \begin{bmatrix} w_1^{K+1,m} & w_2^{K+1,m} & \cdots & w_{n+K}^{K+1,m} \end{bmatrix}
\]

with each \( w_{i,j}^{k,m} \in \mathbb{R} \). The biases are given by:

\[
B_{2,1}^{k,m} := \begin{bmatrix} b_1^{k,m} \\ b_2^{k,m} \end{bmatrix}
\]

with \( b_j^{k,m} \in \mathbb{R} \).

The operator built by the recursive compositions in (3.8) is a symbolic RNN operator, the evaluation of which on a given function follows in the basic evaluation rules introduced in Section 3.1. will have to be evaluated at both data sets \( \{g(v, x, t_i)\} \) and \( \{\rho(x, t_i)\} \), since our model problem depends on both \( g \) and \( \rho \). A diagrammatic representation of this RNN is shown in Figure 1.
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\[ \partial_t u = \sum_{m=0}^{M} \frac{1}{\varepsilon_{\text{pred}}^m} \left( w_1^{2,m} A_1 + w_2^{2,m} A_2 + w_3^{2,m} \left( [w_{1,1}^{1,m} A_1 + w_{1,2}^{1,m} A_2 + b_1^{1,m} I.d.] \right) \right) (u) \]

\[ = \sum_{m=0}^{M} \frac{1}{\varepsilon_{\text{pred}}^m} \left[ w_1^{2,m} b_1^{1,m} b_2^{1,m} u + (w_2^{2,m} + w_3^{2,m}) \left( w_{1,1}^{1,m} b_2^{1,m} + b_1^{1,m} w_{1,2}^{1,m} \right) A_1(u) \right. \]

\[ + \left. (w_2^{2,m} + w_3^{2,m}) \left( w_{1,2}^{1,m} b_2^{1,m} + w_{1,1}^{1,m} b_1^{1,m} \right) A_2(u) \right] , \]

with \( \varepsilon_{\text{pred}} \) given by Equation (5.1) or (5.2).

One way to calculate coefficients for the PDE is to construct trees for the operators \( B_1, B_2, \cdots \). The
benefit of using trees is that sub-trees following coefficients that are small in magnitude can be deleted. In
figures 2 and 3, we construct some example trees for \( B_1 \) and \( B_2 \) where we start with two initial operators \( A_1 \)
and \( A_2 \) and omit the bias operator.

Remark 3.2. We have adopted the recursive framework introduced in [24] to build our RNN. The main
difference between the RNN in this manuscript and the RNN in [24] is that our RNN can learn nonlocal
and multiscale operators. Other RNN frameworks may also be good alternatives. Optimizing the RNN
framework is not a focus in this paper.

Remark 3.3. The weights and biases can be trainable space-dependent functions such that our algorithm
can learn more space-dependent operators, e.g., let

\[ w_{i,j}^{k,m}(x) : \mathbb{R} \to \mathbb{R}, \text{ and } b_j^{k,m}(x) : \mathbb{R} \to \mathbb{R}. \]

In more particular, one can also replace these weights and biases with neural networks in the spatial variable
\( x \) at the cost of using more parameters. We will let the reader explore these possibilities but, we will also
present a yet different alternative to treating space-dependent weights and biases in the next section.

3.4. An Example when \( K = 1 \). Using \( K = 1 \) and two basic mathematical operators \( A_1 \) and \( A_2 \) in
(3.8), for the PDE model in (3.4), we produce an RNN as a scalar PDE ansatz of the form:

\[ \mathcal{F}^m = \left( w_1^{K+1,m} A_1 + \cdots + w_4^{K+1,m} B_2 \right) \]
4. Loss Functions for Learning PDEs. To deduce the weights and biases for our PDE ansatz, we need to minimize a loss function. We begin by describing an unregularized loss function for learning PDEs from data.

4.1. Unregularized Loss Function. Let us first focus on the case of a single scalar equation ansatz in (3.4). We build an unregularized loss that will be a data-dependent function with the following abstract notation:

\[
L(\theta) = \frac{1}{N_t - q} \sum_{n=1}^{N_t-q} ||K_u^n(D^{n,q}; \theta)||_*,
\]

The weights and biases are determined by minimizing a loss function defined in the next section.
where \( \theta \) denotes the set of all parameters in our RNN and

\[
K^n_u(D^{n,q}; \theta)
\]

relates \( q + 1 \)-tuple data points:

\[
D^{n,q} := \{u(x,t_n), u(x,t_{n+1}), \cdots, u(x,t_{n+q})\}, \quad n = 1, \cdots N_t - q.
\]

The idea is that as \( L \to 0 \) with respect to a suitable norm \( \| \cdot \|_* \), \( F \) approaches the correct PDE. Commonly used norms for loss minimization include \( \ell_1, \ell_2 \), and the Huber loss (see \[24, 32\]).

To be precise, the relation of \( D^{n,q} \) is specified by a time-stepping scheme, e.g., the IMEX scheme. However, to give the reader a greater understanding of \( K^n_u(D^{n,q}; \theta) \), we will start with simpler schemes here.

The symbolic RNN introduced in the previous section together with the IMEX schemes will make up our Densely Connected Recurrent Neural Network (DC-RNN).

**Forward Euler scheme.** The forward Euler scheme only involves two time steps and, hence, \( q = 1 \). We can specify \( K^n_u(D^{n,1}; \theta) \) to relate the data pair

\[
K^n_u(D^{n,1}; \theta) = \{u(x,t_n), u(x,t_{n+1})\}
\]

using a forward finite difference approximation for \( \partial_t u = F(u(x,t); \theta) \), the right hand side of which is a symbolic RNN as an equation ansatz. This gives us the forward Euler fitting scheme:

\[
K^n_u(D^{n,1}; \theta) = u(x,t_{n+1}) - u(x,t_n) - \Delta t \cdot F(u(x,t_n); \theta).
\]

Minimizing the loss in Equation (4.1) will determine a PDE governing the training data with time accuracy \( \Delta t \). We display in Figure 4 a DC-RNN for determining the equation satisfied by \( g(v,x,t) \) based on the Forward Euler scheme.

**Backward Euler scheme.** The Backward Euler scheme for \( \partial_t u = F(u(x,t); \theta) \) relates the data pair

\[
D^{n,1} = \{u(x,t_n), u(x,t_{n+1})\}
\]

using the backward Euler fitting scheme:

\[
K^n_u(D^{n,1}; \theta) = u(x,t_{n+1}) - u(x,t_n) - \Delta t \cdot F(u(x,t_{n+1}); \theta).
\]

Minimizing the loss in Equation (4.1) will determine a PDE governing the training data with accuracy \( \Delta t \). We display in Figure 4 a DC-RNN for determining the equation satisfied by \( g(v,x,t) \) based on the Backward-Euler scheme.

We only focused on the scalar equation in (3.4) to illustrate the loss function for the above schemes. The construction for the two-component vector equation in (3.5) is similar. The loss function is the sum of the loss function for each component

\[
L(\theta) = \frac{1}{N_t - q} \sum_{n=1}^{N_t-q} ||K^n_g(D^{n,q}; \theta)||_* + ||K^n_\rho(D^{n,q}; \theta)||_*,
\]

where \( K^n_g(D^{n,q}; \theta) \) and \( K^n_\rho(D^{n,q}; \theta) \) relate the data in

\[
D^{n,q} := \{g(x,t_n), g(x,t_{n+1}), \cdots, g(x,t_{n+q}), \rho(x,t_n), \rho(x,t_{n+1}), \cdots, \rho(x,t_{n+q})\}, \quad n = 1, \cdots N_t - q.
\]

**First-Order IMEX Scheme.** In this paper, we are interested in Equations (2.4) and (2.5) and, hence, will use schemes specialized for them.

A first-order IMEX scheme for solving Equations (2.4) and (2.5) are given by

\[
g^{n+1}_{\epsilon,t} = g^n_{\epsilon,t} + \Delta \left\{ \frac{1}{\epsilon} (I - \hat{\epsilon}) \left( v^+ \frac{g^n_{\epsilon,t+1/2} - g^n_{\epsilon,t-1/2}}{\Delta x} + v^- \frac{g^n_{\epsilon,t+3/2} - g^n_{\epsilon,t+1/2}}{\Delta x} \right) \right. \\
- \frac{\sigma^n_{\epsilon,t+1/2}}{\epsilon^2} g^n_{\epsilon,t+1/2} - \frac{1}{\epsilon^2} v^\rho_{\epsilon,t+1} - \rho^n_{\epsilon,t} \Delta \left\{ v^\sigma_{\epsilon,t+1/2} - 2g^n_{\epsilon,t+1/2} \right\}.
\]
operators are generated by the RNNs corresponding to orders ρ schemes. The inputs are ρ where v (4.10) (4.11) g,v,x,t n, v,x,t 1 that can be generalized to the ansatz:

\[ \rho_i^{n+1} = \rho_i^n + \Delta t \left( \left\langle \frac{g_{i+1/2}^{n+1} - g_{i-1/2}^{n+1}}{\Delta x} \right\rangle - \sigma_i^A \rho_i^n + G_i \right), \]

where \( v^+ = \frac{v + |v|}{2} \) and \( v^- = \frac{v - |v|}{2} \). From this, we see that Equation (4.8) gives a relationship among \( D^{n,1} \) that can be generalized to the ansatz:

\[
\mathcal{K}_g^n(D^{n,1}; \theta) = (1 + \Delta t \frac{\sigma^S(x)}{\varepsilon^2}) g(v, x, t_{n+1}) - (1 - \Delta t \sigma^A(x)) g(v, x, t_n) - \Delta t \cdot \mathcal{F}_1(g(v, x, t_n), \rho(x, t_n); \theta),
\]

where \( \mathcal{F}_1 \) is the operator ansatz introduced in (3.5).

Equation (4.9) gives a relationship between data in \( D^{n,1} \) via:

\[
\mathcal{K}_\rho^n(D^{n,1}; \theta) = \rho(x, t_{n+1}) - (1 - \Delta t \sigma_A(x)) \rho(x, t_n) - \Delta t G(x) - \Delta t \cdot \mathcal{F}_2(g(v, x, t_{n+1}), \rho(x, t_n); \theta).
\]

\( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) will be learned by minimizing the loss function (4.7). In fact, one does not need to assume that the functions \( \sigma^S(x) \), \( \sigma^A(x) \), and \( G(x) \) are known. One can learn these functions during the training process by replacing them with neural networks. For the special case when \( \sigma^S(x) \) and \( \sigma^A(x) \) are constants, we can replace them with trainable parameters \( w_S \) and \( w_A \), respectively.

We display in Figure 5 a DC-RNN for determining the equation satisfied by \( g(v, x, t) \) based on the First order IMEX scheme. One can go higher order with high-order IMEX schemes. These will either introduce more intermediate stages (if using IMEX Runge-Kutta schemes) or relate more data points to each other by increasing \( q \) (if using IMEX multistep schemes). We leave details concerning high-order IMEX schemes in the Appendix section.

4.2. Constructing \( g = 0 \) into our DC-RNN. To improve physically accurate predictions, we recommend doing prior analysis of the data. In case the residuals for \( g \) suggests that

\[
(g) = \int_{-1}^{1} g \, dv = 0,
\]
the network can be further improved with a few modifications. First observe the following about the projection operator:

**Lemma 4.1.** Define \( A_p := \int_{-1}^{1} g(x,v,t) \, dv \) to be the projection operator, if \( A_p(g) = 0 \), then \( A_i \circ \cdots \circ A_m \circ A_p(g) = 0 \) for any sequence of linear operators \( A_i \).

**Proof.** This is straightforward since if \( A_p \) is applied first to \( g \), then the following linear operators will act on 0. We restrict the lemma to linear operators since nonlinear operators such as \( A := \exp(\cdot) \) may lead to a nonzero result. For example, in this case \( A \circ A_p(g) = 1 \).

To apply lemma 4.1 to the DC-RNN in section 3.3, we need to omit the identity and projection operators in \( C_2 \) in equation (3.6). Equivalently, one can set the weights for these terms to be 0.

**Remark 4.2.** The condition \( \langle g \rangle = 0 \) is sometimes difficult for a machine learning algorithm to learn via regularization. For this condition to hold,

\[
\langle F_1(g, \rho) \rangle = 0,
\]

as can be justified for the Forward-Euler case by performing the following calculation:

\[
\langle g(v, x, t_{n+1}) \rangle \approx \langle g(v, x, t_n) + \Delta t \cdot F_1 \rangle \quad \text{(using Forward Euler)}
\]

\[
= \Delta t \cdot \langle F_1 \rangle \quad \text{(by linearity and } \langle g \rangle = 0) \).
\]

Thus, \( \langle g \rangle = 0 \) implies (4.13). The justification of (4.13) for other Runge-Kutta schemes is similar.

The loss enforcing Equation (4.13) is:

\[
L(\theta) = \frac{1}{N_t - q} \sum_{n=1}^{N_t-q} \| K^n_g(D; \theta) \| + \| \Delta t \cdot \langle F_1(g, \rho; \theta) \rangle \|.
\]

We recommend using this only for black-box networks and not symbolic neural networks such as the DC-RNN.

**Regularization via Sparsity.** If the size of the dictionary is too large, one is more likely to over-fit data to an incorrect PDE. To help omit terms that do not appear in the PDE, we impose sparsity in weights
and biases in the DC-RNN. Denote the set of all trainable parameters excluding \( w_{\text{eps}} \), the parameter which trains \( \varepsilon_{\text{pred}} \), by \( \theta \). The regularization term

\[
(4.16) \quad R(\theta) = \gamma \cdot ||\theta||_{\ell^1} \text{ with } \gamma \in \mathbb{R}^+
\]

is one natural choice to produce a PDE with the fewest possible terms. \( \gamma \) is typically chosen to be a small number. In our numerical examples, \( \gamma \) is chosen to be of order \( 10^{-4} \).

**Regularization via the Continuity of Weights and Biases.** We note that if \( \sigma^S(x) \), \( \sigma^A(x) \), \( G(x) \), weights, or biases are not constant in \( x \), we need to introduce neural networks to parametrize them to capture the dynamics of these functions of \( x \). In this paper, any trainable function of \( x \) will be fitted similar to a piecewise \( n \)-th degree polynomial function of \( x \). Similar to spline interpolation, we will promote continuity of the \( n-1 \) derivatives. The polynomial basis, \( p_i(x) \), \( \{i = 0, \ldots, N_p - 1\} \) will be small with \( N_p \) typically one order of magnitude smaller than \( N_x \). Each \( p_i(x) \) will be defined on the \( i \)-th partition of \( x \in [a, b] \),

\[
(4.17) \quad [a_i, b_i] = [a + i \Delta x, a + (i + 1) \Delta x], \quad \Delta x = \frac{(b - a)}{N_p}, \quad i = 0, 1, \ldots, N_p - 1
\]

Additional parameters \( \{a_{i,j}\} \) are introduced because of the basis set

\[
(4.18) \quad p_i(x) := a_{i,0} + a_{i,1}x + \cdots + a_{i,n}x^n,
\]

enlarging our parameter set \( \theta \). To promote the continuity in \( x \) and its gradients at \( a_i \), \( \{i = 1, \ldots, N_p - 1\} \), we apply the regularization term \( R(\theta) \) to the loss function:

\[
(4.19) \quad R(\theta) = \gamma \sum_{i=1}^{\text{deg}(p_i(x)) - 1} \sum_{j=0}^{N_p - 2} |\nabla_x^i p_j(a_{j+1}) - \nabla_x^i p_{j+1}(a_{j+1})| \text{ with } \gamma \in \mathbb{R}^+.
\]

Physically, Equation (4.19) is used to lessen the jump discontinuity in the learned functions of \( x \).

5. **Optimization.** In this section we discuss how we update parameters \( (\varepsilon_{\text{pred}}, \theta) \) to reach a minimum for our loss function. Since we do not assume that \( \varepsilon \) is known a priori, we will have to train this parameter. At the end of this section, we argue why our algorithm is expected to be superior to existing algorithms. Our reasoning suggests that terms of order \( \mathcal{O}(\varepsilon^n) \) should be updated with a learning rate proportional to \( \varepsilon^n \). We will verify this claim through several numerical experiments in the next section.

5.1. **Training of \( \varepsilon_{\text{pred}} \).** A major goal for our algorithm is to determine approximately the magnitude of the scale \( \varepsilon \) involved in the multiscale dynamics. To fulfill the condition \( 0 < \varepsilon \leq 1 \), the \( \varepsilon_{\text{pred}} \) in our algorithm is set to

\[
(5.1) \quad \varepsilon_{\text{pred}} = \frac{1}{2}(\tanh(w_c) + 1),
\]

where \( w_c \) is a trainable parameter. However, if one can parallelize, it makes more sense to restrict \( \varepsilon_{\text{pred}} \) over several intervals spanning \( (0,1] \). For instance, let \( s(i) = 0.1^i \) and

\[
(5.2) \quad \varepsilon_{\text{pred}} = \frac{s(i) - s(i + 1)}{2}(\tanh(w_c^i) + \text{min}_i),
\]

where \( (0,1] = [s(1), s(2)] \cup [s(2), s(3)] \cup [s(3), s(4)] \cup \cdots \). After training over each interval, one can choose the PDE corresponding to the lowest loss. Thus, with Equation (5.2), one has better control over where local minimums of the loss function occur.

5.2. **Training of parameters.** The parameters for our loss function (4.1), can be trained using our suggested algorithm: Adam method [19]. This algorithm is great at training a relatively large number of parameters efficiently. Other gradient descent methods are possible including stochastic gradient descent. We will discuss an implementation of stochastic gradient descent below using the loss equation (4.1) with respect to the \( L_1 \) and \( L_2 \) norms. While not necessary, we will simplify the calculations by using the forward Euler approximation and assuming \( R(\theta) \) involves only sparse regularity. We can rewrite equation (4.1) as:

\[
(5.3) \quad \hat{L}(w_c, \theta, x) = L(w_c, \theta, x) + R_1
\]
where the regularization is
\[ R_1 := \gamma_1 \| \theta \|_2 \]
\[ = \gamma_1 \sum_i |\theta_i| \]
and the loss function is given by
\[ L(w, \theta, x) = \frac{1}{N_t} \sum_{j=1}^{N_t} \| u(x, t_{j+1}) - u(x, t_j) + \int_{t_j}^{t_j+\Delta t} \frac{1}{\varepsilon(w)} F^n(u(x, s), \theta_n) \, ds \|. \]

Using the Forward Euler approximation,
\[ L(w, \theta, x) = L_{\text{Fwd}}(w, \theta, x) \]
\[ = \frac{1}{N_t} \sum_{j=1}^{N_t} \| K^j u(x, t_j) \|_2 \]
\[ = \frac{1}{N_t} \sum_{j=1}^{N_t} \| u(x, t_{j+1}) - u(x, t_j) + \Delta t \sum_n \frac{1}{\varepsilon(w)} F^n(u(x, t_j), \theta_n) \|_2 \]

where \((w, \theta) := (w, \theta_0, \theta_1, \cdots)\). The gradient of equation (5.3) with respect to \(L_1\) and \(L_2\) is given by
\[ \nabla_{(w, \theta)} \hat{L} = \frac{1}{N_t} \sum_{j=1}^{N_t} \text{sign}(L) (\partial_w L, \Delta t \nabla_{\theta_0} F^0, \Delta t \frac{1}{\varepsilon(w)} \nabla_{\theta_1} F^1, \cdots) + \gamma_1 \text{sign}(\theta) \quad \text{using } L^1 \]
\[ \nabla_{(w, \theta)} \hat{L} = \frac{1}{N_t} \sum_{j=1}^{N_t} 2L (\partial_w L, \Delta t \nabla_{\theta_0} F^0, \Delta t \frac{1}{\varepsilon(w)} \nabla_{\theta_1} F^1, \cdots) + \gamma_1 \text{sign}(\theta) \quad \text{using } L^2 \]

If one records many data (large \(N_t\)), the summation in equation (5.7) can be slow to compute. Thus, one can reduce computational resources by using our suggested **stochastic gradient descent**: The sum is taken over a random smaller subset of \(\{1, 2, \cdots, N_t\}\) of size \(N_s < N_t\) and we replace \(N_t\) with \(N_s\) in equation (5.7).

5.3. **Discussion.** We will now discuss the effect of asymptotic expansion and our sparse regularization method. Because it is difficult to obtain clean algebraic expressions using “all of” \(\hat{L}\), we will consider a quadratic Taylor series truncation of \(K := K^j u(x, t_j, \theta)\) near the point that minimizes \(\hat{L}\) which we denote by \((w_0, \theta_0^0, \theta_1^0, \cdots)\). We will again assume the forward Euler approximation for \(K\). The point \((w_0^0, \theta_0^{0(k)}, \theta_1^{0(k)}, \cdots)\) will denote the initial values for the training parameters and \((w_0^{(k)}, \theta_0^{(k)}, \theta_1^{(k)}, \cdots)\) will denote the \(k\)-th step taken by the gradient descent process. The gradient at the \(k\)-th step is given by,
\[ z := \nabla_{(w, \theta)} K^j u(w^{(k)}_0, \theta^{(k)}) \]
\[ = (\partial_w K^j u, \Delta t \nabla_{\theta_0} F^0, \Delta t \frac{1}{\varepsilon(w)} \nabla_{\theta_1} F^1, \cdots, \Delta t \frac{1}{\varepsilon(w)} \nabla_{\theta_M} F^M) \mid_{(w_0^{(k)}, \theta_0^{(k)}, \theta_1^{(k)}, \cdots, \theta_M^{(k)})} \]
\[ = (\partial_w K^j u, \tilde{z}) \]
\[ = (\partial_w K^j u, \tilde{z}_0, \tilde{z}_1, \cdots, \tilde{z}_M) \]

where we defined
\[ \tilde{z} := (\tilde{z}_0, \tilde{z}_1, \cdots, \tilde{z}_M) \]
\[ := (\Delta t \nabla_{\theta_0} F^0, \Delta t \frac{1}{\varepsilon(w)} \nabla_{\theta_1} F^1, \cdots, \Delta t \frac{1}{\varepsilon(w)} \nabla_{\theta_M} F^M) \]

in order to simplify the notation. The hessian is given by
\[ H : = \nabla^2 \mathcal{K}_u^j (w_z^{(k)}, \theta^{(k)}) \]

\[
\begin{align*}
\Delta t & \cdot \nabla_{\theta} (\mathcal{K}_u^j)_{\theta}^T \\
& \quad \begin{bmatrix}
\frac{1}{\Delta t} \partial_w \nabla_{\theta} \mathcal{K}_u^j & [0]_{1 \times d} & -\frac{1}{\varepsilon^2} \partial_w \varepsilon \nabla_{\theta} \mathcal{F}^1 & -\frac{2}{\varepsilon^3} \partial_w \varepsilon \nabla_{\theta} \mathcal{F}^2 \\
\nabla_{\theta} (\mathcal{K}_u^j)_{\theta}^T & [0]_{d \times d} & [0]_{d \times d} & [0]_{d \times d} \\
\nabla_{\theta} (\mathcal{K}_u^j)_{\theta}^T & [0]_{d \times d} & [0]_{d \times d} & [0]_{d \times d} \\
\nabla_{\theta} (\mathcal{K}_u^j)_{\theta}^T & [0]_{d \times d} & [0]_{d \times d} & [0]_{d \times d} \\
& \vdots & \ddots & \ddots 
\end{bmatrix}
\end{align*}
\]

(5.10)

where \(d\) is the dimension of each \(\theta_n\). We also denote the \((d \cdot M - 1) \times (d \cdot M - 1)\) submatrix of \(H\) by

\[
\tilde{H} = \Delta t \\
\begin{bmatrix}
[\nabla^2 \mathcal{F}^0]_{d \times d} & [0]_{d \times d} & [0]_{d \times d} \\
[0]_{d \times d} & [\varepsilon^2 \nabla^2 \mathcal{F}^1]_{d \times d} & [0]_{d \times d} \\
[0]_{d \times d} & [0]_{d \times d} & [\varepsilon^2 \nabla^2 \mathcal{F}^2]_{d \times d} \\
& \vdots & \ddots 
\end{bmatrix}
\]

(5.11)

The meaning of the above calculations is summarized below:

The effect of asymptotic expansion on learning rate. We now consider the effect of updating the parameters \(\theta\) via gradient descent. To further simplify algebraic expressions, we will assume that \(\varepsilon(w_z^*) = \varepsilon^* = \varepsilon\) is the constant optimal value. According to the gradient descent method:

\[
\theta^{(k+1)} \leftarrow \theta^{(k)} - \alpha \otimes \bar{z}
\]

(5.12)

where the parameter \(\alpha := (\alpha_0, \alpha_1, \alpha_2, \ldots, \alpha_M, \bar{z}_M)\) will denote the learning rate which updates step \(k \rightarrow k + 1\). \(\alpha_n\) will denote the learning rate for the terms of order \(O(\varepsilon^{-n})\). Our goal is to understand the optimal behaviour of the learning rates \(\alpha_n\). Substituting equation (5.12) into our quadratic truncation of \(\mathcal{K}_u^{j(1)}\) yields:

\[
\mathcal{K}_u^{j(1)}(w_z^*, \theta^{(k+1)}) = \mathcal{K}_u^{j(1)}(w_z^*, \theta^{(k)}) - (\alpha \otimes \bar{z})^T \bar{z} + (\alpha \otimes \bar{z})^T \tilde{H}(\alpha \otimes \bar{z})
\]

(5.13)

when \((\alpha \otimes \bar{z})^T \tilde{H}(\alpha \otimes \bar{z})\) is positive we can solve for the optimal values for \(\alpha\):

\[
\alpha = \frac{\varepsilon^* n \bar{z}^T \bar{z}}{\Delta t^2 \bar{z}^T \tilde{H} \bar{z}} \iff \alpha_n = \frac{\varepsilon^* n \bar{z}_n^T \bar{z}_n}{\Delta t \bar{z}_n^T \tilde{H} \bar{z}_n}
\]

(5.14)

The meaning of the above calculations is summarize below:

Observation. If \(\mathcal{F}^n\) is well approximated by a quadratic function with \(\varepsilon(w_z) = \varepsilon^*\), then \(\theta_n^{(k+1)} \leftarrow \theta_n^{(k)}\) should be updated (according to equations (5.13) and (5.14)) in the direction of \(\nabla_{\theta_n} \mathcal{F}^n\). The optimal learning rate is proportional to \(1/\varepsilon^n\). The eigenvalues and vectors of \([\nabla^2_{\theta_n} \mathcal{F}^n]_{d \times d}\) determine the stability of the learning process. In the worst case scenario, \(\bar{z}_n\) is in the direction corresponding to the largest eigenvector of \([\nabla^2_{\theta_n} \mathcal{F}^n]_{d \times d}\).

Example 5.1. Because the observation above made use of several simplifying assumptions, we provide some numerical evidence to support this claim. What we observe through repeated numerical tests is that the multiscale fitting methods tend to converge to the correct model using less training time and iterations. Evidence of this is shown in Figure 6. We also note that convergence to a lower loss value does not necessarily translate to a better prediction.

Remark 5.1. We would like to remark that the efficiency of the proposed DC-RNN is demonstrated experimentally. As we made some simplifying assumptions on the terms \(\mathcal{F}^n(\theta_n)\) generated by our RNNs, we acknowledge that theoretical analysis remains vastly open, though several seminal works have been available [1, 2, 18, 43, 21].
Remark 5.2. Other algorithms such as [23, 25, 32, 33, 30, 6, 40], do not have an adaptive \( \varepsilon_{\text{pred}} \). Numerically, having an adaptive \( \varepsilon_{\text{pred}} \) mimics adaptive gradient descent methods. The behavior of the loss functions vs. iteration, has typically converged with respect to the number of iterations when compared to using the Adam algorithm with no multiscale expansion.

The effect of sparse regularization. The conventional Lasso method uses sparse regularization where one fits the data to an ansatz with an \( L_1 \) penalty as in equation (5.3). Typically the coefficients for the basis set of functions in the hypothesis space is set to be a sparse vector. Using our notation, this means

\[
R_1 := \gamma_1 \sum_{m \geq 1} \sum_{\pi \in \mathcal{D}} |a_{\pi(1), \ldots, \pi(m)}(\theta)| \quad \text{(for some } \gamma_1 \in \mathbb{R}^+)\]

is added to the loss function (1.1). However, in the case that some of these coefficients are large \( \mathcal{O}(\varepsilon^{-n}) \) for \( n > 0 \) and \( 0 < \varepsilon \ll 1 \), equation (5.15) will create problems for the learning process. The issue is that there will be conflicting goals: keeping a particular set of coefficients \( a_{\pi(1), \ldots, \pi(m)}(\theta) \) large in magnitude while at the same time minimizing \( R_1 \) as much as possible. Even if one sets \( \gamma_1 \) to be a very small value, one will still run into the trouble of setting appropriate learning rates as mentioned earlier. This conflict is clearly solved by our algorithm using the regularization

\[
R_1 := \gamma_1 \sum_{m \geq 1} \sum_{\pi \in \mathcal{D}} |a_{\pi(1), \ldots, \pi(m)}(\theta_0)| + |a_{\pi(1), \ldots, \pi(m)}(\theta_1)| + \cdots + |a_{\pi(1), \ldots, \pi(m)}(\theta_M)|
\]

and setting the coefficients of the basis terms to

\[
a_{\pi(1), \ldots, \pi(m)}(\theta_0) + \frac{a_{\pi(1), \ldots, \pi(m)}(\theta_1)}{\varepsilon} + \cdots + \frac{a_{\pi(1), \ldots, \pi(m)}(\theta_M)}{\varepsilon^M}.
\]

With this design we are able to have both sparsity and large \( \mathcal{O}(\varepsilon^{-n}) \) coefficients. The only drawback is that we had to introduce more parameters for our design.
Obviously when exact coefficient $i$ coefficients of the PDE,

$$\text{predicted} = (\text{exact} + \text{difference})$$

of the difference, the better the prediction. We also include the percentage error of Type-I defined via the

$$\text{Error Type-I} := \frac{1}{\sum_i |\text{exact coefficients}_i - \text{predicted coefficients}_i|} \times 100\%.$$ 

To achieve fair comparisons, we will also use the percentage error of Type-II defined as the average relative

errors of the prediction of each nonzero PDE coefficient:

$$\text{Error Type-II} := \frac{1}{\#\text{nonzero terms}} \sum_i \frac{|\text{exact coefficient}_i - \text{predicted coefficient}_i|}{|\text{exact coefficient}_i|} \times 100\%.$$ 

Obviously when exact coefficient $i = 0$, the sum is undefined, thus we will only sum over the non-zero coefficients of the PDE.

The right hand side of the learned PDE will contain many terms, for the sake of readability, we display only the terms involved in either Equation (2.4) or (2.5) in our numerical results. Other terms are typically minute in magnitude due to our sparsity regularization.

Data Gathering. The data that we produce in our examples are computed with IMEX-ARS(2,2,2) scheme using small mesh size $\Delta x = \frac{1}{1000}$ and $\Delta t = \frac{1}{2}\Delta x^2$. Thus, the data can be assumed to be nearly

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
$\varepsilon$ & Multiscale & learned $g$-equation using Forward Euler Scheme & Error Type-I/ II \\
\hline
1/ 16 & No & $\partial_t \varphi = -(16^2 + 0.836 \cdot 10^{-1})g - (16 + 2.0252 \cdot 10^{-1})v \cdot \partial_x g$ & 0.11% / 0.74% \\
& & $(16 + 2.066 \cdot 10^{-1})(v \partial_x g) - (16^2 - 1.145 \cdot 10^{-1})v \cdot \partial_x \varphi + \cdots$ & \\
1/ 32 & No & $\partial_t \varphi = -(32^2 - 1.855)g - (32 + 3.220 \cdot 10^{-1})v \cdot \partial_x g$ & 0.21% / 0.60% \\
& & $(32 + 3.272 \cdot 10^{-1})(v \partial_x g) - (32^2 + 0.601)v \cdot \partial_x \varphi + \cdots$ & \\
1/ 64 & No & $\partial_t \varphi = (64^2 - 3.302 \cdot 10^{-3})g - (64 + 1.839 \cdot 10^{-1})v \cdot \partial_x g$ & 0.79% / 0.33% \\
& & $(64 + 1.321 \cdot 10^{-1})(v \partial_x g) - (64^2 - 3.317 \cdot 10^3)v \cdot \partial_x \varphi + \cdots$ & \\
1/ 128 & No & $\partial_t \varphi = -(128^2 - 0.524 \cdot 10^3)g - (128 - 3.512)v \cdot \partial_x g$ & 3.19% / 2.98% \\
& & $(128 - 3.541)(v \partial_x g) - (16384 - 0.524 \cdot 10^5)v \cdot \partial_x \varphi + \cdots$ & \\
1/ 256 & No & $\partial_t \varphi = -(256^2 - 0.788 \cdot 10^3)g - (256 - 3.059 \cdot 10^3)v \cdot \partial_x g$ & 12.03% / 11.99% \\
& & $(256 - 3.066 \cdot 10^3)(v \partial_x g) - (256^2 - 0.788 \cdot 10^3)v \cdot \partial_x \varphi + \cdots$ & \\
\hline
\end{tabular}
\caption{Learned $g$-equation using the DC-RNN algorithm based on Forward-Euler scheme without multiscale ansatz.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
$\varepsilon$ & Multiscale & learned $g$-equation using IMEX1 Scheme & Error Type-I/ II \\
\hline
1/ 16 & No & $\partial_t \varphi = -(16^2 + 3.344 \cdot 10^{-1})g - (16 + 2.210 \cdot 10^{-1})v \cdot \partial_x g$ & 0.17% / 0.74% \\
& & $(16 + 2.227 \cdot 10^{-1})(v \partial_x g) - (16^2 + 1.542 \cdot 10^{-1})v \cdot \partial_x \varphi + \cdots$ & \\
1/ 32 & No & $\partial_t \varphi = -(32^2 - 1.319)g - (32 + 3.478 \cdot 10^{-1})v \cdot \partial_x g$ & 0.16% / 0.62% \\
& & $(32 + 3.539 \cdot 10^{-1})(v \partial_x g) - (32^2 - 1.538)v \cdot \partial_x \varphi + \cdots$ & \\
1/ 64 & No & $\partial_t \varphi = -(64^2 + 2.291 \cdot 10^3)g - (64 + 1.000)v \cdot \partial_x g$ & 0.56% / 1.06% \\
& & $(64 + 1.004)(v \partial_x g) - (64^2 + 2.224 \cdot 10^3)v \cdot \partial_x \varphi + \cdots$ & \\
1/ 128 & No & $\partial_t \varphi = -(128^2 + 4.745 \cdot 10^5)g - (128 + 4.348)v \cdot \partial_x g$ & 2.90% / 3.15% \\
& & $(128 + 4.335)(v \partial_x g) - (128^2 + 4.755 \cdot 10^5)v \cdot \partial_x \varphi + \cdots$ & \\
1/ 256 & No & $\partial_t \varphi = -(256^2 + 2.915 \cdot 10^3)g - (256 + 1.1598 \cdot 10^3)v \cdot \partial_x g$ & 4.46% / 4.49% \\
& & $(256 + 1.156 \cdot 10^3)(v \partial_x g) - (256^2 - 2.931 \cdot 10^3)v \cdot \partial_x \varphi + \cdots$ & \\
\hline
\end{tabular}
\caption{Learned $g$-equation using the DC-RNN algorithm based on IMEX1 scheme without multiscale ansatz.}
\end{table}
an exact solution to Equations (2.4) and (2.5). The velocity discretization we used in our examples is the
(3.8) using the RNN

To obtain a subset of the data points, a coarser grid is chosen:

Example 6.1. **Forward Euler vs. IMEX1 and Multiscale vs. Non-multiscale.** In this experiment, we compare the fitting using the forward Euler and the first order IMEX scheme. We ran our algorithm using the RNN (3.8) with one layer. We will also compare the results with those using a multiscale ansatz \((M = 2\) in (3.4)). The data was produced with \(\sigma^S(x) = 1, \sigma^A(x) = 0\). We choose \(N_x = 1000\) and \(N_t = 56\). We only attempt to learn the dynamics of the \(g\)-Equation (2.5) to shorten the length of this paper. The results are shown in Tables 1, 2, 3, and 4, where we can see that the IMEX1 can produce a relatively better result compared with forward Euler, especially when \(\varepsilon\) is small, no matter the multiscale ansatz is used or not. The fitting using the multiscale ansatz, on the other hand, does not show a clear advantage or disadvantage in this example, because, in low-order methods, the discretization error dominates the benefits of the multiscale ansatz. This is the reason why we will study high-order methods to demonstrate the advantage of the multiscale ansatz in the next example.

**Example 6.2. Higher Order Methods: Multiscale vs. Non-multiscale.** In this experiment, we set \(\sigma^S(x) = 1\) and \(\sigma^A(x) = 0\) and use two layers in our RNN. We choose \(N_x = 1000\) and \(N_t = 56\) similarly to the previous example. Tests are done using the IMEX-BDF2 scheme and IMEX-ARS(2,2,2) scheme without and with the multiscale ansatz \((M = 2\) in (3.4)). Results are recorded in Tables 5, 6, 7, and 8. The observation is as follows: High order IMEX methods, being either the BDF (multi-step) or ARS (multi-stage)
can produce more accurate results than first order methods. However, even if using high-order methods, the prediction is getting worse for smaller $\varepsilon$. Then with the multiscale ansatz, good accuracy can be restored for small $\varepsilon$. All in all, high order methods combined with a multiscale ansatz produce stable and accurate results for a wide range of $\varepsilon$.

**Example 6.3. Learning Space-Dependent Functions.** We demonstrate that functions such as $\sigma^S(x)$, $\sigma^A(x)$, or $G(x)$ can be learned using space-dependent weights and biases. In this example, we choose

$$\sigma^S(x) = 4 + 100x^2,$$

$\sigma^A(x) = 0$, and $G(x) = 0$. We set $\varepsilon = 1$ and use our DC-RNN based on IMEX fitting. The predicted PDE for the $g$-equation with no continuity regularization is:

$$\partial_t g = (1 + 0.015)v\partial_x g - (1 + 0.017)(v\partial_x g) + (1 + 0.008)v\partial_{x^2} g + [5 - 1.595, 100 - 31.960]g + \cdots,$$

where $[4 - 0.595, 100 - 31.960]$ is the minimum and maximum values of $\sigma^S(x)$. We display the predicted $\sigma^S$ on the left of Figure 7. We also impose the continuity regularization in Equation (4.19), our predicted PDE is now given by:

$$\partial_t g = (1 - 0.004)v\partial_x g - (1 - 0.005)(v\partial_x g) + (1 + 0.001)v\partial_{x^2} g + [5 - 0.048, 100 + 1.340]g + \cdots,$$

with predicted $\sigma^S$ plotted on the right of Figure 7. We note that the jump discontinuities on the left of Figure 7 are due to over fitting of the data. As we can see from this example, these jumps have been removed by utilizing the continuity regularization in (4.19).
The diffusion limit. As mentioned in Section 2, the equation for $\rho$ is given by (2.4). However, when $\varepsilon \to 0$, it is well approximated by the diffusion equation (2.7). Therefore, we expect a good learning algorithm should be able to predict this diffusion limit when $\varepsilon$ is small. In this example, we will verify that the proposed DC-RNN is able to realize this diffusion limit. We choose $\sigma^{S} = 1/3$, $\sigma^{A} = 0$, and $G = 0$. This means that in the limit $\varepsilon \to 0$, the diffusion coefficient should be 1 as an ideal test example for simplicity. We summarize the numerical results in Table 9, where we see that the prediction indeed approaches to a diffusion equation with the diffusion coefficient equal to 1.

Example 6.5. Comparison with Conventional Methods. (Part 1)

The Lasso method [38, 15] is a regression method used for variable selection. The method determines features based on $L_2$-minimization subject to sparse basis coefficients. This method does not assume a multiscale ansatz as in (3.4) or any other regularity conditions. To apply the Lasso method for PDE discovery, we formulate a linear equation similar to [5] for the Lasso method to solve. The data $g$ and $\rho$ is mapped onto a dictionary of operators applied to the data and recorded in a matrix $A$, thus the memory requirements for using the Lasso method are typically larger compared to our algorithm. We also compute $b := \partial g$ using second order finite differences and allow the Lasso method to pick the best linear combination of the columns of the matrix $A$ that most closely resembles $b$.

We perform tests of our algorithm vs. Lasso using $\sigma^{S}(x) = 1$, $\sigma^{A}(x) = 0$, and $G(x) = 0$. We record results for the $g$-equation in Table 10. The matrix $A$ in the Lasso method we implemented assumed 18 columns corresponding to terms involved in the dynamics (e.g., $g$, $v\partial_x g$, $v\partial_x\rho$, $(v\rho_2 g)$) and 14 terms not actually involved (e.g., artificially built by compositions of advection and projection operators (3.2) and (3.3)). We ran the Lasso method several times using several values of the sparsity regularization parameter $\alpha$. However, we only present the results associated with the best $\alpha$. The Lasso method performed fairly well but, it typically predicted more undesirable features for the dynamics and thus had a greater error than our
Figs. 7. Left: Predicted $\sigma^S$ with no continuity constraint. Right: Predicted $\sigma^S$ with continuity constraint.

| $\varepsilon$ | LEARNED $\rho$-EQUATION |
|--------------|-------------------------|
| 1/16         | $\partial_t \rho = (-0.000141) \partial_{xx} \rho - (0.993171) (v \partial_x g) + \cdots$ |
| 1/256        | $\partial_t \rho = (-0.043861) \partial_{xx} \rho - (1.042619) (v \partial_x g) + \cdots$ |
| 1/2048       | $\partial_t \rho = (0.983553) \partial_{xx} \rho - (0.003806) (v \partial_x g) + \cdots$ |
| 1/4096       | $\partial_t \rho = (0.985596) \partial_{xx} \rho - (0.010862) (v \partial_x g) + \cdots$ |

Table 9

Learned $\rho$-equations for various values of $\varepsilon$ towards the diffusion limit when $\varepsilon \to 0$.

DC-RNN as we can see from Table 10.

Example 6.6. Comparison with Conventional Methods. (Part 2)

Next, we try the STRidge method in [34]. Similar to the Lasso method, a matrix of the dictionary is formed. Unlike the Lasso method, the STRidge method makes more efficient use of memory requirements and also features a hard threshold, i.e., large coefficients are assumed to be likely candidates for the dynamics of the PDE. Again, we use 18 terms for our dictionary as in the previous example. After running the STRidge algorithm, the predicted weights for the involved terms $g, v \partial_x \rho, v \partial_x g, \langle v \partial_x g \rangle$ are recorded in Table 11. The STRidge algorithm is very sensitive to noise, therefore it identified terms that are not supposed to be involved in the dynamics. The weights of the erroneous terms were so large that overall, the algorithm had a large error. For the STRidge algorithm, the main source of error is likely in the hard threshold assumption.

Example 6.7. Comparison with Conventional Methods. (Part 3)

Now we discuss the Physics-Informed-Neural-Network (PINN) in [32, 33]. In [32, 33], the authors suggest forming a feed forward neural net mapping the domain $(v, x, t)$ to the values of $g$ and $\rho$. Denote these networks as $N_g$ and $N_\rho$, respectively. $N_g$ and $N_\rho$ can be considered as functions in $(v, x, t)$ and, hence, we can apply differential operators to $N_g$ and $N_\rho$. The loss which trains $N_g, N_\rho$, and the equations they satisfy is given by:

\begin{equation}
\|F_1(N_\rho, N_g)\|_{L^2}^2 + \|F_2(N_\rho, N_g)\|_{L^2}^2 + \|g - N_g\|_{L^2}^2 + \|\rho - N_\rho\|_{L^2}^2, \tag{6.7}
\end{equation}

where

\begin{equation}
F_1(\rho, g) := \partial_t g - (\lambda_1 v \partial_x g + \lambda_2 \langle v \partial_x g \rangle + \lambda_3 v \partial_x \rho + \lambda_4 g + \lambda_5 g), \tag{6.8}
\end{equation}

and

\begin{equation}
F_2(\rho, g) := \partial_t \rho - (\lambda_6 (v \partial_x g) + \lambda_7 \sigma^A \rho + \lambda_8 g). \tag{6.9}
\end{equation}
The $L^2$ norm in the loss function is discretized using the training samples of $g$ and $\rho$. After minimizing the loss function over the network parameters and $\lambda_1, \cdots, \lambda_8$, we can identify $N_g$ and $N_\rho$ fitting $g$ and $\rho$, respectively, and $F_1$ and $F_2$ specifying the governing equation of $g$ and $\rho$. Though this method is very powerful in many applications, this method is somewhat limited as it already assumes knowledge of each term involved in the dynamics except for how they are scaled. The results of PINN are recorded in Table 12. We found that even by increasing the number of parameters and training time, we are not guaranteed a good result.

**Example 6.8. Comparison with Conventional Methods. (Part 4)** We now compare our results with the multiscale hierarchical deep learning (MS-HDL) approach proposed in [23]. The approach in [23] is to train separate feed-forward neural networks $F_j(x, \Delta t_j)$ for different time scales $\Delta t_j$:

$$x_{t+\Delta t_j} = x_t + F_j(x, \Delta t_j).$$

(6.10)

For example, $\Delta t_j$ could be set to slow, medium, and fast scales by setting $\Delta t_j = \frac{\Delta t}{\varepsilon^j}$ for some fixed $\varepsilon$ and $j = 0, 1, 2$. Unfortunately, [23] does not provide a method for determining operators involved for each $F_j(x, \Delta t_j)$. Since we are interested in discovering the dynamics, we fit the $F_j$ using the same 18 terms (denoted by $A_i(v, x, t)$ for $i = 1, 2, \cdots, 18$) as in Example 6.5:

$$F_j(x, t_n) := \sum_{i=1}^{18} \lambda_{i,j} A_i(v, x, t_n).$$

(6.11)

As suggested in Equation (6.10), we propagate data using the forward Euler scheme. Thus, the $\lambda_{i,j}$ are determined using the loss in Equation (4.4).
the desired equations the MS-HDL would like to uncover are:

\[
\partial_t g = -(16^2 - 1.253 \cdot 10^4)g - (16 - 1.252 \cdot 10^4)v \cdot \partial_x g + (16 - 1.360 \cdot 10^4)(v \partial_x g) - (16^2 - 3.097 \cdot 10^1)v \cdot \partial_x \rho + \cdots
\]

\[
\partial_t \rho = -(32^2 - 4.900 \cdot 10^5)g - (32 - 1.243 \cdot 10^6)\partial_x g + (32 - 1.256 \cdot 10^5)v \cdot \partial_x g + (32 - 1.256 \cdot 10^5)\partial_x \rho + \cdots
\]

\[
\partial_t \sigma = -(64^2 - 7.000 \cdot 10^8)g - (64 - 0.702 \cdot 10^2)v \cdot \partial_x g + (64 - 1.221 \cdot 10^2)(v \partial_x g) - (4096 - 1.180 \cdot 10^9)v \cdot \partial_x \rho + \cdots
\]

\[
\partial_t \epsilon = -(128^2 - 0.542 \cdot 10^{12})g - (128 - 0.543 \cdot 10^2)v \cdot \partial_x g + (128 - 1.223 \cdot 10^{10})(v \partial_x g) - (16384 - 1.221 \cdot 10^{10})v \cdot \partial_x \rho + \cdots
\]

\[
\partial_t \rho = -(256^2 - 6.544 \cdot 10^{14})g - (256 - 2.534 \cdot 10^2)v \cdot \partial_x g + (256 - 2.534 \cdot 10^2)(v \partial_x g) - (65536 - 6.544 \cdot 10^4)v \cdot \partial_x \rho + \cdots
\]

To be clear, Equation (6.10) is used to determine the dynamics of each map \(F_j(x, t)\) separately. Thus, the desired equations the MS-HDL would like to uncover are:

\[
\partial_t g_{\text{fast}} = -\frac{\sigma^A}{v^2}g_{\text{fast}} - \frac{1}{v^2}\partial_x v \rho,
\]

\[
\partial_t g_{\text{medium}} = -\frac{1}{v^2}(v \partial_x g_{\text{medium}} - \langle v \partial_x g_{\text{medium}} \rangle),
\]

\[
\partial_t g_{\text{slow}} = -\sigma^A g_{\text{slow}}.
\]

We use \(\sigma^S = 1\), \(\sigma^A = 0\), and \(G(x) = 0\) to produce the data so that only fast and medium scales are present. For the MS-HDL, we choose \(\Delta t_j = \frac{\Delta t}{2^j}, j = 0, 1, 2\) with the correct value of \(\varepsilon\). In [23], the authors suggest gathering data for each time scale:

\[
g_{\text{fast}}(v, x, t_n) = g(v, x, n\Delta t_2), \quad n = 0, 1, 2, ..., N_{\text{fast}},
\]

\[
g_{\text{medium}}(v, x, t_n) = g(v, x, n\Delta t_1), \quad n = 0, 1, 2, ..., N_{\text{medium}},
\]

\[
g_{\text{slow}}(v, x, t_n) = g(v, x, n\Delta t_0), \quad n = 0, 1, 2, ..., N_{\text{slow}},
\]

i.e., the coarseness of the time grid determines the time scales. Of course, gathering data as in (6.13) can be a problem. Namely, (6.13) is only an approximation to the dynamics of (6.12). Thus, for our numerical example, we made the extra effort to perfectly split the data into different orders. In practice, it may be difficult to accurately split the data into different orders. For our DC-RNN algorithm, we do not need to split the data. The data for the DC-RNN is collected by:

\[
g(v, x, t_n) = g(v, x, n\Delta t) \quad n = 0, 1, 2, ..., N_t.
\]

Thus, one reason to prefer using DC-RNN over the MS-HDL is that one does not need to make the extra effort to split the data into different orders. Also, in the DC-RNN method we do not have to choose \(\Delta t_j\) beforehand, the DC-RNN algorithm learns appropriate time scales via Equation (5.1) in an automatic manner. We compare our DC-RNN method with the MS-HDL method in Table 13.

### 7. Conclusion

We propose a deep learning algorithm capable of learning time-dependent multiscale and nonlocal partial differential equations (PDEs) from data. The key to achieving our goal is to construct a Densely Connected Recurring Neural Network (DC-RNN) that accounts for potential multiscale and nonlocal structures in the data. The DC-RNN is a symbolic network with relationship among the symbols given by high-order IMEX schemes used to target dynamics of multiscale kinetic equations. Incorporated into the training of the network are physics-aware constraints and multiscale ansatz. Through various numerical experiments, we verify that our DC-RNN accurately and efficiently recovers multiscale PDEs which the data satisfies. As a byproduct, our DC-RNN determines appropriate multiscale parameters and can potentially discover lower dimensional representations for kinetic equations.
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8. Appendix. Here we present details on how to define a loss function which makes use of high-order IMEX schemes to fit data to Equations (2.4) and (2.5).

8.1. High-order IMEX Runge-Kutta fitting. A K-stage IMEX Runge-Kutta scheme is given by:

\begin{equation}
\rho^{(i)} = \rho^n - \Delta t \sum_{j=1}^{i-1} \tilde{a}_{i,j}(\sigma^A \rho^{(j)} - G) - \Delta t \sum_{j=1}^{i} a_{i,j} \partial_x (v g^{(j)}),
\end{equation}

\begin{equation}
g^{n+1} = g^n - \Delta t \sum_{i=1}^{K} \tilde{w}_i \left( \frac{1}{\varepsilon} (I - \gamma) (v \partial_x g^{(i)}) + \frac{1}{\varepsilon^2} v \partial_x \rho^{(i)} + \sigma^A g^{(i)} \right) - \Delta t \sum_{j=1}^{K} \tilde{w}_i \gamma \rho^{(i)},
\end{equation}

\begin{equation}
\rho^{n+1} = \rho^n - \Delta t \sum_{i=1}^{K} \tilde{w}_i (\sigma^A \rho^{(i)} - G) - \Delta t \sum_{i=1}^{K} \tilde{w}_i \partial_x (v g^{(i)}).
\end{equation}

Equations (8.1) and (8.2) are intermediate stages and Equations (8.3) and (8.4) are the approximate solution at the next time step. Here \( \tilde{A} = (\tilde{a}_{i,j}) \) with \( \tilde{a}_{i,j} = 0 \) for \( j \geq i \) and \( A = (a_{i,j}) \) with \( a_{i,j} = 0 \) for \( j > i \) are \( K \times K \) matrices. Along with the coefficient vectors \( \tilde{w} = (\tilde{w}_1, \ldots, \tilde{w}_K)^T \) and \( w = (w_1, \ldots, w_K)^T \), they can be represented by a double Butcher tableau:

\[
\begin{array}{c|ccc}
\tilde{c} & \tilde{A} & \tilde{c} & A \\
\hline
0 & 0 & 0 & 0 \\
\gamma & \gamma & 0 & 0 \\
1 & \delta & 0 & 0 \\
\delta & \gamma & 0 & 0 \\
\end{array}
\]

\[
\begin{array}{c|ccc}
0 & 0 & 0 & 0 \\
\gamma & \gamma & 0 & 0 \\
1 & 0 & 1 - \gamma & \gamma \\
0 & 0 & 1 - \gamma & \gamma \\
\end{array}
\]

For convenience, we provide the tableau for the ARS(2,2,2) scheme:

\[
\begin{array}{c|ccc}
\tilde{c} & \tilde{A} & \tilde{c} & A \\
\hline
0 & 0 & 0 & 0 \\
\gamma & \gamma & 0 & 0 \\
1 & \delta & 0 & 0 \\
\delta & \gamma & 0 & 0 \\
\end{array}
\]

\[
\begin{array}{c|ccc}
0 & 0 & 0 & 0 \\
\gamma & \gamma & 0 & 0 \\
1 & 0 & 1 - \gamma & \gamma \\
0 & 0 & 1 - \gamma & \gamma \\
\end{array}
\]

Table 13
Learned g-equation using the multiscale hierarchical deep learning method (MS-HDL) in [23].
where \( \gamma = 1 - \frac{\sqrt{2}}{2} \) and \( \delta = 1 - \frac{1}{2\gamma} \).

The loss function based on this fitting scheme is defined by:

\[
L = \frac{1}{Nt-1} \sum_{n=1}^{Nt-1} ||\mathcal{K}_g^n|| + ||\mathcal{K}_\rho^n||
\]

with

\[
\mathcal{K}_g^n = \mathcal{K}_g^g(\{g(v, x, t_n), g(v, x, t_{n+1})\}), \quad \mathcal{K}_\rho^n = \mathcal{K}_\rho^g(\{\rho(x, t_n), \rho(x, t_{n+1})\}),
\]

where

\[
\mathcal{K}_g^n := g(v, x, t_{n+1}) - g(v, x, t_n) + \Delta t \left( \sum_{i=1}^{K} \alpha_i g^{n+i} + \frac{\sigma^S(x)}{\varepsilon^2} \bar{w}_i g^{(i)} \right) + \Delta t \sum_{i=1}^{K} \bar{w}_i \left( \mathcal{F}_1(g^{(i)}(v, x), \rho^{(i)}(x)) \right),
\]

\[
\mathcal{K}_\rho^n := \rho(x, t_{n+1}) - \rho(x, t_n) + \Delta t \left( \sum_{i=1}^{K} \bar{w}_i (\sigma^A(x) \rho^{(i)} - G(x)) \right) + \Delta t \sum_{i=1}^{K} \bar{w}_i \left( \mathcal{F}_2(g^{(i)}(v, x), \rho^{(i)}(x)) \right).
\]

The operators \( \mathcal{F}_1(g, \rho) \), \( \mathcal{F}_2(g, \rho) \) are given by (3.5) and are generated by the RNN in Equation (3.8). The intermediate stages are given by:

\[
g^{(i)} = g(v, x, t_n) - \Delta t \sum_{j=1}^{i} \bar{a}_{i,j} g^{(j)} - \Delta t \sum_{j=1}^{i-1} \bar{a}_{i,j} \left( \mathcal{F}_1(g^{(j)}(v, x), \rho^{(j)}) \right),
\]

\[
\rho^{(i)} = \rho(x, t_n) - \Delta t \sum_{j=1}^{i-1} \bar{a}_{i,j} (\sigma^A(x) \rho^{(j)} - G) - \Delta t \sum_{j=1}^{i} \bar{a}_{i,j} \left( \mathcal{F}_2(g^{(j)}(v, x), \rho^{(j)}) \right).
\]

We note that \( \sigma^A(x), \sigma^S(x), \) and \( G(x) \) do not need to be assumed known. These functions can be part of the fitting process by replacing them with feed-forward neural nets, say.

8.2. High-order IMEX-BDF fitting. Another way to go higher order in time is through the IMEX-BDF scheme:

\[
\sum_{i=0}^{q} \alpha_i g^{n+i} + \Delta t \sum_{i=0}^{q-1} \gamma_i \left( \frac{1}{\varepsilon^2} (I - \langle \rangle)(v \partial_x g^{n+i}) \right.
\]

\[+ \frac{1}{\varepsilon^2} v \partial_x g^{n+i} + \sigma^A g^{n+i} \bigg) + \beta \Delta t \left( \frac{\sigma^S}{\varepsilon^2} g^{n+q} \right) = 0,
\]

and

\[
\sum_{i=0}^{q} \alpha_i \rho^{n+i} + \Delta t \sum_{i=0}^{q-1} \gamma_i (\sigma^A \rho^{n+i} - G) + \beta \Delta t \partial_x \langle \rho g^{n+q} \rangle = 0.
\]

We display some coefficients \( \alpha = (\alpha_0, \cdots, \alpha_q) \), \( \gamma = (\gamma_0, \cdots, \gamma_{q-1}) \), and \( \beta \) for the above scheme in Table 14.

The loss function for the fitting scheme based on the IMEX-BDF scheme is defined by:

\[
L = \frac{1}{Nt-q} \sum_{n=1}^{Nt-q} ||\mathcal{K}^n(D, \theta)||
\]
The dictionary contains order $O(1)$ and $O(\varepsilon)$ operators. These operators are generated by the RNNs of orders $\varepsilon^{-m}$, $m = 0, 1$. The output $K_{g}^{0:N_{t}-2}$ is to be minimized with respect to a chosen norm.

\begin{equation}
D = \{u(x, t_{n}), u(x, t_{n+1}) \cdots , u(x, t_{n+q})\}.
\end{equation}

For the $g$ equation $K_{g}^{n}$ is given by:

\begin{equation}
K_{g}^{n} = \sum_{i=0}^{q} \alpha_{g} g^{n+i} - \beta \Delta t \frac{\sigma^{S}(x)}{\alpha_{g}} g^{n+q} - \Delta t \sum_{i=0}^{q-1} \sigma^{A}(x) g^{n+i} + \Delta t \sum_{i=0}^{q-1} \gamma_{i} (F_{1}(g(v, x, t_{n+i}), \rho(x, t_{n+i}))).
\end{equation}

The operator $F_{1}(g, \rho)$ is given by (3.5) and is generated by the RNN in Equation (3.8).

For the $\rho$ equation $K_{\rho}^{n}$ is given by:

\begin{equation}
K_{\rho}^{n} = \sum_{i=0}^{q} \alpha_{\rho} g^{n+i} + \Delta t \sum_{i=0}^{q-1} \gamma_{i} (\sigma^{A} \rho^{n+i} - G) - \beta \Delta t (F_{2}(g(v, x, t_{n+i}), \rho(x, t_{n+i}))).
\end{equation}

Again, $\sigma^{A}(x)$, $\sigma^{S}(x)$, and $G(x)$ can be learned by including them in the fitting process. We display in Figure 8 a DC-RNN for determining the equation satisfied by $g(v, x, t)$ based on the IMEX-BDF2 scheme.
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