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Abstract FPGA overlay technologies have been introduced to provide inter-FPGA bitstream compatibility by implementing virtual FPGA (vFPGA) layers on physical devices. Conventional LUT-based fine-grained vFPGAs have very large resource overheads. In this paper, we propose a fine-grained vFPGA overlay architecture that employs our previously proposed scalable logic module (SLM) as a logic cell. SLMs can cover most frequently used logics with far fewer hardware resources than LUTs. Evaluation results show that a 7-input SLM-based vFPGA can reduce LUT and flip-flop resource usage by up to 32% and 35% on an Artix-7 FPGA, 30% and 35% on a Kintex-7 FPGA, and 30% and 35% on a Kintex UltraScale+ FPGA respectively, as compared to a LUT-based vFPGA of the same input size.
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1. Introduction

More and more different types of FPGAs are expected to be employed by a variety of applications in the future. However, configuration bitstreams of FPGAs are mutually incompatible, which will cause huge development, deployment, and management costs in future FPGA designs. We focus on a virtual FPGA (vFPGA) overlay architecture for providing bitstream compatibility between FPGA devices. A vFPGA is a soft core synthesized and implemented on a commercial FPGA.

Fig. 1 shows an example of vFPGA system. A vFPGA design is compiled with a vendor (Xilinx FPGAs are used in this work) CAD flow, then implemented on a commercial FPGA. Once a vFPGA is deployed, we can implement user designs incorporating high-level synthesis (HLS), domain-specific language (DSL), hardware-description language (HDL), or netlist with a virtual FPGA CAD flow to obtain a portable bitstream that can be dynamically loaded onto the vFPGA of any physical FPGA. Using a vFPGA has benefits such as design portability, resource abstraction, faster configuration times, and separated control from the physical FPGA.

There are two types of vFPGA overlay architectures: fine-grained and coarse-grained types [1]. Coarse-grained overlays commonly abstract DSP resources for computational applications, providing lower performance overhead but limited implementable applications. Fine-grained overlays can implement any application circuit but have large resource and performance overheads because a k-input LUT has $2^k$ configuration memory bits, which are all implemented with limited flip-flops (FFs) on the physical FPGA. Although [2] proposed a method to efficiently utilize physical RAM on an FPGA’s LUT to implement vFPGA LUTs, that method is heavily reliant on the physical FPGA structure (e.g., LUT size), limiting bitstream portability. According to our previous work [3], we developed the scalable logic module (SLM) architecture as a logic cell requiring fewer configuration memories. In that architecture, the minimum number of configuration memory bits for a k-input SLM can be less than $2^{k+1}$. In this work, we propose a fine-grained vFPGA overlay architecture based on SLM because SLM-based vFPGA can implement any user circuit (fine-grained), and then compare with LUT-based vFPGA for resource and delay.

Fig. 1. The vFPGA system as an example.

The remainder of this paper is structured as follows. Section 2 mentions related works. Fine-grained vFPGA is explained in section 3. The detail of our architecture and CAD flow is presented in section 4. Section 5 shows the evaluation conditions and performance results. And we will conclude our work, and mention the future work in section 6.

2. Related Works

FPGA overlays have been researched for a variety of purposes such as improving the productivity of application
design, portability of circuit, and providing other advanced capabilities in low cost such as high reliability and system debugging. Related works covering the above topics are introduced in this section.

2.1 Overlays for high productivity and portability
By enabling to target a software-programmable substrate instead of the underlying FPGA, overlays are used to improve productivity by reducing the application time of compiling. Coarse-grained overlays have benefits of high productivity for fast compilation and software-like programmability. But throughput oriented spatially configurable overlays implement one function unit for each compute kernel, which has large area overhead. So, Li et al. examined the sharing possibility of the functional units among kernel operations in order to reduce area overheads [4]. They proposed a linear interconnected array of time-multiplexed functional units as an overlay architecture, which reduces the instruction storage and interconnection of resource requirements.

Rashid et al. compared the performance, development and scalability of two C-to-FPGA approaches: TILT overlay processor and Altera’s OpenCL high-level-synthesis (HLS) [5]. TILT [6] is a highly configurable overlay compute engine for FPGAs, which has varied and deeply pipelined floating point functional units. Their application-customized TILT was evaluated using five data-parallel benchmarks, and the results showed only 41% to 80% compute density can be achieved when compared with their best OpenCL HLS designs. However, after every code change, OpenCL HLS applications require full recompilation. TILT enables smaller, more area-efficient designs than OpenCL HLS when low to moderate throughput is sufficient.

A highly efficient processor are commonly required by overlay architectures. Ng et al. presented an open-source soft processor designed to tightly-couple with FPGA accelerators as part of an overlay framework [7]. RISC-V was chosen to be the instruction set for its openness and portability, and a four-stage pipelined soft processor was implemented to balance resource consumption and performance in the implementation of FPGAs. Especially, the processor is implemented to improve the portability and compatibility of design across different FPGA platforms. In their experiments, the proposed soft processor is small and efficient, and the tightly-coupled architecture can provide a unified programming model for software designers when they compared with the existing design.

C. Wang et al. proposed a novel coarse-grained reconfigurable array (CGRA) with hierarchical context cache structure and efficient cache management approaches, including time-frequency weighted (TFW) context cache replacement strategy and context multi-casting (CMC) mechanism. CGRA was implemented under the process of TSMC 65nm, frequency 200MHz, and area 23.2 mm² [8]. For fine-grained overlay implementation, Brant et al. proposed ZUMA in [2]. In this paper, the authors presented an open-source, cross-compatible embedded FPGA architecture, also called ZUMA open FPGA overlay architecture, intended to overlay on top of an existing FPGA (vFPGA on a physical FPGA). Such architecture has benefits including bitstream compatibility between different vendors and parts, compatibility with open FPGA tool flows, and the ability to embed some programmable logic into systems on FPGAs without requiring for releasing or recompiling the master netlist. ZUMA reduced area overhead by 40x than conventional vFPGAs, which requires 40 host LUTs per ZUMA embedded LUT (eLUT). ZUMA employs configurable LUTRAMs as basis for implementing both programmable LUTs and routing MUXs, the design of a Clos-style Input Interconnect Block (IBB) network.

The hardware virtualization of FPGA resources based on overlay architectures is proposed in [1]. They demonstrated virtualization techniques to improve portability, to speed up reconfiguration, and to promote resource abstraction. They extended the overlay architecture on top of commercial-off-the-shelf (COTS) FPGAs to bring novel features for improving management of hardware tasks and binary compatibility for heterogeneous FPGAs. A deployment platform that is capable of node-to-node application migration, and a software stack offering an operating system service is proposed. The proposed software stack has backward compatibility with a new overlay architecture.

For higher flexibility and portability, the virtualized FPGA resources are provided for user applications. To access FPGA accelerators, authors mentioned that multiple-user services are provided to a paravirtualized Xen Virtual Machine (VM) environment [9]. Authors presented dynamic reconfiguration of the FPGA depended on most of hardware virtualization schemes. The idea is decomposing the physical FPGA into several reconfigurable regions by using dynamic partial reconfiguration (DPR) [10, 11].

FPGA resources sharing is a requirement and promising technique to reuse resources for different configuration circuits. Feilen et al. proposed to switch between signal processing DVB-T2 tasks in a time multiplexed by using DPR [12]. To share circuit-specific DSP blocks from Xilinx, the authors described that multiple sets of DSP blocks are controlled by state machines to ensure that each set achieves a high initiation interval instead of reconfiguring a set of DSP blocks to implement all operations [13]. An approach based on FaRM (Fast Reconfigurable Manner) controller for an advanced scheduling of hardware tasks on a DPR-based resource to enable the pre-loading of the partial bitstream, and to reduce PR configuration time overhead is proposed in [14]. FPGA virtualization can be classified into three types: temporal partitioning, virtualized execution, and virtual machine [15]. To define the approach of splitting up applications into multiple communicating tasks and using a run-time system to manage, authors used the virtualized execution in order to support device independence within a device family [16], and it is used not only for higher productivity of design, isolation and resource management but also for device independence between different devices.
The classification of FPGA virtualization is composed of three levels: node level, multi-node level, and resource level. In node level, a node is referred to as a single FPGA. A cluster of two or more FPGAs is considered as multi-node. The architecture virtualization and I/O virtualization are applied in this level that includes overlays [2, 17] for architecture abstraction and transparent I/O sharing.

2.2 Overlays for other capabilities
Psarakis addressed main features and challenges of designing reliability-aware overlay architectures that building fault tolerant SRAM-based FPGA systems [18]. Although many fault tolerant ways of SRAM-based FPGAs had been developed in the past [19], FPGA-based systems with the reliable design for critical environment applications were still evolving in research area. To build a fault tolerant design using triple-modular redundancy (TMR) technique, if an FPGA overlay is employed, FPGA designer will integrate with the design features of the specific overlay architecture. So, the authors investigated the reliability-aware overlay architectures with SRAM-based FPGA designs by analyzing the benefits of a customized FPGA overlay architecture.

In order to exploit the benefits of reconfigurable technology, a debug ecosystem is essential to provide effective visibility into the working design. So, overlays are the main role in the ecosystem. Eslami et al. discussed that an overlay fabric can be created and exploited for user to add debugging instrumentations to a design [20]. Overlays can provide a flexible and adaptable debugging system, and the overlay can be reconfigured without changing the underlying circuit of user. Their overlay can be optimized not only for debugging instrumentation for applications but also for underlying user circuits.

Overlays can support another level of programmability implemented on top of the low level FPGA resources, and overlay application can be translated into configurations of the underlying FPGA architectures [21, 22]. Although most researchers had made coarse-grained reconfigurable architectures (CGRAs) to achieve energy efficiency, the ease of programming and fast compilation, fine-grained FPGA overlays are requiring the design portability and resources reduction. Therefore, we propose SLM-based overlay architecture for fine-grained virtual FPGA in order to improve design portability and to reduce resources usage in our work.

3. Fine-grained vFPGA Architecture
Fine-grained virtual FPGAs commonly adopts the island-style architecture, in which reconfigurable elements are made up of configurable logic blocks (LBs) and routing resources [23, 24, 25]. For the design tool, the versatile place and route (VPR) [26] is widely used, which supports generic LUT-based architectures that are compatible with the standard architectures. As shown in Fig. 2, each logic cluster, also called cluster, has I inputs and N outputs. There are N basic logic elements (BLEs) included in a logic cluster. The inputs of BLEs are from local connection block (LCB) of I+N inputs, in which I inputs are from logic block (LB) inputs and N inputs are from feedbacks of BLE outputs. A BLE consists of a k-inputs LUT and one flip-flop. A look-up table (LUT) is used in conventional FPGAs as logic cell.

The SLM-based and LUT-based fine-grained vFPGAs are similar to the standard FPGA architecture with a tile array and input/output blocks (IOBs), as shown in Fig. 3. One tile includes one switch block (SB), two connection blocks (CBs: CB_X and CB_Y), and one logic block (LB). IOB is connected to routing channels with programmable switches. The designing, implementing and deployment of vFPGA hardware applications are not depending on physical FPGA devices or tools. A vFPGA corresponds to a set of reconfigurable elements available to the application, and the number of available reconfigurable elements are the main limitation for implementing large user circuits. In this paper, we propose SLM-based overlay architecture for fine-grained vFPGA that can reduce the resource overhead.

4. Proposed SLM-based vFPGA and CAD Flow
A SLM consists of an input controller, a small LUT core, and an output controller as shown in Fig. 4 [3]. In this figure, Programmable NAND (PN) indicates programmable NAND logic for controllers, and M is configuration memory. A SLM structure can be described as k-SLM (k-m, o), which means a k-input SLM with a (k-m)-LUT core, and the number of inputs with m-level controller (multilevel
controller) is \( \omega \), where \( 1 \leq m \leq k-2 \) and \( 0 \leq \omega \leq k-m \). Level means the number of extracted variables for Shannon expansion because there was a tradeoff between hardware resources and coverage [3]. 5-LUT is the best in the part of LUT for 2-level controller. The proposed 7-SLM (5, 0) structure as an example is shown in Fig. 5. For 6-input SLM using 4-input LUT as a logic core, and 7-input SLM using 5-input LUT as a logic core, there are no controllable inputs, that means \( \omega=0 \), and the other two inputs (\( \text{In}_0 \) and \( \text{In}_1 \)) are only connected to PN of output controller. We can see that two inputs (\( \text{In}_0 \) and \( \text{In}_1 \)) in this example are connected to 2 levels of PN, respectively. For determined number of inputs, the level of PNs will be deeper if a smaller LUT is used. Our previous research in [3] showed such SLM structure can cover most frequently used logics. Therefore, a \( k \)-SLM thus has fewer configuration memory cells than a \( k \)-LUT, and so can reduce resource usage for a vFPGA implementation. Similar to LUT-based FPGAs, there is a trade-off between area (resource usage) and delay (logical depth) when determining the input size of the logic cell for user circuit implementation. If we use a smaller SLM as a logic cell, the area overhead is smaller but the logical depth is larger. If we use a larger SLM as a logic cell, more resources are wasted when mapping small logics to SLMs. However, in most cases, the logical depth is same because one SLM can implement more logics.

Fig. 4. Example of SLM structure (\( k \)-SLM (\( k-1, k-1 \))) [3].

Fig. 5. Example of proposed SLM structure (7-SLM (5, 0)).

Fig. 6 shows developed CAD flow for vFPGA architecture exploration, vFPGA implementation, and user design. We used the open-source academic FPGA design tools ABC (for technology mapping) and VPR 7.0 (for clustering and placement) [29]. We modified our previously proposed EasyRouter [30] for vFPGA routing, vFPGA HDL generation, and user design bitsream generation.

5. Evaluation
In this section, we will show the architecture exploration results of SLM-based and LUT-based vFPGAs, then compare resource usage and delay performance of explored vFPGAs by implementing them on three different Xilinx FPGA devices.

5.1 Condition
We used a common FPGA architecture exploration flow, as shown in Fig. 6 (a), to find the optimal architecture parameters such as array size and channel width of SLM-based and LUT-based vFPGAs. The twenty largest MCNC circuits were used as benchmarks. The preset parameters, explored optimal parameters and property of explored architecture used to define a tile structure are listed in Table I. These parameters are commonly used for FPGA architecture definition [29, 31]. The cluster size indicates the number of logic cells implemented in one logic tile, which was set to 4 for all architectures. The number of cluster inputs is calculated with a common method, \( I=k(N+1)/2 \), in which \( k \) is the number of the logic cell inputs and \( N \) is the cluster size. \( F_c \) and \( F_r \) are routing structure parameters. \( F_c \) is 0.5, which means 50% of tracks in a routing channel are connected to the logic cluster. \( F_r \) is 3, which means an output multiplexer in the switch block can select an input from three directions for its output. Channel width (CW) means the number of routing tracks in a routing channel. The array size indicates the required number of logic tiles to implement a circuit. The total number of configuration memories in a tile is denoted as \#Conf mem.

| Architecture | Cluster size | Preset parameters | Exploded optimal parameters | Property of arch. |
|--------------|-------------|-------------------|----------------------------|-------------------|
| 5-LUT        | 4           | 0.5/3             | 52, 31 × 31               | 604               |
| 5-SLM(3, 0)  | 4           | 0.5/3             | 52, 32 × 32               | 532               |
| 6-LUT        | 4           | 0.5/3             | 56, 28 × 28               | 791               |
| 6-SLM(4, 0)  | 4           | 0.5/3             | 52, 29 × 29               | 625               |
| 7-LUT        | 4           | 0.5/3             | 54, 27 × 27               | 1,065             |
| 7-SLM(5, 0)  | 4           | 0.5/3             | 52, 27 × 27               | 603               |

Fig. 6 (b) shows the vFPGA implementation flow for both LUT-based and LUT-based vFPGAs. Three target physical FPGAs of different grades and generations were selected for evaluation, which are Xilinx Artix-7 xc7a200tffg1156-1
device, Kintex-7 xc7k420tffv11561 device and Kintex UltraScale+ xcku5p-fvb676-2-e device. All evaluation results are obtained from Xilinx Vivado 2018.2 routed design reports with an area-oriented compilation constraint.

5.2 Architecture exploration results
In this evaluation, we compare SLM-based vFPGA and LUT-based vFPGA tiles with input sizes from 5 to 7. The 5-SLM (3, 0), 6-SLM (4, 0), and 7-SLM (5, 0) are selected as SLM-based overlay architectures. By performing architecture exploration for all architectures with the same flow, preset parameters, and benchmark circuits, we derived explored optimal parameters and property listed in Table I. The explored CWs and array sizes listed in Table I are the largest values of all implemented circuits on a certain architecture. These parameters also mean the minimum values for implementing all circuits on that architecture. For CW results, the explored CWs of 5-LUT and 5-SLM (3, 0) are the same, but the total number of configuration memory bits of the 5-SLM (3, 0) is smaller, because fewer memories are required for logic cell implementation. For array size, the array size of 7-LUT and 7-SLM (5, 0) are the same, but 6-SLM (4, 0) and 5-SLM (3, 0) have larger array size than 5-LUT and 6-LUT. This is because SLMs have lower logic expression capabilities than LUTs of the same input size, so more tiles have to be used to implement the same circuit.

5.3 Implementation results
Table II lists resource usage and delay results for the evaluated tile architectures of Artix-7. We can see that the 5-SLM (3, 0), 6-SLM (4, 0) and 7-SLM (5, 0) architectures use 3%, 21% and 32% fewer physical LUTs than 6-LUT and 7-LUT architectures, respectively. Similarly, FF usage reductions are 12%, 21% and 35% respectively. The results show that an SLM-based tile reduces resource requirements as compared to a LUT-based tile of the same logic cell input size. Also, the FFs usage of the tile are less than the LUT tile when the input size are same. To evaluate critical path delays in vFPGA tiles, we measured critical path starts from tile inputs, which pass through logic elements in combination mode, then end at the tile outputs for each architecture. The results show that 5-SLM (3, 0), 6-SLM (4, 0), and 7-SLM (5, 0) are 1%, 2.7%, and 2% faster than 5-LUT, 6-LUT, and 7-LUT.

For the configuration path, all designs were successfully implemented at 100MHz, indicating that the configuration time is 10ns per configuration bit. Because configuration FFs in our vFPGA design are serially connected as shift registers, the configuration time is proportional to the total number of configuration memories. Configuration time can be improved by dividing configuration paths into more segments in the vFPGA design.

Table III shows the evaluation results of Kintex-7 xc7k420tffv1156-l, in which 5-SLM (3, 0), 6-SLM (4, 0) and 7-SLM (5, 0) architectures use 3%, 21% and 30% fewer physical LUTs than 5-LUT, 6-LUT and 7-LUT architectures respectively. FF usage reductions of 5-SLM (3, 0), 6-SLM (4, 0) and 7-SLM (5, 0) are 12%, 21% and 35% with the compared results of 5-LUT, 6-LUT and 7-LUT. We can see that 6-SLM (4, 0) is 0.59% faster than 6-LUT, and 7-SLM (5, 0) is 0.76% faster than 7-LUT although 5-SLM (3, 0) is 3% slower than 5-LUT in delay results of Kintex-7.

### Table II. Tile implementation results for Xilinx Artix-7 (Values in parentheses indicate improvement rates).

| Architecture | LUT usage | FF usage | Critical path delay (ns) |
|--------------|-----------|----------|-------------------------|
| 5-LUT        | 836       | 610      | 26.314                  |
| 5-SLM(3,0)   | 806 (3%)  | 538 (12%)| 27.194 (3%)             |
| 6-LUT        | 1,360     | 797      | 29.977                  |
| 6-SLM(4,0)   | 1,068 (21%)| 629 (21%)| 29.8 (0.59%)            |
| 7-LUT        | 1,692     | 1,071    | 25.178                  |
| 7-SLM(5,0)   | 1,188 (30%)| 699 (35%)| 24.987 (0.76%)          |

### Table III. Tile implementation results for Kintex-7 (Values in parentheses indicate improvement rates).

| Architecture | LUT usage | FF usage | Critical path delay (ns) |
|--------------|-----------|----------|-------------------------|
| 5-LUT        | 813       | 610      | 13.587                  |
| 5-SLM(3,0)   | 795 (2%)  | 538 (12%)| 12.895 (5%)             |
| 6-LUT        | 1,333     | 797      | 15.468                  |
| 6-SLM(4,0)   | 1,058 (21%)| 629 (21%)| 14.587 (5.7%)           |
| 7-LUT        | 1,642     | 1,071    | 12.432                  |
| 7-SLM(5,0)   | 1,151 (30%)| 699 (35%)| 12.528 (0.8%)           |

The evaluation results for Kintex UltraScale+ KCU116 xcku5p-fvb676-2-e device are shown in Table IV. We can see that the 5-SLM (3, 0), 6-SLM (4, 0) and 7-SLM (5, 0) architectures use 2%, 21% and 30% fewer physical LUTs than 5-LUT, 6-LUT and 7-LUT architectures. Similarly, FF usage reductions are 12%, 21% and 35% respectively. In the critical path delay results on Kintex UltraScale+, we can see that 5-SLM (3, 0) and 6-SLM (4, 0) is 5% and 5.7% faster than 5-LUT and 6-LUT. Delay of 7-SLM (5, 0) is almost the same with 7-LUT. So, although the architectures of Xilinx FPGAs are different, the SLM architectures can achieve significant resource reduction with the comparison of LUT architectures with similar delay performance. When comparing the LUT resource usage of an entire vFPGA (array size × array size × LUT usage of one tile), we can see 7-SLM also performs better than 6- and 5-SLMs. In addition, the vFPGA bitstream can be portable between Xilinx FPGAs without modification through the proposed vFPGA architecture.

5.4 Discussion about SLM-based physical FPGA and vFPGA
In our previous work [3], we compared SLM-based and LUT-based physical FPGAs. As a result, the best performed 8-SLM (6, 2) architecture can reduce 65% silicon area usage than an 8-LUT architecture. However, in this research, the logic cells of smaller input sizes (less than 8) have better performance because larger virtual cells require more levels
of logic cells of the physical FPGA to express, which will increase the critical path delay significantly. Therefore, as the implementation technologies of the physical FPGA and the vFPGA are different. In this paper, we have to explore SLM architecture again for vFPGAs.

6. Conclusion and Future Work

We found that SLM-based vFPGA architecture can significantly reduce resource utilization, and delay results are almost same with the comparison of LUT-based vFPGA architecture for Xilinx FPGA devices. These advantages can be achieved by simply replacing LUTs with SLMs. In future, we will evaluate performance on FPGA devices from different vendors. Also, we will research methods for using LUTRAM on a physical FPGA to improve the vFPGA’s SLM implementation efficiency without losing the bitstream compatibility of vFPGAs. In the future works, we will try to implement vFPGA on Intel FPGA device.
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