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Abstract

The lifetime of quasars can be estimated by means of their proximity zone sizes, which are regions of enhanced flux blueward of the Ly$\alpha$ emission line observed in the rest-frame UV spectra of high-redshift quasars because the intergalactic gas has a finite response time to the quasars’ radiation. We estimate the effective lifetime of the high-redshift quasar population from the composite transmitted flux profile within the proximity zone region of a sample of $15$ quasars at $5.8 \leq z \leq 6.6$ with precise systemic redshifts, and similar luminosities, i.e., $-27.6 \leq M_{1450} \leq -26.4$, and thus a similar instantaneous ionizing power. We develop a Bayesian method to infer the effective lifetime from the composite spectrum, including robust estimates of various sources of uncertainty on the spectrum. We estimate an effective lifetime of the quasar population as a whole of $\log_{10}(t_Q/\text{yr}) = 5.71_{-0.3}^{+0.5}$ given by the median and 68th (95th) percentile of the posterior probability distribution. While our result is consistent with previous quasar lifetime studies, it poses significant challenges on the current model for the growth of supermassive black holes located in the center of the quasars’ host galaxies, which requires that quasar lifetimes are more than an order of magnitude longer.

Unified Astronomy Thesaurus concepts: Supermassive black holes (1663), Quasars (1319), High-redshift galaxies (734), Early universe (435); Astronomy data analysis (1858)

1. Introduction

Quasars are powered by accretion onto a central supermassive black hole (SMBH); additionally, they are the most luminous, non-transient objects in the known universe and thus can be detected and observed at very early cosmic epochs (e.g., Mortlock et al. 2011; Venemans et al. 2013; Wu et al. 2015; Mazzucchelli et al. 2017; Bañados et al. 2018; Onoue et al. 2019; Wang et al. 2020; Yang et al. 2020). High-redshift quasars at $z \gtrsim 6$ are of particular interest for studying the early formation and growth of SMBHS. Observations show that their SMBHS have masses on the order of $\gtrsim 1$ billion solar masses already at a time when the universe is still very young, i.e., $\lesssim 1$ Gyr after the big bang.

These black holes are believed to grow from an initial seed via accretion during luminous quasar phases. The duration of the luminous quasar phase, known as the quasar lifetime $t_Q$, is an important parameter to understand the formation and growth of these SMBHS (Inayoshi et al. 2020). Assuming exponential growth, i.e.,

$$M_{\text{BH}}(t_Q) = M_{\text{seed}} \exp \left( \frac{t_Q}{t_5} \right)$$

(1)

with an e-folding or Salpeter time

$$t_5 \simeq 4.5 \times 10^7 \left( \frac{L}{0.1} \right)^{-1} \frac{L_{\text{bol}}}{L_{\text{edd}}} \text{yr},$$

(2)

it requires at least 0.8 Gyr to grow a $10^9 M_\odot$ SMBH from a $100 M_\odot$ seed with a fiducial radiative efficiency of $10\%$ (Shakura & Sunyaev 1973) and accretion at the Eddington limit, i.e., $L_{\text{bol}} = L_{\text{edd}}$. It remains an open question as to the validity of this simple exponential growth model and the possibility of additional physics leading to more complicated light curves (e.g., Di Matteo et al. 2005; Hopkins et al. 2005; Springel et al. 2005; Novak et al. 2011; Davies et al. 2019a).

At high redshifts, the age of the universe is comparable to the timescale required for SMBHs to form (Volonteri 2010). However, measurements of the timescales of quasar activity have proven to be difficult. At lower redshifts of $z \sim 2$–4 previous studies have estimated the duty cycle of quasars, which denotes the total fraction of time compared to the age of the universe that galaxies spent as luminous quasars and therefore represents an upper limit on the quasars’ lifetime $t_Q$, by comparing the number density of quasars to the abundance of dark matter halos via clustering studies (Efstathiou & Rees 1988; Haiman & Hui 2001; Martini & Weinberg 2001; Martini 2004). These studies rely on the measurement of the abundance of quasar host dark matter halos in comparison to the abundance of luminous quasars to estimate the quasars’ duty cycle (White et al. 2008). However, these methods have yielded only weakly constrained estimates of $10^{-6}$–$10^{-8}$ yr, since clustering estimates are susceptible to high uncertainty due to variance in parameters governing how quasars populate dark matter halos (Shen et al. 2009; White et al. 2012; Conroy & White 2013; Cen & Safarzadeh 2015). Other estimates of quasar activity timescales have been made using an extension of the Soltan argument (Soltan 1982), where the quasar luminosity function can be compared to quiescent SMBHS observed in galaxies locally, which have led to an estimate of the quasars’ duty cycle to between $10^3$ and $10^5$ yr (Yu & Tremaine 2002).

Furthermore, previous studies have used the quasars’ light echo transverse to the line of sight to measure the time delay between the onset of the quasar emission and changes in...
opacity of the intergalactic medium (IGM; Adelberger 2004; Hennawi & Prochaska 2007; Schmidt et al. 2017, 2018; Bosman et al. 2020) to constrain the lifetime of quasars to be $t_Q \sim 10^7 - 10^9$ yr.

Recent studies have shown how the lifetime of quasars $t_Q$ can be inferred by means of the proximity zone region observed in rest-frame UV and optical spectra of high-redshift quasars (Krykin et al. 2016, 2019; Eilers et al. 2017, 2018, 2020; Davies et al. 2019b). The proximity zone is a region of enhanced transmitted flux in the vicinity of quasars that has been ionized by the quasar’s own radiation (Bajtlik et al. 1988; Haiman & Cen 2001; Wyithe et al. 2005; Bolton & Haehnelt 2007; Lidz et al. 2007; Bolton et al. 2011; Keating et al. 2015). Estimating quasar lifetimes from the H I proximity zone is a technique that has primarily been used to estimate $t_Q$ of high-redshift quasar populations, but recent studies have used the helium n line at $z \sim 3-4$ to measure individual quasar lifetimes and the quasar lifetime distribution (Krykin et al. 2019, 2021; Worseck et al. 2021). The IGM has a finite response time to the quasar’s radiation and therefore the level of enhanced flux due to ionized gas around the quasar is highly sensitive to the lifetime of quasars.

Eilers et al. (2017, 2018) used proximity zones in the H I Lyα forest to estimate the lifetime for $z \approx 6$ quasars. The same method can be applied to proximity zones in the He II Lyα forest to estimate the lifetimes of quasars at low redshift ($z \sim 3-4$), as was done in Krykin et al. (2019). Eilers et al. 2017 found a population of quasars $z \approx 6$ that show very small proximity zones and therefore are likely to be very young objects ($t_Q \lesssim 10^6$ yr).

Assuming a simple light-bulb light curve for the quasars, i.e., the quasar turns on abruptly and emits at a constant luminosity during its entire lifetime $t_Q$, the probability of detecting a quasar age of $t_Q$ is $p = t_Q^{(i)}/t_Q$. Given that these young quasars corresponded to $\approx 10^6$ yr of the population, this suggested a fiducial lifetime of $t_Q = 10^9$ yr for the quasar population (Eilers et al. 2017, 2020). Davies et al. (2019a) expanded upon this work by developing a semi-analytic model of quasar proximity zones, including nonequilibrium interactions between the IGM and the quasar, using hydrodynamical radiative transfer simulations to simulate the proximity zone behavior on different timescales. The observed distribution of proximity zones by Eilers et al. (2017) was similar to the modeled distribution for $t_Q \approx 10^6$ using the light-bulb model. As part of this analysis, Davies et al. (2019a) considered more general light curves, not just the light-bulb model, and found consistent results for the lifetime, again confirming evidence for $t_Q \approx 10^9$ yr.

Davies et al. (2019b) measured the lifetime of individual high-redshift quasars during the epoch of reionization, and measured the age of these quasars to be roughly $\approx 10^6$ yr. By using the neutral IGM as a counter of the ionizing photons emitted by the quasar, they were able to constrain the lifetimes of two $z \gtrsim 7$ quasars. By measuring the number of emitted ionizing photons, they were able to directly measure the radiative efficiency $\varepsilon \approx 0.09\%$, much smaller than the canonical 10% value given by Eddington limited accretion. This study notes, however, that if this behavior is instead caused by UV obscured quasars, these radiative efficiencies are consistent with a fraction of UV obscured quasars greater than 82% at redshift $z \approx 7$. However, further work is needed to characterize whether this mechanism is indeed radiative inefficiency or UV obscuration.

These lifetime estimates are more than an order of magnitude shorter than expected and cause tension with the current model for the growth of SMBHs. A potential solution could be the presence of very massive initial black hole seeds (i.e., $M_{\text{seed}} > 10^6 M_\odot$), vastly exceeding the mass of Population III stellar remnants (Lodato & Natarajan 2006; Visbal et al. 2014; Habouzit et al. 2016; Schauer et al. 2017). As mentioned above, very low radiative efficiencies could also explain such short lifetimes, with radiative efficiency rate $\varepsilon \lesssim 0.01-0.001$ previously suggested by other studies (Volonteri et al. 2015; Trakhtenbrot et al. 2017; Davies et al. 2019b), or highly UV obscured black hole growth phases (Eilers et al. 2018; Davies et al. 2019b). Additional estimates of $t_Q$, both for individual quasars and for the entire population, could provide important constraints on these mechanisms, i.e., provide constraints on the mass of the initial seeds or the specific radiative efficiency rate $\varepsilon$.

In this study, we will estimate the effective lifetime of the high-redshift quasar population by means of the composite transmitted flux within the proximity zone region. To this end, we assembled a data set of 15 quasar spectra at $z \sim 6$ with a similar absolute magnitude, i.e., a similar ionizing radiation output. By comparing this stacked proximity zone profile to outputs from radiative transfer simulations of quasars at different lifetimes, we constrain the effective lifetime of the quasar population.

This paper is organized as follows: In Section 2, we discuss our quasar sample and the selection criteria. In Section 3, we describe our quasar continuum estimation procedure and the radiative transfer models. In Section 4, we discuss our stacking procedure, as well as the forward modeling of uncertainties, and present our final result. We summarize our results in Section 5.

Throughout this paper, we assume a flat $\Lambda$ cold dark matter cosmology of $h = 0.685$, $\Omega_m = 0.3$, and $\Omega_\Lambda = 0.7$, which is consistent within the 1σ error bars from Planck Collaboration (2020).

2. Data Sample

For our analysis we select quasars at $5.8 < z < 6.6$, and an absolute magnitude at 1450 Å in the rest frame within a narrow range of $-26.6 < M_{1450} < -27.4$. We require that all objects in our sample have available medium-resolution spectroscopy at optical and possibly also near-infrared (NIR) wavelengths. Additionally, we select quasars for which precise redshift estimates ($\Delta v \lesssim 100$ km s$^{-1}$) based on submillimeter observations of the [C II] emission line at 158 $\mu$m ($v_{\text{rest}} = 1900.548$ GHz) or the CO(6–5) emission line at 3 mm ($\nu_{\text{rest}} = 691.473$ GHz) from the Atacama Large Millimeter Array or the Northern Extended Millimeter Array at the Instituto de Radioastronomía Millimétrica are available since uncertainties on the quasars’ systemic redshift contribute the largest source of uncertainty to the proximity zone measurements (Eilers et al. 2017, 2020). Furthermore, we remove all quasars from the sample that show broad absorption line features or proximate damped Lyα systems, which would cause additional absorption in the proximity zone region and would bias our results. These selection criteria result in 15 objects with a mean redshift of $\langle z \rangle = 6.23$, and mean magnitude of $\langle M_{1450} \rangle = -26.9$. An overview of our data sample is shown in Table 1.

Of the quasars in our sample, 11 were observed with the X-Shooter instrument at the Very Large Telescope (VLT) (Vernet et al. 2011), two where observed using the DEep
Imaging Multi-Object Spectrograph (DEIMOS) instrument at the Keck observatory Faber et al. (2003), one was observed using the Echellette Spectrograph and Imager (ESI) instrument at the Magellan telescope (Simcoe et al. 2013). The individual detector resolutions \( R = \frac{\lambda}{\Delta \lambda} \) are \( R \approx 8800 \) for the X-Shooter instrument Vernet et al. (2011), \( R \approx 6000 \) for the FIRE instrument (Simcoe et al. 2013), \( R \approx 5000 \) for the DEIMOS instrument (Faber et al. 2003), and \( R \approx 5400 \) for the ESI instrument (Sheinis et al. 2002).

### 2.1. Data Reduction

All optical and NIR spectroscopic data observed with VLT/X-Shooter and Keck/DEIMOS were reduced applying the open source python pythonic spectroscopic data reduction package PypeIt (Prochaska et al. 2020). For the reduction, we first subtract the sky emission, which was performed on the 2D images by including both image differencing between dithered exposures whenever these were available, and a B-spline fitting procedure (e.g., Bochanski et al. 2009). We apply an optimal spectrum extraction technique (Horne 1986) to extract the 1D spectra. All individual 1D spectra are flux calibrated using the standard stars LTT 3218 (for spectra observed with VLT/X-Shooter) and G191B2B or Feige 110 (for spectra taken with Keck/DEIMOS). These fluxed 1D spectra are stacked and a telluric model and the quasar principal component analysis (PCA) model from Davies et al. (2018a) are jointly fitted to the stacked spectra using telluric model grids from the line-by-line radiative transfer model\(^5\) (Clough et al. 2005; Gullikson et al. 2014).

We then match the visible (VIS) and NIR regions for the VLT/X-Shooter spectra. To this end, we compute the mean value of all pixels between 10070 and 10270 Å in the observed frame, and then scale the NIR spectra according to a constant factor such that the two means are equal. In this step, we do not normalize the spectra to unity, but merely scale the NIR spectra to be matched with the VIS spectra.

For the FIRE spectra, which do not require matching between NIR and visible parts, we use the IDL-based pipeline FIREHOSE\(^7\), developed by Simcoe et al. (2010). The procedures used for data reduction include cosmic-ray rejection, flat fielding, wavelength calibration using OH sky lines (calibrated to vacuum wavelength), nonlinearity correction, optimal extraction of one-dimensional spectra Horne (1986), combining individual exposures, merging multiple echelle orders, and heliocentric corrections. This pipeline performs sky subtraction via a exposure-specific B-spline model of the sky, based on the technique developed in Bochanski et al. (2009). We reduce the ESI spectra using the ESIRedux pipeline\(^8\) developed as part of the XIDL\(^9\) suite of astronomical routines in the IDL. This pipeline is very similar to FIREHOSE. More details about modifications to this pipeline for high-redshift quasars can be found in Eilers et al. (2017).

In the end, we mask all spectral regions that are affected by telluric absorption, namely between 13000 and 15200 Å, 17500 and 20000 Å, and beyond 22500 Å in the observed frame. Figures 1 and 2 show the final spectra of all 15 quasars in our sample. We estimate the signal-to-noise ratio (S/N) of the spectra by taking the median pixel-based ratio of the...\(^7\) http://web.mit.edu/~rsimcoe/www/FIRE_ob_data.htm
\(^8\) http://www2.keck.hawaii.edu/inst/esi/ESIRedux/
\(^9\) http://www.ucolick.org/~xavier/IDL/
Figure 1. Quasar spectra from our sample. We mask the regions of telluric absorption in gray. All fluxes (black) and noise vectors (gray) have been inverse-variance smoothed with a 10 pixel filter. We also show the quasar continuum estimates fitted on the red-side (red) and the blue-side prediction (blue) from our PCA analysis described in Section 3.1.
signal to noise between 1265 and 1295 Å in the rest frame of the quasar, due to the absence of any emission lines in this region. We scale the pixel-based S/N for each of the instruments assuming Gaussian white noise to the X-shooter resolution to compare the S/N measurements with a common resolution in Table 1.

3. Methods

We aim to estimate the lifetime of the quasar population as a whole by means of their composite proximity zone region. Thus, in order to obtain the stacked transmission profile within the quasars’ proximity zones, we first have to normalize the...
spectra by their continuum emission. Once the quasars are continuum normalized, we stack them between 1190 and 1218 Å in the rest frame, in order to obtain an estimate for the composite flux transmission profile in the proximity zone region. After stacking the quasars, we compare this stacked flux profile to 1D radiative transfer models.

3.1. Quasar Continuum Normalization

To estimate the continuum of the quasar within the proximity zone region, we fit for the quasar continuum redward of Lyα, as this side is unaffected by IGM absorption. We then use this red-side estimate to predict the blue-side continuum, which is affected by absorption (Suzuki et al. 2005; Paris et al. 2011; Davies et al. 2018a; Bosman et al. 2021).

As a first step to estimate the quasar continua, we normalize the matched spectra to unity at 1290 ± 2.5 Å, for ease of fitting. Then, we sigma clip outlying values at the 3σ level from the smoothed spectra (10 pixel filter), as shown in Figures 1 and 2, using the noise vectors from each spectra as an estimate of the σ. To estimate the quasar continua, we make use of the PCA method developed by Davies et al. (2018a), where we use 10 red-side basis spectra (spanning between 1200 and 2850 Å for most quasars in the sample) and six blue-side basis spectra (spanning between 1177 and 1280 Å). For SDSSJ1143, SDSSJ1148, and SDSSJ1335, we use 10 truncated red-side basis spectra, instead spanning between 1200 and 1450 Å to accommodate these quasars where we do not have NIR coverage.

The principal components were determined on a sample of 12,764 low-redshift quasars at z ≈ 2, for which the blue-side continuum is easier to estimate due to the lower level of absorption by the IGM. Davies et al. (2018a) noticed a high degree of correlation or anticorrelation between the red-side coefficients and blue-side coefficients, allowing the blue-side coefficients to be estimated from the red side. This can be done using the relationship \( b_i = \sum_{j=1}^{10} r_j X_{ji} \), where the \( b_i \) and \( r_j \) are blue-side and red-side PCA coefficients, respectively, and \( X_{ji} \) is a projection matrix determined by the correlations or anticorrelations between the blue and red-side coefficients from the training sample.

Using the Markov Chain Monte Carlo affine-invariant ensemble sampler emcee (Foreman-Mackey et al. 2013), we fit each spectrum using 10 basis spectra redward of the Lyα emission line spanning between 1220 and 2800 Å in the rest frame, as well as a redshift offset \( \delta z \) between the systemic redshift of the quasar and the best redshift estimate for the PCA. We first take the median of the posterior distribution to estimate the median red-side coefficients, we then use the projection matrix \( X_{ji} \) to estimate the coefficients for the blue-side continuum. However, unlike Davies et al. (2018a), who developed this machinery for studying IGM damping wings in \( z > 7 \) quasar spectra (Davies et al. 2018b), we match the blue and red-side basis spectra at 1220 Å instead of at 1280 Å (Eilers et al. 2020). This is due to the fact that all quasars in our sample are at \( z \lesssim 6.6 \), and thus we do not expect significant absorption redward of the Lyα emission line due to IGM damping wings. We set a flat prior on the PCA components to be the 3σ boundaries on each of the components determined by Davies et al. (2018a), and allow a prior \( \delta z \in [-0.01, 0.03] \) for all quasars except for PSOJ323+12, where we extend the prior to \( \delta z \in [-0.05, 0.05] \) in order to allow for a better continuum fit. The quasar spectra and their estimated continua are shown in Figures 1 and 2. The continuum-normalized spectra that are obtained when dividing by the estimated continuum emission are shown for each quasar in Figure 3.

The quasar continuum normalization procedure introduces additional uncertainty into our analysis procedure due to the fact that the continuum estimation can either be an overestimate or underestimate of the true continuum. It can be seen that the PCA-based method underestimates the continuum for SDSSJ1143 +3803 and CFHQSJ1509-1749 since the continuum-normalized flux is clearly above a flux of unity close to the Lyα line. However, the estimated bias in the PCA continuum reconstruction is very small, i.e., <1% (Davies et al. 2018a; Bosman et al. 2021) and thus the this underestimation is balanced by the roughly symmetric overestimation of other quasar continua, which can be less obviously identified as it decreases the continuum-normalized flux near Lyα. We address this uncertainty in the quasar continuum estimates in detail in Section 4.1.

3.2. Radiative Transfer Simulations

For each quasar in our sample we use a 1D radiative transfer (RT) code (Davies et al. 2016) to simulate the effect of ionizing radiation emitted by the quasar along the line of sight (Bolton & Haehnelt 2007). We take 1000 skewers originating from the most massive dark matter halos with halo masses of \( 4 \times 10^{11} M_\odot \lesssim M_{\text{halo}} \lesssim 3 \times 10^{12} M_\odot \) from the cosmological hydrodynamical simulation Nyx with a box of 100 Mpc \( h^{-1} \) on a side (Almgren et al. 2013; Lukić et al. 2014). The RT code computes the time-dependent ionization and recombination rates of six particle species (e−, H I, H II, He I, He II, and He III), as well as the heating and cooling of the IGM due to the expansion of the universe and inverse Compton cooling off the CMB.

The Nyx simulation has outputs at \( z = 5.5, 6.0, \) and 6.5. We choose the output closest to the quasar’s emission redshift \( z_{\text{em}} \) and rescale the physical densities by \( (1 + z_{\text{em}})^3 \). We used the Lusso et al. (2015) composite composite to relate \( M_{1450} \) to the specific flux at the Lyman limit, and then compute the ionizing flux by assuming a spectral slope of \( \alpha_{\nu} = -1.70 \). Previous studies of quasar lifetimes based on proximity zones have only considered the extent of the proximity zone (with the notable exception of Davies et al. 2018b, 2019a), which is defined as the location at which the continuum-normalized flux smoothed to a resolution of 20 Å in the observed frame drops below the 10% flux transmission level (Fan et al. 2006). Therefore, the precise ionization rate of the ultraviolet background (UVB) did not play a crucial role since the total ionization rate was always dominated by the quasar at the 10% flux transmission level. In this work, however, we consider the complete flux profile within the vicinity of the quasar, which extends below the 10% flux transmission level. At these lower flux transmission levels the ionization rate of the UVB is comparable to the ionization rate of the quasar and therefore needs to be considered, although the UVB should not matter too much given that we are assuming uniformity. Nonetheless, we rescale the ionization rate of the UVB radiation \( \Gamma_{\text{UVB}} \) to match the expected strength at the quasar’s redshift based on Haardt & Madau (2012).

We then simulate the composite quasar spectrum as a function of quasar lifetime, assuming a light-bulb light curve, ranging from log\( \xi_{\text{em}}(t_0/\text{yr}) = 1--8.9 \) in steps of \( \delta \log \xi_{\text{em}}(t_0/\text{yr}) = 0.1 \). Each simulated spectrum is tuned to that quasar’s particular redshift and luminosity, and the UVB was calibrated at the particular redshift to match that in Haardt & Madau (2012).
Continuum-normalized spectra (black) along with continuum-normalized noise vectors (gray) within our sample. The continuum-normalized spectra are shown between 1177 and 1222 Å, except for PSOJ217-16, where we only show between 1190 and 1222 Å, due to detector noise. All spectra have been inverse-variance smoothed with a 3 pixel filter. The gray dashed line marks the Ly$\alpha$ line at 1215.67 Å.

Figure 3. Continuum-normalized spectra (black) along with continuum-normalized noise vectors (gray) within our sample. The continuum-normalized spectra are shown between 1177 and 1222 Å, except for PSOJ217-16, where we only show between 1190 and 1222 Å, due to detector noise. All spectra have been inverse-variance smoothed with a 3 pixel filter. The gray dashed line marks the Ly$\alpha$ line at 1215.67 Å.
each step in the simulation, we compute 1000 different spectra at different sight lines, i.e., we have a model grid of $15 \times 1000 \times 80$ different spectra since there are 15 different quasars, 1000 different sight lines, and 80 different values of the lifetime, from 1.0–8.9 in log $t_Q$ space. At each time step we stack the simulated spectra by averaging the flux pixels across all 15 quasars and across all 1000 sight lines since each simulation is computed on the same velocity grid. The simulated stacked spectra for a few selected lifetimes are shown in the left panel of Figure 4.

### 4. Results

#### 4.1. Stack of the Quasars’ Proximity Zones

We now stack the continuum-normalized fluxes within the proximity zone region in order to create a composite flux transmission profile. To this end, we define a regularly spaced grid between 1190 and 1218 Å with a grid spacing of 0.5 Å. We then bin the wavelengths and the flux pixels within this new wavelength grid, i.e., we take an average of all the wavelength pixels and flux pixels within a particular wavelength bin to obtain the stacked flux profile. The full composite spectrum within the proximity zone region from the 15 quasars in our data sample is shown in the right panel of Figure 4.

#### 4.2. Forward Modeling of Uncertainties

There are two possibilities to estimate uncertainties on the flux pixels within the stacked proximity zone, i.e., either via bootstrapping of the continuum-normalized spectra, or via forward modeling the various sources of uncertainty onto the simulated quasar spectra. Forward modeling the sources of uncertainty does not give us an estimate of the covariance directly from the data, rather we use covariance estimated from the forward models in performing inference of the quasar lifetime $t_Q$. This gives a better estimate of the covariance than estimating it directly from the data, with the only drawback that the uncertainty on the stack is now model dependent. Due to the limited size of our data sample, the covariance matrix obtained via bootstrapping is very noisy, and thus we forward model the uncertainties onto the simulated quasar spectra from the RT simulations by means of forward modeling. We then estimate the covariance between the different flux bins on the sample of 10,000 mock stacks with uncertainties. For each stack, we incorporated four types of uncertainty: cosmic variance, uncertainty from the PCA continuum estimation, uncertainty in the systemic redshift, and spectral noise. We assume that the full uncertainties on the stack can be approximated as a multivariate Gaussian distribution about a mean model. We will now describe in detail how these uncertainties are being modeled in the quasar stack. We repeat this uncertainty analysis for each lifetime, so we obtain 80 different samples of 10,000 mock spectra. We then assume that these mock stacks are from a Gaussian distribution and then estimate the covariance of this distribution directly using the mock stacks.

The first source of uncertainty that we incorporated is uncertainty from cosmic variance. Thus, for each quasar in the stack we randomly chose one of the 1000 sight lines through the cosmological simulation box, ensuring that every simulated stack consists of 15 different sight lines. In order to mimic the spectral resolution of the data, we convolve each spectrum with a Gaussian kernel with a standard deviation in velocity space given by $\sigma_{vel} = \frac{c}{2.355R}$, where $c$ is the speed of light, $R$ is the resolution of the spectrograph, and the factor of 2.355 arises from the FWHM to standard deviation conversion. Following this, we interpolate the convolved spectrum onto the wavelength grid of the data for the specific quasar in question. That is, we aim to generate simulated data for each quasar that has the same wavelength grid as the actual data, that way we can use the noise from the data to simulate spectral noise.

The Davies et al. (2018a) procedure produces a covariance matrix for the continuum prediction, which we can directly sample from to create mock realizations of the uncertainty in the continuum estimate. We then scale the continuum-normalized simulated spectra for each quasar by a draw from this distribution. In order to incorporate uncertainties in the systemic redshift estimate of the quasars, we assume an uncertainty on the systemic redshift of $\Delta v = 100 \text{ km s}^{-1}$, and randomly draw from a normal distribution with a mean of $\mu = 0$ and the corresponding standard deviation (Eilers et al. 2020). The simulated quasar spectra are then shifted to the rest-frame wavelength grid based on this new redshift estimate. Finally, in order to incorporate spectral noise, we directly sample the noise vectors from the data, as we have already interpolated the simulated convolved spectra onto the wavelength grid. To be clear, we are generating sets of 15 quasars each on the wavelength grid of the data, allowing us to directly
sample the noise without rescaling, after which we can stack the 15 quasars within a set using our binning algorithm.

Because the radiative transfer models are dependent on the quasar lifetime, as an input parameter, we performed this Monte Carlo sampling of mock stacks for each value of the lifetime on a grid between 1.0 and 8.9 in log_{10} yr, with a grid spacing of Δ log_{10} t_Q = 0.1. This means that we computed 80 different covariance matrices, for each lifetime-dependent model, which we used when we constructed our likelihood function over the log-lifetime grid. For each lifetime-dependent model we use the same set of random draws for the Monte Carlo sampling to ensure that the likelihood function varies smoothly with the model parameter, rather than being influenced by the stochasticity of the draws. We show an example correlation matrix for the model corresponding to t_Q = 10^{5.7} yr in Figure 5.

4.3. Quasar Lifetime Estimate

We assume that the data is drawn from a distribution described by one of the Monte Carlo estimated covariance matrices, centered at the mean model for that particular lifetime. Additionally, we also assume that each quasar in the stack has the same lifetime, i.e., our models are made up of stacks of quasars of the same lifetime (see Section 5 for a discussion of this assumption).

Given our assumptions, we construct a lifetime-dependent likelihood function

\[
\mathcal{L}(r_s|t_Q) = (2\pi)^{-\frac{D}{2}} \text{det}(\Sigma(t_Q))^{-1/2} \cdot \exp\left(-\frac{1}{2}(f_{h,\text{data}} - f_{h,\text{model}}(t_Q))^T \Sigma(t_Q)^{-1}(f_{h,\text{data}} - f_{h,\text{model}}(t_Q))\right),
\]

where \(\mathcal{L}(r_s|t_Q)\) is the likelihood of observing the data given a particular model \(t_Q\), \(k\) is the number of wavelength bins in the stacked spectrum, and \(\Sigma(t_Q)\) is the model-dependent covariance matrix. However, we only know \(r_s(t_Q)\) and \(\Sigma(t_Q)\) at discrete points in log-lifetime space since we have outputs of the RT simulation only at discrete time steps. We calculated the likelihood function at the discrete points within the log_{10} t_Q space (i.e., where our covariance matrices are defined) and interpolated the likelihood function to estimate the likelihood between the grid points.

To construct our likelihood we consider wavelengths from 1190–1217 Å in the rest frame. This cutoff at 1190 Å avoids potential biases in the very low flux regime, where the flux transmission is completely dominated by the UVB.

To obtain the posterior probability density function (PDF) for the lifetime, we use a flat prior for \(t_Q \in [10, 10^{8.9}]\) yr, meaning that the posterior is merely the normalized version of the likelihood. We normalize the likelihood function using trapezoidal rule numerical integration to obtain the result shown in Figure 6. We obtain a measurement of the effective lifetime of the quasar population of log_{10}(t_Q/yr) = 5.7 \pm 0.3 (0.5), derived from the median and 68th (95th) percentile of the posterior probability distribution. This best-fit model is shown in the right panel of Figure 4.

5. Summary and Discussion

In this paper, we estimate the effective lifetime of the quasar population at \(z \sim 6\) by means of the average flux transmission profile in the proximity zone region around the quasars. To this end, we stack the continuum-normalized spectra of 15 quasars at \(5.8 < z < 6.6\) with similar absolute luminosities, i.e., \(-27.4 < M_{1450} < -26.6\). For all objects in this data set precise systemic redshift estimates from submillimeter emission lines are available since uncertainties in the systemic redshifts contribute the largest source of uncertainty to proximity zone estimates (Eilers et al. 2017). This average composite transmission profile is then compared to simulated transmission profiles from 1D RT simulations at different effective quasar lifetimes.

Our best estimate for the effective lifetime of the quasar population as a whole based on the composite proximity zone profile is log_{10}(t_Q/yr) = 5.7_{-0.3}^{+0.8}, derived from the median of the posterior probability distribution as well as the 68th (95th) percentile. In order to estimate the uncertainties on the stacked spectrum we forward model the uncertainties arising due to cosmic variance, the PCA continuum normalization, the estimate of the quasars’ systemic redshifts, as well as spectral noise onto the simulated quasar sight lines.

Our measurement of the effective lifetime for the quasar population is consistent with previous work, which had estimated an average quasar lifetime of \(t_Q \sim 10^5\) yr (Davies et al. 2019a; Khrykin et al. 2019). Our results are also consistent with the observed fraction of young quasars within the early universe with lifetimes of \(t_Q \lesssim 10^4–10^5\) yr, which was determined to be...
along with 1% underestimate the mean quasar lifetime, if the width of the effective lifetime of the quasar population could potentially impact the same mean lifetime.

However, recent results suggest only a very modest standard deviations. As we can see our method is not really sensitive to the width of the quasar lifetime distribution, unless the width of the lifetime distribution is large, i.e., $\sigma_{t_Q} = 2$, in which case our method would underestimate the mean quasar lifetime. However, recent results suggest only a very modest standard deviation of the distribution of quasar lifetimes, i.e., $\sigma_{t_Q} = 0.80^{+0.37}_{-0.27}$ (Krykin et al. 2021), suggesting that our measurement of the effective quasar lifetime actually reflects the average lifetime of the quasar population as a whole.

Another potential source of uncertainty in our measurement is the systematic bias in the PCA continuum estimation. Davies et al. (2018a) estimate that the PCA reconstructed continuum overestimates the true quasar continuum on average by $\sim 1\%$. However, this is a relative error on the flux, i.e., at $\sim 10\%$ flux transmission the estimated error is 0.1% and hence this bias has only negligible effects on our final results.

Our lifetime measurement is more than an order of magnitude shorter than expected from exponential growth models for SMBHs (Volonteri 2010, 2012). A potential explanation for such short average quasar lifetimes could be flickering quasar light curves instead of the simple light-bulb light curves, implying that there could be multiple epochs of quasar activity and concurrent black hole growth. Since the transmitted flux within the proximity zone around quasars at $z \sim 6$ is only sensitive to the last on-time of our composite proximity zone spectrum from this analysis is not sensitive to potential previous phases of quasar activity.

However, several analyses have shown previously that even flickering quasar light curves cannot explain the discrepancy between the short average quasar lifetimes and the time required to explain the SMBH growth with the current exponential growth model. For instance, Davies et al. (2019b) showed that the damping wing feature observed in quasar spectra at $z > 7$, where the surrounding IGM still has a very high neutral gas fraction, provides a constraint on the total number of ionizing UV photons emitted into the IGM integrated over cosmic time, irrespective of the light-curve shape. Their analysis shows that the integrated time these quasars have been emitting UV radiation is still consistent with a light-bulb light-curve with $t_Q \sim 10^6$ years.

At $z \sim 6$, however, the IGM is highly ionized and the quasar spectra do not exhibit a damping wing. Hence, the proximity zones are sensitive only to the on-time of the last accretion episode, which is only consistent with the total quasar lifetime for light-bulb light curves. (Davies et al. 2019a) has analyzed the distribution of $z \sim 6$ proximity zones in the context of various quasar light curves. While they find a good agreement between the observed distribution of proximity zones and model predictions when assuming a simple light-bulb light curve, flickering quasar light curves with multiple black hole growth phases cannot be excluded for $z \sim 6$ quasars.

Our presented results at $z \sim 6$, the distribution of proximity zones at $z \sim 6$ (Davies et al. 2019a), the fraction of very young quasars within the quasar population (Eilers et al. 2020, 2021), as well as the damping wing analysis at $z > 7$ Davies et al. (2019b), are all in good agreement and point toward quasar lifetimes of $\log_{10}(t_Q) \approx 10^6$. These measurements suggest that either a significant fraction of the black hole growth occurs in UV obscured, dust-enshrouded growth phases in the early universe, or it could indicate radiatively inefficient mass accretion rates, such that much of the accreted mass contributes to the growth of the black holes rather than the quasars’ UV emission (Eilers et al. 2018; Davies et al. 2019b). In future work, we aim to explore possible mechanisms by which quasars can accrete sufficient mass while only emitting UV radiation for $\sim 10^6$ yr on average. Additionally, we will expand this work to measure the properties of the full quasar lifetime distribution from the individual measurements, as suggested in (Krykin et al. 2021). These studies will provide further insights for our understanding of SMBH formation in the early universe and whether or how the accretion mechanisms change with cosmic time.
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