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Abstract—We propose a parametric family of algorithms for personalized federated learning with locally convex user costs. The proposed framework is based on a generalization of convex clustering in which the differences between different users’ models are penalized via a sum-of-norms penalty, weighted by a penalty parameter $\lambda$. The proposed approach enables “automatic” model clustering, without prior knowledge of the hidden cluster structure, nor the number of clusters. Analytical bounds on the weight parameter, that lead to simultaneous personalization, generalization and automatic model clustering are provided. The solution to the formulated problem enables personalization, by providing different models across different clusters, and generalization, by providing models different than the per-user models computed in isolation. We then provide an efficient algorithm based on the Parallel Direction Method of Multipliers (PDMM) to solve the proposed formulation in a federated server-users setting. Numerical experiments corroborate our findings. As an interesting byproduct, our results provide several generalizations to convex clustering.

I. INTRODUCTION

Federated learning (FL) is a paradigm in which many users collaborate, with the goal of learning a joint model \(1\). Each user has a local dataset, with private and possibly sensitive data. The data distribution across users is typically highly heterogeneous.\(1\)

A federated learning system can have a huge amount of users, wherein each user contributes with a proportionally small local dataset. Therefore, the federation provides users with the benefit of training on the joint data, effectively offering broader knowledge and better generalization. However, due to the highly heterogeneous nature of the data, it is nontrivial to design a FL system where individual users achieve better performance though the federation when compared with models trained on their own local data. In fact, the authors in \(2\) show that in many tasks, users may actually not benefit from participating in federated learning. The globally trained model underperforms on their local data, compared to the model solely trained on the local data. Moreover, applying privacy preserving techniques further deteriorates the performance. On the other hand, users with very small datasets suffer from overfitting and poor generalization of models trained only on their local data.

To amend these problems and reap the benefits of both worlds – the abundance of data and better learning that the federation offers, as well as adapting the models to perform well on the local data, \emph{personalized federated learning} is introduced. Unlike the standard federated learning, the goal of personalized federated learning is to learn multiple models. In particular, let \(N\) be the number of participating users, with \(f : \mathbb{R}^d \rightarrow \mathbb{R}\) a given cost function. Then, the goal of standard FL is to solve

\[
\arg \min_{x \in \mathbb{R}^d} F_{\text{global}}(x) = \frac{1}{N} \sum_{i=1}^{N} f_i(x), \quad (1)
\]

where \(f_i(x)\) is the cost function \(f\) evaluated on the local dataset of the \(i\)-th user. Contrary to this approach, the (broad) goal of personalized FL is to learn \(N\) models, by solving

\[
\arg \min_{x_1, \ldots, x_N \in \mathbb{R}^d} F_{\text{local}}(x_1, \ldots, x_N) = \frac{1}{N} \sum_{i=1}^{N} f_i(x_i), \quad (2)
\]

subject to appropriately defined constraints. Depending on the constraints imposed and the approach taken to solving \(2\), the literature on personalized FL adopts different approaches to personalization, including multi-task learning \(3, 4\), fine-tuning \(5, 6\), knowledge distillation \(7, 8, 9, 10\) and clustering-based approaches \(11, 12, 13\).

In this paper, we propose a novel approach to personalized federated learning that enables simultaneous personalization, generalization, and model clustering. The approach is based on the following novel personalized FL (convex problem) formulation:

\[
\arg \min_{x_1, \ldots, x_N \in \mathbb{R}^d} F(x_1, \ldots, x_N) = \frac{1}{N} \sum_{i=1}^{N} f_i(x_i) + \lambda \sum_{j \neq i} \|x_i - x_j\|, \quad (3)
\]
where $\lambda > 0$ is a penalty parameter, and $\| \cdot \|$ stands for the Euclidean norm. Compared with (2), the formulation (3) has a regularization term controlled with $\lambda > 0$, that penalizes the differences between the local nodes’ solutions via a sum-of-norms penalty.

Formulation (3) may be seen as a generalization of convex clustering, e.g., [14], where, instead of the (quadratic) distance functions, which penalize the departure from a local data point, we use arbitrary convex local losses.

Problem (3) is also related with the personalized FL formulation in [13], which, instead of the sum of norms of pairwise distances uses the sum of squared norms of distances of local solutions to their average. As we show in the paper, although the two formulations are resembling, the solution structures of the two formulations are qualitatively very different.

Specifically, as we show in the paper, the solution to (3) has several interesting properties, which, to the best of our knowledge, are not (jointly) exhibited with any of the previous personalized FL formulations. Namely, a solution to (3) has a clustered structure: depending on the penalty parameter $\lambda$ and similarity of the local functions, local solutions $x_i^*$ of (3) are equal across certain users’ groups (clusters). The number of groups (clusters) $K$ is automatically determined as part of the solution. To further illustrate benefits of this feature, suppose that the users exhibit an (unknown) clustered structure such that each user’s data within a cluster comes from the same distribution, while the distributions that correspond to different clusters are mutually different. If the different clusters’ distributions are sufficiently far apart, the proposed method (3) uncovers the unknown cluster structure and hence allocates the same models to all users within the same cluster. This allows within-cluster generalization, i.e., users to effectively enlarge their training data by harnessing data of all users from the same cluster. In addition, depending on the distance between the different clusters’ distributions, the method (3) allows for a controlled across-clusters generalization; intuitively, it allows a user to harness data from another clusters’ distribution, but with a different (reduced) “weight” when compared to within-cluster data. If, at an extreme, the difference between different clusters’ distributions is negligible (but this information is unknown), then users should clearly use the global model (1). This is again captured by (3), because (as shown in the paper) it matches (1) for $\lambda$ above a threshold.

In summary, our contributions are the following: First, we propose a novel formulation for personalized federated learning (3), the solution of which has a clustering structure while at the same time preserving generalization abilities.

Second, we provide a condition on the penalty parameter $\lambda$, with theoretical guarantees, for discovering the “hidden structure” underlying the models; this condition is expressed in terms of the well-established diversity of the local functions, hence making a strong connection and justifying analytically the use of this quantity.

Third, the proposed solution ”automatically” determines the number of models $K$, i.e., $K$ need not be known in advance.

Fourth, we provide an efficient algorithm to solve the novel personalized learning formulation (3) in a federated server-client setting that is based upon the Parallel Direction Method of Multipliers (PDMM) [16].

Finally, we demonstrate by simulation examples, on a supervised binary classification problem, that the proposed solution exhibits 1) generalization, i.e., improves testing accuracy with respect to the users models trained in isolation; 2) personalization, i.e., improves testing accuracy with respect to the global FL model (1); and 3) achieves a comparable (or better) generalization and personalization (in the sense of 1 and 2) than (1), while at the same time uncovering cluster structure, hence reducing the number of distinct models from $N$ to $K$.

With respect to existing personalized FL approaches discussed above, the works [11], [12], [13], [10] also account for users’ clustering in a certain way, but very differently from our approach. Most notably, existing approaches aim to uncover “cluster identities” first and subsequently provide loss minimizations across cluster groups in isolation from other groups. This within-clusters isolation may reduce overall generalization ability of the models. In contrast, the proposed approach allows also for across-clusters generalization that is further controlled by the penalty parameter $\lambda$. It is worth noting that reference [17] introduces formulation similar to (3), but in a different context of distributed consensus optimization. Most importantly, they are only concerned with the question when (3) matches (1), i.e., when (3) leads to a global consensus across local models; they are not concerned, nor they study personalization (clustering) abilities of (3).

Our results are also of direct interest to convex clustering, e.g., [14], as they provide recovery guarantees for generalized convex clustering, when the squared quadratic loss $f_i(x) := \|x_i - a_i\|^2$ per data point $a_i \in \mathbb{R}^d$ is replaced with an arbitrary differentiable convex loss, e.g., the Huber loss.

Paper organization. The rest of the paper is organized as follows. Section II describes the problem of interest and outlines the assumptions used in the analysis. Section III presents the recovery guarantees of the method. Section IV outlines an efficient algorithm for solving the proposed problem in the federated setting. Section V presents numerical experiments, and Section VI concludes the paper. The next paragraph introduces the notation used throughout the paper.

Notation. The set of real numbers is denoted by $\mathbb{R}$, while $\mathbb{R}^d$ denotes the corresponding $d$-dimensional vector space; $\| \cdot \|$ represents the standard Euclidean norm. $\langle \cdot, \cdot \rangle$ represents the standard vector product over the space of real vectors. $[N]$ denotes the set of integers up to and including $N$, i.e., $[N] = \{1, \ldots, N\}$.

II. Problem formulation

Consider a collection of $N$ users, $i = 1, \ldots, N$, that participate in a federated learning activity. Each user $i$ holds a function $f_i: \mathbb{R}^d \rightarrow \mathbb{R}$. Function $f_i$ may correspond, e.g., to an empirical loss with respect to the local data set available at user $i$. We make the following assumptions throughout the paper.
Assumption 1. For each \( i = 1, \ldots, N \), function \( f_i : \mathbb{R}^d \to \mathbb{R} \) is convex and coercive, i.e., \( f_i(x) \to +\infty \) whenever \( \|x\| \to +\infty \).

Assumption 2. For each \( i = 1, \ldots, N \), function \( f_i : \mathbb{R}^d \to \mathbb{R} \) has Lipschitz continuous gradients, i.e., the following holds
\[
\|\nabla f_i(x) - \nabla f_i(y)\| \leq L\|x - y\|, \quad \text{for all} \quad x, y \in \mathbb{R}^d.
\]

Note that, under the above assumptions, problems (1) and (3) are solvable. We denote by \( y_i^* \in \mathbb{R}^d \) a solution to (1) and by \( \{x_i^*\}, i = 1, \ldots, N \), \( x_i^* \in \mathbb{R}^d \), a solution to (3).

There are many machine learning models that satisfy Assumptions 1 and 2 such as supervised binary classification problems studied in Section V.

The high-level goal in personalized federated learning is that each user \( i \) finds a local model, say \( x_i^* \in \mathbb{R}^d \), that performs well on the local data (i.e., the value \( f_i(x_i^*) \) is low), but that also exhibits a generalization ability with respect to data available at other users \( j \neq i \). In addition, a desirable feature of personalized federated learning is that the users are able to classify other users into two categories. The first category corresponds to those users \( j \in \{1, 2, \ldots, N\} \) that have similar data (similar \( f_j \)'s) to their own; the second category corresponds to those users whose local data is “sufficiently” different from theirs. With this classification in place, each user \( i \) can fully harness the data from “similar users” for an improved personalization while avoiding overfitting; e.g., when user \( i \) has a very few data points of its own, it effectively enlarges its data set while preserving personalization. On the other hand, the data from “sufficiently different users” should still be harnessed in a controlled way to further improve generalization abilities.

To account for the effects above, we provide a novel personalized learning formulation, where each user \( i \) wants to obtain the local model \( x_i^* \in \mathbb{R}^d \) such that \( x^* := ((x_1^*)^T, \ldots, (x_N^*)^T)^T \in \mathbb{R}^{Nd} \) is a minimizer of (3), where \( \lambda > 0 \) is a tuning parameter. Intuitively, the term \( \sum_{i=1}^N f_i(x_i) \) forces the local models \( x_i \)'s to behave well with respect to local costs \( f_i \)'s; the term \( \lambda \sum_{j \neq i} \|x_i - x_j\| \) makes the local models be mutually close, hence enabling generalization. The penalization term \( \sum_{j \neq i} \|x_i - x_j\| \) is known to enforce sparsity in other contexts, in the sense that it forces many of the \( x_i \)'s to be mutually equal at a solution of (3).

It is interesting to compare our novel formulation (3) with the personalized federated learning formulation in (4):
\[
\arg\min_{x_1, \ldots, x_N \in \mathbb{R}^d} \frac{1}{N} \sum_{i=1}^N f_i(x_i) + \gamma \sum_{j \neq i} \|x_i - x_j\|^2,
\]
where \( \gamma > 0 \) is a penalty parameter.

The difference of (4) with respect to (3) is that, in (4), the differences of local models \( x_i \) and \( x_j \) are penalized via the squared Euclidean norm, while with our formulation, the 2-norm appears without squares. There are several important implications of this difference with respect to the resulting personalized learning models. Most importantly, in contrast with (3), formulation (4) in general does not lead to model clustering for any \( \lambda > 0 \). In addition, as a side comment, the solutions to (1) and (3) are in general mutually different for any \( \lambda > 0 \) (in the sense that the solution \( \{y_i^*\} \) to (1) does not obey \( y_i^* = y_j^* \), for all \( i, j \), irrespective of the choice of \( \lambda \)). In contrast, with (3), we recover global model learning as in (1) for \( \lambda > \lambda_1 \).

We also connect (3) with convex clustering. Convex clustering, e.g. [14], is an appealing method to cluster \( N \) data points \( a_i \in \mathbb{R}^d \), \( i = 1, \ldots, N \). The method corresponds to solving problem (3) with \( f_i(x) = \frac{1}{2}\|x - a_i\|^2 \). Intuitively, to each data point \( i \), we associate a candidate cluster center \( x_i \), and then we enforce a (soft) constraint that many \( x_i \)'s should be mutually equal. There are several efficient algorithms and cluster recovery guarantees results available for convex clustering, but only when \( f_i(x) = \frac{1}{2}\|x - a_i\|^2 \). Our results make a direct generalization of convex clustering to other loss metrics, e.g., the “distance” of a candidate cluster \( x_i \) from data point \( a_i \) may be measured through the Huber loss.

### III. Theoretical Guarantees for Optimal Cluster Recovery

In this section, we state and prove our main results on characterization of solutions to (3).

We start by defining the following auxiliary optimization problem associated to a certain (predefined) partition of users \( C_1, \ldots, C_K \), \( \cup_{k=1}^K C_k = \{N\} \) and \( C_k \cap C_j = \emptyset \):
\[
\arg\min_{w_1, \ldots, w_N \in \mathbb{R}^d} \frac{1}{N} \sum_{k=1}^K n_k g_k(w_k) + \lambda \sum_{l \neq j} n_k n_l \|w_k - w_l\|,
\]
where \( g_k(w) := 1/n_k \sum_{i \in C_k} f_i(w) \), for \( w \in \mathbb{R}^d \), and \( n_k = |C_k| \) is the number of elements in \( C_k \), for \( k = 1, \ldots, K \). Let \( w_k^* = w_k^*(\lambda), k = 1, \ldots, K \), denote a solution to (5). Note that problem (5) is solvable by Assumption 1.

**Theorem 1.** Consider problem (3). Assume that, for some node partition \( C_1, C_2, \ldots, C_K \), and parameter \( \lambda \), there holds
\[
\lambda \geq \max_{k=1, \ldots, K} \max_{i,j \in C_k} \frac{\|\nabla f_i(x_i^*) - \nabla f_j(x_j^*)\|}{n_k}.
\]
Next, let \( \{x_i^*\}, i = 1, \ldots, N \), be defined as follows: for each \( i \in C_k \), let \( x_i^* = w_k^*(\lambda), k = 1, \ldots, K \), where \( \{w_k^* = w_k^*(\lambda), k = 1, \ldots, K \) is a solution to (5), defined for the same partition \( C_1, \ldots, C_K \) that verifies (6). Then, \( \{x_i^*\}, i = 1, \ldots, N \), is a solution of (3).

**Remark 1.** Note that Theorem 1 guarantees that at least one solution of (3) exhibits the clustered structure with respect to partition \( C_1, \ldots, C_K \), while it does not preclude a scenario that there might be another solution of (3) that may not exhibit this cluster structure. However, when each of the \( f_i \)'s is in addition assumed to be strictly convex, then \( \{x_i^*\} \) is unique, and it necessarily has the clustered structure.

We next prove Theorem 1.

This can be easily seen based on Theorem 1 in [17].
Proof. The proof is in spirit similar to Theorem 1 in [18]. From the first order optimality conditions for (5), we obtain that, for each \( k = 1, \ldots, K \), there must hold:
\[
\nabla g_k(w_k^*) + \lambda \sum_{l \neq k} n_l r_{kl}^* = 0,
\]
(7)
where \( r_{kl}^* \) is a subgradient of \( \|w_k - w_l\| \) with respect to \( w_k \), computed at the solution. For each \( k, l = 1, \ldots, K \), \( r_{kl}^* \) must satisfy:
\[
r_{kl}^* = \begin{cases} \\
\frac{w_k^* - w_l^*}{\|w_k^* - w_l^*\|}, & \text{for } w_k^* \neq w_l^* \\
\text{a vector } r \in \mathbb{R}^d \text{ s.t. } \|r\| \leq 1, & \text{otherwise}
\end{cases}
\]
(8)
We now turn to first order optimality conditions for the original problem (3):
\[
\nabla f_i(x_i) + \lambda \sum_{j \neq i} s_{ij} = 0,
\]
(9)
where \( s_{ij} \) is a subgradient of \( \|x_i - x_j\| \) computed with respect to \( x_i \). Similarly as in the above, at the solution, \( s_{ij} \) must satisfy:
\[
s_{ij} = \begin{cases} \\
\frac{x_i - x_j}{\|x_i - x_j\|}, & \text{for } x_i \neq x_j \\
\text{a vector } s \in \mathbb{R}^d \text{ s.t. } \|s\| \leq 1, & \text{otherwise}
\end{cases}
\]
(10)
It can be verified that, when condition (6) is fulfilled, then the following choice of \( x_i^* \) and \( s_{ij}^* \) satisfy the first order optimality conditions in (9) and (10):
\[
x_i^* = w_k^*, \quad i \in C_k,
\]
(11)
\[
s_{ij}^* = \begin{cases} \\
\frac{r_{kl}^*}{\lambda x_k}, & \text{for } x_i \neq x_j \\
\nabla f_j(w_k^*) - \nabla f_i(w_k^*), & \text{for } x_i = x_j
\end{cases}
\]
(12)
\[
\]
\[
hence proving the result.
\]

Theorem 1 guarantees the existence of a solution of (3) that exhibits the desired clustering structure. However, if the parameter \( \lambda \) is chosen too large, it can actually coarsen the clustering structure \( C_1, \ldots, C_K \) and provide a solution with \( 1 \leq M < K \) groups (clusters). The following theorem ensure the correct clustering structure is recovered.

**Theorem 2.** Consider problem (5). If for some node partition \( C_1, C_2, \ldots, C_K \) and parameter \( \lambda > 0 \) there holds
\[
\lambda \leq \frac{\min_{k, l \in [K], k \neq l} \| \nabla g_k(w_k^*) - \nabla g_l(w_k^*) \|}{2 \max_{k \in [K]} \sum_{l \neq k} n_l},
\]
(13)
then for each \( k, l \in [K], k \neq l \), we have \( w_k^* \neq w_l^* \), where \( w_k^* = w_k^*(\lambda), \ k = 1, \ldots, K \), is a solution to (3), defined for the same partition \( C_1, \ldots, C_K \), that verifies (13).

We note that in practice, the bounds (6) and (13) might not be easy to obtain, as \( w_k^* \) depend on \( \lambda \). In Appendix A we provide several considerations regarding selection of the penalty parameter \( \lambda \) in (3), in practice.

We next prove Theorem 2.
minimizing a surrogate of $L$ with the rest of primal and dual variables fixed. Then, a randomly selected subset of dual variables $\{\mu_{ij}\}$ is updated, while also bookkeeping a set of auxiliary dual variables $\{\tilde{\mu}_{ij}\}$. See equations (29)–(31) in [19] for a detailed definition of the generic PDMM.

Here, we apply and adapt PDMM to solve (14), and hence, solve (3), in the federated server-users setting. To facilitate presentation of the algorithm, we enumerate all primal variables $x_i$’s and $z_{ij}$’s through a common index set $S_P$ with $N^2$ elements, such that the $i$-th element of $S_P$, $i = 1, \ldots, N$, corresponds to $x_i$, and the remaining $N(N - 1)$ subsequent elements correspond to $z_{ij}$’s, where the ordered pairs $\ell \sim (i, j)$ are positioned lexicographically in $S_P$. For example, $(N + 1)$-th element of $S_P$ corresponds to variable $z_{12}$, $(N + 2)$-nd element of $S_P$ corresponds to $z_{13}$, etc. Similarly, we let $D_S$ be the $N(N - 1)$-sized index set, such that its $\ell$-th element corresponds to the dual variable $\mu_{ij}$, $\ell \sim (i, j)$, $\ell = 1, \ldots, N(N - 1)$. The PDMM-based personalized FL method is shown in Algorithm 1.

Functions $B_i(\cdot, \cdot)$ in (16) and $B_{ij}(\cdot, \cdot)$ in (17) are instances of Bregman divergence, e.g., [16]: for example, they can be taken as $B(u, v) = \frac{1}{2}\| u - v \|^2$. The choice of functions $B_i(\cdot, \cdot)$ and $B_{ij}(\cdot, \cdot)$ also affect the computational cost of updates (16) and (17), respectively. For example, for $B_{ij}(u, v) = \frac{1}{2}\| u - v \|^2$, update (17) corresponds to evaluating a proximal operator of the 2-norm that is done block soft-thresholding. See also subsection 2.1 in [16] for the choices of $B_{ij}(\cdot, \cdot)$ that make update (16) computationally cheap. The positive parameters $\eta_i$ in (16) and $\eta_{ij}$ in (17) weigh the Bregman divergence terms; the larger $\eta_i$ is, the closer $x_i^{(t+1)}$ is to $x_i^{(t)}$, i.e., the smaller steps the algorithm makes. A similar effect is achieved with $\eta_{ij}$ in (17). Quantity $\hat{\mu}_{ij}^{(t)}$ in (19) is an auxiliary dual variable associated with the dual variable $\mu_{ij}^{(t)}$. The update step (19) is a backward dual step that is introduced for improving the algorithm’s stability that may otherwise be violated due to the parallel and randomized nature of primal variable updates; see (16) for details. Similarly, parameters $\tau > 0$ and $\nu > 0$ in (18) and (19), respectively, are “damping” factors in dual variable updates, that are again used to stabilize the algorithm trajectory.

With Algorithm 1’s initialization, we can set the $y_i^{(0)}$, $\mu_{ij}^{(0)}$’s, and $\tilde{\mu}_{ij}^{(0)}$’s arbitrarily. For example, they can be all set to zero. For the initialization of the $x_i$’s, we need that $x_i^{(0)}$, $j \neq i$, is available at each user $i$. This can be achieved by, e.g., setting $x_i^{(0)} = 0$, for all $i$, or by letting the server send a common initial point $y_i^{(0)} \in \mathbb{R}^d$ to all users prior to the algorithm start, so that each user $i$ sets $x_i^{(0)} = y_i^{(0)}$. The initial point $y_i^{(0)}$ may also be obtained by (approximately) solving (1) via a (non-personalized, standard) FL algorithm, e.g., FedAvg.

With Algorithm 1 the server maintains and updates the $N(N - 1)$ $d \times 1$-sized dual variables $\mu_{ij}^{(t)}$, $i, j = 1, \ldots, N$, $i \neq j$. Each user $i$ maintains and updates the $d \times 1$-sized primal variable $x_i^{(t)}$; $N - 1$ $d \times 1$-sized primal variables $z_{ij}^{(t)}$, $j \neq i$; and $N - 1$ $d \times 1$-sized auxiliary dual variables $\tilde{\mu}_{ij}^{(t)}$, $j \neq i$.

With Algorithm 1 communication from users to the server (“uplink”) takes place at steps (S5) and (S6). Note that, at

---

**Algorithm 1** A PDMM-based algorithm for personalized FL and model clustering

```
for $t = 0, \ldots, T - 1$ do

(S1) The server randomly selects a subset $S_P^{(t)} \subset S_P$ of $S_P$, $S_P < N^2$, primal variables;

(S2) Each user $i \in \{1, \ldots, N\}$, such that $i \in S_P^{(t)}$, performs the update of $x_i^{(t)}$ as follows:

$x_i^{(t+1)} = \arg\min_{x_i \in \mathbb{R}^d} f(x_i) + \sum_{j \neq i} (\mu_{ij}^{(t)})^T x_i$

$+ \frac{\beta}{2} \sum_{j \neq i} \| x_i - x_j - z_{ij}^{(t)} \|^2$

$+ \eta_i B_I(x_i, x_i^{(t)})$.

(S3) Each user $i \in \{1, \ldots, N\}$, such that $\ell \in S_D^{(t)}$, $\ell \sim (i, j)$, performs the update of $z_{ij}^{(t)}$ as follows:

$z_{ij}^{(t+1)} = \arg\min_{z_{ij} \in \mathbb{R}^d} \lambda \| z_{ij} \| - (\tilde{\mu}_{ij}^{(t)})^T z_{ij}$

$+ \frac{\rho}{2} \| x_i^{(t)} - x_j^{(t)} - z_{ij}^{(t)} \|^2$

$+ \eta_{ij} B_{ij}(z_{ij}, z_{ij}^{(t)})$.

(S4) For each $s \in \{1, \ldots, N\}$, and $\ell, \ell \sim (i, j)$, such that $s, \ell \notin S_P^{(t)}$, set $x_s^{(t+1)} = x_i^{(t)}$, and $z_{ij}^{(t+1)} = z_{ij}^{(t)}$;

(S5) Each user $i \in \{1, \ldots, N\}$, such that $i \in S_P^{(t)}$, sends $x_i^{(t+1)}$ to the server;

(S6) Each user $i \in \{1, \ldots, N\}$, such that $\ell \in S_D^{(t)}$, $\ell \sim (i, j)$, sends $z_{ij}^{(t+1)}$ to the server;

(S7) The server collects $\{x_i^{(t+1)}\}, i \in S_P^{(t)}$, and broadcasts this $(S_P \cdot d) \times 1$ vector to all users $i \notin S_P^{(t)}$;

(S8) The server picks a random subset $S_P^{(t)}$, $S_D^{(t)} \subset S_D$, of $S_D$ dual variables, and performs the following update for $\ell \in S_D$, $\ell \sim (i, j)$:

$\mu_{ij}^{(t+1)} = \mu_{ij}^{(t)}$

$+ \tau \rho \left( x_i^{(t+1)} - x_j^{(t+1)} - z_{ij}^{(t+1)} \right)$.

(S9) The server sets $\mu_{ij}^{(t+1)} = \tilde{\mu}_{ij}^{(t)}$, for $\ell \notin S_D^{(t)}$, $\ell \sim (i, j)$;

(S10) For each $\ell \in S_D^{(t)}$, $\ell \sim (i, j)$, the server sends $\tilde{\mu}_{ij}^{(t+1)}$ to user $i$;

(S11) Each user $i$, such that $(i, j) \sim \ell$, $\ell \in S_D^{(t)}$, performs the following update:

$\hat{\mu}_{ij}^{(t+1)} = \tilde{\mu}_{ij}^{(t+1)}$

$- \nu \rho \left( x_i^{(t+1)} - x_j^{(t+1)} - z_{ij}^{(t+1)} \right)$.

end for
```
each \( t \), during steps (S5) and (S6), the server receives exactly \( S_P \ d \times 1 \)-sized (real vectors) messages. Here, \( S_P \) is the design parameter that can be taken to be much smaller than \( N \), hence the uplink communication does not incur high overhead. Communication from the server to users (“downlink”) takes place at steps (S7) and (S10). At step (S7), the server broadcasts \( S_D \ d \times 1 \)-sized messages. At step (S10), the server transmits a total of \( S_D \ d \times 1 \)-sized messages to different users. (Specifically, variable \( \mu_{ij}^{(t+1)} \) is sent to user \( i \), for \( \ell \sim (i, j) \), \( \ell \in S_D(t) \).) Therefore, the downlink communication involves a total of \((S_P + S_D) \ d \times 1 \)-sized messages per iteration \( t \). Quantity \( S_D \) is also a design parameter that can be set to be much smaller than \( N \); hence, the downlink communication does not incur a significant communication overhead.

By applying Theorem 3 in \cite{16} it can be shown that, under appropriately chosen tuning parameters, \( \mathbb{E} \left[ F(x^{(i)}) - F^* \right] = O(1/t) \), where we recall that \( F \) is the objective function defined in \( (3) \). \( F^* = \inf_x F(x) \), and \( x^{(t)} = ([x_1^{(t)}] \top, \ldots, [x_N^{(t)}] \top) \top \) is generated by Algorithm 1.

V. Numerical results

We now present numerical simulations. In the first set of experiments, we evaluate the cluster recovery abilities, as well as personalization and generalization abilities of the proposed formulation \( (3) \) and compare it with alternatives.

We now describe the first set of experiments. We consider a supervised binary classification problem. The generated data contains \( K = 3 \) clusters. For each cluster, for each given label/class \((\pm 1)\), the data comes from a uniform distribution over an ellipse in \( \mathbb{R}^2 \). The two ellipses that correspond to different classes for a given cluster overlap, so that the data in each cluster is not linearly separable. We generate 200 (training) data points from the distributions from each cluster, 100 points per class. Then, we associate to each cluster 20 FL users. Each FL user samples 10 data points out of the 200 data points available in its cluster. Hence, the data for all users within a cluster comes from the same distribution. Figure 1 illustrates the data, where different colors correspond to different clusters, while the dashed lines represent optimal separators for each cluster, computed using the squared Hinge loss over the full training data, for each cluster.

We compare the proposed formulation \( (1) \) with the alternatives in \( (1), (2) \) and \( (4) \), referred to here as the global model, local models, and squared penalty, respectively. Formulation \( (1) \) corresponds to a standard, non-personalized FL solution. That is, the classifier vectors \( x_i \)'s with \( (1) \) are equal for all users, i.e., \( x_i = y^* \), where we recall that \( y^* \) is the solution to \( (1) \). With formulation \( (2) \), each user \( i \)'s classifier vector equals \( x_i = y^* = \arg \min_x \sum_{j \in C_k} f_k(x) \). In addition, we compare the proposed formulation \( (3) \) with an oracle model that knows beforehand the clustering structure of the users; then, for each user \( i \) within a cluster \( C_k \), the oracle lets user \( i \)'s classifier vector be \( x_i = \arg \min_x \sum_{j \in C_k} f_k(x) \). We expect that the oracle model performs best in the considered setup among all methods, as it has an unfair advantage of knowing the cluster structure beforehand, and the data distributions of different clusters are very different, so data from a different cluster confuses another cluster’s classifier. To evaluate solutions \( (1)- (4) \), we used CVXPY \cite{20, 21}.

In order to evaluate generalization and personalization abilities of different methods, we evaluate testing accuracy of the corresponding classifiers with respect to a newly generated test data. More precisely, let \( x_i \) be a classifier vector for user \( i \) obtained through training via any of the methods \( (1)- (4) \). For each user \( i \), we then evaluate the testing accuracy of the classifier \( x_i \) with respect to the full testing data set for the cluster to which user \( i \) belongs to. We then average the testing accuracy across all users \( i = 1, \ldots, N \). For each cluster, the testing data is generated by drawing new samples (new with respect to training data) from the same distributions according to which the training data is generated. Methods \( (3) \) or \( (4) \) then exhibit generalization if the average testing accuracy is above the average testing accuracy of local models; they exhibit personalization if their average testing accuracy is above that of the global model. The performance of the models, for different values of \( \lambda \), is presented in Figure 2. Additionally, we present the average Euclidean distance between the classifier
vectors $x_i$'s belonging to the same cluster. The results are summarized in Figure 3.

Fig. 2: The average classification accuracy across all users and all clusters. We can see that the two personalization methods achieve both personalization, as they outperform the global model, as well as generalization, as they outperform the strictly local model, for certain values of $\lambda$.

Fig. 3: The average distance between models across all users and all clusters. We can see that the distance between models increases, as $\lambda$ decreases, which is to be expected, as the models fit better to their local data. However, the proposed method results in more compact solutions within clusters, compared to the squared penalty one.

Figures 2 and 3 show the following. For $\lambda$ sufficiently large, our method enforces consensus, and effectively performs as the standard FL method [1]. For $\lambda$ sufficiently small, the proposed method achieves both personalization, as it significantly outperforms the global model, as well as generalization, as the performance on the the complete cluster data is better than the strictly local models. Compared to the squared penalty model [4], we note that our method recovers the global model for sufficiently large $\lambda$, while the squared penalty method can recover the global model only asymptotically, as $\lambda$ tends to infinity. The highest average accuracy is achieved by our method, being at 86.8%, compared to the highest average accuracy of the squared penalty method, being at 86.6%.

VI. CONCLUSION

We proposed a novel approach to personalized federated learning that, in addition to personalization and generalization, allows for clustering of users’ local models. The approach is based on a novel formulation of personalized FL wherein we minimize the sum of local users’ costs with respect to their local models, subject to a penalization term that penalizes the local models’ differences via a sum-of-norms penalty. We prove exact cluster recovery guarantees for a general class of local users’ costs, assuming that the penalty parameter $\lambda$ that weighs the sum-of-norms penalty falls within an appropriately defined range. We further explicitly characterize this range in terms of within-clusters and across-clusters heterogeneity of local users’ costs (models). As an interesting byproduct, these results represent a direct generalization of convex clustering recovery guarantees for more general per-data point losses. Next, we propose an efficient algorithm based on the Parallel Direction Method of Multipliers (PDMM) to solve the proposed formulation in a federated server-users setting. Numerical experiments illustrate and corroborate the results.
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APPENDIX A

PRACTICAL CONSIDERATIONS

In this section we discuss some practical aspects regarding the penalty parameter $\lambda$ of the formulation (5). Namely, we present upper and lower bounds alternative to (6)–(13), that still uncover the clustering structure. We also discuss how to select $\lambda$ in practice.

Remark 2. Note that, in (6), the right hand side depends on $\lambda$ through the $w_k^\star(\lambda)$’s. We can replace condition (4) with a more conservative condition as follows. Denote by $G : \mathbb{R}^{N \times K} \to \mathbb{R}$, the following function:

$$ G(w_1, \ldots, w_K) = \frac{1}{N} \sum_{k=1}^{K} n_k g_k(w_k). $$

By Assumption 4, $G$ is coercive and it has compact sub-level sets. Let, also, $g^\star$ be the optimal value of (5), i.e.:

$$ g^\star = \frac{1}{N} \sum_{k=1}^{K} n_k g_k(w_k^\star) + \lambda \sum_{k \neq l} n_k n_l \|w_k^\star - w_l^\star\|. \quad (20) $$

Then, clearly, $G(w_1^\star, \ldots, w_K^\star) \leq g^\star$. On the other hand, we have

$$ g^\star \leq \frac{1}{N} \sum_{k=1}^{K} n_k g_k(y) + \sum_{l \neq k} n_l n_l \|y^\star - y^l\| = \frac{1}{N} \sum_{i=1}^{N} f_i(y^\star) = f^\star, \quad (21) $$

where we recall that $y^\star$ is a solution to (1). Therefore, we conclude that, for any $\lambda \geq 0$, $\{w_k^\star(\lambda)\}$ belongs to the compact set

$$ W := \{w_1, \ldots, w_K : G(w_1, \ldots, w_K) \leq f^\star\}. \quad (22) $$

Therefore, Theorem 7 continues to hold if we replace (6) with the following more stringent requirement:

$$ \lambda \geq \bar{\lambda} := \max \left\{ \max_{k=1, \ldots, K} \max_{i,j \in C_k} \{w_k\} \in W \right\} \frac{\|\nabla f_i(w_k) - \nabla f_j(w_k)\|}{n_k}. \quad (23) $$

Clearly, set $W$ in (23) can be replaced with a larger compact set $\{w_1, \ldots, w_K : G(w_1, \ldots, w_K) \leq \frac{1}{N} \sum_{i=1}^{N} f_i(x^\star)\}$, with arbitrary $x^\star \in \mathbb{R}^d$, e.g., $x^\star = 0$.

Remark 3. Note that, in (13), the right hand side also depends on $\lambda$ through the $w_k^\star(\lambda)$’s. We can replace (13) with the following more conservative condition:

$$ \lambda < \overline{\lambda} := \min_{k \in [K]} \min_{l \neq k} \min_{\{w_k\} \in W} \frac{\|\nabla g_k(w_k) - \nabla g_l(w_k)\|}{2 \max_{k \in [K]} \sum_{l \neq k} n_l}. \quad (24) $$

where set $W \subset \mathbb{R}^{d \times K}$ is defined in (22).

Remark 4. Note that, if $\bar{\lambda} < \overline{\lambda}$, then, for any $\lambda \in (\bar{\lambda}, \overline{\lambda})$, both Theorems 7 and 2 hold, i.e., formulation (5) perfectly recovers the $f_i$’s cluster structure $C_1, \ldots, C_K$, and moreover the models $w_k^\star$’s, $k = 1, \ldots, K$, that correspond to different clusters, are mutually distinct. Intuitively, condition $\lambda < \overline{\lambda}$ requires that the (appropriately scaled) within-clusters function heterogeneity is smaller than the (appropriately scaled) between-clusters function heterogeneity.

In practice, we may not know quantities $\lambda$ and $\overline{\lambda}$. Similarly to convex clustering approaches, e.g. (22), we can solve (3) for a set of values of the penalty parameter $\lambda$, $\{\lambda(r)\}$, $r = 1, \ldots, R$, i.e., we can generate a solution path. In more detail, we can set $\lambda = \lambda(1) = c \lambda(r)$, $r = 1, 2, \ldots$, for a small positive $\lambda(1)$, where $c > 1$ is a constant, and $R$ is the smallest index $r$ such that the number of distinct vectors $x^*_l(\lambda(R))$,
Let Assumptions 1, 2 and 3 hold. Then, for any $\lambda$ satisfying

$$
\lambda \in \left[ \max_{k \in [K]} \frac{\epsilon_k}{n_k}, \min_{k \neq l} \left[ \frac{\delta_{kl} - (\epsilon_k + \epsilon_l)}{2 \max_{k \in [K]} \sum_{l \neq k} n_l} \right] \right],
$$

the conditions of Theorems 7 and 2 are satisfied.

**Remark 5.** Note that conditions (25) and (26) can be interpreted as measures of within-cluster homogeneity and between-cluster heterogeneity, respectively. In particular, let $x^*_i \in \mathbb{R}^d$ denote a optima of $f_i(x), i \in [N]$. Then, per (25) and (26), we have

$$
\|\nabla f_j(x^*_i)\| \leq \epsilon_k, \forall i, j \in C_k,
$$

$$
\|\nabla f_j(x^*_i)\| \geq \delta_{kl}, \forall i \in C_k, \forall j \in C_l, k \neq l.
$$

From convexity of $f_i$'s (Assumption 7) for any $k \in [K], i, j \in C_k$, if $\epsilon_k$ small, we can expect $f_j(x^*_i)$ to be a good approximation to $f_j(x^*_j)$. On the other hand, for any non-trivial $k \neq l$ and $i \in C_k, j \in C_l$, using Lipschitz continuity of the gradients of $f_i$'s, we have

$$
f_j(x^*_i) - f_j(x^*_j) \geq \frac{1}{2L} \|\nabla f_j(x^*_i)\|^2 \geq \frac{\delta_{kl}^2}{2L}.
$$

Hence, for $\delta_{kl}$ large, $f_j(x^*_i)$ can be an arbitrarily bad approximation to $f_j(x^*_j)$. Therefore, $\epsilon_k$ and $\delta_{kl}$ can be interpreted as natural measures of within-cluster homogeneity and between-cluster heterogeneity, respectively.

**Remark 6.** Theorem 3 states that the clustering structure of the solution is maintained, for any choice of $\lambda$ satisfying (27). Compared to the results from Theorems 1 and 2, the resulting interval (if existent) is smaller, but the lower and upper bounds are independent of $\lambda$, and of the optimal solutions of problem (5).

**Remark 7.** Compared with (25) and (26), while possibly smaller, the interval (27) provides a more natural interpretation: if the between-cluster heterogeneity is sufficiently larger than the within-cluster homogeneity, so the interval (27) is non-empty, a (strong) clustering structure among users exists, and can be recovered by (3).

We now prove Theorem 3.

**Proof.** From Assumption 3 it directly follows that

$$
\max_{k \in [K]} \max_{j \in C_k} \frac{\|\nabla f_j(w^*_k) - \nabla f_j(w^*_l)\|}{n_k} \leq \max_{k \in [K]} \frac{\epsilon_k}{n_k}.
$$

Next, for any $k \in [K], i \in C_k$, we have

$$
\|\nabla g_k(x) - \nabla f_i(x)\| = \left\| \frac{1}{n_k} \sum_{j \in C_k} \left( \nabla f_j(x) - \nabla f_i(x) \right) \right\|
\leq \frac{1}{n_k} \sum_{j \in C_k \setminus \{i\}} \|\nabla f_j(x) - \nabla f_i(x)\|
\leq \frac{n_k - 1}{n_k} \epsilon_k < \epsilon_k.
$$

For any $k, l \in [K], k \neq l$, and any $i \in C_k, j \in C_l$, we then get

$$
\|\nabla g_k(x) - \nabla g_l(x)\| \geq \|\nabla f_i(x) - \nabla f_j(x)\|
- \|\nabla g_k(x) - \nabla f_i(x)\| - \|\nabla g_l(x) - \nabla f_j(x)\|
> \delta_{kl} - \epsilon_k - \epsilon_l.
$$

Plugging in $w^*_k$ and taking the min with respect to $k \neq l$ gives

$$
\min_{k \neq l} \|\nabla g_k(w^*_k) - \nabla g_l(w^*_l)\| \geq \min_{k \neq l} (\delta_{kl} - \epsilon_k - \epsilon_l).
$$

Finally, dividing both sides by $2 \max_{k \in [K]} \sum_{l \neq k} n_l$ gives the desired result. \qed

Note that we know that, for $\lambda \geq \lambda$, for some $\lambda > 0$, all the $x^*_i(\lambda)$'s coincide. Hence, all the $x^*_i(\lambda)$'s are necessarily mutually equal for a certain $\lambda^{(R)}$, for some finite $R > 0$. When solving (3) for $\lambda = \lambda^{(R+1)}$, the numerical solver of (3) (e.g., see ahead Algorithm 1) can use warm start, i.e., it can be initialized with $\{x^*_i(\lambda^{(R)})\}$. The resulting solution path $\{\lambda^r(\lambda^{(R)})\}, r = 1, \ldots, R$, will typically have a non-increasing number of mutually distinct models $x^*_i$'s, with $N$ distinct models for $\lambda^{(2)}$ and a sufficiently small $\lambda^{(1)}$, and one distinct model for $\lambda^{(R)}$.

If, for a certain value $r$ (or for a range of values $r$), we have that $\lambda^{(r)} \in (\lambda, \lambda^{(X)})$ and there holds $\lambda < \lambda^{(X)}$ (a hidden cluster structure exists), then solution $\{x^*_i(\lambda^{(r)})\}$ satisfies Theorems 1 and 2, i.e., the hidden cluster structure is uncovered. For a fixed $\lambda^{(r)}$, we can check whether the hidden cluster structure is uncovered in an “a posteriori” way as follows. We first fix the clustering $C_1 = C_1(\lambda^{(r)}), \ldots, C_K = C_K(\lambda^{(r)})$ induced by $\{x^*_i(\lambda^{(r)})\}$, and then we check whether conditions (23) and (24) hold.

Even when we are not directly concerned with uncovering the hidden cluster structure in the sense of Theorems 1 and 2 there are several merits of computing the solution path, similarly to the convex clustering scenario, e.g., (24). For example, depending on the requirements of a given application, we can select the index $r$, i.e., the model $\{x^*_i(\lambda^{(r)})\}$ for which the number of distinct $x^*_i$'s (closely) matches the need of the current application. Furthermore, increasing $\lambda$ translates into improving the degree of generalization and reducing the degree of personalization, so one can select the appropriate $\{x^*_i(\lambda^{(r)})\}$ according to the current application needs.

**APPENDIX B**

**FURTHER INSIGHTS THROUGH A SPECIAL CASE**

In this section, we provide further insight into the method, by analyzing a special case. We consider an explicit clustering structure, given by the following assumption.

**Assumption 3.** There exists a node partition $C_1, C_2, \ldots, C_K$, and parameters $\epsilon_k, \delta_{kl} > 0, k, l = 1, \ldots, K, k \neq l$, such that the following holds:

$$
\sup_{x \in \mathbb{R}^d} \|\nabla f_i(x) - \nabla f_j(x)\| \leq \epsilon_k, \forall i, j \in C_k,
$$

$$
\inf_{x \in \mathbb{R}^d} \|\nabla f_i(x) - \nabla f_j(x)\| \geq \delta_{kl}, \forall i \in C_k, \forall j \in C_l, k \neq l.
$$

We then have the following result.

**Theorem 3.** Let Assumptions 7 and 2 hold. Then, for any $\lambda$ satisfying

$$
\lambda \in \left[ \max_{k \in [K]} \frac{\epsilon_k}{n_k}, \min_{k \neq l} \left[ \frac{\delta_{kl} - (\epsilon_k + \epsilon_l)}{2 \max_{k \in [K]} \sum_{l \neq k} n_l} \right] \right],
$$

the conditions of Theorems 7 and 2 are satisfied.
Moreover, assuming strong convexity, Assumption 3 implies a clustering structure among the local solutions, as shown by the following result.

**Theorem 4.** Let each \( f_i(x), i = 1, \ldots, N \), be \( \mu \)-strongly convex, and let Assumptions 2, 3 hold. Denote by \( x_i^* \) the (global) optima of \( f_i(x), i = 1, \ldots, N \). Then, the following holds:

\[
\|x_i^* - x_j^*\| \leq \frac{\epsilon_k}{\mu}, \forall i, j \in C_k, \quad (28)
\]

\[
\|x_i^* - x_j^*\| \geq \frac{\delta_{kl}}{L}, \forall i \in C_k, \forall j \in C_l, k \neq l. \quad (29)
\]

**Remark 8.** Theorem 4 shows that optimal models of users belonging to the same clusters are at least \( \epsilon \) close, with optimal models of users belonging to different clusters being at least \( \delta \) apart. Here, \( \epsilon = \max_{k \in [K]} \frac{\delta_k}{\mu} \), and \( \delta = \min_{k \neq l} \frac{\delta_{kl}}{L} \). In the case that \( \epsilon < \delta \), the clustering structure implied by Theorem 4 is strong, in the sense that the local optima corresponding to different clusters are well separated.

**Remark 9.** In the case that \( \epsilon < \delta \) and the interval given by (27) is non-empty, Theorems 3 and 4 show that a natural clustering structure among the user’s costs exists. In addition, the proposed formulation (3) uncovers the said structure, for any \( \lambda \) in a range that is independent of the optimal solutions of problem (5).

We now prove Theorem 4.

**Proof.** From Assumption 3 for \( i \in C_k, j \in C_l, k \neq l \), and for all \( x \in \mathbb{R}^d \), we have

\[
\delta_{kl} \leq \|\nabla f_i(x) - \nabla f_j(x)\|.
\]

In particular, for \( x = x_i^* \), we have

\[
\delta_{kl} \leq \|\nabla f_j(x_i^*)\| = \|\nabla f_j(x_i^*) - \nabla f_j(x_j^*)\| \leq L\|x_i^* - x_j^*\|,
\]

implying (29). Similarly, for \( i, j \in C_k \), and for all \( x \in \mathbb{R}^d \), we have

\[
\|\nabla f_i(x) - \nabla f_j(x)\| \leq \epsilon_k.
\]

In particular, for \( x = x_i^* \), we have

\[
\epsilon_k \geq \|\nabla f_j(x_i^*)\|^2 \geq 2\mu(f_j(x_i^*) - f_j(x_j^*)),
\]

where we used the Polyak-Lojasiewicz inequality in the second step. From strong convexity of \( f_j \), we have

\[
f_j(x_i^*) \geq f_j(x_j^*) + \frac{\mu}{2}\|x_i^* - x_j^*\|^2.
\]

Rearranging and plugging into (30), we get

\[
\epsilon_k^2 \geq \mu^2\|x_i^* - x_j^*\|^2,
\]

which implies (28).

**APPENDIX C**

**ADDITIONAL EXPERIMENTS**

Here, we present some additional experiments. First, we evaluate the clustering recovery of (3) and compare it with (4). The data is generated using the same methodology described in Section V with each ellipse containing 100 data points, hence each cluster contains a total of 200 data points. The dataset is shown in Figure 4. We generate \( n = 10 \) users per cluster, and each user samples 85% of points from the cluster it belongs to, ensuring the resulting models will be similar for users within clusters. The performance of (3) and (4) is evaluated for different values of the penalty parameter \( \lambda \), belonging to \{1000, 1, 0.12, 0.08, 0.05, 0.03, 0.02, 0.01\}. The dashed lines in the figures correspond to optimal separators for each cluster, evaluated on the full data. The full lines represent model estimates corresponding to (3) and (4). The results are presented in Figure 6.

We can see that Figure 6 corroborates the results from Theorems 1 and 2. In particular, for \( \lambda \) sufficiently large, our method produces only one model across all users. For \( \lambda \) higher than, but close to the theoretical upper bound from Theorem 2, the method produces two models across all the users (second row, left image). Finally, for \( \lambda \) within the theoretical range, our method produces exactly three models, uncovering the clustering structure. We remark that, while the produced models are not optimal for the training data, they can still be used as a guideline: if a clustering solution is obtained, and the parameter \( \lambda \) falls within the theoretical bounds suggested by Theorems 1 and 2, an innate clustering structure is uncovered, and the users that are selected in the clusters can focus on training their models within the cluster of similar users. Moreover, the left image in the third row suggests that the bounds obtained by Theorems 1 and 2 are somewhat conservative - the proposed method produced 3 models across users, for \( \lambda \) that is lower than the theoretical lower bound, meaning that in practice, the clustering structure can be recovered for a wider range of \( \lambda \) than predicted by theory.

![Fig. 4: Data used for evaluating clustering recovery. Each ellipse contains 100 datapoints.](image-url)
users, being 40% of the total users. The PDMM tuning parameters are selected as $\rho = 10$, $\eta = 10$, $\tau = \frac{4}{5}$, $\nu = \frac{1}{5}$.

The Bregman divergence in PDMM is set to be the squared Euclidean distance. All variables in PDMM (primal and dual) are initialized to zero vectors.

We evaluate the cost function in (3) achieved by PDMM at each iteration $t$. We also evaluate the optimal value of the cost in (3) via CVXPY. We then plot the difference (optimality gap) along iterations. To evaluate the performance of PDMM for (3), we used the primal variables $x_i$'s. In particular, we plot $F(x([t])) - F^*$, where $F$ is the objective defined in (3) and $F^*$ denotes the optimal value of $F$, computed via CVXPY. The parameter $\lambda$ is set to 0.02. The results are presented in Figure 5.

While this is not pursued here, we remark that it is possible to reduce Algorithm 1 complexity by dynamically (over iterations) exploiting the clustered structure of a solution to (3). Namely, note that, for a solution $\{x_i^t\}$ of (3), if $x_i^* = x_j^*$ for some $i \neq j$, then $z_{ij}^* = 0$. This may be exploited in the algorithm implementation as follows: once user $i$ detects that $z_{ij}^{(t)}$ is close to zero over a range of consecutive iterations, it can cease updating $z_{ij}^{(t)}$ and cease communicating it to the server, and it can also replace locally $x_j^{(t)}$ with $x_i^{(t)}$ in its subsequent updates. This also translates into reducing the communication cost at the server side, as $x_j^{(t)}$ no longer needs to be communicated to user $i$. In this way, storage, computational, and communication costs may be dynamically reduced as the algorithm evolves.
Fig. 6: Clustering structure of the models. The plots show how the number of distinct models changes with the penalty parameter λ. In particular, the values of λ correspond to \{1000, 1, 0.12, 0.08, 0.05, 0.03, 0.02, 0.01\} from left to right, top to bottom, respectively. Note that the squared penalty method does not achieve consensus even for very high values of λ.