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Abstract

In this paper two new families of arbitrary high order accurate spectral discontinuous Galerkin (DG) finite element methods are derived on staggered Cartesian grids for the solution of the incompressible Navier-Stokes (NS) equations in two and three space dimensions. The discrete solutions of pressure and velocity are expressed in the form of piecewise polynomials along different meshes. While the pressure is defined on the control volumes of the main grid, the velocity components are defined on edge-based dual control volumes, leading to a spatially staggered mesh. Thanks to the use of a nodal basis on a tensor-product domain, all discrete operators can be written efficiently as a combination of simple one-dimensional operators in a dimension-by-dimension fashion.

In the first family, high order of accuracy is achieved only in space, while a simple semi-implicit time discretization is derived by introducing an implicitness factor $\theta \in [0.5, 1]$ for the pressure gradient in the momentum equation. The real advantages of the staggering arise after substituting the discrete momentum equation into the weak form of the continuity equation. In fact, the resulting linear system for the pressure is symmetric and positive definite and either block penta-diagonal (in 2D) or block hepta-diagonal (in 3D). As a consequence, the pressure system can be solved very efficiently by means of a classical matrix-free conjugate gradient method. From our numerical experiments we find that the pressure system appears to be reasonably well-conditioned, since in all test cases shown in this paper the use of a preconditioner was not necessary. This is a rather unique feature among existing implicit DG schemes for the Navier-Stokes equations. In order to avoid a stability restriction due to the viscous terms, the latter are discretized implicitly using again a staggered mesh approach, where the viscous stress tensor is also defined on the dual mesh.

The second family of staggered DG schemes proposed in this paper achieves high order of accuracy also in time by expressing the numerical solution in terms of piecewise space-time polynomials. In order to circumvent the low order of accuracy of the adopted fractional stepping, a simple iterative Picard procedure is introduced, which leads to a space-time pressure-correction algorithm. In this manner, the symmetry and positive definiteness of the pressure system are not compromised. The resulting algorithm is stable, computationally very efficient, and at the same time arbitrary high order accurate in both space and time. These features are typically not easy to obtain all at the same time for a numerical method applied to the incompressible Navier-Stokes equations. The new numerical method has been thoroughly validated for approximation polynomials of degree up to $N = 11$, using a large set of non-trivial test problems in two and three space dimensions, for which either analytical, numerical or experimental reference solutions exist.
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1. Introduction

In this paper two novel families of efficient arbitrary high order accurate discontinuous Galerkin (DG) methods are presented for the solution of the two- and three-dimensional incompressible Navier-Stokes (NS) equations on staggered Cartesian meshes. The governing partial differential equations (PDE) read

$$\frac{\partial \mathbf{v}}{\partial t} + \nabla \cdot \mathbf{F} + \nabla p = 0$$ (1)

$$\nabla \cdot \mathbf{v} = 0$$ (2)

where \( \mathbf{v} = \mathbf{v}(x, t) = (u(x, t), v(x, t), w(x, t)) \) is the velocity vector in three space dimensions, \( p = p(x, t) \) is the normalized fluid pressure, \( x = (x, y, z) \) is the vector of the spatial-coordinates and \( \mathbf{F} = (F_u, F_v, F_w) \) is the flux tensor that contains both, nonlinear convection \( F_c = \mathbf{v} \otimes \mathbf{v} \) and diffusion \( F_d = -\nu \nabla \mathbf{v} \), and which therefore reads

$$\mathbf{F} = F_c + F_d = \mathbf{v} \otimes \mathbf{v} - \nu \nabla \mathbf{v},$$ (3)

where \( \nu \) is the kinematic viscosity.

The incompressible Navier-Stokes equations (1) and (2) are of great interest for practical applications concerning the simulation of fluid flow in hydraulics, mechanical and naval engineering, oceanography and geophysics, physiological fluid flow in the human cardiovascular and human respiratory system, just to mention a few, but also in astrophysics or high-energy physics when the compressibility of high-density plasma becomes negligible. Because of this great interest across many different scientific disciplines, many attempts in resolving these equations have been made in the past, but research on numerical schemes for the Navier-Stokes equations remains an important research topic even nowadays. For many decades either finite-difference schemes \([78, 111, 112, 137]\) or continuous finite element methods \([129, 18, 85, 69, 138, 81, 82, 5, 17]\) were the state of the art. Only more recently, the discontinuous Galerkin (DG) finite-element method is used for the solution of the incompressible Navier-Stokes equations.

Reed and Hill were the first in introducing the DG finite-element discretization \([117]\) for the solution of neutron-transport equations. Later, Cockburn and Shu extended the DG framework to the general case of non-linear systems of hyperbolic conservation laws in a series of well-known fundamental papers \([49, 48, 46, 51]\). Further to that, the nonlinear \( L_2 \) stability of DG methods has been proven by Jiang and Shu \([86]\) by demonstrating the validity of a cell entropy inequality for semi-discrete DG schemes, and then the proof has been extended to the case of systems in \([7, 54]\). Initially, DG schemes were only used as higher-order spatial discretization, while time discretization was done with standard TVD Runge-Kutta schemes, leading to the family of classical Runge-Kutta-DG (RKDG) schemes. For alternative Lax-Wendroff-type or ADER-type time discretizations in the DG context, see \([115, 63, 124]\). A review of DG finite element methods is provided in \([47, 52]\). Even if higher-order DG schemes became more and more attractive and popular in recent years, probably the major drawback of explicit DG methods consists in the severe CFL stability condition that make the time step proportional to \(1/(2N + 1)\), where \(N\) is the degree of the approximation polynomials used in the DG scheme. The DG method has been also extended to a uniform space-time formalism by Van der Vegt et al. \([135, 136, 89]\), resulting in a fully implicit discretization. On the counterpart, a fully implicit DG formulation leads to a globally coupled nonlinear system for the degrees of freedom of the space-time DG polynomials, the solution of which can become computationally very demanding at every single time-step. The first DG method for the compressible Navier-Stokes equations has been presented by Bassi and Rebay in \([9]\) and and Baumann and Oden \([10, 11]\). Notice that the DG finite-element formulation of the parabolic (second order) terms in the equations, or for even higher order spatial derivatives,
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is not straightforward \[50, 140, 100\]. A unified analysis of DG schemes for elliptic problems is outlined in \[3\]. Many other DG methods have been presented for the Navier-Stokes equations in the meantime, see for example \[72, 71, 57, 79, 80, 53, 90\] for a non-exhaustive overview of the ongoing research in this very active field.

Moreover, the elliptic character of the incompressible Navier-Stokes equations introduces an important difficulty in their numerical solution: whenever the smallest physical or numerical perturbation arises in the fluid flow then it will instantaneously affect the entire computational domain. Thus, in principle, the most natural way would be a fully implicit discretization of the governing equations. The elliptic behaviour of the pressure can be avoided by weakening the incompressibility condition, i.e. by introducing the so-called method of artificial compressibility, see \[41, 42\], which was also used in the DG finite element framework by Bassi et al. in \[8\].

It has to be noticed that a family of very efficient semi-implicit finite difference methods for staggered structured and unstructured grids has been developed by Casulli et al. in the field of hydrostatic and non-hydrostatic gravity-driven free-surface and sub-surface flows, see \[33, 26, 31, 27, 35, 36, 34, 28, 37, 29\]. These methods have been theoretically analyzed, for example, in \[30, 19, 20, 21, 38\]. In the above-mentioned semi-implicit framework, the schemes ensure exact mass conservation thanks to a conservative finite-volume formulation of the continuity equation and a rigorous nonlinear treatment of its implicit discretization. Moreover, numerical stability is ensured for large Courant numbers (for free-surface hydrodynamics or for compressible gas dynamics) and is independent of the kinematic viscosity. The main advantage of making use of a semi-implicit discretization is that the numerical stability can be obtained for large time-steps without leading to an excessive computational demand.

Thanks to their computational efficiency, these semi-implicit methods have been later also extended to the simulation of hydrostatic and non-hydrostatic blood flow in the human arterial system in two and three space dimensions \[32, 68\], but also to the simulation of the flow of compressible fluids in compliant tubes \[62\]. A generalization to the compressible Navier-Stokes equations with general equation of state has been introduced in \[60\].

Very recently, the aforementioned family of efficient semi-implicit finite-difference methods has been extended to a higher-order DG formulation for the shallow water equations, originally on staggered Cartesian grids \[59\] and then also on general unstructured meshes \[125\]. Based on the same ideas, a high order staggered DG scheme for the two-dimensional incompressible Navier-Stokes equations has been presented in \[126\] and \[127\], while the extension to three-dimensional unstructured meshes was achieved in \[128\].

Several alternative attempts of combining the stability properties of semi-implicit methods with the higher-order of accuracy of DG methods have been made in \[55, 56, 54\] for compressible flows and for nonlinear convection diffusion equations, and more recently in \[76, 132\] for the shallow water equations. In all these methods, a collocated grid was used. A novel family of DG schemes on edge-based staggered grids has been presented by Chung et al. in \[45, 43, 44, 39\], while an interesting analysis of DG methods on vertex-based staggered grids has been outlined in \[102, 101\]. For a review of spectral DG FEM schemes on collocated grids, the reader is referred to the work of Kopriva and Gassner et al. \[93, 94, 12, 70, 73, 74\], and references therein, while classical spectral element methods for the Navier-Stokes equations can be found in the work of Canuto et al. \[22, 23, 25, 24\].

In this paper, two new families of spectral semi-implicit and spectral space-time DG methods for the solution of the two and three dimensional Navier-Stokes equations on edge-based staggered Cartesian grids are presented and discussed, following the ideas outlined in \[59\] for the shallow water equations. In the resulting schemes, all discrete operators can be written as a combination of simple one-dimensional operators, applied in a dimension-by-dimension fashion, thanks to the use of tensor-product control volumes. In this paper, we show numerical results using approximation polynomials of degree up to \(N = 11\) in both space and time. To the knowledge of the authors, such a high order of accuracy in space and time has never been reached before with any DG scheme applied to the incompressible Navier-Stokes equations.

The rest of the paper is organized as follows: Section \[2\] is dedicated to staggered semi-implicit DG
schemes that achieve high order of accuracy only in space, while Section 3 is devoted to high order staggered space-time DG schemes, which achieve arbitrary high order of accuracy in both space and time. The paper is rounded-off by some concluding remarks in Section 4.

2. Spectral semi-implicit DG schemes on staggered Cartesian grids

2.1. Numerical method

The staggered DG approach \cite{59,125,126,127} is based on a weak formulation of the governing partial differential equations integrated along different sets of overlapping control volumes \( d\Omega, d\Omega^*_x, d\Omega^*_y, d\Omega^*_z \) that define the main grid and the three different edge-based staggered (dual) grids respectively,

\[
\int_{d\Omega'} f_u \left( \frac{\partial u}{\partial t} + \nabla \cdot F_u + \partial_z p \right) d\mathbf{x} = 0, \quad \int_{d\Omega'} f_v \left( \frac{\partial v}{\partial t} + \nabla \cdot F_v + \partial_z p \right) d\mathbf{x} = 0, \quad \int_{d\Omega'} f_w \left( \frac{\partial w}{\partial t} + \nabla \cdot F_w + \partial_z p \right) d\mathbf{x} = 0,
\]

\[\int_{d\Omega} f (\nabla \cdot \mathbf{v}) d\mathbf{x} = 0,\]

where \( f_u, f_v, f_w \) and \( f \) are the so called test-functions and \( d\mathbf{x} = dxdydz \). If \( \Omega \) is the computational domain, then the following properties hold for the staggered grids:

\[
\Omega = \bigcup_i d\Omega_t = \bigcup_i d\Omega^*_x = \bigcup_i d\Omega^*_y = \bigcup_i d\Omega^*_z, \\
\varnothing = \bigcup_{i \neq j} (d\Omega^*_l \cap d\Omega^*_r) = \bigcup_{i \neq j} (d\Omega^*_x \cap d\Omega^*_y) = \bigcup_{i \neq j} (d\Omega^*_y \cap d\Omega^*_z) = \bigcup_{i \neq j} (d\Omega^*_z \cap d\Omega^*_x) .
\]

where \( \varnothing \) denotes the interior of the cell without the boundary and the indices \( i \) and \( j \) run over all spatial elements of the corresponding main or dual mesh, respectively. Then, the discretization of the PDE restricts the solution of the physical variables \((u_t, v_t, w_t, p_t)\) to belong to the spaces of tensor products of piecewise polynomials of maximum degree \( N \) with respect to the corresponding main or dual mesh. By dividing the domain in \( N_x, N_y \) and \( N_z \) elements in \( x, y \) and \( z \) direction, the control volumes for the pressure on the main grid are given by

\[
d\Omega_{i,j,k} = [x_{i-1}, x_{i+1}] \times [y_{j-1}, y_{j+1}] \times [z_{k-1}, z_{k+1}] \equiv T_{i,j,k},
\]

while the corresponding edge-based staggered dual control volumes are

\[
d\Omega^*_{i\frac{1}{2},j,k} = [x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}] \times [y_{j-1}, y_{j+1}] \times [z_{k-1}, z_{k+1}] \equiv T_{i\frac{1}{2},j,k},
\]

for the velocity component \( u \),

\[
d\Omega^*_{i,j\frac{1}{2},k} = [x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}] \times [y_{j-1}, y_{j+1}] \times [z_{k-1}, z_{k+1}] \equiv T_{i,j\frac{1}{2},k},
\]

for the velocity component \( v \),

\[
d\Omega^*_{i,j,k\frac{1}{2}} = [x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}] \times [y_{j-1}, y_{j+1}] \times [z_{k-1}, z_{k+1}] \equiv T_{i,j,k\frac{1}{2}},
\]

for the velocity component \( w \), respectively. The chosen staggered mesh corresponds to the one used in \cite{59} for the shallow water equations, where each velocity component is defined on a different staggered mesh. In alternative, the entire velocity vector can also be defined on a single edge-based dual grid, according to the choice made in \cite{13,14,131,125,126}. 

4
matrices are defined by the Lagrange interpolation polynomials passing through the Gauss-Legendre quadrature points Navier-Stokes equations:

\[ u_i(x,t)|_{\tau_{i,j,k}} = u_{i+\frac{1}{2},j,k}(x,t) = \sum_{l_1,l_2,l_3=0}^{N} \psi_{l_1}(x)\omega_{l_2}(y)\omega_{l_3}(z) \hat{u}_{i+\frac{1}{2},j,k}(t) \quad \text{for } x \in T_{i+\frac{1}{2},j,k} \quad (6) \]

\[ v_j(x,t)|_{\tau_{i,j,k}} = v_{i,j+\frac{1}{2},k}(x,t) = \sum_{l_1,l_2,l_3=0}^{N} \omega_{l_1}(x)\psi_{l_2}(y)\omega_{l_3}(z) \hat{v}_{i,j+\frac{1}{2},k}(t) \quad \text{for } i = 0, ..., N_x \quad j = 1, ..., N_y \quad k = 1, ..., N_z \quad (7) \]

\[ w_k(x,t)|_{\tau_{i,j,k}} = w_{i,j,k+\frac{1}{2}}(x,t) = \sum_{l_1,l_2,l_3=0}^{N} \omega_{l_1}(x)\omega_{l_2}(y)\psi_{l_3}(z) \hat{w}_{i,j,k+\frac{1}{2}}(t) \quad \text{for } i = 0, ..., N_x \quad j = 1, ..., N_y \quad k = 0, ..., N_z \quad (8) \]

\[ p_h(x,t)|_{\tau_{i,j,k}} = p_{i,j,k}(x,t) = \sum_{l_1,l_2,l_3=0}^{N} \omega_{l_1}(x)\omega_{l_2}(y)\omega_{l_3}(z) \hat{p}_{i,j,k}(t) \quad \text{for } i = 1, ..., N_x \quad j = 1, ..., N_y \quad k = 1, ..., N_z \quad (9) \]

with the multi-index \( l = (l_1,l_2,l_3) \) and where \( \hat{u}_{i+\frac{1}{2},j,k}(t) \), \( \hat{v}_{i,j+\frac{1}{2},k}(t) \), \( \hat{w}_{i,j,k+\frac{1}{2}}(t) \) and \( \hat{p}_{i,j,k}(t) \) (for \( 0 \leq \text{max}(l) \leq N \)) are called degrees of freedom of the corresponding physical variables; as already defined above, \( N_x \), \( N_y \), and \( N_z \) are the number of elements on the main grid in the \( x \), \( y \) and \( z \) direction, respectively. The polynomials \( \psi \) and \( \omega \) are generated from the basis functions \( \varphi \) with the rule

\[ \psi(s) = \varphi(\xi), \quad \text{with } s = s_i + \xi \Delta s, \quad 0 \leq \xi \leq 1, \]

\[ \omega(s) = \varphi(\xi), \quad \text{with } s = s_{i-\frac{1}{2}} + \xi \Delta s, \quad 0 \leq \xi \leq 1, \]

where \( s \) stands for \( x \), \( y \) or \( z \). A simplified picture of the resulting mesh-staggering is depicted in Figure 1 for the two dimensional and for the three dimensional case. In our particular implementation, the \( \varphi(\xi) \) are defined by the Lagrange interpolation polynomials passing through the Gauss-Legendre quadrature points on the unit interval \([0, 1] \), see [59], hence leading to an orthogonal nodal basis. As a result, all element mass matrices are diagonal.

By direct substitution of the definitions (6-9) into (4-5) and by using the same basis functions also as test functions, one obtains the following semi-discrete staggered DG discretization of the incompressible Navier-Stokes equations:

\[ \int_{T_{i+\frac{1}{2},j,k}} \psi_{m_1}(x)\omega_{m_2}(y)\omega_{m_3}(z) \left( \frac{\partial u_0}{\partial t} + \nabla \cdot \mathbf{F}_u + \partial_x p_h \right) d\mathbf{x} = 0, \quad (10) \]

\[ \int_{T_{i,j+\frac{1}{2},k}} \omega_{m_1}(x)\psi_{m_2}(y)\omega_{m_3}(z) \left( \frac{\partial v_0}{\partial t} + \nabla \cdot \mathbf{F}_v + \partial_j p_h \right) d\mathbf{x} = 0, \quad (11) \]

\[ \int_{T_{i,j,k+\frac{1}{2}}} \omega_{m_1}(x)\omega_{m_2}(y)\psi_{m_3}(z) \left( \frac{\partial w_0}{\partial t} + \nabla \cdot \mathbf{F}_w + \partial_k p_h \right) d\mathbf{x} = 0, \quad (12) \]

\[ \int_{T_{i,j,k}} \omega_{m_1}(x)\omega_{m_2}(y)\omega_{m_3}(z) (\nabla \cdot \mathbf{v}_h) d\mathbf{x} = 0. \quad (13) \]
Integration of (13) by parts yields

\[ \int_{\partial T_{i,jk}} \omega_m(x) \omega_m(y) \omega_m(z) \mathbf{v}_h \cdot \mathbf{n} \, dS - \int_{\partial T_{i,jk}} \nabla \cdot (\omega_m(x) \omega_m(y) \omega_m(z)) \cdot \mathbf{v}_h \, d\mathbf{x} = 0, \]  

(14)

which is well defined, since the velocity vector \( \mathbf{v}_h \) is continuous across the element boundary \( \partial T_{i,jk} \), thanks to the use of a staggered grid approach. However, because of the staggering, \( p_h \) is discontinuous inside the domains of integration of the momentum equations (10-12) and the following jump contributions arise

\[ \int_{T_{i,jk}} \psi_m(x) \omega_m(y) \omega_m(z) \partial_j p_h(x, t) \, d\mathbf{x} = \]

\[ \int_{T_{i,jk}} \psi_m(x) \omega_m(y) \omega_m(z) \partial_j p_{h+1}(x, t) \, d\mathbf{x} + \int_{T_{i,jk}} \psi_m(x) \omega_m(y) \omega_m(z) \partial_j p_{h-1}(x, t) \, d\mathbf{x} + \]

\[ + \int_{T_{i,jk}} \psi_m(x) \omega_m(y) \omega_m(z) \left( p_{h+1,jk}(x, y, z) - p_{h-1,jk}(x, y, z) \right) \, dydz, \]  

(15)

with similar expressions also in the \( y \)- and \( z \)-momentum equations, respectively. Thus, an efficient semi-implicit time discretization of the governing PDE system is obtained by introducing an explicit discretization of the nonlinear convective and viscous terms and an implicit discretization of the pressure gradients in the momentum equations (10-12) and of the incompressibility condition (13). After evaluating the integrals and via some manipulations one can obtain the following coupled system of equations for the vectors of the degrees of freedom of velocity \( \mathbf{u}_{i,jk}^{n+1} = \mathbf{u}_{i,jk}^{n+1} \) and pressure \( \mathbf{p}_{i,jk}^{n+1} = \mathbf{p}_{i,jk}^{n+1} \), respectively:

\[ \mathbf{M}^{yx} \left( \mathbf{u}_{i,jk}^{n+1} - \mathbf{F}_{i,jk}^{n} \right) + \frac{\Delta t}{\Delta x} \mathbf{M}^{x} \left( \mathbf{R}^{x} \cdot \mathbf{p}_{i,jk}^{n+1} - \mathbf{L}^{x} \cdot \mathbf{p}_{i,jk}^{n+1} \right) = 0, \]  

(16)

\[ \mathbf{M}^{yz} \left( \mathbf{u}_{i,jk}^{n+1} - \mathbf{F}_{i,jk}^{n} \right) + \frac{\Delta t}{\Delta y} \mathbf{M}^{y} \left( \mathbf{R}^{y} \cdot \mathbf{p}_{i,jk}^{n+1} - \mathbf{L}^{y} \cdot \mathbf{p}_{i,jk}^{n+1} \right) = 0, \]  

(17)

\[ \mathbf{M}^{zx} \left( \mathbf{u}_{i,jk}^{n+1} - \mathbf{F}_{i,jk}^{n} \right) + \frac{\Delta t}{\Delta z} \mathbf{M}^{z} \left( \mathbf{R}^{z} \cdot \mathbf{p}_{i,jk}^{n+1} - \mathbf{L}^{z} \cdot \mathbf{p}_{i,jk}^{n+1} \right) = 0, \]  

(18)

\[ \frac{\mathbf{M}^{x} \left( \mathbf{R}^{x} \cdot \mathbf{u}_{i,jk}^{n+1} - \mathbf{L}^{x} \cdot \mathbf{u}_{i,jk}^{n+1} \right)}{\Delta x} + \frac{\mathbf{M}^{y} \left( \mathbf{R}^{y} \cdot \mathbf{u}_{i,jk}^{n+1} - \mathbf{L}^{y} \cdot \mathbf{u}_{i,jk}^{n+1} \right)}{\Delta y} + \frac{\mathbf{M}^{z} \left( \mathbf{R}^{z} \cdot \mathbf{u}_{i,jk}^{n+1} - \mathbf{L}^{z} \cdot \mathbf{u}_{i,jk}^{n+1} \right)}{\Delta z} = 0. \]  

(19)
Here, the following matrices have been used

\[
\mathbf{M} \equiv \left\{ M_{pq} \right\}_{p,q=0,...,N} \equiv \left\{ \frac{1}{0} \int \varphi_p(\xi) \varphi_q(\xi) \, d\xi \right\}_{p,q=0,...,N}
\]

\[
\mathbf{R}_v \equiv \left\{ R_{pq} \right\}_{p,q=0,...,N} \equiv \left\{ \varphi_p \left( \frac{1}{2} \right) \varphi_q(0) + \frac{1}{2} \int \varphi_p \left( \frac{1}{2} + \xi \right) \varphi_q' \left( \frac{\xi}{2} \right) \, d\xi \right\}_{p,q=0,...,N}
\]

\[
\mathbf{L}_c \equiv \left\{ L_{pq} \right\}_{p,q=0,...,N} \equiv \left\{ \varphi_p \left( \frac{1}{2} \right) \varphi_q(1) - \frac{1}{2} \int \varphi_p \left( \frac{\xi}{2} \right) \varphi_q' \left( 1 + \frac{\xi}{2} \right) \, d\xi \right\}_{p,q=0,...,N}
\]

\[
\mathbf{R}_p \equiv \left\{ R^T_{pq} \right\}_{p,q=0,...,N} \equiv \left\{ \varphi_p(1) \varphi_q \left( \frac{1}{2} \right) - \frac{1}{2} \int \varphi_p' \left( \frac{1}{2} + \xi \right) \varphi_q \left( \frac{\xi}{2} \right) \, d\xi \right\}_{p,q=0,...,N}
\]

\[
\mathbf{I}_p \equiv \left\{ R^T_{pq} \right\}_{p,q=0,...,N} \equiv \left\{ \varphi_p(0) \varphi_q \left( \frac{1}{2} \right) + \frac{1}{2} \int \varphi_p \left( \frac{\xi}{2} \right) \varphi_q' \left( 1 + \frac{\xi}{2} \right) \, d\xi \right\}_{p,q=0,...,N}
\]

which operate along a generic vector of degrees of freedom \( \mathbf{\tilde{X}} = (\tilde{x}_{m,n}^r)_{m,n=0,...,N} \) via the tensor products

\[
\mathbf{Z}^x \cdot \mathbf{\tilde{X}} = Z_{ml} I_{m' l} I_{m'' l'} \hat{\xi}_{l''} \hat{\xi}_{l'}, \quad \mathbf{Z}^y \cdot \mathbf{\tilde{X}} = I_{m l} Z_{m' l} I_{m'' l'} \hat{\xi}_{l''} \hat{\xi}_{l'}, \quad \mathbf{Z}^z \cdot \mathbf{\tilde{X}} = I_{m l} I_{m'' l'} Z_{m' l'} \hat{\xi}_{l''} \hat{\xi}_{l'}
\]

and

\[
\mathbf{Z}^{x_k} \cdot \mathbf{\tilde{X}} = \mathbf{Z}^{x_k}, \quad \mathbf{Z}^{x_k} \cdot \mathbf{Z}^{x_j} = \mathbf{Z}^{x_k} \cdot \mathbf{Z}^{x_j} \cdot \mathbf{Z}^{x_k} \cdot \mathbf{Z}^{x_k}, \quad \text{with } x_k, x_j, x_l \in \{x, y, z\}
\]

where \( \mathbf{Z} \) is a real square matrix, \( I \) is the identity operator and the Einstein convention of summation over repeated indexes is assumed. Note that for the pressure gradients an implicitness factor \( \theta \in [\frac{1}{2}, 1] \) has been introduced, by defining \( \tilde{P}^{w+u} = \theta \tilde{P}^{w+1} + (1 - \theta) \hat{P}^w \). By choosing \( \theta = 1/2 \), the time discretization of (16)-(19) is equivalent to a Crank-Nicolson scheme, which is second-order accurate in time.

\( \mathbf{F}^u, \mathbf{F}^v \) and \( \mathbf{F}^w \) can be computed with any suitable explicit discretization for advection and diffusion. An insight into these terms will be given later in the text.

The coupled system of equations (16)-(19) has a typical saddle point structure that arises naturally from the discretization of the incompressible Navier-Stokes equations. Its direct solution can be cumbersome, since it involves four unknown quantities: three velocity components and the scalar pressure. The complexity of the problem can be considerably reduced with a very simple manipulation. After multiplying the momentum equations by the inverse of the mass matrix \( \mathbf{M}^{xyz} \), the discrete velocity equations can be substituted into the discrete incompressibility condition (19). As a result, one obtains one single linear system for
Further to that, it can be shown that $H$ is the application of the Schur complement to the saddle point problem (16)-(19). The particular grid $p$ by parts, would generate a three-point stencil of dependence between the elements by means of some numerical flux functions that the degrees of freedom of the unknown scalar pressure $\hat{P}$, respectively, see also Table 4.

In the two dimensional case, versus our block 5-diagonal system; block 13-diagonal for the three dimensional case. Table 4 shows the stencil-sizes (number of non-zero blocks) of the resulting algebraic systems for the pressure, varying for different choices of the grid type and for different numbers of space dimensions. In particular, the symmetry of $H$ can be easily proven by showing directly from the definition in eq. (23) that $H = H^T$. The key point of the demonstration is that the next three equivalences are true by construction of (20).

$$M^T = M$$
$$R^T = -\left(R_p \cdot M^{-1} \cdot R_v\right)^T = -\left(R_p^T \cdot (M^{-1})^T \cdot R_p\right) = -\left(L_p \cdot M^{-1} \cdot L_v\right) \equiv \mathbb{L},$$
$$C^T = \left(R_p \cdot M^{-1} \cdot L_v\right)^T + \left(L_p \cdot M^{-1} \cdot R_v\right)^T = \left(L_p^T \cdot (M^{-1})^T \cdot R_p\right) + \left(R_p^T \cdot (M^{-1})^T \cdot L_p\right) = \left(R_p \cdot M^{-1} \cdot L_v\right) + \left(L_p \cdot M^{-1} \cdot R_v\right) \equiv C.$$  

Further to that, it can be shown that $H$ is also positive semi-definite in the general case, i.e.

$$v^T H v \geq 0, \quad \forall v \neq 0.$$  

---

1 Without staggering (A-grid case), the integral of the pressure gradients in the momentum equations (16)-(17), after integrating by parts, would generate a three-point stencil of dependence between the elements by means of some numerical flux functions that are necessary for approximating the pressure at the element interfaces, i.e. $\mathcal{F}_{i,j,k} = \mathcal{F}(p_i,p_{j,k})$. With the same argument, further flux functions are needed also in the incompressibility condition (13) for evaluating the velocities at the interfaces and the resulting discrete pressure system would become: block 5-diagonal for the 1d case, instead of being block 3-diagonal; block 9-diagonal for the two dimensional case, versus our block 5-diagonal system; block 13-diagonal for the three dimensional case, versus our block 7-diagonal system. Concerning the vertex-based staggered grids (B-grid), Riemann solvers or numerical flux functions are not necessary. However, with a vertex based staggering, a block 9-diagonal system or a block 27-diagonal system are obtained for the two and for the three dimensional case, respectively, see also Table 4.
Note that in this notation, equation (23) can be written as \( \mathbb{H}^{i,j,k} = \delta_{i,j,k} \). Matrix \( \mathbb{H} \) can be written in the form of a tensor product of the matrices \( \mathbb{H} = \mathbb{H}^{xyz} = \mathbb{H}^{x} \mathbb{H}^{y} \mathbb{H}^{z} \). Next, the positive semi-definiteness is shown to be valid for the one-dimensional case \( \mathbb{H}^{uv} = \mathbb{H}^{uv} \); then the extension to \( \mathbb{H} = \mathbb{H}^{xyz} \) is straightforward. If \( d = 1 \) and periodic boundary conditions are assumed the left hand side of (23) can be written as

\[
\mathbb{H}^{i} \cdot \mathbf{p}^{i+1} = - \left[ (\mathbf{R}_p \cdot \mathbf{M}^{-1} \cdot \mathbf{R}_v) \cdot \mathbf{P}_{i+1}^{2} - (\mathbf{R}_p \cdot \mathbf{M}^{-1} \cdot \mathbf{L}_v) \cdot \mathbf{P}_{i+1}^{1} \right] + \left[ (\mathbf{L}_p \cdot \mathbf{M}^{-1} \cdot \mathbf{R}_v) \cdot \mathbf{P}_{i+1}^{2} - (\mathbf{L}_p \cdot \mathbf{M}^{-1} \cdot \mathbf{L}_v) \cdot \mathbf{P}_{i+1}^{1} \right],
\]

for \( i = 1, \ldots, N_r \), with \( P_{N_r+1} = P_1 \);

where the mass matrix tensors and the discretization constants can be removed after multiplication with suitable factors from the left. Now a new nomenclature is introduced to emphasize the features of the system,

\[
\mathcal{R} = \mathbf{R}_v \equiv \mathbf{L}_p^T, \quad \mathcal{L} = \mathbf{L}_v \equiv \mathbf{R}_p^T,
\]

from the definitions (20). Now, relation (27) can be written as

\[
\mathbb{H}^{i} \cdot \mathbf{p}^{i+1} = - \left[ \mathbf{R}_p^T \cdot \mathbf{M}^{-1} \cdot \mathbf{R}_v^T \cdot \mathbf{P}_{i+1}^{2} - \mathbf{R}_p^T \cdot \mathbf{L}_v^T \cdot \mathbf{P}_{i+1}^{1} \right] + \left[ \mathbf{L}_p^T \cdot \mathbf{M}^{-1} \cdot \mathbf{R}_v^T \cdot \mathbf{P}_{i+1}^{2} - \mathbf{L}_p^T \cdot \mathbf{L}_v^T \cdot \mathbf{P}_{i+1}^{1} \right],
\]

for \( i = 1, \ldots, N_r \), with \( P_{N_r+1} = P_1 \);

Then, the global system can be written as

\[
\mathbb{H} \cdot \mathbf{p}^{i+1} = - \left[ \mathbf{R}_p^T \cdot \mathbf{M}^{-1} \cdot \mathbf{R}_v^T \mathbf{P}_{i+1}^{2} - \mathbf{R}_p^T \cdot \mathbf{L}_v^T \mathbf{P}_{i+1}^{1} \right] + \left[ \mathbf{L}_p^T \cdot \mathbf{M}^{-1} \cdot \mathbf{R}_v^T \mathbf{P}_{i+1}^{2} - \mathbf{L}_p^T \cdot \mathbf{L}_v^T \mathbf{P}_{i+1}^{1} \right],
\]

where the diagonal mass matrix \( \mathbb{M} \) has been introduced. Matrix \( \mathbb{H} \) is proved to be \textbf{positive semi-definite} because it can be decomposed into the matrix product

\[
v^T \mathbb{H} v = v^T \mathbb{D} \mathbb{M}^{-1} \mathbb{D} v = w^T \mathbb{M}^{-1} w \geq 0, \quad \text{with} \quad w = \mathbb{D} v \quad \forall v
\]

because the mass matrix is positive definite. Notice that

\[
\mathbb{D} = \begin{pmatrix}
-\mathbf{L} & \mathcal{R} & 0 & \cdots & 0 \\
0 & -\mathbf{L} & \mathcal{R} & 0 & 0 \\
0 & 0 & \ddots & \ddots & 0 \\
0 & 0 & \ddots & \ddots & \mathcal{R} \\
\mathcal{R} & 0 & \cdots & 0 & -\mathbf{L}
\end{pmatrix}
\]

is precisely the weak form of the gradient operator, in fact

\[
\mathcal{D} \mathcal{P} = \text{right hand side},
\]

This is an interesting property because the problem of the uniqueness of the solutions of the pressure system is shifted to the uniqueness of the solutions of

\[
\mathcal{D} \mathcal{P} = \text{right hand side}.
\]
that in ensured in general up to the solutions of $D^2 P = 0$. This means that (for periodic boundaries) the discrete pressure $P$ is defined up to weak solutions of $\partial_t P = 0$, which is exactly what one could expect from a discrete formulation of the incompressible Navier-Stokes equations. If pressure boundary conditions are specified, it can be verified easily that the resulting system for the pressure is indeed symmetric and positive-definite. We further observe all in our numerical experiments that the pressure system seems to be reasonably well conditioned, since the conjugate gradient method converges in rather few iterations even without the use of any preconditioner. This is a rather unique feature among existing implicit DG schemes.

Future research is concerned with the theoretical analysis of the condition number of the resulting linear systems of our method and the design of specific preconditioners for Krylov subspace solvers, using the theory of matrix-valued symbols and Generalized Locally Toeplitz (GLT) algebras, see [21][27][123][134].

Finally, once the pressure $P^{n+1}$ has been computed, the velocities can be updated directly accordingly to equations [18][18].

2.2. Explicit discretization of the nonlinear convective and viscous terms

For an explicit discretization of the nonlinear convective and viscous terms, a standard DG scheme based on the Rusanov flux (local Lax-Friedrichs flux [118][130]) can be adopted on the main grid, see also [72][57][83] for numerical flux functions in the presence of physical viscosity:

$$\begin{aligned}
\widetilde{F}_{u}^{n} \equiv & \bar{U}_{i,j,k}^{n} - \frac{\Delta t}{\Delta x \Delta y \Delta z} (M^{yy})^{-1} \left( \int_{\partial T_{i,j,k}} \omega F_{u} \cdot \bar{n} dS - \int_{T_{i,j,k}} \nabla \omega \cdot F_{u} dx \right), \\
\widetilde{F}_{v}^{n} \equiv & \bar{V}_{i,j,k}^{n} - \frac{\Delta t}{\Delta x \Delta y \Delta z} (M^{yy})^{-1} \left( \int_{\partial T_{i,j,k}} \omega F_{v} \cdot \bar{n} dS - \int_{T_{i,j,k}} \nabla \omega \cdot F_{v} dx \right), \\
\widetilde{F}_{w}^{n} \equiv & \bar{W}_{i,j,k}^{n} - \frac{\Delta t}{\Delta x \Delta y \Delta z} (M^{yy})^{-1} \left( \int_{\partial T_{i,j,k}} \omega F_{w} \cdot \bar{n} dS - \int_{T_{i,j,k}} \nabla \omega \cdot F_{w} dx \right),
\end{aligned}$$

(33)

(34)

(35)

where the numerical flux has the following simple form

$$F_{q} \cdot \bar{n} = \frac{1}{2} (F_{q}^{+} + F_{q}^{-}) \cdot \bar{n} - \frac{1}{2} s_{q} (q^{+} - q^{-}) \quad \text{with} \quad q = u, v, w.$$  

(36)

where $s_{q}$ are the maximum eigenvalues of the Jacobian of the convective and viscous flux tensor

$$s_{q} = 2 \max (|q^{+}|, |q^{-}|) + 2 \nu \frac{2N + 1}{\Delta x_{q} \sqrt{\pi/2}} \quad \text{with} \quad (q, \Delta x_{q}) = (u, \Delta x), (v, \Delta y), (w, \Delta z).$$  

(37)

A linear transformation that allows to compute (33)[35] with the velocity polynomials centered in the main grid is the $L_{2}$-projection

$$\begin{aligned}
\bar{U}_{i,j,k}^{n} = & (M^{y})^{-1} \cdot \left( M^{xz} \cdot \bar{U}_{i-\frac{1}{2},j,k}^{n} + M^{Ry} \cdot \bar{U}_{i+\frac{1}{2},j,k}^{n} \right), \\
\bar{V}_{i,j,k}^{n} = & (M^{y})^{-1} \cdot \left( M^{yz} \cdot \bar{V}_{i,j-\frac{1}{2},k}^{n} + M^{Ry} \cdot \bar{V}_{i,j+\frac{1}{2},k}^{n} \right), \\
\bar{W}_{i,j,k}^{n} = & (M^{y})^{-1} \cdot \left( M^{zc} \cdot \bar{W}_{i,j,k-\frac{1}{2}}^{n} + M^{Ry} \cdot \bar{W}_{i,j,k+\frac{1}{2}}^{n} \right).
\end{aligned}$$

(38)

(39)

(40)
with

\[ M_L = \left[M_{pq}^L\right]_{p,q=0\ldots N} = \left\{ \frac{1}{2} \int_0^1 \varphi_p \left( \frac{\xi}{2}\right) \varphi_q \left( \frac{\xi}{2}\right) d\xi \right\}_{p,q=0\ldots N} \]

\[ M_R = \left[M_{pq}^R\right]_{p,q=0\ldots N} = \left\{ \frac{1}{2} \int_0^1 \varphi_p \left( \frac{\xi}{2} + \frac{\xi}{2}\right) \varphi_q \left( \frac{\xi}{2}\right) d\xi \right\}_{p,q=0\ldots N} \]

Once the advection-diffusion terms have been computed on the main grid, they are projected back to the dual grid with

\[ \vec{F}_u_{i+,\frac{1}{2},jk} = (M^x)^{-1} \cdot (M^{Lx} \cdot \vec{F}_u_{i,j,k} + M^{Rx} \cdot \vec{F}_u_{i+1,j,k}) , \]

\[ \vec{F}_v_{i+,\frac{1}{2},k} = (M^y)^{-1} \cdot (M^{Ly} \cdot \vec{F}_v_{i,j,k} + M^{Ry} \cdot \vec{F}_v_{i+1,j,k}) , \]

\[ \vec{F}_w_{i+,\frac{1}{2},j,k} = (M^z)^{-1} \cdot (M^{Lz} \cdot \vec{F}_w_{i,j,k} + M^{Rz} \cdot \vec{F}_w_{i,j+1,k}) . \]

Since a simple first order Euler time discretization is likely to become linearly unstable, a classical third order TVD Runge-Kutta scheme is used \([52, 59, 123, 125, 126, 127]\). The explicit discretization has to satisfy a CFL-type time step restriction

\[ \Delta t = \text{CFL} \left( 2N + 1 \right) \left( \frac{u_{\text{max}}}{\Delta x} + \frac{v_{\text{max}}}{\Delta y} + \frac{w_{\text{max}}}{\Delta z} \right) + (2N + 1)^2 \left( \frac{2v}{\Delta x^2} + \frac{2v}{\Delta y^2} + \frac{2v}{\Delta z^2} \right)^{-1} , \]

with \(0 < \text{CFL} < 1\).

### 2.3. Implicit diffusion

The discrete formulation of advection and diffusion \([33, 35]\) is an explicit discretization of the equation

\[ \frac{\partial \nu}{\partial t} + \nabla \cdot \vec{F} = 0. \]

The time-step restriction \([44]\) can become rather severe, in particular for highly refined meshes and large values of the kinematic viscosity. An important improvement that allows the time-step restriction to become independent of the kinematic viscosity is achieved by taking advantage from an implicit discretization of the viscous terms. In the following, a novel semi-implicit numerical method for the advection-diffusion problem is described. An efficient semi-implicit discretization of equation \([45]\) is obtained by considering the velocity polynomials to be centered in the main grid, and the velocity gradient (i.e. the stress tensor \( \nu \vec{\nabla} \vec{v} \)) to be defined on the edge-based dual grid. The use of the staggered control volumes for the stress terms leads to a continuous function \( \vec{F}_d \) across the cell interfaces of the main grid. Hence, integration over the control volume \( T_{i,j,k} \) yields

\[ \int_{T_{i,j,k}} \omega_i(x) \omega_j(y) \omega_k(z) (\nabla \cdot \vec{F}_d) d\vec{x} = \int_{T_{i,j,k}} \omega_i(x) \omega_j(y) \omega_k(z) \vec{F}_d \cdot \vec{n} - \int_{T_{i,j,k}} \nabla (\omega_i(x) \omega_j(y) \omega_k(z)) \cdot \vec{F}_d d\vec{x} , \]

and then

\[ M^{yz} \left( \vec{U}_{i+,\frac{1}{2},jk}^{\rho} - \vec{U}_{i,j,k}^{\rho} \right) - \nu \frac{\Delta t}{\Delta x} M^{yz} \left( \vec{R}_p \cdot \vec{U}_{i+,\frac{1}{2},jk}^{(x)} - \vec{L}_p \cdot \vec{U}_{i+,\frac{1}{2},jk}^{(x)} \right) + \]

\[ - \nu \frac{\Delta t}{\Delta y} M^{zx} \left( \vec{R}_p \cdot \vec{U}_{i+,\frac{1}{2},jk}^{(y)} - \vec{L}_p \cdot \vec{U}_{i+,\frac{1}{2},jk}^{(y)} \right) - \nu \frac{\Delta t}{\Delta z} M^{yx} \left( \vec{R}_p \cdot \vec{U}_{i+,\frac{1}{2},jk}^{(z)} - \vec{L}_p \cdot \vec{U}_{i+,\frac{1}{2},jk}^{(z)} \right) = 0 , \]

(47)
where the velocity derivatives can be computed with

\[
\begin{align*}
\hat{U}_{i,j,k}^{(x)} &= \frac{1}{\Delta x} (M^{(x)})^{-1} \left( R_x^i \cdot \hat{U}_{i+1,j,k}^{n+1} - L_x^i \cdot \hat{U}_{i,j,k}^{n+1} \right), \\
\hat{U}_{i,j,k}^{(y)} &= \frac{1}{\Delta y} (M^{(y)})^{-1} \left( R_y^j \cdot \hat{U}_{i,j+1,k}^{n+1} - L_y^j \cdot \hat{U}_{i,j,k}^{n+1} \right), \\
\hat{U}_{i,j,k}^{(z)} &= \frac{1}{\Delta z} (M^{(z)})^{-1} \left( R_z^k \cdot \hat{U}_{i,j,k+1}^{n+1} - L_z^k \cdot \hat{U}_{i,j,k}^{n+1} \right),
\end{align*}
\]

(48) (49) (50)

and analogous equations for \( \hat{W}_{i,j,k}^{n+1} \) and \( \hat{W}_{i,j,k}^{n+1} \). By a formal substitution of equations (48–50) into (47), the following systems for the velocity components can be written in a very compact form as

\[
(M + \nu H) \cdot \xi^{n+1/2} = M \cdot \mathcal{F}_u^n, \quad (M + \nu H) \cdot \eta^{n+1/2} = M \cdot \mathcal{F}_v^n, \quad (M + \nu H) \cdot \nu^{n+1/2} = M \cdot \mathcal{F}_w^n,
\]

(51)

by means of the piecewise polynomials \( \xi^{n+1/2}, \eta^{n+1/2}, \nu^{n+1/2} \) on the main grid. Here, \( M > 0 \) is the diagonal tensor of the element mass matrices, \( H \geq 0 \) is exactly the same operator that has been obtained for the pressure system in (27). Then, the tensor coefficient matrices of systems (51) are all positive definite because the sum of a positive semi-definite matrix and a positive definite matrix is positive definite. The right hand sides of the system of equations (51) contain only the fully explicit discretization of the nonlinear convective terms \( \mathcal{F}_u^n = \{ \hat{F}_u^n \}, \mathcal{F}_v^n = \{ \hat{F}_v^n \} \) and \( \mathcal{F}_w^n = \{ \hat{F}_w^n \} \) multiplied by the mass matrix. This means that the CFL-type restriction on the time-step (44) loses the dependency on the viscosity and relaxes to

\[
\Delta t = \frac{\text{CFL}}{2N + 1} \left( \frac{|u_{\max}|}{\Delta x} + \frac{|v_{\max}|}{\Delta y} + \frac{|w_{\max}|}{\Delta z} \right)^{-1}.
\]

(52)

If the solutions of the semi-implicit formulation of the advection-diffusion system (51) substitute the fully explicit terms \( \hat{F}_u^n, \hat{F}_v^n \) and \( \hat{F}_w^n \) in (33), a coherent DG scheme is obtained by means of a fractional time-stepping approach. The resulting numerical scheme can be finally written in compact form as

\[
(M + \nu H) \cdot \xi_u^{n+1/2} = M \cdot \mathcal{F}_u^n, \quad (M + \nu H) \cdot \xi_v^{n+1/2} = M \cdot \mathcal{F}_v^n, \quad (M + \nu H) \cdot \xi_w^{n+1/2} = M \cdot \mathcal{F}_w^n,
\]

(53) (54) (55)

where \( \mathcal{F}_u^n = \{ \hat{F}_u^n \}, \mathcal{F}_v^n = \{ \hat{F}_v^n \} \) and \( \mathcal{F}_w^n = \{ \hat{F}_w^n \} \) are the purely explicit discretization of the nonlinear convective terms outlined in the previous section; ‘\#’ is used for the field variables defined along the dual grids; ‘\#’ for those variables defined along the main grid; notice that the projection of a field variable from the dual grid to the main grid (\( \pi_{\# \rightarrow \pi} \)) and vice versa (\( \pi_{\pi \rightarrow \#} \)) is simply performed by the \( L_2 \) projections.
defined in \[40\] and \[43\], respectively. Once the nonlinear convective terms have been computed with respect to the field variables of the old time step \(t^n\), then the viscous terms are computed implicitly at a fictitious fractional time-step \(t^n + \frac{1}{2}\) \[53, 55\]. Finally the pressure forces and the incompressibility condition are solved implicitly \[56\] and the field variables at the future time \(t^{n+1}\) are worked out \[57, 59\]. The fractional time discretization \(t^n + \frac{1}{2}\) is only an auxiliary notation emphasizing that it is an intermediate stage. In fact, the real time evolution of the discrete diffusion equations \[53, 55\] is from \(t^n\) to \(t^{n+1} = t^n + \Delta t\).

2.4. Numerical validation

In order to check the ability of the new method in solving the governing equations accurately, some different numerical test problems in two and three space dimensions have been chosen, for which an analytical or other numerical reference solutions exist.

2.4.1. Blasius boundary layer

In this test, a steady laminar boundary layer over a flat plate is considered. According to the theory of Prandtl \[114, 120\], convective terms are of the order 1 in the boundary layer along the horizontal direction, whereas the vertical accelerations are of the order of the boundary layer thickness. The spatial domain under consideration is \(\Omega = [-1, 1] \times [0, 0.25]\) and the chosen kinematic viscosity is \(\nu = 10^{-3}\). The flat-plate boundary is imposed at \(y = 0\) for \(x > 0\). Constant velocity \(v = (1, 0)\) is imposed at the left inflow boundary, constant pressure \(p = 0\) at the right outflow, no-slip boundary conditions along the wall and no-jump condition in the rest. Results are shown in Fig. 2 obtained with our SIDG-P_{1} method using \(\theta = 1\) and a very coarse grid of only \(18 \times 6\) elements. A very good agreement between the numerical solution obtained with the semi-implicit spectral DG scheme and the Blasius reference solution can be observed. Notice that the complete boundary layer is well resolved inside a single element close to \(x = 0\).

2.4.2. Lid-driven cavity: 2D

An interesting standard benchmark problem for numerical methods applied to the incompressible Navier-Stokes equations is the lid-driven cavity, see \[75\]. In this test, a closed square cavity is filled with an incompressible fluid and the flow is driven by the upper wall that moves with velocity \(v = (1, 0)\). The main difficulties in solving this problem arise from the singularities of the velocity gradient at the top and at the top left corners, where the horizontal velocity component is a double valued function: \(u = 0\) at the left (or right) wall boundary and \(u = 1\) at the upper moving boundary. Moreover, the pressure is determined only up to a constant, because there are only velocity boundary conditions. The physical domain is \(\Omega = [-0.5, 0.5] \times [-0.5, 0.5]\), the initial condition for velocity and pressure is set to \(v = (0, 0)\) and \(p = 0\). Fig. 3 shows the computed results compared with the reference solution of Ghia et al. \[75\] next to the two-dimensional view of the velocity magnitude at different Reynolds numbers from \(Re = 100\) to \(Re = 3200\), obtained with the \(P_{6}\) version of our staggered semi-implicit spectral DG scheme. The implicitness factor has been chosen equal to \(\theta = 1\), since only a steady solution is sought for this test problem. Notice that the computed results match the reference solution very well, despite the presence of the corner singularities and the use of a very coarse mesh. A possibility to avoid the corner singularities in this test problem is the use the unified first order hyperbolic formulation of viscous Newtonian fluids, recently proposed and used in \[113, 64\], which does not need the computation of velocity gradients in the numerical fluxes.

2.4.3. Lid-driven cavity: 3D

In this section we present the three-dimensional version of the previous test case. A cubic cavity is filled by an incompressible fluid, and the upper wall boundary drives the fluid flow with a non-zero velocity \(v = (1, 0, 0)\). The presence of a third spatial dimension introduces a new degree of freedom to dynamics of the flow and the resulting flow field is different compared to the 2D case discussed before. The physical domain \(\Omega = [-0.5, 0.5]^{3}\) has been divided into only \(5 \times 5 \times 5\) spatial elements, with the implicitness factor \(\theta = 1\) chosen for the time discretization. Fig. 4 shows the computed results compared with the reference data.
provided by [95] and [11] next to the three-dimensional view of the flow field at Reynolds numbers Re=100 and Re=400, obtained with the P6 and P8 version of our staggered semi-implicit spectral DG scheme. Also for the three-dimensional cavity flow, our numerical results are in very good agreement with the reference data. At the bottom of Fig. 4 the numerical solution for the case Re for the three-dimensional cavity flow, our numerical results are in very good agreement with the reference data. At the bottom of Fig. 4 the numerical solution for the case Re = 400 has been projected onto the three orthogonal planes x − y, x − z and y − z. The expected secondary recirculations, which distinguish the three dimensional flow field from the two dimensional one, are clearly visible.

2.4.4. Backward facing step: 2D

Another typical benchmark problem for testing the accuracy of numerical methods in computational fluid dynamics is the backward facing step problem. In this test a flow separation is induced by a sudden backward step inside a two dimensional duct. A main recirculation zone is generated next to the step, starting already at low Reynolds numbers. Then, by increasing the Reynolds number, new secondary recirculations are generated. A non-zero velocity u = 1 is imposed at the entrance, a constant pressure p = 0 is imposed at the outflow. In this case the axial spatial domain is x ∈ [−10, 20], the height of the two dimensional duct is h_in = 0.5 at the entrance and h_out = h_in + h_s = 1.0 at the exit, with an expansion ratio ER = h_out/h_in = 2 at x = 0, i.e. a backward facing step of height h_s = 0.5. The spatial domain is discretized with elements of dimension Δx = 1, Δy = 0.25, the implicitness factor in time is taken as θ = 0.6. Fig. 5 shows the streamlines and the recirculation patterns obtained for different Reynolds number up to Re = 800 with the P6 version of our staggered semi-implicit spectral DG scheme. The numerical results are compared with the two dimensional reference data provided in [67] and with the experimental measurements of [99]. A good agreement is achieved. The plotted data in Fig. 5 show some discrepancies between the two dimensional simulations and the experimental data [99] that become more visible at higher Reynolds number. These differences are due to three dimensional effects that are introduced by the sidewalls at higher Reynolds numbers, as discussed in [133, 3, 109, 116].

2.4.5. Backward facing step: 3D

In this section, the numerical results of the simulation of the three dimensional extension of the backward facing step problem are shown and discussed. The physical domain is described by an expansion-ratio ER= 2, and an aspect-ratio AR= L_c/H = 40, where L_c is the width of the duct in the third spatial dimension. As mentioned above, the two dimensional results are show differences compared to the experimental data for higher Reynolds numbers. The main reason is that the lateral boundary layers developing on the side walls interact with the main recirculations of the two-dimensional flow. This interpretation is justified by the fact that at lower Reynolds numbers and higher aspect ratio, i.e. when the aforementioned interactions are negligible, the two-dimensional results actually match the three dimensional ones and the experimental data (see Figure 5). The numerical solutions for Re = 100 (laminar regime) and Re=1000 (transitional regime) at time t = 25.0 obtained with our spectral SIDG-P3 scheme give an overview of the 3D flow field, see Figures 7 and 8. The friction forces at the lateral boundary layers constrict the axial velocity profile and the main recirculation to the center of the duct. A non-zero w velocity component is generated consequently.

2.5. Three dimensional Taylor-Green vortex problem

A classical fully three-dimensional flow that is widely used for testing the ability of a numerical method in solving the smallest scales in turbulent flows is the three dimensional Taylor-Green vortex problem. In this test the velocity and pressure field are initialized with

\[
\begin{align*}
  u(x, y, z, 0) &= \sin(x) \cos(y) \cos(z), \\
  v(x, y, z, 0) &= -\cos(x) \sin(y) \cos(z), \\
  w(x, y, z, 0) &= 0, \\
  p(x, y, z, 0) &= \frac{1}{16} (\cos(2x) + \cos(2y)) (\cos(2z) + 2).
\end{align*}
\]
The resulting fluid flow is initially smooth and laminar, but the nonlinearity in the governing PDE due to the convective terms combined with a small viscosity quickly generates complex small-scale flow structures after finite times. A widely accepted reference solution for the rate of kinetic energy dissipation has been computed for this test problem by Brachet et al. in [16] through both a direct spectral method based on up to 256³ modes and a rigorous power series analysis up to order \( r^{80} \) (see also [108]).

The computational domain is chosen as \( \Omega = [0, 2\pi]^{3} \), with periodic boundary conditions everywhere. The smaller the expected flow scales, the higher the necessary grid resolution. The time evolution of the main physical variables of the fluid flow is represented in Figure 10 at times \( t = 0.4, 2.0, 6.0 \) and 10.0 for the case \( Re = 800 \). The complexity of the resulting small scale flow structures is clearly visible. In order to compare our results quantitatively with those of Brachet et al. [16], we compute the rate of kinetic energy dissipation

\[
\epsilon(t) = -\frac{\partial K}{\partial t} = -\frac{1}{|\Omega|} \frac{\partial}{\partial t} \int_{\Omega} \frac{1}{2} \nabla^{2} dx. \tag{64}
\]

Especially when the rate \( \epsilon \) reaches its maximum, a high-resolution method together with a sufficiently fine grid is needed in order to resolve the flow physics properly. Figure 9 shows the time evolution of the rate of the global kinetic energy dissipation \( \epsilon(t) \) for different Reynolds numbers \( Re = 100, Re=200, Re=400, Re=800 \) and \( Re=1600 \), obtained with our semi-implicit staggered spectral DG-P₁ and -P₂ schemes, along with \( 20^{3} \) and \( 50^{3} \) elements, respectively, see Figure 9. The computed results fit the DNS reference data very well, confirming that our scheme is able to resolve even the smallest flow scales properly up to \( Re = 1600 \).

3. Spectral space-time DG schemes on staggered Cartesian grids

In this section the high-order DG formulation is extended to the time dimension by looking for discrete solutions \( (u_{0}, v_{0}, w_{0}, \Omega_{0}) \) under the form of linear combinations of piecewise space-time polynomials of maximum degree \( N \) in space and \( M \) in time with respect to a reference basis \( \mathcal{B}_{M} \) for the spatial dependency and \( \mathcal{B}_{M} \) for the time dependency. In the following, the general mathematical framework is outlined, and several numerical tests are performed in two and three space dimensions, with the aim of assessing the efficiency and the accuracy of the proposed high order accurate staggered spectral space-time DG scheme.

3.1. Presentation of the numerical scheme

By using the same nomenclature as before, the weak formulation of the governing equations (45) in space-time reads

\[
\begin{align*}
\int_{d\Omega \times T_{n+1}} f_{u} \left( \frac{\partial u}{\partial t} + \nabla \cdot F_{u} + \partial_{n} p \right) = 0, \\
\int_{d\Omega \times T_{n+1}} f_{v} \left( \frac{\partial v}{\partial t} + \nabla \cdot F_{v} + \partial_{n} p \right) = 0, \\
\int_{d\Omega \times T_{n+1}} f_{w} \left( \frac{\partial w}{\partial t} + \nabla \cdot F_{w} + \partial_{n} p \right) = 0,
\end{align*}
\tag{65}
\]

where \( T_{n+1} = [t_{n}, t_{n+1}] \) is the future time interval where the solution is unknown. Then, the definitions of the piecewise polynomials (69) are augmented by

\[
\begin{align*}
\tilde{u}_{pqrs}(t) &= \sum_{m=1}^{M} \omega_{m}(t) \tilde{u}_{pqrs}, & \text{with } t \in T_{n+1}, \\
\tilde{v}_{pqrs}(t) &= \sum_{m=1}^{M} \omega_{m}(t) \tilde{v}_{pqrs}, & n = 1, ..., N_{t}, \\
\tilde{w}_{pqrs}(t) &= \sum_{m=1}^{M} \omega_{m}(t) \tilde{w}_{pqrs}, & w_{0}, w_{1}, w_{2}, ..., w_{M} \in \mathbb{R}, \\
\tilde{p}_{pqrs}(t) &= \sum_{m=1}^{M} \omega_{m}(t) \tilde{p}_{pqrs},
\end{align*}
\tag{66}
\]

where \( \omega_{m}(t) \) is a polynomial in time, generated from the basis functions \( \varphi_{\xi} \in \mathcal{B}_{M} \) with the rule

\[
\omega(t) = \varphi(\xi), \quad \text{with } t = t_{n} + \xi \Delta t, \quad 0 \leq \xi \leq 1.
\]
Then a staggered space-time DG discretization of the incompressible Navier-Stokes equations reads

\[
\begin{align*}
\int_{T_{i+1/2,jk}} \psi_{m_1}(x) \omega_{m_2}(y) \omega_{m_3}(z) \omega_{m_4}(t) \left( \frac{\partial h}{\partial t} + \nabla \cdot F_v + \partial_t p_h \right) \, dxdt &= 0, \\
\int_{T_{i,j+1}} \omega_{m_1}(x) \psi_{m_2}(y) \omega_{m_3}(z) \omega_{m_4}(t) \left( \frac{\partial h}{\partial t} + \nabla \cdot F_v + \partial_t p_h \right) \, dxdt &= 0, \\
\int_{T_{i+1,jk}} \omega_{m_1}(x) \omega_{m_2}(y) \psi_{m_3}(z) \omega_{m_4}(t) \left( \frac{\partial h}{\partial t} + \nabla \cdot F_v + \partial_t p_h \right) \, dxdt &= 0, \\
\int_{T_{i,j+1}} \omega_{m_1}(x) \omega_{m_2}(y) \omega_{m_3}(z) \omega_{m_4}(t) \left( \nabla \cdot v_h \right) \, dxdt &= 0.
\end{align*}
\]  

(67) (68) (69) (70)

Again, we need to account for the jump of the pressure inside the velocity control volumes, and we perform integration by parts in space of equation (70), which thus becomes

\[
\begin{align*}
\int_{\partial T_{i,jk} \times T_{j+1}} \omega_{m_1}(x) \omega_{m_2}(y) \omega_{m_3}(z) \omega_{m_4}(t) v_h \cdot \vec{n} \, dS \, dt - \int_{T_{i,jk} \times T_{j+1}} \nabla \cdot (\omega_{m_1}(x) \omega_{m_2}(y) \omega_{m_3}(z) \omega_{m_4}(t)) \cdot v_h(x, t) \, dxdt &= 0.
\end{align*}
\]  

(71)

Eqn. (71) is again well defined, since the velocity vector \( v_h \) is continuous across the element boundary \( \partial T_{i,jk} \times T_{j+1} \), thanks to the use of a staggered grid approach. Since \( p_h \) is discontinuous inside the domains of integration of the momentum equations (67-69), the following jump terms arise

\[
\begin{align*}
\int_{x_{i-1/2}}^{x_{i+1/2}} \int_{y_{j-1/2}}^{y_{j+1/2}} \int_{z_{k-1/2}}^{z_{k+1/2}} \psi_{m_1}(x) \omega_{m_2}(y) \omega_{m_3}(z) \omega_{m_4}(t) \partial_x p_h(x, t) \, dxdydz &= \\
\int_{x_{i-1/2}}^{x_{i+1/2}} \int_{y_{j-1/2}}^{y_{j+1/2}} \int_{z_{k-1/2}}^{z_{k+1/2}} \psi_{m_1}(x) \omega_{m_2}(y) \omega_{m_3}(z) \omega_{m_4}(t) \partial_y p_{i,jk}(x, t) \, dxdydz+ \\
\int_{x_{i-1/2}}^{x_{i+1/2}} \int_{y_{j-1/2}}^{y_{j+1/2}} \int_{z_{k-1/2}}^{z_{k+1/2}} \psi_{m_1}(x) \omega_{m_2}(y) \omega_{m_3}(z) \omega_{m_4}(t) \partial_z p_{i+1,jk}(x, t) \, dxdydz+ \\
\int_{x_{i-1/2}}^{x_{i+1/2}} \int_{y_{j-1/2}}^{y_{j+1/2}} \int_{z_{k-1/2}}^{z_{k+1/2}} \psi_{m_1}(x) \omega_{m_2}(y) \omega_{m_3}(z) \omega_{m_4}(t) \partial_x p_{i+1,jk}(x, t) \, dxdydz.
\end{align*}
\]  

(72)

with similar expressions also in the \( y \)- and \( z \)-momentum equations, respectively.

The only real changes with respect to the previous formulation arise in the integration of the time derivatives that, after integrating by parts in time and introducing the known solution at time \( t^m \) (upwinding
In time, according to the causality principle, read

\[ \int_{T_{\eta, \xi, x, t}^{\xi, \eta}} \psi_{m}(x) \omega_{m_{1}}(y) \omega_{m_{2}}(z) \omega_{m_{3}}(t) \frac{\partial u_{h}}{\partial t} dxdydt = \int_{T_{\eta, \xi, x, t}^{\xi, \eta}} \psi_{m}(x) \omega_{m_{1}}(y) \omega_{m_{2}}(z) \left( \omega_{m_{3}}(p^{+1}) u_{h}(x, p^{+1}) - \omega_{m_{3}}(p) u_{h}(x, p) \right) dxdydt \]

(67-70)

The following system is obtained:

\[ M_{i}^{\prime} = \frac{1}{2} \left[ \left( M_{i}^{\prime} \cdot \mathbf{U}_{i,j,k}^{n+1} - M_{i}^{0} \cdot \mathbf{U}_{i,j,k}^{n} \right) \cdot \mathbf{F}_{i,j,k}^{n+1} + \mathbf{M}_{i}^{\prime} \cdot \mathbf{F}_{i,j,k}^{n+1} \right] + \mathbf{M}_{i}^{\prime} \cdot \mathbf{F}_{i,j,k}^{n+1} = 0, \]

(73)

with analogous terms for \( v_{h} \) and \( w_{h} \), and where

\[ M_{i}^{0} = \left[ M_{i}^{0} \right]_{p,q=0,...,M} = \left\{ \varphi_{p}(1) \varphi_{q}(1) \right\}_{p,q=0,...,M}, \]

(74)

\[ M_{i}^{0} = \left[ M_{i}^{0} \right]_{p,q=0,...,M} = \left\{ \varphi_{p}(0) \varphi_{q}(1) \right\}_{p,q=0,...,M}, \]

(75)

\[ M_{i}^{0} = \left[ M_{i}^{0} \right]_{p,q=0,...,M} = \left\{ \int_{0}^{1} \varphi_{p}(\xi) \varphi_{q}(\xi) d\xi \right\}_{p,q=0,...,M}. \]

(76)

With the aim of simplifying the notation, one can extend the spatial XYZ-formalism of the tensor products [21,22] to the space-time case by defining a generic vector of space-time degrees of freedom as

\[ \mathbf{X} = \{ \mathbf{x}_{m_{1},m_{2},m_{3},m_{4}} \}_{m_{1},m_{2},m_{3},m_{4}=0,...,N; m_{5}=0,...,M}, \]

(77)

the space-time operators in the form of

\[ \mathbf{Z}^{x_{i}, x_{j}} \equiv \mathbf{Z}^{x_{i}} \cdot \mathbf{Z}^{x_{j}}, \]

\[ \mathbf{Z}^{x_{i}, x_{j}, x_{k}} \equiv \mathbf{Z}^{x_{i}} \cdot \mathbf{Z}^{x_{j}} \cdot \mathbf{Z}^{x_{k}}, \]

(78)

which operate along a generic vector of degrees of freedom via the tensor products

\[ \mathbf{Z}^{x} \cdot \mathbf{X} = \mathbf{Z}_{m_{1},m_{2},m_{3},m_{4}} I_{m_{1},m_{2},m_{3},m_{4}} \cdot \mathbf{X}_{m_{1},m_{2},m_{3},m_{4}}, \]

\[ \mathbf{Z}^{x} \cdot \mathbf{X} = \mathbf{Z}_{m_{1},m_{2},m_{3},m_{4}} I_{m_{1},m_{2},m_{3},m_{4}} \cdot \mathbf{X}_{m_{1},m_{2},m_{3},m_{4}}, \]

(79)

\[ \mathbf{Z}^{x} \cdot \mathbf{X} = \mathbf{Z}_{m_{1},m_{2},m_{3},m_{4}} I_{m_{1},m_{2},m_{3},m_{4}} \cdot \mathbf{X}_{m_{1},m_{2},m_{3},m_{4}}, \]

(80)

where \( \mathbf{Z} \) is a real square matrix, \( I \) is the identity operator and the Einstein convention of summation over repeated indexes is assumed. In this notation the mass matrix that corresponds to the time coordinate can be written as \( \mathbf{M}^{t} \), according to the definition of the mass matrix in equations [20]. Then, from equations [67-70] the following system is obtained:

\[ \mathbf{M}^{\prime \prime} \left[ \left( \mathbf{M}_{i}^{t} - \mathbf{M}_{i}^{0} \right) \cdot \mathbf{U}_{i,j,k}^{n+1} - \mathbf{M}_{i}^{0} \cdot \mathbf{F}_{i,j,k}^{n} \right] + \frac{\Delta t}{\Delta x} \mathbf{M}^{\prime \prime} \cdot \left( \mathbf{R}_{p}^{\prime} \cdot \mathbf{F}_{i,j,k}^{n+1} - \mathbf{L}_{p}^{\prime} \cdot \mathbf{U}_{i,j,k}^{n+1} \right) = 0, \]

(81)

\[ \mathbf{M}^{\prime \prime} \left[ \left( \mathbf{M}_{i}^{t} - \mathbf{M}_{i}^{0} \right) \cdot \mathbf{V}_{i,j,k}^{n+1} - \mathbf{M}_{i}^{0} \cdot \mathbf{F}_{i,j,k}^{n} \right] + \frac{\Delta t}{\Delta y} \mathbf{M}^{\prime \prime} \cdot \left( \mathbf{R}_{q}^{\prime} \cdot \mathbf{F}_{i,j,k}^{n+1} - \mathbf{L}_{q}^{\prime} \cdot \mathbf{V}_{i,j,k}^{n+1} \right) = 0, \]

(82)

\[ \mathbf{M}^{\prime \prime} \left[ \left( \mathbf{M}_{i}^{t} - \mathbf{M}_{i}^{0} \right) \cdot \mathbf{W}_{i,j,k}^{n+1} - \mathbf{M}_{i}^{0} \cdot \mathbf{F}_{i,j,k}^{n} \right] + \frac{\Delta t}{\Delta z} \mathbf{M}^{\prime \prime} \cdot \left( \mathbf{R}_{r}^{\prime} \cdot \mathbf{F}_{i,j,k}^{n+1} - \mathbf{L}_{r}^{\prime} \cdot \mathbf{W}_{i,j,k}^{n+1} \right) = 0, \]

(83)

\[ \mathbf{M}^{\prime \prime} \left( \mathbf{R}_{p}^{\prime} \cdot \mathbf{U}_{i,j,k}^{n+1} - \mathbf{L}_{p}^{\prime} \cdot \mathbf{U}_{i,j,k}^{n+1} \right) + \frac{\Delta t}{\Delta x} \mathbf{M}^{\prime \prime} \left( \mathbf{R}_{p}^{\prime} \cdot \mathbf{V}_{i,j,k}^{n+1} - \mathbf{L}_{p}^{\prime} \cdot \mathbf{V}_{i,j,k}^{n+1} \right) \]

\[ + \frac{\Delta t}{\Delta y} \mathbf{M}^{\prime \prime} \left( \mathbf{R}_{p}^{\prime} \cdot \mathbf{W}_{i,j,k}^{n+1} - \mathbf{L}_{p}^{\prime} \cdot \mathbf{W}_{i,j,k}^{n+1} \right) = 0, \]

(84)
which is analogous to the system of equations (16-19), where now the advective-diffusive terms are computed according to

\[
M_0^n \cdot \hat{F}_u^n_{i,j,k} = M_0^n \cdot \hat{V}_u^n_{i,j,k} = \frac{\Delta t}{\Delta x \Delta y \Delta z} (M^{xyz})^{-1} M^n \left\{ \int_{\partial V_{i,j,k}} \omega F_u \cdot \hat{n} dS - \int_{\partial T_{i,j,k}} \nabla \omega \cdot F_u d\mathbf{x} \right\}, \tag{85}
\]

\[
M_0^n \cdot \hat{F}_v^n_{i,j,k} = M_0^n \cdot \hat{V}_v^n_{i,j,k} = \frac{\Delta t}{\Delta x \Delta y \Delta z} (M^{xyz})^{-1} M^n \left\{ \int_{\partial V_{i,j,k}} \omega F_v \cdot \hat{n} dS - \int_{\partial T_{i,j,k}} \nabla \omega \cdot F_v d\mathbf{x} \right\}, \tag{86}
\]

\[
M_0^n \cdot \hat{F}_w^n_{i,j,k} = M_0^n \cdot \hat{V}_w^n_{i,j,k} = \frac{\Delta t}{\Delta x \Delta y \Delta z} (M^{xyz})^{-1} M^n \left\{ \int_{\partial V_{i,j,k}} \omega F_w \cdot \hat{n} dS - \int_{\partial T_{i,j,k}} \nabla \omega \cdot F_w d\mathbf{x} \right\}. \tag{87}
\]

The adopted numerical strategy for the implicit diffusion is actually the higher order time extension of the aforementioned implicit approach and it will be described later in this section. Following the philosophy of section 3 after multiplying equations (81-83) by the inverse of the matrix \(M^n_{i,j,k} - M^n_t\), the following direct definitions of the degrees of freedom of the velocity components are obtained

\[
\hat{U}^{n+1}_{i+\frac{1}{2},j,k} = (M^n_{i,j,k} - M^n_t)^{-1} M^n_{i,j,k} \cdot \hat{F}_u^n_{i+\frac{1}{2},j,k} - \frac{\Delta t}{\Delta x} (M^n_{i,j,k} - M^n_t)^{-1} M^n_{i,j,k} (M^n_{i,j,k})^{-1} \left( R^n_{i,j,k} \cdot \hat{P}^{n+1}_{i+1,j,k} + L^n_t \cdot \hat{P}^{n+1}_{i,j,k} \right), \tag{88}
\]

\[
\hat{V}^{n+1}_{i,j+\frac{1}{2},k} = (M^n_{i,j,k} - M^n_t)^{-1} M^n_{i,j,k} \cdot \hat{F}_v^n_{i,j+\frac{1}{2},k} - \frac{\Delta t}{\Delta y} (M^n_{i,j,k} - M^n_t)^{-1} M^n_{i,j,k} (M^n_{i,j,k})^{-1} \left( R^n_{i,j,k} \cdot \hat{P}^{n+1}_{i,j+1,k} + L^n_t \cdot \hat{P}^{n+1}_{i,j,k} \right), \tag{89}
\]

\[
\hat{W}^{n+1}_{i,j,k+\frac{1}{2}} = (M^n_{i,j,k} - M^n_t)^{-1} M^n_{i,j,k} \cdot \hat{F}_w^n_{i,j,k+\frac{1}{2}} - \frac{\Delta t}{\Delta z} (M^n_{i,j,k} - M^n_t)^{-1} M^n_{i,j,k} (M^n_{i,j,k})^{-1} \left( R^n_{i,j,k} \cdot \hat{P}^{n+1}_{i,j,k+1} + L^n_t \cdot \hat{P}^{n+1}_{i,j,k} \right). \tag{90}
\]

Then, after substitution of the resulting equations in the discrete incompressibility condition (84), one obtains

\[
\begin{bmatrix} M^n_{i,j,k} \end{bmatrix} = \begin{bmatrix} M^n_{i,j,k} \end{bmatrix}^{-1} \begin{bmatrix} M^n_{i,j,k} \end{bmatrix} \begin{bmatrix} \hat{Q}^{n+1}_{i,j,k} \end{bmatrix} = \begin{bmatrix} M^n_{i,j,k} \end{bmatrix}^{-1} \begin{bmatrix} M^n_{i,j,k} \end{bmatrix} \begin{bmatrix} \hat{Q}^{n+1}_{i,j,k} \end{bmatrix} \begin{bmatrix} \hat{Q}_{i,j,k} \end{bmatrix}, \tag{91}
\]

that is the higher order time-accurate version of the pressure equation, analogous to (23). The right hand side \(\hat{Q}_{i,j,k}^{n+1}\) collects all the known terms, i.e. the advective and diffusive terms \(\hat{F}_u^n, \hat{F}_v^n\) and \(\hat{F}_w^n\). This system is not symmetric because of the non-symmetric time-matrices (74) and (76). After multiplication by the inverse of \(M^n_{i,j,k} (M^n_{i,j,k})^{-1}\), the non-symmetric contribution of the time-matrix can be removed, and the same well suited coefficient matrix \(\hat{H}\) of section 3 is obtained, i.e.

\[
M^n \hat{H}_{i,j,k}^{n+1} \cdot \hat{Q}^{n+1} = \begin{bmatrix} M^n_{i,j,k} \end{bmatrix} \cdot \hat{Q}^{n+1}_{i,j,k} \tag{92}
\]

and consequently, the resulting system is symmetric and strictly positive definite (for appropriate pressure boundary conditions). Hence, it can be solved very efficiently by means of a classical conjugate gradient method. Once the system for the higher order accurate space-time expansion coefficients of the pressure \(\hat{Q}^{n+1}\) has been solved, the velocity can be readily updated according to equations (88-90). Note, however, that although the presented space-time DG framework is formally high order accurate in time, the final numerical scheme is strongly influenced by the time-splitting between advection, diffusion and incompressibility condition, which constrains the final method to be only first order accurate in time. In section 3.3 a very simple numerical procedure based on the Picard iteration is outlined in order to circumvent the order limitation induced by the time-splitting and to enable the final solution to preserve the original high-order time accuracy of the presented spectral staggered space-time DG discretization.
3.2. Implicit diffusion

Following the same procedure outlined in Section 2, the high-order time accurate version of the implicit scheme for diffusion (47) reads

\[
\begin{align*}
M^{xyz} & \cdot \left[ (M'_i - M'_v) \cdot \hat{U}_{i,j,k}^{n+1} - M'_p \cdot F_{u_{i,j,k}}^n \right] - \frac{\Delta t}{\Delta x} M^{xyz} \cdot \left( R_p^x \cdot \hat{U}_{i+\frac{1}{2},j,k}^{(x)} \right) \nonumber \\
& \quad - \frac{\Delta t}{\Delta y} M^{xyz} \cdot \left( R_p^y \cdot \hat{U}_{i,j+\frac{1}{2},k}^{(y)} - L_p^y \cdot \hat{U}_{i,j,k+\frac{1}{2}}^{(y)} \right) \nonumber \\
& \quad - \frac{\Delta t}{\Delta z} M^{xyz} \cdot \left( R_p^z \cdot \hat{U}_{i,j,k+\frac{1}{2}}^{(z)} - L_p^z \cdot \hat{U}_{i,j,k-\frac{1}{2}}^{(z)} \right) = 0, \quad (93)
\end{align*}
\]

Then, after substituting the definitions of the velocity derivatives (48-50), the high-order accurate space-time DG version of (51) can be written as

\[
\begin{align*}
\left[ \left( M'_i - M'_v \right) M^{ycz} + v M^{ycz} \right] \cdot \hat{U} &= M'_0 M^{ycz} \cdot \mathcal{G} u^n, \\
\left[ \left( M'_i - M'_v \right) M^{ycz} + v M^{ycz} \right] \cdot \hat{V} &= M'_0 M^{ycz} \cdot \mathcal{G} v^n, \\
\left[ \left( M'_i - M'_v \right) M^{ycz} + v M^{ycz} \right] \cdot \hat{W} &= M'_0 M^{ycz} \cdot \mathcal{G} w^n,
\end{align*}
\]

that is non-symmetric because of the time-matrices

\[
\begin{align*}
\left( M'_i - M'_v \right) &= \left( M'_i - M'_v \right)_{i,j,k}, \quad M'_0 = M'_0_{i,j,k}
\end{align*}
\]

and can be efficiently solved by means of a classical GMRES method [119]. Notice that the non-symmetric component of system (92) can be shifted to the viscous terms, i.e. the second term on the left-hand-side, by multiplying the equations with the inverse of \( \left( M'_i - M'_v \right) \) from the left. In that case, for small viscosities, the system can be seen as a non-symmetric perturbation of the inviscid case.

3.3. Space-time pressure correction algorithm

In Section 2, the final staggered semi-implicit DG scheme (57-55) consists of two main blocks that are solved sequentially by the use of a fractional time-step approach. If only high order of accuracy in space is needed, such a splitting is possible. The first fractional block is described by the discrete advection-diffusion equations (53-55), which itself contains a first fractional step for the purely explicit advection and a second fractional step for the implicit discretization of the diffusive terms. Then, the second fractional block contains the solution of the discrete pressure Poisson equation that results from substituting the discrete momentum equations into the discrete incompressibility condition, i.e. combining (57-59) with (56). The important fact is that the chosen fractional time discretization is only first order accurate. In principle, higher order schemes for fractional time-stepping or other more sophisticated techniques could be adopted in defiance of simplicity or generality [87, 141, 88, 104]. In this work a simple Picard method has been implemented. In this manner, the first order time-splitting approach of system (57-55) can then be generalized to arbitrary high order of accuracy in time at the aid of the Picard procedure. We emphasize that at the moment we have no rigorous mathematical proof for the fact that the Picard iterations actually increase the order of accuracy by one per iteration. We only have numerical evidence which support this claim in the context of high order ADER schemes, see [58], as well as the numerical convergence tables shown later in this paper for a set of test cases. The final version of the spectral staggered space-time DG scheme, which
is written in terms of a space-time pressure correction algorithm, reads: for \( k = 0, \ldots, M \) do

\[
\left[ (M'_{i} - M_{i}) M_{xyz} + \nu M'_{i} M_{xyz} \right] \cdot \mathcal{U}_{g}^{n+1,(k+\frac{1}{2})} = M_{xyz} \cdot \left[ M_{0}' \cdot \mathcal{F}_{g}^{n+1,(k)} - \frac{\Delta t}{\Delta x} M_{y}' \cdot \left( M^{-1} D_{y} \right)^{T} \cdot \mathcal{D}_{g}^{n+1,(k)} \right],
\]

(96)

\[
\left[ (M'_{i} - M_{i}) M_{xyz} + \nu M'_{i} M_{xyz} \right] \cdot \mathcal{V}_{g}^{n+1,(k+\frac{1}{2})} = M_{xyz} \cdot \left[ M_{0}' \cdot \mathcal{F}_{v}^{n+1,(k)} - \frac{\Delta t}{\Delta y} M_{y}' \cdot \left( M^{-1} D_{y} \right)^{T} \cdot \mathcal{D}_{v}^{n+1,(k)} \right],
\]

(97)

\[
\left[ (M'_{i} - M_{i}) M_{xyz} + \nu M'_{i} M_{xyz} \right] \cdot \mathcal{W}_{g}^{n+1,(k+\frac{1}{2})} = M_{xyz} \cdot \left[ M_{0}' \cdot \mathcal{F}_{w}^{n+1,(k)} - \frac{\Delta t}{\Delta z} M_{y}' \cdot \left( M^{-1} D_{y} \right)^{T} \cdot \mathcal{D}_{w}^{n+1,(k)} \right],
\]

(98)

with \( \delta_{g}^{n+1,(k+\frac{1}{2})} \equiv M_{xyz} D_{y}^{T} \cdot \mathcal{D}_{g}^{n+1,(k)} = \delta_{g}^{n+1,(k+\frac{1}{2})} \),

(99)

\[
\mathcal{U}_{g}^{n+1,(k+1)} = \left( M'_{i} - M_{i} \right)^{-1} \cdot \left[ M_{0}' \cdot \mathcal{U}_{g}^{n+1,(k+\frac{1}{2})} - \frac{\Delta t}{\Delta x} M_{y}' \cdot \left( M^{-1} D_{y} \right)^{T} \cdot \left( \mathcal{P}_{g}^{n+1,(k+1)} - \mathcal{P}_{g}^{n+1,(k)} \right) \right],
\]

(100)

\[
\mathcal{V}_{g}^{n+1,(k+1)} = \left( M'_{i} - M_{i} \right)^{-1} \cdot \left[ M_{0}' \cdot \mathcal{V}_{g}^{n+1,(k+\frac{1}{2})} - \frac{\Delta t}{\Delta y} M_{y}' \cdot \left( M^{-1} D_{y} \right)^{T} \cdot \left( \mathcal{P}_{g}^{n+1,(k+1)} - \mathcal{P}_{g}^{n+1,(k)} \right) \right],
\]

(101)

\[
\mathcal{W}_{g}^{n+1,(k+1)} = \left( M'_{i} - M_{i} \right)^{-1} \cdot \left[ M_{0}' \cdot \mathcal{W}_{g}^{n+1,(k+\frac{1}{2})} - \frac{\Delta t}{\Delta z} M_{y}' \cdot \left( M^{-1} D_{y} \right)^{T} \cdot \left( \mathcal{P}_{g}^{n+1,(k+1)} - \mathcal{P}_{g}^{n+1,(k)} \right) \right],
\]

(102)

where \( M \) is the maximum degree of the time-polynomials and \( k \) is the Picard iteration number. Note that the Picard process allows to gain one order of accuracy in time per Picard iteration when applied to an ODE, see [98, 106, 107]. \( \mathcal{F}_{u} = \left[ \mathcal{F}_{u_{i,j,k}} \right], \mathcal{F}_{v} = \left[ \mathcal{F}_{v_{i,j,k}} \right], \mathcal{F}_{w} = \left[ \mathcal{F}_{w_{i,j,k}} \right] \) are the advective terms computed according to [85, 87], without taking into account the diffusive flux. We furthermore set

\[
\mathcal{F}_{u}^{n+1,0} = \mathcal{F}_{u}, \quad \mathcal{F}_{v}^{n+1,0} = \mathcal{F}_{v}, \quad \mathcal{F}_{w}^{n+1,0} = \mathcal{F}_{w},
\]

(103)

and \( \mathcal{P}_{g}^{n+1,0} \) is the \( k \)-th iterate for the discrete pressure, for which we use the trivial initial guess

\[
\mathcal{P}_{g}^{n+1,0} = 0.
\]

(104)

Thanks to the Picard procedure the desired properties of the presented spectral space-time DG method are re-established, so that the final algorithm [100, 98] is arbitrary high-order accurate both in space and time. Finally, it is important to stress that the proposed iterative solution of the non-trivial system of equations [100, 98] is feasible in practice, thanks to the fact that the coefficient matrix \( M \) that enters into the discrete Poisson equation (i.e., the incompressibility condition) and the discrete diffusion equation is well conditioned and can be solved in a very efficient way via modern matrix-free Krylov subspace methods, even without the use of any preconditioner. Finally, note that when the degree of the time-polynomials \( M \) is set to zero, then

\[
M'_{i} \equiv 1, \quad M_{i} \equiv 1, \quad M_{uv} \equiv 0,
\]

and the method collapses to the previous spectral staggered semi-implicit DG scheme with a classical first order backward Euler discretization in time. Moreover, if at the same time the spatial and the temporal polynomial approximation degrees are chosen to be zero \( (M = N = 0) \), then the following equalities arise from [20]

\[
M \equiv 1, \quad R_{s} \equiv 1, \quad L_{s} \equiv 1, \quad R_{p} = 1, \quad L_{p} \equiv 1,
\]
and the method collapses to a classical staggered semi-implicit finite-difference finite-volume method for the incompressible Navier-Stokes equations, where the pressure field is defined at the barycenters of the main grid and the velocity components are defined at the middle points of the cell interfaces, i.e. the classical family of efficient semi-implicit methods on staggered grids of Casulli et al. [32, 15, 35, 27, 31, 25, 68, 62, 28, 38, 36, 30, 34] is obtained.

3.4. Numerical validation

In this section the capabilities of our new spectral space-time DG method are tested against several numerical benchmark problems in two and three space dimensions for which either an analytical or other numerical reference solutions exist. In particular, three different numerical convergence tables are produced, with the aim of assuring that the presented method is really arbitrary high-order accurate in both space and time. Note that achieving high order time accuracy for the incompressible Navier-Stokes equations is far from being straightforward.

3.4.1. Oscillatory viscous flow between two flat plates

In this test, the fluid flow between two parallel flat plates is driven by a time harmonic pressure gradient. According to [97, 96, 103], by neglecting the nonlinear convective terms, the resulting axial velocity profile is only a function of time and the distance from the plates. The flow furthermore depends only on one single dimensionless parameter, known as the Womersley number

\[ \alpha_W = \sqrt{\frac{R}{\nu} \omega} \],

where \( R \) is the half distance between the two plates, \( \omega \) is the frequency of the oscillations and \( \nu \) is the kinematic viscosity. In particular the fluid velocity and pressure are given by

\[
\begin{align*}
  u(x, y) &= \frac{A}{i \omega} \left[ 1 - \frac{\cosh(\alpha_W \sqrt{i} y / R)}{\cosh(\alpha_W \sqrt{i})} \right], \\
  \frac{\partial p}{\partial x} &= \frac{p(x_R) - p(x_L)}{L} = -A e^{i \omega t},
\end{align*}
\]

where \( i = \sqrt{-1} \) is the imaginary unit, \( L = x_R - x_L \) is the total length of the duct and the amplitude has been chosen equal to \( A = 1 \). The exact solution has been chosen as initial condition at \( t = 0 \), then pressure conditions are imposed on the left and right boundaries, while no-slip boundary conditions have been imposed at the upper and lower walls. The other parameters of this test problem were chosen as \( L = 1 \), \( R = 0.5 \) and \( \omega = 1 \). Figs. [11] and [12] show the numerical results obtained for \( \nu = 2 \cdot 10^{-2} \) with our spectral staggered space-time DG scheme using only one single \( P_1 \) space-time element (M=N=11), completing the entire simulation within the time interval \( t \in [0, 2.2] \) in one single time step. The results are compared with the exact analytical solution at different intermediate output times. In particular, for this test problem, two periods of oscillation are resolved within a single time-step, and the complete velocity profile is resolved within a single spatial cell. From the obtained results one can conclude that the proposed staggered spectral space-time DG scheme is indeed very accurate in both space and time, since it is able to resolve all flow features within one single space-time element.

Furthermore, Table [1] contains the results of a numerical convergence study that we have performed with this smooth unsteady two-dimensional flow problem, for which an exact solution is available. The order of accuracy has been verified up to order 7 in space and time by evaluating the \( L_2 \) and \( L_\infty \) errors

\[
\epsilon_{L_2} = \sqrt{\int_\Omega (u_h - u)^2}, \quad \text{and} \quad \epsilon_{L_\infty} = \max_\Omega |u_h - u|,
\]

at different discretization numbers for the polynomial degrees \( N = M = 1, \ldots, 6 \). From the obtained results we conclude that the designed order of accuracy of the scheme has been reached in both space and time. For the polynomial degree \( N = M = 1 \), only sub-optimal convergence rates have been verified experimentally, and will be subject of future research.
3.4.2. 2D Taylor-Green vortex

The two dimensional Taylor-Green vortex problem is widely used for testing the accuracy of numerical schemes, because it offers another smooth unsteady analytical solution of the incompressible Navier-Stokes equations with periodic boundary conditions. The exact solution of this problem is given by

\[ u(x, y, t) = \sin(x) \cos(y) e^{-2\nu t}, \quad v(x, y, t) = -\cos(x) \sin(y) e^{-2\nu t}, \]
\[ p(x, y, t) = \frac{1}{4} (\cos(2x) + \cos(2y)) e^{-4\nu t}. \]

The computational domain is \( \Omega = [0, L]^2 \) with periodic boundary conditions. The initial sinusoidal velocity field is smoothed in time by the viscous dissipative forces. The convergence study for this test is summarized in Table 2. The accuracy of our staggered spectral space-time DG scheme is verified for polynomial degrees \( N = M = 1, \ldots, 8 \). Figure 13 shows the numerical solution obtained by setting \( L = 2\pi \) for the staggered spectral space-time DG-\( P^2 \) scheme, using a very coarse mesh composed of only \( 3^2 \) spatial elements. Furthermore, we repeat this test with \( L = 4\pi \) using a staggered spectral space-time DG-\( P^1_{12} \) scheme using only \( 2^2 \) spatial elements. Moreover, Figure 14 shows the behavior of the error \( \epsilon_{L_2} \) as a function of the polynomial degree \( (N = M) \) for a fixed mesh: the exponential decay of the error, i.e. the spectral convergence obtained with our scheme by increasing the polynomial approximation degree in space and time, is explicitly verified. The results confirm the designed accuracy in space and time and show how the presented numerical method works properly even when using very high order approximation polynomials and very coarse meshes. Also in this two dimensional test, for the polynomial degree \( N = M = 1 \) a non-optimal convergence has been experimentally verified.

3.4.3. 3D Arnold-Beltrami-Childress flow

In order to test the accuracy of our staggered spectral space-time DG scheme also against an unsteady three dimensional benchmark problem, the Arnold-Beltrami-Childress (ABC) flow, proposed by Arnold [6] and Childress in [40], is considered. For this smooth unsteady test problem, the exact solution reads

\[ u(x, y, z, t) = [\sin(z) + \cos(y)] e^{-\nu t}, \]
\[ v(x, y, z, t) = [\sin(x) + \cos(z)] e^{-\nu t}, \]
\[ w(x, y, z, t) = [\sin(y) + \sin(x)] e^{-\nu t}. \quad (105) \]

The computational domain is the cube \( \Omega = [0, 2\pi]^3 \), with periodic boundary conditions everywhere. Given the initial condition (105) at time \( t = 0 \), the corresponding analytical solution decays exponentially in time according to the chosen kinematic viscosity. Also for this three dimensional time-dependent test problem, the designed high order of accuracy of our staggered spectral space-time DG scheme has been confirmed up to order 9 by a numerical convergence study that is summarized in Table 3. Similar to the two dimensional Taylor-Green vortex, in the 3D ABC flow the advective terms, the pressure forces and the incompressibility condition are highly coupled. The numerical solution for \( \nu = 0.1 \) at time \( t = 10 \) is depicted in Figure 15.

4. Conclusion

In this paper the new family of staggered spectral semi-implicit DG methods, recently proposed by Dumbser and Casulli in [59] for the shallow water equations on staggered Cartesian grids, has been extended to the incompressible Navier-Stokes equations in two and three space dimensions and to arbitrary high order of accuracy in time, adopting a novel staggered spectral space-time DG formalism. A similar formulation has been recently presented in [125] [126] [127] for unstructured staggered meshes, but there the chosen staggered grid was slightly different, and the use of unstructured meshes did not allow to produce a spectral DG scheme based on simple tensor products of one-dimensional operators. Of course, unstructured meshes as those used in [125] [126] [127] allow to fit very complicate geometries and complex physical boundaries, however, by choosing staggered Cartesian grids, some interesting advantages follow, in particular:
1. Cartesian grids allow the use of tensor-products of the basis and test functions; this means that the weak formulation of the governing equations can be written as a very handy combination of one dimensional integrals over the canonical reference element $\xi \in [0, 1]$;

2. this fact significantly minimizes the computational costs and difficulties for evaluating integrals, because the defined matrices are the same for all the elements in the Cartesian framework;

3. by using basis functions that are built from the Lagrange interpolation polynomials passing through the Gauss-Legendre quadrature points, the basis functions are orthogonal and thus the resulting mass matrices are diagonal; this fact reduces significantly the computational cost for a mass-matrix multiplication;

4. in our staggered Cartesian framework, each velocity component is defined on a different staggered dual control volume; consequently, the computation of convective and viscous terms on the main grid by interpolating from the dual grids to the main grid and vice versa is simpler and more natural than a discretization of these terms on the dual grids;

5. the resulting numerical method achieves a spectral convergence property, i.e. the computational error decreases exponentially when increasing the degree of the approximation polynomials in space and time.

The key-role of the proposed mesh-staggering, combined with the adopted semi-implicit or space-time DG time discretization, is to optimize the sparsity pattern of the resulting pressure system. Furthermore, the pressure system is symmetric and only block five-diagonal for the 2D case, or only block seven-diagonal for the 3D case. In addition, we have presented a new way of evaluating the viscous terms in the DG framework, computing the velocity gradient (i.e. the stress tensor) on the staggered dual control volumes, which can be interpreted as the use of a Bassi-Rebay-type lifting operator that accounts for the jumps of the solution in the discrete gradients, but on the dual grid. This allows to compute the viscous terms via an implicit discretization with essentially the same coefficient matrix that is already used in the discrete pressure system, with an additional diagonal term that further enforces the stability of the system. The resulting algorithm is shown to be arbitrary higher order accurate in space and time, robust, stable, and very efficient compared to other classical higher order DG methods for the incompressible Navier-Stokes equations on collocated grids, which either lead to a larger computational stencil or to a larger linear system with more unknowns. These features have been verified against a large set of test cases in two and three space dimensions. The designed space-time accuracy of our method has been verified up to 9-th order through a series of numerical convergence tests in two and three space dimensions.

For the simulation of turbulent flows, very high spatial and temporal resolution is needed for giving a correct and complete description of the flow physics. With the aim of improving the efficiency of our algorithm further, future work will concern the extension of the present high order staggered DG schemes to space-time adaptive meshes, following the ideas outlined in [142, 65, 61, 144, 143]. By introducing adaptive mesh refinement (AMR) for staggered grids, simulations of turbulent flows should become feasible. Moreover, it is a well known fact that discontinuous Galerkin schemes suffer of spurious oscillations when attempting to resolve shocks, because of Gibbs phenomenon. A novel a posteriori approach of shock capturing for DG schemes, without losing the classical subcell resolution properties of the DG method, has been recently proposed for collocated grids in [66, 144, 143]. The extension of this a posteriori subcell limiter techniques to semi-implicit DG schemes on staggered meshes belongs to future investigations. The possibility of extending the present semi-implicit staggered DG schemes to the context of the compressible Navier-Stokes equations, following the ideas of [92, 110, 91, 105, 60], is also another topic of future research.
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### 2D Womersley problem — Spectral-DG-$P_N$

\[ N = M = 1 \] \[ N = M = 2 \]

| \(N\) | \(M\) | \(t_{end}\) | \(t_{tot} = 0.5\) | \(t_{tot} = 1\) |
|---|---|---|---|---|
| 40 | 1.828E-03 | 1.135E-03 | 1.135E-03 | 1.799E-04 |
| 50 | 1.310E-03 | 2.507E-03 | 9.87E-03 | 2.500E-04 |
| 60 | 1.094E-03 | 2.086E-03 | 9.87E-03 | 2.500E-04 |
| 70 | 9.399E-04 | 1.792E-03 | 9.87E-03 | 2.500E-04 |

### 2D Taylor-Green vortex problem \(L = 2\pi\) — Staggered spectral space-time DG-$P_N$

\[ N = M = 1 \] \[ N = M = 2 \]

| \(N\) | \(M\) | \(t_{end}\) | \(t_{end} = 2\pi\) |
|---|---|---|---|
| 8 | 4.140E-02 | 2.215E-02 | |
| 16 | 1.262E-02 | 8.539E-03 | |
| 32 | 2.525E-02 | 6.125E-03 | |
| 64 | 4.910E-02 | 1.775E-03 | |

| \(N\) | \(M\) | \(t_{end}\) | \(t_{end} = 2\pi\) |
|---|---|---|---|
| 12 | 2.972E-03 | 1.597E-03 | |
| 24 | 6.074E-03 | 3.175E-03 | |
| 48 | 1.194E-02 | 6.142E-03 | |

| \(N\) | \(M\) | \(t_{end}\) | \(t_{end} = 2\pi\) |
|---|---|---|---|
| 20 | 6.809E-02 | 2.937E-02 | |
| 40 | 2.902E-03 | 1.359E-03 | |

| \(N\) | \(M\) | \(t_{end}\) | \(t_{end} = 2\pi\) |
|---|---|---|---|
| 25 | 5.270E-02 | 1.541E-02 | |
| 50 | 6.991E-04 | 2.999E-04 | |
| 100 | 2.165E-04 | 9.374E-05 | |

### Table 1: Numerical convergence table for the two dimensional oscillatory flow between two flat plates computed with staggered spectral space-time DG schemes for \(N = M = 1, \ldots, 6\).
3D ABC flow problem — Staggered spectral space-time DG-PN

| $N = M = 1$ | $N = M = 3$ | $N = M = 4$ |
|-------------|-------------|-------------|
| $N = 1$    | $N = 3$    | $N = 4$    |
| $N = 2$    | $N = 5$    | $N = 6$    |
| $N = 3$    | $N = 7$    | $N = 8$    |

Table 3: Numerical convergence table for the three dimensional Arnold-Beltrami-Childress (ABC) flow problem computed with staggered spectral space-time DG schemes for $N = M = 1, \ldots, 8$.

Table 4: Total stencil-size for the resulting pressure systems for semi-implicit DG schemes using different grid types for different numbers of space dimensions. In all cases it is assumed that the discrete momentum equation is substituted into the discrete continuity equation, in order to yield one single equation system for the scalar pressure.