BSSE: An open-source image processing tool for miniaturized microscopy
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Abstract: Single-photon-excitation-based miniaturized microscope, or miniscope, has recently emerged as a powerful tool for imaging neural ensemble activities in freely moving animals. In the meanwhile, this highly flexible and implantable technology promises great potential for studying a broad range of cells, tissues and organs. To date, however, applications have been largely limited by the properties of the imaging modality. It is therefore highly desirable for a method generally applicable for processing miniscope images, enabling and extending the applications to diverse anatomical and functional traits, spanning various cell types in the brain and other organs. We report an image processing approach, termed BSSE, for background suppression and signal enhancement for miniscope image processing. The BSSE method provides a simple, automatic solution to the intrinsic challenges of overlapping signals, high background and artifacts in miniscope images. We validated the method by imaging synthetic structures and various biological samples of brain, tumor, and kidney tissues. The work represents a generally applicable tool for miniscope technology, suggesting broader applications of the miniaturized, implantable and flexible technology for biomedical research.
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1. Introduction

Single-photon-excitation-based miniaturized microscope, or miniscope, enables in vivo, wide-field calcium imaging in freely behaving animals [1–3]. Compared to conventional micro-endoscopic and electrophysiological techniques, the miniscope technology allows for longitudinal, population-scale recording of neural ensemble activities during complex behavioral, cognitive and emotional states [1,2,4–8]. The technique has thus far been successfully used to explore neural circuits in various brain regions such as cortical, subcortical and deep brain areas [5,7,9–15].

In practice, the miniscope technique mainly uses gradient-index (GRIN) rod lenses that offer several advantages compared to compound objective lenses, including low cost, light weight (<1 g), small diameters (<1 mm), long relay lengths (>1 cm), and relatively high numerical aperture (NA, >0.45). These features of the miniscope thus enable minimally invasive imaging of a significant volume of the brain with a cellular-level resolution in freely moving animals. However, broader applications have thus far been largely limited by the properties of the imaging modality. Specifically, unlike compound objectives, GRIN lenses suffer from severe optical aberrations such as distortions and spherical aberrations, mainly due to the radially-distributed parabolic (or non-aplanatic) refractive index. These aberrations inherently deteriorate image quality, image resolution, contrast and effective field-of view (FOV) [16]. As a result, the deficiency becomes severely restrictive for single-photon-excitation-based, wide-field imaging in thick tissues, leading to extensively overlapping signals, high background and artifacts in miniscope images.
Although such aberrations can be compensated using additional optical elements [16–18], these methods either require special design for different GRIN lenses or are incompatible with a miniaturized system. Computational methods have thereby been developed as an alternative, efficient strategy to separate the background and denoise and extract the signals. Unlike previous assays for processing optically-sectioned (thus high-SNR) data resulted from two-photon or light-sheet microscopy [19–22], these computational methods are designed to handle typical miniscope imaging conditions with high fluctuating background, movements, distortions, and low SNR. Specifically, current methods mainly rely on region of interest (ROI) analysis [7,11,12,23], principal-component analysis/independent component analysis (PCA/ICA) [22,24] or constrained nonnegative matrix factorization (CNMF_E) approaches [25,26].

However, all existing methods are solely developed for extracting neuronal calcium imaging signals. This is mainly due to the fact that current miniscope applications have remained almost exclusively focused on functional brain imaging, despite the promising potential for imaging a broader range of cells, tissues and organs. It is therefore highly desirable for a method generally applicable for processing miniscope images, extending the applications to diverse anatomical and functional studies on various cell types in the brain and other organs.

Here, we develop a computational approach, termed BSSE, allows for automatic processing, background suppression and signal enhancement of single-photon-excitation-based miniscope images. The approach provides a simple solution to the intrinsic challenges to separate the high background and denoise the overlapping signals. We demonstrated the method using synthetic structures, in vitro brain and kidney sections in mice, and in vivo calcium imaging data. We validated the method on both the lab-built and commercially available miniscopes. We expect this new algorithm to enable miniscopes for broader applications in biomedical research.

2. Methods

2.1 System setup and characterization

We constructed the miniaturized imaging system based on the open-source design protocols (http://miniscope.org), as shown in Figs. 1(a) and 1(b). In particular, we used an infinitely-corrected (0.25-pitch), 0.5NA GRIN lens (GT-IFRL-200-inf-50-NC, GRINTECH). The sample was illuminated with a 488-nm LED (LXML-PB01-0030, Lumileds), filtered by an excitation filter (FF01-480/40, Semrock) and collimated by a drum lens (45549, Edmund Optics). The corresponding emitted fluorescence was collected using a dichroic mirror (FF506-Di03, Semrock) and an emission filter (FF01-535/50, Semrock) and imaged by an aspherical tube lens (D-ZK3, Thorlabs) onto a CMOS sensor (MT9V032C12STM, ON Semiconductor). The use of an aspherical lens as the tube lens instead of an achromatic lens was to moderately enhance the optical sectioning capability (Appendix A and Fig. 7). The miniscope body (~5.0 cm³) was designed with Solidworks software and 3D-printed using a 3D printer (RS-F2-GP BK-04, FormLabs2). The system uses single, flexible coaxial cables to supply power, control hardware, and transmit image data.

To characterize the miniscope, we imaged water-immersed 200-nm fluorescent beads (FSDG002, Bangs Laboratories) and measured the point-spread function (PSF) of the system at varying depths, as shown in Fig. 1(c). The PSF images were Gaussian-fitted and exhibited FWHM values of ~3 μm and ~30 μm in the lateral and axial dimensions, respectively. Notably, the axial PSF is substantially extended due to the strong spherical and other aberrations in the system, which lead to severe spatial overlaps of signals while imaging thick samples. Furthermore, a negative USAF target (R1DS1N, Thorlabs), attached to fluorescent tapes and immersed in water, was used to determine the magnification (~6x) and effective pixel size (1 μm) of the system, as shown in Figs. 1(d) and 1(e).
2.2 Animal and tissue sample preparation

For brain tumor tissue, C57BL/6 mice (wild type, WT) were purchased from Jackson Laboratory. GL261 cells were stably transfected with EGFP and stereo-tactically injected into the striatum of the brain, near the ventricles [27–29].

For the kidney tissue, the transgenic mouse line with enhanced GFP (EGFP) cDNA under the control of a beta-actin promoter and cytomegalovirus enhancer was purchased from Jackson Laboratory [30].

For the brain tissue, the Macgreen transgenic mouse line with EGFP under the control of the mouse CsF1r promoter was purchased from Jackson Laboratory. The EGFP is expressed in macrophages and trophoblast cells, and specifically in microglia cells in the brain [31].

All animal procedures were approved by the Stony Brook University Institutional Animal Care and Use Committee (IACUC). Mice were bred in-house under maximum isolation conditions on a 12:12 hour light: dark cycle with food ad libitum.
For tissue preparation, mice were deeply anesthetized with 2.5% Tribromoethanol (avertin) and transcardially perfused with PBS followed by 4% PFA. Tissue was collected, post-fixed in 4% PFA overnight, and transferred to a 30% sucrose solution for dehydration and cryoprotection. Tissue was frozen in OCT (optimal cutting temperature technique), cut into 20μm-thick sections and collected on Superfrost plus microscope slides. The slides were stored at −80°C.

For imaging, distilled water was dropped onto the sample to facilitate the water-immersion GRIN lens. During the acquisition, the miniscope was fixed, and the sample was placed on a 3D stage.

### 2.3 Calcium imaging data

In this work, we utilized calcium imaging data generously provided by the authors of [32]. Detailed protocols were documented in [32]. Specifically, the dorsal CA1 neuronal imaging virally transfected with the calcium indicator AAV9.Syn.GCaMP6f.WPRE.SV40 (Penn Vector Core) using a synapsin promoter were obtained by a commercially available miniscope (Insionix). Transfected mice were placed on a motorized treadmill with a 40 cm × 60 cm rectangular track (Columbus Instruments) and trained to run for increasing intervals of time in between laps. The raw imaging data and behavioral videos were generously shared by the authors of [32] at https://drive.google.com/open?id=1r4p_k_Z6rtec4btQAlmLSOuxSmv0TPW [32]. In this work, we used the first subset of the shared raw imaging data sets (300 frames, Mouse 1 (G45) / Day 1 / recording_20151130-001.tif).

### 2.4 BSSE algorithm: architecture and demonstrations

The algorithm contains two main modules to address the major challenges in miniscopy

![Fig. 2. Architecture of BSSE. The algorithm contains two main modules. The first module is used to remove the background. Specifically, the raw image \( I_{raw} \) is first moderately smoothed by time-averaging or Gaussian convolution (standard deviation = 1 pixel), obtaining the image \( I_0 \). The algorithm then subtracts the predominant low-frequency background \( I_B \) from the image \( I_0 \) using morphological image processing, obtaining the image \( I_{BM3} = I_0 - I_B \). Next, a Gaussian filter (standard deviation = 1 pixel) is applied to generate the baseline low-frequency image \( I_{baseline} \), and the high-frequency component of the signal \( I_{high} \) is obtained using the BM3D method [35] as \( I_{high} = I_0 - I_{baseline} \). \( I_{high} \) is then binarized, smoothed and normalized to generate the weight mask \( I_w \). The algorithm then modulates \( I_0 \) with the weight mask \( I_w \) to remove the frequency components responsible for the fluctuating background, obtaining the background-suppressed image \( I_{BSSE} = I_0 \cdot I_w \). The second module is used to enhance the signals of the image \( I_{BSSE} \). Specifically, the first-derivative image \( I_{1st} \) is generated and subtracted from the image \( I_{BSSE} \), obtaining the sharpened signal image \( I_s = I_{BSSE} - \sigma \cdot I_{1st} \), where \( \sigma \) is scale factor, determined as the ratio between the values of the simulated Gaussian PSF and its first derivative at the inflection point. \( I_s \) is given a threshold to zero negative pixel values. The second-derivative image \( I_{2nd} \) of \( I_s \) is next generated to identify and segment the crossings of the overlapping signals in \( I_s \) by zero-concavity analysis, obtaining the final image \( I_{final} \). Images were taken using 1-μm fluorescent beads. Scale bar: 5 μm.]

...image data, i.e. the high fluctuating background and the overlapping signals. The detailed architecture of the algorithm is described in Fig. 2 and Appendix B. In brief, first, the
algorithm separates and suppresses different frequency components of the background. The predominant low-frequency background is initially rejected from the raw image using morphological image processing [33]. The resulting image was then modulated by a weight mask [34,35] to remove the frequency components primarily responsible for the fluctuating background (inhomogeneous background due to the sample or the evolution of background over time). Next, the algorithm enhances the resolution of the background-suppressed image by exploiting the gradient information of the overlapping signals [36,37]. Specifically, we considered the radial symmetry of the 2D PSF of a single emitter or a sub-diffraction-limited point source, as well as its gradient distribution, in the background-suppressed miniscopy image. The signals are initially sharpened by subtracting the weighted first derivative of the image. To ensure the signals are narrowed at a moderate and constant ratio, we selected the scale factor $\sigma$ for the sharpened signal image $I_S = I_BF - \sigma \cdot I_G1$, where $\sigma$ is determined as the ratio between the values of the simulated Gaussian PSF and its first derivative at the inflection point. To enhance the resolution between the overlapping signals, we combined the second derivative of the image to identify and segment the crossings of the overlapping regions by zero-concavity analysis. The removal of the background in the first module circumvents artifacts generated by the sensitive response of the image gradients to the fluctuating background. The outcome image of the algorithm exhibits both substantially suppressed background and enhanced signals, as shown in Fig. 2 and Appendix B. For tissue images, a post-smoothing step using a Gaussian filter is included to maintain the continuity of biological structures [33,38]. The BSSE algorithm works with the proprietary software package MATLAB R2015a and above. The source code is available from the authors and on Github (https://github.com/shujialab/BSSE).

The method was first demonstrated using synthetic caliber patterns with various spacing, SNRs and intensity, as shown in Appendix C and Figs. 9-13. As seen, using BSSE, we noticed that the method can improve the image quality of the diffraction-limited images. It was also shown that the high background at varying levels was suppressed, and the close-by, low-SNR structures were enhanced and better resolved. Also, as illustrated in Appendix C, the original intensity relationship can be retained for most of the intensity levels and gradually deviates from the linear manner when it reaches noticeably strong or weak intensity regime, considering the fact that the denoising step of the method is intrinsically nonlinear. In addition, in Appendix C, we demonstrated our strategy to process highly dense structure to maintain high-resolution structures while avoiding the loss of weak signals.

Next, we imaged and measured the profiles of fluorescent beads (FSDG, Bangs Laboratories) attached to the surface of a cover slide, as shown in Fig. 3. It is shown that the method not only suppressed the fluctuating background, but also enhanced the signals from single emitters across a FOV of ~300 µm × 300 µm, as shown in Figs. 3(a)-3(d). Because BSSE considers the gradient symmetry of the PSFs, the image degradation caused by the intrinsic aberrations in the system can also be reduced due to their lack of radial symmetry, recovering the Gaussian-like PSFs, as shown in Figs. 3(e)-3(h). It should be addressed that BSSE improves the image quality mainly through enhancing the SNR. We observed that the relatively high SNR of Fig. 3(h) can be further improved, mainly by rejecting the background, thus making the nearby dim bead resolvable as shown in the right peak of Fig. 3(i). It should be noted that here the improvement was demonstrated for the fluorescent beads located on a 2D surface, where the background is mainly resulted from any floating beads or the CMOS camera sensor. In Results, we demonstrated the method by imaging 3D, thick biological samples.
3. Results

3.1 Imaging mouse brain tumor tissue

We first imaged orthotopic mouse brain tumor sections, where EGFP-expressing GL261 cells (GL261-EGFP) were stereo-tactically injected into the striatum of the brain near the ventricles. As seen in Fig. 4(a), the GL261-EGFP cells that were out-of-focus of the miniscope resulted in high background, deteriorating the in-focus signals detected. The signals were further diminished due to the stronger aberrations near the outer range of the FOV. In contrast, the use of BSSE substantially removed the background and enhanced the
SNR by more than two orders of magnitude, as shown in Figs. 4(b)-4(g). The in-focus information from the previously overlapping signals can now be well sectioned and resolved, as shown in Figs. 4(h) and 4(i). By extracting the signals out of the high background and reducing the influence of aberrations, the method also effectively enlarged the FOV by >1.5 times (>300 µm × 300 µm). It should also be noted that the dynamic range of the images has been varied due to the improved SNR, so some existing dim structures become less visible, but they can be well displayed by adjusting the contrast of the BSSE-processed images. For the brain tissue images, a good correlation (>0.75) was shown between the raw and processed images by the Resolution Scaled Pearson’s coefficient (RSP), which scores the image quality with a normalized value between [-1, 1] [39].
Fig. 5. Imaging mouse kidney tissue. (a,b) Raw (a) and BSSE-processed (b) images of the kidney cortex of beta actin-EGFP mice. (c) Merged image of (a, b), showing enhanced tubular structures with suppressed background using BSSE. RSP = 0.879. (d,e) Raw (d) and BSSE-processed (e) images of the kidney medulla of beta actin-EGFP mice. (f) Merged image of (d,e). (g-j) Zoomed-in images of the corresponding boxed regions in (d,e). (k,l) Cross-sectional profiles along the solid lines in (g, h) and (i, j), respectively, exhibiting enhanced resolution of cellular structures. The arrows in (h) indicate a well-resolved structure separated as close as 3.8 µm. RSP = 0.827. Scale bars: 100 µm (a,d), 15 µm (a inset and g).
3.2 Imaging transgenetic mouse tissue

We next imaged mouse kidneys expressing EGFP driven by the beta-actin promoter using the miniscope, as shown in Fig. 5. The image of the mouse kidney cortex exhibited both highly overlapping signals and out-of-focus background from the convoluted tubules and glomerulus, as shown in Fig. 5(a). After BSSE processing, the image revealed substantially improved lining of tubular structures, as shown in Figs. 5(b) and 5(c). Furthermore, compared to the cortex, lower SNR was observed near the kidney medulla, where the kidney cells were barely visible, as shown in Fig. 5(d). The use of BSSE demonstrated improvement in this region, allowing enhanced resolution of the kidney medullar structures separated as close as ~3 µm, consistent with the measurement from the PSF, as shown in Fig. 1(c) and Figs. 5(e)-5(l). In addition, compared to deconvolution, BSSE can more effectively reduce the background and enhance the signals, as shown in Appendix D and Fig. 14.

Furthermore, healthy brains from mice in which cells express GFP under the Csf1r promoter [31] were also imaged, as shown in Appendix E and Fig. 15. Csf1r-driven GFP fluorescence primarily labels microglial cells in the brain. Using BSSE, the miniscope can detect GFP signal at the single cell level, where the nearby cellular structures as close as a few micrometers were resolved from the high background of the tissue and blood vessels after processing with BSSE.

3.3 Calcium imaging

We next validated the performance of BSSE for in vivo calcium imaging of neural ensembles in freely behaving mice. The images were recorded using a commercially available single-photon based miniscope (Inscopix) at a frame rate of 20 Hz [32]. Due to the strong aberrations and background in the awake brain, the images were initially processed by BSSE using both Gaussian filtering and block-matching and 3D filtering [40] (the step 1 Raw to I 0 in Fig. 2). As a result, the BSSE algorithm efficiently denoised the calcium transient activity of each cell and removed the strong, uneven background in the time-lapse data. With the BSSE processed image data, we were able to improve the maximum projection that allowed accurate manual identification of ROI components. In contrast, the identification became considerably restrictive using the raw images because of the highly overlapping signals and strongly fluctuating background, as shown in Fig. 6(a). Using the contours determined in the BSSE-processed image, we extracted normalized fluorescence traces ΔF/F from ROI components in both the raw and BSSE-processed images, as shown in Fig. 6(b). As seen, without processing, the raw data generated false positives or failed to identify neurons from overlapping ROIs, as shown in Figs. 6(c)-6(n). It should be mentioned that due to the intrinsic nonlinearity in the denoising process, the ΔF/F values may not be accurately preserved, though the more essential correlations or mutual information between the neurons can be correctly retained.

In Fig. 6, we also confirmed our results using MIN1PIPE [26], an automatic, state-of-the-art method for processing calcium imaging data of miniscopes. MIN1PIPE contains several stand-alone modules to accurately separate spatially localized neural activity signals. For non-biased comparison, we used all suggested and optimized parameters in [26] and excluded automatic movement correction and post-extraction refinement steps for manually adding or removing neurons. Notably, the BSSE-processed calcium data provided comparable image quality that can facilitate identification with very few visually apparent false positives, as shown in Figs. 6(c)-6(n). It should be emphasized that the presentation of BSSE is not to compare with the cutting edge methods like CNMF [25] or MIN1PIPE [26]. On the other hand, we aimed to demonstrate its simplicity as a generic tool to improve wide-field miniscopy images for various tissue studies beyond functional brain imaging. The purpose of Fig. 6 is mainly to show that the method is compatible with calcium image processing, but we admit that the method has not been specialized to achieve many functions obtained with
CNMF or MIN1PIPE such as accuracy and automation, though it can be readily compatible and implemented as a module in the automatized pipelines.

Fig. 6. *In vivo* transient calcium imaging in freely behaving mice. (a) Left, example of the field of view of CA1 using the miniscope, displayed as the maximum temporal projection of fluorescence activity. Middle and right, the maximum projections of the frames individually processed by BSSE and MIN1PIPE, respectively. (b) The identified ROI contours superimposed on the corresponding boxed regions in (a), respectively. Left and middle, the contours were identified manually from the BSSE-processed data (a, middle). Right, the contours were identified using MIN1PIPE. (c,e,g,i,k,m) Six zoomed-in (top panel) and their contrast-adjusted (bottom panel) raw, BSSE-processed and MIN1PIPE-processed images of the corresponding ROI regions as marked in (b). (d,f,h,j,l,n) The corresponding normalized temporal fluorescence traces of six ROI examples as marked in (b). The shaded zones represent the false traces due to the cross-talk between neighboring neurons in the raw data, which were corrected by BSSE and MIN1PIPE. Scale bars: 100 µm (a), 50 µm (b), 10 µm (c), 5 sec (i).
4. Conclusion

In summary, we demonstrated an image processing approach, termed BSSE, for single-photon-excitation-based, wide-field miniscopy images. It provides a simple, automatic solution to the challenges of overlapping signals, high background and artifacts in miniscopy images. We validated the method by imaging synthetic caliber patterns and biological samples of brain, tumor, and kidney tissues, as well as extracting neural functional signals. In addition, the method was demonstrated on both lab-built and commercial miniscopes, and the algorithmic framework can be readily integrated with many miniscopy control and processing modules, allowing for addressing a wide range of problems. Furthermore, the presented imaging results beyond neural activity suggests broader applications of the miniaturized, implantable and flexible technology.

Appendix A: The point-spread function (PSF) of the miniscope using an achromatic lens.

Fig. 7. (a) The PSF of the miniscope using an achromatic lens as suggested by the open-source protocol. (b) The images were taken with a 200-nm fluorescent bead, exhibits FWHM values of 3.8 µm (left) and 39 µm (right) in the lateral and axial dimensions, respectively, showing slightly broadened PSF profiles compared to the profiles using an aspheric lens in Fig. 1. Scale bar: 3 µm.
Appendix B: Illustration of the BSSE algorithm using beta-actin EGFP mouse kidney tissue.

Fig. 8. Illustration of the BSSE algorithm using beta-actin-EGFP mouse kidney tissue. (a-c) Architecture of the BSSE algorithm and BSSE-processed images of the kidney cortex of beta-actin-EGFP mice. As described in detail in Fig. 2, the results illustrate that the two main modules of the algorithm suppress the background (b) in the image IRaw, obtaining the image IBF, and enhance the signals (c), thus to obtain the final image IBSSE. (d) Cross-sectional profiles in the image IBF and its first-derivative image IG1 along the corresponding solid line in IG1. (e) Cross-sectional profiles along the solid color lines in IS and IG2, where IS represents the difference image between IBF and IG1, and IG2 is the second-derivative image of IBF. Concavity analysis is conducted to identify and segment the crossings of the overlapping signals (e.g. the shaded regions in (e)), obtaining the final image IBSSE. (f) Cross-sectional profiles in the images IRaw and IBSSE along the corresponding solid line in IBSSE. Scale bars: 100 µm (a, top row), 50 µm (a, left of the second row), 10 µm (a, right of the second row).
Appendix C: BSSE processing of synthetic caliber patterns.

Fig. 9. BSSE processing of synthetic caliber patterns. (a) Left to right, simulated raw image (left, $I_{\text{Raw}}$), intermediate background-suppressed image (middle, $I_{\text{BF}}$), and the final BSSE-processed image (right, $I_{\text{BSSE}}$). (b) Intensity profiles of the images $I_{\text{Raw}}$, $I_{\text{BF}}$, and $I_{\text{BSSE}}$ along the corresponding line in (a). The solid red lines in (b) denote the ground truth of the line positions of the pattern. The intervals between the two nearby lines start at 1 pixel and are constantly increased by 1 pixel from left to right. The two lines separated by 3 pixels were resolved in the image $I_{\text{BSSE}}$ but not in the images $I_{\text{Raw}}$ and $I_{\text{BF}}$.

Fig. 10. BSSE processing of the same synthetic caliber patterns as in Fig. 8 with varying SNRs. (a) Top, simulated raw image with PSNR = 61.58 dB. Bottom, the BSSE-processed image. The SSIM values compared to the ground truth are 0.1787 and 0.4581 for the raw and processed images, respectively. (b) Intensity profiles of the images along the corresponding lines in (a). (c) Top, simulated raw image with PSNR = 59.78 dB. Bottom, the BSSE-processed image. The SSIM values compared to the ground truth are 0.1319 and 0.3768 for the raw and processed images, respectively. (d) Intensity profiles of the images along the corresponding lines in (c).
Fig. 11. BSSE processing of synthetic caliber patterns with varying distances. (a, c, e) The simulated raw (left) and BSSE-processed (right) images of two lines separated by 1 pixel (a), 2 pixels (b), and 3 pixels (c), respectively. (b, d, f) The intensity profiles of the images along the corresponding lines in (a, c, e), respectively. The results show that BSSE enhances the image quality by improving the SNR of the diffraction-limited images. A distance of 2 pixels is related to the diffraction limit in practice.

Fig. 12. BSSE processing of synthetic caliber patterns with varying intensity. (a) Simulated underlying pattern with linearly varying intensity. (b,d,f) The simulated raw (top) and BSSE-processed (bottom) images of the pattern added with three different random noise patterns. (c, e, g) The intensity profiles of the images along the corresponding lines in (b,d,f), respectively. (h) BSSE processing of the same synthetic caliber pattern without noise. (i) Average peak intensity of BSSE-processed images (bottom panels in (b,d,f)) (green dots and error bars) and the peak intensity of the profile corresponding to the red line in (h) (gray dots). The green dots represent the mean value of BSSE-processed profiles of each row of pixels in (b,d,f) and the error bars stand for the standard deviation of these pixel values at each peak. The solid black line shows the linear relationship. Although the linear trend is largely retained, deviations from the linear relationship within the pattern can be observed for the BSSE-processed images with noisy raw data when the intensity becomes strong or weak. In contrast, the BSSE-processed image with noise-free raw data maintains acceptable linear relationship.
Fig. 13. BSSE processing of synthetic caliber patterns. (a) Raw image of synthetic Siemens target caliber pattern with non-parallel and crossing structures. (b) BSSE-processed image. A gap can be observed near the center strong intensity region, because the algorithm processes the region as the background of the crossing region. (c) Merged image of the raw (a) and BSSE-processed (b) images. (d) Angular intensity plot of BSSE-processed image and the corresponding raw image along the red circle. BSSE shows distinct 12 caliber bars whereas raw have less resolved intensity peaks. (e) Intermediate signal-sharpened image $I_s'$ using a halved the scale factor $0.5 \times \sigma$ (see Fig. 2 caption), recovering the gap region as in (b). (f) Merged image of the original BSSE-processed (b) and adjusted intermediate image (e), showing the high-resolution structure without compromising background-like information.

Appendix D: Comparison with blind-deconvolution image processing.

Fig. 14. Comparison with blind-deconvolution image processing. Left panel, raw (a), deconvolved (b), and BSSE-processed (c) images of the kidney cortex of beta actin-EGFP mice as in Fig. 5(a). Right panels, zoomed-in images of the corresponding color boxed regions. It can be observed that although deconvolution (10 iterations) sharpens the images, BSSE further reduces the background and enhances the signals. Scale bars: 100 µm (a, left), 15 µm (a, right).
Appendix E: Imaging and BSSE processing of Csf1r-EGFP mouse brain tissue.

Fig. 15. Imaging and BSSE processing of Csf1r-EGFP mouse brain tissue. (a) Merged image of the raw and BSSE-processed images of Csf1r-EGFP mouse brain tissue. Csf1r-driven GFP fluorescence primarily labels microglial cells in the brain. (b) Zoomed-in raw (top) and BSSE-processed (bottom) images of the corresponding boxed region in (a). (c) Cross-sectional profiles of the raw and BSSE-processed images along the solid lines in (b). The results demonstrate enhanced cellular-level resolution of microglial structures, which otherwise would not be observed due to the strong background from the out-of-focus tissue and blood vessels (e.g. in (b)). RSP = 0.749. Scale bars: 100 µm (a), 15 µm (b).
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