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ABSTRACT
Potential Drug-Drug Interaction (DDI) occurring while treating complex or co-existing diseases with drug combinations may cause changes in drugs' pharmacological activity. Therefore, DDI prediction has been an important task in the medical healthy machine learning community. Graph-based learning methods have recently aroused widespread interest and are proved to be a priority for this task. However, these methods are often limited to exploiting the inter-view drug molecular structure and ignoring the drug’s intra-view interaction relationship, vital to capturing the complex DDI patterns. This study presents a new method, multi-view graph contrastive representation learning for drug-drug interaction prediction, MIRACLE for brevity, to capture inter-view molecule structure and intra-view interactions between molecules simultaneously. MIRACLE treats a DDI network as a multi-view graph where each node in the interaction graph itself is a drug molecular graph instance. We use GCN to encode DDI relationships and a bond-aware attentive message propagating method to capture drug molecular structure information in the MIRACLE learning stage. Also, we propose a novel unsupervised contrastive learning component to balance and integrate the multi-view information. Comprehensive experiments on multiple real datasets show that MIRACLE outperforms the state-of-the-art DDI prediction models consistently.

CCS CONCEPTS
• Mathematics of computing → Graph algorithms; • Applied computing → Health informatics; • Computing methodologies → Supervised learning by classification.
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1 INTRODUCTION
Drugs may interact with each other when drug combinations occur, which will alter their effects. Such situations can increase the risk of patients’ death or drug withdrawal, particularly in the elderly, with a prevalence of 20-40%[32]. Recent studies estimate that 6.7% of the US hospitalized patients have a severe adverse drug reaction with a fatality rate of 0.32%[21]. However, polypharmacy is inevitable because the concurrent use of multiple medications is necessary for treating diseases that are often caused by complex biological processes that resist the activity of any single drug. Hence, there is a practical necessity to identify the interaction of drugs.

Detection of DDI remains a challenging task: traditional wet chemical experiments are expensive and cumbersome, and too small in scale, limiting the efficiency of DDIs detection. Besides, there are tedious and time-consuming clinical tests and patient follow-up afterward. These problems make it urgent to develop a new, computationally assisted DDI prediction method.

The machine learning methods facilitate the computer-assisted DDI prediction. Prior approaches to DDI prediction focused mainly on inputting various fingerprints or similarity-based features such as [46]. In the early years, research works like [45] are designed very simple and only considering a single fingerprint. After 2014, plenty of research works based on multi-source heterogeneous fingerprints flourished. Kastrin et al. [15] establishes a logistic regression model with similarity-based features constructed on side effects and physiological effects between a pair of drugs as inputs. Using features such as the multi-dimensional molecular structures, individual drug side effects, and interaction profile fingerprints, Ryu et al. [36] use various deep learning-based methods to integrate different types of inputs by learning latent representations and find DDI.

In recent years, many graph representation learning-based methods have been applied to extracting features from raw molecular graph data. Zitnik et al. [57] constructs a heterogeneous network including drug and protein entities and uses graph convolutional network (GCN)[18] to learn latent representations, then predicts possible adverse effect types occurring in drug combinations. Ma et al. [27] proposes a method integrating multi-view similarity-based features by attention mechanism, where a view refers to a similarity matrix constructed by a feature and learns drug representations with graph autoencoder (GAE)[19]. Deac et al. [4] applies a co-attention mechanism to compute the attentional coefficients between all atoms in a pair of drugs to learn joint drug-drug information better. Chen et al. [3] uses a siamese GCN to learn the pairwise drug representations and make predictions with a similarity-based method.

Although the methods above achieve satisfactory results and become the state-of-the-art, they still have some limitations. Firstly, previous models based on multiple similarity-based fingerprints require feature engineering or integration of these drug features, which are time-consuming and challenging to collect[48]. They mainly rely on the empirical assumption that chemically, biologically, or topologically similar drugs are more likely to interact with
Figure 1: The illustrative schematic diagram of our proposed framework MIRACLE. There are three sequential and interdependent phases: 1) In the inter-view, drug molecular graphs are encoded into drug embeddings by a bond-aware message passing network with attentive pooling. 2) In the intra-view, a GCN encoder is used to integrate the external DDI relationships into drug embeddings. Also, a contrastive learning-based method is applied to balance information from different views to update drug embeddings. 3) With the learned drug embeddings, an interaction predictor is designed to generate final prediction results.

Each molecular graph is proceeded successively. The inter-view latent vectors for all drugs involved in the DDI network can be obtained through a bond-aware message passing neural networks with attentive pooling. After that, we integrate the inter-view and intra-view information to update drug representations by a GCN encoder where we treat drug instances as nodes, the inter-view drug embeddings as node features, and the external DDI relationships as graph connectivity. For balancing information from different views better, we design a novel contrastive learning component to optimize the model by setting a mutual information maximization objective. We also apply a double-radius node label (DRNL) algorithm to encode the interaction-wise substructure information to aid predictions. Finally, we use a two-layer fully-connected neural network to make predictions with the obtained drug embeddings and encoded substructure information. To help MIRACLE learn the commonality between two views well, we also make predictions using the inter-view drug representations and define a disagreement loss to enforce prediction results in two views to a consistency. The main contributions of this work are summarized as follows:

- We model the DDI data in a multi-view graph setting and use graph representation learning methods to capture complex interaction patterns. To the best of our knowledge, it is a brand new perspective and has not been studied before.
- To balance multiple views information in the drug representations, we do not rely on the supervised information only but design a novel contrastive learning component to update drug embeddings by a mutual information maximization objective.
- Extensive experiments conducted on a variety of real-world datasets show that MIRACLE evidently outperforms the state-of-art methods by a large margin, even when given very few labeled training instances.

2 METHODOLOGY
This section introduces the proposed DDI prediction approach, which is an end-to-end representation learning model consisting
of three sequential and interdependent phases. At first, we define a bond-aware message passing network with attentive pooling, which encodes drug molecular graph data to corresponding low-dimensional embedding vectors. The second is an information integration module that uses a GCN to integrate the drug molecule corresponding to low-dimensional embedding vectors with the external DDI relationships. The last is an interaction predictor, which is responsible for predicting missing interactions in a DDI network.

Figure 2 shows a multi-view graph in the context of a DDI network. Drug A, B, C, D denote four drugs in the DDI network. The solid and dashed lines indicate existing and possible interactions. The internal structure of each drug shows its molecular graph.

The proposed model takes the SMILES representation of the corresponding drug molecule and the DDI network connectivity matrix as inputs. The SMILES representation will be converted into a molecular graph via RDKit[20]. Meanwhile, we extract the atom list and multi-channel adjacency matrix from the molecular graph, which will be fed into the following bond-aware message passing network. In this section, we will depict the architecture, optimization objective, and training process.

2.1 Notations and Problem Formulation
Before presenting our proposed model, We summarize the important notations adopted in this paper. We use upper boldface letters for matrices (e.g. $\mathbf{A} \in \mathbb{R}^{m \times n}$), boldface letters for vectors (e.g. $\mathbf{h} \in \mathbb{R}^{d}$), normal characters for scalars (e.g. $d_q$ for the dimension of molecule-level embedding), and calligraphic for sets (e.g. $\mathcal{G}$).

Suppose that we have a graph $\mathcal{G}$ which is presented by $\mathcal{G} = \{V, E\}$ where $V$ is the set of vertices and $E$ is the set of edges. We denote the $i$th atom as $v_i \in V$ and the chemical bond connecting the $i$th and $j$th atoms as $e_{ij} \in E$.

**Problem statement.** The DDI prediction task can be defined as a link prediction problem on graph. Given $d$ drug molecular graphs $\mathcal{G} := \{G^{(i)}\}_{i=1}^{d}$ and DDI network $\mathcal{N} = (\mathcal{G}, \mathcal{L})$ where $\mathcal{L}$ denotes the interaction links, the task link prediction is, for the network $\mathcal{N}$, predicting the existence of missing links.

2.2 Bond-aware Message Passing Network with Attentive Pooling
Since the molecular graphs are complex irregular-structured data to handle, in this subsection, we use a bond-aware Message Passing Network[8] (MPN) to map nodes to real-valued embedding vectors in the low-dimensional space. We equipped our model with propagation-based message passing layers according to simple chemistry knowledge and a graph aggregation layer with attentive pooling[42] to generate a graph-level representation.

A molecule can be abstracted as a graph where each atom is represented as a node and each bond as an edge. We construct the node information matrix by stacking randomly-initialized embedding vectors for each atom considering its nuclear charge number and a multi-channel adjacency matrix whose channel dimension indicates different chemical types, including single double, triple and aromatic bond.

Given the node information matrix and multi-channel adjacency matrix as inputs, we encode them by two successive processes of Message Passing. The first phase can be described using the following message function:

$$h^{(1)}_{i} = \sum_{j \in \mathcal{N}(i)} W^{(1)}_{c} h^{(1-1)}_{j}$$

where $W^{(1)}_{c} \in \mathbb{R}^{d_h \times d_h}$ is a matrix of trainable parameters shared by the same type of chemical bond $e_{ij}$ at the $l$th layer, $h^{(1)}_{i}$ represents the candidate hidden state at the $l$th layer for node $v_i$, $h^{(1-1)}_{j} \in \mathbb{R}^{d_h}$ represents the hidden state at the $(l-1)$th layer for the neighbor node $v_j$, and $\mathcal{N}(i)$ denotes the neighbor nodes of the center node $v_i$.

The equation (1) shows that the node information corresponding to the same type of chemical bond share parameters during the affine transformation. The chemical interpretability for this message function is straightforward: neighboring nodes connected by the same type of chemical bond have similar effects, and vice versa.

Given $h^{(1)}_{i} = [h^{(1-1)}_{i}, T^{(l)}_{c} h^{(1)}_{i}, C^{(w)}_{c} h^{(1)}_{i}, T^{(l)}_{c} h^{(1)}_{i}, C^{(w)}_{c} h^{(1)}_{i}]$ where $[\cdot]$ denotes the concatenation operation, for the second phase, inspired by [39], we additionally define three non-linear transformation fusion function for the $l$th layer for node $v_i$, and $\mathcal{N}(i)$ denotes the element-wise product. We refer to $F$ as the fuse gate, $T$ as the transform gate, and $C$ as the carry gate, since they express how much of the hidden state is produced by transforming the fusion of the candidate and previous hidden state and carrying it, respectively. We can take both the influence on the concentrated center node exerted by neighboring ones and itself at the previous layer into consideration through this update process.

We stack several message passing layers ($L$ in total) to learn the hidden representation for every node/atom $v$ in a molecular graph $\mathcal{G}$. The process can be described as the following update function:

$$h^{(L)}_{i} = F(T(h^{(L-1)}_{i} \odot h^{(L-1)}_{i} \odot C(W_{c} h^{(L)}_{i} \odot h^{(L-1)}_{i})))$$

where $h^{(1)}_{i}$ represents the hidden state at the $l$th layer for node $v_i$, and $\odot$ denotes the element-wise product. We refer to $F$ as the fuse gate, $T$ as the transform gate, and $C$ as the carry gate, since they express how much of the hidden state is produced by transforming the fusion of the candidate and previous hidden state and carrying it, respectively. We can take both the influence on the concentrated center node exerted by neighboring ones and itself at the previous layer into consideration through this update process.
and obtain the final hidden states for each atom at the last message passing layer. To make predictions with drug representations, we need to generate an embedding vector for each molecular graph. Therefore, we apply a simple but efficient attentive readout layer inspired by Li et al. [24] as follows:

\[
a_i = \tanh\left(W_a [h_i^{(0)}; h_j^{(L)}] + b_a\right) \\
g = \sum_{v_i \in V} a_i \odot (W_0 h_i^{(L)} + b_0)
\]

where \([;\] denotes the concatenation operation, \(\tanh(\cdot)\) denotes the tanh activation function, attention score \(a_i \in \mathbb{R}^{d_k}\) denotes the importance score of the atom \(a_i\), \(\odot\) denotes the hadamard product, and \(g \in \mathbb{R}^{d_k}\) is the obtained embedding vector for the molecular graph. Stacking the embedding vectors of drugs over given dataset, we get the inter-view embedding matrix \(G \in \mathbb{R}^{n \times d_k}\). It should be noted that all of the parameters are shared across all the atoms.

### 2.3 GCN for Integrating Multi-view Network Information

For drug molecular graphs, after the non-linear mapping introduced above, we get low-dimensional representations of them. In order to encode the intra-view interaction information into the drug embeddings, we establish an encoder to integrate the multi-view network information. Recently many representation learning based methods such as Kipf and Welling [18] have demonstrated their superiority to traditional methods such as various dimensionality reduction algorithms[51]. In this paper we make use of GCN in terms of efficiency and effectiveness. In the following, we utilized a multi-layer GCN(M in total) to smooth each node’s features over the graph’s topology. In this context, we refer to the node’s features as low-dimensional representations of drugs learned from the previous message passing network and the graph’s topology as the interaction relationship inside the DDI network.

Assumed the number of drugs in the DDI network is denoted by \(n\), formally, we are given the adjacency matrix of DDI network \(A \in \mathbb{R}^{n \times n}\) and the attribute matrix \(G \in \mathbb{R}^{n \times d_k}\) of the DDI network \(N\) as inputs. Before the graph convolution operation, we normalized the adjacency matrix \(A\):

\[
\hat{A} = \hat{K}^{-\frac{1}{2}} (A + I_n) \hat{K}^{-\frac{1}{2}}
\]

where \(I_n\) represents the identity matrix and \(\hat{K}_d = \sum_j (A + I_n)_{ij}\). Then we apply the GCN encoder framework as follows:

\[
D^{(1)} = U(A, G, W_u^{(0)}, W_u^{(1)}) = \hat{A}\text{ReLU}(\hat{A}G W_u^{(0)})W_u^{(1)}
\]

where \(W_u^{(0)} \in \mathbb{R}^{d_k \times d_k}\) and \(W_u^{(1)} \in \mathbb{R}^{d_k \times d_k}\) are two weight parameters at the 0th and 1th layer of the GCN encoder, respectively. The second dimension of the weight parameter at the last layer of the GCN encoder is set to \(d_g\). Through the GCN encoder, then we get the intra-view embedding matrix \(D \in \mathbb{R}^{n \times d_k}\) for drugs in the DDI network \(N\).

### 2.4 Contrastive Learning of Drug Representation

As stated in Li et al. [23], the graph convolution operation can be considered Laplacian smoothing for nodes’ features over graph topology. The Laplacian smoothing computes the new node features as the weighted average of itself and its neighbors. On the one hand, although it helps make nodes in the same cluster tend to learn similar representations, it may cause the over-smoothing problem and make nodes indistinguishable. On the other hand, it will concentrate so much on node features information that makes the learned embeddings lack structural information, which will be discussed and tackled in the next subsection.

Furthermore, the inter-view drug embeddings are learned directly from molecular graphs, including raw attributes and structural information. Specifically, the representations may contain multiple functional groups’ information inside a molecule, different local connectivity constructed by various combinations of the same atoms and bonds, etc. Such information has a significant influence on interaction predictions. However, after graph convolutions, the inter-view features are smoothed over the whole DDI network topology and become blurred. Therefore, it is necessary to balance multi-view information in the drug embeddings. In this subsection, we propose a novel graph contrastive learning framework to handle these issues.

Figure 3 illustrates the proposed graph contrastive learning component. In MIRACLE, we naturally have two different graph views in the multi-view graph setting to learn drug representations by maximizing the agreement between inter-view and intra-view embeddings. We define our mutual information(MI) estimator on inter- and intra-view pairs, maximizing the estimated MI over the given dataset \(N\). To be specific, for each drug \(i\), fixing itself as an anchor \(A\), we get a set of positive samples \(P\) which is made up of itself and its \(k\)-order neighboring nodes, and a set of negative samples \(N\) from nodes not in its \(k\)-hop neighbors. Considering the assumption that representations of drugs that interact with the same drug may contain similar information, we usually set \(k = 2\). Then, we generate each positive pair \((A, P)\) where \(P \in P\) and negative pair \((A, N)\) where \(N \in N\). After iterations, we can obtain all possible positive pairs and negative pairs. Afterward, we employ a contrastive objective that enforces the intra-view representation of the anchor \(A\) agree with the inter-view representations of the positive samples and can be distinguished from the inter-view representations of the negative samples. The contrastive objective is formulated as
where $\hat{C}(i) = |C(i) + 1|$, $\tilde{I}_{\omega,\phi,\psi}(g_i^\phi; d_i^\psi)$ is the mutual information estimator modeled by discriminator $T_o$ and parameterized by a neural network with parameters $\omega$. As stated in Hjelm et al. [12], contrastive learning-based methods concentrate primarily on the maximization of mutual information instead of its precise value. Therefore, we use the Jensen-Shannon MI estimator (following the formulation of [31]),

$$
\tilde{I}_{\omega,\phi,\psi}(g_i^\phi; d_i^\psi) = \mathbb{E}_D [sp(-T_{\omega,\phi,\psi}(g_i^\phi(x); d_i^\psi(x))) + \mathbb{E}_{D^c} [sp(T_{\omega,\phi,\psi}(g_i^\phi(x'); d_i^\psi(x')))]
$$

where $x$ is an input sample, $x'$ is an input sample from $D = D_w$ which denotes an empirical probability distribution, and $sp(\cdot)$ is the softplus function. It should be noted that we generate negative samples using all possible combinations of inter/intra-view embeddings across all drugs in a batch. Since $d_i^\psi$ is encouraged to have high MI with samples containing information at both views, this favors encoding aspects of the data shared across different samples and views.

2.5 Drug-drug Interaction Prediction

2.5.1 Encoding Interaction Structural Information. According to the discussion in subsection 2.4, inspired by Zhang and Chen [52], before making predictions, we encode the substructure of each interaction for supplementary by using a Double-Radius Node Labeling (DRNL) algorithm. The algorithm labels neighboring nodes in each interaction’s enclosing subgraph, which describes the “k-hop surrounding environment” around a given interaction based on the relative distance to the link. The intuition is that different nodes with different positions in the enclosing subgraph may play different roles during interaction prediction. Specifically, if we refer to the center nodes between the target interaction as $a$ and $b$, nodes with different relative positions to the center nodes have different structural importance.

Formally, the DRNL algorithm can be described as follows:

$$
\hat{D} = D(u, a) + D(u, b)
$$

$$
L(u) = 1 + \min(D(u, a), D(u, b)) + \lfloor \hat{D}/2 \rfloor - \lfloor \hat{D}/2 \rfloor - 1
$$

where $u$ denotes the node to be labeled in the enclosing subgraph, $D(p, q)$ is the shortest path distance between $p$ and $q$, and $L(u)$ represents the label of $u$. For nodes that are not included in the enclosing subgraph or with $D(u, a) = \infty$ or $D(u, b) = \infty$, we label them as 0. It should be noted that $b$ is temporally removed when calculating $D(u, a)$ otherwise $D(u, a)$ will be upper bounded by $D(u, b) + D(a, b)$. After obtaining neighboring nodes’ labels, we concatenate them to generalize an interaction structural information vector $s \in \mathbb{R}^n$. It is worth mentioning that the magnitude information in neighboring nodes’ labels will be lost after one-hot encoding. That is why we directly use original labels.

2.5.2 Interaction predictor. For each interaction link $l_{ij} \in L$, we first compress two drug embedding vectors into an interaction link embedding vector:

$$
l = d_i \odot d_j
$$

where $\odot$ denotes the element-wise product. $l$ is the interaction link embedding vector. Then, we concatenate $l$ and its corresponding structural information vector $s$ as the input for interaction prediction. We apply a two-layer fully-connected neural network to make the final prediction:

$$
p = \sigma(W_p \text{ReLU}(W_l[l; s] + b_l) + b_p)
$$

where $p \in \mathbb{R}^k$ and $[; ]$ denotes the concatenation operation. If the aim is to predict the occurrence of DDIs, $k$ is 2, while $k$ equals to the total number of DDI types if our target is to predict the specific DDI type(s).

Besides, we design another auxiliary interaction predictor using the inter-view drug embeddings. We cascade the last layer of the MPN with a fully connected layer and a sigmoid transformation function to construct this classifier. The prediction of the inter-view interaction predictor is denoted as $r \in \mathbb{R}^k$. Optimizing the inter-view interaction prediction results can help the supervised information directly flow into previous network layers. The model learns the commonality between different views through a disagreement loss, which will be discussed below. So, finally, we get two prediction results corresponding to two different predictors. It should be noted that we only use $p$ for the final DDI prediction.

2.5.3 Training. Both predictors’ primary goal is to minimize the supervised loss, which measures the distance between the predictions and the true labels. Another goal is to minimize a disagreement loss, which measures the distance between two predictors’ predictions. The purpose of minimizing this disagreement loss is to enforce the model to pay more attention to the commonality between two different views and consistency between two predictors.

Formally, we formulate the supervised loss for the labeled interaction links and the disagreement loss for the unlabeled interaction links:

$$
\mathcal{L}_s = \arg\min_{\phi, \psi} \sum_{l_{ij} \in L_t} (\mathcal{E}(r_i, y_i) + \mathcal{E}(p_i, y_i))
$$

$$
\mathcal{L}_d = \arg\min_{\phi, \psi} \sum_{l_{ij} \in L_u} \mathcal{K}(p_i || r_j)
$$

where $y_i$ is the true label of $l_i$, $L_t$ and $L_u$ denote the labeled and unlabeled links in $L$ respectively, $\mathcal{E}(\cdot, \cdot)$ is the cross-entropy loss function and $\mathcal{K}(\cdot || \cdot)$ is the Kullback-Leibler divergence.

With contrastive loss $\mathcal{L}_c$, supervised loss $\mathcal{L}_s$ and disagreement loss $\mathcal{L}_d$, the objective function of our model is:

$$
\mathcal{L} = \alpha \mathcal{L}_c + \beta \mathcal{L}_d
$$

where $\alpha$ and $\beta$ are hyper-parameters for the trade-off for different loss components. With the objective function, we use the back-propagation algorithm to find the best solution for the trainable parameters $\omega, \phi, \psi$. 

Multi-view Graph Contrastive Representation Learning for Drug-Drug Interaction Prediction Preprint, under review, 2020
3 EXPERIMENTS

In this section, we first describe the datasets, compared methods, and evaluation metrics used in the experiments. Then, we compare the proposed MIRACLE with other comparative methods. Finally, we make detailed analysis of MIRACLE under different experimental settings.

3.1 Datasets

We evaluate the proposed method on three benchmark datasets, i.e., ZhangDDI\(^1\), ChCh-Miner\(^2\) and DeepDDI\(^3\) with different scales for verifying the scalability and robustness of our model. These three datasets are small-scale, medium-scale, and large-scale, respectively. The ZhangDDI dataset contains a relatively small number of drugs where all the fingerprints are available for all drugs. However, for DeepDDI, the large-scale one, many fingerprints are missing in most drugs. For the ChCh-Miner dataset, although it has almost three times the number of drugs in the ZhangDDI dataset, it only has the same number of labeled DDI links. The statistics of datasets are summarized as follows:

- **ZhangDDI**\(^5\): This dataset contains 548 drugs and 48,548 pairwise DDIs and multiple types of similarity information about these drug pairs. We remove the data items that cannot be converted into graphs from SMILES strings in our preprocessing.
- **ChCh-Miner**\(^30\): This dataset contains 1,514 drugs and 48,514 DDI links without similarity-based fingerprints and polypharmacy side-effect information of each drug pair. We remove the data items that cannot be converted into graphs from SMILES strings in our preprocessing.
- **DeepDDI**\(^36\): This dataset contains 192,284 DDIs from 191,878 drug pairs and their polypharmacy side-effect information extracted from DrugBank\(^47\). We also remove the data items that cannot be converted into graphs from SMILES strings in our preprocessing.

3.2 Comparing Methods

To demonstrate the superiority of our proposed model, we implement many baseline approaches to compare their performance. The compared baselines cover similarity-based methods and graph-based methods. For the latter, to compare methods with different views of information reasonably, we define them under the same architecture as MIRACLE, which is summarized in table 1 and detailed as follows:

- **Nearest Neighbor**\(^45\): Vilar and his team used known interactions between drugs and similarity derived from substructure to conduct DDI prediction. We refer to the model as NN for simplicity.
- **Label Propagation**: Zhang et al. [54] utilized the label propagation (LP) algorithm to build three similarity-based predictive models. The similarity is calculated based on the substructure, side effect, and off-label side effect, respectively. We refer to the three models as LP-Sub, LP-SE and LP-OSE, respectively.
- **Multi-Feature Ensemble**: Zhang et al. [55] employed neighbor recommendation(NR) algorithm, label propagation(LP) algorithm, and matrix disturbs (MD) algorithm to build a hybrid ensemble model. The ensemble model exploited different aspects of drugs. We name the model as Ens.
- **SSP-MLP**: Ryu et al. [36] applied the combination of pre-computed low dimensional Structural Similarity Profile(SSP) and Multi-layer Perceptron to conduct the classification. We will refer to the model as SSP-MLP.
- **GCN**: Kipf and Welling [18] used a graph convolutional network(GCN) for semi-supervised node classification tasks. We applied GCN to encode drug molecular graphs and learn their representations to make predictions as a baseline.
- **GIN**: Xu et al. [49] proposed a graph isomorphism network (GIN) to learn molecules’ representations in various single-body property prediction tasks. We used GIN to encode drug molecular graphs and learn their representations to make predictions as a baseline.
- **Attentive Graph Autoencoder**: Ma et al. [27] designed an attentive mechanism to integrate multiple drug similarity views, which will be fed into a graph autoencoder to learn the embedding vector for each drug. We referred to the model as AttGA and made predictions based on the learned drug representations pairwise as a baseline.
- **SEAL-CI**: Li et al. [22] firstly applied a hierarchical graph representation learning framework in semi-supervised graph classification tasks. We named this model as SEAL-CI and used the model to learn drug representations for DDI link prediction as a baseline.
- **NFP-GCN**: Duvenaud et al. [6] is the first graph convolution operator, which is specific to molecules. We named the model as NFP-GCN. We changed our bond-aware message passing network into NFP to be a baseline.

3.3 Evaluation Metrics and Experimental Settings

We divide the entire interaction samples into a training set and a test set with a ratio of 4 : 1, and randomly select 1/4 of the training dataset as a validation dataset. Note that we have only reliable positive drug pairs in the dataset. We regard the same number of sampled negative drug pairs as the negative training samples for simplicity[3]. As for the test dataset, we let it be the same as the actual situation to preserve data imbalance by keeping the same distribution, whose numbers of positive samples to negative samples is about 1 : 2.

We set each parameter group’s learning rate using an exponentially decaying schedule with the initial learning rate 0.0001 and multiplicative factor 0.96. For the proposed model’s hyper-parameters, we set the dimension of the hidden state of atoms and drugs as 256. The total number of the bond-aware message passing neural networks and the GCN encoder is 3. The coefficients \(\alpha\) and

\(^{1}\text{https://github.com/xw9977129/drug-drug-interaction/tree/master/dataset}\)
\(^{2}\text{http://snap.stanford.edu/biodata/datasets/10001/10001-ChCh-Miner.html}\)
\(^{3}\text{https://zenodo.org/record/1205795}\)
| Algorithm  | Model Type       | The Inter-view Model | The Intra-view Model | Feature Type                   |
|-----------|------------------|----------------------|----------------------|-------------------------------|
| NN        | similarity-based | N/A                  | N/A                  | similarity-based fingerprint  |
| LP        | similarity-based | N/A                  | N/A                  | similarity-based fingerprint  |
| Ens       | similarity-based | N/A                  | N/A                  | similarity-based fingerprint  |
| SSP-MLP   | similarity-based | N/A                  | N/A                  | similarity-based fingerprint  |
| GCN       | inter-view       | GCN                  | N/A                  | Molecular Graph               |
| GIN       | inter-view       | GIN                  | N/A                  | Molecular Graph               |
| AttGA     | intra-view       | N/A                  | AttGA                | Interaction Relationship      |
| GAT       | intra-view       | N/A                  | GAT                  | Interaction Relationship      |
| SEAL-CI   | multi-view       | GCN                  | GCN                  | Molecular Graph & Interaction Relationship |
| NFP-GCN   | multi-view       | NFP                  | GCN                  | Molecular Graph & Interaction Relationship |
| MIRACLE   | multi-view       | BAMPN                | GCN                  | Molecular Graph & Interaction Relationship |

Some graph-based methods perform worse than the models mentioned above because they only rely on the single view graph information. GCN and GIN encode drug molecular graphs by two different graph neural network frameworks. They make DDI predictions pairwise based on the obtained drug molecule representations. AttGA and GAT directly learn drug representations from DDI interaction relationships and make predictions using the inner product results of target drug pairs’ embeddings. The former acquires multiple connectivities of the DDI network according to different similarity matrices and applies a GCN encoder to obtain drug representations with varying relationships of interaction. This method fuses these drug representations to make final predictions that distinctly can achieve better performance than GAT, who only considers the DDI network’s link existence.

3.4 Experimental Results

We conduct experiments on three datasets with different characteristics to verify our proposed method’s effectiveness in different scenarios. The three parts of the experiments validate the superiority of our MIRACLE method compared to baselines on the small scale dataset with all types of drug features and the medium scale dataset with few labeled DDI links for the binary classification task, and the large scale dataset with missing drug features for the multi-label classification task, respectively.

3.4.1 Comparison on the ZhangDDI dataset. Table 2 compares our MIRACLE model’s performance against baseline approaches on the ZhangDDI dataset, where almost all types of drug features can be used for the DDI prediction task. The best results are highlighted in boldface. MIRACLE integrates multi-view information into drug representations. In this model, we jointly consider the inter-view drug molecular graphs and the intra-view DDI relationships. According to the experiments, the proposed model achieves more excellent performance compared to these baseline approaches.

The performance of algorithms utilizing similarity-based fingerprints like NN, LP, and SSP-MLP is relatively poor, which only incorporate one kind of very important features. However, contrary to them, Ens obtains better results because of the combination of three distinct models utilizing eight types of drug feature similarities coupling with another six types of topological ones, demonstrating the importance of integrating information from multiple sources like similarity-based fingerprints and topological features.

3.4.2 Comparison on the ChCh-Miner dataset. In this part of the experiment, we aim to evaluate our proposed MIRACLE method on datasets with few labeled DDI links. We only compare MIRACLE with graph-based baselines because this dataset lacks similarity-based fingerprints for drug pairs. For the same reason, AttGA does not apply to this dataset. Table 3 shows the results.

Obviously, methods taking multi-view information into consideration like SEAL-CI and NFP-GCN outperform baselines who only use single-view information. However, MIRACLE achieves...
when making the final predicting decisions, which helps the model ignore experimental results obtained by AttGA and SSP-MLP, which may be absent in this large scale dataset. Utilizing similarity-based fingerprints need plenty of non-structural information for the prediction of specific DDI type. Many baseline approaches approach’s performance to the baseline methods specially designed for the former framework, which demonstrates the inter-view information plays a vital role in DDI predictions. SEAL-CI is second to the proposed method among the baselines proving the superiority of the multi-view graph framework. MIRACLE significantly outperformed other baseline methods in terms of all the three metrics.

The graph contrastive learning component integrates and balances information from different views, MIRACLE learns drug representations better with less labeled DDI links. The proposed method also considers the DDI network’s structural information when making the final predicting decisions, which helps the model extracts the most useful information from all dimensional features for DDI prediction. We further verify our points by a small ablation study in which we adjust the training ratio of the dataset in subsection 3.5.

### 3.4.3 Comparison on the DeepDDI dataset

To verify our proposed method’s scalability, we also conduct experiments on a large-scale dataset, DeepDDI, which has plenty of labeled data and multiple types of DDI information. Table 4 compares our proposed approach’s performance to the baseline methods specially designed for the prediction of specific DDI type. Many baseline approaches utilizing similarity-based fingerprints need plenty of non-structural similarity features, which may be absent in this large scale dataset. Therefore, we only select models who are applicable in this dataset, including NN and SSP-MLP. For the graph-based methods, we neglect AttGA for the lack of many needed drug features. We also ignore experimental results obtained by GIN and NFP-GCN because of the worse performance and the space limitation.

![Figure 4: Results of the compared methods on ZhangDDI with different training ratio](image)

#### Table 2: Comparative evaluation results on ZhangDDI

| Algorithm | AUROC | AUPRC | F1  |
|-----------|-------|-------|-----|
| NN        | 67.81 ± 0.25 | 52.61 ± 0.27 | 49.84 ± 0.43 |
| LP-Sub    | 93.39 ± 0.13 | 89.15 ± 0.13 | 79.61 ± 0.16 |
| LP-SE     | 93.48 ± 0.25 | 89.61 ± 0.19 | 79.83 ± 0.61 |
| LP-OSE    | 93.50 ± 0.24 | 90.31 ± 0.82 | 80.41 ± 0.51 |
| Ens       | 95.20 ± 0.14 | 92.51 ± 0.15 | 85.41 ± 0.16 |
| SSP-MLP   | 92.51 ± 0.15 | 88.51 ± 0.66 | 80.69 ± 0.81 |
| GCN       | 91.91 ± 0.62 | 88.73 ± 0.84 | 81.61 ± 0.39 |
| GIN       | 81.45 ± 0.26 | 77.16 ± 0.16 | 64.15 ± 0.16 |
| AttGA     | 92.84 ± 0.61 | 90.21 ± 0.19 | 70.96 ± 0.39 |
| GAT       | 91.49 ± 0.29 | 90.69 ± 0.10 | 80.93 ± 0.25 |
| SEAL-CI   | 92.93 ± 0.19 | 92.82 ± 0.17 | 84.74 ± 0.17 |
| NFP-GCN   | 93.22 ± 0.09 | 93.07 ± 0.46 | 85.29 ± 0.38 |
| MIRACLE   | 98.95 ± 0.15 | 98.17 ± 0.06 | 93.20 ± 0.27 |

#### Table 3: Comparative evaluation results on ChCh-Miner

| Algorithm | AUROC | AUPRC | F1  |
|-----------|-------|-------|-----|
| GCN       | 82.84 ± 0.61 | 84.27 ± 0.66 | 70.54 ± 0.87 |
| GIN       | 70.32 ± 0.87 | 72.41 ± 0.63 | 65.54 ± 0.97 |
| GAT       | 85.84 ± 0.23 | 88.14 ± 0.25 | 76.51 ± 0.38 |
| SEAL-CI   | 90.93 ± 0.19 | 89.38 ± 0.39 | 84.74 ± 0.48 |
| NFP-GCN   | 92.12 ± 0.09 | 93.07 ± 0.69 | 85.41 ± 0.18 |
| MIRACLE   | 96.15 ± 0.29 | 95.57 ± 0.19 | 92.26 ± 0.09 |

#### Table 4: Comparative evaluation results on DeepDDI

| Algorithm | AUROC | AUPRC | F1  |
|-----------|-------|-------|-----|
| NN        | 81.81 ± 0.37 | 80.82 ± 0.20 | 71.37 ± 0.18 |
| SSP-MLP   | 92.28 ± 0.18 | 90.27 ± 0.28 | 79.71 ± 0.16 |
| GCN       | 85.53 ± 0.17 | 83.27 ± 0.31 | 72.18 ± 0.22 |
| GAT       | 84.84 ± 0.23 | 81.14 ± 0.25 | 73.51 ± 0.38 |
| SEAL-CI   | 92.83 ± 0.19 | 90.44 ± 0.39 | 80.70 ± 0.48 |
| MIRACLE   | 95.51 ± 0.27 | 92.34 ± 0.17 | 83.60 ± 0.33 |

#### 3.5 Ablation Study

We conduct ablation experiments on the ZhangDDI and the ChCh-Miner dataset to validate the contrastive learning component’s effectiveness in our model. The experimental results are reported in table 5. To better understand the differences between MIRACLE with and without the contrastive learning component, we visualize their drug embeddings using the visualization tool t-SNE[29], which projects each method’s learned embeddings in a 2D space. Figure 6 shows the results on the ChCh-Miner dataset. From the figure, we can observe that MIRACLE effectively learns drug embeddings with the contrastive learning component. We also analyze our proposed method’s robustness with a different number of labeled training data by adjusting the training set ratio on the ZhangDDI dataset. As seen in figure 4, MIRACLE with the contrastive learning component...
3.6 Parameter Sensitivity

In our model in equation 15, there are two major parameters $\alpha$ and $\beta$. In this subsection, we evaluate the impacts of them, together with the dimensionality of drug embeddings $d_g$ on the ZhangDDI dataset. Figure 5(a) and 5(b) show the results by changing one parameter while fixing another one.

First, we vary $\alpha$ by $\{0.01, 0.1, 1, 10, 100, 1000\}$, and fix $\beta = 0.8$, $d_g = 256$. Here, for parameter study purpose, $\beta$ is set to its optimal value on this dataset instead of the default value 1. From the figure, our method is quite stable in a wide range of $\alpha$ and achieves the best performance when $\alpha = 100$ in terms of AUROC. Next, we vary $\beta$ by $\{0.2, 0.4, 0.6, 0.8, 1, 1.2, 1.4\}$ with $\alpha = 100$ and $d_g = 256$. As can be seen, the near optimal performance at $\beta = 0.8$ justifies our parameter setting. Overall, $\alpha$ and $\beta$ are stable w.r.t these parameters. Moreover, the non-zero choices of $\alpha$ and $\beta$ demonstrate the importance of the loss terms in our model.

To evaluate $d_g$, we vary it from 2 to 512, and fix $\alpha = 10$ and $\beta = 0.8$. The results are shown in figure 5(c). From the figure, MIRACLE is robust to $d_g$. Specifically, when $d_g$ is small, the AUROC increases because higher dimensionality can encode more useful information. When $d_g$ reaches its optimal value, the accuracy begins to drop slightly because a too high dimensionality may introduce redundant and noisy information that can harm the classification performance.
3.7 Convergence Evaluation

In this subsection, we study the proposed MIRACLE algorithm’s performance in terms of the number of iterations before converging to a local optimum. Figure 7 shows the value of the objective function $\mathcal{L}$ in equation 15 with respect to the number of iterations on different datasets. From the figure, we observe the objective function value decreases steadily with more iterations. Usually, less than 600 iterations are sufficient for convergence.

4 RELATED WORK

DDI prediction. There is little doubt that the most accurate way for predicting DDIs is in vivo or in vitro trials. But such bioassay is practicable only on a small set of drugs and limited by the experimental environment[5]. With the accumulation of biomedical data, many machine learning methods are proposed for DDI prediction. To the best of our knowledge, most existing DDI prediction methods could be divided into feature-based and graph-based.

The feature-based methods adopt the assumption: drugs sharing similar chemical structures are prone to share similar DDIs. Vilar et al. [45, 46] generate DDI candidates by comparing the Tamimoto coefficient between human-curated fingerprint vectors of drugs. Celebi et al. [2] employs a rooted page rank algorithm that integrates therapeutic, genomic, phenotypic, and chemical similarity to discover novel DDIs. Zhang et al. [54] proposes a label propagation framework considering immediate structure similarity from PubChem and high-order similarity from divergent clinical databases. Huang et al. [13], Luo et al. [26] measure the connections between drugs and targets to predict pharmacodynamic DDIs, which could be regarded as another aspect of drug similarity. Ryu et al. [36] proposes DeepDDI, which applies a feed-forward neural network to encode structural similarity profile (SSP) of drugs to predict DDI. Although similarity-based methods yield robust results on DDI prediction tasks, these methods may have limitations on digging novel DDIs, i.e., not scalable. Starting with known drug interactions, it is far from sufficient to use similarity criteria to model complex DDIs, let alone the number of DDIs identified is still sparse. For high-hanging fruits, more prior knowledge and higher-level representations are required for novel DDI detection.

The factor mentioned above pushes the community to focus on feature-based methods. Besides features from drugs, feature-based methods usually include other prior information, such as chemical properties and biological regulation.

Recently, graph-based methods like neural fingerprint[6], message passing network[9] and graph representation learning[11] have proved to be successful on molecular tasks, several graph neural networks (GNNs) are proved to have a good DDI prediction power. Zhang et al. [54, 55] make DDI predictions based on nearest neighbors, though these works learn representations from multiple prior information, but failed to take relations of DDIs into account, such as transitivity of similarities. Ma et al. [28] uses attentive graph auto-encoders[19] to integrates heterogeneous information from divergent drug-related data sources. Decagon[58] introduces another graph auto-encoder, making an end-to-end generation of link prediction predictions in the drug-protein network. This work shows that deep GNNs outperform traditional shallow architectures significantly, such as static fingerprints[6], DeepDDI[36], and traditional graph embedding methods[34, 59]. More recently, Lin et al. [25] merges several datasets into a vast knowledge graph with 1.2 billion triples. Through KGNN layers which embed 2-hop local structures of drugs, this model outperforms both graph embedding based methods such as random walk[34], struct2vec[35], LINE[41] and deep learning-based methods such as DeepDDI[36] plus same knowledge graph-based method KG-ddi[14]. With the help of such graph models, higher-level representations are learned from a variety of graph-structured data.

Neural network for graphs. Graph neural networks extend the convolutional neural network to non-Euclidean spaces, providing a more natural and effective way for modeling graph-structured data[9]. In recent years, numerous powerful GNN architectures are reported[1, 6, 11, 16, 18, 24, 37, 43, 49, 50, 53]. With the development of various GNNs and variants, modern GNNs have achieved state-of-the-art performances in link prediction, node classification, graph classification. Generally, a typical GNN follows a three-step message passing scheme to generate node or graph level representation. 1) Aggregate step integrates neighbor embeddings which serve as messages; 2) combine step update the representation of nodes based on messages in 1; 3) readout step is a permutation invariant function that produces graph-level representation from node-level representations. In each layer of GNN, node features are updated by its immediate neighbors. Thus, after $k$ iterations (layers), a node’s embedding vector encodes the $k$-hop subgraph’s topological features. Finally, a graph-level embedding reflecting overall structure could be computed by readout function if needed.

Recently, contrastive learning revitalizes in many fields, and graph representation learning is no exception. Inspired by previous success in visual representation learning, Veličković et al. [44] proposes a MI maximization objective to maximize the MI between node embeddings and the graph embedding by discriminating nodes in the original graph from nodes in a corrupted graph. Sun et al. [49] extends the MI maximization objective to better learn the graph-level representation by maximizing the MI between the graph-level representation and the representations of substructures of different scales. Zhu et al. [56] proposes a new method to generate different graph views by removing edges and masking features and maximizing the agreement of node embeddings between two graph views. Inspired by the information maximization principle, we apply the MI maximization objective in balancing information from different views in drug embeddings.

5 CONCLUSION

To better integrate the rich multi-view graph information in the DDI network, we propose MIRACLE for the DDI prediction task in this paper. MIRACLE learns drug embeddings from a multi-view graph perspective by designing an end-to-end framework that consists of a bond-aware message passing network and a GCN encoder. Then, a novel contrastive learning-based strategy has been proposed to balance information from different views. Also, we design two predictors from both views to fully exploit the available information. Through extensive experiments on various real-life datasets, we have demonstrated that the proposed MIRACLE is both effective and efficient.
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