An Accuracy Analysis Comparison of Supervised Classification Methods for Mapping Land Cover Using Sentinel 2 Images in the Al-Hawizeh Marsh Area, Southern Iraq

Abstract: Land cover mapping of marshland areas from satellite images data is not a simple process, due to the similarity of the spectral characteristics of the land cover. This leads to challenges being encountered with some land covers classes, especially in wetlands classes. In this study, satellite images from the Sentinel 2B by ESA (European Space Agency) were used to classify the land cover of Al-Hawizeh marsh/Iraq-Iran border. Three classification methods were used aimed at comparing their accuracy, using multispectral satellite images with a spatial resolution of 10 m. The classification process was performed using three different algorithms, namely: Maximum Likelihood Classification (MLC), Artificial Neural Networks (ANN), and Support Vector Machine (SVM). The classification algorithms were carried out using ENVI 5.1 software to detect six land cover classes: deep water marsh, shallow water marsh, marsh vegetation (aquatic vegetation), urban area (built-up area), agriculture area, and barren soil. The results showed that the MLC method applied to Sentinel 2B images provides a higher overall accuracy and the kappa coefficient compared to the ANN and SVM methods. Overall accuracy values for MLC, ANN, and SVM methods were 85.32%, 70.64%, and 77.01% respectively.
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1. Introduction

Marshlands represent one of the richest areas of biodiversity in Iraq’s ecosystems [1]. The Mesopotamian Marshes (Ahwar of Southern Iraq) is unique in that it is one of the world’s largest inland delta systems in an extremely hot and arid environment [2], it plays an important role in global ecosystems by supporting rare wildlife and rich biodiversity, especially of migratory birds [3]. In 2016, Al Ahwar was listed as a UNESCO World Heritage site, recognizing its significance for biodiversity and preserving Mesopotamian heritage [4]. Therefore, the restoration and protection of the marshlands are of primary importance for socioeconomic development in Iraq. Historically, the marshlands included a chain of almost interconnected permanent and seasonal marshes, shallow and deep lake units that merged into larger wetland complexes during high floods; mudflats and desert regularly inundated in periods of elevated water levels; and a great variety of habitats and ecological features [5]. The Al-Hawizeh marsh is part of the Mesopotamian Marshes that included in the Ramsar list of wetlands of international importance as they regularly harbor considerable numbers of threatened, endemic, and restricted-ranged bird and mammal species and they also provide a home and livelihoods for many of the indigenous people living there.

During the Iran-Iraq war (1980–1988), Al-Hawizeh marsh Drainage began with the construction of oil fields, the area witnessed many battles, where both of the conflicting sides drained and flooded the marshes for tactical military reasons such as aiding advancing and retreating troops. In the 1990s, Al-Hawizeh Marsh suffered again from drainage by water diversion, the construction of embankments and sluice gates along the Tigris and its tributaries; and by dam construction on the Al Karkheh River in Iran. After the fall of the Iraqi regime in 2003, the marshes of Iraq were no longer a banned area. Local unauthorized citizens started to release water back to the former wetlands from artificial canals and reservoirs randomly with no direction or plan [6]. Over recent decades, the land cover in Al-Hawizeh marshes have changed dramatically due to water release and the filling of the lowlands, so that it is very important to produce high-resolution land cover maps for management and sustainable development in this important area.

Remotely sensed imagery (e.g., aerial photographs, digital imagery, and satellite imagery) provide an effective tool to study the land cover. Aerial photographs have been used for decades to identify wetlands and other natural resources for site-specific assessments and for producing thematic maps for wetland inventories and land cover surveys. Aerial photographs have been converted to digital images for onscreen interpretation using geographic information system (GIS) technology. Satellite imagery and other remotely sensed data are more recent sources of wetland type and distribution data. Given the advent of unmanned aerial systems (UASs) and high-resolution multispectral imagery, environmental specialists have new tools and information for optimizing management decisions and enabling precision
environmental solutions. Additionally, the CORINE Land Cover system provides the only consistent classification system of long-term land cover data in Europe, the most commonly applied method to map CORINE land cover change is by visual interpretation of optical/near-infrared satellite imagery. Thematic maps prepared by interpreting remotely sensed imagery (e.g., aerial photos, satellite imagery, or other spectral data) have inherent limitations related to many factors, including the nature of the resources being mapped (e.g., their ease or difficulty of recognition), map scale (e.g., balancing minimum mapping units against map legibility), quality and scale of source imagery, environmental conditions present when imagery/sensor data were captured (e.g., leaf-on, leaf-off, wet season, or dry season), the film emulsion (for photos), the spectral bands analyzed (for satellite imagery). Satellite imagery provides a wide range of monitoring capabilities in a rapid manner, especially for areas unavailable for field surveys due to terrain, dense vegetation, or another obstacle [7]. High-resolution land cover and land use classifications have applications in many fields of study such as land use and cover change, carbon storage measurements, and environmental impact assessments [8–11]. Remote sensing images are attractive data sources to derive land cover information using image classifications. Image classifications can be grouped under two main categories, namely parametric and nonparametric methods. The parametric methods assume that the observation matrix comes from a known probability distribution and make inferences about the parameters of the distribution, while nonparametric methods do not require the variables in the image matrix to belong to any particular distribution [12, 13]. Various parametric classifiers, such as the maximum likelihood classifier (MLC), and non-parametric classifiers, such as the Artificial Neural Networks (ANN), were successfully employed to classify multispectral images. Recently, support vector machines (SVM) have also been proposed as an alternative classification method for both multi and hyperspectral data.

Many previous studies have been conducted to evaluate the accuracy of the classification methods, which is considered as a fundamental component of any mapping project that counts on remote sensing; thematic accuracy assessment depends on the measurement of qualities of general and categorical data [14]. Talukdar et al. [15] examined six machine-learning algorithms to assess the accuracy of these methods using the kappa coefficient, receiver operational curve, index-based validation, and root mean square error. Nguyen et al. [16] evaluate Sentinel 2 data for land cover classification, and compare parametric classifiers with three non-parametric classifiers using overall and class-level accuracies, and a few studies on the use of SVM for land cover classification and its accuracy assessment have been reported in recent years.

This study aims to classify the land cover of the Al-Hawizeh marsh using three classification methods (MLC, ANN, and SVM) to compare the accuracy of classification methods using satellite images from Sentinel 2B. This study could be helpful for wetland environmental policy planning and decision-making for the sustainable development of the marshland area.
2. Materials and Methods

2.1. Site Description

The Al-Hawizeh Marsh lies to the east of the Tigris River, straddling the Iran-Iraq border. The Iranian section of the marsh is known as Houwr Al-Azim, where it is fed primarily by the Al Karkheh River [6]. The marsh areas straddle the international border between Iraq and Iran, with approximately 80% of the marsh in Iraq and 20% in Iran [17]. Iran constructed an embankment with several spillways that divide the eastern and western portions of the marsh near the border. The area of the marsh is approximately 3000 km$^2$ [3]. The marsh is permanently in its northern and central parts, but it becomes increasingly seasonal towards the southern sections. Typically, dense aquatic vegetation alternating with open extensions of water characterizes the permanent parts of the marsh. Land use within and adjacent to Al-Hawizeh Marsh areas includes villages and towns, agricultural areas, and oil fields. The southeastern part is referred to as the “Majnoon marsh”, which receives water from the Al-Hawizeh marsh and its size decreases substantially during dry years. The Majnoon marsh is characterized by large, seasonal areas of open water, some areas of dense reeds, and scrublands that flood annually. A supergiant oil field is located under the Majnoon marsh, and much of this area has been dried to allow for oil extraction [18]. The annual allocation of freshwater to Al-Hawizeh Marsh is 2.6 BCM from Iraq and the potential inflow from Iran is about 1.19 BCM [19]. The total studied area is 5258.72 km$^2$, which lies in the arid zone [20] between longitudes 47°24’–48°00’ E, and latitudes 30°50’–32°00’ N as shown in Figure 1.

![Fig. 1. The study area location based on the Sentinel 2B Image on March 2020](image-url)
2.2. Dataset

Sentinel 2B multispectral images cover 13 spectrum bands (443–2190 nm), with a swath width equals to 290 km and a spatial resolution of 10 (four visible and near-infrared bands), 20 (six red edge and shortwave infrared bands), and 60 m (three atmospheric correction bands) [21]. Two images were selected and download from the ESA-Hub website [22] with zero cloud coverage and the capture date was on 6 March 2020. The two images were combined with RGB set, combined in a single scene by mosaicking process, and then the study area was extracted.

The marsh water depth data were collected from the Ministry of Water Resources/Center for Restoration of Iraqi Marshlands [23]. The data were collected using an echo sounder (Garmin 178C) combined with GPS to measure the marsh bed data as X, Y, Z format, and then the data is presented in a raster form as shown in Figure 2; where the deeper marsh water approximately ranged from 6–9 m in the northern and central parts. The data about the southeastern part (the Majnoon marsh) are not available, but it is considered as shallow water, where a supergiant oil field is located there and much of this area has been drained to allow for oil extraction.

Fig. 2. The marsh depth data
2.3. Image Classification

The principle form of deriving land cover information from remotely sensed images is classification. In the context of remote sensing, classification refers to the process of translating observations into land cover categories with clearly defined bio geophysical functions [24]. These maps are then used in a growing number of environmental applications, from resource management to global change studies. In this study, the classification process was performed using three different algorithms: MLC, ANN, and SVM utilizing the ENVI (version 5.1) remote sensing image processing software. The image classification software uses the spectral signatures of the pixels in the training areas to identify classes in the image [25]. The MLC, ANN, and SVM classification algorithms are derived from statistical theories and commonly used in land cover classification studies [26]. A Region of Interest (ROI) Tool was used to define some sample areas to train the classifier algorithms such as deep water marsh, shallow water marsh, marsh vegetation (aquatic vegetation), urban area, agriculture area, and barren soil. More than 25 samples were taken for each class, with the total number of samples is 172. The processing procedure for the supervised classifications based on MLC, ANN, and SVM are schematically shown in Figure 3.

![Image of methodology steps](image)

**Fig. 3.** The methodology steps to perform the classification
Supervised Maximum Likelihood Classification

MLC is one of the most common supervised classification methods used in remote sensing classification applications. This method considers the variance-covariance within the class distributions and assumes the data as normally distributed. MLC algorithm needs sufficient representative spectral training sample data for each class, for accurate estimation of the mean vector and covariance matrix. MLC is a parametric classifier based on the probability that a pixel belongs to a particular class, it takes the variability of classes into account by using the covariance matrix. Better results could be obtained with MLC compared to other known parametric classifies if the data set is normally distributed [27]. MLC is based on the Bayesian probability formula [28]:

$$P(x, w) = P(w | x)P(x) = P(x | w)P(w)$$

where \( x \) and \( w \) are events, \( P(x, w) \) is the coexistence probability of events, \( P(x) \) and \( P(w) \) are the prior probabilities of events, and \( P(w|x) \) is the conditional probability of event \( x \) given event \( w \).

Support Vector Machines

SVM is one of the most effective classification methods. Training sites are selected to create hyperplanes to separate datasets into a predefined number of classes represented by training areas [29, 30]. Their largest advantage over other classifiers lies in their ability to generalize well, even with limited training samples [31]. Other advantages include that there is no need for prior information about the underlying data distribution and a few training data only are required, making SVM suitable for variable datasets with a relatively low computational cost. However, a major limitation of standard SVM classifiers in image classification is that they produce a crisp output [32]. By mapping SVM input vectors non-linearly into a high-dimension feature space, a decision surface (hyperplane) is set up to differentiate between arbitrary data distributions [33]. The kernel function gives the weights of adjacent data points in assessing target classes. The classification was made using the Radial Basis Function (RBF) kernel type [34] which is a popular kernel method used in SVM models. The RBF kernel formula is [28]:

$$K(u, v) = \exp^{-\frac{|u-v|^2}{\gamma}}$$

where \( \gamma \) is the gamma.

Artificial Neural Networks Classification

Neural networks are an efficient method in data categorizing into groups or features. Neural network classifications, applied for feature categorization, are quite similar to a fault-diagnosis networks, the exception is that they only permit one output response for any given input pattern, rather than allowing multiple
faults to occur in a specific set of operating conditions [35]. The categorized selection of the classification network is based on detecting the output response that has the highest output value. A neural network classification becomes highly powerful when applied in a hybrid system with many predictive neural network types [36].

The neural net technique utilizes standard backpropagation for supervised learning. The hidden layers number is used for selection between hyperbolic or logistic activation function. Error backpropagation through the network and weight adjustment is done by a recursive method. Neural net classification could be utilized to implement both linear and non-linear classification [37].

2.4. Accuracy Assessment

The accuracy of spatial data as defined by the USGS [38] as “The closeness of the results of observations, computations, or estimates to the true values or the values accepted as being true”. In this study, the accuracy assessment was assessed to evaluate the classification results of the MLC, SVM, and ANN classification methods. For classifier training and accuracy assessment of land cover, multiple sets of sample data are required. A per-pixel classification of land cover requires two sample datasets (one for training and one for accuracy assessment) with the number of sample sites being at least ten times the number of image bands used [39], with each sample incorporating as many pixels as possible. All sample sites were located in the middle of homogenous segments of known land cover classes to avoid mixed pixels. Kappa coefficient, overall accuracy, and confusion matrices were selected as accurate measures. Omission and commission error matrix within the confusion matrix are also considered.

The kappa statistic is a measure of the similarity between signature samples and control samples [40], it is a robust process to compare the differences between diverse error matrices [41]. The kappa analysis is a discrete multivariate technique used in accuracy assessment for statistically determining if one error matrix is significantly different than another [42]. Kappa analysis for comparing error matrices assumes a multinomial sampling model. Only simple random sampling completely satisfies this assumption. Rosenfield and Fitzpatrick-Lins [43] recommended the kappa coefficient as a standard. Table 1 shows the accuracy rank for each kappa coefficient. The kappa coefficient equation is:

$$K = \frac{N \sum_{i=1}^{r} X_{ii} - \sum_{i=1}^{r} X_{i+} X_{+i}}{N^2 + \sum_{i=1}^{r} X_{i+} X_{+i}}$$  \hspace{1cm} (3)$$

where \( r \) is the number of rows and columns, \( N \) is the total number, \( X_{ii} \) is the observation in row \( i \), and column \( i \), \( X_{i+} \) is the marginal total of row \( i \), and \( X_{+i} \) represents the marginal total of column \( i \).
Table 1. Classification accuracy based on kappa value

| Kappa coefficient | Accuracy level |
|-------------------|----------------|
| 0.41–0.60         | moderate       |
| 0.61–0.80         | high           |
| ≥0.80             | very high      |

Source: [44]

The most commonly used accuracy assessment is the confusion matrix [45]. In the confusion matrix, the values for the land cover of the reference data is listed in the columns, and for the classified data in the rows. The overall accuracy is a basic accuracy measure, which is calculated by the equation [46]:

\[
\text{Overall accuracy} = \frac{\text{Number of correct classes}}{\text{Total number of classes}} \tag{4}
\]

3. Results and Discussion

3.1. Classification Results

After obtaining the signature and reference samples, a classification was performed. The three classification algorithms: MLC, SVM, and ANN were performed using the ENVI remote sensing image processing software. Six land cover classes were distinguished (deep water marsh, shallow water marsh, marsh vegetation, urban area, agriculture area, and barren soil) as shown in Figures 4–6, then the area and percentage for each class were calculated as shown in Table 2. The general classification was chosen because this study focuses on the accuracy of classification methods in general. Additionally, more specific classification needs more specific field data that is costly and hard because the study area is located on the national border and a part of it is in Iran.

The SVM classification method gives the larger area percentage for deep-water marsh class compared with MLC and ANN classification methods; while the ANN classification method gives the larger area percentage for the shallow water marsh compared with SVM and MLC methods. Therefore, the SVM and ANN classification methods were more sensitive to the water body class.

The results of MLC and SVM classification methods were more distinct for marsh vegetation (aquatic vegetation) compared with the ANN classification method; while the results of SVM and ANN classification methods give a lower area percentage compared to MLC method, this reflects that MLC method is more sensitive for the urban class.
| Class               | MLC | SVM | ANN |
|--------------------|-----|-----|-----|
|                    | area [km²] | percentage [%] | area [km²] | percentage [%] | area [km²] | percentage [%] |
| Deep water marsh   | 432.59 | 8.23 | 1415.47 | 26.93 | 815.59 | 15.5 |
| Shallow water marsh | 429.72 | 8.17 | 689.42 | 13.11 | 1497.45 | 28.48 |
| Marsh vegetation   | 843.14 | 16.03 | 723.48 | 13.76 | 320.49 | 6.09 |
| Urban area         | 460.47 | 8.76 | 1.51 | 0.03 | 2.66 | 0.05 |
| Agriculture area   | 851.86 | 16.2 | 311.91 | 5.93 | 219.69 | 4.19 |
| Barren soil        | 2240.94 | 42.61 | 2116.93 | 40.24 | 2402.84 | 45.69 |
| Total              | 5258.72 | 100 | 5258.72 | 100 | 5258.72 | 100 |

**Table 2. Area and percentage for each class**

**Fig. 4.** Classification results for the MLC method
Fig. 5. Classification results for the ANN method

Fig. 6. Classification results for the SVM method
The results of the MLC classification method give a higher area percentage in agriculture class compared to SVM and ANN classification methods; while the three classification methods give a similar area percentage in barren soil class.

3.2. Accuracy Evaluation

The first step to assess accuracy is preparing the reference data, about 60 data points were defined from a total of 360 points created. These points were selected over different locations representing different land cover classes. For the validation of the acquired results, a comparison of the classified images was made against the reference samples data fields using a cross-tabulation matrix. In training fields selection, separability problems between the aquatic vegetation and the agricultural land cover classes were identified, which is showed in the producer’s accuracy percentage with mean values lower than 70%. Jointly, the following were acquired: kappa index, shows the similarity degree between a set of control fields and the classified image; the overall accuracy, shows the percentage of pixels classified properly; a percentage of producer’s accuracy, sets the percentage of a kind of a given land use correctly classified in the image; and the percentage of user’s accuracy, provides the percentage of a land cover class in an image that matches with the corresponding class in the land.

Table 3 shows the results from the process of classified images validation using the cross-tabulation matrix and the obtained parameters: overall accuracy, kappa coefficient, producer’s accuracy, and user’s accuracy.

The overall accuracy of the MLC classification method was 85.32% with a kappa value of 0.8236 whilst the overall accuracy was 70.64% with a kappa value of 0.6467 for the ANN classification method, and the overall accuracy of the SVM classification method was 77.01% with a kappa value of 0.7267. Among the three different classification methods, the highest accuracy was obtained from MLC results obtained from Sentinel 2B data. According to typical kappa coefficient values (Tab. 1), the SVM and ANN accuracy are classified as a high accuracy level, while MLC accuracy is classified as a very high accuracy level.

Classification results illustrated that water classes (shallow and deep) could be successfully identified using the three methods (MLC, ANN, and SVM). The user and producer’s accuracy values were very low for the urban class using MLC, however, it was zero for the ANN and the SVM. This is probably due to that this class covers a very small area, or due to the similarity of the spectral characteristics of the urban area and the barren soil.

The best fit was recorded when using the MLC classification method, where the accuracy percentages average 87.8% for the user and 84.7% for the producer; while the user and produce an accuracy percentages average for ANN classification method was 69.3%, 69.7%, and for SVM classification method was 71.2%, 76.2% respectively.
| Class          | Deep water | Shallow water | Marsh vegetation | Urban area | Agriculture | Barren soil | Total | Producer accuracy [%] | User accuracy [%] | Omission [%] | Commission [%] |
|---------------|------------|---------------|------------------|------------|-------------|-------------|-------|-----------------------|------------------|--------------|-----------------|
| MLC           |            |               |                  |            |              |             |       |                       |                  |              |                 |
| Deep water    | 59         | 0             | 0                | 0          | 0           | 0           | 59    | 96.72                 | 100              | 3.28         | 0               |
| Shallow water | 0          | 59            | 0                | 0          | 0           | 0           | 59    | 96.72                 | 100              | 3.28         | 0               |
| Marsh vegetation | 2     | 0             | 53               | 0          | 3           | 0           | 58    | 86.89                 | 91.38            | 13.11        | 8.62           |
| Urban area    | 0          | 0             | 0                | 24         | 0           | 4           | 28    | 42.86                 | 85.71            | 57.14        | 14.29          |
| Agriculture   | 0          | 0             | 7                | 0          | 56          | 0           | 63    | 91.80                 | 88.89            | 8.197        | 11.11          |
| Barren soil   | 0          | 2             | 1                | 32         | 2           | 57          | 94    | 93.44                 | 60.64            | 6.56         | 39.36          |
| Total         | 61         | 61            | 61               | 56         | 61          | 61          | 361   | Overall accuracy = 0.8532 | Kappa = 0.8236 |             |                 |
| ANN           |            |               |                  |            |              |             |       |                       |                  |              |                 |
| Deep water    | 57         | 0             | 5                | 0          | 0           | 0           | 62    | 93.4                  | 91.9             | 0.1          | 8.1             |
| Shallow water | 4          | 61            | 0                | 0          | 0           | 0           | 65    | 100                   | 93.8             | 0            | 6.2             |
| Marsh vegetation | 0     | 0             | 31               | 0          | 0           | 0           | 31    | 50.8                  | 100              | 0.49         | 0               |
| Urban area    | 0          | 0             | 0                | 0          | 0           | 0           | 0     | 0                     | 100              | 0            | 0               |
| Agriculture   | 0          | 0             | 5                | 0          | 45          | 0           | 50    | 73.8                  | 90               | 0.26         | 10              |
| Barren soil   | 0          | 0             | 20               | 56         | 16          | 61          | 153   | 100                   | 39.87            | 0            | 60.14           |
| Total         | 61         | 61            | 61               | 56         | 61          | 61          | 361   | Overall accuracy = 0.7064 | Kappa = 0.6467 |             |                 |
| SVM           |            |               |                  |            |              |             |       |                       |                  |              |                 |
| Deep water    | 61         | 0             | 4                | 0          | 0           | 0           | 65    | 93.85                 | 93.83            | 0            | 6.15            |
| Shallow water | 0          | 60            | 0                | 0          | 0           | 0           | 60    | 98.36                 | 100              | 1.64         | 0               |
| Marsh vegetation | 0     | 0             | 43               | 0          | 2           | 0           | 45    | 70.49                 | 95.56            | 29.51        | 4.44            |
| Urban area    | 0          | 0             | 0                | 0          | 0           | 0           | 0     | 0                     | 100              | 0            | 0               |
| Agriculture   | 0          | 0             | 5                | 0          | 54          | 0           | 59    | 88.52                 | 91.56            | 11.48        | 8.47            |
| Barren soil   | 0          | 1             | 9                | 56         | 5           | 61          | 132   | 100                   | 46.21            | 0            | 53.79           |
| Total         | 61         | 61            | 61               | 56         | 61          | 61          | 361   | Overall accuracy = 0.7701 | Kappa = 0.7267 |             |                 |
4. Conclusions

In this study, three classification methods were used to classify the land cover for the complex ecosystem of the Al-Hawizeh marsh on the Iraq-Iran border, aimed at comparing the accuracy using Sentinel 2B images with a spatial resolution of 10 m. The classification process was carried out using MLC, ANN, and SVM to classify six land cover classes: deep water marsh, shallow water marsh, marsh vegetation, urban area, agriculture area, and barren soil. The overall accuracy and the kappa coefficient were used to compare these three classification methods. According to the confusion matrix, the overall accuracy of the MLC classification was better than SVM, and ANN classification, while ANN classification was the least accurate. This was also the case for the overall kappa statistics. Overall accuracy values for MLC, ANN, and SVM methods were 85.32%, 70.64%, and 77.01% respectively. The best fit was obtained by using a MLC classification, where the average accuracy percentages were 87.8% for the user and 84.7% for the producer; while the user and produce an accuracy percentages average for ANN classification method was 69.3%, 69.7%, and for the SVM classification method was 71.2%, 76.2% respectively. Additionally, the SVM and the ANN accuracy are classified as a high accuracy level, while the MLC accuracy is classified as a very high accuracy level according to typical kappa coefficient values.
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