Scanning Tunneling Microscopy currents on locally disordered graphene
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We study the local density of states at and around a substituting impurity and use these results to compute current versus bias characteristic curves of Scanning Tunneling Microscopy (STM) experiments done on the surface of graphene. This allow us to detect the presence of substituting impurities on graphene. The case of vacancies is also analyzed. We find that the shape and magnitude of the STM characteristic curves depend on the position of the tip and on the nature of the defect, with the strength of the binding between the impurity and the carbon atoms playing an important role. Also the nature of the last atom of the tip has an influence on the shape of the characteristic curve.
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I. INTRODUCTION

Graphene\textsuperscript{1,2} consists of a monolayer of carbon atoms forming a two-dimensional honeycomb lattice. It has been intensively studied due to its fascinating physical properties\textsuperscript{3} and potential applications. The honeycomb lattice consists of two triangular sub-lattices and this is responsible for the linear dispersion of the low-energy excitations and for a pseudospin degree of freedom for electrons in graphene. Many of the novel properties of graphene follow from these two facts. Because of the Dirac spectrum, disorder can have a significant effect on the electronic properties of graphene, the effect being especially strong when the chemical potential crosses the Dirac point. Extrinsic disorder in graphene can be in the form of impurities,\textsuperscript{4,5,6,7,8} topological defects,\textsuperscript{9,10,11,12} edges,\textsuperscript{13,14} and substrate corrugations.\textsuperscript{15} In addition, there is also disorder in the form of intrinsic ripples in the structure of graphene.\textsuperscript{16,17,18} Disorder in graphene occur naturally, but can also be induced if this is advantageous, to tailor its transport properties. This is the case for the recently produced material graphene\textsuperscript{19} and nanoribbons.\textsuperscript{20}

Among the several possibilities, the replacement of a carbon atom by a different atom can occur. Atomic substitution in a carbon honeycomb lattice is chemically possible for boron (B) and nitrogen (N) atoms. There have been several experimental studies of B and N substitution in highly-oriented pyrolytic graphite\textsuperscript{21} graphitic structures,\textsuperscript{22} and nanoribbons.\textsuperscript{23}

In a previous publication\textsuperscript{24} the problem of chemical substitution in graphene has been considered, and the local density of states (LDOS) and local electronic structure and charge distribution have been numerically calculated. In this work, we extend the calculation of the spatial dependence of the LDOS at and around the impurity using analytical methods and extending the calculations for energies way beyond the Dirac point, an essential ingredient for the calculation of Scanning Tunneling Microscopy (STM) currents at finite bias. Using these results we perform theoretical calculations of the tunneling current versus bias characteristic curves of STM studies on graphene surfaces with dilute substitution impurities. The STM technique is one of the most powerful tools for studying surfaces. This is particularly convenient for the study of graphene, which is two-dimensional and exposed to the STM tip. There has been several STM studies of both graphene grown epitaxially on SiO\textsubscript{2} and mechanically exfoliated graphene on SiO\textsubscript{2}. Our results can be used to interpret the STM signal when the tip comes close to a substituting impurity. A related study, computing the LDOS for point defects in graphene, using first principle methods, was recently performed.\textsuperscript{26} A study of the LDOS starting from the Dirac equation considering the effect of magnetic impurities was also recently considered.\textsuperscript{27} The effect of local potentials with finite strength was studied in Ref.\textsuperscript{34}.

In Section II we present the tight binding model and the Green’s function formalism used. For a single localized substitutional impurity, the Green’s function can be obtained exactly in closed analytical form. In Section III we discuss results for the LDOS and in Section IV the results for the tunneling current are presented. Section V contain further discussions and conclusions.

II. CALCULATION OF THE GREEN’S FUNCTION FOR DISORDERED GRAPHENE

A. Basic definitions

Let us consider that a carbon atom on the otherwise perfect lattice of graphene has been replaced by a different type of atom. What will happen is a renormalization of both the onsite energy and the hoping parameter between that atom and the nearest neighbor carbon atoms. If the hoping parameter of clean graphene is $t$ then the hoping between the impurity atom and the carbon atoms can be parameterized by an additional constant denoted $t_0$, as shown in Fig. (1). The value of $t_0$ can be varied: if the impurity atom is strongly coupled to the carbon atom, $t_0$ will be negative; if, on the other hand, the coupling is weak $t_0$ will be positive. The Hamiltonian of the system will be that of clean graphene and a term representing the renormalization of the hoping, as explained below.

Let us first introduce some definitions for latter use. The honeycomb lattice has a unit cell represented in Fig. (1) by the vectors $a_1$ and $a_2$, such that $|a_1| = |a_2| = a$, with $a \approx 2.461$ Å. In this basis any lattice vector $R$ is represented as

$$R = na_1 + ma_2$$

(1)
an impurity atom

![Diagram of the honeycomb lattice with a substituting atom replacing a carbon atom. The local hopping parameter changes from \( t \) to \( t - t_0 \) around the \( A \) atom. We assume all over \( t = 3 \) eV.]

with \( n, m \) integers. In cartesian coordinates one has,

\[
a_1 = \frac{a_0}{2}(3, \sqrt{3}, 0), \quad a_2 = \frac{a_0}{2}(3, -\sqrt{3}, 0),
\]

(2)

where \( a_0 = a/\sqrt{3} \) is the carbon-carbon distance.

If periodic boundary conditions are used, the Bloch states are characterized by momentum vectors of the form

\[
k = \frac{m_1}{N_1}b_1 + \frac{m_2}{N_2}b_2,
\]

(3)

with \( m_1 \) and \( m_2 \) a set of integers running from 0 to \( N_1 - 1 \) and from 0 to \( N_2 - 1 \), respectively. The numbers \( N_1 \) and \( N_2 \) are the number of unit cells along the \( a_1 \) and \( a_2 \) directions, respectively. The total number of unit cells is, therefore, \( N_c = N_1 N_2 \). The reciprocal lattice vectors are given by:

\[
b_1 = \frac{2\pi}{3a_0}(1, \sqrt{3}, 0), \quad b_2 = \frac{2\pi}{3a_0}(1, -\sqrt{3}, 0),
\]

(4)

The vectors connecting any \( A \) atom to its nearest neighbors read:

\[
\delta_1 = \frac{a_0}{2}(-1, \sqrt{3}, 0) = \frac{1}{3}(a_1 - 2a_2),
\]

(5)

\[
\delta_2 = \frac{a_0}{2}(-1, -\sqrt{3}, 0) = \frac{1}{3}(a_2 - 2a_1),
\]

(6)

\[
\delta_3 = a_0(1, 0, 0) = \frac{1}{3}(a_1 + a_2)
\]

(7)

Using the above definitions the Hamiltonian for this problem can be written as

\[
H_0 = -t \sum_{R} [a(R)b^\dagger(R)a(R)b(R - a_2) + a(R)b^\dagger(R - a_1) + h.c.],
\]

(8)

which represents clean graphene (the spin index is omitted for simplicity of writing), and the perturbation due to the impurity atom is

\[
V_i = t_0[a(0)b^\dagger(0) + a(0)b^\dagger(-a_2) + a(0)b^\dagger(-a_1) + h.c.].
\]

(9)

It is assumed that the impurity atom is in the unit cell \( R = 0 \), but there is no loss of generalization due to this choice. In the particular case of \( t_0 = t \), the scattering term \( V_i \) represents a vacancy, since the impurity atom is completely decoupled from the carbon atoms. It is important to keep in mind that in a given unit cell both \( A \) and \( B \) type of atoms are described by the same vector \( R \).

The calculation of the electronic properties of graphene requires the calculation of the corresponding Green’s functions, whose definitions are

\[
G_{aa}(k, q, \tau) = -\langle T [a_k(\tau) a^\dagger_q(0)] \rangle,
\]

(10)

\[
G_{bb}(k, q, \tau) = -\langle T [b_k(\tau) b^\dagger_q(0)] \rangle,
\]

(11)

\[
G_{ab}(k, q, \tau) = -\langle T [a_k(\tau) b^\dagger_q(0)] \rangle,
\]

(12)

\[
G_{ba}(k, q, \tau) = -\langle T [b_k(\tau) a^\dagger_q(0)] \rangle,
\]

(13)

and their Fourier transform to the Matsubara representation are given in the Appendix A for the case of a perfect lattice. Of particular interest to our calculations is the momentum integral of the retarded diagonal Green’s function

\[
\bar{G}_{AA}^0(\omega) = \frac{1}{N_c} \sum_k \bar{G}_{AA}^0(k, \omega).
\]

(14)

The integral is best performed using the density of states of the honeycomb lattice. Since we want to take into account the non-linearity of the bands, which allows us to describe the properties of the system at large energies and not only close to the Dirac point, we have to use for the density of states an expression that goes beyond the usually used linear dependence of this quantity on energy. In a previous work\(^{22}\) we derived an expansion for the density of states (per unit cell, per spin) valid for energies up to ~ 3 eV, reading \( E = \hbar \omega \)

\[
\rho(E) \simeq \frac{2E}{\sqrt{3}\pi t^2} + \frac{2E^3}{3\sqrt{3}\pi t^4} + \frac{10E^5}{27\sqrt{3}\pi t^6}.
\]

(15)

The imaginary part of \( \bar{G}_{AA}^0(\omega) \) reads

\[
\Im \bar{G}_{AA}^0(\omega) = -\frac{\pi}{2}\rho(\omega),
\]

(16)

and the real part has the form

\[
\Re \bar{G}_{AA}^0(\omega) = P_1(\hbar \omega) + P_2(\hbar \omega) \ln \frac{(\hbar \omega)^2}{D_c^2 - (\hbar \omega)^2},
\]

(17)

where \( P_1(x) \) and \( P_2(x) \) are polynomial functions given by

\[
P_1(x) = \frac{x}{3t^2} - \frac{5}{27t^4} \left( \frac{x}{2} D_c^2 + x^3 \right),
\]

(18)

\[
P_2(x) = \frac{x}{D_c^2} + \frac{x^3}{3t^2 D_c^2} + \frac{5}{27D_c^2 t^4} x^5.
\]

(19)

The energy \( D_c \) is a cut-off energy chosen as \( D_c^2 = \sqrt{3} \pi t^2 \).
B. Exact Green’s Functions

We now want to determine the exact expressions for the Green’s functions in the presence of the substituting atom.

\[
i\omega_n G_{AA}(\omega_n, k, p) = \delta_{k, p} + t\phi(k)G_{BA}(\omega_n, k, p) - \frac{t_0}{N_c} \sum_{k'} \phi(k')G_{BA}(\omega_n, k', p),
\]

(20)

\[
i\omega_n G_{AB}(\omega_n, k, p) = t\phi^*(k)G_{AA}(\omega_n, k, p) - \frac{t_0}{N_c} \sum_{k'} \phi(k')G_{BB}(\omega_n, k', p),
\]

(21)

\[
i\omega_n G_{BB}(\omega_n, k, p) = \delta_{k, p} + t\phi^*(k)G_{AB}(\omega_n, k, p) - \frac{t_0}{N_c} \sum_{k'} \phi(k')G_{AB}(\omega_n, k', p).
\]

(22)

\[
i\omega_n G_{AB}(\omega_n, k, p) = \sum_k |\phi(k)|^2 G_{AA}(\omega_n, k, p),
\]

(23)

The complex number \(\phi(k)\) is defined as

\[
\phi(k) = 1 + e^{ik\cdot a_1} + e^{ik\cdot a_2} = 1 + e^{ik\cdot (\delta_1 - \delta_1)} + e^{ik\cdot (\delta_2 - \delta_2)},
\]

(24)

which is the form factor of the three B atoms as seen by an atom in A. The above set of equations can be solved exactly. The fact that the scattering term \(V_i\) depends on \(\phi(k)\) and that a single impurity breaks particle-hole symmetry of the system implies a complex form for \(T\)-matrix. In fact, the general expression for the Green’s functions does not have exactly the same form as in the case of one-band electrons. The solution of the equations of motion is rather lengthy and in the course of the solution we use the two following identities:

\[
i\omega_n \sum_k G_{AA}(\omega_n, k, p) = 1 + (t - t_0) \sum_k \phi(k)G_{BA}(\omega_n, k, p),
\]

and

\[
t_0 z = -[(i\omega_n)^2 + zt_0(t - t_0)] \sum_k \phi(k)G_{BA}(\omega_n, k, p)
+ i\omega_n t \sum_k |\phi(k)|^2 G_{AA}(\omega_n, k, p),
\]

(26)

with

\[
z = \frac{1}{N_c} \sum_k |\phi(k)|^2.
\]

(27)

The use of the relations (25) and (26) leads to

\[
\sum_k G_{AA}(\omega_n, k, p) = \frac{N_1(p, \omega_n)}{D(\omega_n)},
\]

(28)

with the following definitions

\[
N_1(p, \omega_n) = (t - t_0)G_{AA}^0(\omega_n, p) + t_0 G_{AA}^0(\omega_n),
\]

(29)

This is best accomplished using the equation of motion method. The equations of motion for the Green’s functions can be readily established, and read

\[
D(\omega_n) = (t - t_0)(1 - t_0/t) + i\omega_n(2t_0 - t_0^2/t)G_{AA}^0(\omega_n),
\]

(30)

\[
G_{AA}^0(\omega_n) = \frac{1}{N_c} \sum_k G_{AA}^0(\omega_n, k),
\]

(31)

and

\[
\tilde{G}_{AA}^0(\omega_n) = \frac{1}{N_c} \sum_k |\phi(k)|^2 G_{AA}^0(\omega_n, k).
\]

(32)

The result (28) has the appropriate limiting behavior: when \(t_0 \to t\) one obtains \((i\omega_n)^{-1}\), which agrees with (25); when \(t_0 \to 0\) one obtains \(G_{AA}^0(\omega_n, p)\), which is the result for the perfect lattice.

Finally, the exact solution for \(G_{AA}(\omega_n, k, p)\), considering an arbitrary value of \(t_0\), has the following structure

\[
G_{AA}(\omega_n, k, p) = \delta_{k, p}G_{AA}^0(\omega_n, k) + G_{AA}^0(\omega_n, k)\Sigma(\omega_n)
+ g(\omega_n) + G_{AA}^0(\omega_n, k)T_{AA}(k, p, \omega_n)G_{AA}^0(\omega_n, p),
\]

(33)

with

\[
g(\omega_n) = \frac{1}{N_c} \frac{t_0}{t} \tilde{G}_{AA}^0(\omega_n),
\]

(34)

\[
\Sigma(\omega_n) = \frac{1}{N_c} \frac{t_0(1 - t_0/t)}{D(\omega_n)},
\]

(35)

and \(T_{AA}(k, p, \omega_n)\) given by

\[
T_{AA}(k, p, \omega_n) = \frac{1}{N_c} t_0 \frac{(t_0 - t)|\phi(k)|^2 - (i\omega_n)^2}{i\omega_n D(\omega_n)}.
\]

(36)

Clearly, the solution (33) does not have the simple form of the \(T\)-matrix as in the case of the solution of the scattering problem by a local potential in the single energy-band case.
The calculation for \( G_{BB}(\omega_n, k, p) \) proceeds along the same lines and gives

\[
G_{BB}(\omega_n, k, p) = \delta_{k,p} G^0_{BB}(\omega_n, k) + G^0_{BB}(\omega_n, k) T_{BB}(k, p, \omega_n) G^0_{BB}(\omega_n, p),
\]

with \( T_{BB}(k, p, \omega_n) \) given by

\[
T_{BB}(k, p, \omega_n) = -\frac{1}{N_c} \frac{\phi^*(k)(2t - t_0)t_0 \phi(p)}{i\omega_n D(\omega_n)}.
\]

It is interesting to note that is the case of Eq. (37) the \( T \)-matrix has the traditional form. So, as long as one does not sit on top of the impurity atom, the scattering equations are similar to those of the scattering of the electron gas by a local potential. The exact results (35) and (37) is what is needed to discuss the behavior of current versus bias in STM experiments when the microscope tip comes near to a substituting defect.

### III. LOCAL DENSITY OF STATES

As we will see later, the properties of the STM current will depend on the local density of states below the tip of the microscope. We therefore have to compute this quantity for different circumstances. Because each unit cell is identified by a single vector \( \mathbf{R} \), the local density of states (per spin) at the atoms \( A \) and \( B \) of the unit cell localized in the position \( \mathbf{R} \) is defined as

\[
\rho_x(\mathbf{R}, \omega) = -\frac{1}{\pi N_c} \text{Im} G_{xx}(\mathbf{R}, \mathbf{R}, \omega),
\]

with \( G_{xx}(\mathbf{R}, \mathbf{R}, \omega) \) \( (x = A, B) \) obtained from

\[
G_{xx}(\mathbf{R}, \mathbf{R}, \omega_n) = \sum_{k,p} e^{i(k-p)\cdot\mathbf{R}} G_{xx}(k, p, \omega_n),
\]

after the usual analytical continuation \( \omega_n \to \omega + i0^+ \) of the Matsubara Green’s function.

Let us first consider the case \( t_0 = t \). With this choice the \( A \) atom is disconnected from the rest of the lattice and in this situation the momentum sum over the full \( G_{AA}(\omega_n, k, p) \) reads

\[
\sum_k G_{AA}(\omega_n, k, p) = \frac{1}{i\omega_n},
\]

which corresponds to an isolated atom. As a consequence the local density of states is a delta function and no charge transport can take place through that atom. In the material this situation never happens and therefore we can interpreted this result as the case where there is a vacancy in the lattice. Therefore the presence of a vacancy can be detected by its influence on the electronic density of states of the neighboring atoms (the \( B \) atom in the case of Fig. 1). Using only the first term in Eq. (15) it is possible to derive a relatively simple expression for the local density of states at the \( B \) atom near the vacancy, reading

\[
\rho_B(0, \omega) = \frac{2}{\sqrt{3\pi t}} \left| \frac{\hbar \omega}{t} \right| \left( 1 - \frac{1}{9} \left| \frac{\hbar \omega}{t} \right|^2 + \frac{4}{3} \left| \frac{\hbar \omega}{t} \right|^2 \right) L(\omega),
\]

with

\[
L(\omega) = \left[ 1 + \frac{1}{\pi^2} \text{ln}^2 \left( \frac{1}{\sqrt{3\pi t}} \right) \right]^{-1}.
\]

It is also possible to determine general analytical expressions for \( \rho_A(0, \omega) \) and \( \rho_B(0, \omega) \) given an arbitrary value of \( t_0 \), but due to the form of \( D(\omega_n) \) which in this case depends on both \( t \) and \( t_0 \), the final result is somewhat cumbersome. However, if really needed, it is straightforward to use the full equations for \( G_{AA} \) and \( G_{BB} \) and the given expressions for \( \bar{G}_{AA}(\omega) \) to write down analytical expression for the density of states.

![Figure 2](image-url)  
**FIG. 2:** (color on line) Local density of states (LDOS) at the unit cell \( R = 0 \) for the \( A \) and \( B \) atoms and different values of \( t_0 \) in electron-volt. In panel (a) we plot the density of states of clean graphene and the LDOS at the \( B \) atom near a vacancy at the \( A \) atom of the same unit cell. For \( t_0 = 1 \), \( \rho_B(0, \omega) \) is multiplied by 10 for clarity.

In Figure 2 we plot the local density of states for different values of \( t_0 \). In panel (a) of that figure we represent the density of states at a \( B \) site in the unit cell where a vacancy exists in the \( A \) atom of the same unit cell. The most significant feature is a development of a logarithmic divergence at zero energy. Therefore the clean density of states (also shown for comparison) is strongly modified by the presence of such a strong potential. For a moderate value of \( t_0 \) the change of the hoping is not strong and the density of states at both the \( A \) and \( B \) atoms retain the linearity of the clean density of states close to the Dirac point. However, the absolute value of the two density of states are not the same and a clear deviation from linearity is seen to take place for lower energies when compared with the clean case. If the impurity atom binds strongly to the carbon atoms \( (t_0 = -1) \) there is an increase of the density of states at the neighbor atoms at the expenses of the density of states of the impurity. On the other hand, if the impurity binds weakly to the carbon atoms \( (t_0 = 1) \), the density of states increases...
at the impurity and strong resonances develop on the impurity density of states. Clearly these different behaviors of the density of states will show up in the tunneling current.

It is also instructive to compute the local density of states as one moves away from the defect. This amounts to perform the Fourier transforms for finite $R$ in Eq. (40). In the case of $G_{AA}(R, R, \omega)$ the calculation of the integrals is facilitated by the fact that the momentum space Green’s function on the sub-lattice $A$ depends on $|\phi(k)|$ only, whereas in the case of the Green’s function on the $B$ sub-lattice this is not the case. Besides for finite $R$ the useful relation (A9) is valid no more. However, for large $R = |R|$ values when compared to $a$, i.e. a way from the defect, the details of the lattice are no longer important and the behavior of the local density of states at both the $A$ and $B$ sub-lattices must be similar. We will therefore give the density of states as function of $|R|$ for the $A$ sub-lattice only. Performing the Fourier transforms using the Dirac cone approximation (this is not a restriction, but helps keeping the final result not too cumbersome) one obtains (for the retarded function)

$$G_{xx}(R, R, \omega) = N_c \bar{G}_{AA}^0(\omega) + N_c \frac{A^2 v_F^2}{2 \pi^2 v_F^2 D(\omega)} \Theta(\omega),$$

where $v_F = 3a_0 t/(2h)$ and $\Theta(\omega)$ can be written as

$$\Theta(\omega) = t_0 (t_0/t - 2) \frac{\omega^2}{2v_F} I^2(\omega),$$

where $I(\omega)$ is defined as

$$I(\omega) = I_0(\omega) - i \pi \text{sgn}(\omega) J_0(|\omega|/v_F)$$

with $J_0(x)$ the Bessel function of integer order $n = 0$, and finally $I_0(\omega)$ is the Cauchy principal value of the integral

$$I_0(\omega) = \int_0^{k_c R} \frac{2x J_0(x)}{q^2 - x^2} dx,$$

which can be evaluated using standard numerical methods, and we also have $k_c = 2\sqrt{3}/(\sqrt{3}a_0)$, and $\alpha = \omega R/v_F$.

In Figure 3 we depict the local density of states at the carbon atoms located in the $A$ sub-lattice, computed using Eq. (49). The typical oscillations in the density of states close to impurity centers are clearly seen. Note that as one moves away from the impurity the density of states approaches that of the clean system. The Friedel oscillations in graphene can be obtained from integrating the density of states up to the Fermi energy.

**IV. CALCULATION OF THE TUNNELING CURRENT**

We now want to compute the tunneling current between the tip of an STM microscope and graphene, when the tip is closed to an impurity atom. We model the tip by a one dimensional tight-binding system, a standard approach. Our results will not depend significantly from this choice as long as we assume a large value for the hopping parameter of the electrons in the tip. This choice essentially corresponds to represent the tip by a metal with a large bandwidth. Given the above, the Hamiltonian for the tip has the form

$$H = -V \sum_{n=-\infty}^{-1} [c^\dagger(n-1)c(n) + c(n)c^\dagger(n-1)] + H_0,$$

and $H_0$ representing the Hamiltonian of the last atom of the tip. This choice corresponds to the assumption that the surface atom of the tip has a different nature from the atoms in the bulk of tip. We therefore represent $H_0$ by

$$H_0 = \epsilon_0 c^\dagger(0)c(0) - W_1 [c^\dagger(-1)c(0) + c(0)c^\dagger(-1)],$$

It is essential that the Hamiltonian of the tip to be represented by a semi-infinite metal, since otherwise there would be electrons reflected at the far end of the tip modifying in this way the tunneling current. Finally we need to include the tunneling of the electrons of the tip to graphene. There is a number of ways we can do this. Here we assume that the coupling is made directly either to the impurity atom or to the next neighbor carbon atom. This choice corresponds to probing the local electronic properties at or around the impurity. More general types of coupling are easily included in the formalism. We write this coupling as

$$H_T = -W_2[c^\dagger(0)d(0) + d^\dagger(0)c(0)],$$

where the operator $d(0)$ can represent either the impurity atom at the $A$ sub-lattice or the carbon atom at the $B$ sub-lattice.

Since the Hamiltonian of the problem is bilinear we can write it in matrix form (of infinite dimension) as

$$H = \begin{bmatrix} H_0 & V_L & 0 \\ V_L^T & H_0 & V_R \\ 0 & V_R & H_g \end{bmatrix},$$

where the matrices $V_L$ and $V_R$ represent the coupling of the last atom in the tip of the STM microscope to the bulk of the
tip and to graphene, respectively, and $H_b$ and $H_g$ stand for the bulk Hamiltonians of the tip and of graphene, including the impurity potential \cite{9}, respectively.

The tunneling is a local property, controlled by the coupling of the last atom of the tip to the bulk atoms and to graphene. Since we want to compute local quantities, this is best accomplished using Green’s functions in real space. The full Green’s function of the system is defined by

$$ (1E + i0^{+} - H)G^+ = 1, $$

where we have chosen the retarded function (denoted with the $+$ superscript), and $1$ is the identity matrix. The matrix form of the Green’s function is

$$ G^+ = \sqrt{2} \begin{pmatrix} G_{bb} & G_{b0} & G_{bg} \\ G_{0b} & G_{00} & G_{0g} \\ G_{gb} & G_{g0} & G_{gg} \end{pmatrix}. $$

The quantity of interest is $G_{00}$, which can be shown to have the form

$$ G_{00}^+ = (E + i0^{+} - \epsilon_0 - \Sigma_L^+ - \Sigma_R^+), $$

where the matrices $\Sigma_L^+$ and $\Sigma_R^+$ are the self energies and have the form

$$ \Sigma_L^+ = W_L^2 G_0^+, \quad \Sigma_R^+ = W_R^2 G_0^+, $$

where the Green’s functions $G_0^+$ and $G_0^+$ are the surface Green’s function of the Hamiltonians $H_b$ and $H_g$ at the impurity unit cell ($x = A, B$, respectively). Note that the quantity $G_0^+$ is computed using Eq. \cite{14} making $R = 0$. It is possible to find a close form for $G_0^+$, as we have shown in the previous section. Also for $G_0^+$ a close form exists\cite{38,39,40,41,42}.

$$ G_0^+ = [E + i0^{+} - V^2 G_0^+]^{-1}. $$

The solution of Eq. \cite{56} is elementary and reads

$$ G_0^+ = \frac{E}{2V^2} - \frac{i}{2V^2} \sqrt{4V^2 - E^2}, $$

for $E^2 < 4V^2$ and

$$ G_0^+ = \frac{E}{2V^2} - \frac{\text{sgn}(E)}{2V^2} \sqrt{E^2 - 4V^2}, $$

for $E^2 > 4V^2$.

Our goal is to study the STM current at finite bias, which is a particular case of non-equilibrium transport. This is done using the non-equilibrium Green’s function method or Keldysh method. This method is particularly suited to study the regime where the system has a strong departure from equilibrium, such as when the bias potential $V_b$ is large. We consider, however, that the system is in the steady state. Since the seminal paper of Caroli et al. on non-equilibrium quantum transport\cite{22,23}, that the method of non-equilibrium Green’s functions started to be generalized to the calculation of transport quantities of nanostructures. There are many places where one can find a description of the method\cite{22,23} but a recent and elegant one was introduced in the context of transport through systems that have bound states, showing that the problem can be reduced to the solution of kind of quantum Langevin equation\cite{24}.

The general idea in this method is that two perfect leads are coupled to our system, which is usually called the device. In our case the device is defined by the last atom at the tip of the microscope. The Green’s function of the device has to be computed in the presence of the bulk of the tip and of graphene. This corresponds to our $G_{00}^+$ Green’s function. Besides the Green’s function we need the effective coupling between the last atom of the tip and the bulk atoms as well as that to the graphene atoms, which are determined in terms of the self-energies

$$ \Gamma_{L/R} = \frac{i}{2\pi} (\Sigma_{L/R}^+ - \Sigma_{L/R}^-). $$

Therefore the effective coupling $\Gamma_{L/R}$ depends on the surface Green’s function of the tip and of graphene. According to the general theory, the two systems (bulk of the tip and graphene) are in thermal equilibrium at temperatures $T_{L/R}$ and chemical potential $\mu_{L/R}$ and are connected to the system at some time $t_0$. The bottom line is that the total current through the device is given by (both spins included)

$$ J = \frac{2e}{h} \int_{-\infty}^{\infty} dE T(E)[f(E, \mu_L, T_L) - f(E, \mu_R, T_R)], $$

where $f(x)$ is the Fermi-Dirac distribution and the transmission $T(E)$ is given by

$$ T(E) = 4\pi^2 \text{Tr}[\Gamma_L G_{00}^+ \Gamma_R G_{00}], $$

Performing the trace (which in this case is only a product of complex numbers) we obtain

$$ T(E) = 4W_L^2 W_R^2 \text{Tr}[G_0^+ G_0^+ G_{xx}] G_{00}^2. $$

Figure 4 represents $T(E)$ in several conditions. In the clean case, we see the effect the Dirac point has on the transmission, leading to a suppression of the tunnelling for $E \simeq 0$. It is also clear that the parameters characterizing the last atom of the tip strongly influences the form of $T(E)$, leading to an asymmetry between negative and positive energies due to the finiteness of $\epsilon_0$. When a vacancy is present at the $A$ site, the tunneling through the nearest $B$ sites is strongly modified relatively to the clean case, with strong tunneling taking place at energies very close to the Dirac point. When an impurity atom sits at the $A$ site the behavior of the tunneling probability depends on the coupling between the impurity and the carbon atoms. In the case of weak coupling to the carbon atoms ($t_0 > 0$) the tunneling through the $A$ atom is facilitated relative to the tunneling between the nearest carbon atoms. When the impurity is strongly coupled to the carbon atoms ($t_0 < 0$), the reverse happens. This behavior is easily understood, since strong (weak) coupling to the carbon atoms is equivalent to a weak (strong) coupling to the tip of the microscope, leading to weaker (stronger) tunnelling probability from the tip to graphene.
Fig. 6. Looking at them, we see that there is an asymmetry.

The results for the calculation of the energy for zero bias. The fixed parameters are: $t = 3.0$, $V = 1$, $W_1 = 0.9$, $W_2 = 0.2$, all in electron-volt. Panel (a) depicts the case of clean graphene and two different values of $e_0$. Panel (b) depicts $T(E)$ through a $B$ site when a vacancy sits at the $A$ site. Panel (c) depicts $T(E)$ through $A$ and $B$ sites, when an impurity sits at the $A$ site, taking $t_0 = 1$ eV and $e_0 = 0$. Panel (d) is the same as panel (c) for $t_0 = -1$ eV.

All the above discussion applies to zero bias voltage. When finite bias voltage is applied between the tip and graphene, the behavior of the curves changes. We will consider that the chemical potentials of the tip and of graphene differ by the electrostatic energy $eV_b$, where $V_b$ is bias potential. This amounts to change the on-site energies relative to their value in equilibrium. We choose to change the on-site energies of the tip by $eV_b/2$ and those of the carbon atoms by $-eV_b/2$. In Figure 5 we depict $T(E)$ for a finite value of the bias $V_b$. The most distinctive difference relative to the case of zero bias is the energy asymmetry induced by the bias relatively the case of zero bias, even when $e_0 = 0$.

The calculation of the current also depends on the chemical potential. In the case of graphene this can be tuned by a back gate $V_g$. The relation between the back gate voltage and the chemical potential in the calculations below. Since we will perform our calculations at zero temperature, the current is given by

$$ J = \frac{2e}{h} \int_{\mu - eV_b/2}^{\mu + eV_b/2} dE \, T(E, V_b) . $$

The relevant quantity is not $S$ directly but the Fano factor defined as

$$ F = \frac{S}{eJ} . $$
Panel (c) represents the case represented in panel (b), also for two values of the chemical potential. The case of the vacancy is represented in panel (b), also for two values of the chemical potential. Panel (c) represents the case \( t_0 = 1 \text{ eV} \) for \( \mu = 0.3 \text{ eV} \), and panel (d) is the same as (c) for \( t_0 = -1 \text{ eV} \). In panels (c) and (d), \( A \) and \( B \) refer to tunneling through the atom sitting on sub-lattice \( A \) or \( B \), respectively. When the transmission \( T(E) \) is strongly reduced we have \( F \to 1 \), and noise is said poissonian. On the other hand, if the system has a finite density of open channels, \( T(E) \to 1 \), we have \( F < 1 \) due to \( |1 - T(E)| \ll 1 \). In Figure 7 we plot the Fano factor as function of the bias voltage.
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FIG. 6: (color on line) Current \( J \) as function of the bias voltage \( V_b \). The parameters are the same listed in the caption of Fig. 4 and \( \epsilon_0 = 0.2 \text{ eV} \). Panel (a) represents the clean case for two values of the chemical potential \( \mu \). The case of the vacancy is represented in panel (b), also for two values of the chemical potential. Panel (c) represents the case \( t_0 = 1 \text{ eV} \) for \( \mu = 0.3 \text{ eV} \), and panel (d) is the same as (c) for \( t_0 = -1 \text{ eV} \). In panels (c) and (d), \( A \) and \( B \) refer to tunneling through the atom sitting on sub-lattice \( A \) or \( B \), respectively.

Clearly, for all case but the vacancy, the Fano factor is close to the poissonian values \( F = 1 \). When \( V_b \to 0 \) and the chemical potential is zero, the value of \( T(E) \) quite small due to the presence of the Dirac point, and the Fano factor take the limiting value \( F = 1 \). For the vacancy, we obtain much smaller values of \( F \), which is indication of the presence of the strong resonance seen in the local density of states for this case, which leads to an increase of the transmission. It should be noted that in the cases of finite \( t_0 \), the concavity of the curves for \( F \) as function of \( V_b \) allows to distinguish the case of weak coupling \( t_0 > 0 \) from the case of strong coupling \( t_0 < 0 \).

V. DISCUSSION AND CONCLUSIONS

We have studied in detail the electronic local density of states in graphene close to a substituting atom. This quantity turns out to be important in STM experiments, since the tunneling of the electrons from tip of the microscope to the sample is determined by this quantity. The shape and magnitude of the tunneling current depends on the nature of the substituting atom. In the case of the vacancy the shape of the tunneling current has a very different signature from the other cases. Also the magnitude of the current depends on the strength of the bonding between the impurity and the carbon atom.

The curves we have presented here are only indicative of the general behavior of the density of states and of the tunneling current. In order to obtain experimentally relevant curves we should have real numbers for the parameters of the tip, with special importance for the last atom of tip. Also the parameter \( W_2 \) could be modeled more accurately by introducing the spatial dependence between the tip and the graphene surface. Density functional calculations can be used to model the tip in realistic way.

In our analysis we have consider that the electrons can only tunnel from the tip to the atom underneath, but when the tip is between two atoms the tunnel will take place to more than one atom. However, in this case the amplitude \( W_2 \) is strongly reduced and the tunneling current will show a minimum. In fact it can be shown that the self energy has in this case the form

\[
\Sigma^+_R = W_2^2 (G_{AA}^+ + G_{BB}^+) ,
\]

assuming the tip exactly in between the \( A \) and \( B \) atoms, and therefore the value of the current will be controlled mainly by the value of \( W_2 \).

As we have seen in the calculation of the density of states, the case of weak coupling leads to the appearance of resonances at large energy values. The scan of the bias in our calculations did not reach these energies, but if it does a clear signature will be seen in the tunneling current. Also, for fixed bias, moving the tip away from the impurity will show oscillations in the STM current.

One ingredient not included in our model is the effect of on-site energies at the impurities. As a consequence, a natural question is whether our results are strongly modified if this effect is included. One should note that the values of the on-site energy and the hopping are correlated with each other.
in the case of boron and nitrogen impurities. When the hopping in enhanced the on-site energy is positive relatively to that of the carbon atoms. In this case, the results of our calculations in the present work show no qualitative changes from the more general model, as more detailed calculations show. In the case of reduced hopping, the same resonances we see in the local density of states of our work are also present in the more general approach, but their position in energy changes and an asymmetry of those resonances relatively to the Dirac point develops. One should also note that the different chem-
ical nature of the atoms making the tip of the microscope also induces an asymmetry in the current, even when the LDOS does not show such asymmetry. Therefore, a careful study is needed to disentangle the effects from the tip and from a finite on-site energy at the impurity atoms.

Another relevant question is whether the the resonances see in the density of state will broaden so much when the concentration of impurities increases leaving no trace of them in the LDOS. Our calculations naturally refer to the diluted limit, where the distance between impurities is large. When the concentration increases the resonances will broaden, but their finger prints still remains in the LDOS. In Ref. 48, Fig. 13(a) shows that the resonances remain well defined even for concentration of impurities up to 10%. It is not possible to give a characteristic length at the Dirac point such that above it the impurities could be considered to act isolated. This is so because Fermi momentum is zero. One was therefore to rely on numerical calculations with a varying concentration of impurities as in Ref. 48.
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APPENDIX A: FREE PROPAGATORS AND USEFUL RELATIONS

The propagators for the perfect lattice are ($\hbar = 1$)

\[ G_{AA}^{0}(\omega_n, k, p) = \frac{i\omega_n \delta_{k,p}}{(i\omega_n)^2 - t^2|\phi(k)|^2}, \quad (A1) \]

\[ G_{BA}^{0}(\omega_n, k, p) = \frac{\delta_{k,p} \phi^{*}(k)}{(i\omega_n)^2 - t^2|\phi(k)|^2}, \quad (A2) \]

\[ G_{BB}^{0}(\omega_n, k, p) = \frac{i\omega_n \delta_{k,p}}{(i\omega_n)^2 - t^2|\phi(k)|^2}, \quad (A3) \]

\[ G_{AB}^{0}(\omega_n, k, p) = \frac{\delta_{k,p} \phi(k)}{(i\omega_n)^2 - t^2|\phi(k)|^2}. \quad (A4) \]

From these, the integrals (31) and (32) are defined as

\[ G_{AA}^{0}(\omega_n) = i\omega_n \int \frac{\rho(E)dE}{(i\omega_n)^2 - E^2}, \quad (A6) \]

\[ \tilde{G}_{AA}^{0}(\omega_n) = \frac{i\omega_n}{t^2} \int \frac{E^2\rho(E)dE}{(i\omega_n)^2 - E^2} \]

\[ = -i\omega_n t^{-2} + (i\omega_n)^2 t^{-2} \tilde{G}_{AA}^{0}(\omega_n), \quad (A7) \]

and

\[ \rho(E) = \frac{A_c}{4\pi^2} \int_{BZ} d^2k \delta(E - t|\phi(k)|). \quad (A8) \]

where $A_c = 3\sqrt{3}a_0/2$ is the area of the unit cell. With the above definition $\rho(E)$ is finite in the energy range $0 < E < 3t$. In addition we also have the useful relation

\[ \sum_{k} \phi(k)G_{AA}^{0}(\omega_n, k) = \sum_{k} \phi^{*}(k)G_{AA}^{0}(\omega_n, k) = \frac{N_c}{3} \tilde{G}_{AA}^{0}(\omega_n). \quad (A9) \]

Similar equations hold for $G_{BB}^{0}$.
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