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Abstract: Visible (VIS) bands, such as the 0.675 µm band in geostationary satellite remote sensing, have played an important role in monitoring and analyzing weather and climate change during the past few decades with coarse spatial and high temporal resolution. Recently, many deep learning techniques have been developed and applied in a variety of applications and research fields. In this study, we developed a deep-learning-based model to generate non-existent nighttime VIS satellite images using the Conditional Generative Adversarial Nets (CGAN) technique. For our CGAN-based model training and validation, we used the daytime image data sets of reflectance in the Communication, Ocean and Meteorological Satellite / Meteorological Imager (COMS/MI) VIS (0.675 µm) band and radiance in the longwave infrared (10.8 µm) band of the COMS/MI sensor over five years (2012 to 2017). Our results show high accuracy (bias = −2.41 and root mean square error (RMSE) = 36.85 during summer, bias = −0.21 and RMSE = 33.02 during winter) and correlation (correlation coefficient (CC) = 0.88 during summer, CC = 0.89 during winter) of values between the observed images and the CGAN-generated images for the COMS VIS band. Consequently, our CGAN-based model can be effectively used in a variety of meteorological applications, such as cloud, fog, and typhoon analyses during daytime and nighttime.
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1. Introduction

The importance of weather and climate change information is increasing because of many human demands, including for leisure, business, natural disaster relief, and military operations. The satellite, the only tool for global observation of the Earth’s surface and atmosphere, plays a crucial role in monitoring global weather and climate change and providing short- to long-term analysis and predictions regarding the environment. In particular, geostationary meteorological satellites have important roles as sources of data for weather analysis; natural disasters such as typhoons, floods, and heavy rainfall; geophysical parameters such as sea surface temperature; and long-term records for climatic applications [1,2].

Geostationary satellites with sensors from visible (VIS) to infrared (IR) wavelengths have the advantages of relatively high temporal and spatial resolutions at which to observe the Earth’s atmosphere and surface because they observe the electromagnetic waves emitted, reflected, and scattered from the Earth passing through the atmosphere surrounding the Earth. However, VIS wavelengths have a disadvantage during the night. Thus, many national meteorological institutions
operate geostationary meteorological satellites such as the Geostationary Operational Environmental Satellite-W (GOES-W), GOES-East (E), Himawari-7 (MTSAT-2), and Meteosat Second Generation (MSG) to meet basic requirements, namely, a geostationary image at least twice per hour [3]. Currently, the GOES-16, Himawari-8/9, Feng Yun-4A (FY-4A), Meteosat Third Generation (MTG), and GeoKompasat-2 Atmosphere (GK-2A) satellites operate with 16 channels including three VIS and 13 IR bands, a spatial resolution doubled from 4 to 2 km at the nadir for the IR channels, and a temporal resolution tripled from 30 to 10 min for full disk observation [4,5].

To observe clouds and the Earth’s surface, geostationary meteorological satellites use bands within the atmospheric window in which limited atmospheric absorption occurs. The common bands used by geostationary meteorological satellites are the VIS band in the 0.55 to 0.90 µm wavelength and IR bands in the 3.5 to 4.0 µm, 10.5 to 11.5 µm, and 11.5 to 12.5 µm in wavelength [6]. Generally, the former observes sunlight reflected from the earth’s surface. The 10.5–11.5 µm and 11.5–12.5 µm bands primarily observe the amount of thermal radiation emitted from the Earth’s surface and atmosphere. The 6.5–7.0-µm band observes the amount of water vapor (WV) in the upper and middle atmospheric layers. The 3.5–4.0 µm wavelength band, termed the shortwave IR (SWIR) band, mainly observes reflected sunlight during the daytime and IR radiation during the night. Thus, a different use of the SWIR band is necessary for day and night [7].

In this study, we present nighttime reflectance in the VIS band generated using artificial intelligence (AI); these cannot be observed from satellites as well as have so far not been generated. The CGAN technique was applied because the generation of nighttime reflectance in the VIS band was considered as a generative task solved by CGAN method. We use the Communication, Ocean, and Meteorological Satellite (COMS) of the Korean Meteorological Administration (KMA) for satellite data. Our results can be useful for a variety of meteorological applications such as analyses of fog, clouds, and typhoons for operational and research purposes.

2. Data

The Communication, Ocean, and Meteorological Satellite (COMS) satellite was successfully launched from 128.2 °E in 2010 and has been operated by the KMA with a spatial coverage of the Western Pacific region. Its Meteoritical Imager (MI) has one channel in the VIS spectrum (0.55 µm–0.80 µm) and four IR-sensing channels (SWIR; 3.5–4.0, WV; 6.5–7.0, IR1; 10.3–11.3, and IR2; 11.5–12.5 µm). The spatial resolutions of COMS/MI in the VIS and IR bands are 1 km and 4 km at the nadir, respectively [8]. The temporal resolutions of COMS/MI are every 3 h and every 30 min for the full disk and the Far-East Asia area including the Korean Peninsula, respectively.

We used the Far-East Asia area level 1 (L1B) images data of COMS/MI 1024 × 1024 pixels in size during the winter (December to February) and summer (June to August) seasons for 5 years from January 1, 2012 to December 31, 2017, to establish the AI-generated COMS images for training, validation, and test data [9]. These were obtained from the National Meteorological Satellite Center (NMSC) of the KMA. Table 1 summarizes the characteristics of the MI sensor on COMS.

Table 1. Characteristics of bands of the Communication, Ocean, and Meteorological Satellite (COMS) Meteoritical Imager (MI) sensor.

| Band | Wavelength (µm) | Bandwidth (µm) | Spatial Resolution (km) | Applications |
|------|----------------|----------------|-------------------------|--------------|
| VIS  | 0.675          | 0.55–0.80      | 1                       | Cloud images, Asian dust, forest fires, fog observation, atmospheric motion vector |
| SWIR | 3.75           | 3.5–4.0        | 4                       | Night fog and low-level clouds, forest fire detection, land surface temperature |
| WV   | 6.75           | 6.5–7.0        | 4                       | Observation of mid and upper atmospheric humidity and upper atmospheric motions |
| IR1  | 10.8           | 10.3–11.3      | 4                       | Cloud information, sea surface temperature, Asian dust observation |
| IR2  | 12.0           | 11.5–12.5      | 4                       | Cloud information, sea surface temperature, Asian dust observation |
Figure 1 shows the typical weather patterns of the Far-East Asia region during summer (a typhoon) and winter (snowfall). Figure 1a,b show examples of COMS-observed VIS reflectance and COMS IR radiance images on August 1, 2018, 04:00 UTC (13:00 Korean Standard Time (KST)) during summer. Typhoon Jongdari is approaching the Korean Peninsula and Japan. Figure 1c,d shows the COMS VIS reflectance and COMS IR radiance on January 1, 2018, 04:00 UTC (13:00 KST) during winter. Snow is falling in western Japan.

3. Methods

3.1. CGAN

In this study, our proposed model used the well-established CGAN [10] architecture known as Pix2Pix [11]. Thus far, GANs have been successfully applied to a variety of computer vision and image processing tasks [12]. The CGAN is extended from GAN [13] and deep convolutional GAN (DCGAN) [14]. The CGAN describes a minimum-maximum game between a generative model and a discriminative model [14]. Generally, GAN consists of a generative model and a discriminative model [13]. The generative model generates the virtual output image via training from the input image. The discriminative model plays a role in distinguishing the virtual output image from the real image via training. The CGAN process contains the following min-max value function (\(G^*\)):
\[ G^* = \min_G \max_D L_{\text{CGAN}}(G, D) + \lambda \cdot L_1(G) \]  

where \( L_{\text{CGAN}} \) is the CGAN loss function (GAN loss or adversarial loss); \( L_1 \) is the distance term (reconstruction loss or CNN loss); and \( G \) and \( D \) are the generator and discriminator, respectively. \( \lambda \) is the parameter to demonstrate the trade-off between the CGAN loss \( L_{\text{CGAN}}(G, D) \) and L1 loss \( L_1(G) \).

In general, the GAN system consists of generative model \( G \) and discriminative model \( D \) to provide a form of negative and adversarial feedback to minimize min-max value function \( G^* \) during training and validation [13]. \( G \) is trained to capture the data distribution of a set of input images and generate the virtual images, while \( D \) is trained to discriminate whether its input images are the real input images or \( G \)'s virtual images. The CGAN loss and L1 loss are originated from GAN method and CNN method, respectively.

The first term CGAN loss is described as follows:

\[ L_{\text{CGAN}}(G, D) = E_{x,y}(\log D(x, y)) + E_x(\log(1 - D(x, G(x, y')))) \]  

where \( L_{\text{CGAN}}(G, D) \) is the adversarial loss using \( D \) and \( G \). \( E_{x,y}(\log D(x, y)) \) is the discriminator to maximize the probability of the training data and \( E_x(\log(1 - D(x, G(x))) \) is the discriminator to minimize the probability of the data sampled from the \( G \). \( x, y \), and \( y' \) are the real input image, real output image, and virtual output image, respectively. The log function is adopted to relax the gradient insufficiency at the beginning of the training [12].

The second term CNN loss is expressed as follows:

\[ L_1(G) = E_{x,y}(||y - G(x, y')||) \]  

where \( L_1(G) \) is the reconstruction loss to minimize the difference between real images \( (x, y) \) and virtual image \( (y') \).

In this study, we used a general-purpose CGAN framework termed Pix2Pix [11] for satellite image-to-image translation. Pix2Pix has an advantage of not using noise as an input to \( G \). In addition, the CGAN loss \( L_{\text{CGAN}}(G, D) \) in Pix2Pix is learned from the data. Pix2Pix also uses L1 loss \( L_1(G) \) between the output of \( G \) and the ground truth [15]. In addition, we used COMS/MI observational data such as the COMS IR1 and VIS images corresponding to \( x \) and \( y \), respectively.

### 3.2. Band Selection and Implementation

In this study, we implemented Pix2Pix [11] to process the pairs of daytime reflectance images and brightness temperature image data sets with 8 bits in the VIS (0.675 \( \mu \)m) and IR1 (10.8 \( \mu \)m) channels of COMS/MI to obtain a model. IR1, IR2, and WV bands are not dependent on day and night. The SWIR band was excluded because of its sunlight dependence. From the result of the correlation comparison between VIS and the IR1, IR2, WV bands, we chose IR1 as a pair with the VIS band because it had the highest correlation among the IR1, IR2, and WV bands.

For training, the input patches were cropped to a size of 1024 × 1024 pixels with a batch size of 2192. The data sets were COMS/MI VIS and IR1 images from January 1, 2012, to December 31, 2017, for the winter season and from June 1, 2012, to August 31, 2017, for the summer season. The time of all the data was selected as 04:00 UTC (daytime, 13:00 in KST) to maximize the sunlight effect. Thus, \( G \) uses 1024 × 1024 pixels with a batch of 2192 VIS-channel daytime reflectance images, while \( D \) uses 1024 × 1024 pixels with a batch of 2192 IR1-channel daytime radiance images. A batch of 2192 corresponds to 85.86% of the entire data set of 2553.

For validation, the data sets are COMS/MI VIS and IR1 images at 04:00 UTC (13:00 KST) from December 1, 2017, to February 28, 2018, for the winter season and from June 1, 2018, to August 31, 2018, for the summer season. Pix2Pix uses 1024 × 1024 pixels with a batch of 361 pairs of daytime VIS reflectance and IR1 radiance image data sets. A batch of 361 corresponds to 14.14% of the entire data set of 2553.

For application of our model, we established data sets of COMS/MI VIS and IR1 images at 16:00 UTC (nighttime, 01:00 KST) from January 1 to December 31 in 2018. During this process, the \( G \) of our
model was trained to minimize the mean error between a VIS reflectance (VIS) and an AI-generated VIS reflectance (AI-VIS) and reproduce the true data distribution of VIS reflectance from the corresponding IR1 radiance images (IR). The D of our model was trained to distinguish the real pair (IR, VIS) from the AI-generated pair (IR, AI-VIS).

Our experiment was implemented on TensorFlow with Python 3.54 under Linux UBUNTU16.04.5, CUDA9.0, and CUDNN7.4.1.5 systems with four NVIDIA Titan-XP D5 GPU and an Intel Xeon CPU and took approximately 12 h for 389 epochs for 500,000 iterations. Figure 2 shows the outline of our model procedure. IR1 and VIS are the daytime images observed in the COMS IR1 and VIS bands, respectively. AI-VIS indicates the CGAN-generated virtual daytime image for the COMS VIS band using real IR1 daytime images. IR1’ indicates other IR1 observational images during the night. AI-VIS’, which does not exist in real COMS observation, indicates AI-generated nighttime reflectance images generated from our model.

![Figure 2. Model structure of our research.](image)

### 4. Results

Figure 3 shows the representative images of VIS reflectance, IR1 radiance, IR2 radiance, and WV radiance observed from the COMS/MI sensor on June 1, 2017, 04:00 UTC (13:00 KST, daytime). Table 2 summarizes the correlation coefficients between the VIS image and other band images for one day per month in 2017. The IR1 band shows the highest correlation coefficient value, with the VIS band compared to that of the other bands throughout all seasons. The IR2 band shows a comparable but smaller correlation coefficient compared to the IR1 band. The IR1 and IR2 bands have relatively low correlation coefficients compared to the VIS band during winter and relatively high correlation coefficients during other seasons. The WV band shows lower correlation coefficients than those of the IR1 and IR2 bands with VIS band. The WV band shows negative correlation values with the VIS band, in particular during the winter season. The SWIR band shows the lowest correlation coefficients among the IR1, IR2, WV, and SWIR bands with the VIS band. The SWIR band also shows negative correlation values with the VIS band during the winter season similar to those of the WV band. Thus, we chose the IR1 channel as a pair with the VIS channel for CGAN training model in this study.

Figure 4 shows the results of the best loss values to implement our model. The best iteration was approximately 11,000 for the AI-generated reflectance in the COMS VIS band given the CGAN loss. Figure 4b shows the variations in CC and RMSE according to the iteration numbers. In this study,
approximately, 80,000 iterations of our model show a maximum CC value 0.895 and a minimum RMSE value of 33.58). Thus, we adopted 80,000 iterations to obtain the best performance for our CGAN model to generate the AI-generated reflectance in the COMS VIS band.

**Figure 3.** Images of (a) VIS reflectance, (b) water vapor (WV) radiance, (c) IR1 radiance, and (d) IR2 radiance observed from COMS/MI on June 1, 2017, 04:00 UTC (daytime).

**Table 2.** Correlation coefficients among the COMS visible (VIS), water vapor (WV), infrared 1 (IR1), and IR2 channels.

| Cases            | IR1   | IR2   | WV    | SWIR  |
|------------------|-------|-------|-------|-------|
| 2017.01.15. 04:00 UTC | 0.3167 | 0.3122 | -0.519 | -0.2084 |
| 2017.02.15. 04:00 UTC | 0.6242 | 0.6198 | 0.2908 | -0.1927 |
| 2017.03.15. 04:00 UTC | 0.5796 | 0.5658 | 0.1759 | -0.2424 |
| 2017.04.15. 04:00 UTC | 0.6862 | 0.6864 | 0.6154 | -0.0384 |
| 2017.05.15. 04:00 UTC | 0.7318 | 0.7202 | 0.4907 | 0.2068 |
| 2017.06.15. 04:00 UTC | 0.7323 | 0.7291 | 0.6634 | 0.3607 |
| 2017.07.15. 04:00 UTC | 0.7029 | 0.6916 | 0.5046 | 0.1951 |
| 2017.08.15. 04:00 UTC | 0.7184 | 0.7025 | 0.4553 | 0.0786 |
| 2017.09.15. 04:00 UTC | 0.7152 | 0.6986 | 0.5091 | 0.1875 |
| 2017.10.15. 04:00 UTC | 0.8037 | 0.7836 | 0.4647 | 0.3349 |
| 2017.11.15. 04:00 UTC | 0.6502 | 0.6411 | 0.3021 | -0.0288 |
| 2017.12.15. 04:00 UTC | 0.3948 | 0.3824 | -0.0794 | -0.1042 |
Figure 4. (a) Values of loss G, loss D, and loss L1 as a function of iterations for artificial intelligence (AI)-generated reflectance. (b) Variations in correlation coefficient (CC) and root mean square error (RMSE) between the real VIS reflectance and AI-generated VIS reflectance.

Figure 5. The results of our model. Figures 5a,b show a COMS-observed real daytime reflectance in the COMS VIS (0.675 µm) band and a daytime radiance image in the COMS IR1 (10.8 µm) band on August 22, 04:00 UTC (13:00 KST), respectively. Figure 5c shows the AI-generated daytime reflectance image at the same time as those in Figure 5a,d show the difference image between the COMS-observed real daytime reflectance and the AI-generated daytime reflectance. The real COMS reflectance image and AI-generated reflectance image agree well except for near the typhoon area of high clouds which appear white. In this case, our models were implemented using 80,000 iterations.
Figure 5. (a) Real VIS reflectance, (b) real IR1 radiance, (c) AI-generated VIS reflectance, and (d) difference between real VIS reflectance and AI-generated VIS reflectance. In this case, our model was trained with 80,000 iterations. The observation date and time is August 22, 2018, 04:00 UTC (daytime).

Figure 6. The statistical results of our model. Figure 6a,b show the scatterplots between the COMS VIS reflectance and AI-generated VIS reflectance during winter (December 2017 to February 2018) and summer (June 2018 to August 2018), respectively. The bias, RMSE, and CC are $-2.41$, $36.85$, and $0.88$ during summer but $-0.21$, $33.02$, and $0.89$ during winter, respectively. In general, the bias, RMSE, and CC values are relatively higher during summer than during winter. This seasonal difference may be because of the vertical distribution of clouds, which occurs because more high clouds form during summer than during winter. The noisy vertical line with $x = 225$ is originated from the dotted lines of latitude/longitude and solid borderlines on the COMS VIS original image provided by the Korean Meteorological Administration (KMA)/National Meteorological Satellite Center (NMSC), which cannot be removed in this study.

Figure 7a,b show the daily variation in CC and RMSE values between real COMS VIS reflectance and AI-generated reflectance (daytime) during winter (January 2018) and summer (August 2018), respectively.
respectively. The daily variation in CC ranges from approximately 0.85 to 0.93 during both seasons. The RMSE values are between 28 and 38 during January 2018 and 30 and 40 during August 2018. This result can also be interpreted as a result of the daily variation in the vertical distribution of clouds.

![Graph showing time series of CC and RMSE](image1)

**Figure 7.** Time series of CC and RMSE between real VIS reflectance and AI-generated reflectance (daytime) during (a) winter (January 2018) and (b) summer (August 2018).

Figure 8a,b show the real VIS observation and AI-generated VIS reflectance images during the nighttime (October 22, 2018, 17:00 UTC (October 23, 02:00 KST), respectively. At this time, there is no real COMS VIS reflectance because there is no sunlight. Otherwise, our AI-generated VIS nighttime reflectance image would show the characteristics of clouds from the real daytime VIS reflectance.

![Image of VIS observation and AI-generated reflectance](image2)

**Figure 8.** (a) No VIS observation and (b) AI-generated nighttime VIS reflectance image with 80,000 iterations on October 22, 2018 17:00 UTC (October 23, 02:00 KST, nighttime). At this time, there is no real VIS reflectance.
5. Summary and Conclusions

VIS and IR bands on many geostationary satellites have been crucial for weather analysis, nowcasting, and forecasting at high spatial and temporal resolutions during the past few decades. In VIS, band images, in particular, are useful for analyzing clouds and weather because of their intuitive understanding, which is similar to that of human eyes. However, the VIS band observation is only available during the day because it primarily observes the reflectance of sunlight off the Earth, while IR bands observe the energy emitted from the Earth without depending on sunlight.

In this study, we proposed a unique method to generate non-existent nighttime VIS satellite images using the CGAN technique, one of the deep learning techniques. We translated from COMS IR images to VIS images using a deep learning model based on CGAN, one of the best performance methods for image translation. For our CGAN-based model development and training, we used daytime image data sets of reflectance in the COMS/MI VIS (0.675 µm) band and radiance in the IR1 (10.8 µm) band of the COMS/MI sensor over 5 years (from 2012 to 2017) for the summer and winter seasons, separately. For validation, we used the daytime image data sets of reflectance in the COMS/MI VIS (0.675 µm) band and radiance in the IR1 (10.8 µm) band of the COMS/MI sensor over 2 years (2018) for the summer and winter seasons, separately. For training, the input patches were cropped to a size of 1024 × 1024 pixels with a batch size of 2192. For validation, the data sets were COMS/MI VIS and IR1 images at every 04:00 UTC (13:00 KST) 1024 × 1024 pixels in size with a batch of 361 pairs of daytime VIS reflectance and IR1 radiance image data sets. From the correlation analysis among the COMS VIS, SWIR, WV, IR1, and IR2 bands, we found the VIS and IR1 bands are the best pair for training and validation. We used Pix2Pix to process the pairs of daytime reflectance images and brightness temperature image data sets with 8 bits in the VIS and IR1 bands of COMS/MI using TensorFlow with Python 3.54 under Linux systems with four NVIDIA Titan-XP D5 GPUs and an Intel Xeon CPU. The best iteration of our model was determined as approximately 80,000 using the series of CC depending on the iteration number. Finally, we presented the AI-generated nighttime reflectance in the VIS band, which cannot be observed from satellites. AI-generated VIS images show relatively low CC and RMSE values during summer compared to those during the winter season because of the wide range of the vertical distribution of clouds.

Our model successfully produces AI-generated VIS images from IR images, which provides a very high correlation and RMSE between the two sets of VIS and IR images. Now, we can monitor weather at night using IR images as well as AI-generated VIS images. This result can be useful to a variety of meteorological applications such as fog, cloud, and typhoon analysis for operational and research purposes.
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