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ABSTRACT

Objective: The human–machine interface (HMI) is a crucial part of every automated driving system (ADS). In the near future, it is likely that—depending on the operational design domain (ODD)—different levels of automation will be available within the same vehicle. The capabilities of a given automation level as well as the operator’s responsibilities must be communicated in an appropriate way. To date, however, there are no agreed-upon evaluation methods that can be used by human factors practitioners as well as researchers to test this.

Methods: We developed an iterative test procedure that can be applied during the product development cycle of ADS. The test procedure is specifically designed to evaluate whether minimum requirements as proposed in NHTSA’s automated vehicle policy are met.

Results: The proposed evaluation protocol includes (a) a method to identify relevant use cases for testing on the basis of all theoretically possible steady states and mode transitions of a given ADS; (b) an expert-based heuristic assessment to evaluate whether the HMI complies with applicable norms, standards, and best practices; and (c) an empirical evaluation of ADS HMIs using a standardized design for user studies and performance metrics.

Conclusions: Each can be used as a stand-alone method or in combination to generate objective, reliable, and valid evaluations of HMIs, focusing on whether they meet minimum requirements. However, we also emphasize that other evaluation aspects such as controllability, misuse, and acceptance are not within the scope of the evaluation protocol.
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Introduction

Partially automated driving (SAE level 2; Society of Automotive Engineers [SAE] 2018) in which the user is still required to control the vehicle in case of system limits and failures is already available by most manufacturers. Higher levels of automation in which the driver is merely required to provide fallback performance of the driving task (conditional automation; SAE level 3) will be brought to the market in the near future. This will likely create situations in which different levels of automation are present in the same vehicle, depending on the operational design domain (ODD; e.g., level 3 on the highway, level 2 on rural roads). It thus has to be ensured that the level of automation that is operational at any given time and the driver’s responsibilities are communicated appropriately by the human–machine interface (HMI). In the context of driver distraction research, methods for investigating and ensuring the suitability of in-vehicle HMIs for use have been established. For this purpose, standardized and generally accepted test and evaluation methods such as heuristic evaluations (e.g., Campbell et al. 2016) and simulator study protocols (e.g., Alliance of Automobile Manufacturers 2006; NHTSA 2014) are available.

However, with the change in the driver’s role from manually controlling (level 0) to supervising the vehicle automation (level 2) or acting as a fallback performer (level 3), these methods can no longer be readily applied. Furthermore, recent research has been conducted in the context of level 3 automation, uncovering new challenges for HMI design such as overtrust or mode confusion (Feldhüter et al. 2017). However, the results of these studies vary widely, with reaction times to requests to intervene ranging from 1 s to as much as 15 s (Eriksson and Stanton 2017). This might very well be attributed to variations in the experimental protocols (e.g., selection of participants or instructions). This example shows that there is an urgent need to develop and standardize test methods for assessing automated driving system (ADS) HMIs that can be employed in the technical and scientific community (Burns 2018).

This article outlines a newly developed test procedure designed to advance standardization in testing of HMIs for...
automated driving. With the Federal Automated Vehicles (AV) Policy, the NHTSA (2017) has provided a valuable framework that can be used to guide the development and validation of ADS as part of a voluntary self-assessment. Acknowledging that the HMI—identified as 1 of 12 priority safety design elements in NHTSA’s AV Policy—will be crucial for the success of ADS, we developed a 3-step iterative test procedure that can be employed to evaluate ADS HMIs. The current article describes the underlying considerations and structure as well as methodological details of the test procedure and an exemplary application for the evaluation of SAE level 3 HMIs. The proposed test procedure consists of 3 steps:

1. A standardized set of use cases has to be defined to make sure that the test procedure generates comprehensive and comparable results. Accordingly, a use case catalogue was developed based on combinatorics of SAE levels of driving automation (Naujoks et al. 2018). The resulting set of use cases was narrowed down by theoretical and practical considerations derived from an extensive literature review of published research, standards, processes (voluntary) guidance, and design principles (Naujoks et al. 2018).

2. A heuristic evaluation can be used by human factors experts to assess the compliance of an HMI with common standards, guidelines, and best practices. It can also be used as guidance by designers in early stages of product development.

3. A protocol for empirical studies can be employed in driving simulator, test track, and on-road studies. Specifics of the study protocol as well as guidance for practitioners and researchers are presented below.

Methods and results

Objective

In the automotive context, the evaluation of HMIs has a long tradition. In the context of manual driving, the evaluation focused on the distraction potential of in-vehicle information systems, making the assessment of visual workload associated with the in-vehicle information systems the central goal (e.g., measuring eyes-off-road time; Alliance of Automobile Manufacturers 2006; NHTSA 2014). In the context of automated driving, a variety of theoretical constructs related to the safe driver–vehicle interaction (DVI) such as trust, controllability, mode awareness, or usability could be used as criteria, because research has shown that they all pose challenges to the design and evaluation of HMIs for ADS.

The present procedure takes a more practical approach. The goal of our proposed method is to ensure that minimum HMI requirements as defined by NHTSA (2017) are met that are related to and possibly even prerequisites to meet the above-mentioned criteria. Following NHTSA’s (2017) voluntary guidance, at minimum, an ADS should be capable of informing the human operator or occupant through various indicators that the ADS is: (1) functioning properly; (2) currently engaged in ADS mode; (3) currently “unavailable” for use; (4) experiencing a malfunction; and/or (5) requesting control transition from the ADS to the operator. (p. 10)

Thus, the test procedure described in the next sections should be able to differentiate between HMIs in which these requirements are or are not fulfilled.

As such, the test protocol is intentionally limited to the assessment of the usability of the HMI, with the aim of evaluating the effectiveness (i.e., users of ADS are able to perceive the minimum required mode indicators with accuracy and completeness) and efficiency (i.e., mode indicators are designed so that users of ADS can perceive the AV mode with minimum effort) of HMI indicators (International Organization for Standardization [ISO] 2018). Thus, the scope of the HMI test protocol is to facilitate regular usage of the ADS, such as switching the automation on, checking the status of the ADS, or taking back manual control from the automation (either driver-initiated or system-initiated). It is intended to ensure that necessary mode indicators are present and that they are adequately supporting users of ADS in noticing (e.g., by placing visual interfaces close to the driver’s expected line of sight) and interpreting them (e.g., by intuitive color coding). Assessing the DVI beyond that in related domains like controllability (including the time budget needed to safely take over control from an ADS in case of system limits), misuse, or acceptance will require different methods.

Use case catalogue for assessing the HMI of ADS

According to Nielsen (1994), there are 2 main approaches to evaluating HMIs during the product development cycle: (1) Expert-based assessments involving human factors specialists and (2) empirical evaluations involving potential users of the product. The aim of these complementary approaches is to unveil usability problems and misunderstandings that may arise during the interaction with the product via the HMI. Both methods tend to uncover different kinds of usability issues so that both of them should be pursued to arrive at a comprehensive assessment (ISO 2018; see Figure 1).

However, both methods require that relevant use cases (i.e., interaction sequences between the user and the product to achieve a desired state; see ISO 2008a) are completed by study participants or walked through by expert assessors, making the use cases the core of each evaluation procedure. In the context of ADS, the challenge in selecting use cases is to generate a comprehensive set of use cases encompassing all scenarios that are relevant to safe and efficient DVI use. Though research in this area has traditionally focused on the transition of control from level 3 to the human operator (i.e., level 0; see, for example, an overview by Eriksson and Stanton 2017), other types of mode transitions are rarely investigated. Figure 2 provides an overview of modes and steady states (i.e., driving within the same SAE level) and types of transitions (i.e., switching to a lower or higher level of automation) in the context of ADS.
Against this background and with the goal in mind to evaluate minimum requirements requested by NHTSA, we proposed a stepwise selection procedure resulting in the use case set depicted in Table 1 (see Naujoks et al. [2018] and Appendix I, online supplement, for a more detailed description). The approach can be applied to test different ADS with similar or even varying specifications. For example, a vehicle might only incorporate L0 (level 0) and L3 (level 3) automation, resulting in fewer use cases. The main advantage of this procedure is that it provides a clear and reproducible way of deducting to-be-tested use cases, regardless of potential variations between actual systems.

The final step in the selection process then consists of identifying test cases, which can be defined as instances of use cases resulting from the interaction architecture and ODD of the specific ADS. For example, reaching boundaries of the ODD of the ADS might generate different instances in which the request to intervene is displayed in a different way, making them different test cases of the same use case (see Appendix I for more examples). Thus, a comprehensive HMI assessment requires collecting all possible test cases (i.e., instances of the use cases presented in Table 1) and using them as a basis for the subsequent evaluation.

**Heuristic evaluation protocol**

As an initial evaluation step, we propose a heuristic evaluation to be conducted by HMI experts (Naujoks et al. 2019) to check whether the ADS HMI contains all necessary mode indicators and is in line with “voluntary guidance, best practices, and design principles published by SAE International, ISO, NHTSA …” (NHTSA 2017, p. 10). In principle, at least 2 assessors complete all defined test cases (i.e., all instances of the use cases defined in Table 1) and verify whether basic HMI requirements are met with the help of a standardized checklist. To compile these requirements, we reviewed applicable standards, best practices, and guidelines and combined them into a short and easy-to-use checklist (see Table 2; Appendix II, online supplement, contains an extended version with references and detailed evaluation steps).

A checklist sheet involving positive and negative examples for each item as well as a reporting sheet can also be found in Naujoks et al. (2019). One example for a checklist item is “the system mode should be displayed continuously” (p. 123). This recommendation must be checked for all possible system states. The item is defined as acceptable if the minimum set of HMI indicators is present. A negative evaluation should be given if some indicators are completely missing, if indicators are not distinguishable from each other, or if indicators are displayed only for a very short period of time.

**Test protocol in driving simulation**

The last step of the test procedure consists of an empirical evaluation with test participants interacting with an HMI in a standardized manner. The aim of the test is to evaluate whether the basic HMI requirements as formulated by the NHTSA are met by observing participants’ interactions with the HMI and self-reported understanding of the mode indicators presented during transitions and steady states (i.e., the test cases). In essence, the purpose of the empirical test protocol is to investigate whether the hypotheses in Table 1 are falsified on the basis of observations made during specified experimental conditions as presented in this article. For example, the assumption that the “HMI is capable of communicating that L3 cannot be activated when driving outside the ODD” would be falsified when contrary empirical observations are made. Although the exact implementation of such a test protocol will vary with the specifics of the human–machine interaction (e.g., the verification of a speech- and gesture-based interaction might differ from that of a visual–manual interaction), some common principles should be used to guarantee comparability of confirmation tests. The proposed characteristics of the study concept are supported by studies conducted by the authoring team.

**Test protocol specifics**

To achieve comparable and valid results, several specifics of the experimental protocol need to be taken into account. The following list provides a first set of preliminary criteria to ensure internal and external validity of evaluations:

- **Sample**: A sufficiently large sample should be tested. At minimum, \( N = 20 \) participants should take part in the confirmation study (ISO 2008b; RESPONSE Consortium 2006). Furthermore, a diverse age distribution should be tested with a broad age distribution reflecting the target population as required by the NHTSA visual–manual distraction protocol (NHTSA 2014; age groups: 18–24: \( n = 5 \), 25–39: \( n = 5 \), 40–54: \( n = 5 \), >54: \( n = 5 \)). Preferably,
Table 1. Use case set for the assessment of minimum HMI requirements based on NHTSA’s (2017) Federal AV Policy. Note that some use cases might not be applicable if a vehicle is not equipped with a respective system.

| Minimum HMI requirement | Use case | Description | Hypotheses |
|------------------------|----------|-------------|------------|
| Functioning properly   | L3       | Steady driving in L3 mode | HMI is capable of communicating the properly functioning automated driving mode |
| Currently engaged in automated mode | L3 → L2 | Driver voluntarily switches from L3 to L2 | HMI is capable of differentiating between L2 and L3 (which has the highest potential for confusion) |
|                          | L2 → L3 | Driver voluntarily switches from L2 to L3 |  |
|                          | L2       | Steady driving in L2 mode |  |
| Currently unavailable for use | L3_{unavailable} | Driving outside the ODD, L3 is not available; this applies to all lower levels of automation (i.e., L0, L1, L2) | HMI is capable of communicating that L3 cannot be activated when driving outside the ODD |
| Experiencing a malfunction | L3_{degraded} | Driving inside or outside the ODD, L3 is not available because of a malfunction such as a sensor degradation; this applies to all lower levels of automation (i.e., L0, L1, L2) | HMI is capable of communicating that L3 cannot be activated because of a malfunction |
| Requesting a control transition from ADS to operator | L3 → L2 | System-initiated transition to L2 | HMI is capable of communicating the need for a control transition |
|                          | L3 → L1 | System-initiated transition to L1 either longitudinal or lateral assistance |  |
|                          | L3 → L0 | System-initiated transition to L0 |  |

Table 2. Checklist items. *Adapted from Naujoks et al. (2019).*

| #  | Item                                                                 |
|----|----------------------------------------------------------------------|
| 1  | Unintentional activation and deactivation should be prevented        |
| 2  | The system mode should be displayed continuously                     |
| 3  | System state changes should be effectively communicated             |
| 4  | Visual interfaces used to communicate system states should be        |
|    | mounted at a suitable position and distance. High-priority information|
|    | should be presented close to the driver’s expected line of sight     |
| 5  | HMI elements should be grouped together according to their function |
|    | to support the perception of mode indicators                        |
| 6  | Time-critical interactions with the system should not afford         |
|    | continuous attention                                                  |
| 7  | The visual interface should have a sufficient contrast in luminance  |
|    | and/or color between foreground and background                        |
| 8  | Texts (e.g., font types and size of characters) and symbols should   |
|    | be easily readable from the permitted seating position               |
| 9  | Commonly accepted or standardized symbols should be used to         |
|    | communicate the automation mode. Use of nonstandard symbols should   |
|    | be supplemented by additional text explanations or vocal phrase(s)   |
| 10 | The semantic of a message should be in accordance with its urgency   |
| 11 | Messages should be conveyed using the language of the users (e.g.,   |
|    | national language, avoidance of technical language, use of common    |
|    | syntax)                                                              |
| 12 | Text messages should be as short as possible                         |
| 13 | Not more than 5 colors should be consistently used to code system   |
|    | states (excluding white and black)                                    |
| 14 | The colors used to communicate system states should be in accordance |
|    | with common conventions and stereotypes                                |
| 15 | Design for color-blindness by redundant coding and avoidance of      |
|    | red/green and blue/yellow combinations                               |
| 16 | Auditory output should raise the attention of the driver without    |
|    | startling her or him or causing pain                                 |
| 17 | Auditory and vibrotactile outputs should be adapted to the urgency   |
|    | of the message                                                       |
| 18 | High-priority messages should be multimodal                          |
| 19 | Warning messages should orient the user toward the source of danger  |
| 20 | In case of sensor failures, their consequences and required operator |
|    | steps should be displayed                                            |

Instructions: Instructions provided to participants regarding their responsibilities and the capabilities of the ADS can have a major impact on the quality of DVI (Hergeth et al. 2017). Because it cannot be guaranteed that all users of ADS will be comprehensively trained or familiarized prior to usage of the ADS, the instruction should be kept on a basic level. To avoid instruction effects, the participants should merely be informed that they will be using an automated driving system and driver assistance systems during the upcoming trial. No information about the respective mode indicators and driver responsibilities associated with the automation levels should be provided.

Use cases: A comprehensive set of use cases should be completed by the participants, either by asking the drivers to perform the respective control input (in case of driver-initiated transitions) or by triggering the control transitions externally (i.e., via the driving simulation; e.g., in case of requests to intervene). All use cases in Table 1 that are possible when using a specific ADS should be included (e.g., when a vehicle is only capable of L3, a smaller set of use cases is used as when a vehicle also has an L2 system). An exemplary application of the use case catalogue to driver-initiated transitions from L0 to L3 automation is reported in Forster et al. (2018).

Exposure and learning effects: The test should provide enough time to interact with the ADS. Though investigating first-time usage situations might be most crucial because they could create most misunderstandings and usability problems, sustained use of the system during a longer time period might uncover different kinds of usability and understanding issues. Forster et al. (2019) have investigated learning effects in interaction with HMIs for automated driving and found that performance increases and stabilizes over a testing time of at least 30–40 min. The test should therefore be long enough that the use cases can be completed repeatedly so that both initial experience and repeated exposure situations are included. In our experience, completing the proposed number of use cases at least twice should take no longer than approximately 1 h.
Table 3. Evaluation criteria.

| Minimum HMI requirement | Criteria |
|-------------------------|----------|
| #1 Functioning properly | At least one mode indicator present in the HMI that shows proper L3 functioning can be identified correctly by the participants. No mode indicator belonging to another level of automation is misidentified as an L3 indicator. |
| #2 Currently engaged in ADS mode | Participants are able to correctly differentiate at least one mode indicator that separates L2 and L3. No mode indicator belonging to L2 is misidentified as an L3 indicator. |
| #3 Currently unavailable for use | Participants can correctly identify when a need for monitoring is indicated. At least one mode indicator that shows nonavailability of L3 due to a malfunction must not be misinterpreted as such. |
| #4 Experiencing a malfunction | At least one mode indicator that indicates a malfunction (or a consecutive non-availability of L3) can be correctly identified. A mode indicator that does not show nonavailability of L3 due to a malfunction must not be misinterpreted as such. |
| #5 Requesting a control transition from the ADS to the operator | Successful activation attempts are correctly interpreted. At least one mode indicator present in the HMI that shows the need for a control transition is correctly identified. A mode indicator that does not indicate the need for a control transition must not be misinterpreted as such. |

- **Test environment fidelity**: A sufficiently high realism should be achieved to guarantee external validity of the results. Driving simulators provide the opportunity of controlled testing in a hazard-free environment, but external validity might be an issue. Thus, use of a high-fidelity simulator with the possibility of simulating the automatic execution of lateral and longitudinal control, including a realistic mock-up allowing the driver to intervene by steering, braking, or accelerating with hands-on detection at the steering wheel and the ability to implement the relevant HMI elements such as visual displays and control devices is recommended. A moving-based driving simulator might be desirable but not inevitably necessary for a valid observation of the quality of DVI (Wang et al. 2010).

- **Driving situation complexity**: Because research has demonstrated that the quality of DVI (e.g., takeover time) is sensitive to situational variations (e.g., Gold et al. 2018), we argue that for the purpose at hand the test situations should be realistic but not so complex that it creates unnecessary variance caused by the experimental setup and not the HMI under investigation (i.e., low traffic density, no need for route guidance, no intersections, etc.). We propose to trigger system-initiated transitions without any environmental cues because the HMI should be able to transfer the relevant information for the driver to take action (e.g., deactivating a system) completely on its own. For example, when testing a request to intervene in poor weather conditions, a participant might decide to take back vehicle control from the ADS because of the situational circumstances and not as a result of correctly perceiving and interpreting the HMI. The test situations outlined by the Alliance of Automobile Manufacturers (2006) could serve as a template for this.

** Evaluation criteria**

Table 3 provides an overview of the criteria used to decide whether the HMI is compliant with the basic HMI requirements. The level of abstraction in formulation of the criteria is deliberately kept on an intermediate level that allows flexibility to adapt the criteria to the specific HMI. For example, we propose that the indicators associated with the respective automated driving mode should be identified correctly. Demonstrating that this requirement is met could be achieved in several ways, such as interviewing participants during or after the test drives or observing their behavior during the drive. Behavioral observations could be conducted in form of observing how drivers interact with a non-driving-related task and/or whether they have noticed HMI indicators when they are presented. Both methods have their own constraints such as memory effects in the context of interviews or ambiguity of behavioral observations. Therefore, we propose that a combination of self-report and observational measures should be used (see Appendix III, online supplement, for more details) and that the decision should be documented in the form of a pass–fail logic. For the criteria to be fulfilled, we propose to follow the criteria as proposed in the Response Code of Practice (ISO 2008b; RESPONSE Consortium 2006). The Code of Practice argues that “practical testing experience revealed that a number of 20 valid data sets per scenario can supply a basic indication of validity” (p. 13), because 20 out of 20 participants passing the defined criteria in the user study support the assumption that 85% of the target population will pass the criteria as well (ISO 2008b).

**Discussion**

By providing an overview of relevant research and proposing a methodological framework, the test procedure described should help to stimulate discussion and advance the development of ADS evaluation approaches. By relying on complete and disjunct combinations of SAE levels of driving automation, the described method can be adapted to evaluate every conceivable ADS HMI and combinations thereof, making it a valuable tool for both researchers and...
practitioners alike. The proposed theoretical framework was applied in a pilot study, comparing 2 different HMI concepts for ADS (see Appendix IV, online supplement). This exemplary application for evaluating the HMI of an SAE L3 ADS HMI shows how the test procedure could be employed to test a specific system and helps to identify areas that require further research. It can be employed in a variety of settings to test ADS HMIs and can be expanded to higher levels of automation such as level 4 automation (with a transition to minimal risk state).

At this stage, the proposed test procedure focuses on the interaction between an ADS-equipped vehicle and its human operator. The procedure is designed to evaluate whether minimum HMI requirements as proposed in NHTSA’s automated vehicle policy are met. As such, it focuses on indicators used to communicate relevant system modes; however, a comprehensive HMI evaluation should also include whether the operation logic of the user interface (e.g., control design to switch between automation modes) is easily understood by users (Burns 2018). We suggest that both heuristic evaluations and the empirical test protocol presented in this article should be employed to arrive at a comprehensive HMI assessment. At the same time, we are aware of the limitations of the method. It must be emphasized that this article focuses on the functionality and usability aspects of the HMI. Related evaluation aspects like user acceptance and controllability of system limits are also important factors when evaluating HMIs of ADS, but they are not within the scope of this method, and they likely require very different testing methods than the one proposed here (including the evaluation of other/more use cases, more complex research environments, and evaluation criteria). Another limitation of the approach is that levels of automation might not be as distinct as suggested by the SAE definitions. For example, an L2 feature might allow hands-free driving below a certain speed but might require having hands on the steering wheel above that speed. Depending on the specific HMI design, it might thus be necessary to include these as different sublevels in the test protocol.
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