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This letter proposes a low-computational Bayesian algorithm for noisy sparse recovery in the context of one bit compressed sensing with sensing matrix perturbation. The proposed algorithm which is called BHT-MLE comprises a sparse support detector and an amplitude estimator. The support detector utilizes Bayesian hypothesis test, while the amplitude estimator uses an ML estimator which is obtained by solving a convex optimization problem. Simulation results show that BHT-MLE algorithm offers more reconstruction accuracy than that of an ML estimator (MLE) at a low computational cost.

Introduction: The one bit compressed sensing which is the extreme case of quantized compressed sensing [1] has been extensively investigated recently [2-9]. In the one bit compressed sensing framework, it is proved that accurate and stable recovery can be achieved by using only the sign of linear measurements [3].

Many algorithms have been developed for one bit compressed sensing. A renormalized fixed-point iteration (RFPI) algorithm which is based on f-norm minimization has been presented in [3]. Also, a matching pursuit (MSP) algorithm has been proposed in [1]. A binary iterative hard thresholding (BIHT) algorithm introduced in [3], has been shown to have better performance than that of MSP. Moreover, a restricted-step shrinkage (RSS) algorithm which has been devised in [5] has provable convergence guarantees.

In addition to noise-free settings, there may be noisy sign measurements. In the noisy case, the sign flips may worsen the performance. In [6], an adaptive outlier pursuit (AOP) algorithm is developed to detect the sign flips and reconstruct the signals with very high accuracy even when there are a large number of sign flips [3]. Moreover, noise-adaptive RFPI (NARFPI) algorithm combines the idea of RFPI and AOP [7]. Recently, a one bit Bayesian compressed sensing [8] and a MAP approach [9] have been developed for solving the problem. Also, [10] focuses on the ML estimation of a vector parameter from sign measurements with sensing matrix perturbation.

In this letter, similar to some sparse recovery algorithms (see e.g., [11]), we propose a two-step approach for one bit compressed sensing with sensing matrix perturbation. The first step is the support detection and the second step is the amplitude estimation. In the first step, a Bayesian hypothesis test is used to detect the active samples of sparse vector. On the other hand, for amplitude recovery of active samples of the sparse vector, similar to [10], we utilize an MLE. Compared to [10] which ignores the sparsity, the main advantage of our proposed algorithm is to exploit the sparsity of the sparse vector. Moreover, detecting the active samples in the first step, reduces the complexity of the optimization problem of MLE. Our simulation results verify that exploiting the sparsity enhances the reconstruction performance of the sparse vector.

Problem Formulation: Consider a sparse vector s which is observed via a corrupted sensing matrix as

\[ x = (A + E)T s + n, \]

(1)

where \( A \in \mathbb{R}^{m \times N} \) is a known sensing matrix, \( E \) is an error random matrix whose elements are i.i.d with \( e_{ij} \sim \mathcal{N}(0, \sigma^2_e) \) where \( \sigma^2_e \) is viewed as perturbation strength, and \( n \) is the additive noise vector (independent of \( E \)) with \( n \sim \mathcal{N}(0, \sigma^2_n) \).

In one bit compressed sensing with sensing matrix perturbation, we aim to estimate the sparse vector \( s \) based on the sign of linear measurements \( y = \text{sign}(x) \) which is

\[ y = \text{sign}(AT s + z), \]

(2)

where \( z = ET s + n \) is called equivalent noise which is the sum of a multiplicative noise and an additive noise [10]. It can be simply shown that the variance of the noise \( z \sim \mathcal{N}(0, \sigma^2_z) \) is [10]

\[ \sigma^2_z = |s|^2 \sigma^2_e + \sigma^2_n. \]

(3)

The sparse vector \( s \) is assumed to have a Bernoulli-Gaussian distribution, i.e. \( s_j \sim q_j \), where \( q_j \) is the activity of the \( j \)th element of sparse vector and \( r_j \) is the amplitude of the element. Similar to some sparse recovery algorithms [11], the sparse vector is equivalent to estimating both the activity vector \( q = [q_1, q_2, ..., q_m]^T \) and amplitude vector \( r = [r_1, r_2, ..., r_m] \).

The proposed algorithm is divided into two steps. In the first step, we estimate the activity vector \( q \). We call this support detection. We call the second step of our proposed algorithm amplitude recovery. In this step, we estimate the amplitude vector \( r \).

Support Detection Using Bayesian Hypothesis Testing: For determining the activity of \( j \)th element of sparse vector \( s \), we consider two hypotheses. The first hypothesis \( H_{1j} \), assumes that \( s_j \) is inactive and the second hypothesis \( H_{2j} \), considers that \( s_j \) is active. We have

\[ H_{1j} : \begin{align*}
    y_1 &= \text{sign}(a_1^T s_{-j} + z_1), \\
    y_2 &= \text{sign}(a_2^T s_{-j} + z_2), \\
    y_N &= \text{sign}(a_N^T s_{-j} + z_N),
  \end{align*} \]

(4)

and

\[ H_{2j} : \begin{align*}
    y_1 &= \text{sign}(a_1^T s + z_1), \\
    y_2 &= \text{sign}(a_2^T s + z_2), \\
    y_N &= \text{sign}(a_N^T s + z_N),
  \end{align*} \]

(5)

where \( s \) is the sparse vector with \( s_j = 0 \), \( a_j^T \) is the \( j \)th measurement vector, \( y_i \) is the \( i \)th sign measurement element and \( N \) is the number of measurements. The Bayesian hypothesis test is

\[ q_j = \begin{cases} 
0 & p(H_{1j} \ | \ y) \geq p(H_{2j} \ | \ y), \\
1 & \text{Otherwise},
\end{cases} \]

(6)

where \( y = [y_1, y_2, ..., y_N]^T \) is the sign measurement vector. Using the MAP rule, the activity rule based on the hypothesis test is \( p(H_{1j}) \) \( p(H_{2j}) \leq p(H_{1j}), p(H_{2j}) \). Assume that the prior probabilities are \( p(H_{1j}) = 1 - p \) and \( p(H_{2j}) = p \), where \( p \) is the activity probability. Also, assuming the independence of measurements \( y_i \), we have \( p(y_i | H_{1j}) = \prod_{i=1}^N p(y_i | H_{1j}) \) and \( p(y_i | H_{2j}) = \prod_{i=1}^N p(y_i | H_{2j}) \). Taking the logarithm with some manipulations leads to the following activity rule:

\[ \ln p(y_i | H_{1j}) - \ln p(y_i | H_{2j}) \geq \ln (1 - p) / p. \]

(7)

Simple calculations show that \( p(y_i | H_{1j}) = \Phi(\frac{y_i a_j^T s}{\sigma_x}) \), where \( \Phi(u) = \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-\frac{x^2}{2}} dx \) is the cumulative distribution function of the standard Gaussian distribution. Similarly, we have \( p(y_i | H_{2j}) = \Phi(\frac{y_i a_j^T s}{\sigma_x}) \). Hence, the overall hypothesis test for determining the activity of \( j \)th element is

\[ \sum_{i=1}^N \ln \left( \frac{p(y_i | H_{1j})}{p(y_i | H_{2j})} \right) \geq \ln Th, \]

(8)

where \( Th = \ln (1 - p) / p \). Therefore, the overall support detection consists of multiple binary hypothesis testing instead of a single composite hypothesis testing. Replacing the \( j \)th binary hypothesis testing for determining the activity of each element renders a substantially lower computational complexity than using a composite hypothesis testing to search an activity vector \( q \) over \( 2^m \) possible activity vectors.

Amplitude Recovery: Having detected the support vector, the amplitude of sparse vector is estimated. If we remove the inactive locations of sparse vector \( s \), we have an amplitude vector \( w = [w_1, w_2, ..., w_m]^T \), where \( m \) is the number of active locations. If \( I_0 \) represents a set of indexes corresponding to active locations, we have the following relations:

\[ \begin{align*}
    y_1 &= \text{sign}(h_1^T w + z_1), \\
    y_2 &= \text{sign}(h_2^T w + z_2), \\
    y_N &= \text{sign}(h_N^T w + z_N),
  \end{align*} \]

(9)

where \( h_i = a_i(1_{I_0}) \) is the reduced measurement vector and \( 1_{I_0} = [0,1,0,0,...,0,1] \) is the index of active elements of \( s \). Now, we have the problem of estimating the non-sparsive vector \( w \) based on the sign measurements in [9]. This problem has been investigated in [10] and an
ML estimator has been introduced. The log-likelihood of measurements data can be obtained as [10]

\[
l(y; w) = \sum_{i=1}^{N} \log \Phi (\frac{y_i h_i^T w}{\sigma_s^2}).
\]

(10)

Maximizing the log-likelihood is equivalent to minimizing the negative log-likelihood. Consequently, the ML estimator is the solution of the following optimization problem:

\[
P_1: \ \minimize_{w \in \mathbb{R}^m} -\sum_{i=1}^{N} \log \Phi (\frac{y_i h_i^T w}{\sqrt{|w_i|^2 + \sigma_s^2}}).
\]

(11)

where the above optimization problem is non-convex and cannot be solved by steepest-descent or Newton’s method [10]. Moreover, in [10], it is proved that if we consider the unconstrained optimization problem as

\[
P_2: \ \minimize_{v} -\sum_{i=1}^{N} \log \Phi (y_i h_i^T v),
\]

(12)

then the optimal point of problem \( P_1 \) in [11] exists if and only if the optimal point \( v^* \) of problem \( P_2 \) satisfies the constraint \( |v^*|^2 < \frac{1}{\sigma_s^2} \).

Therefore, we first solve the unconstrained optimization problem \( P_2 \), and then check whether it satisfies the above-mentioned constraint to ensure whether the original ML estimation problem \( P_1 \) in [11] has an optimal point [10] (For further details see [10]).

Simulation results: This section presents the simulation results. In the simulations, the unknown sparse vector \( s \) is drawn from a BQ model with activity probability \( p = 0.1 \) and \( p = 0.2 \), and with variance of active samples \( \sigma_a^2 = 1 \). To ensure that the norm is finite, we normalized the sparse vector to have unit norm. The size of the sparse vector is assumed to be \( m = 200 \). The sensing matrix elements are obtained from a standard Gaussian distribution with \( \alpha_{ij} \sim N(0, 1) \). The error matrix or perturbation matrix elements is considered to be \( e_{ij} \sim N(0, \sigma_e^2) \) with \( \sigma_e = 0.1 \). The additive noise \( n \) is regarded as Gaussian random variable with distribution \( n_i \sim N(0, \sigma_n^2) \), where \( \sigma_n = 0.1 \).

We compare the proposed BHT-MLE method with the ML estimation method [10] which is denoted as MLE. For the initialization of BHT-MLE, we use \( \hat{s} = A^\dagger y \), where \( A^\dagger \) is the pseudoinverse of matrix \( A \). To calculate the threshold \( Th = \ln \left( \frac{s}{p} \right) \) in (6), we need to estimate \( p \). Similar to [12], we use \( \hat{p} = \frac{2m \ln(m)}{\alpha (m+1) \sigma_n^2} \), where \( \text{Card} \) is the cardinality operator. For initial iterations, we overestimate \( p \) by choosing small value for \( \alpha \) as \( \alpha = 0.5 \). At final iterations, we choose \( \alpha \approx 1 \). Extensive experimental studies demonstrate that \( \alpha \) converges to its optimal value within 10 iterations. Hence, we use a linear increase of \( \alpha \) as \( \alpha^{(k)} = 1.2\alpha^{(k-1)} \), where \( k \) is the index of iteration. Similar to [10], we assume that the variances \( \sigma_s^2 \) and \( \sigma_e^2 \) are known in advance. For solving the unconstrained optimization problem \( P_2 \), similar to [10], we use the MATLAB \texttt{fminunc} function.

We utilize the Normalized Mean Square Error (NMSE) as a performance metric, which is defined as

\[
\text{NMSE} = 20 \log_{10} \left( \frac{|s - \hat{s}|^2}{|s|^2} \right),
\]

(13)

where \( \hat{s} \) is the estimate of true sparse vector \( s \). All the NMSEs are averaged over 100 Monte Carlo (MC) simulations. The number of binary measurements varies between 400 and 800. Figure 1 shows the NMSE performance versus the number of measurements for both BHT-MLE and MLE methods with \( p = 0.1 \) and \( p = 0.2 \). It is seen that the proposed BHT-MLE method, which utilizes Bayesian hypothesis testing, outperforms the conventional ML estimator (MLE) method by at least 5 dB gain because it exploits the activity information of the sparse vector provided by the first step of the algorithm. To compare the complexity of the algorithms, we compute the average simulation time of MLE and BHT-MLE. For the case of \( m = 200 \) and \( N = 400 \), the average simulation times of MLE and BHT-MLE are 2.64 and 0.95 seconds, respectively. It shows that BHT-MLE is faster at least by a factor of 2 because it reduces the dimension of the optimization problem from \( m = 200 \) to \( r = \text{round}(pN) = 20 \).

Conclusion: We have proposed a new BHT-MLE algorithm for the noisy sparse signal reconstruction in one bit compressed sensing with sensing matrix perturbation framework. BHT-MLE algorithm consists of a Bayesian hypothesis testing (BHT) for support detection and an ML estimator (MLE) for the amplitude estimation. In the support detection step, the proposed BHT-MLE algorithm uses a sequence of binary hypothesis tests. Simulation results in a special case, verify that this BHT-based support detection approach improves the sparse reconstruction accuracy by at least 5 dB gain and reduces the computational complexity by a factor of two.
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