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Abstract

In management, addressing behavioral and cognitive issues empirically is particularly challenging, as it requires combining both internal and external validity with multilevel data collection. The traditional quantitative methodologies used in this area, which are surveys and laboratory experiments, are ill-suited for this purpose. This paper presents a promising, innovative methodology, the experimentally validated survey (EVS), which allows researchers to face this challenge. The EVS relies on the implementation of survey questions previously validated by a controlled experiment. This paper adopts a threefold approach: descriptive, achieved by proposing a structured review of the recent body of literature; practical, achieved by discussing technical issues that one may encounter while running an EVS; and critical, achieved by discussing the advantages and limitations of such methodology for management scholars. Our main contribution is initiating a dynamic movement toward the importation of this innovative methodology into management research.
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Have you heard about the latest reality TV adaptation of The Truman Show, in which real managers are unknowingly encased in an artificial world entirely controlled from the outside and permanently observed? Of course, you have not. Fortunately, it does not exist. However, management researchers may sometimes envy biologists and entertain dark fantasies of putting managers or entrepreneurs under a glass case to observe, measure, and ultimately understand how their behaviors and cognitive processes impact firms’ outcomes. However, since this cannot be done, what is left for management researchers?

This methodological issue is of particular interest in the microfoundations movement, which aims to link individual processes to actual firms’ outcomes (Abell, Felin, & Foss, 2008). More specifically, in microfoundations research, there is a strong interest in behavioral and cognitive issues. These considerations are not new and go back to Simon’s (1947) early work on administrative behavior, which was concerned with how individual decision-making and motivation affect the organizational performance. Recently, there has been renewed interest in the behavioral foundations of organizations and decision-making (Felin, Foss, & Ployhart, 2015; Phan & Wright, 2018). Behavioral and cognitive theories and concepts are more and more systematically mobilized in diverse fields of the management literature, including in public policy with the
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To overcome the challenges raised by the empirical exploration of the behavioral microfoundations of management, this paper presents and reviews a new methodology by which to elicit individual preferences while collecting information at the organizational level. This alternative methodology proposes using survey questions previously validated by an economic experiment to ensure their reliability (referred here as EVS – for experimentally validated survey). Indeed, a growing body of experimental literature has shown that a well-chosen direct question validated by a prior experiment may be able to capture individual preferences as reliably as experimental economics (Ding, Hartog, & Sun, 2010; Dohmen et al., 2011; Falk, Becker; Dohmen, Huffman, & Sunde, 2016; Hardweg, Menkhoff, & Waibel, 2013; Johnson & Mislin, 2012; Vieder et al., 2015; Vischer et al., 2013). Therefore, EVS might allow us to overcome empirical challenges in the exploration of the behavioral microfoundations of management. On the one hand, validation of the questions by an experiment ensures the internal validity of the behavioral constructs. On the other hand, implementation of a large-scale survey to the relevant population in a naturalistic environment ensures external validity. Moreover, EVS allows collecting data on the individual and organizational levels, such as the firm performance, during the same data collection process.

This paper presents this innovative methodology. In the process, it expands upon its main advantages and achievements (i.e., the questions that have already been validated and are ‘ready for use’), gives some practical recommendations, and discusses specific implementation issues when running an EVS. Our main contribution is initiating a dynamic movement toward the importation of an innovative methodology into the research field of behavioral and cognitive approaches in management. In doing so, we respond to the call of management scholars, underlining that “experiments do not have to be expensive alone” and that “using experiments in conjunction with other methods can be especially fruitful endeavor” (Williams, Wood, Mitchell, & Urbig, 2019, p. 217). The paper adopts a threefold approach: descriptive, achieved through a structured review of the recent body of literature; practical, achieved by discussing technical issues that one may encounter while running an EVS; and critical, achieved by discussing the advantages and limitations of the methodology for management scholars.

This paper is organized as follows. The ‘Lab experiment or survey?’ section compares the advantages and limitations of the two main quantitative methodologies: surveys and lab experiments. The ‘EVS and hybrid methodologies’ section presents the EVS’s advantages and positions the EVS among the other hybrid methodologies used in management. The ‘Experimental validation of survey questionnaires: a review’ section reviews the literature on the EVS. The ‘Experimental validation of a survey question: a practical guide’ section tackles practical issues that one may face in the process of...
Experimentally validating a survey question. Finally, the ‘Discussion and conclusion’ section discusses the potential for use of the EVS in management studies and concludes.

**Lab experiment or survey?**

As they face the choice between surveys and lab experiments, researchers in management have to weigh the pros and cons of both methods. Survey techniques meet several of the managerial field’s research requirements. They can be widely implemented on large samples at the national or even international level, and they yield massive amounts of data at a limited cost. Web-based and email questionnaires have the advantage of being quick and easy to implement. Surveys based on open questions allow for gathering subjective data, such as the preferences of large representative samples, thus enhancing the external validity. Nevertheless, this method is subject to several response biases (Zikmund, Babin, Carr, & Griffin, 2013). For instance, the hypothetical bias occurs when respondents answer questions in a way that differs from how they would have behaved in real life, expressly because a stated behavior would not have any real implication or consequence (Bohm, 1972). The social desirability bias — the tendency for respondents to answer questions in such a way that others, and particularly the interviewer, may view them favorably — may be the most studied response bias (for structural scholars, see Crowne & Marlowe, 1960; Paulhus, 1991).3 These biases are problematic, as they affect the way in which responses are provided and create systematic measurement errors (Lavrakas, 2008). Response biases impede the identification of the origin of variations of the explained variable, thus affecting the internal validity (Kirk, 1995).

An economic experiment consists of putting subjects (typically, a student population) in an artificial economic situation, in which every parameter is set and controlled by the experimentalist and wherein subjects have to make choices and decisions that are all observed and measured by the experimentalist. Experiments are, by definition, characterized by high control of the conditions and parameters of data production (Fehr et al., 2002). In fact, in order to reduce noise, context and background are removed from the experiments. This allows not only for making accurate and reliable measurements but also for performing diverse parameter manipulations (always one by one) that would be impossible in a real-life setting (Charness, 2010). The subsequent observations enable researchers to establish solid causality between external signals and individual behaviors (Charness, Gneezy, & Kuhn, 2013).

In other words, experiments are characterized by high internal validity. Another significant advantage is the replicability of experiments. Indeed, laboratory experiments provide a platform that can be used by a wide range of researchers (Charness, 2010). The latter can test previous results in order to verify their robustness, manipulate an existing parameter in order to further explore its effects, or add a parameter in order to observe its additional effects (Fehr et al., 2002). However, the large-scale implementation of this method is extremely difficult, if not impossible. The major criticism against experiments concerns their external validity (Charness, 2010; Fehr et al., 2002; Harrison & List, 2004). Indeed, since results are produced in an artificial environment, they may be barely generalizable to the real world. A central question concerns which populations, settings, treatment, or measurement variables for which a lab-produced experimental effect can be generalized (Campbell & Stanley, 1966). Additionally, lab experiments involve high costs (game programming, equipment, and subject remuneration). Therefore, they are only suitable for small samples and are often made up of students, which raise the issue of sample representativeness and, more broadly, of external validity (Barbosa, Fayolle, & Smith, 2019).

Thus, in terms of the validity, surveys and lab experiments display opposite characteristics. Survey results have a higher external validity than experimental results, meaning that elicited preferences may be closer to reality and more robustly generalized. Inversely, the strict control of the data production process in experiments ensures higher internal validity than exists with survey data, making measurements of preferences and inferences of causal links more reliable. However, as mentioned earlier, the artificial environment of the experimental game may bring subjects far from the real environment, in which they are used to make decisions. Therefore, the results obtained in the lab may not be generalizable to reality (low external validity). Further, in terms of cost relative to the amount of data collected, surveys are much more advantageous, as they allow for collecting massive quantities of data from large samples, whereas experiments incur high implementation costs for gathering little information on small samples.

**EVS and hybrid methodologies**

Emerging literature in economics (Dohmen, Falk, Huffman, & Sunde, 2005; Dohmen et al., 2011; Falk et al., 2016) has proposed an innovative methodology, the EVS, to overcome the limits of lab experiments and surveys. This methodology relies on the implementation of survey questions previously validated by a lab experiment. On the one hand, the validation of the survey questions by a controlled experiment ensures the internal validity of the results. On the other hand, the implementation of the validated survey on large samples in a
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3 Many other response biases have been reported in the literature (acquiescence bias, overreporting bias, confusion regarding word meanings, strategic response bias, and retrospective bias).
naturalistic environment at the national or even international level enhances the external validity of the results. This methodology therefore combines the advantages of both lab experiments and surveys.

However, the EVS technique is not the only alternative to surveys and lab experiments proposed in the literature. In fact, as far as experiments are concerned, a wide range of hybrid methodologies has been used in management and economics. Field experiments are the most well-known alternative to laboratory experiments (Huber, Slooff, & Van Praag, 2014; Sadoff & Samek, 2019; Song, Liu, Lanaj, Johnson, & Shi, 2018). These experiments are conducted in naturalistic environments and use nonstudent populations. Often, the subjects of the experiments are not aware that their decisions are being studied. The main advantage of field experiments relates to the external validity of the results. In fact, as the experimentalist targets a specific population in its natural environment, the result will naturally be more applicable to the context studied. However, with field experiments, it is not possible to control the variables as closely as with lab experiments. Thus, field experiments yield a lower internal validity. To overcome this limitation, researchers (Gneezy & Imas, 2017; Harrison & List, 2004) have proposed a new experimental methodology called ‘lab in the field’, which combines elements of both lab and field experiments. The aim of ‘lab in the field’ is to provide a methodology that maximizes the pros and reduces the cons of lab and field experiments. This methodology consists of conducting a standardized validated lab experiment in a naturalistic environment using a population related to the study. Resorting to a validated lab experiment ensures tight control and the internal validity of the results. Targeting the relevant population and implementing the experiment in a naturalistic environment enhance the external validity. However, as with lab experiments, this methodology involves high costs (game programming, equipment, and subject remuneration) and is therefore only suitable for small samples. To implement experiments using large samples, researchers may turn to web-based experiments. For instance, Graf, König, Enders, and Hungenberg (2012) analyze how managers can reduce competitive irrationality in a sample of 934 managers using web-based experiments. In that case, the experiment is run in the form of a survey administered over the Internet. The large number of participants improves the external validity, as it can provide the “realism of field data” aspect (Falk & Fehr, 2003, p. 403). However, web-based experiments “are somewhat limited in their possibilities to control for the environment in which research participants must make their decisions” (Graf et al., 2012, p. 393) and therefore provide results with lower internal validity. Overall, the advantage of EVS in comparison with these methodologies is that it achieves a good balance between internal and external validity and implementation on large-scale samples at a reasonable cost. This is of particular importance for empirically exploring the behavioral microfoundations of management. Indeed, it requires combining internal and external validity of the measures, but a multilevel analysis is also required. To link individual preferences with actual managerial actions or outcomes, the researcher should, within the same data collection process, collect data on the individual level and on the firm or organization level. With the EVS, the behavioral results of the surveys can be linked to organization-level variables, such as the firm performance, whereas the limited sample size of lab experiments and ‘lab in the field’ results does not make this multilevel analysis possible. With the implementation of a traditional survey or a web-based experiment, linking micro- and macro-variables is possible, but the internal validity of the behavioral results collected with these methodologies is lower than with EVS.

Some researchers also propose combining different methodologies and using experiments to complement traditional management sciences methodologies such as observational research or surveys (Croson, Anand, & Agarwal, 2007; Zellmer-Bruhn, Caligiuri, & Thomas, 2016). Emerging literature (Barsade, 2002; Bekir, El Harbi, Grolleau, & Sutan, 2015; Chang, Lusk, & Norwood, 2009; Coppola, 2014; Hannmueller, Hangartner, & Yamamoto, 2015) aims at comparing questionnaire and experimental methodologies. For instance, Barsade (2002) measures emotional contagion using both participants’ self-reports and observers’ ratings of mood via video-tape ratings of the participants interacting in a group exercise. Bekir et al. (2015) investigate what individuals maximize: efficiency, equality, or positionality. To do so, they compare results obtained with incentive compatible choices (experiment) with results obtained by hypothetical surveys. Coppola (2014) compares three methods of risk preference elicitation (lottery-choice tasks, Domain-Specific Risk-Taking scale, and general multi-item questionnaire) and then compares the results to real respondents’ behaviors in real life (such as having risky assets, smoking, and practicing risky sports). These studies use a combination of several methods, for example, experimental and self-reported measures, to triangulate or to compare the results. The aim of the EVS is neither to obtain two measures of the same factor nor to compare their differences. The EVS proposes experimentally validating survey questions through an economic experiment to ensure their reliability. Once the questions are validated, it is not necessary to perform a new experiment. Instead, the survey questions can be directly administered to a large sample by targeting a relevant population. Then, researchers no longer need to combine surveys and experiments. The internal validity of the results is ensured by the controlled experience, while the external validity is guaranteed by the implementation of the large-scale survey to the relevant population in a naturalistic environment.
Experimental validation of survey questionnaires: A review

The EVS technique has been recently developed and discussed by a small number of scholars, mostly in the 2010s. Only eight papers on the subject have been identified, all of which are recent, reflecting the EVS’s status as an emerging methodology. In a 2002 paper, experimentalists Fehr et al. began reflecting on how to transpose a robust and tried-and-tested economic experiment (the trust game) into a survey in order to implement it more broadly across larger samples and collect massive amounts of data. However, their aim was not to strictly compare experiment- and survey-elicited preferences in order to validate the latter using the former but was to adapt a classic economic experiment (the trust game) into a survey in order to implement a series of self-assessment questions (asking participants to position themselves in relation to an assertion of the type ‘generally, do you consider yourself a person …?’). In a few cases, the validated survey consists of self-assessment questions accompanied by scenarios that transpose an experiment into a questionnaire.

These eight studies (whose experimentally validated measures are listed in Table 1) all rely on the experimental validation of survey questions but are not constructed with the same research objective. The first category of studies (Ding et al., 2010; Dohmen et al., 2005, 2011; Falk et al., 2016; Hardeweg et al., 2013; Johnson & Mislin, 2012; Vieider et al., 2015; Vischer et al., 2013). These studies are all from the economic field and focus on the measurement of economic preferences (risk aversion, time preference, trust, etc.) that are already reliably elicited by tried-and-tested experiments. These studies attempt to validate two types of surveys. In most cases, the validated survey consists of a series of self-assessment questions (asking participants to position themselves in relation to an assertion of the type ‘generally, do you consider yourself a person …?’). In a few cases, the validated survey consists of self-assessment questions accompanied by scenarios that transpose an experiment into a questionnaire.

These eight studies (whose experimentally validated measures are listed in Table 1) all rely on the experimental validation of survey questions but are not constructed with the same research objective. The first category of studies (Ding et al., 2010; Dohmen et al., 2005, 2011; Falk et al., 2016; Hardeweg et al., 2013; Johnson & Mislin, 2012; Vieider et al., 2015; Vischer et al., 2013). These studies are all from the economic field and focus on the measurement of economic preferences (risk aversion, time preference, trust, etc.) that are already reliably elicited by tried-and-tested experiments. These studies attempt to validate two types of surveys. In most cases, the validated survey consists of a series of self-assessment questions (asking participants to position themselves in relation to an assertion of the type ‘generally, do you consider yourself a person …?’). In a few cases, the validated survey consists of self-assessment questions accompanied by scenarios that transpose an experiment into a questionnaire.

Table 1. List of experimentally validated measures in the literature

| Preferences tested | References | Experiments used for validation | Surveys’ measures | Validation methods |
|--------------------|------------|---------------------------------|-------------------|-------------------|
| Altruism           | Falk et al. (2016) | Dictator game (1st player) | Scenario transposed from an experiment + Self-assessment questions | Measure of predictive validity (regression analysis) Out of sample validity |
| Positive Reciprocity | Falk et al. (2016) | Investment game (2nd player) | Scenario transposed from an experiment + Self-assessment questions | Measure of predictive validity (regression analysis) Out of sample validity |
| Negative Reciprocity | Falk et al. (2016) | Prisoner’s dilemma or Ultimatum game | Scenario transposed from an experiment + Self-assessment questions | Measure of predictive validity (regression analysis) Out of sample validity |
| Risk aversion      | Dohmen et al. (2011) | Lottery choices (Holt and Laury, 2002) | Self-assessment questions | Measure of predictive validity (regression analysis) |
|                    | Ding et al. (2010) | Lottery choices | Scenario transposed from an experiment + Self-assessment questions | Measure of predictive validity (regression analysis) |
|                    | Hardeweg et al. (2013) | Lottery choices | Self-assessment questions | Measure of predictive validity (regression analysis) |
|                    | Vieider et al. (2015) | Lottery choices | Self-assessment questions | Measure of predictive validity (regression analysis) |
|                    | Falk et al. (2016) | Lottery choices | Scenario transposed from an experiment + Self-assessment questions | Measure of predictive validity (regression analysis) |
| Time preference: discounting | Vischer et al. (2013) | Time preference experiment | Self-assessment questions | Measure of predictive validity (regression analysis) |
|                    | Falk et al. (2016) | Time preference experiment | Scenario transposed from an experiment + Self-assessment questions | Measure of predictive validity (regression analysis) |
| Trust              | Johnson and Mislin (2012) | Investment game (1st player) | Self-assessment questions | Measure of predictive validity (regression analysis) |
|                    | Falk et al. (2016) | Investment game (1st player) | Scenario transposed from an experiment + Self-assessment questions | Measure of predictive validity (regression analysis) Out of sample validity |

* A work in progress by Bauer & Chytilova has been attempting to experimentally validate a survey module to measure economic preferences in Kenya, but the results and protocol are not available yet. The preanalysis is available at https://osf.io/pvf54/.
Experimental validation of a survey question: A practical guide

Based on the literature on the EVS reviewed in the previous section, we represent in Figure 1 the work stages for experimentally validating a survey question. Figure 1 derives from a qualitative synthesis of the methodological and practical issues involved in this process.
found in our corpus of articles. First, we conducted a vertical analysis to extract the structure of the methodological part of each paper. Second, we met and compared our views, adopting a horizontal approach for the papers. Thanks to this transversal reading, we identified recurrences and regularities in the methodological and practical issues of the EVS papers. Third, we read each paper individually to see if our general structure was coherent with the elements present in our corpus of papers and make some minor adaptations. Overall, Figure 1 and the discussion later synthetically present the different steps in the experimental validation of a survey question, as it is most commonly executed in this emergent literature. Of course, in some cases, the names of the steps might differ, as some authors do not follow every step in the same order or use the same name.

The first step is to define the purpose of the research. In fact, different research purposes may bring researchers to resort to the experimental validation of a survey question, such as testing the validity of an existing and already widely used survey question or producing and testing several new questions and comparing their validity in order to select one for large-scale implementation. The concept to be measured has to be clearly and properly defined and distinguished from other related concepts in order to avoid confusion. Then, researchers have to identify the experiment and the questions which will be used to measure the construct. As the experiment is used to produce measures that will be considered as the reference for validation, it has to be a tried and tested experiment, with results whose robustness is unchallenged. The question used may be an existing question or an ad hoc question developed for specific research purposes. Last, we need to assess to what extent the two constructs, experiments and survey questions, are comparable through statistical analyses. If the survey measurement appears to be highly correlated with or predictive of the experimental measurement, the survey question is considered validated; otherwise, it is not, and an iterative process may begin, going back to the question identification stage and requiring reformulation.

However, at each of these steps, one may encounter difficulties and have to make methodological choices that will impact the final results. The main methodological issues in the experimental validation of survey questions are the recall effect, the choice of the subject pool, the order effect, and the sample size. The issue of the recall effect arises when associating an experiment with a survey questionnaire that aims at measuring the same preference or cognitive bias. Since questions are direct and explicit (e.g., asking people to rate their agreement with the statement ‘I like taking risks’), people may understand the purpose of the subsequent experiment and deliberately manipulate their answers. Such explicit framing is likely to raise response biases, in particular, social desirability and acquiescence biases. Thus, when combining an experiment with a question, there may be an influencing effect (recall effect) between the experiment and question. To control for the recall effect, one may choose among four possible solutions. The first is to have the experiment and question separated in time (see, e.g., Vischer et al., 2013 with a time interval of 2 years). A second solution is to design a ‘between’ experiment, which consists of changing subjects from the experiment session to the survey session in order to avoid a mutual influence effect between treatments. However, this requires controlling for external variables, such as age, gender, etc., unless one is working with a very large sample, which is considered representative of a population (Johnson & Mislin, 2012). This solution is implicitly used in most studies, for which researchers do not effectively manage the entire experimental validation process (in most cases, they validate a survey originally administered by a third party, such as WVS or SOEP surveys). A third solution that is only usable when studying several cognitive biases or preferences consists of combining questions and experiments on different preferences into the same session, with each session consisting of a question and an experiment that are not related to the same preferences (Falk et al., 2016). Finally, a fourth solution is to include many questions on different themes in the survey, so that the participants do not make the connection between the experiment and the objective of the questionnaire (Dohmen et al., 2011).

Another methodological issue in the experimental validation process is the order effect. The order effect arises when applying different treatments to the same pool of subjects. Subjects’ behavior in the last treatment may be influenced by the first treatment, resulting in a lack of independence between the results. Such an issue emerges in the experimental validation process, since we apply two ‘treatments’ to the subjects (experiment and questionnaire) that may interact and bias the results. To control for the order effect, there are two possible solutions. The first method consists of adopting a between design using two distinct subject pools, with one for each of the experimental validation stages, the survey and the experiment. Implementing this method requires having two samples that are large enough to be considered representative of the whole population and thus are both similar or controlling for variables such as age, gender, etc. (see, e.g., Johnson & Mislin, 2012; Vischer et al., 2013). A second way to control the order effect is to adopt a within design and apply a counterbalancing technique that consists of reversing the order of the experimental and survey elicitation of preferences for half of the subjects. Half of the participants start with the experiment and then complete the survey, whereas the other half start with the survey and then participate in the experiment. If
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5 Only practical issues specific to the experimental validation of survey questions are addressed here. Methodological issues common to classical experimental approaches are outside the scope of this discussion.
no difference is found in the final results between the two types of sessions, the order effect can be ruled out (see Falk et al., 2016 for an example).

A further methodological issue relates to the choice of sample subjects between a standard or specific population. When studying a specific population, in our case, entrepreneurs or managers, one might question the use of a standard population (in most cases, students) for the experimental validation of a survey question. While using a standard population has several advantages (ease of recruitment, ease of incentive, etc.), it alters the external validity. Some scholars call for using a pool of subjects from the population targeted for the survey to enhance external validity of the EVS, since results may differ among populations (Dohmen et al., 2011; Vischer et al., 2013). As targeting a specific population of managers or entrepreneurs might be difficult, one could take advantage of the development of eLancing for experimental validation for nonstudent participants. Overall, most EVS studies use standard subjects, who are students, and assume that the type of subject will not impact the comparison between survey-produced and experimentally produced data, provided that they stem from the same individual. Regarding this, Falk et al. (2016, p. 17) argued that “while the distributions of preferences may differ for students and non students, there is no particular reason to think that the correlation structure should differ.”

The last methodological issue pertains to the optimal sample size, which raises two issues. First, the sample size depends on the experimental design. More specifically, it depends on the number of cells of the experiment, which is determined by the number of treatments. In the case of the experimental validation of a survey question, treatments are related to the controls for recall and order effects. For example, if you control for the order effect by inverting the order between the experiment and survey questions, then the experimental design includes two cells. Second, there is the issue of the optimal subsample by cell. The literature on this issue is strikingly consistent, and most studies uniformly distribute at least 30 subjects into each cell (List, Sadoff, & Wagner, 2011). The EVS literature reviewed in this paper generally relies on samples that include 50–100 subjects per cell. However, relying on exceedingly large samples for experimental designs might be very costly. List et al. (2011) provide a more precise method, by which to calculate the optimal cell sample size, taking into account the structure of the experiment and the required significance and power.

The last step in the experimental validation process consists of assessing to what extent the two constructs, the experiment and survey questions, are comparable. Different methods can be used to investigate whether the survey measure can predict the actual behavior in the incentive-compatible experiment. Indeed, if it does, this justifies the use of the survey measure as a relevant proxy for the experimental construct in future surveys. In our review, we have identified three methods: descriptive methodologies, measures of predictive validity, and tests of out-of-sample validity.

First, descriptive methodologies rely on assessing the consistency of measurements. To do so, the researcher studies the significance of correlations between experimental and survey constructs by looking at whether the signs are going in the expected directions and whether the extent of the correlation across measures represents a meaningful pattern (Ding et al., 2010; Falk et al., 2016; Vieider et al., 2015). Alternatively or complementarily, some authors rely on the comparison of the distributions of the survey and experimental construct and on statistical assessments of distribution differences – for example, the Kolmogorov–Smirnov test (Ding et al., 2010; Vieider et al., 2015; Vischer et al., 2013).

Second, it is possible to compute measures of predictive validity. One measure is the mean square error (MSE) (Chang et al., 2009). The MSE is the mean of the squared difference between the reference value (experiment result) and the predictive value (survey results). The coupled experiment-survey question with the lowest MSE is deemed to have the best predictive performance. Another way to assess the predictive validity is to rely on regression analysis. With the latter method, the explained variable is the experimental measure of the construct, and the explicative variable is the survey measure. Then, after running a regression, we focus on the regression coefficients to assess the predictive validity of the survey measure. More specifically, we assess the survey question’s predictive validity by looking at the significance of the coefficients and at whether signs point to the expected direction. The advantage of this more complex method is that it offers the possibility of introducing control variables, thus excluding the possibility of the result being affected by unobserved heterogeneity (Dohmen et al., 2011; Hardeweg et al., 2013; Johnson & Mislin, 2012; Vischer et al., 2013). Moreover, it allows for classifying candidate survey questions according to their predictive validity (Falk et al., 2016).

Finally, it is possible to test the predictive validity by estimating the out-of-sample validity. This can be done using two samples. The first sample is used to estimate a model of the predictive power of the explicative setup (survey question). Then, the predictive measurements are computed for the
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4 However, one of the main limitations of eLancing is the selection issue. Indeed, in the case of the experimental validation of survey questions targeted toward management research, it might be difficult, if not impossible, to be sure that the eLancers are actual managers. In the case of entrepreneurs, this might be less of an issue.

5 In an experimental validation of a survey question, the survey and the experiment are conducted simultaneously; thus, the same sample is used. However, once the survey questions are experimentally validated, the survey questions can be implemented on a larger sample.
other sample and compared to the actual measurements. Stated differently, the authors use the subjects’ survey responses to predict their choices in the experiment (based on the regression model previously estimated based on the first sample) and then regress the actual choices onto the predicted choices. If the survey reliably captures the preferences of individuals in this second sample, one would expect the intercept of the regression of the actual choices onto predicted choices to be zero and the coefficient of the predicted value to be one; thus, one must test for these hypotheses (Falk et al., 2016).

Discussion and conclusion

This paper has presented the innovative EVS methodology, which relies on the implementation of survey questions previously validated by a controlled experiment. First, the EVS ensures the survey questions’ internal validity. Second, its implementation on the relevant population in a naturalistic environment ensures the external validity and multilevel data collection.

The EVS is of potential interest for researchers in management, particularly those interested in the behavioral and cognitive microfoundations of management. More specifically, Phan and Wright (2018, p. 179) underline “that cognition and behavior are at the core of management research. Research at the individual, organization, and system levels of analysis ultimately starts from theories of why and how individuals make decisions to compete or cooperate to achieve their goals”. To investigate these questions, it is necessary to adopt a multilevel analysis and combine individual-level variables and firm-outcome variables within the same data collection process. The EVS offers a response to several empirical methodological challenges posed by the use of standard methodologies, which are surveys or experiments, to explore preferences (Aguinis & Lawal, 2012; Bird & Schjoedt, 2009; Bird et al., 2012; Chandler & Lyon, 2001; Charness, 2010; Fehr et al., 2002; Harrison & List, 2004; Hisrich et al., 2007; Zikmund et al., 2013). With the EVS, confidence regarding the causality (i.e., internal validity) is ensured by the experimental validation, while the generalizability and multilevel data collection are guaranteed by the large-scale implementation of the survey, ensuring sample representativeness. This is a distinguishing feature of the EVS compared to other validation techniques used in management. Indeed, these validation techniques rely on the use of complementary analyses that mostly add external validity to the existing measurement instrument (through knowledge on the context, the use of a first sample of subjects, etc.). However, these complementary analyses add less internal validity than laboratory experiments. For instance, marketing researchers often rely on Churchill’s paradigm (Churchill, 1979). This validation technique is based on a confirmatory factor analysis to observe how the model works outside of the sample. Another alternative is the mixed method, which consists of combining quantitative and qualitative methods (Tashakkori & Teddlie, 2003). Indeed, the implementation of qualitative approaches allows for a better understanding of the context in which the respondents make decisions and is accordingly conducive to a better design of the quantitative questionnaires by identifying appropriate, precise, and valid variables and measuring instruments (Molina-Azorin, Lopez-Gamero, Pereira-Moliner, & Pertusa-Ortega, 2012).

The EVS appears to be a promising methodology that allows for testing whether the theoretical behavioral and cognitive drivers proposed by the literature to explain firm performances are correct. A specific issue that can be addressed thanks to the EVS is the ‘how?’ question of the decision process. Psychological research on judgment and decision-making has largely suggested that only a minority of individuals actually structure their decision processes according to the normative suggestions of utility theory (Goldstein & Hogarth, 1997; Kahneman, 2003; Kahneuman, Slovic, & Tversky, 1982; Simon, 1955, 1979). Indeed, the way in which information is ordered, framed, and organized considerably impacts the final decision (Hogarth, 1987; McNeil, Pauker, Sox, & Tversky, 1982). Research on entrepreneurial cognition suggests that this is even more pronounced for entrepreneurs (Allinson, Chell, & Hayes, 2000; Busenitz, 1999; Busenitz & Barney, 1997; Mitchell et al., 2002, 2007; Shepherd, Williams, & Patzelt, 2015). Thus, the EVS can help us understand how managerial decisions are made, given that it allows for empirical exploration of how information affecting a decision is gathered, framed, and organized at the individual level and how this affects organizational decisions and outcomes. Furthermore, the EVS can facilitate managerial applications of research, given that testing whether we have the correct theory by which to explain a phenomenon is a prerequisite to potential intervention in the organization. Finally, the EVS has a high potential to facilitate the replication and comparison of results, since the ultimate aim of reviewed papers on the EVS was precisely to develop ‘ready-to-use’ questions designed to be suitable for rapid and easy replication by the research community, without questioning the robustness of the results (Falk et al., 2016). An interesting potential research avenue would be to integrate experimentally validated questions in international surveys such as the World Value Survey. This would allow us to investigate the intercultural differences of several populations or to implement the survey on a large representative sample of the target population.

Overall, the EVS appears to be a promising methodology for management researchers. But what remains to be done? At this point in time, the literature in experimental economics has already developed the EVS for three categories of preferences — risk aversion, time preferences, and trust — which can be used by the research community as ready-to-use questions.
Falk et al. (2016) produce what they call an experimentally validated ‘survey module’, measuring six different types of preferences: risk aversion, time preferences, trust, positive reciprocity, negative reciprocity, and altruism. For instance, researchers can use the validated self-assessment questions proposed by Vischer et al. (2013) to investigate the link between firm performance and the time preferences of managers, giving new insights into the issue of myopic management (Mizik, 2010; Stein, 1988, 1989). Further, the questions validated by Johnson and Mislin (2012) allow for exploring how trust affects firms’ financial decisions, which can be of great interest in research on family business financial management. To the extent of our knowledge, only one article in the management field has explicitly used, in a survey, a question previously validated by an experiment. In their work, Caliendo, Fossen, and Kritikos (2009) employ the direct question on risk assessment validated by Dohmen et al. (2005) to measure risk aversion in a representative population sample to study its presumed influence on self-employment. They justified their choice precisely on the grounds that the question was previously validated and that it captured the very construct that they were going to measure.

However, in managerial decision-making, other cognitive factors, such as overconfidence, availability bias, escalation of commitment, preference for skewness, and self-serving attribution, are widely cited. Thus, further research is needed in order to either validate existing questions using experimental designs or build and validate a direct question instead of an experiment for wider implementation purposes. To do so, researchers in management can leverage the literature in behavioral economics and psychology, which has yielded plenty of tried-and-tested lab experiments. Once the questions are experimentally validated using the procedure presented in the ‘Experimental validation of a survey question: a practical guide’ section, it will be possible to implement the survey on a specific population and to make the links between these cognitive factors such as firm performance. For instance, Moore and Healy (2008) propose a controlled experiment on the three forms of overconfidence that could be used to experimentally validate direct questions measuring overconfidence. Integrating these EVS questions on overconfidence into a survey would allow researchers to explore issues such as the link between innovation and overconfidence. This question has already been explored (Galasso & Simcoe, 2011; Chen, Ho, & Ho, 2014) but with an indirect measurement of overconfidence (stock option exercise).

Although we are convinced that the EVS method is a very promising avenue in managerial research, it suffers from some limitations. First, the EVS method assumes that experimentally elicited preferences will be closer to subjects’ real behaviors and thus can be considered a reference for evaluating the reliability of survey-produced data. However, why not rely directly on observational data to test for validity? In the empirical literature on bias and decision-making, some studies relate survey questions with real-world data (Chang et al., 2009; Coppola, 2014; Hainmueller et al., 2015). This is an alternative method to the EVS for validating survey questions. This real-world-based validation method is particularly useful when trying to validate a behavior or preference measurement instrument. However, real-world data are difficult to collect, and sometimes some behaviors of interest might be unobservable. In this case, researchers need to choose between experimentally revealed preferences and survey-stated preferences to proxy for real-world behavior. Take, for instance, overconfidence. It is a preference that needs to be revealed. You cannot directly observe overconfidence, you can only observe the consequences of overconfidence. Second, another limitation lies in the fact that experimental techniques are often implemented on student samples, meaning that the external validity of experiments for nonstudent samples could be undermined. This raises the question of whether to conduct the underlying experiment on the EVS target population. According to Falk et al. (2016), the module will be behaviorally relevant for nonstudents, as long as the correlations between survey items and experiments are similar to those in the student sample. While the distributions of preferences may differ for students and nonstudents, there is no particular reason to think that the correlation structure should differ. Finally, the EVS might be difficult to implement on topics for which there are no tried-and-tested experiments. Indeed, the experimental economics community’s validation of the experimental design used in the experimental validation of survey questions ensures the EVS’s internal validity. Therefore, interesting managerial topics, such as the preference for independence and against external investors typically displayed by family firms, which have been largely pointed out in business history literature (Douglas & Shepherd, 2000; James, 2006), cannot be readily explored through EVS techniques because, to date, there is no recognized experimental design for this issue. Thus, further research in the EVS scope should also encompass more traditional experimental economics research, aiming at developing tried-and-tested experiments on specific managerial topics.
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