Research on Beautification Method of 3D Face Model Based on Texture
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Abstract. The beautification effect design method of the medical beauty industry mainly deals with the texture of the 3D face model, including texture local processing and texture overall processing method. In this paper, two new methods are proposed for texture local processing. One is the real-time texture local repair method based on fast marching method, the other is the ROI texture fusion method based on pixel extraction; the overall processing method for face-finished texture is lacking. A defect of model whitening effect is proposed, and an improved gamma transform texture pixel enhancement algorithm is proposed.

Introduction

3D face model modeling and optimization techniques are widely used in multimedia, VR (virtual reality) games and medical fields. But even in today's mature medical aesthetics industry, experienced doctors sometimes can't make beauty seekers get the desired results after surgery, so good postoperative simulation is an essential step, which can be Both physicians and beauty seekers provide powerful visualization methods, and this technique requires efficient 3D face model beautification methods.

The design of face beautification effect is a hot topic researched by scholars at home and abroad. Tian Tanghao [1] developed a 3D face simulation cosmetic system, which can realize 3D face analysis, free deformation and simulated facelift, but requires users to manually mark feature points, which requires professional knowledge to adjust 3D faces. Zhao Yan [2] studied a technique based on graphical personal face repair, which can simulate the effect of 3D face postoperative surgery, and improve a Gaussian distribution function to make the STL data of face model can be used. In the deformation of the area, but there are problems such as cumbersome operation and no texture display. Tang Yucheng [3] and others proposed a GPU-based 3D face data repair method, which can improve the low-quality part by scanning the face data scanning cavity, and obtains a good effect, and this method lacks the processing of the overall texture of the model. Bertalmio [4] proposed a repair algorithm based on Partial Differential Equations (PDE). The main idea of this algorithm is to iterate the information around the repaired area by the direction of the iso-illuminance line along the pixels in the image. It is in the area to be repaired until the image is completely filled, and the repair algorithm can only be applied to the two-dimensional scene, which is difficult to implement in the three-dimensional face model texture patching.

Based on the above application and method analysis, this paper proposes two new local processing methods based on texture and optimization of an overall processing method. The combination of these two methods can realize local texture restoration and overall whitening function for 3D face model. It has been verified that the algorithm proposed in this paper has been used in the commercial software "Beauty 100 3D Plastic Instructor" and has great practical value.
Local Repair of Model Texture

Texture Repair Method Based on Fast Marching Method

*Dynamic texture generation*—The first step is to select the texture area to be processed in the 3D model. In this paper, the texture coordinates of the model of the mouse are obtained by using the ray technique, and the selected area is selected by drawing the circle as shown in Figure 1.

![Figure 1. Circle.](image)

![Figure 2. Generated texture.](image)

![Figure 3. Mapping.](image)

In the second step, in order to clearly distinguish the skin area, the method of filling the circular contour is filled by the method of diffusing water filling [5]. In this paper, the color of the filling is white, as shown in Figure 2. In order to make the selected target area become smoother, and further to the target area Gaussian blur processing. A texture is then dynamically generated for the target area and saved as a .PNG format. The flow chart is shown in Figure 4.

![Figure 4. Generated texture process.](image)

The third step is to calculate the texture coordinates of the 3D face model corresponding to the texture based on the generated dynamic texture [6]. The calculation process is as follows:

\[
M = M_{C\rightarrow P} \times M_{W\rightarrow C} \times M_{M\rightarrow W}
\]

(1)

- \(M_{M\rightarrow W}\): Matrix transformed from model space to world.
- \(M_{W\rightarrow C}\): Matrix transformed from world to camera space.
- \(M_{C\rightarrow P}\): Matrix transformed from camera to cropping space.
- \(M\): A matrix whose vertex coordinates are transformed from model space to clipping space.

Therefore, we can get the expression of the whole transformation process of the texture projected onto the model:

\[
V_{\text{Project}} = M \times V
\]

(2)

The fixed points coordinates projected onto the screen are then mapped to the model's texture coordinates according to the formula. Map the texture to the 3D face model, as shown in Figure 3.

*FMM texture repair process*—According to the dynamic texture generated in the previous section, the 3D face model texture is repaired by using the texture as a mask by the fast marching algorithm. The method of rapid travel is a method of repairing the model texture, that is, progressively moving from the boundary to be repaired to the center of the area to be repaired, and repairing the pixels of the boundary, so that the value of the pixel in the area to be repaired is The method of decrementing is done [7]. In this paper, we use the fast marching method to generate a texture consistent with the size of the area to be repaired according to the dynamic selection, and then perform iterative pixel fusion on the selected area to remove the acne and stains in the 3D face texture, and friendly Apply to 3D scenes. The specific repair process is shown in Figure 5.

![Figure 5. Texture real-time repair process.](image)
Through the real-time repair of the above model texture, the stains in the model texture can be removed. The effect comparison of two different face models is shown in Figure 6. As shown in Figure 6, it can be seen that the face acne has been repaired.

![Figure 6. Effect of rendering.](image)

**ROI Texture Fusion Method Based on Pixel Extraction**

Pixel extraction is the picking of the desired color by ray technology, and then the picked color is mixed with the ROI area on the 3D face model and covered by its color at the specified position [8].

**Pick color principle**—The color is picked up by the mouse to obtain the R, G, and B values of the mixed color, and then the local pixel information is saved as texture data by the RedPixels() function. Finally, the pixel information is filled into the new by the DrawFilledCircle() function in OpenCV. The texture T is produced in a new texture.

**Texture ROI area blend**—The resulting new texture is blended with the face model texture. The first step is to determine the ROI area that the face model texture needs to be mixed. The flow is shown in Figure 7.

![Figure 7. Determine the ROI area process.](image)

First, a Mat type image with the same size as the face model texture is generated, then the new texture T is grayed out to T0, and finally the new texture T is copied to the Mat image using T0 as a mask. Figure 8 is a face model texture, Figure 9 is a grayscale mask T0, and Figure 10 is a final determined ROI region.

![Figure 8. Face model texture.](image) ![Figure 9. Grayscale mask.](image) ![Figure 10. Final ROI area.](image)

In the second step, the ROI region and the face model texture are linearly mixed [9], and the linear blending operation is to perform binary pixel operation, and the formula is shown in equation (3).

$$g(x) = (1 - \alpha)f_a(x) + \alpha f_b(x)$$  \hspace{1cm} (3)

\(\alpha\): Represents the alpha value of the image, which ranges from 0 to 1.
The size and type of the two images must be identical, that is, the image matrix dimensions must be the same. Finally, the merged effect map is obtained, as shown in Figure 11 is a texture blend map. Figure 12 is an effect diagram after mixing ROI textures for pixel extraction. The example proves that the method is intuitive and easy to operate.

**Overall Processing of Model Texture**

The three-dimensional face model is designed to be landscaping, mainly for the dermabrasion of the texture containing the skin color in the face model [10]. In order to meet the effect requirements of the skin-second surgery of the medical aesthetic plastic surgery, in this paper, the technical implementation route as shown in Figure 13 is proposed.

According to Figure 13, the main texture of the face model is first obtained, and the color space of the texture is converted. The converted space selects different skin color spaces according to different skin color methods, and then is extracted according to the corresponding different skin color detection technologies. Skin color texture, in order to achieve the best effect of the microdermabrasion algorithm, the YCrCb color space Cr component + Otsu threshold is used to segment the skin color detection method. After obtaining the texture containing only the skin color, it is dermabrasion treatment, and in order to achieve the whitening effect after the dermabrasion treatment, this paper proposes an improved gamma transform texture pixel enhancement algorithm [11-12]. Finally, the skin color texture is merged with the non-skin texture area to obtain the final face model texture.

**Skin Color Detection Method**

One of the skin color detection methods is based on the skin color detection of the elliptical skin color model, and this detection method greatly affects the shape effect of the skin color on the CbCr plane when the texture brightness component value is large or very small [13]. Therefore, it is proposed to extract the Cr component of the YCrCb color space, and then use the Otsu method to threshold the Cr component to obtain the skin color region.

Otsu is an algorithm for determining image segmentation thresholds. The algorithm distributes the image as the background and the foreground according to the difference between the gray values, and the foreground represents the image portion obtained by the threshold segmentation. The
boundary value of the two parts is mainly calculated by calculating the intra-class variance between the corresponding background and the foreground under different thresholds. When the variance within the class takes the maximum value, the threshold is the threshold value Otsu seeks.

In order to find the maximum value of the variance within the class, the threshold between the background and the foreground is represented by T, and the image size is set to M*N, wherein the number of pixels smaller than the threshold T is N_0, which is larger than the threshold T The number is N_1, as shown by equations (4), (5), (6), (7), (8), (9), and (10).

\[
\omega_0 = \frac{N_0}{M \times N} \quad (4)
\]

\[
\omega_1 = \frac{N_1}{M \times N} \quad (5)
\]

\[
N_0 + N_1 = M \times N \quad (6)
\]

\[
\omega_0 + \omega_1 = 1 \quad (7)
\]

\[
\mu = \omega_0 \mu_0 + \omega_1 \mu_1 \quad (8)
\]

\[
\xi = \omega_0 (\mu_0 - \mu)^2 + \omega_1 (\mu_1 - \mu)^2 \quad (9)
\]

Substitute equation (5) into equation (6) to obtain the equivalent formula:

\[
\xi = \omega_0 \omega_1 (\mu_0 - \mu_1)^2 \quad (10)
\]

\(\omega_0\): Represents the ratio of the number of pixels in the foreground to the total number of pixels in the image.

\(\mu_0\): Represents its average gray value.

\(\omega_1\): Represents the ratio of the number of background pixels to the total number of pixels in the image.

\(\mu_1\): Represents its average gray value.

\(\mu\): Represents the average grayscale value of the whole image.

\(\xi\): Represents the variance between classes.

Traversing all \(\xi\) finds the maximum value and obtains the corresponding T, which is the threshold value sought. Finally, the threshold is divided by the threshold, and the obtained image is an image with only skin color.

**Texture-based Dermabrasion Algorithm Implementation**

After obtaining the face model texture containing only skin color, the texture is dermabrasion. The skin filtering texture is processed by bilateral filtering algorithm.

\[
g(x, y) = \frac{1}{\omega_p} \sum_{i,j \in D} \omega_s(i, j) \omega_r(i, j) I(i, j) \quad (11)
\]

\(g(x, y)\): Represents the processed image.

\(\omega_s(i, j)\): Represents the weight of the spatial domain.

\(\omega_r(i, j)\): Represents the grayscale domain weight.

\(\omega_p\): Represents the normalized parameter.

\(I(i, j)\): Represents the source image to be processed

Then use the pixel traversal in the function library in OpenCV to fuse the non-skinned texture part to the texture containing only the skin color. After the fusion, the contrast effect is shown in Figure 14.
Texture Pixel Enhancement Algorithm Based on Improved Gamma Transform

The two subsections introduce the method of skin surface treatment of the face model, but still lack the whitening treatment of the face model. In this paper, a texture pixel enhancement algorithm based on Gamma function transformation is proposed.

Gamma correction methods have a wide range of applications in overcoming the effects of light. Based on references [11] and [12], a new correction method is constructed to compensate for illumination. Traditional Gamma correction usually selects the gamma value, and each pixel in the image is corrected by the same gamma value, as shown by equation (12).

\[
O(x, y) = 255 \times \left( \frac{F(x,y)}{255} \right)^\gamma
\]  

(12)

Where \( O(x, y) \) represents the output image, \( F(x, y) \) represents the source image, and the highlight and shadow portions of the image are expanded and compressed by the gamma parameter \( \gamma \).

In this paper, we use the distribution of illumination components in the face model texture to selectively adjust the parameters of the gamma function. The extraction of the illumination component \( M(x, y) \) is convoluted with the source image \( F(x, y) \) using a Gaussian function \( G(x) \). That is, the formula (13) and the formula (14) are shown.

\[
G(x) = \frac{1}{2\pi \sigma^2} e^{-\frac{x^2+y^2}{2\sigma^2}}
\]

(13)

\[
M(x, y) = F(x, y) \times G(x)
\]

(14)

The \( \gamma \) is obtained as shown in the formula (15).

\[
\gamma = \left( \frac{128 - M(x, y)}{128} \right)^{\frac{1}{2}}
\]

(15)

The resulting \( \gamma \) is then brought into the formula (12). According to the Figure 15, the face model texture is subjected to texture pixel processing, and then the convolution kernels in the Gaussian function are taken to different sizes to obtain an effect diagram as shown in Figure 16.
According to the convolution kernel size of different Gaussian functions, the illumination component maps are different. From left to right, Figure 16 is the original image, 3*3 convolution kernel, 7*7 convolution kernel, and 13*13 convolution kernel effect. It can be seen that when the convolution kernel of 13*13 size is selected, the compensation effect on the illumination is better, and the whitening effect can be obtained.

Conclusions
This paper mainly studies and proposes a new texture-based 3D face model beautification method. In the local texture processing, two methods are proposed: a texture local restoration based on fast marching method, and a texture fusion method based on pixel picking in ROI region. In the overall skin model, a texture-based dermabrasion algorithm and a gamma-transformed texture pixel enhancement algorithm are proposed. After the method proposed in this paper is applied to the repair process of 3D face model, the acne spot of face model can be removed in real time, and the skin model and whitening function of face model can be used. It has good application value.
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