CheXpedition: Investigating Generalization Challenges for Translation of Chest X-Ray Algorithms to the Clinical Setting
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ABSTRACT

Although there have been several recent advances in the application of deep learning algorithms to chest x-ray interpretation, we identify three major challenges for the translation of chest x-ray algorithms to the clinical setting. We examine the performance of the top 10 performing models on the CheXpert challenge leaderboard on three tasks: (1) TB detection, (2) pathology detection on photos of chest x-rays, and (3) pathology detection on data from an external institution. First, we find that the top 10 chest x-ray models on the CheXpert competition achieve an average AUC of 0.851 on the task of detecting TB on two public TB datasets without fine-tuning or including the TB labels in training data. Second, we find that the average performance of the models on photos of chest x-rays (AUC = 0.916) is similar to their performance on the original chest x-ray images (AUC = 0.924). Third, we find that the models tested on an external dataset either perform comparably to or exceed the average performance of radiologists. We believe that our investigation will inform rapid translation of deep learning algorithms to safe and effective clinical decision support tools that can be validated prospectively with large impact studies and clinical trials.

†Both authors contributed equally to this research.
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- Computing methodologies → Neural networks;  
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1 INTRODUCTION

There have been several recent advances in the application of deep learning algorithms to chest x-ray interpretation at a high level of performance [22, 29, 34]. Although these advancements have led many to suggest a near-term potential of these algorithms to provide accurate chest x-ray interpretation and increase access to radiology expertise, a few major challenges remain to their translation to the clinical setting.

There remain major challenges for the translation of chest x-ray algorithms to the clinical setting. First, the performance of deep learning chest x-ray algorithms, trained with mainly US-based chest x-ray datasets, on endemic and globally relevant diseases not commonly found in the US, such as tuberculosis (TB) is unknown [26, 27]. Second, most chest x-ray algorithms have been
developed and validated on digital x-rays, while the vast majority of the world relies on film for X-ray interpretation, a barrier that denies these populations from the advancements of automated interpretation [31]. In order to apply an interim digital solution, digital photographs of films for storage, interpretation, and consultation can be performed as a “workaround” [6]. Third, chest x-ray algorithms which are developed using the data from one institution have not shown sustained performance when externally validated in application data from a different unrelated institution, and instead, these models have been criticized as vulnerable to bias and non-medically relevant cues [40]. We believe that tackling each of these challenges will serve to inform improved translation of deep learning algorithms into safe and effective clinical decision support tools that can be validated prospectively with large impact studies and clinical trials.

The purpose of this work is to systematically address the aforementioned translation challenges for chest x-ray models. We validate the performance of chest x-ray models on the tasks of (1) TB detection (2) pathology detection on digital photographs of chest x-rays, and (3) pathology detection on chest x-rays from a separate institution. Rather than choosing one model architecture or approach, we evaluate performance under each of the conditions using the top 10 performing models on the CheXpert challenge, a large public competition for chest x-ray analysis [11].

In this work we report performance metrics for the generalizability of existing chest x-ray models on the three aforementioned tasks. First, we find that the top 10 chest x-ray models on the CheXpert competition without fine-tuning or including the TB labels in training data, achieve an average AUC of 0.851 on the task of detecting TB on two public TB datasets, competitive with previously published approaches that trained and tested their models specifically on these same TB datasets [26, 27]. Second, we find that the average performance of the models on photos of x-rays (AUC = 0.916) is similar to their performance on the original chest x-ray images (AUC = 0.924). Third, we find that the models tested on an external dataset either perform comparably to or exceed the average performance of radiologists.

2 EXPERIMENTAL SETUP

Top Models on CheXpert Leaderboard

We investigated the generalization performance of the top 10 models on the CheXpert [11] competition leaderboard. CheXpert is a competition for automated chest x-ray interpretation that has been running from January 2019 featuring a strong radiologist-labeled reference standard. As of November, 2019, there were 94 models that had been submitted to the CheXpert leaderboard from both academic and industry teams. The top 10 available models on the CheXpert competition leaderboard as of November 2019 were selected. All of the selected models were ensembles with the number of models in the ensemble ranging from 8 to 32; the majority of these models featured Densely Connected Convolutional Networks [9] as part of their ensemble.

Running Models on New Test Sets

CheXpert is a unique competition in that it uses a hidden test set for official evaluation of models. Teams submit their executable code, which is then run on a test set that is not publicly readable. Such a setup preserves the integrity of the test results. Models can be rerun on new test sets to evaluate the ability of the model to generalize to new domains.

We make use of the CodaLab platform to re-run these chest x-ray models on the new test sets. CodaLab is an online platform for collaborative and reproducible computational research. The system exposes a simple command-line interface using which one can upload code and data and subsequently submit jobs to run them. Once a team has submitted their model on CodaLab and successfully inferred on the hidden CheXpert test set, they get added to the leaderboard. We reproduced the runs of the top 10 teams using their model checkpoints and inference scripts by substituting the hidden CheXpert test set for the other datasets used in this study.

Evaluation Metrics

Our primary evaluation metric is the area under the receiver operating characteristic curve (AUC). We report the average AUC of
We evaluated the performance of the models on the task of detecting tuberculosis (TB). TB is the leading cause of death from a single infectious disease agent and the leading cause of death for people living with human immunodeficiency virus (HIV) infection [20]. Currently, chest x-ray models trained using large datasets from American institutions [11, 13, 39] do not include TB as one of the labeled pathologies because the pathology is not prevalent in their settings. However, the application of chest x-ray models to the global setting requires their high performance on this globally relevant task. We hypothesized that we could use existing models trained on the CheXpert dataset to detect TB without any fine-tuning on the TB task or the TB datasets. Because consolidation is one of the most common chest x-ray manifestations of pulmonary TB, we considered the use of the consolidation label as a proxy for the task of detecting TB.

Datasets
We tested the performance of the models on two datasets: the Shenzhen and Montgomery datasets released by the NIH [12]. The Shenzhen dataset was collected in the Shenzhen No.3 Hospital, China. Of the 662 x-rays in the dataset, 326 are normal and 336 are abnormal with manifestations of TB; 34 cases are pediatric cases (defined as age < 18 years). The Montgomery set was collected by the Department of Health and Human Services in Montgomery County, USA. Of the 138 x-rays in the dataset, 80 are normal and 58 are abnormal; 17 cases are pediatric cases.

Results
We evaluated the performance of the models using their probability on the consolidation label as the predicted score for TB on an x-ray (see Figure 2). The average AUC of the models on the TB test sets ranged from 0.815 to 0.893 with an average of 0.851.

Analysis
We analyzed the strength of the relationship between the performance of the models on the source tasks and the target TB dataset. We ran a linear regression to predict the average AUC of the models on the TB datasets using (1) the average AUC of the models on the consolidation task in CheXpert, and (2) the average AUC across all 5 competition tasks in CheXpert.

We found that the strength of relationship was smaller for the AUC on consolidation in CheXpert ($R^2 = 0.111$) compared to the average AUC on all five CheXpert tasks ($R^2 = 0.78$).

Discussion
There have been a number of studies developing models for TB detection. Hwang et al. [10] tested on the Shenzhen TB dataset without training on the data, but their models were explicitly trained on the TB task, and achieved an AUC of 0.884 on the Shenzhen dataset. Pasa et al. [25] reported AUCs of 0.811 on Montgomery and 0.900 on the Shenzhen dataset when their model was trained on a combination of the two datasets and additional data. Similarly, Vajda et al. [37] reported AUCs of 0.870 on Montgomery and 0.990 on the Shenzhen dataset after training on the same two datasets. Finally, Lakhani and Sundaram [19] trained on a combination of four different TB datasets, and achieved an AUC of 0.990 on their test set with their ensemble model.

In our study, we found that the average AUC of the models on the TB test sets (average AUC of 0.851) without exposure to TB datasets was competitive to that of models that had been directly trained on these datasets for the task of tuberculosis detection. We also found that the average performance of a model across tasks was a stronger predictor of performance on the tuberculosis dataset as compared to the performance of the model on any of the individual tasks. This suggests that training models to perform well across tasks may allow them to perform better on unseen images than models that optimize for a single task. A possible reason for this finding may be that the shared representations learnt by optimizing for multitask performance are exploited for better performance on different data distributions [1].

4 SMARTPHONE PHOTOS
Task
We evaluated the models on the task of detecting pathologies on smartphone photos of chest x-rays. While most deep learning models are trained on digital x-rays, scaled deployment demands a solution that can navigate an endless array of medical imaging / IT infrastructures. An appealing solution to scaled deployment is to leverage the ubiquity of smartphones: clinicians and radiologists in parts of the world take smartphone photos of medical imaging studies to share with other experts or clinicians using messaging services like WhatsApp [6]. While using photos of chest x-rays to input into chest-xray algorithms could enable any physician with a smartphone to get instant AI algorithm assistance, the performance of chest x-ray algorithms on photos of chest x-rays has not been thoroughly investigated. Outside chest x-ray classification, deep learning algorithms for image classification have been shown
to attain lower performance on photos of images than on the images themselves [18]. We conducted an experiment to determine whether existing chest x-ray models could generalize well to photos of chest x-rays.

Datasets
We generated a dataset of photos of the CheXpert test set, consisting of studies from 500 patients. Chest X-rays from each test study were displayed on a non-diagnostic computer monitor. Photos of the monitor were taken with an Apple iPhone 7 by a physician. The physician was instructed to keep the mobile camera stable and center the lung fields in the camera view. A time-restriction of 5 seconds per image was imposed to simulate a busy healthcare environment. Subsequent inspection of photos showed that they were taken with slightly varying angles; some photos included artefacts such as Moiré patterns and subtle screen-glares. Photos were labeled using the ground truth for the corresponding digital x-ray image.

Results
The models achieved a mean AUC of 0.916 on photos of the chexpert test set, compared with an AUC of 0.924 on the original chexpert test set. All of the models had mean AUCs higher than 0.9, and were within 0.01 AUC of their performance on the original images. The average AUCs of each of the top 10 models across the 5 CheXpert competition tasks are detailed in Figure 3.

Discussion
Several studies have highlighted the importance of generalizability of computer vision models with noise in images [8]. Dodge and Karam [3] demonstrated that deep neural networks perform poorly compared to humans on image classification on distorted images. Geirhos et al. [5], Schmidt et al. [30] have found that convolutional neural networks trained on specific image corruptions did not generalize, and the error patterns of network and human predictions were not similar on noisy and elastically deformed images.

In our study, the dataset we generated for this experiment allows for the direct comparison of the effect of photos against the source images on model performance, addressing a key deployment and generalization challenge. We found that the performance across top teams on photos of chest x-rays was comparable to their performance on the original x-rays. Figure 6 demonstrates that the model is able to detect the location of the pathology on a characteristic example where the distortion generated by taking photos of the

Figure 3: The average performance of the models on photos of x-rays (AUC = 0.916) is similar to their performance on the original x-ray images (AUC = 0.924).

Figure 4: The CAM for the TB detection task on the consolidation class correctly highlights the region of the image consisting with TB.
Figure 5: The average performance of models tested on the external dataset is either comparable to or exceeds the average performance of radiologists on all 5 tasks.

Figure 6: The CAM for the photo of the portable frontal radiograph of the chest demonstrates cardiomegaly and bilateral mid and lower lung interstitial predominant opacities consistent with pulmonary edema.

x-rays did not affect the ability of the model to identify clinically relevant information in the x-rays.

5 EXTERNAL INSTITUTION

Task
We evaluated the performance of the top 10 CheXpert models on a dataset from an external institution. Chest x-ray algorithms which are developed using the data from one institution have not shown sustained performance when externally validated in application data from a different unrelated institution and have been criticized as vulnerable to bias and non-medically relevant cues [40]. Furthermore, certain institutions may not allow access to patient data for privacy reasons. This makes it important for models trained on one institution’s data to be generalizable to others without finetuning or retraining for wider deployment in the healthcare system.

Dataset
We used a set of 420 frontal chest x-rays curated in the test set of Rajpurkar et al. [29]. These x-rays contained images from the ChestXray-14 dataset collected at the National Institutes of Health Clinical Center [39], sampled to contain at least 50 cases of each pathology according to the original labels provided in the dataset.

Results
The models achieved an average performance of 0.897 AUC across the 5 CheXpert competition tasks on the test set from the external institution. On Atelectasis, Cardiomegaly, Edema, and Pleural Effusion, the mean sensitivities of the models of 0.750, 0.617, 0.712, and 0.806 respectively, are higher than the mean radiologist sensitivities of 0.646, 0.485, 0.710, and 0.761 (at the mean radiologist specificities of 0.806, 0.924, 0.925, and 0.883 respectively). On Consolidation, the mean sensitivity of the models of 0.443 is lower than the mean radiologist sensitivity of 0.456 (at the mean radiologist specificity of 0.935).

Analysis
Because our primary performance measures do not reveal any information on patterns of mistakes or systematic biases, we qualitatively analyzed chest x-rays where the model output was wrong compared to ground truth diagnosis of consolidation. We used CAMs to reason about model mistakes. The analysis revealed that the type of model mistakes could be pooled into four distinct categories as...
Example | Category | Count
--- | --- | ---
 | Failed to correctly localize (False Negative). CAMs failed to localize the actual consolidation. Typically, the consolidation was smaller or less opaque than average; in some cases, the CAMs highlighted a feature that was visually similar but unrelated to consolidation. | 36 (44.44%) |
 | Failed to confidently detect (False Negative). CAMs accurately localized the consolidation, but wasn’t confident enough to make a positive diagnosis. This was found to occur when the consolidation was overlapping with other diseases (such as severe pulmonary edema) or anatomical structures. | 29 (35.80%) |
 | Mistaken for mimicking feature (False Positive). CAMs detected a visual feature which mimics consolidation and made a false positive diagnosis. This was often the case in the presence of severe pulmonary edema, and cases with other pulmonary opacities such as fibrosis, scarring and lung lesion. | 13 (16.05%) |
 | Mistaken for non-mimicking feature (False Positive). The x-ray contains enlarged cardiac contours and bilateral mid and lower lung interstitial predominant opacities consistent with cardiomegaly and pulmonary edema. CAMs highlighted an area of the cardiac border and chest wall which bear no apparent visual resemblance to consolidations. | 3 (3.70%) |

Table 1: Qualitative CAM Analysis of CheXpert model mistakes (73 images out of 420 images) on the consolidation task on external institution test data.

shown in Table 1. Each chest x-ray was categorized into one or more of four categories: Failure to correctly localize the consolidation, Failure to confidently detect consolidation, Mistaking a mimicking feature for consolidation, Mistaking a non-mimicking feature for consolidation. The most common mistake was failure to detect to consolidation, and as can be expected this was often the case for faint or small consolidations.

Discussion
Given the variety of healthcare systems and patient populations, it is critical for deep learning models in healthcare to be able to generalize to new patient populations from different institutions [2, 16]. There have been several studies investigating the generalization of models to different institutions. Particularly for chest x-ray interpretation models, Zech et al. [40] trained image classifiers on chest x-ray from three different institutions and found that models trained on data from one institution failed to generalize to other institutions. Chen et al. [2] raised concerns about whether deep
Learning based approaches could generalize to smaller healthcare institutions with limited data. Kelly et al. [16] detailed limitations of deep learning towards generalization to new populations given that the models may learn confounders present in one population. However, McKinney et al. [21] recently showed that the performance of deep learning models on the task of breast cancer detection entirely trained on data from the UK generalized to healthcare data from the US. Kim et al. [17] reported that only 6% of studies evaluating the performance of AI algorithms for diagnostic analysis of medical images performed external validation.

In our study, we found that CheXpert-trained models demonstrated generalizability to another institution’s data without any additional site specific training. Furthermore, the models exceeded radiologists on sensitivity for majority of the tasks when thresholded on radiologists’ specificity despite not having been trained on the dataset. The CAMs demonstrate that the model is learning clinically relevant information in the chest x-rays and not confounders.

6 LIMITATIONS

Our primary assumption in testing the generalization of these models for these different tasks and circumstances is that these models had not been exposed to data used for the external test sets. All models used in the study were trained exclusively to classify CheXpert pathologies (and did not include TB or NIH-specific pathologies): we verified that the output of all models had complete intersection with the CheXpert pathologies.

Furthermore, the results of our study do not suggest guaranteed generalization of chest x-ray models to new clinical settings; future work should evaluate evaluate the performance in clinical trials for further verification, a necessary step for the successful translation of diagnostic or predictive artificial intelligence tools into practice [24].

7 CONCLUSION

Despite advances in the performance of chest x-ray algorithms [14, 15, 19, 26, 27, 33], the ability of these models to generalize has not been systematically explored. The purpose of this study was to systematically evaluate the generalization capabilities of existing models to (1) detect diseases not explicitly included in model development, (2) smartphone photos of x-rays, and (3) x-rays from institutions not included in model development. Our results suggest the possibility for existing chest x-ray models to generalize to new clinical settings without fine-tuning.

Deep learning models, including for chest x-ray interpretation, have been criticized for their inability to generalize to new clinical settings [16]. For instance, Zech et al. [40] reported that chest x-ray models failed to generalize to new populations or institutions separate from the training data, relying on institution specific and/or confounding cues to infer the label of interest. In contrast, our results suggest that existing models may generalize across institutions, modalities, and diseases without further engineering. Importantly, in evaluation of the models there was no indication of bias toward institution specific features in model decision making or a reliance on unrelated features for classification as evident from the class activation maps.

Our systematic examination of the generalization capabilities of existing models can be extended to other tasks in medical AI [4, 7, 23, 28, 35, 36, 38], and provide a framework for tracking technical readiness towards clinical translation.

ACKNOWLEDGMENTS

We would like to acknowledge the Stanford Machine Learning Group (stanfordmlgroup.github.io) and the Stanford Program for Artificial Intelligence in Medicine and Imaging for infrastructure support (AIML.stanford.edu).

We would also like to acknowledge those among the top submitters in the competition who helped us understand the data and techniques used in their models: Wenwu Ye from JF healthcare, Hieu Pham from the Medical Imaging Team at Vingroup Big Data Institute (VinBDI), Desmond from Beihang University, Vu Hoang and Hoang Ngoc Nguyen from the VinBrain Applied Scientist Team.

REFERENCES

[1] Rich Caruana. 1997. Multitask Learning. Mach. Learn. 28, 1 (July 1997), 41–75. https://doi.org/10.1023/A:1007397906374
[2] David Chen, Sijia Liu, Paul Kingsbury, Sungjoo Sohn, Curtis B. Storlie, Elizabeth B. Habermann, James M. Naessens, David W. Larson, and Hongfang Liu. 2019. Deep learning and alternative learning strategies for retrospective real-world clinical data. Nature News (May 2019). https://www.nature.com/articles/s41477-019-0122-0
[3] Samuel Dodge and Lina Karam. 2017. A Study and Comparison of Human and Deep Learning Recognition Performance under Visual Distortions. In 2017 26th International Conference on Computer Communication and Networks (ICCCN). 1–7. https://doi.org/10.1109/ICCCN.2017.8083465
[4] Tony Duan, Pranav Rajpurkar, Dillon Laird, Andrew Y Ng, and Sanjay Basu. 2019. Clinical Value of Predicting Individual Treatment Effects for Intensive Blood Pressure Therapy: A Machine Learning Experiment to Estimate Treatment Effects from Randomized Trial Data. Circulation: Cardiovascular Quality and Outcomes 12, 3 (2019), e99501.
[5] Robert Geirhos, Patricia Rubisch, Claudio Michaelis, Matthias Bethge, Felix A. Wichmann, and Wieland Brendel. 2019. ImageNet-trained CNNS are biased towards texture; increasing shape bias improves accuracy and robustness. arXiv:1811.12231 [cs, q-bio, stat] (Jan. 2019). arXiv: 1811.12231.
[6] Guy S. Handelman, Ailin C. Rogers, Zafir Babiker, Michael J. Lee, and Morgan P. McMonagle. 2018. Media messaging in diagnosis of acute CXR pathology: an interobserver study among residents. SpringerLink (Apr 2018).
[7] Awni Y Hannun, Pranav Rajpurkar, Masoumeh Haghighanah, Geoffrey H Tison, Codie Bourn, Mintu P Turakhia, and Andrew Y Ng. 2019. Cardiologist-level arrhythmia detection and classification in ambulatory electrocardiograms using a deep neural network. Nature Medicine 25, 1 (2019), 65.
[8] Dan Hendrycks and Thomas Dietterich. 2019. Benchmarking Neural Network Robustness to Common Corruptions and Perturbations. arXiv:1903.12261 [cs, stat] (March 2019). arXiv: 1903.12261.
[9] Gao Huang, Zhuang Liu, Laurens van der Maaten, and Kilian Q. Weinberger. 2017. Densely Connected Convolutional Networks. 4700–4708.
[10] Sangheum Hwang, Hyo-Eun Kim, Jihoon Jeong M.D, and Hee-Jin Kim. 2016. A novel approach for tuberculosis screening based on deep convolutional neural networks. In Medical Imaging 2016: Computer-Aided Diagnosis, Vol. 9785. International Society for Optics and Photonics, 97852W. https://doi.org/10.1117/12. 2216198
[11] Jeremy Irvin, Pranav Rajpurkar, Michael Ko, Yifan Yu, Silviana Ilea-Cruz, Chris Chute, Henrik Marklund, Behzad Haghigho, Robyn Ball, Katie Shipanska, Jayne Seekins, David A. Mong, Safwan S. Halabi, Jesse K. Sandberg, Rikki Jones, David B. Larson, Curtis P. Langlotz, Bhavik N. Patel, Matthew P. Lungren, and Andrew Y. Ng. 2019. CheXpert: A Large Chest Radiograph Dataset with Uncertainty Labels and Expert Comparison. arXiv:1901.07031 [cs, eess] (Jan. 2019). arXiv: 1901.07031.
[12] Stefan Jaeger, Sema Candemir, Sameer Antani, Yanya-Xiang J Wang, Pu-Xuan Lu, and George Thoma. 2014. Two public chest X-ray datasets for computer-aided screening of pulmonary diseases. Quantitative Imaging in Medicine and Surgery 4, 4 (Dec 2014).
[13] Allistar F. W. Johnson, Tom J. Pollard, Nathaniel J. Greenbaum, Matthew P. Lungren, Chih-yung Deng, Yifan Peng, Zhiyong Lu, Roger G. Mark, Seth J. Berkowitz, and Steven Horng. 2019. MIMIC-CXR-JPG, a large publicly available database of labeled chest radiographs. arXiv:1901.07042 [cs, eess] (Nov. 2019). arXiv: 1901.07042.
[4] K. Kallianos, J. Mongan, S. Antani, T. Henry, A. Taylor, J. Abruja, and M. Kohli. 2019. How far have we come? Artificial intelligence for chest radiograph interpretation. Clinical Radiology 74, 5 (May 2019), 338–345. https://doi.org/10.1016/j.crad.2018.12.015

[5] Satyananda Kashyap, Mehdi Moradi, Alexandros Karagiannis, Jörg T. Wu, Michael Morris, Babak Saboury, Eliot Segel, and Tanveer Syeda-Mahmood. 2019. Artificial intelligence for point of care radiograph quality assessment. In Medical Imaging 2019: Computer-Aided Diagnosis, Vol. 10950. International Society for Optics and Photonics, 109500K. https://doi.org/10.1117/12.2513092

[6] Christopher Kelly, Alan Karthikesalingam, Mustafa Suleyman, Greg Corrado, and Dominic King. 2019. Key challenges for delivering clinical impact with artificial intelligence. (Oct 2019).

[7] Dong Wook Kim, Hye Young Jang, Kyung Won Kim, Youngbin Shin, and Seong Ho Park. 2019. Design Characteristics of Studies Reporting the Performance of Artificial Intelligence Algorithms for Diagnostic Analysis of Medical Images: Results from Recently Published Papers. Korean journal of radiology (Mar 2019).

[8] Alexey Kurakin, Ian J. Goodfellow, and Samy Bengio. 2016. Adversarial examples in the physical world. CoRR abs/1607.02533 (2016). http://arxiv.org/abs/1607.02533

[9] Pranav Rajpurkar, Aarti Bagul, Daisy Ding, Tony Duan, Hershel Zhi Zhen Qin, Melissa S. Sander, Bishwa Rai, Collins N. Titahong, Santat Sudrung, Scott Mayer McKinney, Marcin Sieniek, Varun Godbole, Jonathan Godwin, Christopher Kelly, Alan Karthikesalingam, Mustafa Suleyman, Greg Corrado, and Ludwig Schmidt, Shibani Santurkar, Dimitris Tsipras, Kunal Talwar, and Andrew Ilyas. 2019. Efficient Deep Learning–Assisted Diagnosis of Pulmonary Tuberculosis Using by Convolutional Neural Networks. Radiology 284, 2 (April 2017), 574–582. https://doi.org/10.1148/radiol.2017161329

[10] Parth Lahani and Baskaran Sundaram. 2017. Deep Learning at Chest Radiography: Automated Classification of Pulmonary Tuberculosis Using by Convolutional Network Architectures for Fast Chest X-Ray Tuberculosis Screening and Visual-Aided Detection of Pulmonary Tuberculosis by Using Convolutional Neural Networks. Radiology 284, 2 (April 2017), 574–582. https://doi.org/10.1148/radiol.2017161329

[11] Parul Park, Chris Chuite, Pranav Rajpurkar, Joe Lou, Rohlyn L Ball, Katie Shpanskaya, Rashad Jabarkheel, Lily H Kim, Emily McKenna, Joe Tseng, et al. 2019. Deep Learning–Assisted Diagnosis of Cerebral Aneurysms Using the HeadXNet Model. JAMA Network Open 2, 6 (2019), e195660–e195660. https://doi.org/10.1001/jamanetworkopen.2019.5660

[12] Seong Ho Park and Kyungwha Han. 2018. Methodological Guide for Evaluating Clinical Performance and Effect of Artificial Intelligence Technology for Medical Imaging and Diagnosis. Radiology 286, 3 (Jan. 2019), 800–809. https://doi.org/10.1148/radiol.2017171928

[13] Pranav Rajpurkar, Jeremy Irvin, Aarti Bagul, Daisy Ding, Tony Duan, Hershel Mehta, Brandon Yang, Kaylie Zhu, Dillon Laird, Robyn L Ball, et al. 2018. MURA: Large Dataset for Abnormality Detection in Musculoskeletal Radiographs. In 1st Conference on Medical Imaging with Deep Learning.

[14] Pranav Rajpurkar, Jeremy Irvin, Robyn L Ball, Kaylie Zhu, Brandon Yang, Hershel Mehta, Tony Duan, Daisy Ding, Aarti Bagul, Curtis F. Langlotz, Bhavik N. Patel, Kristen W. Yeom, Katie Shpanskaya, Francis G. Blankenberg, Jayne Seekins, Timothy J. Amrhein, David A. Mong, Safwan S. Halabi, Evan J. Zucker, Andrew Y. Ng, and Matthew F. Lungren. 2018. Deep learning for chest radiograph diagnosis: A retrospective comparison of the CheXNeXt algorithm to practicing radiologists. PLOS Medicine 15, 11 (Nov. 2018), e1002686. https://doi.org/10.1371/journal.pmed.1002686

[15] Ludwig Schmidt, Shibani Santurkar, Dimitris Tsipras, Kunal Talwar, and Aleksei Madry. 2018. Adversarially Robust Generalization Requires More Data. In Advances in Neural Information Processing Systems 31, S. Bengio, H. Wallach, H. Larochelle, K. Grauman, N. Cesa-Bianchi, and R. Garnett (Eds.). Curran Associates, Inc. 5014–5026.

[16] Aarti Bagul, Akshay V. Pasa, V. Golkov, F. Pfeiffer, D. Cremers, and D. Pfeiffer. 2019. Efficient Deep Learning–Assisted Diagnosis of Pulmonary Tuberculosis Using by Convolutional Neural Networks. Radiology 284, 2 (April 2017), 574–582. https://doi.org/10.1148/radiol.2017161329

[17] Christopher Kelly, Alan Karthikesalingam, Mustafa Suleyman, Greg Corrado, and Dominic King. 2019. Key challenges for delivering clinical impact with artificial intelligence. (Oct 2019).

[18] Dong Wook Kim, Hye Young Jang, Kyung Won Kim, Youngbin Shin, and Seong Ho Park. 2019. Design Characteristics of Studies Reporting the Performance of Artificial Intelligence Algorithms for Diagnostic Analysis of Medical Images: Results from Recently Published Papers. Korean journal of radiology (Mar 2019).

[19] Alexey Kurakin, Ian J. Goodfellow, and Samy Bengio. 2016. Adversarial examples in the physical world. CoRR abs/1607.02533 (2016). http://arxiv.org/abs/1607.02533

[20] Pranav Rajpurkar, Jin Long, Christopher Beaulieu, Katie Shpanskaya, Li Fei-Fei, et al. 2019. Automated abnormality detection in lower extremity radiographs using deep learning. Nature Machine Intelligence (2019), 1–6.

[21] Xiaosong Wang, Yifan Peng, Le Lu, Zhiyun Lu, Mohammadhadi Bagheri, and Ronald M Summers. 2017. Chests-ray8: Hospital-scale chest x-ray database and benchmarks on weakly-supervised classification and localization of common thorax diseases. In Proceedings of the IEEE conference on computer vision and pattern recognition. 2097–2106.

[22] John R. Zech, Marcus A. Badgeley, Manway Liu, Anthony B. Costa, Joseph J. Titano, and Eric I. Pearlman. 2018. Variable generalization performance of a deep learning model to detect pneumonia in chest radiographs: A cross-sectional study. PLOS Medicine 15, 11 (Nov. 2018), e1002683. https://doi.org/10.1371/journal.pmed.1002683

[23] Bolei Zhou, Aditya Khosla, Àgata Lapedriza, Aude Oliva, and Antonio Torralba. 2015. Learning Deep Features for Discriminative Localization. arXiv preprint arXiv:1512.04150 (2015). arXiv:1512.04150 http://arxiv.org/abs/1512.04150