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Abstract—With the boosting of neural networks, recommendation methods become significantly improved by their powerful ability of prediction and inference. Existing neural-network based recommender systems (NN-RSs) usually first employ matrix embedding (ME) as a pre-process to learn users’ and items’ representations (latent vectors), then input these representations to a specific modified neural network framework to make accurate Top-k recommendations. Obviously, the performance of ME has a significant effect on RS models. However, most NN-RSs focus on accuracy by building representations from the direct user-item interactions (e.g., user-item rating matrix), while ignoring the underlying relatedness between users and items (e.g., users who rate the same ratings for the same items should be embedded into similar representations), which is an ideological disadvantage. On the other hand, ME models directly employ inner products as a default loss function metric that cannot project users and items into a proper latent space, which is a methodological disadvantage. In this paper, we propose a supervised collaborative representation learning model - Magnetic Metric Learning (MML) - to map users and items into a unified latent vector space, enhancing the representation learning for NN-RSs. First, MML utilizes dual triplets to model not only the observed relationships between users and items, but also the underlying relationships between users as well as items to overcome the ideological disadvantage. Specifically, a modified metric-based dual loss function is proposed in MML to gather similar entities and disperse the dissimilar ones. With MML, we can easily compare all the relationships (user to user, item to item, user to item) according to the weighted metric, which overcomes the methodological disadvantage. We conduct extensive experiments on four real-world datasets with large item space. The results demonstrate that MML can learn a proper unified latent space for representations from the user-item matrix with high accuracy and effectiveness, and lead to a performance gain over the state-of-the-art RS models by an average of 17 percent.
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1 INTRODUCTION

In recent years, popular online commercial websites such as Netflix, Amazon, Yelp, and Taobao provide a wide spectrum of recommendation services to help the customers filter their preferences out of enormous product space [1]. However, the performance of traditional recommendation models, such as collaborative filtering (CF) [2], matrix factorization (MF) [3] is highly restricted by the large scale of product space. With the development of neural networks and computation theory, the technology of recommender systems has been taken to the next stage [4]. To tackle large scale products for recommendations, most neural-network-based recommender systems first extract latent vectors of users and items from a user-item matrix. This extraction procedure is called matrix embedding (ME) [5], which is a critical factor in getting accurate recommendations, especially for learning meaningful, measurable latent vectors. With these latent vectors, some traditional recommendation models are enhanced for real-world applications, such as CF to NCF [6], MF to NeuMF [7]. Some novel NN-based recommendation models are also proposed, such as GERL [8], NeuO [9] and HERRec [10].

However, most researches assume that these latent vectors learned by existing ME models are insufficient and biased [4], without taking the interpretability into consideration [4], [11]. In other words, traditional ME only utilizes the relationships between users and items, while ignoring that the collaborative relationships between users and users, items and items, which is an ideological disadvantage. Moreover, most existing works directly utilize inner products to measure the relationships between users and items. This simple metric may cause chaos when computing similarities, which is a methodological disadvantage.

To make the above two disadvantages clear, we give a recommendation scenario in Fig. 1, where we employ basic matrix factorization as ME model and user-based collaborative filtering (UBCF [12]) as recommendation model. In this example, \( U(u_1, u_2, u_3) \) and \( I(i_1, i_2, i_3) \) represent users and items, respectively. \( R \) is a user-item rating matrix with ratings \( r_{ij} \). \( P \) and \( Q \) are built with 3-dimensional embedding results \( p_i \) for user \( i \), \( q_j \) for user \( j \), extracted from matrix \( R \) with existing ME models, such as SVD or other matrix factorization methods. To pick a proper item recommended to \( u_2 \), we employ a popular recommendation model (user-based CF,
UBCF) with users’ latent vectors. User-based CF calculates the similarities among $u_1, u_2, u_3$ to pick the Top-1 user neighbor for $u_2$. Then it recommends items that this Top-1 user has consumed to $u_2$.

As a result in Fig. 1, in ideology (note that UBCF model uses inner products to calculate latent vectors while the similarity between latent vectors is measured by euclidean distance [11]). Intuitively, UBCF should pick $u_3$ as $u_2$’s Top-1 neighbor because $(p_1, p_2, p_3) = \sqrt{12} > (p_1, p_2, p_3) = \sqrt{5}$. But in fact, when considering the underlying relationship (between $u_1$ and $u_2$) hidden in matrix $R$, it is obvious that $u_1$ should be a better choice ($u_1$ and $u_2$ share the same preference of $i_1$ and $i_3$ according to their explicit feedbacks $r_{11}, r_{13}, r_{21}$ and $r_{23}$). Hence, choosing $u_3$ as $u_2$’s neighbor is an inaccurate decision caused by the ideological disadvantage, which is partly mentioned in [13], [14].

In methodology, directly choosing inner products as the metric may cause a dilemma, especially for CF models. In general, CF models employ euclidean distance between latent vectors as the similarity to find the nearest neighbor [4], where the latent vectors are learned by using inner products in traditional ME models [15]. To ensure the metric-satisfying non-negativity in latent space, the latent vector calculation should obey the triangle inequality (the sum length of any two sides must be greater than or equal to the remaining side, and the reason why embeddings should obey this is detailed introduced in [6], [11]). However, the relationships measured by inner products may violate the triangle inequality. For example, as shown in Fig. 1, if ME models use inner products: • to learn latent vectors for $i_1, u_2$ and $u_3$ as $q_1, p_2$ and $p_3$, then, $p_2 \cdot q_1 + p_3 \cdot q_1 < p_2 \cdot p_3$, which violates the triangle inequality. If we conduct calculations in a latent space with a metric that violates the triangle inequality, it may lead to uncertainty and inaccuracy of computing, and finally, result in a biased recommendation. Therefore, only applying inner products in ME models is not a suitable choice when learning latent vectors for recommendations. This methodological disadvantage damages the performance of recommendation models tremendously. For recommender systems, it’s still a challenge to learn a proper latent space, where all kinds of relationships (users/items/user-item) can be measured by a unified style of the metric.

To relieve the limitation of inner products, metric learning has been proved to be useful in the multimedia area [13], [16], [17]. The core of metric learning is to learn a proper metric for the measurement between latent vectors. However, metric learning is only designed to measure user-item relationships in recommender systems [13], [14], which cannot simultaneously tackle the ideological and methodological disadvantage (as shown in Fig. 2). To this end, we propose a supervised collaborative representation learning model for matrix embedding: Magnetic Metric Learning (MML), which utilizes the dual triplets to represent the different types of relationships (user-user, item-item, user-item) with a uniform latent space in a uniform framework. MML can learn not only the explicit relationships but also the latent relationships, which overcomes the ideological disadvantages. Meanwhile, the relationships between users and items are directly measured by weighted metric distance, which overcomes the methodological disadvantage.

The contributions of this paper are summarized as follows:

- We first argue that existing matrix embedding methods for neural-network-based recommendation models are not sufficient and unbiased. Then we explore the ideological and methodological disadvantages of traditional ME models and propose a representation learning model for matrix embedding: Magnetic Metric Learning, to overcome the above disadvantages.
- For the ideological disadvantage, we utilize dual triplets to model explicit and latent collaborative relationships among users and items in a uniform latent space. For the methodological disadvantage, a modified metric-based dual loss function is proposed to learn weighted metric and latent vectors at the same time.
- The experimental results on four real-world datasets demonstrate that MML can learn a proper unified latent space from the user-item matrix, and improve the accuracy of the state-of-the-art models.

The paper is organized as follows. We provide preliminaries in Section 2. Then we elaborate on the proposed method MML, including theory, regularization, and training process in Section 3. We report the experimental results in Section 4. Lastly, we review related work in Section 5 and conclude this paper in Section 6.
A user-item rating matrix, whose entries are \( r_{ui} \), is built as \( R \). For items with ratings, we set \( r_{ui} \) as the rating, while for items without ratings, \( r_{ui} = 0 \). If \( r_{ui} = 0 \), we treat \((u, i)\) as a negative pair, otherwise a positive pair.

**Definition 1: Matrix Embedding.** Given a matrix \( R \in \mathbb{R}^{m \times n} \), the matrix embedding (ME) model is to depose the matrix into two low-dimension \( k \) spaces, which are also called latent vector spaces \( P \in \mathbb{R}^{m \times k} \), \( Q \in \mathbb{R}^{n \times k} \). Especially, in recommender systems, \( R \) is the user-item rating matrix. \( p_i \in P \) is the latent vector for user \( i \), while \( q_j \in Q \) is for item \( j \). Note that in real-world scenarios, the scale of users and items is huge, which means that \( m, n \gg k \). Existing ME models usually utilize some matrix factorization methods, such as pureSVD [17] and NMF [17] to learn latent vectors. However, these models directly employ inner products in their loss function, which may lead to inaccurate and biased embedding results. Our proposed model aims to solve this problem, which is demonstrated in detail in Section 3.

**Definition 2: Metric Learning.** Given two different latent vectors \( p, q \in \mathbb{R}^{1 \times k} \), the metric learning (ML) model is to learn a proper weighted metric matrix \( W \in \mathbb{R}^{k \times k} \) to measure the relationships between \( p \) and \( q \) [18]. The different weights in \( W \) stand for the importance of each element in latent vectors. Specifically, in recommender systems, the distance between \( p_i \) and \( q_j \) can be treated as the measurement between user \( i \) and item \( j \), as well as the user \( i \)’s preference for item \( j \). Existing metric learning models usually focus on the explicit feedbacks and models’ optimizations in recommender systems, such as CML [13] and IML [19]. However, these models usually ignore the underlying relationships hidden in the user-item matrix \( R \), which is a restriction to the ML models’ performance.

**Definition 3: Neural-Network-Based Recommendation Models.**
A typical neural-network-based recommendation model is a two-stage framework: the basic input is the user-item rating matrix \( R \), and some other side information, including text, videos, and images. The first stage is named representation learning. In this stage, the inputs are mapped into latent vectors, including user latent vectors \( P \), item latent vectors \( Q \), and side information latent vectors \( SI \), which extracts the latent features hidden in the multi-modal information. In the second stage for the recommendation, the latent vectors are feed into a modified neural network, which outputs the predicted ratings \( \hat{r}_{ui} \). Finally, according to the ranking of \( \hat{r}_{ui} \), the model gives a Top-k recommendation list. A general framework is shown in Fig. 3. Some popular recommendation models are based on this framework with different embedding models and neural networks, including Neural CF [6], NeuO [9]. However, most models use inner products as default, where we argue it is not always stable.

Note that some existing models integrate and implement joint learning framework. However, we argue there are some disadvantages: 1) overfitting. If we co-train the two stages, we have only one loss function on the recommendation stage, which may lead to the potential overfitting problem in representation learning stage [20]. 2) flexibility. The users’ and items’ latent representations learned by first stage could be combined with different recommendation model, or other models (such as user profiling, slanderous user detection), which is flexible for different application scenarios.

### 2.2 Matrix Embedding With Inner Products

Given a user-item matrix \( R \), matrix embedding models with inner products usually minimize this loss function \( L_{ip} \) to learn latent vectors \( P \) and \( Q \):

\[
L_{ip} = \sum_{u \in U; i \in I} (r_{ui} - p_u \cdot q_i)^2 + \text{pen}(P, Q),
\]

where \( \text{pen}(P, Q) \) is a penalty term to avoid overfitting. Then we can use these latent vectors to make recommendations: 1) for user-based collaborative filtering [21], we need to find the nearest k-neighbor for target user \( t \) with the following function:

\[
N_k \left( \min_{u \in U} |p_u, p_t|_{Euc} \right).
\]

Then some common items in these neighbors can be recommended to the target user. 2) for neural network based models, we input the latent vectors and make recommendations as shown in Fig. 3.

### 2.3 Matrix Embedding With Metric Learning

Given a user-item matrix \( R \), matrix embedding models with metric learning usually minimize this loss function \( L_{im} \):

\[
L_{im} = \sum_{u \in U; i \in I} \left( \frac{r_{ui}(p_u, q_i) - L_{im}(p_u, q_i))}{r_{ui} \neq 0} + \text{pen}(P, Q) \right).
\]

Note that there are two loss functions in traditional metric learning: \( L_{pull} \) and \( L_{push} \). The core idea for metric learning is to gather the user-item pair with explicit feedbacks and disperse the pair without them. So \( L_{pull} \) is employed to calculate the weighted distance between user \( u \) and item \( i \), where \( r_{ui} \neq 0 \). By minimizing \( L_{im} \), \( L_{im} \) tries to push the user and item together. Meanwhile, by minimizing \( L_{im} \), \( L_{im} \) tries to push away the user and item where \( r_{ui} = 0 \). Specifically, in the training process of metric learning, the model can learn not only the latent vectors \( P, Q \), but also the weighted metric matrix \( W \). The important notations are shown in Table 1.

## 3 MAGNETIC METRIC LEARNING (MML) MODEL

Magnetic Metric Learning model (MML) employs a unified style of metric learned through embedding and recommendation, and learns a unified latent space for users and items, which overcomes the methodological disadvantage.
Meanwhile, MML considers both explicit and latent relationships and makes a direct embedding to overcome the ideological disadvantage (shown in Fig. 2).

Specifically, MML treats users and items as the same entities in a unified latent space, where all the relationships between users and items can be represented by their distance (in MML, it is measured by learned metric $W$). Moreover, MML can learn users’ and items’ latent vectors in a uniform framework with a uniform metric across all the procedures (embedding and recommendation) and overcome the limitation of different preferences on $c$, it is obvious that they should not be embedded closely. The same deduction is applied on $(b, c)$, $(c, d)$ and $(a, d)$. In this way, MML maximizes the effect of metric learning with a modified enhanced metric-based dual loss function (EMDL):

\[
L_{\text{MML}}^1 = \sum_{a,b \in U, c \in I, d \in I} t_{a,b,c} |mr_1 + F^{UI}(e_a, c) - F^{UT}(e_a, e_b) - F^{UT}(e_b, e_c)|_+.
\]  

\[
L_{\text{MML}}^2 = \sum_{a \in U, c,d \in I} t_{a,c,d} |mr_2 + F^{UI}(e_a, c) - F^{UT}(e_c, e_d) - F^{UT}(e_a, e_d)|_+.
\]

3.2 Explicit Relationships Formulation

MML is designed to gather similar entities and disperse the dissimilar ones with learned metrics. In recommender systems, we treat the feedback $r_{ui} \in R$ as the indicator of explicit relationships. If $r_{ui} \neq 0$, we define that there is an explicit relationship between user $u$ and item $i$. To consider this for enhancing matrix embedding process, we sample the dual triplets $<a, b, c, >$ and $<c, d, a, >$, where $a, b \in U$, $c, d \in I$, and $r_{ua} \neq 0, r_{ub} = 0, r_{uc} = 0$. To ensure the structural consistency, we can learn that $a, c$ should be embedded closer than $b, c$ and $a, d$. Meanwhile, according to $a, b$'s different preferences on $c$, it is obvious that they should not be embedded closely. The same deduction is applied on $(b, c)$, $(c, d)$ and $(a, d)$. In this way, MML maximizes the effect of metric learning with a modified enhanced metric-based dual loss function (EMDL):

\[
L_{\text{MML}}^1 = \sum_{a,b \in U, c \in I, d \in I} t_{a,b,c} |mr_1 + F^{UT}(e_a, c) - F^{UT}(e_a, e_b) - F^{UT}(e_b, e_c)|_+.
\]  

\[
L_{\text{MML}}^2 = \sum_{a \in U, c,d \in I} t_{a,c,d} |mr_2 + F^{UI}(e_a, c) - F^{UT}(e_c, e_d) - F^{UT}(e_a, e_d)|_+.
\]

where notation $|J|_+$ satisfies that: $|J|_+ = max(J; 0)$. $t$ is a ranking weight calculated as suggested in [13]. And $mr_1, mr_2 > 0$ is the safety margin size. With this dual loss function, $(a, c)$ is embedding closer than $(a, d), (b, c)$ with metric $W^{UI}$. $(a, b)$ and $(c, d)$ are embedded far with metric $W^U$ and $W^I$. Finally, we get the EMDL loss function of MML for explicit relationships:

\[
L_{\text{MML}}^{\text{EX}} = \lambda L_{\text{MML}}^1 + (1 - \lambda) L_{\text{MML}}^2.
\]

where $\lambda$ is the balance weight between users and items. By minimizing EMDL, we can not only pull the user-item pair together with explicit relationships ($r_{ua} \neq 0$) and push away the user-item pairs with no feedback ($r_{ua}, r_{ud} = 0$), but also push away the user-user pair ($a, b$) and item-item pair ($c, d$), as shown in the lower part in Fig. 2.
3.3 Latent Relationships Formulation

Different from explicit relationships between users and items which are indicated by \( r_{ui} \in R \), latent relationships always occur between users and users, items and items, which can not be directly observed. So many existing matrix embedding models only consider explicit relationships while ignoring the latent ones. However, the latent relationships should be an important factor in matrix embedding because they also reflect the users’ preferences and items’ features, as the example we have given in Introduction. In order to utilize the latent relationships, we first extract the user pairs and item pairs according to the following rules:

- Users who rate the same items should be embedded closer in latent vector space, and vice versa.
- Items rated by the same users should be embedded closer in latent vector space, and vice versa.

With the rules above, we first build two similar-pair buffer sets: \( S^U \) and \( S^I \), which contain user pairs and item pairs, respectively. We treat user pair in \( S^U \) as the same category, so do the item pair in \( S^I \). A user-user or item-item pair \((a, b)\) is assigned to similar-pair buffer sets according to the following restriction:

\[
\begin{cases}
(a, b) \in S^{(\star)}, & \text{if } \frac{\text{list}(a) \cap \text{list}(b)}{|\text{list}(a) \cup \text{list}(b)|} > \theta; \\
(a, b) \notin S^{(\star)}, & \text{else},
\end{cases}
\]

where \( \text{list}(a) \) means the list of items that user \( a \) has rated, or the users who have rated item \( a \), and \( S^{(\star)} \) is either \( S^U \) or \( S^I \). \( \theta \) is a control threshold to decide the partition of same preference that the users or the items share. So the loss function of latent relationships is as follows:

\[
L_{\text{MML}}^{\text{LA}} = \sum_{a, f \in S^{(\star)}; a \neq f} \sum_{g, h \in S^{(\star)}} t_{a, f, g} \| W_{g, h} \|_{op} + F(e_{a, f}) - F(e_{a, g}) \|_{+},
\]

(10)

In Eq. (11), \( f \) is the similar entity of \( a \), while \( g \) is not. \( F \) could be either \( F^U \) or \( F^I \) in one formulation. \( m_{r3} \) is the safety margin size. With this formulation, the user pair or item pair \((a, f)\) in \( S \) are embedded closer than \((a, g)\) not in \( S \). The matrix embedding is more enhanced by considering the latent relationships for both users and items.

3.4 Magnetic Metric Learning Formulation

Finally, we combine explicit relationship loss \( L_{\text{MML}}^{\text{EX}} \) and latent relationship loss \( L_{\text{MML}}^{\text{LA}} \) linearly with a combination weight \( \alpha \):

\[
L_{\text{MML}} = \alpha L_{\text{MML}}^{\text{EX}} + (1 - \alpha) L_{\text{MML}}^{\text{LA}}.
\]

(12)

Note that in \( L_{\text{MML}}^{\text{EX}} \) and \( L_{\text{MML}}^{\text{LA}} \), all the +\( F \) functions are the realizations of \( L_{\text{pull}} \) in Eq.(2), which means pulling the similar entities together in learned metric space. While the -\( F \) functions mean \( L_{\text{push}} \), which pushes the dissimilar entities away.

3.5 Regularization and Optimization

We add two regularizations to make MML efficient and feasible.

To avoid overfitting and biased parameters, we bound all the embedding results \( e^{(\star)} \) (users’ and items’ latent vectors) in a unit sphere: \( \|e^{(\star)}\|^2 < 1 \), to ensure the robustness of our model.

Moreover, we utilize a covariance regularization proposed by [24] to restrict the embedding results. First, we calculate a \( k \times k \) matrix \( E \) for an \( O \) size of \( k \)-dimension vector \( e \):

\[
E_{ij} = \frac{1}{O} \sum_o (e_i^o - \eta_i)(e_j^o - \eta_j),
\]

(13)

where \( o \) denotes the index in \( O \), \( i, j \) is an index pair in a range of \( k \). \( \eta_i = \frac{1}{O} \sum_o e_i^o \). Then we define penalty loss \( L_P \):

\[
L_P = \frac{1}{O} (\|E\|_F - \|\text{diag}(E)\|_2^2); \quad \text{Subjectto } \|e^{(\star)}\|^2 < 1,
\]

where \( \|E\|_F \) is F-norm of \( E \), \( \text{diag}(E) \) is a diagonal matrix.

Moreover, to optimize the model, we first define the user-user weighted metric matrix \( W^U \) and item-item weighted metric matrix \( W^I \) to be symmetric because the relationships among users or items are undirected. With this restriction, we can save up the running time when calculating gradients.

To add personality into our model, we employ adaptive margins in MML (Fig. 4). Specially, there are three different margins in our model: \( m_{r1}, m_{r2} \) and \( m_{r3} \). Inspired by [14], we prefer to use adaptive margin to reduce the variations, which utilizes \( m_{r1}, m_{r2} \) and \( m_{r3} \) to replace the origin margin \( m_{r1}, m_{r2} \) and \( m_{r3} \), respectively for different categories of relationships. Note that the less items the users have rated, the larger margin should be applied to avoid overfitting. Thus, the adaptive margins could be achieved by minimizing the following loss function \( L_R \):

\[
L_R = \frac{1}{m} \sum_u m_{r1}^u + \frac{1}{n} \sum_v m_{r2}^v + \frac{1}{m + n} \sum_{u, v} m_{r3}^{u, v}; \quad \text{Subjectto } m_{r1}^u \in (0, 1], m_{r2}^v \in (0, 1], m_{r3}^{u, v} \in (0, 1],
\]

(15)

3.6 Training Process

In summary, our complete loss function of MML is shown as follows:

\[
\text{loss} = L_{\text{MML}} + L_P + L_R;
\]
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Minimize \(L_{\text{MML}} + \omega_P L_P + \omega_R L_R\);

Subject to \[ \|e^{(i)}\|^2 < 1, \]
\[ mr^n \in (0, 1), \]
\[ mr^l \in (0, 1), \]
\[ mL^j \in (0, 1), \]

where \(\omega_P, \omega_R\) are the hyperparameters for controlling \(L_P\) and \(L_R\).

We minimize this constrained objective function above with Mini-Batch Stochastic Gradient Descent (SGD) and control the learning rating using AdaGrad. We keep the negative pair that maximizes the distance with the target user-item pair \((\max F(e_{\text{tar}}, e_{\text{neg}}))\) when we sample negative pairs. Our training process is shown as Algorithm 1.

**Algorithm 1. MML Training process**

**Input:** User set \(U\); item set \(I\); user-item rating matrix \(R\); margins \(mr^n, mr^l, \) and \(mL^j\); hyperparameters \(\alpha, \lambda, \beta, \) and \(\omega\)

**Output:** User / Item latent vector set \(E_U / E_I\); metric matrix \(W^U, W^I, W^{UI}\).

1. Select a batch \(B\) with \(N\) positive user-item pairs.
2. For all \(B \in U, I\) do
3. For all user-item positive pair \((a, c)\) do
4. Sample 2 negative user-item \((a, d), (b, c)\) pairs to build two triplets.
5. Calculate \(L_{\text{EXMML}}\) with Eq. (9).
6. For \(a\), sample 1 similar user \(f\) and 1 dissimilar user \(g\) with Eq. (10). Also sample a similar item and a dissimilar item for \(c\).
7. Calculate \(L_{\text{MMML}}\) with Eq. (11).
8. Calculate \(L_{\text{MMA}}\) across batch \(B\).
9. While not converge do
10. Calculate gradients.
11. Update \(p_u\) and \(g_i\) with AdaGrad on Eq. (16).
12. Update \(W^U, W^I\) and \(W^{UI}\) with AdaGrad on Eq. (16).
13. Update \(mr^n, mr^l, \) and \(mL^j\) with AdaGrad on Eq. (16).
14. Return User / Item latent vector set \(E_U / E_I\); metric matrix \(W^U, W^I, W^{UI}\).

3.7 Comparison With Collaborative Metric Learning

We compare our proposed model with a representative model, Collaborative Metric Learning (CML) [13] in detail. MML borrows the idea of metric learning, which is similar to CML. However, our model has essential differences compared with CML (shown in Fig. 5):

First, CML utilizes only the user-item pair to build the objective function, which focuses on the explicit relationships in the user-item matrix. As shown in Fig. 5, CML pulls the items \(i_1, i_2\) to the user \(u\) and pushes away item \(i_3\). However, note that there are latent relationships hidden in the user-item matrix. So the items in the same similar-pair set \((i_2, i_3)\) should be embedded closer, while \(i_1, i_2\) should be embedded with a longer distance. MML considers this situation, using Push and Pull for both explicit and latent relationships, to achieve more accurate and unbiased embedding results.

Second, as shown in the right part of Fig. 5, MML can learn a direct and visible embedding result because of the latent relationship formulation \(L_{\text{MLML}}\). In \(L_{\text{MLML}}\), MML considers the relationships between same categories (users or items). So MML is able to gather the entities of the same category closer than CML, which is also a great improvement on explainability.

Moreover, CML directly employs euclidean distance to measure the relationships between different users and items, ignoring the importance variety of different vectors. While MML is able to learn a more accurate metric \(W\) for users, items, and user-item respectively, which fine-grained measures the relationships. CML utilizes the fixed margin for all entities, while MML considers the different criteria for different users and items, and employs the adaptive margins to add personality to our model.

Finally, the objective function of MML with a uniform format \((L_{\text{EXMML}}, L_{\text{MMML}})\) does not distinguish users and items like CML, which is more feasible and effective. MML employs two regularizations to relieve overfitting situations, especially when the dataset is sparse and unbalanced.

4 Evaluation

In this section, we first describe the experimental settings, including datasets, baselines, parameter setting, and implementation details. Subsequently, we conduct extensive experiments to answer the following research questions:

**RQ1:** How is the effectiveness of MML? Can it provide a competitive performance compared with baselines on the matrix embedding task at a proper running time? **RQ2:** How do the hyperparameters affect the performance of MML? Which are the optimal values? **RQ3:** How does the proposed model benefit the neural-network-based recommendation models with Top-K recommendation? **RQ4:** How do the learned metric benefit the matrix embedding and recommendations? **RQ5:** What is the effectiveness of regularization to avoid overfitting? **RQ6:** What is the embedding performance of MML on million-scale dataset? What is the comparison between MML and other SOTA ME models?

4.1 Experimental Settings

**4.1.1 Datasets**

We conduct experiments on datasets from Amazon.com\(^1\) (we use Amazon as the abbreviation of the Sports and Outdoors dataset in Amazon in this paper) and Yelp for RecSys.\(^2\)

---

1. https://jmcauley.ucsd.edu/data/amazon
2. https://www.kaggle.com/c/yelp-recsys-2013
Moreover, we collect two datasets from Taobao and Jingdong as supplementary to validate our method [9], [25]. All the datasets contain ratings ranging from 1 to 5. We divide the datasets: 60 percent as the training set, 20 percent as the test set and 20 percent as the validation set with 5-cross-validation, and treat ratings less than 3 as negative samples for recommendations [9], [18]. Table 2 summarizes the details of datasets.

4.1.2 Baselines

To evaluate our proposed model on matrix embedding task, we compare MML with five representative metric learning models, including:

- **WRMF** [26], [27] This implicit MF model utilizes an additional case weight to model unobserved interactions. WRMF can also be treated as a basic matrix factorization embedding model on the user-item matrix with inner products. **CML** [13] This representative CF model borrows the idea of metric learning to learn a latent space for users and items. Moreover, it is claimed that CML can outperform most state-of-the-art CF models with the metric-based loss function. **IML** [19] This efficient model applies metric learning to unbalanced data for clustering. IML’s contribution is that it splits data into subsets and accelerates the process. **CRML** [22] This is a metric learning model for collaborative recommendation with co-occurrence embedding regularization. It considers the optimization problem as a multi-task learning problem which includes optimizing a primary task of metric learning and two auxiliary tasks of representation learning. **SML** [14] This is a metric learning model that symmetrically introduces a positive item-centric metric which maintains closer distance from positive items to users and pushes the negative items away from the positive items at the same time with an adaptive margin. We show the relationship measurement and loss function comparison with baselines in Table 3.

We combine MML with nine different recommendation models to make a top-k recommendation, including two basic recommendation models, and four neural-network-based recommendation models:

- **UBCF** and **IBCF** [12] compute the similarity (Cosine or euclidean) between users (UBCF) or items (IBCF), and find the target’s k-nearest neighbors to make Top-K recommendations. **NCF** [6] is a state-of-the-art neural-network-based recommendation model which directly combines the latent vectors as the input of the model. As his work claims, NCF can cover some state-of-the-art CF models. **2IPS** [20] is a typical two-stage off-policy policy gradient method. The proposed method explicitly takes into account the ranking model when training the candidate generation model, which helps improve the performance of the whole system. **NAIS** [28] is an attention network, which is capable of distinguishing which historical items in a user profile are more important for a prediction. **KTUP** [29] jointly learns the model of recommendation and knowledge graph completion. It accounts for various preferences in translating a user to an item, and then jointly trains it with a KG completion model by combining several transfer schemes. **HERec** [10] is a heterogeneous network embedding based approach for heterogeneous information network (HIN) based recommendation. To embed HINs, it designs a meta-path based random walk strategy to generate meaningful node sequences for network embedding. **NGCF** [30] exploits the user-item graph structure by propagating embeddings on it. This leads to the expressive modeling of high-order connectivity in user-item graph, effectively injecting the collaborative signal into the embedding process in an explicit manner. **GraphRec** [31] provides a principled approach to jointly capture interactions and opinions in the user-item graph, which coherently models two graphs and heterogeneous strengths.

Some RS baselines are two-stage recommendation models which contain the matrix embedding parts. In this paper, we use ME baselines (WRMF/IML/CRML/SML/MML) to substitute these matrix embedding parts in RS models for testing.

4.1.3 Parameter Setting and Implementation Details

The implementation of the comparison methods are from the public codes that the authors provided in their papers or open source project. For MML, we set default margins \( m_u = \hat{m}_u = m_i = 0.02 \). All latent vectors in dimension \( k = 32 \), with random initialization (uniform distributions mean: 0.2, variance: 0.04). The batch size \( B \) is 512. We tune the learning rate 0.01, 0.02, 0.05. Without special explanations, we set balance weight \( \lambda = 0.5 \), similarity threshold \( \theta = 0.3 \), \( \omega = 0.03 \) and \( \alpha = 0.7 \). All these parameters are determined through cross-validation.

4.2 Matrix Embedding Validation (RQ1)

In this section, we need to validate whether the models can gather the same items and disperse the different ones. Along with this line, we employ spherical k-means on embedding results, with \( K = 10 \) and 20 clusters. We use Normalized Mutual Information (NMI) as the protocols:

\[
NMI(L, C) = \frac{\text{Cor}(L, C)}{[H(L) + H(C)]/2}. \tag{17}
\]

where \( L \) is the set of labels of items and \( C \) is the set of clusters. \( \text{Cor}(L, C) \) denotes the sum of mutual information between any label \( l \) in any cluster \( c \); \( H(L) \) and \( H(C) \) denote the entropy for labels and clusters respectively. This metric evaluates the purity of clustering results from an information-theoretic perspective.

From the NMI evaluation results in Tables 4 and 5, we can see that MML outperforms all the baselines for all clustering value \( K \) in all four datasets. This result shows two advantages of MML: First, five models with metric learning are much better than traditional model WRMF, which

**TABLE 2**

The Datasets’ Characteristics

| Dataset   | Amazon | Yelp | Taobao | Jingdong |
|-----------|--------|------|--------|----------|
| #user     | 30,759 | 45,980 | 10,121 | 8,031    |
| #item     | 16,515 | 11,537 | 9,892  | 3,025    |
| #rating   | 285,644| 229,900| 49,053 | 25,152   |
| #item labels | 36    | 24    | 17     | 12       |
| Sparsity  | 0.051% | 0.043% | 0.049% | 0.12%    |

3. https://www.taobao.com
4. https://re.jd.com/
means that metric-based models are more proper for matrix embedding than inner products. Second, MML tackles both explicit and latent relationships and learns a weighed metric matrix, which leads to a more stable performance than CML, IML, CRML, and SML. Note that in Jingdong with 20 clusters, CRML, SML, and MML’s performance are very close. But in Amazon and Yelp, MML outperforms both the state-of-the-art baselines. This indicates the advantage of MML in tackling sparse data.

Besides, we exploit the effect of latent vector space dimension \( k \) (4, 8, 16, 32, and 64) on NMI (Fig. 6). We notice that almost all ME models’ performance is better with high-dimension latent vector space, and MML achieves the best results. High-dimensional data space has a strong representability to catch more hidden knowledge of users and items, which can enhance the performance of matrix embedding. Hence, the performance increases fast from 4 to 16. However, note that the increase becomes slower from 16 to 64, which shows the bottleneck of the dimension profit. Note that WRMF achieves the worst performance among baselines, which indicates that in the high dimension latent space, using metric learning is better than inner products in the matrix embedding task.

At last, we also compare the computing time among five metric learning models (Table 6). CML takes the shortest time each epoch and IML takes the longest. CML’s loss function is simple to calculate, so it achieves the best running time. While IML utilizes an iteration metric learning, which means in one epoch, IML learns metric repeatedly on different subsets. Note that two state-of-the-art models, CRML and SML use more time than our proposed model MML. SML combines two different styles of the loss function with two regularizations and three sub loss functions, which adds computation complexity. CRML and MML utilize the same formulation of loss function for explicit and latent relationship embedding, which is easy to compute derivation and speeds up the model’s optimization.

### 4.3 Exploring Effect of Hyperparameters (RQ2)

In this section, we explore the effect of hyperparameters in MML. MML introduces four additional hyperparameters \( \alpha, \lambda, \theta, \) and \( \omega \). \( \alpha \in (0, 1) \) controls the learning of explicit and latent relationships. \( \lambda \in (0, 1) \) controls the learning of EMDL.

#### Table 3: Relationship Measurement and Loss Function Comparison With Baselines

| Models | Relationship measurement | Loss Function |
|--------|--------------------------|---------------|
| WRMF   | \( F(u, i) = p_u q_i^T \) | \( \sum_{u,i} (r_{ui} - p_u q_i^T)^2 + \lambda \sum_{u} \|p_u\|^2 + \lambda \sum_{i} \|q_i\|^2 \) |
| CML    | \( F(u, i) = \|p_u - q_i\|^2 \) | \( \sum_{u,i} |F(u, i) - F(u, i') + m_+| \) |
| IML    | \( F(u, i) = \|p_u - q_i\|^2 \) | \( \sum_{u,i} |F(u, i) - F(u, i') + m_+| \) |
| CRML   | \( F(u, i) = \|p_u - q_i\|^2 \) | \( \sum_{u,i} |L(p_u, q_i) + L(p_u, b_u) + L(q_i, b_u)\) |
| SML    | \( F(u, i) = \|p_u - q_i\|^2 \) | \( \sum_{u,i} |F(u, i) - F(u, i') + m_+ + |F(u, i) - F(i, i') + m_+| + \lambda L_{AM} \) |
| MML    | \( F(u, i) = \|p_u - q_i\|^2 \) | \( L_{MML} + \omega_1 L_p + \omega_2 L_R \) (Eq. (16)) |

\( \lambda \) is the hyperparameter, \( (u, i) \) means a positive pair \( r_{ui} \neq 0 \), \( (u, i') \) means a negative pair \( r_{ui} = 0 \), \( b_u \) is a learned sharing parameter.

#### Table 4: Normalized Mutual Information With 10 Clusters

| Model | Amazon | Yelp | Taobao | Jingdong |
|-------|--------|------|--------|----------|
| WRMF  | 0.3214 | 0.3013 | 0.4215 | 0.4317 |
| CML   | 0.5310 | 0.5010 | 0.5870 | 0.5711 |
| IML   | 0.5613 | 0.5522 | 0.5830 | 0.6001 |
| CRML  | 0.5673 | 0.5444 | 0.6030 | 0.6111 |
| SML   | 0.5723 | 0.5602 | 0.5933 | 0.6092 |
| MML   | 0.5831* | 0.5621* | 0.6321* | 0.6134* |

#### Table 5: Normalized Mutual Information With 20 Clusters

| Model | Amazon | Yelp | Taobao | Jingdong |
|-------|--------|------|--------|----------|
| WRMF  | 0.2943 | 0.3001 | 0.3255 | 0.3321 |
| CML   | 0.4732 | 0.4638 | 0.5533 | 0.5612 |
| IML   | 0.4831 | 0.4765 | 0.5545 | 0.5532 |
| CRML  | 0.5023 | 0.5122 | 0.5732 | 0.6001 |
| SML   | 0.5313 | 0.5232 | 0.5644 | 0.6011 |
| MML   | 0.5433* | 0.5564* | 0.6003* | 0.6112* |

#### Table 6: Running Time for Training Process (Time Unit)

| Time/Epoch | Amazon | Yelp | Taobao | Jingdong |
|-----------|--------|------|--------|----------|
| CML       | 103*   | 124* | 68*    | 74*      |
| IML       | 349    | 402  | 156    | 147      |
| CRML      | 112    | 133  | 79     | 89       |
| SML       | 113    | 150  | 88     | 93       |
| MML       | 110    | 130  | 75     | 83       |
| Ours vs Best | +7    | +6   | +7    | +9       |
θ ∈ (0, 1) restricts the similar-pair set building in latent relationships formulation. α controls the regularizations, which we discuss in the following sections (RQ4). Here we show how the three hyperparameters impact the performance and also shed light on how to set them. We only show the results on Amazon and Taobao due to the limitation of space. We use Hitting Ratio (HR) on Top-10 and Top-50 to explore the hyperparameters. We vary one parameter while fixing others as experimental settings.

As shown in Fig. 7, the optimal value of α is around 0.7 for both two datasets. And we also observe that the performance improves before α reaches 0.7, then it decreases sharply. Thus the too large value of α will ruin the learning process of metric learning. So we set α to 0.7.

As shown in Fig. 8, the optimal value of λ is around 0.5 for both two datasets. When λ=0.5, it treats the users and items as the same category, which satisfies the assumption of our model (to map users and items into a unified latent space). So we set λ to 0.5.

As shown in Fig. 9, the optimal value of θ is around 0.3 for both two datasets. Note that When θ is too small, MML behaves minor improvements, which shows there are redundant pairs in similar-pair sets, which hurts the performance. Moreover, if θ is too large, the performance drops dramatically. So we set θ to 0.3.

4.4 Recommendation Validation (RQ3)

In this section, we validate the quality of embedding on recommendations. We treat six ME models as matrix embedding models, combining with nine popular recommendation models to make a Top-k recommendation. Hitting Ratio (HR) and Recall are employed to evaluate the recommendations. All the results, including our proposed model and baselines, achieve the best performance while keeping all hyperparameters at their optimal settings. The results on four datasets are shown in Table 7. Note that KTUP, HERec, and GraphRec are knowledge-graph based recommendation models, and the Amazon data does not provide the KGs.

In all datasets, our proposed model MML outperforms all the ME baselines with three recommendation models, which is a noticeable improvement. In detail, WRMF performs the worst, especially when it combines with NCF, 2IPS, KTUP, and HERec. Note that WRMF is the only method that utilizes the inner products as the measurement for relationships. This result proves the effect of metric learning. When we compare UBCF and IBCF with different metric based models, it is interesting that CML’s performance drops significantly, even worse than WRMF. The reason is that CML treats users as the center of embedding, which affects the items’ embedding. Although IML also utilizes the idea of CML, the computation iteration of IML can make compensation to some extent. However, in our proposed model, we treat items and users as the same category to ensure accuracy. For NCF, because our models take more knowledge (the latent relationships) into consideration than CML and IML, it also improves an average of 20 percent over baselines.

Compared with two state-of-the-art models, CRM and SML, we notice that the improvement is more obvious on Amazon and Yelp than on Taobao and Jindong. Taking deep insight, MML utilizes different relationships, including explicit and latent ones. With these relationships, MML can relieve the data-sparse issue. While SML only considers user-item, item-time relationships. For CRML, it combines two style loss functions, which we argue it damage the embedding performance to some extent. For cooperating with GNN based models (GraphRec), MML could reach the best recommendation performance. At last, the most important factor is that MML learns a weighted metric matrix W, and uses W to calculate the distance in recommender systems, which is a significant improvement.

Moreover, we explore the performance enhancement for neural-network based recommendation models (basic MLP[32], NCF, 2IPS, KTUP, and HERec) using MML as a preprocessing for Top-10 and Top-50 recommendation. We conduct experiments on Yelp and Taobao. The results are shown in Fig. 10:

Note that with MML as a preprocessing for neural-network-based recommendation models, HR performance is enhanced over all baselines on both datasets. Specifically, MLP is the basic neural-network-based model that directly inputs latent vectors to predict ratings. The performance gain over MLP indicates the accuracy of latent vectors MML has learned. And for some of the state-of-the-art NN based models, MML can improve the HR performance by average 15 percent on Yelp, 17 percent on Taobao.

4.5 Exploring the Effect of MML’s Component (RQ4)

In this section, we explore the effect of learned metric in our proposed model. We separate MML with each component, and rebuild the following models:

1) **EUC-MML**: Use \(F_E(a, b) = ||c_a - c_b||^2_{\text{eucl}}\) to replace \(F\) in MML (compare euclidean with Learned metric).
2) W-MML: Use one $W$ to replace $W^U$, $W^I$ and $W^{UI}$ in MML (compare fixed metric matrix with multi-metric matrix).

3) M-MML: Use one fix margin $mr$ to replace $mr^u$, $mr^i$ and $mr^{ui}$ (compare fixed margin with adaptive margin).

4) NP-MML: Use $L^MML$ without restriction $L_P (\omega_P=0)$.

5) NR-MML: Use $L^MML$ without restriction $L_R (\omega_R=0)$.

We conduct experiments on four datasets with NMI with 10 clusters and HR@50. The effect of different component in MML is shown in Table 8.

We notice that MML achieves the best performance (NMI and HR) over all four datasets. Specifically, EUC-MML performs worst than other models, which indicates that in our proposed model, euclidean is not the proper metric for matrix embedding tasks and recommendations. The simple euclidean metric may be not suitable for measuring the distance in high-dimension latent space. So metric learning for matrix embedding is necessary for complex NN-based recommendation models to tackle large scale sparse data. According to the comparison between W-MML and MML, it indicates that the metric between users, items, and user-item should be learned respectively to achieve a better result. It is obvious that the features of users and items are different, so learning different $W$ is reasonable.

For NP-MML and NR-MML, we can ensure the effect of regularization. Although the performance of MML is better...
than NP-MML and NR-MML with a small gap, both regularization can enhance the model by avoiding overfitting.

To evaluate the effect for $L_R$, $L_B$ to relieve the overfitting situation, we run NP-MML, NR-MML and MML on Amazon and Taobao to see the performance (NMI with 10 clusters and HR@50) changing with different epochs. The performance changing with epochs is shown in Fig. 11.

From the results, we can see that NR-MML achieves its best NMI performance within 20 epochs, while NP-MML and MML achieve their best within 30 epochs. Although the best performance of these three models is in the same level, we notice that NR-MML’s HR decreases rapidly after 20 epochs, which is a significant overfitting phenomenon. $L_R$ is to restrict the margins. When the epochs add up, a fixed margin can not measure the detailed distance between high-dimension latent vectors, which leads to the overfitting situation. While $L_P$ is to restrict the latent vectors. Without $L_P$, our proposed model suffers the biased and de-centered embedding results. So NR-MML’s performance can not be improved after 20 epochs by these biased latent vectors.

Compared with both models, MML can restrict the embedding results and tune the margins over epochs, with two regularizations $L_R$ and $L_P$. Note that MML’s performance is stable without sharp fluctuation, which also indicates robustness and effectiveness. Comprehensively, with the consideration of accuracy, efficiency, and overfitting, MML achieves a more stable and feasible performance than all these rebuilt models.

### 4.6 Million-Scale Embedding Validation (RQ5)

We conduct WRMF, ConvMF [33] (a SOTA model which combines GCN with MF for recommendations, widely employed as benchmarks), SML and our proposed MML on a million-scale dataset (Amazon Beauty, with 6,403,006 users, 1,660,119 items, 14,771,988 ratings, with 2.3070 ratings per user and 0.0001 percent sparsity) [34]. Note that this work focuses on the embedding procedure, we only utilize the models’ embedding results for validations. Specifically, we use NMI with 20 clusters and running time unit as metrics, as shown in Table 9:

Note that ConMF performs better on NMI than MML (2.12 percent). The reason is that ConvMF enriches the dataset by convolution operations with CNN framework. However, limited by the scale of dataset, ConMF need more running time (almost 100 percent) than metric learning-based model (SML and MML) for computing parameters. Considering the trade-off between effectiveness and accuracy, MML achieves a stable performance with acceptable running time on million-scale datasets.

### 5 RELATED WORKS

#### 5.1 Matrix Embedding (ME)

Matrix Embedding (ME) is usually employed as a pre-procedure for recommender systems, which projects the user-item matrix into latent spaces for users and items [35], [36].
In general, recommender systems without neural networks always use matrix factorization with inner products to get the users’ and items’ latent representations in a learned latent vector space [4], [11]. There are some popular matrix factorization based matrix embedding models, such as WRMF [26] and SVD [17]. Matrix factorization with inner products works well with some small datasets like MovieLens [37]. However, because of some limitations that we introduced above, inner products weaken the performance of recommender systems (collaborative filtering models, user or item-based models) in many aspects.

Recently, as a powerful tool of deep learning, the neural network has been widely applied in recommender systems [5], [38]. The ability of neural networks enhances the recommender system to the next level. As a preprocessing for recommender systems, traditional matrix embedding models can be enhanced by neural networks. [7] develops the neural network framework for MF, and proposes a neural-network based MF model. However, because of weak interpretability [39] and the strong fitting ability for neural networks, most researchers focus on the neural networks’ framework rather than the quality of the matrix embedding. Checking the existing recommendation models [7], [17], [29], [39], [40], they usually treat the embedding results as a default and limit the explanation for matrix embedding in details, like LightGCN [41]. While in this paper, we argue that as important representative vectors for users and items, matrix embedding models do affect the performance of recommendations and should be more focused.

5.2 Metric Learning (ML)

Metric learning (ML) is a research spot for image recognition, clustering, and recommendation system [16], [42], [43], [44], [45], [46]. The key to metric learning is how to learn different metrics (such as euclidean distance or other distance metrics) to represent the relationships between different entities instead of inner products. Metric learning is usually applied in the computer vision area, in which a deep transfer metric learning method for cross-domain visual recognition was proposed [47]. For recommender systems, CML [13] directly uses metric learning to embed the relationships between users and items, as shown in the upper part of Fig. 2. And IML [19] proposes a practical framework to accelerate the embedding process.

Recently, some researchers combine metric learning with other existing models to improve performance. Combined with multi-task learning, CRML [22] is a metric learning model proposed for collaborative recommendations with co-occurrence embedding regularization. It considers the optimization problem as a multi-task learning problem which includes optimizing a primary task of metric learning and two auxiliary tasks of representation learning. To combine different styles of loss functions, SML [14] symmetrically introduces a positive item centric metric which maintains a closer distance from positive items to the user and pushes the negative items away from the positive items at the same time with an adaptive margin. Few researches focus on how to utilize metric learning to embed matrix, which is an open issue in the recommender system area.

5.3 Neural-Network Based Recommendation Models (NN-RSs)

The combination of recommender systems and the neural network is becoming a hot research trend [5], [8], [28], [43]. Researchers attempt to utilize the non-linear activation functions in the neural network to measure the relationships between users and reviews. [6] utilizes a Multilayer perceptron (MLP) to design a network NeuCF to tackle implicit feedback recommendation problems. NeuCF is a rating-based model that can cover basic MF and CF and also achieve state-of-the-art performance. [14] combines semi-supervised and neural networks, bridges them, and reinforces mutually.

To tackle the sparse data in real-world scenarios, most existing neural-network based models use two-stage framework: first, it employs the matrix embedding or other models to embed the data into vectors. Then they input these vectors to achieve recommendations [6], [10], [20], [29], [48], [49], [20] proposes 2IPS, which is a two-stage off-policy policy gradient method. The proposed method explicitly takes into account the ranking model when training the candidate generation model, which helps improve the performance of the whole system. KTUP [29] jointly learns the model of recommendation and knowledge graph completion by combining several transfer schemes. It is an embedding-based recommender model with matrix embeddings. HERec [10] is a heterogeneous network embedding based approach for heterogeneous information network (HIN) based recommendation. It is a path-based recommender model with matrix embeddings. Also some GNN based models [28], [30], [31], [41], [50], [51], [52] are boosting recently, including GraphRec [31], NGCN [30] and LRGCCF [51], which greatly improve the recommender system.

5.4 Relations Among ME, ML and NN-Based RSs

NN-based RSs is an important branch of recommender systems, which utilizes the strong computing ability of neural networks. According to the structure of NN, matrix embedding should be employed to project the abundant information in the user-item matrix into latent vectors. In this paper, we argue that existing ME models are not sufficient, and propose a representation learning model MML, which utilizes the idea of metric learning to enhance the ME performance, and benefit the NN-based RSs.

6 CONCLUSION

The quality of matrix embedding is an imperceptible but important factor in achieving a good recommendation. In this paper, we propose a matrix embedding model: Magnetic Metric Learning, which utilizes dual triplets to embed users and items with a metric-based loss function. With this model, we can achieve a unified embedding in a unified latent vector space. Through the experimental results on four datasets, our model is proved to be superior not only.
when compared with state-of-the-art models on all evaluation metrics, but also when trying to find a more stable latent space with the consideration of accuracy, efficiency, and overfitting. Our future work is to apply MML with some context and side information about users and items, to construct a more reasonable similar-pair set for latent relationships.
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