Experimental Demonstration of Quantum Tunneling in IBM Quantum Computer
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Quantum computers are the promising candidates for simulation of large quantum systems, which is a daunting task to perform in a classical computer. Here, we report the experimental realization of quantum tunneling of a single particle through different types of potential barriers by performing digital quantum simulations using IBM quantum computers. We consider two and three-qubit systems to visualize the tunneling process and illustrate its unique quantum nature. We observe the tunneling and oscillations of the particles in a step-well, double-well, and multi-well potentials through our experimental results. One may extend the proposed quantum circuits and simulation techniques used here for observing the tunneling phenomena for multi-particle systems in different potentials.

I. INTRODUCTION

Quantum simulation is one of the problems that a quantum computer could perform more efficiently than a classical computer as it provides a significant improvement in computational resources [1–7]. It has been applied to a wide range of areas of physics like quantum many-body theory [8–11], quantum entanglement [12, 13], quantum phase transitions, molecular physics [14–16] etc. Algorithms have been used in simulating many quantum field theoretic problems [17–27], where Hamiltonian of the system splits into kinetic and potential energy operators which are then simulated using Trotter’s formula [28, 29]. Experimental realizations of quantum simulation have already been made in systems like NMR [8–10, 13, 16, 30–32], ion-trap [33–35], atomic [36] and photonic [37] quantum computers.

Quantum tunneling [38] acts as one of the exciting and unique fundamental phenomena in quantum mechanics. It has been observed in superconducting Cooper pairs [39] and in modern technologies such as narrow p-n junctions [40] and scanning tunneling microscope [41]. Some important puzzling phenomenon in science such as lattice quantum chromodynamics [42] can be solved using this tunneling simulation approach [43–45]. A number of digital simulation on quantum tunneling [11] has been performed on classical computers and photonic systems [46]. This type of simulation has remained untested in a quantum computer due to the requirement of large number of ancillary qubits and quantum gates. Recently, an algorithm proposed by Sornborger [47] illustrates the simulation with no ancillary qubits and a small number of quantum gates, which motivates the possibility of simulating in today’s quantum computer consisting of a few number of qubits. It is already demonstrated the tunneling effect for two-qubit and three-qubit systems using NMR quantum computer [13, 48]. Ostrowski [49] has also explicated this process on a rectangular potential by digital simulation.

In this work, we illustrate the simulation of quantum tunneling phenomenon using IBM’s 5-qubit quantum computer “ibmqx4”, “ibmqx2” and 14-qubit quantum computer “IBM Q 14 Melbourne”. Using two and three qubit systems by using a set of CNOT, Hadamard and controlled phase gates, we were able to simulate the tunneling process of a single particle in a step potential, double-well potential and multi-well potentials. We have utilized the IBM quantum experience’s Qiskit package to simulate the tunneling Hamiltonian, using which a number of research works have been performed. A lot of recent works in quantum computation, quantum simulation and quantum information pursue the use of IBM quantum experience [50–64].

The manuscript is arranged as follows. In the following section Sec. II, we present the theoretical protocol explaining the three main steps on a quantum simulation that is initial state preparation, time evolution, and measurement. We then show how to decompose the time evolution of a Hamiltonian into quantum circuits using set of single qubit and entangling gates. We also give analytical solutions for the evolution of particle in different potential wells. In Sec. III we present the circuit construction for two and three-qubit simulations implementing the decomposed operators from Sec. II using Hadamard and Controlled-phase gates. Sec. IV consists of results from digital simulations on ibmqx2, ibmqx4 and IBM Q 14 Melbourne in free space, step-well, and double square-well potentials implemented by constructing circuits using two-qubits and multi-well potential implemented by constructing circuits using three-qubits. We also present the results of tomography and fidelity as a function of time steps for different devices namely IBM Q 14 Melbourne, ibmqx2, and ibmqx4. In Sec. V we discuss our results and conclude.

II. THEORETICAL PROTOCOL

A digital quantum simulator [65] is a controllable quantum system [66] that can efficiently simulate the dynamics of any other quantum system with local interactions. The digital quantum simulation [67] consists of three main steps: initial state preparation, time evolution, and measurement. In this work, we are particularly interested in the time evolution of
the system, so our main idea is to decompose the Hamiltonian of the system in terms of single and two-qubit gates. The Schrodinger’s equation, for a single particle moving in an one-dimensional space, is expressed as

$$i \frac{\partial}{\partial t} |\psi(x,t)\rangle = \hat{H} |\psi(x,t)\rangle.$$  

(1)

Here, $\hat{H} = (\hat{K} + \hat{V})$, $\hat{K}$ and $\hat{V}$ are kinetic and potential energy operators, respectively. Here, we set the value of $\hbar$ to 1 throughout the manuscript. The time evolution of the wave function of the system can be given as

$$|\psi(x,t + \Delta t)\rangle = e^{-i\Delta t\hat{H}} |\psi(x,t)\rangle = e^{i(\hat{K} + \hat{V})\Delta t} |\psi(x,t)\rangle.$$  

Using first-order Suzuki-Trotter formula [68–70], the sum of exponential operator can be decomposed as follows

$$e^{-i\hat{H}\Delta t} \approx e^{-i\hat{K}\Delta t} e^{-i\hat{V}\Delta t}.$$  

This approximation introduces an error of the order $O(\Delta t^2)$. For better approximation, one can consider higher order trotter formula. We discretize the continuous co-ordinate space $x$ on a lattice (with spacing $\Delta l$) within the boundary region ($0 \leq x \leq L$) with a periodic boundary condition $|\psi(x+L, t)\rangle = |\psi(x,t)\rangle$. The wave function then can be mapped to a $n$-qubit register, 

$$|\psi(x,t)\rangle = \sum_{k=0}^{2^n-1} \psi(x_k, t) |k\rangle.$$  

(2)

Here $|k\rangle$ represents the particle location corresponding to binary number $k$, and $x_k = (k + \frac{1}{2} \Delta l)$, where $\Delta l = \frac{L}{2^n}$. The mapping given here can be a good approximation for large value $n$. As an example, for $n=3$ qubits, the binary representation of a wavefunction on a 1D lattice is represented in Figure 1.

Here, the wave function mapped to the 3-qubit register can be written as

$$|\psi(x,t)\rangle = [\psi(x_0, t) |0\rangle + \psi(x_1, t) |1\rangle]$$  

$$+ \psi(x_2, t) |2\rangle + ... + \psi(x_7, t) |7\rangle,$$  

(3)

where $\sum_{k=0}^{7} \psi(x_k, t)^2 = 1$ and $x_k = \frac{k}{8}$. The quantum states $|0\rangle, |1\rangle, ..., |7\rangle$ are mapped into a 3-qubit quantum states as $|000\rangle, |001\rangle, ..., |111\rangle$, respectively.

A. Implementing Potential Energy Operator

The potential energy operator plays a key role for introducing and studying various types of potential structures. Here, we implement step-well, double-well and multi-well potentials with the help of single qubit rotation operators without ancillary qubits. For step potential, we apply a single-qubit $Z$-rotation gate on the highest order qubit,

$$e^{-i\hat{V}\Delta t} = e^{-i\sigma_z\Delta t} = e^{-i\sigma_z\Delta t} \otimes I \otimes I \otimes I,$$

where $\sigma$ corresponds to the magnitude of the potential barrier, $\sigma_z$ is the Pauli-$Z$ matrix, and $(n - j)$ indicates the application of the operator $(e^{-iv\sigma_z\Delta t})$ on the $j$th qubit. The double-well potential can be implemented by applying the $Z$-rotation gate on the second highest order qubit,

$$e^{-i\hat{V}\Delta t} = e^{-i\sigma_z\Delta t} \otimes I \otimes I \otimes I.$$

Similarly, by applying $Z$-rotation operator on the next highest order qubits, we can implement multi-well potentials,

$$e^{-i\hat{V}\Delta t} = e^{-i\sigma_z\Delta t} \otimes I \otimes I \otimes I \otimes I.$$

It can be observed that just one single qubit operation can reduce the complexity in the quantum circuit by replacing a large number of gates and ancillary qubits [35].

B. Implementing Kinetic Energy Operator

Here, the kinetic energy operator $\hat{K}$ can be expressed in terms of momentum operator as, $\hat{K} = \frac{\hat{p}^2}{2m}$. For finding the quantum circuit for kinetic energy operator, we discretize the wave function of momentum as [12, 71]

$$|\chi(p,t)\rangle = \sum_{l=0}^{2^n-1} \chi(p_l, t) |l\rangle,$$  

(4)

where $\chi(p,t)$ is the wave function in the momentum basis. The eigenvalues of momentum operator is given by [72]

$$p_l = \begin{cases} \frac{2\pi l}{2^n}, & 0 \leq l \leq 2^{n-1} - 1 \\ \frac{2\pi}{2^n} (2^{n-1} - l), & 2^{n-1} < l < 2^n. \end{cases}$$  

(5)

In the momentum representation, the diagonal operator $\hat{P}$ is written as

$$\hat{P} = \sum_{l=0}^{2^n-1} \frac{2\pi l}{2^n} |l\rangle \langle l| + \sum_{l=2^{n-1}+1}^{2^n-1} \frac{2\pi (2^{n-1} - l)}{2^n} |l\rangle \langle l|.$$  

(6)
The kinetic energy operator is diagonal in the momentum representation. It can be written in the co-ordinate representation by using quantum fourier transform as follows [1, 3]

\[ e^{-i\hat{H}t} \approx (QFT)e^{-i\frac{\Delta t}{\hbar}(QFT^{-1})}e^{-i\hat{V}t} \]

\[ \approx (QFT)\hat{D}(QFT^{-1})\hat{P}, \]  

\begin{equation}
\text{where}
\end{equation}

\[ QFT = \frac{1}{\sqrt{2^n}} \sum_{k=0}^{2^n-1} 2\pi i k \frac{|k\rangle\langle k|}{2^n}, \]  

\begin{equation}
D = e^{-i\frac{\hat{V}t}{\hbar}}, \quad P = e^{-i\hat{V}t}. \end{equation}

The equivalent quantum circuit for the Fourier transformation operator \( QFT \) [73] can be realized using a series of Hadamard and controlled-phase gates. Thus, after a small time interval \( \Delta t \), the time evolution of the system can be implemented as

\[ \sum_{k=0}^{2^n-1} |\psi(x_k, t + \Delta t)\rangle = (QFT)D(QFT^{-1})P \left[ \sum_{k=0}^{2^n-1} |\psi(x_k, t)\rangle\langle k| \right]. \]

The explicit constructions of quantum circuit for \( QFT \), \( D \), \( QFT^{-1} \) and \( P \) are detailed in section III.

C. Analytical Solutions

Here, we show the analytical solutions for the wave functions in different regions for the three cases namely free space, step potential, double-well potential [74]. In this section the parameter \( V_0 \) is same as \( v \) corresponding to the magnitude of the potential barrier.

- **Free particle**: Here, we present analytical solution of free particle to match with our binary representation of wave function. The wave function of particle is

\[ |\psi(x)\rangle = Ae^{i\alpha x} + Be^{-i\alpha x}. \]  

- **Step potential**: Here, the particle is situated in the step well potential of length ranging from 0 to \( L \) shown in Figure 2a to match with our binary representation of wave function. The wave function of particle is situated in two regions I and II. The region I has potential \( V = 0 \) and region II has potential \( V = 50 \). The boundary conditions are

\[ V(x) = V_0, \text{ for } 0 < x < \Delta l_1 \]

\[ V_0, \text{ for } \Delta l_1 < x < L. \]

The wave function of particle in region I is

\[ |\psi_I(x)\rangle = A\sin(\alpha x), \]

where \( \alpha = \sqrt{\frac{2m}{\hbar^2}E} \), since \( V = 0 \). The wave function of particle in region II is

\[ |\psi_{II}(x)\rangle = Be^{i\beta x} + Ce^{-i\beta x}, \]

where \( \beta = \sqrt{\frac{2m}{\hbar^2}[V_0 - E]} \).

The regions I and III has potential \( V = 0 \) and regions II and IV has potential \( V = 50 \). The boundary conditions are

\[ V(x) = V_0, \text{ for } 0 < x < \Delta l_1, \Delta l_2 < x < \Delta l_3 \]

\[ 0, \text{ for } \Delta l_1 < x < \Delta l_2, \Delta l_3 < x < L. \]

The wave functions of particle in regions I and III are

\[ |\psi_{I}(x)\rangle = A\sin(\alpha x), \]

\[ |\psi_{III}(x)\rangle = D\sin(\alpha x) + E\cos(\alpha x), \]

where \( \alpha = \sqrt{\frac{2m}{\hbar^2}E} \), since \( V = 0 \).

A similar calculation can be carried out for a particle in multi-well potential shown in Figure 2c.

- **Double square-well potential**: Here, the particle is situated in the double square well potential of length ranging from 0 to \( L \) Figure 2b to match with our binary representation of wave function. The wave function of particle is situated in 4 regions I, II, III and IV. The regions I and III has potential \( V = 50 \) and regions II and IV has potential \( V = 0 \). The boundary conditions are

\[ V(x) = V_0, \text{ for } 0 < x < \Delta l_1, \Delta l_2 < x < \Delta l_3 \]

\[ 0, \text{ for } \Delta l_1 < x < \Delta l_2, \Delta l_3 < x < L. \]

The wave functions of particle in regions II and IV are

\[ |\psi_{II}(x)\rangle = C\sin(\alpha x), \]

\[ |\psi_{IV}(x)\rangle = F\sin(\alpha x), \]

where \( \alpha = \sqrt{\frac{2m}{\hbar^2}E} \), since \( V = 0 \).

III. EXPERIMENTAL PROCEDURES

We investigate quantum simulation of the tunneling process using the IBM’s 5-qubit quantum processor “ibmqx4”, 14-qubit quantum processor “IBM Q 14 Melbourne”, and “ibmqx2“. The connectivities between the qubits in both the “ibmqx4” and “IBM Q 14 Melbourne” processors are shown in the supplementary material.
A. Circuit construction for two-qubit simulation

The time evolution circuit for one trotter step is shown in Figure 3a. Also, the explicit constructions of $QFT^{-1}$, and $D$ are illustrated in Figure 3b and 3c. The quantum circuit for $QFT^{-1}$ is prepared by two hadamard gates and one controlled-phase gate,

$$QFT^{-1} = H_1CU_1(\pi/2)_{01}H_0 ,$$

where $H_i$ denotes the application of hadamard gate on the $q[i]$ qubit, $CU_i(\theta)_{ij}$ denotes controlled phase gate of angle $\theta$, where $q[i]$ is the control qubit and $q[j]$ is the target qubit, $U_1(\theta) = [(1, 0), [0, e^{i\theta}]]$. For two-qubit simulation, the diagonal elements of $\hat{P}$ are calculated to be $0, \frac{\pi}{2}, \pi, \frac{3\pi}{2}$, see expression 6. The quantum circuit for $QFT$ is just the inverse of quantum circuit of $QFT^{-1}$. Then, the kinetic evolution operator is given by,

$$e^{-iK\Delta t} = (QFT)e^{-iP_2\Delta t}(QFT^{-1}) = (QFT)\Phi_{01}Z_1Z_0(QFT^{-1}).$$

The diagonal operator $D$ can be expressed as a product of the following operators,

$$D = \Phi_{01}Z_1Z_0 ,$$

$$Z_1 = e^{-i\gamma c_0^2\Delta t}, Z_0 = e^{-i\gamma c_1^2\Delta t}, \Phi_{01} = e^{-iyc_{22}\Delta t} ,$$

Here, $\Phi_{01}$ is implemented by $CU_1(\frac{\pi}{2})_{01}$. The constant values are obtained to be $\gamma = \frac{\pi}{8}, c_0 = -1, c_1 = -4, c_2 = 4$. The time step is taken to be $\Delta t = 0.1$. The quantum circuit for $D$ operator can be given as

$$D = R_z\left(-\frac{\pi^2}{40}\right)_{0}R_z\left(-\frac{\pi^2}{10}\right)_1CU_1\left(\frac{\pi^2}{10}\right)_{01} .$$

Here, $R_z(\theta)$ is the rotation operator about Z-axis by an angle $\theta$ on the $q[i]$th qubit. The $R_z(\theta)$ can be expressed using standard 'ibmqx4' gates as

$$R_z(\theta) = HU_3(\theta = \frac{\pi}{2}, \phi = -\frac{\pi}{2}, \lambda = \frac{\pi}{2})H ,$$

Here $U_3$ is defined as follows,

$$U_3(\theta, \phi, \lambda) = [\cos\frac{\theta}{2}, -e^{i\phi}\sin\frac{\theta}{2}, e^{i\lambda/2}\cos\frac{\theta}{2}].$$

The potential operator $\hat{P}$ is prepared by the application of $HU_3(\theta = 5, \phi = -\frac{\pi}{2}, \lambda = \frac{\pi}{2})H$ operator. It has been applied on the qubits $q[1]$ and $q[0]$ in case of step potential and double well potential respectively. The controlled phase gates used in the experiment, are directly applied using the codes available in Qiskit.

B. Circuit construction for three-qubit simulation

The explicit constructions of $QFT$, $QFT^{-1}$, $D$ and $P$ are illustrated in Figures 4. $QFT^{-1}$ is prepared by three hadamard gates and three controlled-phase gates,

$$(QFT)^{-1} = H_2CU_1\left(\frac{\pi}{2}\right)_{12}CU_1\left(\frac{\pi}{4}\right)_{02}H_1CU_1\left(\frac{\pi}{2}\right)_{01}H_0 .$$

The circuit for $QFT$ is just the inverse of $QFT^{-1}$. For three-qubit simulation, the diagonal elements of $\hat{P}$ are calculated to be $0, \frac{\pi}{2}, \pi, \frac{3\pi}{2}, \frac{5\pi}{2}, \frac{7\pi}{2}$. The decomposition of $D$ operator is as follows,

$$D = R_z\left(-\frac{\pi^2}{160}\right)_0R_z\left(-\frac{\pi^2}{40}\right)_1R_z\left(-\frac{\pi^2}{10}\right)_2CU_1\left(\frac{\pi^2}{20}\right)_{01}CU_1\left(\frac{\pi^2}{40}\right)_{02} .$$

The diagonal operator $D$ can be expressed as a product of the following operators,

$$Z_0 = e^{-iyc_{22}\Delta t}, Z_1 = e^{-iyc_{12}\Delta t}, Z_2 = e^{-iyc_{01}\Delta t},$$

$$\Phi_{01} = e^{-iyc_{22}\Delta t}, \Phi_{02} = e^{-iyc_{21}\Delta t},$$

$$\phi_{01} = e^{-iyc_{22}\Delta t}, \phi_{02} = e^{-iyc_{21}\Delta t} ,$$

$$\phi_{12} = e^{-iyc_{22}\Delta t} .$$

The constant values are obtained to be $\gamma = \frac{\pi^2}{32}, c_0 = -1.42, c_1 = -5.66, c_2 = -22.63, c_4 = 11.31, c_5 = -5.66$. 

![Quantum circuit for two qubits simulation](image)
It is to be noted that the time step is taken to be $\Delta t = 0.1$. The quantum circuit for $D$ operator can be given as

$$D = R_z\left(-\frac{\pi^2}{40}\right) R_z\left(-\frac{\pi^2}{10}\right) C U_1 \left(\frac{\pi^2}{10}\right)_{12},$$

where $R_z$ is the rotation operator about Z-axis (see Figure 4). The potential operator $\hat{P}$ prepared by $H U_\lambda(0, \phi = \frac{\pi}{2}, \lambda = \frac{\pi}{2}) H$ operator is applied on the qubit $|0\rangle$ in case of multi well potential. Similarly, the controlled phase gates used here are directly applied using the codes available in Qiskit.

The tunneling of particle in a double well potential ($v = 0$) [76] is shown in Figure 8. [34] The wells are located at $|0\rangle$ and $|1\rangle$ states. At time, $t = 0$, the particle is located at $|00\rangle$ state, as time evolves we can observe the probability distribution of the particle spreads to the state $|01\rangle$. Notably, it can be observed that after six time steps, the particle has some non-zero probability to be found at classically forbidden region $|10\rangle$ and $|11\rangle$. Which clearly confirms the tunneling of particle through the potential barrier [84, 85]. We perform this.

In Figure 7, we illustrate the tunneling phenomena of a single particle [11] in a finite length step well potential of $v = 50$. The potential barriers are situated at $|10\rangle$ and $|11\rangle$ states. At time, $t = 0$, the particle is located at $|00\rangle$ state, as time evolves we can observe the probability distribution of the particle spreads to the state $|01\rangle$. [7] The theoretical and experimental density matrix elements for the initial state of the particle $|0\rangle$ and the final state after six time steps are depicted in Figure 8. The experimental fidelity [78–83] for the initial state is 96.79% and for the final state after six time step is 93.83%.

The tunneling of particle in a double well potential ($v = 0$) [76] is shown in Figure 8. [34] The wells are located at $|01\rangle$ and $|11\rangle$ states and the barriers are at $|00\rangle$ and $|10\rangle$ states. At time $t = 0$, the particle is confined in the potential well situated at $|01\rangle$ state, as the time evolves we can clearly observe the tunneling of particle from the potential well located at $|01\rangle$ state to the well at $|11\rangle$ state. [7] The theoretical and experimental density matrix elements for the initial state of the particle and after six time-steps in a double well potential are depicted in Figure 7. Both from the theoretical and experimental data shown in Figure 8, it is observed that the particle oscillates between the two wells which signifies tunneling through the potential barriers [86, 87] at the other two places. To compare the results obtained from the quantum processor “IBM Q 14 Melbourne”, “ibmqx4”, “ibmqx2” and ideal simulators, we perform quantum state tomography [88–90].

To perform the experiment, we choose the number of shots to be 8192. The average fidelity [91, 92] for the initial state $|0\rangle$ is 93.72%, and for the final state after six time step is
51.8%. Here the fidelity is calculated by

$$F(\rho, \sigma) = \left| \text{Tr} \sqrt{\rho \sigma \sqrt{\rho}} \right|^2.$$  \hspace{1cm} (21)

Here, $\sigma$ represents density matrix obtained by ideal simulation, that is using Qiskit, and $\rho$ represents density matrix obtained by digital simulation that is using IBM Q 14 Melbourne, ibmqx4 and ibmqx2 respectively. The variation of fidelity as a function of time steps for different devices are shown in Figure 9.

Figure 10 shows the tunneling of the particle in a multi well potential implemented on the “IBM Q QASM simulator”. The wells are situated at $|00\rangle$, $|01\rangle$, $|10\rangle$ and $|11\rangle$ states. At different time steps, the tunneling of the particle through all the potential barriers is observed. After 10 time steps, the particle is most likely to be found at $|01\rangle$ state.

V. DISCUSSIONS AND CONCLUSION

One of the major applications of a quantum computer in the near future is to simulate complex quantum systems. Here we have experimentally demonstrated the quantum tunneling phenomena of a single particle in a step potential, double-well potential, and multi-well potential. We have designed the equivalent quantum circuit for the time evolution of the given system in the real quantum processors “ibmqx4”, “ib-
FIG. 8. Cases (a) and (b) represent theoretical and experimental density matrix elements for the initial state of the particle in a double well potential. Cases (c) and (d) represent theoretical and experimental density matrix elements after six time steps.

FIG. 9. The graph shows the variation of fidelity for the evolution of a particle in double-well potential as a function of time steps for different devices.

mqx2”, and “IBM Q 14 Melbourne” [17, 29]. We have illustrated the tunneling process by running the quantum circuit for six time-steps in two-qubit cases and ten time-steps in three-qubit cases. Here we used one single-qubit gate operation per step for implementing the potential barriers, which drastically reduces the circuit depth while simulating the system over a long time. After comparing the ideal and experimental results, it is concluded that the tunneling process has been properly carried out with IBM’s quantum processors. The average fidelities for the two-qubit system are found to be reduced from nearly 94% (at \( t = 0 \)) to 52% after six-time steps. The reason for the reduced fidelity is due to the application of a large number of two-qubit gates and the limited coherence time. Future work could include a detailed study of the tunneling process by considering more qubits for higher spatial resolution and simulation of the dynamics by considering more time steps for higher temporal resolution. The basic circuit mechanism used here for demonstrating quantum tunneling can be extended to observe quantum tunneling of multi-particle systems in different shaped potential wells. In the near future, it might be possible to realize the dynamics of complex quantum systems on a quantum computer with high coherence time, high-fidelity gate operation, and lower readout error. We note that the IBM quantum computers that we used are capable of observing the fundamental and interesting quantum phenomenon of tunneling in a small qubit system. Though the particle evolves in continuous space, we have approximated this by considering the particle evolution in discrete space and demonstrated the phenomenon of quantum tunneling on noisy quantum com-
computer and its future promising applications in the field of quantum simulations. The python codes for all the simulations are available on GitHub [93].

In conclusion, we demonstrate the quantum tunneling of a single particle in various types of potentials like step-well, double-well, and multi-well potentials by means of digital quantum simulation. We used two and three-qubit systems to perform and showcase our work. The quantum tunneling phenomenon can be demonstrated for multi-particle systems as well as for different types of potentials by using this simulation technique. One can probe the quantum to classical transition [94, 95] in a double-well potential in this approach and extend for more qubit systems as well.
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