An Integrated Algorithm for Dimension Reduction and Classification Applied to Microarray Data of Neuromuscular Dystrophies
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Abstract

Background/Objectives: Microarray technology allows the neuromuscular dystrophy to be predicted using gene expression patterns. Microarray gene expression data suffer from curse of high dimensionality i.e. tens of thousands of genes and few samples. So, it is necessitate reducing the dimension for accurate diagnosis. Methods/Statistical Analysis: Firstly, five-fold cross validation technique is applied to generate random results. Two feature selection techniques i.e. t-test and entropy are employed to select the genes. K-nearest neighbor and linear support vector machine are deployed for classification of diseased samples with the help of ranked genes. The performance of these integrated techniques is tested on the microarray dataset of neuromuscular dystrophies i.e. Juvenile Dermatomyositis (JDM) and Fascioscapulohumeral Muscular Dystrophy (FSHD). Findings: Effective disease specific genes are selected from thousand of genes. The value of various performance measures shows that the integration of entropy with k-nearest neighbor has outperformed on both datasets. It has given 89.47% accuracy on JDM dataset and 100% accuracy on FSHD dataset. The integration of these methods is first time application on these two diseases datasets. It can be applied on other neuromuscular disorder datasets as well.
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1. Introduction

Microarray technology is used to monitor the genome wide expression level of genes in a given organism. They provide us a way to obtain expression level of thousands of genes simultaneously under a particular condition1. In microarrays, gene expression matrix is formed where each row represents a gene and each column represents the expression level of genes in a sample. The value in gene expression matrix signifies the expression value of a gene in a sample. These days, microarrays are used to diagnose the diseases using gene expression values1.

The Gene Expression Value (GEV) generated using microarrays can be used to classify the muscular dystrophies. Each type of muscular dystrophy is formed due to an error in a specific gene associated with its muscle function. It is very difficult to classify the muscular dystrophy because the traditional methods only tells us that the person is suffering from neuromuscular disorders but they are deficient in telling us the kind/type of neuromuscular dystrophy. So, the neurologist always prefers the genetic diagnosis. The genetic diagnosis is performed by taking a blood sample from patient and experiment it on microarrays. The microarrays generate the data which is used further for diagnosis.

*Author for correspondence
The classification of muscular dystrophies using the microarray data is a bit challenging because of two reasons. Firstly, the microarray data is high dimensional as it contains a large number of genes i.e. tens of thousands of genes. Secondly, it contains very less samples i.e. a very few number of patients. As only a few genes are related to the diseases, rest other genes are noisy\(^1\). So, in order to do the proper diagnosis to get the accurate diagnosis results, we need to reduce the dimension to eliminate the noisy genes.

For the classification, dimensionality reduction techniques reduce noise in the data which minimizes redundancy and maximizes relevance\(^2\). These techniques increase the classification accuracy as the uninformative and redundant genes are removed in the feature selection phase. The dimensionality reduction techniques are classified into two main categories namely feature selection and feature extraction\(^2\). The feature selection techniques select a small subset of features from large dataset whereas feature extraction techniques transform features into a lower dimensional feature space.

Earlier, a number of techniques have been applied for feature selection on microarray datasets for classification of cancers but almost negligible work has been done on the genetic diagnosis of muscular dystrophies. The various ranking and selection techniques used for feature selection are t-test\(^3\)–7, chi-square test\(^8\), signal to noise ratio\(^9,10\), family wise error rate\(^11\), F-Score\(^12\) and ANOVA\(^13,14\). The various feature reduction methods namely PCA, t-test, class seperability measure and Fisher ratio are used for cancer classification\(^3\). The use of mutual information and statistical measures for feature selection for classification of four dataset using naive Bayes and SVM is shown\(^15\). Data mining techniques are also used for classification of neurodegenerative diseases\(^16\).

In the present paper, we use two feature selection techniques i.e. t-test and entropy and two classification algorithms i.e. K-Nearest Neighbor (K-NN) and linear Support Vector Machine (SVM) for the diagnosis of neuromuscular dystrophy. Two microarray datasets of neuromuscular dystrophies i.e. Juvenile Dermatomyositis (JDM) and Facioscapulohumeral Muscular Dystrophy (FSHD) is used for employing the integration of these techniques. The results show that the integration of entropy with K-NN has shown better performance in both cases.

JDM is an autoimmune disease which generally affects children. It usually affects 3000-5000 children in United States each year. It is a genetic disease which tends to run in the families of patients. In this, the muscle weakness may results in dysphonia, fatigue, weight loss, clumsiness and other issues. FSHD is an autosomal dominant neuromuscular dystrophy. The muscle weakness mostly occurs in the muscles of face, shoulder, arms and stomach. As such, there is no cure for these diseases. But a proper and accurate diagnosis of the disease could help the patient in many ways.

The paper is structured as follows: In section 2, we describe the different gene selection and classification methods used in the paper. In section 3, we describe the two datasets taken for the application of integrated algorithms and compare the results of these algorithms using various performance measures. Conclusion is given in section 4.

## 2. Methods

Classification is the process of identification of categories of test observations (unseen data) on the basis of the training observations (seen data). Feature selection for classification selects the subset of highly discriminative features from training data. The overall framework used in the present paper is shown in Figure 1. The division of data into training set and test set and to generate the unbiased results, five-fold cross validation strategy is used. Cross validation is a technique used to divide the data into two segments in which one segment is used to train the model and the other segment is used to evaluate or validate the model. In five-fold cross validation strategy, every time test dataset contains only one set while training dataset contain remaining four sets. Two gene selection techniques namely t-test and entropy are used on the training set. Two classification techniques K-NN and linear SVM are applied to classify the data. The performance of integrated algorithm is evaluated using various performance measures. These are accuracy, sensitivity, specificity, Positive Predicted Value (PPV) and Negative Predicted Value (NPV).

### 2.1 Gene Selection Methods

#### 2.1.1 T-Test

To rank and select the genes, firstly t-test is applied. The procedure for calculating p-value using t-test is: Calculate the Mean (M) of the GEV of the diseased samples for the first gene. Calculate the M of GEV of the non-diseased or
2.1.2 Entropy

Entropy is a measure of difference between two probability distributions\(^7\). Suppose the probability functions of two discrete distributions A and B are \(A_k\) and \(B_k\) respectively. Then the information divergence or relative entropy or Kullback-Leibler divergence distance of A with respect to B is given in Equation 2

\[
e = \sum_k A_k \log B_k
\]  

(2)

The relative entropy of all the genes is calculated and genes are arranged in descending order of their value. From them, top 500 genes are selected and are used for classification using K-NN and linear SVM.

2.2 Classification Methods

2.2.1 K- Nearest Neighbor

K-NN is a lazy\(^8\) and supervised learning technique. It is a non-parametric method which can be used for both classification and regression\(^9\). The input to the algorithm is given in the form of vectors as a training set with their selectors which must reside in the memory at the run time. So, during training, the inputs with their selectors are just stored in the memory. During classification or testing, any unlabeled/unseen vector is classified by assigning the selector which is for the most part used among the k training samples nearest to that unseen vector. That is why it is called memory-based classification.

In the present work, the cosine distance function is used and the value of k is chosen to be 5.

2.2.2 Support Vector Machine

SVM was invented in 1963 by Vladimir N. Vapnik and Alexey Ya. Chervonenkis. It is a supervised learning model used to discover informative patterns, classification and regression tasks. In a high-dimensional space, SVM constructs a set of hyperplanes which classifies the data into different classes. A hyperplane is a line through the origin which satisfies the Equation 3

\[
(z, y) = 0
\]

(3)

It is responsible for dividing the space into two halves as per the sign of f(x). There will be infinite number of hyper planes which proves the inequalities. But the optimal hyper plane will be that one hyper plane which accurately classifies training data with a large margin as
well as the test data which are unseen by the classifier at the time of training. From a set of hyper planes, the best hyper plane is chosen which neatly separates the data into different classes and the distance between the hyper plane and the classes can be maximized. Support vectors are the data points which lie nearest to the decision surface. SVM tries to maximize the margin between the separating hyper planes. In a linear classification task, each feature belonging to one of the either classes, SVM builds a model which separates the new data into their respective class. In the present paper, we have used linear kernel SVM. The linear SVM classifier is defined as the inner product between two vectors is given in Equation 4

\[ \langle z, y \rangle = \sum_{j=1}^{M} z_j y_j \]  

The decision function \( f(y) \) decides how to classify the data and assigns a score for the input \( y \). The decision function for linear classifier is of the form

\[ f(y) = \langle z, y \rangle + b \]  

where \( z \) is the weight vector and \( b \) is the bias. It should satisfy the following set of inequalities:

\[ f(x) = \begin{cases} > 0, & y_j \in c_1 \\ < 0, & y_j \in c_2 \end{cases} \]  

3. Results and Comparisons

The proposed integrated algorithms are evaluated on Juvenile Dermatomyositis (JDM) and Fascioscapulohumeral Muscular Dystrophy (FSHD) datasets. The dataset are downloaded from Gene Expression Omnibus (GEO) under experiment E-GEOD-3307 – Transcriptional profiling by array of 12 human muscle diseases\(^{20}\). The experiment was done on platform Affymetrix Human Gene 1.0 ST Array [transcript (gene) version].

3.1 Juvenile Dermatomyositis

The JDM dataset contains the GEV of human skeletal muscles. The microarray data contains the expression level of 22,645 genes and involves 21 samples which are affected by JDM and 18 healthy samples (not affected by JDM). We conduct five-fold cross validation experiments on the dataset, 34-35 training samples and 5-4 test samples in every run. We compare the performance measures of above mentioned integrated algorithms. These are t-test – linear SVM, t-test – K-NN, entropy – linear SVM and entropy – K-NN on JDM and FSHD datasets. Table 1 and Figure 2 illustrate the results of the integrations t-test – linear SVM and t-test – K-NN. We observe that the classifiers do not result same after ranking and selecting the genes using t-test. The integration t-test – K-NN is found to be more efficient as it is giving 100% accuracy in training dataset and 89.74% accuracy in test dataset.

We have shown the results of other integrated algorithms namely entropy – linear SVM and entropy – K-NN in Table 2 and Figure 3. Here also, the classifiers have shown different performance after ranking and selecting the genes using entropy. The classifier K-NN has shown the superior performance than linear SVM. It has given 100% performance measures in training dataset and better accuracy i.e. 92.31% in test dataset as compared to the previous integrated algorithm.

![Figure 2. Integration of t-test – linear SVM and t-test – k-NN on JDM.](image)

Table 1. Performance measures of integration of t-test – linear SVM and t-test – k-NN on JDM

| Classification Technique | Data | Accuracy | Sensitivity | Specificity | PPV | NPV |
|--------------------------|------|----------|-------------|-------------|-----|-----|
| Linear SVM               | Training | 78.87%  | 78.95%      | 78.79%      | 81.80% | 76.47% |
|                          | Test   | 74.36%  | 76.19%      | 72.22%      | 76.19% | 72.22% |
| K-NN                     | Training | 100%   | 100%        | 100%        | 100%  | 100% |
|                          | Test   | 89.74%  | 90.48%      | 88.89%      | 90.48% | 88.89% |
3.2 Fascioscapulohumeral Muscular Dystrophy

The FSHD dataset also contains the gene expression data of human skeletal muscles. It consists of total 32 samples in which 14 samples are affected by FSHD and 18 samples are healthy (not affected by FSHD). Here also, each sample contains 22,645 genes. In this also, we conduct 5 fold cross-validation experiments on the dataset i.e. 27-28 training samples vs. 5-4 test samples are used in every run. The performance of t-test – linear SVM, t-test – k-NN, entropy – linear SVM and entropy – k-NN on FSHD datasets is evaluated. Table 3, Figure 4, Table 4 and Figure 5 visualize the results of the integrations performed on FSHD dataset. Table 3 and Figure 4 show the performance measures of first two integrations t-test – linear SVM and t-test – k-NN on FSHD dataset.

Here also, the integrated algorithm t-test – k-NN has outperformed than t-test – linear SVM. The training dataset has given 100% in all the performance measures whereas the accuracy of test dataset is 84.38%. The best results on FSHD datasets were found when the entropy is integrated with k-NN. Like the previous integration, the training dataset has given 100% of all the performance measures and test dataset has given 96.88% accuracy.

Table 2. Performance measures of integration of entropy – linear SVM and entropy – k-NN on JDM

| Classification Technique | Data | Accuracy | Sensitivity | Specificity | PPV   | NPV   |
|--------------------------|------|----------|-------------|-------------|-------|-------|
| Linear SVM               | Training | 76.06%   | 86.84%      | 63.64%      | 73.33%| 80.77%|
|                          | Test    | 74.36%   | 88.10%      | 58.33%      | 71.15%| 80.77%|
| K-NN                     | Training | 100%     | 100%        | 100%        | 100%  | 100%  |
|                          | Test    | 92.31%   | 90.48%      | 94.44%      | 95%   | 89.47%|

Figure 3. Integration of entropy – linear SVM and entropy – k-NN on JDM.

Table 3. Performance measures of integration of t-test – linear SVM and t-test – k-NN on FSHD

| Classification Technique | Data | Accuracy | Sensitivity | Specificity | PPV   | NPV   |
|--------------------------|------|----------|-------------|-------------|-------|-------|
| Linear SVM               | Training | 72.41%   | 81.82%      | 60%         | 72.97%| 71.43%|
|                          | Test    | 68.75%   | 77.78%      | 57.14%      | 70%   | 66.67%|
| K-NN                     | Training | 100%     | 100%        | 100%        | 100%  | 100%  |
|                          | Test    | 84.38%   | 88.89%      | 78.57%      | 84.21%| 84.62%|

Figure 4. Integration of t-test – linear SVM and t-test – k-NN on FSHD.

Table 4. Performance measures of integration of entropy – linear SVM and entropy – k-NN on FSHD

| Classification Technique | Data | Accuracy | Sensitivity | Specificity | PPV   | NPV   |
|--------------------------|------|----------|-------------|-------------|-------|-------|
| Linear SVM               | Training | 81.03%   | 90.91%      | 68%         | 78.95%| 85%   |
|                          | Test    | 79.69%   | 91.67%      | 64.29%      | 76.74%| 85.71%|
| K-NN                     | Training | 100%     | 100%        | 100%        | 100%  | 100%  |
|                          | Test    | 96.88%   | 100%        | 92.86%      | 94.74%| 100%  |
4. Conclusion

For neuromuscular dystrophies, it is a complex task to find specific genes which assists in diagnosing the diseases. In the present paper, the proposed integrated algorithms select genes and classify the microarray data of Juvenile Dermatomyositis (JDM) and Fascioscapulohumeral Muscular Dystrophy (FSHD). The genes are ranked and selected using t-test and entropy which can successfully classify the gene expression values using K-Nearest Neighbor (K-NN) and linear Support Vector Machine (SVM). The integration of entropy with K-NN has given the best performance measures for gene selection and classification of both JDM and FSHD and it can also be applied for the diagnosis of other neuromuscular dystrophies using microarray data.
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