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ABSTRACT

Aim: Rapidly developing AI and machine learning (ML) technologies can expedite therapeutic development and in the time of current pandemic their merits are particularly in focus. The purpose of this study was to explore various ML approaches for molecular property prediction and illustrate their utility for identifying potential SARS-CoV-2 3CLpro inhibitors.

Materials and methods: We perform a series of drug discovery screenings based on supervised ML models operating in different ways on molecular representations, encompassing shallow learning methods based on fixed molecular fingerprints, Graph Convolutional Neural Network (Graph-CNN) with its self-learned molecular representations, as well as ML methods based on combining fixed and Graph-CNN learned representations.

Results: Results of our ML models are compared both with respect to the aggregated predictive performance in terms of ROC-AUC based on the scaffold splits, as well as on the granular level of individual predictions, corresponding to the top ranked repurposing candidates. This comparison reveals both certain characteristic homogeneity regarding chemical and pharmacological classification, with a prevalence of sulfonamides and anticancer drugs, as well as identifies novel groups of potential drug candidates against COVID-19.

Conclusions: A series of ML approaches for molecular property prediction enables drug discovery screenings, illustrating the utility for COVID-19. We show that the obtained results correspond well with the already published research on COVID-19 treatment, as well as provide novel insights on potential antiviral characteristics inferred from in vitro data.

1. Introduction

Among various techniques from the fields of artificial intelligence (AI) and machine learning (ML), the applications to the problem of molecular property prediction are of central significance for the drug discovery process, starting from the early screening phase in which potential promising drug candidates can be identified [1]. In the current urgent need to fight the global COVID-19 pandemic the merits of AI and ML are particularly in focus [2–10], taking into account that in silico results are still subject to additional in vitro and in vivo experiments and further clinical trials to ensure their safety and efficacy [11].

The current pandemic crisis is caused by a novel coronavirus, named severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), that emerged in 2019 in Wuhan, China and rapidly turned out to be a life-threatening pathogen. On March 11, 2020, the World Health Organisation declared COVID-19 a pandemic, leading to nearly 100 million COVID-19 cases and over 2 million deaths till the moment of writing this article [12,13]. The novel pathogen belongs to the family Coronaviridae and it is an enveloped virus with a positivesense, single-stranded RNA genome. SARS-CoV-2 belongs to the genus Betacoronavirus, together with SARS-CoV-1 [14] and both are zoonotic pathogens that have caused fatal epidemics or pandemics after entering the human population. For these highly pathogenic viruses pharmacotherapeutic interventions are still needed to be improved [15].
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Drug repurposing, or repositioning, defined as finding alternative indications for approved or investigational drugs outside their primary registration, could be a possible way to overcome the time limitation of research and development needed to design a new drug. Repurposed drugs have lower risk of failure and require lower investments compared to de novo drug development, [16], which has a very low success rate, reaching about 6.2% [1,17] while taking typically 12 to 15 years [18].

The purpose of our study was to identify the best repurposing candidates among the Food and Drug Administration (FDA) approved drugs, based on their predicted antiviral activity against SARS-CoV-2. To this end we have trained supervised machine learning models based on data from a large crystallographic fragment screen against SARS-CoV-2 3CL protease (3CLpro). The 3CLpro of SARS-CoV-2 known as the main protease is an enzyme which has essential role in processing the polyproteins that are translated from the viral RNA. The 3CLpro operates at no fewer than 11 cleavage sites on the large polyprotein 1ab (replicase 1ab) and inhibition of the activity of this enzyme blocks viral replication. The big advantage of the supposed inhibitors is that such molecules are unlikely to be toxic, as no human proteases with a similar cleavage specificity are known [19].

Similar studies in the context of in silico AI and ML applications for identifying drug candidates for the treatment of COVID-19 have been reported in the literature, based on different ML approaches, as well as different training datasets and molecular representation methods. Kowalewski et al. [20] used shallow learners (random forest and SVM) trained on data for 65 target human proteins known to interact with the SARS-CoV-2 proteins, including the ACE2 receptor, and showed volatile candidates as novel inhaled therapeutics. Beck et al. [6] applied a deep learning-based drug-target interaction model (Molecule Transformer-Drug Target Interaction) pre-trained on the Drug Target Common (DTC) database and BindingDB database (with manual curations) and predicted antiviral properties among known antiviral drugs in order to identify the most promising anti-SARS-CoV-2 candidates. Ke et al. [4] utilized a deep neural network model trained on two different databases, one of them including in particular next to SARS-CoV active drugs also drugs active against human immunodeficiency virus and influenza virus and indicated the best drug candidates after confirming their activity against a feline infectious peritonitis (FIP) virus. The results obtained in comparable in silico approaches show repurposing candidates from very diverse pharmacological groups, including, among others, antibiotics, antivirals, painkillers, diuretics, antihistamines, drugs acting on respiratory tract, circulatory and cardio-vascular systems as well as anti-cancer drugs [20,6,4,21,5].

The main contribution of our study is twofold. Firstly, we explore various ML approaches, operating in different ways on molecular representations, encompassing:

- Shallow learning methods based on fixed molecular fingerprints,
- Graph Convolutional Neural Network (Graph-CNN) model with its self-learned molecular representations,
- ML methods based on combining fixed and Graph-CNN learned molecular representations.

Secondly, we describe a series of drug discovery screenings based on these approaches, and illustrate their utility for identifying novel groups of potential drug candidates against COVID-19. We show that the obtained results both correspond well with the already published results on COVID-19 treatment, as well provide novel insights on potential antiviral characteristics inferred from in vitro data obtained using crystallography techniques. An illustrative overview of the considered ML enabled screening pipelines is given in Fig. 1.

2. Materials and methods

2.1. Datasets

The dataset used to train our models consists of molecular samples from the fragments screened for binding with SARS-CoV-2 3CL protease (3CLpro) using crystallography techniques. Data is sourced from the Diamond Light Source group [22] and deposited in the Protein Data Bank, with appropriate protocols and experimental details. Data was released on the 18th March, 2020, and contained ~880 samples, thereof 78 hits, 58 on the active site and 39 which are covalently bound [23-25]. The screening was based on the crystal structure of 3CLpro at 2.16 Å in complex with a covalent inhibitor [26]. This structure of the SARS-CoV-2 3CLpro at high resolution (PDB ID: 6YB7) was used to conduct a large crystallographic fragment screen against it. The full length protein was cloned as described in [27] for the SARS main protease, which yielded crystals of the unliganded enzyme that diffracted to high resolution (1.25 Å) on beamline 104-1, in a different space group to the inhibitor complex. The structure was then determined and refined, the active site was empty and solvent accessible, building a setup for screening, including fragment-based drug discovery (XChem), where small chemical fragments can be soaked into drug targets, leading to release of set of 80 hit structures which were fully modelled and refined [28]. Due to the fact that SARS-CoV-2 3CLpro is an integral component in the viral replication process the considered dataset composes to our knowledge the largest and most actual currently available sample of this type, on which a ML model can be trained to provide predictions for inferring the antiviral activity against SARS-CoV-2. Compounds that inhibit SARS-CoV-2 3CLpro are tagged as active (antiviral activity is positive). The obtained combined predictions offer structural and reactivity information for on-going structure-based drug design against

![Fig. 1. A schematic illustration of the utilized machine learning enabled screening pipelines based on fixed molecular fingerprints and Graph-CNN neural representations.](image-url)
SARS-CoV-2 3CLpro [28].

For a screening set of candidate molecules, among which the best repurposing candidates are identified based on their predicted inhibiting potential against SARS-CoV-2, we employed the FDA set of all approved drugs [29]. The set of FDA approved drugs is an important resource for medical practice and consists of compounds that are safe and efficacious drug products, approved by the FDA for use in the USA [30].

2.2. Machine Learning Task

In this study we consider supervised ML approaches applied to the task of molecular property prediction [31] based on a training set given as a set of pairs \( (x_i, y_i) : i = 1, \ldots, n \), where \( x_i \) is the representation of the molecular structure of the \( i \)-th compound, taken as the starting point for the learning algorithm, and \( y_i \) is its property or activity score, in our context binary label corresponding to the activity or inactivity of the compound.

2.3. Molecular representations

In general, two types of representations of the molecular structure \( x_i \) can be considered:

- Fixed molecular descriptors or fingerprints where \( x_i \in \mathbb{R}^p \) are non-negative count vectors or, more typically, \( x_i \in \{0,1\}^p \) are binary vectors representing the presence or absence of particular substructures (or other characteristics of the compound),

- Molecular graph encodings (such as SMILES [32,33]) \( x_i \), which, inspired by representation learning [34], are further jointly converted into fixed-length embeddings \( \bar{x}_i \in \mathbb{R}^d \) using sequence or graph models, most typically based on neural networks, yielding self-learned neural fingerprints or embeddings, jointly learned through back-propagation.

Accordingly, ML models operating on the fixed pre-computed molecular fingerprints are typically shallow learning methods, whereas deep neural networks are used for constructing the self-learned molecular representations. In general it remains an open research area to find out which of the two paradigms is superior for which task and for which characteristics of the underlying dataset [1,35].

2.4. Shallow learning on fixed representations

Based on fixed pre-computed molecular fingerprints providing representations of the molecular structures, shallow learning approaches apply further transformations. Fixed molecular fingerprints are typically either dictionary-based or hash-based. Whereas dictionary-based fingerprints rely on a predefined dictionary of substructures or features, hash-based approaches use hashing algorithms to combine large number of substructures into unique fingerprints. Depending on how the substructures are enumerated, the hash-based fingerprints can be further divided into topological or path-based and circular fingerprints. We use in our experiments the following methods: i) dictionary-based MACCS keys [36], ii) hashed path-based RDKit’s implementation inspired by the Daylight fingerprint [37] and iii) hashed circular fingerprints generated using a variant of the Morgan algorithm [38].

We include in our study the current state-of-the-art shallow learners such as decision tree ensembles and SVMs and compare them with regularized logistic regression.

2.4.1. Regularized Logistic Regression

Logistic regression (LogReg) model [39] involves modeling the conditional distribution of the response given the predictors \( p(y|x) \) using the logistic function. For the two-class classification problem coded via \( y \in \{-1,1\} \) the logistic regression model is of the form \( p(y = 1|x) = \frac{e^{\beta_0 + \beta^T x}}{1 + e^{\beta_0 + \beta^T x}} \), where \( \beta \) are unknown parameters. A regularized logistic regression with L2 penalty is fitted by minimizing the following cost function

\[
\min_{\beta_0, \beta} \frac{1}{2} \beta^T \beta + C \sum_{i=1}^{n} \left[ \log(1 + e^{-y_i (\beta_0 + \beta^T x_i)}) + 1 \right],
\]

where \( C > 0 \) is a hyper-parameter corresponding to the inverse of the regularization strength.

2.4.2. Support Vector Machine (SVM)

Support vector machine (SVM) [40,39] is a kernel-based classification method attempting to identify an optimal decision boundary between the observations belonging to two categories. Decision boundaries are found by mapping the training data \( x \) to a high-dimensional version \( \varphi(x) \), where \( \varphi \) is a mapping (called the feature map) from the input space into some Hilbert space \( \mathcal{F} \), called the feature space. The SVM algorithm finds in the feature space \( \mathcal{F} \) a decision boundary as a linear hyperplane with the maximal margin, where the margin maximization problem can be conveniently reformulated as the following convex optimization problem

\[
\min_{\alpha \in \mathbb{R}^n} \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j y_i y_j \varphi(x_i)^T \varphi(x_j) + C \sum_{i=1}^{n} \alpha_i,
\]

with \( f(x) = \alpha_0 + \sum_{i=1}^{n} \alpha_i \varphi(x_i) \), where \( y_i \in \{-1,1\} \). \( \mathbf{K} \) is the matrix of kernel evaluations for all pairs of training points and \( \lambda = \frac{1}{C} \) with a tuning parameter \( C > 0 \) controlling the cost of violation to the separation margin. Given the solutions \( \alpha_0 \) and \( \mathbf{a} \) the decision function is given by

\[
\text{sign}(f(x)) = \text{sign}(\alpha_0 + \sum_{i=1}^{n} \alpha_i \varphi(x_i)).
\]
2.5. Graph Convolutional Neural Network (Graph-CNN)

A Graph Convolutional Neural Network (Graph-CNN) operates on graph data, where nodes represent atoms, edges represent bonds, and the process of jointly encoding the molecular substructures and aggregating or pooling the information into fixed-length embeddings is similar to the one used in Convolutional Neural Networks (CNNs). Similarly as in case of CNNs, layers that come earlier in the Graph-CNN model extract low-level generic features (representing molecular substructures) and layers that are higher up extract higher-level, more abstract features (representing more elaborate substructures) towards the Graph-CNN predictive objective. For non-Euclidean data, such as graph data, defining the operations of convolution or pooling is not straightforward or even possible and Graph Neural Networks (GNNs) are a deep learning approach for addressing these difficulties [42,43].

A unifying framework for Graph-CNNs, generalizing several GNNs and CNNs approaches, proposed by Google research scientists in [44], are so called Message Passing Neural Networks (MPNNs). An MPNN operates on an undirected graph $G$ with features $x_v$ representing the vth node (atom) and $e_{vw}$ representing the edge (bond) between nodes $v$ and $w$ and the forward pass consists of two phases: a message passing phase consisting of $T$ steps (convolutions) creating the molecular representations (self-learned fingerprints) and a readout phase using the final representations for making predictions. The message passing phase is initiated by mapping atom features $x_v$ to another set of vectors $h_v^0$ termed hidden states. In the $t$th step a message $m_{vw}^{t+1}$ is created according to

$$m_{vw}^{t+1} = \sum_{k \in N(v)} M_k(h_v^k, e_{vw}),$$

where $N(v)$ is the set of neighbors of $v$ in graph $G$ and $M_k$ is a message function, and used further for updating the hidden states by $h_v^{t+1} = U_t(h_v^t, m_{vw}^{t+1}),$

where $U_t$ is a vertex update function. The readout phase uses a readout function $R$ to map the final hidden states representing the molecule to the final output of the neural network

$$\hat{y} = R(h_v^T : v \in G).$$

We adopt the directed version of MPNN [45] with the implementation used in [46], where edge (bond) based hidden states $h_{vw}$ and messages $m_{vw}$ are used rather than the node (atom) based states $h_v$ and messages $m_v$ counterparts, as illustrated in Fig. 2. Hidden states are initialized with $h_v^0 = ReLU(W_0[x_v, e_{vw}]),$

where $ReLU$ is the rectifier activation function, $W_0 \in \mathbb{R}^{h_b \times h}$ is a weight matrix and $[x_v, e_{vw}] \in \mathbb{R}^{h_b}$ is the concatenation of the atom features $x_v$ and bond features $e_{vw}$. The message passing update equation is taken as

$$m_{vw}^{t+1} = \sum_{k \in N(v)} M_k(x_v, x_w, h_v^k) = \sum_{k \in N(v)} h_v^k,$$

and the hidden state updates are calculated using the same function at each step $t$ according to $h_v^{t+1} = U_t(h_v^t, m_{vw}^{t+1}) = U(h_v^t, W_a m_{vw}^{t+1}),$

where $W_a \in \mathbb{R}^{h_b \times h}$ is a weight matrix. After the final convolution step $T$, the final representation of the $v$th atom of the molecule is calculated as $h_v = ReLU(W[m_v, h_{aux}]),$

where $m_v = \sum_{k \in N(v)} h_v^k$ and $W \in \mathbb{R}^{h_b \times h}$ is a weight matrix with $h$ such that $[x_v, m_v] \in \mathbb{R}^{h_b}$. In the readout phase, the final hidden states $h_v$ representing the molecule are summed to produce a single embedding vector for the molecule $h = \sum_{v \in G} h_v$, and the predictions are generated via $\hat{y} = f(h)$, where $f$ is a feed-forward neural network. After calculating the predictions, the loss function is computed over a batch of molecules based on model predictions and the ground truth values. The gradients of the loss with respect to the network weights is calculated by means of back-propagation and used by the optimizer to iteratively update the weights.

2.6. Combining fixed and Graph-CNN learned representations

This section provides a description of considered approaches for combining fixed representations (fingerprints) and self-learned representations based on the Graph-CNN model.

2.6.1. Graph-CNN enhanced with additional molecular features

Graph-CNN approach described in 2.5 can be further extended by adding additional, auxiliary molecular features in order to enhance the self-learned representations. To this end the self-learned representations $h$ is concatenated with the additional features vector $h_{aux}$ in the readout phase and the predictions are generated via

$$\hat{y} = f([h, h_{aux}]),$$

where $f$ is a feed-forward neural network.

2.6.2. Shallow learners enhanced with Graph-CNN self-learned neural embeddings

As another alternative for combining fixed pre-computed molecular fingerprints and self-learned molecular representations we consider regularized logistic regression and GBT models described in 2.4.1 and 2.4.3 trained on the concatenation of feature vectors $[x, h]$, where $x$ are pre-computed fingerprints and $h$ are the neural embeddings extracted from Graph-CNN readout phase as sum over the the atom embeddings of the molecule $h = \sum_{v \in G} h_v$, as described in Section 2.5.

2.6.3. Stacking ensemble of Graph-CNN and shallow learners

Stacking ensemble (sometimes called stacked generalization) [49] is a technique for combining multiple different learning algorithms, referred to as base models, by training a new learning algorithm on the predictions generated by the base models. The base-models are sometimes also called level-0 models and the new model combining their predictions is referred to as the meta-model or level-1 model. We employ the following basic stacking algorithm using 2-fold cross-validation:

1. Split the train set in two parts,
2. Train each of the base-models on the first part of the train set and generate predictions for the second part,
3. Train each of the base-models on the second part of the train set and generate predictions for the first part,
4. Use out-of-sample predictions from steps 2 and 3 to train the meta-model.

5. Re-train each of the base models on the full train set for generating predictions for the held-out test set.

As we aim at building a model combining fixed molecular representations with neural self-learned representations we consider two pairs of base learners: i) LogReg and Graph-CNN, and ii) GBT and Graph-CNN. The first pair represents a stacking of Graph-CNN with arguably the simplest shallow learner and the latter a stacking of state-of-the-art shallow classifier with Graph-CNN. As a meta-model we employ a logistic regression model.

2.7. Model training setups

All utilized fingerprints are calculated using the Python’s API to the RDKit library. Our shallow learning pipelines are based on scikit-learn Python library [50]. Regularized logistic regression is implemented using scikit-learn’s LogisticRegressionCV using the quasi-Newton lbfgs optimizer. SVM is implemented using scikit-learn’s SVC classifier with Gaussian radial basis function (RBF) kernel. The GBT implementation is based on the scikit-learn wrapper interface for XGBoost [41]. The hyper-parameter tuning for the shallow learners was performed with the grid-search method, using 5-fold and 10-fold stratified cross-validation, resulting in a nested cross-validation setup. The Graph-CNN model is based on Chemprop’s implementation using PyTorch, described in [46], including the same initialization of the feature vectors (for atoms: atomic number, number of bonds, formal charge, chirality, number of bonded hydrogen atoms, hybridization, aromaticity, atomic mass; for bonds: bond type, conjugation, ring membership and stereochemistry features). For performing stochastic gradient-based optimization in the training stage the Adam algorithm [51] was used and adjustments of the learning rate were performed using the Noam scheduler with piecewise linear increase and exponential decay, inspired by [52]. During training, the model was evaluated with respect to AUC on a holdout validation set containing 10% of the training molecules and the early stopping technique was employed. Hyper-parameters of Graph-CNN were tuned via Bayesian optimization method utilizing Hyperopt Python library, using the implementation described in [46].

2.8. Evaluation Method

The quality of the classifier outputs is assessed using Receiver Operating Characteristic curve-Area Under the Curve (ROC-AUC) as the primary metric. Performance evaluation is based on repeated random sub-sampling cross-validation using 10 randomly seeded 80:20 scaffold splits of training and testing data. Comparing to commonly used random splits, the utilized scaffold splits offer a superior and more challenging evaluation setup, testing model’s ability to generalize to new chemical spaces, critical for drug repurposing applications [35]. The utilized scaffold splitting approach follows [53,35] and relies on partitioning of the molecular structures based on their Murcko scaffolds calculated using RDKit. In order to test the models’ capacity to generalize to new molecular structures based on the desired test set size and ensuring that the test set is not too homogeneous, partitions with molecule count that would exceed the half of the test set size are allocated to the train set. The remaining partitions are randomly allocated to the train and test sets, until the desired split ratio is achieved.

2.9. Generating Final Predictions

The final predictions of the antiviral activity of the FDA approved drugs are generated after re-training the models on the whole dataset and ranking the repurposing candidates based on their predicted probabilities of activity. To reduce the variability inherent in predictions due to stochastic nature of the algorithms, we build meta-ensembles consisting of 10 models, each trained with a different random seed. The final rank of each drug used for ordering the repurposing candidates is obtained by taking the median over the individual rankings from the meta-ensemble.

3. Results

As the ML methods employed in this study are divided into the classes of: i) shallow learning methods based on fixed molecular fingerprints, ii) Graph-CNN utilizing self-learned representations and iii) methods based on combining i) and ii), we begin with a summary of the results based on all ML approaches, followed by dedicated subsections providing more details.

3.1. Results summary

For shallow learning models we have compared the ROC-AUC
performance values under the evaluation scheme described in Section 2.8, based on all considered types of fingerprints listed in Section 2.4. We observe that 1024-bit circular fingerprints show the highest performance, as illustrated in Fig. 3, and hence we proceed in further experiments with this fixed fingerprint setup.

Different setups for Graph-CNN model compared in terms of ROC-AUC are shown in Fig. 4. First, we compared the default Graph-CNN with a version with tuned hyperparameters and additionally enforced equal number of active and inactive molecules in each batch (class balance). Then, we run experiments with ensembling 5 instances of the Graph-CNN model as well as versions with the following additional features, combined as described in Section 2.6.1: version with additional 200 RDKit features (following [46]), version with MACCS fingerprints as additional features and versions with 1024-bit and 2048-bit circular fingerprints as additional features. For generating final predictions using Graph-CNN we employ the version with tuned hyperparameters and class balance.

Comparing the performance of shallow learners to Graph-CNN and our methods based on combining fixed and Graph-CNN-learned representations we generally observe that after the above mentioned selection of fingerprint method, all models operate on roughly the same level of performance in terms of ROC-AUC, as shown in Fig. 5. However, although the aggregated performance in terms of ROC-AUC does not differ too much, we observe significant and interesting differences in characteristics on granular level of individual predictions, on which we comment further in the dedicated subsections below. The obtained ROC-AUC values for our base (non-combined) models are: LogReg 0.82 (±0.08), SVM 0.79 (±0.07), GBT 0.82 (±0.06), Graph-CNN 0.81 (±0.09). The corresponding ROC-AUC values for our final versions of combined models are: LogReg and GBT enhanced with Graph-CNN self-learned neural embeddings 0.82 (±0.08) and 0.79 (±0.06), respectively, and the stacking ensembles based on Graph-CNN and LogReg as well as Graph-CNN and GBT, both 0.82 (±0.07). The approach based on enhancing Graph-CNN with additional molecular features described in 2.6.1 was generally observed to result in somewhat lower (as well as more dispersed) average performance values with ROC-AUC ranging from 0.67 (±0.12) to 0.79 (±0.11), hence we drop this approach from the further analysis and proceed with approaches for combining Graph-CNN with fixed molecular embeddings described in Sections 2.6.2 and 2.6.3.

Generally, the predictions obtained by all considered models show certain characteristic homogeneity regarding both chemical and pharmacological classification, with prevalence of sulfonamides and anticancer drugs. Interestingly, based on all considered models, among the top 3 rank-ordered repurposing candidates for COVID-19, either sulfonamides or anticancer nitrogen mustard derivatives, or both, are identified.

Our top rank-ordered repurposing candidates obtained by LogReg, GBT and Graph-CNN models are provided in Tables 1–3, respectively. In particular, among repurposing candidates that were identified based on at least three ML approaches used in this study, are: famotidine and bosantan, which both belong to sulfonamide derivatives, as well as imatinib (benzamidines) and melphalan (alkylating nitrogen mustard), which both belong to anticancer drugs. Notably, the relationship of famotidine, bosantan and imatinib to the course of COVID-19 has been already discussed in the literature ([54]–[56]).

In the remainder of this section we report in more detail on the results obtained by the individual ML approaches.

3.2. Shallow learning on fixed representations

The results obtained with the LogReg model, listed in Table 1, show strong homogeneity in reference to both chemical and pharmacological classification, with predominant representation of sulfonamides and anticancer drugs. Moreover, LogReg identifies the three mentioned above drugs, already discussed in literature in the context of COVID-19: bosantan, famotidine, imatinib. In order to investigate further the characteristic chemical and pharmacological pattern that emerged in the predictions obtained by the LogReg model, we follow with the SVM model. The top rank-ordered predictions from the SVM model are also observed to be characterized by a certain dominance of sulfonamides and anticancer drugs, however to a lesser extent compared to the LogReg predictions. Moreover, apart from the already listed drugs identified by our models and already discussed in the literature in the context of COVID-19, additional drugs appearing both in our SVM results and already published studies are: rivaroxaban ([57,58] and sildenafl ([59]). In order to further verify the dominance of specific drug categories indicated by our shallow models, we proceed with the GBT results, shown in Table 2. Here, as deeper interaction effects between the molecular features are taken into account, we observe a greater chemical and pharmacological diversity among the obtained repurposing candidates for COVID-19. Beside the so far identified characteristic drug classes ([60], the novel pharmacological groups discovered by the GBT model consist of macrolide antibiotics representation including azithromycin, clarithromycin and erythromycin as well as by vorabarbast, a beta-lactamase inhibitor. Among drugs which are already discussed in the literature in the context of COVID-19 and identified additionally by the GBT model are melphalan (clinical trial), ibritinib ([60]), azithromycin, clarithromycin ([61]) as well as linacliptin, a dipetidyl peptidase 4 (DPP-4) inhibitor for the treatment of type II diabetes ([62]).

3.3. Graph-CNN

Drug indications obtained by the Graph-CNN are generally consistent with those obtained with our shallow models based on fixed fingerprints, both in terms of chemical and pharmacological classification, with strong representation of sulfonamides and anticancer drugs, as shown in Table 3. Among results obtained with the Graph-CNN model, which have been already discussed in the literature in reference to COVID-19 are melphalan (clinical trial) and famotidine ([54]). Interestingly, the novel repurposing candidates additionally indicated by the...
Graph-CNN model are 2-mercaptoethanesulfonic acid (coenzyme M) and thiosulfuric acid, which are both used together with anticancer drugs in order to reduce their toxicity.

3.4. Combining fixed and Graph-CNN self-learned representations

First, we report on the results based on LogReg and GBT models enhanced with Graph-CNN self-learned embeddings, as described in Section 2.6.2. These results remain generally consistent in terms of the prevalence of sulfonamides and anticancer drugs. Stacking ensembles combining Graph-CNN with the GBT and the LogReg models, respectively, as described in 2.6.3, give indications which are generally consistent with so far identified drug classes, encompassing sulfonamides and anticancer nitrogen mustard derivatives. Beside the common indications identified by both of considered stacking ensembles, including sulfadiazine, sulfasalazine, sulfanilamide, famotidine, belinostat and mafenide, both models add specific indications, which are consistent with previously found predictions referring to sulfonamides and anticancer drugs. These indications include: diclofenamide, chlorothiazide, hydrochlorothiazide, furosemide, carmustine, ifosfamide, chlorambucil, melphalan, cyclophosphamide and imatinib obtained by the stacking ensemble of Graph-CNN and LogReg models, as well as bosentan, bumetanide, lapatinib, estramustine, mitoxantrone and ibritinib, which are obtained with the stacking ensemble of Graph-CNN and GBT models.

An interesting observation based on the results from the combination of the Graph-CNN and GBT models in a stacking ensemble, is the identification of the following additional drugs, being either closely related to other similar derivatives with documented relation to COVID-19 outcome, or being explicitly discussed in this context: macitentan, an endothelin receptor antagonist, cytarabine, an antineoplastic anti-
metabolite and doxycycline, a tetracycline antibiotic [63,64].

4. Discussion

The SARS-CoV-2 pandemic requires a fast-track of drug development as the course of the disease in many cases is still unpredictable and constitutes a great challenge. One may suggest a deep analysis of currently available potential pharmacological agents through artificial intelligence-enabled screening of chemical space with particular emphasis on repurposing candidates. The FDA approved drugs constitute a good starting point in the context of repurposing officially approved and safe drugs against COVID-19 [10].

The preliminary comparative analysis of the results obtained in our study reveals existence of two major classes of drugs, sharing similarities both in terms of chemical and pharmacological classification, namely the class of anticancer drugs and the class of sulfonamides. These two families of drugs are identified already by the logistic regression model, being the simplest of the considered models. Although the considered more sophisticated models lead to roughly the same level of aggregated performance in terms of ROC-AUC, we observe interesting differences on the level of individual predictions. In particular, due to automatically taken into account deeper interactions between the molecular features, the GBT model is able to discover structures characterized by higher variety, for example a new representation of antibiotics, from the group of macrolides consisting of azithromycin, clarithromycin and erythromycin. The macrolide antibiotics are supposed to improve the course of viral infections, at least through indirect mechanisms including anti-inflammatory or immunomodulatory (or both) effects, however there is no clear evidence of clinical efficacy of macrolides in coronaviruses infections till now [61].

At the forefront of anticancer drugs, melphalan, ifosfamide, cyclophosphamide, Carmustine, estramustine, mechlorethamine (mustine) and chlorambucil, belonging to organic nitrogen compound or nitrogen mustard compounds were among the most commonly stated drugs in the majority of used by us models. Beside this group, also other anticancer drugs have been among the best indicated by our models, like diphenylethers (ibrutinib) and anthraquinones (mitoxantrone). A
Ibrutinib, a representative of novel anticancer drugs belonging to the ITK family of tyrosine kinases, has been suggested to be protective against pulmonary injury in case of COVID-19 [65] and effective administration of these two kinase inhibitors in a patient with concomitant chronic myelogenous leukemia and chronic lymphocytic leukemia has been already reported [70]. Hence, these reports, put together with our result, compose an interesting compilation, drawing attention to the properties of some anticancer drugs that could be of value in case of oncological patients suffering from COVID-19.

Next to anticancer drugs, the second class of drugs with the strongest representation among the best repurposing candidates indentified by our models are sulfonamide derivatives. Sulfonamides are a significant and valuable pharmacological class, with diuretic, hypoglycemic, anti-thyroid, antiviral as well as antibacterial and antiviral activity. Among sulfonamides indicated by our models, the following subgroups are represented: antibacterial agents, diuretics, dual endothelin receptor antagonist used in the treatment of pulmonary arterial hypertension (PAH), a competitive histamine-2 (H2) receptor antagonist, as well as novel anticancer drugs. This observation is interesting, since the structural patterns of sulfonamides have been already used as a strategy to develop sulfonamide antivirals [71]. Notably, an antiviral activity of several sulfonamide derivatives, both in vitro and in vivo, has been already reported [71,72].

Specific sulfonamide derivatives, most commonly identified by our models are: sulfadiazine, sulfasalazine, sulfanilamide, dichlorphenamide, chlorothiazide, hydrochlorothiazide and mafenide. Another important sulfonamide identified as top repurposing candidate is bosentan, a dual endothelin receptor antagonist, which is approved for the treatment of pulmonary arterial hypertension (PAH) in New York Heart Association functional classification (NYHA) II-IV and in scleroderma patients. The drug blocks the action of endothelin molecules that promote narrowing of the blood vessels and lead to high blood pressure. Bosentan was suggested to be a treatment candidate for COVID-19 in association with other approved drugs [55], thanks to its potential of improving hemodynamics and prevention of lung fibrosis by reducing profibrotic and proinflammatory cytokines, like IL-2, IL-6, IL-8 and IFN-γ levels.

Table 2
Top repurposing candidates based on the screening generated using the GBT model and fixed molecular fingerprint features. Next to IDs and drug names the corresponding compound classes and pharmacological classes are shown.

| ChEMBL ID | Drug Name | Compound class | Pharmacological class |
|-----------|-----------|----------------|-----------------------|
| CHEMBL852 | Melphalan  | nitrogen mustards | anticancer             |
| CHEMBL33986 | Butorphanol | phenanthrenes | analgesics             |
| CHEMBL515 | Chlorambucil | nitrogen mustards | anticancer             |
| CHEMBL1575 | Estramustine | nitrogen mustard | anticancer             |
| CHEMBL554 | Lapatinib | quinazolinamines | anticancer             |
| CHEMBL3317857 | Vaborbactam | oxaborine derivatives | beta-lactamase inhibitor |
| CHEMBL1873475 | Ibrutinib | diphenylethers | anticancer             |
| CHEMBL957 | Bosentan  | benzenesulfonamides | anti-pulmonary hypertension |
| CHEMBL2105395 | Osmepilene | stilbene | estrogen receptor modulator |
| CHEMBL21 | Sulfanilamide | aminobenzene sulfonamides | anti-inflammatory/antimicrobial |
| CHEMBL421 | Sulfasalazine | benzenesulfonamides | antimicrobial            |
| CHEMBL419 | Mafenide  | benzenesulfonamides | antimicrobial            |
| CHEMBL494753 | Estrone Sulfate | sulfated steroids | form of estrogen |
| CHEMBL439 | Sulfasalazine | aminobenzene sulfonamides | antimicrobial            |
| CHEMBL1118 | O-desmethylvenlafaxine | cyclohexanols | antidepressant          |
| CHEMBL659 | Galantamine | alkoloids | cholineresterase inhibitors |
| CHEMBL585 | Triamterene | pteridines | diuretic               |
| CHEMBL237500 | Linagliptin | xanthines | antidiabetics           |
| CHEMBL529 | Azithromycin | macrolides | macrolide antibiotic   |
| CHEMBL2388804 | Selenipag | aminosulfonyl compounds | anti-pulmonary hypertension |
| CHEMBL1072 | Benemid | benzenesulfonamides | diuretics              |
| CHEMBL560 | Pentazocine | benzonorphans | analgesics             |
| CHEMBL1741 | Clarithromycin | macrolides | macrolide antibiotic |
| CHEMBL1071 | Oxaprazin | oxazoles | NSAIID                 |
| CHEMBL562 | Levorphanol | morphinan | analgesic              |
| CHEMBL880 | Famicloclor | purines and purine derivatives | antivirals          |
| CHEMBL532 | Erythromycin | macrolides | macrolide antibiotic |
| CHEMBL836 | Tamulosin | benzenesulfonamides | adrenergic antagonist |

Moreover, it may have an additional potential of modulating T cells through targeting IL-2-inducible T-cell kinase (ITK), as being a (BTK)/ITK dual inhibitor. As it is known, that SARS-CoV-2 infection triggers lymphocyte apoptosis, which may be associated with the severity of the disease, targeting signaling pathways in T lymphocytes, especially those that preferentially regulate T cell apoptosis and exhaustion over activation, may be a potential strategy for treating patients with severe COVID-19 [65]. It is known, that patients with chronic lymphocytic leukemia treated with ibrutinib displayed an increase in total number of T cells, which may be due to the decrease in activation-induced cell death, which has been shown to be a result of the ITK signaling-mediated up-regulation of Fas ligand (FasL), which promotes activation-induced T cell death [68]. As ITK is highly expressed in T cells and regulates the activation and function of both CD4+ and CD8+ T cells, inhibition of this mechanism may be of significance in case of COVID-19 patients [65]. This observation may be even more interesting in the context of recent reports about the high severity of infection in patients with haematological malignancies suffering from COVID-19 [69].
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We would also like to underline that another promising candidate identified among top repurposing candidates is famotidine, a competitive histamine-2 (H2) receptor antagonist. This drug in combination with cetirizine, has been already stated to be safe and effective method to reduce the progression in symptom severity in COVID-19 patients, presumably by minimizing the histamine-mediated cytokine storm [54]. Moreover, results of case series suggest that the use of high-dose oral famotidine is associated with improved patient-reported outcomes in non-hospitalised patients with COVID-19 [73].

Furthermore, the combination of famotidine with doxycycline, which is also among the candidates proposed by our stacking ensemble model, has been already reported to state a valuable combination that may provide robust chemoprophylaxis effective against COVID-19 [74].

Another illustration of the additional value of exploring ML approaches operating on molecular features in various ways, going beyond the logistic regression based on fixed fingerprints, may be seen in the identification of a group of drugs acting on respiratory tract, possibly of particular significance for the treatment of COVID-19. In this group, a potential antiviral activity of the following drugs was identified: zafirlukast, containing also a sulfonamide group, was proposed to be the best potential repurposing candidate for COVID-19.

Interestingly, the presence of sulfonamide structures in the top ranked repurposing candidates predicted by our models, corresponds well with the results obtained by us in a similar study [76], where zafirlukast, containing also a sulfonamide group, was proposed to be the best potential repurposing candidate for COVID-19.

Also, a representation of drugs acting on circulatory and cardiovascular systems has been identified by our study, which is particularly important regarding the specific implications of COVID-19 on patients undergoing heart diseases. Here, we report on sildenafil as well as losartan as potential repurposing candidates. Sildenafil, a phosphodiesterase-5 (PDE5) inhibitor, acting by minimising the breakdown of cyclic guanosine monophosphate (cGMP) was suggested to counter the inflammatory cascade and thromboembolic episodes that occur in COVID-19 [59]. Moreover, a pair of drugs identified in our study as potential repurposing candidates, namely sildenafil and ivermectin, were suggested to be beneficial in COVID-19 patients [58].

Regarding the utility of the explored ML techniques, our observations confirm that in particular in the context of limited data sizes both shallow and deep models have their benefits and limitations. While shallow learners rely on pre-computed, fixed molecular representations, suitably designed shallow ML pipelines can provide more stable predictions, compared to the deep learning approaches based on self-learned embeddings. Among the considered types of fixed fingerprints, we observe that for the predictive task at hand the hash-based circular fingerprints showed superior performance and that due to the limited data size the number of bits should not be too high. Although in terms of aggregated performance the considered paradigms lead to comparable level of ROC-AUC, we observe interesting differences on granular level of individual predictions driven by different molecular representations and subsequent transformation steps. Moreover, both deep models utilizing self-learned molecular embeddings as well as shallow models taking into account higher-order feature interactions are observed to lead to an increased models’ capacity to identify repurposing candidates for COVID-19 of higher chemical and pharmacological diversity.

While the drug indications presented in this study constitute an interesting discovery, in order to conduct a more in-depth exploration of the predictive performance and reliability of AI-based screenings, the utilization of additional and larger datasets would be necessary. Moreover, exploration of alternative ML approaches and methodologies for representing molecular structures could lead to further interesting insights. Lastly, validating in vitro and in vivo experiments and clinical trials need to be performed as a next step to ensure the efficacy and other desired properties of the proposed drugs.

5. Conclusions

In this study we explored ML approaches for identification of potential SARS-CoV-2 3CLpro inhibitors based on fixed molecular fingerprints and Graph-CNN neural representations. The resulting drug discovery screenings indicate relevance of two major classes of drugs: sulfonamide derivatives and anticancer drugs. Both these classes emerge from the performed screenings in the form of drug candidates that share similarities both in terms of chemical and pharmacological
classification. Moreover, the consideration of multiple different approaches, varying both in terms of employed types of molecular representations as well as learning algorithms transforming them, enables identification of structures characterized by higher variety, resulting in a selection of interesting groups of drugs which are in accordance with already published studies on COVID-19 medications.
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