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Abstract

In this work we obtain the general form of polynomial mappings that commute with a linear action of a relative symmetry group. The aim is to give results for relative equivariant polynomials that correspond to the results for relative invariants obtained in a previous paper [P.H. Baptistelli, M. Manoel (2013) Invariants and relative invariants under compact Lie groups, J. Pure Appl. Algebra 217, 2213–2220]. We present an algorithm to compute generators for relative equivariant submodules from the invariant theory applied to the subgroup formed only by the symmetries. The same method provides, as a particular case, generators for equivariants under the whole group from the knowledge of equivariant generators by a smaller subgroup, which is normal of finite index.
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1 Introduction

Occurrence of symmetries provides a powerful and useful tool in the formulation and analysis of a model. The appropriate combination of the geometry of a configuration space with its inherent symmetries can show, in a natural way, existence of many phenomena not expected when symmetries are not present. This is due to the fact that they are the reason for common observations such as degeneracy of solutions, high codimension bifurcations, unexpected stabilities, phase relations, synchrony, periodicity of solutions, among many others. The set of symmetries appears in the model with different algebraic structures in different contexts. In particular, the study of dynamical systems has been greatly developed throughout many years when the collection of symmetries has a group structure. Group representation theory is in this case a systematic way that enables us to deal with this question in distinct aspects in applications. More specifically, in the numerical analysis of such systems through computational programming as, for example, in [10,11,16]; also, in algebraic methods that provide the general form of the vector fields through the description of invariant functions and commuting mappings under distinct actions of symmetry groups as in [1–3].
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In addition, also based on group representation are the analysis of steady-state bifurcation, Hopf bifurcation, periodic cycles, classification of singularities and so on, for which we cite for example [4–6, 13] and the books [8, 12] with hundreds of references therein. More recently, in a related but distinct direction, many authors have investigated the occurrence of symmetries in networks of dynamical systems. Networks are schematically represented by a graph, and symmetries enter in a more subtle way, even when the architecture of the graph presents no symmetry. The algebraic structure in this case is of a groupoid of symmetries. This has been first formalized in [15] and has been successfully applied since then by many authors.

The results in the present work are related to symmetries in differential operations on complex variables. We obtain a procedure from invariant theory to give the general form of mappings that commute with a complex linear action of a group $\Gamma$, the group of relative symmetries. We assume that $\Gamma$ is a compact Lie group whose subgroup of symmetries is a normal subgroup $K$ of finite index $m$ greater than two. More specifically, we consider a group epimorphism

$$\sigma : \Gamma \rightarrow \mathbb{Z}_m,$$

where $\mathbb{Z}_m$ denotes the cyclic group generated by the $m$-th root of unity and $K = \ker \sigma$. The case $m = 2$ corresponds to reversible equivariant mappings and it has been studied in [1]. It models vector fields whose integral curves come into two types of symmetric families: the time-preserving symmetric family, each element of which given from an element of $K$ (the subgroup of symmetries) and the time-reversing symmetric family, whose elements come from each element of the complement $\Gamma \setminus K$ (the subset of reversible symmetries). Here we treat the case $m > 2$. Potential applications of this case are related to the theory of relativity in complex time, which not only complies with the possibility of time decomposition into two dimensions, but also conciliates with the idea of a complex space (see [9, 14]).

From now on we assume throughout that $\Gamma$ is a compact Lie group that admits an index-$m$ normal subgroup $K$, the kernel of (1.1), and $\delta \in \Gamma$ is such that $\sigma(\delta)$ is the primitive $m$-th root of unity. We then have the decomposition of $\Gamma$ as a disjoint union of left-cosets:

$$\Gamma = \bigcup_{j=0}^{m-1} \delta^j K.$$  

The results in [3] regard relative invariants. In this paper, we derive the corresponding algebraic results for relative equivariants.

For a linear action of $\Gamma$ on a finite-dimensional vector space $V$ over $\mathbb{C}$, consider the ring $\mathcal{P}(\Gamma)$ of the $\Gamma$-invariant polynomials, namely, the ring of polynomial functions $f : V \rightarrow \mathbb{C}$ such that $f(\gamma x) = f(x)$, for all $\gamma \in \Gamma$ and $x \in V$. For each $j \in \{1, \ldots, m - 1\}$, a polynomial function $f : V \rightarrow \mathbb{C}$ is called $\sigma^j$-relative invariant if

$$f(\gamma x) = \sigma^j(\gamma) f(x), \quad \forall \gamma \in \Gamma, \ x \in V.$$  

The set of the $\sigma^j$-relative invariant polynomial functions is a finitely generated graded module over $\mathcal{P}(\Gamma)$ denoted by $\mathcal{P}_{\sigma^j}(\Gamma)$. In [3, Theorem 2.4] we have obtained the decomposition into modules

$$\mathcal{P}(K) = \bigoplus_{j=0}^{m-1} \mathcal{P}_{\sigma^j}(\Gamma), \quad (1.3)$$  
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which is the basis for the construction of a Hilbert basis for the ring \( \mathcal{P}(\Gamma) \) \( (j = 0) \) from the knowledge of a Hilbert basis of the invariants only by the subgroup \( K \) of \( \Gamma \).

In this paper we find generators for the modules \( \mathcal{P}_{\sigma_j}(\Gamma) \), \( j = 1, \ldots, m - 1 \), from the \( K \)-invariants. Also, we extend the algebraic formalism of [1] and apply results of [3] for the systematic study of relative equivariants. In Section 2, using Reynolds operators on the module of the \( K \)-equivariants, we obtain our first main result, Theorem 2.6, as an extension of the decomposition (1.3) to the relative equivariant polynomial mappings. In Section 3 we register the Molien formulae associated to the Hilbert-Poincaré series of the dimensions of the spaces of homogeneous relative invariants and relative equivariants. The derivation of the formulae is a direct process from the results in [11] for equivariants; however, as a simple example shall reveal, a subtlety in the general case makes this inclusion worthwhile. This shall be used as a running example to illustrate and compare the results.

Section 4 presents the method to obtain generators for \( \mathcal{P}_{\sigma_j}(\Gamma) \), \( j = 1, \ldots, m - 1 \), Theorem 4.1, which is also crucial for our second main result, Theorem 4.5. This provides an algebraic way to obtain generators for each of the \( m \) modules of the relative equivariants over the ring \( \mathcal{P}(\Gamma) \) from the knowledge of the generators for the \( K \)-invariants and \( K \)-equivariants.

2 The relative equivariants

For the next definition, we consider linear actions of \( \Gamma \) on two finite-dimensional vector spaces \( V \) and \( W \) over \( \mathbb{C} \). These actions correspond to representations \( \rho : \Gamma \to \text{GL}(V) \) and \( \eta : \Gamma \to \text{GL}(W) \), where \( \text{GL}(V) \) is the group of invertible linear transformations on \( V \). We denote by \((\rho, V)\) and \((\eta, W)\) the vector spaces \( V \) and \( W \) endowed with each of the representations.

**Definition 2.1** A polynomial mapping \( g : (\rho, V) \to (\eta, W) \) is called \( \Gamma \)-equivariant if

\[
g(\rho(\gamma)x) = \eta(\gamma)g(x), \quad \forall \gamma \in \Gamma, \ x \in V. \tag{2.1}
\]

In the interest of generalizing results in previous papers we consider here mappings with same vector space on the source and target, although it is a trivial matter to see that they hold equally well if these are distinct. So we consider henceforth two linear actions of \( \Gamma \) on \( V \), with representations \((\rho, V)\) and \((\eta, V)\). We shall also consider the epimorphism \( \sigma : \Gamma \to \mathbb{Z}_m \) in (1.1) which defines the one-dimensional representation of \( \Gamma \) on \( \mathbb{C} \) given by \( z \mapsto \sigma(\gamma)z \), for \( z \in \mathbb{C} \). We now give our main definition:

**Definition 2.2** For each \( j \in \{1, \ldots, m - 1\} \), a polynomial mapping \( g : (\rho, V) \to (\eta, V) \) is called \( \sigma^j \)-relative equivariant if

\[
g(\rho(\gamma)x) = \sigma^j(\gamma)\eta(\gamma)g(x), \quad \forall \gamma \in \Gamma, \ x \in V. \tag{2.2}
\]

With this definition and the decomposition (1.2) in mind, we shall call elements in \( K = \ker \sigma \) the symmetries of \( \Gamma \) and elements of \( \delta^jK \) the \( \sigma^j \)-relative symmetries of \( \Gamma \), for \( j \in \{1, \ldots, m - 1\} \). Note that if \( g \) satisfies (2.2) for \( j = 0 \), then \( g \) is a \( \Gamma \)-equivariant mapping on \( V \). The particular case when \( m = 2 \) and \( \rho = \eta \) corresponds to the reversible equivariant context of [1].

The set of the \( \sigma^j \)-relative equivariant polynomial mappings is a module over \( \mathcal{P}(\Gamma) \) denoted by \( \mathcal{P}_{\sigma^j}(\Gamma) \). The module \( \mathcal{P}_{\sigma^0}(\Gamma) \) of the \( \Gamma \)-equivariant polynomial mappings on \( V \) shall be denoted
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simply by \( \mathcal{P}(\Gamma) \). A \( \sigma^j \)-relative equivariant mapping on \( V \) may be regarded as a \( \Gamma \)-equivariant mapping from \( (\rho, V) \) to \( (\sigma^j \eta, V) \). Therefore, the existence of a finite generating set for \( \mathcal{P}_\sigma^j(\Gamma) \) is guaranteed by Poénaru’s Theorem (see [12, Theorem XII 6.8]). For the particular case when \( m = 2 \) and \( \eta = \rho, \sigma \eta \) corresponds to the \( \sigma \)-dual representation of \( \rho \) that was studied in [5].

Once \( \rho \) and \( \eta \) in Definition 2.2 denote the representations on the source and on the target of \( g \), respectively, we simplify the notation and shall always write (2.2) from now on as

\[
g(\gamma x) = \sigma^j(\gamma)g(x), \quad \forall \gamma \in \Gamma, \ x \in V.
\]

The next lemma is immediate from the definitions.

Lemma 2.3 For each \( j \in \{0, \ldots, m - 1\} \), we have

\[
\mathcal{P}_\sigma^j(\Gamma) = \{ g \in \mathcal{P}(K) : g(\delta x) = \sigma^j(\delta)g(x), \ \forall x \in V \}.
\]

Now, we introduce the \( \sigma^j \)-relative Reynolds operators on \( \mathcal{P}(K) \) as the projections \( \bar{R}_j : \mathcal{P}(K) \to \mathcal{P}(K) \),

\[
\bar{R}_j(g)(x) = \frac{1}{m} \sum_{\gamma \in \Gamma} \overline{\sigma^j(\gamma)} g(\gamma x),
\]

where bar denotes complex conjugation. We can rewrite each \( \bar{R}_j \) as

\[
\bar{R}_j(g)(x) = \frac{1}{m} \sum_{k=0}^{m-1} \overline{\sigma^j(\delta^k)} g(\delta^k x). \tag{2.3}
\]

For the next proposition we recall that, since \( \delta^m \in K \),

\[
\sum_{i=0}^{m-1} \sigma(\delta)^{ik} = 1 + \sigma(\delta)^k + \sigma(\delta)^{2k} + \ldots + \sigma(\delta)^{(m-1)k} = 0, \tag{2.4}
\]

for all \( k \in \{1, \ldots, m - 1\} \). If \( I_{\mathcal{P}(K)} \) denotes the identity map on \( \mathcal{P}(K) \), we have:

**Proposition 2.4** For \( j \in \{0, \ldots, m - 1\} \), the Reynolds operators \( \bar{R}_j \)'s satisfy the following properties:

(i) They are homomorphisms of \( \mathcal{P}(\Gamma) \)-modules and \( \bar{R}_0 + \bar{R}_1 + \ldots + \bar{R}_{m-1} = I_{\mathcal{P}(K)} \).

(ii) They are idempotent projections, with \( \text{Im}(\bar{R}_j) = \mathcal{P}_\sigma^j(\Gamma) \).

(iii) For all \( 1 \leq j \leq m - 1 \), we have \( \mathcal{P}_\sigma^j(\Gamma) \cap (\mathcal{P}(\Gamma) + \ldots + \mathcal{P}_{\sigma^{j-1}}(\Gamma)) = \{0\} \).

**Proof.** (i) follows by the linearity of the action of \( \Gamma \) and from (2.3) and (2.4). (ii) and (iii) are direct extensions of [3, Proposition 2.3] for relative equivariant mappings. \( \square \)

**Remark 2.5** For \( m = 2 \), \( \bar{R}_0 \) and \( \bar{R}_1 \) are \( \bar{R}_{1+}^0 \) and \( \bar{S}_{1+}^0 \) defined in [1], respectively.

The next theorem, our first main result, follows now from Lemma 2.3 and Proposition 2.4:

**Theorem 2.6** The following direct sum decomposition of \( \mathcal{P}(\Gamma) \)-modules holds:

\[
\mathcal{P}(K) = \bigoplus_{j=0}^{m-1} \mathcal{P}_\sigma^j(\Gamma). \tag{2.5}
\]


3 Molien formulae

In this section we establish Molien formulae for the Hilbert-Poincaré series of the modules $\mathcal{P}_{\sigma_j}(\Gamma)$ and $\mathcal{P}^{\sigma_j}(\Gamma)$, $j \in \{0, \ldots, m-1\}$. As mentioned in Section 1, the derivation of these is straightforward from the result obtained in [11, Theorem 2.12] for $\Gamma$-equivariant mappings as in (2.1). However, here we discuss a surprising feature related to the dependency of the series with respect to the representation of $\Gamma$ on the target of the mappings.

3.1 Hilbert-Poincaré series and character formulae

As we shall see below, the formulae involve the character of the representation in the target space of the mappings. We recall that the character of the representation $\eta$ of $\Gamma$ on $V$ is the function $\chi : \Gamma \to \mathbb{C}$ given by

$$\chi(\gamma) = \text{tr}(\eta(\gamma)),$$

the trace of the matrix $\eta(\gamma)$.

We consider now the natural gradings

$$\mathcal{P}_{\sigma_j}(\Gamma) = \bigoplus_{d=0}^{\infty} \mathcal{P}^d_{\sigma_j}(\Gamma) \quad \text{and} \quad \mathcal{P}^{\sigma_j}(\Gamma) = \bigoplus_{d=0}^{\infty} \mathcal{P}^d_{\sigma_j}(\Gamma), \quad (3.1)$$

where $\mathcal{P}^d_{\sigma_j}(\Gamma)$ is the space of homogeneous $\sigma_j$-relative invariant polynomials of degree $d$ and $\mathcal{P}^d_{\sigma_j}(\Gamma)$ is the space of $\sigma_j$-relative equivariant polynomial mappings with homogeneous components of degree $d$. From (1.3) and (2.5) we have the direct sum decompositions of vector spaces

$$\mathcal{P}^d(K) = \bigoplus_{j=0}^{m-1} \mathcal{P}^d_{\sigma_j}(\Gamma)$$

and

$$\mathcal{P}^d(K) = \bigoplus_{j=0}^{m-1} \mathcal{P}^d_{\sigma_j}(\Gamma)$$

for every degree $d \in \mathbb{N}$.

The Hilbert-Poincaré series for $\mathcal{P}_{\sigma_j}(\Gamma)$ and for $\mathcal{P}^{\sigma_j}(\Gamma)$ are defined as the formal power series

$$\tilde{\Phi}_j(t) = \sum_{d=0}^{\infty} \dim \mathcal{P}^d_{\sigma_j}(\Gamma) t^d \quad \text{and} \quad \tilde{\Psi}_j(t) = \sum_{d=0}^{\infty} \dim \mathcal{P}^d_{\sigma_j}(\Gamma) t^d.$$

From the general Molien Theorem presented in [11, Theorem 2.12], a formula for each Hilbert-Poincaré series above in terms of the normalized Haar integral over $\Gamma$ is obtained directly, given by

$$\tilde{\Phi}_j(t) = \int_{\Gamma} \frac{\sigma_j(\gamma^{-1})}{\det(I - t\rho(\gamma))} \text{d}\gamma \quad \text{and} \quad \tilde{\Psi}_j(t) = \int_{\Gamma} \frac{\sigma_j(\gamma^{-1})\chi(\gamma^{-1})}{\det(I - t\rho(\gamma))} \text{d}\gamma. \quad (3.2)$$

Remark 3.1 We stress that the dependency of the second integral with respect to the character refers to the representation $\eta$. In many applications in dynamical systems, the computation of all generators for the module of symmetric vector fields does not depend on the choice of the coordinate systems if it is done appropriately. In fact, this has been widely used by many authors to simplify the computation of explicit generators (see, for example, the classical example of $D_n$-equivariants on $\mathbb{C}$ given in [12, Examples 4.1(c) and 5.4(c)]). There are cases, however, for which
this can be a complicated computational task, included here the cases when the \(K\)-invariants and \(K\)-equivariants are not known or are still complicated to be computed. For those cases, generators are usually found degree by degree. This is when the knowledge \textit{a priori} of the Hilbert-Poincaré series is most useful. Now, whereas certain changes of coordinates have no effect on the generators, it may lead to a change in the Hilbert-Poincaré series, once this corresponds to a switch in the character of the symmetry group representation. We illustrate this fact with a simple example, given in Subsection 3.2.

We now use [1, Theorem 2.8] to obtain the dimensions of the homogeneous components of (3.1) in terms of the character function and of the integral over \(\Gamma\). Once \(\sigma_j\)-relative invariants on \(V\) can be regarded as \(\Gamma\)-equivariant mappings from \((\rho, V)\) to \((\sigma_j, C)\), if \(S^d V\) denotes the space of symmetric \(k\)-tensors over \(V\), analogously as for index-2 case (see expression (2.13) in [1]), here we get

\[
\dim \mathcal{P}^d_{\sigma_j}(\Gamma) = \int_{\Gamma} \sigma_j^d(\gamma) \chi_{(d)}(\gamma) d\gamma, \quad (3.3)
\]

\[
\dim \mathcal{\bar{P}}^d_{\sigma_j}(\Gamma) = \int_{\Gamma} \sigma_j^d(\gamma) \chi_{(d)}(\gamma) \chi(\gamma) d\gamma, \quad (3.4)
\]

where \(\chi_{(d)}\) is the character afforded by the induced action of \(\Gamma\) on \(S^d V\).

There is a well-known recursive formula to compute the character \(\chi_{(d)}\) of \(S^d V\), whose proof can be found in for example [2, Section 4]:

\[
d \chi_{(d)}(\gamma) = \sum_{i=0}^{d-1} \chi(\gamma^{d-i}) \chi_{(i)}(\gamma),
\]

where \(\chi(0) = 1\). Now, the Fubini-type result given in [7, Proposition I 5.16] gives the Haar integral as an iteration of integrals. Applying the result to the character formulae (3.3) and (3.4) we get the following integral expressions for the dimensions of the spaces of relative invariants and relative equivariants, respectively:

\[
\dim \mathcal{P}^d_{\sigma_j}(\Gamma) = \frac{1}{m} \left[ \sum_{k=0}^{m-1} \int_{K} \sigma_j^d(\delta^k \gamma) \chi_{(d)}(\delta^k \gamma) d\gamma \right]
\]

and

\[
\dim \mathcal{\bar{P}}^d_{\sigma_j}(\Gamma) = \frac{1}{m} \left[ \sum_{k=0}^{m-1} \int_{K} \sigma_j^d(\delta^k \gamma) \chi_{(d)}(\delta^k \gamma) \chi(\delta^k \gamma) d\gamma \right].
\]

In particular,

\[
\dim \mathcal{P}^d(\Gamma) = \frac{1}{m} \left[ \int_{K} \chi_{(d)}(\gamma) d\gamma + \int_{K} \chi_{(d)}(\delta \gamma) d\gamma + \ldots + \int_{K} \chi_{(d)}(\delta^{m-1} \gamma) d\gamma \right]
\]

and

\[
\dim \mathcal{\bar{P}}^d(\Gamma) = \frac{1}{m} \left[ \int_{K} \chi_{(d)}(\gamma) \chi(\gamma) d\gamma + \ldots + \int_{K} \chi_{(d)}(\delta^{m-1} \gamma) \chi(\delta^{m-1} \gamma) d\gamma \right].
\]

From (2.4), we obtain

\[
\sum_{j=0}^{m-1} \dim \mathcal{P}^d_{\sigma_j}(\Gamma) = \int_{K} \chi_{(d)}(\gamma) d\gamma = \dim \mathcal{P}^d(K)
\]
and
\[ \sum_{j=0}^{m-1} \dim \tilde{P}_d^j(\Gamma) = \int_K \chi(\delta)(\gamma) \chi(\gamma) d\gamma = \dim \tilde{P}_d(K). \]

### 3.2 Example

We apply the Molien formulae (3.2) for each Hilbert-Poincaré series of relative invariant and equivariant for the action on \( \mathbb{C}^2 \) of the cartesian product \( \Gamma = \mathbb{Z}_3 \times \mathbb{Z}_3 \) of the order-3 cyclic group \( \mathbb{Z}_3 = \langle e^{2\pi i/3} \rangle \).

In standard coordinates \( z = (z_1, z_2) \in \mathbb{C}^2 \), we consider the diagonal action
\[ \xi z = (\xi_1 z_1, \xi_2 z_2), \]
\[ \xi = (\xi_1, \xi_2) \in \Gamma, \]
and the epimorphism \( \sigma : \Gamma \to \mathbb{Z}_3 \) such that \( K = \ker \sigma = \mathbb{Z}_3 \times \{I\} \). Let us take \( \delta = (1, e^{\frac{2\pi i}{3}}) \in \Gamma \setminus K \).

On the target space of the mappings we consider the standard representation given by complex product on each component. Hence,
\[ \chi(\xi_1, \xi_2) = \xi_1 + \xi_2. \] (3.5)

On each component of the domain, we identify \( z_i \equiv (z_i, \bar{z}_i) \), \( i = 1, 2 \), and so the representation of \( \Gamma \) on the domain is generated by the order-4 matrices
\[
\begin{pmatrix}
e^{2\pi i/3} & 0 & 0 \\
0 & e^{-2\pi i/3} & 0 \\
0 & 0 & 1
\end{pmatrix},
\begin{pmatrix}
1 & 0 \\
0 & e^{2\pi i/3} \\
0 & e^{-2\pi i/3}
\end{pmatrix}.
\] (3.6)

For \( j = 0 \), \( \sigma^j(\gamma^{-1}) = 1, \forall \gamma \in \Gamma \). We now use (3.2) to compute
\[
\tilde{\Phi}_0(t) = \int_{\Gamma} \frac{1}{\det(I - t\rho(\gamma))} d\gamma = \frac{1}{9} \sum_{\gamma \in \Gamma} \frac{1}{\det(I - t\rho(\gamma))} = 1 + 2t^2 + 4t^3 + 3t^4 + 8t^5 + 12t^6 + \cdots.
\] (3.7)

For \( j = 1 \), we have \( \sigma(\xi_1, \xi_2) = \xi_2 \), and (3.2) gives
\[
\tilde{\Phi}_1(t) = \int_{\Gamma} \frac{\sigma(\gamma^{-1})}{\det(I - t\rho(\gamma))} d\gamma = \frac{1}{9} \sum_{\gamma \in \Gamma} \frac{\sigma(\gamma^{-1})}{\det(I - t\rho(\gamma))} = t + t^2 + 2t^3 + 5t^4 + 6t^5 + 9t^6 + \cdots.
\] (3.8)

For \( j = 2 \), we have \( \sigma^2(\xi_1, \xi_2) = \xi_3^2 \), and (3.2) gives
\[
\tilde{\Phi}_2(t) = \int_{\Gamma} \frac{\sigma^2(\gamma^{-1})}{\det(I - t\rho(\gamma))} d\gamma = \frac{1}{9} \sum_{\gamma \in \Gamma} \frac{\sigma^2(\gamma^{-1})}{\det(I - t\rho(\gamma))} = \tilde{\Phi}_1(t) = t + t^2 + 2t^3 + 5t^4 + 6t^5 + 9t^6 + \cdots.
\] (3.9)
Also, from (3.2) and (3.5) we find

\[
\tilde{\Psi}_0(t) = \int_{\Gamma} \frac{\chi(\gamma^{-1})}{\det(I - t\rho(\gamma))} \, d\gamma = \frac{1}{9} \sum_{\gamma \in \Gamma} \frac{\chi(\gamma)}{\det(I - t\rho(\gamma))} = 2t + 2t^2 + 4t^3 + 10t^4 + 12t^5 + 18t^6 + \cdots ,
\]

(3.10)

\[
\tilde{\Psi}_1(t) = \int_{\Gamma} \frac{\sigma(\gamma^{-1})\chi(\gamma^{-1})}{\det(I - t\rho(\gamma))} \, d\gamma = \frac{1}{9} \sum_{\gamma \in \Gamma} \frac{\sigma(\gamma^{-1})\chi(\gamma)}{\det(I - t\rho(\gamma))} = t + 2t^2 + 4t^3 + 8t^4 + 12t^5 + 18t^6 + \cdots ,
\]

(3.11)

and

\[
\tilde{\Psi}_2(t) = \int_{\Gamma} \frac{\sigma^2(\gamma^{-1})\chi(\gamma^{-1})}{\det(I - t\rho(\gamma))} \, d\gamma = \frac{1}{9} \sum_{\gamma \in \Gamma} \frac{\sigma^2(\gamma^{-1})\chi(\gamma)}{\det(I - t\rho(\gamma))} = 1 + 3t^2 + 6t^3 + 6t^4 + 14t^5 + 21t^6 \cdots .
\]

(3.12)

If we considered in the target space the representation given by (3.6), then it is easy to see that the change in the character would affect the Hilbert-Poincaré series for the relative equivariants to be twice the expressions given in (3.10), (3.11) and (3.12). Hence, this simple example illustrates how these integrals are not invariant by changes of coordinates that on the other hand leave invariant the set of generators. In Subsection 4.3 we shall come back to this example, comparing the series obtained here with the dimensions of homogeneous vector spaces given by direct computation.

4 Generators of relative equivariants

In this section, for \(0 \leq j \leq m - 1\), we compute generators for \(\overline{P}_{\sigma^j}(\Gamma)\) as modules over \(P(\Gamma)\), from a Hilbert basis of \(P(K)\) and a set of generators of \(\overline{P}(K)\), where \(K\) is the index-\(m\) normal subgroup formed only by the symmetries of \(\Gamma\). The key idea is to use the decomposition given by Theorem 2.6 to transfer generating sets from one module to another. We finish the section by applying the result for one example.

4.1 Generators of relative invariants

We see from [3, Theorems 3.2 and 3.5] how to compute generators for \(P(\Gamma)\), as a ring, from a Hilbert basis of \(P(K)\), for \(m = 2\) and \(m > 2\) respectively. The next theorem extends this, giving generators of the \(\sigma^j\)-relative invariants for any \(j = 1, \ldots, m - 1\), with \(m \geq 2\).

**Theorem 4.1** Let \(\{u_1, \ldots, u_s\}\) be a Hilbert basis of \(P(K)\). Then, for each \(j \in \{1, \ldots, m - 1\}\), the \(\sigma^j\)-relative invariants

\[
R_1(u_1)^{\alpha_{11}} \cdots R_1(u_s)^{\alpha_{1s}} \cdots R_{m-1}(u_1)^{\alpha_{m-1,1}} \cdots R_{m-1}(u_s)^{\alpha_{m-1,s}},
\]

such that \(\sum_{l=1}^{m-1} l(\alpha_{i1} + \ldots + \alpha_{is}) \equiv j \mod m\), form a generating set of the module \(P_{\sigma^j}(\Gamma)\) over the ring \(P(\Gamma)\).
Proof. Let \( \{u_1, \ldots, u_s\} \) be a Hilbert basis of \( \mathcal{P}(K) \). For each \( j \in \{0, \ldots, m - 1\} \), consider the \( \sigma^j \)-relative Reynolds operators on \( \mathcal{P}(K) \) given by

\[
R_j(f)(x) = \frac{1}{m} \sum_{k=0}^{m-1} \sigma^j(\delta) f(\delta^k x).
\]

It follows from [3, Proposition 2.3] that if \( f \in \mathcal{P}_{\sigma^j}(\Gamma) \), then \( R_j(f) = f \). Hence,

\[
f(x) = \frac{1}{m - 1} \sum_{k=1}^{m-1} \sigma^j(\delta^k) f(\delta^k x), \quad \forall x \in V. \tag{4.1}
\]

Also from [3, Proposition 2.3], for each \( i \in \{1, \ldots, s\} \) we have \( u_i = \sum_{j=0}^{m-1} R_j(u_i) \). So

\[
\{R_0(u_i), R_1(u_i), \ldots, R_{m-1}(u_i) : 1 \leq i \leq s\}
\]

is a new Hilbert basis of \( \mathcal{P}(K) \). Using multi-index notation, every polynomial function \( f \in \mathcal{P}_{\sigma^j}(\Gamma) \) can be written as

\[
f = \sum a_\alpha R_0(u_i)^{\alpha_0} R_1(u_i)^{\alpha_1} \ldots R_{m-1}(u_i)^{\alpha_{m-1}},
\]

with \( a_\alpha \in \mathbb{C} \), where \( \alpha = (\alpha_0, \ldots, \alpha_{m-1}) \), \( \alpha_j = (\alpha_{j1}, \ldots, \alpha_{js}) \in \mathbb{N}^s \) and \( R_j(u_i)^{\alpha_j} = R_j(u_1)^{\alpha_{j1}} \ldots R_j(u_s)^{\alpha_{js}} \), for \( j = 0, \ldots, m - 1 \). Now, for every \( k \in \mathbb{N} \) and \( x \in V \), we have

\[
R_j(u_i)(\delta^k x) = \sigma^j(\delta^k) R_j(u_i)(x) = \sigma(\delta)^{jk} R_j(u_i)(x),
\]

from which we obtain

\[
f(\delta^k x) = \sum \sigma(\delta)^{kN} a_\alpha R_0(u_i)^{\alpha_0} R_1(u_i)^{\alpha_1} \ldots R_{m-1}(u_i)^{\alpha_{m-1}}(x), \tag{4.2}
\]

where \( N = \sum_{i=1}^{m-1} l(\alpha_{i1} + \ldots + \alpha_{is}) \in \mathbb{N} \). We now use (4.2) in (4.1) to get

\[
\sigma(\delta)^{N-j} + \sigma(\delta)^{2(N-j)} + \ldots + \sigma(\delta)^{(m-1)(N-j)} = m - 1.
\]

It follows from (2.4) that \( \sigma(\delta)^{N-j} = 1 \), that is, \( N - j \equiv 0 \mod m \). Therefore, the generators of \( \mathcal{P}_{\sigma^j}(\Gamma) \), as a module over \( \mathcal{P}(\Gamma) \), are given by the products

\[
R_1(u_1)^{\alpha_{i1}} \ldots R_1(u_s)^{\alpha_{is}} \ldots R_{m-1}(u_1)^{\alpha_{m-1,1}} \ldots R_{m-1}(u_s)^{\alpha_{m-1,s}},
\]

for \( \sum_{i=1}^{m-1} l(\alpha_{i1} + \ldots + \alpha_{is}) \equiv j \mod m \). \[\square\]

The next result is direct from (1.3). It gives generators of \( \mathcal{P}(K) \) as a module over \( \mathcal{P}(\Gamma) \), which is a crucial tool for Theorem 4.5.

Corollary 4.2 For each \( j = 1, \ldots, m - 1 \), let \( \mathcal{B}_j \) be a generating set of the module \( \mathcal{P}_{\sigma^j}(\Gamma) \) over \( \mathcal{P}(\Gamma) \) given by Theorem 4.1. Set \( \mathcal{B}_0 = \{1\} \). Then \( \mathcal{B} = \bigcup_{j=0}^{m-1} \mathcal{B}_j \) is a generating set of the module \( \mathcal{P}(K) \) over \( \mathcal{P}(\Gamma) \).
4.2 Computation of equivariants and relative equivariants

By the $K$-invariant theory, we obtain generating sets for each $P(\Gamma)$ and $\tilde{P}_{\sigma_j}(\Gamma)$, $j = 1, \ldots, m - 1$, as $P(\Gamma)$-modules.

Lemma 4.3 Let $B = \{v_0 \equiv 1, v_1, \ldots, v_p\}$ be the generating set of the module $P(K)$ over the ring $P(\Gamma)$ given as in Corollary 4.2. Let $\{H_0, \ldots, H_q\}$ be a generating set of the module $\tilde{P}(K)$ over the ring $P(K)$. Then

$$\{H_{ik} = v_i H_k : i = 0, \ldots, p; k = 0, \ldots, q\}$$

is a generating set of $\tilde{P}(K)$ as a $P(\Gamma)$-module.

Proof. Let $G \in \tilde{P}(K)$. Then

$$G = \sum_{k=0}^{q} p_k H_k, \quad (4.3)$$

with $p_k \in P(K)$. Since $B$ generates $P(K)$ as a $P(\Gamma)$-module, it follows that

$$p_k = \sum_{i=0}^{p} p_{ik} v_i, \quad (4.4)$$

with $p_{ik} \in P(\Gamma)$. From (4.3) and (4.4) we get

$$G = \sum_{k=0}^{q} \left( \sum_{i=0}^{p} p_{ik} v_i \right) H_k = \sum_{i,k=0}^{p,q} p_{ik} (v_i H_k).$$

Lemma 4.4 Let $\{H_{00}, \ldots, H_{pq}\}$ be a generating set of $\tilde{P}(K)$ over the ring $P(\Gamma)$ given as in Lemma 4.3. Then, for each $j \in \{0, \ldots, m - 1\}$, the set

$$\{\tilde{R}_j(H_{ik}) : i = 0, \ldots, p; k = 0, \ldots, q\}$$

generates $\tilde{P}_{\sigma_j}(\Gamma)$ as a $P(\Gamma)$-module.

Proof. Let $\tilde{G} \in \tilde{P}_{\sigma_j}(\Gamma)$. From Proposition 2.4, there exists $G \in \tilde{P}(K)$ such that $\tilde{G} = \tilde{R}_j(G)$. As $\{H_{00}, \ldots, H_{pq}\}$ is a generating set of the $P(\Gamma)$-module $\tilde{P}(K)$, we write

$$G = \sum_{i,k=0}^{p,q} p_{ik} H_{ik}$$

with $p_{ik} \in P(\Gamma)$. Therefore

$$\tilde{G} = \tilde{R}_j \left( \sum_{i,k=0}^{p,q} p_{ik} H_{ik} \right) = \sum_{i,k=0}^{p,q} p_{ik} \tilde{R}_j(H_{ik}).$$

It is now immediate from the two lemmas above the following result:
**Theorem 4.5** Let $B = \{v_0 \equiv 1, v_1, \ldots, v_p\}$ be the generating set of the module $\mathcal{P}(K)$ over $\mathcal{P}(\Gamma)$ given by Corollary 4.2. Let $\{H_0, \ldots, H_q\}$ a generating set of the module $\mathcal{P}(K)$ over the ring $\mathcal{P}(K)$. Then
\[
\{\tilde{R}_j(v_iH_k) : i = 0, \ldots, p; k = 0, \ldots, q\}
\]
is a set of generators for $\mathcal{P}_{\sigma^j}(\Gamma)$ over $\mathcal{P}(\Gamma)$.

We finally remark that Theorem 4.5 is a very useful result even in an equivariant context. In fact, it provides an algorithmic way to compute generators of $\Gamma$-equivariants ($\sigma^0$) from the knowledge of equivariants only by a subgroup, as long as $\Gamma$ admits a normal subgroup of finite index. This corresponds to the equivariant version of [3, Theorem 3.5], which provides a Hilbert basis for the $\Gamma$-invariants from the knowledge of invariants by a smaller subgroup.

**4.3 Example**

We illustrate an application of Theorems 4.1, 4.5 for the example of Subsection 3.2 and present Tables 1 and 2 to compare the results with the Hilbert-Poincaré series computed in that subsection. The polynomials
\[
\begin{align*}
    u_1(z_1, z_2) &= z_1 \bar{z}_1, & u_2(z_1, z_2) &= z_1^3, & u_3(z_1, z_2) &= \bar{z}_1^3, \\
    u_4(z_1, z_2) &= z_2, & u_5(z_1, z_2) &= \bar{z}_2
\end{align*}
\]
form a Hilbert basis of $\mathcal{P}(K)$. In this case, we have $R_0(u_i) = u_i$, for $1 \leq i \leq 3$, $R_1(u_4) = u_4$ and $R_2(u_5) = u_5$. All other projections are zero. From [3, Example 3.6], a Hilbert basis of the ring $\mathcal{P}(\Gamma)$ is $\{z_1 \bar{z}_1, z_1^3, \bar{z}_1^3, z_2 \bar{z}_2, z_2^3, \bar{z}_2^3\}$. By Theorem 4.1, the module $\mathcal{P}_\sigma(\Gamma)$ is generated by
\[
R_1(u_i), R_2(u_i)R_2(u_j), \quad 1 \leq i, j \leq 5,
\]
and $\mathcal{P}_{\sigma^2}(\Gamma)$ by
\[
R_2(u_i), R_1(u_i)R_1(u_j), \quad 1 \leq i, j \leq 5,
\]
both over the ring $\mathcal{P}(\Gamma)$. It follows that the sets $\{z_2, \bar{z}_2^2\}$ and $\{\bar{z}_2, z_2^2\}$ generate $\mathcal{P}_\sigma(\Gamma)$ and $\mathcal{P}_{\sigma^2}(\Gamma)$, respectively.

From these, we obtain the data given in Table 1, in agreement with (3.7), (3.8) and (3.9).

| $d$ | $\dim \mathcal{P}_d(\Gamma)$ | $\dim \mathcal{P}_d^\sigma(\Gamma)$ | $\dim \mathcal{P}_d^{\sigma^2}(\Gamma)$ |
|-----|-----------------|-------------------------------|-------------------------------|
| 0   | 1               | 0                             | 0                             |
| 1   | 0               | 1                             | 1                             |
| 2   | 2               | 1                             | 1                             |
| 3   | 4               | 2                             | 2                             |
| 4   | 3               | 5                             | 5                             |
| 5   | 8               | 6                             | 6                             |
| 6   | 12              | 9                             | 9                             |

Table 1: Dimensions of the vector spaces of homogeneous $\sigma^j$-relative invariants of degree $d$ for $d = 0, \ldots, 6$.

By Corollary 4.2, $B = \{v_0, \ldots, v_4\}$ is a generating set of $\mathcal{P}(K)$ as a module over $\mathcal{P}(\Gamma)$, where
\[
v_0(\bar{z}_1, z_2) = 1, \quad v_1(z_1, z_2) = z_2, \quad v_2(z_1, z_2) = \bar{z}_2,
\]

11
\[ v_3(z_1, z_2) = z_2^2, \quad v_4(z_1, z_2) = z_2^3. \]

Straightforward calculations give

\[ H_0(z_1, z_2) = (z_1, 0) \quad H_1(z_1, z_2) = (z_1^2, 0) \quad H_2(z_1, z_2) = (0, 1) \]

as generators of \( \bar{\mathcal{P}}(K) \) over \( \mathcal{P}(K) \). Lemma 4.3 provides

\[
\begin{align*}
H_{00}(z_1, z_2) &= H_0(z_1, z_2) = (z_1, 0), \\
H_{01}(z_1, z_2) &= H_1(z_1, z_2) = (z_1^2, 0), \\
H_{02}(z_1, z_2) &= H_2(z_1, z_2) = (0, 1), \\
H_{10}(z_1, z_2) &= v_1(z_1, z_2)H_0(z_1, z_2) = (z_1z_2, 0), \\
H_{11}(z_1, z_2) &= v_1(z_1, z_2)H_1(z_1, z_2) = (z_1^2, 0), \\
H_{12}(z_1, z_2) &= v_1(z_1, z_2)H_2(z_1, z_2) = (0, z_2), \\
H_{20}(z_1, z_2) &= v_2(z_1, z_2)H_0(z_1, z_2) = (z_1z_2, 0), \\
H_{21}(z_1, z_2) &= v_2(z_1, z_2)H_1(z_1, z_2) = (z_1^2, 0), \\
H_{22}(z_1, z_2) &= v_2(z_1, z_2)H_2(z_1, z_2) = (0, z_2), \\
H_{30}(z_1, z_2) &= v_3(z_1, z_2)H_0(z_1, z_2) = (z_1z_2^2, 0), \\
H_{31}(z_1, z_2) &= v_3(z_1, z_2)H_1(z_1, z_2) = (z_1^2z_2^2, 0), \\
H_{32}(z_1, z_2) &= v_3(z_1, z_2)H_2(z_1, z_2) = (0, z_2^2), \\
H_{40}(z_1, z_2) &= v_4(z_1, z_2)H_0(z_1, z_2) = (z_1z_2^2, 0), \\
H_{41}(z_1, z_2) &= v_4(z_1, z_2)H_1(z_1, z_2) = (z_1^2z_2^2, 0), \\
H_{42}(z_1, z_2) &= v_4(z_1, z_2)H_2(z_1, z_2) = (0, z_2^2) 
\end{align*}
\]

as generators of \( \bar{\mathcal{P}}(K) \) over \( \mathcal{P}(\Gamma) \). From Theorem 4.5 we compute \( \bar{R}_0(H_{12}) = H_{12}, \bar{R}_0(H_{0j}) = H_{0j}, \bar{R}_1(H_{ij}) = H_{ij}, \bar{R}_2(H_{1j}) = H_{1j}, \bar{R}_2(H_{02}) = H_{02}, \) for \( i = 1, 4, j = 0, 1 \) and \( l = 2, 3. \) All the other projections are zero. Hence, the sets

\[
\begin{align*}
\{(z_1, 0), (z_1^2, 0), (0, z_2), (0, z_2^2)\}, \\
\{(z_1z_2, 0), (z_1^2z_2, 0), (0, z_2), (0, z_2^2), (z_1z_2^2, 0), (z_1^2z_2^2, 0)\}
\end{align*}
\]

and

\[
\{(0, 1), (z_1z_2, 0), (z_1^2z_2, 0), (z_1z_2^2, 0), (z_1^2z_2^2, 0)\}
\]

generate \( \bar{\mathcal{P}}(\Gamma), \bar{\mathcal{P}}_{\sigma}(\Gamma) \) and \( \bar{\mathcal{P}}_{\sigma^2}(\Gamma) \) over \( \mathcal{P}(\Gamma) \), respectively.

Therefore, we obtain the general form of a \( \Gamma \)-equivariant polynomial mapping

\[
g(z_1, z_2) = (f_1(z)z_1 + f_2(z)z_1^2, f_3(z)z_2 + f_4(z)z_2^2)
\]

of a \( \sigma \)-relative equivariant

\[
h(z_1, z_2) = (f_5(z)z_1z_2 + f_6(z)z_1^2z_2 + f_7(z)z_1z_2^2 + f_8(z)z_1^2z_2^2, f_9(z)z_2 + f_10(z)z_2^2)
\]
and of a $\sigma^2$-relative equivariant

$$p(z_1, z_2) = (f_{11}(z)z_1\bar{z}_2 + f_{12}(z)\bar{z}_1^2\bar{z}_2 + f_{13}(z)z_1z_2^2 + f_{14}(z)\bar{z}_1\bar{z}_2^2, f_{15}(z)),$$

where $z = (z_1, z_2) \in \mathbb{C}^2$ and $f_i \in \mathcal{P}(\Gamma)$ for all $i = 1, \ldots, 15$.

Finally we also obtain, from the list of generators above, the data given in Table 2, which is in agreement with (3.10), (3.11) and (3.12).

| $d$  | $\dim \mathcal{P}^d(\Gamma)$ | $\dim \mathcal{P}^d_{\sigma}(\Gamma)$ | $\dim \mathcal{P}^d_{\sigma^2}(\Gamma)$ |
|------|-----------------------------|-------------------------------------|--------------------------------------|
| 0    | 0                           | 0                                   | 1                                    |
| 1    | 2                           | 1                                   | 0                                    |
| 2    | 2                           | 2                                   | 3                                    |
| 3    | 4                           | 4                                   | 6                                    |
| 4    | 10                          | 8                                   | 6                                    |
| 5    | 12                          | 12                                  | 14                                   |
| 6    | 18                          | 18                                  | 21                                   |

Table 2: Dimensions of the vector spaces of homogeneous $\sigma^j$-relative equivariants of degree $d$, for $d = 0, \ldots, 6$.
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