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ON ENHANCED REDUCTIVE GROUPS (II):
FINITENESS OF NILPOTENT ORBITS UNDER ENHANCED GROUP ACTION AND THEIR CLOSURES

BIN SHU, YUNPENG XUE AND YUFENG YAO

Abstract. This is a sequel to [26] and [31]. Associated with $G := \text{GL}_n$ and its rational representation $(\rho, M)$ over an algebraically closed field $k$, we define an enhanced algebraic group $G := G \ltimes \rho M$ which is a product variety $\text{GL}_n \times M$, endowed with an enhanced cross product. In this paper, we first show that the nilpotent cone $N := N(g)$ of the enhanced Lie algebra $g := \text{Lie}(G)$ has finite nilpotent orbits under adjoint $G$-action if and only if up to tensors with one-dimensional modules, $M$ is isomorphic to one of the three kinds of modules: (i) a one-dimensional module, (ii) the natural module $k^n$, (iii) the linear dual of $k^n$ when $n > 2$; and $M$ is an irreducible module of dimension not bigger than 3 when $n = 2$. We then investigate the geometry of enhanced nilpotent orbits when the finiteness occurs. Our focus is on the enhanced group $G = \text{GL}(V) \ltimes _\eta V$ with the natural representation $(\eta, V)$ of $\text{GL}(V)$, for which we give a precise classification of finite nilpotent orbits via a finite set $\mathcal{P}_n$ of so-called enhanced partitions of $n = \dim V$, then give a precise description of the closures of enhanced nilpotent orbits via constructing so-called enhanced flag varieties. Finally, the $G$-equivariant intersection cohomology decomposition on the nilpotent cone of $g$ along the closures of nilpotent orbits is established.
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INTRODUCTION

This note is a sequel to [26] and [31]. The program of study of so-called enhanced reductive algebraic groups (and Lie algebras) is motivated by the study of modular representations of simple Lie algebras of non-classical type (see [26] and [31]). We always assume that $k$ is an algebraically closed field.

0.1. Let us quickly look back on some background. In comparison with the great progress of modular representations of reductive Lie algebras in recent decades (see [5], [6], [7], etc), it is far away from understanding modular representations of finite-dimensional simple Lie algebras of non-classical type because, at least in some extent, the latter are not algebraic Lie algebras, lack of user-friendly platform. We try to find some way to cover this shortage.

Let $L$ be a finite-dimensional restricted simple Lie algebras of non-classical type over an algebraically closed filed of positive characteristic $p > 7$, which is naturally endowed with a distinguished filtration structure $\{L_i\}_{i \geq -d}$ with $d = 1$, or $2$ (see [27], or [38]). Then by Wilson’s result [41], $\text{Aut}(L)$ is a connected algebraic group preserving both $p$-structure and the filtration structure of $L$. The group $\text{Aut}(L)$ (denoted by $G$ for the time being) has a decomposition of the form $G \rtimes U$ with $G$ being a connected reductive algebraic group and $U$ the unipotent radical. The structure of $G$ and $U$ arise from the natural graded structure of $L$. Roughly speaking, $\text{Lie}(G)$ is actually the maximal distinguished filtered subalgebra $L_0$. To a large extent, the study of irreducible representations of $L$ can be reduced to those of $L_0$ (see [29], [32], [33], etc.). Such a $G$ of the form $G \rtimes U$ is called semi-reductive in [26]. Correspondingly, it becomes a vital topic for us to study representations of semi-reductive algebraic groups and their Lie algebras in prime characteristic. We hope our program can shed some light on the study of modular representations of non-classical simple Lie algebras.

On the other hand, it has its own interest. Especially, when considering the enhanced product of a connected reductive algebraic group $G$ and an arbitrarily given (finite-dimensional) rational representations $(\rho, M)$, we have a natural semi-reductive algebraic group $G \rtimes_\rho M$ (see §1.1), which is called an enhanced reductive algebraic group. There are really lots of interesting new phenomena and questions related to different classical theories (see [26] and [31]).

0.2. In this paper, we focus on the enhanced reductive algebraic group $G := G \rtimes_\rho M$ and $g := \text{Lie}(G)$ for $G = \text{GL}_n$ and finite-dimensional rational representations $(\rho, M)$ of $G$ over $k$. Especially, we investigate the nilpotent cone $\mathcal{N} := \mathcal{N}(g)$, and the $G$-conjugacy classes in $\mathcal{N}$. In view that the question can be reduced to the case when $(\rho, M)$ is a polynomial representation, so we will focus our interest in this case where irreducible modules of $\text{GL}_n$ can be parameterized by the set $P^+$ of partitions of positive integers, up to isomorphism (see [15]). So we can write them as $\{L(\lambda) \mid \lambda \in P^+\}$.

Recall that in the classical theory on representations of reductive algebraic groups and their Lie algebras, the geometry concerning the nilpotent cones and their nilpotent orbits is very important (see [20]). Their geometric features reflect rich representation information along with combinatorics properties. Naturally, it can be expected that for $G$, there are rich geometric properties with deep connection to representations of $\text{Lie}(G)$ in prime characteristic. As further perspectives, one can expect to explore the approach in modular...
representations of reductive Lie algebras in the study of representations of \( L_0 \), thereby of non-classical simple Lie algebra \( L \).

0.3. Main results. The first purpose of this paper is to determine when \( N \) mentioned above has finite orbits. As is well-known, the nilpotent cones for reductive Lie algebras over \( k \) have finite orbits (see [20, Theorem 2.8.1]). This primary property is a basis of geometric theory of reductive Lie algebras and their representations. It is worthwhile to solve the finiteness problem in the enhanced Lie algebra case. In this part, our main result is as blow

**Theorem 0.1.** (see Theorems 1.6 and 1.11) Let \( G = \text{GL}_n \) and \((\rho, M)\) be a finite-dimensional rational representation over \( k \). Suppose \( \text{ch}(k) = 0 \), or loosely \( \text{ch}(k) \) is any while \( M \) has complete reducibility. Keep the notations as above. In particular, \( G = \text{GL}_n \ltimes \rho M \), and \( g := \text{Lie}(G) \) which is isomorphic to \( \text{gl}_n \times M \) as a vector space.

1. If \( N \) has finite orbits, then \( M \) is an irreducible module.

2. When \( n > 2 \), the nilpotent cone \( N \) of the enhanced Lie algebra \( g \) has finite nilpotent orbits under adjoint \( G \)-action if and only if this irreducible module \( M \), up to tensor with a one-dimensional module, is isomorphic to one of the following three modules: (i) one-dimensional module, (ii) the natural module \( k^n \); (iii) the linear dual of natural module.

3. When \( n = 2 \) and \( \text{ch}(k) = 0 \), the nilpotent cone \( N \) has finite nilpotent orbits if and only if the irreducible module \( M \) is of dimension not bigger than 3.

The basic observation here is a fact that for any \((X, w) \in N, (X, w + \text{im}X) \in \text{Ad}(G)(X, w)\) where \( \text{im}X \) stands for the image of \( d(\rho)X \) in \( M \) (see Lemma 1.2), consequently the analysis of the \( G_X \)-action on \( M \) (modulo \( \text{im}X \)) becomes an important ingredient in the proof of Theorem 0.1 where \( G_X \) is the centralizer of \( X \) in \( G \). The technique in most parts of the proof of the above theorem is elementary except the \( \text{GL}_2 \) case where we need to verify the existence of nonzero dimension of an algebraic quotient associated with any given polynomial irreducible representation of dimension bigger than 3, in order to show the infiniteness of orbits. To achieve this, we take use of some classical geometric arguments (see Lemma 1.8).

0.3.1. Exceptional case. Then we turn to the study of \( N \) when it has finite orbits. In Theorem 0.1(3), \( N \) has finite nilpotent orbits when it is associated with \( \text{GL}_2 \) and a 3-dimensional module \( M \). In the second section, we give a precise description of all nilpotent orbits and closures (see Proposition 2.2).

0.3.2. Enhanced nilpotent orbits associated with natural modules. Up to \( G \)-equivariances, the most cases turn out to the one when the enhanced structures are associated with natural modules. The exceptional case occurs only when \( G = \text{GL}_2 \), and \( M \) is a 3-dimensional irreducible module. The remaining main body of this paper except the last section is devoted to the investigation of enhanced nilpotent orbits and their closures for \( G = \text{GL}(V) \ltimes \eta V \) where \((\eta, V)\) is the natural representation.

The significant extra information of the \( G \)-conjugacy classes in \( N \), apart from the control of \( \text{GL}(V) \)-conjugation, comes from the mixed information from the representation on \( V \), especially from \( \text{im}d(\eta)(X') \subset V \) for \( X' \in \text{Ad}(G)X \) with \( G = \text{GL}(V) \). Precisely speaking, the \( G \)-orbits in \( N \) can be parameterized by a set \(*\mathcal{P}_n\) of all so-called enhanced partitions of \( n \), which can be described as pairs \((\lambda, [q])\) with \( \lambda \) running through the set \( \mathcal{P}_n \) of all partitions
of $n$ ($n = \dim V$), being attached with its so-called $q$th lowering (see Theorem 3.5 and §3.6 for the notion “lowerings”). The pairs $(\lambda, [q])$ are simply written as $\lambda[q]$ in the whole article, the latter of which is nominated an enhanced partition of $n$. As can be expected, the closures of these $G$-orbits $O_{\lambda[q]}$ are controlled by the original $\text{GL}_n$-orbits along with the “lowerings” of partitions (see Corollary 4.6), with topological relation determined by some natural order of enhanced partitions (see Proposition 4.1).

Along this line, the classical theory of nilpotent orbits and Springer theory can be extended in the frame of the enhanced reductive groups. Especially, there are “enhanced” partial flag varieties and “enhanced” Springer resolutions so that “enhanced Springer fibers” can be expected to play key roles in the study of modular representations of enhanced reductive Lie algebras, and further go into that of $\mathcal{L}$ although the enhanced Springer fibers turn out to coincide with the corresponding classical Springer fibers in the case $G = \text{GL}(V) \ltimes \eta V$. In this note, we take a look into the enhanced Springer fibers and their cohomology, finally demonstrating a $G$-equivariant intersection cohomology decomposition on $N$ along the closures of their $G$-orbit decomposition (see Theorem 5.4).

0.4. Relation to the work on $\text{GL}(V)$-orbits in $N \times V$. This work is much related to the earlier works of Achar-Henderson and of Travkin (etc.) when $M$ is the natural module (see [1], [14], [40]). In [1] and [40], Achar-Henderson and Travkin independently investigated the $\text{GL}(V)$-orbits on $N \times V$, with motivations coming from the consideration in type $A$ of Syu Kato’s work on “exotic Springer correspondence” in type $C$, and the study involving some mixed flag varieties, respectively. Their parameterizations of $\text{GL}(V)$-orbits are the set of bi-partitions of $n$. Our parameterizations of $G$-orbits are closely related to and compatible with theirs (see §1.4).

1. Finiteness of nilpotent orbits under the enhanced group action

Throughout the paper, all algebraic groups and vector spaces are assumed to be over an algebraically closed field $k$ unless other statements.

1.1. Enhanced algebraic groups and enhanced Lie algebras. Let $G$ be a connected algebraic group over $k$, and $(M, \rho)$ be a finite-dimensional representation of $G$ on the vector space $M$. Consider the product variety $G \times M$. Regard $M$ as an additive algebraic group.

The irreducible variety $G \times M$ is endowed with a cross product structure denoted by $G \times \rho M$, by defining for any $(g_1, v_1), (g_2, v_2) \in G \times M$

$$(g_1, v_1) \cdot (g_2, v_2) := (g_1g_2, \rho(g_1)v_2 + v_1).$$

Then a straightforward computation yields that $G := G \times \rho M$ becomes an algebraic group with unity $(e, 0)$ for the unity $e \in G$, and $(g, v)^{-1} = (g^{-1}, -\rho(g)^{-1}v)$. Both $G$ and $M$ naturally become closed subgroups of $G$, and $M$ is normal. The unipotent radical of $G$ is just the closed subgroup $e^M := \{e\} \times M$, which is identified with $M$ (an additive algebraic group). We call $G$ an enhanced algebraic group associated with the representation space $M$. Set $\mathfrak{g} = \text{Lie}(G)$. Then $(M, d(\rho))$ becomes a representation of $\mathfrak{g}$. And $\mathfrak{g} := \text{Lie}(G) = \mathfrak{g} \times_{d\rho} M \cong \mathfrak{g} \oplus M$ with the following Lie bracket

$$[(X_1, v_1), (X_2, v_2)] := ([X_1, X_2], d(\rho)(X_1)v_2 - d(\rho)(X_2)v_1),$$
which is called an enhanced Lie algebra. Naturally, \( g \) is an adjoint \( G \)-module with

\[
\text{Ad}(g, v)(X, w) = (\text{Ad}(g)X, -(\text{Ad}(g)X)v + \rho(g)w), \quad \forall g \in G, X \in g, v, w \in M.
\]

In the following, we always simply write \( X.v \) or \( Xv \) for \( d\rho(X)v \), and \( g.v \) or \( gv \) for \( \rho(g)v \) for \( X \in g, g \in G \) and \( v \in M \) if the context is clear.

From now on, we always assume that \( G = \text{GL}_n \) is the general linear algebraic group of rank \( n \), and \( M \) is a finite-dimensional rational \( G \)-module. Let \( N \) and \( N^\circ \) be the nilpotent cones of \( g = \mathfrak{gl}_n \) and \( \mathfrak{g} = \mathfrak{gl}_n \times M \), respectively. Then \( N^\circ = N \times M \). The following fact is fundamental.

**Lemma 1.1.** Let \( G = \text{GL}_n \) and \( M \cong k^n \) be the natural module of \( G \), and \( G \) the associated enhanced reductive group. For any \((X, w) \in N^\circ \), denote \( \mathfrak{g}_{(X, w)} = \{(Y, u) \in \mathfrak{gl}_n \times M \mid \text{ad}(X, w)(Y, u) = 0\} \) and \( G_{(X, w)} = \{(g, v) \in G \mid \text{Ad}(g, v)(X, w) = (X, w)\} \). Then the following statements hold.

1. \( \mathfrak{g}_{(X, w)} = \text{Lie}(G_{(X, w)}) \)
2. The centralizer \( G_{(X, w)} \) is connected.

**Proof.** Set \( g = \mathfrak{gl}_n \), and denote by \( g_X \) and \( G_X \) the centralizers of \( X \) in \( g \) and in \( G \) respectively. By definition, we can regard \( G \) as a connected closed subgroup of \( \text{GL}_{n+1} \), and naturally \( G_{(X, w)} = G \cap \text{GL}_{n+1} \). Recall a basic fact for general linear groups (see, for example [20 §2.3]): \( \text{Lie}(\text{GL}_{n+1}(X, w)) = \mathfrak{gl}_{n+1}(X, w) \) for any \((X, w) \in \mathfrak{g} \). So we have \( \text{Lie}(G_{(X, w)}) \subseteq \mathfrak{g}_{(X, w)} \). Note that \( G_{(X, w)} \) is actually the principal open subvariety of \( \mathfrak{g}_{(X, w)} \) by \( \text{det} \). Hence the centralizer \( G_{(X, w)} \) is irreducible, yielding the statement (2). What is more, \( \dim G_{(X, w)} = \dim \mathfrak{g}_{(X, w)} \). So \( \dim \text{Lie}(G_{(X, w)}) = \dim \mathfrak{g}_{(X, w)} \), correspondingly \( \text{Lie}(G_{(X, w)}) = \mathfrak{g}_{(X, w)} \). Hence (1) is proved. \( \square \)

### 1.2. A preliminary result on nilpotent orbits of enhanced Lie algebras.

We first look at what the nilpotent orbits look like in the enhanced Lie algebra \( \mathfrak{g} \). For any given nilpotent element \((X, w) \in N^\circ \) we suppose the Jordan standard matrix of \( X \) under \( \text{GL}_n \)-conjugation is \( J = J_\lambda \) for \( \lambda = (\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_r > 0) \) with \( \lambda \in \mathcal{P}_n \) for some \( r \in \mathbb{N} \), where \( \mathcal{P}_n \) denotes the set of all partitions of \( n \), i.e.

\[
\mathcal{P}_n := \left\{ \mu = (\mu_1 \geq \mu_2 \geq \ldots \geq \mu_m > 0) \mid m \in \mathbb{N}, \sum_{i=1}^m \mu_i = n \right\}
\]

with \( \mathcal{N}_n := |\mathcal{P}_n| \). This means that

\[
J = \begin{pmatrix}
J_{\lambda_1} & & \\
& J_{\lambda_2} & \\
& & \ddots \\
& & & J_{\lambda_r}
\end{pmatrix},
\]

where for \( i = 1, \ldots, r \)

\[
J_{\lambda_i} = \begin{pmatrix}
0 & 1 & 0 & & \\
0 & 0 & 1 & & \\
& & \ddots & \\
& & & & 0 & 1 \\
& & & & 0 & 0
\end{pmatrix}_{\lambda_i \times \lambda_i}
\]
Set $G_J := \{ g \in G \mid \text{Ad}(g)J = J \}$, the centralizer of $J$ in $G$. Then $G_J$ is a closed subgroup of $G$. Parallel to $G_J$, we have $\mathfrak{g}_J := \{ Y \in \mathfrak{g} \mid [Y, J] = 0 \}$. Set $J_M = \text{d}_\rho(J)(M)$. Then $J_M$ is a $G_J$-module. (In the same sense, we have the notations $G_X$ and $\mathfrak{g}_X$ for any $X \in \mathfrak{g}$ with the same meaning as above.)

We first have the following lemma.

**Lemma 1.2.** Keep the notations as above. The following statements hold.

1. For any $(J, w) \in J\mathfrak{N}$, $(J, w + JM) \in \text{Ad}(\mathfrak{G})(J, w)$.
2. Denote $\bar{J}M = \bar{M}/JM$. Then $G$-orbits in $\mathfrak{N}$ are finite if and only if $G_J$-orbits in $\bar{J}M$ are finite for any $J = J_\lambda$ with $\lambda \in \mathcal{P}_n$.

**Proof.** (1) It is directly deduced from the definition.

(2) Recall that the set of $G$-orbits in $\mathfrak{N}$ is finite, and it is one to one correspondence with $\mathfrak{P}_n$. For $J = J_\lambda$ with $\lambda \in \mathcal{P}_n$, let $\Upsilon_\lambda$ be the set of representatives in $M$ of the $G_J$-orbit in $\bar{J}M$. Then it follows from (2) that we have the following bijection:

$$
\Phi : \{(\lambda, w_\lambda) \mid \lambda \in \mathcal{P}_n, w_\lambda \in \Upsilon_\lambda\} \longrightarrow \mathfrak{N}/G
$$

$$(\lambda, w_\lambda) \mapsto \text{Ad}(\mathfrak{G})(J_\lambda, w_\lambda).$$

This implies that $G$-orbits in $\mathfrak{N}$ are finite if and only if $\Upsilon_\lambda$ is finite for any $\lambda \in \mathcal{P}_n$, as desired.

### 1.3. Finiteness of nilpotent orbits under the enhanced group action.

In the next subsections, we investigate the finiteness problem for the enhanced nilpotent cones associated with $\text{GL}_n$ and a rational module $\text{GL}_m$-module $M$.

1.3.1. Suppose that $M$ can be completely decomposed into a direct sum of irreducible modules, say, $M = \sum_{i=1}^t L(\mu^{(i)})$ with $\mu^{(i)}$ being a highest weight in the set of dominant integral weights. In the case $\text{ch}(k) = 0$, the complete reducibility for any finite-dimensional modules over $\text{GL}_n$ is assured.

In the following arguments, denote $J = J_n$. Set $E = \text{Diag}(1, \ldots, 1)$, the identity matrix. Then $G_J = \text{GL}_n \times \mathbb{R}$ where $\text{GL}_n$ is generated by $g_c := cE$ with $c(\neq 0) \in k$, and $\mathbb{R}$ is a unipotent closed subgroup of $\text{GL}_n$ generated by $g^+(k, c) := E + c\sum_{i=1}^{n-k} E_{i,k+i}$ with $k$ running over $\{1, \ldots, n-1\}$, and $c(\neq 0) \in k$.

**Lemma 1.3.** Suppose $M$ has the complete reducibility. If $\mathfrak{N}$ has finite orbits, then $M$ must be an irreducible module of $\text{GL}_m$.

**Proof.** Suppose $M$ is not irreducible. This means that the component number $t > 1$ in the complete reducible decomposition of $M$.

Recall that $\mathfrak{N} = \mathfrak{N} \times M$. And $L(\mu^{(i)})$ has a minimal weight vector $v^{(i)}_0$, i.e, $L(\mu^{(i)}) = U(n^+)v^{(i)}_0$. Consider $\lambda = (n) \in \mathcal{P}_n$, and $J = J_\lambda$, which is equal to $J_n$, the Jordan standard matrix of regular $G$-nilpotent elements for $\mathfrak{g}$. Note that $k$ is an algebraically closed field. We can take a nonzero $\chi \in k$ such that $\chi^m$ are different when $m$ ranges through $\mathbb{N}$. Equivalently, the nonzero element $\chi$ is not any root of unity in $k$. Consider $u_m := v^{(1)}_0 + \chi^m v^{(2)}_0 + \cdots + v^{(t)}_0 \in \mathfrak{N}$ for $m \in \mathbb{N}$. It follows from (2) that all $u_m, m \in \mathbb{N}$, lie in different $G$-orbits by Lemma 1.2. In fact, if $u_{m_1}$ and $u_{m_2}$ lie in the same $G$-orbit, then it follows from (2) that there exists $g \in G_J$ such that

$$g.(v^{(1)}_0 + \chi^{m_1} v^{(2)}_0 + \cdots + v^{(t)}_0) \equiv v^{(1)}_0 + \chi^{m_2} v^{(2)}_0 + \cdots + v^{(t)}_0 \mod (JM),$$

where $g.\chi_0 = \chi_0$. This contradicts the assumption that $\mathfrak{N}$ is finite.
yielding that \( m_1 = m_2 \) by comparing the lowest weight vectors of summands in both sides of the above equality, which are linearly independent. \( \square \)

1.3.2. By the above lemma, we focus on irreducible modules \( M \) of \( GL_n \). Up to tensors with one-dimensional modules, rational irreducible modules of \( GL_n \) can be presented as polynomial irreducible ones which are parameterized by the set \( P^+ \) of partitions of positive integers, denoted by \( L(\mu) \) with \( \mu \in P^+ \). Note that for any one-dimensional module \( k_\gamma \) with \( \gamma \in k^\times \), the \( GL_n \)-conjugacy classes in \( M \) and in \( M \otimes_k k_\gamma \) are in a one-to-one correspondence. Here and further \( k^\times := k\{0\} \). Consequently, for simplicity of arguments we might as well suppose \( M = L(\mu) \) is a polynomial irreducible representation without loss of generality. Those \( \mu \) are partitions of some positive integers, i.e., \( \mu = (a_1 \geq a_2 \geq \cdots) \) with \( a_i \in \mathbb{N} \), \( i = 1, 2, \ldots \). What is more, \( \mu \) can be written as \( \sum_{i=1}^{n} a_i \epsilon_i \) where \( \epsilon_i \) stands for an element of the character group \( X(T) \) of the canonical maximal torus \( T \) of \( GL_n \) consisting of all invertible diagonal matrices, by defining via \( \epsilon_i(\text{Diag}(t_1, \cdots, t_n)) = t_i \). Denote \( \alpha_i = \epsilon_i - \epsilon_{i+1} \) for \( i = 1, \ldots, n-1 \). Then \( \Delta := \{ \alpha_i \mid i = 1, \ldots, n-1 \} \) becomes the system of standard simple roots for \( GL_n \), and \( \Phi^+ := \{ \epsilon_i - \epsilon_j \mid 1 \leq i < j \leq n \} \) the system of standard positive roots.

Furthermore, \( d(\epsilon_i) \) becomes a linear function on the space \( h := \text{Lie}(T) \) (consisting of all diagonal matrices of \( \mathfrak{gl}_n \)), taking the value \( c_i \) at \( \text{Diag}(c_1, \cdots, c_n) \in h \). All these \( d(\epsilon_i) \) are really linear functions on \( h \). Sometimes, we do not distinguish \( \epsilon_i \) and \( d(\epsilon_i) \) if the context is clear. Regard \( \{ \alpha_i \mid i = 1, \ldots, n-1 \} \) as the simple root system of \( g \). In the following, we will take \( X_\alpha = E_{i,i+1} \) as a root vector of \( \alpha_i \) for \( g \). Consider \( J = J_n \) as before. Then \( J = X_{\alpha_1} + X_{\alpha_2} + \cdots + X_{\alpha_{n-1}} \).

**Lemma 1.4.** Assume \( M = L(\mu) \) is a polynomial irreducible representation of \( G \) with \( \mu = \sum_{i=1}^{r} a_i \epsilon_i \) with \( a_i \in \mathbb{N} \) and \( a_i \geq a_{i+1} \). If \( \mathbb{N} = \mathbb{N} \times M \) has finite \( G \)-orbits, then all \( a_i \) are equal, i.e., \( \mu = a_1(\epsilon_1 + \cdots + \epsilon_r) \).

**Proof.** We only need to show that if there exists \( a_k \in \{a_1, \ldots, a_r\} \) such that \( a_k > a_{k+1} > 0 \), then there are infinite nilpotent \( G \)-orbits in \( \mathbb{N} \). In this case, we can take \( 1 \leq k \leq r \) such that \( a_1 = a_2 = \cdots = a_k > a_{k+1} \geq \cdots \geq a_r > 0 \). According to the assumption, there exists \( k+1 \leq s < r \) such that \( a_s > a_{s+1} \), or \( r < n \) and \( a_{k+1} = a_{k+2} = \cdots = a_r \). Let \( v_0^\gamma \) be a fixed minimal weight vector of \( L(\mu) \). Then \( J.v_0^\gamma = \sum_{j=k}^{r} b_j X_{\alpha_j} v_0^\gamma \) with \( b_j = 1 \) if \( a_j > a_{j+1} \) or 0 if \( a_j = a_{j+1} \) for \( j = k, \ldots, r \). Especially, \( b_k = b_r = 1 \). Fix \( \chi \in k \) as previously, and set \( v_m = (1 + X_{\alpha_k} + \chi^m X_{\alpha_r}) v_0^\gamma \). Then it follows from (2) that those \( v_m \) lie in mutually different \( G \)-orbits when \( m \) are different. In fact, if \( v_{m_1} \) and \( v_{m_2} \) lie in the same \( G \)-orbit, then it follows from (2) that there exists \( g \in G_J \) such that \( g.(1 + X_{\alpha_k} + \chi^{m_1} X_{\alpha_r}) v_0^\gamma \equiv (1 + X_{\alpha_k} + \chi^{m_2} X_{\alpha_r}) v_0^\gamma \mod (J.M) \). This yields that \( m_1 = m_2 \) by comparing the weight vectors in both sides of the above equality. \( \square \)

1.3.3. By the above lemmas, we only need to focus on polynomial irreducible modules of the form \( M = L(\mu) \) with \( \mu = a \sum_{j=1}^{r} \epsilon_j \in \mathcal{P}_n \). By definition, \( M \) is decomposed into the sum of weight spaces: \( M = \sum_{\gamma \in X(T)} M_{\gamma} \) with \( M_{\gamma} = \{ v \in M \mid t.v = \gamma(t)v \ \forall t \in T \} \). Let \( w_0 \) be
the longest element of the Weyl group $\mathfrak{S}_n$, and fix a minimal weight vector $v_0^-$ of $M$. Then $v_0^-$ is of weight $\mu := w_0(\mu) = a \sum_{j=n-r+1}^n \epsilon_j$, and $v_0^-$ linearly spans $M_\mu$ (see [19, II.2]).

**Lemma 1.5.** Keep the notations as above, and assume $n > 2$. Take $M = L(\mu)$ with

$$\mu = a \sum_{j=1}^n \epsilon_j \in \mathcal{P}_n,$$

and set $J = J_n$.

(1) Suppose there are two nonzero weight vectors $w_\eta \in M_\eta$ and $w_{\eta'} \in M_{\eta'}$ with different weights $\eta = \mu^0 + \alpha_h + \alpha_k$ and $\eta' = \mu^0 + \alpha_{h'} + \alpha_{k'}$ respectively (here $h, h', k, k' \in \{1, 2, \ldots, n-1\}$), then $N$ contains infinite $G$-orbits.

(2) If $N = N \times M$ has finite $G$-orbits, then one of the following cases occurs: (i) $r = n$; (ii) $r = n - 1$ and $a = 1$; (iii) $r = 1$ and $a = 1$.

**Proof.** (1) Consider $J = J_n$ as before, and take $\chi \in k$ as previously. Set

$$w_m = v_0^+ + \chi^m w_\eta + \chi^{m+1} w_{\eta'}.$$  

We claim that all $w_w, m \in \mathbb{Z}$, lie in different $G$-orbits. Actually, if $w_{m_1}$ and $w_{m_2}$ lie in the same $G$-orbit, there exists $g \in G_J$ such that

$$g.(v_0^+ + \chi^{m_1} w_\eta + \chi^{m_1+1} w_{\eta'}) \equiv v_0^+ + \chi^{m_2} w_\eta + \chi^{m_2+1} w_{\eta'} \mod (J M).$$

By comparison of weight vectors on both sides above, we have $m_1 = m_2$.

(2) By the assumption $n > 2$, $r$ may change in the range through 1 to $n$ in the expression

$$\mu = a \sum_{j=1}^n \epsilon_j.$$  

We divide our arguments into different cases.

(2.i) Suppose $1 < r < n - 1$. Then $M$ has two non-zero weight spaces $M_{w_{0}(\mu) + \alpha_n + \alpha_{n-r-1}}$ containing nonzero vector $X_{\alpha_n + \epsilon_{n-r-1}} X_{\alpha_n - v_0^+}$, and $M_{w_{0}(\mu) + \alpha_n + \alpha_{n-r+1}}$ containing nonzero vector $X_{\alpha_n + \epsilon_{n-r+1}} X_{\alpha_n - v_0^+}$. So there are different nonzero vectors $w_\eta = X_{\alpha_n + \epsilon_{n-r-1}} X_{\alpha_n - v_0^+}$ and $w_{\eta'} = X_{\alpha_n + \epsilon_{n-r+1}} X_{\alpha_n - v_0^+}$. By the statement in part (1), the finiteness of orbits in $N$ yields either $r = 1$ or $r = n - 1$.

(2 ii) Suppose $r = 1$ but $a > 1$ for $GL_n$ with $n > 2$. Then $M$ has two non-zero weight spaces $M_{w_{0}(\mu) + 2\alpha_n}$ containing nonzero vector $X_{\alpha_n + \epsilon_{2n-1}} X_{\alpha_n - v_0^+}$, and $M_{w_{0}(\mu) + \alpha_n + \alpha_{n-2}}$ containing nonzero vector $X_{\alpha_n + \epsilon_{n-2}} X_{\alpha_n - v_0^+}$. So we have two different vectors $w_\eta = X_{\alpha_n + \epsilon_{2n-1}} X_{\alpha_n - v_0^+}$ and $w_{\eta'} = X_{\alpha_n + \epsilon_{n-2}} X_{\alpha_n - v_0^+}$. By (1) we have that if $r = 1$, then $a = 1$ is necessary for the finiteness.

(2 iii) Suppose $r = n - 1$ but $a > 1$. Then $M$ has two non-zero weight spaces $M_{w_{0}(\mu) + 2\alpha_1}$ containing a nonzero vector $X_{\alpha_1 + \epsilon_{2n-1}} v_0^-$, and $M_{w_{0}(\mu) + \alpha_1 + \alpha_2}$ containing a nonzero vector $X_{\alpha_2} X_{\alpha_1} v_0^-$. By (1), we have that if $r = n - 1$, then the finiteness yields $a = 1$.

Summing up, we accomplish the proof.

**Theorem 1.6.** Assume $G = GL_n$ with $n > 2$ and $M$ has complete reducibility. Then the nilpotent cone $N := N(\mathfrak{g})$ of the enhanced Lie algebra $\mathfrak{g} := \text{Lie}(G)$ has finite nilpotent orbits under adjoint $G$-action if and only if up to tensor products with one-dimensional modules, $M$ is isomorphic to the one of the following three modules: (i) one-dimensional module; (ii) the natural module $k^n$; (iii) the linear dual module of the natural one $k^n$.

**Proof.** The necessary part follows from Lemmas [1,2,3]. Next we show the sufficient part. When $M = L(a \sum_{i=1}^n \epsilon_i)$ ($a \in \mathbb{N}$), $M$ is a one-dimensional module. It is easily known that $N$ has $2N_n G$-orbits: one containing a single point “zero vector” $(0,0)$; one containing all elements $(0, \nu)$ with $\nu$ running over all nonzero elements in $M$, the remaining ones are of the form $(J_\lambda, \nu)$ with $\lambda \in \mathcal{P}_n$ and $\nu$ running over all elements in $M$. Now we consider $M = L(\epsilon_1)$. In this case, $M$ is the natural module $k^n$. The finiteness of orbits in $N$ follows
Remark 1.7. (1) The condition involving complete reducibility in Theorem 1.6 comes from some technique requirement when ch(k) > 0. It should not be necessary.

(2) It is meaningful to recall the study of finiteness of nilpotent orbits for a reductive Lie algebra $g = \text{Lie}(G)$ over $k$ (see [20, Theorem 5.8.1] and [11, §5.11]). The finiteness of nilpotent orbits of $g$ can be directly deduced from the finiteness of unipotent conjugacy classes of the connected reductive algebraic group $G$ via a Springer bijection when ch(k) = 0 or ch(k) = p is good for $g$. The finiteness of unipotent conjugacy classes of a connected reductive algebraic group over an algebraically closed field was finally proved by Lusztig in 1976. This work was fulfilled by great efforts of Dynkin-Kostant when ch(k) = 0, Richardson and Lusztig etc. (see [21, 28, 22]). This finiteness was conjectured by R. Steinberg in 1966.

1.4. Further discussion for GL$_2$. In the remaining part of this section, we assume ch(k) = 0. Suppose $(\rho, M)$ is a given polynomial irreducible GL$_2$-representation on $M$ of dimension $m + 1$. Then $M$ can be described by a homogeneous polynomials of degree $m$ on $x, y$. This means $M$ can be identified with the space $M^{(m)}$ of homogeneous polynomials on $x, y$ of degree $m$, i.e.

$$M^{(m)} := \{v = \sum_{j=0}^{m} a_j x^{m-j} y^j \mid a_j \in k\}$$

with the action of

$$g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2$$

on $v$ via $g.v = \sum_{j=0}^{m} a_j g(x)^{m-j} g(y)^j$ where $g(x) = ax + by$ and $g(y) = cx + dy$.

1.4.1. Denote by $k[M^{(m)}]^{\text{GL}_2}$ the invariants of the affine coordinate ring $k[M^{(m)}]$ under GL$_2$-action. Consider the algebraic quotient map $\pi : M^{(m)} \to M^{(m)}/\text{GL}_2$, i.e. the morphism corresponding to the inclusion $k[M^{(m)}]^{\text{GL}_2} \hookrightarrow k[M^{(m)}]$. Then $\pi$ gives rise to a bijection between the closed orbits of $M^{(m)}$ under GL$_2$-action and the points of $M^{(m)}/\text{GL}_2$. Let $N(M^{(m)})$ denote the nullcone $\pi^{-1}(\pi(0))$ which is a closed subvariety of $M^{(m)}$. Set for $i \in \mathbb{Z}$

$$M^{(m)}(i) := \{v \in M^{(m)} \mid \text{Diag}(t, t^{-1})v = t^{-i}v, \forall t \in k^\times\}.$$ By definition, $M^{(m)} = \bigoplus_{i=0}^{m} M^{(m)}(m - 2i)$ with

$$M^{(m)}(m - 2i) = k x^i y^{m-i}.$$ 

Lemma 1.8. Keep the notations and assumptions as above. The following statements hold.

(1) $v \in N(M^{(m)})$ if and only if $v$ is $\rho(\text{GL}_2)$-conjugate to a vector from $\bigoplus_{i>0} M^{(m)}(i)$.

(2) Suppose $m \geq 3$. Then

$$\dim N(M^{(m)}) \leq \begin{cases} d + 2 & \text{for } m = 2d + 1; \\ d + 1 & \text{for } m = 2d. \end{cases}$$

(3) Suppose $m \geq 3$. Then $\dim M^{(m)}/\text{GL}_2 \geq d$ with $m = 2d$ or $m = 2d + 1$. 

from the forthcoming Theorem 3.2. As to Case (iii) when $M$ is the linear dual of the natural module, $M$ is $G$-conjugate to the natural module. Consequently their enhanced nilpotent cones are $G$-conjugate. So the finiteness in Case (iii) is assured as in Case (ii). The sufficient part is proved. □
Then both of them are projections onto the first-coordinate, and the second-coordinate, respectively. Consequently, \( \pi \) is surjective. It follows that \( \widehat{\rho(M_{(m)})} \) is isomorphic to \( M_{\pm}^{(m)} \). Hence \( \dim \widehat{\rho(M_{(m)})} \geq d \).

On the other hand, \( \{ gB^+, v \} \subset (G/(B^+ \times \rho(v) \in M_{\pm}^{(m)}) \}

Now we take several steps for the remaining arguments by exploiting some classical geometric strategies (see [13, §0.15, §6.20-21] and [20, §6.4]).

(i) We claim that \( \widehat{\rho(M_{(m)})} \) is closed in \( G/B^+ \times \rho(v) \in M_{\pm}^{(m)}) \}

On the other hand, the representation \( \rho \) gives rise to the natural morphism \( G \times M_{\pm}^{(m)} \to M_{\pm}^{(m)} \) sending \( (g, v) \) onto \( \rho(g)v \), under which the inverse image of \( M_{\pm}^{(m)} \) exactly coincides with \( \phi^{-1}(\widehat{\rho(M_{(m)})}) \). Hence, \( \phi^{-1}(\widehat{\rho(M_{(m)})}) \) is closed in \( G \times M_{\pm}^{(m)} \). Recall that \( \phi \) is already known to be open. So the claim is proved.

(ii) We claim that \( \rho(M_{(m)}) \) is irreducible. Actually, consider the morphism \( \psi : G \times M_{\pm}^{(m)} \to \widehat{\rho(M_{(m)})} \) with sending \( (g, v) \) onto \( (gB^+, \rho(g)v) \). By definition, \( \psi \) is surjective. Consequently, \( \rho(M_{(m)}) \) is irreducible.

(iii) Consider the projection maps \( \pi_1 : \widehat{\rho(M_{(m)})} \to G/B^+ \), and \( \pi_2 : \widehat{\rho(M_{(m)})} \to \rho(v) \in M_{\pm}^{(m)}) \}

Then both of them are \( G \)-equivariant under the action of \( G \) on \( \widehat{\rho(M_{(m)})} \) via \( h.(gB^+, v) := (hgB^+, \rho(h)v) \). By (1), the morphism \( G \times M_{\pm}^{(m)} \to \rho(v) \in M_{\pm}^{(m)}) \}

is surjective. It follows that \( \pi_2 \) is surjective. On the other hand, for all \( g \in G \),

\[
\pi_1^{-1}(gB^+) = \{(gB^+, v) \in G/B^+ \times M_{\pm}^{(m)} | \rho(g)v \in \rho(M_{\pm}^{(m)})\}
\]

which is isomorphic to \( \rho(g^{-1})M_{\pm}^{(m)} \). Consequently, \( \pi_1^{-1}(gB^+) \) is an irreducible variety of dimension equal to \( \dim M_{\pm}^{(m)} \).
Theorem 1.11. Let \( M \) be an algebra (see [17]). Consequently verifying (4).

(v) We finally have

\[
\dim \mathcal{N}(\mu^m) = \dim \mathcal{N}(\mu^m) = 1 + \dim \mu^m = \begin{cases} 
  d + 2, & \text{if } m = 2d + 1; \\
  d + 1, & \text{if } m = 2d,
\end{cases}
\]

consequently verifying (4).

(3) Set \( l = \dim M^m/G \). Then the difference \( \dim M^m - \dim M^m/G \) is equal to \( (m + 1) - l \). Thanks to a theorem owing to Hochster-Roberts, \( k[M^m]^G \) is a Cohen-Macaulay algebra (see [17]). Consequently \( M^m/G \) is irreducible. Thus, \( \dim \mathcal{N}(\mu^m) = m + 1 - l \) (see [36] Theorem 5.1.6) or [10] AG, Theorem 10.1) again). By (2), we have \( m + 1 - l \leq d + 1 \) for \( m = 2d \) and \( m + 1 - l \leq d + 2 \) for \( m = 2d + 1 \). Hence \( l \geq d \).

The proof is completed.

By the above lemma, it is deduced that \( M^m \) has infinite closed \( GL_2 \)-orbits whenever \( m \geq 3 \). Hence, as a direct consequence we have

Corollary 1.9. For \( m \geq 3 \), there are infinite \( GL_2 \)-orbits in \( M^m \).

Remark 1.10. Lemma 1.8 should be extended to the general case \( GL_n \) with \( n > 2 \), then the consequence would be compatible with Theorem 1.6.

1.4.2. Recall that for \( G = GL_2 \), any polynomial irreducible representation \( \rho \) on \( M \) is described simply via a basis, \( \{ d\rho(J_2)v_i^o \mid i = 0, 1, \ldots, m \} \) where \( v_i^o \) has the same meaning as in §1.3. and

\[
J_2 = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}.
\]

Up to isomorphisms, \( M \) is uniquely determined by the dimension, which is denoted by \( L(me_1) \).

Now we are in a position to state the results for \( GL_2 \).

Theorem 1.11. Let \( G = GL(2) \) which is over \( k \) with \( ch(k) = 0 \), and \( (\rho, M = L(me_1)) \) \( (m \in \mathbb{Z}_{>0}) \) be an irreducible representation on \( M \). Then the following statements hold.

1. If \( m = 1 \), then there are 4 enhanced nilpotent orbits.
2. If \( m = 2 \), then there are 5 enhanced nilpotent orbits.
3. If \( m \geq 3 \), then there are infinite enhanced nilpotent orbits.

Proof. (1) It is clear because \( M \) is a natural module. The classification of orbits can be seen in a general result Theorem 3.2 which is forthcoming.

(2) When \( m = 2 \), \( \mathcal{N} \) has five \( G \)-orbits: (i) A single point “zero vector”; (ii) \( \text{Ad}(G)(0, v_o^-) \); (iii) \( \text{Ad}(G)(0, v_o^- + d\rho(J_2)^2v_o^-) \); (iv) \( \text{Ad}(G)(J_2, 0) \); (v) \( \text{Ad}(G)(J_2, v_o^-) \). The detailed arguments will be left in the next section (see Lemma 2.1), where we deal with the closures of nilpotent orbits in this exceptional case.

(3) Suppose \( m \geq 3 \). Note that \( 0 \times M \) is a \( G \)-stable subvariety of \( \mathcal{N} \). For \( v_1, v_2 \in M \), two vectors \( (0, v_1), (0, v_2) \in \mathcal{N} \) lie in different \( G \)-orbits whenever \( v_1 \) and \( v_2 \) lie in different \( G \)-orbits of \( M \). Consequently, the desired statements follows from Corollary 1.9.

\[\square\]
Remark 1.12. The further details when the situations of finite orbits happen will be seen in the next sections. Also more information on the closures of nilpotent orbits will be presented there.

1.5. As a consequence of the above finiteness theorems, we have the following criteria of the finiteness of $GL_n$-orbits in $\mathbb{N}$.

Proposition 1.13. Suppose either $k$ is of characteristic 0, or $\text{ch}(k)$ is any but $M$ has complete reducibility. Keep the notations as in Theorem 1.6 and 1.11. Then the following statements hold.

1. Suppose $n > 2$. As a $GL_n$-variety, $\mathbb{N}$ has finite orbits if and only if $M$ is isomorphic to one of the following three modules: (i) a one-dimensional module; (ii) The natural module $k^n$; (iii) The linear dual module of $k^n$.

2. When $n = 2$ and $\text{ch}(k) = 0$, as a $GL_2$-variety, $\mathbb{N}$ has finite orbits if and only if $M$ is an irreducible module of dimension not bigger than 2.

Proof. (1) From an obvious fact that finiteness of $GL_n$-orbits in $\mathbb{N}$ yields the same property of $G$-orbits, the necessity is a direct consequence of Theorems 1.6. Then we verify the sufficiency. As to the case with one-dimensional modules, the sufficiency is clear. Note that the natural module and its dual are $GL_n$-equivariant. It suffices to consider the case with the natural modules, which has been verified in [1].

For (2), the critical difference from the situation with $\mathbb{N}$ considered as a $G$-variety lies in the case when $M$ is an irreducible 3-dimensional rational module of $GL_n$. In this case, we claim that there are infinite $GL_2$-orbits in $\mathbb{N}$. In order to see this, we consider the $GL_2$-variety $X := \text{Ad}(G)(J_2, v_0)$. Considering the centralizer $G_{J_2}$ of $J_2$ in $GL_2$, we can identify $G_{J_2}$ with $k^x I_2 \times (J_2 + k J_2)$ for the identity matrix $I_2 \in GL_2$. Note that $\text{Ad}(G_{J_2} \times M)(J_2, v_0)$ is contained in $\{J_2\} \times \{(k^x v_0 + k v_1 + k v_2)\}$ where $v_i := J_2 v_0$, $i = 0, 1, 2$, forming a basis of $M$. Take $w_c = v_0 + c v_2$ for $c \in k$. We can show that if $(J_2, w_c) \in X$, then these $(J_2, w_c)$ lie in different $GL_2$-orbits when $c$ takes different values. Actually, $(J_2, w_c)$ and $(J_2, w_{c'})$ lie in the same $GL_2$-orbit if and only if there is a pair $(a, b) \in k^x \times k$ such that $a v_0 + a b v_1 + a c v_2 = v_0 + c' v_2$, yielding $c = c'$. However $X$ contains infinite $(J_2, w_c)$ with $c \in k$. Hence $X$ has infinite $GL_n$-orbits. From this observation, the claim follows.

What remains to do can be carried out by the same arguments as in the proof for (1). The proof is completed.

Remark 1.14. When $\text{ch}(k) = 0$, the statements for two cases in the proposition can be unified below. As a $GL_n$-variety, $\mathbb{N}$ has finite orbits if and only if either $M$ is one-dimensional module, or $M$ is $GL_n$-equivalent to the natural module $k^n$. Note that $M$ can be regarded a $GL_n$-stable subvariety of $\mathbb{N}$. So the same story happen on $M$: as a $GL_n$-variety, $M$ has finite orbits if and only if either $M$ is one-dimensional module, or $M$ is $GL_n$-equivalent to the natural module $k^n$.

2. An exceptional case arising from $GL_2$ along with its 3-dimensional representations

By Theorem 1.11, there are 5 enhanced nilpotent orbits for the enhanced reductive group associated with $GL_2$ and its 3-dimensional irreducible representation $(\rho, L)$ on the space
$L := L(2\epsilon_1)$. In this section, we describe their closures and the topology relations. We will assume that $\text{ch}(k) = 0$ in this section.

2.1. Set $G = G \rtimes L$ for $G = \text{GL}_2$. We have $g := \text{Lie}(G)$ equal to $gl_2$ and $\text{Lie}(G) = g := g \rtimes d_\rho L \cong g \oplus L$. Recall that in the sketchy proof of Theorem 1.11 there are five $G$-orbits in $N = N \times L$. We will give some details.

**Lemma 2.1.** There are five $G$-orbits in $N$ listed as below. (1) A single point “zero vector” $(0,0)$, denoted by $\mathcal{O}_1$; (2) $\mathcal{O}_2 := \text{Ad}(G)(0,v_0)$; (3) $\mathcal{O}_3 := \text{Ad}(G)(0,v_0 + d\rho(J_2)v_0)$; (4) $\mathcal{O}_4 := \text{Ad}(G)(J_2,0)$; and (5) $\mathcal{O}_5 := \text{Ad}(G)(J_2,v_0)$.

For the simplicity of notations, we will denote $v_i := d\rho(J_2)^iv_0$, $i = 0,1,2$. Then \( \{v_i \mid i = 0,1,2\} \) is a basis of $L$. Those 5 orbits can be expressed as:

\[
\begin{align*}
\mathcal{O}_1 &= \mathcal{O}(0,0); \\
\mathcal{O}_2 &= \mathcal{O}(0,v_0); \\
\mathcal{O}_3 &= \mathcal{O}(0,v_0 + v_0); \\
\mathcal{O}_4 &= \mathcal{O}(J_2,0); \\
\mathcal{O}_5 &= \mathcal{O}(J_2,v_0).
\end{align*}
\]

**Proof.** Recall that $L$ can be identified with $M^{(2)}$ in §1.4 which is the space of homogeneous polynomials on $x,y$ of degree 3 with $v_0 = x^2$, $v_1 = xy$ and $v_2 = y^2$. Then the $GL$-orbits in $M^{(2)}$ are exactly in a one-to-one correspondence with all standard quadratic forms on $x,y$. On the other hand,

\[
N = (\{0\} \times L) \cup ((N\backslash\{0\}) \times L),
\]

both of whose components are $G$-stable with trivial intersection. So

\[
\{0\} \times L = \mathcal{O}_1 \cup \mathcal{O}_2 \cup \mathcal{O}_3 \cup \mathcal{O}_4 \cup \mathcal{O}_5
\]

is the decomposition into different $G$-orbits.

As to the part $(N\backslash\{0\}) \times L$, by Lemma 1.2(1) we have that

\[
(N\backslash\{0\}) \times L = \mathcal{O}_1 \cup \mathcal{O}_2 \cup \mathcal{O}_5.
\]

Note that for any $(g,u) \in G_J \rtimes L$, $\text{Ad}(g,u).J_2, v_0) = (J_2, -d\rho(J_2)u + \rho(g)v_0)$ with the vector $-d\rho(J_2)u + \rho(g)v_0$ never being zero. This is because $G_J \cong k^\times I_2 \times (I_2 + kJ_2)$ for the identity matrix $I_2 \in GL_2$, and then $\rho(g)v_0$ contains a nonzero component vector of weight $-2$ while $d\rho(J_2)u$ never contain any nonzero component of weight $-2$. Hence \( (N\backslash\{0\}) \times L \) is the decomposition into different $G$-orbits. Summing up, we obtain the desired complete decomposition of $N$ with $G$-orbits.

2.2. We have the following main result of this section.

**Proposition 2.2.** Keep the notations and assumptions as above. The following statements hold.

1. $\text{dim}(\mathcal{O}_1) = 0$; Naturally $\overline{\mathcal{O}_1} = \mathcal{O}_1$.
2. $\text{dim}(\mathcal{O}_2) = 3$; and $\overline{\mathcal{O}_2} = \mathcal{O}_1 \cup \mathcal{O}_2$.
3. $\text{dim}(\mathcal{O}_3) = 3$; and $\overline{\mathcal{O}_3} = \{0\} \times L = \mathcal{O}_1 \cup \mathcal{O}_2 \cup \mathcal{O}_3$.
4. $\text{dim}(\mathcal{O}_4) = 4$; and $\overline{\mathcal{O}_4} = \mathcal{O}_1 \cup \mathcal{O}_4$.
5. $\text{dim}(\mathcal{O}_5) = 5$; and $\overline{\mathcal{O}_5} = N$.

The proof will be given in the next subsections.
2.3. We first adopt some general arguments on the closures of nilpotent orbits in the reductive group case. Suppose $P$ is a parabolic subgroup of $G$, and denote $P = P \ltimes \rho L$ (here and further $\rho$ is actually $\rho|_P$). We do not distinguish them in the notations. Sometimes, we even use the notation $P \ltimes L$ for $P$ (see [20, §8]). Suppose $M$ is a $P$-stable subspace of $\mathfrak{g}$. Set
\[ \mathcal{P}_M := \{(gP, (X, w)) \in G/P \times \mathfrak{g} \mid g \in G \text{ with } \text{Ad}(g)^{-1}(X, w) \in M\}. \]
(6)

Then we have $p_1 : \mathcal{P}_M \rightarrow G/P$ and $p_2 : \mathcal{P}_M \rightarrow \mathfrak{g}$, which are defined as the first-coordinator projection and the second-coordinator projection, respectively. It is readily known that two projections $p_1$ and $p_2$ are $G$-equivariant.

**Lemma 2.3.** The following statements hold.

(1) The subset $\mathcal{P}_M$ of $G/P \times \mathfrak{g}$ is a closed subvariety. It is smooth, irreducible and of dimension $\dim(G/P) + \dim(M)$.

(2) The first-coordinator projection $p_1 : \mathcal{P}_M \rightarrow G/P$ is a vector bundle of rank $\dim(M)$.

(3) The subset $\text{Ad}(G)M$ of $\mathfrak{g}$ is closed.

(4) For all $(Y, u) \in M$
\[ \dim(\text{Ad}(G)(Y, u)) \leq \dim(G/P) + \dim(\text{Ad}(P)(Y, u)) \]
with equality if and only if $(G_{Y,u})^\circ = G_{Y,u} \subset P$ where $(-)^\circ$ stands for the identity connected component of an algebraic group $(-)$.

**Proof.** Let $\varphi : G/P \simeq G/P$ send $gP$ onto $gP \in G/P$. Then $\varphi$ is an isomorphism of this two varieties. With this isomorphism, the arguments in the proof of [20, Lemma 8.7] can be carried out here. \qed

2.4. Keeping the set-up above, we additionally assume that there exists $(X, w) \in M$ such that
\[ \overline{\text{Ad}(P)(X, w)} = M \quad \text{and} \quad (G_{(X,w)})^\circ \subset P. \]
(7)

Let $\mathcal{O}_{(X, w)} = \text{Ad}(G)(X, w)$. Then (7) and Lemma 2.3 imply that
\[ \dim(\mathcal{O}_{(X, w)}) = \dim(G/P) + \dim M. \]

**Lemma 2.4.** Under the above assumptions, we have that $\overline{\mathcal{O}_{(X, w)}} = \text{Ad}(G)M$.

**Proof.** By definition, $(X, w) \in M$ implies that $\mathcal{O}_{(X, w)} \subset \text{Ad}(G)M$. Note that $\text{Ad}(G)M$ is closed by Lemma 2.3(3). So $\overline{\mathcal{O}_{(X, w)}} \subset \text{Ad}(G)M$. On the other hand, $M \subset \overline{\mathcal{O}_{(X, w)}}$ by (7), hence $\text{Ad}(G)M \subset \overline{\mathcal{O}_{(X, w)}}$. So $\overline{\mathcal{O}_{(X, w)}} = \text{Ad}(G)M$. \qed

Proposition 2.2 is a consequence of some applications of the above lemma.

2.5. **Proof of Proposition 2.2.** We will take some steps for the proof.

(i) Note that $\dim(\mathcal{O}_{(X, w)}) = \dim(\mathfrak{g}) - \dim(\mathfrak{g}_{(X, w)})$. It suffices to compute each $\mathfrak{g}_{(X, w)}$ for these five orbits. By a direct computation, the numbers of $\dim(\mathfrak{g}_{(X, w)})$ for these five orbits are 7, 5, 4, 3, 2, respectively. So $\dim(\mathcal{O}_1) = 0$ and $\dim(\mathcal{O}_i) = i$ ($i = 2, 3, 4, 5$). Thus, the parts of all statements on dimensions are proved. What remains to do is to verify the statements involving closures $\overline{\mathcal{O}_i}$ except the trivial case $\overline{\mathcal{O}_1}$ of the single point.
(ii) To describe the orbit closures, we only need to choose suitable $P_i$ and $M_i$ for each $\mathcal{O}_i$ satisfying the assumptions for Lemma 2.4. We choose these $P_i$ and $M_i$ for each case as below.

Case $\mathcal{O}_2 : P_2 = B^- \ltimes \mathbb{C}, M_2 = \{0\} \times \{Cv_0\}$ with $(X, w) = (0, v_0)$. Here and further, $B^\pm$ denotes the subgroup of $G$ consisting of upper/lower triangular matrices respectively.

Case $\mathcal{O}_3 : P_3 = \mathcal{G}, M_3 = \{0\} \times \mathcal{L}$ with $(X, w) = (0, v_0 + v_2)$; 

Case $\mathcal{O}_4 : P_4 = B^+ \ltimes L, M_4 = \mathfrak{u} \times \text{im} J_2$ with $(X, w) = (J_2, 0)$. Here and further $\mathfrak{u}$ denotes the Lie algebra of all strictly upper triangular matrices, i.e. $\mathfrak{u} = kJ_2$, and im$J_2$ denotes the image subspace of $d(\rho)(J_2)$ in $L$.

Case $\mathcal{O}_5 : P_5 = B^+ \ltimes L, M_5 = \mathfrak{u} \times \mathcal{L}$ with $(X, w) = (J_2, v_0)$.

For the cases $\mathcal{O}_2, \mathcal{O}_3$ and $\mathcal{O}_5$, it is easily checked that the assumption required in Lemma 2.4 are satisfied. Hence $\overline{\mathcal{O}_i} = \text{Ad}(G)M_i$ for $i = 2, 3, 5$. Especially, $\overline{\mathcal{O}_2}$ is a proper nontrivial closed subset of $0 \times L = \overline{\mathcal{O}_3}$. And $\overline{\mathcal{O}_5} = \mathcal{N} \times L$. The corresponding statements are proved.

(iii) What it is worthwhile to talk more about is the case $\mathcal{O}_4$. Let us first explain that the assumption in Lemma 2.3 satisfies for the case $\mathcal{O}_4$. By computation, the $P_4$-orbit $\text{Ad}(P_4)(J_2, 0) = k^\times J_2 \times (kv_1 + kv_2)$, which is dense in $M_4$. Furthermore, the centralizer $\mathcal{C}_{J_2, 0}$ is equal to the subgroup $B^+ \ltimes k \mathcal{L}$ of $P_4$. So (7) also satisfies. Lemma 2.3 is valid to this case, which implies $\overline{\mathcal{O}_4} = \text{Ad}(G)M_4$.

Next, we will show that $\overline{\mathcal{O}_4} = \mathcal{O}_1 \cup \mathcal{O}_4$. Obviously, $\mathcal{O}_1 \cup \mathcal{O}_4 \subseteq \overline{\mathcal{O}_4}$. From the construction, it is easily deduced that $\overline{\mathcal{O}_4} = \mathcal{O}_1 \cup \mathcal{O}_4$ if and only if $\overline{\mathcal{O}_2}$ is not contained in the closure $\overline{\mathcal{O}_4}$. In this case, $\overline{\mathcal{O}_5}$ is consequently not contained in $\overline{\mathcal{O}_4}$. We will show this by reductio ad absurdum below.

Suppose $\overline{\mathcal{O}_2} \subset \overline{\mathcal{O}_4}$. Then $(0, v_0) \in \mathcal{G} \cdot M_4$. Recall $M_4 = \mathfrak{u} \times \text{im} J_2 = \mathfrak{u} \times (kv_1 + kv_2)$. Thus there must be some $g = (g, u) \in \mathcal{G}$ such that $\text{Ad}(g)(0, v_0) \subset \mathfrak{u} \times \text{im} J_2$, which implies $\rho(g)(v_0) \in kv_1 + kv_2$, contradicting the representation property of $\rho$ because the weight of $v_0$ is $-1$ while there is no vector of weight $-1$ in $kv_1 + kv_2$. Hence, $\overline{\mathcal{O}_2} \not\subset \overline{\mathcal{O}_4}$. So we have $\overline{\mathcal{O}_4} = \mathcal{O}_1 \cup \mathcal{O}_4$.

The proof is completed.

3. ENHANCED NILPOTENT ORBITS UNDER ENHANCED GROUP ACTION ASSOCIATED WITH NATURAL MODULES

In this section, we set $\mathcal{G} = G \ltimes \eta V$ for $G = \text{GL}(V)$, associated with the natural representation $\eta$ of $G$ on $V \cong k^n$. All vector spaces are assumed over an algebraically closed field $k$ of any characteristic. By abuse of notations, we sometimes use the notation GL$_n$ for GL$(V)$ (resp. gl$_n$ for gl$(V)$) alternatively.

3.1. As GL$_n$ is a closed subgroup of $\mathcal{G}$, any nilpotent $(X, w) \in \mathcal{N}$ is preliminarily conjugate to a certain $(J_\lambda, v)$ under the action of GL$_n$ where $J_\lambda$ is the Jordan standard matrix of $X$ with $\lambda = (a_1, \ldots, a_t) \in \mathcal{P}_n$. If $X = 0$, then naturally $J_\lambda = 0$ and then all $(0, w)$ are in the same $\mathcal{G}$-orbit for nonzero vectors $w \in V$.

Suppose $X$ is nonzero (note that the following arguments becomes trivial but still valid when it is the case $X = 0$), then we can write $\lambda = (a_1 \geq a_2 \geq \cdots \geq a_t > 0)$. Furthermore, $\lambda$ can be further written as 

$$(b_1^{d_1}, b_2^{d_2}, \ldots, b_r^{d_r})$$

with $b_1 > b_2 > \cdots > b_r$. (8)
which means that each different $b_j$ occurs $d_j$ times with all $d_j > 0$, $\sum_{j=1}^r d_j = t$, and $\sum_{j=1}^r d_j b_j = n$. Recall that associated with $X$ there exist a basis of $V$ as below:

$$
\begin{align*}
v_1, & Xv_1, \ldots, X^{a_1-1}v_1; \\
v_2, & Xv_2, \ldots, X^{a_2-1}v_2; \\
& \quad \quad \quad \quad \quad \quad \quad \quad \vdots \\
v_t, & Xv_t, \ldots, X^{a_t-1}v_t.
\end{align*}
$$

(9)

Such a basis in (9) will be called a Jordan basis associated with $X$ (of type $\lambda \in \mathcal{P}_n$). According to the expression of $\lambda$ in \cite{[20]}, the above basis can be reformulated as below:

$$
\begin{align*}
v_1, & Xv_1, \ldots, X^{b_1-1}v_1; \\
v_{d_1}, & Xv_{d_1}, \ldots, X^{b_1-1}v_{d_1}; \\
v_{d_1+1}, & Xv_{d_1+1}, \ldots, X^{b_2-1}v_{d_1+1}; \\
& \quad \quad \quad \quad \quad \quad \quad \quad \vdots \\
v_{d_1+d_2}, & Xv_{d_1+d_2}, \ldots, X^{b_2-1}v_{d_1+d_2}; \\
& \quad \quad \quad \quad \quad \quad \quad \quad \vdots \\
v_{d_1+d_2+\ldots+d_r-1+1}, & Xv_{d_1+d_2+\ldots+d_r-1+1}, \ldots, X^{b_r-1}v_{d_1+d_2+\ldots+d_r-1+1}; \\
& \quad \quad \quad \quad \quad \quad \quad \quad \vdots \\
v_{d_1+d_2+\ldots+d_r} (= v_t), & Xv_t, \ldots, X^{b_r-1}v_t.
\end{align*}
$$

(10)

This basis can be endowed with a grading: $\text{gr}(X^k v_i) = -(a_i - 1) + 2k$ with $k = 0, 1, \ldots, a_i - 1$, and $i = 1, \ldots, t$. Then $V$ is endowed with a $\mathbb{Z}$-graded structure

$$V = \sum_{m \in \mathbb{Z}} V_m.$$ 

It is easily verified that $\dim V_m = \dim V_{-m}$.

Now we introduce a gradation in $\mathfrak{g}$ associated with $X$. For any $t \in \mathbb{k}^\times$, let $\tau(t) \in \text{GL}(V)$ be the linear map such that $\tau(t)v = t^m v$ for $v \in V_m$, $\forall m \in \mathbb{Z}$. Then $\tau$ is a cocharacter of $G = \text{GL}(V)$. We can endow $\mathfrak{gl}_n$ with a $\mathbb{Z}$-gradation via $\mathfrak{gl}_n = \sum_{k \in \mathbb{Z}} \mathfrak{gl}_n^{(k)}$ where

$$\mathfrak{gl}_n^{(k)} = \{ Y \in \mathfrak{gl}_n \mid \text{Ad}(\tau(t))(Y) = t^k Y \text{ for all } t \in \mathbb{k}^\times \}.$$

Set $\mathfrak{gl}_n^+ = \sum_{k>0} \mathfrak{gl}_n^{(k)}$, and $\mathfrak{gl}_n^{\geq m} = \sum_{k\geq m} \mathfrak{gl}_n^{(k)}$.

By \cite{[20], \S 5}, $\mathfrak{p} := \sum_{k \geq 0} \mathfrak{gl}_n^{(k)}$ is a parabolic subalgebra of $\mathfrak{gl}_n$, which is the Lie algebra of the parabolic subgroup $P$ of $\text{GL}_n$ associated with $\tau$. This $P$ can be described as the set of all $g \in G$ such that $\lim_{t \rightarrow 0} \tau(t)g\tau(t)^{-1}$ exist (see \cite{[36] \S 8.4}). The gradation of $\mathfrak{g}$ is compatible with the one of $V$. In particular, associated with the grading of $V = \sum_{m \in \mathbb{Z}} V_m$, one has the filtration $\{V_{\geq m} = \sum_{j \geq m} V_j \mid m \in \mathbb{Z}\}$ which is preserved by $P$-action.
3.2. For the simplicity of statements, we simply consider the Jordan standard matrix \( J_\lambda \) of \( X \) without loss of any generality.

**Lemma 3.1.** Suppose \( J = J_\lambda \) is a nonzero Jordan standard matrix associate with \( \lambda \). Set \( \tilde{V} = V/\text{im}J \), denote by \( G_J \) the centralizer of \( J \) in \( G = \text{GL}_n \). Then the following statements hold.

1. \( \tilde{V} \) is stabilized by \( G_J \), and there are \( (r + 1) \) \( G_J \)-conjugacy classes in \( \tilde{V} \) with representatives respectively: \( \bar{u}_j := u_j + \text{im}J \) for \( j = 1, \ldots, r \) for \( u_j := v_{d_1 + \cdots + d_j} \), along with setting \( \bar{u}_{r+1} := 0 \) (also \( u_{r+1} := 0 \)).

2. Let \( q = d_0 + d_1 + \cdots + d_{j-1} \) \((j = 1, \ldots, r + 1, d_0 \) and \( d_{r+1} \) is indicated zero). Then

\[
\mathfrak{g}_J . u_j = \sum_{k > q} \sum_{0 \leq i_k \leq a_k - 1} k J^k u_k.
\]

**Proof.** (1) Denote by \( \text{GL}_{d_j} \) \((j = 1, \ldots, r)\) the general linear group of the subspace of \( V \) spanned by

\[
v_{d_1 + \cdots + d_{j-1} + 1}, \ldots, v_{d_1 + \cdots + d_{j-1} + d_j}.
\]

Then we have a reductive group \( C := \text{GL}_{d_1} \times \cdots \times \text{GL}_{d_r} \). And all nonzero vectors in the subspace spanned by these vectors fall in the same \( G_{d_j} \)-orbit. Furthermore, \( G_J = C \rtimes R \) where \( R \) is a group generated by the unipotent elements of \( \text{GL}_n \) of the form \( \sigma = \text{id} + \sigma^+ \) such that \( \sigma^+ \in \mathfrak{gl}_n^+ \cap \mathfrak{g}_J \) (see [20, §3]).

By definition, \( \tilde{V} \) is stabilized by \( G_J \), which is correspondingly spanned by a basis \( \{\bar{v}_i \mid i = 1, \ldots, t\} \). For any given nonzero vector \( \bar{v} \) of \( \tilde{V} \), \( \bar{v} \) is linearly spanned by the basis \( \{\bar{v}_i \mid i = 1, \ldots, t\} \):

\[
\bar{v} = \sum_{i \geq k} c_i \bar{v}_i
\]

where \( c_k \neq 0 \). By the above arguments, up to \( C \)-conjugation we might as well suppose \( k = d_1 + \cdots + d_j \) for a certain \( j \in \{1, \ldots, r\} \) and \( c_k = 1 \). By the same reason, we can further write \( \bar{v} = \bar{v}_{d_1 + \cdots + d_j} + \sum_{q = j+1}^r c_{d_1 + \cdots + d_q} \bar{v}_{d_1 + \cdots + d_q} \).

Note that all unipotent elements from \( R \) preserve the filtration of \( V \). As long as \( c_{d_1 + \cdots + d_{j+1}} \) is nonzero, we can choose a suitable \( \sigma_{j+1} = \text{id} + \sigma^+_{j+1} \in R \) with \( \sigma^+_{j+1} \in \mathfrak{gl}_n^{(b_{j+1} - b_{j+1})} \) such that \( \sigma_{j+1}(\bar{v}) = \bar{v}_{d_1 + \cdots + d_{j+1}} + \sum_{q = j+2}^r \sigma_{j+1}(\bar{v}_{d_1 + \cdots + d_q}) \). Actually, consider \( Z \in \mathfrak{gl}_n^{(b_{j+1} - b_{j+1})} \) which is defined via

\[
Z(v_i) = \begin{cases} -c_{d_1 + \cdots + d_{j+1}} v_{d_1 + \cdots + d_{j+1}}, & \text{if } i = d_1 + \cdots + d_{j+1}; \\ 0, & \text{otherwise} \end{cases}
\]

for \( i = 1, \ldots, t \). (11)

By [20 §3.1], \( Z \) is fully defined as a linear transformation of \( V \) commuting with \( J \). Furthermore, \( Z^2 = 0 \). Hence \( \sigma_{j+1} = \text{id} + Z \) is required.

Recursively, we can suitably choose a sequence \( \sigma_q = \text{id} + \sigma^+_q \in R \) \((q = j + 2, \ldots, r)\) with \( \sigma^+_q \in \mathfrak{gl}_n^{(b_{j+1} - b_q)} \) such that we finally have \( \sigma(\bar{v}) = \bar{v}_{d_1 + \cdots + d_j} \) for \( \sigma = \sigma_r \circ \sigma_{r+1} \circ \cdots \circ \sigma_{j+1} \). The proof is completed.

(2) By Lemma [13], \( \mathfrak{g}_J = \text{Lie}(G_J) \). By the above arguments, \( \mathfrak{g}_J . u_j \) exactly coincides with \( \sum_{k > q} \sum_{0 \leq i_k \leq a_k - 1} k J^k u_k \). The statement follows. \( \square \)
For any \( v \in V \) we have \( e^v := (e, v) \in G \) (similarly \( e^V := \{e\} \times V \)). Then \( v \mapsto e^v \) gives rise to an algebraic group monomorphism from \( V \) to the unipotent radical \( R_u(G) = e^V \) of \( G \). So we identify \( V \) with \( R_u(G) \). With aid of the adjoint \( e^V \)-action, we have the following consequence of Lemma 3.1.

**Proposition 3.2.** As a \( G \)-variety, any nonzero element \( (X, w) \) in \( N \) lies in a unique orbit represented as below:

1. If the nonzero \( X \in N(g) \) has a Jordan standard matrix \( J_\lambda \) with \( \lambda = (a_1 \geq a_2 \geq \cdots \geq a_t > 0) \), then \( (X, w) \) lies in the orbit represented by \( (J_\lambda, 0) \) if \( w \in \text{im}(J) \) (in this case we will say that \( (X, w) \) is of type \( \lambda[d_1 + \ldots + d_r] \)), or otherwise, lies in a unique one from the orbits represented by \( (J_\lambda, u_j) \) with \( u_j = v_{d_1+\cdots+d_j} \) as in (10), \( j = 1, 2, \ldots, r \). In the latter case, we say that the corresponding orbit is of type \( \lambda[q] \) for \( q = d_0 + d_1 + \cdots + d_{j-1} \) with \( d_0 := 0 \).

2. If \( X = 0 \), then all nonzero \( (0, w) \) lies in the same \( G \)-orbit for all \( w \in V \setminus \{0\} \). In the same sense as in Statement (1), the corresponding orbit is said to be of type \( \lambda[0] \) for \( \lambda = (1^n) \).

3. The point \( (X, w) = (0, 0) \) itself forms a single-point orbit which is said to be of type \( \lambda[n] \) for \( \lambda = (1^n) \).

4. For different \( \lambda, \mu \in \mathcal{P}_n \), any two \( (J_\lambda, v_\lambda) \) and \( (J_\mu, v_\mu) \in N \) are not in the same \( G \)-orbit.

**Proof.** By definition, the last three statements are clear. We then prove the first one. In the following, we suppose \( X \neq 0 \), and \( X \) is conjugate to \( J_\lambda \) by \( \text{GL}_n \)-action. Note that \( \text{GL}_n \) is naturally a closed subgroup of \( G \) by identifying \( \text{GL}_n \) with \( \text{GL}_n \times \{0\} \subset G \). So, for any given \( (X, w) \in N \), \( (X, w) \) is conjugate to \( (J, v) \) for \( J = J_\lambda \) with \( J = \text{Ad}(g)(X) \) and \( v = g.w \) for \( g \in \text{GL}_n \).

Now we focus on \( (J, v) \in N \). We first have \( \text{Ad}(e^u)(J, v) = (J, v - J.u) \) for any \( u \in V \). When \( u \) runs through \( V \), we immediately have that the \( G \)-orbits are determined by the \( G \)-conjugacy classes of \( V \). If \( v \in \text{im}(J) \), then \( (J, v) \) falls in the \( G \)-orbit where \( (J, 0) \) lies. Suppose \( v \notin \text{im}(J) \). By Lemma 3.1 we have that \( (J, v) \) lies in a certain \( G \)-orbit where \( (J, u_j) \) lies.

What remains to do is to verify that \( (J, u_j) \in N \), \( j = 1, \ldots, r, r + 1 \) lie in different \( G \)-orbits (note that \( u_{r+1} \) is already indicated zero). It is sufficient to show different \( u_j \) are not conjugate by \( G \)-action. This is assured by the structure of \( G \). The proof is completed.

**Example 3.3.** Keep in mind that for \( X \in N \) which has a Jordan basis in (9) (admitting a Jordan standard matrix \( J_\lambda \) for \( \lambda \in \mathcal{P}_n \)), \( (X, 0) \in N \) is of type \( \lambda[d_1 + d_2 + \cdots + d_t] \), and \( (X, v_1) \) (even any of \( (X, v_i), i = 1, 2, \ldots, d_1 \)) is of type \( \lambda[0] \). In particular, when \( X = 0 \), the corresponding partition is \( \lambda = (1^n) \). In this case \( (X, w) \) is of type \( \lambda[0] \) if \( w \neq 0 \), and of type \( \lambda[n] \) if \( w = 0 \).

**Convention 3.4.** (1) From now on, we let \( \mathcal{O}_\lambda \) denote the \( G \)-orbit of the nilpotent element \( X \) of Jordan standard type corresponding to \( \lambda \), and \( \mathcal{O}_{\lambda[q]} \) denote the \( G \)-enhanced nilpotent orbit of \( (X, w) \) assumed of type \( \lambda[q] \). Sometimes, we also directly write \( G.(X, w) \) (resp. \( G.X \)) for the orbit of \( (X, w) \) under adjoint \( G \)-action (resp. the orbit of \( X \) under adjoint \( G \)-action).

(2) Denote by \( ^e\mathcal{P}_n \) the set of all \( \lambda[q] \) with \( \lambda = (b_1^{d_1} \ldots b_r^{d_r}) \) ranging over \( \mathcal{P}_n \) and \( q \) ranging over \( \{\sum_{k=0}^{r-1} d_k \mid j = 1, \ldots, r + 1\} \). Elements in \( ^e\mathcal{P}_n \) may be called enhanced partitions of \( n \).
Then we can give a concise classification of enhanced nilpotent orbits.

**Theorem 3.5.** Keep the notations and assumptions as before. Then \( \{O_{\lambda[q]} \mid \lambda[q] \in \mathcal{P}_n\} \) is the complete set of enhanced nilpotent orbits under adjoint \( G \)-action, which are parameterized by enhanced partitions of \( n \), equivalently to say, by the set \( \{ (\lambda, q) \mid \lambda = (b_1^{d_1} \ldots b_r^{d_r}) \in \mathcal{P}_n, \text{and } q = d_0 + d_1 + \ldots + d_{j-1}, j = 1, \ldots, r, r+1 \} \).

### 3.3. The dimensions of \( O_{\lambda[q]} \).

For an arbitrarily given \( (X, w) \in \mathbb{N} \) of type \( \lambda[q] \), we will compute the dimension of \( O_{\lambda[q]} = \text{Ad}(G)(X, w) \). For this, consider the stabilizers \( G_{(X,w)} \) of \( (X, w) \) in \( G \), and the centralizers \( g_{(X,w)} \) of \( (X, w) \) in \( g \). Similarly, we have \( G_X \) and \( g_X \). Note that \( \text{Lie}(G_X) = g_X \) and \( \text{Lie}(G_{(X,w)}) = g_{(X,w)} \) (Lemma 1.1). It suffices to compute \( \dim g_{(X,w)} \). Consider the subspace \( \text{im}X \) of \( V \) associated with the linear map \( X : V \to V \), and denote \( M = \text{im}X + g_X \cdot w \) which is still a subspace of \( V \). We define a linear map

\[
\Upsilon : g_X \times V \to M, \quad (Y, u) \mapsto -Xu + Yw.
\]

Obviously, \( \Upsilon \) is surjective. And \( g_{(X,w)} \) is actually the kernel of \( \Upsilon \). So \( \dim g_{(X,w)} \) is equal to the difference of \( \dim(g_X \times V) \) and \( \dim M \). We first have the following fact.

**Lemma 3.6.** Let \( M = \text{im}X + g_X \cdot w \). Then \( \dim M = n - q \).

**Proof.** When \( X = 0 \), the statement is clear. Suppose \( X \neq 0 \). By Lemma 3.1, we have \( M = \text{im}X + \sum_{k=q+1}^{r+1} kv_k \). Hence \( \dim M = n - q \). □

**Proposition 3.7.** Keep the notations as above. Then

\[
\dim O_{\lambda[q]} = \dim O_{\lambda} + (n - q).
\]

**Proof.** By the above arguments, \( \dim O_{\lambda[q]} = \dim g - \dim g_{(X,w)} \). However, \( \dim g_{(X,w)} = \dim(g_X \times V) - \dim M = \dim g_X + q \). So we have \( \dim O_{\lambda[q]} = n^2 + n - (\dim g_X + q) = \dim O_{\lambda} + (n - q) \). The proof is completed. □

**Corollary 3.8.** The following statements hold.

1. \( \overline{O_{\lambda[q]}} \subset \overline{O_{\lambda}} \times V \).
2. \( \overline{O_{\lambda[q]}} = \overline{O_{\lambda}} \times V \).
3. \( \dim(\overline{O_{\lambda[d_1+\ldots+d_r]}}) = \dim(\overline{O_{\lambda}}) + \dim(\text{im}J_{\lambda}) \) for \( \lambda = (b_1^{d_1} \ldots b_r^{d_r}) \in \mathcal{P}_n \).

**Proof.** (1) is clear. As to (2), both \( \overline{O_{\lambda[q]}} \) and \( \overline{O_{\lambda}} \times V \) are irreducible closed \( G \)-invariant subset. By Proposition 3.7 both have the same dimension. So both have to coincide. The second statement follows. As to (3), it is a direct consequence of Proposition 3.7. □

### 3.4. Enhanced numbers for enhanced nilpotent orbits.

For the study of closures of nilpotent orbits later, we first introduce enhanced numbers for enhanced nilpotent orbits.

Keep the notations as in (3), (9) and (10). We make an additional appointments \( d_0 = 0 \) and \( d_{r+1} = 0 \). For any given \( (X, w) \in \mathbb{N} \) of type \( \lambda[q] \) with \( \lambda = (a_1 \geq a_2 \geq \ldots \geq a_t) = b_1^{d_1} \ldots b_r^{d_r} \), and \( w \) being \( G \)-conjugate \( u_j = v_{q+d} \) for \( q = d_1 + \ldots + d_{j-1} \) \( (j \in \{1, \ldots, r\}) \) or \( u_{r+1} = 0 \), we define for \( k \in \{0, 1, \ldots, t\} \), the \( k \)th enhanced number is

\[
\varphi_k^{(X,w)} \quad \text{or} \quad \varphi_k^{\lambda[q]} := \sum_{i=1}^{k} a_i + \delta_{k+1,q}^\lambda.
\]
where the second summand is defined via
\[
\delta^\lambda_{k+1, q} = \begin{cases} 
  a_{k+1} & \text{if } k + 1 < q; \\
  a_{k+1} - 1 & \text{otherwise}. 
\end{cases}
\]

If \( X = 0 \), then the \( G \)-conjugacy class of \((0, w)\) is either the single element \((0, 0)\) or \(\{0\} \times (V \setminus \{0\})\), the latter of which has a representative element \((0, v_n)\) of type \([0,0]\). By definition for any \( k = 0, 1, \ldots, n \), we have \( \varphi^k_{(0, w)} = k + 1 \) if \( w \neq 0 \), and \( k \) otherwise.

Now suppose \( X(\neq 0) \) has the Jordan standard matrix \( J = J_\lambda \) with \( \lambda = (a_1 \geq a_2 \geq \cdots \geq a_t > 0) \) reformulated as in \((\mathbf{8})\). By Proposition \(3.2\) \((X, w)\) is preliminarily conjugate to some \((J, v)\), latter of which is finally conjugate to a unique \( G \)-orbit where \((J, u_j)\) lies, \( j = 1, \ldots, r, r + 1 \) (note that there is an appointment \( u_{r+1} = 0 \)). So, the occurrence \( w \in \text{im} J \) is equivalent to say that the above \( v \) is conjugate to \( u_{r+1} = 0 \mod \text{im} J \). We assign \((J, u_j)\) to correspond to the number \( q \) with
\[
q = d_0 + d_1 + \cdots + d_{j-1}. 
\]

The enhanced number \( \varphi^\lambda_{k[q]} \) is only dependent on the enhanced nilpotent orbit \( \text{Ad}(G)(X, w) \), independent of the choice of its representatives.

3.5. The meaning of enhanced numbers. There is an explanation on the enhanced number \( \varphi^\lambda_k(X, w) \) of an enhanced nilpotent orbit \( \text{Ad}(G)(X, w) \). For a set of vectors \( \mathcal{Y} := \{v_1, \ldots, v_k\} \in V \), and \( \bar{w} \in w + \text{im} X \), one can consider a \( k[X] \)-submodule of \( V \) generated by \( \bar{w} \) along with \( \mathcal{Y} \) which is clearly a \( k \)-subspace spanned by the following vectors
\[
\bar{w}, X\bar{w}, \ldots, X^{n-1}\bar{w}; \nu_1, X\nu_1, \ldots, X^{n-1}\nu_1; \ldots; \nu_k, X\nu_k, \ldots, X^{n-1}\nu_k.
\]

Denote by \( \mathcal{V}_k \) such a vector subspace of \( V \) associated with \((X, w)\) and \( \mathcal{Y} \). Clearly, \( \dim \mathcal{V}_k \) is invariant under \( G \)-action.

By definition, the following inequality holds: \( \dim \mathcal{V}_k \leq \varphi^\lambda_k(X, w) \) for any \( \bar{w} \in w + \text{im} X \), and for any subset \( \mathcal{Y} = \{v_1, \ldots, v_k\} \subset V \). In the following, it will be seen that the quality certainly happens for some suitable subset \( \mathcal{Y} \).

**Lemma 3.9.** The enhanced number \( \varphi^\lambda_k(X, w) \) is the maximal number of \( \dim \mathcal{V}_k \) when \( \bar{w} \) ranges through \( w + \text{im} X \) and \( k \)-tuple \((v_1, \ldots, v_k)\) runs over \( \underbrace{V \times V \times \cdots \times V}_{k} \).

**Proof.** If \( X = 0 \), the statement is clear. Suppose \( X \neq 0 \), and \((X, w)\) is of type \( \lambda[q] \). As before we write \( q = d_0 + d_1 + \cdots + d_{j-1} \). Note that \( \varphi^\lambda_k(X, w) \) is only dependent on the \( G \)-conjugacy class of \((X, w)\). So we might as well suppose \((X, w)\) to meet \((\mathbf{9})\) and \((\mathbf{10})\), specially suppose \( w = v_{q+d_j} = v_{d_1+d_j+1} \). By \((\mathbf{9})\) it is clear that \( \dim \mathcal{V}_k \leq \sum_{i=1}^{k+1} a_i. \) If \( q < k + 1 \), by definition \( a_q > a_{k+1} \). In this case, \( \varphi^\lambda_k(X, w) = \sum_{i=1}^{k+1} a_i. \) Hence, \( a_{q+d_j} \geq a_{k+1}. \) Without loss of generality, we might as well suppose \( q + d_k \leq k + 1 \). Then take \( v_i \) running through \( \{v_1, \ldots, v_{q+d_j}, v_{q+d_j+1}, \ldots, v_{k+1}\} \), and take \( \bar{w} = w \). Then \( \dim \mathcal{V}_k = \sum_{i=1}^{k+1} a_i. \)

Suppose \( q \geq k + 1 \). Then \( a_{q+d_j} < a_q \leq a_{k+1}. \) Correspondingly \( \dim k[X]w = a_{q+d_j} < a_{k+1}. \) It is clear that the dimension of \( \mathcal{V}_k = k[X]\bar{w} + k[X](v_1, \ldots, v_k) \) is not bigger than \( \sum_{i=1}^{k} a_i + (a_{k+1} - 1) \). On the other hand, when we take \( v_i = v_i \) for \( i = 1, \ldots, k \), and take \( \bar{w} \) to
be \( w + X_v v_{k+1} \). Then \( k[X](\bar{w}, v_1, \ldots, v_k) \) attains the maximal dimension \( \sum_{i=1}^k a_i + (a_{k+1} - 1) \) which is exactly \( \varphi_k^{(X,w)} \).

The proof is completed. \( \square \)

3.6. **Explanation by lowerings of a partition** \( \lambda \in \mathcal{P}_n \). The classification of \( G \)-orbits in \( \mathbb{N} \) is parameterized by enhanced partitions. The latter can be reformulated by partitions and their lowerings.

3.6.1. **Lowerings of a partition.** For a given partition \( \lambda = (a_1, \ldots, a_t) \in \mathcal{P}_n \), call \( \mu \) a lowering of \( \lambda \) if there exists \( q \in \mathbb{N} \) such that \( \mu = \lambda - (1)_q := (a_1 - 1, \ldots, a_q - 1, a_{q+1}, \ldots, a_t) \) is still a partition of \( n - q \) where \( (1)_q := (1^q) = (1, \ldots, 1) \), a \( q \)-tuple with all entries equal to 1 (we make an appointment \( (1)_0 = 0 \)). For example, for \( \lambda = (b_1^{d_1}, \ldots, b_r^{d_r}) \) as in (8), \( \lambda - (1)_{d_1} = ((b_1 - 1)^{d_1}b_2^{d_2} \ldots b_r^{d_r}) \) is a lowering of \( \lambda \). It is easily known that when \( j \) runs through \( \{1, \ldots, r, r + 1\} \),

\[
\lambda - (1)_{d_0 + d_1 + d_2 + \cdots + d_{j-1}} = \begin{cases} 
\lambda, & \text{if } j = 1, \\
((b_1 - 1)^{d_1} (b_{j-1} - 1)^{d_{j-1}} b_j^{d_j} \ldots b_r^{d_r}), & \text{otherwise}
\end{cases}
\]

provide all lowerings of \( \lambda \) (we make an appointment \( d_0 = 0 \)). Recall \( \lambda[q] \) is already defined before. Now we endow it with a new meaning by identifying \( \lambda[q] \) with \( (\lambda, \lambda - (1)_q) \) the pair of a partition and its given lowering \( \lambda - (1)_q \). Denote by \( L_\lambda \) the set of all lowerings of \( \lambda \). And let \( L\mathcal{P}_n \) denote the set of all lowerings of partitions of \( n \), which means

\[
L\mathcal{P}_n = \bigsqcup_{\lambda \in \mathcal{P}_n} L_\lambda
\]

\[
= \{ (\lambda, \lambda - (1)_q) \mid \lambda = (b_1^{d_1}, \ldots, b_r^{d_r}) \in \mathcal{P}_n, q \in \{ \sum_{i=0}^{j-1} d_i \mid j = 1, \ldots, r + 1 \} \}.
\]

There is a one-to-one correspondence between \( \mathcal{P}_n \) and \( L\mathcal{P}_n \).

3.6.2. **The lowering corresponding to the orbit** \( \text{Ad}(G)(X,w) \). For a given \( (X,w) \in \mathbb{N} \) with \( X = 0 \), then its corresponding partition is \( (1^n) \). So its lowerings are either \( (1^n) \) itself, or \( (0) \). The former corresponds to the \( G \)-orbit of 0 when \( w = 0 \). The latter corresponds to the \( G \)-orbit \( \{0\} \times (V \setminus \{0\}) \) consisting of nonzero vectors.

Now suppose \( X(\neq 0) \) has the Jordan standard matrix \( J = J_\lambda \) with \( \lambda = (a_1 \geq a_2 \geq \cdots \geq a_t > 0) \) reformulated as in (8). By Proposition 3.2, \( (X,w) \) is a unique \( \text{Ad}(G)(J,u_j), j = 0, 1, \ldots, r \). This \( (J,u_j) \) corresponds to the lowering \( \lambda - (1)_q \) of \( \lambda \) with \( q \) as in (12).

3.7. **A partial order of enhanced partitions.** Recall there is a typical partial order in the set \( \mathcal{P}_n \) of partitions of \( n \), which says for any two given \( \lambda = (\lambda_1 \geq \lambda_2 \geq \cdots) \), \( \mu = (\mu_1 \geq \mu_2 \geq \cdots) \in \mathcal{P}_n \), \( \mu \leq \lambda \) if and only if \( \sum_{i=1}^k \mu_i \leq \sum_{i=1}^k \lambda_i \) for all \( k \in \mathbb{Z}_{>0} \).

3.7.1. We turn back to \( \mathcal{P}_n \).

**Definition 3.10.** For any given \( \lambda[q], \mu[l] \in \mathcal{P}_n \), we indicate that \( \mu[l] \leq \lambda[q] \) if and only if the following two items satisfy

1. \( \mu \leq \lambda \) in \( \mathcal{P}_n \).
2. For any \( k \geq 0 \), \( \varphi_k^{\mu[l]} \leq \varphi_k^{\lambda[q]} \).
Now we are given \( \lambda[q] \) with \( \lambda = (a_1 \geq a_1 \geq \cdots) \). Suppose \( \mu (\leq \lambda) \) is another partition of \( n \) with \( \mu = (c_1 \geq c_2 \geq \cdots) \). Let us investigate the possibility of \( \mu[l] \) with \( \mu[l] \) covered by \( \lambda[q] \) for \( \lambda \geq \mu \), which means \( \mu[l] \leq \lambda[q] \) while for any \( \mu'[l'] \) different from \( \lambda[q] \), \( \mu[l] \leq \mu'[l'] \leq \lambda[q] \) yields \( \mu[l] = \mu'[l'] \). We denote this strong relation by \( \mu[l] < \lambda[q] \). Similarly, we define \( \lambda < \mu \). By a straightforward computation, \( \mu[l] < \lambda[q] \) implies \( \mu < \lambda \).

When \( \lambda = \mu, \mu[l] < \lambda[q] \) if and only if \( l = q + d_j \). Now suppose \( \mu < \lambda \). The following facts can be checked by a direct computation.

1. When \( q \leq l \), then \( \mu[l] < \lambda[q] \) if and only if there exists \( k \geq j+1 \) such \( l = d_1 + \cdots + d_k - 1 \) and
\[
\mu = \lambda - \epsilon d_1 + \cdots + d_k + c_1 - c_2 d_1 + \cdots + d_k + 1
\]
where \( \epsilon_i \) is defined via an alternative expression \( \sum_{i=1}^{n} c_i \epsilon_i \) of a partition \( \mu = (c_1 \geq c_2 \geq \cdots) \).

2. When \( q > l \), then \( \mu[l] < \lambda[q] \) if and only if \( l = q - 1 \) for \( q = d_1 + \cdots + d_{j-1} \), with \( d_j = 1 \) and
\[
\mu = \lambda - \epsilon d_1 + \cdots + d_{j-1} + c_1 - c_2 d_1 + \cdots + d_{j-1}
\]

4. Closures of enhanced nilpotent orbits

In this section, we will investigate the closures of enhanced nilpotent orbits via establishing partial flags. Some classical strategies (see \[1\], or \[9\], \[13\], \[34\], etc.) are exploited here. Keep the notations and assumptions as in the previous section.

4.1. Enhanced flag varieties and description of closures of enhanced nilpotent orbits. For a given nilpotent element \((X, w) \in \mathcal{N}\) by the arguments in the previous section we can assume \((X, w)\) lies in an enhanced orbit represented by \(\lambda[q] \in \mathcal{P}_n\). If \(X = 0\) and \(w = 0\), then \((X, w) = (0, 0)\) is \(G\)-invariant, and the closure of the corresponding nilpotent orbit is just the single point. When \(X = 0\) while \(w \neq 0\), then the \(G\)-conjugacy class of \((X, w)\) coincides with \(V\).

In the following, suppose \(X \neq 0\). Suppose \(X \) has the Jordan standard matrix \(J_\lambda\) with \(\lambda = (a_1 \cdots a_i) = (u_1^{d_1} \cdots u_r^{d_r})\) as \([9]\). Simply denote \(J = J_\lambda\). So \((X, w)\) can be represented by \((J, u_1)\) in the enhanced orbit \(O_{\lambda[q]}\) with \(j \in \{0, 1, \ldots, r\}\) (recall that correspondingly \(u_0 = 0\) and \(u_j = u_{d_1 + \cdots + d_j}\) while \(q = 0\) or \(q = d_1 + \cdots + d_{j-1}\)).

4.1.1. A canonical partial flag varieties associated with \(\lambda[q]\). Keep the notations as in \([9]\), \([10]\) and Lemma \(3.1\). In particular, keep in mind that \(q = d_0 + d_1 + d_2 + \cdots + d_{j-1}\), and \(t = d_0 + d_1 + \cdots + d_r\). Associated with \(\lambda[q]\), let us define a canonical partial flag variety over \(V\) denoted by \(\mathcal{F}^0\) corresponding to the basis structure in \([10]\), which is defined via \(\mathcal{F}^0 = (F^0_i)_{i=0,1, \ldots, a_i}\) with \(F^0_{a_1} = V\), and
\[
F^0_{a_1-1} = \text{im}X + \sum_{k=q+1}^{t} k v_i,
\]
\[
F^0_i = \sum_{k=1}^{q} k X^{a_1-i} v_k + \sum_{k=q+1}^{t} k X^{a_1-i-1} v_k, i = 1, \ldots, a_1 - 2;
\]
\[
F^0_0 := 0.
\]
Clearly, \( \dim F^0_{a_1-1} = \dim \text{im}(X) + (t - q) = n - q \), and
\[
\dim F^0_i = \dim \text{im}(X^{a_i-i}) = n - q - \sum_{k=i+1}^{a_1-1} ((\lambda - (1)_q)^t)_{a_1-k}
\]
for \( i = 1, \ldots, a_1 - 2 \), where \( \lambda - (1)_q \) still denotes the lowering of \( \lambda \), and \( (-)^t \) denotes the transpose of a partition \( (-) \). We simply set \( m_i := \dim F^0_i \), then denote \( n_i := m_i - m_{i-1} \).

Clearly \( n_i = ((\lambda - (1)_q)^t)_{a_1-i} \) for \( i = 1, \ldots, a_1 - 1 \), and \( n_{a_1} = q \). Here and further, keep in mind the meaning of notation \( \mu_i \) which stands for the \( i \)th component of a partition \( \mu \). This is to say, \( \mu = (\mu_1, \mu_2, \ldots) \).

**Lemma 4.1.** The following statements hold.

1. The subspace \( F^0_{a_1-1} \) coincides with \( M \) in Lemma 3.6.
2. The set \( \{n_i \mid i = 1, \ldots, a_1\} \) coincides with \( \{\lambda_i^t \mid i = 1, \ldots, a_1\} \).

**Proof.** (1) By the proof of Lemma 3.6, \( F^0_{a_1-1} \subset M \). The statement follows from the comparison of the dimensions.

(2) It is readily known from the construction of the filtration \( \{F^0_i\} \). \( \square \)

**Remark 4.2.** When \( \lambda = (n) \) which corresponds to the regular nilpotent orbit, in the meanwhile \( q = 0 \), then \( \mathcal{F}_{\lambda[q]} \) is actually a full flag variety over \( V \), \( \mathcal{F}_{\lambda[q]} \) is actually isomorphic to the cotangent bundle of \( a\mathcal{F}_{\lambda[q]} \). In this case, \( \mathcal{F}_{\lambda[q]}, a\mathcal{F}_{\lambda[q]} \) and \( e\mathcal{F}_{\lambda[q]} \) will be simply write \( \mathcal{F}, a\mathcal{F} \) and \( e\mathcal{F} \) respectively.

**4.1.2. Enhanced flag varieties.** Next we can define a partial flag variety \( \mathcal{F}_{\lambda[q]} \) on \( V \) consisting of subspace filtrations maintaining the same dimensions as in the flag (13). This is to say:
\[
\mathcal{F}_{\lambda[q]} = \{(M_i) := (0 =: M_0 \subset M_1 \subset \ldots \subset M_{a_1-1} \subset M_{a_1} := V) \mid \dim M_i = m_i\}.
\]

It is clearly both \( G \)-equivariant and \( \overline{G} \)-equivariant.

Then we introduce a so-called associated flag variety
\[
a\mathcal{F}_{\lambda[q]} = \{(Y, (M_i)) \in N \times \mathcal{F}_{\lambda[q]} \mid (M_i) \in \mathcal{F}_{\lambda[q]}, \ Y(M_i) \subset M_{i-1}\} \tag{14}
\]
and so-called enhanced flag variety
\[
e\mathcal{F}_{\lambda[q]} = \{((Y, u), M_i) \in N \times \mathcal{F}_{\lambda[q]} \mid u \in M_{a_1-1}, \ (Y, \mathcal{F}_{\lambda[q]}) \in a\mathcal{F}_{\lambda[q]}\}. \tag{15}
\]
Furthermore, we have the following observation.

We turn back to the standard partial flag \( \mathcal{F}^0 \). Clearly, the \( G \)-saturation \( G.\mathcal{F}^0 \) is exactly the whole \( \mathcal{F}_{\lambda[q]} \). Let \( G_{\mathcal{F}^0} \) denote the stabilizers, i.e. \( G_{\mathcal{F}^0} = \{g \in G \mid g(\mathcal{F}^0) = \mathcal{F}^0\} \). Then \( G_{\mathcal{F}^0} \) is certainly a parabolic subgroup of \( G \). Denote by \( U^0 \) the unipotent radical of \( G_{\mathcal{F}^0} \). By construction we have an isomorphism
\[
G_{\mathcal{F}^0}/U^0 \cong \prod_{i=1}^{a_1} \text{GL}_{n_i}.
\]

Furthermore, we have the following fact.

**Lemma 4.3.** The stabilizer \( G_{\mathcal{F}^0} \) is isomorphic to \( P \) as defined in §3.1

**Proof.** By definition, \( G_{\mathcal{F}^0} \) is a parabolic subgroup of \( G \) with the same quotient by the unipotent radical as \( P \). The statement follows. \( \square \)
So, we have
\[ \dim \mathcal{F}_{\lambda[q]} = \dim G - \dim G_{\mathcal{F}^0} = \frac{1}{2}(\dim G - \dim(G_{\mathcal{F}^0}/U^0)), \]
consequently
\[ \dim \mathcal{F}_{\lambda[q]} = \frac{1}{2}(n^2 - \sum_{i=1}^{a_1} n^2_i). \] 

Consider the projection $^a\mathcal{F}_{\lambda[q]} \to \mathcal{F}_{\lambda[q]}$, which is a vector bundle. Its fiber at $\mathcal{F}^0$ is just $\text{Lie}(U^0)$. This vector bundle is actually the fiber bundle $G \times G_{\mathcal{F}^0} \text{Lie}(U^0)$ (see [19, §5.14] for the notation). Correspondingly we have
\[ \dim ^a\mathcal{F}_{\lambda[q]} = 2 \dim U^0 = n^2 - \sum_{i=1}^{a_1} (\lambda^i)^2 = \dim O_{\lambda}. \] 

Similarly, the projection $^e\mathcal{F}_{\lambda[q]} \to \mathcal{F}_{\lambda[q]}$ is also a vector bundle. Furthermore, its fiber at $(X, \mathcal{F}^0)$ is just the vector subspace of dim $M_{r-1}$ equal to $n - q$. Hence
\[ \dim ^e\mathcal{F}_{\lambda[q]} = n^2 - \sum_{i=1}^{a_1} n^2_i. \] 

**Lemma 4.4.** The following statements hold
(1) Both $^a\mathcal{F}_{\lambda[q]}$ and $^e\mathcal{F}_{\lambda[q]}$ are $G$-equivariant.
(2) Both $^a\mathcal{F}_{\lambda[q]}$ and $^e\mathcal{F}_{\lambda[q]}$ are smooth irreducible varieties.

*Proof.* The first statement is clear. As to the second one, it follows from the arguments before the lemma. \( \square \)

Consider the following two projections on the first coordinators respectively:
\[ ^a\pi_{\lambda[q]} : ^a\mathcal{F}_{\lambda[q]} \to N \]
and
\[ ^e\pi_{\lambda[q]} : ^e\mathcal{F}_{\lambda[q]} \to N. \] 

**Lemma 4.5.** Keep the notation as before. In particular, let $(X, w) \in N$ be of type $\lambda[q]$. The following statements hold.
(1) Both $^a\pi_{\lambda[q]}$ and $^e\pi_{\lambda[q]}$ are proper.
(2) The image of $^a\pi_{\lambda[q]}$ is exactly $\overline{\Theta}_{\lambda}$, the closure of the $G$-orbit $\Theta_{\lambda}$ of $X$ in $N$.
(3) The image of $^e\pi_{\lambda[q]}$ is exactly $\overline{\Theta}_{\lambda[q]}$, whose dimension is equal to $\dim \overline{\Theta}_{\lambda} + (n - q)$.

*Proof.* (1) Note that $\mathcal{F}_{\lambda[q]}$ is a projective variety. The partial flag varieties $^a\mathcal{F}_{\lambda[q]}$ and $^e\mathcal{F}_{\lambda[q]}$ are close subvarieties of $N \times V$ and $N \times V$ respectively. The first statement follows.
(2) From (16) we have
\[ \dim ^a\mathcal{F}_{\lambda[q]} = \dim \overline{\Theta}_{\lambda}. \] 

Note that $^a\pi_{\lambda[q]}$ is $G$-equivariant. By Lemma 3.4 \( \text{im}^a\pi_{\lambda[q]} \) is an irreducible closed $G$-variety in $N$ which contains finite $G$-orbits. So $\text{im}^a\pi_{\lambda[q]}$ must be the closure of some nilpotent orbit in $N$ under adjoint $G$-action. In the meanwhile, $\Theta_{\lambda}$ is clearly contained in $\text{im}^a\pi_{\lambda[q]}$. Hence $\dim \text{im}^a\pi_{\lambda[q]} \geq \dim \overline{\Theta}_{\lambda}$. So the statement follows from (19).
(3) We take the same arguments as in (2). By (17) and the second statement (2), we have \( \dim \mathfrak{F}_{\lambda[q]} = \dim \mathfrak{O}_{\lambda} + (n - q) \). Taking Proposition 3.7 into an account, we further have \( \dim \mathfrak{F}_{\lambda[q]} = \dim \mathfrak{O}_{\lambda[q]} \). Now \( \mathfrak{F}_{\lambda[q]} \) is \( G \)-equivariant, and \( \text{im} \mathfrak{F}_{\lambda[q]} \) is a \( G \)-equivariant irreducible closed subset of \( N \). By Theorem 3.2, \( N \) contains finite \( G \)-orbits. Hence \( \text{im} \mathfrak{F}_{\lambda[q]} \) must be a closure of some \( G \)-orbit which contain \( \mathfrak{O}_{\lambda[q]} \). Hence \( \text{im} \mathfrak{F}_{\lambda[q]} \) coincides with \( \mathfrak{O}_{\lambda[q]} \). \( \square \)

Corollary 4.6. Keep the notations and assumptions as before. In particular, \( M = \text{im} X + g \cdot w \) as in Lemma 3.6. Then the following statements hold

1. The closure \( \mathfrak{O}_{\lambda[q]} \) coincides with the \( G \)-saturation \( \text{Ad}(G)(\text{Lie}(U^0) \times M) \).
2. The projection \( \mathfrak{F}_{\lambda[q]} \) is a resolution of singularities of \( \mathfrak{O}_{\lambda[q]} \).

Proof. (1) For any \( (Y, u) \in \text{Lie}(U^0) \times M \), \( (Y, u), \mathfrak{F}^0 \) is a partial flag in \( \mathfrak{F}_{\lambda[q]} \). By Lemma 4.5(3), \( (Y, u) \in \mathfrak{O}_{\lambda[q]} \). Hence \( \text{Ad}(G)(\text{Lie}(U^0) \times M) \) is contained by \( \mathfrak{O}_{\lambda[q]} \).

Conversely, for any \( (Y, u) \in \mathfrak{O}_{\lambda[q]} \), by Lemma 4.5(3) again there exits \( \mathfrak{F} = (M_i) \in \mathfrak{F}_{\lambda[q]} \) such that \( (Y, u), \mathfrak{F} \in \mathfrak{F}_{\lambda[q]} \). Thus, there exists \( g \in G \) such that \( g \cdot \mathfrak{F} = \mathfrak{F}^0 \), correspondingly \( \text{Ad}(g)u \in F^0 \) and \( \text{Ad}(g)Y \in \text{Lie}(U^0) \). Thus \( \text{Ad}(g)(Y, u) \in \text{Lie}(U^0) \times M \).

(2) By Lemma 4.4(2) and Lemma 4.5(2), it suffices to show that the restriction of \( \mathfrak{F}_{\lambda[q]} \) to \( \mathfrak{F}_{\lambda[q]}^{-1}(\mathfrak{O}_{\lambda[q]}) \) is an isomorphism onto \( \mathfrak{O}_{\lambda[q]} \).

We first claim that the restriction of \( \mathfrak{F}_{\lambda[q]} \) to \( \mathfrak{F}_{\lambda[q]}^{-1}(\mathfrak{O}_{\lambda}) \) is an isomorphism onto \( \mathfrak{O}_{\lambda} \). Recall that for a given \( X \in \mathfrak{O}_{\lambda} \), there is a cocharacter \( \tau \) of \( G \) such that \( \tau \) gives rise to a gradation of \( g \) compatible with the gradation of \( V \) arising from a Jordan basis associated with \( X \) (see §3.1 or [20] §5.3]). Furthermore, one associates to \( \tau \) a parabolic subgroup \( P \), and its Lie algebra \( \mathfrak{p} \) whose unipotent radical is denoted by \( u \). By Richardson’s orbit property for \( \text{GL}_n \) (see [11] §5 or [20] §4.9]), \( \mathfrak{O}_{\lambda} \) is a unique nilpotent orbit satisfying that its intersection with \( u \) is dense in \( u \). Furthermore, \( \mathfrak{O}_{\lambda} \) is exactly the \( G \)-saturation of this intersection, and \( P \) is \( G \)-conjugate to \( G_{\tau_0} \).

Correspondingly, there is a unique partial flag variety \( \mathfrak{F} \in \mathfrak{F} \) such that \( (X, \mathfrak{F}) \in \mathfrak{F}_{\lambda[q]}^{-1}(X) \) is exactly the unique inverse image of \( X \). This \( \mathfrak{F} \) is conjugate to \( \mathfrak{F}^0 \). Furthermore, the map \( \mathfrak{O}_{\lambda} \to \mathfrak{F} \) with \( X \mapsto \mathfrak{F} \) is a morphism. This is because \( \mathfrak{O}_{\lambda} \cong G/G_{\tau_0} \), and the map \( X = \text{Ad}(g)J_{\lambda} \mapsto \mathfrak{F} = g \cdot \mathfrak{F}^0 \) is actually a morphism of varieties from \( G/G_{\tau_0} \) to \( G/P \).

Next, we turn back to the part of \( \mathfrak{F}_{\lambda[q]} \). From the above claim on \( \mathfrak{F}_{\lambda[q]} \), it follows that for any \( (X, w) \in \mathfrak{O}_{\lambda[q]} \) there exits a unique triple \( (X, w), \mathfrak{F} \in \mathfrak{F}_{\lambda[q]}^{-1}(X, w) \), and furthermore the map \( (X, w) \mapsto \mathfrak{F} \) is a morphism of varieties from \( \mathfrak{O}_{\lambda[q]} \to \mathfrak{F} \).

The proof is completed. \( \square \)

Remark 4.7. (1) By the above proof, we actually have that the projection \( \mathfrak{F}_{\lambda[q]} \) is a resolution of singularities of \( \mathfrak{O}_{\lambda} \).

(2) When \( \lambda = (n) \) corresponds to the regular nilpotent orbit, and \( q = 0 \), \( \mathfrak{F}_{\lambda[q]} \) is actually a resolution of singularities of the whole \( N \) associated with the enhanced reductive group \( G \). In this case, we directly write it as \( \mathfrak{F} \), and call it the enhanced Springer resolution. Similarly, we directly write \( \mathfrak{F}_{\lambda[q]} \) as \( \mathfrak{F} \). This \( \mathfrak{F} \) is exactly the ordinary Springer resolution.

(3) In view of Proposition 4.12, \( \mathfrak{O}_{\lambda[q]} \) can be described by Achar-Henderson’s way in [11], where the partial flags are constructed via bi-partitions and related divisions of Jordan basis.

4.2. An alternative description of the closures of enhanced nilpotent orbits. Consider a subvariety of \( N \) consisting of \( (Y, u) \) subject to the following condition for any \( k \in \).
\{1, 2, \ldots, n\}
\dim k[Y](\bar{u}, \nu_1, \nu_2, \ldots, \nu_k) \leq \varphi_k^{\lambda[q]} \text{ for any } \bar{u} \in u + \text{im}Y, \text{ and } \nu_1, \nu_2, \ldots, \nu_k \in V. \tag{20}

Then for each \(k\), the above condition determines a closed subvariety of \(N\). Hence we have a closed subvariety \(\overline{N}_{\lambda[q]}\) as the intersection of such closed subvarieties when \(k\) ranges over \(\{1, \ldots, n\}\).

**Lemma 4.8.** The closed subvariety \(\overline{N}_{\lambda[q]}\) is \(G\)-invariant. Consequently, \(\overline{N}_{\lambda[q]} \supset \overline{\Theta}_{\lambda[q]}\).

**Proof.** Note that \(V\) is invariant under \(G\)-action. Hence \(\overline{N}_{\lambda[q]}\) is \(G\)-invariant. The second part follows from Lemma 3.9.

On the other hand, we have the following fact.

**Lemma 4.9.** Suppose \((Y, u) \in N\) is of type \(\mu[l]\). If \(Y\) is already in \(\text{Lie}(U^0)\) and \(\varphi_k^{\mu[l]} \leq \varphi_k^{\lambda[q]}\) for any \(k \geq 0\), then \((Y, u) \in \overline{\Theta}_{\lambda[q]}\).

**Proof.** For a given \((Y, u) \in N\) of type \(\mu[l]\) with \(Y \in \text{Lie}(U^0)\) and with \(\varphi_k^{\mu[l]} \leq \varphi_k^{\lambda[q]}\) \((k \geq 0)\), in order to show \((Y, u) \in \overline{\Theta}_{\lambda[q]}\), by Corollary 4.6 it suffices to show that \(u \in M\).

We can write \(u = \sum_{i=1}^{q} \sum_{k=0}^{a_i-1} c_{ik} X^k v_i + \sum_{i=q+1}^{t} \sum_{k=0}^{a_k-1} h_{ik} X^k v_i\) where \(c_{ik}, h_{ik} \in k\). The second sum belongs to \(g_{X.w}\) (Lemma 3.1). So \(u\) can be rewritten as below:
\[
\bar{u} = \sum_{i=1}^{q} \sum_{k=0}^{a_i-1} c_{ik} X^k v_i + u^*
\]
for \(u^* \in g_{X.w}\). We claim \(\sum_{i=1}^{q} \sum_{k=0}^{a_i-1} c_{ik} X^k v_i \in \text{im}X\). Actually, consider the space \(k[Y](\bar{u}, \nu_1, \nu_2, \ldots, \nu_k)\) for any \(\nu_i \in \text{im}Y, \nu_i \in V\). Recall the assumption \(Y \in \text{Lie}(U^0)\) and \(\varphi_k^{\mu[l]} \leq \varphi_k^{\lambda[q]}\) \((k \geq 0)\). By the analysis in §3.7.2 all \(c_{ik}\) must be 0 for \(k = 0\) when \(i = 1, \ldots, q\). The proof is completed.

Summing up, we have the following result.

**Proposition 4.10.** \(\overline{N}_{\lambda[q]} = \overline{N}_{\lambda[q]} \cap (\overline{\Theta}_{\lambda} \times V)\).

**Proof.** The part “\(\subset\)” follows from Corollary 3.8 and Lemma 4.8.

Next we prove the inverse inclusion. For any given \((Y, u) \in \overline{N}_{\lambda[q]} \cap (\overline{\Theta}_{\lambda} \times V)\), we can suppose \((Y, u)\) is of type \(\mu[l]\). By the assumption, \(O_{\mu} \subset \overline{\Theta}_{\lambda}\). Note that by Richardson’s orbit property for \(\text{GL}_n\), \(\overline{\Theta}_{\lambda}\) coincides with the closure of the \(G\)-saturation \(\text{Ad}(G)(O_{\lambda} \cap \text{Lie}(U^0))\), i.e. \(\overline{\Theta}_{\lambda} = \text{Ad}(G)\text{Lie}(U^0)\) (see [11]). Hence, up to \(G\)-conjugacy, we might as well suppose \(Y \in \text{Lie}(U^0)\). The remaining follows from Lemma 4.9.

4.3. **Topology relations of the closures of enhanced nilpotent orbits.** Now we can conclude the closure relation of enhanced nilpotent orbits as in the ordinary case (see [12 §6.3], [20]). Suppose \((Y, u) \in N\) of type \(\mu[l]\), then it is deduced that \(\mu[l] \leq \lambda[q]\), which is compatible with [11 Theorem 6.3]. This means

**Proposition 4.11.** Suppose \((Y, u) \in N\) is of type \(\mu[l]\). Then \((Y, u)\) lies in \(\overline{\Theta}_{\lambda[q]}\) if and only if \(\mu[l] \leq \lambda[q]\).

**Proof.** It is a corollary to Proposition 4.10.
4.4. **Comparison with GL_n-orbits in N.** The enhanced nilpotent cones are both adjoint \( G^- \) and adjoint \( G \)-stable affine varieties. There are finite orbits in \( N \) in both cases under adjoint \( G^- \)-action and adjoint \( G \)-action. In general, for a given \((X, w) \in N\), two orbits \( \text{Ad}(G)(X, w) \) and \( \text{Ad}(G)(X, w) \) are not necessarily the same. For example, \( \dim \text{Ad}(G)(X, 0) = \dim \text{Ad}(G)X \), however \( \dim \text{Ad}(G)(X, 0) = \dim \text{Ad}(G)X + \dim \text{im}X \) (Corollary 3.3(3)). So \( \text{Ad}(G)(X, 0) \supseteq \text{Ad}(G)(X, 0) \) whenever \( X \neq 0 \).

It is a natural question what the relation between two types of nilpotent orbits is. For any given \((X, w) \in N\), set \( O(X, w) = \text{Ad}(G)(X, w) \) and \( O(X, w) = \text{Ad}(G)(X, w) \). By the constructions of enhanced nilpotent orbits under adjoint \( G^- \)-action and adjoint \( G \)-action respectively, we have

\[
O(X, w) = O(X, w) \cup \bigcup_{u \in \text{im}(gXg^{-1})} \text{Ad}(gXg^{-1}, u + gw)
\]

Furthermore, we have the following precise description on the relation between them.

**Proposition 4.12.** (1) For any given \((X, w) \in N\) of type \( \lambda[q] \) as in Proposition 3.2 set \( \hat{w} = \sum_{i=1}^{n-q} w_i \) where \( w_i \) \((i = 1, \ldots, n - q)\) is a canonical basis of \( \text{im}X + gXw \) such that \( \{w_i \mid i = 1, \ldots, n - q\} = \{X^jv_i \mid j = 1, \ldots, t; j_i = 1, \ldots, a_i - 1 \text{ for } i = 1, \ldots, q\}; \) and \( j_i = 0, 1, \ldots, a_i - 1 \text{ for } i = q + 1, \ldots, t\} \) (the notations as in (10)), then

\[
O(X, w) = O(X, \hat{w}).
\]

Equivalent to say,

\[
O_{\lambda[q]} = O_{(\lambda - (1)_q, (1)_q)}
\]

where \((\lambda - (1)_q, (1)_q)\) is a bipartition of \( n, \) and \( O_{(\lambda - (1)_q, (1)_q)} \) is termed the \( G \)-orbit parameterized by \((\lambda - (1)_q, (1)_q)\) in the classification of \( G \)-orbits of \( N \) in the sense of \([1]\) Proposition 2.8.

(2) With respect to the closures of nilpotent orbits in \( N \), the classification of \( G \)-orbits in Theorem 3.2 is compatible with the classification of \( G \)-orbits by bipartitions in \([1]\).

**Proof.** (2) is a consequence of (1).

For (1), we will verify (21). By definition along with the same arguments as in the proof of Lemma 3.1 \((X, \text{im}X + gXw)\) is contained in \( \text{Ad}(G_X \ltimes V)(X, w) \). So the right hand side of (21) is contained by the left hand side. It is readily known that \( O(X, \hat{w}) \) is exactly \( O_{(\lambda - (1)_q, (1)_q)} \) by the classification in \([1]\) Proposition 2.8. Furthermore, it is deduced by the same reason \( \text{ibid} \) that dimension of \( O_{(\lambda - (1)_q, (1)_q)} \) is equal to \( \dim O_{\lambda} + (n - q) \), which equals the dimension of \( O_{\lambda[q]} \) (see Proposition 3.7). Hence, both sides are irreducible closed \( G \)-stable subset of \( N \) with the same dimension. So (21) follows. \( \Box \)

5. **Intersection Cohomology Associated with Enhanced Nilpotent Orbits and Enhanced Springer Fibers**

From now on, we will fix a prime number \( \ell \) which is different from \( p \) if \( \text{ch}(k) = p > 0 \). Let \( \overline{Q}_\ell \) be the algebraic closure of \( \ell \)-adic number field. Recall that in the ordinary case, the study of Springer fibers (such as \( B_X := \ast^{-1}(X) \) in type \( A \)) plays a very important role in combinatorics and geometric theory. Especially, there is a so-called Springer representation of the Weyl group \( W \) on \( H^i(B_X, \overline{Q}_\ell) \). This kind of representations were first constructed by
Springer (see [37], [8], [23] etc. or the survey articles [30], [20]). Enhanced Springer fibers naturally arise here.

In this section, we focus on the intersection cohomology decomposition on $N$ along the closures of enhanced nilpotent orbits, along with enhanced Springer fibers. Keep the notations and assumptions as in the previous section. In particular, let $(X, w) \in \overrightarrow{N}$ be a given enhanced nilpotent element of type $\lambda[q]$. We denote $\mathcal{B}(X, w) = e^{\pi^{-1}}(X, w)$, which is called the enhanced Springer fiber of $(X, w) \in \overrightarrow{N}$.

5.1. Enhanced Springer fibers. Keep the notations as before. In particular, keep the conventions as in Remark 4.7(2). Let $(X, w) \in \overrightarrow{N}$ be arbitrarily given and of type $\lambda[q] \in ^{e}\mathcal{P}_n$. We first look at the enhanced Springer fiber $\mathcal{B}(X, w) = e^{\pi^{-1}}(X, w)$. By definition, we have $e^{\pi^{-1}}(X, w) = a^{\pi^{-1}}(X)$. Hence we can identify $\mathcal{B}(X, w)$ with $\mathcal{B}(X)$ where $\mathcal{B}(X) = a^{\pi^{-1}}(X)$ is the ordinary Springer fiber. So we have the facts

**Lemma 5.1.** The following statements hold.

1. An enhanced Springer fibers $\mathcal{B}(X, w)$ with $(X, w) \in \overrightarrow{N}$ coincides with the corresponding Springer fiber $\mathcal{B}(X)$. Hence all $\mathcal{B}(X, w)$ are connected. Its irreducible components have the same dimension.
2. $\dim \mathcal{B}(X, w) = \frac{1}{2}(n^2 - n - \dim \mathcal{O}_X)$.
3. $H^i(\mathcal{B}(X, w), \mathcal{O}_{\mathcal{F}}) = 0$ for all $(X, w) \in \overrightarrow{N}$ if $i$ is odd.

**Proof.** The first part of Statement (1) is easily observed from the definitions of $e^{\pi}$ and $a^{\pi}$. The other parts of (1) along with the second and third statements follow from the classical results on Springer fiber (see [34], or [20] §10, §11.1 and §11.5). □

**Remark 5.2.** There is a conjecture by Achar-Henderson-Jones in [3, 1.2] which thanks to (21), implies that all closures of enhanced nilpotent orbits are normal varieties. With a connection to this conjecture, we have the following proposal.

**Conjecture 5.3.** Suppose $(X, w) \in \overrightarrow{N}$ is of type $\lambda[q]$. Then for any $(Y, u) \in \overrightarrow{\mathcal{O}(X, w)}$, the fiber $e_{\lambda[q]}^{-1}(Y, u)$ is connected. All of the irreducible components of this fiber have the same dimension, analogous of Spaltenstein’s theorem on the Springer fibers ([34]).

5.2. Enhanced Springer resolution $e^{\pi}$ and associated intersection cohomology decomposition. Let us first turn back to the resolutions $e_{\lambda[q]}$ of singularities of enhanced nilpotent orbit closures (Corollary 4.6). Especially, $e^{\pi}$ is a resolution of singularities of the whole enhanced nilpotent cone $N$ (see Remark 4.7 for the notation).

The following enhanced version of Borho-MacPherson decomposition theorem is partially a counterpart of [11 Theorem 4.5] (in a special case) and of [114 (11)].

**Theorem 5.4.** Keep the notations and assumptions as above. The following statements hold.

1. The enhanced Springer resolution $e^{\pi} : \mathfrak{F} \to \overrightarrow{N}$ is semismall.
2. There is a $G$-equivariant isomorphism of semisimple perverse sheaves:

$$e^{\pi}_! \mathcal{O}_{\mathcal{F}}[-n^2] \cong \bigoplus_{\lambda \in \mathcal{P}_n} V_{(\mathcal{O}_{\lambda[0]}(\mathcal{F}))} \otimes IC(\overrightarrow{\mathcal{O}(\lambda[0])}, \mathcal{O}_{\mathcal{F}})[-\dim \mathcal{O}_{\lambda[0]} + n],$$

(22)
where the $V_{(\mathcal{O}_X q; \mathcal{Q}_\ell)}$ are finite-dimensional vector spaces over $\mathcal{Q}_\ell$, the dimension of $V_{(\mathcal{O}_X q; \mathcal{Q}_\ell)}$ is equal to the multiplicity of $IC(\mathcal{O}_X q; \mathcal{Q}_\ell)[-(dim \mathcal{O}_X + n)]$ as a direct summand in the decomposition of $\mathcal{K}$ into a direct sum of simple perverse sheaves, $\mathcal{K}$ stands for the left hand side in the isomorphism (22).

(3) Let $\mathfrak{S}_n$ be the Weyl group of $GL_n$. The above decomposition is compatible with $\mathfrak{S}_n$-action. Precisely speaking, one has an action of $\mathfrak{S}_n$ on $\mathcal{K}$ which induces an algebra isomorphism from $\mathcal{Q}_\ell[\mathfrak{S}_n]$ onto $End_{Perv(\mathcal{N})}(\mathcal{K})$, where $Perv(\mathcal{N})$ denotes the category of all perverse sheaves on $\mathcal{N}$ which is an abelian category.

Proof. (1) Keep in mind that $\mathcal{N} = N \times V$ and then $dim \mathcal{N} = dim N + n = n^2$. The first statement is equivalent to claim that for any $i \in \mathbb{N}$,

$$dim\{(X, w) \in \mathcal{N} | dim \pi^{-1}(X, w) \geq \frac{i}{2}\} \leq n^2 - i.$$ (23)

By definition, it is readily shown that $\pi^{-1}(X, w)$ coincides with $\pi^{-1}(X)$. Therefore,

$$\{(X, w) \in \mathcal{N} | dim \pi^{-1}(X, w) \geq \frac{i}{2}\} = \{(X \in \mathcal{N} | dim \pi^{-1}X \geq \frac{i}{2}\} \times V.$$ Thanks to the classical result, the Springer resolution $\pi$ is semi-small. Hence $dim\{X \in \mathcal{N} | dim \pi^{-1}(X) \geq \frac{i}{2}\} \leq n^2 - n - i$. So (23) follows.

(2) Recall the centralizer $G_{(X, w)}$ of any given $(X, w) \in \mathcal{N}$ in $G$ is connected (Lemma 1.1). Thus, on the basis of (1) along with Theorem 3.2 and (21) we have, as a $GL_n$-equivariant perverse sheaf, the following Borho-MacPherson decomposition

$$\pi_* \mathcal{O}_\ell[-n^2] \cong \bigoplus_{\lambda \in \mathfrak{S}_n} V_{(\mathcal{O}_\lambda q; \mathcal{Q}_\ell)} \otimes IC(\mathcal{O}_\lambda q; \mathcal{Q}_\ell)[-(dim \mathcal{O}_\lambda q)]$$ (24)

(see [8]). In particular, $IC(\mathcal{O}_\lambda q; \mathcal{Q}_\ell)[-(dim \mathcal{O}_\lambda q)]$ are the simple perverse sheaves on $\mathcal{O}_\lambda q$ while the multiplicity space $V_{(\mathcal{O}_\lambda q; \mathcal{Q}_\ell)}$ could be zero. Furthermore, this decomposition is $G$-equivariant. Actually, $G$ is a connected algebraic group, and by construction $\mathcal{K}$ is a $G$-equivariant perverse sheaf on $\mathcal{N}$ which is actually semi-simple perverse because $\mathcal{N}$ has finite $G$-orbits. So any subquotient of $\mathcal{K}$ is $G$-equivariant. Hence the decomposition (24) is really $G$-equivariant (see [20], Lemma 12.19).

We claim that

$$V_{(\mathcal{O}_\lambda q; \mathcal{Q}_\ell)} = 0 \text{ in (24) unless } q = 0,$$ (25)

consequently yielding the desired decomposition (22). In order to show this, we arbitrarily take $(X, w) \in \mathcal{N}$ and assume it is of type $\lambda q$. By definition we have the isomorphism of cohomology

$$H^i(B_{(X, w)}, \mathcal{Q}_\ell) \cong \mathcal{H}^{i-n^2}_{(X, w)}(\mathcal{K})$$

where $\mathcal{H}^{j}_{(X, w)}(-)$ is the stalk at $(X, w)$ of the $j$th cohomology of a perverse sheave $(-)$. Thus, from (24) it follows that

$$H^i(B_{(X, w)}, \mathcal{Q}_\ell) \cong \bigoplus_{\mu \in \mathfrak{S}_n} V_{(\mathcal{O}_\mu q; \mathcal{Q}_\ell)} \otimes \mathcal{H}^{i-n^2+dim \mathcal{O}_\mu q}_{(X, w)} IC(\mathcal{O}_\mu q; \mathcal{Q}_\ell).$$
Taking $d = n^2 - \dim O_{\lambda[q]}$ and setting $d_\mu := \dim O_{\mu[l]} - \dim O_{\lambda[q]}$, we have

$$H^d(\mathcal{B}_{(X,w)}, \overline{Q_\ell}) \cong \bigoplus_{\mu[l] \in \mathcal{P}_n} V_{(O_{\mu[l]}; Q_\ell)} \otimes \mathcal{H}^{d_\mu}_{(X,w)} IC(O_{\mu[l]}, \overline{Q_\ell}).$$

Suppose $\mathcal{H}^{d_\mu}_{(X,w)} IC(O_{\mu[l]}, \overline{Q_\ell}) \neq 0$. By the definition of intersection complex, $(X, w)$ must lies in $O_{\mu[l]}$. On the other side, due to the $G$-equivariance, we have $O_{(X,w)} \subset \text{Supp}(\mathcal{H}^{d_\mu}_{(X,w)} IC(O_{\mu[l]}, \overline{Q_\ell})).$

Hence we have

$$\dim \text{Supp}(\mathcal{H}^{d_\mu}_{(X,w)} IC(O_{\mu[l]}, \overline{Q_\ell})) \geq \dim O_{(X,w)}.$$

By the axioms of perverse sheaves (see [4], or [20, §12.16]), $d_\mu \leq 0$. Combining two sides, we finally have $O_{\lambda[q]} = O_{\mu[l]}$. Hence, as the first step we obtain

$$H^d(\mathcal{B}_{(X,w)}, \overline{Q_\ell}) \cong V_{(O_{\lambda[q]}; Q_\ell)} \otimes \overline{Q_\ell}.$$  \hspace{1cm} (26)

Next, recall that $\mathcal{B}_{(X,w)} = \mathcal{B}_X$, and all Springer fibers have affine pavings (see [35] or [20, 11.5]). Hence dim $H^{2i}(\mathcal{B}_X, \overline{Q_\ell})$ is equal to the number of parts in the paving isomorphic to the affine space $\mathbb{A}^i$ of dimension $i$, and $H^{2i+1}(\mathcal{B}_X, \overline{Q_\ell}) = 0$ (see [25]. VI.4.20 and VI.11.1) or [20, §12]). However, by Lemma 5.1(2) $\dim \mathcal{B}_{(X,w)} = \frac{1}{2}(n^2 - n - \dim O_X)$. So $d = 2 \dim \mathcal{B}_{(X,w)} + q > 2 \dim \mathcal{B}_{(X,w)}$ if $q > 0$. Hence $H^d(\mathcal{B}_{(X,w)}, \overline{Q_\ell}) = 0$ if $q > 0$. Correspondingly, $V_{(O_{\lambda[q]}; Q_\ell)}$ must be zero in (26) as long as $q > 0$. So the claim [25] is proved.

Finally, the $G$-equivariance of the decomposition (22) has been assured in the arguments for (21). Summing up, we obtain the desired decomposition (22).

(3) The last part is a direct consequence of the second one along with the classical springer theory (see [30] or [20]). As to the statement concerning perverse sheaves, one can be referred to [1, 1.3.6] or [20, §12], [30].

Remark 5.5. (1) As to the multiplicity space $V_{(O_{\lambda[q]}; Q_\ell)}$, its dimension is equal to the one of $V_{\overline{O_{\lambda}}}^{\lambda}$ in the classical Borho-MacPherson decomposition of the perverse sheaf on $N$ for $g_{\mathfrak{n}}$. This is because from the top etale cohomology computation (26) and from the observation $\mathcal{B}_{(X,w)} = \mathcal{B}_X$, one has $V_{(O_{\lambda[q]}; Q_\ell)} \otimes \overline{Q_\ell} \cong V_{(O_{\lambda[q]}; Q_\ell)} \otimes \overline{Q_\ell}$.

(2) Thanks to [24 Theorem 1.1] and its origination [1, Theorem 4.7] and [2], there is a general result on the existence of affine paving for all fibers of $\mathfrak{g}_{\mathfrak{l}}^{\lambda[q]}$. This implies that for any $(Y, u) \in O_{\lambda[q]}$, the fiber $\mathfrak{g}_{\mathfrak{l}}^{\lambda[q]}(Y, u)$ has an affine paving.

5.3. Enhanced version of De Concini-Procesi’s theorem. De Concini-Procesi described the cohomology ring structure of Springer fibers in [13]. We present their result in the enhanced version.

Set $H^i(\mathcal{B}_{(X,w)}) := H^i(\mathcal{B}_{(X,w)}, \mathbb{Z})$, the ordinary cohomology. Let $H^* (\mathcal{B}_{(X,w)})$ denote the cohomology ring.

Theorem 5.6. Assume $(X, w) \in \mathbb{N}$ is of type $\lambda[q]$. The following statements hold.

1) There is an isomorphism as algebras and $\mathfrak{S}_n$-modules:

$$H^* (\mathcal{B}_{(X,w)}) \cong H^* (\mathcal{B}_X) \cong R_\lambda$$

where $R_\lambda$ is the coordinate ring of $\overline{O_{\lambda}} \cap \mathfrak{h}$, the scheme-theoretic scheme intersection between $\overline{O_{\lambda}}$ and the canonical torus $\mathfrak{h}$ consisting of diagonal matrices.

2) $\dim H^q (\mathcal{B}_{(X,w)}) = \frac{n!}{a_1! \cdots a_t!} \lambda$ where $\lambda = (a_1 \geq a_2 \geq \cdots a_t > 0)$. 
Proof. By Lemma 5.1(1), $B_{(X,w)} = B_X$. The statements directly follow from the classical results on Springer fibers (see [13], [20], §11.5, or [39]). □
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