Lattice QCD computation of the SU(3) String Tension critical curve
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We investigate the critical curve of the string tension $\sigma(T)$ as a function of temperature in quenched gauge invariant SU(3) lattice gauge theory. We extract $\sigma(T)$ from the colour averaged free energy of a static quark-antiquark pair. To compute the free energy, we utilize a pair of gauge invariant Polyakov loop and antiloop correlations, and apply the multi-hit procedure to enhance the signal to noise ratio. We find that the string tension departs from the zero temperature $\sigma_0$ at $T \approx 0.5T_c$. We cover the relevant temperature range from $0.5T_c$ up to the confinement temperature $T_c$ using 54 different sets of pure gauge lattice configurations with four temporal extensions (4,6,8,12), different $\beta$ and a spatial volume of $48^3$ in lattice units.

I. INTRODUCTION

The string tension $\sigma(T)$ is a relevant order parameter to study confinement. While above the deconfinement temperature $T_c$, the simplest order parameter is the Polyakov loop, below $T_c$ the expectation value of a single Polyakov loop vanishes. Below $T_c$, to study the decrease of confinement with $T$ a new order parameter must be used, and we utilize here the string tension. The string tension $\sigma(t)$ parameterizes the confining sector of the quark-antiquark potential, which increases linearly with distance. At finite temperature the quark-antiquark potential $V(r)$ is extended to the quark-antiquark free energy $F(r,T)$.

Moreover we are interested in the string tension and in the confining quark-antiquark free energy, since it leads to chiral symmetry breaking [1]. It also dominates the hadron spectrum. To study chiral symmetry and the hadron spectrum at finite $T$, it is important to know the string tension $\sigma(T)$ behaviour at all temperatures.

The existing lattice QCD results for the string tension critical curve have been computed by the Bielefeld group [2] , who have studied in detail the heavy quark potential in the confined and deconfined phases at finite temperature. In the confined phase, the Bielefeld Group presented results for the string tension in the region $[0.8T_c, T_c]$ with lattice size of $32^3 \times 4$ generated with a tree level Symanzik-improved gauge action. Their results confirmed a first order deconfinement phase transition, as expected for SU(3). Bialas et al., [3] have studied the string tension behaviour at finite temperature in three dimensional SU(3) gauge theory. Bicudo [1] compared the string tension points obtained by Bielefeld group [2] with different order parameter curves and found empirically that the ferromagnetic critical curve is the one closer to the Bielefeld data.

This work continues the study of the SU(3) string tension, first computed by the Bielefeld Group [2], and we utilize a similar technique of colour averaged free energy.

We study a wider range of temperatures in order to map the critical curve of $\sigma(T)$. In section II, we present in detail our method to extract the string tension at finite temperature. In section III we present and discuss our results and in section IV we conclude.

II. OUR SU(3) LATTICE QCD FRAMEWORK

We compute $\sigma(T)$ with in quenched SU(3) lattice QCD, fitting the linear confinement from the colour averaged free energy of a quark-antiquark pair. The colour averaged free energy of a static quark-antiquark pair is computed with the correlation of a pair of Polyakov loop and antiloop correlations,

$$\exp \left( -\frac{F_{\sigma}(R,T)}{T} \right) = \langle L(\vec{x})L(\vec{y}) \rangle, \quad (1)$$

where $R = |\vec{x} - \vec{y}|$, $T = 1/(aN_t)$ and the temperature $T$, in units of the Boltzmann constant $K = 1$, is the inverse of the temporal extent of the lattice,

$$T = \frac{1}{aN_t}, \quad (2)$$

$a$ is the lattice spacing and $N_t$ is the number of links in the temporal direction.

A Polyakov loop is a Wilson line of lattice link in the temporal direction and closed with the periodic boundary condition of the lattice,

$$L(\vec{x}) = \frac{1}{3} \text{Re} \text{Tr} \prod_{\tau=0}^{N_t-1} U_3(\vec{x},\tau) \quad (3)$$

where $U_\mu(\vec{x},\tau)$ with $\mu = 3$ is the time direction link. The Polyakov loop is an order parameter for the deconfinement transition, i.e. $\langle L \rangle = 0$ in the confined phase for $T < T_c$ and $\langle L \rangle > 0$ in the deconfined phase. Since a single Polyakov loop vanishes in the confined phase, to measure confinement we need a higher number of Polyakov loops. Here utilize a pair of Polyakov loop-antiloop.

The temperature and distance in Eq. (1) can be made dimensionless using the $\sigma_0 = \sigma(0)$ string tension at zero
temperature, 
\[ T^* = \frac{1}{N_f a \sqrt{\sigma_0}} = \frac{T}{\sqrt{\sigma_0}}, \] (4)
and
\[ r = R a \sqrt{\sigma_0}. \] (5)

We fit the free energy \( F_{q\bar{q}}(r, T^*) \) with
\[ a_0 + \frac{a_1}{r} + a_2 r, \] (6)
where \( a_1 \) is fixed to the Lüscher Coulomb \( \pi/12 \) term and \( a_2 \) provides \( \sigma(T)/\sigma_0 \). We also tried a fit with a logarithmic term, however the fits were not stable, and thus we abandoned any logarithmic term.

To improve the signal in the Polyakov loop correlation functions and reduce the error, we employ the multi-hit procedure for the time links, [4, 5]. The SU(3) temporal links can be integrated out analytically and substituted by their average value,
\[ U_3(x) \rightarrow \overline{U}_3(x) \equiv \frac{\int dU U_3(x) e^{\frac{i}{\beta} \text{Tr} \left( U_3(x) F^*(x) \right)}}{\int dU e^{\frac{i}{\beta} \text{Tr} \left( U_3(x) F^*(x) \right)}}, \] (7)
where \( F(x) \) is the staple attached to a specific time link. We applied the multi-hit numerically to the time links using
\[ U_3(x) \rightarrow \overline{U}_3(x) = \frac{1}{n} \sum_{i=1}^{n} U_3^{(i)}, \] (8)
with \( U_3^{(i)} \) generated with the pseudo-heatbath algorithm and maintaining all the neighbouring links fixed.

To scan the temperatures, determined by Eq. (2) we utilize different \( \beta \) and \( N_t \), because the lattice spacing \( a \) is a function of \( \beta \). To set the scale of the lattice spacing \( a \) in physical units we use the equations fitted in SU(3) lattice QCD by Edwards et al. [6],
\[ (a \sqrt{\sigma_0})(g) = f(g^2) \left[ 1 + b_1 \hat{a}(g)^2 + b_2 \hat{a}(g)^4 + b_3 \hat{a}(g)^6 \right]/b_0, \] (9)
where \( g \) is the coupling constant of the Wilson action, and where Edwards et al. [6] obtained \( b_0 = 0.01364, \ b_1 = 0.2731, \ b_2 = -0.01545 \) and \( b_3 = 0.01975 \), valid in the region \( 5.6 < \beta < 6.5, \)
\[ \hat{a}(g) = \frac{f(g^2)}{f(g^2(\beta = 6.0))}, \] (10)
\[ f(g^2) = \left( b_0 g^2 \right)^{-\frac{b_3}{b_2}} \exp \left( -\frac{1}{2b_0 g^2} \right), \] (11)
and
\[ b_0 = \frac{11}{(4\pi)^2}, \ b_1 = \frac{102}{(4\pi)^4}. \] (12)

Finally, the normalized temperature, \( T/T_c \), is given by
\[ \frac{T}{T_c} = \frac{(a \sqrt{\sigma_0})(g(\beta_c))}{(a \sqrt{\sigma_0})(g(\beta))}, \] (13)
where \( \beta_c \) was obtained by Lucini et al. [7]. Thus we determine the temperature \( T/T_c \) from \( \beta \) and \( N_t \).

We generate SU(3) pure gauge lattice configurations in NVIDIA GPUs, Graphical Processing Unit, (GTX295, GTX480, GTX580 and Tesla C2070). The SU(3) CUDA code uses the standard Wilson action via combination of Cabibbo-Marinari pseudoheatbath and over-relaxation algorithm by three SU(2)-subgroups, [8–10]. In order to reduce memory traffic, we store only the first two rows of SU(3) matrices in the GPU Global memory and re-construct the third line of each matrix on the fly when
Table I: Summary of parameters and results for the string tension at finite $T$ with $48^3 \times N_t$ lattices. For the $\beta$ marked with an asterisk *, corresponding to $0.95 T_c < T < T_c$, at finite volume, we find a contamination with some deconfined configurations. We removed the wrong configurations from our average.

| $\beta$ | $N_t$ | $T/T_c$ | $\sigma_n/\sigma_0$ | $\sigma(T)/\sigma_0$ | # config. |
|--------|-------|---------|----------------------|----------------------|----------|
| 5.69*  | 4     | 0.994   | 0.4011              | 0.346(15)            | 223      |
| 5.68   | 4     | 0.971   | 0.4108              | 0.472(77)            | 225      |
| 5.67   | 4     | 0.948   | 0.4208              | 0.541(57)            | 450      |
| 5.66   | 4     | 0.925   | 0.4312              | 0.587(42)            | 225      |
| 5.65   | 4     | 0.902   | 0.4421              | 0.614(62)            | 225      |
| 5.64   | 4     | 0.879   | 0.4535              | 0.667(179)           | 225      |
| 5.63   | 4     | 0.857   | 0.4654              | 0.729(128)           | 225      |
| 5.62   | 4     | 0.835   | 0.4778              | 0.743(78)            | 300      |
| 5.61   | 4     | 0.813   | 0.4908              | 0.757(49)            | 325      |
| 5.59   | 6     | 0.993   | 0.2659              | 0.341(28)            | 206      |
| 5.57   | 6     | 0.957   | 0.2759              | 0.440(60)            | 224      |
| 5.50   | 6     | 0.836   | 0.3159              | 0.775(39)            | 225      |
| 5.79   | 6     | 0.819   | 0.3223              | 0.774(64)            | 225      |
| 5.78   | 6     | 0.802   | 0.3290              | 0.807(149)           | 225      |

Figure 3: String tension as function of $T/T_c$ for four temporal extensions, $N_t = 4, 6, 8, 12$. 

needed. Each iteration consists of 4 pseudoheatbath and 7 over-relaxation steps followed link reunitarization. After the thermalization, in order to generate a Markov chain of configurations, we only store a configuration, to evaluate the colour averaged free energy, every 200 iterations. In order to scan a large number of temperatures, and to verify our results, we consider 57 different sets of configurations, with 225 to 450 configurations each, for different $\beta$, $N_t$ and lattice sizes. In total we produced the large number of circa three million SU(3) configurations, thus reaching the limit of our computational facilities.

### III. RESULTS FOR $\sigma(T)$ AND OUTLOOK

We fit the colour averaged free energy with Eq. (6), fixing the Coulomb term with the Lüscher term. Notice that close to $T_c$ the linear term decreases, while the Coulomb term remains dominated by the constant Lüscher term, and we have to go distances as large as possible in order to fit the string tension. Thus we fit the string tension in an interval at the largest distance before the statistical noise is large, and before the periodicity of the lattice saturates the free energy. The fitting range is illustrated in Fig. 1. In all our fits, the distance interval is sufficient to have a $\chi^2/dof$ smaller than one. The error in the mean average free energy, as well as the fit parameters, were determined by jackknife method.

Since large quark-antiquark distances are important, we also test the large volume limit for the configuration set with $\beta = 5.67$, $N_t = 4$ and $T = 0.948 T_c$. We il-
illustrate in Fig. 2 four different spatial lattice volumes, $24^3$, $32^3$, $48^3$ and $64^3$, in order to detect spatial volume dependence effects in the results. We respectively obtain the fits for $\sigma(T)/\sigma(0)$ of $0.462 \pm 0.012$, $0.475 \pm 0.023$, $0.541 \pm 0.006$ and $0.546 \pm 0.007$. For $N_t = 48$ and $N_t = 64$, the values obtained are already very close and within the statistical error. Since it would be too demanding in computer time to apply the same large volume limit extrapolation to all our lattice QCD configurations, we use the same spatial lattice volume of $48^3$ in lattice units.

In Table I and in Fig. 3 we show the results of our fits for the 54 configurations sets in $48^3 \times N_t$ lattices we generate at different $T$. We utilize four different temporal extensions $N_t = 4, 6, 8$ and 12 because we want to scan a wide temperature range between $T = 0$ and $T_c$. We observe that at $T \simeq 0.5 T_c$, the string tension is practically equal to the string tension at zero temperature $\sigma_0$.

Thus, to limit the study of lattices requiring a larger $N_t$, we address the interval $[0.5 T_c, T_c]$. In Fig. 4, we compare the summary of our results with the results obtained by the Bielefeld group [2] and the empirical curve [1]. The Bielefeld data was obtained from lattice gauge configurations with $32^3 \times 4$ size and a tree level Symanzik-improved action. We utilize several $N_t$, the simpler Wilson action and a simpler fit with only a constant term, the Lüscher Coulomb term and the linear confinement. The empirical curve essentially fits most of the Bielefeld data, except for the lowest temperature one, the one at $T \simeq 0.8 T_c$. Using all the configurations we generated, our points would be above the curve up to higher temperatures circa $0.95 T_c$ and only beyond this temperature would get close to the empirical curve.

However, since we have a finite volume, close to $T_c$ there is a contamination of deconfined configurations in our sets of configurations. Above $T \simeq 0.95 T_c$ we observe, utilizing the history of the Polyakov loop, a pair of gaussian-like peaks [2] both in the norm and in the real part of a single Polyakov loop average. Since we have no computational power to further increase the volume, we remove the deconfined configurations from our Markov chain, with a cut between half way between the two gaussian peaks. The $\beta$ where this procedure was necessary are marked with an asterisk * in Table I. Without this deconfined configurations removal, some of the string tensions $\sigma(T^{-})_{\beta}$ would be as small as $0.1 \sigma_0$, consistent with the results of [2]. The points below $T \simeq 0.95 T_c$ together with the sets of confined only configurations at $T \geq 0.95 T_c$ indicate a first order discontinuity at $\sigma(T^-_{\beta}) \simeq 0.4 \sigma_0$.

To clarify the extent of the deconfinement first order transition, we plan to address, in future works, the mapping of the $\sigma(T)$ with different lattice QCD techniques.

**ACKNOWLEDGMENTS**

This work was partly funded by the FCT contracts, PTDC/FIS/100968/2008, CERN/FP/109327/2009, CERN/FP/116383/2010 and SFRH/BD/44416/2008. We are very grateful to the Referee of Physical Review D and thank Orlando Oliveira for useful discussions.

[1] P. Bicudo, Phys. Rev. D82, 034507 (2010), arXiv:1003.0936 [hep-lat]
[2] O. Kaczmarek, F. Karsch, E. Laermann, and M. Lutgemeieier, Phys. Rev. D62, 034021 (2000), arXiv:hep-lat/9908010
[3] P. Bialas, L. Daniel, A. Morel, and B. Petersson, Nucl.Phys. B836, 91 (2010), arXiv:0912.0206 [hep-lat]
[4] R. Brower, P. Rossi, and C.-I. Tan, Nucl. Phys. B190, 699 (1981)
[5] G. Parisi, R. Petronzio, and F. Rapuano, Phys.Lett. B128, 418 (1983)
[6] R. G. Edwards, U. M. Heller, and T. R. Klassen, Nucl. Phys. B517, 377 (1998), arXiv:hep-lat/9711003
[7] B. Lucini, M. Teper, and U. Wenger, JHEP 01, 061 (2004), arXiv:hep-lat/0307017
[8] N. Cabibbo and E. Marinari, Phys. Lett. B119, 387 (1982)
[9] N. Cardoso and P. Bicudo, J. Comput. Phys. 230, 3998 (2011), arXiv:1010.4834 [hep-lat]
[10] The CUDA codes are available at Portuguese Lattice QCD collaboration, http://nemea.ist.utl.pt/~ptqcd