Jets are one of the most prominent physics signatures of high energy proton-proton (p-p) collisions at the Large Hadron Collider (LHC). They are key physics objects for precision measurements and searches for new phenomena. This review provides an overview of the reconstruction and calibration of jets at the LHC during its first Run. ATLAS and CMS developed different approaches for the reconstruction of jets, but use similar methods for the energy calibration. ATLAS reconstructs jets utilizing input signals from their calorimeters and use charged particle tracks to refine their energy measurement and suppress the effects of multiple p-p interactions (pileup). CMS, instead, combines calorimeter and tracking information to build jets from particle flow objects. Jets are calibrated using Monte Carlo (MC) simulations and a residual in situ calibration derived from collision data is applied to correct for the differences in jet response between data and Monte Carlo. Large samples of dijet, Z+jets, and γ+jet events at the LHC allowed the calibration of jets with high precision, leading to very small systematic uncertainties. Both ATLAS and CMS achieved a jet energy calibration uncertainty of about 1% in the central detector region and for jets with transverse momentum \( p_T > 100 \text{ GeV} \). At low jet \( p_T \), the jet energy calibration uncertainty is less than 4%, with dominant contributions from pileup, differences in energy scale between quark and gluon jets, and jet flavor composition.
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and can produce additional jets that do not originate from the hard-scatter interaction. Pileup conditions at the LHC changed significantly through Run 1, as shown in Fig. 1. Initially, during 2010, the low proton beam intensities resulted in a very small amount of pileup. The increase in proton beam intensity in 2011 and 2012 led to a corresponding increase in the average number of pileup interactions per bunch crossing from an average of 3 in 2010 to approximately 8 and 20 during the 2011 and 2012 data taking periods respectively. Despite this challenging environment, both LHC experiments have achieved an unprecedented level of precision for the calibration of jets. The excellent capabilities of the LHC detectors, as well as their accurate simulation software, enabled the development of sophisticated input signals for the reconstruction and calibration of jets using finely segmented calorimeter and high precision tracking information. Inputs to jet reconstruction (topological clustering in ATLAS and particle flow reconstruction in CMS) have a key role in the measurement of jets at the LHC, in particular to mitigate the effects of pileup and to improve the accuracy of the jet energy measurements. The high integrated luminosity provided by the LHC has also allowed the use of large calibration datasets for in situ jet energy measurements that significantly reduced the uncertainty on the jet energy scale determination. Lastly, two key ideas from the theory community have significantly influenced the measurement and calibration of jets at the LHC: the early adoption of the anti-$k_t$ jet algorithm before the start of Run 1, and the use of event-by-event pileup subtraction methods to reduce the effect of pileup fluctuations and improve the jet energy resolution.

This review provides an overview of the methods developed by ATLAS and CMS to reconstruct and calibrate jets at the LHC. Particular emphasis is given to the definition of the input signals used to reconstruct jets. Inputs to jet reconstruction differ greatly between ATLAS and CMS, and these differences can be understood by their different detector characteristics. Section 2 describes and compares the
main features of the ATLAS and CMS detectors relevant for jet reconstruction and calibration. The Monte Carlo samples and datasets used are described in Section 3. Section 4 provides an overview of the jet energy calibration procedure highlighting the main differences between ATLAS and CMS. Section 5 focuses on the input constituents used for jet reconstruction and how detector designs and technologies influenced the different choices made by ATLAS and CMS. Lastly, the jet energy calibration methods and the final jet energy scale uncertainty are described in Section 6.

2. The ATLAS and CMS detectors

A detailed description of the ATLAS and CMS detectors can be found in Refs. 2 and 3. The ATLAS detector is illustrated in Fig. 2(a). It consists of a tracking system (Inner Detector) with a coverage of $|\eta| < 2.5$ electromagnetic and hadronic sampling calorimeters covering $|\eta| < 4.9$, and a muon spectrometer with coverage $|\eta| < 2.7$. The Inner Detector is comprised of a silicon pixel detector, a silicon microstrip detector, and a transition radiation tracker detector, all immersed within a solenoid magnet that provides an axial magnetic field of 2T. Charged particles tracks are reconstructed with $p_T > 400$ MeV. The calorimeter system is composed of several subdetectors. A highly-segmented liquid-argon (LAr) sampling electromagnetic calorimeter with lead absorber plates is split into a barrel and two end-caps covering the regions $|\eta| < 1.475$ and $1.375 < |\eta| < 3.2$ respectively. The hadronic calorimeter consists of a barrel and an extended barrel sampling calorimeter using steel and scintillating tiles in the range $|\eta| < 1.7$ (Tile). The hadronic end-cap calorimeter uses copper/LAr technology covering the range $1.5 < |\eta| < 3.2$. A copper-tungsten/LAr forward calorimeter (FCAL) extends the coverage up to $|\eta| = 4.9$. The LAr barrel, end-cap, and forward calorimeters have a long charge collection time (typically 400-600 ns) and are sensitive to up to 24 (12) bunch crossings during nominal (Run 1) 25 ns (50 ns) spacing. The Tile calorimeter has a faster response and is less sensitive to out-of-time signals. The LAr calorimeters have three longitudinal layers in the barrel, four in the end-cap, and three in the FCAL. The Tile calorimeter has three longitudinal layers and additional scintillator detectors in the gap region between the Tile barrel and the extended barrel. In addition, there is a pre-sampler layer in front of the LAr calorimeter. The transverse segmentation of the LAr calorimeter varies between $(\eta \times \phi) = (0.025 \times 0.025)$ and $(\eta \times \phi) = (0.1 \times 0.1)$ depending on the longitudinal layers and $\eta$. The Tile and FCAL calorimeters have a transverse

*Both ATLAS and CMS use a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector. The positive x-axis points to the center of the LHC ring, the positive y-axis points upward, and the z-axis is defined parallel to the anticlockwise beam direction. The azimuthal angle $\phi$ is measured with respect to the x-axis in the xy-plane and the polar angle $\theta$ is measured with respect to the z-axis. Pseudo rapidity is defined as $\eta = -\ln(\tan(\frac{\theta}{2}))$. Rapidity is defined as $y = 0.5 \ln[(E + p_z)/(E - p_z)]$, where $E$ is the energy and $p_z$ is the z-component of the momentum. Transverse energy is defined as $E_T = E \sin \theta$. 
segregation between \((\eta \times \phi) = (0.1 \times 0.1)\) and \((\eta \times \phi) = (0.2 \times 0.2)\). The combined depth of the calorimeters for hadronic energy measurements is larger than 10 hadronic interaction lengths \((\lambda)\) across the full detector acceptance. Surrounding the ATLAS calorimeters, the muon system is comprised of three air-core toroids, a barrel and two end-caps, generating a magnetic field in the pseudorapidity range of \(\eta < 2.7\), and a muon spectrometer with three layers of precision tracking chambers. The trigger system consists of three levels. A hardware-based level 1 (L1) reduces the event rate to 75 kHz and it is followed by two software-based high-level triggers (HTL) which reduced the event rate to about 400 Hz.

The CMS detector is shown in Fig. 2(b). It consists of a tracking system comprised of a silicon pixel and a silicon microstrip detector covering the region \(|\eta| < 2.5\), a high-granularity PbWO\(_4\) crystal electromagnetic calorimeter (ECAL), and a brass/scintillator hadronic calorimeter (HCAL) with a coverage of \(|\eta| < 3\), all inside a 3.8T axial magnetic field provided by a superconducting solenoid magnet. A forward iron/quartz-fiber hadronic calorimeter covers the region \(3 < |\eta| < 5\), outside the magnetic field volume. A lead and silicon-strip preshower end-cap detector is placed in front of the ECAL calorimeter. The ECAL calorimeter has a transverse granularity of \((\eta \times \phi) = (0.0174 \times 0.0174)\), whereas the HCAL is 5 times coarser. The muon detector system is outside the solenoid field and uses the steel return yoke and gaseous detectors to identify muons up to \(|\eta| < 2.4\). The CMS HCAL calorimeter has a fast charge collection time such that it is primarily sensitive to signals produced within 2 bunch crossings. The pulse shape of the ECAL calorimeter is longer and requires approximately 10 bunch crossings to collect 95\% of the energy of incident particles. Charged particle tracks can efficiently be reconstructed with a small fake rate down to a transverse momentum \((p_T)\) of 150 MeV. The trigger system is comprised of a first level hardware-based trigger (L1) that reduces the event rate to about 100 kHz, and a high-level software-based trigger (HLT) that reduces the event rate to less than 1 kHz.

There are several distinctive characteristics between the ATLAS and CMS detectors that are critical to understand the different approaches to jet reconstruction adopted by each collaboration, as well as to understand the differences in jet performance. The ECAL and HCAL calorimeters in CMS are immersed inside a very high magnetic field, whereas the ATLAS calorimeter system is outside a magnetic field that has an intensity of almost a factor of two smaller. The high magnetic field, in combination with the very fine transverse granularity of the ECAL, allows for a good separation between photons and hadronic showers, a key feature that will be exploited by the CMS particle flow event reconstruction. ATLAS, on the other hand, has significant material in front and between the calorimeter systems due to the solenoid itself as well as the LAr cryostat before the Tile calorimeter. The high magnetic field in CMS also enables the reconstruction of very low \(p_T\) tracks. However, since more charged particles will be bent out by the magnetic field not reaching the calorimeter, CMS will need to rely on a more integrated use of tracks
Fig. 2. Schematic views of the ATLAS \(\text{(a)}\) and CMS \(\text{(b)}\) detectors. Figures taken from Ref. 4 and 5.
and calorimeter signals for jet reconstruction to recover these low \( p_T \) signals. ATLAS calorimeters have a fine longitudinal segmentation, which, combined with their fine transverse segmentation and excellent hadronic energy resolution, will enable the use of 3-dimensional clustering algorithms exploiting depth and shape information to identify and calibrate clusters initiated by hadronic and electromagnetic showers, and correct their energies for dead material effects. The ATLAS detector, hence, has more handles for calorimeter-based jet reconstruction and calibration whereas CMS has more capabilities for the integration of calorimeter and tracking information at the level of input signals to jet reconstruction. Both detectors are non-compensating, meaning that the calorimeter response to hadronic and electromagnetic particles is different. Non-compensation results in increased energy fluctuations, leading to a degraded jet energy resolution, and a non-linear and a flavor-dependent jet energy response. Compensating for these effects will require specific methods to reconstruct and calibrate the input signals to jet reconstruction. Section 5 will discuss the different solutions implemented by ATLAS and CMS to correct for these effects, exploiting the different strengths and main features of their detectors.

3. Data and Monte Carlo samples

This review considers data selected from the full 2012 p-p data taking period at a center-of-mass energy of 8 TeV, for an integrated luminosity of approximately 20 fb\(^{-1}\). Monte Carlo event generators are used to simulate jets produced in p-p collisions. ATLAS uses PYTHIA\( ^8 \) with the ATLAS A2 tune\( ^7 \) and the CT10 NLO parton distribution function (PDF) set as the primary MC event generator to derive the jet energy calibration. Samples used to determine systematic uncertainties are based on the Herwig++ MC event generator\( ^{11} \). Additional samples used for the determination of the jet energy scale are described in Ref.\( ^{11} \). Pileup is simulated by overlaying additional p-p collisions generated with PYTHIA\( ^8 \). These events are overlaid onto the hard scattering events following a Poisson distribution around the measured average number of additional p-p collisions per bunch crossing, \( \mu \). The simulation also accounts for pileup events occurring in nearby bunch crossings. Generated events are passed through a full simulation of the ATLAS detector\( ^{12} \) based on GEANT\( ^4 \) that simulates the interactions of the particles produced by the event generators after parton shower and hadronization with the detector material. Hadronic showers are simulated with the QGSP BERT model\( ^{13} \) CMS uses PYTHIA\( ^6 \) with the tune Z2*\( ^{16} \) as its main MC event generator. Additional samples used for systematic uncertainties are generated with Herwig++, tune EE3C. For the determination of the jet energy scale in Z+bjet events, the MadGraph\( ^{17} \) generator interfaced with PYTHIA\( ^6 \) is used to simulate top pair, W+jets and Drell-Yan production and the POWHEG\( ^{18} \) generator interfaced with PYTHIA\( ^6 \) for single top production. Monte Carlo samples are propagated through the CMS detector simulation based on GEANT4.
4. Overview of jet energy calibration at the LHC

The purpose of the jet energy calibration is twofold. First, the energy scale of reconstructed jets does not correspond to the truth-particle jet energy scale (JES), defined as the energy of jets built from all stable Monte Carlo particles from the hard interaction only, including the underlying event (UE) activity. A dedicated jet energy calibration is then needed to calibrate, on average, the reconstructed jet energy to that of the corresponding truth-particle jet. The energy scale calibration needs to also correct for the effect of pileup. Second, the jet energy calibration has to bring the energy scale of jets in data and simulation to the same footing.

A key figure of merit to measure and characterize the jet energy scale is the jet energy response, defined as the ratio between the reconstructed jet energy and the corresponding truth-particle jet energy in the simulation:

\[ R(E, \eta) = \frac{E^{\text{reco}}}{E^{\text{truth}}} \]  (1)

Sometimes transverse momentum \( p_T \) is used to define the jet response. There are several effects that cause the jet energy response to be smaller than 1 that need to be accounted for in the JES calibration. Calorimeter non-compensation due to the difference in response between electromagnetic and hadronic showers, energy losses in inactive regions of the detector, energy deposits below noise thresholds or energy left outside the input signals used to build jets, energy of truth particles not included in the jet, and longitudinal energy leakage from showers not fully contained by the calorimeters. In addition, pileup introduces major effects affecting the jet energy response as well as its resolution. Pileup adds an energy offset to jets due to the contribution of additional pileup particles inside jets. These additional particles increase the jet energy response and also make it luminosity-dependent.

Solutions to these effects are accomplished by a combination of complex input signal algorithms and calibrations before jet reconstruction, and by a sequence of JES corrections applied to reconstructed jets and derived from data and simulation. Both ATLAS and CMS have developed similar strategies for the JES calibration. However, they significantly differ in their choice of input constituents to jet reconstruction and their calibration. The definition and calibration of input signals before jet reconstruction plays a major role at the LHC and will be discussed extensively in section 5. Input signals in ATLAS (topoclusters) and CMS (particle flow) were designed to partially correct for pileup, calorimeter non-compensation, and dead material effects, leaving jet-level effects such as out-of-cone, thresholds, and data to Monte Carlo differences to the JES correction.

5. Jet reconstruction

Jets are reconstructed combining signals from different sub-detectors, primarily from the calorimeters and tracking subsystems. ATLAS exploits its fine longitudinal and transverse segmentation as well as its excellent hadronic calorimeter resolution to
build topological clusters from calorimeter cells (topoclusters). Calorimeter-only topological clusters are the primary input to jet reconstruction. After jet finding, ATLAS utilizes tracking information to refine the calibration of jets, and to further suppress pileup effects. CMS uses a different concept where tracks and calorimeter signals are used in combination to build the basic input signals to jet reconstruction in the so called particle flow paradigm. This approach takes advantage of key CMS detector features such as its high magnetic field and excellent tracking and electromagnetic calorimetry. Despite these very different approaches, mainly driven by detector considerations, both experiments integrate tracking with calorimeter information for optimal performance.

5.1. ATLAS topological clustering

Topoclustering is a three-dimensional clustering algorithm at the level of individual calorimeter cells. It incorporates two key features: a built-in noise suppression mechanism to limit the formation and growth of clusters from electronic and pileup noise, and a local cluster weighting scheme (LCW) to classify clusters as hadronic-like or electromagnetic-like and calibrate them appropriately. The former provides, effectively, a constituent-level pileup suppression that reduces the pileup contributions before jet reconstruction, while the latter significantly improves the jet energy resolution and reduces the flavor dependence of the response. Topological clusters are formed by connecting calorimeter cells using a three-dimensional nearest-neighbor algorithm. Clusters are built grouping cells with energy significance $|E_{\text{cell}}|/\sigma_{\text{noise}} > 4$ for the seed, $|E_{\text{cell}}|/\sigma_{\text{noise}} > 2$ for the neighbors, and $|E_{\text{cell}}|/\sigma_{\text{noise}} > 0$ at the boundary. $\sigma_{\text{noise}}$ is the total cell noise which is the sum in quadrature of the cell electronic noise and the noise from pileup ($\sigma_{\text{pile-up}}$). The cell pileup noise contribution is determined from the simulation and depends on the average number of interactions per crossing ($\langle \mu \rangle$) and the bunch spacing $\Delta t$. The value of $\sigma_{\text{noise}}$ effectively adjusts the energy significance thresholds that determine the seeding and growth of clusters. Since cluster formation and calibration, as well as jet energy calibration, strongly depend on the value of $\sigma_{\text{noise}}$, this parameter is fixed for three specific data taking periods (see Fig. 1): $\sigma_{\text{noise}}(\mu = 0)$ in 2010, $\sigma_{\text{noise}}(\mu = 8)$ in 2011, and $\sigma_{\text{noise}}(\mu = 30)$ in 2012. After topoclusters are found, a splitting algorithm further separates clusters based on local energy maxima within clusters. The topoclusters are first reconstructed at the EM scale which is defined as the calibrated energy scale for electromagnetic particles. In a second step, the probability that a topocluster is generated by an electromagnetic shower is computed using local cell and cluster level information. This step is called cluster classification and is performed based on the cell energy density and the longitudinal shower depth of the clusters. Topoclusters then receive electromagnetic and hadronic calibrations based on their classification probability. Calibrations are derived from single pion Monte Carlo samples in events with no pileup and correct for calorimeter non-compensation, energy losses in non-instrumented regions and losses
due to noise threshold effects, and cluster non-isolation. Calibrated topoclusters are referred to as LCW (Local Cluster Weighted) topoclusters.

5.2. CMS particle flow

The particle flow event reconstruction attempts to reconstruct all stable particles individually, combining information from multiple sub-detectors. Measurements of jet fragmentation at LEP as well as Monte Carlo simulations at the LHC showed that, on average, about 60% of the jet energy is carried by charged particles, 30% by photons, and 10% by neutral hadrons. In the particle flow formalism, the momentum of charged particles is measured with very high precision in the tracking detector, photons are measured with the high granularity and high resolution electromagnetic calorimeter, and leptons with a combination of tracking and calorimeter information. Hence, only the relatively small fraction of the jet energy carried by neutral hadrons relies on the hadronic calorimeter with coarser segmentation and poorer resolution. The key to particle flow event reconstruction and what determines its performance is the ability to separate individual showers from charged particles and photons, which is primarily limited by the segmentation and inner radius of the electromagnetic calorimeter, the magnitude of the solenoid magnetic field, and the amount of material in front of the calorimeter system. The success of the particle flow algorithm in CMS greatly depends on these specific detector features. While particle flow algorithms have been used at previous collider experiments, the CMS particle flow algorithm is the first technique to be optimized in a high pileup environment. Not only the performance of particle flow energy reconstruction is maintained at high luminosity, by exploiting the vertex position information of tracks, the CMS particle flow algorithm has been effective at reducing the effect of pileup by removing objects originating from pileup vertices. This new aspect of particle flow is called Charged Hadron Subtraction (CHS) and it is described in section 6.1.

5.3. Jet algorithms

The main jet algorithm used by both ATLAS and CMS experiments at the LHC is the anti-$k_t$ sequential recombination algorithm with the four-momentum recombination scheme. Both collaborations use the FastJet software to reconstruct jets. The analysis of boosted topologies using jet substructure was performed using a wide range of jet and grooming algorithms but it is outside the scope of this review. The anti-$k_t$ algorithm provides several experimental advantages that led to its early adoption by both detector collaborations. Most notably, its reduced sensitivity to pileup compared to the $k_t$ and C/A algorithms and its regular, circular, shape that facilitates its energy calibration. The choice of the R parameter was different between ATLAS and CMS. ATLAS (CMS) utilized R=0.4 (0.5) and R=0.6 (0.7).

The inputs to jet reconstruction are positive energy topoclusters (particle flow objects) in the case of ATLAS (CMS). Truth-particle jets are built from truth
Monte Carlo particles from the hard-scatter interaction only, including the underlying event. In this case, the inputs to jet reconstruction are stable particles\(^b\) excluding muons and neutrinos in the case of ATLAS, and excluding only neutrinos in CMS. Truth-particle jets are constructed to provide a reference for the calibration of reconstructed jets. Truth-particle jets in ATLAS do not include muons because jets are built from calorimeter-only topoclusters, excluding muons.

6. Jet energy calibration

Jets are calibrated to truth-particle level using a factorized, sequential scheme, consisting of several steps. At very high level, both ATLAS and CMS use a similar strategy consisting of three main components. The first step is an additive offset pileup correction to remove the effect of additional energy from pileup particles inside the jet. Both collaborations utilize event-by-event pileup corrections to reduce pileup fluctuations from one event to the next. This correction makes the jet response independent of the number of primary vertices in the event. The next step is the application of a multiplicative jet energy scale correction derived from MC events. The goal of this correction is to restore the jet response to that of truth-particle jets in QCD dijet events. The last step is a residual in situ correction that is only applied to jets in data. This residual correction, computed as the ratio of MC to data jet energy response, brings the energy response of jets in data and MC to agreement, reducing the jet energy scale systematic uncertainty. In the absence of a residual in situ correction, a major source of jet energy scale uncertainty would come from the difference in energy response between jets in data and simulation. With the residual correction, instead, the jet energy scale uncertainty is now given by the uncertainty on the measurement of the jet response in data. At the LHC, large samples of dijet, $Z+$jets, and $\gamma+$jet events have enabled in situ measurements of the jet response with very high precision, significantly reducing the JES uncertainty. Optional, post-calibration jet-by-jet corrections are available, in particular using tracking information in the case of ATLAS. Figure 3 shows an overview of the jet energy calibration procedure in ATLAS and CMS.

The general features of the JES calibration procedure in ATLAS and CMS are the same. ATLAS has two additional corrections that are not present in CMS: an origin correction that corrects the calorimeter jet direction pointing back to the primary vertex position rather than to the nominal center of the ATLAS detector, and a Global Sequential Calibration (GSC) that applies additional JES corrections using tracking and jet shape information reducing the flavor dependence of the response and improving the jet energy resolution. These two corrections are not present in CMS because these aspects are accounted for in the context of particle flow reconstruction. CMS also has a dedicated and optional flavor response correction.

\(^b\)ATLAS defines a particle as stable if it has a lifetime of at least 10 ps while CMS requires $c\tau > 1\text{cm}$
6.1. Pileup

The high instantaneous luminosity achieved by the LHC resulted in unprecedented rates of multiple simultaneous p-p interactions within single bunch crossing (pileup). Pileup poses one of the most difficult challenges for the reconstruction and calibration of jets at the LHC. Multiple p-p interactions within the same event (in-time pileup) create additional particles that contaminate jets. The in-time pileup jet energy contamination is proportional to the area of the jet. Pileup interactions can also create fake pileup jets. Pileup jets can originate from any of the additional hard p-p interactions in the event (QCD pileup jets), or from random combination of soft particles originating from multiple vertices (stochastic pileup jets). Calorimeter detectors are also sensitive to collisions occurring in the previous and subsequent bunch crossings (out-of-time pileup). This is due to the relatively long charge collection time in the calorimeters (400-600 ns in the ATLAS LAr calorimeter, and approximately 100 ns in the CMS ECAL) compared to the LHC bunch crossing interval (25 ns design, and 50 ns in Run 1). In ATLAS this sensitivity is reduced using a fast bipolar shaped calorimeter signal with net zero integral over time that leads to a cancellation, on average, of in-time and out-of-time pileup fluctuations. CMS ECAL signal reconstruction uses three preceding and five subsequent samples spaced by 25 ns to remove, on average, a varying pedestal.

Pileup mitigation methods at the LHC are based on three major techniques: constituent-level pileup suppression using topological clustering (ATLAS) and
charged hadron subtraction (CMS), event-by-event pileup subtraction using the jet areas method\textsuperscript{32} and pileup jet tagging and suppression using tracking and vertex information. Charged tracks provide a crucial tool for reducing the effects of pileup on jets since they can be accurately associated to primary vertices. Tracks originating from pileup vertices can be directly removed before jet reconstruction (CHS in CMS). Charged tracks also provide information to identify and reject pileup jets (Jet Vertex Fraction\textsuperscript{33} in ATLAS and Pileup Jet ID\textsuperscript{35} in CMS). The jet areas method estimates the pileup activity event-by-event and subtracts it jet-by-jet using the novel concept of jet area. The event-by-event nature of this correction reduces some of the effects of pileup fluctuations on the jet energy measurement, improving the jet energy resolution.

One of the main figures of merit to evaluate the effect of pileup in jets and to study the performance of pileup corrections is the jet $p_T$ offset, defined as the difference between the reconstructed and the truth-particle jet $p_T$ in the simulation:

$$O = p_T^{\text{jet}} - p_T^{\text{truth}}$$

(2)

### 6.1.1. Charged hadron subtraction

Charged hadron subtraction reduces the in-time pileup contribution from charged particles by rejecting particle flow candidates originating from well reconstructed pileup vertices before jet reconstruction. After track and vertex quality requirements, CHS removes approximately 70% of the charged pileup transverse momenta contributing to jets, as shown in Fig. 4(a). The removal of charged track pileup tracks before jet reconstruction significantly reduces the effect of charged particle pileup fluctuations, improving the jet energy resolution at low $p_T$. Figure 4(b) shows the parameters of fits to the fractional jet energy resolution as a function of the average luminosity $\langle \mu \rangle$ times the jet area for particle flow jets with (open circles) and without (solid circles) CHS. The stochastic ($S$) and constant ($C$) terms are stable with pileup. The noise term ($N$), which has a $\sqrt{\mu \times A}$ dependence from pileup noise contributions, is significantly smaller after the application of the CHS algorithm.

### 6.1.2. Pileup subtraction

To remove the effect of pileup on the jet energy, an event-by-event subtraction method is employed. The jet areas technique\textsuperscript{32} uses $\rho$, the median $p_T$ density of each event in the $\eta \times \phi$ plane, and the area of the jet in this plane. The event $p_T$ density $\rho$ provides an estimate of the global (averaged over the whole event) pileup activity in each event, whereas the jet area is a measure of the jet’s susceptibility to pileup. The pileup energy subtraction is computed as an additive correction to the jet $p_T$, as shown in Eq 3

$$p_T^{\text{corr}} = p_T^{\text{jet}} - \rho \times A^{\text{jet}}$$

(3)
ATLAS computes $\rho$ in the range of $|\eta| < 2.0$. This choice is motivated by the change in calorimeter segmentation above $\eta = 2.5$ which results in very low topocluster occupancy in the forward region. In the case of CMS, the median $p_T$ density is $\eta$ dependent, based on Monte Carlo predictions. After the application of the jet areas subtraction, a residual small pileup dependence on the jet energy remains. This is due to several experimental effects such as calorimeter occupancy, topocluster noise threshold effects and, in the case of ATLAS, the variations of the pileup density with $\eta$ which is not captured by the global (event based) $\rho$ estimate. A residual pileup correction is applied after Eq. 3 to account for all these effects. ATLAS and CMS define this residual correction in a slightly different way, due to different experimental effects and biases that are detector specific and depend on the details of the input constituents used to reconstruct jets. CMS, in particular, introduces a jet $p_T$ dependent residual correction whereas in ATLAS the $p_T$ dependence of the pileup subtraction is accounted for as a systematic uncertainty.

Figure 5(a) shows the dependence of the jet $p_T$ on the number of primary vertices in the event and as a function of $\eta$, before and after pileup subtraction, and after the final residual correction. Before subtraction, each primary vertex adds approximately 0.5 GeV to each $R=0.4$ anti-$k_t$ jet. Pileup subtraction reduces this contribution by a factor of 3-5, to less than 200 MeV per vertex. The residual correction completely removes the pileup dependence. Figure 5(b) shows the improvement of event-by-event subtraction on the RMS of the jet offset, which is directly related to the jet energy resolution. The jet areas correction results in approximately a
10% reduction on the jet-by-jet pileup energy fluctuations. As comparison, a simpler pileup correction based on a parameterization of the pileup contribution to the jet as a function of the number of vertices used in Ref. [36] does not provide the same level of improvement [33].

6.1.3. Pileup jet suppression

Pileup activity can have large local fluctuations within the same event that cannot be captured by the jet areas subtraction. Such fluctuations can give rise to pileup jets that do not originate from the hard scatter interaction and need to be identified and removed. ATLAS and CMS utilize methods to suppress pileup jets that use tracking and vertexing information to identify the vertex origin of jets. One of such methods is the jet-vertex-fraction (JVF) [33] defined as the fraction of track $p_T$ contributing to a jet that originates from the hard scatter vertex. The application of a JVF selection cut significantly reduces the amount of pileup jets and it also improves the data and MC agreement as it removes a source of fake jets.
that is generally not well modeled by the simulation. Figure 6 shows the average number of jets above 20 GeV as a function of the pileup activity before and after the application of two different JVF selections in data and simulation. Before JVF, there is a significant increase in the number of jets due to pileup which is not well described by the MC. After JVF, the average jet multiplicity becomes stable with pileup and MC becomes in agreement with data. More recently, ATLAS introduced an improved pileup suppression technique, the jet-vertex-tagger (JVT) algorithm, described in Ref. 34. Pileup jet suppression in CMS is achieved using a boosted decision tree (BDT) discriminant constructed from twelve variables, four of which are based on tracking information. This method is known as pileup jet identification.\[35\]

Fig. 6. The mean anti-kt $R = 0.4$ jet multiplicity in data and MC as a function of $\langle \mu \rangle$ in Z+jets events for jets with $\eta < 2.1$ before and after a JVF selection cut of 0.25 and 0.5. Figure taken from Ref. 33.

The suppression of pileup jets outside the tracker acceptance is more challenging and less powerful due to the lack of jet-vertex pointing information. CMS utilizes a multivariate discriminant based on jet shape variables such as jet radial moments.\[35\] The technique is based on the fact that pileup jets that are stochastic in origin tend to have a broader and more uniform distribution of energy in the transverse plane than QCD jets. ATLAS developed a different approach, which aims at removing QCD rather than stochastic forward pileup jets. The technique uses tracks in the central region to indirectly tag and reject forward pileup jets that are back-to-back to central pileup jets.\[37\]
6.1.4. Pileup uncertainties

Pileup systematic uncertainties are evaluated using in situ validation techniques. In ATLAS two methods\cite{33} are used to compare the pileup offset in data and simulation. The first method uses track-jets to provide a reference of the jet $p_T$ that is independent of pileup. The second method exploits the $p_T$ balance between a jet and a $Z$ boson. The total uncertainty, given as a function of jet $p_T$ and $\eta$ is determined by the maximum difference between data and simulation and it is less than 2.5\% for jets with $p_T = 20\text{ GeV}$. CMS estimates an offset scale factor as the ratio of the jet offset in data and MC using the random cone method in zero bias events\cite{38}. The scale factor varies between 5\% for $\eta < 2.4\text{ up to 20}\%$ outside the tracking coverage. The total pileup uncertainty has two components: the uncertainty on the offset scale factor, and the uncertainty on the $p_T$ dependence of the corrected jet areas subtraction. The total uncertainty is approximately 2\% for jet $p_T = 20\text{ GeV}$, decreasing rapidly with $p_T$.

6.2. Jet energy scale

The jet energy scale calibration is derived as a multiplicative factor that relates the reconstructed jet energy (or $p_T$), after pileup subtraction, to the truth-particle jet energy. The JES correction is obtained in an inclusive MC sample of dijet events and is defined as the inverse of the jet response (Eq. 1). In the case of ATLAS, the JES is obtained for the jet energy, whereas in CMS it is obtained for the jet $p_T$. The JES has a strong $\eta$ dependence, reflecting the different detector technologies and boundaries between the different sub-detectors. Figure 7 shows the $\eta$-dependence of the jet response in different jet energy bins for both ATLAS\cite{42} and CMS\cite{43}. The application of the JES equalizes these large differences in the jet response achieving a constant response as a function of $\eta$ and $p_T$ within 2\%.

Since the jet energy calibration is derived in inclusive dijet events, it is only exact for the particular mixture of quark and gluon jets in this sample. However, the jet response for individual quark or gluon initiated jets is different due to the differences in jet fragmentation and particle composition and multiplicity\cite{36,38}. Gluons tend to fragment into a larger number of soft particles compared to quark jets, leading to a lower response on average since the calorimeter response is lower at low $p_T$. This effect is known as flavor-dependence of the jet response and is a major source of the jet energy scale systematic uncertainty.

6.2.1. Global sequential calibration

As indicated in Fig. 3, ATLAS applies a track-based post-calibration correction that attempts to reduce the differences in response between quark and gluon jets and also improves the jet energy resolution by correcting for differences in jet response as a function of jet-level (global) observables sensitive to the jet flavor. The corrections are applied sequentially, such that the average jet energy scale remains
unchanged. In the case of jets constructed from calibrated topoclusters (LCW jets), two sequential corrections are applied, one based on the number of tracks above $p_T > 1$ GeV associated to the jet, and another based on the jet width, defined as the average $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}$ distance between the tracks associated to the jet and the calorimeter jet axis, weighted by the track $p_T$. A third correction is applied to high $p_T$ jets to account for energy leakage outside the calorimeter. This correction depends on the energy measured by the muon detector and matched to the jet. More details about the global sequential calibration are found in Ref. 40.

### 6.3. Residual in situ jet energy calibration

The residual in situ calibration exploits the balance of physics objects in the transverse plane to bring the jet response in data and MC to agreement. This correction is only applied to jets in data and is computed as:

$$JES \; \text{in situ} = \frac{\langle p_T^{\text{jet}}/p_T^{\text{ref}} \rangle_{MC}}{\langle p_T^{\text{jet}}/p_T^{\text{ref}} \rangle_{data}} \quad (4)$$

where the reference objects are photons, $Z$ bosons, or other jets. The in situ calibration consists of three different corrections. First, dijet events are used to derive a relative $\eta$ inter-calibration where the response of forward jets are calibrated to the response of jets in the central region. The purpose of this correction is to equalize the jet response in $\eta$ after the MC jet energy scale correction. Next, an absolute $p_T$ calibration is derived for central jets using the balance of $\gamma$ and $Z$ bosons recoiling against jets. The final step calibrates high $p_T$ jets, outside the acceptance of $\gamma$+jet, and $Z$+jets events, relative to a system of recoiling, well calibrated, low $p_T$ jets.
6.3.1. Relative $\eta$-dependent calibration using dijet events

Two main experimental techniques are used to measure the relative jet $p_T$ response as a function of $\eta$ in dijet events: the dijet balance and the missing $p_T$ fraction (MPF) methods.

In the dijet balance method, the $p_T$ of a reference jet ($p_T^{ref}$) in the central region of the detector ($\eta < 0.8$ in ATLAS, and $\eta < 1.3$ in CMS) is balanced against a probe jet in the forward region ($p_T^{probe}$) exploiting the fact that, at leading order in QCD, these two jets should have the same $p_T$ and any imbalance in transverse momentum would be indicative of differences in detector response in different $\eta$ regions. The central region is chosen as reference because of the uniformity of the jet response in this region and because it provides the best region to calibrate the absolute jet response using $\gamma + \text{jet}$, and $Z + \text{jets}$ events. The $p_T$ balance is defined by the asymmetry:

$$A = \frac{p_T^{probe} - p_T^{ref}}{p_T^{ave}}$$

(5)

where $p_T^{ave} = (p_T^{probe} + p_T^{ref})/2$ is the average $p_T$ of the two jets. The $\eta$ relative calibration factor is then defined as:

$$\frac{p_T^{probe}}{p_T^{ref}} = 2 + \langle A \rangle$$

(6)

where $\langle A \rangle$ is the mean of the asymmetry distribution in bins of $p_T^{ave}$ and $\eta$. ATLAS also uses a variation of this technique (the matrix method) where multiple reference regions are used to measure the jet response. The advantage of this technique is that it reduces the statistical uncertainty of the method, as many more jets are used. The matrix method is the primary technique used in ATLAS, with the dijet balance used as a validation.

There are two main biases affecting in situ measurements of the jet response: the resolution bias, and the radiation bias. The resolution bias arises from the fact that both the reference and the probe objects have different energy resolution (depending on jet $\eta$) and that the jet $p_T$ spectrum is steeply falling. This means that any given bin of reconstructed jet $p_T$ will be sensitive to jets whose true $p_T$ fluctuated from nearby bins. The use of $p_T^{ave}$ in the definition of the relative calibration cancels out, on average, fluctuations on the $p_T$ due to resolution effects. The radiation bias is due to the $p_T$ imbalance caused by gluon radiation in the event. Two techniques are used to mitigate or correct for the effects of gluon radiation. ATLAS uses very tight event selection requirements on the azimuthal angle $\Delta \phi(jet_1, jet_2)$ between the two leading jets and the $p_T$ requirement on additional jets to enhance the $2 \to 2$ topology. CMS uses a soft radiation correction method that consists of measuring the jet response in bins of the $p_T$ fraction of the third leading jet ($\alpha = p_T^3/p_T^{ave}$) and linearly extrapolating the measured response in events with $\alpha = 0.2$ to the limit $\alpha \to 0$. 
The MPF technique uses the total hadronic recoil as a reference object to estimate the calorimeter response to jets. It is based on the fact that, at parton level, the reference object and the total hadronic recoil are perfectly balanced in the transverse plane:

\[ p_{T}^{\text{ref}} + p_{T}^{\text{recoil}} = 0 \]  

(7)

In the case of reconstructed objects, the above equation can be re-written as:

\[ R_{\text{ref}} p_{T}^{\text{ref}} + R_{\text{recoil}} p_{T}^{\text{recoil}} = -E_{T} \]  

(8)

where \( R_{\text{ref}} \) and \( R_{\text{recoil}} \) are the detector responses to the reference object and the hadronic recoil respectively. In the limit of no activity outside the probe jet (\( \alpha = 0 \)) \( R_{\text{recoil}} = R_{\text{probe}} \), and assuming \( R_{\text{ref}} = 1 \), the MPF response is defined as:

\[ R_{\text{MPF}} = 1 + \frac{E_{T} p_{T}^{\text{ref}}}{(p_{T}^{\text{ref}})^{2}} \]  

(9)

The MPF method is sensitive to soft radiation only through differences in the response of the leading jet and the additional jets, making this technique less sensitive to gluon radiation than the dijet balance method. The residual bias to soft radiation is corrected similarly to the dijet balance method, by extrapolating the measured response at \( \alpha = 0.2 \) to the limit \( \alpha \to 0 \).

6.3.2. Absolute jet energy calibration using \( \gamma + \text{jet} \) and \( Z + \text{jets} \) events

The in situ absolute jet energy scale is determined for central jets in the range \( 20 \leq p_{T} \leq 800 \text{ GeV} \) exploiting the \( p_{T} \) balance between a jet and a photon or \( Z \) boson (reference object). In CMS, both direct \( p_{T} \) balance and MPF methods are used and combined, to reduce the uncertainty of the measurement. ATLAS uses the direct \( p_{T} \) balance as primary method. In contrast to the \( \eta \) relative calibration method, the jet energy response is measured in bins of the reference object rather than in bins of the average \( p_{T} \). This is because the \( p_{T} \) of the reference object is measured with much higher accuracy than the jet \( p_{T} \), limiting the resolution bias. The effects of soft radiation are accounted for in the same way as for the relative \( \eta \) calibration, extrapolating the response measurement to the limit of no additional jet activity in the event (\( \alpha \to 0 \)). The advantage of \( Z + \text{jets} \) events is that it enables the response measurement down to very low \( p_{T} \), which is very difficult to achieve in \( \gamma + \text{jet} \) events due to the higher trigger photon \( p_{T} \) threshold and larger background contamination. On the other hand, \( \gamma + \text{jet} \) events provide a higher statistics sample to probe jets above 300 GeV.

6.3.3. Absolute jet energy calibration using multijet events

In order to extend the absolute jet energy calibration to high jet \( p_{T} \), the multijet balance method introduced in Ref. [41] is used. This technique exploits the balance of a high \( p_{T} \) jet recoiling against a system of well calibrated low \( p_{T} \) jets. CMS also
Ariel Schwartzman uses the MPF method in multijet events, with the recoil system as the reference object. This technique covers the jet energy range $300 \leq p_T \leq 2$ TeV.

6.3.4. Combination of in situ measurements

The measurements of the jet response in data and MC from $Z$+jets, $\gamma$+jet, and multijet events are combined using the procedures described in Ref. 42 and Ref. 43. The individual measurement of the absolute jet response data-to-MC ratio in each sample and its combination is shown in Fig. 8. The three different measurements of jet response are in very good agreement. The difference from unity in the combined jet response shown in Fig. 8 defines the in situ jet energy scale calibration applied to jets in data. In CMS, the global fit of the residual absolute correction has two parameters, one for an absolute energy scale shift between data and MC, and another for the $p_T$ dependence under the assumption that the shape is given by a constant shift in the single pion response in the HCAL. In ATLAS, the data-to-MC response ratio is computed in fine $p_T$ bins for each in situ method using a second order spline interpolation method and the combined response is obtained as a weighted average of the interpolated contribution from each method. The influence of the statistical fluctuations is reduced by applying a smoothing algorithm using a sliding Gaussian kernel. The systematic uncertainties are derived from the uncertainties on each of the in situ methods as described in section 6.4.

Fig. 8. (a) Ratio of jet response measured in data to jet response measured in MC using $\gamma$+jet, $Z$+jets, and multijet balance methods in ATLAS. Also shown are the combined correction (black line) and its uncertainty (green). (b) Ratio of jet response measured in data to jet response measured in MC using the $p_T$ balance and MPF methods in $\gamma$+jet, $Z$+jets, and multijet events. Also shown are the combined correction (black line) and its uncertainty (yellow). Figures taken from Ref. 42 and 43.
6.4. Jet energy scale systematic uncertainties

The total jet energy scale systematic uncertainty has many different sources associated to each of the jet energy corrections: pileup subtraction, $\eta$ relative calibration, and in situ absolute energy scale. In the case of in situ corrections, systematic uncertainties are primarily derived from changes in the data-to-MC response ratio under variations in the event selection. Important contributions to the absolute jet energy scale uncertainty are the single particle response and fragmentation uncertainty. The former is estimated from the variations in the single particle response measured in test beam and collision data, and the latter is estimated from differences between the PYTHIA and Herwig event generators. Other sources of systematic uncertainties are due to the selection, calibration, and modeling of the reference objects.

The primary sources of systematic uncertainties for the $\eta$ relative calibration are due to the MC modeling of jets in the forward region, the modeling of the jet energy resolution, and the soft radiation bias correction. The MC modeling and soft radiation uncertainties are evaluated from differences in MC studies between the PYTHIA and Herwig event generators. The absolute energy scale uncertainties for the $\gamma$+jet and $Z$+jets methods are dominated by the lepton energy scale, the photon purity at low jet $p_T$, and the effect of particles outside the jet and particles from soft interactions not contributing to the $p_T$ balance (out-of-cone effects). Other sources of uncertainties include pileup, soft radiation correction, and jet energy resolution. The uncertainties on the multijet balance method are dominated by the systematic uncertainties of the recoil system, MC modeling, and event selection cuts.

Figures 9 and 10 show the total jet energy scale uncertainty in ATLAS and CMS as a function of jet $p_T$ for central jets, and as a function of $\eta$ for low $p_T$ jets. The JES uncertainty is about 3-3.5% at $p_T = 20$ GeV, dominated by pileup uncertainties, and decreases to below 1-1.5% for 100 $\leq p_T \leq 2000$ GeV.
6.4.1. Jet flavor uncertainties

The energy response of jets originating from light quarks is different than for those originating from gluons as shown in Ref. 36 and Ref. 38. This is due to differences in fragmentation between the two types of jets. For the same truth-particle jet $p_T$, jets originating from gluons tend to have more particles of softer $p_T$ than jets originating from light quarks. In addition, gluon initiated jets tend to have a wider angular energy profile. The lower energy response of the calorimeter to low $p_T$ particles, combined with threshold effects related to the energy density distribution within jets, result in gluon initiated jets having a lower energy response than quark initiated jets. These differences in flavor response are significantly reduced, but not eliminated, with the use of particle flow in CMS and the GSC calibration method in ATLAS (not applied in Fig. 9). Additionally, it is observed that the response of gluon jets varies between different MC generators due to differences in jet fragmentation. Since the jet in situ calibration has been derived in samples with a specific flavor content, the application of the JES is only strictly correct when it is applied to samples with the same flavor composition. The application of the JES to physics samples with different flavor content therefore requires two additional flavor dependencies.

---

Footnote: The flavor of a jet is defined as the flavor of the highest energetic matrix element parton within a cone of $\Delta R$ around the jet axis. This is a leading order definition and it is well defined for the *PYTHIA* and *Herwig* generators.
uncertainties, one to account for the differences in flavor composition between the calibration sample and physics sample (flavor composition) and another to account for the difference in the gluon jet response between different MC generators (flavor response). If the flavor composition of a physics sample is known, the flavor composition uncertainty can be reduced.

6.5. \textit{b-jet energy calibration}

Both ATLAS and CMS studied the jet energy scale uncertainty for \textit{b}-jets. ATLAS used both a Monte Carlo based method, and an in situ approach, comparing the measured jet energy to that of independent, well calibrated, track-jets\textsuperscript{[36]} This ratio is evaluated for inclusive and \textit{b}-tagged jets in dijet events. CMS utilized the \textit{Z}+jets balance in \textit{Z}+\textit{b} events\textsuperscript{[39]} The event selection requires the leading jet to be \textit{b}-tagged and the \textit{b}-jet response is computed using both the direct \textit{p}_{T} balance and MPF methods. This selection has a 70–80\% purity for \textit{Z}+\textit{b}-jets and the results are extrapolated to 100\% purity. Figure 11(a) shows that the \textit{Z}+\textit{b}-jet response distribution with a \(\alpha = \text{\textit{p}_{T,33}}/\text{\textit{p}_{T,ave}} < 0.3\) for data and PYTHIA6 Monte Carlo are in very good agreement. A relative systematic uncertainty is computed as the double ratio of the residual data-to-MC jet response ratio in \textit{Z}+\textit{b}-jet events to that of inclusive \textit{Z}+jets events. The measured response ratio is shown as a function of \textit{Z} boson \textit{p}_{T} in Fig. 11(b). The inclusive response ratio is \(C = 0.998 \pm 0.004\) (stat.) \(\pm 0.004\) (syst.) which is consistent with unity and comparable with the \textit{b}-jet flavor uncertainty of about 0.5\%.

7. Conclusions

Jets are key physics signatures for the analysis of events at the LHC. They are fundamental to most precision measurements and searches for physics beyond the Standard Model at the LHC. At the same time, jet reconstruction and calibration face unprecedented challenges in the high pileup environment and the high center-of-mass energy of the LHC. Despite these challenges, ATLAS and CMS have developed sophisticated techniques for the reconstruction and calibration of jets that resulted in an extraordinary level of accuracy in jet energy measurements. Such precision in the determination of the jet energy scale has broadly impacted the LHC physics program, enhancing the discovery potential to new physics and improving the precision of Standard Model measurements. Several factors contributed to this success. First, key contributions from the theory community and a tight collaboration between theory and experiments which led to the early adoptions of new techniques. Examples include the anti-\(k_{t}\) algorithm and the jet areas pileup subtraction method. Second, the extensive use of tracking information and its combination with calorimeter signals to improve the precision of the jet energy measurements. ATLAS and CMS developed different approaches to combine tracking with calorimeter measurements, motivated by their different detector strengths. Finally, the optimal and full use of the detector capabilities in the definitions of the inputs to jet reconstruction.
Fig. 11. (a) MPF response in $Z+b$-jet events in data and Monte Carlo. (b) Double ratio of the data-to-MC jet response in $Z+b$ events to that of inclusive $Z+\text{jet}$ events as a function of the $Z$ boson momentum. Figures taken from Ref. [39].

Topological clustering in ATLAS makes use of the full 3-dimensional capabilities of its finely segmented calorimeters to reconstruct and calibrate individual components of the jets, while CMS integrates tracking with calorimeter measurements in the elaborate and high performing particle flow candidates. This sophistication in the inputs to jet reconstruction allowed to mitigate many of the challenges for jet reconstruction, in particular pileup (ATLAS topological clustering noise suppression, and CMS charged hadron subtraction) and calorimeter response (ATLAS local cluster weighting, and CMS particle flow). This significantly reduced the reliance on simulations to determine the jet energy scale. Furthermore, large samples of $\gamma+\text{jet}$, $Z+\text{jets}$, and multijet events enabled extremely precise measurements of the jet energy response in the data that has led to a jet energy scale uncertainty of less than 1% for jets in the central detector region with $100 < p_T < 2000$ GeV.
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