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Abstract: The spacetime dependence of the inverse temperature four-vector $\beta$ for certain states of the quantized Klein-Gordon field on (parts of) Minkowski spacetime is discussed. These states fulfill a recently proposed version of the Kubo-Martin-Schwinger (KMS) boundary value condition, the so-called “local KMS (LKMS) condition”. It turns out that, depending on the mass parameter $m \geq 0$, any such state can be extended either (i) to a LKMS state on some forward or backward lightcone, with $\beta$ depending linearly on spacetime, or (ii) to a thermal equilibrium (KMS) state on all of Minkowski space with constant $\beta$. This parallels previously known results for local thermal equilibrium (LTE) states of the quantized Klein-Gordon field. Furthermore, in the case of a massless field our results point to a discrepancy with some classic results in general approaches to (non-quantum) relativistic thermodynamics.

1. Introduction

It is widely accepted that in the algebraic approach to quantum statistical mechanics global thermal equilibrium states of quantum physical systems can be characterized by means of the so-called Kubo-Martin-Schwinger (KMS) condition [2][13][14]. The latter condition is based on analyticity and periodicity properties of certain correlation functions and the investigation of its consequences led to deep results concerning the expected stability and passivity properties of equilibrium states [15][20]. However, the description of non-equilibrium phenomena in quantum systems, and especially in quantum field theory, has not seen such far-reaching progress. This does not come as a surprise, since in view of the wide range of non-equilibrium phenomena the task of describing systems with varying thermal parameters (temperature, pressure, entropy density,...) is extremely complicated even in non-relativistic, non-quantum statistical mechanics, see e.g. [8]. The subtle point is the question how to define these thermal parameters precisely. Some rigorous results in this direction have been obtained for steady states of non-relativistic quantum systems [23] and in conformal field theory [17], as well as
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for local thermal equilibrium (LTE) states in non-relativistic quantum systems \[25\] and LTE states in relativistic quantum field theory on flat and curved spacetimes \[5\]–\[7\], \[24\], \[27\].

Another approach towards the description of local equilibrium states in relativistic quantum field theory in the spirit of quantum statistical mechanics and the KMS condition has been recently proposed in \[12\]. Let us briefly sketch the underlying idea. For simplicity we consider the quantized Klein-Gordon field on Minkowski spacetime, with field operators formally written as $\phi(x)$. For any (sufficiently regular) state $\omega$ of the system one can then define the “relative-variable correlation function at the spacetime point $q$” informally by

$$w_q(z) := \langle \phi(q - z)\phi(q + z) \rangle_\omega, \quad z \in \mathbb{R}^4,$$

where $\langle \cdot \rangle_\omega$ denotes the expectation value with respect to $\omega$. Leaving some technicalities aside (for the precise definition see \[12\] and Section 3 below) the analyticity properties of the relative-variable correlation function of KMS states give motivation to the following definition:

A “sufficiently regular” state is said to fulfill the local KMS condition at the spacetime point $q$ if there exists a future-pointing timelike four-vector $\beta$ and a function $F_q$ which is holomorphic on the flat tube

$$S_q := \{z + i\sigma \in \mathbb{C}^4 : \sigma = \lambda \beta, 0 < \lambda < 1\},$$

such that $F_q$ has boundary values

$$\lim_{\lambda \to 0^+} F_q(z + i\lambda \beta) = w_q(z) \quad \text{and} \quad \lim_{\lambda' \to 0^+} F_q(z + i(1 - \lambda')\beta) = w_q(-z).$$

The latter relations have to be understood in the sense of distributions. Furthermore, $F_q$ is assumed to fulfill certain polynomial growth bounds as well as a version of the weak-clustering property \[4\].

As it has been demonstrated in \[12\], the LKMS condition (with a proper definition of “sufficient regularity”) is equivalent to the local thermal equilibrium (LTE) condition of Buchholz, Ojima and Roos \[6\]. The latter is based on the pointwise comparison of the expectation values $\omega(\vartheta(q))$ of certain pointlike localized (thermal) observables $\vartheta(q)$ with their expectation values in (mixtures of) global equilibrium states $\omega_{eq}$. Here, “sufficiently regular” means that the states are assumed to fulfill a remnant of the analytic microlocal spectrum condition \[26\]. Using techniques from microlocal analysis of distributions \[18\], one finds that this assumption imposes stronger analyticity properties on the correlation functions than those imposed by the LKMS condition alone. In this respect, the LKMS condition above may be viewed as a (covariant) remnant of the relativistic KMS condition \[3\] for certain non-equilibrium states of the quantized Klein-Gordon field on patches of Minkowski spacetime. For a slightly less technical review of the LTE and LKMS condition and their interrelation, we also refer to \[11\].

Having established such a relation a natural question arises: If a state fulfills the LKMS condition at all points of a region $\Theta$, what can we say about the possible spacetime dependence of the inverse-temperature four-vector field $\beta : \Theta \ni q \mapsto \beta(q) \in V_+$? Skipping the technical details, which will be presented below, the answer to this question is the following:

For the massless quantized Klein-Gordon field either (1) $\beta = \text{const.}$, and the state can be extended to a KMS state on all of Minkowski spacetime or (2) $\beta(q) = cq + \tilde{\beta}$ with constants
$c \in \mathbb{R}$ and $\tilde{\beta} \in \mathbb{R}^4$, and the state can be extended to an LKMS state defined in some open (forward or backward) lightcone.

For the massive quantized Klein-Gordon field $\beta$ is constant and the state can be extended to a KMS state on all of Minkowski spacetime.

We first note that these results are in accordance with similar results obtained by implementing the LTE condition for the quantized Klein-Gordon field [5,19]. In particular, Buchholz has shown that for LTE states with varying thermal parameters the maximal region of thermaliticity is always contained in a timelike simplicial cone, i.e. an intersection of characteristic half-spaces, cf. [5, Prop. 5.2]. The above result demonstrates that, as a consequence of the analytic Hadamard condition, the LKMS condition is more restrictive than the LTE condition. Namely, for LKMS states with varying $\beta$ it leads to a fixed maximal LKMS region, given by some open (forward or backward) lightcone. On the one hand, this is not surprising in view of our additional analyticity assumption on the correlation functions. On the other hand, we do not have to make additional assumptions on the form of the initial LKMS region $O$, in contrast to [5, Prop. 5.2] where the initial region of thermaliticity is already assumed to include some lightcone.

Let us also compare the above result with classic results on the spacetime dependence of the (inverse) temperature in non-quantum relativistic thermodynamics, cf. [9]. We denote the entropy current density by $s^\mu \in V_+$. The entropy source strength $\sigma$ is defined as the four-divergence of $s^\mu$, i.e. $\sigma := \partial_\mu s^\mu$. The second law of thermodynamics is then expressed by

$$\sigma \geq 0.$$  (3)

Making some physically motivated assumptions on the functional dependence of the entropy current density $s^\mu$ on the stress-energy and matter distribution of the system one finds that the second law of thermodynamics ($\sigma = 0$) implies that for the global equilibrium states of a relativistic simple fluid it holds

$$\beta_\nu(q) = C_{\mu\nu} q^\mu + \tilde{\beta}_\nu,$$  (4)

where $C_{\mu\nu}$ is a constant $(\frac{0}{2})$-Lorentz tensor with $C_{\nu\mu} = -C_{\mu\nu}$, and $\tilde{\beta} \in \mathbb{R}^4$ is a constant four-vector. It is implicitly understood that eq. (4) is physically meaningful only for those $q \in \mathbb{M}$ for which $\beta(q)$ is future-pointing timelike. It is immediately clear that our results for the massless Klein-Gordon field, expressed above (and more precisely in Theorem in Section 3 below), are in conflict with eq. (4). It seems to be likely that the inconsistency of eq. (4) and our results for the massless Klein-Gordon field originate from the fact that the situation considered in [9] refers to a classical ideal fluid which is assumed to be massive (i.e. it has positive mass-energy density everywhere). This point of view is supported by the observation that our results for the massive Klein-Gordon field are not in conflict with eq. (4). In fact, the statement of Proposition 4.3 for $m > 0$ is just a special case of the latter, namely $C_{\mu\nu} \equiv 0$. It seems to be worthwhile to investigate this seeming discrepancy between the macroscopic and microscopic theory in more detail in order to gain more insight into the relativistic non-equilibrium thermodynamics of massless quantum fields.

---

1Usually, the second law of thermodynamics is assumed to hold only for isolated systems. Dixon [9, §2 in Ch. 4] gives an argument that this requirement is not relevant for practical purposes and that eq. (3) should therefore be valid for essentially all physical systems.
The article is organized as follows: In Section 2 we fix our framework by collecting the necessary notation and definitions. In Section 3 we give a precise definition of the LKMS condition and state our main result. Section 4 is devoted to the proof of the main result, while Section 5 contains some concluding remarks. The Appendix contains the proofs of two technical lemmas needed in the proof of the main result, Theorem 1.

2. General framework

As usual, the space of Schwartz functions on $\mathbb{R}^n$ is denoted by $\mathcal{S}(\mathbb{R}^n)$, and the space of smooth functions with compact support contained in some open subset $X \subseteq \mathbb{R}^n$ is denoted by $\mathcal{D}(X)$. We write $\mathcal{D}'(X)$ for the space of distributions on $X$, and $\mathcal{S}'(\mathbb{R}^n)$ for the space of tempered distributions on $\mathbb{R}^n$.

We denote Minkowski spacetime by $M = (\mathbb{R}^4, \eta)$ with the usual Lorentzian pseudo-metric $\eta_{\mu\nu} = \text{diag}(1, -1, -1, -1)$. We implicitly assume summation over repeated indices (Einstein summation convention). For the remainder of this work $M \subseteq M$ denotes a globally hyperbolic, open and convex subregion of Minkowski spacetime. The open forward lightcone $V_+$ is defined by

$$V_+ := \{ e \in T\mathbb{M} : e^\mu e_\mu > 0, e_0 > 0 \}.$$ 

The boundary of $V_+$ is denoted by $\partial V_+$. The open backward lightcone is defined as $V_- := -V_+$ and its boundary is denoted by $\partial V_-$. The open lightcones emanating from a point $q \in \mathbb{M}$ are defined by

$$V_\pm(q) = V_\pm + q := \{ v \in \mathbb{R}^4 : v - q \in V_\pm \}.$$ 

The partial derivatives with respect to the coordinate $x^\mu$ are denoted by $\partial_\mu := \partial/\partial x^\mu$. The D’Alembert operator is defined by $\Box := \partial_\mu \partial^\mu$.

The Fourier transform of a function $f$ is symbolically written as $\mathcal{F}[f(x)](p)$ or $\hat{f}(p)$ in 4 dimensions and $\mathcal{F}[f(\vec{x})](\vec{p})$ or $\hat{f}(\vec{p})$ in 3 dimensions, respectively. Our conventions are

$$\mathcal{F}[f(x)](p) = \frac{1}{4\pi^2} \int_{\mathbb{R}^4} d^4x \, f(x)e^{ip\cdot x},$$

and

$$\mathcal{F}[f(\vec{x})](\vec{p}) = \frac{1}{(2\pi)^{3/2}} \int_{\mathbb{R}^3} d^3\vec{x} \, f(\vec{x})e^{-i\vec{x}\cdot \vec{p}},$$

where $\vec{x} \cdot \vec{p}$ denotes the Euclidean inner product of $\vec{x}, \vec{p} \in \mathbb{R}^3$. The same symbolic notation applies for tempered distributions.

The field $\phi(x)$ is thought of as an operator valued distribution and the field operators $\phi(f)$, formally given by $\phi(f) = \int \phi(x) f(x) d^4x$ for $f \in \mathcal{D}(\mathcal{M})$, fulfill the Klein-Gordon equation in the sense of distributions,

$$\phi((\Box + m^2)f) = 0 \quad \forall f \in \mathcal{D}(\mathcal{M}).$$
Formally, the latter can be written as

\[(\Box + m^2)\phi(x) = 0 \quad x \in \mathcal{M}.\]  

(8)

The field is regarded to be Hermitian, i.e. \(\phi(f)^* = \phi(\bar{f})\) for all \(f \in \mathcal{D}(\mathcal{M})\) and the field operators are supposed to fulfills the canonical commutation relations (CCR):

\[[\phi(f), \phi(g)] = iC(f, g) \mathbb{1} \quad \forall f, g \in \mathcal{D}(\mathcal{M}),\]

where \([\phi(f), \phi(g)] := \phi(f)\phi(g) - \phi(g)\phi(f)\) is the commutator of \(\phi(f)\) and \(\phi(g)\). The (globally defined) distribution \(C \in \mathcal{S}'(\mathbb{R}^4 \times \mathbb{R}^4)\) is thus called the \textit{commutator function}\(^\text{2}\). The commutator function is translation invariant, \(C(x, y) \equiv C(x - y)\), and is given via its Fourier transform

\[\hat{C}(p) = -\frac{i}{2\pi} \varepsilon(p_0)\delta(p^2 - m^2),\]

(10)

where \(\delta\) denotes the usual Dirac delta distribution and \(\varepsilon\) is the (generalized) sign function, i.e. \(\varepsilon(p_0) = p_0/|p_0|\). The field algebra of the Klein-Gordon field with mass parameter \(m \geq 0\) on \(\mathcal{M}\) is then is (abstract) unital *-algebra \(\mathcal{A}_m(\mathcal{M})\), generated by the unit \(\mathbb{1}\) and polynomials in the field operators \(\phi(f)\). In this way we obtain an (abstract) quantization of the Klein-Gordon field in terms of (abstract) operators \(\phi(f)\). A concrete realization of \(\mathcal{A}_m(\mathcal{M})\) can be given in terms of the Borchers-Uhlmann algebra over tensor products of test functions, cf. \([13]\).

A \textit{state} on \(\mathcal{A}_m(\mathcal{M})\) is a positive linear functional \(\omega : \mathcal{A}_m(\mathcal{M}) \rightarrow \mathbb{C}\). Its \textit{2-point function} is the distribution \(\omega_2 \in \mathcal{D}'(\mathcal{M} \times \mathcal{M})\) which is given by

\[\omega_2(f, g) = \omega(\phi(f)\phi(g)) \quad \forall f, g \in \mathcal{D}(\mathcal{M}).\]

or in a more formal notation,

\[\omega_2(x, y) = \omega(\phi(x)\phi(y)), \quad x, y \in \mathcal{M}.\]

Symbolically, it follows from eq. (8) that the two-point function \(\omega_2\) fulfills the Klein Gordon equation in both its entries:

\[(\Box_x + m^2)\omega_2(x, y) = (\Box_y + m^2)\omega_2(x, y) = 0,\]

(13)

which has to be interpreted in the sense of distributions, i.e.

\[\omega_2(\Box f, g) = \omega_2(f, \Box g) = -m^2\omega_2(f, g) \quad \forall f, g \in \mathcal{D}(\mathcal{M}).\]

(14)

For notational simplicity in the upcoming discussion we will restrict ourselves to the class of \textit{quasifree} (or \textit{Gaussian}) states: A quasifree state \(\omega\) on \(\mathcal{A}_m(\mathcal{M})\) is completely determined by its two-point function \(\omega_2\) via the relation

\[\omega(e^{i\phi(f)}) = \exp\left(-\frac{1}{2} \omega_2(f, f) \cdot r^2\right),\]

\(^2\)Sometimes \(C\) is called the \textit{causal propagator} in view of the fact that it can be defined as the advanced minus retarded fundamental solution of the Klein-Gordon equation.
to be understood in the sense of formal power series in $t$.

We will also restrict ourselves to the class of *analytic Hadamard states* which are characterized by certain regularity properties of their two-point function $\omega_2$. Following [26] we will encode these in terms of the analytic wave front set [18] of $\omega_2$.

**Definition 2.1.** A quasifree state $\omega$ on $A_m(M)$ is called an *analytic Hadamard state* if

$$WF_A(\omega_2) = \{(x, x'; k, -k) \in T^*M^2\setminus\{0\} : x \sim_k x', k_0 > 0\}.$$  

(16)

Here $x \sim_k x'$ means that $x$ and $x'$ can be connected by the uniquely defined lightlike geodesic (a straight line in $M$) with cotangent vector $k$, while the condition $k_0 > 0$ requires $k$ to be future directed.

The most important consequence of Definition 2.1 in the present context is that the two-point function $\omega_2(M)$ of any analytic Hadamard state $\omega$ on $A_m(M)$ has a singularity behaviour which mimicks that of $\omega_{\text{vac}}^2$, the two-point function of the unique vacuum state $\omega_{\text{vac}}$ on $A_m(M)$. In particular, $\omega_{\text{vac}}^2$ itself fulfills the analytic Hadamard condition. Moreover, let us define $W$, the regular part of the two-point function $\omega_2 \in D'(M \times M)$, as the difference

$$W := \omega_2 - \omega_{\text{vac}}^2\big|_{M \times M},$$

where $\omega_{\text{vac}}^2\big|_{M \times M} \in D'(M \times M)$ is the restriction of $\omega_{\text{vac}}^2$ to $D(M \times M)$. Then the analytic Hadamard condition, eq. (16), implies that $W \in C^A(M \times M)$, where $C^A(X)$ denotes the class of real-analytic functions on an open subset $X \subseteq \mathbb{R}^4$. As discussed in [12], this analyticity property of $W$ plays a key role in establishing the equivalence of the LKMS condition and the LTE condition of Buchholz, Ojima and Roos, mentioned in the introduction. For a detailed account of the (analytic) Hadamard condition in the context of quantum field theory in curved spacetimes as well as its physical motivation, the reader is referred to [10, 16, 21, 26, 28] and references therein.

Next, we would like to introduce a certain set of coordinates on $M \times M$ which is adapted to our problem. For this we first consider the following subset of $M \times \mathbb{R}^4$:

$$\mathcal{N} := \{(q, z) \in M \times \mathbb{R}^4 : q \pm \frac{z}{2} \in M\}.$$

and define the coordinate transformation (diffeomorphism) $\kappa: \mathcal{N} \to M \times M$ via

$$\kappa(q, z) \equiv (x(q, z), y(q, z)) := \left(q - \frac{z}{2}, q + \frac{z}{2}\right) \quad \forall (q, z) \in \mathcal{N}.  \quad (18)$$

The inverse transformation $\kappa^{-1}: M \times M \to \mathcal{N}$ is given by

$$\kappa^{-1}(x, y) \equiv (q(x, y), z(x, y)) = \left(\frac{x + y}{2}, y - x\right) \quad \forall x, y \in M.$$

We call $(q, z)$ the *point-split coordinates*. Furthermore, we call $q$ the *position variable* and $z$ is called the *relative variable*.
As shown in [12, Lemma 3.1] the formal expression

$$w_q(z) := \omega_2 \left( q - \frac{z}{2}, q + \frac{z}{2} \right)$$

can be meaningfully defined as a distribution in $\mathcal{D}'(U_q)$ for any fixed $q \in \mathcal{M}$, where $U_q \subseteq \mathbb{R}^4$ is the open neighbourhood of $0 \in \mathbb{R}^4$ defined by

$$U_q := \{ z \in \mathbb{R}^4 : (q, z) \in \mathcal{N} \}. \quad (21)$$

The proof of this is based on Hörmander’s criterion (cf. [18, Thm. 8.2.4 and Thm. 8.5.1]). By applying analogous arguments we obtain a similar result for the case of a varying position variable:

**Lemma 2.2.** Let $\omega$ be an analytic Hadamard state on $\mathcal{A}_m(\mathcal{M})$ and let $\kappa : \mathcal{N} \to \mathcal{M} \times \mathcal{M}$ be defined by eq (18). Then $w_2 = \kappa^* \omega_2$, the pullback of $\omega_2$ with respect to $\kappa$, can be defined as a distribution in $\mathcal{D}'(\mathcal{N})$, such that

$$WF_A(w_2) \subset \{(q, z; 0, k) \in T^*\mathcal{N} \setminus \{0\} : k_\mu = \text{sign}(z_0)z_\mu, z \in \partial V_+(q) \cup \partial V_-(q)\}. \quad (22)$$

**Proof.** The set of normals of the map $\kappa$ is defined by

$$N_\kappa = \{(\kappa(q, z), \eta) \in (\mathcal{M} \times \mathcal{M}) \times (\mathbb{R}^4 \times \mathbb{R}^4) : (\kappa')^T(q, z)[\eta] = 0\}.$$ 

Since $\kappa$ is linear we have $\kappa'(q, z) = (J\kappa)(q, z)$, with a constant Jacobi matrix $J\kappa$. Writing $\eta = \begin{pmatrix} \eta_1 \\ \eta_2 \end{pmatrix}$, we find that

$$(J\kappa)^T(q, z)[\eta] = \begin{pmatrix} \frac{1}{2}1_4 & \frac{1}{2}1_4 \\ -\frac{1}{2}1_4 & \frac{1}{2}1_4 \end{pmatrix}[\eta] = \begin{pmatrix} \eta_1 + \eta_2 \\ \frac{1}{2}(\eta_2 - \eta_1) \end{pmatrix}$$

which vanishes if and only if $\eta_1 = \eta_2 = 0$. Thus, we have

$$N_\kappa = \{(q - z/2, q + z/2, 0, 0) : (q, z) \in \mathcal{N}\}.$$ 

Comparing this with the analytic wave front set $WF_A(\omega_2)$, given by eq. (16), we see that $N_\kappa \cap WF_A(\omega_2) = \emptyset$. Since $\kappa$ is a real-analytic map we can apply Theorem 8.5.1 of [18] to find that $\kappa^* \omega_2 \in \mathcal{D}'(\mathcal{N})$ is uniquely defined and that eq. (22) holds. 

In the following, for any Hadamard state $\omega$ on $\mathcal{A}_m(\mathcal{M})$ we will call $w_2 = \kappa^* \omega_2$ the point-split variable two-point function of $\omega$. We note that eq. (22) reveals that the singularity behaviour of $w_2$ is basically encoded in the relative variable $z$.

It is clear that the point-split variable two-point function $w_2 \in \mathcal{D}'(\mathcal{N})$ contains the same information on the state $\omega$ as is contained in the two-point function $\omega_2 \in \mathcal{D}'(\mathcal{M} \times \mathcal{M})$. In particular, any quasifree state is completely determined by $w_2$. However, the choice of the point-split coordinates seems to be more convenient when it comes to the description of local
properties of the state $\omega$ in some open neighbourhood $\Theta \subseteq \mathcal{M}$. To proceed, for any open convex neighbourhood $\Theta \subseteq \mathcal{M}$ we define the open subsets $\mathcal{N}_0 \subseteq \Theta \times \mathbb{R}^4$ via

$$\mathcal{N}_0 := \{ (q, z) \in \Theta \times \mathbb{R}^4 : q \pm \frac{z}{2} \in \Theta \}.$$ 

The local properties (e.g., of thermal nature) will be encoded by giving respective conditions only for the restriction of $w_2$ to $\mathcal{D}^\prime(\mathcal{N}_0)$ and we will denote the latter by

$$w_0 := w_2|_{\mathcal{N}_0} \in \mathcal{D}^\prime(\mathcal{N}_0).$$

We will occasionally call $w_0$ the point-split two-point function of $\omega$ in $\Theta$.

3. Main result

As discussed in the introduction, the local KMS (LKMS) condition at a spacetime point $q \in \mathcal{M}$, given in precise terms in [12], is to be seen as a remnant of the relativistic KMS (rKMS) condition of [3]. The latter is based on analyticity and periodicity properties of position space correlation functions. In [4] an equivalent formulation of the rKMS condition in Fourier (momentum) space in terms of spectral properties of these states. For our purposes it turns out to be most convenient to rely to a similar spectral formulation of the (pointwise) LKMS condition which has been shown to be equivalent to its position space counterpart in [12, Thm. 3.8]. We extend this Fourier space formulation to open spacetime regions $\Theta$ as follows:

**Definition 3.1 ([\beta, \Theta]^-LKMS condition).** Let $\omega$ be an analytic Hadamard state on $\mathcal{A}_m(\mathcal{M})$ and let $\Theta \subseteq \mathcal{M}$ be open and convex. We say that $\omega$ fulfills the local KMS condition in $\Theta$ with respect to the inverse-temperature four-vector field $\beta$, or $[\beta, \Theta]^-LKMS$ condition for short, iff there exists a map $\beta \in C^2(\Theta, V_\pm)$ such that $w_0 \in \mathcal{D}^\prime(\mathcal{N}_0)$, the point-split two-point function of $w_0$ in $\Theta$, has an extension $w_0 \in \mathcal{D}^\prime(\Theta \times \mathbb{R}^4)$, with

(i) $w_0(q, \cdot) \in \mathcal{F}^\prime(\mathbb{R}^4)$ for all $q \in \Theta$.

(ii) $w_0(q, t\beta(q)) \xrightarrow{|t|\to\infty} 0$ for all $q \in \Theta$.

(iii) For any $q \in \Theta$ the following holds in the sense of distributions (w.r.t. the variable $p$):

$$e^{\beta(q)p} \tilde{w}_0(q; -p) = \tilde{w}_0(q; p),$$

where $\tilde{w}_0 \in \mathcal{D}^\prime(\Theta \times \mathbb{R}^4)$ denotes the partial Fourier transform of $w_0$ with respect to the relative variable $z$.

For a justification of the assumption that $w_0$ can be extended to a (tempered) distribution in the relative variable $z$ and the connection to the analytic Hadamard property, see [12]. Furthermore, the assumption (ii) in Def. 3.1 is to be viewed as a remnant of the assumed time-clustering property of KMS states, cf. [4,12]. The role of these cluster-properties is to rule out phase
transitions. For global equilibrium states (KMS) this means that for any inverse-temperature-four vector \( \beta \in V \), there exists a unique state \( \omega_\beta \) which fulfills the (relativistic) KMS condition with respect to \( \beta \).

The \([\beta, \theta]\)-LKMS condition implies by standard arguments \([4, 12]\), exploiting the time-clustering property (ii) in Def. 3.1, that the partial Fourier transform of \( \omega_\theta \) with respect to the relative variable \( z \) is given by

\[
\hat{\omega}_\theta(q; p) = \frac{i\hat{C}(p)}{1 - e^{\beta(q)p}},
\]

in the sense of distributions on \( \theta \times \mathbb{R}^4 \). Here,

\[
\hat{C}(p) = -i \cdot (\hat{\omega}_\theta(q; p) - \hat{\omega}_\theta(q; -p))
\]

is the spectral function defined in eq. (10). Thus, for any \([\beta, \theta]\)-LKMS state \( \omega \), the extended point-split variable two-point function \( \omega_\theta \in \mathcal{D}'(\theta \times \mathbb{R}^4) \) is formally given by the inverse (partial) Fourier transform

\[
\omega_\theta(q, z) = \frac{1}{(2\pi)^3} \int d^4p \frac{\epsilon(p_0)\delta(p^2 - m^2)}{1 - e^{-\theta(q)p}} e^{-ipz}.
\]

The main result of this article concerns the possible spacetime dependence of the inverse-temperature four-vector \( \beta \) as well as the maximal regions in which \([\beta, \theta]\)-LKMS states with non-constant \( \beta \) can exist. It is stated in precise terms as follows:

**Theorem 1.** Let \( \theta \subseteq M \) be open and convex and let \( \omega \) be an analytic Hadamard state on \( \mathcal{D}_m(M) \) which fulfills the \([\beta, \theta]\)-LKMS condition. Then the following holds:

If \( m = 0 \), there exists a \( \tilde{\beta} \in \mathbb{R}^4 \) such that either:

(i) \( \omega \) can be extended to a \([\beta, V_+ - \tilde{\beta}]\)-LKMS state \( \tilde{\omega} \) on \( \mathcal{D}_0(V_+ - \tilde{\beta}) \), with

\[
\beta(q) = c_\omega(q + \tilde{\beta}) \quad \forall q \in V_+ - \tilde{\beta},
\]

where \( c_\omega > 0 \) is a state dependent constant, or

(ii) \( \omega \) can be extended to a \([\beta, V_- - \tilde{\beta}]\)-LKMS state \( \tilde{\omega} \) on \( \mathcal{D}_0(V_- - \tilde{\beta}) \), with

\[
\beta(q) = c_\omega(q + \tilde{\beta}) \quad \forall q \in V_- - \tilde{\beta},
\]

where \( c_\omega < 0 \) is a state dependent constant, or

(iii) \( \omega \) can be extended to a \( \tilde{\beta}\)-KMS state \( \omega_{\tilde{\beta}} \) on \( \mathcal{D}_0(M) \).

If \( m > 0 \), the following are equivalent:

(i) \( \omega \) is a \([\beta, \theta]\)-LKMS state.

---

\(^3\)Since the commutator function \( C \) is translation-invariant, the spectral function \( \hat{C} \) is independent of \( q \) and thus independent of \( \theta \).
There exists a \( \tilde{\beta} \in V_+ \) such that \( \omega \) can be extended to a \( \tilde{\beta} \)-KMS state \( \omega_{\tilde{\beta}} \) on \( \mathcal{A}_m(\mathcal{M}) \).

As an immediate corollary we obtain the equivalence of LKMS condition and the KMS condition for globally defined states of the free scalar field on Minkowski spacetime:

**Corollary 3.2.** Let \( \omega \) be an analytic Hadamard state on \( \mathcal{A}_m(\mathcal{M}) \), with \( m \geq 0 \). Then the following are equivalent:

(i) \( \omega \) fulfills the \([\beta, \mathcal{M}]\)-LKMS condition.

(ii) \( \omega \) is a \( \tilde{\beta} \)-KMS state for some \( \tilde{\beta} \in V_+ \).

### 4. Proof of the main result

We divide the proof of Theorem 1 into three steps. First, we derive certain dynamical constraints on the point-split two-point function \( w_2 \). Those arise from the equations of motion, i.e. from the Klein-Gordon equation (13) fulfilled by the two-point function \( \omega_2 \). After these preparations we derive the spacetime dependence of the inverse-temperature four-vector field \( \beta \) in the “LKMS region” \( \mathcal{O} \subseteq \mathcal{M} \). The analyticity properties of \( w_2 \) imposed by the analytic Hadamard condition finally yield the desired extensions of the state \( \omega \) either to the lightcone regions occurring in Thm. 1 in the case of variable \( \beta \) or to all of Minkowski spacetime in the case of constant \( \beta \).

#### 4.1. Constraints from the equation of motion

We first derive certain dynamical constraints on the point-split two-point function \( w_2 \in \mathcal{D}'(\mathcal{N}) \) which arise from the Klein-Gordon equation, eq. (8). These are given by the following lemma.

**Lemma 4.1.** Let \( \omega \) be an analytic Hadamard state on \( \mathcal{A}_m(\mathcal{M}) \). Then the following hold in the sense of distributions:

\[
\partial_{[q]}^\mu \partial_{[z]}^\mu w_2(q, z) = 0, \tag{33}
\]

\[
\Box_q w_2(q, z) = -4(\Box_z + m^2)w_2(q, z). \tag{34}
\]

**Proof.** We will make use of the well-known fact that the tensor product space \( \mathcal{D}(\mathcal{M}) \otimes_{\text{alg}} \mathcal{D}(\mathcal{M}) \), where \( \otimes_{\text{alg}} \) denotes the algebraic tensor product, is sequentially dense in \( \mathcal{D}(\mathcal{M} \times \mathcal{M}) \) with respect to the usual topology which makes \( \mathcal{D}(\mathcal{M} \times \mathcal{M}) \) a locally convex space (see e.g. [22]). Thus, it is sufficient to restrict ourselves to linear combinations \( h \) of finitely many elements \( h_j \in \mathcal{D}(\mathcal{M} \times \mathcal{M}) \) which are of the form \( h_j = f_j \otimes g_j \) for some \( f_j, g_j \in \mathcal{D}(\mathcal{M}) \), i.e.

\[
h(x, y) = \sum_{j=1}^{n} (f_j \otimes g_j)(x, y) = \sum_{j=1}^{n} f_j(x)g_j(y), \quad \forall x, y \in \mathcal{M},
\]

where \( n \in \mathbb{N} \). If \( \kappa \) denotes the point-splitting map defined by eq. (18), it follows that the set

\[
\{ h \in \mathcal{D}(\mathcal{N}) : h(q, z) = \sum_{j} (f_j \otimes g_j)(\kappa(q, z)) \text{ for some } f_j, g_j \in \mathcal{D}(\mathcal{M}) \}
\]
is dense in $\mathcal{D}(\mathcal{N})$.

By elementary calculations we obtain
\begin{equation}
\partial^\mu \partial^\nu_{[\cdot]} [(f \otimes g) (\kappa(q,z))] = -\frac{1}{2} \left( \Box f \otimes g - f \otimes \Box g \right) (\kappa(q,z)),
\end{equation}
\begin{equation}
\partial_\mu [(f \otimes g) (\kappa(q,z))] = \left( \Box f \otimes g + 2 \partial_\mu f \otimes \partial^\nu g + f \otimes \Box g \right) (\kappa(q,z)), \text{ and}
\end{equation}
\begin{equation}
\partial_\nu [(f \otimes g) (\kappa(q,z))] = \frac{1}{4} \left( \Box f \otimes g - 2 \partial_\mu f \otimes \partial^\nu g + f \otimes \Box g \right) (\kappa(q,z)) \quad \forall (q,z) \in \mathcal{N}.
\end{equation}
where $\partial^\mu_{[\cdot]}$ (resp. $\partial_\nu^{[\cdot]}$) denotes differentiation with respect to the position variable $q$ (resp. the relative variable $z$) and $\Box_\mu, \Box_\nu$ are the respective D’Alembert operators. For $h \in \mathcal{D}(\mathcal{M} \times \mathcal{M})$ the pullback $\kappa^* h \in \mathcal{D}(\mathcal{N})$ is given by ordinary composition of maps:
\[(\kappa^* h)(q,z) := h(\kappa(q,z)) = h \left( q - \frac{z}{2}, q + \frac{z}{2} \right) \quad \forall (q,z) \in \mathcal{N}.
\]
Using the linearity of $\omega_2$ and the identity $w_2 (\kappa^*(f \otimes g)) = \omega_2 (f, g)$ for $f, g \in \mathcal{D}(\mathcal{M})$, we find that the Klein-Gordon equation implies the relation
\begin{equation}
\omega_2 \left( \partial^\mu \partial^\nu_{[\cdot]} \kappa^*(f \otimes g) \right) = \frac{1}{2} \left( \omega_2 (f, \Box g) - \omega_2 (f, f) \right) \quad \forall (f,g) \in \mathcal{D}(\mathcal{M}).
\end{equation}
Since the set of finite linear combinations of functions of the form $f \otimes g$ is dense in $\mathcal{D}(\mathcal{N})$, continuous extension of eq. (41) yields the first dynamical constraint in Lemma 4.2, eq. (33). Similarly, the Klein-Gordon equation implies the relation
\begin{equation}
\omega_2 (\Box_\mu \kappa^*(f \otimes g)) = \omega_2 (\Box f, g) + 2 \omega_2 (\partial_\mu f, \partial^\nu g) + \omega_2 (f, \Box g) = 0 \quad \forall (f,g) \in \mathcal{D}(\mathcal{M}).
\end{equation}
and, consequently, we have
\begin{equation}
\omega_2 (\Box_\mu \kappa^*(f \otimes g)) = -4 \left( \omega_2 (\Box f, g) + m^2 \omega_2 (\kappa^*(f \otimes g)) \right) \quad \forall (f,g) \in \mathcal{D}(\mathcal{M}).
\end{equation}
By continuity this yields the second dynamical constraint in Lemma 4.2, eq. (34). In particular, the dynamical constraints (33) and (34) hold for the unique vacuum state $\omega_{\text{vac}}$ on $\mathcal{M}$. We denote by $w_2^{\text{vac}} \in \mathcal{D}'(\mathcal{N})$ the point-split two-point function of the restricted state $\omega_{\text{vac}} |_{\mathcal{M}}$. Then for any analytic Hadamard state $\omega$ on $\mathcal{M}$ the regular part $w_2 \in C^A(\mathcal{N})$ of $w_2 \in \mathcal{D}'(\mathcal{N})$, defined by $w_2(q,z) := (w_2 - w_2^{\text{vac}})(q,z)$ is subject to the following constraints:
\begin{equation}
\partial^\mu_{[\cdot]} \partial^\nu_{[\cdot]} w_2(q,z) = 0, \quad \forall (q,z) \in \mathcal{N}
\end{equation}
and
\begin{equation}
\Box_\mu w_2(q,z) = -4 \left( \Box_\mu + m^2 \right) w_2(q,z), \quad \forall (q,z) \in \mathcal{N}.
\end{equation}
4.2. Spacetime dependence of inverse temperature

We next show how the dynamical constraints given by eq. (43) and eq. (44) lead to constraints on the inverse temperature four-vector field $\beta \in C^2(\Theta, V_+)$ of a $[\beta, \Theta]$-LKMS state $\omega$ on $sl_m(\mathcal{M})$. According to the discussion following Definition [2.1], the singular part of the distribution $w_0$ is given by $w_0^{\text{vac}} \in \mathcal{D}'(\Theta \times \mathbb{R}^4)$, the point-split two-point function of the unique vacuum state $\omega_0^{\text{vac}}$ in $\Theta$, which is $q$-independent and is formally given by

$$w_0^{\text{vac}}(q, z) = \frac{1}{(2\pi)^3} \int d^4p \, \Theta(p_0) \delta(p^2 - m^2) e^{-ipz}.$$ 

Using eq. (30) we thus find that the regular part $\mathcal{W}_0 \in C^4(\Theta \times \mathbb{R}^4)$ of $w_0$ is given by

$$\mathcal{W}_0(q, z) := (w_0 - w_0^{\text{vac}})(q, z) = \frac{1}{(2\pi)^3} \int d^4p \left( \frac{\Theta(p_0) \delta(p^2 - m^2)}{1 - e^{-\beta(q)p}} - \Theta(p_0) \delta(p^2 - m^2) \right) e^{-ipz} \quad \forall q \in \Theta, z \in \mathbb{R}^4.$$ 

Integrating over the $p_0$-component yields

$$\mathcal{W}_0(q, z) = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} d^3\tilde{p} \, \frac{\cos(zp)}{e^{\beta(q)p} - 1} \quad \forall q \in \Theta, z \in \mathbb{R}^4,$$ 

(46)

where we write $\omega_q := \sqrt{p^2 + m^2}$ and $p = (\omega_q, \tilde{p})$.

Next, we prove a lemma which yields two useful identities involving derivatives of the inverse-temperature four vector field $\beta$. These identities are imposed by the constraints on the regular part $\mathcal{W}_2$ of the point-split two-point function $w_2$ of $\omega$, eqns. (43) and (44).

**Lemma 4.2.** Let $\Theta \subseteq \mathcal{M}$ be convex and open, and let $\omega$ be an analytic Hadamard state on $sl_m(\mathcal{M})$ which fulfills the $[\beta, \Theta]$-LKMS condition. Then for all $q \in \Theta$ the following hold:

$$p^\mu p^\nu \partial^q_\mu \beta^{\Lambda}(q) = 0,$$ 

(47)

$$(\partial^q_\mu \beta^{\Lambda} n^\nu) (\partial^q_\mu \beta^{\Lambda} p^\nu) = \frac{e^{\beta(q)p} - 1}{e^{\beta(q)p} + 1} \Box_q \beta^{\Lambda}(q) p^\nu,$$ 

(48)

where $p = (\omega_q, \tilde{p})$ for $\tilde{p} \in \mathbb{R}^3$, with $\omega_q = \sqrt{p^2 + m^2}$, $m \geq 0$.

**Proof.** We start with the proof of the first constraint in lemma 4.2. Let $w_0 \in \mathcal{D}'(\Theta \times \mathbb{R}^4)$ be the extension of the point-split variable-two-point function $w_0 \in \mathcal{D}'(\mathcal{N}_0)$ which occurs in Def. [3.1]. As discussed at the end of the previous subsection, the constraint (43) implies that the regular part $\mathcal{W}_0 \in C^4(\Theta \times \mathbb{R}^4)$ of $w_0$, given by eq. (46), fulfills

$$\partial^q_\mu \partial^q_\nu \mathcal{W}_0(q, z) = 0 \quad \forall q \in \Theta, z \in \mathbb{R}^4.$$ 

(49)
According to standard results on the differentiability of parametric integrals we thus obtain from eq. (46) that
\[
\frac{\partial^{[q]} A_{\mu} W_{\theta}(q, z)}{\partial A_{\mu}} = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} d^3 \vec{p} \frac{e^{i \theta q \cdot \vec{p}}}{\omega_{\vec{p}} (e^{i \theta q \cdot \vec{p}} - 1)} p^\mu p A^{[q]}_{\mu} \beta_A(q) \sin(zp) = 0 \quad \forall q \in \mathcal{O}, z \in \mathbb{R}^4. \tag{50}
\]

We introduce the shorthand notation
\[
I(\vec{p}; q) := p^\mu p A^{[q]}_{\mu} \beta_A(q) \cdot \frac{e^{i \theta q \cdot \vec{p}}}{\omega_{\vec{p}} (e^{i \theta q \cdot \vec{p}} - 1)}.
\]

Clearly, the function $I$ is polynomially bounded and continuous in $\vec{p} \in \mathbb{R}^3$. It thus gives rise to a tempered distribution, i.e. $I(\cdot; q) \in \mathcal{S}'(\mathbb{R}^3)$ for all $q \in \mathcal{O}$.

Expanding the sine in the integrand on the left-hand side of eq. (50) in terms of exponential functions one finds by simple manipulations that eq. (50) can be rewritten as
\[
\frac{1}{2\pi} \int_{\mathbb{R}} d^3 \vec{p} \left[ e^{i \theta q \cdot \vec{p}} I(-\vec{p}; q) - e^{-i \theta q \cdot \vec{p}} I(\vec{p}; q) \right] e^{-i \vec{p} \cdot \vec{z}} = 0 \quad \forall q \in \mathcal{O}, z \in \mathbb{R}^4. \tag{52}
\]

The left-hand side of the latter equation is (a multiple of) the inverse Fourier transform of the term in square brackets, which is well-defined due to the properties of the tempered distribution $I$. Since the Fourier transform $\mathcal{F} : \mathcal{S}'(\mathbb{R}^3) \to \mathcal{S}'(\mathbb{R}^3)$ is one-to-one it follows from eq. (52) that
\[
I(-\vec{p}; q) = e^{2i \theta q \cdot \vec{p}} I(\vec{p}; q) \quad \forall \vec{p} \in \mathbb{R}^3; q \in \mathcal{O}, t \in \mathbb{R}. \tag{53}
\]

In particular, eq. (53) holds for $t = 0$, which implies
\[
I(-\vec{p}; q) = I(\vec{p}; q) \quad \forall \vec{p} \in \mathbb{R}^3, q \in \mathcal{O}. \tag{54}
\]

From the definition of $I$, eq. (51) we immediately find that eq. (54) is fulfilled if and only if $I$ vanishes identically. Since the second factor in eq. (51) is non-vanishing it follows that
\[
p^\mu p A^{[q]}_{\mu} \beta_A(q) = 0 \quad \forall q \in \mathcal{O}, \quad p = (\omega_{\vec{p}}, \vec{p}), \vec{p} \in \mathbb{R}^3,
\]

which proves eq. (47).

In order to prove the second constraint in lemma 4.2 we notice that, according to eq. (44), it holds
\[
\Box_q W_\theta(q, z) = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} d^3 \vec{p} \frac{\cos(zp)}{\omega_{\vec{p}} (e^{i \theta q \cdot \vec{p}} - 1)} = 0 \quad \forall q \in \mathcal{O}, z \in \mathbb{R}^4,
\]

By similar arguments as above one then shows that this is fulfilled if and only if
\[
\Box_q \left( \frac{1}{e^{i \theta q \cdot \vec{p}} - 1} \right) = 0 \quad \forall q \in \mathcal{O}, \quad p = (|\vec{p}|, \vec{p}), \vec{p} \in \mathbb{R}^3.
\]

A straightforward calculation then yields eq. (48).
This lemma is now used in the proof of the following proposition, revealing the spacetime-dependence of the inverse-temperature four-vector field $\beta$ in the region $\mathcal{O}$. As discussed in the introduction, it is found that the LKMS condition is quite restrictive since the possible inverse-temperature vector field $\beta$ either has a linear dependence on spacetime or is constant. In the massive case only the latter possibility occurs.

**Proposition 4.3.** Let $\mathcal{O} \subseteq \mathcal{M}$ be an open neighbourhood, and let $\omega$ an analytic Hadamard state on $A_{\mathcal{M}}$ which fulfills the $[\mathcal{B}, \mathcal{O}]$-LKMS condition. Then the following holds:

If $m=0$, there exists a $\tilde{\beta} \in \mathbb{R}^4$ such that either:

(i) $\mathcal{O} \subseteq V_+ - \tilde{\beta}$, and

$$\beta(q) = c_\omega(q + \tilde{\beta}) \quad \forall q \in \mathcal{O},$$

where $c_\omega > 0$ is a state dependent constant, or

(ii) $\mathcal{O} \subseteq V_- - \tilde{\beta}$, and

$$\beta(q) = c_\omega(q + \tilde{\beta}) \quad \forall q \in \mathcal{O},$$

where $c_\omega < 0$ is a state dependent constant, or

(iii) $\tilde{\beta} \in V_+$ and $\beta(q) = \text{const.} = \tilde{\beta}$ for all $q \in \mathcal{O}$.

If $m > 0$, there exists a $\tilde{\beta} \in V_+$ such that $\beta(q) = \text{const.} = \tilde{\beta}$ for all $q \in \mathcal{O}$.

We will split the proof of Proposition 4.3 into two parts: one for the massless case ($m = 0$) and one for the massive case ($m > 0$). In the proof we will make use of the two following lemmas:

**Lemma 4.4.** Let $p = (|\vec{p}|, \vec{p})$, $\vec{p} \in \mathbb{R}^3$. A $(0,2)$-tensor $A_{\mu\nu}$ fulfills $p^\mu p^\nu A_{\mu\nu} = 0 \forall \vec{p} \in \mathbb{R}^3$ if and only if it is of the form

$$A_{\mu\nu} = c \cdot \eta_{\mu\nu} + \Omega_{\mu\nu},$$

with $c \in \mathbb{R}$ and $\Omega_{\mu\nu} = -\Omega_{\nu\mu}$.

**Proof.** The proof can be found in Appendix A. □

**Lemma 4.5.** Let $m > 0$ and $\omega_{\vec{p}} := \sqrt{\vec{p}^2 + m^2}$ for $\vec{p} \in \mathbb{R}^3$. A $(0,2)$-tensor $A_{\mu\nu}$ is antisymmetric, i.e. $A_{\mu\nu} = -A_{\nu\mu}$, if and only if

$$p^\mu p^\nu A_{\mu\nu} = 0 \quad \forall p = (\omega_{\vec{p}}, \vec{p}), \vec{p} \in \mathbb{R}^3.$$

**Proof.** To the best knowledge of the author this lemma has first been proven in [19]. Since the results of the latter work have not been published, the proof is included in Appendix A for convenience of the reader. □
We can now give the proof of Proposition 4.3 for the case of the massless Klein-Gordon field.

**Proof of Proposition 4.3 for \( m = 0 \).** Assume that \( \omega \) is a \([\beta, \Theta]\)-LKMS state on \( \mathcal{M}_0(\mathcal{M}) \). Then the combination of the first constraint in Lemma 4.2, eq. (47), and Lemma 4.4 yields

\[
\partial_\mu \partial_\nu \beta_\nu(q) = A(q)\eta_{\mu
u} + \Omega_{\mu\nu}(q) \quad \forall q \in \Theta, \tag{62}
\]

where \( A, \Omega_{\mu\nu} \in C^1(\Theta, \mathbb{R}) \), with \( \Omega_{\mu\nu} = -\Omega_{\nu\mu} \). For notational convenience we will from now on suppress the argument \( q \) in the derivatives, i.e. we simply write \( \partial_\mu \equiv \partial_\mu^{[q]} \). From eq. (62) we read off

\[
A(q)\eta_{\mu\nu} = \frac{1}{2} \left( \partial_\mu \beta_\nu(q) + \partial_\nu \beta_\mu(q) \right), \quad \text{and}
\]
\[
\Omega_{\mu\nu}(q) = \frac{1}{2} \left( \partial_\mu \beta_\nu(q) - \partial_\nu \beta_\mu(q) \right).
\]

Using the commutativity of partial derivatives we find that this implies the relation

\[
\partial_\lambda \Omega_{\mu\nu}(q) = (\partial_\mu A(q))\eta_{\lambda\nu} - (\partial_\nu A(q))\eta_{\lambda\mu} \quad \forall \lambda \in \Theta, \tag{63}
\]

We next insert eq. (62) into the second constraint in Lemma 4.2, eq. (48), which gives

\[
\partial_\mu \beta_\lambda(q) p^\lambda (\partial_\nu \beta_\lambda(q) p^\nu) = (p^\mu \Omega_{\mu\nu}(q))(p^\nu \Omega_{\lambda\nu}^\mu(q)) \quad \forall q \in \Theta, \ p = (|\vec{p}|, \vec{p}), \vec{p} \in \mathbb{R}^3, \tag{64}
\]

where the remaining terms on the right-hand side vanish since \( p = (|\vec{p}|, \vec{p}) \) is lightlike and \( \Omega_{\mu\nu}(q) \) is antisymmetric. On the other hand, eq. (62) gives

\[
\Box \beta_\lambda(q) p^\lambda = p^\lambda \partial_\lambda A(q) + p^\lambda \partial_\mu \Omega_{\mu\nu}(q) \quad \forall q \in \Theta, \ p = (|\vec{p}|, \vec{p}), \vec{p} \in \mathbb{R}^3. \tag{65}
\]

Since it follows from eq. (63) that \( \partial_\mu \Omega_{\mu\nu} = -3 \partial_\lambda A \) we can further simplify eq. (65) to

\[
\Box \beta_\lambda(q) p^\lambda = -2p^\lambda \partial_\lambda A(q) \quad \forall q \in \Theta, \ p = (|\vec{p}|, \vec{p}), \vec{p} \in \mathbb{R}^3.
\]

Plugging this and eq. (64) into eq. (48) gives

\[
p^\lambda \left( \partial_\lambda A(q) + \frac{e^{\beta(q)p} + 1}{2(e^{\beta(q)p} - 1)} p^\mu \Omega_{\mu\nu}(q) \Omega_{\lambda\nu}^\mu(q) \right) = 0 \quad \forall q \in \Theta, \ p = (|\vec{p}|, \vec{p}), \vec{p} \in \mathbb{R}^3.
\]

In particular, we can replace \( p \) by \( rp = (r|\vec{p}|, r\vec{p}), r > 0 \) in the latter equation and subsequently divide by \( r \), which yields

\[
p^\lambda \partial_\lambda A(q) = -r \frac{e^{\beta(q)p} + 1}{2(e^{\beta(q)p} - 1)} p^\mu \Omega_{\mu\nu}(q) \Omega_{\lambda\nu}^\mu(q) \quad \forall q \in \Theta.
\]

Since the left hand side does not depend on \( r \) anymore, we find that the latter equation can be fulfilled if and only if \( p^\lambda \partial_\lambda A(q) = 0 \) for all \( p \), which implies \( \partial_\lambda A(q) = 0 \) in \( \Theta \), and thus

\[
A(q) = \text{const.} =: c_\omega \quad \forall q \in \Theta.
\]
This implies immediately by eq. (63) that \( \partial_\lambda \Omega_{\mu\nu}(q) = 0 \) for all \( q \in \mathcal{E} \), and therefore
\[
\Omega_{\mu\nu}(q) = \text{const.} = C_{\mu\nu} \quad \forall q \in \mathcal{E}.
\]
Thus, eq. (62) reduces to
\[
\partial_\mu \beta_\nu(q) = c_\omega \eta_{\mu\nu} + C_{\mu\nu} \quad \forall q \in \mathcal{E},
\]
with \( C_{\mu\nu} = -C_{\nu\mu} \). Integrating the latter we obtain that the inverse-temperature four-vector field \( \beta \) is constrained to be of the form
\[
\beta_\nu(q) = c_\omega q_\nu + C_{\mu\nu} q_\mu + \tilde{\beta}_\nu \quad \forall q \in \mathcal{E},
\]
with \( c_\omega, C_{\mu\nu} \in \mathbb{R}, \tilde{\beta} \in \mathbb{R}^4 \), and \( C_{\mu\nu} = -C_{\nu\mu} \). Inserting this into eq. (48) yields
\[
0 = (c_\omega p_\mu + C_{\mu\nu} p_\nu)(c_\omega p^\mu + C_{\nu\mu} p^\nu) \quad \forall p = (|\vec{p}|, \vec{p}), \vec{p} \in \mathbb{R}^3.
\]
Choosing \( \vec{p} = (1, 0, 0), \vec{p}' = (0, 1, 0) \) and \( \vec{p}' = (0, 0, 1) \), respectively, writing out the summations and exploiting the antisymmetry of \( C_{\mu\nu} \) we find that (73) reduces to a simple system of linear equations for the components of \( C_{\mu\nu} \) which has the unique solution \( C_{\mu\nu} = 0 \) for all \( \mu, \nu \in \{0, 1, 2, 3\} \). Thus, according to eq. (72) there are the following alternatives for the inverse temperature four-vector field \( \beta \):
\[
\beta(q) = \begin{cases} 
  c_\omega (q + \tilde{\beta}) & c_\omega \neq 0, \\
  \tilde{\beta} & c_\omega = 0.
\end{cases}
\]
with some constant \( \tilde{\beta} \in \mathbb{R}^4 \).

Since for any \( q \in \mathcal{E} \) we have the constraint \( \beta(q) \in V_+ \), it follows that \( q \in \{ V_+ - \tilde{\beta} \} \) for \( c_\omega > 0 \) resp. \( q \in \{ V_- - \tilde{\beta} \} \) for \( c_\omega < 0 \). If \( c_\omega = 0 \) we must have \( \tilde{\beta} \in V_+ \).

It remains to prove Proposition 4.3 for the massive Klein-Gordon field.

**Proof of Proposition 4.3 with \( m > 0 \).** Assume that \( \omega \) is a \( [\mathcal{E}, \mathcal{O}] \)-LKMS state on \( \mathcal{A}_m(\mathcal{M}) \) with \( m > 0 \). Combining the first constraint in Lemma 4.2, eq. (47), with Lemma 4.5 it follows that \( \partial_\mu \beta_\nu(q) \) is antisymmetric, i.e.
\[
\partial_\mu \beta_\nu(q) = -\partial_\nu \beta_\mu(q) \quad \forall q \in \mathcal{E}.
\]
By repeated use of this antisymmetry, together with the commutativity of partial derivatives, we find (suppressing again the argument \( q \) in the derivatives)
\[
\partial_\lambda \partial_\mu \beta_\nu(q) = -\partial_\lambda \partial_\nu \beta_\mu(q) \quad \forall q \in \mathcal{E},
\]
which implies \( \partial_\lambda \partial_\mu \beta_\nu(q) = 0 \) for all \( q \in \mathcal{E} \). Thus, for \( \mu, \nu \in \{0, 1, 2, 3\} \) there are constants \( C_{\mu\nu} \in \mathbb{R} \) such that
\[
\partial_\mu \beta_\nu(q) = C_{\mu\nu} \quad \forall q \in \mathcal{E}.
\]
Next, by Lemma 4.2 we have the following identity:

\[
(e^{\beta(q)p} + 1)(\partial_{\mu}\beta, p^\mu)(\partial^\nu\beta, p^\nu) = (e^{\beta(q)p} - 1)\Box_\beta(q)p^\nu \quad \forall q \in \mathcal{O}, \quad p = (\omega, \vec{p}), \quad \vec{p} \in \mathbb{R}^3.
\]

Inserting eq. (76), which in particular implies \(\Box_\beta(q)p = 0\), into eq. (48) gives

\[
\left(C_{\mu\nu}p^\nu\right)\left(C_{\lambda\rho}p^\rho\right) = 0 \quad \forall p = (\omega, \vec{p}), \quad \vec{p} \in \mathbb{R}^3.
\]

For \(\vec{p} = (0, 0, 0)\) eq. (78) reduces to

\[
0 = m^2(C_{10}^2 + C_{20}^2 + C_{30}^2)
\]

and it follows that \(C_{\mu0} = 0\) for all \(\mu \in \{0, 1, 2, 3\}\) (note that \(C_{00} = 0\) due to the antisymmetry of \(C_{\mu\nu}\)). Now we choose \(\vec{p} = (1, 0, 0)\) in eq. (78), which gives

\[
0 = C_{21}^2 + C_{31}^2 \quad \Leftrightarrow \quad C_{21} = C_{31} = 0.
\]

Analogously, choosing \(\vec{p} = (0, 1, 0)\) in eq. (78) we find \(C_{32} = 0\). This, together with the results obtained before and the antisymmetry of \(C_{\mu\nu}\) finally yields \(C_{\mu\nu} = 0\) for all \(\mu, \nu \in \{0, 1, 2, 3\}\), i.e. we have by eq. (76)

\[
\partial_{\mu}\beta, (q) = 0 \quad \forall q \in \mathcal{O}.
\]

Integrating the latter equation we obtain that the inverse-temperature four-vector field \(\beta\) has to be of the form

\[
\beta, (q) = \tilde{\beta}, \quad \forall q \in \mathcal{O},
\]

for some constant \(\tilde{\beta} \in V_+\). This completes the proof of Proposition 4.3 in the case \(m > 0\). ■

Now, the proof of Theorem 1 can be completed:

**Proof of Theorem 1** Since the class of \([\beta, \mathcal{O}]\)-LKMS states fulfills the analytic Hadamard condition by assumption, we can proceed by the following chain of arguments: We first note that the \([\beta, \mathcal{O}]\)-LKMS condition implies the \([\beta, \mathcal{M}]\)-LKMS condition for any open neighbourhood \(\mathcal{O} \subseteq \mathcal{M}\), with the spacetime-dependence of \(\beta\) found in Prop. 4.3. This follows via analytic continuation (in the position variable \(q\)) of the regular part \(w_\mathcal{O} \in \mathcal{C}^1(\mathcal{N}_\mathcal{O})\) of the point-split two-point function \(w_\mathcal{O} \in \mathcal{D}'(\mathcal{N}_\mathcal{O})\) of \(\omega\) in \(\mathcal{O}\). That this can be done is easily read off from the analytic wave front set \(WF_\mathcal{O}(w_\mathcal{O})\), given by eq. (22) in Lemma 2.2. The same argument is then used to extend the point-split two-point function either to the whole lightcone in the case of varying \(\beta\), or to all of Minkowski spacetime \(\mathcal{M}\) in the case of constant \(\beta\). This completes the proof. ■

5. Outlook

Although we restricted ourselves to the simple case of a free scalar field on Minkowski spacetime the ingredients and methods used in the analysis (analytic wavefront sets, pullback of
distributions under diffeomorphisms) are of a fairly general nature. In particular our investigation demonstrates that these techniques and methods may also be of use in the realm of thermal physics and quantum statistical mechanics. It seems to be an interesting feature of the LKMS condition that once it has been given a precise formulation in terms of these ingredients, including the analytic Hadamard condition, one immediately obtains a closed expression for the two-point function $\omega_2$ and the further calculations are rather straightforward applications of linear algebra.

In view of results known for LTE states of the free massless Dirac field \[1\] it seems plausible that results similar to those obtained in \[12\] and in the present work also hold in the case of free quantum fields of higher spin. Moreover, since the notions of microlocal analysis of distributions generalize immediately to arbitrary manifolds a generalization of the LKMS condition to curved spacetimes (at least to such that are equipped with an analytic metric) seems to be within reach. It is an highly interesting question if quantum states of “hot-bang type” also exist for the massless Klein-Gordon field in stationary spacetimes or if they are just a mathematical artifact arising from the unusually high symmetry of Minkowski spacetime together with the conformal symmetry of the massless Klein-Gordon field. We hope to come back to this circle of questions elsewhere.
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A. Proof of two lemmas

In this appendix we give the proofs of Lemma 4.4 and Lemma 4.5

PROOF OF LEMMA 4.4 If $A_{\mu\nu}$ is of the form (60), it immediately follows that $p^\mu p^\nu A_{\mu\nu} = 0 \forall \vec{p} \in \mathbb{R}^3$ by the antisymmetry of $\Omega_{\mu\nu}$ and the fact that $p$ is lightlike.

Assume conversely that $p^\mu p^\nu A_{\mu\nu} = 0 \forall \vec{p} \in \mathbb{R}^3$. Decomposing $A_{\mu\nu}$ into its symmetric part $S_{\mu\nu}$ and its antisymmetric part $\Omega_{\mu\nu}$ yields

$$0 = p^\mu p^\nu S_{\mu\nu} + p^\mu p^\nu \Omega_{\mu\nu} = p^\mu p^\nu S_{\mu\nu}. \quad (84)$$

Using Einstein’s summation convention for spatial indices $i, j, k \in \{1, 2, 3\}$, this can be written as

$$0 = |\vec{p}|^2 S_{00} + 2|\vec{p}| \vec{p}^i S_{0i} + \vec{p}^i \vec{p}^j S_{jk} \quad \forall \vec{p} \in \mathbb{R}^3,$$

where we have used the symmetry of $S_{\mu\nu}$. In particular we can replace $\vec{p}$ by $-\vec{p}$ in the latter equation, which implies

$$0 = |\vec{p}| \vec{p}^i S_{0i} \quad \forall \vec{p} \in \mathbb{R}^3.$$
This can be fulfilled for all $\vec{p} \in \mathbb{R}^3$ if and only if $S_{0i} = 0 = S_{i0}$ for all $i \in \{1, 2, 3\}$. Therefore, by eq. (84) we have

$$0 = |\vec{p}|^2 S_{00} + \vec{p}^i \vec{p}^j S_{jk} \quad \forall \vec{p} \in \mathbb{R}^3.$$ 

Since the right-hand side of the latter equation is a polynomial (of second order) in the components of $\vec{p}$, we find that the coefficients of this polynomial have to vanish, which implies $S_{00} = -S_{ii} = c$ and $S_{jk} = 0$ for all $j \neq k \in \{1, 2, 3\}$. This together with $S_{0i} = S_{i0} = 0$ finally yields $S_{\mu\nu} = c \cdot \eta_{\mu\nu}$, which completes the proof.

**Proof of Lemma 4.5.** Assume first that $A_{\mu\nu} = -A_{\nu\mu}$. Then clearly $p^\mu p^\nu A_{\mu\nu} = 0$ for all $p = (\omega_{\vec{p}}, \vec{p})$, $\vec{p} \in \mathbb{R}^3$.

Assume conversely that $p^\mu p^\nu A_{\mu\nu} = 0$ for all $p = (\omega_{\vec{p}}, \vec{p})$, $\vec{p} \in \mathbb{R}^3$. Decomposing $A_{\mu\nu}$ into its symmetric part $S_{\mu\nu}$ and its antisymmetric part $\Omega_{\mu\nu}$ then yields

$$0 = p^\mu p^\nu S_{\mu\nu} + p^\mu p^\nu \Omega_{\mu\nu} \quad \forall p = (\omega_{\vec{p}}, \vec{p}), \vec{p} \in \mathbb{R}^3.$$ 

where the second term on the right-hand side vanishes due to the antisymmetry of $\Omega_{\mu\nu}$. By the symmetry of $S_{\mu\nu}$ we thus find (using Einstein summation for spatial indices $i, j, k \in \{1, 2, 3\}$):

$$0 = \omega_{\vec{p}}^2 S_{00} + 2\omega_{\vec{p}} \vec{p}^i S_{0i} + \vec{p}^j \vec{p}^k S_{jk} \quad \forall \vec{p} \in \mathbb{R}^3. \quad (88)$$

We may replace $\vec{p}$ by $-\vec{p}$ in the latter equation which implies

$$0 = \omega_{\vec{p}} \vec{p}^i S_{0i}$$

which can be fulfilled if and only if $S_{0i} = S_{i0} = 0$ for all $i \in \{1, 2, 3\}$. Hence, it follows from eq. (88) that

$$0 = \omega_{\vec{p}}^2 S_{00} + \vec{p}^j \vec{p}^k S_{jk} \quad \forall \vec{p} \in \mathbb{R}^3. \quad (90)$$

In particular we can choose $\vec{p} = 0$, i.e. $\omega_{\vec{p}} = m$, which gives $0 = m^2 S_{00}$. Since by assumption $m > 0$ it follows that $S_{00} = 0$, and eq. (90) reduces to

$$0 = \vec{p}^j \vec{p}^k S_{jk} \quad \forall \vec{p} \in \mathbb{R}^3.$$ 

Again, this can be fulfilled if and only if $S_{jk} = 0$ for $j, k \in \{1, 2, 3\}$. This, together with $S_{00} = 0$ and $S_{0i} = S_{i0} = 0$ finally yields $S_{\mu\nu} = 0$, which completes the proof.
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