EXTENSION TO INFINITE DIMENSIONS OF A STOCHASTIC SECOND-ORDER MODEL ASSOCIATED WITH THE SHAPE SPLINES
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Abstract. We introduce a second-order stochastic model to explore the variability in growth of biological shapes with applications to medical imaging. Our model is a perturbation with a random force of the Hamiltonian formulation of the geodesics. Starting with the finite-dimensional case of landmarks, we prove that the random solutions do not blow up in finite time. We then prove the consistency of the model by demonstrating a strong convergence result from the finite-dimensional approximations to the infinite-dimensional setting of shapes. To this end we introduce a suitable Hilbert space close to a Besov space that leads to our result being valid in any dimension of the ambient space and for a wide range of shapes.
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1. Introduction

A new problem has emerged very recently in computational anatomy: the mathematical modeling and the statistical study of biological shape changes. Medical applications are of great interest such as the early detection of disease: for instance, Alzheimer’s disease induces hippocampal atrophy. Current approaches study the shape evolution through indicators (such as the volume or the length of characteristic patterns) or through the parameters of objects with simple geometries (such as ellipsoids) used to describe the more complex biological shape of interest. Therefore there is still room for a more quantitative analysis of the variability of longitudinal data.

Although the analysis of shape evolution is quite a new question, the analysis of the variability of static shapes has motivated tremendous research in recent years with broad applications in medical imaging. Most of the efforts has been on developing tools to compare two static shapes. This problem is also referred to as the registration problem. Numerous attempts to answer this problem introduce a metric on the space of shape [20, 21] and the geodesic flow [22] on this space provides a powerful framework to statistically study the variability of biological organs among a population [30]. Hence it seems reasonable to build out of this framework proper tools to analyse the growth of shapes.

Our work contributes to the field of large deformation by diffeomorphisms that emerged twenty years ago with the idea of studying shapes under the action of a group of transformations of the ambient space [15]. Thus the distance on the space of shapes is induced by the distance on a group of diffeomorphisms through its action on shapes [27]. This framework has been widely applied to computational anatomy in the recent...
years [32] and important contributions have been made even on numerical issues [8]. Different ways of representing shapes have been introduced to fit in this framework, such as points of interest (also referred to as landmarks), measures or currents for surfaces [13]. The application of the theory to images is also important since it can avoid pre-segmentation operations that erase information. The approach of large deformation by diffeomorphisms has therefore proven to be adaptable and powerful.

In attempting to describe the growth of biological organs, non-diffeomorphic evolutions should be taken into account at some point. The so-called metamorphoses framework [28, 17] can deal with such evolutions. However we will focus on the diffeomorphic case which is the first step to be understood.

The initial registration problem on images aims at minimizing a functional (see formula (1)) which is the sum of two terms: the first being the cost of the transformation and the second being a similarity measure between the transformed shape $\phi_1.S_0$ and the target $S_{\text{target}}$.

$$J(u) = \int_0^1 \|u_t\|^2_V dt + d(\phi_1.S_0, S_{\text{target}}),$$

In this equation, $u_t \in L^2([0,1], V)$ is a time-dependent vector field where $V$ is a reproducing kernel Hilbert space of vector fields and $d$ is a distance on the space of shapes. The group of diffeomorphisms is generated by the flow at time 1 of such time dependent vector fields and an action of this group on the space of shapes. We have denoted the action of $\phi_1$ on $S_0$ by $\phi_1.S_0$. If there then exists a minimum to this functional, this minimum will provide a balance between a good matching of the target shape and the cost of the transformation.

The first term on the right-hand side in (1) should reflect the likelihood of the deformation $\phi_1$. Therefore this matching procedure is motivated by a Bayesian approach as presented in [12]: the starting point is to interpret the minimization of the functional (1) as a maximum a posteriori. Although in [12] no rigorous results were established to make the connection between the MAP interpretation and the minimisation problem, a rigorous asymptotic theory of the problem was developed recently in [7]. The author prove a large deviation principle for which the rate is the first term of (1). The probabilistic foundations for their work are given by the study of stochastic flows of diffeomorphisms developed in [18] and the random object associated with the prior on the diffeomorphism in (1) is the stochastic flow defined by

$$\phi_t(x) = \int_0^t W_s(\circ ds, \phi_s(x)),
$$

$$W_t = \sum_{i=0}^{\infty} B_i(t) e_i.$$

In these equations $(B_i)_{i \in \mathbb{N}}$ are i.i.d Brownian motions, $(e_i)_{i \in \mathbb{N}}$ is an orthonormal basis of $V$ and the symbol $\circ$ stands for the Stratonovich integral. If the space of vector fields is smooth enough (regularity assumptions on the kernel), the proof of the existence of the stochastic flow can be found in Theorem 4.6.5 of [18]. Through the action of the random diffeomorphisms, this approach gives evolutions of the shape that are non-smooth in time due to the Brownian motions. However, at each time the transformation is smooth in space as we can see in figures Fig. 1 and Fig. 2. In these two figures, we present the time evolution (z-axis) of 40 points on the unit circle under the transformation of a Kunita flow of diffeomorphisms for a Gaussian kernel of width 0.9.

**FIGURE 1.** Simulation of Kunita flow - 40 points on the white unit circle as initial shape.

**FIGURE 2.** Simulation of Kunita flow - the time axis is z, the blue arrow.
We would definitely prefer a probabilistic framework for smooth evolutions of shapes that we think are closer to biological growth evolutions (note that this hypothesis is heuristic). In addition, the large deviation result in [7] does not lead to a generative model for diffeomorphic evolutions in this context. One important property of the model would be the smoothness (i.e., not as rough as a standard path of the Brownian motion) of trajectories.

To build a second-order model coherent with the framework developed for diffeomorphic matching is a natural way to overcome this issue.

Let us discuss the finite-dimensional case of particles. In the landmark case, the minimization of (1) reduces to the calculation of the geodesic flow on a Riemannian manifold. The Hamiltonian formulation of this geodesic flow is often used in practical applications [3] and seems appealing as well to build this second-order model. To describe time dependent evolutions we can introduce a control term in the equation of the momentum that would guide the trajectory to match the evolution. Minimizing an energy term on the control variable would lead to a generalized version of the splines on a Riemannian manifold pioneered in [23]. We have recently studied this model that we called splines on shape spaces in [29] focusing on the finite-dimensional case. The new evolution equations on the Riemannian manifold $M$ of landmarks (i.e., $q \in M$ stands for a group of points) are then

$$\begin{cases}
\dot{q} = -\partial_q H \\
\dot{p} = \partial_p H + u,
\end{cases}$$

and we aim at minimizing

$$E(u) = \int_0^T g(u_t, u_t) dt + \sum_{i=1}^n |q_{t_i} - x_{t_i}|^2,$$

where $g$ is a metric that measures the cost of the forcing term $u_t \in T^*M$. The random object associated with this model is obtained by replacing $u_t$ with a standard white noise. Hence it can give a reasonable stochastic model to generate $C^1$ trajectories in $M$. This stochastic model seems promising to study since we expect to keep the numerical tractability allowed by the Hamiltonian formulation.

However, the main interesting feature concerning the modeling aspect of our work is the physical interpretation of these equations. If we consider the evolution of landmarks as a physical system of particles, it seems natural to introduce a random force to their evolution: an additive white noise is added to the evolution equation of the momentum. This idea of perturbing the evolution equations with a random force has been introduced for a long time in the stochastic fluid dynamics community ([6]). Our stochastic system is a stochastic perturbation of Euler-Poincaré equation coding for the geodesics on a group of diffeomorphisms (also referred to as EPDiff equation, [21]). From this point of view, this work may have some relations with the study of stochastic perturbations of the vortex model ([1] and [2] for a brief survey). We do not develop these links in this work but instead we will focus on this model of growth of shape. However, to turn this model into a tractable candidate to deal with a collection of shape evolutions at different times and to perform statistical studies on real data, we would need to introduce a drift term (i.e., a deterministic forcing term) in the momentum equation. Finally, if the stochastic model is well-posed when there is no forcing term, it will not be difficult to extend it.

By well-posed, we mean it possesses the following two features:

- the existence for all time of the solutions of the stochastic equations (since the Hamiltonian system does not have linear growth),
- the extension of the model to infinite dimensions (on shape spaces) and associated convergence results.

In this work, we answer both questions in the affirmative and the strategies followed are the classical ones: for the non-blow-up result, the application of the Itô formula gives a linear control on the expectation of the energy of the system measured by the Hamiltonian. The extension to infinite dimensions relies on the construction of a new Hilbert space that is close to Besov space. This Hilbert space is much more tractable than the classical Sobolev or Besov spaces and it suits perfectly our convergence result that is somehow disconnected from the chosen Hilbert space for the approximation.

The paper is organized as follows: after an introduction to the deterministic case in Section 2 in which we present the convergence to the infinite-dimensional case of curves, we prove in Section 3 that the SDE in the finite-dimensional case of landmarks has solutions for all time. In Subsection 3.1 we prove the property that the shape space should fulfill in order that the SDE in infinite dimensions is well defined.
To give an example of such a space, we introduce in Section 4 a new Hilbert space $F_s$ which has interesting properties of stability under composition with smooth functions, product stability and which also contains smooth functions.

We define the cylindrical Brownian motion in Section 5.1 and the Itô integral in a useful way for the convergence results developed in Section 6. These results rely on approximation lemmas detailed in Section 7 that are somehow disconnected from the finite-dimensional approximations. Section 8 draws on the previous sections to illustrate applications of this convergence results. We also show some numerical simulations. Finally Section 9 tries to open research directions around this stochastic second-order model essentially motivated by applications.

2. Overview of the deterministic case

2.1. Optimal control heuristic. In this section we present an optimal control heuristic to derive the Hamiltonian equations that can be formally applied in the finite or infinite-dimensional case. These results are proven in [31] for the case of landmarks and in [14] in the case of curves.

Let $G$ be the group of diffeomorphisms of $\mathbb{R}^d$ (d is the dimension of the ambient space) generated by the flows of time dependent vector fields in $L^2([0,1],V)$ where $V$ is a Reproducing Kernel Hilbert Space (RKHS) of $C^1$ vector fields on $\mathbb{R}^d$ with the additional hypothesis:

Assumption 1. There exists a continuous injection of the Hilbert space $V$ of vector fields into $C^1$, i.e. there exists a positive constant $K$ such that $|v|_{1,\infty} \leq K|v|_V$ for any $v \in V$.

We also say that $V$ is 1-admissible. It is more demanding than the RKHS condition, namely that the pointwise evaluation is a continuous form on $V$. In what follows, $k : \mathbb{R}^d \times \mathbb{R}^d \rightarrow L(T^*\mathbb{R}^d)$ will denote the kernel of the RKHS.

Then the minimization problem (1) can be recast into an optimal control problem: if the space of shapes is a Banach space $E$ endowed with an action of the group $G$ that we assume to be differentiable in the following sense: There exists a linear map

$$V \times E \mapsto E$$

$$(v,q) \mapsto v.q$$

such that for any $v \in L^2([0,1],V)$ we have

$$\frac{d}{dt}\phi_{0,t}.q=v_t.[\phi_{0,t}.q] \text{ a.e.},$$

$$\phi_{0,1}.q=q+\int_0^1 v_t.[\phi_{0,t}.q]dt \forall t \in [0,1].$$

The existence of a minimizer for the functional (1) in situations of interest is usually proven via standard arguments of lower semi-continuity for the weak topology on $L^2([0,1],V)$. Let us assume that there exists a minimizer $q_0$ for the functional (1), then it also minimizes the energy $\frac{1}{2}\int_0^1 |v_t|^2dt$ with fixed endpoint $\phi^q_{0,1}.q_0 = \phi^q_{0,0}.q_0$. The optimal control theory enables us to be a little more general by assuming that we are interested in the solutions of the minimization of:

$$\left\{ \begin{array}{l}
\inf \frac{1}{2} \int_0^1 |v_t|^2dt \\
q(0) \in M_0 \\
q(1) \in M_1
\end{array} \right\}$$

(5)

with $M_0, M_1$ two subsets of $Q$ with tangent spaces at a point $q_i \in M_i$ denoted by $T_{q_i}M_i$ for $i=0,1$. The case of $M_0$ and $M_1$ can be found in the case of curves considered up to reparameterization as demonstrated in [10]: the two subsets $M_i$ for $i \in \{0,1\}$ are generated by the action of the group of diffeomorphisms of $S_1$ and the functional (1) may be invariant for this action. In that case, the Pontryagin Maximum Principle (PMP, [25]) provides orthogonality relations for the momentum. With $E^*$ the dual of $E$, the control on $q \in E$ is $v \in V$ with an instantaneous cost function $\frac{1}{2}|v|^2_{V^*}$ and we have $\dot{q} = v.q$. Then, the Hamiltonian system associated with this minimization problem is

$$H(p,q,v) = (p,v.q)_{E^*} - \frac{1}{2}(v,v)_V.$$
Before minimizing in $v$, we need to assume that
\[ V \mapsto \mathbb{R}, \quad v \mapsto (p, v.q)_{E^*, E} \]
is a continuous linear form on $V$ for any $p, q \in E^* \times E$ (hypothesis (H1)).
For example in the case of landmarks the hypothesis (H1) just says that the pointwise evaluation on $V$ is continuous, i.e. $V$ is a RKHS of vector fields. Then, by the Riesz theorem there exists $p \circ q \in V^*$ defined by the equation:
\[ (p, v.q)_{E^*, E} = -(p \circ q, v)_{V^*, V}. \]
This notation is taken from [17] and it is also known as the momentum map in geometric mechanics.

The second term of equation (6) can be rewritten as $(Lv, v)_{V^* \times V}$. Then, at a minimum we can differentiate in $v$ to obtain
\[ Lv + p \circ q = 0 \]
or equivalently, $v + K(p \circ q) = 0$.

Therefore the 'minimized' Hamiltonian is,
\[ H(p, q) = (p \circ q, Kp \circ q)_{V^*, V} - \frac{1}{2} (v, v)_{V} = \frac{1}{2} (p \circ q, Kp \circ q)_{V^*, V}. \]
The Pontryagin maximum principle says that a minimizer of the problem [5] verifies the following Hamiltonian system
\[
\begin{cases}
\dot{p} = -\partial_q H(p, q) \\
\dot{q} = \partial_p H(p, q),
\end{cases}
\]
with orthogonality conditions
\[
\begin{aligned}
p(0) & \perp T_q(0), \\
p(1) & \perp T_q(1).
\end{aligned}
\]
At this point, we need to give a sense to $\partial_q H(p, q)$ in [5]. Assuming that $q \mapsto (p, v.q)$ is differentiable for every $q \in E$, we write $\delta q \mapsto \partial_q(p, v.q)(\delta q)$. In addition, we assume that $\partial_q(p, v.q)(\delta q)$ is a linear form on $V$ (hypothesis (H2)) that we denote
\[ \partial_q(p, v.q)(\delta q) = -(\partial_q(p \circ q)(\delta q), v)_{V^* \times V}. \]

The differentiation of $H(p, q)$ reads,
\[ \partial_q H(p, q) = (\partial_q(p \circ q), K(p \circ q)). \]

In the landmark case, the second hypothesis (H2) says that the pointwise evaluation for the first derivative of the vector fields is continuous on $V$. In particular, if $V$ is 1-admissible, this condition is fulfilled.

We now present the case of landmarks that will be the cornerstone of this work. The Hamiltonian system reads, if $q = (q_i)_{i \in [1, n]}$ are the particles in $\mathbb{R}^d$ and $p = (p_i)_{i \in [1, n]}$ are the associated momentums
\[ \begin{cases}
\dot{p}_i = - \sum_{j=1}^n \partial_1 k(q_i, q_j) \langle p_i, p_j \rangle_{\mathbb{R}^d}, \\
\dot{q}_i = \sum_{j=1}^n k(q_i, q_j) p_j.
\end{cases} \]
This is the Hamiltonian system that will be perturbed in Section 3.

Let us discuss the case of curves following the point of view adopted in [14]. We consider generalized closed curves, which means that we will work on $Q = L^2(S_1, \mathbb{R}^2)$. Of course, this framework can be extended to $Q = L^2(M, \mathbb{R}^d, \mu)$ with $M$ a compact Riemannian manifold and $\mu$ its associated measure, for instance $M = S_n$ the $n$-dimensional sphere or $M = T_n$ the $n$-dimensional torus. The action by $G_V$ is simply the left composition on $Q$. The map on $V \times Q$ induced by the action of $G_V$ is also the left composition with $v \in V$: $(v, q) \mapsto v \circ q$ and the hypothesis (H1) is verified if $V$ is an admissible space of vector fields since:
\[
\int_M \langle v(q(s)), p(s) \rangle_{\mu(s)} \leq |p|_{L^2} |v \circ q|_{L^2} \leq |p|_{L^2} |v|_{\infty} \sqrt{\mu(M)}.
\]

The second hypothesis (H2) is verified in this case too replacing $v$ by $dv$. Remark that $[\partial_q v \circ q, \delta q] = [dv \circ q](\delta q) \in L^2(M, \mathbb{R}^d, \mu)$.

The transversality conditions are interesting in the case of curves considered up to reparameterization. If the initial curve $c_0$ and the final one $c_1$ are smooth enough, the action of the diffeomorphism group of $S_1$
generates a large subspace of tangent vectors at \( c_i \) for \( i = 0, 1 \): let \( w \) be a smooth vector field on \( S_1 \), if \( \psi_t \) is the flow generated by \( w \), we have 
\[
\left. \frac{d}{dt} \right|_{t=0} \phi_t(x) = w(x) \text{ then,}
\]
\[
\{ s \mapsto w(s)c'_i(s) \mid w \in X^\infty(S_1) \} \subset T_{c_i}.
\]
The orthogonality condition says that \( p_i \perp T_{c_i} \) and considering all the choices for \( w \) (any smooth vector field on \( S_1 \)) we obtain that
\[
\langle p_i(s), c'_i(s) \rangle = 0 \text{ a.e. } s \in S_1.
\]

2.2. Convergence to the infinite-dimensional case. We develop a consequence of the Hamiltonian formulation of the equations originally written in [14], not written in this article. This paper presents a rigorous proof of the existence in all time of the solutions to the Hamiltonian equations when the space of closed curves is the Hilbert space \( H = L^2(S_1, \mathbb{R}^2) \) and the momentum variable lies in the dual space of \( H \), identified to \( H \). The structure of the momentum variable is determined by the differentiation of the attachment term in [1] and the situation \( p \in H \) arises for a large class of attachment term. The Hamiltonian system
\[
\begin{align*}
(9a) \quad \partial_q H(p_t, q_t) &= -p_t(\cdot) \int_{S_1} \partial_1 k(q_t(\cdot), q_t(s))p_t(s)ds, \\
(9b) \quad \partial_p H(p_t, q_t) &= \int_{S_1} k(q_t(\cdot), q_t(s))p_t(s)ds,
\end{align*}
\]
has solutions for all time for any initial conditions \( (p_0, q_0) \in H^2 \).

A simple though important remark is

**Remark 1.** The ODE [1] conserves the common structure of \( p \) and \( q \): i.e. if \( p \) and \( q \) are both constant (in space) on an interval (resp. a measurable set on \( S_1 \)) then the solution \( (p, q) \) will be constant on this interval (resp. on this measurable set).

The consequence of this remark is that the landmark case is a special case of the ODE [1]. Consider the \( n \)-dimensional subspace of \( H \) for \( n \geq 1 \), \( H_n = \text{Span}_{i \in [0, n-1]} \{ \frac{1}{n+1} \} \), then \( H_n \) is one candidate to describe the trajectories of \( n \) landmarks, taking initial conditions \( (p_0, q_0) \in H_n \times H_n \). It gives also a convergence property by the continuity of solutions of a Lipschitz ODE system. With stronger assumptions on the convergence of \( q^n \) but still the same assumption on the convergence for \( p^n \), we obtain strong convergence of \( q^n \).

**Proposition 1.** Let \( (p_0^n, q_0^n) \in H_n \times H_n \) be initial conditions for the system [9] with \( \lim_{n \to \infty} (p_0^n, q_0^n) = (p, q) \) then, the solutions \( (p^n, q^n) \) converge in \( H \times H \) to \( (p, q) \) uniformly for \( t \) in a compact set. If we assume in addition that \( \lim_{n \to \infty} \| q^n - q \|_\infty = 0 \) then \( \lim_{n \to \infty} \| q^n - q_t \|_\infty = 0 \) uniformly for \( t \) in a compact set.

**Proof.** The first point is the direct application of the continuity theorem for the Banach fixed point theorem with parameter. The second point is a consequence of the first one: since
\[
\| v \circ q_n \circ v \circ q_1)_1 \leq |d_v|_{L^\infty} \| q_n \circ q_1 \|_2 \leq K \| v \|_{L^\infty} \| q_n \circ q_1 \|_2,
\]

it implies that \( p_n \circ q_n \) is bounded in \( V \) and it is weakly convergent to \( p \circ q \). Then the convergence in \( V \) and Assumption [1] implies the convergence in \( L^\infty \) uniformly for \( t \) in a compact set.

3. The Stochastic Model for Landmarks

The simplest perturbation of the deterministic Hamiltonian equations to obtain a second-order stochastic model is the addition of a white noise in the momentum equation. Closely related to splines on shape spaces introduced in [20], this stochastic model is also presented but only in the finite-dimensional case.

\[
\begin{align*}
(11a) \quad dp_t &= -\partial_q H(p_t, q_t)dt + \varepsilon dB_t, \\
(11b) \quad dq_t &= \partial_p H(p_t, q_t)dt.
\end{align*}
\]

Here, \( \varepsilon \) is a positive real parameter and \( B_t \) is a Brownian motion on \( \mathbb{R}^d \) and we can think of the kernel as a diagonal kernel, for instance the Gaussian kernel or the Cauchy kernel (which verify hypothesis \((H1)\) and \((H2)\)). To study this SDE, we will use the Itô stochastic integral. From the theorem of existence and uniqueness of solutions of stochastic differential equation under the condition of linear growth, we can
work on the solutions of such equations for a large range of kernels. However in our case the Hamiltonian is quadratic, and the classical results for existence and uniqueness of stochastic differential equations only prove that the solution is locally defined. In the deterministic case, the Hamiltonian which represents the energy of the system remains constant along the geodesic paths. By controlling the Hamiltonian of the stochastic system, we will prove that the solutions are defined for all time.

First remark that if $x \in \mathbb{R}^d$ and $\alpha \in \mathbb{R}^d$ then
\begin{equation}
\langle \alpha, k(x, x) \alpha \rangle_{\mathbb{R}^d} \leq K^2 |\alpha|_{\mathbb{R}^d}^2.
\end{equation}

Now we introduce the stopping times defined as follows: let $M > 0$ be a constant and
\begin{equation}
\tau_M = \{ t \geq 0 \mid \max(\|q_t\|, \|p_t\|) \geq M \},
\end{equation}
let also $\tau_\infty = \lim_{M \to \infty} \tau_M$ be the explosion time.

Differentiating $H(p_t \wedge \tau_M, q_t \wedge \tau_M)$ with respect to $t$, we get on $(t < \tau_M)$:
\begin{equation}

dH(t) = \partial_q H(p_t, q_t) dq_t + \partial_p H(p_t, q_t) dp_t + \frac{\varepsilon^2}{2} \sum_{i=1}^{n} \text{tr}(k(q_i(t), q_i(t))) dt.
\end{equation}

In the deterministic case the Hamiltonian is constant, whereas the stochastic perturbation gives
\begin{equation}
\int_0^{T \wedge \tau_M} dH(t) = \int_0^{T \wedge \tau_M} \varepsilon \partial_p H(p_t, q_t) dB_t + \int_0^{T \wedge \tau_M} \frac{\varepsilon^2}{2} \sum_{i=1}^{n} \text{tr}(k(q_i(t), q_i(t))) dt,
\end{equation}
\begin{equation}
E[H(p_T \wedge \tau_M, q_T \wedge \tau_M)] \leq H(0) + E(\frac{\varepsilon^2}{2} \int_0^T \sum_{i=1}^{n} \text{tr}(k(q_i(t), q_i(t))) dt) \leq H(0) + (K \varepsilon)^2 \int_0^T \sum_{i=1}^{n} \text{tr}(k(q_i(t), q_i(t))) dt.
\end{equation}

Now, we aim at controlling $q_t \wedge \tau_M$ using the control on $dq_t$ given by $|\partial_p H(p_t, q_t)|_{\infty} \leq K \sqrt{H(p_t, q_t)}$:
\begin{equation}
|q_{\tau_M \wedge t}| \leq |q_0| + \int_0^{\tau_M \wedge t} KH(p_s, q_s)^{1/2} ds \leq |q_0| + \int_0^{\tau_M \wedge t} KH(p_s \wedge \tau_M, q_s \wedge \tau_M)^{1/2} ds
\end{equation}
\begin{equation}
\leq A_t \doteq |q_0| + \int_0^{\tau_\infty \wedge t} KH(p_s \wedge \tau_\infty, q_s \wedge \tau_\infty)^{1/2} ds.
\end{equation}

However, $0 \leq A_t \ P \text{ a.s.}$ and by monotone convergence theorem (recall that $H$ is non-negative),
\begin{equation}
E(A_t) = \lim_{M \to \infty} (|q_0| + E \left( \int_0^{\tau_M \wedge t} KH(p_s \wedge \tau_M, q_s \wedge \tau_M)^{1/2} ds \right)).
\end{equation}

Also,
\begin{equation}
E \left( \int_0^{t \wedge \tau_M} H(p_s \wedge \tau_M, q_s \wedge \tau_M)^{1/2} ds \right) \leq E \left( \int_0^{t} H(p_s \wedge \tau_M, q_s \wedge \tau_M)^{1/2} ds \right)
\end{equation}
\begin{equation}
\overset{\text{Fub.}}{=} \int_0^{t} E \left( H(p_s \wedge \tau_M, q_s \wedge \tau_M)^{1/2} ds \right) \overset{\text{Jen.}}{\leq} \int_0^{t} E \left( H(p_s \wedge \tau_M, q_s \wedge \tau_M)^{1/2} ds \right)
\end{equation}
\begin{equation}
\overset{\text{CS+}[1]}{\leq} \sqrt{t} \left( \int_0^{t} (H(0) + (K \varepsilon)^2 n ds) ds \right)^{1/2}.
\end{equation}

We deduce
\begin{equation}
E(A_t) \leq |q_0| + K \sqrt{t} \left( \int_0^{t} (H(0) + (K \varepsilon)^2 n ds) ds \right)^{1/2} < \infty \text{ and } A_t < \infty \ P \text{ a.s.}
\end{equation}
and as a consequence
\begin{equation}
\limsup_{M \to \infty} |q_t \wedge \tau_M| < +\infty \ P \text{ a.s.}
\end{equation}

We also control the evolution equation of the momentum as follows,
\begin{equation}
|p_{t \wedge \tau_M}| \leq \int_0^{t \wedge \tau_M} |\partial_q H(p_s, q_s)| ds + |p_0 + \int_0^{t \wedge \tau_M} \varepsilon dB_s|.
\end{equation}

Now we use the assumption [1] to control $|\partial_q H(p, q)|$:
\begin{equation}
|\partial_q H(p, q)| \leq |p||dv(q)| \leq K|p|H^{1/2}.
\end{equation}
We rewrite inequality (15) and we use Gronwall’s Lemma to get:
\[
|p_{t \wedge \tau_M}| \leq \int_0^{t \wedge \tau_M} K|p_s| H(p_s, q_s)^{1/2} ds + |p_0 + \int_0^{t \wedge \tau_M} \varepsilon dB_s|,
\]
\[
|p_{t \wedge \tau_M}| \leq \left( |p_0| + \sup_{u \leq t} |\int_0^{u \wedge \tau_M} \varepsilon dB_s| \right) e^{\int_0^{t \wedge \tau_M} K H(p_s, q_s)^{1/2} ds},
\]
\[
|p_{t \wedge \tau_M}| \leq \left( |p_0| + \sup_{u \leq t \wedge \tau_M} |\int_0^{u} \varepsilon dB_s| \right) e^{\int_0^{t \wedge \tau_M} K H(p_s, q_s)^{1/2} ds}.
\]

The first term on the right-hand side \(|p_0| + \sup_{u \leq t \wedge \tau_M} |\int_0^{u}\varepsilon dB_s|\) is bounded by \(|p_0| + \sup_{u \leq t} |\int_0^{u}\varepsilon dB_s| < \infty P\ a.s.\) and with inequality (15) we have that
\[
e^{\int_0^{t \wedge \tau_M} K H(p_s, q_s)^{1/2} ds} < \infty P\ a.s.
\]

Since on \((\tau_\infty \leq t)\) one has
\[
\lim_{M \to \infty} \max(\|q_{t \wedge \tau_M}\|, |p_{t \wedge \tau_M}|) = \lim_{M \to \infty} |p_t| = \infty,
\]
we deduce \(P(\tau_\infty \leq t) = 0\) and \(\tau_\infty = +\infty\) almost surely.

We have proven for the case \(\varepsilon(p, q) = \varepsilon Id,\)

**Proposition 2.** Under assumption 2 and if \(\varepsilon : \mathbb{R}^n \times \mathbb{R}^n \mapsto L(\mathbb{R}^n)\) is a Lipschitz and bounded function, the solutions of the stochastic differential equation defined by
\[
dp_t = -\partial_q H(p_t, q_t)dt + \varepsilon(p_t, q_t)dB_t
\]
do not blow up in finite time a.s.

**Proof.** To extend the proof to the case when \(\varepsilon\) is a Lipschitz and bounded function of \(p\) and \(q\), we just prove that the preceding inequalities are still valid.

First, thanks to the Lipschitz property of \(\varepsilon\) the solutions are still defined locally. The Itô formula now reads, on \((t < \tau_M)\)
\[
dH(t) = \partial_x H(p_t, x_t)dx_t + \partial_p H(p_t, x_t)dp_t + \frac{1}{2} \text{tr}(\varepsilon^T(p_t, x_t)k_x \varepsilon(p_t, x_t))dt.
\]

where \(k_x\) is block matrix defined by \(k_x = [k(x_i, x_j)]_{i,j \leq n}\).

We still have the inequality (14) with
\[
\text{tr}(\varepsilon^T(p_t, x_t)k_x \varepsilon(p_t, x_t)) \leq (Knd|\varepsilon|_\infty)^2
\]
if \(|\varepsilon(p, x)|^2 \leq |\varepsilon|^2|w|^2\) where \(|\varepsilon|_\infty\) denotes the supremum norm. Indeed, if \((e_i)_{i \in [1, nd]}\) the canonical basis of \(\mathbb{R}^n\), denoting \(\varepsilon \equiv \varepsilon(x, p)\), we have
\[
\text{tr}(\varepsilon^T k_x \varepsilon) = \sum_{i=1}^{nd} \langle \varepsilon(e_i), k_x \varepsilon(e_i) \rangle \leq \lambda_{k_x}^* \sum_{i=1}^{nd} \langle e_i, e_i \rangle,
\]
where \(\lambda_{k_x}^*\) is the largest eigenvalue of \(k_x\). We have \(\lambda_{k_x}^* \leq \text{tr}(k_x) = \sum_{i=1}^{n} \text{tr}(k(x_i, x_i))\) and using \(\text{tr}(k(x_i, x_i)) \leq d \lambda_{k_x}^* \leq dK^2\) so that \(\lambda_{k_x}^* \leq K^2 nd\). Hence,
\[
\text{tr}(\varepsilon^T k_x \varepsilon) \leq K^2 nd \sum_{i=1}^{nd} |\varepsilon|^2 \leq (Knd|\varepsilon|_\infty)^2.
\]

Thus we get,
\[
\int_0^{T \wedge \tau_M} dH(t) \leq \int_0^{T \wedge \tau_M} \langle \partial_p H(p_t, x_t), \varepsilon(p_t, x_t)dB_t \rangle + \int_0^{T \wedge \tau_M} \frac{(Knd|\varepsilon|_\infty)^2}{2} dt,
\]
\[
E[H(T \wedge \tau_M)] \leq H(0) + E\left(\frac{(Knd|\varepsilon|_\infty)^2}{2} T \wedge \tau_M\right) \leq H(0) + (Knd|\varepsilon|_\infty)^2 T,
\]
and all the remaining inequalities follow easily with the control on \(H\) and the bound on \(\varepsilon\). \(\square\)
The first comment is that this model perturbs as expected the trajectories of the deterministic system and the model provides realistic evolutions for biological shapes contrary to Kunita flows. When $\varepsilon \to 0$, the solutions of the system (17) converge to the corresponding geodesic $\varepsilon = 0$. The first simulation in figure Fig. 3 represents the geodesic evolution of a template (40 equidistributed points on the white unit circle) to the target (40 points on the white ellipse deduced of the initial points with affine transformation), the color change from blue to red represents the time evolution from 0 to 1. The kernel is a Gaussian kernel of width 1.0. The other three simulations are perturbations of this geodesic evolution in which we progressively increase the standard deviation of the white noise from $\varepsilon = 0.9$ to 1.7 and 3.5. Remark that we have normalized the noise by dividing with the square root of $n = 40$ as it will be suggested by extension to the infinite-dimensional case. It means that the total variance of the noise in the system is equal to $d\varepsilon^2$ where $d$ is the dimension of the ambient space ($d = 2$).

The relative smoothness in time is evident in comparison to the simulations of the first order stochastic model.

3.1. Toward the stochastic extension. Back to the stochastic Hamiltonian system, a natural limit of the system (11) appears when increasing the number of landmarks: roughly speaking the energy of the noise should be kept constant. Therefore the Brownian motion in the system (11) could be interpreted as the projection of a cylindrical Brownian motion on $L^2(S_1, \mathbb{R}^2)$. A white noise on the particles can be extended to a white noise on the parameterization of the shape. However we would like to deal with more general noise than the white noise related to that particular parameterization, this is the reason why a general variance term will be studied.

Let us first discuss this extension from a heuristic point of view.
We give a short definition of the white noise on $H = L^2(S_1, \mu, \mathbb{R}^2)$ with $\mu$ the Lebesgue measure. We will come back to this definition later on.

\footnote{\textsuperscript{1}We used a simple Euler scheme to simulate the SDE}
Definition 1. Let \((B^i)^{+\infty}_{i=0}\) be a family of independent real valued Brownian motions and \((\varepsilon^i)^{+\infty}_{i=0}\) an orthonormal and complete basis of \(H\). The process \(B_t = \sum_{i=0}^{+\infty} B^i_t \varepsilon^i\) is called a cylindrical Brownian motion on \(H\).

Our approach leads to the following equations,

\begin{align}
(17a) \quad dp_t &= -[p_t \int_{S_1} \partial_1 k(q_t, q_t(s)) p_t(s) ds] dt + \varepsilon dB_t, \\
(17b) \quad dq_t &= \int_{S_1} k(q_t, q_t(s)) p_t(s) ds dt.
\end{align}

There are important issues to be discussed in the structure of this stochastic system. We study these Hamiltonian equations \((17)\) with \(q \in Q\) and \(p \in P\) for \(P\) and \(Q\) some undefined Hilbert spaces. This study will provide us with some informations on suitable spaces to develop our approach.

We want \(Q\) to contain a large set of piecewise constant functions to account for the landmark case as described above for any number of particles.

Property 1. Piecewise constant (at least for a large range of partitions of \(S_1\) in intervals) functions are contained in \(Q\) such that the case of landmark can be treated within this space.

To properly define the term \(\int_{S_1} k(., q_t(s)) p_t(s) ds\) in equation \((17b)\), we can add these two following hypothesis

Property 2. \(P\) and \(Q\) are dual and we have the injections

\[ Q \hookrightarrow L^2 \hookrightarrow P. \]

Property 3.

If \(K\) is a smooth function, \(f \in Q \mapsto K \circ f \in Q\) is locally Lipschitz.

Now the term \(\int_{S_1} k(., q_t(s)) p_t(s) ds\) is well defined by \(k_q p(,) \equiv (p, k(., q))_{P,Q}\). If \(k_q p(,)\) is sufficiently smooth, then the last property gives a sense to \((17b)\):

\[ dq_t = k_q p \circ q dt. \]

Let us study equation \((17a)\) which can be rewritten as

\[ dp_t = -p_t (dv_q \circ q) dt + \varepsilon dB_t, \]

with \(dv_q(,) \equiv (p, \partial_1 k(., q))_{P,Q}\). If this map is smooth enough, \(dv_q \circ q \in Q\) thanks to property \(3\). To give a sense to \(p(dv_q \circ q) \in P\), we ask for the following

Property 4. \(Q\) is an algebra, the multiplication is continuous for the norm on \(Q\).

Indeed if \(p \in Q\) and \(q_0 \in Q\), then we can define \(p.q_0 \in P\) defined by:

\[ (p.q_0, q)_{P,Q} = (p, q_0 q)_{P,Q}, \]

the right-hand term being continuous w.r.t. \(q\) since the product is continuous. Finally the noise term should belong to \(P\) as follows,

Property 5. The paths of the cylindrical Brownian motion \(t \mapsto B_t\) lie almost surely in \(C([0, T], P)\) for all \(T > 0\).

This last property ends to give a sense to equation \((17a)\).

This set of conditions is a guide to get a proper space to prove the results. It is well known that \(H^1(S_1)\) satisfies all these properties but it does not contain piecewise constant functions. We will present in the next section a candidate for \((P, Q)\) that fulfills all the previous properties in any dimension (curves, surfaces, ...).

Once the system is well-posed, the other issue to be discussed is the existence of solutions to this stochastic system on \(P, Q\) and the convergence of the projections (landmark case) to the infinite-dimensional case. As we want to be slightly more general on the noise term, we will tackle the case when

\[ \varepsilon : P \times Q \mapsto L(P) \]

is Lipschitz and bounded which would be a natural extension of proposition \(2\).
4. The Hilbert spaces $F_s = Q$ and $F_{-s} = P$

In this section, we present the spaces $P, Q$ that verify all the properties of subsection 3.1. At first sight, we could think about a Sobolev space on the Haar basis. Hopefully the properties we need would be verified. However, it is not convenient to work with Sobolev spaces on the Haar basis to prove the Lipschitz property of the composition with a smooth function. This is our motivation to slightly modify this space by defining the space $F_s = Q$ for $s > 0$ and $F_{-s} = P$ which are well suited to easily obtain the required properties of subsection 3.1.

Recall that $H = L^2(S_1, \mathbb{R})$, we consider the Haar orthonormal basis with $\psi_0(x) = \chi_{[0, \frac{1}{2}]} - \chi_{[\frac{1}{2}, 1]}$ and $\psi_{n,k}(x) = 2^n \psi_0 \left( 2^n(x - \frac{k}{2^n}) \right)$ for $n \geq 1$ and $0 \leq k \leq 2^n - 1$ and the constant function $\psi_{-1,0} := 1$.

We define the Haar coefficients of a function $f \in H$ by

$$f_{n,k} = \langle f, \psi_{n,k} \rangle_H,$$

for $n \in [-1, +\infty)$ and $k \in A_n \doteq [0, 2^n - 1]$ if $n \geq 0$ and $A_{-1} \doteq \{0\}$.

Let us start with a simple remark.

**Remark 2.** Let $g \in L^\infty(S_1, \mathbb{R})$ be a function, we have

$$|g_{n,k}| \leq |g|_\infty |\psi_{n,k}|_{L^1} = 2^{-\frac{n}{2}} |g|_\infty.$$

**Definition 2.** We define $H_s = \{ f \in H : |f|^2_{H_s} = \sum_{n=-1}^{\infty} \sum_{k \in A_n} 2^{ns} |f_{n,k}|^2 < +\infty \}$, with $s \geq 0$ a nonnegative real number. For $s < 0$, we define $H_s$ as the dual of $H_{-s}$.

We study some properties of an element in this Hilbert space.

**Proposition 3.** An element $f \in H_s$ for $s > 1$ is continuous in every $x \in [0,1]$ which is not a dyadic number, more precisely, if $a = \frac{2k+1}{2^{n+1}}$ with an integer $k$ such that $2k + 1 \in [0, 2^n - 1]$ and $(x,y) \in B(a, \frac{1}{2^{n+1}})^2$, then with $C_s^2 = \sum_{i=0}^{+\infty} 2^{-i(s-1)} = \frac{2^{s-1}}{2^{s-1} - 1}$

$$|f(x) - f(y)| \leq C_s \frac{2}{2^n (\frac{s-1}{2^n})} |f|_{H_s}.$$

**Proof.** We define for $x \in [0,1]$ and $n \geq -1$,

$$A_{x,n} = \{ k \in A_n \mid x \in \text{Supp}(\psi_{n,k}) \}.$$

Remark that for each $n$ there exists one and only one $k$ in $A_{x,n}$. We will use this remark in the next inequalities. Also, the difference $|f(x) - f(y)|$ does not involve terms in the sequence that are constant on the ball $B(a, \frac{1}{2^{n+1}})$, thus we have with Cauchy-Schwarz inequality and using the remark 2,

$$|f(x) - f(y)| \leq \sum_{l \geq n} \left( \sum_{k \in A_{x,l}} |f_{l,k}| 2^{\frac{s}{2}} + \sum_{k \in A_{y,l}} |f_{l,k}| 2^{\frac{s}{2}} \right),$$

$$|f(x) - f(y)| \leq 2 |f|_{H_s} \sqrt{\sum_{l \geq n} 2^{-l(s-1)}},$$

$$|f(x) - f(y)| \leq C_s \frac{2}{2^n (\frac{s-1}{2^n})} |f|_{H_s},$$

which is the result.

**Remark 3.** This proof gives also that the sup norm is bounded by the $H_s$ norm for $s > 1$:

$$|f|_\infty \leq C_s |f|_{H_s}.$$

Now, we introduce the suitable Hilbert space $F_s$.

**Definition 3.** We define the Hilbert space for $s \geq 0$,

$$F_s = \{ f \in H : |f|^2 = \int_0^1 f^2 \, dx + \sum_{n,k} 2^{ns-1} \int_{I_{n,k}} |f(x + \frac{1}{2^{n+1}}) - f(x)|^2 \, dx < \infty \},$$

with $I_{n,k} = [\frac{k}{2^n}, \frac{k}{2^n} + \frac{1}{2^{n+1}}]$. Its dual is denoted by $H_{-s}$.
We need to go further by proving that the composition is locally Lipschitz if

Proof. To see this fact, we apply the Cauchy-Schwarz inequality

\[ f_{n,k}^2 = 2^n \left( \int_{I_{n,k}} f(x + \frac{1}{2n+1}) - f(x) dx \right)^2, \]

\[ f_{n,k}^2 \leq \frac{1}{2} \int_{I_{n,k}} |f(x + \frac{1}{2n+1}) - f(x)|^2 dx. \]

Moreover,

\[ \left( \int_{S_1} f(x) dx \right)^2 \leq \int_{S_1} f(x)^2 dx, \]

so that we have \(|f|_{H^s} \leq |f|_{F_s}|. \]

We want our space to be big enough to contain usual functions. In the following, we prove that \(F_s\) contains Lipschitz functions for \(s < 2\) and also, if \(s < 2\):

\[ \text{Lip}_{dya(S_1)} = \{ f \in L^2(S_1, \mathbb{R}) | \exists n, f|_{I_{n,k}} \in \text{Lip}(I_{n,k}, \mathbb{R}) \forall k \in [0, 2^n - 1] \} \subset F_s. \]

This fact is important since it means that we can deal with a wide range of shapes in this space.

**Proposition 5.** If \(s < 2\), \(F_s\) contains piecewise Lipschitz functions,

\[ \text{Lip}_{dya(S_1)} \subset F_s. \]

Proof. Let \(f \in \text{Lip}(S_1, \mathbb{R})\) be a Lipschitz function and \(M\) be its Lipschitz constant. Then we have

\[ 2^{ns-1} \int_{I_{n,k}} |f(x + \frac{1}{2n+1}) - f(x)|^2 dx \leq \frac{M2^{ns-1}}{2^{3n+3}}, \]

so that if \(s < 2\), \(f \in F_s). \]

The following proposition is needed to ensure the stability of our stochastic system. For example, if \(G\) is Lipschitz and bounded, the growth of \(G \circ f\) is linear:

**Proposition 6.** If \(s > 1\), \(G\) a real Lipschitz function and \(f \in F_s\), then \(G \circ f \in F_s\) and also,

\[ |G \circ f|_{F_s} \leq \text{Lip}(G)|f|_{F_s} + |G \circ f|_{L^2}, \]

\[ |G \circ f|_{F_s} \leq \text{Lip}(G)|f|_{F_s} + |G(0)|. \]

with \(\text{Lip}(G)\) the Lipschitz constant for \(G\).

Proof. Applying the Lipschitz property we have,

\[ \int_{I_{n,k}} |G \circ f(x + \frac{1}{2n+1}) - G \circ f(x)|^2 dx \leq \int_{I_{n,k}} \text{Lip}(G)^2 |f(x + \frac{1}{2n+1}) - f(x)|^2 dx, \]

then,

\[ |G \circ f|_{F_s}^2 - |G \circ f|_{L^2}^2 \leq \text{Lip}(G)^2 (|f|_{F_s}^2 - |f|_{L^2}^2). \]

Since for any couple \((a, b)\) of nonnegative real numbers \(a^2 + b^2 \leq (a + b)^2\), we have the first inequality.

The second inequality is the application of inequality (20) to the function \(g = G \circ f - G(0)\) using the inequality \(|g|_{L^2} \leq \text{Lip}(G)|f|_{L^2}\). \]

We need to go further by proving that the composition is locally Lipschitz if \(G'\) is Lipschitz.

**Proposition 7.** If \(s > 1\), \(G\) a real \(C^1\) function such that \(G'\) is locally Lipschitz then, for any \(r > 0\) there exists \(M > 0\) such that

\[ |G \circ f_1 - G \circ f_2| \leq M|f_1 - f_2|, \]

if \((f_1, f_2) \in B(0, r)^2\). If \(G'\) and \(G''\) are bounded then the Lipschitz constant \(M\) has linear growth,

\[ M \leq \sqrt{2}(|G'|_{\infty} + 3C_s r|G''|_{\infty}). \]
Proof. For notation convenience, we will denote by for \( i = 1, 2 \) and \( \delta > 0 \),
\[
\Delta f_i(x) = f_i(x + \delta) - f_i(x).
\]

We will control the quantity
\[
\int_{I_{a,b}} |(G \circ f_1 - G \circ f_2)(x + \frac{1}{2n+1}) - (G \circ f_1 - G \circ f_2)(x)|^2 dx.
\]

We will divide by \( \Delta f_1 \), it is permitted in this situation, since we can extend the definition with the equation \([22]\). Let \( a \leq b \) be two real valued numbers. We have, with \( \mu \) the Lebesgue measure
\[
\int_a^b |\Delta(G \circ f_1 - G \circ f_2)|^2 d\mu \leq 2 \int_a^b \left| \frac{\Delta(G \circ f_1)}{\Delta f_1} \Delta f_1 - \frac{\Delta(G \circ f_2)}{\Delta f_2} \Delta f_2 \right|^2 d\mu + 2 \int_a^b \left( \sup_{|y| \leq C_s^r} |G''(y)||\Delta f_1 - \Delta f_2|^2 \right) d\mu.
\]

Observe that the second term can be bounded easily:
\[
\int_a^b \left| \frac{\Delta(G \circ f_1)}{\Delta f_1} \Delta f_1 - \frac{\Delta(G \circ f_2)}{\Delta f_2} \Delta f_2 \right|^2 d\mu \leq \int_a^b \left( \sup_{|y| \leq C_s^r} |G''(y)||\Delta f_1 - \Delta f_2|^2 \right) d\mu,
\]

and we have the Lipschitz property on this term. Now we bound the first term. Remark that
\[
\frac{\Delta(G \circ f_i)}{\Delta f_i}(x) = \int_0^1 G'(t\Delta f_i(x) + f_i(x)) dt,
\]

we get,
\[
\left| \frac{\Delta(G \circ f_1)}{\Delta f_1} - \frac{\Delta(G \circ f_2)}{\Delta f_2} \right| \leq \int_0^1 \sup_{|y| \leq 3C_s^r} |G''(y)||t\Delta f_1 - f_1| + f_1 - f_2|_{\infty} dt.
\]

Since for \( |t| \leq 1 \), \( |t\Delta f_1 - f_1| - f_2|_{\infty} \leq 3|f_1 - f_2|_{\infty} \leq 3C_s|f_1 - f_2|_{F_1} \), we obtain,
\[
\left| \frac{\Delta(G \circ f_1)}{\Delta f_1} - \frac{\Delta(G \circ f_2)}{\Delta f_2} \right| \leq \sup_{|y| \leq 3C_s^r} |G''(y)||2C_s|f_1 - f_2|_{F_1}.
\]

Back to the inequality \([21]\), we obtain
\[
\int_a^b |\Delta(G \circ f_1 - G \circ f_2)|^2 dx \leq \int_a^b \left( \sup_{|y| \leq C_s^r} |G'(y)||\Delta f_1 - \Delta f_2|^2 \right) d\mu + 2 \int_a^b \left( \sup_{|y| \leq 3C_s^r} |G''(y)||3C_s|f_1 - f_2|_{F_1} \right)^2 |\Delta f_1|^2 d\mu.
\]

Remark also that on the \( L^2 \) norm, applying the Lipschitz property,
\[
|G \circ f_1 - G \circ f_2|_{L^2} \leq \sup_{|y| \leq C_s^r} |G'(y)|^2 |f_1 - f_2|_{L^2}^2.
\]

We get the result,
\[
|G \circ f_1 - G \circ f_2|_{F_1}^2 \leq 2 \left( \sup_{|y| \leq C_s^r} |G'(y)|^2 + \sup_{|y| \leq 3C_s^r} |G''(y)||3C_s|f_1 - f_2|_{F_1}^2 \right) |f_1 - f_2|_{F_1}^2.
\]

To be more precise in the proposition, we obtain the following inequality on the Lipschitz constant of the composition on every \( F_1 \) ball of radius \( r > 0 \):
\[
(23) \quad M \leq \sqrt{2 \left( \sup_{|y| \leq C_s^r} |G'(y)|^2 + 2 \sup_{|y| \leq 3C_s^r} |G''(y)||3C_s^r|f_1 - f_2|_{F_1}^2 \right)}.
\]

The linear growth of the Lipschitz constant is the direct application of this inequality. \( \square \)

**Proposition 8.** Let \( K : \mathbb{R}^j \rightarrow \mathbb{R} \) be a \( C^1(\mathbb{R}^n, \mathbb{R}) \) function with \( K' \) locally Lipschitz, \( s > 1 \), then \( (f_1, \ldots, f_j) \in (F_s)^j \rightarrow K(f_1, \ldots, f_j) \in F_s \) is Lipschitz on every bounded ball.

We do not give the details of the proof of this proposition since it is a particular case of a generalization of this proposition which will be stated in proposition \([13]\). A direct consequence of this proposition is that \( F_s \) is an algebra. In the next proposition, we give an explicit bound for the continuity of the multiplication. Even if it is a direct application of the last proposition, we can give a better bound.
**Proposition 9.** The product in $F_s$ is continuous for $s > 1$ and,

$$|fg|_{F_s} \leq 2C_s |f|_{F_s} |g|_{F_s}.$$ 

**Proof.** First we bound the $L^2$ norm

$$|fg|_{L^2}^2 \leq |f|_{L^2}^2 |g|_{L^2}^2,$$

$$|fg|_{L^2}^2 \leq C_s^2 |f|_{F_s}^2 |g|_{F_s}^2.$$ 

Now with the inequality

$$|\Delta (fg)|^2 \leq 2(|g|_{L^2}^2 |\Delta f|^2 + |f|_{L^2}^2 |\Delta g|^2),$$

we obtain the result $|fg|_{F_s}^2 \leq 4C_s^2 |f|_{F_s}^2 |g|_{F_s}^2$. \qed

The first natural generalization in two dimensions of $H_s$ is the tensor product $H_s \otimes H_{s'}$. We could do the same for $F_s$ but we prefer a slightly different definition of a space $F_{s,s'}$ (Although it turns to define exactly the tensor product $F_s \otimes F_{s'}$). We will take advantage of this definition to extend the composition property.

**Definition 4.** Let $(s,s')$ be two positive real numbers, the space $F_{s,s'} \subset L^2(T_2)$ is defined by

$$F_{s,s'} = F_{s}(S_1,F_{s'}),$$
in the following sense with $I_{n,k} = \left[\frac{k}{2n+1}, \frac{k+1}{2n+1}\right],$

$$|f|_{F_{s,s'}}^2 = \int_{S_1} |f|_{F_{s'}}^2 \, dx + \sum_{n,k} 2^{ns-1} \int_{I_{n,k}} |f(x + \frac{1}{2n+1})(\cdot) - f(x)(\cdot)|_{F_{s'}}^2 \, dx < \infty.$$ 

**Remark 4.** This definition can be rewritten in a more explicit form,

$$F_{s,s'}(T) = \{ f \in L^2(T) \mid |f|_{F_{s,s'}}^2 = \int_{S_1} |f(x,\cdot)|_{F_{s'}}^2 \, dx + \int_{S_1} |f(\cdot,y)|_{F_{s'}}^2 \, dy + \sum_{n,k,n',k'} 2^{ns+ns'-2} \int_{I_{n,k}} \int_{I_{n',k'}} |\Delta_{1,n} f|_{F_{s'}}^2 \, dx \, dy < \infty \},$$

with $\Delta_{1,n} f = f(x + \frac{1}{2n+1},y) - f(x,y)$ and $\Delta_{2,n} f = f(x,y + \frac{1}{2n+1}) - f(x,y)$. 

In what follows, we will denote $\mathbb{C}_2^{(n,k),(n',k')} := \int_{I_{n,k}} \int_{I_{n',k'}} |\Delta_{2,n} f|_{F_{s'}}^2 \, dx \, dy$.

As in the one-dimensional case, the injection $F_{s,s'} \hookrightarrow H_{s,s'}$ would be again a straightforward application of Cauchy-Schwarz inequality. However we provide a different proof using the following proposition:

**Proposition 10.** As defined in 4, we have

$$F_{s,s'} = F_s \otimes F_{s'},$$

and as a consequence, $F_{s,s'} \hookrightarrow H_{s,s'}$.

Remark that the identification is here allowed since each of the two spaces are $L^2$ subspaces.

**Proof.** Let $(n,k),(n',k')$ be two couples of integers, then $(\phi_{n,k} \otimes \psi_{n',k'})_{(n,k),(n',k')}$ is an orthonormal Hilbert basis in $F_s \otimes F_{s'}$ by the definition. From the remark 4, this is also true in $F_{s,s'}$. If $u \otimes v \in F_s \otimes F_{s'}$, then

$$|u \otimes v|_{H_{s,s'}} = |u|_{H_s} |v|_{H_{s'}} \leq |u|_{F_s} |v|_{F_{s'}},$$

and the second assertion is verified. \qed

Now we prove that if $f$ is sufficiently smooth then $f$ belongs to $F_{s,s'}$. It requires to control one more derivative than in the one-dimensional case.

**Proposition 11.** Let $f$ be a $C^1$ function such that $y \rightarrow \partial_1 f(x,y)$ is Lipschitz uniformly in the first variable $x$, then $f \in F_{s,s'}$ for $s < 2$ and $s' < 2$. 

Proof. We will denote by \( \text{Lip}_{1,2} \) the Lipschitz constant in the second variable of \( \partial_1 f \). We need to estimate the integrals detailed in \([24]\), we will denote by \( c_{(n,k),(n',k')} \) each integral. Using the Lipschitz property, we have

\[
|\Delta_{2,n'}(\Delta_{1,n}f)| \leq \int_x^{x+\frac{1}{2n+1}} |\partial_1 f(u,y + \frac{1}{2n+1}) - \partial_1 f(u,y)| \, du \leq \text{Lip}_{1,2} 2^{-(n'+n+2)}.
\]

Then, we have

\[
c_{(n,k),(n',k')} = \int_{I_{n,k}} \int_{I_{n',k'}} |\Delta_{2,n'}(\Delta_{1,n}f)|^2 \, dx \, dy \leq \text{Lip}_{1,2}^2 2^{-3(n'+n+2)},
\]

Summing up on \((k,k')\), we get that

\[
\sum_{(n,k),(n',k')} 2^{ns+n's'-2} c_{(n,k),(n',k')} \leq \sum_{(n,k),(n',k')} \text{Lip}_{1,2}^2 2^{n(s-3)+n'(s'-3)-8},
\]

\[
\leq \sum_{n,n'} \text{Lip}_{1,2}^2 2^{n(s-2)+n'(s'-2)-8}.
\]

In the equation \([25]\), the right-hand side converges if \( s < 2 \) and \( s' < 2 \). To conclude the proof, the first two terms in the \( F_{s,s'} \) norm according to the formula \([24]\) are well defined thanks to the proposition \([5]\) which requires \( s < 2 \) and \( s' < 2 \).

**Remark 5.** Again, any function for which there exists a finite dyadic partition of \( T \) such that the restriction of \( f \) on each domain of the partition satisfies the condition in the proposition \([17]\) belongs to \( F_{s,s'} \).

Next, we will state the relevant inequalities to prove the needed properties. At this point, it is worthwhile to generalize a little the spaces we introduced in order to extend our results to any dimension. Observe that \( F_s \) is a Hilbert algebra of functions. A way to generalize our result is to study \( F_s(S_1,F) \) where \( F \) is a Hilbert space of functions which is also an algebra. Although we could be more general, we will assume further that \( F \subset L^2(T_n) \) where \( T_n \) is the \( n \)-dimensional torus: \( T_n = \mathbb{R}^n / \mathbb{Z}^n \). As in the previous definition,

**Definition 5.** Let \( s > 0 \) be a positive real number, the space \( F_s(F) \) is by

\[
F_s(F) = F_s(S_1,F),
\]

in the following sense:

with \( I_{n,k} = [\frac{k}{2^n}, \frac{k+1}{2^n}] \), a function \( f \in L^2(T_{n+1}) \) belongs to \( F_s(F) \) if

\[
|f|^2_{F_s(F)} := \int_{S_1} |f(x)|^2_F \, dx + \sum_{n,k} 2^{ns-1} \int_{I_{n,k}} |f(x + \frac{1}{2n+1}) - f(x)|^2_F \, dx < \infty.
\]

We have

\[
F_s(F) = F_s \otimes F.
\]

The last equation \([25]\) uses the same argument as in proposition \([10]\).

**Proposition 12.** Let us assume that \( F \) is a RKHS on a space \( X \) and that there exists a constant \( C_F \) such that \( \sup_{x \in X} |f(x)| \leq C_F |f|_F \). If \( s > 1 \) then the following inequalities hold for \( f \in F_s(F) = F_s \otimes F \),

\[
sup_{s \in S_1} |f(s)|_F \leq C_s |f|_{F_s(F)}
\]

\[
sup_{s \in S_1} |\Delta_1 f|_F \leq C_s |\Delta_1 f|_{F_s(F)}
\]

\[
sup_{(s,x) \in S_1 \times X} |f(s,x)|_\infty \leq C_s C_F |f|_{F_s(F)},
\]

where \( \Delta_1 \) is a difference operator defined for \( \delta > 0 \) as \( (\Delta_1 g)(x) = g(x + \delta) - g(x) \). Moreover proposition \([3]\) is also verified.

Proof. If \( u \in F_s \otimes F \), then \( u = \sum_{n,m \in \mathbb{N}} \alpha_{n,m} \epsilon_n \otimes f_n \), with \((\epsilon_n)_{n \in \mathbb{N}}\) and \((f_n)_{n \in \mathbb{N}}\) Hilbert basis respectively for \( F_s \) and \( F \). By definition, \( \sum_{n,m \in \mathbb{N}} \alpha^2_{n,m} < \infty \). Hence, we have,

\[
u = \sum_{m \in \mathbb{N}} (\sum_{n \in \mathbb{N}} \alpha_{n,m} \epsilon_n) \otimes f_m = \sum_{m \in \mathbb{N}} E_m \otimes f_m.
\]
Then, we can apply the evaluation at point \( z \in S_1 \) since \( F_s \) is also a RKHS. We denote by \( C_z \) the norm of the evaluation at point \( z \in S_1 \): the sequence \( \sum_{n=0}^{N} E_m(s)f_m \) is a Cauchy sequence in \( F \) since
\[
\| \sum_{n=p}^{q} E_n(z)f_n \|_F = \sum_{n=p}^{q} E_n(z)^2 \leq C^2 \sum_{n=p}^{q} |E_n|^2_{F_s}.
\]
As a consequence, the evaluation at point \( z \in S_1 \) is well defined and it makes the space \( F_s \otimes F \) a RKHS on \( S_1 \) with values in \( F \). Furthermore, as \( C_z \leq C_s \), we have:
\[
\sup_{z \in S_1} |f(z)|_H \leq C_s|f|_{F_s(F)}.
\]
The second inequality is the application of the first one to \( \Delta_1 f \) and the last one just uses the assumption on the RKHS \( F \).

Now, we can easily generalize the work done in one dimension.

**Proposition 13.** Let \( F \subset L^2(T_n, \mathbb{R}^k) \) for \( k \geq 1 \) be a RKHS algebra with a continuous injection in \( L^\infty(T_n, \mathbb{R}^k) \). Assume that the left composition with an element \( H \in C^l(\mathbb{R}^k, \mathbb{R}^k) \)
\[
F \ni g \mapsto H \circ g \in F
\]
is Lipschitz on every ball \( B(0, r) \) of constant \( C_H(r) \). Then,
- if \( G \in C^{l+1}(\mathbb{R}^k, \mathbb{R}^k) \), the composition
  \[
  F_s(F) \ni f \mapsto G \circ f \in F_s(F),
  \]
is Lipschitz on every ball,
- with the additional assumption that the left composition with \( G' \) and \( G'' \) in \( F \) are locally Lipschitz such that there exists a polynomial real function \( P \) verifying \( \max(C_{G'}(r), C_{G''}(r)) \leq P(r) \) for \( r > 0 \), then there exists a constant depending on \( F \) and \( s, a \in \mathbb{R}^+ \) such that the Lipschitz constant \( C_{G,F_s(F)} \) for the left composition with \( G \) on \( F_s(F) \)
\[
C_{G,F_s(F)}(r) \leq arP(r).
\]

**Proof.** We first need to prove that if \( f \in F_s(F) \) then \( G \circ f \in F_s(F) \). With the proposition \[12\] we have that
\[
\sup_{x \in S_1} |f(x)|_H \leq C_s|f|_{F_s(F)}.
\]
Then, we obtain for the first term in the norm,
\[
\int_{S_1} |G \circ f - G(0)|^2_F d\mu \leq C^2_sC_G^2(C_s|f|_{F_s(F)})|f|^2_{F_s(F)}.
\]
For the term involving the difference, we need to introduce again the formula,
\[
\Delta_x(g \circ f) = (\int_0^1 G'(t\Delta_x f + f)(\Delta_x f)dt),
\]
which is now allowed since \( G' \) is \( C^l \). The formula \[27\] uses the fact that \( F \subset L^2(T_n, \mathbb{R}^k) \) to give a sense to the composition. As \( F \) is an algebra, we have \( G'(t\Delta_x f + f)\Delta_x f \in F \). Obviously we have also \( t\Delta_x f + f \in B_F(0, 3r_0) \) for \( |t| \leq 1 \) and \( r_0 = C_s|f|_{F_s(F)} \). With the inequality \[26\], we get
\[
|G'(t\Delta_x f + f)\Delta_x f|_F \leq 3Mr_0|\Delta_x f|_F C_{G'}(3r_0),
\]
with \( M \) the constant associated with the continuity of the multiplication in \( F \):
\[
\forall (f, g) \in F^2, |fg|_F \leq M|f|_F|g|_F.
\]
Remark that \( G'(t\Delta_x f + f) \) can be seen as a matrix valued function. We use the matrix norm implied by the Euclidean norm on \( \mathbb{R}^k \). The inequality \[28\] directly proves that \( G \circ f \in F_s(F) \) with in addition:
\[
|G \circ f - G(0)|^2_{F_s(F)} \leq [\max(3Mr_0C_{G'}(3r_0), C_sC_{G}(r_0))]^2 |f|^2_{F_s(F)}.
\]
We now prove the Lipschitz property:
let \( f_1 \) and \( f_2 \) be two elements in \( F_s(F)^2 \) with \( \max(|f_1|_{F_s(F)}, |f_2|_{F_s(F)}) \leq r_1 \). With the Lipschitz property of the composition on \( F \) we have with \( r_2 = C_s r_1 \),
\[
\int_{S_1} |G \circ f_1(x) - G \circ f_2(x)|^2 dx \leq \int_{S_1} C^2_s(r_2)|f_1(x) - f_2(x)|^2 dx.
\]
For the remaining terms, we use again the formula (27):
\[
|\Delta_x(G \circ f_1 - G \circ f_2)|^2 [F] \leq 2M^2||\Delta_x(f_1 - f_2)||^2_2 (\int_0^1 |G'(t\Delta_x f_1 + f_1)|_F dt)^2
\]
\[
+ |\Delta_x f_2|^2 [F] (\int_0^1 |G'(t\Delta_x f_1 + f_1) - G'(t\Delta_x f_2 + f_2)|_F dt)^2].
\]
The last term of inequality (30) can be bounded as follows,
\[
\int_0^1 |G'(t\Delta_x f_1 + f_1) - G'(t\Delta_x f_2 + f_2)|_F dt \leq 3C_s |f_1 - f_2|_{F_s(F)} C_{G'}(3r_2).
\]
We then obtain,
\[
|\Delta_x(G \circ f_1 - G \circ f_2)|^2 [F] \leq 2M^2||\Delta_x(f_1 - f_2)||^2_2 (3r_2 C_{G'}(3r_2))^2
\]
\[
+ |\Delta_x f_2|^2 [F] (3C_s |f_1 - f_2|_{F_s(F)} C_{G'}(3r_2))^2.
\]
For notation convenience, we define \( K(r_1) := 3r_2 C_{G'}(3r_2) \) and we finally get, combining equations (29) and (32)
\[
|G \circ f_1 - G \circ f_2|^2_{F_s(F)} \leq \max(4M^2 K^2(r_1), C^2_s(r_2)) |f_1 - f_2|^2_{F_s(F)}.
\]
This inequality implies directly the last item in the proposition. \( \square \)

We have presented all the material necessary to generalize easily our results. We generalize \( F_s \) in dimension \( n \geq 3 \) as it is already done in one and two dimensions.

**Definition 6.** We define by recurrence \( F_s \) where \( s = (s_1, \ldots, s_n) \in \mathbb{R}^n_+ \) by for \( n \geq 3 \),
\[
F_{s_n}(S_{s_1}, F_{(s_2, \ldots, s_n)}) = F_{s_1} \otimes \ldots \otimes F_{s_n}.
\]
We denote its dual \( F_{-s} \), \( s_s = \min_{i \in [1, n]} s_i \) and \( s^s = \max_{i \in [1, n]} s_i \).

To sum up our work to this point, we have defined a RKHS algebra \( F_s \) for a multi-index \( s \) which is stable under the composition with smooth functions. The continuity of the product is detailed in appendix with proposition (26) (it is also a byproduct of the previous result on the composition with smooth functions in proposition (13). We will now prove that \( F_s \) is big enough. Provided that linear functions are in \( F_s \), the proposition of the composition (13) answers this question. We can have a better result:

**Proposition 14.** If \( s^s < 2 \) and \( f \in C^n(T_n, \mathbb{R}^k) \) then \( f \in H_s \) and \( |f|_{H_s} \leq c_n |f|_{n, \infty} \).

**Proof.** By recurrence, this true for \( n = 1 \). With the inequality,
\[
|f|^2_{F_s} \leq \int_{S_1} c^2_{n-1} |f(x)|^2_{n-1, \infty} dx + \sum_{n,k} 2^{ns-1} \int_{(x^+)^{n+1}} |c_{n-1} \partial_1 f|_{n-1, \infty} dx)^2,
\]
\[
|f|^2_{F_s} \leq \frac{c^2_{n-1} |f|^2_{n, \infty}}{1 + \sum_{n=0}^{\infty} 2^{n(s-2)-4}}.
\]
We have the result with \( c_n^2 = c_{n-1}^2 (1 + \sum_{n=0}^{\infty} 2^{n(s-2)-4}) \).

As a direct application of this proposition, we get

**Definition 7.** If \( n \geq 2 \), a dyadic partition of \( T_n \) is a product of a dyadic partitions in one dimension.

**Proposition 15.** If \( \max s < 2 \) and \( f \in L^2(T_n, \mathbb{R}^k) \) such that there exists a dyadic partition on which the restriction of \( f \) is \( C^n \) then \( f \in H_s \).

The space of functions such that the restriction is \( C^n \) on a dyadic will be denoted \( C^n_{dyad}(T_n, \mathbb{R}^k) \). In the next section, we will present the cylindrical Brownian motion and we will prove that almost surely its trajectories are continuous paths in \( H_{-s} \), therefore in \( F_{-s} \). To sum up the properties of \( F_s \),
Theorem 1. The Hilbert space $F_s \subset L^2(T_n, \mathbb{R}^k)$ satisfies the following properties:

- the left composition with a function $G \in C^{n+1}(\mathbb{R}^k, \mathbb{R}^k)$ is locally Lipschitz,
- if $s_* > 1$ then $F_s$ is an algebra with continuous product,
- the cylindrical Brownian motion defines a continuous random process in $F_{-s}$,
- if $s^* < 2$ then $C^b_{dual}(T_n, \mathbb{R}^k) \subset F_s$.

We can now deduce an important property to prove the existence for all time of the SDE solutions.

Proposition 16. If the kernel $k$ has continuous derivatives,

$$\frac{\partial^{j+n}k(x,y)}{\partial x\partial y} l, n \in [1, m+2],$$

a couple $(p, q) \in F_{-s} \times F_s$ defines an element of $V$ by $k_qp(x) = \langle k(x, q), p \rangle_{F_s \times F_{-s}}$, with $s = (s_1, \ldots, s_m)$. Moreover, the following mappings are Lipschitz

\begin{align*}
F_{-s} \times F_s & \ni (p, q) \mapsto k_qp \circ q \in F_s, \\
F_{-s} \times F_s & \ni (p, q) \mapsto \langle p, (\partial_x k_qp) \circ q \rangle_{F_{-s} \times F_s} \in F_{-s}.
\end{align*}

Proof. First, for any $x$, $k_qp(x)$ is well defined: since $y \mapsto k(x, y)$ is $C^{m+2}$, we apply the Theorem 1 to get $k(x, q) \in F_s$. Hence, $k_qp(x)$ is well defined. Our goal is to prove that $k_qp(x)$ is $C^{m+2}$ and $\partial_x k_qp$ is $C^{m+1}$. Thus we would obtain that $k_qp \in V$. The composition with a $C^{m+1}$ function being locally Lipschitz on $F_s$, the results will follow.

To prove the continuity of $x \mapsto k_qp(x)$, we just need the weak convergence in $F_s$:

$$k(x_n, q(.)) \to_{n \to \infty} k(x, q(.))$$

when $\lim_{n \to \infty} x_n = x$.

We first prove that $k(x_n, q(.)) \to_{L^\infty} k(x, q(.))$: thanks to the injection $F_s \hookrightarrow L^\infty(T_n, \mathbb{R}^d)$, $|q|_\infty \leq r_0$. Since $k$ is continuous, it is uniformly continuous on $W \times B(0, r_0)$ with $W$ a compact neighborhood of $x$. Then, for any $\varepsilon > 0$, there exists $\delta > 0$ such that if $|x_n - x| \leq \delta$, we have $|k(x_n, y) - k(x, y)| \leq \varepsilon$ and as a consequence $|k(x_n, q) - k(x, q)|_{\infty} \leq \varepsilon$.

We now prove that $k(x_n, q)$ is bounded in $F_s$: as $\partial_x^n k(x, y)$ for $n \in [1, m+1]$ is bounded on any compact set, we get that $k(x_n, q(.)) \in F_s$ is bounded in $F_s$. Since $L^1 \subset L^\infty(T_n)^d \subset F_{-s}$ (thanks to $F_s \hookrightarrow L^\infty(T_n)$) every weak subsequence of $k(x_n, q(.))$ converges to $k(x, q(.))$. Then, $\lim_{n \to \infty} k_qp(x_n) = k_qp(x)$. Therefore $k_qp$ is continuous. By the same proof, $k_qp$ is a $C^1$ function: as $k$ is $C^{m+1}$, we apply the same argument to $k_qp(x + t_n v) - k_qp(x) - \partial_1 k_qp(x)(v)$ for $v \in \mathbb{R}^d$ and $t \neq 0$. We have

$$k_qp(x + t_n v) - k_qp(x) - \partial_1 k_qp(x)(v) = \int_0^1 \partial_1 k_qp(x + s t_n v q(.))(v) p - \partial_1 k_qp(x)(v) ds.$$

The sequence $\int_0^1 \partial_1 k_qp(x + s t_n v q(.))(v) - \partial_1 k(x, q(.))(v) ds$ converges in $L^\infty$ to 0 by uniform continuity of $\partial_1 k$ on every compact set. It is also bounded in $F_s$ since $\partial_1 k$ is $C^{m+1}$ in the second variable. We get the same conclusion as above.

Since the pointwise derivative $\partial_1 k_qp(v)$ is continuous (by the same argument than for $k_qp$ we have that $\partial_1 k_qp(v)$ is continuous) $\partial_1 k_qp = (\partial_1 k) q$. By recurrence the result is extended to $\partial_x^n k_qp$ for $n \in [1, m+2]$: we obtain that $H = \frac{1}{2} \langle p, k_qp \rangle < \infty$ and $k_qp \in V$.

To prove that the mapping $(p, q) \mapsto k_qp$ is Lipschitz on every compact, the composition is Lipschitz on every bounded ball if $\partial_1 k$ is $C^{m+1}$ in the second variable. Hence we deduce that for each $x_0$, the maps $q \in F_s \mapsto k(x_0, q) \in F_s$ and $q \in F_s \mapsto \partial_1 k(x_0, q) \in F_s$ are Lipschitz. The Lipschitz constant can be bounded for $x_0 \in K$ by continuity of the kernel derivatives. As the dual pairing is Lipschitz we obtain the result. Then by triangular inequality we also obtain that $k_qp \circ q$ is Lipschitz in both variables and so is $\langle p, (\partial_x k_qp) \circ q \rangle$. □
5. Cylindrical Brownian motion and stochastic integral

The goal of this section is to define the stochastic integral \( \int_0^T u(x) dB_x \) for \( u \) a suitable random variable with values in \( F_s \). We will give a self-contained presentation inspired by \cite{11} provided basic knowledge of the Itô stochastic integral. However we aim at presenting it in order to keep up the finite-dimensional approximations for landmarks.

First we provide an elementary and self-contained introduction to the cylindrical Brownian motion in \( H \).

The construction here puts the emphasis on the finite-dimensional approximations obtained by projection on finite-dimensional subspaces which are the counterpart in the noise model of the finite-dimensional approach with landmarks. We will then present in \cite{10} the stochastic integral.

5.1. Cylindrical Brownian motion in \( L^2(S_1, \mathbb{R}) \). We start with the simplest situation where the underlying space in the one dimensional torus \( S_1 \) and \( H = L^2(S_1, \mathbb{R}) \).

Let \( (B_{n,k})_{n \geq 0, k \in A_n} \) be a collection of continuous independent standard one-dimensional Brownian motions (BM) on \( (\Omega, \mathcal{F}, P) \) a probability space. For any \( n \geq 0 \), and consider the \( H \) valued random process

\[
W^n_t \doteq \sum_{i=-1}^{n-1} \sum_{k \in A_i} B_t^{i,k} \psi_{i,k}.
\]

At a given time, the coefficients of \( W^n_t \) in the orthonormal basis of \( H \) are i.i.d. Gaussian variables with variance \( t \) (truncated at rank \( n \)). Moreover, since

\[
H^n \doteq \text{Span}\{ \psi_{i,k}, -1 \leq l < n, \ k \in A_n \}
\]

is the \( 2^n \)-dimensional space of piecewise constant on the dyadic partition of \( S^1 \) at scale \( 2^{-n} \), \( W^n_t \in H^n \) is obviously a random piecewise constant function. Moreover, for any \( f \in H^n \) \( f \doteq \sum_{i=-1}^{n-1} \sum_{k \in A_i} f_{i,k} \psi_{i,k} \), we get

\[
\langle f, W^n_t \rangle_H = \sum_{i=-1}^{n-1} \sum_{k \in A_i} f_{i,k} B_t^{i,k} \sim \mathcal{N}(0, |f|^2_H).
\]

More generally, for any \( f_1, f_2 \in H^n \), \( \langle f_1, W^n_t \rangle_H, \langle f_2, W^n_t \rangle_H \) are jointly Gaussian, centred with covariance

\[
\Gamma_{i,j} \doteq E(\langle f_i, W^n_t \rangle_H \langle f_j, W^n_t \rangle_H) = \langle f_i, f_j \rangle_H.
\]

In particular, if we introduce \( \phi_{n,k} \doteq 2^{-n/2} \mathbf{1}_{[k/2^{n+1}, (k+1)/2^n]} \) for any \( 0 \leq k \leq 2^n - 1 \), the \( \phi_{n,k} \)'s define an orthonormal basis of \( H^n \). Denoting \( \gamma_{n,k} \doteq \langle \phi_{n,k}, W^n_t \rangle_H \), we get from \eqref{38} and \eqref{39} that

\[
W^n_t = 2^{n/2} \sum_{k=0}^{2^{n-1}} \gamma_{n,k} \mathbf{1}_{[k/2^{n+1}, (k+1)/2^n]}
\]

where \( (\gamma_{n,k})_{t \geq 0} \) is a i.i.d. family of \( 2^n \) standard Brownian motions indexed by \( k \).

A cylindrical Brownian motion on \( H \) is the limit of \( W^n_t \) when \( n \to \infty \). A well known but important fact is that this limit is not defined in \( H \) since \( E(|W^n_{t+j} - W^n_t|^2) = t2^n \to +\infty \) but in any \( H_{-s} \) for \( s > 1 \).

Indeed, \( |W^n_{t+j} - W^n_t|^2 \leq R_{n,t}^2 = \sum_{m=n+1}^{\infty} 2^{-ms} \sum_{k \in A_m} |B^{m,k}_t|^2 \) so that

\[
E(\sup_{j \geq 0} |W^n_{t+j} - W^n_t|^2) \leq E(R_{n,t}^2) = C_{n,s,t}
\]

with \( C_{n,s} = 2^{(n+1)(1-s)}/(1 - 2^{-1-s}) \). Therefore a.s., \( W^n_t \) is a Cauchy sequence in \( H_{-s} \) and one can define \( W_t \) as the limit in \( H_{-s} \) of \( W^n_t \). In fact, it will be helpful to do a little more. Since the process \( t \to W^n_t \) has continuous trajectories in \( H_s \), one can look for a limit in \( C(\mathbb{R}_+, H_s) \) for the uniform topology.

For any \( T > 0 \), we have

\[
\sup_{j \geq 0, 0 \leq t \leq T} |W^n_{t+j} - W^n_t|^2 \leq R_{n,T}^2 = \sum_{l=n+1}^{\infty} 2^{-ls} \sum_{k \in A_l} |B^{l,k}_t|^2
\]

so that using the Doob inequality \( E(\sup_{0 \leq t \leq T} B^2_t) \leq 4E(B^2_t) \) for the standard Brownian motion, we get

\[
E \left( \sup_{j \geq 0, 0 \leq t \leq T} |W^n_{t+j} - W^n_t|^2 \right) \leq 4C_{n,s,T}.
\]
Hence a.s. \( t \rightarrow W_t^n \) is a Cauchy sequence in \( C([0, T], H_{-s}) \). Since \( T > 0 \) is arbitrary, we can define a limit process \( W \) living in \( C(\mathbb{R}_+, H_{-s}) \) such that for any \( T \geq 0 \)

\[
E(\sup_{0 \leq t \leq T} |W_t - W_t^n|_{H_{-s}}^2) \leq 4C_{n,s}T.
\]

5.2. **Cylindrical Brownian motion in** \( L^2(T_m, \mathbb{R}) \). For a general \( m \geq 1 \), since \( L^2(T_m, \mathbb{R}) = L^2(T_1, \mathbb{R}) \otimes \cdots \otimes L^2(T_1, \mathbb{R}) \), the construction of the \( W^n \) is built from the Hilbert basis obtained by usual tensorisation. To be more explicit, we denote by

\[
\psi_{l,k}^m = \otimes_{i=1}^m \psi_{I(i),k(i)}
\]

for any \( l = (l(i))_{1 \leq i \leq m} \) and \( k = (k(i))_{1 \leq i \leq m} \) such that \( l(i) \geq -1 \) and \( k(i) \in A_{l(i)} \) for \( l(i) \geq -1 \). Now, if \( I_n = \{(l,k) \mid l(i) \leq n, \; 1 \leq i \leq m\} \)

\[
H^n = \text{span}\{\psi_{l,k}^m \mid (l,k) \in I_n\}
\]

and \( I_\infty = \cup_{n \geq 0} I_n \), we define from a family \( (B_t^{l,k})_{(l,k) \in I_\infty} \) of i.i.d. standard BM

\[
W_t^n = \sum_{(l,k) \in I_n} B_t^{l,k} \psi_{l,k}^m.
\]

As previously, if \( f \in H^n \), we have \( t \to |f|_{H^n}^{-1}/2 \langle f, W_t^n \rangle \) is a standard BM and for any \( f, g \in H^n \),

\[
\langle (f, W_t^n)\langle g, W_t^n \rangle \rangle = t\langle f, g \rangle_H.
\]

In particular, if

\[
\phi_{n,k}^m = 2^{nm/2}1_{\prod_{i=1}^m [k(i)2^{-n},(k(i)+1)2^{-n}]} \quad k(i) \in \mathbb{Z}^m
\]

the family \( (\phi_{n,k}^m)_{k \in [0,2^n]^m} \) is an orthonormal basis of \( H^n \) based on a dyadic partition of \( T_m \) in cells of size \( 2^{-n} \times \cdots \times 2^{-n} \). As previously, we have

\[
W_t^n = \sum_{k \in (0,\ldots,2^n-1)^m} \langle W^n_t, \phi_{n,k}^m \rangle \phi_{n,k}^m = 2^{nm/2} \sum_{k \in (0,\ldots,2^n-1)^m} \gamma_{n,k}^m \prod_{i=1}^m [k(i)2^{-n},(k(i)+1)2^{-n}]
\]

where \( \gamma_{n,k}^m \) is a family of i.i.d. BM.

For \( H_s = \otimes_{i=1}^m H_{-s_i} \), with \( s = (s_1, \ldots, s_m) \), we get immediately that \( W_t^n \) is a Cauchy sequence in \( H_s \) as soon as \( s_* = \min_i s_i > 1 \) converging uniformly on any time interval \([0, T]\) to a process \( W \in C(\mathbb{R}_+, H_{-s}) \). More precisely,

\[
E(\sup_{0 \leq t \leq T} |W_t - W^n_t|_{H_{-s}}) \leq 4C_{n,s}T
\]

with \( C_{n,s_*} = (\sum_{l=n+1}^{\infty} 2^{-l(s_*-1)})^m \).

5.3. **Cylindrical Brownian motion in** \( H = L^2(T_m, \mathbb{R}^d) \). For a general \( d \geq 1 \), the previous definition on cylindrical Brownian motion can be extended easily in the more general situation where \( H = L^2(T_m, \mathbb{R}^d) \). Indeed, we define \( W \doteq (W^{(1)}, \ldots, W^{(d)}) \) where \( (W^{(i)})_{1 \leq i \leq d} \) is a family of i.i.d. cylindrical Brownian motions in \( L^2(T_m, \mathbb{R}) \) as defined previously. The finite dimension approximations are defined accordingly on

\[
H^n \doteq \text{span}\{(\psi_{l_1,k_1}^m, \ldots, \psi_{l_d,k_d}^m) \mid (l_j, k_j) \in I_n \; 1 \leq j \leq d \}
\]

In this case, there is an analog of inequality (45), with the constant

\[
C_{n,s_*} = d(\sum_{l=n+1}^{\infty} 2^{-l(s_*-1)})^m.
\]
5.4. Stochastic integral. We assume basic knowledge of the Itô integral and we directly deal with the general case on $H = L^2(T_m, \mathbb{R}^d)$. We recall that $F_s \hookrightarrow H \hookrightarrow F_{-s}$. Having in mind applications that we will develop later, we need to introduce the space of integrands.

Let us denote by $L(F_{-s})$ the space of continuous endomorphisms of $F_{-s}$. If $u \in L(F_{-s})$, then there exists a constant denoted by $|u|$ such that

$$|u(e)|_{F_{-s}} \leq |u||e|_{F_{-s}}.$$

**Definition 8.** The set $L_T$ contains all random variables $u : [0, T] \times \Omega \rightarrow L(F_{-s})$ verifying,

- $(t, \omega) \rightarrow u(t, \omega)$ is $\mathcal{B}[0, T] \otimes \mathcal{A}$ measurable,
- $\omega \rightarrow u(t, \omega)$ is $\mathcal{F}_t-$measurable for $t \in [0, T]$,
- $\int_0^T E[|u(t)|^2] \, dt < \infty$.

Now, we want to give a sense to $\int_0^T u(t) \, dW_t$, for $u \in L_T$. To this end, we first define

$$\int_0^T u(t) \, dW^n_t = \sum_{l' \in \mathbb{N}} \left( \int_0^T \sum_{l,k} u_{l',k}^l dB_{l,k}^t \right) e_{l'},$$

with $(e_{l'})_{l' \in \mathbb{N}}$ an orthonormal basis of $F_{-s}$. Each term $\int_0^T \sum_{l,k} u_{l',k}^l dB_{l,k}^t$ are well-defined since it is a finite sum of Itô integrals and we have with the Doob inequality

$$E[\sup_{t \in [0, T]} \left| \int_0^T \sum_{l,k} u_{l',k}^l dB_{l,k}^t \right|^2] \leq 4 \sum_{l,k} \int_0^T E[|u_{l,k}^l|^2] \, ds \, ds.$$

Therefore we get,

$$E[\sup_{t \in [0, T]} \left| \int_0^t u(t) \, dW^n_t \right|^2 - \int_0^t u(t) \, dW^n_t \, ds] \leq 4 \sum_{l,k} \int_0^T E[|u_{l,k}^l|^2] \, ds \, ds \leq \left( \sum_{l,n+i} \sum_{k \in A_l} \psi_{n,k}^l \right) \int_0^T E[|u(s)|^2] \, ds.$$

We also have $|\psi_{n,k}|_{F_{-s}} \leq |\psi_{n,k}|_{H_{-s}}$, and then

$$\sum_{l=n+i}^{n+i-1} \sum_{k \in A_l} |\psi_{n,k}^l|_{F_{-s}}^2 \leq \sum_{l=n+i}^{n+i-1} \sum_{k \in A_l} |\psi_{n,k}^l|_{H_{-s}}^2 \leq (C_{n+i,s} - C_{n+i',s}).$$

Hence, $\int_0^T u(t) \, dW^n_t$ is a Cauchy sequence in $C([0, T], F_{-s}, \cdot, \cdot)$.

The next property is the application of the previous Doob inequality when $\sigma$ is bounded.

**Proposition 17.** Assume that $\sigma \in L_T$ is bounded by $|\sigma|_\infty$ then we have,

$$E\left[ \sup_{t \in [0, T]} \left( \int_0^t \sigma(s) (dW^n_{s+l} - dW^n_s) \right)^2 \right] \leq 4|\sigma|_\infty^2 T(C_{n+i,s} - C_{n+i',s}).$$

6. Solutions to the SDE on $P \times Q$

Recall that $P = F_{-s}$ and $Q = F_s$. Let $E = P \times Q$ be the phase space equipped with the product Hilbert structure. Considering the injection $i : F_{-s} \rightarrow E$ defined by $w \mapsto (w, 0)$ and identifying $W$ with $i \circ W$ and $W^n$ with $i \circ W^n$, we can assume that $W$ and the projections $W^n$ are $C(\mathbb{R}, E)$-valued. Now, for any $n \geq 0$, we introduce the finite-dimensional subspace $E_n = H_n \times H_n \subset E$ where $H_n$ is given by. We denote also $E_\infty = \cup_{n \geq 0} E_n$ which defines a dense subspace of $E$. The space $E_n$ is finite-dimensional and the restriction of the Hamiltonian $H$ on $E_n$ is well defined. Moreover, if the kernel $K(a, b)$ is $C^2$ on
each variable, then \( H(x) = H(p, q) \) is \( C^2 \) in the variable \( x \in E_n \). We can define the \( C^1 \) function \( f \) on \( E_n \) as

\[
(51) \quad x \mapsto f(x) = (-\partial_q H(x), \partial_p H(x))^T \in E_n, \quad x \in E_n.
\]

Let \( \sigma : E_\infty \rightarrow l_E \) be a Lipschitz map on any ball of \( E_\infty \) and let \( (X^n_t)_{0 \leq t < \tau} \) be the pathwise continuous solution of the SDE

\[
(52) \quad dY_t = f(Y_t)dt + \sigma(Y_t)dW_t^n, \quad Y_0 = x^n_0
\]
defined until explosion time \( \tau^n \). We need to consider the following hypothesis.

- **H0**: The space \( V \) can be continuously embedded in \( C^{m+1}_b(\mathbb{R}^d, \mathbb{R}) \) i.e. there exists \( C > 0 \) such that \( |v|_{m+1, \infty} \leq C|v|_V \) for any \( v \in V \).
- **H0'**: The trace of the operator induced by on \( H_0 \) by \( \partial^2_p H(X^n_t) \) can be controlled as

\[
(53) \quad \text{tr} (\sigma^T k(Q^n_t, Q^n_s) \sigma) \leq c.
\]

Note that if \( H0 \) holds, then for any \( b, b' \in \mathbb{R}^d, K(b,b') \in V \) and \( K \) is \( C^{m+1} \) in each variable. Moreover, the second hypothesis \( H0' \) will be verified (in lemma 11) for \( \sigma \) a Lipschitz mapping in \( L(F_s) \) with the additional assumption that for every \( X \in E, \sigma_X(L^1) \subset L^1 \) and the norm of this restriction (with the \( L^1 \) norm) is bounded uniformly in \( X \). However it can be interesting to keep this hypothesis for slightly different models.

**Proposition 18.** Under assumption \( H0 \), the explosion time of the SDE (52) is almost surely infinite i.e. \( X^n \) is defined for \( t \geq 0 \) a.s.

**Proof.** Let \( R > 0 \) be a positive real number and \( \tau^n_R = \inf \{ t \geq 0 : |X^n_t| \geq R \} \) (which is well defined since \( X^n \) exists and is continuous until explosion time). We denote by \( \tau^n = \lim_{R \rightarrow \infty} \tau^n_R \), so that on the event \( \tau^n < \infty \) the solution \( X^n_t \) blows up for \( t \rightarrow \tau^n \). Using Itô formula for the process \( H(X^n_{t \wedge \tau^n_R}) \) we get for \( X^n_t = (P^n_t, Q^n_t) \)

\[
H(X^n_{t \wedge \tau^n_R}) = H(x^n_0) + \int_0^{t \wedge \tau^n_R} (\partial_q H(X^n_s)dQ^n_s + \partial_p H(X^n_s)dP^n_s)
\]

\[
+ \frac{1}{2}((\sigma(X^n_s)dW^n)^T(\partial^2_p H(X^n_s)\sigma(X^n_s)dW^n)_s.
\]

Since we have

- \( \partial_q H(X^n_t)dQ^n_t + \partial_p H(X^n_t)dP^n_t = \partial H_p (X^n_t)\sigma(X^n_t)dW^n_t \)
- from \( H0' \), we have that almost surely, for all \( t \)

\[
\int_0^t ((\sigma(X^n_s)dW^n)^T \partial^2_p H(X^n_s)\sigma(X^n_s)dW^n)_s \leq ct.
\]

we get

\[
H(X^n_{t \wedge \tau^n_R}) \leq H(x^n_0) + M_{t \wedge \tau^n_R} + \int_0^{t \wedge \tau^n_R} \frac{1}{2}c ds
\]

where \( M_{t \wedge \tau^n_R} \) is a bounded continuous martingale. So that with the hypothesis \( H0' \) we have,

\[
E(H(X^n_{t \wedge \tau^n_R})) \leq H(x^n_0) + \frac{1}{2}c (t \wedge \tau^n_R).
\]

In particular, \( E(\int_0^{t \wedge \tau^n_R} H(X^n_s)ds) \leq tH(x^n_0) + \frac{c}{4} t^2 < \infty \) and using Fatou Lemma

\[
E(\int_0^{t \wedge \tau^n} H(X^n_s)ds) \leq tH(x^n_0) + \frac{c}{4} t^2 < \infty
\]

so that almost surely

\[
(54) \quad \int_0^{t \wedge \tau^n_R} H(X^n_s)ds < \infty.
\]

Now, for \( x = (p, q) \in E_n \), we consider

\[
v_x(z) = \int_{T_m} K(z, q(z'))p(z')dz' \in V
\]
for which
\begin{equation}
\frac{1}{2} |v_x|^2 = \frac{1}{2} \int_{T_m \times T_m} p(z)^T K(q(z), q(z')) p(z') dzdz' = H(x).
\end{equation}
From (55) and (56), we can define by pathwise integration a continuous random process
\[ \Phi^n_t = (\Phi_t^n)_{0 \leq t \leq \tau^n_R} \]
solution of the flow equation,
\begin{equation}
\frac{\partial}{\partial t} \Phi_t^n = v_X^n(\Phi_t^n).
\end{equation}
Assuming a continuous embedding \( V \hookrightarrow C^{m+1}(\mathbb{R}^d, \mathbb{R}^d) \), \( \Phi_{t \wedge \tau^n_R}^n \) is almost surely a \( C^{m+1} \) diffeomorphism and there exists a constant \( D \) such that almost surely
\begin{equation}
|\Phi_{t \wedge \tau^n_R}^n|_{m+1, \infty} \leq C \exp(C\sqrt{t} \int_0^{t \wedge \tau^n_R} H(X_s^n)ds)^{1/2}.
\end{equation}
In the sequel, we denote by \( C \) a generic constant non depending on \( n, t \) and \( R \) possibly changing from line to line. Thus, since \( Q_{t \wedge \tau^n_R}^n = \Phi_{t \wedge \tau^n_R}^n(q_0^n) \) and \( \sup_{n \geq 0} |q_0^n|_{F_s} < \infty \), we get from Theorem 1 and proposition 16 that, uniformly in \( n \), we have almost surely (for maybe a different but still universal constant \( C \), see above)
\begin{equation}
K^n_t = \limsup_{R \to +\infty} |Q_{t \wedge \tau^n_R}^n|_{F_s} \leq C \exp(C\sqrt{t} \int_0^{t \wedge \tau^n_R} H(X_s^n)ds)^{1/2} < +\infty.
\end{equation}
In particular, \( Q_{t \wedge \tau^n_R}^n \) does not blow up for \( t \to \tau^n \) on \( \tau^n < \infty \). Therefore it is sufficient to show that \( P^n_t \) does not blow up as well to get contradiction that \( \tau = \infty \) almost surely.

As from the continuous embedding on \( V \) in \( C^{m+1} \), \( |dv_{X^{t \wedge \tau^n_R}}(Q_{t \wedge \tau^n_R}^n)|_{F_s} \leq C|H(X_{t \wedge \tau^n_R})|^{1/2}K_t^n \) and using the continuity of the product in \( F_s \) (i.e. there exists \( M > 0 \) such that \( |ff'|_{F_s} \leq M|f|_{F_s}|f'|_{F_s} \) for any \( f, f' \in F_s \)) we obtain for any \( \delta q \in F_s \)
\[ |dv_{X^{t \wedge \tau^n_R}}(Q_{t \wedge \tau^n_R}^n)\delta q|_{F_s} \leq C|H(X_{t \wedge \tau^n_R})|^{1/2}K_t^n|\delta q|_{F_s}. \]
Therefore,
\begin{equation}
\left| \int_{T_m} \langle dv_{X^{t \wedge \tau^n_R}}(Q_{t \wedge \tau^n_R}^n(z))^* P^n_{s \wedge \tau^n_R}(z), \delta q(z) \rangle_{\mathbb{R}^d} dz \right|
= \left| \int_{T_m} \langle P^n_{s \wedge \tau^n_R}(z), dv_{X^{t \wedge \tau^n_R}}(Q_{t \wedge \tau^n_R}^n(z)) \delta q(z) \rangle_{\mathbb{R}^d} dz \right|
\leq C|H(X_{t \wedge \tau^n_R})|^{1/2}K_t^n |P^n_{t \wedge \tau^n_R}|_{F_s}||\delta q|_{F_s}
\end{equation}
and
\[ \partial_q H(X_{t \wedge \tau^n_R})|_{F_s} \leq C|H(X_{t \wedge \tau^n_R})|^{1/2}K_t^n |P^n_{t \wedge \tau^n_R}|_{F_s}, \]
being that
\[ |P^n_{t \wedge \tau^n_R}|_{F_s} \leq |P^n_0|_{F_s} + \sup_{u \leq t \wedge \tau^n_R} \int_0^{u \wedge \tau^n_R} \sigma(X_s^n)dW_s^n|_{F_s} \]
and from Gronwall’s Lemma
\begin{equation}
|P^n_{t \wedge \tau^n_R}|_{F_s} \leq \left( |P^n_0|_{F_s} + \sup_{u \leq t \wedge \tau^n_R} \int_0^{u \wedge \tau^n_R} \sigma(X_s^n)dW_s^n|_{F_s} \right) e^{MK^n_t \sqrt{\int_0^{t \wedge \tau^n_R} H(X_{s \wedge \tau^n_R})ds^{1/2}}}. \end{equation}
Since from the Doob inequality we have for \( s_*$ \)
\begin{equation}
E(\sup_{u \leq t \wedge \tau^n_R} \int_0^{u \wedge \tau^n_R} \sigma(X_s^n)dW_s^n|_{H_{s_*}}^2) \leq 4|\sigma|_\infty^2 tC_{-1,s_*}
\end{equation}
with a right-hand side independent of \( R \), we deduce that almost surely
\begin{equation}
\sup_{u \leq t \wedge \tau} \int_0^{u \wedge \tau^n_R} \sigma(X_u^n)dW_u^n|_{F_s} \leq \sup_{u \leq t \wedge \tau} \int_0^{u \wedge \tau^n_R} \sigma(X_u^n)dW_u^n|_{H_{s_*}} < +\infty.
\end{equation}
Using the uniform convergence (66) and F atou’s lemma, we get or equivalently,
\[ \tau \]
where \( \tau = \inf \{ t \geq 0 \mid X_t \geq r \} \). From proposition 19, we know the existence of the finite-dimensional approximation solution such that almost surely:
\[ \text{almost surely:} \]
\[ \sup_{0 \leq t \leq T} |X_t - X^H_t| \to 0. \]

**Proposition 19.** Let \( f \) be defined by (61) and assume that \( H_0 - H_1 - H_2 \) hold. Then for any \( n \geq 0 \) there exists a unique strong solution \( X^n = (P^n, Q^n) : \Omega \to C(\mathbb{R}^+, E) \) to
\[ X^n_t = X^n_0 + \int_0^t f(X^n_s)ds + \int_0^t \sigma(X^n_s)dW^n_s, \quad X^n_0 \equiv x^n_0 \in E_n \]
and a random solution \( X = (P, Q) : \Omega \to C(\mathbb{R}^+, E) \) to
\[ X_t = X_0 + \int_0^t f(X_s)ds + \int_0^t \sigma(X_s)dW_s, \quad X_0 \equiv x_0 \in E \]
such that almost surely:
\[ \sup_{0 \leq t \leq T} |X_t - X^n_t| \to 0. \]

**Proof.** From proposition 19, we know the existence of the finite-dimensional approximation solution \((X^n_t)_{t \geq 0}\) for \( t \geq 0 \). Moreover, we know from proposition 21 the existence of maximal solution \((X_t)_{0 \leq t < \tau}\) of the SDE (65) \((X_t)_{0 \leq t < \tau}\) up to a possibly finite explosion stopping time \( \tau \). Moreover, for any \( T > 0 \) and any \( r > 0 \) we have almost surely
\[ \sup_{t \leq T} |X^n_{t \wedge \tau_r} - X_{t \wedge \tau_r}| \to 0 \]
and
\[ \sup_{0 \leq t \leq T} \int_0^{t \wedge \tau_r} \sigma(X^n_s)dW^n_s - \int_0^{t \wedge \tau_r} \sigma(X_s)dW_s | \to 0 \]
where \( \tau_r = \inf \{ t \geq 0 \mid X_t \geq r \} \). What we need to prove is that there is no explosion i.e. \( P(\tau < +\infty) = 0 \) or equivalently, \( \tau_r \to +\infty \) almost surely. We start from inequality (64) in the proof of proposition 18.

Using the uniform convergence (66) and Fatou’s lemma, we get
\[ E( \int_0^{t \wedge \tau_r} H(X_s)ds \leq tH(x_0) + \frac{c}{4}t^2 < \infty. \]

Similarly starting from (59), we get that
\[ K_t \equiv \lim_{R \to +\infty} \sup_{R > r} |Q_t\wedge \tau_r|F_s \leq C \exp(C\sqrt{t}(\int_0^{t \wedge \tau_r} H(X_s)ds)^{1/2}) < +\infty. \]

Moreover, from (61), we get for \( n \to \infty \),
\[ |P_t\wedge \tau_r|F_{s^*} \leq (|p_0|F_{s^*} + \sup_{u \leq t \wedge \tau_r} |\int_0^{u \wedge \tau_r} \sigma(X_s)dW_s|F_{s^*}) e^{MK \sqrt{t}\int_0^{t \wedge \tau_r} H(X_{s \wedge \tau_r})ds^{1/2}}. \]

Since as in (62) Doob inequality gives for \( s^* = \inf_{1 \leq i \leq m} s_i \)
\[ E( \sup_{u \leq t \wedge \tau_r} |\int_0^{u \wedge \tau_r} \sigma(X_s)dW_s|F_{s^*}) \leq 4|\sigma|^2 tC_{-1,s^*} \]
there exists a random constant \( A_t > 0 \) independent of \( r \) such that almost surely
\[ |P_t\wedge \tau_r|F_{s^*} \leq A_t. \]

In particular \( \tau \leq t \) \( \tau_r \leq t \) \( \sup \{ K_t, A_t \} \geq r \) and considering the limit \( r \to \infty \), we get \( P(\tau \leq t) = 0. \)

\[ \square \]

6.1. **A trace Lemma.** We now present a sufficient condition to fulfill the hypothesis \( H^0 \). With additional assumptions on the kernel and on the variance term, we give a bound for the bracket of the stochastic term of the SDE on finite-dimensional subspaces \( H_n \).

**Lemma 1.** Let \( k \) be a kernel bounded on the diagonal i.e. there exists \( c > 0 \) such that \( b^Tk(a,a)b \leq c|b|^2 \) for any \( a,b \in \mathbb{R}^d \) or equivalently \( k(a,a) \leq cLd_2 \) as a symmetric non-negative bilinear form on \( \mathbb{R}^d \). We assume also that \( \sigma(L^1) \subset L^1 \) and this restriction is continuous i.e. there exists \( M > 0 \) such that \( |\sigma(f)|_{L^1} \leq M|f|_{L^1} \). Then we have, with \( H \) the usual Hamiltonian
\[ \int_0^t \langle (\sigma dW^n_s)^{\top} \sigma^2 H \sigma dW^n_s \rangle_s \leq c^2 M^2 t. \]
Proof. We consider the orthonormal basis \((\phi_{n,k})_{k}\in[0,2^{n-1}]^r\) with \(A_n = [0,2^{n-1}]^r\) to write the Hamiltonian as:

\[
H = \frac{1}{2^{2nr+1}} \sum_{(i,j)\in A_n^2} p_i^T k(q_i,q_j) p_j ,
\]

with \(q = \sum_{i\in A_n} q_i 2^{-nr} \phi_{n,i}\) and \(p = \sum_{i\in A_n} p_i 2^{-nr/2} \phi_{n,i}\). In this basis, the \(L^2\) scalar product can be written as \((p,q) = 2^{-nr} \sum_{i\in A_n} p_i q_i\). We can write \(\sigma dW^n = \sum_{i\in A_n} (\sum_{j\in A_n} \alpha_{i,j} dW^j) 2^{-nr/2} \phi_{n,i}\) with \(\alpha_{i,j} \in L(\mathbb{R}^d)\) and \((W^j)_{j\in A_n}\) i.i.d. standard BM with values in \(\mathbb{R}^d\). Then we have,

\[
(\sigma dW^n)^T \partial_p^2 H \sigma dW^n)_{s} = \frac{1}{2^{2nr}} \sum_{i,j \in A_n^2} \sum_{h \in A_n} (\alpha_{i,h}^T k(q_i,q_j) \alpha_{i,h}) ds .
\]

Thanks to the hypothesis on the kernel, we have for any \(x,y \in \mathbb{R}^d\) that

\[
|a^T k(x,y)b| \leq \sqrt{a^T k(x,x)} \sqrt{b^T k(y,y)} \leq c^2 |a||b|
\]

and then,

\[
|\alpha_{i,h}^T k(q_i,q_j) \alpha_{i,h}| \leq c^2 |\alpha_{i,h}|^2 |\alpha_{h,j}| .
\]

Now, we can write with Cauchy Schwarz inequality

\[
(\sigma dW^n)^T \partial_p^2 H \sigma dW^n)_{s} \leq c^2 \frac{1}{2^{2nr}} \sum_{h \in A_n} (\sum_{i \in A_n} |\alpha_{i,h}|^2)^2 ds \leq \sum_{h \in A_n} c^2 |\sigma(\phi_{n,h})|^2 H^1 ,
\]

\[
\leq c^2 M^2 (\sum_{h \in A_n} |\phi_{n,h}|^2 H^1 ) ds \leq c^2 M^2 ds ,
\]

since for any \(h \in A_n\), \(|\phi_{n,h}|^2 H^1 = 2^{-nr}\). Note that the inequality \(70\) is a little abusive but it is to be understood as an inequality on measures with density w.r.t. the Lebesgue measure. \(\square\)

Remark that we do not need to assume that \(\sigma : P \times Q \mapsto L_T\) is bounded by \(|\sigma|_{\infty}, \sigma(H_n) \subset H_n\). This hypothesis is only required for the existence and uniqueness in all time but not to bound the trace of the operator.

The assumption on the kernel is not restrictive in our range of applications with kernels such as Gaussian kernel or Cauchy kernel. However, the assumption on \(\sigma\) is much more demanding. However a wide range of linear maps can be reached. For instance, the convolution with a smooth function is a continuous operator on \(F_s\) then by duality it gives a continuous operator on \(F_{-s}\). This operator has a continuous restriction to \(L^1\).

An important point is that this Lemma covers the case where \(\sigma\) is the multiplication by an element of \(F_s\).

7. APPROXIMATION LEMMAS

Let \(f : E_{\infty} \to E\) be a function on \(E_{\infty}\) such that \(f(E_n) \subset E_n\) for any \(n \geq 0\). Let also \(\sigma : E_{\infty} \to L_P\) be a Lipschitz function. Assume that for any \(n \geq 0\), we have a random variable \(X^n : \Omega \to C(\mathbb{R}_+, E)\) solution of the stochastic integral equation

\[
X^n_t = X^n_0 + \int_0^t f(X^n_s) ds + \int_0^t \sigma(X^n_s)dW^n_s, X^n_0 \equiv x^n_0 \in E_n .
\]

**H1:** The functions \(f\) and \(\sigma\) are Lipschitz on \(E_{\infty}\) and can be uniquely extended as Lipschitz functions on \(E\). Moreover \(\sigma\) is bounded.

**H2:** For some \(\alpha > 1\), we have \(\sum_{n \geq 0} n^{2\alpha} |x^n_{n+1} - x^n_0|^2 < \infty\).

**Proposition 20.** Let \(s > 1\) be a real number. Under hypothesis (\(H1 - H2\)), there exists a random solution \(X : \Omega \to C(\mathbb{R}_+, E)\) to

\[
X_t = X_0 + \int_0^t f(X_s) ds + \int_0^t \sigma(X_s)dW_s, X_0 \equiv x^0 \in E
\]

such that for any \(T > 0\), we have almost surely:

\[
\sup_{0\leq t \leq T} |X^n_t - X_t| \to 0 ,
\]

\[
\sup_{0\leq t \leq T} \left| \int_0^t \sigma(X^n_s)dW^n_s - \int_0^t \sigma(X_s)dW_s \right| \to 0 .
\]
Proof. Let \( n \geq 0 \) be a positive integer and \( K \) be an upper bound of the Lipschitz constant for \( f \) and \( \sigma \). We have
\[
|X_t^{n+1} - X_t^n| \leq |x_0^{n+1} - x_0^n| + K \int_0^t |X_s^{n+1} - X_s^n|ds + |M_t^{n+1} - M_t^n|
\]
with \( M_t^n = \int_0^t \sigma(X_s^n)dW_s^n \). Let us consider the last right-hand martingale term. We have
\[
M_t^{n+1} - M_t^n = \int_0^t (\sigma(X_s^{n+1}) - \sigma(X_s^n))dW_s^{n+1} + \int_0^t \sigma(X_s^n)d(W^{n+1} - W^n)_s.
\]
Using the Doob inequality, we get
\[
E(\sup_{u \leq t} |(\sigma(X_s^{n+1}) - \sigma(X_s^n))dW_s^{n+1}|^2_{\mathbb{F}_u}) \leq E(\sup_{u \leq t} |(\sigma(X_s^{n+1}) - \sigma(X_s^n))dW_s^{n+1}|^2_{\mathbb{F}_{u-}})
\]
\[
\leq 4C_{-1,s} K^2 E(\int_0^t |X_s^{n+1} - X_s^n|^2 ds)
\]
and with \( \delta_{n,s} = C_{n,s} - C_{n+1,s} \),
\[
E(\sup_{u \leq t} |(\sigma(X_s^n)d(W^{n+1} - W^n)_s)|^2_{\mathbb{F}_u}) \leq E(\sup_{u \leq t} |\sigma(X_s^n)d(W^{n+1} - W^n)_s|^2_{\mathbb{F}_{u-}})
\]
\[
\leq 4|\sigma|^2 \delta_{n,s}.
\]
Thus, for \( Z_t^n = \sup_{u \leq t} |X_u^{n+1} - X_u^n|^2 \), we have
\[
E(\sup_{u \leq t} |M_u^{n+1} - M_u^n|^2) \leq 8(K^2 C_s) E(\int_0^t E(Z_s^n)ds + |\sigma|^2 \delta_{n,s})
\]
and using the inequality \((a + b + c)^2 \leq 3(a^2 + b^2 + c^2)\) and (73), we get
\[
E(Z_t^n) \leq 3(|x_0^{n+1} - x_0^n|^2 + 8|\sigma|^2 \delta_{n,s} + K^2 (8C_{-1,s} + 1)) \int_0^t E(Z_s^n)ds.
\]
Applying Gronwall’s Lemma, we get for a sufficiently large constant \( A \)
\[
E(Z_t^n) \leq A(|x_0^{n+1} - x_0^n|^2 + |\sigma|^2 \delta_{n,s}) \exp(At)
\]
and from H2
\[
\sum_{n \geq 0} P(\sup_{s \leq t} |X_s^{n+1} - X_s^n| \geq n^{-\alpha}) \leq \sum_{n \geq 0} n^{2\alpha} E(Z_t^n) < \infty.
\]
Borel-Cantelli Lemma gives a.s. \( \sup_{s \leq t} |X_s^{n+1} - X_s^n| \leq n^{-\alpha} \) for \( n \) large enough so that \( X^n \) converges uniformly on any compact interval \([0, t]\) to a \( C(\mathbb{R}_+, E)\)-valued process \( X \). Similarly from (76), (78) and H2 we get
\[
\sum_{n \geq 0} P(\sup_{s \leq t} |M_s^{n+1} - M_s^n| \geq n^{-\alpha}) \leq \sum_{n \geq 0} n^{2\alpha} E(\sup_{s \leq t} |M_s^{n+1} - M_s^n|^2) < \infty
\]
and \( M^n \) converges uniformly on any compact interval \([0, t]\) to a limit \( C(\mathbb{R}_+, E)\)-valued process \( M \) for which
\[
X_t = x_0 + \int_0^t f(X_s)ds + M_t.
\]
Let us check that
\[
M_t = \int_0^t \sigma(X_s)dW_s.
\]
Indeed, since
\[
E(\sup_{u \leq t} |\int_0^u \sigma(X_s)dW^s - M_u^n|^2) \leq 8E(\int_0^t K^2|X_s - X^n_s|^2 ds) + |\sigma|^2 \delta_{n,s}C_{n,s},
\]
we get for \( n \to 0, E(\sup_{u \leq t} |\int_0^u \sigma(X_s)dW^s - M_u^n|^2) = 0. \]
We extend now the previous result to locally Lipschitz drift \( f \) and diffusion \( \sigma \).

H1*: The functions \( f \) and \( \sigma \) are Lipschitz on any ball of \( E_\infty \) and can be uniquely extended as locally Lipschitz functions on \( E \).
Proposition 21. Let $s > 1$ be a positive real number. Under the hypothesis $(H1' - H2)$, there exists a stopping time $\tau$ and a continuous adapted process $(X_t)_{0 \leq t < \tau}$ with values in $E$ such that

1. $\limsup_{t \to \tau^-} |X_t| = +\infty$ on $(\tau < \infty)$ ($\tau$ is the explosion time);
2. for any $r > 0$ and any $T > 0$, we have almost surely

$$\sup_{0 \leq t \leq T} |X^n_{t \wedge \tau_r} - X^n_{t \wedge \tau} | \to 0$$

(79)

where $\tau_r = \inf \{ t \geq 0 \mid |X_t| \geq r \}$.

Moreover, for any $t \geq 0$

$$X_{t \wedge \tau_r} = x_0 + \int_0^{t \wedge \tau_r} f(X_s)ds + \int_0^{t \wedge \tau_r} \sigma(X_s)dW_s \quad \text{a.s.}$$

(80)

Proof. Let $R > r > 0$ be two positive real numbers and

$$g(x) = \max(\min(1, R - |x|), 0)$$

be a Lipschitz function such that $g^R(x) = 1$ if $|x| \leq R$ and $g^R(x) = 0$ if $|x| \geq R + 1$. We introduce also $f^R = f^R f$ and $\sigma^R = f^R \sigma$. From $H1'$ $f^R$ and $\sigma^R$ are Lipschitz and we get from standard results on existence of finite-dimensional SDE a solution $X^{R,n} \in C(\mathbb{R}_+, E_n)$ of $dY_t = f^R(Y_s)ds + \sigma^R(Y_s)dW^n_s$ and $Y_0 = x_0^n$. From Proposition [21] applied to $f^R$ and $\sigma^R$, there exists a $C(\mathbb{R}_+, E)$-valued process $X^R$ solution of $dY_t = f^R(Y_s)ds + \sigma^R(Y_s)dW_s$ and $Y_0 = x_0$ such that $P(\sup_{s \leq t} |X^R_t - X^{R,n}_t| \to 0) = 1$ and $P(\sup_{s \leq t} |f^R_s(X^R_s)dW_s - f^n_s(X^{R,n}_s)dW^n_s| \to 0) = 1$. Since $f^R$ and $f$ (resp. $\sigma^R$ and $\sigma$) coincide on $|x| \leq R$, we get for any $n \geq 0$ that

$$X^{R,n}_{t \wedge \tau_{R,n}^n} = X^n_{t \wedge \tau_{R,n}^n} \quad \text{a.s.}$$

(81)

where $\tau_{R,n}^n = \inf \{ t \geq 0 \mid |X^n_t| \geq R \}$. In particular $\tau_{R,n}^n = \tau_{R}^n = \inf \{ t \geq 0 \mid |X^n_t| \geq R \}$ almost surely and for any $T > 0$, $P(\sup_{0 \leq t \leq T} |X^n_{t \wedge \tau_R^n} - X^R_{t \wedge \tau^n_R} | \to 0) = 1$ with $\tau_R^n = \inf \{ t \geq 0 \mid |X^n_t| \geq R \}$ since the uniform convergence of $X^{R,n}$ to $X^R$ on compact set implies that a.s. $\tau_{R,n}^n > \tau_{R,n}^R$ for $n$ large enough. As a consequence, for two solutions $X^R$ and $X^{R'}$ for $R' > R$, we have $\tau_{R,n} = \tau_{R',n}^R$ a.s. and the trajectories before the common value $\tau_{R,n}$ are equal. Let $R_k$ be an increasing sequence converging to $+\infty$ and $\tau = \lim_{k \to \infty} \tau_{R_k}$. If $X_t = \sum_{k=0}^{\infty} X^{R_{k+1}}_t 1_{\tau_{R_k} \leq t < \tau_{R_{k+1}}} \quad \text{for } t \leq \tau$, the process $(X_t)_{0 \leq t < \tau}$ verifies (1), (2) and (80).

□

8. Applications and numerical simulations

This section will present a direct application of the SDE we have studied. In this simplest model, we suppose a shape to be given with an initial momentum and we model the perturbation term with a white noise on the initial shape. Therefore the variance of the noise term is constant in time.

Let $(q_0, p_0)$ be respectively the initial shape and the initial momentum of the system. As in the deterministic matching with a sufficiently smoothing attachment term, the momentum is a normal $L^2$ vector field on the shape, it is relevant enough for applications to consider $q_0 \in F_s$ and $p_0 \in F_{-s}$. To assume $q_0 \in F_s$ means that we chose a parameterization of the shape by $T_m$. We would like our stochastic system to be independent of this initial parameterization. Then we need to understand what is the reparameterization transformation on the deterministic system and on the white noise.

Assume that $\phi$ is a diffeomorphism of $T_m$, then we give the correspondence between the solution $(p_t, q_t)$ from initial conditions $(p_0, q_0)$ and $(\tilde{p}_t, \tilde{q}_t)$ with the initial position variable $q_0 \circ \phi$.

\[
\begin{array}{ccc}
T_m & \xrightarrow{\phi} & T_m \\
q_0 \circ \phi & \downarrow & \tilde{q}_0 \\
\mathbb{R}^d & \xrightarrow{d} & \mathbb{R}^d
\end{array}
\]
As the trajectory is entirely determined by the vector field \( v_{p_t, q_t} \), the change of variable by \( \phi \) gives the correspondence:

\[
\begin{align*}
\tilde{q}_t &= q_t \circ \phi , \\
\tilde{p}_t &= \text{Jac}(\phi) p_t \circ \phi .
\end{align*}
\]

We will denote by \( \phi^*(p) \) the pull-back of \( p \) under \( \phi \).

The stochastic system verifies the same transformation and the pull-back of the cylindrical Brownian motion is given by

\[
\tilde{B} = \text{Jac}(\phi) B \circ \phi .
\]

We need the following proposition,

**Proposition 22.** If \( B \) is a cylindrical Brownian motion on \( L^2(T_n, \nu) \) with \( \nu \ll \mu \) (\( \mu \) is the Lebesgue measure) then \( \phi^*(B_t) = \text{Jac}(\phi) B_t(\phi(s)) \) is a cylindrical Brownian motion on \( L^2(T_n, \nu') \) with \( \frac{d\nu'}{d\nu} = \frac{1}{\text{Jac}(\phi)} \).

Moreover if \( f \in L^2 \) with \( f \neq 0 \) a.e., \( f B \) is a cylindrical Brownian motion for the measure \( \frac{1}{f} d\nu \).

**Proof.** If \((e_i)_{i \in \mathbb{N}} \) is an orthonormal basis of \( L^2(T_n, \nu) \), then \( \sqrt{\text{Jac}(\phi)} e_i \circ \phi \) is also an orthonormal basis for \( L^2(T_n, \nu) \) by a change of variable with \( \phi \). As a result, \( \text{Jac}(\phi) e_i \circ \phi \) is an orthonormal basis for \( L^2(T_n, \nu') \) with \( \frac{d\nu'}{d\nu} = \frac{1}{\text{Jac}(\phi)} \).

The second part of the proposition is also straightforward: if \((e_i)_{i \in \mathbb{N}} \) is an orthonormal basis for \( L^2(T_m, \mathbb{R}^d) \), then \((f e_i)_{i \in \mathbb{N}} \) is an orthonormal basis for \( L^2(T_m, \frac{1}{f} d\nu) \).

**Corollary 1.** The random process \( \phi^*(B_t) \) is equal to \( \sqrt{\text{Jac}(\phi)} W_t \) with \( W_t \) a cylindrical Brownian motion on \( L^2(T_m, \mathbb{R}^d) \).

Back to our framework with \( F_s \times F_{-s} \), we remark that the space \( F_s \) is not invariant under a change of coordinates: let \( \phi \) be a diffeomorphism of \( T_n \) then a priori, if \( q \in F_s \) then \( q \circ \phi \) may not belong to \( F_s \). However if \( q \) and \( \phi \) are sufficiently smooth then \( T(q) := q \circ \phi \) belongs to \( F_s \). Hence there exist large subspaces in \( F_s \) invariant under this transformation. To go further we could prove that if \( s < s' \) then \( T(F_{s'}) \subset F_{s} \). We would have the same result for the dual spaces: \( T(F_{-s}) \subset F_{-s'} \). Furthermore we would like to deal with piecewise diffeomorphisms, this is why the formulation of the following proposition is a little more general.

**Proposition 23.** Let \( q \in F_s(T_n, \mathbb{R}^k) \) and \( \phi : T_n \mapsto T_n \) be a measurable invertible mapping (i.e. there exists \( \phi^{-1} : T_n \mapsto T_n \) measurable such that \( \phi \circ \phi^{-1} = 1 \)). We assume also that \( q \circ \phi \in F_{\varepsilon} \), \( p \circ \phi \in F_{s'-\varepsilon} \) and \( J := \frac{\partial^2 q}{\partial p^2} \mu \in F_s(T_n, \mathbb{R}) \) such that \( J > \varepsilon > 0 \) a.e. Finally, let \( B \) be a cylindrical Brownian motion. If \((p_t, q_t)\) is the solution of the system

\[
\begin{align*}
\frac{dp_t}{dt} &= -\partial_q H(p_t, q_t) + \varepsilon dB_t \\
\frac{dq_t}{dt} &= \partial_p H(p_t, q_t),
\end{align*}
\]

(with \( \varepsilon \) a constant parameter) for initial data \((p_0, q_0)\) and for the path of the white noise \( B \) then \((\phi^*(p_t), q_t \circ \phi)\) is the solution of the system

\[
\begin{align*}
\frac{dp_t}{dt} &= -\partial_q H(p_t, q_t) + \varepsilon \sqrt{\text{Jac}(\phi)} dB_t \\
\frac{dq_t}{dt} &= \partial_p H(p_t, q_t),
\end{align*}
\]

for initial data \((J q^*(p_0), q_0 \circ \phi)\) and for the random process \( \sqrt{J} \tilde{B} \), with \( \tilde{B} \) a cylindrical Brownian motion.

The random process \( \sqrt{J} \tilde{B} \) can be treated in our framework with the map \( \sigma : E_n \mapsto L(F_n) \) given by the multiplication with \( p_n(\sqrt{J}) \): As \( J > \varepsilon \) we have that \( \sqrt{J} \in F_s \) by smoothness of the square root outside \( 0 \). Thus \( \sigma \) is a Lipschitz map such that \( \sigma(H_n) \subset H_n \) since the projection is Lipschitz and the multiplication in \( F_{-s} \) by an element of \( F_s \) is Lipschitz too. It leads to

**Theorem 2.** Under assumption \( H0 \), let \( f \in F_s \) and \((p_0, q_0) \in F_{s} \times F_{s} \) be initial conditions verifying that there exists \( s'' < s \) and \( s' > s \) such that \( q_0 \in F_{s'} \) and \( p_0 \in F_{s''} \). Then random solutions of the following system with initial conditions \((p_0, q_0)\)

\[
\begin{align*}
\frac{dp_t}{dt} &= -\partial_q H(p_t, q_t) + f dB_t \\
\frac{dq_t}{dt} &= \partial_p H(p_t, q_t),
\end{align*}
\]
are defined for all time and there is an almost sure convergence of the approximations (also defined for all time)

\[
\begin{align*}
dp_t^n &= -\partial_q H(p_t^n, q_t^n) + f^n dB_t \\
dq_t^n &= \partial_p H(p_t^n, q_t^n),
\end{align*}
\]

to the previous random solution with initial conditions \((p_0^n, q_0^n)\) the projection on \(E_n\) of \((p_0, q_0)\).

**Proof.** This is the application of proposition 19. We verify hypothesis \(H_2\) and control the trace of the operator. Remark that we need to control the Hilbert-Schmidt norm of the operator \(\sigma^T k(q, q) \sigma\) with \(\sigma\) the multiplication by an element of \(F_s\). This is a consequence of Lemma 1 but we give here a simpler proof, since the multiplication is a diagonal operator. We have

\[
|f^n|_\infty \leq C_s|f^n|_{F_s} \leq C_s|f|_{F_s},
\]

then we get for any \(q \in F_s\),

\[
0 \leq \int_{T_m} f^n(s) \sigma^T k(q(s), q(s)) f^n(s) ds \leq C_s^2 |k|_\infty |f|^2_{F_s} \text{Vol}(T_m).
\]

Thus hypothesis \(H_0'\) is verified.

From the assumption on the initial conditions, if \(q_0 \in F_s\) with \(s' > s\) we have

\[
|q_0|^2_{F_{s'}} = \sum_{n=0}^{\infty} 2^{n(s'-s)} |q_0^{n+1}|^2 - |q_0^n|^2 < +\infty.
\]

Moreover, if \(p_0 \in F_{s'}\) then

\[
|p_0|^2_{F_{s'}} = \sum_{n=0}^{\infty} 2^{n(s'-s')} |p_0^{n+1}|^2 - |p_0^n|^2 < +\infty.
\]

Hence \(H_2\) is verified.

Remark that \(H_2\) is not so demanding as proved in this theorem.

Now we can discuss some basic situations to simulate the stochastic system (81). The preceding result will enable us to deal with a wide family of shapes and noises. We first develop the case of curves.

**Proposition 24.** Let \(1 < s < 2\) a real number and \(f: S_1 \mapsto \mathbb{R}^2\) be a piecewise \(C^2\) mapping such that \(|f'| > \epsilon > 0\) with \(\epsilon\) a real positive number. If we denote by \(\alpha\) the arc-length parameterization of \(f\) then there exists a piecewise affine homeomorphism \(\phi: S_1 \mapsto S_1\) such that \(\phi \in F_s\) and \(\alpha \circ \phi\) is in \(F_s\).

**Proof.** Let us assume that the arc-length parameterization \(\alpha\) has \(p\) singularities at points \(x_1 < \ldots < x_n \in S_1\). Then, we define \(\phi\) as the linear interpolation on \(n\) dyadic points in \(S_1\), \(d_1 < \ldots < d_n\) with for images respectively \(x_1 < \ldots < x_n\). As \(\phi\) is piecewise affine it belongs to \(F_s\) thanks to proposition 6. With the same argument we conclude that \(\alpha \circ \phi \in F_s\).

The previous proposition tells us that we can consider our stochastic system on an initial shape with a white noise which is white with respect to the arc length. Hereunder are some simulations to illustrate the convergence of the landmark simulation and the kind of trajectories generated by this model. The figure Fig. 7 presents the convergence of the image of the unit circle under the flow generated by the system with an increasing number of landmarks. We chose to illustrate this convergence since in some sense it just shows the convergence of the vector fields generated by the stochastic system.

We may also want to see how the shapes are distributed around the target shape, or to learn something about a neighborhood of a shape in this stochastic model. We plotted few simulations of the model for the unit circle as initial shape and an initial momentum which is null to see how the neighborhood of the circle looks like. In the figure Fig. 8 the red curve is the unit circle and the other curves from green to blue are random deformations of the unit circle for 200 landmarks. The kernel size is 0.7 and the standard deviation of the noise (normalised with the number of particles) is relatively high at \(\epsilon = 3\).

The last simulation shows again the convergence of the landmark discretization as in figure Fig. 7 but with a structure of noise which is null on the particles \(q_i\) initially such that \(p_x(q_i) < 0\) (i.e. with negative abscissa). It illustrates the locality of the noise and we can remark the size (variance) of the kernel in this simulation. In this case the kernel size is smaller at 0.25 and the standard deviation of the noise is 1.5.

Theorem 2 enables us to deal with a white noise with respect to the induced measure of a manifold embedded in \(\mathbb{R}^k\).
Figure 7. The convergence when increasing the number of landmarks. From 32 landmarks to 512 landmarks for $q_0$ the unit circle and $p_0 = 0$, the curves from green to blue show the image of the unit circle under the flow for the $2^i$ particles for $i \in [5, 9]$. The width of the Gaussian kernel is 0.5 and the intensity of the noise is $\varepsilon = 1.5$.

Figure 8. 5 simulations of random deformations of the circle.

Figure 9. Local noise.

Proposition 25. There exists $\phi : T^2 \rightarrow S^2$ verifying the assumptions of proposition 23. If $B_t$ is the cylindrical Brownian motion for the measure associated with the induced metric of $S^2$ in $\mathbb{R}^3$, then $\phi^*(B_t)$ can be written as $\sqrt{\text{Jac}(\phi)}dW_t$ with $W_t$ a cylindrical Brownian motion.

Proof. Consider a dyadic partition of $T^2$ in 6 squares. The radial projection of the cube on the sphere gives the desired result. The map $\phi$ is given by the mapping of the dyadic partition on the six faces of the cube, which is piecewise smooth and the Jacobian is bounded below. Then we have the desired result thanks to the corollary 1.

As said above, following such kind of decomposition we can get a wide range of embedded manifolds in the euclidean space. To illustrate the model in 3 dimensions, we give some examples of the stochastic shooting between an initial hippocampus\footnote{data courtesy of G. Gerig (University of Utah) used in [16] from a study on autism disease} (the so called part of the brain located in the medial temporal lobe) and a target one. The figure Fig. 10 represents the initial hippocampus and the figure Fig. 11 shows in the same figure 3 simulations (red, green and blue) of the SDE with an initial momentum that solves the boundary value problem between the initial hippocampus and a target hippocampus not showed here.

In the simulations we observed that a statistical study of the stochastic model requires to control carefully the invariance of the system with respect to a change of time coordinates and the understanding of the relation between the kernel size and the variance term of the model.

9. Conclusion and open perspectives

The original motivation of this work was to prove an extension of the stochastic model in the case of landmarks to the infinite-dimensional case of shapes. In Section 3 we proved that the solutions of the SDE on landmarks are defined for all time by controlling the energy of the system with the help of Itô formula
on the Hamiltonian. Hence it gives a stochastic shape evolution model in the case of landmarks. We then developed in Subsection 3.1 a strategy to extend the SDE in infinite dimension to a well chosen Hilbert space. We discussed in Section 4 an example of such a well chosen Hilbert space by introducing the spaces $F_s$ in any dimension. As we aimed to prove a convergence of the finite-dimensional case of landmarks to the case of shapes, we also gave a presentation of the cylindrical Brownian motion and the related Itô integral that really suits our needs. Apart from our particular choice for the spaces $F_s$, we proved in Section 6 under general hypothesis (Section 7) on the finite-dimensional approximation subspaces that the solutions of the SDE on these subspaces converge almost surely to the solutions of the SDE in infinite dimension. Finally, we dealt with a general variance term to account for a possible reparameterization of the shape as detailed in Section 8 where some simulations in 2D and 3D are showed.

On the mathematical aspects of this work, we did not explore yet all the possibilities for the structure of noise in our framework. At this point an operator $\sigma \in L(P, P)$ (with the $L^1$ condition) seemed to be sufficient for practical applications. But for instance we would like to know if the situation where the noise is supported by a finite sum of Dirac measures belongs to our framework for a white noise on $L^2(T_n, \mu)$ with $\mu$ the Lebesgue measure. Moreover we guess that our work can be extended to any Radon measure on $T_n$ instead of the Lebesgue measure, which would extend the structures of the noise that can be attained.

Another mathematical perspective opened with this work is to study stochastic perturbations of the EPDiff equation:

\[
\begin{align*}
\frac{dm}{dt} + ad_m^*m dt &= \sigma dB_t, \\
u &= K \ast m,
\end{align*}
\]

where $K$ is the chosen kernel. However, we face the problem of the definition of the noise on the space of momentum which is the dual of the Hilbert space of vector fields $V$. As a consequence the choice on the noise is really broad and we underline that in our case the manifold on which the diffeomorphism group acts gives the structure of the noise.

Our central motivation with these stochastic second-order model is to design growth model on shape spaces. Enhancements of this model are at hand at least in two directions: the first one is to incorporate a deterministic control variable (absolutely continuous) on the evolution of the momentum to fit in the splines framework presented in the introduction section. The other direction is to incorporate in the random noise a jump process to account for sudden transformations of the shape. Therefore the enhanced model could be written as:

\[
\begin{align*}
\frac{dp_t}{dt} &= -\partial_q H(p_t, q_t) + u_t + \varepsilon dB_t + dJ_t, \\
\frac{dq_t}{dt} &= \partial_p H(p_t, q_t),
\end{align*}
\]
with \( J_t \) for instance a compound Poisson process \( J_t = \sum_{i=1}^{N(t)} j(i) \) with \( j(i) \) independent and identically distributed random variables on \( P = F_{-s} \) independent of the Poisson process. This jump process gives the opportunity to introduce discontinuities in the momentum evolution.

The parameterization of the noise is a crucial issue, since the main issue in this model is a certain redundancy between the kernel and the choice of the noise. Also this parameterization is strongly related to the observed data. For instance, if evolutions of surfaces are considered, the corresponding momentums are always orthogonal to the current shape. Therefore the noise introduced needs to keep this structure unchanged. More generally, the effect of the noise should keep the symmetries of the deterministic solutions.

Last, the role of the time variable is also crucial in the estimation of the time variability of a biological organ. That’s why we should study stochastic models able to retrieve the information on the speed of the evolution. Although the speed is encoded in the stochastic model, the model could be able to learn a time reparameterization. It is a first step in the direction of designing a realistic growth model for shapes within the framework of large deformation diffeomorphisms and it underlines the efficiency of second-order models as good candidates.

Being aware of some developments for the estimation of the diffusion parameters for second-order models in [25] or in [21], our main research efforts will be focused on consistent statistical schemes to be applied on biomedical data.
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10. APPENDIX

Proposition 26. Let \((E_i)_{1 \leq i \leq 2}\) be two separable RKHS of real valued functions defined respectively on \(\mathcal{X}_1\) and \(\mathcal{X}_2\). Then we have :

1. The tensor space \(E_1 \otimes E_2\) is a separable RKHS on \(\mathcal{X}_1 \times \mathcal{X}_2\).

2. If for any \(i \in \{1,2\}\), there exists \(M_i > 0\) such that for any \(f,f' \in E_i\), \(|ff'|_{E_i} \leq M_i|f|_{E_i}|f'|_{E_i}\), (we say that \(E_i\) is an algebra of functions with continuous product), then the same result is true for \(E_1 \otimes E_2\).

Proof. Proof of 1) : If \((a_n)_{n \geq 0}\) and \((b_n)_{n \geq 0}\) are Hilbert basis of \(E_1\) and \(E_2\), then \((a_n \otimes b_n)_{m,n \geq 0}\) is an Hilbert basis for \(E_1 \otimes E_2\). Now for any \((x_1,x_2) \in \mathcal{X}_1 \times \mathcal{X}_2\), there exists a unique continuous map \(\delta_{x_1,x_2} : E_1 \otimes E_2 \to \mathbb{R}\) defined by the values \(\delta_{x_1,x_2}(a_n \otimes b_n) \doteq a_m(x_1)b_n(x_2)\) on the Hilbert basis. Indeed, for any finite linear combination \(g = \sum_{(m,n) \in I} \lambda_{m,n}a_m \otimes b_n\), one has

\[
|\delta_{x_1,x_2}(g)|^2 = \left| \sum_{n \geq 0} \left( \sum_{m \text{ s.t.} (m,n) \in I} \lambda_{m,n}a_m(x_1) \right) b_n \right|^2 (x_2) ^2.
\]

Since \(E_1\) and \(E_2\) are two RKHS, there exist \(C_1(x_1)\) and \(C_2(x_2)\) (depending on \(x_1\) and \(x_2\)) such that \(|a(x_1)| \leq C_1(x_1)|a|_{E_1}\) and \(|b(x_2)| \leq C_2(x_2)|b|_{E_2}\) for any \(a, b \in E_1 \times E_2\). Therefore,

\[
|\delta_{x_1,x_2}(g)|^2 \leq C_2(x_2)^2 \sum_{n \geq 0} \left( \sum_{m \text{ s.t.} (m,n) \in I} \lambda_{m,n}a_m(x_1) \right)^2 \leq C_2(x_2)^2 C_1(x_1)^2 \sum_{(m,n) \in I} \lambda_{m,n}^2 \leq (C_1(x_1)C_2(x_2)) |g|_{E_1 \otimes E_2}^2.
\]

In particular, we have

\[
\|\delta_{x_1,x_2}\| \leq \|\delta_{x_1}^1\| \|\delta_{x_2}^2\|
\]

where \(\delta_{x_1} : E_1 \to \mathbb{R}\) such that \(\delta_{x_1}(f) = f(x_1)\) for any \(f \in E_1\).

Note finally that for any \(g \in E_1 \otimes E_2\), if \(\delta_{x_1,x_2}(g) = 0\) for any \((x_1,x_2) \in E_1 \times E_2\), then \(g = 0\). Indeed, if \(g = \sum_{m,n} \lambda_{m,n}a_m \otimes b_n\) then \(g = \sum_{n \geq 0} A_n \otimes b_n\) where \(A_n = \sum_{m \geq 0} \lambda_{m,n}a_m\) so that for any \((x_1,x_2) \in \mathcal{X}_1 \times \mathcal{X}_2\), we have \(\sum_{n \geq 0} A_n(x_1)b_n(x_2) = \delta_{x_2}^2(\sum_{n \geq 0} A_n(x_1)b_n) = 0\). For fixed \(x_1 \in \mathcal{X}_1\), and \(b = \sum_{n \geq 0} A_n(x_1)b_n\), we
have \( b(x_2) \) for any \( x_2 \in \mathcal{X}_2 \) so that \( b = 0 \) and \( A_n(x_1) = 0 \) for any \( n \geq 0 \). Considering now arbitrary \( x_1 \), we get that \( \sum_{m \geq 0} \lambda_{m,n} a_m = 0 \) so that \( \lambda_{m,n} = 0 \) and \( g = 0 \). Hereafter, we will denote (without ambiguity)
\[
g(x_1, x_2) = \delta_{x_1, x_2}(g).
\]

**Proof of 2)**: If \( g_N = \sum_{0 \leq m,n \geq N} \lambda_{m,n} a_m \otimes b_n \) and \( g'_N = \sum_{0 \leq m,n \leq N} \lambda_{m,n} a_m \otimes b_n \), then
\[
(g_N g'_N) = \sum_{0 \leq m,n,p,q \leq N} \lambda_{m,n} \lambda_{p,q} (a_m \otimes f_n)(a_p \otimes b_q).
\]
Since \( a_m a_p \in E_1 \) and \( b_n b_q \in E_2 \) and
\[
(a_m \otimes f_n)(x_1, x_2)(a_p \otimes b_q)(x_1, x_2) = a_m(x_1) a_p(x_1) b_n(x_2) b_q(x_2) = (a_m a_p)(x_1)(b_n b_q)(x_2)
\]
we get \( (a_m \otimes f_n)(a_p \otimes b_q) = (a_m a_p) \otimes (b_n b_q) \) and
\[
|(a_m a_p) \otimes (b_n b_q)|_{E_1 \otimes E_2} = |a_m a_p|_{E_1} |b_n b_q|_{E_2} \leq M_1 M_2.
\]
Hence \( |g_N g'_N|_{E_1 \otimes E_2} \leq M_1 M_2 \sum_{0 \leq m,n,p,q \leq N} |\lambda_{m,n} \lambda_{p,q}| \leq M_1 M_2 |g|_{E_1 \otimes E_2} |g|_{E_1 \otimes E_2} \) and the sequence \( g_N g'_N \) is bounded in \( E_1 \otimes E_2 \). Since for any weak limit, we have \( g_N g'_N(x_1, x_2) \to (gg')(x_1, x_2) \) we get that \( gg' \in E_1 \otimes E_2 \) and by lower semi-continuity of the norm for the weak convergence:
\[
|gg'|_{E_1 \otimes E_2} \leq M_1 M_2 |g|_{E_1 \otimes E_2} |g'|_{E_1 \otimes E_2}.
\]
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