Where Will You Park? Predicting Vehicle Locations for Vehicle-to-Grid
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Abstract: Vehicle-to-grid services draw power or curtail demand from electric vehicles when they are connected to a compatible charging station. In this paper, we investigated automated machine learning for predicting when vehicles are likely to make such a connection. Using historical data collected from a vehicle tracking service, we assessed the technique’s ability to learn and predict when a fleet of 48 vehicles was parked close to charging stations and compared this with two moving average techniques. We found the ability of all three approaches to predict when individual vehicles could potentially connect to charging stations to be comparable, resulting in the same set of 30 vehicles identified as good candidates to participate in a vehicle-to-grid service. We concluded that this was due to the relatively small feature set and that machine learning techniques were likely to outperform averaging techniques for more complex feature sets. We also explored the ability of the approaches to predict total vehicle availability and found that automated machine learning achieved the best performance with an accuracy of 91.4%. Such technology would be of value to vehicle-to-grid aggregation services.
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1. Introduction

A key function of an electricity grid operator is to balance supply and demand to ensure that the power produced always matches the power required. In the UK, for example, this is achieved by the Balancing Mechanism of the National Grid, which calculates deviations in supply and demand every half-hour. To address any imbalances, the operator will accept offers to increase or curtail demand and/or generation in near real-time. Electricity can also be traded ahead of time; in the day-ahead market, for example, generators and suppliers agree contracts for the delivery of energy typically during hour periods on the following day [1]. Vehicle-to-grid (V2G) is a technology that allows electric vehicles to contribute to such flexibility services by discharging or curtailing demand when required [2,3]. This capability has the potential to help manage the additional load on the grid resulting from the influx of electric vehicles, to help manage supply fluctuations inherent to renewable energy sources and to contribute to ambitious sustainability targets introduced by many cities around the world, including Nottingham in the UK [4].

While the integration of static energy storage within virtual power plants is relatively well developed [5], significant additional challenges result where the storage is mobile in the form of electric vehicles (EVs). For example, charging and discharging must be scheduled and aligned with vehicle
availability, and use of the battery must respect the primary use of the vehicle as a form of transport. Commercial organisations have been established to offer such capability [6] attracted by the significant opportunities offering flexibility services to the electricity grid [7]. Energy companies, such as Octopus Energy [8] and Ovo Energy [9] in the UK, are now also rolling-out services based on V2G.

Participation in market opportunities is, however, reliant on the availability of enough vehicles at the time of the market event. As the total population of participating vehicles grows, it becomes more likely that enough vehicles would be available, given that many are typically parked over 95% of the time [10]. However, as trading decisions are typically made in advance, finer-grained predictions of available capacity become necessary, and support participation in larger and more numerous market events as a smaller buffer of vehicles is required to account for uncertainty. Such predictions also enable the use of the technology for scenarios with an inherently smaller vehicle population, such as individual communities or local vehicle-to-building applications [11].

A prediction of available capacity is critically dependent on many factors, including battery capacity and state-of-charge; however, fundamental to this prediction is the actual availability of the vehicle, i.e., it must be parked close enough to an available charging station to be plugged in. This, therefore, requires predicting the stationary location of vehicles—a problem that has been explored previously in the literature. Markov models, for example, have been used to model driving patterns using a single vehicle’s data [12] and to model a vehicle’s state using survey data [13]. The related problems of travel time prediction [14] and parking space prediction [15] have also received considerable attention. However, to enable V2G services, there remains a need for techniques to predict when vehicles are parked close enough to charging stations and hence potentially available to a V2G aggregation service. These techniques must also be validated using real data from a substantial number of vehicles.

In this paper, we addressed this need by using a historical dataset from a fleet of vehicles to train and analysed several different predictive models. We made the following specific contributions; firstly, we demonstrated the ability of the models to predict when vehicles are parked close to V2G charging stations with high accuracy, which is necessary to underpin the assessment of the capacity available to a V2G aggregation service during future trading windows; secondly, we demonstrated a method of analysing a dataset retrieved from a vehicle tracking service to support the identification of vehicles that are strong candidates for use in a V2G service; thirdly, we demonstrated that simple prediction strategies, such as moving averages, could yield comparable performance to more complex machine learning techniques, which is of value to help bootstrap V2G services when large training datasets are not initially available.

The remainder of the paper is structured as follows; in Section 2, we described the dataset used to train the models and detailed the three approaches investigated; in Section 3, we compared, analysed and discussed the performance of the approaches in predicting the availability of individual vehicles and total available vehicles; Section 4 presents our conclusions.

2. Materials and Methods

In this work, we used 42 weeks of historical data from a fleet of 48 vehicles belonging to the University of Nottingham that was collected using the Trakm8 telematics service [16] deployed in those vehicles. We investigated the use of automated machine learning [17] (AutoML) that has the potential to broaden the use of machine learning within the energy domain by automating the time-consuming workflow and allowing the rapid exploration of a range of industry-standard algorithms. This technique was compared with two averaging techniques: a simple cumulative moving average (CMA) and an exponential moving average (EMA) that weights recent data more strongly. We assessed the ability of the three approaches to predict the availability of individual vehicles and the total available vehicles in future half-hour periods, i.e., potential trading windows.
2.1. Dataset Processing

The University of Nottingham operates a fleet of 121 vehicles across 4 UK campuses, which provide a wide variety of roles, including catering services, estates management and security. A total of 48 of these vehicles from 6 different departments were actively tracked using the Trakm8 service, which provided detailed information on vehicle condition, driving patterns and individual journey details. The latter included the time and GPS location at the start and end of the journey from which latitude and longitude could be derived, as shown in Table 1. Analysis of this data thus allowed a dataset to be constructed of when, where and for how long each vehicle was stationary.

| Name     | Description                  | Example       |
|----------|------------------------------|---------------|
| vid      | Unique identifier for this vehicle | 12            |
| start_lat| Latitude at the start of the journey | 52.95282     |
| start_lng| Longitude at the start of the journey | −1.18652    |
| start_time| Timestamp at the start of the journey | 2019-11-21T13:53:10+00:00 |
| end_lat  | Latitude at the end of the journey | 52.94025     |
| end_lng  | Longitude at the end of the journey | −1.192132    |
| end_time | Timestamp at the end of the journey | 2019-11-21T14:00:16+00:00 |

At the time of the study, the fleet was not equipped with V2G technology, and the compatible charge points were not available. However, the best potential locations for V2G charge points were determined through a combination of (i) interviews with fleet managers to understand the patterns of use of the vehicles and overnight parking location of the different fleets, (ii) analysis of Trakm8 data to identify typical parking locations of the tracked vehicles, (iii) assessing infrastructure feasibility to install V2G chargers (e.g., energy supply availability to connect 3-phase V2G chargers) [18]. This analysis resulted in the identification of 6 proposed locations spread across 3 campuses in the city of Nottingham, UK.

Cross-referencing parked locations with each of these charge point locations allowed the number of vehicles to be determined that could potentially be available if the necessary hardware was in place. This was achieved by calculating the great-circle distance using the haversine formula, as shown in Equation (1), where \( r \) is the radius of the earth (6371 km), and \( dist_i \) is the distance in km between the location of a parked vehicle \( v \) (end_lat_v and end_lng_v) and charger location \( i \) (lat_i and lng_i).

\[
dist_i = 2 \times r \times \arcsin \left( \sqrt{\sin^2 \left( \frac{\text{lat}_i - \text{end\_lat}_v}{2} \right) + \cos(\text{end\_lat}_v) \times \cos(\text{lat}_i) \times \sin^2 \left( \frac{\text{lng}_i - \text{end\_lng}_v}{2} \right)} \right)
\]  

(1)

When the shortest distance to a charge point was below 100 m, the vehicle was considered to be parked within a suitable radius and hence potentially available to a V2G aggregation service, i.e., \( a_v = 1 \), as shown in Equation (2). This radius was chosen to account for inevitable variance in GPS locations and to be close enough to require only minor changes in behaviour to park close enough to a charging station to be plugged in, e.g., choosing a different parking place within the same car park.

\[
(\min\{dist\}_{i \in [1,6]} < 0.1 \rightarrow a_v = 1) \land (\min\{dist\}_{i \in [1,6]} \geq 0.1 \rightarrow a_v = 0)
\]  

(2)

Forty-two weeks of data were collected, and each of the 294 days, \( d \), represented in the dataset was divided into 48 contiguous half-hour periods; \( \text{hh}_d^i \), \( 1 \leq i \leq 48 \), \( 1 \leq d \leq 294 \). The dataset was then processed to determine vehicle availability as follows:

For each pair of consecutive journeys, \( J_v^n \) and \( J_v^{n+1} \), in the dataset for each vehicle, \( v \):

- The stationary period, \( p \), was calculated as the set of full minutes between the end_time of \( J_v^n \) and the start_time of \( J_v^{n+1} \)
The co-ordinates of the end location of \( J_{vn} \) were retrieved, i.e., \( \text{end}_\text{lat}_v \) and \( \text{end}_\text{lng}_v \).

Vehicle availability, \( a_v \), for period \( p \) was calculated using Equation (2):

\[ \text{Vehicle availability} = \begin{cases} 1 & \text{if no vehicle available} \\ 0 & \text{otherwise} \end{cases} \]

Each half-hour period, \( hh_i^p \), for which all 30 min fell within \( p \) was added to set \( hh_v^p \).

Where \( a_v = 1 \), the vehicle was deemed to be available for each period within \( hh_v^p \).

The resulting dataset contained 677,280 rows, 57% of which represented half-hour periods in which a vehicle was available, i.e., \( a_v = 1 \). In addition to vehicle availability, several other features were added to the data that had the potential to impact vehicle usage and hence availability:

- The day number (\( d \)); from 0 to 6, i.e., Sunday to Saturday
- Half-hour (\( hh \)); the index of the half-hour period from 1 to 48
- Public holidays (\( ph \)); i.e., national holidays
- University holidays (\( uh \)); other days—when the University was closed—that were typically contiguous to public holidays
- Holidays (\( hol \)); days that were either a public holiday or a University holiday
- Term days (\( term \)), i.e., whether the day fell within a University term period

Example entries in the dataset are shown in Table 2.

| Vehicle (\( v \)) | Department | \( d \) | \( hh \) | \( ph \) | \( uh \) | \( hol \) | Term | \( a_v \) |
|------------------|-----------|--------|--------|--------|--------|--------|------|--------|
| 1                | A         | 1      | 1      | 0      | 1      | 1      | 0    | 0      |
| 2                | B         | 3      | 35     | 0      | 0      | 0      | 1    | 1      |
| 3                | C         | 5      | 26     | 1      | 0      | 1      | 0    | 0      |
| 4                | C         | 5      | 27     | 1      | 0      | 1      | 0    | 1      |
| 5                | D         | 4      | 20     | 0      | 0      | 1      | 1    | 1      |

Where \( d = \text{day} \); \( hh = \text{half-hour period} \); \( ph = \text{public holiday} \); \( uh = \text{university holiday} \); \( hol = \text{holidays} \); \( term = \text{university term} \) and \( a_v = \text{vehicle availability} \).

The data was split into training and test datasets containing 237 days (81%) and 57 days (19%) of the total dataset, respectively, with the composition shown in Table 3.

| Feature                      | Training | Test |
|------------------------------|----------|------|
| Availability \((a_v = 1)\)   | 57.4%    | 55.7%|
| Term days \((\text{term} = 1)\) | 54.4% (129 days) | 47.4% (27 days) |
| Public Holiday \((\text{ph} = 1)\) | 3.0% (7 days) | 1.8% (1 day) |
| University Holiday \((\text{uh} = 1)\) | 1.7% (1 day) | 1.8% (1 day) |

### 2.2. Learning Approaches

The learning task was defined as a classification problem. For each half-hour period, the model was tasked with learning and predicting whether the vehicle was available \((a_v = 1)\), given the other data as input. The three different approaches used to address this task are described below.

#### 2.2.1. Automated Machine Learning

Successful application of machine learning is critically dependent on the choices made before the learning algorithm is executed. These include the specific algorithm to use for a given problem, how to pre-process the features in the dataset, and how to set the hyperparameters, i.e., the non-optimised configuration of the chosen algorithm. Finding a successful framework is often an iterative and time-consuming process, requiring the training and evaluation of many different algorithms and hyperparameters, which may make the technology inaccessible for non-specialists. These difficulties
have led to the development of automated machine learning that typically utilises Bayesian optimisation to search the space of frameworks with the aim of producing an optimised model for the task at hand [19,20]. This simplifies the machine learning workflow and allows the evaluation of a range of proven techniques and implementations for a given problem. This approach has great potential in broadening the use of machine learning and allowing non-specialists in fields, such as energy, to make use of the technology. In this work, two different implementations of this technique were explored:

1. AutoML on Microsoft Azure [21]: At the time of writing, this implementation supported the automated evaluation of up to 16 different algorithms for classification problems, including variations of popular approaches, such as decision trees and gradient boosting. Accuracy was chosen as the primary metric for the optimiser, i.e., the percentage of the training dataset for which availability was correctly predicted, and a typical AutoML run evaluated around 100 different frameworks to produce the final optimised classifier. For the problem explored in this work, the eXtreme Gradient Boosting (XGBoost) classifier was consistently the best performer [22]. This approach is based on gradient boosted decision trees, which is a fast and efficient technique that creates a strong classifier from an ensemble of weak decision tree classifiers.

2. AutoML Tables on the Google Cloud Platform [23]: In addition to considering standard machine learning algorithms, this technique also used neural architecture search (NAS) [24] to assess the efficacy of artificial neural networks. As for other types of machine learning, design of an appropriate neural network for a given problem often requires much trial and error with the number of hidden layers, the number of nodes within each layer, network connectivity and other hyperparameters being key decisions. Best results were achieved by the adaptive structural learning of artificial neural Networks (AdaNet) technique, which progressively builds a network architecture form an ensemble of subnetworks [25].

The results produced by both implementations were not significantly different and, therefore, only one was reported on in this paper. The AdaNet model was chosen as it provided easier access to probabilistic outputs, which were used in the subsequent analysis.

2.2.2. Cumulative Moving Average

Observation of the fleet data suggested a relatively regular pattern of vehicle activity during a typical week. A simple cumulative moving average (CMA) was, therefore, calculated to represent the probability of each vehicle’s availability during each half-hour period. Each row of the training dataset was processed to determine the vehicle \(v\), day \(d\), half-hour period \(hh\) and availability \(a_v\). The corresponding probability (CMA) was then updated using Equation (3). This resulted in 336 probabilities for each vehicle: 48 for each of the 7 days of the week.

\[
CMA_n(v,d,hh) = \frac{CMA_{n-1}(v,d,hh) \ast (n - 1) + a_v}{n}
\]  

(3)

A vehicle was predicted to be available, i.e., \(a_v = 1\), for a given half-hour period if the associated CMA was greater than 0.5.

2.2.3. Exponential Moving Average

The CMA weights all the data points for each half-hour period equally regardless of how long ago they were received. For static fleet behaviour, this approach may be appropriate; however, in many cases, there are likely to be the changes in how vehicles within the fleet operate over time. The CMA would be slow to adapt to any such changes, which would be of concern for averages constructed over a significant period and thus representing large sets of data points. One method to combat this issue is to use an exponential moving average (EMA) in which the weighting of historical data points decays
over time, and more recent data points have a greater influence on the current average, as shown in Equation (4), for a vehicle \( v \) in the half-hour period defined by \( d \) and \( hh \).

\[
EMA_n(v, d, hh) = (a_0 - EMA_{n-1}(v, d, hh)) \cdot \left( \frac{2}{N+1} \right) + EMA_{n-1}(v, d, hh)
\]  

(4)

The parameter \( N \) determines the weighting given to the most recent data point, a setting of \( N = 1 \) applies a 100% weighting, whereas larger values of \( N \) reduce the weighting. In this work, a value of \( N = 20 \) was used, thus applying a 9.52% weighting to the most recent data point. It should be noted that this increased weighting in comparison to CMA (for averages of 10 or more data points) also has a potentially negative consequence in emphasising outliers in the data that are not representative of sustained changes in behaviour. As for CMA, a vehicle was predicted to be available for a given half-hour period if the associated average was greater than 0.5.

3. Results and Discussion

In this section, comparative results are presented for the three models during training and on the test dataset. The underlying cause of differences in these results was analysed, and modifications were made to the averaging approaches to account for these differences. The ability of the models to predict availability on a vehicle-by-vehicle basis was then assessed, and a metric was developed to identify vehicles that were good candidates for V2G. Results for cumulative, fleet-level prediction were also presented. The section concludes with a detailed discussion.

3.1. Model Analysis

The training dataset was used to train models using each of the three approaches. Figure 1 shows the confusion matrices and accuracies, following training on the 34-week training dataset. All three models produced similar accuracies with AutoML, achieving a small increase in accuracy over the two averaging approaches. All the models showed a slightly increased propensity for misclassifying periods the vehicle was not available (true label=0) as periods the vehicle was available (predicted label=1), as shown in the upper right quadrants of the confusion matrices.

Figure 1. Confusion matrices and accuracy of all 3 models on the training dataset. The labels indicate predicted and actual vehicle availability. AutoML, automated machine learning (a); CMA, cumulative moving average (b); EMA, exponential moving average (c).

To determine if this performance carried over to novel data, the models were tested against the 8-week test dataset. The results in Figure 2 showed that although the accuracy of all 3 models reduced on the test set, the performance remained relatively robust with an accuracy of approximately 90% in all cases. A McNemar test [26] was performed to test the statistical significance between each of the models. The difference between all models was found to be highly significant \((p < 0.001)\). This indicated
that although the overall accuracy was similar for all models, the set of classification errors made by each approach was significantly different.

Figure 2. Confusion matrices and accuracies of the 3 models on the test dataset. The labels indicate predicted and actual vehicle availability. AutoML, automated machine learning (a); CMA, cumulative moving average (b); EMA, exponential moving average (c).

To further explore the differences between the models, accuracy was calculated for University term and non-term periods and separately for holidays and non-holidays. Figure 3 shows that performance for term and non-term periods was very similar for all models, including the averaging approaches for which term was not considered during training. This suggested that fleet behaviour was not substantially impacted by this feature. This was not the case, however, for holidays for which the averaging approaches performed poorly and AutoML very well.

Figure 3. Accuracy of the 3 models for term/non-term periods and holiday/workdays. Data labels show accuracy for holidays.

To demonstrate the reasons for this disparity, the average available vehicles for each half-hour period during the two holidays on Mondays in the test dataset was compared to that predicted by each of the three models. Figure 4 shows that the actual availability was relatively static throughout the holidays, a pattern that was typical for a weekend. AutoML correctly identified this pattern; however, the predictions for both CMA and EMA were representative of a typical non-holiday Monday. This was as would be expected, given that the holiday feature was not considered in those approaches.
To accommodate this prediction error, a heuristic was used for the CMA and EMA models that treated any holiday as a Sunday. Therefore, for any rows in the test set with $hol = 1$, the prediction for Sunday was used, i.e., $d$ was set to 0 for that row. The revised models, termed CMAh and EMAh, were tested on the same 8 weeks training set using this heuristic and the revised confusion matrices and accuracies, as shown in Figure 5.

The accuracy of both averaging approaches increased through the use of the holiday heuristic and was now comparable to AutoML. A McNemar test was performed and again showed a highly significant difference between the averaging models and the AutoML model ($p < 0.001$). However, no significant difference was now found between the CMAh and EMAh models ($p > 0.05$).
3.2. Vehicle Analysis

To help better understand the performance of the models, the results for each individual vehicle were analysed. Prediction errors for each of the 48 vehicles were determined by calculating the proportion of the test dataset for which the predicted availability was incorrect for that vehicle. Given that the results from the two averaging approaches were not significantly different, the results were only reported for one of the two models (CMAh) for purposes of clarity.

Figure 6 reveals a high degree of correlation between the two models and a clear outlier with a much higher error rate than other vehicles. The analysis of the datasets revealed that was due to a substantially different pattern of behaviour in the 8 test weeks to the 34 training weeks. The vehicle was available for 50.1% of the training period in contrast to only 12.7% of the test period. A similar, but smaller, disparity between training data and test data was also apparent for the two next worse performers. However, this was not always the case for vehicles with a relatively high prediction error. There was a close correlation between the proportion of available periods in the training and test data for the vehicle with the 4th highest error rate despite a prediction error in excess of 20%. In this case, the error was more strongly influenced by the specific times the vehicle was available rather than the total time it was available.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6}
\caption{Prediction errors (Perr) for each of the 48 vehicles for the AutoML and CMAh models.}
\end{figure}

At the other extreme, the figure showed 11 vehicles with error rates of less than 2%. However, the analysis revealed that this excellent performance was enabled by the fact they were almost always unavailable. As a result, both models predicted that these vehicles were never available, and the error rate was due to the small number of periods where this wasn’t the case. Such vehicles would not be appropriate for V2G as they must be both relatively predictable and available for substantial amounts of time. A simple metric was thus developed to calculate the viability of a vehicle, given these variables, as shown in Equation (5), where \( Perr \) is the prediction error, and \( Pa_v \) the percentage of time the vehicle was available, both expressed as a number between 0 and 1.

\begin{equation}
V2G_v = (1 - Perr) \times Pa_v
\end{equation}

Thus, a stationary vehicle that was entirely predictable and always available would score 1. A vehicle that was either entirely unpredictable and/or never available would score 0, and potentially viable vehicles would score somewhere in between. Figure 7 shows this metric calculated for all vehicles using the test dataset and prediction errors from the AutoML model.
Figure 7. V2G (vehicle-to-grid) viability scores, V2Gv, for the 48 fleet vehicles using the AutoML model on the test dataset.

The figure suggested which vehicles would be candidates for V2G. For example, 30 of the 48 vehicles had a V2Gv score in excess of 0.6 as a result of a combination of relatively low prediction errors and relatively high availability. The same set of 30 vehicles was produced using all three models and consisted of vehicles from every department. Of particular interest for a V2G service, however, is the ability to deliver grid services when most required, i.e., at time of peak demand. To determine whether this was the case, the analysis was repeated, considering only periods within a typical peak demand period of 16:00 to 19:00. Figure 8 shows that 30 vehicles again achieved a V2Gv score over 0.6, with only 1 vehicle differing from the original set. However, 15 vehicles now scored over 0.85, making them excellent candidates for participation in V2G during peak hours.

Figure 8. V2Gv scores for the peak 4 pm to 7 pm period using the AutoML model on the test dataset.

Such a score is not in itself sufficient to demonstrate the viability of a vehicle for V2G however. Another key consideration is the ability of the vehicle to deliver the required power or energy when called upon, i.e., it must have sufficient charge to satisfy journey requirements while delivering energy for the V2G service. To assess this requirement, vehicle trip journey over the 34 weeks of training data...
was analysed to determine the mean daily mileage for each vehicle on a workday and non-workday. This gave an indication of how much battery capacity would be required to satisfy typical journey requirements and hence how much would be available for V2G. The mean workday daily mileage for vehicles with a peak period V2Gv score over 0.6 was found to be only 26 km ($s = 21.8$ km), and they were rarely used on other days. It would, therefore, be possible to satisfy these journey requirements while enabling V2G with relatively modest battery capacity. In addition, the vehicles were available on average 96.9% ($s = 3.9$%) of the time, during the hours of 7 pm and 7 am, thus providing the opportunity for them to start the working day fully charged.

3.3. Fleet Analysis

The vehicle analysis presented in the previous section was of value in assessing the viability of individual vehicles for V2G; however, in order to participate in grid services, the pooled available capacity is likely to be of principal concern to an aggregator. One key requirement for predicting this capacity is predicting the total number of vehicles available at a future time, i.e., it may not be necessary to predict the availability of individual vehicles if the total number available can be predicted. Two approaches were used to make this prediction: a sum of individual vehicle’s predicted binary availability (SoV) and a sum of individual vehicle’s probability of availability (SoP).

To calculate SoV, the binary availability of each vehicle ($a_v$) predicted by the model ($m$) for a unique half-hour period ($hh_u$) in the test dataset was summed, i.e., $\text{total}_v(m, hh_u) = \sum_{v=1}^{n} a_v(m, hh_u)$. The actual number of available vehicles for a period $hh_u$ in the test set was also determined. An error score, $\text{error}(m)$, was then calculated for the model $m$ by averaging the percentage error between actual and predicted total availability over all 2736 (57 days * 48) unique half-hour periods in the test dataset. The accuracy of the model was defined as $\text{accuracy}(m) = 1 - \text{error}(m)$.

The SoP approach was identical to the SoV approach with the exception that the total availability predicted by the model $m$ for half-hour period $hh_u$ was calculated by summing the predicted probability of each vehicle being available, i.e., a threshold was not used to make a binary prediction for each vehicle before summing. For example, given four vehicles, each with a probability of 0.25 that would individually be predicted to be unavailable, this method would predict one vehicle of the group to be available. In this way, vehicles always contributed to the predicted total in correlation with their likelihood of availability.

These calculations were performed for the CMAh and AutoML models. The results, shown in Figure 9, revealed that the accuracy for both models was relatively low using the SoV approach, and no significant difference was found between the two models using a Welch’s t-test ($p > 0.05$). However, the use of the SoP approach improved accuracy by 8.2% for CMAh and 9.5% for AutoML, both of which were found to be highly statistically significant improvements ($p < 0.001$). The accuracy of AutoML-SoV was 1.7% higher than that of CMAh-SoV, a result that was also highly statistically significant ($p < 0.001$).
where initially available data is used to produce a first model iteration that is retrained and updated as new data becomes available and its performance analysed. For example, observation of periods of significant deviation between actual and predicted availability may allow the identification of events that need to be accommodated within the model. For the examples above, new features may be added to the dataset to identify open days and special events, allowing any associated impact on vehicle behaviour to be learned. Links to live weather and traffic services may also be established so that the impact of various conditions can be accommodated in the data and influence the predictions that are made. As the complexity of the feature set grows and these features interact non-linearly, the impact of individual vehicle’s probability of availability.

3.4. Discussion

The learning approaches explored in this work ranged from the simplest averaging techniques to complex machine learning models. However, their performance on the defined task was comparable. This relative equality could be explained by examining the nature of the dataset and the potential patterns of vehicle behaviour that the machine learning approaches had the potential to learn. A University tends to work on annual patterns as it moves through the various terms and holidays. However, as the training set was exclusively drawn from a single year, any annual patterns could not be learned by the machine learning models. This left two other key features that could potentially be utilised, term and holiday. The CMA and EMA averaging techniques did not consider the term, and yet their performance was equivalent during both periods, and thus this feature had little impact on overall vehicle behaviour. In contrast, the holiday feature did impact vehicle behaviour, which was successfully learned by the AutoML model, resulting in improved performance over the averaging techniques. However, the impact was clear and consistent, and, therefore, a simple heuristic was sufficient to compensate for it within the CMA and EMA models.

There was little scope, therefore, for the machine learning approaches to improve over the simple averaging techniques. This, however, would not always be the case. There are many other features that have the potential to impact vehicle behaviour. For the University fleet, these include University open days, special events, weather events and local traffic conditions. Creation of a successful predictive model for vehicle availability is thus not likely to be a one-off event but rather an iterative process where initially available data is used to produce a first model iteration that is retrained and updated as new data becomes available and its performance analysed. For example, observation of periods of significant deviation between actual and predicted availability may allow the identification of events that need to be accommodated within the model. For the examples above, new features may be added to the dataset to identify open days and special events, allowing any associated impact on vehicle behaviour to be learned. Links to live weather and traffic services may also be established so that the impact of various conditions can be accommodated in the data and influence the predictions that are made. As the complexity of the feature set grows and these features interact non-linearly, the impact of individual vehicle’s probability of availability.
individual features will be less easily identifiable, and, therefore, attempting to accommodate them through use of heuristics in the averaging approaches will quickly become untenable. Machine learning approaches can more easily accommodate such complexity and are, therefore, likely to outperform the averaging approaches as a V2G service develops. However, this will require defining the features that have an impact on vehicle predictability and discovering where the relevant data can be found (e.g., labelling of workplace-specific holidays may require parsing events from work calendars, manual input from fleet owners, etc.).

The need to continually iterate and refine the models is also required to enable adaptation to changes in vehicle behaviour. Although the behaviour of the fleet considered in this work was relatively regular, changes would occur over time in response to changes in the way the broader organisation operates, for example. Such changes in schedule would also be apparent for non-fleet users, where they might be more pronounced given that there is likely to be greater flexibility in drivers’ schedules. The EMA model used in this work weighted recent data more strongly than historical data to help adapt to changes. However, online or continual learning would also be required for machine learning models to adapt to such concept drift [27].

Analysis of individual vehicles allowed the identification of candidate vehicles for V2G. A “sweet spot” of vehicles was identified that satisfied several enabling requirements: (a) they were available, i.e., parked next to a charge point for a significant amount of time; (b) they were predictable, i.e., errors were low; (c) average daily mileage requirements were relatively low, thus providing spare capacity; (d) they were stationary for at least one extended period, thus allowing the battery to be replenished. Such analysis is of value to a fleet that is considering moving to electric vehicles and the use of V2G services by supporting the prioritisation of vehicles to transition and informing the required capacity of batteries, for example. It is also of importance to assess the number of charge points that are required in each proposed location; even if parked locations can be reliably predicted, this is of little value if all the vehicles cannot find a compatible grid connection. Knowledge of individual vehicles is also important during the operation of a V2G service. It may not be possible to assume the use of a vehicle even if it is plugged in and available as it may be necessary for individuals to receive and accept offers to participate in a given V2G opportunity [28], an issue that may be particularly pertinent for non-fleet users. For non-homogeneous populations of vehicles and batteries, it may also be necessary to target users based on the specific capabilities of their vehicles, such as battery capacity. Such socio-technical considerations have not been widely considered in work to date [29], and more research is required.

In many cases, it will be more beneficial to consider the population of available vehicles rather than individual vehicles. The analysis conducted in this paper showed that considering the cumulative likelihood of vehicle availability was more accurate than making predictions for each vehicle individually, which was especially the case for AutoML. To participate in grid services, the most important thing an aggregator needs to predict is the total capacity available to it at a given time, and the specific vehicles contributing to that capacity may be of lesser concern. However, there are a number of other factors that must be considered when translating vehicle availability to actual available capacity. Chief among these is the battery state of charge, which must be sufficient to enable V2G services while allowing a vehicle to continue operating in its primary role as a form of transport. In this work, the average daily mileage was calculated, which allowed likely available surplus capacity to be assessed for given battery capacity. Such high-level analysis may broadly enable a V2G service; however, more detailed analysis of the historical state of charge and incorporation of such data into the learning algorithm would be of great value to optimise the service. This is particularly true for vehicle populations with larger or less consistent daily mileage, where the explicit state of charge data may be essential to calculating whether a vehicle can participate in a V2G event while retaining enough charge for its next journey. As V2G services develop, such data will be generated as vehicles plug into compatible charge points, which can be used to further refine the models and enable finer-grained capacity predictions.
4. Conclusions

In this work, we compared the use of automated machine learning and moving averages to predict the parked locations of vehicles from a University fleet and their proximity to six proposed sites of V2G charging stations. This allowed the potential availability of vehicles during future half-hour trading periods to be assessed. Prediction errors for individual vehicles were found to be very similar for the simplest averaging techniques and the most complex machine learning techniques. However, this was only enabled using a heuristic for the averaging approaches to adjust for the impact of a key feature in the dataset. This impact was learned without intervention by the AutoML approach, a capability that is of critical importance as the feature set grows and interacts non-linearly making the use of heuristics untenable. Two approaches for using the predictions for individual vehicles to predict the total number of available vehicles were also investigated. It was found that calculating the cumulative probability was more powerful than summing individual vehicle predictions and that AutoML was the most accurate using this approach with an accuracy of 91.4% on the test dataset. While this predictive capability would be of value to a V2G aggregation service, translating available vehicles to available capacity requires the incorporation of other factors, including the state of charge of the battery, which will be a focus of future work.
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