Disassortative mixing of boundedly-rational players in socio-ecological systems
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Abstract: Bounded rationality refers to the non-optimal rationality of players in non-cooperative games. In a networked game, the bounded rationality of players may be heterogeneous and spatially distributed. It has been shown that the ‘system rationality’, which indicates the overall rationality of a network of players, may play a key role in the emergence of scale-free or core-periphery topologies in real-world networks. On the other hand, scalar-assortativity is a metric used to quantify the assortative mixing of nodes with respect to a given scalar attribute. In this work, we observe the effect of node rationality-based scalar-assortativity, on the system rationality of a network. Based on simulation results, we show that irrespective of the placement of nodes with higher rationality, it is the disassortative mixing of node rationality that helps to maximize system rationality in a population. The findings may have useful interpretations and applications in socio-economic systems in maximizing the utility of interactions in a population of strategic players.
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I. INTRODUCTION

The relationship between non-optimal bounded rationality of networked players and network topology has been explored in the field of networked games. Recent work by Kasthuriratna et al [1] quantified the ‘system rationality’ of a networked system as the negative average of Jensen-Shannon divergence between the Nash equilibria and the Quantal Response Equilibria (QRE) of all games played in a single iteration of a networked game. The rationale for this definition was that the more a population diverges from Nash equilibria, the more irrational it is, on average. Therefore, perfect system rationality is indicated by a value of zero and the more negative the system rationality value is, the more irrational the system would be. Kasthuriratna et al [1] demonstrated that when a population of random networks with the same and constrained average rationality goes through evolutionary process, where interactions with higher ‘system rationality’ were preferentially selected, scale-free networks emerge as a result. Therefore, they postulated that evolutionary pressure to increase the ‘system rationality’ may have been a reason why scale-free networks emerged in socio-ecological systems.

It is important to note that while scale-free networks emerge from random networks when evolutionary pressure is applied to optimise system rationality, this does not imply that scale-free topology is the optimal topology to maximise system rationality. Roman and Brede [2] argued that core-periphery (or hub-and-spoke) network structures[3] are optimal for system rationality maximisation. Meanwhile, Law et al [4] has argued that, public utility of a networked system depends on placement of players, and scale-freeness and disassortativity in networks are positively correlated to the public utility. However, their observation was about public utility, not system rationality, and these, though could be correlated, are distinct concepts.

The existing work on this topic is predominantly based on the presumption that the degree of nodes positively correlates with node rationality. It is based on this premise that scale-free and core-periphery network topologies have been argued to maximize system rationality or public utility, respectively. Extending from this body of work, here we argue that it’s the assortative mixing of node rationality that plays a prominent role in determining system rationality, and not necessarily the placement of the nodes with higher rationality.

To do so, we observe how the assortative mixing of the bounded rationality of players affect the system rationality. Thereby, we show that it is immaterial whether the ‘smartest’ or more rational players are assigned to the hubs, as done in Kasthuriratna et al [1] and Roman and Brede [2] or it is the least rational players that are assigned to the hubs, as long as the node rationality-based scalar disassortativity of the network is maximised. We show that if topologies can be re-wired, then networks
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with the highest disassortativity may optimise the system rationality, and the results obtained by Roman and Brede [2] in terms of core-periphery configurations is a special case of this.

The rest of this paper is organised as follows: in section II, we provide the background and discuss relevant literature that motivated this study. In section III, we define the key concepts that are used in our analysis. In section V, we describe our simulation experiments and our results. Finally, in section VI we discuss our results, summarise our conclusions and point some directions for future work.

II. BACKGROUND

Network science attempts to model and predict the structure and operations of entities that are connected over non-trivial topologies[5, 6]. It has applications in myriad fields such as epidemiology, social network analysis and biology. The prevalence of the scale-free topology has been observed in many real-world networks ranging from online social networks to neural networks in the brain[5, 7].

Autonomous agents distributed over a topology may interact with their neighbors in making strategic decisions. These strategic interactions may be modelled as strategic games in game theory, where each agent acts in a self-interested manner to maximize its payoff. Strategic games that are played over a population of players that interact over a topology can be used to model biological and socio-economic systems. Evolutionary game theory utilizes such networked games to model the evolution of strategies over a network of players[8].

Evolutionary stable strategies refer to a dynamic equilibrium of a strategy that may overrun the competing strategies[9]. It has been shown that the topology of a network is critical in determining the evolutionary stability of a strategy, as well as the general evolution of strategies over time. Well known iterative games such as the prisoner’s dilemma game and the stag-hunt game are often applied on networks of players to simulate the evolution of strategies[10–12].

Evolution of cooperation in networked games has been shown to be dependent on the network topology, where scale-free networks have been shown to facilitate cooperation among agents. On the other hand, individual intrinsic characteristics such as the cognitive capacity and intelligence have been shown to have an effect on the evolution of cooperation in populations[13–15]. In this work, we do not focus specifically on the evolution of cooperation, but the effect assortative mixing of node rationality on facilitating more rational interactions with respect to a given strategic decision making scenario, where mutual cooperation may be one such rational strategy.

The effect of assortative mixing on the evolution of cooperation has been explored previously[16, 17]. It has been shown that in networked prisoner’s dilemma and public goods games, degree based disassortativity facilitates cooperation among players. This is due to the tendency of cooperative hubs to be protected from other defective hubs in a disassortative network. However, the existing work on the evolution of cooperation assumes that all nodes have optimal rationality in a network of players, which is a very strong assumption.

A. Prisoner’s dilemma game

Prisoner’s dilemma game[18] is one of the most commonly used games in networked games to model social interaction. In this work, the prisoner’s dilemma game payoff matrix denoted by Fig.1 is used for modeling social interactions among neighboring players. In prisoner’s dilemma game, the payoffs satisfy the inequality conditions $\delta > \alpha > \beta > \gamma$.

B. Bounded Rationality

Nash Equilibrium is one of the cornerstones in game theory that theorizes that in every strategic interaction, there exists one or more equilibria, where no player would benefit deviating from [19]. However, most real-world strategic interactions deviate from Nash equilibrium since Nash equilibrium assumes perfect or optimal rationality. Real-world players possess non-optimal or bounded rationality, as they may have limited information, time and cognitive capacity to choose a strategy[20]. This bounded rationality of players can be quantified using a rationality parameter in the quantal response equilibrium (QRE) model[21]. In the QRE model, $\lambda_i$ denotes the individual rationality of player $i$. The rationality parameter enables controlling the ability of player $i$ to respond to the strategy distribution of the opponent and the payoffs that correspond to the respective strategies. In other words, the rationality parameter makes it possible to adjust player $i$’s bounded rationality value. When $\lambda_i \rightarrow \infty$, the quantal response equilibrium reaches the corresponding Nash equilibrium, and as $\lambda_i \rightarrow 0$, the player would operate in a totally random, thus irrational, manner[22]. Thus, the logit function used in the QRE model provides a convenient mechanism to derive the mixed strategy equilibrium probability distributions of
strategic agents that may possess non-optimal rationality values.

As players in a population may possess the factors contributing bounded rationality in varying degrees, the bounded rationality of a population may be heterogeneous\[1]. Thus, it is necessary to account for the heterogeneity of the bounded rationality of players to better fit the game theoretic models to real-world strategic interactions.

Even though there have been numerous attempts to quantify the bounded rationality of players, they have predominantly focused on quantifying the bounded rationality as a population specific uniform value that is applied to all players that operate in a given strategic decision making environment, in a generic manner. For instance, Wolpert [23] proposed a method to analytically quantify the bounded rationality of a given player by solving the Maxent or maximum entropy Lagrangians that uses the Boltzman distribution to derive the mixed strategy probability distribution of a human agent. However, empirical evidence as well as theoretical frameworks such as the cognitive hierarchical model [24] strongly suggest that the bounded and non-optimal rationality of agents in a given population is typically distributed in a heterogeneous fashion and not as a population specific uniform value. Numerous reasons such as the variability of the cognitive capacity of nodes and the varying degrees of information available to nodes due to the different levels of social interaction, may lead to this heterogeneity in bounded rationality.

There have been numerous prior attempts made to quantify the heterogeneous rationality of players using the quantal response equilibrium model [25, 26]. Examples of such models include the heterogeneous QRE model and the Truncated QRE model [25]. Further, the cognitive hierarchical model [24] that operates under the same goal can be considered as a special case of Truncated QRE model. However, such models operate by varying the player rationality \( \lambda \), in such a way that it fits with the empirical results in a given setting. The key limitation in such an approach, in our opinion, is that the rationality parameter is being used as an arbitrary parameter, without being based on any measurable real-world attribute of an agent. Even though this may improve the adaptability of the rationality parameter, it may limit the real-world applicability of such models, in predicting the outcome of interactions among strategic players with non-optimal rationality.

C. Modelling bounded rationality distributions

Several recent studies have considered how a rationality distribution could be modelled with respect to a given network topology [1, 2, 27, 28]. The number of neighbors that an agent in a population has, which is commonly referred to as the degree of a node in network analysis, may indicate the amount of social interactions that the agent may have within the population in concern. However, there may be other factors that affect the level of social interaction, which are known as the ‘tie strength’ attributes. Examples of such attributes may be the volume of information exchanged or even the frequency of interactions between a given pair of players. Moreover, there could be either a linear or a non-linear correlation between the social interaction an agent has an the agent’s bounded rationality. Recent studies have attempted to model such correlations [1, 28], where the bounded rationality of an agent is quantified based on its weighted degree or the degree in the case of an unweighted network, as shown in Eq. 1.

\[
\lambda_i = r_f \left( \sum_{j=1}^{n} w_{ij} \right)
\]

Here, \( \lambda_i \) is the bounded rationality of an agent \( i \); \( r \) is referred to as the ‘network rationality parameter’. It is a property of the network or the population that captures the sensitivity of the topological features to the rationality of an agent. In other words, the average rationality of a given population, \( \lambda \), is proportional to network rationality parameter. This is due to the fact that any deviation in \( r \) will cause a corresponding shift in the bounded rationality value \( \lambda_i \) of an agent \( i \) in the population. Further, \( w_{ij} \) represents the weight of the link connecting an agent \( i \) with each neighbour \( j \), where \( n \) is the number of neighbours that an agent \( i \) has. Accordingly, an agent may operate completely randomly if the network rationality parameter is set to \( r = 0 \) or if the degree of an agent is zero. On the other hand, an interaction may reach that of Nash equilibrium if the network rationality parameter \( r \to \infty \), or when the weighted degrees of respective nodes are very large values. The approach used in the existing literature in modelling bounded rationality as a function of degree may be considered a special case of a more generalized model that is used in this work, which is based on an assortativity-based distribution of bounded rationality values.

D. Bounded rationality in networked games

One of the key aspects of evolutionary games is the effect that the payoffs of neighboring agents have on the strategy adoption of an agent. Moreover, the rationality of agents may also be critical in the payoffs obtained by each agent, as most real-world players or agents may make non-optimal decisions.

There has been some recent interest in the topological effect on the rationality of players in a network and vice versa. For instance, it has been shown that certain topologies such as scale-free topology and core-periphery topology facilitate more rational interactions than the other topologies. Kasthuriratna et al. [1] have shown that scale-free topologies emerge based on
the premise that the degree of nodes infer the rationality values and rationality of a node is defined as a function of degree. Roman and Brede [2] showed that under the same assumptions, core-periphery topologies best facilitate more rational interactions, compared to other topologies. Gunawardena et al. [29] further extended this approach to infer the rationality of nodes based on the incoming information flows.

The underlying assumption of topology based or information flow based rationality is that the information availability at a node to make more rational decisions can be inferred by the centrality of a node or the cumulative directed incoming information flow towards node. In both these scenarios the cognitive capacity of nodes and the time available to compute the optimal decisions are assumed to be homogeneous.

To the best of our knowledge, existing work have not specifically looked at the effect of mixing patterns of rationality among players on the system rationality of a population. In this work, we attempt to decouple the distribution of bounded rationality from the underlying topology or the directed information flows and observe the effect of the distribution of rationality and the mixing of rationality among players on the overall rationality of population.

III. DEFINITIONS

A. The Quantal Response Equilibrium

The logit function given in Eq.2 is used for computing the Quantal Response equilibrium [30, 31].

\[ P_j^i = \frac{e^{\lambda_i E^i(s_j^i, P)}}{\sum_{k=1}^{\kappa} e^{\lambda_i E^i(s_k^i, P)}} \]  

Here, \( P_j^i \) is the probability of player \( i \) adopting the strategy \( j \). \( E^i(s_j^i, P) \) is the expected utility of an agent \( i \) in choosing strategy \( j \), provided that other agents adopt their respective strategies according to the probability distribution \( P \). The parameter \( \kappa \) represents the total number of strategies that player \( i \) can choose from. The value of the rationality parameter \( \lambda_i \) may vary from zero to positive infinity.

In a two-player prisoner’s dilemma game, applying the QRE model may derive Eq.3 and Eq.4 from Eq.2 to represent the probabilities based on which the two agents may adopt cooperation as their strategy, based on their mixed strategy quantal response equilibrium.

\[ p_{c1}^1 = \frac{e^{\lambda_1 (p_1 u_{11}^1 + (1-p_1) u_{12}^1)}}{e^{\lambda_1 (p_1 u_{11}^1 + (1-p_1) u_{12}^1)} + e^{\lambda_1 (p_2 u_{21}^1 + (1-p_2) u_{22}^1)}} \]  

\[ p_{c2}^2 = \frac{e^{\lambda_2 (p_1 u_{11}^2 + (1-p_1) u_{12}^2)}}{e^{\lambda_2 (p_1 u_{11}^2 + (1-p_1) u_{12}^2)} + e^{\lambda_2 (p_2 u_{21}^2 + (1-p_2) u_{22}^2)}} \]

Using the utility values we have chosen \((u_{11}^1 = 3, u_{12}^1 = 3, u_{12}^2 = 0, u_{21}^2 = 5, u_{22}^2 = 5, u_{21}^2 = 0, u_{22}^2 = 1, u_{22}^1 = 1)\), these can be simplified to:

\[ p_{c1}^1 = \frac{e^{\lambda_1 (3p_1^2)}}{e^{\lambda_1 (3p_1^2)} + e^{\lambda_1 (4p_1^2 + 1)}} \]  

\[ p_{c2}^2 = \frac{e^{\lambda_2 (3p_2^1)}}{e^{\lambda_2 (3p_2^1)} + e^{\lambda_2 (4p_2^1 + 1)}} \]

Here, \( p_{c1}^1 \) and \( p_{c2}^2 \) represent the probabilities using which agent 1 and 2 may cooperate, respectively. Further, \( \lambda_1 \) and \( \lambda_2 \) denote the rationality values of players 1 and 2, respectively. In the existing work, these values are derived based on their respective degrees or weighted degrees, the rationality function used and the network rationality parameter used, as denoted in Eq.1. The resulting probability distribution represent the QRE for the particular pair of agents engaging in a strategic interaction.

The Nash equilibrium for this game is when both players defect, where \( p_{c1}^1 = 0, p_{c2}^1 = 1 \) and \( p_{c2}^2 = 0, p_{c2}^2 = 1 \).

B. The Jensen-Shannon Divergence

The Kullback–Leibler (KL) divergence [32], which is also referred to as the relative entropy, is commonly used to measure the divergence between two probability distributions. Given two probability distributions \( P \) and \( Q \), the Kullback–Leibler (KL) divergence of them is given by,

\[ KL(P||Q) = \sum_i P_i \ln \frac{P_i}{Q_i} \]  

where \( P_i \) and \( Q_i \) represent the two probability distributions in concern, respectively. It has to be noted that the KL divergence is an asymmetric measure, which has directionality, where the divergence from \( P \) to \( Q \) is not equal to the divergence from \( Q \) to \( P \).

An equivalent symmetric measure that is derived using the directional KL divergence values can be obtained using the Jensen-Shannon Divergence[33]. Eq. 8 denotes the definition of Jensen-Shannon Divergence. Here, \( M_i \) is the probability distribution derived by averaging the two probability distributions \( P \) and \( Q \).

\[ Div(P||Q) = \sum_i P_i M_i + \sum_i Q_i M_i \]  

In this work, we use the Jensen-Shannon divergence to quantify the difference of a QRE based equilibrium from the equivalent Nash equilibrium of a given interaction. It has been applied in previous work for the same purpose[1, 2].
C. Average Rationality

The average rationality $\bar{\lambda}$ of a network is the average value of the rationality values of all nodes in the population. In a given rationality distribution, the average rationality remains independent of the variations in the mixing patterns, as long as the rationality distribution is unchanged.

D. System rationality

We employ the average Jensen-Shannon divergence between the Quantal Response and Nash equilibria to quantify the system rationality[1]. The justification for this is the premise that the more self-interested and rational the agents are, the less the divergence from the corresponding Nash equilibrium will be.

To obtain a singular population specific rationality for a network players that interact based on a given topology, the averaged value of the Jensen-Shannon divergence values of all interactions over all the links of the network is measured. The system rationality $\rho$ is given by Eq. 9. Accordingly, the system rationality is inversely proportional to the averaged divergence of the interactions from the corresponding Nash equilibria. In Eq. 9, $N_k$ denotes the probability distribution given by the Nash equilibrium at link $k$. $Q_k$ denotes the probability distribution of the quantal response equilibrium at link $k$ and $M$ denotes the number of links in the given network.

$$\rho(\mathcal{N}) = -\frac{1}{M} \sum_{k=1}^{M} Div(N_k||Q_k)$$  \hspace{1cm} (9)

This average Jensen-Shannon divergence is different from the average rationality, $\lambda$. $\lambda$ denotes the average of the heterogeneous rationality values assigned to each agent. However, two populations with the same $\lambda$ may have different system rationality values, since it’s possible to have varying concrete topologies with varying assortativity values, among populations of players with the same degree distribution.

E. Assortativity and Scalar-assortativity

Assortativity measures the tendency of nodes to connect with other nodes that are similar to them based on a particular attribute, or the ‘assortative mixing’, of a given network. Degree assortativity, which is commonly referred to as the assortativity of a network, is the Pearson correlation [34–36] between the expected-degree distribution $q_k$ and the joint-degree distribution $e_{j,k}$ in a given network. The expected degree distribution is the probability distribution of traversing the links of the network, and finding nodes with degree $k$ at the end of the links. On the other hand, the joint degree distribution represents the probability distribution of a link having $j$ in one node and the degree $k$ on the node at the other end. The normalized Pearson coefficient of $e_{j,k}$ and $q_k$ gives us the assortativity coefficient $P_a$, for an undirected network.

$$P_a = \frac{1}{\sigma_q^2} \left[ (\sum_{jk} jke_{j,k}) - \mu_q^2 \right]$$  \hspace{1cm} (10)

where $e_{j,k}$ is the joint probability distribution of the excess degrees of the two nodes that form a random link. Here, $\mu_q$ and $\sigma_q$ are the expected value or mean, and the standard deviation, of the excess degree distribution $q_k$, respectively. If a network has optimal assortativity ($P_a = 1$), then all nodes will mix with the nodes with exactly the same degree. If the network has zero assortativity, that is if $P_a = 0$, then node degree has no correlation with the mixing of nodes and thus, a given node may randomly connect with any other node. If a network is perfectly disassortative ($P_a = -1$), all nodes will connect to neighbors with extremely different degrees. A good example of a perfectly disassortative network is a star network. In general, complex networks with star ‘motifs’ in them, such as the core-periphery networks [2] may be more disassortative.

Assortativity may also be quantified based on any particular scalar attribute of the node. For instance, in a social network, the assortativity may be measured using scalar attributes such as ethnicity, religion, age, income etc., which may indicate the assortative mixing of nodes with respect to a given scalar attribute. Assortativity measured based on a scalar attribute, which is referred to as ‘scalar-assortativity’, is given by [35],

$$P_s = \frac{1}{1 - \sum_{jk} a_{jk} b_{jk}} \left[ \sum_{jk} (e_{j,k} - a_j b_k) \right]$$  \hspace{1cm} (11)

where $a_j$ and $b_k$ are the fraction of each type of end of a link that is attached to node of type $j$ and node of type $k$. For undirected networks, where there is no specific ‘source’ or ‘target’ node, $a_j = b_j$. Likewise, $e_{j,k}$ is the proportion of links which have a node of type $j$ as the source and a node of type $k$ as the target. Again, in undirected networks $e_{j,k} = e_{k,j}$.

Both degree and scalar assortativity can be used to gain insights of a structure of a network that may not be apparent in the degree distribution. The reason is that the mixing patterns can vary even in multiple network topologies with the same degree distribution.

In this work, we use the bounded rationality of each player as the scalar attribute, using which we compute the node rationality-based scalar-assortativity of a network. This enables us to observe how the assortative mixing of bounded rationality affects the system rationality of a networked population of players.
IV. METHODOLOGY

In order to observe how the bounded rationality based scalar-assortativity affects system rationality, we distributed the bounded rationality values in an Erdős–Rényi random network[6] of 1000 nodes and 3000 links based on the following distribution functions. The size of the network was determined based on similar simulations done in previous work[1, 2]. Both the minimum degree and the number of connected components of the network was one, indicating that there were no isolated nodes and the network was connected.

A. Bounded rationality distributions

In this work, we use two distinct approaches for modelling the rationality values of players in a network: 1) assigning rationality values in such a way that they are positively correlated with the node degree 2) assigning rationality values in such a way that they are negatively correlated with the node degree. Using these two approaches we could observe the effect of assortative mixing patterns of node rationality on the system rationality.

1. Node rationality assigned to be positively correlated with node degree

\[ \lambda_i = r \times e^{k_i} \]  

where \( k_i \) is the degree of node \( i \).

2. Node rationality assigned to be negatively correlated with node degree

\[ \lambda_i = r \times e^{-k_i} \]  

where \( k_i \) is the degree of node \( i \).

In both the above functions, the \( r \) value, which denotes the network rationality parameter, was set to 0.01. This value was selected in order to obtain a broad distribution of rationality values, based on experimental results conducted using the same payoff values of the prisoner’s dilemma game, which has been reported in the previous work [1].

Based on each of the given functions, the bounded rationality of each node was computed in the random network. Then, under each rationality model, two links were selected randomly and were rewired to check whether the resulting interactions improve the system rationality of the network. If the system rationality improved after the rewiring process, the new pair of links is preserved. If the aforementioned rewiring did not improve the system rationality, the rewiring was reverted and the previous pair of links was re-established. This method of optimizing the system rationality was inspired by simulated annealing optimization technique[37] and has been previously used to observe the topological evolution when system rationality is incrementally improved[1].

After each iteration, the bounded rationality of each node was recalculated based on the functions given in Eq. 12 and Eq. 13, depending on the scenario being tested. This process was repeated for 2000 iterations until the system rationality values were stabilized and each intermediate network was stored to measure their network properties.

The scale-free exponent[6, 38], scale-free correlation[6, 38], scalar-assortativity and the system rationality of each intermediary network were computed, for both the scenarios where the node rationality was assigned to be positively and negatively correlated with the node degree. The variation of the scale-free exponent and scale-free correlation gives an indication on the evolution of the topology through the rewiring process to improve the system rationality.

In addition, the system rationality and scalar-assortativity based on the node rationality were computed in each intermediary network. The variation of scalar-assortativity and the system rationality signifies the effect of the assortative mixing of node rationality on the system rationality. These network properties of the intermediary networks were averaged over 20 such repeated experiments, in order to normalize the the effect of randomness in rewiring the links to incrementally improve system rationality. The resulting values were plotted against the number of rewiring iterations to observe how the evolution of the network topology affects the scale-free exponent, scale-free correlation, system rationality and scalar-assortativity. In the following section, we present the results obtained from the simulations described in this section.

V. RESULTS

Fig. 2 denotes the evolution of system rationality over multiple iterations of rewiring. The system rationality increases and stabilizes over time. The evolution of the system rationality is similar, irrespective of whether the node rationality is positively or negatively correlated with the node degree. This is to be expected as the simulated annealing based optimization process was set-up to optimize the scale-free exponent and scale-free correlation parameter. In the following section, we present the results obtained from the simulations described in this section.
FIG. (2) System rationality against the no. of iterations of network rewiring. The system rationality increases and stabilizes over 2000 iterations of rewiring, when the node rationality is both positively and negatively correlated with the degree.

FIG. (3) Scale-free correlation against the no. of iterations of rewiring. The figures indicate that the scale-freeness of the topology increases over 2000 iterations of rewiring, when the node rationality is both positively and negatively correlated with the degree.

law exponent reaches the value 1 when the network is evolved to incrementally improve the system rationality. The resultant topology is indicative of a core-periphery topology as the power-law-exponent observed is similar to that of a core-periphery topology[39].

Fig. 5 denotes the evolution of the node rationality-based scalar-assortativity, while the system rationality is iteratively increased. It shows that the node rationality-based scalar disassortativity increases while the system rationality is incrementally increased over multiple iterations. It is important to note that this pattern holds when the node rationality is both positively and negatively correlated to node degree. This indicates that irrespective of whether the nodes with higher rationality are placed as hubs or leaf nodes, system rationality increases as long as nodes with contrasting rationality values, suggested by scalar disassortative mixing, interact with each other.

This observation is further reinforced by Fig. 6 that depicts the system rationality against scalar-assortativity, when node rationality is both positively and negatively correlated to node degree. It shows a clear pattern that in intermediary networks, the system rationality seem to be negatively correlated to node rationality based scalar-
VI. DISCUSSION

Based on the results depicted in the previous section, it is apparent that an initially random network topology evolves into a core-periphery topology, when the system rationality is optimized. It has to be noted that this pattern holds when the node rationality both positively and negatively correlated with the node degree, suggesting that hubs need not be more rational in order to maximize system rationality, contrary to the previous work done on networks of players with topologically distributed node rationality values.

In other words, the core-periphery topology may be just a special case of a more general network property of rationality-based scalar disassortativity that optimizes the system rationality, as core-periphery networks have been observed to have higher values of degree disassortativity. These results suggest that when the node rationality is distributed in a more disassortative manner, the system rationality seems to improve, irrespective of whether it’s the hubs or the leaf nodes that tend to be the more rational nodes in the network.
Node rationality positively correlated with degree (a)
Node rationality negatively correlated with degree (b)

FIG. (6) System rationality against node rationality-based scalar-assortativity, derived from the intermediate networks obtained when the random topology is rewired to improve the system rationality.

Therefore, we may argue that the core-periphery networks help optimise system rationality, as demonstrated by Roman et al. [2], not necessarily because of the intrinsic topology of the core-periphery networks, but due to the node rationality-based scalar disassortativity that emerges when the node rationality values are assigned to be correlated with the node degree in core-periphery networks.

This result is further reinforced by the fact that the scalar disassortativity and system rationality seem to be correlated when node rationality is both positively and negatively correlated with the degree. Therefore, we argue that the system rationality may not be optimized based on the degree distribution alone, and that assortative mixing of players too is a decisive factor. From the results, it may be argued that it’s the node rationality-based scalar-assortativity that drives system rationality, and not necessarily the degree distribution. The effect of network topology may play a role, as long as it facilitates more disassortative mixing of bounded node rationality.

While the simulations in this work were conducted based on the prisoner’s dilemma game, the observed negative correlation between scalar assortativity and system rationality may be valid for other games as well, such as the public goods game and the stag-hunt game. The reason is that when the rationality of interactions improve in any strategic decision-making environment, more rational behavior may emerge, thereby pushing all interactions towards Nash equilibria. Thus, node rationality-based scalar disassortativity of a network may facilitate more rational interactions, irrespective of the strategic game being adopted by the agents.
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