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We introduce a normal-based bas-relief generation and stylization method which is motivated by the recent advancement in this topic. Creating bas-relief from normal images has successfully facilitated bas-relief modeling in image space. However, the use of normal images in previous work is often restricted to certain type of operations only. This paper is intended to extend normal-based methods and construct bas-reliefs from normal images in a versatile way. Our method can not only generate a new normal image by combining various frequencies of existing normal images and details transferring, but also build bas-reliefs from a single RGB image and its edge-based sketch image. In addition, we introduce an auxiliary function to represent a smooth base surface and generate a layered global shape. To integrate above considerations into our framework, we formulate the bas-relief generation as a variational problem which can be solved by a screened Poisson equation. Some advantages of our method are that it expands the bas-relief shape space and generates diversified styles of results, and that it is capable of transferring details from one region to other regions. Our method is easy to implement, and produces good-quality bas-relief models. We experiment our method on a range of normal images and it compares favorably to other popular classic and state-of-the-art methods.
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1 INTRODUCTION

Relief, commonly used for thousands of years, is a form of sculpture in which a solid piece of material is carved so that figures slightly emerge from a background. Bas-relief is a type of relief (sculpture) that has less depth to the faces and figures than they actually have, when measured proportionately (to scale). Even with the development of computer-aided design, the design of bas-reliefs remains mainly in the hands of artists. Recently, the problem of automatic generation of bas-reliefs from 3D input scenes has received great attention. To simplify the problem and to borrow some approaches developed for image processing, bas-reliefs generated using previous methods usually are represented as height fields which have a single z depth for each (x, y) position. Consequently, the key ingredient for the converting 3D scenes to bas-reliefs is the compression of the height field sampled from the input 3D scenes. Most of previous methods focused on designing sophisticated non-linear depth compression algorithms to fulfill the task, while some other methods focused on reducing the computation cost. Recently, Ji et al. presented a novel method for bas-relief modeling [Ji et al. 2014a]. Unlike previous work, their method designed bas-reliefs in normal image space instead of in object space. Given a composite normal image, the problem involves generating a discontinuity-free depth field with high compression of depth data while preserving fine details. However, their work attempted to generate bas-reliefs with the original normals sampled from an orthogonal view. This paper further extends their method in two different perspectives, with added capability of hierarchical editing of the normal image and the introduction of an auxiliary function for representing the global smooth base surface. Given a normal image, we decompose it into different layers which may be edited and be composed again if necessary. Our method then attempts to construct bas-reliefs from the resulting normal image which has different levels of details. In addition, previous work seldom assign a global shape at this stage to control the basic shape of the bas-reliefs. Our work makes an attempt to advance forward in this direction.

Contributions. This paper develops a simple but effective method to solve some problems existing in the recent work [Ji et al. 2014a]. To utilize normals more reasonably, we develop a DoG-like filter to decompose a given normal image. In addition, a variational formulation with a data fidelity term and a regularization term is proposed to control the global appearance of the resulting bas-relief. The main contributions of this paper are summarized as follows:

- **Normal Decomposition.** We propose a DoG-like filter to decompose normal image to its high-frequency and low-frequency components. Once high-frequency and low-frequency components are decomposed, one can transplant the high-frequency components to other normal images in a way similar to geometric processing.

- **Normal Composition.**

  Our method blends two normal fields in a more reasonable way, that is in normal space instead of in image space. Consequently, details are added into a base layer by taking the orientations of normals into account.

- **Hybrid Stylization.** We also introduce an auxiliary function $h(u, v)$ to construct a base surface to convey different 3D impressions of the resulting bas-reliefs. The base surface includes smooth shape and step-shaped surface, which makes our method a more effective and flexible bas-relief modeling tool.

- **Bas-relief from Images.** We also propose a two-scale algorithm for producing a relief shape from a single general image. Our algorithm calculates a detail normal image from the input image,
constructs a base normal image starting from a few strokes, and finally combines them in the normal domain to produce a plausible bas-relief.

This paper is organized as follows: Section 2 describes related work and summarizes state-of-the-art approaches. In Section 3 we give an overview of our algorithm. In Section 4 we introduce a DoG-like filter to extract higher-frequency details. In Section 5, we transform a single image to a plausible bas-relief. We formulate the problem using a variational framework in Section 6. Results and comparisons are shown in Section 7. We conclude the paper with future work in Section 8.

2 RELATED WORK

The design of bas-reliefs has been an interesting topic in computer graphics in the past two decades. In this section, we provide a review of bas-relief generation methods that are most relevant to ours.

Early work on bas-relief modeling mainly focused on generating bas-relief models from 3D models or scenes. Cignoni et al. treat the bas-relief generation as a problem of compressing the depth of a 3D scene onto a viewing plane [Cignoni et al. 1997]. Their principle rule is to treat a 3D scene as a height field from the point of view of the camera, which is followed by the subsequent literature. The majority of previous methods encode the height field as an image. Following this approach, the research into digital bas-relief modeling is largely inspired by corresponding work on 2D images, such as some approaches developed for tone mapping of high dynamic range (HDR) images and histogram equalization. For bas-reliefs, depths from a 3D scene are represented by the intensities in a HDR image. Weyrich et al. propose an HDR-based approach for constructing digital bas-reliefs from 3D scenes [Weyrich et al. 2007]. Their work truncates and compresses the gradient magnitude to remove depth discontinuities in a similar way as the work on 2D images [Fattal et al. 2002]. Kerber et al. propose a feature preserving bas-relief generation approach combined with linear rescaling and unsharp masking of gradient magnitude [Kerber et al. 2007]. An improvement on this approach is proposed in [Kerber 2007], which rescales the gradient nonlinearly. Using four parameters, one can steer the compression ratio and the amount of details expected in the output. Kerber et al. also present a filtering approach which preserves curvature extrema during the compression process [Kerber et al. 2009]. In this way, it is possible to handle complex scenes with fine geometric details. Song et al. create bas-reliefs on the discrete differential coordinate domain, combining the mesh saliency and the shape exaggeration [Song et al. 2007]. Inspired by the relations among HDR, histogram equalization and bas-relief generation, Sun et al. apply an adaptive histogram equalization method to the depth compression, which provides a new algorithm on bas-relief generation [Sun et al. 2009]. This approach produces high quality bas-relief and preserves surface features well. Biau and Hu propose an approach based on gradient compression and Laplacian sharpening, which produces bas-reliefs with well-preserved details [Bian and Hu 2011].

Other than 3D scenes, some work has been reported on generating bas-reliefs from 2D images. Li et al. present a special approach for bas-relief estimation from a single special image which is called a rubbing image [Li et al. 2012]. They aim at restoring brick-and-stone bas-reliefs from their rubbing images in a visually plausible manner. Wu et al. develop an approach for producing bas-reliefs from human face images [Wu et al. 2013]. They first create a bas-relief image from a human face image, and then use a shape-from-shading (SfS) approach on the bas-relief image to construct a corresponding bas-relief. They train and use a neural network to map a human face image to a bas-relief image, and apply image relighting technique to generate relit human face images for bas-relief reconstruction. Zhang et al. propose a mesh-based modeling system to generate Chinese calligraphy reliefs from a single image [Zhang et al. 2018]. The relief is constructed by combining a homogeneous height field and an inhomogeneous height field together via a nonlinear compression function. However, these methods are often restricted to generating special type of bas-reliefs from special images. Another type of methods [Ji et al. 2014b; Kerber et al. 2010; Zhang et al. 2013] focus on reducing the computation cost to present real-time interactive tools designed to support artists and interested designers in creating bas-relief using 3D scenes. In addition, the work [Ji et al. 2014b] is also suitable to create bas-reliefs with different styles.

Recently, several new techniques are developed in this topic. Šýkora et al. present an interactive approach for generating bas-relief sculptures with global illumination rendering of hand-drawn characters using a set of annotations [Šýkora et al. 2014]. Schüller et al. propose a generalization of bas-reliefs, which is capable of creating surfaces that depict certain shapes from prescribed viewpoints [Schüller et al. 2014]. Their method can be applied to generate standard bas-reliefs, optical illusions and carving of complex geometries. Zhang et al. propose a bas-relief generation method through gradient-based mesh deformation [Zhang et al. 2015]. Unlike image-based methods, their method works in object space and retains the mesh topology during geometric processing. Through gradient manipulation of the input meshes, their method is capable of constructing bas-reliefs on planar surfaces and on curved surfaces directly. Zhang et al. propose a novel approach for producing bas-reliefs with desired appearance under illumination [Zhang et al. 2016]. Ji et al. develop a novel modeling technique for creating digital bas-reliefs in normal domain [Ji et al. 2014a]. The most important feature of their approach is that it is capable of producing different styles of bas-reliefs and permits the design of bas-reliefs in normal image space rather than in object space. In this paper, we further enrich this research topic in creating bas-reliefs in normal image space. Although the bilateral filter has also been used in their work, it is just used to smooth the normal image for the application of bas-reliefs modeling from general images. In this paper, the bilateral filter will be used to define a decomposition operation which extracts information of various frequencies from a normal image. Furthermore, we develop a layer-based editing approach for normal images and integrate an auxiliary function to control the global appearance of the resulting bas-relief. Due to the normal decomposition-and-composition operations and the auxiliary function, our method is capable of producing more styles of bas-reliefs.

3 PROBLEMS AND MOTIVATION

Ji et al. develop a normal-based modeling technique for creating digital bas-reliefs [Ji et al. 2014a]. The most important feature of
their approach is that it permits the design of bas-reliefs in normal image space rather than in object space. We also design bas-reliefs in normal image space. However, we propose significantly different techniques to manipulate normal images, aiming at solving the following problems on connection with their approach.

- In their layer-based framework, one can reuse existing normal images to design new bas-reliefs by a cut-and-paste operation. However, the uppermost layer will override other ones which implies that it is not suitable for detail transferring between layers.

- A threshold $\theta$ is introduced to control the resulting height field, which produces different visual styles of bas-reliefs. New techniques are needed to enrich the visual complexity and the range of shapes of resulting bas-reliefs.

- In their bas-relief modeling implementation, a general colored image can be used in the process of the bas-relief generation. Their method focuses on converting general images into geometry textures, but lacks a mechanism of building a plausible bas-relief from a single colored image.

One important contribution of this work is to propose a decomposition filter for normal images. The purpose of the introduction of this filter is twofold. On one hand, we want to extract information of various frequencies from a given normal image. The original normal image encodes full frequencies of depth information of an underlying 3D scene. We attempt to simulate various effects which correspond to the information of different frequencies. On the other hand, we also want to develop a tool to edit a normal image in a two-scale manner. Once a normal image is decomposed into two layers, one can edit either or both layers and combine them again to obtain a new normal image. Furthermore, one can also transfer high-frequency patches extracted from a normal image to other normal images. In short, one of our purposes is to construct various bas-reliefs from given normals in a flexible way.

Another contribution of this work is to propose a two-scale approach for creating bas-reliefs from a single general image. The key idea is to build both a base surface representing the general smooth shape and feature details in the normal domain. Our algorithm calculates a detail normal image from a given image directly, constructs a base normal image using a few interactive operations, and finally combines them using the proposed composition operation to produce a plausible bas-relief.

In addition, to control the global appearance of the resulting bas-relief, a variational formulation with a data fidelity term and a regularization term is proposed in this paper. Specifically, we introduce an auxiliary function to assign a smooth base shape or a layered global shape.

The steps of our algorithm are listed as follows:

- to decompose a normal image into two layers, including a high-frequency component and a low-frequency one, and to construct two normal image layers from a single general image;
- to edit either or both layers and combine them with transferred details by the composition operation if necessary;
- to use a smooth or step function to indicate a global shape if necessary;
- to generate a bas-relief by solving a screened Poisson equation.

Some of the above steps are optional and details of these steps are described in following sections.

4 NORMAL IMAGE OPERATIONS

4.1 Decomposition-and-Composition of Normals

An important step of our approach is to decompose a normal image into two layers, including a detail image and a base image. To this end, we define a decomposition filter based on a bilateral filter. Details from the normal image are extracted through the difference of the original normal image and a smoothed one. First, following the definition of a bilateral filter for images [Tomasi and Manduchi 1998], our bilateral filter for a pixel $p$ in a normal image $N$ is defined as:

$$N_2(p) = \frac{1}{k_p} \sum_{q \in N} \Sigma(||p-q||)w_c(||N(p) - N(q)||),$$

where $\Sigma = (\sigma_c, \sigma_s)$, $w_c(x) = \exp(-x^2/2\sigma_s^2)$ is the closeness function, $w_s(x) = \exp(-x^2/2\sigma_c^2)$ is the similarity function, and $k_p$ is a scaling factor that normalizes $N_2(p)$ to a unit vector.

Unlike general RGB images, a pixel in a normal image indicates a normal vector. Thus, when we consider the difference between two normal vectors, we should take the orientation into account. Specifically, the rotation between two normal vectors from the base layer and the detail layer respectively, is used to define the difference of two vectors. We first record the rotation from a normal vector $n$ in base layer to vector $z = (0, 0, 1)$ along the axis $n \times z$, and then use the rotation to deform the corresponding normal vector in detail layer along the same axis. Specifically, we define the normal decomposition filter as follows,

$$D_{\sigma_c, \sigma_s}(p) = N(p) \ominus N_{\sigma_c, \sigma_s}(p),$$

where the operator $\ominus$ is not a general minus operation – of two vectors, the operator $\ominus$ measures the deviation between two normal vectors, and it is defined as follows,

$$n_1 \ominus n_2 = Q(n_2, n_0)N_1 Q(n_2, n_0)^{-1},$$

where $n_0$ is a constant vector $[0, 0, 1]$, $N_1 = [0, n_1]$, and $Q(x, y)$ is a quaternion representing the rotation from vector $x$ to vector $y$ along the axis $x \times y$.

Similar to the DoG filter, our filter is an approximate band-pass operator which is used for revealing the normal difference through a certain band. The $N(p)$ in Equation (1) indicates the original normal. If necessary, one can set a proper $\sigma = (\sigma_c, \sigma_s)$ to eliminate noises or outliers existing in the original normal image, that is $N(p) = N_{\sigma_c, \sigma_s}(p)$.

To reduce the number of user-specified parameters, we fix the parameter $\sigma_c = 0.9$ which works well in our experiments. The output of the decomposition filter includes a detail normal image and a base normal image. An illustration of our band-pass filter with different band-pass widths are shown in Figure 1. As can be seen in the figures, the image smoothed by the bilateral filter (see Figure 1(b)) discarded the small-scale fine details while preserved the large-scale shape. In addition, the output detail normal image
where \( n \) way. Especially, one can suppress the low-frequency layer partially where \( N \) we define the composition operation as the inverse operation of the width: (a) an input normal image; (b) the smoothed version with parameters \( \sigma_c = 3, \sigma_s = 0.9 \); (c) extracted details by the difference of (a) and (b); and (d) extracted details using parameters \( \sigma_c = 15, \sigma_s = 0.9 \).

varies with different band-pass widths as can be seen in Figure 1(c) and Figure 1(d). Two other examples with the same band-pass width are shown in Figure 2.

Once the detail and base normal images are given after the normal decomposition step, one can further process them separately. The processed images could be further combined into a new normal image again if necessary. In this paper, we combine two images with consideration of the orientation of involved normals. Specifically, we define the composition operation as the inverse operation of the above normal decomposition,

\[
N_c(p) = N_d(p) \oplus N_b(p),
\]

where \( N_d(p) \) and \( N_b(p) \) denotes the detail normal and base normal respectively, and \( \oplus \) is defined as follows,

\[
\mathbf{n}_1 \oplus \mathbf{n}_2 = Q(n_0, n_2)N_1Q(n_0, n_2)^{-1},
\]

where \( n_0, N_1 \) and \( Q(x, y) \) are the same as mentioned above.

4.2 Hybrid Stylization

To broaden the range of visual effects, our method further blends the high-frequency and low-frequency components in a more flexible way. Especially, one can suppress the low-frequency layer partially or enhance the high-frequency layer if necessary and then blend them again. By using these kinds of operations, our method can easily produce hybrid style of bas-reliefs. Although the work [Ji et al. 2014a] can also create a similar style, but their method needs to define an index set using a mask image and compress the heights of different parts carefully. However, our method can handle the different frequencies directly, without any mask images and post-processing. An example is shown in Figure 3. We edit the base normal image partially, and then combine it with a detail normal image to form a flattened body and a prominent head. It finally yields a bas-relief with a special visual effect which is shown in Figure 20(i).

Once the normal images are extracted through the decomposition filter, we can further apply a non-linear tuning function \( R(\theta) \) to the rotation angle if necessary. We found that

\[
R(\theta) = \beta \theta_m(\theta/\theta_m)^y
\]

attenuates or boosts the detailed features in a simple and effective way. The parameter \( \theta \) denotes the rotation angle from the vector \( z = [0, 0, 1] \) to a normal vector \( n \) in detail normal image along the axis \( z \times n \), \( \theta_m \) denotes the maximum of \( \theta \). \( \beta \) and \( y \) are usually set to values between 0 and 2 in our experiments. Figure 4 shows an example produced by applying the tuning function to a detail normal image extracted from a dragon model (see Figure 4(a)).

4.3 Detail Transferring

By means of our composition operation, one can easily transfer detail patches into another place in a reasonable way. In doing so,
we treat the detail patch as a detail image, and the normal image as base image.

Figure 5 gives an example to demonstrate the ability to make details grow on a base surface. Figure 5(c) indicates that we let the detail patch directly overlay the base normal image which is equivalent to the cut-and-paste operation in [Ji et al. 2014a]. Our transferring result is shown in Figure 5(d). As seen from Figure 5, the front patch grows well along the belly of the Buddha model. The resulting bas-relief model is shown in Figure 20(g).

In Figure 6, another example is given to demonstrate the different visual effects between normal layer overlapping and detail transferring. The cut-and-paste operation proposed in [Ji et al. 2014a] induces a result with the detail layer overlapping the hand model (see Figure 6(a) and 6(c)). Our detail transferring operation generates a more reasonable blending effect, with the detail layer planted along the surface of palm.

As can be seen from figures, the previous work indicates an overlap which induces inevitable distortions between the upper and lower layers, while our method makes the detail blend with the base surface and produces a natural effect.

5 NORMAL FROM A SINGLE IMAGE

In this section, we describe a two-scale approach for transforming a single image to a plausible bas-relief. Two-scale means that a base shape and fine details are constructed separately.

5.1 Normal Computation from Image

Given a height field \( h(x, y) \) that describes a grayscale image, a unit normal \( n(x, y) \) at \( (x, y) \) is given by normalizing the vector \((-h_x, -h_y, 1)\). We use a Sobel filter to approximate the derivative \((dx, dy)\) in each direction. For pixel at \((i, j)\), and \(dz = a_1 \cdot d_2^2 (dx, dy)\), thus we obtain the normal vector \( \nu = (dx, dy, dz) \). The resulting normal image is used to extract the low-level details only, while the base normal image will be constructed starting from few strokes.

5.2 Construction of Base Normal

In this section, we introduce our method for the construction of a base normal image starting from a sketch image with several strokes. We first extract an edge map \( e(u, v) \) via a canny edge detector, then calculate its gradients \( \nabla e \) which induces a gradient vector field \( g(u, v) = (x(u, v), y(u, v)) \) through minimizing the below energy functional,

\[
\min_{g(u, v)} \int_{\Omega} (\|\nabla x\|^2 + \|\nabla y\|^2) + \omega \|\nabla e\|^2 \|g - \nabla e\|^2 dudv. \tag{6}
\]

The motivation behind this energy functional is that the second energy term dominates the integrand near edges which preserves the edges, and the energy is dominated by partial derivatives of the vector field which yields a smooth field away from the edges. The parameter \( \omega \) is used to balance between the two terms. This energy functional is similar to the one of the gradient vector flow [Xu and Prince 1998]. Once the gradient vector field \( g(u, v) \) is obtained, a normal image is constructed by normalizing the vector at each pixel \((-x(u, v), -y(u, v), z)\), where \( z \) can be selected in a similar way described in the previous section. In fact, we set \( z \) as a constant for all \((u, v)\) to easily control the base normal image, a small \( z \) producing a lifting effect. The solution of Equation (6) is obtained by solving two discretization linear systems of its Euler-Lagrange equations.

Fig. 8 illustrates the procedure of our method for bas-relief generation from a general RGB image. Our method takes a RGB image as input, converts it into a grayscale image, calculates the normal, and then extracts a detail normal image. We extract edges of the input image using a Canny edge detector, then erase some edges to obtain a sketch image with a few important strokes. A base normal image is constructed from the sketch image by minimizing equation (6). Finally, we blend the base and detail normal images by means of the composition operation to generate a normal image of bas-relief.
To expand the shape space of resulting bas-reliefs, we attempt to extend the objective beyond the standard formulation such as in the work [Weyrich et al. 2007], by introducing an additional requirement on the unknown height \( z(u, v) \). Actually, to represent a smooth base shape or a globally layered shape, we introduce an auxiliary function into the optimization model. Consequently, in the continuous setting, the energy minimization problem is formulated as follows,

\[
\min_{z(u, v)} \int_{\Omega} \left( \| \nabla z(u, v) - g(u, v) \|^2 + \lambda^2 \| z(u, v) - h(u, v) \|^2 \right) dudv,
\]

where \( h(u, v) \) is a function to be as close as possible, and \( \lambda \) is used to balance these two energy terms. The function \( z(u, v) \) that minimizes this functional satisfies the Euler-Lagrange equation:

\[
(\Delta - \lambda^2)z = \nabla \cdot g - \lambda^2 h,
\]

which is called as screened Poisson equation. In our framework, the second term of Equation (7) is treated as a regularization term. The \( \lambda \) is a constant that controls the trade-off between the fidelity of \( z(u, v) \) to the input gradient field versus the regularization term. In our experiments, \( \lambda \) is usually set to values ranging from 0 to 1, higher values corresponding to a stronger bias towards the function \( h(u, v) \).

6.2 Gradient Computation

Given a normal image \( N(p) = (N_x(p), N_y(p), N_z(p)) \), the gradient at a pixel \( p \) is computed as \( g(p) = (N_x(p), N_y(p), N_z(p))^T \) in the work [Ji et al. 2014a]. To improve the computational stability especially when \( N_z(p) \) is close to zero, we compute the gradient \( g(p) \) at a pixel \( p \) as follows,

\[
g(p) = (N_x(p), N_y(p), N_z(p))^T, \quad \alpha \geq 0
\]

where the parameter \( \alpha \) is used to reduce the gradient magnitude, equivalently to attenuate the features along the steep boundaries and occlusion areas where \( N_z(p) \) is usually small. Generally, a larger value of \( \alpha \) generates a bas-relief with a more flattened appearance because the corresponding magnitudes of resulting gradients fall into a smaller range and reach uniform. As can be seen from Figure 10, the gradients near boundaries possess relative large magnitudes \( (a) \), and a big \( \alpha \) will equalize the gradient magnitudes effectively. In our experiment, we usually set \( \alpha = 1 \) by default.

7 EXPERIMENTAL RESULTS

In this section, we demonstrate practical applications of the proposed bas-relief modeling tool. We start with the implementation...
we demonstrate the effects by rotating normal vectors to edit the tuning extracted details. The one can enhance or attenuate the details by results with similar appearance of the original model. In Figure 12, broad bands of frequencies to capture the global shape and produces details well while neglects the global shape, and a large corresponding to a narrow band-pass width, captures small local linearly scale the resulting height map into the same range of depths different effects of various parameters to zero in those experiments. In Figure 11, we demonstrate the flat background. The background correspond to zero background, resulting in a perfectly relief boundary and silhouettes between scene elements and the Equation (8). Specifically, we use the boundary conditions wherever the normal image; (a) the resulting bas-relief generated from a detail image; (b) the bas-relief generated using a constant function \( h(u, v) \); (c) a smooth \( h(u, v) \); and (d) the bas-relief generated using (c).

In Figure 13, we now demonstrate different effects by altering the parameter \( \lambda \) in Equation (7). For a given normal image (Figure 1(d)), our method generates a sequence of bas-reliefs ordered according to increasing \( \lambda \) as shown in Figure 13. We set \( h(u, v) \) be a constant function in this example. As can be seen from these figures, a larger \( \lambda \) exhibits more biases towards the second term and consequently produces more flattened appearance.

We now discuss the application of the auxiliary function \( h(u, v) \) in Equation (7). As a matter of fact, \( h(u, v) \) in our context can be treated as a base surface which can be a smooth or step-shaped function. Figure 14 shows an example where we consider the effect of a base surface with a gradual change from left to right (Figure 14(c)). Compared with Figure 14(b), Figure 14(d) exhibits different feelings of stereo perception. Another example of smooth function \( h(u, v) \) is shown in Figure 15. A pentagram is imposed on a semisphere to generate an interesting bas-relief.

Layered Stylization. Besides smoothed base surfaces, step functions can be integrated into our system to generate more levels of depth. In this paper, we call this effect as layered stylization. Figure 16 shows an example integrated with a two-step function. Compared with Figure 16(b), Figure 16(d) offers a layered appearance. In our implementation, one is allowed to produce more layers if necessary. Figure 17 shows an example with three layers which makes the flower stand out from the stem and leaves.

Now we turn to compare our results with those of some previous methods. We begin by comparing our results with those of \[ \text{Cignoni et al. 1997}, \text{Kerber 2007}, \text{Sun et al. 2009}, \text{and Ji et al. 2014b}. \]

Result for Kerber’s approach was obtained using default parameter...
This paper focuses on extending the normal based bas-relief modeling method. To edit a normal image more reasonably, we develop decomposition-and-composition operations on normal images. Our approach allows for changing the visually different appearances of the resulting bas-reliefs by editing the normal image in a layer-based way and by integrating an auxiliary function into the variational framework. The proposed method improves the bas-relief stylization and expands the bas-relief shape space which includes hybrid settings. Result for Sun’s approach was obtained using the following parameters: $B = 10000$, $m_0 = 32$, $n = 4$, $l = 16$, and $K = 1$. Result for Ji’s approach was obtained using Scheme II and $\lambda = 1$. Figure 19 shows results using the above mentioned approaches. Most of these approaches produced natural or feature-enhanced results. Our method can be seen as an extension of the method proposed by Ji et al. [Ji et al. 2014a]. On one hand, both methods take normal images as inputs. As can be seen from Figure 19(e)-19(f), our method can produce similar styles of bas-reliefs as their method. However, our method has an ability to decompose a given normal image into a detail layer and a base layer via the proposed DoG-like filter. Consequently, our method is apt to create the hybrid style of bas-reliefs by combining different types of normal images, and transfer details from one normal image to other normal images. Figure 19(g) demonstrates a hybrid style of bas-relief which is composed of a original normal image (the upper part of the body) and a detail normal image (the lower part of the body). Figure 19(h) shows an example with details transferred. Note that the bumps on legs are replicated and transferred to the chest through the normal decomposition-and-composition operations. For the result shown in Figure 19(g) and Figure 19(h), we set $\lambda = 0$ to preserve the input normals as much as possible. On the other hand, our method integrates an auxiliary function $h(u, v)$ into a variational formulation (in Equation (7)) to further extend their method. As shown in Figure 19(i), we use a step function to generate a layered result. In general, our method is capable of generating diversified results, such as round, flattened, hybrid or even layered bas-reliefs.

To demonstrate the ability of our method for different styles, we produce more bas-reliefs using our method as shown in Figure 20. In Figure 20(a)-20(d), we demonstrate that our method is capable of creating different styles of bas-reliefs by combining different types of normal images which are extracted using our decomposition filter. In Figure 20(e)-20(f), we use step functions to create layered bas-reliefs. In Figure 20(g)-20(h), we add a detail patch sampled from a golf model into the Buddha normal images by the normal composition operation. In Figure 20(b), we use the tuning function of rotation angle (Equation (5)) to boost the details of golf, and then combine the patch with the Buddha by the composition operation. In Figure 20(i) and Figure 20(j), we edit base normal images partially, and then combine them with the accompanying detail normal images to yield bas-reliefs with impressive effects. Figure 20(k) and Figure 20(l) demonstrate two examples created by combining various normal images which are extracted through different bands using our decomposition filter.

8 CONCLUSIONS AND FUTURE WORK

This paper focuses on extending the normal based bas-relief modeling method. To edit a normal image more reasonably, we develop decomposition-and-composition operations on normal images. Our approach allows for changing the visually different appearances of the resulting bas-reliefs by editing the normal image in a layer-based way and by integrating an auxiliary function into the variational framework. The proposed method improves the bas-relief stylization and expands the bas-relief shape space which includes hybrid...
and layered styles. Numerous examples show that our method can generate reasonable and pleasant bas-reliefs.

Our work can further enrich the research topic of bas-reliefs. One of our future work is to decompose the normal image using more sophisticated techniques such as wavelet theory, which can decompose and reconstruct the image in a multi-scale fashion. Another future work focuses on methodologies for constructing sharp features from the perspective of normals. A straightforward method is to automatically detect feature curves or to manually indicate some strokes near the candidates. We can then reassign normals along feature lines to construct sharp features explicitly. In addition, how to generate the auxiliary function automatically from a normal image or a depth image of a 3D scene is an intriguing problem deserving further investigations in the future work.
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