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Abstract

Source-side reordering has recently seen a surge in popularity in machine translation research, often providing enormous reductions in translation time and showing good empirical results in translation quality. For many language pairs, however—especially for translation into morphologically rich languages—the assumptions of these models may be too crude. But while such language pairs call for more complex models, these could increase the search space to an extent that would diminish their benefits. In this paper, we examine the question whether purely syntax-oriented adaptation models (i.e., models only considering word order) can be used as a means to delimit the search space for more complex morphosyntactic models. We propose a model based on a popular preordering algorithm (Lerner and Petrov, 2013). This novel preordering model is able to produce both \( n \)-best word order predictions as well as distributions over possible word order choices in the form of a lattice and is therefore a good fit for use by richer models taking into account aspects of both syntax and morphology. We show that the integration of non-local language model features can be beneficial for the model’s preordering quality and evaluate the space of potential word order choices the model produces.

1 Introduction

A significant amount of research in machine translation has recently focused on methods for effectively restricting the often prohibitively large search space of statistical machine translation systems. One popular method providing a crude but theoretically motivated restriction of this space is preordering (also pre-reordering or source-side reordering). In preordering, the source sentence is rearranged to reflect the assumed word order in the target language. This provides an effective method for handling word and phrase movements caused by long-range dependencies, which usually enlarge the search space significantly. After preordering, decoding can be performed in fully monotone or close to monotone fashion, making the method applicable to a wide range of translation systems, including ngram-based translation (Marino et al., 2006) and recent approaches to neural machine translation (Bahdanau et al., 2015, inter alia). While systems using this approach have in the past not always been able to show improvements in translation quality over systems using more exhaustive search algorithms or specialized reordering models, preordering provides several benefits: Apart from facilitating the integration of additional information sources such as paraphrases, preordering approaches provide significant improvements in runtime performance. Jehl et al. (2014), for example, report an 80-fold speed improvement using their preordering system compared to a standard system producing translations of the same quality.

Preordering systems can be compared along several dimensions. The main distinctions are whether the reordering rules are specified manually (Collins et al., 2005) or automatically learnt from data (Lerner and Petrov, 2013; Khalilov and Sima’an, 2012). Furthermore, approaches differ in the types of syntactic structures they assume. Systems may use either source or target syntax (Lerner and Petrov, 2013; Khalilov and Sima’an, 2012), both source and target syntax or no syntax at all (e.g. DeNero and Uszkoreit (2011)). In this paper, we focus on approaches using only source-side syntax. Dependency grammar offers a flexible and light-weight syntactic framework that can cover a large number of languages and
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provides suitable syntactic representations for reordering. Hence, we follow Lerner and Petrov (2013), in using dependency trees for the representation of source syntax. After reviewing related work in Section 2, we propose a model and general framework for producing the space of potential word order choices in Section 3. Since the possible reorderings in source-syntax approaches to preordering are often restricted by the source trees, the annotation conventions of the training treebank and hence the form of the predicted dependency trees play a significant role for the preordering system. We will briefly describe the treebank format and other details of the experimental setup in Section 4.1. Section 4.2 and 4.3 present results of the experimental evaluation and a discussion of these results. We conclude in Section 5.

2 Related work

Various approaches to preordering have been explored in the literature. A brief overview of the work establishing the background for the presented method will be given in this section.

2.1 Gold experiments

To investigate the upper bounds of preordering in terms of quality and integration with translation systems, several researchers have performed studies with gold reorderings. Khalilov and Sima’an (2012), as well as Herrmann et al. (2013) compare various systems and provide oracle scores for syntax-based preordering models. These studies show that perfect gold reorderings estimated via automatic alignments enable translation systems enormous jumps in translation quality and further provide improvements in the size of the downstream translation models. Additionally, it was found that properties of the source syntax representation, such as how deeply phrase structure trees are nested, can significantly hamper the quality of these approaches.

2.2 Preordering with source syntax

Jehl et al. (2014) learn order decisions for sibling nodes of the source-side parse tree and explore the space of possible permutations using a depth-first branch-and-bound search. In later work, this model is further improved by replacing the logistic regression classifier with a feed-forward neural network (de Gispert et al., 2015). This modification shows both improved empirical results and eliminates the need for feature engineering. Similarly, Lerner and Petrov (2013) learn classifiers to permute the tree nodes of a dependency tree. The main difference here is that the permutation of up to 6 tree nodes is predicted directly instead of predicting the orientation of individual node pairs. Figure 1 shows an example dependency tree that can serve as input to such systems.

2.3 Preordering without source syntax

Tromble and Eisner (2009) apply machine learning techniques to learn ITG-like orientations (straight or inverted order) for each pair of input words in the sentence. The best reordering is then determined using a standard $O(n^3)$ chart parsing algorithm. Generally, systems not relying on syntactic information fill the full spectrum from simple to advanced approaches. A simple approach is the application of multiple MT systems (Costa-jussà and Fonollosa, 2006): one MT system learns the preordering (i.e. the translation of the source sentence to its preordered form, $s \rightarrow s'$) and the second MT system learns to translate the preordered form into the target sentence ($s' \rightarrow t$). More advanced approaches include the automatic induction of parse trees from aligned data (DeNero and Uszkoreit, 2011).
3 Generating the space of potential word order choices

3.1 Going beyond first-best predictions

Our work is related to the work of Lerner and Petrov (2013), in which feature-rich discriminative classifiers are trained to directly predict the target-side word order based on source-side dependency trees. This is done by traversing the dependency tree in a top-down fashion and predicting the target order for each tree family (a family consists of a syntactic head and its children). To address sparsity issues, two models are introduced. For each subtree, the 1-step model directly predicts the target order of the child nodes. Unlike other preordering models, which often restrict the space of possible permutations, e.g. by the permutations permissible under the ITG constraint (Wu, 1997), the space of possible permutations for each subtree is restricted to the k permutations most commonly observed in the data. The blow-up in permutation space with growing numbers of children is addressed by a second model, the 2-step model. This model decreases the number of nodes involved in any single word order decision. A binary classifier (pivot classifier, in analogy to quicksort) first predicts whether a child node should occur to the left or to the right of the head of the subtree. The order of the set of nodes to the left and to the right of the head is then directly predicted as in the 1-step model. In total, the 2-step approach requires one pivot classifier, 5 classifiers for the children on the left and 5 classifiers for the children on the right.

The cascade-of-classifiers approach used by this method (i.e. first predict the pivot, then predict the left and right orders, then recurse) exhibits the problematic characteristic that classification errors occurring near the top of the tree will propagate disproportionately to later decisions. The goal of the present work is to enable the preordering model to pass its decisions to a more complex morphosyntactic model. Hence, this error propagation issue may become problematic. In order to address this problem, we extract n-best word order predictions from the classifier decisions. A distribution over the n-best reordered sentences can then be passed to the subsequent model or directly to a machine translation decoder either as a list of options or in the form of a lattice. Similar to the practice of n-best list extraction in MT decoders such as Moses, the preordering problem likewise allows the extraction of n-best preordering options either with or without additional integration of non-local features such as a language model.

General model We define a model over the possible orders of the tokens in the source sentence. Given a source sentence s and a corresponding dependency tree τ, π is the permutation of source tokens and πh is a local permutation of a single tree family under head h. The score of a source word order s’ is:

\[ P(s' | s, \tau) = \prod_{h \in \tau} P_{T}(\pi_{h} | s, h, \tau) \] (1)

\[ P_{T}(\pi | s, h, \tau) = P(\psi | s, h, \tau)P_{L}(\pi_{L} | s, h, \tau)P_{R}(\pi_{R} | s, h, \tau) \]

For each dependency tree family, the generative story of this model is as follows: First, decide on the positions of the child nodes relative to the head, i.e. \( P(\psi | s, h, \tau) \). Then, decide the order of the nodes on the left, \( P_{L}(\pi_{L} | s, h, \tau) \), and on the right, \( P_{R}(\pi_{R} | s, h, \tau) \).

Preordering algorithm Based on this model, we introduce the following preordering algorithm. For each source dependency tree family with head h, we extract the best \( k_{T} \) local word order predictions using the function \textsc{PreorderFamily} in Algorithm 1. \( \Psi(cs) \) is the set of possible choices when distributing nodes using the pivot classifier. Given a set of child nodes \( cs, \Pi(cs) \) is the set of their possible permutations. The best permutations for the left and right side are extracted by the following methods:

\[ \hat{\pi}_{L} \leftarrow \arg \text{best}_{k} P_{L}(\pi_{L} | s, h, \tau) \] (2)

\[ \hat{\pi}_{R} \leftarrow \arg \text{best}_{k} P_{R}(\pi_{R} | s, h, \tau) \] (3)

Since this model is implemented using multi-class classifiers, finding the best \( k_{O} \) permutations for the nodes to the left and right of the head, i.e. Equation 2 and 3, only require one multi-class classification. Following Lerner and Petrov (2013), we restrict the set of allowed permutations \( \Pi(cs) \) to the 20 most common permutations observed in the training data. Given a pivot decision \( \psi \) (which children go left and
which go right of the head?). \textsc{Left}(\hat{\psi}) returns the children to the left and \textsc{Right}(\hat{\psi}) returns the children to the right of the head. The function \textsc{Permutation}(\hat{\psi}, \hat{\pi}_L, \hat{\pi}_R) returns the word order permutation resulting from the pivot decision, the left children order and the right children order.

\begin{algorithm}[h]
\begin{algorithmic}
\Procedure{PreorderFamily}{$h, \tau$}
\State $cs \leftarrow \text{Children}(h, \tau)$
\State $\text{topk} \leftarrow \text{PriorityQueue}()$
\For{$\hat{\psi} \leftarrow \text{arg best}_k P(\psi \mid s, h, \tau)$} \Comment{Pivot decisions}
\State $cs_L \leftarrow \text{Left}(\hat{\psi})$
\State $cs_R \leftarrow \text{Right}(\hat{\psi})$
\For{$\hat{\pi}_L \leftarrow \text{arg best}_k P_L(\pi_L \mid s, h, \tau)$} \Comment{Left order decisions}
\EndFor
\For{$\hat{\pi}_R \leftarrow \text{arg best}_k P_R(\pi_R \mid s, h, \tau)$} \Comment{Right order decisions}
\EndFor
\State $p \leftarrow \text{Permutation}(\hat{\psi}, \hat{\pi}_L, \hat{\pi}_R)$
\State $\text{topk.push}(P(\hat{\psi} \mid s, h, \tau) \times P_L(\hat{\pi}_L \mid s, h, \tau) \times P_R(\hat{\pi}_R \mid s, h, \tau), p)$
\EndFor
\State \Return \text{TOPK.take}(k_T)$
\EndProcedure
\end{algorithmic}
\end{algorithm}

For $n$ children, there are $S(n, 2)$ possible pivot decisions, where $S(n, k)$ is the Stirling number of the second kind. Since this number grows exponentially with $n$, it would be extremely expensive, if not infeasible, to consider all possible pivot decisions. Hence, similar to the extraction of $\hat{\pi}_L$ and $\hat{\pi}_R$, the extraction of the possible choices for the pivot decision, i.e. $\hat{\psi}$, is implemented as k-best Viterbi extraction from a conditional random field classifier: $\hat{\psi} \leftarrow \text{arg best}_k P(\psi \mid s, h, \tau)$. This approximation means that only the best $k_P$ pivot decisions are considered. Hence, for each of the maximally $k_P$ possible ways to distribute the child nodes when taking the pivot decision, two classifications have to be performed: one for the nodes on the left and one for the nodes on the right. The extraction of $n$-best word order predictions therefore requires $2 \times k_P$ classifications for each source-side tree family. With the best $k_T$ local permutations for each source tree family, we can then extract $n$-best permutations for the whole tree. If all order decisions in this model are local to their tree family, extracting the best permutations for the whole sentence is straightforward. In the next section, we will discuss how this assumption changes with the introduction of non-local features.

### 3.2 Integration of non-local features

While the basic model introduced by Lerner and Petrov (2013) shows promising empirical performance, it also makes fairly strong independence assumptions. The generative process assumes that the local order decisions occur only within individual tree families defined by the dependency tree. Hence, a local word order decision at any point in the dependency tree is fully independent from any other decision in the tree. For languages such as German, this independence assumption can be problematic because the position of a constituent in the sentence bracket influences the internal word order (Müller, 2015). For example, certain positions allow for scrambling, i.e. more or less free movement of some constituents within a specific area of the sentence. Previous work on preordering (Khalilov and Sima'an, 2012) has shown that the integration of even a weak trigram language model estimated over the gold word order predictions $s'$ can improve preordering performance. Since we use projective dependency trees, which are internally converted to a flat phrase structure representation, the model can be expressed in the form of a weighted context-free grammar in which labels encode the order of the constituents. One method to weaken the independence assumptions of this grammar is the direct integration of a language model (LM). This idea is reminiscent of the integration of the finite state language model with the synchronous context-free grammar used in hierarchical phrase-based machine translation (Chiang, 2007).
Hence, instead of searching for $\hat{s}' = \arg\max_{s'} P(s' \mid s, \tau)$, the search will now include the ngram
language model, such that: $\hat{s}' = \arg\max_{s'} P(s' \mid s, \tau) P_{LM}(s')$. This integration can be performed in
three ways: the simplest form of integration, which is fast but allows for significant search errors, is to
generate an $n$-best list of word order predictions using the $-LM$ preordering model (i.e., without
the LM or other non-local features) and re-score this list using the language model. On the other end of the
spectrum, the language model can be integrated by performing a full intersection between the preordering
CFG and the finite state automaton that defines the language model (Bar-Hillel et al., 1961). While this
would allow for exact search, this method is found to be too slow in practice. A compromise between
these two extremes is cube pruning (Chiang, 2007), in which the inner LM cost as well as the left and right
LM states are stored on each node, so that it is possible to perform bottom-up dynamic programming to
efficiently determine the total LM cost by combining the intermediate node costs. Keeping the properties
required for performing cube pruning, we use the more general log-linear model formulation (Och and
Ney, 2002) by defining the search for the best word order prediction $\hat{s}'$ as follows:

$$\hat{s}' = \arg\max_{s'} P(s' \mid s, \tau) \lambda_{LM} P_{LM}(s) \lambda_{LM} ... = \arg\max_{s'} \prod_i \phi_i(s')^{\lambda_i} = \arg\max_{s'} \sum_i \lambda_i \log \phi_i(s')$$

On every source tree node, cube pruning is performed with a beam size of $k_{-LM}$ word order predictions.
The best $k_{-LM}$ preordering labels are considered for expansion. Additionally, we prune all preordering
labels for which the language model cost is higher than the language model cost of the original source tree
order (i.e., performing no reordering). To make individual configurations comparable, we follow Chiang
(2007) in adding a heuristic cost that approximates the cost of the first $m - 1$ words: $\log P_{LM}(e_1...e_l)$
where $l = \min\{m - 1, |e|\}$ for an $m$-gram language model. In our case, $e$ is the vector of preordered
source-side words at a specific tree node. We add the heuristic cost of all relevant feature functions $\phi_i$
for the set of language model feature functions $\Phi_{LM}$ as $\sum_{i \in \Phi_{LM}} \lambda_i \log \phi_i(e_1...e_l)$.

**Feature functions**
The log-linear model formulation makes the addition of arbitrary local and non-local features possible;
i.e., any suitable feature function can be added to this model. We use the following initial features:

**Lexicalized preordering model** The most important feature is the lexicalized preordering model
$P(s' \mid s, \tau)$ introduced in Section 3.1. It is lexicalized since it makes decisions based on the source words
while other models might make predictions based on non-lexical information (e.g., POS tags).

**Language models** To weaken the strong independence assumptions of this model, we add a generic
ngram language model over the gold word order predictions $s'$, a language model over part-of-speech
tags and a class-based language model.

**Unlexicalized preordering model** As the lexicalized preordering model might run into sparsity issues,
we add as a further feature function a weaker model $P_{W}(\pi \mid h, cs)$, where $cs$ is the set of children
represented by their dependency label and by whether they have children, and $h$ is the head represented
by its POS tag. The model is estimated via maximum likelihood estimation from the oracle word order
choices restricted by the source-side dependency trees (oracle tree reorderings). These tree-restricted
oracle word order choices differ from the free oracle word order choices in that words are not allowed
to move out of the constituents of the dependency tree. For example, in the English sentence “the house
of the green man” in Figure 1, the word “green” would always be on the same side of “house” as “man”
since as a dependent of “man”, it will always move with “man” in relation to its grandparent “house”.

3.3 Applicability of the model

While we focused on one particular $n$-best preordering method in Section 3.1, the general model intro-
duced in Section 3.2 is applicable to any preordering model over source trees for which $n$-best candidates
can be extracted. For example, the pairwise neural network-based method by de Gispert et al. (2015) can
be used either by extracting $n$-best decisions directly from the graph or, more efficiently, by applying the
CKY algorithm on the space of permutations permissible under ITG (Tromble and Eisner, 2009).
4 Experiments

We perform various experiments to evaluate these ideas. Before providing experimental results and evaluation, we will describe selected details of the preordering system and the experimental setup. Further, we highlight assumptions and decisions that were necessary for training the system.

4.1 Implementation and experimental setup

Source-side syntax For preordering to work reliably, the dependency representation should fulfill certain requirements: Flatter trees increase the space of covered permutations while the information in the left-out segmentations may be recoverable by the preordering model. Additionally, whenever reasonable, content-bearing elements should be treated as the head.\footnote{For example, auxiliary verbs should modify the finite verb and prepositions depend on the head of the noun phrase.} We use a customized version of the treebank collection and transformation tool HamleDT (Zeman et al., 2012) for this purpose.

Model training For training the model, we mostly follow the process from Lerner and Petrov (2013). Training instances are extracted from the automatically aligned training data based on a small set of manually defined rules. To ensure high quality training data, only subtrees that are fully connected by high confidence alignments are considered. The preordering classifiers are trained on the intersection of high-confidence word alignments and the first-best output of the TurboParser dependency parser (Martins et al., 2009). The alignments are created using the Berkeley aligner\footnote{https://code.google.com/p/berkeleyaligner/} with the hard intersection setting. This setting ensures that only high confidence alignment links are produced. While this will lead to a reduction in the number of alignment links, it creates more reliable training data for the preordering model. The dependency parser is trained to produce pseudo-projective dependency trees (Nivre and Nilsson, 2005).\footnote{Projectivization was performed using MaltParser version 1.8; http://www.maltparser.org/} Appropriate values for $k_{+LM}$ and $k_{-LM}$ are determined using grid search. We found that beam sizes above $k_{+LM} = 15$ and $k_{-LM} = 5$ did not improve first-best preordering quality.

Model tuning The set of weights $\lambda$ for the combination of the preordering model and the language models are optimized for a selected target metric on heldout data. The straight-forward choice for this metric is Kendall $\tau$, which indicates the similarity of the word order of both sides. The Kendall $\tau$ distance $d_\tau(\pi, \sigma)$ between two permutations $\pi$ and $\sigma$ is defined as (Birch et al., 2010):

$$d_\tau(\pi, \sigma) = 1 - \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} z_{ij}}{Z}$$

where $z_{ij} = \begin{cases} 1 & \text{if } \pi(i) < \pi(j) \text{ and } \sigma(i) > \sigma(j) \\ 0 & \text{otherwise} \end{cases}$ and $Z = \frac{(n^2 - n)}{2}$

The metric indicates the ratio of pairwise order differences between two permutations. An alternative to this ordering measure is the simulation of a full machine translation system, as first proposed by Tromble and Eisner (2009). To ensure that the changes in word order do not affect this mock translation system and to limit its complexity, the system is limited to phrases of length 1.

Tuning is performed using the tuning as ranking (PRO) framework (Hopkins and May, 2011). At tuning time, $k_{-LM}$ and $k_{+LM}$ are set to 15 and 100 respectively. PRO requires the unweighted values of all feature functions; hence, during tuning only, we remember the unweighted feature values on each node and sum over intermediate values to arrive at the overall scores. Training instances for ranking are sampled from the best 100 word order predictions for each sentence in the tuning set. We perform 6 iterations and interpolate the weights of each iteration with the weights from the previous iteration by the recommended factor of $\Psi = 0.1$.

Translation setup To evaluate the model in a full translation setup, we follow the standard approach to preordering. Given the source side $s$ and the target side $t$ of the parallel training corpus, we first perform
word alignment using MGIZA++ (Gao and Vogel, 2008). We perform 6 iterations of IBM model 1 training followed by 6 iterations of HMM word alignment and 3 iterations each of IBM model 3 and 4.

After initial training, the preordering model is applied to s, obtaining the preordered corpus s′. Since the word order differences between s′ and t should be less acute, less computationally expensive word alignment tools are sufficient to re-align the corpus. We align s′ and t using fast_align,4 an efficient re-parameterization of IBM model 2 (Dyer et al., 2013). Improvements in word order can lead to improvements in alignments and hence the training and word alignment process can be performed repeatedly. Lerner and Petrov (2013) report no significant improvements after the initial re-alignment. Accordingly, we do not iterate the training process either. The underlying translation system is Moses (Koehn et al., 2007) using the standard feature setup and using only the distortion-based reordering model. Tuning is performed using MERT (Och, 2003). The system is trained on the full parallel sections of the Europarl corpus (Koehn, 2005) and tuned and tested on the WMT 2009 and WMT 2010 newstest sets respectively. The language model is a 5-gram ngram model trained on the target side of Europarl and the news commentary corpus.5

### 4.2 Testing the effectiveness of non-local features

While our preliminary results showed that the integration of a language model might be helpful, we now consider this question in more detail. To test whether the language model features are beneficial to the reordering model, we compare two versions of the same system: first-best –LM is the reordering system without a language model and first-best +LM is the same system with the language model integrated via cube pruning. Results are presented in Table 1. While Kendall τ gives an impression of the overall word order quality, the BLEU metric gives an indication of the quality of reorderings within the more restricted space of the length of the ngrams used in the metric. The results show that the integration of the language model helps the system improve the quality of the reorderings. We expected the language model to provide benefits mostly on the borders between tree nodes. The BLEU score indicates an improvement in the ordering of short word sequences, which hints at the presence of this benefit.

In the n-best +LM setup, we produce the top n word order predictions and select the prediction that provides the most Kendall τ improvement. These results hint at the potential improvement contained in the best n predictions of the model. Next, we turn to examining the quality of the space of word order predictions in more detail by applying them in a machine translation task.

### 4.3 Evaluating the quality of the word order predictions

Our goal in this work has been to use a syntax-oriented preordering model to delimit the search space for a subsequent, more complex model. Hence, in order to examine the model presented in Section 3, we determine the quality of the n-best predictions the model produces. We perform the following experiment for the language pair English–German: Using the preordering system, we produce the 10 best word order predictions for each sentence in the test set. We then translate each sentence arranged according to each of the word order predictions using a standard phrase-based machine translation system trained on the corpus produced by the first-best preordering system. After the translation is performed, one translation is selected based on the best sentence-level BLEU score. Table 2 shows results for this setup and for a baseline system without preordering. Both systems use a distortion limit of 7 and use only the standard

---

4http://github.com/clab/fast_align
5http://statmt.org/wmt13/translation-task.html
distance-based reordering model. Statistical significance tests are performed using bootstrap resampling (Koehn, 2004) and statistically significant results \( (p < 0.05) \) are marked with an asterisk. These results show that significant improvements in translation quality measured in terms of BLEU, METEOR and TER are possible based on the space of word order choices provided by our model.

### 4.4 Discussion

Having introduced our preordering method and having evaluated the influence of non-local features, we are now interested in two basic aspects of the output space provided by this system:

The first aspect is the quality of the space of the space delimited by the preordering system. Since we plan to pass the output space to a richer model, it has to be ensured that a sufficient number of good candidates are contained in this space. This question is answered by the translation experiments performed in Section 4.3, which indicate that even within the first 10 word order predictions, there are enough good instances to enable a significant improvement in translation quality. Since the evaluation of our translation experiments is performed using only automatic evaluation metrics, it is difficult to pinpoint the exact source of these potential improvements. In order to examine the gains in more detail and to determine how much the fluency of the output increased, we therefore intend to perform manual evaluation in future work. The second question is whether the size of the space of potential word order choices is manageable for subsequent models. Since the previous experiments showed that even with only 10 word order predictions, a significant improvement can be observed, it is clear that this very small space can be used by a subsequent model. In addition to this, the output in the form of a lattice allows for using more options and efficient processing using dynamic programming algorithms. Since the model from Section 3.1 works on local tree families in a chart, it may be able to work with a parse forest instead of a tree, possibly alleviating parse errors on the source. We plan to explore this direction in future work.

### 5 Conclusion

Source-side reordering provides a significant potential for improvements in translation quality and translation performance in machine translation, which was shown in previous studies and is further supported by the method’s recent surge in popularity. It is therefore an attractive model to extend to morphosyntax beyond pure word order patterns. Most of the benefits of source-side reordering are due to enabling the modeling of much larger reordering spaces in a more reliable manner than it would be possible within the underlying machine translation system. For languages such as German or Arabic, however, word order and morphology are interconnected and should not be treated in isolation. As a first step towards broader morphosyntactic processing beyond word order only, this paper has explored how a preordering model can be utilized to produce a space of sensible word order predictions. We have presented a novel preordering model for this purpose and have evaluated its outputs with translation experiments using a common system setup. The experiments also show that non-local language model features integrated via cube pruning improve the preordering quality for the language pair English–German. Further, our translation experiments show that this preordering system, when optimized for producing \( n \)-best predictions, provides an output space that is valuable for further processing both in its compactness and in the potential improvement in translation quality it enables.
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