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Abstract—The convergence of policy gradient algorithms in reinforcement learning hinges on the optimization landscape of the underlying optimal control problem. Theoretical insights into these algorithms can often be acquired from analyzing those of linear quadratic control. However, most of the existing literature only considers the optimization landscape for static full-state or output feedback policies (controllers). We investigate the more challenging case of dynamic output-feedback policies for linear quadratic regulation (abbreviated as dLQR), which is prevalent in practice but has a rather complicated optimization landscape. We first show how the dLQR cost varies with the coordinate transformation of the dynamic controller and then derive the optimal transformation for a given observable stabilizing controller. At the core of our results is the uniqueness of the stationary point of dLQR when it is observable, which is in a concise form of an observer-based controller with the optimal similarity transformation. These results shed light on designing efficient algorithms for general decision-making problems with partially observed information.

I. INTRODUCTION

Reinforcement learning (RL) aims to directly learn optimal policies that minimize long-term cumulative costs through interacting with unknown environments. The past few years have witnessed great successes of RL in various domains, such as video games [1], robots control [2], nuclear fusion [3], and recommender systems [4]. Despite the impressive empirical performance of many policy gradient algorithms (such as DDPG [5], SAC [6], DSAC [7]), theoretical guarantees of their convergence, optimality, sample complexity, etc., remain unexplored and a big challenge.

As a case study, canonical optimal control of linear time-invariant (LTI) systems have been commonly analyzed to help reveal various theoretical properties of policy gradient methods [8]–[11]. For example, recent investigations from the learning perspective show that the cost function of LQR enjoys an interesting property of gradient dominance [8], [10]. This enables a global linear convergence characterization for a variety of model-based and model-free gradient descent methods for solving LQR, such as policy gradient and actor-critic algorithms [8], [12], despite the non-convexity of optimizing the quadratic cost over the control gain. In addition, a series of subsequent studies examined the gradient dominance property for optimal control in different settings, including finite-horizon noisy LQR [13], LQR tracking [14], Markovian jump LQR [15], linear $H_2$ control with $H_\infty$ constraints [16], finite MDPs [17], and risk-constrained LQR [18].

The aforementioned literature mainly focuses on the case of static full state-feedback control. In many practical settings, the complete state information of the underlying system may not be directly available. Some recent works have studied static output-feedback (SOF) controllers to optimize a linear quadratic cost function [19]–[22]. Different from the full state-feedback LQR, it is shown that policy gradient methods for solving optimal SOF controllers do not possess the gradient dominance property and thus are unlikely to find the globally optimal solution. In fact, the set of stabilizing SOF controllers is typically disconnected, and the stationary points can be local minima, saddle points, or even local maxima [20], [21]. Moreover, even finding a stabilizing SOF controller is a challenging task [23], [24].

This paper takes a step further to analyze the optimization landscape of the infinite-horizon dynamic output-feedback LQR (dLQR). From classical control theory, a stabilizing dynamic controller for dLQR can be found via designing separately a stable observer and a state-feedback controller thanks to the separation principle [25]. In the context of reinforcement learning, an observer-based dynamic controller can be learned through gradient descent optimization of the LQR cost. The very recent work [26] showed that gradient dominance condition does not hold for learning observer-based dynamic controller, and their analysis assumes complete knowledge of the system model. In contrast, we consider a model free setting, where we assume that a general full-order dynamic controller is learned directly from the LQR cost. The recent closely related work [27], [28] analyzed the structure of optimal dynamic controllers for the classical Linear Quadratic Gaussian (LQG) control problem. It was found that all stationary points that correspond to minimal controllers (i.e., whose state-space realization is reachable and observable) are globally optimal to LQG, and that these stationary points are identical up to coordinate (similarity) transformations. Different from LQG which considers stochastic linear systems and minimizes a limiting average cost (or the variance of the steady state), the dLQR seeks a dynamic controller that minimizes an infinite-horizon accumulated cost for a deterministic linear system. In the
latter case, both the system transient dynamics induced by the initial system and controller states and the similarity transformation influence the cost, which suggests a more complicated optimization landscape. Notably, the existing analysis of LQG [26]–[28] does not extend to the dLQR directly. Indeed, little is known about the optimality of the converged solutions of policy gradient methods for dLQR.

In this paper, we provide a comprehensive analysis of the influence of similarity transformation and the structure of the stationary points. Specifically,

1) We analyze the impact of similarity transformations on the dLQR cost and derive an explicit form of the unique optimal similarity transformation for a given observable stabilizing controller.

2) We characterize the unique observable stationary point of the dLQR cost, which is in a concise form of an observer-based controller with the optimal similarity transformation.

The remainder of this paper is organized as follows. Section II presents the problem statement of the dLQR problem, and Section III derives an analytical form of the dLQR cost as a function of dynamic controller parameters. Section IV analyzes the impact of similarity transformations on the dLQR cost. Section V characterizes the structure of the observable stationary controller. The paper is concluded in Section VI.

Notation: We use \( \mathbb{N} \) to denote the set of natural numbers. Given a matrix \( X \in \mathbb{R}^{n \times n} \), \( \rho(X) \), \( \text{Tr}(X) \), \( \lambda_{\text{min}}(X) \), and \( \|X\|_F \) denote its spectral radius, trace, minimum eigenvalue, and Frobenius norm, respectively. \( \mathbb{S}_+^n \) (respectively, \( \mathbb{S}_+^{n 	imes n} \)) denotes the set of symmetric \( n \times n \) positive semidefinite (respectively, positive definite) matrices. Finally, \( \text{GL}_n \) denotes the set of \( n \times n \) invertible matrices, and \( I_n \) denotes the identity matrix.

II. PROBLEM STATEMENT

In this section, we start with the canonical linear quadratic optimal control problem, and then present the dynamic output-feedback Linear Quadratic Regulator (dLQR).

A. Linear Quadratic Control

Consider a discrete-time linear time-invariant (LTI) system

\[
x_{t+1} = Ax_t + Bu_t, \\
y_t = Cx_t,
\]

(1)

where \( A \in \mathbb{R}^{n \times n} \), \( B \in \mathbb{R}^{n \times m} \), \( C \in \mathbb{R}^{d \times n} \) are system matrices, and \( x_t \in \mathbb{R}^n \), \( u_t \in \mathbb{R}^m \), \( y_t \in \mathbb{R}^d \) are the system state, input, and output measurements at time \( t \) respectively. The linear quadratic control seeks a sequence \( u_0, u_1, \ldots, u_t, \ldots \) minimizing the infinite-horizon accumulated cost:

\[
\min_{u_t} E_{x_0 \sim \mathcal{D}} \left[ \sum_{t=0}^{\infty} (x_t^TQx_t + u_t^TRu_t) \right]
\]

(2)

subject to (1),

where \( Q \in \mathbb{S}_+^{n \times n} \) and \( R \in \mathbb{S}_+^{m \times m} \) are performance weights, the initial state \( x_0 \) is randomly distributed according to a given distribution \( \mathcal{D} \), and the control input \( u_t \) at time \( t \) is allowed to depend on the historical outputs \( y_0, y_1, \ldots, y_t \) and inputs \( u_0, u_1, \ldots, u_{t-1} \). The initial state distribution \( \mathcal{D} \) has been commonly introduced to model the randomness of initial states [8], [11], [29] in a data-driven learning setting. For problem (2), the following assumption is standard:

**Assumption 1.** \((A, B)\) is controllable, and \((C, A)\) and \((Q^{1/2}, A)\) are observable.

Without loss of generality, we assume \( C \) has full row rank. The state-feedback LQR corresponds to \( C = I_n \). In this special case, the globally optimal controller is a static linear feedback \( u_t = Kx_t \), where \( K \in \mathbb{R}^{m \times n} \) can be obtained via solving a Riccati equation [30]. In general cases where \( \text{rank}(C) < n \), a static output-feedback (SOF) gain \( u_t = Ky_t \) with \( K \in \mathbb{R}^{m \times d} \) is typically insufficient to obtain good control performance. In fact, the set of stabilizing SOF gains can be highly disconnected [21], and even finding a stabilizing SOF controller is generally a challenging task [23], [24]. Unlike SOF control, under Assumption I a stabilizing dynamic output controller always exists and can be found easily, thanks to the well-known separation principle [25].

**Remark 1 (Observer-based controllers).** In classical control, the following standard observer-based controller can be designed to ensure a finite cost of (2):

\[
\xi_{t+1} = (A - BK - LC)\xi_t + Ly_t \\
u_t = -K\xi_t,
\]

(3)

where \( K \in \mathbb{R}^{m \times n} \), \( L \in \mathbb{R}^{n \times d} \) are the feedback gain and observer gain matrices such that \( A - BK \) and \( A - LC \) are stable [16].

B. The dLQR Problem

More generally, we consider the class of full-order dynamic output-feedback controllers in the form of (3)

\[
\xi_{t+1} = A_K\xi_t + B_Ky_t, \\
u_t = C_K\xi_t,
\]

(4)

where \( \xi_t \in \mathbb{R}^n \) is the internal state of the controller, and matrices \( C_K \in \mathbb{R}^{n \times n} \), \( B_K \in \mathbb{R}^{n \times d} \), \( A_K \in \mathbb{R}^{n \times n} \) are the controller parameters to be learned. The observer-based controller (3) is a special case of (4). Note that the controller parameterization in (4) does not explicitly rely on the knowledge of system parameters \( A \), \( B \), and \( C \), which allows for model-free policy learning.

In addition to \( A_K \), \( B_K \), and \( C_K \), the transient behavior induced by the initial controller state (or initial state estimate) also affects the accumulated cost. Let \( \xi_0 \) be the initial state estimate and suppose \((x_0, \xi_0)\) follows a joint distribution \( \mathcal{D} \). The dynamic output-feedback LQR (dLQR) which aims to minimize the accumulated linear quadratic cost [32]–[35] is

\footnote{This is in the standard form of strictly proper dynamic controllers, where there is no direct feed-through of \( y_t \) to \( u_t \) [27], [28], [31].}
given by

$$\min_{A_K, B_K, C_K} \mathbb{E}_{(x_0, \xi_0) \sim \mathcal{D}} \left[ \sum_{t=0}^{\infty} (x_t^T Q x_t + u_t^T R u_t) \right]$$

subject to (1), (4).

III. Optimization Formulation of the dLQR Problem

In this section, we derive the analytical form of the cost function (5) in terms of the dynamic controller parameters, which is needed for analyzing its optimization landscape.

We start by combining (4) with (1) and get the closed-loop system

$$\begin{bmatrix} x_{t+1} \\ \xi_{t+1} \end{bmatrix} = \begin{bmatrix} A & BC_K \\ B_K C & A_K \end{bmatrix} \begin{bmatrix} x_t \\ \xi_t \end{bmatrix}.$$  

We further denote

$$\bar{\xi}_t := \begin{bmatrix} x_t \\ \xi_t \end{bmatrix}, \quad \bar{A} := \begin{bmatrix} A & 0 \\ 0 & 0 \end{bmatrix}, \quad \bar{B} := \begin{bmatrix} B \\ 0 \end{bmatrix}, \quad \bar{C} := \begin{bmatrix} C & 0 \\ 0 & I_n \end{bmatrix},$$

and write the controller parameters in a compact form

$$K := \begin{bmatrix} 0_{m \times d} & C_K \\ B_K & A_K \end{bmatrix}.$$ 

Then (6) can be expressed as

$$\bar{x}_{t+1} = (\bar{A} + \bar{B}KC)\bar{x}_t.$$  

The set $\mathcal{K}$ of all stabilizing controllers is given by

$$\mathcal{K} := \left\{ K \in \mathbb{S}_{+}^{m \times d} \middle| \begin{bmatrix} C_K & 0 \\ 0 & I_n \end{bmatrix} > 0, \rho(\bar{A} + \bar{B}KC) < 1 \right\}.$$  

It is known that $\mathcal{K}$ is non-convex but has at most two disconnected components [27], [28]. Upon denoting

$$\bar{Q} := \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}, \quad \bar{F} := \begin{bmatrix} 0 \\ I_n \end{bmatrix},$$

the dLQR problem (5) can be written as

$$\min_{K} \mathbb{E}_{\bar{x}_0 \sim \mathcal{D}} \left[ \sum_{t=0}^{\infty} \bar{x}_t^T (\bar{Q} + \bar{F}^T C_K^T R C_K \bar{F}) \bar{x}_t \right]$$

subject to (7), $K \in \mathcal{K}.$

For the LTI system (7), the value function of state $\bar{x}$ under a stabilizing controller $K \in \mathcal{K}$ takes a quadratic form as

$$V_K(\bar{x}_t) := \bar{x}_t^T P_K \bar{x}_t,$$

where $P_K \in \mathbb{S}_+^{2n}$ is the unique positive semidefinite solution to the following Lyapunov equations

$$P_K = \bar{Q} + \bar{F}^T C_K^T R C_K \bar{F} + (\bar{A} + \bar{B}KC)^T P_K (\bar{A} + 

\bar{B}KC),$$

$$\Sigma_K = X + (\bar{A} + \bar{B}KC)^T \Sigma_K (\bar{A} + \bar{B}KC)^T,$$

with $X = \mathbb{E}_{\bar{x}_0 \sim \mathcal{D}} \bar{x}_0^T \bar{x}_0.$

Note that $P_K$ can be partitioned into four $n \times n$ matrices:

$$P_K = \begin{bmatrix} P_{K,11} & P_{K,12} \\ P_{K,12} & P_{K,22} \end{bmatrix}. \quad (12)$$

Similarly, one has

$$\Sigma_K = \begin{bmatrix} \Sigma_{K,11} & \Sigma_{K,12} \\ \Sigma_{K,12} & \Sigma_{K,22} \end{bmatrix}, \quad X = \begin{bmatrix} X_{11} & X_{12} \\ X_{12} & X_{22} \end{bmatrix}. \quad (13)$$

Finally, we formulate the dLQR problem (5) into the following optimization form.

**Problem 1 (Policy optimization for dLQR),**

$$\min_{K} J(K)$$

subject to $K \in \mathbb{S}_{+}^{m \times d}.$

where $J(K)$ is defined in (10) and $\mathcal{K}$ is given in (8).

Note that the initial estimate is sampled from a fixed initial distribution, and thus the matrix $X$ in (11b) is independent of the parameters $K.$

Next, we will characterize several important properties that delineate the optimization landscape (such as the influence of similarity transformation and structure of stationary points) of policy gradient methods for solving Problem 1. The detailed proofs are provided in the Appendix.

IV. dLQR Cost Under Different Similarity Transformations

For dynamic controllers, a widely used concept is the so-called similarity transformation [36]. It is well-known that similarity transformations do not change the control performance of the LQR problem [28, Lemma 4.1]. However, in this section, we will show that the dLQR cost varies with different similarity transformations due to the transient behavior induced by initial controller states, and thus the optimization landscape of dLQR is distinct from LQG.

A. Varying dLQR cost

Given a controller $K$ and an invertible matrix $T \in \text{GL}_n,$ we define the similarity transformation on $K$ by

$$\mathcal{F}_T(K) := \begin{bmatrix} I_m & 0 \\ 0 & T \end{bmatrix} K \begin{bmatrix} I_d & 0 \\ 0 & T \end{bmatrix}^{-1} = \begin{bmatrix} 0 & C_K T^{-1} \\ TB_K & TA_K T^{-1} \end{bmatrix}. \quad (14)$$

It is not hard to verify that if $K \in \mathcal{K}$ and $T \in \text{GL}_n,$ we have $\mathcal{F}_T(K) \in \mathcal{K};$ see [28, Lemma 3.2] for further discussions.

Our first result reveals that the dLQR cost is not invariant w.r.t. the similarity transformation (14). Indeed, we have the following result.
Proposition 1. Let $K \in \mathbb{K}$ and $T \in GL_n$. We have
\begin{equation}
J(\mathcal{F}_r(T)(K)) = \text{Tr} \left( P_K T^{-1} X \hat{T} - T \right),
\end{equation}
where $\hat{T} = \begin{bmatrix} I_n & 0 \\ 0 & T \end{bmatrix}$, $P_K$ is the unique positive semidefinite solution to (11a), and $X = E_{x_0 \sim \mathcal{D}} x_0 x_0^T$. 

Although any similarity transformation corresponds to the same transfer function in the frequency domain, Proposition 1 shows that the $\text{dLQR}$ cost varies with different similarity transformations. This result is reasonable considering the facts that the initial controller state $\xi_0$ is assumed to follow a fixed distribution and that the similarity transformation implies a coordinate change of the internal controller state. If the controller coordinate changes while its initial state does not change, this essentially leads to a different dynamic controller, which naturally results in a different $\text{dLQR}$ cost value.

B. Optimal similarity transformation

One natural consequence of Proposition 1 is that for each stabilizing controller $K \in \mathbb{K}$, there might exist an optimal similarity transformation matrix $T^*$ in the sense that
\begin{equation}
J(\mathcal{F}_r(T)(K)) \leq J(\mathcal{F}_r(T^*)(K)), \quad \forall T \in GL_n.
\end{equation}
In this case, we call $T^*$ the optimal similarity transformation matrix of $K$.

In this paper, we refer to (4) as an observable controller if $(C_K, A_K)$ is observable. We denote the set of observable controllers as
\[ \mathbb{K}_o := \left\{ \begin{bmatrix} 0_{m \times d} & C_K \\ B_K & A_K \end{bmatrix} : (C_K, A_K) \text{ is observable} \right\}. \]

Our next result characterizes the structure of the optimal similarity transformation for an observable stabilizing controller.

Theorem 1. Suppose $X > 0$ and $K \in \mathbb{K} \cap \mathbb{K}_o$. If the optimal transformation matrix $T^* \in GL_n$ satisfying (16) exists, it is unique and in the form of
\begin{equation}
T^* = -X_{22} X_{12}^{-1} P_{K,12}^{-T} P_{K,22},
\end{equation}
where $P_K$, partitioned as (12), is the unique positive definite solution to (11a).

Theorem 1 identifies the form of the optimal similarity transformation, which is unique if it exists. This implies that if the optimal controller for Problem 1 is observable, it may be unique and be expressed as an optimal similarity transformation of a particular dynamic controller. However, the optimal similarity transformation may not always exist since $X_{12}$ can be singular. We give such an analytical example in Appendix B.

We conclude this section by providing two examples to illustrate the impact of similarity transformation on the $\text{dLQR}$ cost.

Example 1. Consider an open-loop unstable dynamic system (1) with
\[ A = 1.1, \quad B = 1, \quad C = 1, \quad Q = 5, \quad R = 1. \]

According to [28, Theorem D.4, Example 11], the set of stabilizing controllers $\mathbb{K}$ for this system has two disconnected components. To define $\text{dLQR}$ (5), we choose
\begin{equation}
X = E_{x_0 \sim \mathcal{D}} x_0 x_0^T = \begin{bmatrix} 1 & 0.25 \\ 0.25 & 1 \end{bmatrix}.
\end{equation}

For each observable stabilizing controller $K$, Theorem 1 implies that there exists an optimal transformation that leads to the lowest $\text{dLQR}$ cost. Fig. 7a demonstrates this fact. In particular, the red line of Fig. 7a displays the orbit of the similarity transformation of controller
\[ K = \begin{bmatrix} 0 & -0.944 \\ 1.1 & -0.944 \end{bmatrix}. \]
We can see that the $\text{dLQR}$ cost changes with different similarity transformations, which also shows that finding the optimal similarity transformation (marked as the red point) can significantly improve the control performance. \qed

Example 2. Consider an open-loop stable dynamic system (1) with
\[ A = 0.9, \quad B = 1, \quad C = 1, \quad Q = 5, \quad R = 1. \]

According to [28, Theorem D.4], the set of stabilizing controllers $\mathbb{K}$ for this system is nonconvex but connected. To define $\text{dLQR}$ (5), we choose $X$ as (18). Again, for each observable stabilizing controller $K$, Theorem 1 implies that there exists an optimal transformation, shown in Fig. 7b, where the red line displays the orbit of the similarity transformation of controller
\[ K = \begin{bmatrix} 0 & -0.765 \\ 0.9 & -0.765 \end{bmatrix} \]
and the red point represents the optimal similarity transformation. \qed

V. STRUCTURE OF STATIONARY POINTS

In this section, we characterize the stationary points of Problem 1 by letting the gradients of the $\text{dLQR}$ cost be zero. Upon denoting the gradient of $J(K)$ w.r.t. $A_K$, $B_K$, and $C_K$ as
\[ \nabla_A J(K), \nabla_{B_{\mathbf{x}}} J(K), \text{ and } \nabla_{C_{\mathbf{x}}} J(K) \] respectively, we define the set of stationary points as
\[ \mathcal{K}_s := \left\{ \begin{bmatrix} 0_{m \times d} & C_K \\ B_K & A_K \end{bmatrix} : \begin{bmatrix} 0_{m \times d} & \nabla_{C_{\mathbf{x}}} J(K) \\ \nabla_{B_{\mathbf{x}}} J(K) & \nabla_A J(K) \end{bmatrix} \|_F = 0 \right\}. \]

We now look into the structure of \( \mathcal{K}_s \), which is crucial for understanding the policy gradient methods on dLQR problems.

**Theorem 2.** Suppose \( C \) has full row rank, \( X \succ 0 \), and Assumption 7 holds. If an observable stationary point, i.e., \( K^* \in \mathcal{K}_o \cap \mathcal{K}_s \cap \mathcal{K} \), to Problem 7 exists, it is unique and in the form of
\[ K^* = \mathcal{F}_T(K_\dagger), \tag{19} \]

where
\[ K_\dagger := \begin{bmatrix} 0 & -K^* \\ L^* & A - BK^* - L^* C \end{bmatrix}, \tag{20} \]

\[ T^* = X_{22} X_{11}^{-1} \] is the optimal transformation matrix of \( K_\dagger \) given in (17) with \( -P_{K_{11},22}^{-T} P_{K_{1},22} = I_n \), and
\[ L^* = \hat{\Sigma} C^T \left( C \hat{\Sigma} C^T \right)^{-1}, \tag{21} \]
\[ K^* = (R + B^T \hat{P} B)^{-1} B^T \hat{P} A, \tag{22} \]

with \( \hat{\Sigma} \) and \( \hat{P} \) being the unique positive definite solutions to
\[ \hat{\Sigma} = \Delta_X + \hat{A} \hat{\Sigma} A^T - \hat{A} \hat{\Sigma} C^T \left( C \hat{\Sigma} C^T \right)^{-1} C \hat{\Sigma} A^T, \tag{23} \]
\[ \hat{P} = Q + A^T \hat{P} A - A^T \hat{P} B (R + B^T \hat{P} B)^{-1} B^T \hat{P} A. \tag{24} \]

In Theorem 2 \( K^* \) is an elegant closed-form solution since it satisfies the optimal similarity transformation of a special observer-based controller \( K_\dagger \). Note that \( K^* \) of (20) is exactly the optimal control gain of the state-feedback LQR and \( L^* \) is a stable observer gain. In classical control theory [25], the observer-based controller of Problem 1 can separate into a stable observer and a state-feedback LQR, however, the transient behavior induced by the initial state and estimate is not considered. As a comparison, both the observer gain \( L^* \) and the optimal transformation matrix \( T^* \) of the observable stationary point are uniquely determined according to the prior information of the initial distribution of system state and controller state \( (\bar{x}_0, \bar{\xi}_0) \sim D \).

Note that Theorem 2 does not discuss the theoretical optimality of the identified stationary point, which will be of interest for future work. In practical applications, if the optimal controller of a given system is known to be observable, then \( K^* \) in (19) must be the globally optimal controller due to its uniqueness. For instance, the observable stationary points of Examples 1 and 2, i.e.,
\[ K_1 = \begin{bmatrix} 0 & -0.236 \\ 4.4 & -0.944 \end{bmatrix} \text{ and } K_2 = \begin{bmatrix} 0 & -0.191 \\ 3.6 & -0.765 \end{bmatrix}, \]

are globally optimal by Theorem 2. They agree with the exhausted numerical grid search for the globally optimal points (marked as red points in Fig. 1) in Examples 1 and 2, respectively.

**VI. Conclusion**

In this paper, we have analyzed the policy gradient optimization landscape of linear quadratic control problems using dynamic output-feedback policies. We have shown that the dLQR cost varies with similarity transformations, and identified the structure of the optimal similarity transformation of an observable stabilizing controller. More importantly, we characterized the stationary point of the policy gradient optimization and proved that the associated dynamic controller is unique if it is observable. Our work brings new insights for understanding the policy gradient algorithms for solving the partially observed control or decision-making problems.

**APPENDIX**

**A. Block-wise Lyapunov equations and useful lemmas**

The block-wise Lyapunov equations in (11a) and (11b) will be used extensively in this paper. From (11a), we have
\[ P_{11} = Q + A^T P_{11} A + C^T B K^T P_{12} A \]
\[ + A^T P_{12} B K C + C^T B K^T P_{22} B K C, \tag{25a} \]
\[ P_{12} = A^T P_{11} B K C + C^T B K^T P_{12} B K C, \tag{25b} \]
\[ + A^T P_{12} A_K + C^T B K^T P_{22} A_K, \tag{25c} \]
\[ P_{22} = C_K^T R C_K + A_K^T P_{12} B K C + C_K^T B P_{12} A_K, \tag{25d} \]
\[ + C_K^T B P_{11} B K C + A_K^T P_{22} A_K. \tag{25e} \]

Similarly, we get
\[ \Sigma_{11} = X_{11} + A \Sigma_{11} A^T + B K \Sigma_{12} A^T \]
\[ + A \Sigma_{12} C_B^T B + B K \Sigma_{12} C_K^T B, \tag{26a} \]
\[ \Sigma_{12} = X_{12} + A \Sigma_{11} C_K^T B_K + B K \Sigma_{12} C_K^T B_K \]
\[ + A \Sigma_{12} A_K + B K \Sigma_{22} A_K, \tag{26b} \]
\[ \Sigma_{22} = X_{22} + B K C \Sigma_{11} C_K^T B_K + A_K \Sigma_{12} C_K^T B_K \]
\[ + B K C \Sigma_{12} A_K + A_K \Sigma_{22} A_K. \tag{26c} \]

Standard Lyapunov theorems will be used throughout the paper. We summarize them below for completeness.

**Lemma 2** (Lyapunov stability theorems [29], [37]).

(a) If \( \rho(A) < 1 \) and \( Q \in \mathbb{S}^+_n \), the Lyapunov equation \( P = Q + A^T P A \) has a unique solution \( P \in \mathbb{S}^+_n \).

(b) Let \( Q \in \mathbb{S}^+_n \), \( \rho(A) < 1 \) if and only if there exists a unique \( P \in \mathbb{S}^+_n \) such that \( P = Q + A^T P A \).

(c) Suppose \( (C, A) \) is observable, \( \rho(A) < 1 \) if and only if there exists a unique \( P \in \mathbb{S}^+_n \) such that \( P = C^T C + A^T P A \).

Given an observable stabilizing controller, the following lemma is a discrete-time counterpart to [28, Lemma 4.5].

**Lemma 3.** Under Assumption 7 if \( K \in \mathbb{K} \cap \mathbb{K}_o \), the solution \( P_K \) to (11a) is unique and positive definite.

**B. Non-existence of the optimal similarity transformation**

We take a one-dimensional system as an example (i.e., \( x_t \) and \( \xi_t \) are scalars), to show the non-existence of the optimal
similarity transformation if $X_{12}$ is singular. Under similarity transformation (14), we have
\begin{align}
|v_0| &= C\kappa T^{-1}\xi_0, \\
|v_1| &= C\kappa T^{-1}(TA_kT^{-1}\xi_0 + TB_ky_0) \\
&= C\kappa AK^{-1}\xi_0 + C\kappa BK_ky_0.
\end{align}

Given an observable stabilizing controller $K$, by (17) of Theorem 1, one has
\begin{equation}
\lim_{X_{12} \to 0} (T^*)^{-1} = \lim_{X_{12} \to 0} -P_{22}^{-1}P_{12}^T X_{12} X_{22}^{-1} = 0.
\end{equation}

Note that the cross-correlation value $X_{12} = 0$ if the initial controller state $\xi_0$ is zero-mean and independent of the initial system state $x_0$. Using (28) in (27), we can observe that the controller input $u_t$ tends to ignore the influence of $\xi_0$ by increasing $T$ in this one-dimensional instance. This is because the initial controller state provides no information for the estimation of the initial system state if $X_{12} = 0$.

C. Proof of Proposition 1

**Proof.** Since $K \in \mathcal{K}$, by Lemma 2(a), the Lyapunov equation (18) admits a unique positive semidefinite solution for both $K$ and $\mathcal{F}_T(K)$. Hence, the solution of (18a) for $K$ can be expressed as
\begin{equation}
P_k = \sum_{k=0}^{\infty}(\tilde{A} + \tilde{B}K\tilde{C})^T \begin{bmatrix} Q & 0 \\ C_k^T R C_k & 0 \end{bmatrix} ^k ((\tilde{A} + \tilde{B}K\tilde{C})^T)^k.
\end{equation}
Similarly, by the definition of $\mathcal{F}_T(K)$ in (14), one has
\begin{equation}
P_{\mathcal{F}_T(K)} = \tilde{T}^{-T} P_k \tilde{T}^{-1}.
\end{equation}
Therefore, by (10), we have
\begin{equation}
J(\mathcal{F}_T(K)) = \text{Tr} \left( P_{\mathcal{F}_T(K)} X \right) = \text{Tr} \left( P_k \tilde{T}^{-1} X \tilde{T}^{-T} \right),
\end{equation}
which completes the proof.

D. Proof of Theorem 1

**Proof.** By (15), $J(\mathcal{F}_T(K))$ can be expressed as
\begin{equation}
J(\mathcal{F}_T(K)) = \text{Tr} \left( P_{11} \xi_1 + P_{12} \tilde{T}^{-1} X_{12}^T \\
+ P_{12}^T \tilde{T}^{-T} X_{22}^T + P_{22} \tilde{T}^{-1} X_{22} \tilde{T}^{-T} \right).
\end{equation}

For notational convenience, given a stabilizing controller $K \in \mathcal{K}$, we denote the cost value $J(\mathcal{F}_T(K))$ w.r.t. similarity transformation $T$ as
\begin{equation}
g(H) := J(\mathcal{F}_T(K)), \quad \text{with } H := T^{-1} \in \text{GL}_n.
\end{equation}

It is clear that $g(H)$ is twice differentiable w.r.t. $H$. The gradient of $g(H)$ w.r.t. $H$ can be derived as
\begin{equation}
\nabla_{Hg}(H) = 2(P_{12}^T X_{12} + P_{22} H X_{22}).
\end{equation}

By Lemma 3, the solution $P_k$ to (11) is positive definite, which means $P_{22}$ is invertible. We also have that $X_{22}$ is invertible since $X > 0$. Let $\nabla_{H} g(H) = 0$, we have
\begin{equation}
H^* = -P_{22}^{-1} P_{12}^T X_{12} X_{22}^{-1}.
\end{equation}

By $(T^*)^{-1} = H^*$, we now identify $T^*$ is in the form of (17). This also implies that if $T^*$ exists, both $X_{12}$ and $P_{12}$ must be invertible.

Next, we show that $T^*$ in (17) is the unique globally optimal similarity transformation matrix such that (16) holds. We analyze the Hessian of $g(H)$ applied to a nonzero direction $Z \in \mathbb{R}^{n \times n}$, which is
\begin{equation}
\nabla^2 g(H)[Z, Z] := \frac{d^2}{d\eta^2} \bigg|_{\eta=0} g(H + \eta Z).
\end{equation}

By (31), we can further show that
\begin{align}
\nabla^2 g(H)[Z, Z] &= \frac{d^2}{d\eta^2} \bigg|_{\eta=0} \text{Tr} \left( P_{12}(H + \eta Z)X_{12}^T + P_{12}^T X_{12}(H + \eta Z)^T \\
&\quad + P_{22}(H + \eta Z)X_{22}(H + \eta Z)^T \right) \\
&\geq 2\lambda_{\min}(P_{22}) \lambda_{\min}(X_{22}) \| Z \|_F^2 > 0.
\end{align}

We extend the function $g(H)$ to be defined on a convex superset $\mathbb{R}^{n \times n}$ of $\text{GL}_n$. It is immediate that $g(H)$ is strongly convex over $\mathbb{R}^{n \times n}$, which means the globally optimum of $g(H)$ over $\text{GL}_n$ is unique when it exists. By $T = H^{-1}$, then the globally optimum of $J(\mathcal{F}_T(K))$ is also unique over $T \in \text{GL}_n$, thus (16) is satisfied for a unique $T^*$.

E. Policy Gradient Expression

**Lemma 4** (Policy Gradient Expression). For $\forall K \in \mathcal{K}$, the policy gradient of Problem 1 is
\begin{equation}
\nabla_{C_k} J(K) = 2B^T(P_{11} A + P_{12} B_k C) \Sigma_{12},
\end{equation}
\begin{equation}
\nabla_{B_k} J(K) = 2(P_{12}^T A + P_{22} B_k C) \Sigma_{12} C^T,
\end{equation}
\begin{equation}
\nabla_{A_k} J(K) = 2(P_{12} B_k C + P_{22} A_k) \Sigma_{22}.
\end{equation}

**Proof.** The proof follows the similar lines as the state-feedback LQR case [8, Lemma 1]. By (11a), the value function of $x_0$ reads as
\begin{align}
V_k(x_0) &= \tilde{x}_0^T P_k \tilde{x}_0 \\
&= \tilde{x}_0^T (\tilde{Q} + F^T C_k^T R_k \tilde{F}) \tilde{x}_0 \\
&\quad + \tilde{x}_0^T (\tilde{A} + \tilde{B} K \tilde{C}) P_k (\tilde{A} + \tilde{B} K \tilde{C}) \tilde{x}_0 \\
&= \tilde{x}_0^T (\tilde{Q} + F^T C_k^T R_k \tilde{F}) \tilde{x}_0 + V_k((\tilde{A} + \tilde{B} K \tilde{C}) \tilde{x}_0).
\end{align}

Taking the gradient of $V_k(x_0)$ w.r.t. $C_k$ (note that $\nabla_{C_k} V_k((A + B K C) \tilde{x}_0)$ has two terms: one with respect to $C_k$ in the subscript and one with respect to the input
where the last step uses recursion and that $x_{t+1} = (\dot{A} + BK\dot{C})\bar{x}_t$.

We can also derive the formulas of $\nabla_{B\kappa} V_K(x_0)$ and $\nabla_{A\kappa} V_K(x_0)$ through similar steps. Then, we can finally observe (33) by taking the expectation w.r.t. the initial distribution $\mathcal{D}$.

\section*{F. Proof of Theorem 2}

\textbf{Proof.} Suppose an observable stationary point exists, denoted as $K^* \in \mathbb{K}_0 \cap \mathbb{K}_0 \cap \mathbb{K}^*$. By Lemma 2(b) and Lemma 3 we know $\Sigma_{K^*}, P_{K^*} \in \mathcal{S}_{n+1}^+$. By the Schur complement, it is obvious that

$$\hat{P} := P_{11} - P_{12}P_{22}^{-1}P_{12}^T \in \mathcal{S}_{n+1}^+,$$

$$\hat{\Sigma} := \Sigma_{11} - \Sigma_{12}\Sigma_{22}^{-1}\Sigma_{12}^T \in \mathcal{S}_{n+1}^+.$$

Throughout this proof, the subscript of the submatrices of $\Sigma_{K^*}$ and $P_{K^*}$ under observable stationary point $K^*$ will be omitted. Since (33) is linear in $A_K$, $B_K$, and $C_K$, when $K^* \in \mathbb{K}_0$, it is not hard to show that

$$C_{K^*} = -K^*\Sigma_{12}^{-1}\Sigma_{22}^{-1},$$

$$B_{K^*} = -P_{22}^{-1}P_{12}^TL^*,$$

$$A_{K^*} = -P_{22}^{-1}P_{12}^T(A - L^*C - BK^*)\Sigma_{12}^{-1}\Sigma_{22}^{-1},$$

where $K^*$ and $L^*$ are

$$K^* = (R + \dot{B}^T\dot{P}B)^{-1}\dot{B}^T\dot{P}A,$$

$$L^* = \Delta^T\dot{C}^T(C\dot{\Sigma}C^T)^{-1}.$$

Combining (25b), (25c), and (34), we prove that

$$P_{12}\Sigma_{12} + P_{22}\Sigma_{22} = 0,$$

which immediately leads to

$$(-P_{22}^{-1}P_{12})^{-1} = \Sigma_{12}\Sigma_{22}^{-1}. \quad (36)$$

We then define $T^\dagger := -P_{22}^{-1}P_{12}$, and thus $(T^\dagger)^{-1} = \Sigma_{12}\Sigma_{22}^{-1}$. Similarly, from (26b), (26c), and (34), (35) can be rewritten as

$$P_{12}^TX_{12} + P_{22}X_{22} = 0.$$ \hfill (37)

Combining (35) with (37) leads to

$$T^\dagger = -P_{22}^{-1}P_{12}^T = X_{22}X_{12}^{-1}. \quad (38)$$

Combining (34), (36), and (38), we can observe that $K^*$ is in the form shown in (19).

It remains to show that $T^\dagger$ is the optimal transformation matrix of $K^\dagger$ given in (17) (i.e., $T^\dagger = -X_{22}X_{12}^{-1}P_{12}^T$). From (37), it is not hard to show that

$$(T^\dagger)^{-T}P_{K^*12}X_{12} + (T^\dagger)^{-T}P_{K^*22}X_{22} = 0,$$

which directly leads to $-P_{K^*12}^T P_{K^*22} = T^\dagger$. Therefore, by (17) of Theorem 1 one has

$$T^\dagger = X_{22}X_{12}^{-1} = -X_{22}X_{12}^{-1}P_{K^*12}^TP_{K^*22} = T^\dagger,$$

which is exactly the optimal transformation matrix of $K^\dagger$.

Then, we will derive (24). Multiplying (25a) by $T^\dagger$ on the left and by $T^\dagger$ on the right (or multiplying (25b) by $T^\dagger$ on the right), we have

$$P_{12}P_{22}^{-1}P_{12}^T = A^T\dot{P}B(R + \dot{B}^T\dot{P}B)^{-1}\dot{B}^T\dot{P}A,$$

$$+ A^TP_{12}P_{22}^{-1}P_{12}^T(A - L^*C - BK^*)\Sigma_{12}\Sigma_{22}^{-1},$$

Then, plugging (34b) in (25a) leads to

$$P_{11} = Q + A^TP_{12}A - C^TL^*T_{12}P_{22}^{-1}P_{12}^T,$$

Subtracting (39) from (40), we can finally see that $\hat{P}$ satisfies the Riccati equation (24). Through similar steps, we can derive from (26) that $\hat{\Sigma}$ satisfies the Riccati equation (23), which completes the proof.
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