Evaluation of publication type tagging as a strategy to screen randomized controlled trial articles in preparing systematic reviews
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ABSTRACT

Objectives: To produce a systematic review (SR), reviewers typically screen thousands of titles and abstracts of articles manually to find a small number which are read in full text to find relevant articles included in the final SR. Here, we evaluate a proposed automated probabilistic publication type screening strategy applied to the randomized controlled trial (RCT) articles (i.e., those which present clinical outcome results of RCT studies) included in a corpus of previously published Cochrane reviews.

Materials and Methods: We selected a random subset of 558 published Cochrane reviews that specified RCT study only inclusion criteria, containing 7113 included articles which could be matched to PubMed identifiers. These were processed by our automated RCT Tagger tool to estimate the probability that each article reports clinical outcomes of a RCT.

Results: Removing articles with low predictive scores \( P < 0.01 \) eliminated 288 included articles, of which only 22 were actually typical RCT articles, and only 18 were actually typical RCT articles that MEDLINE indexed as such. Based on our sample set, this screening strategy led to fewer than 0.05 relevant RCT articles being missed on average per Cochrane SR.

Discussion: This scenario, based on real SRs, demonstrates that automated tagging can identify RCT articles accurately while maintaining very high recall. However, we also found that even SRs whose inclusion criteria are restricted to RCT studies include not only clinical outcome articles per se, but a variety of ancillary article types as well.

Conclusions: This encourages further studies learning how best to incorporate automated tagging of additional publication types into SR triage workflows.

Key words: RCT Tagger, systematic review automation, randomized controlled trials, information retrieval
INTRODUCTION

Systematic reviews (SRs) are a type of literature review designed to provide the best evidence on a given question. The current best practices for writing SRs require a great amount of manual time and effort to identify comprehensively all relevant publications for evidence synthesis. A worldwide effort has begun to create automated tools to assist in both the retrieval of relevant articles and the extraction of information from these articles. Most of the retrieval tools have focused on identifying articles that are relevant based on topical, textual, or patient inclusion criteria. However, an article’s publication type and study design characteristics are also important aspects of its relevance for inclusion. Randomized controlled trials (RCTs) are considered the gold standard for knowledge about the effects of medical treatments, and finding reports of RCTs is critical for selecting the papers to be summarized in SRs. Recently, we and others have developed automated and semiautomated publication type taggers to identify articles that present clinical outcomes of RCTs. Publication type tagging has been proposed to potentially contribute to the initial screening of articles during triage, but has not yet been widely implemented.

“RCT Tagger,” a machine learning-based model, which estimates the probability that a given biomedical article reports the clinical outcome of an RCT achieves high accuracy (AUC ≥ 0.984) when evaluated with MEDLINE’s “Randomized Controlled Trial” Publication Type and EMBASE citations as gold standards. However, further considerations and evaluations are needed in order to implement RCT Tagger as part of the workflow of writing a SR. RCT Tagger might be implemented in several different modes, for example, a filter-in strategy in which only high-scoring articles are retained, or a filter-out strategy in which low-scoring articles are thrown out. Here, we decided to test a filter-out strategy in which any article having a predicted probability score <0.01 is discarded. Theoretically this threshold should discard fewer than 1% of relevant articles (achieving >99% recall); however, it is important to assess this screening strategy in a more stringent and pertinent manner using a realistic scenario using published Cochrane SRs. These SRs give an explicit list of the articles that were manually reviewed, deemed relevant, and finally included for evidence synthesis. Since a typical SR may only contain 5–50 included articles, mistakenly filtering out even one included article may be considered unacceptable.

OBJECTIVES

We ask whether filtering out articles having RCT Tagger predictive probability scores < 0.01 retains at least 99% of the relevant RCT articles included in a corpus of previously published Cochrane reviews.

In terms of consistent terminology, we must distinguish 3 concepts related to RCTs: the trials/studies themselves, the RCT articles describing trial outcomes, and ancillary articles linked to trials such as reviews, protocols, reanalyses of data, and embedded studies. As Cochrane notes, “Systematic reviews have studies, rather than reports, as the unit of interest, and so multiple reports of the same study need to be identified and linked together before or after data extraction...a study can be reported in multiple journal articles, each focusing on some aspect of the study (e.g. design, main results, and other results).” Cochrane describes a RCT as “An experiment in which 2 or more interventions, possibly including a control intervention or no intervention, are compared by being randomly allocated to participants. In most trials one intervention is assigned to each individual but sometimes assignment is to defined groups of individuals (for example, in a household) or interventions are assigned within individuals (for example, in different orders or to different parts of the body).” We defined RCT articles in our previous research; here, we simplify the definition to “An RCT article reports the primary or secondary outcomes of an RCT study.” In the rest of the paper, we will distinguish trials (RCT studies), reports describing the trial outcomes (RCT articles), and ancillary articles; we will also refer to our model (RCT Tagger).

MATERIALS AND METHODS

We constructed a corpus consisting of a large random sample of Cochrane reviews. For convenience, we only considered articles that are indexed in PubMed, since all articles in PubMed have been indexed with RCT Tagger prediction scores and are incremented weekly. (Articles not indexed in PubMed can also be given prediction scores but we have not comprehensively tagged other bibliographic databases as yet.) Also, we only analyzed Cochrane reviews whose inclusion criteria focused solely on RCT studies, because in these cases, the great majority of included articles were RCT articles. Note that a given RCT study may generate many diverse types of published articles (e.g., secondary analysis of data, genome-wide association studies of human subjects, embedded case-control analyses, etc.), which are not themselves RCT articles (i.e., reports of the primary clinical outcomes of the trial).

Our process was comprised of 4 steps, as shown in Figure 1: (1) Select a random sample of Cochrane reviews; (2) Extract article metadata for each article included in the sampled reviews; (3) Collect PubMed identifiers (PMIDs) for each article; and (4) Obtain the RCT Tagger prediction scores. Each step is described in further detail below.

Select a sample of Cochrane reviews

We selected Cochrane reviews from within a XML-formatted data set, received directly from Cochrane, consisting of 7158 reviews published from 2008 through January 3, 2018 by 52 different...
Cochrane groups in 8 Cochrane group networks. These were stratified by publication year and Cochrane group network, and we selected 15% randomly from each bin. Of these, we included only reviews whose inclusion criteria was restricted to RCT studies based on our manual annotation, and filtered out empty reviews (i.e., those that contained zero included studies).

We extracted metadata about each article in an included study from a sampled review. To do this, we ran a program to process the XML files for each review, which extracted 3 levels of metadata: Review, Study, and Article as shown in Table 1.

To collect PMIDs for articles, two second-pass methods were used: the ECitMatch API because it determines exact matches between article metadata and a PMID. For each article, we input to ECitMatch its publication year, journal, volume, and page numbers. As a second pass, for articles not matched by the ECitMatch API, we used the ESearch API because it returns a list of PMIDs as results of a single text query. Input was the title, the first author, and the publication year. Since the API could return multiple potential matched PMIDs or no matched PMIDs, the second-round API results were manually validated by comparing to the original metadata from the source Cochrane review. This resulted in 2 lists: a list of unmatched articles and a list of PMIDs for articles included in studies in our sample of reviews and available in PubMed.

Each article considered in the analysis ended in 1 of 5 outcomes: retained for manual screening (6405 articles); Tagger error (44 articles); possible Tagger error (49 articles); explicit nonRCT judgment from Cochrane Characteristics of Studies Table (39 articles from 6 reviews); or explicit nonRCT judgment from Cochrane Characteristics of Studies Table (156 articles). We now describe our process and error analysis in further detail.

RESULTS

Figure 2 shows our evaluation strategy. Briefly, starting with a 15% stratified sample, we ultimately analyzed 6693 Tagger processed articles from 471 Cochrane reviews. Each article in the analysis ended in 1 of 5 outcomes: retained for manual screening (6405 articles); Tagger error (44 articles); possible Tagger error (49 articles); explicit nonRCT judgment from Cochrane Characteristics of Studies Table (39 articles from 6 reviews); or explicit nonRCT judgment from Cochrane Characteristics of Studies Table (156 articles). We now describe our process and error analysis in further detail.

From the full set of 7158 Cochrane reviews, our 15% stratified sample yielded 1112 reviews, and we retained the 558 reviews that we annotated as having RCT-only inclusion criteria. Our final set of
Figure 2. Our evaluation strategy started with a 15% stratified sample and ultimately analyzed 6693 Tagger processed articles from 471 Cochrane reviews. Each article considered in the analysis ended in one of 5 outcomes: retained for manual screening (6405 articles); Tagger error (44 articles); possible Tagger error (49 articles); explicit nonRCT judgment from Cochrane Characteristics of Studies Table (39 articles from 6 reviews); or explicit nonRCT judgment from Cochrane Characteristics of Studies Table (156 articles).
reviews consisted of the 471 reviews that had at least 1 included study. After deduplicating articles included in multiple reviews, we attempted to match 9941 articles to PMIDs. Of the 7226 articles matched to PMIDs, we removed 113 (1.5%) articles that had PMID mapping errors. Of the remaining 7113 articles with confirmed PMIDs matches, 6693 articles received estimated probability scores from RCT Tagger. The other 420 articles either had no abstract in PubMed, or the full-text was not in English and the article was not indexed as having an English abstract in the Publication Type metadata field. Parenthetically, although it is rare for an RCT article representing a primary report of a clinical trial outcome to be published without an abstract, this enumeration suggests that articles lacking abstracts should not be automatically discarded during literature screening.

Among the 6693 articles scored by RCT Tagger, 288 articles had predictive probability scores below 0.01. We conducted an error analysis of these low-scoring articles. According to MEDLINE Publication Type, only 44 of these low-scoring articles were indexed as RCT articles, and the remaining 244 of these low-scoring articles were not indexed as RCT articles.

For the 44 low-scoring articles that were indexed as RCT articles according to MEDLINE Publication Type, we manually examined the full text of and found that actually only 18 of the 44 articles were typical RCT articles (see Supplementary Table S1). The others were borderline cases (e.g., cluster randomization, blinding not mentioned) or appeared to be frankly not RCT articles at all (e.g., post hoc analysis, nested case control study, or data reanalysis).

For the 244 low-scoring articles not MEDLINE-indexed as RCTs, only 49 primary articles had been explicitly judged to be RCT articles by Cochrane. We found 8 main reasons that Tagger missed them: Abstract field empty in XML, Abstract lacks detail, Comparative study with randomization not made explicit in abstract, Design, Diagnostic test accuracy, Technical language, Topic atypical, Typical RCT (Supplementary Table S2). An additional 39 primary articles from 6 Cochrane’s SRs had been explicitly judged by Cochrane to be nonRCT articles (e.g., quasi-randomized trials, comparative studies, community-based trials, surveys) according to Cochrane’s Characteristics of Studies table; rereading those SR’s inclusion criteria, we determined that we had misclassified 3 SRs as “RCT only” and that the Cochrane authors had expanded inclusion criteria in the other 3 SRs (see Supplementary Table S3). The remaining 156 low-scoring articles were ancillary articles which did not have explicit study-design judgments recorded in the Cochrane SR’s Characteristics of Studies table; Cochrane includes ancillary articles as companions to some primary RCT article.

Thus, using RCT Tagger for filtering out articles with scores < 0.01 retained (6693 – (44 + 49))/6693 = 98.6% of the RCT articles included in the corpus of 471 Cochrane SRs. Filtering by using RCT Tagger along with MEDLINE would have retained (6693 – 49)/6693 = 99.27% of the RCT articles.

If one only considers articles that our expert review confirmed were typical RCT articles (see Supplementary Material), the proportion is (6693 – 22)/6693 = 99.67% of the included articles. Stated otherwise, our proposed screening strategy would on average lead to only 22 articles/471 Cochrane reviews = 0.047 RCT articles being mistakenly discarded per Cochrane SR.

**DISCUSSION**

In the present paper, we have demonstrated that an automated probabilistic publication type screening strategy, specifically, filtering out articles having RCT Tagger predictive probability scores < 0.01, retains well over 98% of the relevant RCT articles included in a corpus of previously published Cochrane reviews. Stated another way, fewer than 0.05 RCT articles per Cochrane SR would be mistakenly discarded using this strategy.

What might this mean for a real-world application of RCT Tagger? Applying the tool to the initial set of articles retrieved from database queries, one would filter out articles with very low predictive scores (<0.01) prior to giving to SR teams for manual triage. In our earlier study, we estimated that ~85% of articles would be removed by RCT Tagger using a threshold of 0.1. It was not possible for us to calculate work savings precisely in the present study, since unfortunately, few if any published Cochrane reviews provide an explicit list of the initially retrieved articles used for manual screening. The queries that were provided in our corpus are impossible to rerun exactly because they vary in terms of the databases and search engines involved, which themselves change over time. However, for 4 randomly selected Cochrane reviews within our dataset, we attempted to reconstruct their initial PubMed queries as closely as possible. Applying RCT Tagger to remove articles with scores below 0.01, we found that an average of 64% of the initially retrieved articles were removed. This is admittedly a rough estimate but suggests that publication type screening does offer the promise of saving substantial effort in manual triage, and encourages prospective studies of SRs (where the initial set of retrieved articles is known exactly) to calculate work savings more robustly.

Ultimately, the contribution of automated publication type tagging needs to be evaluated in the context of, and in combination with, other machine learning approaches to relevance ranking such as RobotReviewer, RobotSearch, Abstrackr, SWIFT-Active Screener, and SWIFT-Review, SRA-Helper, and DistillerSR as well as other manual strategies that systematic reviewers routinely use to find relevant literature (e.g. following citation trails, articles written by specific authors, or publications linked to registered trials). The optimal threshold for RCT Tagger, and the overall work savings obtained, will be a function not only of the tagger itself, but of the entire workflow involving all automated tools.

Our study has certain limitations: The evaluation was restricted to articles that we could match to PMIDs, i.e. indexed in PubMed. In addition, a small number (~410 of 7113) of articles included in the SRs had also been included in the training data used in modeling RCT Tagger; however, this is unlikely to impact the results.

**CONCLUSIONS**

The present study is proof-of-principle involving a single (albeit dominant) publication type, the RCT. However, as we found, even SRs that are restricted to RCT studies include not only RCT articles but a variety of ancillary articles as well. And, many SRs include a variety of study designs in their inclusion criteria. Therefore, it will be necessary to carry out automated screening for multiple publication types and study designs, such as cohort studies, case control studies, and cross-sectional studies, which are also relevant for inclusion in many SRs. We have created such a series of taggers and plan to evaluate their utility for SR triage in the near future.

**FUNDING**

This study was funded by a grant from the National Library of Medicine, “Text Mining Pipeline to Accelerate Systematic Reviews in Evidence-based
AUTHOR CONTRIBUTIONS
CRediT Roles: Conceptualization—NRS, AMC, JS. Data curation—LH, YK, JS, Xiaoru Dong, Randi Proescholdt, and Jingyi Xie. Formal analysis—Funding acquisition—NRS, AMC, JS. Investigation—LH, YK, JS. Methodology—NRS, AMC, JS, LH. Project administration—JS. Resources—NRS, AMC, JS. Software—LH, YK, JS. Visualization—LH, YK. Writing—original draft—LH, JS. Writing—review, and editing—NRS (lead), JS, AMC, YK, JS, LH.

SUPPLEMENTARY MATERIAL
Supplementary material is available at JAMIA Open online.

ACKNOWLEDGMENTS
We thank Cochrane for providing the XML-formatted dataset for this project; Randi Proescholdt for the workload reduction analysis; Xiaoru Dong and Jingyi Xie for helping to identify reviews that only included RCTs; and Katrina Fenlon, Kiel Gilleade, Itikhar Haider, and Luiz Perez for feedback.

CONFLICT OF INTEREST
The authors declare that they have no competing interests.

DATA AVAILABILITY
RCT Tagger predictive probability scores for All PubMed articles (incremented weekly) are publicly available for download on our project website (http://arrowsmith.psych.uic.edu/cgi-bin/arrowsmith_uic/RCT_Tagger.cgi). The datasets generated and analyzed during this study are available in the Illinois DataBank, as follows:

Methods Step 1: “File1_Sampled_Cochrane_Reviews_that_Only_Included_RCTs_2020-10-21.xlsx”
Kansara, Yogeshwar; Hoang, Linh; Dong, Xiaoru; Xie, Jingyi; Schneider, Jodi (2020): Sampled Cochrane Reviews Included RCTs Only. University of Illinois at Urbana-Champaign. https://doi.org/10.13012/B2IDB-3285089_V2

Methods Step 2: “File2_Included_Articles_from_Cochrane_reviews_2020-10-21.xlsx”
Kansara, Yogeshwar; Hoang, Linh (2020): Included Articles of Cochrane Reviews. University of Illinois at Urbana-Champaign.

Methods Step 3: “File3_Articles_With_PubMed_Identifiers_20220203.xlsx”
Kansara, Yogeshwar; Hoang, Linh (2022): Articles With PubMed Identifiers. University of Illinois at Urbana-Champaign. https://doi.org/10.13012/B2IDB-4623305_V3

Methods Step 4: “File4_TaggerResults.xlsx”
Kansara, Yogeshwar; Hoang, Linh (2022): RCT Tagger Results. University of Illinois at Urbana-Champaign. https://doi.org/10.13012/B2IDB-6773581_V3

Analysis:
“File5.1_Error_Analysis_44LowScoringArticles_MEDLINE_RCT_20220203.xlsx”
“File5.2_Error_Analysis_244LowScoringArticles_MEDLINE_NonRCT_20220203.xlsx”
Kansara, Yogeshwar; Hoang, Linh (2022): Error Analysis. University of Illinois at Urbana-Champaign. https://doi.org/10.13012/B2IDB-3407079_V3

The code used is available on GitHub
Kansara, Yogeshwar; Hoang, Linh (2019): https://github.com/infoqualitylab/Tagger_Evaluation

AUTHORS’ INFORMATION
JS is Assistant Professor of Information Sciences at the University of Illinois at Urbana-Champaign, where she works on systematic review automation, bibliographic information retrieval, science of science, and argumentation of science literature. LH is a PhD student in Library and Information Sciences at the University of Illinois at Urbana-Champaign. Her research interests are text mining, natural language processing, machine learning and their applications in the biomedical domain. YK contributed during his master studies in Information Management at the University of Illinois at Urbana-Champaign. He is currently Data Analyst at Gecko Robotics, Inc. AMC is Professor of Medical Informatics & Clinical Epidemiology, Oregon Health & Science University. NRS is Professor in Psychiatry, University of Illinois College of Medicine.

REFERENCES
1. Ganeshkumar P, Gopalakrishnan S. Systematic reviews and meta-analysis: Understanding the best evidence in primary healthcare. J Family Med Prim Care 2013; 2 (1): 9–14. doi:10.4103/2249-4863.109934
2. Institute of Medicine (US) Committee on Standards for Systematic Reviews of Comparative Effectiveness Research. Finding What Works in Health Care: Standards for Systematic Reviews. Washington, DC: National Academies Press; 2011.
3. Tsafnat G, Glasziou P, Choong MK, et al. Systematic review automation technologies. Syst Rev 2014; 3: 74.
4. O’Connor AM, Glasziou P, Taylor M, et al. A focus on cross-purpose tools, automated recognition of study design in multiple disciplines, and evaluation of automation tools: a summary of significant discussions at the fourth meeting of the International Collaboration for Automation of systematic reviews (ICASR). Syst Rev 2020; 9 (1): 100.
5. Tsafnat G, Glasziou P, Karystianis G, et al. Automated screening of research studies for systematic reviews using study characteristics. Syst Rev 2016; 5 (1): 87.
6. Howard BE, Phillips J, Miller K, et al. SWIFT-Review: a text-mining workbench for systematic review. Syst Rev 2016; 5 (1): 87.
7. Clark J, Glasziou P, Del Mar C, et al. A full systematic review was completed in 2 weeks using automation tools: a case study. J Clin Epidemiol 2020; 121: 81–90. doi:10.1016/j.jclinepi.2020.01.008
8. Hamel C, Kelly SE, Thavorn K, et al. An evaluation of DistillerSR’s machine learning-based prioritization tool for title/abstract screening—impact on reviewer-relevant outcomes. BMC Med Res Methodol 2020; 20 (1): 256.
9. Marshall IJ, Noel-Storr A, Kuiper J, et al. Machine learning for identifying Randomized Controlled Trials: an evaluation and practitioner’s guide. *Res Synth Methods* 2018; 9 (4): 602–14. doi:10.1002/jrsm.1287
10. Gates A, Guttard S, Pillay J, et al. Performance and usability of machine learning for screening in systematic reviews: a comparative evaluation of three tools. *Syst Rev* 2019; 8 (1): 278.
11. Gates A, Gates M, Sebastianski M, et al. The semi-automation of title and abstract screening: a retrospective exploration of ways to leverage Abstrackr’s relevance predictions in systematic and rapid reviews. *BMC Med Res Methodol* 2020; 20 (1): 139.
12. Tsou AY, Treadwell JR, Erinoff E, et al. Machine learning for screening prioritization in systematic reviews: comparative performance of Abstrackr and EPPI-Reviewer. *Syst Rev* 2020; 9 (1): 73.
13. Gartlehner G, Wagner G, Lux L, et al. Assessing the accuracy of machine-assisted abstract screening with DistillerAI: a user study. *Syst Rev* 2019; 8 (1): 277.
14. Bothwell LE, Greene JA, Podolsky SH, et al. Assessing the gold standard—lessons from the history of RCTs. *N Engl J Med* 2016; 374 (22): 2175–81.
15. McKibbon KA, Wilczynski NL, Haynes RB; Hedges Team. Retrieving randomized controlled trials from medline: a comparison of 38 published search filters. *Health Info Libr J* 2009; 26 (3): 187–202.
16. Lefebvre C, Glanville J, Wieland LS, et al. Methodological developments in searching for studies for systematic reviews: past, present and future? *Syst Rev* 2013; 2: 78.
17. Moher D, Liberati A, Tetzlaff J, et al.; PRISMA Group. Preferred reporting items for systematic reviews and meta-analyses: the PRISMA statement. *BMJ* 2009; 339: b2535.
18. Cohen AM, Smallheiser NR, McDonagh MS, et al. Automated confidence ranked classification of randomized controlled trial articles: an aid to evidence-based medicine. *J Am Med Inform Assoc* 2015; 22 (3): 707–17.
19. Wallace BC, Noel-Storr A, Marshall IJ, et al. Identifying reports of randomized controlled trials (RCTs) via a hybrid machine learning and crowdsourcing approach. *J Am Med Inform Assoc* 2017; 24 (6): 1165–8.
20. Cohen AM, Smallheiser NR. UIC/OHSU CLEF 2018 task 2 diagnostic test accuracy ranking using publication type cluster similarity measures. In: Working Notes of CLEF 2018—Conference and Labs of the Evaluation Forum, September 10–14, 2018; Avignon, France. CEUR-WS 2018.
21. Publication Characteristics (Publication Types) with Scope Notes. https://www.nlm.nih.gov/mesh/pubtypes.html. Accessed May 7, 2019.
22. Li T, Higgins JPT, Deeks JJ, eds. Chapter 5: collecting data. In: Higgins JPT, Thomas J, Chandler J, Campton M, Li T, Page MJ, Welch VA, eds. *Cochrane Handbook for Systematic Reviews of Interventions*. Hoboken, NJ: Wiley-Blackwell; 2020.
23. Nuttall SL, Thomas J, Deeks JJ, et al. Cochrane Handbook for Systematic Reviews of Interventions. Hoboken, NJ: Wiley-Blackwell; 2020.