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ABSTRACT. Motivated by the pivotal role played by linear operators, many years ago Rota proposed to determine algebraic operator identities satisfied by linear operators on associative algebras, later called Rota’s program on algebraic operators. Recent progresses on this program have been achieved in the contexts of operated algebra, rewriting systems and Gröbner-Shirshov bases. These developments also suggest that Rota’s insight can be applied to determine operator identities on Lie algebras, and thus to put the various linear operators on Lie algebras in a uniform perspective. This paper carries out this approach, utilizing operated polynomial Lie algebras spanned by non-associative Lyndon-Shirshov bracketed words. The Lie algebra analog of Rota’s program was formulated in terms convergent rewriting systems and equivalently in terms of Gröbner-Shirshov bases. This Lie algebra analog is shown to be compatible with Rota’s program for associative algebras. As applications, a classification of differential type operators and Rota-Baxter operators are presented.
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1. Introduction

This paper studies operator identities on Lie algebras that are compatible with the Lie algebra structure, borrowing the insight from operator identities on associative algebras in the context of Rota’s classification problem on operator identities.

1.1. Linear operators on associative algebras and Rota’s program on operator identities.

Various linear operators, characterized by the operator identities they satisfy, have played a pivotal role in mathematics research throughout the history and have attracted great interest in recent years.

The most well-known instances include

(a) the homomorphisms on algebras in broad areas, in particular in Galois theory, characterized by the operator identity

\[ f(xy) = f(x)f(y); \]

(b) the derivations in analysis characterized by the Leibniz rule

\[ d(xy) = d(x)y + xd(y); \]

(c) the integral operator characterized by the integration by parts formula

\[ \int_a^x f'(t)g(t) \, dt = f(t)g(t)|_a^x - \int_a^x f(g)g'(t) \, dt; \]

(d) the Rota-Baxter operator that arose from probability \([7]\) and later found broad applications including renormalization of quantum field theory \([8, 16, 29]\), satisfying the operator identity

\[ P(x)P(y) = P(xP(y)) + P(P(xy)) + \lambda P(xy). \]

Some other examples are the averaging operator, Reynolds operator and the Hibert transform (also called modified Rota-Baxter operator) \([1, 13, 27, 35]\). See \([13]\) for further details.

To address such linear operators uniformly, we call a linear operator algebraic if it satisfies an algebra operator identity that is exemplified above and will be defined in general (Definition 3.21).

Thus algebraic operators are ubiquitous in mathematics and its applications. Motivated by this phenomenon, in his landmark paper \([28]\), Rota posed the question of classifying all operator identities satisfied by linear operators, that is, classifying algebraic operators.

In a series of papers, I have tried to show that other linear operators satisfying algebraic identities may be of equal importance in studying certain algebraic phenomena, and I have posed the problem of finding all possible algebraic identities that can be satisfied by a linear operator on an algebra.

We note that Rota’s program aims at not only a summary of known algebraic operator identities, but all the potential algebraic operator identities that might arise in mathematical research. Since the problem addresses a quite fundamental issue about linear operators on associative algebras, we label this problem Rota’s Program on Algebraic Operators.

In a series of papers, Rota’s Program on Algebraic Operators was investigated in several steps. First the term operator identities was made precise in general terms by taking them to be elements of the algebra of operated polynomial identities, as a realization of the free objects of algebras equipped by linear operators \([13, 22]\). Next, the operator identities similar to the ones in the above list that Rota wanted to classify were viewed as those that are compatible with the algebraic structure of the associative algebra, that is, the associativity. This viewpoint was made precise by
the language of convergent rewriting systems and the method of Gröbner-Shirshov bases. After special cases of differential type and Rota-Baxter type were treated carefully in [18, 41], a general setup was obtained in [12] with applications to modified Rota-Baxter operators.

This program has two advantages in the study of linear operators. One is that it gives a uniform approach to classes of operators, such as the differential type operators and Rota-Baxter type operators, instead of dealing with one operator at a time. For example, free objects of the two types of operators were constructed simultaneously in [18, 41]. The second advantage is that the program gives characterizations of the interesting operators, which might lead to the discovery of new operators and further to their classification. For example, the notions of differential type and Rota-Baxter type operators give rise to new operators in [18, 11]. As seen in this paper, these advantages carry over for linear operators on Lie algebras.

1.2. Linear operators on Lie algebras. As in the case of associative algebras, linear operators on Lie algebras have also played an important role in several areas in pure and applied mathematics.

One distinct instance is the Rota-Baxter operator on Lie algebra defined by Eq. (1) on Lie algebras. It first appeared as the operator form of the classical Yang-Baxter equation and served as a fundamental tool in integrable systems [3, 32, 30, 31]. Also appearing in the same context is the modified Rota-Baxter operator satisfying the modified classical Yang-Baxter equation [1, 24, 32]

\[ P(x, P(y)) = P([P(x), P]) + P([x, P(y)]) - [x, y]. \]

Another example is the Nijenhuis operator from pseudo-complex manifolds, differential geometry, deformation theory and integrable systems [11, 20, 23]. Here the operator identity is

\[ (2) \quad [N(x), N(y)] = N([N(x), y]) + N([x, N(y)]) - N^2([x, y]). \]

The study of Nijenhuis operator on an associative algebra was more recent, first introduced by Carinena and coauthors [7] to study quantum bi-Hamiltonian systems. In [26], Nijenhuis operators are constructed by analogy with Poisson-Nijenhuis geometry, from relative Rota-Baxter operators.

In recent years, other linear operators such as differential operators, Reynolds operators, Rota-Baxter families and matching Rota-Baxter algebras have been studied for Lie algebras, in the directions of deformations, cohomology and bialgebras [11, 14, 17, 22, 23, 29, 40]. Thus it is natural to adapt the program of Rota on algebraic operators from associative algebras to Lie algebras. This is the purpose of this paper.

1.3. Rota’s program for Lie algebras and an outline of the paper. In order to adapt the approach to Rota’s program of algebraic operators on associative algebras, via operated algebras, rewriting systems and Gröbner-Shirshov bases, we first regard an operator identity on Lie algebras as an element of the operated Lie polynomial algebra. The latter is given as a realization of the free operated Lie algebras, first obtained in [25] in terms of non-associative Lyndon-Shirshov bracketed words with respect to a particular monomial order. For later applications, we give an axiomatic approach based on the notion of an invariant monomial order (Theorem 2.13). This is presented in Section 2.

Then in Section 3, we formulate Rota’s program on algebraic operators for Lie algebras in the context of rewriting systems and Gröbner-Shirshov bases (Problems 3.8 and 3.16). The equivalence of the two formulations is established (Theorem 3.19). Furthermore, Rota’s program for associative algebras is shown to be compatible with Rota’s program for Lie algebras (Theorem 3.29), allowing us to pass information between the associative case and the Lie algebra...
case and to explain the phenomenon that operators on associative algebras also appeared for Lie algebras.

As applications of the general results on Rota’s program, in particular the connection between the associative and Lie algebra cases, in Section 4 we focus on the special cases when the operator identities resemble the differential operator and Rota-Baxter operator respectively, allowing us to identify the operator identities that give convergent rewriting systems and Gröbner-Shirshov bases (Theorems 4.7 and 4.17). Going beyond these types of operators, we also show that the modified Rota-Baxter operator has its operator identity (modified Yang-Baxter equation) giving rise to a convergent rewriting system and a Gröbner-Shirshov basis (Theorem 4.20).

2. Operated Lie algebras

To formulate Rota’s Program on Algebraic Operators for Lie algebras, we construct free operated Lie algebras (also called Lie Ω-algebras). Before analyzing the related topics, we first present the construction of free Lie algebras. The construction was first obtained in [25] with respect to a particular monomial order on bracketed words. Here we extend the construction with respect any invariant monomial order, giving us the flexibility for various applications.

2.1. Associative and non-associative Lyndon-Shirshov words. For a set $Y$, let $S(Y)$ (resp. $M(Y)$) denote the free semigroup (resp. free monoid) on $Y$, consisting of words (resp. words including the empty word $1$) in the alphabet set $Y$. Let $Y^*$ denote the free magma on $Y$, consisting of non-associative (binary) words on $Y$. Such a word is either in $Y$ or is of the form $(w) = ((u)(v))$ for words $(u), (v) ∈ Y^*$. These words can be realized as planar binary trees [26].

It is well known that non-associative Lyndon-Shirshov words form a linear basis for a free Lie algebra [8, 33]. Let $(X, ≥)$ be a well-ordered set. Define the lex-order $≥_{lex}$ on the free monoid $M(X)$ over $X$ by

(a) $1 >_{lex} u$ for all nonempty word $u$, and
(b) for any $u = xu'$ and $v = yv'$ with $x, y ∈ X$,

$$u >_{lex} v \text{ if } x > y, \text{ or } x = y \text{ and } u' >_{lex} v'.$$

For example, let $x > y$. Then $1 > x > xx > xy > ⋯ > y > yx > yy$.

Definition 2.1. Let $(X, ≥)$ be a well-ordered set.

(a) An associative word $w ∈ S(X)$ is called an associative Lyndon-Shirshov word on $X$ with respect to the lex-order $≥_{lex}$, if $w = uv >_{lex} vu$ for every decomposition $w = uv$ of $w$ with $u, v ∈ S(X)$.
(b) A non-associative word $(w) ∈ X^*$ is called a non-associative Lyndon-Shirshov word on $X$ with respect to the lex-order $≥_{lex}$ provided

(i) the corresponding associative word $w$ is an associative Lyndon-Shirshov word on $X$;
(ii) if $(w) = ((u)(v))$, then both $(u)$ and $(v)$ are non-associative Lyndon-Shirshov words on $X$;
(iii) if $(w) = ((u)(v))$ and $(u) = ((u_1)(u_2))$, then $v ≥_{lex} u_2$.

Remark 2.2. An equivalent condition for $w$ to be an associative Lyndon-Shirshov word is that, for any decomposition of $w = uv$ with $u, v ∈ S(X), w >_{lex} v$.

Example 2.3. Let $X = \{x, y, z\}$ with $x > y > z$. Then

(a) The words $xy, xz, yz, yzx, zyx$ and $zyx$ are associative Lyndon-Shirshov words, but the words $yx, yxz, yzx, zyx, yzx$ and $zyx$ are not associative Lyndon-Shirshov words.
Denote by ALSW($X$) (resp. NLSW($X$)) the set of all associative (resp. non-associative) Lyndon-Shirshov words on a well-ordered set $X$ with respect to the lex-order $\geq_{\text{lex}}$. For any $w \in \text{ALSW}(X)$, there exists a unique procedure, called the Shirshov standard bracketing $[4,34]$, to give a non-associative Lyndon-Shirshov word $[w]$. Furthermore, 

\begin{equation}
\text{NLSW}(X) = \{[w] \mid w \in \text{ALSW}(X)\}.
\end{equation}

It is obtained by a recursion in which each step brackets the minimal letter in the word to the previous letter to give a new letter, and then proceeds to the next step, until there is only one letter left.

We use the following example as an illustration and refer the reader to the original literature for further details.

Take $w = xxyyxy \in \text{ALSW}(X)$ on $X = \{x, y\}$ with $x > y$, we obtain $[w] = ((x((xy)y))(y)) \in \text{NLSW}(X)$ after the following recursion.

(a) Bracketing the minimal letter $y$ in $w$ to the previous letters ($\neq y$) to form a new letter, we obtain a new associative Lyndon-Shirshov word $x(xy)y(xy)$ on the new letter set $\{x, (xy), y\}$ with $x >_{\text{lex}} (xy) >_{\text{lex}} y$.

(b) Bracketing the minimal letter $y$ to the previous letters, we get a new associative Lyndon-Shirshov word $x((xy)y)(xy)$ on the new letter set $\{x, (xy), ((xy)y)\}$ with $x >_{\text{lex}} (xy) >_{\text{lex}} ((xy)y)$.

(c) Bracketing the minimal letter $((xy)y)$ to the previous letters, we have a new associative Lyndon-Shirshov word $x((xy)y)(xy)$ on the new letter set $\{x((xy)y), (xy)\}$ with $x((xy)y) >_{\text{lex}} (xy)$.

(d) Bracketing the minimal letter $(xy)$ to the previous letters, we have a new associative Lyndon-Shirshov word $x((xy)y)(xy)$ on the single letter $\{(x((xy)y))(xy)\}$.

(e) Then $[w] = ((x((xy)y))(xy))$ is in NLSW($X$).

Let $X$ be a well-ordered set. Let Lie($X$) be the Lie subalgebra of commutator Lie algebra $(k(X), (-, -))$ generated by $X$, where $k(X) = kM(X)$ is the free associative algebra on $X$. As is well known, Lie($X$) is a free Lie algebra on the set $X$, with a linear basis given by the non-associative Lyndon-Shirshov words NLSW($X$) $[26]$.

2.2. Associative and non-associative Lyndon-Shirshov bracketed words. In this subsection, we summarize the construction of the free operated Lie algebras in $[25]$. An operated version of non-associative Lyndon-Shirshov words will be a linear basis of the free operated Lie algebra.

For any set $Y$, let

$$[Y] := \{[y] \mid y \in Y\}$$

denote a copy of $Y$ that is disjoint from $Y$.

Now fix a set $X$. We construct the sets of associative and non-associative bracketed words on $X$ by direct systems $\Xi(X)_n$ and $N(X)_n, n \geq 0$ recursively defined as follows. First denote

$$\Xi(X)_0 := S(X) \text{ and } N(X)_0 := X^*.$$ 

Next for $k \geq 0$, assume that $\Xi(X)_n$ and $N(X)_n$ have been defined for $n < k$, such that

(a) $\Xi(X)_{n+1} := S(X \cup [\Xi(X)_n])$ and $N(X)_{n+1} := (X \cup [N(X)_n])^*$;

(b) there are natural injections $\Xi(X)_n \hookrightarrow \Xi(X)_{n+1}$ and $N(X)_n \hookrightarrow N(X)_{n+1}$ of semigroups and magmas.
We then recursively define
\[ \mathcal{S}(X)_{k+1} := S(X \cup [\mathcal{S}(X)_k]) \text{ and } N(X)_{k+1} := (X \cup [N(X)_k])^* . \]

Further the injections \( \mathcal{S}(X)_{k-1} \hookrightarrow \mathcal{S}(X)_k \) and \( N(X)_{k-1} \hookrightarrow N(X)_k \) induce set injections
\[ X \cup [\mathcal{S}(X)_{k-1}] \hookrightarrow X \cup [\mathcal{S}(X)_k], \quad X \cup [N(X)_{k-1}] \hookrightarrow X \cup [N(X)_k]. \]

Then the functoriality of taking the free semigroup and free magma extends these set injections to the injections
\[ \mathcal{S}(X)_k \hookrightarrow \mathcal{S}(X)_{k+1} \text{ and } N(X)_k \hookrightarrow N(X)_{k+1} \]
of free semigroups and free magmas.

Finally, define the direct limits
\[ \mathcal{S}(X) := \bigcup_{n \geq 0} \mathcal{S}(X)_n \text{ and } N(X) := \bigcup_{n \geq 0} N(X)_n. \]

Elements of \( \mathcal{S}(X) \) (resp. \( N(X) \)) are called the **associative** (resp. **non-associative**) **bracketed words on** \( X \). We also denote an element of \( \mathcal{S}(X) \) (resp. \( N(X) \)) by \( w \) (resp. \( (w) \)).

We also recall some basic properties and notations of bracketed words on \( X \).

(a) Every element \( w \) of \( \mathcal{S}(X) \) can be uniquely written in the form
\[ w = w_1 \cdots w_k, \]
for \( w_i \in X \cup [\mathcal{S}(X)] \), \( 1 \leq i \leq k, k \geq 1 \). We call \( w_i \) **prime** and \( k \) the **breadth** of \( w \), denoted by \( |w| \).

(b) Define the **depth** of \( w \in \mathcal{S}(X) \) to be \( \text{dep}(w) := \min \{ n \mid w \in \mathcal{S}(X)_n \} \).

(c) For any \( (w) \in N(X) \), there exists a unique \( w \in \mathcal{S}(X) \) by forgetting the brackets of \( (w) \). Then we can define the **depth** of \( (w) \in N(X) \) to be \( \text{dep}((w)) := \text{dep}(w) \). This agrees with \( \min \{ n \mid (w) \in N(X)_n \} \).

(d) The **degree** of \( w \in \mathcal{S}(X) \), denoted by \( \text{deg}(w) \), is defined to be the total number of occurrences of all \( x \in X \) and \([\ ]\) in \( w \).

For example, if \( w = [xy]_z [y]xy \in \mathcal{S}(X) \) with \( x, y, z \in X \), then
\[ |w| = 3, \text{ dep}(w) = 2 \text{ and } \text{deg}(w) = 8. \]

If \( w = x([y](xy))z \in N(X) \) with \( x, y, z \in X \), then
\[ w = x[y]xyz \in \mathcal{S}(X) \text{ and } \text{dep}((w)) = \text{dep}(w) = 1. \]

**Definition 2.4.**

(a) An **operated Lie algebra** is a Lie algebra \( L \) together with a linear map \( P_L : L \to L \).

(b) A **morphism** from an operated Lie algebra \((L_1, P_{L_1})\) to an operated Lie algebra \((L_2, P_{L_2})\)

is a Lie algebra homomorphism \( f : L_1 \to L_2 \) such that \( f \circ P_{L_1} = P_{L_2} \circ f \).

We also recall the notion of star words. See \cite{3, 18, 32} for details.

**Definition 2.5.** Let \( \star \) a symbol not in a set \( X \) and let \( X^\star = X \cup \{\star\} \).

(a) A word in \( \mathcal{S}(X^\star) \) is called a **\( \star \)-bracketed word** on \( X \) if \( \star \) appears only once. The set of all \( \star \)-bracketed words on \( X \) is denoted by \( \mathcal{S}^\star(X) \).

(b) For \( q \in \mathcal{S}^\star(X) \) and \( u \in \mathcal{S}(X) \), we define \( q|_u \) (or \( q|_{\star \to u} \)) to be the bracketed word on \( X \)
obtained by replacing the symbol \( \star \) in \( q \) by \( u \).

(c) For \( q \in \mathcal{S}^\star(X) \) and \( s = \sum_i c_i u_i \in k\mathcal{S}(X) \), where \( c_i \in k \) and \( u_i \in \mathcal{S}(X) \), we define \( q|_s := \sum_i c_i q|_{u_i} \).
(d) A bracketed word $u \in \mathfrak{S}(X)$ is a subword of another bracketed word $w \in \mathfrak{S}(X)$ if $w = q|_u$ for some $q \in \mathfrak{S}^*(X)$.

A monomial order is a well-order that is compatible with all operations in the algebraic structure. This can be given concisely by ★-bracketed words.

**Definition 2.6.** Let $X$ be a set. A monomial order on $\mathfrak{S}(X)$ is a well order $\geq$ on $\mathfrak{S}(X)$ such that

(4) $u > v \Rightarrow q|_u > q|_v$, for all $u, v \in \mathfrak{S}(X)$ and $q \in \mathfrak{S}^*(X)$.

Let $\geq$ be a monomial order on $\mathfrak{S}(X)$. Given a bracketed word $f \in \mathbf{k}\mathfrak{S}(X)$, we let $\bar{f}$ denote the leading bracketed word (monomial) of $f$. We call $f$ monic with respect to $\geq$ if the coefficient of $\bar{f}$ is 1. A subset $S \subseteq \mathfrak{S}(X)$ is called monic if each element of $S$ is monic.

We introduce the following notion for the construction of free operated Lie algebras.

**Definition 2.7.** An order, in particular a monomial order, $\geq$ on $\mathfrak{S}(X)$ is called invariant if, for all prime elements $u_1, \ldots, u_n \in \mathfrak{S}(X)$ and $\sigma \in S_n$, we have

(5) $u_1 \cdots u_n \geq u_{\sigma(1)} \cdots u_{\sigma(n)} \iff u_{\sigma(1)} \cdots u_{\sigma(n)}  \geq_{\text{lex}} u_1 \cdots u_n,$

where $\geq$ is the restriction of $\geq$ to the set of prime elements $X \sqcup [\mathfrak{S}(X)].$ To emphasize, we let $\geq_{\text{IM}}$ denote an invariant monomial order on $\mathfrak{S}(X)$.

We display two examples of invariant monomial orders on $\mathfrak{S}(X)$ for later applications.

**Example 2.8.** Let $(X, \geq)$ be a well-ordered set. Take $u = u_1 \cdots u_m$ and $v = v_1 \cdots v_n$ in $\mathfrak{S}(X)$, where $u_i$ and $v_j$ are prime. Define $u >_{\text{Di}} v$ inductively on $\text{dep}(u) + \text{dep}(v) \geq 0.$ For the initial step of $\text{dep}(u) + \text{dep}(v) = 0$, we have $u, v \in S(X)$ and define $u >_{\text{Di}} v$ by $u >_{\text{deg-lex}} v$, that is,

$$u >_{\text{Di}} v \text{ if } (\deg(u), |u|, u_1, \ldots, u_m) > (\deg(v), |v|, v_1, \ldots, v_n) \text{ lexicographically.}$$

Here notice that $\deg(u) = |u|$ and $\deg(v) = |v|$. For the induction step, if $u = [u']$ and $v = [v']$, then define $u >_{\text{Di}} v$ if $u' > v'.$ Otherwise, define

$$u >_{\text{Di}} v \text{ if } (\deg(u), |u|, u_1, \ldots, u_m) > (\deg(v), |v|, v_1, \ldots, v_n) \text{ lexicographically.}$$

Then $\geq_{\text{Di}}$ is a monomial order $[25]$ and is invariant.

**Example 2.9.** Let $(X, \geq)$ be a well-ordered set. Denote by $\deg_X(x)$ the number of $x \in X$ in $u$ with repetition. Define the order $\geq_{\text{dt}}$ on $\mathfrak{S}(X)$ as follows. For any $u = u_1 \cdots u_m$ and $v = v_1 \cdots v_n$, where $u_i$ and $v_j$ are prime. Define $u >_{\text{dt}} v$ inductively on $\text{dep}(u) + \text{dep}(v) \geq 0.$ For the initial step of $\text{dep}(u) + \text{dep}(v) = 0$, we have $u, v \in S(X)$ and define $u >_{\text{dt}} v$ if $u >_{\text{deg-lex}} v$, that is

$$(\deg_X(u), u_1, \ldots, u_m) > (\deg_X(v), v_1, \ldots, v_n) \text{ lexicographically.}$$

For the induction step, if $u = [u']$ and $v = [v']$, define

$$u >_{\text{dt}} v \text{ if } u' >_{\text{dt}} v'.$$

If $u = [u']$ and $v \in X$, define $u >_{\text{dt}} v$. Otherwise, define

$$u >_{\text{dt}} v \text{ if } (\deg_X(u), u_1, \ldots, u_m) > (\deg_X(v), v_1, \ldots, v_n) \text{ lexicographically.}$$

Then $\geq_{\text{dt}}$ is a monomial order $[18]$, which is also invariant.
To formulate Rota’s Program on Algebraic Operators for Lie algebras, we fix an invariant monomial order \( \succeq_{\text{IM}} \) on \( \mathcal{Z}(X) \) and construct a free operated Lie algebra on \( X \). It is defined by a direct system of bracketed words from a recursion. First define

\[
\text{ALSBW}_{\geq_{\text{IM}}} (X)_0 := \text{ALSW}(X)
\]

and then

\[
\text{NLSBW}_{\geq_{\text{IM}}} (X)_0 := \text{NLSW}(X) = \{[w] \mid w \in \text{ALSBW}_{\geq_{\text{IM}}} (X)_0\}
\]

with respect to the order \( \succeq_{\text{lex}} \). Here \([w]\) is obtained by using the Shirshov bracketing for \( w \). For the recursion step, for any given \( n \geq 0 \), assume that we have defined

\[
\text{ALSBW}_{\geq_{\text{IM}}} (X)_n
\]

and then

\[
\text{NLSBW}_{\geq_{\text{IM}}} (X)_n := \text{NLSW}(X \sqcup [\text{ALSBW}_{\geq_{\text{IM}}} (X)_n])
\]

with respect to the order \( \succeq_{\text{lex}} \). Then we first define

\[
\text{ALSBW}_{\geq_{\text{IM}}} (X)_{n+1} := \text{ALSW}(X \sqcup [\text{ALSBW}_{\geq_{\text{IM}}} (X)_n])
\]

with respect to the order \( \succeq_{\text{lex}} \). We then denote

\[
[X \sqcup [\text{ALSBW}_{\geq_{\text{IM}}} (X)_n]] := \{[w] := \begin{cases} w, & \text{if } w \in X \\ [[w']], & \text{if } w = [w'] \end{cases} \mid w \in X \sqcup [\text{ALSBW}_{\geq_{\text{IM}}} (X)_n]\}
\]

and define

\[
\text{NLSBW}_{\geq_{\text{IM}}} (X)_{n+1} := \text{NLSW}(X \sqcup [\text{ALSBW}_{\geq_{\text{IM}}} (X)_n]) = \{[w] \mid w \in \text{ALSBW}_{\geq_{\text{IM}}} (X)_{n+1}\}
\]

with respect to the order \( \succeq_{\text{lex}} \). We finally denote

\[
\text{ALSBW}_{\geq_{\text{IM}}} (X) := \bigcup_{n \geq 0} \text{ALSBW}_{\geq_{\text{IM}}} (X)_n \quad \text{and} \quad \text{NLSBW}_{\geq_{\text{IM}}} (X) := \bigcup_{n \geq 0} \text{NLSBW}_{\geq_{\text{IM}}} (X)_n.
\]

Then we have

\[
\text{NLSBW}_{\geq_{\text{IM}}} (X) = \{[w] \mid w \in \text{ALSBW}_{\geq_{\text{IM}}} (X)\}.
\]

Elements of \( \text{ALSBW}_{\geq_{\text{IM}}} (X) \) (resp. \( \text{NLSBW}_{\geq_{\text{IM}}} (X) \)) are called the associative (resp. non-associative) Lyndon-Shirshov bracketed words or Lyndon-Shirshov \( \Omega \)-words with respect to \( \succeq_{\text{IM}} \).

It follows from Eq. (7) that any associative Lyndon-Shirshov bracketed word \( w \) is associated to a unique non-associative Lyndon-Shirshov bracketed word \([w]\). For \([u], [v] \in \text{NLSBW}_{\geq_{\text{IM}}} (X)\), define \([u] \succeq [v]\) if and only if \( u \succeq v \). Note that since \([u] \mapsto u\) is bijective, we can compare \([u], [v]\) by comparing \( u, v \). So the orders are essentially on associative words, and non-associative (Lyndon-Shirshov bracketed) words are compared by the corresponding associative words.

Example 2.10. Suppose that \( w = [xyz][x][y] \in \text{ALSBW}_{\geq_{\text{IM}}} (X) \) with \( x \succeq_{\text{IM}} y \succeq_{\text{IM}} z \in X \) and \([xyz] \succeq_{\text{IM}} [x] \succeq_{\text{IM}} [y] \). Then \([xyz] > [x] > [y]\) and so \([x(yz)] > [x] > [y]\). It follows from Eq. (6) that

\[
[w] = [[[xyz]][[x]][[y]]] = [[[xyz]][[[x]]][[y]]] = [[[x(yz)]][[x]][[y]]].
\]

Further for the word \([x(yz)]\) if \( [x(yz)] \) on \([x(yz)], [x], [y]\) applying the Shirshov standard bracketing, we obtain \([w] = [[[x(yz)]]][[x]][[y]]\).

Denote by \( \text{OLie}(X) \) the operated Lie subalgebra of \( k\mathcal{Z}(X) \) generated by \( X \) under the Lie bracket \( (u, v) = uv - vu \). We show that it is a free operated Lie algebra on \( X \).
Lemma 2.11. Let \( u \in \text{ALSBW}_{\geq \text{IM}}(X) \) and \([u] \in \text{NLSBW}_{\geq \text{IM}}(X)\). Considering \([u]\) as a polynomial in \(k \otimes (X)\), then \([u] = u\) with respect to the invariant monomial order \(\geq_{\text{IM}}\) on \(\otimes(X)\).

Proof. We use induction on \(\text{dep}(u)\). If \(\text{dep}(u) = 0\), the result holds by [23, Lemma 2.2]. Assume the result is true for \(u \in \text{ALSBW}_{\geq \text{IM}}(X)\) with \(\text{dep}(u) \leq n - 1\). Depending on the breadth \(|u|\), we have the following two cases to consider.

Case 1. \(|u| = 1\). Then \(u = [u']\) for some \(u' \in \text{ALSBW}_{\geq \text{IM}}(X)\) and so \([u] = [[u']]\). Hence
\[
[u] = [[u']] = [[u']] = u.
\]

Here the second step following from that \(\geq_{\text{IM}}\) is a monomial order and the third step employs the induction hypothesis.

Case 2. \(|u| > 1\). Then we can write \(u = u_1 \cdots u_k\) for some \(k > 1\) and \(u_i \in X \cup \{\otimes(X)\}\). By Eq. (5), \([u] = [[u_1] \cdots [u_k]]\). Further by [23, Lemma 2.2],
\[
[u] = [[u_1] \cdots [u_k]] = [u_1] \cdots [u_k] + \sum_{\sigma \in S_k \setminus \{\text{id}\}} k_{\sigma} [u_{\sigma(1)}] \cdots [u_{\sigma(k)}].
\]

Since \([u]\) as a non-associative Lyndon-Shirshov word on the letter set \([[u_1], \ldots, [u_k]]\), we have
\[
[u_1] \cdots [u_k] >_{\text{lex}} [u_{\sigma(1)}] \cdots [u_{\sigma(k)}]
\]

for any \(\sigma \in S_k \setminus \{\text{id}\}\), and by Eq. (5),
\[
[u_1] \cdots [u_k] >_{\text{IM}} [u_{\sigma(1)}] \cdots [u_{\sigma(k)}]
\]

for any \(\sigma \in S_k \setminus \{\text{id}\}\).

Finally by Case 1 and the property of monomial order,
\[
[u] = [u_1] \cdots [u_k] = [u_1] \cdots [u_k] = u_1 \cdots u_k = u.
\]

This completes the proof. \(\square\)

Lemma 2.12. Let \(X\) be a well-ordered set. For any \((u) \in \text{N}(X)\), it has a representation \((u) = \sum_i \alpha_i[u_i]\) in \(\text{OLie}(Z)\), where each \(\alpha_i \in k\) and \([u_i] \in \text{NLSBW}_{\geq \text{IM}}(X)\).

Proof. We first employ induction on \(\text{dep}(u) \geq 0\). The initial step of \(\text{dep}(u) = 0\) follows from [23, Lemma 2.1]. For the induction step, we reduce the proof to the induction on the breadth \(|u| \geq 1\).

If \(|u| = 1\), then \(u = [u']\) for some \(u' \in \otimes(X)\) and so \((u) = ([u'])\). By the induction hypothesis on depth, \((u') = \sum_i \alpha_i [u_i']\) for some \(\alpha_i \in k\) and \([u_i'] \in \text{NLSBW}_{\geq \text{IM}}(X)\). Hence
\[
(u) = ([u']) = \sum_i \alpha_i [[u_i']] \in \text{OLie}(Z).
\]

If \(|u| > 1\), then \((u) = ((w_1)\, (w_2))\) for \(w_1, w_2 \in \otimes(X)\). By the induction hypothesis on breadth, we have
\[
(w_1) = \sum_k \beta_k [w_{1k}] \text{ and } (w_2) = \sum_\ell \gamma_\ell [w_{2\ell}].
\]

Hence
\[
(u) = ((w_1)\, (w_2)) = \left(( \sum_k \beta_k [w_{1k}] \right) \left( \sum_\ell \gamma_\ell [w_{2\ell}] \right) = \sum_{k, \ell} \beta_k \gamma_\ell ([w_{1k}] [w_{2\ell}]),
\]

where each word \(([w_{1k}] [w_{2\ell}])\) is a non-associative word on the letter set \([w_{11}, [w_{21}], \ldots, [w_{1k}], [w_{2k}], \ldots]\). By [23, Lemma 2.1],
\[
(u) = \sum_{k, \ell} \beta_k \gamma_\ell ([w_{1k}] [w_{2\ell}]) = \sum_i \alpha_i [u_i],
\]

for some \(\alpha_i \in k\) and \([u_i] \in \text{NLSW}(([w_{11}], [w_{21}], \ldots, [w_{1k}], [w_{2k}], \ldots)) \subseteq \text{NLSBW}_{\geq \text{IM}}(X)\). \(\square\)
For example, let \((u) = ([x][y][z])\) with \(x > y > z\). Then \((u) = ([x][y][z]) + ([x][z][y])\), where \(([x][y][z])\) and \(([x][z][y])\) are two non-associative Lyndon-Shirshov bracketed words.

**Theorem 2.13.** For a given invariant monomial order \(\geq_{IM}\) on \(\Xi(X)\), the operated Lie algebra \(\text{OLie}(X)\), together with the natural embedding \(X \to \text{OLie}(X)\), is a free operated Lie algebra on \(X\) with a linear basis \(\text{NLSBW}_{\geq_{IM}}(X)\).

**Proof.** Since \(\text{OLie}(X)\) is a free Lie algebra on \(X\), it suffices to prove that \(\text{NLSBW}_{\geq_{IM}}(X)\) is a linear basis of \(\text{OLie}(X)\). By Lemma 2.12, \(\text{NLSBW}_{\geq_{IM}}(X)\) is a linear generating set of \(\text{OLie}(X)\). Suppose

\[
\sum_{i=1}^{n} k_i[u_i] = 0, \quad \text{where } k_i \in \mathbb{k} \text{ and } [u_i] \in \text{NLSBW}_{\geq_{IM}}(X).
\]

We are left to show \(k_1 = \cdots = k_n = 0\), which will be done by induction \(n \geq 1\). If \(n = 1\), then \(k_1 = 0\). Consider \(n \geq 2\). Without loss of generality, we may assume \(u_1 >_{IM} \cdots >_{IM} u_n\). If \(k_1 \neq 0\), then by Lemma 2.11,

\[
\sum_{i=1}^{n} k_i[u_i] = [u_1] = u_1,
\]

a contradiction. So \(k_1 = 0\) and by the induction hypothesis, \(k_2 = \cdots = k_n = 0\), as required. \(\square\)

Thanks to the above theorem, we propose the following notion.

**Definition 2.14.** Elements of \(\text{OLie}(X)\) are called **operated Lie polynomials**. For \(\phi \in \text{OLie}(X)\), we call \(\phi = 0\) (or simply \(\phi\)) an **operated Lie polynomial identity (OLPI)**. When \(X = \{x_1, \ldots, x_n\}\), we denote \(\phi \in \text{OLie}(X)\) by \(\phi(x_1, \ldots, x_n)\).

Given an operated Lie algebra \((R, P)\) and a map

\[
\theta : X \to R,
\]

the universal property of the free operated Lie algebra \(\text{OLie}(X)\) gives a unique morphism

\[
\tilde{\theta} : \text{OLie}(X) \to R
\]

of operated Lie algebras extending \(\theta\). We call this morphism the **evaluation map** at \(\theta\) and

\[
\phi(r_1, \ldots, r_k) := \tilde{\theta}(\phi(x_1, \ldots, x_k))
\]

the **evaluation** of \(\phi \in \text{OLie}(X)\) at \(\theta\).

**Definition 2.15.** Let \(\phi \in \text{OLie}(X)\) and \((R, P)\) be an operated Lie algebra.

(a) We say that \(R\) is a **\(\phi\)-Lie algebra** and \(P\) is a **\(\phi\)-operator**, if

\[
\phi(r_1, \ldots, r_k) = 0, \quad \forall r_1, \ldots, r_k \in R.
\]

More generally, for a subset \(\Phi \subseteq \text{OLie}(X)\), we say that \(R\) (resp. \(P\)) a **\(\Phi\)-Lie algebra** (resp. **\(\Phi\)-operator**) if \(R\) (resp. \(P\)) is a \(\phi\)-Lie algebra (resp. \(\phi\)-operator) for every \(\phi \in \Phi\).

(b) The linear operator \(P\) on the Lie algebra \(R\) is called **(Lie) algebraic** if there is \(0 \neq \Phi \subseteq \text{OLie}(X)\) such that \(P\) is a \(\Phi\)-operator.

For example, for \(\phi(x, y) = [[x], [y]] - [[x], [y]] - [[x], [y]]\) \(\in \text{OLie}(X)\), a \(\phi\)-algebra is just a differential Lie algebra. Also, \([[x][y]] - [[x][y]] - [[x][y]] + [x][y]\) defines the (operator form of the) modified Yang-Baxter equation on a Lie algebra \([32, 37, 38, 39, 41]\).
3. Rota’s Program on Algebraic Operators for Lie algebras

Rota’s Program on Algebraic Operators is to classify linear operator identities on associative algebras and has been treated in [2, 18, 1]. As in the case of associative algebras, linear operators on Lie algebras have also played a pivot role in their studies and applications. This motivates us to adapt the study of Rota’s Program on Algebraic Operators to the context of Lie algebras. This is obtained in this section, utilizing the structure of operated Lie algebra polynomials presented in the previous section.

3.1. Special normal words. The following result plays a key role in defining the rewriting systems and Gröbner-Shirshov bases for operated Lie algebras.

**Lemma 3.1.** Let \( Z \) be a well-ordered set and let \( q \in \Xi^*(Z) \) and \( u, q|_u \in \text{ALSBW}_{\geq \text{IM}}(Z) \). Then \( [q|_u] = [q'|_{uc}] \) for some \( q' \in \Xi^*(Z) \) and \( c \in \Xi(Z) \cup \{1\} \). Let

\[
[q|_u] := [q'|_{uc}](\text{[ALSBW, Lemma 2.4]}),
\]

where \( c = c_1c_2 \cdots c_m \) with each \( c_i \in \text{ALSBW}_{\geq \text{IM}}(Z) \) and \( c_j \leq \text{lex} \, c_{j+1}, \) \( 1 \leq j \leq m - 1 \). Then

\[
[q|_u] = q|_u + \sum_i \alpha_i q_i|_u,
\]

where each \( \alpha_i \in \mathbf{k}, q_i \in \Xi^*(Z) \) and \( [q|_u] = q|_u >_{\text{IM}} q_i|_u \).

**Proof.** We prove by induction on \( \text{dep}(q|_u) \geq 0 \). The initial step of \( \text{dep}(q|_u) = 0 \) follows from [25, Lemma 2.4]. For the inductive step of \( \text{dep}(q|_u) > 1 \), we have two cases to consider.

**Case 1.** The \( u \) is not contained in the operator \( [\,] \), that is, \( q|_u = v_1 \cdots v_kuw_1 \cdots w_\ell \) for some \( v_i, w_j \in \text{ALSBW}_{\geq \text{IM}}(Z) \). In this case, \( [q|_u] = [v_1 \cdots v_kuw_1 \cdots w_\ell] \). By [25, Lemma 2.4],

\[
[q|_u] = [(v_1] \cdots [v_k][uw_1 \cdots w_j][w_{j+1}] \cdots [w_\ell]] = [v_1 \cdots v_k[uc]w_{j+1} \cdots w_\ell],
\]

where \( c = w_1 \cdots w_j \). Write \( c = c_1 \cdots c_m \) with each \( c_i \in \text{ALSBW}_{\geq \text{IM}}(Z) \) and \( c_i \leq \text{lex} \, c_{i+1} \). In terms of [25, Lemma 2.4] again,

\[
[q|_u] = [(v_1] \cdots [v_k][uc][c_1] \cdots [c_m][w_{j+1}] \cdots [w_\ell]],
\]

\[
[q|_u] = v_1 \cdots v_k[u]w_1 \cdots w_\ell + \sum_i \alpha_i q_i|_u,
\]

with \( q|_u = v_1 \cdots v_kuw_1 \cdots w_\ell >_{\text{lex}} q_i|_u \). By Eq. (8), \( q|_u = v_1 \cdots v_kuw_1 \cdots w_\ell >_{\text{IM}} q_i|_u \).

**Case 2.** The \( u \) is contained in the operator \( [\,] \), that is, \( q|_u = v[p|_u]w \) for some \( v, w \in \Xi(X) \cup \{1\} \). So \( [q|_u] = [v[p|_u]w] \). By the induction hypothesis,

\[
[p|_u] = [p'|_{uc}] \quad \text{and} \quad [p|_u] = p|_u + \sum_i \alpha_i p_i|_u \quad \text{with} \quad p|_u >_{\text{IM}} p_i|_u.
\]

Consequently,

\[
[q|_u] = [v[p|_u]w] = [v[p'|_{uc}]w],
\]

\[
[q|_u] = [v[p'|_{uc}]w] = [v[p'|_{uc}]w] = v[p|_u] + \sum_i \alpha_i p_i|_u w
\]

\[
= v[p|_u]w + \sum_i \alpha_i p_i|_u w = q|_u + \sum_i \alpha_i q_i|_u w, \quad \text{with} \quad \alpha_i \in \mathbf{k}.
\]

Since \( p|_u >_{\text{IM}} p_i|_u \), we obtain \( [q|_u] = q|_u >_{\text{IM}} v[p_i|_u]w \), as required. \( \square \)
Example 3.2. Let \( Z = \{x, y, z\} \) be a set with \( x > y > z \). Let \( q = \star z \) and \( u = xy \). Then \( q|_u = xyz \in \text{ALSBW}_{\geq 2}(Z) \) and so
\[ [q|_u] = (x(yz)) = [xyz] = [\star|u] \]
is in \( \text{NLSBW}_{\geq 2}(Z) \). By Eq. (\text{F}),(3),
\[ [q|_u]_f = [\star|_{f[xy(z)]}] = [(xy)[z]] = ((xy)z) = (x(yz)) + (x(yz)) \in k\text{NLSBW}_{\geq 2}(Z), \]
which can also be expressed in form of Eq. (\text{F}):
\[ [q|_u] = ((xz)y) + (xz) \in (xy)z - z(xy) = \star z_{[xy]} z \star |_{[xy]}, \]
with \( \star z_{[xy]} = xyz \geq \text{IM} zxy = z \star |_{[xy]} \).

The above result can be extended from bracketed monomials to bracketed polynomials.

Definition 3.3. Let \( q \in \mathfrak{S}^*(Z) \) and \( f \in \text{OLie}(Z) \subseteq k\mathfrak{S}(Z) \) be monic. We call
\[ [q|_f]_f := [q|_f]|_{f \rightarrow f} \]
a special normal \( f \)-word if \( q|_f \in \text{ALSBW}_{\geq 2}(Z) \), where \( [q|_f]_f \) is defined by Eq. (\text{F}).

Corollary 3.4. Let \( f \in \text{OLie}(Z) \subseteq k\mathfrak{S}(Z) \) be monic and \( q|_f \in \text{ALSBW}_{\geq 2}(Z) \). Then
\[ [q|_f]_f = q|_f + \sum_i \alpha_i q_i|_f, \]
where each \( \alpha_i \in k \), \( q_i \in \mathfrak{S}^*(Z) \) and \( q_i|_f \geq \text{IM} q|_f \).

3.2. Rota’s Program on Algebraic Operators for Lie algebras. With the preparation of the previous subsection, we can formulate Rota’s Program on Algebraic Operators for Lie algebras in the contexts of rewriting systems and Gröbner-Shirshov bases.

3.2.1. Rewriting systems. We first recall some basic concepts of rewriting systems from [1] [2] [11].

Let \( V \) be a vector space with a linear basis \( W \).

(a) For \( f = \sum_{w \in W} c_w w \in V \) with \( c_w \in k \), the support \( \text{Supp}(f) \) of \( f \) is the set \( \{w \in W \mid c_w \neq 0\} \). By convention, we take \( \text{Supp}(0) = \emptyset \).

(b) Let \( f, g \in V \). We use \( f + g \) to indicate the property that \( \text{Supp}(f) \cap \text{Supp}(g) = \emptyset \). If this is the case, we say \( f + g \) is a direct sum of \( f \) and \( g \) and use \( f + g \) to denote the sum \( f + g \).

(c) For \( f \in V \) and \( w \in \text{Supp}(f) \) with the coefficient \( \alpha_w \), write \( R_w(f) := \alpha_w w - f \in V \). So \( f = \sum_{w \in W} c_w w \in V \).

Definition 3.5. Let \( V \) be a vector space with a linear basis \( W \).

(a) A term-rewriting system \( \Pi \) on \( V \) with respect to \( W \) is a binary relation \( \Pi \subseteq W \times V \). An element \( (t, v) \in \Pi \) is called a (term-) rewriting rule of \( \Pi \), denoted by \( t \rightarrow v \).

(b) The term-rewriting system \( \Pi \) is called simple with respect to \( W \) if \( t + v \) for all \( t \rightarrow v \in \Pi \).

(c) If \( f = \alpha_t + (-R_t(f)) \in V \), using the rewriting rule \( t \rightarrow v \), we get a new element \( g := c_v - R_t(f) \in V \), called a one-step rewriting of \( f \) and denoted \( f \rightarrow_{\Pi} g \) or \( f \overset{t,v}{\longrightarrow}_{\Pi} g \).

(d) The reflexive-transitive closure of \( \rightarrow_{\Pi} \) (as a binary relation on \( V \)) is denoted by \( \rightarrow_{\Pi} \), and if \( f \rightarrow^*_{\Pi} g \), we say \( f \) rewrites to \( g \) with respect to \( \Pi \).

(e) Two elements \( f, g \in V \) are joinable if there exists \( h \in V \) such that \( f \rightarrow_{\Pi} h \) and \( g \rightarrow_{\Pi} h \); we denote this by \( f \downarrow_{\Pi} g \).
(f) A **fork** is a pair of distinct reduction sequences \((f \to^\ast_{\Pi} g_1, f \to^\ast_{\Pi} g_2)\) starting from the same \(f \in V\). The fork is called **joinable** if \(g_1 \downarrow_{\Pi} g_2\).

(g) An element \(f \in V\) is a **normal form** if no more rules from \(\Pi\) can apply.

As usual [I], a term-rewriting system \(\Pi\) on \(V\) is called

(a) **terminating** if there is no infinite chain of one-step rewritings

\[ f_0 \to^\ast_{\Pi} f_1 \to^\ast_{\Pi} f_2 \to^\ast_{\Pi} \cdots \]

(b) **confluent** if every fork is joinable.

(c) **convergent** if it is both terminating and confluent.

A family of OLPIs give rise to a rewriting system. Let \(\Phi \subseteq OLie(X) \subseteq k\Xi(X)\) be monic. For each \(s \in S_\Phi := \{\phi(u_1, \ldots, u_k) | \phi \in \Phi, u_1, \ldots, u_k \in k\Xi(Z)\}\) and \(q \in \Xi^\ast(Z)\), if \(q|_{\Phi} \in ALSBW_{\geq IM}(Z)\), then we may write

\[ [q]_{\Phi} := [q|_{\Phi}] + ( - R([q|_{\Phi}]) ) \in kNLSBW_{\geq IM}(Z), \]

which under the order \(\geq IM\) on \(\Xi(Z)\) can be viewed as a rewriting rule

\[ [q|_{\Phi}] \to R([q|_{\Phi}]). \]

Let us give an example to illustrate these notions and the induced rewriting rules.

**Example 3.6.** Let \(\phi(x,y) = [[[x]_y]] - [[[x]_y]] - [[[x]_y]] \in OLie((x,y))\). Let \(Z\) be a well-ordered set and

\[ s = \phi([u], [v]) = [[[u]][[v]]] - [[[u]][[v]]] - [[[u]][[v]]] \]

with \(u \geq_{IM} v \in ALSBW_{\geq IM}(Z)\). For \(q_1 = \ast, q_2 = \ast[w]\) and \(v \geq_{IM} w \in ALSBW_{\geq IM}(Z)\), we have \(\overline{s} = [u][v]\) and

\[ [q_1]_{\Phi} = [q_1|_{\Phi}]_{\Phi} \rightarrow_{s} s = [[[u]][[v]]] + ( - [[[u]][[v]]] - [[[u]][[v]]] ). \]

It induces a rewriting rule

\[ [[[u]][[v]]] \rightarrow [[[u]][[v]]] + [[[u]][[v]]] \in NLSBW_{\geq IM}(Z) \times OLie(Z). \]

Similarly,

\[ [q_2]_{\Phi} = [q_2|_{\Phi}]_{\Phi} \rightarrow_{s} \]

\[ = [\ast[w][u][v]]_{[u][v]} \rightarrow_{s} \]

\[ = [[[u]][[v]]][[w]]_{[[u]][[v]]} \rightarrow_{s} \]

\[ = (([[[u]][[v]]][[w]])_{[[u]][[v]]} \rightarrow_{s} \]

\[ = ([w][u])] \]

\[ = ( [[[u]][[v]]][[w]] ) - ( [[[u]][[v]]][[w]] ) - ( [[[u]][[v]]][[w]] ) \]

\[ = ( [[[u]][[v]]][[w]] ) + ( [[[u]][[v]]][[w]] ) - ( [[[u]][[v]]][[w]] ) - ( [[[u]][[v]]][[w]] ). \]

It induces a rewriting rule

\[ [[[u]][[v]]][[w]] \rightarrow ( [[[u]][[w]]][[v]] ) + ( [[[u]][[v]]][[w]] ) + ( [[[u]][[v]]][[w]] ) \]

in \(NLSBW_{\geq IM}(Z) \times OLie(Z)\).
Next let $Z$ be a well-ordered set. Let $S$ be a monic subset of OLie($Z$). With an invariant monomial order $\geq_{\text{IM}}$ on $\mathcal{E}(Z)$, we define a term-rewriting system

$$\Pi^{\text{Lie}}_{S} := \left\{ [q_{|s}] \rightarrow R([q_{|s}]) \mid s \in S, q \in \mathcal{E}^{*}(Z), q_{|s} \in \text{ALSBW}_{\geq_{\text{IM}}}(Z) \right\} \subseteq \text{NLSBW}_{\geq_{\text{IM}}}(Z) \times \text{OLie}(Z).$$

**Definition 3.7.** Let $\Phi \subseteq \text{OLie}(X) \subseteq k \mathcal{E}(X)$ be a system of monic OLPIs. Let $Z$ be a well-ordered set. We call $\Phi$ convergent if $\Pi^{\text{Lie}}_{\Phi}$ is convergent, where

$$S_{\Phi} = \{ \phi(u_{1}, \ldots, u_{k}) \mid u_{1}, \ldots, u_{k} \in \text{OLie}(Z), \phi \in \Phi \} \subseteq \text{OLie}(Z).$$

Now we formulate Rota’s Program on Algebraic Operators for Lie algebras in terms of rewriting systems.

**Problem 3.8.** (Rota’s Program on Algebraic Operators for Lie algebras via rewriting systems) **Determine all convergent systems of OLPIs.**

3.2.2. **Gröbner-Shirshov bases.** We will fix an invariant monomial order $\geq_{\text{IM}}$ in this subsection. In particular, a Gröbner-Shirshov basis in OLie($Z$) is taken with respect to this order. There are two kinds of nontrivial compositions.

**Definition 3.9.** Let $Z$ be a well-ordered set. Let $f, g \in \text{OLie}(Z) \subseteq k \mathcal{E}(Z)$ be monic.

- (a) If there are $u, v, w \in \mathcal{E}(Z)$ such that $w = \overline{f}u = v\overline{g}$ with $\max(|\overline{f}|, |\overline{g}|) < |w| < |\overline{f}| + |\overline{g}|$, then
  $$\langle f, g \rangle_{w} := \langle f, g \rangle_{w}^{u,v} := |fu|_{\overline{f}} - |vg|_{\overline{g}}$$
  is called the intersection composition of $f$ and $g$ with respect to $w$.

- (b) If there is $q \in \mathcal{E}^{*}(Z)$ such that $w = \overline{f} = q_{|s}$, then
  $$\langle f, g \rangle_{w} := \langle f, g \rangle_{q}^{s} := f - |q|_{s}$$
  is called the including composition of $f$ and $g$ with respect to $w$.

Here comes the main notion on Gröbner-Shirshov bases.

**Definition 3.10.** Let $Z$ be a well-ordered set. Let $S \subseteq \text{OLie}(Z) \subseteq k \mathcal{E}(Z)$ be monic.

- (a) An element $f \in \text{OLie}(Z)$ is called trivial modulo $(S, w)$ if
  $$f = \sum_{i} \alpha_{i} [q_{|s_{i}}]_{s_{i}}$$
  with $w \geq_{\text{IM}} q_{|s_{i}}$ for each special normal $s_{i}$-word $[q_{|s_{i}}]_{s_{i}}$, where each $\alpha_{i} \in k$, $q_{i} \in \mathcal{E}^{*}(Z)$, $s_{i} \in S$. In this case, we write $f \equiv 0 \mod (S, w)$.

- (b) We call $S$ a **Gröbner-Shirshov basis** in $\text{OLie}(Z)$ with respect to $\geq_{\text{IM}}$ if, for all pairs $f, g \in S$, every intersection composition of the form $\langle f, g \rangle_{w}^{u,v}$ is trivial modulo $(S, w)$, and every including composition of the form $\langle f, g \rangle_{q}^{s}$ is trivial modulo $(S, w)$.

Expanding the approach in [5], we establish the Composition-Diamond lemma for operated Lie algebras with respect to an invariant monomial order $\geq_{\text{IM}}$ on $\mathcal{E}(Z)$.

**Lemma 3.11.** Let $\geq_{\text{IM}}$ be an invariant monomial order on $\mathcal{E}(Z)$ and $f, g \in \text{OLie}(Z) \subseteq k \mathcal{E}(Z)$ monic. Then

$$\langle f, g \rangle_{w} - \langle f, g \rangle_{w} \equiv_{\text{ass}} 0 \mod ([f, g], w),$$

where $(f, g)_{w}$ and $\equiv_{\text{ass}} 0$ are the composition of $f$ and $g$, and the triviality modulo $([f, g], w)$ in associative framework.
**Proof.** There are two cases to consider.

**(Case 1.***) \( w = \overline{f u} = v \overline{g} \) for some \( u, v \in \mathfrak{z}(Z) \). Then

\[
\langle f, g \rangle_w = [fu]_\mathfrak{z} - [vg]_\mathfrak{z} \quad \text{and} \quad (f, g)_w = fu - vg.
\]

By Corollary 3.4,

\[
[fu]_\mathfrak{z} - [vg]_\mathfrak{z} = fu + \sum_i \alpha_i p_i f - vg - \sum_j \beta_j q_j g
\]

for some \( \alpha_i, \beta_j \in \mathbb{k} \) and \( p_i, q_j \in \mathfrak{z}^*(Z) \) with \( w >_{\text{im}} p_i \mathfrak{z} \) and \( w >_{\text{im}} q_j \mathfrak{z} \).

Therefore

\[
\langle f, g \rangle_w - (f, g)_w = \sum_i \alpha_i p_i f - \sum_j \beta_j q_j g \equiv_{\text{ass}} 0 \mod ([f, g], w).
\]

**(Case 2.**

\( w = \overline{f} = q \overline{g} \) for \( q \in \mathfrak{z}^*(Z) \). Then

\[
\langle f, g \rangle_w = f - [q \overline{g}]_\mathfrak{z} = f - q \overline{g} - \sum_i \alpha_i q_i \overline{g}
\]

for some \( \alpha_i \in \mathbb{k} \) and \( q_i \in \mathfrak{z}^*(Z) \) with \( q \overline{g} >_{\text{im}} q_i \mathfrak{z} \).

Further by \( (f, g)_w = f - q \overline{g} \),

\[
\langle f, g \rangle_w - (f, g)_w = - \sum_i \alpha_i q_i \overline{g} \equiv_{\text{ass}} 0 \mod ([f, g], w).
\]

This completes the proof. \(\square\)

**Lemma 3.12.** Let \( \geq_{\text{im}} \) be an invariant monomial order on \( \mathfrak{z}(Z) \) and \( S \subseteq \text{OLie}(Z) \subseteq \mathbb{k} \mathfrak{z}(Z) \) monic. Then \( S \) is a Gröbner-Shirshov basis in \( \text{OLie}(Z) \) if and only if \( S \) is a Gröbner-Shirshov basis in \( \mathbb{k} \mathfrak{z}(Z) \).

**Proof.** By Definition 3.9 and Lemma 2.11, for any \( f, g \in S \), they have compositions in \( \text{OLie}(Z) \) if and only if so do in \( \mathbb{k} \mathfrak{z}(Z) \).

Assume that \( S \) is a Gröbner-Shirshov basis in \( \text{OLie}(Z) \). By Definition 3.10, for any composition \( \langle f, g \rangle_w \) from \( S \), we obtain

\[
\langle f, g \rangle_w = \sum_i \alpha_i[q_i]_{\mathfrak{z}} \quad \text{for} \quad \alpha_i \in \mathbb{k}, s_i \in S, q_i \in \mathfrak{z}^*(Z)
\]

with \( w >_{\text{im}} q_i \mathfrak{z} \).

Further by Corollary 3.4,

\[
\langle f, g \rangle_w = \sum_i \alpha_i(q_i)_{\mathfrak{z}} = \sum_i \alpha_i(q_i)_{\mathfrak{z}} + \sum_j \beta_{ij} q_{ij} \quad \text{for} \quad \beta_{ij} \in \mathbb{k}, s_{ij} \in S, q_{ij} \in \mathfrak{z}^*(Z),
\]

\[
[q_i]_\mathfrak{z} = q_i f + \sum_i \alpha_i q_i \overline{f}, \quad \text{where} \quad \alpha_i \in \mathbb{k}, q_i \in \mathfrak{z}^*(Z), q_i >_{\text{im}} q_i \mathfrak{z}.
\]

Using Lemma 3.11, we have

\[
\langle f, g \rangle_w - (f, g)_w = \sum_i \alpha_i(q_i)_{\mathfrak{z}} + \sum_j \beta_{ij} q_{ij} \equiv_{\text{ass}} 0 \mod (S, w).
\]

Hence \( (f, g)_w \equiv_{\text{ass}} 0 \mod (S, w) \) and so \( S \) is a Gröbner-Shirshov basis in \( \mathbb{k} \mathfrak{z}(Z) \).

Conversely, supposed that \( S \) is a Gröbner-Shirshov basis in \( \mathbb{k} \mathfrak{z}(Z) \). For any composition \( (f, g)_w \) from \( S \), we have \( (f, g)_w \equiv_{\text{ass}} 0 \mod (S, w) \). Again by Lemma 3.11,

\[
\langle f, g \rangle_w \equiv_{\text{ass}} 0 \mod (S, w),
\]
and so \( \langle f, g \rangle_w \in \text{Id}(S) \). Further by Composition-Diamond lemma for operated algebras in \([\mathbb{3}]\), write

\[
\langle f, g \rangle_w = \sum_{i=1}^{n} \alpha_i q_i |_{\mathcal{g}_w} \quad \text{for} \quad \alpha_i \in k, s_i \in S, q_i \in \mathfrak{g}(Z)
\]

with \( w \succ_{\mathcal{g}} q_1 |_{\mathcal{g}} \succ_{\mathcal{g}} \cdots \succ_{\mathcal{g}} q_n |_{\mathcal{g}} \). Since \( \langle f, g \rangle_w \in \text{OLie}(Z) \), \( \langle f, g \rangle_w = q_1 |_{\mathcal{g}} \in \text{ALSBW}_{\geq_{\mathcal{g}}} (Z) \). Let

\[
\langle f, g \rangle_w^0 := \langle f, g \rangle_w \quad \text{and} \quad \langle f, g \rangle_w^1 := \langle f, g \rangle_w - \alpha_1 q_1 |_{\mathcal{g}} \in \text{OLie}(Z).
\]

Then \( \langle f, g \rangle_w = q_1 |_{\mathcal{g}} \succ_{\mathcal{g}} \langle f, g \rangle_w^1 \). By Corollary \([3.4]\) and \( \langle f, g \rangle_w \equiv_{\text{ass}} 0 \mod (S, w) \), we have

\[
\langle f, g \rangle_w^1 \equiv_{\text{ass}} 0 \mod (S, w).
\]

Using induction on \( \langle f, g \rangle_w^i \), we have

\[
\langle f, g \rangle_w^n = \langle f, g \rangle_w^{n-1} - \beta_{n-1} [p_{n-1} |_{\mathcal{g}}]_{\mathcal{g}_{n-1}}.
\]

Therefore

\[
\langle f, g \rangle_w = \sum_{i} \beta_i [p_i |_{\mathcal{g}}]_{\mathcal{g}},
\]

with \( w \succ_{\mathcal{g}} p_i |_{\mathcal{g}} \). This proves that \( S \) is a Gröbner-Shirshov basis in \( \text{OLie}(Z) \). \( \square \)

Denote by \( \text{Id}_{\text{Lie}}(S) \) the Lie ideal of \( \text{OLie}(Z) \) generated by \( S \subseteq \text{OLie}(Z) \). Then

\[
\text{Id}_{\text{Lie}}(S) = \left\{ \sum_{i=1}^{n} \alpha_i[q_i |_{\mathcal{g}}] \bigg| n \geq 1, \alpha_i \in k, s_i \in S \text{ and } q_i \in \mathfrak{g}(Z) \right\}.
\]

Define

\[
\text{Irr}_{\text{Lie}}(S) := \{ [w] \big| w \in \text{ALSBW}_{\geq_{\mathcal{g}}} (Z), w \neq q_1 |_{\mathcal{g}} \text{ for } s \in S \text{ and } q \in \mathfrak{g}(Z) \}.
\]

**Lemma 3.13.** Let \( \succ_{\mathcal{g}} \) be an invariant monomial order on \( \mathfrak{g}(Z) \) and \( S \subseteq \text{OLie}(Z) \subseteq k \mathfrak{g}(Z) \) monic. Then, for any \( f \in \text{OLie}(Z) \), \( f \) has a representation:

\[
f = \sum \alpha_i[u_i] + \sum \beta_i[q_i |_{\mathcal{g}}].
\]

where each \( \alpha_i, \beta_j \in k, s_i \in S, [u_i] \in \text{Irr}_{\text{Lie}}(S), [f] \geq_{\mathcal{g}} u_i \text{ and } [f] \geq_{\mathcal{g}} q_i |_{\mathcal{g}} \).

**Proof.** Since \( f \in \text{OLie}(Z) \), we can write \( f = \sum \alpha_i[u_i] \), where each \( [u_i] \in \text{NLSBW}_{\geq_{\mathcal{g}}} (Z), \alpha_i \in k \setminus \{0\} \) and \( u_1 \geq_{\mathcal{g}} u_2 \geq_{\mathcal{g}} \cdots \). If \( [u_i] \in \text{Irr}_{\text{Lie}}(S) \), then let \( f_1 := f - \alpha_1[u_1] \). If \( [u_i] \notin \text{Irr}_{\text{Lie}}(S) \), then there exists \( s \in S \) and \( q \in \mathfrak{g}(Z) \) such that \( u_1 = q_s |_{\mathcal{g}} \). In this case, let

\[
f_1 := f - [q_s |_{\mathcal{g}}].
\]

Hence, in both cases, we have \( [f] \geq_{\mathcal{g}} [f_1] \). Then the result follows from the induction on \( [f] \). \( \square \)

Now, we prove that the following Composition-Diamond Lemma for operated Lie algebras.

**Lemma 3.14.** (Composition-Diamond lemma for operated Lie algebras) Let \( Z \) be a well-ordered set and \( \succ_{\mathcal{g}} \) an invariant monomial order on \( \mathfrak{g}(Z) \). Let \( S \subseteq \text{OLie}(Z) \subseteq k \mathfrak{g}(Z) \) be monic. The following conditions are equivalent.

(a) \( S \) is a Gröbner-Shirshov basis in \( \text{OLie}(Z) \).

(b) For all \( f \neq 0 \in \text{Id}_{\text{Lie}}(S) \), \( [f] \in \text{ALSBW}_{\geq_{\mathcal{g}}} (Z) \) for some \( q \in \mathfrak{g}(Z) \) and \( s \in S \).

(c) \( \text{OLie}(Z) = k \text{Irr}_{\text{Lie}}(S) \oplus \text{Id}_{\text{Lie}}(S) \) and \( \text{Irr}_{\text{Lie}}(S) \) is a \( k \)-basis of \( \text{OLie}(Z)/\text{Id}_{\text{Lie}}(S) \).
Proof. (3) \(\Rightarrow\) (4) Notice that \(f \in \text{Id}_{\text{Lie}}(S) \subseteq \text{Id}(S)\), where \(\text{Id}(S)\) is the ideal of \(\mathbb{k} \in (Z)\) generated by \(S\). By Lemma 3.12 and the Composition-Diamond lemma for operated algebras in [1], we have \(f = q|_{\pi}\) for some \(s \in S\) and \(q \in \mathbb{Z}^\ast (Z)\).

(4) \(\Rightarrow\) (3) First, we show that elements in \(\text{Irr}_{\text{Lie}}(S)\) are linear independent. Assume that \(\sum \alpha_i[u_i] = 0\) in \(\text{OLie}(Z)/\text{Id}_{\text{Lie}}(S)\) with \(u_1 >_{\text{IM}} u_2 >_{\text{IM}} \cdots\), for each \([u_i] \in \text{Irr}_{\text{Lie}}(S)\). Then \(\sum \alpha_i[u_i] \in \text{Id}_{\text{Lie}}(S)\).

If there exists the first non-zero coefficient \(\alpha_k\), then \(\sum \alpha_i[u_i] = u_k\). Further by (3), we have \(u_k = q|_{\pi} \in \text{ALSBW}_{\geq \text{IM}}(Z)\) for some \(s \in S\) and so \([u_i] \notin \text{Irr}_{\text{Lie}}(S)\), a contradiction. Thus \(\alpha_i = 0\) for all \(i\). Second, by Lemma 3.13, for any \(f \in \text{OLie}(Z)\), we have

\[
 f = \sum_i \alpha_i[u_i] + \sum_j \beta_j[q_i|_{\pi}], \quad [u_i] \in \text{Irr}_{\text{Lie}}(S).
\]

Therefore,

\[
 f + \text{Id}_{\text{Lie}}(S) = \sum_i \alpha_i[u_i] + \sum_j \beta_j[q_i|_{\pi}] + \text{Id}_{\text{Lie}}(S) = \sum_i \alpha_i[u_i] + \text{Id}_{\text{Lie}}(S), \quad [u_i] \in \text{Irr}_{\text{Lie}}(S),
\]

and so \(\text{Irr}_{\text{Lie}}(S)\) is a linear basis of \(\text{OLie}(Z)/\text{Id}_{\text{Lie}}(S)\).

Then Rota’s Program on Algebraic Operators can be formulated for Lie algebras as follows in terms of Gröbner-Shirshov bases.

**Definition 3.15.** Let \(\Phi \subseteq \text{OLie}(X) \subseteq \mathbb{k} \in (X)\) be a system of monic OLPs. Let \(Z\) be a well-ordered set. We call \(\Phi\) a **Gröbner-Shirshov system** if \(S_\Phi\) is a Gröbner-Shirshov basis in \(\text{OLie}(Z)\), where

\[
 S_\Phi = \{\phi(u_1, \ldots, u_k) | u_1, \ldots, u_k \in \text{OLie}(Z), \phi \in \Phi\} \subseteq \text{OLie}(Z).
\]

**Problem 3.16.** (Rota’s Program on Algebraic Operators for Lie algebras via Gröbner-Shirshov bases) **Determine all Gröbner-Shirshov systems of OLPs.**

### 3.3. Equivalence of the two formulations.

In this subsection, we will establish a connection between the two formulations of Rota’s Program on Algebraic Operators for Lie algebras, stated in Problem 3.8 and Problem 3.16 respectively.

An element \(f \in \text{OLie}(Z)\) is called **\(S\)-reducible** if there exists \(g \in \text{OLie}(Z)\), \(g \neq f\), such that \(f \succ_{\Pi_{\text{Lie}}^S} g\). The following result gives a sufficient condition for terminating.

**Lemma 3.17.** Let \(S\) be a monic set of \(\text{OLie}(Z)\), and let \(\Pi_{\text{Lie}}^S\) be the term-rewriting system from \(S\) in Eq. (10) with an invariant monomial order \(\succeq_{\text{IM}}\) on \(\mathbb{Z}(Z)\). Then \(\Pi_{\text{Lie}}^S\) is terminating.

**Proof.** Let

\[
 \mathcal{C} = \{f \in \text{OLie}(Z) \mid \text{there is an infinite } S\text{-reduction chain } f := f_0 \rightarrow_{\Pi_{\text{Lie}}^S} f_1 \rightarrow_{\Pi_{\text{Lie}}^S} \cdots\}.
\]

We only need to prove that \(\mathcal{C} = \emptyset\). Suppose to the contrary that \(\mathcal{C} \neq \emptyset\). Since \(f\) is \(S\)-reducible for all \(f \in \mathcal{C}\) and \(\succeq_{\text{IM}}\) is a well-order on \(\mathbb{Z}(Z)\), the set

\[
 \mathcal{L} := \{L(f) := \max\{w \in \mathbb{Z}(Z) \mid [w] \text{ is a monomial of } f \text{ and } w \text{ is } S\text{-reducible }\}\}
\]

is a well-ordered set, which is a contradiction.
is non-empty and has a least element \( w_0 \). We fix an \( f \in \mathcal{C} \) with \( L(f) = w_0 \) and fix an infinite \( S \)-reduction chain

\[
\begin{align*}
  f := f_0 \to_{\Pi^1_S} f_1 \to_{\Pi^1_S} \cdots
\end{align*}
\]

Then we have \( f_i \in \mathcal{C} \) and hence \( S \)-reducible for all \( i \geq 1 \). Let \( w_i = L(f_i) \). By the definition of \( \Pi^1_S \), \( w_0 \geq w_i \geq \cdots \). Since every \( f_i \) is in \( \mathcal{C} \), and \( w_0 \) is the least element in \( \mathcal{L} \), we must have \( w_0 = w_i \) for all \( i \geq 1 \). Let \( g_i = f_i - \alpha_i[w_i] \), where \( \alpha_i \) is the coefficient of \( w_i \) in \( f_i \). Then we have the infinite reduction sequence \( g_0 \to_{\Pi^1_S} g_1 \to_{\Pi^1_S} \cdots \) and \( L(g_0) < L(f) = L(f_0) \), by none of the \( [w_i] \) is involved in the \( S \)-reduction of the fixed sequence starting with \( f \). This is a contradiction, showing that \( \mathcal{C} = \emptyset \). This completes the proof. \( \square \)

Thanks to Lemma 3.17, we obtain

**Lemma 3.18.** Let \( Z \) be a well-ordered set. Let \( S \) be a monic set of \( \text{OLie}(Z) \), and let \( \Pi^1_S \) be the term-rewriting system from \( S \) in Eq. (10). With an invariant monomial order \( \geq_{\text{IM}} \) on \( \Xi(Z) \).

(a) If \( f \to_{\Pi^1_S}^* g \) for \( f, g \in \text{OLie}(Z) \), then \( f - g \in \text{Id}_{\text{Lie}}(S) \).

(b) \( \text{OLie}(Z) = \text{kl} \text{rr}_{\text{Lie}}(S) + \text{Id}_{\text{Lie}}(S) \).

(c) If \( \Pi^1_S \) is confluent, then \( f \in \text{Id}_{\text{Lie}}(S) \) if and only if \( f \to_{\Pi^1_S}^* 0 \).

(d) \( \Pi^1_S \) is confluent if and only if \( \text{kl} \text{rr}_{\text{Lie}}(S) \cap \text{Id}_{\text{Lie}}(S) = 0 \).

**Proof.** (1) If \( f = g \), then \( f - g \in \text{Id}_{\text{Lie}}(S) \). Suppose \( f \neq g \) and \( n \geq 1 \) is the minimum number such that \( f \) rewrites to \( g \) in \( n \) steps. We prove the result by induction on \( n \). For \( n = 1 \), we write

\[
  f = \alpha[q_{\overline{i}}] + h \to_{\Pi^1_S} \alpha[R([q_{\overline{i}}])] + h = g,
\]

with \( \alpha \in \mathbf{k} \), \( s \in S \) and \( h \in \text{OLie}(Z) \). By Eq. (10),

\[
  f - g = \alpha[q_{\overline{i}}] - \alpha[R([q_{\overline{i}}])] = \alpha[q_{\overline{i}}] \in \text{Id}_{\text{Lie}}(S).
\]

Assume that the result is true for \( n \geq 1 \) and consider the case of \( n + 1 \). Then we have the following rewrites

\[
  f \to_{\Pi^1_S} f' \to_{\Pi^1_S}^* g
\]

for some \( f \neq f' \in \text{OLie}(Z) \) and \( f' \) rewrites to \( g \) in \( n \) steps. By the induction hypothesis, \( f - f' \in \text{Id}_{\text{Lie}}(S) \) and \( f' - g \in \text{Id}_{\text{Lie}}(S) \). Thus \( f - g \in \text{Id}_{\text{Lie}}(S) \), as required.

(2) For any \( f \in \text{OLie}(Z) \), by Lemma 3.17, \( \Pi^1_S \) is terminating. Thus there is \( g \in \text{kl} \text{rr}_{\text{Lie}}(S) \) such that \( f \) has a normal form \( g \). By Item (1), \( f - g \in \text{Id}_{\text{Lie}}(S) \) and so \( f \in \text{Ir}_{\text{Lie}}(S) + \text{Id}_{\text{Lie}}(S) \).

(3) For \( f \in \text{Id}_{\text{Lie}}(S) \), by Eq. (11), we have

\[
  f = \sum_{i=1}^{n} \alpha_i[q_{\overline{i}}, \overline{s}], \quad \text{where each } \alpha_i \in \mathbf{k}, s_i \in S \text{ and } q_i \in \Xi^*(Z).
\]

For each \( [q_{\overline{i}}, \overline{s}] \) with \( 1 \leq i \leq n \), we may write

\[
  [q_{\overline{i}}, \overline{s}] = [q_{\overline{s}}] + (-R([q_{\overline{s}}]])).
\]

Thus

\[
  \alpha_i[q_{\overline{i}}, \overline{s}] = \alpha_i[q_{\overline{s}}] - \alpha_i[R([q_{\overline{s}}])] \to_{\Pi^1_S} \alpha_i[R([q_{\overline{s}}])] - \alpha_i[R([q_{\overline{s}}])] = 0,
\]

and so \( f \to_{\Pi^1_S}^* 0 \). Conversely, if \( f \to_{\Pi^1_S}^* 0 \), then \( f \) is in \( \text{Id}_{\text{Lie}}(S) \) from Item (3).

(4) Suppose that \( \Pi^1_S \) is not confluent. By Lemma 3.17, \( \Pi^1_S \) is terminating. So there is an \( f \in \text{OLie}(Z) \) such that \( f \) has two distinct normal forms, say \( g \) and \( h \). Then \( g, h \in \text{kl} \text{rr}_{\text{Lie}}(S) \) and so \( g - h \in \text{kl} \text{rr}_{\text{Lie}}(S) \). By Item (3), \( f - g \in \text{Id}_{\text{Lie}}(S) \) and \( f - h \in \text{Id}_{\text{Lie}}(S) \). Hence \( 0 \neq g - h \in \text{Id}_{\text{Lie}}(S) \).
\[ \text{Irr}_{\text{Lie}}(S) \cap \text{Id}_{\text{Lie}}(S), \text{this is a contradiction. Conversely, suppose } \text{kIrr}_{\text{Lie}}(S) \cap \text{Id}_{\text{Lie}}(S) \neq 0. \text{ Let } 0 \neq f \in \text{kIrr}_{\text{Lie}}(S) \cap \text{Id}_{\text{Lie}}(S). \text{ Since } f \in \text{kIrr}_{\text{Lie}}(S), \text{ it is in normal form. On the other hand, from } f \in \text{Id}_{\text{Lie}}(S) \text{ and Item } (3), \text{ we have } f \not{\rightarrow}_{\Pi_{\text{Lie}}^3} 0. \text{ Thus } w \text{ has two normal forms } f \text{ and } 0, \text{ contradicting that } \Pi_{\text{Lie}}^3 \text{ is confluent.} \]

Now we can give several equivalent conditions for Gröbner-Shirshov bases.

**Theorem 3.19.** Let \( Z \) be a well-ordered set. Let \( S \) be a monic set of \( \text{OLie}(Z) \), and let \( \Pi_{\text{Lie}}^3 \) be the term-rewriting system from \( S \) in Eq. (11). With an invariant monomial order \( \geq_{\text{IM}} \) on \( \Xi(Z) \), the following statements are equivalent.

1. \( \Pi_{\text{Lie}}^3 \) is convergent.
2. \( \Pi_{\text{Lie}}^3 \) is confluent.
3. \( \text{Id}_{\text{Lie}}(S) \oplus \text{kIrr}_{\text{Lie}}(S) = \text{OLie}(Z) \).
4. \( S \) is a Gröbner-Shirshov basis in \( \text{OLie}(Z) \) with respect to \( \geq_{\text{IM}} \).

**Proof.** By Lemma 3.17, \( \Pi_{\text{Lie}}^3 \) is terminating. Then Item (1) and Item (3) are equivalent. Further by Items (2) and (3) in Lemma 3.18, Item (3) and Item (4) are equivalent. The equivalence of Item (1) and Item (4) is obtained by Composition-Diamond Lemma 3.14. \( \square \)

Now we are ready to give the relationship between the two formulations of Rota’s Program on Algebraic Operators for Lie algebras.

**Corollary 3.20.** With an invariant monomial order \( \geq_{\text{IM}} \), the two formulations of Rota’s Program on Algebraic Operators for Lie algebras in Problem 3.8 and Problem 3.76 are equivalent.

### 3.4. Relationship between the program for associative algebras and for Lie algebras

We now establish the relationship between Rota’s Program on Algebraic Operators for associative algebras and the one for Lie algebras.

#### 3.4.1. Rota’s Program on Algebraic Operators for associative algebras

We first recall Rota’s Program on Algebraic Operators for associative algebras [12, 18, 11].

Let \( X \) be a set. Similar to the definition of \( \Xi(X) \) in Section 2.1, we define the free operated monoid \( \mathcal{M}(X) \) by replacing \( S \) with \( M \). Also analogous to \( \Xi^*(X) \), we can define \( \mathcal{M}^*(X) \). See [12] for more details. Let \( \phi \subseteq k\mathcal{M}(X) \). We call \( \phi = 0 \) (or simply \( \phi \)) an **operated polynomial identity** (OPI).

We now recall some basic concepts for operated algebras.

**Definition 3.21.** Let \( X \) be a set.

1. For an operated algebra \((R, P)\), we say that \( R \) is a **\( \phi \)-algebra** and \( P \) is a **\( \phi \)-operator**, if \( \phi(r_1, \ldots, r_k) = 0, \) for all \( r_1, \ldots, r_k \in R \).

More generally, for a subset \( \Phi \subseteq k\mathcal{M}(X) \), we call \( R \) (resp. \( P \)) a **\( \Phi \)-algebra** (resp. **\( \Phi \)-operator**) if \( R \) (resp. \( P \)) is a \( \phi \)-algebra (resp. \( \phi \)-operator) for each \( \phi \in \Phi \).

2. Let \( R \) be an algebra. A linear operator \( P \) on \( R \) is called **algebraic** if there is \( 0 \neq \Phi \subseteq k\mathcal{M}(X) \) such that \( P \) is a \( \Phi \)-operator.

**Definition 3.22.** Let \( \geq \) be a monomial order on \( \mathcal{M}(Z) \) and \( S \) be a monic subset of \( k\mathcal{M}(Z) \). We define

\[
\Pi_{\text{ass}}^\Phi := \{ q|_R \to q|_{R(S)} \mid q \in \mathcal{M}^*(Z), s = \Xi - R(s) \in S \} \subseteq \mathcal{M}(Z) \times k\mathcal{M}(Z).
\]
Definition 3.23. Let $X$ be a set, and let $\Phi \subseteq k\mathfrak{M}(X)$ be a system of OPIs. We call $\Phi$ **convergent** if $\Pi_{\text{ass}}^\Phi$ is convergent.

On the one hand, Rota’s Program on Algebraic Operators can be interpreted in terms of rewriting systems.

**Problem 3.24.** [12] (Rota’s Program on Algebraic Operators via rewriting systems). Determine all convergent systems of OPIs.

On the other hand, Rota’s Program on Algebraic Operators can also be interpreted in terms of Gröbner-Shirshov bases.

**Problem 3.25.** [12] (Rota’s Program on Algebraic Operators via Gröbner-Shirshov bases). Determine all Gröbner-Shirshov bases systems of OPIs.

The relationship between Problem 3.24 and Problem 3.25 has also been studied. For this, we need the relationship between a Gröbner-Shirshov basis of OPIs and a convergent rewriting system of OPIs. We denote by $\text{Id}(S)$ the ideal of $k\mathfrak{M}(Z)$ generated by $S$. Denote $\text{Irr}(S) := \{w \mid w \in \mathfrak{M}(Z), w \neq q_{s} \text{ for } s \in S \text{ and } q \in \mathfrak{M}^{*}(Z)\}$.

**Lemma 3.26.** [12] Let $Z$ be a set, and let $\geq$ be a monomial order on $\mathfrak{M}(Z)$. Let $S$ be a monic subset of $k\mathfrak{M}(Z)$, and let $\Pi_{s}^{\text{ass}}$ be the term-rewriting system from $S$ in Eq. (12). Then the following statements are equivalent.

(a) $\Pi_{s}^{\text{ass}}$ is convergent.
(b) $\Pi_{s}^{\text{ass}}$ is confluent.
(c) $\text{Id}(S) \cap k\text{Irr}(S) = 0$.
(d) $\text{Id}(S) \oplus k\text{Irr}(S) = k\mathfrak{M}(Z)$.
(e) $S$ is a Gröbner-Shirshov basis in $k\mathfrak{M}(Z)$ with respect to $\geq$.

**Remark 3.27.** If the set $S$ does not contain $1$, then we obtain a nonunital version of Lemma 3.26. This will be used later.

**Corollary 3.28.** [12] With a monomial order on $\mathfrak{M}(Z)$, the two versions Problem 3.24 and Problem 3.25 of Rota’s Program on Algebraic Operators are equivalent.

### 3.4.2. Relationship between Rota’s Program on Algebraic Operators between two types of algebras.

Chen and Qiu [25] studied the relationship between Gröbner-Shirshov bases in free operad associative algebras and Gröbner-Shirshov bases in free operated algebras with respect to the order $\geq_{D}$.

For any element $[w]$ in $\text{OLie}(Z) \subseteq k\mathfrak{Z}(Z)$, there is a unique $w$ in $k\mathfrak{Z}(Z)$. Based on this, we have the following equivalence.

**Theorem 3.29.** Let $S \subseteq \text{OLie}(Z) \subseteq k\mathfrak{Z}(Z)$ be monic. With an invariant monomial order $\geq_{\text{IM}}$ on $\mathfrak{Z}(Z)$, the following statements are equivalent.

(a) $\Pi_{s}^{\text{Lie}}$ is convergent.
(b) $S$ is a Gröbner-Shirshov basis in $\text{OLie}(Z)$.
(c) $\Pi_{s}^{\text{ass}}$ is convergent.
(d) $S$ is a Gröbner-Shirshov basis in $k\mathfrak{Z}(Z)$.

In other words, under the above hypothesis, the Problems 3.8, 3.16, 3.24 and 3.25 are equivalent to each other with respect to the order $\geq_{\text{IM}}$. 


Proof. By Theorem 3.19, Lemma 3.26 and Remark 3.27, Item (3) is equivalent to Item (4) and Item (5) is equivalent to Item (6). Further by Lemma 3.12 and the order $\geq_{\text{im}}$, Item (7) is equivalent to Item (8). \hfill $\square$

Remark 3.30. Let $S \subseteq \text{OLie}(Z) \subseteq k\mathfrak{S}(Z)$ be monic OLPIs. If $S \subseteq k\mathfrak{S}(Z)$ give a “good” operator on an associative algebra via the classification in Problem 3.24 or Problem 3.25, then $S \subseteq \text{OLie}(Z)$ also give a “good” operator on a Lie algebra via the classification in Problem 3.3 or Problem 3.10. See next section.

4. Applications

In this section, we apply Theorem 3.29 to find some OPLIs that are Gröbner-Shirshov bases in free operated Lie algebras. They are related to two particular classes of operators, namely, those that generalize differential or Rota-Baxter operators respectively, were studied in \cite{18,41}. The first one is the class of differential type operators and the second one is the class of Rota-Baxter type operators.

4.1. Differential type OPIs and OLPIs. We first recall the notion of differential type OPIs.

Definition 4.1. \cite{18} A differential type OPI, defining a differential type operator, is

$$\phi(x, y) := [xy] - N(x, y),$$

where

(a) $N(x, y)$ is multi-linear in $x$ and $y$;

(b) $N(x, y)$ is a normal $\phi$-form, that is, $N(x, y)$ does not contain any subword of the form $[uv]$, for any non-units $u, v \in k\mathfrak{M}(X)$;

(c) For any set $Z$ with $u, v, w \in k\mathfrak{M}(Z) \setminus \{1\}$, $N(uv, w) - N(u, vw) \xrightarrow{\Pi_{\phi}} 0$.

Remark 4.2. Condition (3) is imposed so that the operators are linear. Condition (4) is needed to avoid infinite rewriting under $\Pi_{\phi}$. Condition (5) is needed so that the rewriting $[uv] \rightarrow N(u, v)$ is compatible with the associativity $uvw = u(vw)$.

A classification of differential type OPIs was proposed in \cite{18}.

Theorem 4.3. (Classification of differential type operators) \cite{18} Let $a, b, c, e \in k$. The OPI

$$\phi(x, y) := [xy] - N(x, y),$$

where $N(x, y)$ is taken from the list below, is of differential type.

(a) $b(x[y] + [x]y + c[x][y] + exy$ where $b^2 = b + ce$,

(b) $ce^2xy + exy + c[y][x] - ce(y[x] + [y]x)$,

(c) $\sum_{i,j \geq 0} a_{ij}[1]^i[y][1]^j$ with the convention that $[1]^0 = 1$,

(d) $x[x] + [x]y + ax[1]y + bxy$,

(e) $[x]y + a(x[1]y - xy[1])$,

(f) $x[y] + a(x[1]y - [1]xy)$.

It was conjectured that this list includes all differential type operators. Parallel to Definition 4.1, we propose the following concept in the context of Lie algebras.

Definition 4.4. A differential type OLPI is

$$\phi(x, y) := [[xy]] - [N(x, y)] \in \text{OLie}\{x, y]\},$$

with $x > y$ such that

(a) $[N(x, y)]$ is multi-linear in $x$ and $y$;
(b) \([N(x, y)]\) is a normal \(\phi\)-form, that is, \([N(x, y)]\) does not contain subwords \([[[u][v]]]\) for any \(u, v \in \text{ALSBW}_{\geq \text{IM}}(\{x, y\})\) with \(u >_{\text{IM}} v;\)

(c) For any well-ordered set \(Z\) with \(u >_{\text{IM}} v >_{\text{IM}} w \in \text{ALSBW}_{\geq \text{IM}}(Z),\)

\[\text{IM}([[u][w]], [v]) - \text{IM}([[u][v]], [w]) + \text{IM}([u], [[v][w]]) \rightarrow_{\text{ALSBW}} 0,\]

where

\[\Pi^\text{Lie}_{\phi} := \left\{ [q]_{[uv]} \rightarrow R([q]_{[\phi(u,v)]}_{[uv]}) \left| q \in \mathcal{Z}^*(Z), \quad u, v \in \text{ALSBW}_{\geq \text{IM}}(Z), \quad u >_{\text{IM}} v \right. \right\}.\]

A linear operator on a Lie algebra satisfying a differential type OLPI is called a **differential type operator** on a Lie algebra.

**Remark 4.5.** Condition (13) is needed so that the rewriting \([uv] \rightarrow [N(u, v)]\) is compatible with the Jacobi identity.

Now we propose

**Problem 4.6.** (Rota’s Program on Algebraic Operators for Lie algebras: the differential case)

*Find all OLPIs of differential type by finding all expressions \([N(x, y)] \in \text{OLie}(X)\) of differential type.*

We now characterize differential type operators in terms of rewriting systems and Gröbner-Shirshov bases in the free operated Lie algebras and the free operated associative algebras.

Let \(Z\) be a well-ordered set. Define \(z^{(n)} \in \mathcal{Z}(Z), n \geq 0,\) recursively by

\[z^{(0)} := 0, \quad z^{(n+1)} := [z^{(n)}] \text{ for } m \geq 0.\]

Denote

\[
\Delta(Z) := \{z^{(n)} | z \in Z, n \geq 0\}.
\]

**Theorem 4.7.** Let \(Z\) be a well-ordered set. Let

\[\phi(x, y) = \text{IM}([xy]) - \text{IM}(x, y) \in \text{OLie}(\{x, y\}) \subseteq \mathcal{K}\mathcal{Z}(\{x, y\}),\]

with \(x > y\) and \([N(x, y)]\) satisfies the conditions (1) and (5) in Definition 4.4. Let \(\geq \text{IM}\) be an invariant monomial order satisfying \(\phi(u, v) = [uv]\) for \(u >_{\text{IM}} v \in \text{ALSBW}_{\geq \text{IM}}(Z)\) (such as \(\geq \text{dt}\) given in Example 29). The following statements are equivalent.

(a) \(\phi(x, y) = \text{IM}([xy]) - \text{IM}(x, y) \in \text{OLie}(\{x, y\})\) is a differential type OLPI.

(b) The term-rewriting system induced in Eq. (13):

\[\Pi^\text{Lie}_{\phi} := \left\{ [q]_{[uv]} \rightarrow R([q]_{[\phi(u,v)]}_{[uv]}) \left| q \in \mathcal{Z}^*(Z), \quad u, v \in \text{ALSBW}_{\geq \text{IM}}(Z), \quad u >_{\text{IM}} v \right. \right\}\]

is convergent.

(c) \(S^\phi = \{[[[u][v]]] - \text{IM}([[u][v]]) | u, v \in \text{ALSBW}_{\geq \text{IM}}(Z), \quad u >_{\text{IM}} v \}\) is a Gröbner-Shirshov basis in \(\text{OLie}(Z)\) with respect to the monomial order \(\geq \text{IM}\).

(d) The free \(\phi\)-Lie algebra on \(Z\) is the free Lie algebra \(\text{kNLSW}(\Delta(Z))\) on \(\Delta(Z)\) together with the operator \(d\) on \(\text{kNLSW}(\Delta(Z))\). Here \(\Delta(Z)\) is given in Eq. (13), and \(d\) on \(\text{kNLSW}(\Delta(Z))\) defined by the following recursion:

For any \([u] = [[u_1] \cdots [u_m]] \in \text{NLSW}(\Delta(Z))\) with \(u_i \in \Delta(Z), 1 \leq i \leq n\)

(i) if \(m = 1\), then \([u] = z^{(n)} \in \Delta(Z)\) for some \(n \geq 0\) and \(z \in Z\), define \(d([u]) := z^{(n+1)}\);

(ii) if \(m > 1\), then recursively define \(d([u]) := [N([[u_1], [u_2] \cdots [u_m]])].\)
(e) $S_\phi = \{ [uv] - N(u,v) \mid u,v \in k \mathcal{E}(Z) \}$ is a Gröbner-Shirshov basis in $k \mathcal{E}(Z)$ with respect to the order $\geq_{IM}$.

(f) The term-rewriting system

$$\Pi^{ass}_S = \{ q_{[uv]} \rightarrow q_{N(u,v)} \mid q \in \mathcal{E}^*(Z), u,v \in k \mathcal{E}(Z) \}$$

is convergent.

(g) $\phi(x,y) = [xy] - N(x,y)(\in k \mathcal{E}([x,y]))$ is a differential type OPI.

**Proof.** By Theorem 3.25, Item (1) $\iff$ Item (2) $\iff$ Item (3) $\iff$ Item (1). Further by [18, Theorem 5.7] and Remark 3.27, Item (1) $\iff$ Item (2).

Now we prove Item (1) $\iff$ Item (3). Note that $\overline{\phi(x,y)} = [xy]$ by our assumption. There are no intersection compositions and only three kinds of including compositions:

$$\langle \phi(q_{[uv]}, w), \phi(u, v) \rangle_{q_{[uv]}w} \text{ for } u >_{IM} v, q_{[uv]} >_{IM} w \in ALSBW_{\geq_{IM}}(Z),$$

$$\langle \phi(u, q_{[vw]}), \phi(v, w) \rangle_{uq_{[vw]}j} \text{ for } v >_{IM} w, u >_{IM} q_{[vw]} \in ALSBW_{\geq_{IM}}(Z),$$

$$\langle \phi(uv, w), \phi(u, vw) \rangle_{uvw} \text{ for } u >_{IM} v >_{IM} w \in ALSBW_{\geq_{IM}}(Z).$$

The trivialities of the first two intersection compositions follow from

$$\langle \phi(q_{[uv]}, w), \phi(u, v) \rangle_{q_{[uv]}w} = \phi(q_{[uv]}, w) - [[[q_{[uv]}][w]]][uv]$$

$$= -[N([q_{[uv]}], [w])] + [[[[q_{N(u,v)}][w]]]]$$

$$= -[N([q_{N(u,v)}], [w])] + [N([q_{N(u,v)}], [w])]$$

$$= 0 \mod (S, [q_{[uv]}w])$$

and

$$\langle \phi(u, q_{[vw]}), \phi(v, w) \rangle_{uq_{[vw]}j} = \phi(u, q_{[vw]}) - [[[u][q_{[vw]}]][vw]]$$

$$= -[N([u], [q_{[vw]}])]) + [[[u][q_{N(v,w)}]]]$$

$$= -[N([u], [q_{N(v,w)}])]) + [N([u], [q_{N(v,w)}])])$$

$$= 0 \mod (S, [uq_{[vw]}j]).$$

For the third one, we have

$$\langle \phi(uv, w), \phi(u, vw) \rangle_{uvw} = [\phi(uv, w)]_{uvw} - [\phi(u, vw)]_{uvw}$$

$$= [[[u][w]][v]] - [N([u][v]), [w])] + [N([u], [[v][w]])]$$

Then $S$ is a Gröbner-Shirshov basis if and only if the composition

$$\langle \phi(uv, w), \phi(u, vw) \rangle_{uvw} = [[[u][w]][v]] - [N([u][v]), [w])] + [N([u], [[v][w]])]$$

is trivial modulo $(S, [uvw])$, that is

$$[[[u][w]][v]] - [N([u][v]), [w])] + [N([u], [[v][w]])] = \sum_i \alpha_i [q_{i,s_i}]_{s_i},$$

where each $\alpha_i \in k$, $q_i \in \mathcal{E}^*(Z)$, $s_i \in S$ and $[q_{i,s_i}]_{s_i} \leq_{df} [uvw]$. Since

$$[[[u][w]][v]] - [N([u][w]), [v])] = [[uvw]_{ow} = [[*v_{ow}]_{\mathcal{E}(u,w)},$$
and \([uvw] <_{dt} [uvw]\), Eq. (14) transforms into
\[
\begin{align*}
&[[[u][w]][v]] - [N([[u][v]], [w])] + [N([u], [[v][w]])] \\
&= \left( [N([[u][w]], [v])] + \left[ \alpha_{11}q_{111} \right] \right) - \left( [N([u][v]), [w]) + [N([u], [v][w]])] \right) \\
&= \sum \alpha_{11}q_{111}.
\end{align*}
\]

Notice that this condition is equivalent to that
\[
[N([[u][w]], [v])] - [N([u][v]), [w]) + [N([u], [v][w])])
\]
is reduced to zero by the rewriting system \(Π_{\text{lie}}\) defined in Eq. (14), and is equivalent to that \(\phi(x, y)\)
is of differential type.

Item (4) follows from Lemma 5.14 and \(\text{Irr}_{\text{Lie}}(S) = \text{NLSW}(\Delta(Z))\).

**Remark 4.8.** In Theorem 4.7, the invariant monomial order can taken to be \(\geq_{\text{dt}} [18]\), but can’t to be \(\geq_{\text{dt}} \Phi[25]\). For example, for \(\phi(u, v) = [[uv]] - [[u][v]] - [u][v]\) with \(u \geq_{\text{dt}} v\), we have \(\phi(u, v) = [u][v]\), as \([u][v] >_{\text{dt}} [1][uv]\).

**Definition 4.9.** The **operator degree** \(\deg_{\phi}(u)\) of a monomial \(u\) in \(\text{OLie}(X)\) is the total number that the operator \([\ ]\) appears in the monomial. The **operator degree** of a polynomial \(f\) in \(\text{OLie}(X)\) is the maximum of the operator degrees of the monomials appearing in \(f\).

Next we try to find all differential type OLPIs under a restriction on the number of operators. Since \(1\) is not in \(\text{OLie}(X)\), we need to remove the cases for associative algebras involving \(1\) in Theorem 3.3 and propose the following answer to the Problem 4.6 in the case of operator degree not exceeding two.

**Conjecture 4.10.** (Classification of differential type OLPIs) Let \(a, b, c, e \in k\). Every expressions \([N(x, y)] \in \text{OLie}(x, y)\) of differential type takes one (or more) of the forms below for \(x > y\)

(a) \(b[[x][y]] + [[x][y]] + e[[x][y]] + e[x][y]\) where \(b^2 = b + ce\),
(b) \(ce^2[y][x] + e[x][y] + e[\{y\}[x]] - ce([[y][x]]) + [[y][x]]\).

By Theorems 4.3 and 4.7 and the fact that \(1 \notin \text{OLie}(X)\), we have

**Corollary 4.11.** Let \([N(x, y)] \in \text{OLie}(x, y) \subseteq k \mathcal{E}(x, y)\) be from the list in Conjecture 4.10. Then all the statements in Theorem 4.7 hold.

4.2. **Rota-Baxter type OPIs and OLPIs.** Similar to the case of differential type, the classification of Rota-Baxter type OPIs was also studied.

**Definition 4.12.** [17] A **Rota-Baxter type OPI**, defining a Rota-Baxter type operator, is
\[
\phi(x, y) := [x][y] - [B(x, y)],
\]
where

(a) \([B(x, y)]\) is multi-linear in \(x\) and \(y\);
(b) \([B(x, y)]\) is a normal \(\phi\)-form, that is, \(B(x, y)\) does not contain any subword of the form \([u][v]\), for any \(u, v \in k\mathcal{M}(X)\);
(c) The term-rewriting system \(Π_{\phi}\) is terminating;
(d) For any set \(Z\) with \(u, v, w \in \mathcal{M}(Z)\), \(B(B(u, v), w) - B(u, B(v, w)) \rightarrow _{Π_{\phi}} 0\).

For Rota-Baxter type operators with low operator orders, we have
Theorem 4.13. \cite{[41]} (Classification of Rota-Baxter type operators) For any $c, \lambda \in \mathbf{k}$, $\phi := [x][y] - [B(x,y)]$, where $B(x,y)$ is taken from the list below, is of Rota-Baxter type.

(a) $x[y]$ (average operator),
(b) $[x]y$ (inverse average operator),
(c) $x[y] + y[x]$,  
(d) $[x]y + [y]x$,
(e) $x[y] + [x]y - [xy]$ (Nijenhuis operator),
(f) $x[y] + [x]y + \lambda xy$ (Rota-Baxter operator of weight $\lambda$),
(g) $x[y] - x[1]y + \lambda xy$,
(h) $[x]y - x[1]y + \lambda xy$,
(i) $x[y] + [x]y - x[1]y + \lambda xy$ (generalized Leroux TD operator with weight $\lambda$),
(j) $x[y] + [x]y - xy[1] - x[1]y + \lambda xy$,
(k) $x[y] + [x]y - x[1]y - [xy] + \lambda xy$,
(l) $x[y] + [x]y - x[1]y - [1]xy + \lambda xy$,
(m) $c[x][1]y + \lambda xy$ (generalized endomorphisms),
(n) $cyl[1]x + \lambda xy$ (generalized antimorphisms).

This list of Rota-Baxter type operators may not be complete. See \cite{[41]} for more details. Next we turn to Rota-Baxter type OLPIs.

Definition 4.14. A Rota-Baxter type OLPI is a

$$\phi(x,y) := [[x][y]] - [[B(x,y)]] \in \text{OLie}((x,y))$$

with $x > y$ such that

(a) $[B(x,y)]$ is multi-linear in $x$ and $y$;
(b) $[B(x,y)]$ is a normal $\phi$-form, that is, $[B(x,y)]$ does not contain the subword $[[[u]][[v]]]$ for any $u, v \in \text{ALSBW}_{\geq IM}(X)$ with $u >_{IM} v$;
(c) The term-rewriting system

$$\Pi_{S \phi}^{Lie} = \{[q]_{[[u]][[v]]} \rightarrow [R([q]_{\phi(u,v)}[[u]][[v]])] \mid q \in \Xi^\ast(Z), u, v \in \text{ALSBW}_{\geq IM}(Z), u >_{IM} v\}$$

is terminating;
(d) For any well-ordered set $Z$ with $u >_{IM} v >_{IM} w \in \text{ALSBW}_{\geq IM}(Z)$,

$$[B([B([u], [w])], [v])] - [B([B([u], [v])], [w])] + [B([u], [B([v], [w])])]] \rightarrow_{\Pi_{S \phi}^{Lie}} 0,$$

where

$$\Pi_{S \phi}^{Lie} = \{[q]_{[[u]][[v]]} \rightarrow R([q]_{\phi(u,v)}[[u]][[v]]) \mid q \in \Xi^\ast(Z), u, v \in \text{ALSBW}_{\geq IM}(Z), u >_{IM} v\}.$$

A linear operator on a Lie algebra that satisfies a Rota-Baxter type OLPI is called a Rota-Baxter type operator on a Lie algebra.

Remark 4.15. The condition (\ref{4.12}) in Definition \ref{4.12} is to ensure $([u][v]) [w] = [u]([v][w])$; while the above condition (\ref{4.12}) is for the consistence with the Jacobi identity

$$[[[u]][[v]][[w]]] = [[[u]][[v]][[w]]] + [[[u]][[w]][[v]]].$$

Problem 4.16. (Rota’s Program on Algebraic Operators for Lie algebras: the Rota-Baxter case) Find all OLPIs of Rota-Baxter type by finding all expressions $[B(x,y)] \in \text{OLie}((x,y))$ of Rota-Baxter type.

We give some criteria for Rota-Baxter type OLPIs.
**Theorem 4.17.** Let $Z$ be a well-ordered set. Let

$$\phi(x, y) = [[x][y]] - [[B(x, y)]] \in \text{OLie}(x, y) \subseteq k\mathfrak{S}(x, y),$$

with $x > y$ and $\phi(x, y)$ satisfies the conditions (1) and (2) in Definition 3.12. Let $\geq_{\text{IM}}$ be an invariant monomial order satisfying $\phi(u, v) = [u][v]$ for $u >_{\text{IM}} v \in \text{ALSBW}_{\geq_{\text{IM}}} (Z)$ (such as $\geq_{\text{DI}}$ in Example 3.8). The following statements are equivalent.

(a) $\phi(x, y) = [[x][y]] - [[B(x, y)]] \in \text{OLie}(x, y)$ is a Rota-Baxter type OPI.

(b) The term-rewriting system

$$\Pi_{\phi}^{\text{Lie}} = \left\{ [q|_w] \rightarrow R([q|_{\phi(u,v)}|_w] | q \in \mathfrak{S}^* (Z), u, v \in \text{ALSBW}_{\geq_{\text{IM}}} (Z), u >_{\text{IM}} v) \right\}
$$

is convergent.

(c) The set $S_{\phi} = \{ [[u]] [v]] - [[B(u)]] | u, v \in \text{ALSBW}_{\geq_{\text{IM}}} (Z), u >_{\text{IM}} v \}$ is a Gröbner-Shirshov basis in $\text{OLie}(Z)$ with respect to the order $\geq_{\text{IM}}$.

(d) The set

$$\text{Irr}_{\text{Lie}} (S) := \{ [w] | w \in \text{ALSBW}_{\geq_{\text{IM}}} (Z), w \neq q|_w \} \text{ for } q \in \mathfrak{S}^* (Z), u, v \in \text{ALSBW}_{\geq_{\text{IM}}} (Z), u >_{\text{IM}} v \}
$$

is a linear basis of the free $\phi$-Lie algebra $\text{OLie}(Z)/1_{\text{Lie}} (S)$.

(e) $S_{\phi} = \{ [[u]] [v]] - [[B(u)]] | u, v \in k \mathfrak{S}(Z) \}$ is a Gröbner-Shirshov basis in $k \mathfrak{S}(Z)$ with respect to the order $\geq_{\text{IM}}$.

(f) The term-rewriting system

$$\Pi_{\phi}^{\text{Es}} = \left\{ [q|_w] \rightarrow [q|_{B(u,v)}] | q \in \mathfrak{S}^* (Z), u, v \in k \mathfrak{S}(Z) \right\}
$$

is convergent.

(g) $\phi(x, y) = [[x][y]] - [B(x, y)] \in k \mathfrak{S}(x, y))$ is of Rota-Baxter type OPI.

**Proof.** Theorem 3.29 gives the equivalences

$$\text{Item (1)} \iff \text{Item (2)} \iff \text{Item (3)} \iff \text{Item (4)}.
$$

Also [11, Corollary 3.13] yields Item (1) $\iff$ Item (2). Further, Item (1) $\iff$ Item (3) follows from Lemma 3.14 and our assumption that $\phi(u, v) = [u][v]$ for $u >_{\text{IM}} v \in \text{ALSBW}_{\geq_{\text{IM}}} (Z)$.

We finally prove Item (2) $\iff$ Item (3). As the proof is similar to the proof of Theorem 4.7, we only expose one type of including composition:

$$\langle \phi(uv, w), \phi(u, vw) \rangle |_{uv,vw} = \langle \phi(u, v), \phi(u, w) \rangle |_{uw} - \langle \phi(u, v), \phi(u, w) \rangle |_{uw}$$

$$= \langle [[u]], [[v]], [[w]] | B([B([u], [v]), [w]]) + [B([u], [B([v], w)]\rangle)$$

$$= \langle [B([B([u], [w])], [v])], [w]] - \langle B([B([u], [v]), [w]), [w]) + [B([u], [B([v], [w])]), [w]]) + [\star [v]|_w]_{\phi(u,w)}
$$

for $u >_{\text{IM}} v >_{\text{IM}} w \in \text{ALSBW}_{\geq_{\text{IM}}} (Z)$ and $[u][v][w] >_{\text{IM}} [u][v][w]$.

\hfill $\Box$

**Remark 4.18.** Note that in the above Theorem 4.17 (1), the space $k \text{Irr}_{\text{Lie}} (S)$ can be view as the free $\phi$-Lie algebra with the operator $P := [\ ]$ and with the multiplication $\{-, -\}$ on $k \text{Irr}_{\text{Lie}} (S)$ defined on $\text{Irr}_{\text{Lie}} (S)$ as follows and extended by bilinearity:

For any $[u], [v] \in \text{Irr}_{\text{Lie}} (S) \subseteq \text{NLSW}(\Delta (Z)),

(a) if either $u \in \text{NLSW}(X)$ or $v \in \text{NLSW}(Z)$, then define $[[u][v]] := [[u][v]]$;

(b) if $u = [u']$ and $v = [v']$ are both in $\text{Irr}_{\text{Lie}} (S)$, then define $[[u][v]] := [[B(u'), [v']]])$;

(c) if $u = [[u_1] \cdots [u_m]], [v] = [[v_1] \cdots [v_n]]$ with $m > 1$ or $n > 1$, the recursively define

$$[[u][v]] := [[u_1] \cdots [u_{m-1}][u_m][v_1] \cdots [v_n]].$$
Corollary 4.19. Let \([B(x, y)] \in \text{OLie}((x, y)) \subseteq k \mathcal{Z}(x, y)\) be from the following list. For any \(\lambda \in k\), the expressions \([B(x, y)] \in \text{OLie}((x, y))\) in the list below are of Rota-Baxter type, for \(x > y\):

(a) \([xy]\) (average operator),
(b) \([[x]y]\) (inverse average operator),
(c) \([x][y] + [[y][x]]\),
(d) \([x][y] + [y][x]\),
(e) \([x][y] + [[x]y] - [[xy]]\) (Nijenhuis operator),
(f) \([[x][y]] + [x][y] + \lambda[xy]\) (Rota-Baxter operator of weight \(\lambda\)).

Then any (and hence all) the statements in Theorem 4.17 hold.

Proof. Note that the list in the corollary is obtained from the list in Theorem 4.13 by only taking the ones without 1. Thus the corollary follows from Theorems 4.13 and 4.17, and the fact that 1 is not in \(\text{OLie}(X)\). □

A natural question is to determine whether these are all the Rota-Baxter type OPLIs.

4.3. Modified Rota-Baxter OPLI. To give applications beyond the differential type and Rota-Baxter type OPLIs, we consider the modified Rota-Baxter OPLI of weight \(\lambda\), defined to be

\[
\phi(x, y) = [[x][y]] - [[x][y]] - [[xy]] - \lambda[xy] \in \text{OLie}((x, y)),
\]

with \(x > y\). When \(\lambda = -1\), the modified Rota-Baxter Lie algebra is a Lie algebra \(L\) equipped with a linear map \(P : L \rightarrow L\) satisfying

\[
[P(x)P(y)] = P([P(x)y]) + P([xP(y)]) - [xy] \quad \text{for} \ x, y \in L,
\]

called the modified Yang-Baxter equation [3, 21, 32].

Theorem 4.20. Let

\[
\phi(x, y) = [[x][y]] - [[x][y]] - [[xy]] - \lambda[xy] \in \text{OLie}((x, y))
\]

be an OPLI with \(x > y\). Let \(Z\) be a well-ordered set. Let \(\geq_{\text{IM}}\) be an invariant monomial order \(\geq_{\text{IM}}\) on \(\mathcal{Z}(Z)\) satisfying \(\phi(u, v) = [[u][v]]\) for \(u \geq_{\text{IM}} v \in \text{ALSBW}_{\geq_{\text{IM}}}(Z)\) (such as \(\geq_{\text{DI}}\) [25] in Example 2.7). The following equivalent statements hold.

(a) \(S_{\phi} = \{ [[uu][vv]], [[uu][vv]], [[uu][vv]], -\lambda[uv] \mid u, v \in \text{ALSBW}_{\geq_{\text{IM}}}(Z), u \geq_{\text{IM}} v \}\)

is a Gröbner-Shirshov basis in \(\text{OLie}(Z)\) with respect to the monomial order \(\geq_{\text{IM}}\).

(b) The term-rewriting system

\[
\Pi_{S_{\phi}}^{\text{Lie}} = \{ [q][uv] \rightarrow R([q][uv]) \mid q \in \mathcal{Z}^*(Z), u, v \in \text{ALSBW}_{\geq_{\text{IM}}}(Z), u \geq_{\text{IM}} v \}
\]

is convergent.

(c) \(S_{\phi} = \{ [[uv]][v] - [uv][v] - \lambda uv \mid u, v \in \mathcal{Z}(Z) \}\)

is a Gröbner-Shirshov basis in \(k \mathcal{Z}(Z)\) with respect to the monomial order \(\geq_{\text{IM}}\).

(d) The term-rewriting system

\[
\Pi_{S_{\phi}}^{\text{ass}} = \{ q[uv] \rightarrow q[[uv]v + [uv]v + \lambda uv] \mid q \in \mathcal{Z}^*(Z), u, v \in \mathcal{Z}(Z) \}
\]

is convergent.

Proof. The equivalence of the four statements follows from Theorem 3.29. By [12, Theorem 4.6], statement (3) and hence the other statements hold. □
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