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Abstract

The $\mathbb{C}P^N$ Kazama-Suzuki models with the non-linear chiral algebra $SW_{\infty}[\lambda]$ have been conjectured to be dual to the fully supersymmetric Prokushkin-Vasiliev theory of higher-spin gauge fields coupled to two massive $\mathcal{N} = 2$ multiplets on AdS$_3$. We perform a non-trivial check of this duality by computing three-point functions containing one higher-spin gauge field for arbitrary spin $s$ and deformation parameter $\lambda$ from the bulk theory, and from the boundary using a free ghost system based on the linear $sw_{\infty}[\lambda]$ algebra. We find an exact match between the two computations. In the 't Hooft limit, the three-point functions only depend on the wedge subalgebra shs[\lambda] and the results are equivalent for any theory with such a subalgebra. In the process we also find the emergence of $\mathcal{N} = 2$ superconformal symmetry near the AdS$_3$ boundary by computing holographic OPE’s, consistently with a recent analysis of asymptotic symmetries of higher-spin supergravity.
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1 Introduction

Since its inception, the AdS/CFT correspondence [1] has been one of the major research directions within the high energy theory community and has evolved into a versatile framework for performing computations within a wide range of strongly coupled systems arising across theoretical physics. However, a proof of the original AdS$_5 \times$ S$^5$ conjecture is still lacking, hampered by our current lack of understanding of strongly coupled gauge theory on the one hand and of string theory on RR backgrounds on the other. As an intermediate step it is thus desirable to look for simpler versions of the correspondence that exhibit some of its features but bypass many of the complexities of gauge and string theory.

Recently the higher-spin theories of Vasiliev on anti de Sitter space [2, 3] have received a lot of attention. These highly non-linear theories consist of a tower of interacting massless higher-spin fields and are somewhere between conventional field theories and string theory in terms of complexity. They are believed to be related to the tensionless limit of superstring theory (see [4] for some recent developments).

In [5] it was conjectured that Vasiliev’s minimal bosonic theory on AdS$_4$ with suitable boundary conditions on the bulk scalar field is dual to the free theory of $N$ massless scalars in its $O(N)$-singlet sector in the large $N$ limit. This was extended by Klebanov and Polyakov [6] to the critical $O(N)$
vector model. Recent calculations, such as three-point functions \[7\], have provided non-trivial evidence for this conjecture. See \[8\] for a recent review.

An even simpler duality was recently proposed by Gaberdiel and Gopakumar \[9\]. Motivated by the conjecture of Klebanov and Polyakov, together with the observation \[10\] \[11\] \[12\] that the asymptotic symmetries of the higher-spin generalization of gravity on AdS$_3$ lead to \(W\) algebras on the boundary, they proposed an exact duality between \(W\)_\(N\) minimal models realized as the WZW coset

\[
\hat{\mathfrak{su}}(N)_k \times \hat{\mathfrak{su}}(N)_{k+1}
\]

\[1.1\]

and the bosonic truncation of Vasiliev higher-spin theory on AdS$_3$ in the ’t Hooft limit

\[
0 \leq \lim_{N,k \to \infty} \frac{N}{N+k} \leq 1 \text{ fixed.} \tag{1.2}
\]

This duality is simple both due to the usual power of conformal symmetry in two dimensions, which is only enhanced because of the higher-spin symmetry, and because tensor fields with spin greater than one on AdS$_3$ do not have any bulk degrees of freedom.

Since the original proposal, a large number of tests have been carried out, regarding partition functions \[13\], higher-spin black hole backgrounds \[14\] \[15\] \[16\] \[17\], and correlation functions \[18\] \[19\] \[20\] \[21\]. These investigations have led to slight refinements of the original conjecture and a better understanding of the matching of states between the bulk and boundary theory \[22\] \[23\] \[24\] \[25\] \[26\]. Recent reviews of the conjecture and the above developments can be found in \[27\] \[28\].

There have also been extensions of the conjecture beyond the original class of minimal model CFTs \[29\] \[30\], and proposals with \(\mathcal{N} = 2\) \[31\] and more recently \(\mathcal{N} = 1\) supersymmetry \[32\]. The \(\mathcal{N} = 2\) proposal of \[31\], which we will review below, has already been subjected to several precise checks, such as the large-\(N\) matching of partition functions \[33\], detailed analysis of the symmetries \[34\] \[35\] \[36\], and more recently an analysis of the symmetries at the quantum level \[37\] which revealed an interesting duality structure of equivalent theories at different values of the parameters. For related work based on \(\mathfrak{sl}(N|N-1)\) supergravity, see \[38\] \[39\].

In order to put the proposal of \[31\] on even firmer ground, it is important to move beyond the symmetries and spectrum and compare correlation functions on both sides of the duality. This will be our goal in this paper. In particular, we compute three-point functions holographically, using the higher-spin theory on AdS$_3$, as well as directly from the boundary CFT with \(\mathcal{SW}_\infty[\lambda]\) symmetry. Our three-point functions will be of a restricted type, involving two bosonic matter fields and one bosonic higher-spin field. Despite the restriction to bosonic fields, the richer structure of the \(\mathcal{N} = 2\) theory allows us to compute several types of correlation functions not present in the non-supersymmetric theory. As an illustration of our results, let us display the following three-point function containing massive scalars and a bosonic higher-spin current not present in the non-supersymmetric theory:

\[
\langle O^R_{\Delta_1}(z_1, \bar{z}_1)\tilde{O}^R_{\Delta_1}(z_2, \bar{z}_2)W^{s-}(z_3) \rangle = (-1)^{s-1} \frac{\Gamma^2(s)}{\Gamma(2s-1)} \frac{\Gamma(s-2\lambda+1)}{\Gamma(2-2\lambda)} \frac{s-1+2\lambda}{2s-1} \left(\frac{z_{12}}{z_{13}z_{23}}\right)^s \\
\times \langle O^R_{\Delta_1}(z_1, \bar{z}_1)\tilde{O}^R_{\Delta_1}(z_2, \bar{z}_2)\rangle.
\]

For this class of correlation functions, we find precise matching between the bulk and boundary calculations, thus lending further support to the \(\mathcal{N} = 2\) version of the minimal-model/higher-spin correspondence.

The plan of this paper is as follows. In the following section we will review the proposal of \[31\], motivate a small modification of Vasiliev theory and calculate the scalar masses in this formalism. This will at the same time fix our notation and conventions. In section 3 we will establish the precise AdS/CFT dictionary for the higher-spin fields by, using the bulk theory, deriving operator
product expansions of conserved currents of the dual boundary CFT. As a side product, this gives a holographic proof of the emergence of $\mathcal{N} = 2$ SW$_\infty[\lambda]$ near the AdS$_3$ boundary and is by itself a consistency check of the duality. In section 3, which forms the main technical part of the paper, we will perform the holographic computation of three-point functions from the higher-spin AdS$_3$ theory. The corresponding CFT calculation is performed in section 5 where (as already mentioned) precise agreement is found. We conclude with a discussion of future directions and open problems.

Furthermore, we have included two appendices. In appendix A, we will give a lightning review of the full non-linear $\mathcal{N} = 2$ Prokushkin-Vasiliev theory and its linearization which is used in this paper. Finally, appendix B contains explicit formulas for the structure constants of $SB[\mu]$ and shs[\lambda] algebras, together with certain useful relations and properties used in the paper.

Note Added: During the completion of this article we became aware of the parallel work [40], which also considers three-point functions in the $\mathcal{N} = 2$ duality. That work computes three-point functions with fermionic primaries and higher-spin bosonic currents, which are not considered here, and achieves a better understanding of the relation between the bulk and CFT states. Although their bulk approach is similar to ours, our boundary approaches are very different. Furthermore, the holographic OPE’s of section 3 are not considered in [40]. Where there is overlap, we find agreement with the results of [40].

2 The $\mathcal{N} = 2$ Minimal model – Higher-spin duality

In [31], it was conjectured that the $\mathcal{N} = (2, 2)$ CP$^N$ Kazama-Suzuki model [41], which can be represented as an ordinary coset [42]

$$\frac{\widehat{su}(N+1)_k \times \widehat{so}(2N)_1}{\widehat{su}(N)_{k+1} \times \widehat{u}(1)_{N(N+1)(k+N+1)}}$$

(2.1)

is dual to the $\mathcal{N} = 2$ supersymmetric Prokushkin-Vasiliev theory [43, 44] on AdS$_3$ with the parameter identification $\lambda = \frac{N}{2(N+k)}$ in the ’t Hooft limit

$$0 \leq \lim_{N,k \to \infty} \lambda \leq \frac{1}{2} \text{ fixed.}$$

(2.2)

The notation $\widehat{g}_k$ stands for the untwisted affine Lie algebra associated to $\widehat{g}$, at level $k$.

Vasiliev theory contains two massive 3d $\mathcal{N} = 2$ hypermultiplets, $(\phi_\pm, \psi_\pm)$ and $(\tilde{\phi}_\pm, \tilde{\psi}_\pm)$, with two complex scalars and two fermions in each, with the masses

$$(M_\pm^B)^2 = 4(\lambda^2 - \lambda), \quad (M_B^B)^2 = 4\lambda^2 - 1, \quad (M_\pm^F)^2 = (2\lambda - \frac{1}{2})^2,$$

(2.3)

and equal masses for the other multiplet. The two multiplets have slightly different couplings to the massless higher-spin fields. The massless sector can be formulated as a shs[\lambda]$_{kCS} \times$ shs[\lambda]$_{-kCS}$ Chern-Simons theory [3] [13], where the super higher-spin algebra shs[\lambda] is an infinite-dimensional Lie algebra which can be thought of as an analytical continuation of $\mathfrak{sl}(\lambda - 1, \lambda)$ to non-integer $\lambda$ (see appendix B for more details).

The asymptotic symmetries of a $\mathfrak{g}$ Chern-Simons theory together with Brown-Henneaux-type boundary fall-off conditions [10, 15], translate into the classical Drinfeld-Sokolov reduction [46] of $\mathfrak{g}$.

---

1. Note that the parameter $\lambda$ used in [31] is related to ours by $\tilde{\lambda} = 2\lambda$.

2. The factor $\widehat{so}(2N)_1$ arises due to the adjoint fermions of the affine Lie superalgebra. This factor appears since the coset is written in terms of ordinary affine Lie algebras, instead of affine Lie superalgebras. The first factor is associated to $CP^N = \frac{\widehat{su}(N+2)_1}{\widehat{su}(N+1)_2}$.

3. In [44] this Lie superalgebra is called $hs(2, \nu) \oplus hs(2, \nu)$. 
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In the case of pure gravity, \( g = sl(2, \mathbb{R}) \), this leads to the Virasoro algebra, while for \( g = shs[\lambda] \) this leads to the non-linear \( SW_\infty[\lambda] \) algebra. On the other hand, in \cite{35} the chiral algebra of the coset \( \mathcal{W}_2 \) was shown to be related to quantum Drinfeld-Sokolov reduction of \( A(N, N - 1) = sl(N + 1, N) \) with the principal embedding of \( sl(2, \mathbb{R}) \), which is the \( N = 2 \) super \( W \)-algebra \( SW_N \). Recently it was shown that in the 't Hooft limit, the chiral algebra has the limit \( \lim_{N \to \infty} SW_N = SW_\infty[\lambda] \), which is crucial for the duality to hold and for the calculations in this paper.

The restriction of the range of the parameter \( 0 \leq \lambda \leq \frac{1}{2} \) leads to scalar masses with \(-1 \leq (M^\lambda)^2 \leq 0\). It is well known \cite{36} that for this mass range one can choose two different boundary conditions, with the “usual” quantization being the one with the largest value of the conformal dimension.

Recall the usual AdS/CFT dictionary between masses and conformal dimensions of dual CFT operators

\[
(M^\lambda)^2 = \Delta(\Delta - 2), \quad (M^F)^2 = (\Delta - 1)^2,
\]

for massive scalars and spin 1/2 fermions, respectively. The dual conformal weights are given by \cite{31}

\[
(\Delta^B, \Delta^F, \Delta^B) = (2 - 2\lambda, \frac{4}{3} - 2\lambda, 1 - 2\lambda), \quad (\tilde{\Delta}^B, \tilde{\Delta}^F, \tilde{\Delta}^B) = (2\lambda, \frac{1}{2} + 2\lambda, 1 + 2\lambda).
\]

The bosonic operators in the first multiplet correspond to the \( \phi_+ \) scalar with the usual quantization and the \( \phi_- \) scalar with the alternative quantization, while the quantizations are opposite in the second multiplet.

Let \( (\rho, s; \nu, m) \) label the states of the coset \( \mathcal{W}_2 \) up to field identifications due to outer automorphisms of the different factors in the coset. Here \( \rho \) and \( \nu \) are highest weights of \( \mathfrak{su}(N + 1) \) and \( \mathfrak{su}(N) \), respectively, while \( m \in \mathbb{Z}_{N(N + 1)(k + N + 1)} \). In the NS sector we have \( s = 0, 2 \). In \cite{31}, it was proposed that the following holomorphic coset primary fields with chiral conformal weights

\[
h(f, 0; 0, N) = \lambda, \quad h(0, 2; f, -N - 1) = \frac{1}{2} - \lambda, \quad h(f, 2; 0, N) = \lambda + \frac{1}{2}, \quad h(0, 0; f, -N - 1) = 1 - \lambda,
\]

where \( f \) is the fundamental representation, can be used to construct the dual fields \( \mathcal{O}_\Delta^R \) by gluing holomorphic and anti-holomorphic states as follows

\[
\mathcal{O}_\Delta^R_{\Delta+} = (0, 0; f, -N - 1) \otimes (0, 0; f, -N - 1), \quad \mathcal{O}_\Delta^R_{\Delta+} = (0, 2; f, -N - 1) \otimes (0, 0; f, -N - 1),
\]

\[
\mathcal{O}_\Delta^R_{\Delta-} = (0, 2; f, -N - 1) \otimes (0, 2; f, -N - 1), \quad \mathcal{O}_\Delta^R_{\Delta-} = (0, 0; f, -N - 1) \otimes (0, 2; f, -N - 1),
\]

and for the other multiplet

\[
\tilde{\mathcal{O}}_\Delta^R_{\Delta+} = (f, 0; 0, N) \otimes (f, 0; 0, N), \quad \tilde{\mathcal{O}}_\Delta^R_{\Delta+}(z, \bar{z}) = (f, 0; 0, N) \otimes (f, 2; 0, N),
\]

\[
\tilde{\mathcal{O}}_\Delta^R_{\Delta-} = (f, 2; 0, N) \otimes (f, 2; 0, N), \quad \tilde{\mathcal{O}}_\Delta^R_{\Delta-}(z, \bar{z}) = (f, 2; 0, N) \otimes (f, 0; 0, N).
\]

In the 't Hooft limit, the correlation functions we will be considering only depend on the higher-spin algebra \( shs[\lambda] \). Thus, in section \( 5.2 \) we will generate the corresponding highest-weight representations using a free-field CFT having \( shs[\lambda] \) as a subalgebra. Our highest-weight representations will then be constructed in terms of free fields such that they match the above coset primary fields.

### 2.1 Modified Vasiliev Theory

In this paper we will only consider the linearized Vasiliev theory, in which the matter fields propagate on a fixed higher-spin background on AdS\(_{3}\). This means that we will not take into account effects such as backreaction of matter fields on the higher-spin fields and non-linear interactions.
between the matter fields. See appendix A for a very brief review of how this linearized theory comes out of the full non-linear Vasiliev theory.

The linearized Vasiliev theory is formulated in terms of two spacetime one-forms which can be identified with Chern-Simons gauge fields and describe the tower of higher-spin fields $A(y;k|x)$ and $\tilde{A}(\tilde{y};k|x)$, and two 0-forms which are generating functions of the matter fields, $C(\tilde{y};k|x)$ and $\tilde{C}(\tilde{y};k|x)$. They take values in the associative algebra $Aq(2,\nu)$ generated by the $\mathfrak{sl}(2,\mathbb{R})$ spinor $\tilde{y}_\alpha$ and $k$ modulo the relations

$$[\tilde{y}_\alpha, \tilde{y}_\beta] = 2i\epsilon_{\alpha\beta}(1 + \nu k), \quad \{\tilde{y}_\alpha, k\} = 0, \quad k^2 = 1. \quad (2.9)$$

The product between the so-called deformed oscillators $\tilde{y}_\alpha$ will be denoted by $\star$, and accordingly $[\cdot, \cdot]_*$ and $\{\cdot, \cdot\}_*$ will denote the commutator and anti-commutator wrt. to the $\star$-product, respectively. In this algebra the fields have the following expansions

$$C(\tilde{y};k|x) = \sum_{B=0}^{\infty} \sum_{n=0}^{\infty} \frac{1}{n!} C_{\alpha_1...\alpha_n}^B(x) k^B \tilde{y}^{\alpha_1} \star \cdots \star \tilde{y}^{\alpha_n}, \quad (2.10)$$

and similarly for $\tilde{A}$ and $\tilde{C}$. The coefficients are symmetrized in the $\alpha$ indices and they have Grassmann parity equal to the number of indices mod 2. Thus commutators of elements in the algebra automatically turn into supercommutators of $\tilde{y}_\alpha$ and $k$ polynomials. In fact, as we will see in a moment, supercommutators of symmetrized elements of $Aq(2,\nu)$, with the above $\mathbb{Z}_2$-grading, form the infinite dimensional Lie superalgebra $h\mathfrak{s}(2,\nu) \approx \mathfrak{shs}[\lambda]$ [44], with the identification $\lambda = \frac{\nu+1}{2}$.

The generating element $k$ is responsible for doubling the number of fields and thereby the $\mathcal{N} = 2$ extension of the supersymmetry. The invariant subsets are projected out as

$$C = \Pi_+ C_+ + \Pi_- C_- \quad \text{and} \quad \tilde{C} = \Pi_+ \tilde{C}_+ + \Pi_- \tilde{C}_- , \quad \text{where} \quad \Pi_\pm = \frac{1 \pm k}{2}. \quad (2.11)$$

The lowest components $\phi_\pm \equiv C_0^\pm$ and $\psi_\pm \equiv C_1^\pm$ correspond to the two complex scalars and two fermions discussed in the previous section, respectively, while the fields with more than two spinor indices form a tower of auxiliary fields. There are four corresponding fields from $\tilde{C}^\pm$ and all together we have two sets of 3d $\mathcal{N} = 2$ hypermultiplets

$$\left(\phi_+, \psi_+, \psi_-, \phi_-\right), \quad \text{and} \quad \left(\tilde{\phi}_+, \tilde{\psi}_+, \tilde{\psi}_-, \tilde{\phi}_-\right). \quad (2.12)$$

The linearized Vasiliev equations for the matter fields are (see appendix A)

$$dC + A \star C - C \star \tilde{A} = 0, \quad d\tilde{C} + \tilde{A} \star \tilde{C} - \tilde{C} \star A = 0, \quad (2.13)$$

while the equations for the one-forms are just flatness conditions

$$dA + A \star A = 0, \quad d\tilde{A} + \tilde{A} \star \tilde{A} = 0. \quad (2.14)$$

Note that the flatness conditions only involve (anti-)commutators when written in component form, so if we turn off the matter fields the theory reduces to a $\mathfrak{shs}[\lambda]_{kCS} \times \mathfrak{shs}[\lambda]_{-kCS}$ Chern-Simons theory which is the $\mathcal{N} = 2$ higher-spin SUGRA recently studied in [35]. The full associative algebra $Aq(2,\nu)$ only enters through coupling to matter fields as seen from the equations (2.13).

It is obvious that this formalism quickly becomes very tedious. We have to multiply pairs of symmetrized elements of $Aq(2,\nu)$, then use the relations (2.9) to express the result as sums.
of symmetrized products of $\tilde{y}_a$ and $k$. Inspired by the calculation in \[19\], we would like to have closed-form expressions for the products. This is what we will consider now.

The Lie algebra structure $\text{shs}[\lambda]$ can be inherited from the associative product of an algebra we will call $SB[\mu]$, which can be constructed as the following quotient \[50\]

$$SB[\mu] = \frac{U(\mathfrak{osp}(1|2))}{C_2 - \mu 1} = \text{shs}[\lambda] \oplus \mathbb{C},$$

(2.15)

where $U(\mathfrak{osp}(1|2))$ is the universal enveloping algebra of $\mathfrak{osp}(1|2)$, $C_2$ is its second order Casimir element, $\mu = \lambda(\lambda - \frac{1}{2})$ and the factor $\mathbb{C}$ is spanned by the identity element of $SB[\mu]$ (see more details in appendix \[13\]).

The Lie algebra $\text{shs}[\lambda]$ contains the following infinite tower of generators,

$$L_m^{(s)+} \quad (s \in \mathbb{Z}_2, |m| \leq s - 1), \quad L_m^{(s)-} \quad (s \in \mathbb{Z}_2, |m| \leq s - 1),$$

$$G_r^{(s)+} \quad (s \in \mathbb{Z}_2, |r| \leq s - 3/2), \quad G_r^{(s)-} \quad (s \in \mathbb{Z}_2, |r| \leq s - 3/2),$$

(2.16)

where $m \in \mathbb{Z}$ while $r \in \mathbb{Z} + \frac{1}{2}$. In addition to these, $SB[\mu]$ contains the identity element which we will write as $L_m^{(1)+} = 1$. The generators $L_m = L_m^{(2)+}$ and $G_\alpha = G_\alpha^{(2)+}$ form an $\mathfrak{osp}(1|2)$ subalgebra, where $G_\alpha$ is the supercharge. Actually we also get a $\mathfrak{osp}(2|2)$ subalgebra if we add the other supercharge $G_r^{(2)-}$ and the generator of $U(1)$ R-symmetry $L_0^{(1)-}$. According to \[2.15\] we can express all the generators \[2.10\] in terms of the $\mathfrak{osp}(1|2)$ generators, but $G_\alpha$ is actually sufficient since all $L_m$ can be written as anti-commutators of $G_\alpha$.

It is shown in \[54\] that $SB[\mu]$ can be generated by $G_\alpha$ together with an element $K$ (which is essentially the commutator of $G_\alpha$) with the properties

$$[G_\alpha, G_\beta] = (cK + \frac{1}{4})e_{\alpha\beta}, \quad \{K, G_\alpha\} = 0, \quad K^2 = 1,$$

(2.17)

where $c = 2(\lambda - \frac{1}{3})$. Using the identifications $\nu = 2c = 4\lambda - 1$ and

$$G_\alpha = \left(\frac{-i}{4}\right)^{1/2} \tilde{y}_\alpha,$$

(2.18)

we clearly see that \[2.17\] and \[2.9\] are equivalent. Thus $Aq(2, \nu)$ is isomorphic to $SB[\mu]$. We can actually directly write down the all the generators \[2.10\] in terms of $\tilde{y}_a$ and $k$. By looking at the (anti-)commutators of the $\mathfrak{osp}(1|2)$ and $\mathfrak{osp}(2|2)$ together with appendix B of \[19\], it is clear that the $\text{shs}[\lambda]$ generators are related to the $Aq(2, \nu)$ generators by

$$L_m^{(s)+} \sim \left(\frac{-i}{4}\right)^{s-1} S_m^s \quad \text{and} \quad L_m^{(s)-} \sim \left(\frac{-i}{4}\right)^{s-1} S_m^s k,$$

(2.19)

for integer $s$ and

$$G_m^{(s+\frac{1}{2})+} \sim \left(\frac{-i}{4}\right)^{s-1} S_m^s \quad \text{and} \quad G_m^{(s+\frac{1}{2})-} \sim \left(\frac{-i}{4}\right)^{s-1} S_m^s k$$

(2.20)

for half-integer $s$. Here $S_m^s$ is a symmetric product of $2(s - 1)$ $\tilde{y}_a$’s with $N_\pm$ of $y_{\pm \frac{1}{2}}$ and $2m = N_+ - N_-$. We will however not need the explicit mapping between $SB[\mu]$ and $Aq(2, \nu)$ in this paper, only the fact that they are isomorphic.

In \[50\] the structure constants of the (linear) $\mathcal{W}$-algebra $sw_\infty[\lambda]$ and an associative extension thereof were explicitly constructed. It turns out that $SB[\mu]$ is a subalgebra of this. By some work we can extract the structure constants in the form which is convenient for us, see appendix B for notation and concrete formulas.

\footnote{See \[51\] for a discussion of the non-supersymmetric construction.}

\footnote{This was also recently discussed in the appendix of \[35\].}
We will hereby modify the traditional Vasiliev formalism by changing $Aq(2, \nu)$ into $SB[\mu]$. It is convenient to simplify the notation by allowing $s$ to be half-integer and identifying

$$L^{(s)}_m \equiv L^{(s)+}_m, \quad L^{(s+1/2)}_m \equiv L^{(s)-}_m, \quad G^{(s)}_r \equiv G^{(s)+}_r \quad \text{and} \quad G^{(s-1/2)}_r \equiv G^{(s)-}_r. \quad (2.21)$$

In this formalism the expansions (2.10) of the generating functions are given as

$$A = \sum_{s=1}^{\infty} \sum_{|m| \leq s-1} A^s_m \, L^{(s)}_m + \sum_{s=\frac{3}{2}}^{\infty} \sum_{|r| \leq s-\frac{1}{2}} A^r_s \, G^{(s)}_r,$$

$$C = \sum_{s=1}^{\infty} \sum_{|m| \leq s-1} C^s_m \, L^{(s)}_m + \sum_{s=\frac{3}{2}}^{\infty} \sum_{|r| \leq s-\frac{1}{2}} C^r_s \, G^{(s)}_r, \quad (2.22)$$

and similarly for $\tilde{C}$ and $\tilde{A}$. The notation $\sum$ stands for summation over half-integer steps. Note that we can easily distinguish the bosonic components $C^s_m$ from the fermionic (anticommuting) ones $C^r_s$, since $m$ is always an integer while $r$ is half of an odd integer. In this formalism the physical scalars $\phi_{\pm}$ and fermions $\psi_{\pm}$, are given by appropriate superpositions of the lowest components $C^1_0, C^\frac{3}{2}_0, \{C^\frac{3}{2} + \frac{1}{2}, C^\frac{3}{2} - \frac{1}{2}\}$ and $\{C^2 + \frac{1}{2}, C^2 - \frac{1}{2}\}$.

In appendix $A$ we mention the fact that, using the projection operator $\Pi_{\pm} = \frac{1+\gamma}{2}$, the bosonic subalgebra of $Aq(2, \nu)$ decomposes into $Aq^E(2, \nu) \oplus Aq^E(2, -\nu)$, which is isomorphic to $hs[\frac{1+\nu}{2}] \oplus hs[\frac{1+\nu}{2}]$. Since the same projector is also used to extract $\phi_{\pm}, \psi_{\pm}$, when computing the bosonic three-point function we only need the subalgebra given by $hs[\frac{1+\nu}{2}]$. Therefore, the three-point functions could be extracted from the results of [10] using the relation $\nu = 4\lambda - 1 = 1 - 2\lambda_{AKP}$, where $\lambda_{AKP}$ is the parameter appearing in [19]. However, in the fermionic case, we need to use more than just the bosonic subalgebra, and we only know the coefficients in the basis (2.10). In this basis the fermions and bosons do not come out as naturally, so with a view to extending our results to eventually include fermions we choose to perform the full bosonic calculation in this basis.

### 2.2 Scalars Propagating on AdS$_3$

In this section we will illustrate how the Vasiliev equations (2.13) give rise to the Klein-Gordon equation on AdS$_3$ for the scalars, with the correct masses as known in the literature [13, 33]. In the traditional formalism of Vasiliev based on the deformed oscillators $\tilde{y}_a$ and $k$, the same calculation would be much more tedious.

The connection corresponding to AdS$_3$ is given as

$$A = e^\phi L^{(2)} \ dz + L^{(2)} \ d\rho \quad \Rightarrow \quad ds^2 = d\rho^2 + e^{2\phi} \ dz \ dz,$$

$$\tilde{A} = e^\phi L^{(2)} \ dz - L^{(2)} \ d\rho \quad \Rightarrow \quad ds^2 = d\rho^2 + e^{2\phi} \ dz \ dz, \quad (2.23)$$

where we have mapped to the metric formulation by $g_{\mu\nu} = \frac{1}{2} \text{tr}(e_\mu e_\nu), \quad e = \frac{1}{2} (A - \tilde{A})$ [10, 35]. The trace is defined and normalized as follows

$$\text{tr}(A \ast B) = \left. \frac{A \ast B}{(2\lambda^2 - \lambda)} \right|_{\mathcal{J}=0}, \quad \forall \mathcal{J} \neq 1. \quad (2.24)$$

Turning on other modes, such that (2.14) and appropriate boundary conditions are satisfied, corresponds to higher-spin deformations of AdS$_3$. We will for now only consider the scalar fields propagating on AdS$_3$, so we will set the fermionic coefficients $C^s_r = 0$. Plugging (2.22) into Vasiliev
ties of the structure constants given in appendix B, we find the following set of coupled equations

\[ \sum_{s=1}^{\infty} \sum_{|m| \leq s-1} \left( dC^s_m L_1^{(s)} + e^\varphi C^s_n L_2^{(s)} * L_2^{(s)} \right) \ d\varphi - e^\varphi C^s_n L_2^{(s)} * L_2^{(s)} \ d\varphi \]

\[ + C^s_n \left\{ L_1^{(s)} * L_2^{(s)} + L_2^{(s)} * L_1^{(s)} \right\} \ d\varphi = 0. \tag{2.25} \]

The coefficients of linearly independent terms should be set to zero individually. Using the properties of the structure constants given in appendix B, we find the following set of coupled equations

\[ \partial_\rho C^s_m + 2 \left[ C^s_{m-1} + C^{s+1}_m g_3^{s+1,2}(m,0) + C^s_m g_3^{s-\frac{1}{2},2}(m,0) + C^s_m g_3^{s+\frac{1}{2},2}(m,0) \right] = 0, \]

\[ \partial C^s_m + e^\varphi \left[ C^s_{m-1} + g_2^{2,s}(1, m-1)C^s_{m-1} + g_3^{2,s+1}(1, m-1)C^s_{m-1} \right. \]

\[ + g_3^{2,s-\frac{1}{2}}(1, m-1)C^s_{m-1} + g_3^{2,s+\frac{1}{2}}(1, m-1)C^s_{m-1} \right] = 0, \tag{2.26} \]

\[ \tilde{\partial} C^s_m - e^\varphi \left[ C^s_{m+1} + g_2^{s,2}(m+1, 1)C^s_{m+1} + g_3^{s+1,2}(m+1, 1)C^s_{m+1} \right. \]

\[ + g_3^{s-\frac{1}{2},2}(m+1, 1)C^s_{m+1} + g_3^{s+\frac{1}{2},2}(m+1, 1)C^s_{m+1} \right] = 0. \]

Note that we obviously define \( C^s_m = 0 \) for modes outside of the wedge \( |m| > s-1 \). These equations can be solved recursively in order to express the auxiliary fields in terms of \( C^1_0 \) and \( C^3_0 \), and thereby find the equations of motion of these scalars. Analyzing the structure of these equations, it turns out that the minimal number of equations needed are

\[ L_0^{(1)} : \quad \partial_\rho C^1_0 + \lambda(2\lambda - 1)C^1_0 = 0, \]

\[ L_0^{(2)} : \quad \partial_\rho C^2_0 + \frac{1}{9}(2\lambda^2 - \lambda - 1)C^2_0 + \frac{1}{6}(4\lambda - 1)C^3_0 = 0, \]

\[ L_0^{(3)} : \quad \partial_\rho C^3_0 + 2C^1_0 + \frac{2}{3}(1 - 4\lambda)C^2_0 + \frac{4}{9}(2\lambda^2 - \lambda - 1)C^3_0 = 0, \]

\[ L_0^{(4)} : \quad \partial_\rho C^3_0 + 2C^1_0 + \frac{2}{15}(4\lambda - 1)C^3_0 + \frac{4}{25}(2\lambda^2 - \lambda - 3)C^5_0 = 0, \]

\[ L_1^{(1)} : \quad \tilde{\partial} C^1_0 - e^\varphi(1 - 2\lambda)\lambda C^1_0 = 0, \]

\[ L_1^{(2)} : \quad \tilde{\partial} C^3_0 - e^\varphi \left[ \frac{1}{6}(1 - 4\lambda)C^2_0 - \frac{1}{9}(1 + \lambda - 2\lambda^2)C^3_0 \right] = 0, \]

\[ L_1^{(3)} : \quad \partial C^2_0 + e^\varphi \left[ C^1_0 + \frac{1}{2}C^2_0 + \frac{1}{9}(1 + \lambda - 2\lambda^2)C^3_0 + \frac{1}{3}(1 - 4\lambda)C^4_0 \right] = 0, \]

\[ L_1^{(4)} : \quad \partial C^3_0 + e^\varphi \left[ C^3_0 + \frac{1}{2}C^4_0 + \frac{1}{25}(3 + \lambda - 2\lambda^2)C^5_0 + \frac{1}{30}(1 - 4\lambda)C^3_0 \right] = 0. \]

Solving these recursively we can eliminate all the auxiliary fields and reduce to two coupled equations

\[ \Box C^1_0 + 6\lambda (1 - 2\lambda)C^1_0 + 2\lambda (1 - 6\lambda + 8\lambda^2)C^{3/2}_0 = 0, \]

\[ \Box C^{3/2}_0 - \frac{1 - 4\lambda}{6\lambda(1 - 2\lambda)} \Box C^1_0 + \frac{2}{3}(1 + \lambda - 2\lambda^2)C^{3/2}_0 = 0, \tag{2.27} \]

with the Laplacian of AdS3 in the coordinates \( \frac{2z}{z^2} \) given by

\[ \Box = \partial_\rho^2 + 2\partial_\rho + 4 e^{-2\varphi} \partial_\bar{\varphi}. \tag{2.28} \]
In order to bring these equations in standard form, we can remove the $\Box C^1_0$ term of the second equation by subtracting these two equations with an appropriate weight. This leads to the coupled Klein-Gordon equations

$$\Box C + \begin{bmatrix} 6\lambda(1 - 2\lambda) & 2\lambda(1 - 6\lambda + 8\lambda^2) \\ 1 - 4\lambda & 1 - 2\lambda + 4\lambda^2 \end{bmatrix} C = 0, \quad C = \begin{pmatrix} C^1_0 \\ C^2_0 \end{pmatrix}.$$  (2.29)

The fields $C^1_0$ and $C^2_0$ are clearly not “mass-eigenstates”, but their superpositions must be. Diagonalizing the mass matrix we find

$$\left[ \Box - 4(\lambda^2 - \lambda) \right] \phi_+ = 0, \quad \left[ \Box - (4\lambda^2 - 1) \right] \phi_- = 0.$$  (2.30)

Thus the masses of the two scalars are given by

$$(M^B_+)^2 = 4(\lambda^2 - \lambda) \quad \text{and} \quad (M^B_-)^2 = 4\lambda^2 - 1,$$  (2.31)

and from the eigenvectors of the mass matrix we read off the correct superpositions

$$C^1_0 = (2\lambda - 1) \phi_+ + 2\lambda \phi_- \quad \text{and} \quad C^2_0 = \phi_+ + \phi_-.$$  (2.32)

By rescaling $\lambda = \frac{1}{2} \tilde{\lambda}$, the masses $(M^B_+)^2 = \tilde{\lambda}^2 - 1$ and $(M^B_-)^2 = \tilde{\lambda}^2 - 2\tilde{\lambda}$, exactly match the results known from the traditional Vasiliev theory \[31, 43\]. This confirms that our formulation works as expected without the very tedious manipulations involved in the deformed oscillator approach. The advantages of having explicit formulas for the structure constants of $\mathfrak{SB}[\mu]$ cannot be understated: without them our approach, originally laid out in \[19\], would be very hard to use for extracting three-point functions for arbitrary spin $s$.

With higher-spin deformations of $\text{AdS}_3$, one can show that the Klein-Gordon equations get higher derivative corrections, as also observed in \[19\]. We will however not need any of these in this paper.

### 3 Holographic OPE’s and the AdS/CFT dictionary

Recall that the Brown-Henneaux type asymptotic fall-off conditions \[10, 45\] translate into classical Drinfeld-Sokolov reduction of the gauge algebra shs[$\lambda$]$_k \times$ shs[$\lambda$]$_{-k}$ with respect to the $\mathfrak{sl}(2, \mathbb{R})$ embeddings, which correspond to a set of first class constraints. In the so-called lowest-weight gauge \[10, 45, 35\], the super-connections of constant $\rho$ slices take the form

$$a(z) = \left( L^{(2)}_1 + \frac{2\pi}{k} \sum_{s \geq \frac{3}{2}} \left[ \frac{1}{N^B_s} \bar{L}_s L^{(s)}_{-\lfloor s \rfloor + 1} + \frac{1}{N^F_s} \bar{\psi}_s G^{(s)}_{-\lfloor s \rfloor + \frac{3}{2}} \right] \right) dz,$$

$$\bar{a}(\bar{z}) = \left( L^{(2)}_{-1} + \frac{2\pi}{k} \sum_{s \geq \frac{3}{2}} \left[ \frac{1}{N^B_s} \bar{L}_s L^{(s)}_{\lfloor s \rfloor - 1} + \frac{1}{N^F_s} \bar{\psi}_s G^{(s)}_{\lfloor s \rfloor - \frac{3}{2}} \right] \right) d\bar{z},$$  (3.1)

where only terms of lowest mode are allowed. $\lfloor s \rfloor$ and $\lceil s \rceil$ are the floor and ceiling operators. Here $k = \frac{4\pi}{\theta}$ is the Chern-Simons level and the factor $2\pi/k$ is extracted such that the above solution reduces to the BTZ black hole when turning off higher-spin contributions. We choose the normalizations as

$$N^B_s = -\text{tr} \left( L^{(s)}_{\lfloor s \rfloor + 1} L^{(s)}_{\lfloor s \rfloor - 1} \right), \quad N^F_s = \text{tr} \left( G^{(s)}_{\lfloor s \rfloor - \frac{3}{2}} G^{(s)}_{-\lfloor s \rfloor + \frac{3}{2}} \right).$$  (3.2)

---

\(^{6}\)Not to be confused with the $Aq(2, \nu)$ generator $k$ in \[27\].
The functions $\mathcal{L}_s$ and $\psi_s$ must be holomorphic while $\bar{\mathcal{L}}_s$ and $\bar{\psi}_s$ must be anti-holomorphic in order to solve the equations of motion (2.14). In order to calculate correlation functions [52, 53] containing a holomorphic field of spin $s$, we need to add a corresponding boundary source term to the boundary CFT action

$$S_0 \rightarrow S_0 - \int d^2z \, \mu_s(z) \, W^s(z).$$

(3.3)

Note that the spin $s$ field $W^s$ is irrelevant in the renormalization group sense and will therefore change the UV-structure of the dual CFT, which from the bulk perspective corresponds to that the geometry will no longer asymptote to the same AdS$_3$ geometry.

From the standard prescription of AdS/CFT, the source terms correspond to boundary values of the dual bulk-fields, therefore we need to generalize the boundary conditions. Inspired by the spin-3 case [14], we propose the following generalization of the super-connection

$$a = \left( L^{(2)}_1 + \frac{2\pi}{k} \sum_{s \geq \frac{1}{2}} \frac{1}{N^s} \mathcal{L}_s \, L^{(s)}_{-|s|+\frac{1}{2}} + \frac{1}{N^s} \psi_s \, G^{(s)}_{-|s|+\frac{3}{2}} \right) dz$$

$$+ \left( \sum_{s \geq \frac{1}{2}} \sum_{|m| \leq |s|-1} \mu^s_m \, L^{(s)}_m + \sum_{s \geq \frac{1}{2}} \sum_{|r| \leq |s|-\frac{3}{2}} \nu^s_r \, G^{(s)}_r \right) d\bar{z},$$

(3.4)

where the functions $\mu^s_m = \mu^s_m(z, \bar{z})$ and $\nu^s_r = \nu^s_r(z, \bar{z})$ are non-chiral functions. Following the ideas developed in [14], we will show that evaluating the bulk equations of motion to this ansatz, will yield the Ward identities of the dual CFT in the presence of higher-spin sources. We can in particular show the emergence of $\mathcal{N} = 2 SW_{\infty}[\lambda]$ symmetry near the AdS$_3$ boundary, by deriving the OPE’s of the conserved currents in the dual CFT using the bulk theory. This can be thought of as an alternative (and holographic) approach to probing the asymptotic symmetries, which was done in [35] using different means.

The full gauge field is given by

$$A = b^{-1}ab + b^{-1}db, \quad \bar{A} = b\bar{b}^{-1} + \bar{b}b^{-1}, \quad \text{where} \quad b = e^{\rho \Lambda^{(2)}_0}.$$ 

(3.5)

Using the Baker-Campbell-Hausdorff formula

$$e^X Y e^{-X} = e^{adX} Y = Y + [X,Y] + \frac{1}{2!}[X,[X,Y]] + \frac{1}{3!}[X,[X,[X,Y]]] + \cdots,$$

and the fact that $\Lambda^{(2)}_0$ is ad-diagonalized in the basis (2.16)

$$[\Lambda^{(2)}_0, L^{(s)}_m] = -m \, L^{(s)}_m, \quad [\Lambda^{(2)}_0, G^{(s)}_r] = -r \, G^{(s)}_r,$$

we find the following $\rho$ dependence for each generator in (3.6)

$$e^{-\rho \Lambda^{(2)}_m} \, L^{(s)}_m \, e^{\rho \Lambda^{(2)}_0} = L^{(s)}_m \, e^{\rho \rho \rho}, \quad e^{-\rho \Lambda^{(2)}_m} \, G^{(s)}_r \, e^{\rho \Lambda^{(2)}_0} = G^{(s)}_r \, e^{\rho \rho}.$$ 

(3.6)

This implies that terms with highest possible modes, $\mu^s_{|s|-1}$ and $\nu^s_{|s|-\frac{3}{2}}$, are the most dominant near the boundary and can thus be regarded as source terms. Note that this is nothing but a Fefferman-Graham expansion of $A$, which happens to be finite. Thus in order to establish the AdS/CFT dictionary, we need to investigate if these terms can be identified with the sources in the boundary action (3.3). It turns out they actually can be identified with the boundary sources (3.3), up to a factor of $2\pi$.

---

7In most of the paper we will concentrate on the holomorphic sector, the discussion of the other sector is analogous.
3.1 Flatness Conditions

Using the ansatz (3.4) and the equations of motion, we can collect all the terms into coefficients of the Lie algebra generators

$$\partial a_z - \partial a_z + [a_z, a_z] = \sum_{s \geq \frac{3}{2}} \left[ \sum_{|m| \leq |s| - 1} c^B_{s,m} L^s_m + \sum_{|r| \leq |s| - \frac{3}{2}} c^F_{s,r} G^s_r \right] = 0, \quad (3.7)$$

giving rise to the following two set of equations

$$c^B_{s,m} = 0 \quad \text{and} \quad c^F_{s,r} = 0. \quad (3.8)$$

The coefficients for the bosonic generators are found to be

$$c^B_{s,m} = \partial \mu^s_m - \frac{2\pi}{k} \frac{1}{N^B} \partial \chi^s L^s \delta_{m,|s|+1} + \left( |s| - m \right) \mu^s_{m-1} \left( 1 - \delta_{m,|s|+1} \right)$$

$$+ \frac{2\pi}{k} \sum_{t \geq \frac{3}{2}} \left\{ \frac{1}{N^B} \sum_{s \geq \frac{3}{2}} \chi_{[-s]-[t]+\frac{3}{2},[s]-[t]} (m) \mu^s_{m+t-1} \delta_{s+t-u,s} \right\}$$

$$+ \frac{1}{N^F} \psi_{t} \sum_{s \geq \frac{3}{2}} \chi_{[-s]-[t]+\frac{3}{2},[s]-[t]} (m) \nu^s_{m+t-\frac{3}{2}} \delta_{s+t-u,s}$$

$$+ \frac{1}{N^F} \psi_{t} \sum_{s \geq \frac{3}{2}} \chi_{[-s]-[t]+\frac{3}{2},[s]-[t]+\frac{3}{2}} (m) \nu^s_{m+t} \delta_{s+t-u,s}$$

and for the fermionic generators we have

$$c^F_{s,r} = \partial \nu^s_r - \frac{2\pi}{k} \frac{1}{N^F} \partial \chi^s L^s \delta_{r,|s|+1} + \left( |s| - \frac{3}{2} - r \right) \nu^s_{r-1} \left( 1 - \delta_{r,|s|+1} \right)$$

$$+ \frac{2\pi}{k} \sum_{t \geq \frac{3}{2}} \left\{ \frac{1}{N^F} \sum_{s \geq \frac{3}{2}} \chi_{[-s]-[t]+\frac{3}{2},[s]-[t]-\frac{3}{2}} (r) \nu^s_{r+t-1} \delta_{s+t-u,s} \right\}$$

$$+ \frac{1}{N^F} \psi_{t} \sum_{s \geq \frac{3}{2}} \chi_{[-s]-[t]+\frac{3}{2},[s]-[t]+\frac{3}{2}} (r) \nu^s_{r+t} \delta_{s+t-u,s}$$

Here we have used the relations given in equation (B.5) and the step function defined as

$$\chi_A(m) = \begin{cases} 1, & m \in A, \\ 0, & m \notin A. \end{cases} \quad (3.11)$$

Note that the “hat” means we are using the structure constants of shs[λ], see appendix B3 for more details. Looking at the form of the equations given by $c^B_{s,m}$ and $c^F_{s,r}$ one can see that by starting from the highest modes, $m = |s| - 1$ and $r = |s| - \frac{3}{2}$, we can recursively solve $\mu^s_m$ and $\nu^s_r$ in terms of
the highest modes \( \mu_{[s] - 1}^s \) and \( \nu_{[s] - \frac{3}{2}}^s \), respectively. Finally at the lowest modes, \( m = -[s] + 1 \) and \( r = -[s] + \frac{3}{2} \), the equations of motion are reduced to relations containing only \( L_s, \psi_s, \mu_{[s] - 1}^s \) and \( \nu_{[s] - \frac{3}{2}}^s \). These equations are the holographic Ward identities in the presence of sources [14, 54, 55], and from these we can identify the correct normalization for the sources by holographically deriving the corresponding OPE’s of the dual CFT.

Before we proceed, we will present a general result which will be very useful for us later.

### 3.2 General Formula for Ward Identities from CFT

One can derive a very useful and general formula for Ward identities in the presence of source terms. Consider two chiral quasi-primary fields \( W(z) \) and \( X(z) \) of conformal weights \( h_W \) and \( h_X \), respectively, and the following general OPE

\[
W(z)X(w) \sim \sum_{i=1}^{\infty} \frac{\sigma_i}{(z-w)^i} Z_i(w) = \sum_{i=1}^{\infty} \frac{\sigma_i}{(i-1)!} \partial_w^{i-1} \left( \frac{1}{z-w} \right) Z_i(w),
\]

where \( Z_i(w) \) is are chiral quasi-primary fields of weight \( h_i = h_W + h_X - i \) and we have used the compact notation \( \sigma_i Z_i = \sum_j (\sigma_i)_j Z_j \) in case there are several fields with the same conformal weight. We are interested in expectation values of \( W(z) \), but with insertions of \( X(z) \) source terms

\[
\langle W \rangle_\mu = \langle W e^{-\int \mu X} \rangle,
\]

where \( \mu(w, \bar{w}) \) is a non-chiral source. Due to the insertion of \( \mu(w, \bar{w}) \), the vacuum expectation value \( \langle W \rangle_\mu \) will gain \( \bar{z} \) dependence. We can directly derive the following result

\[
\partial \langle W(z) \rangle_\mu = -\partial \langle \int d^2w \mu(w, \bar{w}) W(z)X(w) \rangle_\mu = 2\pi \left( \sigma_2 \partial Z_2 \mu + Z_2 \partial \mu \right) - \sigma_1 Z_1 \mu + \sum_{i=0}^{\infty} \frac{(-1)^i}{(i-1)!} \sum_{q=0}^{i-1} \binom{i-1}{q} \partial^{i-1-q} Z_i \partial^q \mu,
\]

where we have used partial integration, the identity \( \partial \left( \frac{1}{z-w} \right) = 2\pi \delta^{(2)}(z-w) \) and finally

\[
\partial^n (Z \mu) = \sum_{q=0}^{n} \binom{n}{q} \partial^{n-q} Z \partial^q \mu.
\]

For illustrative reasons, let us take two simple examples. Let \( W = T \) be the energy-momentum tensor and \( X \) a primary field, we then have the following data from their OPE \( \sigma_1 = 1, \sigma_2 = h_X, Z_1 = \partial X, Z_2 = X \) and all other coefficients are zero. This leads to the identity

\[
\frac{1}{2\pi} \partial \langle T(z) \rangle_{\mu X} = \langle h_X \partial \mu X + (h_X - 1) \partial X \mu X \rangle_{\mu X}.
\]

As a second example let us choose both fields to be the energy-momentum tensor \( W = X = T \). For this case we have the following OPE coefficients \( \sigma_1 = 1, \sigma_2 = 2, \sigma_4 = \frac{5}{2}, Z_1 = \partial T, Z_2 = T \) and \( Z_4 = 1 \). This leads to the following identity

\[
\frac{1}{2\pi} \partial \langle T(z) \rangle_{\mu T} = \langle 2T \partial \mu T + \partial T \mu T + \frac{c}{12} \partial^3 \mu T \rangle_{\mu T}.
\]

As expected, this is just like the above result up to the central charge term. In the following we shall mainly use our result (3.14) the other way around, we will from the bulk derive the Ward identities then use (3.14) to find the OPE coefficients.
3.3 Holographic Operator Product Expansions and Superconformal Symmetries

The holomorphic conserved currents on the boundary can be organized into $\mathcal{N} = 2$ multiplets

$$
(W^{s-}, G^{(s+\frac{1}{2})-}, G^{(s+\frac{1}{2})+}, W^{(s+1)+})
$$

where $W^{s\pm}$ are bosonic fields of spin $s$ and and $G^{(s+\frac{1}{2})\pm}$ are fermionic fields of spin $s + \frac{1}{2}$. The modes of these fields should form the $\mathcal{N} = 2$ $\mathcal{SW}_{\infty}[\lambda]$ algebra, which generates the spectrum of the dual CFT. To begin with we will focus on the lowest multiplet $s = 1$, which corresponds to the $\mathcal{N} = 2$ superconformal Virasoro algebra. We use the notation $j \equiv W^{1-}$ and $T \equiv W^{2+}$ as is standard in the literature.

As discussed above, the terms with highest mode $\mu^s_{[s]-1}$ and $\nu^s_{[s]-\frac{1}{2}}$ are the most dominant near the boundary and can thus be identified with sources of the dual fields up to normalization. So in order to find the Ward identities of this multiplet we only need to turn on boundary terms corresponding to these fields $(\mu^1_0, \nu^2_{\pm\frac{1}{2}}, \nu^2_{\pm\frac{1}{2}}, \mu^2_{\pm\frac{1}{2}})$, thus all other source terms are turned off. For reasons which will become more clear momentarily, we will rename $\mathcal{L}_2 \rightarrow \tilde{\mathcal{L}}_2$. We can now recursively solve the equations (3.18) in order to express all near-boundary terms in terms of the highest modes. The final equations for the lowest modes $c^B_{\frac{3}{2}, 0} = 0$, $c^B_{2, -1} = 0$, $c^F_{s, -\frac{3}{2}} = 0$ (where $s = \frac{3}{2}, 2$) can be expressed in the following compact form

$$
\begin{align*}
\mathcal{L}_2 &= -6 \psi_2 \nu^2_{\frac{3}{2}} - \psi_2 \nu^2_{\frac{1}{2}} + \frac{k}{2\pi^2} 2 \partial \mu^s_{\frac{3}{2}} , \\
\tilde{\mathcal{L}}_2 &= 2 \tilde{\mathcal{L}}_2 \partial \mu^2_1 + \partial \tilde{\mathcal{L}}_2 \mu^2_1 + \frac{k}{2\pi^2} \partial^3 \mu^2_1 + \sum_{s=\frac{3}{2}}^2 \left( \frac{3}{2} \psi_s \partial \nu^s_{\frac{3}{2}} + \frac{1}{2} \partial \psi_s \nu^s_{\frac{3}{2}} + \frac{2\pi}{k} \tilde{\mathcal{L}}_2 \psi_s \nu^s_{\frac{3}{2}} \right), \\
\tilde{\psi}_s &= \left( \frac{3}{2} \psi_s \partial \mu^2_1 + \partial \psi_s \mu^2_1 - \frac{2\pi}{k} \tilde{\mathcal{L}}_2 \psi_s \mu^2_1 \right) + \left( \psi_s \mu^2_0 \right) + (-1)^{2s} \left( \partial \tilde{\mathcal{L}}_2 \nu^s_{\frac{3}{2}} + 2 \tilde{\mathcal{L}}_2 \partial \nu^s_{\frac{3}{2}} \right) \\
&\quad + (-1)^{2s} \left( \frac{k}{2\pi^2} 2 \partial^2 \nu^s_{\frac{3}{2}} + 2 \tilde{\mathcal{L}}_2 \nu^s_{\frac{3}{2}} + \frac{2\pi}{k} \tilde{\mathcal{L}}_2 \left[ \left( \tilde{\mathcal{L}}_2 \right)^2 \nu^s_{\frac{3}{2}} \right] \right),
\end{align*}
\tag{3.19}
$$

where $\tilde{s} = \frac{3}{2}$ if $s = 2$ and $\tilde{s} = 2$ if $s = \frac{3}{2}$. These equations are the holographic Ward identities. If we make the following identifications with the currents

$$
2\pi \tilde{\mathcal{L}}_2 \rightarrow \tilde{T}, \quad 2\pi \mathcal{L}_2 \rightarrow j, \quad 2\pi \psi_2 \rightarrow G^{\frac{3}{2} -}, \quad 2\pi \psi_2 \rightarrow G^{\frac{3}{2} +}, \quad 2\pi \nu^2_{\frac{3}{2}} \rightarrow \nu_{G^{\frac{3}{2} -}}, \quad 2\pi \nu^2_{\frac{3}{2}} \rightarrow \nu_{G^{\frac{3}{2} +}}
$$

and of boundary sources

$$
\mu^2_{-1} \rightarrow 2\pi \mu_{\tilde{T}}, \quad \nu^2_{-\frac{3}{2}} \rightarrow 2\pi \nu_{\tilde{j}}, \quad \nu^2_{-\frac{3}{2}} \rightarrow 2\pi \nu_{G^{\frac{3}{2} +}}, \quad \nu^2_{-\frac{3}{2}} \rightarrow 2\pi \nu_{G^{\frac{3}{2} -}}, \quad 2\pi \nu^2_{\frac{3}{2}} \rightarrow 2\pi \nu_{G^{\frac{3}{2} +}}, \quad 2\pi \nu^2_{\frac{3}{2}} \rightarrow 2\pi \nu_{G^{\frac{3}{2} -}},
$$

we can use equation (3.18) to derive the following OPE coefficients of the dual currents. However it turns out that these OPE’s are not the usual ones of $\mathcal{N} = 2$ superconformal algebra. This can be fixed by the following Sugawara redefinition

$$
T(z) = \tilde{T}(z) + \frac{1}{4k} [jj](z).
$$

Setting the Chern-Simons level to $k = \frac{5}{6}$, and we find the OPE’s of the $\mathcal{N} = 2$ superconformal
algebra.

\[ j(z)j(w) \sim \frac{c/3}{(z-w)^2}, \quad j(z)G^{\pm}_3(w) \sim \frac{1}{z-w} G^{\pm}_3(w), \]
\[ T(z)T(w) \sim \frac{c/2}{(z-w)^4} + \frac{2}{(z-w)^2} T(w) + \frac{1}{z-w} \partial T(w), \]
\[ T(z)G^{\pm}_3(w) \sim \frac{3/2}{(z-w)^2} G^{\pm}_3(w) + \frac{1}{z-w} \partial G^{\pm}_3(w), \]
\[ G^{3\pm}_3(z)G^{3\pm}_3(w) \sim \frac{\pm 2c/3}{(z-w)^3} + \frac{\pm 2}{z-w} T(w), \]
\[ G^{3\pm}_3(z)G^{3\mp}_3(w) \sim \frac{\pm 2}{(z-w)^2} j(w) + \frac{1}{z-w} \partial j(w), \]
\[ T(z)j(w) \sim \frac{1}{(z-w)^2} j(w) + \frac{1}{z-w} \partial j(w). \]

(3.23)

Here \( T(z) \) is the energy-momentum tensor and generates the Virasoro algebra, \( j(z) \) is the \( U(1) \) R-symmetry and generates an affine Lie algebra while \( G^{3\pm}_3 \) are the two conformal supercharges. In the literature the supercharges are chosen such that they have definite \( U(1) \) charge under R-symmetry, this can be recovered from the superpositions \( \tilde{G}^{\pm} = \frac{i}{\sqrt{2}}(G^{3\pm} \pm G^{3\mp}) \), for which

\[ j(z)\tilde{G}^{\pm}(w) \sim \frac{\pm 1}{z-w} \tilde{G}^{\pm}(w), \]
\[ \tilde{G}^{\pm}(z)\tilde{G}^{\mp}(w) \sim \frac{2c/3}{(z-w)^3} + \frac{2}{(z-w)^2} j(w) + \frac{1}{z-w} \left( 2T(w) \pm \partial j(w) \right), \]

(3.24)

and finally \( \tilde{G}^{\pm}(z)\tilde{G}^{\pm}(w) \sim 0 \). Note that combining \( k = \frac{1}{4G} \) with \( c = 6k \), we find the celebrated Brown-Henneaux \[ \text{central charge} \]
\[ c = \frac{3l}{2G}. \]

(3.25)

We note that the need for the Sugawara redefinition (3.22) has been seen earlier in the literature \[ \text{[57, 35, 38].} \]

Let us now consider a general multiplet consisting of the fields \[ \text{[3.18],} \] turn off all source terms except the ones corresponding to this multiplet, use the Sugawara redefinition \[ L_2 = \tilde{L}_2 + \frac{c}{24l} [L^{3\pm}_3]^2 \]
and then proceed recursively. Again identifying the currents and sources similar to equation (3.21) we find the following OPE’s

\[ T(z)W^{s-}(w) \sim \frac{s}{(z-w)^2} W^{s-}(w) + \frac{1}{z-w} \partial W^{s-}(w), \]
\[ T(z)W^{(s+1)+}(w) \sim \frac{(s+1)}{(z-w)^2} W^{(s+1)+}(w) + \frac{1}{z-w} \partial W^{(s+1)+}(w), \]
\[ T(z)G^{(s+1)}_{3\pm}(w) \sim \frac{s+1/2}{(z-w)^2} G^{(s+1)}_{3\pm}(w) + \frac{1}{z-w} \partial G^{(s+1)}_{3\pm}(w), \]
\[ j(z)G^{(s+1)}_{3\pm} \sim \frac{1}{z-w} G^{(s+1)}_{3\pm}(w). \]

(3.26)

\[ \text{Note that we are currently looking at the large } N \text{ limit of the duality, which means that the central charge is very large } c \rightarrow \infty. \text{ In this “classical” limit we do not have any information about normal ordering, this means that we need to use “classical” OPE’s. This means we can ignore double (and higher order) contractions when calculating OPE’s, there are however } O(\frac{1}{N}) \text{ corrections when moving to finite } N \text{ due to quantum effects. See [24, 37] for some interesting analysis of the } O(\frac{1}{N}) \text{ corrections.} \]
This we have checked for many low spins \( s \). By the exact same procedure it is possible to derive OPE’s between higher-spin fields and thereby the structure constants of the (classical) non-linear \( \mathcal{N} = 2 \) SW_{\infty}[\lambda] algebra. Note that beside the Sugawara redefinition of the Energy-Momentum tensor, it is not possible to make any non-linear redefinitions that respect the \( \mathcal{N} = 2 \) multiplets. A systematic analysis of the OPE’s between the higher-spin field is outside the scope of this paper.

Let us however show one last general result which will be useful to us later, that the leading-order singularity of the OPE of higher-spin bosonic currents is found from the term

\[
(\partial \mathcal{L}_s) = -\frac{k}{2\pi N_s^B} \frac{N_s^B}{(2|s| - 2)!} (-\partial)^{2|s| - 1} \mu_{|s| - 1}^s + \ldots, \tag{3.27}
\]

which leads to the following leading-order term

\[
W_s(z) W_s(w) \sim -k N_s^B \frac{N_s^B}{(z - w)^{2|s|}} + \ldots, \tag{3.28}
\]

where for simplicity we use the notation that for integer \( s \in \mathbb{Z} \) we have the fields \( W_s = W^{s+} \), while for half-integers \( s = |s| + \frac{1}{2} \in \mathbb{Z} + \frac{1}{2} \) we have \( W_{|s| + \frac{1}{2}} = W^{[s]} \). Note that the leading-order term of \( W^{2-}W^{2-} \) exactly matches the results of \([35]\), up to a sign due to differing normalizations.

In this section we have established the precise AdS/CFT dictionary for the higher-spin fields. We have in particular shown that using the normalizations given in \((3.2)\), we can identify the bulk terms \( \frac{1}{\pi} \mu_{|s| - 1}^s \) and \( \frac{1}{\pi} \nu_{|s| - \frac{3}{2}}^s \) with source terms of the boundary CFT \((3.3)\). \footnote{This would seem to imply that the factors of \(1/(2\pi\epsilon)\) in the three-point functions of \([19]\) ought to be absent.}

4 Three-point functions from the bulk

We have so far found that our formalism reproduces the correct masses of the scalars in Vasiliev theory and established which terms in the bulk gauge connection correspond to source terms of dual higher-spin current, and along the way given an alternative proof of the emergence of superconformal \( \mathcal{N} = 2 \) SW_{\infty}[\lambda] symmetry near the AdS_3 boundary. In this section we will use this information to calculate certain classes of three-point functions containing two scalars and one (holomorphic) bosonic higher-spin current. This section follows closely the ideas developed in \([19]\).

For our needs we can turn off all higher-spin fields in the bulk, except one of fixed spin \( s \). The gauge connection will take the form

\[
A = \left( e^\rho L_1^{(2)} + \frac{1}{B_s} e^{-(|s| - 1)\rho} \mathcal{L}_s L_{-|s| + 1}^{(s)} \right) dz + \sum_{|m| \leq |s| - 1} e^{mp} \mu_m^s L_{m}^{(s)} d\bar{z} + L_0 \, d\rho, \tag{4.1}
\]

where out of convenience we will in the following use the notation

\[
\frac{1}{B_s} \equiv \frac{2\pi}{k} \frac{1}{N_s^B}, \quad \frac{1}{F_s} \equiv \frac{2\pi}{k} \frac{1}{N_s^F}. \tag{4.2}
\]

Using the standard methods of the AdS/CFT correspondence to calculate correlation functions is too cumbersome and does not take full advantage of the higher-spin gauge symmetries. Our strategy for calculating three-point functions of the form \( \langle O_\Delta(z_1, \bar{z}_1) O_\Delta(z_2, \bar{z}_2) J^s(z_3) \rangle \) is based on the observation made in \([19]\). Starting from the solution of a free scalar field on AdS_3 we can generate new solutions by performing higher-spin gauge transformations\footnote{The gauge transformations we are using are non-vanishing at the boundary and therefore are not real gauge transformations. In other words, they act like global symmetries since they map a configuration to a physically distinct one.}. We can therefore start...
from scalars on \( \text{AdS}_3 \), then by a gauge transformation introduce higher-spin source terms. From the near boundary expansion of the scalars we can then find the corresponding three-point functions. This means we can reduce the whole calculation into studying how the scalars transform under higher-spin gauge symmetries.

The gauge transformation which maps the \( \text{AdS}_3 \) connection into a chiral higher-spin background with spin \( s \) and its boundary source term \( [4.1] \) is of the following form

\[
\Lambda(\rho, z, \tilde{z}) = \sum_{m=0}^{[s]-1} \frac{1}{([s] - m - 1)!} (-\partial)^{[s]-m-1} \Lambda^s \epsilon^{mp} L^{(s)}_m + \sum_{m=0}^{[s]-1} \tilde{F}^{s}_{-m} \epsilon^{-mp} L^{-s}_{-m} \tag{4.3}
\]

and \( \tilde{\Lambda}(\rho, z, \tilde{z}) = 0 \), with the following identifications: \( \mu^{s}_{[s]-1} = \tilde{\partial}\Lambda \) and \( \mathcal{L}_s = -\frac{B_s}{(2[s]-2)^s} (-\partial)^{2[s]-1} \Lambda \), which is imposed by the equations of motion \( [4.27] \). Note that \( \tilde{F}^s_{-m} \) can be explicitly found by using the equations of motion. But as we will briefly see, the negative mode contributions to the connection do not contribute to the three-point functions.

Under infinitesimal gauge transformations, the matter fields transform as

\[
\hat{C} = C + \delta_s C, \quad \delta_s C = C \star \tilde{\Lambda} - \Lambda \star C = -\Lambda \star C. \tag{4.4}
\]

Putting the fermions \( C^s_t \) to zero in \( [2.22] \) we find that the generating function transforms as

\[
\delta_s C = -\sum_{l=1}^{\infty} \sum_{[n] \leq [t]-1} \sum_{m=0}^{[s]-1} \frac{(-\partial)^{[s]-m-1} \Lambda^s}{([s] - m - 1)!} C^l_t \epsilon^{mp} L^{(s)}_m * L^{(t)}_n + \cdots \tag{4.5}
\]

In order to isolate how the scalars transform, recall that

\[
L^{(s)}_m * L^{(t)}_n = \frac{\text{Min}(2s-1,2t-1)}{\sum_{u=1}^{\infty} g^s_t(m, n; \lambda) L^{(s+t-u)}_{m+n}}.
\]

In order to isolate the lowest two scalars, we have the following conditions

\[
m + n = 0 \implies m = -n, \quad s + t - u_q = q \implies u_q = s + t - q,
\]

where \( q = \frac{1}{2}, \frac{3}{2} \). Now for \( q = 1 \), if \( t > s \) or \( s > t \) we have that \( u_1 > \text{Min}(2s-1,2t-1) \) which implies that \( g^s_t(\ldots) = 0 \). This implies that only the term with \( s = t \) contributes. For \( q = \frac{3}{2} \), besides the \( t = s \) terms also the \( t = s \pm \frac{1}{2} \) terms contribute. Thus the scalars transform as

\[
\delta_s C^1_0 = -\sum_{m=0}^{[s]-1} \frac{(-\partial)^{[s]-m-1} \Lambda^s}{([s] - m - 1)!} C^s_{-m} g^{ss}_{2s-1}(m, -m; \lambda) \epsilon^{mp} + \text{terms which vanish as } \rho \to \infty, \tag{4.6}
\]

and

\[
\delta_s C^s/2_{0} = -\sum_{m=0}^{[s]-1} \frac{(-\partial)^{[s]-m-1} \Lambda^s}{([s] - m - 1)!} \left[ C^s_{-m} g^{ss}_{2s-2} \left( m, -m; \lambda \right) + C^{s+1/2}_{-m} g^{ss+1/2}_{2s-1}(m, -m; \lambda) \right] \epsilon^{mp}. \tag{4.7}
\]
The step function in the second term is put in to ensure we do not go beyond the wedge algebra. Using this we can readily find the transformation of the mass-eigenstates $\hat{\phi}_i = \phi_i + \delta \phi_i$

$$\delta \phi_i = a_i \delta \phi_0^1 + b_i \delta \phi_0^2,$$

$$= - \sum_{m=0}^{[-s]-1} \frac{(-1)^{[s]-[m]-1}}{[s]-m-1}! \epsilon^{\mu \rho} \left( a_i C_m^s g_{2s-1}^{ss} (m,-m;\lambda) + b_i \left[ C_m^s g_{2s-2}^{ss} (m,-m;\lambda) \right) + C_{-m}^{s+1/2} g_{2s-1}^{ss} (m,-m;\lambda) \right),$$

$$\equiv \sum_{m=0}^{[-s]-1} \left[ f_m^{s,i} (\lambda, \partial \rho) \right] \partial^{[s]-1} \Lambda, \quad D^{(s,i)}(z) \phi_i.$$
Inverting this up to first order and using the boundary condition (4.16) we find

\[ \phi_i(\rho, z) \rightarrow r^{d-\Delta_{\pm}} \left( \hat{\phi}_i^\partial(z) + o(r) \right) + r^{\Delta_{\pm}} \left( \frac{1}{B_{\phi}^\pm} \langle \mathcal{O}_{\Delta_{\pm}}(z) \rangle + o(r) \right), \]

(4.13)

where \( \mathcal{O}_{\Delta_{\pm}} \) is the dual field with conformal weight \( \Delta_{\pm} \) and \( B_{\phi}^\pm = 2\Delta_{\pm} - d \) is necessary for a consistent dictionary \cite{58, 48}. The idea is to generate the solution on a background containing a spin \( s \) source by a gauge transformation

\[ \phi_i(\rho, z) \rightarrow \hat{\phi}_i(\rho, z) = \phi_i(\rho, z) + \delta_s \phi_i(\rho, z), \]

(4.14)

which gives the near boundary expansion

\[ \hat{\phi}_i(\rho, z) \rightarrow r^{d-\Delta_{\pm}} \left( \hat{\phi}_i^\partial(z) + o(r) \right) + r^{\Delta_{\pm}} \left( \frac{1}{B_{\phi}^\pm} \langle \mathcal{O}_{\Delta_{\pm}}(z) \rangle_{\mu} + o(r) \right). \]

(4.15)

The notation \( \langle \ldots \rangle_{\mu} \) stands for the vacuum expectation value, with a higher-spin source insertion. We will put a scalar point-source at \( z_2 \) and a chiral spin \( s \) source at \( z_3 \) on the AdS\(_3\) boundary

\[ \hat{\phi}_i^\partial(z, \bar{z}) = \mu_\phi \delta^{(2)}(z - z_2), \quad \mu_{[s]}^{[-1]}(z, \bar{z}) = \mu_s \delta^{(2)}(z - z_3). \]

(4.16)

The two and three-point functions can then be read off from the one-point function near the boundary

\[ \langle \mathcal{O}_{\Delta_{\pm}}(z_1, \bar{z}_1) \rangle_{\mu} = \mu_\phi \langle \mathcal{O}_{\Delta_{\pm}}(z_1, \bar{z}_1) \mathcal{O}_{\Delta_{\pm}}(z_2, \bar{z}_2) \rangle + \mu_\phi \mu_s \langle \mathcal{O}_{\Delta_{\pm}}(z_1, \bar{z}_1) \mathcal{O}_{\Delta_{\pm}}(z_2, \bar{z}_2) J^s(z_3) \rangle + \ldots. \]

(4.17)

We will now find a general expression for the three-point functions as a function of \( f_m^{s,i}(\lambda, \partial_\lambda) \) given in equation (4.11), which characterize the higher-spin deformation the scalars experience. The steps are clear; we need to write down how the scalars transform \cite{41, 13} and use (4.11), which requires knowing \( \hat{\phi}_i^\partial \) as a function of \( \hat{\phi}_i^\partial \). Next we need to find the vacuum expectation value of the dual field from the asymptotics of \( \hat{\phi}_i \) (4.15), then isolate the \( \mu_\phi \mu_s \) order contribution, which gives us the three-point functions as seen in (4.17).

The boundary sources of \( \phi_i \) and \( \hat{\phi}_i \) are related by a gauge transformation

\[ \hat{\phi}_i^\partial(z) e^{-\Delta_{\mp} \rho} = (1 + D^{(s,i)}(\partial_\rho) e^{-\Delta_{\mp} \rho} \phi_i^\partial(z) = e^{-\Delta_{\mp} \rho} (1 + D^{(s,i)}_\pm) \phi_i^\partial(z), \]

where we have defined

\[ D^{(s,i)}_\pm = D^{(s,i)}(\partial_\rho \rightarrow -\Delta_{\pm}). \]

(4.18)

Inverting this up to first order and using the boundary condition (4.16) we find

\[ \phi_i^\partial(z, \bar{z}) = \mu_\phi \left( 1 - D^{(s,i)}_\mp \right) \delta^{(2)}(z - z_2). \]

(4.19)

Using this, the gauge transformed scalar field is

\[ \hat{\phi}(\rho, z) = \mu_\phi \left( 1 + D^{(s,i)}(z) \right) \int d^2z' G_b(\rho, z; z') \left( 1 - D^{(s,i)}_\mp(z') \right) \delta^{(2)}(z' - z_2). \]

(4.20)
Going near the boundary $\rho \to \infty$ and keeping only the $e^{-\Delta_+ \rho}$ contribution we have
\[
\hat{\phi}_i(\rho, z) \approx \mu_\phi \left(1 + D^{(s, i)}(z)\right) \int d^2 z' \frac{c_+ e^{-\Delta_+ \rho}}{|z - z'|^{2|\Delta_+|}} \left(1 - D^{(s, i)}_\pm(z')\right) \delta^{(2)}(z' - z_2),
\]
\[
= e^{-\Delta_+ \rho} \mu_\phi c_+ \int d^2 z' \left(1 + D^{(s, i)}(z)\right) \frac{1}{|z - z'|^{2|\Delta_+|}} \left(1 - D^{(s, i)}_\pm(z')\right) \delta^{(2)}(z' - z_2),
\]
\[
= e^{-\Delta_+ \rho} \langle O(z) \rangle \frac{\mu_\phi}{B^\pm_\phi}, \quad \rho \to \infty.
\]  

The two-point function is readily given as
\[
\langle O_{\Delta_+}(z_1, \bar{z}_1) \bar{O}_{\Delta_+}(z_2, \bar{z}_2) \rangle = \frac{B^{\pm}_\phi c_+}{|z_1 - z_2|^{2|\Delta_+|}}.
\]  

Next we will look at the $\mu_\phi D^{(s, i)}$ contribution of the one-point function given in (4.21), since $D^{(s, i)}$ is proportional to $\mu_\phi$. Neglecting the other terms, we have
\[
\langle O_{\Delta_+}(z_1) \rangle = \mu_\phi B^{\pm}_\phi c_+ \left[ D^{(s, i)}(z_1) \frac{1}{|z_1 - z_2|^{2|\Delta_+|}} - \int d^2 z' D^{(s, i)}(z') \frac{\delta^{(2)}(z' - z_2)}{|z_1 - z'|^{2|\Delta_+|}} \right].
\]  

Recall that the differential operators describing the infinitesimal gauge transformations take the form
\[
D^{(s, i)}(z) = \sum_{m=0}^{[s]-1} \left[ f^{s, i}_m(\lambda, -\Delta_+) \frac{\partial^{[s] - m - 1} \Lambda^s}{\partial \lambda^m} \right] \partial^m + \text{terms vanishing as } \rho \to \infty.
\]  

Using this and the following identity
\[
\partial_2^n \frac{1}{|z_1 - z_2|^{2|\Delta_+|}} = (-1)^n \partial_1^n \frac{1}{|z_1 - z_2|^{2|\Delta_+|}} = \frac{\Gamma(\Delta_+ + n)}{\Gamma(\Delta_+)} \frac{1}{(z_1 - z_2)^n} \frac{1}{|z_1 - z_2|^{2|\Delta_+|}},
\]  
we can write the first term of (4.23) as
\[
D^{(s, i)}_\pm(z_1) \frac{1}{|z_1 - z_2|^{2|\Delta_+|}} = \sum_{m=0}^{[s]-1} (-1)^n \frac{\Gamma(\Delta_+ + m)}{\Gamma(\Delta_+)} f^{s, i}_m(\lambda, -\Delta_+) \left[ \frac{\partial^{[s] - m - 1} \Lambda^s(z_1)}{\partial \lambda^m} \right] \frac{1}{z_1^{[s] - m - 1} |z_1 - z_2|^{2|\Delta_+|}}.
\]  

For the second term we need to integrate by parts, until there are no derivatives on the delta function
\[
\int d^2 z \frac{D^{(s, i)}(z') \delta^{(2)}(z' - z_2)}{|z_1 - z'|^{2|\Delta_+|}} = \sum_{m=0}^{[s]-1} f^{s, i}_m(\lambda, -\Delta_+) \int d^2 z' (-1)^m \partial_2^n \left[ \frac{\partial^{[s] - m - 1} \Lambda^s(z')}{|z_1 - z'|^{2|\Delta_+|}} \right] \delta(z' - z_2),
\]  
\[
= \sum_{m=0}^{[s]-1} (-1)^m f^{s, i}_m(\lambda, -\Delta_+) \partial_2^n \left[ \frac{\partial^{[s] - m - 1} \Lambda^s(z')}{|z_1 - z'|^{2|\Delta_+|}} \right],
\]  
\[
= \sum_{m=0}^{[s]-1} (-1)^m f^{s, i}_m(\lambda, -\Delta_+) \sum_{j=0}^{m} \binom{m}{j} \left[ \frac{\partial^{[s] - m - 1 + j} \Lambda^s(z_2)}{|z_1 - z_2|^{2|\Delta_+|}} \right] \partial_2^{m-j} \left[ \frac{1}{z_1^{[s] - m - j} |z_1 - z_2|^{2|\Delta_+|}} \right].
\]
where in the last line we have used the formula (4.25). In order to get the correct boundary condition for the higher-spin field (4.16), we have to set the gauge parameter to

$$\Lambda^{(s)}(z) = \frac{\mu_s}{2\pi} \frac{1}{z-z_3}. \quad (4.27)$$

We can now make use of the identities

$$\partial_1^{[s]-m-1}\Lambda^{(s)}(z_1) = \frac{\mu_s}{2\pi} \frac{([s]-m-1)!}{z_{13}^{[s]-m}} (-1)^{[s]-m-1},$$

$$\partial_2^{[s]-m+1+j}\Lambda^{(s)}(z_2) = \frac{\mu_s}{2\pi} \frac{([s]-m+1+j)!}{z_{23}^{[s]-m+j}} (-1)^{[s]-m+1+j}, \quad (4.28)$$

and write the one-point function as

$$\langle \mathcal{O}_{\Delta_{\pm}}(z_1) \rangle_{\mu} = \frac{\mu_{\phi} \mu_s B^s_m C_\pm}{2\pi |z_{12}|^2 \Delta_{\pm}} \sum_{m=0}^{[s]-1} \frac{1}{z_{12}^{[s]-m}} \left\{ f^{s,i}_{\pm} (\lambda, -\Delta_{\pm}) \Gamma(\Delta_{\pm}+m) \frac{[s]-m-1)!}{\Gamma(\Delta_{\pm})} z_{12}^{[s]-m} \right\} \quad (4.29)$$

We have now shown that the three-point functions are known as soon as we know the functions $f^{s,i}_{m}(\lambda, \Delta_{\pm})$. This expression, however, looks very complicated and it is not manifestly conformal invariant. Conformal symmetry constrains the three-point functions to take the form \footnote{Note that in general $z^{2n}z^{2h} = |z|^{2\Delta_0} e^{i(\xi-\xi_0)}$. For scalars we have that $h - \bar{h} = 0$, while for spin $\frac{1}{2}$ fermions we have $h - \bar{h} = \pm \frac{1}{2}$.

$$\langle \mathcal{O}_{\Delta_{\pm}}(z_1, \bar{z}_1) \mathcal{O}_{\Delta_{\pm}}(z_2, \bar{z}_2) f^{(s)}(z_3) \rangle = A_{\pm}(s) \frac{1}{z_{12}^{[s]}} \left\{ f^{s,i}_{m}(\lambda, -\Delta_{\pm}) \Gamma(\Delta_{\pm}+m) \frac{[s]-m-1)!}{\Gamma(\Delta_{\pm})} z_{12}^{[s]-m} \right\} \quad (4.30)$$

Note that this, among other things, demands the following relation

$$\langle \mathcal{O}_{\Delta_{\pm}}(z_1, \bar{z}_1) \mathcal{O}_{\Delta_{\pm}}(z_2, \bar{z}_2) f^{(s)}(z_3) \rangle = (-1)^{[s]} \langle \mathcal{O}_{\Delta_{\pm}}(z_2, \bar{z}_2) \mathcal{O}_{\Delta_{\pm}}(z_1, \bar{z}_1) f^{(s)}(z_3) \rangle. \quad (4.31)$$

Although the full conformal invariance is not manifest in (4.29), we can make the above symmetry manifest in order to simplify (4.29). This implies that the three-point function must be of the form

$$\langle \mathcal{O}_{\Delta_{\pm}}(z) \rangle_{\mu} = \mu_{\phi} B^s_\phi C_\pm \left\{ D^{(s,i)}_{\pm}(z_1) + (-1)^{[s]} D^{(s,i)}_{\pm}(z_2) \right\} \frac{1}{|z_{12}|^{2\Delta_{\pm}}},$$

$$= \frac{\mu_{\phi} \mu_s B^s_m C_\pm}{2\pi |z_{12}|^2 \Delta_{\pm}} \sum_{m=0}^{[s]-1} \frac{1}{z_{12}^{[s]-m}} (-1)^{[s]-m} \left\{ f^{s,i}_{m}(\lambda, -\Delta_{\pm}) \Gamma(\Delta_{\pm}+m) \frac{[s]-m-1)!}{\Gamma(\Delta_{\pm})} z_{12}^{[s]-m} \right\} \quad (4.32)$$

Note that the second term is acting on $z_2$, thus the factor $(-1)^{[s]-m}$ comes from using the formula (4.25). Furthermore note that making the symmetry (4.31) manifest imposes a constraint on
According to equation (4.32), the calculation of the three-point functions is reduced to solving the Vasiliev Recursion Relations recursively in order to express the auxiliary fields $C^s_{-m}$ in terms of $\phi_\pm$. This task is most easily solved by splitting it into two steps. We will first express the minimal components $C^{m+1}_{-m}$ and $C^{-m+\frac{3}{2}}_{-m}$ in terms of $C^1_0$ and $C^{\frac{3}{2}}_0$, afterwards express the non-minimal components $C^{m+\frac{3}{2}}_{-m-1,m+1}$ in terms of $C^{m+1}_{-m-1}$ and $C^{m+\frac{3}{2}}_{-m-1}$. Combining these two solutions, we can express $C^s_{-m}$ in terms of the physical scalars $\phi_\pm$ which is what we need in equation (4.32).

For the first step we need to use the z-equations of (2.26) for the negative mode minimal components

\[
L^{(m+1)}_{-m,z} : \quad \partial C^{m+1}_{-m} + e^\rho g_3^{2m+2}(1,-m-1) C^{m+2}_{-m-1} = 0,
\]

\[
L^{(m+\frac{3}{2})}_{-m,z} : \quad \partial C^{m+\frac{3}{2}}_{-m} + e^\rho g_3^{2m+\frac{5}{2}}(1,-m-1) C^{m+\frac{5}{2}}_{-m-1} + e^\rho g_3^{2m+2}(1,-m-1) C^{m+2}_{-m-1} = 0.
\]

The first of these equations is readily solved

\[
C^{m+1}_{-m} = \left( \prod_{i=1}^{m} g_3^{2i+1}(1,-i) \right)^{-1} (-e^\rho \partial)^m C^1_0.
\] (4.34)

The second equation is easier to solve if one considers the more general recursion relation

\[
\alpha_m C^{m+\frac{3}{2}} + \beta_m C^{m+2} = 0
\] (4.35)

which has the solution

\[
C^{m+\frac{3}{2}} = \prod_{i=0}^{m} (-\alpha_i) C^{\frac{3}{2}} + \sum_{p=1}^{m+1} \left( \prod_{j=p}^{m} (-\alpha_j) \right) (-\beta_{p-1}) C^{p+1}.
\] (4.36)

Putting the coefficients to

\[
\alpha_m = e^\rho \left( g_3^{2m+\frac{3}{2}}(1,-m-1) \right)^{-1} \partial, \quad \beta_m = \frac{g_3^{2m+2}(1,-m-1)}{g_3^{2m+\frac{3}{2}}(1,-m-1)},
\] (4.37)

and using the other solution (4.34), one can write down the solution of the second equation as

\[
C^{m+\frac{3}{2}}_{-m} = \left( \prod_{i=1}^{m} g_3^{2i+\frac{3}{2}}(1,-i) \right)^{-1} (-e^\rho \partial)^m C^{\frac{3}{2}}_0 + \sum_{p=1}^{m} \left( \prod_{j=p+1}^{m} g_3^{2j+\frac{3}{2}}(1,-j) \right)^{-1}
\]

\[
\times \left( \prod_{k=1}^{p} g_3^{2k+1}(1,-k) \right)^{-1} \left( -\frac{g_3^{2p+1}(1,-p)}{g_3^{2p+\frac{3}{2}}(1,-p)} \right) (-e^\rho \partial)^m C^1_0.
\] (4.38)

\[\text{Recall our analysis of holographic Ward identities, where we found out that } \frac{d}{ds}, \text{ not } \mu_s, \text{ corresponds to the correct normalized source of the dual field operator.}\]
One can find very similar expressions for the auxiliary fields with positive mode using the $\bar{\varepsilon}$ equations of (2.20), these are given by

\[
C_m^{s+1} = \left( \prod_{i=1}^{m} g_3^{i+1,2}(i, -1) \right)^{-1} (e^{-\rho \bar{\partial}})^m C_0^1,
\]

and

\[
C_m^{s+\frac{3}{2}} = \left( \prod_{i=1}^{m+\frac{3}{2}} g_3^{i+\frac{3}{2},2}(i, -1) \right)^{-1} (e^{-\rho \bar{\partial}})^m C_0^3 + \sum_{p=1}^{m} \left( \prod_{j=p+1}^{m} g_3^{j+\frac{3}{2},2}(j, -1) \right)^{-1} \times \left( \frac{-g_3^{p+1,2}(p, -1)}{g_3^{p+\frac{3}{2},2}(p, -1)} \right) (e^{-\rho \bar{\partial}})^{m-p} C_p^{p+1}.
\]

Now for the second step we need to use the $\rho$-equations of (2.20) given by

\[
\partial_\rho C_m^s + 2C_m^{s-1} + \kappa_s C_m^{s+1} + \omega_{s-1/2} C_m^{s-\frac{1}{2}} + \sigma_{s+1} C_m^{s+\frac{1}{2}} = 0,
\]

where out of convenience we have defined the quantities

\[
\kappa_s \equiv 2g_3^{s+1,2}(m, 0), \quad \omega_{s-\frac{1}{2}} \equiv 2g_3^{s-\frac{1}{2},2}(m, 0), \quad \sigma_{s+\frac{1}{2}} \equiv 2g_3^{s+\frac{1}{2},2}(m, 0).
\]

Note that we have suppressed the $m$ dependence since we need to solve the above equation for fixed $m$. According to the properties of the structure constants listed in appendix B, $\omega_{s-\frac{1}{2}} = 0$ for $s \in \mathbb{Z} + \frac{1}{2}$ and $\sigma_{s+\frac{1}{2}} = 0$ for $s \in \mathbb{Z}$, thus we can split (4.41) into two slightly simpler equations\textsuperscript{14}

\[
\partial_\rho C_m^s + 2C_m^{s-1} + \kappa_s C_m^{s+1} + \omega_{s-1/2} C_m^{s-\frac{1}{2}} = 0, \quad s \in \mathbb{Z}_{\geq 1},
\]

\[
\partial_\rho C_m^{s+\frac{1}{2}} + 2C_m^{s-\frac{1}{2}} + \kappa_{s+\frac{1}{2}} C_m^{s+\frac{1}{2}} + \sigma_{s+1} C_m^{s+1} = 0,
\]

Due to the $\sigma$ and $\omega$ terms these two recursion relations are coupled to each other and this makes the equations difficult to solve.\textsuperscript{15} For our needs we can simply solve these equations recursively using computer algebra software to any desired order and then evaluate the expression (4.32) to explicitly find the corresponding three-point functions. Let us however make a few general and important comments. Note that the general solution will be of the form

\[
C_m^s = \mathcal{O}_s (\partial_\rho) C_m^{m+1} + \mathcal{P}_s (\partial_\rho) C_m^{m+\frac{3}{2}},
\]

\[
C_m^{s+\frac{1}{2}} = \tilde{\mathcal{O}}_s (\partial_\rho) C_m^{m+1} + \tilde{\mathcal{P}}_s (\partial_\rho) C_m^{m+\frac{3}{2}},
\]

where the differential operators clearly do not explicitly depend on $\rho$ but only on $\partial_\rho$. In order to find the functions $\mathcal{O}_m^s(\lambda, \partial_\rho)$ of equation (4.10), we need to move the exponential factors of

\textsuperscript{14}Note the exceptions $\omega_{s+\frac{1}{2}} \propto m$ and $\sigma_{s+\frac{1}{2}} \propto m$, which lead to terms of the form $m C_m^1$ and $m C_m^2$. Only for $m = 0$ are these terms inside the wedge and thus they vanish (for $m > 0$, $C_m^1 = C_m^2 = 0$).

\textsuperscript{15}It turns out that in the case of $\sigma_s = 0$, one can directly solve the recursion relations using some neat tricks. This solution is outlined in the first author’s MSc thesis.
Since the operators $\mathcal{O}_s$, $\mathcal{P}_s$, $\tilde{\mathcal{O}}_s$ and $\tilde{\mathcal{P}}_s$ are polynomials of $\partial_\rho$, consider the following short calculation

\[
\partial_\rho^n (e^{-m\rho} \phi) = \sum_{q=0}^{n} \binom{n}{q} \partial_\rho^{n-q} (e^{-m\rho}) \partial_\rho^q \phi, \\
= \sum_{q=0}^{n} \binom{n}{q} (-m)^{n-q} \partial_\rho^q \phi e^{-m\rho}, \\
= \left[ (\partial_\rho - m)^n \right] \phi e^{-m\rho},
\]

where we have used the binomial theorem for the differential operator in the last line. Thus if we remove by hand the exponential factors of (4.34), (4.38), (4.39), (4.40), and then shift the operators of equation (4.44) by $\partial_\rho \rightarrow \partial_\rho - m$, we will find the functions $G_{s,t}^{\mu,\nu}(\lambda, \partial_\rho)$. This is an important detail to remember when implementing these recursion relations (4.43) in a computer algebra package.

As a final remark, let us note that the $\rho$ and $\partial$ dependence of the auxiliary fields are of the form $C_{-m}^{s} \sim e^{-|m|\rho} A(\lambda, \partial_\rho) \partial^m \phi_i$ as claimed and used earlier.

### 4.3 Results for Three-Point Functions from the bulk

We can finally calculate the three-point functions by using equation (4.32), removing the $\frac{1}{2\pi i} \mu \phi \mu_\lambda$ factor, together with the solution of the above recursion relations. It is however difficult to proceed analytically partly because we do not have a general closed formula for the recursion relations, but mainly because the structure constants of $SB[\mu]$ are complicated expressions and it is hard to rewrite the whole thing as simple functions of $\lambda$. We will therefore proceed by explicitly calculating the different three-point functions for low spin $s$, then extrapolating the result to arbitrary $s$. These closed expressions can then be checked on a computer for a large number of spins $s$.

Let us briefly comment on some consistency checks. We have checked that the constraints (4.33) are satisfied for a wide range of values $s$. Remarkably, if we modify the expression (4.10), even slightly, then the constraint (4.33) will no longer be satisfied. Furthermore it turns out that the expression (4.32) for the three-point functions exactly ends up having the correct $(z_1, z_2, z_3)$-dependence which is required by conformal symmetry (4.30), but is not manifest from (4.32) at all. Here we also observe that even the smallest changes of the equations (4.10) or (4.32) will result in “three-point functions” with complicated $(z_1, z_2, z_3)$-dependence and the result will not respect conformal symmetry (4.30). The fact that these and other similar, highly non-trivial, checks work out is quite remarkable and provides confidence in the consistency and robustness of our results.

Since all three-point functions we are considering are of the form

\[
\langle \mathcal{O}_\Delta(z_1, \bar{z}_1) \tilde{\mathcal{O}}_\Delta(z_2, \bar{z}_2) J^{(s)}(z_3) \rangle = \langle \mathcal{O}_\Delta \tilde{\mathcal{O}}_\Delta J^{(s)} \rangle \left( \frac{z_{12}}{z_{13} z_{23}} \right)^s \langle \mathcal{O}_\Delta(z_1, \bar{z}_1) \mathcal{O}_\Delta(z_2, \bar{z}_2) \rangle,
\]

we will use the notation $\langle \mathcal{O}_\Delta \tilde{\mathcal{O}}_\Delta J^{(s)} \rangle$ to denote the coefficients. Let us take the dual operator of $\phi_+$ with conformal weight $\Delta_+ = 2(1 - \lambda)$. By solving the recursion relations above and following the detailed procedure developed in this chapter, equation (4.132) gives us the following coefficients

---

16 Recall that we always set one of the scalars $\phi_\pm$ to zero.
for low spin
\[
\begin{align*}
\langle \mathcal{O}^R_{\Delta_+} \mathcal{O}^R_{\Delta_+} W^{2^+} \rangle &= -(\lambda - 1), \\
\langle \mathcal{O}^R_{\Delta_+} \mathcal{O}^R_{\Delta_+} W^{3^+} \rangle &= -\frac{1}{3}(\lambda - 1)(2\lambda - 3), \\
\langle \mathcal{O}^R_{\Delta_+} \mathcal{O}^R_{\Delta_+} W^{4^+} \rangle &= -\frac{1}{5}(\lambda - 2)(\lambda - 1)(2\lambda - 3), \\
\langle \mathcal{O}^R_{\Delta_+} \mathcal{O}^R_{\Delta_+} W^{5^+} \rangle &= -\frac{2}{35}(\lambda - 2)(\lambda - 1)(2\lambda - 5)(2\lambda - 3), \\
\langle \mathcal{O}^R_{\Delta_+} \mathcal{O}^R_{\Delta_+} W^{6^+} \rangle &= -\frac{2}{63}(\lambda - 3)(\lambda - 2)(\lambda - 1)(2\lambda - 5)(2\lambda - 3).
\end{align*}
\]  

Note that $W^{2^+}(z)$ is the holomorphic part of the energy-momentum tensor and therefore the coefficient of the three-point function must be the holomorphic conformal weight of $\mathcal{O}^R_{\Delta_+}$ which is $h_+ = 1 - \lambda$, see equation (2.7) and (2.6). Encouragingly this is exactly what we find. Let us also show a few low-spin results with the same scalar but the other bosonic higher-spin current $W^{s-}$.

\[
\begin{align*}
\langle \mathcal{O}^R_{\Delta_+} \mathcal{O}^R_{\Delta_+} W^{2^2} \rangle &= -\frac{1}{3}(\lambda - 1)(2\lambda + 1), \\
\langle \mathcal{O}^R_{\Delta_+} \mathcal{O}^R_{\Delta_+} W^{3^3} \rangle &= -\frac{2}{15}(\lambda - 1)(\lambda + 1)(2\lambda - 3), \\
\langle \mathcal{O}^R_{\Delta_+} \mathcal{O}^R_{\Delta_+} W^{4^4} \rangle &= -\frac{1}{35}(\lambda - 2)(\lambda - 1)(2\lambda - 3)(2\lambda + 3), \\
\langle \mathcal{O}^R_{\Delta_+} \mathcal{O}^R_{\Delta_+} W^{5^5} \rangle &= -\frac{4}{315}(\lambda - 2)(\lambda - 1)(\lambda + 2)(2\lambda - 5)(2\lambda - 3), \\
\langle \mathcal{O}^R_{\Delta_+} \mathcal{O}^R_{\Delta_+} W^{6^6} \rangle &= -\frac{2}{693}(\lambda - 3)(\lambda - 2)(\lambda - 1)(2\lambda - 5)(2\lambda - 3)(2\lambda + 5).
\end{align*}
\]

Amazingly it turns out that all three-point functions factorize as the above examples and thus make it easy for us to guess the correct closed form expression for all spin. For the CFT dual fields corresponding to $\hat{\phi}_{\pm}$, we need to multiply by a factor of $(-1)^s$ due to the different coupling to the higher-spin fields (2.13). The general expressions are given by

\[
\begin{align*}
\langle \mathcal{O}^R_{\Delta_+} \mathcal{O}^R_{\Delta_+} W^{s^+} \rangle &= (-1)^s \frac{\Gamma^2(s)}{\Gamma(2s - 1)} \frac{\Gamma(s - 2\lambda + 1)}{\Gamma(2 - 2\lambda)}, \\
\langle \mathcal{O}^R_{\Delta_-} \mathcal{O}^R_{\Delta_-} W^{s^+} \rangle &= (-1)^s \frac{\Gamma^2(s)}{\Gamma(2s - 1)} \frac{\Gamma(s - 2\lambda)}{\Gamma(1 - 2\lambda)}, \\
\langle \mathcal{O}^R_{\Delta_+} \mathcal{O}^R_{\Delta_-} W^{s^+} \rangle &= (-1)^{s-1} \frac{\Gamma^2(s)}{\Gamma(2s - 1)} \frac{\Gamma(-2\lambda + 1)}{\Gamma(-2\lambda - s + 2)}, \\
\langle \mathcal{O}^R_{\Delta_-} \mathcal{O}^R_{\Delta_-} W^{s^+} \rangle &= (-1)^{s-1} \frac{\Gamma^2(s)}{\Gamma(2s - 1)} \frac{\Gamma(-2\lambda)}{\Gamma(-2\lambda - s + 1)}.
\end{align*}
\]  

We have checked these closed-form expressions with our actual calculation for many spins and find perfect match. It is possible to combine these results into more unified formulas which depend only on $s$, the holomorphic conformal weights and the type of the fields involved, as

\[
\begin{align*}
\langle \mathcal{O}^R_{h} \mathcal{O}^R_{h} W^{s^+} \rangle &= (-1)^s \frac{\Gamma^2(s)}{\Gamma(2s - 1)} \frac{\Gamma(s + 2h - 1)}{\Gamma(2h)}, \\
\langle \mathcal{O}^R_{h} \mathcal{O}^R_{h} W^{s^+} \rangle &= \frac{\Gamma^2(s)}{\Gamma(2s - 1)} \frac{\Gamma(s + 2h - 1)}{\Gamma(2h)}.
\end{align*}
\]  

Comparing these general formulas with the non-supersymmetric results of [19], and accounting for the different conformal weights in that case ($h_{\pm} = \frac{1}{2}(1 \pm \lambda)$), we find perfect agreement (up to a
normalization-dependent factor of $-1/(2\pi)$. Note furthermore that, as anticipated at the end of section 2.1, we can obtain the above results directly from those of [19] by substituting $\lambda_{AKP} = 1-2\lambda$ (for normal quantization) for $O_{\Delta+}^B$ and $\lambda_{AKP} = 2\lambda$ (for alternate quantization) for $\hat{O}_{\Delta+}^B$.

We can follow the same procedure to find the three-point functions containing the other bosonic higher-spin fields, which are not present in the non-supersymmetric case: $\bar{N}, k$

and then take the 't Hooft limit, so that it can be compared to the bulk calculation. It would be straightforward to generalize the above in order to obtain correlation functions containing fermions. For fermionic matter, one would need to set the scalar fields to zero in (2.22) while keeping the fermionic ones. In order to include a fermionic higher-spin current, one would need to keep only a particular fermionic higher-spin generator in (3.4). Then the procedure in this section can be repeated with minor modifications. This is currently under investigation.

We will now switch gears and consider the same problem from the boundary CFT point of view. Recall that the dual CFT is defined as a double scaling limit $N, k \to \infty$ of a WZW coset (2.1), so a direct calculation would require us to first calculate the three-point functions for finite $N$ and $k$ and then take the 't Hooft limit, so that it can be compared to the bulk calculation. It would clearly be much simpler to directly find the results in the 't Hooft limit.

All of our three-point functions take the form (4.30), where the coefficients are given by the leading order pole of the OPE

$$J^{(s)}(z)O_{\Delta}(w, \bar{w}) \sim \frac{A^{(s)}}{(z-w)^s} O_{\Delta}(w, \bar{w}) + \ldots$$

(5.1)

If we use a standard Laurent expansion $J^{(s)}(z) = \sum_n J_n^{(s)} z^{-n-s}$, we can turn this into

$$J^{(s)}_0|O_{\Delta}) = A(s)|O_{\Delta})$$

(5.2)

Recently [37] has put forward strong arguments in favor of the claim that in the 't Hooft limit the symmetry algebra of the Kazama-Suzuki model extends to $SW_{\infty}[\lambda]$. Thus the three-point functions can be found by calculating the higher-spin zero modes of $O_{\Delta}$, which is a problem in representation theory of $SW_{\infty}[\lambda]$. This is in general not such a simple problem due to non-linearities of the algebra, especially for arbitrary central charge $c$. In the 't Hooft limit however, it turns out that

$$\langle O_{\Delta+}^B, \tilde{O}_{\Delta+}^B, W^{s-} \rangle = (-1)^{s-1} \frac{\Gamma^2(s)}{\Gamma(2s-1)} \frac{\Gamma(s-2\lambda+1)}{\Gamma(2-2\lambda)} \frac{s-1+2\lambda}{2s-1},$$

$$\langle O_{\Delta-}^B, \tilde{O}_{\Delta-}^B, W^{s-} \rangle = (-1)^s \frac{\Gamma^2(s)}{\Gamma(2s-1)} \frac{\Gamma(s-2\lambda)}{\Gamma(1-2\lambda)} \frac{s-2\lambda}{2s-1},$$

$$\langle \tilde{O}_{\Delta+}^B, \tilde{O}_{\Delta-}^B, W^{s-} \rangle = (-1)^s \frac{\Gamma^2(s)}{\Gamma(2s-1)} \frac{\Gamma(-2s+2\lambda)}{\Gamma(2s-1)} \frac{s-1+2\lambda}{2s-1},$$

$$\langle \tilde{O}_{\Delta-}^B, \tilde{O}_{\Delta-}^B, W^{s-} \rangle = (-1)^{s-1} \frac{\Gamma^2(s)}{\Gamma(2s-1)} \frac{\Gamma(-2\lambda)}{\Gamma(2s-1)} \frac{s-2\lambda}{2s-1}.$$
all non-linear terms vanish for supercommutators between elements in the wedge. In other words in the $c \to \infty$ limit, shs$[\lambda]$ becomes a subalgebra of $SW_\infty[\lambda]$ and by the arguments of [51] these zero modes can be calculated purely from representation theory of shs$[\lambda]$.

Instead of analyzing the representation theory of shs$[\lambda]$, it is much simpler to generate the relevant representations field theoretically by constructing a CFT with shs$[\lambda]$ as a subalgebra. The simplest CFT’s one can imagine are free CFT’s, in which there are an infinite number of higher-spin conserved currents.

Following [50], we will use the simple ghost system

$$S = \frac{1}{\pi} \int d^2 z \left\{ b \bar{\partial} c + \beta \bar{\partial} \gamma + \bar{b} \partial \bar{c} + \bar{\beta} \partial \bar{\gamma} \right\}$$

which has the free field OPE’s:

$$\gamma(z)\beta(w) \sim \frac{1}{z - w}, \quad \text{and} \quad c(z)b(w) \sim \frac{1}{z - w}$$

and similarly for the tilded fields. Here $b$, $\tilde{b}$ and $\tilde{c}$ are fermionic while $\beta$, $\tilde{\beta}$ and $\bar{\gamma}$ are bosonic. It was shown in [50] that this free CFT has an infinite number of conserved currents which together form the $N = 2$ linear $sw_\infty[\lambda] \oplus sw_\infty[\lambda]$ algebra. Although this is of course not equivalent to the $CP^N$ Kazama-Suzuki model and these theories do not even have the non-linear $SW_\infty[\lambda] \oplus SW_\infty[\lambda]$ algebra in common, they both have an shs$[\lambda] \oplus$shs$[\lambda]$ closed subalgebra. This implies that if we can construct primary fields with the correct conformal weights in this free theory, then the coefficients of the leading order pole (5.1) would exactly correspond to the higher-spin zero mode and thereby the coefficients of three-point functions of the Kazama-Suzuki CFT in the ’t Hooft limit.

The conformal weights of the fields are given by

|   | $b$ | $c$ | $\beta$ | $\gamma$ | $\tilde{b}$ | $\tilde{c}$ | $\tilde{\beta}$ | $\bar{\gamma}$ |
|---|-----|-----|---------|----------|-------------|-------------|----------------|-------------|
| $\tilde{h}$ | $\lambda + \frac{1}{2}$ | $\frac{1}{2} - \lambda$ | $\lambda$ | $1 - \lambda$ | $0$ | $0$ | $0$ | $0$ |
| $\tilde{h}$ | $0$ | $0$ | $0$ | $\lambda + \frac{1}{2}$ | $\frac{1}{2} - \lambda$ | $\lambda$ | $1 - \lambda$ |

Remarkably, this is exactly the same as the coset primaries discussed in section 2.

We will use these fields to construct CFT operators that are dual to the bulk fields $\phi_\pm, \bar{\phi}_\pm, \psi_\pm, \bar{\psi}_\pm$. Recall that [43, 44, 31] the bulk fields are arranged in multiplets of $N = 2$ supersymmetry:

$$(\phi_+, \psi_\pm, \phi_-) \quad \text{and} \quad (\bar{\phi}_+, \bar{\psi}_\pm, \bar{\phi}_-),$$

where the scalars appearing in each multiplet have different masses, $(M^B)^2 = (\tilde{M}^B)^2 = -4\lambda(1-\lambda)$ and $(M^\tilde{B})^2 = (\tilde{M}^\tilde{B})^2 = -1 + 4\lambda^2$, and are also oppositely quantized ($\phi_+$ and $\bar{\phi}_-$ have the usual quantization, $\phi_-$ and $\bar{\phi}_+$ the alternative one).

Identifying these fields with the coset fields, we can construct the dual fields as discussed in section 2

$$O^B_{\Delta_+}(z, \bar{z}) = \gamma(z) \otimes \tilde{\gamma}(\bar{z}), \quad O^B_{\Delta_-}(z, \bar{z}) = c(z) \otimes \tilde{c}(\bar{z})$$

and

$$\tilde{O}^B_{\Delta_+}(z, \bar{z}) = \beta(z) \otimes \tilde{\beta}(\bar{z}), \quad \tilde{O}^B_{\Delta_-}(z, \bar{z}) = b(z) \otimes \tilde{b}(\bar{z}).$$

The scaling dimensions of these fields $\Delta = h + \tilde{h}$ precisely match the dimensions corresponding to the bulk fields with the appropriate quantization, as discussed earlier.

---

[17] See [13, 19] for the same approach in the non-supersymmetric case.
The higher-spin currents corresponding to the linear $sw_\infty[\lambda] \oplus sw_\infty[\lambda]$ algebra are given by [50]:

\[
V^{(s)+}_\lambda(z) = \sum_{i=0}^{s-1} a^i(s, \lambda) \partial^{s-1-i} \left\{ (\partial^i \beta) \gamma \right\} + \sum_{i=0}^{s-1} a^i(s, \lambda + \frac{1}{2}) \partial^{s-1-i} \left\{ (\partial^i b) c \right\},
\]

\[
V^{(s)-}_\lambda(z) = -\frac{s - 1 + 2\lambda}{2s - 1} \sum_{i=0}^{s-1} a^i(s, \lambda) \partial^{s-1-i} \left\{ (\partial^i \beta) \gamma \right\} + \sum_{i=0}^{s-1} a^i(s, \lambda + \frac{1}{2}) \partial^{s-1-i} \left\{ (\partial^i b) c \right\},
\]

and

\[
Q^{(s)\pm}_\lambda(z) = \sum_{i=0}^{s-1} a^i(s, \lambda) \partial^{s-1-i} \left\{ (\partial^i \beta) c \right\} \pm \sum_{i=0}^{s-2} \beta^i(s, \lambda) \partial^{s-2-i} \left\{ (\partial^i b) \gamma \right\},
\]

and similarly for the anti-holomorphic sector. The coefficients are given by

\[
a^i(s, \lambda) = \binom{s - 1}{i} \frac{(-2\lambda - s - 2)}{(s + i)_{s-1-i}} 0 \leq i \leq s - 1,
\]

\[
\alpha^i(s, \lambda) = \binom{s - 1}{i} \frac{(-2\lambda - s + 2)}{(s + i - 1)_{s-1-i}} 0 \leq i \leq s - 1,
\]

\[
\beta^i(s, \lambda) = \binom{s - 2}{i} \frac{(-2\lambda - s + 2)}{(s + i)_{s-2-i}} 0 \leq i \leq s - 2.
\]

These currents are normalized such that their Laurent modes (when restricting to the wedge) correspond to the shs[\lambda] generators (2.10) in the exact same basis [50]. Thus the higher-spin zero modes of the dual fields (5.2), and thereby three-point functions should be directly comparable.

### 5.1 Operator product expansions

In order to compute three-point functions involving the higher-spin currents we need to compute the coefficient of the leading order pole of the OPE between higher-spin currents and the primaries (5.6) and (5.7). It is straightforward to do this using (5.4) and the form of the higher-spin currents given in (5.8), (5.9) and (5.10), we will list the result here. For $V^{(s)+}_\lambda$ we have

\[
V^{(s)+}_\lambda(z) \beta(w) \sim a^0(s, \lambda) \frac{(-1)^s(s - 1)!}{(z - w)^s} \beta(w) + \cdots,
\]

\[
V^{(s)+}_\lambda(z) b(w) \sim a^0(s, \lambda + \frac{1}{2}) \frac{(-1)^s(s - 1)!}{(z - w)^s} b(w) + \cdots,
\]

\[
V^{(s)+}_\lambda(z) \gamma(w) \sim \left( \sum_{i=0}^{s-1} a^i(s, \lambda) \right) \frac{(-1)^s(s - 1)!}{(z - w)^s} \gamma(w) + \cdots,
\]

\[
V^{(s)+}_\lambda(z) c(w) \sim \left( \sum_{i=0}^{s-1} a^i(s, \lambda + \frac{1}{2}) \right) \frac{(-1)^s(s - 1)!}{(z - w)^s} c(w) + \cdots.
\]
In a similar manner we find that the OPE’s involving the $V^{(s)\pm}_\lambda$ currents are given by
\[
V^{(s)\pm}_\lambda(z)\beta(w) \sim \frac{s - 1 + 2\lambda}{2s - 1} a^0(s, \lambda) \frac{(-1)^s(s - 1)!}{(z - w)^s} \beta(w) + \cdots,
\]
\[
V^{(s)\pm}_\lambda(z)b(w) \sim \frac{s - 2\lambda}{2s - 1} a^0(s, \lambda + \frac{1}{2}) \frac{(-1)^{s-1}(s - 1)!}{(z - w)^s} b(w) + \cdots,
\]
\[
V^{(s)\pm}_\lambda(z)\gamma(w) \sim \frac{s - 1 + 2\lambda}{2s - 1} \left( \sum_{i=0}^{s-1} a^i(s, \lambda) \right) \frac{(-1)^s(s - 1)!}{(z - w)^s} \gamma(w) + \cdots,
\]
\[
V^{(s)\pm}_\lambda(z)c(w) \sim \frac{s - 2\lambda}{2s - 1} \left( \sum_{i=0}^{s-2} a^i(s, \lambda + \frac{1}{2}) \right) \frac{(-1)^s(s - 1)!}{(z - w)^s} c(w) + \cdots.
\]

Finally for the fermionic higher-spin currents $Q^{(s)\pm}_\lambda$ we find
\[
Q^{(s)\pm}_\lambda(z)\beta(w) \sim \mp \beta^0(s, \lambda) \frac{(-1)^s(s - 2)!}{(z - w)^{s-1}} b(w) + \cdots,
\]
\[
Q^{(s)\pm}_\lambda(z)b(w) \sim \alpha^0(s, \lambda) \frac{(-1)^{s-1}(s - 1)!}{(z - w)^s} \beta(w) + \cdots,
\]
\[
Q^{(s)\pm}_\lambda(z)\gamma(w) \sim \left( \sum_{i=0}^{s-1} \alpha^i(s, \lambda) \right) \frac{(-1)^s(s - 1)!}{(z - w)^s} \gamma(w) + \cdots,
\]
\[
Q^{(s)\pm}_\lambda(z)c(w) \sim \mp \left( \sum_{i=0}^{s-2} \beta^i(s, \lambda) \right) \frac{(-1)^s(s - 2)!}{(z - w)^{s-1}} \gamma(w) + \cdots.
\]

In order to be able to compare the CFT three-point functions with the bulk results \[\text{Eq.} (4.48)\] and \[\text{Eq.} (4.50)\], we will write the coefficients in the following form
\[
a^0(s, \lambda)(s - 1)! = \frac{\Gamma(s)^2}{\Gamma(2s - 1)} \frac{\Gamma(-2\lambda + 1)}{\Gamma(-2\lambda - s + 2)},
\]
\[
\beta^0(s, \lambda)(s - 2)! = \frac{\Gamma(s - 1)\Gamma(s)}{\Gamma(2s - 2)} \frac{\Gamma(-2\lambda)}{\Gamma(-2\lambda - s + 2)},
\]
\[
a^0(s, \lambda)(s - 1)! = \frac{\Gamma(s)\Gamma(s - 1)}{\Gamma(2s - 2)} \frac{\Gamma(-2\lambda + 1)}{\Gamma(-2\lambda + s - 2)}.
\]

Furthermore it is straightforward to perform the necessary sums over the coefficients, which results in
\[
\sum_{i=0}^{s-1} a^i(s, \lambda) = \frac{4^{1-s}\sqrt{\pi}\Gamma(1 + s - 2\lambda)}{\Gamma(s - \frac{1}{2})\Gamma(2 - 2\lambda)} = \frac{\Gamma(s)}{\Gamma(2s - 1)} \frac{\Gamma(1 + s - 2\lambda)}{\Gamma(2 - 2\lambda)},
\]
\[
\sum_{i=0}^{s-2} \beta^i(s, \lambda) = \frac{2^{3-2s}\sqrt{\pi}(s - 1)\Gamma(s - 2\lambda)}{\Gamma(s - \frac{1}{2})\Gamma(2 - 2\lambda)} = 2 \frac{\Gamma(s)(s - 1)}{\Gamma(2s - 1)} \frac{\Gamma(s - 2\lambda)}{\Gamma(2 - 2\lambda)},
\]
\[
\sum_{i=0}^{s-1} \alpha^i(s, \lambda) = \frac{(-1)^{s-1}4^{3-2s}\sqrt{\pi}\Gamma(2\lambda)}{\Gamma(s - \frac{1}{2})\Gamma(1 - s + 2\lambda)} = (\frac{4}{2\lambda})^{s-1} \frac{\Gamma(s)}{\Gamma(2s - 1)} \frac{\Gamma(2\lambda)}{\Gamma(1 - s + 2\lambda)},
\]
for $s > 1$.

### 5.2 Bosonic three-point correlators from the CFT

We now have all the necessary ingredients to compute all three-point correlators of two bosonic or fermionic operators with a spin-$s$ current. In this section we list all the bosonic three-point functions, using the notation used in section \[\text{Eq.} (4.3)\].
First multiplet with $V^{(s)_+}_{\lambda}$

\[
\langle \bar{O}^R_{\Delta_+} \bar{O}^\bar{R}_{\Delta_+} V^{(s)_+}_{\lambda} \rangle = (-1)^s \frac{\Gamma^2(s)}{\Gamma(2s-1)} \frac{\Gamma(s-2\lambda+1)}{\Gamma(2-2\lambda)} \frac{\Gamma(s-2\lambda+1)}{\Gamma(s-2\lambda+1)} , \\
\langle \bar{O}^R_{\Delta_-} \bar{O}^\bar{R}_{\Delta_-} V^{(s)_+}_{\lambda} \rangle = (-1)^s \frac{\Gamma^2(s)}{\Gamma(2s-1)} \frac{\Gamma(s-2\lambda)}{\Gamma(1-2\lambda)} .
\] (5.17)

Second multiplet with $V^{(s)_+}_{\lambda}$

\[
\langle \bar{O}^R_{\Delta_+} \bar{O}^\bar{R}_{\Delta_+} V^{(s)_+}_{\lambda} \rangle = (-1)^{s-1} \frac{\Gamma^2(s)}{\Gamma(2s-1)} \frac{\Gamma(-2\lambda+1)}{\Gamma(-2\lambda+s+2)} , \\
\langle \bar{O}^R_{\Delta_-} \bar{O}^\bar{R}_{\Delta_-} V^{(s)_+}_{\lambda} \rangle = (-1)^{s-1} \frac{\Gamma^2(s)}{\Gamma(2s-1)} \frac{\Gamma(-2\lambda)}{\Gamma(-2\lambda+s+1)} .
\] (5.18)

First multiplet with $V^{(s)_-}_{\lambda}$

\[
\langle \bar{O}^R_{\Delta_+} \bar{O}^\bar{R}_{\Delta_+} V^{(s)_-}_{\lambda} \rangle = (-1)^{s-1} \frac{\Gamma^2(s)}{\Gamma(2s-1)} \frac{\Gamma(s-2\lambda+1)}{\Gamma(2-2\lambda)} \frac{s-1+2\lambda}{2s-1} , \\
\langle \bar{O}^R_{\Delta_-} \bar{O}^\bar{R}_{\Delta_-} V^{(s)_-}_{\lambda} \rangle = (-1)^{s} \frac{\Gamma^2(s)}{\Gamma(2s-1)} \frac{\Gamma(s-2\lambda)}{\Gamma(1-2\lambda)} \frac{s-2\lambda}{2s-1} .
\] (5.19)

Second multiplet with $V^{(s)_-}_{\lambda}$

\[
\langle \bar{O}^R_{\Delta_+} \bar{O}^\bar{R}_{\Delta_+} V^{(s)_-}_{\lambda} \rangle = (-1)^s \frac{\Gamma^2(s)}{\Gamma(2s-1)} \frac{\Gamma(-2\lambda+1)}{\Gamma(-2\lambda-s+2)} \frac{s-1+2\lambda}{2s-1} , \\
\langle \bar{O}^R_{\Delta_-} \bar{O}^\bar{R}_{\Delta_-} V^{(s)_-}_{\lambda} \rangle = (-1)^{s-1} \frac{\Gamma^2(s)}{\Gamma(2s-1)} \frac{\Gamma(-2\lambda)}{\Gamma(-2\lambda-s+1)} \frac{s-2\lambda}{2s-1} .
\] (5.20)

Comparing with the bulk computation of the same quantities we find precise agreement. This provides a non-trivial check of the $\mathcal{N} = 2$ proposal of [31].

5.3 Fermionic three-point correlators from the CFT

The above methods can also be used to compute boundary three-point functions involving fermions. It is immediately clear that the coefficients of correlators involving two fermionic operators and one holomorphic bosonic higher-spin current will be the same as those of the bosonic correlators of operators that share the same chiral part. For instance, we can see that

\[
\langle \bar{O}^F_{\Delta_+} \bar{O}^\bar{F}_{\Delta_+} V^{(s)\pm}_{\lambda} \rangle = \langle \bar{O}^F_{\Delta_-} \bar{O}^\bar{F}_{\Delta_-} V^{(s)\pm}_{\lambda} \rangle .
\] (5.21)

On the other hand, the coefficients of the three-point functions involving one bosonic primary, one fermionic primary and a fermionic higher-spin current will be different. As an example, we find

\[
\langle \bar{O}^F_{\Delta_+} \bar{O}^R_{\Delta_+} Q^{(s)\pm}_{\lambda} \rangle = \pm 2(-1)^s \frac{\Gamma(s)^2}{\Gamma(2s-1)} \frac{\Gamma(s-2\lambda)}{\Gamma(2-2\lambda)} .
\] (5.22)

It would clearly be interesting to compute the above fermionic coefficients from the bulk side of the duality. This computation will require a straightforward generalization of the discussion in section 4 and we hope to report on it in the near future.
6 Conclusions

In this work we considered the proposal of [31] that the $\mathcal{N} = 2$ Prokushkin-Vasiliev theory on AdS$_3$ is dual to a $\mathbb{C}P^N$ Kazama-Suzuki model with the non-linear chiral algebra $SW_{\infty}[\lambda]$. In the ’t Hooft limit, we showed exact matching between three-point functions involving two bulk scalars and one bosonic higher-spin field as computed from the bulk and the same quantities computed in the dual CFT. Since the correlation functions in this class only depend on the linear shs$[\lambda]$ algebra, they can be computed in any CFT that shares this symmetry, and we chose to compute them in a free-field ghost CFT. This greatly simplified the boundary side of the computation.

Along the way, we also performed a systematic analysis of the holographic OPE’s of the conserved higher-spin currents from the bulk theory. This demonstrates how the $\mathcal{N} = 2$ $SW_{\infty}[\lambda]$ symmetry arises as an asymptotic symmetry and provides an alternative (holographic) derivation to that in [35]. In particular, it allows us to precisely fix the normalizations of the source terms in the boundary CFT.

In [31], a specific gluing of coset chiral states was proposed as dual to the bulk fields (see (2.7) and (2.8)). Our bulk calculation only has information about the full conformal weight $\Delta = h + \bar{h}$ of the coset primaries, but the results correctly capture the dependence on the chiral conformal weights separately. This provides further evidence for the identification of states in [31].

Using the CFT, we have also obtained results for three-point functions involving fermionic operators, and it would clearly be of interest to compare those with the corresponding bulk quantities. This will require a slight generalization of our bulk techniques, in particular in order to isolate the physical fermionic fields from the Vasiliev equations. This is currently under investigation.

Of course, our approach of using a surrogate free-field CFT instead of the full-fledged Kazama-Suzuki model has severe limitations. It would be interesting to check whether other types of three-point functions (for instance, those involving three scalar fields) match between the bulk and the boundary theory. This would of course require analysing the matter Vasiliev equations beyond the linearised level. But it is unlikely that the free-field CFT can correctly capture those correlation functions, so any mismatch would be likely to be an artifact of this. Even if one could reproduce all three-point functions, the simple fact that the spectrum of the free theory is not the same as that of the $\mathbb{C}P^N$ model indicates that four-point functions will differ and matching those would require a more intricate boundary computation. Such checks would be essential in order to better establish the $\mathcal{N} = 2$ correspondence beyond the level of symmetries.

The way the correspondence is formulated at the moment, in order to go beyond the quantities captured by the free CFT one would have to perform a computation at finite $N$ and $k$ and take the ’t Hooft limit at the end. One might instead imagine a procedure by which one could obtain the nonlinear $SW_{\infty}[\lambda]$ symmetry from the linear one directly in the ’t Hooft limit, for instance by imposing a suitable constraint on the free CFT. This would probably provide a more efficient way to check the duality at large $N,k$.

Recently, an $\mathcal{N} = 1$ version of the higher-spin/minimal model correspondence was proposed [32]. We expect the techniques used in this paper to transfer to that case with minor modifications, allowing the comparison of three-point functions in that model as well.
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A Brief Review of Vasiliev Theory on AdS$_3$

In this appendix we intend to give a very brief, but self-contained, review of the full non-linear Prokushkin-Vasiliev theory as formulated in \cite{43,44}, for more details the reader is referred to these original papers and the review \cite{3}.

The full non-linear Vasiliev equations are formulated using an associative algebra $A$ which is constructed using several auxiliary variables and a Moyal $\star$-product in the following way. Let $y_a$ and $z_\alpha$ ($\alpha = 1,2$) be two commuting bosonic twistor variables, where their spinor indices are raised and lowered as

$$y_a = y^\beta \epsilon_{\alpha \beta}, \quad y^\alpha = \epsilon^{\alpha \beta} y_\beta,$$

where $\epsilon_{\alpha \beta}$ is the anti-symmetric tensor satisfying $\epsilon^{\alpha \beta} \epsilon_{\beta \gamma} = -\delta^\alpha_\gamma$. We will use the notation $uv = u_\alpha v^\alpha = -v_\alpha u^\alpha = -uv$ for contracted spinors. Beside these, we have two separate sets of Clifford elements $\psi_1 (i = 1,2)$ and $(k, \rho)$ satisfying the usual relations

$$\{ \psi_i, \psi_j \} = 2\delta_{ij}, \quad \{ k, \rho \} = 0, \quad k^2 = \rho^2 = 1.$$  \hspace{1cm} (A.2)

All auxiliary variables commute with $\psi_{1,2}$, furthermore $\rho$ and $k$ commute and anti-commute with the twistor variables $y_a$, $z_\alpha$, respectively

$$\{ k, y_a \} = 0, \quad \{ k, z_\alpha \} = 0, \quad [ \rho, y_a ] = 0, \quad [ \rho, z_\alpha ] = 0. \hspace{1cm} (A.3)$$

A generic spacetime function mapping to this algebra has the following form

$$A(z, y; \psi_{1,2}, k, \rho | x) = \sum_{B,C,D,E=0}^\infty \sum_{m,n=0}^\infty \frac{1}{m! n!} A^{BCDE}_{\alpha_1,..,\alpha_m, \beta_1,..,\beta_n}(x) k^B \rho^C \psi^D_1 \psi^E_2 z^{\alpha_1} \ldots z^{\alpha_m} y^{\beta_1} \ldots y^{\beta_n}. \hspace{1cm} (A.4)$$

For our purposes, we will assume that the space-time functions $A^{BCDE}_{\alpha_1,..,\alpha_m, \beta_1,..,\beta_n}(x)$ are symmetric in the spinor indices. Furthermore the Grassmann parity of the coefficients $A^{BCDE}_{\alpha_1,..,\alpha_m, \beta_1,..,\beta_n}(x)$ is equal to the number of spinor indices mod 2 and they are defined to commute with all the generating elements $y_a$, $z_\alpha$, $k$, $\rho$ and $\psi_{1,2}$. Thus commutators of functions of the form (A.4), will automatically turn into supercommutators of polynomials of $y_a$, $z_\alpha$, $k$, $\rho$ and $\psi_{1,2}$.

In order to formulate the theory, we also need the $\star$-product defined on functions of $y$ and $z$ given by

$$(f \star g)(z, y) = \frac{1}{(2\pi)^2} \int d^2 u \int d^2 v \exp(iu_\alpha v^\alpha) f(z + u, y + u) g(z - v, y + v). \hspace{1cm} (A.5)$$

This product turns out to be associative and have a regularity property, the product of two polynomials will also be a polynomial in $y$ and $z$. Defining the $\star$-commutator $[V, W]_\star = V \star W - W \star V$, we have the important commutators

$$[y_a, y_\beta]_\star = -[z_\alpha, z_\beta]_\star = 2i\epsilon_{\alpha \beta}, \quad [y_a, z_\beta]_\star = 0. \hspace{1cm} (A.6)$$

It turns out that the basic variables $y_a$ and $z_\alpha$ behave as derivatives, in particular for a very general class of functions \cite{43} we have $[y_a, f]_\star = 2i \frac{\partial f}{\partial y^\alpha}$ and $[z_\alpha, f]_\star = -2i \frac{\partial f}{\partial z^{\alpha}}$. Note that the star product only operates on the twistor components, but the order of all auxiliary variables is important due to the relations (A.2) and (A.3).

Vasiliev theory is formulated in terms of three generating functions depending on spacetime coordinates and the auxiliary variables

$$W = W_\mu(z, y; \psi_{1,2}, k, \rho | x) \mathrm{d}x^\mu,$$

$$B = B(z, y; \psi_{1,2}, k, \rho | x),$$

$$S_\alpha = S_\alpha(z, y; \psi_{1,2}, k, \rho | x). \hspace{1cm} (A.7)$$
The spacetime 1-form $W$ is the generating function of the higher-spin fields, the 0-form $B$ is the generating function of the massive matter fields while $S_\alpha$ describes pure gauge degrees of freedom and is necessary for consistent internal symmetries. The full set of non-linear Vasiliev equations is then given by

\[
\begin{align*}
    dW - W \star \wedge W &= 0, \\
    dB + [B, W]_\star &= 0, \\
    dS_\alpha + [S_\alpha, W]_\star &= 0, \\
    S_\alpha \star S^\alpha + 2i(1 + B \star K) &= 0, \\
    [S_\alpha, B]_\star &= 0,
\end{align*}
\]

where $K = ke^{yz}$ is the Kleinian. The last two constraints guarantee that local Lorentz invariance remains unbroken to all orders of interaction. It turns out that due to the involutive automorphism $\rho \rightarrow -\rho$, $S_\alpha \rightarrow -S_\alpha$ one can truncate the system such that $W$ and $B$ become $\rho$-independent, while $S_\alpha(z, y; \psi_{1,2}, k, \rho|x) = \rho s_\alpha(z, y; \psi_{1,2}, k|x)$. This is the system studied in this paper and in [43, 44].

One can readily check that these equations are invariant under the following set of $\rho$-independent local higher gauge transformations, parametrized by $\epsilon = \epsilon(z, y; \psi_{1,2}, k|x)$

\[
\begin{align*}
    \delta W &= d\epsilon + [\epsilon, W]_\star, \\
    \delta B &= [\epsilon, B]_\star, \\
    \delta S_\alpha &= [\epsilon, S_\alpha]_\star.
\end{align*}
\]

Note that the equations of motion and gauge transformations for the higher-spin fields look very similar to usual Chern-Simons theory. As mentioned earlier, the commutators in (A.8) and (A.9) are actually supercommutators of polynomials of the generating elements, $y_\alpha$, $z_\alpha$, $k$ and $\psi_{1,2}$.

**A.1 Vacuum solutions and linearized dynamics**

Now we consider vacuum solutions of the Vasiliev equations (A.8) in which the matter fields take a constant value

\[
B(0) = \nu = \text{constant}.
\]

With this ansatz the second and the last equations of (A.8) are trivially satisfied, while the vacuum solutions of $W$ and $S_\alpha$ have to satisfy the three remaining ones

\[
\begin{align*}
    dW(0) - W(0) \star \wedge W(0) &= 0, \\
    dS_\alpha(0) + [S_\alpha(0), W(0)] &= 0, \\
    S_\alpha(0) \star S^\alpha(0) + 2i(1 + B(0) \star K) &= 0.
\end{align*}
\]

In [43] three different solutions to the third equation are given but they are all in the same gauge equivalence class, the simplest is

\[
S_\alpha(0) = \rho \tilde{z}_\alpha, \quad \text{where} \quad \tilde{z}_\alpha = z_\alpha + \nu(z_\alpha + y_\alpha) \int_0^1 dt \, e^{it \rho y z k}.
\]

Since $dS_\alpha(0) = 0$, the second equation of (A.11) reduces to $[S_\alpha(0), W(0)] = 0$. In order to solve this constraint, one can show that the following element

\[
\tilde{y}_\alpha = y_\alpha + \nu(z_\alpha + y_\alpha) \int_0^1 dt \, (t - 1) e^{it y z k},
\]

\[
\int_0^1 dt \, e^{it y z k}.
\]
satisfies the commutation relations
\[ [\tilde{y}_\alpha, \tilde{y}_\beta]_\star = 2i\epsilon_{\alpha\beta}(1 + \nu k), \quad \{\tilde{y}, k\}, = 0, \]  
(A.13)
and finally \[ [\tilde{y}_\alpha, S^{(0)}_\alpha] = 0. \]  
Now the constraint \[ [S^{(0)}_\alpha, W^{(0)}] = 0 \] is solved if \( W^{(0)} \) depends only on \( \psi_{1,2}, k \) and \( \tilde{y}_\alpha \), since they all commute with \( S^{(0)}_\alpha \).

Note the remarkable feature of (A.13), the vacuum constant \( \nu \) is deforming the oscillators \( y_\alpha \) into the so-called deformed oscillators \( \tilde{y}_\alpha \). This means that \( \nu \) is parametrizing a continuous class of vacuum solutions \( A^{(0)} \), in which the symmetry algebra is continuously deforming. As we see in section 2.2, \( \nu \) also fixes the masses of the matter fields. We will call the associative algebra generated by \( \tilde{y}_\alpha, k \) and \( \psi_{1,2} \) for \( A_S \).

Next we will consider linearized fluctuations of the matter fields around this vacuum, propagating on the higher-spin background \( W^{(0)} \)
\[ B(z, y; \psi_{1,2}, k) = \nu + C(z, y; \psi_{1,2}, k). \]  
(A.14)
In this paper we will neglect all fluctuations around \( W^{(0)} \) and \( S^{(0)}_\alpha \), thus we do not consider higher order effects like backreaction of the matter on the higher-spin fields and interactions among the matter fields. See [43] for more about these issues. Inserting (A.14) into (A.8) we get two non-trivial equations
\[ dC + [C, W^{(0)}]_\star = 0, \]
\[ [S^{(0)}_\alpha, C]_\star = 0. \]  
(A.15)
The second equation is solved by demanding that \( C \) is a spacetime function mapping into the algebra \( A_S \). In other words, we have found that \( C = C(\tilde{y}; k, \psi_{1,2}|x) \) and \( W^{(0)} = W^{(0)}(\tilde{y}; k, \psi_{1,2}|x) \).

We can now get rid of the \( \psi_{1,2} \) Clifford elements and find the equations of motion of the physical fields. For this we need to define the projection operators
\[ P_\pm = \frac{1 \pm \psi_2}{2}, \]  
(A.16)
with the following properties
\[ P_\pm P_\mp = 0, \quad P_\pm^2 = P_\pm. \]  
(A.17)
The usual gauge fields \( A \) and \( \bar{A} \), known from AdS\(_3\) gravity, are extracted as
\[ W^{(0)} = -P_+ A - P_- \bar{A}. \]
Inserting this into the equations of motion for \( W^{(0)} \) (A.11), we find the Chern-Simons flatness conditions
\[ dA + A \star A = 0, \quad d\bar{A} + \bar{A} \star \bar{A} = 0. \]  
(A.18)
The matter fields can be decomposed as
\[ C(\tilde{y}; k, \psi_{1,2}|x) = C_{aux}(\tilde{y}; k, \psi_1|x) + C_{dyn}(\tilde{y}; k, \psi_1|x)\psi_2. \]  
(A.19)
It turns out that \( C_{aux} \) does not describe any propagating degrees of freedom and can consistently be put to zero and the dynamical part \( C_{dyn} \) can be decomposed as
\[ C(\tilde{y}; k, \psi_1|x) = C(\tilde{y}; k|x) P_+ \psi_2 + \bar{C}(\tilde{y}; k|x) P_- \psi_2. \]  
(A.20)
The equations (A.15) finally reduce to
\[ dC + A \star C - C \star \bar{A} = 0, \]
\[ d\bar{C} + \bar{A} \star \bar{C} - \bar{C} \star A = 0. \]  
(A.21)
The associative algebra generated by $\tilde{y}^a$ and $k$ modulo the relations (A.13) is known as $Aq(2, \nu)$ [49]. The physical fields in this algebra are expanded as

$$C(\tilde{y}; k|x) = \frac{1}{m!} \sum_{B=0}^{\infty} \frac{1}{n!} C_{\alpha_1 \ldots \alpha_n}^B(x) k^B \tilde{y}^{\alpha_1} \cdots \tilde{y}^{\alpha_n}, \quad (A.22)$$

and similarly for $\tilde{A}$ and $\tilde{A}$. The element $k$ doubles the spectrum, this is needed in order to have $N = 2$ supersymmetry. The lowest components of $C$ with no spinor index correspond to two scalars, while the ones with one spinor index correspond to two fermions and similarly for $\tilde{C}$. The functions $C_{\alpha_1 \ldots \alpha_n}$, for $n > 1$, are auxiliary fields and can all be written as sums of derivatives of the physical fields, using the equations of motion (A.21).

The algebra $Aq(2, \nu)$ contains the subalgebra of even elements $C(\tilde{y}; k|x) = C(-\tilde{y}; k|x)$, which can be decomposed as $AqE(2, \nu) \oplus AqE(2, -\nu)$ [49] by the projection operator $\Pi_\pm = \frac{1+k}{2}$. Thus one obtains a non-supersymmetric truncation by restricting to even polynomials of $\tilde{y}_a$ and projecting $k = \pm 1$, this was recently used in [49]. There also exists a $\mathcal{N} = 1$ truncation [43] [44].

## B The $SB[\mu]$ and shs[\lambda] Algebras

This appendix contains information and definitions of functions related to the algebras $SB[\mu]$ and shs[\lambda], together with a few useful properties. These algebras were briefly defined in section 2.1.

For the structure constants of the infinite dimensional associative algebra $SB[\mu]$, we will use the following notation

$$L_m^{(s)} \star L_n^{(t)} = \sum_{u=1}^{s+t-1} \tilde{g}_u^{st}(m, n; \lambda) L_{m+n}^{(s+t-u)}, \quad L_m^{(s)} \star G_q^{(t)} = \sum_{u=1}^{s+t-1} \tilde{h}_u^{st}(m, q; \lambda) G_{m+q}^{(s+t-u)},$$

$$G_p^{(s)} \star G_q^{(t)} = \sum_{u=1}^{s+t-1} \tilde{g}_u^{st}(p, q; \lambda) L_{p+q}^{(s+t-u)}, \quad G_p^{(s)} \star L_n^{(t)} = \sum_{u=1}^{s+t-1} \tilde{h}_u^{st}(p, n; \lambda) G_{p+n}^{(s+t-u)},$$

while for the infinite dimensional Lie superalgebra shs[\lambda] we use the notation

$$[L_m^{(s)}, L_n^{(t)}] = \sum_{u=1}^{s+t-1} \tilde{g}_u^{st}(m, n; \lambda) L_{m+n}^{(s+t-u)}, \quad [L_m^{(s)}, G_q^{(t)}] = \sum_{u=1}^{s+t-1} \tilde{h}_u^{st}(m, q; \lambda) G_{m+q}^{(s+t-u)},$$

$$[G_p^{(s)}, G_q^{(t)}] = \sum_{u=1}^{s+t-1} \tilde{g}_u^{st}(p, q; \lambda) L_{p+q}^{(s+t-u)}, \quad [G_p^{(s)}, L_n^{(t)}] = \sum_{u=1}^{s+t-1} \tilde{h}_u^{st}(p, n; \lambda) G_{p+n}^{(s+t-u)},$$

where the notation $\sum$ stands for sum over half-integer steps. If one does not put any constraints on the modes, this then corresponds to the linear $su_{\infty} [\lambda]$ algebra. If one restricts to the wedge subalgebra, one can show that it is safe to restrict the sums to $1 \leq u \leq \text{Min}(2s - 1, 2t - 1)$ since the structure constants for higher $u$ vanish (this is not the case for modes outside the wedge).
B.1 Useful properties of structure constants

For reference, we will in this section list a few properties of some of the $SB[\mu]$ and shs$[\lambda]$ structure constants which are quite useful for our calculations.

\[ g^s_{t}(m, n; \lambda) = \begin{cases} 
(-1)^{|u|+1} g^s_{t}(n, m; \lambda) & \begin{cases} 
|u| \in \mathbb{Z}, & (s, t \in \mathbb{Z} \text{ or } s + t \in \mathbb{Z} + \frac{1}{2}) \\
|u| \in \mathbb{Z} + \frac{1}{2}, & (s, t \in \mathbb{Z} + \frac{1}{2} \text{ or } s + t \in \mathbb{Z} + \frac{1}{2}) 
\end{cases} \\
(-1)^{|u|} g^s_{t}(n, m; \lambda) & \begin{cases} 
|u| \in \mathbb{Z}, & s, t \in \mathbb{Z} + \frac{1}{2} 
\end{cases}
\end{cases} \]  

(B.3)

\[ g^t_{s}(m, n; \lambda) = \begin{cases} 
1 & (s, t \in \mathbb{Z} \text{ or } s + t \in \mathbb{Z} + \frac{1}{2}) \\
0 & s, t \in \mathbb{Z} + \frac{1}{2}
\end{cases} \]  

(B.4)

\[ g^s_{t}(m, n; \lambda) = \begin{cases} 
m/2 \text{ or } n/2 & (s = 1, t \in \mathbb{Z}) \text{ or } (s \in \mathbb{Z}, t = 1) \\
0 & s, t \in \mathbb{Z} \text{ and } s, t \neq 1 \\
g^s_{t}(0, 0; \lambda) & (s, t \in \mathbb{Z} + \frac{1}{2}) \text{ or } (s + t \in \mathbb{Z} + \frac{1}{2})
\end{cases} \]  

(B.5)

B.2 Structure Constants of $SB[\mu]$

In this section we will list explicit formulas for the structure constants of the infinite dimensional associative algebra, $SB[\mu]$. See the appendix of [35] for a sketch of how these are derived from the results of [50]. The $L \ast L$ structure constant is given as\(^{18}\)

\[ g^s_{t}(m, n; \lambda) = \sum_{i} F^u_{st} \left[ \tilde{h}(u + \frac{1}{2}\tilde{h}(s + t + \frac{1}{2}))^i + \tilde{h}(s)\tilde{h}(u + \frac{1}{2}\tilde{h}(s + t + \frac{1}{2})) : \lambda \right] \times (m - |s| + 1)_{[i,u,s,t]} \times (n - |t| + 1)_{[u] - 1 + h(s + t + \frac{1}{2})h(t + \frac{1}{2}) - h(u + \frac{1}{2})h(s + t + \frac{1}{2})}_{[i,u,s,t]}, \]  

(B.6)

where the range of the sum is

\[ 0 \leq i \leq \tilde{h}(u + \frac{1}{2}\tilde{h}(s + t)) \left( |u| - 1 \right) + \tilde{h}(u)\tilde{h}(s + t + \frac{1}{2}) - \tilde{h}(s)\tilde{h}(u + \frac{1}{2}\tilde{h}(s + t + \frac{1}{2}))\tilde{h}(u + \frac{1}{2}). \]

Similarly we have for the $G \ast G$ product

\[ \tilde{g}^s_{t}(p, q; \lambda) = -\tilde{h}(s + \frac{1}{2})h(t + \frac{1}{2}) \sum_{i} (-1)^{[i + \tilde{h}(s)]h(u + \frac{1}{2}\tilde{h}(s + t))} \times F^s_{st} \left[ \tilde{h}(u + \frac{1}{2}\tilde{h}(s + t + \frac{1}{2}))^i + \tilde{h}(s + \frac{1}{2})\tilde{h}(u + \frac{1}{2}\tilde{h}(s + t + \frac{1}{2})) : \lambda \right] \times \left[p + \frac{3}{2}\right]_{[i,u,s,t]} \left(q - \frac{3}{2}\right)_{[u] - \tilde{h}(s + t + \frac{1}{2})h(s) - \tilde{h}(s + t + \frac{1}{2})h(u + \frac{1}{2})}_{[i,u,s,t]}, \]  

(B.7)

where,

\(^{18}\)The various functions appearing in this and the following expressions are listed at the end.
\[ 0 \leq i \leq h\left( u + \frac{1}{2}h(s + t) \right) (u - 1) - \left[ h(s + \frac{1}{2}) + \tilde{h}(s + t)h(s) \right] \tilde{h}\left( u + \frac{1}{2}h(s + t + \frac{1}{2}) \right) \times \left( h(u + \frac{1}{2}) + \frac{1}{2}h(s + t) \right). \quad \text{(B.8)} \]

And for \( L \ast G \)

\[ h_{\ast}^{\mu}(m, q; \lambda) = h^{(-1)^{\lambda}(t)}\left( u + \frac{1}{2}\tilde{h}(s) \right) \sum_{i} F_{\ast}^{\mu}\left[ h\left( u + \frac{1}{2}\tilde{h}\left( s + \frac{1}{2}\tilde{h}(t) \right) \right)i + \tilde{h}(s) \right] \times \tilde{h}\left( u + \frac{1}{2}\tilde{h}(t + \frac{1}{2}) \right); \lambda \]
\times (m - [s] + 1)_{[i, u, s, t]} (q - [t] + \frac{1}{2})_{[u]} - \tilde{h}(t)h(s) - \tilde{h}(s + \frac{1}{2}h(u))h(u + \frac{1}{2}) - [i, u, s, t], \quad \text{(B.9)} \]

where,

\[ 0 \leq i \leq h\left( u + \frac{1}{2}\tilde{h}\left( s + \frac{1}{2}\tilde{h}(t + \frac{1}{2}) \right) \right) (u - 1) - \tilde{h}(s)\tilde{h}\left( u + \frac{1}{2}\tilde{h}(t + \frac{1}{2}) \right) \tilde{h}(u + \frac{1}{2}) \]
\[ - \frac{1}{2}h\left( s + \frac{1}{2}\tilde{h}(t + \frac{1}{2}) \right)\tilde{h}(u). \quad \text{(B.10)} \]

And finally for the \( G \ast L \) product

\[ \tilde{h}_{\ast}^{\mu}(p, n; \lambda) = h^{(-1)^{\lambda}(s)}\left( u + \frac{1}{2}\tilde{h}(t) \right) \sum_{i} (-1)^{[i + \tilde{h}(s)]} h\left( u + \frac{1}{2}\tilde{h}(t + \frac{1}{2}\tilde{h}(s + \frac{1}{2})) \right) \]
\times \left( p - [s] + \frac{1}{2} \right)_{[i, u, s, t]} (n - [t] + 1)_{[u]} - \tilde{h}(t)h(s) - \tilde{h}(s + \frac{1}{2}h(u))h(u + \frac{1}{2}) - [i, u, s, t], \quad \text{(B.11)} \]

where,

\[ 0 \leq i \leq h\left( u + \frac{1}{2}\tilde{h}\left( t + \frac{1}{2}\tilde{h}(s + \frac{1}{2}) \right) \right) (u - 1) - \tilde{h}(s + \frac{1}{2})\tilde{h}\left( u + \frac{1}{2}\tilde{h}(t) \right) \tilde{h}(u + \frac{1}{2}) \]
\[ - \frac{1}{2}h\left( t + \frac{1}{2}\tilde{h}(s + \frac{1}{2}) \right)\tilde{h}\left( u + \frac{1}{2}\tilde{h}(s + \frac{1}{2})(t) \right). \quad \text{(B.12)} \]

The functions used in the above structure constants are

\[ [i, u, s] = \left[ \frac{\tilde{h}(u)\left[ i + \tilde{h}(u + \frac{1}{2})\tilde{h}(s) \right]}{2} \right] \]
\[ [i, u, s, t]_1 = [i, u + \frac{1}{2}\tilde{h}(s + t + \frac{1}{2}), s] \quad \text{(B.13)} \]
\[ [i, u, s, t]_2 = [i, u + \frac{1}{2}\tilde{h}(s + t + \frac{1}{2}), s + \frac{1}{2}\tilde{h}(s + t + \frac{1}{2}) + \frac{1}{2}\tilde{h}(s + t) \{ \tilde{h}(s + \frac{1}{2}) + \tilde{h}(s)\tilde{h}(u + \frac{1}{2}) \}] \]
\[ [i, u, s, t]_3 = [i, u + \frac{1}{2}\tilde{h}\left( s + \frac{1}{2}\tilde{h}(t) \right), s + \frac{1}{2}\tilde{h}(t)\tilde{h}(s)\tilde{h}(u)] \]
\[ [i, u, s, t]_4 = [i, u + \frac{1}{2}\tilde{h}\left( t + \frac{1}{2}\tilde{h}(s) \right), s + \frac{1}{2}] \]

where

\[ \tilde{h}(u) = \left[ u - [u] + 1 \right], \]
\[ \tilde{h}(u) = \left[ u - [u] \right]. \quad \text{(B.14)} \]
We also use the definitions

\[
|n|_2 = n - 2\lfloor n/2 \rfloor, \quad (a)_n = a(a + 1)(a + 2) \ldots (a + n - 1), \quad (a)_0 = 1,
\]

\[
\begin{bmatrix} a \\ b \end{bmatrix} = \frac{|a|!}{|b|!(a - b)!},
\]

where \((a)_n\) is the ascending Pochhammer symbol. Finally, the various intermediate coefficients are defined as

\[
F_{st}^u(\lambda) = (-1)^{[s+t-u-1]} \frac{(2s + 2t - 2u - 2)!}{(2s + 2t - |u| - 3)!} \sum_{i=0}^{2s-2} \sum_{j=0}^{2t-2} \delta(i + j - 2s - 2t + 2u + 2) \times A^s(s, \lambda) A^t(t, \lambda)(-1)^{2s+2t(s+t-u)},
\]

\[
A^s(s, \lambda) = (-1)^{[s]+2s(i+1)} \left( \begin{array}{c} s-1 \\ i/2 \end{array} \right) \left( \frac{[(i+1)/2] + 2\lambda)}{[(s+i)/2]} \right),
\]

and

\[
F_{st}^u(i, \lambda) = F_{st}^u(\lambda)(-1)^{[i/2]+2i(s+u)} \left( \begin{array}{c} u-1 \\ i/2 \end{array} \right) (|2s - u|)^{[u-1-i/2]+|2u|}[2u-2-i/2].
\]

\[
\times (|2t-u|)^{[i/2]+|2u|}[i/2].
\]

B.3 Structure Constants of \(shs[\lambda]\)

These structure constants are directly given by the formulas for the \(SB[\mu]\) structure constants, but the constants \(F_{st}^u(\lambda)\) have to be replaced by

\[
f_{st}^u(\lambda) = F_{st}^u(\lambda) + (-1)^{-u}+4(s+u)(t+u) \times F_{st}^u(\frac{1}{2} - \lambda).
\]
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