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ABSTRACT
The LSST survey will provide unprecedented statistical power for measurements of dark energy. Consequently, controlling systematic uncertainties is becoming more important than ever. The LSST observing strategy will affect the statistical uncertainty and systematics control for many science cases; here, we focus on weak lensing systematics. The fact that the LSST observing strategy involves hundreds of visits to the same sky area provides new opportunities for systematics mitigation. We explore these opportunities by testing how different dithering strategies (pointing offsets and rotational angle of the camera in different exposures) affect additive weak lensing shear systematics on a baseline operational simulation, using the $\rho$-statistics formalism. Some dithering strategies improve systematics control at the end of the survey by a factor of up to $\sim 3$–$4$ better than others. We find that a random translational dithering strategy, applied with random rotational dithering at every filter change, is the most effective of those strategies tested in this work at averaging down systematics. Adopting this dithering algorithm, we explore the effect of varying the area of the survey footprint, exposure time, number of exposures in a visit, and exposure to the Galactic plane. We find that any change that increases the average number of exposures (in filters relevant to weak lensing) reduces the additive shear systematics. Some ways to achieve this increase may not be favorable for the weak lensing statistical constraining power or for other probes, and we explore the relative trade-offs between these options given constraints on the overall survey parameters.
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1 INTRODUCTION
Gravitational lensing, the deflection of light paths due to the presence of a nearby mass, or weak lensing (WL) in the weak regime, has become one of the most sensitive probes of cosmological parameters (Weinberg et al. 2013). In contrast to strong lensing, WL is a statistical effect measured from very small but coherent effects on a large number of galaxies. Therefore, future large surveys of galaxies provide an opportunity for significant improvement: the report of the Dark Energy Task Force\textsuperscript{1} shows that Stage IV experiments, such as the Vera C. Rubin Observatory Legacy Survey of Space and Time (LSST), will provide an improvement of 5–8 times over Stage II surveys with respect to the Dark Energy Task Force figure of merit (FoM). The FoM is the reciprocal of the area enclosing the 95\% confidence set contours in the $w_0, w_a$ plane, where $w_0$ is the present value of the dark energy equation of state parameter, and $w_a$ determines its dependence on scale factor, defining the dark energy equation of the state $w = w_0 + w_a(1 + a)$. This improvement comes from breaking degeneracies using multiple
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\textsuperscript{1} https://arxiv.org/abs/astro-ph/0609591
dark energy probes, and is larger than the improvement in constraining power from each cosmological probe individually (e.g., Zhan & Tyson 2018).

Given the sizeable statistical power that the LSST provides (LSST Science Collaboration 2009; Mandelbaum et al. 2015a; Ivezić et al. 2019), studying and controlling weak lensing systematic biases is becoming more critical (Mandelbaum 2018).

One major source of observational systematics for WL is the point-spread function (PSF), which describes how a point source appears on the observed image. In the best case, the PSF is diffraction-limited, but in practice for ground-based surveys, it includes a dominant atmospheric contribution alongside optical aberrations and detector contributions. While the atmospheric contributions to the PSF shape vary on short timescales, the CCD detectors have complex PSF shape systematics (Bradshaw et al. 2018) which are very similar every time a field on the sky is revisited, and thus do not average down over the course of the survey. Traditionally, the PSF is modelled empirically using images of stars (e.g., Bertin 2011) and then that model is used to infer the shapes of galaxies, which are tracers of the coherent weak lensing distortions (e.g., Mandelbaum et al. 2015). It is necessary to use large numbers of stars in each CCD in order to adequately sample the PSF variations across the focal plane. The shapes of brighter stars may be contaminated by flux-dependent detector effects; this is known as the “brighter-fatter effect” (Antilogus et al. 2014), which causes flux-dependent PSF model systematics, must be corrected in pixel processing and could be additionally mitigated via careful observing strategy choices that reduce the impact of the brighter/fatter effect in the final coadded image.

PSF modelling is imperfect in practice, and errors in modelling the PSF lead to systematic biases on the cosmic shear signal, which is the two-point correlation function of the shear field produced by the large-scale structure (LSS) of the Universe; see, for example, Paulin-Henriksson et al. (2008) and Rowe (2010) for the formalism describing how PSF modelling errors propagate into the measured cosmic shear signals. A bias in the PSF model shapes would translate to a very significant additive bias in the shear power spectrum (e.g., Paulin-Henriksson et al. 2008 and Jarvis et al. 2016). While analyses of previous large-area surveys of galaxies must improve PSF modelling and interpolation algorithms to reduce the impact of PSF modelling errors on weak lensing measurements, the LSST survey provides an additional new option for systems control: optimising the observing strategy.

The main LSST survey is a Wide Fast Deep (WFD) survey (Ivezić et al. 2019), such that the majority of the LSST observing time will be spent carrying out a wide-area survey that is deep in limiting magnitude with many short observations. More specifically, the LSST is designed, according to the LSST Science Requirements Document (SRD) (Željko Ivezić & the LSST Science Collaboration 2018), to have a median of 825 visits across the 18 000 deg$^2$ footprint and across all of the $ugrizy$ bands. A visit is currently defined in the baseline strategy as two co-added 15-second exposures with a readout in between. Like previous surveys, LSST will dither between observations at a given sky location, but unlike previous surveys, the LSST will have a unique combination of large-scale dithers and a large number of exposures at each point. Thus, objects can be observed in significantly different positions in the focal plane due to offsets of telescope pointings (what we will call translational dithering), and with multiple angles due to offsets of the camera rotational angles (what we will call rotational dithering). These aspects of the observing strategy can be used in addition to traditional methods to mitigate weak lensing systematics. Related studies that explore possible translational dithers to determine how the LSST observing strategy can be used to reduce systematic errors in measurements of the large-scale structure have already been conducted (Carroll et al. 2014, Awan et al. 2016, LSST Science Collaborations et al. 2017).

In this paper, we study how different aspects of the observing strategy help mitigate the additive shear bias, and rank a set of simulated strategies based on their performance for WL systematics (while the statistical trade-offs are not addressed here). In Section 2, we explain WL and its systematics in more detail; in Section 3, we present a representative set of LSST survey strategies and separately the three translational dithering strategies that are studied in this paper, although our method can be easily applied to new observing strategies in the future as they are released. In Section 4, we present our methodology, using both a direct effect on the cosmic shear bias, and simpler statistical tests of uniformity; and in Section 5, we analyze the results, and discuss them in the context of the 2018 call$^2$ for proposals on optimising the LSST observing strategy for different science cases.

## 2 BACKGROUND

This section includes background information on weak lensing, the observable quantities that are measured and used to constrain cosmological parameters, and the observational systematics that can be affected by different choices in observing strategy.

### 2.1 Weak Lensing Measurements

WL is a ubiquitous statistical effect that modifies the light profiles of galaxies as the light rays from those galaxies pass by other mass along the line of sight before they are observed. WL by the large-scale structure of the universe distorts the shapes and sizes of galaxies according to the distortion matrix:

$$ A = \begin{pmatrix} 1 - \kappa - \gamma_1 & -\gamma_2 \\ -\gamma_2 & 1 - \kappa + \gamma_2 \end{pmatrix}, $$

(1)

where $\kappa$ is the convergence, a measure of the magnification due to WL, and $\gamma_1, \gamma_2$ are spin-2 shear, a measure of the shape distortion due to WL (Bartelmann & Schneider 2001). The distortion matrix can be used to transform lensed coordinates into unlensed coordinates, such that for unlensed and lensed positions on the sky $\tilde{x}_u$ and $\tilde{x}_l$, $\tilde{x}_u = A \tilde{x}_l$ (Mandelbaum et al. 2015).

---

$^2$ https://www.lsst.org/call-whitepaper-2018
The cosmic shear signal can be measured using shear-shear correlation functions between pairs of galaxies, as follows:

$$\xi_+(\theta) = \mathbb{E}[\gamma_\tau \gamma_\tau](\theta) + \mathbb{E}[\gamma_\times \gamma_\times](\theta), \quad (2)$$

$$\xi_-(\theta) = \mathbb{E}[\gamma_\tau \gamma_\tau](\theta)e^{-i\phi} + \mathbb{E}[\gamma_\times \gamma_\times](\theta), \quad (3)$$

where $t$ and $\times$ are the tangential and cross components of the shear, $\theta$ is the angular separation on the sky, $\phi$ is the polar angle (Kilbinger 2015), $\mathbb{E}[\cdot]$ refers to the expected value and $R()$ refers to the real component. We only consider $\xi_+$ in our analysis, because the biases on $\xi_-$ are much closer to 0, and so not much work is needed to mitigate them (Jarvis et al. 2016).

It is clear from the definition of these correlation functions that any bias in the measured galaxy shears, either multiplicative or additive, will alter the measured shear correlation functions $\xi_\pm$. As we present more quantitatively in Section 4, errors in the shape of the PSF model generate additive systematics, while errors in the size of the PSF model generate both multiplicative and additive biases in the cosmic shear correlation function.

While multiplicative biases in weak lensing shear are important and need to be carefully controlled, observing strategy cannot as easily mitigate coherent PSF size errors of a fixed sign (being a scalar, non-zero mean size errors will not average down with translationally or rotationally dithered observations), so in this paper we focus on capturing the impact of observing strategy on PSF model shape errors (and therefore on additive systematics in WL).

### 2.2 Weak Lensing Systematics

Several sources of systematics can cause multiplicative or additive biases in the cosmic shear signal. These sources can be either theoretical, astrophysical, or observational. Theoretical sources of systematics include failure of the Limber approximation, likelihood function inaccuracies, and covariance misestimation (e.g., Sato et al. 2009, Dodelson & Schneider 2013, Lemos et al. 2017). Astrophysical systematics include, for example, intrinsic alignments (e.g., Kirk et al. 2015, Kiessling et al. 2015, Krause et al. 2016, Samuroff et al. 2019), the fact that galaxies are not oriented randomly throughout the universe even in the absence of lensing. Precise theoretical models of intrinsic alignments are required
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**Figure 1.** The right ascensions and declinations (survey footprint) of 444,867 focal plane field positions (without translational dithering) for $i$-band observations in the entire main WFD survey during the 10-year survey in baseline2018a.

![Figure 2](image2.png)

**Figure 2.** The translational dither patterns that are studied in this paper. These are, from top to bottom: random, spiral, and hexagonal. The pink points show the dithered positions, stepped through sequentially according to the gray lines. The plots are scaled to the size of the FOV of the LSST. These plots are generated using the Metrics Analysis Framework (MAF; Jones et al. 2014) following the approach defined in Awan et al. (2016). Unlike the random strategy, the hexagonal and spiral strategies are sequential and start to repeat at large numbers of dithers.
to turn WL measurements into cosmological parameters. Observing strategy cannot impact theoretical systematics, and the impact of observing strategy on astrophysical systematics is accounted for using statistical forecasting. We, therefore, focus on the impact of observing strategy on observational systematics. The remainder of this subsection is dedicated to providing background on observational systematics, and their effect on the cosmic shear signal.

When an observatory measures an image of a point source, it observes an extended and potentially complex light profile, due to the effect of the atmosphere, the optics (and optical aberrations), the CCD sensors, and the electronics. Atmospheric effects are mainly due to turbulence and vary stochastically with time and spatially across the focal plane (e.g., Chang et al. 2012). The effects of telescope optics include not only the obscured Airy diffraction pattern, but also aberrations that can be expressed in the form of Zernike polynomials such as coma and astigmatism (e.g., Jarvis et al. 2008, Roodman et al. 2014). Finally, detector effects (such as the ones due to charge transport asymmetry) are not stochastic; they remain the same when a field is revisited, and contribute to the PSF shape integrated over all visits unless removed by correction in pixel processing and camera rotation during observing. Most of these effects, when combined, can be described using a PSF. The galaxy images are convolved with the PSF, which must be modelled carefully to remove the effect of the PSF and recover unbiased weak lensing shear estimates.

Most PSF modelling techniques use images of stars as an effective PSF at their observed positions, and interpolate to get a PSF model that can be evaluated at any point within the focal plane. Other techniques model optical aberrations physically and are usually more appropriate for optics-limited space telescopes. The LSST PSF modelling strategy may incorporate elements of both methods (Mandelbaum 2018). While methods to correct for the impact of the PSF on the galaxy shapes expect PSF modelling to be carried out perfectly, in practice no PSF modelling method is perfect (Kitching et al. 2013). Reasons for PSF model insufficiency include the low density of stars, interpolation techniques that do not fully describe the physical processes governing the variation of the PSF across the focal plane, and detector effects such as the brighter-fatter effect (Antilogus et al. 2014), wherein the PSF measured from bright stars appears larger than it actually is. The physical origin of this effect is that the electrons in a pixel spill out to neighboring pixels due to electrostatic repulsion, violating the linear relationship between electron counts and exposure time expected for CCDs. Source galaxies used in WL studies are typically faint, so a PSF model inferred from bright stars without correction for the brighter-fatter effect misrepresents the actual PSF. Current methods to correct for the brighter-fatter effect, such as the one demonstrated using the Hyper Suprime-Cam (HSC; Aihara et al. 2018) survey data in Mandelbaum et al. 2018b are not exact, so some residual brighter-fatter effect may still be expected to contaminate PSF models.

PSF modelling imperfections can often imprint a coherent PSF shape bias in a specific direction in the plane of the camera. Simulations of LSST observing using laboratory measurements on LSST CCDs reveal multiple PSF shape systematics which can only partially be removed in pixel processing (Bradshaw et al. 2018). Observing strategy can, therefore, be an effective way to average down this bias significantly in addition to what can be gained with improved software for PSF modelling or for removing detector effects in the initial pixel processing steps. Examples of systematics with coherent special directions include radially-oriented residuals within the focal plane due to PSF modelling errors, as has been observed in e.g., Jarvis et al. (2016) and Bosch et al. (2018). Residuals associated with the orientation of the camera focal plane due to CCD fixed-frame distortions and differential chromatic refraction effects are discussed in LSST Science Collaborations et al. (2017): these systematics were found to be optimally suppressed for observing strategies with uniform distributions (over the range $[0, \pi]$ radians) of parallactic angle and the angle between the $+y$ camera direction and the North (referred to as rotSkyPos). We extend this analysis to the direction of CCD charge transfer, which would be horizontal or vertical, to account for physical effects such as the brighter-fatter effect, which results in an additive shear systematic error.

Figure 3. Illustration of the effect of dithering: The red circle represents the field of view of the LSST camera for a single exposure, with its centre indicated by one of the blue dots (indicating field positions). An object, indicated by the white circle, would only be imaged at a single position in the focal plane if no translational dithering is carried out. With random translational dithering around the fixed field positions (blue dots), the object would be imaged at ~200 different positions within the focal plane, corresponding to the total number of visits in the object would be imaged at $\sim$1 focal plane due to CCD fixed-frame distortions (e.g., Chang et al. 2012). The effects of telescope optics include not only the obscured Airy diffraction pattern, but also aberrations that can be expressed in the form of Zernike polynomials such as coma and astigmatism (e.g., Jarvis et al. 2008, Roodman et al. 2014). Finally, detector effects (such as the ones due to charge transport asymmetry) are not stochastic; they remain the same when a field is revisited, and contribute to the PSF shape integrated over all visits unless removed by correction in pixel processing and camera rotation during observing. Most of these effects, when combined, can be described using a PSF. The galaxy images are convolved with the PSF, which must be modelled carefully to remove the effect of the PSF and recover unbiased weak lensing shear estimates.
3 LSST OBSERVING STRATEGY

In this section, we describe the tools used for simulating and analyzing LSST observing strategies, and describe the survey simulations that are used for our analysis.

3.1 LSST Operations Simulator (OpSim)

The LSST cadence and observing strategy have not yet been decided (LSST Science Collaborations et al. 2017)\(^3\). The LSST Operations Simulator (OpSim\(^4\); Delgado et al. 2014) can be used to simulate the effects of survey strategies on survey parameters. OpSim combines science program requirements, telescope design mechanics, and modelling of environmental conditions to provide a framework for operational simulations which return the parameters of the survey that do not specifically require image simulations, such as exposure positions, airmass values, the position of the moon at each exposure and filter change.

3.2 Metrics Analysis Framework (MAF)

The Metrics Analysis Framework (MAF\(^5\); Jones et al. 2014) is a tool to assess the impact of observing strategy on particular science cases. MAF is an object-oriented analysis framework that facilitates implementation of metrics that use the output of operational simulations (e.g., OpSim runs) to consistently generate metrics. Two weak lensing-related metrics are already included in MAF, as described in Section 9.3 of LSST Science Collaborations et al. (2017): those are the AngularSpread\(^6\) metric and KuiperMetric. These metrics measure the uniformity of the distribution of the rotational angle of the camera. They quantify how well a certain observing strategy averages down the additive shear systematics induced by non-uniformity of parallactic angle and rotational sky position.

A metric from the present work is incorporated into MAF\(^7\); this metric is discussed in Section 5.2.2. This metric should be sufficient, under some assumptions, to represent the information from the full analysis of the additive bias on the cosmic shear for a given dithering strategy, and can be used to compare different observing strategy choices once a dithering strategy is set.

3.3 Survey Strategies Studied

An official OpSim reference simulated survey, baseline2018a\(^8\) assigns field positions covering the 18,000 deg\(^2\) of sky in declinations ranging between −62° and +2°, with at least 825 visits per field across all of the six ugrizy filters. In addition to the main WFD survey, baseline2018a schedules other science proposals (mini-surveys): the Galactic plane, 5 deep drilling fields (DDFs), the north ecliptic spur, and the south celestial pole. Fig. 1 shows the focal plane centres in baseline2018a without taking into account dithering.

Four other OpSim strategies that were made available as a part of the call for observing strategy white papers by the LSST Project in 2018 to the LSST science community help define the observing strategy, are also studied in this paper. We selected these strategies among those provided by the Project as representative examples of simulations that exhibit features of particular relevance to weak lensing systematics mitigation. These features are: a large area (pontus_2002), shorter visits (pontus_2049), single-exposure visits (kraken_2042). The baseline strategy defines a visit as two 15-second exposures with a readout in between, which we refer to as 2x15s; we will refer to a single-exposure 30-second visit as 1x30s. A noteworthy category of strategies is rolling cadence strategies. These focus on a limited band of declination for a period of time, and then move on to other declination bands, leading to a shorter interval between repeated visits for the declination band that is being observed at any given time. These strategies are particularly of interest for transient science, due to the better sampling of light curves. Due to the lack of rolling strategy OpSim runs that are comparable with the ones selected for investigation in this paper, we are not including rolling cadence strategies in this work. Table 1 summarises the strategies considered in this work.

Observing strategy simulations have also been generated using tools other than OpSim, and have been studied and ranked along with other strategies in Lochner et al. (2018); in particular, these are the feature-based strategy slair (Naghib et al. 2019), and ALT_Sched (Rothchild et al. 2019). However, we excluded these strategies from this work because (a) they did not provide new information that influences our results, and (b) they use dramatically different algorithms than OpSim, which complicates interpretation of the results. Some beneficial aspects of the algorithmic changes of these runs have been incorporated in later OpSim development.

For the majority of the analysis, we made cuts on the dust-corrected minimum co-added depth. The cut at the end of the 10th year of the survey (Y10) excludes regions with depth shallower than point-source magnitude \( i = 26 \) mag, corresponding to ‘gold sample’ galaxies with extended-source magnitude \( i < 25.3 \) mag, based on an approximate conversion between the magnitudes, following the DESC Science Requirements Document (Mandelbaum et al. 2018a). At the end of the first year of the survey (Y1), the cut excludes regions shallower than point-source magnitude \( i = 24.5 \) mag, assuming the survey limiting magnitude shifts by 2.5 times the base-10 logarithm of the observing time. A more detailed depth optimization would be valuable for future work. In addition, we made cuts based on extinction, considering only areas with values of reddening \( E(B-V) < 0.2 \). This cut eliminates areas of high extinction and high dust uncertainties (Schlafly & Finkbeiner 2011); practically, this cuts out the majority of the Galactic equator. More quantitatively, applied on baseline2018a, it reduces the area of the 10-year survey from 18,040 to 14,695 deg\(^2\); after that, a co-added depth cut of \( i > 26 \) mag only slightly reduces it further to 14,691 square degrees.
Table 1. Summary of the observing strategies (OpSim runs) that are used in this paper.

| Strategy      | Description                                                                 |
|---------------|------------------------------------------------------------------------------|
| baseline2018a | LSST official baseline strategy                                              |
| pontus_2002   | 24,700 deg² footprint (instead of 18,000 as in baseline2018a)               |
| kraken_2042   | 1x30s visits (instead of 2x15s as in baseline2018a)                         |
| pontus_2489   | 1x20s visits in grizy and 1x40s in u (instead of 2x15s visits as in baseline2018a) |
| colossus_2664 | considers the Galactic plane part of the WFD survey (spends more time on it than baseline2018a) |

Figure 4. A summary of the angles mentioned in this paper. rSP and rTP refer to rotSkyPos and rotTelPos respectively. The figure indicates the right ascension and declination axes. Up is the +y direction in a single exposure, and therefore, what we refer to as axis-parallel models are perpendicular (or parallel) to Up, while radial models are radial in the plane of the figure. Radial is defined as purely pointing towards the centre and changing with radius. Finally, the parallactic angle $\theta$ is the angle between rTP and rSP. The figure also illustrates $e_1 = |e|\cos(2\theta)$ and $e_2 = |e|\sin(2\theta)$, where $|e| = (a^2 - b^2)/(a^2 + b^2)$ where $a$ is the semimajor axis and $b$ is the semiminor axis, and $\theta$ is the angle between the semimajor axis and the reference direction of the adopted coordinate system (e.g., +x in the focal plane or the +\alpha direction).

3.4 Dithering

We use two types of dithering in this paper. First, we incorporate translational dithering per visit into the strategies, and apply it to each field position, using one of three different translational dithering patterns: hexagonal, random, and spiral, all shown in Fig. 2. It is possible to use different dithering timescales (e.g., per-night dithering), and the impact on changing the timescale on our results will be discussed in this paper. The result of random dithering, as an example, is illustrated in Fig. 3. Random dithering in particular refers to choosing a number of offsets at random (constrained within the size of the FOV), and applying them to the undithered field position. Dithering algorithms are used as implemented in MAF.

Secondly, we apply rotational dithering at random between [−90, 90] degrees at every filter change, to satisfy the physical restriction that the camera can only rotate within that range due to the camera’s cable wraps. Filter changes also require a reset on the camera angle, and take four times as long as a rotational dither, so using filter changes as an opportunity to dither rotationally reduces overheads compared to an approach that considers separate filter changes and rotational dithers. The camera naturally rotates on small scales when tracking the sky, but we ignore this slewing. The reason behind this is that a more accurate rotational dithering algorithm needs to be used during the operation of the telescope (or when running the simulation) rather than afterwards in post-processing, so the limits on camera rotation angle are respected. Therefore, ignoring this additional slewing is necessarily more conservative than otherwise. A more sophisticated rotational dithering algorithm (e.g., one that aims to homogenise the imaging quality throughout the sky, taking into account seeing, airmass, etc.) can be implemented in the future, but this cannot be retroactively implemented within OpSim runs, and so it is beyond the scope of this paper.

4 METHOD

To define metrics for weak lensing additive systematic biases, we start by modelling the positions of a large number (here we use 100,000) stars randomly sampled within the usable area. We define the usable area as being the WFD area for the observing strategy in question, after placing a cut based on the co-added depth and extinction, as described in Section 3.3. The distributions of properties of individual visits in the $i$-band and co-added properties for these stars are then used for a variety of systematics tests described in the subsections below. We define toy models for the true and estimated PSF size and shape within a single exposure as a function of position within the focal plane as described in Subsections 4.1 and 4.2. We present a formalism for combining them in Subsection 4.3. We then propagate the effects of PSF systematics onto two-point correlation functions used to constrain cosmological parameters in Subsection 4.4.

Since observational weak lensing additive shear systematics are associated with special directions (typically, though not always, in single exposures), we can test whether specific special directions are being imaged uniformly when considering all exposures. The following subsections detail specific spatial patterns associated with particular sources of systematic uncertainty, and the uniformity tests that we use to rank three different dithering strategies and five observing strategy simulations with regard to how well they average down certain systematics.

Fig. 4 summarises the angles referred to in the subsections below.

9 https://github.com/lsst-pst/survey_strategy/blob/master/Constraints.md
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**4.1 Axis-parallel model**

Several detector non-idealities induce systematics in the shear signal. The brighter-fatter effect can be correlated with the charge-transfer direction, leaving PSF model shape errors due to residual brighter-fatter effect along this direction (Mandelbaum 2018); for example, this can be a purely horizontal or vertical residual. Translational dithering will not average down this systematic bias (the residuals will look the same after any translational dithering). We therefore test the impact of a combination of translational and rotational dithers.

Bradshaw et al. (2018) suggest that more realistic LSST-specific residual due to CCD effects will be a combination of vertical (due to brighter-fatter effect) and horizontal (due to CCD output amplifier response); therefore, our horizontal-only model is necessarily more conservative than this combination of effects.

For a statistical uniformity test, we use a Kuiper test (Kuiper 1960) to compare the distribution of charge transfer angles with respect to the centre of the focal plane for each star against a uniform distribution. In particular, for each dithered position, the Kuiper test returns a D-statistic, defined as the distance between (a) the empirical distribution function of angles between $+x$ and the lines connecting a set of observed stars to the centre of the focal plane and (b) a specific reference cumulative distribution function (in our case the uniform cumulative distribution function). To more quantitatively forecast the effect on cosmological observables, we use a toy model of completely horizontal PSF model residuals (before rotational dithering), with

$$|e_{PSF}| = \sqrt{e_1^2 + e_2^2} = 0.05,$$

and the difference between the true and estimated PSF model,

$$\Delta e = \hat{e}_{PSF} - e_{PSF} = 0.0015.$$

The horizontal model is illustrated in the bottom panel of Fig. 5. At each dither position or centre of the focal plane for each exposure, we find all simulated stars visible in that exposure and apply this toy model for the PSF shape and PSF model shape residual in that exposure.

It should be noted that what we refer to as rotSkyPos in Fig. 4 is the angle that is relevant to the systematics that we are concerned about (and the one that we should isotropise to average down the axis-parallel systematics), since this is the angle that is between Up in the focal plane (a reference angle defined in the focal plane coordinate system) and North (the reference angle for the orientation of galaxies on the sky). rotSkyPos and rotTelPos (the latter defined as the angle between up in the focal plane and zenith) are related via the parallactic angle, which has been studied in the context of other systematics (e.g., differential chromatic refraction) in LSST Science Collaborations et al. (2017).

**4.2 Radial model**

It has been empirically observed in previous surveys (e.g., HSC) that errors arising from imperfect PSF modelling using the current state-of-the-art PSF modelling algorithms, such as PSFEx (Bertin 2011), exhibit radial patterns that significantly increase near the edges of the focal plane (as can be seen in, e.g., Fig. 9 in Jarvis et al. 2016 and Fig. 9 in Aihara et al. 2018). These may arise due to difficulty in modelling the complex and strongly-varying optical PSF component in those regions. While newer PSF modelling algorithms (e.g., Piff\footnote{\url{https://github.com/rmjarvis/Piff}}) are under development and may improve upon the current state of the art, they are not yet sufficiently well demonstrated, and radial PSF residuals are likely to persist with any method at some level since real...
PSFs typically have a strong radial component at the edges of the focal plane. Hence, it is worth investigating the impact of observing strategy on radial PSF model shape errors near the edge of the focal plane. The special direction associated with additive systematics due to this type of PSF modelling error, therefore, points towards the centre of the focal plane. Thus, assuring the uniformity of the distribution of angles between the line connecting the observed objects to their respective centres of focal planes in individual exposures and $+x$ (perpendicular to the ‘up’ direction in Figure 4) is needed to reduce systematic uncertainties through observing strategy. For a statistical uniformity test, we use the Kuiper test to assess the uniformity of the distribution after dithering. To measure the effect on cosmic shear through observing strategy. For a statistical uniformity test, we get:

$$\rho_1(\theta) = E[\delta e^{PSF}_T(x) \delta e^{PSF}_T(x+\theta)],$$
$$\rho_2(\theta) = E[e^{PSF}_T(x) \delta e^{PSF}_T(x+\theta)],$$
$$\rho_3(\theta) = E[e^{PSF}_T \frac{\partial T^{PSF}}{\partial T^{PSF}}(x) e^{PSF}_T \frac{\partial T^{PSF}}{\partial T^{PSF}}(x+\theta)],$$
$$\rho_4(\theta) = E[e^{PSF}_T(x) \frac{\partial T^{PSF}}{\partial T^{PSF}}(x+\theta)],$$
$$\rho_5(\theta) = E[e^{PSF}_T(x) \frac{\partial T^{PSF}}{\partial T^{PSF}}(x+\theta)].$$

These $\rho$-statistics are correlation functions of different combinations of PSF model shapes, shape residuals, and size residuals, defined because they can be directly related to the total additive bias on the cosmic shear. Given the $\rho$ statistics, the bias in the cosmic shear signal is of the order:

$$\delta \xi_{\perp}(\theta) = 2E T^{PSF}_T \frac{\partial T^{PSF}}{\partial T^{PSF}} \xi_{\perp}(\theta)$$
$$+ E T^{PSF}_T \frac{\partial T^{PSF}}{\partial T^{PSF}} \rho_1(\theta)$$
$$+ E T^{PSF}_T \frac{\partial T^{PSF}}{\partial T^{PSF}} \rho_2(\theta)$$
$$+ E T^{PSF}_T \frac{\partial T^{PSF}}{\partial T^{PSF}} \rho_3(\theta)$$
$$- 2E T^{PSF}_T \frac{\partial T^{PSF}}{\partial T^{PSF}} \rho_5(\theta),$$

where $T^{PSF}$ is the PSF model trace, $\partial T^{PSF}$ is the error in the PSF model trace, $T^{PSF}$ is the true galaxy trace, and $\sigma$ measures the leakage of the PSF shape into the galaxy shapes, which we take as 0.01, consistent with the current state-of-the-art methods (Troxel et al. 2018). We assume there are no PSF model size errors, which allows us to drop the terms containing $\rho_3, \rho_4$ and $\rho_5$, after checking empirically that for a typical value of $\partial T^{PSF}/\partial T^{PSF} = 0.001$, including those three terms changes the value of $\delta \xi_{\perp}$ by less than 2%. The reason to drop those terms is that they do not add information, but rather, assuming scale-independent size errors (although it is plausible there are also imprinted systematics with a pattern in the size residuals for typical PSF modelling methods), they are just different scalings of the $\rho_1$ and $\rho_2$ terms.

We use a sample of galaxies from the COSMOS catalog$^{13}$ (Mandelbaum et al. 2015) with limiting $i$-band magnitude of 25.2, which is input to GalSim$^{12}$ (Rowe et al. 2015) to calculate the ratio $E [T^{PSF}/T^{gal}]$ as follows: first, for every galaxy in COSMOS, we use GalSim to simulate a parametric model of it using Sersic profiles as described in Mandelbaum et al. (2015) of it. We then calculate its adaptive moments model of it using Sersic profiles as described in Mandelbaum (2015), to propagate the ellipticity and size residuals due to typical PSF modelling methods), they are just different scalings of the $\rho_1$ and $\rho_2$ terms.

$$\delta \xi_{\perp}(\theta) = 2E T^{PSF}_T \frac{\partial T^{PSF}}{\partial T^{PSF}} \xi_{\perp}(\theta)$$

$^{13}$ https://github.com/GalSim-developers/GalSim/wiki/RealGalaxy-Data

$^{12}$ https://github.com/GalSim-developers/GalSim
These are the best-fit parameters of the distribution of PSF FWHM values measured at the Cerro Pachón site using a Differential Image Motion Monitor and corrected using an outer scale parameter of 30 m. To make the model more realistic, we shift it from a wavelength of 500 nm to 800 nm, assuming a power-law wavelength dependence for the PSF FWHM, with an index of $-0.2$. We then add 10% to the PSF FWHM to account for non-atmospheric PSF effects (10% of the atmospheric contribution is the upper limit for the non-atmospheric contribution to the PSF size as specified in the LSST SRD). We use GaSim to draw a Kolmogorov profile with this FWHM and calculate its adaptive moments. We then evaluate the trace of the PSF-convolved galaxy image and of the PSF image from their moments using Eq. (7), and evaluate the ratio $T_{\text{PSF}}/T_{\text{gal}}$. We also apply a resolution factor minimum cut, defined as $1 - T_{\text{PSF}}/T_{\text{gal}}$ at 0.1, to exclude galaxies that are too small to be resolved compared to stars. Finally, the list of trace ratios that passes the resolution factor cut is arithmetically averaged, giving a value of 2.10 with a population standard deviation of 1.95 due to a long right-side tail of the distribution of ratios. This is close to that found by Jarvis et al. (2016) which was 2.42. Given the broad distribution of galaxy sizes in real galaxy samples, the difference between these numbers represents a modest shift towards smaller galaxy size expected in LSST analysis compared to the DES analysis in Jarvis et al. (2016).

5 RESULTS

First, we present results from the comparison of different dithering strategies applied to the baseline strategy, baseline2018a. We then choose the best dithering strategy and use it for the rest of this section as we explore the importance of other observing strategy choices, such as varying exposure time and area coverage. In studying dithering strategies, we start with a statistical uniformity test, and then present the full analysis (i.e., the effect on cosmic shear). When studying other observing strategy choices, we present the full analysis, then describe a simple proxy metric that provides a consistent estimation of the performance rankings of different strategies. We have made this metric available via MAF.

5.1 Dithering Strategies

Previous metrics in LSST Science Collaborations et al. (2017) discussed in Section 3.2 do not show significant differences between different dither patterns, but rather indicate that rotational dithering is helpful in beating down systematics related to the parallactic angle.

In this subsection, we consider statistical tests as well as the bias induced in the cosmic shear signal due to the discussed systematics, contrasting different combinations of translational and rotational dithering, extending the previous work to models of other additive WL systematics.

In all cases, we study the dithering on a per-visit timescale. Given that on average the LSST is designed to return to the same field position twice per night, choosing a per-night dithering strategy will, on average, multiply the additive bias on the cosmic shear by 2. Choosing a different timescale will, in general, multiply the additive bias on the cosmic shear by a constant factor, without affecting the relative rankings between the strategies we consider.

5.1.1 Statistical Tests of Uniformity

Fig 6 shows the values of the D-statistic from the Kuiper test described in Section 4.2, computed using Astropy (Price-Whelan et al. 2018) for 100,000 stars in the (RA, Dec) field described in Section 4. The sample distributions used in the Kuiper test come from each star, where we compile a distribution of angles pointing from the star to all the centres of focal plane that can observe this star. The result is presented for all dithering strategies, for both the radial and horizontal toy models for systematics, and at both Y1 and Y10. We use angle distributions rather than ellipticities here due to their interpretability. It is important to note, however, that given our simple models, there is a one-to-one mapping between these two quantities. At Y1, random dithering provides the best systematics mitigation out of the three dithering strategies considered here, particularly in the case of the radial model. At Y10, random dithering has moderate performance compared to hexagonal and spiral dithering. This Kuiper test is less discriminating in later years (i.e., Y 10), where the D-statistic values are already very close to 0. It is also less discriminating than a full analysis that computes the additive bias on the cosmic shear, since the latter involves computing the shear bias to the second power. The Kuiper test does, however, preserve the ranking of the performance of the dithering patterns. Fig. 7 shows illustrative plots of two of the angle distributions (specifically, in the case of hexagonal dithering applied to the radial model at Y10). The figure compares distributions at the 5th percentile and 95th percentile of the D-statistics values, to illustrate their difference in uniformity.

5.1.2 Bias Induced in Cosmic Shear

To compute the bias in the cosmic shear, we use the formalism in Section 4.4, using TreeCorr (Jarvis et al. 2004, Jarvis 2015) to compute the correlation functions between 0.01 and 10 degrees in 26 logarithmically spaced bins. Fig. 8 shows the additive bias in the cosmic shear after Y1 and Y10 for the three translational dithering strategies applied to baseline2018a. The absolute magnitude of the curves depends on the specific numbers in our toy models, and thus only the relative ordering of the curves is meaningful. These plots are consistent with the results from the simpler statistical tests in Fig. 6.

Random dithering is the best-performing dither pattern for all cases except for the horizontal model at Y1. Awan et al. (2016) also found that random dithering leads to the best performance when quantifying the effect of dithering strategies on large-scale structure systematics. For these reasons, we choose the random translational dithering strategy in the following subsections.

https://www.lsst.org/scientists/publications/science-requirements-document
Figure 6. Distributions of the D-statistic from the Kuiper test for the four cases of the radial model with translational dithering applied at Y1 (a) and Y10 (b), and the horizontal model with both translational and rotational dithering applied at Y1 (c) and Y10 (d). Each value of the D-statistic comes from comparing the distribution of angles pointing from a single star to the dithered focal plane which observe it to a uniform distribution (with values closer to 0 corresponding to being closer to a uniform distribution). Given that these angles are in shear space, an angle of 181 degrees is considered the same as an angle of 1 degree. For each of the three translational dithering strategies, the plots show the histograms and kernel density estimators of the D-statistic distributions. In (c), the distribution of D-statistics is not smooth due to two reasons: this distribution is made up of a small number of samples; and unlike the case in (a), the dithering timescale is once per filter change, which leads to a lot of the angle distributions looking almost the same, and the Kuiper test cannot distinguish one of them being more uniform than the other (especially that the multimodal behavior appears for D values larger than 0.5, where the Kuiper test is indicating that the distribution is very far from being uniform. At Y1, the random dithering strategy strongly outperforms the other strategies in the case of the radial model, and has average performance in the case of the horizontal model). At Y10, the random dithering strategy is outperformed by the hexagonal strategy in the case of the radial model, but the differences between all dithering strategies at Y10 are relatively small. An illustrative plot of two distributions contributing to the D-statistics shown here is presented in Fig. 7.

5.2 Other Aspects of Observing Strategy

We now focus our attention on how other aspects of observing strategy affect weak lensing additive systematics, adopting random dithering applied to all OpSim runs that we consider in this work, summarised in Table 1.

5.2.1 Effect on Cosmic Shear

Fig. 9 shows the additive bias on the cosmic shear signal for the survey strategies studied. As mentioned before, only the relative ranking of strategies is meaningful. The plot shows that the larger-area strategy (pontus_2002) performs much worse than the baseline; strategies that spend more time in the Galactic plane (colossus_2664) perform slightly worse; the strategy with 30-second single visits (kraken_2042) does slightly better than the baseline 2x15s; and the strategy...
with 20-second single visits pontus\_2489 performs significantly better than the baseline. Physical reasoning for these results is provided below. It would be expected for a rolling cadence strategy that begins rolling during the first year of the survey to perform better than baseline\_2018a during Y1 due to its focusing on a smaller area within this year, and to perform similarly well to baseline\_2018a at Y10 assuming that the rolling cadence strategy is gently rolling and assures similar survey uniformity across the footprint by the end of the survey.

### 5.2.2 Counts Metric\(^\text{14}\)

We again use a Kuiper test as a metric for ranking the observing strategies. However, since the dithering strategy we apply is the same for each OpSim run, only the number of observations will be different for the different strategies (and any other effects related to the distribution of angles pointing from the objects to the centres of focal planes will on average be the same for all the strategies). Therefore, we initially defined the metric here as the average number of observations for a set of objects randomly distributed in RA and Dec, observed in the \(i\)-band. We further developed this metric to be easily run within MAF, and therefore some development choices, such as replacing the 50,000 random positions with a sparse HEALPix\(^\text{15}\) (Górski et al. 2005) grid, have been adopted. Empirical checks show that a HEALPix grid with as few as 5,000 cells (equivalent to a HEALPix Nside specification of 32) yields consistent results with 50,000 randomly-sampled objects from a uniform distribution. While this is sufficient for the counts metric, a HEALPix grid of 5,000 cells is not sufficient for the full correlation function-based analysis because (a) the number of objects is not sufficient to measure precise small-scale correlations, and (b) gridded input data, when used as an input to tree-based correlation function estimators such as TreeCorr, may induce spurious features in the correlation function. The counts metric is plotted as a function of observing strategy in Fig. 10, which provides consistent results with Fig. 9. This metric also explains why some strategies perform better: additive WL systematics, such as the ones studied here, average down with the number of exposures, since more exposures lead to the distribution of angles pointing towards the centre of the focal plane becoming more uniform, given that the same dithering strategy is adopted. pontus\_2002 covers a larger area in the same amount of time, so each object is observed fewer times on average. colossus\_2664 spends more time in the Galactic plane, which is not used in the weak lensing analysis due to the high extinction, reducing the time available for the WFD survey in the areas that pass our cut and again lowering the average number of observations for each object. kraken\_2042 makes single 30-second observations rather than two 15-second observations, eliminating the read-out time in between, allowing for more time to observe the same area, and thus providing a larger number of observations. pontus\_2489 makes single 20-second observations in most bands, which allows for even more observations.

Table 2 shows the relative magnitudes of the cosmic shear bias normalised to the baseline\_2018a strategy, based on a \(\chi^2\) fit; as well as the correlation coefficient between the metric values and the \(\chi^2\) fits. We see strong (negative) correlation at Y1, and moderate (negative) correlation at Y10. The reason is that Y10, once \(E[N]\) \(\sim 225\) visits, the distribution of angles pointing to focal plane centres is sufficiently sampled, making for a rotationally uniform distribution. In conclusion, this simple proxy metric can be used at Y1 to clearly rank the different strategies, while it can be used in Y10 to detect particularly bad strategies for WL systematics, such as pontus\_2002 (although this strategy does not meet LSST SRD requirements for median number of visits).

\(\text{14}\) https://github.com/lsst/sims_maf/blob/master/python/lsst/sims/maf/metrics/weakLensingSystematicsMetric.py

\(\text{15}\) https://healpix.sourceforge.io

---

**Figure 7.** Illustration of two of the distributions that contribute to our evaluations of the D-statistics. These distributions are of the angles between +x and the lines from centres of the focal plane to an observed star. These plots correspond to the case of the hexagonal dithering at Y10, applied on the radial model. Left: 5th percentile (corresponding to a D-statistic of 0.06), right: 95th percentile (corresponding to a D-statistic of 0.23). A line corresponding to a uniform distribution has also been overplotted. It can be seen that the plot on the left is much closer to a uniform distribution than the one on the right.
The weak lensing analysis in general will use multiple bands, not just $i$-band; the choice of bands used is driven by PSF modelling adequacy and signal-to-noise ratio considerations, and will most likely include $r$, $i$, and $z$. Studies of strategies that have a different distribution of time spent observing in each filter (e.g., for strategies that spend more time on $i$ vs. $r$, or vice versa) should take into account that while the metric allows for using different filters or combinations thereof, results from different filters may not be directly comparable with the metric results in this paper. The metric will also not be robust if different strategies use different dithering algorithms – in those cases, using a Kuiper test in the way described in Section 5.1.1 would be necessary for a fair comparison.

6 CONCLUSION

The LSST will provide new opportunities for weak lensing and dark energy science in general. The LSST observing strategy will affect these science cases in different ways. Thus, exploring the impacts for individual science cases is essential to optimising the observing strategy. The LSST also provides new opportunities for systematics mitigation due to its unique dithering (in scale and number) and observing strategies.

We used models of additive cosmic shear systematics and simulated how they are affected by dithering and other observing strategy considerations, such as variations in area and exposure time, using several LSST operational simulations. Using a formalism to propagate these models into additive shear bias, as well as simpler metrics, we conclude that additive cosmic shear systematics will average down best with (a) random translational dithering (applied in ad-

Figure 8. Comparison between the additive systematic bias in the cosmic shear signal after propagating the PSF model residuals using the radial and horizontal models as indicated, and the formalism in Section 4.4, for the three translational dithering strategies described in Fig. 2. These dithering strategies are applied to the baseline2018a reference OpSim run. The plots provide a ranking of the patterns for Y1 and Y10; the random dithering strategy outperforms the other options except for the case of the horizontal model at Y1. The plots show 300 realizations obtained by bootstrapping the results for the stars used to calculate the correlation functions, to show the scatter. Note that the vertical axes span different ranges in different panels, and in particular, for example, (a) shows that random strategy mitigates weak lensing additive systematics by a factor of 2–3, while in (d) the differences across all strategies tiny.
Figure 9. A comparison of the additive systematic biases in the cosmic shear signal for the strategies in Table 1 at Y1 and Y10 of the survey. These biases were obtained using the systematic error propagation formula in Section 4.4, for the toy model with radial residuals from Section 4. The relative magnitudes of these curves provides a meaningful ranking of the strategies, with lower systematic bias being preferred, while the absolute magnitude is arbitrary. Note that the scales spanned by the vertical axes on the two panels are different.

Figure 10. The average number of $i$-band exposures for observing strategies described in Table 1 normalized to baseline2018a at each milestone. This metric provides a simple way to rank the performance of different observing strategy choices – with higher number of exposures corresponding to better performance. The link between this metric and the error on cosmic shear is demonstrated in Table 2.
dution to random rotational dithering at every filter change), and (b) with higher numbers of visits in the WFD survey area. These results are not necessarily the same for other science cases (or even for WL statistical constraining power), and will eventually be used in conjunction with how the observing strategy affects other science cases to recommend an optimal observing strategy for the LSST.

The study in this paper has only considered WL cosmic shear systematics. There is a depth-area tradeoff between cosmic shear systematics and WL statistical constraining power, where it was found in Lochner et al. (2018) that the WL constraining power favors survey strategies with larger areas, since the change in area has a larger effect than the loss of the average number of visits (and consequently, assuming the same visit duration, the loss in depth). A full exploration of the tradeoff between the impact of observing strategy on the statistical constraining power for cosmology versus for systematics mitigation is an important part of future work.
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