Simulated body temperature rhythms reveal the phase-shifting behavior and plasticity of mammalian circadian oscillators
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The circadian pacemaker in the suprachiasmatic nuclei (SCN) of the hypothalamus maintains phase coherence in peripheral cells through metabolic, neuronal, and humoral signaling pathways. Here, we investigated the role of daily body temperature fluctuations as possible systemic cues in the resetting of peripheral oscillators. Using precise temperature devices in conjunction with real-time monitoring of the bioluminescence produced by circadian luciferase reporter genes, we showed that simulated body temperature cycles of mice and even humans, with daily temperature differences of only 3°C and 1°C, respectively, could gradually synchronize circadian gene expression in cultured fibroblasts. The time required for establishing the new steady-state phase depended on the reporter gene, but after a few days, the expression of each gene oscillated with a precise phase relative to that of the temperature cycles. Smooth temperature oscillations with a very small amplitude could synchronize fibroblast clocks over a wide temperature range, and such temperature rhythms were also capable of entraining gene expression cycles to periods significantly longer or shorter than 24 h. As revealed by genetic loss-of-function experiments, heat-shock factor 1 (HSF1), but not HSF2, was required for the efficient synchronization of fibroblast oscillators to simulated body temperature cycles.
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The circadian clock enables an organism to adapt its physiology and behavior to environmental daily changes in a proactive manner. In mammals, virtually every cell of the body contains a molecular clock. The suprachiasmatic nucleus (SCN) pacemaker in the hypothalamus, which is entrained by daily light/dark cycles, coordinates this multitude of oscillators by controlling various brain regions, which in turn regulate different physiological and behavioral outputs. In the absence of a functional SCN, physiological and behavioral rhythms are quickly lost in constant darkness, and a wide dispersion of phases of circadian gene expression is observed in peripheral cell types (Sakamoto et al. 1998; Akhtar et al. 2002; Yoo et al. 2004; Guo et al. 2006). Under standard laboratory conditions, central and peripheral oscillators are controlled mostly by the imposed light/dark regimen. However, in a more natural setting, organisms have to face additional challenging environmental variations such as daytime-dependent food availability, predator abundance, social interactions, and temperature fluctuations, which may also act as Zeitgebers (German for “time givers,” or synchronization cues).

In homeothermic animals such as mammals, body temperature is kept within a narrow range in most parts of the body in spite of large ambient temperature variations. This necessitates the function of temperature sensors, and such thermoreceptors have indeed been found deep in the body, in the skin, and in the brain (Dhaka et al. 2006; Benarroch 2007; Romanovsky 2007). An average body temperature is maintained owing to the continuous correction of the actual body temperature by thermoregulatory centers located in the preoptic anterior hypothalamus, which instigates behavioral and autonomous body temperature responses. This homeostatic regulation is achieved via feedback mechanisms controlling heat loss and production, resulting in slight variations of the temperature around an average. In addition, the central circadian clock directly acts on thermoregulatory centers in the brain: Body temperature falls during the rest phase and rises during the active phase (Rensing and Roff 2002; Refinetti 2010; Weinert 2010). Thus, body temperature exhibits a daily fluctuation resulting from a continuous interplay between rhythmicity and homeostasis. Although the av-
average core body temperature is \( \sim 37^\circ C \) in most mammals, the amplitude, the wave form, and the range of the oscillations around this value differ in a species-specific fashion (Refinetti 2010).

A landmark feature of circadian oscillators, known as temperature compensation, is their ability to function with a relatively stable period over a wide range of temperatures. One would expect that the period is accelerated and slowed down at higher and lower temperatures, respectively. Yet, the cellular clocks tick at approximately the same rate at different ambient temperatures and, in mammals, even at a slightly higher pace when temperature is decreasing (Izumo et al. 2003; Tsuchiya et al. 2003; Dibner et al. 2009). In spite of the resilience of the circadian period length over physiologically occurring temperature ranges, temperature oscillations have been demonstrated to act as strong Zeitgebers in multiple species from unicellular organisms to mammals (Zimmerman et al. 1968; Francis and Sargent 1979; Underwood and Calaban 1987; Brown et al. 2002; Herzog and Huckfeldt 2003; Boothroyd et al. 2007).

Recently, Kornmann et al. (2007a) have demonstrated that in the mouse liver, many heat-shock protein (Hsp) genes are expressed in a diurnal fashion, reaching zenith and nadir values when body temperature is maximal (\( \sim 38^\circ C \)) and minimal (\( \sim 35^\circ C \)), respectively. The cyclic accumulation of Hsp mRNAs was observed irrespective of whether the hepatocyte circadian clocks were functional or not, suggesting that it was driven by systemic cues, perhaps body temperature oscillations, rather than the core clock circuitry. Heat-dependent Hsp gene transcription has long been known to be regulated by heat-shock transcription factors (HSFs). Of the four HSF family members, HSF1, HSF2, and HSF3 are expressed in many cell types, whereas HSF4 accumulates primarily in lens, brain, and lung tissues (Pirkkala et al. 2001; Fujimoto and Nakai 2010). Using differential display of DNA-binding proteins with liver nuclear extracts, Reinke et al. (2008) have identified HSF1, the dominant HSF, as a rhythmically active transcription factor. Thus, although total HSF1 protein and mRNA levels do not oscillate during the day, a large fraction of HSF1 is translocated into the nucleus during the nocturnal activity phase, when body temperature is elevated. Furthermore, the resetting of Per2 expression by temperature pulses in tissue explants has been shown to be blunted in the presence of KNK437, a pharmacological inhibitor of HSF members (Buhr et al. 2010), or in HSF1-deficient fibroblasts (Tamaru et al. 2011). These observations suggest a possible role of HSF members in the phase entrainment of circadian clocks by temperature.

Here we present evidence that simulated body temperature rhythms with very low amplitudes can act as Zeitgebers for the circadian oscillators operative in NIH3T3 cells and primary tail tip fibroblasts. Surprisingly, smooth temperature oscillations of only a minute amplitude could efficiently synchronize these clocks over a wide temperature range (\(30^\circ C \)–\(40^\circ C \)). Moreover, we performed genetic loss-of-function experiments with cultured fibroblasts to characterize the possible roles of HSF1 and/or HSF2 in linking circadian gene expression to body temperature. The detailed recording of phase-shifting kinetics in these cells demonstrated that the time span required for the synchronization of circadian gene expression to a large temperature phase change was significantly longer in cells in which HSF1 levels were reduced by RNAi or eliminated by gene disruption. In contrast, a down-regulation of HSF2 by RNAi had little if any effect on the phase entrainment. Hence, HSF1, but probably not HSF2, participated in the synchronization of circadian clocks to body temperature rhythms.

**Results**

*Simulated mouse body temperature oscillations can synchronize circadian clocks of cultured fibroblasts*

Depending on the species, mammalian body temperature displays daily fluctuations of \(1^\circ C \)–\(4^\circ C \) (Brown et al. 2002; Refinetti 2010). Brown et al. (2002) reported that abrupt temperature fluctuations (12 h at \(37^\circ C \), 12 h at \(33^\circ C \)) can transiently synchronize circadian gene expression in cultured RAT1 fibroblasts and that simulated mouse body temperatures can sustain presynchronized gene expression rhythms for a few days in these cells. More recently Buhr et al. (2010) showed that PER2::luciferase expression can be entrained by temperature cycles that mimicked body temperature rhythms in mice pituitary and lung explants. Since PER2 functions as both a core clock component and an immediate early regulator in the synchronization of circadian clocks in the SCN (Farre et al. 2005) and in peripheral cell types (Kornmann et al. 2007a), it remains unclear whether the adaptation of its expression to temperature cycles reflects an immediate early function of PER2 or a true phase entrainment of the entire circadian oscillator. Hence, we wished to determine the kinetics of temperature-mediated phase resetting for different circadian genes in NIH3T3 fibroblasts. To this end, we developed an incubator allowing the programming and measurement of the incubation temperatures at high precision and the simultaneous monitoring of bioluminescence in real time. We thus recorded the bioluminescence of NIH3T3 fibroblasts stably expressing firefly luciferase under the control of the Bmal1 promoter (Nagoshi et al. 2004), which were exposed to different temperature regimes. Two parallel cultures were seeded and directly placed for monitoring. The cells were first kept 1 d at constant temperature (\(37^\circ C \)). Thereafter, each cell population was subjected to simulated body temperature rhythms (\(35.5^\circ C \)–\(38.5^\circ C \)) of opposite phases. In parallel, we determined the bioluminescence profile for cells kept at a constant temperature (\(37^\circ C \)). As shown in Figure 1A, the simulated body temperature fluctuations efficiently synchronized Bmal1-luciferase expression, and after a few days, the steady-state phases of the bioluminescence cycles were found to be in a fixed relationship with the two respective phases of the applied temperature cycles. While the temperature cycle depicted in blue in Figure 1A appeared to maintain the initial phase of the oscillators, the one depicted in orange did not. Thus, the bioluminescence cycle shown in orange in Figure 1A gradually changed its phase until it was in resonance with the temperature cycles shown in orange. In contrast, cells...
kept at 37°C progressively lost phase coherence within the examined time window. Conceivably, the increased amplitude of Bmal1 expression observed after successive temperature cycles reflected a rising number of synchronized cells in the population. When released in constant temperature, the oscillators of each cell population free ran from the entrained phases and eventually lost phase coherence.

To analyze the response of other circadian genes to simulated body temperature cycles, we performed similar experiments with two additional reporter cell lines that produce bioluminescence cycles with different phases: NIH3T3 cells stably expressing Dmp-luciferase, and immortalized tail fibroblasts from PER2::luciferase knock-in mice. Again, the bioluminescence cycles displayed by these reporter cell lines were efficiently synchronized to simulated body temperature rhythms, with phase relationships expected for the expression of the corresponding endogenous genes. These observations were confirmed by the quantification of various circadian transcripts, using quantitative RT–PCR (qRT–PCR) on total RNA from NIH3T3 cells harvested at 4-h intervals during the sixth day of temperature entrainment. As depicted in Figure 1, Bmal1-luciferase and Dmp-luciferase expression adapted to shifted temperature cycles within 3–4 d, while PER2::luciferase expression was phase-entrained almost immediately to the imposed temperature cycles. This indicated that during the first days, the phases of different clock genes were uncoupled and that during this time period, PER2 expression reflected its property as an immediate early gene, rather than that of a core clock gene. However, once the steady-state phases were established for the expression of all three luciferase reporter genes, their phase relationships were conserved. This indicated that the molecular oscillator kept its integrity after being synchronized to temperature oscillations and that simulated body temperature cycles are thus valid phase-resetting cues for molecular clocks in cultured fibroblasts. Importantly, the phase relationship between circadian gene expression and simulated body temperature rhythms observed in mouse cultured fibroblasts closely recapitulated the phase relationship observed in vivo.

**Figure 1.** Synchronization of cultured fibroblast clocks by simulated body temperature fluctuations. NIH3T3/Bmal1-luc cells (A), NIH3T3/Dmp-luc cells (B), or immortalized tail fibroblasts from PER2::luciferase knock-in mice (C) were exposed to temperature cycles resembling body temperature rhythms measured telemetrically in mice (35.5°C–38.5°C) with opposite phases (blue and orange) and then released into a constant temperature of 37°C. Parallel cell populations were continuously kept at 37°C temperature (gray). All bioluminescence data were filtered by a moving average transformation [see the Materials and Methods]. (D) After the synchronization of mouse fibroblasts by simulated body temperature cycles [red], the phase relationship was conserved for the expression of Bmal1, Dmp, and Per2. The differences in phase angles were similar to those observed in cells transiently synchronized by a short treatment with 50% horse serum (green) or dexamethasone (light blue) or those determined in the liver of intact animals (brown).
between peripheral circadian gene expression and body temperature rhythms (Fig. 1D; Damiola et al. 2000; Brown et al. 2002; Preitner et al. 2002). Moreover, the phase relationship we observed for Per2 is in accordance with another study describing the expression of the PER2::luciferase reporter in response to temperature changes in tissue explants (Buhr et al. 2010).

Circadian gene expression phase shifts in a bimodal manner to simulated body temperature rhythms at the cell population level

Previous reports have shown that circadian gene expression in cultured cells can be transiently synchronized by a puzzling variety of signaling molecules (Balsalobre et al. 1998, 2000a,b; Akashi and Nishida 2000; Hirota et al. 2002; Shirai et al. 2006). These include glucocorticoid hormones, retinoic acid, FGF, forskolin, Ca²⁺ ionophors, and glucose. Since serum contains many hormones, growth factors, and cytokines, fresh serum-containing culture medium is able to reset circadian gene expression in a large fraction of cultured cells. In our experiments, the medium was changed prior to the implementation of temperature cycles, and this resulted indeed in the partial synchronization of cells before they were exposed to temperature cycles (see Fig. 1, gray curves). We wished to examine how efficiently simulated body temperature rhythms can reset the phases of fully synchronized cells and to what extent the kinetics of this process depends on the phases of the imposed temperature cycles. As shown in Figure 2, cells previously treated with 50% horse serum, which resets the phases of virtually all cells (Balsalobre et al. 1998; Nagoshi et al. 2004), could be synchronized to all phases of simulated body temperature rhythms we examined. The time required for the complete

Figure 2. The resynchronization kinetics of circadian Bmal1-luciferase expression by simulated body temperature cycles depend on the old phase. NIH3T3/Bmal1-luc cells were transiently synchronized with horse serum and then subjected to temperature cycles starting 24, 30, 36, or 42 h after the serum treatment (phases 1, 2, 3, and 4). The top left panel shows bioluminescence from a cell population kept at constant temperature. The next four panels show the responses of cells subjected to temperature phases 1, 2, 3, and 4. All bioluminescence data were filtered by moving average transformation.
phase resetting depended on the difference between the old and new phase. Interestingly, the bioluminescence profiles (i.e., the occurrence of two daily peaks during the transition from the initial to the new phase) suggested that the phase resetting proceeded in a bimodal manner. Bioluminescence recording of individual cells revealed three different kinetic patterns of phase shifting for cells in a population. A large fraction of cells (49%) were entrained by the initial phase, and this phase entered in conflict with the new phase, giving rise to a “double-peak phenotype.” In the second case, the phase of Bmal1-luciferase expression strictly followed the phase of the temperature cycles and immediately switched to the new phase. In the third case, the cell kept its initial phase without responding to the new phase of the temperature cycle during the period of monitoring [Fig. 3]. Since even after synchronization by a serum shock and the subsequent exposure to temperature rhythms not all oscillators in the population have exactly the same phase [Nagoshi et al. 2004], it is conceivable that different cells received the relevant Zeitgeber cues during time

Figure 3. Bioluminescence microscopy of individual cells reveals different sensitivities to temperature cycles. (A) Bioluminescence monitoring of Bmal1-luciferase expression in NIH3T3 fibroblasts subjected to three temperature cycles, followed by a 12-h phase shift [gray curve] at the level of the whole population [dark blue] using photomultiplier tube technology for data acquisition, or at the single-cell level (three panels in C) using a LV200 luminoview microscope (Olympus) equipped with an EM-CCD cooled camera (Hamamatsu Photonics) [see the Materials and Methods]. Three different patterns were observed in individual cells. The occurrence of each of them is quantified in B, and a representative example of each of them is shown in C. In the first case [turquoise], the cell was entrained by the initial phase, and this phase entered in conflict with the new phase, giving rise to a “double-peak phenotype.” In the second case [green], the cell kept its initial phase without responding to the new phase of the temperature cycle. In the third case [orange], the cell strictly followed the phase of the temperature cycles and immediately switched to the new phase. All bioluminescence data were filtered by moving average transformation [see the Materials and Methods].
windows of different sensitivities to these signals. Nevertheless, since at the population level the large majority of cells eventually adapted to the new phase, the differences observed between individual cells are probably of transient nature and do not necessarily reflect stable differences between cells.

**Low-amplitude temperature fluctuations can synchronize circadian gene expression over a wide temperature range**

As outlined above, mouse body temperature oscillates by ~3°C–4°C, with a maximum during the night and a minimum during the day (Brown et al. 2002). Since our previous data suggested that these daily fluctuations could contribute to the synchronization of peripheral cell types, we wished to determine whether temperature cycles of similar amplitude but different magnitude can also entrain circadian gene expression in cultured fibroblasts. Supplemental Figure S2 shows that this was indeed the case. Hence, temperature oscillations with an only 1.1-fold amplitude (when taking 0°C as the baseline) were capable of synchronizing circadian gene expression between 30°C and 40°C. We noticed, however, that the correlation between the phases of circadian gene expression and the imposed temperature cycles varied in a temperature-dependent fashion. Thus, the phase of Bmal1 expression was advanced relative to the temperature cycles in cells entrained in the lower temperature ranges. This trend was probably a direct consequence of the period shortening at reduced temperatures, known as overcompensation (Supplemental Fig. S2, gray curves). Indeed, it is well known that modest changes in period length can provoke large differences in phase under entrained conditions (Duffy et al. 2001).

**The phase of circadian gene expression is exquisitely sensitive to temperature oscillations**

The experiments described in the previous paragraph revealed that the variation (i.e., amplitude of the temperature cycle), rather than the absolute value of temperature, was relevant for the phase entrainment of cultured fibroblasts. We thus wanted to characterize the relation between the amplitude of the temperature cycles and their synchronization power more closely. To this end, we exposed Bmal1-luc cells to temperature cycles whose nadir and zenith values differed by 1°C, 2°C, 3°C, 4°C, and 8°C and whose average values were 37°C [Fig. 4]. As expected, cells synchronized their oscillators more efficiently with increasing temperature cycle amplitudes. Surprisingly, however, a variation as small as 1°C was still able to entrain a significant proportion of the cells. Therefore, body temperature might contribute to the phase entrainment of peripheral cells even in humans, in which it oscillates between ~36°C and 37°C.

**Temperature oscillations can synchronize circadian oscillators to widely different period lengths**

The molecular mammalian circadian oscillator is thought to be based on interlocked negative feedback loops in gene expression, generating rhythms with a period length of approximately, but not exactly, 24 h. Simulated body temperature cycles are Zeitgebers that can be easily modified in our system and therefore represented a convenient tool to test the period length limits to which circadian oscillators can adapt. Figure 5 shows that simulated body temperature cycles of different period lengths (T-cycles) were capable of synchronizing circadian oscillators of fibroblasts to periods of 6–30 h. However, it appeared that circadian oscillators are not able to resonate with T-cycles of 34 h and longer, at least during the time window examined. Surprisingly, imposed T-cycles with extremely short periods (6–14 h) could still instigate corresponding rhythms in Bmal1-luciferase expression. These bioluminescence fluctuations were not solely caused by temperature-dependent changes in luciferase activity, since the
oscillations generated by luciferase expression driven by the noncircadian cytomegalovirus (CMV) promoter had a significantly lower amplitude and a different phase when compared with those regulated by the Bmal1 promoter. Interestingly, the bioluminescence profiles of cells exposed to T-cycles <24 h exhibited a superposition of the imposed period to the circadian period. The circadian component progressively disappeared during the time of monitoring, while only the imposed period persisted.

Next, we wished to ascertain that the Bmal1-luciferase cycles we observed reflected an adaptation of the entire clockwork circuitry. To this end, we recorded the luminescence cycles of PER2::luciferase immortalized tail fibroblasts and NIH3T3/Dbp-luciferase fibroblasts, which were expected to be nearly anti-phasic to those produced by the Bmal1-luciferase reporter. Similar to the Bmal1-luciferase oscillations, the PER2::luciferase and Dbp-luciferase luminescence cycles exhibited amplitudes and phases significantly different from the CMV-luciferase-generated oscillations. In fibroblasts subjected to T-cycles of 14–30 h, the bioluminescence profiles of these three circadian reporter genes exhibited the expected endogenous phase relationships of Bmal1, Per2, and Dbp expression, indicating that the circadian clocks were synchronized by these T-cycles (Supplemental Figs. S3, S4). Upon imposing shorter or longer T-cycles, however, these phase relationships between bioluminescence cycles produced by different reporter genes were slightly altered. Nevertheless, the quantification of endogenous Bmal1, Rev-erba, Per2, and Dbp transcripts in whole-cell RNA harvested at 2-h intervals from NIH3T3 cells subjected to 10-h period temperature square cycles did support a transient entrainment of the entire clock to such short 10-h T-cycles (Supplemental Fig. S5). In cells subjected to temperature cycles of extended period lengths (34 and 40 h), the abnormal phase relationships between Bmal1, Dbp, and Per2 expression might reflect that the components of the rhythm-generating feedback loops might have become uncoupled.

The short T-cycles did not produce a long-lasting “memory,” as the length of the bioluminescence cycles rapidly switched to ~24 h (albeit with a relatively low amplitude).
when the cells were released to constant temperature [data not shown]. Nonetheless, when cells were phase-entrained to a T-cycle of 12 h by step gradients (6 h 34°C/6 h 38°C), which synchronize cells more rapidly than smooth temperature cycles and allowed a more precise analysis after shifting to a constant temperature [34°C], we observed a small peak [or shoulder] 12–14 h after the release to 34°C. Thereafter, luminescence cycles displayed ~24-h periods with a phase determined by the short T-cycle (Supplemental Fig. S4).

**HSF1 is required for the efficient synchronization of fibroblast clocks by temperature**

In principle, temperature changes could act directly on the molecular oscillator by affecting the activity, synthesis, and degradation rates of core clock components. Alternatively, they could change the activity of temperature sensors, which in turn could act on the expression and/or activity of clock components. Temperature-dependent regulators may include immediate early transcription factors [e.g., HSFs] or temperature-sensitive transient receptor potential cation channels [thermo-TRPs] (Dhaka et al. 2006; Huang et al. 2006). Previous results have shown that the activity of HSF1 oscillates in a robust daily fashion (Reinke et al. 2008), and Buhr et al. (2010) recently reported that the activity of HSF1 oscillates in a robust daily fashion and degradation rates of core clock components. Alter
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dian gene expression was also examined in cells exposed to a simulated body temperature rhythm whose phase was then suddenly switched by 12 h. When HSF1 accumulation was down-regulated by RNAi, the kinetics of phase adaptation of Bmal1-luciferase expression was delayed by 1 d, and the amplitude of the bioluminescence cycles following the phase shift in temperature cycles was dampened when compared with control cells [Fig. 6C].

We also compared primary tail fibroblasts from wild-type mice and Hsf1 knockout mice, transduced with a lentiviral vector harboring a Bmal1-luciferase reporter gene, with regard to their ability to synchronize circadian gene expression to simulated body temperature rhythms. As shown in Figure 6D, fibroblasts from wild-type mice adapted their phase much more rapidly than HSF1-deficient fibroblasts. As expected, the phenotype difference was more pronounced between Hsf1-deficient cells and wild-type cells than between NIH3T3 cells transfected with the Hsf1 shRNA vector or a control vector.

Taken together, our experiments indicated that HSF1, but not HSF2, contributed to the synchronization of molecular clocks by simulated body temperature cycles in cultured cells. However, HSF1-deficient cells were eventually still capable of resetting their oscillators to temperature cycles, suggesting that additional temperature-sensing mechanisms participated in this process.

**Discussion**

**Body temperature rhythms as Zeitgebers for peripheral circadian oscillators**

Here we demonstrated that in cultured mouse fibroblasts, the phase of circadian gene expression was exquisitely sensitive to temperature changes. Thus, if applied for several consecutive days, temperature cycles that mimic mouse body temperature oscillations were able to synchronize the phase of circadian gene expression in cultured NIH3T3 cells and primary tail fibroblasts. Surprisingly, even simulated human body temperature rhythms, with an amplitude of only ~1°C [36°C–37°C], could still synchronize circadian clocks in a measurable fraction of cultured cells. Hence, daily temperature fluctuations controlled directly and indirectly by the SCN through thermoregulatory centers and activity rhythms (Brown and Refinetti 1996; Refinetti 2010; Weinert 2010), respectively, are likely to contribute to the phase coordination of circadian timekeepers in peripheral tissues of mammalian organisms [Fig. 7].

Circadian clocks in cultured cells can be transiently synchronized by a short treatment with a variety of signals, including serum, glucocorticoid hormones, retinoic acid, Ca²⁺ ionophors, tumor promoters, and growth factors [for review, see Stratmann and Schibler 2006]. These pathways immediately reset all oscillators in the population to the same new phase. However, under natural conditions, the phase resetting is probably accomplished by gradual differences in Zeitgeber strength. For example, the SCN master pacemaker is synchronized to the photoperiod by increasing and decreasing light intensity during dawn and dusk,
respectively. Likewise, oscillators in peripheral cell types are phase-entrained by gradual fluctuations of metabolites, blood-borne signals, and, probably, body temperature rhythms. The latter can be simulated in vitro [Brown et al. 2002, Reinke et al. 2008, Buhr et al. 2010, this study], and the response of circadian gene expression to such smooth daily fluctuations can be conveniently recorded. In our experiments, we observed complex Bmal1-luciferase expression profiles during the transition period from one phase to an opposite phase (i.e., a phase differing by 12 h). Two bioluminescence peaks, one corresponding to the old and the other to the new phase, could regularly be discerned after the application of conflictual temperature cycles [e.g., Figs. 1, 2, 6]. In primary tail fibroblasts, double peaks (or a peak with a shoulder) could be detected during multiple consecutive days. Bioluminescence microscopy revealed that individual cells could express either the old phase, the new phase, or both phases simultaneously (Supplemental Fig. S2). Asher et al. [2010] and Abraham et al. [2011] have previously presented similar bimodal phase-shifting profiles for the adaptation of circadian gene expression in intact mice and lung explants, respectively.

In contrast to the experiments presented here, Brown et al. [2002] have previously reported that simulated body

Figure 6. HSF1 participates in the synchronization of circadian clocks by simulated body temperature cycles. (A) The response of an HSE-luciferase reporter gene to a heat shock (2 h, 42°C) is completely abolished when NIH3T3 cells are cotransfected with a plasmid [pshHSF1] encoding a shRNA targeting Hsf1 mRNA (orange). In contrast, cotransfections with a plasmid [pshHSF2] specifying a shRNA targeting Hsf2 mRNA (light blue) or an empty control plasmid (pSUPER) (blue) had no effect on the heat-induced expression of HSE-luciferase. Bioluminescence intensities were determined before and 5 h after the heat shock and were plotted against the background bioluminescence levels determined for pSUPER before the heat shock. The response of circadian Bmal1-luciferase reporter to simulated body temperature cycles with a phase opposite to the old phase (B) or to a phase inversion in temperature cycles (C) was delayed when NIH3T3 cells were cotransfected with pshHSF1 (orange). In contrast, the cotransfection of cells with pshHSF2 (light blue) or pSUPER (blue) had little effect on the phase-shifting kinetics of circadian Bmal1-luciferase expression. (D) Primary tail fibroblasts from Hsf1 knockout mice that stably express a Bmal1-luciferase reporter (green) were more slowly synchronized by simulated body temperature fluctuations of a contradictory phase when compared with tail fibroblasts from wild-type mice (blue). In B and D, cells were synchronized with horse serum prior to the initiation of bioluminescence monitoring. Note also that the kinetics of adaptation to the new phase depended on the cell type (NIH3T3 vs. primary tail fibroblasts) and on whether the reporter gene was transiently transfected or stably integrated. All bioluminescence data were filtered by moving average transformation.
temperature rhythms can sustain presynchronized cycles of circadian gene expression in cultured fibroblasts, but not entrain a new phase. However, these investigators used mRNA quantification to measure circadian gene expression and followed gene expression during shorter time spans than those used in the experiments presented here. We therefore believe that the different conclusions just reflect differences in the recording techniques and the duration of the experiments. Indeed, the phase inversion elicited by simulated body temperature rhythms may be difficult to assess by measuring moderate differences of mRNA accumulation, in particular during the phase transition period. In contrast, even small differences in amplitude can be recorded by determining bioluminescence in real time.

During the process of synchronization of circadian oscillators by temperature cycles, we noticed that PER2::luciferase expression was synchronized more rapidly than the expression of Bmal1-luciferase or Dbc-luciferase. Asher et al. (2010) observed the same trend during the synchronization of circadian oscillators by feeding cycles in the livers of mice. The rapid synchronization of Per2 expression is perhaps not surprising, given that Per2 can serve as both a core clock gene and an immediate early gene in phase shifting [Albrecht et al. 1997; Spoelstra et al. 2004; Kornmann et al. 2007a]. Nevertheless, our results demonstrated that the phase relationship between the expressions of different core clock genes can be transiently disrupted during the phase transition period.

Buhr et al. (2010) recently reported that the phase of the SCN, unlike that of peripheral organs, is resilient to temperature changes when studied in cultured tissue sections. According to these investigators, the logic underlying this difference is that the SCN should not react to the timing cues it emits to synchronize peripheral oscillators. A similar scenario holds true for glucocorticoid signaling, shown to participate in the phase resetting of clocks in peripheral organs but not in the SCN (Balsalobre et al. 2000a; Le Minh et al. 2001). Nonetheless, it should be noted that the resilience of the SCN to temperature changes is somewhat controversial. Herzog and Huckfeldt (2003) reported that
explants [Yoo et al. 2004] is considerably narrower than this, and the clocks of peripheral organs can therefore readily be synchronized by rhythmic Zeitgebers, such as body temperature cycles. Irrespective of the length of the T-cycles we imposed on cells, circadian gene expression eventually assumed their normal intrinsic period length (~24 h) when the cells were released into constant temperature [data not shown]. Hence, excessively long or short T-cycles did not generate a long-lasting memory with regard to the period length of fibroblast circadian oscillators. Abraham et al. [2011], using square wave temperature T-cycles, also observed a large entrainment flexibility of lung explants from PER2::luc mice, albeit with narrower limits than the ones shown here for cultured fibroblasts. Importantly, they found that SCN explants displayed a more restricted entrainment range, indicating that the SCN has more rigid oscillators than lung tissue. The additional oscillator strength is probably conferred to SCN cells through intercellular coupling [Liu et al. 2007].

HSF1 participates in the resetting of circadian gene expression by temperature

Kornmann et al. [2007a] established a transgenic mouse strain with conditionally active hepatocyte clocks. By using this system in conjunction with genome-wide transcriptome profiling, they identified ~50 genes whose cyclic expression was driven by systemic cues supposedly emanating from the SCN rather than driven by local hepatocyte oscillators [Kornmann et al. 2007b]. The list of these gene contains Per2 and several genes whose expression is known to be modulated by temperature, such as Hsp genes and genes encoding cold-inducible RNA-binding proteins. Using a completely different approach, differential display and genes encoding cold-inducible RNA-binding proteins. Using a completely different approach, differential display

Materials and methods

Cell culture, generation of temperature cycles, and real-time bioluminescence recording

NIH3T3 or immortalized tail fibroblasts were cultured in DMEM medium (GIBCO) containing 1% PSG (penicillin, streptomycin, and glutamine) and 10% or 20% FBS (fetal bovine serum), respectively.

Confluent NIH3T3 were trypsinized and seeded at either a 1:3 dilution 2 d before or a 1:2 dilution directly before they were used for bioluminescence monitoring by photomultiplier tube (PMT) technology [Nagoshi et al. 2004]. Depending on the experiment, cells were transfected with the luciferase reporter genes Bmal1-luciferase [Nagoshi et al. 2004] or HSE-luc [Reinke et al. 2008] or with shRNA expression vectors [see below]. For transfections, FuGENE 6 transfection reagent (Roche) was used according to the manufacturer's instructions. Before the bioluminescence recording was initiated, the medium was replaced with phenol red-free DMEM (21063, Invitrogen) supplemented with 0.1 mM luciferin and 10% FBS. Depending on the experiment, cells were synchronized by a 2-h treatment with 50% horse serum [Balsalobre et al. 1998] before bioluminescence was recorded.

Immortalized tail fibroblasts either contained a PER2::luciferase knock-in transgene [Yoo et al. 2004] or were transduced with a Bmal1-luc lentiviral vector [Liu et al. 2008] and were selected for stable expression with 2.5 μg/mL blasticidin (Invitrogen).

The Dbp-luciferase cell line was constructed by cloning a 9.6-kb DNA fragment encompassing the full-length Dbp gene, including 0.5 kb and 0.6 kb of 5’- and 3’-flanking regions, respectively, and firefly luciferase translated from an internal ribosome entry site (IRES) [Brown et al. 2005] into the BamHI and NruI sites of pSPVdhr [Shimizu et al. 2001]. NIH3T3 mouse fibroblasts were translected with 20 μg of pSVDbp(luc) using Lipofectamine 2000 according to the manufacturer's instructions. Stable transformants were selected in 5 μg/mL blasticidin (Sigma), and a colony harboring ~250 Dbp-luciferase copies and yielding bioluminescence cycles of high amplitude and magnitude was kept for further analysis.

Bioluminescence and temperature were monitored in a custom-built device designed and constructed by Andre´ Liani, Yves-Alain Poget, and Georges Severi (members of the Mechanical Workshop of the Department of Molecular Biology, University of Geneva). Briefly, this incubator consists of a light-tight incubator allowing the programming and recording of temperature profiles in real time with an accuracy of 0.1°C. Simultaneously, bioluminescence is monitored continuously using Hamamatsu PMTs. Photon and temperature counts were integrated over 1-min intervals.

Single-cell bioluminescence microscopy was recorded in 3.5-cm plastic dishes (Falcon) using a LV200 luminowiew microscope (Olympus) equipped with an EM-CCD cooled camera (Hamamatsu Photonics, EM-CCD C9100-13), as previously described [Suter et al. 2011]. Briefly, before the bioluminescence recording was initiated, the medium was replaced with phenol red-free DMEM (21063, Invitrogen) supplemented with 0.5 mM
luciferin and 10% FBS. The microscope environment was maintained at 5% of CO₂, and the cells were monitored for 144–168 h using a 20-fold magnification objective. Photon counts were acquired over 15-min intervals. Temperature coprogramming and monitoring were performed using a custom-built device designed and constructed by André Liani, Yves-Alain Poget, and Georges Severi (Mechanical Workshop of the Department of Molecular Biology, University of Geneva). Temperature counts were integrated over 1-min intervals.

**Preparation and immortalization of mouse primary fibroblasts**

Primary fibroblasts from Hsf1 knockout and wild-type mice were prepared from tail tips. These were minced and digested overnight with 1 mg/mL collagenase type IA (Sigma) at 37°C in medium containing 20% FBS, 1% PSG (Sigma), and amphotericin B [1/100, Sigma]. The next day, disaggregated tissue pieces were washed and plated into fresh medium, and the fibroblasts emigrating from these pieces were allowed to grow to 80% confluence. Cells were then trypsinized, plated in a threefold dilution into new plates, and left in the incubator until spontaneously immortalized cell clones were observed.

**Construction of HSF1 and HSF2 shRNA expression plasmids and determination of knockdown efficiencies**

shRNA sequences were selected from sequences already tested in studies done in human cells and that are identical in the mouse and human orthologs. The oligonucleotides 5'-GCTCATTCA GTCTTGATC-3' (Ostling et al. 2007) and 5'-GCACCTTT TCCTTGATC-3' (King et al. 2005) were chosen for HSF1 and HSF2 shRNAs, respectively. Construction and expression of shRNA plasmids were carried out according to the pSUPER RNAi system's instructions (OligoEngine). Knockdown efficiencies in shRNA transfection experiments were measured by real-time PCR quantification of Hsf1 and Hsf2 mRNAs, and Western blot analysis of the corresponding proteins. mRNA knockdown efficiencies were measured by real-time PCR quantification of Hsf1 and Hsf2 (Stressgen Bioreagents SPA-950 and SPA-960 respectively), and U2AF65 (Sigma-Aldrich). The signals obtained for the latter protein served as loading controls.

**Filtering of bioluminescence data by moving average transformation**

To compare bioluminescence values with regard to phase and amplitude, we eliminated variations in the magnitude of the signals resulting from different transfection efficiencies or from different confluency states of cells. To this end, raw data were filtered by applying a moving average transformation on 24-h intervals. Briefly, the ratio of each value on the average of values from the 12 h before and the 12 h after this value was calculated as follows:

$$x_{\text{mov}}(t) = \frac{x_{\text{raw}}(t)}{\frac{1}{N-1} \sum_{s=1}^{N-1} x_{\text{raw}}(s)}$$

where $x_{\text{raw}}(t)$ is the original time series, $x_{\text{mov}}(t)$ is the transformed time series, and $N$ is the number of time points between $t - 12$ and $t + 12$. For enlarged graphs in Supplemental Figure S3, the moving average transformation was also calculated according to each imposed period length.
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