Moring, Kristian; Rainer, Rudolf

Stability for systems of porous medium type

Published in:
Journal of Mathematical Analysis and Applications

DOI:
10.1016/j.jmaa.2021.125532

Published: 01/02/2022

Document Version
Publisher's PDF, also known as Version of record

Published under the following license:
CC BY

Please cite the original version:
Moring, K., & Rainer, R. (2022). Stability for systems of porous medium type. Journal of Mathematical Analysis and Applications, 506(1), [125532]. https://doi.org/10.1016/j.jmaa.2021.125532

This material is protected by copyright and other intellectual property rights, and duplication or sale of all or part of any of the repository collections is not permitted, except that material may be duplicated by you for your research use or educational purposes in electronic or print form. You must obtain permission for any other use. Electronic or print copies may not be offered, whether for sale or otherwise to anyone who is not an authorised user.
Stability for systems of porous medium type
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\begin{abstract}
We establish stability properties of weak solutions for systems of porous medium type with respect to the exponent $m$. Thereby we treat stability for the local case as well as for Cauchy-Dirichlet problems. Both degenerate and singular cases are covered.
\end{abstract}

\section{Introduction}

Point of interest is the stability of weak solutions to parabolic systems
\begin{equation}
\partial_t u - \text{div}\ A(x, t, u, D(|u|^{m-1}u)) = 0
\end{equation}
in a cylindrical domain with respect to the exponent $m$. $A$ is a vector field whose structural properties are detailed further down. This general type is labelled system of the porous medium type, as it contains as its principal prototype the porous medium equation
\begin{equation}
\partial_t u - \Delta (u^m) = 0.
\end{equation}

The equation is divided into two regimes: If $0 < m < 1$ one speaks of the singular or also fast diffusion case, while for $m > 1$ one speaks of the degenerate or slow diffusion case. Both cases will be treated, although we will have a restriction in the singular case. In particular, a positive lower bound for $m$ is required. This matches up with regularity results for the porous medium equation, as the same bound appears e.g. in \cite{9} and \cite{14, §6.21}.
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We will answer the question whether weak solutions of (1.1) converge to a solution of the limit problem as the exponent \( m \) varies. This ensures that the solutions of the equation are stable under small perturbations of the parameter \( m \), which in applications may be known only approximately. In the first part, local convergence will be studied. We assume weak convergence of the sequence of solutions in this case in order to identify the limit. In the second part, we inspect a Cauchy-Dirichlet problem, where the solutions are expected to attain given initial and boundary values.

For the parabolic \( p \)-Laplace equation the stability question has been treated by Kinnunen and Parviainen in [21]. Two ingredients were essential for the proof: for one, the lateral boundary of the cylinder must be sufficiently regular. Furthermore, to overcome the difficulty that weak solutions (to the parabolic \( p \)-Laplace equation) for different exponents are in different parabolic Sobolev spaces, a global higher integrability result is essential. Somewhat surprisingly, neither of these were needed to complete the proof when considering an equation of the type (1.1). This could stem from the fact that, in contrast to the parabolic \( p \)-Laplace equation, the spaces in the porous medium setting are fixed, even when the exponents differ. Even though not needed, the higher integrability can still be applied to obtain better convergence properties for the sequence of solutions and their gradients.

For the proof of the local result, we proceed as follows: By Caccioppoli type estimates we obtain a uniform bound on the norms of the solutions in a reflexive Banach space, which in turn implies the weak convergence of a subsequence. To improve the convergence for the solutions from weak to strong, we use a dual pairing argument which then allows us to use the compactness properties of parabolic Sobolev spaces, more specifically Theorem 3 in [27]. To improve the convergence for the gradients, in [21] the authors showed that they form a Cauchy sequence in order to avoid testing with the limit function itself. In this case, we are able to show it directly.

In the global case, we apply the local result. It remains to extend the obtained convergences from local to global, which we do by applying a measure theoretic argument: One can observe that strong convergence in \( L^1 \) or even pointwise a.e. convergence together with boundedness in \( L^2 \) implies strong convergence in \( L^q \) for all \( q < 2 \). We conduct the argument in detail in Lemma 5.5 and then reuse it several times throughout the proofs.

We shall give a brief recap of the recent history in the research of stability questions. Lindqvist studied stability questions for the stationary \( p \)-Laplace equation in [22], already in 1987. Due to the mentioned difficulties arising from varying Sobolev spaces, the stability problem for parabolic \( p \)-Laplacian was settled only after higher integrability was proven. First, Kinnunen and Lewis showed the local higher integrability in [19], which was then extended up to the boundary by Parviainen [26] in 2009. This allowed Kinnunen and Parviainen to prove the stability for the parabolic \( p \)-Laplacian [21] one year later. Lukkari and Parviainen studied similar stability questions for the parabolic \( p \)-Laplace in the degenerate case in [24]. They also took into account measure data at the initial boundary. Regarding equations of the porous medium type, Lukkari inspected nonnegative weak solutions to the model equation in [23]. He used the specific structure of the model equation, which is not available in our general setting.

Further, in [1] the theory of nonlinear semigroups is applied to obtain a stability result for an initial-value problem for equations of the form \( \partial_t u - \Delta \varphi(u) = 0 \) with a non-linearity \( \varphi \). By applying the “doubling of variables” method of Kruzkov, quantitative stability estimates in the sense of continuous dependencies and error estimates are obtained in [11,12,18].

Additionally, we mention the following border cases: For stability results for the case \( m \to \infty \), where the limit problem is sometimes termed the mesa problem, we refer to [3,2,10]. For \( m \to 0 \), where the limit problem is \( \partial_t u - \Delta \log u = 0 \), we refer to [15,16]. Also worth noting is [17], where the limit \( m \to 0^- \) is inspected, so considering the very fast diffusion equation with \( m < 0 \).
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2. Preliminaries

2.1. Statement of the local result

We consider porous medium systems of the type

\[ \partial_t u - \text{div} A(x, t, u, D u^m) = 0 \quad \text{in} \quad \Omega_T, \quad (2.1) \]

in which \( \Omega_T := \Omega \times (0, T) \) is a space-time cylinder. \( \Omega \) is a bounded open subset of \( \mathbb{R}^n \) and \( T > 0 \). We consider \( n \geq 2 \) and use the abbreviation \( u^m := |u|^{m-1}u \). \( \partial_t \) denotes the time derivative, while \( D = D_x \) and \( \text{div} = \text{div}_x \) denote the derivatives and the divergence with respect to the spatial variable \( x \). For open sets \( A, B \subset \mathbb{R}^{n+1} \), we write \( A \subset B \) if \( \bar{A} \) is a compact subset of \( B \).

The assumptions on the vector field \( A: \Omega_T \times \mathbb{R}^N \times \mathbb{R}^{Nn} \to \mathbb{R}^{Nn} \) are as follows. We assume that \( A \) is a Carathéodory function, i.e. it is measurable with respect to \( (x, t) \in \Omega_T \) for all \( (u, \xi) \in \mathbb{R}^N \times \mathbb{R}^{Nn} \) and continuous with respect to \( (u, \xi) \) for a.e. \( (x, t) \in \Omega_T \). Moreover, we assume that \( A \) satisfies the following structural conditions with \( 0 < \nu \leq L < \infty \):

\[
\begin{align*}
\{ &A(x, t, u, \xi) \cdot \xi \geq \nu |\xi|^2, \\
&|A(x, t, u, \xi)| \leq L |\xi|,
\}
\end{align*}
\]

for a.e. \( (x, t) \in \Omega_T \) and any \( (u, \xi) \in \mathbb{R}^N \times \mathbb{R}^{Nn} \). We also assume that the vector field is monotone in the sense that for some \( \mu \in (0, \infty) \),

\[ (A(x, t, u, \xi) - A(x, t, v, \eta)) \cdot (\xi - \eta) \geq \mu |\xi - \eta|^2 \quad (2.3) \]

holds true for a.e. \( (x, t) \in \Omega_T \) and for any pairs \( (u, \xi), (v, \eta) \in \mathbb{R}^N \times \mathbb{R}^{Nn} \). We work with weak solutions, which we define now.

**Definition 2.1.** Assume that the vector field \( A: \Omega_T \times \mathbb{R}^N \times \mathbb{R}^{Nn} \to \mathbb{R}^{Nn} \) satisfies (2.2) and (2.3). We identify a measurable map \( u: \Omega_T \to \mathbb{R}^N \) in the class

\[ u^m \in L_{\text{loc}}^2(0, T; W^{1,2}_{\text{loc}}(\Omega, \mathbb{R}^N)), \]

with additional assumption \( u \in L_{\text{loc}}^{m+1}(\Omega_T, \mathbb{R}^N) \) in case \( m < 1 \), as a *weak solution* to the porous medium type system (2.1) with exponent \( m \) if and only if the identity

\[ \iint_{\Omega_T} [ - u \cdot \partial_t \varphi + A(x, t, u, D u^m) \cdot D \varphi] \, dx \, dt = 0 \quad (2.4) \]

holds true for any testing function \( \varphi \in C_0^\infty(\Omega_T, \mathbb{R}^N) \). \( \square \)

The assumptions on \( \varphi \) can be weakened. It suffices that

\[ \varphi \in W^{1,2}(0, T; L^2(\Omega, \mathbb{R}^N)) \cap L^2(0, T; W^{1,2}_0(\Omega, \mathbb{R}^N)) \]

and supp \( \varphi \subset \Omega_T \) when \( m \geq 1 \). If \( m < 1 \), we further demand \( \partial_t \varphi \in L_{\text{loc}}^{\frac{m+1}{m}}(\Omega_T, \mathbb{R}^N) \) to ensure the finiteness of the integral of the parabolic part of the equation.
Remark 2.2. In Section 4.1 we will prove that a weak solution \( u \) according to Definition 2.1 has a representative in class \( C((0, T); L^{m+1}_{\text{loc}}(\Omega, \mathbb{R}^N)) \).

We denote the critical exponent by \( m_c := \frac{(n-2)\pm}{n+2} \), where \( (n-2)_+ := \max\{n-2, 0\} \). Let \( (m_i) \) be a sequence of real numbers in \( (m_c, \infty) \) such that \( m_i \to m \in (m_c, \infty) \) as \( i \to \infty \). Let further \( u_i \) be a weak solution to the Equation (2.1) with exponent \( m_i \). We assume that there exists a measurable function \( u : \Omega_T \to \mathbb{R}^N \), such that as \( i \to \infty \),

\[
    u_i^{m_i} \to u^m \quad \text{weakly in } L^2_{\text{loc}}(\Omega_T, \mathbb{R}^N).
\]

Moreover, if \( m \in (m_c, 1) \), we make an additional assumption, namely

\[
    u_i^{m_i+1} \text{ is bounded in } L^1_{\text{loc}}(\Omega_T, \mathbb{R}^N).
\]

The following is our main result in the local setting.

Theorem 2.3. Let \( (m_i)_{i \in \mathbb{N}} \) be a sequence in \( (m_c, \infty) \) such that \( m_i \to m \in (m_c, \infty) \) as \( i \to \infty \). Let \( u_i \) be a weak solution of Equation (2.1) with exponent \( m_i \) in the sense of Definition 2.1, where the vector field \( \mathbf{A} \) satisfies the growth and monotonicity conditions (2.2) and (2.3). Furthermore, assume that the assumptions (2.5) and (2.6) are in force. Then, for the function \( u \) from (2.5), we have \( u^m \in L^2_{\text{loc}}(0, T; W^{1,2}_{\text{loc}}(\Omega, \mathbb{R}^N)) \) with

\[
    u_i^{m_i} \xrightarrow{i \to \infty} u^m \quad \text{in } L^2_{\text{loc}}(0, T; W^{1,2}_{\text{loc}}(\Omega, \mathbb{R}^N)).
\]

Moreover, the limit function \( u \) is a weak solution to the Equation (2.1) with exponent \( m \).

2.2. Cauchy-Dirichlet problem

We further consider stability for a Cauchy-Dirichlet problem of the form

\[
    \begin{cases}
    \partial_t u - \text{div} \mathbf{A}(x, t, u, Du^m) = 0 & \text{in } \Omega_T, \\
    u = g & \text{on } \partial_{\text{par}} \Omega_T,
    \end{cases}
\]

where \( \partial_{\text{par}} \Omega_T := (\partial \Omega \times (0, T)) \cup (\overline{\Omega} \times \{0\}) \) is the parabolic boundary of \( \Omega_T \). Let \( m = \lim_{i \to \infty} m_i \in (m_c, \infty) \) as before. In the following we use the shorthand notation

\[
    I(u, g) := I_m(u, g) := \frac{1}{m+1}(|u|^{m+1} - |g|^{m+1}) - g^m(u - g).
\]

When considering exponents \( m_i \) instead of \( m \), we then write \( I_i(u_i, g) \) for \( I_{m_i}(u_i, g) \).

We define a weak solution to the Cauchy-Dirichlet problem (2.7) as follows.

Definition 2.4. Assume that the vector field \( \mathbf{A} : \Omega_T \times \mathbb{R}^N \times \mathbb{R}^{Nn} \to \mathbb{R}^{Nn} \) satisfies (2.2) and (2.3). Let \( g : \Omega_T \to \mathbb{R}^N \) be in the class

\[
    g \in C^0([0, T]; L^{m+1}(\Omega, \mathbb{R}^N)) \quad \text{with} \quad g^m \in L^2(0, T; W^{1,2}(\Omega, \mathbb{R}^N)).
\]

We identify a measurable map \( u : \Omega_T \to \mathbb{R}^N \) in the class

\[
    u^m \in L^2(0, T; W^{1,2}(\Omega, \mathbb{R}^N)).
\]
with additional assumption $u \in L^{m+1}(\Omega_T;\mathbb{R}^N)$ if $m < 1$, as a weak solution to the porous medium type system (2.7) with exponent $m$ and initial and boundary values $g$ if and only if $u$ is a weak solution of (2.1) with exponent $m$ in the sense of Definition 2.1 and $u$ attains initial and boundary values $g$ in the sense that

$$(u^m - g^m)(\cdot, t) \in W_0^{1,2}(\Omega), \quad \text{for a.e. } t \in (0,T),$$

and

$$\frac{1}{h} \int_0^h \int_{\Omega} I(u,g) \, dx \, dt \longrightarrow 0,$$  

as $h \to 0$.

Again, the assumptions on $\varphi$ in Definition 2.4 can be weakened. It suffices that the test function satisfies

$$\varphi \in W^{1,2}(0,T; L^2(\Omega, \mathbb{R}^N)) \cap L^2(0,T; W_0^{1,2}(\Omega, \mathbb{R}^N))$$

and $\varphi(0) = \varphi(T) = 0$ when $m \geq 1$. If $m < 1$, we further demand $\partial_t \varphi \in L^{\frac{1+m}{m}}(\Omega_T; \mathbb{R}^N)$ to ensure the finiteness of the integral of the parabolic part of the equation.

**Remark 2.5.** As in the local case, we will also prove that a global weak solution $u$ with initial and boundary data $g$ according to Definition 2.4 has a representative in class $C([0,T]; L^{m+1}(\Omega, \mathbb{R}^N))$.

**Remark 2.6.** Note that for the representative $u \in C([0,T]; L^{m+1}(\Omega, \mathbb{R}^N))$ the condition (2.9) is equivalent to

$$u(\cdot,0) = g(\cdot,0) \quad \text{a.e. in } \Omega.$$

This is a direct consequence of the estimates in (3.2).

For the boundary datum $g: \Omega_T \to \mathbb{R}^N$ we suppose that for some $\tilde{m} < m$, $\beta > \frac{2m}{\tilde{m}}$ and $\gamma > 1 + m$, we have

$$\begin{cases}
  g^\tilde{m} \in L^\beta(0,T; W^{1,\beta}(\Omega, \mathbb{R}^N)), \\
  g \in C^0([0,T], L^\gamma(\Omega, \mathbb{R}^N)), \\
  \partial_t g^\tilde{m} \in L^\frac{\gamma}{\gamma-1}(\Omega_T, \mathbb{R}^N).
\end{cases}$$

(2.10)

The reason for choosing these conditions is twofold. First of all, it ensures that $g$ can be chosen as initial and boundary values for all $i \in \mathbb{N}$, even though the exponents differ. Secondly, it ensures the uniform boundedness of the right hand side of the energy estimate in Lemma 6.2. We will show why these conditions are needed in Lemma 6.1.

Observe that we could make stronger but more simplified assumptions, for example $g^\tilde{m} \in C^1(\overline{\Omega_T})$ for some $\tilde{m} < m$, which would ensure that the conditions above are satisfied.

Further, note that with these assumptions, the boundary problem for weak solutions might not be well defined for small $i$: The exponent $m_i$, possibly being quite larger than $m$, could exceed the integrability exponent of $g$. However, we are only interested in convergence properties, i.e. the tail of the sequence in question, such that this restriction is of no concern to us. We may thus assume that $m_i$ is already sufficiently close to $m$, ensuring existence of weak solutions and finiteness of the integrals as in Lemma 6.1 for all $i \in \mathbb{N}$.

We will extend the local result in Theorem 2.3 to the boundary:
Theorem 2.7. Let \((m_i)_{i \in \mathbb{N}}\) be a sequence in \((m_c, \infty)\) such that \(m_i \to m \in (m_c, \infty)\) as \(i \to \infty\). Let \(u_i\) be a weak solution of Equation (2.7) with exponent \(m_i\) in the sense of Definition 2.4, where the vector field \(A\) satisfies the growth and monotonicity conditions (2.2) and (2.3) and the boundary datum \(g\) fulfils the conditions (2.10).

Then there exists a subsequence, still denoted by \((u_i^{m_i})\), and a measurable map \(u : \Omega_T \to \mathbb{R}^N\), such that \(u^m \in L^2(0; T; W^{1,2}(\Omega, \mathbb{R}^N))\) with
\[
u_i^{m_i} \xrightarrow{i \to \infty} u^m \quad \text{in} \quad L^2(0; T; W^{1,2}(\Omega, \mathbb{R}^N)). \tag{2.11}
\]
Moreover, the limit function \(u\) is a weak solution to the Equation (2.7), attaining the initial and boundary values \(g\) in the sense of (2.8) and (2.9).

Remark 2.8. In the special case \(A(x, t, u, Du^m) = Du^m\) the limit function \(u\) in Theorem 2.7 is unique and the convergence in (2.11) holds for the whole (original) sequence, not only on the level of subsequences.

3. Auxiliary results

We first recall a compactness result by Simon [27]. Let us denote \((\tau_h f)(t) := f(t + h)\) for \(h > 0\).

Lemma 3.1. Assume that there is a compact embedding of Banach spaces \(X \subset B\). Let \(F \subset L^p(0; T; B)\), where \(1 \leq p \leq \infty\). In addition, suppose that
\[F\] is bounded in \(L^1_{\text{loc}}(0; T; X)\)
and
\[\|\tau_h f - f\|_{L^p(0; T - h; B)} \to 0 \quad \text{as} \quad h \to 0, \quad \text{uniformly for} \quad f \in F.\]
Then \(F\) is relatively compact in \(L^p(0; T; B)\).

Further there will be the need for some algebraic inequalities, also regarding the boundary term \(I(u, g)\). It is often useful to see that it is comparable to \(u^{\frac{m+1}{2}} - g^{\frac{m+1}{2}}\). We take the following Lemmas from [9, Lemma 3.2, 3.3] and from [7, Lemma 2.3].

Lemma 3.2. For all \(\alpha > 1\) there exists \(c = c(\alpha) > 0\) such that for all \(a, b \in \mathbb{R}^N\) there holds
\[|b - a|^{\alpha} \leq c|b^\alpha - a^\alpha|. \tag{3.1}\]

Lemma 3.3. For all \(m > 0\) there exists \(c = c(m) > 0\) such that for all \(u, g \in \mathbb{R}^N\) one has
\[
\frac{1}{c} I(u, g) \leq |u^{\frac{m+1}{2}} - g^{\frac{m+1}{2}}|^2 \leq c I(u, g),
\]
\[
\frac{1}{c} |u^m - g^m| \leq (|u| + |g|)^{m-1}|u - g| \leq c|u^m - g^m|. \tag{3.2}
\]
Further,
\[
I(u, g) \leq c|u^m - g^m|(1 + m)/m \quad \text{for} \quad m > 1,
\]
\[
I(u, g) \leq c(|u| + |g|)^{m-1}|u - g| \leq c|u^m - g^m||u - g| \quad \text{for} \quad m > 0. \tag{3.3}
\]
3.1. Sobolev-Gagliardo-Nirenberg inequalities

Next we state the parabolic Sobolev inequality from [13, Prop. I.3.1] and a local variant of it. The following inequality will allow us to gain higher integrability for the functions $u_i$ and further, better convergence properties.

Lemma 3.4. Let $B(x_o, \varrho) \subset \Omega$ and $0 < t_1 < t_2 < T$. If

$$v \in L^\infty(t_1,t_2;L^r(B(x_o,\varrho))) \cap L^p(t_1,t_2;W^{1,p}(B(x_o,\varrho)))$$

for $p \in (1, \infty)$ and $r \in [1, \infty)$, there exists a constant $c = c(n,p,r)$ such that

$$\int_{t_1}^{t_2} \int_{B(x_o,\varrho)} |v|^\ell dxdt \leq c \int_{t_1}^{t_2} \int_{B(x_o,\varrho)} \left( \frac{|v|^p}{\varrho} + |Dv|^p \right) dxdt \left( \sup_{t \in (t_1,t_2)} \int_{B(x_o,\varrho) \times \{t\}} |v|^r dx \right)^{\frac{\ell}{n}},$$

where $\ell = p \frac{n+r}{n}$.

Lemma 3.5. If

$$v \in L^\infty(0,T;L^r(\Omega)) \cap L^p(0,T;W^{1,p}_0(\Omega))$$

for $p \in (1, \infty)$ and $r \in [1, \infty)$, there exists a constant $c = c(n,p,r,\Omega)$ such that

$$\iint_{\Omega_T} |v|^\ell dxdt \leq c \left( \iint_{\Omega_T} |Dv|^p dxdt \right) \left( \sup_{t \in (0,T)} \int_{\Omega \times \{t\}} |v|^r dx \right)^{\frac{\ell}{n}},$$

where $\ell = p \frac{n+r}{n}$.

3.2. Mollification in time

In order to be able to prove useful estimates for weak solutions of Equation (2.1), we exploit time mollification of the following type.

Definition 3.6. For $v \in L^1(\Omega_T,\mathbb{R}^N)$ and $h > 0$, define a mollification in time by

$$[v]_h(x,t) := \frac{1}{h} \int_{0}^{t} e^{\frac{s-t}{h^2}} v(x,s) ds.$$
\[ \|v\|_{h}(x, t) := \frac{1}{h} \int_{t}^{T} e^{\frac{t-s}{h}} v(x, s)ds. \]

We collect some useful properties of the mollification in the following Lemma, see [20, Lemma 2.9] and [5, Appendix B]. Analogous statements hold true for the reverse time mollification.

**Lemma 3.7.** Let \( v \) and \( \|v\|_{h} \) be as above. Then the following properties hold:

(i) If \( v \in L^{p}(\Omega_T, \mathbb{R}^N) \) for some \( p \geq 1 \), then

\[ \|v\|_{h} \|_{L^{p}(\Omega_T, \mathbb{R}^N)} \leq \|v\|_{L^{p}(\Omega_T, \mathbb{R}^N)}, \]

and \( \|v\|_{h} \rightarrow v \) in \( L^{p}(\Omega_T, \mathbb{R}^N) \) as \( h \rightarrow 0 \).

(ii) Let \( v \in L^{p}(0, T; W^{1,p}(\Omega, \mathbb{R}^N)) \) for some \( p \geq 1 \). Then

\[ \|v\|_{h} \|_{L^{p}(0, T; W^{1,p}(\Omega, \mathbb{R}^N))} \leq \|v\|_{L^{p}(0, T; W^{1,p}(\Omega, \mathbb{R}^N))} \]

and \( \|v\|_{h} \rightarrow v \) in \( L^{p}(0, T; W^{1,p}(\Omega, \mathbb{R}^N)) \) as \( h \rightarrow 0 \).

(iii) If \( v \in L^{p}(0, T; W^{1,p}_{0}(\Omega, \mathbb{R}^N)) \), then \( \|v\|_{h} \in L^{p}(0, T; W^{1,p}_{0}(\Omega, \mathbb{R}^N)) \).

(iv) If \( v \in L^{p}(0, T; L^{p}(\Omega, \mathbb{R}^N)) \), then \( \|v\|_{h} \in C([0, T]; L^{p}(\Omega, \mathbb{R}^N)) \).

(v) The weak time derivative \( \partial_{t}\|v\|_{h} \) exists in \( \Omega_T \) and is given by formula

\[ \partial_{t}\|v\|_{h} = \frac{1}{h}(v - \|v\|_{h}), \]

whereas for the reverse mollification we have

\[ \partial_{t}\|v\|_{h} = \frac{1}{h}(\|v\|_{h} - v). \]

**Remark 3.8.** Observe that similar properties hold also for mollification defined as

\[ \|v\|(x, t) := e^{-\frac{t}{h}} v_{o} + \frac{1}{h} \int_{0}^{t} e^{\frac{t-s}{h}} v(x, s)ds \]

for \( v_{o} \in L^{1}(\Omega, \mathbb{R}^N) \). One advantage of this formula is that we can compute

\[ \partial_{t}\|v\|(x, t) = \frac{1}{h} \int_{0}^{t} e^{\frac{t-s}{h}} \partial_{t} v(x, s)ds \]

under suitable assumptions, see [5, Appendix B, Lemma B.3]. From this together with Lemma 3.7 one can deduce convergences for the time derivative as well provided that it exists in an appropriate space. We will exploit this in the global case.

4. **Continuity in time and mollified formulation**

In this section we will prove that weak solutions have representatives that are continuous in time, according to Remarks 2.2 and 2.5.
4.1. Continuity in time for local problem

In order to prove the continuity in time of weak solution according to Definition 2.1 as noted in Remark 2.2, we will use the following Lemma, which can be found in [29, Lemma 2.12], [28, Lemma 3.4], [31, Lemma 3.8]. We include the proof for the continuity for completeness, where we take the approach of [31]. Observe that in the local case we will use mollifications for $u^m$ defined by

$$\|u^m\|_{h}(x,t) := \frac{1}{h} \int_{t}^{t+\tau_1} e^{\frac{s-t}{\tau_1}} u^m(x,s) ds,$$

for $t \geq \tau_1$, in which $\tau_1 > 0$ is fixed. This is due to the fact that $u^m$ is only locally integrable. Similarly, define the reverse time mollification in time by

$$\|u^m\|_{\bar{h}}(x,t) := \frac{1}{h} \int_{t}^{t+\tau_2} e^{\frac{s-t}{\tau_2}} u^m(x,s) ds,$$

for $t \leq \tau_2 < T$.

**Lemma 4.1.** Let $V$ be the set of all $v \in C^0((0,T), L^{1+m}_{loc}(\Omega, \mathbb{R}^N))$ such that

$$v^m \in L^2_{loc}(0,T; W^{1,2}_{loc}(\Omega, \mathbb{R}^N)) \quad \text{and} \quad \partial_t v^m \in L^{m+1}_{loc}(\Omega_T, \mathbb{R}^N).$$

Then, for a weak solution $u$ according to Definition 2.1,

$$\int_{\Omega_T} \partial_t \zeta I(u,v) dx dt = \int_{\Omega_T} \zeta \partial_t v^m \cdot (u - v) + A(x,t,u,Du^m) \cdot D(\zeta(u^m - v^m)) dx dt$$

holds true for all $v \in V$, $\zeta \in C^\infty_0(\Omega_T)$.

**Proof.** We will test the weak equation (2.4) for $u$ with $\varphi = \zeta(v^m - \|u^m\|_h)$ with some small fixed $\tau_1 > 0$ in the mollifier. We first inspect the parabolic part of the equation:

$$\int_{\Omega_T} u \cdot \partial_t \varphi dx dt = \int_{\Omega_T} \partial_t \zeta u \cdot (v^m - \|u^m\|_h) + \zeta u \cdot \partial_t (v^m - \|u^m\|_h) dx dt$$

$$= \int_{\Omega_T} \partial_t \zeta u \cdot (v^m - \|u^m\|_h) + \zeta u \cdot \partial_t v^m dx dt$$

$$+ \int_{\Omega_T} -\zeta \|u^m\|_h^{1/m} \cdot \partial_t \|u^m\|_h + \zeta (\|u^m\|_h^{1/m} - u) \cdot \partial_t \|u^m\|_h dx dt$$

$$\leq \int_{\Omega_T} \partial_t \zeta u \cdot (v^m - \|u^m\|_h) + \zeta u \cdot \partial_t v^m dx dt$$

$$+ \frac{m}{m+1} \int_{\Omega_T} \partial_t \zeta \|u^m\|_h^{(m+1)/m} dx dt$$

$$\xrightarrow{h \downarrow 0} \int_{\Omega_T} \partial_t \zeta(u \cdot v^m - |u|^{m+1}) + \zeta u \cdot \partial_t v^m + \frac{m}{m+1} \partial_t \zeta |u|^{m+1} dx dt$$

$$\leq \int_{\Omega_T} \zeta u \cdot \partial_t v^m dx dt$$

and

$$\int_{\Omega_T} \partial_t \zeta \cdot (v^m - \|u^m\|_h) dx dt = \int_{\Omega_T} \zeta \partial_t v^m \cdot (u - v) + A(x,t,u,Du^m) \cdot D(\zeta(u^m - v^m)) dx dt$$

$$\leq \int_{\Omega_T} \zeta \partial_t v^m \cdot (u - v) + A(x,t,u,Du^m) \cdot D(\zeta(u^m - v^m)) dx dt$$

$$+ \frac{m}{m+1} \int_{\Omega_T} \zeta \partial_t \|u^m\|_h dx dt.$$
\[
\int_{\Omega_T} \zeta \partial_t \mathbf{v}^m \cdot (u - v) - \partial_t \zeta I(u, v) \, dx \, dt.
\]

By comparing to the divergence part of the equation, we obtain the direction ‘≤’ of the claim. The other direction can be shown by taking the reverse time mollification in the test function \(\varphi\).

**Lemma 4.2.** The weak solution \(u\) according to Definition 2.1 has a representative that belongs to class \(C^0((0, T); L_\text{loc}^{1+m}(\Omega, \mathbb{R}^N))\).

**Proof.** Let \(K \subset \subset \Omega\) and \(\eta \in C_c^\infty(\Omega)\) with \(\eta = 1\) on \(K\), \(|D\eta| \leq C(K)\). Let \(\tau \in (0, \frac{1}{2}T)\) and \(\varepsilon > 0\) such that \(\tau + \varepsilon < \frac{1}{2}T\). Take \(\psi \in C^\infty([0, \infty))\) with \(\psi = 1\) on \([0, \frac{1}{2}T]\), \(\psi = 0\) on \([\frac{3}{4}T, T]\) and \(|\psi'| \leq 8T^{-1}\). Further define

\[
\xi(t) = \xi_{\varepsilon, \tau}(t) := \begin{cases} 0, & t < \tau, \\ \frac{\varepsilon}{\varepsilon}(t - \tau), & t \in [\tau, \tau + \varepsilon], \\ 1, & t > \tau + \varepsilon. \end{cases}
\]

We apply Lemma 4.1 with \(\zeta = \eta \psi\xi\), \(w_h = \|\mathbf{u}^m\|_{L^1}^{1/m}\), and \(\tau_2 \in (\frac{3}{4}T, T)\) in the mollifier. Observe that \(w_h \in \mathcal{Y}\) defined in Lemma 4.1. Especially \(w_h \in C^0([t_1, \frac{3}{4}T]; L_\text{loc}^{1+m}(\Omega, \mathbb{R}^N))\) for any \(h > 0\) and \(t_1 > 0\) can be seen as follows. If \(m > 1\) this is a direct consequence of (3.1) and the fact that \(\|\mathbf{u}^m\|_h \in C^0([t_1, \frac{3}{4}T]; L_\text{loc}^{1+m}(\Omega, \mathbb{R}^N))\) together with assumption \(u \in L_{\text{loc}}^{m+1}(\Omega_T, \mathbb{R}^N)\) and Lemma 3.7 (iv). In the case \(m < 1\), we make use of second inequality in (3.2) and Hölder’s inequality. Fixing \(0 < t_1 \leq \tau\) and defining \(E := \text{supp} \eta \times (t_1, \frac{3}{4}T)\), this yields

\[
\frac{1}{\varepsilon} \iint_{\Omega \times (\tau, \tau + \varepsilon)} \eta I(u, w_h) \, dx \, dt = \iint_{\Omega_T} \eta \partial_t \xi I(u, w_h) \, dx \, dt
\]

\[
= \iint_{\Omega_T} (\zeta \partial_t w_h^m(u - w_h) + A(x, t, u, D\mathbf{u}^m) \cdot D(\zeta(u^m - w_h^m))) - I(u, w_h) \eta \xi \partial_t \psi \, dx \, dt
\]

\[
\leq C \iint_E (|D\mathbf{u}^m||D\mathbf{u}^m - Dw_h^m| + |D\eta||u^m - w_h^m|) + \frac{8}{T} I(u, w_h) \, dx \, dt
\]

\[
\leq C \iint_E (|D\mathbf{u}^m - Dw_h^m|^2 + |u^m - w_h^m|^2 + I(u, w_h)) \, dx \, dt
\]

by applying Hölder’s inequality and using the assumption \(|D\mathbf{u}^m| \in L_\text{loc}^2(\Omega_T)\). By the convergence properties of the time mollification, the first and second term on the right hand side vanish as \(h \downarrow 0\).

For the last term, we must distinguish between two cases. If \(m \geq 1\), we can apply estimate \(I(u, w_h) \leq c|\mathbf{u}^m - w_h^m|^{1+m/m}\) by (3.3), which vanishes as \(h \downarrow 0\). In the singular case \(m < 1\), by (3.3) we compute

\[
\iint_E I(u, w_n) \, dx \, dt
\]

\[
\leq c \iint_E |\mathbf{u}^m - w_h^m||u - w_h| \, dx \, dt
\]

\[
\leq c \left(\iint_E |\mathbf{u}^m - w_h^m|^{\frac{1+m}{m}} \, dx \, dt\right)^{\frac{m}{1+m}} \left(\iint_E |u - w_h|^{1+m} \, dx \, dt\right)^{\frac{1}{1+m}}.
\]
Again, since $u^m \in L^{1+m}_{\text{loc}}(\Omega_T, \mathbb{R}^N)$ and $u \in L^{1+m}_{\text{loc}}(\Omega_T, \mathbb{R}^N)$, these integrals vanish as $h \downarrow 0$. Notice that in the previous estimates, the right hand side does not depend on $\tau$. Thus,

$$\lim_{h \downarrow 0} \sup_{\tau \in (t_1, \frac{1}{2}T)} \int_{K \times \{\tau\}} I(u, w_h) \, dx = 0. \quad (4.1)$$

For the case $m \geq 1$, we use the inequalities (3.2) and (3.1) and see that

$$\sup_{\tau \in (t_1, \frac{1}{2}T)} \int_{K \times \{\tau\}} |w_h - u|^{m+1} \, dx \leq C \sup_{\tau \in (t_1, \frac{1}{2}T)} \int_{K \times \{\tau\}} I(u, w_h) \, dx \rightarrow 0.$$

In the case $m < 1$ we use inequalities (3.2) and (3.3) to obtain

$$\int_{K \times \{\tau\}} |w_h - u|^{m+1} \, dx \leq c \int_{K \times \{\tau\}} (|w_h| + |u|)^{\frac{(1-m)(1+m)}{2}} |w_h^{\frac{m+1}{2}} - u^{\frac{m+1}{2}}|^{m+1} \, dx$$

$$\leq c \left( \int_{K \times \{\tau\}} (|w_h| + |u|)^{m+1} \, dx \right)^{\frac{1-m}{2}} \left( \int_{K \times \{\tau\}} |w_h^{\frac{m+1}{2}} - u^{\frac{m+1}{2}}|^2 \, dx \right)^{\frac{m+1}{2}}$$

$$\leq c \left( \int_{K \times \{\tau\}} |w_h|^{m+1} \, dx + \int_{K \times \{\tau\}} |u|^{m+1} \, dx \right)^{\frac{1-m}{2}} \left( \int_{K \times \{\tau\}} I(u, w_h) \, dx \right)^{\frac{m+1}{2}}$$

for any $\tau \in (t_1, \frac{1}{2}T)$. By taking supremum over $\tau$ and passing to the limit $h \rightarrow 0$ the right hand side converges to zero by (4.1). Observe that the first term of the right hand side stays bounded since we have that $u \in L^\infty(0, T; L^{m+1}_{\text{loc}}(\Omega, \mathbb{R}^N))$. This is true by Lemma 5.1 and since $u \in L^{m+1}_{\text{loc}}(\Omega, \mathbb{R}^N)$ by definition. In addition, from the properties of the mollification it follows that

$$\left\| \frac{\partial^m u}{\partial x_h} \right\|_{L^\infty(t_1, \frac{3}{2}T; L^{m+1}(K, \mathbb{R}^N))} \leq \left\| u \right\|_{L^\infty(t_1, \frac{3}{2}T; L^{m+1}(K, \mathbb{R}^N))},$$

which implies that $w_h$ is uniformly bounded in $L^\infty(t_1, \frac{3}{2}T; L^{m+1}_{\text{loc}}(\Omega, \mathbb{R}^N))$. We can thus come to the same conclusion as in the case $m \geq 1$. In total, we have shown that

$$w_h = \frac{\partial^m u}{\partial x_h} \rightarrow u \text{ in } L^\infty(t_1, \frac{1}{2}T; L^{1+m}(K, \mathbb{R}^N))$$

as $h \downarrow 0$. Observe that $K \in \Omega$ and $t_1 > 0$ were arbitrary. Since $w_h$ is continuous map from $(t_1, t_2)$ to $L^{m+1}_{\text{loc}}(\Omega, \mathbb{R}^N)$, we conclude that $u \in C^0((t_1, \frac{1}{2}T), L^{1+m}_{\text{loc}}(\Omega, \mathbb{R}^N))$ as uniform limit of continuous functions from $(t_1, t_2)$ to $L^{m+1}_{\text{loc}}(\Omega, \mathbb{R}^N)$, after possible redefinition in a set of measure zero. To obtain the result on the full time interval, one can either modify cut-off functions $\xi$ and $\psi$ so that $\tau$ can be arbitrarily close to $T$ on a compact subinterval of $(0, T)$, or apply the same arguments with usual time mollifications $w_h = \frac{\partial^m u}{\partial x_h}$ and reversed cut-off functions, as suggested in [31, Lemma 3.9]. This completes the proof. \(\Box\)
4.2. Continuity in time in global case

Lemma 4.3. The weak solution $u$ according to Definition 2.4 has a representative that belongs to class $C^0([0,T]; L^{1+m}(\Omega, \mathbb{R}^N))$.

Proof. Let $\tau \in (0, \frac{1}{2}T)$, $\varepsilon > 0$ such that $\tau + \varepsilon < \frac{1}{2}T$. Define $\zeta = \psi \xi$ with $\psi, \xi$ as in Lemma 4.2. We test the weak formulation (2.4) for $u$ against the test function $\varphi = \zeta(\|u^m\|_{\lambda} - \|u^m\|_{h} - \|g^m\|_{\lambda} + \|g^m\|_{h})$ for two different mollification parameters $\lambda > 0, h > 0$. Now the mollifications are defined as

$$\|u^m\|_{h}(x,t) := e^{-\frac{t}{T}}g^m(x,0) + \frac{1}{h} \int_{0}^{t} e^{-\frac{s}{T}} u^m(x,s)ds,$$

$$\|g^m\|_{h}(x,t) := e^{-\frac{t}{T}}g^m(x,0) + \frac{1}{h} \int_{0}^{t} e^{-\frac{s}{T}} g^m(x,s)ds,$$

and

$$\|u^m\|_{\lambda}(x,t) := e^{\frac{t}{\lambda}}g^m(x,T) + \frac{1}{\lambda} \int_{t}^{T} e^{\frac{s-t}{\lambda}} u^m(x,s)ds,$$

$$\|g^m\|_{\lambda}(x,t) := e^{\frac{t}{\lambda}}g^m(x,T) + \frac{1}{\lambda} \int_{t}^{T} e^{\frac{s-t}{\lambda}} g^m(x,s)ds.$$

Notice that $\varphi(\cdot, t) \in W^{1,2}_{0}(\Omega, \mathbb{R}^N)$ for a.e. $t \in (0, T)$. For the parabolic part of the equation we have

$$\iint_{\Omega} u \cdot \partial_t \varphi dx dt = \iint_{\Omega} \partial_t \zeta u \cdot (\|u^m\|_{\lambda} - \|u^m\|_{h}) + \zeta u \cdot \partial_t (\|u^m\|_{\lambda} - \|u^m\|_{h}) dx dt$$

$$- \iint_{\Omega} \partial_t \zeta u \cdot (\|g^m\|_{\lambda} - \|g^m\|_{h}) + \zeta u \cdot \partial_t (\|g^m\|_{\lambda} - \|g^m\|_{h}) dx dt.$$

The first line can be estimated as in Lemma 4.1, while in the second line one can immediately pass to the limit $h \downarrow 0$. Thus we obtain

$$\iint_{\Omega} \partial_t \zeta I(u, \|u^m\|_{\lambda}^{1/m}) dx dt$$

$$\leq \iint_{\Omega} \zeta \partial_t [\|u^m\|_{\lambda} \cdot (u - \|u^m\|_{\lambda})] + \zeta A(x,t,u,Du^m) \cdot D(u^m - \|u^m\|_{\lambda}) dx dt$$

$$+ \iint_{\Omega} \partial_t \zeta u \cdot (g^m - \|g^m\|_{\lambda}) + \zeta u \cdot \partial_t (g^m - \|g^m\|_{\lambda}) dx dt$$

$$- \iint_{\Omega} \zeta A(x,t,u,Du^m) \cdot D(g^m - \|g^m\|_{\lambda}) dx dt$$

$$- \iint_{\Omega} \partial_t \psi I(u, \|u^m\|_{\lambda}^{1/m}) dx dt.$$
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=: I + II + III + IV.

Observe that the term on the left hand side is non-negative. The first integral I together with IV will vanish due to the same reasoning as in Lemma 4.2. The third integral III vanishes as \( \lambda \downarrow 0 \) due to the growth condition (2.2), the assumption \( |D u^m| \in L^2(\Omega_T) \) and Lemma 3.7 (ii). For II, we estimate

\[
\begin{align*}
II & \leq \left( \frac{1}{\varepsilon} \int_{\Omega \times (\tau, T]} |u|^m \, dx dt \right)^{\frac{1}{m+1}} \left( \frac{1}{\varepsilon} \int_{\Omega \times (\tau, T]} \left\| g_m^\varepsilon - g_m^{\varepsilon+1} \right\| \, dx dt \right)^{\frac{m}{m+1}} \\
& \quad + \frac{8}{T} \left( \int_{\Omega_T} |u|^{m+1} \, dx dt \right)^{\frac{1}{m+1}} \left( \int_{\Omega_T} \left\| g_m^\varepsilon - g_m^0 \right\| \, dx dt \right)^{\frac{m}{m+1}} \\
& \quad + \left( \int_{\Omega_T} |u|^{m+1} \, dx dt \right)^{\frac{1}{m+1}} \left( \int_{\Omega_T} \left| \partial_t g_m^\varepsilon - \partial_t g_m^0 \right| \, dx dt \right)^{\frac{m}{m+1}}
\end{align*}
\]

After passing to the limit \( \varepsilon \to 0 \) the first term equals

\[
\left( \int_{\Omega \times \{ \tau \}} |u|^{m+1} \, dx \right)^{\frac{1}{m+1}} \left( \int_{\Omega \times \{ \tau \}} \left\| g_m^\varepsilon - g_m^0 \right\| \, dx \right)^{\frac{m}{m+1}}
\]

for a.e. \( \tau \in (0, \frac{1}{2}T) \). By Caccioppoli inequality in Lemma 6.2 (see also Remark 6.3) the assumption \( u \in L^{1+m}(\Omega_T) \) and assumptions for \( g \) the first integral is uniformly bounded in \( \tau \), and the second integral vanishes as \( \lambda \downarrow 0 \) by properties of mollification. Using \( u \in L^{1+m}(\Omega_T, \mathbb{R}^N) \), as well as \( g_m^\varepsilon, \partial_t g_m^\varepsilon \in L^{(1+m)/m}(\Omega_T, \mathbb{R}^N) \), it follows that II vanishes as \( \lambda \downarrow 0 \). For the remaining terms, we can use the same arguments as in Lemma 4.2 to obtain

\[
\lim_{\lambda \downarrow 0} \sup_{\tau \in (0, \frac{1}{2}T)} \int_{\Omega} |u - \left\| g_m^\varepsilon \right\|^1 1/m |^{m+1} \, dx = 0.
\]

This proves that \( u \) is a uniform limit of functions in \( C^0([0, \frac{1}{2}T]; L^{1+m}(\Omega, \mathbb{R}^N)) \), which implies the existence of continuous representative \( u \in C^0([0, \frac{1}{2}T]; L^{m+1}(\Omega, \mathbb{R}^N)) \). For the interval \( [\frac{1}{2}T, T] \), we may use reversed mollifications and cut-off functions as mentioned at the end of the proof of Lemma 4.2. Finally, we obtain that \( u \in C^0([0, T]; L^{1+m}(\Omega, \mathbb{R}^N)) \). \( \square \)

### 4.3. Mollified formulation

In order to prove useful estimates we use the following mollified formulation of (2.4), which can be derived similarly as in [4]. We include the proof for expository purposes. In the local case we use mollifications

\[
\|u\|_h(x,t) := \frac{1}{h} \int_{\tau_1}^t e^{\frac{s-\tau}{h}} u(x,s) \, ds,
\]

and

\[
\|\varphi\|_h(x,t) := \frac{1}{h} \int_{\tau}^T e^{\frac{t-s}{h}} \varphi(x,s) \, ds,
\]

for solution \( u \) and test function \( \varphi \).
Lemma 4.4. For a local weak solution \( u \) according to Definition 2.1, one has

\[
\int_0^T \int_{\tau_1}^{\tau_1} \left( \partial_t [D]_{\varphi} + [A(x, t, u, Du^m)]_{\varphi} \cdot D[\varphi] \right) \mathrm{d}x \mathrm{d}t = \frac{1}{\kappa} \int_0^T \int_{\tau_1}^{\tau_1} e^{\frac{t - \tau_1}{\kappa}} \varphi \mathrm{d}s \mathrm{d}x
\]

(4.2)

for all \( \varphi \in L^2(0, T; W^{1,2}(\Omega, \mathbb{R}^N)) \) with the property \( \text{supp} \varphi \subseteq \Omega_T \), and almost every \( \tau_1 \in (0, T) \). In the case \( m < \frac{n-1}{n+1} \), we suppose in addition that \( \varphi \in L^{\frac{1+m}{m+1}}(\Omega_T, \mathbb{R}^N) \). If we take the representative \( u \in C_0((0, T); L^{n+1}_{loc}(\Omega, \mathbb{R}^N)) \), the formulation holds for every \( \tau_1 \in (0, T) \).

Proof. For \( \varepsilon, \tau > 0 \) define \( \eta_\varepsilon \in W^{1,\infty}([0, T], [0, 1]) \) with \( \eta_\varepsilon(t) := \frac{t - \tau_1}{\varepsilon} \) on \([\tau_1, \tau_1 + \varepsilon]\), \( \eta_\varepsilon(t) := 1 \) on \((\tau_1 + \varepsilon, T] \) and \( \eta_\varepsilon(t) := 0 \) on \([0, \tau_1] \). We insert \([\varphi]_{\varphi} \eta_\varepsilon \) as test function into (2.4). Note that \([\varphi]_{\varphi}(\cdot, t) = 0 \) if \( t \) close to \( T \) since \( \varphi \) is compactly supported, while the cutoff function \( \eta_\varepsilon \) takes care of the initial values. It follows that

\[
0 = \iint_{\Omega_T} \left( -u \cdot [\varphi]_{\varphi} \partial_t \eta_\varepsilon - u \cdot \partial_t [\varphi]_{\varphi} \eta_\varepsilon + \eta_\varepsilon A(x, t, u, Du^m) \cdot D[\varphi] \right) \mathrm{d}x \mathrm{d}t.
\]

We inspect the first integral and obtain

\[
\begin{aligned}
-\iint_{\Omega_T} u \cdot [\varphi]_{\varphi} \partial_t \eta_\varepsilon \mathrm{d}x \mathrm{d}t &= -\frac{1}{\varepsilon} \iint_{\Omega \times [\tau_1, \tau_1 + \varepsilon]} u \cdot [\varphi]_{\varphi} \mathrm{d}x \mathrm{d}t \\
&\xrightarrow{\varepsilon \to 0} -\int_{\Omega} u(\tau_1) \cdot [\varphi]_{\varphi}(\tau_1) \mathrm{d}x = -\frac{1}{\kappa} \int_{\Omega} u(x, \tau_1) \cdot \int_{\tau_1}^{T} e^{-\frac{t - \tau_1}{\kappa}} \varphi(x, s) \mathrm{d}s \mathrm{d}x.
\end{aligned}
\]

After passing to the limit \( \varepsilon \to 0 \), we use Fubini's theorem and calculate

\[
\begin{aligned}
\iint_{\Omega_T} u \cdot [\varphi]_{\varphi} \eta_\varepsilon \mathrm{d}x \mathrm{d}t &= \frac{1}{\kappa} \int_{\tau_1}^{T} \int_{\Omega} u(x, t) \cdot e^{\frac{t - \tau_1}{\kappa}} \varphi(x, s) \mathrm{d}s \mathrm{d}t \\
&= \frac{1}{\kappa} \int_{\tau_1}^{T} \int_{\Omega} u(x, t) \cdot e^{\frac{t - \tau_1}{\kappa}} \varphi(x, s) \mathrm{d}t \mathrm{d}x \\
&= \int_{\Omega} \int_{\tau_1}^{T} \varphi(x, t) \cdot \frac{1}{\kappa} \int_{\tau_1}^{t} e^{\frac{s - \tau_1}{\kappa}} u(x, s) \mathrm{d}s \mathrm{d}t \\
&= \iint_{\Omega_T} \eta_\varepsilon \varphi \mathrm{d}x \mathrm{d}t,
\end{aligned}
\]

where we renamed \( s, t \) by \( t, s \) in the second last equality. Here \( \eta(t) := \lim_{\varepsilon \to 0} \eta_\varepsilon(t) = \chi_{(t_1, T]}(t) \). The same can be done to transfer the reverse time mollification from \( D[\varphi] \) onto the vector field \( A \) by the property \( D(\varphi)_{\varphi} = \|D[\varphi]_{\varphi}\| \), which transforms it again into the forward time mollification. This procedure takes care of the divergence part of the equation.

For the remaining parabolic part we use the previous equality and the properties

\[
\partial_t [\varphi]_{\varphi} = \frac{1}{\kappa} (\varphi - [\varphi]_{\varphi}), \quad \partial_t [\varphi]_{\varphi} = -\frac{1}{\kappa} (\varphi - [\varphi]_{\varphi})
\]

to obtain the following:
\[- \iint_{\Omega_T} u \cdot \partial_t \varphi_h \eta dx dt \]
\[= \frac{1}{h} \iint_{\Omega_T} u \cdot (\varphi - \|\varphi\|_h) \eta dx dt = \frac{1}{h} \iint_{\Omega_T} (u - \|u\|_h) \cdot \varphi \eta dx dt \]
\[= \iint_{\Omega_T} \partial_t \|u\|_h \cdot \varphi \eta dx dt.\]

By collecting these results we obtain the equation (4.2). The right hand side of the equation converges to zero by dominated convergence theorem. \(\square\)

In the same manner in the global case we have the following formulation.

**Lemma 4.5.** For a global weak solution \(u\) according to Definition 2.4 in class \(C^0([0,T]; L^{m+1}(\Omega, \mathbb{R}^N))\), one has
\[
\iint_{\Omega_T} (\partial_t \|u\|_h \cdot \varphi + [A(x,t,u,Du^m)]_h \cdot D\varphi) dx dt = \frac{1}{h} \int_{\Omega} u(0) \cdot \int_0^T e^{-\gamma t} \varphi ds dx \tag{4.3}
\]
for all \(\varphi \in L^2(0,T; W^{1,2}_0(\Omega, \mathbb{R}^N))\). In the case \(m < \frac{n-1}{n+1}\), we suppose in addition that \(\varphi \in L^{1+m}(\Omega_T, \mathbb{R}^N)\).

**Remark 4.6.** Regarding the finiteness of the integrals in (4.3), the degenerate case is clear, since \(u \in L^{2m}(\Omega_T, \mathbb{R}^N)\) and \(A\) fulfills (2.2). The singular case \(m < 1\) requires further inspection.

We can use the Gagliardo-Nirenberg inequality for \(v = u^m\) in Lemma 3.4 to see that \(u \in L^\gamma(\Omega_T, \mathbb{R}^N)\), where \(\gamma = 2(nm + m + 1)/n\). If \(m \geq \frac{n-1}{n+1}\), then \(\gamma \geq 2\), which is sufficient for the finiteness of the first integral in (4.3). In the remaining case we have \(\partial_t \|u\|_h \in L^{1+m}(\Omega_T, \mathbb{R}^N)\) by applying the previous Lemma 3.7 and the fact \(u \in L^{1+m}(\Omega_T, \mathbb{R}^N)\). Combining this with the additional assumption \(\varphi \in L^{(1+m)/m}(\Omega_T, \mathbb{R}^N)\) shows the finiteness in this case.

### 5. Stability in the local setting

#### 5.1. Energy estimate

In this section we prove an energy estimate by using the mollified formulation (4.3). This is an essential tool to conclude boundedness and weak convergence for the gradients of a sequence of weak solutions. For the proof, we proceed similar to [6].

**Lemma 5.1.** Let \(u\) be a weak solution to Equation (2.1) in the sense of Definition 2.1, where the vector field \(A\) satisfies growth conditions (2.2). Let further be \(0 < \delta < t_1 < t_2 < T\) and \(\eta \in C_0^\infty(\Omega)\). Then we have the estimate
\[
\sup_{t \in (t_1,t_2)} \int_{\Omega \times \{t\}} \eta^2 |u|^{m+1} dx + \iint_{\Omega \times (t_1,t_2)} \eta^2 |Du^m|^2 dx dt 
\leq \frac{c_m}{\delta} \iint_{\Omega \times (t_1 - \delta,t_1)} \eta^2 |u|^{m+1} dx dt + c_m \iint_{\Omega \times (t_1 - \delta,t_2)} |D\eta|^2 |u^m|^2 dx dt
\]
where \(c_m = c(m, \nu, L) > 0\) with...
for any given $M > m_c$.

**Proof.** For $\tau \in (t_1, t_2)$ and $0 < \sigma < \tau$ we choose $\alpha(t) = \alpha_\sigma(t)$ and $\xi(t)$ as

$$
\alpha(t) = \begin{cases} 
1, & t \in [0, \tau - \sigma), \\
\frac{\tau - t}{\sigma}, & t \in [\tau - \sigma, \tau), \\
0, & t \in [\tau, t_1].
\end{cases}
$$

and

$$
\xi(t) = \begin{cases} 
0, & t \in [0, t_1 - \delta), \\
\frac{t - (t_1 - \delta)}{\delta}, & t \in [t_1 - \delta, t_1), \\
1, & t \in [t_1, T].
\end{cases}
$$

We apply the test function $\varphi = \alpha \xi \eta^2 u^m$ to the mollified equation (4.3), with $\iota_1 \in (0, t_1 - \delta)$. By adding and subtracting $\alpha \xi \eta^2 \partial_t \|u\|_h \cdot \|u\|_h^m$ and using the formula $\partial_t \|u\|_h = \frac{u - u(t)}{h}$ from Lemma 3.7, we obtain

$$
\iint_{\Omega_T} \alpha \xi \eta^2 \partial_t \|u\|_h \cdot u^m \, dx \, dt
$$

$$
= \iint_{\Omega_T} \alpha \xi \eta^2 \partial_t \|u\|_h \cdot \|u\|_h^m \, dx \, dt + \frac{1}{h} \iint_{\Omega_T} \alpha \xi \eta^2 (u - \|u\|_h) \cdot (u^m - \|u\|_h^m) \, dx \, dt
$$

$$
\geq \iint_{\Omega_T} \alpha \xi \eta^2 \partial_t \|u\|_h \cdot \|u\|_h^m \, dx \, dt,
$$

as $(a - b) \cdot (a^m - b^m) \geq 0$ for all $a, b \in \mathbb{R}^N$ and $m > 0$, which can be derived by using Young’s inequality. One has $(\partial_t \|u\|_h \cdot \|u\|_h^m) = \frac{1}{m+1} \partial_t \|u\|_h^{m+1}$. This and partial integration with respect to the time variable $t$ extend the estimate to

$$
\iint_{\Omega_T} \alpha \xi \eta^2 \partial_t \|u\|_h \cdot u^m \, dx \, dt
$$

$$
\geq \frac{1}{m+1} \iint_{\Omega_T} \alpha \xi \eta^2 \partial_t \|u\|_h^{m+1} \, dx \, dt
$$

$$
= -c \iint_{\Omega_T} \eta^2 \partial_t (\alpha \xi) \|u\|_h^{m+1} \, dx \, dt
$$

$$
= c \iint_{\Omega \times (\tau - \delta, \tau)} \frac{1}{\sigma} \eta^2 \xi \|u\|_h^{m+1} \, dx \, dt - c \iint_{\Omega \times (t_1 - \delta, t_1)} \frac{1}{\delta} \eta^2 \alpha \|u\|_h^{m+1} \, dx \, dt
$$

with $c = c(m)$. Since $u \in L^{1+m}_{\text{loc}}(\Omega_T)$, by letting $h \to 0$ this converges to

$$
c \iint_{\Omega \times (\tau - \delta, \tau)} \frac{1}{\sigma} \eta^2 \xi |u|^{m+1} \, dx \, dt - c \iint_{\Omega \times (t_1 - \delta, t_1)} \frac{1}{\delta} \eta^2 \alpha |u|^{m+1} \, dx \, dt.
$$

Now consider the other term in the equation (4.3). Since $\mathbf{A}(x, t, u, D(u)^m) \in L^2(\Omega_T)$, it follows that

$$
\lim_{h \to 0} \iint_{\Omega_T} \alpha \xi \|\mathbf{A}(x, t, u, D(u)^m)\|_h \cdot \eta^2 u^m \, dx \, dt
$$

Applying the growth conditions (2.2) and Young’s inequality, we get

\[- \int_{\Omega_T} \alpha \xi A(x, t, u, Du^m) \cdot D(\eta^2 u^m) dx dt \]

\leq -\nu \int_{\Omega_T} \alpha \xi \eta^2 |Du^m|^2 dx dt + 2L \int_{\Omega_T} \alpha \xi |Du^m| \eta |u^m| dx dt

\leq -\frac{\nu}{2} \int_{\Omega_T} \alpha \xi \eta^2 |Du^m|^2 dx dt + c \int_{\Omega_T} \alpha \xi |\eta|^2 |u^m|^2 dx dt

for \( c = c(\nu, L) \). Since \( \tau_1 < t_1 - \delta \) in the mollifier, it follows that the right hand side of the equation (4.2) vanishes as \( h \to 0 \). Putting these estimates together, we obtain

\[ \int_{\Omega_T} \alpha \xi \eta^2 |Du^m|^2 dx dt + \int_{\Omega \times \{\tau\}} \frac{1}{\sigma} \eta^2 \xi |u|^{m+1} dx dt \]

\leq c \int_{\Omega_T} \alpha \xi |\eta|^2 |u^m|^2 dx dt + c \int_{\Omega \times (t_1 - \delta, t_1)} \frac{1}{\delta} \eta^2 |u|^{m+1} dx dt

for a constant \( c = c(m, \nu, L) \). Letting \( \sigma \to 0 \), this yields

\[ \int_{\Omega \times (t_1, \tau)} \eta^2 |Du^m|^2 dx dt + \int_{\Omega \times \{\tau\}} \eta^2 |u|^{m+1} dx \]

\leq \int_{\Omega \times (t_1 - \delta, \tau)} \xi \eta^2 |Du^m|^2 dx dt + \int_{\Omega \times \{\tau\}} \eta^2 \xi |u|^{m+1} dx \]

\leq c \int_{\Omega \times (t_1 - \delta, \tau)} |\eta|^2 |u^m|^2 dx dt + c \int_{\Omega \times (t_1 - \delta, t_1)} \frac{1}{\delta} \eta^2 |u|^{m+1} dx dt.

Choosing \( \tau = t_2 \) in the first term and taking the supremum over \( (t_1, t_2) \) in the second term on the left hand side, we obtain the claimed inequality with \( c_m = c(m, \nu, L) \). Tracing the initial appearance of \( \frac{1}{m+1} \) in the constants reveals that \( \sup_{m \in (m, M)} c_m < \infty \). □

**Corollary 5.2.** In the setting of Theorem 2.3 and for any \( \tilde{\Omega} \times (t_1, t_2) \subseteq \Omega_T \), we have

\[ \sup_{i \in \mathbb{N}} \left( \sup_{t \in (t_1, t_2)} \int_{\Omega \times \{t\}} |u_i|^{m+1} dx + \int_{\tilde{\Omega} \times (t_1, t_2)} |Du_i^{m_1}|^2 dx dt \right) + \int_{\tilde{\Omega} \times (t_1, t_2)} |Du_i^{m_1}|^2 dx dt < \infty. \]

**Proof.** For \( \tilde{\Omega} \times (t_1, t_2) \subseteq \Omega_T \) choose \( \eta \in C_0^\infty(\Omega) \) with \( \eta = 1 \) on \( \tilde{\Omega} \), \( \eta(x) = 0 \) if \( \text{dist}(x, \partial \tilde{\Omega}) \geq \frac{1}{2} \text{dist}(\partial \Omega, \partial \tilde{\Omega}) \) and \( |D\eta| \leq \text{dist}(\partial \Omega, \partial \tilde{\Omega})^{-1} \).
Due to the weak convergence (2.5), the sequences \((u_i^{m_i})\) and \((u_i^{m_i+1})\) are bounded in \(L^2(K \times I)\) and \(L^1(K \times I)\) respectively, in each of the cases \(m \geq 1\), \(m < 1\) and for any \(K \times I \Subset \Omega_T\). This immediately gives the bound for the term \(|u_i^{m_i}|^2\). It further implies that the right hand side of the previous lemma is bounded. Hence the boundedness follows for the terms \(|u_i|^{m_i+1}\) and \(|Du_i^{m_i}|^2\). □

**Corollary 5.3.** In the setting of Theorem 2.3, for the function \(u : \Omega_T \to \mathbb{R}^N\) from (2.5) we have \(u^m \in L^2_{\text{loc}}(0, T; W^{1,2}_{\text{loc}}(\Omega, \mathbb{R}^N))\). Further, there is a subsequence, still denoted by \((u_i^{m_i})\), such that

\[
    u_i^{m_i} \rightharpoonup u^m \quad \text{weakly in } L^2_{\text{loc}}(0, T; W^{1,2}_{\text{loc}}(\Omega, \mathbb{R}^N))
\]

as \(i \to \infty\).

**Proof.** By the uniform bound of Corollary 5.2, we have that \((u_i^{m_i})\) is a bounded sequence in \(L^2_{\text{loc}}(0, T; W^{1,2}_{\text{loc}}(\Omega, \mathbb{R}^N))\). Hence there is a subsequence, still denoted by \((u_i^{m_i})\), that converges weakly in that space to some limit function \(v^m\). As further \(u_i^{m_i} \rightharpoonup v^m\) and, by (2.5), \(u_i^{m_i} \to u^m\) both weakly in \(L^2_{\text{loc}}(\Omega_T, \mathbb{R}^N)\), the uniqueness of weak limits implies \(u^m = v^m \in L^2_{\text{loc}}(0, T; W^{1,2}_{\text{loc}}(\Omega, \mathbb{R}^N))\). □

5.2. Strong convergences

Up next we improve the weak convergence to a strong convergence. We first treat the sequence of weak solutions and then the gradients. To obtain these results we use the energy estimate from the last section and the compactness result in Lemma 3.1. Further, we need the following Lemma which is due to Bögelein et al. [8, Lemma 4.4].

**Lemma 5.4.** Let \(\beta \in (0, \infty), p, q, \mu \in [1, \infty), \theta := \max\{1, \beta p\}, T > 0\) and \(\Omega \subset \mathbb{R}^n\) be a bounded domain and \(X, Y\) be Banach spaces such that \(X \subset L^p(\Omega, \mathbb{R}^N)\) and \(L^\mu(\Omega, \mathbb{R}^N) \subset X' \subset Y\) with compact embeddings \(T : X \hookrightarrow L^\theta(\Omega, \mathbb{R}^N)\) and \(S : L^\mu(\Omega, \mathbb{R}^N) \to X'\) that are compatible in the sense that

\[
    \int_{\Omega} Tv \cdot w\,dx = \langle v, Sw \rangle
\]

for any \(v \in X\) such that \(Tv \in L^\mu(\Omega, \mathbb{R}^N)\), for any \(w \in L^\mu(\Omega, \mathbb{R}^N)\) and where \(\langle \cdot, \cdot \rangle\) is the dual pairing of \(X\) and \(X'\). Then, for any \(\eta > 0\) there exists \(M_\eta > 0\) such that

\[
    \|\tau_h f^\beta - f^\beta\|_{L^p(0,T-h;L^\mu(\Omega,\mathbb{R}^N))} \\
    \leq \|f^\beta\|_{L^p(0,T;X)} \left[ \eta \left[ \|f^\beta\|_{L^p(0,T;X)} + \|f\|_{L^p(0,T;L^\mu(\Omega,\mathbb{R}^N))} \right] + M_\eta \|\tau_h f - f\|_{L^p(0,T-h;Y)} \right]
\]

for any \(f \in L^\theta(0,T;L^\mu(\Omega,\mathbb{R}^N))\) with \(f^\beta \in L^p(0,T;X) \cap L(0,T;L^\mu(\Omega,\mathbb{R}^N))\).

**Lemma 5.5.** Let the assumptions of Theorem 2.3 hold and \(u : \Omega_T \to \mathbb{R}^N\) be the function from (2.5). Then there exists a subsequence, still denoted by \((u_i^{m_i})\), such that

\[
    u_i^{m_i} \to u^m \quad \text{strongly in } L^q_{\text{loc}}(\Omega_T, \mathbb{R}^N),
\]

as \(i \to \infty\) and for any \(q < 2\).

**Proof.** Let \(0 < t_1 < t_2 < T, K \Subset \Omega\). First we show that the sequence \((u_i)\) is uniformly equicontinuous in \(C([t_1, t_2]; (W^{1,2}_0(K, \mathbb{R}^N))')\), where \((W^{1,2}_0(K, \mathbb{R}^N))'\) we denote the dual space of \(W^{1,2}_0(K, \mathbb{R}^N)\). Let \(\tau \in (t_1, t_2)\). For \(h \in (t_1, t_2 - \tau)\) and \(\delta \in (0, \min\{\tau, t_2 - \tau - h\})\) we define
Furthermore let $w \in W^{1,2}_{0}(K,\mathbb{R}^{N})$. We want to test the mollified weak formulation (4.2) with $\varphi = \xi_{\delta}w$ and small enough parameter $\tau_{1} > 0$ in the mollification. Unless $m < (n-1)/(n+1)$, this function is clearly admissible. In the other case, we see that, if $n > 2$, $w \in L^{2n/(n-2)}(\Omega)$ by the spatial Sobolev embedding and consequently, $w \in L^{2n/(n-2)}(\Omega_{T})$. As $2n/(n-2) \geq (1+m_{i})/m_{i}$ if and only if $m_{i} \geq (n-2)/(n+2)$, $\varphi$ is admissible also in this case. If $n = 2$, we have $w \in L^{r}$ for all $1 \leq r < \infty$ and the same conclusion holds.

Hence, we are allowed to apply this test function and let the mollification parameter go to zero. This way, we obtain

$$
\frac{1}{\delta} \int_{\tau - \delta}^{\tau} \int_{\Omega} u_{i} \cdot w \, dx \, dt - \frac{1}{\delta} \int_{\tau + h}^{\tau + h + \delta} \int_{\Omega} u_{i} \cdot w \, dx \, dt = \int_{\Omega_{T}} \xi_{\delta} A(x,t,u_{i}, Dw^{m_{i}}) : Dw \, dx \, dt.
$$

By passing to the limit $\delta \to 0$ it follows that

$$
\int_{\Omega} [u_{i}(\tau) - u_{i}(\tau + h)] \cdot w \, dx = \int_{\tau}^{\tau + h} \int_{\Omega} A(x,t,u_{i}, Dw^{m_{i}}) : Dw \, dx \, dt.
$$

By the spatial Sobolev embedding and using the lower bound $m_{i} > m_{c}$ one can see that $u_{i}(\cdot, \tau) \in L^{\frac{2n}{n-2}}(K,\mathbb{R}^{N})$. Hence we can consider $u_{i}$ as an element in the space $(W^{1,2}_{0}(K,\mathbb{R}^{N}))'$ for every fixed time. From the equation above we thus have

$$
|\langle u_{i}(\tau) - u_{i}(\tau + h), w \rangle| \leq \int_{\tau}^{\tau + h} \int_{\Omega} |A(x,t,u_{i}, Dw^{m_{i}})||Dw| \, dx \, dt
$$

$$
\leq L \int_{\tau}^{\tau + h} \int_{\Omega} |Dw^{m_{i}}||Dw| \, dx \, dt
$$

$$
\leq L \|w\|_{W^{1,2}_{0}(K,\mathbb{R}^{N})} \int_{\tau}^{\tau + h} \left( \int_{K} |Dw^{m_{i}}|^{2} \, dx \right)^{\frac{1}{2}} \, dt
$$

$$
\leq L \|w\|_{W^{1,2}_{0}(K,\mathbb{R}^{N})}^{\frac{1}{2}} h^{\frac{1}{2}} \left( \int_{t_{1}}^{t_{2}} \int_{K} |Dw^{m_{i}}|^{2} \, dx \, dt \right)^{\frac{1}{2}},
$$

where we used Hölder’s inequality twice. The last integral on the right hand side is uniformly bounded by Corollary 5.2. This implies the uniform equicontinuity of $(u_{i})$ in $C([t_{1},t_{2}],(W^{1,2}_{0}(K,\mathbb{R}^{N}))')$.

Now consider $\tilde{K} \subset K$, $I := [t_{1},t_{2}]$ and a cutoff function $\xi \in C_{0}^{\infty}(K)$ with $\xi = 1$ in $\tilde{K}$ and $\xi \leq 1$. We recall the notation $(\tau_{h}f)(t) := f(t + h)$ for $h > 0$. We apply Hölder’s inequality and the interpolation
Lemma 5.4 with $p = 2$, $\beta = m_i$, $X = W^{1,2}_0(\Omega, \mathbb{R}^N)$, $Y = X'$, $q = (1 + m_i)/m_i$ and $\mu' = 1 + m_i$ to the function $f \equiv \xi_{m_i}^{-1} u_i^{m_i}$. Note that the required compact embeddings exist since the exponents $m_i$ are always larger than the critical exponent $m_c$. The compatibility condition in Lemma 5.4 is fulfilled by definition of the adjoint operator. This way, for arbitrary $\eta > 0$ we obtain $M_\eta > 0$ such that

$$
\|\tau h u_i^{m_i} - u_i^{m_i}\|_{L^1(\tilde{K} \times \Gamma, \mathbb{R}^N)}
\leq c \|\tau h u_i^{m_i} - u_i^{m_i}\|_{L^2(t_1, t_2 - h; L^q(\tilde{K}, \mathbb{R}^N))}
\leq c \|\xi(\tau h u_i^{m_i} - u_i^{m_i})\|_{L^2(t_1, t_2 - h; L^q(\tilde{K}, \mathbb{R}^N))}
\leq c \|\xi u_i^{m_i}\|_{L^2(I, X)} \left[ \|\xi u_i^{m_i}\|_{L^2(I, X)}^{1 + m_i} + \|\xi^{m_i} u_i\|_{L^q(I, L^{1 + m_i}(\Omega, \mathbb{R}^N))} \right] + M_\eta \|\xi_{m_i}^{-1} (\tau h u_i - u_i)\|_{L^2(t_1, t_2 - h; Y)}.
$$

Let $\varepsilon > 0$. By estimating $\xi \leq 1$ and using the uniform bounds from Corollary 5.2, we can choose $\eta > 0$ so small such that

$$
\|\tau h u_i^{m_i} - u_i^{m_i}\|_{L^1(\tilde{K} \times \Gamma, \mathbb{R}^N)} \leq \varepsilon + M_\varepsilon \|\tau h u_i - u_i\|_{L^q(t_0, t_1; Y)}^{m_i/(m_i + 1)}.
$$

By using the uniform equicontinuity of $(u_i)$ in $C([t_1, t_2], (W^{1,2}_0(\tilde{K}, \mathbb{R}^N)))$, it follows that

$$
\lim_{h \downarrow 0} \|\tau h u_i^{m_i} - u_i^{m_i}\|_{L^1(\tilde{K} \times \Gamma, \mathbb{R}^N)} = 0
$$

uniformly in $i$. Since $\varepsilon > 0$ was arbitrary, we have

$$
\lim_{h \downarrow 0} \|\tau h u_i^{m_i} - u_i^{m_i}\|_{L^1(\tilde{K} \times \Gamma, \mathbb{R}^N)} = 0
$$

uniformly in $i$.

This allows us to apply Lemma 3.1 with $F = \{u_i^{m_i} : i \in \mathbb{N}\}$, $p = 1$, $X = W^{1,2}(\tilde{K}, \mathbb{R}^N)$ and $B = L^1(\tilde{K}, \mathbb{R}^N)$. This implies that there exists a subsequence, still denoted by $(u_i^{m_i})$, such that $u_i^{m_i} \rightharpoonup v^m$ strongly (and thus also weakly) in $L^1(\tilde{K} \times \Gamma, \mathbb{R}^N)$ for some limit function $v^m$. The weak convergence to $u^m$ in (2.5) also holds in $L^1(\tilde{K}, \mathbb{R}^N)$. By uniqueness of weak limits, it once again follows that $v^m = u^m \in L^2(\tilde{K} \times \Gamma, \mathbb{R}^N)$ (see Corollary 5.3). Clearly, this convergence is also fulfilled pointwise a.e. as $i \to \infty$.

Since $\Omega$ is bounded, pointwise convergence a.e. implies convergence in measure. We recall that $u_i^{m_i} \in L^2(\tilde{K} \times \Gamma, \mathbb{R}^N)$ and in the singular case $u_i^{m_i} \in L^{\frac{m_i}{m_i - 1}}(\tilde{K} \times \Gamma, \mathbb{R}^N)$ for large $i$ due to the weak convergence of the sequence and the Gagliardo-Nirenberg inequality in Lemma 3.4. In the case $m \geq 1$, for any $q < 2$ and $\delta > 0$ we can write

$$
\iint_{\tilde{K} \times I} |u_i^{m_i} - u^m|^q \, dx \, dt = \iint_{(\tilde{K} \times I) \cap \{|u_i^{m_i} - u^m| < \delta\}} |u_i^{m_i} - u^m|^q \, dx \, dt
+ \iint_{(\tilde{K} \times I) \cap \{|u_i^{m_i} - u^m| \geq \delta\}} |u_i^{m_i} - u^m|^q \, dx \, dt.
$$

The first integral can be made small by choosing $\delta > 0$ small and for the latter integral we can use Hölder’s inequality.
\[
\iint_{(\tilde{K} \times I) \cap \{|u_i^{m_i} - u^m| \geq \delta\}} |u_i^{m_i} - u^m|^q \, dx \, dt \\
\leq |(\tilde{K} \times I) \cap \{|u_i^{m_i} - u^m| \geq \delta\}|^{\frac{2-q}{2}} \left( \iint_{\tilde{K} \times I} |u_i^{m_i} - u^m|^2 \, dx \, dt \right)^{\frac{q}{2}}.
\]

The measure is small by the convergence in measure, and the latter integral is bounded by Corollary 5.2. Thus it follows that \( u_i^{m_i} \to u^m \) strongly in \( L^q(\tilde{K} \times I, \mathbb{R}^N) \) for all \( q < 2 \). In the singular case we can conclude the convergence for all \( q < \frac{m+1}{m} \) with a similar argument. \( \square \)

By using the Gagliardo-Nirenberg inequality in Lemma 3.4 together with the same measure theoretic argument, we obtain slightly better convergences in the previous lemma which are stated in the following corollary.

**Corollary 5.6.** There is an \( \varepsilon > 0 \) such that the convergences in Lemma 5.5 hold for \( L^{2+\varepsilon}_{\text{loc}}(\Omega_T; \mathbb{R}^N) \) if \( m \geq 1 \), and \( L^{m+1+\varepsilon}_{\text{loc}}(\Omega_T; \mathbb{R}^N) \) if \( m_c < m < 1 \).

**Remark 5.7.** From Corollary 5.2 it follows that there exists a weakly converging subsequence of \( Du_i^{m_i} \) in \( L^2_{\text{loc}}(\Omega_T; \mathbb{R}^{Nn}) \). From Lemma 5.5 it follows that the limit function is \( Du^m \), i.e. \( Du_i^{m_i} \to Du^m \) weakly in \( L^2_{\text{loc}}(\Omega_T; \mathbb{R}^N) \), as \( i \to \infty \).

**Lemma 5.8.** Let the sequence \( (u_i) \) be as in Lemma 5.5. By passing to another subsequence, we additionally have

\[
Du_i^{m_i} \to Du^m \quad \text{strongly in } L^2_{\text{loc}}(\Omega_T; \mathbb{R}^{Nn})
\]

as \( i \to \infty \).

**Proof.** Let \( \xi \in C^\infty_0((0,T);[0,1]) \) and \( \eta \in C^\infty_0(\Omega, \mathbb{R}_{\geq 0}) \). By using the monotonicity (2.3) we can estimate

\[
\iint_{\Omega_T} \eta \xi |Du_i^{m_i} - Du^m|^2 \, dx \, dt \\
\leq c \iint_{\Omega_T} \eta \xi (A(x,t,u_i, Du_i^{m_i}) - A(x,t,u, Du^m)) \cdot (Du_i^{m_i} - Du^m) \, dx \, dt \\
= c \iint_{\Omega_T} \eta \xi A(x,t,u_i, Du_i^{m_i}) \cdot (Du_i^{m_i} - Du^m) \, dx \, dt \\
- c \iint_{\Omega_T} \eta \xi A(x,t,u, Du^m) \cdot (Du_i^{m_i} - Du^m) \, dx \, dt \\
=: c I_i - c II_i.
\]

From Remark 5.7 it follows that \( \lim_{i \to \infty} II_i = 0 \), so we need to focus only on the first term. For this one, we add and subtract mollified terms to obtain
\[ I_i = c \int_{\Omega_T} \eta \xi A(x, t, u_i, D^{m_i} u_i) \cdot (D^{m_i} u_i - D^m u) \, dx \, dt \]

\[ + c \int_{\Omega_T} \eta \xi A(x, t, u_i, D^{m_i} u_i) \cdot (D^m u - D^m u) \, dx \, dt \]

\[ =: c I_i^{(1)} + c I_i^{(2)}. \]

The latter integral we can estimate as

\[ |I_i^{(2)}| \leq \| \eta \xi A(x, t, u_i, D^{m_i} u_i) \|_{L^2(\Omega_T)} \| \eta \xi (D^m u - D^{m_i} u) \|_{L^2(\Omega_T)} \]

\[ \leq L \| \eta \xi D^{m_i} u \|_{L^2(\Omega_T)} \| \eta \xi (D^m u - D^{m_i} u) \|_{L^2(\Omega_T)} \]

\[ \leq c \| \eta \xi (D^m u - D^{m_i} u) \|_{L^2(\Omega_T)}, \]

by using growth conditions (2.2) and the uniform bound from Corollary 5.2. Furthermore, the last expression on the right hand side converges to zero as \( h \to 0 \) by Lemma 3.7. In order to estimate the term \( I_i^{(1)} \) we use the equation. We test the mollified weak formulation (4.2) with the test function \( \varphi = \eta \xi (u_i^{m_i} - \| u^m \|_h) \) and small enough \( \tau_1 > 0 \) in the mollifications.

Unless \( m \) is close to the critical parameter, this function is clearly admissible. If \( m < (n - 1)/(n + 1) \), we have to impose stronger assumptions such that the first integral in (4.2) is finite. By the Gagliardo-Nirenberg inequality, see Lemma 3.4, one can see that \( u_i \in L^{1+\varepsilon}(\Omega_T, \mathbb{R}^N) \) for some \( \varepsilon > 0 \). Thus it suffices if \( \varphi \) is integrable to an exponent which is slightly smaller than \( (1 + m_i)/m_i \). For large \( i \), this is also the case for \( u^m \) and consequently, also for \( \| u^m \|_h \).

Now for the divergence part we obtain

\[ \int_{\Omega_T} \xi \| A(x, t, u_i, D^{m_i} u_i) \| \cdot D[\eta (u^{m_i} - \| u^m \|_h)] \, dx \, dt \]

\[ \xrightarrow{\lambda \to 0} \int_{\Omega_T} \xi A(x, t, u_i, D^{m_i} u_i) \cdot D[\eta (u^{m_i} - \| u^m \|_h)] \, dx \, dt \]

\[ = I_i^{(1)} + \int_{\Omega_T} \xi A(x, t, u_i, D^{m_i} u_i) \cdot (u^{m_i} - \| u^m \|_h) \otimes D\eta \, dx \, dt. \]

On the other hand, we estimate the parabolic part. As in the proof of Lemma 5.1, we once again use the formula for the time derivative of the mollification from Lemma 3.7 and the fact that \( (a - b)(u^m - b^m) \geq 0 \) for all \( a, b \in \mathbb{R}^N \) and \( m > 0 \). This way, we obtain

\[ \int_{\Omega_T} \partial_t \| u_i \|_\lambda \cdot \varphi \, dx \, dt \]

\[ = \int_{\Omega_T} \eta \xi \partial_t \| u_i \|_\lambda \cdot (u^{m_i} - \| u^m \|_h) \, dx \, dt \]

\[ = \frac{1}{\lambda} \int_{\Omega_T} \eta \xi (u_i - \| u_i \|_\lambda) \cdot (u^{m_i} - \| u_i^{m_i} \|) \, dx \, dt \]

\[ + \int_{\Omega_T} \eta \xi (\partial_t \| u_i \|_\lambda \cdot \| u_i^{m_i} \| - \partial_t \| u_i \|_\lambda \cdot \| u^m \|_h) \, dx \, dt \]
\[ \geq \int_{\Omega_T} \eta \xi (\partial_t \| u_i \|_\lambda \cdot \| u_i \|^m - \partial_t \| u_i \|_\lambda \cdot \| u^m \|_h) \, dx \, dt \]
\[ = \int_{\Omega_T} \eta \left( \frac{-1}{m_i + 1} \partial_t \| u_i \|_\lambda^{m_i+1} + \xi \| u_i \|_\lambda \cdot \partial_t \| u^m \|_h + \partial_t \xi \| u_i \|_\lambda \cdot \| u^m \|_h \right) \, dx \, dt \]
\[ \xrightarrow{\lambda \to 0} \int_{\Omega_T} \eta \left( \frac{-1}{m_i + 1} \partial_t \| u_i \|_\lambda^{m_i+1} + \xi \| u_i \|_\lambda \cdot \partial_t \| u^m \|_h + \partial_t \xi \| u_i \|_\lambda \cdot \| u^m \|_h \right) \, dx \, dt. \]

By collecting the previous estimates we have

\[ I_1^{(1)} \leq \int_{\Omega_T} \left[ \partial_t \xi \left( \frac{1}{m_i + 1} \| u_i \|^{m_i+1} - u_i \cdot \| u^m \|_h \right) - \xi u_i \cdot \partial_t \| u^m \|_h \right) \, dx \, dt \]
\[ \quad - \int_{\Omega_T} \xi A(x, t, u_i, Du_i^{m_i}) \cdot (u_i^{m_i} - \| u^m \|_h) \otimes D\eta \, dx \, dt. \]

For the first integral on the right hand side we use the convergence properties of \( u_i \) (and pass to a subsequence, if needed). For the second integral, we use Cauchy-Schwarz combined with the growth condition (2.2) and the uniform bound for \( |Du_i^{m_i}|^2 \). Together, this implies

\[ \limsup_{i \to \infty} I_1^{(1)} \leq \int_{\Omega_T} \eta \left[ \partial_t \xi \left( \frac{1}{m_i + 1} \| u_i \|^{m_i+1} - u_i \cdot \| u^m \|_h \right) - \xi u_i \cdot \partial_t \| u^m \|_h \right) \, dx \, dt \]
\[ + c \| \xi (u^m - \| u^m \|_h) \otimes D\eta \|_{L^2(\Omega_T)}. \]

We further estimate the last term in the first integral. We add and subtract \( \| u^m \|_h^\frac{1}{m} \) and obtain similarly to before that

\[ \int_{\Omega_T} \eta \xi u_i \cdot \partial_t \| u^m \|_h \, dx \, dt \]
\[ = -\int_{\Omega_T} \eta \left( \frac{1}{h} (u - \| u^m \|_h^\frac{1}{m}) \cdot (u^m - \| u^m \|_h) + \| u^m \|_h^\frac{1}{m} \cdot \partial_t \| u^m \|_h \right) \, dx \, dt \]
\[ \leq -\int_{\Omega_T} \eta \| u^m \|_h^\frac{1}{m} \cdot \partial_t \| u^m \|_h \, dx \, dt \]
\[ = \frac{m}{m+1} \int_{\Omega_T} \eta \partial_t \| u^m \|_h^\frac{m+1}{m} \, dx \, dt. \]

By combining this with the earlier estimates and using the obtained convergence properties, we eventually arrive at

\[ \limsup_{i \to \infty} \int_{\Omega_T} \eta \xi |Du_i^{m_i} - Du^m|^2 \, dx \, dt \]
\[ \leq c \| \xi (D\| u^m \|_h - Du^m) \|_{L^2(\Omega_T)} \]
\[ + \int_{\Omega_T} \eta \partial_t \xi \left( \frac{1}{m+1} \| u \|^{m+1} + \frac{m}{m+1} \| u^m \|_h^\frac{m+1}{m} - u \cdot \| u^m \|_h \right) \, dx \, dt. \]
as \( h \to 0 \) by Lemma 3.7, from which the claim follows. \( \square \)

Then finally we complete the proof of Theorem 2.3 with the following Lemma, which states that the limit function \( u \) solves the corresponding limit problem.

**Lemma 5.9.** Let the sequences \((u_i)\) and \((m_i)\) be as in Lemmas 5.5 and 5.8. Then the limit function \( u \) satisfies the problem with the limit parameter \( m \), i.e.,

\[
\lim_{i \to \infty} \left( \int_{\Omega_T} \left[ -u_i \cdot \partial_t \varphi + A(x, t, u_i, Du_i^{m_i}) \cdot D\varphi \right] \, dx \, dt \right) = \int_{\Omega_T} \left[ -u \cdot \partial_t \varphi + A(x, t, u, Du^m) \cdot D\varphi \right] \, dx \, dt = 0,
\]

for any test function \( \varphi \in C_0^\infty(\Omega_T, \mathbb{R}^N) \).

**Proof.** Lemma 5.5 and Corollary 5.6 imply that \( u_i \to u \) strongly in \( L^1_{\text{loc}}(\Omega_T, \mathbb{R}^N) \), from which it follows immediately that the parabolic part converges. By the same argument on a subsequence level we have a.e. pointwise convergence for the sequence \((u_i)\). Also, the strong convergence for the gradients \( Du_i^{m_i} \) from Lemma 5.8 yields a.e. pointwise convergence for a subsequence of the gradients. That is, \((u_i, Du_i^{m_i}) \to (u, Du^m)\) a.e. in any relatively compact subdomain of \( \Omega_T \). By continuity of \( A \) with respect to the pair of the last two variables it follows that \( A(x, t, u_i, Du_i^{m_i}) \to A(x, t, u, Du^m) \) a.e. as well. Since we are working in bounded domains, it follows that pointwise convergence a.e. implies convergence in measure. By a measure theoretic argument as in the final step in Lemma 5.5 and by Corollary 5.2 it follows that \( A(x, t, u_i, Du_i^{m_i}) \to A(x, t, u, Du^m) \) in \( L^q_{\text{loc}}(\Omega_T, \mathbb{R}^N) \) for any \( q < 2 \). This implies the convergence of the divergence part, which completes the proof. \( \square \)

**Remark 5.10.** So far we only showed convergence of a subsequence. However, we apply a similar argument as in [21, p. 43]: For every subsequence of \( u_i^{m_i} \) we find another subsequence converging to some limit \( v^m \). By assumption (2.5), \( u_i^{m_i} \rightharpoonup u^m \) weakly in \( L^2_{\text{loc}}(\Omega_T, \mathbb{R}^N) \). As weak limits are unique, we have \( u^m = v^m \) for each limit. Since every subsequence has a converging subsequence with limit \( u^m \), the original sequence must converge and its limit must be \( u^m \).

6. **Stability for the Cauchy-Dirichlet problem**

We turn our attention to the Cauchy-Dirichlet problem. First, we inspect why the conditions for the boundary datum \( g \) were chosen in (2.10). These imply the following Lemma, which collects all the properties that we require for our boundary function \( g \).

**Lemma 6.1.** For \( g : \Omega_T \to \mathbb{R}^N \) satisfying the conditions (2.10), there holds

\[
g \in C([0, T], L^{1+m_i}(\Omega, \mathbb{R}^N)) \quad \text{with} \quad g^{m_i} \in L^2(0, T; W^{1,2}(\Omega, \mathbb{R}^N))
\]

and additionally \( \partial_t g^{m_i} \in L^{\frac{m_i+1}{m_i}}(\Omega_T, \mathbb{R}^N) \) for all \( i \in \mathbb{N} \). Further, we have the bounds
\[
\sup_{i \in \mathbb{N}} \int_{\Omega_T} \left( |g|^{1+m_i} + |g^{m_i}|^2 + |Dg^{m_i}|^2 + |\partial_{t_i} g^{m_i}| \frac{m_i+1}{m_i} \right) \, dx \, dt < \infty
\]

and

\[
\sup_{i \in \mathbb{N}} \sup_{\tau} \int_{\Omega \times \{\tau\}} |g|^{m_i+1} \, dx < \infty.
\]

For some \( \varepsilon > 0 \) and as \( i \to \infty \), we have

\[
g^{m_i} \to g^m \quad \text{strongly in } L^{2+\varepsilon}(\Omega_T, \mathbb{R}^N),
\]
\[
Dg^{m_i} \to Dg^m \quad \text{strongly in } L^{2+\varepsilon}(\Omega_T, \mathbb{R}^N),
\]
\[
\partial_{t_i} g^{m_i} \to \partial_{t} g^m \quad \text{strongly in } L^{(1+m)/m+\varepsilon}(\Omega_T, \mathbb{R}^N)
\]

and also

\[
g^{1+m_i} \to g^{1+m} \quad \text{strongly in } L^{1+\varepsilon}(\Omega_T, \mathbb{R}^N),
\]
\[
g^{m_i} \to g^m \quad \text{strongly in } L^{(1+m)/m+\varepsilon}(\Omega_T, \mathbb{R}^N).
\]

**Proof.** We illustrate the proof for the spatial gradients. The other elements require analogous arguments. We start by rewriting

\[
Dg^{m_i} = D(g^m)^{m_i/m} = m_i g^{m_i - \bar{m}} Dg^{\bar{m}}. \tag{6.1}
\]

Note that since \( \beta > \frac{2m_i}{m} \), there is \( \varepsilon > 0 \) such that \( \beta > (2+\varepsilon) \frac{m_i}{m} \). We can thus estimate using Young’s inequality

\[
|Dg^{m_i}|^{2+\varepsilon} \leq c|g^{m_i - \bar{m}}|^{2+\varepsilon} |Dg^{\bar{m}}|^{2+\varepsilon} \leq c|g^{m_i - \bar{m}}|^{\frac{(2+\varepsilon)\beta}{2+\varepsilon}} + c |Dg^{\bar{m}}|^\beta.
\]

One can calculate that \( (m_i - \bar{m})(2+\varepsilon)\beta/(\beta - 2 - \varepsilon) < \bar{m}\beta \) using the property \( \beta > (2+\varepsilon) \frac{m_i}{m} \). It follows that

\[
|Dg^{m_i}|^{2+\varepsilon} \leq c(1 + |g|)^{\bar{m}\beta} + c |Dg^{\bar{m}}|^\beta.
\]

The right hand side is integrable, so we conclude that \( Dg^{m_i} \in L^2(\Omega_T, \mathbb{R}^{Nn}) \) for all \( i \). Since the right hand side is independent of \( i \), the estimate

\[
\sup_{i \in \mathbb{N}} \int_{\Omega_T} |Dg^{m_i}|^2 \, dx \, dt < \infty
\]

follows at once. Further, (6.1) implies that \( Dg^{m_i} \) converges to \( Dg^m \) pointwise a.e. in \( \Omega_T \). Combining this with the fact that \( Dg^{m_i} \) forms a bounded sequence in \( L^{2+\varepsilon}(\Omega_T, \mathbb{R}^{Nn}) \), the strong convergence follows, for a slightly smaller \( \varepsilon > 0 \).

The elements regarding \( g^{1+m_i} \) or the partial time derivative of \( g^{m_i} \) also make use of the properties regarding \( \gamma > 1 + m \). \( \square \)
6.1. Energy estimate

To prove Theorem 2.7, one could repeat the same procedure as in the local setting, possibly using global higher integrability results in [25] to improve the convergence, at least in the degenerate case. However, we have chosen to use the local result. We use the weak convergence of \( u_i^{m_i} \) and the boundedness of \( u_i^{1+m_i} \) in the singular case. These will emerge from the following energy estimate.

**Lemma 6.2.** Let \( u \) be a weak solution to Equation (2.7) with exponent \( m \) and with initial and boundary values \( g \) satisfying (2.10), in the sense of Definition 2.4, where the vector field \( \mathbf{A} \) satisfies the growth conditions (2.2). Then we have the estimate

\[
\sup_{\tau} \int_{\Omega \times \{\tau\}} |u|^{m+1} dx + \int_{\Omega_{\tau}} (|u|^m + |Du|^m) dt \\
\leq C_m \sup_{\tau} \int_{\Omega \times \{\tau\}} |g|^{m+1} dx + C_m \int_{\Omega_{\tau}} (|g|^m + |Dg|^m + |\partial_t g|^{m+1}) dt
\]

for a constant \( C_m = C_m(T, \nu, L, \text{diam}(\Omega)) > 0 \) with

\[
\sup_{m \in (m_e, M)} C_m < \infty
\]

for any given \( M > m_e \).

**Remark 6.3.** The proof below is based on the mollified equation (4.3). However, when using just the assumptions on \( u \) given in Definition 2.4, then one should use the original equation (2.1) and test function \( \varphi = \alpha(\|u\|_h - \|g\|_h) \) instead. This will result in the same estimate. Observe that here we need that \( \partial_t \|g\|_h \to \partial_t g \) in \( L^{\frac{m+1}{m}}(\Omega_T) \) as \( h \to 0 \), for which reason we define the reverse mollifications in this case as

\[
\|g\|_h(\cdot, t) := e^{\frac{t-T}{h}} g^m(\cdot, T) + \frac{1}{h} \int_t^T e^{\frac{s-T}{h}} g^m(\cdot, s) \, ds
\]

and

\[
\|u\|_h(\cdot, t) := e^{\frac{t-T}{h}} u^m(\cdot, T) + \frac{1}{h} \int_t^T e^{\frac{s-T}{h}} u^m(\cdot, s) \, ds.
\]

**Proof.** For \( \sigma > 0 \) and \( \tau \in (0, T] \) define \( \alpha = \alpha_\sigma \in W^{1,\infty}([0, T], [0, 1]) \) with

\[
\alpha(t) := \begin{cases} 
0 & 0 \leq t < \sigma \\
\frac{1}{\sigma}(t - \sigma) & \sigma \leq t < 2\sigma \\
1 & 2\sigma \leq t < \tau - \sigma \\
\frac{1}{\sigma}(\tau - t) & \tau - \sigma \leq t < \tau \\
0 & \tau \leq t \leq T.
\end{cases}
\]

Choose \( \varphi = \alpha(u^m - g^m) \in L^2(0, T; W^{1,2}_0(\Omega, \mathbb{R}^N)) \) as testing function in the mollified equation (4.3). By using \( \partial_t \|u\|_h = \frac{1}{h} (u - \|u\|_h) \) from Lemma 3.7, we have
\[
\iint_{\Omega_T} \partial_t \|u\|_h \alpha(g^m - u^m) \, dx \, dt \\
= \iint_{\Omega_T} \partial_t \|u\|_h \alpha(g^m - \|u\|_h^m) \, dx \, dt + \iint_{\Omega_T} \partial_t \|u\|_h \alpha(\|u\|_h^m - u^m) \, dx \, dt \\
= \iint_{\Omega_T} \partial_t \|u\|_h \alpha(g^m - \|u\|_h^m) \, dx \, dt - \frac{1}{h} \iint_{\Omega_T} \alpha(u - \|u\|_h)(u^m - \|u\|_h^m) \, dx \, dt.
\]

Since for all \( m > 0 \) and all \( a, b \in \mathbb{R}^N \), \((a - b)(a^m - b^m) \geq 0\), the second integral on the right hand side can be estimated by zero. Thus,
\[
\iint_{\Omega_T} \partial_t \|u\|_h \alpha(g^m - \|u\|_h^m) \, dx \, dt \leq \iint_{\Omega_T} \partial_t \|u\|_h \alpha(g^m - \|u\|_h^m) \, dx \, dt.
\]

One can easily see that \((\partial_t v)v^m = \frac{1}{m+1}\partial_v |v|^{m+1}\). Using integration by parts with respect to the time variable \( t \), we have the identity
\[
\iint_{\Omega_T} (\partial_t \|u\|_h) \alpha(g^m - \|u\|_h^m) \, dx \, dt \\
= -\iint_{\Omega_T} \frac{1}{m+1} \partial_t |u|^{m+1} \, dx \, dt + \iint_{\Omega_T} \alpha \partial_t \|u\|_h g^m \, dx \, dt \\
= \iint_{\Omega_T} \frac{1}{m+1} \partial_t \|u\|_h^{m+1} \, dx \, dt - \iint_{\Omega_T} (\partial_t \alpha) \|u\|_h g^m \, dx \, dt - \iint_{\Omega_T} \alpha \|u\|_h \partial_t g^m \, dx \, dt.
\]

Since \( u \in L^{m+1}(\Omega_T) \), it follows from Lemma 3.7 that \( \|u\|_h \to u \) in \( L^{m+1}(\Omega_T) \) as \( h \to 0 \). Thus, by passing to the limit \( h \to 0 \) the right hand side equals
\[
\iint_{\Omega_T} \frac{m}{m+1} \partial_t |u|^{m+1} \, dx \, dt - \iint_{\Omega_T} \partial_t \alpha u g^m \, dx \, dt - \iint_{\Omega_T} \alpha u \partial_t g^m \, dx \, dt \\
= \iint_{\Omega_T} \partial_t \alpha \left( \frac{m}{m+1}(|u|^{m+1} - |g|^{m+1}) - g^m (u - g) \right) \, dx \, dt \\
- \iint_{\Omega_T} \alpha u \partial_t g^m \, dx \, dt - \iint_{\Omega_T} \partial_t \alpha \frac{m}{m+1} |g|^{m+1} \, dx \, dt \\
= \iint_{\Omega_T} \partial_t \alpha \left( \frac{m}{m+1}(|u|^{m+1} - |g|^{m+1}) - g^m (u - g) \right) \, dx \, dt + \iint_{\Omega_T} \alpha \partial_t g^m (g - u) \, dx \, dt,
\]

where in the last step \( \frac{m}{m+1} \partial_t |g|^{m+1} = (\partial_t g^m)g \) was used. The first integral on the right hand side contains the boundary term \( I(u, g) \). Thus,
\[
\lim_{h \to 0} \iint_{\Omega_T} \partial_t \|u\|_h \alpha(g^m - u^m) \, dx \, dt \\
\leq \iint_{\Omega_T} \partial_t \alpha I(u, g) \, dx \, dt + \iint_{\Omega_T} \alpha \partial_t g^m (g - u) \, dx \, dt.
\]
Since $\alpha(t) = 0$ for $t \in [0, \sigma]$, it follows that the right hand side of (4.3) vanishes as $h \to 0$. Let us now inspect the divergence term of the mollified equation (4.3). Since we have $A(x, t, u, Du^m) \in L^2(\Omega_T, \mathbb{R}^N)$, by Lemma 3.7 it follows that

$$
\lim_{h \downarrow 0} \iint_{\Omega_T} \alpha \|A(x, t, u, Du^m)\|_h \cdot D(u^m - g^m) \, dx \, dt
= \iint_{\Omega_T} \alpha A(x, t, u, Du^m) \cdot D(u^m - g^m) \, dx \, dt.
$$

For the integral on the right hand side we have

$$
\iint_{\Omega_T} \alpha A(x, t, u, Du^m) \cdot D(u^m - g^m) \, dx \, dt
\geq \nu \iint_{\Omega_T} \alpha |Du^m|^2 \, dx \, dt - \iint_{\Omega_T} \alpha A(x, t, u, Du^m) \cdot Dg^m \, dx \, dt.
$$

Rearranging the second term of the right hand side, using Cauchy-Schwarz inequality, the structure conditions (2.2) and the estimate (6.2) yields

$$
\nu \iint_{\Omega_T} |Du^m|^2 \, dx \, dt \leq L \iint_{\Omega_T} |Du^m| |Dg^m| \, dx \, dt + \iint_{\Omega_T} \alpha \partial_t g^m (g - u) \, dx \, dt
+ \iint_{\Omega_T} \partial_t \alpha I(u, g) \, dx \, dt.
$$

We now pass to the limit $\sigma \downarrow 0$ and write $\Omega_\tau := \Omega \times (0, \tau)$. We recall that $u, g \in C^0([0, T], L^{m+1}(\Omega, \mathbb{R}^N))$ and use the initial boundary condition (2.9) to get

$$
\nu \iint_{\Omega_\tau} |Du^m|^2 \, dx \, dt \leq L \iint_{\Omega_\tau} |Du^m| |Dg^m| \, dx \, dt + \iint_{\Omega_\tau} \partial_t g^m (g - u) \, dx \, dt
- \int_{\Omega \times \{\tau\}} I(u, g) \, dx
$$

for any $\tau \in (0, T]$. For the first two terms on the right hand side we use Young’s $\varepsilon$-inequality and obtain

$$
\int_{\Omega \times \{\tau\}} I(u, g) \, dx + \nu \iint_{\Omega_\tau} |Du^m|^2 \, dx \, dt
\leq \frac{L \varepsilon_1}{2} \iint_{\Omega_\tau} |Du^m|^2 \, dx \, dt + \frac{L}{2 \varepsilon_1} \iint_{\Omega_\tau} |Dg^m|^2 \, dx \, dt
+ \frac{m}{(m+1) \varepsilon_2} \iint_{\Omega_\tau} |\partial_t g^m|^\frac{m+1}{m} \, dx \, dt + \frac{2m \varepsilon_2}{m+1} \iint_{\Omega_\tau} (|g|^{m+1} + |u|^{m+1}) \, dx \, dt.
$$

We choose $\varepsilon_1 > 0$ small so that we can absorb the first term on the right hand side into the left hand side. This way, we get
\[
\int_{\Omega \times \{\tau\}} I(u, g) dx + \iint_{\Omega_T} |Du^m|^2 dx dt \\
\leq C \iint_{\Omega_T} |Dg^m|^2 dx dt + C \iint_{\Omega_T} |\partial_t g^m|^{\frac{m+1}{m}} dx dt \\
+ C \varepsilon_2 \iint_{\Omega_T} (|g|^{m+1} + |u|^{m+1}) dx dt,
\]

where \( C = C(m, \nu, L) \). Since the right hand side is now independent of \( \tau \), we choose \( \tau = T \) in the second term on the left hand side. We also take the supremum over \( \tau \in [0, T] \) and use the estimates

\[
C(m)(|u|^{m+1} - |g|^{m+1}) \leq I(u, g) \leq C(m)(|u|^{m+1} + |g|^{m+1}),
\]

which can be derived from Young’s inequality. It follows that

\[
\sup_{\tau} \int_{\Omega \times \{\tau\}} |u|^{m+1} dx + \iint_{\Omega_T} |Du^m|^2 dx dt \\
\leq C \iint_{\Omega_T} |Dg^m|^2 dx dt + C \iint_{\Omega_T} |\partial_t g^m|^{\frac{m+1}{m}} dx dt \\
+ C \sup_{\tau} \int_{\Omega \times \{\tau\}} |g|^{m+1} dx + C \iint_{\Omega_T} |g|^{m+1} dx dt + C \varepsilon_2 \sup_{\tau} \int_{\Omega \times \{\tau\}} |u|^{m+1} dx.
\]

Choosing \( \varepsilon_2 \) small enough, we can absorb another term into the left hand side and get

\[
\sup_{\tau} \int_{\Omega \times \{\tau\}} |u|^{m+1} dx + \iint_{\Omega_T} |Du^m|^2 dx dt \\
\leq C \sup_{\tau} \int_{\Omega \times \{\tau\}} |g|^{m+1} dx + C \iint_{\Omega_T} (|g|^{m+1} + |Dg^m|^2 + |\partial_t g^m|^{\frac{m+1}{m}}) dx dt.
\]

We have \( C = C(m, T, \nu, L) \) for now. For the term containing \( |u^m|^2 \) use Poincaré’s inequality:

\[
\iint_{\Omega_T} |u^m|^2 dx dt \leq 2 \iint_{\Omega_T} |u^m - g^m|^2 dx dt + 2 \iint_{\Omega_T} |g^m|^2 dx dt \leq 2 \frac{\text{diam}(\Omega)^2}{2} \iint_{\Omega_T} |Du^m - Dg^m|^2 dx dt + 2 \iint_{\Omega_T} |g^m|^2 dx dt \\
\leq C \iint_{\Omega_T} |Du^m|^2 dx dt + C \iint_{\Omega_T} |Dg^m|^2 dx dt + 2 \iint_{\Omega_T} |g^m|^2 dx dt,
\]

where \( C = C(\text{diam} \Omega) \). This yields the desired estimate with \( C_m = C(m, T, \nu, L, \text{diam}(\Omega)) > 0 \) and

\[
\sup_{m \in (m_c, M)} C_m < \infty
\]

for any given \( M > m_c \). \( \Box \)
Corollary 6.4. Let \( u_i \) be a weak solution to Equation (2.7) with exponent \( m_i \) and with initial and boundary values \( g \) satisfying (2.10), in the sense of Definition 2.4, where the vector field \( A \) satisfies the growth conditions (2.2). Then we can bound

\[
\sup_{i \in \mathbb{N}} \left( \sup_{\tau} \int_{\Omega \times \{\tau\}} |u_i|^{m_i+1} \, dx + \iint_{\Omega_T} (|u_i|^{m_i} + |Du_i|^{m_i}) \, dx \, dt \right) < \infty.
\]

Remark 6.5. In the degenerate case, one can adapt the proof slightly, which in turn admits weaker assumptions for the initial and boundary datum \( g \). More specifically, one can use Young’s inequality with the exponent \( 2m \) instead of \( 1 + m \) for the expression \( \partial_t g^m (g - u) \). By further absorbing the \( |u^m|^2 \) term to the left hand side after the usage of the Poincaré-inequality, one has proven the following variation of the previous Lemma 6.2:

Lemma 6.6. Let \( u \) be a weak solution to Equation (2.7) with exponent \( m \) and with initial and boundary values \( g \) satisfying (2.10), in the sense of Definition 2.4, where the vector field \( A \) satisfies the growth conditions (2.2). For \( m \geq 1 \), we then have the estimate

\[
\sup_{\tau} \int_{\Omega \times \{\tau\}} |u|^{m+1} \, dx + \iint_{\Omega_T} (|u|^m + |Du|^m) \, dx \, dt \leq C_m \sup_{\tau} \int_{\Omega \times \{\tau\}} |g|^{m+1} \, dx + C_m \iint_{\Omega_T} (|g|^m + |Dg|^m + |\partial_t g|^m \frac{2m}{2m-1}) \, dx \, dt
\]

for a constant \( C_m = C_m(T, \nu, L, \text{diam}(\Omega)) > 0 \) with

\[
\sup_{m \in (m_c, M)} C_m < \infty
\]

for any given \( M > m_c \).

6.2. Strong convergences

These energy estimates imply weak convergence and also allow us to apply the local result to achieve local convergence. These can immediately be transferred to get stronger convergence for a lower exponent. Further, by using Gagliardo-Nirenberg inequality, a stronger convergence for the solutions themselves can be attained. We collect this information in the following Lemma.

Lemma 6.7. In the setting of Theorem 2.7 there is a subsequence, still denoted by \( (u_i) \), and a measurable function \( u : \Omega_T \to \mathbb{R}^N \) with \( u^m \in L^2(0, T; W^{1,2}(\Omega, \mathbb{R}^N)) \) such that

\[
\begin{align*}
   u_i^{m_i} &\rightharpoonup u^m \quad \text{weakly in } L^2(0, T; W^{1,2}(\Omega, \mathbb{R}^N)), \\
   u_i^{m_i} &\to u^m \quad \text{strongly in } L^2_{\text{loc}}(0, T; W^{1,2}_{\text{loc}}(\Omega, \mathbb{R}^N)), \\
   u_i^{m_i} &\to u^m \quad \text{strongly in } L^q(0, T; W^{1,q}(\Omega, \mathbb{R}^N)),
\end{align*}
\]

as \( i \to \infty \) and for any \( q < 2 \). Further,

\[
\begin{align*}
   u_i^{m_i} &\to u^m \quad \text{strongly in } L^2(\Omega_T, \mathbb{R}^N), \\
   u_i^{1 + m_i} &\to u^{1+m} \quad \text{strongly in } L^{1+\varepsilon}(\Omega_T, \mathbb{R}^N)
\end{align*}
\]
as $i \to \infty$ and for some $\varepsilon > 0$.

**Proof.** In identical fashion to Corollary 5.3, by the previous uniform energy estimates in Lemma 6.2 and the assumptions for $g$ in (2.10) we find a subsequence $(u_i)$ such that $u_i^{m_i}$ converges weakly to some $u^m \in L^2(0,T;W^{1,2}(\Omega,\mathbb{R}^N))$. By further applying the local result in Theorem 2.3, we find that, as $i \to \infty$, $u_i^{m_i} \to u^m$ in the strong sense in $L^2_{\text{loc}}(0,T;W^{1,2}_{\text{loc}}(\Omega,\mathbb{R}^N))$.

The extension from the local convergence in $L^2_{\text{loc}}(0,T;W^{1,2}_{\text{loc}}(\Omega,\mathbb{R}^N))$ to convergence in $L^q(0,T;W^{1,q}(\Omega,\mathbb{R}^N))$ follows by the application of the measure theoretic argument as in the end of the proof for Lemma 5.5.

For the functions $u_i^{m_i}$ we apply the Gagliardo-Nirenberg inequality 3.5, once again using that $m_i > m_c$ as well as $m > m_c$ to see that $u_i^{m_i} \in L^{2+\varepsilon}(\Omega_T,\mathbb{R}^N)$, for the whole range $m_c < m_i < \infty$. Yet again, we apply the measure theoretic argument to obtain strong convergence $u_i^{m_i} \to u^m$ in $L^2(\Omega_T,\mathbb{R}^N)$ as $i \to \infty$.

We turn our attention to the convergence of $u_i$. Define $G_i := 2(1 + \frac{1+m_i}{m_i})$ and $G := 2(1 + \frac{1+m}{m})$ as the exponents appearing in the Gagliardo-Nirenberg inequality from Lemma 3.5. Since $\gamma > 1 + m, G > (1 + m)m^{-1}$ and $m_i \to m$ as $i \to \infty$ one can find $\varepsilon > 0$ such that $\gamma m_i^{-1} > (1 + m_i)m_i^{-1}(1 + \varepsilon)$ and $G_i > (1 + m_i)m_i^{-1}(1 + \varepsilon)$ for large $i$. Define $q_i := \min\{\frac{1}{m_i}, G_i\}$. Then

$$
\int_\Omega |u_i|^{(1+m_i)(1+\varepsilon)} \, dx \, dt = \int_\Omega |u_i^{m_i}|^{\frac{1+m_i}{m_i}(1+\varepsilon)} \, dx \, dt
\leq c|\Omega_T| + c \int_\Omega |u_i^{m_i}|^q \, dx \, dt
\leq c + c \int_\Omega |u_i^{m_i} - g^{m_i}|^q \, dx \, dt + c \int_\Omega |g|^q \, dx \, dt
$$

The second integral is finite by the assumptions for $g$ in (2.10). For the first term, we use the global version of Gagliardo-Nirenberg to obtain

$$
\int_\Omega |u_i^{m_i} - g^{m_i}|^G \, dx \, dt
\leq \left( \int_\Omega |Du_i^{m_i} - Dg^{m_i}|^2 \, dx \, dt \right)^\frac{\gamma}{2}
\left( \sup_{t \in (0,T)} \int_\Omega |u_i^{m_i} - g^{m_i}|^{\frac{1+m_i}{m_i}} \, dx \right)^{\frac{1}{2}}
$$

By using the uniform bounds from Lemma 6.2 and once again the assumptions for $g$ in (2.10), the right hand side is uniformly bounded. We can conclude that $u^{1+m_i}$ forms a bounded sequence in $L^{1+\varepsilon}(\Omega_T,\mathbb{R}^N)$. By applying the measure theoretic argument (as in the proof for Lemma 5.5), we can see that $u_i^{1+m_i}$ converges to $u^{1+m}$ strongly in the space $L^{1+\varepsilon}(\Omega_T,\mathbb{R}^N)$ for some $\varepsilon > 0$. □

**Lemma 6.8.** The limit function $u$ is a global weak solution to Equation (2.7) attaining the corresponding boundary values $g$ in the sense of Definition 2.4.

**Proof.** The fact that $u$ satisfies the integral equality follows in the same way as in the local case in Lemma 5.9 by using strong convergences for $u_i$ and $Du_i^{m_i}$.

Here we need to show that the limit function attains the boundary values as well. By assumption, for every $i$ we have that $u_i^{m_i} - g^{m_i} \in L^2(0,T;W^{1,2}_0(\Omega,\mathbb{R}^N))$, which is a closed and convex subset of
Further, \( u_i^{m_i} - g^{m_i} \to u^m - g^m \) weakly in \( L^2(0, T; W^{1,2}(\Omega, \mathbb{R}^N)) \). By the Hahn-Banach theorem it then follows that \( u^m - g^m \in L^2(0, T; W^{1,2}_0(\Omega, \mathbb{R}^N)) \). This implies that the limit function attains the boundary values on the lateral boundary as in (2.8).

For the initial boundary we use the equation. Let us define a cut-off function in time as

\[
\alpha(t) := \begin{cases} 
0, & t < \delta, \\
\frac{1}{2}(t - \delta), & t \in [\delta, 2\delta], \\
1, & t \in (2\delta, \tau - h), \\
\frac{1}{\tau}(\tau - t), & t \in [\tau - h, \tau], \\
0, & t > \tau, 
\end{cases}
\]

where \( 2\delta < \tau - h, \tau < T \) and \( \delta, h > 0 \). We will test the mollified equation by \( \varphi = \alpha(u_i^{m_i} - g^{m_i}) \). For the divergence part we obtain

\[
\int_{\Omega_T} \alpha \|\mathbf{A}(x, t, u_i, D\mathbf{u}_i^{m_i})\| \cdot D(u_i^{m_i} - g^{m_i}) \, dx \, dt \xrightarrow{\lambda \to 0} \int_{\Omega_T} \alpha \mathbf{A}(x, t, u_i, D\mathbf{u}_i^{m_i}) \cdot D(u_i^{m_i} - g^{m_i}) \, dx \, dt.
\]

As in the proof for the Caccioppoli type estimate in Lemma 6.2, leading up to equation (6.2), we can estimate the parabolic part as

\[
\liminf_{\lambda \to 0} \int_{\Omega_T} \alpha \partial_t \|u_i\| \chi(u_i^{m_i} - g^{m_i}) \, dx \, dt \\
\geq \int_{\Omega_T} \alpha \partial_t g^{m_i}(u_i - g) \, dx \, dt - \int_{\Omega_T} \partial_t \alpha I_i(u_i, g) \, dx \, dt.
\]

By combining these estimates, again similarly to Lemma 6.2, we have

\[
-\int_{\Omega_T} \partial_t \alpha I_i(u_i, g) \, dx \, dt \leq -\int_{\Omega_T} \alpha \partial_t g^{m_i}(u_i - g) \, dx \, dt \\
- \int_{\Omega_T} \alpha \mathbf{A}(x, t, u, D\mathbf{u}_i^{m_i}) \cdot D(u_i^{m_i} - g^{m_i}) \, dx \, dt \\
\leq \int_{\Omega_T} \alpha |\partial_t g^{m_i}(u_i - g)| \, dx \, dt \\
- \nu \int_{\Omega_T} \alpha |D\mathbf{u}_i^{m_i}|^2 \, dx \, dt + L \int_{\Omega_T} \alpha |D\mathbf{u}_i^{m_i}||Dg^{m_i}| \, dx \, dt.
\]

We rearrange terms, apply Young’s inequality and absorb the resulting \( |D\mathbf{u}_i^{m_i}|^2 \) term to the left hand side. This yields
\[
- \iint_{\Omega_T} \partial_t \alpha_i I_i(u_i, g) \, dx \, dt + \frac{\nu}{2} \iint_{\Omega_T} \alpha |D u_i^m|^2 \, dx \, dt \\
\leq c \iint_{\Omega_T} \alpha |D g^m|^2 \, dx \, dt + c \iint_{\Omega_T} \alpha |\partial_t g^m (g - u_i)| \, dx \, dt,
\]

from which we can conclude

\[
\frac{1}{h} \int_{\tau-h}^{\tau} \int_{\Omega} I_i(u_i, g) \, dx \, dt - \frac{1}{\delta} \int_{0}^{2\delta} \int_{\delta}^{2\delta} I_i(u_i, g) \, dx \, dt \\
\leq c \int_{0}^{\tau} \left( |u_i|^m + |g|^m + |D g|^m + |\partial_t g|^m \right) \, dx \, dt \\
\leq c \int_{0}^{\tau} \left( |u_i|^m + |g|^p + |D g|^\beta + |\partial_t g|^\beta \right) \, dx \, dt,
\]

where \( p = \max\{\gamma, \beta m\} \) by using Lemma 6.1. First we let \( \delta \to 0 \), so that the second term on left hand side vanishes by the initial condition (2.9). Then by first letting \( i \to \infty \), on the left hand side we have

\[
\frac{1}{h} \int_{\tau-h}^{\tau} \int_{\Omega} I_i(u_i, g) \, dx \, dt \to \frac{1}{h} \int_{\tau-h}^{\tau} \int_{\Omega} I(u, g) \, dx \, dt.
\]

This follows from the boundedness of \( u \) in \( L^{1+m}(\Omega_T, \mathbb{R}^N) \), as seen in Lemma 6.2, the convergence of \( u_i \) in \( L^{1+m}(\Omega_T, \mathbb{R}^N) \) by Lemma 6.7 and from the convergence and boundedness properties of \( g \), see (2.10) and Lemma 6.1.

Now letting \( h \to 0 \) results in

\[
\frac{1}{h} \int_{\tau-h}^{\tau} \int_{\Omega} I(u, g) \, dx \, dt \to \int_{\Omega} I(u(\cdot, \tau), g(\cdot, \tau)) \, dx.
\]

Eventually by taking the limit as \( \tau \to 0 \), we have that

\[
\int_{\Omega} I(u(\cdot, \tau), g(\cdot, \tau)) \, dx \to 0.
\]

This implies that \( u \) attains also the initial values in sense of (2.9). \( \Box \)

**Lemma 6.9.** In the setting of Theorem 2.7 we have

\[
D u_i^m \to D u^m \quad \text{strongly in } L^2(\Omega_T, \mathbb{R}^N),
\]

as \( i \to \infty \).

**Proof.** Let \( 0 < \sigma < T \). Define \( \xi = \xi_\sigma(t) \in W^{1,\infty}([0, T], [0, 1]) \) with \( \xi_\sigma(t) = 1 \) for \( t \in [0, T - \sigma] \) and \( \xi_\sigma(t) = (T - t)/\sigma \) for \( t \in [T - \sigma, T] \). We can apply the monotonicity condition (2.3) to obtain
\[
\iint_{\Omega \times [0,T-\sigma]} |Du_i^{m_i} - Du^m|^2 \,dx \,dt
\]
\[
\leq \int_{\Omega_T} \xi |Du_i^{m_i} - Du^m|^2 \,dx \,dt
\]
\[
\leq c \int_{\Omega_T} \xi (A(x,t,u_i, Du_i^{m_i}) - A(x,t,u, Du^m)) \cdot (Du_i^{m_i} - Du^m) \,dx \,dt
\]
\[
= c \int_{\Omega_T} \xi A(x,t,u_i, Du_i^{m_i}) \cdot (Du_i^{m_i} - Du^m) \,dx \,dt
\]
\[
+ c \int_{\Omega_T} \xi A(x,t,u_i, Du_i^{m_i}) \cdot (Du^m \|D\|_h - Du^m) \,dx \,dt
\]
\[
- c \int_{\Omega_T} \xi A(x,t,u, Du^m) \cdot (Du_i^{m_i} - Du^m) \,dx \,dt =: I + II - III.
\]

Regarding the second term, by Cauchy-Schwarz and the uniform bound from Lemma 6.2 it follows that
\[
II \leq c \left( \int_{\Omega_T} |Du_i^{m_i}|^2 \,dx \,dt \right)^2 \left( \int_{\Omega_T} |Du^m \|D\|_h - Du^m|^2 \,dx \,dt \right)^2
\]
\[
\leq c \left( \int_{\Omega_T} |Du^m \|D\|_h - Du^m|^2 \,dx \,dt \right)^2.
\]

This vanishes as \(h \downarrow 0\) by the properties of the time mollification.

For the third term on the right hand side, notice that the growth condition (2.2) implies \(A(x,t,u, Du^m) \in L^2(\Omega_T, \mathbb{R}^{Nn})\). Thus the weak convergence \(Du_i^{m_i} \rightharpoonup Du^m\) in \(L^2(\Omega_T, \mathbb{R}^{Nn})\) implies that III vanishes as \(i \rightarrow \infty\).

For the first term, we must use the equation. We begin by adding and subtracting both \(\xi A(x,t,u_i, Du_i^{m_i})Dg^{m_i}\) and \(\xi A(x,t,u_i, Du_i^{m_i})D\|g\|_h\). The term containing \(Dg^{m_i} - D\|g\|_h\) will vanish due to the uniform bound from Lemma 6.2 and the conditions for \(g\), see (2.10) and Lemma 6.1.

For the other terms, we test the mollified equation (4.3) for \(u_i\) against the test function \(\varphi = \xi (u_i^{m_i} - g^{m_i} + \|g\|_h - \|u\|_h)\). The following calculations are similar to the ones in Lemma 5.8: The divergence part of the mollified equation (4.3) equals
\[
\iint_{\Omega_T} \xi \|A(x,t,u_i, Du_i^{m_i})\|D(u_i^{m_i} - g^{m_i} + \|g\|_h - \|u\|_h) \,dx \,dt
\]
\[
\rightarrow \iint_{\Omega_T} \xi A(x,t,u_i, Du_i^{m_i})D(u_i^{m_i} - g^{m_i} + \|g\|_h - \|u\|_h) \,dx \,dt
\]
as \(\lambda \downarrow 0\). The right hand side of the mollified equation (4.3) vanishes, since \(\varphi(0) = 0\) due to the initial conditions (2.9) being fulfilled for all \(u_i\) by assumption and since the time mollification is zero at \(t = 0\) by definition.

The remaining parabolic part, after moving it to the other side of the equation, is given by
\[
- \iint_{\Omega_T} \xi \partial_t \|u_i\|_\lambda (u_i^{m_i} - g^{m_i} + \|g\|_h - \|u\|_h) \,dx \,dt.
\]
The term containing the difference \( g_{m_i} - \|g_m \|_h \) will vanish, again due to the uniform bound from Lemma 6.2 and the conditions for \( g \). We thus concentrate on the remaining term

\[
\iint_{\Omega_T} \xi \partial_t \|u_i\|_\lambda ( - u_i^{m_i} + \|u^m\|_h ) \, dx \, dt \leq \iint_{\Omega_T} \xi \partial_t \|u_i\|_\lambda ( - \|u_i\|_{m_i} + \|u^m\|_h ) \, dx \, dt = I + II.
\]

For \( I \) we perform integration by parts. The appearing boundary terms vanish, since the mollification of \( u_i \) vanishes at time \( t = 0 \) by definition, while \( \xi \) vanishes at \( t = T \). This implies

\[
I = - \frac{1}{1 + m_i} \iint_{\Omega_T} \xi \partial_t \|u_i\|_\lambda \|1 + m_i\|_h \, dx \, dt
\]

\[
= \frac{1}{1 + m_i} \iint_{\Omega_T} \partial_t \|u_i\|_\lambda \|1 + m_i\|_h \, dx \, dt
\]

\[
\to \frac{1}{1 + m} \iint_{\Omega_T} \partial_t \xi \|u\|_{1+m} \, dx \, dt, \tag{6.3}
\]

by first letting \( \lambda \downarrow 0 \), then \( i \to \infty \). For the remaining term we perform integration by parts:

\[
II = \iint_{\Omega_T} \xi \partial_t \|u_i\|_\lambda \|u^m\|_h
\]

\[
= - \iint_{\Omega_T} \partial_t \|u_i\|_\lambda \|u^m\|_h + \xi \|u_i\|_\chi \partial_t \|u^m\|_h \, dx \, dt
\]

\[
\xrightarrow{\chi \downarrow 0} - \iint_{\Omega_T} \partial_t \|u_i\|_\chi \|u^m\|_h + \xi u_i \partial_t \|u^m\|_h \, dx \, dt
\]

\[
\xrightarrow{i \to \infty} - \iint_{\Omega_T} \partial_t \|u_i\|_\chi \|u^m\|_h + \xi u_i \partial_t \|u^m\|_h \, dx \, dt
\]

\[
\leq - \iint_{\Omega_T} \partial_t \|u_i\|_\chi \|u^m\|_h + \xi \|u^m\|_h o \partial_t \|u^m\|_h \, dx \, dt
\]

\[
= - \iint_{\Omega_T} \partial_t \|u_i\|_\chi \|u^m\|_h + \frac{m}{1 + m} \xi \|u^m\|_h \|1 + m\|_h \, dx \, dt
\]

\[
= - \iint_{\Omega_T} \partial_t \|u_i\|_\chi \|u^m\|_h - \frac{m}{1 + m} \partial_t \xi \|u^m\|_h \|1 + m\|_h \, dx \, dt
\]

\[
\xrightarrow{\xi \downarrow 0} \iint_{\Omega_T} \partial_t \xi \|u\|_{1+m} + \frac{m}{1 + m} \partial_t \xi \|u\|_{1+m} \, dx \, dt.
\]

These terms cancel out together with the term from (6.3). Collecting these results yields the claim. \( \Box \)

This completes the proof of Theorem 2.7. Again, we proved convergence for a subsequence. In contrast to the local setting, in this case we are not given any weak limit of the original sequence by assumption. Thus we cannot determine the convergence of the original sequence in this generality. However, as mentioned in the Remark 2.8, in the model case \( A(x, t, u, Du^m) = Du^m \) one can show uniqueness of weak solutions as
in Vázquez [30, Theorem 5.3] by using suitable lower bounds for $(u^m - v^m) \cdot (u - v)$. In this way one can conclude uniqueness of the limit and thus convergence for the whole sequence.
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