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Abstract

Intrinsic iron abundance spreads in globular clusters (GCs), although usually small, are very common, and are signatures of self-enrichment: some stars within the cluster have been enriched by supernova ejecta from other stars within the same cluster. We use the Bailin self-enrichment model to predict the relationship between properties of the protocluster—its mass and the metallicity of the protocluster gas cloud—and the final observable properties today—its current metallicity and the internal iron abundance spread. We apply this model to an updated catalog of Milky Way GCs where the initial mass and/or the iron abundance spread is known to reconstruct their initial metallicities. We find that with the exception of the known anomalous bulge cluster Terzan 5 and three clusters strongly suspected to be nuclear star clusters from stripped dwarf galaxies, the model provides a good lens for understanding their iron spreads and initial metallicities. We then use these initial metallicities to construct age–metallicity relations for kinematically identified major accretion events in the Milky Way’s history. We find that using the initial metallicity instead of the current metallicity does not alter the overall picture of the Milky Way’s history because the difference is usually small but does provide information that can help distinguish which accretion event some individual GCs with ambiguous kinematics should be associated with and points to potential complexity within the accretion events themselves.

Unified Astronomy Thesaurus concepts: Milky Way Galaxy (1054); Globular star clusters (656); Milky Way formation (1053)
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1. Introduction

In the current paradigm of galaxy formation, galaxies form in dark matter halos that grow over time by accreting surrounding material due to gravitational instability (White & Rees 1978). Some of this accretion is smooth, while some is in the form of clumps that have themselves already turned into halos with their own galaxies; galaxy formation is thus a hierarchical process where galaxies form and grow and merge to form larger structures. A key to understanding the history of galaxies, and particularly the Milky Way, is thus to understand this accretion history.

Globular clusters (GCs) are a powerful probe of this process (e.g., Searle & Zinn 1978). Galaxies build up their metal abundance over time as heavy elements are released by nucleosynthesis in stars and supernovae into the surrounding gas. The gas metallicity, therefore, increases with time, and stars that form from that gas are usually expected to preserve that metallicity, resulting in an age–metallicity relation of the stars (e.g., Tinsley 1980; Edvardsson et al. 1993; Piatti & Geisler 2012; Haywood et al. 2013; Snaith et al. 2016). This is particularly relevant for GCs because their ages and metallicities can be well determined: the GCs belonging to a particular galaxy are expected to exhibit an age–metallicity relation today that reflects the enrichment history of the galaxy in which they formed. They can therefore constrain the merger history of the Milky Way: the GCs from each accreted galaxy should follow a distinct age–metallicity relation that we can see today. This type of analysis has revealed that the Milky Way’s GCs split into a metal-rich branch associated with GCs formed within the main Milky Way progenitor and a metal-poor branch associated with accreted galaxies (Marin-Franch et al. 2009; Forbes & Bridges 2010; Leaman et al. 2013).

More detailed histories have been obtained by Kruijssen et al. (2019b, 2020) by comparing an amalgamated catalog of 96 Milky Way GCs that have good age and metallicity measurements to E-MOSAICS, a series of hydrodynamic galaxy formation simulations that simultaneously follow the formation and evolution of GCs (Pfeffer et al. 2018; Kruijssen et al. 2019a). Their analysis finds five main satellite accretion events: in chronological order of accretion time, they are Kraken, the Helmi streams, Sequoia, Gaia-Enceladus, and Sagittarius, with well-constrained accretion redshifts and galaxy masses. These events, identified by the ages and metallicities of GCs, mostly match streams and phase-space structures that have been kinematically identified using data from the Gaia and H3 surveys (Massari et al. 2019; Horta et al. 2020; Naidu et al. 2020; Yuan et al. 2020), although there is some ambiguity about the progenitor assignment for some individual GCs.

The discussion so far has been predicated on the idea that GCs are indeed fossils whose chemical abundances trace the conditions under which they formed. However, this is an oversimplification. The abundance patterns of GCs show unambiguous evidence of multiple populations whose abundances of intermediate elements such as oxygen and sodium have been dramatically influenced by self-enrichment by the nucleosynthetic products of stars within the cluster itself (e.g., Carretta et al. 2009; Piotto et al. 2015). In other words, there is a difference between the abundances of the stars in the cluster...
today, which is what we can measure, and those of the gas from which they formed, which is what we want to know.

Although the existence of multiple populations is well established, a single model that explains the observations is not. The proposed nucleosynthetic sites of the intermediate-mass elements, such as asymptotic giant branch (AGB) stars, very massive stars, or fast-rotating massive stars, all conflict strongly with observations (see Bastian & Lardo 2018). It seems likely that multiple populations within GCs are not a single phenomenon but the manifestation of several physical processes.

In this context, iron provides an intriguing starting point. Although iron abundance spreads within GCs are smaller than those of many other elements, most GCs do have measurable nonzero spreads (Willman & Strader 2012; Leaman et al. 2013; Renzini 2013; Bailin 2019), implying that iron also experiences self-enrichment; this is also suggested by the existence of the mass–metallicity relation of GCs within massive galaxies (the “blue tilt”; Harris et al. 2006; Mieske et al. 2006). Unlike lower-mass elements, which can be produced in a variety of types of stars, iron is only produced in supernovae. Therefore, we can attempt to understand the role that supernovae play in the self-enrichment of iron in GCs much more cleanly than we can understand the self-enrichment of other elements.

In other words, if we want to use the metallicities of GCs to infer the Milky Way’s accretion history, iron serves simultaneously as the main tracer of the overall metallicity and also one where we might most easily be able to correct for the effects of self-enrichment.

In Bailin (2018, hereafter B18), we presented a model for supernova self-enrichment of GCs based on the clumpiness of observed star formation events in the Galaxy. This model predicts the amount of self-enrichment of iron a cluster has experienced and therefore can be used to correct for it. In this paper, we present predictions of that model for a broad grid of protocluster properties (Section 2), compare the model to an updated observational catalog (Section 3), use the model to infer the initial metallicities of the star formation events in which Milky Way GCs formed (Section 4), and see what effect this correction has on the assignment of GCs to specific accretion events (Section 5). Conclusions are presented in Section 6.

2. Self-enrichment Model

In B18, we developed a phenomenological model for how clumpiness in star-forming regions could result in iron abundance spreads. There is other recent theoretical work aimed at understanding self-enrichment in GCs from a variety of perspectives that range in complexity and generalizability. For example, Jiménez et al. (2021) present a more detailed phenomenological model that comes to similar qualitative conclusions to us. Wirth et al. (2021) use an analytic analysis to argue that star formation in GCs must have been extended and had a supernova ejecta retention fraction similar to that produced by our model, while Marino et al. (2021) use a similar analysis and find a clear correlation between retention fraction and the cluster mass, in contrast to Wirth et al. (2021), who find none. Hydrodynamic simulations of GC formation in a cosmological context (e.g., Li & Gnedin 2019; Ma et al. 2020) or specifically aimed at particular systems with the most extreme abundance spreads (Bekki & Tsujimoto 2019) are also capable of producing systems in which self-enrichment occurs and result in multiple populations.

In B18, we used as an example a gas cloud that had an initial metallicity of $\text{[Fe/H]} = -1.95$. In this section, we demonstrate how the initial metallicity and the initial cluster mass together influence the iron abundance spread.

2.1. Model Description

Here we give a brief overview of the GCZCSE model, which is described in detail in B18. Each GC is envisioned to form in an initially well-mixed self-gravitating protocluster gas cloud with iron abundance $\text{[Fe/H]}_{\text{init}}$. Each cloud fragments into a distinct number of clumps whose number scales $\propto M^{0.60}$. Each clump undergoes a single star formation event during which 30% of its gas turns into stars, with stars formed according to a power-law initial mass function with cutoffs at low and high mass to give the correct number of core-collapse supernovae per unit mass of stars formed according to a Chabrier (2003) initial mass function (IMF); see Bailin & Harris (2009). The clumps within a cloud have their star formation events spread out over a timescale $\sigma_{\text{form}} \approx 10^7$ yr.

The newly formed stellar population within each clump produces metal-rich ejecta and energy via core-collapse supernovae. Type Ia supernovae (SNe Ia) are not included because the number of prompt SNe Ia is small: even assuming that the GCZCSE self-enrichment extends over 50 Myr and that SNe Ia begin immediately once the first stars form (before the formation of the first white dwarfs), there would only be $\sim 5$ over the relevant time period in a $10^7 M_\odot$ cluster, compared to $\sim 10^2$ core-collapse supernovae (Strolger et al. 2020). Therefore, even though each SNe Ia produces more iron, their combined effect is negligible compared to the core-collapse supernovae at these times.

The supernova ejecta mixes with the surrounding material, and then a fraction of the newly produced metals are lost; the fraction depends on the energy balance between the depth of the gravitational potential well and the energy injected by supernovae and also on the mixing efficiency. The newly produced metals that remain enhance the metallicity of the remaining gas cloud, so clumps that have later star formation events become enriched by star formation in earlier-forming clumps, resulting in both a net increase in the mean metallicity of the total stellar population and a spread in the metallicity of stars from different clumps. The parameters of the model have been calibrated based on observations of star-forming regions. For full details, see B18.

2.2. Model Predictions

Figure 1 shows the predictions of GCZCSE for the final iron abundance, $\text{[Fe/H]}$, the amount that the mean iron abundance increases from the initial value, $\Delta [\text{Fe/H}]$ = $[\text{Fe/H}] - [\text{Fe/H}]_{\text{init}}$, and the internal spread in iron abundance, $\sigma_\text{p}$, as a function of the initial metallicity, $[\text{Fe/H}]_{\text{init}}$, and initial cluster stellar mass, $M_{\text{init}}$. $\sigma_\text{p}$ is defined as the 1σ standard deviation of the stellar mass-weighted $[\text{Fe/H}]$ distribution of stars formed in the cluster. Because the model is stochastic, different realizations of the same parameters sample the IMF differently and therefore end up with somewhat different final values. Each set of parameters was sampled 100 times with different random seeds in order to quantify this. In panels (a) through (c), the 16th-to-84th percentile range of model outputs is shown as the vertical extent of the
shaded region around the mean model track. For panel (d), this would not give an accurate measurement because the quantities are correlated between different realizations (e.g., at low mass, there is quite a bit of stochastic uncertainty in each of $\Delta [\text{Fe}/\text{H}]$ and $\sigma_0$, as seen on the left side of panels (a) and (c), but they are strongly correlated: realizations with high $\Delta [\text{Fe}/\text{H}]$ also have high $\sigma_0$, so the effect of stochasticity does not introduce uncertainty to the relation between $[\text{Fe}/\text{H}]$ and $\sigma_0$).

Note that $M_{\text{init}}$ is the total mass of stars initially produced. Mass loss due to stellar evolution and the tidal evolution of the cluster within the Milky Way environment mean that the currently observed mass of the cluster is lower than $M_{\text{init}}$. A number of important conclusions stand out in panels (a) through (c):

1. More-massive GCs have more self-enrichment. Although the details depend on the spatial distribution of the cloud, this is a basic consequence of the energy balance between the kinetic energy produced by supernovae, which scales as $M$, and the gravitational potential energy, which scales as $M^2$.

2. Self-enrichment has a more profound effect on low-metallicity GCs. This is because a given stellar population produces the same absolute amount of metals, but it has a much larger relative effect if the existing metallicity is low.

3. The stochasticity of the GCZCSE model is particularly important at low metallicity, where the ejecta of each individual supernova can have a significant effect. The stochastic effects on each of $[\text{Fe}/\text{H}]$ and $\sigma_0$ are largest at low mass, where the IMF is more sparsely sampled, but due to the way these values are correlated, the effects of stochasticity in the $[\text{Fe}/\text{H}]$–$\sigma_0$ plane are largest at large mass.

4. At low mass, $[\text{Fe}/\text{H}]_{\text{init}}$ and $[\text{Fe}/\text{H}]$ match, but the increased importance of self-enrichment is apparent at high masses. For low-$[\text{Fe}/\text{H}]_{\text{init}}$ high-$M_{\text{init}}$ models, there is a pileup of model tracks in panel (b)—these clusters have very similar mean metallicities today regardless of what their initial gas cloud looked like. This degeneracy arises because, in this regime, the metals coming from self-enrichment, which depends only on cluster mass, dominate over the preexisting metals. This is demonstrated by the black line, which shows the predictions for

---

**Figure 1.** Predictions of the B18 GC self-enrichment model for different values of the initial metallicity, $[\text{Fe}/\text{H}]_{\text{init}}$. In each panel, the solid lines denote the mean trend, while the shaded region encloses 68% of the model instantiations and gives a measurement of the theoretical uncertainty due to the inherent stochasticity of the IMF. Colors denote $[\text{Fe}/\text{H}]_{\text{init}}$; the black line indicates the predictions for a virtually pristine gas cloud. (a) The difference between the mean metallicities of the stars in the GC today compared to the initial gas metallicity, as a function of the initial mass of stars that form in the cluster, $M_{\text{init}}$. Note that the present-day GC’s mass is less than $M_{\text{init}}$ due to stellar evolution and tidal stripping. (b) The final mean iron abundance of the stars in a GC as a function of initial GC mass. (c) Internal spread in the iron abundances of the stars in a GC, $\sigma_0$, as a function of initial GC mass. (d) Internal spread in the iron abundances of the stars in a GC as a function of their final mean iron abundance.

(The data used to create this figure are available.)
a pristine gas cloud, where all of the metals come from self-enrichment. Below this curve is a forbidden region—if the self-enrichment model is correct, then any high-mass GC should have a minimum metallicity. The formation of a high-mass GC should inexorably lead to minimum metal content. If any observed GCs are found to confidently inhabit this region, it would be strong evidence against this model.

5. The spread $\sigma_0$ is driven by the range between the lowest-metallicity stars and the highest-metallicity stars, which both increase in metallicity as the importance of self-enrichment increases. For extremely low-metallicity clusters, there is an interesting mass regime around $10^6 M_\odot$, where the lower bound increases faster than the upper bound, resulting in $\sigma_0$ plateauing or even decreasing with $M_{\text{init}}$, even as the importance of self-enrichment is overall increasing. This set of circumstances is fairly sensitive to the details of how the physical prescriptions are implemented in the model, and so this predicted “bump” in $\sigma_0$ should not be overinterpreted.

Panel (d) takes $M_{\text{init}}$ out of the equation and shows how $\text{[Fe/H]}$ and $\sigma_0$ vary together for models with the same $\text{[Fe/H]}_{\text{init}}$. Each track corresponds to the present-day observable properties of GCs that came from gas of the same $\text{[Fe/H]}_{\text{init}}$, with different tracks corresponding to different initial gas metallicities. B18 demonstrated that because both $\Delta \text{[Fe/H]}$ and $\sigma_0$ are consequences of how much self-enrichment there is, regardless of why the cluster ended up with that amount of self-enrichment, this plot is much more robust to the parameters of the model than the plots in the other panels. We find the following:

1. The final properties of GCs produced by the same metal-poor gas can look profoundly different, with a range in $\text{[Fe/H]}$ of over 1.5 dex and in $\sigma_0$ of nearly 0.5 dex. At higher metallicities, the ranges shrink dramatically.
2. Unlike in panel (b), the low-metallicity tracks do not run together at high mass. In other words, high-mass GCs formed from very different metallicity gas might have very similar present-day $\text{[Fe/H]}$ but would be distinguishable by different values of $\sigma_0$.
3. The maximum possible effect of self-enrichment, given by the extent of the tracks, drops strongly at high metallicity. This results in another forbidden region at high $\text{[Fe/H]}$ and high $\sigma_0$—large intrinsic dispersions cannot be produced by self-enrichment in very metal-rich clusters.
4. Ignoring the curvature induced by the “bump,” the overall slope of the relation ranges from $\sigma_0/\Delta \text{[Fe/H]} \approx 0.3$ at $\text{[Fe/H]}_{\text{init}} = -3$ to $\sigma_0/\Delta \text{[Fe/H]} \approx 0.7$ at $\text{[Fe/H]}_{\text{init}} = -0.5$.

3. Comparison to Observations

3.1. Method and Results

Comparing models of iron abundance spreads to observations requires a catalog of homogeneously derived measurements from high-spectral-resolution data that are careful to distinguish the impact of statistical versus systematic uncertainty in the abundances for individual stars. Until recently, such a catalog was lacking. Bailin (2019, hereafter B19) developed a method to measure the internal dispersion $\sigma_0$ from high-resolution spectroscopic $\text{[Fe/H]}$ measurements of RGB stars in the literature while taking into account both random and systematic errors. The internal dispersions derived using this method are the 1σ standard deviations of the best fitting Gaussians and are directly comparable to the model $\sigma_0$ values discussed in Section 2.2. We have updated the B19 catalog using new results from Marino et al. (2019), who obtained VLT FLAMES-UVES spectra for 18 additional stars in NGC 3201; Villanova et al. (2019) and Romero-Colmeneres et al. (2021), who analyzed 9 and 11 stars, respectively, for FSR 1758; and Mézéras et al. (2020, hereafter M20), who updated the APOGEE measurements from Masseron et al. (2019) with data from APOGEE-South. For all GCs that were in Masseron et al. (2019), we replace those data with those of M20 because the measurements for each star are identical; the only difference is a slight change in the selection of which stars belong to each cluster. For the remaining GCs, we combined the M20 data with the data used in B19 as described in that paper.

For Romero-Colmeneres et al. (2021), we used the abundances obtained using the photometric atmospheric parameters but confirmed that there are no qualitative differences if the spectroscopic parameters are used instead.

The errors quoted in M20 are sometimes unrealistically low (e.g., 0.001 dex). Jönsson et al. (2020) used repeat observations to empirically characterize the uncertainty of abundance determinations in APOGEE based on a star’s signal-to-noise ratio ($S/N$), metallicity, and effective temperature. For each star, we replace the quoted uncertainty from M20 with the value calculated using Jönsson et al.’s (2020) Equation (6) using the parameters from their Table 8 if it is larger. This only affects a small number of stars.

We only use stars from M20 with quoted $S/N > 200$ due to issues with the $\text{[Fe/H]}$ determinations we found for lower-$S/N$ stars (see Appendix A.1). As a result, NGC 5466 and NGC 7089, which were both in the B19 catalog based on data from Masseron et al. (2019), are excluded here because there are no longer a sufficient number of stars. We also examined each cluster in the $\text{[Fe/H]}-\text{[N/Fe]}$ space to remove obvious interlopers (the criteria in M20 were intentionally not too restrictive, but the resulting interlopers inflate the measured dispersion). A list of interlopers that were removed is given in Appendix A.2.

Given the >800 stars in the Willman & Strader (2012) analysis of NGC 5139 ($\omega$ Cen) and the consequently very well-determined value of $\sigma_0$, we did not redo its analysis. For NGC 1851, where B19 quoted the Willman & Strader (2012) value, we went back to the original Carretta et al. (2011) data (using the UVES and GIRAFFE observations as separate data sets) to complement the new M20 data.

Note that high-quality spectroscopic abundances for stars in NGC 1261 and NGC 6934 have recently been obtained (Marino et al. 2021; Muñoz et al. 2021). Both clusters have photometric evidence of hosting multiple populations with different iron abundances (Milone et al. 2017), and these recent spectroscopic studies targeted roughly equal numbers of stars from each photometrically identified population in order to maximize the chance of determining whether the spectroscopic abundances of the populations are statistically different. The results are that in both clusters, the sequences are offset by 0.1–0.2 dex in iron abundance. Although these data are excellent and inform our understanding of iron abundance spreads, they cannot be used for quantitative measurement of $\sigma_0$ using the method of B19 because of the wildly
nonrepresentative target selection—the photometrically selected “anomalous” stars, which turn out to be iron-rich, are only <5% of the cluster stars but represent half of the stars that were observed in these studies. The derived value of $\sigma_0$ would therefore be vastly overestimated using our technique.

The properties of the 54 GCs with measurements of $\sigma_0$ are listed in Table 1 and shown in Figure 2, which shows $\sigma_0$ as a function of $M_{\text{init}}$ and [Fe/H], [Fe/H] values have been taken from Kruisjes et al. (2019b) where available in order to maximize the homogeneity of the values. For the remaining clusters, we used the values derived in B19 when available or from Harris (1996) (2010 edition) otherwise. For FSR 1758, we used the [Fe/H] value obtained by our analysis, and used the current mass estimate by Romero-Colmenares et al. (2021) as a lower limit; given that this cluster lies within the bulge, it is likely that it experienced a large amount of tidal stripping and so $M_{\text{init}}$ is significantly larger. The main panel shows the bivariate distribution colored by $\sigma_0$, while the side panels compare $\sigma_0$ to each variable individually. As noted by B19, there is an apparent correlation between $M_{\text{init}}$ and $\sigma_0$ at the high-mass end (all GCs with $\log M_{\text{init}} > 6$ have measurable iron abundance spreads), but not at low mass. There also appears to be an increase in $\sigma_0$ at both high and low metallicity, although it is difficult to separate these correlations due to the small number of clusters.

In Figure 3, we compare those observations to the model. Each track corresponds to a value of [Fe/H]$_{\text{init}}$, with the segments along each track colored by the predicted value of $\sigma_0$.

**Table 1**

| Cluster Name | Alternate Name | $\log M_{\text{init}}$ | [Fe/H] | $\sigma_0$ | $\sigma_0^{\text{pred}}$ | [Fe/H]$_{\text{init}}$(σ₀) | [Fe/H]$_{\text{init}}$(M_{\text{init}}) | Progenitor |
|--------------|----------------|------------------------|--------|-----------|--------------------------|---------------------------|-------------------------------|------------|
| NGC 104      | 47 Tuc         | 6.28 ± 0.03            | -0.75 ± 0.1 | 0.043 ± 0.002 | 0.01 ± 0.005 | -0.82 ± 0.09 | -0.77 ± 0.11 | Main       |
| NGC 1261     |                | 5.64 ± 0.03            | -1.23 ± 0.1 | 0.009 ± 0.003 | -1.24 ± 0.10 | GE          |
| NGC 1851     |                | 5.84 ± 0.03            | -1.1 ± 0.1 | 0.044 ± 0.006 | 0.011 ± 0.003 | -1.18 ± 0.11 | -1.11 ± 0.10 | GE         |
| NGC 1904     | M 79           | 5.67 ± 0.03            | -1.37 ± 0.1 | 0.029 ± 0.003 | 0.014 ± 0.004 | -1.43 ± 0.09 | -1.35 ± 0.10 | GE         |

**Note.** Table 1 is published in its entirety in the machine-readable format. A portion is shown here for guidance regarding its form and content. (This table is available in its entirety in machine-readable form.)
values of $\sigma_0$ are predicted to occur at high $M_{\text{init}}$ and low [Fe/H], as discussed in Section 2.2, and indeed most of the high-$\sigma_0$ clusters do lie toward that direction in parameter space, although there are clearly exceptions (Terzan 5, denoted with an x, is discussed further in Section 4.3; for now, we merely note that it is an extreme outlier).

We predict the value of $\sigma_0$ for each cluster by performing bilinear interpolation of the model tracks in this plane. Uncertainties come from two sources: observational uncertainty in $M_{\text{init}}$ and [Fe/H], and the stochasticity of the model. The effects of observational uncertainty are estimated using 1000 Monte Carlo samples from a two-dimensional Gaussian around each point in this parameter space and taking the 16th and 84th percentiles of the resulting $\sigma_0$ distribution. The model stochasticity is shown by the size of the shaded band in Figure 1(c); this is interpolated between model tracks for specific GCs. We found no cross-terms between the observational and model uncertainties, so the final uncertainty on $\sigma_0$ is simply their sum in quadrature.

The side panels show the difference between the observed and predicted value $\Delta \sigma_0 = \sigma_0^{\text{obs}} - \sigma_0^{\text{pred}}$. There are several points worth noting:

1. There is a median offset of $\Delta \sigma_0 = 0.024$, which is larger than the median uncertainty in $\Delta \sigma_0$ of 0.015. In other words, the model underpredicts the observed iron abundance spread. This is a substantial fraction of the mean observed value of $\sigma_0 = 0.057$, and suggests that some of the internal iron abundance spread comes from sources other than self-enrichment, such as inhomogeneities in the protocluster gas cloud; it may also point to deficiencies in the B18 model.

2. The model captures the mass dependence of $\sigma_0$: $\Delta \sigma_0$ does not show any trend with $M_{\text{init}}$.

3. With the exception of three low-$\sigma_0$ outliers (see below), the model captures the increase in $\sigma_0$ at low metallicity: $\Delta \sigma_0$ does not show a trend with [Fe/H]. However, the increase in $\sigma_0$ at the high-[Fe/H] end is not captured by the model. It is possible that this might be alleviated by modifying some of the model parameters, but it is inherently difficult for the model to produce a large internal dispersion at high metallicity. However, the model assumes that none of its parameters depend on metallicity; if, for example, there is a significant metallicity dependence to the core-collapse supernova iron yield, that could potentially improve the agreement.

4. There are three high-mass low-metallicity clusters with spreads that are much lower than predicted by the model: NGC 2419 ($\sigma_0^{\text{pred}} = 0.26^{+0.18}_{-0.15}$, $\sigma_0^{\text{obs}} = 0.03 \pm 0.01$), NGC 6341 ($\sigma_0^{\text{pred}} = 0.17^{+0.04}_{-0.05}$, $\sigma_0^{\text{obs}} < 0.09$), and NGC 7078 ($\sigma_0^{\text{pred}} = 0.33^{+0.22}_{-0.11}$, $\sigma_0^{\text{obs}} = 0.051^{+0.008}_{-0.002}$). These clusters lie in the “bump” in Figure 1(c) (log $M_{\text{init}} \sim 6$, [Fe/H]$_{\text{init}} < -2$).
where the predicted value of \( \sigma_0 \) rises and then falls. As noted in Section 2.2, this feature is quite sensitive to the model details and so the predicted \( \sigma_0 \) might be overestimated in this regime.

### 3.2. Discussion

Although the present work is focused on estimating the effects of core-collapse supernovae on iron abundances, rather than providing a comprehensive model of self-enrichment in GCs, it is worth discussing implications that the success of the model has on understanding the full phenomenon in its richness.

The main conclusion of Section 3.1 is that for most GCs, the observed spread in iron abundances within the GC is consistent with being produced by the retention of core-collapse supernova ejecta within a clumpy star formation region, where the clumps within the star-forming cloud have different amounts of ejecta incorporated in them and therefore form stars with different iron abundances. Although we have parameterized this in terms of a single abundance spread, \( \sigma_0 \), the distinct clumps often lead to distinct subpopulations, as noted by B18, and observed in many GCs (e.g., Bellini et al. 2017).

However, it seems unlikely that this same process is responsible for the internal variations of all of the elements. For example, although core-collapse supernovae produce copious amounts of oxygen, the observed oxygen abundances are not correlated with the iron abundances in clusters where both elements have wide-enough variation to test for a correlation (Marino et al. 2015). Another process that occurs on a different timescale must be required.

A more interesting situation is that of the \( s \)-process elements. GCs with large iron abundance spreads also often show significant variation in these (the so-called Type II clusters; Marino et al. 2015; Milone et al. 2017), with the iron and \( s \)-process abundances correlated between stars within a cluster. In the context of the GCZCSE model, where the variation occurs due to the existence of a clumpy medium, this would be possible if much of the enrichment of \( s \)-process elements occurs on a timescale when the protocluster retains the same clumpy structure. Interestingly, this requires the \( s \)-process enrichment to occur relatively rapidly—not necessarily in the supernovae themselves, but on timescales not much longer than tens of Myr, which is shorter than many of the sources commonly thought of as locations of \( s \)-process production like AGB stars, and suggests that massive stars might be a significant contributor.

### 4. Interpreting Observed Globular Clusters Using the Self-enrichment Model

#### 4.1. Method

In the B18 self-enrichment model, the present-day [Fe/H] and \( \sigma_0 \) are a consequence of the original cluster properties [Fe/H]$_{\text{init}}$ and M$_{\text{init}}$. We can therefore use the observed properties of GCs to reconstruct their properties as protoclusters.

This is demonstrated in the schematic Figure 4, showing three example GCs. Two of them, labeled A and C, formed from identical low-metallicity gas, [Fe/H]$_{\text{init}}$ = \(-2.5\), and the other, B, formed from much more metal-rich gas, [Fe/H]$_{\text{init}}$ = \(-1.5\). However, one of the metal-poor gas clouds, A, formed a very massive GC with a large amount of self-enrichment, reflected in a much larger internal dispersion \( \sigma_0 \); in fact, it self-enriched so much that its present-day metallicity is as high as, B, which formed from metal-rich gas. If we looked purely at the present-day [Fe/H], we might naively conclude that the metal-poor cluster C formed early from metal-poor gas while A and B formed later from metal-rich gas, but the dramatically different values of \( \sigma_0 \) and M$_{\text{init}}$ tell us a different story. This example shows how we can use \( \sigma_0 \) to reconstruct the initial.
metallicity of the gas from which a GC formed and how it can lead us to quite different conclusions about its history.

In practice, for a given GC with an observed value of [Fe/H] and \( \sigma_0 \), we perform bilinear interpolation between the tracks of Figure 1(d) to determine the model prediction \([\text{Fe/H}]_{\text{init}}(\sigma_0)\). Alternatively, for a given GC with an observed value of [Fe/H] and \( M_{\text{init}} \), we perform bilinear interpolation between the tracks of Figure 1(b) to determine the model prediction \([\text{Fe/H}]_{\text{init}}(M_{\text{init}})\). Most clusters have measurements of \( M_{\text{init}} \) from Balbinot & Gieles (2018) and therefore have a determination of \([\text{Fe/H}]_{\text{init}}(M_{\text{init}})\); a smaller subset has measurements of \( \sigma_0 \) from B19 and Section 3 and therefore have a determination of \([\text{Fe/H}]_{\text{init}}(\sigma_0)\). As discussed in B18, the tracks in Figure 1(d) are much more robust to the parameters of the GCZCSE model and therefore we prefer \([\text{Fe/H}]_{\text{init}}(\sigma_0)\) when available.

Uncertainties in the determination of \([\text{Fe/H}]_{\text{init}}\) come from two sources: (1) observational uncertainties and (2) model stochasticity.

1. Observational uncertainties are determined by Monte Carlo sampling 1000 points in a two-dimensional Gaussian around each observed GC in the relevant \([\text{Fe/H}]-\sigma_0\) or \([\text{Fe/H}]-M_{\text{init}}\) parameter space and finding the 16th- and 84th percentiles of the resulting \([\text{Fe/H}]_{\text{init}}\) distribution. For cases with asymmetric input error bars, points are sampled from an asymmetric Gaussian distribution with different widths above and below the central value.

2. The effects of model stochasticity are estimated using the tracks that define the boundaries of the shaded regions in Figure 1. We performed the same bilinear interpolation as above but using the upper and lower boundary tracks instead of the median relation, and we used these values as the estimate of the error due to model stochasticity.

The total error estimate for \([\text{Fe/H}]_{\text{init}}\) is the observational and stochastic error added in quadrature.\(^3\) This is calculated separately for the upper and lower bounds. See Bailin (2021) for the code that performs this reconstruction.

4.2. Results

All information about each Milky Way GC is given in Table 1. Columns 1 and 2 list the name and alternate names for the cluster. Column 3 lists the initial mass from Balbinot & Gieles (2018), Column 4 lists our adopted \([\text{Fe/H}]\), Column 5 gives the internal iron spread \( \sigma_0 \), and Column 6 shows the predicted value of \( \sigma_0 \) from the GCZCSE model. The reconstructed values of \([\text{Fe/H}]_{\text{init}}\) using \( \sigma_0 \) and \( M_{\text{init}} \) are in Columns 7 and 8, respectively, and the proposed progenitor accretion event in the literature (see Section 5) is in Column 9.

Figure 5 shows all of the GCs with measured values of \( \sigma_0 \) in the \([\text{Fe/H}]-M_{\text{init}}-\sigma_0\) parameter space. The curves show the predictions of the B18 self-enrichment model (the uncertainties

\(^3\) We ignore cross-terms because we found no correlation between the model stochasticity errors and the location of a point within the Monte Carlo cloud.
Figure 6. As in Figure 5, but data points are colored by [Fe/H]_{init}(M_{init}), i.e., the value of [Fe/H]_{init} interpolated from the model tracks in panel (a) based on the mass M_{init}. FSR 1758 is not plotted due to the large uncertainty in its M_{init}.

are omitted but are identical to the shaded regions in Figure 1). Data points are colored by [Fe/H]_{init}(σ_0), i.e., by interpolation between tracks in panel (c). Note that aside from Terzan 5 (see Section 4.3), no other GCs lie in the high-[Fe/H], high-σ_0 forbidden region at the top right of panel (c); their internal iron abundance dispersion is explainable by self-enrichment during the formation of a GC and does not inherently require a deeper potential well like a dwarf galaxy (see, however, Section 5). The colors of the data points also match the model tracks well in panel (a) and, to a lesser degree, panel (b), suggesting that the observed GCs lie near the manifold in the three-dimensional parameter space that is traced by the model tracks.

It is interesting that although the GCZCSE model predicts that it is easiest for clusters with the lowest metallicities to achieve high internal dispersion, the highest-σ_0 clusters are not those with the lowest metallicity but have [Fe/H] \sim -1.5. This is because these clusters have among the highest mass of all of the clusters, as seen in panel (b); the combination of moderately low metallicity and very high mass gives a larger dispersion than the low-mass, lower-metallicity clusters, and the colors of those data points are similar to the colors of the surrounding model tracks.

The bulge cluster FSR 1758 has a lower limit log M_{init} > 5.46. We can use the self-enrichment model to back out the value of M_{init} that would be consistent with its observed value of σ_0 = 0.069. By interpolating between model tracks, the best fit has log M_{init} = 6.3, suggesting that its current mass is a factor of \sim 7 times less than its initial mass, i.e., it has lost \approx 85% of its mass. Although large, this is not an unusual amount of mass loss for a cluster orbiting in the dense inner galaxy (Balbinot & Gieles 2018).

Figure 6 shows the same information but with data points colored by [Fe/H]_{init}(M_{init}), i.e., by interpolation between tracks in panel (a). Note that no GCs lie in the low-[Fe/H], high-M_{init} regime that is forbidden by the self-enrichment model; no GC has less iron in it than the minimum that would be provided by pure self-enrichment in a pristine protocluster cloud. The colors of the data points again match the model tracks well in panel (c) and, to a lesser degree, panel (b): the two methods of determining [Fe/H]_{init} give consistent answers. This is explored further in Figure 7, which directly compares them. Panel (a) demonstrates the correlation explicitly. The only two GCs that appear to fall off the relation are two low-[Fe/H] clusters that are in the regime where the model tracks bunch up and consequently the uncertainty in [Fe/H]_{init}(M_{init}) is unusually large; these are also the two largest outliers in Figure 3. The data points tend to lie slightly above the one-to-one line; this can be seen more clearly in panel (b), which plots the offset between the two determinations as a function of metallicity. The [Fe/H]_{init}(M_{init}) values are systematically offset 0.049 dex higher. This is independent of the magnitude of the model correction: the data points are colored by [Fe/H] - [Fe/H]_{init}(σ_0). This is another manifestation of the fact that the model systematically underpredicts the iron abundance spread (Figure 3). Note that [Fe/H]_{init}(σ_0) and [Fe/H]_{init}(M_{init}) are not truly independent because both depend on [Fe/H], and so the scatter is smaller than the error bar on each individual determination.

The 92 GCs with measured [Fe/H] and M_{init} but no measured value of σ_0 are shown in Figure 8, along with model
track predictions of $[\text{Fe}/\text{H}]_{\text{init}}(M_{\text{init}})$ and $\sigma_0$. These clusters tend to be less massive and more metal-rich than for those clusters with measured $\sigma_0$, which is entirely due to selection effects—detailed distributions of chemical abundances are harder to obtain toward the bulge, which contains more metal-rich GCs, and it is difficult to obtain a good sample of luminous RGB stars for lower-mass clusters. Still, it is notable that even including these GCs does not reveal any in the forbidden space are much more robust to the model parameter space. Predicted values of $[\text{Fe}/\text{H}]_{\text{init}}(M_{\text{init}})$ and $\sigma_0^{\text{pred}}$ for these clusters are again taken by bilinear interpolation between the model tracks, with uncertainties determined as above.

Given that the predictions of the GCZCSE model in $[\text{Fe}/\text{H}]-\sigma_0$ space are much more robust to the model parameters (B18), we use $[\text{Fe}/\text{H}]_{\text{init}}(\sigma_0)$ as the best determination of $[\text{Fe}/\text{H}]_{\text{init}}$ when it is available, and use $[\text{Fe}/\text{H}]_{\text{init}}(M_{\text{init}})$ otherwise. The values $\sigma_0^{\text{pred}}$ can be used to guide new observational campaigns looking for multiple populations and iron abundance variations in GCs. There are no missing clusters with very large predicted iron spreads—all clusters without measured values of $\sigma_0$ have $\sigma_0^{\text{pred}} < 0.1$, which is perhaps not surprising given that observations have already targeted most of the most massive clusters. However, there are clusters in the bottom-right region of Figure 8(b) that have predicted spreads that could be measurable: NGC 6293 has $\sigma_0^{\text{pred}} = 0.084$, and NGC 6287, NGC 6541, and NGC 6779 all have $\sigma_0^{\text{pred}} \sim 0.06$. We suggest these as interesting targets for future observations.

### 4.3. Terzan 5

Terzan 5 is the one GC that unambiguously cannot be explained by the GCZCSE model. It has long been known as a wildly discrepant system with subpopulations that differ not only in iron abundance but also by approximately 7 Gyr in age, and with abundance patterns that look more like bulge field stars than the multiple populations of GCs (Origlia et al. 2011, 2019; Massari et al. 2014; Ferraro et al. 2016).

Terzan 5’s location deep in the bulge suggests that its formation was dominated by its environment rather than forming as a relatively isolated system as envisioned in the GCZCSE model. Among the possibilities that have been considered in the literature are that it was simply a particularly dense piece of the protobulge, that it is the remnant of a stripped dwarf galaxy, or that it is the product of a merger between two GCs or a GC and a giant molecular cloud (Massari et al. 2014; McKenzie & Bekki 2018; Pfeffer et al. 2021). Regardless, it is clear that its formation was significantly different enough from that of the other GCs that the GCZCSE model does not provide a good lens for understanding it, and so we ignore it for the remainder of this paper.

### 5. Age–Metallicity Relation of Milky Way Constituents

The age–metallicity relation (AMR) of all clusters for which we have determined $[\text{Fe}/\text{H}]_{\text{init}}$ are shown in Figure 9. The left panel shows the observed $[\text{Fe}/\text{H}]$ values, with the metal-rich branch at the top and metal-poor branch at the bottom readily apparent. The right panel shows the initial metallicities, $[\text{Fe}/\text{H}]_{\text{init}}$. The overall features from the left panel are strongly preserved in the right panel, which is not surprising because the self-enrichment correction is small for most clusters (67% have corrections of less than 0.02 dex). However, there are clearly differences—of the remaining clusters, the median correction is 0.08 dex, and they range up to 0.62 dex for NGC 5139 ($\omega$ Cen). The overall consistency of these two panels means that the framework of the Milky Way’s accretion history that has been built up by studying the AMR of GCs to date (e.g., Kruissjen et al. 2020) is robust to the impact of self-enrichment.

GCs have been assigned to progenitors based on Gaia DR2 kinematics by Massari et al. (2019), with a few modifications per Kruissjen et al. (2020), Yuan et al. (2020), and Naidu et al. (2020):
1. The “low-energy” clusters have been relabeled “Kraken” (Kruijssen et al. 2020).
2. The Main-Disk and Main-Bulge populations are analyzed together and labeled “Main”.
3. Pal 1 is considered ambiguous Main/H-E.
4. NGC 6441 is considered ambiguous Kraken/Main.
5. E3 is considered ambiguous H99/Main.
6. NGC 6121 is considered ambiguous Kraken/Main.
7. NGC 5024 and NGC 5053 are considered ambiguous Wukong/H99.

The “high-energy” clusters are thought to belong to the ensemble of low-mass accretion events that each only brought in one or two clusters and therefore are not expected to show a unique chemical enrichment track (Massari et al. 2019; Kruijssen et al. 2020).

The AMR of the GCs assigned to each progenitor is shown in Figure 10. Each panel shows the background distribution of all Milky Way GCs as small gray points. GCs with ambiguous assignments are shown as multicolored points. Once again, the overall features of each AMR are preserved whether looking at $[\text{Fe/H}]_{\text{init}}$ or $[\text{Fe/H}]$, although individual clusters do move.

It is interesting to note that for the larger progenitors Gaia-Enceladus and Kraken, what appears to be a single age-metallicity sequence with some spread when looking at $[\text{Fe/H}]$ appears more like distinct parallel sequences when using $[\text{Fe/H}]_{\text{init}}$. The Helmi streams also potentially show two sequences, apparent in both $[\text{Fe/H}]$ and $[\text{Fe/H}]_{\text{init}}$. This substructure within each progenitor’s AMR could be an indication of their own complex history before being accreted onto the Milky Way.

Pfeffer et al. (2021) identified NGC 5139 ($\omega$ Cen), NGC 6273, and NGC 6715 (M54) as nuclear star clusters (NSCs) of the galaxies associated with the Gaia-Enceladus, Kraken, and Sagittarius accretion events, respectively. An NSC would not form from a semi-isolated gas cloud as envisioned in the GCZCSE model but would instead have a much deeper gravitational potential well and potentially new infalling material throughout its life, which could result in a more prolonged and complex star formation history, as is observed for these objects. Therefore, although the GCZCSE model is able to produce clusters with sufficiently large values of $\sigma_0$ that is not the best lens through which to view them for a number of reasons. First, GCZCSE assumes that the protocluster gas cloud is initially well
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mixed and so the only source of abundance variations is from self-enrichment, but if infalling gas with a different composition contributed to some of the stars, different stars would effectively have different initial metallicities, which would increase the dispersion. Second, the amount of dispersion depends on the amount of ejecta retained, which depends heavily on the depth of the potential well. If the potential well was significantly deeper than inferred from the mass of stars, or if there were other gas in the vicinity that provided pressure that helped contain the supernova ejecta from escaping, then the amount of self-enrichment, and therefore the amount of dispersion, would be larger. Therefore, the derivation of $[\text{Fe/H}]_{\text{init}}(\sigma_0)$ in these cases may not be correct. Indeed, all three clusters have $[\text{Fe/H}]_{\text{init}}(\sigma_0)$ that lie well below the AMRs of their associated progenitors. We therefore consider this to be corroborating evidence that these clusters were NSCs and caution that their $[\text{Fe/H}]_{\text{init}}$ in Table 1 is an underestimate.

5.1. Ambiguous Associations

5.1.1. E3

Kinematically assigned as Main/H99 by Massari et al. (2019), E3 is much more metal rich than the H99 sequence but sits squarely within the Main AMR. We therefore agree with Kruissen et al. (2020) that E3 is a main progenitor cluster.

5.1.2. FSR 1758

Myeong et al. (2019) identified FSR 1758 as part of Sequoia based on kinematics, while Romero-Colmenares et al. (2021) used a reanalysis of the kinematics and abundance information to argue that it is part of Gaia-Enceladus. Both Sequoia and Gaia-Enceladus have similar AMRs, at least at the $>11.5$ Gyr ages where they overlap, and so we cannot distinguish between these scenarios based on $[\text{Fe/H}]_{\text{init}}$.

5.1.3. NGC 3201 and NGC 6101

Like FSR 1758, NGC 3201 and NGC 6101 are consistent with both Massari et al. (2019) associations of Sequoia and Gaia-Enceladus.

5.1.4. NGC 5024 and NGC 5053

Kinematically assigned as H99 by Massari et al. (2019) but to the newly found Wukong stream by Yuan et al. (2020) and Naidu et al. (2020), both GCs lie at a similar location in the AMR that is consistent with both origins.

5.1.5. NGC 5139 ($\omega$ Cen)

Assigned to either Gaia-Enceladus or Sequoia by Massari et al. (2019), but firmly as Gaia-Enceladus by Pfeffer et al. (2021) based on kinematics. When looking at $[\text{Fe/H}]_{\text{init}}$, it lies well below the AMR of both progenitors, likely because it is an NSC as argued above, and so the metallicity does not shed any further light on its association.

5.1.6. NGC 5634

Kinematically assigned to either Gaia-Enceladus or the Helmi streams by Massari et al. (2019). Based on $[\text{Fe/H}]$, it appears to be consistent with the Helmi streams and too metal poor for Gaia-Enceladus’s AMR. When looking at $[\text{Fe/H}]_{\text{init}}$, it is at the bottom but not completely discrepant with Gaia-Enceladus’s AMR; however, the only similar cluster is NGC 5139, where $[\text{Fe/H}]_{\text{init}}(\sigma_0)$ is likely too low because it is an NSC. We therefore prefer the association with the Helmi streams.

5.1.7. NGC 5904

Kinematically assigned to either Gaia-Enceladus or the Helmi streams by Massari et al. (2019). It lies well within Gaia-Enceladus’s AMR and is also consistent with the upper part of the H99 AMR, so we cannot distinguish between these origins.

5.1.8. NGC 6121

Kinematically assigned as Kraken by Massari et al. (2019), but ambiguous between Kraken and the Main progenitor by Kruissen et al. (2020). When looking at $[\text{Fe/H}]$, its metallicity appears to be too high for Kraken, but when looking at $[\text{Fe/H}]_{\text{init}}$, it appears consistent with the upper track of Kraken’s AMR. We therefore prefer the interpretation that its
Figure 10. Panels (a) and (b) show the age–metallicity relationship of GCs associated with the main progenitor of the Milky Way in large black symbols, with small gray points denoting clusters from other progenitors. GCs with ambiguous assignments are denoted by multicolored points. The left panel plots each cluster at its current [Fe/H], while the right panel shows the predicted [Fe/H]$_{\text{tot}}$ as in Figure 9. The remaining panels show the clusters associated with other progenitors; progenitor assignment mostly follows Massari et al. (2019) except as noted in the text.
Figure 10. (Continued.)
progenitor is Kraken, but cannot rule out that it formed in the Main progenitor.

5.1.9. NGC 6441

Kinematically assigned as Kraken by Massari et al. (2019) but to the Main progenitor by Kruĳssen et al. (2020) due to its high [Fe/H]. When looking at [Fe/H]$_{\text{init}}$, it still lies at the top of Kraken’s AMR but is less of an outlier. We therefore consider both interpretations possible.

5.1.10. Pal 1

Kinematically assigned as Main by Massari et al. (2019), Kruĳssen et al. (2020) conclude it was accreted due to its discrepant location on the AMR. The [Fe/H]$_{\text{init}}$ analysis also shows it to lie in the accreted part of the AMR, so we assign it to the “high-energy” group.

6. Conclusions

We have used the B18 clumpy self-enrichment model GCZCSE for GC formation to predict the effects of self-enrichment on a GC’s metallicity, [Fe/H], and internal iron abundance spread, $\sigma_f$, for a large grid of protocluster masses, $M_{\text{init}}$, and initial metallicities, [Fe/H]$_{\text{init}}$. We find that the effects of self-enrichment are greater for more-massive protoclusters, which had a deeper gravitational potential well that was better able to hold onto supernova ejecta, and for those with lower [Fe/H]$_{\text{init}}$, where the relative importance of the new metals is larger. We find that high-mass clusters have a metallicity floor where almost all of the final metallicity of the cluster was produced by self-enrichment; in this regime, the final metallicity of the cluster is independent of the initial protocluster metallicity, but the degeneracy is broken by the metallicity spread within the cluster: clusters with lower [Fe/H]$_{\text{init}}$ have larger values of $\sigma_f$.

The GCZCSE model provides a unique mapping between the initial mass and metallicity of the protocluster and the final (observable) metallicity and metallicity spread that we see today, allowing us to reconstruct the initial protocluster metallicity. We have updated the B19 catalog of iron abundance spreads in observed GCs, and reconstructed the [Fe/H]$_{\text{init}}$ predicted by the GCZCSE model for all clusters for which $\sigma_f$ and/or $M_{\text{init}}$ is available. We find that both methods of reconstruction give consistent results but prefer using $\sigma_f$ when available due to its greater robustness.

Among clusters that do not yet have solid measurements of $\sigma_f$, we suggest NGC 6293, NGC 6287, NGC 6541, and NGC 6779 as potentially interesting future targets to search for iron abundance spreads.

We have reconstructed the AMRs of a number of accretion events in the Milky Way’s history that have been proposed in the literature based on kinematics. These histories should be clearer when looking at the initial metallicity, [Fe/H]$_{\text{init}}$, instead of the current metallicity, [Fe/H]. In the cases of E3, NGC 5634, NGC 6121, and Pal 1, this information helps resolve kinematic ambiguities as to which accretion event they are associated with. However, the corrections are mostly small, and so the overall AMRs, and therefore the overall framework of the Milky Way’s history that has been built up by studying the AMR of GCs, are robust to the impact of self-enrichment. There are, however, hints of substructure within the AMRs of the larger accretion events (particularly Gaia-Enceladus, Kraken, and the Helmi streams) that may point to their progenitors having had their own complex formation histories, a topic we will return to in a forthcoming paper (Bailin 2022).

Finally, we note that although the GCZCSE model can successfully explain the relationship between the initial protocluster properties and the final metallicity and iron abundance spread in the majority of Milky Way GCs, it assumes that GCs form as semi-isolated systems whose gravitational potential was dominated by the protocluster gas cloud and which acquired no new material. There are four Milky Way clusters where it does a poor job because these assumptions were likely violated:

1. Terzan 5 has much too high a value of $\sigma_f$ given its high metallicity to be explainable with the GCZCSE model and has almost certainly been strongly affected by its location deep in the bulge.
2. NGC 5139 (ω Cen), NGC 6273, and NGC 6715 (M54) have been previously identified as nuclear star clusters from the Gaia-Enceladus, Kraken, and Sagittarius accretions and so formed in the centers of dwarf galaxies with deeper potential wells and complicated interactions with their environment. Although the GCZCSE model can produce clusters with their present-day metallicity and $\sigma_f$, the required values of [Fe/H]$_{\text{init}}$ lie well below the AMRs of their associated accretion events, implying that these other factors have contributed strongly to their iron abundance spreads.
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Appendix

Data from Mészáros et al. (2020)

A.1. Issues at Low Signal-to-noise Ratio

When incorporating the M20 data into our previous measurements, it became clear that the M20 data always preferred a larger value of $\sigma_f$ than any other data set. Further investigation revealed that this was because M20 measurements for spectra with $S/N < 200$ have systematically lower values of [Fe/H], sometimes by over 0.4 dex.

To investigate this, we cross-matched the M20 data with other studies. There were six clusters (seven data sets) where we could easily match individual stars between M20 and another data set due to the availability of 2MASS identifiers: NGC 104, NGC 2808, NGC 6121, NGC 6809 (Wang et al. 2016, 2017), NGC 6229 (Johnson et al. 2017), and NGC 6553 (Tang et al. 2017). We should expect these values to be correlated with each other with a uniform offset, and scatter consistent with the errors. NGC 104 (47 Tuc) is an illustrative example: most stars are consistent, but a few have much lower values of [Fe/H]—approximately 0.5 dex—in M20 (Figure 11(a)).

These discrepant low values are found for stars with lower $S/N$. Figure 11(b) shows the difference between the M20 and cross-matched literature value of [Fe/H] (with the cluster median offset
Figure 11. (a) [Fe/H] measurements for NGC 104 stars in common between Mészáros et al. (2020) and Wang et al. (2017). The black solid line shows the one-to-one relation shifted by the median offset of 0.155 dex. Most points are entirely consistent between the two studies aside from the offset, but two stars have [Fe/H] approximately 0.5 dex lower than expected in M20. (b) Difference between the Mészáros et al. (2020) value of [Fe/H] and the literature value, $\Delta[\text{Fe/H}]$, vs. the M20 S/N, for all matched stars. The median offset has been subtracted out for each cluster. The discrepancy measurements with $\Delta[\text{Fe/H}] < -0.2$ all have S/N < 200 (dotted black line). Literature values come from Wang et al. (2016, 2017), Johnson et al. (2017), and Tang et al. (2017); for NGC 6809 the Wang et al. (2017) GIRAFFE and UVES data are analyzed separately. (c) [Fe/H] measurements for NGC 104 stars in Mészáros et al. (2020) relative to the cluster median, divided by the measurement uncertainty, vs. the M20 S/N. The dotted black line indicates S/N = 200. Unlike in panel (a), here we use all M20 data regardless of whether a matching measurement exists in another data set. The background histograms show the distribution of points for S/N $> 200$ (top) and S/N $< 200$ (bottom), which demonstrates that the low-S/N data points have a wider distribution and are shifted to the left. (d) Metallicity vs. radial velocity of all stars listed as belonging to NGC 6205 in M20 with S/N > 200. Stars that we have identified as interlopers based on this diagram are marked with an x.

Even without the cross-matched data, internal analysis of all the M20 data reveals a problem at low S/N. Again using NGC 104 as an illustrative example, Figure 11(c) shows the measurements of [Fe/H] relative to the cluster median value of [Fe/H] = −0.633, divided by the measurement uncertainty, versus S/N. This should be a vertical swath of points centered at ~0 with a width that is either uniform, if there is no intrinsic dispersion, or decreasing to lower S/N, if there is intrinsic dispersion. However, below S/N < 200 there are two extreme low-[Fe/H] outliers; moreover, the width of the distribution increases, and the center of the distribution moves to lower [Fe/H] at increasingly low S/N. Because S/N is a property of the observation, not of the star, there should not be a physical trend between the metallicity of a star and the S/N of the observation; this trend must be an artifact. All of these effects manifest themselves at S/N < 200.

Comparing the top and bottom histograms in Figure 11(c) makes it clear that including the low-S/N points would act to artificially increase the measured dispersion $\sigma_v$. First, the width of the distribution increases at lower S/N, which could perhaps be mitigated by recalibrating the uncertainty. However, more insidious is the shift in the central value; adding together even a narrow data set with an offset central value mimics intrinsic dispersion. We therefore adopt an S/N = 200 cutoff for M20 stars to be included in our analysis.

A.2. Interlopers

Examination of the [Fe/H]−$v_{\text{helio}}$ distribution of S/N > 200 stars associated with each cluster sometimes revealed obvious interlopers. The clearest example was NGC 6205 (Figure 11(d)).
The list of interlopers we removed in our analysis is given in Table 2.
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