Hybrid exchange-correlation functional for accurate prediction of the electronic and structural properties of ferroelectric oxides
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Using a linear combination of atomic orbitals approach, we report a systematic comparison of various Density Functional Theory (DFT) and hybrid exchange-correlation functionals for the prediction of the electronic and structural properties of prototypical ferroelectric oxides. It is found that none of the available functionals is able to provide, at the same time, accurate electronic and structural properties of the cubic and tetragonal phases of BaTiO3 and PbTiO3. Some, although not all, usual DFT functionals predict the structure with acceptable accuracy, but always underestimate the electronic band gaps. Conversely, common hybrid functionals yield an improved description of the band gaps, but overestimate the volume and atomic distortions associated to ferroelectricity, giving rise to an unacceptably large c/a ratio for the tetragonal phases of both compounds. This super-tetragonality is found to be induced mainly by the exchange energy corresponding to the Generalized Gradient Approximation (GGA) and, to a lesser extent, by the exact exchange term of the hybrid functional. We thus propose an alternative functional that mixes exact exchange with the recently proposed GGA of Wu and Cohen [Phys. Rev. B 73, 235116 (2006)] which, for solids, improves over the treatment of exchange of the most usual GGA’s. The new functional renders an accurate description of both the structural and electronic properties of typical ferroelectric oxides.

PACS numbers: 71.15.Mb, 71.15.Ap, 71.15.Nc, 77.84.Dy

I. INTRODUCTION

Ferroelectric (FE) oxides constitute an important class of multifunctional compounds, attractive for various technical applications in fields such as electronics, electromechanical energy conversion, non-linear optics or non-volatile data storage.1, 2 Since the early 1990’s, these compounds were the subject of numerous first-principles studies based on Density Functional Theory (DFT), most of which were performed within the usual Local Density Approximation (LDA) and, to a lesser extent, the Generalized Gradient Approximation (GGA).3, 4 Although many successes have been achieved, the typical inaccuracies of these popular approximations impose considerable limitations.

The LDA is well known to underestimate the lattice constants. While the typical underestimation of only 1 or 2 % of the experimental value is in many contexts regarded as acceptable, it reveals itself quite problematic in the study of FE oxides whose structural instabilities are extremely sensitive to volume changes and, usually, suppressed significantly for the LDA equilibrium lattice constants.8 In some cases, calculations are performed at the experimental volume to obviate this problem. However, such a method is not fully consistent and is unfeasible when experimental data are unavailable. Also, in the study of epitaxial multilayers in which different materials alternate, because the LDA errors pertaining to the lattice constants of the different compounds may be slightly different, it is impossible to impose a correct epitaxial strain simultaneously to all the layers.5, 6

In most cases, the GGA constitutes a significant improvement over the LDA, although it has a tendency to overcorrect the LDA error for the equilibrium volume, thus leading to overestimations. In the case of ferro-electrics, however, the well known GGA functional of Perdew, Burke and Ernzerhof (GGA-PBE)6 performs significantly worse than the LDA, yielding a wrong super-tetragonal structure in BaTiO3 and PbTiO3.6 It was only very recently that Wu and Cohen5 proposed a modified GGA functional (GGA-WC) that is accurate for BaTiO3 and PbTiO3 and thus opens the door to a straightforward and reliable description of the structural properties of FE oxides. The so-called Weighted Density Approximation (WDA)10 has also been shown to constitute an improvement over the LDA.8, 11 However, since this approach is not available in the most widely used DFT codes, it has been applied only marginally.

It is also well known that the LDA and GGA usually lead to a significant underestimation of the band gaps of the Kohn-Sham electronic band structure (often by as much as a 50 %).12 This does not a priori constitute an intrinsic failure: Kohn-Sham particles are fictitious independent particles resulting from a mathematical construction, with no other formal link to the real interacting electrons of the system than the requirement to reproduce the same total density, and no guarantee to exhibit the same energy spectrum. However, although “exact” Kohn-Sham DFT should internally correct for the so-called band-gap problem in order to provide accu-
rate ground-state properties, that is not necessarily the case for approximate functionals. For example, the optical dielectric constant of insulators is usually badly reproduced within the LDA and GGA due to the absence of ultra non-local dependence of the exchange-correlation kernel. The band-gap problem becomes even more critical in, for example, the emerging field of magnetic ferroelectrics, where the LDA and GGA often render erroneous predictions of metallic for systems that are actually FE insulators, thus precluding further investigations. Also, pathological situations may occur in the study of metal/Figure interface: Because of the band-gap underestimation, the LDA often predicts the Fermi level of the metal to be erroneously aligned with the conduction bands of the FE, instead of being located within the gap. As a consequence, the LDA renders an unrealistic charge transfer from the metal to the FE, which in turn results in incorrect predictions for the properties of the interface or FE thin film under study. In view of all these failures, there is clearly a need for improved alternative functionals.

The so-called “hybrid” functionals that combine Hartree-Fock (HF) and DFT, such as B3PW and B3LYP and B1, are very popular in Quantum Chemistry as they have been shown to provide accurate description of the atomization energies, bond lengths, and vibrational frequencies, together with good energy spectra for most molecules. In the last decade, these hybrid functionals have been also increasingly applied to solids. As it was for instance illustrated on Si, B3LYP constitutes an interesting alternative to LDA and GGA, as it provides excitation energies in much better agreement with the experiment. Further, B3LYP has also been shown to significantly improve over the LDA results for magnetic oxides. Such hybrid functionals have been recently applied to ferroelectrics and, indeed, they provide a much better description of the electronic band gaps. However, a more exhaustive analysis that includes investigation of the structural and FE properties is still missing.

In this paper, we consider two prototypical ferroelectrics, barium titanate (BaTiO$_3$) and lead titanate (PbTiO$_3$), and show that, although B3LYP and B1 give an acceptable description of the electronic properties, they fail to reproduce the correct tetragonal polar phase of these two compounds due to the super-tetragonality introduced by the GGA exchange part and, to a lesser extent, the exact exchange contribution. Then, we resort to the GGA recently introduced by Wu and Cohen, which is known to be accurate for the structural properties of ferroelectrics, and construct an alternative hybrid functional (B1-WC) that, while remaining accurate for the structural properties, is also accurate in the prediction of the band gap and electronic structure. This functional opens the door to an improved theoretical description of both the electronic and structural properties of this important class of materials, as required in the especially challenging cases mentioned above.

The outline of the paper is as follows. In Section II we briefly introduce the concept of hybrid functional. In Section III we describe the technical details of our calculations. In Section IV we report the results obtained using the available functionals (LDA, GGA, B3LYP, B1 and HF), for the different phases of BaTiO$_3$ and PbTiO$_3$ and show that none of them gives simultaneously good structural and electronic properties. In the second part of the paper, we construct a different B1-WC hybrid functional by mixing the exact exchange with the GGA-WC functional. This functional is shown to provide an accurate description of both the electronic and structural properties of the ferroelectrics considered.

II. HYBRID FUNCTIONALS

DFT is a priori an exact theory but relies, within the Kohn-Sham formalism, on an universal exchange-correlation energy functional, $E_{XC}$, whose explicit form is unknown and that must be approximated. In the search of accurate exchange-correlation Kohn-Sham functionals, an additional difficulty arises from the fact that $E_{XC}$, obtained from the integration of the exchange-correlation hole, is not equal to the exchange-correlation energy of the many-electron interacting system. The difference originates in the transfer of part of the many-body kinetic energy $T_{XC}$ to the exchange-correlation term within the Kohn-Sham formalism. This additional kinetic contribution makes $E_{XC}$ even more complex to estimate that it could be a priori expected.

An exact relationship is however satisfied by $E_{XC}$, known as the adiabatic connection formula (or coupling-strength integration formula). Let us consider the following family of Hamiltonians with different electron-electron interactions governed by a single parameter $\lambda$ varying from 0 (noninteracting limit) to 1 (fully interacting limit):

$$H_{el}(\lambda) = \hat{T}_{el} + \lambda \hat{U}_{ee} + v_{\lambda}$$

where $\hat{T}_{el}$ is the kinetic energy operator, $\hat{U}_{ee}$ is the electron-electron potential energy operator and $v_{\lambda}$ is defined in such a way that all these Hamiltonians produce the same ground-state density $n$. For $\lambda = 1$, we have the fully interacting system with $v_{\lambda=1} = v_{ext}$, the external potential, while for $\lambda = 0$, we have the non-interacting system with $v_{\lambda=0} = v_{KS}$, the Kohn-Sham potential associated to the density $n$. It can be shown that the Kohn-Sham exchange-correlation energy corresponds to the average of the exchange-correlation potential energy for lambda ranging from 0 to 1, the integration over lambda generating the kinetic part of $E_{XC}$, which is known as the adiabatic connection formula:

$$E_{XC} = \int_{0}^{1} d\lambda E_{XC,\lambda}.$$
$E_{XC,\lambda}$ is the potential energy of exchange-correlation at intermediate coupling strength $\lambda$,

$$E_{XC,\lambda} = \langle \psi_\lambda | \hat{U}_{xc} | \psi_\lambda \rangle - E_H \quad (3)$$

where $E_H$ is the classical electrostatic Hartree energy and $\psi_\lambda$ are the ground-state wave functions at the coupling strength $\lambda$.

This result is illustrated in Fig. 1. At $\lambda = 0$, from Eq. 3 $E_{XC,\lambda=0} = E_X$ where $E_X = \langle \psi_0 | \hat{U}_{xc} | \psi_0 \rangle - E_H$ is the exact exchange energy of the system defined as within the Hartree-Fock method but on the basis of the Kohn-Sham wavefunctions $\psi_0$. At $\lambda = 1$, $E_{XC,\lambda=1}$ in Eq. 3 corresponds to the many-body potential energy of exchange-correlation of the fully interacting system. The Kohn-Sham exchange-correlation energy, $E_{XC}$, is provided by Eq. 2 and corresponds to the light gray area in Fig. 1. It differs from the many-body exchange-correlation energy of the fully interacting system by $T_{xc}$ (dark gray area in Fig. 1) corresponding to the transfer of many-body kinetic energy along the path of integration over $\lambda$ between 0 and 1.

From Fig. 1 it appears that $E_{XC}$ could be obtained from mixing of exact exchange energy ($E_X = E_{XC,\lambda=0}$) and many-body ($E_{XC,\lambda=1}$) exchange-correlation potential energy (end-points of the integration path over $\lambda$). The exact value of this mixing is however unknown and depends on the shape of the curve describing the evolution of $E_{XC,\lambda}$ with $\lambda$. If the evolution was perfectly linear, we would simply get the exact result,

$$E_{XC} = \frac{1}{2} (E_X + E_{XC,\lambda=1}) \quad (4)$$

The simple half-and-half hybrid functional proposed by Becke is based on Eq. 4 and it is defined as $18, 40$:

$$E_{XCh} = \frac{1}{2} (E_X + E_{XC,\lambda=1}) \quad (5)$$

More sophisticated mixing schemes were further proposed to better capture the evolution of $E_{XC,\lambda}$ with $\lambda$.

B3PW and B3LYP are based on the following mixing scheme:

$$E_{XC}^{B3LYP} = E_X^{LDA} + A(E_X - E_X^{LDA}) + (1 - A)B(E_X^{GGA} - E_X^{LDA}) + E_X^{LDA} + C(E_X^{GGA} - E_X^{LDA}),$$

where $A=0.2, B=0.9, C=0.81$ are the three Becke’s mixing parameters which were determined by fitting experimental data on molecules $19$. $E_X^{LDA}$ and $E_X^{GGA}$ are the exchange and correlation energy within LDA, and $E_X^{GGA}$ and $E_X^{GGA}$ are the exchange and correlation energy within the GGA functional. The B3PW functional includes the Becke’s GGA exchange and the GGA correlation of Perdew and Wang $17$, whereas the B3LYP functional includes the Becke’s GGA exchange and the GGA correlation of Lee, Yang and Parr $49$ for $E_X^{GGA}$ and $E_X^{GGA}$ respectively.

The more recent B1 hybrid functional sets $B=1$ and $C=1$ simplifying the mixing procedure to the only exact exchange mixing parameter $A$ $21, 22$:

$$E_{XC}^{B1} = E_X^{GGA} + A(E_X - E_X^{GGA}) \quad (7)$$

Fitting the experimental data, Becke determined the values of 0.16 and 0.28 for the A parameter depending on the choice of the GGA functional used in $E_X^{GGA}$ and $E_X^{GGA}$. Perdew, Ernzerhof and Burke provided a qualitative physical justification for the B1 functional and for the empirical value of A parameter $50$. They showed that A~0.25 is to be expected for the atomization energies of most molecules, while a larger values may be more appropriate for total energies of atoms and molecules, and smaller values for atomization energies of molecules with nearly degenerate ground states of the unperturbed $\lambda = 0$ problem.

III. TECHNICAL DETAILS

Our calculations have been performed using the linear combination of atomic orbitals (LCAO) method as implemented in the CRYS$\text{TAL}$ code $20$. Results have been obtained using (i) DFT at the LDA and GGA levels, (ii) hybrid functionals B3LYP and B1, and (iii) the Hartree-Fock method. For the LDA calculations, we used the Dirac-Slater exchange $51$ and the Vosko-Wilk-Nusair correlation $52$ functionals. For the GGA calculations, we considered the exchange and correlation functional of Perdew, Burke and Ernzerhof (GGA-PBE) $7$ as well as that of Wu and Cohen (GGA-WC) $6$. As for the hybrids, we considered the conventional B3LYP functional and a B1 functional with $A = 0.16$, using Becke’s GGA exchange and Perdew-Wang GGA correlation functionals. $21$ A different B1-WC functional that we introduce in Section V-B makes use of the Wu-Cohen GGA exchange-correlation functional and $A = 0.16$. 

FIG. 1: Kohn-Sham exchange-correlation energy $E_{XC}$ (light gray area ) is obtained as the potential energy of exchange-correlation of the fully interacting system $E_{XC,\lambda=1}$ modified by a positive quantity of the transferred kinetic energy $T_{xc}$ (dark gray area) all along the path of integration of the coupling constant $\lambda$. 

$0 \leq \lambda \leq 1$.
We should note here that our calculations for the various exchange-correlation functionals differ only in the exchange-correlation functional used; that is, all the remaining parameters and approximations, including the pseudopotentials, are common to all our calculations. It should be noted here that keeping always the same pseudopotentials, irrespectively of the exchange-correlation functional, seems to be the dominant way to proceed in the community traditionally working with HF and hybrid functionals. The pseudopotentials employed are generated from HF calculations, and it can be argued that they constitute a reasonable choice. On the other hand, the DFT community working on ferroelectrics has always favored an alternative approach that involves the generation of the corresponding pseudopotentials for each exchange-correlation functional. Being aware of these two possibilities, in this work we have performed all our calculations following two approaches: (i) we used HF pseudopotentials for Ba, Pb and Ti atoms, considering explicitly all the electrons of oxygen and (ii) we have also performed calculations in which Ti, together with O, is treated at the all-electron level. Since, the Ti and O atoms play a key role as far as the FE properties are concerned, such an approach allows us to quantify the magnitude of the error that might be caused by the use of the common HF pseudopotentials. Interestingly, we will see that such a pseudopotential approximation is reasonable except in the case of the Wu-Cohen GGA functional. The HF pseudopotentials and the localized Gaussian-type basis sets used here are those from Ref. [43]. The basis sets include polarization d-orbitals for O ions and were optimized for both BaTiO₃ and PbTiO₃. For the calculations of the cubic phases of other perovskite compounds which we have considered, the HF pseudopotentials and basis sets are as follow: Sr (from Ref. [43]), Ca (from Ref. [54], Zr (all electron from Ref. [54]), R (all electron from Ref. [55]), and Ta (from Ref. [56]).

Other technical details are as follows. Brillouin zone integrations were performed using a 6×6×6 mesh of k-points, and the self-consistent-field calculations were considered to be converged when the energy changes between interactions were smaller than 10⁻⁵ Hartree. An extra-large predefined pruned grid consisting of 75 radial points and 974 angular points was used for the numerical integration of charge density. For the cubic phases we have optimized the lattice constants, whereas for the tetragonal phases we have performed, except where otherwise indicated, full optimizations of the lattice constants and atomic positions. The optimization convergence of 3×10⁻⁵ Hartree/Bohr in the root-mean square values of forces and 1.2×10⁻⁴ Bohr in the root-mean square values of atomic displacements was simultaneously achieved for both atomic position and lattice constant optimizations. The level of accuracy in evaluating the Coulomb and exchange series is controlled by five parameters. [20]

The values used in our calculations are 7, 7, 7, 7, and 14. For computing the spontaneous polarization a denser mesh of 10×10×10 k-points was used. Also, for phonon frequency calculations we have used the finite atomic displacements of 0.0005 Å for numerical evaluations of the energy derivatives and the energy convergence was increased to 10⁻¹² Hartree.

The quasiparticle band structure in Section IV-A was calculated within the GW approximation [57] as implemented in the ABINIT code. [58] The LDA eigenvalues were obtained using separable, extended norm-conserving pseudopotentials [59] and used as zero-order input in a perturbative fashion. [60] The LDA calculation was performed for a 4×4×4 k-point mesh inside the Brillouin zone with a cutoff energy of 50 Hartree. The dielectric matrix ε(q) was computed within the random phase approximation (RPA) for 461 G vectors including 200 bands (20 occupied and 180 unoccupied) in the summations. The dynamic dependence of ε⁻¹ was approximated using a plasmon-pole model [61] fitted to the actual calculated values of ε⁻¹ at two imaginary frequencies. The self-energy Σ was obtained by summing over 19 special k-points in the irreducible Brillouin zone, and over 400 bands (20 occupied and 380 unoccupied). This procedure was repeated iteratively by correcting the unoccupied eigenvalues with a scissor operator, matching the quasiparticle gap from one iteration to construct ε⁻¹ and the Green’s function for the next iteration, until convergence of the quasiparticle gap was reached. The eigenstates were assumed not to change. The accuracy of this procedure is beyond G0W0 in which no update is done at all and below self-consistent GW in which both the eigenvalues and eigenstates are updated. Finally, let us note we checked that, in spite of the technical differences between the two calculation schemes (e.g. basis sets and pseudopotentials), ABINIT and CRYSTAL give essentially the same result for the electronic band structure of BaTiO₃ at the LDA level. It is thus meaningful to compare the density-functional results obtained with CRYSTAL with the GW ABINIT results.

**IV. COMPARISON OF AVAILABLE FUNCTIONALS**

BaTiO₃ and PbTiO₃ are two prototypical FE perovskites. They both adopt at sufficiently high
temperature a paraelectric $Pm\bar{3}m$ cubic structure as shown in Fig. 2. When the temperature is lowered, they both undergo a structural phase transition ($T_c = 393$ K and 766 K for BaTiO$_3$ and PbTiO$_3$, respectively) and exhibit a FE $P4mm$ tetragonal phase at room temperature. While PbTiO$_3$ remains tetragonal down to 0 K, BaTiO$_3$ undergoes two additional structural phase transitions when the temperature is lowered, to orthorhombic and rhombohedral phases, respectively. The present study focuses on the cubic and tetragonal phases of these two representative compounds.

In this section, we compare the ability of the available DFT (LDA, GGA-PBE, GGA-WC) and hybrid (B3LYP, B1) exchange-correlation functionals to predict correctly their electronic, structural and FE properties.

### A. Electronic band structure

First, we compare the results obtained with the available functionals for the electronic band structure. In Fig. 3 we report the indirect ($E_g^i$) and direct ($E_g^d$) band gaps for the cubic phases of BaTiO$_3$ and PbTiO$_3$, as obtained for Ti all-electron calculations. The values were calculated at the corresponding theoretical lattice constants. For BaTiO$_3$ (resp. PbTiO$_3$) $E_g^i$ occurs along $[R - \Gamma]$ (resp. $[X - \Gamma]$) direction of the cubic Brillouin zone (Fig. 2b). For BaTiO$_3$, the results obtained with a recently proposed self-interaction-correction scheme (pseudo-SIC) and including GW corrections are also shown. The experimental $E_g^i$ values for BaTiO$_3$ and PbTiO$_3$ are finally mentioned for comparison.

On the one hand, it is shown that both LDA and GGA (PBE and WC) strongly underestimate the band gaps giving rather similar values of $E_g^i$ and $E_g^d$ (Fig. 3). On the other hand, HF strongly overestimates these values. Only B3LYP and B1 hybrid functionals give improved $E_g^i$ and $E_g^d$ values as previously reported in Ref. [43].

| TABLE I: GW corrections to the LDA eigenvalues for the bottom of conduction band ($\Delta E_{CB}$) and the top of valence band ($\Delta E_{VB}$) at different high symmetry points in the cubic Brillouin zone. |
|---|---|---|---|---|
| $\Gamma$ | $X$ | $M$ | $R$ |
| $\Delta E_{CB}(eV)$ | 1.01 | 1.05 | 1.03 | 1.08 |
| $\Delta E_{VB}(eV)$ | -0.54 | -0.59 | -0.55 | -0.54 |

It is interesting to discuss not only $E_g$ values but also the whole dispersion of the electronic band structure obtained within the different functionals. In Fig. 4 we report the electronic band structure of cubic BaTiO$_3$ calculated within LDA, B3LYP and including GW corrections. B1-WC results are also shown although they are only discussed in Section V-B. The 0 eV energy level corresponds to the top of the valence band (VB).

The group of valence bands in the energy range between $-5$ and 0 eV has a dominant O 2p orbital character, whereas the VB levels localized around $-11$ eV are composed mainly of Ba 5p orbitals (see the labels in Fig. 3b). The first five conduction bands (CB’s) correspond essentially to the Ti 3d states and these split in two groups of $t_{2g}$ and $e_g$ symmetry, respectively. The experimental results of the photoelectron spectroscopy of BaTiO$_3$ give a VB spread of $\sim 5.5 \pm 0.2$ eV, Ba 5p orbitals localized around $-12\pm0.2$ eV, and an $E_g^i$ value of $\sim 3.3\pm0.2$ eV. [71] The GW results are in good agreement with these data, taking into account the experimental uncertainties.

The GW correction to the LDA band structure does not simply correspond to a rigid upward shift of the Ti 3d conduction bands. Table IV shows the individual shifts of the bottom of CB ($\Delta E_{CB} = E_{CB}^{GW} - E_{CB}^{LDA}$) and the top of VB ($\Delta E_{VB} = E_{VB}^{GW} - E_{VB}^{LDA}$) at various high symmetry points of the cubic Brillouin zone. It highlights that the increase of the band gap is due both to an upward shift of the bottom of CB and a downward shift of the top of VB. The Ba 5p VB states are also differently affected by the GW correction and, as a result, their energy reduces with respect to that of the O 2p states.
FIG. 4: Electronic band structure of cubic BaTiO$_3$ at theoretical lattice constants within: (a) LDA, (b) B3LYP, (c) B1-WC and (d) GW approximation. The LDA, B3LYP and B1-WC band structures are given for Ti all-electron calculations.

Fig. 4b shows the B3LYP band structure, which is in much better agreement with the GW band structure than the LDA result. In particular, B3LYP and GW render a very similar dispersion of the O 2p top VB states. A few noticeable differences between the B3LYP and GW band structures exist such as (i) a near degeneracy at the X point in the CB of B3LYP which is lifted up in the case of GW, and (ii) the position of the Ba 5p VB states which are higher in energy.

B. Structural properties

Next we investigated the structural properties using the different functionals. We performed full optimizations of the cubic and tetragonal phases. The results of these optimizations are shown in Table II.

In the cubic phase, the lattice constants are in good agreement with those of Ref. [43]. Theoretical results from other authors are also shown for comparison. For BaTiO$_3$, both the LDA and GGA-WC slightly underestimate the experimental lattice constant (4.00 Å) whereas the GGA-PBE, B3LYP, B1 and HF slightly overestimate it. For PbTiO$_3$, the value of the cubic lattice constant at the FE phase transition (766 K) is 3.969 Å. If this value is extrapolated to 0 K it reduces to 3.93 Å. For BaTiO$_3$, the largest overestimate in the tetragonality, ~ 6% (resp. ~ 19%), is given by the B3LYP (resp. B3LYP and HF). The values of the tetragonality given by all functionals within the Ti all-electron calculations are only slightly reduced as compared to those obtained from Ti pseudopotential calculations, with the exception of the GGA-WC results for PbTiO$_3$. In that case, the tetragonality is strongly reduced from 1.131 to 1.086, a result that comes close to the experimental value of 1.071 extrapolated at 0 K. Such a special sensitivity of the GGA-WC functional to the use of HF pseudopotentials deserves further analysis. In summary from Table II only the GGA-WC functional (and, to a lesser extent, the LDA) succeed in correctly predicting the right tetragonal structures of BaTiO$_3$ and PbTiO$_3$.

C. Ferroelectric properties

Finally, we also investigated how the different available functionals reproduce typical FE properties such as the Born effective charges, the spontaneous polarization and the FE double-well energy.
First, we calculated the Born effective charges $Z^*$ of the optimized cubic phases. The Born effective charges were obtained computing the electronic polarization for small individual atomic displacements along the $z$-axis with $O_0$ and $O_\perp$ atoms located in the $z=0$ and $z=0.5$ planes, respectively (see Fig. 2a). $Z^*$ values obtained using different functionals are shown in Table III. The LDA, GGA-PBE, GGA-WC, B3LYP, and B1 render very similar results for the effective charges, whereas $Z^*_{\text{Ti}}$ and $Z^*_{\text{O}_0}$ obtained using the HF scheme are much smaller than those given by the other functionals. At the LDA level the $Z^*$ values are comparable with those of the previous pseudopotential calculations. For the different functionals which we have considered, $Z^*_{\text{Ti}}$ and $Z^*_{\text{O}_0}$ have a roughly linear dependence with the band gaps $E_g$, decreasing with $E_g$ values. In comparison to these results, we note that the pseudo-SIC method reported in Ref. 44 which provides a gap comparable to the experiment yields surprisingly small values close to HF. For the calculations including Ti pseudopotentials, $Z^*_{\text{Ba}/\text{Pb}}$ and $Z^*_{\text{O}_\perp}$ do not change significantly. There is only a small increase in the values of $Z^*_{\text{Ti}}$ and $Z^*_{\text{O}_0}$, suggesting that the HF Ti pseudopotential will lead to an overestimation of the polarization of the FE phases.

Then, the spontaneous polarization $P_s$ was also calculated using the Berry phase approach for the fully optimized tetragonal phases corresponding to each functional (see Table III). Because GGA-PBE, B3LYP, B1 and HF yield an erroneous super-tetragonal structure they overestimate the experimental values of $P_s$, which are 27 C/m$^2$ for BaTiO$_3$ and 0.5–1.0 C/m$^2$ for PbTiO$_3$. The LDA is found to underestimate the experimental value of $P_s$ in the case of BaTiO$_3$ and to produce a more accurate result for PbTiO$_3$. The GGA-WC, on the other hand, renders $P_s$ values that are in acceptable agreement with experiment for both BaTiO$_3$ and PbTiO$_3$. The $P_s$ values obtained with Ti pseudopotentials are typically larger than those obtained including all Ti electrons, which is consistent with the overestimations of the tetragonality and Born effective charges. The largest increase for BaTiO$_3$ corresponds to the HF results (~120 mC/m$^2$), whereas for PbTiO$_3$ the largest increase is given by the GGA-WC (~130 mC/m$^2$).
It is interesting to consider the energy difference $\Delta E_t$ between the paraelectric cubic and FE tetragonal phases, as such a quantity strongly correlates with (and can be expected to be roughly proportional to) the FE transition temperature. The cubic-tetragonal phase transition occurs at 393 K (766 K) for $\text{BaTiO}_3$ ($\text{PbTiO}_3$), which corresponds to an energy of 34 meV (66 meV). Hence, for $\text{BaTiO}_3$ the GGA-PBE, B3LYP, and B1 render $\Delta E_t$’s that are larger than our reference value, while the LDA, GGA-WC and HF schemes give smaller values. For $\text{PbTiO}_3$, the $\Delta E_t$ values obtained using the GGA-PBE, B3LYP, B1, and HF schemes are significantly larger than what one would expect. These results seem to be consistent with the LDA-based first-principles effective-hamiltonian studies in the literature, \cite{78,79} which predict transition temperatures that are usually lower than the experimental ones (by as much as 100 K in the case of $\text{BaTiO}_3$ and $\text{PbTiO}_3$). Our results indicate that the situation might be improved by using functionals that perform better than the LDA in what regards the description of the energetics of the system.

D. Summary

The results discussed so far clearly suggest that only the hybrid functionals can provide an accurate description of the electronic structure of FE materials, as the LDA and GGA typically underestimate the band gap by about a factor of two and HF calculations usually render large overestimations. At the same time, and unfortunately, these hybrid functionals yield erroneous predictions for the atomic structure of the FE phases, as best exemplified by the super-tetragonality problem that also pertains to the GGA-PBE scheme. In fact, we find that only the GGA-WC, and to a lesser extent, the LDA provide an accurate description of the structural properties of $\text{BaTiO}_3$ and $\text{PbTiO}_3$. As a result, we find that none of the available functionals is able to describe with acceptable accuracy both the electronic and structural properties of these systems.

V. B1-WC HYBRID FUNCTIONAL

A. Origin of B3LYP and B1 failure

In order to understand the origin of super-tetragonality given by the B3LYP functional, we have performed for $\text{BaTiO}_3$ calculations using different values of the three Becke’s mixing parameters (see Eq. 6). The results are summarized in Table IV.

First we note that the percentage of exact exchange ($A$ parameter) strongly affects the results of the band gaps and $c/a$ ratios, being responsible for the overestimate of...
the tetragonality obtained within HF. Yet, if we fix A at the value yielding accurate band gaps (A ≈ 0.2), it becomes clear that the main cause for the B3LYP super-tetragonality is Becke’s GGA exchange contribution (B parameter), which also leads to a relatively large value for the unit cell volume. Indeed, for B parameter values in the interval between 0.0 and 0.9, and no correlation contribution (C=0) the tetragonality (resp. unit cell volume) increases by ~12% (resp. ~15%). It is also worth to note that the value of B does not affect the calculated band gap significantly. Finally, the GGA correlation (C parameter) has a small influence on the band gap, tetragonality and unit cell volume. For C parameter values between 0.0 and 0.81, and no exchange contribution (B=0), the tetragonality (resp. unit cell volume) decreases only by ~1% (resp. ~2%).

This analysis clearly demonstrates that the failures of the B3LYP and B1 functionals, that are, the super-tetragonality and the severe overestimation of the unit cell volume, are essentially caused by Becke’s GGA exchange part, and that the tuning of the GGA correlation part cannot compensate for such inaccuracies.

### B1-WC hybrid functional

The above discussion suggests that the super-tetragonality problem associated to B3LYP and B1 might be overcome by improving for the GGA exchange part. Since, as highlighted above, GGA-WC describes the structural properties of BaTiO$_3$ and PbTiO$_3$ quite accurately, we have built a so called B1-WC hybrid functional by mixing exact exchange with GGA-WC following the recent B1 Becke’s mixing scheme. This scheme only includes the mixing parameter A (see Eq. 4, with values ranging from 0.16 to 0.28 depending of the choice of the GGA. 21, 22 Since A monitor the fraction of exact exchange, the amplitude of the gap is directly linked to its value and constitutes good indicator for fixing its value. We have performed calculations with A=0.16 and A=0.25 for tetragonal phases of BaTiO$_3$ (see Table IV). From Table IV it is clear that going above A=0.16 percentage produces unrealistically large band gaps for BaTiO$_3$. Moreover, B1-WC with A=0.16 also gives the best structural properties. For comparison the calculations within B1 functional are also included in Table IV.

In order to demonstrate the universality of this choice for the class of ABO$_3$ ferroelectrics, we have performed full relaxation calculations of the cubic phases for different compounds. These results are shown in Table V. In all the compounds considered $E_g^i$($E_g^d$) occurs along $R-\Gamma$($\Gamma-\Gamma$) direction of the cubic Brillouin zone except for PbTiO$_3$ and PbZrO$_3$. For PbZrO$_3$, $E_g^i$($E_g^d$) is along $R-X(X-X)$, whereas for PbTiO$_3$, $E_g^i$($E_g^d$) is along $X-\Gamma$($\Gamma-\Gamma$). The agreement with experiment for the band gaps and lattice constant is very good for all the considered compounds except PbTiO$_3$ and PbZrO$_3$. For PbTiO$_3$ and PbZrO$_3$, we have also performed calculations using Durand pseudopotential for Pb. 81 Changing the Pb pseudopotential does not significantly affect the values of the band gaps. In the case of PbTiO$_3$, $E_g^i$ increases by 0.2 eV, whereas for PbZrO$_3$, $E_g^i$ decreases by 0.06 eV. Trying to understand the origin of this discrepancy, it is worth to notice that the band gaps of PbTiO$_3$ and PbZrO$_3$ were not directly measured but extrapolated to 0 K. The reported values strongly depend of the method and the choice of parameters used to extrapolate the high temperature data. 28

Since B1-WC with the exact exchange parameter A=0.16 gives good structural and electronic properties for the cubic phases of the considered compounds, further, we have calculated the other structural and electronic properties of the cubic and tetragonal phases of BaTiO$_3$ and PbTiO$_3$ (see Table VI). The B1-WC electronic band structure of BaTiO$_3$ obtained from the Ti all-electron calculation, is shown in Fig. 6. The result is similar to that of the GW calculation (Fig. 3), except the position of the Ba 5p states which are higher in energy by ~1.5 eV. We notice that even the degeneracy of the CB at the X point, which erroneously appeared in the B3LYP calculation, is properly lifted up. This degeneracy is lifted up at the level of B1 functional, which gives very similar band structure results with those of B1-WC. For the Ti all-electron calculations, we obtain structural properties in very good agreement with experiment for the cubic and tetragonal phases of both BaTiO$_3$ and PbTiO$_3$. As compared with the GGA-WC results, B1-WC renders cubic lattice constants that are smaller by 0.5% for both BaTiO$_3$ and PbTiO$_3$. For the tetragonal phase the unit cell volume is smaller by ~1.1% (resp. ~0.8%), while the tetragonality increases by ~0.3% (resp. ~1%) for BaTiO$_3$(resp. PbTiO$_3$).

Concerning the FE properties, we obtain very good $P_s$ values for both BaTiO$_3$ and PbTiO$_3$, the B1-WC Born
TABLE V: Fully optimized lattice constants, indirect $E_g^i$ and direct $E_g^d$ band gaps of different cubic phases within B1-WC hybrid functional. The experimental values are also shown for comparison. The results with Ti pseudopotentials are shown in brackets for BaTiO$_3$ and PbTiO$_3$.

|          | B1-WC | Exp. | B1-WC | Exp. | B1-WC | Exp. |
|----------|-------|------|-------|------|-------|------|
| a(Å)     |       |      |       |      |       |      |
| BaTiO$_3$| 3.971 | 4.00 | 3.39  | 3.20[65] | 3.45 |
|          | (3.97) |      | (3.16) |      | (3.21) |      |
| PbTiO$_3$| 3.901 | 3.93[72] | 2.68 | 3.39[89] | 4.23 |
|          | (3.90) |      | (2.43) | 3.40[66] | (3.98) |      |
| SrTiO$_3$| 3.880 | 3.890[81] | 3.57 | 3.25[82] | 3.91 | 3.75[82] |
| CaTiO$_3$| 3.834 | 3.836[83] | 3.59 | 3.57[84] | 4.04 |
| Ba$_2$ZrO$_3$| 4.195 | 4.192[85] | 5.24 | 5.33[86] | 5.41 |
| PbZrO$_3$| 4.148 | 4.130[87] | 3.65 | 3.40 | 3.83[93] |
| SrZrO$_3$| 4.138 | 4.109[88] | 5.51 | 5.60[89] | 5.77 |
| CaZrO$_3$| 4.111 |      | 5.35 |      | 5.65 |
| KTaO$_3$| 3.971 | 3.988[90] | 3.41 | 3.57[91] | 4.07 | 4.40[91] |
|          |       |      | 3.64[92] |      | 3.65 | 4.35[92] |

|          | B1-WC | Exp. | B1-WC | Exp. |
|----------|-------|------|-------|------|
| $E_g^i$(eV) |       |      |       |      |
| BaTiO$_3$| 3.45  |      | 3.41  | 3.57[93] |
| PbTiO$_3$| 3.39  |      | 3.36  | 3.57 |
| SrTiO$_3$| 3.25[82] |      | 3.30[84] | 3.57 |
| CaTiO$_3$| 3.25[84] |      | 3.57[84] | 3.83 |
| Ba$_2$ZrO$_3$| 5.33[86] |      | 5.60[89] | 5.77 |
| PbZrO$_3$| 3.40 |      | 3.40 | 3.83[93] |
| SrZrO$_3$| 3.57 |      | 3.57 | 3.83 |
| CaZrO$_3$| 5.35 |      | 5.35 | 5.65 |
| KTaO$_3$| 3.57[91] |      | 3.57[91] | 4.07 |
|          | 3.64[92] |      | 3.64[92] | 4.35[92] |

$^a$Extrapolated to 0 K. $^b$At 600 K. $^c$Extrapolated to 0 K. $^d$Room temperature value. $^e$Extrapolated to 0 K.

**Effective charges being comparable to those obtained with the other functionals (except HF). The energy differences $\Delta E_t$ between the cubic and tetragonal phases are significantly larger than those obtained from LDA calculations. According to the discussion above, in the case of BaTiO$_3$ such an increase probably implies that a B1-WC-bas**

...that the FE soft-mode frequency is strongly dependent on the unit cell volume. Consequently, the dispersion in the computed soft-mode frequencies reduces significantly when the calculations are made at the experimental lattice constant. For PbTiO$_3$, although we cannot compare with experimental data, we observe that B1-WC provides results comparable to the other functionals, all of them being in rather close agreement. We finally notice that the soft-mode (and to a lower extent the $F_{15u}(TO2)$ mode of PbTiO$_3$) is strongly affected by the use or not of the Ti HF pseudopotential. This further highlights the very
TABLE VII: Phonon frequencies ($cm^{-1}$) at the $\Gamma$ point for cubic phases of BaTiO$_3$ and PbTiO$_3$ calculated at optimized and experimental lattice constants. The results with Ti pseudopotentials are shown in brackets. The experimental values for BaTiO$_3$ are also included.

|          | BaTiO$_3$ | PbTiO$_3$ |
|----------|-----------|-----------|
|          | LDA      | WC       | B1-WC Exp. | LDA | WC | B1-WC |
| $a = a_{opt}$ | | | | | | |
| $F_{1u}(TO1)$ | 75i | 128i | 145i | soft | 127i | 132i | 146i |
|             | (157i) | (192i) | (213i) | (148i) | (163i) | (196i) |
| $F_{1u}(TO2)$ | 193 | 186 | 195 | 182$^a$ | 145 | 141 | 138 |
|             | (193) | (186) | (195) | (128) | (115) | (120) |
| $F_{1u}(TO3)$ | 480 | 469 | 482 | 482$^a$ | 515 | 510 | 513 |
|             | (474) | (463) | (476) | (509) | (495) | (506) |
| $F_{2u}$ | 286 | 282 | 299 | 306$^b$ | 219 | 211 | 231 |
|             | (283) | (280) | (298) | (214) | (208) | (229) |

Experimental data from: $^a$Ref. [4] $^b$This value was measured in tetragonal phase.

VI. CONCLUSIONS

In summary, our electronic structure calculations of prototypical FE crystals BaTiO$_3$ and PbTiO$_3$ using the most popular exchange-correlation functionals, show that it is difficult to obtain simultaneously good accuracy for structural and electronic properties. On the one hand, all the usual DFT functionals (LDA, GGA-PBE, GGA-WC) reproduce the structural properties with various degrees of success, the recently introduced GGA-WC being by far the most accurate, but severely underestimate the band gaps. On the other hand, the B3LYP and B1 hybrid functionals correct the band-gap problem, but overestimate the volumes and atomic distortions giving a super-tetragonality comparable to that rendered by the GGA-PBE for the tetragonal phases.

We found that the super-tetragonality inherent to B3LYP and B1 calculations is mostly associated to the GGA exchange part and, to a lesser extent, to the exact-exchange contribution. To bypass this problem, we have proposed a different B1 hybrid functional obtained by combining the GGA-WC functional with a small percentage of exact exchange ($A=0.16$). With this B1-WC, we have obtained very good structural, electronic and ferroelectric properties as compared to experimental data for BaTiO$_3$ and PbTiO$_3$. Very good agreement with experiment is obtained for the lattice constants and the band gaps for cubic phases of other perovskite compounds, except the band gaps of PbTiO$_3$ and PbZrO$_3$. This different B1-WC functional thus opens the door to a better description of the optical properties of ferroelectrics and of metal/FE interfaces for which the tetragonal distortion of the crystalline cell, the atomic displacements, the electronic structure, and in particular the band gap, have to be accurately described simultaneously.
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