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We explore band structures of one-dimensional open systems described by periodic non-Hermitian operators, based on continuum models and tight-binding models. We show that imaginary scalar potentials do not open band gaps but instead lead to the formation of exceptional points as long as the strength of the potential does not exceed a threshold value, which is contrast to closed systems where real potentials open a gap with infinitesimally small strength. The imaginary vector potentials hinder the separation of low energy bands because of the lifting of degeneracy in the free system. In addition, we construct tight-binding models through bi-orthogonal Wannier functions based on Bloch wavefunctions of the non-Hermitian operator and its Hermitian conjugate. We show that the bi-orthogonal tight-binding model well reproduces the dispersion relations of the continuum model when the complex scalar potential is sufficiently large.

I. INTRODUCTION

The behavior of spatially periodic systems are determined by band structures and corresponding Bloch functions. Typically, bands are separated by gaps and oscillating modes with frequencies inside the gaps are prohibited in the periodic media. There are roughly two regimes: one is the nearly-free regime where the periodic potential is weak and can be treated as a perturbation to the free particle, and the other is the tight-binding regime where band structures are well approximated by lattice models based on localized basis functions. Closed periodic systems described by Hermitian Hamiltonians have been extensively studied and the behavior in both regimes is well understood, such as how band gaps open with weak periodic potentials and the relation between continuum models and tight-binding models [1–4].

Meanwhile, in open systems effectively described by non-Hermitian operators, intriguing phenomena which have no counterpart in closed systems have been revealed [5], such as PT symmetry breaking [6–34], novel topological phenomena [35–44], and the emergence of exceptional points [45–58] when the scalar potential is weak, while they generate a different type of gaps referred to as point gaps [49] when the scalar potential is strong, which is a unique feature of open systems. Furthermore, we obtain bi-orthogonal Wannier functions and construct tight-binding models based on Bloch wavefunctions of the non-Hermitian operator and its Hermitian conjugate. We show that the dispersion relations of the continuum model with complex scalar and/or vector potentials are well reproduced by the bi-orthogonal tight-binding model when the scalar potential is strong.

The rest of this paper is organized as follows. In Sec. II, we present our setup, which is a one-dimensional system with complex periodic scalar and vector potentials. In Sec. III, we study the band structures in the nearly-free regime with small potentials. We find several unique behaviors with no counterpart in closed Hermitian systems; the emergence of exceptional points, the parameter dependence of gap sizes, and ring-shaped band structures. In Sec. IV, we explore the tight-binding regime where the periodic potential is large, and construct lattice models which well reproduce the band structures of the continuum models. The construction of the tight-binding models is carried out by obtaining Wannier functions which are composed of bi-orthogonal Bloch functions of the non-Hermitian operator and its Hermitian conjugate. Section V is devoted to summary.

II. SETUP

We consider one-dimensional systems in the presence of periodic complex scalar and vector potentials, described by the wavefunction $\psi(x,t)$, which is a function of position $x$ and time $t$, obeying the Schrödinger equation

$$i \frac{\partial}{\partial t} \psi(x,t) = H_x \psi(x,t),$$

(1)
with the non-Hermitian operator

$$H_x = \frac{1}{2M} \left[ -i \frac{\partial}{\partial x} - A(x) \right]^2 + V(x),$$  \hspace{1cm} (2)

which we refer to as the non-Hermitian Hamiltonian. Here, $M = M^*$ is the mass, $A(x) \neq A^*(x)$ is the vector potential, and $V(x) \neq V^*(x)$ is the scalar potential. Note that, although we use terminologies in quantum mechanics, Eq. (2) appears in various situations not restricted to quantum systems. Physical meanings of the wavefunction $\psi(x,t)$ and the Hamiltonian $H_x$ as well as various terms inside $H_x$ depend on the specific realizations of the non-Hermitian Schrödinger equation. For instance, such a non-Hermitian Hamiltonian phenomenologically describes the dynamics of electric fields inside materials with complex refractive indices [7, 8, 73]. For various other systems where non-Hermitian Hamiltonians emerge, we refer to review papers such as Refs. [3, 59, 74]. The complex vector and scalar potentials obey the same periodicity with a period $a$:

$$A(x + a) = A(x), \hspace{1cm} V(x + a) = V(x).$$  \hspace{1cm} (3)

We take the periodic boundary condition with a system size of $L = Na$, where $N$ is an integer. Throughout this paper, we take $a$ as the unit of length and $1/2Ma^2$ as the unit of complex energy, and we simply set $a = 1$ and $1/2Ma^2 = 1$. In this paper, we explore the band structures of $H_x$ under various strengths of the scalar and vector potentials. We first note that, for the vector potential $A(x)$, we only need to study the case where $A(x)$ is constant and purely imaginary. This is because $A(x)$ can be expanded in Fourier series as $A(x) = A(x + 1) = A + \sum_{l \neq 0} A_l \exp(i2\pi lx)$, and the oscillating components other than the constant part can be gauged away by the transformation of the wavefunction $\psi(x) \to \psi(x) \exp(-i \int_0^x (A(x') - A) dx')$, and the eigenenergies are invariant under the transformation. Since a constant real vector potential just shifts the origin of the quasimomentum, we only need to consider a constant imaginary vector potential, as long as we are concerned with the energy band structure.

The Bloch theorem for wavefunctions in a periodic potential holds also for non-Hermitian Hamiltonians. Namely, the eigenvalues and eigenstates are labeled by the band index $n$ and a quasimomentum $k = 2\pi m/L$ with $m = 1, 2, \cdots, N$, obeying the eigenvalue equation

$$H_x \psi_n^k(x) = \varepsilon_n(k) \psi_n^k(x),$$  \hspace{1cm} (4)

where the eigenstate can be written as

$$\psi_n^k(x) = e^{ikx} u_n^k(x),$$  \hspace{1cm} (5)

which we refer to as the Bloch state, and $u_n^k(x)$ obeys the periodicity $u_n^k(x + 1) = u_n^k(x)$. We note that since the Hamiltonian is non-Hermitian, the eigenvalue $\varepsilon_n(k)$ is generally a complex-valued function. By defining $H_k = e^{-ikx} H_x e^{ikx}$, the eigenvalue equation becomes

$$H_k u_n^k(x) = \varepsilon_n(k) u_n^k(x),$$  \hspace{1cm} (6)

For convenience, we order bands $n = 1, 2, 3, \cdots$ in the following manner. We define bands so that $\varepsilon_n(k)$ is a continuous function of $k$, and if bands do not contain exceptional points, we first order them according to the real parts and then order according to imaginary parts. To be more precise, we first take $\min(\text{Re}[\varepsilon_n(k)]) \leq \min(\text{Re}[\varepsilon_{n+1}(k)])$, and if the minimum of the real part of two (or more) bands are the same, we take $\min(\text{Im}[\varepsilon_n(k)]) \leq \min(\text{Im}[\varepsilon_{n+1}(k)])$. We will define later how to order bands which are mixed with exceptional points when discussing Fig. 1.

For the complex scalar potential $V(x)$, we will mostly consider a sinusoidal potential

$$V(x) = c \sin(2\pi x)$$  \hspace{1cm} (7)

with complex $c$, unless otherwise stated. In Fig. 1 we plot the energy eigenvalues for various values of purely imaginary $c$ in the absence of the vector potential. We observe that the evolution of the band structure as $|c|$ increases is quite different from the textbook example of a periodic Hermitian potential. We will provide a quantitative understanding of the band structure both in the nearly-free and the tight-binding regimes.

Before proceeding to the next section, we briefly describe how we can numerically calculate the band structures such as those in Fig. 1. We note that the method is the standard one often used for Hermitian Hamiltonians. Noticing that $u_n^k(x)$ is periodic with period 1, the eigenvalue equation, Eq. (6), can be expanded in Fourier series. Expanding $u_n^k(x)$ and $V(x)$ as $u_n^k(x) = \sum_m u_n^m(k) \exp(i2\pi lx)$ and $V(x) = \sum_l V_l \exp(i2\pi lx)$, Eq. (6) becomes a matrix equation for a given value of $k$

$$\sum_m H_{lm}(k) u_n^m(k) = \varepsilon_n(k) u_n^l(k),$$  \hspace{1cm} (8)

where $H_{lm}(k) = (k + 2\pi m - A)^2 \delta_{l,m} + V_{m-l}$. When $V(x) = c \sin(2\pi x)$, only nonzero components of $V_l$ are $V_{-l} = ic/2$ and $V_1 = -ic/2$. By truncating the Fourier series including an enough number of Fourier components, the matrix equation can be numerically diagonalized to obtain the eigenvalues and eigenvectors. Throughout the paper, we take $-40 \leq l \leq 40$ for numerical calculations, with which we have confirmed to obtain the convergence in the calculation of the eigenvalues.

Recent studies on application of the band theory to non-Hermitian continuous models have mostly focused on the effect of the imaginary vector (gauge) potential and the resulting skin effects in continuous systems [72, 73], whereas our work is more intended to elucidate the role of the imaginary scalar potential. There have also been studies, in the context of $\mathcal{PT}$-symmetric optics, on the band structure of continuous models under $\mathcal{PT}$-symmetric potentials [2, 8, 10], whose analysis is, in our terminology, restricted to the nearly-free regime without a vector potential. In these earlier studies
on \(\mathcal{PT}\)-symmetric optics, the emergence of exceptional points has been discussed. In this paper we will give a coherent description connecting the nearly-free and the tight-binding regimes and qualitatively explain the emergence of exceptional points from the viewpoint of the bi-orthogonal tight-binding model.

### III. NEARLY-FREE REGIME

We start from the nearly-free regime, where the strength of the potential is relatively small, so that \(V(x)\) can be regarded as a perturbation from a free case \(V(x) = 0\).

#### A. Without a vector potential

We first analyze the situation where \(c\) is purely imaginary and there is no vector potential. The corresponding band structures are given in Fig. 1. When there is no potential, the first and the second bands touch at \(k = \pm \pi\), and the second and the third bands touch at \(k = 0\) as shown in Fig. 1(a), which is well known from the Hermitian band theory. As we add a small imaginary potential \(c \neq 0\), we observe drastically different behaviors for the band touching points at \(k = \pm \pi\) and \(k = 0\), as shown in Fig. 1(b). In this case, exceptional points appear, and therefore we order first and second bands such that \(\text{Im}[\varepsilon_2(k)] \leq \text{Im}[\varepsilon_3(k)] \leq \text{Im}[\varepsilon_1(k)]\) is satisfied in the region where the real (imaginary) parts of eigenvalues are degenerate. The real parts of \(\varepsilon_1(k)\) and \(\varepsilon_2(k)\) around \(k = \pm \pi\) form a degenerate line while the imaginary parts open a gap. There also appear exceptional points.
points near $k = \pm \pi$ where the eigenvalues coalesce. On the other hand, regarding the degeneracy at $k = 0$ in the absence of the potential, a real gap is opened and thus $\varepsilon_2(k) = \varepsilon_3(k)$ are separated, similar to what happens in a Hermitian potential. We note that a similar exceptional point structure has been found for a $\mathcal{PT}$-symmetric system in Ref. 2, where they employ a different form of a scalar potential; we thus expect that such a formation of exceptional points is a generic feature of systems under non-Hermitian $\mathcal{PT}$ symmetric periodic potentials, and the analysis below can also be applied to other forms of potentials, mutatis mutandis, to describe the exceptional points.

The behavior at $k = \pm \pi$ between the first and second bands can be understood from a simple first-order perturbation theory. Focusing on the band degeneracy at $k = \pi$, the periodic parts for Bloch states of the first and the second bands before adding the potential $V(x)$ are simply $u_1^k(x) = 1$ and $u_2^k(x) = e^{-i2\pi x}$. Considering the perturbation theory taking $u_1^k(x)$ and $u_2^k(x)$ as non-perturbative states is equivalent to considering only $l = 0$ and $l = -1$ terms in the matrix equation Eq. (8) of the Fourier-transformed eigenvalue equation. Therefore, considering the potential $V(x) = c \sin(2\pi x)$ as a perturbation, the matrix elements of the Hamiltonian with respect to $u_1^k(x)$ and $u_2^k(x)$ are

$$
\begin{pmatrix}
H_{-1,-1} & H_{-1,0} \\
H_{0,-1} & H_{0,0}
\end{pmatrix}
= \begin{pmatrix}
(k - 2\pi^2) & i\epsilon/2 \\
-ic/2 & k^2
\end{pmatrix},
$$

(9)

The energy gap at $k = \pi$ is then determined by the eigenvalues of the above matrix, which are $\pi^2 \pm c/2$. When $c$ is purely imaginary, the gap will thus be purely imaginary as we numerically observe in Fig. 2(b). As shown in Fig. 2(a), the numerically obtained gap size

$$
\Delta_1 = \varepsilon_2(\pi) - \varepsilon_1(\pi)
$$

agrees well with the analytical result of the first-order perturbation theory. Figure 2(c) shows that the two exceptional points, which emerge from $k = \pm \pi$, approach toward $k = 0$ as $|c|$ is increased. These exceptional points collide at a threshold value $|c|$, which we find to be around $|c| \approx 29$, and the two bands are separated after the collision as shown in Fig. 2(d). The behavior explained above is unique to open systems described by non-Hermitian Hamiltonians since real (Hermitian) periodic potentials with infinitesimally weak strength separate the bands in closed systems 11. The strength for the imaginary part of the complex potential adopted in Ref. 7 is around $c \approx 20$ in the terminology of our paper, and thus the regime we explore in this paper is of relevance to $\mathcal{PT}$-symmetric optical systems.

The gap at $k = 0$ between the second and the third bands behave differently. Non-perturbative states which are degenerate at $k = 0$ are components with $l = \pm 1$ in Eq. (5). However, matrix elements of the periodic potentials are all zero between these two states, $V_{22} = 0$, and thus we need to consider higher order terms. We can include a higher order term by including also the first band into the calculation. Thus considering $l = -1, 0, 1$ components, the matrix elements of the Hamiltonian are

$$
\begin{pmatrix}
H_{-1,-1} & H_{-1,0} & H_{-1,1} \\
H_{0,-1} & H_{0,0} & H_{0,1} \\
H_{1,-1} & H_{1,0} & H_{1,1}
\end{pmatrix}
= \begin{pmatrix}
(k - 2\pi^2) & i\epsilon/2 & 0 \\
-ic/2 & k^2 & ic/2 \\
0 & -ic/2 & (k + 2\pi^2)
\end{pmatrix}.
$$

(11)

The eigenvalues of this matrix at $k = 0$ are $4\pi^2$ and

$$
\text{Re}(\varepsilon_2(0)) \approx -\frac{c^2}{8\pi^2}, \quad \text{Im}(\varepsilon_2(0)) \approx 4\pi^2 + \frac{c^2}{8\pi^2}.
$$

Thus, the size of the gap between the second and the third gap at $k = 0$ is $-c^2/8\pi^2$ which is a real number when $c$ is purely imaginary. In Fig. 2(b), we plot the numerically obtained gap size as well as the analytical expression from the perturbation theory, and we find an almost perfect agreement.

In Fig. 3(a), we show band structures when $c$ has both real and imaginary parts. In such a case, the gaps also have real and imaginary parts, as we also see from the perturbation results above, and the lowest two bands do not touch anywhere in the Brillouin zone.

We note that the difference in the gap opening at $k = \pm \pi$ and $k = 0$ is not just the gap sizes being proportional to $c$ or $c^2$. As we have already clarified, for the gap at $k = \pm \pi$, the exceptional points between the first and second bands emerge, and there is no point or line gap opening in the complex energy plane with imaginary $c$. On the other hand, the gap at $k = 0$ does not lead to exceptional points, and there is a line gap in the complex plane, similar to the gap opening in the real (Hermitian) periodic potentials.

One may notice that the imaginary parts of the dispersion relations are symmetric around $\text{Im}[\varepsilon(k)] = 0$ in Fig. 4. This is a direct consequence of the $\mathcal{PT}$ symmetry of the Hamiltonian $H_{x,y} = H_x$ where the purely
imaginary character of $V(x) = c \sin(2\pi x)$ plays a crucial role here. In the eigenvalue equation of the $n$th band, $H_k \psi_n^k(x) = \varepsilon_n(k) \psi_n^k(x)$, taking its complex conjugation and transforming $x \to -x$, one obtains $H_k^\ast (\psi_n^k(-x))^\ast = \varepsilon_n^\ast(k) (\psi_n^k(-x))^\ast$ from the $\mathcal{PT}$ symmetry. This relation shows that if there exists an eigenvalue $\varepsilon_n(k)$ with nonzero imaginary part, its complex conjugate $\varepsilon_n^\ast(k)$ should also be an eigenvalue. Thus, the eigenvalues should appear either purely real or appear in complex conjugate pairs, which explains the symmetry around $\text{Im}(\varepsilon(k)) = 0$. We note, in particular, that when the lowest two bands are separated, these two bands are the complex conjugate pairs obeying $\varepsilon_1(k) = \varepsilon_2^\ast(k)$.

While we focus mainly on the potential of the form $V(x) = c \sin(2\pi x)$ in this paper, there are also many other types of periodic potentials which have the periodicity of $x \to x + 1$. Covering general shapes of the periodic potential is beyond the scope of the present paper. However, before proceeding to add a vector potential, we want to mention one specific case $V(x) = b \cos(2\pi x) + c \sin(2\pi x)$, where $b$ is real and $c$ is imaginary, which shows a particularly noticeable feature related to the non-Hermiticity of the periodic potential. When $ib = c$, the scalar potential takes the form $V(x) = be^{i2\pi x}$, and therefore its Fourier component in the eigenvalue equation has only one nonzero component $V_1 = b$. The matrix $H_k$ then takes the lower triangular form with diagonal elements taking $H_{ii} = (k + 2\pi l)^2$. Therefore, the eigenvalues are $k^2$, properly folded in the Brillouin zone, which is exactly the same as the eigenvalues in the absence of the vector and scalar potentials. Even though the eigenvalues for $V(x) = 0$ and $V(x) = be^{i2\pi x}$ are the same, their responses to external perturbations are very different. We consider adding $\delta c \sin(2\pi x)$ to $V(x) = be^{i2\pi x}$, the matrix elements of $H_k$ for the lowest two bands around $k = \pi$ are

$$
\begin{pmatrix}
H_{-1,-1} & H_{-1,0} \\
H_{0,-1} & H_{0,0}
\end{pmatrix} = \begin{pmatrix}
(k - 2\pi)^2 & i\delta c/2 \\
b - i\delta c/2 & k^2
\end{pmatrix}.
$$

(13)

Note that when $\delta c = 0$, this truncated $2 \times 2$ matrix is essentially the Jordan normal form at $k = \pi$ and therefore $k = \pi$ is an exceptional point. The energy eigenvalues at $k = \pi$ is then $\varepsilon_{1,2}(k = \pi) = \pi^2 \pm \sqrt{(b - i\delta c/2)(i\delta c/2)}$. When $|\delta c|$ is small, we thus obtain $\varepsilon_{1,2}(\pi) \approx \pi^2 \pm i\sqrt{|\delta c|/2}$ when $\text{Im}(\delta c) > 0$ and $\varepsilon_{1,2}(\pi) \approx \pi^2 \pm \sqrt{|b\delta c|/2}$ when $\text{Im}(\delta c) < 0$. Thus, depending on the sign of $\text{Im}(c)$, either real or imaginary gap open, with a noticeable square-root dependence of the gap size $\propto \sqrt{|\delta c|}$. In Fig. 3, we plot the dispersion relation when $\delta c = 0i$. We indeed observe that an imaginary gap opens at $k = \pm \pi$, and its size shows an expected square-root behavior as shown in Fig. 2(c). This square-root sensitivity to the added perturbation is a characteristic feature of physics...
around exceptional points [64].

B. With a vector potential

When a constant imaginary vector potential $A$ is added, the dispersion in the absence of the scalar potential $V(x)$ becomes $\varepsilon(k) = k^2 + A^2 - 2Ak$, which should be properly folded when the first Brillouin zone is considered. While the real part of the energy is just shifted by a constant amount, $\text{Re}[\varepsilon(k)] = k^2 - [\text{Im}(A)]^2$, the imaginary part shows a linear dependence on $k$ as $\text{Im}[\varepsilon(k)] = -2\text{Im}(A)k$, which has an important consequence on the gap opening when a scalar potential is added.

Although we focus in this paper on the periodic boundary condition, we note that, in the presence of an imaginary vector potential, the non-Hermitian skin effect occurs under the open boundary condition, as discussed in Refs. [72, 73]. When we analyze physical properties which are not affected by the boundary condition, such as the dynamics of a wavepacket within a timescale where it does not reach the edge of the system [76], the analysis we give in this paper under the periodic boundary condition is experimentally relevant. Upon studying wavepacket dynamics, one needs to make sure to construct wavepackets only from the lowest bands. If components from higher bands enter, these components may grow in time if they have large imaginary energy. In practical experiments, one needs to look for a right balance between the evolution time and the growth of unwanted components in the wavepacket.

In Fig. 5 we plot the energy dispersion in the presence of $A = i$ as we add a scalar potential $V(x) = c \sin(2\pi x)$ with a purely imaginary $c$. The first noticeable feature of adding an imaginary vector potential is that, in the absence of the scalar potential, the energy bands are not degenerate at any point in the Brillouin zone. For example, at $k = \pm \pi$, the real parts of the energies are degenerate between the first and the second bands, but their imaginary parts are different, and thus the first and the second bands are not degenerate in the complex plane. Because of this absence of the band degeneracy, adding a small periodic scalar potential does not lead to gap opening. As one increases the strength of $V(x)$, the degeneracy of the real parts at $k = \pm \pi$ between the first and the second bands and that at $k = 0$ between the second and the third bands persist, while the imaginary part of the first band approaches the imaginary parts of the second and third bands at $k = \pm \pi$ and $k = 0$, as shown in Fig. 5 (b). At a threshold value of $|c|$, the three bands become degenerate in the complex plane, leading to the gap opening as in Fig. 5 (c). The separated two bands form closed circles in the complex plane, indicating the nontrivial point-gap topology of these separated bands [72, 49].

IV. TIGHT-BINDING MODELS

As we have seen, when the strength of the periodic potential is increased, the two lowest energy bands separate. When the strength of the periodic potential is large enough, we can describe the separated bands in terms of the tight-binding approximation. As we shall see, unlike the case of Hermitian periodic potentials where orthogonal basis functions can be used for the tight-binding basis, the bi-orthogonal basis composed from Bloch wavefunctions of $H_x$ and $H_x^\dagger$ should be utilized for the tight-binding basis of a non-Hermitian Hamiltonian. We first discuss how we can construct the bi-orthogonal tight-binding basis, and then we apply the construction to our Hamiltonian.

A. Definition of the bi-orthogonal basis

While eigenfunctions of Hermitian Hamiltonians with different eigenvalues are orthogonal, eigenfunctions of non-Hermitian Hamiltonians, such as Eq. (4), are generally not orthogonal,

$$\int_{-L/2}^{L/2} dx [\psi_n'(x)]^* \psi_k^n(x) \neq 0$$

(14)

even when $k \neq k'$ or $n \neq n'$. The Bloch wavefunctions thus do not give rise to a set of orthonormal basis states. Instead, it is useful to consider a bi-orthogonal basis set [76] utilizing eigenfunctions of $H_x^\dagger$ which is defined as an operator satisfying the relation

$$\int_{-L/2}^{L/2} dx \phi(x) H_x(\psi) = \int_{-L/2}^{L/2} dx [H_x^\dagger \phi(x)]^* \psi(x)$$

for any smooth functions with the periodic boundary conditions $\phi(x + L) = \phi(x)$ and $\psi(x + L) = \psi(x)$. It is easy to show that the explicit form of $H_x^\dagger$ is

$$H_x^\dagger = \left(-i \frac{\partial}{\partial x} - A^* \right)^2 + V^*(x).$$

(15)

Since $V^*(x)$ is again periodic with $x \rightarrow x + 1$, the Bloch theorem also holds and thus the eigenstates of $H_x^\dagger$ can again be labeled by the band index $n$ and the quasi-momentum $k$:

$$H_x^\dagger \tilde{\psi}_k^n(x) = \tilde{\varepsilon}_n(k) \tilde{\psi}_k^n(x).$$

(16)

Since the set of eigenvalues of $H_x^\dagger$ are the complex conjugates of $\{ \varepsilon_n(k) \}$, we take the band indices of $\tilde{\varepsilon}_n(k)$ such that $\tilde{\varepsilon}_n(k) = \varepsilon_n^*(k)$ is satisfied. We can easily show that $\{ \tilde{\psi}_k^n(x) \}$ and $\{ \psi_k^n(x) \}$ constitute the bi-orthogonal basis set,

$$\langle \tilde{\psi}_k^n | \psi_k^m \rangle = \int_{-L/2}^{L/2} dx [\tilde{\psi}_k^n(x)]^* \psi_k^m(x) = \delta_{nn'} \delta_{kk'},$$

(17)

where we introduced the ‘braket’ notation, such as $\langle \tilde{\psi}_k^n | = \int dx \langle \tilde{\psi}_k^n | \rangle = \int dx \psi_k^n(x) | x \rangle$, and
FIG. 5. Eigenvalues in the complex plane and dispersion relations when $A = i$ and $V(x) = c \sin(2\pi x)$ with (a) $c = 0$, (b) $c = 30i$, (c) $c = 40i$, and (d) $c = 80i$. The green lines are calculated from the continuous model, and the blue dashed lines are the results from tight-binding approximation.

$\langle x'|x \rangle = \delta(x - x')$ where the range of the integral is $-L/2 \leq x \leq L/2$. Using the bi-orthogonal Bloch eigenfunctions, we now proceed to define bi-orthogonal Wannier functions.

For later convenience, we define Wannier functions involving multiple bands $n = 1, 2, \ldots$. When we want to construct Wannier functions from the Bloch wavefunctions $\psi_n^k(x)$ and $\tilde{\psi}_n^k(x)$, we can generally mix these bands using a unitary matrix $U(k)$ to define the Wannier functions by

$$w^m_n(x) = \frac{1}{\sqrt{N}} \sum_{k, n'} e^{-ikm} U_{n'n}(k) \psi_{n'}^k(x), \quad (18)$$

$$\tilde{w}^m_n(x) = \frac{1}{\sqrt{N}} \sum_{k, n'} e^{-ikm} U_{n'n}(k) \tilde{\psi}_{n'}^k(x), \quad (19)$$

where the sum on $n'$ is over the bands with which we want to construct Wannier functions. We assume that exceptional points, where the number of eigenvectors reduce, appear only at most in discrete points in momentum space, which is the case relevant in the analysis of this paper. Generalization of the method to include scenarios where continuous exceptional lines can appear is left for future works. The constructed Wannier functions are bi-orthogonal,

$$\langle \tilde{w}^m_{n'}|w^m_n \rangle = \delta_{nn'} \delta_{mm'}. \quad (20)$$

By appropriately choosing the unitary matrix $U(k)$, these Wannier functions can be spatially localized, as in the Hermitian case. We label the unit cells so that $w^0_n(x)$ and $\tilde{w}^0_n(x)$ are localized in 0-th unit cell. Then, since $w^m_n(x) = w^0_n(x - m)$ and $\tilde{w}^m_n(x) = \tilde{w}^0_n(x - m)$, $w^m_n(x)$ and $\tilde{w}^m_n(x)$ are localized in the $m$-th unit cell, and therefore we can use the states $w^m_n(x)$ and $\tilde{w}^m_n(x)$ to represent tight-binding basis states for sites within the $m$-th unit cell. In the basis of the bi-orthogonal Wannier functions, we can write down the tight-binding model corresponding to our continuous Hamiltonian as

$$H_t = \sum_{n, n'=1}^{n_0} \sum_{m, m'=1}^{N} t^{m-m'}_{nn'} |w^m_n \rangle \langle \tilde{w}^{m'}_{n'}|, \quad (21)$$
FIG. 6. Bloch wavefunctions at \( k = 0 \), \( \psi_{k=0}^n(x) \), under \( V(x) = c \sin(2\pi x) \) when (a) \( A = 0 \), \( c = 200 \), (b) \( A = 0 \), \( c = 20 + 80i \), (c) \( A = 0 \), \( c = 40 + 80i \), and (d) \( A = 1 \), \( c = 80i \). Red squares and blue asterisks respectively correspond to first and second bands \( n = 1, 2 \). Green solid lines and black dashed lines are imaginary parts and real parts (if nonzero) of \( V(x) \), respectively.

We first plot the Bloch states \( \psi_{k=0}^n(x) \) for the lowest two bands \( n = 1, 2 \) with large \( |c| \) in Fig. 6(a). We observe that the Bloch state of the first band \( \psi_{k=0}^1(x) \) is localized at the minimum of the imaginary part of the scalar potential \( \Im[V(x)] \) whereas that of the second band \( \psi_{k=0}^2(x) \) is localized at the maximum of \( \Im[V(x)] \). We have confirmed that, with sufficiently large \( |c| \), this localization tendency holds for any value of \( k \) for the lowest two bands. This observation leads us to expect that the Wannier functions of the first and second bands are localized at minima and maxima of \( \Im[V(x)] \), respectively. In fact, from each band, we can always construct the Wannier function which is localized and symmetric around a minimum or a maximum of \( \Im[V(x)] \) by appropriately choosing the phases of the Bloch states and the unitary matrix \( U(k) \), as discussed in Appendix A.

In Fig. 6(a), we plot the Wannier functions for a large \( |c| = 200 \), as described in Appendix A, that is, with \( U_{11}(k) = e^{ik/4}, U_{22}(k) = e^{-ik/4}, U_{12}(k) = U_{21}(k) = 0 \), and \( w_n^a(k) \), which is the 0-th Fourier component of \( u_k^n(x) \) defined above Eq. (8), being real and positive. From Fig. 6(a), we can understand that the obtained Wannier functions are indeed localized at the expected positions. This localization at a minimum and a maximum of the potential is the origin of the appearance of two lowest-energy bands. In the Hermitian case, we only obtain Bloch states localized at the minima of the scalar potential thus leading to the single lowest energy band.

Since the Wannier function of each band is constructed only from the Bloch states of each band, the tight-binding matrix elements for each band is given by

\[
t_{nm}^{m-m'} = \frac{1}{N} \sum_{kl} \varepsilon_l(k) U_{nl}^\dagger(k) U_{lm'}(k) e^{-ik(m-m')}. \tag{22}
\]

The matrix elements with \( m - m' = 0 \) represent intra-cell hoppings and on-site energies, whereas \( m - m' = \pm 1 \) represent hoppings between adjacent cells. The difference from Hermitian tight-binding models is that the non-Hermitian tight-binding models obtained by the procedure elucidated above are based on not orthogonal but bi-orthogonal Wannier functions \( \{ \tilde{w}_n^m(x) \} \) and \( \{ w_n^m(x) \} \).

B. When \( V(x) = c \sin(2\pi x) \) is purely imaginary

We first consider the situation where the periodic scalar potential is \( V(x) = c \sin(2\pi x) \) with purely imaginary \( c \) and no vector potential is present, \( A = 0 \).

1. Large \( |c| \): Wannier functions constructed from individual bands

When \( |c| \) is large, as seen from Fig. 6(d) and (e), the lowest two bands are separated in the complex plane. We first discuss that these two bands can be understood from the tight-binding approximation using Wannier functions constructed from each band separately.
We have seen that, in the limit of large $|c|$, the single-band tight-binding approximation nicely describes the lowest two bands. As the strength of the potential $|c|$ is weakened, we expect that there appear some hoppings between the Wannier functions localized at minima and a maxima of $\text{Im}[V(x)]$, namely there appear couplings between the two bands. Below we show that this expectation is indeed correct, and the development of band structure of two lowest bands shown in Fig. 7(c)-(e), such as the collision of exceptional points leading to the gap opening, can be well reproduced by the two-band tight-binding model. As we show below, we find that the couplings between two bands are zero when the two bands are separated in the complex plane; the couplings between the two bands appear only when two bands are degenerate at some points in momentum space forming exceptional points.

We first discuss how we obtain localized Wannier functions when the two bands potentially mix, namely when the unitary matrix $U(k)$ can be a two-by-two matrix with finite off-diagonal terms $U_{12}(k) \neq 0$, $U_{21}(k) \neq 0$. To obtain a good tight-binding description, we need to choose appropriate $U(k)$ so that Wannier functions are well localized at the expected positions. To this end, we choose the construction of $U(k)$ based on the trial basis functions, utilizing the method which has been developed in the construction of multi-band Wannier functions in Hermitian Hamiltonians [2][4]. Since we want the constructed Wannier functions to approach the ones obtained from individual bands in the large $|c|$ limit, such as the ones in Fig. 7(a), we choose trial bi-orthogonal functions $\{g_n(x)\}$ and $\{\tilde{g}_n(x)\}$ to be Wannier functions constructed from individual bands in the large $|c|$ case. We note that these trial functions are localized with their centers at a minimum or a maximum of $\text{Im}[V(x)]$, where we want the constructed Wannier functions to be localized around. Based on these trial basis functions, we choose the unitary matrix as

$$U(k) = D(k)[D^\dagger(k)D(k)]^{-\frac{1}{2}}, \quad D_{nn'}(k) = \langle \tilde{\psi}_n^* | \psi_{n'} \rangle. \quad (26)$$

Carrying out the singular value decomposition of $D(k)$, we see that $D(k)[D^\dagger(k)D(k)]^{-\frac{1}{2}}$ is a unitary matrix. We note that this construction also has an advantage that the resulting Wannier functions are independent of the phases of Bloch wavefunctions we choose. Figure 7(b) shows Wannier functions when $c = 20i$ with this construction. The constructed Wannier functions for $c = 20i$ are more spread than the Wannier functions for $c = 200i$, but they are still centered around the minimum and maximum of $\text{Im}[V(x)]$. From these Wannier functions, we can construct the tight-binding model by truncating the long-range hoppings. We first note that the values of hoppings $t_{nn'}^{m-m'}$ are almost independent of the trial Wannier functions as long as the trial Wannier functions are calculated with sufficiently large $|c|$ and thus $\{g_n(x)\}$ are well localized; we find that the difference of $|t_{nn'}^{m-m'}|$ is only around 1% when we choose $\{g_n(x)\}$ as Wannier functions with $c = 200i$ and $400i$. When the Wannier functions are constructed with the linear combinations of the lowest two bands, there can be hoppings among Wannier functions localized at the minimum and the maximum of $\text{Im}[V(x)]$. The resulting tight-binding lattice model is a one-dimensional triangular ladder, as schematically depicted in Fig. 8(b), where blue and red sites correspond to Wannier states localized at the minima and maxima of $\text{Im}[V(x)]$, respectively.

We can derive simple relations between hopping amplitudes utilizing symmetries present in the system. We make use of the $PT$ symmetry of the Hamiltonian, $H^*_{-x} = H_x$, which implies $\varepsilon_1(k)$ and $\varepsilon_2(k)$ are either

---

**FIG. 7.** Wannier functions $w_1^a(x)$ (blue stars) and $w_2^a(x)$ (red squares) when $A = 0$ and $V(x) = c \sin(2\pi x)$ with (a) $c = 200i$ and (b) $c = 20i$. While the Wannier functions in (a) is obtained from individual band, (b) is based on mixing of the two bands as explained in the main text. The green lines show the imaginary potentials $\text{Im}[V(x)]$.

**FIG. 8.** Schematic pictures which show the tight-binding lattices corresponding to our model for various regimes. (a) when two bands are separated and $A = 0$, (b) when two bands are not separated and $A = 0$, and (c) when two bands are separated and $A \neq 0$.

2. *Intermediate values of $|c|$: Wannier functions constructed by mixing two bands*

---
both real or complex conjugate pairs, and also \( \varepsilon_n(k) = \varepsilon_n(-k) \). The \( \mathcal{PT} \) symmetry also implies \( g_1^*(x) = g_2(x) \) for the trial functions. These properties are shown in Appendix A. Using these properties, we can obtain

\[
\begin{align*}
|t_{11}^{m-m'}|^2 &= |t_{11}^{m-m'}|^2 = (|t_{11}^{m-m'}|^2)^* \\
|t_{12}^{m-m'}|^2 &= (|t_{21}^{m-m'}|^2)^*,
\end{align*}
\]

where the detailed derivation is given in Appendix B. The relation \( t_{12}^{m-m'} = (t_{21}^{m-m'})^* \) implies that the inter-band couplings are Hermitian, while the intra-band couplings are non-Hermitian in general. We note that these relations are satisfied for general \( \mathcal{PT} \) symmetric systems, such as those where \( \mathcal{PT} \) relations are satisfied for general \( \mathcal{PT} \) splittings are non-Hermitian in general. We note that these

\[
|t_{12}^{m-m'}|^2 = |t_{12}^{m-m'}|^2 + 1
\]

whose derivation is also given in Appendix B.

Equation (27) indicates that the Hamiltonian of the tight-binding model including the two lowest bands is

\[
H_k = \begin{bmatrix} t_{11}^2(k) & t_{12}^2(k) \\ t_{12}^2(k)^* & t_{11}^2(k)^* \end{bmatrix}
\]

where \( t_{11}^2(k) = \sum_{m} t_{11}^{m} e^{ikm} \) and \( t_{12}^2(k) = \sum_{m} t_{12}^{m} e^{ikm} \) and the summation should be truncated according to the degree of approximation one wants. From Eq. (29), we can understand that the tight-binding model also satisfies \( \mathcal{PT} \) symmetry \( \sigma_x H_k^*(k) \sigma_x = H_k(k) \) where \( \sigma_x \) is a Pauli matrix.

When the first and second bands are separated we can show \( t_{12}^{m-m'} = 0 \), whose proof is given in Appendix B and thus the tight-binding model becomes two independent chains described in Fig. 8(a). The tight-binding model constructed from trial functions thus becomes equivalent to the tight-binding model constructed from individual bands when the two bands are separated, and reduces to the large \( |c| \) case discussed above. Figure 8(b) and (c) show the dispersion relations of the tight-binding model when the lowest two bands are separated and thus the corresponding tight-binding models are constructed from individual bands.

When the lowest two bands are not separated and thus \( t_{12}^{m-m'} \neq 0 \), the tight-binding Hamiltonian in the momentum-space takes the following form

\[
H_k = \begin{bmatrix} \gamma + 2t \cos(k) & t_{12}^2(1 + e^{ik}) \\ (t_{12}^2)^* (1 + e^{-ik}) & \gamma^* + 2t^* \cos(k) \end{bmatrix},
\]

where only hoppings described in the triangular ladder in Fig. 8(b) are included. The resulting dispersion relations for bands \( n = 1, 2 \) become

\[
\varepsilon_n(k) = (-1)^n \sqrt{2|t_{12}^2|^2[1 + \cos(k)]} - (\text{Im}[\gamma + 2t \cos(k)])^2 + \text{Re}[\gamma + 2t \cos(k)].
\]

FIG. 9. The ratio of hopping amplitudes as functions of the strength of the potential when \( A = 0 \) and \( V(x) = c \sin(2\pi x) \). In (a), where \( c \) is imaginary, blue filled squares and purple empty circles respectively correspond to \( |t_{11}^2/t_{11}^1| \) and \( |t_{12}^2/t_{11}^1| \). Three dashed lines show parameters used in Fig. 4(c), (d), and (e). In (b), where \( c \) is complex and \( \text{Re}(c) = d \) and \( \text{Im}(c) = 4d \), blue squares and red circles respectively show \( |t_{11}^2/t_{11}^1| \) and \( |t_{12}^2/t_{12}^1| \), as functions of \( d \). The left and right dashed lines correspond to parameters in Fig. 4(a) and (b).

Zeros of the first term determines the position of the exceptional points in momentum space.

Blue dashed lines in Fig. 4(c) show the dispersion relations under the tight-binding approximation based on the Wannier functions in Fig. 7(b), from which we can understand that the dispersion relation of the continuum model is qualitatively well reproduced by the tight-binding model. Our two-band tight-binding model correctly accounts for the evolution of the dispersion relation as \( |c| \) changes; when \( |c| \) is small and thus \( s_0' \neq 0 \), the exceptional points appear, and as \( |c| \) increases, the exceptional points collide and the two bands separate. Further increasing \( |c| \), the dispersion relations of the continuum model and the tight-binding model quantitatively agree, as shown in Fig. 4(e). The improved agreement of dispersion relations is due to the suppression of the long-range hopping terms. Blue filled squares in Fig. 9(a) shows the ratio of the next-nearest to the nearest neighbor hopping amplitudes, \( |t_{12}^2/t_{11}^1| = |t_{22}^2/t_{12}^1| \), which becomes small as \( |c| \) is increased. In the range \( 20 \leq |c| \leq 30 \), \( |t_{12}^2/t_{11}^1| \) exhibits a non-monotonic behavior, and it shows a peak around a gap-opening value of \( |c| \).

C. When \( V(x) = c \sin(2\pi x) \) with complex \( c \)

Next, we consider the situation where the coefficient \( c \) of the scalar potential \( V(x) = c \sin(2\pi x) \) has both real and imaginary parts. As we have seen, when \( c \) is purely imaginary, the Wannier functions are localized at minima and maxima of \( \sin(2\pi x) \). On the other hand, when \( c \) is real and positive, the Wannier functions are localized only at the minima of \( \sin(2\pi x) \). When \( c \) has both real and imaginary parts, there is a competition between the real and imaginary parts. In Fig. 8(b) and (c), we plot the Bloch functions of the lowest two bands at \( k = 0 \) for different values of \( \text{Re}(c) \). We observe that, below a threshold value of \( \text{Re}(c) \), the Bloch states are localized
both at minima and maxima of $\text{Im}[V(x)] \propto \sin(2\pi x)$, similar to the case of purely imaginary $c$. However, above the threshold value, the Bloch states of the lowest two bands both become localized only at minima and one of the two Bloch states shows nodes at the minima. We can understand the localization of two Bloch states in minima of $\sin(2\pi x)$ from the limit of purely real $c$, where Wannier functions of the lowest two bands become $s$ and $p$ orbitals localized at the minima of $\sin(2\pi x)$; the nodal structure of one of the two Bloch states is in accordance with what we expect from the $p$-orbital Wannier function.

For constructing a tight-binding model to describe the lowest two bands, we note that, as mentioned in the nearly-free regime, exceptional points do not appear when $c$ has both real and imaginary parts. The lowest two bands are thus separated in the complex plane. We thus construct the tight-binding model from individual bands, without mixing the two bands. In this case, the tight-binding model becomes two independent chains as shown in Fig. 8(a) and hopping terms are symmetric but non-Hermitian in general,

$$t_{nn}^{m'-m} = t_{nn}^{m-m'},$$

which can be shown from $\varepsilon_n(-k) = \varepsilon_n(k)$ and Eq. (32) with diagonal $U(k)$. The dispersion relation from the tight-binding model, truncating the hopping up to the nearest neighbors, are plotted in comparison to the dispersion relation calculated from the continuum model in Fig. 9. The agreement improves as $|c|$ is increased. When $|c|$ is not large, as in Fig. 9(a), the influence of the higher bands is visible, showing the limitation of the tight-binding approximation in this regime.

We have also estimated the ratio of the next-nearest-neighbor to the nearest-neighbor hopping amplitudes as a function of the strength of the potential, fixing the ratio between the real and the imaginary parts $\text{Im}(c)/\text{Re}(c) = 4$. The result is plotted in Fig. 9(b). As expected, the next-nearest-neighbor hoppings become smaller as the strength of the potential is increased, which results in better agreement between the continuum model and the tight-binding approximation. We also notice that the next-nearest-neighbor hopping of the second band decays slower than that of the first band. We attribute this difference to the larger influence of higher bands to the second band.

D. When the vector potential is present

When a vector potential $A$ is present, as presented in Fig. 5, the lowest two bands separate from the rest of the energy spectrum above a threshold value of $|c|$, for a purely imaginary scalar potential $V(x) = c \sin(2\pi x)$. Unlike the case when $A = 0$, the lowest two bands do not show mixing with exceptional points in momentum space. We therefore construct the tight-binding model without mixing the two bands, namely construct Wannier functions from individual bands. In the presence of the vector potential, the symmetric relation of Eq. (32) does not hold any more because of $\varepsilon_n(-k) \neq \varepsilon_n(k)$. In particular, the hoppings become asymmetric $|t_{nn}^{m'-m}| \neq |t_{nn}^{m-m'}|$ just as in the Hatano-Nelson model as schematically described in Fig. 8(c). Figure 8(d) demonstrates that the tight-binding models obtained with this protocol well reproduce the dispersion relations of the continuum model when the strength of the scalar potential $|c|$ is large.

By adding a vector potential, we see the shift of the peaks of the Bloch wavefunction $\psi_k^e(x)$, as shown in Fig. 12(d). In principle, the corresponding Wannier functions should be constructed to center around the shifted peaks by choosing phases of the Bloch states appropriately. However, as long as the tight-binding model is constructed from individual bands with diagonal $U(k)$, as in Eq. (23), the choice of the phases do not alter the hopping amplitudes and hence the resulting tight-binding model.

V. SUMMARY

We have explored dispersion relations of continuum models under non-Hermitian periodic potentials. In the nearly-free regime where the strength of the imaginary scalar potential is small, we have found that lowest two bands do not separate but form exceptional points. This behavior is unique to imaginary periodic potentials because real periodic potentials open gaps with infinitesimally small strength, which is a well known fact in the ordinary Hermitian band theory [1]. In the presence of imaginary vector potentials, we found that the band separation is hindered when the scalar potential is small, and a different type of gap opens when the scalar potential is larger.

When the scalar potential is strong, we can describe the band structures of the continuum model by discrete tight-binding models. The tight-binding models are constructed through not orthogonal but bi-orthogonal Wannier functions based on bi-orthogonal Bloch wavefunctions of the non-Hermitian Hamiltonian and its Hermitian conjugate.

Traditionally, non-Hermitian physics has been developed in two opposite regimes; the nearly-free regime has been studied in relation to $\mathcal{PT}$-symmetric optics, whereas tight-binding models have been largely employed when topological structures of non-Hermitian models are discussed. Our work paves a way to connect these two regimes and provide a uniform understanding of non-Hermitian physics in a wide range of parameter spaces. With tight-binding models, various analysis becomes easier, such as the calculation of topological numbers and the derivation of $\mathcal{PT}$ symmetry breaking threshold. In this paper, we have focused on simplest types of scalar and vector potentials, which serves as a first step toward understanding rich phenomena of the non-Hermitian band theory where tight-binding basis functions are constructed from the bi-orthogonal basis. Ex-
tending the work to more complicated periodic potentials, such as including internal degrees of freedom or considering scalar potentials with multiple minima/maxima per one period, to reach a more complete understanding of non-Hermitian band theory is left for future study. Extending the analysis to two or higher dimensional systems is also of great interest, in which case we need to consider a vector potential which is not just a constant, resulting in a complex magnetic field. In the Hermitian band theory, it is known that bands with nonzero Chern numbers do not give rise to localized Wannier functions \[ \text{W} \]. We expect similar localization properties for Chern bands from non-Hermitian Hamiltonians, where we need to include multiple bands to construct localized bi-orthogonal Wannier basis. Exploring the evolution of band structures and formation/collisions of exceptional points under these various types of non-Hermitian potentials, using both from the continuum theory and bi-orthogonal tight-binding models, will also shed light on further exploration of devices and phenomena inspired by non-Hermiticity in optics, acoustics, and other systems where the non-Hermitian Schrödinger equation can emerge.
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Appendix A: Symmetric Wannier functions

We explain how we construct the Wannier functions which are symmetric around a maximum or a minimum. We construct the Wannier functions \( u^1 \) and \( u^2 \) which is localized around \( x = -1/4 \) and symmetric around the localization center, which is one of the minima of \( V(x) \).

Comparing the top and bottom lines, we obtain

\[
\sum_m \{ (k + 2\pi m)^2 \delta_{lm} + V_{l-m} \} u^n_m(k) = \varepsilon_n(k) u^n_l(k). \quad (A2)
\]

The symmetry of the scalar potential \( V(-x - 1/2) = V(x) \) implies

\[
V(x) = \sum_l V_l e^{i2\pi lx} = V(-x - 1/2) = \sum_l V_{-l} e^{-i2\pi lx} = \sum_l V_{-l}(-1)^l e^{i2\pi lx}. \quad (A3)
\]

Multiplying both sides by \((-1)^l\), we obtain

\[
\sum_m \{ (k + 2\pi m)^2 \delta_{lm} + V_{l-m} \} (-1)^m u^n_{-m}(k) = \varepsilon_n(-k) (-1)^l u^n_l(-k). \quad (A4)
\]

Comparing this final equation with Eq. (A2), we see that the eigenvectors \{ \( u^n_l(k) \) \} and \{ \((-1)^l u^n_{-l}(-k)\) \} are the same up to a phase factor provided that the eigenvectors are normalized

\[
u^n_l(k) = e^{-i\theta_n(-k)} (-1)^{-l} u^n_{-l}(-k), \quad (A5)\]

where \( \theta_n(-k) \) is an \( l \)-independent phase factor. From this we can see the desired relation:

\[
u^n_{-l}(-x - 1/2) = \sum_l u^n_l(k) e^{-i2\pi lx} e^{-i\pi l} = \sum_l e^{i\theta_n(k)} u^n_l(-k) e^{i2\pi lx} = e^{i\theta_n(k)} u^n_{-l}(x). \quad (A7)
\]

In the same way, we can show \( u^n_l(-x + 1/2) = e^{i\theta_n(k)} u^n_{-l}(x) \). Using these transformation properties, we now show how we choose the phases of the Bloch states to construct the Wannier functions with the symmetries of the definition of the Wannier function, we obtain

\[
u^n_{-l}(-x + 1/2) = \frac{1}{\sqrt{N}} \sum_{k,n} U_{n1}(k) u^n_{-l}(x) \]

\[
u^n_{-l}(-x - 1/2) = \frac{1}{\sqrt{N}} \sum_{k,n} U_{n1}(k) e^{-ikx-ik/2} e^{i\theta_n(k)} u^n_{-l}(x) \]

\[
u^n_{-l}(-x + 1/2) = \frac{1}{\sqrt{N}} \sum_{k,n} U_{n1}(k) e^{ikx} e^{-i\theta_n(k)} u^n_{-l}(x). \quad (A8)
\]
Taking the complex conjugation of the above equation results from our phase convention and the relation will be useful in finding relations among tight-binding models are left for future works. When $|c|$ is large and the two lowest bands are separated, the energy of the first band is not real and thus $\varepsilon_2(k) = \varepsilon_1(k)$. Therefore, $e^{ikx} [u_1^k(x)]^*$, which is an eigenstate with the eigenvalue $\varepsilon_2(k)$, should be the Bloch wavefunction of the second band with momentum $k$ up to a phase factor $e^{i\phi(k)}$. We then have an equality

$$u_1^k(x) = e^{i\phi(k)} [u_1^k(x)]^*. \quad \text{(A12)}$$

Expanding both sides as $u_1^k(x) = \sum_l u_l^k(k) e^{i2\pi l x}$, the above relation implies

$$u_l^2(k) = [u_l^1(k)]^* e^{i\phi(k)}. \quad \text{(A13)}$$

Since the phase factor $e^{i\phi(k)}$ is independent of $l$, we can fix the factor $e^{i\phi(k)}$ by examining this relation for $l = 0$. At $l = 0$, our convention is to choose $u_1^0(k) = u_1^0(k)$ to be real and positive, which implies $\phi(k) = 0$. From $\phi(k) = 0$ and Eq. (A12), we can derive a useful relation for the Wannier functions. The Wannier functions constructed from the first (second) band is localized at $x = -1/4$ ($x = +1/4$). Then, our phase convention is to choose $U_{11}(k) = e^{ik/4}$ and $U_{22}(k) = e^{-ik/4} = U_{11}(k)$ when the first and second bands are separated. Then, we obtain

$$[u_1^0(x)]^* = \frac{1}{\sqrt{N}} \sum_k U_{11}^*(k) e^{ikx} u_1^k(-x)^* = \frac{1}{\sqrt{N}} \sum_k U_{22}(k) e^{ikx} u_2^k(x) = u_2^0(x). \quad \text{(A14)}$$

This relation implies that by flipping the Wannier function constructed from the first band, which is centered around $x = -1/4$, and taking its complex conjugation, we obtain the Wannier function constructed from the second band, which is centered around $x = +1/4$. This relation will be useful in finding relations among tight-binding matrix elements, as discussed in the next section.

**Appendix B: Derivation of relations among tight-binding hopping amplitudes**

Here, we derive various relations among tight-binding hopping amplitudes in Eq. (27), by explicitly calculating $U(k)$ in Eq. (26). When we write the singular value decomposition of $D(k)$ as

$$D(k) = E(k) G(k) G^l(k) \quad \text{(B1)}$$

where $E(k)$ and $G(k)$ are unitary matrices, $U(k)$ can be written as

$$U(k) = E(k) G^l(k). \quad \text{(B2)}$$
As mentioned in Appendix A, the trial Wannier functions under a strong imaginary potential are symmetric around their localization centers \( x = \pm 1/4 \),

\[
    g_1(x) = g_1(-x - 1/2) = \frac{1}{\sqrt{N}} \sum_k e^{+i\frac{\pi}{2} \alpha_k} \psi^*_k(x), \quad (B3)
\]

\[
    g_2(x) = g_2(-x + 1/2) = \frac{1}{\sqrt{N}} \sum_k e^{-i\frac{\pi}{2} \alpha_k} \psi^*_k(x). \quad (B4)
\]

Also, the Bloch functions form the \( \mathcal{PT} \) symmetric pair \([\psi^*_k(x)] = \psi^*_k(x)\) when the first and second bands are separated with imaginary \( c \), resulting in the \( \mathcal{PT} \) symmetric pair of trial Wannier functions

\[
    g_1^*(x) = g_2(x). \quad (B5)
\]

For the calculation of \( U(k) \), we separate the Brillouin zone into two regions \( \alpha \) and \( \beta \); \( \varepsilon^*_\alpha(k) = \varepsilon_n(k) \) in the region \( \alpha \) and \( \varepsilon^*_\beta(k) = \varepsilon_e(k) \) in the region \( \beta \). In the region \( \alpha \), if we choose phases of \( \psi^*_k(x) \) such that \( \tilde{u}_{\alpha_{\pm 0}}(k) \) is real and positive, the Bloch eigenfunctions of \( H^\dagger \) satisfy \( \mathcal{PT} \) symmetry,

\[
    [\tilde{u}^*_\alpha_k(x)] = \tilde{u}^*_\alpha_k(x). \quad (B6)
\]

From Eqs. (B5) and (B6), we can understand that the matrix elements of \( D(k) \) are related by

\[
    D_{11}(k) = \int dx [\tilde{u}^*_\alpha_k(x)] g_1(x) = \int dx \tilde{u}^*_\alpha_k(x) g_1^*(x) = D_{12}(k) = \alpha(k) \quad (B7)
\]

\[
    D_{21}(k) = \int dx [\tilde{u}^*_\beta_k(x)] g_1(x) = \int dx \tilde{u}^*_\beta_k(x) g_1^*(x) = D_{22}(k) = \alpha'(k) \quad (B8)
\]

and \( D(k) \) can be written as

\[
    D(k) = \begin{pmatrix} \alpha(k) & \alpha^*(k) \\ \alpha'(k) & [\alpha'(k)]^* \end{pmatrix}. \quad (B9)
\]

Through the singular value decomposition of \( D(k) \) in Eq. (B9), we can find that the components of \( U(k) = D(k)[D^T(k)D(k)]^{-\frac{1}{2}} \) are

\[
    U_{11}(k) = \frac{1}{2} \alpha^*(k) e^{-i\varphi_k} \left[ \frac{1}{\sqrt{A_+(k)}} - \frac{1}{\sqrt{A_-(k)}} \right] + \frac{1}{2} \alpha(k) \left[ \frac{1}{\sqrt{A_+(k)}} + \frac{1}{\sqrt{A_-(k)}} \right], \quad (B10)
\]

\[
    U_{21}(k) = \frac{1}{2} [\alpha'(k)]^* e^{-i\varphi_k} \left[ \frac{1}{\sqrt{A_+(k)}} - \frac{1}{\sqrt{A_-(k)}} \right] + \frac{1}{2} \alpha'(k) \left[ \frac{1}{\sqrt{A_+(k)}} + \frac{1}{\sqrt{A_-(k)}} \right]. \quad (B11)
\]

where \( U_{12}(k) = U^*_1(k) U_{22}(k) = U_{22}(k), e^{i\varphi_k} = (|\alpha(k)|^2 + |\alpha'(k)|^2)/|\alpha(k)|^2 + |\alpha'(k)|^2 \), and \( A_\pm(k) = |\alpha(k)|^2 + |\alpha'(k)|^2 \pm |\alpha(k)|^2 + |\alpha'(k)|^2 \). Equations (B10) and (B11) indicate that all components of \( U(k) \) have the same absolute value

\[
    |U_{ij}(k)| = \frac{1}{2}, \quad \{i, j\} = \{1, 2\} \quad (B12)
\]

in the region \( \alpha \). In the region \( \beta \), \( \mathcal{PT} \) symmetry of Bloch eigenfunctions are broken and thus

\[
    [\tilde{u}^*_\beta_k(x)] = \tilde{u}^*_\beta_k(x) \quad (B13)
\]

is satisfied with \( \tilde{u}_{\beta_{\pm 0}}(k) \) being real and positive. From Eq. (B13), we can find

\[
    D_{11}(k) = \int dx [\tilde{u}^*_\beta_k(x)] g_1(x) = \int dx \tilde{u}^*_\beta_k(x) g_1^*(x) = D_{12}(k) \equiv \beta(k) \quad (B14)
\]

\[
    D_{21}(k) = \int dx [\tilde{u}^*_\beta_k(x)] g_2(x) = \int dx \tilde{u}^*_\beta_k(x) g_2^*(x) = D_{22}(k) \equiv \beta'(k) \quad (B15)
\]

and thus \( D(k) \) can be written as

\[
    D(k) = \begin{pmatrix} \beta(k) & \beta'(k) \\ [\beta'(k)]^* & \beta(k) \end{pmatrix}. \quad (B16)
\]

Carrying out the singular value decomposition of \( D(k) \) in Eq. (B16), we can find

\[
    U_{11}(k) = \frac{1}{2} \beta'(k) e^{-i\varphi_k} \left[ \frac{1}{\sqrt{B_+(k)}} - \frac{1}{\sqrt{B_-(k)}} \right] + \frac{1}{2} \beta(k) \left[ \frac{1}{\sqrt{B_+(k)}} + \frac{1}{\sqrt{B_-(k)}} \right] \quad (B17)
\]

and

\[
    U_{12}(k) = U_{21}(k) = 0 \quad (B18)
\]

are satisfied in the region \( \beta \), with \( U_{22}(k) = U^*_1(k), e^{i\varphi_k} = \beta^*(k)\beta'(k)/|\beta(k)\beta'(k)| \), and \( B_{\pm}(k) = |\beta(k)|^2 \pm |\beta'(k)|^2 \).

We can derive the relations of \( t^{m-m'}_{mn} \) in Eq. (27) from \( U(k) \) in regions \( \alpha \) and \( \beta \) obtained through \( \mathcal{PT} \) symmetry \( \mathcal{H}^\dagger = \mathcal{H} \). Equations (B12) and (B18) indicate that hopping amplitudes in Eq. (22) can be written as

\[
    t^{m-m'}_{mn} = \sum_{k \in \alpha} \varepsilon_{\alpha_k} e^{-ik(m-m')} - \sum_{k \in \beta} \varepsilon_{\beta_k} e^{-ik(m-m')} \quad (B19)
\]

\[
    t^{m-m'}_{12} = \sum_{k \in \alpha} U_{11}^k(k) U_{22}^k(k) \varepsilon_{\alpha_k} e^{-ik(m-m')} \quad (B20)
\]

\[
    t^{m-m'}_{21} = -\sum_{k \in \alpha} U_{22}^k(k) U_{21}^k(k) \varepsilon_{\alpha_k} e^{-ik(m-m')} \quad (B21)
\]
where $\varepsilon_+(k) = \varepsilon_1(k) + \varepsilon_2(k)$ and $\varepsilon_-(k) = \varepsilon_1(k) - \varepsilon_2(k)$. From Eq. \((B19)\), we can understand that $t_{mn}^{m'-m} = t_{nn}^{n'-n}$ and $t_{11}^{m'-m} = (t_{22}^{m'-m})^\ast$ are satisfied owing to $\varepsilon_1^\ast(k) = \varepsilon_2(k)$ in the region $\beta$ and $\varepsilon_n(k) = \varepsilon_n(-k)$ in the whole Brillouin zone. Also, in the light of $U_{11}^\ast(k)U_{12}(k) + U_{12}^\ast(k)U_{22}(k) = 0$, Eqs. \((B20)\) and \((B21)\) indicate $t_{12}^{m'-m} = t_{21}^{m'-m}$. In addition, from Eqs. \((B20)\) and \((B21)\), we can find $t_{12}^{m'-m} = t_{21}^{m'-m} = 0$ when the first and second bands are separated or equivalently the region $\alpha$ is absent. In this case, the tight-binding models based on trial Wannier functions become the same as the tight-binding models for individual bands, respectively discussed in Secs. IV B 2 and IV B 1.

From the matrix components of $U(k)$ in the regions $\alpha$ and $\beta$, we can also show that $t_{12}^{m} = t_{12}^{m+1}$ in Eq. \((28)\) is satisfied, through the symmetry around $x = \pm 1/4$, $H_{-x\pm1/2} = H_x$. To this end, we first derive a relation between $D_{ij}(k)$ and $D_{ij}(-k)$. Since the trial Wannier function of the second band satisfies $g_2(x) = g_2(-x + 1/2)$, $D_{n2}(-k)$ becomes

$$D_{n2}(-k) = \int dx e^{ikx}[\tilde{u}_n(-k)(x)]^\ast g_2(x)$$

$$= \int dx e^{ik(x-1/2)}[\tilde{u}_n(-k)(x-1/2)]^\ast g_2(-x + 1/2)$$

$$= e^{ik/2} \int dx e^{-ikx}[\tilde{u}_n(-k)(x)]^\ast g_2(x)$$

$$= e^{ik/2} D_{n2}(k), \quad (B22)$$

where we changed the variable of the integral from $x$ into $-x + 1/2$ in the second line and used $\tilde{u}_n(-x + 1/2) = \tilde{u}_n(k)$ which was shown in Appendix A. In the same way, we can show $D_{n1}(k) = e^{-ik/2} D_{n1}(k)$. With these relations for the components of $U(k)$, Eqs. \((B10)\), \((B11)\), and \((B17)\) indicate $U_{n1}(-k) = e^{-ik/2}U_{n1}(k)$ and $U_{n2}(-k) = e^{-ik/2}U_{n2}(k)$. These relations for the components of $U(k)$ result in symmetric Wannier functions around $x = \pm 1/4$

$$w_1^\ast(-x + 1/2) = w_1^\ast(x), \quad w_2^\ast(-x + 1/2) = w_2^\ast(x) \quad (B23)$$

even when first and second bands are not separated, which can be understood from Eqs. \((A8)\) and \((A9)\) with $\theta_n(k) = 0$. The corresponding bi-orthogonal Wannier functions $w_1^0(x)$ and $w_2^0(x)$ satisfy the same symmetries of $w_1^\ast(x)$ and $w_2^\ast(x)$. Therefore, the hopping amplitudes between different bands satisfy

$$t_{12}^{m} = \int dx w_1^0(x) H_x w_2^{n}(x)$$

$$= \int dx w_2^0(x) H_{-x-1/2} w_2^{m}(x - 1/2)$$

$$= \int dx w_2^0(x) H_x w_2^{m-1}(x) = t_{12}^{m+1} \quad (B24)$$

which corresponds to Eq. \((28)\), since the reflection around $x = -1/4$ corresponds to the reflection around $x = -m - 1 + 1/4$ after the translation of $-2m - 1$ for $w_2^0(x)$.

---
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