Image classification of malaria using hybrid algorithms: convolutional neural network and method to find appropriate K for K-Nearest neighbor
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ABSTRACT
This paper presents image classification algorithms to improve the learning rate and to compare the classification efficiency. Using convolutional neural network (CNN) for feature extraction and method to find appropriate k for k-nearest neighbor (KNN). Medical datasets were used in the experiments to classify Plasmodium Vivax and Plasmodium Falciparum. Results of the study indicated that for Plasmodium Vivax in ring form, the appropriate k was 1 and the learning rate (LR) was 83.33%, Trophozoite (k=5, LR=91.67%), Schizont (k=1, LR=83.33%), and Gametocyte (k=1, LR=76.19%) whereas Plasmodium Falciparum in ring form (k=7, LR=91.67%), Trophozoite (k=1, LR=83.33%), Schizont (k=1, LR=91.67%) and Gametocyte (k=1, LR=100%).

1. INTRODUCTION
Malaria is a disease widespread in the tropical and temperate zones, including Southeast Asia. This disease is recognized as a major public health problem of Thailand. The number of infections is highest along Thai-Myanmar and Thai-Cambodian borders [1]. Medically, malaria can be diagnosed by means of patients’ blood test and microscopy where blood is placed on a slide before a test is performed to find irregularity of red blood. This is a standard test to confirm malaria infection. There are five species of malaria parasites that commonly infect humans, namely Plasmodium vivax, Plasmodium falciparum, Plasmodium malariae, Plasmodium ovale [2, 3] and Plasmodium knowlesi [4]. In Thailand, Plasmodium falciparum and Plasmodium vivax [5], are the most frequent and widely distributed causes of malaria. At present, studies to discover tools for malaria diagnosis are widely conducted, especially analysis through digital image processing system for image data classification and malaria parasite recognition by means of Gray-Level Co-Occurrence Matrix (GLCM) feature extraction [6], edge detection of malaria parasites [7], HSV color model using color histogram to construct image index in the classification process [8], threshold, grayscale, and edge detection [9]. These techniques and methods have been developed to classify image data and recognize malaria parasites up to today.

Recently, convolutional neural network (CNN) have been developed by AlexNet [10, 11], and face recognition algorithm is further developed with deep learning [12]. Route exploration of natural environment (DNN) [13], with prominent features of CNN algorithm, which can be used to extract main features of an image through filters in each convolutional layer to obtain important information of an image that can be used to effectively classify image data with k-nearest neighbor (KNN) algorithm technique [14, 15]. And from the...
importance of the problems mentioned above, the researcher has an idea to develop an automatic system for reliable classification of malaria and low cost using Digital Image Processing Techniques.

In this paper is aimed at developing malaria parasite classification and recognition to enable accurate disease diagnosis with CNN for feature extraction and method to find appropriate k for KNN algorithm to improve the efficiency of detection of Plasmodium vivax, Plasmodium falciparum, to compare the test results of the proposed algorithm.

2. RESEARCH METHOD

This part discusses the main research method that used on this research.

2.1. Proposed technique

The proposed recognition and classification of malaria is made up of two types such as training and the testing, all the training malaria images are used the features extraction with CNN and KNN classification. And comparison on the efficiency and classification accuracy between the CNN-KNN and GLCM-KNN. Block diagram of classification is shown in Figure 1.

![Figure 1. Block diagram of training and testing of malaria classification model. (a) Block diagram of CNN-KNN classification, (b) Block diagram of GLCM-KNN classification](image)

2.2. Architecture overview of the proposed system

In this section, detailed structure of the image data classification system using CNN for feature extraction and KNN classification. Architecture of the proposed system is shown in Figure 2.

![Figure 2. Structure of the CNN and KNN hybrid model](image)
2.3. Convolutional neural network (CNN)

Convolutional layer [11, 16] is to extract main features of an image through filters to obtain important information of the image. Generally, input data have pixel values of three channels, including red, blue and green. Each pixel is represented by a number to indicate color intensity. The values range from 0 to 255, representing minimum to maximum intensity. To make a black and white image, there will be only one channel, which is the channel of black, with the values of 0 (white) to 255 (pitch black). In this step, we will discuss how convolution method is used to calculate the main features of an image, gives an example of matrix of input image datasets and filter matrix. Sharpening filter matrix results are stored in smaller matrices, or feature map. Convolution performed in each layer consists of four steps as follows:

Step 1: Placing a filter on the position of input image
Step 2: Calculating the position of center of datasets from Equation (1)

\[(I \times h)[i, j] = \sum_{u,v} h(u,v) \times I(i + u, j + v)\]  

(1)

Where \( I \) is input matrix whose size is equal to that of the filter; 
\( h \) is medium matrix; 
\( i \) and \( j \) are positions being considered by the central position of matrix; and 
\( u \) and \( v \) are positions of the medium used in the calculation.

Step 3: Moving filters to different positions on the input image pixel to pixel until the last one
Step 4: Repeating Step 2 to Step 3.

Max pooling layer [11, 16]. From the process of convolution algorithm, the more convolutional layers require more time for calculation. In this regard, max pooling is an algorithm used to reduce calculation problems and increase calculation speed.

Upon completion of the feature extraction process using filters and max pooling, output will be in the form of dataset which must be pre-processing by means of re-arrangement to be in the form of one-dimension vector. From the CNN structure, a fully connected layer (FC) is generated.

2.4. K-nearest neighbor classification

The process of recognition of data used in the teaching is obtained from fully connected layer of CNN. This process makes the value of main features or variables of 1000 variables sent to KNN algorithm [17], which is an approach suitable for classification of medical image data. With respect to learning characteristics of KNN algorithm, no classification model is pre-established. If new image data are to be classified, they can be compared to the existing data in the manner of classification or categorization of datasets with the same or similar characteristics. The processing process in classifying image data will require determination of \( k \), which is the number of existing data that is close to that of the data to be classified by choosing appropriate \( k \) value, which can be considered from characteristics of data classes. To obtain high classification accuracy, it may not be necessary to choose a high \( k \) value. If \( k \) is chosen to be equal to 3, the accuracy rate is high because the data have a small number of main features and classes, which makes them easier to be classified.

In finding the similarity, difference or closeness between new and old data by using a calculation principle to measure the difference with Euclidean distance, which will consider training datasets where \( i = (i_1, i_2, i_3, ..., i_k) \) and variable \( i_k \) is an attribute of \( i \) and testing datasets where \( y = (y_1, y_2, y_3, ..., y_k) \) and variable \( y_k \) is value of features of \( y \) in the property of distance function, which is a function frequently used in calculating Euclidean distance [14, 15, 18], which can be calculated from the following equation:

\[d(i, y) = \left[\sum_{k=1}^{n} (i_k - y_k)^2\right]^{\frac{1}{2}}\]  

(2)

According to Equation (2), \( d(i, y) \) is Euclidean distance between \( i \) vector and \( y \) vector and values of \( n, k \) when \( n \) is the number of features of image in \( i \) vector and \( y \) vector.

3. RESULTS AND DISCUSSION

This section will show the efficiency of methods used to classify each type of malaria parasites and compare the efficiency of algorithms of feature extractions. Results are listed in topics as follows:
3.1. Image datasets

Input images were prepared by removing irrelevant backgrounds, which might cause errors to the networks. In this article, the images used in the experiments were obtained from microscope images at 100x magnification. Images with the size of 227x227 pixels used for feature extractions. With respect to the experiment procedure, data were divided into two sets: a training dataset and a testing dataset not undergoing system recognition. Examples of images of each type of malaria parasites used in the experiments are shown in Table 1.

| Malaria Stage       | Images                                      |
|---------------------|---------------------------------------------|
| *P. vivax* ring form| ![Images](image1.png)                       |
| growing trophozoite | ![Images](image2.png)                       |
| schizont            | ![Images](image3.png)                       |
| gametocyte          | ![Images](image4.png)                       |
| *P. falciparum* ring form | ![Images](image5.png)                  |
| growing trophozoite | ![Images](image6.png)                       |
| schizont            | ![Images](image7.png)                       |
| gametocyte          | ![Images](image8.png)                       |

3.2. Experiment results using CNN and KNN hybrid model

Experiments were conducted to determine the accuracy of proposed algorithms using image datasets of *Plasmodium vivax* and *Plasmodium falciparum*. Both malaria parasites are divided into four stages, namely ring form, growing trophozoite or trophozoite, schizont and gametocyte. In the experiment steps, data were divided into two sets, training and testing datasets not undergoing the recognition process, per each stage. With respect to classification algorithm test process, k value was properly adjusted for KNN classification. Results of *Plasmodium vivax* classification are shown in Figure 3.
According to Figure 3, features of Plasmodium vivax images were extracted using the proposed algorithms with datasets of 960 images (ratio of training dataset to testing dataset was determined at 50:50). Test results of classification efficiency of Plasmodium vivax in different stages are as follows: ring form (k=1, LR=83.33%), trophozoite (k=5, LR=91.67%), schizont (k=1, LR=83.33%), and gametocyte (k=1, LR=91.67%). And the results of Plasmodium falciparum classification are shown in Figure 4.

According to Figure 4, main features of Plasmodium falciparum images were extracted using the proposed algorithms with datasets of 960 images (ratio of training dataset to testing dataset was determined at 50:50). Results of the classification efficiency of Plasmodium falciparum in different stages reveal that in ring form stage, the appropriate k was 7 and learning rate (LR) was 91.67%. The results for other stages are as follows: trophozoite (k=1, LR=83.33%), schizont (k=1, LR=91.67%), and gametocyte (k=1, LR=100%). It can be concluded from the experiments that major factors contributing to recognition efficiency are types of image datasets used in the experiments and level of brightness of images taken. And the results of overall accuracy of system proposed are shown in Table 2.

### Table 2. The performance analysis of proposed method.

| Stage        | Optimal accuracy classification values | Over all accuracy of the system |
|--------------|----------------------------------------|---------------------------------|
| Plasmodium vivax | ring form: 83.33%, trophozoite: 91.67%, schizont: 83.33%, gametocyte: 91.67% | |
| Plasmodium falciparum | ring form: 83.33%, trophozoite: 91.67%, schizont: 91.67%, gametocyte: 100% | 89.58% |

### 3.3. Performance comparison of the proposed method with other methods

A comparison of feature extraction efficiency of malaria parasite classification using the proposed CNN for feature extraction and feature extraction using GLCM by determining k number in the KNN classification approach to have equal k value will be used in the experiments to classify Plasmodium vivax in ring form (k=1), trophozoite (k=5), schizont (k=1), gametocyte (k=1), and Plasmodium falciparumin ring form.
(k=7), trophozoite (k=1), schizont (k=1), gametocyte (k=1) where k value can be determined from the result of test for appropriate k in Figure 3 and Figure 4 and datasets used in the comparative tests in which the same dataset were used to test the proposed algorithm. Comparison of the efficiency of feature extractions is shown in Figure 5. And show other methods are reported in Table 3 to prove the efficiency of our proposed system.

![Comparison of classification accuracy results](image1)

![Comparison of classification accuracy results](image2)

Figure 5. The comparison of classification accuracy results, (a) Malaria - Plasmodium vivax, (b) Malaria - Plasmodium falciparum

From Figure 5, comparison of Plasmodium vivax and Plasmodium falciparum classification percentages using feature extraction of CNN and feature extraction using GLCM approach, when considering the test results of malaria parasite classification in each stage, it was found that GLCM-KNN method with an average accuracy of 67.70%. It can be seen that the proposed algorithm has the higher accuracy percentage than that of the feature extraction using GLCM approach.

| Table 3. The accuracy that achieved by our proposed method and other methods for malaria image classification |
|------------------------------------------|
| Related work | Techniques used for image malaria / classification | Classification Accuracy |
| [2] | SVM classifier (Malaria parasite detection) | 86% |
| [3] | GLCM and KNN classifier | Not defined |
| [4] | Support Vector Machine (SVM) | 84.2% |
| [19] | Levenberg-Marquardt (LM) and Bayesian Rule (BR) | 87.35 for LM and 87.76 for BR |
| [20] | Back propagation (BP) | 85% |
| [21] | Bayesian pixel classifier | 88.5% |
| [22] | Neural Network Toolbox of Matlab 6.1 software package | 84.85% |
| [23] | NN-BPFF and KNN classifier | 88.06 for NN-BPFF and 83.70 for KNN |
| Proposed method | Feature extraction of CNN and KNN classifier | 89.58% |

4. CONCLUSION

This article reveals the accuracy of malaria parasite classification using the CNN approach for feature extraction and KNN in order to further utilize the results obtained in developing diagnosis devices. To conduct the experiments, data were divided into two sets. The ratio of training dataset to testing dataset was determined at 50:50. With regard to the accuracy of classification of each type of malaria parasites, the results show that the learning rate is not lower than 80% and in determining appropriate k in KNN algorithm, it was found that with correct classification percentage, k was most likely to be equal to 1. It can be concluded that small number of main features of image data and classes resulted in a high rate of accuracy of malaria parasite classification.
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