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ABSTRACT Multiple parameters with large nonlinear characteristics must be considered simultaneously to design the coil dimensions of static inductive power transfer (SIPT) systems. The design of dynamic inductive power transfer (DIPT) systems is more challenging due to the large number of parameters needed to be considered. In the conventional artificial neural network (ANN)-based design approach, optimal coil dimensions are found using ANN that has learned the nonlinear characteristics between coil dimensions and magnetic characteristics using the finite element method (FEM). However, this approach requires a large amount of training data, and it is difficult to reach an optimum design if there are many design criteria. In order to overcome these challenges, this paper proposes a design optimization method using two approaches: improving the time efficiency of ANN training data collection by superposing the magnetic fields from the coils and improving the input value of ANN using a genetic algorithm. Design results predicted by the ANN are compared with FEM simulation, circuit simulations, and experimental results to verify the validity of the proposed algorithm. The FEM and circuit simulation results and the ANN prediction results match with errors of 10.2% or less for all design requirements. Experimental results are provided for a 3 kW DIPT system with four transmitter coils and an automated test rail. Comparison results between ANN predicted values and experimental values match with an error of less than 12.7%.

INDEX TERMS Artificial neural networks, genetic algorithms, multi-objective optimization, wireless power transmission.

I. INTRODUCTION Electric vehicles (EVs) are rapidly growing in popularity with their promise of reducing emissions and operating costs. However, EVs have challenges compared to conventional internal combustion engine (ICE) vehicles, such as the limited driving range, long charging time, heavy battery weight, and high battery price. Dynamic inductive power transfer (DIPT) systems have been proposed and studied to address the issues. In a DIPT system, transmitter coils are embedded in the road to supply electric power to EVs wirelessly. DIPT is expected to reduce the battery’s weight and cost and improve the vehicle range and charging time [1], [2], [3], [4], [5].

To perform design optimization of an inductive power transfer (IPT) system, engineers need to consider many vital specifications, such as output power, stray magnetic fields, variation of coupling due to misalignment, coil losses, magnetic core volume, and copper winding volume [6], [7], [8], [9], [10], [11], [12], [13], [14]. In addition, DIPT requires...
further considerations beyond static inductive power transfer (SIPT) systems, such as the distribution of transmitted power on transmitter coils along the road and the average output power received by moving vehicles [15], [16], [17], [18], [19], [20], [21], [22].

To overcome the challenges in the design process for IPT systems, the Pareto front-based multi-objective optimization method has been discussed in previous works [23], [24], [25], [26]. The Pareto front is a performance boundary given by the set of designs in which an increase in one of the performances results in a decrease in the other. This method performs characteristic value mapping with a design parameter sweep using the loss model and FEM model to determine an optimized design point. In this method, the coupling coefficient and the stray magnetic fields are obtained by FEM simulation after determining the coil geometry. Due to the large air gap between the loosely coupled primary and secondary coils, as well as the presence of ferrite to shape the fields, it is difficult to define an exact mathematical model to represent the relationship between the geometric parameters of the coils for the IPT systems such as the various lengths, widths, and heights, and the magnetic parameters such as the inductances, coupling coefficients, and stray fields. As a result, the multi-objective design optimization methods for IPT systems rely heavily on FEM simulations to calculate these magnetic parameters. Using FEM simulations to perform parametric sweeps is time-consuming, especially when the user needs to run thousands of simulations to achieve the desired resolution.

In order to reduce the calculation time for the stray magnetic fields, optimization methods using the superposition of stray magnetic fields have also been proposed [27], [28]. In these methods, the stray magnetic field is obtained with each turn of the coils and represented as any number of turns and currents using the superposition of magnetic fields. These methods can significantly reduce the stray magnetic field calculation time. However, these methods are unsuitable for flexible design optimizations of IPT systems if they include magnetic core size and winding geometries because they require a large inductance matrix and a current-magnetic field coefficient vector for each magnetic core geometry.

As an alternative to the optimization method above, artificial neural network (ANN)-based approaches have been proposed [29], [30], [31], [32]. The ANNs generate the Pareto fronts and select the optimal designs from given specifications and goals. In the literature [32], the ANNs predict the inductance and coupling coefficient of inductors from a 2-D FEM model of an inductor. The trained ANN learns the nonlinear characteristics of inductors and can depict a Pareto-front line by quickly predicting and plotting a large amount of data. This method is excellent for optimizing IPT systems since neural networks can represent nonlinear relationships between input and output variables. However, there are two challenges in systems with many input and output variables, such as DIPT, as shown in Fig. 1.

The first challenge is that a vast amount of training data is required. In the conventional approach, ANN learns the nonlinear relationship between coil dimensions and magnetic characteristics from FEM data. A vast amount of FEM data is required to learn relationships if there are many input variables.

The second challenge is too many design criteria to reach the optimal design. Even if an ANN can learn nonlinear relationships, too many design requirements will take too much time to find an optimal design point that satisfies all design criteria.

To overcome the two challenges, this paper proposes a new fast design optimization method utilizing a combination of ANNs and genetic algorithms (GAs) for DIPT systems. The motivation of this paper is to find the Pareto front and perform multi-objective optimization in a short time. Section II presents an overview of the proposed algorithm in which superposition can help ANNs learn stray magnetic field data quickly, and GAs in the feedback step select input variables effectively. The proposed method demonstrates design optimization in Section III. In Section IV, simulations verify the validity of the optimized design. In Section V, the validity of the optimized design is verified experimentally.

II. THE PROPOSED DESIGN OPTIMIZATION PROCESS

In this section, a method to efficiently collect ANN training data by superposition of the magnetic fields of the transmitter and receiver coils in order to overcome the challenge 1 mentioned in the previous section is proposed. Furthermore, a method to improve input value by a GA to overcome the challenge 2 is proposed.

A. ASSUMPTION OF THE OPTIMIZATION PROBLEM

The coil model to be optimized is shown in Fig. 2. There are ten design variables, including the width of coil winding, the coil length, the distance between two transmitter coils, and the number of turns, listed in Table 1.
As the receiver coil moves from above the center of the transmitter coil to the edge according to the vehicle traveling direction, the coupling coefficient between the transmitter coil and receiver coil changes significantly from maximum to minimum. Since this coupling coefficient profile significantly affects the average output power, it is necessary to accurately simulate the coupling coefficient profile. In this paper, the coupling coefficient profiles are calculated in an FEM model with five receiver positions from $y_0$ to $y_4$ depicted in Fig. 2(a).

Since the transmitter coil is symmetrical about the center points $x_0$ and $y_0$, symmetry was used to calculate the coupling coefficient profile of the entire transmitter coil with respect to the vehicle’s traveling direction. Additionally, it is assumed that all of the multiple transmitter coils have the same magnetic profiles and that adjacent transmitter coils do not affect the magnetic characteristics of each other. The coupling coefficients between each transmitter coil are ignored in this paper to simplify the analysis.

The conventional ANN-based design optimization flow is shown in Fig. 3. In step 1, ten random values, one for each design variable, are input into the FEM simulator. In step 2, the FEM simulator calculates magnetic characteristics from the input design variables. In step 3, ANN learns the nonlinear relationship between coil dimensions and magnetic characteristics. In step 4, the design variables are input into the trained ANN that is fixed. In step 5, a large number of design points are output from the trained ANN. In step 6, the optimal design point that satisfies all design criteria is found from a large number of design points. The design criteria selected in this paper are listed in Table 2.

Although many more design criteria exist for an actual DIPT system, 12 parameters that mainly affect system characteristics are selected. The coil interval $l_{\text{interval}}$ is represented as
\[
l_{\text{interval}} = l_{ty} + 2w_{ty} + p.
\]
If the coil interval is increased, the number of inverters and compensation circuits on the transmitter side can be reduced, hence the system cost can be reduced. However, longer coil tends to cause higher loss and higher stray fields.

The difference of coupling coefficient $k_{\text{diff}}$ is defined as
\[
k_{\text{diff}} = \frac{|k_{x0,y0} - k_{x1,y0}|}{\max(|k_{x0,y0}|, |k_{x1,y0}|)},
\]
where $k_{x0,y0}$ and $k_{x0,y1}$ are the coupling coefficients at $(x_0, y_0)$ and $(x_1, y_0)$, respectively. A small $k_{\text{diff}}$ improves the output power reduction in misalignment conditions in the lateral direction but requires larger transmitter coils.
The power ripple $P_{\text{ripple}}$ is the difference between the maximum power and the minimum power when the receiver coil passes over the transmitter coils and is expressed by

$$P_{\text{ripple}} = \left( 1 - \frac{P_{\text{dip}}}{P_{\text{peak}}} \right) \times 100 \% \quad (3)$$

where $P_{\text{dip}}$ is the lowest output power and $P_{\text{peak}}$ is the peak output power. Reducing the power ripple can be expected to reduce the size of filters and compensation circuits on the receiver side. However, a small $P_{\text{ripple}}$ tends to increase the size of the transmitter coil and decrease the length of the transmitter coil interval.

Reducing the transmitter and receiver coil’s current and voltage is expected to reduce the costs of the Litz wire and the compensation circuits. However, low currents and voltages make it difficult to transmit high power.

**B. SOLUTION 1: REDUCTION OF ANN TRAINING DATA COLLECTION TIME BY SUPERPOSITION OF MAGNETIC FIELDS**

In solution 1, the ANN learns the stray magnetic field data with only the transmitter coil and with only the receiver coil separately. The turn numbers of the transmitter and receiver coils are a single turn, respectively. The currents that flow in the transmitter and receiver coils are unit currents. The trained ANN predicts the nonlinear characteristics of the stray magnetic field at an arbitrary current and an arbitrary number of turns using the superposition of magnetic fields. An FEM simulation model used to calculate stray magnetic fields is shown in Fig. 4. The SAE standard [7] is considered to design stray magnetic fields with the assumption that the width of the vehicles is 1.6 m. A position 800 mm away from the center of the receiver coil in the horizontal direction is defined as the measurement point of the stray magnetic field. The height of the measurement point is half the vertical gap between the receiver and transmitter coils.

The calculation methods for stray magnetic fields are compared in Fig. 5. The conventional stray magnetic field calculation method is shown in Fig. 5(a). The conventional method calculates the total value of the stray magnetic field when an arbitrary current flows through an arbitrary number of turns of the transmitter and receiver coil. The proposed stray magnetic field calculation method is shown in Fig. 5(b). The superposition of the magnetic fields can be used to calculate the total value of the stray magnetic fields for any number of turns and currents. Therefore, the ANN can predict the stray magnetic field at an arbitrary current and number of turns by learning the stray magnetic fields from the one-turn transmitter and receiver coils. Rather than calculating the stray magnetic field for any combination of turns and current by FEM, it is more time-efficient to train the ANN by using superposition after calculating the stray field of only the unit current and unit winding by FEM. Additionally, since stray magnetic fields are calculated with superposition, the currents can be calculated given whatever circuit topology is used and simultaneously can be optimized in the circuit to meet stray magnetic field limits as well as maximize efficiency. Typically, these two processes are done separately [23]. If it is assumed that three points of training data are required for one input variable, the proposed method can reduce the time required for data collection to about 1/40. A mid-range desktop personal computer (Intel Core i7-9700 K with 32 GB RAM) completes one FEM simulation in a minute. Therefore, the proposed method reduced the time required for data collection from about 40 months to about one month.

**C. SOLUTION 2: GENETIC ALGORITHM TO IMPROVE THE RANDOM INPUT**

Solution 2 uses a genetic algorithm (GA) to improve the random input variables to the ANN. The comparison between the conventional ANN-based method and the proposed ANN- and GA-based method is shown in Fig. 6. The conventional ANN-based method to output design points is shown in Fig. 6(a). The ten design variables are randomly input to the fixed trained ANN, and the magnetic characteristics are output from the ANN. Design points satisfying 12 design criteria are found from a large number of design points. This conventional method is challenging because many unnecessary design points are output from the random input values. The proposed method with the combination of ANN and GA is shown in Fig. 6(b). The GA improves the random input values to the ANN. By finding the input value area that can output...
appropriate design points, ANN can more effectively output design points that satisfy 12 design criteria.

III. DESIGN OPTIMIZATION

In this section, a proposed algorithm combining ANN and GA is constructed, and an optimal design point is extracted by the algorithm.

A. CONSTRUCTION OF ANN

The input variables are assumed as follows:

\[ l_{tx}, l_{ty}, \omega_{tx}, \omega_{ty}, \alpha_{i}, p, l_{r}, w_{r}, N_{t}, N_{r}. \]

The three-dimensional components of the magnetic fields due to the unit current from the transmitter coil and the three-dimensional components of the magnetic fields due to the unit current from the receiver coil are calculated separately by FEM. The magnetic fields are calculated in both cases with and without misalignment. In order to calculate the power transmission distribution of the coil, five measurement points are set along the vehicle traveling direction, and the magnetic parameters are calculated.

As the output of ANN, 90 magnetic parameters are assumed as follows:

Output : \( L_{t,x,y} \), \( L_{t,x,y} \), \( k_{s,y} \).

\[ \text{Re} \left( B_{t,x,y} \right), \text{Im} \left( B_{t,x,y} \right), \text{Re} \left( B_{r,x,y} \right), \text{Im} \left( B_{r,x,y} \right) \]

where \( L_{t,x,y} \) and \( L_{r,x,y} \) are the self-inductance of the transmitter and receiver coils, and \( k_{s,y} \) is the coupling coefficient between the transmitter and receiver coils. \([x_{i}, y_{j}]\) is represented by

\[ [x_{i}, y_{j}] = [x_{0}, y_{0}], [x_{0}, y_{1}], [x_{0}, y_{2}], [x_{1}, y_{0}], [x_{0}, y_{3}], [x_{0}, y_{4}], [x_{1}, y_{0}]. \]

\[ \text{Re} \left( B_{t,x,y} \right), \text{Im} \left( B_{t,x,y} \right), \text{Re} \left( B_{r,x,y} \right), \text{Im} \left( B_{r,x,y} \right) \] are three dimensional vector values and represented as follows:

\[ \text{Re} \left( B_{t,x,y} \right) = \left[ \text{Re} \left( B_{x,t,x,y} \right), \text{Re} \left( B_{y,t,x,y} \right), \text{Re} \left( B_{z,t,x,y} \right) \right] \]

\[ \text{Im} \left( B_{t,x,y} \right) = \left[ \text{Im} \left( B_{x,t,x,y} \right), \text{Im} \left( B_{y,t,x,y} \right), \text{Im} \left( B_{z,t,x,y} \right) \right] \]

where \( I_{t} \) and \( I_{r} \) are the real and imaginary part of the magnetic fields when \( I_{t} \) is 1 A(rms) and \( I_{r} \) is 0 A(rms) in the receiver position \([x_{i}, y_{j}]\). \text{Re} \left( B_{r,x,y} \right) \) and \text{Im} \left( B_{r,x,y} \right) \) are the real and imaginary part of the magnetic field when \( I_{r} \) is 0 A(rms) and \( I_{t} \) is 1 A(rms) in the receiver position \([x_{i}, y_{j}]\). By splitting the magnetic field \( B_{x,y} \) when the receiver position is \([x_{i}, y_{j}]\) can be obtained for any combination of current \( (I_{t}, I_{r}) \) as follows:

\[ B_{x,y} = \left\{ \left[ \text{Re} \left( B_{t,x,y} \right) N_{t}I_{t} + \text{Re} \left( B_{r,x,y} \right) N_{r}I_{r} \right]^{2} + \left[ \text{Im} \left( B_{t,x,y} \right) N_{t}I_{t} + \text{Im} \left( B_{r,x,y} \right) N_{r}I_{r} \right]^{2} \right\}^{1/2} \]

where \( N_{t} \) and \( N_{r} \) are the number of turns in transmitter and receiver coils. When the magnetic field is split into real and imaginary components, and the \( x, y, \) and \( z \) components are also split, the magnetic fields for each component is proportional to the number of turns \( (N_{t}, N_{r}) \) and the currents \( (I_{t}, I_{r})[\text{27}, \text{28}, \text{33}, \text{34}] \) Splitting stray fields is required to calculate the total stray fields since the phase angle between the transmitter and receiver currents is different by 90 degrees. The reflected magnetic fields from coil winding and aluminum plates must also be considered as stray fields with varying phase angles. The maximum value of the magnetic fields \( B_{x,y} \) is defined as

\[ B_{\text{stray}} = \max \left\{ B_{x,y} \right\}. \]
input and output layers, and each hidden layer has 100 nodes. By minimizing the loss function, weights between each node and the bias of each node are optimized. As the loss function, root mean square error (RMSE) is used, and the RMSE is defined by

\[
RMSE = \sqrt{\sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2},
\]

where \(n\) is the number of nodes on the output layer \((n = 90)\), \(Y\) is the normalized output parameters of FEM, and \(\hat{Y}\) is the normalized predicted output parameters.

Nodes on each hidden layer have activation function \(\sigma\). The type of activation function can be chosen according to the nonlinear model the user wants to fit. On the hidden layer one, the activation function at node one is represented as

\[
\sigma \left( \mathbf{z}^{(1)} \right) = \sigma \left( u_{11}^{(1)} x_1 + u_{21}^{(1)} x_2 + \ldots + u_{m1}^{(1)} x_m \right)
\]

where \(m\) is the number of input variables \((m = 8)\), the activation function can be chosen from any nonlinear function such as the sigmoid function, hyperbolic tangent function, and arc tangent function. A comparison of activation functions is shown in Fig. 7. The sigmoid function maps the input values in the range \((0, 1)\) as shown in Fig. 7(a). Therefore, it is mostly used for multi-class classification. The hyperbolic tangent function and arc tangent function provides an output that is zero-centered. Hence, large negative values are mapped to negative outputs [35] as shown in Fig. 7(b). The arc tangent function is slightly flatter than the hyperbolic tangent function, as shown in Fig. 7(c). Hence, it has a better tendency to differentiate between similar inputs [36]. This paper uses the arc tangent function as the activation function since the relationship between coil dimension and magnetic characteristics in DIPT systems tends to be moderate.

By minimizing the error between the output of the ANN and FEM data from the same input value in iteration calculation, weights between each node are optimized using the back-propagation algorithm [37], [38]. The ANN can represent the nonlinear relationship because the hidden layers have nonlinear activation functions. If a linear function is used for the activation function, the fitting result is essentially the same as the linear regression.

In this paper, the double-sided LCC compensation network [39], [40], [41], [42] is assumed for the IPT system. The circuit topology is shown in Fig. 8. The circuit makes the transmitter coil current constant regardless of the coupling coefficient between the transmitter and receiver coils. For this reason, the LCC compensation network is appropriate for DIPT systems since the coupling coefficient changes in a wide range. In addition, the compensation network is suitable for battery charging applications such as EV charging since the load on the receiver side is charged with a constant current.

The rms receiver current \(I_{r}\) is represented as

\[
I_{r} = \frac{P_{out,x,0,y0}}{\omega L_{k,x,0,y0} \sqrt{L_{x,x,0,y0} L_{r,x,0,y0}}} 
\]

where \(I_{r}\) is the rms current of the transmitter coil, \(P_{out,x,0,y0}\) is output power when the receiver coil is above the center of the transmitter coil, and \(\omega\) is the angular switching frequency of the system. Therefore, output power when the receiver position is at \(y_r = y_1, \ldots, y_4\) is calculated as

\[
P_{out,x,0,yi} = \omega L_{k,x,0,yi} L_{x,x,0,y0} L_{r,x,0,y0} \quad (i = 1, 2, 3),
\]

\[
P_{out,x,0,y4} = 2 \omega L_{k,x,0,y4} L_{x,x,0,y0} L_{r,x,0,y0}. 
\]

The output power \(P_{out,x,0,y4}\) is doubled because the receiver coil is induced by the two primary coils when the receiver coil is at the edge of the primary coil [43]. Using (16) and (17), the average output power \(P_{ave}\) is calculated as

\[
P_{ave} = \left( P_{out,x,0,y0} + 2P_{out,x,0,y1} + 2P_{out,x,0,y2} 
+ 2P_{out,x,0,y3} + P_{out,x,0,y4} \right) / 8. 
\]

The approximated coil loss is calculated by

\[
P_{loss} = \frac{\omega L_{x,x,0,y0} I_{r}^2}{Q_{coil,t}} + \frac{\omega L_{r,x,0,y0} I_{r}^2}{Q_{coil,r}}
\]

where \(Q_{coil,t} = Q_{coil,r} = 400\) is assumed as a general case of the coil quality factors. Once the input voltage \(V_{dc}\), the output voltage \(V_{bat}\), and the transmitter current \(I_{t}\) are determined, the values of the compensation circuits are uniquely determined as

\[
L_{1,s} = \frac{2\sqrt{2}V_{dc}}{\pi \omega I_{t}},
\]

\[
C_{1,p} = \frac{\pi I_{t}}{2\sqrt{2} \omega V_{dc}},
\]

\[
C_{1,s} = \frac{\pi I_{t}}{\omega \left( \pi \omega L_{x,x,0,y0} - 2 \sqrt{2} V_{dc} \right)},
\]

\[
C_{r,s} = \frac{\pi P_{out,x,0,y0}}{\omega^2 \left( \pi L_{r,x,0,y0} P_{out,x,0,y0} - 2 \sqrt{2} V_{bat} M_{x,0,y0} \right)}.
\]
TABLE 3. Design specifications for the DIPT system

| Description                        | Parameter | Value | Unit |
|------------------------------------|-----------|-------|------|
| Input dc voltage                   | $V_{dc}$  | 100   | V    |
| Output dc voltage                  | $V_{bat}$ | 100   | V    |
| Output power at the center         | $P_{out,x0,y0}$ | 3.3 | kW   |
| Switching frequency                | $f_s$     | 85    | kHz  |
| Air gap                            | $g$       | 250   | mm   |
| Transmitter current                | $I_t$     | 20–100| A(rms)|

**B. FITTING OF ANN**

The design specifications for the DIPT system are shown in Table 3. Input and output voltages and output power at the center of the primary side coil are defined as $V_{dc} = 100$ V, $V_{bat} = 100$ V, and $P_{out,x0,y0} = 3.3$ kW. Although the proposed algorithm can design systems with different $V_{dc}$ and $V_{bat}$, the same voltages are used since an experimental system that recirculates power is planned. The low input and output voltage are used to simplify the prototype system’s safety setup since the prototype’s purpose is to compare the experimental results and ANN predictions. The transmitter current $I_t$ is also swept in the range of 20 to 100 A(rms) to find the best driving point. The ANN is trained using the 4600 FEM data points for the training data. 100 FEM data points are used for the validation data. The ranges of the random geometric input values are defined in Table 1.

The graph of the root mean square of training error and validation error versus the number of iterative calculations when the number of the training data is 200 is shown as an example in Fig. 9. The training error means the difference between the predicted data and training data used to fit the ANN. The validation error means the difference between the predicted data and new data, which is used to verify the accuracy of the trained neural network for new data. In Fig. 9, the verification error in the graph turns to increase after the dashed line, but the training error continues to decrease. This means that ANN overfitting occurs in the region where the number of iterative calculations is greater than the dashed line [32]. In other words, the ANN only fits the training data accurately and cannot output accurate data when new data comes. In order to prevent overfitting, the iterative calculations are stopped at the point where the validation data is minimum, and the prediction error is defined as the accuracy of the ANN using this number of data.

The graph of the number of data versus prediction error is shown in Fig. 10. When the number of data is 4700, the validation error of the ANN is less than 4%. This means that
the trained ANN can predict magnetic characteristics from new coil dimensions within a 4% error.

C. CONSTRUCTION OF GA

The algorithm flow of the constructed genetic algorithm is shown in Fig. 11. At each generation of the GA, the trained ANN is used to calculate each potential design solution’s magnetic characteristics quickly. A random geometric design represented as a vector of 10 parameters is selected from the ranges defined in Table 1 and called an initial population. The size of the population is 5000. Magnetic characteristics are output through the fixed ANN from the initial population.

Design outputs are extracted to find an optimal solution based on the design criteria listed in Table 2. The design solutions that satisfy design criteria 1 and 2 are defined as the 1st group. The design solutions that satisfy the design criteria 3 and 4 out of the 1st group are defined as the 2nd group. In the same way, the 3rd group, 4th group, 5th group, and 6th group are defined. Hence, the 6th group satisfies all the design criteria from 1 to 12. The 5000 pairs of design points are selected from the 1st group to the 6th group, and the members of the selected subset are called parents. At the time, the incentives are applied for the probability of being selected as a parent from each group as follows: the members in the $s$-th group have $s^2$ times more probability.

The new set of geometry parameters is created through crossover and mutation from the selected parents [44], [45], and the members of the created subset are called children. The ratio of two parents-parameters out of ten variables is randomly determined using the 1-point crossover method [46]. As mutation elements, three out of ten variables of the coil geometry after the combination of parents parameters are randomly selected and changed randomly in the $\pm 30\%$. The created children become the input variables to the fixed ANN in the next generation. The process is iterated until the number of design points in the 6th group converges. The number of design points extracted after 33 generations is 579 plots in this paper.

D. THE EXTRACTION PROCESS OF AN OPTIMIZED DESIGN POINT

The comparison of the obtained Pareto fronts by the conventional and proposed methods is shown in Figs. 12 and 13. Both scatter plots are output using the fixed ANN trained on the data obtained using the method of superposition in Solution 1. Both algorithms finished plotting in about ten minutes using a mid-range desktop personal computer (Intel Core i7-9700 K with 32 GB RAM). The design results of the conventional method are shown in Fig. 12. In the conventional method, 500 000 random design values are input. There was no design point in the final design criteria. Hence, the optimum design point could not be found since the Pareto front could not be obtained in the last two planes, as shown in Fig. 12(e) and (f). The result of the proposed method after 33 generations is shown in Fig. 13. The proposed method outputs 579 points of data for the final design criteria and finds Pareto fronts for all planes to choose an optimal design point since
GA improves the input parameter space instead of the purely random input. Hence, the proposed method using ANN and GA was able to find the optimum design point that could not be found by the conventional method. The design point that the red arrows indicate in Fig. 13 is chosen as the optimized design point. A design point with good performance in all aspects was manually selected based on all the Pareto fronts of Fig. 13 in an iterative process when the indicated design point was chosen. For this reason, the selected design point in the Pareto planes is located close to but not precisely on the Pareto fronts. For systematically identifying an optimal design, calculating the distance between the design points and each Pareto front on a standardized surface and balancing the distance on each plane could be one of the approaches. The simulation and experimental results of the design are shown in the following sections.

IV. VERIFICATION IN FEM AND CIRCUIT SIMULATION

In this section, the errors between the predicted value and the calculated value are evaluated using FEM and a circuit simulator in order to verify the accuracy of the ANN prediction values. The overview of the optimized coils is shown in Fig. 14. Input values after the design optimization are shown in Table 4. The turn number of the transmitter and receiver coils are 3 and 5. The distance between adjacent coils is 29.2 mm, the coil interval is 879.2 mm, the receiver coil volume is 2277.2 cm$^3$, and the core volume of the transmitter coils per meter is 3142.1 cm$^3$/m.

The graph of the coupling coefficient between the transmitter coils and the receiver coil with respect to the receiver position is shown in Fig. 15. The dashed lines are the FEM simulation result, and the markers are the predicted values of the ANN. The ANN can predict the FEM result of the coupling coefficient with a 1% error or less error in the entire region where the transmitter coil moves. The comparison between the ANN predictions and FEM, including other magnetic characteristics, is shown in Table 5. Self-inductance, the coupling coefficient, and the stray magnetic field are all predicted with an error of 7% or less.

A comparison between ANN predictions and circuit simulation results is shown in Table 6. Matlab Simulink and PLECS are used for the circuit simulation. The output power
is fixed at 3300 W in the ANN algorithm. Since the constructed ANN algorithm considers only the coil loss and not the total loss, the output power is the same as the input power. It was confirmed that coil loss, voltage, and current could be predicted with an error of 10% or less.

The simulation result of the output power with respect to the receiver coil position is shown in Fig. 16. The ANN can predict the circuit simulator results of output power with reasonable accuracy over the entire moving range of the receiver coil position. The error of the power ripple is 0.3%, and the error of the average power is 3.5%.

V. EXPERIMENTAL RESULTS

In this section, the accuracy of the prediction values of the ANN is evaluated using an experimental prototype system.

A. PROTOTYPE SYSTEM

The prototype coils are shown in Fig. 17. The transmitter and receiver coils are shown in Fig. 17(a) and (b), respectively. High-density polyethylene (HDPE) sheets were used for the coil formers to make the designed coils precisely. A side view of the prototype coils is shown in Fig. 17(c). The ferrite cores, Litz-wires, and coil formers are stacked in this order on a 2 mm aluminum plate. MnZn ferrite core (PC95, TDK) with 5 mm thickness is used for wireless coils. All wireless coils and inductors were made from 2325-strand AWG 38 Litz-wire. A general-purpose full-bridge inverter is used on the primary side to provide the ac excitation. It contains two silicon carbide (SiC) half-bridge MOSFET modules (CAS325M12HM2) with a rating voltage of 1.2 kV. The same SiC MOSFET modules are used for the diode rectifier.

A rail system is constructed to measure the average power and power ripple when the receiving coil moves at a constant speed. The constructed rail system is shown in Fig. 18. The receiver coil is mounted on the cart and can be moved at a constant speed by belts mounted on the rails and the electric motor. The cart can move at a maximum speed of 10 km/h and has a maximum payload of 200 kg. In order to accurately measure the stray magnetic field, glass fiber was used for the frame material of the base of the rail.

B. MEASUREMENT METHODS

A DWPT system that has an individual inverter for each transmitter coil is assumed in this paper. Therefore, efficiency and stray field measurements have been conducted with a single inverter and a single transmitter coil. The circuit configuration used in the experiment is shown in Fig. 19. The power feedback via a dc wire allows the circulating of the transferred power within the system instead of dissipating the power in a resistive load. While the transferred power is circulated, total losses are drawn from the external dc supply. Therefore, the dc current $I_{\text{loss}}$ and the dc supply voltage $V_{\text{dc}}$ can be measured.
to calculate the total power losses. The transferred power is calculated using the measured feedback current $I_{fb}$. The values for the compensation components are listed in Table 7.

The measurement method of the strength of the stray magnetic fields is shown in Fig. 20. The magnetic field is measured at 800 mm away from the center of the receiver coil when there is a lateral misalignment of 200 mm between the receiver and the transmitter coil. The measurement height is the middle point between the transmitter and receiver coil.

The schematic diagram for power ripple and average output power is shown in Fig. 21. In order to simplify the measurement of average output power and power ripple, a parallel connection of the four transmitter coils to one inverter is used instead of attaching an individual inverter for each transmitter coil.

The top view of the constructed experimental system is shown in Fig. 22. The receiver coil is moved from coil 1 to 4 at a speed of 6 km/h.

C. EXPERIMENTAL RESULTS
The voltage and current waveforms of the prototype system when the output power is 3 kW with a single transmitter coil are shown in Fig. 23. The inverter’s voltage and current waveforms are shown in Fig. 23(a). The load is inductive since the inverter current is positive when the inverter voltage changes from positive to negative. The diode rectifier’s voltage and current waveforms are shown in Fig. 23(b). The diode is switched according to the positive and negative current, and the rectifier voltage is inverted. The voltage and current waveforms of the transmitter and receiver coil are shown in Fig. 23(c) and (d), respectively. The measured transmitter and receiver current have been 56.6 A(rms) and 28.9 A(rms) and matched with an accuracy of 5.4% or less.

The measurement result of the stray magnetic fields is shown in Fig. 24. The solid line is the experimental value, and the marker is the predicted value of ANN. The stray magnetic field reached a maximum value of 19.0 $\mu$T(rms) at 85 kHz. The ANN predicted value of 17.4 $\mu$T(rms) matched...
the experimental value with an error of 8.4%. In all frequency bands, the stray magnetic field was below the SAE standard value of 27 μT(rms).

Power ripple measurement results are shown in Fig. 25. The solid line is the experimental value, and the markers are the predicted values of ANN. The measured power ripple was 35.5%. The error was 12.7% compared to the ANN prediction value of 40.0%. There are two reasons why the experimental value is smaller than the ANN predicted value. First, the peak value becomes smaller in the experimental value than the predicted value since the ANN predicted value does not consider the circuit loss in the output power value. Second, the experimental value has a smoother power distribution since the coupling coefficient between the adjacent transmitter coils is not considered in the ANN prediction. In order to predict the power ripple with higher accuracy, it is necessary to consider the circuit loss and the coupling coefficient between the transmitter coils.

A list of comparisons between ANN prediction and experimental values is shown in Table 8.
All items except coil loss are within 12.7% error. The reason why the power ripple error is relatively large is as described above. The coil loss error is large because the coil quality factor $Q$ is different. In the ANN prediction value, 400 was used as a constant for the coil quality factor. However, in the experimental values, the quality factors of the transmitter coils and receiver coil were 242.7 and 319.6, respectively. For this reason, the experimental value is much larger than the predicted value of ANN. The prediction error of the coil loss causes a 1.7% error in the dc-dc efficiency of the system. If the 1-2% error of the dc-dc efficiency is acceptable, the proposed method can be utilized with accurately predicted power transfer capability, coupling coefficient, stray field, maximum current, and voltage value. Suppose a higher prediction accuracy of dc-dc efficiency is required. In that case, the proposed method can iterate the optimization using calculated coil quality factors from the previous iteration since the accurate coil quality factors can be calculated by acquiring the magnetic field on the Litz wire and ferrite core surface [34], [47]. The error of the coil loss is improved from 29.9% to 3.8% if the accurate coil quality factors are used for transmitter and receiver coils.

VI. CONCLUSION
This paper proposes an optimal design method combining ANN and GA for the design optimization of DIPT systems. The proposed algorithm uses the superposition of calculated stray magnetic fields to collect training data for ANN. As a result, the data collection time has been decreased from about 40 months to one month. In addition, the proposed algorithm uses a GA-based input value improvement method so that the trained ANN can efficiently output design points that satisfy many design criteria simultaneously. The conventional approach could not find any optimal design; however, the proposed method found 579 points. Design results predicted by the ANN have been compared with FEM simulation, circuit simulation, and experimental results to verify the validity of the proposed algorithm. The FEM and circuit simulation results and the ANN prediction results match with errors of 10.2% or less for all design criteria. As for the comparison between ANN prediction and experimental values, the values except for the coil loss match each other with an error of less than 12.7%. If a higher prediction accuracy of coil loss is required, the proposed method can be modified to include calculating and optimizing the coil quality factors.
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