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ABSTRACT
User representation is essential for providing high-quality commercial services in industry. Universal user representation has received many interests recently, with which we can be free from the cumbersome work of training a specific model for each downstream application. In this paper, we attempt to improve universal user representation from two points of views. First, a contrastive self-supervised learning paradigm is presented to guide the representation model training. It provides a unified framework that allows for long-term or short-term interest representation learning in a data-driven manner. Moreover, a novel multi-interest extraction module is presented. The module introduces an interest dictionary to capture principal interests of the given user, and then generate his/her interest-oriented representations via behavior aggregation. Experimental results demonstrate the effectiveness and applicability of the learned user representations.

CCS CONCEPTS
• Computing methodologies → Information extraction.
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1 INTRODUCTION
User modeling, an essential technique for developing personalized services (e.g., in recommender and advertising systems), helps businesses to improve user experience and create greater business value. One critical issue in user modeling is to characterize users with embeddings according to massive historical behavior data [2, 10, 12]. During this process, an encoder is required to convert user behaviors into low-dimensional representation. The obtained representation is expected to contain rich information, and being capable of capturing diverse interests of users (i.e., being interest-aware). It plays an important role in many applications, like recommendation, user preference prediction and user profiling.

Most existing user modeling methods are elaborately designed for certain tasks. They generate task-specific user representation, which is simultaneously learned with the downstream classifier. For example, Zhou et al. [26] proposes a Deep Interest Evolution Network (DIEN) for click rate prediction (CTR), which models users from their click behaviors on the e-commerce platform. Covington et al. [8] characterizes users from their watched videos to improve the experience of video recommendation. These task-specific user representations are satisfactory for their own downstream applications. However, they can hardly be used on other unseen tasks due to the limitation of the supervised training mechanism. The poor generalization ability limits the usage of task-specific representations in real-world applications. Actually in our business scenarios, there are dozens or even hundreds of downstream tasks. Training a particular model for each application would be prohibitively expensive. Thus, developing task-independent user representation models is of great demand.

The universal (a.k.a., general-purpose) user representation can be seen as a compressed expression of user behaviors without specific task biases. The pre-trained universal representations can be seamlessly and directly applied to various downstream applications (without fine-tuning). We only need to further train a simple MLP for certain downstream task, instead of training the entire task-specific model. Such a pipeline shows great advantages in reducing time, manpower and material resources.

Though learning universal user representation is important and interesting, the study of this subject is still in its early-stage. Only a few previous works focus on this challenging topic [2, 10, 12]. In general, fully mining valuable user information with well-designed pretext task and encoder is the key to the success of the universal representation. This work attempts to improve the performance and applicability of user representations from these two aspects. Specifically, a contrastive self-supervised learning paradigm and a multi-interest oriented encoder are presented.

Users usually have similar behavior patterns over different time periods [12, 23]. Given a user, such patterns reveals his/her interests, and thus should be captured by the representation and distinguishable from other users. With this spirit, we introduce contrastive learning to build the pretext task to guide the representation model training. During training, the encoded representations of the same person are considered as positive pairs. The rest user representations within a mini-batch are treated as negative examples. Specifically, given representations of two time periods, the representations belonging to the same person should be more similar than the others belonging to different persons. The model learns high-quality
representations by identifying and distinguishing behavior patterns of people via a contrastive loss in the latent space.

The behavior patterns of users are affected by not only long-term properties but also short-term interests. Our contrastive representation learning model is a unified framework. By changing the time span of input behaviors, the representation model is able to capture long-term or short-term interests. For example, suppose that a man has many search logs about baits or fishing equipments over a long time span, while reviews fishing rods recently. The model would be driven to mine the underlying fact that the user has a hobby of fishing when we encode representations with behaviors of a long period. In contrast, if the representations are extracted with only the recent behaviors, the model is driven to capture the information that the user has interests about fishing rods lately.

Besides the learning objective, improving the model capability of capturing diverse interests of users is another key of our work. To this end, a multi-interest oriented representation encoder is proposed. Unlike previous works [12, 21], we introduce a trainable dictionary to represent extensive interests explicitly. For each behavior of a given user, the most relevant interest is first indicated with the dictionary. Accordingly, his/her principal interests can be well captured and inferred. Then multiple interest-oriented user representations can be reasonably generated by aggregating corresponding behaviors. In practice, a regulation loss is additionally introduced. It benefits optimization by adaptively adjusting the parameter updates in interest dictionary.

The main contributions of this work are summarized as follows:

1. We present interest-oriented contrastive learning as a paradigm of building effective universal user representations with large-scale unlabeled behavior data. The performance advantages of contrastive representation learning are empirically verified by extensive experiments on two real-world datasets. The learned user representation is capable of handling various downstream applications.

2. Our model provides a unified framework for universal user representation learning. Long-term or short-term interest representations can be learned in a data-driven manner, by only changing the time span of input behaviors. An interesting insight is that the contrastive representation model can adaptively mine the underlying factors (long-term properties or short-term interests) according to the given behavior data.

3. A multi-interest extraction module is presented to improve the model capability of capturing diverse interests of users. A trainable dictionary is introduced to represent interests explicitly, with which multiple interest-oriented representations can be reasonably generated for the given user. Moreover, a regularization loss is further introduced to reduce the variance of parameter updates in interest dictionary, which would benefit the learning.

2 RELATED WORK

Universal User Representation Learning Universal user representation has an advantage in reducing feature engineering and saving resources. The earliest methods adopt dimensionality reduction or word/document embedding techniques to generate user representations [1, 3, 10, 25], Ni et al. [20] proposes to train universal user representation with multi-tasks. Despite the improvements, the generalization still suffers from the requirement of the annotated training set and the lack of principles of selecting proper training tasks. Recently, Gu et al. [12] propose to train effective universal user representations with a novel objective named behavioral consistency loss and multi-hop attention mechanism, who firstly generic user representations via self-supervised learning. However, behavioral consistency loss is designed as a word distribution prediction task, which is satisfied for text data. The raw data usually contains massive uninformative words, and certainly these noises would disturb the information mining. In this paper, we propose to use contrastive learning to learn user characteristics from different time periods of behaviors. The learning is directly performed at the representation level, which is more natural and reasonable.

Contrastive Learning Contrastive learning is a popular method in representation learning in Computer Vision, which is proposed for grouping similar samples closer and diverse the different samples far from each other by a similarity metric. Usually the augmented version of the original image is seen as a positive sample, the rest of the samples in the batch are considered negative samples [4, 6, 13] by the model. The model is supposed to learn key information of samples for distinguishing the positive samples from many negative samples. This way pushes the model to learn quality representations. Recent methods SwaV [4], MoCo [13], SimCLR [6] have produced results comparable to the supervised method on ImageNet [9]. Due to the great success of contrastive learning in various computer vision tasks. In Natural Language Processing (NLP), contrastive learning also has shown significant improvement on NLP tasks such as text representations learning [11], cross-lingual pre-training [7] and so on. Users usually have similar behavior patterns in a period of time [12, 23], which reflects users’ interests and characteristics. It is convincing to utilize contrastive learning to discover such patterns and make them distinguishable from those of other users. To the best of our knowledge, this work is one of the pioneering works that applies contrastive learning to universal user representation modeling.

Multi-interests User Representations Multi-interest user representations are first proposed by Li et al. [18], which introduces capsule network and dynamic routing mechanism to cluster past behaviors to generate multiple interest representations for each user in recommendation areas. Cen et al. [5] propose a controllable multi-interests framework to balance the recommendation accuracy and diversity, which explores dynamic routing method and self-attentive methods to group user behaviors into multi-interests representations. In our view, capsule module can only extract user interests individually (by clustering each user’s behaviors independently). Accordingly, the mapping from behaviors to underlying interests is not constant, which is against the common sense. Self-attentive method is limited by the attention mechanism, which is lack of interpretability and expressive ability. To solve these problems, an interest dictionary is introduced in this work, with which behaviors can be consistently oriented to unified underlying interests for any given users. It collects and infers several principal user interests representations, which benefits learning the representation learning. In addition, we introduce a regulation loss to update each interest vector evenly.
3 METHOD

Given a user, his/her behaviors can be formulated as a set, i.e., $S = \{x_1, \ldots, x_{|S|}\}$. Specifically, $x_i$ denotes the context or content of the $i$-th behavior, and $|S|$ is the total number of the historical behaviors. The goal of user representation learning is to achieve an encoder being capable of generating low-dimensional yet informative representations based on historical behaviors, i.e.,

$$V = f_{\text{encoder}}(S),$$

where $V = (v_1, v_2, \ldots, v_K) \in \mathbb{R}^{D \times K}$ denotes the generated representation vectors of the given user. $D$ and $K$ are the dimension and number of the obtained representation vectors, respectively. It is noteworthy that here we introduce multiple representation vectors to explicitly indicate different interests of users. When $K$ equals 1, it degenerates to the case of single user representation as in previous works\cite{1, 12, 20}.

The pipeline of this work is illustrated in Figure 1. There are two main components. The first one is a behavior aggregation module, which learns to transform the behavior data, i.e., $S$, into multiple representation vectors as in Equation 1. Details are given in the section 3.2. The other one is the Interest-oriented Contrastive Learning, which is a novel pretext task to guide the representation learning. This pretext task is radically different from previous ones, as the self-supervised learning is built between representation sets rather than single representations. Moreover, it is a unified learning framework, within which long-term and short-term interests can be well captured and characterized in a data-driven manner. Refer to section 3.3 for more details.

3.1 Behavior Embedding

Text data is ubiquitous in user logs and usually contains rich information. Without loss of generality, we focus on the text modality in this work, e.g., the reviewed item titles or search queries. Formally, the $i$-th behavior $x_i \in S$ can be expressed as $x_i = [w_1^i, \ldots, w_{|x_i|}^i]$, where $w_j^i$ represents the $j$-th word in $x_i$, drawn from a vocabulary $O$. $|x_i|$ denotes the length of $x_i$ (number of words). We adopt average pooling to produce the behavior embedding $e_i$, i.e.,

$$e_i = \text{Avg}(E(w_1^i), \ldots, E(w_{|x_i|}^i)), \tag{2}$$

where $E(\cdot)$ indicates the table look-up operation. $\text{Avg}(\cdot)$ denotes the average pooling operation.

3.2 Aggregation with Interest Dictionary

We propose a learnable dictionary-based network module to convert behavior data into multiple user representations (acting as the $f_{\text{encoder}}$ in Equation 1). A trainable interest dictionary $C = (c_1, \ldots, c_M)$ is introduced, where $c_i$ represents a single interest vector and $M$ denotes the dictionary size (we set $M > K$). These $M$ interest vectors can be regarded as anchors, with which principal interests of users can be first inferred and then historical behaviors can be reasonably aggregated to generate the representations $V$.

Such a multi-interest extraction process improves the model capability of capturing diverse interests of users. Specifically, we first calculate the relevance scores between each interest vector and behavior embedding. The score $p_{ij}$ between $c_i$ ($1 \leq i \leq M$) and $e_j$ ($1 \leq j \leq |S|$) can be computed as

$$p_{ij} = \frac{\text{Dot}(c_i, e_j)}{|c_i| \cdot |e_j|}, \tag{3}$$

where $\text{Dot}(a, b)$ denotes the dot product of the vectors $a$ and $b$ and $|a|$ is the $l_2$-normalization of $a$. The accumulated relevance score of the interest vector $c_i$ over all behavior embeddings of the given user can be computed as

$$P_i = \sum_{j=1}^{|S|} p_{ij} (1 \leq i \leq M). \tag{4}$$

A large $P_i$ indicates that there are many behaviors being relevant to the interest vector $c_i$. That is, the larger the $P_i$ is, the more likely the given user has the corresponding interest. Thus we can obtain
the principal interests of the given user by locating Top-K indices of \( P \), i.e.,
\[
\{d_1, ..., d_K\} = \text{Index}_K(P_1, ..., P_M),
\]
where \( \text{Index}_K(\cdot) \) denotes the operation of locating Top-K indices with the value of \( P_i \). Accordingly, a set of interest vectors can be collected with the indices \( \{d_1, ..., d_K\} \) from the interest dictionary \( C \), explicitly indicating the Top-K principal interests:
\[
C^* = \text{Index}(\{c_1, ..., c_M\}, \{d_1, ..., d_K\}),
\]
where \( C^* = (c_1^*, ..., c_K^*) \) represents the collected Top-K interest vectors. \( \text{Index}(A, B) \) denotes the operation of selecting corresponding values from set \( A \) according to the indices in set \( B \).

After the principal interests inference, an attention module is further utilized to generate multi-interest user representations. For each interest vector in \( C^* \) and each behavior embedding \( e_j \), the attention weight \( a_{ij} \) is computed as
\[
a_{ij} = \frac{\exp (\text{Dot}(c_i^*, e_j))}{\sum_{k=1}^{S} \exp (\text{Dot}(c_i^*, e_k))}. \tag{7}
\]

Then \( K \) interest-oriented user representations can be obtained by aggregating behavior embeddings with attention weights. The representation corresponding to the interest vector \( c_i^* \) is computed as
\[
v_i = \sum_{j=1}^{S} a_{ij} e_j (1 \leq i \leq K). \tag{8}
\]

During training, we notice that only a few interest vectors are frequently updated, while others in \( C \) are not. To address this issue, we introduce a regularizer to adaptively adjust the parameter update frequencies of interest vectors to improve training. The regularizer can be expressed as
\[
\hat{P}_i = \frac{1}{B} \sum_{b=1}^{B} p_b^i (1 \leq b \leq B) \tag{9}
\]
\[
L_{\text{reg}} = \sum_{i=1}^{M} \left( \hat{P}_i - \frac{1}{M} \sum_{i=1}^{M} \hat{P}_i \right)^2, \tag{10}
\]
where \( B \) is the batch size, \( p_b^i \) denotes the \( P_i \) (computed by Equation 4) of the \( b \)-th training sample in a batch. \( L_{\text{reg}} \) penalizes the case that behaviors are always associated with several certain interest vectors (only these frequently selected interest vectors would fully participate in training). It helps to balance the utilization of interest vectors. Then the entire interest dictionary would be sufficiently trained.

### 3.3 Interest-oriented Contrastive Learning

User behaviors are usually correlated, affected by some latent factors like user property and interests. It is natural and reasonable to introduce contrastive learning to characterize such latent dependencies between behaviors. In this work, a new framework is presented for contrastive multi-interest user representation learning. The learning is performed by maximizing agreements between two groups of interest-oriented representations of the same user (generated with behaviors collected from two time periods) via a contrastive loss. Moreover, it is a unified framework for producing short-term or long-term user representations. By changing the time span of input behaviors, the model would be driven to mine correlations behind behaviors caused by short-term or long-term interests of users.

The training is conducted on two behavior sets, i.e., a historical set \( S^1 \) and a target set. The target set consists of behaviors that are produced after historical ones in terms of time. In practice, we collect two types of target sets, denoted as \( S^2 \) and \( S^3 \), for learning short-term and long-term user representations respectively. As shown in Figure 2, \( S^2 \) consists of user behaviors in the short future and \( S^3 \) contains user behaviors in a long period of time. For each set, behaviors are aggregated via interest dictionary to generate multi-interest user representations, i.e.,
\[
V^i = f_{\text{encoder}}(S^i) \tag{11}
\]
where \( V^i = (v_1^i, v_2^i, ..., v_K^i) \in \mathbb{R}^{D\times K}, i = (1, 2, 3) \).

**Projection Head** Hinton et al. have shown that using a projection head (a nonlinear transformation) substantially benefits the quality of the learned representation [6]. It is usually implemented by a small neural network that maps representations to a latent space where the pretext task is applied. Formally, the mapping can be expressed as
\[
H^i = g(\cdot) = W_{(2)} \sigma(W_{(1)}(V^i)), \tag{12}
\]
where \( g(\cdot) \) represents the projector (an MLP in this work), \( W_{(1)} \) and \( W_{(2)} \) are the parameters, \( \sigma(\cdot) \) is a non-linearity activation function, and \( H^i = (h_1^i, h_2^i, ..., h_K^i), (i = 1, 2, 3) \). We find it beneficial to define the pretext task on \( H^1 \) rather than \( V^1 \).

Long-term and short-term user representations are learned separately, by using the same contrastive loss while different behavior sets. The representation model learns to extract and characterize short-term interests of users when the contrastive leaning is build on the pairs of embeddings in \( H^1 \) and \( H^2 \). Instead, the model focuses on long-term interests when using \( H^2 \) and \( H^3 \).

**Short-term Interest Extraction** If a user has some short-term interest, he/she would pay close attention to associated products in a relatively short time. For example, if a man wants to buy some electronic product for watching videos, he would probably have many search logs about computers or pads over a short period of
time. Thus, there should exist correlations between behaviors in $S^1$ and $S^2$, and the representations $H^1$ and $H^2$ should have some kind of "agreement".

We randomly sample a minibatch of $B$ users. The representation sets $H^1$ and $H^2$ derived from the same user are treated as a positive pair. Similar to $[6, 14]$, $H^1$ and $H^2$ derived from different users within the minibatch are treated as negative pairs. For convenience, we denote negative pairs as $(H^1_b, H^2_b)$, $(b = 1, 2, \ldots, B)$ and $H^1_b \neq H^2_b$. The contrastive loss for a positive pair is

$$l = -\log \frac{\exp(sim(H^1_b, H^2)/\tau)}{\sum_b \exp(sim(H^1, H^2)/\tau)}, \quad (13)$$

where $\tau$ denotes a temperature parameter, $sim(H^1, H^2)$ measures the relevance of the two representation sets $H^1$ and $H^2$, which will be introduced in the following. With the pretext task, the representation model learns to identify $H^2$ from $H^1_b$, $b = (1, 2, \ldots, B)$ based on $H^1_b$. The dependencies between behaviors caused by short-term interests would be well mined and characterized.

Since we use multiple embeddings to represent users, how to measure the "agreement" of $H^1$ and $H^2$ remains to be solved in Equation 13. An intuitive idea is to concatenate all $h^1_1, h^1_2, \cdots, h^1_i (i = 1, 2)$ and then calculate the distance. However, this may break the similarity relationships between representations, and thus hurt the performance. Here we propose a new way. Specifically, for each interest-oriented user representation pair $h^1_i \in H^1$ and $h^2_j \in H^2$, we compute their cosine distances. According to these distances, for each $h^1_1 \in H1$, we locate its most relevant pair $(h^1_1, h^2_j) \in H^2$. Then all distance values of the chosen pairs could be summed as a measure of the relevance of the two representation sets. Formally, the process can be expressed as

$$sim(H^1, H^2) = \sum_{i \in |H^1|} \max_{j \in |H^2|} \frac{Dot(h^1_i, h^2_j)}{|h^1_i||h^2_j|}, \quad (14)$$

where $h^1_i$ denotes the $i$-th interest-oriented representation in $H^1$, $h^2_j$ is the $j$-th interest-oriented representation in $H^2$, $|H^1|$ and $|H^2|$ denotes the size of $H^1$ and $H^2$.

The final objective is defined as the sum of contrastive losses of all positive pairs in a mini-batch, i.e.,

$$L_{short} = \beta \sum_i l_i + \gamma L_{reg}. \quad (15)$$

where $\beta$ and $\gamma$ are hyper-parameters. There are $B$ positive pairs in equation 15.

Long-term Interest Extraction User behaviors are not only influenced by short-term interests but also long-term interests. There also exists consistent patterns between behaviors in a long period of time, reflected by properties, habits, preferences, etc. For instance, a man has a hobby of fishing would always search or browse products like baits and fishing rods. To enable the model to characterize such long-term patterns, behaviors over a long time span should be included in the training. Thus, the learning is performed on the behavior sets $S^1$ and $S^2$. Similar to the case in "short-term interest extraction", $H^1$ and $H^2$ derived from the same user form a positive pair, while those from difference users in a minibatch form negative ones. The relevance of representation sets can then be expressed as

$$sim(H^1, H^2) = \sum_{i \in |H^1|} \max_{j \in |H^2|} \frac{Dot(h^1_i, h^2_j)}{|h^1_i||h^2_j|}, \quad (16)$$

And the contrastive loss is defined as

$$l^* = -\log \frac{\exp(sim(H^1, H^2)/\tau)}{\sum_b \exp(sim(H^1, H^2)/\tau)} \quad (17)$$

The overall objective for learning long-term representations of users is:

$$L_{long} = \beta \sum_i l^*_i + \gamma L_{reg}. \quad (18)$$

where the loss weights $\beta$ and $\gamma$ are hyper-parameters.

4 EXPERIMENTS

The experiments are conducted on ten downstream tasks of three types in two real-world e-commerce datasets. Each dataset consists of large-scale unlabelled user behaviors for learning universal user representations and several annotated datasets for downstream tasks. Refer to Tables 1 and 2 for the statistics of the datasets and the details of the data collection.

4.1 Datasets & Implementation Details

Amazon Dataset This dataset includes product reviews and involves product metadata like titles and categories in Amazon [15].

Table 1: Statistics of the datasets. $|U|$ denotes the number of user on the dataset, $|S|$ is the number of behaviors of each user. The word length for each behavior is $|x|$. And the vocabulary size is denoted by $|O|$.  

| Dataset   | $|U|$   | $|S|$   | $|x|$ | $|O|$ |
|-----------|--------|--------|------|------|
| Amazon    | 1,725,907 | 25     | 35   | 50,000 |
| Industry  | 64,000,000 | 320    | 8    | 178,422 |

Table 2: Details of data collection. For example on Amazon dataset, user behavior data from 201407 to 201506 are split into three sets for user representation model training. Behavior data between 201507 and 201512 are used to infer user representations for downstream tasks. Behavior data from 201601 to 201603 and 201607 to 201612 are collected for labeling, positive samples for downstream evaluations.

One can see that the short-term and long-term interest representations are learned within the same interest-oriented contrastive learning framework, while differing in the utilization of the time span of behaviors.

https://nijianmo.github.io/amazon/index.html

1One can see that the short-term and long-term interest representations are learned within the same interest-oriented contrastive learning framework, while differing in the utilization of the time span of behaviors.

2https://nijianmo.github.io/amazon/index.html
For each user, the reviewed product titles make up a review behavior sequence. As shown in Table 2, for training a representation model, we selected the review logs between 2014-07 and 2014-12 to form the historical behavior set $S^1$. The behavior set for short-term representation learning $S^2$ contains the review logs from 2015-01 to 2015-03. The long-term behavior set $S^3$ contains the review logs from 2015-01 to 2015-06.

**Industry Dataset** This dataset is built by collecting search logs on a popular e-commerce platform Taobao in real-world scenarios as in [12]. The user search queries between 2019-02 and 2019-03 are collected to form the history behavior set $S^1$. The short-term behavior set $S^2$ consists of the search logs between 2019-04 and 2019-05. The search logs between 2019-06 and 2019-07 are collected to form the long-term behavior set $S^3$.

**Data Prepossessing** For English texts, we perform the operations of lowercasing and word stemming. The Chinese texts are segmented by using Jieba. A dedicated vocabulary is constructed for each dataset. We also set truncation thresholds to limit the number of behaviors $|S|$, as well as the number of words $|x|$. The exceeded behaviors and words are removed. Refer to Table 1 for all configurations.

**Parameter Configuration** We set $M = 100$ and $K = 5$ for Industry dataset and $M = 20$ and $K = 2$ for Amazon dataset. The dimension of user representations is 256. The loss weight $\gamma$, $\beta$ are set to 1. The loss function is optimized by Adam optimizer with a learning rate of 0.001. The batch size is set as 256. The training is stopped when loss converges on the validation set.

### 4.2 Evaluations on Downstream Tasks

Our model can generate user representations which can capture long-term or short-term interests. We adopt three types of downstream tasks to evaluate the performance. The first two types of tasks are the long-term preference identification and user profiling. They are presented to verify the performance of long-term interest representations as in [12]. The last one is the short-term preference identification, which is designed for the evaluation of short-term interest representations.

**Task Introduction & Data Collection** Short-term preference identification refers to the task of predicting whether a user would have behaviors on the items of some category in the short future. We conduct this experiment on the Amazon and Industry datasets. For the Amazon dataset, two categories are included: Baseball Caps and Keyboards. Review logs from 2015-07 to 2015-12 are collected to infer the user representations, and a user is labeled as positive if there exists at least one review log in the target category between 2016-01 and 2016-03. For baseball caps, there are 18280 samples for training and 4636 samples for testing. For keyboards, there are 17679 samples for training and 4490 samples for testing. For the Industry dataset, two categories are considered for evaluation, including wallets and watch. We collect search queries from 2015-07 to 2015-09 for user representation inference, and transaction logs in 2015-07 for user labeling. A total of 4 million samples are collected for each category. 80% of the samples are randomly selected for training downstream models and the rest 20% for testing.

Long-term preference identification refers to the task of predicting whether a user would have behaviors on the commodities of a target category in the relatively long future. We follow the same data collection strategy as in [12] for a fair comparison. For the Amazon dataset, two categories are included: books of computers and video games. Review logs from 2015-07 to 2015-12 are collected to infer the user representations, and a user is labeled as positive if there exists at least one review log in that category between 2016-01 and 2016-03. A total of 191,856 samples are collected. For the Industry dataset, two categories including outdoor products and car accessories are considered for evaluation. Search queries from 2015-07 to 2015-09 are used for user representation inference, and the transaction logs between 2015-07 and 2015-09 are used for user labeling, which makes up a dataset containing 2.4 million samples. For all evaluation datasets, we randomly select 80% of the samples for training downstream models and the rest for the performance testing.

User profiling prediction aims to identify user aspects such as age. We also follow the experimental configurations in [12], which
we only need a simple model for downstream predictions. The Word2Vec
TF-IDF (1) 1,628,958 samples for training and 543,561 samples for testing; (2)
supervised competitors are tuned on the validation set. For both
hidden layer with dimensions of 128. The hyper-parameters of the
downstream model can just be an MLP classifier. The MLP has one
max-pooling to get user representations. The ground-truth age label comes from an
anonymous questionnaire.

Competitors Two types of previous representative approaches are selected for comparison. The first class of methods generates user representations without access to the annotated data labels in downstream tasks (unsupervised). The competitors include: (1) TF-IDF [22], which views texts in one’s behaviors as a single document and uses a sparse statistical vector for representation; (2) Word2Vec [19], training word embeddings on an unlabelled corpus and computing user representations through the average of the word embeddings in behaviors; (3) Doc2Vec [17], regarding the behaviors of a person as a document and learning a document embedding for user representation. (4) PTUM [24], designed based on Bert and proposes two self-supervision tasks for user modeling pre-training. (5) SUMN [12], training universal user representations with a novel objective named behavioral consistency loss and multi-hop attention mechanism, which firstly generate long-term user representations via self-supervised learning. The other type of competitors simultaneously learns task-specific representation encoders and classifiers in a supervised manner on downstream tasks: TextCNN [16], applying convolution operations on the embedding concatenation of all words that appeared in behaviors and using max-pooling to get user representations.

Our method learning user representation with Interests Dictionary (ID) and Interest-oriented Contrastive Learning (ICL) modules, so we named our method as Ours-ID-ICL.

Downstream Model Once the user representation is obtained, we only need a simple model for downstream predictions. The downstream model can just be an MLP classifier. The MLP has one hidden layer with dimensions of 128. The hyper-parameters of the supervised competitors are tuned on the validation set. For both the MLP and supervised models, we use Adam with a learning rate of 0.001 as the optimizer, and the batch size is set as 256.

Results Table 3 lists the performance comparisons on ten downstream tasks of two datasets, from which we have several observations. First, it can be seen that our method Ours-ID-ICL improves the performance significantly against all the competitors. PTUM and SUMN are state-of-the-art universal user representation methods. Ours-ID-ICL achieves over 1-3% AUC improvements on the preference identification tasks and about 1.5% accuracy improvement on the user profiling task. Secondly, the performance of our self-supervised method is consistently better than the supervised-learned method TextCNN, about 2-4% promotions in AUC. It is worth mentioning that actually the aim of this work in not to improve universal representations to beat effective supervised competitors on certain tasks. Our user representations are shared across various downstream tasks on a dataset. Such a process has advantages in reducing feature engineering and saving resources compared to training numbers of supervised method (e.g., TextCNN) for every downstream task.

4.3 Ablation Study
As shown in Figure 3 and Figure 4, we conduct several ablation studies on several downstream tasks to verify the improvements of the proposed behaviors aggregation module and the pretext task. We compare Ours-ID-ICL with three variants. The baseline leverages max-pooling to aggregate user behaviors and original Contrastive Learning (CL) [6] for training, denoted as Ours-CL. To show the effectiveness of our Interest Dictionary Aggregation Module (ID), we replace the multi-interests extraction module in Ours-ID-ICL, with dynamic routing method [18], denoted as Ours-Caps-ICL. Moreover, to demonstrate the effectiveness of Interest-oriented Contrastive Learning (ICL), we concat all interest-oriented representations \( h_i \in H \) and then adopt original contrastive learning for training, denoted as (Ours-ID-CL). All parameter settings and training configurations are set to be the same for all variants for a fair comparison. From Figures 3 and 4, one can observe that Ours-ID-ICL always achieves the best results, which shows that the performance improvements by Interest Dictionary Aggregation
Module (ID) and Interest-oriented Contrastive Learning (ICL) are promising and stable.

4.4 Discussion

Our method can be seamlessly applied to deal with structured data (such as category ID, shop ID, etc.), while previous works (e.g., SUMN[12] and PTUM[24]) cannot. For example, one way to modify SUMN for handling structured data is to substitute the occurrence numbers of words with those of behavior IDs. However, the size of behavior ids (such as item ID) are huge, and thus the above modification is impractical in real-worlds. Accordingly, the application ranges of SUMN and PTUM are limited to some extent. In contrast, our Ours-Caps-ICL is not limited to text modalities, and the performance can be further improved by incorporating user representations generated from structured data. In this part, we measure the benefits of incorporating such structured information on two tasks in Amazon dataset. The results are shown in Figure 5. It can be seen that the AUC increases 1% when we concatenate text-based and ID-based user representations. The generality for structured data is definitely another advantage of our method.

4.5 Hyperparameter Sensitivity

In our model, the size of interests dictionary $M$ and the number of interests for each user $K$ are hyperparameters. We investigate the sensitivity of $K$ and $M$ of our framework. The number of behaviors per person $|S|$ in the Amazon dataset is truncated to 25, and for Industry dataset is truncated to 320, so we set $M$ to 1,20,50 and $K$ to 1,2,3 in the Amazon dataset, then set $M$ to 1,50,100 and $K$ to 1,3,5 in the Industry dataset. Then we explored the effect of different combinations of $M$ and $K$ on the results. Table 4 and 5 illustrate the performance of our framework when the hyperparameters $K$ and $M$ change. From the results, firstly we found that keeping $M$ unchanged, appropriately increasing $K$ can improve the performance of the model. But when $K$ is too large, the performance of the model will be impaired. Our analysis is due to the redundancy of the representation and the inclusion of noise. Secondly, the result shows different properties of these hyperparameters when in different datasets. For industry dataset, we find that $K=5$ and $M=100$ obtains the best performance, while $K=2$ and $M=20$ obtains superior performance on Amazon dataset. We think the reason of this phenomenon is that there are more behaviors for each user on Industry dataset than the Amazon dataset.

5 CONCLUSION

In this paper, we propose a novel learning objective named Interest-oriented Contrastive Learning as a unified framework to extract user short-term and long-term interests user representation through large-scale unlabeled user behaviors data. To capture diverse interests of users, we introduce an Interest Dictionary Aggregation Module and a regularization loss to aggregate user behaviors. We conduct experiments on three types of tasks in two real-world datasets to show that the proposed methods outperforms state-of-the-art user representation learning methods.
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