Emergence of long-range correlations in random networks
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Abstract

We perform an analysis of the long-range degree correlation of the giant component (GC) in an uncorrelated random network by employing generating functions. By introducing a characteristic length, we find that a pair of nodes in the GC is negatively degree-correlated within the characteristic length and uncorrelated otherwise. At the critical point, where the GC becomes fractal, the characteristic length diverges and the negative long-range degree correlation emerges. We further propose a correlation function for degrees of two nodes separated by the shortest path length $l$, which behaves as an exponentially decreasing function of distance in the off-critical region. The correlation function obeys a power-law with an exponential cutoff near the critical point. The Erdős–Rényi random graph is employed to confirm this critical behavior.

1. Introduction

Most complex systems are described as networks comprising nodes and edges. Real network examples include cells, food webs, the internet, the World Wide Web (WWW), social relationships, and companies' transactions [1]. Such real networks exhibit common structural properties, namely degree correlation, clustering, clique, motif, community structure, core-periphery structure, scale-free property, small-world property, and fractality [1–3]. Network science poses the fundamental question of how these properties relate to each other [4–16].

In some networks, for example, small-world and fractal concept which are seemingly contradicting concepts [1–3]. Network science poses the fundamental question of how these properties relate to each other [4–16].

In general, the fractal objects have no characteristic lengths—their structures are invariant under a length-scale transformation [21]. A network is expected to have something invariant over a wide range of length scales when it is fractal. Applying a renormalization technique to scale-free fractal networks demonstrates that the profiles of the degree distributions are invariant under renormalization [20]. Negative degree correlation in scale-free fractal networks has been observed in various scales [22]. A scaling for degree correlations has been proposed under the assumption that the nearest-neighbor degree correlations of the fractal networks are invariant under renormalization [24]. Previous studies [20, 22–24] focusing on the structures and functions of the renormalized fractal networks have indicated that there is some correlation between its small- and large-scale network metrics, despite the difficulty in handling network renormalization.

With regard to local metrics of fractal networks, several reports addressed the correlation between the degrees of directly connected nodes by edges, i.e., the nearest-neighbor degree correlation. Nearest-neighbor
degree correlations are negative in various fractal networks, including some empirical networks [22], synthetic networks [25, 26], some trees [27, 28], uncorrelated network models in a critical state [29, 30], and percolating clusters of random networks [31] and clustered networks [32]. (The converse is not true: the nearest-neighbor degree correlations do not make networks fractal [25].) Large-scale correlation structures of the fractal networks should be reflected in the degree correlation between nodes beyond their nearest-neighbors, i.e., the long-range degree correlation (LRDC). Fujiki et al have introduced joint and associated conditional probabilities to analyze the LRDCs of networks [33]. They have shown that in the large size limit, an uncorrelated random network satisfies the relation \( P(k, k'|l) = q_k q_{k'} \), where \( P(k, k'|l) \) is the probability that two randomly selected nodes separated by distance \( l \) (two ends of a randomly selected \( l \)-chain) have degrees \( k \) and \( k' \), \( q_k = k p_k / \langle k \rangle \) is the probability that an end of a randomly selected edge has degree \( k \), \( p_k \) is a degree distribution, and \( \langle k \rangle = \sum_k k p_k \). A subsequent study pointed out that various networks, including fractal ones, exhibit LRDCs [34]. In [35], Rybski et al have numerically analyzed the LRDCs of the fractal networks described by the degree fluctuations in \( l \)-chains and indicated that the fractal networks have negative long-range correlations. However, previous studies were performed numerically, and there are no analytical arguments for LRDCs in the fractal networks. In this study, we focus on the giant component (GC) of an uncorrelated random network. By characterizing its LRDC as a function of degrees of a pair of nodes and their distance, we analytically derive the emergence of the negative LRDC in the GC at a critical state.

2. Results

Let us consider an infinitely-large uncorrelated random network with a degree distribution \( p_k \) such that it is locally tree-like and sparse (its average degree is \( O(1) \)). The probability, \( u \), that an edge does not lead to the GC is given as the solution of \( u = G_1(u) \), where \( G_1(u) = \sum_k q_k u^{k-1} \), and it is less than 1 in the presence of the GC. Assuming that a given network contains the GC, i.e., \( u < 1 \), we extract it from this network. The structure of the GC is different from that of the whole uncorrelated network satisfying \( P(k, k'|l) = q_k q_{k'} \), e.g., the GC extracted from an uncorrelated network always takes a negative nearest-neighbor degree correlation unless the network is singly connected (\( u = 0 \)). We start our analysis by introducing probability \( P_{GC}(k, k'|l) \), stating that two ends of a randomly selected \( l \)-chain have degrees \( k \) and \( k' \), given that the chain belongs to the GC. Using the expectation number of nodes with degree \( k' \) at distance \( l \) from a degree-\( k \) node and the expectation number of nodes at distance \( l \) from a random node [see equations (A.7) and (A.10)], we obtain

\[
P_{GC}(k, k'|l) = \frac{1 - v l^{-1} u^{k+k-2} - q_k q_{k'}}{1 - v l^{-1} u^2 - q_k q_{k'}},
\]

(1)

where \( v \) is the probability that a node in between the \( l \)-chain does not reach the GC by traversing any of the edges other than the two that constitute the chain and can be expressed as a function of \( u \), as \( v = G_1(u)/G_1'(1) \) with \( G_1'(u) = dG_1(u)/du = \sum_k (k-1) q_k u^{k-2} / \langle k \rangle \). For \( l = 1 \), it has been reported that \( P_{GC}(k, k'|l = 1) = (1 - u^{k+k-2}) q_k q_{k'} / (1 - u^2) \), which depicts the joint probability that an edge selected randomly from the GC is connected to degree-\( k \) and -\( k' \) nodes [29, 30].

We introduce the characteristic lengths associated with the distance and the degrees of a node pair as

\[
\xi_l = -1 / \log v
\]

(2)

and

\[
\xi_k = -1 / \log u,
\]

(3)

respectively. Consequently, equation (1) is rewritten as

\[
P_{GC}(k, k'|l) = \frac{1 - e^{-(l-1)/\xi_l} e^{-(k+k'-2)/\xi_k} q_k q_{k'}}{1 - e^{-(l-1)/\xi_l} e^{-k/\xi_k} q_k q_{k'}},
\]

(4)

For a finite \( \xi_l, P_{GC}(k, k'|l) \) decays exponentially with increasing \( l \) and converges to \( q_k q_{k'} \) when \( l \gg 1 \). It means that two ends of \( l \)-chains in the GC are degree-uncorrelated for \( l \gg \xi_l \) and degree-correlated for \( l \lesssim \xi_l \).

We further introduce the probability, \( P_{GC}(k'|k, l) \), that one end of a chain has degree \( k' \), given that the chain has a degree-\( k \) node at the other end, has length \( l \), and belongs to the GC. From Bayes’ rule, this probability is given as

\[
P_{GC}(k'|k, l) = \frac{P_{GC}(k, k'|l)}{\sum_{k'} P_{GC}(k, k'|l)}
\]

\[
= \frac{1 - e^{-(l-1)/\xi_l} e^{-(k+k'-2)/\xi_k} q_k q_{k'}}{1 - e^{-(l-1)/\xi_l} e^{-k/\xi_k} q_k q_{k'}},
\]

(5)
The degree distribution is valid of the theoretical analysis (1) by comparing it with the simulation results. In figure 1, we plot the theoretical predictions (lines) of probability and the average degree, corresponding Monte-Carlo simulations (symbols) perfectly.

The critical exponents for \( k \) term of \( k^2 \) where \( \lambda \) and \( \epsilon \) we have \( k^2 \) for a fixed value of \( \lambda \) and \( \epsilon \) is the same as (a). Top panels represent the results for the average degree, \( \lambda = 1 \), and distances (a) \( l = 1 \), (b) \( l = 5 \), and (c) \( l = 10 \); bottom panels depict the average degree, \( \lambda = 2.5 \), and distance (d) \( l = 1 \), (e) \( l = 5 \), and (f) \( l = 10 \). The results for each average degree are obtained from one sampled network of \( 10^7 \) nodes.

For the Erdös-Rényi random graphs as a function of \( k \) and several distances. Lines depict the analytical calculation (1), and symbols represent the corresponding simulation results. In panel (a), solid, dashed, long-dashed, dash-dotted, and dash-double-dotted lines (squares, circles, triangles, inverted triangles, and diamonds) represent analytical results (simulation results) for \( k' = 1, 2, 3, 4, \) and 5, respectively. The legends in (b), (c), . . . , and (f) are the same as (a). Top panels represent the results for the average degree, \( \lambda = 1 \), and distances (a) \( l = 1 \), (b) \( l = 5 \), and (c) \( l = 10 \); bottom panels depict the average degree, \( \lambda = 2.5 \), and distance (d) \( l = 1 \), (e) \( l = 5 \), and (f) \( l = 10 \). The results for each average degree are obtained from one sampled network of \( 10^7 \) nodes.

and the average, \( k^{GC}_l(k) \), of \( l \)-distant nodes from degree-\( k \) nodes on the GC is given as

\[
k^{GC}_l(k) = \sum_{k'} k' P_{GC}(k' | k, l) = \langle k^2 \rangle \frac{h(u)}{k} + \frac{h(u) e^{-(u-1)/\xi_l} \epsilon^{-k/\xi_k}}{1 - e^{-(u-1)/\xi_l} e^{-k/\xi_k}},
\]

where \( h(u) = \sum_{k} k P_{GC}(k | k, l) \geq 0 \). Note that \( k^{GC}_l(k) \) of \( l = 1 \) corresponds to the average degree of the nearest-neighbor degree-\( k \) nodes on the GC \([29, 30]\). Equation (6) shows that \( k^{GC}_l(k) \) is a decreasing function of \( k' \) for a fixed value of \( l \), indicating that the GC is negatively degree-correlated. Moreover, \( k^{GC}_l(k) \) is a decreasing function of \( l \) for any \( k \), indicating that any degree correlation gradually disappears with increasing \( l \) (as in equation (4)). In summary, the GC in a random network has a negative degree correlation for \( l < \xi_l \), whereas it has no correlations for \( l \gg \xi_l \).

To further discuss the emergence of the LRDC of the GC in detail, we employ the Erdös–Rényi random graph, whose degree distribution is \( p_k = \lambda^k e^{-\lambda} / k! \), where \( \lambda = \langle k \rangle \). Prior to a detailed analysis, we test the validity of the theoretical analysis (1) by comparing it with the simulation results. In figure 1, we plot the theoretical predictions (lines) of probability \( P_{GC}(k, k' | l) \) for the Erdös–Rényi random graphs with \( \lambda = 1 (\lambda \epsilon) \) and \( \lambda = 2.5 \), where \( \epsilon \) is the critical average degree above which the GC exists. The lines in all cases match the corresponding Monte-Carlo simulations (symbols) perfectly.

We assume that \( \lambda = \lambda_c + \delta \) and \( u = v = 1 - \epsilon \), where both \( \delta \) and \( \epsilon \) are infinitesimally small. For \( \lambda \geq \lambda_c \), we have \( \epsilon \sim \lambda - \lambda_c \) and two characteristic lengths, \( \xi_l \) and \( \xi_k \), as

\[
\xi_l = \xi_k \sim \epsilon^{-1} \sim (\lambda - \lambda_c)^{-1}.
\]

The critical exponents for \( \xi_l \) and \( \xi_k \) are unity, which corresponds to the critical exponent of the correlation (chemical) length for the mean size of the finite cluster in the percolation problem \([36]\). For \( \lambda \geq \lambda_c \), the second term of \( k^{GC}_l(k) \) becomes a power-law with an exponential cutoff of both \( l \) and \( k \) within \( \xi_l \) and \( \xi_k \) as

\[
k^{GC}_l(k) = 2 + \frac{1}{(l - 1) + k} e^{-(l-1)/\xi_l} e^{-(k-1)/\xi_k}.
\]
The two characteristic lengths in equation (8) diverge asymptotically in a critical state \( (\lambda \to \lambda_c) \). At \( \lambda = \lambda_c \), \( k_{\text{GC}}^l(k) \) decreases with increasing degree \( k \) in a power-law for any \( l < \infty \):

\[
k_{\text{GC}}^l(k) = 2 + (l + k - 1)^{-1}.
\]

Hence, the negative long-range correlation in the GC stretches entirely at criticality.

Furthermore, we propose a degree-degree correlation function \( C(l) \), which characterizes the critical behavior of the networks. Probability \( P_{\text{GC}}(k, k'|l) \) has full information on the structure of the GC. We define the correlation function for degrees of pairs of nodes separated by the shortest path length \( l \) (\( l \)-distant node pairs) on the GC, as:

\[
C(l) = \langle kk' \rangle_l - \langle k \rangle_l \langle k' \rangle_l,
\]

where \( \langle f(k, k') \rangle_l = \sum_{k,l} f(k,k') P_{\text{GC}}(k,k'|l) \). Combined with equation (4), \( C(l) \) is expressed as

\[
C(l) = -e^{-(l-1)/\xi u} \left( \sum_k k^e (1-u^{k-2}) \right)^2 / (1-e^{-(l-1)/\xi u})^2.
\]

We observe that the degree correlation of \( l \)-distant node pairs on the GC disappears for \( l > \xi \), as \( |C(l)| \) is an exponentially decreasing function of \( l \). The correlation function exhibits critical behavior when the GC exists but very small, i.e., \( \xi_l \gg 1 \): \( C(l) \) in the critical region, and drops according to a power-law with an exponential cutoff,

\[
C(l) \sim -\frac{a}{(b(1-1)+2)^2} e^{-(l-1)/\xi_l},
\]

where \( a = (k^2(k-2))/(k) \) and \( b = (k(k-1)(k-2))/(k) \). Just at the critical point, \( \xi_l \) diverges, and \( C(l) \sim -l^{-2} \) for \( l \gg 1 \). Figure 2 shows the absolute value \( |C(l)| \) of the correlation function for Erdős-Rényi random graphs for several values of \( \lambda \). We observe that the correlation function decays exponentially in the off-critical region (\( \lambda \gg 1.1 \)), and a power-law with exponent \(-2\) exists near criticality (\( \lambda = 1.001 \approx \lambda_c \)).

3. Conclusion & discussion

All our analyses conclude that the LRDC in the GC of an uncorrelated random network emerges at the critical point. The correlated structure is described by \( P_{\text{GC}}(k,k'|l) \) and \( k_{\text{GC}}^l(k) \). The GC is negatively correlated for \( l < \xi_l \) whereas it becomes neutral for \( l \gg \xi_l \). At criticality, where \( \xi_l \) diverges and the GC is fractal, the negative degree correlation is observed at any distance. Moreover, the correlation function \( C(l) \) for degrees of \( l \)-distant node pairs decays exponentially in the off-critical region. In contrast, it obeys a power-law with a cutoff, \( C(l) \sim -l^{-2} e^{l/\xi_l} \) for \( l \gg 1 \) near criticality and becomes a power-law, \( C(l) \sim -l^{-2} \) at criticality. In summary, the negative LRDC spontaneously emerges in the fractal networks.

3 The present analysis is restricted to random networks with a finite third moment \( \langle k^3 \rangle \) of the degree distribution, although we have not explicitly mentioned this assumption. The long-range degree correlations for the case of infinitely large \( \langle k^3 \rangle \) must be discussed in the configuration network with \( P(k) \sim k^{-\gamma} \), as in [37], or the percolation problem on a random scale-free network, where a node (or an edge) is retained with a probability or removed.
It should be mentioned that the LRDC of the GC in the present study is an intrinsic one. Fujiiki and Yakubo have recently introduced intrinsic and extrinsic LRDCs [34]. Imposing a (strong) nearest-neighbor degree correlation on a network induces a kind of LRDCs, which is called extrinsic LRDC\(^4\). On one hand, empirical networks are organized by various complex factors and their LRDCs would not be often simple as extrinsic ones. Such correlations are called intrinsic LRDC. In [34], they introduced a method to distinguish these two LRDCs, discussing the finite size effects. It can be presumed that the LRDC of a network is extrinsic if its triplet probability, \(P(k', k''|k)\), that a degree-\(k\) node is connected to a degree-\(k'\) node and a degree-\(k''\) node matches the product of \(P(k'|k)\) and \(P(k''|k)\). With regard to the GC in an uncorrelated random network, the LRDC is considered intrinsic in that the triplet probability \(P_{GC}(k', k''|k)\) indicates \(P_{GC}(k', k''|k) = (1 - u^{k+k'+k''-4})q_k^2q_k^2/(1 - u^k) \neq P_{GC}(k'|k)P_{GC}(k''|k)\) within \(\xi_k\).

Bialas and Oleš have investigated the correlation function for generic trees [28]. Their correlation function (equation (12) in [28]) behaves as a power-law, which is similar to \(C(l)\) in the present study. Our LRDC of the GC is attributed to the divergence of the correlation length in percolation transition while the LRDC in the generic trees is not associated with the transition. The tree structures found in both generic trees and the GC at criticality may result in a power-law behavior of \(C(l)\), although further studies are required to gain an understanding of this common mechanism.

Previous works have captured nearest-neighbor degree correlations of fractal networks which are renormalized at several length scales, implying a correlation between small- and large-scale degree correlations [22, 24]. We did not attain the problem how the LRDC treated in this study associates with the nearest-neighbor degree correlations of renormalized networks. This study deepens our understanding of the relation between the emergence of the LRDC and criticality/fractality.
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Appendix A. Derivation of \(P_{GC}(k_s, k_l)\)

Let us consider an infinitely-large uncorrelated random network with a locally tree-like structure and focus on \(l\)-distant nodes, which are nodes at distance \(l\) from a randomly chosen node (seed) (see Fig. A1). We suppose that for a randomly chosen seed the numbers of \(l\)-distant nodes with degrees \(1, 2, \ldots, k, \ldots\), and \(K\) are \(n_1, n_2, \ldots, n_k, \ldots, \) and \(n_K\), respectively, where \(K\) is the maximum degree. We denote the sequence of the number of \(l\)-distant nodes with each degree by \(n = (n_1, n_2, \ldots, n_K)\). Let \(P_l(n, GC|N_l)\) be the probability that the sequence for the \(l\)-distant nodes is \(n\) and the component is the GC under the condition that the total number of \(l\)-distant nodes \(N_l(= \sum_{k=1}^{K} n_k)\) is given. Using the multinomial distribution, \(P_l(n, GC|N_l)\) is given as

\[
P_l(n, GC|N_l) = \frac{N_l!}{n_1!n_2! \cdots n_K!} \left( 1 - \prod_{k=1}^{K} (u^{k-1})^{n_k} \right)^{K} \prod_{k=1}^{K} q_{n_k}^{n_k}, \tag{A.1}
\]

where \(u\) is the probability that an edge does not lead to the GC, \(p_k\) is the degree distribution, and \(q_{nk} = \sum_k kp_k/k\) is the neighbor’s degree distribution. The term \(1 - \prod_{k=1}^{K} (u^{k-1})^{n_k}\) corresponds with the probability that at least one of outgoing edges from \(l\)-distant nodes connects to the GC. By combining \(P_l(n, GC|N_l)\) and \(P_l(N_l|k_l)\), which is the probability that the number of \(l\)-distant nodes is \(N_l\) given that the seed has \(k_l\) edges, we construct the probability \(P_l(n, GC|k_l)\) that the sequence for the \(l\)-distant nodes is \(n\) and the component is

\[^4\] For example, when a given network has only a strong negative nearest-neighbor degree correlation on \(P(k, k')\), it will exhibit an extrinsic LRDC, such that the degrees of node pairs are positively correlated at \(l = 2, 4, \ldots\)
Here, the GC given that the seed has \( k_s \) edges as

\[
P_l(n, GC|k_s) = \sum_{N_l} P_l(N_l|k_s)P_l(n, GC|N_l)
\]

\[
= \sum_{N_l} P_l(N_l|k_s) \frac{N_l!}{n_1!n_2! \cdots n_k!} \left( 1 - \prod_{k=1}^{K} (u^{-1})^{n_k} \right) \prod_{k=1}^{K} q_k^{n_k}. \tag{A.2}
\]

We introduce the generating function \( \tilde{F}_{GC}(x|k_s) \) for \( P_l(n, GC|k_s) \) as

\[
\tilde{F}_{GC}(x|k_s) = \sum_n P_l(n, GC|k_s) \prod_{k=1}^{K} x_k^{n_k}, \quad \text{where} \quad x = (x_1, x_2, \ldots, x_K).
\]

This function is calculated as follows:

\[
\tilde{F}_{GC}(x|k_s) = \sum_n P_l(n, GC|k_s) \frac{N_l!}{n_1!n_2! \cdots n_k!} \prod_{k=1}^{K} q_k^{n_k} \prod_{k=1}^{K} (1 - (u^{-1})^{n_k}) \prod_{k=1}^{K} q_k^{n_k}.
\]

\[
= \sum_{N_l} \sum_n P_l(n, GC|k_s) \frac{N_l!}{n_1!n_2! \cdots n_k!} \left( \prod_{k=1}^{K} (q_k x_k)^{n_k} - \prod_{k=1}^{K} (q_k x_k u^{-1})^{n_k} \right) \prod_{k=1}^{K} q_k^{n_k}.
\]

\[
= \tilde{G}_l \left( \sum_k q_k x_k |k_s \right) - \tilde{G}_l \left( \sum_k q_k x_k u^{-1} |k_s \right). \tag{A.4}
\]

Here, \( \tilde{G}_l(x|k_s) \) is the generating function for the probability distribution \( P_l(n|k_s) \) and is given as

\[
\tilde{G}_l(x|k_s) = (G_l(G_l(\cdots (G_l(x)) \cdots)))^{k_s}, \tag{A.5}
\]

which is known as the generating function for the distribution of the number of children in \( l \) generation under a given offspring distribution \( q_k \) and initial population \( k_s \) \[38\]. The probability distribution \( P_l(n, GC|k_s) \) that the sequence for the \( l \)-distant nodes is \( n \), the seed has \( k_s \) edges, and they belong to the GC is \( P_l(n, GC|k_s) = P_l(n, GC|k_s)p_s \), and the corresponding generating function \( F_{GC}(x, k_s) = \sum_n P_l(n, GC|k_s) \prod_{k=1}^{K} x_k^{n_k} \) is thus given by the product of \( \tilde{F}_{GC}(x|k_s) \) and \( p_s \),

\[
F_{GC}(x, k_s) = p_s \tilde{F}_{GC}(x|k_s)
\]

\[
= p_s \tilde{G}_l \left( \sum_k q_k x_k |k_s \right) - \tilde{G}_l \left( \sum_k q_k x_k u^{-1} |k_s \right). \tag{A.6}
\]
Differentiating equation (A.6) with respect to $\times_k$ and substituting $x = 1$ into it, we have the expectation number $\langle N^{k_k}(l, GC) \rangle$ of $l$-distant nodes with degree $k_i$ where a randomly chosen seed has $k_i$ edges and its component belongs to the GC:

$$\langle N^{k_k}(l, GC) \rangle = \frac{\partial F_{GC}(x, k_i)}{\partial x_k} \bigg|_{x=1} = k_p q_k G_1^2(1) \left(1 - v^{l-1} u^{k_i + k_i - 2}\right),$$

(A.7)

where $v = G_1(u)/G_1(1)$.

In a similar way, we easily find the generating function $F_{GC}(x)$ for the probability distribution $P_{l}(n, GC)$ that for a randomly chosen node, the sequence of the number of $l$-distant nodes with each degree is $n$ and these nodes are member of the GC as

$$F_{GC}(x) = \sum_{k_i=1}^{K} F_{GC}(x, k_i) = G_1 \left(\sum_k q_k x_k\right) - G_1 \left(\sum_k q_k x_k u^{k_i - 1}\right),$$

(A.8)

where

$$G_1(x) = \sum_k p_k G_1(x|k) = G_0(G_1(\cdots(G_1(x)\cdots))).$$

(A.9)

From equation (A.8), the expectation number $\langle N(l, GC) \rangle$ of $l$-distant nodes from a random seed which belong to the GC is calculated as

$$\langle N(l, GC) \rangle = \sum_{k_i=1}^{K} \frac{\partial F_{GC}(x)}{\partial x_k} \bigg|_{x=1} = \langle k \rangle G_1^2(1) \left(1 - v^{l-1} u^2\right)$$

(A.10)

By dividing equation (A.7) by equation (A.10), we obtain the probability $P_{GC}(k_s, k_i|l)$ that two ends of a randomly chosen $l$-chain from the GC have degree $k_s$ and $k_i$ as

$$P_{GC}(k_s, k_i|l) = \frac{\langle N^{k_s,k_i}(l, GC) \rangle}{\langle N(l, GC) \rangle},$$

$$= \frac{G_1^2(1) \left(1 - v^{l-1} u^{k_i + k_i - 2}\right)}{G_1^2(1) \left(1 - v^{l-1} u^2\right)} q_k q_k,$$

$$= \frac{1 - v^{l-1} u^{k_i + k_i - 2}}{1 - v^{l-1} u^2} q_k q_k,$$

(A.11)

where we call a connected path with length $l$ as an $l$-chain. Here, the denominator is proportional to the number of $l$-chains in the GC in that $\langle k \rangle G_1(1)^{l-1}$ $\langle k \rangle G_1(1)^{l-1} v^{l-1} u^2$ represents the average number of nodes at distance $l$ from a randomly chosen node in the whole network (finite components). When the networks are singly connected, i.e., $u = 0$, equation (A.11) reduces to $P(k_s, k_i|l) = q_k q_k$ which is a known result for uncorrelated random networks [33]. Taking the limit $u \to 1$ ($v \to 1$), we obtain $P_{GC}(k_s, k_i|l)$ at criticality as

$$\lim_{u \to 1, v \to 1} P_{GC}(k_s, k_i|l, GC) = \frac{G_1^2(1)}{G_1^2(1)} \frac{(l - 1) + (k_i + k_s - 2)}{(l - 1) + 2} q_k q_k.$$

(A.12)

Replacing $u$ and $v$ by $\xi_k = -1/\log u$ and $\xi_i = -1/\log v$, respectively, we can rewrite equation (A.11) as

$$P_{GC}(k_s, k_i|l) = \frac{1 - e^{-(l-1)/\xi_i}}{1 - e^{-(l-1)/\xi_i}} \frac{e^{-(k_i + k_s - 2)/\xi_k} - q_k q_k}{e^{-(k_i + k_s - 2)/\xi_k} - q_k q_k}.$$

(A.13)

Let us introduce the probability $P(k|k_s, l, GC)$ that one end of a chain has degree $k_i$ given that the chain has length $l$ and has a degree-$k_s$ node as a starting node, and belongs to the GC. The probability is given from equation (A.11) as

$$P(k_s|k_s, l, GC) = \frac{1 - v^{l-1} u^{k_s + k_i - 2}}{1 - v^{l-1} u^2} q_k.$$

(A.14)
We get the average degree $k_{l}^{GC}(k_{s})$ of $l$-distant nodes from a degree-$k_{s}$ node on GC as

$$k_{l}^{GC}(k_{s}) = \sum_{k_{l}} k_{l}P(k_{l}|k_{s}, l, GC)$$

$$= \frac{\langle k^{2} \rangle}{\langle k \rangle} + \frac{h(u)u^{l-1}u^{k_{s}}}{1 - u^{l-1}u^{k_{s}}}$$

(A.15)

where $h(u) = \sum_{k} k_{s}^{l}u^{k_{s} - 2}$. We consider the situation that the GC exists but infinitely small i.e., $u \sim 1 - \epsilon$ and $v \sim 1 - (k(k-1)(k-2))\epsilon/(k(k-1))$. In the situation, equation (A.15) approximates

$$k_{l}^{GC}(k_{s}) \sim \frac{\langle k^{2} \rangle}{\langle k \rangle} \left(1 + \frac{\langle k^{3} \rangle - 2\langle k \rangle^{2}}{\langle k \rangle} \frac{1}{(l-1)(k(k-1)(k-2))/(k(k-1)) + k_{s}}\right).$$

(A.16)

**Appendix B. Correlation function $C(l)$**

We consider the correlation function $C(l)$ defined as

$$C(l) = \langle kk' \rangle_{l} - \langle k \rangle_{l}\langle k' \rangle_{l},$$

(B.1)

where $\langle f(k, k') \rangle_{l} = \sum_{k, k'} f(k, k')P_{GC}(k, k'|l)$. From equations (A.11) and (B.1), we have

$$C(l) = \sum_{k, k'} kk' \frac{1 - v^{l-1}u^{k+k'-2}}{1 - v^{l-1}u^{2}}q_{k}q_{k' - k} - \left(\sum_{k, k'} \frac{1 - v^{l-1}u^{k+k'-2}}{1 - v^{l-1}u^{2}}q_{k}q_{k'}\right)^{2}$$

$$= \frac{\langle \langle k^{2} \rangle_{l} - v^{l-1}k_{s}u^{k_{s}-1} \rangle_{l}^{2}}{1 - v^{l-1}u^{2}} - \left(\frac{\langle \langle k \rangle_{l} \rangle_{l}^{2} - v^{l-1}\sum_{k} k_{s}u^{k_{s}-1}u}{1 - v^{l-1}u^{2}}\right)^{2}.$$  

(B.2)

The first term of the right hand side in equation (B.2) is

$$\frac{\langle \langle k^{2} \rangle_{l} \rangle_{l}^{2} - v^{l-1}(\sum_{k} k_{s}u^{k_{s}-1})^{2}}{1 - v^{l-1}u^{2}}$$

$$= \frac{(1 - v^{l-1}u^{2})\left(\frac{\langle \langle k^{2} \rangle_{l} \rangle_{l}^{2} - v^{l-1}(\sum_{k} k_{s}u^{k_{s}-1})^{2}}{(1 - v^{l-1}u^{2})}\right)^{2}}{(1 - v^{l-1}u^{2})^{2}}$$

$$= \frac{\langle \langle k^{2} \rangle_{l} \rangle_{l}^{2} - \langle \langle k \rangle_{l} \rangle_{l}^{2}v^{l-1}u^{2} + v^{2(l-1)}(\sum_{k} k_{s}u^{k_{s}-1})^{2}u^{2} - v^{l-1}(\sum_{k} k_{s}u^{k_{s}-1})^{2}}{(1 - v^{l-1}u^{2})^{2}},$$

(B.3)

and the second term is

$$\left(\frac{\langle \langle k \rangle_{l} \rangle_{l}^{2} - v^{l-1}(\sum_{k} k_{s}u^{k_{s}-1})u}{1 - v^{l-1}u^{2}}\right)^{2}$$

$$= \frac{\langle \langle k \rangle_{l} \rangle_{l}^{2} - 2\langle \langle k \rangle_{l} \rangle_{l}v^{l-1}(\sum_{k} k_{s}u^{k_{s}-1})u + v^{2(l-1)}(\sum_{k} k_{s}u^{k_{s}-1})^{2}u^{2}}{(1 - v^{l-1}u^{2})^{2}}.$$  

(B.4)

Then, we have
where we used $\nu = e^{-1/\xi_l}$. Expanding $u$ and $e^{-(l-1)/\xi_l}$ in the denominator as $u \sim 1 - \epsilon$ and $e^{-(l-1)/\xi_l} \sim 1 - (l - 1)/\xi_l$, we drive the correlation function in the critical region as

$$C(l) \sim \frac{a^2}{(b(l - 1) + 2)^2} e^{-(l-1)/\xi_l},$$

where $a = \langle k^2(k - 2) \rangle / \langle k \rangle$ and $b = \langle k(k - 1)(k - 2) \rangle / \langle k \rangle$.
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