The Thermodynamic Cost of Erasing Information in Finite-time
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The Landauer principle sets a fundamental thermodynamic constraint on the minimum amount of heat that must be dissipated to erase one logical bit of information through a quasi-statically slow protocol. For finite time information erasure, the thermodynamic costs depend on the specific physical realization of the logical memory and how the information is erased. Here we treat the problem within the paradigm of a Brownian particle in a symmetric double-well potential. The two minima represent the two values of a logical bit, 0 and 1, and the particle’s position is the current state of the memory. The erasure protocol is realized by applying an external time-dependent tilting force. We derive analytical tools to evaluate the work required to erase a classical bit of information in finite time via an arbitrary continuous erasure protocol, which is a relevant setting for practical applications. Importantly, our method is not restricted to the average work, but instead gives access to the full work distribution arising from many independent realizations of the erasure process. Using the common example of an erasure protocol that changes linearly with time acting on a double-parabolic potential, we explicitly calculate all relevant quantities and verify them numerically.

I. INTRODUCTION

A central goal in information technology is to improve the speed of computational processes. A problematic consequence is the substantial unavoidable generation of heat, with deleterious consequences for the devices themselves and the environment at large. Moreover, improved functionality and more complex computational tasks involve consumption of a larger amount of electrical energy, which is eventually dissipated in the computational devices themselves [1].

Beyond Ohmic dissipation in the electronic elements of the computational device, there is an additional heat production related to the irreversible logical steps that constitute the essential “building blocks” of computational tasks [2]. Indeed, fundamental thermodynamic principles link the manipulation of bits of information to heat dissipation associated with an increase in the entropy of the environment. This line of research is known as “Landauer’s principle”, which states that erasing one logical bit of information dissipates at least an amount $k_B T \ln 2$ of heat [3, 4], where $k_B$ is Boltzmann’s constant and $T$ is the temperature of the environment. The Landauer bound is only achieved when the erasure process is quasi-statically slow, whereas in any faster, or finite-time, process the heat dissipated exceeds $k_B T \ln 2$. In addition to logical computation, the Landauer principle is relevant in the measurement and storage of information, because erasure is required for “reset to zero” operations [4, 5].

Thermal noise plays a noticeable role when the memory states representing a bit of information are implemented in a “small” mesoscopic system consisting of only a few degrees of freedom with characteristic energies of the order of the thermal energy $k_B T$. Thus, the dissipated heat becomes a fluctuating quantity [6] and the Landauer bound refers to an average over many realizations of an erasure process. In the context of stochastic thermodynamics in such mesoscopic systems [7–10], the thermodynamic and information-theoretic implications of the Landauer principle are a very active area of research [4, 6, 11–30].

It is clear that for applications, rather than quasi-statically slow erasure processes, it is essential to quantify the dissipated heat when erasure occurs in finite time [19, 21–23, 26–30]. Thus a key goal is to find optimal protocols such that a bit of information is erased quickly, reliably and with the minimal dissipation of heat [21–23, 25–27] (see also [31]).

We can treat one-bit memory erasure physically as a Brownian particle moving in a double-well potential [6, 16–18, 22, 24, 26–29, 32]. The two potential minima represent the two values of the information bit, and the particle position represents the current state of the memory, which can be manipulated by applying external forces and executing the “erasure protocol”. Despite the apparent simplicity of this model, theoretical results of the distribution of dissipated heat, or the work required to perform the erasure procedure, are limited. Indeed, as far as we are aware, for such classical bistable systems the only theoretical predictions beyond the Landauer bound produce bounds for the average work that is required to erase one bit of information in finite time [21, 22, 26, 27]. Importantly, the mini-
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mum average work expended under optimal conditions is inversely proportional to the protocol duration, with a system– and protocol–specific proportionality factor [21–23, 25–27]. This finding has been reproduced experimentally [16–18, 28, 29].

Firstly, in §II, we describe our model for a Brownian particle in a driven double-well potential and define our central observable; the work required to erase one logical bit of information. Secondly, we detail an analytical method of calculating the average work, and the higher order moments of the complete work distribution, for fast erasure protocols with arbitrary (continuous) time dependence (§III). Our main results are explicit formulæ for the average work (12) and its variance (18). They are expressed in terms of the statistics of the jump times between the two potential wells that represent the memory states, and in terms of the shape of these potential wells encoded in a partition function (understood as a sum over time-dependent, locally equilibrated states).

We find that the principal sources of randomness are the transitions over the potential barrier between the two memory states, whereas the fluctuations within the potential wells have negligible effects on the work distribution. Thirdly, we provide a concrete recipe for calculating the jump-time distributions (21) (or (23)) that can be applied to a wide range of potentials and protocols.

By combining these results, the averages in (12) and (18) reduce to simple numerical quadratures, which only require the shape of the unperturbed double-well potential and the time change of the applied erasure protocol as ingredients. Our theoretical approach relies on an essential, but not very restrictive, assumption: relaxation within the potential wells represents the fastest deterministic time scale in the system. This imposes an upper bound on the rate of change of the erasure protocol. In fact, this assumption is obeyed extremely well in standard experiments on information erasure [16–18], such that all our general analytical results are directly applicable [33].

Finally, as specific example, we apply our general theory to a double-well potential constructed of two harmonic traps and an erasure protocol, which changes linearly in time (§IV). We calculate all relevant quantities and compare our analytical predictions to numerical simulations.

II. THE SYSTEM, THE DYNAMICS AND THE CENTRAL OBSERVABLE

A. Model structure

We consider the Brownian motion of a particle with position \( X(t) \) within a double-well potential \( U(X, t) \), with the unperturbed potential \( U(X) = U(X, t = 0) \) having minima at \( X = \pm a \) and a relative maximum at \( X = 0 \). We construct \( U(X) \) from a single-well potential \( V(X) \) with a unique minimum at \( X = 0 \) and with \( V(X \to \pm \infty) \to \infty \).

\[
U(X) = \begin{cases} 
V(X + a) = V(a + X) & \text{for } X < 0 \\
V(-(X - a)) = V(a - X) & \text{for } X \geq 0
\end{cases}
\]  

This construction will prove convenient when calculating the moments of the work distribution; the condition \( V(X \to \pm \infty) \to \infty \) is needed to ensure the existence of a stationary distribution within \( V(X) \), but the details of how \( V(X) \) approaches infinity, in particular beyond the point at which \( V(a + X) \) and \( V(a - X) \) are joined, are irrelevant. Note that Eq. (1) covers any mirror-symmetric double-well potential, as, e.g., the quartic double well with a smooth maximum between the two wells (choose \( V(X) = KX^2(X - 2a)^2 \) for \( X \leq a \) with some \( K > 0 \) and an arbitrary monotonically increasing function “attached to” \( V(a) = Ka^4 \) for \( X > a \), or the double-parabolic potential specified below in Eq. (3) with a cusp-shaped maximum (choose \( V(X) = (K/2)X^2 \)).

The memory states 0 and 1 refer to the particle being located in the left and right well of the potential respectively, thereby characterizing the storage of one bit of information [5]. We assume that initially (\( t = 0 \)) the particle is in equilibrium with an environment at temperature \( T \), such that both states 0 and 1 are occupied with equal probability 1/2. The stability of the memory states requires the potential barrier between the two wells to be much larger than the thermal energy [5].

A standard protocol for erasing such information bits is to force both states into the same final state [5]. This can be achieved by applying an external forcing protocol \( F(t) \), which at the end of the erasure process must be “switched off” or “reset” so that the double-well potential returns to its initial, unperturbed configuration. Therefore, the forcing protocol of total duration \( \tau \) consists of an “erasure phase” \( F_{\text{erase}}(t) \) for \( 0 \leq t \leq \tau^* \) (with \( \tau^* < \tau \)), and a rapid “resetting phase” \( F_{\text{reset}}(t) \) within a short time interval \( \tau - \tau^* \ll \tau^* \), such that

\[
F(t) = \begin{cases} 
F_{\text{erase}}(t) & \text{for } 0 \leq t \leq \tau^* \\
F_{\text{reset}}(t) & \text{for } \tau^* < t \leq \tau
\end{cases}
\]  

(2a)

which fulfills the two constraints:

\[
F_{\text{erase}}(0) = F_{\text{reset}}(\tau) = 0, \\
F_{\text{erase}}(\tau^*) = F_{\text{reset}}(\tau^*) = \max_{-a \leq X \leq 0} [U'(X)],
\]  

(2b, 2c)

with the prime denoting differentiation with respect to \( X \). The condition (2c) is synonymous with choosing the right well (state 1) as the final state of the erasure phase. For a tilting force of \( F_{\text{erase}}(\tau^*) = \max_{-a \leq X \leq 0} [U'(X)] \) the left potential well (state 0) disappears completely, leaving the right well (state 1) as the only minimum of the potential, and thus the particle ends up in state 1 independent of its initial state. During the time interval \( (\tau^*, \tau] \) the potential is rapidly brought back to its initial configuration, during which the particle still resides in state 1.
A concrete example, which we study in detail in Section IV, is a double-well potential constructed from two harmonic traps,

\[ U(X) = \frac{K}{2} [X - \text{sign}(X)a]^2, \quad (3) \]

and a linear-in-time forcing protocol implemented as

\[ F_{\text{erase}}(t) = \lambda t \quad \text{and} \quad (4a) \]
\[ F_{\text{reset}}(t) = \frac{\lambda \tau}{\tau - \tau^*} (\tau - t), \quad (4b) \]

with \( \lambda = Ka/\tau > 0 \) (cf. condition (2c)); the constant \( K \) is the curvature of the harmonic trap and \( \text{sign}() \) denotes the sign function. The corresponding change in the potential (3) induced by \( F_{\text{erase}}(t) \) during the erasure phase is illustrated in Fig. 1.

The evolution of the particle within the double-well potential is given by an overdamped non-autonomous Langevin equation [34],

\[ \gamma \dot{X}(t) = -U'(X(t)) + F(t) + \sqrt{2k_B T} \gamma \xi(t), \quad (5) \]

where \( \xi(t) \) is an unbiased Gaussian white noise source with correlations \( \langle \xi(t)\xi(s) \rangle = \delta(t - s) \). The curvature of the potential \( K = U''(\pm a) \) around the minima, or the “trap stiffness”, and the viscous friction coefficient \( \gamma \) of the particle define the time scale \( \gamma/K \), characterizing relaxation processes within each potential well.

As noted above, we assume that \( \gamma/K \) represents the fastest time scale in the deterministic part of the stochastic system, and thus the erasure force \( F(t) \) evolves on time scales much slower than \( \gamma/K \). Therefore, a particle “equilibrates” rapidly within a potential well, thereby guaranteeing that a new memory state is rapidly occupied when being updated by an externally imposed protocol. Despite this rapid “local equilibration” the memory is far from “global equilibrium” conditions, and close-to-equilibrium concepts, like the fluctuation-dissipation theorem [35], are not obeyed in general. The intra-well relaxation time scale \( \gamma/K \) can be directly controlled experimentally by adjusting the trap stiffness \( K \) [16, 17, 28, 29], so that our fast-relaxation assumption is hardly restrictive, and hence is a reasonable prerequisite for an effective realization of memory [33]. We show below that the associated “local equilibrium” behavior within the individual potential wells is essential for calculating the energetic costs of the erasure process (see also the discussion at the beginning of § II C). We note here that the opposite case, of external forces \( F(t) \) varying much faster than \( \gamma/K \), corresponds to “instantaneous” manipulations of the memory potential and can be treated accordingly; we motivate the corresponding physical arguments in the context of an “instantaneous” resetting procedure in the discussion surrounding (14).

We use the time \( \gamma/K \), and the length \( \sqrt{k_B T/K} \), to non-dimensionalize the Langevin equation (5), which, in the same notation as the original variables, becomes

\[ \dot{X}(t) = -U'(X(t)) + F(t) + \sqrt{2} \xi(t), \quad (6) \]

where the dimensionless force \( F(t) \) is in units of \( \sqrt{k_B T} \), and the dimensionless potential \( U(X) \) in units of \( k_B T \). The dimensionless condition that the potential barrier is much larger than the thermal energy is \( U(0) - U(\pm a) \gg 1 \), and the dimensionless condition that the erasure force varies much more slowly than the relaxation of particles in the potential wells is \( F(t) \ll 1 \). From the dimensionless version of (2c) we estimate a typical rate of change of the erasure protocol as \( F_{\text{erase}}(t) \approx [U(0) - U(\pm a)]/a \). Therefore, our theory of the erasure process is valid when the combined constraint on the system parameters is such that \( 1 \ll U(0) - U(\pm a) \ll a \tau^* \).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{Double-parabolic potential in dimensionless variables at various times with \( a = 3 \). The solid line is the potential at the beginning and end of the erasure protocol. The short-dashed, dashed-dotted and long-dashed lines are the potential at intermediate times \( t = 50, 100, 200 \), respectively.}
\end{figure}

\section{B. Heat and work}

The central observables are the heat dissipated into the thermal bath \( Q \), and the total work received by the system during the erasure procedure \( W \). Stochastic energetics [36] and thermodynamics [7–10] provide an established framework for evaluating such quantities along individual particle trajectories—taking into account the influence of thermal fluctuations. Therefore, we can quantify the distributions resulting from many independent realizations of the erasure process. In our case of a symmetric memory, the average system energy (for the overdamped dynamics of Eq. (5) this corresponds to the total potential energy [36]) is the same at the beginning and at the end of the erasure process, implying that the average work is exactly compensated by the average heat dissipated. Therefore, since they sum to zero, it is sufficient to consider one of these two quantities to fully characterize the thermodynamics of the erasure process. Here we focus on the total work exerted on the system.

The work is the change in the system energy driven by external forcing integrated along the particle trajectory \( X(t) \) [36]. Since the only external forcing of the system potential arises from the erasure protocol with potential...
For all plots the parameter values are straight red lines, as a function of time. The upper (lower) potential wells, together with the two minima of the potential one (a), two (b) and three (c) transitions between the two potential minima in "local equilibrium" and (ii) occasional "instantaneous" jumps, so that "global equilibrium conditions" are not realized. Importantly, although our erasure protocol, \( F(t) \), varies slowly relative to relaxation within the potential wells, it is still far from being "quasi-statically slow" and hence will not achieve the Landauer bound.

Given these results, we adopt the following strategy to compute the energetic costs of information erasure in the double-well potential under non-quasi-static conditions. As noted above, our key observable is the work performed on the system in order to erase one bit of information. We calculate this work under the assumptions that (a) the particle is in "local equilibrium" within a potential well and (b) the work performed during the "instantaneous" transitions from one potential well to the other is negligibly small (§ III A). We quantify the contributions to the total work from the individual wells by analyzing the statistics of the inter-well jumps. In § IV we explicitly demonstrate this general approach for the linear erasure protocol (4) applied to the double-parabolic potential (3), for which we calculate all relevant quantities analytically.

### III. THE WORK DISTRIBUTION: GENERAL FRAMEWORK

We characterize the work distribution by determining its moments. The mean and the variance of the work are the most practical quantities. Thus we now detail the general framework by calculating \( \langle W \rangle \) and \( \text{Var}(W) = \langle W^2 \rangle - \langle W \rangle^2 \), where \( \langle \cdot \rangle \) denotes the ensemble average over all possible trajectories. It should then be clear how to extend our approach to higher moments.

#### A. The Average Work

The average work follows directly from Eq. (7) as

\[
\langle W \rangle = -\int_0^{\tau^*} dt \, \dot{F}_{\text{erase}}(t) \langle X(t) \rangle - \int_{\tau^*}^\tau dt \, \dot{F}_{\text{reset}}(t) \langle X(t) \rangle .
\]  

(8)

However, because transitions between the potential wells can occur at any time, direct evaluation of \( \langle X(t) \rangle \) is challenging, particularly during the first phase of the erasure protocol. Indeed, whereas we know that the particle is in the right well (state 1) for \( \tau^* \leq t \leq \tau \), we do not know within which potential well the particle is located at a particular time in \( 0 \leq t \leq \tau^* \). In contrast, within a specific potential well the averages are straightforward to calculate.

Our approach is to collect all particle trajectories that "instantaneously" jump from one well to the other at spe-
cific times \( t_i \) with \( 0 \leq t_1 < t_2 < \ldots < t_i \ldots < t_n \leq \tau^* \).
We remind the reader that the number of jumps \( n \) is odd (even) when the trajectories begin in state 0 (state 1).
Thus we can decompose the ensemble average \( \langle \cdot \rangle \) into an average over the sub-ensemble of trajectories with fixed transition times \( 0 \leq t_1 < t_2 < \ldots < t_i \ldots < t_n \leq \tau^* \), and an average over the distribution of these transition times. For the sub-ensemble, we calculate the average particle position within any of the time intervals \([t_i, t_{i+1}]\) by direct solution of the Langevin equation (6). Applying the fast-relaxation assumption we then find that the average over the distributions of transition times for all possible \( n \) is denoted by the subscript \( \{t_i\} \).

\[
\langle X(t) \rangle \pm \approx \frac{\int_{-\infty}^{+\infty} dX \, e^{-[V(a+X)-F_{\text{erase}}(t)X]}}{\int_{-\infty}^{+\infty} dX \, e^{-[V(a+X)-F_{\text{erase}}(t)X]}} = \pm a + \frac{\partial}{\partial F_{\text{erase}}(t)} \ln Z_{\pm}(F_{\text{erase}}(t)), \tag{9a}
\]

with the partition functions

\[
Z_{\pm}(F_{\text{erase}}(t)) = \int_{-\infty}^{+\infty} dx \, e^{-[V(x)\pm F_{\text{erase}}(t)x]}. \tag{9b}
\]

The plus (minus) sign in \( \langle X(t) \rangle \pm \) and \( Z_{\pm}(F_{\text{erase}}(t)) \) refers to the right (left) well. Note that the abbreviation \( \langle \cdot \rangle \pm \) denotes the average over all trajectories located \textit{within a specific potential well} for the entire time interval over which the average is taken, and \( \approx \) denotes the leading-order contribution in the fast-relaxation approximation.

We can now determine the sub-ensemble average in the first integral of Eq. (8) by evaluating integrals over the specific times \( t_i \) and \( t_{i+1} = \tau^* \) to simplify notation. Here, for each time interval \([t_i, t_{i+1}]\), \( t_i \) refers to the time “just after” the jump into the current potential well, and \( t_{i+1} \) to the time “just before” the next jump. The average over the distributions of transition times for all possible \( n \) is denoted by the subscript \( \{t_i\} \).

The second integral in Eq. (8) is the average work from the resetting phase of the erasure protocol. As described above, at the end of the “erasure phase” the particle is in the right well (state 1). Now, to prevent the particle from jumping back to state 0 during the “resetting” phase, it is desirable to minimize the resetting interval, which at the very least should be much shorter than the first phase of the protocol so that \( \tau - \tau^* \ll \tau^* \). However, employing the same reasoning as above, we must ensure that the reset dynamics is still slow relative to the relaxation processes within the potential wells, \( F_{\text{reset}}(t) \ll 1 \). This imposes a stronger constraint, \( (\tau - \tau^*)/\tau^* \ll 1 \), on the rate of change of the external forcing protocol. Under these conditions, the average particle position follows the potential minimum of state 1, and we can evaluate the second term in Eq. (8) similarly to that of the first term,
which gives

\[-\int_{\tau^*}^{\tau} dt \dot{F}_{\text{reset}}(t) \langle X(t) \rangle = -\int_{\tau^*}^{\tau} dt \dot{F}_{\text{reset}}(t) \langle X(t) \rangle + \int_{\tau^*}^{\tau} dt \frac{\partial}{\partial F_{\text{erase}}(t)} \ln Z_+ (F_{\text{erase}}(t)) \]

\[= -\int_{\tau^*}^{\tau} dt \dot{F}_{\text{reset}}(t) \left[ a + \frac{\partial}{\partial F_{\text{reset}}(t)} \ln Z_+ (F_{\text{erase}}(t)) \right] + \int_{\tau^*}^{\tau} dt \frac{\partial}{\partial F_{\text{reset}}(t)} \ln Z_+ (F_{\text{erase}}(t)) \]

\[= \int_{\tau^*}^{\tau} dt \dot{F}_{\text{reset}}(t) \left[ Z_+ (F_{\text{erase}}(\tau^*)) / Z_+ (F_{\text{erase}}(\tau)) \right], \quad (11)\]

where, from condition (2b), we used \( F_{\text{reset}}(\tau) = F_{\text{reset}}(0) \). Finally, we combine Eqs. (10) and (11) to give the total average work as

\[\langle W \rangle = 2a \sum_{i=1}^{n} (-1)^{i+n} F_{\text{erase}}(t_i) \left\{ F_{\text{reset}}(\tau^*) \right\}_{\{t_i\}} + \sum_{i=0}^{n} \ln \left[ Z_+ (F_{\text{erase}}(t_i)) / Z_+ (F_{\text{erase}}(t_{i+1})) \right] \left\{ F_{\text{reset}}(\tau^*) \right\}_{\{t_i\}}, \quad (12)\]

We note that the average work depends on the shape of the tilted double-well potential through the statistics of the jump times \( \{t_i\} \) (see also § III E) and through the partition functions \( Z_+ (F_{\text{erase}}(t_i)) \), Eq. (9b). If \( V(X) \) is symmetric, i.e. \( V(-X) = V(X) \), the latter dependence drops out, because \( Z_+ (F_{\text{erase}}(t)) = Z_+ (F_{\text{erase}}(t)) \). For mirror-symmetric potential wells like the one in Fig. 1, we thus find

\[\langle W \rangle = 2a \sum_{i=1}^{n} (-1)^{i+n} F_{\text{erase}}(t_i) \left\{ F_{\text{reset}}(\tau^*) \right\}_{\{t_i\}} \quad (13)\]

There is a finite, albeit very small, probability that the particle might jump to state 0 during the resetting phase, \( F_{\text{reset}}(t) \). To avoid such imperfect erasure processes, we control the external force by switching it from \( F(\tau^*) = F_{\text{erase}}(\tau^*) \) to \( F(\tau) = 0 \) over an infinitesimal time interval, such that practically \( \tau = \tau^* \). Thus, the particle does not move while the potential is reset to its initial configuration, and the work performed corresponds to the change in potential energy at a fixed particle position, allowing us to write the average as

\[-\int_{\tau^*}^{\tau} dt \dot{F}_{\text{reset}}(t) \langle X(t) \rangle = \langle U(X(\tau)) - F_{\text{reset}}(\tau) X(\tau) \rangle - \langle U(X(\tau^*)) - F_{\text{reset}}(\tau^*) X(\tau^*) \rangle = \langle F_{\text{reset}}(\tau^*) X(\tau^*) \rangle_+ \cdot (14)\]

The subsequent relaxation of the particle towards the minimum does not contribute to the work, but is instead dissipated as heat into the thermal bath. To compare the instantaneous work (14) with Eq. (11) for the average work in the resetting phase of the erasure protocol, we evaluate their difference using partial integration, \( F_{\text{reset}}(\tau^*) \langle X(\tau^*) \rangle_+ + \int_{\tau^*}^{\tau} dt \dot{F}_{\text{reset}}(t) \langle X(t) \rangle_+ = -\int_{\tau^*}^{\tau} dt \dot{F}_{\text{reset}}(t) \frac{d}{dt} \langle X(t) \rangle_+ > 0 \). Positivity follows because \( F_{\text{reset}}(t) > 0 \) for all \( t > 0 \), which implies that the average particle position decreases during the resetting phase. Hence, when instantaneously resetting the erasure protocol the total work required to erase one bit of information is larger than that in (12) by an amount \(-\int_{\tau^*}^{\tau} dt \dot{F}_{\text{reset}}(t) \frac{d}{dt} \langle X(t) \rangle_+ \). This is because switching off the erasure force during a finite time interval \( (\tau^*, \tau) \) using \( F_{\text{reset}}(t) \) where \( F_{\text{reset}}(t) \ll 1 \), while the particle is solely confined to state 1, corresponds to a quasi-static process under local equilibrium conditions within the potential well representing state 1. In contrast, the instantaneous resetting is “maximally far” from local equilibrium conditions.

**B. The Variance of the Work**

Using the same approach we used to calculate the average work in Eq. (10), we can evaluate higher moments. We focus on the variance and begin by determining the second moment of the work exerted during the first phase of the erasure protocol, which is

\[\left\langle \left( \int_{0}^{\tau^*} dt \dot{F}_{\text{erase}}(t) \langle X(t) \rangle \right)^2 \right\rangle = \left\langle \left( \sum_{i=0}^{n} \int_{t_i}^{t_{i+1}} dt \dot{F}_{\text{erase}}(t) \langle X(t) \rangle \right)^2 \right\rangle \]

\[= \left\langle \sum_{i=0}^{n} \int_{t_i}^{t_{i+1}} dt \dot{F}_{\text{erase}}(t) \int_{t_i}^{t_{i+1}} ds \dot{F}_{\text{erase}}(s) \left[ \langle X(t) X(s) \rangle_{(-i)\sum} - \langle X(t) \rangle_{(-i)\sum} \langle X(s) \rangle_{(-i)\sum} \right] \right\rangle \]

\[+ \left\langle \sum_{i=0}^{n} \int_{t_i}^{t_{i+1}} dt \dot{F}_{\text{erase}}(t) \langle X(t) \rangle_{(-i)\sum} \right\rangle \left\langle \sum_{i=0}^{n} \int_{t_i}^{t_{i+1}} dt \dot{F}_{\text{erase}}(t) \langle X(t) \rangle_{(-i)\sum} \right\rangle \left\{ t_i \right\} \quad (15)\]

As in Eq. (10), we split the ensemble average into an average over the fluctuations within a specific poten-
tial well, \( \langle \rangle \), and an average over the distribution of jump times from one well to the other, \( \langle \rangle _{(t_i)} \). Additionally, we assume that the fluctuations within different potential wells are uncorrelated. In the first term, we solve the Langevin equation (6) to calculate the autocorrelation \( \langle X(t)X(s) \rangle _{\pm} - \langle X(t) \rangle _{\pm} \langle X(s) \rangle _{\pm} \) within a given potential well. Under our fast-relaxation assumption, to lowest order we obtain

\[
\langle \partial F \rangle _{\pm} = \delta(t - s) \frac{\partial^2}{\partial F (t)^2} Z_{\pm}(F(t)),
\]

and hence the first term can be evaluated as

\[
\left\langle \sum_{i=0}^{n} F_{\text{erase}}^2(t) \partial F_{\text{erase}}^2(t) \frac{\partial^2}{\partial F(t)^2} Z_{-(\cdots)^{i+1}}(F_{\text{erase}}(t)) \right\rangle _{(t_i)}.
\]

In the second term, we use the result

\[
- \sum_{i=0}^{n} J_{\text{reset}}^2(t) \langle X(t) \rangle _{-(\cdots)^{i+1}} = 2a \sum_{i=1}^{n} (-1)^i + n \langle F_{\text{erase}}(t_i) \rangle - a F_{\text{erase}}(\tau^*) + \sum_{i=0}^{n} \ln Z_{-(\cdots)^{i+1}}(F_{\text{erase}}(t_i))
\]

which was derived above (see the development in Eq. (10)). Therefore, we find that the variance of the work during the first phase of the erasure protocol is

\[
\left\langle \left( \int_0^{\tau} dt \, \dot{F}_{\text{erase}}(t) X(t) \right)^2 \right\rangle - \left\langle \int_0^{\tau} dt \, \dot{F}_{\text{erase}}(t) X(t) \right\rangle^2 \\
= \int_0^{\tau} dt \, \dot{F}_{\text{reset}}^2(t) \frac{\partial^2}{\partial F_{\text{erase}}(t)^2} \ln Z_{+}(F_{\text{erase}}(t)).
\]

We use a similar approach to determine the variance of the work during the resetting phase. This is simpler, because the particle stays in state 1 for all \( t \in (\tau^*, \tau] \), and hence the first term can be evaluated as

\[
\left\langle \sum_{i=0}^{n} F_{\text{erase}}^2(t) \partial F_{\text{erase}}^2(t) \frac{\partial^2}{\partial F(t)^2} Z_{-(\cdots)^{i+1}}(F_{\text{erase}}(t)) \right\rangle _{(t_i)}.
\]

In the second term, we use the result

\[
- \sum_{i=0}^{n} J_{\text{reset}}^2(t) \langle X(t) \rangle _{-(\cdots)^{i+1}} = 2a \sum_{i=1}^{n} (-1)^i + n \langle F_{\text{erase}}(t_i) \rangle - a F_{\text{erase}}(\tau^*) + \sum_{i=0}^{n} \ln Z_{-(\cdots)^{i+1}}(F_{\text{erase}}(t_i))
\]

which was derived above (see the development in Eq. (10)). Therefore, we find that the variance of the work during the first phase of the erasure protocol is

\[
\text{Var}(W) = \sum_{i=0}^{n} \left\langle \int_{t_i}^{t_{i+1}} dt \, \dot{F}_{\text{erase}}^2(t) \frac{\partial^2}{\partial F_{\text{erase}}(t)^2} \ln Z_{-(\cdots)^{i+1}}(F_{\text{erase}}(t)) \right\rangle _{(t_i)} + \int_{\tau^*}^{\tau} dt \, \dot{F}_{\text{reset}}^2(t) \frac{\partial^2}{\partial F_{\text{erase}}(t)^2} \ln Z_{+}(F_{\text{erase}}(t))
\]

\[
+ \left\langle \sum_{i=0}^{n} \left\langle \sum_{i=1}^{n} (-1)^i + n \langle F_{\text{erase}}(t_i) \rangle - a F_{\text{erase}}(\tau^*) + \sum_{i=0}^{n} \ln Z_{-(\cdots)^{i+1}}(F_{\text{erase}}(t_i)) \right\rangle \right\rangle _{(t_i)}
\]

\[
= \sum_{i=0}^{n} \left\langle \int_{t_i}^{t_{i+1}} dt \, \dot{F}_{\text{erase}}^2(t) \frac{\partial^2}{\partial F_{\text{erase}}(t)^2} \ln Z_{-(\cdots)^{i+1}}(F_{\text{erase}}(t)) \right\rangle _{(t_i)} + \int_{\tau^*}^{\tau} dt \, \dot{F}_{\text{reset}}^2(t) \frac{\partial^2}{\partial F_{\text{erase}}(t)^2} \ln Z_{+}(F_{\text{erase}}(t))
\]

\[
+ \left\langle \sum_{i=0}^{n} \left\langle \sum_{i=1}^{n} (-1)^i + n \langle F_{\text{erase}}(t_i) \rangle - a F_{\text{erase}}(\tau^*) + \sum_{i=0}^{n} \ln \left[ \frac{Z_{-(\cdots)^{i+1}}(F_{\text{erase}}(t_i))}{Z_{+}(F_{\text{erase}}(t_i))} \right] Z_{-(\cdots)^{i+1}}(F_{\text{erase}}(t_i)) \right\rangle \right\rangle _{(t_i)}.
\]

After adding the \( \{t_i\} \)-independent constant

\[
\ln \frac{Z_{+}(F_{\text{erase}}(\tau^*))}{Z_{+}(F_{\text{erase}}(0))} = \sum_{i=0}^{n} \ln \left[ \frac{Z_{+}(F_{\text{erase}}(t_{i+1}))}{Z_{+}(F_{\text{erase}}(t_i))} \right] Z_{+}(F_{\text{erase}}(t_i)),
\]

we see
that the second term is the variance of the result we
found for the average work, Eq. (12); it is related to the
variance of the jump-time distribution. Moreover, there
is an additional term involving $\dot{F}(t)$, which we expect to
be negligibly small relative to the second term because
$\dot{F}(t) \ll 1$. In the example of a linear erasure protocol
applied to a double-parabolic potential (§ IV A1) we
show that this first term is related to the variance accu-
mulated from the fluctuating motion within the potential
wells. Indeed, because $Z_-(F_{\text{erase}}(t)) = Z_+(F_{\text{erase}}(t))$
for mirror-symmetric potential wells $V(-X) = V(X)$,
Eq. (18) simplifies considerably to

$$\text{Var}(W) = \int_0^\tau \text{d}t \frac{\partial^2}{\partial F_{\text{erase}}(t)^2} \ln Z_+(F_{\text{erase}}(t))$$

$$+ 4a^4 \text{Var}\left(\sum_{i=1}^n (-1)^{i+n} F_{\text{erase}}(t_i)\right).$$

(19)

The remaining averages $\langle \cdot \rangle_{(t_i)}$ in the mean work (12)
and its variance (18) involve the statistics of the jump
times $\{t_i\}$, and thus depend on the explicit form of the
erasure protocol $F_{\text{erase}}(t)$. Now we describe a general
strategy to calculate these averages.

C. Jump-time statistics

The main task is to find the probability density func-
tion $P_n(t_1,t_2,\ldots,t_n)$, or PDF, for the distribution of
jump times $\{t_i\}$ for any number of jumps $n$ that a particle
may perform between the potential wells during the era-
sure phase of the protocol. We express $P_n(t_1,t_2,\ldots,t_n)$
in terms of the probabilities $P_{0\leftrightarrow 1}(t,\bar{t})$ that the particle
jumps from state 0 to state 1 at $t = \bar{t}$, given that it arrived
in state 0 at $t = \bar{t} < \tilde{t}$ (upper arrow in the subscript),
and analogously that the particle jumps from state 1 to
state 0 after having arrived in state 1 at $t = \bar{t} < \tilde{t}$ (lower
arrow). These are expressed as

$$P_{0\leftrightarrow 1}(t,\bar{t}) = -\frac{\partial}{\partial t} S_{0,1}(t,\bar{t}),$$

(20)

where $S_{0,1}(t,\bar{t})$ is the survival probability that the par-
ticle remains in state 0,1 from time $t = \bar{t}$ until time
$t = \bar{t} > \bar{t}$. The first (second) subscript in $S_{0,1}(t,\bar{t})$ is
connected to the upper (lower) arrow in $P_{0\leftrightarrow 1}(t,\bar{t})$. Given
the ostensibly instantaneous character of the jumps, we
will associate $S_{0,1}(t,\bar{t})$ with a transition rate between the
two wells (see § IIIE).

The probability of $n$ jumps occurring at specific times
$0 \leq t_1 < t_2 < \ldots < t_n \leq \tau^*$ is

$$P_n(t_1,t_2,\ldots,t_n) = \frac{1}{2} P_{0\leftrightarrow 1}(0,t_1) P_{0\leftrightarrow 1}(t_1,t_2) \ldots P_{0\leftrightarrow 1}(t_{n-1},t_n) S_1(t_n,\tau^*).$$

(21)

The upper (lower) arrows in the subscripts refer to $n$
odd (even), with the particle starting in state 0 (state 1), so
that $P_0 = \frac{1}{2} S_1(0,\tau^*)$, and the prefactor $1/2$ accounts
for the particle starting in either state with identical 50%
probability. The normalization of $P_n(t_1,t_2,\ldots,t_n)$ in-
volves the probability $\Pi_n$ of observing exactly $n$
jumps within the time interval $[0,\tau^*]$ that takes into account
all possible sequences of transition times $0 \leq t_1 < t_2 <
\ldots < t_n \leq \tau^*$ as follows,

$$\Pi_n = \frac{1}{2} \int_0^{\tau^*} \text{d}t_1 P_{0\leftrightarrow 1}(0,t_1) \int_{t_1}^{\tau^*} \text{d}t_2 P_{0\leftrightarrow 1}(t_1,t_2) \ldots \int_{t_{n-1}}^{\tau^*} \text{d}t_n P_{0\leftrightarrow 1}(t_{n-1},t_n) S_1(t_n,\tau^*).$$

(22)

The $\Pi_n$ are normalized with respect to an infinite number
of inter-well jump transitions, $\sum_{n=0}^\infty \Pi_n = 1$.

However, recalling our discussion surrounding Fig. 2,
we note that typically there are no more than a handful
of transitions during the erasure phase. Thus, $\Pi_n$ differs
from zero only for small $n$, and we show in § III D that
Eq. (22) can be replaced by enforcing normalization for
the relevant small number of inter-well transitions. In
that case the probabilities $\Pi_n$ are given, and we write
$P_n(t_1,t_2,\ldots,t_n)$, Eq. (21), for any $n > 0$ as
where, as in Eqs. (21) and (22), the upper (lower) arrows in the subscripts refer to $n$ odd (even). The ratio guarantees normalization of $P_n(t_1, t_2, \ldots, t_n)$ independently of the normalization of the $\Pi_n$.

\begin{equation}
\langle G(\{t_i\})\rangle_{\{t_i\}} = \sum_{n=1}^{\infty} \int_0^{\tau^*} dt_1 \int_0^{\tau^*} dt_2 \cdots \int_{t_{n-1}}^{\tau^*} dt_n G(\{t_i\}) P_n(t_1, t_2, \ldots, t_n),
\end{equation}

where $G(\{t_i\})$ is an arbitrary function of the transition times $\{t_i\}$ and the number $n$ of jumps between potential wells within the interval $[0, \tau^*]$, but we must respect the time ordering $0 \leq t_1 < t_2 < \cdots < t_n \leq \tau^*$.

### D. Approximation for a finite number of jumps

As the duration of the erasure protocol increases, so too does the typical number of transitions between the potential wells. Moreover, as the potential tilt rate $F_{\text{erase}}(t)$ slows, so too does the duration that exit rates from both potential minima remain comparable, and hence there are a larger number of jumps between states before the potential is sufficiently tilted that transitions from state 1 back to state 0 are strongly suppressed. To determine the probabilities $\Pi_n$ for $n$ transitions occurring in the interval $[0, \tau^*]$, we focus on sufficiently rapid erasure protocols that no more than three jumps are observed, and the fast-relaxation requirement $F_{\text{erase}}(t) \ll 1$, as discussed in § II A, is obeyed. We treat the cases of $N = 1$, $N = 2$ or $N = 3$ transitions individually, and our central approximation is to set the probability of observing more than $N$ transitions to zero, that is $\Pi_n = 0$ for $n > N$. At the beginning of the protocol a particle can be found in either state with an equal probability of $1/2$, and at the end of the protocol in state 1 with probability 1. All $\Pi_n$ with $n$ even and all $\Pi_n$ with $n$ odd separately sum to $1/2$, whatever the total number $N$ of jumps we consider:

\begin{equation}
\sum_{n=0}^{N} \Pi_{2n} = \frac{1}{2}, \quad \sum_{n=0}^{N} \Pi_{2n+1} = \frac{1}{2}.
\end{equation}

Finally, for an even (odd) number of transitions to occur the particle must be in state 1 (state 0) at the beginning of the erasure process.

Total number of jumps: $N = 1$. We approximate the probability $S_1(0, \tau^*)$ that a particle stays in state 1 when it starts in state 1 to be unity, and hence we have

\begin{equation}
\Pi_0 = \frac{1}{2} \quad (N = 1 \text{ transition}).
\end{equation}

Total number of jumps: $N = 2$. Here when a particle starts in state 1, it can either remain in that state for the entire duration of the first part of the erasure protocol, $[0, \tau^*]$, or it can jump once to state 0 and then back to state 1. The probability for the first case is $S_1(0, \tau^*)$, and that for the second case is $1 - S_1(0, \tau^*)$, and hence

\begin{equation}
\Pi_0 = \frac{1}{2} S_1(0, \tau^*) \quad \Pi_1 = \frac{1}{2} \quad (N = 2 \text{ transitions}).
\end{equation}

Total number of jumps: $N = 3$. Here, the probabilities for an even number of jumps remain unchanged, because the only additional process is that with 3 jumps starting in state 0. This implies that the probability for just 1 transition is proportional to $\int_0^{\tau^*} dt P_{0 \rightarrow 1}(0, t) S_1(t, \tau^*)$. Since our erasure protocol forces a particle starting in state 0 to jump to state 1 at some time within the interval $[0, \tau^*]$, the unknown proportionality constant is given by $\int_0^{\tau^*} dt P_{0 \rightarrow 1}(0, t)$. Therefore, we find

\begin{equation}
\Pi_0 = \frac{1}{2} S_1(0, \tau^*) \quad \Pi_1 = \frac{1}{2} \frac{\int_0^{\tau^*} dt P_{0 \rightarrow 1}(0, t) S_1(t, \tau^*)}{\int_0^{\tau^*} dt P_{0 \rightarrow 1}(0, t)} \quad (N = 3 \text{ transitions}).
\end{equation}

Finally, we remark that the considerations leading to Eqs. (26), (27), and (28) can easily be extended to $N \geq 4$.

### E. Calculation of $S_{0,1}(t, T)$ and $P_{0 \rightarrow 1}(t, T)$

The survival probabilities of a particle staying in state 0 (first subscript), or state 1 (second subscript), from
time \( t \) to time \( \bar{t} > t \) are denoted \( S_{0,1}(t, \bar{t}) \). From \( S_{0,1}(t, \bar{t}) \) the probability \( P_{0,1}(t, \bar{t}) \) can be derived with respect to the final time \( \bar{t} \) (see also Eq. (20)).

The transitions between the two potential wells occur “instantaneously” relative to the rate of change of the erasure protocol, \( \dot{F}(t) \ll 1 \) for \( t > 0 \). So long as the potential barrier between the wells is much larger than the thermal energy, we can treat the inter-well jumps as rate-driven escape processes within a stationary potential, which is formed by the current value of the erasure force \( F_{\text{erase}}(t) \). Hence, we write the survival probability in terms of the escape rates \( r_{0,1}(t) \) from state 0 (first subscript) or state 1 (second subscript),

\[
S_{0,1}(t, \bar{t}) = \exp \left[ - \int_{t}^{\bar{t}} dt r_{0,1}(t) \right],
\]

and calculate these rates using the Kramers formula \([37, 38] \);

\[
r_{0,1}(t) = \frac{1}{2\pi} \sqrt{|U''(X_{\text{max}}(t))|U''(X_{0,1}(t))} e^{-\Delta U_{0,1}(t)}. \tag{30}
\]

Here, the \( X_{0,1}(t) \) denote the minima of the potential wells in state 0 (first subscript) and state 1 (second subscript), \( X_{\text{max}}(t) \) denotes the (smooth) potential maximum between the two states, and \( \Delta U_{0,1}(t) = U(X_{\text{max}}(t)) - U(X_{0,1}(t)) \) is the height of the potential barrier to be crossed when jumping from state 0 (first subscript) to state 1, or from state 1 (second subscript) to state 0. In the case of a cusp shaped potential barrier, the rate is \([38] \)

\[
r_{0,1}(t) = \frac{\sqrt{\Delta U_{0,1}(t)}}{\pi} U''(X_{0,1}(t)) e^{-\Delta U_{0,1}(t)}. \tag{31}
\]

Note that the rate expressions Eqs. (30), (31) are dimensionless and are given in units of the inverse time \( K/\gamma \).

The positions of the extrema of the perturbed potential \( U(X, t) \) at time \( t \) can be formally expressed by the inverse of \( V'(X) \), that is \( (V')^{-1} \) (cf. Eq. (1)), but in general have to be determined numerically. For the minima,

\[
X_{0,1}(t) = \pm a \pm (V')^{-1}(\pm F_{\text{erase}}(t)), \tag{32a}
\]

where the upper (lower) signs refer to state 0 (1), and \((V')^{-1}(F_{\text{erase}}(0)) = (V')^{-1}(0) = 0 \). For cusp shaped potentials the inverse \((V')^{-1} \) is usually unique. For potentials with a smooth maximum there are typically two branches. The branch including \( X = 0 \) gives the minima, and that including \( X = a \) gives the maximum;

\[
X_{\text{max}}(t) = -a + (V')^{-1}(F_{\text{erase}}(t)), \tag{32b}
\]

with \((V')^{-1}(F_{\text{erase}}(0)) = (V')^{-1}(0) = a \).

### IV. DOUBLE-PARABOLIC POTENTIAL AND LINEAR ERASURE PROTOCOL

We now apply our general framework to bit erasure in the double-parabolic potential from Eq. (3) using the linear erasure protocol described in Eq. (4).

#### A. Calculating the work distribution

1. **The average and variance of the work**

The sum \( \sum_{i=1}^{n} (-1)^{i+n} F_{\text{erase}}(t_i) \) appears in both the average work, Eq. (12), and its variance, Eq. (18). Upon substitution of Eq. (4a) into the sum of the we find \( \lambda \sum_{i=1}^{n} (-1)^{i+n} t_i \). The times at which a particle jumps from the left well (state 0) to the right well (state 1) are denoted with a positive sign, while the times at which a particle jumps from state 1 to state 0 are denoted with a negative sign. (Recall that \( n \) is odd whenever a particle is initially, \( t = t_0 = 0 \), located in the left well and even when it is initially located in the right well). Therefore, the sum gives the total amount of time a particle spends in state 0 during the first phase \([0, \tau^*] \) of the erasure protocol.

Denoting this time by \( \tau_0 \), we obtain from Eq. (12) the following simple expression for the total average work required to erase one bit of information with the linear protocol (4):

\[
\langle W \rangle = 2\lambda a\langle \tau_0 \rangle = 2a^2 \frac{\langle \tau_0 \rangle}{\tau^*} \tag{33}
\]

where we used \( \lambda = a/\tau^* \).

Similarly, the variance of Eq. (18) reduces ostensibly to the variance of the residence time \( \tau_0 \),

\[
\text{Var}(W) = a^2 \left( \frac{1}{\tau^*} + \frac{1}{\tau^* - \tau^*} \right) + 4a^4 \frac{\langle \tau_0^2 \rangle - \langle \tau_0 \rangle^2}{(\tau^*)^2}, \tag{34}
\]

wherein the additional contribution appearing in the first term represents the accumulated variance from the fluctuating motion within the potential wells. This contribution arises from the first term in Eq. (18) by using the fact that \( \dot{F}(t) \) is constant except for a jump at \( t = \tau^* \). Since \( \langle \tau_0^2 \rangle - \langle \tau_0 \rangle^2 \) is typically of the same order as \( (\tau^*)^2 \), and since \( a/\tau^* = \lambda \ll 1 \) the first term in Eq. (34) is much smaller than the second term. Therefore, the fluctuations within the potential wells are negligible and the variance of the work is dominated by the distribution of the sojourn time \( \tau_0 \) in state 0.

For completeness and convenience, we write Eqs. (33) and (34) for the average work and its variance in dimen-
sional form;
\[ \langle W \rangle = 2K a^2 \frac{\langle \tau_0 \rangle}{\tau^*} \quad \text{and} \]
\[ \text{Var}(W) = a^2 k_B T \gamma \left( \frac{1}{\tau^*} + \frac{1}{\tau - \tau^*} \right) + (2K a^2)^2 \frac{\langle \tau_0^2 \rangle - \langle \tau_0 \rangle^2}{(\tau^*)^2}. \]

Finally, we emphasize that for the averages \( \langle \tau_0 \rangle \) and \( \langle \tau_0^2 \rangle \), only the total time that a particle spends in state 0 is relevant, and no other details of the trajectory \( X(t) \) are necessary. Therefore, we can write these averages solely using the probability density function \( \mathcal{P}(\tau_0) \) for \( \tau_0 \);
\[ \langle \tau_0^k \rangle = \int_0^{\tau^*} d\tau_0 \mathcal{P}(\tau_0) \tau_0^k \quad (k > 0), \quad \text{(36)} \]
and hence we need not consider the full jump-time statistics treated in \( \mathcal{P}_n(t_1, t_2, \ldots, t_n) \), allowing us to simplify the notation by suppressing any subscript \( \{t_i\} \). Next, we show how to specialize the approach described in § III C to \( \mathcal{P}(\tau_0) \). In particular, starting from \( \mathcal{P}_n(t_1, t_2, \ldots, t_n) \) we express \( \mathcal{P}(\tau_0) \) in terms of the probabilities \( P_{0\to1}(t, \bar{t}) \) from Eq. (20).

### 2. Evaluation of \( \mathcal{P}(\tau_0) \)

Equipped with Eqs (33) and (34), we have reduced the problem of calculating the average work and its variance to that of finding the probability density function \( \mathcal{P}(\tau_0) \) for the total residence time of a particle in state 0. The complete statistics of jump times is contained in the functions \( \mathcal{P}_n(t_1, t_2, \ldots, t_n) \) for any number of jumps \( n > 0 \). Therefore, we derive \( \mathcal{P}(\tau_0) \) from \( \mathcal{P}_n(t_1, t_2, \ldots, t_n) \) by demanding that \( t_n - t_{n-1} + (t_{n-2} - t_{n-3}) + \ldots = \tau_0 \) and hence constraining the total residence time \( \tau_0 \) in state 0,

\[ \mathcal{P}(\tau_0) = \left\langle \frac{\sum_{n=1}^{\infty} \delta(\tau_0 - t_n + t_{n-1} - \ldots \mp t_1)}{(t_1)} \right\rangle, \]
\[ = \sum_{n=1}^{\infty} \int_0^{\tau^*} dt_1 \int_{t_1}^{\tau^*} dt_2 \ldots \int_{t_{n-1}}^{\tau^*} dt_n \delta(\tau_0 - t_n + t_{n-1} - \ldots \mp t_1) \mathcal{P}_n(t_1, t_2, \ldots, t_n), \quad \text{(37)} \]

where the minus (plus) sign at \( \mp t_1 \) in the delta function refers to \( n \) odd (even). Note that this distribution \( \mathcal{P}(\tau_0) \) does not contain the contributions for \( \tau_0 = 0 \), because in Eq. (37) we assume that at least one jump will occur. Importantly, since \( \tau_0 = 0 \) does not contribute to averages of the form (36) we can incorporate it by simply adding \( \frac{1}{2} \delta(\tau_0) S_1(0, \tau^*) \) to Eq. (37) (see also Fig. 4).

Using Eq. (21) for \( \mathcal{P}_n(t_1, t_2, \ldots, t_n) \) in Eq. (37), we can write \( \mathcal{P}(\tau_0) \) as a weighted average over all possible jumps,
\[ \mathcal{P}(\tau_0) = \sum_{n=1}^{\infty} \Pi_n \mathcal{R}_n(\tau_0). \quad \text{(38)} \]

Here, \( \mathcal{R}_n(\tau_0) \) is the probability of observing \( n \) jumps during the time interval \( [0, \tau^*] \) at times \( 0 \leq t_1 < t_2 < \ldots < t_n \leq \tau^* \) amounting to a total residence time \( \tau_0 \) in state 0, relative to the probability of observing \( n \) jumps at any arbitrary sequence of times \( 0 \leq t_1 < t_2 < \ldots < t_n \leq \tau^* \),
\[ \mathcal{R}_n(\tau_0) = \frac{\int_0^{\tau^*} dt_1 P_{0\to1}(0, t_1) \int_{t_1}^{\tau^*} dt_2 P_{0\to1}(t_1, t_2) \ldots P_{0\to1}(t_{n-1}, t_n) S_1(t_0 + t_{n-1} - \ldots \mp t_1, \tau^*)}{\int_0^{\tau^*} dt_1 P_{0\to1}(0, t_1) \int_{t_1}^{\tau^*} dt_2 P_{0\to1}(t_1, t_2) \ldots \int_{t_{n-1}}^{\tau^*} dt_n P_{0\to1}(t_{n-1}, t_n) S_1(t_n, \tau^*)}, \quad \text{(39)} \]
where, as in Eq. (22), the upper (lower) arrows in the subscripts refer to \( n \) odd (even).

In terms of the rates \( \tau_{0,1}(t) \), the jump probabilities \( P_{0\to1}(t, \bar{t}) \) and \( S_{0,1}(t, \bar{t}) \) are defined in Eqs. (20) and (29) respectively. For the double-parabolic potential (3) with a cusp-shaped maximum that is perturbed using the linear erasure protocol (4), these rates follow from Eq. (31).
as (see also [39, 40])
\[
P_{0=1}(\tau; \bar{t}) = \frac{a(1 + \bar{t}/\tau^*)}{2\sqrt{\pi}} e^{-\frac{1}{2}a^2(1+\bar{t}/\tau^*)^2} \\
\times \exp \left[-\frac{\tau^*}{\sqrt{2\pi a}} e^{-\frac{1}{2}a^2(1+\bar{t}/\tau^*)^2} + \frac{\tau^*}{\sqrt{2\pi a}} e^{-\frac{1}{2}a^2(1+\bar{t}/\tau^*)^2}\right],
\]
where the upper (lower) sign on the right-hand side refers to the upper (lower) arrow in the subscript of \( P_{0=1} \).

B. Analysis of the work distribution

1. The work as a function of sojourn time \( \tau_0 \)

We now examine Eqs. (33) and (34) for the average work and its variance associated with erasing one bit of information through the linear protocol Eq. (4). In Eq. (33), the complete average over the thermal fluctuations and the associated ensemble of trajectories is reduced to an average \( \langle \tau_0 \rangle \) of the time \( \tau_0 \) that a particle spends in state 0 during the erasure process. The variance of the work, Eq. (34), is a combination of the variance of \( \tau_0 \) and the accumulated fluctuations that the trajectories experience near the potential well minima in state 0 and in state 1. Therefore, we predict that for all trajectories with the same \( \tau_0 \) the work depends linearly on \( \tau_0 \), where the variations about the value \( 2\lambda a\tau_0 \) stem from the fluctuations within the potential wells.

We test this prediction with numerical simulations of the Langevin equation (6) for many independent realizations of the erasure process. First, we calculate the work for each numerical trajectory \( X(t) \) by evaluating the right-hand side of Eq. (7). Second, we sort the resulting work values according to the time \( \tau_0 \) a trajectory spent in state 0. In Fig. 3 we compare the analytical prediction, \( 2\lambda a\tau_0 = 2a^2\tau_0/\tau^* \), with the numerical results for the work as a function of \( \tau_0 \), for various values of \( \tau^* \) and \( a \). The comparison is splendid, with only minor fluctuations around this linear behavior, the origin of which is the relative magnitude of the two summands in Eq. (34) as discussed above. Namely, the fluctuations associated with the noise-driven transitions between the two states 0 and 1, which are captured in the distribution \( \mathcal{P}(\tau_0) \) of sojourn times \( \tau_0 \), dominates the thermal fluctuations of the trajectories within the potential wells.

2. Distribution of sojourn times \( \tau_0 \)

We now test our analytical prediction for the distribution \( \mathcal{P}(\tau_0) \) of the sojourn times \( \tau_0 \), as given in Eqs. (38) and (39). We use the approximation (28) for three transitions, which is the most accurate of the alternatives discussed in § III D. Thus, to determine \( \mathcal{P}(\tau_0) \) from Eq. (38) we truncate the sum at \( N = 3 \) transitions and then evaluate the integrals in \( \Pi_n \) and \( \mathcal{R}_n(\tau_0) \), with \( n \leq 3 \), by numerical integration (c.f. (28) and (39)). In Fig. 4 we again compare the simulations of the Langevin equation (6), for many independent realizations of the erasure process, to our analytical prediction for \( \mathcal{P}(\tau_0) \), for the same parameter values as in Fig. 3 [51].

The analytical results agree extremely well with the simulations. The deviation between the simulation histograms and the analytical results at \( \tau_0 = 0 \) is a consequence of excluding the \( n = 0 \) term in the sum (38) of the analytic prediction. Because the corresponding trajectories start and end in state 1 without ever jumping to state 0, they do not contribute to the average work (33), and we excluded them in \( \mathcal{P}(\tau_0) \) as shown in Fig. 4.

The dependence of \( \mathcal{P}(\tau_0) \) on the values of \( a \) and \( \tau^* \) is evident in Fig. 4. For small times \( \tau^* \), \( \mathcal{P}(\tau_0) \) is peaked about intermediate values of the sojourn time \( \tau_0 \) (leftmost column in Fig. 4). It is intuitive that as the protocol duration decreases, the largest contribution to \( \mathcal{P}(\tau_0) \) comes from one-jump trajectories. The probability of a transition from state 0 to 1 increases rapidly due to the rapid tilting of the potential, thereby decreasing the survival probability in state 0 accordingly. Clearly, since the contribution to \( \mathcal{P}(\tau_0) \) from one-jump trajectories is the product of these rapidly increasing and decreasing quantities, we observe the \( \tau_0 \) and \( \tau^* \) dependent peaks in \( \mathcal{P}(\tau_0) \). As \( \tau^* \) increases (middle and right columns of Fig. 4), the two minima of the potential have similar energies for a longer time period at the beginning of the erasure protocol, during which the probabilities of the system jumping from state 0 to state 1 and vice-versa remain comparable. This feature increases the relative weight of a larger number of inter-well transitions and is the origin of the spread of \( \mathcal{P}(\tau_0) \) for longer protocol duration.

Finally, increasing \( a \) (the three rows in Fig. 4) increases the height of the potential barrier between the wells at \( X = 0 \). Therefore, a longer time is required to tilt the potential sufficiently far to drive transitions from state 0 into state 1, thereby shifting the characteristic features of \( \mathcal{P}(\tau_0) \) towards larger values of \( \tau_0 \).

3. Erasing bits in finite-time

As seen in Eq. (38), an exact calculation of \( \mathcal{P}(\tau_0) \) involves an infinite number of terms; summing the contributions from any number \( n \) of transitions. However, the results of Fig. 4 show that we need only consider three jumps between the two potential wells in order to obtain an accurate estimate of \( \mathcal{P}(\tau_0) \). We now analyze the influence of the number of jumps on the average work and its variance by comparing the cases of one, two and three transitions; Eqs. (26), (27) and (28). In Fig. 5 we show \( \langle W \rangle \) and \( \text{Var}(W) \) as a function of \( \tau^* \), as predicted for these three cases from Eqs. (33) and (34) (solid lines). We also show the results from direct numerical simulations of the Langevin equation (6) (dots), for which we calculated the work using Eq. (8), with no restriction on the number of jumps.
FIG. 3: Total work for 9600 different trajectories $X(t)$ as a function of $\tau_0$ evaluated from numerical simulations of the Langevin equation (5) and equation (8) without taking the ensemble average $\langle \cdot \rangle$ to obtain the trajectory-based work $\langle W \rangle$ (dots). This is compared to the analytical prediction $W = 2\lambda a \tau_0 = 2a^2 \tau_0 / \tau^*$, namely the work before taking the average over the distribution of $\tau_0$ in (33) (solid red line). We use $a = 3.5$ for (a,b,c); $a = 3.75$ for (d,e,f); $a = 4$ for (g,h,i); $\tau^* = 1000$ for (a,d,g); $\tau^* = 5000$ for (b,e,h); $\tau^* = 10000$ for (c,f,i).

Firstly, as expected, both $\langle W \rangle$ and $\text{Var}(W)$ are decreasing functions of $\tau^*$ and, consistent with previous findings [16, 17, 21, 26–29], the average work approaches the lower Landauer bound only for quasi-statically slow erasure processes. Secondly, we see the striking energetic costs–increased work or thermal dissipation–as information is erased more rapidly. Thirdly, very few jumps are required to give extremely accurate predictions of the average work for rapid erasure processes. For example, for $N = 1$ jump between state 0 and 1, our theory provides very accurate estimates for $\tau^* \lesssim 1000$, which is improved over a longer range of times for $N = 2$ jumps, ostensibly saturating for $N = 3$ jumps. These results are consistent with our intuition that three-jump processes $(0 \rightarrow 1 \rightarrow 0 \rightarrow 1)$ are significantly less likely to occur than one- or two-jump processes. Finally, for $\text{Var}(W)$ all of the predictions are indistinguishable.

The analytical predictions will become less accurate as $\tau^*$ increases and the number of inter-well transitions increases. In particular, any finite-transition approximation will underestimate the average work, because trajectories with many transitions between the two states increase the total average time $\langle \tau_0 \rangle$ the particle spends in state 0, as seen in Eq. (33). Therefore, in principle, accurate reproduction of the Landauer bound [3, 4] from Eqs. (33) and (38) should treat infinitely many transitions for a quasi-statically slow ($\tau^* \rightarrow \infty$) erasure protocol.

4. The Landauer bound

Now we derive the Landauer bound from Eq. (33) without explicitly evaluating the average $\langle \tau_0 \rangle$. To display the role of the thermal energy, $k_B T$, we use dimensional quantities. As noted throughout, the Landauer bound [3, 4] is reached for quasi-statically slow erasure protocols; $\lambda \rightarrow 0$ and $\tau^* \rightarrow \infty$, with $\lambda \tau^* = Ka$ fixed to achieve perfect erasure. The slow erasure protocol implies that the particle distribution at any time $t \in [0, \tau^*]$ is governed by the momentarily equilibrium Boltzmann distribution,

$$p_{qs}(X) = \frac{1}{Z_{qs}} \exp \left[ -\frac{U_{qs}(X(t))}{k_B T} \right], \quad (41a)$$
FIG. 4: Comparison of $\mathcal{P}(\tau_0)$ obtained by direct numerical simulations (blue histogram) to our analytical prediction Eq. (38) with three jumps (Eq. (28)) (solid red line) [51]. We did not include the contribution $n = 0$ of zero transitions in theoretical curves from (38) plotted here, which are thus restricted to positive times $\tau_0$. Note that this contribution is irrelevant for averages of the form $\langle \tau^k_0 \rangle (k > 0)$ (see also the discussion following Eq. (37)). The parameter values are the same as in Fig. 3: $a = 3.5$ for (a,b,c); $a = 3.75$ for (d,e,f); $a = 4$ for (g,h,i); $\tau^* = 1000$ for (a,d,g); $\tau^* = 5000$ for (b,e,h); $\tau^* = 10000$ for (c,f,i).

with potential $U_{qs}(X(t)) \equiv \frac{K}{2}[X(t) - \text{sign}(X(t))a]^2 - \lambda tX$, and normalization

$$Z_{qs} = \sqrt{\frac{\pi k_B T}{2K}} e^{\frac{\lambda t(1-2Ka)}{2k_B T}} \left( 1 + \text{erf} \left[ \frac{Ka - \lambda t}{\sqrt{2k_B T}} \right] \right) + \sqrt{\frac{\pi k_B T}{2K}} e^{\frac{\lambda t(1+2Ka)}{2k_B T}} \left( 1 + \text{erf} \left[ \frac{Ka + \lambda t}{\sqrt{2k_B T}} \right] \right), \quad (41b)$$

where $\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x dy e^{-y^2}$ is the error function.

Under such equilibrium conditions the ratio of state 0 to state 1 sojourn times is identical to the ratio of probability weights within the corresponding potential wells. Let $dt$ be the time increment around a specific time $t$ during the erasure protocol. Hence, the fraction of time spent in state 0 is $\frac{\int_0^{\tau^*} dt \int_{-\infty}^{\infty} dX p_{qs}(X)} {\tau^*} = \frac{Z_{qs}}{Z_{qs}}$ to the duration $\tau^*$ of the full erasure procedure, is

$$\frac{\langle \tau_0 \rangle}{\tau^*} = \int_0^{\tau^*} \frac{dt}{\tau^*} \int_{-\infty}^{\infty} dX p_{qs}(X) = \int_0^{\tau^*} \frac{dt}{\tau^*} \left\{ \frac{1 + e^{\frac{2\lambda t}{k_B T}}}{1 + \text{erf} \left[ \frac{K a - \lambda t}{\sqrt{2k_B T}} \right]} \right\}^{-1}. \quad (42)$$

Evaluation of Eq. (42) appeals to the theory underlying our main result Eq. (33), which is valid when the potential barrier between the two memory states is much larger than the thermal energy (see § II A). We examine this constraint for quasi-static information erasure by first observing the consequence of $k_B T \ll Ka^2$ in Eq. (42). The poorly converging series representation of $\text{erf}(x)$ precludes a useful formal asymptotic expansion, but because $Ka > \lambda t$, we take $\text{erf}(x) = 1$ for $x \gg 1$, so
FIG. 5: Total average work, $\langle W \rangle$ (a,c,e), and its variance, $\langle W^2 \rangle - \langle W \rangle^2$ (b,d,f), for different durations of the erasure protocol obtained from numerical simulation of the erasure process (black dots) and analytically from Eqs. (33) and (34) [51], with one (green dotted lines, (26)), two (red dashed lines, (27)) and three (blue solid lines, (28)) transitions between the two states. Clearly, the approximations for these three transitions are indistinguishable in the variance (b,d,f). Here we use: $a = 3.5$ for (a, b), $a = 3.75$ for (c,d), $a = 4$ for (e,f).

that Eq. (42) becomes

$$\frac{\langle \tau_0 \rangle}{\tau^*} \approx \frac{1}{\tau^*} \int_0^{\tau^*} dt \frac{1}{1 + e^{\frac{a\lambda t}{k_B T}}} = 1 + \frac{k_B T \ln 2 - k_B T \ln \left[ 1 + e^{\frac{2a\lambda \tau^*}{k_B T}} \right]}{2a\lambda \tau^*},$$

where the final expression results from $\lambda \ll 1$, $\tau^* \gg 1$, with $\lambda \tau^* = Ka$ fixed. Substitution in Eq. (35a) with $\lambda \tau^* = Ka$ yields the Landauer bound,

$$\langle W \rangle = k_B T \ln 2,$$

which is the minimal amount of work required, on average, to quasi-statically erase one bit of information or, equivalently, the least average amount of heat dissipated into the thermal environment [52].

5. Erasing bits rapidly

Here we consider the rapid erasure of information; the limit opposite to that of Landauer bound. In our framework, the fastest possible linear erasure protocol is realized when $F_{\text{erasure}}(t)$ is changing so rapidly that the probability a particle will jump from state 1 to state 0 within the erasure phase $t \in [0, \tau^*]$ is negligibly small, even though $F_{\text{erasure}}(t) \ll 1$. If a particle is in state 0 at the beginning of the erasure process it will jump only
FIG. 6: Mean work obtained from numerical simulations of the Langevin equation (6) (blue dots), compared to the analytical approximation Eq. (47) (solid red lines), the improved approximation obtained by replacing $P_{0 \rightarrow 1}(0, t)$ with $g(t)$ from Appendix A in Eq. (45) (black dashed lines), and the power-law approximation Eq. (48a) (blue short-dashed lines) [51]. In the left (right) column we use a linear (log-log) scale, with $a = 3.5$ (a, b), $a = 3.75$ (c, d), and $a = 4$ (e, f).

once to state 1, a process accurately described by Eq. (26) for one inter-well transition. See also Fig. 5, where we demonstrate that the $N = 1$ approximation provides excellent accuracy for fast erasure protocols. Therefore, we restrict the sum in (38) to one transition and use the explicit expression for $R_1(\tau_0)$ to write the average work (33) as

$$\langle W \rangle \simeq \frac{a^2}{\tau^*} \int_0^{\tau^*} \frac{d\tau_0}{\int_0^{\tau^*} dt} P_{0 \rightarrow 1}(0, \tau_0)\tau_0,$$

where $S_1(\tau_0, \tau^*) \simeq 1$ for all $\tau_0 \geq 0$ in $R_1(\tau_0)$. This is the same approximation of $S_1(0, \tau^*)$ leading to the probabilities of zero or one inter-well transition in Eq. (26).

The blue curves in Fig. 7 show that for smaller values of $\tau^*$, or faster erasure protocol, $P_{0 \rightarrow 1}(0, \tau_0)$ becomes more symmetric about the maximum at $\tau_{\max}$, ostensibly independent of $a$. Were $P_{0 \rightarrow 1}(0, \tau_0)$ perfectly mirror-symmetric about $\tau_0 = \tau_{\max}$, then $\int_0^{\tau^*} d\tau_0 P_{0 \rightarrow 1}(0, \tau_0)\tau_0 = \tau_{\max}$ exactly. We now assume mirror-symmetry to calculate the average work in Eq. (45) with $P_{0 \rightarrow 1}(0, \tau_0)$ given in Eq. (40). Using the linear protocol of Eq. (4) we obtain

$$\tau_{\max} = \tau^* \left(1 - \frac{1}{a} \sqrt{\frac{2 \ln \left(\frac{\tau^*}{a \sqrt{2\pi}}\right)}{\frac{a}{\sqrt{2\pi}}}}\right),$$

where $S_1(\tau_0, \tau^*) \simeq 1$ for all $\tau_0 \geq 0$ in $R_1(\tau_0)$. This is the same approximation of $S_1(0, \tau^*)$ leading to the probabilities of zero or one inter-well transition in Eq. (26).

The blue curves in Fig. 7 show that for smaller values of $\tau^*$, or faster erasure protocol, $P_{0 \rightarrow 1}(0, \tau_0)$ becomes more symmetric about the maximum at $\tau_{\max}$, ostensibly independent of $a$. Were $P_{0 \rightarrow 1}(0, \tau_0)$ perfectly mirror-symmetric about $\tau_0 = \tau_{\max}$, then $\int_0^{\tau^*} d\tau_0 P_{0 \rightarrow 1}(0, \tau_0)\tau_0 = \tau_{\max}$ exactly. We now assume mirror-symmetry to calculate the average work in Eq. (45) with $P_{0 \rightarrow 1}(0, \tau_0)$ given in Eq. (40). Using the linear protocol of Eq. (4) we obtain

$$\tau_{\max} = \tau^* \left(1 - \frac{1}{a} \sqrt{\frac{2 \ln \left(\frac{\tau^*}{a \sqrt{2\pi}}\right)}{\frac{a}{\sqrt{2\pi}}}}\right),$$

as the value of $\tau_0$ where $P_{0 \rightarrow 1}(0, \tau_0)$ is a maximum. Therefore, we find that the average work for rapid erasure protocols is approximately

$$\langle W \rangle \simeq a^2 - \sqrt{2 \ln \left(\frac{\tau^*}{a \sqrt{2\pi}}\right)}.$$

Although this is not an asymptotically exact approximation, in the sense that is not obtained from a systematic
expansion procedure, Fig. 6 shows how well it reproduces
the numerical results for \( \langle W \rangle \) for rapid-erasure condi-
tions. Thus, it provides a simple functional form of the
average work for small \( \tau^* \). In Appendix A we describe
a more accurate approximation, which, although signifi-
cantly more complicated, also allows estimation of the
variance of the work. Figs. 6 and 8 show that this im-
proved approximation is nearly identical to the numerical
simulation results.

The right (log-log) column of Fig. 6 shows a roughly
linear \( \langle W \rangle \) versus \( \tau^* \) behavior. Extracting the corre-
sponding exponent from Eq. (47), we find that for rapid
erasure protocol we can further approximate \( \langle W \rangle \) as
\[
\langle W \rangle \simeq C(a) \left( \tau^* \right)^{-\frac{4a^2}{\pi}} ,
\]
with
\[
C(a) = \frac{a^2}{2} \sqrt{e} \left( 2\pi a^2 \right)^{\frac{1}{4}} .
\]
Rewriting (48a) in dimensional form,
\[
\langle W \rangle \simeq C(a) \left( \tau^* \right)^{-\frac{4k_B T}{\pi a^2}} ,
\]
we find that the exponent is twice the inverse of the
height of the potential barrier between the two mem-
ory states, measured in units of the thermal energy \( k_B T \).
Therefore, as \( \tau^* \) decreases and erasure becomes more
rapid, the average work increases with a rate set by the
barrier height. Since our fast-relaxation assumption re-
quires \( \tau^* \gg 1 \), this dependence on \( \tau^* \) is significantly
weaker than the known optimal bound, \( \propto 1/\tau^* \), obtained
when minimizing the dissipation for non-quasistatic tran-
sitions of duration \( \tau^* \) between two system states [21–
23, 25–27, 41, 42]. For information erasure this provides
the optimal approach to the Landauer limit as \( \tau^* \to \infty 
[21–23, 26, 27] \). However, optimal erasure processes typi-
cally require complicated deformations of the double-well
potential with steep gradients or even discontinuities [21–
23, 26, 27]. In contrast, our result, Eq. (48a), is valid
for the non-optimized, strictly linear erasure protocol of
Eq. (4). Note that the exponent in Eq. (48a) becomes
\(-1\) for \( a = 2 \) (or dimensionally, \( K a^2 = 4 k_B T \)), and
therefore cannot be valid for smaller values of \( a \). This
cut-off is consistent with the high potential barrier be-
tween the memory states, which is guaranteed by \( a^2 \gg 1 \)
(see § II A).

V. CONCLUSIONS

We have examined the statistical thermodynamics of
erasing a classical bit of information when thermal fluc-
tuations play a significant role. Our general framework
is the common representation of bits of information in
small systems [5, 16, 17, 21, 26–29]. The bits of informa-
tion are states—zero or one—in a double well potential,
and their trajectories are treated as a Brownian particle
governed by a Langevin equation. Our specific approach
allowed us to derive analytical results characterizing the
distribution of the work required to erase a classical bit
of information in finite time. The work so derived is the
heat dissipated into a thermal bath during the erasure
process. For the symmetric memories considered here,
where the initial probabilities of finding the memory in
state 0 or 1 are equal, the average work and the average
heat dissipated are identical.

A key step in our analytical approach is to connect the
work performed during the erasure process to the tem-
poral statistics of particle jumps from one memory state
to the other. In consequence, we derived formulae for
the average work (Eq. (12)) and its variance (Eq. (18)),
where the averages are taken over the jump-time distri-
bution for arbitrary erasure protocols. We find that these
quantities are dominated by the jump statistics between
the potential wells and that fluctuations within the wells
play only a minor role. The jump statistics are generated
from the survival probability within the individual states,
for which analytical expressions are given in terms of the
escape rates. For the case of a linearly increasing erasure
force (Eq. (4)) we showed that the work is proportional
to the cumulative time that a particle spends in state 0,
while jumping back and forth between the two potential
wells, leading to simple proportionality between the aver-
age work and its variance and the average sojourn time
in state 0 (Eqs. (33) and (34)).

We find excellent agreement between our theoretical
predictions and direct numerical simulations of Brownian
particle motion during the erasure process. Perhaps sur-
prisingly, this agreement holds even when restricting
the theoretical analysis to a maximum of three transitions
between memory states 0 and 1 rather than summing over
an infinite number of transitions. The numerical anal-
ysis confirmed the dominant role of the inter-well jump
statistics over the fluctuations within the potential wells
in determining the work distribution (cf. Figs. 3 and 4).
Hence, our theory captures the essential characteristics
of particle trajectories. Finally, we reproduce the Landauer
bound in the appropriate limits of a quasi-statically slow
erasure process and an “infinitely” high potential barrier
between the memory states.

Our central ideas can be generalized. For example, to
(a) asymmetric memories, (b) erasure protocols that
merge the two potential minima by shifting them to-
wards their common mirror symmetry point without tilt-
ing the potential [28, 29]; (c) physical realizations of one-
bit memory in underdamped settings [28, 29]; (d) rapidly
fluctuating potential wells (escape rates may then be
calculated using instantons [43, 44], or related recently
developed methods from stochastic resonance and early
warning quantifiers [40–46]); (e) devising finite-time
erasure protocols that minimize the thermodynamic costs
of information erasure. In this latter case, in the context
of optimal protocols for fast memory erasure, we may
seek to reduce heat generation during computation or
minimize the variance of the work required to erase one
bit of information. More speculative settings in which our approach would be useful include (f) assessing the stability of memory states through the statistics of transitions that alter a specific state. One could then quantify the trade-offs between the reliability and accuracy of memory [25] versus the heat dissipated when manipulating the memory state; (g) transient information loss or gain in black holes will be associated with a rate-dependent trade-offs between the reliability and accuracy of memory states through the statistics of transitions. More speculative settings in which our discussion here and the many yet to be recognized.

We hope that readers will pursue the scientific tendrils of our analytical framework for finite-time information erasure. Causality [50] will play out in a black-hole-model dependent manner. Clearly, there are many implications of our conformity of transient thermodynamics and relativistic causality [50], which may have an influence on the black hole information paradox [49]. However, although the irreversibility of black hole evaporation may be constrained by the transient effects that we have shown here are a requirement of statistical mechanics, the consequences of the transient effects that we have shown here are a requirement of our analytical framework for finite-time information erasure. We hope that readers will pursue the scientific tendrils discussed here and the many yet to be recognized.
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Appendix A: Analytical approximations for short duration of the linear protocol

Here we derive an analytical approximation of the integrals in Eqs. (33) and (34) for rapid erasure protocol, which yield corresponding approximations for the mean and the variance of the work respectively. The brevity of the protocol insures that the contribution to the mean and variance of the work from transitions with more than one inter-well transition is negligible. Using the same approximations as in § IV B 5, the two quantities of interest, \( \langle W \rangle \) and \( \text{Var}(W) \), are

\[
\langle W \rangle \approx \frac{a^2}{t^*} \int_0^{t^*} dt \int_0^{t^*} dt' P_{0 \rightarrow 1}(0, t) \tau_0 \tau_1 \quad \text{and} \quad (A1a)
\]

\[
\langle W^2 \rangle - \langle W \rangle^2 \approx \frac{2a^4}{(t^*)^2} \int_0^{t^*} dt \int_0^{t^*} dt' P_{0 \rightarrow 1}(0, t) \tau_0^2 - \langle W \rangle^2. \quad (A1b)
\]

In § IV B 5 we approximated \( \langle W \rangle \), Eq. (A1a), by assuming that \( P_{0 \rightarrow 1}(0, \tau_0) \) is perfectly symmetric about its maximum value, \( \tau_0 = \tau_{\text{max}} \), given by Eq. (46). Here we derive a more accurate analytical approximation by explicitly using the fact that \( P_{0 \rightarrow 1}(0, \tau_0) \) is symmetric only for very small \( \tau^* \).

Firstly, we note that because \( \lim_{\tau_0 \rightarrow 0} P_{0 \rightarrow 1}(0, \tau_0) \) is a Gaussian, the moments follow easily. However, for \( \tau_0 \rightarrow \infty \) all the terms in the exponential of \( \tau_0 \) are relevant, but the analytical moments are confounded by the presence of exponentials of exponentials. Therefore, in order to facilitate calculation of the moments we approximate the probability \( P_{0 \rightarrow 1}(0, \tau_0) \) with the function \( g(\tau_0) \), which is a combination of Gaussians, viz.

\[
g(\tau_0) = g_1(\tau_0) \frac{a(1 - \tau_0/\tau^*)}{2\sqrt{\pi}} e^{-\frac{1}{4}a^2(1 - \tau_0/\tau^*)^2} + g_2(\tau_0) e^{\beta(\tau_0 - \tau_{\text{max}})^2}, \quad (A2)
\]

such that

\[
\lim_{\tau_0 \rightarrow 0} g(\tau_0) = \frac{a(1 - \tau_0/\tau^*)}{2\sqrt{\pi}} e^{-\frac{1}{4}a^2(1 - \tau_0/\tau^*)^2} \quad \text{and} \quad \lim_{\tau_0 \rightarrow \tau_{\text{max}}} g(\tau_0) = e^{\beta(\tau_0 - \tau_{\text{max}})^2}, \quad (A3)
\]

requiring that \( g_1(\tau_0) \) and \( g_2(\tau_0) \) satisfy the following four constraints;

\[
\lim_{\tau_0 \rightarrow 0} g_1(\tau_0) = 1, \quad \lim_{\tau_0 \rightarrow \tau_{\text{max}}} g_1(\tau_0) = 0, \quad \lim_{\tau_0 \rightarrow 0} g_2(\tau_0) = 0, \quad \lim_{\tau_0 \rightarrow \tau_{\text{max}}} g_2(\tau_0) = 1. \quad (A4)
\]

Moreover, the constants \( \alpha \) and \( \beta \) follow from the expansion

\[
\lim_{\tau_0 \rightarrow \tau_{\text{max}}} P_{0 \rightarrow 1}(0, \tau_0) = \alpha + \alpha \beta (\tau_0 - \tau_{\text{max}})^2 + O(\tau_0 - \tau_{\text{max}})^3 \quad (A5)
\]

and are

\[
\alpha = \frac{a\sqrt{2\pi}}{\tau^*} \exp \left[ \frac{\tau^*}{a\sqrt{2\pi}} e^{\frac{a^2}{2} - 1} \right] \quad \text{and} \quad (A6a)
\]

\[
\beta = \frac{2a^2}{(\tau^*)^2} \ln \left[ \frac{a\sqrt{2\pi}}{\tau^*} \right]. \quad (A6b)
\]

Finally, so long as \( g_1(\tau_0) \) and \( g_2(\tau_0) \) satisfy Eqs. (A4), we are free to choose their form which we do as follows
where \( \Theta(\cdot) \) is the Heaviside theta function.

We approximate \( P_{0 \to 1}(0, \tau_0) \) using \( g(\tau_0) \), which is a sum of Gaussians multiplied by a first order polynomial and thus easily integrable upon substitution into Eqs. (A1a) and (A1b). In Fig. 7 we compare \( P_{0 \to 1}(0, \tau_0) \) with \( g(\tau_0) \), which clearly shows that the approximation provides an excellent match with the original function. Therefore, as seen in Figs. 6, 7 and 8, when replacing \( P_{0 \to 1}(\tau_0) \) in Eqs. (A1a) and (A1b)), we obtain a robust analytical approximation for the mean and the variance of the work for fast erasure protocols.
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