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1.Introduction

The investigation of the conduct of solutions of functional difference equations is a significant space of examination and is quickly developing because of the advancement of time scales and the time-scale analytics (see, e.g., [1, 2]). Most papers on higher-order nonlinear neutral difference equations manage the presence of solutions and the asymptotic conduct of solutions. We refer the per user to a portion of the works [3–9] and the references referred to in that.

In [10], Migda investigated the asymptotic properties of nonoscillatory solutions of neutral difference equation of the form

\[ \Delta^m(x_n + \delta_n x_{n-\ell}) + f(n,x_{n-(\ell)}) = h_n. \]  

The papers [9, 10] are tantamount. Be that as it may, more accentuation might be given to [9], which manages the oscillatory, nonoscillatory, and asymptotic characters. Some oscillation criteria have been set up by applying the discrete Taylor series [11]. The inspiration of the current work has come from two bearings [9, 12] and the second is expected to [13].

In 2008, Tripathy [9] investigated oscillatory and asymptotic behaviour of solutions of a class of fourth-order nonlinear neutral difference equations of the form

\[ \Delta^2(r(n)\Delta^2 t(y(n) + p(n)y(n - m))) + q(n)G(y(n - k)) = 0. \]  

Also,

\[ \Delta^3(r(n)\Delta^2 t(y(n) + p(n)y(n - m))) + q(n)G(y(n - k)) = f(n). \]  

Under the condition \( \sum_{n=0}^{\infty} n/r(n) < \infty \), for different ranges of \( p(n) \) and \( q(n) \geq 0 \). Also, no super linearity or sublinearity conditions are imposed on \( G \in C(R,R) \). It is interesting to observe that the nature of the function \( r(n) \) influences the behaviour of solutions of (2) or (3).

In 2013, Tripathy [12] discussed oscillatory behaviour of solutions of a class of fourth-order neutral functional...
differences (2) and (3) under the conditions $\sum_{n=0}^{\infty} n^r(n) = \infty$ and $r(n) > 0, q(n) > 0$.

Parhi and Tripathy [13] studied oscillation of a class of nonlinear neutral difference equations of higher order and the behaviour of its solutions is studied separately.

In this present work, we study the oscillation behaviour of the fourth-order nonlinear homogeneous neutral functional difference equation.

2. Oscillation Behaviour of Neutral Difference Equation

In this section, we establish the solution of the fourth-order homogeneous neutral functional difference equation of the form

$$\Delta^2(\dot{r}(\bar{q}) \Delta^2 \bar{q}(\dot{y}(q) + \bar{p}(\bar{q}) \dot{y}(q - \xi))) + \bar{q}(\bar{q}) \bar{G}(\dot{y}(q - \xi)) = 0,$$

(4)

where

(1) $\Delta$ is a difference operator
(2) $\Delta \dot{y}(q) = \dot{y}(q + 1) - \dot{y}(q)$
(3) $\bar{r}(\bar{q}), \bar{p}(\bar{q}), \bar{q}(\bar{q})$, and $\dot{y}(q)$ are real valued functions defined on $\mathcal{N}'(\bar{q}_0) = \{0, 0_0 + 1, \ldots\}, \bar{q} \geq \bar{q}_0 \geq 0$
(4) $\bar{G} \in \mathcal{C}(\mathcal{R}, \mathcal{R})$ is nondecreasing
(5) $\xi, c > 0$ are constants with

$$\sum_{\bar{q}_0 = 0}^{\infty} \frac{\bar{q}}{\bar{r}(\bar{q})} < \infty.$$  

(5)

A solution $\dot{y}(q)$ of (4) is oscillatory if $\dot{y}(q) \dot{y}(q + 1) \neq 0$ for every integer $q > \mathcal{N} > 0$. Otherwise, it is nonoscillatory.

The NFDE (4) is oscillatory, if all its solutions are oscillatory.

For the oscillation of (4), we define the operators

$$\begin{align*}
\mathcal{L}_1 \dot{u}(q) &= \Delta \mathcal{L}_0 \dot{u}(q) = \Delta \dot{u}(q) \\
\mathcal{L}_2 \dot{u}(q) &= \bar{r}(\bar{q}) \Delta \mathcal{L}_1 \dot{u}(q) \\
\mathcal{L}_3 \dot{u}(q) &= \Delta \mathcal{L}_2 \dot{u}(q) \\
\mathcal{L}_4 \dot{u}(q) &= \Delta \mathcal{L}_3 \dot{u}(q)
\end{align*}$$

(6)

Also, the notations

$$\begin{align*}
\mathcal{D}[\bar{k}, c] &= \sum_{\bar{c} = c}^{k-1} \frac{(\bar{k} - \bar{c} - 1)(\bar{c} - c)}{\bar{r}(\bar{c})} \\
\mathcal{E}[\bar{k}, c] &= \sum_{\bar{c} = c}^{k-1} \frac{(\bar{k} - \bar{c} - 1)(\bar{c} + 1 - c)}{\bar{r}(\bar{c})} \\
\mathcal{F}[\bar{k}, c] &= \sum_{\bar{c} = c}^{k-1} \frac{(\bar{k} - \bar{c} - 1)}{\bar{r}(\bar{c})} \\
\mathcal{M}[\bar{k}, c] &= \sum_{\bar{c} = c}^{k-1} \frac{(\bar{c} + 1 - c)(\bar{c} - c)}{\bar{r}(\bar{c})}
\end{align*}$$

(7)

Lemma 1. Let (5) hold and $\dot{u}$ be a real valued function with $\mathcal{L}_1 \ddot{u}(q) \leq 0$ for large $q$. If $\ddot{u}(q) > 0$, then one of these (8) to (9) holds and if $\ddot{u}(q) < 0$, then one of these (9) to (13) holds, where

$$\begin{align*}
\mathcal{L}_1 \ddot{u}(q) > 0, \mathcal{L}_2 \ddot{u}(q) > 0, \text{ and } \mathcal{L}_3 \ddot{u}(q) > 0, & \quad (8) \\
\mathcal{L}_1 \ddot{u}(q) > 0, \mathcal{L}_2 \ddot{u}(q) < 0, \text{ and } \mathcal{L}_3 \ddot{u}(q) > 0, & \quad (9) \\
\mathcal{L}_1 \ddot{u}(q) > 0, \mathcal{L}_2 \ddot{u}(q) < 0, \text{ and } \mathcal{L}_3 \ddot{u}(q) < 0, & \quad (10) \\
\mathcal{L}_1 \ddot{u}(q) < 0, \mathcal{L}_2 \ddot{u}(q) > 0, \text{ and } \mathcal{L}_3 \ddot{u}(q) > 0, & \quad (11) \\
\mathcal{L}_1 \ddot{u}(q) < 0, \mathcal{L}_2 \ddot{u}(q) < 0, \text{ and } \mathcal{L}_3 \ddot{u}(q) > 0, & \quad (12) \\
\mathcal{L}_1 \ddot{u}(q) < 0, \mathcal{L}_2 \ddot{u}(q) > 0, \text{ and } \mathcal{L}_3 \ddot{u}(q) < 0. & \quad (13)
\end{align*}$$

Lemma 2. Let $\ddot{u}(q) > 0$ and Lemma 1 hold. Then, $\mathcal{C}_1 \mathcal{R}(q) \leq \ddot{u}(q) \leq \mathcal{C}_2(q) \mathcal{R}(q)$ for $\mathcal{C}_1 > 0 & \mathcal{C}_2 > 0$, where

$$\mathcal{R}(q) = \sum_{\bar{q}_0 = 0}^{\infty} \frac{\bar{q}}{\bar{r}(\bar{q})} \quad \text{for large } q.$$  

(14)

Theorem 1. Let $\xi \geq 2\xi \leq \bar{p}(\bar{q}) \leq d < \infty$. If (5) and

$$\frac{\bar{G}(\ddot{u})}{\ddot{u}} \geq \varphi > 0, \ddot{u} \neq 0 \in \mathcal{R},$$

(15)

$$\bar{G}(\ddot{u}) \bar{G}(\ddot{v}) \geq \lambda \bar{G}(\ddot{u} + \ddot{v}),$$

(16)

$$\bar{G}(\ddot{u}) + \bar{G}(\ddot{v}) \geq \lambda \bar{G}(\ddot{u} + \ddot{v}), \lambda > 0,$$

(17)

$$\bar{G}(q) = \min[\bar{q}(q), \bar{q}(q - \xi)], \bar{q} \geq \xi,$$

(18)

$$\begin{align*}
\limsup_{k \to \infty} \sum_{j=k-k}^{k} \bar{G}(j)\mathcal{G}(j - \xi, k - \xi) & > \frac{1 + \bar{G}(d)}{\lambda \varphi}, \\
\limsup_{k \to \infty} \sum_{j=k-k}^{k} \bar{G}(j)\mathcal{G}(j - \xi, k - \xi) & > \frac{1 + \bar{G}(d)}{\lambda \varphi}, \\
\limsup_{k \to \infty} \sum_{j=k-k}^{k} \bar{G}(j)\mathcal{G}(j - \xi, k - \xi) & > \frac{1 + \bar{G}(d)}{\lambda \varphi}, \\
\limsup_{k \to \infty} \sum_{j=k-k}^{k} \bar{G}(j)\mathcal{G}(j - \xi, k - \xi) & > \frac{1 + \bar{G}(d)}{\lambda \varphi},
\end{align*}$$

(19)

(20)

(21)

(22)

hold, then (4) is oscillatory.

Proof. Let $\dot{y}(q)$ be a nonoscillatory solution of (4) and $\dot{y}(q) > 0$ for $\bar{q} \geq \bar{q}_0 > \mu$.  

International Journal of Differential Equations
If we set
\[ z (q) = \dot{y} (q) + \dot{\rho} (q) \dot{y} (q - \xi), \]  
then (4) becomes
\[ \mathcal{L}_4 z (q) = - \dot{\rho} (q) \mathcal{G} (\dot{y} (q - \xi)) < 0. \]  
(24)

Hence, we find \( p_1 \geq \rho_0 \) such that \( \mathcal{L}_1 z (q), \) 1 = 1, 2, 3 are eventually of one sign on \([q_1, \infty)\).

Consider the potential cases 2.3 to 2.6 of Lemma 1.

**Case 2.5.** For \( k - 1 \geq \epsilon \geq \rho_1 \), it follows from the Taylor series that
\[ -z (k) = -z (\epsilon) - (k - \epsilon) \Delta z (k) + \sum_{\epsilon = \epsilon}^{k-1} (\epsilon + 1 - \epsilon) \Delta^2 z (\epsilon) \]
\[ \leq \sum_{\epsilon = \epsilon}^{k-1} (\epsilon + 1 - \epsilon) \Delta^2 z (\epsilon). \]
(25)

Also,
\[ \mathcal{L}_2 z (\epsilon) - \mathcal{L}_2 z (\epsilon) = \sum_{s = \epsilon}^{\epsilon-1} \mathcal{L}_3 z (s) \leq (\epsilon - \epsilon) \mathcal{L}_3 z (\epsilon). \]
(26)

which implies
\[ \mathcal{L}_2 z (\epsilon) \leq (\epsilon - \epsilon) \mathcal{L}_3 z (\epsilon). \]
(27)

That is,
\[ \Delta^2 z (\epsilon) \leq \frac{(\epsilon - \epsilon) \mathcal{L}_3 z (\epsilon)}{r (\epsilon)}. \]
(28)

Consequently,
\[ z (k) \geq \sum_{\epsilon = \epsilon}^{k-1} (\epsilon + 1 - \epsilon) \frac{(\epsilon - \epsilon) \mathcal{L}_3 z (\epsilon)}{r (\epsilon)} \mathcal{L}_2 z (\epsilon) = - \mathcal{L}_3 z (\epsilon) \mathcal{M} [k, \epsilon]. \]
(29)

For \( j - \zeta \geq k - \zeta + 2 \geq \rho_1 + 2 \), the above disparity can be composed as
\[ z (j - \zeta) \geq - \mathcal{L}_3 z (\epsilon - \zeta) \mathcal{M} [j - \zeta, k - \zeta]. \]
(30)

Using (4), it is not difficult to check that
\[ 0 \geq \mathcal{L}_4 z (j) + \mathcal{G} (d) \mathcal{L}_4 z (j - \xi) + \lambda \mathcal{G} (j) \mathcal{G} (z (j - \xi)) \]
\[ \geq \mathcal{L}_4 z (j) + \mathcal{G} (d) \mathcal{L}_4 z (j - \xi) + \lambda \mathcal{G} (j) \mathcal{G} (\mathcal{M} [j - \zeta, k - \zeta]) \mathcal{G} (- \mathcal{L}_3 z (\epsilon - \zeta)) \]
(32)

That is,
\[ \sum_{j = \epsilon - \zeta - 2}^{\epsilon - \zeta - 1} \mathcal{G} (j) \mathcal{G} (\mathcal{M} [j - \zeta, k - \zeta]) \mathcal{G} (- \mathcal{L}_3 z (\epsilon - \zeta)) \]
\[ \leq - \sum_{j = \epsilon - \zeta - 2}^{\epsilon - \zeta - 1} \left( \mathcal{L}_4 z (j) + \mathcal{G} (d) \mathcal{L}_4 z (j - \xi) \right) \]
\[ \leq - \mathcal{L}_3 z (\epsilon - \zeta) - \mathcal{G} (d) \mathcal{L}_3 z (\epsilon - \zeta) \]
\[ \leq - (1 + \mathcal{G} (d)) \mathcal{L}_3 z (\epsilon - \zeta) \]
(33)

As a result,
\[ z (\epsilon) = z (k) - (k - \epsilon) \Delta z (k) + \sum_{\epsilon = \epsilon}^{k-1} (\epsilon + 1 - \epsilon) \Delta^2 z (\epsilon) \geq \sum_{\epsilon = \epsilon}^{k-1} (\epsilon + 1 - \epsilon) \Delta^2 z (\epsilon). \]
(35)
Since
\[ \mathcal{L}_z e - \mathcal{L}_z (e) = \sum_{i=0}^{\infty} \mathcal{L}_z (s) \geq (e - e) \mathcal{L}_z (e - 1), \]
we have
\[ \mathcal{L}_z (e) \geq (e - e) \mathcal{L}_z (e - 1). \tag{36} \]
That is,
\[ \Delta^2 z (e) \leq \frac{(e - e) \mathcal{L}_z (e)}{r (e)}. \tag{37} \]
Consequently,
\[ z (e) \geq \sum_{e=1}^{k} (e - e) \frac{(e - e) \mathcal{L}_z (e - 1)}{r (e)} = \mathcal{L}_z [k, e]. \tag{39} \]
For \( j - \zeta \geq k - \zeta + 2 \geq \varrho_1 + 2 \), the above disparity can be composed as
\[ z (k - \zeta) \geq \mathcal{L}_z [j - \zeta - 2, M] [j - \zeta, k - \zeta]. \tag{40} \]
Applying (16) and (17) in (31) yields that
\[ 0 \geq \mathcal{L}_z (k) + \mathcal{G} (d) \mathcal{L}_z (k - \xi) + \lambda \mathcal{G} (k) \mathcal{G} (z (k - \zeta)). \tag{41} \]
Expected to (40), the above equation becomes
\[ \lambda \sum_{k=j-\zeta-2}^{j+\zeta} \mathcal{G} (j) \mathcal{G} (M[j - \zeta, k - \zeta]) \mathcal{G} (z (j - \zeta - 2)) \]
\[ \leq - \sum_{k=j+\zeta-2}^{j+\zeta} \left( \mathcal{L}_z (k) + \mathcal{G} (d) \mathcal{L}_z (k - \xi) \right) \]
\[ \leq \mathcal{L}_z (j + \xi + \zeta - 2) + \mathcal{G} (d) \mathcal{L}_z (j - \zeta - 2) \]
\[ \leq (1 + \mathcal{G} (d)) \mathcal{L}_z (j - \zeta - 2) \]
\[ \leq \lambda \mathcal{G} (d) \frac{\mathcal{L}_z (j - \zeta - 2)}{s_\zeta (j - \zeta - 2)} \]
\[ \leq \frac{1 + \mathcal{G} (d)}{\lambda \varphi} \]
which is logical inconsistency to (22) due to (15).
Cases 2.3 and 2.4 can be managed also as the above cases.

Finally, \( \hat{y} (q) < 0 \) for \( q \geq \varrho_0 \). Using (16) and \( x (q) = -\hat{y} (q) \)
in (4), we obtain \( x (q) > 0 \) and
\[ \Delta^2 (r (\varphi) \Delta^2 (x (q) + \hat{y} (q) x (q - \xi))) + \hat{y} (q) \mathcal{G} (x (q - \zeta)) = 0. \tag{44} \]
Proceeding as above, we see that every solution of (44) oscillates.
This completes the proof of theorem. \( \square \)

**Theorem 2.** Let \( -1 \leq \hat{p} (q) \leq 0 \) and \( \zeta \geq 2 \xi \). If (5) to (16) and
\[ \limsup_{k \to \infty} \sum_{j=k-3}^{k} \hat{q} (j) \mathcal{G} ( \mathcal{G} (j - \zeta, k - \zeta) ) > \frac{1}{\varphi} \tag{45} \]
\[ \liminf_{k \to \infty} \sum_{j=k-3}^{k} \hat{q} (j) \mathcal{G} ( \mathcal{G} (j - \zeta, k - \zeta) ) > \frac{1}{\varphi} \tag{46} \]
\[ \limsup_{k \to \infty} \sum_{j=k-3}^{k} \hat{q} (j) \mathcal{G} ( \mathcal{G} (j - \zeta, k - \zeta) ) > \frac{1}{\varphi} \tag{47} \]
\[ \limsup_{k \to \infty} \sum_{j=k-3}^{k} \hat{q} (j) \mathcal{G} ( \mathcal{G} (j - \zeta, k - \zeta) ) > \frac{1}{\varphi} \tag{48} \]
\[ \limsup_{k \to \infty} \sum_{j=k-3}^{k} \hat{q} (j) \mathcal{G} ( \mathcal{G} (j - \zeta, k - \zeta) ) > \frac{1}{\varphi} \tag{49} \]
\[ \limsup_{k \to \infty} \sum_{j=k-3}^{k} \hat{q} (j) \mathcal{G} ( \mathcal{G} (j - \zeta, k - \zeta) ) > \frac{1}{\varphi} \tag{50} \]
\[ \limsup_{k \to \infty} \sum_{j=k-3}^{k} \hat{q} (j) \mathcal{G} ( \mathcal{G} (j - \zeta, k - \zeta) ) > \frac{1}{\varphi} \tag{51} \]
hold, then every solution of (4) oscillates.

**Proof.** Let the opposition that \( \hat{y} (q) \) is a nonoscillatory solution of (4) and \( \hat{y} (q) > 0 \) for \( q \geq \varrho_0 > \mu \). The case \( \hat{y} (q) < 0 \) for \( q \geq \varrho_0 > \mu \) can be dealt with similarly.
Setting \( z (q) \) by (23), we get (24).
Consequently, we find \( \varrho_1 > \varrho_0 \) such that \( z (q) \) and \( \mathcal{L}_z (q), i = 1, 2, 3 \) are eventually of one sign on \( [q_1, \infty) \).
Let \( z (q) > 0 \). Then, \( z (q) \leq \hat{y} (q) \) for \( q \geq \varrho_1 > \mu \), and (24) becomes
\[ \mathcal{L}_z (q) + \hat{q} (q) \mathcal{G} (z (q - \zeta)) \leq 0. \tag{52} \]
Applying Lemma 1 to (52) and Theorem 1, we get contradictions to (45) to (48) expected to \( \zeta > 2 \xi > \xi \).
Next, \( z (q) < 0 \) for \( q \geq \varrho_1 \) and \( z (q) \geq -\hat{y} (q - \xi) \) for \( q \geq \varrho_2 \) to imply \( \hat{y} (q - \zeta) \geq -z (q + \xi - \zeta) \).
By Lemma 1, the cases of 2.4 to 2.8 hold for.
Case 2.4. Since

\[-\mathcal{L}_2 z(\epsilon) \geq \mathcal{L}_2 z(\hat{k} - 1) - \mathcal{L}_2 z(\epsilon) = \sum_{s=1}^{k-2} \mathcal{L}_2 z(s) \geq (\hat{k} - \epsilon - 1) \mathcal{L}_2 z(\hat{k} - 2),\]

it follows that

\[-\Delta^2 z(\epsilon) \geq \frac{\hat{k} - \epsilon - 1}{r(\epsilon)} \mathcal{L}_2 z(\hat{k} - 2).\]  

(54)

For \(k \geq \epsilon + 2 > \varrho_1\), summing the above inequality from \(\epsilon = \epsilon\) to \(\hat{k} - 1\), we have

\[\Delta z(\epsilon) \geq \mathcal{L}_2 z(\hat{k} - 2) \sum_{\epsilon=\epsilon}^{k-1} \frac{\hat{k} - \epsilon - 1}{r(\epsilon)}.\]  

(55)

\[-z(\epsilon) \geq \mathcal{L}_2 z(\hat{k} - 2) \sum_{\epsilon=\epsilon}^{k-1} \frac{\hat{k} - \epsilon - 1}{r(\epsilon)} = \mathcal{L}_2 z(\hat{k} - 2) \Xi [\hat{k}, \epsilon] \geq \mathcal{L}_2 z(\hat{k}) \Xi [\hat{k}, \epsilon],\]

(57)

for \(k \geq \epsilon + 2 > \varrho_2\).

Therefore, for \(\hat{k} + \xi - \varsigma \geq j + \xi - \varsigma \geq \epsilon + \xi - \varsigma + 2 > \varrho_2\),

\[-z(j + \xi - \varsigma) \geq \mathcal{L}_2 z(\hat{k} + \xi - \varsigma) \Xi [\hat{k}, +\xi - \varsigma, j + \xi - \varsigma].\]  

(58)

Since (4) can be viewed as

\[\mathcal{L}_2 z(j) + \hat{q}(j) \Xi (-z(j + \xi - \varsigma)) \leq 0,\]  

(59)

using (58), (59), and (16) yields

\[\mathcal{L}_4 z(j + \hat{q}(j)) \Xi (\mathcal{L}_2 z(\hat{k} + \xi - \varsigma)) \Xi [\hat{k}, +\xi - \varsigma, j + \xi - \varsigma] \leq 0.\]  

(60)

Summing the last inequality form \(j = \hat{k} + \xi - \varsigma\) to \(\hat{k} + \varsigma - \xi\), we get

\[\Xi (\mathcal{L}_2 z(\hat{k} + \xi - \varsigma)) \sum_{j=\hat{k} + \xi - \varsigma}^{k+\xi-\varsigma} \hat{q}(j) \Xi (\Xi [\hat{k}, +\xi - \varsigma, j + \xi - \varsigma]) \leq \mathcal{L}_2 z(\hat{k} + \xi - \varsigma).\]  

(61)

Hence,

\[\limsup_{\hat{k} \to \infty} \sum_{j=\hat{k} + \xi - \varsigma}^{k+\xi-\varsigma} \hat{q}(j) \Xi (\Xi [\hat{k}, +\xi - \varsigma, j + \xi - \varsigma]) \leq \frac{1}{\varphi},\]  

(62)

which gives the contradiction to (49). 

Case 2.5. From (25), we have

\[-z(\epsilon) = -z(\hat{k}) + (\hat{k} - \epsilon) \Delta z(\hat{k}) - \sum_{\epsilon=\epsilon}^{k-1} (\epsilon + 1 - \epsilon) \lambda^2 z(\epsilon) \geq -\sum_{\epsilon=\epsilon}^{k-1} (\epsilon + 1 - \epsilon) \lambda^2 z(\epsilon),\]

(63)

for \(\hat{k} - 1 \geq \epsilon \geq \varrho_1\) and

\[\mathcal{L}_2 z(\epsilon) - \mathcal{L}_2 z(\epsilon) = \sum_{\epsilon=\epsilon}^{k-1} \mathcal{L}_2 z(s) \leq (\epsilon - \epsilon) \mathcal{L}_2 z(\epsilon),\]  

(64)

which implies that

\[\mathcal{L}_2 z(\epsilon) \leq (\epsilon - \epsilon) \mathcal{L}_2 z(\epsilon).\]  

(65)

That is,
\[-\Delta^2 z (\epsilon) \geq \frac{e - \epsilon}{r (\epsilon)} L z (\epsilon). \tag{66}\]

Consequently,
\[-z (\epsilon) \geq - \sum_{\epsilon = \epsilon}^{\frac{k-1}{e=\epsilon}} (e + 1 - e) \frac{e - \epsilon}{r (\epsilon)} L z (\epsilon) = - L z (\epsilon) M [\hat{k}, \epsilon]. \tag{67}\]

Also hence,
\[G (-L z (\epsilon + \xi - \zeta + 2)) \sum_{j=\epsilon + \xi - \zeta}^{\epsilon + \xi - \zeta + 1} q (j) G (M [\hat{k}, \epsilon + \xi - \zeta, j + \xi - \zeta]) \leq - L z (\epsilon + \xi - \zeta + 2). \tag{69}\]

Therefore,
\[\sum_{j=\epsilon + \xi - \zeta}^{\epsilon + \xi - \zeta + 1} q (j) G (M [\hat{k}, \epsilon + \xi - \zeta, j + \xi - \zeta]) \leq \frac{-L z (\epsilon + \xi - \zeta + 2)}{G (-L z (\epsilon + \xi - \zeta + 2))} \leq \frac{1}{\varphi}. \tag{70}\]

which is logical inconsistency to (50).

Case 2.6. We use (25) and it follows that

\[-z (\hat{k}) = -z (\epsilon) + (\hat{k} - \epsilon) \Delta z (\hat{k}) + \sum_{\epsilon = \epsilon}^{\frac{k-1}{e=\epsilon}} (e + 1 - e) \Delta^2 z (\epsilon) \geq \sum_{\epsilon = \epsilon}^{\frac{k-1}{e=\epsilon}} (e + 1 - e) \Delta^2 z (\epsilon), \tag{71}\]

for \(\hat{k} - 1 \geq \epsilon \geq \varphi_1\). Since
\[L z (\epsilon) - L z (\epsilon) = \sum_{s=\epsilon}^{\epsilon - e} L z (s) \leq (e - \epsilon) L z (\epsilon - 1), \tag{72}\]

we have
\[\Delta^2 z (\epsilon) \geq \frac{L z (\epsilon - 1) (e - \epsilon)}{r (\epsilon)}, \tag{73}\]

which implies that
\[\sum_{j=\epsilon + \xi - \zeta - 2}^{\epsilon + \xi - \zeta - 2} q (j) G (M [\epsilon + \xi - \zeta, \hat{k} + \xi - \zeta]) G (L z (j + \xi - \zeta - 2)) \leq L z (k + \xi - \zeta - 2). \tag{76}\]

As a result,
\[\sum_{j=\epsilon + \xi - \zeta - 2}^{\epsilon + \xi - \zeta - 2} q (j) G (M [\epsilon + \xi - \zeta, \hat{k} + \xi - \zeta]) \leq \frac{L z (k + \xi - \zeta - 2)}{G (L z (j + \xi - \zeta - 2))} \leq \frac{1}{\varphi}. \tag{77}\]
which is logical inconsistency to (51).
In both cases 2.7 and 2.8, we see that \( \lim_{\rho \to -\infty} \varepsilon(\rho) = -\infty. \)
On the other hand, \( z(\rho) < 0 \) for \( \rho \geq \rho_1 \) implies
\( \check{y}(\rho) \leq \check{y}(\rho - \xi) \) for \( \rho \geq \rho_1. \)
That is,
\[
\check{y}(\rho) \leq \check{y}(\rho - \xi) \leq \check{y}(\rho - 2\xi) \leq \cdots \leq \check{y}(\rho). 
\] (78)
\[ -T_his completes the proof of the theorem. \]

Example 1. Consider the NFDE,
\[
\Delta^3 (\varepsilon^2 \Delta^2 (\check{y}(\rho) + \hat{p}(\rho) \check{y}(\rho - 1)) + \hat{q}(\rho) G(\check{y}(\rho - 3))) = 0, \rho > 3. \] (79)
Here,
\[
\hat{p}(\rho) = e^{-2} + e^{-\rho}; \quad \hat{q}(\rho)
= \left(e^2 - 1\right)^2 (e + 1)(2(e + \rho e + \rho) e^\rho - (e + 1)^2 (\rho + 1));
\]
\[
\check{r}(\rho) = \rho e^\rho \quad \text{and} \quad g(u)
= \frac{4u}{e^u}
= \rho u. 
\] (80)
\[
\text{Clearly, all conditions of Theorem 1 are satisfied.}
\]
\[
\text{Hence, (79) is oscillatory and } \check{y}(\rho) = (-1)^{k} \text{ is one of the oscillatory solutions of (79).}
\]

3. Conclusion

In this paper, we inferred new properties of the non-oscillatory solutions and using these results, some new adequate are introduced for the concentrated on NFDE to have the purported property oscillatory. Our outcomes improve and supplement many known outcomes for NFDEs as well as for ordinary functional difference equations also. At last, we give two models that show the meaning of the fundamental results.
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