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Abstract—When humans grasp objects in the real world, we often move our arms to hold the object in a different pose where we can use it. In contrast, typical lab settings only study the stability of the grasp immediately after lifting, without any subsequent re-positioning of the arm. However, the grasp stability could vary widely based on the object’s holding pose, as the gravitational torque and gripper contact forces could change completely. To facilitate the study of how holding poses affect grasp stability, we present PoseIt, a novel multi-modal dataset that contains visual and tactile data collected from a full cycle of grasping an object, re-positioning the arm to one of the sampled poses, and shaking the object. Using data from PoseIt, we can formulate and tackle the task of predicting whether a grasped object is stable in a particular held pose. We train an LSTM classifier that achieves 85% accuracy on the proposed task. Our experimental results show that multi-modal models trained on PoseIt achieve higher accuracy than using solely vision or tactile data and that our classifiers can also generalize to unseen objects and poses.

The PoseIt dataset is publicly released here: https://github.com/CMURoboTouch/PoseIt.

I. INTRODUCTION

Grasping is a core component of many complicated manipulation tasks in robotics. Traditionally, research in grasping focuses on detecting grasping locations [1]–[3], and maintaining the grasp stability [4]–[8]. These prior works focus on a setting where the gripper holds the object vertically in the robot’s hands. Stability is only evaluated in a fixed pose after the robot lifts the object.

This does not translate well in the real world where humans rarely hold the object perfectly still immediately after lifting — for functional purposes, we often need to move the object to a different pose. However, the stability of the grasp can vary significantly with the pose, which is a shortcoming of prior settings which only study the pose immediately after lifting. For example, if a sword is held with its blade pointing vertically to the sky, gravity doesn’t create any torque on the sword. If the blade runs parallel to the ground, the torque from gravity could cause it to slip, which is potentially dangerous.

We use “holding pose” to describe the pose of the object when it is held in the gripper. Humans have the ability to select a holding pose that is both stable and appropriate for using the object. Humans use the “feeling” from fingers to quickly understand whether the current pose is a good one or if the object is at risk of slipping. The key insight is that the tactile information enables this capability as opposed to using solely the visual signals. We believe robots could work in a similar way, by using both tactile and visual feedback to evaluate holding poses for objects.

In this paper, we propose a data-based method for predicting the grasp stability of objects in different holding poses. We build a visual-tactile dataset, PoseIt, to record the sensory feedback when a robot with a parallel-jaw gripper grasps the object, moves to a holding pose, and shakes the object. We label whether the grasp was stable during each of these steps and collect data for 26 different objects at 16 different poses. We aim to create a comprehensive dataset with many different modalities of sensory information that the community can refer to when studying holding poses. To collect tactile data, we use a high-resolution GelSight sensor [9] on the fingers. To collect the visual data, we set three cameras to record the grasping point, object geometry, and the overall view of the robot’s and object’s motion. We also use a force-torque sensor on the robot’s wrist.

We use data from PoseIt to formulate and tackle the task of predicting grasp stability in a particular holding pose. We use
tactile and vision data obtained during grasping and moving the object to the holding pose to predict whether the object is stable. In contrast, most prior work focuses on studying stability in a single pose immediately after the object is lifted.

An important and challenging requirement for solving our task is to correctly classify cases where the object appears stable but will slip if the robot shakes it. Such cases are in the minority (≈ 20% of the full dataset), but important to accurately detect in practical scenarios. To this end, we train an LSTM classifier on visual and tactile data from PoseIt using techniques for learning with imbalanced datasets [10].

Our classifier trained on more poses using tactile and vision data achieves 85.2% accuracy on held-out unseen poses, which is 3.4% better than a model which trains on fewer unique poses (Section VI-A). This demonstrates that a diverse set of holding poses for each object can improve generalization to unseen poses. We also found that using tactile and vision together is 13.2% better than using vision alone and 3.4% better than using tactile alone, demonstrating the value of collecting multi-modal data.

In summary, we have two primary contributions: 1) we propose PoseIt, a novel dataset with multi-modal tactile and visual information and labels for the stability of an object through various stages of grasping, moving to a holding pose, and shaking. 2) we use PoseIt to train a classifier which predicts whether the grasp is stable in the current holding pose.

**II. RELATED WORK**

The grasping literature can be roughly categorized into two styles of approach: analytic and data-driven [11], [12]. Analytic approaches rely on known physical models of the object, environments, and grippers to construct the grasps and reason about their quality [11], [13]–[15]. However, these approaches could fail if the correct modeling assumptions are unknown or misspecified. Our work is more related to the long line of data-driven approaches, which rely on observations of past trials to build a model or classifier for grasping. Prior works in the data-driven category vary widely in terms of the data modalities and modeling techniques that they use [6], [12], [16]–[21].

**Predicting grasp stability.** Our work is most closely related to papers which use tactile data for data-driven grasp stability prediction [5], [8], [21]–[26]. A common theme in these papers is to use tactile data collected from multiple trials of grasping and lifting to predict stability after lifting (and possibly adjust the grasp). [5] use machine learning models such as Support Vector Machines (SVMs) and Hidden Markov Models (HMMs) to predict slip based on data from a Weiss robotics tactile sensor. [23] predicts slip using a neural network trained on visual and tactile data from the GelSight sensor, and in follow-up work [8], combine slip prediction with an action-conditional model to learn grasping and re-
Fig. 4: Robot Setup and Data Modalities. We use this setup to collect PoseIt, which consists of multi-modal data on 26 objects, including RGB-D cameras, GelSight tactile sensor, force/torque sensor, and robot trajectory.

grasping sequences in an end-to-end manner. [21] and [25] also train neural networks using visual and GelSight data for the task of slip detection as the object is lifted. All of these prior works consider the stability of the object in the pose obtained immediately after grasping. In contrast, the primary contribution of our work is to collect visual and tactile data for grasping and moving the object to a diverse set of holding poses, as objects can behave differently in these holding poses than the pose obtained after lifting. This allows us to tackle the (to the best of our knowledge, novel) task of predicting grasp stability in a particular holding pose.

**Grasping datasets.** Large-scale data is a crucial driving force behind many of the recent advancements in grasping. For example, [19] collect a dataset of 50000 grasp trials, which was 40x larger than prior work, and show that this dataset can be used to predict grasp locations from image patches (they do not use tactile sensing). [27] collect a dataset of 1000 grasp trials using BioTac sensors [28] and perform a shaking-based stability check to determine whether a grasp is stable. The datasets of [21], [23], which contain GelSight and visual data, are also publicly available, with 9269 and 1102 grasp trials, respectively. [29] collect a dataset of 7800 grasp interactions involving localizing the object, grasping, and regrasping and train an iterative regrasping policy based on tactile feedback. [30] collect a dataset of 2550 grasp trials with the Eagle Shoal robotic hand. While there are now many choices of publicly available tactile datasets for initial grasp stability, prior to our work, no dataset existed for evaluating grasp stability in various holding poses.

III. COLLECTING THE POSEIT DATASET

In this section, we describe the collection process for the PoseIt dataset. Two main components of PoseIt differ from prior works: 1) the holding pose sample space, a set of 16 distinct holding poses to mimic typical human-like holding poses 2) the multi-phase collection cycle, which moves an object to a particular pose and performs a shaking stability check at that pose.

A. Holding pose sample space

The stability of a particular object in the gripper depends on the holding pose. To attempt to model how humans typically hold objects for use (rather than simply lifting them up vertically), we design a diverse set of 16 holding poses.

We set the first pose as a reference pose, as it is the typical base position where the gripper faces downwards. Inspired by human arm movements observed during manipulating routine objects, the other 15 holding poses are categorized into 3 possible groups of 5 poses, each based on the final orientation of the gripper. We expect poses within the same group to behave more similarly. We obtain the poses within a group by rotating the end-effector in fixed-degree increments. Examples of the 16 holding poses are shown in Figure 2. Group 1 poses take advantage of gravity to stabilize potential rotational movements in the case of objects with varying mass distributions. Whereas, poses in group 2 gradually rotate the gripper to counterbalance the gravitational force to avoid slippage for objects with non-uniformly distributed mass. Group 3 poses aid in analyzing the stability of the overhead (above the shoulder joint) arm.

73
movements by incrementally increasing the object’s distance from the ground.

Fig. 5: Dataset Objects. To test grasp quality on a diverse range of objects, we collected data for 26 various household objects with a diverse range of size, shape, material, mass, and texture. For each object, we grasp it at multiple locations while it is resting in most likely orientations. We also grasp each object with 2 different gripper forces, the minimum force required to lift the object from (5N, 15N, or 40N), and 80N. We collect data for all possible combinations of grasp point, force value, and target holding pose, resulting in (Number of grasp points \times 2 \times 16) choices per object.

B. Data collection pipeline

At the start of every data collection cycle, the object is placed at the center of the table in varying orientations. It is then grasped and moved through 4 phases in succession:

1) Grasp: The robot grasps and lifts the object. Data collection begins 1 second before grasping.
2) Pose: After lifting the object, the robot arm moves to one of 16 possible holding poses. The robot waits for 1 second after reaching the pose.
3) Shaking/stability check: This phase shakes the object in-hand, inspired by prior work who also performs in-hand shaking [27], [31]. We apply a quick rotational movement along the gripper axis, followed by rigorous arm shaking movements along all 3 axes. This phase tests whether the object is stable in the holding pose.
4) Retract and release: During the retract stage, the robot arm returns to the beginning position, and the gripper releases the object at its starting location.

Data annotation. We manually label the stability of each of the 4 phases with one of 4 categories:

- Pass: Firm grasp. The object doesn’t move relative to the gripper.
- Slip: Object is in still contact with the gripper, but some rotational or translational slip is manually observed.
- Drop: Object falls off the gripper.
- Not present: Object dropped before the current phase.

IV. ANALYSIS OF DATASET STATISTICS

In total, PoseIt consists of 1840 datapoints from 26 diverse objects across 16 different poses.

We show the phase-wise data division in Table I. During the grasp phase, we manually collect the roughly same number of stable (Pass) and unstable (Slip+Drop) initial grasp cases to form a balanced dataset. We observe that in the pose phase, the number of Slip+Drop category samples decreases by 14% (compared to the grasp phase). This shows that post-grasp arm re-positioning can help stabilize the object. In the shaking phase, there is a 4% increase in slip and drop cases (compared to the pose phase). This conveys that the shaking phase is important because even seemingly stable poses may not withstand external disturbances.

| Stage | Pass | Slip | Drop | Slip+Drop |
|-------|------|------|------|-----------|
| Grasp | 1037 | 778  | 25   | **43.64%**|
| Pose  | 1278 | 192  | 345  | **29.18%**|
| Shake | 1003 | 255  | 365  | **33.69%**|

TABLE I: Dataset statistics. We collected 1840 data points on 26 objects with stability labels on different stages. The last column shows the percentage of unstable cases.

V. PREDICTING STABILITY IN THE HOLDING POSE

Using the data collected from PoseIt, we predict the grasp stability when the object is in the holding pose. More formally, we formulate our task as follows:

*Given sensory data from the grasp and pose phase, predict whether the object is stable during the shaking phase.*

Our task is illustrated in Figure 7. The motivation is that understanding and predicting the stability of objects in holding poses is important for manipulating objects in practical settings. We note that our task is a prediction, and not a detection task because the inputs are sensory information before the shaking occurs.

For simplicity, we combine the “slip” and “drop” labels so the task is to predict “stable” or “not stable”. From now on, “label” denotes the binary label unless specified otherwise.

A. Model architecture

As in [21], our primary classification model is a Long Short-Term Memory (LSTM) which aggregates multi-modal sensor data over a sequence of time steps to obtain a prediction. Figure 6 illustrates the model. For a single example, the input is tactile, RGB, and force/torque sensor readings gathered during a sequence of timesteps. The gripping force is also an input, but it is fixed across all timesteps.

To obtain features for the tactile data, we subtract the pre-contact tactile image from all frames in the sequence and feed the resulting frames through a pre-trained ResNet50 [32] ImageNet backbone. We obtain features for the RGB data using the same pre-trained classifier. We hold the pre-trained classifier throughout training. For a given timestep, we concatenate the tactile features, RGB features, and raw force/torque values for this timestep into a single feature vector. We additionally concatenate the gripper force (a fixed
Fig. 6: **Model architecture for grasp stability prediction.** Our model takes as input 4 modalities of data: tactile, visual, F/T sensor data, and the gripper force value (which is fixed across all timesteps). We use the sequence of concatenated features from these modalities as input to an LSTM, which predicts “stable” or “not stable”.

**B. Improved classification using Deferred-Resampling**

It is possible that the labels during the pose phase and the shaking phase can differ, because an object can be stable when moving to the pose but unstable when shaking in the holding pose (or vice-versa). Examples, where these labels differ are particularly challenging because accurate classification requires predicting a different label than the one currently reflected in the sensor readings. This difficulty is also compounded by the fact only ≈20% of examples have different labels during the pose and shaking phases.

We propose to improve performance on such examples by adapting techniques used for learning with dataset imbalance which under-sample the majority class [10], [33], [34]. For our setting, the source of imbalance is not from the label distribution, but rather, whether an example has the same label in the pose and shaking phases. Overall, the Deferred-Resampling method [10] in this section improves test accuracy on unseen objects by 2.63% over the vanilla LSTM baseline.

More details about the Deferred-Resampling method can be found in the appendix.

**VI. EXPERIMENTS AND DISCUSSION**

Stability classification requires understanding the dynamics at different holding poses, thus making it a good probing task as the first step to modeling how humans grasp objects in the real world. We train models to use sensor readings from the grasp and pose phase to predict stability during the shaking phase and evaluate accuracy on held-out test sets. We find that training an LSTM with DRS on Tactile + Vision + F/T + Force value data performs best, achieving 85.21% accuracy when train and test come from the same distribution, showing the usefulness of the multi-modal nature of *PoseIt*. (See Table II.)

The contributions of this section are:

1) We show that although the classifier can generalize to new holding poses, test accuracy suffers when the test and train poses are very different. This demonstrates the value of data from diverse holding poses.
TABLE II: Generalization to unseen poses: We display test accuracy results for 3 different methods of splitting holding poses into train and test. The model obtains 85.21% accuracy when the same poses are in train and test. It performs worst when tested on poses that it was not trained on, as the train and test distributions are least similar in this setting. This demonstrates the value of collecting data for a large and diverse set of holding poses for each object.

2) We show that our models generalize to new poses and objects. This points to the potential for pre-training grasp stability models using PoseIt, which could be finetuned and deployed for real-world robotic grasping tasks.

Classifiers: The subsequent sections will frequently refer to the following classifiers and algorithms:

LSTM: This is the vanilla architecture described in Section V-A.
LSTM+DRS: We train the LSTM described in Section V-A using the Deferred-Resampling (DRS) technique (Section V-B). DRS ensures that the model places more emphasis on learning from examples where the label changed between pose and shaking phases.

All implementation details are deferred to the Appendix.

A. Generalization to unseen poses

In this section, we demonstrate the value of having data from diverse holding poses. We test the generalization of the classifier to unseen poses and verify that generalization performance is improved when similar poses are in the train and test sets. To conduct this experiment, we split the dataset into train and test in 3 different ways:

Uniform random split: We randomly partition the data into train and test. Thus, the train and test sets are drawn from the same distribution, with no difference between object or pose. To keep the training set size consistent with the dataset splits below, we put 68.75% of the data cycles in the training set. To reduce variance, we obtain 15 different splits of the dataset and report the average test accuracy of classifiers trained on these 15 splits of the dataset.

Random 5 poses: We randomly select 5 of the 16 poses to put in the test set and partition data corresponding to all other poses into the training set. To reduce variance, we split the dataset this way 15 different times and report average test accuracy over classifiers trained on each split of the dataset.

Pose group: Recall that poses 2-16 consist of 3 groups of 5 similar poses each. We put 1 group in the test set and the other 2 groups in the train set. We report average test results over all choices of the training set, where for each choice we train 5 classifiers (with different random seeds) to reduce variance.

Results: We report results for LSTM+DRS in Table II. When we split train and test by the pose group, the classifier performs the worst on the test set, as the poses used in training and testing are the least similar. The classifier trained on the uniform random split of the data performs best, achieving 85.21% accuracy. This demonstrates clear value in having a dataset with diverse held poses for each object.

B. Generalization to unseen objects

In this section, we analyze the ability of our classifiers trained on tactile data to generalize to unseen objects. We provide a baseline that uses a proxy label of whether the object slips during the pose phase. This baseline performs poorly, showing that checking stability after the object moves to the holding pose is necessary for our task.

As our dataset consists of data gathered from 26 objects, we use 22 objects in the training set and test generalization to the unseen test set of 4 objects. To reduce the variance over the choice of objects in the train and test set, we perform experiments on 20 randomly selected combinations of 4 objects for the test set. We report average numbers over the 20 ways of splitting train and test and 5 different random seeds for training the classifier. We compare our approaches against the following baseline/ceiling classifiers:

Majority classifier: This trivial classifier labels all examples as either stable or not stable, depending on the majority.
LSTM pose label (LSTM-P): This baseline LSTM is trained on the stability label for the pose phase.
LSTM whole cycle (LSTM-WC): This classifier is trained on 20 evenly spaced sensor readings from the start of grasping to releasing. We expect this classifier to outperform others because it has access to data from the shaking phase, so it only needs to detect, rather than predict grasp failure.

Results: We show our results in Table III. Our LSTM+DRS classifier produces the highest accuracy across all different variations of data input, besides the LSTM-WC whole cycle ceiling (which we expect to perform best, given it has access to data across all timesteps). Additionally, using all four modalities (RGB, Tactile, F/T, and Force) together outperforms using a subset of those features.
We also note that the pose label baseline only performs 3% better than the majority classifier, and performs much worse than the DRS classifier. This demonstrates the importance of the labeled data from the shaking phase, as simply knowing the label from the pose phase is not sufficient.

VII. CONCLUSION AND FUTURE WORK

We propose Poselt, a dataset that contains visual and tactile data from grasping objects and moving them to a holding pose for a stability check. This data is the next step in modeling how humans interact with objects in the real world: humans want to hold objects at various stable poses, rather than just lifting them vertically. Our experiments show that Poselt provides unique data that allows us to predict grasp stability at specific holding poses.

For future work, we would like to take even further advantage of Poselt to tackle the question of re-positioning an object to more stable holding poses. We would like to directly predict which poses are stable, using only sensor readings taken from a single reference pose.

APPENDIX

Robot setup: See Figure 4 for a visualization of the setup and data modalities. We use a Universal Robotics UR5e 6-DoF robot arm. An OnRobot Hex 6-Axis force/torque (F/T) sensor is attached to the end effector and records F/T measurements of the grasped objects. We use a high resolution visuo-tactile GelSight sensor. We use the Servo-electric 2-finger parallel gripper WSG50 from Weiss Robotics to attach these tactile sensors. We utilize two Azure Kinects and one RGB camera to visually capture the robot’s workspace.

Deferred-Resampling method: Let $S_{\alpha}, S_{\beta}$ be the set of training examples where the pose and shaking phase labels match and differ, respectively. Let $r \triangleq \frac{|S_{\alpha}|}{|S_{\beta}|}$ denote the ratio of these set sizes, i.e. in our case $r \approx 0.25$, and let $\sigma$ denote a desired sampling ratio, where $\sigma > r$ and $\sigma$ is a hyperparameter which we tune, from the choices $\{0.5, 1\}$. Our resampling scheme obtains each batch $B$ of examples for SGD updates as follows:

1. Sample a set $\tilde{B}$ of examples, for fixed $|\tilde{B}|$.
2. For each $x \in \tilde{B} \cap S_{\alpha}$, add $x$ to the set $B_{\alpha}$ with probability $r/\sigma$.
3. Output batch $B \triangleq B_{\alpha} \cup (\tilde{B} \cap S_{\beta})$.

This ensures that the ratio of SGD updates on examples from $S_{\alpha}$ vs. examples from $S_{\beta}$ equals $\sigma$ in expectation. Following the Deferred-Resampling (DRS) method of [10], we don’t resample before annealing the SGD learning rate. This improves the quality of learned low-level features.

Implementation details: We split non-training data into a validation set and test set using a 50/50 random split and report test set numbers corresponding to the best validation performance. This mitigates fast over-fitting when the test data contains unseen objects.

Implementation details for Section VI-A: We train our models using stochastic gradient descent (SGD) with initial learning rate of 0.01, weight decay of 0.01, dropout probability of 0.1, hidden dimension of 500. We train the models for 600 iterations with annealing at the 300-th iteration. For LSTM+DRS, we initially sample a batch of size 200 before further undersampling examples where the pose and stability check labels match. Our sampling probability is chosen according to the hyperparameter $\sigma$ defined in more detail in Section V-B. We use $\sigma = 0.5$ for the (T) model and $\sigma = 1$ for the (V) and (V + T) models.

**Implementation details for Section VI-B:** For the experiments in Section VII section, we train for 500 iterations with annealing at the 30th iteration. For models trained without DRS, the batch size is 200. All other hyperparameters are the same as above.
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