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Abstract: It is challenging to build a real-time information retrieval system, especially for systems with high-dimensional big data. To structure big data, many hashing algorithms that map similar data items to the same bucket to advance the search have been proposed. Locality-Sensitive Hashing (LSH) is a common approach for reducing the number of dimensions of a data set, by using a family of hash functions and a hash table. The LSH hash table is an additional component that supports the indexing of hash values (keys) for the corresponding data/items. We previously proposed the Dynamic Locality-Sensitive Hashing (DLSH) algorithm with a dynamically structured hash table, optimized for storage in the main memory and General-Purpose computation on Graphics Processing Units (GPGPU) memory. This supports the handling of constantly updated data sets, such as songs, images, or text databases. The DLSH algorithm works effectively with data sets that are updated with high frequency and is compatible with parallel processing. However, the use of a single GPGPU device for processing big data is inadequate, due to the small memory capacity of GPGPU devices. When using multiple GPGPU devices for searching, we need an effective search algorithm to balance the jobs. In this paper, we propose an extension of DLSH for big data sets using multiple GPGPUs, in order to increase the capacity and performance of the information retrieval system. Different search strategies on multiple DLSH clusters are also proposed to adapt our parallelized system. With significant results in terms of performance and accuracy, we show that DLSH can be applied to real-life dynamic database systems.
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1. Introduction

With the development of digital content, the typical volume of a database has been growing increasingly larger. Many high-dimensional data sets must be constantly updated, such as audio fingerprint, photo, and text data sets. Managing these data sets requires a suitable dynamic structure [1].

For real-time information retrieval systems, there are two major problems that need to be addressed: First, the search time must be less than a specified time over a large data set. Second, the system is required to return acceptable results (i.e., of high accuracy) for a given query [1,2].

A variety of hashing algorithms have been proposed for high-dimensional data, such as data clustering, dimensionality reduction, hashing, and data classification algorithms, in order to increase the search speed of the Nearest Neighbor Search (NNS) [2,3]. Among these approaches, Locality-Sensitive Hashing (LSH) is an efficient algorithm for data clustering and dimension reduction [3]. According to its principles, LSH divides a data set into multiple buckets with the same similarity factors. Using these
similarity factors, we can easily find similar data/items or groups in the data set [4]. Hierarchical LSH can be used by a hierarchical computer system to increase the productivity of a hardware structure or a distributed storage space [5]. We can apply LSH to solve the approximate nearest neighbor problem by calculating the hash value of the query and then find the corresponding bucket by using the family of hash functions. After that, the bucket will indicate the data/items that have high similarity with the input query [4].

The hash table in LSH is a mapping table that indexes the hash value (key) to the list of data/items in the database. Instead of using a dynamic hash table, using a static hash table can increase the search speed [4]. However, when the requirements are changed from a static data set to a dynamic data set, we have to use a different LSH hash table structure to adapt to constantly updated data sets.

In [6], we introduced the Dynamic Locality-Sensitive Hashing (DLSH) algorithm, which can handle constantly updated data sets. However, DLSH uses a more complex hashing structure and that requires more memory usage. The browsing process of DLSH for each bucket requires a large overhead in computational complexity due to it needing to read the additional information. The memory size of a single GPGPU device is limited [7]; thus, it is practically impossible to store the entirety of a big data set on a single GPGPU device. Using multiple GPGPUs is recommended for handling big data with multiple data clusters; each data cluster can be made the necessary size to be stored on a GPGPU device.

When the data set has been separately stored on different GPGPU devices, it is necessary to propose an appropriate search algorithm for multiple sub-data sets of the LSH system, as the system may obtain different results on different sub-data sets.

The main contributions of this paper are increasing the performance of DLSH and reducing the overhead of the search process by using the sequence shuffling approach in a multiple-GPGPU system. The shuffle stage search is mainly introduced to eliminate duplicate search processes on different nodes/cores for the same query array. With its advantages regarding dynamic data sets, it is demonstrated that DLSH is a suitable LSH algorithm for similarity searches in real-world databases.

2. Research Background and Related Works

In this study, we use certain notation to represent the parameters of the system. The most important of these are shown in Table 1.

| Symbol | Description |
|--------|-------------|
| $x, q$ | Item, query item |
| $d$    | Number of dimensions of data |
| $X = \{x_1, x_2, ..., x_n\}$ | Data set with $n$ items |
| $s$    | Number of data clusters/slaves |
| $\hat{X} = \{X_0, X_1, ..., X_{s-1}\}$ | Sub-data sets |
| $H = \{h_1, h_2, ..., h_l\}$ | Set of $l$ hash functions |
| $\mathbb{H}/\mathbb{H}_i$ | Hash table/Sub-hash tables |
| $B = \{B_0, B_1, ..., B_{u-1}\}$ | Set of $u$ buckets in the hash table |
| $x_j$  | Pointer/index to item $x_j$ in $X$ |
| $\hat{H} = \{\hat{H}_0, \hat{H}_1, ..., \hat{H}_{s-1}\}$ | Families of hash functions for clustering |
| $k$    | Number of $k$NN results for each query |
| $Q = \{q_1, q_2, ..., q_m\}$ | Set of $m$ query items |
| $K$    | Array of $k$NN results of $Q$ |

2.1. $k$-Nearest Neighbors ($k$NN) Search Problem

In conventional information retrieval systems, the most crucial problem is finding similar data/items for the input query. Items are considered similar if the distance between them is small, in terms of the associated metric space [8]. Thus, to examine the similarity of two items, we observe the distance between them. There are three common problems related to the similarity searching problem:
Nearest Neighbor Search (NNS) problem: The problem of finding the point \( x^* \in X \) that is closest to the query point \( q \), using:

\[
x^* = \text{NN}(q) = \arg \min_{x \in X} \text{Distance}(q, x),
\]

(1)

where \( \text{Distance}(\cdot, \cdot) \) is the distance function in the \( d \)-dimensional space \( \mathbb{R}^d \) and \( \arg \min \) is the argument of the minimum function, which returns the optimal argument. To find the most similar item to the query, it is necessary to compare the query to all items in the data set [9]. The most similar item can be identified as the nearest neighbor (NN) of the query [8]. However, finding the exact NN is extremely difficult when dealing with a big data set [10].

Approximate Nearest Neighbor (ANN) search problem: the ANN search is a modification of the NNS, which estimates the nearest neighbor using a threshold [10]. Find a point \( x \in X \) for the given query point \( q \), in such a way that

\[
\text{ANN}(q) = x \mid \text{Distance}(q, x) \leq c \ast \text{Distance}(q, x^*),
\]

(2)

where \( x^* \) is the nearest neighbor of \( q \) in \( X \) and \( c \) is the approximation factor.

Using the ANN Search, we can reduce the complexity of the search algorithm by sharply decreasing the number of comparisons between the query point \( q \) and points in \( X \) [11]. In practice, the distance from the query to its true nearest neighbor is estimated by using a training data set [10]. \( P_1 \) denotes the estimated threshold for determining the ANN; \( P_1 \) may be different depending on the requirements of different systems.

Equation (2) becomes:

\[
\text{ANN}(q) = x \mid \text{Distance}(q, x) \leq P_1.
\]

(3)

\( k \)-Nearest Neighbors (kNN) search problem: Using multiple ANN results can increase the convenience of the information retrieval system for real-world cases. We choose \( k \) ANN points \( x \) for the query \( q \):

\[
k\text{NN}(q) = \{x \mid \text{Distance}(q, x) \leq P_1, x \in X\} \text{ with } |k\text{NN}(q)| = k.
\]

(4)

In this study, if the number of accepted items is less than \( k \), we still use \( k \) memory locations to store \( k\text{NN}(q) \) by setting the empty locations to a NIL value. The item order in \( k\text{NN}(q) \) should be sorted by increasing similarity with the query \( q \). Most information retrieval systems using the kNN search provide multiple choices for the user. We consider the kNN search problem as the main problem to solve. To evaluate the performance of kNN search algorithms, accuracy and search time are generally considered as the main metrics [10]. In practice, the system may have multiple candidates; we define the function \( \text{CheckANN}(q, \vec{x}) \) to verify whether the item \( x_j \) is one of the kNN results of \( q \) or not. The index \( \vec{x}_j \) is used to eliminate memory copying during the search process, in order to increase search performance. Because the kNN results are temporary sorted over time, the qualities of kNN candidates are not only determined by the thresh \( P_1 \) but also the number of checked items.

2.2. Locality-Sensitive Hashing (LSH)

Note: In this section, we call the data item a point or vector, as we are examining data that include multiple values and dimensions.

LSH uses a family of hash functions to reduce the dimensions of the data set. Then, each hash value in the new, lower-dimensional space forms a bucket containing every data point having that hash value. By using the same hash value, data points in the same bucket are closer than data points in separate buckets. The distances of buckets can also be compared by calculating the distance of hash values in the new metric space. Therefore, LSH is suitable for handling the ANN search problem in cases where the system searches in particular buckets [4,12].
The general LSH algorithm uses a family of hash functions to obtain the hash values. We can choose the suitable hash functions depending on the data type. Random projection functions are frequently used as the hash functions for LSH in the case of processing binary data. We denote the number of subsets or number of hash functions in the family of hash functions as \( l \), \( l \leq d \). Using \( l \) hash functions, LSH generates \( l \) subsets for every input point \( x \). This means that there are \( l \) random projection functions that transform the \( d \)-dimensional space into \( l \)-dimensional spaces. The hash table \( H \) of LSH lists all of the hash values and the corresponding data points in the data set. Assuming that we are using a binary hash function, we can obtain a maximum of \( 2^l \) different hash values, equivalent to \( 2^l \) buckets \([4,12]\). Binary hash functions are widely used in the LSH algorithm, as the resulting buckets can easily be identified \([12]\). We impose the number of buckets \( u \) to be equal to \( 2^l \) in this study.

With a hash table \( H \), we can index all data points to hash values. For the ANN search problem, we must first calculate the hash value \( v \) for a query \( q \) by using the same set of hash functions \( H \) when building \( H \). The hash value \( v \) indexes the set of data points \( B_v \) in \( B \); these data points will have the same hash value \( v \), where \( B = \{ B_i \mid 0 \leq i < 2^l \} \) is the set of all buckets in \( H \). We can use the NN result on the bucket \( B_v \) as the ANN result for the query \( q \):

\[
\text{ANN}_{\text{LSH}}(q) = \arg \min_{x \in B_v} \text{Distance}(q, x).
\]

In practice, a threshold \( P_1 \) is used to evaluate the accepted distance between the query and its ANN. The function \( \text{CheckANN}(q, x) \) is used to evaluate the ANN candidates of the query \( q \) for all data points \( x_i \) in \( B_v \). Depending on the limited number of approximate nearest neighbors \( k \), we can stop the comparison when the number of returned neighbors reaches \( k \).

For searching among multiple buckets, LSH needs to search within several buckets \( B_{v'} \) that have the closest hash values to \( v \). Denote by \( P_2 \) the threshold for evaluating the similarity between two buckets, where \( P_2 < P_1 \). Then, the distance between the chosen buckets \( B_v \) and \( B_{v'} \) must be less than \( P_2 \). In this case, we have more opportunities to obtain the approximate nearest neighbor for the query \( q \) from other buckets. To find \( k\text{NN}_{\text{LSH}}(q) \) for the query \( q \), LSH conducts search processes on several close buckets to find \( k \) nearest neighbors of \( q \) in these buckets. The search process for a query in a bucket is called a probe, which is the unit process of the LSH search \([4,12]\).

### 2.3. StagedLSH

Various modifications have been developed for LSH, in order to increase its performance and/or efficiency. One is StagedLSH, which was proposed in \([13]\) to advance the accuracy of the ANN search in the HiFP2.0 \([14]\) audio fingerprint search system.

Figure 1 demonstrates how to build a hash table with \( u \) buckets for a data set \( X \). Each item is divided into 128 sub-frames. After that, the sub-items are collected by grouping three continuous sub-frames, which can be overlapped with each other. As the first and the last sub-frames of an item can only belong to one sub-item, a total of 128 sub-items are created, which can be used to calculate 126 corresponding hash values. After assigning the bucket labels for all items in \( X \), the size of each bucket is obtained. When the memory size for storing the index is determined, we can use \( u \) memory units to store the first indices of all buckets. Then, the indices of all items can be stored consecutively following the bucket order on the same inverted file. By using an inverted file, \( u \) memory positions are required to index the first items of \( u \) buckets. Even if a bucket is empty, StagedLSH needs to use one memory position for it. Each item requires \( 126 + \text{sizeof(unit)} \), in order to store all its hash values. Assuming that one memory position in the inverted file structure requires \("\text{sizeof(unit)}"\) bytes, the size of StagedLSH can be calculated as \( (u + n + 126) \times \text{sizeof(unit)} \) bytes.

In practice, the \( k\text{NN Result Merger} \) process shown in Figure 2 consists of a serial merger process of the two Temporary Sorted \( k\text{NN} \) arrays, as shown in Figure 3. As the items in a Temporary Sorted \( k\text{NN} \) are sorted by their distances to the query \( q \), we can use two iterator variables to look up and fill the best ANN results into another Temporary Sorted \( k\text{NN} \). The length of a Temporary Sorted \( k\text{NN} \) is
limited by \( k \), as the system only needs to return \( k \) ANN results. The hash table in Figure 2 is stored as an inverted file, which supports its access by parallel threads and takes advantage of data transfer between the CPU and GPGPU. In order to compare the quality of \( k \) NN items, we need to use an extra memory unit, to store the similarity with the query beside the index of each item:

\[
k_{\text{NNLSH}}(q) = \{ \vec{x}_i, \text{Distance}(q, x_i) \mid x_i \in X \} \quad \text{with} \quad |k_{\text{NNLSH}}(q)| = 2k,
\]

the order of items in \( k_{\text{NNLSH}}(q) \) also needs to follow the item order in \( k_{\text{NN}}(q) \), as in Equation (4).

\[\text{Input item } x_j \text{ in } d\text{-dimensional space}\
\text{Sub-item } 0 \quad \text{Sub-item } 1 \quad \text{Sub-item } 125 \quad \ldots \\
\text{Hash Value } H_0 \quad \text{Hash Value } H_1 \quad \text{Hash Value } H_{125} \quad \ldots \\
\text{Hash Table } H_0 \quad H_1 \quad \ldots \quad H_{u-1} \]

\[
\begin{align*}
B_0 &= (x_2, x_4) \\
B_1 &= (x_3, x_n, x_j) \\
\vdots \\
B_{u-1} &= (x_j) \\
\end{align*}
\]

\[\text{Dataset } X = \{x_1, x_2, x_3, x_4, \ldots, x_n\} \]

\[\text{Input item } x_j \text{ in } d\text{-dimensional space}\
\text{Sub-item } 0 \quad \text{Sub-item } 1 \quad \text{Sub-item } 125 \quad \ldots \\
\text{Hash Value } H_0 \quad \text{Hash Value } H_1 \quad \text{Hash Value } H_{125} \quad \ldots \\
\text{Hash Table } H_0 \quad H_1 \quad \ldots \quad H_{u-1} \]

\[
\begin{align*}
B_0 &= (x_2, x_4) \\
B_1 &= (x_3, x_n, x_j) \\
\vdots \\
B_{u-1} &= (x_j) \\
\end{align*}
\]

\[\text{Dataset } X = \{x_1, x_2, x_3, x_4, \ldots, x_n\} \]

\[\text{Query } q \text{ in } d\text{-dimensional space is given}\
\text{Sub-item } 0 \quad \text{Sub-item } 1 \quad \text{Sub-item } 125 \quad \ldots \\
\text{Hash Value } H_0 \quad \text{Hash Value } H_1 \quad \text{Hash Value } H_{125} \quad \ldots \\
\text{Hash Table } H_0 \quad H_1 \quad \ldots \quad H_{u-1} \]

\[
\begin{align*}
B_0 &= (x_2, x_4) \\
B_1 &= (x_3, x_n, x_j) \\
\vdots \\
B_{u-1} &= (x_j) \\
\end{align*}
\]

\[\text{Dataset } X = \{x_1, x_2, x_3, x_4, \ldots, x_n\} \]

\[\text{CheckANN}() \\
\text{KNN result 0 (2)} \quad \text{KNN result 1 (3)} \quad \text{KNN result 125 (4)} \]

\[\text{Temporary Sorted KNN} \\
\text{Temporary Sorted KNN} \]

\[\text{ANR Reach Merge} \\
k_{\text{NNCal}}(q) = \{x_2, x_4\} \quad \text{[k=2]}\]
2.4. kNN Search Using Single GPGPU

In [9], Pan and Jia converted their Bi-Level LSH implementation from CPU to GPU, which uses KD-tree clustering (level 1) for the CPU and LSH search (level 2) for the GPU. They use one CUDA thread to process a single query in the GPU device, which demonstrated that the speed-up ratio could gain up to 40 times, compared to using CPU. In [15], the authors introduced a GPU-based kernelized locality-sensitive hashing method using a single GPU for satellite image retrieval, in which the search process of each query could also be processed by a single GPGPU thread. The methods in [9, 15] presented a common bottle-neck problem when multiple queries have different processing times. In that case, the processing time for threads in the same CUDA block can differ greatly, which causes an increase in search time for most queries on the block. Thus, using a single thread for a single query cannot take full advantage of the power of a GPU. In our work, the DLSH algorithm divides the query into multiple small processes (probes), in order to balance the workflow of all CUDA threads. DLSH may have a lower number of concurrent queries; however, it can attain a significant average search speed by increasing the occupancy of the GPGPU.

2.5. kNN Search Using Multiple GPGPUs

Concerning research using multiple GPGPU devices for kNN search, in [16], Kato K. proposed the use of multiple GPU devices for handling multiple kNN search queries simultaneously. Similarly to our study, the method in [16] sends queries to all GPU devices, where each GPU has its own heaps to store temporary ranked kNN candidates and the final kNN results are merged at the end. However, the workflows of the GPU devices in [16] are completely independent of each other; the merging process only takes place when all slaves are done with their searches.

We recognize that this strategy may affect the performance of the whole search system; we called this strategy a “Blind search” in our research, which means that the GPU devices cannot see the current results of others. In [17], Johnson used multiple GPUs to process massive numbers of queries; however, the queries were divided into different GPUs, where each GPU device processed independently. Although there have been several studies using hashing on GPGPU for handing the kNN search problem [17], our study provides a new approach for the optimization of a parallel LSH algorithm using multiple GPGPUs.

In our recommended system, a group of GPGPUs is responsible for parallel searching over all the incoming queries and a Master (CPU) is used to control the workflows of all slaves (i.e., GPGPUs). Computer clusters containing a great number of general-purpose GPUs (GPGPUs) have grown stronger by taking advantage of parallel computing using graphics processing units (GPUs) [18]. The typical locality-sensitive hashing algorithm makes use of different data types and plays different roles in the system. In addition, a raw data set is essential, but its access time is very limited. It is, thus, ideal to
store the data set in the GPGPU's global memory [7]. Furthermore, the memory space required for a family of hash functions is very small, yet its access number is very high due to the calculation of hash values for every query. For this purpose, we can take advantage of the GPGPU's constant memory, which is small but supports high-speed access.

There exist several public Message Passing Interface (MPI) libraries for the C++ programming language that support use on parallel computers or supercomputers. The target of MPI is to transfer data among processes with high performance and scalability on various systems, as well as portability to different operating systems [19]. By using MPI, a program can be divided into multiple parallel processes; in our system, we use one Master process to control the workflows of the slave processes (GPGPUs). One computer node may have one or multiple GPGPU devices; we deliberately create MPI slave processes to match the number of GPGPU devices on that node. Then, we treat the slave processes fairly, regardless of which node they are in. Each slave process handles GPGPU tasks, such as loading the database, receiving queries, CPU-GPGPU communications, and broadcasting/receiving kNN results.

3. Our Previous Work: Muti-Thread Implementation of StagedLSH on Single GPGPU (CUStagedLSH)

In the first version of DLSH, presented in [6], the DLSH algorithm mainly aims to handle a real, dynamic data set and acquire high-performance parallel processing. This section will discuss the model design, the principles, and multiple-thread optimization of DLSH with a GPGPU.

The traditional search algorithm of StagedLSH uses continuous probes to search multiple buckets with multiple corresponding hash values. For the ANN search problem, StagedLSH can stop in the very first probe when an acceptable item is found. However, StagedLSH has 126 probes for the search process of a query. With the CUStagedLSH search algorithm on a GPGPU, we parallelize the probe processes of the queries in order to increase occupancy.

StagedLSH needs the Merger process to merge the new kNN results after every probe, which involves the duplication of comparisons of the same kNN results after each probe. To avoid this problem, we use multiple CUDA threads to process the StagedLSH probes. As shown in Figure 4, the temporary kNN results are stored in CUDA shared memory and the Merger process can be carried out only one time, after all probes are finished. Using this approach, CUStagedLSH can take advantage of both local memory and shared memory. Thus, CUStagedLSH can handle more kNN results than the original StagedLSH method.

Although the original StagedLSH approach uses 126 probes for each query, we deliberately created 128 threads to handle the tasks of 126 probes (where two threads are idle). By allocating 128 (2^7) threads, we can optimize the utilization of CUDA’s warp, which has 32 threads in each warp. The shared memory of each block is limited, so we use one block for the process of searching with respect to one query. This helps us to increase the rank size for the candidates of each thread. With 3584 CUDA cores, the P100 device can process 114,688 threads at once. With this number of parallel threads, the P100 GPGPU device is able to process 114,688 probes (i.e., ~900 queries) in the StagedLSH algorithm in parallel. We realized that a StagedLSH probe is an ideal process for a thread in GPGPU. However, in practical cases, some queries may stop before others, creating an empty slot for the un-processed queries on the same CUDA grid.

A comparison of CUStagedLSH versus other variants of LSH on GPGPU is given in Figure 5. On CPU, CUStagedLSH had a higher search speed than StagedLSH, in cases where these methods had the same recall [6]. However, CUStagedLSH is optimized for processing on GPGPU by parallelizing query probes and using shared memory. This meant that CUStagedLSH could process faster than StagedLSH when using GPGPU. StagedLSH and CUStagedLSH required less hash tables, which meant that StagedLSH and CUStagedLSH could process each probe faster. Entropy-Based LSH [20] has better accuracy when using a selective family of hash functions, but requires a longer amount of time due to the requirements of dynamic hash function allocation. The Basic LSH method was too simple for
processing with multiple probes and, so, the recall of Basic LSH was not high, with a single probe for each query.

Figure 4. CUStagedLSH: Hardware-oriented optimization of StagedLSH with multiple threads (1 CUDA block) to handle probes related to a query.

Figure 5. Search time for 10K queries on 1 million audio fingerprints for the approximate \( k \)NN search problem using a single GPGPU and the same number of probes.
4. Searching Strategy for Multiple DLSH Clusters on Multiple GPGPU Devices

Figure 6 represents our parallel searching system on multiple GPGPU devices, the data set is clustered using Algorithm 1 and sub-databases are stored by scattering in GPGPU memory. The GPGPU devices have been installed with the CUStagedLSH search method detailed in Section 3. Our model consists of one Master process and several slave processes to control the GPGPU workflows. The Master process accept the queries and broadcasts them to the slaves. After multiple search stages, the Master combines and returns the \(k\)NN results of slaves. With this model, we have basically solved the problem of big database management. However, two new problems have arisen in this system, when using multiple devices:

- **Blind search (Problem 1):** The search time for the same query may be different in different slaves. Without communication, the final search time is determined by the slowest slave. For example, slave 0 may need only 1 s to search (best-case scenario), while slave 1 takes 10 s (worst-case scenario); in this case, slave 0 must wait for slave 1 to finish before merging their results.
- **Result overflow (Problem 2):** The total number of \(k\)NN results among multiple slaves may exceed the rank size; that is, the slaves each determine their own \(k\)NN results, but the total \(k\)NN result may be higher than the rank size. This issue does not affect the accuracy, but the Master process requires more time to select the best \(k\)NN results and remove others.

4.1. Multiple StagedLSH Hash Tables

Due to the size of big data, the memory capacity of a single CPU/GPGPU device is not enough: distribution of the database to multiple devices is required. This problem can be tackled using a simple clustering algorithm with proper distance measurement of data/items. It is very important to deploy a clustering algorithm for real-time information retrieval systems.

We recommend using the locality-sensitive hashing clustering algorithm to divide the data into multi-data clusters for distribution. The clustering process will be conducted before generating the hash tables. Figure 7 shows an example of clustering a data set into two sub-databases. The system creates two separate data clusters, which contain different parts of the original data set. Through the use of the LSH hash function family, we can achieve locality-sensitive data/items in the same data cluster, similar to the idea of locality-sensitive data/items in a single bucket.

In cases in which the size of the main memory or GPGPU memory is limited, we have to limit the size of each data cluster during the clustering processing. This is a problem for many clustering algorithms, which cannot determine the limiting size for each data cluster.
We propose the use of a different list of the families of hash functions to cluster the data set. In Algorithm 1, \( \hat{H}_0 \) is the main family of hash functions for clustering, which is used to calculate the hashing index \( \hat{H}_i \) of \( x \). The data \( x \) will be directly assigned to a data cluster \( C^x_0 \), if possible. Whenever the limiting size of a data cluster \( C^x_0 \) is reached, we use the alternative hash family functions. The testing processes of these alternative \( \hat{H}_i \) will check other appropriate probes \( C^x_i \) to assign the current \( x \). This approach can also resolve the problem in which the number of devices is less than the output range of the hash function, by setting the upper bound sizes of excess data clusters to zero.

**Algorithm 1** LSH clustering approach for achieving limited-size data clusters.

**Require:** Data set \( X \), \( \hat{H} = \{ \hat{H}_0, \hat{H}_1, ..., \hat{H}_{s-1} \} \) (s hash functions each)

**Ensure:** Clustering the data set \( X \) into \( s \) data clusters \( \{X_0, ..., X_{s-1}\} \) with limited size of data clusters

1. \( \{X_0, ..., X_{s-1}\} \leftarrow \{\emptyset, ...\} \) ☞ Initialize
2. for each \( x \) in \( X \) do
3. for each family of hash function \( \hat{H}_i \) in \( \hat{H} \) do
4. \( \text{hash} \leftarrow \hat{H}_i(x) \) ☞ \( 0 \leq \text{hash} < s \)
5. if \( \text{FULL}(X_{\text{hash}}) \) then
6. \( X_{\text{hash}} \leftarrow X_{\text{hash}} \cup x \)
7. BREAK
8. end if
9. end for
10. if data cluster for \( x \) was not assigned then
11. \( X_i \leftarrow \text{Random data cluster that is not full.} \)
12. \( X_i \leftarrow X_i \cup x \)
13. end if
14. end for
15. return \( \{X_0, ..., X_{s-1}\} \)

4.2. Multi-Stage Search

To overcome **Problem 1** (Blind search), we propose to divide the search processing for queries into small stages. We create memory space for the Master and slave’s \( k \)NN results before the search process starts. After each stage, these memory spaces are synchronized among the MPI processes. The new \( k \)NN results are added to the empty slots after synchronization. Therefore, the Multi-stage search of a query can be stopped when the \( k \)NN result memory is filled. This helps to eliminate **Problem 1**. An example is shown in Figure 8, where the search processes of \( q_5 \) and \( q_6 \) can be stopped after stages 0 and 1, respectively. The \( k \)NN result array \( K \) is the collection of \( k \)NN results for every query \( q \) in \( Q \):

\[
K = \{k\text{NN}_\text{LSH}(q_1), ..., k\text{NN}_\text{LSH}(q_m)\}.
\]
However, there is still the problem of the worst-case scenario happening in an early stage, which causes the search time to be non-optimal (Query 3 in Figure 8 is an example). We can greatly reduce this problem by using a heuristic data cluster-selection scheme, which tries to search for the \(k\)\(NN\) results of a query in the slaves with a high likelihood of obtaining good \(k\)\(NN\) results first. The first search stage in the multi-stage search always takes part in the data cluster that has the same hash value as the query. In this case, we reuse the family of hash function \(\hat{H}_0\) for data clustering to calculate this Level 1 LSH. After the first search state, the query uses probes in the nearest data clusters to the data cluster that was searched first.

\[
\begin{align*}
q_1 & \quad q_2 & \quad q_3 & \quad q_4 & \quad q_5 & \quad q_6 & \quad \ldots & \quad q_m \\
\text{Stage 0: LSH Predict} & \quad \text{Stage 1: On slave 0} & \quad \text{Stop} & \quad \text{Stage 2: On slave 1} & \quad \text{Searching on first sub-database} & \quad \text{Searching on second sub-database} \\
\end{align*}
\]

**Figure 8.** Multi-stage search for an array of queries with multiple slaves.

### 4.3. Shuffling Parallel LSH Search (S-PLSH) for Multiple DLSH Clusters

S-PLSH is a Multi-stage search strategy that attempts to address Problem 2. S-PLSH can guarantee that the search probe of a query is only conducted by one slave at a time. This helps to reduce the result overflow of all queries in the buffer. By using S-PLSH, the searching order of slaves may be changed.

The shuffling search method includes multiple stages and requires transferring the results from a slave to other slaves. In Figure 9, the CUStagedLSH clusters have two devices/slaves and, so, there is a maximum of \((2 + 1)\) shuffle stages for the list of queries.

Algorithm 2 shows the scheduling of multiple slaves in the system. First, the Master transfers the query array to all slaves. The first search stage is the most important search stage, which uses the LSH hash function to predict the buckets of all queries within it. Then, after Stage 0, two slaves need to update their results to the Master, following which the Master updates its \(k\)\(NN\) results with the new ones before sending them back to the slaves. Note that there are several queries among the slaves that cannot find their ANNs due to a missed device. Before starting the resolver stages, each slave only needs to process \(\text{shuffle}\_\text{size} = \frac{m}{s}\) of the unsolved queries, where \(m\) is the size of the query buffer and \(s\) is the number of slaves.

Obviously, a higher number of slaves/devices leads to a higher number of search stages in S-PLSH. For a slave, a search stage of S-PLSH searches an average of \(\frac{m}{s}\) queries, and there is a maximum of \(s + 1\) search stages (one LSH Prediction stage and \(s\) Resolver stages). However, the number of \(k\)\(NN\) results received decreases, due to sufficient content or data cluster misses; therefore, we suggest cutting out a number of final search stages, in order to increase the search speed for the trade-off of decreased \(k\)\(NN\) result quality. After conducting experiments, we suggest the use of 2–4 Resolver stages, in order to balance the speed and accuracy of S-PLSH.

Another issue related to S-PLSH’s scalability is the overhead of the MPI message when using a high number of slaves. If \(m\) is the number of queries and \(k\) is the number of \(k\)\(NN\) results, an ANN result uses \(2 \times \text{sizeof}(\text{unit})\) bytes of storage (one unit for the index and one for the distance), and an MPI message for synchronization requires \(2km \times \text{sizeof}(\text{unit})\) bytes as the content size. With \(s\) slaves, we have total of \(2s\) messages to be sent. However, from the second search stage, the messages...
only contain \(2k/s\) results to be sent to the Master and, so, the total size required for S-PLSH is \(2km(2+s) \ast \text{sizeof(unit)}\) bytes for the whole search process. It is clear that the total content size of the packages varies linearly with the number of slaves and queries. This indicates that this topology is superior to that of broadcasting MPI messages from slaves to slaves, which requires \(s^2 - s\) MPI messages in each synchronization step.

**Figure 9.** Parallel shuffling search of multiple StagedLSH data clusters with MPI for 2 devices.

---

**Algorithm 2** S-PLSH search pseudocode on CUStagedLSH slave.

**Require:** \(Q = \{q_1, q_2, ..., q_m\}\), slave_ID, corresponding sub-database

**Ensure:** RESULT (kNN result array)

1: Initialize the system: Each slave loads its data set and hash table into main memory and GPGPU memory

2: Transfer Query buffer: Master node transfers the query buffer \(Q\) to all slave; Allocate RESULT for all processes

3: **State 0:** \(\Rightarrow\) LSH Prediction stage

4: **for** query \(q\) in \(Q\) **do**

5: \(\text{if } H(q) == \text{slave_ID then}\)

6: \(\text{RESULT}[q] \leftarrow \text{CUS\textsc{TAGED}\textsc{L}SH\textsc{S}EARCH}(q)\)

7: **end if**

8: **end for**

9: Synchronize RESULT array with the Master and other slaves.

10: **Resolver State** \(i (0 \leq i < m)\): \(\Rightarrow\) Resolver stages

11: \(\text{shuffle\_size} \leftarrow m/s\)

12: \(\text{shuffle\_index} \leftarrow \text{shuffle\_size} \ast ((\text{slave\_ID+i}) \mod m)\)

13: \(Q' \leftarrow Q(\text{shuffle\_index};\text{shuffle\_size})\)

14: **for** query \(q\) in \(Q'\) **do**

15: \(\text{if } \text{NOT}\_\text{FULL}(\text{RESULT}[q]) \text{ then}\)

16: \(\text{RESULT}[q] \leftarrow \text{RESULT}[q] \cap \text{CUS\textsc{TAGED}\textsc{L}SH\textsc{S}EARCH}(q)\)

17: **end if**

18: **end for**

19: Synchronize kNN result array with the Master.

20: **return**
5. Experimental Setup

Our target is to demonstrate that the proposed dynamic information retrieval system can work effectively on the Collaborative Filtering (CF) problem and, in particular, the \(k\)NN search problem. As real-time querying of the similarity content of audio/images is a common problem at present, we tested our system with a data set comprised of millions of audio fingerprints.

We aim to examine the impact of our proposed system on a large memory space with an enormous amount of data in the database. With the typical size of a HiFP2.0 feature being 512 bytes, for the test, we generated a set of 64 million HiFP2.0 features with a total size of 62 GB. To analyze the accuracy of both LSH and CUStagedLSH systems, we created numerous testing queries with different distortions from the data set and examined different numbers of hash functions in the generated family of hash functions.

The query set contained 10,000 items that differ from items in the data set, where every query item had its own ground truth \(k\)NN set containing the indices of items in the data set (32 true NNs for each query). The accuracy of \(k\)NN was examined by the percentage of correct results compared to the ground truth sets (i.e., the sets of true NNs to the queries in the data set). The recall is an accuracy measurement for a group of queries, which can be calculated as:

\[
\text{Recall}_k(Q) = \frac{1}{m} \sum_{q \in Q} \frac{|kNN(q) \cap GTkNN_k(q)|}{k},
\]

where \(kNN(q)\) is the \(k\)NN results of query \(q\) after searching and \(GTkNN_k(q)\) is the ground truth \(k\)NN set for \(q\). The precision was not important, as our method used the threshold to check the \(k\)NN candidates and ranked them in every probe.

The specifications of the testing computer are shown in Table 2. Each testing node had two P100 GPGPU devices and was able to create 32 MPI parallel processes.

6. Results and Comparison

6.1. Performance of S-PLSH on Multiple GPGPU Devices

First, we carried out experiments of Multi-stage search and S-PLSH, with different numbers of GPGPU devices.

As shown in Figure 10, when dealing with the same database that has the same number of queries, using multiple data clusters (Blind search) helps to reduce the search time by parallel processing on multiple processes. With a higher number of slaves, we can achieve a lower memory size of the database for each data cluster. The S-PLSH algorithm resulted in a shorter search time than Multi-stage search and Blind search, as used in [16], by skipping numerous probes. However, S-PLSH took time to share information among data clusters. As shown in Figure 11, the recall of S-PLSH was comparable with recall of Multi-stage search and Blind search. As S-PLSH has the potential to skip the probes that
have true approximate neighbors with the same similarity as the candidates on other data clusters, the accuracy of S-PLSH slightly decreased when the number of slaves increased.

In addition, in the case of the system with multiple slaves, the search speed can be affected by the bandwidth. Figure 10 shows the differences in slave search times on the same and different nodes. This shows, in the case of two slaves, the overhead of searching on different nodes (1 GPGPU/node) was about 5–7%. In addition, the distance computation between items takes most of the time in the searching process. When using HiFP2.0 audio fingerprint, taking bit-to-bit XOR operations for the sequences of 4096 bits takes more GPGPU clock cycles than the hashing computation of the vector of 4096 bits.

The impact of different synchronization strategies is shown in Figure 10, where S-PLSH* is the S-PLSH search using MPI messages broadcasted among slaves without using the Master as an intermediary. With a small number of slaves (e.g., 2–8), S-PLSH* showed better performance than S-PLSH, due to the fast transfer. It is clear that, with 10,000 HiFP2.0 features on 16 slaves, S-PLSH sent a total of 2.5 MB/(32 messages) of data for synchronization while S-PLSH* needed 18.75 MB/(240 messages). These amounts of memory were small, compared to the network bandwidth in the test computer. This indicates that the results are acceptable. There was a trade-off between bandwidth and performance in S-PLSH’s strategies. For this reason, S-PLSH* is not recommended for use in a search system with a higher number of slaves or with small bandwidth.

The synchronization performance results are shown in Figure 12. The linear effect of the number of items is clearly shown in this chart. As the message size is smaller with a higher number of slaves, our system was able to process more queries. To send large messages, we could divide them into small messages and send them multiple times. However, the sending time will sharply increase, due to the overhead of sending and receiving packages and management cost. The networks between processes on the same node were always faster than networks on different nodes, which made the synchronization time of eight slaves on two nodes higher than that of eight slaves on the same node. With 16 slaves, we could process the result synchronization process of 1 million queries in 5 s. However, in real-world cases, we do not need to process that many queries at once. Instead, we can split them up to ensure the maximum search time for all queries. The network in supercomputer become faster and faster, that makes our proposed system can reduce the overhead for sending and receiving data.

![Figure 10. Search time in basic parallel searches and S-PLSH searches on multiple CPUs and GPUs with 10K queries on 1 million audio fingerprints.](image-url)
Figure 11. Recall of basic parallel searches and S-PLSH searches on multiple CPUs and GPUs with 10K queries on 1 million audio fingerprints.

Figure 12. Synchronization time for different number of slaves vs. buffer size.

Finally, Figure 13 shows the scalability of S-PLSH for the big data set. We used most of the storage capacity of one P100 GPGPU (which had 16 GB memory) to store the database of 16 million HiFP2.0 audio fingerprints. Therefore, by using eight P100 GPGPUs, we could store the database of 64 million HiFP2.0 audio fingerprints. With the GPGPU, it was obvious that the search time of the system of eight slaves on 64 million items was similar to that of the system of four slaves on 32 million items, as the kernel of each slave had the same amount of tasks. However, the search processes in a CPU are serial, and the system can stop the search process of an earlier query before changing to other queries. This makes the searching process of a system using a CPU along with a with higher number of GPGPU shorter.
6.2. Comparisons

Table 3 compares the differences of our proposed system with other recent LSH distributed systems. PLSH [21] can support a dynamic data set by using a buffer for storing the new data/items that need to be added to the database. However, the PLSH system requires an interval updating process to add this buffer into the stable database. During that time, the temporary data/items cannot be reached for the NNS problem. Our method employs a single LSH data cluster per each node/device, which is more compatible with GPGPU memory. Further, SES-LSH [22] stores multiple LSH data clusters to increase performance by searching only in selected data clusters. This approach means that our method achieved more accuracy by fully shuffling the queries into all data clusters. We used more network connections among nodes and GPU Direct to reduce the computation of the Master node. This resulted in a reduction in the performance of our system, but meant our system had the best accuracy compared to other similar systems.

Table 3. The advantages and disadvantages of S-PLSH versus other recent multiple LSH cluster systems.

|                              | S-PLSH | SES-LSH | PLSH  |
|------------------------------|--------|---------|-------|
| Dynamic Data set             | Yes    | No      | Buffered |
| Data clusters/Node           | 1      | Multiple | 1     |
| Network connections          | 2n     | 2(n-1)  | N/A   |
| GPGPU Support                | Yes    | No      | No    |
| Fully shuffle search         | Yes    | No      | N/A   |
| Distributed HashTable        | Yes    | Yes     | Yes   |
| Hierarchical Searching       | Yes    | No      | Yes   |
| Parallel Searching           | Yes    | Yes     | No    |
| Speed                        | High   | Normal  | High  |

7. Conclusions

The proposed search method in this paper can work efficiently for both CPUs and GPGPUs. However, the use of GPGPUs is entirely suitable for an online real-time information retrieval system. As the memory size of a single GPGPU device is limited, we recommend clustering the data for multiple GPGPU devices. We also proposed a parallel shuffling search for multiple parallel data...
clusters. The S-PLSH method reduces the duplicated searching process by sharing information among nodes and sequentially swapping parts of the search array. S-PLSH can be reconfigured to suit different data sets and computer systems.

With the advantages of S-PLSH, the information retrieval systems using big data such as identify content that infringes copyright for audio, video, text or images can archive higher performance with the acceleration of GPGPU. On the other hand, the CUStagedLSH helps to handle numerous queries at once by increasing the occupancy of GPGPUs.

For future work, we will focus on optimizing the parallel shuffling search. We aim to reduce the network traffic between slaves, in order to increase the performance of parallel CUStagedLSH on computers with a massive number of nodes.
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