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ABSTRACT
We present an analysis of anomaly detection for machine learning redshift estimation. Anomaly detection allows the removal of poor training examples, which can adversely influence redshift estimates. Anomalous training examples may be photometric galaxies with incorrect spectroscopic redshifts, or galaxies with one or more poorly measured photometric quantity.

We select 2.5 million ‘clean’ SDSS DR12 galaxies with reliable spectroscopic redshifts, and 6730 ‘anomalous’ galaxies with spectroscopic redshift measurements which are flagged as unreliable. We contaminate the clean base galaxy sample with galaxies with unreliable redshifts and attempt to recover the contaminating galaxies using the Elliptical Envelope technique. We then train four machine learning architectures for redshift analysis on both the contaminated sample and on the preprocessed ‘anomaly-removed’ sample and measure redshift statistics on a clean validation sample generated without any preprocessing. We find an improvement on all measured statistics of up to 80% when training on the anomaly removed sample as compared with training on the contaminated sample for each of the machine learning routines explored. We further describe a method to estimate the contamination fraction of a base data sample.
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1 INTRODUCTION
Photometric surveys can be maximally exploited for large scale structure analyses once galaxies have been identified and their positions on the sky and in redshift space have been measured. Measuring accurate spectroscopic redshifts is costly and time intensive, and is typically only performed for a small subsample of all galaxies. For this subsample of galaxies one may learn a mapping between the measured photometric properties, and the spectroscopic redshift. This mapping can then be applied to all photometrically identified galaxies to estimate redshifts. This is the basis of machine learning, and inherently assumes that the galaxies used to construct the mapping form an unbiased and uncontaminated sample of the final dataset.

Recent work by the current authors shows that if the base training sample is biased compared to the final sample, it may be augmented, e.g., by adding galaxies from simulations, to make the data sets appear more similar \cite{Hoyle2015}. The data augmentation process has been shown to improve the redshift estimate of the final test sample. In this paper we examine the problem of identifying poorly measured galaxy properties which contaminate the base training set. The contamination may be due to incorrectly measured spectroscopic redshifts, or unreliable photometric properties.

Photometric redshifts are also estimated by parametric techniques, for example from galaxy Spectral Energy Distribution (hereafter SED) templates. Some templates encode our knowledge of stellar population models which result in predictions for the evolution of galaxy magnitudes and colors. This parametric encoding of the complex stellar physics coupled with the uncertainty of the parameters of the stellar population models combine to produce redshift estimates which are little better than many non-parametric
techniques (see e.g., Hildebrandt et al. 2010 Dahlen 2013 for an overview of different techniques).

When a representative training sample is available, machine learning methods offer an alternative to template methods to estimate galaxy redshifts. The ‘machine architecture’ determines how to best manipulate the photometric galaxy input properties (or ‘features’) to produce a machine learning redshift. The machine attempts to learn the most effective manipulations to minimize the difference between the spectroscopic redshift and the machine learning redshift of the training sample.

The field of machine learning for photometric redshift analysis has been developing since Tagliaferri et al. (2003) used artificial Neural Networks (aNNs). A plethora of machine learning architectures, including tree based methods, have been applied to the problem of point prediction redshift estimation (see e.g. Sanchez 2014 for a further list and routine comparisons), or to estimate the full redshift probability distribution function (hereafter pdf, Gerdes et al. 2010; Carrasco Kind & Brunner 2013; Bonnett 2013; Rau et al in prep.). Machine learning architectures have also had success in other fields of astronomy such as galaxy morphology identification, and star & quasar separation (see for example Lahav 1997; Yeche et al. 2009).

It is often assumed that the training data does not contain galaxies with unreliable spectroscopic redshift estimates, or does not contain galaxies with incorrectly estimated photometric properties. However the contamination of a training sample can adversely affect the recovered machine learning redshifts. The authors Cunha et al. (2014) used simulated spectra to show how the cosmological constraints in other fields of astronomy such as galaxy morphology identification, and star & quasar separation (see for example Lahav 1997; Yeche et al. 2009).

Previous work on outlier analysis has been confined to examining the properties of the machine learning redshifts after the system has been trained. For example, photometric redshift ‘outliers’ which actually sit in a different redshift bin than expected, can be identified by cross correlating data across bins (see e.g., Schneider et al. 2006; Bernstein & Huterer 2010; McQuinn & White 2013). Training data can also be carefully removed if the final machine learning redshift and the spectroscopic redshift are found to be very dissimilar (Cunha et al. 2014). More recently outlier detection has been performed on galaxies after a pdf has been obtained, by examining the pdf for multiple peaks or other irregularities (Carrasco Kind & Brunner 2014a). All of these methods enable the construction of a cleaner final sample of galaxies. However the cleaned sample must first be carefully checked to ensure that a sample bias has not been introduced before being used for scientific analysis. In particular the final test sample must be made to be representative of the cleaned training sample.

In this paper we explore the effect of performing outlier analysis, or anomaly detection, on the training sample to identify discrepant photometric data, or unreliable spectroscopic redshifts before the sample is used to estimate a machine learning redshift. We then show how the removal of this anomalous data improves the machine learning redshift metrics for two very different groups of machine learning architectures.

This paper is organized as follows: In §2 we describe the data sample and the machine learning methods employed; we present the anomaly analysis and improvement to the redshift estimates using the anomaly detection in §3 and conclude in §4.

2 DATA AND MACHINE ARCHITECTURES

In this study we use observational data drawn from the final SDSS data release, and explore a selection of machine learning architectures for anomaly detection and machine learning redshift estimation.

2.1 Observational dataset

The observational data in this study are drawn from SDSS III Data Release 12 (Alam et al. 2015). The SDSS I-III uses a 4 meter telescope at Apache Point Observatory in New Mexico and has CCD wide field photometry in 5 bands (u, g, r, i, z). Gunn et al. 2006 Smith et al. 2002, and an expansive spectroscopic follow up program (Eisenstein 2011) covering π steradians of the northern sky. The SDSS collaboration has obtained more than 3 million galaxy spectra using dual fiber-fed spectrographs. An automated photometric pipeline performs object classification to a magnitude of r ≈ 22 and measures photometric properties of more than 100 million galaxies. The complete data sample, and many derived catalogs such as the photometric properties, are publicly available through the CasJobs server (Li & Thakar 2008).

The SDSS is well suited to the analyses presented in this paper due to the enormous number of photometrically selected galaxies with spectroscopic redshifts to use as training and test samples. In particular if a galaxy spectra is obtained and subsequently found to be erroneous by the processing pipeline, the flag ‘zWarning’ is set to be larger than 0. For the SDSS dataset the quality flag zWarning is a good estimator of the reliability of the spectroscopic redshift. This is not always true for other spectroscopic surveys or datasets e.g. PRIMUS (e.g. see Bonnet al in prep. Coil et al. 2011; Cool et al. 2013). Furthermore the SDSS galaxies which have unreliably measured redshifts are often followed up at a later date and new spectra are obtained. Many of these new spectra often do not incur warnings during processing. It is exactly these cases which are utilized in this paper. Firstly we identify galaxies with at least one poorly measured spectrum and one well measured spectrum. Then we extract all occurrences of these galaxies from the base sample. We then assign the unreliably measured spectroscopic redshift to the galaxy and then contaminate the clean base sample with this galaxy. Finally we use machine learning to try to identify the galaxies which have unreliable spectroscopic redshifts from those with reliable redshifts.

We select all objects from CasJobs with both spectroscopic redshifts and photometric properties which are classified as galaxies by the photometric pipeline. This sample will also include some contamination from stars and quasars. In detail we run the MySQL query shown in the appendix. The query extracts 2.5M galaxies with a range of photometric and spectroscopic qualities. The data selection is very
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We present the distribution of absolute R magnitude against redshift in the top panel of Fig. 1 and mark the reliable and unreliable data by the circle and starred data points respectively. The bottom panel of Fig. 1 shows the redshift distribution of the full galaxy sample by the grey line. The orange line shows the redshift distribution of those galaxies which have both a reliable and an unreliable redshift. We will remove these galaxies from the base sample. The blue line shows the distribution of unreliable redshifts for those galaxies which we have just removed. We will use these galaxies with unreliable redshifts later to contaminate the base sample.

The top panel of Fig. 1 shows that both the redshift distribution and the absolute magnitude distribution of the galaxies with reliable and unreliable redshift estimates are very different. The unreliable spectroscopic redshift distribution is peaked at higher redshifts. The distribution of unreliable data is also peaked at brighter absolute magnitudes. This is because the photometrically measured apparent magnitudes are unchanged, and therefore the offset is correlated with redshift. The bottom panel shows that the sample of galaxies with both reliable and unreliable redshifts are representative of the full base sample. As expected the unreliable redshift distribution appears to be very different from the redshift distribution of the base sample.

In the analysis which follows we construct two training samples. The first is drawn from the base sample of data with reliable redshifts which has then been contaminated with anomalous data that has unreliable redshift estimates. The second training system is the first sample with a preprocessing step to remove anomalous data. We describe the method to pre-process the data in detail in §3.4.2. Finally we construct a validation, or ‘test’ sample which is not used during training. The validation sample is always drawn from a non-overlapping set of base data which have reliable redshifts. We describe the construction of these samples in more detail in §3.4.3.

In this work we have concentrated on the following eight features for outlier estimation; the spectroscopic redshift and error, $r$ band magnitude, the following colors: $g-i, g-r, r-i, z-r$, and the Petrosian radius measured in the $r$ band. Of course will only use the photometric quantities when estimating redshifts. Previous work has shown that there are many other readily obtained photometric features which also have strong predictive power when estimating redshifts (Hoyle et al. 2014).

2.2 Anomaly identification

We use the robust scikit-learn (Pedregosa et al. 2011) package called Elliptical Envelope routine as our base anomaly detector. We briefly describe the routine below, and refer the reader to Hubert & Debruyne (2010) for a review.

The Elliptical Envelope routine models the data as a high dimensional Gaussian distribution with possible covariances between feature dimensions. In short it attempts to find an boundary ellipse that contains most of the data. Any data outside of the ellipse is classified as anomalous. The Elliptical Envelope routine uses the FAST-Minimum Covariance Determinate (Rousseeuw & Driessen 1999) to estimate the size and shape of the ellipse.
In detail, the FAST-Minimum Covariance Determinate routine selects non overlapping subsamples of data and computes the mean $\vec{\mu}$, and covariance matrix $C$, in each feature dimension for each subsample. The Mahalanobis distance $d_{MH}$, is computed for each multidimensional data vector $\vec{x}$, in each subsample and the data are ordered ascendingly by $d_{MH}$. The Mahalanobis distance is defined by

$$d_{MH} = \sqrt{(\vec{x} - \vec{\mu})^T C^{-1} (\vec{x} - \vec{\mu})} \quad (1)$$

which reduces to the Euclidean distance if the covariance matrix is the identity matrix, and the normalised Euclidean distance if the covariance matrix is diagonal. To summarise; the Mahalanobis distance measures how many ‘sigma’ a data point is from the mean of a distribution.

The FAST-Minimum Covariance Determinate method continues by selecting subsamples from the original samples, with small values of $d_{MH}$. The mean, covariance, and the values of $d_{MH}$ of the subsamples are again computed. This procedure is iterated until the determinate of the covariance matrix converges. The covariance matrix with the smallest determinate from all subsample forms an ellipse which encompasses a fraction of the original data. Data within the ellipse surface are labeled as ‘inliers’, and data outside of the ellipse are labeled as ‘outliers’ or anomalous, which may then be removed.

The hyper-parameter of the Elliptical Envelope routine is the contamination rate $n$, which is the apriori assumed fractional contamination rate of the data sample. We explore this hyper-parameter in our subsequent analysis, but note that this parameter does not need to be known to high accuracy before using the routine. We further present a method to estimate the contamination fraction from the data in §3.3. The contamination rate hyper-parameter $n$, describes approximately how much of the data sample should sit outside of the enclosing high dimensional ellipse that contains the majority of the data.

### 2.3 Tree based methods

One of the machine learning architectures to estimate galaxy redshifts used in this work is the scikit-learn architecture called Quantile regression, which can include the use of the median value, as opposed to the mean value when constructing the loss function for regression trees. We use the scikit-learn package called GradientBoostingRegressor (Friedman 1999, 2001) which accepts a parameter to determine type of loss function, for example ‘least squares’ corresponding to mean regression, and ‘quantile’ with a corresponding value of 50% for median regression. For both mean and median regression we again fix the hyper-parameters of the machine learning architecture to be the same as that of the section above, except for the choice of loss function.

The loss function $L(u)$, is the method that the learning algorithm uses to find the best fitting model parameters. For trees the best fitting parameters can be the numerical values along the feature dimensions at which a split is chosen. The mean regression loss function is the least squares loss function given by

$$L(u) = \frac{1}{N} \sum_{i=0}^{N} (y_i - u)^2 \quad (2)$$

where the sum runs over each of the $N$ data $y_i$ on each leaf node on the tree. The least squares loss function is sensitive to outliers, and so we would expect it to be more affected by outliers in the training set. For median regression the loss function is given by

$$L(u) = \frac{0.5}{N} \left( \sum_{y_i < u} |y_i - u| + \sum_{y_i \geq u} |y_i - u| \right) = \frac{1}{N} \sum_{i=0}^{N} |y_i - u| \quad (3)$$

which is less sensitive to outliers because of the linear dependence on the differences between values $y_i$ and $u$. We compare the results of training these different architectures on contaminated, and outlier removed data samples in §3.4.1.

### 2.4 Self Organising Maps

Another popular machine learning architecture is the Self Organising Map (Kohonen 1997, hereafter SOM), which have recently been used for redshift estimation (Geach 2012). SOMs are also being used in combination with template fitting routines for photometric redshifts (Greisel et al in prep). We use the public implementation of a SOM,
called SOMz [Carrasco Kind & Brunner 2014b] which we briefly describe below. We refer the reader to Carrasco Kind & Brunner (2014b) for more details.

SOMz combine neural networks with dimensionality reduction and similarity clustering. The SOMs are evolved from random starting weights such that training examples with similar high dimensional inputs appear clustered in a two dimensional space of pixels. The map evolution is unsupervised because it is performed by only examining the input features. Once the SOMz is stable, the training examples are again passed through the map, and the values of the output feature are combined to produce an output value for each pixel. New data are passed through the SOMz and the pixel, or nearby pixels, which have the largest activation values contribute to the predicted value returned.

In this work we choose to fix the hyper-parameters of the SOMz to have a spherical map geometry with 768 (= 12×8×8) pixels and we perform 100 training iterations. For a full analysis on the effect of using different hyper-parameters with SOMz see Carrasco Kind & Brunner (2014b). Again we mention that tuning these hyper-parameters can lead to a large amount of improvement, however this is not the focus of this work.

3 ANALYSIS AND RESULTS

We first introduce the anomaly detection method to both identify the inserted contaminating galaxies with unreliable redshifts, and then to build a cleaner training sample. We then provide a method to estimate the contamination fraction of a dataset. Finally we train separately on both the full contaminated sample, and the cleaned sample, and show the effect on the measured statistics of the machine learning redshift as calculated on an independent and single cross validation sample.

3.1 Anomaly identification

We examine the ability of the Elliptical Envelope method to correctly identify the galaxies with unreliable redshift estimates that we use to contaminate the training sample. We perform more than 250 sets of independent analysis for both the Adaboost, and SOMz machine learning architectures. We initially randomly select a number $N_c$, where $100 < N_c < 6730$, galaxies with unreliable redshifts, and combine them with $N_g$ randomly selected galaxies with reliable redshifts from the base sample. We restrict $N_g$ to values $3 \times N_c < N_g < 100k$.

We then construct a training and cross validation sample from this combined sample and perform feature normalization on all of the features. Throughout this paper we ensure that the cross validation sample is only drawn from those galaxies with a reliable redshift estimate, because it would be irrelevant to try to predict the redshift of galaxies with unreliable redshift estimates. For this training sample we explore a range of values of the hyper-parameter $n$, ranging from $10^{-5} < n < 0.5$, corresponding to different initial
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\caption{The percentage of correctly identified outlier galaxies as a function of the hyper-parameter $n$, which measures the input contamination fraction best guess. The dispersion of data at fixed $n$ is due to the different randomly selected combined samples of random size. The dark lines show the mean of the distribution and the upper and lower shaded regions show the 68% spread of the data. The black error bar shows the actual range of contamination fractions, which correspond to the number of galaxies with unreliable redshifts inserted into the base sample. Each of the 250 experiments has a different inserted contamination fraction.}
\end{figure}

‘best guesses’ of the expected contamination fraction as used by the Elliptical Envelope routine.

For each value of $n$ the anomaly detection code produces a classification of either ‘inlier’ or ‘outlier’ for each galaxy. We determine the percentage of correctly identified outlier galaxies which have an unreliable redshift, and also the percentage of potentially incorrectly identified galaxies with a reliable redshift. We note that the galaxy sample with reliable redshifts may however be an outlier along a different feature dimension other than the spectroscopic redshift.

In Fig. 2 we show the percentage of correctly identified galaxies with unreliable redshifts as a function of the contamination hyper-parameter $n$. The dispersion of data at fixed $n$ is due to the different randomly selected combined samples of random size. The dark lines show the mean of the distribution and the upper and lower shaded regions show the 68% spread of the data. The black error bar shows the actual range of contamination fractions, that correspond to the number of galaxies with unreliable redshifts inserted into the base sample. Each of the 250 experiments has a different inserted contamination fraction.

We find that the fraction of data with unreliable redshifts which is classified as anomalous, or an outlier, is between one and two orders of magnitude larger than the corresponding fraction of data with reliable redshifts. This demonstrates the success of the Elliptical Envelope technique to identify data with unreliable redshift estimates. We next explore which of the contaminating data with unreliable redshifts is classified as anomalous, and show projections through the data in Fig. 3. In the top panel of Fig. 3 the transparent circles show the redshift and apparent magnitude distribution of the base sample contaminated with unreliable redshifts. The blue stars show which of those galaxies are classified as being outliers using the El-
data with reliable redshifts in the top panel. These clouds of data correspond to the different observing phases of the SDSS.

The bottom panel of Fig. 3 shows that the number of galaxies with unreliable redshifts which are not classified as anomalous decreases as the contamination fraction hyper-parameter \( \eta \) increases. We also note that the most extreme examples of galaxies with very anomalous unreliable redshifts are preferentially removed as \( \eta \) increases. The sharp drop at the x-axis location of 0.01 is due to the construction of the contaminating data sample.

We have also explored the use of One Class Support Vector Machines \citep{Cortes1995} as the machine learning anomaly detector, but do not find an improvement over the results using the Elliptical Envelope method. This suggests that a hyper dimensional ellipse provides a good model to enclose, and therefore identify, the non-anomalous data.

### 3.2 The distribution of data with anomalies removed

We explore how the distribution of galaxies changes as a function of the contamination hyper-parameter \( \eta \), as compared to the initial sample. We construct a sample of size 100k which is contaminated with 3k galaxies with unreliable redshifts.

We perform anomaly detection on the contaminated sample for different values of \( \eta \). In Fig. 4 we show the distribution of spectroscopic redshift against apparent magnitude in the \( r \) band, for three different values of \( \eta \) indicated in each panel. The combined sample in each case is shown by the solid lines, and the sample with anomalous outliers removed is shown by the thick dotted lines.

Fig. 4 shows that as the contamination hyper-parameter increases above \( \eta > 0.01 \) so the distribution of galaxies becomes biased with respect to each other. For small values of \( \eta \) the distributions are mostly unaffected. If there is no anomalous data, and the Elliptical Envelope routine is expecting a large fraction of contaminated data, then even clean data is removed, however if anomalous data is indeed present, then the routine will detect it. This behavior can also be seen in Fig. 2.

In the next section we derive a prescription to estimate the contamination fraction from the base data that may be contaminated.

### 3.3 Estimating the contamination fraction

We next provide a prescription to make an empirical initial estimate for the contamination fraction. We note that the Elliptical Envelope method is not very sensitive to the exact value of the contamination fraction, as shown in Fig. 2, and therefore we are interested in obtaining an order of magnitude estimate. We use the measured values of Mahalanobis distance \( d_{MH} \), to estimate the contamination rate.

To make this analysis more realistic we construct a base, and contaminated sample, with more stringent selection criteria on the allowed photometric and spectroscopic errors. We select galaxies which pass the following selection criteria: measured errors in \( r,g,i \) bands between 0 <\text{error}< 0.2
and spectroscopic redshifts greater than 0 and spectroscopic redshift errors between 0 <error< 0.001. This reduces the base sample with reliable redshifts to 2.1M and the sample with unreliable redshifts to 3017.

For this analysis we construct 250 datasets, which again contain a random amount of data with unreliable redshifts, and a random sample of base data with reliable redshifts. We use the Elliptical Envelope technique with a range of contamination fractions 0.001 < n < 0.5, to measure $d_{MH}$ of the data for each value of n. We note that the dimensionality of the input feature space $N_D$, is 8, as described in 2.1. We then assign the class ‘outlier’ to data that satisfies $d_{MH} > N_{sig}$. We find that the choice of $N_{sig} = 2^{N_D}$ provides a good estimation for the outlier fraction, and discuss the robustness of this value below.

Fig. 4 shows the fractional contamination rate of data with unreliable redshifts inserted into the base sample against the estimated contamination fraction using the Mahalanobis distance $d_{MH}$. The error bars are inflated by a factor of 10, and show the 68% spread of results using different values of the contamination hyper-parameter n, when using the Elliptical Envelope technique to measure $d_{MH}$.

We note that a large range $1.75^{N_D} < N_{sig} < 3^{N_D}$ of values corresponding to $88 < N_{sig} < 6560$ also produce reasonable ‘order of magnitude’ estimates of the inserted contamination fraction. As an illustrative example we could, compare this result to the case of a two dimensional Gaussian distribution of width $\sigma$, this relationship is equivalent to assigning the classification of outlier to data that is more than $4\sigma$ away from the mean value.

3.4 Machine learning redshifts from anomaly removed training data

We next present the effect on the machine learning redshift if we train only on the training sample with anomalous data removed, instead of training on the full contaminated sample. We remove anomalous data using the Elliptical Envelope technique. We choose to use Adaboost and SOMz in independent sets of analyses.

In each set of analyses we first train on the contaminated training sample, and then use the Elliptical Envelope method with a fixed contamination fraction hyper-parameter n, to remove anomalous data, irrespective of whether or not they are drawn from the sample with reliable or unreliable redshift estimates. This produces a cleaned training set, which we then independently train on. We refer to this as the ‘cleaned’ training sample in what follows.

We construct a cross-validation sample drawn from galaxies with reliable spectra. To make a fair comparison later, we do not modify the cross-validation sample at all, irrespective of their inlier or outlier definitions. We then pass the same cross-validation sample through both learned systems, and obtain a machine learning redshift estimate $z$ for each galaxy.

We construct the redshift scaled residual vector $\Delta_\nu = (z - \text{specz})/(1 + \text{specz})$ and measure the following metrics: [$\mu$, $\sigma_{z68}$, $\sigma_{z95}$], corresponding to the median value of $\Delta_\nu$, and the values corresponding to the 68% and 95% spread of $\Delta_\nu$, and we additionally measure the ‘outlier rate’ defined as fraction of galaxies for which $|\Delta_\nu| > 0.15$. Note that the outlier rate here has a different, albeit related, definition from the anomaly detection sections. We repeat this
analysis for Adaboost and SOMz, and then repeat the entire analysis for a different value of \( n \). We perform 250 sets of experiments, each with a randomly selected initial training sample of data with reliable and unreliable redshifts, and with a randomly selected cross-validation sample.

In Fig. 4 we show the percentage relative improvement when training on the anomaly cleaned sample instead of the initial contaminated sample on each of the measured statistics, as a function of the hyper-parameter \( n \). In the left hand panel we show the results of the analysis with Adaboost, and in the right hand panel we show the results with SOMz. The lines and shaded regions again correspond to the median and 68% of the distribution.

In both sets of analysis we find that for very small values of \( n < 0.001 \), corresponding to a removal of 1% of data with unreliable redshifts, and 0.05% of data with reliable redshifts (see Fig. 4), we find a small improvement in the measured statistics at the level of a few percent or less. For increasing values of \( n \) to 0.07, corresponding to a removal of 70% of unreliable data and 3% of reliable data, we find the improvement in the metrics for both machine learning systems with values between 20% and 80%. The metrics most affected by the removal of anomalous data are the median values, and the tails of the distribution, namely \( \sigma_{05} \) and the outlier fraction \( |\Delta_\sigma| > 0.15 \). The slight decline in improvement of some metrics at large values of \( n \) can be understood by examining Fig. 4 which shows how the cleaned, and initial samples become more unrepresentative of each other as \( n \) increases.

Fig. 3 shows the relative improvement for each of the two machine learning techniques. We also perform a comparison between these two machine learning architectures and show the results in the top two rows of Table 1. We note that this is not the main objective of this work because similar comparisons have already been performed (e.g., Carrasco Kind & Brunner 2014b). The table shows the machine learning architecture used and the effect of training on both the data sample that is contaminated with unreliable redshifts, and the data sample with outliers removed using the Elliptical Envelope technique. We show the the measured statistics in the final four column headings. The quoted values are the median values at fixed \( n = 0.07 \) of the 250 samples that each have a different inserted contamination fraction. We note that Adaboost outperforms the SOMz algorithm on all metrics by a factor of \( > 2 \) when training on the contaminated samples, and is comparable with or outperforms the SOMz algorithm when training on the cleaned samples. We have chosen to show the results obtained for a contamination hyper-parameter value \( n = 0.07 \), but note the same behavior is found for all values of \( n \).

We note that both panels of Fig. 3 show improvement as the base sample is cleaned of contaminating data. This shows that the machine learning routines for which the improvement is the greatest, are the least robust techniques to use when presented with some fraction of anomalous training data. We further explore other techniques which are less susceptible to anomalous training data in 3.4.1.

During this work we assume that the cross validation sample is not contaminated with anomalous data, which is true by construction. However this may not be true of other data sets. In such cases one could perform anomaly detection on both the training, cross validation, and test sets to remove outliers from the full sample. If the sample anomaly detection results were applied a final test sample, this would result in a fair analysis. However one would need to check that this preprocessed data is suitable for the final science application at hand. One further method would be to identify anomalous cross validation data, and then investigate these data to understand why they have been so classified.

### 3.4.1 Mean vs Median regression

We next explore the machine learning architecture called mean and Quantile, or median, regression. Quantile regression can use the median, as opposed to the mean value when constructing the loss function for boosted regression trees. We expect median regression to be less strongly affected by contamination in the training data. For comparison with 3.2 using Adaboost, we construct very similar machine learning architectures using the same hyper-parameters and only vary the loss function. We continue by applying the same formalism as before: we first train on the contaminated data sample, and then use the Elliptical Envelope method to remove outlier data, and finally retrain on the cleaned data sample. We show the results of using mean regression in the left hand panel of Fig. 4 and we show the results using the median regression in the right hand panel. Again we show the actual spread of the inserted contamination fraction using the galaxy sample with unreliable redshifts is shown by the black starred data point and error bar.

We find that both machine learning architectures show large improvement in the measured statistics \( |\mu| \) and \( |\Delta_\sigma| > 0.15 \) when the data sample is pre-cleaned using the Elliptical Envelope technique. This again shows how poorly the base routines perform on anomalous training data. As expected from the effect of outliers on the loss functions, we find that mean regression is more affected by contamination than median regression. We note that the dispersion measures \( \sigma_{05} \) and \( \sigma_{95} \) are very well controlled for the median regression architecture. We show the absolute values for each of the measured metrics in the third and fourth rows of Table 1. We again show the values of each of the measured statistics, averaged over the 250 samples, for a chosen value of the contamination hyper-parameter \( n = 0.07 \).

Comparing quantile and median regression with the SOMz and Adaboost routines is not the primary focus of this work (see e.g., Dietterich 2000, Caruana & Niculescu-Mizil 2005) but we note that Adaboost with decision trees for regression is the best performing machine learning architecture on all measured statistics. However the continued success of Adaboost with contaminated data appears to be in disagreement with studies that include a large fraction of label noise in classification tasks (Dietterich 2000). This may be an artifact of the chosen datasets and how noise is added to the data.

### 3.4.2 Anomaly detection using a cleaner galaxy sample

In the previous sections we use data samples with very relaxed selection criteria, which allows both photometric, and spectroscopic data with large measured errors to be included in the base sample. We now examine the effect on the machine learning redshift if one chooses to use a base galaxy...
Figure 6. The percentage relative improvement when training on the cleaned sample instead of the full sample on each of the measured statistics, as a function of the hyper-parameter $n$. In the left hand panel we show the analysis with Adaboost, and in the right hand panel we show the improvement with SOMz. The black error bar show the actual range of contamination fractions, which correspond to the number of galaxies with unreliable redshifts inserted into the base sample. Each of the 250 experiments has a different inserted contamination fraction.

Figure 7. These panels are similar to those in Fig. 6 and also include a data sample contaminated with unreliable redshifts. In the left hand panel we show the analysis with mean regression, and in the right hand panel we show the relative improvement using median regression. The black error bar show the actual range of contamination fractions, which correspond to the number of galaxies with unreliable redshifts inserted into the base sample. Each of the 250 experiments has a different inserted contamination fraction.

We repeat the above analysis by again contaminating the base sample and using the Elliptical Envelope method to clean the sample, and then train Adaboost and SOMz for redshift analysis on both contaminated, and cleaned samples. We again find a similar distribution of improvements in the redshift metrics as a function of the contamination hyper-parameter $n$, but with a slightly reduced amplitude. The improvement for Adaboost ranges from 15% for the outlier fraction, to 85% for the median value, and the improvement for SOMz ranges from 40% for $\sigma_{68}$, to 95% for the median value.

3.4.3 Anomaly detection of non-contaminated galaxies

We also examine the effect on the machine learning redshift if one uses only the base galaxies with a reliable spectroscopic redshift, without the addition of galaxies with unreliable redshifts. We continue as before by determining inliers and outliers as a function of the hyper-parameter $n$. In this section ‘anomalous data’ could mean that a photometric magnitude in a particular band is very different from other similar galaxies at that redshift.

We proceed by again separately training Adaboost and the SOMz on both the initial training set and the cleaned training set. We present the results of this analysis in Fig. 8. Note that the y-axis scale is different between panels, and we have not shown $|\mu|$ due to the large scatter seen on this metric, caused by $|\mu|$ being very small.
If we adopt a contamination fraction hyper-parameter of $n < 0.005$ and remove anomalous data, we find a very slight improvement at the level of ~ 1% using Adaboost and up to 4% using SOMz in the measured metrics. Note that the relative error on $|\mu|$ is unstable, although $|\mu|$ does remain small. As $n$ increases, the SOMz continue to benefit from a cleaned training sample, whereas Adaboost begins to degrade in its predictive power.

The degradation in the measured statistics seen at large values of $n$ in Fig. 8 can be attributed to the removal of representative training data as seen in Fig. 4. Recall that the validation set is a random sample from the uncontaminated data with reliable redshifts, and thus would more closely resemble the solid lines in Fig. 4. For increasing values of $n$, the training and validation samples become more unrepresentative and a machine learning system would naturally degrade. We do note that SOMz appear to be less affected by small differences in the training and test data sets, but also degrade in predictive ability once the samples become very unrepresentative.

In the last two rows of Table I we quote the median values on each of the measured statistics from each of the samples when both training on, and further cleaning, these uncontaminated galaxy samples. We note that the effect of training on the further cleaned sample improves the measured statistics using SOMz by a few percent, but can degrade some of the measured statistics by a few percent when using the Adaboost algorithm with decision trees.

An interesting future application which is being explored by the authors is to trim the anomalous data and then apply data augmentation (see Hoyle et al. 2015) techniques to make the training and test samples again more representative.

## 4 CONCLUSIONS

Photometric galaxy catalogs can be maximally exploited for cosmological analyses once galaxy redshifts have been measured spectroscopically, or estimated photometrically. Machine learning architectures can map easily measured photometric features to spectroscopic redshifts for a subset of ‘training’ data with both quantities. This mapping can then be used to estimate redshifts for all photometrically selected galaxies.

However machine learning does require that the base training sample which is used to learn the mapping is representative of the final, or ‘test’, data sample. This means that the training sample spans a similar input feature space as the test sample, and does not contain anomalous data, such as galaxies with incorrect spectroscopic redshifts.

In earlier work (Hoyle et al. 2015), the current authors examined how the training and test samples can be made more representative of each other by using techniques from data augmentation. Data augmentation draws on third party sources of data, or modified initial data, to enhance a base training sample to make it resemble the test sample. In this work we examine the ability of machine learning architectures to identify and remove anomalous data.

Previous work on outlier analysis has been confined to examining the properties of the machine learning redshifts after the system has been trained. For example, photometric redshift ‘outliers’ which actually sit in a different redshift bin than expected, can be identified by cross correlating data across bins (Schneider et al. 2006; Bernstein & Huterer 2010). More recently outlier detection has been performed on a sample of galaxies after a probability distribution function (pdf) has been obtained, by examining the pdf for multiple peaks or other irregularities using a Naive Bayes based method (Carrasco Kind & Brunner 2014a). These methods enable the construction of a cleaner final sample of galaxies which can then be used for scientific analysis. However these final samples need to be carefully checked for the presence of biases, and any new test samples must be made to be representative of the cleaned training sample.

In this work we explore the effect of performing outlier analysis, or anomaly detection, on the training sample to identify discrepant photometric data, or unreliable spectroscopic redshifts before the sample is used to estimate a machine learning redshift.

To perform this analysis we construct a base data sample of 2.5M galaxies from the SDSS DR12 which have re-
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We suggest a method to estimate the contamination fraction from a new dataset by using the distributions of Mahalanobis distances $M_h$, and the number of feature dimensions $N_D$, with the rule-of-thumb relation $M_h > 2^{N_D}$ to identify outliers. We note that obtaining an estimate of the true contamination fraction is not very sensitive to the exact value $2^{N_D}$ used.

We then show how the removal of this anomalous data improves the machine learning redshift metrics for two different groups of machine learning architectures. We choose to use decision trees combined with Adaboost, mean and median regression with trees, and also use Self Organizing Maps. We train the machine learning systems separately on data from the base sample contaminated with unreliable redshift estimates, and with the cleaned base sample once anomalous data has been removed. We construct an independent test sample from the base sample with reliable redshifts, and pass this test sample through the learnt machine systems to obtain a machine learning redshift $z$. We determine the redshift scaled residual vector $\Delta_{z'} = (z - \text{spec}z)/(1+\text{spec}z)$ on the test sample. The test sample is not used during training and therefore provides a fair estimate of the machine learning redshift distribution.

We find improvement in the all of the explored metrics as measured on $\Delta_{z'}$ when training on the cleaned sample compared with training on the contaminated sample. These metrics explored are the following: $|\mu|$, $\sigma_{68}$, $\sigma_{95}$, corresponding to the median value of $\Delta_{z'}$, and the values corresponding to the 68% and 95% spread of the data, and the outlier rate defined as $|\Delta_{z'}| > 0.15$. We compare each machine learning method with respect to itself and find improvement across the board.

We next apply the anomaly detection algorithm to just the base sample of SDSS with reliable redshift estimates, but which may still have anomalous data in the other photometric feature dimensions. If we adopt a contamination fraction hyper-parameter of $n < 0.005$, and remove anomalous data, we find only very slight improvement at the level of $\sim 1\%$.

| Algorithm       | Sample                      | $|\mu|$ | $\sigma_{68}$ | $\sigma_{95}$ | $|\Delta_{z'}| > 0.15$ |
|-----------------|-----------------------------|--------|--------------|---------------|------------------------|
| SOMz            | Inlier&Outlier              | 0.0324 | 0.077        | 0.289         | 15.06 %               |
|                 | Inlier only                 | 0.003  | 0.032        | 0.122         | 3.35 %                |
| Adaboost        | Inlier&Outlier              | 0.0046 | 0.027        | 0.167         | 4.12 %                |
|                 | Inlier only                 | 0.0014 | 0.024        | 0.111         | 2.98 %                |
| Median regression | Inlier&Outlier             | 0.0092 | 0.087        | 0.176         | 11.22 %               |
|                 | Inlier only                 | 0.0034 | 0.085        | 0.172         | 8.87 %                |
| Mean regression  | Inlier&Outlier              | 0.0854 | 0.086        | 0.198         | 29.18 %               |
|                 | Inlier only                 | 0.0039 | 0.078        | 0.16          | 6.75 %                |
| SOMz (no pre-cont.) | Inlier&Outlier           | 0.0009 | 0.03         | 0.134         | 3.27 %                |
|                 | (no pre-cont.) Inlier only  | 0.0003 | 0.029        | 0.119         | 3.15 %                |
| Adaboost (no pre-cont.) | Inlier&Outlier           | 0.0002 | 0.023        | 0.1           | 2.58 %                |
|                 | (no pre-cont.) Inlier only  | 0.0003 | 0.023        | 0.11          | 2.98 %                |

Table 1. The absolute values of the different machine learning architectures applied to both data contaminated with unreliable redshifts and the data sample with outliers removed using the Elliptical Envelope technique. The final two rows show the results applied to the data sample without initial contamination. The measured statistics are shown in the column headings, and are measured on the redshift scaled residual distribution $\Delta_{z'}$. The quoted values are the median values at fixed $n = 0.07$ of the 250 samples that each have a different inserted contamination fraction (for the top 4 rows only). The bottom two rows use data that is not initially contaminated, although it is also cleaned using the Elliptical Envelope technique, and are highlighted by ‘(no pre-cont.)’.
for Adaboost and up to 4% for SOMz, in the measured metrics. Importantly we do not find a systematic degradation in the measured metrics for small values of $n$. For increasing values of $n$, the training and validation samples become more unrepresentative of each other and a machine learning system’s predictions naturally degrade. We do note that SOMz appear to be less affected by small differences in the training and test data sets, but also degrade in predictive ability once the samples become very unrepresentative.

Comparing mean and median regression with the SOMz and Adaboost routines is not the primary focus of this work (see e.g., [Dietterich 2000] [Caruana & Niculescu-Mizil 2005]) but we note that Adaboost with decision trees for regression is the best performing machine learning architecture on all measured statistics. However we note that the continued success of Adaboost with contaminated data appears to be in disagreement with classification studies that include a large fraction of label noise ([Dietterich 2000]). This may be an artifact of the chosen datasets and how noise is added to the data. In this study we draw anomalous data in a manner that would be consistent with other photometric and spectroscopic galaxy surveys.

During this work we assume that the cross validation sample is not contaminated with anomalous data. Such a clean sample may not be so easily generated for other datasets. To mitigate this one could perform anomaly detection on both the training and cross validation set to remove outliers from the full sample. If the same anomaly detection routine is applied to the final test sample, this would result in a fair construction of the test sample and a fair analysis. However one would need to check that this preprocessed data is suitable for the final science application at hand. Another method would be to more carefully understand the cross validation data marked as being an outlier.

As with all machine learning works, the results found here should be applied cautiously to new datasets. Similar analysis to that described here should be performed to check if there is indeed a problem with contaminating data. If so, then we have shown that the removal of this contaminating data can greatly improve the machine learning redshift point estimates.

A CASJOBS MYSQL QUERY

We obtain observational data from the SDSS using the following MySQL query which is run in the DR12 schema:

```sql
select s.specObjID, q.objid, q.ra,q.dec, s.z as specz, s.zerr as specz_err, q.dered_u,q.dered_g,q.dered_r,q.dered_i,q.dered_z, q.modelMagErr_u,q.modelMagErr_g,q.modelMagErr_r, q.modelMagErr_i,q.modelMagErr_z, q.petroRad_r,q.petroRadErr_r, s.sourceType as specType, q.type as photpType, s.zWarning
into mydb.specPhotoDR12v2 from SpecObjAll as s
join photoObjAll as q on s.bestobjid=q.objid
and q.dered_g>0 and q.dered_r>0
and q.dered_z>0 and q.type=3
```
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