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Abstract—Point cloud upsampling is vital for the quality of the mesh in three-dimensional reconstruction. Recent research on point cloud upsampling has achieved great success due to the development of deep learning. However, the existing methods regard point cloud upsampling of different scale factors as independent tasks. Thus, the methods need to train a specific model for each scale factor, which is both inefficient and impractical for storage and computation in real applications. To address this limitation, in this work, we propose a novel method called “Meta-PU” to firstly support point cloud upsampling of arbitrary scale factors with a single model. In the Meta-PU method, besides the backbone network consisting of residual graph convolution (RGC) blocks, a meta-subnetwork is learned to adjust the weights of the RGC blocks dynamically, and a farthest sampling block is adopted to sample different numbers of points. Together, these two blocks enable our Meta-PU to continuously upsample the point cloud with arbitrary scale factors by using only a single model. In addition, the experiments reveal that training on multiple scales simultaneously is beneficial to each other. Thus, Meta-PU even outperforms the existing methods trained for a specific scale factor only.

Index Terms—Point cloud, upsampling, meta-learning, deep learning.

1 INTRODUCTION

Point clouds are the most fundamental and popular representation for three-dimensional (3D) environment modeling. When reconstructing the 3D model of an object from the real world, a common technique is to obtain the point cloud and then recover the mesh from it. However, a raw point cloud generated from depth cameras or reconstruction algorithms is usually sparse and noisy due to the restrictions of hardware devices or the limitations of algorithms, which leads to a low-quality mesh. To solve this problem, it is common to apply point cloud upsampling prior to meshing, which takes a set of sparse points as input and generates a denser set of points to reflect the underlying surface better.

Conventional point cloud upsampling methods [1], [2], [3] are optimization-based with various shape priors as constraints, such as the local smoothness of the surface and the normal. These works perform well for simple objects but are not able to handle complex and dedicated structures. Due to the success of deep learning, some data-driven methods [4], [5], [6], [7] have emerged recently and achieved state-of-the-art performance by employing powerful deep neural networks to learn the upsampling process in an end-to-end way.

However, all existing point cloud upsampling networks only consider certain integer scale factors (e.g., 2x). They regard the upsampling of different scale factors as independent tasks. Thus, a specific model for each scale factor has to be trained, limiting the use of these methods in real-world scenarios where different scale factors are needed to fit different densities of raw point clouds. Some works [6], [7] suggest to achieve larger scales through iterative upsampling (e.g., upsampling 4x by running the 2x model twice). However, this repeated computation is time-consuming, and upsampling of non-integer factors still cannot be achieved (e.g., 2.5x with single-scale models), as depicted in Fig. 1.

In real-world scenarios, it is very common and necessary to upsample raw point clouds into various user-customized densities for mesh reconstruction, point cloud processing, or other needs. Thus, an efficient method for upsampling arbitrary scale factors is desired to solve the aforementioned drawbacks in the existing methods. However, it is not easy for vanilla neural networks. Their behavior is fixed once trained because of the deterministic learned weights, so it is not straightforward to let the network handle the arbitrary scale factor on the fly.

Motivated by the development of meta-learning [8], [9] and the latest image super-resolution method [10], we propose an efficient and novel network called “Meta-PU” for point upsampling of arbitrary scale factors. By incorporating one extra cheap meta-
subnetwork as the controller, Meta-PU can dynamically change its behavior during runtime depending on the desired scale factor. Compared with storing the weights for individual scale factors, storing the meta-subnetwork is more convenient and flexible.

Specifically, the backbone of Meta-PU is based on a graph convolutional network (GCN), consisting of several residual graph convolutional (RGC) blocks to extract the feature representation of each point as well as relationships to their nearest neighbors. And the meta-subnetwork is trained to generate weights for the meta-RGC block given the input of a scale factor. Then, the meta-convolution uses these weights to extract features that are adaptively tailored to the scale factor. Following several RGC blocks, a farthest sampling block is further added to output an arbitrary number of points. In this way, different scale factors can be trained simultaneously with a single model. At the inference stage, when users specify an upsampling scale factor, the meta-subnetwork will dynamically change the behavior of the meta-RGC block by adapting its weights and outputs the corresponding upsampling results.

To demonstrate the effectiveness and flexibility of our method, we compare it with several strong baseline methods. The comparison shows that our method can even achieve SOTA performances for specific single scale factors while supporting arbitrary-scale upsampling for the first time. In other words, our approach is both stronger and more flexible than the SOTA approaches. To better understand the underlying working principle and broader applications, we further provide a comprehensive analysis from different perspectives.

In summary, our contribution is three-fold:

- We propose the first point cloud upsampling network that supports arbitrary scale factors (including noninteger factors), via a meta-learning approach.
- We show that jointly training multiple scale factors with one model improves performance. Our arbitrary-scale model even achieves better results at each specific scale than the single-scale counterpart.
- We evaluate our method on multiple benchmark datasets and demonstrate that Meta-PU advances state-of-the-art performance.

2 RELATED WORK

Optimization-based upsampling. Point cloud upsampling is formulated as an optimization problem in early work. A pioneering solution proposed by Alexa et al. [4] constructs a Voronoi diagram on the surface and then inserts points at the vertices. Lipman et al. [11] designed a novel locally optimal projection operator for point resampling and surface reconstruction based on $L_1$ median, which is robust to noise outliers. Later Huang et al. [2] improved the locally optimal projection operator to enable edge-aware point set upsampling. Wu et al. [3] employed a joint optimization method for the inner points and surface points defined in their new point set representation. However, most of these methods have a strong a priori assumption (e.g., a reasonable normal estimation or a smooth surface in the local geometry). Thus, they may easily suffer from complex and massive point cloud data.

Deep-learning-based upsampling. Recently, deep learning has become a powerful tool for extracting features directly from point cloud data in a data-driven way. Qi et al. firstly propose PointNet [12] and PointNet++ [13] for extracting multi-level features from point sets. Based on these flexible feature extractors, deep neural networks have been applied to many point cloud tasks, such as those in [14], [15], [16]. As for point cloud upsampling, Yu et al. [4] presented a point cloud upsampling neural network operating on the patch level and made it possible to directly input a high-resolution point cloud. Then, Yu et al. developed EC-Net [17] to improve the quality of the upsampled point cloud using an edge-aware joint learning strategy. Wang et al. proposed a progressive point set upsampling network [5] to suppress noise further and preserve the details of the upsampled point cloud. Moreover, different frameworks, such as the generative adversarial network (GAN) [18] and the graph convolutional network (GCN) [19], have attracted researchers’ attention for handling point cloud upsampling. Li et al. proposed the PU-GAN [6] by formulating a GAN framework to obtain more uniformly distributed point cloud results. Wu et al. proposed AR-GCN [7] to make the first attempt to model point cloud upsampling into a GCN. However, these networks are only designed for upsampling a fixed scale factor. When different upsampling scales are required in practical applications, multiple models have to be retrained. Unlike their methods, Meta-PU supports upsampling point clouds for arbitrary scale factors, by employing meta-learning to predict weights of the network and dynamically change behavior for each scale factor.

Meta-learning. Meta-learning, or learning to learn, refers to learning by observing the performance of different machine learning methods on various learning tasks. It is normally a two-level model: a meta-level model performed across tasks, and a base-level model acting within each task. The early meta-learning approach is primarily used in few-shot/zero-shot learning, and transfer learning [20], [21]. Recent works have also applied meta-learning to various tasks and achieved state-of-the-art results in object detection [22], instance segmentation [23], image super-resolution [10], image smoothing [8], [9], [24], network pruning [25], etc. A more comprehensive survey of meta-learning can be found in [26]. Among these works, meta-SR [10], which learns the weights of the network for arbitrary-scale image super-resolution, is closely related to ours. However, it cannot be applied to our task. The main reason is that the target of meta-SR is images with a regular grid structure, whereas our target includes much more challenging irregular and orderless point clouds. For regular grid-based images, since the correspondence between each output pixel and the corresponding input pixel is pre-determined, meta-SR can directly use relative offset information to regress the local upsampling weights. However, no such correspondence exists for point clouds. Therefore, we resort to using the meta-subnetwork together with the farthest sampling block. The meta-subnetwork is responsible for adaptively tailoring the point features of a specific scale factor by dynamically adjusting the weights of the RGC block, while the sampling block is responsible for sampling a particular number of points.

3 METHOD

In this section, we define the task of arbitrary-scale point cloud upsampling. Then we introduce the proposed Meta-PU in detail.

3.1 Arbitrary-scale Point Cloud Upsampling

Given a sparse and unordered point set $X = \{p_i\}_{i=1}^n$ of $n$ points, and with a scale factor $R$, the task of arbitrary-scale point cloud upsampling is to generate a dense point set $Y = \{p_i\}_{i=1}^N$ of
Fig. 2: Overview of Meta-PU. Given a sparse input point cloud $X$ of $n$ points and a scale factor $R$, Meta-PU generates denser point cloud $Y'$ with $[R \times n]$ points. A compound loss function is employed to encourage $Y'$ to lie uniformly on the underlying surface of target $Y$. The pink box is the core part of Meta-PU. The meta-subnetwork takes scale factor $R$ as input and outputs the weight tensor $v_{weight}$ for convolutional kernels in the meta-RGC block, to adapt the feature extraction to different upscalings.

$N = [R \times n]$ points. It is worth noting that $R$ is not necessarily an integer, and theoretically, $N$ can be any positive integer greater than $n$. The output $Y$ does not necessarily include points in $X$. In addition, $X$ may not be uniformly distributed. In order to meet the needs of practical applications, we need the upsampling point cloud to satisfy the following two constraints. Firstly, each point of $Y$ lies on the underlying geometry surface described by $X$. Secondly, the distribution of output points should be smooth and uniform, for any scale factor $R$ or input point number $n$.

### 3.2 Meta-PU

**Overview.** The backbone upsampling network contains five basic modules distinguished by different colors in Fig. 2. The input point cloud first goes through a point convolutional neural network (CNN) and several RGC blocks to extract features for each centroid and its neighbors. Among these RGC blocks, the meta-RGC block is special. The meta-RGC block weights are dynamically generated by a meta-sub-network given the input of $R$. Thus the features extracted by this meta-RGC block are tailored to the given scale factor. After the RGC blocks, an unpooling layer is followed to output $[R_{max} \times n]$ points, where $R_{max}$ denotes the maximum scale factor supported by our network, and $R_{max} = 16$ by default. Afterward, the farthest sampling block is adopted to sample $N$ points from $[R_{max} \times n]$ points as the final output, which is constrained by a compound loss function. In the following section, we elaborate on the detailed structure of each block in Meta-PU, and the training loss.

**Point CNN.** The point CNN is a simple structure on the spatial domain to extract features from the input point cloud $X$. In detail, for each point $p \in X$ with shape $1 \times 3$, we first group its $k$ nearest neighbors with shape $k \times 3$, and then feed them into a series of point-wise convolutions ($k \times c$) followed by a max-pooling layer to obtain $1 \times c$ features, where $c$ is the channel number of point cloud feature. Thus, the output feature $F_{out}$ is a tensor of shape $n \times c$. Recursively applied convolution reaches a wider receptive field representing more information, whereas the maximum pooling layer aggregates information from all points in the previous layer. In our implementation, we set $k = 8$, and $c = 128$ and the number of convolutional layers is 3.

**RGC Block.** As shown in Fig. 3a, the RGC block contains several graph convolutional layers and residual skip-connections, which is inspired from [17]. It takes the feature tensor $F_{in}$ as input and outputs $F_{out}$ of the same shape $n \times c = F_{in}$.

The graph convolution in the RGC block is defined on a graph $G = (V, \varepsilon)$, where $V$ denotes the node set and $\varepsilon$ denotes the corresponding adjacency matrix. The graph convolution is formulated as follows:

$$f_{out}^p = \omega_0 * f_{in}^p + \omega_1 * \sum_{q \in \varepsilon(p)} f_{in}^q, \forall p \in V$$

where $f_{in}^p$ denotes the input feature of vertex $p$, and $f_{out}^p$ represents the output feature of vertex $p$ after graph convolution, where $\omega$ is the learn-able parameters and $*$ denotes the point-wise convolutional operation.

The core idea of the RGC block is to separately operate the convolution on the central-point feature and neighbor feature, as illustrated in Fig. 3b. For the neighbor features, they are grouped with the $k$ nearest neighbors of the input point cloud $x$ and then go through a $1 \times 1$ graph convolution. The central-point features are convolved separately from those of the neighbors and then are concatenated with the neighbors’ features. Moreover, residual skip-connections are introduced to address the vanishing gradient and slow convergence problems. In our implementation, we set $k = 8$, $c = 128$, and a total of 22 RGC blocks are used. Among them, the second one is a special meta-RGC block, which is described in detail next.

**Meta-RGC Block and Meta-subnetwork.** To solve the arbitrary-scale point cloud upsampling problem with a single model, we propose a meta-RGC block, which is the core part of Meta-PU. The meta-RGC block is similar to a normal RGC block, but the
graph convolutional weights are dynamically predicted, depending on the given scale factor $R$. Instead of feeding $R$ directly into the meta-RGC block, we create a scale vector $\hat{R} = \{\max(0, R - i), R\}_{i=1,\ldots,|R|}$ as the input and fill the rest with $\{-1, -1\}$ to achieve the size $2 \times R_{\text{max}}$. The philosophy behind this design is indeed inspired by meta-SR [10]. More specifically, because each input point is essentially transformed into a group of output points, $\{\max(0, R - i), R\}$ can serve as the location identifier to guide the point processing network to differentiate the new $i$-th point from other points generated by the same input seed point.

The meta convolution is formulated as follows:

$$f_{out}^p = \varphi \left(\hat{R}; \theta_0\right) \ast f_{in}^p + \varphi \left(\hat{R}; \theta_1\right) \ast \sum_{q \in N(p)} f_{in}^q, \forall p \in V$$

(2)

where the convolution weights are predicted by the meta-subnetwork $\varphi(\cdot)$ taking the scale vector $\hat{R}$ as input. Please note we have two branches of meta-convolution, as shown in Fig. 3b. One branch is for the feature of the center point $p$, and the other is for the feature of the neighbors defined by the adjacency matrix $\varepsilon$. Since there is no pre-defined adjacency matrix $\varepsilon$ for point clouds, we define it as $N(p)$, the $k$ nearest neighbors of $p$. The convolution weights of these two branches are generated by two meta-subnetworks with the parameters $\theta_i$, respectively.

Each meta-subnetwork for meta-convolution comprises five fully-connected (FC) layers [27] and several activation layers as shown in Fig. 3. In the forward pass, the first FC layer takes the scale vector created from $R$ as input, and obtains a vector of $c_{\text{hidden}}$ entries. After the activation function, the second FC layer produces output of the same size as the input. Following the activation function, the input of the third FC layer is the $c_{\text{hidden}}$-entry encoding, and its output has length $c_{in} \times c_{out} \times l \times l$. Next, the fourth FC layer outputs a vector $w_0$ with the same shape as its input. Unlike the previous four concatenated layers, the last FC layer serves as a skip-connection that obtains output $w_{\text{skip}}$ of shape $c_{in} \times c_{out} \times l \times l$ directly from $2 \times R_{\text{max}}$. The two outputs $w_0, w_{\text{skip}}$ are added and then reshaped to $(c_{in}, c_{out}, l, l)$ as the weight matrix $w$ for meta-convolution. We set $c_{out} = c_{in} = 128$ and $c_{\text{hidden}} = 128$. The $l$ represents the kernel size of the convolution, which is set to 1 in our implementation. In the backward pass, instead of directly updating the weight matrix of the convolution, we calculate the gradients of the meta-subnetwork, with respect to the weights of the FC layers. The gradient of the meta-subnetwork can be naturally calculated by the Chain Rule to be trained end-to-end.

The meta-RGC block with dynamic weights predicted by the meta-subnetwork is necessary for the arbitrary-scale upsampling task because the upsampled point cloud $iR$-th to $(i+1)R$-th points are generated directly based on the features of the $i$-th input point and its nearest neighbors extracted via RGC blocks. The point locations in the output of different scale factors have to be different, to ensure that the uniformity of the upsampled points can cover the underlying surface. Therefore, the embedding features must be adaptively adjusted according to the scale factors. Therefore adaptive adjustment of the embedding features according to the scale factor is necessary. This adjustment is much better than mere upsampling to $R_{\text{max}}$ times and then performing the downsampling. The experiments in Section 4.5 are designed to prove this.

The unpooling block takes point cloud $X$ and corresponding features $F_{in}$ as input. It is an RGC-based structure, while the output channels of the convolutional layers are set to $R_{\text{max}} \times 3$. Specifically, for feature $F_{in}$ of shape $n \times c$, it is transformed to a tensor of size $n \times (R_{\text{max}} \times 3)$, subsequently reshaped to $n \times R_{\text{max}} \times 3$, denoted as $T_{out}$. As a residual block, similar to the residual connection of the input and output features in the RGC block, we introduce a skip connection between points. Thus, the tensor $T_{out}$ is then point-wisely added to $X$ to produce the output $Y_{\text{max}}$ of shape $n \times R_{\text{max}} \times 3$. Note that the “add” operation naturally expands $x$ to $R_{\text{max}}$ copies in a broadcast manner.

The farthest sampling block performs a farthest sampling strategy to retain $Y'$ with $n \times R$ points from $Y_{\text{max}}$ with $[R_{\text{max}} \times n]$. The advantages are two-fold. First, the farthest sampling can sample an arbitrary number of points from the input point set, which helps obtain the required number of points as output. Second, since the farthest sampling iteratively constructs a point set with the farthest point-wise distance according to the Euclidean distance from a global perspective, this step further enhances the uniformity of the point set distribution.

3.3 Loss Function

For end-to-end training of Meta-PU, we adopt a compound loss with both reconstruction terms $L_{\text{rec}}$ and uniform terms $L_{\text{uni}}, L_{\text{rep}}$:

$$L = \lambda_{\text{rec}}L_{\text{rec}} + \lambda_{\text{uni}}L_{\text{uni}} + \lambda_{\text{rep}}L_{\text{rep}}$$

(3)

The latter two terms aim at encouraging the uniformity of the generated point cloud and improving the visual quality.
Repulsion loss $\mathcal{L}_{\text{rep}}$ is represented as follows:

$$\mathcal{L}_{\text{rep}} = \sum_{i=0}^{N} \sum_{i' \in K(i)} \eta(||p_{i'} - p_i||) w(||p_{i'} - p_i||)$$  \hfill (4)

where $N$ is the number of output points, $K(i)$ is the index set of the $k$-nearest neighbors of point $p_i$ in output point cloud $Y'$, $\eta(r) = -r$ is the repulsion term, and $w(r) = e^{-r^2/h^2}$.

Uniform loss The term $\mathcal{L}_{\text{uni}}$ comprises two parts: $U_{\text{imbalance}}$ accounting for global uniformity, and $U_{\text{cluster}}$ accounting for the local uniformity.

$$\mathcal{L}_{\text{uni}} = \sum_{j=1}^{M} U_{\text{imbalance}}(S_j) \cdot U_{\text{cluster}}(S_j)$$  \hfill (5)

where $S_j, j = 1..M$ refers to the ball queried point subsets with radius $r_d$ and centered at $M$ seed points farthest sampled from $Y'$.

$$U_{\text{imbalance}}(S_j) = \frac{(|S_j| - \hat{n})^2}{\hat{n}}$$

where $\hat{n} = \hat{N} \times r_d^2$, referring to the expected number of points in $S_j$. Note that, the imbalance term is not differentiable, which acts as a weight for the following clutter term.

$$U_{\text{cluster}}(S_j) = \frac{\sum_{k=1}^{S_j} (d_{j,k} - \bar{d})^2}{\bar{d}}$$

where $d_{j,k}$ is the point-to-neighbor distance of the $k$-th point in $S_j$, while $\bar{d} = \sqrt{\frac{2\pi r_d^2}{|S_j|V_3}}$ denotes the expected distance.

Un-biased Sinkhorn divergences $[28]$ are proposed by us as the reconstruction loss, to encourage the distribution of generated points to lie on the underlying mesh surface. It is the interpolation between the Wasserstein distance and kernel distance. The Sinkhorn divergences between output $Y'$ and the groundtruth $Y$ can be formulated as follows:

$$\mathcal{L}_{\text{rec}} = S_{\varepsilon}(Y, Y') = \text{OT}_{\varepsilon}(Y, Y') - \frac{1}{2} \text{OT}_{\varepsilon}(Y, Y) - \frac{1}{2} \text{OT}_{\varepsilon}(Y', Y')$$  \hfill (6)

with a cost function on the feature space $\mathcal{X} \subset \mathbb{R}^{D}$ of dimension $D$ as follows:

$$C(x, y) = \frac{1}{2} ||x - y||^2$$  \hfill (7)

and where optimization is performed over the coupling measures $\pi \in \mathcal{M}_{+}^{1}(\mathcal{X}^2)$ as $(\pi_1, \pi_2)$ denotes the $\pi$'s two marginal.

4.3 Variable-scale Training Strategy

In the training process of most existing single-scale point cloud upsampling methods, each model is trained with one scale factor. However, because the scale factor varies in our arbitrary-scale upsampling task, we need to design a variable-scale training scheme to train all factors jointly. We first sampled all factors from the range of 1.1 to $R_{max}$ with a stride of 0.1, and put them in set $S_R$. For each epoch, a scale factor, say $R$, is randomly sampled from $S_R$, and this factor is shared in a batch. To avoid overfitting, we also perform a series of data augmentation: rotation, random scaling, shifting, jittering, and perturbation with low probability.

4.4 Experiments

4.1 Datasets and Metrics

Dataset. For training and testing, we utilize the same dataset adopted by PU-Net $[4]$ and AR-GCN $[7]$. This dataset contains 60 different models from the Visionair repository. Following the protocol in the above two works, 40 models are used for training and the rest 20 models are used for testing.

For training, 100 patches are extracted from each model, thus we have a total of 40,000 patches. We uniformly sample $N$ points using Poisson disk sampling from each patch as the ground truth, and non-uniformly sample $n$ points from the ground truth as input, where $n = \lfloor n_{max} \times \frac{1}{R} \rfloor$, and $N = R \times \lfloor n_{max} \times \frac{1}{R} \rfloor$, corresponding to the scale factor $R$. Moreover, we set $n_{max} = 4096$ as the maximum number of points in our training. For testing, we use the whole model instead of the patch. The sampling process of the ground truth and input is similar to that in training. But constrained by the GPU memory limit, we set different numbers of input points for different scale factors, i.e. 5000 for $R \leq 4$, 4000 for $4 < R \leq 6$, 3000 for $6 < R \leq 12$, and 2500 for $R > 12$.

Metrics. For a fair comparison, we employ several different popular metrics: Chamfer Distance (CD) and Earth Mover Distance (EMD) defined on the Euclidean distance are to measure the difference between predicted points $Y'$ and ground-truth point cloud $Y$. The CD sums the square of the distance between each
TABLE 1: Experiments of quantitative comparisons. Single-scale models (including AR-GCN and PU-GAN) trained with each specific scale factor (top two rows) vs. the naive approach of arbitrary-scale upsampling (rows 3 to 5) vs. our full model (last row). The NUC scores are tested with $p = 0.8\%$.

| Methods\Scales | CD | EMD | F-score | NUC mean | std | CD | EMD | F-score | NUC mean | std |
|----------------|----|-----|---------|----------|-----|----|-----|---------|----------|-----|
| AR-GCN         | 0.010 | 0.0049 | 53.20\% | 0.127 | 0.0023 | 0.0029 | 0.00010 | 0.00078 | 74.05\% | 0.192 | 0.0022 | 0.0027 |
| +random-sampling | 0.016 | 0.0090 | 32.17\% | 0.249 | 0.010 | 0.015 | 0.00010 | 0.0018 | 70.39\% | 0.339 | 0.0029 | 0.0033 |
| +farthest-sampling | 0.015 | 0.023 | 30.14\% | 0.307 | 0.009 | 0.014 | 0.00010 | 0.0016 | 69.75\% | 0.202 | 0.0030 | 0.0031 |
| +disk-sampling | 0.0014 | 0.012 | 33.52\% | 0.227 | 0.009 | 0.011 | 0.0011 | 0.0021 | 45.34\% | 0.256 | 0.0081 | 0.0096 |
| ours          | 0.015 | 0.013 | 36.98\% | 0.273 | 0.0067 | 0.0082 | 0.0013 | 0.0013 | 54.05\% | 0.288 | 0.0066 | 0.0080 |

TABLE 2: Quantitative comparisons with the EAR. The NUC scores are tested with $p = 0.8\%$.

| Methods | CD | EMD | F-score† | NUC† | mean† | std† | CD | EMD | F-score† | NUC† | mean† | std† |
|---------|----|-----|----------|------|-------|------|----|-----|----------|------|-------|------|
| EAR (2x) | 0.010 | 0.0049 | 53.20\% | 0.127 | 0.0023 | 0.0029 | 0.0011 | 0.0017 | 73.74\% | 0.274 | 0.0030 | 0.0034 |
| ours (2x) | 0.0083 | 0.014 | 74.98\% | 0.287 | 0.0025 | 0.0030 | 0.0083 | 0.016 | 74.63\% | 0.274 | 0.0030 | 0.0034 |
| EAR (4x) | 0.011 | 0.0176 | 51.26\% | 0.478 | 0.0074 | 0.0137 | 0.0080 | 0.0078 | 74.05\% | 0.192 | 0.0022 | 0.0027 |
| ours (4x) | 0.0080 | 0.0176 | 74.63\% | 0.274 | 0.0030 | 0.0034 | 0.0080 | 0.0176 | 74.63\% | 0.274 | 0.0030 | 0.0034 |

4.2 Implementation Details

We train the network for 60 epochs with a batch size of 18. Adam is adopted as the loss optimizer. The learning rate is initially set to 0.001 for FC layers and 0.0001 for convolutions and other parameters, which is decayed with a cosine annealing scheduler to $1e - 5$. Parameters $\lambda_{rec}, \lambda_{uni}$ and $\lambda_{reg}$ for the joint loss function are set to 1, 0.001 and 0.005 respectively. Generally, the training takes less than seven hours on two Titan-XP GPUs. Theoretically, MetaPU supports any large scale, but we set the maximum scale to 16 due to the limitations of the computing resources and practical needs.

Fig. 5: Ablation on the meta-RGC block. Meta-PU is applied to upsample the point clouds to 2x, but the weights of its meta-RGC block are generated with a different input scale factor $R$. $R = 2$ achieves the best performance on both F-score and CD, which indicates our meta-RGC block adapts the convolutional weight appropriately to different scale factors.

4.3 Ablation Analysis

4.4 Comparison with Single-scale Upsampling Methods

In this experiment, we compare Meta-PU with state-of-the-art single-scale upsampling methods, including PU-GAN [6] and AR-GCN [7], to upsample the sparse point cloud with scale factors $R \in [2, 4, 6, 9, 16]$. Their models are trained with the author-released code, and all settings are the same as stated in their papers. Since they are single-scale upsampling methods, for each scale factor, an individual model is trained. Due to the limitations of the two-stage upsampling strategy, AR-GCN can only be trained with the factors 4, 9, 16, whereas PU-GAN can be trained with all four factors. Their performance is reported in the first two rows of Table [7]. We surprisingly observe that our arbitrary-upscale model even outperforms their single-scale models with most scale factors. Particularly, our model performs significantly better on the F-score,
We that the performances on different scales are stable. We need to demonstrate that the performances on different scales are stable.

A naive approach to achieve arbitrary-scale upsampling is to first use a state-of-the-art single-scale model to upsample the cloud point to a large scale, and then downsample it to a specific smaller scale. We compare our method with this naive approach. Specifically, we choose AR-GCN to upsample point clouds to 16x and then downsample them to 2x, 4x, 6x and 9x with the random sampling, disk sampling, and farthest sampling algorithms. The results are reported in 3-5th rows of Table 1. We can see that random sampling gets the worst scores because it non-uniformly downsamples the points. In comparison, the more advanced sampling algorithms, including disk sampling and farthest sampling, perform better by considering uniformity. Our method is still superior to all of them because the result of a smaller scale factor in our method is not simply a subset of the large-factor one. In fact, Meta-PU can adaptively adjust the location of the output points to fit the underlying surface better and maintain uniformity according to different scale factors. This will be analyzed by the ablation study of the meta-RGC block in the next subsection. Moreover, compared to the strongest baseline (AR-GCN+disk-sampling), ours is 120 times faster (Table 4), because this advanced upsampling algorithm requiring mesh reconstruction is slow.

We also compare our method with the state-of-the-art optimization-based method EAR [29], which is also applicable to variable scales. The results of scale 2, 4, 6, 9, 16 are provided in Table 4. It could be found that our method yields superior results under all metrics.

Further, we compare Meta-PU with the state-of-the-art multi-step upsample method MPU [3] that recursively upsamples a point set, which is also applicable to scales of a power of 2 (e.g., 2, 4, 16). The results of scales 2, 4, 16 are provided in Table 3. It can be found that our method obtains superior results under most metrics. In addition, we provide a comparison of inference times. The running time of our method is much less at all scales, demonstrating that our method is much more efficient than the recursive approach.

### 4.5 Comparison with Naive Arbitrary-scale Upsampling Approaches

A naive approach to achieve arbitrary-scale upsampling is to first use a state-of-the-art single-scale model to upsample the cloud point to a large scale, and then downsample it to a specific smaller scale. We compare our method with this naive approach. Specifically, we choose AR-GCN to upsample point clouds to 16x and then downsample them to 2x, 4x, 6x and 9x with the random sampling, disk sampling, and farthest sampling algorithms. The results are reported in 3-5th rows of Table 1. We can see that random sampling gets the worst scores because it non-uniformly downsamples the points. In comparison, the more advanced sampling algorithms, including disk sampling and farthest sampling, perform better by considering uniformity. Our method is still superior to all of them because the result of a smaller scale factor in our method is not simply a subset of the large-factor one. In fact, Meta-PU can adaptively adjust the location of the output points to fit the underlying surface better and maintain uniformity according to different scale factors. This will be analyzed by the ablation study of the meta-RGC block in the next subsection. Moreover, compared to the strongest baseline (AR-GCN+disk-sampling), ours is 120 times faster (Table 4), because this advanced upsampling algorithm requiring mesh reconstruction is slow.

We also compare our method with the state-of-the-art optimization-based method EAR [29], which is also applicable to variable scales. The results of scale 2, 4, 6, 9, 16 are provided in Table 4. It could be found that our method yields superior results under all metrics.

Further, we compare Meta-PU with the state-of-the-art multi-step upsample method MPU [3] that recursively upsamples a point set, which is also applicable to scales of a power of 2 (e.g., 2, 4, 16). The results of scales 2, 4, 16 are provided in Table 3. It can be found that our method obtains superior results under most metrics. In addition, we provide a comparison of inference times. The running time of our method is much less at all scales, demonstrating that our method is much more efficient than the recursive approach.

### 4.6 Inference Time Comparison

In Table 4, we provide the comparison of the average inference time of all integer scales in (1,16]. Since Disk-sampling obtains the best performance as shown in Table 1, it is employed in other single-scale baselines for arbitrary-scale upsampling. We also compare the inference time of ours with the optimization-based method EAR. The running time of our method is much less than all the compared methods. Specifically, the speed of a trivial single-scale baseline is dragged down by the bottleneck of disk-sampling. We also calculated the inference time of our model at the scales of 2, 4, 6, 9, and 16 with 2500 points. We found no difference in inference time for different scales, demonstrating the stability of our method in terms of inference time.

### 4.7 Quantitative Metrics on Varying Scales

Fig. 6 shows the quantitative comparison results of the F-scores and CD loss for point cloud upsampling with different scales. It demonstrates that our method can support a wide range of scales, and that the performances on different scales are stable. We need to note that the lower F-score for small scales (e.g., 2) is because one fixed distance threshold is used in calculating the F-scores, causing the F-score to be relatively low when the point cloud is too sparse.

**Importance of the Meta-RGC Block.** We design an experiment to evaluate the influence of the meta-RGC block quantitatively. We
TABLE 5: Ablation on the meta-RGC block.

| Methods     | F-score 2x | F-score 4x | F-score 6x |
|-------------|------------|------------|------------|
| Full-model  | 53.20      | 74.05      | 74.98      |
| Replace Meta-RGC | 52.33    | 73.08      | 74.09      |

Fig. 7: Close up of the upsampling results with and without meta-RGC block; Greens: full model, Reds: w/o meta-RGC block.

use Meta-PU to upsample point clouds to 2x, but the weights of the meta-RGC block are generated with different input $R$. We measure the average F-score and CD values on the testing set for different $R$, as plotted in Fig. 5. It can be observed that the best performance for both the F-score and CD is achieved when the input scale factor $R$ of the meta-RGC block equals the target upsampling scale 2. This demonstrates the meta-RGC block adapting the convolution weight properly to different scale factors. Moreover, the meta-RGC block adaptation to various scale factors is the key to making the output points **better fit the underlying surface and keep uniform**.

To demonstrate this, we respectively train the full model and our model where the meta-RGC block is replaced by normal RGC-block, and show the close up of some results in Fig. 8. It is obvious that the results of our full model are more precise, sharper and cleaner, especially around key positions, such as corners. Also, we conducted an ablation study to replace the meta-RGC with normal RGC, while keeping all the other parts fixed. The results are shown in Table 5. These results demonstrate the meta-RGC block adapts the convolutional weight properly to different scale factors and improves performance. Therefore, as we explained before, the performance improvements of our method mainly come from two aspects: the joint training of multiple scale factors with one model and the meta-RGC block.

Another important function of the meta-RGC block is enabling adaptive receptive fields for different scales, which is useful because large-scale upsampling typically takes sparser input and requires exploring long-range relationships between input points. To demonstrate this, we analyze the effective receptive fields. Specifically, we fix the model weights of Meta-PU and remove the farthest sampling block to eliminate its influence. Then, we test the model with the same inputs but different scale factors. In the common input, we randomly choose a point and find its closest output point in the results of each factor as the centroids. We mask out the gradients from all points except the centroid and propagate the gradients back to the input points. Only the input points whose gradient values are larger than 1% of the maximum gradient value are considered within the receptive field of the center point. As shown in Fig. 8, the receptive field is dynamically increased with the larger input scale factor of the meta-RGC block.

**Importance of Specially Designed Scale Tensor.** In this ablation study, we aim to show the advantages of our specially designed scale tensor $R$ with the location identifier over directly feeding $R$ into the meta-RGC block. In the first row of Table 6, we fill the scale tensor with all Rs and train the model with the same setting. We can observe that the model with the specially designed scale tensor performs better, because the location identifier in our scale tensor contains extra information to guide the network to better differentiate a group of points, generated by the same seed point, from each other.

**Ablation on Loss Terms.** To validate our choice on the loss terms, we design two ablation experiments. In the first experiment, we replace the Sinkhorn loss with the CD distance in our method as [7] and report the performance (ours-CD) in Table 7. It clearly demonstrates the superiority of the Sinkhorn divergence reconstruction loss over CD. For example, the F-score using the Sinkhorn loss is about 7% better than that using the CD loss. Rather than just measuring the distance between every nearest point between two point sets in the CD loss, the Sinkhorn loss considers the joint probability between two point sets and encourages the distribution of the generated points to lie on the ground-truth mesh surface. In the second experiment, we add the GAN-loss to our full-model (with GAN-loss). The scores on 4x are reported in Table 7. We found the GAN loss does not further improve the performance of our model. Thus, we do not include it in our implementation.

**Ablation on Different Scale Ranges.** To test the influence of the scale factor ranges in our method, we design an experiment comparing our model trained with different $R_{max}$ but all tested with $R = 4$. The result is reported in Table 8, in which we compare the results of the models trained with $R_{max} = 5, 9, 16$. Generally, ours(max16) trained with the widest range performs the best, while ours(max9) are better than ours(max5). From this, we can conclude that upsampling tasks with scale factors have some shared properties that allow them to benefit from each other during joint training, further allowing the models to learn some common
knowledge about upsampling as well.

TABLE 9: Quantitative results on SHREC15 with scale=4. The NUC scores are tested with \( p = 0.8\% \).

| Methods     | CD   | EMD  | F-score | NUC with different p | Deviation(1e-2) |
|-------------|------|------|---------|----------------------|-----------------|
| AR-GCN      | 0.0048 | 0.0127 | 94.04\% | 0.364 | 0.0018 | 0.0022 |
| Ours        | **0.0045** | **0.0071** | **94.96\%** | **0.197** | **0.0015** | **0.0016** |

4.8 Applications

In this section, we reveal the advantages of our method in different practical applications, including mesh reconstruction, point cloud classification, upsampling on real data, and upsampling with arbitrary input sizes or scales.

Mesh Reconstruction. Fig. 9 shows the visualized results of 3D surface reconstruction. In the 3D mesh reconstruction task, the result is greatly influenced by the density as well as the quality of the input point cloud. Unfortunately, the point cloud scanned from the real object is usually sparse and noisy due to the device limitations. As a result, arbitrary point cloud upsampling is the key to improving the mesh reconstruction quality, given the inputs with variable density. In Fig. 9, all results are reconstructed with the ball pivoting algorithm [31]. The quality of the mesh reconstructed by our model is much higher than the input and other methods. Also, our results fit the underlying surface of the object more smoothly.

In Fig. 10 we also compare the results of different upsampling methods with the Poisson surface reconstruction. Although the benefits of our method can be observed from the upsampled point cloud (upper row), the Poisson reconstruction results (lower row) show no significant advantage of any method. This is expected because with a stronger surface reconstruction method like Poisson, the noise level shown here can be handled.

Point Cloud Classification. In this application, we aim to demonstrate that point upsampling can potentially improve the classification results for sparse point clouds. In detail, we first train the PointNet on the ModelNet40 training set with 2048 input points for each model. During testing, we prepare three datasets for each model: 1) 2048 points uniformly sampled from the corresponding shape surface (referred to as “2048”); 2) 512 points non-uniformly sampled from the 2048 points (referred to as “512”); 3) the 4× upsampling results obtained from the 512 points with Meta-PU (referred to as “2048(from 512)”)). As shown in Table 10 because “512” is sparser than “2048”, it results in lower classification accuracy. By using Meta-PU for upsampling, “2048(from 512)” can achieve a significant performance gain and is comparable with the original “2048”.

Upsampling on an Unseen Dataset: SHREC15. We test Meta-PU on the unseen dataset SHREC15 [32] without fine-tuning, to further validate the generalizability of our model. The quantitative results are shown in Table 10.

Upsampling on an Unseen Dataset: Real-scanned LiDAR Points. Although Meta-PU is only trained on the Visionair dataset following the protocol in [4], it can generalize very well to the unseen real-scanned LiDAR point clouds from the KITTI dataset. We present some visual examples in Fig. 11 where the input point cloud is comparable with the original...
clouds are very sparse and non-uniform.

**Upsampling With a Noisy Point Cloud.** As depicted in Fig. 12, we use Meta-PU to upsample sparse point clouds jittered by Gaussian noise with various $\sigma$. With noisy and blurry inputs from the first row, our method can still stably generate smooth and uniformly distributed output.

**Upsampling on Varying Input Sizes.** Fig. 13 shows the upsampling results from input with different numbers of points with the scale $R = 4$. It can be seen that Meta-PU is very robust to input points of various sizes and sparsities, even for the input with only 512 points.

**Upsampling on Non-integer Scales.** Fig. 14 presents the results of upsampling the same sparse point cloud input for non-integer scales. Note that, though we did not train Meta-PU with such scales as 1.25, 1.75, 2.25, … explicitly, Meta-PU is still stable for these unseen scales, which is not supported by the existing point cloud upsampling baselines.

5 Conclusion

In this paper, we present Meta-PU, the first point cloud upsampling network that supports arbitrary scale factors (including non-integer...
Meta-PU is a novel meta-RGC block, which aims to provide a more efficient and practical tool for 3D reconstruction, than the existing single-scale upsampling networks. The core part of Meta-PU is a novel meta-RGC block, whose weights are dynamically predicted by a meta-subnetwork, thus it can extract features tailored to the upsampling of different scales. The comprehensive experiments reveal that the joint training of multiple scale factors with one model improves performance. Our arbitrary-scale model even achieves better results at each specific scale than those single-scale state-of-the-art. The application on mesh reconstruction also demonstrates the superiority of our method in visual quality. Notably, similar to other upsampling methods, our method does not aim to fill holes, such that some large holes or missing parts still exist in the upsampling results. Another limitation is that the maximum upscale factor supported by our network is not infinity, constrained by the model size and GPU memory. These are all future directions worth exploring.
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