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Abstract

Visual-language pre-training has shown great success for learning joint visual-textual representations from large-scale web data, demonstrating remarkable ability for “zero-shot” generalisation. This paper presents a simple method to efficiently adapt one pre-trained visual-language model to novel tasks with minimal training, and here, we consider video understanding tasks. Specifically, we propose to optimise a few random vectors, termed as “continuous prompt vectors”, that convert the novel tasks into the same format as the pre-training objectives. In addition, to bridge the gap between static images and videos, temporal information is encoded with lightweight Transformers stacking on top of frame-wise visual features. Experimentally, we conduct extensive ablation studies to analyse the critical components and necessities. On 9 public benchmarks of action recognition, action localisation, and text-video retrieval, across closed-set, few-shot, open-set scenarios, we achieve competitive or state-of-the-art performance to existing methods, despite training significantly fewer parameters.

1. Introduction

While research in computer vision has mainly focused on tackling particular tasks, the grand goal towards human-level perception has always been to learn general-purpose visual representation, that can solve various problems with minimal tunings. Towards such goal, recent work for training visual-language models has shown promising progress. For example, CLIP [55] and ALIGN [27] learn a joint representation for image and text with simple noise contrastive learning, greatly benefiting from the rich information in text descriptions, e.g. actions, objects, human-object interactions, and object-object relationships. As a result, these visual-language models have demonstrated remarkable “zero-shot” generalisation for various image classification tasks. Crucially, the data used to train these powerful visual-language models can simply be crawled from the Internet at scale, without any laborious manual annotation. It is therefore reasonable to believe, with the growing computation, larger datasets will be collected, and more powerful models will be trained in the near future.

Given the promise, one question naturally arises: how can we best exploit the ability in these powerful visual-language models, and effectively adapt it to solve particular novel vision tasks that are of interest? One possible solution would be to finetune the image encoder end-to-end on the considered downstream tasks, however, as each downstream task will need to finetune and save its own set of parameters, we end up developing hundreds of models for hundreds of individual tasks. Even more problematic, discarding the text encoder loses the model’s ability for “zero-shot” generalisation, thus the resultant model can only work for a fixed set of pre-determined categories. Alternatively, as shown in CLIP [55], given properly designed “prompts”, the model is able to work on a variety of downstream tasks, with the classifiers being dynamically generated by the text encoder, from category names or other free-form texts. The prompts here are handcrafted cloze templates to facilitate classifier generation, so that downstream visual tasks can be formulated in the same format as the pre-training objectives, effectively closing the gap between pre-training and downstream tasks. One remaining issue is, such handcrafted prompts require extensive expert knowledge and labor, limiting its use for efficient task adaptation.

In this paper, we continue in the vein of prompt-based learning, with the goal of exploring an efficient way to adapt a visual-language model for novel tasks. We here consider a simple idea by prepending / appending a sequence of random vectors, which are termed as “continuous prompt vectors”, to the textual input. These prompt vectors consist entirely of free parameters that do not correspond to any real concrete words, and the subsequent layers of the text encoder will attend these vectors, as if they were a sequence of “virtual tokens” to generate the classifier or embedding. Al-
though the weights of text encoder are kept frozen, the gradients are back-propagated through it to optimise the trainable prompt vectors. Consequently, a single copy of the visual backbone is able to perform various video understanding tasks, with the minimal number of trainable parameters for each task, \textit{i.e.}, only a few prompt vectors.

To summarise, building on a scalable, powerful image-based visual-language model, we first propose a simple idea for the \textit{efficient} and \textit{lightweight} model adaptation, through learning task-specific prompt vectors. And here, we consider video understanding as the downstream tasks, \textit{e.g.} action recognition, action localisation, text-video retrieval; In particular, we formulate the problem of action recognition and retrieval under the same umbrella, that is, to maximise the similarity matching between visual and textual embeddings, with texts being action labels or fine-grained descriptions respectively; We extensively analyse several critical components of our method, \textit{e.g.} the number of prompt vectors, usefulness of temporal modeling; Lastly, we evaluate the adaptation idea on 9 public video benchmarks, across closed-set, few-shot, and open-set scenarios. Despite training only a few free parameters, \textit{i.e.} several prompt vectors and two Transformer layers, we are able to achieve competitive or state-of-the-art performance to existing methods. In few-shot and open-set scenarios, we significantly outperform existing methods, sometimes by over 10%.

2. Related Work

\textbf{Joint Visual-Textual Learning.} In the literature, [52] has explored the connection between images and words using paired text documents, and [16, 69] proposed to jointly learn image-text embeddings with the class name annotations. Recently, CLIP [55] and ALIGN [27] have further scaled up the training with large-scale web data. Using simple noise contrastive learning, it is shown that powerful visual representation can be learnt from paired image-caption. In video domains, similar idea has also been explored for representation learning [47] and video retrieval [33, 48].

\textbf{Prompting} refers to designing proper “instructions” that a pre-trained language model can understand, and generate desired outputs, using a few examples as demonstrations. For instance, given properly handcrafted prompt templates, GPT-3 [5] has shown strong generalisations for few-shot or zero-shot learning. However, the handcrafted templates require extensive expert knowledge, limiting the flexibility. Later work proposes to automate the prompt engineering by searching discrete prompts [22, 29, 57, 58], and continuous prompts [34, 35]. In this work, we consider to search continuous prompts for steering pre-trained visual-language models to tackle video understanding tasks.

\textbf{Video Action Recognition.} In the last decade, research on developing effective architectures has gone through rapid developments, from two-stream networks [15, 61, 66] to more recent single stream RGB networks [2, 8, 13, 14, 65, 70]. With the help of abundant training data, \textit{e.g.} Kinetics [7], recognition accuracy has been steadily improved. In addition, researchers have also explored the ideas of data-efficient learning, for instance, few-shot and open-set action recognition. Specifically, in the former line of research, only a few training samples are available from each action category, [82, 83] proposed compound memory networks to classify videos by matching and ranking; [11] used GANs to synthesize training examples for novel categories; [6] proposed differentiable dynamic time warping to align videos of different lengths; [54] exploited CrossTransformer, to find temporally-corresponding frame tuples between the query and given few-shot videos. While in open-set action recognition, it requires the model to generalise towards action categories that are unseen in the training set, one typical idea lies in learning a common representation space that is shared by seen and unseen actions, such as attributes space [19, 42], semantic space [20, 36], synthesizing features to unseen actions [49], using objects to create common space for unseen actions [46].

\textbf{Video Action Localisation} considers to detect and classify actions of interest from untrimmed long videos. Generally speaking, there are two popular paradigms: the two-stage paradigm [9, 30, 39, 41, 60, 64, 71, 80] first detects class-agnostic action proposals, which cover correct segments with high recall, then classifies and refines each of these proposals. In contrast, the one-stage paradigm [40, 53, 75] combines action detection and classification, and densely classifies each timestamp into action or background.

\textbf{Concurrent Work.} Several recent arXiv papers [21, 78, 81] also consider the prompt learning for efficient transfer from pre-trained visual-language models to downstream tasks, \textit{e.g.} image classification. In video domains, CLIP4Clip [45] and ActionCLIP [67] propose to end-to-end finetune pre-trained CLIP on individual video tasks, \textit{e.g.} retrieval and action recognition. In contrast, we favor the efficient adaptation from image to video, and aim to learn task-specific continuous prompts, to generate classifiers for various video understanding tasks under one same framework.

3. Method

Our goal is to efficiently steer an image-based visual-language model to tackle novel downstream tasks, which we term as model adaptation. Here, we consider the downstream task to be video understanding, \textit{i.e.} action recognition, localisation, and video retrieval. To be self-contained, in Section 3.1, we briefly review the pre-training and inference procedure of the original CLIP [55]; in Section 3.2, we describe the proposed idea for learning task-specific prompt vectors, and temporal modeling.
3.1. Visual-Language Model: CLIP

Pre-training. Given $N$ (image, text) pairs in one sampling batch, the feature embeddings for image and text are computed with two encoders respectively, and dense cosine similarity matrix is calculated between all $N$ possible (image, text) pairs. The training objective is to jointly optimise the image and text encoders, by maximizing the similarity between $N$ correct pairs of (image, text) associations, while minimizing the similarity for $N \times (N - 1)$ incorrect pairs via a symmetrical cross-entropy over the dense matrix, i.e. noise contrastive learning.

Note that, both image and text encoders contain a TOKENISER for converting image patches or language words to vectors. In particular, the input images are divided into patches and then flattened into vectors, also called “visual tokens”; while the input texts are converted into vectors (“textual tokens”) by a trainable look-up table.

Inference. Once trained, CLIP can be deployed for image classification tasks on open vocabulary (zero-shot generalisation), with the visual classifiers being generated from the text encoder ($\Phi_{text}$), which resembles the idea of hypernetwork [24]. For example, to classify an image as cat or dog, the classifiers ($c_{cat}$ and $c_{dog}$) can be generated as:

$$c_{cat} = \Phi_{text}('TOKENISER("this is a photo of [cat]"'))$$

$$c_{dog} = \Phi_{text}('TOKENISER("this is a photo of [dog]"'))$$

and “this is a photo of [ ]” is a handcrafted prompt template, which has shown to be effective for image classification.

Discussion. Despite the tremendous success on zero-shot image classification, CLIP has also shown to be sensitive to the handcrafted prompt template, clearly posing limitations on its efficient adaptation for novel downstream tasks, where expert knowledge might be difficult to condense or unavailable. So here, we consider to automate such prompt design procedures, exploring efficient approaches to adapt the pre-trained visual-language models for the novel downstream video-related tasks, with minimal training.

3.2. Prompting CLIP for Video Understanding

In following sections, we start by describing the problem scenario and notations (Section 3.2.1); and introduce the idea for model adaptation through prompt learning (Section 3.2.2); lastly, we augment the CLIP image encoder with temporal modeling, disambiguating the events or actions that require temporal reasoning (Section 3.2.3).
In the closed-set scenario, the action categories for training and evaluation are the same, i.e. \( C_{\text{train}} = C_{\text{val}} \); while in the open-set case, the action categories for training and evaluation are disjoint, i.e. \( C_{\text{train}} \cap C_{\text{val}} = \emptyset \).

### 3.2.2 Model Adaptation by Learning Prompts

The goal here is to steer a pre-trained CLIP model to perform various video tasks with minimal training. In specific, we strive for efficient model adaptation by prepending appending a sequence of continuous random vectors ("prompt vectors") with the textual stream. While training, both the image and text encoders of CLIP are kept frozen, and the gradients will flow through the text encoder to only update the prompt vectors. Ultimately, these learned vectors end up constructing "virtual" prompt templates that can be understood by the text encoder, and to generate desired classifiers or query embeddings, as detailed below.

**Action Recognition** considers to classify the video clip or snippet into one of the action categories. In order to generate the classifier, we construct the "virtual" prompt template by feeding the tokenised action category name into the pre-trained text encoder (\( \Phi_{\text{text}} \)), for instance:

\[
c_{\text{archery}} = \Phi_{\text{text}}(a_1, \ldots, \text{TOKENISER}("\text{archery}"), \ldots, a_k)
c_{\text{bowling}} = \Phi_{\text{text}}(a_1, \ldots, \text{TOKENISER}("\text{bowling}"), \ldots, a_k)
\]

where \( a_i \in \mathbb{R}^D \) denotes \( i \)-th prompt vector, consisting of learnable parameters, and \( D \) is the vector dimension. \( c_{\text{archery}} \) refers to the generated classifier for the action of "archery". Note that, the prompt vectors \( \{a_i\} \) are shared for all action categories, thus are only task-specific.

**Action Localisation** considers to localise and classify actions from untrimmed videos. Here, we leverage the two-stage paradigm [9, 79] to first detect potential class-agnostic action proposals (detailed in Section 4.1), and followed by the action classification on these detected proposals.

**Text-Video Retrieval** considers to jointly learn the visual and textual embeddings that pair the video and its corresponding textual description. In contrast to action recognition, where a video snippet is coarsely labeled by an action category, the text description in video retrieval contains more fine-grained details, usually a sentence. We here similarly TOKENISE the entire sentence, and feed the tokenised results to the text encoder with learnable prompt vectors, to generate the query embedding for each sentence.

**Summary.** In general, learning prompts for model adaptation offers the following benefits: First, since both classification and retrieval can be tackled with one framework, with classifiers or query embeddings generated from text, either category names or free-form descriptions, all tasks can use one shared backbone, yet achieve competitive performance (Section 4); Second, adapting to novel tasks only requires to optimise a few prompt vectors, facilitating the few-shot problem (Section 4.2.2); Third, it enables to make better use of the abundant training data, and further generalise beyond the closed-set categories (Section 4.2.3).

### 3.2.3 Temporal Modeling

As for pre-training, CLIP has thoroughly relied on the (image, text) pairs, which poses clear pros on cons. On the one hand, the (image, text) data used for training can be easily crawled from the web, which enables to learn much richer contents under a given compute constraint; however, on the other hand, it ignores the temporal component of the visual scene, and struggles to recognise the dynamic events, e.g. push or pull, open or close. In this section, we bridge this image-to-video gap by adding a simple and lightweight temporal modeling module.

Specifically, we upgrade the CLIP image encoder \( \Phi_{\text{image}} \) into a video one \( \Phi_{\text{video}} \), by attaching Transformers on top of frame-wise features from the frozen image encoder:

\[
v_i = \Phi_{\text{video}}(V_i) = \Phi_{\text{temp}}(\{\Phi_{\text{image}}(I_{i1}), \ldots, \Phi_{\text{image}}(I_{iT})\})
\]

where \( \Phi_{\text{temp}} \) refers to the temporal modeling module, which is a multi-layer Transformer Encoder, consisting of Multi-head Self-attention, Layer Norm, and MLPs. To indicate the temporal order, we also add learnable temporal positional encoding onto the image features. The \( v_i \in \mathbb{R}^{\text{TxD}} \) denotes dense feature embeddings of the \( \text{T} \) frames.

### 3.2.4 Training Loss

Given a batch of (video, text) pairs, the visual stream ends up with dense frame-wise feature embeddings \( (v_i) \); while for the textual stream, depending on the considered downstream tasks, it ends up with a set of action classifiers \( (c_i \in C_{\text{action}}) \) or textual query embeddings \( (c_i \in C_{\text{query}}) \).

For action recognition and text-video retrieval, we further compute the video-snippet-level feature by taking the mean pooling of the dense features:

\[
v_i = \Phi_{\text{pool}}(v_i) \in \mathbb{R}^{1 \times D}
\]  

For action localisation, we take mean-pool of the dense features within each detected action proposal, to obtain the proposal-level feature (also denoted as \( \overline{v_i} \) for simplicity).

During training, we jointly optimise the textual prompt vectors and temporal modeling module, such that the video (proposal) features and its paired classifier or textual query embedding emit the highest similarity score among others. This is achieved with a simple NCE loss:

\[
\mathcal{L} = - \sum_i \left( \log \frac{\exp(\overline{v_i} \cdot c_i / \tau)}{\sum_j \exp(\overline{v_i} \cdot c_j / \tau)} \right)
\]
4. Experiments

In this section, we conduct experiments on three different video understanding tasks, i.e., action recognition, action localisation, text-video retrieval, across 9 different datasets. In Section 4.2, we conduct ablation studies on action recognition, to validate the usefulness of proposed components, i.e., prompting adaptation and temporal modeling. In Section 4.3 and Section 4.4, we further benchmark on two other popular tasks: action localisation and text-video retrieval.

4.1. Implementation Details

In this paper, the image and text encoders are adopted from pre-trained CLIP (ViT-B/16+Transformer). For model adaptation, both encoders are kept frozen, the only trainable parts are the textual prompt vectors and temporal modeling module. All video frames are pre-processed to $224 \times 224$ spatial resolution, and the maximum number of textual tokens is 77 (follow the original CLIP design).

For action recognition, all videos are decoded to 30 fps, and 16 frames are sampled per video with a random frame gap (gap $\in \{1, 2, 3, 4, 5, 6, 10, 15\}$) for training. The temporal positional encodings consist of each frame’s index and the frame sampling gap (that is, video playing speed). The model is optimised using AdamW [44] with a learning rate of $10^{-4}$, and a batch size of 64 videos.

For action localisation, we follow a two-stage paradigm: class-agnostic action proposal detection and proposal classification. To obtain high-quality action proposals, we first divide the entire video into equal-frame snippets; then use the CLIP image encoder with one Transformer layer to extract frame-wise embeddings for each snippet; and finally feed these embeddings to the off-the-shelf proposal detectors [37, 74]. These detectors construct the feature pyramid, and make predictions in parallel, to determine actionness, centerness, and boundaries. Please refer to [37, 74] for detailed detector architectures and optimisations. Note that, our method is flexible to the choice of proposal detectors, and we do not innovate on such candidate proposal procedures. To generate proposal classifiers, we adopt the same implementation details as for action recognition.

For video retrieval, we also take the 16-frame input with a random frame gap (gap $\in \{10, 15, 30\}$). Note that, here we use significantly larger frame gaps than action recognition, as the retrieval task tends to require information from long-term visual dependencies. For more details, we refer the readers to the Appendices B.

4.2. Action Recognition

Datasets & Metrics. In this section, we conduct experiments on four popular benchmarks. HMDB-51 [32] contains 7k videos of 51 actions. Its standard split is to train on 3570 videos and evaluate on another 1530 videos. UCF-101 [62] contains 13k videos spanning 101 human actions. The standard split is to train on 9537 videos and evaluate on the left 3783 videos. Kinetics-400 [31] (K-400) covers around 230k 10-second clips sourced from YouTube. Each clip describes one action category, and can be of different resolutions and frame rates. Kinetics-700 [7] (K-700) is simply an extension of K-400, with around 650k video clips sourced from YouTube. To evaluate the recognition performance, we report the standard TOP1 and TOP5 accuracy, and the average of these two metrics.

4.2.1 Closed-set Action Recognition

Closed-set video action recognition refers to the commonly adopted setting, where the model is trained and evaluated on videos from the same action categories, i.e., $C_{\text{train}} = C_{\text{val}}$. For comprehensive comparison, we here train and evaluate on the standard splits of four popular benchmarks, namely HMDB-51, UCF-101, K-400, and K-700.

Ablation Studies are conducted based on the two largest benchmark datasets, namely, K-400 and K-700. Table 1 presents the results for the prompt learning and temporal modeling module. And here, the prompt follows the format of $[a_1, \ldots, a_k, X, a_{k+1}, \ldots, a_{2k}]$. Note that, although we prepend and append equal number of prompt vectors, the optimisation can perfectly learn to ignore any of these vectors, thus we do not ablate the other prompt formats.

As baselines, we compare with the official results reported in the original CLIP [55]. Specifically, Baseline-I refers to the “zero-shot” inference with handcrafted prompt templates (“a photo of [ ].”), and Baseline-II denotes the standard practice for training linear classifiers on top of the pre-trained image encoder on the downstream datasets.

Generally speaking, training more text prompt vectors brings consistent improvements on both TOP1 and TOP5 accuracy; In addition, adding temporal modeling also brings immediate benefits, with average gains of 4.9% and 5.3% on K-400 and K-700. However, it gives diminishing returns as more Transformer layers are added. Overall, all results suggest that, both the prompt learning and temporal modeling are essential. While comparing with Baseline-I, the A3 model demonstrates a performance boost of 18.1%, clearly showing the benefits of learning prompt vectors over handcrafted ones. Moreover, even with fewer trainable parameters, the A3 model also surpasses Baseline-II, with 4.4% gains, showing the superiority of prompting adaptation.

For all following action recognition experiments, we inherit the best practice from the ablation study, i.e. prepend /
append 16 prompt vectors to category names, and only use two Transformer layers for temporal modeling, for its best trade-off on performance and computational cost.

**Comparison to SOTA.** Table 2 compares our model with the existing state-of-the-art approaches on the popular action recognition benchmarks. Overall, on all datasets, our model performs comparably with the competitors, although we only need to train far fewer parameters, i.e., two Transformer layers and several prompt vectors, advocating efficient model adaptation.

### 4.2.2 Few-shot Action Recognition

Few-shot action recognition aims to classify actions in the video with only a few samples, in this section, we consider to benchmark on two different settings. The first one follows the previous literature [6, 54, 77], and evaluates on the standard K-shot, N-way classification; while in the second part, we consider a more challenging setting that classifies all categories with K-shot training samples. For more details on dataset splits, please refer to the Appendices A.1. As baselines, in both settings, we use the “zero-shot” CLIP inference with handcrafted templates.

#### 5-Shot-5-Way Setting.

For fair comparison, this setting adopts the publicly accessible few-shot splits. Specifically, for HMDB-51 and UCF-101, we follow [77] to collect 10 and 21 testing action categories respectively; while for K-400, we follow [54, 82] to collect 24 testing categories, each containing 100 videos. During training, we sample 5 action categories (ways) from the above data, with 5 videos (shots) from each category, and use the remaining data for evaluation. To ensure the statistical significance of experiments, we conduct 200 trials with random samplings.

Table 3 presents the average TOP1 accuracy for the three datasets. Our method (with or without temporal modeling) clearly outperforms all previous methods by a significant margin, around 10% on HMDB-51 and K-400, indicating the superiority of our proposed idea for model adaptation.

**5-Shot-C-Way Setting.** Here, we further consider a more challenging scenario, scaling the problem up to classifying all categories in the dataset with only 5 samples per category, e.g., 101 categories for UCF; 400 categories for K-400. Baseline-I denotes the “zero-shot” CLIP inference with handcrafted templates.

5-Shot-C-Way Setting. Here, we further consider a more challenging setting, scaling the problem up to classifying all categories in the dataset with only 5 samples per category, e.g., 101 categories for UCF; 400 categories for K-400. Baseline-I denotes the “zero-shot” CLIP inference with handcrafted templates.
4.2.3 Open-set Action Recognition

In this section, we evaluate on open-set action recognition, with videos in the training set and validation set from different categories, i.e., $C_{\text{train}} \cap C_{\text{val}} = \emptyset$. Specifically, we split the K-700 dataset into two parts, with $C_{\text{train}} = 400$ categories for training, and the remaining $C_{\text{val}} = 300$ categories for evaluation. For more details on the dataset splits, please refer to the Appendices A.2.

As a baseline, we evaluate the CLIP model with handcrafted prompt templates. As reported in Table 4, our model achieves 6.0% improvements on TOP1 accuracy over the Baseline-I, showing the effectiveness of prompt learning for open-set recognition. Interestingly, the number of learnable prompt vectors does not make a difference, and adding temporal modeling diminishes the performance gain. We conjecture this is because the additional Transformer layer will specialise on the training set, thus harming the generalisation towards unseen action categories.

4.2.4 Conclusion & Discussion

Among all the benchmarks on action recognition, we have demonstrated the effectiveness of prompt learning and temporal modeling. For closed-set action recognition, even without temporal modeling, learnable prompts clearly surpass the handcrafted ones, and linear probe settings. While comparing to state-of-the-art approaches, despite training far fewer parameters, our model still demonstrates competitive performance on all benchmarks. For few-shot action recognition with limited number of training samples, model adaptation through prompt learning really shines, outperforming all previous methods significantly. Lastly, for open-set scenarios, textual prompts enable to make better use of the abundant training data, and further improve the generalisation beyond the seen actions.

4.3. Action Localisation

Datasets & Metrics. In this section, we conduct experiments on two localisation datasets. THUMOS14 [28] covers 413 untrimmed sports videos of 20 action categories, with an average of 15 action instances per video. The standard split is 200 training videos and 213 validation videos. ActivityNet1.3 [26] has around 20k untrimmed videos of 200 action categories, each video contains an average of 1.5 action instances. The standard split is 10,024 training videos and 4,926 validation videos. For evaluation metrics, we follow the conventional choices and use mean Average Precision (mAP) at different IoU thresholds. On THUMOS14, we report the mAP at the IoU set $[0.3 : 0.1 : 0.7]$, and for ActivityNet1.3, the IoU set is $[0.5 : 0.05 : 0.95]$.

4.3.1 Closed-set Action Localisation

Closed-set action localisation refers to the common setting, where the model is trained and evaluated on videos of the same action categories, i.e., $C_{\text{train}} = C_{\text{val}}$. For a fair comparison, we use the same dataset splits as in the literature.

Table 5 reports the comparison results. As a baseline, we adopt the same first-stage proposal detector, but use the original CLIP with handcrafted templates (“this is a photo of [ ]”) for the second-stage proposal classifier. On both datasets, our model significantly outperforms the Baseline-III, again confirming the effectiveness of prompt learning and temporal modeling. While comparing with other existing methods that use pre-trained RGB stream, our method...
also demonstrates superior performance, with around 5.2% and 2.5% gains on average mAP respectively.

4.3.2 Open-set Action Localisation
In this section, we evaluate on the open-set scenario, i.e. action categories for training and testing are disjoint. As we are not aware of any existing benchmarks on this challenging problem, we initiate two evaluation settings on THUMOS14 and ActivityNet1.3: one is to train with 75% action categories and test on the left 25% action categories; the other is to train with 50% categories and test on the left 50% categories. To ensure statistical significance, we conduct 10 random samplings to split categories for each setting.

Table 6 shows the mean performance. In two-stage localisation, as proposals are class-agnostic, the key is the proposal classifier. Similar to closed-set localisation, for comparison, we implement the same baseline, which uses the same proposal detector as Ours, but classifies action proposals using original CLIP with handcrafted templates. In both settings, our model shows superior performance than the Baseline-III. However, when comparing with the closed-set evaluation, the performance of open-set drops dramatically. Note that, such performance drop now comes from two sources: one is the recall drop from the first-stage class-agnostic action proposals, because for open-set settings, there exist certain differences in the boundary distribution of training and testing proposals; the other comes from the second-stage classification errors. In the Appendices C.1, we provide a full ablation study to show the performance degradation under the open-set scenario.

### 4.4. Text-Video Retrieval

**Datasets & Metrics.** In this section, we evaluate on three large-scale text-video retrieval datasets. **LSMDC** [56] covers 118,081 videos of 2 to 30 seconds. We train on 7,408 validation videos, and evaluate on 1,000 independent test videos. **MSRVTT** [72] has 10,000 videos and 200,000 captions. We train on the ‘Training-9K’ split [17], and test with the ‘test 1k-A’ [76] containing 1,000 clip-text pairs. **SMIT** [50] (Spoken Moments) contains over 500k videos randomly chosen from the M-MiT training set [51], and 10k validation videos. Each video contains at least one text description. For evaluation, following the literature, we report average recall at K (R@K). Due to the space limitation, we report results from the original CLIP model with naively-encoded text queries, our proposed prompt learning and temporal adaptation, and text-video retrieval. Thorough comparisons and ablation studies are conducted to analyse the critical components, at different scenarios: closed-set, few-shot, and open-set. In the closed-set scenario, despite training only a small number of free parameters, we achieve competitive performance to the modern state-of-the-art methods. In few-shot and open-set scenarios, we significantly outperform existing methods across all tasks, sometimes by over 10%.

**Limitation and Broader Impact.** Our proposed idea re-
lies on the visual-language model pre-trained on the large-scale image alt-text data, which could potentially incur two limitations: First, bias in the web data. Second, as temporal modeling is only used on top of visual features, it may fail to model fine-grained motions. As future work, we expect better visual-language models to be trained, further improving model adaptation by proposed prompt learning; and given more compute available, end-to-end finetuning with all data combined will further boost the performance.
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Appendices

A. Dataset Splits

Here, we detail the dataset splits for training and testing, under different scenarios, namely, few-shot action recognition, open-set action recognition, open-set action localisation.

A.1. Few-shot Action Recognition

In this section, we benchmark on two different settings.

A.1.1 5-Shot-5-Way Setting

In this evaluation scenario, we adopt the publicly available few-shot data splits, i.e. sample 5 categories (5 videos per category) from a set of testing categories, to form the few-shot support set. We conduct 200 trials with random samplings, to ensure the statistical significance.

- **Kinetics-400.** We follow [54, 82] and sample the test action categories from: blasting sand, busking, cutting watermelon, dancing ballet, dancing charleston, dancing macarena, diving cliff, filling eyebrows, folding paper, hula hooping, hurling (sport), ice skating, paragliding, playing drums, playing monopoly, playing trumpet, pushing car, riding elephant, shearing sheep, side kick, stretching arm, tap dancing, throwing axe, unboxing.

- **UCF-101.** Following [77], the test action categories are sampled from: blowingcandles, cleanandjerk, cliffdiving, cuttinginkitchen, diving, floorgymnastics, golfswing, handstandwalking, horserace, icedancing, jumprope, pommelhorse, punch, rockclimbingindoor, salsaspin, skiing, skydiving, stillrings, surfing, tennisswing, volleyballsripping.

- **HMDB-51.** Following [77], the test action categories are sampled from: fencing, kick, kick ball, pick, pour, pushup, run, sit, smoke, talk.

A.1.2 5-Shot-C-Way Setting.

In this generalised few-shot setting, to construct the dataset for training, we sample 5 videos from all categories and measure the performance on the corresponding standard testing set, i.e. all videos from all categories in the testing set. For statistical significance, we also conduct 10 random sampling rounds to choose training videos.

- **Kinetics-400.** The training set consists of 2000 videos, i.e. $400 \times 5$ videos, and the testing set covers 19101 videos.

- **UCF-101.** The training set contains 505 videos, i.e. $101 \times 5$ videos, and the testing set covers 3783 videos.

- **HMDB-51.** The training data covers 255 videos, i.e. $51 \times 5$ videos, and the testing set contains 1530 videos.

A.2. Open-set Action Recognition

In this section, we split the K-700 dataset into two subsets with disjoint classes. Specifically, 400 action categories are used for training, and the remaining 300 action categories are used for evaluation.

- **Training Categories (#400):** carving wood with a knife, cracking neck, feeding goats, fixing bicycle, passing soccer ball, being in zero gravity, breaking boards, changing gear in car, playing organ, taking photo, finger snapping, walking on stilts, cleaning shoes, hoverboarding, putting wallpaper on wall, using atm, rock scissors paper, riding elephant, running on treadmill, cracking back, pulling rope (game), washing feet, skydiving, country line dancing, throwing knife, square dancing, fixing hair, folding clothes, doing jigsaw puzzle, making slime, using a power drill, welding, jumping jacks, cosplaying, surveying, bottling, smoking pipe, shooting basketball, swimming with dolphins, tying bow tie, cleaning gutters, playing cards, playing dominoes, uncorking champagne, drop kicking, folding paper, standing on hands, massaging neck, swing dancing, chopping meat, breading or breadcrumbing, laying concrete, driving car, sawing wood, clean and jerk, embroidering, pinching, playing saxophone, tango dancing, peeling banana, drumming fingers,
Testing Categories (#300):
- adjusting glasses, answering questions, applauding, applying cream, archaeological excavation, archery, arguing, arranging flowers, arresting, auctioning, bandaging, bathing dog, beatboxing, bending metal, biking through snow, blending fruit, blowing glass, blowing leaves, blowing out candles, bodysurfing, bouncing ball (not juggling), bouncing on bouncy castle, bouncing on trampoline, bowling, braiding hair, breakdancing, breaking glass, breathing fire, brushing hair, brushing teeth, brush painting, building lego, bulldozing, calculating, calligraphy, canoeing or kayaking, capsizing, card stacking, casting fishing line, catching fish, catching or throwing softball, changing wheel
(not on bike), cheerleading, chiseling wood, chopping wood, clam digging, cleaning toilet, climbing ladder, climbing tree, closing door, coloring in, combing hair, contorting, cooking egg, cooking on campfire, cooking sausages (not on barbecue), counting money, crossing eyes, crossing river, crying, cumbia, curling hair, curling (sport), cutting apple, cutting nails, cutting orange, dancing ballet, dancing macarena, dealing cards, disc golfing, dyeing hair, eating cake, eating chips, eating ice cream, eating nachos, entering church, exercising with an exercise ball, extinguishing fire, faceplanting, falling off chair, feeding birds, filling cake, filling eyebrows, flipping bottle, flipping pancake, folding napkins, gargling, geocaching, gold panning, golf chiping, golf driving, golf putting, gospel singing in church, grooming dog, hammer throw, hand washing clothes, head stand, helmet diving, high fiving, hitting baseball, hopscotch, huddling, hugging (not baby), hula hooping, hurling (sport), ice climbing, ice fishing, jaywalking, jogging, juggling balls, juggling soccer ball, jumpstyle dancing, kicking field goal, kicking soccer ball, kissing, kitesurfing, knitting, krumping, laying bricks, letting go of balloon, licking, lifting hat, lighting candle, lighting fire, longboarding, long jump, looking at phone, looking in mirror, making a sandwich, making bubbles, making jewelry, making latte art, making snowman, making tea, marching, massaging back, massaging legs, massaging person’s head, metal detecting, milking cow, milking goat, mixing colours, moon walking, motorcycling, moving baby, mowing lawn, mushroom foraging, needle felting, opening coconuts, opening door, opening present, opening refrigerator, opening wine bottle, peeling apples, person collecting garbage, petting cat, photocopying, planting trees, playing accordion, playing badminton, playing bagpipes, playing beer pong, playing billiards, playing blackjack, playing chess, playing clarinet, playing controller, playing cymbals, playing drums, playing field hockey, playing flute, playing harp, playing ice hockey, playing lute, playing maracas, playing marbles, playing nose flute, playing oboe, playing ocarina, playing piccolo, playing ping pong, playing polo, playing road hockey, playing rounders, playing scrabble, playing shuffleboard, playing slot machine, playing squash or racquetball, playing tennis, playing ukulele, playing violin, playing volleyball, playing xylophone, poking bellybutton, pole vault, polishing furniture, polishing metal, popping balloons, pouring milk, pouring wine, preparing salad, presenting weather forecast, pulling espresso shot, pumping gas, punching person (boxing), pushing wheelchair, pushing wheelchair, push up, putting on foundation, putting on lipstick, putting on mascara, reading book, repairing puncture, riding a bike, riding mule, riding or walking with horse, riding scooter, riding snow blower, riding unicycle, roasting marshmallows, rolling eyes, sailing, scrapbooking, scrubbing face, sewing, shaking hands, shaking head, shaping bread dough, sharpening pencil, shaving legs, shearing sheep, shining flashlight, shoot dance, shooting goal (soccer), shredding paper, shucking oysters, shuffling cards, shuffling feet, side kick, silent disco, situp, skateboarding, skiing across country, slacklining, slapping, sled dog racing, smashing, smoking hookah, snorkeling, spinning plates, stacking cups, stacking dice, steer roping, stomping grapes, stretching leg, surfing crowd, sweeping floor, swimming backstroke, swinging baseball bat, swinging on something, sword swallowing, talking on cell phone, tap dancing, tapping guitar, tapping pen, tasting wine, testifying, throwing snowballs, throwing tantrum, tickling, tie dying, tobogganing, tossing coin, tossing salad, trimming shrubs, trimming trees, twiddling fingers, tying shoe laces, unboxing, using a wrench, using circular saw, using puppets, waiting in line, walking with crutches, washing hair, watching tv, watering plants, water skiing, water sliding, waving hand, waxing armpits, waxing eyebrows, weaving basket, windsurfing, winking, wood burning (art), writing, yawning, yoga, zumba.

A.3. Open-set Action Localisation

Here, we initiate two evaluation settings on THUMOS14 and ActivityNet1.3 datasets: (A) train on 75% action categories and test on the left 25% action categories; (B) train on 50% categories and test on the remaining 50% categories. For setting (A) on THUMOS14, the number of training categories is 15, and the number of testing categories is 5. For setting (B) on THUMOS14, the number of training categories is 10, and the number of testing categories is 10. For setting (A) on ActivityNet1.3, the number of training categories is 150, and the number of testing categories is 50. For setting (B) on ActivityNet1.3, the number of training categories is 100, and the number of testing categories is 100.

Under each setting, we conduct 10 random samplings to split the action categories for training and testing. Note that, since the untrimmed videos in localisation are normally minutes long, splitting datasets based on action categories may incur some situations, where the same video contains both training and testing categories. For this multi-label video, we simply divide it into two videos, one containing only training categories and the other containing only testing categories.
B. Implementation Details

In this paper, all prompt vectors and visual features are of the same dimension, $D = 512$, and temperature hyper-parameter $\tau$ is set to 0.07. For action recognition and localisation (2nd-stage), we evaluate different numbers of prompt vectors, and adopt the $[16 + 16]$ pattern eventually, meaning, 16 random vectors are prepended / appended to the input text tokens, and optimised for the considered tasks. For text-video retrieval, as the text description tends to be long, we use $[4 + 4]$ prompt vectors. In terms of spatial pre-processing, we resize the frame’s short side to 224, while keeping its original aspect ratio, then perform center cropping to convert the spatial size to $224 \times 224$.

B.1. Action Recognition

For action recognition (and text-video retrieval), at inference time, we random sample 16 frames from each video for 5 times, and take the average of these 5 results as the final predictions, i.e. 5-crop evaluation.

B.2. Action Localisation

For action localisation, to obtain class-agnostic action proposals, we adopt the off-the-shelf proposal detectors [37, 74]. Specifically, we first divide the entire video into equal-frame snippets; use the CLIP image encoder with one Transformer layer to extract frame-wise embeddings; feed these embeddings to the 6-layer feature pyramid; use 3 parallel prediction heads to determine the actionness, centerness, and boundaries respectively; finally, assemble all prediction results and use Soft-NMS [4] to suppress redundant proposals. On THUMOS14, we downsample each video to 10 fps, and 256 frames are used to construct the snippet; As for ActivityNet1.3, we maintain the original video frame rate, and use 768 frames in each snippet. The proposal detector is optimised using AdamW [44] with a learning rate of $10^{-4}$, and a batch size of 32 videos. The optimisation objective is a combination of boundary regression and two binary classifications, i.e. actionness and centerness. For post-processing, we set the tIoU threshold in Soft-NMS to 0.5 on THUMOS14, and 0.85 on ActivityNet1.3.

B.3. Text-Video Retrieval

For text-video retrieval, the videos are decoded with 30 fps, and we take the 16-frame input with a random frame gap (gap $\in \{10, 15, 30\}$), that is to say, the video is equivalent to be sampled with 1-3 fps. Note that, here we adopt significantly lower fps than action recognition, as the retrieval task tends to require information from long-term visual dependencies.
C. Experimental Results

In this section, we provide more experimental results to further analyse our model.

C.1. Action Localisation

We adopt the two-stage paradigm to achieve action localisation, i.e. first-stage proposal detection and second-stage proposal classification. In this section, we separately evaluate the performance of these two stages in the closed-set and open-set scenarios, to dissect localisation results.

C.1.1 Proposal Detection

To evaluate class-agnostic action proposals, we adopt conventional metrics Average Recall with different Average Number, i.e. AR@AN. On THUMOS14, the AR is calculated under multiple IoU threshold set from 0.5 to 1.0 with a stride of 0.05. As for ActivityNet1.3, the multiple IoU threshold are from 0.5 to 0.95 with a stride of 0.05. And for the open-set settings with multiple sampling trials, we average the AR of all trials.

Table 8 shows the comparison results. On both datasets, the performance of the open-set scenario decreases compared with that of the closed-set scenario, showing that the action proposal is in fact not perfectly class-agnostic, it is still biased towards seen action categories. Moreover, since each video on THUMOS14 contains denser action instances, the number of which is $10$ times than that of ActivityNet1.3, the performance drop on THUMOS14 is more significant.

| Scenario | Training Ratio | AR@50 | AR@100 | AR@100 |
|----------|---------------|-------|--------|--------|
| Closed-set | 100% | 32.4  | 38.3   | 63.6   |
| Open-set  | 75% | 24.1  | 29.7   | 60.8   |
| Open-set  | 50% | 21.2  | 26.2   | 59.3   |

Table 8. Results of proposal detection. In the closed-set scenario, we train and evaluate on the same action categories. While in the open-set scenario, we experiment with two settings: training with 75% (25%) action categories and testing on the remaining 25% (50%) action categories.

C.1.2 Proposal Classification

We eliminate the action proposals that are completely disjoint with all ground-truth action instances, and evaluate the standard TOP1 classification accuracy among the remaining action proposals.

Table 9 shows the average accuracy of multiple sampling trials. Comparing to the closed-set evaluation, the open-set classification accuracy tends to drop. Note that, the setting training with 75% action categories on THUMOS14 is a special case. Since THUMOS14 has total 20 action categories, in this setting, the number of testing categories is only 5, thus the classification task is easier than the closed-set scenario.

| Scenario | Training Ratio | THUMOS14 | ActivityNet1.3 |
|----------|---------------|----------|----------------|
|          |               | train / test | TOP1 | train / test | TOP1 |
| Closed-set | 100% | 20 / 20 | 88.7 | 200 / 200 | 85.6 |
| Open-set  | 75% | 15 / 5  | 93.4 | 150 / 50 | 81.5 |
| Open-set  | 50% | 10 / 10 | 87.3 | 100 / 100 | 71.8 |

Table 9. Results of proposal classification. In the closed-set scenario of THUMOS14 (ActivityNet1.3), we train and test on the same 20 (200) categories. While in the open-set scenario, we experiment with two settings, training with 75% (25%) action categories and testing on the remaining 25% (50%) action categories, e.g. training on 15 (10) categories and testing on the left 5 (10) categories for THUMOS14.

C.1.3 Summary

Overall, the localisation performance drop of the open-set scenario comes from two sources: one is the recall drop from the first-stage action proposals, the other comes from the second-stage classification errors.
C.2. Text-Video Retrieval

Here, we add more comparison results for the retrieval benchmarks. Note that, we try to compare with the results reported in the existing work, however, this is by no means to be fair comparisons, as in retrieval, models are usually pre-trained on different datasets with variable sizes.

| Method            | Prompt | Temporal | E2E | MSRVTT (9K) | LSMDC | SMIT |
|-------------------|--------|----------|-----|-------------|-------|------|
|                   |        |          |     | R@1↑ | R@5↑ | R@10↑ | MdR↓ | R@1↑ | R@5↑ | R@10↑ | MdR↓ | R@1↑ | R@5↑ |
| CE [43]           | –      | –        | ✓   | 21.7 | 51.8 | 65.7 | 5.0  | 12.4 | 28.5 | 37.9 | 21.7 | –    | –    |
| MMT [18]          | –      | –        | ✓   | 24.6 | 54.0 | 67.1 | 4.0  | 13.2 | 29.2 | 38.8 | 21.0 | –    | –    |
| TT-CE+ [10]       | –      | –        | ✓   | 29.6 | 61.6 | 74.2 | 3.0  | 17.2 | 36.5 | 46.3 | 13.7 | –    | –    |
| SMiT-Baseline [50]| –      | –        | ✓   | 33.1 | 64.8 | 72.4 | –    | –    | –    | –    | 39.5 | 65.7 |
| MDMMT [12]        | –      | –        | ✓   | 38.9 | 69.0 | 79.7 | 2.0  | 18.8 | 38.5 | 47.9 | 12.3 | –    | –    |
| Baseline-IV       | –      | –        | ✓   | 31.2 | 53.7 | 64.2 | 4.0  | 11.3 | 22.7 | 29.2 | 56.5 | 39.3 | 62.8 |
| Ours              | 4+X+4  | 2-TFM    | ✓   | 36.7 | 64.6 | 76.8 | 2.0  | 13.4 | 29.5 | 40.3 | 18.6 | 66.6 | 87.8 |
| Frozen [1]        | –      | –        | ✓   | 31.0 | 59.5 | 70.5 | 3.0  | 15.0 | 30.8 | 39.8 | 20.0 | –    | –    |
| CLIP4Clip [45]    | –      | –        | ✓   | 44.5 | 71.4 | 81.6 | 2.0  | 22.6 | 41.0 | 49.1 | 11.0 | –    | –    |

Table 10. Results of text-video retrieval. Baseline-IV refers to the original CLIP model with text query naïvely encoded, i.e. without using any prompt. E2E denotes if the model has been trained end-to-end. We highlight the results that are not end-to-end finetuned, where the best and second-best results are highlighted with bold and underline respectively.

As can be observed in Table 10, our model with learnable prompt vectors largely outperforms the Baseline-IV, which refers to the original CLIP model with text query naïvely encoded, i.e. without using any prompt. Despite only optimising a few parameters, the results are sometimes comparable to the state-of-the-art methods that have been specifically designed for retrieval.