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Abstract

Abstract:

In system identification scenarios, classical adaptive filters, such as the recursive least squares (RLS) algorithm, predict the system impulse response. If a tracking delay is acceptable, interpolating estimators capable of providing more accurate estimates of time-varying impulse responses can be used; channel estimation in communications is an example of such applications. The basis expansion model (BEM) approach is known to be efficient for non-adaptive (block) channel estimation in communications. In this paper, we combine the BEM approach with the sliding-window RLS (SRLS) algorithm and propose a new family of adaptive filters. Specifically, we use the Legendre polynomials, thus the name the SRLS-L adaptive filter. The identification performance of the SRLS-L algorithm is evaluated analytically and via simulation. The analysis shows significant improvement in the estimation accuracy compared to the SRLS algorithm and a good match between the theoretical and simulation results. The performance is further investigated in application to the self-interference cancellation in full-duplex underwater acoustic communications, where a high estimation accuracy is required. A field experiment conducted in a lake shows significant improvement in the cancellation performance compared to the classical SRLS algorithm.
Abstract—In system identification scenarios, classical adaptive filters, such as the recursive least squares (RLS) algorithm, predict the system impulse response. If a tracking delay is acceptable, interpolating estimators capable of providing more accurate estimates of time-varying impulse responses can be used; channel estimation in communications is an example of such applications. The basis expansion model (BEM) approach is known to be efficient for non-adaptive (block) channel estimation in communications. In this paper, we combine the BEM approach with the sliding-window RLS (SRLS) algorithm and propose a new family of adaptive filters. Specifically, we use the Legendre polynomials, thus the name the SRLS-L adaptive filter. The identification performance of the SRLS-L algorithm is evaluated analytically and via simulation. The analysis shows significant improvement in the estimation accuracy compared to the SRLS algorithm and a good match between the theoretical and simulation results. The performance is further investigated in application to the self-interference cancellation in full-duplex underwater acoustic communications, where a high estimation accuracy is required. A field experiment conducted in a lake shows significant improvement in the cancellation performance compared to the classical SRLS algorithm.
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I. INTRODUCTION

Classical adaptive filtering algorithms such as the recursive least squares (RLS) algorithm, when used in identification scenarios, predict the system response for the next time instant based on input data received at the current and past time instants. In general, for time-varying systems, predictive estimators are less accurate than interpolating estimators. The later, however, are non-causal since they require input data not only from the past but also from future time instants. If an application can accept a tracking delay, the interpolating adaptive filtering can significantly improve the identification performance. Channel estimation in communications is an example of such applications.

Underwater acoustic (UWA) channels are considered to be difficult for communications [1]. They are characterised by multipath propagation with long delay spread due to multiple reflections from the sea surface and bottom, refraction and low speed of sound. The motion of the seawater and transmitter/receiver result in the Doppler effect, which makes a UWA channel fast time-varying. For reliable UWA communication systems operating in fast-varying channels, the channel estimation is an essential part. RLS based adaptive filters are normally employed for this purpose [2]–[5]. However, the performance of the RLS adaptive filter is limited in fast-varying channels.

Another application where efficient adaptive filtering is the key to the successful operation is the self-interference cancellation (SIC) in full-duplex (FD) UWA systems [6], [7]. FD operation allows simultaneous transmission and reception of signals in the same frequency bandwidth by closely positioned transmit and receive antennas. The key problem in FD implementation is to cancel the strong self-interference (SI) from the near-end transmitter [6], [8]. Classical RLS adaptive filters can efficiently solve this problem in a time-invariant environment [7]. However, in practice, the SI channel can be fast time-varying [9], especially when the transmit and receive antennas are positioned close to the sea/lake surface [10].

In communication systems, basis expansion models (BEMs) are widely used for block (non-adaptive) estimation of time-varying channels, e.g. see [11]–[24]. The most often used BEMs are the Karhunen-Loeve functions [12], [14], discrete prolate spheroidal functions [16], [22]–[24], generalized complex exponentials [15]–[17], B-splines [18]–[21], and algebraic polynomials [25] including Legendre polynomials [26], [27]. With a BEM, estimation of a realization of the random process describing the time-variant channel is transformed into the simpler problem of estimation of a vector of time-invariant expansion coefficients [22].

In [28] a predictive RLS adaptive filter was proposed based on representation of the system time variation with algebraic polynomials. In [29], for the UWA FD application, we have proposed an interpolating adaptive filter based on the sliding-window RLS (SRLS) algorithm. This adaptive filter exploits a parabolic approximation of the time-varying SI channel response; however, it has a high complexity.

In this paper, we combine the SRLS adaptive algorithm with the BEM approach and propose a new family of (interpolating) adaptive filters, designed particularly for estimation of fast time-varying channels. We investigate their performance through theoretical analysis, numerical simulation and lake experiments. The contributions of this paper are as follows:

1) A new family of adaptive filters is proposed for improved identification of time-varying systems. The adaptive filters combine the BEM approach and SRLS algorithm.
2) Within this family, the SRLS-L adaptive filter is proposed using Legendre algebraic polynomials.
3) The analysis of computational complexity of the SRLS-L adaptive filter is given, and techniques are proposed to reduce the complexity.
4) The theoretical analysis of the tracking performance of the SRLS-L adaptive filter is presented. This analysis provides a good match with simulation results in system identification scenarios.
5) The SRLS-L adaptive filter is practically tested in an SIC scenario for an FD UWA system and shows improvement in the cancellation performance compared to the classical SRLS algorithm.

The rest of the paper is organized as follows. In Section II, the SRLS-L adaptive filter is derived. Section III presents the tracking performance of the SRLS-L adaptive filter. Section IV compares theoretical and simulation results, and presents the performance of the SRLS-L algorithm in an FD scenario. In Section V, conclusions are drawn.

Notations: In this paper, we use capital and small bold fonts for matrices and vectors, respectively; e.g., \( \mathbf{R} \) and \( \mathbf{h} \). The calligraphic bold font \( \mathcal{R} \) also represents a matrix. We denote the complex conjugate as \((\cdot)^*\), transpose of \( \mathbf{h} \) as \( \mathbf{h}^T \), and the Hermitian transpose of \( \mathbf{h} \) as \( \mathbf{h}^H \). An \( L \times L \) identity matrix is denoted as \( \mathbf{I}_L \). The \( p \)th column of matrix \( \mathcal{R} \) is denoted as \( [\mathcal{R}]_{p,:} \). The norm of a vector is denoted as \( \| \cdot \| \) and \( \| \mathbf{h} \|^2 = \mathbf{h}^H \mathbf{h} \). The order of magnitude is denoted as \( O(\cdot) \).

The trace and diagonal of a matrix are denoted as \( \text{tr}\{\cdot\} \) and \( \text{diag}\{\cdot\} \), respectively. The expectation operation is denoted as \( \mathbb{E}\{\cdot\} \).

II. PROPOSED SRLS-L ADAPTIVE FILTER

In this section, we introduce the signal model in subsection II-A. In subsection II-B, we derive the BEM based SRLS algorithm in a general form and specify it for Legendre polynomials. Finally, in subsection II-C we propose techniques for reducing the algorithm complexity by exploiting time-shifted structure of the regressor.

A. Signal model

The observed discrete-time signal at time instant \( i \) is given by

\[
x(i) = \mathbf{h}^H(i)s(i) + n(i),
\]

where \( s(i) = [s(i), s(i-1), \ldots, s(i-L+1)]^T \) is an \( L \times 1 \) regressor vector, \( s(i) \) is the input signal to the system (channel) with a time-varying impulse response \( \mathbf{h}(i) \) to be identified, and \( n(i) \) is a noise signal. For derivation in this section, we will ignore the noise \( n(i) \).

We assume that within a time interval \([i-M_o, i+M_o]\) centred at the time instant \( i \), the time-varying response can be accurately approximated by an algebraic polynomial of the \( p \)th order:

\[
\mathbf{h}(i) = \sum_{p=0}^{P} \mathbf{c}_p(i) \phi_p(k), \quad k = -M_o, \ldots, M_o,
\]

where \( M_o = (M - 1)/2 \) and \( M \) is the sliding window length; here, for convenience of presentation, we will assume that \( M \) is odd, however the results can be easily extended to the case of even \( M \). The \( L \times 1 \) vectors of expansion coefficients \( \mathbf{c}_p(i) \) should be estimated, where \( L \) is the length of the impulse response.

The orthogonal Legendre algebraic polynomials, which we will be using as an example BEM, are defined as [30]:

\[
L_p(\tau) = \frac{1}{2^p p!} \frac{d^p}{d\tau^p} [(\tau^2 - 1)^p], \quad -1 < \tau < 1, \quad p \geq 0.
\]

Fig. 1 shows the first four Legendre polynomials. The basis functions \( \phi_p(k) \) are then given by

\[
\phi_p(k) = L_p \left( \frac{2k}{M-1} \right).
\]

B. SRLS-L algorithm

We now consider the following vectors:

\[
\mathbf{b}_p(i) = \mathbf{S}^T(i) \Phi_p \mathbf{x}^*(i), \quad p = 0, \ldots, P,
\]

where \( \Phi_p = \text{diag}\{\phi_p(M_o), \ldots, \phi_p(-M_o)\} \) is an \( M \times M \) diagonal matrix, \( \mathbf{S}(i) = [s(i), \ldots, s(i-M+1)]^T \) is the \( M \times L \) regressor matrix, and \( \mathbf{x}(i) = [x(i), x(i-1), \ldots, x(i-M+1)]^T \) is an \( M \times 1 \) desired signal vector. Equation (5) can be written as:

\[
\mathbf{b}_p(i) = \sum_{k=0}^{2M_o} \phi_p(M_o - k) s(i-k)s^H(i-k)h(i-k) = \sum_{k=-2M_o}^{0} \phi_p(M_o + k) \mathbf{R}(i+k)\mathbf{h}(i+k),
\]

where the second equality is obtained by replacing \( k \) with \( -k \), \( \mathbf{R}(i) = s(i)s^H(i) \) and, further replacing \( i \) with \( i + M_o \),

\[
\mathbf{b}_p(i + M_o) = \sum_{k=-M_o}^{M_o} \phi_p(k) \mathbf{R}(i+k)\mathbf{h}(i+k).
\]

By substituting (2) into (7), we obtain

\[
\mathbf{b}_p(i + M_o) = \sum_{k=-M_o}^{M_o} \phi_p(k) \mathbf{R}(i+k) \sum_{q=0}^{P} \mathbf{c}_q(i) \phi_q(k) = \sum_{q=0}^{P} \mathcal{R}_{p,q}(i) \mathbf{c}_q(i),
\]

where

\[
\mathcal{R}_{p,q}(i) = \sum_{k=-M_o}^{M_o} \phi_p(k) \mathbf{R}(i+k) \phi_q(k).
\]
I is a regularization parameter used to stabilize the solution varying impulse response expansion coefficients. By solving this system, we find an estimate $\hat{b}(i)$.

By further denoting
\begin{align}
\mathcal{R}(i) &= \begin{bmatrix} R_{0,0}(i) & \ldots & R_{0,P}(i) \\
& \ldots & \ldots \\
R_{P,0}(i) & \ldots & R_{P,P}(i) \end{bmatrix},
\end{align}

we obtain a system of equations with rank less than $(P+1)L$.

The SRLS-L algorithm is summarized in Table I, where $\epsilon > 0$ is a regularization parameter used to stabilize the solution of the system in (11), and $I_{(P+1)L}$ is an $(P+1)L \times (P+1)L$ identity matrix. Note that the sliding window length $M$ in the SRLS-L algorithm should satisfy the condition $M > (P+1)L$; otherwise, the matrix $\mathcal{R}(i)$ will have rank less than $(P+1)L$ and the system (11) will be ill-conditioned.

### Table I: SRLS-L algorithm

| Step | Equation |
|------|----------|
| 1 | Compute matrices $R_{p,q}(i)$ as in (9) |
| 2 | Generate vectors $b_p(i + M_o)$ using (5) |
| 3 | Generate the matrix $\mathcal{R}(i)$ as in (10) and vector $b(i)$ |
| 4 | Find a solution $\hat{c}$ to the system $[R(i) + A_{(P+1)L}] \hat{c}(i) = b(i)$ |
| 5 | Compute the estimate $\hat{h}(i) = \sum_{p=0}^{L} \hat{c}_p(i) \phi_p(0)$ |

By further denoting
\begin{align}
\mathcal{R}(i) &= \begin{bmatrix} R_{0,0}(i) & \ldots & R_{0,P}(i) \\
& \ldots & \ldots \\
R_{P,0}(i) & \ldots & R_{P,P}(i) \end{bmatrix},
\end{align}

we obtain a system of equations with respect to the unknown $(P+1)L \times 1$ vector $c(i)$:

\begin{align}
\mathcal{R}(i)c(i) = b(i).
\end{align}

By solving this system, we find an estimate $\hat{c}(i)$ of the expansion coefficients $c(i)$ for the representation of the time-varying impulse response $h(i)$ in (2). We are only interested in the estimate for $k = 0$; therefore, the channel estimate at time instant $i$ is given by

\begin{align}
\hat{h}(i) = \sum_{p=0}^{P} \hat{c}_p(i) \phi_p(0).
\end{align}

The complexity of the SRLS-L adaptive filter

The complexity of the SRLS-L algorithm is mainly determined by the computation of the matrices $R_{p,q}(i)$ in (9) and vectors $b_p(i + M_o)$ in (5) and solving the system of equations (11). We first show how the complexity of the matrix and vector computation can be reduced and then discuss a reduction in complexity by recursively solving the system of equations.

1) Matrix $R_{p,q}(i)$: The direct computation of the matrix $R_{p,q}(i)$ would require an order of $ML^2$, i.e. $O(ML^2)$, arithmetic operations. We will show that this can be reduced to $O(ML)$ operations, and then further reduced to $O((L + M) \log_2 (L + M))$ operations. Firstly, we show that $R_{p,q}(i)$ can be efficiently computed using elements in $R_{p,q}(i - 1)$.

**Proposition:** The following relationship holds for elements $[R_{p,q}(i)]_{m+1,n+1}$, $m, n = 1, \ldots, L - 1$, of the matrix $R_{p,q}(i)$:

\begin{align}
[R_{p,q}(i)]_{m+1,n+1} = [R_{p,q}(i - 1)]_{m,n}.
\end{align}

**Proof:** The matrix $R_{p,q}(i)$ in (9) can be represented as:

\begin{align}
R_{p,q}(i) = \sum_{k=-\infty}^{\infty} w_{p,q}(k)R(i + k),
\end{align}

where the weights $w_{p,q}(k)$ are defined as:

\begin{align}
w_{p,q}(k) &= \begin{cases} \phi_p(k) \phi_q(k), & \text{if } -M_o \leq k \leq M_o \\ 0, & \text{otherwise} \end{cases}.
\end{align}

This can also be rewritten as:

\begin{align}
R_{p,q}(i) &= \sum_{k=-\infty}^{\infty} w_{p,q}(k - i)R(k).
\end{align}

The $(m, n + 1)$th element of $R_{p,q}(i)$ is given by

\begin{align}
[R_{p,q}(i)]_{m+1,n+1} = \sum_{k=-\infty}^{\infty} w_{p,q}(k - i)[R(k)]_{m+1,n+1}.
\end{align}

Since $[R(k)]_{m+1,n+1} = s(k - m)s^*(k - n)$, we have

\begin{align}
[R_{p,q}(i)]_{m+1,n+1} = \sum_{k=-\infty}^{\infty} w_{p,q}(k - i)s(k - m)s^*(k - n).
\end{align}

The $(m, n)$th element of $R_{p,q}(i - 1)$ is given by

\begin{align}
[R_{p,q}(i - 1)]_{m,n} = \sum_{k=-\infty}^{\infty} w_{p,q}(k - i + 1)[R(k)]_{m,n}.
\end{align}

Since $[R(k)]_{m,n} = s(k - m + 1)s^*(k - n + 1)$, we obtain

\begin{align}
[R_{p,q}(i - 1)]_{m,n} &= \sum_{k=-\infty}^{\infty} w_{p,q}(k - i + 1)s(k - m + 1)s^*(k - n + 1) \\
&= \sum_{k=-\infty}^{\infty} w_{p,q}(k - i)s(k - m)s^*(k - n) \\
&= [R_{p,q}(i)]_{m+1,n+1}.
\end{align}

This equality holds for $m, n = 1, \ldots, L - 1$.

This proposition shows that $(L - 1)^2$ elements of the matrix $R_{p,q}(i)$ at time instant $i$ are the same as elements of the matrix $R_{p,q}(i - 1)$ at time instant $i - 1$. Therefore, only 2$L - 1$ elements of the matrix require computation. Since the matrix $R_{p,q}(i)$ is Hermitian, only one column of length $L$ should be updated. Thus, the complexity of the computation is reduced from $O(ML^2)$ to $O(ML)$.

We now show how the fast Fourier transform (FFT) can be used to further reduce the complexity. We only need to compute the first column of the matrix $R_{p,q}(i)$. This column can be represented as

\begin{align}
[R_{p,q}(i)]_{1,n} &= \sum_{k=-M_o}^{M_o} w_{p,q}(k)s(i + k)s^*(i + k) \\
&= \sum_{k=-M_o}^{M_o} \hat{w}_{p,q}(k)s(i + k),
\end{align}

where $\hat{w}_{p,q}(k) = w_{p,q}(k)s(i + k)$. We therefore can think of the column $[R_{p,q}(i)]_{1,n}$ as a result of convolution of sequences $[s^*(i - M_o - L + 1), \ldots, s^*(i + M_o)]$ and $\hat{w}_{p,q}(k)$, $k = -M_o, \ldots, M_o$. For this purpose, the FFT of a size $(M + L)$ or bigger can be used as follows. One needs to compute FFTs of these two sequences, multiply them, and compute the inverse FFT. Therefore, the complexity of these computations is about $3(L + M)\log_2 (L + M)$ operations.
is instead of the direct computation, which would require about 2ML arithmetic operations.

Thus, depending on the filter length $L$ and the sliding window length $M$, the complexity of computing the matrix $R_{p,q}(i)$ at every time instant $i$ can be either $O(ML)$ or $O((L + M) \log_2(L + M))$, whatever is smaller.

2) Vector $b_p(i + M_o)$: The direct computation of the vector requires $O(ML)$ operations. Note that (5) can be thought of as convolution of the sequences $s(i + k)$ of length $L + M$ and $x_i^\ast = \Phi \ast x^\ast(i)$ of length $M$. This again can be done using the FFT of length $(L + M)$ with a complexity of $O((L + M) \log_2(L + M))$.

3) System of equations (11): Direct solution of the system would require $O((P + 1)^2 L^2)$ operations. The system at time instant $i$ however can be solved recursively using the solution obtained at time instant $i - 1$ for the initialization, e.g. by applying the dichotomous coordinate descent (DCD) algorithm [31], [32]. This will lead to the complexity $O(N_u (P + 1)L)$ where $N_u$ is the number of DCD updates. If $N_u < (P + 1)^2 L^2$, this approach reduces the complexity. We will investigate this relationship in Section IV and show that the choice of $N_u$ will depend on the speed of the system response variation and required accuracy of the solution.

III. TRACKING PERFORMANCE OF THE SRLS-L ADAPTIVE FILTERS

In this section, we investigate the steady-state Mean Square Deviation (MSD) performance of the SRLS-L algorithm in time-varying channels.

Consider the signal model (1). The observed signal vector $x(i) = [x(i), \ldots, x(i - M + 1)]^T$ over the length $M$ of the sliding window is given by

$$x(i) = \text{diag} \{H^T(i)S(i)\} + n(i),$$

where $H(i) = [h(i) \cdots h(i - M + 1)]$ is an $L \times M$ matrix whose columns are the channel response vectors, and $n(i) = [n(i), \ldots, n(i - M + 1)]^T$ is an $M \times 1$ noise vector.

1) Estimation matrix: We first represent the estimate of the impulse response $\hat{h}(i)$ in the form

$$\hat{h}(i) = A_{\text{SRLS-L}}(i)x^\ast(i + M_o),$$

where $A_{\text{SRLS-L}}(i)$ is an $L \times M$ estimation matrix. We have

$$\hat{c}_p(i) = \Gamma_p \hat{e}(i),$$

where $\hat{c}_p(i)$ is a DCD estimation vector of length $M_o$, $\Gamma_p$ is an $L \times (P + 1)L$ selection matrix: $\Gamma_p = [0_L \cdots 0_L \cdots I_L]$, $I_L$ is an $L \times L$ identity matrix, and $0_L$ is an $L \times L$ zero matrix; in the matrix $\Gamma_p$, the identity matrix is positioned after $p$ zero matrices. Taking this into account, from (12) we obtain:

$$\hat{h}(i) = \sum_{p=0}^{P} \phi_P(0) \Gamma_p \hat{e}(i)$$

$$= \sum_{p=0}^{P} \phi_P(0) \Gamma_p \Gamma_p^{-1}(i) b(i)$$

$$= \Gamma \Gamma_p^{-1}(i) b(i),$$

where $\Gamma = [\phi_0(0)I_L \cdots \phi_P(0)I_L \cdots \phi_P(0)I_L]$. Since the vector $b(i)$ can be represented as $b(i) = G(i + M_o)x^\ast(i + M_o)$, where $G(i) = [S^T(i) \Phi_0; \cdots; S^T(i) \Phi_P]$ is an $(P + 1)L \times M$ matrix, we obtain the SRLS-L estimation matrix:

$$A_{\text{SRLS-L}}(i) = \Gamma \Gamma_p^{-1}(i) G(i + M_o).$$

Note that for the classical SRLS algorithm, the channel response estimate can be represented in a similar form, $\hat{h}(i) = A_{\text{SRLS-L}}(i)x^\ast(i)$, where the estimation matrix is given by

$$A_{\text{SRLS-L}}(i) = [S^H(i)S(i)]^{-1} S^T(i).$$

2) MSD: The MSD is given by

$$\epsilon(i) = E \left\{ ||\hat{h}(i) - h(i)||^2 \right\}.$$  

Assuming that the noise $n(i)$ is independent of the channel response $h(i)$ and signal $s(i)$, and using (22), the MSD can be represented as

$$\epsilon(i) = \epsilon_a(i) + \epsilon_n(i),$$

where $\epsilon_a(i)$ is an approximation (modelling) component:

$$\epsilon_a(i) = E \left\{ ||A_{\text{SRLS-L}}(i)\hat{d}(i) S^H(i + M_0) s(i + M_0) - h(i)||^2 \right\},$$

and $\epsilon_n(i)$ is a noise component:

$$\epsilon_n(i) = E \left\{ ||A_{\text{SRLS-L}}(i)n^\ast(i + M_0)||^2 \right\}.$$  

The MSD approximation component $\epsilon_a(i)$ depends on the speed (derivatives) of the system response time variation and approximation properties of the basis functions; this component does not depend on the noise. The MSD noise component $\epsilon_n(i)$ depends on the noise and does not depend on the system response.

3) MSD approximation component: The term $\epsilon_a(i)$ is the approximation error defined by the speed of the channel variations and approximation properties of the estimator. We assume that elements of the vector $h(i)$ are independent zero-mean stationary random processes over time $i$, also independent of the noise and regressor $s(i)$. The speed of the channel variation is defined by a power spectral density $C^\ell_H(\omega)$, where $\ell$ indicates the $\ell$th tap $[h(i)_\ell]$ of the system response vector $h(i)$.

We now consider the case $L = 1$ and obtain: $\Gamma = [\phi_0(0), \ldots, \phi_P(0)]$ is an $1 \times (P + 1)$ vector; $R(i)$ is an $(P + 1) \times (P + 1)$ matrix with elements $R_{p,q}(i) = \sum_{k=-M_o}^{M_o} \phi_p(k) \phi_q(k) |s(i + k)|^2$; $G(i + M_0)$ is an $(P + 1) \times M$ matrix with elements $[G(i + M_0)]_{p,m} = s(i + M_o - m + 1) \phi_p(M_o - m + 1)$. If the signal $s(i)$ has a constant magnitude, $|s(i)| = u$, then the matrix elements are $R_{p,q}(i) = u^2 \sum_{k=-M_o}^{M_o} \phi_p(k) \phi_q(k)$, and if, in addition, the basis functions are orthogonal, i.e. $R_{p,q}(i) = 0$ for $p \neq q$, we obtain

$$\hat{h}(i) = \sum_{p=0}^{P} \hat{c}_p(i) \phi_P(0),$$

where

$$\hat{c}_p(i) = \frac{1}{E_p} \sum_{k=-M_o}^{M_o} h(i + k) \phi_p(k)$$

and $E_p = \sum_{k=-M_o}^{M_o} \phi_p^2(k)$. 

In Appendix A, we find an approximate expression for \( \epsilon_a(i) \) using the continuous-time approximation of (32):

\[
\hat{\epsilon}_p(i) = \frac{1}{E_p} \int_{-T/2}^{T/2} h(t) \phi_p(t) dt, \tag{33}
\]

\[
E_p = \int_{-T/2}^{T/2} \phi_p^2(t) dt, \tag{34}
\]

where \( T = MT_s \) and \( T_s \) is the sampling interval when converting continuous-time signals into discrete-time signals. Specifically, if the power spectral density of \( h(t) \) is \( G_h(\omega) = (2/T)G_h(\omega T/2) \), then

\[
\epsilon_a(i) \approx \frac{1}{2\pi} \sum_{p=0}^{P} \sum_{q=0}^{P} I_{p,q} \int_{-\infty}^{\infty} G_h(\omega) \hat{L}_{p,q}(\omega) L_q(\omega) d\omega - \frac{1}{2\pi} \sum_{p=0}^{P} (2p + 1) I_p(0) \int_{-\infty}^{\infty} G_h(\omega) \hat{L}_p(\omega) d\omega + \frac{1}{2\pi} \int_{-\infty}^{\infty} G_h(\omega) d\omega, \tag{35}
\]

where \( I_{p,q} \) is given in (51) and \( \hat{L}_{p,q}(\omega) \) is the Fourier transform of the \( p \)th Legendre polynomial given in (55) [33]. The integrals in (35) can be computed numerically for given \( P, M \) and \( G_h(\omega) \).

In Section IV, we will show by simulation that the expression (35) provides a good prediction for the MSD approximation component \( \epsilon_a(i) \).

4) MSD noise component: Taking the expectation in (30) over the noise distribution and assuming that the noise samples \( n(i) \) are independent zero-mean with variance \( \sigma_n^2 \), we arrive at

\[
\epsilon_n(i) = \sigma_n^2 E \{ \text{tr}[A_{SRLS,L}(i)]A_{SRLS,L}(i) \} . \tag{36}
\]

Using (25), this can be further written as

\[
\epsilon_n(i) = \sigma_n^2 E \{ \text{tr}[G^H(i + M_o)[R^{-1}(i)]^H \Gamma^T R^{-1}(i) G(i + M_o)] \} . \tag{37}
\]

Taking into account the property \( \text{tr}[AB] = \text{tr}[BA] \) and the fact that \( R(i) = G(i + M_o)G^H(i + M_o) \), we obtain

\[
\epsilon_n(i) = \sigma_n^2 E \{ \text{tr}[\Gamma[R^{-1}(i)]^H \Gamma^T] \} . \tag{38}
\]

We now assume that \( R_{p,q}(i) \approx \sigma_n^2 E_p I_L \), \( \sigma_n^2 = E\{|s(i)|^2\} \), \( E_p = \sum_{k=-M}^{M} \phi_p^2(k) \), and that matrices \( R_{p,q}(i) \) with \( p \neq q \) are zeros. Then \( R^{-1}(i) \) is also a diagonal matrix and we obtain

\[
\epsilon_n(i) \approx \frac{L \sigma_n^2}{\sigma_s^2} \sum_{p=0}^{P} \phi_p^2(0) E_p . \tag{39}
\]

For the case \( P = 0 \), we then have

\[
\epsilon_n(i) \approx \frac{L}{M} \frac{\sigma_n^2}{\sigma_s^2} . \tag{40}
\]
results are very close to the theoretical ones. It is seen that, in this scenario, the zero-order \((P = 0)\) and first order \((P = 1)\) Legendre polynomials provide the same performance; similarly, the second-order \((P = 2)\) and third order \((P = 3)\) Legendre polynomials provide the same performance. This behaviour directly follows from analysis of (35) and (38).

However, increasing the polynomial degree from \(P = 0\) to \(P = 3\) does bring an MSD performance improvement of about 5 dB and 10 dB for SNR = 30 dB and SNR = 100 dB, respectively.

Fig. 3 shows the MSD performance for the Gaussian input signal. Again, it can be seen that the SRLS-L algorithm significantly outperforms the classical SRLS algorithm. We observe that, in this scenario, the SRLS-L algorithm with the first order \((P = 1)\) Legendre polynomials outperform that with the zero-order polynomials \((P = 0)\), while the MSD for the case \(P = 1\) matches very well to the theoretical prediction. This can be explained as follows.

For the case \(P = 0\), the channel estimate is given by

\[
\hat{h}(i) = \hat{c}_0(i) = |s(i)|^{-2}h_0(i + M_0)
\]

\[
= |s(i)|^{-2} \sum_{k=-M_0}^{M_0} \phi_0(k)|s(i + k)|^2h(i + k). \tag{41}
\]

Let the channel response vary linearly in time, \(h(i + k) = c_1\phi_1(k), k = -M_0, \ldots, M_0\), and \(h(i) = 0\). If the signal envelope \(|s(i + k)| = u\) is constant, then \(\hat{h}(i)\) in (41) is equal to zero due to the orthogonality of the basis functions: \(c_1 \sum_{k=-M_0}^{M_0} \phi_0(k)\phi_1(k) = 0\). In this case, we expect that the theoretical results should match well to the simulation results, and this is what we observe in Fig. 2. If \(|s(i + k)|\) is not a constant, then in general \(\hat{h}(i) = c_1|s(i)|^{-2} \sum_{k=-M_0}^{M_0} |s(i + k)|^2\phi_0(k)\phi_1(k) \neq 0\) since, with the weight \(|s(i + k)|^2\) in the sum, the basis functions no longer orthogonal. Thus, due to the non-constant signal envelope, for \(P = 0\), there are discrepancies between the simulation results and theoretical results obtained under the assumption of a constant signal.
envelope; this is what we observe in Fig. 3. With increasing $M$, the discrepancy is reduced since the sum $\sum_{k=-M_o}^{M_o} |s(i+k)|^2 \phi_0(k) \phi_1(k)$ will tend to zero; this can also be observed in Fig. 3.

For the case $P = 1$, the channel estimate is given by

$$\hat{h}(i) = \frac{R_{1,1} b_0(i + M_o) - R_{0,1} b_1(i + M_o)}{\det(R)}, \quad (42)$$

where $\det(R)$ is the determinant of $R$. Let again $h(i+k) = c_1 \phi_1(k)$. In this case, the first term of the numerator in (42) is given by $c_1 \sum_{k=-M_o}^{M_o} \phi_1^2(k) |s(i+k)|^2$. It is easy to check that the second term in (42), $R_{0,1} b_1(i + M_o)$, is of exactly the same value. Therefore, independent of $|s(i+k)|$, we obtain $\hat{h}(i) = 0 = h(i)$. Thus, for $P = 1$, the estimate does not depend on the signal envelope, and the simulation and theoretical results should be close; this is what we observe in Fig. 3.

For the low SNR, the difference in the performance between the SRLS-L with $P = 2$ and $P = 3$ is small, and both versions of the SRLS-L algorithm show a close match between the simulation and theoretical results. However, the SRLS-L algorithm with $P = 3$ matches well to the theoretical results and outperforms the SRLS-L algorithm with $P = 2$.

2) Multipath Channel ($L = 10$): Fig. 4 shows the MSD performance for the case $L = 10$ and Gaussian input signals. We do not show results for the binary input since, for multipath channels, they are very close to results for the Gaussian signal shown in Fig. 4. Again, we can see that the SRLS-L algorithm significantly outperforms the classical SRLS algorithm. Despite the fact that the MSD approximation error were derived for the case of $L = 1$ and constant envelope of the regressor signal, still there is an almost perfect match between the simulation and theoretical results for $P = 1$ and $P = 3$. For $P = 0$ and $P = 2$, there is not such a good match, but it improves as $M$ increases.

### B. SRLS-L-DCD algorithm

As was discussed in subsection II-C, the complexity of the SRLS-L adaptive filter can be reduced if the system of equations at step 4 in Table I is solved using the DCD algorithm. We name this version of the SRLS-L algorithm as the SRLS-L-DCD algorithm.

Details on how the DCD algorithm can be incorporated into the SRLS adaptive filter can be found in [31]. The DCD algorithm solves the system of equations recursively where initialisation of the solution at time instant $i$ is the solution found at time instant $i - 1$. A special version of the coordinate descent method is used, called the leading DCD. The parameter $N_u$ defines the maximum number of ‘successful’ DCD iterations per time instant. At the ‘successful’ iterations, the solution is updated; one update requires $O((P+1)L)$ arithmetic operations. The parameter $N_u$ defines the upper limit to the complexity of the algorithm, since iterations without updates require negligible computation. We can expect to require a larger $N_u$, if the channel is fast varying, in which case the solution significantly changes between time instants $i - 1$ and $i$, and if the SNR is high, in which case the change should be estimated with higher precision. This is also seen from the simulation results below.

In this subsection, we investigate the performance and complexity of the SRLS-L-DCD algorithm in comparison with the original SRLS-L algorithm. We consider the low SNR (SNR = 30 dB) and high SNR (SNR = 100 dB) cases for fast ($f_{\text{max}} = 1 \text{ Hz}$) and slow ($f_{\text{max}} = 0.1 \text{ Hz}$) time-varying channels. The low SNR case represents scenarios of channel estimation in communications, while the high SNR represents FD scenarios. The same channel model is used as the one described in subsection IV-A. The filter length is $L = 10$ taps and the input signal has the Gaussian distribution. The MSD performance of the adaptive filters is averaged over 100 simulation trials. The sliding-window length $M$ is chosen to provide the best MSD performance for the SRLS-L adaptive filter.

As an illustration, Fig. 5 shows the MSD performance for...
the low SNR fast-varying channel and high SNR slow varying channel. It can be seen that both the algorithms provide similar MSD performance.

Table II presents results of the comparison. Several conclusions can be drawn by analyzing these results. As can be seen, the MSDs for the two algorithms differ by less than 1 dB, so that the estimation performance is almost the same. At lower SNR, the number of updates $N_u$ required to achieve this MSD is reduced and, for all the cases, $N_u \ll (P + 1)^2L^2$. Therefore, at lower SNR, the SRLS-L-DCD algorithm is computationally significantly more efficient than the SRLS-L algorithm. Note that for typical channel estimation scenarios in communications, the SNR can even be lower than SNR = 30 dB, and thus the complexity will be further reduced.

At the high SNR, for the slow varying channel, we still have $N_u \ll (P + 1)^2L^2$, so that the SRLS-L-DCD algorithm is still computationally more efficient than the SRLS-L algorithm. In the fast varying channel, at the high SNR and $P = 2$, the complexity of the two algorithms is comparable. However, even in this extreme case, for $P = 0$ and $P = 1$, the SRLS-L-DCD algorithm requires less computations. Note that SNR = 100 dB is an upper limit for SIC in FD systems; in many cases, it will be lower. Moreover, the DCD algorithm is especially efficient when implemented on real-time hardware platforms, such as an FPGA [32]. Therefore, for practical implementation, the SRLS-L-DCD algorithm is preferable over the SRLS-L algorithm.

### C. Full-duplex self-interference cancellation

In this section, the SRLS-L adaptive filter is used for the SI channel estimation in an FD UWA system. We conducted a lake experiment to evaluate the performance of the SRLS-L adaptive filter in such a practical scenario. In the lake experiment, the true channel response is unknown, and therefore the MSD performance cannot be measured. Instead, we measure the SIC factor which is the ratio of signal to interference ratios for the far-end signal before and after the SI cancellation. A detailed description of the measurement procedure can be found in [29].

The antenna configuration in the lake experiment is shown in Fig. 6. The distance between the transmitter (Tx) and receiver (Rx) is 7 cm. They are positioned at a depth of 4 m. The lake depth is around 8 m. In the experiment, BPSK signals are transmitted in the frequency bandwidth from 11.5 kHz to 12.5 kHz; a root raised cosine filter with a roll-off factor 0.2 is used for the pulse shaping. At the receiver, the received signal after analog-to-digital conversion (ADC) is down shifted in frequency, low-pass filtered and down sampled to the sampling rate 1 kHz. These samples are applied to the adaptive filter as the desired signal. The same operation is performed on the signal applied to the transmit antenna; the down sampled samples are used as the (regressor) input to the adaptive filter. More details of the processing can be found in [7].

Fig. 7 shows the impulse response measured in this experiment. It contains several strong taps, which are slowly varying in time; these are reflections from stationary parts of the experimental equipment and the lake bottom. The first fast time-varying tap is due to reflection from the time-varying lake surface. Based on our observation, during the experiment, the amplitude of the lake surface waves varies from 5 cm to
TABLE II: Number of updates in the SRLS-L-DCD algorithm

| SNR     | Fast varying channel | Slow varying channel |
|---------|----------------------|---------------------|
|         | 30 dB                | 100 dB              |
|         | 100 dB               |                     |
| $P^*$   | 0                    | 1                   |
| $M$     | 35, 85, 365, 25, 25, 35 | 35, 85, 365, 25, 35 |
| $N_u$   | 8, 16, 28, 8, 100, 800 | 2, 4, 10, 8, 80, 80 |
| $(P + 1)^2 L^2$ | 100, 400, 900, 100, 400, 900 | 100, 400, 900, 100, 400, 900 |
| MSD (SRLS-L), dB | -31.1, -37.6, -41.0, -35.0, -66.1, -93.9 | -34.1, -38.3, -41.8, -54.8, -98.7, -103.7 |
| MSD (SRLS-L-DCD), dB | -30.9, -37.3, -40.4, -34.7, -65.8, -93.1 | -33.8, -38.2, -41.8, -54.6, -98.3, -103.4 |

Fig. 7: Impulse response variation in the FD lake experiment.

TABLE III: SIC factor in the lake experiment

| Adaptive filter | $M$ | SIC factor, dB |
|-----------------|-----|---------------|
| SRLS            | 120 | 45.4          |
| SRLS-L, $P = 0$ | 195 | 49.1          |
| SRLS-L, $P = 1$ | 245 | 51.0          |
| SRLS-L, $P = 2$ | 415 | 51.9          |
| SRLS-L, $P = 3$ | 505 | 52.3          |

10 cm. Our analysis shows that the maximum frequency in the spectrum is $f_{\text{max}} \approx 1.5$ Hz for the first surface reflection. Further taps are due to more complicated reflections (bottom-surface, surface-equipment, etc.), which include the surface reflection; thus, they are also fast varying. We set the filter length to $L = 80$.

In the experiment, the signal (self-interference) to noise ratio is around 55 dB. The SIC factor is computed over a 10 s interval after the convergence of the adaptive filter. Table III shows the SIC factor and the optimal value of $M$ providing the best cancellation for each of the adaptive algorithms. With $P = 3$, the SRLS-L algorithm improves the SIC factor by 6.9 dB compared to the classical SRLS algorithm.

Fig. 8: Impulse response variation in the simulation similar to the FD lake experiment.

TABLE IV: MSD in the simulation similar to the FD lake experiment

| Adaptive filter | $M$ | MSD, dB |
|-----------------|-----|---------|
| SRLS            | 110 | -43.4   |
| SRLS-L, $P = 0$ | 175 | -48.5   |
| SRLS-L, $P = 1$ | 235 | -53.4   |
| SRLS-L, $P = 2$ | 465 | -55.7   |
| SRLS-L, $P = 3$ | 575 | -56.7   |

We now run a simulation with the time-varying impulse response shown in Fig. 8. This impulse response has the same power delay profile as that in the lake experiment (Fig. 7), the first 15 taps are time-invariant and further taps are realizations of random processes with the uniform power spectral density, $f_{\text{max}} = 1.5$ Hz.

Table IV shows the simulation results. By comparing Table IV with Table III, we can see that values of $M$ providing the best SIC and MSD performance are close to each other. The MSD values in the simulation match very well to the SIC values in the experiment.

V. CONCLUSIONS

In this paper, we combine the BEM approach with the SRLS adaptive filter and propose the SRLS-L adaptive filter for identification of time-varying systems (channels). Instead of using the adaptive filter as a predictor, the proposed algorithm interpolates the channel variations using basis functions; more specifically, the proposed adaptive filter exploits the Legendre algebraic polynomials. We have proposed techniques to reduce the complexity of the proposed algorithm using the FFT and DCD algorithms. We have presented analytical results that allow computation of the MSD performance of the proposed algorithm for a given power spectral density of the channel variation. We have shown that the analytical results match well to the simulation results when using odd degrees of Legendre polynomials and match asymptotically for large $M$ in other cases. We have conducted a lake experiment to evaluate the SI.
cancellation performance of the proposed adaptive filter within an FD UWA system, and found that a good improvement is achieved against the classical SRLS algorithm.

NOTE

The authors were not aware of the work in [34], [35] when drafting this version of the paper. This paper will be updated to compare our results with the results in [34], [35].

APPENDIX A: MSD APPROXIMATION COMPONENT

Let \( h(t) \) be a realization of a zero-mean real-valued stationary random process of continuous time \( t \) with a variance \( \sigma_h^2 = E[|h(t)|^2] \). Let \( \{\phi_p(t)\}_{p=0}^P \) be a set of \((P + 1)\) basis functions on interval \([-T/2, T/2] \), and \( h(t) \) be approximated as:

\[
\hat{h}(t) = \sum_{p=0}^P \hat{c}_p \phi_p(t), \quad t \in \left[ -\frac{T}{2} \frac{T}{2} \right],
\]

where \( \hat{c}_p \) are expansion coefficients given by

\[
\hat{c}_p = \frac{1}{E_p} \int_{-T/2}^{T/2} h(t) \phi_p(t) dt, \quad E_p = \int_{-T/2}^{T/2} |\phi_p(t)|^2 dt.
\]

We will consider the Legendre algebraic polynomials defined in (3) on the interval \([-1, 1]\), so that the basis functions \( \{\phi_p(t)\}_{p=0}^P \) are defined as: \( \phi_p(t) = L_p(2t/T) \). Note that [30]:

\[
\int_{-1}^{1} L_n^2(\tau)d\tau = \frac{2}{2p+1},
\]

and therefore \( E_p = T/(2p + 1) \). Our purpose is to find

\[
E\{\hat{h}(0) - h(0)\}^2
\]

\[
= E\{\hat{h}(0)\}^2 - 2E\{h(0)\hat{h}(0)\} + E\{h(0)\}^2.
\]

The first term in (47) can be represented as:

\[
E\{\hat{h}(0)\}^2 = E\left\{\sum_{p=0}^P \hat{c}_p \phi_p(0)\right\}^2.
\]

From (44), we have

\[
\hat{c}_p = \frac{2p + 1}{2} \int_{-1}^{1} \hat{h}(\tau)L_p(\tau)d\tau,
\]

where the random process \( \hat{h}(t) \) is a time-compressed version of \( h(t) \): \( h(\tau) = h(T\tau/2) \). Thus, (48) can be written as

\[
E\{\hat{h}(0)\}^2 = E\left\{\sum_{p=0}^P \frac{(2p + 1)L_p(0)}{2} \int_{-1}^{1} \hat{h}(u)L_p(u)du\right\} \times \sum_{q=0}^P \frac{(2q + 1)L_q(0)}{2} \int_{-1}^{1} \hat{h}^*(v)L_q(v)dv
\]

\[
= \sum_{p=0}^P \sum_{q=0}^P I_{p,q} \int_{-1}^{1} \int_{-1}^{1} E\{\hat{h}(u)\hat{h}^*(v)\} L_p(u)L_q(v) du dv
\]

\[
= \sum_{p=0}^P \sum_{q=0}^P I_{p,q} \int_{-1}^{1} \int_{-1}^{1} \rho_{h}(u - v)L_p(u)L_q(v) du dv,
\]

where \( \rho_{h}(u - v) = E\{\hat{h}(u)\hat{h}^*(v)\} \) is the correlation function of the random process \( h(\tau) \) and

\[
I_{p,q} = (p + 1/2)(q + 1/2)L_p(0)L_q(0).
\]

We substitute

\[
\rho_{h}(u - v) = \frac{1}{2\pi} \int_{-\infty}^{\infty} G_h(\omega)e^{j\omega(u - v)} d\omega
\]

into (50), and arrive at

\[
E\{\hat{h}(0)\}^2 = \frac{1}{2\pi} \sum_{p=0}^P \sum_{q=0}^P I_{p,q} \int_{-\infty}^{\infty} G_h(\omega) \tilde{L}_p(\omega) \tilde{L}_q(\omega) d\omega,
\]

where \( \tilde{L}_p(\omega) = \int_{-1}^{1} L_p(\tau)e^{-j\omega \tau} d\tau \) is the Fourier transform of the Legendre polynomial given by [33]:

\[
\tilde{L}_p(\omega) = \sum_{n=0}^{p} \frac{(p + n)!}{2\pi p!(p - n)!} \frac{1}{(j\omega)^{n+1}} \left[ (-1)^n e^{j\omega} - e^{-j\omega} \right].
\]

The second term in (47) can be represented as:

\[
E\{h(0)\hat{h}(0)\} = E\left\{\sum_{p=0}^P c_p \phi_p(0)\right\}
\]

\[
= \sum_{p=0}^P \frac{(2p + 1)L_p(0)}{2} \int_{-1}^{1} \hat{h}(u)L_p(u)du
\]

\[
= \sum_{p=0}^P \frac{(2p + 1)L_p(0)}{2} \int_{-1}^{1} \rho_{h}(u)L_p(u)du
\]

\[
= \frac{1}{4\pi} \sum_{p=0}^P \frac{(2p + 1)L_p(0)}{2} \int_{-\infty}^{\infty} G_h(\omega) \tilde{L}_p(\omega) d\omega.
\]

The third term in (47) is the variance of \( h(t) \) given by:

\[
\sigma_h^2 = \frac{1}{2\pi} \int_{-\infty}^{\infty} G_h(\omega) d\omega.
\]

Thus, for a given power spectral density \( G_h(\omega) = (T/2)G_h(T\omega/2) \), defining how fast \( h(t) \) varies in time, the MSD approximation component can be found using (54), (56) and (57) as shown in (35), where the integrals can be computed numerically.
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