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Abstract

Restless multi-armed bandits (RMAB) is a framework for allocating limited resources under uncertainty. It is an extremely useful model for monitoring beneficiaries and executing timely interventions to ensure maximum benefit in public health settings (e.g., ensuring patients take medicines in tuberculosis settings, ensuring pregnant mothers listen to automated calls about good pregnancy practices). Due to the limited resources, typically certain communities or regions are starved of interventions that can have follow-on effects. To avoid starvation in the executed interventions across individuals/regions/communities, we first provide a soft fairness constraint and then provide an approach to enforce the soft fairness constraint in RMABs. The soft fairness constraint requires that an algorithm never probabilistically favor one arm over another if the long-term cumulative reward of choosing the latter arm is higher. Our approach incorporates softmax based value iteration method in the RMAB setting to design selection algorithms that manage to satisfy the proposed fairness constraint. Our method, referred to as SoftFair, also provides theoretical performance guarantees and is asymptotically optimal. Finally, we demonstrate the utility of our approaches on simulated benchmarks and show that the soft fairness constraint can be handled without a significant sacrifice on value.

1 Introduction

Restless Multi-Armed Bandit (RMAB) Process is a generalization of the classical Multi-Armed Bandit (MAB) Process, which has been studied since the 1930s [11]. RMAB is a powerful framework for budget-constrained resource allocation tasks in which a decision-maker must select a subset of arms for interventions in each round. Each arm evolves according to an underlying Markov Decision Process (MDP). The overall objective in a RMAB model is to sequentially select arms so as to maximize the expected value of the cumulative rewards collected over all the arms. RMAB is of relevance in public health monitoring scenarios, recommendation systems and many others. Tracking a patient’s health or adherence and intervening at the right time is an ideal problem setting for an RMAB [1, 5, 18], where the patient health/adherence state is represented using an arm. Resource limitation constraint in RMAB comes about due to the severely limited availability of healthcare personnel. By developing practically relevant approaches for solving RMAB within severe resource limitations, RMAB can assist patients in alleviating health issues such as diabetes [21], hypertension [4], tuberculosis [5] [22], depression [17, 20], etc.

While Whittle index based approaches [19] [4] [15] address the RMAB problem with a finite time horizon by providing an asymptotically optimal solution, they are susceptible to starving arms, which can have severe repercussions in public health scenarios. Owing to the deterministic selection strategy of picking arms that provide the maximum benefit, in many problems, only a small set of arms typically get picked. As shown in our experimental analysis, Figure 1 provides one example, where almost 50% of the arms do not get any interventions using the Whittle index approach. While it is
an optimal decision, it should be noted that interventions help educate patients or beneficiaries on potential benefits and starvation of such interventions for many patients can result in a lack of proper understanding of the program and reduce its effectiveness in the long run. Thus, there is a need to not starve arms without significantly sacrificing optimality.

Existing works have proposed different notions of fairness in the context of MAB to prevent starvation by enabling the selection of non-optimal arms. Li et al. [16] study a new Combinatorial Sleeping MAB model with Fairness constraints, called CSMAB-F. Their fairness definition requires an algorithm to ensure a minimum selection fraction for each arm. Patil et al. [23] introduce similar fairness constraints in the stochastic MAB problem, where they use a pre-specified vector to denote the guaranteed number of pulls. Joseph et al. [9] define fairness as saying that a worse arm should not be picked compared to a better arm, despite the uncertainty on payoffs. Li and Varakantham [15] form the allocation decision-making problem as the RMAB with fairness constraints, where fairness is defined as a minimum rate at which a task or resource is assigned to a user. Since knowing the guaranteed number (or proportion) of pulls is difficult to ascertain a priori, we generalize on these fairness notions for MAB and the fairness notion introduced by Jabbari et al. [8] for a reinforcement learning setting. We introduce a soft fairness constraint for RMABs, that requires that an RMAB algorithm never favor an arm probabilistically over another arm, if the long-term cumulative reward of choosing the latter arm is higher.

In summary, our goal is to compute stochastic policies for selecting arms in finite horizon RMAB, which satisfy the soft fairness constraint. To that end, we make the following contributions:

- A practically relevant algorithm called SoftFair, that enforces the soft fairness constraint and thereby avoids starvation of interventions for arms. Unlike the well-known Whittle index algorithm, SoftFair does not require any indexability assumptions.
- Performance bounds and theoretical properties of the SoftFair algorithm.
- Detailed experimental results which demonstrate that SoftFair is competitive with other policies while satisfying the soft fairness constraint.

2 RMAB with Soft Fairness Constraint

In this section, we formally introduce the RMAB problem with the soft fairness constraint. There are \( N \) independent arms, each of which evolves according to an associated Markov Decision Process (MDP), characterized by the tuple \( \{S, A, P, R, T, \gamma\} \). \( S \) represents the state space, \( A \) represents the action space, \( P \) represents the transition function, and \( R \) is the reward function that lies within the interval \([R_{\min}, R_{\max}]\). \( T \) is the horizon in each episode, and \( \gamma \) is the discount factor. We use \( s_i \) and \( a_i \) to denote a state and action for arm \( i \), respectively. Let \( s = \{s_1, \ldots, s_n\} \) and \( a = \{a_1, \ldots, a_n\} \) denote the state vector and action vector of RMAB over all arms, respectively.

A policy \( \pi \) maps from the states to a distribution over actions. Particularly, \( \pi(s,a) \in [0,1] \) denotes the probability of selecting action \( a \) in the state \( s \) for the RMAB, with \( \sum_a \pi(s,a) = 1 \). Similar to Jabbari et al. [8], we define the fairness using the state-action value function \( Q^*(s,a) \) as follows:

\[
\pi_t(s,a) \geq \pi_t(s,a') \quad \text{only if} \quad Q^*(s,a) \geq Q^*(s,a')
\]  

(1)

In summary, the goal of a solution approach is to generate a stochastic policy that never prefers one action over another if the cumulative long-term reward of selecting the latter one is higher.

The notations that are frequently used in this paper are summarized in Table 1.

In this paper, we specifically consider a discrete RMAB where each arm has two states \( \{0,1\} \), and \( 1(0) \) represents being in the “good” (“bad”) state, and there is a finite time horizon \( T \) for each episode where \( T \) is known to the algorithm in advance. At each time step \( t \in [T] \), the algorithm can choose \( k \) arms to pull according to observed states \( s = \{s_1, \ldots, s_n\} \), and all arms undergo an action-dependent Markovian state transition process to a new state \( s' = \{s'_1, \ldots, s'_n\} \). Each arm independently receives a reward determined by its new state. Specifically, \( a_{i,t} = 1 \) represents the choice to select arm \( i \in [n] \) at time step \( t \in [T] \) (active action), and \( a_{i,t} = 0 \) represents the decision to be passive for
The objective of the algorithm \( \pi \) is to efficiently approximate the maximum cumulative long-term reward while satisfying resource constraints and fairness constraints. Towards this end, the reward maximization problem can be formulated as

\[
\max_{\pi} \mathbb{E}_\pi \left[ \sum_{t=1}^{T} \gamma^{t-1} R_t(s_t, a_t | s_0) \right] \tag{3}
\]

such that Equation (2) and Equation (1) are satisfied.

In this paper, we consider the problem of interventions for patient adherence behaviors, and we assign same value to the adherence of a given arm/patient over time.

### 3 Method

In this section, we design a probabilistically fair selection algorithm by carefully integrating ideas from value iteration methods with RMAB setting to deal with our objective. We show that our method, called SoftFair, is fair under proposed fairness constraints. SoftFair relies on the notion of known next-state distribution. A next-state distribution is defined to be known as the algorithm has the full knowledge of the transition probabilities. SoftFair requires particular care in computing the action probability distributions, and must restrict the set of such policies to balance the fair exploration and fair exploitation policies. Correctly formulating this restriction process to balance fairness and performance relies heavily on the observations about the relationship between fairness and performance.

In order to implement the value iteration methods in the RMAB setting, SoftFair first need to identify the estimated value function of the state of each arm \( i \in [n] \) at each time step, and calculate the difference of state-action value function between the active and passive action. Then SoftFair maps each arm \( i \)'s state to an state-specific probability distribution over actions, such that for each time step \( t \), \( \pi_i(s, a) \geq \pi_i(s, a') \) only if \( Q^*(s, a) \geq Q^*(s, a') \). Providing such decision support with a fairness mindset can promote acceptability. In the case of beneficiaries, we assume that an arm/patient might consider action/participation fair when participation of a certain patient (i.e., due to receiving an active action) resulted in a greater increase in expected time spent in a adherent state compared to non-participation (i.e., the passive action on the arm/patient). Finally, We can sample the actions to get the next states \( s' \). It suffices to consider a single arm process due to strong decomposability of the RMAB, we now give the details on how to construct our SoftFair algorithm so as to efficiently approximate our constrained long-term reward maximization objective.
The SoftFair method first independently computes the logit value $\lambda_i$ based on the value function for each arm $i \in [n]$ under state $s_{i,t}$ at time step $t$ of episode $ep$, where $a_{i,t} \in \{0, 1\}$.

$$
\zeta_{i,t}^{ep}(s_{i,t}, a_{i,t}) = c Q_{i,t}^{ep}(s_{i,t}, a_{i,t}) - V_{i,t}^{ep}(s_{i,t})
$$

$$
Q_{i,t}^{ep}(s_{i,t}, a_{i,t}) = R_{i,t}(s_{i,t}, a_{i,t}) + \gamma \sum_{s_{i,t+1}' \in S} \Pr(s_{i,t+1}' | s_{i,t}, a_{i,t}) V_{i,t+1}^{ep}(s_{i,t+1}')
$$

$$
\lambda_{i,t}^{ep} = \log \zeta_{i,t}^{ep}(s_{i,t}, a_{i,t}) = 1 - \log \zeta_{i,t}^{ep}(s_{i,t}, a_{i,t}) = 0
$$

(4)

Here $V_{i,t}^{ep}()$ is the value function of arm $i$ in the observed state of episode $ep$. Then SoftFair maps all arms $i \in [n]$ to probability distribution over actions set $a_t = \{a_{i,t}, \ldots, a_{n,t}\}$ based on the observed states vector $s_t = \{s_{1,t}, \ldots, s_{n,t}\}$. Note that here $\|a_t\|_1 = 1$ means that only one arm will be selected. We can sample $k$ times without replacement to get $k$ arms to pull, which ensures that we meet the resource constraint as well as the fairness constraint, and then is apprised of the next state $s'$. More specifically, we employ the softmax function to compute the corresponding action probability distribution.

$$
\pi^{ep}(s, a = 1_{(i)}) = \text{softmax}_c(c \cdot \lambda_{i,t}^{ep}) = \frac{\exp(c \cdot \lambda_{i,t}^{ep})}{\sum_{i=1}^{n} \exp(c \cdot \lambda_{i,t}^{ep})}
$$

(5)

where $a = 1_{(i)}$ denotes the action is to select arm $i$ while keeping other arms passive, and $\pi^{ep}(s, a = 1_{(i)})$ denotes the probability that arm $i$ will be selected under state $s$. $c \in (0, \infty)$ is the multiplier parameter that can adjust the gap between the probabilities of choosing an arm. When $c = \infty$, SoftFair becomes the standard optimal Bellman operations (2) (Refer to Equation 10). After computing the relative probability that the arm will be selected, we then can derive the probability that the arm $i$ is among the $k$ selected arms, denoted as $\Pr(a_{i,t} = 1 | s)$ (11). For each arm $i$, the value function $V^{ep}()$ update at episode $ep$ can be written as follows, for every $t \in [T]$:

$$
V_{i,t}^{ep}(s) = \sum_{s_{i,t}, a_{i,t} \in \{0, 1\}} \Pr(a_{i,t}|s_{i,t}) Q_{i,t}^{ep}(s_{i,t}, a_{i,t}) = \sum_{s_{i,t}, a_{i,t} \in \{0, 1\}} \Pr(a_{i,t}|s_{i,t}) \sum_{s_{i,t+1}' \in S} \Pr(s_{i,t+1}'|s_{i,t}, a_{i,t}) R(s_{i,t}, a_{i,t}) + \gamma V_{i,t+1}^{ep}(s_{i,t+1})
$$

if $(s = s_{i,t})$

otherwise

(6)

Similarly, we can also rewrite update equation for the state-action value function, we provide it in appendix. The process of SoftFair is summarized in Algorithm 1.

---

**Algorithm 1: SoftFair Value Iteration (SoftFair)**

**Input:** Transition matrix $P$, time horizon $T$, set of observed states $s$, resource constraint $k$, multiplier parameter $c$, episodes $K$

1. $V_{i,t}(s) \leftarrow 0, \forall s, i, t$;
2. for episode $ep = 1, \ldots, K$ do
3. for state $s_0 = \{s_{1,0}, \ldots, s_{n,0}\}$
4. for step $t = 0, \ldots, T$ do
5. for arm $i = 1, \ldots, n$ do
6. Compute the $Q_{i,t}^{ep}(s_{i,t}, a_{i,t})$ and $\lambda_{i,t}^{ep}(s_{i,t}, a_{i,t})$ according to Equation 4;
7. Compute the probability $\pi^{ep}$ according to Equation 5;
8. Sample $k$ arms and add them into action set;
9. for arm $i = 1, \ldots, n$ do
10. Compute the probability that it will be activated $\Pr(a_i = 1 | s)$;
11. Update the value function $V_{i,t}^{ep}(s)$ according to Equation 6;
12. Play the arm in the action set, and observe next state $s_{t+1}$;

**Output:** The value function $V_i(s)$ for arm $i \in [n]$

---

1. $1_{(i)}$ is the indicator with value 1 at the $i$th term and value 0 at other places.

2. The updatation process of our Softfair algorithm will converge to the Bellman Equation 10 with an exponential rate in terms of $c$ (25), and $c$ controls the asymptotic performance (13).

3. This can be computed through the permutation iteration. Note $\Pr(a_i = 1 | s) = \text{softmax}_c(c \cdot \lambda_i)$ if $k = 1$.
4 Analysis of SoftFair

In this section we formally analyze SoftFair and associated theoretical supports. We begin by connecting SoftFair with the well-known Whittle index algorithm mentioned earlier, and show why the Whittle index approach is not suitable for our case (Fairness constraint and Finite horizon).

4.1 SoftFair vs. Whittle index based methods

Whittle index policy is known to be the asymptotically optimal solution to RMAB under the infinite time horizon. It independently assigns an index for each state of each arm to measure how attractive it is to pull an arm at a particular state. The index is computed using the concept of a "subsidy" $m$, which can be viewed as the opportunity cost of remaining passive, and is rewarded to the algorithm for each arm that is kept passive, in addition to the usual reward. Whittle index for an arm $i$ is defined as the infimum value of subsidy, $m$ that must be offered to the algorithm to make the algorithm indifferent between pulling and not pulling the arm. Consider a single arm $i \in [n]$ where the state is $s_t$. At each time step $t \in [T]$, let $Q_{m,i,t}(s_t, a_t = 0)$ and $Q_{m,i,t}(s_t, a_t = 1)$ denote its active and passive state-action value functions under a subsidy $m$, respectively. We drop subscript $i$ when there is no ambiguity, i.e., $Q_{m,t}(s_t, a_t = 0) = Q_{m,t}(s_t, a = 0)$ and $Q_{m,t}(s_t, a_t = 1) = Q_{m,t}(s_t, a = 1)$.

We can have:

$$Q_{m,t}(s_t, a = 0) = P_{s_{t+1}}^0 + m + \gamma((1 - s_t)P_{0,0,t}^0 + s_tP_{1,0,t}^0)V_{m,t+1}(0) + ((1 - s_t)P_{0,1,t}^0 + s_tP_{1,1,t}^0)V_{m,t+1}(1)$$ passive

$$Q_{m,t}(s_t, a = 1) = P_{s_{t+1}}^1 + \gamma((1 - s_t)P_{0,0,t}^1 + s_tP_{1,0,t}^1)V_{m,t+1}(0) + ((1 - s_t)P_{0,1,t}^1 + s_tP_{1,1,t}^1)V_{m,t+1}(1)$$ active \hfill (7)

The value function for the state $s$ is $V_{m,t}(s) = \max \{Q_{m,t}(s, a = 0), Q_{m,t}(s, a = 1)\}$. The Whittle index $W(s)$ can be formally written as:

$$W(s) = \inf_m \{m_t : Q_{m,t}(s, a = 0) = Q_{m,t}(s, a = 1)\}.$$ \hfill (8)

After computing the Whittle index for each arm, a policy $\pi$ will pull those $k$ arms whose current states have the highest indices at each time step. In order to use the Whittle index approach, it need to satisfy a technical condition called indexability introduced by Weber and Weiss [27]. The indexability can be expressed in a simple way: Consider an arm with subsidy $m$, the optimal action is passive, then $\forall m' > m$, the optimal action should remain passive. The RMAB is indexable if every arm is indexable.

However, in the case of interventions with regards to public health, the Whittle index approach concentrates on the beneficiaries who can mostly improve the objective (public health outcomes). This can lead to some beneficiaries never have a chance to get intervention from public health workers, resulting in a bad adherence behavior and henceforth a bad state from where improvements can be small even with intervention and thus never getting selected by the index policy. Refer to Figure 1 to get a better picture of the difference between the Whittle index approach and SoftFair. We can see that when using the Threshold Whittle index method proposed by Mate et al. [18], the activation frequency of the arm is extremely unbalanced, with nearly half of the arms never being selected. Such starvation of interventions may escalate to communities. To avoid such cycle between bad outcomes, the RMAB needs to consider fairness in addition to maximizing cumulative long-term reward when picking arms.

However, in addition to failing to meet the system fairness requirements in many real-world applications, traditional Whittle index based approaches also rely on the assumption of an infinite time horizon, and the performance deteriorates severely when time horizons are finite. Often, real-world phenomena are formalized in a finite horizon setting, which prohibits direct use of Whittle index based methods. We now show why the Whittle index based approach can not be applied to the finite time horizon setting. We demonstrate that a phenomenon called Whittle index decay [19] exists in our problem. All detailed proofs can be found in the Appendix.

**Theorem 1** In the round $t \in [T]$, the Whittle index $m_t$ for arm $i$ under the observed state $s_i$ is the value that satisfies the equation $Q_{m,t}(s_{i,t+1}, a_{i,t} = 0) = Q_{m,t}(s_{i,t+1}, a_{i,t} = 1)$. The Whittle index will decay as the value of current time step $t$ increases: $\forall t < T : m_t > m_{t+1} \geq m_T = P_{s_{t+1}}^1 - P_{s_{t+1}}^0$.
We consider the RMAB given in Section 2, with \( k = 10, n = 100, T = 100 \). Left: the Whittle index algorithm. Right: SoftFair \((c = 2)\). As can be noted, without fairness constraints in place, the arm activation frequency is lopsided, and almost 50\% of the arms never get activated.

**Proof Sketch.** We first show a lemma to show value function \( V_{m,t}(s_{i,t}) > m_{i,t+1}(s_{i,t}) \geq 0 \), and then we can calculate \( m_T \) and \( m_{T-1} \) by solving equation \( Q_{m,T}(s_{i,T},a_{i,T} = 0) = Q_{m,T}(s_{i,T},a_{i,T} = 1) \) and \( Q_{m,T-1}(s_{i,T-1},a_{i,T-1} = 0) = Q_{m,T-1}(s_{i,T-1},a_{i,T-1} = 1) \). We then can derive \( m_t > m_{t+1} \) by obtaining \( \frac{\partial m_t}{\partial t} < 0 \) for \( \forall t > 1 \) based on the derived lemma. The detailed proof can be found in the appendix.

The Whittle index based approach needs to solve the costly finite horizon problem because the index value varies according to the time step even in the same state, and computing the index value under this case, since the multi-selection at each time step can be viewed as an iteration.

**Theorem 2** Choose top \( k \) arms according to the \( \lambda \) value in Equation \( 5 \) \((c \to \infty)\) is equivalent to maximize the cumulative long-term reward.

**Proof Sketch.** We first get the expression of \( \sum_{i \in \phi} \lambda_i \) where \( \phi \) is the set of selected arms, then we prove that getting the highest value \( \sum_{i \in \phi} \lambda_i \) is equivalent to optimal policy.

When \( c \) approaches infinity, the algorithm becomes the optimal policy which will suffer from the starvation phenomena. Given these facts, \( c \) can control the trade-off between the optimal performance and the fairness constraint.

**Theorem 3** SoftFair is fair under our proposed fairness constraint, and \( c \) controls the trade-off between fairness and optimal performance.

**Proof Sketch.** The trade-off is governed by \( c \), where a large \( c \) means that SoftFair tends to choose arms with higher value, while a small \( c \) means that SoftFair tends to ensure fairness among arms.

### 4.2 Performance bound of SoftFair

We investigate \( k = 1 \) case, since the multi-selection at each time step can be viewed as an iteration. Let \( \Psi_{soft} \) denote our Soft operator at time step \( t \in [T] \), we ignore the subscript \( t \) here, which is

\[
Q^{ep+1}(s, a) = \Psi_{soft}(Q^{ep}(s, a)) = \sum_{s'} \Pr(s'|s, a)R(s, a) + \gamma \sum_{a'} \Pr(a'|s')Q^{ep}(s', a')
\]

\[= R(s, a) + \gamma \sum_{s'} \Pr(s'|s, a)\sum_{a'} \Pr(a'|s')Q^{ep}(s', a') \tag{9}\]

Before we derive the performance bound for SoftFair, We can first show how to bound the state-action value function in the following lemma.
Lemma 1 The state-action value function $Q(s, a)$ is bounded within $[0, \frac{m}{1-\gamma}]$.

Proof Sketch. The upper bound can be obtained by showing that $\forall(s, a)$, state-action value at the $e^p$-th iteration are bounded through induction.

Corollary 1 As we have $R_{\text{max}} = n$ and $R_{\text{min}} = 0$, we can easily derive that $|Q(s, a) − Q(s, a')| ≤ \frac{n}{1-\gamma}$, for $∀Q$ and $∀s$.

Follow Song et al. [25], we let $\delta(s) = \sup_{Q} \max_{a, a'} |Q(s, a) − Q(s, a')|$ denote the largest distance between state-action value functions. Then we have the following lemma.

Lemma 2 $∀Q$ and $∀s$, Let $\Pr(\cdot|s) = [\Pr(a = 1_{(1)}|s), \ldots, \Pr(a = 1_{(n)}|s)]^\top$ and $Q(s, \cdot) = [Q(s, a = 1_{(1)}), \ldots, Q(s, a = 1_{(n)})]^\top$, here the superscript $\top$ denotes the vector transpose. We have $\frac{\delta(s)}{n^{\exp(c⋅\delta(s))}} \leq \max_a Q(s, a) − (\Pr(\cdot|s))^\top Q(s, \cdot) ≤ \frac{n-1}{2+c}$.

Proof Sketch. We first need to replace $\Pr(\cdot|s)$ with $Q(s, \cdot)$, and then demonstrate it by looking at possible values for the difference between state-action value function with different actions.

Different from Soft Operator in Eq. [9], let $\Psi$ denote the Bellman optimality operator, which we have

$$Q^{ep+1}(s, a) = \Psi Q^{ep}(s, a) = R(s, a) + \gamma \sum_{s'} \Pr(s'|s, a) \max_{a'} Q^{ep}(s', a')$$  \hspace{1cm} (10)

For the optimal state-action value function, we have $ΨQ^*(s, a) = Q^*(s, a)$.

Theorem 4 Our SoftFair method can achieve the performance bound as $\limsup_{e^p→∞} V^{ep}(s) ≤ V^*(s)$, where $V^*(s)$ is the optimal value function. More specifically, we have

$$\limsup_{e^p→∞} Q^{ep}(s, a) ≤ Q^*(s, a)$$ and

$$\liminf_{e^p→∞} Q^{ep}(s, a) ≥ Q^*(s, a) − \frac{n-1}{(2+c)(1-\gamma)}$$

Proof. We prove the bound by induction based on Lemma[1] and [2].

Conjecture 1 For the cause when multiple arms can be pulled at each time step, i.e., $k ≠ 1$. Our SoftFair method can achieve the performance bound as $\limsup_{e^p→∞} Ψ^{ep} V^0(s) ≤ V^*(s)$. More specifically, we have

$$\limsup_{e^p→∞} Q^{ep}(s, a) = \limsup_{e^p→∞} Ψ^{ep} Q^0(s, a) ≤ Q^*(s, a)$$ and

$$\liminf_{e^p→∞} Q^{ep}(s, a) ≥ Q^*(s, a) − \frac{n-k}{(2+c)(1-\gamma)}$$

Table 2: Results for CAPA Adherence dataset with $n = 100, k = 10, T = 80$.

| Policy    | Intervention benefit | Action entropy |
|-----------|----------------------|---------------|
| Random    | 79 ± 13              | 4.56 ± 0.0056 |
| Myopic    | 98 ± 3.3             | 2.67 ± 0.0    |
| FairMyopic| 83 ± 11              | 4.5 ± 0.0089  |
| SoftFair  | 93 ± 7.6             | 4.27 ± 0.019  |

5 Experiments

In this section, we empirically demonstrate that our proposed method SoftFair that enforces the probabilistic fairness constraint introduced in Section[4] can effectively approximate the cumulative
We examine policy performances from two perspectives: cumulative rewards and fairness. To
this end, we rely on two performance metrics: (a) Intervention benefit: The intervention benefit
is defined as \( R_{\text{method}} - R_{\text{No intervention}} \times 100\% \). It calculates the difference between one algorithm’s total expected cumulative reward and the total reward when no intervention is involved, then normalized

Figure 2: Intervention benefit of SoftFair is consistently greater than other baselines. (a) We fix
\( T = 50\), and \( k = 10\% n \), and let \( n = \{10, 100, 1000\} \). (b) We fix \( T = 50\), and \( n = 100\), and let \( k = \{5, 10, 20\} \). (c) We fix \( n = 100\), and \( k = 10\), and let \( T = \{20, 50, 100\} \).

Figure 3: (a) The intervention benefit of different multiplier \( c \). Here \( c = \infty \) refers to deterministically selecting the top \( k \) arm with the highest cumulative rewards, but updating the value function with \( c = 1 \). (b) The action entropy of a single process. We investigate the action entropy for different value of \( P_{1,1} \) range from 0.4 to 0.9.

| \( n \) | \( T \) | Intervention Benefit |
|---|---|---|
| 10 | 20 | Random | FairMyopic | Myopic | SoftFair |
| 100 | 50 | 3.8 | 3.9 | 4.0 | 4.1 |
| 1000 | 100 | 3.6 | 3.7 | 3.8 | 3.9 |

reward maximization objective compared to the baselines on both (a) a realistic patient adherence
behavior dataset [10] and (b) a synthetic dataset that the underlying structural constraints outlined in
Appendix C are preserved. We consider the average rewards criterion over the finite time horizon
where we use the discount factor \( \gamma = 1 \), and set the following scenario for the simulation: \( n = \{10, 100, 1000\} \), \( k = \{5\% n, 10\% n, 20\% n\} \), \( T = \{20, 50, 100\} \). All results are averaged over 50
simulations. In particular, we compare our method against the following baselines:

- **Random**: At each time step, algorithm randomly select \( k \) arms to play. This will ensure that each arm has the same probability of being selected.
- **Myopic**: A myopic policy ignores the impact of present actions on future rewards and instead
focuses entirely on the predicted immediate returns. It select \( k \) arms that maximize the expected
reward at the immediate next time step. Formally, this could be described as choosing the \( k \) arms
with the largest gap \( \Delta_t = P_{s,1} - P_{s,1} \) at time step \( t \) under the observed state \( s \).
- **FairMyopic**: After computing \( \Delta_t \) for each arm, instead of deterministically selecting the arm with
the highest immediate reward, we use the softmax function over \( \Delta_t \) to get the probability of each
arm being selected. Then we sample the \( k \) arms according to the probability.
- **Oracle**: Algorithm by Mate et al. [19] under assumption that the states of all arms are fully
observable and the transition probabilities are known without considering fairness constraints.
We use a sigmoid function as Mate et al. [19] to approximate the Whittle index to select arms
deterministically for the finite time horizon problem.

We examine policy performances from two perspectives: cumulative rewards and fairness. To
this end, we rely on two performance metrics: (a) Intervention benefit: The intervention benefit
is defined as \( R_{\text{method}} - R_{\text{No intervention}} \times 100\% \). It calculates the difference between one algorithm’s total expected cumulative reward and the total reward when no intervention is involved, then normalized
by the difference between the reward obtained without intervention (0% intervention benefit) and the asymptotically optimal but fairness-agnostic Oracle algorithm in baselines (100% intervention benefit). (b) Action entropy: We calculate the selection frequency distribution across all time steps, and then compute its entropy after normalization through: \( \text{Entropy} = -\sum_{i \in [n]} P(i) \log P(i) \), where \( P(i) \) is the normalization of the number of times arm \( i \) is selected (i.e., the number of times that arm \( i \) has been selected divided by \( k \cdot n \)), and \( P(i) \log P(i) = 0 \) if an arm is never selected across all time steps.

**Realistic dataset**: Obstructive sleep apnea is one of the most prevalent sleep disorder among adults, and continuous positive airway pressure therapy (CPAP) is a highly effective treatment when it is used consistently for the duration of each sleep bout. But non-adherence to CPAP in patients hinders effective treatment of this type of sleep disorder. Similar to [6], we adapt the Markov model of CPAP adherence behavior in [10] to a two-state system with the clinical adherence criteria. We add a small noise to each transition matrix so that the dynamics of each individual arm is different (See more details about the dataset in Appendix [A]).

In table [2] we report average results for each algorithm. Myopic method has the best performance, which is caused by the specific structure of the underlying transition matrices, since there is not too much difference between \( n \) Markovian models, and in this case the Myopic approach is indeed close to optimal. However, given our notion of fairness, the Myopic technique is not fair. Furthermore, Myopic policy might fail in some circumstances, and is even worse than Random policy [18]. Meanwhile, our SoftFair performs well while adhering to the specified fairness requirement.

**Synthetic dataset**: (a) We first test the performance when the number of patients (arms) varies. Figure [2a] compares the intervention benefit for \( n = \{10, 100, 1000\} \) patients and \( k = 10\% \) of \( n \). As shown in Figure [2a], in addition to satisfying the fairness constraints, our SoftFair consistently outperforms the Random, Myopic and FairMyopic baselines. (b) We next compare the intervention benefit when the number of arms \( n \) is fixed and the resource constraint \( k \) is varied. Specifically, we fix \( n = 100 \) patients, and let \( k = \{5\% n, 10\% n, 20\% n\} \). Figure [2b] shows that there has been a gradual increase in the intervention benefit as the \( k \) increases. One possible reason is that a larger resource budget \( k \) can make the arms with higher cumulative rewards more likely to be selected, thereby reducing the performance gap with the Oracle method. (c) The performance of our method is slightly influenced by the time horizon \( T \). As shown in Figure [2c], the common trend is that a smaller \( T \) leads to better performance. This means that our method can efficiently solve the RMAB in a finite time horizon, while a larger horizon \( T \) will make the convergence slower. Overall, all results demonstrate the effectiveness of our method compared to other baselines.

**Intervention benefit when \( c \) changes**: We also look into the effect of the multiplier parameter \( c \) on performance. Formally, a larger \( c \) will widen the gap between the probabilities of choosing an arm, resulting in a better performance as it prefers to choose an arm with a higher cumulative reward. Figure [2d] reveals that SoftFair performs well empirically as \( c \) increases, and if we deterministically choose the top \( k \) arms according to the \( \lambda \) value, it will achieve the optimal result.

**Action entropy comparison**: We also compare the entropy of the action of a process in the synthetic dataset when \( P_{0,1} \) ranges from 0.4 to 0.9. As shown in Figure [4.2], the Random policy has the highest value as it requires uniform selection of all arms. Our proposed method, SoftFair consistently has a higher action entropy than the Oracle method because we enforce fairness constraints. FairMyopic has a high action entropy value, but it is indeed unfair under our proposed fairness constraints, as it relies on immediate rewards.

### 6 Conclusion

In this paper, we study fairness constraints in the context of Restless Multi-Arm Bandit model, which is of critical importance for adherence problems in public health (e.g., monitoring adherence of prevention medicine for Tuberculosis, monitoring engagement of mothers during calls on good practices during pregnancy). To tackle the challenges introduced by the objective, we design a computationally efficient algorithm, a novel solution is proposed by integrating the softmax value iteration technique in the RMAB setting. Our algorithms can effectively approximate the optimal value function within the proven performance bounds.
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When we can have $s$, we assume the optimal algorithm for the state $\Phi$. Here, $\text{softmax}$

**Proof.**

**Proof of Lemma 3**

Thus, $\gamma$ time step $T$, $V^\pi$ find a algorithm that ensures $V_{m,t}(s_i) \geq V_{m,t+1}(s_i) \geq 0$, for \forall s_i \in \{0,1\}.

**Proof of Lemma 3**

Proof. We drop the subscript $i$, i.e., $V_t(s) = V_{i,t}(s_i)$. This is easy to prove. For state $s \in \{0,1\}$, we can always find a algorithm that ensures $V_{m,t}(s) \geq V_{m,t+1}(s)$. For example, we assume the optimal algorithm for the state $s$ start from the time step $t + 1$ is $\pi$, we can always find a algorithm $\pi'$: keep the same actions as the algorithm $\pi$ until reach the last time step $t = T$ as $V_{m,t}(s)$ will have one more time slot compared to $V_{m,t+1}(s)$, and then we pick the action for the last time step $T$ according to the observed state $s'$. Since the reward is either 0 or 1, thus $V_T(s) \geq 0$, so we can have

\[ V_{m,t;\pi'}(s) = V_{m,t+1;\pi}(s) + \gamma^{T-t}V_T(s') \geq V_{m,t+1;\pi}(s). \]  

\[ (13) \]

**Proof of Theorem 1**

Proof. Consider the discount reward criterion with discount factor of $\gamma \in [0,1]$ (where $\gamma = 1$ corresponds to the average criterion). Again, we drop the subscript $i$ and let: $Q_{\pi,i}(s_i, a_i) = Q_i(s,a)$. Because the state $s \in \{0,1\}$ is fully observable, we can easily calculate $m_T$, where it needs to satisfy $Q_T(s,a=0) = Q_T(s,a=1)$, i.e., $m_T + P_{s,1}^0 = P_{s,1}^1$, thus $m_T = P_{s,1}^1 - P_{s,1}^0$. Similarly, $m_{T-1}$ can be solved by assuming equation $Q_{T-1}(s,a=0) =
\[ Q_{T-1}(s, a = 1): \]
\[
P_{s,1}^0 + m_{T-1} + \gamma(P_{s,1}^0 V_{m_{T},T}(1) + P_{s,0}^0 V_{m_{T},T}(0)) =
\]
\[
P_{s,1}^1 + \gamma(P_{s,1}^1 V_{m_{T},T}(1) + P_{s,0}^1 V_{m_{T},T}(0))
\]
\[ \Rightarrow m_{T-1} = (P_{s,1}^1 - P_{s,0}^1) + \gamma(V_{m_{T},T}(1)(P_{s,1}^1 - P_{s,0}^1) + V_{m_{T},T}(0)(P_{s,1}^1 - P_{s,0}^1)) \] (14)

Because \( P_{s,1}^1 - P_{s,0}^1 > 0 \) and \( P_{s,1}^0 - P_{s,0}^0 > 0 \) from the structural constraint we mentioned before and \( V_{m_{T},T}(s) \geq 0 \) we have \( m_{T-1} > m_{T} = P_{s,1}^1 - P_{s,0}^1 \). Now we show \( m_{t} > m_{t+1} \). Equivalently, this can be expressed as \( \frac{\partial m_{t}}{\partial t} < 0 \). Because the state is fully observable, we first get the close form of \( m_{t} \).

**Case 1:** The state \( s = 0 \),
\[
P_{0,1}^0 + m_{t} + \gamma(P_{0,0}^0 V_{m_{t+1},t+1}(0) + P_{0,1}^0 V_{m_{t+1},t+1}(1))
\]
\[ = (P_{0,1}^1 - P_{0,0}^1) + \gamma(V_{t+1}(0)(P_{0,0}^1 - P_{0,0}^0) + V_{t+1}(1)(P_{0,1}^1 - P_{0,1}^0)). \] (15)

Intuitively, we can have \( V_{m_{t},t}(0) > V_{m_{t+1},t+1}(0) \) (see Lemma[3]), and \( V_{m_{t},t}(1) > V_{m_{t+1},t+1}(1) \), we obtain \( \frac{\partial V_{m_{t+1},t}(t)}{\partial t} < 0 \) and \( \frac{\partial V_{m_{t+1},t+1}(t)}{\partial t} < 0 \). Hence, we can get
\[
\frac{\partial m_{t}}{\partial t} = \gamma \left( (P_{0,1}^1 - P_{0,0}^1) \frac{\partial V_{m_{t+1},t+1}(0)}{\partial t} + (P_{1,1}^1 - P_{0,1}^0) \frac{\partial V_{m_{t+1},t+1}(1)}{\partial t} \right) < 0 \] (16)

**Case 2:** For state \( s = 1 \), similarly, we can get
\[
\frac{\partial m_{t}}{\partial t} = \gamma \left( (P_{1,0}^1 - P_{1,0}^0) \frac{\partial V_{m_{t+1},t+1}(0)}{\partial t} + (P_{1,1}^1 - P_{0,1}^0) \frac{\partial V_{m_{t+1},t+1}(1)}{\partial t} \right) < 0 \] (17)

Thus \( \forall t < T: m_{t} > m_{t+1} \geq m_{T} = P_{s,1}^1 - P_{s,0}^1. \)

**Proof of Theorem 2**

**Proof.** According to the Equation 4, we have
\[
\pi_i(s_i, a_i) = e^{Q_i(s_i, a_i) - V_i(s_i)} = \frac{e^{Q_i(s_i, a_i)}}{e^{V_i(s_i)}} \]
(18)

By replacing this into Equation 5 we can get
\[
\lambda_i = \log \pi_i(s_i, a_i = 1) - \log \pi_i(s_i, a_i = 0) \]
\[
= \log \left( \frac{e^{Q_i(s_i, a_i = 1)}}{e^{V_i(s_i)}} \right) - \log \left( \frac{e^{Q_i(s_i, a_i = 0)}}{e^{V_i(s_i)}} \right) \]
\[ = \log \left( \frac{e^{Q_i(s_i, a_i = 1)}}{e^{V_i(s_i)}} \right) - \log \left( \frac{e^{Q_i(s_i, a_i = 0)}}{e^{V_i(s_i)}} \right) \] (19)

Because as \( c \) approaches infinity, our algorithm becomes deterministically selecting the arm with the highest value of \( \lambda \). Let set \( \phi^* \) to be the set of actions containing the \( k \) arms with the highest-ranking of \( \lambda \) value, and any \( k \) arms that aren’t among the top \( k \) are included in the set \( \phi^c \). Let \( \phi^* \) and \( \phi^c \) denote the set that includes all of the arms except those in set \( \phi^* \) and \( \phi^c \), respectively. Thus the first action vector can be represented as \( a = 1 \in \phi^* \), and the latter action vector is \( a' = 1 \in \phi^c \). We could have:
\[
\sum_{i \in \phi^*} \lambda_i \geq \sum_{j \in \phi^c} \lambda_j
\]
\[
\sum_{i \in \phi^c} [Q(s_i, a_i = 1) - Q(s_i, a_i = 0)] \geq \sum_{j \in \phi^c} [Q(s_j, a_i = 1) - Q(s_j, a_i = 0)]
\]
\[ \sum_{i \in \phi^*} Q(s_i, a_i = 1) + \sum_{j \in \phi^c} Q(s_j, a_i = 0) \geq \sum_{j \in \phi^c} Q(s_j, a_i = 1) + \sum_{i \in \phi^*} Q(s_i, a_i = 0) \] (20)
We divide this into two terms:

\[ \sum_{i \in \sigma^+} Q(s_i, a_i = 1) + \sum_{j \in \sigma^-} Q(s_j, a_i = 0) \geq \sum_{i \in \sigma^+} Q(s_i, a_i = 1) + \sum_{j \in \sigma^-} Q(s_j, a_i = 0) \]

\[ \rightarrow Q(s, a = 1_{(\phi)}) \geq Q(s, a' = 1_{(\phi')}) \]

Thus from this we can see that selecting action in the action set \( \phi^* \) according to the \( \lambda \) value can maximize the cumulative long-term reward, which lead to the optimal state-action value function \( Q^*(s, a) \) as well as the optimal value function, \( V^*(s) \). \( \square \)

**Proof of Theorem 3** Proof. According to the Equation 5, the probability of choosing an arm is the softmax function on \( \lambda \), which can guarantee that the higher the value of \( \lambda \), the higher the probability of selecting that arm. We can write down the probability of \( \pi(s, a = 1_{(\phi)}) \), where \( \phi \) is the set of selected arms when \( k \neq 1 \). More specifically, \( \pi(s, a = 1_{(\phi)}) = \Pi_{i \in \phi} \Pr(a_i = 1|s) \). Note that \( \Pr(a_i = 1|s) = \text{softmax}_c(c \cdot \lambda_i) \) if \( k = 1 \). Intuitively, when \( k \neq 1 \), \( \Pr(a_i = 1|s) \) can be obtained through the brute-force permutation iteration over \( \pi(s, a = 1_{(\phi)}) = \text{softmax}_c(c \cdot \lambda_i) \). It is easy to conclude that when \( k \neq 1 \), the higher the value of \( \lambda_i \), the higher probability \( \Pr(a_i = 1|s) \). Formally, this is equivalent to:

\[ \pi(s, a = 1_{(\phi)}) \geq \pi(s, a = 1_{(\phi')}) \] if and only if \( \sum_{i \in \phi} \lambda_i \geq \sum_{j \in \phi'} \lambda_j \).

(22)

Similar to the proof of Theorem 5, we can have:

\[ \sum_{i \in \phi} \lambda_i \geq \sum_{j \in \phi'} \lambda_j \] if and only if \( Q(s, a = 1_{(\phi)}) \geq Q(s, a' = 1_{(\phi')}) \).

(23)

Thus we have \( \pi(s, a = 1_{(\phi)}) \geq \pi(s, a = 1_{(\phi')}) \) if \( Q(s, a = 1_{(\phi)}) \geq Q(s, a' = 1_{(\phi')}) \). Our SoftFair is fair under our proposed fairness constraint.

The trade-off is governed by \( c \), where a larger \( c \) means SoftFair tends to choose arms with higher value, while a small \( c \) means SoftFair tends to ensure fairness among arms. More specifically, we have shown that selecting the top \( k \) arms according to the \( \lambda \) value at each time step \( t \) when \( c \) approaches infinity is equivalent to maximizing the cumulative long-term reward (Theorem 2). When \( c \) is close to 0, the difference between \( c \cdot \lambda \) is small and SoftFair tends to uniformly sample \( k \) arms. Therefore SoftFair remains fair under our proposed fairness constraints, and the trade-off between fairness and optimal value is controlled by the multiplier parameter \( c \). \( \square \)

**Proof of Definition 12** We rewrite the two statements that are equal:

\[ \pi_t(s, a) \geq \pi_t(s, a') \] if and only if \( Q^*(s, a) \geq Q^*(s, a') \)

\[ \lambda_i \geq \lambda_j \] if and only if \( \sum_{i \in \Phi_i} \pi_t(s, a = 1_{(\phi_i)}) \geq \sum_{j \in \Phi_j} \pi_t(s, a = 1_{(\phi_j)}) \)

(24)

Proof. For any set of selected arms, let \( \phi_i \) denote a set that always include arm \( i \), and \( \phi_j \) denote a set that always include arm \( j \), and \( \Phi_i \) denote a set that always include arm \( i \) and arm \( j \). And \( \Phi_i \) denote the set of \( \phi_i \), formally, we have \( \Phi_i = \{ \phi_i \} \) and \( \Phi_j = \{ \phi_j \} \) and \( \Phi_{i,j} = \{ \phi_{i,j} \} \). Similarly, let \( \phi_{i,-j} \) denote the a that always include arm \( i \) but not include arm \( j \), and \( \phi_{j,i} \) denote a set that always include arm \( j \) but not include arm \( i \). Thus we have:

\[ \phi_i = \phi_{i,j} + \phi_{i,-j} \] and \( \phi_j = \phi_{j,i} + \phi_{j,-i} \)

(25)

We divide this into two terms:

- 1st Term: \( \Phi_{i,-j} \) and \( \Phi_{j,-i} \). We can instead of consider a subset of \( k - 1 \) selected arms which does not include arm \( i \) and arm \( j \), we denote a subset of arms as \( \phi_{i,-j} \in \Phi_{i,-j} \). Thus \( \phi_{i,-j} \) and \( \phi_{j,-i} \) can be writing as:

\[ \phi_{i,-j} = \sum_{\phi_{i,-j} \in \Phi_{i,-j}} [i] + \phi_{i,-j} \] and \( \phi_{j,-i} = \sum_{\phi_{j,-i} \in \Phi_{j,-i}} [j] + \phi_{j,-i} \)

(26)
In this case, if $\lambda_i \geq \lambda_j$, we add $\sum_{h \in \Phi'_{i,-j}} \lambda_h$ on both side, which we get:

$$\lambda_i \geq \lambda_j$$

$$\lambda_i + \sum_{h \in \Phi'_{i,-j}} \lambda_h \geq \lambda_j + \sum_{h \in \Phi'_{i,-j}} \lambda_h$$

(27)

According to Theorem 2 and Theorem 3, we can conclude that $\pi_t(s, a = I_{(\phi_{i,-j})}) \geq \pi_t(s, a' = I_{(\phi_{i,-j})})$. This is equal to the first statement that $\pi_t(s, a) \geq \pi_t(s, a')$ if and only if $Q^*(s, a) \geq Q^*(s, a')$.

Furthermore, because for $\forall \phi'_{i,-j} \in \Phi'_{i,-j}$, we have $\lambda_i + \sum_{h \in \Phi'_{i,-j}} \lambda_h \geq \lambda_j + \sum_{h \in \Phi'_{i,-j}} \lambda_h$, and by summation over second line of Equation 27 like Equation 26, we have:

$$\sum_{h \in \Phi'_{i,-j}} \lambda_h \geq \sum_{h \in \Phi'_{i,-j}} \lambda_h$$

$$\sum_{h \in \Phi'_{i,-j}} \left\{ \lambda_i + \sum_{h \in \Phi'_{i,-j}} \lambda_h \right\} \geq \sum_{h \in \Phi'_{i,-j}} \left\{ \lambda_j + \sum_{h \in \Phi'_{i,-j}} \lambda_h \right\}$$

(28)

• 2nd Term: $\Phi_{i,j}$ and $\Phi_{j,i}$. Because we can easily see that $\phi_{i,j} = \phi_{j,i}$ and $\Phi_{i,j} = \Phi_{j,i}$, thus we have:

$$\sum_{\phi_{i,j} \in \Phi_{i,j}} \pi_t(s, \Phi_{i,j}) = \sum_{\phi_{j,i} \in \Phi_{j,i}} \pi_t(s, \Phi_{j,i}).$$

(29)

Overall, according to Equation 25 by summing this two terms (Equation 28 and Equation 29), we have $\lambda_i \geq \lambda_j$ if and only if $\sum_{\phi_{i,j} \in \Phi_{i,j}} \pi_t(s, a = I_{(\phi_{i,j})}) \geq \sum_{\phi_{j,i} \in \Phi_{j,i}} \pi_t(s, a = I_{(\phi_{j,i})})$. And this is equal to the first statement that $\pi_t(s, a) \geq \pi_t(s, a')$ if and only if $Q^*(s, a) \geq Q^*(s, a')$.

□

Proof of Lemma 1  

Proof. The upper bound can be obtained by showing that $\forall(s, a)$, state-action value at the $cp$–th iteration are bounded. More specifically,

$$Q^p(s, a) = \sum_{i=1}^{n} Q^p_i(s_i, a_i) \leq n \cdot \sup_{t} Q^p_i(s_i, a_i) = n \cdot \sum_{t=0}^{T} \gamma^t R_{\text{max}}$$

(30)
We can prove this Equation 30 through induction as follows. When \( t = 1 \), we start from the definition of our SoftFair in Equation 6 to have

\[
Q^1(s, a) = \Psi_{soft}Q^0(s, a)
\]

\[
= \sum_a \Pr(a|s) \sum_{s'_{t+1}} \Pr(s'_{t+1}|s, a)(R(s, a) + \gamma V^0(s'))
\]

\[
= \sum_a \Pr(a|s) \sum_{s'_{t+1}} \Pr(s'_{t+1}|s, a)(R(s, a) + \gamma \max_a Q^0(s', a'))
\]

\[
\leq R_{max} + \sum_{s'_{t+1}} \Pr(s'_{t+1}|s, a)(\gamma \max_a Q^0(s', a'))
\]

\[
\leq R_{max} + \gamma \sum_{s'_{t+1}} \Pr(s'_{t+1}|s, a)R_{max}
\]

\[
= (1 + \gamma)R_{max}
\]

We then assume that \( ep = K \), where \( K > 1 \), \( Q^K(s, a) \leq \sum_0^K \gamma ^t R_{max} \) holds, then we have

\[
Q^{K+1}(s, a) = \Psi_{soft}Q^K(s, a)
\]

\[
= \sum_a \Pr(a|s) \sum_{s'_{t+1}} \Pr(s'_{t+1}|s, a)(R(s, a) + \gamma Q^K(s'))
\]

\[
\leq \sum_a \Pr(a|s) \sum_{s'_{t+1}} \Pr(s'_{t+1}|s, a)(R_{max} + \gamma \max_a Q^K(s', a'))
\]

\[
\leq R_{max} + \gamma \sum_{s'_{t+1}} \Pr(s'_{t+1}|s, a)(\max_a Q^K(s', a'))
\]

\[
\leq R_{max} + \gamma \sum_{s'_{t+1}} \Pr(s'_{t+1}|s, a)\sum_0^K \gamma ^t R_{max}
\]

\[
= \sum_0^{K+1} \gamma ^t R_{max}
\]

\( R(s, a) \in [R_{min}, R_{max}] \) where \( R_{max} = n \) as we have \( n \) arms, and \( R_{min} = 0 \). Thus the upper bound is \( \frac{n}{1-\gamma} \). Similarly, we can prove the lower bound is 0, we can conclude that the state-action value function is bounded within \([0, \frac{n}{1-\gamma}]\). \( \square \)

**Proof of Lemma 2**

Proof. Let \( a_{(i)} \) denote the action to select the arm \( i \) and remain other arms in passive, which is the shorthand for \( a = \mathbb{I}_{(i)} \). We first sort \( Q(s, a_{(i)}) \) in the ascending order according to the \( \lambda \) value. Assume we get \( Q(s, a_{(1)'}, \ldots, a_{(n)'}) \geq \ldots \geq Q(s, a_{(n)'}, \ldots, a_{(1)'} ) \) after sorting, and corresponding \( \Pr(\cdot|s) \) becomes \( [\Pr(a = \mathbb{I}_{(1)}|s), \ldots, \Pr(a = \mathbb{I}_{(n)}|s)]^T \). According to Equation 5 when \( k = 1 \), we have \( \Pr(a_i = 1|s) = softmax_{c}(c \cdot \lambda_i) \)

Then \( \forall Q \) and \( \forall s \), we can get

\[
\max_a Q(s, a) - (\Pr(\cdot|s))^T Q(s, \cdot) = \max_a Q(s, a) - softmax_{c}^T(c \cdot \lambda_i)Q(s, \cdot)
\]

\[
= Q(s, a_{(1)'})) - \sum_{i=1}^n \exp[ c \cdot \lambda_i'] \cdot Q(s, a_{(1)'})
\]

\[
= \sum_{i=1}^n \exp[ c \cdot \lambda_i'] \cdot [Q(s, a_{(1)'}) - Q(s, a_{(1)'})]
\]

\[
= \sum_{i=1}^n \exp[ c \cdot \lambda_i']
\]

According to Equation 4 we can get \( \lambda_i' = Q(s_{i'}, a_{i'} = 1) - Q(s_{i'}, a_{i'} = 0) \). Let \( K = \exp[\sum_{j=1}^m Q(s_j, a_j = 0)] \), and we have

\[
K \cdot \exp[c \cdot \lambda_i'] = \exp[Q(s_{i'}, a_{i'} = 1) + \sum_{j \in \mathcal{E} \cap (i', \cdots, i')} Q(s_j, a_j = 0)] = \exp[Q(s, a_{(i)'}).]
\]

(34)
Here $\phi^{-i'}$ denote the set that include all of the arms except arm $i'$. Thus by applying Equation 34 to Equation 33 we have

$$\sum_{i=1}^{n} \exp[c \cdot \lambda_{i'}] \cdot |Q(s, a'_{(i)}) - Q(s, a'_{(i')})| \over \sum_{i=1}^{n} \exp[c \cdot \lambda_{i'}] = K \cdot \sum_{i=1}^{n} \exp[c \cdot \lambda_{i'}] \cdot |Q(s, a'_{(i)}) - Q(s, a'_{(i')})|$$

Equation 35, we have

$$= \sum_{i=1}^{n} \exp[c \cdot Q(s, a'_{(i)})] \cdot |Q(s, a'_{(i)}) - Q(s, a'_{(i')})| \over \sum_{i=1}^{n} \exp[c \cdot Q(s, a'_{(i)})]$$

Let $\delta_{(i')}(s) = Q(s, a'_{(i')}) - Q(s, a'_{(i)})$, and we have $\delta_{(i')}(s) \geq 0$, and $\delta_{(i)}(s) = 0$. Using Equation 35 we have

$$\sum_{i=1}^{n} \exp[c \cdot Q(s, a'_{(i)})] \cdot |Q(s, a'_{(i)}) - Q(s, a'_{(i')})| = \sum_{i=1}^{n} \exp\left[c \cdot \left(Q(s, a'_{(i)}) - \delta_{(i')}(s)\right)\right] \cdot \delta_{(i')}(s)$$

$$= \sum_{i=1}^{n} \exp\left[-c \cdot \delta_{(i)}(s)\right] \cdot \delta_{(i')}(s)$$

$$= \sum_{i=1}^{n} \exp\left[-c \cdot \delta_{(i)}(s)\right] \cdot \delta_{(i')}(s) \over 1 + \sum_{i=2}^{n} \exp[-c \cdot \delta_{(i')}(s)]$$

Now from equation 36 we can derive the upper bound. We follow the work in [25], we take advantage of the fact that for any two non-negative sequences $\{x_i\}$ and $\{y_i\}$,

$$\sum_{i} x_i \over 1 + \sum_{i} y_i \leq \sum_{i} x_i \over 1 + y_i$$

Equation 37 to Equation 36

$$= \sum_{i=1}^{n} \exp[-c \cdot \delta_{(i)}(s)] \cdot \delta_{(i')}(s) \over 1 + \sum_{i=2}^{n} \exp[-c \cdot \delta_{(i')}(s)]$$

Intuitively, we have $0 \leq \delta_{(i')}(s) \leq 1$, thus through using Taylor series, we can rewrite Equation 38 as

$$\sum_{i=2}^{n} \exp[-c \cdot \delta_{(i')}(s)] \cdot \delta_{(i')}(s) \leq \sum_{i=2}^{n} \exp[-c \cdot \delta_{(i')}(s)] \cdot \delta_{(i')}(s) \over 1 + \exp[-c \cdot \delta_{(i')}(s)]$$

$$= \sum_{i=2}^{n} \delta_{(i')}(s) \over 1 + \exp[c \cdot \delta_{(i')}(s)]$$

We can also get the lower bound as

$$\sum_{i=2}^{n} \exp[-c \cdot \delta_{(i')}(s)] \cdot \delta_{(i')}(s) \geq \sum_{i=2}^{n} \exp[-c \cdot \delta_{(i')}(s)] \cdot \delta_{(i')}(s) \over n$$

$$= \sum_{i=2}^{n} \delta_{(i')}(s) \over n \exp[c \cdot \delta_{(i')}(s)] \geq \sum_{i=2}^{n} \delta_{(i')}(s) \over n \exp[c \cdot \delta(s)]$$

□
Proof of Theorem 4

Proof. The proof is similar to the work by Song et al. \[25\] but modified for our RMAB setting.

**Upper bound**: We derive the upper bound through induction. We start from the definition for \( \Psi \) and \( \Psi_{soft} \) in Equation \[10\] and Equation \[9\] When \( ep = 1 \), we have

\[
\Psi Q^0(s, a) - \Psi_{soft} Q^0(s, a) = \sum_{a'} \Pr(s'|s, a)[\max a'Q^0(s', a')] - \Pr(a'|s')Q^0(s', a')
\]

\[
\geq 0
\]

Assume \( \Psi Q^K(s, a) - \Psi_{soft} Q^K(s, a) \geq 0 \) holds for \( ep = K \) where \( K > 1 \). When \( ep = K + 1 \), we have

\[
\Psi Q^{K+1}(s, a) - \Psi_{soft} Q^{K+1}(s, a) = \Psi \Psi Q^0(s, a) - \Psi_{soft} \Psi_{soft} Q^0(s, a)
\]

\[
\geq 0
\]

Since \( \lim_{K \to \infty} \Psi Q^0(s, a) = Q^*(s, a) \), where \( Q^*(s, a) \) is the optimal state action value, and thus \( \lim_{ep \to \infty} \Psi V^0(s) = V^*(s) \), where \( V^*(s) \) is the optimal value function. Therefore, we have \( \limsup_{ep \to \infty} \Psi Q^0(s, a) \leq Q^*(s, a) \) and \( \limsup_{ep \to \infty} \Psi V^0(s) \leq V^*(s) \).

**Lower bound**: Similarly, we derive the lower bound through induction from the definition for \( \Psi \) and \( \Psi_{soft} \) in Equation \[10\] and Equation \[9\] When \( ep = 1 \), we have

\[
\Psi Q^0(s, a) - \Psi_{soft} Q^0(s, a) = \sum_{a'} \Pr(s'|s, a)[\max a'Q^0(s', a')] - \Pr(a'|s')Q^0(s', a')
\]

\[
\leq \sum_{a'} \Pr(s'|s, a) \eta = \gamma \eta = \frac{n - 1}{2 + c}
\]

where \( \eta \) is the upper bound of \( \max a'Q^0(s', a') - \Pr(a'|s')Q^0(s', a') \), can be written as \( \eta = \sup_{s', a'}[\max a'Q^0(s', a') - \Pr(a'|s')Q^0(s', a')] \). According to Lemma \[2\] we have \( \eta = \frac{n - 1}{2 + c} \). Then we assume \( \Psi Q^K(s, a) - \Psi_{soft} Q^K(s, a) \leq \sum_{i=1}^{K} \gamma^i \frac{n - 1}{2 + c} \) holds for \( ep = K \) when \( K > 1 \). When \( ep = K + 1 \), we have

\[
\Psi Q^{K+1}(s, a) - \Psi_{soft} Q^{K+1}(s, a) = \Psi \Psi Q^0(s, a) - \Psi_{soft} \Psi_{soft} Q^0(s, a)
\]

\[
\leq \Psi \left( \Psi_{soft} Q^0(s, a) + \sum_{i=1}^{K} \gamma^i \frac{n - 1}{2 + c} \right) - \Psi_{soft} \Psi_{soft} Q^0(s, a)
\]

\[
= \sum_{i=2}^{K+1} \gamma^i \frac{n - 1}{2 + c} + (\Psi - \Psi_{soft}) \Psi_{soft} Q^0(s, a)
\]

\[
\leq \sum_{i=2}^{K+1} \gamma^i \frac{n - 1}{2 + c} + \gamma \frac{n - 1}{2 + c}
\]

\[
= \sum_{i=1}^{K+1} \gamma^i \frac{n - 1}{2 + c}
\]

Thus we have

\[
\lim_{K \to \infty} \Psi Q^K(s, a) - \Psi_{soft} Q^K(s, a) \leq \lim_{K \to \infty} \sum_{i=1}^{K} \gamma^i \frac{n - 1}{2 + c} = \frac{n - 1}{(2 + c)(1 - \gamma)}
\]
C Datasets

**Realistic dataset**: Obstructive sleep apnea (OSA) is a common disorder, and CPAP is considered the gold standard of treatment, effectively addressing a range of adverse outcomes. However, effectiveness is often limited by non-adherence. CPAP adherence varies substantially across settings; 29% to 83% of patients enrolled in the study reported using CPAP recommended hours per night [26].

Our CPAP dataset is provided by Kang et al. [10], they define states as the CPAP usage levels (0: did not adhere, 1: adhere), and estimate transition probabilities between CPAP usage levels to build a Markov chain. They divide patients into two groups where patients in the first cluster exhibit ‘adherent’ behavior, they are most likely to transition to and remain in a good CPAP usage state, while the ‘non-adherent’ patient type we consider in the second cluster shows a weak trend to transition to good CPAP usage state.

We consider an intervention effect broadly characterizing supportive interventions such as text message reminders, telemonitoring and telephone support, which is associated with a random increase from 5-50% to good CPAP use status per night for both two groups. We add a small noise to each transition matrix so that the dynamics of each individual arm in same group is different. The initial state vector $s$ is randomly assigned.

**Synthetic dataset**: For the synthetic dataset, it is natural to require strict positive transition matrix entries, and in order to mimic the real-world setting, following [18], we impose four structural constraints:

(i) $P_{0,1}^0 < P_{1,1}^0$, (ii) $P_{0,1}^1 < P_{1,1}^1$, (iii) $P_{0,1}^0 < P_{0,1}^1$ and (iv) $P_{0,1}^0 < P_{1,1}^1$. Those constraints imply that arms are more likely to stay in a good state when there is positive intervention involved (active action) compared to no intervention (passive action).