High-speed evaluation of loop integrals using lattice rules
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Abstract. Lattice rules are implemented in CUDA for many-core computations on GPUs. A high-speed evaluation of Feynman loop integrals is presented, based on lattice rules and suitable transformations. The accuracy and efficiency of the method are compared for higher order sinm-transformations. Extensive results are reported for classes of diagrams including 2-loop box and 3-loop self-energy diagrams with massive internal lines. The method is further combined with an extrapolation with respect to the dimensional regularization parameter.

1. Introduction

The goal of this work is to perform accurate loop integral computations, and to develop computer programs which evaluate multi-loop Feynman integrals in a fully numerical manner. Previously (e.g., in [1, 2, 3, 4]), we reported precise numerical results for 2-, 3- and 4-loop Feynman integrals using adaptive integration methods and extrapolation. In this paper we present a non-adaptive technique, applied to the calculation of 2- and 3-loop integrals, where the bulk of the computation, based on lattice rules with transformations by Sidi [5, 6], is executed on a GPU accelerator board. Lattice rules were used with Sidi’s transformations in programs for 2- and 3-dimensional integration in (r2d2lri [7], elrint3d [8]).

A Feynman integral with \(L\) loops and \(N\) internal lines is given by

\[
\mathcal{F} = \frac{\Gamma \left( N - \frac{\nu L}{2} \right)}{(4\pi)^{\nu L/2}} (-1)^N \int_0^1 \prod_{r=1}^N dx_r \, \delta(1 - \sum x_r) \frac{C_N^{N-\nu(L+1)/2}}{(D - i\varrho C)^{N-\nu L/2}},
\]

(1)

where \(C\) and \(D\) are polynomials (arising from determinants) depending on the topology of the Feynman diagram and physical parameters, and \(\nu = 4\) is the space-time dimension. However, in case the integral diverges with \(\nu = 4\), the space-time dimension can be considered as a function of the dimensional regularization parameter, \(\nu = \nu(\varepsilon)\), for a regularization where \(\mathcal{F}\) is expanded as a series in \(\varepsilon\). Ultra-violet (UV) and infra-red (IR) singularities give rise to integrand singularities on the boundaries of the domain. We let \(\nu(\varepsilon) = 4 - 2\varepsilon\) or \(\nu(\varepsilon) = 4 + 2\varepsilon\) for a UV or IR singularity, respectively. For a finite integral computation, the expansion can also serve at the basis of a convergence acceleration or extrapolation to the limit as \(\varepsilon \to 0\). Furthermore, we set \(\varrho = 0\) in Eq (1) unless \(D\) vanishes in the domain.

By eliminating the \(\delta\)-function in Eq (1), the integral is re-written as \(\mathcal{F} = (4\pi)^{-\nu L/2} \mathcal{F}_{L,N}\) with

\[
\mathcal{F}_{L,N} = \Gamma \left( N - \frac{\nu L}{2} \right) (-1)^N \int_{S_{N-1}} \frac{C_N^{N-\nu(L+1)/2}}{(D - i\varrho C)^{N-\nu L/2}} \, d\mathbf{x},
\]

(2)
algorithm by Nuyens and Cools [14, 15], which runs in
where $z \in \mathbb{Z}$

\begin{align*}
\int_{\mathbb{R}^d} f(x) \, dx
\end{align*}

where the domain is the $d = (N - 1)$-dimensional unit simplex, $S_d = \{ x \in C_d \mid 0 \leq \sum_{k=1}^{d} x_k \leq 1 \}$, and $C_d = [0, 1]^d$ is the unit cube in $\mathbb{R}^d$. We will further transform $\mathcal{F}_{L,N}$ to an integral over $C_d$.

For $\nu = 4$ and $\rho = 0$, the integrals $\mathcal{F}_{L,N}$ corresponding to the diagrams in Fig 1 and 2 are listed in Table 1. The numerical values are from [10] — except for the crossed box integral value, that resulted from an extensive computation with large numbers of integrand evaluations using the adaptive ParInt code in long double precision [3]. The functions $C$ and $D$, given in Table A1 of Appendix A, are derived according to [12]. The cases indicated by ($\ast$) in Table 1 are taken with positive sign in subsequent test results. The computations assume unit masses and $p^2 = 1$.

### Table 1. Integrals $\mathcal{F}_{L,N}$

| DIAG | $L$ | $N$ | $\mathcal{F}_{L,N}$ | VALUE |
|------|-----|-----|---------------------|--------|
| Fig 1(a) | 2 | 5 | $-\int_{S_5} \frac{1}{x^5} \, dx$ | 0.9509235623171 ($\ast$) |
| Fig 1(b) | 2 | 6 | $\int_{S_5} \frac{1}{x^6} \, dx$ | 0.276209225359 |
| Fig 1(c) | 2 | 7 | $-2\int_{S_5} \frac{1}{x^7} \, dx$ | 0.172367907503 ($\ast$) |
| Fig 1(d) | 2 | 7 | $-2\int_{S_5} \frac{1}{x^7} \, dx$ | 0.1036407209893 ($\ast$) |
| Fig 1(e) | 2 | 7 | $-2\int_{S_5} \frac{1}{x^7} \, dx$ | 0.0853513981538 ($\ast$) |
| Fig 2(a) | 3 | 7 | $-\int_{S_7} \frac{1}{x^7} \, dx$ | 1.32644820827 ($\ast$) |
| Fig 2(b) | 3 | 7 | $-\int_{S_7} \frac{1}{x^7} \, dx$ | 1.34139924145 ($\ast$) |
| Fig 2(c) | 3 | 8 | $\int_{S_7} \frac{1}{x^7} \, dx$ | 0.2796089232826 |
| Fig 2(d) | 3 | 8 | $\int_{S_7} \frac{1}{x^7} \, dx$ | 0.1826272375392 |
| Fig 2(e) | 3 | 8 | $\int_{S_7} \frac{1}{x^7} \, dx$ | 0.14801330396 |

where the domain is the $d = (N - 1)$-dimensional unit simplex, $S_d = \{ x \in C_d \mid 0 \leq \sum_{k=1}^{d} x_k \leq 1 \}$, and $C_d = [0, 1]^d$ is the unit cube in $\mathbb{R}^d$. We will further transform $\mathcal{F}_{L,N}$ to an integral over $C_d$.

For $\nu = 4$ and $\rho = 0$, the integrals $\mathcal{F}_{L,N}$ corresponding to the diagrams in Fig 1 and 2 are listed in Table 1. The numerical values are from [10] — except for the crossed box integral value, that resulted from an extensive computation with large numbers of integrand evaluations using the adaptive ParInt code in long double precision [3]. The functions $C$ and $D$, given in Table A1 of Appendix A, are derived according to [12]. The cases indicated by ($\ast$) in Table 1 are taken with positive sign in subsequent test results. The computations assume unit masses and $p^2 = 1$.

### 2. Rank-1 lattice rules

A rank-1 lattice rule approximation of an integral $\mathcal{I}f = \int_{[0,1]^d} f(x) \, dx$ is represented by

\begin{align*}
Qf = \frac{1}{n} \sum_{j=0}^{n-1} f(\{ \frac{j}{n} \} z)
\end{align*}

where $z$ is a generator vector with integer components $z \in \mathbb{Z}_n = \{ 1 \leq z < n, \gcd(z,n) = 1 \}$. Here $\{ x \}$ denotes the vector in the half open cube $U_d = [0,1)^d$ obtained by taking the fractional part of each component of $x$. Classically $n$ is prime (i.e., $\mathbb{Z}_n = \{ 1, 2, \ldots, n - 1 \}$); this is relaxed in [13, 14]. The generators used for the results in this paper are computed with the Fast CBC (component-by-component) algorithm by Nuyens and Cools [14, 15], which runs in $O(dn \log n)$ time and $O(n)$ space, and improves on the time of the CBC algorithm as introduced by Sloan and Reztsov [16].

\begin{align*}
Qf = \frac{1}{n} \sum_{j=0}^{n-1} f(\{ \frac{j}{n} \} z)
\end{align*}
Based on the theory of periodic functions, good lattice points (or $z$ with optimal coefficients) as defined by Korobov [17, 18], and error bounds for lattice rule integration have been studied extensively in the literature (see, e.g., [13, 19, 20]), which further motivates the use of periodizing transformations.

3. Transformations
Consider the one-dimensional integral $I_f = \int_0^1 f(x) \, dx$ and a transformation $x = \varphi(t)$ such that $\varphi(0) = 0$, $\varphi(1) = 1$, and $\varphi'(t)$ has a number of derivatives that vanish at 0 and 1. Thus the transformed integrand in $I_f = \int_0^1 f(\varphi(t)) \varphi'(t) \, dt$ can be extended periodically with period 1. Periodizing transformations include the transformations by Korobov [21], versions of the tanh-transformation [22], the IMT [23, 24] and double exponential transformations [25]. For the tanh and double exponential type transformations one has to exercise considerable caution in their implementation, to avoid overflows and other run-time exceptions resulting from integrand evaluations near the boundaries.

In this paper we will rely on a class of transformations by Sidi [5, 6], $\varphi(t) = \Psi_m(t)$ given by

$$\Psi_m(t) = \frac{\theta_m(t)}{\theta_m(1)}, \quad m = 1, 2, \ldots$$

with $\theta_m(t) = \int_0^t \sin^m(\pi u) \, du$. The transformations used for the work in this paper are listed below.

- $\Psi_2(t) = t - \sin(2\pi t)/(2\pi)$, \quad $\Psi'_2(t) = 2 \sin^2(\pi t)$
- $\Psi_4(t) = t + (-8 \sin(2\pi t) + \sin(4\pi t))/(12\pi)$, \quad $\Psi'_4(t) = \frac{8}{\pi} \sin^4(\pi t)$
- $\Psi_6(t) = t - (45 \sin(2\pi t) - 9 \sin(4\pi t) + \sin(6\pi t))/(60\pi)$, \quad $\Psi'_6(t) = \frac{12}{5\pi} \sin^6(\pi t)$
- $\Psi_8(t) = t + (-672 \sin(2\pi t) + 168 \sin(4\pi t) - 32 \sin(6\pi t) + 3 \sin(8\pi t))/(840\pi)$, \quad $\Psi'_8(t) = \frac{128}{35} \sin^8(\pi t)$

Properties of $\Psi_m(t)$ are shown in [5, 6], also with respect to functions with end-point singularities. We will apply the transformations for periodization and also with the goal of dealing with integrand boundary singularities. Fig 3 illustrates the smoothening abilities of $\Psi_4(t)$, where the function $1/\sqrt{x_1x_2(1-x_1)(1-x_2)}$ is displayed before and after the transformation in both coordinate directions over the unit square. The Jacobian “knocks out” the singular behavior in the transformed integrand.

4. Results
4.1. Lattice rule integration on GPU
The lattice rule integrations are implemented in CUDA C and executed on the thor cluster (of the Center for High Performance Computing and Big Data at WMU), where the host process runs on a node with Intel Xeon E5-2670, 2.6 GHz dual CPU and the lattice rule is evaluated on a (Kepler-20) GPU. For the CUDA program we used 64 blocks and 1024 threads per block on the GPU. The lattice generator vector is precomputed and is the only data communicated from the main program to the CUDA kernel, as a one-dimensional array of length $d$. The kernel sums the function values in Eq (3) over each block using the synchronization pattern for a reduction (see, e.g., [26]). A sample implementation of the integrand as a CUDA device function is given in Appendix C for the integral of Fig 1(b) in Table 1.

![Figure 3. $\Psi_4$ transformation of $1/\sqrt{x_1x_2(1-x_1)(1-x_2)}$ over unit square: (a) without; (b) with transformation](image-url)
Table 2. Results for 2-loop box diagrams using no transformation or $\Psi_2, \Psi_4, \Psi_6$, and $(N-1)$-dim. lattice rule with 100M points. Listed are abs. accuracy ($E_a$) and execution times $T$ in milliseconds (ms).

| DIAG. NO TRANS. | $\Psi_2$ | $\Psi_4$ | $\Psi_6$ |
|-----------------|----------|----------|----------|
| $2LB (a)$ | 4.2 e-04 | 1.6 e-08 | 4.9 e-12 |
| $2LB (b)$ | 1.6 e-04 | 3.0 e-07 | 3.6 e-10 |
| $2LB (c)$ | 4.4 e-04 | 4.5 e-07 | 1.2 e-09 |
| $2LB (d)$ | 4.0 e-05 | 3.7 e-11 | 6.6 e-11 |
| $2LB (e)$ | 1.6 e-05 | 6.0 e-11 | 1.3 e-13 |

Table 3. Results for 3-loop self-energy diagrams using no transformation or $\Psi_2, \Psi_4, \Psi_6$, and $(N-1)$-dim. lattice rule with 100M points. Listed are abs. accuracy ($E_a$) and execution times $T$ in milliseconds (ms).

| DIAG. NO TRANS. | $\Psi_2$ | $\Psi_4$ | $\Psi_6$ |
|-----------------|----------|----------|----------|
| $3LS (a)$ | 5.7 e-02 | 3.4 e-04 | 1.0 e-05 |
| $3LS (b)$ | 1.7 e-02 | 6.0 e-05 | 9.4 e-06 |
| $3LS (c)$ | 2.8 e-03 | 1.2 e-05 | 2.4 e-06 |
| $3LS (d)$ | 3.9 e-03 | 6.8 e-06 | 3.6 e-06 |
| $3LS (e)$ | 1.7 e-03 | 2.6 e-06 | 1.2 e-07 |

Table 2 compares the accuracy and computation time for the 2-loop box diagrams of Fig 1(a-e), using a rank-1 lattice rule with 100,000,007 points generated for dimension $d = N - 1$, and Sidi’s $\Psi_2, \Psi_4, \Psi_6$ transformations applied to the integrals; these are also compared to results obtained without a transformation (apart from mapping the unit simplex to the cube). The absolute accuracy $E_a$ and the time in milliseconds are listed for each integration.

Similarly, Table 3 treats the 3-loop self-energy diagrams of Fig 2(a-e). These result in a more complicated structure and higher degree of the $C$ and $D$ polynomials, as well as difficult singularities on boundaries of the integration domain (cf., Table A1 in Appendix A). For example, $D$ of 2(c) vanishes at $x_1 = x_2 = x_3 = 0$, and at $x_6 = x_7 = x_8 = 0$ (where $x_8 = 0$ corresponds to $\sum_{k=1}^7 x_k = 1$ on $S_7$). Results computed with $\Psi_8$ did not improve (or improved only slightly) on the results listed through $\Psi_6$. However, the accuracy improved significantly by the higher order transformations through $\Psi_6$.

Table 4 gives comparisons for lattice rules (LR) with 10M and 100M points, and adaptive integration (AD) with 100M points, using transformation $\Psi_4$ for the 2-loop box diagrams (2LB, Left), and $\Psi_6$ for the 3-loop self-energy diagrams (3LS, Right). The lattice rule with 100M points is clearly more accurate than the 10M rule, except for 3LS(d) where the accuracy is only marginally better (2.3 e-06 vs. 3.6 e-06).

For the sake of comparison, Table 4 also lists adaptive integration results with ParInt and 100M integrand evaluations, using 16 MPI processes on one 16-core node. The lattice integration method (LR) reaches considerably better accuracy with 100M evaluations and needs far less computation time than the adaptive integration (AD).

We further note that the (LR) GPU implementation achieves an excellent speedup (= the ratio of sequential to parallel time), which is around 456 for the crossed box integral 2LB (e) with 100M evaluations using the $\Psi_4$ transformation. The sequential time (around 122 seconds) was measured with gettimeofday, the parallel time (around 267.3 ms) with cudaEventElapsedTime.

4.2. Linear extrapolation

Extrapolation is tailored to an underlying asymptotic expansion, such as the expansions in [10] for loop integrals of the form $F_{L,N}$ in Eq (2), with respect to the dimensional regularization parameter $\varepsilon$. 

| DIAG. NO TRANS. | $\Psi_2$ | $\Psi_4$ | $\Psi_6$ |
|-----------------|----------|----------|----------|
| $3LS (a)$ | 5.7 e-02 | 3.4 e-04 | 1.0 e-05 |
| $3LS (b)$ | 1.7 e-02 | 6.0 e-05 | 9.4 e-06 |
| $3LS (c)$ | 2.8 e-03 | 1.2 e-05 | 2.4 e-06 |
| $3LS (d)$ | 3.9 e-03 | 6.8 e-06 | 3.6 e-06 |
| $3LS (e)$ | 1.7 e-03 | 2.6 e-06 | 1.2 e-07 |
Table 4. Result comparisons for lattice rules (LR) with 10M and 100M points, and adaptive integration (Ad) with 100M points, using transf. $\Psi_4$ for 2-loop box diagrams (2LB, Left), and transf. $\Psi_6$ for 3-loop self-energy diagrams (3LS, Right). Listed are abs. accuracy ($E_a$) and execution times T in milliseconds (ms).

| DIAG. | 2LB | LR 10M | T[ms] | LR 100M | T[ms] | Ad 100M | T[ms] | 3LS | LR 10M | T[ms] | LR 100M | T[ms] | Ad 100M | T[ms] |
|-------|------|--------|------|----------|------|---------|------|-----|--------|------|----------|------|---------|------|
|       | E_a  |        |      | E_a      |      | E_a     |      | E_a |        |      | E_a     |      | E_a    |      |
| 2LB (a): | 5.7 e-9 | 18 | 4.9 e-12 | 178 | 2.2 e-11 | 6495 | 3LS (a): | 3.2 e-6 | 31 | 2.5 e-07 | 309 | 7.2 e-06 | 11782 |
| 2LB (b): | 3.5 e-08 | 23 | 3.6 e-10 | 224 | 2.4 e-08 | 7971 | 3LS (b): | 1.0 e-05 | 32 | 2.7 e-06 | 312 | 5.1 e-05 | 11757 |
| 2LB (c): | 9.9 e-07 | 27 | 1.2 e-09 | 266 | 3.2 e-06 | 9765 | 3LS (c): | 8.7 e-05 | 37 | 5.3 e-07 | 366 | 6.3 e-06 | 13497 |
| 2LB (d): | 3.5 e-08 | 27 | 6.6 e-10 | 266 | 2.3 e-07 | 9721 | 3LS (d): | 3.6 e-06 | 37 | 2.3 e-06 | 366 | 5.0 e-05 | 11707 |
| 2LB (e): | 3.2 e-09 | 27 | 1.3 e-13 | 267 | 1.3 e-13 | 267 | 3LS (e): | 2.1 e-05 | 37 | 6.9 e-08 | 366 | 7.7 e-06 | 14000 |

Table 5. Results of linear extrapolation for loop integral of Fig 1(a), $\varepsilon_\ell = 2^{-\ell}$

| $\ell$ | K | $I(\varepsilon)$ | $C_0$ | $C_1$ | $C_2$ | $C_3$ |
|-------|---|-----------------|------|------|------|------|
| 10    | 0 | 0.9496974259925604 | -1.254251689629 |
| 11    | 1 | 0.9503098535708291 | -1.258189955235 |
| 12    | 2 | 0.95061654757003522 | -1.258189955235 |
| 13    | 3 | 0.95077001482145529 | -1.258189955235 |
| 14    | 4 | 0.9508477853608013 | -1.258189955235 |
| Exact |   | 0.950293526323171 | -5.33534712 |

In general a linear extrapolation is performed for an underlying expansion

$$I(\varepsilon) \sim C_0 \varphi_0(\varepsilon) + C_1 \varphi_1(\varepsilon) + C_2 \varphi_2(\varepsilon) + \ldots,$$

as $\varepsilon \to 0$

by creating an approximating sequence of $I(\varepsilon_\ell) \approx I(\varepsilon)$ such that

$$I(\varepsilon_\ell) \approx C_0 \varphi_0(\varepsilon_\ell) + C_1 \varphi_1(\varepsilon_\ell) + \ldots C_K \varphi_K(\varepsilon_\ell), \quad \ell = 1, \ldots, K + 1,$$

and solving the resulting linear systems of orders $(K + 1) \times (K + 1)$, for increasing values of $K$ and decreasing $\varepsilon = \varepsilon_\ell$. As an example, Table 5 shows extrapolated results for the leading term coefficients in the expansion of the 2-loop box integral of Fig 1(a). The functions $\varphi_k(\varepsilon) = \varepsilon^k$, $k \geq 0$, and $\varepsilon_\ell = 2^{-\ell}$.

5. Conclusions

We applied lattice rule integration to classes of 2-loop box and 3-loop self-energy Feynman diagrams, after a $\sin^m$-transformation, which was performed not only as a periodizing transformation but also to deal with integrand boundary singularities. We examined the effects of higher order transformations. The implementation in CUDA C was executed utilizing one Kepler 20 GPU for the integrand evaluations and summations over the blocks. The results were found far more accurate and efficient than parallel adaptive integration layered over MPI and using 16 CPU cores on one cluster node. The GPU lattice integration is promising for interaction cross section computations where thousands of integrals are needed. In future work it can be combined with other techniques, such as a suitable pre-partitioning of the domain.
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The functions of the loop integrals corresponding to the diagrams in Fig 1 and 2 are given in Table A1. The lattice rule generators are listed in Table B1.

**Table A1.** \(C\) and \(D\) functions in the integrands of Eq (2) and Table 1, for the diagrams in Fig 1 and 2.

| \(d\) | \(z\) components for \(n = 10M\) | \(z\) components for \(n = 100M\) |
|---|---|---|
| 4 | (1, 4829806, 1859617, 3250721) | (1, 3827807, 4338812, 5983868) |
| 5 | (1, 3675449, 4156704, 3864450, 4934306) | (1, 3827807, 4338812, 4806750, 45950883) |
| 6 | (1, 2928962, 1859617, 4304839, 2689131, 2592086) | (1, 3827807, 34519177, 26711202, 33749025, 1281880) |
| 7 | (1, 2928962, 1859617, 4304839, 4474033, 2733633, 1426318) | (1, 41883906, 22682973, 44229424, 29466837, 15518263, 42112409) |

**Appendix A.** \(C\) and \(D\) functions

The \(C\) and \(D\) functions of the loop integrals corresponding to the diagrams in Fig 1 and 2 are given in Table A1. We use the notation \(x_{i_1 i_2 \ldots i_k} = x_{i_1} + x_{i_2} + \ldots + x_{i_k}\) for \(1 \leq i_k \leq N\), and \(M = \sum_{r} m_r^2 x_r\).

**Appendix B.** Lattice rule generators

Table B1 lists the components of the generator vector \(z\) in Eq (3) computed for dimensions \(d = 4, 5, 6, 7\), with \(n = 10, 000, 019\) and \(n = 100,000,007\) points.
Appendix C. Sample integrand function

The program section below is a sample implementation of the integrand of Fig 1(b) as a CUDA device function. The integration is over the 5-dimensional unit cube obtained by a transformation from the unit simplex $S_5$. Note that $\pi_{12} = 12\pi$ and $\text{con} = \left(\frac{\pi}{3}\right)^5$ (from the Jacobian of the $\Psi_4$ transformation according to Eq (4)).

```c
#include <math.h>

#define pi 3.14159265358979323846
#define pi12 37.69911184307751886152
#define con 134.84773662551440329049

const int dim = 5;

__device__ double f1(double x[]){ //Integrand function for
    //Fig 1(b)
    double x1,x2,x3,x4,x5,x6;
    double arg[5],dd,f0,phpi,pixi;
    int i;

    f0 = 0;
    phipi = 1.0;
    for(i = 0; i < dim; i++) { //Sidi Psi_4 transformation
        pixi = pi*x[i];
        arg[i] = x[i]+(-8.0*sin(2*pixi)+sin(4*pixi))/pi12;
        phipi = phipi*pow(sin(pixi),4);
    }
    if(phipi == 0) return(0);

    x1 = arg[0]; //Simplex to cube transformation
    x2 = (1.0-x1)*arg[1];
    x3 = (1.0-x1-x2)*arg[2];
    x4 = (1.0-x1-x2-x3)*arg[3];
    x5 = (1.0-x1-x2-x3-x4)*arg[4];
    x6 = 1.0-x1-x2-x3-x4-x5;

    phipi = phipi*(1.0-x1)*(1.0-x1-x2)*(1.0-x1-x2-x3)*(1.0-x1-x2-x3-x4);
    if(phipi == 0) return(0);

    dd = (x1*x1+x5*x5+x1*x5)*(x2+x3+x4+x6)
        +(x2*x2+x3*x3+x6+x2*x3+x2*x6+x3*x6)*(x1+x4+x5)
        +x4*x4*(x1+x2+x3+x5+x6)+3.0*x4*x5*x6+
        2.0*x1*x4*(x2+x3+x6)+2.0*x4*x5*(x2+x3);  

    if(fabs(dd) > 0.0) f0 = con*phpi/dd/dd;
    return f0;
}
```
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