Quantifying the attribution of model bias in simulating summer hot days in China with IAP AGCM 4.1
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ABSTRACT
Using IAP AGCM simulation results for the period 1961–2005, summer hot days in China were calculated and then compared with observations. Generally, the spatial pattern of hot days is reasonably reproduced, with more hot days found in northern China, the Yangtze and Huaihe River basin, the Chuan-Yu region, and southern Xinjiang. However, the model tends to overestimate the number of hot days in the above-mentioned regions, particularly in the Yangtze and Huaihe River basin where the simulated summer-mean hot days is 13 days more than observed when averaged over the whole region, and the maximum overestimation of hot days can reach 23 days in the region. Analysis of the probability distribution of daily maximum temperature ($T_{\text{max}}$) suggests that the warm bias in the model-simulated $T_{\text{max}}$ contributes largely to the overestimation of hot days in the model. Furthermore, the discrepancy in the simulated variance of the $T_{\text{max}}$ distribution also plays a non-negligible role in the overestimation of hot days. Indeed, the latter can even account for 22\% of the total bias of simulated hot days in August in the Yangtze and Huaihe River basin. The quantification of model bias from the mean value and variability can provide more information for further model improvement.

1. Introduction
It is known that the frequency and intensity of extreme high temperature (EHT) events increased significantly in the middle and late parts of the last century (IPCC 2007), and record-breaking EHT events have been found in different parts of the world during recent decades (Fink et al. 2004; Trenberth and Fasullo 2012; Sun et al. 2014). Due to its adverse societal impacts (e.g. Conti et al. 2005), EHT events, like other extreme events, have been identified as one of the grand challenges for the World Climate Research Program, and simulating and predicting these climate extremes have become cutting-edge issues for climate science research (e.g. Sillmann and Roeckner 2008; Becker, Van Den Dool, and Peña 2013; WCRP 2015).

Using the simulated results from CMIP, several studies have shown that the current generation of climate models can to some extent reproduce the observed trend and interdecadal variation characteristics of temperature extremes (e.g. Alexander and Arblaster 2009; Nakano, Matsueda, and Sugi 2013; Yao et al. 2013). However, significant bias in the simulation of extreme events can also be
found; for instance, in high latitude regions, CMIP5 models simulate warmer daily maximum temperature and colder daily minimum temperature when compared to observation (e.g. Sillmann et al. 2013).

Extreme high temperature events in China have also been widely investigated, with more attention being paid to the characteristics and mechanisms of extreme hot events (e.g. Sun, Wang, and Yuan 2011; Wang et al. 2013; Lu and Chen 2016). Recently, modeling efforts have also been made to simulate high temperature events and their variability (Dong et al. 2012; Li et al. 2013); however, few studies have been conducted to analyze the model bias in simulating the number of extreme high temperature days (i.e. frequency of hot days), especially the statistical characteristics related to the bias. As suggested by Katz and Brown (1992), the changes in the frequency of extreme events depend both on changes in the variability and mean of the climate. The inference is that the model bias in simulating extreme high temperature days (hereafter referred as ‘hot days’) could be attributed to the model biases both in simulating the mean and variability of the daily maximum temperature ($T_{\text{max}}$).

In this paper, the summer hot days in China simulated by IAP AGCM are compared with observations. In doing so, the model bias is first analyzed, and then the probability distribution of $T_{\text{max}}$ is compared between the simulation and observation. The model biases in simulating the mean and variance of $T_{\text{max}}$ are illustrated, and their relative contributions to the bias of hot days given by the model are further quantified. This attribution method is further applied to interpret the model discrepancy in simulating the decadal changes of hot days in China.

2. Data and model experiment

The observed daily $T_{\text{max}}$ data in China used in this study are from the CN05.1 data-set, which was originally developed by Wu and Gao (2013) and has a horizontal resolution of 0.25° × 0.25°, covering the period 1961–2015. The model used for the simulation is version 4.1 of the IAP’s AGCM (IAP AGCM 4.1), which has a horizontal resolution of approximately 1.4° × 1.4° (Zhang, Lin, and Zeng 2009). The model is integrated from 1900 to 2005 with SST taken from HadISST (Hurrell et al. 2008). The greenhouse gas (GHG) concentrations and anthropogenic aerosol and precursor gas emissions are from CMIP5 recommendations for twentieth century simulation (http://cmip-pcmdi.llnl.gov/cmip5/forcing). The original simulated data are bilinearly interpolated from 1.4° × 1.4° to 0.25° × 0.25° for comparison during 1961–2005. The term ‘hot day’ refers to days on which $T_{\text{max}}$ reaches or exceeds 35 °C (Liu et al. 2008).

3. Results

3.1. Simulation of summer hot days by IAP AGCM 4.1

Figure 1 shows the observed and simulated (by IAP AGCM 4.1) spatial distribution of the number of hot days over China averaged from 1961 to 2005, along with the differences between observation and the simulation. Based on observation (Figure 1(a)–(c)), the regions with a large number of hot days can be found in the southern part of North China (SNC), the Yangtze and Huaihe River basin (YHB), Chuanyu Region (CYR), and the southern part of Xinjiang area (SXJ), with the maximum number of summer hot days reaching 22 in YHB and 78 in Xinjiang. Large areas with the number of hot days exceeding 20 for the summer season can be clearly found in SXJ, with prominent regions in YHB too (15–25 days). In SNC, the number of hot days is generally around 10 days for summer, and 2–7 days for July. In August, more hot days can still be found in YHB and SXJ, but few hot days can be found in SNC.

From Figure 1(d)–(f), it is found that IAP AGCM4.1 can capture the observed spatial patterns of hot days well, with all four of the above-mentioned regions of higher frequency in hot days reasonably reproduced. However, there is a large difference in the number of hot days, in which the model generally overestimates the number of hot days, particularly in eastern China, Northwest China, Chuanyu region and Xinjiang (Figure 1(g)–(i)). For instance, the maximum difference in YHB can reach 23 days in summer, with an overestimation of 13 days when averaged over the whole region (30–36°N, 110–120°E). As for July and August, the patterns of model bias are consistent with that for the whole summer. In YHB, the region-averaged overestimation is seven days for July and five days for August; the sum of bias in July and August can account for more than 90% of the total bias in summer. Due to the small portion (<10%) of the contribution from the model bias in June, we only present the model bias for July and August in Figure 1 for further analysis.

3.2. Attribution analysis for the model bias in the simulated number of hot days

In order to reveal the possible cause of the overestimation of hot-day numbers simulated by IAP AGCM, the differences in 45-yr averaged $T_{\text{max}}$ between the model and observation during the summer season (i.e. June–July–August, JJA) and summer months (i.e. July and August) are given in Figure 2. Compared with observation, a large overestimation in the simulated $T_{\text{max}}$ is persistently seen in YHB, SXJ, CYR, western Inner Mongolia and Northeast China, with a greater than 4 °C difference in terms of magnitude in July and August. It can also be seen that the regions with a
larger simulated bias in hot days (Figure 1(g)–(i)) agree well with the regions with warm bias of \( T_{\text{max}} \) in the simulation (Figure 2), except in Northeast China. This suggests that the warm bias of \( T_{\text{max}} \) might have a significant influence on the bias of simulated hot days, since the criteria used here to define extreme hot days is based on a certain degree of maximum temperature (35 °C). In Northeast China, as the daily maximum temperature can barely reach 35 °C both in observation and model simulation, we could not find prominent bias in the number of hot days, despite there being a significant warm bias of \( T_{\text{max}} \) in the model.

Statistical theory for extremes suggests that changes in the frequency of extreme events (i.e., hot days in this study) depend not only on changes in the mean, but also on changes in variability. Katz and Brown (1992) demonstrated that change in climate extremes is relatively more dependent on any changes in the variability than in the mean. Model bias in simulating the number of hot days can certainly be regarded as a kind of change in frequency of extreme events (i.e., hot days) from the model climatology to observed climatology, which raises the question: how important are the changes in variability (i.e., the difference in the variability of \( T_{\text{max}} \) between the simulation and observation) to the model bias in the simulation of the number of hot days?

To quantify the relative contribution from bias in the mean and variability between simulation and observation, we first assume \( P(E) \) as the cumulative probability of hot days (\( E \)), with \( C \) representing the threshold temperature (i.e., taken as 35 °C here). Under a normal distribution assumption, the total variation in hot days (\( \Delta P \)) caused by changes in the mean value (\( \mu \)) and variance (\( \sigma \)) can be approximately represented as follows:

\[
\Delta P = \left( \frac{\partial P(E)}{\partial \mu} \Delta \mu + \frac{\partial P(E)}{\partial \sigma} \Delta \sigma \right).
\]

From the above formula, the contribution made by the mean value and the variance to the difference in hot days between the simulation and observation can be calculated by the first and second term of the right-hand side, respectively.

The data over YHB during 1961–2005 are utilized as an example to quantify the relative contribution, as shown in Figure 3. Using the Kolmogorov–Smirnov Test (Lilliefors 1967), we find that the probability distribution of \( T_{\text{max}} \) which is derived from the original observed and simulated data for 45 years in YHB, can be regarded as a normal distribution with a significance level of 0.01 (or 99%). To quantify the relative contribution from bias in the mean value and
of hot days over YHR is about 8 d (yr)−1 during 1961–2005; the simulated number of hot days is 21 d (yr)−1, and the difference is 13 d (yr)−1.

Following Katz and Brown (1992), the contribution made by the difference in the mean value and variance between the simulation and observation to the overestimation of the number of hot days by the model is then calculated. For the summer season, it is found that around 87.85% of the total bias can be attributed to the mean value bias, and 12.15% of the contribution is from the model bias in variance, i.e. 11 out of 13 days for the overestimation of hot days is caused by the model’s warm bias in the mean daily $T_{\text{max}}$, and 2 days’ difference is from the larger variance of the simulation.

Similarly, in July, the contribution made by the difference in the mean value (variance) between the simulation and observation to the simulated bias of hot days is about 84.41% (15.59%). The simulated number of hot days over YHB in the 45-year period is 7 d (yr)−1 more than observed, of which that caused by the mean value (variance) bias is 6 days (1 day).

The situation is the same as that in August; the mean value and variance bias between the simulated and observed results accounts for 77.59% and 22.41% of the contribution of the simulated bias of hot days, respectively. However, the relative importance of bias in the variance differs among July, August, and the summer season, with a non-negligible contribution of 22% in August.

Figure 4(a) shows the time series of the regional average of the number of hot days in August in YHB from 1961 to 2000. A remarkable decadal difference in the number of hot days between 1961–1980 and 1981–2000 can be found in the observation, with the regionally averaged number of hot days being 3.2 d (yr)−1 during 1961–80, and decreasing to 1.4 d (yr)−1 during 1981–2000; and the difference in the number of hot days can be 1.8 d (yr)−1 between the two time periods. However, the increasing trend in the model-simulated number of hot days can be found in the time series, which is completely different to the observation.

The probability distribution of $T_{\text{max}}$ over YHB in August for both the observation and simulation is shown in Figure 4(b). It can be calculated that the mean value of the observed $T_{\text{max}}$ during 1961–1980 is 30.67 °C, and 30.09 °C during 1981–2000, with the $T_{\text{max}}$ variance being 3.53 °C during 1961–80 and 3.26 °C during 1981–2000. Apparently, with the decrease in both the mean value and variance of the $T_{\text{max}}$ distribution, the 20-year averaged number of hot days decreases from 3.2 d (yr)−1 in 1961–80 to 1.4 d (yr)−1 in 1981–2000.

However, the changes in the mean value and variance between the above two periods for the model simulation is opposite to those in the observation. We can see from
The relative contribution from the decadal difference in the mean and variance to the decadal changes in the number of hot days is also investigated. Based on observations, the contribution made by the mean value is $-63.65\%$, corresponding to a $1.1 \text{ d (yr)}^{-1}$ decrease from 1961–1980 to 1981–2000. Meanwhile, the contribution from the variance change is also very remarkable, being able to account for $-36.35\%$ of the total changes. However, in the model simulation, the 90.43% increase in the number of hot days can be ascribed to the increase in mean $T_{\text{max}}$, while the contribution from the variance change is quite small, which only accounts for 9.57% of the total increase in hot-day numbers between the two periods. It can be concluded that the relative contribution of interdecadal change in the variance is not properly reproduced by the model.

### 4. Conclusions

Based on 45-year simulation results by IAP AGCM 4.1, the model performance in simulating the number of hot days in China was evaluated. It was found that the spatial patterns of hot days can be reproduced well by the model, with higher occurrence of hot spells in northern China, the YHB, Chuan-Yu region, and southern part of Xinjiang. However, large bias between the simulation and observation can be found in terms of the number of hot days, with an overestimation of more than $15 \text{ d (yr)}^{-1}$ easily found in YHB, SXJ, and CYR, where a remarkable warmer bias of daily $T_{\text{max}}$ can also be found.

The probability distribution of daily $T_{\text{max}}$ for the simulation and observation was further analyzed and compared,
revealing that the bias of the model in simulating the mean value of $T_{\text{max}}$ contributes significantly to the bias of the model in simulating the number of hot days. Furthermore, the contribution of bias in the variance of daily $T_{\text{max}}$ to the bias in simulating the number of hot days was also quantified, demonstrating that this contribution can account for 10% to 22% of the total bias, depending on the month. The methodology was also successfully applied to interpret the model bias in simulating the interdecadal changes in the number of hot days in YHB before and after 1980.

It is well-known that model biases in mean values and variability can be ascribed to different sources, including the different physical parameterization schemes of models, and uncertainties in the external forcing and concentrations of atmospheric constituents, such as GHGs. The separate quantification of the simulated bias from the mean value and variability can certainly provide more information that can be applied in model improvements, and it is suggested that the method be applied further in model evaluations, especially regarding the simulation of extreme events.
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