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ABSTRACT Within the machine learning field, the main purpose of lifelong learning, also known as continuous learning, is to enable neural networks to learn continuously, as humans do. Lifelong learning accumulates the knowledge learned from previous tasks and transfers it to support the neural network in future tasks. This technique not only avoids the catastrophic forgetting problem with previous tasks when training new tasks, but also makes the model more robust with the temporal evolution. Motivated by the recent intervention of the lifelong learning technique, this paper presents a novel feature-based knowledge distillation method that differs from the existing methods of knowledge distillation in lifelong learning. Specifically, our proposed method utilizes the features from intermediate layers and compresses them in a unique way that involves global average pooling and fully connected layers. We then use the output of this branch network to deliver information from previous tasks to the model in the future. Extensive experiments show that our proposed model consistency outperforms the state-of-the-art baselines with the accuracy metric by at least two percent improvement under different experimental settings.

INDEX TERMS Lifelong Learning, Continuous Learning, Incremental Learning, Knowledge Distillation

I. INTRODUCTION

In the real world, humans can learn things incrementally. We might have learned skills like reading, calculating, and speaking during childhood. As we get older, we don’t easily forget what we have learned; we can continue to use those skills. However, traditional machine learning models cannot be easily programmed with the same ability to learn incrementally as a human does since it requires a new training process each time new data become available. Thus, there is a call for dynamic systems that keep learning over time.

We call this concept as lifelong-learning, also referred to as continuous learning. Lifelong learning is different from traditional machine learning since lifelong learning models gradually learn from the infinite stream of data over time in a sequential fashion. The lifelong learning approach aims to maintain the performance on a previously learned task as new tasks or domains are added. Under these assumptions, when we research lifelong learning, we face some following challenges.

Firstly, how can we apply knowledge transfer to mimic the human capability to use previous experience to make better future learning. In other words, we should design strategies to enable the lifelong learning model to use prior knowledge to enhance future learning performance efficiently. Secondly, how can we deal with the problem of catastrophic forgetting since we only can use the data from the current task to train the neural network? In particular, the backpropagation [3, 4, 5] process will modify the neural network parameters using the data that exists in different timings, leading to a data imbalance problem [6, 7, 8]. This problem causes our neural network model to perform well on new tasks but poorly on old tasks. Lastly, the neural network should be scalable enough when tasks increase to handle whole tasks completely.

To overcome the challenges, we need to achieve several goals. To begin with, the model must be able to train in a situation where the data is sequentially provided. We can only use a small amount of data from old tasks, and the storage space for the old data must be limited [9]. Then, this lifelong learning model should have the ability to classify categories of the data that appeared and were trained at any time before. Finally, the classifier of this lifelong learning model should expand dynamically to handle the growth of the classes over time.
Class-incremental lifelong learning can be divided into two sub-fields: multi-head configuration and single-head configuration. On the one hand, multi-head lifelong learning [10, 11, 12] will have task information at the testing stage; this configuration usually has a structure with multiple output layers for each task and will choose a suitable output layer based on the task label of the input during testing. Therefore, it does not need to handle the influences of the data imbalances between each task. Under this configuration, researchers focus on increasing memory utilization, which increases the proportion of shared parameters. The goal is to make the shared parameters contain as much information from the previous tasks as possible so that less memory is required to construct a multi-head lifelong learning model. This allows the neural network to converge more quickly in the training stage by transferring knowledge.

On the other hand, the researchers in the single-head lifelong learning [9, 13, 14, 15] field pay more attention to the problem of imbalanced data between each task. Hence, the model configuration does not have the tag of the task during the testing stage, the model must automatically predict which category a task belongs to when limited rehearsal storage, as shown in Figure 1. Consequently, the researchers have to deal with both catastrophic forgetting and model preference problems.

To this end, in this paper, we propose a novel feature-based knowledge distillation method to overcome the catastrophic forgetting problem in a single-head lifelong learning classification task. Unlike traditional knowledge distillation methods [16], which only distill knowledge from predictions, we also transfer the knowledge from intermediate layers to deal with model preference caused by imbalanced data by using a branch network composed of the average pooling layers and fully connected layers. In contrast to traditional distillation methods that utilized the Euclidean distance to estimate the similarity of features between teacher and student networks [15, 17, 18], we use the soft target from both predictions of the branch network and the backbone network to calculate the distillation loss and classification loss in the training stage. In this way, we eliminate the model preference problem due to the data imbalance between the old task and the new task by removing the last output layer and using the intermediate layer as a feature vector to indicate the possible output class. The feature map from intermediate layers includes more spatial information and feature details than the last output layer, which generally gives a higher probability of new classes in the new task training. Therefore, we can obtain better performance in single-head lifelong learning with our distillation method.

II. RELATED WORK

In this section, we will describe the techniques employed in the proposed method. The explanation is divided into two parts. In the first part, we focus on the technologies of knowledge distillation [16]. In lifelong learning, it is very useful to extract the knowledge from the model of previous tasks and transfer it to enhance the learning performance of our model. In the second part, we describe some lifelong learning methods based on knowledge distillation. These methods distill knowledge from pre-updated neural networks and fine-tune the current network. They also use special techniques to design their classifiers to avoid classification preferences resulting from imbalanced data. Last but not
least, we describe a single-head lifelong learning method based on feature-based knowledge distillation.

A. KNOWLEDGE DISTILLATION

Knowledge distillation [16] is a technique that can transfer knowledge from a neural network that has already been trained, to another network through soft probabilities. This technique is widely used in the field of model compression by condensing the knowledge in a neural network into soft probabilities. Hence, the student network can efficiently obtain knowledge from the teacher network using these soft targets. Therefore, the student network can be trained more easily. Typically, neural networks usually use a “softmax” operator to generate the output of the model. It divides the logit $z_i$ by the summation of other logits to transform a logit into a probability $q_t$. The key point of the knowledge distillation is that it will divide all logits by the hyperparameter $T$ first. Where $T$ is temperature, it is usually set to 1 in the general training situation for neural networks. However, in a knowledge distillation scenario, we will set our temperature $T$ greater than 1 to get a softer probability. The larger the temperature $T$ we set, the smoother the probability we get. Through this soft target from the teacher network, the student network can understand the correlation between classes. By using this extra information that is not contained in the ground truth, the student network can train itself more easily and perform better. In the lifelong learning field, knowledge distillation [9, 13, 14, 15] provides an effective way to transfer knowledge from a pre-updated model to a new one if only a few examples from previous tasks are available. The neural network can alleviate catastrophic forgetting by recalling knowledge that it has learned from prior tasks. For example, Farquhar and Gal [19] studied knowledge distillation in continual learning with various evaluation strategies and highlighted shortcomings of the common practice to use one dataset with different pixel permutations.

B. SINGLE-HEAD LIFELONG LEARNING

In general deep learning models perform well when all data is mixed for training. Since the model is trained task by task with the labels separate, results tend to be more predictive in new tasks and poor in old tasks [9]. Lifelong learning, the ability to learn a new task like humans without forgetting previous knowledge, is the primary method used to solve this problem. For example, Lesort et al. [20] descriptively analyzed and studied continual learning in dynamic environments, especially in robotics. Pfui lb and Gepperth [21] studied the catastrophic forgetting effect and developed a protocol for setting hyperparameters to minimize this effect.

In lifelong learning, the model is trained gradually task by task. The labels for each task are different. While training new tasks, data in the previous tasks cannot be used. Lifelong learning can fundamentally be divided into two categories: multi-head and single-head. Multi-head [10, 11, 12] makes predictions with task information and single-head makes predictions without task information. We focus on single-head lifelong learning [9, 13, 14] research, which is based on knowledge distillation.

Unlike model compression, knowledge distillation in lifelong learning will encounter a problem with class extensions. Because the classes in lifelong learning increase as time passes, the traditional knowledge distillation methods in model compression field cannot directly shift to support model training in lifelong learning. Therefore, Li et al. proposed a lifelong learning method, Learning without Forgetting (LwF) [13], which is based on knowledge distillation. They combine the soft target obtained from pre-updated neural networks and the ground truth for new tasks as training targets. By calculating the loss between this expanded target and the predictions from the new model that has already expanded, they get the classification and distillation loss at the same time. In this way, they integrate the concept of knowledge distillation into the lifelong learning field. In the absence of old task data, the neural network can obtain the information from old tasks through the soft target from the pre-updated model.

Although LwF uses the concept of knowledge distillation to acquire the knowledge from old tasks and tries to resolve the problem of insufficient samples from the old task, it still encounters the problem of model classification preference due to the data imbalance between the old task and the new task. The output layers of the model prefer to give a higher probability to new classes because of the greater sample size in the training of new tasks. Rebuffi et al. proposed iCaRL [9] to handle this dilemma. They added three components into their training process to mitigate the problem of classification preference. First, their classifier classifies the classes by nearest-mean-of-exemplars (NME) instead of using a dense layer during testing. They eliminate the classification preference problem by directly removing the fully-connected layer and replacing it by calculating the Euclidean distance between the mean of exemplars of each class and the feature vectors of the input image to determine the label of the input images. Because they adopt the nearest-mean-of-exemplars strategy for their classifier, they need to store some exemplars of each class. This rehearsal strategy is the second difference from LwF. Nevertheless, the size of the exemplar storage should be small and limited under the definition of lifelong learning. They need to remove some exemplars when new tasks occur, so they design a strategy based on herding to prioritize exemplar selection. This selection strategy is the third component that they propose.

On the other hand, Wu et al. have proposed BiC [14], which uses the fully connected layer with a bias layer as the classifier. They employ a two-stage training mode and a special structure to their model, which contains a bias layer to handle the preference of the output layer. In the first stage, they train their backbone neural networks just like iCaRL and LwF do. After training the backbone, they train the bias correction layers with the validation set, which has the same number of samples for each class. During the second stage, the backbone should be frozen. When they train the bias cor-
rection layers with the same amount of data in each class, the bias correction layer will be able to reduce model preferences by assigning different weights to the predictions of the new and old categories. The structure of bias correction layers must be simple given the constraints of limited validation data. Therefore, the bias correction layers are composed with a linear model that only contains two parameters. This design can use the dense layers as the classifier and still achieve robust performance.

C. FEATURE-BASED KNOWLEDGE DISTILLATION IN LIFELONG LEARNING

Many traditional feature-based knowledge distillation methods have been developed [17, 18]. Hence, some researchers have started to consider whether those methods can be added to the lifelong learning model. Douillard et al. proposed PODNet [15], which added the concept of feature-based knowledge distillation into their method. In order to reduce noise interference and feature complexity, they try to combine different kinds of pooling operators to get better features. They can then use these processed features to distill the knowledge from the pre-updated network to the current model. Through experimentation, they obtained a combination of pooling operators that can effectively balance between the rigidity and plasticity of the lifelong learning network.

Although there is a growing success of lifelong learning studies to diminish the effect of catastrophic forgetting on the model performance by proposing various knowledge distillation techniques, most of them still stress the experiments under multi-head settings, which hides the actual difficulty of the problem. Also, their evaluation is mainly limited to small datasets, approximately ten classes for all tasks. We are different from the previous studies with the following aspects. First, we propose a novel knowledge distillation with a branch network in the intermediate layers. Therefore, the knowledge from the prior tasks can adequately transfer to the current model. Second, we conduct the experiments on larger datasets and many incremental learning tasks in an experimental setting. Third, we perform various ablation studies to mine the best model architecture for the single-head lifelong learning classification task.

III. PROBLEM DEFINITION

Define $\mathcal{T} = \{ \mathcal{T}^1, \mathcal{T}^2, \ldots \}$ as the dataset of each task. $X = \{ X^1, X^2, \ldots \}$ donate the data stream in a class-incremental setting, the superscript means the classes it belongs to. Because each task contains several classes, we define $S_n$, where classes $n, n+1, \ldots, m$ appear when time $t$. Then, we define dataset of each classes $X^y = \{ x^y_1, \ldots, x^y_n \}$, where $n$ means $n^{th}$ data in the dataset of class $y$.

Next, we define $S = \{ S^1, S^2 \}$ as the exemplars of each classes which is stored in a fixed size of memory, and the superscript means the classes it belongs to. Define $S^y = \{ s^y_1, \ldots, s^y_m \}$, where $m$ means $m^{th}$ data in the exemplars of class $y$. Lastly, we define $f_{\text{backbone}}(x)$ as the output of the backbone and $f_{\text{branch}}(x)$ as the prediction of the branch network for any class $y$. For the pre-updated model, we use $h$ to represent it.

As noted earlier, we focus on the Class-incremental Single-head Lifelong Learning problem. With the definition of Class-incremental Lifelong Learning problem, the total number of the classes will be increased as time passes by. Besides, the dataset $\mathcal{T}^1, \mathcal{T}^2, \ldots, \mathcal{T}^{t-1}$ won’t be accessible when time $t$. Only the exemplars $S$ which store in a fixed size storage can be used for training. The Single-head problem means that we won’t have the task label at testing stage, so we need to deal with the problem of data imbalance and predict the label of input images correctly.

In summary, given the $\mathcal{T} = \{ \mathcal{T}^1, \mathcal{T}^2, \ldots \}$, we aim to obtain learned functions $f_{\text{backbone}}^y(x)$ and $f_{\text{branch}}^y(x)$ that can predict the classes of the $X = \{ X^1, X^2, \ldots \}$ data stream correctly on both old and new tasks.

IV. KNOWLEDGE DISTILLATION WITH A BRANCH NETWORK

Intuitively, catastrophic forgetting is a result of the tuning parameters of the model, which are based on existing data. In the lifelong learning field, we only have few data that belong to old tasks. In this case, the parameters of the neural network can perform classification well in the current task after tuning. However, it loses the capability to identify the data from old tasks. Therefore, we use knowledge distillation methods like [9, 13, 14] to avoid catastrophic forgetting. In addition, we believe that feature-based knowledge distillation can provide more information about old tasks. Unlike the prediction from the last layer, the feature maps from intermediate layers contain more spatial information and feature details. Consequently, we adopt feature-based methods to alleviate forgetting as presented in Figure 2.

Traditional feature-based knowledge distillation such as [17, 18], use convolution operators to reshape and extract the feature maps obtained from intermediate layers. By doing this, the complexity of the feature maps can be decreased. We can also obtain features that are more representative and less noisy. However, it is not easy to train a robust convolution layer when imbalanced data exists. Consequently, the feature-based knowledge distillation method in the field of lifelong learning [15] adopts pooling layers to replace the convolutions. Afterward, it calculates the Euclidean distance or Kullback Leibler distance between these intermediate features from the pre-updated model and the current neural network as the feature-based distillation loss.

Distinct from the aforementioned methods, our system adds an extra dense layer after the pooling operator to condense the acquired features. We add a branch network at the intermediate layer of the feature extractor in order to handle the knowledge distillation problem. When the input image is processed by convolutional operators and pooling operators in the feature extractor, we can get the $w \times h \times c$ feature maps. Next, these feature maps are converted into a feature vector with a size $c$ after processing via global average pooling. This step reduces the complexity of the feature maps and obtains
a highly representative vector to replace the complex feature maps. We next add a fully connected layer to transfer this feature vector linearly into the probabilities of classes. The size of this fully connected layer is the number of classes, so it will increase as the number of categories increases. By converting the feature vector into probabilities, we can enhance its abstract representation and condense this feature vector again to make it simpler and easier to learn. This soft target from the intermediate layer helps us to obtain different scale of features information. Distilling knowledge using these probabilities allows us to achieve the effect of feature-based knowledge distillation.

The training loss will be divided into two parts, the classification and distillation loss of the backbone network $L_{backbone}$ and the branch network $L_{branch}$. First of all, we define the accessible dataset $D$ at a specific time as Equation (1) below:

$$
D = \bigcup_{y=n, \ldots, m} \{ (x, y) : x \in X^y \} \\
\cup \bigcup_{y=1, \ldots, n-1} \{ (x, y) : x \in S^y \}
$$

(1)

where classes $1, \ldots, n - 1$ belong to old tasks, so we only can use the examples in the storage $S$ at training stage. On the other hand, because classes $n, \ldots, m$ belong to current task, we can access the whole dataset when training.

The loss of the backbone $L_{backbone}$ is defined below in Equation (2). $x^i$ refers to the input image and $y^i$ is the label for $x^i$. This loss comprises classification and distillation loss. For the classes that belong to old tasks, we will calculate the binary cross-entropy loss between the outputs from the pre-updated and the current model as the distillation part. Otherwise, we use the ground truth and the output from the current model to calculate the binary cross-entropy loss as classification loss.

$$
L_{backbone} = - \sum_{(x, y) \in D} \sum_{y=n}^{m} \delta_{y=y^i} \log f_y^y(x^i) \\
+ \delta_{y\neq y^i} \log (1 - f_{y^i}^y(x^i)) \\
+ \sum_{y=1}^{n-1} h_y^y(x^i) \log f_y^y(x^i) \\
+ (1 - h_{y^i}^y(x^i)) \log (1 - f_{y^i}^y(x^i))
$$

(2)

After that, we define the loss of the branch network $L_{branch}$ as Equation (3). This loss also consists of classification and distillation loss, just like $L_{backbone}$. We only need to change the output which is obtained from the backbone network to the output from the branch network.

$$
L_{branch} = - \sum_{(x, y) \in D} \sum_{y=n}^{m} \delta_{y=y^i} \log f_y^y(x^i) \\
+ \delta_{y\neq y^i} \log (1 - f_{y^i}^y(x^i)) \\
+ \sum_{y=1}^{n-1} h_y^y(x^i) \log f_y^y(x^i) \\
+ (1 - h_{y^i}^y(x^i)) \log (1 - f_{y^i}^y(x^i))
$$

(3)

At last, we can define our final loss $L_{final}$ as Equation (4). $\lambda$ is a hyperparameter which represents the ratio between two losses.

$$
L_{final} = \lambda L_{backbone} + (1 - \lambda) L_{branch}
$$

(4)

At the testing stage, we verify the validity of our knowledge distillation through NME [9].

In the training phase, we refer to [9] and add our knowledge distillation methods into the process. Algorithm 1 presents the training process, which uses the NME as the classifier for the testing stage. In the beginning, we randomly initialize the model and empty the storage of the exemplars. When the new task occurs, the training dataset $D$ is constructed by combining data from the new task and the exemplars of the old tasks. Next, we have to expand the output layer because of the increase in classes. In practice, we expand the parameters of the output layer, but others, such as the feature extractor, remain the same as in the original model. After setting up the architecture of the network, we can start to train it by using the loss function $L_{final}$. If the current task is not the first task, we use the output of the network with pre-updated parameters and the output of the current model to calculate the loss $L_{final}$ and update the parameters of the neural network. After training, we update the exemplar set by estimating the distance between feature vectors from different exemplars. We keep the exemplar that is closer to the average of the feature vectors of all exemplars in the same class. This updating strategy for exemplars is derived from iCaRL [9]. Lastly, we save the current model at $\theta'$ temporarily, so we can use it to calculate the loss function when a new task is obtained.
V. MULTI-LAYERS DISTILLATION
If we want to distill the knowledge through multiple scales of features at the same time, we can use simple concatenation to combine the feature vectors produced by average pooling operators at different layers. This multi-layer distillation structure is shown in Figure 3.

VI. EXPERIMENTS
In this section, we design several experiments to evaluate the performance of our method and compare the results against those of other renowned methods within the field of lifelong learning such as LwF [13], iCaRL [9], BiC [14], and PODNet [15]. In addition, we test the influence of the knowledge distilled from different layers and identify the architecture that obtains the most robust performance.

A. EXPERIMENTAL SETUP
1) RESEARCH QUESTIONS
We aim to evaluate the effectiveness of the proposed model by answering the following research questions: **RQ1:** Does our proposed model perform better than the state-of-the-art baseline methods in single-head lifelong learning classifi-
**Algorithm 1 Training process**

**Input:** $X^n, \ldots, X^m$ // training images of $T^t$

**Output:** prediction of the classes which exist

**Require:**
- $S = (S^1, \ldots, S^{n-1})$ // exemplar sets
- $\theta$ // current parameters
- $\theta'$ // pre-updated parameters

1: Setup training data $D$:
   $$ \bigcup_{y=m+1} \{ (x, y) : x \in X^y \} \cup \bigcup_{y=1} \{ (x, y) : x \in S^y \} $$

2: Train the network with the loss function:
   $$ L_{final} = \lambda L_{backbone} + (1 - \lambda) L_{branch} $$
   // use pre-updated parameters $\theta'$ to obtain the soft-target of classes $1 \ldots n - 1$

3: Update $S$ // update the exemplar sets
4: $\theta' \leftarrow \theta$ // update the pre-update parameters

**Questions: RQ2:** Does the number of incremental tasks affect our proposed model’s performance compared with other baselines? **RQ3:** Should we use multiple layers for feature-based knowledge distillation? **RQ4:** How does the performance of our proposed model when introducing a bias layer?

2) **DATASETS**

We adopted CIFAR-100 [22] as our experimental dataset. CIFAR-100 is a well-known dataset widely used in classification research. As the name implies, it includes 100 classes, and each category contains 600 images. A challenge with this dataset is that the resolution of the images is small; the width and height are only 32 x 32. In the experiment, we separate the dataset into several tasks during training, and each task is accessible at a different time. Afterward, we will use random cropping, random horizontal flipping, etc., and standard data augmentation methods to generate additional data.

In our experiments, we divide the datasets into several tasks with an incremental task setting. Data arrives sequentially in batches, and one batch corresponds to one task. Since CIFAR-100 has 100 classes, we experiment with a different number of tasks ranging from 5 tasks (20 classes per task), 10 tasks (10 classes per task), and 20 tasks (5 classes per task). We assume that all data becomes available simultaneously for a given task for offline training. Notably, the model cannot access data from previous or future tasks. Thus, optimizing for a new task in this setting might result in catastrophic forgetting, with significant declines in performance for old tasks.

3) **BENCHMARK PROTOCOL**

During the experiment, we refer to the evaluation methods from iCaRL [9]: we divide a classification dataset into several tasks, and the order of those classes are fixed after randomization. Unlike new tasks, which the model hasn’t learned before, the samples of previous tasks aren’t accessible. Only a few exemplars of previous tasks can be used for training. The total number of these exemplars is fixed, and they will be mixed with the data from the new task for training data. After training, we focus on the performance of the tasks that have been learned, and we use the testing data to evaluate it. In lifelong learning, the model should have the ability to distinguish between images that have been learned at any time. Therefore, we test our model after training each batch of classes. After training on whole tasks, we calculate the average accuracy on those to determine the average performance of the model at each time point. In [9], this average is called average incremental accuracy.

4) **IMPLEMENTATION**

We use Resnet-18 [23] as our backbone, and train it using the whole dataset for the new task and 2,000 exemplars for the old tasks. The storage of the exemplars is fixed, and each class has the same amount of space allocated to it. Therefore, the examples for each class will decrease as the number of categories increases. Each task will be trained for 100 epochs. The learning rate starts at 2.0 and will decrease to 0.4, 0.08, 0.016 at 50, 60, and 80 epochs, respectively. All of our methods use backpropagation with a batch size of 128 and weight decay $10^{-5}$. The loss of the backbone and the branch network, we adopt binary cross-entropy loss to evaluate the training situation. The training process is implemented under the **pytorch** framework.

**B. RESULT**

1) **EVALUATION OF DIFFERENT METHODS**

In this section, we compare the results of our method with those of other state-of-the-art lifelong learning methods, including LwF [13], iCaRL [9], BiC [14], and PODnet [15]. All models are trained on the scenarios mentioned earlier. Those methods all use knowledge distillation to avoid catastrophic forgetting. Moreover, PODnet adopts feature-based knowledge distillation to enhance the rigidity of the model. Aside from LwF, the other methods store a part of the samples as exemplars.

**Answer to RQ1:** The results on different numbers of tasks are shown in Table 1, Table 2, Table 3, and Figure 4. Based on the average accuracy of all tasks, our method outperforms others in several environments that split the dataset into different task sizes. If we divide the dataset into a few tasks, the performance of our method does not differ much from that of iCaRL and BiC. As seen in Table 1, when we only have 5 tasks, the performance is similar to the results with iCaRL and BiC. However, the average accuracy of our method shows a $2 \sim 3\%$ improvement when the number of tasks increases.

**Answer to RQ2:** Our method is based on iCaRL and adds our knowledge distillation method to it. With this small change, the average accuracy can increase by two percent on the split into 10 classes and 5 classes. PODNet always outperforms ours on the first few tasks; it performs well in the early stage regardless of the experimental situation. Nevertheless, its accuracy decreases rapidly when incremental tasks arrive.
TABLE 1. The accuracy of multi-class on CIFAR-100 with 20 classes each task

| Name   | Task1 | Task2 | Task3 | Task4 | Task5 | Avg. Accuracy |
|--------|-------|-------|-------|-------|-------|---------------|
| Ours   | 81.7  | 72.18 | 66.2  | 60.96 | 57.61 | **67.73**     |
| LwF    | 80.5  | 61.5  | 50.1  | 41    | 38.2  | 54.26         |
| iCaRL  | 81.75 | 71.55 | 65.28 | 61.31 | 57.03 | 67.38         |
| BiC    | 80.1  | 70.52 | 64    | 58.41 | 54.32 | 65.47         |
| PODnet | 80.3  | 71.8  | 59.5  | 51.5  | 44.5  | 61.52         |

TABLE 2. The accuracy of multi-class on CIFAR-100 with 10 classes each task

| Name   | Task1 | Task2 | Task3 | Task4 | Task5 | Task6 | Task7 | Task8 | Task9 | Task10 | Avg. Accuracy |
|--------|-------|-------|-------|-------|-------|-------|-------|-------|-------|--------|---------------|
| Ours   | 88    | 77.9  | 71.1  | 66.52 | 63.68 | 63.03 | 61.29 | 58.2  | 56.29 | 55.82  | **64.81**     |
| LwF    | 84.4  | 68.65 | 55.6  | 47.32 | 41.4  | 38.54 | 33.23 | 29.55 | 27.12 | 25.5   | 45.15         |
| iCaRL  | 83.4  | 78.6  | 69.79 | 65.3  | 63.84 | 60.97 | 58.06 | 55.2  | 52.64 | 51.52  | 59.94         |
| BiC    | 83    | 78    | 67.07 | 63.4  | 61.5  | 60.8  | 57    | 54.1  | 50.42 | 49.3   | 59.84         |
| PODnet | 84.2  | 77    | 72.1  | 63.5  | 57.4  | 53.6  | 48.8  | 47.6  | 44.7  | 40.5   | 58.94         |

TABLE 3. The accuracy of multi-class on CIFAR-100 with 5 classes each task

| Name   | Task1 | Task2 | Task3 | Task4 | Task5 | Task6 | Task7 | Task8 | Task9 | Task10 | Avg. Accuracy |
|--------|-------|-------|-------|-------|-------|-------|-------|-------|-------|--------|---------------|
| Ours   | 88.2  | 80.1  | 72.66 | 67.3  | 66.96 | 63.03 | 61.29 | 58.2  | 56.29 | 55.82  | **68.18**     |
| LwF    | 85    | 68.2  | 59.3  | 51    | 44.3  | 39    | 34.2  | 30    | 27.2  | 25.8   | 32.44         |
| iCaRL  | 83.4  | 78.6  | 69.79 | 65.3  | 63.84 | 60.97 | 58.06 | 55.2  | 52.64 | 51.52  | 34.44         |
| BiC    | 83    | 78    | 67.07 | 63.4  | 61.5  | 60.8  | 57    | 54.1  | 50.42 | 49.3   | 34.44         |
| PODnet | 84.8  | 82.8  | 76.9  | 72.5  | 69.5  | 67.7  | 62.9  | 60.5  | 57.9  | 52.5   | 34.44         |

TABLE 4. The performance of different single-layer and multi-layer architectures

| Number of classes | Single-Layer | Multi-Layers |
|-------------------|--------------|--------------|
|                   | Layer1 | Layer2 | Layer3 | Layer1 | Layer2 | Layer3 | Layer1 | Layer2 | Layer3 | Layer1 | Layer3 |
| 10                | 86.7   | 88.2   | 88     | 88.1   | 88.3   | 88.2   | 87.4   |
| 20                | 74.9   | 75.35  | 77.9   | 76.85  | 75.35  | 76.4   | 76.45  |
| 30                | 67.7   | 69.73  | 71.1   | 69.66  | 70.4   | 70.83  | 70.33  |
| 40                | 62.77  | 65.07  | 66.52  | 64.47  | 65.47  | 65.87  | 64.72  |
| 50                | 60.44  | 62.32  | 63.68  | 62.46  | 61.94  | 63.2   | 61.96  |
| 60                | 57.83  | 59.88  | 60.3   | 59.86  | 58.96  | 60.1   | 59.2   |
| 70                | 56.14  | 56.97  | 58.31  | 58.11  | 56.58  | 57.67  | 56.8   |
| 80                | 52.75  | 54.48  | 55.47  | 55.11  | 54.4   | 55.48  | 54.52  |
| 90                | 51.43  | 53.21  | 54.41  | 54.01  | 53.15  | 54.33  | 52.87  |
| 100               | 49.22  | 50.63  | 52.45  | 52.17  | 50.88  | 51.87  | 51.66  |

Average Accuracy: 61.98 63.58 64.81 64.08 63.54 64.39 63.59

Ultimately, the average accuracy of PODNet is worse than that of our method on the split into 5, 10, and 20 classes. It is thus evident that the distillation method proposed in this paper can effectively transfer knowledge from a pre-updated model to the current model using different scales of features. Because LwF doesn’t use a few samples from the old tasks for fine-tuning, its results are inferior to those of other methods.

2) FEATURE-BASED KNOWLEDGE DISTILLATION WITH MULTIPLE-LAYERS

Answer to RQ3: In this section, we analyze the impact of different branch structures on performance. In Table 4, we can see the performance of different structures of the branch network. We can obtain the best performance by distilling knowledge from a single 3rd layer. For single-layer distillation, the 3rd layers can provide more meaningful features than others. Compared to other features from shallow layers, there is much less noise while some of the spatial information is retained. Therefore, this architecture performs better than...
other single-layer structures. For the multi-layer structure, we can get the best result by distilling the knowledge from the features obtained from the 2\textsuperscript{nd} and 3\textsuperscript{rd} layers. This result confirms that we must strike a balance between rigidity and plasticity. If a model distills from so many layers, it may become excessively rigid and lose the ability to learn new tasks well. In addition, the complexity of the branch network would increase, making it difficult to train under the definition of lifelong learning.

3) THE PERFORMANCE OF OUR PROPOSED MODEL WITH A BIAS LAYER

Answer to RQ4: Beyond the difference in branch network structure, we use different classifiers, such as BiC [14], for our experiments. Algorithm 2 shows the training process, which adopts the output layer with a bias layer. Unlike Algorithm 1, this process is divided into two parts. The first part freezes the bias layer and trains the backbone network. The next part trains the bias layer to adjust the model preference problem under the condition of the untrainable backbone network. Before training the bias layer, we sample the data belonging to the new task, so the number of the training data in each class is the same. Next, we use this balanced data to train our model. Therefore, the bias layer adjusts the preference of the backbone model through its simple parameters. The experimental result, which splits the dataset into 5 tasks, is shown in Figure 5. We can see that the performance of the network improves by about 1 \sim 2\% at any time point after adding our method. The results show that our feature-based knowledge distillation method is applicable to different lifelong learning strategies and can improve their performance.

C. CONCLUSIONS

We proposed a novel distillation method to deal with the catastrophic forgetting problem in the field of lifelong learning. We add a special branch network, which integrates average pooling and a dense layer, to the intermediate of our backbone network. In this way, the model can learn more knowledge from previous tasks without old task data. Moreover, the distribution of the output from the branch network can effectively compress feature information from intermediate layers. By leveraging this compression method, we can greatly reduce the complexity of feature maps and enable the model to easily learn knowledge from previous tasks with the prediction. We compare our methods to other lifelong learning methods and demonstrate that this knowledge distillation model of the branch network can increase performance by approximately 2\%. Moreover, this branch structure can be easily applied to different kinds of networks. The network can be easily modified as well to become more powerful in the field of lifelong learning.
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