Comparison of intracranial injury predictability between machine learning algorithms and the nomogram in pediatric traumatic brain injury
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OBJECTIVE The overuse of head CT examinations has been much discussed, especially those for minor traumatic brain injury (TBI). In the disruptive era, machine learning (ML) is one of the prediction tools that has been used and applied in various fields of neurosurgery. The objective of this study was to compare the predictive performance between ML and a nomogram, which is the other prediction tool for intracranial injury following cranial CT in children with TBI.

METHODS Data from 964 pediatric patients with TBI were randomly divided into a training data set (75%) for hyperparameter tuning and supervised learning from 14 clinical parameters, while the remaining data (25%) were used for validation purposes. Moreover, a nomogram was developed from the training data set with similar parameters. Therefore, models from various ML algorithms and the nomogram were built and deployed via web-based application.

RESULTS A random forest classifier (RFC) algorithm established the best performance for predicting intracranial injury following cranial CT of the brain. The area under the receiver operating characteristic curve for the performance of RFC algorithms was 0.80, with 0.34 sensitivity, 0.95 specificity, 0.73 positive predictive value, 0.80 negative predictive value, and 0.79 accuracy.

CONCLUSIONS The ML algorithms, particularly the RFC, indicated relatively excellent predictive performance that would have the ability to support physicians in balancing the overuse of head CT scans and reducing the treatment costs of pediatric TBI in general practice.
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are one of the artificial intelligence technologies that have been used for classification and prediction in various neurosurgery specialties. Tunthanatip et al. used ML algorithms to predict surgical site infection after neurosurgical operations and found that the naive Bayes (NB) algorithm effectively predicted surgical site infection. Moreover, Matsuo et al. used ML algorithms to predict the outcome in patients following TBI and found that the random forest algorithm had the best predictive performance.

Nomograms built from a model of logistic or Cox regression have been used in neurosurgery as diagnostic or prediction tools. Tunthanatip et al. developed a nomogram for predicting positive findings following CT of the brain in pediatric patients with TBI and reported an area under the receiver operating characteristic (ROC) curve (AUC) of 0.71. After conducting a literature review, we found a lack of evidence comparing predictive performance between ML and the nomogram with the same clinical outcome. Therefore, the objective of this study was to compare the predictive performance of ML with the nomogram for intracranial injury after cranial CT in children with TBI.

Methods

Study Design and Population

This is a retrospective cohort study of 964 children with TBI who were younger than 15 years of age who presented with TBI from January 2009 to December 2019. The study population was divided into two cohorts; 900 children composed the first cohort, which was used in a prior study by Tunthanathip et al., and 64 children, who were newly admitted from January to December 2019, were added in this study. Therefore, children who died before arrival (within the first 24 hours following TBI) and those patients who did not undergo CT of the brain were excluded. Although the previous study population was included, the current study focused on com-

| TABLE 1. Demographic data of pediatric patients with TBI grouped by intracranial injury and no intracranial injury |
|-------------------------------------------------------------|
| Factor | No Intracranial Injury | Intracranial Injury | p Value |
| Sex | | | 0.23 |
| M | 412 (61.7) | 195 (65.9) | |
| F | 256 (38.3) | 101 (34.1) | |
| Mean age, mos | 81.43 (56.37) | 99.25 (56.84) | <0.001* |
| Age group, mos | | | 0.59 |
| ≤24 | 92 (13.8) | 37 (12.5) | |
| >24 | 576 (86.2) | 259 (87.5) | |
| Age group, mos | <0.001 | | |
| ≤60 | 290 (43.4) | 90 (30.4) | |
| >60 | 378 (56.6) | 206 (69.6) | |
| Mechanism of injury | <0.001 | | |
| Ground-level fall | 174 (26.0) | 39 (13.2) | |
| Car crash | 56 (8.4) | 22 (7.4) | |
| Motorcycle accident | 271 (40.6) | 174 (58.8) | |
| Pedestrian | 68 (10.2) | 35 (11.8) | |
| Hit by an object | 24 (3.6) | 9 (3.0) | |
| Other | 15 (2.2) | 11 (3.7) | |
| Fall from height | 60 (9.0) | 6 (2.0) | |
| Road traffic injury | <0.001 | | |
| Yes | 395 (59.1) | 231 (78.0) | |
| No | 273 (40.9) | 65 (22.0) | |
| Signs & symptoms | | | |
| LOC | 220 (32.9) | 135 (45.6) | <0.001 |
| Amnesia | 168 (25.1) | 80 (27.0) | 0.53 |
| Vomiting | 182 (27.2) | 67 (22.6) | 0.13 |
| Motor weakness | 4 (0.6) | 22 (7.4) | <0.001 |
| Scalp injury | 376 (56.3) | 211 (71.3) | <0.001 |
| Bleeding from nose/ear | 2 (0.3) | 26 (8.8) | <0.001 |
| Hypotension | 18 (2.7) | 23 (7.8) | <0.001 |
| Bradycardia | 3 (0.4) | 7 (2.4) | 0.007 |
| Seizure before cranial CT | 29 (4.3) | 17 (5.7) | 0.34 |
| GCS score at ED | <0.001 | | |
| 13–15 | 618 (92.5) | 184 (62.2) | |
| 9–12 | 35 (5.2) | 36 (12.2) | |
| 3–8 | 15 (2.2) | 76 (25.7) | |
| Pupillary light reflex | <0.001 | | |
| Normal reactivity, both eyes | 656 (98.2) | 249 (84.1) | |
| Fixed, one eye | 6 (0.9) | 21 (7.1) | |
| Fixed, both eyes | 6 (0.9) | 26 (8.8) | |

ED = emergency department; LOC = loss of consciousness. Values represent the number of patients (%) unless indicated otherwise.* Independent t-test.

| TABLE 2. Intracranial injury following CT of the brain |
|-----------------------------------------------------|
| Value |
| No. of pts w/ intracranial injury | 296 |
| Calvaria skull fracture | 142 (47.9) |
| Linear | 79 (26.7) |
| Simple depressed | 29 (9.8) |
| Compound depressed | 25 (8.4) |
| Diastatic | 15 (5.0) |
| Basilar skull fracture | 55 (18.6) |
| EDH | 78 (26.3) |
| SDH | 124 (41.8) |
| Contusion | 81 (27.3) |
| Brainstem contusion | 2 (0.7) |
| SAH | 60 (20.2) |
| Intraventricular hemorrhage | 16 (5.4) |

Pts = patients. Values represent the number of patients (%) unless indicated otherwise.
parison predictability between ML algorithms and the nomogram.

The sample size estimation was performed with diagnostic tests. Using the AUC reported in a prior study, a prevalence of positive results after cranial CT in 111 patients was needed, with a total sample size of at least 222 patients for hypothesis testing. Clinical characteristics, cranial CT findings, and treatment were reviewed from the computer-based medical records after approval from the ethics review committee. The operational definition of various variables was described for review. Pediatric Glasgow Coma Scale (GCS) scores after vital signs stabilized were used for children younger than 2 years of age.

The severity of TBI was categorized as follows: mild TBI (GCS scores 13–15), moderate TBI (GCS scores 9–12), and severe TBI (GCS scores 3–8). Additionally, bradycardia and hypotension were defined by the age of the children.

The endpoint of the present study was an intracranial injury as observed on CT of the brain; therefore, intracranial injuries were defined as injuries visible on CT, including skull fracture, basilar skull fracture, epidural hematoma (EDH), subdural hematoma (SDH), cerebral contusion, subarachnoid hemorrhage (SAH), intraventricular hemorrhage, and diffuse axonal injury.

**Statistical Analysis**

The descriptive statistics frequency and percentage were analyzed for categorical variables, and continuous variables were estimated using mean and standard deviation. The chi-square test was used to calculate the difference between the intracranial injury and nonintracranial injury groups after cranial CT; p < 0.05 was accepted as being statistically significant. Statistical analysis was performed using R version 3.6.2 (The R Project).

**Machine Learning**

After randomly splitting the full data, 720 patients were selected to build the ML model. The remaining 180 patients were combined with the 64 children who presented with TBI in 2019 and used as the unseen data set for testing the performance of ML. All clinical characteristics of the children were used for training the model, as more training variables developed the high-dimensional features and more selection of hyperparameters for the model adjustment.

The supervised ML algorithms were performed for training the model with ten-fold cross-validation as follows: support vector machine (SVM), logistic regression (LR), NB, k-nearest neighbors, decision tree, random forest classifier (RFC), gradient boosting classifier, and artificial neural network (ANN). The ML was performed using Python version 3.8.7 (Python Software Foundation) with the “scikit-learn” package.

Turning of the hyperparameters of each algorithm was performed for the best parameters using the “GridSearchCV” (scikit-learn developers) package. Therefore, the training model of each algorithm with optimized hyperparameters was performed. Accuracy and the AUC curve were compared among algorithms using the training data with ten-fold cross-validation. Hence, the results from training were the model of each algorithm, which were sequentially deployed as a web-based
application using Streamlit version 0.74.1 (Streamlit Inc.). Moreover, the web-based ML application was deployed via the website heraku.com.

Nomogram
For comparison proposes, a nomogram was developed using similar variables to train the model of ML algorithms. Using R with the “rms” package, a 2D graphic nomogram was built from the model of binary logistic regression with multivariable analysis. The tool was converted to a web-based nomogram using the “DynNom” package and deployed via shinyapps.io.

Performances of the Clinical Prediction Tools
Comparison performances were made between ML algorithms and the nomogram via the web-based application using an unseen data set. The criteria prediction of the positive intracranial injury used a cutoff value of 0.5 of probability for both the ML and nomogram approaches.

Consequently, a confusion matrix revealed the performance of each method for which the actual values of the outcome were known. In detail, the measures of test performance were determined as follows: sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV), and accuracy. Furthermore, we used the AUC to evaluate the discrimination of the model. The acceptable discrimination would be an AUC of ≥ 0.7, while good and excellent discriminations would be an AUC ≥ 0.8 and ≥ 0.9, respectively.¹⁹

Results
Clinical and Radiological Characteristics
A total of 964 pediatric patients were included (mean age 75.5 months [SD 56.04]). Overall, 83% of patients had an admission GCS scores of 13–15, and 9.4% of patients had severe TBI. Differences in baseline characteristics between children with intracranial injury and those with nonintracranial injury are displayed in Table 1. Children with intracranial injury were significantly older (p < 0.001); had been injured in road traffic accidents (p < 0.001); and had more symptoms, including loss of consciousness (p < 0.001), motor weakness (p < 0.001), scalp injury (p < 0.001), bleeding from the nose or ear (p < 0.001), hypotension (p < 0.001), bradycardia (p = 0.007), a low GCS score (p < 0.001), and a more abnormal pupillary reflex (p < 0.001).

Table 2 details the intracranial injury following CT
of the brain. The most common TBI was skull fracture, whereas SDH, contusion, and EDH were found in 41.8%, 27.3%, and 26.3% of patients, respectively. Moreover, brainstem contusion was a rare injury, only being found in 0.7% of patients.

All clinical characteristics included in the model were in 14 parameters, although some parameters had a p value > 0.05. However, prior studies reported a significant association between these parameters and intracranial injury.20–22 Additionally, we decided to include the parameter of sex for the training model because it is one of the basic characteristics, and, in animal models, females tended to have a protective benefit for pathology after TBI.23

**Machine Learning**

Figure 1 shows the comparison training performances comprising median accuracy and AUC among various algorithms with supervised learning. As a result, SVM, LR, NB, and RFC had high performances (Table 3).

**Nomogram**

Similarly, the 14 parameters were used for developing a nomogram (Fig. 2). To use the nomogram, a straight line is drawn upward from the 14 clinical parameters of the child to the upper points scale for scoring each parameter; thereby, the scores from each parameter can be summed. Then, another straight line is drawn downward from the scale of the total points through the outcome scale to measure the probability of a positive finding (intracranial injury) after cranial CT is performed in an individual.

For use in general practice, we present the web-based applications for individually predicting TBI in children; these are found at Heroku (Salesforce; https://ct-pedtbi-home.herokuapp.com) (Fig. 3) and shinyapps.io (https://thara.shinyapps.io/ct-pedtbi-nomogram/) (Fig. 4). The code can be found on GitHub (GitHub, Inc.; https://github.com/Thara-PSU/ct-pedtbi-psu).

**Comparison Performances of the Clinical Prediction Tools**

For testing models of ML and the nomogram, the AUC of almost all algorithms decreased except for the the RFC algorithm. RFC still had an AUC at an excellent level of 0.80 (95% CI 0.72–0.87), while performances of SVM and NB algorithms dropped to < 0.7. Also, AUC of the no-
Web-based nomogram for predicting intracranial injury of TBI in children

Discussion
The results of the current study show that RFC, LR, and the nomogram have an acceptable AUC for predicting intracranial injury in pediatric TBI; however, the ML algorithms had better performance than the nomogram in all measurements. Additionally, several algorithms demonstrated the overfitting problem from dropped performances when their model was tested with unseen data. However, RFC had the best AUC for intracranial injury prediction with acceptable performance. Adil et al. applied ML to predict the individual treatment outcome in TBI and found that the AUC of the RFC reached to 0.885, while other prior studies found that the prognostic model developed from ML with a substantial level of accuracy for prediction in patients with TBI. Gravesteijn et al. explained those results from low-dimensional features for supervised learning, and validation within a new population should be performed.

Additionally, these prediction tools differed from prior...
rules.\textsuperscript{4–6} Previous head CT criteria were specific to children with a GCS score of 14 or higher, while the prediction tools of the present study covered pediatric TBI with all levels of severity. As a result, characteristics of the clinical prediction tools in the present study were of low sensitivity but high accuracy. Several situations interfered with the prediction of the tools. The lower accuracy of the pediatric GCS score in preverbal children leads to an overestimated GCS score, giving the false-negative results found in the present study. Borgialli et al. compared the accuracy of the pediatric GCS score in children younger than 2 years of age with the standard GCS for those aged 2 years or older.\textsuperscript{26} They found that interrater agreement of the pediatric GCS score was lower than the standard GCS score because that scale was not familiar in practice. Moreover, no clearly cutoff value of preverbal age is appropriate to use the pediatric GCS in current practice. Prior studies from Kirkham et al. and Reilly et al. used the pediatric GCS to

![FIG. 5. ROC curves of algorithms predicting intracranial injury.](image)

| Algorithm | Sensitivity       | Specificity | PPV        | NPV         | Accuracy    | AUC         |
|-----------|------------------|-------------|------------|-------------|-------------|-------------|
| SVM       | 0.33 (0.21–0.44) | 0.96 (0.93–0.98) | 0.75 (0.58–0.91) | 0.80 (0.74–0.85) | 0.79 (0.74–0.84) | 0.65 (0.56–0.73) |
| LR        | 0.48 (0.37–0.59) | 0.92 (0.88–0.96) | 0.75 (0.63–0.86) | 0.80 (0.74–0.85) | 0.79 (0.74–0.84) | 0.77 (0.69–0.85) |
| NB        | 0.34 (0.23–0.46) | 0.97 (0.95–0.99) | 0.84 (0.70–0.98) | 0.80 (0.75–0.86) | 0.81 (0.76–0.86) | 0.66 (0.57–0.75) |
| RFC       | 0.34 (0.23–0.46) | 0.95 (0.92–0.98) | 0.73 (0.57–0.89) | 0.80 (0.75–0.85) | 0.79 (0.74–0.84) | 0.80 (0.72–0.87) |
| ANN       | 0.41 (0.29–0.53) | 0.95 (0.92–0.98) | 0.76 (0.62–0.90) | 0.82 (0.76–0.87) | 0.81 (0.76–0.86) | 0.66 (0.59–0.76) |
| Nomogram  | 0.34 (0.20–0.43) | 0.80 (0.74–0.86) | 0.36 (0.23–0.49) | 0.76 (0.70–0.82) | 0.67 (0.61–0.73) | 0.74 (0.66–0.81) |
score children younger than 5 years of age, whereas others used a preverbal cutoff age of 2 years.

For implication in general practice, the prediction performances of ML algorithms were high specificity, PPV, and NPV. The ML algorithms, particularly the RFC algorithm, were useful in balancing overexamination with CT and reducing treatment costs in children who were less likely to develop intracranial injury after TBI.

Some limitations should be declared. First, ML algorithms need to learn from a large data source. The more pediatric patients with TBI, the more learning, which leads to better predictive ability of the models. Collaborations with multiple centers might be conducted in the future for enhancing the performance of ML algorithms or for initiating steps of new algorithm development; furthermore, those will get larger unseen data for external validation.

Second, the retrospective study design may have some bias for estimating outcome; a prospective cohort study should be conducted to resolve this limitation with more reliable data. However, to our knowledge, we present the first real-time prediction tools to calculate the probability of intracranial injury in individual children with TBI. The dynamic tools are easily available and user-friendly in general practice where both ML and nomogram applications, especially in a limited-resource setting, can be used to save costs and resources when considering investigations in patients who are less likely to have TBI. Moreover, these ideas can be applied in other fields in neurosurgery, such as neurooncology, for individual prognostication or treatment decision-making in modern-day precision medicine.

Conclusions
ML algorithms, particularly the RFC, might be useful in limited-resource health settings because they support physicians in balancing the overuse of head CT, and they reduce treatment costs of pediatric TBI.
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