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Abstract—Bayesian optimization (BO) is a sample-efficient global optimization algorithm for black-box functions which are expensive to evaluate. Existing literature on model based optimization in conditional parameter spaces are usually built on trees. In this work, we generalize the additive assumption to tree-structured functions and propose an additive tree-structured covariance function, showing improved sample-efficiency, wider applicability and greater flexibility. Furthermore, by incorporating the structure information of parameter spaces and the additive assumption in the BO loop, we develop a parallel algorithm to optimize the acquisition function and this optimization can be performed in a low dimensional space. We demonstrate our method on an optimization benchmark function, on a neural network compression problem, on pruning pre-trained VGG16 and ResNet50 models as well as on searching activation functions of ResNet20. Experimental results show our approach significantly outperforms the current state of the art for conditional parameter optimization including SMAC, TPE and Jenatton et al. (2017).
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1 INTRODUCTION

In many applications, we are faced with the problem of optimizing an expensive black-box function and we wish to find its optimum using as few evaluations as possible. Bayesian Optimization (BO) [1] is a global optimization technique, which is specially suited for these problems. BO has gained increasing attention in recent years [2], [3], [4], [5], [6] and has been successfully applied to sensor location [2], hierarchical reinforcement learning [3], and automatic machine learning [7].

In the general BO setting, we aim to solve the following problem:

\[
\min_{x \in \mathcal{X} \subseteq \mathbb{R}^d} f(x),
\]

where \(\mathcal{X}\) is a \(d\)-dimensional parameter space and \(f\) is a black-box function which is expensive to evaluate. Typically, the parameter space \(\mathcal{X}\) is treated as structureless, however, for many practical applications, there exists a conditional structure in \(\mathcal{X}\):

\[
f(x | I_1) = f(x | I_2 | x_{I_1}),
\]

where \(I_1, I_2\) are index sets and are subsets of \([d] := \{1, \ldots, d\}\). Equation (1) means given the value of \(x_{I_1}\), the value of \(f(x)\) remains unchanged after removing \(x|_{[d] \setminus (I_1 \cup I_2)}\). Here we use set based subscripts to denote the restriction of \(x\) to the corresponding indices.

This paper investigates optimization problems where the parameter space exhibits such a conditional structure. In particular, we focus on a specific instantiation of the general conditional structure in Equation (1): Tree-structured parameter spaces, which are also studied in [8]. A realistic example is neural network compression. If we compress different layers with different compression algorithms, the search space is a tree-structured parameter space. Another practical example is searching for activation functions of each layer in neural architecture search.

By exploring the properties of this tree structure, we design an additive tree-structured (Add-Tree) covariance function, which enables information sharing between different data points under the additive assumption, and allows GP to model \(f\) in a sample-efficient way. Furthermore, by including the tree structure and the additive assumption in the BO loop, we develop a parallel algorithm to optimize the acquisition function, making the overall execution faster. Our proposed method also helps to alleviate the curse of dimensionality through two advantages: (i) we avoid modeling the response surface directly in a high-dimensional space, and (ii) the acquisition optimization is also operated in a lower-dimensional space.

This article is an extended version of [9]. It has been expanded to include theoretical convergence results of our proposed Add-Tree covariance function in Section 4.3, additional practical details in Section 4.4, empirical results of pruning two large-scale neural networks in Section 5.3, and experiments on neural architecture search in Section 5.4.

In the next section, we will briefly review BO together with the literature related to optimization in a conditional parameter space. In Section 2, we formalize the family of objective functions that can be solved using our approach. We then present our Add-Tree covariance function in Section 3. In Section 4, we give the inference procedure and BO algorithm using our covariance function. We further present theoretical properties of an Add-Tree covariance function in Section 4.3. We then report a range of experiments in Section 5. Finally, we conclude in Section 6. All proofs and
implementation details are provided in the supplementary material.

1.1 Related Work

1.1.1 Bayesian Optimization

BO has two major components. The first one is a probabilistic regression model used to fit the response surface of $f$. Popular choices include GPs [3], random forests [4], and adaptive Parzen estimators [10]. We refer the reader to [11] for the foundations of Gaussian Processes. The second one is an acquisition function $u$, which is constructed from this regression model and is used to propose the next evaluation point. Popular acquisition functions include the expected improvement (EI) [1], knowledge gradient (KG) [2], entropy search (ES) [13], and Gaussian process upper confidence bound (GP-UCB) [2].

One issue that often occurs in BO is, in high-dimensional parameter spaces, its performance may be no better than random search [14], [15]. This deterioration is because of the high uncertainty in fitting a regression model due to the curse of dimensionality [16, Ch. 2], which in turn leads to pure-explorational behavior of BO. This will further cause inefficiency in the acquisition function, making the proposal of the next data point behave like random selection. Standard GP-based BO ignores the structure in a parameter space, and fits a regression model in $\mathbb{R}^d$. By leveraging this structure information, we can work in a low-dimensional space $\mathbb{R}^m$ (recall Equation (1)) instead of $\mathbb{R}^d$. Another well-known issue of high-dimensional BO is the problem of optimizing an acquisition function is also performed in a high-dimensional space. This difficulty can also be sidestepped by using this structure information if GP-UCB is used as our acquisition function.

1.1.2 Conditional Parameter Spaces

Sequential Model-based Algorithm Configuration (SMAC) [4] and Tree-structured Parzen Estimator Approach (TPE) [10] are two popular non-GP based optimization algorithms that are aware of the conditional structure in $X$, however, they lack favorable properties of GPs: uncertainty estimation in SMAC is non-trivial and the dependencies between dimensions are ignored in TPE. Additionally, neither of these methods have a particular sharing mechanism, which is valuable in the low-data regime.

In the category of GP-based BO, which is our focus in this paper, [17] proposed a covariance function that can explicitly employ the tree structure and share information at those categorical nodes. However, their specification for the parameter space is too restrictive and they require the shared node to be a categorical variable. By contrast, we allow shared variables to be continuous (see Section 3, [18]) and applied the idea of [17] in a BO setting, but their method still inherits the limitations of [17]. Another covariance function to handle tree-structured dependencies is presented in [19]. In that case, they force the similarity of two samples from different condition branches to be zero and the resulting model can be transformed into several independent GPs. We perform a comparison to an independent GP baseline in Section 5.2. In contrast to Add-Tree, the above approaches either have very limited applications, or lack a sharing mechanism. [8] presented another GP-based BO approach, where they handle tree-structured dependencies by introducing a weight vector linking all sub-GPs, and this introduces an explicit sharing mechanism. Although [9] overcame the above limitations, the enforced linear relationships between different paths make their semi-parametric approach less flexible compared with our method. We observe in our experiments that this can lead to a substantial difference in performance.

2 Problem Formulation

We begin by listing notation used in this paper. Vectors, matrices and sets will be denoted by bold lowercase letters, bold uppercase letters and regular uppercase letters respectively. Let $T = (V,E)$ be a tree, in which $V$ is the set of vertices, $E$ is the set of edges, $P = \{p_1\}_{1\leq i \leq |P|}$ be the set of leaves and $r$ be the root of $T$ respectively, $\{l_i\}_{1 \leq i \leq |P|}$ be the ordered set of vertices on the path from $r$ to the $i$-th leaf $p_i$, and $h_i$ be the number of vertices along $l_i$ (including $r$ and $p_i$). To distinguish an objective function defined on a tree-structured parameter space from a general objective function, we use $f_T$ to indicate our objective function. In what follows, we will call $f_T$ a tree-structured function. An example of such a tree-structured function is depicted in Figure 1, where each node of $T$ is associated with a bounded continuous variable and each edge represents a specific setting of a categorical variable.

Definition 1 (Tree-structured parameter space). A tree-structured parameter space $\mathcal{X}$ is associated with a tree $T = (V,E)$. For any $v \in V$, $v$ is associated with a bounded continuous variable of $\mathcal{X}$; for any $e \in E$, the set of outgoing edges $E_v$ of $v$ represent one categorical variable of $\mathcal{X}$ and each element of $E_v$ represents a specific setting of the corresponding categorical variable.

Definition 2 (Tree-structured function). A tree-structured function $f_T : \mathcal{X} \rightarrow \mathbb{R}$ is defined on a $d$-dimensional tree-structured parameter space $\mathcal{X}$. The $i$-th leaf $p_i$ is associated with a function $f_{p_i,T}$ of the variables associated with the vertices along $l_i$. $f_T$ is called tree-structured if for every leaf of the tree-structured parameter space

$$f_T(x) := f_{p_i,T}(x|l_i),$$

where $p_j$ is selected by the categorical values of $x$ and $x|l_j$ is the restriction of $x$ to $l_j$.

To aid in the understanding of a tree-structured function (and subsequently our proposed Add-Tree covariance function), we depict a simple tree-structured function in Figure 1. The categorical variable in this example is $t \in \{1,2\}$ and its values are shown around the outgoing edges of $r$. The continuous variables are $v_r \in [-1,1]^2$, $v_{p_1} \in [-1,1]^2$, $v_{p_2} \in [-1,1]^3$ and they are displayed inside vertices $r, p_1, p_2$ respectively. Here $v_r$ is a shared continuous parameter, as evidenced by it appearing in both leaves. Two functions $f_{p_1,T}$ and $f_{p_2,T}$ associated with leaves $p_1$ and $p_2$ respectively are also shown in Figure 1. In Definition 2 the restriction of one
input to a path means we collect variables associated with the vertices along that path and concatenate them using a fixed ordering. For example, in Figure 1, let \( x \in \mathcal{X} \) be an 8-dimensional input, then the restriction of \( x \) to path \( l_i \) is a 4-dimensional vector. The function illustrated in Figure 1 can be compactly written down as:

\[
f_T(x) = \mathbb{1}_{l=1} f_{p_1,T}(x_{|l_1}) + \mathbb{1}_{l=2} f_{p_2,T}(x_{|l_2}),
\]

where \( x \) is the concatenation of \( (v_r, v_{p_1}, v_{p_2}, t) \), \( \mathbb{1} \) denotes the indicator function, \( f_{p_1,T}(x_{|l_1}) = \|v_r\|^2 + \|v_{p_1}\|^2 \) and \( f_{p_2,T}(x_{|l_2}) = \|v_r\|^2 + \|v_{p_2}\|^2 \).

A tree-structured function \( f_T \) is actually composed of several smaller functions \( \{f_{p_i,T}\}_{1 \leq i \leq |P|} \), given a specific setting of the categorical variables, \( f_T \) will return the associated function at the \( i \)-th leaf. To facilitate our description in the following text, we define the effective dimension in Definition 3.

**Definition 3** (Effective dimension). The effective dimension of a tree-structured function \( f_T \) at the \( i \)-th leaf \( p_i \) is the sum of dimensions of the variables associated with the vertices along \( l_i \).

**Remark 4.** The effective dimension of \( f_T \) can be much smaller than the dimension of \( \mathcal{X} \).

Particularly, if \( T \) is a perfect binary tree, in which each vertex is associated with a 1-dimensional continuous variable, the effective dimension of \( f_T \) at every leaf is the depth \( h \) of \( T \), while the dimension of \( \mathcal{X} \) is \( 3 \cdot 2^{h-1} - 2 \). If the tree structure information is thrown away, we have to work in a much higher dimensional parameter space. It is known that in high dimensions, BO behaves like random search [14, 15], which violates the entire purpose of model based optimization.

Now we have associated the parameter space \( \mathcal{X} \) with a tree structure, which enables us to work in the low-dimensional effective space. How can we leverage this tree structure to optimize \( f_T \)? Recalling \( f_T \) is a collection of \( |P| \) functions \( \{f_{p_i,T}\}_{1 \leq i \leq |P|} \), a trivial solution is using \( |P| \) independent GPs to model each \( f_{p_i,T} \) separately. In BO settings, we are almost always in low data regime because black-box calls to \( f_T \) are expensive (e.g. the cost of training and evaluating a machine learning model). Modeling \( f_T \) using a collection of GPs is obviously not an optimal way because we discard the correlation between \( f_{p_i,T} \) and \( f_{p_j,T} \) when \( i \neq j \). How to make the most of the observed data, especially how to share information between data points coming from different leaves remains a crucial question. In this paper, we assume additive structure within each \( f_{p_i,T} \) for \( i = 1, \ldots, |P| \). More formally, \( f_{p_i,T} \) can be decomposed in the following form:

\[
f_{p_i,T}(x) = \sum_{j=1}^{l_i} f_{ij}(v_{ij})
\]

where \( v_{ij} \) is the associated variable on the \( j \)-th vertex along \( l_i \). The additive assumption has been extensively studied in the GP literature [20, 21, 22, 23] and is a popular method of dimension reduction [16]. We note the tree-structured function discussed in this paper is a generalization of the objective function presented in these publications and our additive assumption in Equation (4) is also a generalization of the additive structure considered previously. For example, the additive function discussed in [21] can be viewed as a tree-structured function the associated tree of which has a branching factor of 1, i.e. \( |P| = 1 \). Our generalized additive assumption will enable an efficient sharing mechanism, as we develop in Section 3.

### 3 THE ADD-TREE COVARIANCE FUNCTION

In this section, we describe how we use the tree structure and the additive assumption to design a covariance function, which is sample-efficient in low-data regime. We start with the definition of the Add-TREE covariance function (Definition 5), then we show the intuition (Equation (9)) behind this definition and present an algorithm (Algorithm 1) to automatically construct an Add-TREE covariance function from the specification of a tree-structured parameter space, finally a proof of the validity of this covariance function is given.

**Definition 5** (Add-TREE covariance function). For a tree-structured function \( f_T \), let \( x_i \) and \( x_j \) be two inputs of \( f_T \), \( p_i \) and \( p_j \) be the corresponding leaves, \( a_{ij} \) be the lowest common ancestor (LCA) of \( p_i \) and \( p_j \), \( l_{ij} \) be the path from \( r \) to \( a_{ij} \). A covariance function \( k_{f_T} : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \) is said to be an Add-TREE covariance function if for each \( x' \) and \( x'' \):

\[
k_{f_T}(x', x'') := k_{l_{ij}}(x'_v|l_{ij}), x''_v|l_{ij}) = \sum_{v \in l_{ij}} k_v(x'_v|v), x''_v|v)
\]

where \( x'_v|l_{ij} \) is the restriction of \( x' \) to the variables along the path \( l_{ij} \), and \( k_v \) is any positive semi-definite covariance function on the continuous variables appearing at a vertex \( v \) on the path \( l_{ij} \). We note the notation \( l_{ij} \) introduced here is different from the notation \( l_i \) introduced in the beginning of Section 2.

We take the tree-structured function illustrated in Figure 1 (Equation (3)) as an example. Suppose there are \( n_1 \) and \( n_2 \) data points in \( l_1 \) and \( l_2 \) respectively, and let \( X_1 \in \mathbb{R}^{n_1 \times d_1} \) and \( X_2 \in \mathbb{R}^{n_2 \times d_2} \) be the inputs from \( l_1 \) and \( l_2 \), where \( d_1 = 2 + 2 \) and \( d_2 = 2 + 3 \) are the effective dimensions of \( f_T \) at \( p_1 \) and \( p_2 \) respectively. Denote the latent variables associated to the decomposed function \( f_T \) at \( r, p_1 \) and \( p_2 \) by \( f_r \in \mathbb{R}^{n_1 + n_2}, f_1 \in \mathbb{R}^{n_1} \) and \( f_2 \in \mathbb{R}^{n_2} \), respectively.

2. To simplify the presentation, we use a two-level tree structure in this example. The covariance function, however, generalizes to tree-structured functions of arbitrary depth (Algorithm 1).

3. On functions and latent variables, one can refer to [11, chap. 2].
Reordering and partition $f_r$ into two parts corresponding to $p_1$ and $p_2$, so that

$$f_r = \begin{bmatrix} f_r^{(1)} \\ f_r^{(2)} \end{bmatrix}, \quad f_r^{(1)} \in \mathbb{R}^{n_1}, f_r^{(2)} \in \mathbb{R}^{n_2}.$$  

Let the Gram matrix corresponding to $f_r, f_1, f_2$ be $K_r \in \mathbb{R}^{(n_1+n_2) \times (n_1+n_2)}$, $K_1 \in \mathbb{R}^{n_1 \times n_1}$, $K_2 \in \mathbb{R}^{n_2 \times n_2}$. W.l.o.g., let the means of $f_r, f_1, f_2$ be 0. By the additive assumption in Equation (5), the latent variables corresponding to the associated functions at $p_1$ and $p_2$ are $f_r^{(1)} + f_1$ and $f_r^{(2)} + f_2$, we have:

$$[f_r^{(1)} + f_1] \quad [f_r^{(2)} + f_2] = [f_r^{(1)}] + [f_1] + [f_r^{(2)}] \sim \mathcal{N}(0, K_r).$$

Due to $f_1 \perp f_2$, where $\perp$ denotes $f_1$ is independent of $f_2$, we have:

$$f_1 \sim \mathcal{N}(0, \begin{bmatrix} K_1 & 0 \\ 0 & K_2 \end{bmatrix}),$$

furthermore, because of the additive assumption in Equation (4),

$$[f_r^{(1)}] \quad [f_r^{(2)}] \perp [f_1] \quad [f_2].$$

Combining Equations (6) to (8), we arrive at our key conclusion:

$$[f_r^{(1)} + f_1] \quad [f_r^{(2)} + f_2] \sim \mathcal{N}(0, \begin{bmatrix} K_r^{(11)} & K_1 \\ K_r^{(21)} & K_r^{(22)} \end{bmatrix} + K_1 + K_2),$$

where $K_r$ is decomposed as follows:

$$K_r = \begin{bmatrix} K_r^{(11)} & K_r^{(12)} \\ K_r^{(21)} & K_r^{(22)} \end{bmatrix}$$

in which $K_r^{(11)} \in \mathbb{R}^{n_1 \times n_1}$, $K_r^{(12)} \in \mathbb{R}^{n_1 \times n_2}$, $K_r^{(21)} \in \mathbb{R}^{n_2 \times n_1}$, $K_r^{(22)} \in \mathbb{R}^{n_2 \times n_2}$. The observation in Equation (9) is crucial in two aspects: firstly, we can use a single covariance function and a global GP to model our objective, secondly, we can use a single covariance function. The efficiency sharing mechanism between data points coming from different paths, although we cannot observe the decomposition of this function at the shared vertex $r$, we can directly read out this shared information from $K_r^{(12)}$.

We summarize the construction of an Add-Tree covariance function in Algorithm 1. We note Algorithm 1 is used to construct a function object of an Add-Tree covariance function, and during this construction stage, no observations are involved in the computation. The 7-th line in Algorithm 1 needs further explanation. If $x$ and $x'$ don’t intersect, at least one of $x_{si \leq i < ei}$ and $x'_{si \leq i < ei}$ is empty (it is possible that both of them are empty). In this case, we let $k_{si}$ map an empty set to any non-negative scalar, and a common choice is 0. In practice, when $x$ and $x'$ don’t contain vertex $v$ at the same time, the value of $k_{si}(x_{si \leq i < ei}, x'_{si \leq i < ei})$ is irrelevant because it is not needed.

Algorithm 1: Add-Tree Covariance Function

**Input**: The associated tree $T = (V, E)$ of $f_T$

**Output**: Add-Tree covariance function $k_T$

1. $k_T \leftarrow 0$
2. for $v \leftarrow V$
3. $v_i \leftarrow \text{Index}(v)$
4. $k_v \leftarrow k_v^{(1)}(x, x')$ */ $k_v^{(2)}(x, x')$ is 1 iff $x$ and $x'$ both contain $v$ in their paths */
5. $si \leftarrow v_i + 1$ /* start index of $v$ */
6. $ei \leftarrow v_i + 1 + \text{Dim}(v)$ /* end index of $v$ */
7. $k_v \leftarrow k_v(x_{si \leq i < ei}, x'_{si \leq i < ei})$ /* $k_v$ is any p.s.d. covariance function */
8. $k_v \leftarrow k_v^{(1)}(x_0, x_1)$
9. $k_T \leftarrow k_T + k_v$

4 BO FOR TREE-STRUCTURED FUNCTIONS

In this section, we first describe how to perform the inference with our proposed Add-Tree covariance function, then we present a parallel algorithm to optimize the acquisition function. At the end of this section, we give the convergence rate of an Add-Tree covariance function.

4.1 Inference with Add-Tree

Given noisy observations $D_n = \{(x_i, y_i)\}_{i=1}^n$, we would like to obtain the posterior distribution of $f_T(x_*)$ at a new input $x_* \in \mathcal{X}$. We begin with some notation. Let $p_*$ be the leaf selected by the categorical values of $x_*, l_*$ be the path from the root $r$ to $p_*$. All $n$ inputs are collected in the design matrix $X \in \mathbb{R}^{n \times d}$, where the $i$-th row represents $x_i \in \mathbb{R}^d$, and the targets and observation noise are aggregated in vectors $y \in \mathbb{R}^n$ and $\sigma \in \mathbb{R}^n$ respectively. Let $\Sigma = \text{diag}(\sigma)$ be the noise matrix, where $\text{diag}(\sigma)$ denotes a diagonal matrix containing the elements of vector $\sigma$. We define $I \in \mathbb{R}^{n \times n}$ to be the identity matrix, $Q \in \mathbb{R}^{k \times n}$ be a selection matrix, which is constructed by removing the $j$-th row of $I$ if $j \notin S$, $X' = QX \in \mathbb{R}^{k \times d}$, $y' = Qy \in \mathbb{R}^k$, $\Sigma' = Q \Sigma Q^T \in \mathbb{R}^{k \times k}$. Note that it is possible that a vertex is not associated with any continuous variable. In particular, if there is no continuous variable associated with root $r$, $|S|$ is smaller than $n$. Then we can write down the joint distribution of $f_T(x_*)$ and $y'$ as:

$$[f_T(x_*)] y' \sim \mathcal{N}\left(0, [k_T(x_*, x_*) K_T(x_*)] \Sigma' [K_T(x_*) + \Sigma']^{-1} \right).$$

where $K_T := K_T(X') = [k_T(x, x')]_{x, x' \in X'}$, $K_T(x) = [k_T(x, x')]_{x \in X}$. We note that this joint distribution has the same standard form as in all GP-based BO, but it is made more efficient by the selection of $X'$ based on the tree structure. The predictive distribution of $f_T(x_*)$ is:

$$f_\mu \sim N(\mu_T(x_*), \sigma_T^2(x_*)), \quad \mu_T(x_*) = K_T(x_*)K_y^{-1} y, \quad \sigma_T^2(x_*) = k_T(x_*, x_*) - K_T(x_*)K_y^{-1} K_T(x_*)^T,$$

$K_y, T = K_T + \Sigma'$. 

Proposition 6. The Add-Tree covariance function defined by Definition 5 is positive semi-definite for all tree-structured functions defined in Definition 2 with the additive assumption satisfied.
Black-box calls to the objective function usually dominate the running time of BO, and the time complexity of fitting GP is of less importance in BO settings. Details on the time complexity analysis of an Add-Tree covariance function can be found in \cite{24}, and we only sketch the idea here. The time complexity of inference using an Add-Tree covariance function can be derived by recursion. W.l.o.g., let $T$ be a binary tree. If root $r$ of $T$ is associated with a continuous parameter, in this worst case, the complexity is $O(n^3)$, where $n$ is the number of observations. Otherwise, if $r$ is not associated to any continuous parameter, let $n_l$ and $n_r$ be the number of samples falling into the left and the right path respectively, we have $T(r) = T(r_l) + T(r_r)$, where $r_l$ and $r_r$ are the left and the right child of $r$ respectively, and $T(r_l), T(r_r)$ are the running time at nodes $r_l, r_r$ respectively. Because the worst-case running time at nodes $r_l$ and $r_r$ is $O(n_l^3)$ and $O(n_r^3)$ respectively, we have $T(r) = O(n_l^3 + n_r^3)$.

4.2 Acquisition Function Optimization

In BO, the acquisition function $u_{t-1}(x|D_{t-1})$, where $t$ is the current step of optimization, is used to guide the search for the optimum of an objective function. By trading off the exploitation and exploration, it is expected we can find the optimum using as few calls as possible to the objective. To get the next point at which we evaluate an objective function, we solve $x_t = \arg\max_{x\in X} u_{t-1}(x|D_{t-1})$. For noisy observations, GP-UCB \cite{2} is proved to be no-regret and has explicit regret bounds for many commonly used covariance functions, and in this work, we will use GP-UCB, which is defined as:

$$u_{t-1}(x|D_{t-1}) = \mu_{t-1}(x) + \beta_{t-1}^{1/2} \sigma_{t-1}(x),$$

where $\beta_{t-1}$ are suitable constants which will be given later in Section 4.3. $\mu_{t-1}(x)$ and $\sigma_{t-1}(x)$ are the predictive posterior mean and standard deviation at $x$ from Equation (10).

A naïve way to obtain the next evaluation point for a tree-structured function is to independently find $|P|$ optima, each one corresponding to the optimum of the associated function at a leaf, and then choose the best candidate across these optima. This approach is presented in \cite{25} and the authors there already pointed out this is too costly. Here we develop a much more efficient algorithm, which is dubbed as Add-Tree-GP-UCB, to find the next point and we summarise it in Algorithm 2. By explicitly utilizing the associated tree structure $T$ of $f_T$ and the additive assumption, the first two nested for loops can be performed in parallel. Furthermore, as a by-product, each acquisition function optimization routine is now performed in a low dimensional space whose dimension is even smaller than the effective dimension. We note the Add-Tree covariance function developed here can be combined with any other acquisition function, however, Algorithm 2 may not be applicable.

4.3 Theoretical Results

In this section, we give theoretical results regarding our proposed Add-Tree covariance function. Let $r_t = f_T(x^*) - f_T(x_t)$ be the instantaneous regret, where $f_T(x^*) = \max_{x\in X} f_T(x)$, and let $R_t = \sum_{i=1}^t r_i$ be the cumulative regret after $t$ iterations \cite{24}. Similar to \cite{25}, we show our proposed Add-Tree covariance function has sublinear regret bound if each covariance function defined on the vertices of $T$ is a squared exponential kernel or a Matérn kernel. We further show without taking the structure of the parameter space into consideration, the cumulative regret has an exponential dependence with the dimension $d$ of $X$, while our method has an exponential dependence with the highest dimension $d$ of functions defined on vertices of $T$. As stated earlier, $d$ is smaller than the effective dimension of a tree-structured function and the effective dimension is usually much smaller than $d$.

4.3.1 Adapting the Kernel Hyper-Parameters

The GP-UCB algorithm proposed in \cite{2} is shown to have an explicit sublinear regret bound $R_t = O(\sqrt{t\beta(\gamma)})$ with high probability for commonly used covariance functions, including the squared exponential kernel and the Matérn kernel. Here $\gamma$ is the maximum mutual information gain after $t$ rounds and is defined to be:

$$\gamma_t := \max_{A\subseteq X, |A|=t} I(y_A; f),$$

(11)

where $I(y_A; f) = 1/2\log |I + \sigma^{-2} K_A|$ is the mutual information between observations in $A$ and prior of $f$ under a GP model, $K_A$ is the Gram matrix $[k_0(x, x')]_{x, x'\in A}$ and is dependent on kernel $k$’s hyperparameters $\theta$. The squared exponential kernel is defined as $k(x, x') = \exp(-\frac{1}{2\sigma^2} \|x - x'\|_2^2)$, where $\theta$ is the lengthscale parameter. The Matérn kernel is defined as $k(x, x') = \left(1 + \frac{\sqrt{\nu}}{\nu} r^\nu\right) B_v(r)$, where $r = \sqrt{\frac{\nu}{2\pi}} \|x - x'\|_2$, $B_v$ is the modified Bessel function with $\nu > 1$, $\Gamma$ is the gamma function.

One practical issue is \cite{2} requires information about the RKHS norm bound of $f$ and the correct hyperparameters of the GP’s covariance function, which are usually unavailable. In this work, we follow the adaptive GP-UCB algorithm (AGP-UCB) proposed in \cite{25}, which can adapt the norm bound.
of an RKHS and hyperparameters of a covariance function. The adapting mechanism in [25] is by setting:

\[
\begin{align*}
\beta_i^{1/2} &= B_i + 4\sigma \sqrt{I_{\theta_i}(y_i; f) + 1 + \ln(1/\delta)} \quad (12) \\
B_i &= b(t)g(t)d\theta_i - \theta_i/\theta_i(g(t) \quad (13)
\end{align*}
\]

where \(\theta_0\) and \(B_0\) are initial guess for the lengthscales of kernel \(k\) and RKHS norm bound of \(f\) respectively, \(g(t): \mathbb{N} \rightarrow \mathbb{R}_{>0}\) and \(b(t): \mathbb{N} \rightarrow \mathbb{R}_{>0}\), with \(b(0) = g(0) = 1\) are monotonically increasing functions.

The motivation of adapting the norm bound and the lengthscales is shown in Figure 2. As pointed out in [25], it is always possible that a local optimum is located in a local bump area and zero observation falls into that region. GP-UCB with misspecified lengthscales \(\theta\) and RKHS bound \(B\) cannot fully explore the input space and this causes BO to terminate too early. Scaling hyperparameters expands the function class and results in additional exploration, and eventually the true function is contained in the considered space.

4.3.2 Bounds of Cumulative Regrets

A high-level summary of this section is as follows. Firstly, we use Theorem 7 to bound the cumulative regret of our proposed Add-Tree covariance function in terms of the norm bound and the maximum information gain. Secondly, we show a tree-structured covariance function has bounded RKHS norm in an RKHS with an Add-Tree kernel under suitable assumptions using Proposition 8. Thirdly, to upper bound this information gain quantity, we use Theorem 9 to connect it with the tail sum of the operator spectrum of an Add-Tree covariance function. Fourthly, we derive the upper bound of this tail sum when each covariance function defined on the vertices of \(\mathcal{T}\) is a squared exponential kernel or a Matérn kernel using proposition 14 and Proposition 10. Finally, we combine all these together to obtain the cumulative regret of an Add-Tree covariance function.

**Theorem 7** (Theorem 1 in [25]). Assume that \(f\) has bounded RKHS norm \(\|f_j\|^2 \leq B\) in a RKHS that is parametrized by a stationary kernel \(k_0(x, x')\) with unknown lengthscales \(\theta\). Based on an initial guess, \(\theta_0\) and \(B_0\), define monotonically increasing functions \(g(t) > 0\) and \(b(t) > 0\) and run A-GP-UCB with \(\beta_i^{1/2} = b(t)g(t)d\theta_i - \theta_i\) and GP lengthscales \(\theta_i = \theta_0/g(t)\). Then, with probability at least \(1 - \delta\), we obtain a regret bound of:

\[
R_t \leq 2B \max \left( g^{-1}(\max_{i, b_i}, \theta_0) - b_i(B/B_0) \right) + 2\sqrt{C_1t\beta_t}I_{\theta_t}(y_t; f)
\]

where \(I_{\theta_t}\) is the mutual information based on a GP model with lengthscales \(\theta_t\) and \(C_1 = 8/\log(1 + \sigma^{-2})\).

Before we turn to our main theoretical results, we recall and extend some existing notation. Let \(f_T\) be a tree-structured function defined in Definition 2 and \(f_T\) satisfies the additive decomposition in Equation (4). Let \(M\) be the height of \(\mathcal{T}\), \(v_{ij}\) be the \(j\)-th vertex on the \(i\)-th level of \(\mathcal{T}\), where \(i \in \{1, \ldots, |P|\}, j \in \{1, \ldots, M\}\). Let \(k_{ij}\) be a covariance function defined on the continuous variables appearing at vertex \(v_{ij}\), \(b_{ij}\) is an RKHS with kernel \(k_{ij}\), \(f_{ij}\) be a function defined on the continuous variables on vertex \(v_{ij}\) and assume \(f_{ij} \in \mathcal{H}_{ij}\). Let \(\hat{d}\) be the highest dimension of \(f_{ij}\), \(f_i := \sum_{h=1}^{d} f_{ij}\) denote the sum of functions defined on the \(i\)-th path of \(\mathcal{T}\), and let \(k_{ij}\) be the sum of all covariance functions on the \(i\)-th path of \(\mathcal{T}\). We note the collection \(\{f_{ij}\}\) is a multiset, since different paths can share variables.

To utilize Theorem 7, we need to ensure a tree-structured function \(f_T\) has bounded RKHS norm in an RKHS with an Add-Tree covariance function \(k_T\).

**Proposition 8**. Assume every \(f_{ij}\) has bounded RKHS norm \(\|f_{ij}\|^2 \leq B\) in an RKHS with a kernel \(k_{ij}\), and let \(k_T\) be an Add-Tree covariance function constructed from \(k_{ij}\), then \(f_T\) has bounded RKHS norm in an RKHS with a kernel \(k_T\):

\[
\|f_T\|^2 \leq M\hat{B}.
\]

**Theorem 9** (Theorem 8 in [25]). Suppose that \(D \subset \mathbb{R}^d\) is compact, and \(k(x, x')\) is a covariance function for which the additional assumption of Theorem 2 in [25] holds. Moreover, let \(B_k(T) = \sum_{s \geq T} \lambda_s\), where \(\lambda_s\) is the operator spectrum of \(k\).
with respect to the uniform distribution over $D$. Pick $\tau > 0$, and let $n_T = C_4 T^\tau \log T$, with $C_4$ depends only on $\tau$ and $D$. Then the following bound holds true:

$$
\gamma_T \leq \frac{1/2}{1 - e^{-1}} \max_{r \in \{1, \ldots, T\}} \left( T_n \log \left( \frac{r n_T}{\sigma^2} \right) + C_4 \sigma^2 (1 - \frac{r}{T}) ((B_h(T_n)T_n^{\tau + 1} + 1) \log T) + O(T^{1 - \tau/d}) \right)
$$

for any $T_n \in \{1, \ldots, n_T\}$.

Using Theorem 2, we can bound the maximum information gain in terms of $B_h(T_n)$, the tail sum of the operator spectrum of a kernel $k$. Our first main theoretical result is shown in the following Proposition 10. Comparing with the results in [25], our bounds of $\gamma_t$ for two commonly used covariance functions have a linear dependence with the total dimension $d$ and exponential dependence with $\tilde{d}$, which is usually much smaller than $d$ in a tree-structured function.

**Proposition 10.** Let $k_T$ be an Add-Tree covariance function defined in Definition 4 and is parametrized by lengthscales $\theta$. Scaling lengthscales of $k_T$ and norm bound at iteration $t$ by Equation (1),

- If every covariance function $k_{ij}$ defined on vertex $v_{ij}$ is a squared exponential kernel, then
  $$
  \gamma_t = O(\tilde{d}^2 (\log t)^{d+1} g(t)^{2\tilde{d}})
  $$
- If every covariance function $k_{ij}$ defined on vertex $v_{ij}$ is a Matérn kernel, then
  $$
  \gamma_t = O(M^2 g(t)^{2\nu + \tilde{d}} (\log t)^{\tilde{d} + 1})
  $$

**Proposition 11.** Under the assumptions of Proposition 10, $b(t)$ and $g(t)$ growing unbounded, then we obtain the following high-probability bounds using our proposed Add-Tree covariance function:

- Squared exponential kernel:
  $$
  R_t = O\left( \sqrt{t} g(t)^{2\tilde{d}} b(t) M \sqrt{\tilde{d}^2 (\log T)^{d+1}} + \sqrt{t} g(t)^{2\tilde{d}} \tilde{d}^2 (\log T)^{d+1} \right)
  $$
- Matérn kernel:
  $$
  R_t = O\left( M^2 g(t)^{2\nu + \tilde{d}} (\log t)^{1 - \tau\tilde{d}} + M^2 g(t)^{2\nu + \tilde{d}} (\log t)^{t^{1 - \tau\tilde{d}} \sqrt{t}} \right)
  $$

where $\tau = 2\nu d/(2\nu + d) + 1$.

Proposition 11 should be compared with the results given in [25], where bounds of $R_t$ have an exponential dependence with $\tilde{d}$, while our bounds have an exponential dependence with $d$. This improvement is a result of the assumed additive structure. Since we are adapting the norm bound and the lengthscale, and we use the additive assumption, our regret bounds in Proposition 11 are not directly comparable to the results stated in [2]. Fortunately, insights can be gained by comparing the forms of Proposition 11 and the results in [2]. In the initial stage, the true function is not contained in the current space, since the misspecified norm bound $B_t$ or the RKHS space associated with $k_0$ are too small. In this case, we can bound the regret by $2B_2$. Since $g(t)$ and $b(t)$ grow unbounded, $B_t$ can be larger and $\theta_t$ can be smaller than their optimal values. Consider the case for a squared exponential kernel, the additional factor $g(t)^{2\tilde{d}} b(t)^{\tilde{d}}$ in the first term leads to additional exploration and is the price we pay for our ignorance of the true norm bound and the lengthscale parameter.

### 4.4 Practical Considerations

Although Proposition 11 holds for $b(t)$ and $g(t)$ growing unbounded, what we really want is an asymptotically no-regret algorithm:

$$
\lim_{t \to \infty} R_t/t = 0
$$

To achieve this goal, we need to choose $b(t)$ and $g(t)$ from a narrower class and make $\sqrt{T} \gamma_t$ grow slower than $\sqrt{T}$. Several methods to choose $b(t)$ and $g(t)$ are given in [25]. In brief, (i) we first select a reference regret, reflecting our willingness to perform additional exploration. (ii) Then we match an estimator of the cumulative regret with this reference regret. (iii) finally we compute the $g(t)$ and $b(t)$.

Two natural questions are whether we can test the validity of the additive assumption, and what to do if the additive assumption doesn’t hold. First, the cornerstone of BO is a probabilistic regression model and BO inherits all the limitations of this regression model. That means there is little we can do in a high-dimensional space, even with hundreds of thousands of observations [16], unless we use dimension reduction techniques. It is thus generally unreliable to test if the additive assumption is satisfied in BO settings, because we are almost always in a low-data regime. Additionally, automatically discovering an additive structure based on a few hundreds of observations in a high-dimensional space could lead to serious overfitting. The second question has nothing to do with the inference procedure proposed in this work, but rather a model assumption problem. It is always possible to fit a GP model using our proposed Add-Tree covariance function based on the observations collected in the initial phase of BO. If the mean squared error is sufficient, we can continue the BO.

### 5 EXPERIMENTS

In this section, we present empirical results using four sets of experiments. To demonstrate the efficiency of our proposed Add-Tree covariance function, we first optimize a synthetic function presented in [8] in Section 5.1 comparing with SMAC [4], TPE [10], random search [26], standard GP-based BO from GPyOpt [27], and the semi-parametric approach proposed in [8]. To facilitate our following description, we refer to the above competing algorithms as smac, tpe, random, gpyopt, and tree respectively. Our approach is referred as add-tree. To verify our Add-Tree covariance function indeed enables sharing between different paths, we compare it with independent GP’s in a regression setting showing greater sample efficiency for our method. We then apply our method to compress a three-layer fully connected neural network, VGG16 and ResNet50 in Section 5.2 and
Finally, in Section 5.4, we search for activation functions of ResNet20 and their corresponding hyper-parameters. Experimental results show our method outperforms all competing algorithms.

For all GP-based BO, including gpyopt, tree and addtree, we use the squared exponential covariance function. To optimize the parameters of Add-Tree, we maximize the marginal log-likelihood function of the corresponding GP and set $\theta_t = \min(\theta_{t\text{MAP}}, \theta_0/g(t))$ following (25). As for the numerical routine used in fitting the GPs and optimizing the acquisition functions, we use multi-started L-BFGS-B, as suggested by [28].

In our experiments, we use official implementations of competing algorithms. For tpe, we use Hyperopt [29]. For smac, we use SMAC3. If $\gamma$ is unavailable, thus we have re-implemented their framework to obtain the results presented here. There are several hyper-parameters in their algorithm which are not specified in the publication. To compare fairly with their method, we tune these hyper-parameters fairly such that our implementation has a similar performance on the synthetic functions to that reported by [8], and subsequently fix the hyper-parameter settings in the model compression task in Section 5.2.

5.1 Synthetic Experiments

In our first experiment, we optimize the synthetic tree-structured function depicted in Figure 3. This function is originally presented in [8]. In this example, continuous variables include $x_4, x_5, x_6, x_7, r_8, r_9$, and $r_8, r_9$ of them are shared variables. $x_4, x_5, x_6, x_7$ are defined in $[-1, 1]$ and $r_8, r_9$ are bounded in $[0, 1]$. Categorical variables include $x_1, x_2, x_3$ and they are all binary.

![Figure 3. A synthetic function from [8]. The dimension of this function is $d = 9$ and the effective dimension at any leaf is 2.](https://example.com/figure3.png)

Figure 4a shows the optimization results of six different methods. The x-axis shows the iteration number and the y-axis shows the $\log_{10}$ distance between the best minimum achieved so far and the known minimum value, which in this case is 0.1. It is clear from Figure 4a that our method has a substantial improvement in performance compared with other algorithms. After 60 iterations, the $\log_{10}$ distance of tree is still higher than -4, while our method can quickly obtain a much better performance in less than 20 iterations. Interestingly, our method performs substantially better than independent GPs, which will be shown later, while in [8], their algorithm is inferior to independent GPs. We note gpyopt performs worst, and this is expected (recall Section 1.1.1, gpyopt encodes categorical variables using a one-hot representation, thus it actually works in a space whose dimension is $d' = d + c = 12$, which is relatively high considering we have less than 100 data points. In this case, gpyopt behaves like random search, but in a 12-dimensional space instead of the 9-dimensional space of a naive random exploration.

To show that Add-Tree allows efficient information sharing across different paths, we compare it with independent GPs and tree in a regression setting and results are shown in Figure 4b. The training data is generated from the synthetic function in Figure 3: categorical values are generated from a Bernoulli distribution with $p = 0.5$, continuous values are uniformly generated from their domains. The x-axis shows the number of generated training samples and the y-axis shows the $\log_{10}$ of Mean Squared Error (MSE) on a separate randomly generated data set with 50 test samples. From Figure 4b, we see that Add-Tree models the response surface better even though independent GPs have more parameters. For example, to obtain a test performance of $10^{-4}$, Add-Tree needs only 24 observations, while independent GPs require 44 data points. If we just look at the case when we have 20 training samples, the absolute MSE of independent GPs is $10^{-3}$, while for Add-Tree, it is $10^{-3}$. The reason for such a huge difference is when training data are rare, some paths will have few data points, and Add-Tree can use the shared information from other paths to improve the regression model. This property of Add-Tree is valuable in BO settings.

5.2 Model Compression

Neural network compression is essential when it comes to deploying models on devices with limited memory and low computational resources. For parametric compression methods, like Singular Value Decomposition (SVD) and unstructured weight pruning (P-L1), it is necessary to tune their parameters in order to obtain the desired trade-off between model size and performance. Existing publications on model compression usually determine parameters for a single compression method, and do not have an automated selection mechanism over different methods. By encoding this problem using a tree-structured function, different compression methods can now be applied to different layers and this formulation is more flexible than the current literature.

In this experiment, we apply our method to compress a three-layer fully connected network FC3 defined in [40]. FC3 has 784 input nodes, 10 output nodes, 1000 nodes for each hidden layer and is pre-trained on the MNIST dataset. For each layer, we optimize a discrete choice for the compression method, which is among SVD and P-L1, then optimize either the rank of the SVD or the pruning threshold of P-L1. We only compress the first two layers, because the last layer occupies 0.56% of total weights. The rank parameters are constrained to be in $[10, 500]$ and the pruning threshold parameters are bounded in $[0, 1]$. The tree structure of this problem has a depth of 3, and there is no continuous parameter associated with the root. Following [30], the objective function used in compressing FC3 is:

$$\gamma \mathcal{L}(\tilde{f}_\theta, f^*) + R(\tilde{f}_\theta, f^*),$$  

(17)
where \( f^* \) is the original FC3, \( \tilde{f}_\theta \) is the compressed model using parameter \( \theta \), \( R(\tilde{f}_\theta, f^*) \) is the compression ratio and is defined to be the number of weights in the compressed network divided by the number of weights in the original network. 

\[
\mathcal{L}(\tilde{f}_\theta, f^*) := \mathbb{E}_{x \sim P} \left( \| \tilde{f}_\theta(x) - f^*(x) \|_2^2 \right),
\]

where \( P \) is an empirical estimate of the data distribution. Intuitively, the \( R \) term in Equation (17) prefers a smaller compressed network, the \( \mathcal{L} \) term prefers a more accurate compressed network and \( \gamma \) is used to trade off these two terms. In this experiment, \( \gamma \) is fixed to be 0.01, and the number of samples used to estimate \( \mathcal{L} \) is 50 following [30]. Figure 4c shows the results of our method (Add-Tree) compared with other methods. For this experiment, although smac, tpe and tree all choose SVD for both layers at the end, our method converges significantly faster, once again demonstrating our method is more sample-efficient than other competing methods. We note gpyopt has the worst performance among all other competing methods in this experiment.

Table 1 shows the results of pairwise Wilcoxon signed-rank tests for the above two objective functions at different iterations. In Table 1, addtree almost always performs significantly better than other competing methods (significance level \( \alpha = 0.05 \)), while no method is significantly better than ours.

6. We used the Wilcoxon signed rank implementation from scipy.stats.wilcoxon with option (alternative == ‘greater’).

### Table 1

| Experiment            | Iter | smac  | tpe   | random | gpyopt | tree |
|-----------------------|------|-------|-------|--------|--------|------|
| synthetic function    | 40   | 0.003 | 0.030 | 0.005  | 0.003  | 0.018|
|                                     | 60   | 0.003 | 0.003 | 0.003  | 0.003  | 0.003|
|                                     | 80   | 0.003 | 0.003 | 0.003  | 0.003  | 0.003|
| model compression      | 40   | 0.101 | 0.023 | 0.101  | 0.003  | 0.014|
|                                     | 60   | 0.037 | 0.018 | 0.011  | 0.003  | 0.008|
|                                     | 80   | 0.166 | 0.005 | 0.003  | 0.003  | 0.006|

5.3 Model Pruning

In this section, we perform model pruning on pre-trained VGG16 [31] and ResNet50 [32] on the CIFAR-10 dataset [33] and prune the weights of convolutional layers in VGG16 and ResNet50. Similar to Section 5.2, for each layer, the pruning method is automatically chosen among the unstructured weight pruning (P-L1) as in Section 5.2 and the L2 structured weight pruning (P-L2), which prunes output channels with the lowest L2 norm. For ResNet50, we don’t prune its first block because it occupies only 0.91% of total convolutional weights. A block in ResNet50 is composed of several bottlenecks, and to prune a bottleneck in a block, we use 4 continuous parameters, corresponding to 4 convolutional layers in this bottleneck. To prune a block, we repeat this process for each bottleneck in this block. In this experiment, these 4 continuous parameters are shared for all bottlenecks in one block, and there are 7 categorical parameters, 56 continuous parameters [7]. For VGG16, we group all convolutional layers into 4 blocks in a similar fashion with ResNet50. The first block contains the first 4 convolutional layers and later blocks contain 3 consecutive convolutional layers. We don’t prune the first block because it takes up only 1.77% of total convolutional weights. To prune each block, we use 3 continuous parameters, and there are 7 categorical parameters, 42 continuous parameters in this problem. The tree structure of pruning VGG16 has a depth of 4, and each node in this tree except the root is associated with a 3-dimensional continuous parameter. The tree of pruning ResNet50 has a similar structure to the tree of pruning VGG16, except each node except the root is associated with a 4-dimensional continuous variable.

In Section 5.1 and Section 5.2, it has been shown gpyopt doesn’t perform well in high-dimensional problems, and tree isn’t competitive with other algorithms, even worse than random in a model compression problem. Thus in this section, we omit the comparison with these two algorithms.

The objective function used in this experiment is a trade-off between the model sparsity and the top-1 accuracy.
racy on a separate validation set: \( S(f_\theta^*, f^*) + T(\tilde{f}_\theta) \), where \( S(f_\theta^*, f^*) = 1 - R(f_\theta^*, f^*) \), \( T(\tilde{f}_\theta) \) is the top-1 accuracy of the compressed model after finetuning for two epochs. This objective function is bounded above by 2. In a concrete application, it is possible to add a trade-off parameter between \( S(f_\theta^*, f^*) \) and \( T(\tilde{f}_\theta) \), depending on whether we care about the size or the accuracy of the pruned model. We emphasize that the focus of this work is the comparison with other algorithms in conditional parameter spaces, instead of the comparison with other existing pruning methods.

We run all algorithms for 300 iterations and the first 50 iterations are random initialization. The results of pruning VGG16 and ResNet50 are shown in Figure 3. We note the public smac implementation cannot handle problems with more than 40 hyper-parameters. To make a comparison possible, we fix some continuous parameters to smac’s default value 0.5. This is of course a biased choice, and changing these fixed parameters to other values may give a better or worse performance. Choosing different hyper-parameters to freeze could also have a huge impact on the performance. From Figures 5a and 5e, it is clear our proposed Add-Tree performs much better than other competing algorithms. The distribution of optimized objective values from 10 independent runs are shown in Figures 5b and 5c which are zoomed-in versions of Figures 5a and 5d at the 300-th iteration, respectively. In Figures 5c and 5f, we show the blockwise compression analysis of pruning VGG16 and ResNet50 and we see later blocks have much more verbosity than earlier blocks. At the 300-th iteration, the average running time of different methods is shown in Table 2. The reason random takes longer time than tpe is the implementation of random comes from SMAC3 and their exist some computational overheads. Regarding the average time of running all algorithms for 300 iterations, addtree is comparable to smac and tpe is comparable to random. Since addtree can achieve a comparable performance at the 100-th iteration, we also show the average running time of addtree at the 100-th iteration in parentheses.

**TABLE 2**
| Net  | addtree | random | smac | tpe  |
|------|---------|--------|------|------|
| VGG16 | 20282 (7391) | 15889 | 20153 | 15303 |
| ResNet50 | 65494 (20205) | 58477 | 68824 | 55877 |

As stated earlier, TPE doesn’t model the dependencies between parameters, and effectively performs multiple non-parametric one-dimensional regressions, each regression corresponding to one continuous parameter. The results shown here should be compared with the synthetic experiment in Section 5.1 and the simple model compression in Section 5.2. In Figure 4a, tpe performs well among all competing algorithms and this is because parameters of the synthetic function in Figure 3 are indeed independent with each other. In Figure 4c, tpe is also very competitive, possibly because for every layer in FC3, there is only one continuous parameter. While in pruning VGG16 and ResNet50, tpe performs much worse than addtree, and this indicates there are complex interactions between parameters in one block.

In Table 3 we show the optimized discrete choices of pruning methods for each block. M1, M2, M3 indicate the selected pruning methods for the second, the third, and the forth block respectively. From Table 3 it is clear that using a common compression method across all layers is not an optimal choice.

**TABLE 3**

| Algo | M1 | M2 | M3 | Obj | Model |
|------|----|----|----|-----|------|
| addtree | L1 | L2 | L1 | 1.88 | VGG16 |
| addtree | L1 | L1 | L1 | 1.86 | ResNet50 |
| random | L1 | L1 | L1 | 1.78 | VGG16 |
| random | L1 | L1 | L1 | 1.77 | ResNet50 |
| smac | L1 | L2 | L2 | 1.81 | VGG16 |
| smac | L1 | L1 | L1 | 1.75 | ResNet50 |
| tpe  | L1 | L2 | L2 | 1.84 | VGG16 |
| tpe  | L2 | L1 | L1 | 1.81 | ResNet50 |

### 5.4 Neural Architecture Search

Neural architecture search (NAS) tries to automate the process of designing novel and efficient neural network architectures. In this section, we apply our method to search for activation functions of ResNet20 and their corresponding hyper-parameters on Cifar-10 dataset. ResNet20 is composed of three main blocks, each of which can further be decomposed into several smaller basic blocks, and every basic block has two ReLU activation functions. An interesting question is whether using other activation functions can improve the performance. In this experiment, we limit the activation function to be exponential linear unit (ELU) or Leaky ReLU (LReLU) and all basic blocks in one main block share the activation function and corresponding hyper-parameters. The final search space is parametrized by: (1) discrete choices of activation functions, which could be ELU or LReLU; (2) corresponding hyper-parameters (slope parameter for LReLU, \( \alpha \) for ELU), which are 2 continuous parameters constrained in \([0, 1]\) in each main block. For this problem, there are 7 categorical parameters and 28 continuous parameters. The tree structure of this problem has a depth of 4, and each node except the root is associated with a 2-dimensional continuous parameter.

We run all algorithms for 100 iterations and the first 50 iterations are random initialization. Every iteration in the hyper-parameter optimization is as follows. First we use the sampled (initialization stage) or optimized (optimization stage) hyper-parameters to construct a ResNet20. Then we train this network on CIFAR-10. For learning, we use stochastic gradient descent with momentum with minibatches of 128 samples for 10 epochs. The start learning rate is set to be 0.1 and is decreased down to be 0.01 and 0.001 in the beginning of the 7-th epoch and 9-th epoch respectively. The momentum is fixed to be 0.9. Last we test this trained network and use its accuracy on the validation set of CIFAR-10 as our objective.

The results of optimizing ResNet20 is shown in Figure 6. We see our proposed Add-Tree is significantly better than tpe and random. Since there is a overlapping between smac and addtree in Figure 6b, we cannot claim our method performs significantly between than smac. Figure 6c shows
the running time of different algorithms at the 100-th iteration. In this experiment, the running time of all methods is comparable, and this is because we run all algorithms for only 100 iterations and evaluating the expensive objective function dominates the inference time of the random forest, the GP and the Parzen estimator in smac, addtree and tpe respectively. The existence of several extreme outliers in Figure 5a is due to running these algorithms in a computer cluster managed by a software called HTCondor, which can assigns jobs to very fast or very slow machines in a totally random way.

### Table 4

| Block   | Act   | #1 Param | #2 Param |
|---------|-------|----------|----------|
| Block 1 | ELU   | 0.01     | 0.75     |
| Block 2 | LReLU | 0.01     | 0.99     |
| Block 3 | ELU   | 0.01     | 0.01     |

Table 4 shows the optimized hyper-parameters using our algorithm. The first row of Table 4 means for every basic block in the first main block in ResNet20, ELU is selected, and the hyper-parameters α of the first ELU and the second ELU are 0.01 and 0.7484 respectively. During the optimization, we train ResNet20 for only 10 epochs in order to speed up this process, and the accuracy shown in Figure 6a underestimate the true accuracy. Thus we construct a new ResNet20 based on the optimized hyper-parameters shown in Table 4 and train this network for 200 epochs. We decrease the learning to 0.1 and 0.001 in the beginning of the 100-th epoch and 150-th epoch respectively and also add a L2-weight decay regularization term, which is set to be 0.0001. The final test error is 7.74%, compared with the original test error (8.27%), our optimized ResNet20 performs much better.

### 6 Conclusion

In this work, we have designed a covariance function that can explicitly utilize the problem structure, and demonstrated its efficiency on a range of problems. In the low data regime, our proposed Add-Tree covariance function enables an explicit information sharing mechanism, which in turn makes BO more sample-efficient compared with other model based optimization methods. Contrary to other...
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Fig. 6. Comparison results of NAS on ResNet20 using different algorithms. There are 35 hyper-parameters in total, 28 of which are continuous parameters lying in [0, 1]. In Figure 6a, the solid line is the incumbent median of 10 independent runs, and the shaded region is 95% confidence interval of median. Figure 6b shows the best results among all iterations. In Figure 6c we show the running time of different methods.

GP-based BO methods, we do not impose restrictions on the structure of a conditional parameter space, greatly increasing the applicability of our method. We also directly model the dependencies between different observations under the framework of Gaussian Processes, instead of placing parametric relationships between different paths, making our method more flexible. In addition, we incorporate this structure information and develop a parallel algorithm to optimize the acquisition function. For both components of BO, our proposed method allows us to work in a lower dimensional space compared with the dimension of the original parameter space.

Empirical results on an optimization benchmark function, a simple neural network compression problem, on pruning VGG16 and ResNet50, and on searching for activation functions of ResNet20 show our method significantly outperforms other competing model based optimization algorithms in conditional parameter spaces, including SMAC, TPE and [8].
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APPENDIX A

PROOFS OF THEORETICAL RESULTS

To prove Proposition 6, we make use of: (1) the sum of two valid kernels is a valid kernel; (2) the product of two valid kernels is a valid kernel [11].

Proof of Proposition 8. We will consider each term in Equation (5) and demonstrate that it results in a positive semi-definite covariance function over the whole set of data points, not just the data points that follow the given path. In particular, consider the p.s.d. covariance function

\[ k^\delta_i(x_i, x_j) = \begin{cases} 1 & \text{if } v \in l_i \land v \in l_j, \text{ for some vertex } v. \\ 0 & \text{otherwise} \end{cases} \]

We see that the product \( k^\delta \times k^\delta \) defines a p.s.d. covariance function over the entire space of observations (since the product of two p.s.d. covariance functions is itself p.s.d.). In this way, we may interpret Equation (5) as a summation over only the non-zero terms of a set of covariance functions defined over all vertices in the tree. As the resulting covariance function sums over p.s.d. covariance functions, and positive semi-definiteness is closed over positively weighted sums, the result is p.s.d.

In order to prove a tree-structured function \( f_T \) has bounded RKHS norm in an RKHS with an Add-Tree covariance function \( k_T \), we need the following Proposition 12.

**Proposition 12** (Proposition 12.27 in [36]). Suppose that \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) are both RKHSs with kernels \( k_1 \) and \( k_2 \) respectively. Then the space \( \mathcal{H} = \mathcal{H}_1 + \mathcal{H}_2 \) with norm:

\[ \| f \|_{\mathcal{H}}^2 := \min_{f = f_1 + f_2, f_1 \in \mathcal{H}_1, f_2 \in \mathcal{H}_2} \{ \| f_1 \|_{\mathcal{H}_1}^2 + \| f_2 \|_{\mathcal{H}_2}^2 \} \]

is an RKHS with kernel \( k = k_1 + k_2 \).

Equipped with this proposition, we can now prove Proposition 8.

Proof of Proposition 8. Taking an arbitrary path \( l_j \), for \( j \in \{1, \ldots, h_i\} \), where \( h_i \) is the length of path \( l_i \) and \( h_i \leq M \). From Proposition 12, we have \( f_i \in \mathcal{H}_i \), where \( \mathcal{H}_i \) is a RKHS with kernel \( k_i \). Due to the additive assumption in Equation (4), \( \mathcal{H}_i \) and \( \mathcal{H}_k \) share only zero function by construction, that is \( \mathcal{H}_i \cap \mathcal{H}_i \cap \mathcal{H}_i \cap \{0\} \), for all \( j \neq k \), we have:

\[ \| f_i \|_{k_i}^2 = \sum_{j=1}^{h_i} \| f_{ij} \|_{k_{ij}}^2 \leq h_i \tilde{B} \leq M \tilde{B}. \]

By Definition 2, \( \| f_T \|_{k_T}^2 \leq M \tilde{B} \).

Since the regret bound requires the bound of the tail sum of operator spectrum of \( k_T \), we will need the following lemma.

**Lemma 13** (Weyl’s inequality [37]). If \( A_1, A_2, \) and \( A_3 \) are Hermitian \( n \times n \) matrices with \( A_i = A_1 + A_2 \), we denote the eigenvalues of \( A_1, A_2, A_3 \) by \( \{\alpha_1^{(1)}, \ldots, \alpha_n^{(1)}\}, \{\alpha_1^{(2)}, \ldots, \alpha_n^{(2)}\}, \{\alpha_1^{(3)}, \ldots, \alpha_n^{(3)}\} \) respectively, and eigenvalues of \( A_1, A_2, A_3 \) are listed in decreasing order: \( \alpha_1^{(1)} \geq \cdots \geq \alpha_n^{(1)}, \alpha_1^{(2)} \geq \cdots \geq \alpha_n^{(2)}, \alpha_1^{(3)} \geq \cdots \geq \alpha_n^{(3)} \), then \( \alpha_{i+j-1}^{(3)} \leq \alpha_i^{(1)} + \alpha_j^{(2)} \), whenever \( i + j - 1 \leq n \).

To generalize Lemma 13 to the Gram matrix of an Add-Tree covariance function \( k_T \), firstly we use a different notation to list the covariance functions defined on the vertices of \( T \). Let \( k_{T}^{(h,j)} \) be a covariance function defined on the continuous variables at the \( j \)-th vertex in the \( h \)-th level of \( T \), \( n_h \) be the number of vertices in the \( h \)-th level of \( T \), \( K_T \) be the Gram matrix of \( k_T \), \( \{\lambda_1, \ldots, \lambda_n\} \) be the eigenvalues of \( K_T \) with \( \lambda_1 \geq \cdots \geq \lambda_n \), \( K_T^{(h,j)} \) be the Gram matrix of \( k_T^{(h,j)} \), \( \{\lambda_1^{(h,j)}, \ldots, \lambda_n^{(h,j)}\} \) be the eigenvalues of \( K_T^{(h,j)} \) with \( \lambda_1^{(h,j)} \geq \cdots \geq \lambda_n^{(h,j)} \), where \( \sum_{j=1}^{M} n_h(j) = n \) for all \( h \in \{1, \ldots, M\} \) by the additive assumption in Equation (4) and the construction of \( k_T \) in Definition 2. The collection of \( k_T^{(h,j)} \) is a regular set, instead of a multiset, because different levels of \( T \) cannot share variables.

**Proposition 14.** For all \( k_h \in \mathbb{N} \) such that \( 1 + \sum_{i=1}^{M} k_i \leq n \), we have:

\[ \lambda_1 + \sum_{i=1}^{M} \lambda_i \leq \sum_{h=1}^{M} \lambda_{1+h}. \]

where \( \{\lambda_1^{(h)}, \ldots, \lambda_n^{(h)}\} \) is the union of eigenvalues of all covariance functions in the \( h \)-th level of \( T \) with \( 1^{(h)} \geq \cdots \geq \lambda_n^{(h)} \).

To illustrate Proposition 14, recall in Equation (9), the Gram matrix of \( k_T \) is decomposed into two parts:

\[ K_T = K_{T(1)} + K_{T(2,1)} + K_{T(2,2)}, \]

The union of eigenvalues of covariance functions in the second level of \( T \) is the union of eigenvalues of \( K_{T(2,1)} \) and \( K_{T(2,2)} \). In general, the deeper the level in \( T \), the sparser the decomposed Gram matrix.

Equipped with the above propositions, we can now prove our main theoretical result.

Proof of Proposition 10. Explicit bounds on the eigenvalues of the squared exponential kernel w.r.t. the Gaussian covariate distribution \( N(0, (a \theta)^{-1} I_d) \) have been given in [38]. For a \( d \) dimensional squared exponential kernel, we have:

\[ \lambda_\Delta \leq c_d B^{s/d}, \]

where \( c, B \) are only dependent on \( a, d \) and kernel’s length-scales \( \theta \). As pointed out in [2], the same decay rate of \( \lambda_\Delta \) holds w.r.t uniform covariate distribution. From Theorem 9, bound \( \gamma_T \), we only need to bound \( B_{k_T}(T_\Delta) \), the tail sum of the operator spectrum of \( k_T \). By Proposition 14, we have:

\[ B_{k_T}(T_\Delta) = \sum_{s>T_\Delta} \lambda_s \leq \sum_{s>T_\Delta} \sum_{h=1}^{M} \lambda_{s|M}^{(h)}. \]

8. The standard numerical method shows \( \frac{1}{2} \lambda_\Delta \) (the \( s \)-th eigenvalue of the Gram matrix) will converge to \( \lambda_\Delta \) (the \( s \)-th eigenvalue of the corresponding kernel) in the limit that the number of observations goes to infinity [11]. It can be expected that \( \lambda_\Delta < \lambda_\Delta \) given a large number of observations.
Let $s_+ = \lfloor s/M \rfloor, T_+ = \lfloor T_*/M \rfloor$, then
\[
B_{k^*}(T_*) \leq M \sum_{s_+ > T_+}^{M} \lambda^{(h)}_{s_+} \leq M \sum_{s_+ > T_+}^{M} c^d B^1_{s_+} \leq M^2 c^d \int_{T_+}^{\infty} \exp(s_+^{1/d} \log B) ds_+. \tag{21}
\]

To simplify the above integral, let $\alpha = -\log B$ and substitute $t = \alpha s_+^{-1/d}$, then $ds_+ = \frac{d}{\alpha} t^{-1/d - 1} dt$, we have:
\[
B_{k^*}(T_*) \leq \frac{M^2 \beta \alpha d}{\alpha^d} \int_{\alpha T_+^1/d}^{\infty} e^{-\alpha s_+^{-1/d} - 1} dt = \frac{M^2 \beta \alpha d}{\alpha^d} \Gamma(\beta, \alpha T_+^{1/d}). \tag{22}
\]

where $\Gamma(d, \beta) = \int_{\beta}^{\infty} e^{-t} t^{-d+1} dt$ is the incomplete Gamma function \([38]\) and using $\Gamma(d, \beta) = (d-1)! e^{-\beta} \sum_{k=0}^{\beta} \beta^k/k!$, let $\beta = \alpha T_+^{-1/d}$, we have:
\[
B_{k^*}(T_*) \leq \frac{M^2 \alpha d}{\alpha^d} e^{-\alpha} \sum_{k=0}^{\beta} \frac{\beta^k}{k!}. \tag{23}
\]

Plugging Equations \((24)\) and \((25)\) into Equation \((23)\), we have:
\[
B_{k^*}(T_*) = O(\tilde{d}! M^2 g(t)^d e^{-\beta \tilde{d}^2 - 1}). \tag{24}
\]

Plugging the bound for $B_{k^*}(T_*)$ into $S_2$, we obtain the bound for $S_2$:
\[
S_2 = O\left( (1 - \frac{r}{T}) (\tilde{d}! M^2 (T^d + 1) (g(t)^d \frac{1}{(T^d + 1) \log T}) \times \tilde{d}^2 (\log T)^{d-1} \log T) \right)
\]
\[
= O\left( (1 - \frac{r}{T}) (\tilde{d}! M^2 g(t)^d \tilde{d}^2 (\log T)^{d-1}) \right). \tag{27}
\]

Since $g(t) > 1$ and is an increasing function, $S_2$ dominates $S_2$, let $r = T$, we obtain the bound for $\gamma_T$:
\[
\gamma_T = O\left( (\tilde{d}! M^2 g(t)^d \tilde{d}^2 (\log T)^{d-1}) \right).
\]

To obtain the regret for Matérn case, we follow the proof in \([38]\) and \([25]\), and have bounds on the eigenvalues of the Matérn covariance function w.r.t. bounded support measure $\mu_T$, $\lambda_{\nu|\mu_T} \leq C(1 + \delta) s^{-(2\nu+d)/d} \forall s > s_0$.

Similar to Equation \((21)\) in Proposition \([10]\) we have:
\[
B_{k^*}(T_*) \leq M^2 B_k(T_+). \tag{28}
\]

where $B_k(T_+)$ is derived in \([25]\),
\[
B_k(T_+) = O(g(t)^d \tilde{d}^2 (\log T) \tilde{d}^2 (\log T)^{d-1}).
\]

As with \([2]\), we choose $\tau = \nu d / (2 \nu + \tilde{d} (1 + \tilde{d}))$, $T_+ = (T_{n_T})^\eta (\log(T_{n_T}))^{-\eta}$, where $\eta = d / (2 \nu + d)$, and obtain the bound for $\gamma_T$:
\[
\max_{r=1, \ldots, T} \left( MT_+ \log(r_{n_T} T_+ (1 - r/T)) \times (M^2 g^2 \nu + \tilde{d} T_+ (1 - \nu d / (2 \nu + d)) \tilde{d} T_+ + 1) \log(T) \right) + O(T^1 - \tilde{d}) \tag{29}
\]

Since the inner part of Equation \((29)\) is a concave function w.r.t. $r$, we can obtain its maximum easily. By setting the derivative of the inner part Equation \((29)\) w.r.t. $r$ to be zero, we have
\[
\gamma_T = O(M^2 g^2 (1/r T_{n_T})^{\nu ((2 \nu + d) / (2 \nu + d))} T_+ (1 - \nu d / (2 \nu + d)) \log(T)^{d / (2 \nu + d)}). \tag{30}
\]

Proposition \([11]\) follows from Proposition \([10]\) and Theorem \([7]\).

Proof of Proposition \([11]\). The first part of Equation \((14)\) can be bounded using a constant and we only need to bound the second term $\sqrt{\sum_{i} I_{b_i}(y_i, f)}$. From Equation \((11)\), $I_{b_i}(y_i, f)$ can be bounded by the maximum information gain $\gamma_{I_i}$, which has been given in Proposition \([10]\). Combine with Theorem \([7]\) using the RKHS bound of a tree-structured function in Proposition \([8]\) we obtain bounds of the cumulative regret of our proposed Add-Tree covariance function when each covariance function defined on vertices in $T$ is a squared exponential kernel or a Matérn kernel. \(\square\)
**APPENDIX B**

**IMPLEMENTATION DETAILS**

The most important part in our implementation is a linear representation for the tree structure and observations in a tree-structured parameter space using breadth-first search (BFS). When BFS encounters a node, the linearization routine adds a tag, which is the rank of this node in its siblings, in front of the variable associated with this node, and this tag will be used to construct the delta kernel in Algorithm 1. Figure 7 shows the liner representation corresponding to the tree structure in Figure 1.

![Fig. 7. Linear representation of the tree structure corresponding to Figure 1](image)

When linearizing an observation, we modify the tag in Figure 7 using the following rules:

- If a node is not associated with a continuous parameter, its tag is changed to a unique value.
- If a node doesn’t in this observation’s corresponding path, its tag is changed to a unique value.
- Otherwise, we set the values after this tag to be the sub-parameter restricted to this node.

For example, the linear representation of an observation $(0.1, 0.2, 0.3, 0.4)$ falling into the left path is shown in Figure 8 and the linear representation of an observation $(0.5, 0.6, 0.7, 0.8, 0.9)$ falling into the right path is shown in Figure 9.

![Fig. 8. Linear representation of an observation $(0.1, 0.2, 0.3, 0.4)$ falling into the lower path corresponding to Figure 1](image)

![Fig. 9. Linear representation of an observation $(0.5, 0.6, 0.7, 0.8, 0.9)$ falling into the upper path corresponding to Figure 1](image)

Based on this linear representation, it is now straightforward to compute the covariance function, which is constructed in Algorithm 1 between any two observations. We note the dimension of such a linear representation has order $O(d)$, where $d$ is the dimension of the original parameter space, thus there is little overhead compared with other covariance functions in existing GP libraries.