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Abstract

Burgers’ equation is a well-studied model in applied mathematics with connections to the Navier-Stokes equations in one spatial direction and traffic flow, for example. Following on from previous work, we analyse solutions to Burgers’ equation in the complex plane, concentrating on the dynamics of the complex singularities and their relationship to the solution on the real line. For an initial condition with a simple pole in each of the upper- and lower-half planes, we apply formal asymptotics in the small- and large-time limits in order to characterise the initial and later motion of the singularities. The small-time limit highlights how infinitely many singularities are born at $t = 0$ and how they orientate themselves to lie increasingly close to anti-Stokes lines in the far field of the inner problem. This inner problem also reveals whether or not the closest singularity to the real axis moves toward the axis or away. For intermediate times, we use the exact solution, apply method of steepest descents, and implement the AAA approximation to track the complex singularities. Connections are made between the motion of the closest singularity to the real axis and the steepness of the solution on the real line. While Burgers’ equation is integrable (and has an exact solution), we deliberately apply a mix of techniques in our analysis in an attempt to develop methodology that can be applied to other nonlinear partial differential equations that do not.
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1. Introduction

Studying solutions of nonlinear partial differential equations (pdes) in the complex plane is a fascinating topic. Here we are interested in Burgers’ equation,

\begin{equation}
\begin{aligned}
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} &= \mu \frac{\partial^2 u}{\partial x^2}, \quad x \in \mathbb{R}, \quad t > 0, \\
u(x, 0) &= u_0(x), \quad x \in \mathbb{R},
\end{aligned}
\end{equation}

where $\mu > 0$. It is known in the case $\mu = 0$ that solutions to Burgers’ equation can become increasingly steeper and evolve to form shocks in finite time, caused by (branch-point) singularities of the solution in the complex plane $x \in \mathbb{C}$, evolving towards and then ultimately touching the real axis. These observations were explored by Bessis & Fournier \cite{1,2}, for example, who analysed the solution in the complex plane as a way of understanding the blow-up of the (slope of the) solution on the real line. For $\mu > 0$, there is no such blow-up, since the steepening of the solution is overwhelmed by diffusion. In this regime, insight into the behaviour of solutions in the complex plane has been progressed using a combination of analytical and numerical means \cite{1–8}. These ideas will be continued in this work and expanded upon, with our primary focus being the evolution of singularities in the solution of (1) in the complex plane, and how these singularities affect the solution on the real line.

In terms of applications, Burgers’ equation is a very well studied prototype model that demonstrates a competition between nonlinear wave steepening due to advection and linear smoothing due to diffusion. It can be thought of as a
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crude simplification of the Navier-Stokes equations in one spatial dimension in the absence of a pressure gradient or body force. In this context, $u$ is fluid velocity and $\mu$ is the fluid viscosity (we shall continue to refer to $\mu$ as the viscosity and the $\mu = 0$ equation as the inviscid model). Alternatively, Burgers’ equation is considered as a simple model for traffic flow, again in one spatial direction. In this case, if $\rho$ is the density of the traffic, then a reasonable constitutive relationship is that the flux is $\rho(1 - \rho) - \mu \rho \dot{x}$, where here $\mu$ is a measure of how traffic slows due to a gradient in traffic ahead. Conservation of mass, together with a change of variable $u = 1 - 2\rho$, leads to Burgers’ equation.

An obvious advantage of studying Burgers’ equation (1) is that it has an exact solution,

$$u(x, t) = \frac{\int_{-\infty}^{\infty} \frac{x - s}{t} \exp \left\{ -\frac{1}{2\mu} \left[ \int_{0}^{t} u_0(\xi) \, d\xi + \frac{(x - s)^2}{2t} \right] \right\} \, ds}{\int_{-\infty}^{\infty} \exp \left\{ -\frac{1}{2\mu} \left[ \int_{0}^{t} u_0(\xi) \, d\xi + \frac{(x - s)^2}{2t} \right] \right\} \, ds}, \quad (2)$$

derived by relating (1) to the heat equation through the Cole-Hopf transformation [9][10]. Therefore, strictly speaking, we can compute the solutions at any $x$ and $t$, including complex values of $x$. However, numerical evaluation of the integrals in (2) poses significant challenges in the complex plane, for example near singularities, or in various parameter combinations for which the integrands are highly oscillatory, including small $t$ and $\mu$ and values of $x$ far from the real axis. Therefore we shall also resort to asymptotic and other techniques to explore the evolution in the complex plane. Furthermore, while Burgers’ equation (1) may have an exact solution, most other nonlinear pdes do not, and we are therefore motivated to employ techniques that can generalise to other nonlinear models.

It is easy to see that singularities of solutions to (1) in the complex plane must be simple poles. Suppose such a singularity occurs at $z = s(t)$ (where we replace the variable $x$ with $z$ to emphasise that it is complex), with

$$u(z, t) \sim \frac{a(t)}{(z - s(t))^b} \quad \text{as} \quad z \to s(t), \quad (3)$$

then, provided $b$ is not 0 or $-1$, to leading order the dominant balance in (1) comes from $uu_t$ and $\mu uu_{xt}$, which implies $b = 1$ and $a(t) = -2\mu$. That is, all singularities are simple poles with residues $-2\mu$ (this result is a step towards the claim that Burgers’ equation possesses the Painlevé property for pdes [11]). By including a correction term, this argument can be extended to show

$$u(z, t) \sim -\frac{2\mu}{z - s(t)} + \frac{ds}{dt} \quad \text{as} \quad z \to s(t). \quad (4)$$

For the other relevant case, namely $b = -1$ in (3), the leading-order balance involves only $u_t$ and $\mu uu_{xt}$, corresponding to simple zeros.

In their early study, Bessis & Fournier [1][2] considered solutions of (1) using the cubic initial condition $u(x, 0) = 4x^3 - x/t$, where $t > 0$ is the blow-up time for the corresponding solution when $\mu = 0$. Their work for $\mu > 0$ was later extended in some detail by Senouf [3][4] using the same initial condition, giving much deeper understanding of the dynamics of the poles, especially in the limiting case $\mu \ll 1$. Following early work by Sulem et al. [12], both Caffisch et al. [5] and Weideman [6] consider the qualitatively similar initial condition $u(x, 0) = -\sin(x)$ and study the resulting complex singularities using a variety of analytical and numerical approaches. While all of the above studies are certainly complicated in many respects, these two initial conditions lead to a slightly less challenging analysis in the sense that the resulting singularities are confined to the imaginary axis for all time (due to the initial data – and hence the solution for all $t$ – being odd in $x$), simplifying some of the tools required for progress to be made. Moreover, these initial conditions are both entire functions, meaning that all poles come in from infinity at $t = 0$ and evolve towards the real axis (before turning around and moving away). As such, these studies avoid dealing with singularities emerging from within the plane at $t = 0$.

These considerations motivate us to consider a specific initial condition whose analytic continuation is not an entire function and can serve as a prototype for more general initial conditions. One reason for this interest in initial conditions which are not entire is that infinitely many poles will emerge from the singularities of the initial condition, and this situation has attracted much less interest in the literature. An obvious choice is an initial condition with a single simple pole in each of the lower and upper halves of the complex plane, giving

$$u(x, 0) = u_0(x) = \frac{1}{1 + x^2}, \quad (5)$$
which has simple poles at $x = \pm i$. Our work complements that of Chapman et al. [7] who consider the same initial condition (5) and apply exponential asymptotic methods to the study of the resulting solution $u(x,t)$ in the complex plane in the limit $\mu \to 0^+$, both with and without reference to the exact solution (2). Our work here differs from these authors in a number of ways. While Chapman et al. [7] study (1) with (5) in considerable detail, their primary focus was on the limit $\mu \to 0^+$ and the associated near-shock behaviour, which we avoid. In contrast, our concern is for a wide range of values of viscosity $\mu$, in particular the case $\mu = O(1)$. Having said that, we shall present some results for the case $\mu \ll 1$ that complement those for $\mu = O(1)$. Note that the emergence of infinitely many singularities from one initial singularity is a phenomenon of more general interest in the study of nonlinear pdes and moving-boundary problems, and is, for example, reminiscent of problems associated with Hele-Shaw flow [13–15].

The inviscid version of (1) (i.e., with $\mu = 0$), together with (5), is straightforward to solve using the method of characteristics. On the real line, the solution profile steepens until a shock forms at $(x, t_\mu)$ for the case $\mu > 1$ that complement those for $\mu = O(1)$. Having said that, we shall present some results for the case $\mu \ll 1$ that complement those for $\mu = O(1)$. Note that the emergence of infinitely many singularities from one initial singularity is a phenomenon of more general interest in the study of nonlinear pdes and moving-boundary problems, and is, for example, reminiscent of problems associated with Hele-Shaw flow [13–15].

Analysis of these equations leads to a quartic polynomial and indicates that the solution has two branch points in each of the upper and lower half planes. The two branch points that are closest to the real axis move towards this axis and then touch it at precisely the time that the shock forms on the real line, namely $(x_s, t_s)$, where we also show that, for small time, the two branch points in the upper-half plane leave $z = i$ as

$$z_i \sim i \pm (1-i)t_\mu, \quad t \to 0^+.$$  \hspace{1cm} (7)

It is well known that for $\mu > 0$, the shock is regularised so that the viscous solution exists for all time $t > 0$. This regularisation is illustrated graphically in figure 1. Figure 1(a) is for $\mu = 0.1$, which is a representative small value of $\mu$. The solution of (1) with (5) is provided by (black) solid curves for four times $t = 0, 8\sqrt{3}/9, 5,$ and 10. While the profile begins to steepen as time increases from $t = 0$, there comes a time at which it begins to flatten. Clearly the solution continues to exist for $t > 8\sqrt{3}/9$, which is the time that the shock forms for $\mu = 0$. For comparison, the solution with $\mu = 0$ at $t = 8\sqrt{3}/9$ is also included as a (red) dashed curve. Figure 1(b) is for a considerably larger value of viscosity, namely $\mu = 1$. Here the solution does not steepen at all, but flattens out immediately after $t = 0$, quickly resembling a slightly distorted Gaussian curve. In the complex plane, where singularities for $\mu > 0$ must be simple poles, the effect of this regularisation is that for $\mu = 0.1$ the closest pole to the real axis will initially move towards the axis but, unlike in the $\mu = 0$ case, subsequently will be redirected away from the real axis. On the other hand, for the larger value $\mu = 1$, the closest pole to the real axis will immediately and forever move further away from the axis. We will discuss this phenomenon in detail in this work.

The outline of the paper is as follows. In section 2 we illustrate the exact solution of (1), (5) in the complex plane with phase portraits and analytical landscapes. These results illustrate the singularity structure, which involves an array of poles in each quadrant that appears to continue indefinitely in the far field. Section 3 is devoted to a rather comprehensive small-time analysis, which involves an inner region near the pole at $z = i$ (and an identical reflection near $z = -i$). We are able to solve the inner problem exactly and show how the array of poles tends to line up on the anti-Stokes lines in the far field (of the inner problem). In section 4 we focus on tracking the closest pole to the axis and make connections with the steepness of the solution on the real line. We note the closest pole is typically the one of primary interest in applications as its distance to the real line determines the analyticity width of the solution [5] [12]. Section 5 summarises the large-time solution behaviour, with a focus on the pattern of poles for late times. Some of the analysis at the end of Section 5 applies also for $t = O(1)$. We are therefore able to provide a reasonably thorough understanding of the singularity dynamics across all time scales. Section 6 briefly explores how well a rational approximation works for this problem, using the AAA algorithm as an example. Many of our calculations and numerical results throughout the paper are supported by further details in the Appendix and Supplementary Material. Finally, we close the paper in section 7 with a summary of the key points and a discussion about future work. We mention issues that arise when the initial condition (5) is replaced by one that has branch-point singularities and include a preliminary outline of the corresponding small-time asymptotics in the Appendix.

All code to reproduce the numerical results in this work is available on Github.
2. Exact solution with \( u_0(x) = 1/(1 + x^2) \)

Burgers’ equation (1) can be linearised using the Cole-Hopf transformation [9, 10], transforming it into the heat equation. The solution is derived by setting \( u = -2\mu v_x/v \), where \( v(x,t) \) solves

\[
\frac{\partial v}{\partial t} = \mu \frac{\partial^2 v}{\partial x^2}, \quad v(x,0) = \exp\left\{ -\frac{1}{2\mu} \int_0^x u_0(\xi) \, d\xi \right\}, \quad x \in \mathbb{R}, \quad t > 0.
\]  (8)

Using the Fourier transform to solve (8) for \( v \) and rewriting in terms of \( u \), we find (2). With the initial condition (5), equation (2) becomes

\[
u(z,t) = \frac{1}{\sqrt{2\pi\mu t}} \int_{-\infty}^{\infty} \exp\left\{ -\frac{1}{2\mu} \left[ \arctan s + \frac{(z-s)^2}{2t} \right] \right\} ds,
\]  (9)

where we now replace \( x \) by \( z \) to emphasise that this solution remains valid in the complex plane.

The integrals in (9) are computed using a combination of Gauss-Hermite and Gauss-Legendre quadrature [16, 17] in Julia [18] through the FastGaussQuadrature.jl package [19]. A key step is to first make the change of variable \( s = 2\sqrt{\mu t} + z \) and then attempt to shift the contour on to the real \( \bar{s} \)-axis. For \( |\text{Im}(z)| > 1 \), the contour must be deformed around a branch point at \( \bar{s} = (i-z)/2\sqrt{\mu t} \). Further details are provided in the Supplementary Material. We note that the expressions derived in the Supplementary Material involve some highly oscillatory integrals, which could be evaluated using for example the methods presented by Deaño et al. [20], although we naively apply Gauss-Legendre quadrature to such integrals; there will be some issues in our evaluation around the lines \( \text{Im}(z) = \pm 1 \) (which turn out to be the Stokes lines in the limit \( t \to 0^+ \)), although none too severe as we find throughout this paper that our numerical evaluations match the asymptotics of the solution extremely well.

In figure 2 we plot the solution (9) for \( \mu = 0.1 \) at various times. We restrict our attention here to the upper-half \( z \)-plane, remembering that the lower-half plane is a reflection about the real axis. For each time shown, in the left image we use phase portraits to visualise the solutions, with the phase of the solution at each point, \( \arg(u(z,t)) \), being used to colour each point [21, 22]. The colour wheel we use is given in figure 3. The right image for each time displays the analytical landscape of the solution, which uses the height at each point to represent the magnitude of the solution at the point. For what follows, it is worth remembering that in a phase portrait a simple zero will appear locally like the colour wheel in figure 3, up to a rotation, while a simple pole will look similar except that the colours will be in reversed order as the pole is circumnavigated.

For each of the four times considered in figure 2, it is clear from closely inspecting the phase portraits and analytical landscapes that there is an array of poles in each of the first and second quadrants, and that every pole has a simple...
zero in close proximity (the zeros in the first quadrant lie immediately to the right of the poles, while the zeros in the second quadrant lie slightly below and to the left of the poles). Our hypothesis is that there are infinitely many poles (and zeros) in each array and that these all emerge from \( z = i \) at \( t = 0 \) (an idea we explore in more detail in section 3).

It seems clear from these images that all of these poles (and zeros) appear to be moving further away from \( z = i \) and, furthermore, become increasingly separated, as time increases. Crucially, for this small value of viscosity, the closest singularity to the real axis, which we label \( z = s_0^{(1)}(t) \) (indicated by the white arrow), sits in the first quadrant and appears to be moving closer to the real axis for these times. The fourth time considered in this figure is \( t = 8 \sqrt{3}/9 \), which is the time at which blow-up would occur for \( \mu = 0 \). Here, for \( \mu = 0.1 \), we see that this pole has not reached the real axis, as expected. For larger times (not shown here), we find that this closest pole \( z = s_0^{(1)}(t) \) changes its trajectory, beginning to move further away from the real axis. We discuss this behaviour further in section 4.

The images in figure 4 show the solution for a larger value of viscosity, namely \( \mu = 1 \). Again, it is clear that, at the earliest time \( t = 0.1 \), there is an infinite array of simple poles (and associated simple zeros) in each of the first and second quadrants. For the three subsequent times, the scale of the plots makes it more difficult to see the pattern, but again each of the poles appears to be moving away from \( z = i \) as time increases, although the separation distance between them is larger for \( \mu = 1 \) when compared to \( \mu = 0.1 \). One significant difference from figure 2 is that for \( \mu = 1 \) the closest singularity to the real axis, \( z = s_0^{(1)}(t) \) (indicated by the white arrow), appears to propagate so that it immediately moves further away from the real axis (i.e., it does not appear ever to move closer to the real axis).

In summary, these results suggest that at \( t = 0 \) infinitely many simple poles are born at \( z = i \) and, for \( t \ll 1 \), appear
to align themselves in a sequence with increasing distance from \( z = i \). For a sufficiently small value of \( \mu \), the closest pole to the real axis, \( z = \Re(s)^{(1)}(t) \), moves towards the axis and then eventually changes its direction and moves away from the real axis. For a sufficiently large value of \( \mu \), the closest pole to the real axis simply moves away from the real axis. These observations suggest there is a borderline case (for \( \mu \) somewhere between 0.1 and 1) in which the closest pole initially moves in the positive \( z \)-direction. We address this issue in the following section. Further, we explore how fast the poles are moving away from \( z = i \) in the small-time limit and what their precise pattern is, including their location and separation distance.

3. Small time analysis, \( t \ll 1 \)

In this section we provide a comprehensive analysis of the solution of (1) with (5) in the small-time limit, focussing on the initial motion of the solutions’ singularities.

3.1. Naive expansion for the outer problem

To begin, we assume the naive expansion

\[ u(x, t) \sim u_0(x) + tu_1(x) + t^2u_2(x) + \ldots, \quad t \to 0^+. \]

By substituting (10) into the pde (1), we obtain

\[ (u_1 + u_0 u_0') + (u_0' u_1 + u_0 u_1') t + \ldots = \mu (u''_0 + tu''_1 + \ldots). \]

Using our initial condition (5), we find

\[ u_1(x) = \frac{2(-\mu + x + 3\mu x^2)}{(1 + x^2)^3}, \]

\[ u_2(x) = \frac{60\mu^2 x^4 - 32\mu x + 48\mu x^3 - x^2(120\mu^2 - 7) + 12\mu^2 - 1}{(1 + x^2)^5}. \]
complex plane. In our case, the singularities are at $z = \pm i$. Therefore, we expect an (optimally truncated) expansion (10) to apply not only on the real axis, but also as we move out to the complex plane, at least sufficiently far away from $z = \pm i$ (we refine this claim below in subsection 3.3). Indeed, note that, as $z \to i$,

\[
\begin{align*}
 u_0 &\sim -\frac{i}{2} + \frac{1}{4} + \frac{i}{8}(z - i), \\
u_1 &\sim \left(-\frac{1}{4} - \mu\right) \frac{1}{(z - i)^3} - \frac{i}{8(z - i)^2}, \\
u_2 &\sim \left(\frac{1}{4} - \frac{5\mu}{2} - 6\mu^2\right) \frac{1}{(z - i)^3}.
\end{align*}
\]

As expected, the repeated double differentiation needed to calculate the terms in the expansion has led to singularities that are two orders higher in each case. Therefore, the expansion (10) is no longer well ordered where $u_0 = O(t^0)$, namely where

\[
\xi = \frac{z - i}{\mu^{1/2}} = O(1).
\]

Hence, in the distinguished limit $z \to i$, $t \to 0^+$, we have

\[
u \sim \frac{1}{\mu^{1/2}} \left[-\frac{i}{2\xi} + \left(-\frac{1}{4} - \mu\right) \frac{1}{\xi^3} + \left(\frac{1}{4} - \frac{5\mu}{2} - 6\mu^2\right) \frac{1}{\xi^3} + \cdots \right] + \frac{1}{4} \frac{i}{8\xi^2} + \cdots + t^{1/2} \left[\frac{i}{8\xi} + \cdots\right].
\]

Therefore, for $\xi = O(1)$, we write

\[
u = \frac{1}{\mu^{1/2}} \Phi(\xi, t),
\]

and thus (16) provides far-field conditions for $\Phi$ as we discuss below.

Note that the exact solution (9) can also be used to analyse (1) in the limit $t \to 0^+$ using the method of steepest descents. We very briefly summarise this approach in Appendix A (and include further details in the Supplementary Material).

3.2. Inner region $(z - i)t^{1/2} = O(1)$

To continue our analysis, we consider the inner region $\xi = O(1)$, where $\xi$ is defined in (14). We write (17) so that (1) can be rewritten exactly as

\[	l \frac{\partial \Phi}{\partial t} - \frac{1}{2} \frac{\partial^2 \Phi}{\partial \xi^2} + \Phi \frac{\partial \Phi}{\partial \xi} - \mu \frac{\partial^2 \Phi}{\partial \xi^2} = 0.
\]

For $t \ll 1$, we assume that

\[
\Phi(\xi, t) \sim \Phi_0(\xi) + t^{1/2} \Phi_1(\xi) + \cdots \quad \text{as} \quad t \to 0^+,
\]

where this $t^{1/2}$ scaling comes from (16). From (18) we find

\[
\begin{align*}
O(1) : &\quad -\frac{i}{2} \Phi_0 - \frac{i}{2} \xi \Phi_0' + \Phi_0 \Phi_0' = \mu \Phi_0'', \\
O(t^{1/2}) : &\quad -\frac{1}{2} \Phi_1 + \Phi_0 \Phi_0' + \Phi_0 \Phi_0' = \mu \Phi_1'.
\end{align*}
\]

where primes indicate derivatives in $\xi$. The far-field conditions, namely

\[
\Phi_0 \sim -\frac{i}{2\xi} + \left(-\frac{1}{4} - \mu\right) \frac{1}{\xi^3} + \left(\frac{1}{4} - \frac{5\mu}{2} - 6\mu^2\right) \frac{1}{\xi^3}, \quad \Phi_1 \sim \frac{1}{4} \frac{i}{8\xi^2}, \quad \text{as} \quad \xi \to -i\infty,
\]

come from the inner limit (16) of the outer problem. The limit is taken as $\xi \to -i\infty$ so that the solution matches back onto the real line. Note that, while we write out the problem here for $\Phi_1$, we only consider the leading-order solution for $\Phi_0$ in what follows.
3.2.1. Exact solution to leading-order problem

Integrating (19) once and enforcing the leading-order condition from (21), namely

$$\Phi_0 \sim -\frac{i}{2\xi} \quad \text{as} \quad \xi \to -i\infty,$$

(22)
gives

$$\Phi_0^2 - \xi \Phi_0 = 2\mu \Phi_0' + \frac{i}{2}. \quad (23)$$

We note that (23) was also stated (but not analysed) in the appendix of Chapman et al. [7]. This Riccati equation can be solved exactly, again subject to (22), to give

$$\Phi_0(\xi) = \frac{1}{2} \sqrt{2\mu} \frac{U\left(\frac{i}{4\mu} + i\frac{\xi}{\sqrt{2\mu}}, \frac{i}{2}\right)}{U\left(-\frac{1}{2} - i\frac{\xi}{4\mu}, \frac{i}{2}\right)}, \quad (24)$$

where $U$ is a parabolic cylinder function. Some details of this derivation are provided in Appendix B, along with a description of how we compute $U(a, z)$ for a given pair $(a, z)$ using the HypergeometricFunctions.jl package in Julia [23]. Further, we apply a Liouville-Green (WKB) argument to confirm in Appendix B that imposing (22) represents two boundary conditions, as required.

In figure 5(a)–(d) we plot phase portraits of the inner solution (24) for the four values $\mu = 0.1, 0.5, 1$ and 2. Then in figure 5(e)–(h) we show equivalent portraits for $u(z, t)$, via (9), which are drawn by zooming in close to $z = i$ for a very small value of time, $t = 10^{-6}$. We see that the solution for the inner problem is virtually indistinguishable from the exact solution for these values of $\mu$. This comparison provides very strong evidence that the inner solution is correct. (We note that figure 5(d) was computed with arbitrary precision, using the ArbNumerics.jl package in Julia which calls into the Arb C library [24, 25], as the portrait could not be fully resolved using double precision.)

Figure 5: (a)–(d) Phase portraits of $\Phi_0(\xi)$ in (24) for $\mu = 2, 1, 0.5$ and 0.1. (i)–(l) Phase portraits of $u(z, t)$, zoomed in near $z = i$, at the corresponding values of $\mu$ in (a)–(d) at $t = 10^{-6}$ for comparison. The black curves in the top row of plots show the path determined by the asymptotic angles (29) and (31) for the positions of the poles for large $|\xi|$, and the white dots show the position of the poles determined by the transcendental equations (30) and (32).

We make some preliminary observations of the inner solution plotted in figure 5. First, in both the first and second quadrants of the $\xi$-plane, there is an infinite array of poles that appear to approach rays at angles $\text{arg}(\xi) = \pi/4$ and
arg(ξ) = 3π/4 as |ξ| → ∞. Second, we observe from these plots that, in (b)–(d), all poles appear in the upper-half plane, Im(ξ) > 0. Only in (a), for the case µ = 0.1, do we see a pole in the lower-half ξ-plane. Indeed, there appears to be a borderline value µ = µ∗ ≈ 0.1468, below which there is at least one pole in the lower-half ξ-plane. We return to this point below. Third, the colour spread around each pole can be observed to decrease with the value of viscosity µ, supporting the fact that the strength of each pole depends linearly on µ.

3.2.2. Singularities of Φ0

Concentrating on the poles we see in figure 5 if we let ξ, be some pole of Φ0 and write Φ0(ξ) ~ φ−1/(ξ − ξ) + φ0 + φ1(ξ − ξ) as ξ → ξ, then by substituting in (19) we find

\[ \Phi_0(\xi) \sim -\frac{2\mu}{\xi - \xi_0} + \frac{1}{2} \xi + \left(\frac{8\mu - \xi^2 - 2i}{16\mu}\right)(\xi - \xi_0), \quad \text{as } \xi \to \xi_0. \]  

(25)

The analyses leading to figure 5 and the local expansion around simple poles ξ, in (25) allow us to make the following conclusions. Firstly, the strength of these simple poles (the modulus of the residue) is 2μ, implying that each pole’s strength indeed grows in proportion with µ as was suggested from the colour spread in figure 5 around each pole. Secondly, the expansion (25) verifies the existence of simple poles in the solution u with the local behaviour (3); in the z-plane, we see that each pole propagates out from z = i = 0 on a trajectory asymptotic to z = i + t1/2ξ, as t → 0+. This last point makes it clear why it is important to note that there is some borderline value µ = µ∗ ≈ 0.1468, below which there is at least one pole in the lower-half ξ-plane. If we label the ‘lowest’ of these, i.e. the one with the most negative imaginary part, ξ = ξ0, then this implies that for µ < µ∗, the closest pole in the z-plane to the real axis, z = ξ0(t), initially moves towards the real axis as ξ0(t) ~ i + t1/2ξ0 as t → 0+. Indeed, as µ → 0+, it appears that ξ0(t) → 0, so that ξ0(t) ~ i + (1 - i)t/2 in the double limit µ, t → 0+, which matches the motion of the closest branch point for the inviscid problem (7).

This behaviour bears some resemblance to that observed by Senouf [3, 4] for the initial condition u(x, 0) = 4x3 − x/14, whereby poles come in from infinity down the imaginary axis. In that case, there exists some µ = µ∗ such that poles come in towards the real axis and then depart back up the imaginary axis after the shock time for µ < µ∗, but instead depart before the shock time when µ > µ∗.

A last remark is that we need to be careful about these interpretations for large |ξ|. We see that (25) holds for |ξ| > 1 in an increasingly small neighbourhood around ξ = ξ, as we move further into the far field. In this limit the term i(ξ − ξ) balances with ξ, thus (25) becomes unreliable for ξ = ξ + O(|ξ|−1).

3.2.3. Large ξ limit of Φ0

Recall that in order to match back onto the initial condition (5), in the direction of the real z-axis, we enforce (22). The Liouville-Green (WKB) analysis results in Appendix B suggest that in the far field, an exponentially small term C ξ−2/4µ e iξξ/4µ is switched on across the Stokes lines (the switching on of exponentially small terms across Stokes lines is a consequence of Stokes phenomenon and is described by Berry [26] and many others, e.g. [27]). These Stokes lines occur where ξ2/4µ is real and positive [28], namely the positive and negative real ξ-axes. Therefore the far-field behaviour Φ0 ~ −i/2ξ as ξ → ∞ will hold in all of the lower ξ-plane and then even further up to the rays arg(ξ) = π/4 and 3π/4, which represent anti-Stokes lines (where ξ2/4µ is purely imaginary).

In our case we have an exact solution so therefore we can appeal to the far-field asymptotics of parabolic cylinder functions (in Section 12.9 of the Digital Library of Mathematical Functions [29], for example) to give

as |ξ| → ∞, \[ \Phi_0 \sim \begin{cases} \frac{i}{2\Gamma(-i/4\mu)} e^{i\frac{\pi}{8}} e^{-i|\xi|^2/2 \ln|\xi| - 2\ln 2\mu/4\mu} & -5\pi/4 < \arg(\xi) < \pi/4 \\ \xi & \pi/4 < \arg(\xi) < 3\pi/4 \\ \frac{2\sqrt{\pi} i e^{-\pi/8}}{\Gamma(-i/4\mu)} e^{i|\xi|^2/2 \ln|\xi| + 2\ln 2\mu/4\mu} & \arg(\xi) = 3\pi/4 \end{cases} \]  

(26)

where Γ(ξ) is the gamma function. The fact that Φ0 has different leading order asymptotic behaviours in different sectors of the ξ-plane is simply the Stokes phenomenon, and therefore not surprising. However, the observation that
\( \Phi \sim \xi \) in part of the \( \xi \)-plane implies that the inner region does not match out to the initial condition in all directions. From an outer perspective, this corresponds to \( u \sim (z-i)/t \) as \( z \to i \) for \( t \ll 1 \), \( \pi/4 < \arg(z-i) < 3\pi/4 \) (cf. (12)), which holds for \( z \to i \), \( t \ll 1 \), \(-5\pi/4 < \arg(z-i) < \pi/4 \)). Further, a key conclusion is that the solution of (1) with (5) is not asymptotic to \( 1/(1+z^2) \) everywhere in the \( z \)-plane as \( t \to 0^+ \).

In order to approximate the location of the poles of \( \Phi_0 \), we look for zeros of the denominator of (24). Far-field properties of parabolic cylinder functions give (29)

\[
U^{-1/2} \left( -\frac{1}{2} - \frac{i \xi}{4\mu}, (2\mu)^{1/2} \right) \sim \left( \frac{i \xi}{\sqrt{2\mu}} \right)^{1/4\mu} e^{\xi/4\mu} \left[ 1 + \frac{\sqrt{2\pi}i}{\Gamma(-1/4\mu)} \left( \frac{\xi}{\sqrt{2\mu}} \right)^{-1/4\mu} \right], \quad \xi \to \infty \quad \text{first quadrant}.
\]

If we let the term in the square brackets be \( G \), then to locate poles of \( \Phi_0 \) in the far field near \( \arg(\xi) = \pi/4 \), we need to solve \( G = 0 \) asymptotically.

The term \( \Gamma(-1/4\mu) \) is complex whose real and imaginary part must be determined numerically. However, using the result \( |\Gamma(iy)| = \pi/\Gamma(\sinh(\pi y)) \), we can identify the modulus exactly, so that

\[
\frac{1}{\Gamma(-1/4\mu)} = \left( \frac{\sinh(\pi/4\mu)}{4\mu\pi} \right)^{1/2} e^{-i\alpha},
\]

where \( \alpha \) is real (with \( \alpha \to \pi^2/2 \) as \( \mu \to \infty \)). We write \( \xi = |\xi| e^{i\theta} \), then, starting with the first quadrant,

\[
G = 1 + \frac{\sin^{1/2}(\pi/4\mu)}{|\xi|} e^{(-i|\xi|^2 \cos 2\theta + 2\theta)/4\mu} \left[ \cos \left( \frac{|\xi|^2 \sin 2\theta + 2 \ln |\xi| - \ln(2\mu)}{4\mu} + \theta - \frac{\pi}{2} + \alpha \right) \right. \\
\left. - i \sin \left( \frac{|\xi|^2 \sin 2\theta + 2 \ln |\xi| - \ln(2\mu)}{4\mu} + \theta - \frac{\pi}{2} + \alpha \right) \right]
\]

For the imaginary part of \( G \) to vanish, we have

\[
\sin \left( \frac{|\xi|^2 \sin 2\theta + 2 \ln |\xi| - \ln(2\mu)}{4\mu} + \theta - \frac{\pi}{2} + \alpha \right) = o(1),
\]

and, therefore, for the real part of \( G \) to vanish we need

\[
1 - \frac{\sin^{1/2}(\pi/4\mu)}{|\xi|} e^{(-i|\xi|^2 \cos 2\theta + 2\theta)/4\mu} = o(1),
\]

or

\[
\theta \sim \frac{\pi}{4} + \frac{2\mu}{|\xi|^2 + 1} \left( \ln |\xi| - \frac{\pi}{8\mu} - \frac{1}{2} \ln(\sinh(\pi/4\mu)) \right) \quad \text{as} \quad |\xi| \to \infty,
\]

where terms neglected are \( o(|\xi|^2) \). Poles of \( \Phi_0 \) near \( \theta = \pi/4 \) lie approximately on this path. Combining with (27)-(28) gives the transcendental equation

\[
- \frac{|\xi|^2}{2\mu} \tan \left( \frac{|\xi|^2 \cos 2\theta + 2 \ln |\xi| - \ln(2\mu) - \frac{\pi}{4} + \alpha}{4\mu} \right) = \ln |\xi| - \frac{\pi}{8\mu} - \frac{1}{2} \ln(\sinh(\pi/4\mu)),
\]

which provides a means to predict the location of the poles along (29). The very first approximation to this equation gives \( |\xi|^2 \sim 8n\mu\pi \), where \( n \) is an integer, which leads to the asymptotic spacing \( \sqrt{2\mu\pi/n} \) as \( n \to \infty \).

A similar analysis for the poles in the second quadrant, where the poles tend to approach the anti-Stokes line \( \theta = 3\pi/4 \), leads to the expression for \( \theta \) in the second quadrant,

\[
\frac{3\pi}{4} + \frac{2\mu}{|\xi|^2 - 1} \left( - \ln |\xi| - \frac{\pi}{8\mu} + \frac{1}{2} \ln(\sinh(\pi/4\mu)) \right), \quad |\xi| \to \infty,
\]
where we have again neglected terms $o(\varepsilon^{-2})$. Similarly, the modulus $|\xi|$ of each pole in the second quadrant is approximately the solution to the following transcendental equation,

$$|\xi|^2 - 1 = 2\mu \tan \left( \frac{2 \ln |\xi| - |\xi|^2 - \ln(2\mu)}{4\mu} + \frac{\pi}{4} + \alpha \right) = \ln |\xi| - \frac{\pi}{8\mu} - \frac{1}{2} \ln(\sinh(\pi/4\mu)).$$

(32)

The spacing between poles here is also $\sqrt{2\mu\pi/n}$ as $n \to \infty$.

We show the results of this analysis in the first and second quadrants of the $\xi$-plane in Figure 5(a)-(d), using black curves to show the paths (29) and (31), and white dots to indicate solutions to the transcendental equations (30) and (32). Keeping in mind that these results are asymptotic in the limit $|\xi| \to \infty$, we see that the predictions are remarkably accurate, capturing the pole positions very well. This is particularly true for $\mu = 0.5$ and 1, where predictions appear extremely good on the scale of the figure.

3.3. Liouville-Green (WKB) for small time

Very briefly, we outline a crude Liouville-Green (WKB) analysis for small time in order to highlight exponentially small contributions that are switched on across Stokes lines. Away from $z = \pm i$, we can linearise around the initial condition by writing

$$u \sim \frac{1}{1 + z^2} + U(z, t),$$

where our Liouville-Green ansatz is

$$U \sim e^{W_0(z)/i + W_1(z)}.$$

After substituting into Burgers’ equation and gathering terms of order $t^{-2}$ and $t^{-1}$, we find

$$W_0 = \frac{(z + i)^2}{4\mu}, \quad W_1 = -\frac{1}{2} \log(z + i) + \frac{1}{2\mu} \arctan z + \text{constant}.$$

There will be two possible terms, each associated with either the plus or minus signs.

Sticking to the upper-half plane, we therefore see that, away from $z = i$, an exponentially small term of the form

$$K(z - i)^{-1/2} e^{\arctan(z+i)/2\mu} e^{-2z^2/4\mu}$$

switches on across Stokes lines $\text{Im}(z) = 1$ in the limit $t \to 0^+$. These Stokes lines come from setting the singulant $(z+i)^2/4\mu$ to be real and positive. We note that this analysis suggests that we cannot expect the naive outer expansion (10) to apply past the anti-Stokes lines (when the singulant $(z-i)^2/4\mu$ is imaginary), namely when $\pi/4 < \arg(z - i) < 3\pi/4$. This observation is consistent with our conclusion in subsection 3.2.3 that our solution of (1) and (5) does not approach the initial condition $1/(1 + z^2)$ in all parts of the $z$-plane as $t \to 0^+$.

3.4. Summary of small-time behaviour

In summary, a naive series expansion (10) in powers of $t$ breaks down near singularities of the leading-order term, namely at $z = \pm i$. We focus here on the upper plane only, due to symmetry. By expanding out each term near $z = 1$, we arrive at scalings for an inner region (17) and derive matching conditions in the far field of the inner variable $\xi$ defined in (15). The leading-order inner problem for $\Phi_0$ (also posed in the appendix of Chapman et al. (7)) has an exact solution (24) in terms of parabolic cylinder functions, which has an array of simple poles in each of the first and second quadrants of the $\xi$-plane that tend to lie on the anti-Stokes lines $\arg(\xi) = \pi/4$ and $\arg(\xi) = 3\pi/4$ as $|\xi| \to \infty$. Using known asymptotic results about parabolic cylinder functions, we are able to explore the behaviour of $\Phi_0$ in the far field, including an approximate location of the poles.

A key point to emphasise is that infinitely many poles of $u(z, t)$ emerge spontaneously from $z = i$ at $t = 0^+$, despite there being only one pole at $t = 0$. The poles all initially move from $z = i$ with speed $\xi_\infty^2/2\mu t^1$ and direction $\arg(\xi_\infty)$, where $\xi_\infty$ is the corresponding pole of the inner problem. The spacing between the poles is roughly $\sqrt{2\mu \pi/n} t^{1/2}$, which becomes increasingly small as viscosity $\mu$ decreases. Therefore, this small-time analysis is able to provide a rather comprehensive summary of how poles are created in our problem and their early behaviour.

A further important point is that, from the images in figures 2 and 4 and the far-field expansion (26) of the inner problem for $\Phi_0$, the analytic continuation of the solution of Burgers’ equation (1) with (5) is an analytic function in the $z$-plane that does not approach $1/(1 + z^2)$ everywhere in the $z$-plane as $t \to 0^+$. Instead, $u$ grows like $u \sim z/t$ in the limits $t \to 0^+$ and $z \to \infty$ in the wedge $\pi/4 < \arg(z) < 3\pi/4$, which again does not match with $1/(1 + z^2)$ as $t \to 0^+$. 
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4. Trajectory of nearest singularity to the real axis

In this section, we focus on the trajectory of the pole closest to the real axis, \( z = s_0^{(1)}(t) \). In subsection 4.1, we summarise how we do this using the method of steepest descents for the regime \( \mu \ll 1 \). In the subsequent two subsections we make connections between the trajectory of \( z = s_0^{(1)}(t) \) in the complex plane and the steepness of the solution profile on the real line.

4.1. Method of steepest descents for \( \mu \ll 1 \)

Here we apply steepest descents (the saddle-point method) in the spirit of Senouf and Weideman, for example. A difference is that the poles all lie on the imaginary axis for their initial conditions, simplifying the geometry somewhat. Keeping in mind we wish here to track singularities of \( u \), rather than the full solution \( u \), we shall be focussing on zeros of the denominator

\[
D(z, t; \mu) = \int_{-\infty}^{\infty} e^{\beta(s)/\mu} \, ds, \quad \text{where} \quad h(s) = -\frac{1}{2} \arctan(s) - \frac{(z-s)^2}{4t}.
\]

For \( \mu \ll 1 \), the saddle points of \( h(s) \) come from solving \( h'(s) = 0 \), leading to the cubic equation

\[
s^3 - z s^2 + s + t - z = 0.
\]

For \( z \in \mathbb{R}, t < 8 \sqrt{3}/9 \), one saddle point is real and the other two complex conjugates. Then, for \( z \in \mathbb{R}, t > 8 \sqrt{3}/9 \), between the two caustics there are three distinct real saddle points. Regardless, there are no singularities in \( u \) for \( z \in \mathbb{R} \) and so we concentrate on the complex plane.

For each \((z, t)\), with \( z \in \mathbb{C} \) and \( t > 0 \), there are, in general, three complex solutions of (34), which we label \( s_j \in \mathbb{C} \), and so three saddle-point contributions. Our method for obtaining the relevant contributions will involve considering the local behaviour of \( h(z) \) near each saddle point to determine the angle at which the contour should cross each saddle [30, Section 6.6]. This incident angle \( \delta_j \) allows us to parameterise a tangent line to the contour \( s - s_j \sim \sigma e^{i\alpha_j} \) as \( s \to s_j \), where \( \sigma = |s - s_j| \). If we write \( h''(s_j) = |h''(s_j)|e^{i\alpha_j} \), then, using \( h'(s_j) = 0 \),

\[
h(s) - h(s_j) \sim \frac{1}{2} |h''(s_j)| e^{i(2\delta_j + \alpha_j)}.
\]

Since the contour is a steepest-descent contour, the imaginary part of \( h(s) \) is constant, equalling \( \text{Im} \, h(s_j) \), and the real part is decreasing away from \( s_j \). Therefore, it must be that \( \sin(2\delta_j + \alpha_j) = 0 \) and \( \cos(2\delta_j + \alpha_j) < 0 \). This gives two solutions for \( \delta_j \),

\[
\delta_j^{(1)} = -\frac{\alpha_j}{2} + \frac{\pi}{2} \quad \text{and} \quad \delta_j^{(2)} = -\frac{\alpha_j}{2} + \frac{3\pi}{2}.
\]

These values of \( \delta_j \) are always in opposite quadrants. If we write the tangent line as \( s = s_j + e e^{i\delta_j} \), then selecting the value \( \delta_j^k \in \{\delta_j^{(1)}, \delta_j^{(2)}\} \) such that \( \cos(\delta_j^k) > 0 \) will allow us to take \( e \in \mathbb{R} \) such that \( e > 0 \) corresponds to the appropriate side of the tangent line.

In summary, to locate a zero of \( D \) in (33), we must look for values of \( \epsilon \) for which we have two saddle-point contributions in the \( s \)-plane of the same size, so they can cancel to leading order. For there to be two equally dominant saddle-point contributions, then we require the real parts of \( h \) evaluated at each saddle point to be the same. Numerically, this cancellation does not occur exactly. Instead, for a given \( z \), we compute \( s_i \) for \( i = 1, 2, 3 \) directly from (34), and then we find the pair of distinct indices \((j_1, j_2)\) that correspond to the largest two contributions (i.e., the pair that minimises \( |\text{Re}(h(s_{j_1}) - \text{Re}(h(s_{j_2})))| \)). These indices define the saddle points that are used. Using the two saddle points \( s_{j_1} \) and \( s_{j_2} \), following the usual method of steepest descents, the asymptotic expansion of the denominator (33) at a pole \( z \) of \( u \) is given by

\[
D(\mu) \sim \sqrt{2\mu} \pi \sum_{j=1}^3 |h''(s_{j_1})|^{-1/2} e^{i\delta_{j_1} + h(s_{j_1})/\mu}, \quad \text{as} \quad \mu \to 0^+,
\]

where \( \delta_{j_1} \) is the value of \( \delta_j \) in (36) such that \( \cos(\delta_{j_1}) > 0 \). Further details on computing (37) are given in Appendix D. When it comes to implementing this strategy computationally, we have to worry only about the selection of \( s_j \) and \( \delta_j \).
for \( i = 1, 2 \). We compute \( \arg h''(s_j) \) and \( \arg h''(s_j) \) so that we can select the angle in (36) that has a positive cosine, thus allowing us to compute (37).

Now we can apply the above strategy to track the closest pole in the complex plane to the real line. We start by obtaining a reliable estimate of the closest pole at a large time, say \( t = 2 \) (which we may obtain by visually inspecting the numerical evaluation of (9)). Then at a time \( t_j = t - j\Delta t, j = 1, 2, \ldots \), we use a two-point linesearch on \( D(z, t_j) = 0 \), where we now approximate \( D \) using (37), where the initial guess for the pole location \( z \) is based on the estimated pole at time \( t_{j-1} \). This procedure is continued until the solution breaks down due to ill-conditioning for small time. The gradients required in this linesearch are computed using automatic differentiation with the ForwardDiff.jl package in Julia [31].

4.2. Role of borderline value \( \mu = \mu^* \)

Recall that our small-time analysis suggests that \( s_0^{(1)} \sim i + t^{1/2} \xi_0 \), which provides two pieces of information. First, the closest pole to the real axis initially moves in a straight line in the \( z \)-plane from \( z = i \) in the direction \( \arg(\xi_0) \). In the borderline case \( \mu = \mu^* \), the pole \( \xi_0 \) lies on the positive real \( \xi \)-axis and so the direction of \( z = s_0^{(1)}(t) \) is initially parallel to the \( x \)-axis, moving in the positive \( x \)-direction. Second, we see the distance that \( z = s_0^{(1)}(t) \) takes from the \( x \)-axis evolves like \( 1 + \Im(\xi_0)t^{1/2} \) as \( t \to 0^+ \). In the borderline case \( \mu = \mu^* \), clearly this distance is \( 1 + \mathcal{O}(t) \) in the limit.

We observe this behaviour in figure 6 for three solutions of (1) with (5) up to \( t = 2 \), which is chosen to be some representative \( \mathcal{O}(1) \) time. These results, determined by computing roots of the denominator \( D(z, t, \mu) \) of (9), are drawn as (blue) solid curves. For the small value \( \mu = 0.05 \), the closest pole \( z = s_0^{(1)}(t) \) clearly evolves towards the real axis over this time scale, while for the larger value \( \mu = 0.5 \) it initially moves away. In the borderline case \( \mu = \mu^* \approx 0.1468 \), the trajectory appears initially horizontal, as expected, although it tends to slope slightly upwards as time increases. Note that these trajectories are similar to those for the initial conditions \( u(x, 0) = 4x^3 - x/\mu \) [1–4] or \( u(x, 0) = -\sin(x) \) \( \mu = 0.1468 \), in the sense that the closest pole initially moves in along the imaginary axis up to some minimum distance before changing direction and going back up along the imaginary axis. The difference is that for our problem the trajectory of the closest pole is two dimensional (i.e., not restricted to a linear path).

![Figure 6: Tracking the closest pole to the real line of \( u(z, t) \), which we label \( z = s_0^{(1)} \). The “exact” trajectory (blue solid) is computed by tracking the zeros of the denominator in (9), computed using Gauss-Legendre quadrature. The saddle point trajectory (red dashed) is computed using the saddle point approximation (37). The AAA results (green dots) are computed using the algorithm described in section 6. In the left plot the right-most point corresponds to \( t = 2 \).](image)

Also included in figure 6 as (red) dashed curves are results calculated using the method of steepest descents. When comparing with the (blue) solid curves which come from the exact solution (4), these steepest-descent predictions are indeed very good, even for \( \mu = 0.5 \) which is not particularly small. The data in the form of (green) dots comes from a rational approximation via the AAA algorithm. We return to these data in section 6.

We are interested in relating these properties to behaviour of the solution on the real line. In particular, we explore the possible connections between the closest pole to the real axis, \( z = s_0^{(1)}(t) \), and the steepness of the solution on
the real line. Recall, from figure 1, that the solution profile for \( \mu = 0.1 \) initially begins to steepen (before later flattening out) while the profile for \( \mu = 1 \) flattens out immediately. This behaviour is summarised in figure 7 for a broader spread of viscosity values. In (a), we plot the maximum (absolute value) of the slope on the real solution versus time. These are determined by first computing the slope of the solution using automatic differentiation with the ForwardDiff.jl package in Julia [31], and then computing the maximum slopes using Optim.jl [32]. Clearly for \( \mu = 0 \) (blue dashed curve) the maximum slope increases indefinitely until the inviscid blow-up time \( t_s = 8 \sqrt{3}/9 \), while for small values of \( \mu \) the maximum slope increases in time (before eventually decreasing). On the other hand, for larger values of \( \mu \) the slope simply decreases in time. Clearly there is a borderline case \( \mu = \tilde{\mu} \) which divides these two different qualitative behaviours. Studying this behaviour of the real solution numerically, we estimate the value to be \( \tilde{\mu} \approx 0.1458 \). The numerical similarity between \( \mu^* \approx 0.1468 \) and \( \tilde{\mu} \approx 0.1458 \) is quite remarkable, suggesting a very strong link between the steepness of the real solution at small times and the initial trajectory of the closest singularity to the real line. The existence of this link is perhaps not surprising, but certainly the closeness of these numerical values is interesting.

Figure 7: (a) Maximum absolute slope for the solution \( u(x,t) \) on the real line versus time, computed for a variety of values of \( \mu \) as per the colour bar on the far right. The (red) solid dots indicate local maxima on the individual curves for each \( \mu \). The (blue) dashed curve is for \( \mu = 0 \), which continues to increase until \( t_s \approx 1.5396 \). (b) The distance of the closest pole \( z = s_\nu^1 \) to the real axis versus time, again for values of \( \mu \) as per the colour bar. The (red) solid dots indicate local minima on the individual curves for each \( \mu \). The (blue) dashed curve is for \( \mu = 0 \), which intersects the \( t \)-axis at \( t = t_s \).

We remark briefly that an alternative measure of solution regularity on the real line is enstrophy, defined by

\[
E(t) = \frac{1}{2} \int_{-\infty}^{\infty} \left( \frac{\partial u}{\partial x} \right)^2 \, dx
\]

(noting that some definitions leave off the \( 1/2 \) out the front), with the property

\[
\frac{dE}{dt} = -\mu \int_{-\infty}^{\infty} \left( \frac{\partial^3 u}{\partial x^3} \right)^2 \, dx - \frac{1}{2} \int_{-\infty}^{\infty} \left( \frac{\partial u}{\partial x} \right)^3 \, dx.
\]

Solutions for \( u(x,t) \) are smooth as long as the enstrophy is finite. Researchers have used Burgers’ equation to determine bounds on enstrophy and to explore the sharpness of these estimates [34, 35]. Links with the closest singularity in the complex plane are made in [34]. In this way, Burgers’ equation plays the role of a much-simplified analogue of the three-dimensional Navier-Stokes equations, for which the regularity problem has attracted considerable interest, e.g. [36]. In our case, we can produce plots of enstrophy versus time that appear qualitatively similar to figure 7(a). That is, when \( \mu = 0 \), the enstrophy increases indefinitely until the shock forms at \( t = t_s \). For sufficiently small \( \mu > 0 \), the enstrophy increases and then decreases in time, while for sufficiently large \( \mu \) the enstrophy simply decreases in time. We have included the associated figure in the Supplementary Material.
4.3. Balancing advection and diffusion

We pursue these ideas further. For \( \mu < \bar{\mu} \), the maximum steepness of the solution on the real line initially increases in time, reaches a maximum, and then decreases. That is, as is well known for solutions to Burgers’ equation, even if wave steepening via advection dominates for early time, ultimately smoothing via diffusion becomes significant. We see the turning points of this behaviour in figure 7(a) as red dots. For example, for the five values \( \mu = 0.01, 0.01590, 0.02574, 0.04542 \) and 0.06510, the turning points occur at times \( t = 3.5836, 3.7437, 3.8438, 3.4885 \) and 2.6777, respectively. Turning to figure 7(b), the distance of the closest \( z = s^{(1)}_0(t) \) to the real axis is plotted versus time for the same values of \( \mu \) as in (a). Here we see for \( \mu > \mu^* \), each of these curves decreases in time, reaches a minimum, and then increases, with the minimum value indicated by the red dot. For the five values \( \mu = 0.01, 0.01590, 0.02574, 0.04542 \) and 0.06510, the turning points are estimated to be at \( t = 3.6537, 3.8589, 4.0290, 3.8388 \) and 3.1682, respectively. Thus we see that while there is a qualitative correspondence between the location of the local maxima in figure 7(a) and the local minima in figure 7(b), the turning points do not occur at the same times.

Again, there is a connection here between the maximum steepness of the real solution and the trajectory of closest pole. As has been noted, this may not be at all surprising, but it is interesting to see the numerical comparison, which suggests that, at least for our problem, a marker for whether the maximum steepness of the real solution is increasing or decreasing is to extend the solution to the complex plane and observe whether the distance of the closest singularity to real axis is increasing or decreasing.

5. Large-time analysis

5.1. Numerical solution

Before deriving an asymptotic solution in the large-time limit, it is worth noting some key features of the solution for large times. In figure 8 phase portraits and analytical landscapes of the solution are shown for \( t = 100, 250, 500 \) and 1000. The poles appear to line up very closely to the rays \( \arg(z) = \pi/4, 3\pi/4 \), and also appear to be moving further apart as \( t \) increases. As noted previously, for each pole there appears to be an associated simple zero. Interestingly, these zeros appear to be propagating away from the poles so that the distance between each pole and zero in a pole-zero pairing is increasing in time.

Figure 8: Phase portraits of \( u(z, t) \) for \( \mu = 1 \), computed for times \( t = 100, 250, 500 \) and 1000. The closest pole to the real axis, \( z = s^{(1)}_0 \), and the associated zero are indicated by the white and black arrows, respectively.

5.2. Similarity solution

For large time, the leading-order analysis is standard, but we include some details here for completeness. Given the mass-preserving property of Burgers’ equation (1), we look for a similarity solution of the form

\[
u \sim \frac{\sqrt{\mu}}{t^{1/2}} \Psi(\eta) \quad \text{as} \ t \to \infty,
\]

where

\[
\eta = \frac{x}{\sqrt{\mu}}
\]

Substituting this ansatz into Burgers’ equation (1) leads to the second-order ordinary differential equation (ode)

\[
-\frac{1}{2} \Psi + \frac{1}{2} \eta \Psi' + \Psi \Psi'' = \Psi''',
\]

where
where the primes mean derivatives with respect to \( \eta \). Note this equation is the same as (49), except that now we have scaled \( \mu \) out. The key difference here relates to the boundary conditions. We integrate (39) directly, noting that the resulting integration constant is zero if we enforce the condition that \( \Psi, \Psi', \) and \( \Psi'' \) all decay exponentially as \( x \to \pm \infty \) (in contrast, after we integrate (19), we end up with a nonzero constant by matching with (22)). Hence, we arrive at the Riccati equation

\[
\Psi'' - \eta \Psi = 2 \Psi',
\]

whose well-known exact solution is

\[
\Psi = \frac{2e^{-\eta^2/4}}{\sqrt{\pi} (\gamma - \text{erf}(\eta/2))}
\]

for some constant \( \gamma > 1 \).

The function in (41) represents a one-parameter family of solutions that depend on \( \gamma \). To fix \( \gamma \), we can use conservation of mass, noting that if we let \( M = \int_{-\infty}^{\infty} u(x, t) \, dx \), then \( \frac{dM}{dt} = 0 \). We write

\[
M \sim \mu \int_{-\infty}^{\infty} \Psi(\eta) \, d\eta = 2\mu \log \left( \frac{\gamma + 1}{\gamma - 1} \right) \quad \text{as} \quad t \to \infty.
\]

For a given initial condition \( u(x, 0) = u_0(x) \), we also have \( M = \int_{-\infty}^{\infty} u(x, 0) \, dx \), which provides a relationship between \( \gamma \) and the initial profile. For our case \( \mu = \pi \), which means that

\[
\gamma = \coth \left( \frac{\pi}{4\mu} \right).
\]

Our similarity solution is therefore (41) with (42). In the limit \( \mu \to 0 \), \( \gamma \to 1^+ \) and (41) reduces to the small-viscosity approximation given in the appendix of Chapman et al. [7]. Note that a different initial condition for our original problem with the same value of \( M \) will lead to the same leading-order approximation in this large-time limit.

In terms of the original variables, this large-time approximation in the complex plane becomes

\[
u \sim \frac{2 \sqrt{\mu} e^{-\eta^2/4\mu}}{\sqrt{\pi} (\coth(\pi/4\mu) - \text{erf}(\zeta/2 \sqrt{\mu}))} \quad \text{as} \quad t \to \infty.
\]

In figure (a) and (d) we compare exact solutions with (43) on the real line for \( \mu = 0.1 \) and 1. We again see that for small \( \mu \) the solutions are steep at the front and for larger \( \mu \) the solutions more closely resemble a Gaussian curve. We also show the phase portraits and analytical landscapes for \( \Psi(\eta) \) from (41) with (42), again for \( \mu = 0.1 \) and 1, again showing only the upper-half plane. We observe the array of poles in the first and second quadrants that tend to lie on the rays \( \arg(\Psi) = \pi/4, 3\pi/4 \) in the far field. Further, we note each pole no longer has an associated zero in the plane, but instead the zeros in the first quadrant appear to approach \( x = +\infty \) as \( t \to \infty \), while the zeros in the second quadrant appear to approach \( x = -\infty \).

5.3. Locating poles of \( \Psi(\eta) \) in the far field

While the large-time analysis of Burgers’ equation could be viewed as an undergraduate exercise, any analysis of the resulting singularities is much less common. As such, we use the similarity solution to explore the geometry of poles of our solution for \( u \) for late times. Taking the leading-order expression (43), in the upper-half plane we have \( \text{erfc}(\eta/2) \sim C + (2/\sqrt{\pi}\eta) e^{-\eta^2/4} \) as \( \eta \to \infty \), where one way to interpret this asymptotically is to set \( C = 0 \) in the first quadrant and \( C = 2 \) in the second quadrant. Therefore the far-field behaviour of (41) is

\[
\Psi(\eta) \sim \begin{cases} 
\frac{2 e^{-\eta^2/4}}{\sqrt{\pi}(\gamma - 1)}, & 0 \leq \arg(\eta) \leq \pi/4 \\
\frac{2 e^{-\eta^2/4}}{\sqrt{\pi}(\gamma + 1)}, & \pi/4 < \arg(\eta) < 3\pi/4 \\
\eta, & 3\pi/4 \leq \arg(\eta) \leq \pi,
\end{cases}
\]
Figure 9: Similarity solution for large time. (a) and (d) show a comparison of (43) (solid line) with the corresponding exact solution (dashed line) at times $t = 10, 25, 50, 100$ for $\mu = 0.1$ and 1, respectively. (b) and (e) show the phase portraits of (43) in the $\eta$-plane, while (c) and (f) show the analytical landscapes. The black curves in (b) and (e) are drawn using the approximations (47) and (50), while the solid (white) dots are found by solving the transcendental equations (48) and (51).

which means that the poles must lie very slightly off the rays $\arg(\eta) = \pi/4$ and $3\pi/4$ and align themselves increasingly closer to these rays as $|\eta|$ increases.

To locate these poles we shall look for zeros of the denominator

$$G(\eta) = \gamma - \text{erf}\left(\frac{\eta}{2}\right) = \gamma - 1 + \text{erfc}\left(\frac{\eta}{2}\right),$$

(45)

where $\gamma$ is given by (42). By writing $\eta = \rho e^{i\theta}$, close to the ray $\arg(\eta) = \pi/4$ we have

$$G \sim \gamma - 1 + \frac{2}{\sqrt{\pi}\rho} \exp\left(-\frac{1}{4}\rho^2 \cos 2\theta\right)\left[\cos\left(\frac{1}{4}\rho^2 \sin 2\theta + \theta\right) - i \sin\left(\frac{1}{4}\rho^2 \sin 2\theta + \theta\right)\right] \quad \text{as} \quad \rho \to \infty.$$  

For the imaginary part of $G$ to vanish we require

$$\sin\left(\frac{1}{4}\rho^2 \sin 2\theta + \theta\right) = o(1), \quad \cos\left(\frac{1}{4}\rho^2 \sin 2\theta + \theta\right) \sim -1, \quad \text{as} \quad \rho \to \infty.$$  

(46)

By expanding these about $\theta = \pi/4$, we find $\rho^2/4 + \pi/4 \sim (2n + 1)\pi$, where $n$ is an integer. Using the results in (46), for the real part to vanish we require

$$\gamma - 1 - \frac{2}{\sqrt{\pi}\rho} \exp\left(-\frac{1}{4}\rho^2 \cos 2\theta\right) = o(1),$$

or

$$\theta \sim \frac{\pi}{4} + \frac{2}{\rho^2} \left(\ln \rho + \ln\left(\frac{1}{4} \sqrt{\pi(\gamma - 1)}\right)\right) \quad \text{as} \quad \rho \to \infty.$$  

(47)

The poles of $\Psi$ in the first quadrant lie approximately on this path, which is indicated by the black curves in figure 9(b) and (e). Further, by combining with (46), we find that values of $\rho$ to use in (47) are found by solving the transcendental equation

$$-\frac{1}{2}\rho^2 \tan\left(\frac{1}{4}\rho^2 + \frac{\pi}{4}\right) = \ln \rho + \ln\left(\frac{1}{2} \sqrt{\pi(\gamma - 1)}\right).$$  

(48)
We can further approximate solutions to this equation by

\[ \rho^2 \sim (8n + 3)\pi - \frac{\ln 2n + 2 \ln(\gamma - 1)}{2n\pi} \quad \text{as } n \to \infty, \quad (49) \]

Thus we can provide good evidence there is a countably infinite number of these poles in the first quadrant and give asymptotic descriptions for their locations, together with their separation distance which decreases like \( \sqrt{2\pi/n} \) in \( \eta \)-plane as \( n \to \infty \) (which is \( \sqrt{2\pi/n} t^{1/2} \) in the \( z \)-plane). We use (49) to draw the solid white dots in the first quadrant of figure 9(b) and (e), which appear to line up with the poles very well; note the predictions for \( \mu = 0.1 \) take longer to settle onto the pole locations than in the \( \mu = 1 \) case, but numerical tests show they do indeed provide very accurate approximations as \(|\eta|\) increases beyond the scale of this figure.

An almost identical analysis applies in the second quadrant. The expansion for \( G \) close to the ray \( \arg(\eta) = 3\pi/4 \) is the same as above, mutatis mutandis; however, again we arrive at equation (46). This time, expanding (46) about \( \theta = 3\pi/4 \), we find

\[ \rho^2 / 4 + \pi / 4 \sim 2n\pi, \quad \text{as } n \to \infty, \]

which leads to

\[ \rho^2 \sim (8n - 1)\pi - \frac{\ln 2n + 2 \ln(\gamma + 1)}{2n\pi} \quad \text{as } n \to \infty. \quad (52) \]

Again, these predictions, indicated by white dots in the second quadrant in figure 9(b) and (e), line up extremely well with the poles. The separation distance in the second quadrant again decreases like \( \sqrt{2\pi/n} \) as \( n \to \infty \).

5.4. Anti-Stokes line analysis

We now complement the above results by providing a more general, but less detailed, description of the far-field structure of the singularities applicable for \( t = O(1) \) or \( t \gg 1 \) (the case \( t \to 0^+ \) with \( |z| = O(1) \) is likely to be amenable to similar methods, but will be rather more involved). Little of what follows depends on the specific initial conditions in question.

There are two contributions to the \( z \to +\infty \) limit, namely the divergent algebraic series and the exponential term that appears beyond all algebraic orders. The former is determined by substituting the ansatz

\[ u_A \sim \sum_{n=0}^{\infty} b_n(t) \frac{1}{z^n} \quad \text{as } z \to \infty \]

into (1) and matching back onto

\[ u_A \sim \frac{1}{z} + \frac{1}{z^3} + \frac{1}{z^5} + \ldots \]

(the initial condition (5)) as \( t \to 0^+ \). The result is

\[ u_A \sim \frac{1}{z} + \frac{6\mu - 1}{z^3} + \frac{2t}{z^5} + \ldots. \quad (53) \]

The exponential term results from this algebraic series turning on the Liouville-Green (WKB) contribution

\[ u_{LG} \sim \frac{1}{t^{1/2}} \phi\left(\frac{z}{t}\right) e^{-z^2/4t}, \quad (54) \]

across the Stokes line \( \text{Im}(z) = 0 \) (this can be interpreted as corresponding to the merging in the far field of the two Stokes lines \( \text{Im}(z) = \pm 1 \) that arise in the small-time analysis, as suggested in section 3.3); in (54), \( \phi(\zeta) \) is an arbitrary
function whose large-$\zeta$ and small-$\zeta$ behaviour can be determined from the small- and large-time analyses, respectively, but whose detailed form has little bearing on what follows.

The anti-Stokes line in Im($z$) $> 0$, on which (53) and (54) become comparable, has arg($z$) = $\pi/4$ and we set

\[ z = r e^{i\pi/4} + \frac{\sigma e^{3i\pi/4}}{r} \]

with $r \gg 1$ fixed and $\sigma \in \mathbb{R}$ spanning the anti-Stokes line (refinements to this scaling are required below). Thus

\[ u_A \sim -\frac{i}{r}, \quad u_{LG} \sim \frac{1}{t^{1/2}} \phi \left( \frac{re^{i\pi/4}}{t} \right) e^{-i\pi^2/4\mu t} e^{\sigma/2\mu t}. \] (55)

To make these two expressions comparable for $r \gg 1$, we translate and rescale $\sigma$ in the form

\[ \sigma = \mu t \ln t - 2\mu \ln \phi(re^{i\pi/4}/t) - 4\mu t \ln r + 2\mu \tilde{\sigma}, \]

so that

\[ u_{LG} \sim \frac{1}{r^2} e^{-i\pi^2/4\mu t} e^{\sigma}. \] (56)

Now guided by (56), we introduce the new time variable $\tau = -r^2/4\mu t$. Retaining the dominant contributions to each of the three terms in the pde renders

\[ \frac{\partial u}{\partial \tau} + \frac{2t}{re^{3i\pi/4}} u \frac{\partial u}{\partial \tilde{\sigma}} \sim i \frac{\partial^2 u}{\partial \tilde{\sigma}^2}, \]

so for $u = O(1/r^2)$, as required by (55) and (56), the nonlinear term is negligible and

\[ u \sim \frac{1}{r^2} (-i + e^{\sigma+i\tau}), \] (57)

which matches with (55) and (56). That is, due to linearity at leading order, the Liouville-Green contribution simply passes through the algebraic series, coming to dominate as $\sigma \to \infty$.

In order to bring the convective term into play, the further translation

\[ \tilde{\sigma} = 3 \ln r - \ln t + \hat{\sigma} \]

is required and setting $u = rv/t$ then implies the leading-order balance,

\[ \frac{\partial v}{\partial \tau} - 2e^{i\pi/4}v \frac{\partial v}{\partial \tilde{\sigma}} = i \frac{\partial^2 v}{\partial \tilde{\sigma}^2}, \]

leading to the travelling-wave solution

\[ v = \frac{1}{e^{-i(\tilde{\sigma} + \tau)} + e^{i\pi/4}} \] (58)

on matching with (57). Asymptotic expressions for the singularity locations as $r \to \infty$ can thus be determined as $\sigma = 0$ with

\[ \frac{r^2}{4\mu t} \sim \left(2n + \frac{1}{2}\right) \pi \]

for positive integer $n \gg 1$, which agrees with (49). The result (59) explicitly relates the instantaneous generation of an infinite number of singularities present for arbitrary large $r$ to the infinite-speed-of-propagation property of the heat operator, and confirms that they are more-and-more closely spaced as $r \to \infty$.

Note that a similar analysis can be applied in the second quadrant to show the singularity locations behave like $r^2/4\mu t \sim \left(2n - \frac{1}{2}\right) \pi$ as $r \to \infty$ (as with (52)), but we do not include the details here.
6. Rational approximations via the AAA algorithm

Clearly we have made much progress due to the exact solution to Burgers’ equation. Without such an exact formula, we would be left with asymptotics and other analytical approximations. Here we briefly explore the use of a rational approximation that is computed numerically using the AAA (adaptive Antoulas–Anderson) algorithm [37]. We will show how we can view an analytic continuation of a solution in the complex plane from numerical data on the real line, and then we will show how we can track the closest pole to the real axis, just as we did in section 4.

The AAA algorithm takes in some points \( \{ z_j \} \) and corresponding function values \( \{ f_j \} \), and returns a rational function \( r(z) \) that can be used to approximate the original function for values \( z \in \mathbb{C} \). In particular, we can use this algorithm to provide an approximate analytic continuation of solutions of (1) from a numerical solution on the real line, allowing us to view the function and its poles in the complex plane. We note that (numerical) analytic continuation is ill-posed and becomes much less accurate the further we are from the real line [38, 39]. We solve the pde (1) using the pde15s function in Chebfun [40], and the AAA algorithm is implemented in Chebfun’s aaa function.

Figure 10: Phase portraits and analytical landscapes of the AAA approximant \( r(z,t) \) using data from a numerical solution of (1) on the real line at \( \mu = 0.1 \).

Figure 10 shows plots of the AAA approximant \( r(z,t) \) that approximate \( u(z,t) \) in the complex plane for the case \( \mu = 0.1 \). This approximant is formed using data on the real line on the domain \(-15 \leq x \leq 15 \) with \( N = 250 \) spatial grid points. Comparing figure 10 to the corresponding plots in figure 2, we see that the AAA algorithm does not produce the same array of poles in the first and second quadrants as we move far away from the real axis, although predicting far-field behaviour like this is known to be very difficult to capture with numerical analytic continuation [39].

On the other hand, there are key properties of the solution that AAA picks up very well. For example, the colouring in figures 10 and figure 2 is very similar in a strip around the real line and further into the complex plane for sufficiently large \( \text{Re}(z) \), suggesting that AAA provides a good prediction of phase on this part of the domain. Comparing the solutions further, we see that AAA appears to have picked up the first two poles in the first quadrant and the first pole in the second quadrant quite well. To make this observation clearer, in figure 11 we show the \( t = 1 \) solution from the AAA approximant in (a) and the exact solution in (b). In these plots, we find that \( s_0^{(1)} \) and \( s_1^{(1)} \) are very well approximated by \( r_0^{(1)} \) and \( r_1^{(1)} \) in AAA, while \( s_0^{(2)} \) is reasonably well approximated by \( r_0^{(2)} \).

We now return to figure 6, where we plotted trajectories of the pole in the first quadrant closest to the real line, namely \( z = s_0^{(1)} \), for three different values of viscosity using the exact solution (and also an approximation from steepest descents). Also included in that figure are data computed using the AAA algorithm, which we see matches the other two curves extremely well. The curves here are obtained using Chebfun’s pde15s and aaa functions [40], and the algorithm we use for tracking these poles is described in more detail in Appendix C. We see that, for all \( \mu \) values shown, we can reliably track this pole. Thus, in our problem the AAA algorithm provides a reliable numerical approximation.
method for tracking the closest pole to the real axis, and presumably would be equally useful for a host of other nonlinear pdes (including those that do not have exact solutions).

7. Discussion

In this work, we present an analysis of solutions of Burgers’ equation (1) in the complex plane. A nice feature of Burgers’ equation is that all singularities must be simple poles, leading to a simpler analysis than if we had to consider other singularities such as branch points. While previous work has considered initial conditions that are entire and are odd on the real line, leading to poles that are constrained to the imaginary axis and coming in from infinity [1–6], we use the initial condition (5) which is neither odd on the real line nor entire in the plane. This initial condition therefore allows us to study the two-dimensional trajectories of poles in the complex plane as they emerge from $z = \pm i$. Note that Chapman et al. [7] provide a comprehensive analysis of (1) with (5) in limit $\mu \to 0^+$; our study is different in that we are interested mostly in $\mu = O(1)$ and therefore our work can be seen as complementary to that in [7].

Our analysis provides a clear picture of the dynamics of the complex singularities of (1) with (5). We hypothesise that there is a countably infinite number of simple poles that emerge spontaneously from $z = i$ at $t = 0$ and align themselves in an array in both the first and second quadrants of the complex plane. The form of a small-time expansion around $z = i$ leads to the inner problem (18) with an exact solution (24) in terms of parabolic cylinder functions. We find that the closest pole to the real line, $z = s_0(t)$, initially moves as $s_0(t) \sim i + t^{1/2} \xi_0$ as $t \to 0^+$, where $\xi_0$ is the pole of (24) with the lowest imaginary part. For sufficiently small $\mu$, $\xi_0$ lies in the fourth quadrant of the $\xi$-plane, which means that $s_0(t)$ initially heads towards the real $z$-axis. In contrast, for sufficiently large $\mu$, all poles of $u$ move away from the real axis. Finally, by considering the far-field behaviour of the inner solution (24), we derive the asymptotics (26) with different behaviours in different sectors of the complex $\xi$-plane (due to the Stokes phenomenon). This result leads to the interesting observation that the analytic continuation of the solution of (1) with (5) does not approach $u(z, 0) = 1/(1 + z^2)$ everywhere in the $z$-plane as $t \to 0^+$. We are able to track the closest pole to the real line for small to moderate times reliably by applying rootfinding to the Cole-Hopf solution or the method of steepest descents, or from implementing a rational approximation with the AAA algorithm. Our analysis allows us to make connections between the trajectory of the closest pole to the real line and the maximum steepness of the solution profile on the real line. For example, we observe that the solution on the real line initially steepens if the closest pole to the real line initially moves closer to the real line or initially flattens out when the pole initially moves away. (These options for small-time behaviour are not present for initial conditions that are entire [1–6], since in that situation poles always initially move closer to the real axis, given they come in from $|z| = \infty$.) These connections are not surprising, and are reminiscent of links made between oscillations on the real line and the closest singularity for dispersive systems [6, 41].

Another observation is that for each simple pole there appears to be an associated simple zero, which is very close to the pole for small time but moves further away from it for large time. By deriving a similarity solution of the form (18) as $t \to \infty$, we are able to determine the leading-order behaviour of the solution for large time [43]. We find that
for large time, the poles in the first and second quadrant must lie very close the rays at angles $\pi/4$ and $3\pi/4$. Moreover, we find that the spacing between these poles in both the first and second quadrants is $\sqrt{2\mu t}/n$ as $n \to \infty$, which is also the scaling for $t \ll 1$ and $t = O(1)$. Finally, our large-time limit suggests each zero in a pole-zero pairing evolves towards $z = \pm \infty$ as $t \to \infty$.

Much of the analysis in this work relies on the knowledge of exact solutions, including the Cole-Hopf solution to the full problem (9), the solution to the small-time inner problem in terms of parabolic cylinder functions (24), or the solution to the large-time leading-order problem in terms of the error function (41). Without these exact solutions, we have successfully employed the AAA algorithm for tracking the closest pole to the real axis for $\mu = O(1)$ using only a numerical solution on the real line. We have also provided a variety of asymptotic results that do not rely on exact solutions. And further, as mentioned above, significant analytical progress can be made without exact solutions via the limit $\mu \to 0^+$ (7). It would be interesting to apply asymptotic methods in other parts of our study to extract meaningful information, again without knowledge of the exact solution. For example, we could go further than the Liouville-Green analysis in Appendix B and apply techniques in exponential asymptotics to study how the exponentially small term $C e^{-\mu x} e^{-\xi^2/2\mu}$ is switched on across the Stokes lines (the rays $\text{arg}(\xi) = 0, \pi$) for the small-time inner problem (19) with (22). Further analysis to approximate the location of the poles in the $\xi$-plane could be conducted by resummation of the appropriate transseries, cf. (42). In our large-time limit, similar calculations could be attempted without the exact solution. We leave these issues for further study.

Finally, we emphasise that the small-time analysis we have conducted with the initial condition (5), which has simple poles, is much cleaner than the cases for which the initial condition has other types of singularities. For example, for the initial condition

$$u(x, 0) = u_0(x) = \frac{1}{(1 + x^2)^{\beta}},$$

(60)

where $\beta > 0$, there are three distinct regimes. As just mentioned, $\beta = 1$ is the borderline case considered in section 3. Notably, with $\beta = 1$, the advective term $\mu u_0'$ balances the diffusive term $\mu u_0''$ near $x = i$, which leads to a leading-order problem (19) whose solutions have simple poles (albeit in general with different magnitude than those of the initial data). For $0 < \beta < 1$, the initial condition has a branch point at $x = i$. Here, the diffusive term dominates, and so to leading order the small-time behaviour appears to be governed by a second-order linear ode whose solutions do not have singularities. A further rescaling is required in order to balance the nonlinearity, leading to infinitely many simple poles, as expected. We summarise these ideas in Appendix E. For $\beta > 1$, the initial condition has either a branch point or higher order poles (when $\beta > 1$ is an integer) at $x = i$. In this case, the advective term dominates the diffusive term near $x = i$, leading to a first-order nonlinear problem with square-root branch points. A further rescaling is needed to link in with the higher-order diffusion term, which gives rise to a second-order nonlinear ode whose solutions have infinitely many simple poles. Again, we summarise the main ideas for $\beta > 1$ in Appendix E. All of this analysis for $\beta \neq 1$ is much more complicated than that for $\beta = 1$; however, we emphasise that for $t = O(1)$, the qualitative behaviour of the solutions, with arrays of poles in each quadrant, is the same regardless of $\beta$.
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Appendix A. Small-time analysis with the saddle-point method

To analyse (1) in the limit $t \to 0^+$ using the method of steepest descents, we start by writing (9) in the form

$$u(z, t) = \frac{N(z, t)}{D(z, t)} = \int_{-\infty}^{\infty} \frac{G(s) e^{G(s)/t}}{G(s) e^{G(s)/t}} \, ds,$$

where

$$G(s) = \exp \left\{ -\frac{1}{2\mu} \arctan(s) \right\}, \quad g(s) = -\frac{(z - s)^2}{4\mu}, \quad (A.1)$$

and then identify that the single saddle point of $g(s)$ in (A.2) is at $s_0 = z$. We deform onto this contour by writing $g(s) - g(s_0) = -\zeta^2$, so that $s = z + 2\xi \sqrt{\mu}$ for $-\infty < \xi < \infty$; then we obtain

$$N(z, t) \sim -4\mu^{1/2} \sum_{n=0}^{\infty} e_{2n+1} \Gamma \left( n + \frac{3}{2} \right) t^n, \quad D(z, t) \sim 2\mu^{1/2} \sum_{n=0}^{\infty} e_{2n} \Gamma \left( n + \frac{1}{2} \right) t^n, \quad \text{as} \quad t \to 0^+, \quad (A.2)$$

where the $e_n$ are defined by $e_0 = \exp(-\arctan(z)/(2\mu))$ and

$$e_n = \frac{1}{n} \sum_{\ell=1}^{n} \ell d_\ell e_{n-\ell}, \quad d_\ell = \frac{2\ell-1}{\mu^{\ell/2-1}} (-1)^\ell \sin^n \left( \frac{2}{n} - \arctan z \right) \sin \left[ n \left( \frac{2}{n} - \arctan z \right) \right], \quad n = 1, 2, \ldots. \quad (A.3)$$

The derivation of this expansion is given in the Supplementary Material. Taking two terms in the series for the numerator and the denominator, we can find for example that

$$u(z, t) \sim \frac{1 + 8\mu z}{1 + z^2} = \frac{8\mu^2(4z^3 + 4z + 1)}{4\mu z^3 + 8\mu z^2 + 4\mu z + 4\mu + t}, \quad t \to 0^+. \quad (A.4)$$

Expanding (A.4) around $t = 0^+$ to get a polynomial expansion shows that this expansion is what we obtained directly from the pde (11) in (11). For $|\text{Im}(z)| \geq 1$, we need to deform the contour around the branch point at either $z = i$ or $-i$, which will lead to additional considerations.

Appendix B. Further details on the inner region analysis

Appendix B.1. Liouville-Green (WKB) analysis

We start by considering the second-order ode (19) and boundary condition (22). Linearising about this boundary condition, we write

$$\Phi_0 \sim -\frac{i}{2\xi} + F(\xi), \quad \xi \equiv -i\omega,$$

so that $F$ satisfies the linear equation

$$-\frac{1}{2} F - \frac{1}{2} \xi F' - \mu F'' = \frac{i}{2\xi} F' - \frac{i}{2\xi^2} F.$$

Applying a Liouville-Green (WKB) ansatz $F \sim \exp(\phi_0 + \phi_1 + \ldots)$, where $|\phi_0| \gg |\phi_1|$ in the usual way, then

$$\mu \phi_0^2 + \frac{1}{2} \xi \phi_0' = 0, \quad 2\mu \phi_0' + \mu \phi_0'' + \frac{1}{2} \xi \phi_1' + \frac{1}{2} = -\frac{i}{2\xi} \phi_0'.$$
The first of these equations has two possible solutions, either \( \phi_0 = \text{constant} \) or \( \phi_0 = -\xi^2/4\mu + \text{constant} \), which leads to \( \phi_1 = -\log \xi + \text{constant} \) or \( \phi_1 = -(i/2\mu) \log \xi + \text{constant} \), respectively.

With these two linearly independent solutions for \( F \), we find that

\[
F = K_1 \frac{1}{\xi} + K_2 \xi^{-1/2} e^{-\xi^{1/4}\mu}, \quad \xi \to -i\infty,
\]

for some constants \( K_1 \) and \( K_2 \). Now \( e^{-\xi^{1/4}\mu} \) grows exponentially in this limit thus, in order to satisfy (22), we must take \( K_1 = K_2 = 0 \). Therefore we conclude that there are no degrees of freedom, and so the condition (22) is acting as two boundary conditions, which is all that is required for our original second-order ode (19).

**Appendix B.2. Exact solution of inner problem**

We treat the Riccati equation (23) by introducing the new independent variable \( g(\xi) \) via \( \Phi_0 = -2\mu(g'/g) \), which leads to the linear ode

\[
g'' + \frac{\xi}{2\mu} g' - \frac{i}{8\mu^2} g = 0. \tag{B.1}
\]

Now use the change of variables \( \xi = -\xi^2/(4\mu) \) so that

\[
\xi \frac{d^2g}{d\xi^2} + \left( \frac{1}{2} - \xi \right) \frac{dg}{d\xi} + \frac{i}{8\mu} g = 0. \tag{B.2}
\]

This is Kummer's equation with \( b = 1/2 \) and \( a = -i/(8\mu) \) [29, Equation 13.2.1]. Thus, the solution to (B.2) is

\[
g(\xi) = A M^* \left( -\frac{i}{8\mu^2}, \frac{1}{2}, \frac{3}{2} \right) + B U^* \left( -\frac{i}{8\mu^2}, \frac{1}{2}, \frac{3}{2} \right), \tag{B.3}
\]

where \( A \) and \( B \) are some constants and \( M^* \) and \( U^* \) are the Kummer functions defined in Equations 13.2.2 and 13.2.6 of [29], respectively. If we now use the asymptotic expansions for \( M^* \) and \( U^* \) (given in Equations 13.2.23 and 13.2.2 of [29]) we can write

\[
M^* \left( -\frac{i}{8\mu^2}, \frac{1}{2}, \frac{3}{2} \right) \sim \frac{\sqrt{\pi}}{\Gamma\left(-\frac{1}{8}\right)} \left(-\xi^2/8\mu\right)^{-1/2} e^{-\xi^{1/4}\mu}, \quad U^* \left( -\frac{i}{8\mu^2}, \frac{1}{2}, \frac{3}{2} \right) \sim \left(-\xi^2/4\mu\right)^{1/2}, \quad \xi \to -i\infty. \tag{B.4}
\]

These expansions in (B.4) can be differentiated to compute \( \Phi_0 = -2\mu(g'/g) \), from which we find that in order to satisfy (22), we choose \( A = 0 \) and \( B = 1 \). Using these values in (B.3) and then using the relationship between \( \Phi_0 \) and \( g \) gives

\[
\Phi_0 = \frac{\xi \left( \frac{1}{8\mu} \right) U^* \left( -\frac{1}{8\mu^2}, \frac{1}{2}, -\frac{\xi^2}{4\mu} \right)}{U^* \left( -\frac{1}{8\mu^2}, \frac{1}{2}, -\frac{\xi^2}{4\mu} \right)}, \tag{B.5}
\]

where we used Equation 13.3.22 of [29] to differentiate \( U^* \). We can now use the relationship between the parabolic cylinder function \( U \) and this Kummer function \( U^* \) when the second argument of \( U^* \) is 1/2 or 3/2 to give (24).

The parabolic cylinder function \( U(a, z) \) is computed using the relationship [23]

\[
U(a, z) = \cos \left[ \pi \left( \frac{1}{2} + \frac{1}{2}a \right) \right] Y_1(a, z) - \sin \left[ \pi \left( \frac{1}{2} + \frac{1}{2}a \right) \right] Y_2(a, z), \tag{B.6}
\]

where

\[
Y_1(a, z) = \frac{1}{\sqrt{\pi}} \frac{\Gamma\left( \frac{3}{2} - \frac{1}{2}a \right)}{2^{a/2 + 1/4} \Gamma(1 + a/2 + 1/2)} F_1 \left( \frac{1}{2}a + \frac{1}{2}, \frac{3}{2}, \frac{1}{2}, -z^2 \right), \quad Y_2(a, z) = \frac{1}{\sqrt{\pi}} \frac{\Gamma\left( \frac{3}{2} - \frac{1}{2}a \right)}{2^{a/2 + 1/4} \Gamma(1 + a/2 + 1/2)} F_1 \left( \frac{3}{2}a + \frac{1}{2}, \frac{3}{2}, \frac{1}{2}, -z^2 \right), \tag{B.7}
\]

and the hypergeometric function \( F_1(a; b; c) \) is computed using the `HypergeometricFunctions.jl` package in Julia [23].
Appendix C. Tracking poles with the AAA algorithm

In this section, we describe how we apply the AAA algorithm for tracking poles. The tools we use for this analysis are done in MATLAB with the Chebfun software [40]. The first step in this analysis is to obtain a numerical solution for Burgers’ equation. This is done by approximating (1) with the problem

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} = \mu \frac{\partial^2 u}{\partial x^2}, \quad -L \leq x \leq L,
\]

with boundary conditions \( \partial u(\pm L,t)/\partial x = 0 \) and initial condition \( u(x,0) = 1/(1 + x^2) \). The choice of \( L \) should be suitably large, and in this work we take \( L = 15 \) — if other nonlinear pdes are considered, then depending on the decay rate of the solution as \( |x| \to \infty \), \( L \) may need to be larger. This problem is easily solved using the Chebfun function pde15s, where we solve up to \( t = T, \quad T = 2 \), returning the solutions at times \( t_j = (j - 1)\Delta t, \quad j = 1, \ldots, M \), where \( \Delta t = T/(M - 1) \). We take \( M = 501 \) in this work. Now, rather than returning the solution at equally spaced gridpoints, which could cause issues when interpolating the data with the AAA algorithm [44][45] we will return the solution at each time \( t_j \) at the points \( x_i \), where

\[
x_i = 5 \cos \left( \frac{2i - 1}{500} \pi \right), \quad i = 1, 2, \ldots, N = 250.
\]

These points are the Chebyshev points on the interval \([-5,5]\), and are a natural choice for the Chebyshev series returned from Chebfun’s pde15s [40]. We let \( u_{ij} \) denote the approximate solution to (C.1) at \( x = x_i \) for \( i = 1, \ldots, N \), \( t = t_j \) for \( j = 1, \ldots, M \), and for some \( \mu \) value.

Now having the data from the numerical solution, we can obtain the AAA approximants. We use Chebfun’s aaa function [37][40]. For each time \( t_j \), an AAA approximant \( r_j(x) \) is constructed from the data \( [(x_i, u_{ij})]_{i=1}^N \). The aaa function returns, in addition to the approximant \( r_j(x) \), a vector of poles \( p_j \) and corresponding residues \( r_j \). We remove the poles whose corresponding residue is less than \( 10^{-4} \) in modulus, leaving the modified vectors \( \tilde{p}_j \) and \( \tilde{r}_j \) for the poles and residues, respectively. More constraints on the poles may be needed for more general nonlinear pdes, such as constraining the poles to be purely imaginary, though we do not investigate these extensions here.

Now that we have the vectors of poles \( [p_j]_{j=1}^M \), we can track the poles of our solution in time. The procedure works by backtracking in time, starting with an accurate guess \( z_0 \) for the closest pole to the real line at the time \( t_M = 2 \). In particular, if we let \( \zeta_j \) denote the estimated closest pole to the real line at the time \( t_j \), then we set \( \zeta_M = z_0 \), and we then need to find \( \zeta_{M-1}, \zeta_{M-2}, \ldots, \zeta_1 \), in that order. If we have a given \( \zeta_j \), then to find \( \zeta_{j-1} \) we find the pole in \( \tilde{p}_{j-1} \) that is closest to \( \zeta_j \), i.e. \( \zeta_{j-1} = \arg \min_{p_{j-1}} |p_{j-1} - \zeta_j| \), where \( p_{j-1} \) is the \( j \)th pole in \( \tilde{p}_{j-1} \). This procedure continues up until \( j = 1 \), at which point we have our pole trajectory \( [(t_j, \zeta_j)]_{j=1}^M \).

Appendix D. Further details of tracking the closest pole with the method of steepest descents

In this section, we give further details on computing (37). Using the tangent line \( s = s_j + re^{\delta_j} \), letting \( \delta_j \) be the angle in \( 36 \) such that \( \cos(\delta_j) > 0 \), we can integrate in a small \( \varepsilon \)-neighbourhood of the tangent line to write the contribution at saddle point \( s_j \) as

\[
D_j \sim \int_{-\infty}^{\infty} e^{i(s_j + re^{\delta_j})/r} e^{\delta_j} \, dr.
\]

Now expand

\[
h(s_j + re^{\delta_j}) \sim h(s_j) + \frac{h''(s_j)e^{2\delta_j}}{2} r^2, \quad r \to 0.
\]

Thus, extending the integral limits to \( \mathbb{R} \),

\[
D_j \sim e^{i(s_j)/r} e^{\delta_j} \int_{-\infty}^{\infty} e^{r''(s_j)e^{2\delta_j}/2} dr.
\]
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Now notice that $h''(s_j)e^{2i\delta_j} = |h''(s_j)|e^{i(\alpha_j + 2\delta_j)}$. We recall that from (35) that $\sin(2\delta_j + \alpha_j) = 0$ and $\cos(2\delta_j + \alpha_j) < 0$, and thus $\cos(2\delta_j + \alpha_j) = -1$ so that $e^{i(\alpha_j + 2\delta_j)} = -1$, giving $h''(s_j)e^{2i\delta_j} = -|h''(s_j)|$. Hence,

$$D_j \sim e^{h(s_j)/\mu}e^{i\delta_j} \int_{-\infty}^{\infty} e^{-|h''(s_j)|r^2/(2\mu)} dr = e^{h(s_j)/\mu}e^{i\delta_j} \sqrt{\frac{2\mu \pi}{|h''(s_j)|}}, \quad \mu \to 0^+.$$  \hfill (D.4)

We could sum this over both saddle points, say $s_{j1}$ and $s_{j2}$, which contribute to the asymptotic expansion of $D$, leaving $D(\mu) \sim D_{j1} + D_{j2}$, as $\mu \to 0^+$.

We now consider the geometry of these saddle-point contours and verify that we can always deform onto them without issue so that (D.4) is valid. For exposition’s sake we consider a specific example with $\mu = 0.05$. This point $z$ is approximately the position of the closest pole of $u$ to the real line at $t = 2$ for this value of $\mu$. In figure D.12 we show the contour plot and surface for $h(s)$, labelling the saddle points $(s_1, s_2, s_3)$ $\approx (1.703 + 0.7781i, -0.10944 + 0.31644i, 0.4778 - 0.61306i)$.

![Figure D.12: Contour plot and surface for the saddle point problem at $z = 2.0713 + 0.48208i$ and $t = 2$. The colour shows $\text{Re} h(s)$, with $h(s)$ defined in (33), the black-white markers show the locations of the saddle points, and the coloured contours are the contour lines $\text{Im} h(s) = \text{constant}$, where the constant is determined by the imaginary part of $h$ at the saddle point. The surface in (a) is $\text{Re} h(s)$. The arrows in (b) show the path of integration used to go through each saddle point.](image)

The contours in figure D.12(b) appear to show a feature that should not be possible for a saddle-point contour: they loop around. By looking at the surface in (a), we see that the lines appear to rise up a large “cliff” and come back around. In reality, these “loops” are simply contours that are going onto another sheet of the Riemann surface defined by $\text{arctan}(z)$, recalling that $\text{arctan}(z)$ has the branch cut $(e^{-\pi/2\infty}, -1] \cup [1, e^{\pi/2\infty})$. These loops are typical in all plots like figure D.12(b), at least for those $z$ that are close to poles of $u$. Ultimately, we avoid dealing with these loops and the branch cut in particular. More detail on the structure of this surface and how to deal with the branch cuts is given in the analysis in Chapter 4 of [46].

The colours in the contour plot in figure D.12 can be used to determine which contours lead to divergent integrals. The magenta contour leads to a path with increasing $\text{Re} h$, while the blue and red contours lead to paths with decreasing $\text{Re} h$. If we let $s_1$ be the saddle point on the red contour, $s_2$ the saddle point on the blue contour, and $s_3$ the saddle point on the magenta contour, then these observations suggest that we want to consider the saddle-point contributions from $s_1$ and $s_2$. For our $z$ we can compute $h(s_1) = -0.5573 - 0.0628i$, $h(s_2) = -0.5306 - 0.2518i$, and $h(s_3) = -0.462 - 0.1846i$. We see that $\text{Re} h(s_1)$ and $\text{Re} h(s_2)$ are indeed close, consistent with the fact that the two saddle-point contributions must have near-equal real parts. Now actually to deform onto these contours, as shown in figure D.12(b), we first bridge from the real line onto the blue contour, through the saddle point, where we then bridge up to the red contour, through the saddle point, and then eventually back onto the real line and through to infinity. The contributions over the small bridges will be negligible in the limit $\mu \to 0^+$.  
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Appendix E. Initial conditions that do not have simple poles

In this section, we outline the key ideas for the small-time analysis for the more general initial condition (60), where \( \beta > 0 \). The motivation is to explore the added complications that arise when the initial condition has singularities that are not simple poles, remembering that solutions Burgers’ equation must have simple poles with local behaviour given by (4).

For what follows it is sufficient to suppose that

\[
u_0 \sim \frac{A}{(x - i)^\beta} \quad \text{as} \quad x \to i. \tag{E.1}\]

In order to match with (60), we would require \( A = (-i/2)^\beta \); however, the precise value of \( A \) is unimportant in the following calculations. By writing out the naive expansion (10), we find

\[
u_1 \sim \mu \beta (\beta + 1) A (x - i)^{\beta + 2} + \beta A^2 (x - i)^{\beta + 1} \quad \text{as} \quad x \to i. \tag{E.2}\]

Crucially, the first term on the right-hand side of (E.2) dominates if \( \beta < 1 \), while the second term dominates if \( \beta > 1 \). We summarise each case below. The less complicated borderline case \( \beta = 1 \) was treated in section 3.

Appendix E.1. \( 0 < \beta < 1 \), diffusion dominated

For \( \beta < 1 \), the diffusive term \( \mu \nu_0'' \) dominates the advective term \( \nu_0 \nu_0' \) near \( x = i \). For a fixed time \( t \ll 1 \), we use (E.1) and (E.2) to see that \( \nu_0 \) balances \( tu_1 \) when

\[
\xi = \frac{x - i}{t^{1/2}} = O(1).
\]

Writing (E.1) using this variable \( \xi \), we see the inner scaling should be

\[
u = \frac{1}{\beta^{1/2}} \Phi(\xi, t),
\]

so Burgers’ equation becomes

\[
t \frac{\partial \Phi}{\partial t} = \frac{\beta}{2} \frac{\partial \Phi}{\partial \xi} - \frac{1}{2} \xi \frac{\partial \Phi}{\partial \xi} + \mu \frac{\partial^2 \Phi}{\partial \xi^2} = \mu \frac{\partial^2 \Phi}{\partial \xi^2}. \tag{E.3}\]

Further, by writing \( \Phi \sim \Phi_0(\xi) \) as \( t \to 0^+ \), we find the leading order inner problem is

\[
- \frac{\beta}{2} \Phi_0 - \frac{1}{2} \xi \Phi_0' = \mu \Phi_0'', \tag{E.4}\]

\[
\Phi_0 \sim A \xi^\beta \quad \text{as} \quad \xi \to -i\infty. \tag{E.5}\]

Notably, (E.4) is linear, as the nonlinear advective term is neglected at this stage (cf. (19), which applies for \( \beta = 1 \)).

A Liouville-Green (WKB) argument applied to (E.4) shows that \( \Phi_0 \sim K \xi^{\beta - 1} e^{-\xi^2/4\mu} \) as \( \xi \to \infty \). Alternatively, we can solve the linear problem (E.4)-(E.5) exactly in terms of parabolic cylinder functions to give

\[
\Phi_0 = \frac{A}{(2\mu)^{\beta/2}} e^{-\xi^2/4\mu} U(\beta - \frac{1}{2}, i\xi / \sqrt{2\mu}),
\]

which provides the same exponential growth up the imaginary axis. Here \( \Phi_0 \) is entire and so does not have the singularity structure we are after. However, as we move up the imaginary \( \xi \)-axis, the neglected term \( t^{1-\beta/2} \Phi_0 \) in (E.3) eventually becomes the same size as the largest terms in (E.4), which means it can no longer be ignored. Thus the inner expansion breaks down when

\[
\xi^{1+\beta} e^{-\xi^2/4\mu} = O(t^{1-\beta/2} \xi^{2\beta-1} e^{-\xi^2/2\mu}) \quad \text{as} \quad \xi \to \infty. \tag{E.6}\]
Solving asymptotically for $\xi$, we arrive at the new, rather complicated, scaling

$$\xi = i(2\mu(1-\beta))^{1/2} \ln^{1/2}(1/t) + \frac{i(2-\beta)\mu^{1/2}}{2(1-\beta)^{1/2}} \frac{\ln(1/t) + \ln(2\mu(1-\beta))}{\ln^{1/2}(1/t)} + \left(\frac{2\mu}{1-\beta}\right)^{1/2} \frac{X}{\ln^{1/2}(1/t)},$$

where $X = O(1)$.

In terms of $X$ and $t$, the new ansatz for the inner variable is

$$\Phi = \left(\frac{2\mu(1-\beta)\ln(1/t)}{t^{1-\beta}}\right)^{1/2} F(X,t).$$

To leading order, we write $F \sim F_0(X)$, so that

$$-iF'_0 + 2F_0F''_0 = F''_0,$$  \hspace{1cm} (E.7)

subject to a matching condition of the form $F_0 \sim e^{i\beta K}e^{i Kx}$ as $X \to -\infty$, where the constant $K = iA \sqrt{2\pi(2\mu)^{1/2-\beta}/\Gamma(\beta)}$ is related to the far field behaviour of $\Phi_0$ above. The solution of (E.7) is

$$F_0 = \frac{i}{1 - e^{i/\beta K}},$$  \hspace{1cm} (E.8)

which has simple poles at $X = -i \log(\beta K) + 2\pi n$, where $n$ is an integer.

To illustrate these results further, suppose that $\beta = 1/2$. In this case, the constants $A$ and $K$ are $A = (1 - i)/2$ and $K = i^{1/2}$. The solution for $F_0$ becomes $F_0 = i/(1 + i e^{iX})$, with infinitely many simple poles at $X = \pi/2 + 2\pi n$. Therefore, in terms of the original variables, the poles emerge from $x = i$ as

$$s(t) \sim i + i \mu^{1/2} t^{1/2} \ln^{1/2}(1/t) + \frac{3\mu^{1/2} t^{1/2}(\ln(1/t) + \ln \mu)}{2 \ln^{1/2}(1/t)} + \mu^{1/2} (1 + 4n)^{1/2}/\ln^{1/2}(1/t) \quad \text{as} \quad t \to 0^*.$$  \hspace{1cm} (E.9)

By carefully unpacking the rescalings, we can show that these simple poles are of the form $u \sim -2\mu/(x - s(t))$ as required (see (4)). Supporting figures for $\beta = 1/2$ are provided in the Supplementary Material.

Unfortunately, the asymptotic form (E.9) for the location of the poles itself breaks down when $|n| = O(\ln(1/t))$ for integer $n$, which requires a further treatment that we shall not pursue here, other than the following remark: the above analysis implies (see (E.6)) non-uniformity at

$$e^{i/\beta \mu} = O\left(1^{1-\beta/2}\right),$$

ignoring the pre-exponential factors that can be neglected for the purposes of the current calculation – hence

$$\xi^2 \sim -2\mu(1-\beta)\ln(1/t) + 2\pi n;$$  \hspace{1cm} (E.10)

the above discussion details the case $n = O(1)$ as $t \to 0^*$, leading to (E.8), but (E.10) confirms how the poles again approach alignment $\arg(\xi) = \pi/4, 3\pi/4$, for $|n| = O(\ln(1/t))$.

Appendix E.2. $\beta > 1$, advection dominated

In the other case, $\beta > 1$, the advective term $u_0u_0'$ dominates the diffusive term $\mu u_0''$ near $x = i$. Here, for a fixed small time, we see that $u_0$ balances the next term in (10) when

$$\xi = \frac{x - i}{\beta^{1/\beta+1}} = O(1);$$

thus, the required inner scaling for $u$ is

$$u = \frac{1}{\beta^{1/\beta+1}} \Phi(\xi, t).$$
Burgers’ equation in these variables becomes

$$\frac{\partial \Phi}{\partial t} + \frac{\beta}{\beta + 1} \Phi - \frac{1}{\beta + 1} \xi \frac{\partial \Phi}{\partial \xi} + \Phi \frac{\partial^2 \Phi}{\partial \xi^2} = \mu \beta^{-1/(\beta + 1)} \frac{\partial \Phi}{\partial \xi},$$

(E.11)

which, to leading order with \( \Phi \sim \Phi_0(\xi) \), becomes

$$- \frac{\beta}{\beta + 1} \Phi_0 - \frac{1}{\beta + 1} \xi \Phi_0' + \Phi_0 \Phi_0' = 0,$$

(E.12)

together with (E.5). Here the inner problem (E.12) is first order and nonlinear, as the diffusive term does not appear. We may solve (E.12) with (E.5) exactly to give

$$\Phi_0(\xi - \Phi_0)^{\beta} = A.$$

Analysis of this implicit solution shows that \( \Phi_0 \) has square-root branch points at \( \xi = \xi_0 \) of the form

$$\Phi_0 \sim \frac{\xi_0}{\beta + 1} - \frac{(2\beta)^{1/2}}{\beta + 1} \frac{(\xi - \xi_0)^{1/2}}{(\beta - 1/3/\beta + 1)} \text{ as } \xi \to \xi_0,$$

(E.13)

where the location of the singularities are related to \( A \) and \( \beta \) via \( \xi_0 = (1 + \beta)(A/\beta^{1/(\beta + 1)}) \).

Now viscous Burgers’ equation does not have branch-point singularities, which suggests that this analysis must break down where the as-yet-neglected diffusion term kicks in. By substituting (E.13) back into (E.11), we see that the diffusion terms is now equally important when

$$X \sim \frac{\xi - \xi_0}{|2\beta^{-1}/(3\beta + 1)|},$$

which leads to the new scaling

$$\Phi = \frac{\xi_0}{\beta + 1} - \frac{(2\beta)^{1/2}}{\beta + 1} \frac{(\xi - \xi_0)^{1/2}}{(\beta - 1/3/\beta + 1)} F(X, t).$$

By writing \( F \sim F_0(X) + \beta^{(2-1)/(\beta + 1)} F_1(X) \), we find that, to leading order,

$$\frac{(\beta \xi_0)^{1/2}}{\beta + 1} (-1 + 2 F_0 F_0') = - \sqrt{2} \mu F_0''.$$

This second-order equation is nonlinear, but we can integrate directly to give a Riccati equation which can be solved exactly. The solution in terms of Airy functions that satisfies the far-field condition is

$$F_0 = - \frac{Ai'(\lambda^{2/3} X)}{\lambda^{1/3} Ai(\lambda^{2/3} X)},$$

where \( \lambda = -(\beta \xi_0)^{1/2} / \sqrt{2} \mu (\beta + 1) \). The poles for \( F_0 \) are zeros of \( Ai(\lambda^{2/3} X) \).

To take an example, say \( \beta = 2 \). In that case, the implicit solution for \( \Phi_0 \) is \( \Phi_0(\xi - \Phi_0)^2 = -1/4 \). Only one of the three solution has the appropriate far-field behaviour \( \Phi_0 \sim -1/4 \xi^2 \) (the other two have \( \Phi_0 \sim \xi \)). The three branch points are at \( \xi_0 = -3/16/3, 3e^{-i \pi/3}/16^{1/3}, 3e^{-i \pi/3}. \) The branch cuts are arbitrary at this stage. This inner scaling breaks down near each of the three branch points, where a new inner variable is \( X = (\xi - \xi_0)/12^{1/3} \). If we denote the zeros of the Airy function by \( \lambda^{2/3} X_0 \in \mathbb{R} \), in terms of the original variable, the poles emerge from \( x = 1 \) like

$$s(t) \sim i + 1^{1/3} \xi_0 + t^{5/3} X_0.$$

For \( \beta = 2 \), we have \( \lambda^{2/3} = (-1/16)^{1/9}/(3 \mu^2)^{1/3} \), so care needs to be taken with the appropriate choice of \( \lambda \), which will also dictate the direction the branch cuts of \( \Phi_0 \) take from each of the \( \xi_0 \). The precise form of the branch cuts could be determined by applying a type of Rankine–Hugoniot shock condition in the complex plane, but we shall not pursue these ideas here. Regardless, this asymptotic approximation will break down as \( |X_0| \) increases, requiring an even more refined treatment, which we shall not describe. We have included numerical solutions for \( \beta = 2 \) in the Supplementary Material.