Conserved laws and dynamical structure of axions coupled to photons

Omar Rodríguez-Tzompantzi
Departamento de Investigación en Física, Universidad de Sonora,
Apartado postal 14740, C.P. 83000, Hermosillo, Sonora, México and
Departamento de Ciencias Físicas, Universidad Andres Bello, Sazié 2212, Piso 7, Santiago, Chile.

In this work, we carry out a study of the conserved quantities and dynamical structure of the four-dimensional modified axion electrodynamics theory described by the axion-photon coupling. In the first part of the analysis, we employ the covariant phase space method to construct the conserved currents and to derive the Noether charges associated with the gauge symmetry of the theory. We further derive the improved energy-momentum tensor using the Belinfante-Rosenfeld procedure, which leads us to the expressions for the energy, momentum, and energy flux densities. Thereafter, with the help of Faddeev-Jackiw’s Hamiltonian reduction formalism, we obtain the relevant fundamental structure for the dynamic variables and the functional measure for determining the quantum transition amplitude. We also confirm that modified axion electrodynamics has three physical degrees of freedom per space point. Moreover, using this symplectic framework, we yield the gauge transformations and the structure of the constraints directly from the zero-modes of the corresponding pre-symplectic matrix.

I. INTRODUCTION

Axions have received increased attention lately as a natural candidate in the search for new physics effects, which may help us to shed light on the yet unanswered questions of contemporary physics. In the context of high-energy particle physics, the axion is a dynamical scalar degree of freedom, which was first suggested as a solution to the strong CP problem via the Peccei-Quinn mechanism [1–10]. In addition to solving the strong CP problem, the axion turns out to be one of the most promising candidates in forming the dark matter that dominates the matter density of our Universe [11–15], as it is stable on cosmological time scales due to its tiny mass and interacts very weakly with Standard Model fields. In such a context, the axions may be produced non-thermally in the early universe, for example, through the misalignment mechanism [16–18]. Interestingly enough, the axion is not only a dark matter candidate and/or a solution to the strong CP problem, but it also provides a unique window through which one may explore a theoretical prediction of string theory. Such a theory predicts a plethora of ultra-light axions that arise from the string compactification [19]. So, in essence, one of the most remarkable features of the axions is the axion-photon mixing and oscillation in the presence of a strong magnetic field [20]. More recently, in the context of condensed-matter physics, axionic degrees of freedom (DoF) are predicted to materialize as low-energy quasi-particles in certain materials such as topological insulators (TIs) [21–29]; a new class of phases of matter which is of purely topological origin. Since these quasi-particles inside TIs have an interaction with the electromagnetic field, similar to the axions from particle physics, they are usually called axions [22–25]. However, compared with its particle physics version, the mass of these quasi-axions is never zero.

From an experimental point of view, it is worth commenting that the quasi-axions proposed in condensed-matter physics have the advantage of being able to be observed inside TIs in controlled experimental settings [26–28, 30]. Whereas the dark matter axion has not yet been detected. The most popular strategy to search for an axion signal experimentally is the axion haloscope technique suggested by Sikivie [31, 32], which is based on the resonant conversion of the axions into single microwave photons carrying its full energy in a cavity permeated by a strong magnetic field [33, 34]. Accordingly, there are extensive ongoing and future experimental efforts to detect the dark matter axion by using the cavity haloscope technique (see e.g. ref. [35]), such as ADMX [36], HAYSTAC [37], CULTASK [38], MADMAX [39], ABRACADABRA [40], and many other [41–46].

Along these lines, it is widely known that the axion develops generic couplings to photons, whose dynamics can be generally described by adding a CP violating topological term of the form $\mathcal{L}_{\text{Axion}} \propto \theta \epsilon_{\mu\nu\alpha\beta} F_{\mu\nu} F_{\alpha\beta}$ to the Maxwell Lagrangian $\mathcal{L}_{\text{Maxwell}} \propto F^{\mu\nu} F_{\mu\nu}$, where $\theta$ is the axion field and $F_{\mu\nu}$ stands for the electromagnetic field strength tensor. The result is an effective theory that is usually referred to as axion electrodynamics, or more generally, modified axion electrodynamics. In particular, when $\theta$ is static the topological term only contributes with a surface term $\partial_{\nu} \mathcal{F}_{C-S}^{\mu}$ of the four-dimensional Chern-Simons current $\mathcal{F}_{C-S}^{\mu} = \epsilon^{\mu\nu\alpha\beta} A_{\nu} F_{\alpha\beta}$, which does not contribute to Maxwell’s equations.
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as can be readily seen after using the Bianchi identity $\epsilon^{\alpha\beta\mu\nu} \partial_\beta F_{\mu\nu} = 0$. This means that the axion contributions to Maxwell’s equations arise only when $\theta$ is dynamical, i.e. when $\partial_\alpha \theta \neq 0$. To our knowledge, the $L^{\text{Axion}}$ term can also be written up to a boundary term, as $L^{\text{Axion}} \propto \partial_\alpha \theta \mathcal{J}_{\alpha\beta}^{\text{C-S}}$, showing that $\theta$ is manifestly dynamical. In this scenario, the total derivative can be omitted as it does not alter the bulk dynamics of axion electrodynamics. Recently, in Ref. [18], a new misalignment mechanism with a nonzero initial velocity ($\partial_\alpha \theta \neq 0$) has been presented, where the dark matter abundance of a generic axion particle could be determined by the initial field velocity, as opposed to the conventionally assumed initial misalignment.

Given the considerable interest that the axion field has acquired in different areas of physics as a portal to search for signs of new physics, a meaningful description of the conserved quantities and the Hamiltonian dynamics may substantially enrich the physical content of modified axion electrodynamics. For instance, it is only in the Hamiltonian formalism that we can do a reliable counting of the physical DoF in a given theory, and thermodynamic quantities such as energy, work, and entropy are naturally defined there. The Hamiltonian description of any physical theory consists of a phase space equipped with a symplectic structure (or, equivalently, the Poisson bracket), and a Hamiltonian functional. The phase space is a specification of the DoF in the theory, while the Hamiltonian functional describes how these DoF evolve in time. The split between the Hamiltonian functional and the phase space is also relevant when quantizing the system, as one must replace the phase space by a Hilbert space, while the Hamiltonian functional is replaced by a time evolution operator. On the other hand, every symmetry in the action formulation of particle or field theories implies a conservation law according to Noether’s theorems. For instance, by virtue of Noether’s first theorem, the invariance of the action under translation in time, translation in space, and rotation, implies the existence of the conservation of energy, linear momentum, and angular momentum, respectively. Besides that, Noether’s second theorem leads to a conservation law associated to local gauge symmetry as well.

Motivated by the above considerations, our goal in this work is thus to present a full and detailed analysis of conserved quantities and the Hamiltonian dynamics of modified axion electrodynamics. To do so, we shall apply the covariant phase space method and Faddeev-Jackiw’s Hamiltonian formalism for constrained systems. The former approach provides a powerful tool for defining conserved charges in a covariant way for generic theories with local gauge symmetries. The procedure is carried out by keeping track of the surface terms in the variation of the action. Meanwhile, Faddeev-Jackiw’s formalism allows us to compute the gauge transformations, the structure of the constraints, the correct number of DoF, the quantization brackets, and the functional measure on the path integral, by studying only the properties of the pre-symplectic matrix and its corresponding zero-modes. The advantage of the symplectic approach is that we do not need to classify the constraints into first- and second-class ones, and therefore it is different from Dirac’s approach. Furthermore, we shall use the Belinfante-Rosenfeld procedure to determine the covariant improved energy-momentum tensor for the interacting theory.

The present work is organized as follows. We begin Section II by defining the action principle corresponding to modified axion electrodynamics. Subsequently, we derive the equations of motion and the boundary term. Section III presents the construction of conserved charges associated with the gauge symmetry as well as the canonical and improved energy-momentum tensor. In Section IV, we obtain both the constraint structure and the gauge transformations by using the zero-modes of the pre-symplectic matrix. We then determine the fundamental F-J brackets and the functional measure on the path integral associated with our model by introducing a gauge-fixing procedure. Finally, we present the conclusions in Section V.

II. THE ACTION PRINCIPLE

Since the axion is a pseudo-Nambu-Goldstone boson arising from the spontaneous breakdown of global Peccei-Quinn symmetry $U(1)_{PQ}$, it can generically develop couplings to Standard Model particles, e.g. photons, through its derivative, originated from a universal coupling,

$$\sim \mathcal{J}_{\mu\nu}^{PQ} \partial_\mu \theta,$$

where $\mathcal{J}_{\mu\nu}^{PQ} = \bar{\Psi} \gamma_\mu \gamma_5 \Psi$ is the current of the global chiral $U(1)_{PQ}$ symmetry, yielding the abelian version of the chiral anomaly $\partial_\mu \mathcal{J}_{\mu\nu}^{PQ} \propto \epsilon^{\mu\nu\alpha\beta} F_{\mu\nu} F_{\alpha\beta}$. Although the strength of this coupling is very small for the axion-photon coupling, it forms a neutral dark matter candidate due to this type of coupling inside a TI has been recently proposed in Ref. [45, 46]. In this work, specifically, we consider the effective action principle for modified axion electrodynamics, describing the generic coupling of massless axions to photons, defined by

$$S[A, \theta] = \int_M d^4x \left( -\frac{1}{16\pi} F_{\mu\nu} F^{\mu\nu} + \frac{\kappa}{16\pi^2} \tilde{F}_{\mu\nu} A_\mu \partial_\nu \theta + \frac{1}{2} \partial_\mu \theta \partial^\mu \theta - J^\mu A_\mu \right).$$

Here $M = \mathbb{R} \times \Sigma$ is a four-dimensional space-time, where $\Sigma$ represents the three-dimensional space-like hypersurface and $\mathbb{R}$ is a time interval, $\kappa$ is the parameter characterizing the strength of the axion-photon coupling. $\theta(x)$ is the axion
field, \( \tilde{F}^{\mu \nu} = (1/2)\epsilon^{\mu \nu \beta \gamma} F_{\beta \gamma} \), and \( J^\mu = (\theta, J) \) stands for the electric 4-current. In the following, we use the signature \((1, -1, -1, -1)\) for the metric, and we further denote the components of \( x^\mu \) as \( x^a, a = 1, 2, 3 \).

Let us begin by deriving the field equations for modified axion electrodynamics. An arbitrary variation of the action (2) gives the field equations plus a boundary term:

\[
\delta S[A_\mu, \theta] = \int_{\mathcal{M}} d^4x \left[ \left( \frac{1}{4\pi} \partial_\mu F^{\mu \nu} - \frac{\kappa}{4\pi^2} \tilde{F}^{\mu \nu} \partial_\mu \theta - J^\nu \right) \delta A_\nu - \partial_\mu \left( \partial^\mu \theta - \frac{\kappa}{8\pi^2} \tilde{F}^{\mu \nu} A_\nu \right) \right] \delta \theta + \partial_\mu \left( \left( \partial^\mu \theta - \frac{\kappa}{8\pi^2} \tilde{F}^{\mu \nu} A_\nu \right) \delta \theta - \frac{1}{4\pi} \left( F^{\mu \nu} - \frac{\kappa}{2\pi} \epsilon^{\mu \nu \alpha \beta} A_\alpha \partial_\beta \theta \right) \right] A_\nu \right] . \tag{3}
\]

As we can see, the first term simply contains the following bulk equations of motion

\[
\delta A^\nu : \partial_\mu F^{\mu \nu} = \frac{\kappa}{\pi} \tilde{F}^{\mu \nu} \partial_\mu \theta + 4\pi J^\nu , \tag{4}
\]

here the first term on the right-hand side of Eq. (4) represents the additional contribution to Gauss’s and Ampère’s laws respectively, due to the presence of the dynamical axion field, which leads to an additional current density: \( J^\mu = \partial_\mu \left( (\kappa/\pi) \theta \tilde{F}^{\mu \nu} \right) = (\kappa/\pi) \tilde{F}^{\mu \nu} \partial_\mu \theta \). In other words, the spatial gradient and time-dependence of \( \theta \) in an external electromagnetic field acts as a new source for the standard Maxwell’s equations. Physically, such a topological current describes the anomalous Hall effect [67] (induced by the spatial gradient of \( \theta \)) and the dynamical chiral magnetic effect (generated by magnetic fields from the temporal gradient of \( \theta \)) [64]. Consequently, taking into account the Lorenz gauge defined by \( \partial_\mu A^\mu = 0 \), the equation of motion for \( A^\nu \) (4) reduce to

\[
\left( -\eta^\beta_\alpha \partial^\alpha \delta A_\beta - \frac{\kappa}{\pi} \partial_\mu \theta \epsilon^{\mu \nu \alpha \beta} \partial_\alpha \right) A^\beta = 4\pi J^\nu \tag{5}
\]

where \( \Box \equiv \partial_\mu \partial^\mu \) is the d’Alembertian. A general solution of these coupled differential equation can be expressed by using the Green’s function [68, 69].

On the other hand, it is evident that the variation of the action (2) does not give rise to the full set of Maxwell equations. Nevertheless, the homogeneous axion electrodynamics equations that express the field-potential relationship, i.e., Gauss law for magnetism and Faraday law, can be derived from a geometric property of electrodynamics, i.e. the Bianchi identity,

\[
\partial_\mu \tilde{F}^{\mu \nu} = 0, \tag{6}
\]

which does not get modified by including the axion field.

Moreover, from the second term of Eq. (3), one gets the massless axion field equation

\[
\delta \theta : \partial_\mu \left( \partial^\mu \theta - \frac{\kappa}{8\pi^2} \tilde{F}^{\mu \nu} A_\nu \right) = 0, \tag{7}
\]

which implies the existence of a conserved topological current in the sense that \( \partial_\mu \tilde{J}^\mu = 0 \), where \( \tilde{J}^\mu \) is given by

\[
\tilde{J}^\mu = \partial^\mu \theta - \frac{\kappa}{8\pi^2} \left( \epsilon^{\mu \nu \alpha \beta} A_\nu \partial_\alpha A_\beta \right) . \tag{8}
\]

From the above equation it can be easily seen that the second term is the Chern-Simons term for photon, which instead of being defined in three-dimensions it is defined in four-dimensions. Hence, the axion’s influence can be interpreted as a topological effect.

Finally, it is worth noticing that to have a well-defined action principle, it is necessary that field equations hold and that the surface term vanishes for a set of given boundary conditions on fields, that is

\[
\left( \partial^\mu \theta - \frac{\kappa}{8\pi^2} \epsilon^{\mu \nu \alpha \beta} A_\nu \partial_\alpha A_\beta \right) \bigg|_{\partial \mathcal{M}} = 0, \tag{9}
\]

\[
\left( F^{\mu \nu} - \frac{\kappa}{2\pi} \epsilon^{\mu \nu \alpha \beta} A_\alpha \partial_\beta \theta \right) \bigg|_{\partial \mathcal{M}} = 0. \tag{10}
\]

At this point, it is important to remark that all the above set of field equations derived from Eq. (2) constitute the axion electrodynamics theory including the dynamical axion field.
III. CONSERVED CHARGES AND ENERGY-MOMENTUM TENSOR

For simplicity, let us consider modified axion electrodynamics with no external sources, i.e. $J^\mu = 0$. To compute the charges we can use the covariant phase space method [52, 53]. According to the action principle, when we calculate the variation of the action and restrict to on-shell field configurations, the result is a total derivative which defines the pre-symplectic potential density $\Theta^\mu$ for the theory on the space of solutions to the field equations. In our case, we immediately see that

$$\Theta^\mu [\Xi_I, \delta \Xi_I] = \left( \partial^\mu \theta - \frac{K}{8\pi^2} F^\mu\nu A_\nu \right) \delta \theta - \frac{1}{4\pi} \left( F^\mu\nu - \frac{K}{2\pi} \epsilon^{\mu\nu\alpha\beta} A_\alpha \partial_\beta \theta \right) \delta A_\nu. \quad (11)$$

Here all dynamical fields in the theory are collectively denoted by $\Xi_I$, and therefore $\delta \Xi_I$ is a generic set of field perturbations. Now, given two independent field variations $\delta_1 \Xi_I$ and $\delta_2 \Xi_I$, the antisymmetrized variation of the pre-symplectic potential density $\Theta^\mu$ defines the pre-symplectic current $\omega^\mu [\Xi_I, \delta_1 \Xi_I, \delta_2 \Xi_I] = \delta_1 \Theta^\mu [\Xi_I, \delta_2 \Xi_I] - \delta_2 \Theta^\mu [\Xi_I, \delta_1 \Xi_I]$. Accordingly, we find

$$\omega^\mu [\Xi_I, \delta_1 \Xi_I, \delta_2 \Xi_I] = \left( \partial^\mu \delta_1 \theta - \frac{K}{8\pi^2} A_\nu \delta_1 F^\mu\nu - \frac{K}{8\pi^2} F^\mu\nu \delta_1 A_\nu \right) \delta_2 \theta - \frac{1}{4\pi} \left( \delta_1 F^\mu\nu - \frac{K}{2\pi} \epsilon^{\mu\nu\alpha\beta} A_\alpha \partial_\beta \delta_1 \theta + \partial_\beta \delta_1 A_\alpha \right) \delta_2 A_\nu - (1 \leftrightarrow 2). \quad (12)$$

To define the conserved charges, we need to compute $\omega^\mu [\Xi_I, \delta \Xi_I, \delta_\eta \Xi_I]$ with $\delta_\eta$ being a specific set of transformations parametrized by an arbitrary scalar function $\eta$. Using the gauge transformations for modified axion electrodynamics (58) and (59) (we will derive these transformations below after discussing the constraints structure of the theory in Section IV), Eq. (12) takes the form

$$\omega^\mu [\Xi_I, \delta \Xi_I, \delta_\eta \Xi_I] = \frac{1}{4\pi} \left[ \delta \left( - F^\mu\nu + \frac{K}{\pi} \theta F^\mu\nu \right) + \frac{K}{2\pi} \epsilon^{\mu\nu\alpha\beta} \partial_\beta \left( 2\theta \delta A_\alpha + A_\alpha \delta \theta \right) \right] \partial_\nu \eta. \quad (13)$$

Using the equations of motion for the linearized field perturbations, the pre-symplectic current (13) can be written, on-shell, as

$$\omega^\mu [\Xi_I, \delta \Xi_I, \delta_\eta \Xi_I] = \frac{1}{4\pi} \partial_\nu \left[ \delta \left( - F^\mu\nu + \frac{K}{\pi} \theta F^\mu\nu \right) \eta - \frac{K}{2\pi} \epsilon^{\mu\nu\alpha\beta} \partial_\alpha \left( 2\theta \delta A_\beta + A_\beta \delta \theta \right) \right]. \quad (14)$$

Hence, the pre-symplectic current $\omega^\mu$ contracted with the gauge transformations $\delta_\eta$ is an exact on-shell form. Notwithstanding the above, the pre-symplectic current $\omega^\mu$ is ill-defined due to the presence of the last term; however, it is important to note that $\Theta$ can be shifted as follow [52, 53]

$$\Theta^\mu [\Xi_I, \delta \Xi_I] \rightarrow \Theta^\mu [\Xi_I, \delta \Xi_I] + \delta \Delta^\mu [\Xi_I], \quad (15)$$

such that, once we have taken the contribution of $\Delta$ into account, the ambiguity in Eq. (14) is removed. Choosing $\Delta^\mu = (\kappa/8\pi^2) \theta \epsilon^{\mu\alpha\beta\gamma} A_\alpha \partial_\beta A_\gamma$ yield the new pre-symplectic current

$$\omega^\mu [\Xi_I, \delta \Xi_I, \delta_\eta \Xi_I] = \frac{1}{4\pi} \partial_\nu \left[ \delta \left( - F^\mu\nu + \frac{K}{\pi} \theta F^\mu\nu \right) \eta \right], \quad (16)$$

which can be rewritten as

$$\omega^\mu [\Xi_I, \delta \Xi_I, \delta_\eta \Xi_I] = \frac{1}{4\pi} \partial_\nu \left[ \delta \left( F^\mu\nu - \frac{K}{\pi} \theta F^\mu\nu \right) \eta \right] + \frac{1}{4\pi} \partial_\nu \left[ \delta \left( - F^\mu\nu + \frac{K}{\pi} \theta F^\mu\nu \right) \eta \right]. \quad (17)$$

It has been assumed that the boundary $\partial M$ of $M$ admits a canonical split with the identification of a Cauchy hypersurface $\Sigma$, and that $\Sigma$ has a boundary $\partial \Sigma$ a 2-surface in $\partial M$, which is often the case in situations of physical relevance. It guarantees that the phase space contains all degrees of freedom. We can then integrate $\omega^\nu$ over the Cauchy surface to define on-shell the charge perturbations $\delta Q_\eta^\nu$, associated with $\eta$,

$$\delta Q_\eta^\nu = \int_\Sigma \omega^\nu [\Xi_I, \delta \Xi_I, \delta_\eta \Xi_I] = \frac{1}{4\pi} \int_{\partial \Sigma} d^2 \Sigma_{\mu\nu} \delta \left( - F^\mu\nu + \frac{K}{\pi} \theta(x) \tilde{F}^\mu\nu \right) \eta. \quad (18)$$

From this it is clear that the pre-symplectic structure defined by $\Omega = \int_\Sigma \omega^\nu$ has degenerate gauge directions inside the Cauchy surface, but not on its boundary. Therefore, the Noether charge is given by a codimension-two integral,
it simply means that the conserved charge is a surface charge. In this way, by integrating over variations, we find out that the finite charge of the system turns out to be

\[ Q'_{\eta} = \int_{\partial \Sigma} d^2 \Sigma_{\mu \nu} \left( -\frac{1}{4\pi} F^{\mu \nu} + \frac{\kappa}{4\pi^2} \theta(x) \tilde{F}^{\mu \nu} \right) \eta. \]  

(19)

Besides, it follows that in the scenario where \( \eta \to 1 \) near the boundary, we find that \( Q' = \int_{\partial \Sigma} d^2 \Sigma_{\mu \nu} \left( -(1/4\pi) F^{\mu \nu} + (\kappa/4\pi^2) \theta(x) \tilde{F}^{\mu \nu} \right) \), which simply reduces to the Noether electric charge plus a magnetic charge induced by the space-time dependent axion coming from a topological origin, as shown in Eq. (8).

Furthermore, the charges can be written in terms of electric and magnetic fields \( \mathbf{E} \) and \( \mathbf{B} \). This can be achieved by taking the Cauchy surface \( \Sigma \) to be the \( t = \) constant surface, such that the boundary \( \partial \Sigma_{t} \) is a sphere \( S \) of constant radius \( r \to \infty \). Then we can use the standard notation \( \mathbf{E} = E^a = F_{a0} \), \( \mathbf{B} = B^a = \epsilon^{abc} \partial_b A_c \), for the electric and magnetic field intensity, respectively. Hence from our previously calculated expression for \( Q' \), Eq. (19), we find that

\[ Q' = \frac{1}{4\pi} \oint_S d^2 S \left( \mathbf{E} + \frac{\kappa}{\pi} \mathbf{B} \right) \cdot \mathbf{n}. \]

(20)

where \( \mathbf{n} \) is a unit vector normal to the sphere. This shows that the conserved charge is the sum of the Noether electric and magnetic charge induced by the dynamical axion field. At this point, it is worth noting that a composite particle with both electric and magnetic charges, would be what in elementary particle physics is called a dyon [70].

On the other hand, the invariance of the action functional given by (2) under space-time translations, implies the local conservation law for the canonical energy-momentum tensor, i.e. \( \partial_\mu T^{\mu \nu}_{\text{can}} = 0 \). Such a canonical stress tensor, in the absence of a source of photons, can be obtained from the Lagrangian density in Eq. (2) in a straightforward way [50]:

\[ T^{\mu \nu}_{\text{can}} = \frac{\partial L}{\partial (\partial_{\nu} A_{\alpha})} \partial^{\mu} A_{\gamma} + \frac{\partial L}{\partial (\partial_{\nu} \theta)} \partial^{\mu} \theta - \eta^{\mu \nu} L \]  

(21)

\[ = -\frac{1}{4\pi} F^{\mu \alpha} \partial^{\nu} A_{\alpha} - \frac{\kappa}{8\pi^2} \epsilon^{\mu \alpha \beta \gamma} \partial_{\alpha} \theta A_{\beta} \partial^{\nu} A_{\gamma} - \frac{\kappa}{8\pi^2} \tilde{F}^{\mu \alpha} A_{\alpha} \partial^{\nu} \theta + \partial^{\mu} \theta \partial^{\nu} \theta - \eta^{\mu \nu} L, \]

(22)

which is neither symmetric in its indices nor gauge invariant in general and thereby needs to be improved. This can be achieved by using the Belinfante-Rosenfeld procedure, whose goal is to construct out a symmetric energy-momentum tensor (EMT) from the canonical stress tensor [59–61]. In the Belinfante-Rosenfeld construction, the resulting improved EMT \( T^{\mu \nu}_{\text{imp}} \) is given by

\[ T^{\mu \nu}_{\text{imp}} \to T^{\mu \nu}_{\text{can}} + \partial_\gamma \Sigma^{\mu \nu}. \]

(23)

Here \( \Sigma^{\mu \nu} = -\Sigma^{\nu \mu} \) is some superpotential antisymmetric in the last pair of indices, so that it is off-shell divergenceless, and therefore it does not spoil the conservation law, \( \partial_\mu T^{\mu \nu}_{\text{imp}} = \partial_\nu T^{\mu \nu}_{\text{can}} + \partial_\nu \partial_\gamma \Sigma^{\mu \nu \gamma} = \partial_\nu T^{\mu \nu}_{\text{can}} = 0 \). Choosing \( \Sigma^{\mu \nu \gamma} = (1/4\pi)(F^{\mu \gamma} + (\kappa/2\pi) \partial_\delta \theta \epsilon^{\alpha \beta \gamma} A_{\beta}) A^{\nu} \) yields the improved on-shell EMT that describes the interaction of the axion field with the electromagnetic field

\[ T^{\mu \nu}_{\text{imp}} = -\frac{1}{4\pi} F^{\mu \alpha} F^{\nu \alpha} + \eta^{\mu \nu} \frac{1}{16\pi} F_{\alpha \beta} F^{\alpha \beta} + \frac{\kappa}{8\pi^2} A_{\alpha} \tilde{F}^{\alpha \mu} \partial^{\nu} \theta + \partial^{\mu} \theta \partial^{\nu} \theta - \eta^{\mu \nu} \frac{1}{2} \partial_\alpha \theta \partial^{\alpha} \theta. \]

(24)

It is important to note that the term \( (\kappa/8\pi^2) A_{\alpha} \tilde{F}^{\alpha \mu} \partial^{\nu} \theta \) present in the action (2), which contributes the third and sixth term to (24), renders the improved non-symmetric energy-momentum tensor. Nevertheless, \( T^{\mu \alpha}_{\text{imp}} \) satisfies the correct conservation law in the sense that its on-shell divergence vanishes, \( \partial_\mu T^{\mu \nu}_{\text{imp}} = 0 \). Besides, the above improved tensor (24) reduces to Maxwell’s stress tensor if we set \( \theta = \) constant. Remarkably, the components of the improved EMT (24) contain the proper energy density \( \mathcal{E} \) (\( T^{00}_{\text{imp}} \)), the momentum density coincident with the total energy flux \( \mathcal{P}^a \) (\( T^{a0}_{\text{imp}} \)), and also the energy flux \( \mathcal{S}^a \) (\( T^{0a}_{\text{imp}} \)). In terms of fields and potentials they are given by

\[ \mathcal{E} = \frac{1}{8\pi} (E^2 + B^2) + \frac{\kappa}{8\pi^2} \partial^\theta B \cdot A + \frac{1}{2} \partial_\theta \partial^\theta - \frac{1}{2} \partial_\theta \partial^\theta, \]

(25)

\[ \mathcal{P}^a = \frac{1}{4\pi} (E \times B)^a + \frac{\kappa}{8\pi^2} \partial^\theta B \cdot A + \partial^\theta \partial^\theta, \]

(26)

\[ \mathcal{S}^a = \frac{1}{4\pi} (E \times B)^a - \frac{\kappa}{8\pi^2} \partial^\theta (A \times E)^a + \frac{\kappa}{8\pi^2} \partial^\theta B^a A_0 - \partial^\theta \partial^\theta. \]

(27)
The second term in the components of the improved energy-momentum tensor (25)-(26) is identified as the magnetic helicity density $\mathbf{B} \cdot \mathbf{A}$, which measures the winding of magnetic lines of force and/or fluid vortex lines, whereas the second term in Eq. (27) is the spin angular momentum density $\mathbf{A} \times \mathbf{E}$ of the electromagnetic field. Let us finally point out that the helicity density is induced by the time derivative of the axion field which could also be identified with the chiral chemical potential $\mu_5 = \partial_\theta \theta$ [64].

IV. CANONICAL ANALYSIS IN THE SYMPLECTIC FRAMEWORK

We now proceed to the canonical analysis of the modified axion electrodynamics theory coupled to an external source $J^0$. We will apply the symplectic framework for constrained systems [54–56]. This formalism was introduced by Faddeev and Jackiw [54], to avoid consistency problems that spoil the Poisson brackets algebra and consequently fail any quantization techniques. Such a framework is geometrically well motivated and is based on the symplectic structure of the space phase. As shown by Faddeev and Jackiw, the constraints emerge as algebraic relations necessary to maintain the consistency of the equations of motion in systems with constraints. The advantage of this framework is that we do not need to catalog the constraints as first- and second-class ones like in Dirac’s theory. In this setting, all the constraints are treated at the same footing. Moreover, it does not rely on Dirac’s conjecture. Therefore it is a different method from the well-known Dirac approach [49, 58]. Still, several essential elements of a physical theory, such as the structure of all physical constraints, the local gauge symmetry and its generators, the quantization brackets structure, the functional measure for determining the quantum transition amplitude, and the correct number of physical degrees of freedom, can be systematically addressed by studying only the properties of the pre-symplectic matrix and its corresponding zero-modes. Once the classical field theory is obtained, quantization can proceed via a path integral or in a canonical way. Since symplectic formalism is not the most widely used, we will discuss it in more detail below.

At first, we begin by slicing the four-dimensional spacetime manifold, separating the temporal components from the spatial ones of our fields and their derivatives without fixing any gauge. After performing the $(3 + 1)$ decomposition, the action (2) can be expressed as

$$S = \int dt \int dx \left[ A_0 \left( \frac{1}{8\pi} \partial_a F^{a0} + \frac{\kappa}{8\pi^2} \epsilon^{abc} P_a F_{bc} - J^0 \right) + \dot{A}_a \left( \frac{1}{8\pi} F^{a0} + \frac{\kappa}{8\pi^2} \epsilon^{abc} A_b P_c \right) \right]$$

Here $F_{ab} = \partial_a A_b - \partial_b A_a$ is the field strength of $A_a$ and $P_a = \partial_a \theta$. To proceed with the canonical analysis, it is convenient to transform the Lagrangian in Eq. (28) into a first-order Lagrangian. To this end, we define the canonical momenta $(\Pi^0, \Pi^a, P)$ conjugate to the fields $(A_0, A_a, \theta)$, respectively, as

$$\Pi^0 = T_{A_0} = 0, \quad \Pi^a = T_{A_a} = \frac{1}{4\pi} \left( F^{a0} + \frac{\kappa}{2\pi} \epsilon^{abc} A_b P_c \right), \quad P = T_{\theta} = \dot{\theta} - \frac{\kappa}{16\pi^2} \epsilon^{abc} A_a F_{bc}.$$  

Thus, after performing a Legendre transformation, we can rewrite the Lagrangian in Eq. (28) as a first-order one in time derivatives as follows

$$L = \int dx \left[ \dot{A}_a \Pi^a + \dot{\theta} P + A_0 \left( \partial_a \Pi^a + \frac{\kappa}{16\pi^2} \epsilon^{abc} F_{ab} P_c - J^0 \right) - \frac{1}{16\pi} F_{ab} F^{ab} + \frac{1}{2} P_a P^a + 2\pi \left( \Pi^a - \frac{\kappa}{8\pi^2} \epsilon^{abc} A_b P_c \right)^2 - \frac{1}{2} \left( P + \frac{\kappa}{16\pi^2} \epsilon^{abc} A_a F_{bc} \right)^2 - \partial_a (A_0 P^a) \right],$$

which is convenient for analyzing the dynamics on $\Sigma$ in the symplectic framework. Thus, without loss of generality, the action functional Eq. (32) can be schematically written in the symplectic form, up to a boundary term, as

$$S = \int dt \int dx \left( a_I (\xi) \dot{\xi}^I - \mathcal{H}(\xi) \right)$$
which is first-order in time derivative \( \dot{\xi} \), where \( \xi \) stands for the collection of all the fields and momenta of the theory. The first term in Eq. (33) defines the so-called canonical one-form \( a_1 = a_1(\xi)\xi^I \), whereas the second term represents the symplectic potential which can also be identified with the canonical Hamiltonian density \( \mathcal{H} \). For axion electrodynamics, the set of initial symplectic variables as well as the corresponding canonical one-form can be identified easily from the first-order Lagrangian (32) as follows

\[
\xi^I = (A_0, A_0, \Pi^a, \theta, P),
\]

\[
a_1 = (0, \Pi^a, 0, P, 0).
\]

On the other hand, the Hamiltonian density can be read off from the Lagrangian (32)

\[
\mathcal{H} = -A_0 \left( \partial_a \Pi^a + \frac{K}{16\pi^2} \epsilon^{0abc} F_{ab} P_c - J^0 \right) + \frac{1}{16\pi} F_{ab} F^{ab} - \frac{1}{2} P_a P^a \\
-2\pi \left( \Pi^a - \frac{K}{8\pi^2} \epsilon^{0abc} A_b P_c \right)^2 + \frac{1}{2} \left( P + \frac{K}{16\pi^2} \epsilon^{0abc} A_a F_{bc} \right)^2.
\]

In the symplectic picture, the equations of motion deduced from the above action principle (33) can be written in a first-order form as

\[
\int dx \left( F_{IJ}(x, y) \dot{\xi}(x)^J - \frac{\delta \mathcal{H}(x) \xi^I(y)}{\delta \xi^I} \right) = 0.
\]

Note that the dynamics of the model is then characterized by the so-called pre-symplectic two-form matrix, which is defined by

\[
F_{IJ}(x, y) = \frac{\delta a_I(x)}{\delta \xi^J(y)} - \frac{\delta a_J(y)}{\delta \xi^I(x)}.
\]

Clearly \( F_{IJ} \) is an antisymmetrical matrix that can be either singular or non-singular. According to the symplectic approach, if the matrix \( F_{IJ} \) is non-singular, then its inverse can be obtained by solving the following relation:

\[
\int dz (F_{IK}(x, z))^{-1} F^{KJ}(z, y) = \delta^I_J \delta^3(x - y),
\]

where \((F_{IK})^{-1}\) denotes the inverse matrix of \( F^{KJ} \). As a consequence, the Eqs. (37) can be solved in terms of \( \dot{\xi}_I \):

\[
\dot{\xi}_I(y) = \int dz (F^{IJ}(y, z))^{-1} \int dx \frac{\delta \mathcal{H}(x)}{\delta \xi^I(z)}.
\]

In our model, the corresponding pre-symplectic matrix, using expression (38) and symplectic variable set (34) as well as corresponding one-form (35), is explicitly given as follows,

\[
F_{IJ}(x, y) = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & -\delta^a_b & 0 & 0 \\
0 & \delta^a_b & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & 1 & 0
\end{pmatrix} \delta^3(x - y).
\]

It is not difficult to see that the two-form matrix (41) is certainly singular, since \( \det |F_{IJ}| = 0 \), which implies that the theory is endowed with constraints. In other words, \( F_{IJ} \) is degenerate which means that there are more degrees of freedom in the equations of motion (37) than physical degrees of freedom in the theory. This suggests the existence of constraints in the system which must remove the unphysical degrees of freedom. In the symplectic formalism, the constraints emerge as algebraic relations necessary to maintain the consistency of the equations of motion. It is straightforward to determine that \( F_{IJ} \) has the following zero-mode:

\[
v^I = (v^{A_0}, 0, 0, 0, 0),
\]

where \( v^{A_0} \) is a totally arbitrary function. According to the symplectic formalism, the multiplication of this zero-mode by the gradient of the Hamiltonian leads to the following expression:

\[
\int dy \; v^I(y) \int dx \frac{\delta \mathcal{H}(x)}{\delta \xi^I(y)} = \int dy \; v^{A_0} \left( \partial_a \Pi^a + \frac{K}{16\pi^2} \epsilon^{0abc} F_{ab} P_c - J^0 \right) = 0,
\]
since \( v^{A_0} \) is an arbitrary function, we obtain the following constraint on the dynamics:

\[
\Omega = \partial_a \Pi^a + \frac{\kappa}{16\pi^2} \epsilon^{abc} F_{ab} P_c - J^0 = 0,
\]

(44)

this makes evident that the zero-modes of the pre-symplectic matrix encode the information of the constraint. This constraint is the Gauss-law constraint reflecting the gauge invariance of the theory. Now, there is a natual consistency condition requeiring the stablility of the constraints surface under the time evolution given by \( \dot{\Omega} = 0 \). At this point, it is worthwhile noting that the consistency condition, \( \dot{\Omega} = \int dx [\delta\Omega(x)/\delta \xi^i(y) ] \dot{\xi}^i(y) = 0 \), depend only on the time derivative of the symplectic variables \( \xi^i \). Therefore, such a condition can be incorporated into the kinetic sector of the original action (33) through a new dynamical variable (say undetermined Lagrange multiplier) \( \lambda \), augmenting the initial Lagrangian density (33) by the term \( \lambda \dot{\Omega} \). However, it is better to include the constraint into the system in the form \( -\lambda \Omega \), instead of the \( \lambda \dot{\Omega} \). The difference, being a full time-derivative, which does not modify the dynamics, that is

\[
\dot{\lambda} \dot{\Omega} = \frac{d}{dt} (\lambda \Omega) - \lambda \dot{\Omega}.
\]

(45)

In this way, discarding total time derivatives, we can write the first-iterated Lagrangian density as

\[
\mathcal{L}^{(1)} = a_I(\xi) \dot{\xi}^I - \dot{\lambda} \Omega - \mathcal{H}^{(1)}(\xi),
\]

(46)

where the first-iterated Hamiltonian density is obtained by the relation

\[
\mathcal{H}^{(1)}(\xi) = \mathcal{H}(\xi) \bigg|_{\Omega=0}.
\]

(47)

It is worth remarking that the presence of \( A_0 \) has disappeared because the constraint (44) has been put into the kinetic part of the Lagrangian density (46). In this way, by defining the new set of symplectic variables and the one-form respectively as

\[
\begin{align*}
\xi^{(1)I} &= (A_a, \Pi^a, \theta, P, \lambda), \\
a^{(1)I} &= (\Pi^a, 0, P, 0, -\Omega);
\end{align*}
\]

(48)

(49)

we obtain the explicit expression of the first-iterated pre-symplectic matrix

\[
F_{IJ}^{(1)}(x, y) = \left( \begin{array}{ccccc}
0 & -\delta^a_b & 0 & 0 & -A^{ac} \partial_{xc} \\
\delta^a_b & 0 & 0 & 0 & -\partial_{ka} \\
0 & 0 & 0 & 0 & -B^c \partial_{xc} \\
0 & 0 & 0 & 0 & 0 \\
A^{bc} \partial_{xc} & \partial_{yb} & B^c \partial_{xc} & 0 & 0
\end{array} \right) \delta^3(x - y).
\]

(50)

Here, we have defined \( A^{ac} \equiv (\kappa/8\pi^2) \epsilon^{abc} P_b \) and \( B^c \equiv (\kappa/16\pi^2) \epsilon^{abc} F_{ab} \). From the above singular matrix we can obtain the following non-trivial zero-mode:

\[
v^{(1)I} = (-\partial^y, A^{ac} \partial^y, 0, B^c \partial^y, -1).
\]

(51)

However, if we multiply this zero-mode by the gradient of first-iterative Hamiltonian (47), we will find that there are no further constraints in the theory. This is an expected situation since this theory must have a local gauge symmetry. Following the symplectic framework, the zero-modes must act as the generators of the corresponding gauge symmetry \( '\delta_G' \) on the symplectic variables, that is, the components of the zero-mode should give the transformation properties related to the underlying symmetry through the whole phase space \([55, 56]\). Thus, the local infinitesimal transformations, corresponding to the symplectic variables (48) and generated by \( v^{(1)I} \) (51), can be written as

\[
\delta_G \xi^{(1)}_I = v^{(1)}_I \eta,
\]

(52)

with \( \eta \) an arbitrary infinitesimal parameter. From the above zero-mode (51), we can immediately obtain the following infinitesimal gauge transformations:

\[
\begin{align*}
\delta_G A_a &= -\partial_a \eta, \\
\delta_G \Pi^a &= \frac{\kappa}{8\pi^2} \epsilon^{abc} P_b \partial_c \eta, \\
\delta_G \theta &= 0, \\
\delta_G P &= \frac{\kappa}{16\pi^2} \epsilon^{abc} F_{ab} \partial_c \eta, \\
\delta_G \lambda &= -\eta.
\end{align*}
\]

(53)

(54)

(55)

(56)

(57)
In particular, we can identify $-\lambda$ with $A_0$ such that all the physical quantities, i.e. observables, are invariant under the following gauge transformations:

$$A_\mu \rightarrow A_\mu + \partial_\mu \eta, \quad \theta \rightarrow \theta.$$  \hfill (58)

Note that the generator of such gauge transformation has been identified directly from the structure of the zero-mode (51), thereby making evident that the zero-mode of the pre-symplectic two-form matrix encode all the information of the gauge symmetry of our theory.

Now, to define the quantization brackets and also find the physical degrees of freedom, one can fix the gauge freedom associated to the singularity in the pre-symplectic matrix (50) by imposing additional conditions (gauge conditions). For electromagnetic fields, the condition usually employed to gauge fix is the Coulomb gauge. It satisfies the equation

$$\Phi = \partial_a A^a = 0.$$  \hfill (60)

Then, introducing this gauge condition into the Lagrangian density (46) through the Lagrange multiplier $\alpha$, we arrive at the following second-iterated Lagrangian density:

$$\mathcal{L}^{(2)}(\xi, \dot{\xi}) = a_I^{(1)}(\xi)\dot{\xi}^{(1)I} - \dot{\alpha} \Phi - \mathcal{H}^{(2)}(\xi),$$  \hfill (61)

where $\mathcal{H}^{(2)}$ is given by

$$\mathcal{H}^{(2)} = \frac{1}{16\pi} F_{ab} F^{ab} - \frac{1}{2} P^a P_a - 2\pi \left( \Pi^a - \frac{\kappa}{8\pi^2} \epsilon^{abc} A_b P_c \right)^2 + \frac{1}{2} \left( P + \frac{\kappa}{16\pi^2} \epsilon^{abc} A_b F_{ac} \right)^2.$$  \hfill (62)

The Lagrangian density in (61) allows us read off the new set of symplectic variables, $\xi^{(2)} = (A_a, \Pi^a, \theta, P, \lambda, \alpha)$. This allows us to identify the new canonical one-form, $a_I^{(2)} = (\Pi^a, 0, P, 0, -\Omega, -\Phi)$. In this manner, using the pre-symplectic matrix definition in Eq. (38) again, we have the second-iterated matrix

$$\mathcal{F}^{(2)}_{Ij}(x, y) = \begin{pmatrix} 0 & -\delta^a_b & 0 & 0 & -A^{ac} \partial_{xc} - \partial^a_x & 0 \\ \delta^a_b & 0 & 0 & 0 & -\partial^a_x & 0 \\ 0 & 0 & 0 & -1 & -B^c \partial_{xc} & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ A^{ac} \partial_{yc} & \partial_{ya} & B^c \partial_{yc} & 0 & 0 & 0 \\ \partial_{ya} & 0 & 0 & 0 & 0 & 0 \end{pmatrix} \delta^3(x - y).$$  \hfill (63)

Using the standard identity for any matrix

$$\begin{pmatrix} A & B \\ C & D \end{pmatrix} = \begin{pmatrix} A & 0 \\ C & 1 \end{pmatrix} \begin{pmatrix} 1 & A^{-1}B \\ 0 & D - CA^{-1}B \end{pmatrix},$$  \hfill (64)

where $A$ and $D$ are square matrices, but $B$ and $C$ need not be square, we can see that

$$\det \begin{pmatrix} A & B \\ C & D \end{pmatrix} = (\det A) (\det [D - CA^{-1}B]).$$  \hfill (65)

Hence, making use of (65), and after a few algebra, it is possible to show that the determinant of the matrix $\mathcal{F}^{(2)}_{Ij}$ is

$$\left( \det \mathcal{F}^{(2)}_{Ij}(x, y) \right)^{1/2} = \det |\nabla^2 \delta^3(x - y)| \neq 0.$$  \hfill (66)

Thus, it is clear that $\mathcal{F}^{(2)}_{Ij}$ is not singular, and therefore the inverse of this matrix exists: it is dubbed as the symplectic two-form matrix. Now, it is interesting to note that according to Toms approach [57], the functional measure for the path integral associated with our model, in the physical Coulomb gauge, can be written out explicitly as

$$d\mu = \left( \prod_I \left[ D\xi^{(2)}_I \right] \right) \left( \det \mathcal{F}^{(2)}_{Ij}(x, y) \right)^{1/2} = \left( \prod_I \left[ D\xi^{(2)}_I \right] \right) \det |\nabla^2 \delta^3(x - y)|.$$  \hfill (67)
A direct consequence of the last equation is that the quantum transition amplitude can now be obtained by performing the integration over $D\lambda D\alpha$:

$$Z = \int [D\lambda D\Pi D\theta DP] \det |\nabla^2 \delta^3 (x - y)| \delta^3 (\Omega) \delta^3 (\Phi) \exp \left\{ \frac{i}{\hbar} \int \left( \dot{A}_a \Pi^a + \dot{\theta} P - \mathcal{H}^{(2)} \right) dx \right\}. \quad (68)$$

According to the analysis in Refs. [71, 72], one could use these results concretely to infer the functional generator of the Green function and/or connected Green function. This allows us to have more information about the quantization of the system.

Also, after a straightforward calculation, we obtain the symplectic two-form matrix,

$$\left( F_{I J}^{\phi (2)} (x, y) \right)^{-1} = \left( \begin{array}{cccc}
0 & \Delta^b_a (x) & 0 & 0 \\
-\Delta^b_a (y) & 0 & 0 & -\frac{\partial^a}{\nabla^2 x} \\
0 & 0 & 0 & 0 \\
0 & -\frac{\partial^a}{\nabla^2 x} & 0 & 0 \\
\frac{\partial^a}{\nabla^2 x} & 0 & 0 & -\frac{1}{\nabla^2 x} \\
\frac{\partial^a}{\nabla^2 y} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{array} \right) \delta^3 (x - y), \quad (69)$$

where $\Delta^b_a (x) \equiv \left( \delta^b_a - \frac{\partial^b_a}{\nabla^2 x} \right)$ is the transverse projective operator and $1/\nabla^2 x$ is the inverse Laplacian operator. As a result, the form of the symplectic matrix (69) defines the brackets $\{ \bullet, \bullet \}_{F-J}$, dubbed as the Faddev-Jackiw fundamental brackets, between any two elements of the symplectic variables set $\xi^{(2)}_I (x)$ over the phase space through

$$\left\{ \xi^{(2)}_I (x), \xi^{(2)}_J (y) \right\}_{F-J} = \left( F_{I J}^{\phi (2)} (x, y) \right)^{-1}. \quad (70)$$

In this way, we can read off the non-vanishing brackets between canonical variables

$$\left\{ A_a (x), \Pi^b (y) \right\}_{F-J} = \Delta^b_a (x) \delta^3 (x - y), \quad (71)$$

$$\left\{ \theta (x), P^b (y) \right\}_{F-J} = \delta^3 (x - y). \quad (72)$$

Then it is straightforward to see that the brackets (71) and (72) or equivalently the symplectic two-form (69) do not satisfy the common canonical commutation relations. However, they could allow us to study physical observables, that is, quantities that are involved in physical measurements such as work and energy [48, 49, 58]. In this framework, the observables are objects forming zero brackets with all the theory’s constraints.

In this respect, we now need a Poisson bracket for observables on $\Sigma$. Such a bracket should agree with the commutator in the classical limit. To be precise, for any two observables $A, B$ defined on the phase space which owns itself a symplectic structure as $\left\{ \xi^{(2)}_I, \xi^{(2)}_J \right\}_{F-J}$, we can use the following relation

$$\left\{ A (\xi), B (\xi) \right\} = \sum_{I, J} \int d^3 r \frac{\delta A (\xi)}{\delta \xi_I (r)} \left( F_{I J}^{\phi (2)} \right)^{-1} \frac{\delta B (\xi)}{\delta \xi_J (r)}. \quad (73)$$

This can be taken as the definition of the Poisson bracket.

The canonical quantization can be fully made at tree level by the replacement of classical observables and Poisson brackets by the quantum operators commutators, respectively, according to

$$\left\{ A (x), B (y) \right\} \rightarrow \frac{1}{i \hbar} \left[ \hat{A} (x), \hat{B} (y) \right], \quad \hat{O} |\psi\rangle = 0, \quad (74)$$

where $\hat{O}$ is any operator associated with an observable (or constraint) and $|\psi\rangle$ is any quantum state.

Finally, the number of propagating degrees of freedom may be calculated in the phase space from the relation

$$N = \frac{1}{2} (N_1 - N_2 - N_3), \quad (75)$$

where $N_1$ is the number of field components in $\xi_I = (A_0, A_a, \Pi^a, \theta, P)$, $N_2$ is the number of fields eliminated ($A_0$), and $N_3$ is the number constraints including gauge fixing conditions. Hence, it is concluded that contrary to standard electrodynamics, axion electrodynamics has $\frac{1}{2} (9 - 1 - 2) = 3$ physical degrees of freedom on $\Sigma$; two degrees of freedom for the photon and another for the axion.
In this work, we have studied the conservation laws and dynamical structure of (3 + 1)–dimensional modified axion electrodynamics theory. We have started by reviewing some known results that exist in the literature concerning field equations. Thereafter, using the covariant phase space method, we have built the Noether charges associated with the gauge transformations of the theory. Such charges turned out to be the sum of the Noether electric charge plus a magnetic charge induced by the dynamical axion field. Furthermore, we have already inferred the improved energy-momentum tensor by adding a superpotential term to the canonical energy-momentum tensor, which, however, remains antisymmetric making evident the absence of Lorentz invariance in the theory. After constructing the improved energy-momentum tensor, we have determined the expressions for the energy density, momentum density, and energy flux density, respectively. Interestingly, these expressions are not gauge invariant due to $A$.

Furthermore, in the Faddev-Jackiw symplectic framework, we have derived the transformation laws for all the set of dynamical variables corresponding to gauge symmetries of the system, which have been used to compute the conserved charges. Additionally, we have used an appropriate gauge-fixing procedure, the Coulomb gauge, to compute the quantization brackets, which are useful for studying physical observables; e.g., the interaction energy between static point-like sources and the thermodynamics work done on the electromagnetic field coupled to axion fields via moving charges [48]. In this setup, we have also obtained the functional measure on the path integral associated with our model. A direct consequence of this is that the quantum transition amplitude expression can now be constructed by following the procedure developed in Ref. [57]. Having these results at hand, one might be faced with the task of calculating the generating functionals of the Green function and connected Green function, which could get us more information on the quantization of the theory. This idea is in progress and will be the subject of forthcoming work. We conclude our study by confirming that axion electrodynamics has three physical degrees of freedom per space point: two degrees of freedom for the photon and another for the axion. One of the interesting features of this analysis is the fact that both the gauge symmetry and the constraint structure of this model have been directly extracted by studying only the properties of the pre-symplectic matrix and its corresponding zero-modes.
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