Safe Optimization of an Industrial Refrigeration Process Using an Adaptive and Explorative Framework
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Abstract: Many industrial applications rely on real-time optimization to improve key performance indicators. In the case of unknown process characteristics, real-time optimization becomes challenging, particularly for the satisfaction of safety constraints. In this paper, we demonstrate the application of an adaptive and explorative real-time optimization framework to an industrial refrigeration process, where we learn the process characteristics through changes in process control targets and through exploration to satisfy safety constraints. We quantify the uncertainty in unknown compressor characteristics of the refrigeration plant by using Gaussian processes and incorporate this uncertainty into the objective function of the real-time optimization problem as a weighted cost term. We adaptively control the weight of this term to drive exploration. The results of our simulation experiments indicate the proposed approach can help to increase the energy efficiency of the considered refrigeration process, closely approximating the performance of a solution that has complete information about the compressor performance characteristics.
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1. INTRODUCTION

Many industrial applications use real-time optimization based on characteristics of the underlying processes to improve key performance indicators, such as energy consumption. However, the characteristics may be unknown, or may change with time, for instance due to wear and tear. Thus, model-based real-time optimization is challenging. A common approach is to first estimate the unknown characteristics by collecting observations from multiple operating points. The operating points are explored, for example, by doing plant step tests. These observations generally bring noise to the optimization problem, and a real-time optimization algorithm needs to sequentially estimate and optimize the utility function by utilizing these noisy observations to reveal the decisions leading to the lowest cost.

Considering the cost of exploration such as not delivering the expected demand from the system during exploration, there is a trade-off between exploring more and having more accurate estimations or exploiting collected observations and optimizing the obtained function. This trade-off is well-studied in the literature and multi-armed bandit approaches are suggested as a solution for optimally balancing exploration and exploitation (Bubeck et al., 2012). The first appearance of using upper confidence bounds (UCB) is dated back to Lai and Robbins (1985). After that, many UCB algorithms are developed by researchers for stochastic bandits with many arms (Lattimore and Szepesvári, 2020). Most efficient bandit algorithms are characterized by having a utility function under certain regularity conditions (Dani et al., 2008). Srinivas et al. (2010) divided the stochastic optimization problem into two objectives as unknown function estimations from noisy observations and optimization of the estimated function over the decision set. To satisfy regularity conditions, they leverage the kernel methods and Gaussian process (GP) to model utility function through the regularity assumptions of kernels (Rasmussen, 2004).

If we want to approximate the unknown characteristics and optimize a process in a safety-critical operation, we need to utilize safe exploration algorithms which allow only the exploration of feasible decision points by enforcing safety constraints. In this work, we define a feasible decision point in the given decision set as satisfying all the constraints of the given problem. Bandit setting and Markov Decision Processes (MDPs) are used to formalize the safe exploration problem in the literature (Schreiter et al., 2015; Turchetta et al., 2019). Sui et al. (2015) have introduced the SafeOpt algorithm which optimizes an unknown function over a safe decision set notion under certain assumptions by utilizing the confidence bound construction method of Srinivas et al. (2010). Following a similar approach we recently proposed the ARTEO algorithm (Korkmaz et al., 2022) to cast multi-armed bandits as a mathematical programming problem subject to safety constraints for the optimization of safety-critical systems. In ARTEO, we model the unknown characteristics of the
system using Gaussian processes (GP) and utilize the covariance function of GPs to quantify uncertainty to ensure satisfaction of the safety constraints with high probability. We establish the safety of ARTEO by constructing confidence bounds as Srinivas et al. (2010). We incorporate the uncertainty into the utility function as a contribution to encourage the exploration at points with high uncertainty while continuing to satisfy the optimization goals of the system. The size of this contribution is adaptively controlled by a hyperparameter in accordance with the requirements of the environment.

In this paper, we demonstrate the implementation of ARTEO for the power management problem of an industrial refrigeration process. The results show that we are able to successfully control three key performance indicators of the process by applying ARTEO. We further develop different demand scenarios to investigate the potential and limitations of ARTEO such as the case when the safety condition is violated, how hyperparameter selection affects the performance of the algorithm, and how ARTEO performs compared to a benchmark optimization problem with fully known system characteristics.

2. PROBLEM STATEMENT AND BACKGROUND

We want to minimize a utility function $f$ that models the cost of decisions and the uncertainty in the system subject to $K$ safety constraints $g_k$, $k = 1, \ldots, K$. The cost of a decision and the constraints at the chosen point $x_t \in D$ at each solution iteration $t$ depends on the unknown system characteristics $p_t \in P$, and $D_t \subset \mathbb{R}$ defines the decision set of arm $i$. We want to find a sequence of decisions, $x_1, x_2, \ldots, x_T$ which minimizes $f$ subject to $g$ while revealing the unknown characteristics. After making a decision $x_t$, we obtain a noisy measurement, $y_t = f(x_t, p(x_t)) + \epsilon$ where $f : D \times P \rightarrow \mathbb{R}$ and $\epsilon$ is $R$-sub-Gaussian noise for a fixed constant $R \geq 0$ (Agrawal and Goyal, 2013). At every iteration, the decision $x_t$ must satisfy the constraints $g_k(x_t, p(x_t)) + b_k \leq 0$, where $k = 1, 2, \ldots, K$ with $K$ denoting the number of constraints. The value of $b_k \geq 0$ is called a safety threshold. Thus, we can formalize our optimisation problem at time $t$ as:

$$X_t = \operatorname{argmin}_X f(X, p(X))$$

subject to $g_k(X, p(X)) + b_k \leq 0, \forall k = 1, \ldots, K$ \hspace{1cm} (1a)

where $X = [x_1, \ldots, x_N]$ for arms $i = 1, \ldots, N$. Since the characteristics $p(.)$ are unknown and need to be estimated, at every solution instance $t$, we need to first solve an estimation problem to find $p$, then solve the optimization problem (1). In ARTEO, we utilize GPs to learn $p(.)$ and its covariance matrix to establish confidence bounds that include the true value of safety function with $1 - \delta$ probability where $\delta \in (0, 1)$ and a coefficient $\beta_t$ is chosen to satisfy explained conditions in Korkmaz et al. (2022). This guarantee can be formalized as next:

$$P \left( | g(x_t) - \mu_{t-1}(x_t) | \leq \sqrt{\beta_t \sigma_{t-1}(x_t)} \right) \leq 1 - \delta, \ t \geq 1 \hspace{1cm} (2)$$

In Korkmaz et al. (2022), we established the theoretical guarantee of the confidence bounds by choosing $\beta_t$ based on Theorem 3 of Srinivas et al. (2010), Theorem 2 of Ray Chowdhury and Gopalan (2017), and Theorem 1 of Sui et al. (2015) under the regularity assumptions of GPs. Further details regarding $\beta$ parameter and regularity assumptions can be found in Korkmaz et al. (2022). The implementation details of the algorithm are given in the next section.

2.1 Gaussian Processes

Gaussian processes (GPs) are non-parametric models which can be used for regression. GPs are fully specified by a mean function $\mu(x)$ and a kernel $k(x, x')$ which is a covariance function and decides the shape of prior and posterior in GP regression (Rasmussen, 2004). The goal is to predict the value of $p$ including unknown components at the decision point $x^*$ by using GPs and then compute $f$. Assuming having a zero mean prior, the posterior $p(f(x^*)|x^*, D)$ follows $N(\mu(x^*), \sigma^2(x^*))$ that satisfy:

$$\mu(x^*) = K^T_N \Sigma^{-1} (y_1, \ldots, y_N)^T \hspace{1cm} \sigma^2(x^*) = k(x^*, x^*) - K^T_N \Sigma^{-1} K_N$$

where $t, j \in \{1, \ldots, N\}$ and denotes the index of observations, $K_{NN} = k(x_i, x_j)$, $K_{NN}$ is the $N \times N$ positive definite kernel matrix with $K_{NN}[i, j] = k(x_i, x_j)$ and $y_i$ is the noisy feedback of $i$th observation.

3. ARTEO ALGORITHM

ARTEO is developed for safety-critical systems with high exploration costs. It does not require a separate training phase and learns during normal operation. The algorithm is executed periodically and the optimal solutions for (1) can change due to a change in optimization targets, a change in system characteristics, or can be driven by the exploratory contribution in the cost function. At each solution instance ARTEO updates the posterior distributions of GPs with previous noisy observations and provides the optimal solution for the desired outcome based on how GPs model the unknown components. In a setup with multiple-arms, the decision set $D_i$ is defined for each arm $i$ as satisfying the introduced assumptions in Korkmaz et al. (2022). For each arm, a GP prior and initial safe seed set is introduced to the algorithm. The safe seed set $S_0$ includes at least one safe decision point with the true value of the safety function at that point. Safe seed points are given to accurately assess the safety of chosen operating points in later iterations as in previously published safe exploration algorithms (Sui et al., 2015, 2018; Turchetta et al., 2019). At the first solution instance, each GP corresponding to arm $i$ is fit by a safe seed set and given GP prior to computing a posterior distribution. At later instances, the safe set is expanded by noisy observations as collected after the execution of decided operating points from the real-time optimizer. These observations are used to compute posteriors to use in the optimization of the utility function, which includes the cost of decision and uncertainty.

The uncertainty in the utility function $f_i$ is quantified as:

$$U_t(X_t, p(X_t)) = \sum_{i} \sigma(x_{it})$$

where $\sigma(x_{it})$ is the standard deviation of $GP_i$ at the point $x_{it}$ for the arm $i$ in the iteration $t$ and $n$ is the number
of arms. It is incorporated into the utility function \( f \) by multiplying by an adjustable parameter \( z \) as next:

\[
f_t(X_t, p(X_t)) = C_t(X_t, p(X_t)) + zU_t(X_t, p(X_t))
\]

where \( C_t(X_t, p(X_t)) \) represents the cost of decision at the evaluated points. The uncertainty weight \( z \) is adapted using present uncertainty in the environment. The impact of adjusting \( z \) on the performance of ARTEO will be shown in Section 4.4.

The optimization phase occurs after updating the posteriors of each arm. The real-time optimizer incorporates the posterior of the GP into decision-making by modelling the unknown parameters for each arm by using the mean and standard deviation of GPs. The utility function is the objective function in the real-time optimization formulation and the safety thresholds are constraints. In the utility function, the mean of the GP posterior of each arm is used to evaluate the cost of the decision and the standard deviation of GPs is used to measure uncertainty. In the safety function, the standard deviation of the GP posterior of each arm is used to construct confidence bounds and then these bounds are used to assess the feasibility of evaluated points. The optimizer solves the minimization problem under safety constraints within the defined decision set of each arm. Any optimization algorithm that could solve the given problem can be used in this phase. We have a constrained nonlinear case study, and we choose an interior-point algorithm to solve our problem.

Since we apply the ARTEO algorithm to a dynamical system simulation, we build a steady-state detector and evaluate costs and constraints in a steady-state. For the steady-state detection algorithm, we use a statistical test-based detector as common in many real-time optimization tools (Câmara et al., 2016). The pseudocode of ARTEO is given in Korkmaz et al. (2022).

4. CASE STUDY

We apply the ARTEO approach to a food freezing process plant. This case study is introduced first in Widell and Eikevik (2010), which we develop further into a dynamic simulation. We develop the simulation and algorithm with MATLAB/Simulink 2022a, and conduct experiments on an M1 Pro chip with 16 GB memory. The general structure of the industrial refrigeration control system with the ARTEO layer used in the simulations is given in Fig. 1.

4.1 The industrial refrigeration system

The industrial refrigeration system is formed by two sub-systems with different pressure levels. The two subsystems consist of 11 compressors: three reciprocating, and eight screw compressors used to freeze stored fish within the refrigeration system. We focus on the screw compressors because they have varying ranges of cooling capacities and different power consumption characteristics. The first subsystem has 5 screw compressors and the second subsystem has 3 screw compressors. The system with five screw compressors is chosen to apply our approach. Fig. 2 illustrates a simplified process layout of this subsystem.

For the dynamic modelling of the screw compressors, 200 seconds is considered to be the time needed to move from one steady-state to a new one based on the dynamic experiments from Fu et al. (2003). Therefore, ARTEO is triggered by 250 seconds time intervals to decouple the optimization actions from the compressor controllers. For representing the performance of screw compressors, the characteristics capturing the cooling load and power consumption data is obtained from Manske et al. (2000) and embedded into simulations but not directly revealed to the optimization algorithm. The system consists of one small-sized, one medium-sized and three large-sized compressors. The minimum and maximum cooling capacities for each compressor type are given in Table 1. The coefficient of
Fig. 4. The first iteration of the algorithm. The safe seed set includes three points for each compressor within their respective operating intervals. The blue-shaded area represents the uncertainty which is high due to unknown regions.

Fig. 5. The final iteration in the simulation. GP predicted performance lines are converged to the actual performance curves of each compressor. Purple-coloured sample points are chosen by exploration when the environment becomes available.

Performance for cooling for all compressors is assumed to be 1.6 based on data from Widell and Eikevik (2010).

The cooling demand is subject to change based on the stored amount of fish and environmental factors. Fig. 3 demonstrates the production load during fishing season when the plant is needed to be cooled at full capacity for most days but also with considerable variations. This period is chosen to highlight that large production rates require higher energy consumption, which can be a safety constraint in some cases due to a shortage of electricity in the power grid or similarly a critical cost concern when regulations or power purchase contracts demand enforcing a peak electricity consumption limit.

More specifically, we demonstrate our approach over the period Saturday, Sunday and Monday in Fig. 3 because those days have significant fluctuations in the process cooling demand, which drive the plant to work at different operating points. Operating at unknown points may cause the violation of constraints due to unknown performance characteristics at those points.

**Table 1. Compressors Operating Intervals**

| Compressor | Min. Capacity (kW) | Max. Capacity (kW) |
|------------|--------------------|--------------------|
| Small      | 56                 | 220                |
| Medium     | 237                | 537                |
| Large      | 194                | 795                |

4.2 Safe learning and optimization with ARTEO

For this case study, we choose the Squared Exponential kernel, which is a positive definite kernel function, as the GP prior for each compressor based on the suggestion of the GP hyperparameter optimization tool under the Statistics and Machine Learning Toolbox in Matlab (Rasmussen, 2004). The minimum and maximum cooling capacities in Table 1 are introduced as decision-set boundaries to the optimization:

\[
 x_{i \text{min}} \leq x_{it} \leq x_{i \text{max}} \quad i = 1, \ldots, 5, \quad t = 1, \ldots, 42000 \quad (6)
\]

Then, we create the safe seed set including three safe decision points for each compressor to obtain the posterior of GPs before making any decisions. We define the utility function \( f_t \) as follows:

\[
f_t(x) = \left[ \sum_{i=1}^{5} \mu_{P_i(x_{it})} \right]^2 + \left[ M_t - \sum_{i=1}^{5} x_{it} \right]^2 - 2 \sum_{i=1}^{5} \sigma_{P_i(x_{it})} \quad (7)
\]

where \( \mu_{P_i(x_{it})} \) represents the mean prediction of power consumption at production load \( x \) and \( \sigma_{P_i(x_{it})} \) represents the standard deviation of prediction to represent uncertainty in predictions at load \( x_{it} \). \( M_t \) denotes the desired production load at time \( t \) based on the introduced cooling scenario. We develop the following two conditions and assign a positive value \( z = 1000 \) when these conditions hold: (1) the cooling demand has stayed the same in the two previous sampling instances, (2) there is at least one feasible decision point that satisfies the cooling demand with a tolerance \( \alpha = 10 \) kW. The safety threshold for total power consumption is set as 80% of the maximum power consumption possible for all compressors, which corresponds to 1580 kW, to emulate an external command given to limit the power consumption of the process. The safety constraint \( g \) is defined next as:
where \( \beta_t \) is chosen as explained in Korkmaz et al. (2022).

The experiment is simulated with the given cooling load trajectory in Fig. 2. Fig. 3 demonstrates the first solution instance of the algorithm, where the uncertainty is high and it can be recognized from the wide confidence bounds. At each instance, GPs are updated with new observations, and the algorithm takes new decisions by the updated GPs. Fig. 4 shows the final results for performance curve estimations at the end of the simulated cooling load scenario. It can be seen that the ARTEO algorithm is able to successfully approximate the power consumption curves very close to their real shape. Fig. 6 illustrates the expected and achieved production loads. The expected production load is satisfied unless: (1) it is higher than what compressors can achieve without crossing the safety threshold, (2) it requires compressors to operate lower than their minimum operating points. Fig. 6 demonstrates that when the total power consumption is on the limit of the maximum power threshold, the expected load could not be satisfied. At those production loads, our approach finds safe operating points which minimize the stated objective function.

4.3 Limitations of confidence-bound-based safety

Fig. 4 shows that at the first solution instance of the algorithm, not all true power consumption curves (in green) for the compressors - particularly for unexplored high load regions - lie inside the confidence bounds constructed by GP regression (blue areas). Since the cooling load scenario in Fig. 6 does not move rapidly from a low load to a high load, the algorithm gets the chance to update the GPs and the corresponding bounds before a high load is requested. We now investigate a counterexample where the system receives a high cooling load demand earlier, without exploring intermediate loads. In this case, ARTEO moves the compressors to an operating point past the allowed maximum power consumption to track the requested cooling load based on the satisfaction of the UCB-based constraint but steps back from the target load to satisfy the actual safety limit once the steady-state detection algorithm registers the new data points and updates the GPs and the UCBs. Fig. 7 illustrates this counterexample case. A basic approach to avoid the safety violation in this example can be to constrain the search space to the vicinity of the previously explored operating points using a distance measure, which would act analogous to input rate-of-change constraints in optimal control applications.

4.4 Hyperparameter selection

The performance of ARTEO is sensitive to two factors: (i) the estimation of GP models and (ii) the value of \( z \) used for exploration. Gaussian process regression is a technique driven by its own hyperparameters such as kernel selection and noise levels. In this case study - based on hyperparameter optimization - the squared-exponential kernel is chosen as the kernel function for all compressors. We can visualize the total uncertainty in an environment by the standard deviation of GP models summed over a discretization of the operating envelope. In a static environment, we expect the total uncertainty to decrease over time due to exploration. This decrease is led by the size of \( z \), with greater \( z \) corresponding to a quicker decrease. Fig. 8 shows the trend in the decrease of the total uncertainty in a case study for two different

Fig. 8. Total uncertainty decrease in the environment by varying \( z \) values
values of $z$. Here, the total cooling demand is kept at a fixed value and individual compressor loads are moved by the ARTEO algorithm to decrease the uncertainty while maintaining the safety threshold. By adjusting the value of $z$, it is possible to shift the emphasis in the utility function to minimisation of the uncertainty, if the term $z$ is greater relative to the power consumption term. Conversely, setting a small value of $z$ enables focusing on the minimisation of power consumption, at the expense of leaving a larger uncertainty. It is possible to adapt $z$ in a dynamic environment with changing characteristics e.g. when the compressor performances deteriorate over time. This can be achieved by varying the value of $z$ based on the observed prediction errors for the compressor power consumption values. Higher errors will indicate increasing plant-model mismatch and will increase $z$ for more exploration. Forgetting older data points will also increase uncertainty and will drive exploration without changing the value of $z$.

4.5 Comparison with exact knowledge

Lastly, we compare ARTEO with an optimization, which has access to exact knowledge of the environment. For this comparison the cooling scenario in Fig. 3 is used again and the optimization problem is solved with the same polynomial equations of the power consumption characteristics used in the simulations. The comparison of the results for power consumption and cooling load demand satisfaction is given in Fig. 6. Here we can see that ARTEO performs close to the optimization with exact knowledge even though the characteristics are initially unknown to ARTEO and are estimated through noisy observations.

5. CONCLUSION

In this work, we introduced and studied an industrial refrigeration case study as an example for the implementation of the ARTEO algorithm for the adaptive and explorative real-time optimization of a safety-critical system under uncertainty. The ARTEO algorithm successfully minimizes the power consumption while tracking the desired cooling load within the operational and safety constraints considered in the main case study. Even though the system starts with very limited information about the process, online learning provides comparable performance to a solution with exact knowledge of the environment.

REFERENCES

Agrawal, S. and Goyal, N. (2013). Thompson sampling for contextual bandits with linear payoffs. In Proceedings of the 30th International Conference on International Conference on Machine Learning - Volume 28, ICML'13, III–1220–III–1228. JMLR.org.

Bubeck, S., Cesa-Bianchi, N., et al. (2012). Regret analysis of stochastic and nonstochastic multi-armed bandit problems. Foundations and Trends® in Machine Learning, 5(1), 1–122.

Câmara, M.M., Quelhas, A.D., and Pinto, J.C. (2016). Performance evaluation of real industrial RTO systems. Processes, 4(4).

Dani, V., Hayes, T., and Kakade, S. (2008). Stochastic linear optimization under bandit feedback. 355–366.

Fu, L., Ding, G., and Zhang, C. (2003). Dynamic simulation of air-to-water dual-mode heat pump with screw compressor. Applied Thermal Engineering, 23(13), 1629–1645.

Korkmaz, B.S., Mercangöz, M., and Zagórowska, M. (2022). Adaptive real time exploration and optimization for safety-critical systems. doi:10.48550/ARXIV.2211.05495. URL https://arxiv.org/abs/2211.05495.

Lai, T. and Robbins, H. (1985). Asymptotically efficient adaptive allocation rules. Advances in Applied Mathematics, 6(1), 4–22.

Lattimore, T. and Szepesvári, C. (2020). Stochastic Bandits with Finitely Many Arms, 73–74. Cambridge University Press.

Manske, K.A., Reindl, D., and Klein, S. (2000). Load sharing strategies in multiple compressor refrigeration systems.

Rasmussen, C.E. (2004). Gaussian Processes in Machine Learning, 63–71. Springer Berlin Heidelberg, Berlin, Heidelberg.

Ray Chowdhury, S. and Gopalan, A. (2017). On kernelized multi-armed bandits.

Schreiter, J., Nguyen-Tuong, D., Eberts, M., Bischof, B., Markert, H., and Toussaint, M. (2015). Safe exploration for active learning with Gaussian processes. 133–149.

Srinivas, N., Krause, A., Kakade, S.M., and Seeger, M.W. (2010). Gaussian process optimization in the bandit setting: No regret and experimental design. In ICML.

Sui, Y., Gotovos, A., Burdick, J.W., and Krause, A. (2015). Safe exploration for optimization with Gaussian processes. In Proceedings of the 32nd International Conference on International Conference on Machine Learning - Volume 37, ICML’15, 997–1005. JMLR.org.

Sui, Y., Zhuang, V., Burdick, J., and Yue, Y. (2018). Stagewise safe bayesian optimization with Gaussian processes. In 35th International Conference on Machine Learning, 4781–4789. PMLR.

Turchetta, M., Berkenkamp, F., and Krause, A. (2019). Safe Exploration for Interactive Machine Learning. Curran Associates Inc., Red Hook, NY, USA.

Widell, K. and Eikevik, T. (2010). Reducing power consumption in multi-compressor refrigeration systems. International Journal of Refrigeration, 33(1), 88–94.