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Abstract

We develop inference methods for generalized coalescent models, such as the $\Lambda$- and $\Xi$-coalescents, which have recently been proposed for populations with broad offspring distributions, repeated selective sweeps, or strong selection. These are all populations that may not be adequately described by the usual Kingman coalescent. A roadblock to the application of such models has been the lack of effective tools for inferring an appropriate model, which stems from difficulties in evaluating the associated likelihoods. We overcome these difficulties by introducing estimators that are both computationally tractable and statistically efficient. We use these estimators to obtain point estimates and confidence intervals for the parameters of the coalescent models, and $p$-values for the hypothesis that the population is described by the Kingman coalescent. Our approach is based on the theory of unbiased estimating equations, which is more general than composite likelihood and may be applicable in other areas of statistical genetics. Our main focus is on inference from linked site-frequency spectra using parameterized families of $\Lambda$-coalescents. We show that useful inferences may be made from non-singleton data alone if singletons are suspect due to sequencing or data-cleaning errors, although the data requirements are greatly increased. We apply our method to mitochondrial sequence data from Gadus morhua, the Atlantic cod.

1. INTRODUCTION

Generalized coalescent models, such as the $\Lambda$- and $\Xi$-coalescents, have recently been developed as alternatives to the classical Kingman coalescent (Pitman, 1999, Sagitov, 1999, Schweinsberg, 2000, 2003). These models were initially designed for populations evolving neutrally with broad offspring distributions, in which the family size of an individual can be a significant fraction of the population (Eldon and Wakeley, 2006, Schweinsberg, 2003). They have also been used to model population bottlenecks and strong selection (Durrett and Schweinsberg, 2004, 2005, Eldon et al., 2015). The characteristic feature of the generalized coalescents, which distinguishes them from the
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Kingman coalescent, is that more than two lineages can coalesce in a single event; in this case, we speak of a “multiple collision.” The shape of a generalized coalescent tree is often quite different from that of the Kingman coalescent tree.

One of the challenges in working with generalized coalescents is that they come in great variety, in contrast to the Kingman coalescent, which is essentially unique up to time reparameterization. The space of $\Lambda$-coalescents, for example, corresponds to the space of measures on the unit interval (Pitman, 1999), which is infinite dimensional. Despite the great variety of coalescents that are mathematically possible, it is reasonable to conjecture that only a limited subspace is biologically relevant. In previous work, simple parametric subspaces of $\Lambda$-coalescents have been introduced, based on biologically-motivated models of the offspring distribution (Eldon and Wakeley, 2006, Schweinsberg, 2003). These models interpolate smoothly between the classical Kingman coalescent and the star coalescent, as a shape parameter $\phi$ is varied over an interval. As an example, in Figure 1, we show sample trees as $\phi$ is varied in a particular model. Note that as $\phi$ increases the shape of the tree changes, so that an increasing fraction of the tree is found in the external branches. Note also that as $\phi$ increases, the prevalence of “multiple collisions”—coalescent events involving more than two lineages—increases as well.

![Figure 1: Random samples from the symmetric beta coalescent trees as the parameter $\phi$, which governs the shape, increases from the Kingman value of zero. The model is described below, in the section on Genealogical Models. Note that as $\phi$ increases the number of multiple collisions increases, and the proportion of the total branch length in the external branches also increases. Our goal is to estimate $\phi$, and its uncertainty, from site-frequency spectra generated from a mutation process on the trees. In this figure, we provide a single sample for each parameter value. In Supplement A, we provide twelve samples for each parameter value, to give a sense for the variation that still exists for a fixed parameter value.](image)

In this paper we assume given a parametric model of $\Lambda$-coalescents, with shape parameter...
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\( \phi \), and develop methods for estimating \( \phi \) from the site-frequency spectrum (SFS) of a sample of aligned sequences. Specifically, we define point estimates and confidence intervals for \( \phi \), and calculate \( p \)-values for the hypothesis that the data are described by the Kingman coalescent. We provide general methods that can be applied to specific models, and analyze the results in two specific models. We develop the methods using synthetic data and then apply the methods to mitochondrial SFS from the Atlantic Cod.

We give a brief description of our problem, providing more precise definitions below. Our data consist of \( n \) aligned DNA or RNA sequences, which differ at \( S \) segregating sites, i.e., sites at which not all sequences have the same nucleotide. We may also have an aligned outgroup sequence. Let \( S_k \), for \( k = 0, 1, 2, \ldots, n \), be the number of sites where \( k \) of the \( n \) sequences are mutated relative to the sequence of their most recent common ancestor (MRCA), i.e., the sequence of the root of the coalescent tree. The SFS is the vector \( \vec{S} = (S_1, S_2, \ldots, S_{n-1}) \). In practice we are not given the root sequence directly, as part of the data, so we need to either estimate it using an outgroup or use a reduced description of the data, known as the “folded SFS,” that does not depend on the root sequence. These issues are discussed below. We assume throughout that at most one mutation can occur at each site; this is the so-called “infinite-sites” model (Kimura, 1969). We also assume the mutations are neutral, so that they appear randomly on the tree, with constant rate proportional to the branchlength. We are primarily interested in linked sequence data, i.e., data arising in populations for which recombination can be neglected. The significance of this assumption from an inference perspective is that the data are described by a single coalescent tree.

The SFS provides information about the shape of the tree. In the infinite-sites model, if a mutation occurs on a branch that subtends \( k \) leaves, then the mutation will be seen in exactly \( k \) sequences, and will add one to the value of \( S_k \). Therefore, the value of \( S_k \) reflects the fraction of the tree that subtends \( k \) leaves, and that fraction reflects the shape of the tree. The relation between the coalescent tree, the locations of the mutations, and \( \vec{S} \), is illustrated in Figure 2.

There are two types of randomness that affect the uncertainty in our estimates of \( \phi \). The first comes from random variation in the tree, and the second from random variation in the location of the mutations on that tree. Suppose first that we knew the tree exactly. We would still be uncertain about the value of \( \phi \), because the coalescent process generates a tree randomly, and nearby values of \( \phi \) can produce the same tree, albeit with varying probability. We call this uncertainty the tree-based uncertainty in \( \phi \). Although it is not obvious, it seems to be generally true, and has been proven for some models, that the tree-based uncertainty can be reduced by increasing \( n \).

In practice we do not know the tree; we only know the SFS. Although the SFS provides information about the tree shape, this information is noisy, because the mutations land randomly on the tree. The fraction of the tree that subtends \( k \) leaves is approximately given by the ratio \( S_k / S \), but this ratio is subject to large random fluctuations when \( S \) is small. Thus, the randomness of the mutation process leads to uncertainty in the tree, and this uncertainty translates into additional uncertainty in \( \phi \). We call this uncertainty the mutation-based uncertainty in \( \phi \). It can be reduced by increasing \( S \), which can be increased, in turn, by increasing the length of the sequences.

We therefore have two ways of decreasing our uncertainty in \( \phi \): increase \( n \) and increase \( S \). In collecting data, we may well face a tradeoff between the number and length of the sequences, and we would like to collect the data so as to minimize the uncertainty in our inferences. But the relative importance of these two aspects of the data is not at all obvious. One of the objectives of this paper is to provide methods for assessing this tradeoff.

We now briefly discuss the statistical issues involved in making parameter inferences. In order to make parameter inferences in either a frequentist or Bayesian framework, one often calculates the statistical likelihood, which measures how likely it would be for the observed data to arise for a particular parameter choice. In symbols, if the statistical model of the data \( D \) is \( p(D|\phi) \) for a fixed
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Figure 2: Random mutations on a coalescent tree with \( n = 10 \) and \( S = 6 \). The SFS for this data is \( \vec{S} = (3, 1, 0, 0, 2, 0, 0, 0, 0) \). Note that when two mutations occur on the same branch they are assumed to occur at different sites, because of the infinite-sites assumption. In comparing with Figure 1, one can see that as \( \phi \) increases, random mutations are increasingly likely to occur on external than internal branches. Thus, as \( \phi \) increases, \( \vec{S} \) becomes increasingly weighted towards smaller \( k \) values, and this change can be used to infer \( \phi \) from \( \vec{S} \).

If parameter value \( \phi \), then the likelihood is the same function, considered as a function of \( \phi \) for the observed data \( D \). Many of the most powerful tools in computational inference, including Markov Chain Monte Carlo (MCMC) approaches in Bayesian inference (Robert and Casella, 2013), assume that the likelihood can be readily calculated.

The likelihood in our problem, however, is not readily calculated. The problem is that the data are not expressed directly as a function of the parameter, but indirectly as an integral over the coalescent tree. Schematically,

\[
p(\vec{S}|\phi) = \int p(\vec{S}|T) \, p(T|\phi) \, dT,
\]

where \( T \) is the coalescent tree. (More detailed formulas will be provided below.) Although it is straightforward to sample from the distribution of \( \vec{S} \), it is difficult to evaluate the functional dependence of \( p(\vec{S}|\phi) \) on \( \vec{S} \) for fixed \( \phi \), or vice-versa. The difficulty in estimating \( p(\vec{S}|\phi) \) by straightforward Monte Carlo sampling methods is that the output space is high-dimensional, so an impractically large number of samples is needed, unless the output has some special structure that can be exploited.

Our problem falls into a general framework, in which the statistical parameter governs a latent intermediate process, and the observed data contains partial information about the latent process. Since the data could have arisen from many different realizations of the latent process, its probability is obtained as an integral over that process. In other problems, the latent structure might be a modeling construct, such as a state-space or a latent-variable model. This framework is an important special case of what are sometimes known as models with “intractable likelihoods.” Methods for dealing with such models include importance sampling (Robert and Casella, 2013, Stephens and Donnelly, 2000), Approximate Bayesian Computation (Beaumont, 2010, Marjoram...
et al., 2003), and composite likelihood (Larribe and Fearnhead, 2011, Lindsay, 1988, Varin et al., 2011), all of which have been used extensively in computational statistical genetics.

In this paper, we will use the method of estimating functions to tackle our intractable likelihood, a method that does not seem to have been applied previously in statistical genetics, and which may prove useful in other applications in the field. The method of estimating functions was pioneered by Godambe (Godambe, 1960, Godambe and Heyde, 1987), and can be interpreted as a generalization of maximum-likelihood (ML-) inference. The estimating functions are generalizations of the score function, which is the gradient of the log-likelihood. Estimates are obtained by setting the estimating function to zero.

Composite likelihood (Lindsay, 1988, Varin et al., 2011), which has been widely using in statistical genetics (Larribe and Fearnhead, 2011), is a special case of the method of estimating functions. In composite likelihood, the estimating function is a linear sum of the score functions of marginal and conditional distributions of the original model. Applications in statistical genetics include estimation of recombination rates (Fearnhead and Donnelly, 2002, Hudson, 2001), genetic mapping of traits (Larribe and Lessard, 2008), and detection of genes under selection (Gray et al., 2009). Some of our estimating functions will be composite score functions, and would therefore fall into this framework. It turns out, however, that composite likelihood is not sufficiently general for some of our models, which is why we have gone to the more general framework.

Of course, one cannot just replace the score function with an arbitrarily chosen estimating function and expect to achieve good results. We are interested in estimators that are consistent, in the sense that they converge asymptotically to the correct value, and efficient, in the sense that they make good use of the data. If an estimating function is unbiased, in a technical sense defined below, then it is guaranteed to be consistent. Also, formulae are available for assessing the efficiency of the estimator. The power of the method stems from the fact that it is frequently possible to define estimating functions that are statistically consistent and efficient, but which are not burdened with the full complexity of the original model.

In this paper, we obtain our estimating functions as the score functions of models that are simplified approximations of the original model. Such models are often called misspecified models, where a model is misspecified if the data do not arise from the model for any value of the parameter. We consider two different types of misspecifications.

In the first type of misspecification, we assume that the $S_k$ are statistically independent for different $k$. In fact, the $S_k$ are approximately independent (Birkner et al., 2013), but they are not strictly independent, because the tree structure introduces correlations. This type of misspecification leads to an unbiased estimating function which is a composite score function, and therefore fits into the framework of composite likelihood. In the second type of misspecification, we treat the sites as unlinked, even when the data itself is linked. This unlinked model is not associated with a composite likelihood of the original linked model. We show in Appendix B, however, that the corresponding score function is nevertheless an unbiased estimating function for the original model.

Statistical inference for generalized coalescents has previously been studied in numerous papers. To deal with the intractable likelihood, the full likelihood has generally been replaced with a marginal likelihood using only part of the SFS, typically the “singletons,” i.e., the sites where only a single sequence is mutated. To be precise, the number of singletons are known and the number of non-singletons are known, but the details of the non-singleton spectrum are not used. The output space is now low-dimensional, and the functional dependence on the model parameter can be estimated computationally and inverted to form the marginal likelihood.

As we will see, inference based on singletons alone can work quite well. There are a number of reasons, however, why this approach is not completely satisfactory, and why it would be useful
to have estimates based on the whole SFS. First, it is not clear \textit{a priori} how much information is lost when the non-singleton counts are lumped together. Second, inferences lumping the non-singletons cannot assess how well the model fits the non-singleton portion of the data. Finally, the singleton count is often suspect, due to properties of the sequencing methodology or the sequence cleaning algorithm. For this reason Achaz (2008), for example, has advocated basing inferences on everything but the singletons. It is not clear whether this procedure would be feasible for our problem, or whether the data requirements would be prohibitive. If such estimates \textit{are} feasible, it would also be interesting to know whether, in applications to real datasets, parameter estimates based on the singleton data are consistent with estimates based on the non-singleton data. If the two estimates give inconsistent values it would indicate a problem, either with the data or with the fit of the model to the data.

Another important feature of our approach is that it provides confidence intervals (CI’s) and not just point estimates. Previous studies have mostly only provided point estimates, although in some cases a likelihood surface was obtained, which could be used to construct CI’s. In particular, Birkner et al. (2011) and Steinrücken et al. (2013) generalized the genetree method of Griffiths and Tavaré (1994) and Stephens and Donnelly (2000) to $\Lambda$-coalescents, using importance sampling methods of Hobolth et al. (2008). The method involves the full sequence data, and leads to likelihood surfaces for $\alpha$ and $r$, where $\alpha$ is the parameter of the coalescent model, and $r$ is a parameter that scales the tree size. The complexity of modeling the full genetree, however, limits the application of the method to datasets with fewer than about 200 sequences.

As noted, our analysis takes linkage into account. In most previous studies (Bhaskar et al., 2015, Birkner et al., 2013, Spence et al., 2016), it has been assumed that the sites are statistically independent, i.e., unlinked, which corresponds to the limit of infinite recombination. In many cases, the sites can indeed be treated as unlinked, and this model is appropriate. If the sites are linked, however, then the model is ignoring the randomness in the coalescent tree, which is often the largest uncertainty in the problem. It is then an open question how good the inferences will be. As noted above, we have shown that the unlinked estimator, when appropriately defined, is statistically consistent. Even so, the variance of the estimator may be much larger than could be obtained with a more accurate model. One of the goals of this paper is to provide guidance as to whether the unlinked estimator is useful for linked data.

In this paper, we apply our method to two models of generalized coalescents: the space of symmetric beta coalescents (Bertoin, 2010, Gnedin et al., 2014, Schweinsberg, 2003), and the space of Eldon-Wakeley coalescents (Eldon and Wakeley, 2006). These are both two-parameter models, with one parameter characterizing the shape of the coalescent and another the scale. We restrict ourselves to reduced versions of these models that depend only on a one-dimensional shape parameter, although our general approach is applicable to models with vector parameters, which may involve both shape and scale. For each of the models studied, we investigate the effect of varying $n$ and $S$ on the uncertainty of the estimator using synthetic data. Finally, we use our approach to analyze mitochondrial sequence data from the Atlantic cod.

2. **Statistical Models**

In this section we describe the statistical models we will analyze in this paper. We begin by defining the mutation process as a Poisson process on the coalescent tree, and the way in which random mutations generate a random SFS. We then describe how a random coalescent tree is generated from a set of rates. Combining the tree and mutation processes, we define our fundamental stochastic model, Model F, for the SFS for linked sequence data, as well as the analogous model for unlinked data.
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Model F depends on both the mutation rate and on parameters governing the shape and size of the coalescent tree. By conditioning on the number of segregating sites, we can define reduced models that depend only on the shape parameter of the coalescent model. In so doing, we simplify the inference problem, but the simplification does involve an approximation. We show in the main text how conditioning can be interpreted as a modification of the experimental procedure, and in Appendix A how the conditioned likelihood can be derived from the approximation that the shape and the size of the coalescent tree are independent.

In this paper, we analyze only the reduced models, although the fundamental model could be analyzed in a similar fashion. We derive four reduced models, three of which assume linked data and depend on either all of the SFS data (Model A), on singletons only (Model S), or on non-singletons only (Model N), and one which assumes unlinked data and depends on all of the SFS data (Model U). The fundamental model, though not used for statistical inference, is needed for deriving the reduced models.

2.1. Mutation model

Let \( T = T_n \) be a coalescent tree with \( n \) leaves, where we will generally suppress the \( n \) for brevity. Let \( L_k(T) \) be the total length of all branches subtending \( k \) leaves, \( k = 1, \ldots, n-1 \). Let

\[
\vec{L} = \vec{L}(T) = (L_1, \ldots, L_{n-1}),
\]

and let \( L = \sum_{k=1}^{n-1} L_k \) be the total tree length. In place of \( \vec{L} \), it is often convenient to use the variables \((L, \vec{R})\), where \( \vec{R} = \vec{L}/L \). Thus, \( R_k = L_k/L \) is the fraction of the tree’s branch length that subtends exactly \( k \) leaves, and \( \sum_{k=1}^{n-1} R_k = 1 \).

We assume that the coalescent tree describes the genealogical history of a set of genetic sequences, which we assume initially to be of fixed length. We assume that the sequences are aligned, and say that a sequence is mutated at a site if it differs at that site from the MRCA sequence (or root sequence). A site at which \( k \) of the \( n \) sequences are mutated is of size \( k \). Let \( S_k, k = 0, 1, 2, \ldots, n \), be the number of sites of size \( k \). We are mostly concerned with the segregating sites, which are sites of size \( k \), with \( 1 \leq k \leq n-1 \). Each segregating site divides the set of samples into two proper subsets, corresponding to the sequences that are or are not mutated at that site. The total number of segregating sites, \( S \), is defined as \( \sum_{k=1}^{n-1} S_k \equiv |\vec{S}| \), and the SFS is defined as \( \vec{S} = (S_1, \ldots, S_{n-1}) \). When the limits of a sum or product over \( k \) are not explicitly given, they are assumed to extend from \( k = 1 \) to \( k = n-1 \).

We assume that in the genealogical history of the sample at most one mutation has occurred at each site; this is known as the infinite sites mutation model (Ewens, 2004, Kimura, 1969). This assumption implies, in particular, that if a mutation occurs in the tree, all descendants will possess that mutation, because reversion to the original form would require a second mutation at that site. Similarly, there can be at most two different nucleotides at any site, because additional nucleotides would require additional mutations at that site.

The SFS depends on the root sequence, which is not part of the sequence data, so it is not fully defined by the data alone. There are two ways of dealing with this issue. First, if we have an outgroup sequence, we can choose to use that sequence in place of the root sequence. If the infinite sites model is valid, there can be no mutations at a segregating site between an outgroup and the root, so the outgroup and root sequences will give the same SFS. Second, if an outgroup is not available, or if we do not trust the infinite-sites assumption between the root and the outgroup, we can “fold” the SFS by lumping together \( S_k \) and \( S_{n-k} \); see Eq. 14 for details. The folded sequence does not depend on the root sequence, so it is well-defined even when the root sequence is unknown, although some information is lost.
We assume that mutations are neutral, so that they do not affect the genealogical process and can be modeled independently of that process. We assume that mutations arise randomly at a uniform rate, which implies that mutations can be described as a Poisson process with rate $\mu$, say, per unit branch length. By the infinite sites assumption, a mutation on an edge subtending $k$ leaves will induce a segregating site of size $k$. Thus, the number $S_k$ of segregating sites of size $k$ is a Poisson process with rate $\mu L_k$, and the probability of $\vec{S}$ is

$$p(\vec{S}|\vec{L}(T),\mu) = \prod_{k=1}^{n-1} \text{pois}(S_k; \mu L_k)$$

$$\equiv \text{pois}(\vec{S}; \mu \vec{L}),$$

where $\text{pois}$ is the Poisson distribution:

$$\text{pois}(i; \lambda) = e^{-\lambda} \frac{\lambda^i}{i!},$$

and where for vector arguments, $\text{pois}$ is defined as the product over the components:

$$\text{pois}(\vec{i}; \vec{\lambda}) = \prod_k \text{pois}(i_k; \lambda_k).$$

Note that in the present context, in which we assume that the tree $T$ is fixed, the individual $S_k$ are statistically independent.

2.2. Tree model

To obtain the distribution of $\vec{S}$ for a population of trees we need to specify the tree distribution. In this paper, we will focus on a particular class of random trees, although the methods we develop can be applied more generally. Specifically, we assume that the trees are randomly generated by a coalescent process in which each coalescent event involves the merger of $k > 1$ lineages into a single lineage. These processes are called $\Lambda$-coalescents. We assume that the coalescent rate for all $k$-subsets of $m$ lineages is the same. The rate for a coalescent event involving $k$ lineages, when there are a total of $m \geq k$ lineages, is written generically as $\lambda_{m,k}$.\footnote{In some papers, $\lambda_{m,k}$ is used for the rate for a specific subset of $k$ lineages. Our $\lambda_{m,k}$ is $\binom{m}{k}$ times the $\lambda_{m,k}$ in these papers.} These rates cannot be chosen arbitrarily, however, because they must obey consistency conditions. It turns out that any consistent family is characterized by a finite measure $\Lambda$ on the unit interval $[0,1]$, and that conversely, any such measure defines a consistent family (Pitman, 1999). Given $\Lambda$, the rate for a coalescent event involving $k$ of $m$ lineages is\footnote{The interpretation is that a coalescent event involving a fraction of the population in the interval $(x, x + dx)$ occurs at the rate $x^{-2} \Lambda(dx)$. The probability that $k$ of $m$ lineages will coalesce when the fraction is $x$ is $\text{binom}(k;m,x)$ (Eq. 7), and the total rate is given by the integral over the $x$-dependent rate.}

$$\lambda_{m,k} = \binom{m}{k} \int_{[0,1]} x^{k-2} (1-x)^{m-k} \Lambda(dx).$$

In general, different $\Lambda$ will lead to coalescent processes with different shapes, or more precisely, different shape distributions. However, if one measure is just a scalar multiple of another, $\tilde{\Lambda} = \sigma^{-1} \Lambda$, the shape distributions will be unchanged, except that the branchlengths will be scaled by the factor $\sigma$. For this reason, we focus on normalized coalescents with $\Lambda([0,1]) = 1$, which is
equivalent to assuming that $\lambda_{2,2} = 1$. Any $\Lambda$-coalescent can be obtained from a normalized $\Lambda$-coalescent through scaling. Within the class of normalized coalescents, we consider parameterized families $\Lambda_{\phi}$, where $\phi$, which may be a vector, is called the shape parameter. To accommodate different scalings, we define

$$\tilde{\Lambda}_{\sigma,\phi} = \sigma^{-1} \Lambda_{\phi},$$

where $\sigma$ is called the scaling parameter. Then

$$\tilde{\lambda}_{m,k}(\phi, \sigma) = \frac{m}{k} \int_{[0,1]} x^{k-2}(1-x)^{m-k} \tilde{\Lambda}_{\phi,\sigma}(dx)$$

$$= \sigma^{-1} \lambda_{m,k}(\phi),$$

where $\lambda_{m,k}(\phi)$ is the rate for $\Lambda_{\phi}$. We write $\tilde{p}(dT|\phi, \sigma, n)$ for the distribution of trees with $n$ leaves corresponding to a $\Lambda$-coalescent with measure $\tilde{\Lambda}(\phi, \sigma)$, and $\tilde{p}(d\tilde{L}|\phi, \sigma, n)$ for the induced probability on $\tilde{L}$. Similarly, we write $p(dT|\phi, n)$ and $p(d\tilde{L}|\phi, n)$, i.e., without the tilde, for the analogous quantities for $\Lambda_{\phi}$.

### 2.3. Fundamental model

Integrating over the tree distribution, we obtain the distribution of $\tilde{S}$ given the model parameters, $\mu$, and $n$:

$$p(\tilde{S}|\phi, \sigma, \mu, n) = \int p(\tilde{S}|T, \mu) \tilde{p}(dT|\phi, \sigma, n)$$

$$= \int p(\tilde{S}|\tilde{L}, \mu) \tilde{p}(d\tilde{L}|\phi, \sigma, n).$$

We can simplify this expression by noting that both $\mu$ and $\sigma$ are scaling parameters, and can be combined as the product $\psi = \mu \sigma$. Noting that $\tilde{p}(dT|\phi, \sigma, n) = p(\sigma dT|\phi, n)$, we can write the model more concisely as

$$p(\tilde{S}|\phi, \psi, n) = \int p(\tilde{S}|\tilde{L}, \psi) p(d\tilde{L}|\phi, n),$$

where $p(\tilde{S}|\tilde{L}, \psi)$ is of the form (1), with $\psi$ replacing $\mu$, or more simply, as

$$p(\tilde{S}|\phi, \psi, n) = \text{E}_{\phi,n}\text{pois}(\tilde{S}; \psi \tilde{L}),$$

where $\text{E}_{\phi,n}$ is the expectation over the measure $p(d\tilde{L}|\phi, n)$. This is our fundamental model for $\tilde{S}$; we call it Model F.

The right-hand-side of Eq. F is the expectation of the product of Poissons, one for each component of the data vector. The form of the model is the same if we wish to model only some of the $S_k$, or if we wish to model binned subsets of the $S_k$. In the first case, the claim can be established either by starting with the original model and marginalizing away the variables we wish to exclude, or simply by writing down a new model for the variables of interest. Thus, for example, if we are only interested in the probability of the non-singletons, $(S_2, \cdots, S_{n-1})$, we need only omit $S_1$ from the product of Poissons. In the second case, the model for the binned variables follows from the fact that the sum of Poisson random variables is also a Poisson random variable, whose rate is the sum of the rates of the summands. Thus, for example, if we let $S' = \sum_{k=2}^{n-1} S_k$ and similarly for $L'$, then

$$p(S_1, S'|\phi, \psi, n) = \text{E}_{\phi,n}\text{pois}(S_1; \psi S_1) \text{pois}(S'|\psi L').$$

(4)
When the sites are fully unlinked, each site has its own coalescent tree, which is statistically independent of the trees at all other sites. To implement the infinite sites approximation, we assume that there are \( m \) sites, where \( m \) is very large, and that the mutation rate per site is \( \mu_s = \mu / m \), so that the probability of more than one mutation at a single site is vanishingly small. Define \( \psi_s = \mu_s \sigma = \psi / m \). Then, at any site \( j \) and for large \( m \),

\[
p_u(S_j^{(j)} = i|\phi, \psi, n) \approx \begin{cases} 
1 - \psi_s E_{\phi,n}L_k & i = 0 \\
\psi_s E_{\phi,n}L_k & i = 1 \\
0 & i > 1.
\end{cases}
\]

For fixed \( i \), the total probability of size \( k \) mutations over all sites is given by the binomial theorem,

\[
p_u(S_k = i|\phi, \psi, n) = \binom{m}{i}(\psi_s E_{\phi,n}L_k)^i(1 - \psi_s E_{\phi,n}L_k)^{m - i}
\approx \frac{1}{i!}(\psi E_{\phi,n}L_k)^i \exp(-\psi E_{\phi,n}L_k),
\]

where the latter expression holds in the limit as \( m \to \infty \), and we have used the facts that in this limit, \( \binom{m}{i} \approx m^i / i! \) and \( (1 - e^{-\epsilon})^m \approx e^{-\epsilon m} \) when \( \epsilon \ll 1 \). It follows that in this limit,

\[
p_u(S|\phi, \psi, n) = \text{pois}(\bar{S}; \psi E_{\phi,n}L).
\] (F_u)

Note that Model \( F_u \) is identical to Model \( F \), except that the expectation has been taken inside the Poisson distribution. Thus, the basic unlinked model, and all models derived from it, depend only on the expected branch lengths, and are insensitive to any fluctuations in the coalescent tree.

2.4. Reduced models

We will not analyze Model \( F \) (or its unlinked counterpart) directly in this paper, although it would be interesting to do so and the model is amenable to our methods, as will become apparent later. Instead, for simplicity and computational tractability, we use it to derive models depending only on the shape parameter \( \phi \), which should nevertheless be useful in the analysis of real datasets. This simplification is achieved by assuming that \( S \), the total number of segregating sites, is fixed. Mathematically, this has the effect of replacing the multivariate Poisson distribution with a multinomial, and more importantly, of causing both the mutation rate and the scaling of the tree length to drop out of the equation. The reduced models we consider can be derived either as approximations to our fundamental model, or as the correct models for a modified experimental setup that arguably would not affect the results very much. We describe the latter here, and refer the reader to Appendix A for the former.

In deriving the model above, we have assumed that the sequences are of fixed length, which means that the total number of segregating sites \( S \) will vary somewhat with each sample of \( n \) sequences. Suppose that instead, we fix the number of segregating sites we want to measure and allow the length of the sequences to vary instead. To implement this approach experimentally, we could continue reading additional sites of the sequences until the predetermined number of segregating sites has been reached. This is analogous to the difference between flipping a coin a hundred times and flipping the coin until fifty heads have appeared. In both cases, we could make inferences about whether or not the coin was fair, but the details of the mathematics would be somewhat different.

The distribution of \( S \), conditioned now on the value of \( S \), is

\[
p(S|\mu, \bar{L}) = \text{mult}(\bar{S}; \bar{R}, S),
\] (5)
where
\[ \text{mult}(\vec{S}; \vec{R}, S) = \left( \frac{S}{\vec{S}} \right) \prod R^S_k \]
is the multinomial distribution. The multinomial coefficient is defined by
\[ \binom{n}{\vec{n}} = \frac{n!}{n_1! n_2! \cdots n_r!}, \]
where \( \vec{n} = (n_1, \cdots, n_r) \) and \( \sum_{i=1}^r n_i = n \). Here, and henceforth, we use the convention that \( R^0_k = 1 \) even if \( R_k = 0 \). Eq. 5 follows from the well-known fact that a Poisson conditioned on the number of events is the multinomial; the formula can be derived explicitly by dividing Eq. 1 by
\[ p(S|\mu, \vec{L}) = \text{pois}(S; \mu L), \quad (6) \]
which is obtained by summing Eq. 2 over all \( \vec{S} \) with \( |\vec{S}| = S \). Note that the right hand side of Eq. 5 depends on neither \( \mu \) nor \( L \), so we may suppress these variables from the left hand side as well.

Integrating over the tree distribution (which now means integrating over \( \vec{R} \)), we get
\[ p_A(S; \phi, S, n) = E_{\phi, n} \text{mult}(\vec{S}; \vec{R}, S), \quad (A) \]
where the only unknown parameter is \( \phi \).

Eq. A is the first of the four models we shall analyze in this paper; we call it Model A, because it takes all the data into account. We now describe Model S, which is based only on the number of singletons and non-singletons. In Model S, we lump all \( S_k \) with \( k > 1 \) into a single observable \( S' = \sum_{k=2}^{n-1} S_k \). The model is
\[ p_S(S_1; \phi, S, n) = E_{\phi, n} \text{binom}(S_1|S, R_1), \quad (S) \]
where the binomial distribution is
\[ \text{binom}(k; n, p) = \binom{n}{k} p^k (1 - p)^{n-k}. \quad (7) \]
This model can be obtained either from Model A or directly from Model F. The purpose of studying Model S is to compare it with Model A, and to see if knowledge of the size spectrum of the non-singletons tells us anything more than simply knowing the total number of non-singletons. If the results are similar, we can save effort by using Model S.

With Model N (for “non-singletons”) we are interested in assessing the information contained in the non-singletons alone. Letting \( \vec{S}' = (S_2, \ldots, S_{n-1}) \), as above, we start from the fundamental probability distribution for \( \vec{S}' \),
\[ p(\vec{S}'|\mu, \vec{L}) = \prod_{k=2}^{n-1} \text{pois}(S_k|\mu L_k), \]
and again imagine an experiment in which sites are added until the total number of non-singleton segregating sites reaches some fixed number \( S' \). By the same argument used previously, we get
\[ p_N(S'|\phi, S', n) = E_{\phi, n} \text{mult}(\vec{S}'|\vec{R}', S'), \quad (N) \]
where now \( \vec{R}' = (R'_2, R'_3, \cdots, R'_{n-1}) \), with
\[ R'_k = R_k / \sum_{k=2}^{n-1} R_k. \]
Note that $\sum_{k=2}^{n-1} R_k' = 1$. Note also that although the approximation is formally the same as in Model A, it is a different approximation, and its accuracy must be assessed separately.

Finally, if we start with the unlinked version of the fundamental model and condition on $S$, we obtain Model U (for “unlinked”):

$$p_U(\vec{S}|S, \phi, n) = \text{mult}(\vec{S}; S, E_{\phi,n}\vec{R}).$$

(U)

This model will be used to test whether we can make useful inferences on linked data using an unlinked model. The appeal of Model U, of course, is that the unlinked model is much simpler to evaluate computationally than the linked model.

3. Inference

The problem we address in this paper is making parameter inferences from linked SFS data. Specifically, we assume that we have an SFS $\vec{S}$, which is well-described by one of our reduced models for some parameter value $\phi_0$. We wish to deduce point estimates and confidence intervals for $\phi_0$. In order to determine the ML-estimate we need to calculate the likelihood, and this is sufficiently complex that it must be done computationally.

Taking Model A as an example, the likelihood is

$$L_A(\phi; \vec{S}, n) \propto \int \prod_k R_k(\phi)^{S_k} p(\vec{R}|\phi, n).$$

In order to calculate the likelihood we need to integrate over the “nuisance variable” $\vec{R}$, which describes the tree shape. We might hope to approximate $L_A(\phi; \vec{S})$ by Monte Carlo integration:

$$L_A(\phi; \vec{S}, n) \propto \frac{1}{m_R} \sum_{i=1}^{m_R} \prod_k R_k^{(i)}(\phi)^{S_k},$$

where $R_k^{(i)}$ corresponds to the $i$th of $m_R$ samples from $p(\vec{R}|\phi, n)$.

Unfortunately, there are difficulties with performing this calculation. In typical models, each tree sample will have $R_k^{(i)}(\phi) = 0$ for most of the larger values of $k$. For any value of $k$ with $S_k > 0$, the sample will contribute zero to the likelihood unless $R_k^{(i)} > 0$. If we were concerned only about a single $k$, this problem would be manageable. The real problem is that we are computing the likelihood from the entire site frequency spectrum, so we must simultaneously have $R_k^{(i)} > 0$ for all $k$ values with $S_k > 0$. Thus, the probability of obtaining a non-zero contribution is a small number to a power, which becomes vanishingly small for typical samples of $\vec{S}$, for even moderate values of $n$. In statistical parlance, any particular tree imposes structural zeros on the categorical data vector $\vec{S}$, i.e., values of $k$ for which $S_k$ is necessarily zero. The problem, stated concisely, is that the data will generally be incompatible with the structural zeros of the vast majority of the sampled trees.

3.1. Unbiased estimating equations

Our challenge is to estimate the model parameter $\phi$ when we cannot calculate the likelihood. Our strategy is to replace the original model with a misspecified model whose likelihood we can calculate. We can then estimate $\phi$ by maximizing the likelihood of the misspecified model. It is not at all clear that this will work, and in general, it won’t (Freedman, 2006). In an effort to choose useful misspecifications, we will require that the estimator be consistent, i.e., that it converge to
the correct model parameter in the limit of large sample size. To ensure consistency, we require that the score function of the misspecified model be an unbiased estimating function (defined below) for the original model.

We give a brief overview of unbiased estimating equations, and then show how we apply this approach to coalescent inference. This framework is not as well-known as composite likelihood, and an accessible presentation does not seem to be available in the existing literature. Since this framework may have other applications in statistical genetics, it seems useful to outline the basic theory. The reader who is not interested in the statistical details may wish to skip ahead to the subsection, “Application to coalescent inference,” which summarizes the estimators we will use later in our analysis.

For clarity, it is helpful to work in a general setting. Let \( p(x|\theta) \) be a statistical model, where \( \theta \) is the parameter vector and \( x \) the data vector\(^3\). For fixed \( \theta \), \( p(x|\theta) \) is the distribution of the data for parameter \( \theta \), and for fixed \( x \), \( p(x|\theta) \) is the (unnormalized) likelihood for data \( x \). If \( x \) is a discrete parameter then \( p(x|\theta) \) is a probability, and if \( x \) is continuous it is a density with respect to some appropriate base measure \( dx \). We assume that the parameter \( \theta \) ranges over some subset of \( p \)-dimensional Euclidean space.

Let \( g(x, \theta) \) be a \( p \)-dimensional vector function of the data and the parameter. Given a sample \( X \) from \( p(x|\theta_0) \), an estimate \( \hat{\theta}^g \) of \( \theta_0 \) is obtained as the solution to the estimating equations,

\[
g_j(X, \theta) = 0 \quad (j = 1, \ldots, p);
\]

\( g \) itself is called an estimating function (Godambe, 1960). Given \( (X_1, \ldots, X_N) \), where the \( X_i \) are \( N \) independent samples from \( p(x|\theta_0) \), an estimate \( \hat{\theta}^g_N(X_1, \ldots, X_N) \) is obtained as the solution of

\[
\frac{1}{N} \sum_{i=1}^{N} g_j(X_i, \theta) = 0 \quad (j = 1, \ldots, p).
\]

(8)

In general, the equations may have multiple roots. We assume whatever regularity is needed to ensure a unique solution in the limit of large \( N \); see Yi and Reid (2010) for details. We sometimes write \( \hat{\theta}(g) \) for \( \hat{\theta}^g \).

We are interested in the properties of such estimators—whether they converge to the true value \( \theta_0 \), and how much they vary. An estimator sequence \( \delta_N \), say, is statistically consistent if \( \delta_N(X_1, \ldots, X_N) \rightarrow \theta_0 \) in probability as \( N \rightarrow \infty \). Godambe has investigated a natural sufficient condition for \( \hat{\theta}^g_N \) to be consistent. Call \( g \) an unbiased estimating function for \( p \) if

\[
\int g(x, \theta) \ p(x|\theta_0) \ dx = 0
\]

(9)

for \( \theta = \theta_0 \), for any choice of \( \theta_0 \). Then \( \hat{\theta}^g_N \) is consistent, and this is the first key result of the theory. Formally, Eq. 9 is the \( N \rightarrow \infty \) limit of Eq. 8. Thus, the value of \( \theta \) that solves Eq. 9 is just the limit of the estimates \( \hat{\theta}^g_N \) as \( N \rightarrow \infty \). If this value is \( \theta_0 \), then \( \hat{\theta}^g_N \rightarrow \theta_0 \), which is the definition of consistency. For a rigorous proof in a more general setting, which also provides a sufficient set of regularity conditions, see Yi and Reid (2010). The condition can be stated more simply (but somewhat moreopaquely) as follows:

\[
\int g(x, \theta) \ p(x|\theta) \ dx = 0
\]

(10)

for all \( \theta \).

\(^3\)Here, \( \theta \) is a generic statistical parameter, which should not be confused with the scaled mutation rate, which does not appear in this paper.
The asymptotic sampling variance of an estimator sequence \( \hat{\theta}_N \) is defined as
\[
\Sigma_{ij}^{\text{asy}}(\hat{\theta}) \equiv \lim_{N \to \infty} \sqrt{N} \text{cov}_\theta(\hat{\theta}_{N,i}, \hat{\theta}_{N,j}).
\]
The asymptotic sampling variance of \( \hat{g} \) can be computed directly from \( g \); this is the second key result of the theory. Let
\[
U(g, \theta)_{ij} = -E_\theta \partial_i g_j, \quad V(g, \theta)_{ij} = E_\theta g_i g_j,
\]
and define the Godambe information as
\[
I_G(g, \theta) = U(g, \theta)^T V(g, \theta)^{-1} U(g, \theta).
\] (11)
Then \( \Sigma_{ij}^{\text{asy}}(\hat{g}) = I_G(g, \theta)^{-1} \), the inverse of the Godambe information, provided \( \theta \) is in the interior of its domain of definition (Yi and Reid, 2010). We write \( \Sigma_G \), or \( \sigma_G^2 \) in one dimension, for \( I_G^{-1} \). We sometimes suppress the \( \theta \)-dependence in the notation when we are primarily interested in the \( g \)-dependence, and vice-versa.

### 3.1.1 Maximum Likelihood

A first example of an estimating function is the well-known (efficient) score function of standard maximum-likelihood estimation. In fact, the method of unbiased estimating equations can be seen as a generalization of maximum likelihood, and for understanding this generalization it is very useful to understand the most important special case.

Let \( \ell(\theta; x) \) be the log-likelihood functions for \( p(x|\theta) \),
\[
\ell(\theta; x) \equiv \log p(x|\theta),
\]
and define \( g_p(x, \theta) \equiv \nabla_\theta \ell(\theta; x) \); \( g_p(x, \theta) \) is called the score function. Given data \( X \) generated by \( p(x|\theta_0) \), the maximum likelihood (ML-) estimate of \( \theta_0 \), \( \hat{\theta}(X) \), is the value of \( \theta \) maximizing the likelihood, or equivalently, the log-likelihood. Given sufficient regularity, the maximum of the log-likelihood is achieved where the slope of its derivative, i.e., the score function, is zero:
\[
g_p(X, \theta) = 0. \quad (12)
\]
Eq. 12 is known as the likelihood equation. The likelihood equation is a special case of an estimating equation. The likelihood equation for a set of \( N \) i.i.d. samples is just given by the general formula, Eq. 8.

It is well-known (and easy to show) that \( g_p(x, \theta) \) satisfies Eq. 10; this is sometimes known as Bartlett’s first identity. Thus, the score function is an unbiased estimating function, and the consistency of maximum likelihood follows from the general result for unbiased estimating equations. With respect to the asymptotic variance, it is easy to show that \( U(g_p, \theta) = V(g_p, \theta) \) (Bartlett’s second identity), so that by Eq. 12, \( I_G(g_p, \theta) = U(g_p, \theta) \). But \( U(g_p, \theta) \) is just the Fisher information, which is defined as
\[
I_F(p)_{ij} = -E_\theta \partial_i \partial_j p. \quad (13)
\]
Thus, the classical result that the asymptotic variance of the ML-estimator is the inverse Fisher information is a special case of the general result for an unbiased estimating function, and the Fisher information is a special case of the Godambe information. We write \( \Sigma_F = I_F^{-1} \) (or \( \sigma_F^2 \) in one dimension) for the inverse Fisher information.

Among all unbiased estimating functions, the score function is distinguished by the fact that it has the smallest asymptotic variance (Godambe, 1960). The efficiency of \( g \) is defined
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as $I_G(g) / I_G(g_p)$, or equivalently, $I_G(g) / I_F(p)$, which can be no greater than one, a result that generalizes the Cramer-Rao inequality.\(^4\)

3.1.2 Composite Likelihood

As a second example of an estimating function, consider the class of all finite linear combinations of the score functions of any marginal or conditional distribution of $p$. It is easy to show that any marginal or conditional distribution of $p$ will satisfy Eq. 10. Therefore, any linear combination will also satisfy Eq. 10, and will define an unbiased estimating function.

Such linear combinations are called composite score functions (Lindsay, 1988, Varin et al., 2011), and these form a subclass of the class of unbiased estimating functions. It is a proper subclass because, if $g$ is the weighted sum of components $g_i$ and $g$ is an unbiased estimating function, there is no need for the individual $g_i$ to come from marginal conditional distributions, or even to be unbiased estimating functions. The use of such estimators is generally described as the method of composite likelihood. The composite log-likelihood is the corresponding sum of the associated log-likelihoods. As noted in the introduction, composite likelihood is widely used in statistical genetics, usually for the purpose of parameter estimation when the full likelihood is intractable.

In this paper, the composite log-likelihoods will all correspond to misspecified models when exponentiated. In particular, all of the weights will be equal to one. It is easy to see, however, that a weighted sum of marginal and conditional log-likelihoods will not usually correspond to any statistical model. Furthermore, the efficiency of the estimator (see below) can often be improved by adjusting the weights (Lindsay, 1988, p. 229). We have not yet explored this possible improvement.

3.1.3 Misspecified models

Finally, we consider the score functions obtained from misspecified models, which are of particular interest in this paper. We reserve the symbol $p$ for the “correct” model, i.e., the model that is assumed to correctly describe the complete data vector for the true but unknown parameter value $\theta_0$. We use the symbol $q$ for any other model, which is possibly a misspecified model. By misspecified we mean that the model does not correctly describe the data for any parameter value $\theta$. We assume that the allowed values of $\theta$ are the same for all models, and that if $p$ and $q$ are densities, the base measure $dx$ is the same for both models. The definitions of the likelihood and score functions, given above for $p$, carry over for $q$. To distinguish the correct model from the misspecified model, we use subscripts: $\ell_p$, $\ell_q$, $g_p$, and $g_q$, etc.

Of course, the score function $g_q$ will not necessarily be an unbiased estimating function. We say that a model $q$ is an unbiased misspecification of $p$ if it is misspecified and its score function $g_q = \nabla \ell_q$ is an unbiased estimating function for $p$. Huber (1967) and White (1981, 1982) first showed that the asymptotic variance of $\hat{\theta}(g_q)$ is $I_C^{-1}(g_q, \theta)$, provided that $\theta$ is an interior point in its domain. As a result, the inverse of Eq. 11, when estimated with sample data, is often called the Huber-White “sandwich estimator” for the asymptotic variance. We emphasize that $U(g, \theta)$ and $V(g, \theta)$, which are used to compute $I_C(g_q, \theta)$, are defined in terms of expectations with respect to the true density $p(x|\theta)$, not with respect to $q(x|\theta)$.

\(^4\)The usual definition of efficiency applies only to unbiased estimators (Lehmann and Casella, 2006), and $\hat{\theta}$ need not be unbiased, even if $g$ is an unbiased estimating equation. Godambe (1960) generalized the Cramér-Rao theorem to the class of unbiased estimating functions, and in so doing, he also generalized the notion of efficiency to such functions, which includes the estimators in this paper.
3.1.4 Efficiency

All of the results in this section are valid regardless of how badly the models are misspecified. But there is nevertheless a penalty for a badly misspecified model: the efficiency of the estimator may be low. When the misspecification is mild we expect the efficiency to be high, but when the misspecification is severe we expect the efficiency to be low.

If \( q = p \) then \( U(g_q) = V(g_q) \), as noted above. In this case the efficiency is one, because the most efficient estimator is the ML-estimator for the original model. A discrepancy between \( U(g_q) \) and \( V(g_q) \) is a sufficient condition for misspecification, as emphasized by White (1982). It is not a necessary condition; we can have \( U(g_q) = V(g_q) \) even if the model is misspecified. Nevertheless, we find in practice that our misspecified models do show discrepancies between \( U(g_q) \) and \( V(g_q) \), and that the discrepancy is larger when the model is badly misspecified.

To evaluate this discrepancy in one dimension, we will calculate the quantity

\[
 r = \sqrt{\frac{U(g_q)}{V(g_q)}} = \frac{\sigma_F(q)}{\sigma_G(g_q)}.
\]

The numerator, \( \sigma_F(q) \), would be the asymptotic standard deviation of the ML-estimator if \( q \) were the correct model, and the denominator, \( \sigma_G(g_q) \), is the actual asymptotic standard deviation of the estimator \( \hat{\theta}(g_q) \). We find empirically that in our misspecified models \( \sigma_F(q) < \sigma_G(g_q) \), i.e., that the width of the distribution in the misspecified model is too small. This phenomenon is well-known in the context of composite likelihood; see Pauli et al. (2011) for a detailed analysis. Thus, we expect to find that \( r < 1 \) for a misspecified model, and that the value of \( r \) will indicate, at least roughly, the degree of misspecification. This analysis suggests, incidentally, that a Bayesian analysis that approximates the statistical model using \( g \) will tend to produce incorrectly narrow posteriors.

3.1.5 Application to coalescent inference

In our problem there are two obvious simplifications that would facilitate the computation of the likelihood. The first is to treat the \( S_k \) as independent, so that the misspecified model is the product of the individual marginal distributions:

\[
 q_{AC}(\bar{S}|\phi, n, S) \equiv \prod_{k=1}^{n-1} p(S_k|\phi, S, n) = \prod_{k=1}^{n-1} \left( \frac{S}{S_k} \right)^{E_{\phi, n}} \left( R_k^{S_k} (1 - R_k)^{S - S_k} \right)
\]

(Note that by taking the product of the marginal distributions, we change the model so that \( \sum S_k \) is no longer necessarily equal to \( S \).) We use the notation \( \ell_{AC} \) for the corresponding composite likelihood, and \( g_{AC} \) for the corresponding composite score function. Thus,

\[
 \ell_{AC}(\phi; \bar{S}, n, S) \propto \sum_{k=1}^{n-1} \log E_{\phi, n} \left( R_k^{S_k} (1 - R_k)^{S - S_k} \right),
\]

and

\[
 g_{AC}(\phi; \bar{S}, n, S) = \nabla_{\phi} \ell_{AC}(\phi; \bar{S}, n, S).
\]

We write \( \hat{\phi}_{AC}(\bar{S}; n, S) \) for the estimator of \( \phi \) obtained either by maximizing \( \ell_{AC}(\phi; \bar{S}, n, S) \) or by setting \( g_{AC}(\phi; \bar{S}, n, S) = 0 \). (These two conditions are equivalent provided that the estimator is
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continuously differentiable and unimodal. These conditions generally hold in our applications, except for the non-singleton likelihood, which is generically bi-modal; a discussion of this bimodality can be found below Figure 25 in Supplement B.) We often write \( \hat{\phi}_{\text{AC}}(\vec{S}) \), suppressing the functional dependence on \( n \) and \( S \) in the notation.

Similarly, if we are only interested in non-singletons, we consider a composite misspecification of Model N:

\[
q_{\text{NC}}(\vec{S}'|\phi, n, S') \equiv \prod_{k=2}^{n-1} p(S'_k|\phi, S', n),
\]

where \( S' \) and \( \vec{S}' \) are defined above; \( \ell_{\text{NC}} \) and \( g_{\text{NC}} \) are defined as the corresponding composite log-likelihood and composite score functions, in analogy to the corresponding definitions for AC. The corresponding estimator is written \( \hat{\phi}_{\text{NC}}(\vec{S}') \).

It has been shown by Fu (1995) for the Kingman coalescent and by Birkner et al. (2013) for the symmetric beta coalescents that the \( L_k \) are nearly pairwise independent, and it easy to confirm that the same is true of \( R_k \) and \( S_k \). On this basis we expect that this composite likelihood will be only a mild misspecification of the linked likelihood, and that its efficiency should be high.

The second useful simplification is to replace the linked likelihood with the unlinked likelihood. Like the composite likelihood, the unlinked likelihood has the advantage that terms for the individual \( S_k \) are largely independent, in that the \( S_k \) values in a sampled \( \vec{S} \) are not correlated by their mutual dependence on a sampled tree. (They are still correlated by the fact that they must sum to \( S \).) The unlinked likelihood is not, however, a composite likelihood. It turns out, rather surprisingly, that it is nevertheless a consistent misspecification for Model A. We provide a proof in Appendix B. In practice, we will use the composite misspecification of the unlinked model:

\[
q_{\text{UC}}(\vec{S}|\phi, n, S) \equiv \prod_{k=1}^{n-1} p_U(S_k|\phi, S, n)
\]

\[
= \prod_{k=1}^{n-1} \left( \frac{S}{S_k} \right)^{E_{\phi,n}R_k} S_k (1 - E_{\phi,n}R_k)^{S - S_k},
\]

which removes the requirement that the \( S_k \) sum to \( S \). It turns out that \( q_{\text{UC}} \) is also a consistent misspecification of Model A, although it again does not give a composite likelihood; see Appendix B. We write \( \ell_{\text{UC}} \) for the logarithm of \( q_{\text{UC}} \), considered as a function of \( \phi \), \( g_{\text{UC}} = \nabla \ell_{\text{UC}} \), and \( \hat{\phi}_{\text{UC}}(\vec{S}) \) for the corresponding estimator.

The pseudolikelihood of Birkner et al. (2013) is essentially Model UC, but with \( Z_k = L_k / E_{\phi,L} \) replacing \( R_k \), and values of \( k \) lumped above some threshold. As the authors observe, \( E_{\phi,Z_k} \approx E_{\phi,R_k} \) when \( n \) is large (Birkner et al., 2013, Figure S6), so this may be a useful approximation, particularly since there are now efficient algorithms for computing \( Z_k \) (Spence et al., 2016). If we use this approximation, however, our consistency result no longer holds, so we have chosen to use \( E_{\phi,R_k} \) in this paper.

The unlinked model is a fairly drastic alteration of its linked counterpart. As we see below, tree fluctuations often contribute more randomness to the SFS than mutational fluctuations, at least for the values of \( n \) and \( S \) we consider, so the unlinked model discards most of the randomness in the original model. Thus, it is very interesting to study the uncertainty in the associated estimator, which can only be done through computation.

Finally, we consider inference based on Model S, using singletons alone. We set \( \ell_S(\phi; S_1, n, S) = \log p(S_1|\phi, n, S) \),

\[
g_S(\phi; S_1, n, S) = \nabla \ell_S(\phi; S_1, n, S),
\]
and \( \hat{p}_0(\tilde{S}) \) for the corresponding estimator. (Note that \( S \) is used in two different senses, as an abbreviation for “singletons,” and in \( \tilde{S} \) and \( S_k \) to indicate “segregating sites.” The context will always make the meaning clear.)

### 3.1.6 p-values and confidence intervals

In our applications, we will assume that the data \( \tilde{S} \) are well-described by a model of the form \( p(\tilde{S} | \phi_0, n, S) \), where \( \phi_0 \) is unknown. Our goal is to estimate \( \phi_0 \). We define p-values and confidence intervals, suppressing \( n \) and \( S \) in the notation for simplicity.

Let \( H_0 \) be the hypothesis that the data are described by the Kingman Model. In both of the genealogical models we consider, which are defined below, the Kingman Model corresponds to \( \phi_0 = 0 \), which sits at the boundary of the parameter interval. Thus, we shall write \( H_0 \) as the condition that \( \phi_0 = 0 \). Let \( \tilde{S}_{\text{obs}} \) be the observed SFS, let \( \tilde{S}(\phi) \) be a random variable with distribution \( p(\tilde{S} | \phi) \), and let \( \hat{\phi}(\tilde{S}) \) be an estimator of \( \phi \). The p-value for \( H_0 \), given \( \tilde{S}_{\text{obs}} \), is the probability that the estimator for data generated with \( \phi_0 = 0 \) is at least as great as the observed value:

\[
\text{p-val} = p\left( \hat{\phi}(\tilde{S}(\phi_0)) \geq \hat{\phi}(\tilde{S}_{\text{obs}}) \mid \phi_0 = 0 \right).
\]

We say that \( H_0 \) is ruled out if \( p < 0.05 \).

Let \( \phi_-(\tilde{S}) \leq \phi_+(\tilde{S}) \) be two functions of the data \( \tilde{S} \) only, which do not depend on \( \phi_0 \). (In general, they will also depend on \( n \) and \( S \), which are temporarily suppressed in our notation.) If \( \tilde{S} \) is sampled from the distribution \( p(\tilde{S} | \phi_0) \), then for each \( \phi_0 \), \( (\phi_-(\tilde{S}), \phi_+(\tilde{S})) \) is a random interval. We say that this interval is a confidence interval (CI) of confidence level \( 1 - \gamma \), or a \( 1 - \gamma \) CI, if it contains the true value \( \phi_0 \) with probability at least \( 1 - \gamma \), for all values of \( \phi_0 \). We define CI’s so that for any \( \phi_0 \), the maximum probability that the interval is entirely to the left of \( \phi_0 \) is no greater than \( \gamma/2 \), and similarly for the probability that it is entirely to the right. We provide details in Appendix C, which also addresses a number of technical issues involved with p-values and CI’s.

### 4. Genealogical models

To illustrate our approach we focus on parameterized families of \( \Lambda \)-coalescents. We consider two such families, the symmetric beta coalescents and the Eldon-Wakeley coalescents. Both families are one-dimensional families interpolating smoothly between the Kingman and star coalescents, as explained below.

#### 4.1. Symmetric beta coalescent

The two-parameter family of beta coalescents has \( \Lambda = \text{Beta}(a, b) \), where Beta\((a, b)\) is the beta distribution, with density

\[
\text{Beta}(a, b)(x) = \frac{x^{a-1}(1-x)^{b-1}}{B(a, b)},
\]

where \( B(a, b) \) is the beta function, \( \Gamma(a)\Gamma(b)/\Gamma(a + b) \). The beta function is only defined for \( a > 0 \) and \( b > 0 \). However, the beta distribution has a well-defined limit of \( \delta_0 \) as \( a \to 0 \) (if \( b > 0 \)), and a well-defined limit of \( \delta_1 \) as \( b \to 0 \) (if \( a > 0 \)), where \( \delta_q(dx) \) is the unit point mass at \( q \). Therefore, Beta\((a, b)\) is well-defined for any \( a > 0 \) and \( b > 0 \), except when \( a = b = 0 \).

The one-parameter family of symmetric beta coalescents has \( \Lambda = \text{Beta}(a, 2 - a) \), where \( 0 \leq a \leq 2 \). In this model, \( a \) is the shape parameter that we indicate generically by \( \phi \). For \( a < 2 \), these coalescents can be obtained from a generalized Moran model, in the limit of large population
size, under the assumption that the tail of the offspring distribution \( p(\nu) \) decays asymptotically according to a power law with exponent \( 2 - a \) (Bertoin, 2010):

\[
P(\nu > y) \sim \frac{C}{y^{2-a}}.
\]

Here, \( \sim \) means that the ratio of the two sides of the equation approaches one in the limit of large \( y \), and \( C \) is a constant. (It turns out that only the asymptotic form of the tail affects the limiting process.) The symmetric beta coalescent is often parameterized by \( \alpha = 2 - a \). For simplicity, we drop the “symmetric” qualifier when our meaning is clear. For \( a < 1 \), the beta coalescent can also be derived as an appropriate limit of the Wright-Fisher process with discrete generations (Schweinsberg, 2000).

The rates at the endpoints are

\[
\lambda_{n,k}(0) = \binom{n}{k} \delta_{k2} \quad \text{and} \quad \lambda_{n,k}(2) = \delta_{nk},
\]

where \( \delta_{ij} = 1 \) if \( i = j \) and zero otherwise, which correspond to the Kingman and star coalescents, respectively.

For the symmetric beta coalescent, it has been shown for \( 0 \leq a < 1 \) and fixed \( k \) that \( R_k \) converges almost surely to an \( a \)-dependent limit as \( n \to \infty \) (Berestycki et al., 2014, Schweinsberg, 2010). In particular, \( R_1 \) converges to \( a \). As \( n \) becomes large, therefore, the uncertainty in \( a \) becomes progressively smaller, and the tree-based uncertainty in \( a \) is reduced, at least for \( 0 \leq a < 1 \).

### 4.2. Eldon-Wakeley coalescent

The Eldon-Wakeley (EW-) or \( \delta \)-coalescent, has \( \Lambda(dx) = \delta_{\psi}(dx) \) where \( 0 \leq \psi \leq 1 \). The rates are

\[
\lambda_{n,k} = \binom{n}{k} \psi^{k-2}(1 - \psi)^{n-k} \quad (2 \leq k \leq n).
\]

(Note that this \( \psi \) is different from the \( \psi \) used above as a scaling parameter for the tree size; the meaning will always be clear from context.) In the EW-coalescent, \( \psi \) is the shape parameter denoted generically by \( \phi \). The EW-coalescent is defined on the closed interval \([0, 1]\). As with the symmetric Beta coalescent, the Kingman and star coalescents correspond to the endpoints of the interval, with \( \psi = 0 \) giving the Kingman coalescent, and \( \psi = 1 \) the star coalescent.

The EW- and beta coalescents both interpolate between the Kingman and star coalescents, but they differ in that the EW measure is concentrated on a point, and the beta coalescent is typically quite spread out over the unit interval. The log-likelihood can be defined at the Kingman endpoint, i.e., \( \psi = 0 \) or \( a = 0 \), but is often singular at the star endpoint, because the likelihood will be zero, and the log-likelihood \(-\infty\), if \( S \) contains anything but singletons. Therefore, we include the Kingman endpoint in our analyses, but truncate the parameter range away from the star endpoint.

### 4.3. Folding

As noted above, unless an outgroup is known, it is not possible to distinguish the possibilities that a site with at most two character states contains \( k \) or \( n - k \) mutations. Folding is the process of combining these two types of sites for all \( k \). If \( S \) is the original site frequency spectrum, formed by counting the differences from an arbitrarily chosen reference sequence, and \( S' \) the corresponding folded spectrum, then

\[
S'_{k} = \begin{cases} 
S_k + S_{n-k} & (k \neq n/2), \\
S_{n/2} & (k = n/2).
\end{cases}
\]
We have not assessed the impact of using an incorrect root sequence, which is the concern when the data are folded. In this comparison, however, we have used the correct root sequence.

(4) To calculate the estimates of $\phi$, evaluate the Godambe information, $I_G$, which involves the expectation over the distribution of $\tilde{S}$.

1. To sample the tree distribution we use the “lookdown algorithm” of Donnelly and Kurtz (1996); see also Berestycki (2009). The code was verified, in part, by comparing the expected values of the sampled $\tilde{L}$ with the expected value given by the independent algorithm in Spence et al. (2016). To sample $\tilde{S}$ in the reduced models, we first sample $\tilde{R}$ from the tree distribution, and then sample $\tilde{S}$ from the multinomial distribution. The code was checked by verifying the consistency of the estimators.

2. The log-likelihoods are calculated by Monte-Carlo sampling, as the log of the mean over $m_R$ tree samples. For example, we approximate $\ell_{AC}$ by

$$
\ell_{AC}(\phi; \tilde{S}, n, S) \approx \sum_{k=1}^{n-1} \log \left[ \frac{1}{m_R} \sum_{i=1}^{m_R} \left( R_k^{(i)} \right)^{S_k} \left( 1 - R_k^{(i)} \right)^{S-k} \right],
$$

where the $m_R$ samples of $R_k^{(i)}$ are generated as just described.

3. To estimate the Godambe information, $I_G(g_q, \phi)$, we first estimate $U(g_q, \phi)$ and $V(g_q, \phi)$. Let $\tilde{S}^{(i)}$, $i = 1, \ldots, N$, be Monte-Carlo samples from the correctly specified model with parameter $\phi_0$, and let $\ell_q$ be the misspecified log-likelihood. Then

$$
U(g_q, \phi_0)_{ij} = -E_{\phi_0} \partial_i \partial_j \ell_q(\phi) = -\partial_i \partial_j E_{\phi_0} \ell_q(\phi) \approx -\partial_i \partial_j \ell_q(\phi_0),
$$

where

$$
\ell_q(\phi) \equiv \frac{1}{N} \sum_{i=1}^{N} \ell_q(\phi; \tilde{S}^{(i)}).
$$

For each individual $\tilde{S}^{(i)}$, $\ell_q$ is evaluated by Monte-Carlo integration over $m_R$ random tree samples. For large $N$, $\ell_q(\phi)$ is sharply peaked and nearly quadratic near the peak. So far, we have only implemented this calculation for scalar $\phi$. To estimate $U(g_q, \phi_0)$, we compute $\ell_q(\phi)$ for a grid of closely spaced values near $\phi_0$, fit a quadratic to $\ell_q(\phi)$ numerically, and take $U(g_q, \phi_0)$ to be twice the coefficient of the quadratic term.

To estimate $V(g_q, \phi_0)$, we use the formula

$$
V(g_q, \phi_0)_{ij} = E_{\phi_0} \partial_i \ell_q \partial_j \ell_q \\
\approx \frac{1}{N} \sum_{i=1}^{N} \partial_i \ell_q(\phi_0; \tilde{S}^{(i)}) \partial_j \ell_q(\phi_0; \tilde{S}^{(i)}).
$$
(By definition, \(E_{\phi \theta}(X, \phi) = 0\) for any unbiased estimating function, such as \(\partial_t \ell_t(\phi; X)\), so we need not subtract off the square of the mean.\(^5\)) Again, we have only implemented this calculation for scalar \(\phi\). For this case, we compute \(\ell_t(\phi; \tilde{S}^{(t)})\) for closely spaced values near \(\phi_0\), and compute \(d\ell_t/d\phi\) as the slope.

4. The method for calculating the estimate depends on whether we have a single sample of \(\tilde{S}\) or a large number of i.i.d. samples. The likelihood for a single \(\tilde{S}\) is not sharply peaked, so we fit a smoothing spline to the computed values across a broad grid, and maximize the value of the spline numerically. When we have a large sample, by contrast, the likelihood is regular and sharply peaked, as just noted. In this case, we compute values on a closely spaced grid and fit a quadratic, computing the mean as the maximum of the quadratic.

5.1. Computational costs

The computational demands for an estimate for a single dataset are rather small, and for problems of the size considered in this paper, satisfactory results are obtained for values around \(m_R = 1000\) to 10,000. Such calculations may be performed in a matter of minutes to hours on a laptop, depending on \(n\). Most of the time is spent computing the \(\tilde{R}\) samples, which can be cached for subsequent computations using, for example, different estimators.

For estimating \(\sigma_G(g_q)\) one needs to perform \(N\) calculations of this form, which takes proportionally longer; also the calculations need to be more precise, because we need the slope and the quadratic curvature of the likelihood, and not just its maximum. For the data in this paper, we have used \(m_R = 100,000\) and \(N = 5,000\), which is computationally much more demanding than the rough computation of a single maximum. The values of \(\sigma_G(g_q), U(g_q),\) and \(V(g_q)\) were computed for \(n = 25, 50, 100, 250, 500,\) and \(1000\), for \(S = 25, 50, 100,\) and \(250\), and for \(a\) values spaced at intervals of 0.05 and \(\psi\) values spaced at intervals of 0.01. The results are plotted in Supplement B, and estimates for other values of \(n, S\) and \(a\) or \(\psi\) may be obtained by interpolating (or extrapolating) the values given there.

All quantities are much faster to compute for the unlinked estimator \(\hat{\phi}_{\text{UIC}}\) than the linked counterparts, essentially because the latter requires the computation of the moments \(E_{\phi, n}[R_k^{S_i}(1 - R_k)^{S - S_i}]\), whereas the former needs only the first moment \(E_{\phi, n}R_k\), at which point \(E_{\phi, n}R_k\) and \(1 - E_{\phi, n}R_k\) can be taken to the appropriate powers. This is particularly important if one is calculating \(U\) or \(V\), which require Monte Carlo sampling over \(\tilde{S}\) and new moment calculations for each sample. One can speed things up even further by approximating \(E_{\phi, n}R_k\) by \(E_{\phi, n}Z_k\) and calculating the latter using the fast algorithms of Spence et al. (2016), which do not require sampling over the coalescent tree. Of course, each of these steps involves an additional approximation, whose impact must be assessed.

5.2. Binning

Binning involves subdividing the set \{1, \ldots, \(n - 1\)\} of \(k\)-values (or \{1, \ldots, \(\lfloor n/2 \rfloor\}\), if folded), into subsets. Our binning algorithm is based on the cumulative distribution function (CDF) of the expected normalized site frequency spectrum, \(F(k) = \sum_{1 \leq j \leq k} ER_k, k = 1, \ldots, n - 1\). Our bins are the nonempty subsets of the form

\[
F^{-1}\left(\left(\frac{j-1}{n}, \frac{j}{n}\right)\right) \quad (1 \leq j \leq n),
\]

\(^5\)In fact, it is slightly more efficient to not subtract the estimated mean, because the estimator then preserves all \(n\) degrees of freedom, instead of using up one degree of freedom on the estimation of the mean; see Zhang (1996).
except that we always take the set \{1\} to be its own bin. Intuitively, we draw horizontal lines at intervals \(j/n\) across the CDF. With each pair of adjacent lines there is a set of \(k\)-values for which \(F(k)\) falls between the lines; the bins are the nonempty sets. For small \(k\), the bins contain only a single element, but as \(k\) gets larger, the bins contain many elements. For example, for \(n = 50\) we use the following bins:

\[
\{1\}, \{2\}, \{3\}, \{4\}, \{5\}, \{6,7\}, \{8-10\}, \{11-15\}, \{16-22\}, \{23-31\}, \{32-40\}, \{41-46\}, \{47-49\}.
\]

We use the same bins for all parameter values. For the beta coalescent, we compute bins assuming \(a = 1\), and for EW we assume \(\psi = 0.1\). In our experience, this binning procedure has no discernable effect on the estimates, and we use it for all the analyses in this paper.

5.3. Code availability

The routines described here have been implemented in the statistical language R (R Core Team, 2015), and will be available online.

6. Results

We present results using synthetic data for the symmetric beta and Eldon-Wakeley coalescents, and then apply our analysis to Atlantic Cod datasets. In presenting these results, we focus on the CI's and \(p\)-values. Plots of \(\hat{\sigma}_G(\phi, n, S)\) as a function of \(n\) and \(S\) are provided in Supplement B.

6.1. Inferences based on the entire SFS

In our first set of simulations, we study the uncertainties for inferences based on the entire SFS. The data are generated using Model A, and \(\phi\) is estimating using \(\hat{\phi}_{AC}\).

6.1.1 Confidence intervals

CI’s of confidence level 0.95 for the beta coalescent are shown in Figures 3 and 4. In Figure 3 we show the CI’s for fixed \(n\) and varying \(S\). The most striking feature of these plots is that for fixed \(n\), the CI’s are only slightly reduced by increasing \(S\), even though the increase is by a factor of ten, from 25 to 250. Figure 4 provides an alternative view of the same data, and shows that, by contrast, the CI’s are sharply reduced by increasing \(n\) for fixed \(S\). In particular, the smallest value of \(\hat{\theta}\) at which the Kingman coalescent is excluded, which is the value of \(\hat{\theta}\) at which the lower boundary of the CI leaves the horizontal axis, decreases only slowly when decreasing \(S\) for fixed \(n\), but rapidly when decreasing \(n\) for fixed \(S\).

The reason that the CI’s are so much more sensitive to changes in \(n\) than to changes in \(S\) is that most of the variation in the estimator \(\hat{\theta}_{AC}(a, n, S)\) comes from variation in the coalescent tree, which is reduced by increasing \(n\), but not by increasing \(S\). We can see this directly by examining the asymptotic sampling variance, \(\hat{\sigma}_G(a, n, S)\). It is only mildly reduced by increasing \(S\) for fixed \(n\) (Figure 22), but sharply reduced by increasing \(n\) for fixed \(S\) (Figure 23).

In Figures 5 and 6, we present the analogous plots for the EW-coalescent. These figures are quite different from those for the beta coalescent, which shows that inferences from the data are strongly model-dependent. We again note that for fixed \(n\), increasing \(S\) is of limited value, because the tree-based uncertainty provides a floor for the total uncertainty, and that increasing \(n\) dramatically reduces the uncertainty for small \(\psi\).
Figure 3: 95% CI’s for the beta coalescent, $\Lambda = Beta(a, 2-a)$, for fixed $n$ as $S$ is varied. To determine the CI for $(n, S)$ and $\hat{a}(\hat{S})$, choose the graph corresponding to the value of $n$. The CI is the vertical line segment at $\hat{a}(\hat{S})$, extending between the two lines with color and line type corresponding to $S$. The colors and line types are black/solid for $S = 25$, red/dashes for $S = 50$, blue/dots for $S = 100$, and green/dash-dots for $S = 250$. Note that the lines for the lower boundary of the CI overlap when they reach the horizontal axis, and only the black line is visible. Note also that the CI’s only extend vertically to values of $a$ around 1.8; this reflects the fact that we only have $\sigma_G(a_0, n, S)$ for $a_0 \leq 1.8$, due to the numerical difficulties of calculating $\sigma_G(a_0, n, S)$ as $a_0$ approaches the star endpoint. The dashed black line is the diagonal.
Figure 4: 95% CI’s for the beta coalescent, for fixed $S$ and varying $n$. Here the color/line type code for the value of $n$, rather than $S$. The colors and line types are black/solid for $n = 25$, red/dashes for $n = 50$, blue/dots for $n = 100$, and green/dash-dots for $n = 250$, and purple/longdashes for $n = 1000$. 

\[ S = 25 \]
\[ S = 50 \]
\[ S = 100 \]
\[ S = 250 \]
Figure 5: Same as Figure 3, but for EW-coalescent. Note that in the EW-coalescent, the scale of the axes changes as $n$ increases.
Figure 6: Same as Figure 4, but for EW-coalescent. The scale of the axes changes as $S$ increases.
6.1.2 Dependence of CI's on \( n \)

One curious feature of Figure 4, for the beta coalescent, is that for values of \( a \approx 1 \), the upper boundary of the CI for small \( S \) increases with increasing \( n \); see in particular the plots for \( S = 25 \) and \( S = 50 \). The same phenomenon arises even more strongly in the EW coalescent, as apparent in Figure 6; both the lower and upper boundaries of the CI's become looser as \( n \) increases. This behavior seems counterintuitive, because we expect our CI's to get smaller as we increase \( n \), which seems to correspond to taking more samples and getting more information.

The graphs are actually correct, but it is important to understand why. In our graphs we are keeping \( S \) fixed as \( n \) increases, whereas if we added more sequences, the mean value of \( S \) would increase in proportion to the increase in the mean total branch length. For the beta coalescent, for example, and for \( 0 < a < 1 \), the mean total branch length scales asymptotically as \( n^a \) (Gnedin et al., 2014, Table 3). Thus, for example, in increasing \( n \) from 25 to 1000, we would expect \( S \) for \( a = 0.5 \) to increase by a factor of 6. These additional segregating sites would provide more information about \( a \). Although we have not done the simulations, we expect that the CI's would then become narrower with increasing \( n \), in accordance with intuition.

The increase in the width of the CI with fixed \( S \) reflects the fact that the trees become increasingly star-like as \( n \) increases, particularly for larger values of \( a \), which means that for fixed \( S \) there are fewer and fewer non-singletons to help determine the value of \( a \). (In contrast, adding more sequences would never reduce the number of non-singleton sites.) Thus, for larger values of \( a \), \( \sigma_G(a,n,S) \) increases with increasing \( n \) for fixed \( S \); see Figure 23 in Supplement B. The increase in \( \sigma_G(a,n,S) \) increases the width of the CI.

6.1.3 Ruling out the Kingman Model

In Tables 1 and 2, we give the values of \( \hat{\phi}_{AC}(\bar{S}) \) necessary for rejecting the Kingman model at a significance level of 0.05, for different values of \( n \) and \( S \). Recall that for a given value of \( n \) and \( S \), if the estimate \( \hat{\phi}_{AC}(\bar{S}) \) is greater than the value in the table, then the Kingman model has a \( p \)-value of 0.05 or less. Note that the cutoffs fall more rapidly with increasing \( n \) than with increasing \( S \), as one would expect from the plots of \( \sigma_G \).

| \( n \) \( \backslash S \) | 25   | 50   | 100  | 250  |
|-------------------------|------|------|------|------|
| 25                      | 0.72 | 0.66 | 0.59 | 0.53 |
| 50                      | 0.52 | 0.45 | 0.41 | 0.37 |
| 100                     | 0.39 | 0.33 | 0.29 | 0.26 |
| 250                     | 0.29 | 0.24 | 0.20 | 0.18 |
| 500                     | 0.24 | 0.20 | 0.17 | 0.14 |
| 1000                    | 0.21 | 0.17 | 0.14 | 0.12 |

6.2 Inferences using only part of the data

In our second set of simulations, we use \( \hat{\phi}_S \) on data generated by Model A and \( \hat{\phi}_{NC} \) on data generated by Model N to study how much information is available when only part of the data is used.
Table 2: **Cutoffs on** $\hat{\psi}_{AC}(\vec{S})$ **for rejecting Kingman model, EW-coalescent.**

| $n \backslash S$ | 25   | 50    | 100   | 250   |
|------------------|------|-------|-------|-------|
| 25               | 0.1430 | 0.1223 | 0.1227 | 0.1043 |
| 50               | 0.0641 | 0.0546 | 0.0479 | 0.0428 |
| 100              | 0.0318 | 0.0253 | 0.0218 | 0.0185 |
| 250              | 0.0141 | 0.0112 | 0.0091 | 0.0075 |
| 500              | 0.0090 | 0.0071 | 0.0056 | 0.0046 |
| 1000             | 0.0059 | 0.0044 | 0.0036 | 0.0030 |

### 6.2.1 Singletons

Many previous analyses have based their inferences on the fraction of singletons. In Figure 7, we plot results for specific choices for $n$ and $S$, but the results are similar for other values. We see that for the beta-coalescent, the CI’s for $\hat{a}_S$ are essentially indistinguishable from those given by $\hat{a}_AC$. For the EW coalescent, however, the upper boundary of the CI is dramatically better with $\hat{\psi}_{AC}$ than with $\hat{\psi}_S$.

![Figure 7: 95% CI’s based on $\hat{\psi}_{AC}$ (black/solid) and $\hat{\psi}_S$ (red/dashed), for $n = 100$ and $S = 250$, for the beta and EW-coalescents.](image)

The cutoffs for rejecting the Kingman model using $\hat{\psi}_S$ are only slightly larger than those using $\hat{\psi}_{AC}$; see Tables 3 and 4. (For the EW coalescent, in fact, some entries are very slightly smaller; presumably this is due to numerical errors.)

In the case of the beta coalescent, a very simple estimate of $a$, depending only on the singletons, is

$$ \hat{a}_{simp} = \frac{S_1}{S}. \quad (15) $$

This estimate follows from the fact that for $0 < a < 1$, $R_1 \to a$ almost surely as $n \to \infty$, and $S_1 \approx R_1 S$ (Berestycki et al., 2014). We have not studied the statistical properties of this estimator, and Table 3 is not directly applicable, since it pertains to $\hat{a}_S$. Nevertheless, if $\hat{a}_{simp}$ is above the
Table 3: Cutoffs on $\hat{a}_S(\vec{S})$ for rejecting Kingman model, beta coalescent.

| n \ S | 25   | 50   | 100  | 250  |
|-------|------|------|------|------|
| 25    | 0.75 | 0.68 | 0.64 | 0.62 |
| 50    | 0.54 | 0.47 | 0.43 | 0.40 |
| 100   | 0.42 | 0.35 | 0.31 | 0.28 |
| 250   | 0.33 | 0.26 | 0.22 | 0.19 |
| 500   | 0.29 | 0.22 | 0.18 | 0.15 |
| 1000  | 0.26 | 0.20 | 0.16 | 0.13 |

Table 4: Cutoffs on $\hat{\psi}_S(\vec{S})$ for rejecting Kingman model, EW-coalescent.

| n \ S | 25   | 50   | 100  | 250  |
|-------|------|------|------|------|
| 25    | 0.1399 | 0.1227 | 0.1138 | 0.1092 |
| 50    | 0.0671 | 0.0567 | 0.0522 | 0.0494 |
| 100   | 0.0333 | 0.0276 | 0.0244 | 0.0223 |
| 250   | 0.0151 | 0.0122 | 0.0104 | 0.0092 |
| 500   | 0.0093 | 0.0075 | 0.0061 | 0.0053 |
| 1000  | 0.0061 | 0.0045 | 0.0036 | 0.0031 |

cutoffs in Table 3, it is at least suggestive that the data may not be compatible with the Kingman coalescent, and that a more careful assessment may be warranted.

6.2.2 Non-singletons

Although singletons provide excellent inferences for the beta coalescent, the singleton counts may be unreliable. This is because sequencing errors that affect each read independently are much more likely to affect the count of singletons than the other counts (Achaz, 2008). If we throw out the singletons, is there enough information in the non-singletons to make useful inferences?

In Figure 8, we show beta coalescent CI’s for data from Model N using $\hat{a}_{NC}$. To make useful inferences, $n$ and preferably also $S$ need to be quite large. Under these circumstances, it is possible to get a CI that excludes the Kingman value of $a = 0$, although the CI are still very wide.

The cutoffs for rejecting the Kingman model using $\hat{\phi}_{NC}$ are significantly larger than those using either $\hat{\phi}_{AC}$ or $\hat{\phi}_S$; for the beta coalescent cutoffs, see Table 5. In comparing these tables, it is important to keep in mind that the uncertainties for $\hat{\phi}_{AC}$ depend on $n$ and $S$, whereas those for $\hat{\phi}_{NC}$ depend on $n$ and $S'$, where $S'$ is the total number of nonsingletons. Even for large $S$, $S'$ may be small, which pushes us into a high uncertainty portion of the table. The values of $S'$ may be quite low, which is why we have added a column for $S' = 10$.

Incidentally, the reason we use Model N to study $\hat{\phi}_{NC}$, rather than Model A, is mainly pragmatic. If we used Model A the total number of non-segregating sites $S'$ would vary from sample to sample, which would complicate both the theory and the computation.

6.3 Inferences using the unlinked likelihood

In our final set of simulations, we study the performance of the unlinked estimator $\hat{\phi}_{UC}$ on linked data generated by Model A, to study how much the uncertainty estimates are degraded when we
Figure 8: 95% CI’s for the beta coalescent using $\hat{\phi}_{NC}$ on data generated with Model N, for $n = 100$ (left) and $n = 1000$ (right), and $S' = 25, 50, 100, 250$.

Table 5: **Cutoffs on $\hat{a}_{NC}(\bar{S})$ for rejecting Kingman model, beta coalescent.**

| $n \backslash S'$ | 10  | 25  | 50  | 100 | 250 |
|------------------|-----|-----|-----|-----|-----|
| 25               | 1.95| 1.52| 1.28| 1.06| 0.87|
| 50               | 1.31| 1.01| 0.86| 0.78| 0.70|
| 100              | 0.90| 0.68| 0.59| 0.52| 0.47|
| 250              | 0.61| 0.46| 0.38| 0.33| 0.29|
| 500              | 0.49| 0.35| 0.30| 0.25| 0.22|
| 1000             | 0.46| 0.29| 0.24| 0.20| 0.17|
use an estimator that neglects all tree variation. By Theorem 2 in Appendix B, Model UC is an unbiased misspecification of Model A. The CI’s for $\hat{\phi}_{NC}$ are compared with those of $\hat{\phi}_{AC}$ Figure 9 (beta coalescent) and Figure 10 (EW coalescent).

Overall, the CI’s for $\hat{a}_{UC}$ for the beta coalescent are remarkably similar to those from $\hat{a}_{AC}$, which is quite surprising, given the magnitude of the approximation. Coupled with its sharply reduced computational expense, these results suggest that $\hat{a}_{UC}$ may be a good choice for many problems.

Figure 9: 95% CI’s for the beta coalescent for $n = 25$ and $n = 1000$, with $S = 250$ in both cases. The outside (red) lines are for $\hat{a}_{NC}$, and the inside (black) lines are for $\hat{a}_{AC}$.

Figure 10: Same as Figure 9, but for EW coalescent.
6.4. Unlinked data

Finally, it is instructive to evaluate uncertainties for unlinked data. In the following plots, we evaluate data generated from Model U using $\hat{\phi}_{UC}$. The results are shown in Figure 11 and 12, which should be compared with Figures 3 and 4, respectively. We make two observations. First, in the unlinked case, the uncertainties are significantly smaller than in the linked case, because there is no contribution from tree-based uncertainty. Second, for fixed $n$ the uncertainties fall rapidly as $S$ increases, in contrast to the linked case, because there is no tree-based uncertainty to provide a floor for the total uncertainty. Similar results in both cases are obtained for the EW-coalescent, as shown in Supplement C.

![Figure 11: 95% CI’s for beta coalescent, using $\hat{a}_{UC}$ on (unlinked) data generated by Model U. Plots show CI’s as function of $S$ for fixed $n$. The color/line type conventions are the same as in Figure 3.](image)

As noted above, for linked data, the $\sigma_C(\phi, n, S)$ for fixed $n$ approach an asymptotic value as $S$ increases, which may be identified with the tree-based uncertainty. The present analysis, in turn, isolates the mutation-based uncertainty in the absence of tree-based uncertainty. We have done preliminary analyses (data not shown) that indicate that the total uncertainty, when both types of
Figure 12: 95% CI’s for beta coalescent, using $\hat{a}_{UC}$ on (unlinked) data generated by Model U. Plots show CI’s as function of $S$ for fixed $n$. The color/line type conventions are the same as in Figure 4.
uncertainty are included, is well-approximated by summing the tree-based and mutation-based uncertainties in quadrature.

6.5. How badly misspecified are our models?

As explained above, the ratio \( r = \sqrt{\frac{U(g_q)}{V(g_q)}} \) should give some indication as to the degree to which our models are misspecified. In Figure 13, we compute this ratio for \( g_{AC} \). There is clearly some model misspecification, although the discrepancy for \( a < 0.5 \) is only about 15% or less. We obtain similar results for \( g_{NC} \), for both the beta and EW-coalescents.

In Figure 14, we plot \( \sqrt{\frac{U(g_{UC})}{V(g_{UC})}} \) for data from Model A. As noted earlier, we expect \( q_{UC} \) to be a dramatic misspecification of Model A, because it is not accounting for tree uncertainty. This expectation is borne out: we find \( \sqrt{\frac{U(g_{UC})}{V(g_{UC})}} \) as small as 20%. Thus, even though the unlinked estimator is consistent on linked data, the naïve use of the model \( q_{UC} \) as an approximation to the correct model \( p_A \) will lead to serious errors. In a Bayesian framework, for example, the naïve use of \( q_{UC} \) will lead to an unrealistically narrow posterior.

![Graphs](image_url)

Figure 13: \( \sqrt{\frac{U(g_{AC})}{V(g_{AC})}} \) for the beta coalescent, when the true model is Model A.
Figure 14: $\sqrt{U(g_{uc})/V(g_{uc})}$ for the beta coalescent, when the true model is Model A.
6.6. Atlantic Cod

The Atlantic Cod (Gadus morhua) has been studied extensively as an organism exhibiting a broad offspring distribution, whose population dynamics might then be described by a $\Lambda$-coalescent; see Arnason et al. (2000), Arnason (2004), Arnason and Halldórsdóttir (2015), Birkner et al. (2013), Sigurgíslason and Arnason (2003), Steinrücken et al. (2013), and references therein. Focusing on three published datasets of mitochondrial sequence data, we use our methods to estimate parameters for both the beta and EW-coalescents. Since these datasets describe mitochondrial sequences, it is appropriate to assume complete linkage. These datasets all have $S < 50$, but $n$ varying from 74 to 597 to 1278. Thus, they provide a good test of our finding that the uncertainty is reduced by increasing $n$. The results are given in Tables 6–8. The $\ell^2$ and pseudo-likelihood values are taken from Birkner et al. (2013); the full likelihood values are taken from Birkner et al. (2011); and the “simple” estimate is $S_1/S$ (Eq. 15). Values of 0.20 for the EW-coalescent reflect the fact that we did not compute $\sigma_C(\psi, n, S)$ for $\psi > 0.20$, and effectively took the parameter domain for $\psi$ to be $(0, 0.20)$.

Table 6: Analysis of mitochondrial sequence data from gadus morhua, from Sigurgíslason and Arnason (2003). $\vec{S}_{\text{folded}} = (24, 82, 1_3, 1_4, 1_5, 2_7, 1_11, 1_12, 2_13, 1_17, 1_18, 1_28)$, $n = 74$, $S = 44$.

| Estimator | $\hat{a}$ | $p$-val | 95% CI | $\hat{\psi}$ | $p$-val | 95% CI |
|-----------|-----------|---------|--------|-----------|---------|--------|
| $\phi_{AC}$ | 0.61 | 0.005 | (0.15, 1.09) | 0.061 | 0.004 | (0.015, 0.20) |
| $\phi_{S}$ | 0.69 | 0.003 | (0.22, 1.17) | 0.086 | 0.0002 | (0.029, 0.20) |
| $\phi_{UC}$ | 0.75 | 0.003 | (0.24, 1.25) | 0.078 | 0.001 | (0.023, 0.20) |
| $\phi_{NC}$ | 0.44 | 0.20 | (0, 1.24) | 0 | 0.5 | (0, 0.20) |
| $\ell^2$ | 0.65 | | | 0.084 | |
| pseudo | 0.72 | | | 0.06 | |
| full | 0.7 | | | | |
| simple | 0.55 | | | | |

Table 7: Analysis of mitochondrial sequence data from gadus morhua, from Arnason et al. (2000). $\vec{S}_{\text{folded}} = (11_1, 3_2, 3_3, 2_4, 1_5, 1_17, 1_18, 1_91, 1_94, 1_114)$, $n = 597$, $S = 25$.

| Estimator | $\hat{a}$ | $p$-val | 95% CI | $\hat{\psi}$ | $p$-val | 95% CI |
|-----------|-----------|---------|--------|-----------|---------|--------|
| $\phi_{AC}$ | 0.48 | 0.0004 | (0.21, 0.79) | 0.0078 | 0.058 | (0, 0.20) |
| $\phi_{S}$ | 0.48 | 0.003 | (0.17, 0.79) | 0.0124 | 0.008 | (0.0025, 0.20) |
| $\phi_{UC}$ | 0.50 | 0.0006 | (0.22, 0.82) | 0.0087 | 0.039 | (0.0003, 0.20) |
| $\phi_{NC}$ | 0.75 | 0.0011 | (0.23, 1.36) | 0 | 0.5 | (0, 0.16) |
| $\ell^2$ | 0.5 | | | 0.016 | |
| pseudo | 0.53 | | | 0.01 | |
| full | 0.35 | | | | |
| simple | 0.44 | | | | |
Table 8: Analysis of mitochondrial sequence data from *Gadus morhua*, from Arnason (2004). $\tilde{S}_{\text{folded}} = (17, 42, 43, 24, 45, 16, 18, 111, 127, 1135, 1140, 1178, 1217)$, $n = 1278$, $S = 39$.

| Estimator | $\hat{a}$ | p-val | 95% CI       | $\hat{\psi}$ | p-val | 95% CI       |
|----------|----------|-------|-------------|---------------|-------|-------------|
| $\hat{\phi}_{AC}$ | 0.50 | $1 \cdot 10^{-6}$ | (0.30, 0.73) | 0.0043 | 0.04 | (0.0, 0.20) |
| $\hat{\phi}_{S}$   | 0.47 | $1 \cdot 10^{-4}$ | (0.24, 0.70) | 0.0066 | 0.004 | (0.0009, 0.20) |
| $\hat{\phi}_{UC}$ | 0.53 | $6 \cdot 10^{-6}$ | (0.32, 0.76) | 0.0046 | 0.04 | (0.0, 0.20) |
| $\hat{\phi}_{NC}$ | 0.57 | $7 \cdot 10^{-4}$ | (0.20, 1.23) | 0.110 | $1 \cdot 10^{-17}$ | (0.05, 0.18) |
| $\ell^2$          | 0.5   |       |             | 0.012       |       |             |
| simple            | 0.25  |       |             | 0.005       |       |             |

We make the following observations:

- For the beta coalescent, the width of the CI’s decreases considerably with $n$, and the p-values also decrease consistently. The Kingman model is strongly ruled out even for $n = 74$.
- For the EW-coalescent, the width of the CI’s decreases with $n$, but the $\hat{\psi}$ also decreases, so the confidence that $\psi > 0$ does not improve. Specifically, the p-values do not decrease with increasing $n$. This suggests that the model does not fit the data very well, because if a model is a good fit, then the ability to rule out an alternative model should increase with $n$. The Kingman model is sometimes ruled out by the data at the 5% level, and sometimes not.
- $\hat{\phi}_{UC}$ and $\hat{\phi}_{AC}$ give intervals that agree closely, and comparable p-values as well.
- $\hat{\phi}_{NC}$ consistently gives the broadest uncertainty intervals for both models. Nevertheless, for the beta coalescent, the point estimates are consistent with those from $\hat{\phi}_{AC}$ and $\hat{\phi}_{S}$. $\hat{\phi}_{NC}$ is able to exclude the Kingman model for both of the larger datasets, even though the number of non-singletons is very small.
- The behavior for the EW-coalescent under $\hat{\phi}_{NC}$ is peculiar. In the 2004 dataset, the estimate from $\hat{\phi}_{NC}$ is twenty times higher than those from the other models, which suggests model misfit.

In Figures 15-17, we plot the expected SFS of the beta and EW models for the parameter values inferred from Model AC, together with the experimental data, for each of the three Atlantic cod datasets we have analyzed. Note that both of the models fit the observed singletons very well for all three datasets, but that there are frequently large discrepancies for other $k$ values, although we expect large fluctuations for small $S_k$, and it is difficult to know whether the fluctuations are reasonable without further analysis. Note also that the shapes of the EW and beta spectra are fundamentally different, with the former showing an abrupt drop between $k = 1$ and $k = 2$ and a gentler slope thereafter, and the latter showing a more linear fall-off with a steeper slope.

The observed singleton fraction is rather stable as $n$ increases, going from 0.55 to 0.44 to 0.44. We might therefore expect that our parameter estimates would also be stable. The estimates of $a$ are indeed stable as $n$ increases, but the estimates of $\psi$ go down by an order of magnitude. This can be understood as fitting to the singleton fraction. As noted earlier, $E_a R_1$ is stable as $n$ increases, with a known asymptotic limit of $a$. In the EW-coalescent, by contrast, it can be shown numerically that the expected fraction of singletons increases with $n$ when $n \gtrsim 1/\psi$ (data not shown). To maintain the same fraction of singletons, $\psi$ must be reduced to compensate, and this is why the estimates of $\psi$ fall dramatically with increasing $n$. (Note that for this reason it is not possible to characterize a population with a particular value of $\psi$, since the optimal parameter depends on the sample size $n$.)
Figure 15: The mitochondrial sequence data from Sigurgíslason and Arnason (2003) together with the expected folded site-frequency spectrum for the data. The data are plotted in log-log coordinates. The spectrum marked with red circles is the value of \((k, EZ_k(\hat{a}))\), where \(\hat{a} = \hat{a}_{AC}(\vec{S})\). (Recall that \(EZ_k \equiv EL_k/EL\).) The spectrum marked with black triangles is the value of \((k, EZ_k(\hat{\psi}))\), where \(\hat{\psi} = \hat{\psi}_{AC}(\vec{S})\). The data are the values of the (normalized) SFS, \(S_k/S\), which are plotted as \(\times\)’s. For higher values of \(k\) the data are binned, using a procedure similar to that described above, but modified to ensure that \(\sum_{k \in bin} S_k > 0\) for each bin. The expected SFS values are computed using the algorithm in Spence et al. (2016).

Figure 16: Mitochondrial sequence data from Arnason et al. (2000), plotted as in Figure 15.
Figure 17: Mitochondrial sequence data from Arnason (2004), plotted as in Figure 15.

7. Discussion

In this paper we have used unbiased estimating functions from misspecified models to provide parameter estimates and CIs from site frequency data, and studied the dependence of these estimates on \( n \) and \( S \), for two different models.

We first discuss the analysis of the synthetic data. For the range of \( n \) and \( S \) values we examined, and in the parameter regimes considered, we found that in order to reduce uncertainty about the parameter of the generalized coalescent it is more useful to increase \( n \) than increase \( S \). For example, if we have a sequencing “budget” of 6,250 nucleotides and we infer \( \hat{a} = 0.5 \), our CI is \((0, 1.2)\) if \((n, S) = (25, 250)\), but \((0.12, 0.83)\) if \((n, S) = (250, 25)\). In particular, we would be able to exclude the Kingman model in the second case, but not in the first. The same calculation for the EW-coalescent and \( \hat{\psi} = 0.05 \) changes the CI from completely uninformative to providing a lower bound of 0.025, which again makes the difference as to whether we could rule out the Kingman model. Our guidance is specific to the range of \( n \), \( S \), and \( a \) (or \( \psi \)) considered, and may be different in other regimes. Nevertheless, our method provides the computational tools for assessing this tradeoff in any regime of interest.

One of our key findings is that, particularly in the beta coalescent, the use of singletons alone is often nearly as useful as the entire SFS in inferring CI’s. Although inferences have been made using only singleton data before, the validity of the approximation has not previously been studied. The near sufficiency of the singletons is encouraging, because it validates earlier results, and justifies a relatively simple approach to obtaining CI’s.

The dependence on singletons is problematic, however, if there are sequencing or data cleaning errors that might inflate or depress the number of singletons. Due to the sensitivity of the inference to the singletons, these errors might have a large effect on the resulting estimate. When this is an issue, our methods also provide an effective means of estimating parameters without using the singletons. Our results show that such inferences are possible with feasible numbers of sequences and segregating sites. For example, when \( a \sim 0.5 \), it is possible to rule out the Kingman coalescent with several hundred sequences, even when the number of non-singleton segregating sites is on
the order of 20 or 30.

Finally, we have studied the use of an unlinked model on linked data. We have shown that when appropriately defined, \( \hat{\phi}_{UC} \) is a consistent estimator of \( \phi_0 \) for data generated by Model A, and that the CI’s are only mildly inflated above those of \( \hat{\phi}_{AC} \) in the models we have considered. These results strongly validate the use of such an estimator.

One question we have not studied in this paper is the accuracy of our estimators for data generated by our fundamental model, Model F, in which the overall treelength varies as well as the shape. We expect that the estimators would continue to perform well, but this expectation could be tested computationally.

We now consider the issues involved in applying these results to actual genetic datasets. In calculating our parameter estimates, we have assumed that the coalescent model is known, i.e., that the data arises from the model for some parameter value. We have not addressed the question of how these models are chosen, or whether they fit the actual genetic data. The problem of determining appropriate models, and of testing their goodness-of-fit to the data, is essential to further progress.

In fact, the near sufficiency of the singletons is problematic for goodness-of-fit, because it suggests that the estimated parameters are not reflecting a fit of the model as a whole, but merely a fit to the observed singleton ratio. For example, our results show that within each model, there are coalescents that fit the data better than the Kingman coalescent. But this may merely reflect the fact that with the inferred parameter, the singleton ratio is closer to that of the data than predicted by the Kingman coalescent. And this is particularly worrisome if there are reasons to doubt the accuracy of the singleton count.

In this regard, it is reassuring that in the Atlantic Cod dataset, the use of singletons and non-singletons give us compatible estimates of \( a \) in the beta coalescent when \( n \) is sufficiently large. This lends some support to the hypothesis that the non-singleton data are also well-described by the beta coalescent. There are more powerful ways of assessing goodness-of-fit, which we hope to develop in subsequent work.

**Author contributions**

The project was conceived jointly by TB, JFW, and TCW. The paper was written by TCW, with input from TB and JFW. The idea of using composite likelihood is due to JFW, and the generalization to unbiased estimating equations is due to TCW, as are the results in Appendix B. The modeling and theory development for generalized coalescents was carried out by TCW, with input from TB and JFW. TCW wrote the code and performed the simulations.

**Acknowledgments**

We gratefully acknowledge support from the U. S. Department of Energy through the LANL Laboratory Directed Research Development Program, and from the U. S. Department of Energy under contract DE-AC52-06NA25396. Computations were performed using the Darwin Computational Cluster at Los Alamos National Laboratory.

**References**

Guillaume Achaz. Testing for neutrality in samples with sequencing errors. *Genetics*, 179(3): 1409–1424, July 2008. doi:10.1534/genetics.107.082198.
Quantifying uncertainty in the inference of generalized coalescents

E Arnason, P H Petersen, K Kristinsson, H Sigurgíslason, and S Pálsson. Mitochondrial cytochrome b DNA sequence variation of Atlantic cod from Iceland and Greenland. *Journal of Fish Biology*, 56(2):409–430, February 2000. doi:10.1111/j.1095-8649.2000.tb02115.x.

Einar Arnason. Mitochondrial cytochrome B DNA variation in the high-fecundity atlantic cod: trans-atlantic clines and shallow gene genealogy. *Genetics*, 166(4):1871–1885, April 2004. doi:10.1534/genetics.166.4.1871.

Einar Arnason and Katrín Halldórsdóttir. Nucleotide variation and balancing selection at the Ckma gene in Atlantic cod: analysis with multiple merger coalescent models. *PeerJ*, 3(Supplement A): e786, 2015. doi:10.7717/peerj.786.

Mark A Beaumont. Approximate Bayesian Computation in Evolution and Ecology. *Annual Review of Ecology, Evolution, and Systematics*, 41(1):379–406, December 2010. doi:10.1146/annurev-ecolsys-102209-144621.

Julien Berestycki, Nathanaël Berestycki, and Vlada Limic. Asymptotic sampling formulae for \(\Lambda\)-coalescents. *Annales de l’Institut Henri Poincaré. Probabilités et Statistique*, 50(3):715–731, August 2014. doi:10.1214/13-AIHP546.

Nathanaël Berestycki. Recent progress in coalescent theory. *arXiv.org*, September 2009. URL http://arxiv.org/abs/0909.3985v1.

J Bertoin. Exchangeable coalescents. *Cours d’école doctorale*, 2010. URL https://www.stat.berkeley.edu/~aldous/206-Exch/Papers/Lectures_Bertoin.pdf.

Anand Bhaskar, Y X Rachel Wang, and Yun S Song. Efficient inference of population size histories and locus-specific mutation rates from large-sample genomic variation data. *Genome Research*, 25(2):268–279, February 2015. doi:10.1101/gr.178756.114.

Matthias Birkner, Jochen Blath, and Matthias Steinrücken. Importance sampling for Lambda-coalescents in the infinitely many sites model. *Theoretical Population Biology. An International Journal*, 79(4):155–173, June 2011. doi:10.1016/j.tpb.2011.01.005.

Matthias Birkner, Jochen Blath, and Bjarki Eldon. Statistical properties of the site-frequency spectrum associated with lambda-coalescents. *Genetics*, 195(3):1037–1053, November 2013. doi:10.1534/genetics.113.156612.

Peter Donnelly and Thomas Kurtz. A Countable Representation of the Fleming-Viot Measure-Valued Diffusion. *The Annals of Probability*, 24(2):698–742, April 1996. doi:10.1214/aop/1039639359.

Richard Durrett and Jason Schweinsberg. Approximating selective sweeps. *Theoretical Population Biology*, 66(2):129–138, September 2004. doi:10.1016/j.tpb.2004.04.002.

Rick Durrett and Jason Schweinsberg. A coalescent model for the effect of advantageous mutations on the genealogy of a population. *Stochastic Processes and their Applications*, 115(10):1628–1657, 2005. doi:10.1016/j.spa.2005.04.009.

Bjarki Eldon and John Wakeley. Coalescent processes when the distribution of offspring number among individuals is highly skewed. *Genetics*, 172(4):2621–2633, April 2006. doi:10.1534/genetics.105.052175.
Bjarke Eldon, Matthias Birkner, Jochen Blath, and Fabian Freund. Can the site-frequency spectrum distinguish exponential population growth from multiple-merger coalescents? *Genetics*, 199(3): 841–856, March 2015. doi:10.1534/genetics.114.173807.

Warren J Ewens. *Mathematical population genetics. I*, volume 27 of *Interdisciplinary Applied Mathematics*. Springer-Verlag, New York, second edition, 2004. ISBN 0-387-20191-2. doi:10.1007/978-0-387-21822-9

Paul Fearnhead and Peter Donnelly. Approximate likelihood methods for estimating local recombination rates. *Journal of the Royal Statistical Society. Series B (Statistical Methodology)*, 64(4): 657–680, 2002. doi:10.1111/1467-9868.00355.

David A Freedman. On the so-called “Huber sandwich estimator” and “robust standard errors”. *The American Statistician*, 60(4):299–302, 2006. doi:10.1198/000313006X152207.

Y X Fu. Statistical properties of segregating sites. *Theoretical Population Biology. An International Journal*, 48(2):172–197, October 1995. doi:10.1006/tpbi.1995.1025.

Alexander Gnedin, Alexander Iksanov, and Alexander Marynych. Λ-coalescents: a survey. *Journal of Applied Probability*, 51A(Celebrating 50 Years of The Applied Probability Trust):23–40, 2014. doi:10.1239/jap/1417528464.

V P Godambe. An optimum property of regular maximum likelihood estimation. *The Annals of Mathematical Statistics*, 31(4):1208–1211, 1960. doi:10.1214/aoms/1177705693

V P Godambe and C C Heyde. Quasi-likelihood and optimal estimation. *International Statistical Review. Revue International de Statistique*, 55(3):231–244, 1987. doi:10.2307/1403403.

Melissa M Gray, Julie M Granka, Carlos D Bustamante, Nathan B Sutter, Adam R Boyko, Lan Zhu, Elaine A Ostrander, and Robert K Wayne. Linkage disequilibrium and demographic history of wild and domestic canids. *Genetics*, 181(4):1493–1505, April 2009. doi:10.1534/genetics.108.098830.

R C Griffiths and S Tavaré. Simulating probability distributions in the coalescent. *Theoretical Population Biology*, 1994. doi:10.1006/tpbi.1994.1023

Asger Hobolth, Marcy K Uyenoyama, and Carsten Wiuf. Importance sampling for the infinite sites model. *Statistical applications in genetics and molecular biology*, 7(1):Article32, 2008. doi:10.2202/1544-6115.1400.

Peter J Huber. The behavior of maximum likelihood estimates under nonstandard conditions. In *Proc. Fifth Berkeley Sympos. Math. Statist. and Probability* (Berkeley, Calif., 1965/66), Vol. I: Statistics, pages 221–233. Univ. California Press, Berkeley, Calif., 1967.

R R Hudson. Two-locus sampling distributions and their application. *Genetics*, 159(4):1805–1817, December 2001.

Edwin T Jaynes. *Probability Theory*. The Logic of Science. Cambridge University Press, November 2003. ISBN 9780521592727.

Harold Jeffreys. An Invariant Form for the Prior Probability in Estimation Problems. *Proceedings of the Royal Society of London. Series A Mathematical and Physical Sciences*, 186(1007):453–461, September 1946. doi:10.1098/rspa.1946.0056
M Kimura. The number of heterozygous nucleotide sites maintained in a finite population due to steady flux of mutations. *Genetics*, 61(4):893–903, April 1969.

F Larribe and P Fearnhead. On composite likelihoods in statistical genetics. *Statistica Sinica*, 21(1):43–69, 2011. [http://www.jstor.org/stable/24309262](http://www.jstor.org/stable/24309262)

Fabrice Larribe and Sabin Lessard. A composite-conditional-likelihood approach for gene mapping based on linkage disequilibrium in windows of marker loci. *Statistical applications in genetics and molecular biology*, 7(1):Article 27, 2008. doi:10.2202/1544-6115.1298.

E L Lehmann and George Casella. *Theory of Point Estimation*. Springer Science & Business Media, May 2006. ISBN 0387227288. doi:10.1007/b98854.

Bruce G Lindsay. Composite likelihood methods. In *Statistical inference from stochastic processes* (Ithaca, NY, 1987), pages 221–239. Amer. Math. Soc., Providence, RI, Providence, Rhode Island, 1988. ISBN 9780821805879. doi:10.1090/conm/080/999014.

Paul Marjoram, John Molitor, Vincent Plagnol, and Simon Tavaré. Markov chain Monte Carlo without likelihoods. *Proceedings of the National Academy of Sciences of the United States of America*, 100(26):15324–15328, December 2003. doi:10.1073/pnas.0306899100.

PAP Moran. Maximum-likelihood estimation in non-standard conditions. *Mathematical Proceedings of the Cambridge Philosophical Society*, 70(03):441–450, 1971. doi:10.1017/S0305004100050088.

Francesco Pauli, Walter Racugno, and Laura Ventura. Bayesian composite marginal likelihoods. *Statistica Sinica*, 21(1):149–164, 2011. [http://www.jstor.org/stable/24309266](http://www.jstor.org/stable/24309266)

Jim Pitman. Coalescents with multiple collisions. *The Annals of Probability*, 27(4):1870–1902, 1999. doi:10.1214/aop/1022677552.

R Core Team. *R: A Language and Environment for Statistical Computing*. R Foundation for Statistical Computing, Vienna, Austria, 2015. URL [https://www.R-project.org/](https://www.R-project.org/).

Christian Robert and George Casella. *Monte Carlo Statistical Methods*. Springer Science & Business Media, March 2013. ISBN 1475741456. doi:10.1007/978-1-4757-4145-2.

Serik Sagitov. The general coalescent with asynchronous mergers of ancestral lines. *Journal of Applied Probability*, 36(4):1116–1125, 1999. doi:10.1239/jap/1032374759.

Jason Schweinsberg. Coalescents with simultaneous multiple collisions. *Electronic Journal of Probability*, 5:Paper no. 12–50 pp. (electronic), 2000. doi:10.1214/EJP.v5-68.

Jason Schweinsberg. Coalescent processes obtained from supercritical Galton–Watson processes. *Stochastic Processes and their Applications*, 106(1):107–139, July 2003. doi:10.1016/S0304-4149(03)00028-0.

Jason Schweinsberg. The number of small blocks in exchangeable random partitions. *ALEA. Latin American Journal of Probability and Mathematical Statistics*, 7:217–242, 2010. [https://arxiv.org/abs/0911.1793](https://arxiv.org/abs/0911.1793).

Steven G Self and Kung-Yee Liang. Asymptotic Properties of Maximum Likelihood Estimators and Likelihood Ratio Tests Under Nonstandard Conditions. *Journal of the American Statistical Association*, 82(398):605–610, June 1987. doi:10.2307/2289471
Appendix A: Derivation of Multinomial Model

In the main body of the paper we showed how the multinomial Model A, which involves only the ratios of branch lengths, can be derived from the Poisson Model F by assuming a modification of the experimental procedure. Although it is plausible that such a modification would not greatly affect our estimate of $\phi$, it is also useful to consider how we might derive Model A directly from Model F.

Note that Model F can be written

$$p(\bar{S}|\phi, \psi, n) = \int\int \text{mult}(\bar{S}; S, \bar{R}) \text{pois}(S; \psi L) p(d\bar{R}, dL|\phi, n).$$

The multinomial gives one when summed over $|\bar{S}| = S$, so

$$p(S|\phi, \psi, n) = \sum_{\{\bar{S}|\bar{S}|=S\}} p(\bar{S}|\phi, \psi, n) = \int \text{pois}(S; \psi L) p(dL|\phi, n).$$

Thus,

$$p(\bar{S}|S, \phi, \psi, n) = \frac{\int\int \text{mult}(\bar{S}; S, \bar{R}) \text{pois}(S; \psi L) p(d\bar{R}, dL|\phi, n)}{\int \text{pois}(S; \psi L) p(dL|\phi, n)}.$$
If we now assume that the shape and the size of the tree are independent,
\[ p(d\vec{R}, dL|\phi, n) = p(d\vec{R}|\phi) p(dL|\phi, n), \]
which is often probably a fairly good approximation, the integral in the numerator factors and the Poisson terms cancel, and we are left with
\[ p(\vec{S}|S, \phi, \psi, n) = E_{\phi,n}\text{mult}(\vec{S}; S, \vec{R}), \]
in which the \( \psi \)-dependence has disappeared. This is Model A.

If we use Model F in a Bayesian context and marginalize over \( d\psi \) using the “noninformative” Jeffreys prior (Jaynes, 2003, Jeffreys, 1946), \( p(d\psi) = d\psi/\psi \), then we recover the multinomial Model A without ever having to make an independence assumption. Indeed,
\[ \int \text{pois}(S; \psi \cdot L) \frac{d\psi}{\psi} = 1/S, \]
so
\[ p(\vec{S}|\phi, n) = \int p(\vec{S}|\phi, \psi, n) \frac{d\psi}{\psi} = \frac{1}{S} \int \text{mult}(\vec{S}; S, \vec{R}) p(d\vec{R}|\phi, n). \]
The model has a logarithmic divergence, which it inherits from the improper Jeffreys’ prior. If we (formally) condition on \( S \), noting that \( p(S|\phi) = 1/S \) because the multinomial sums to one, we find that
\[ p(\vec{S}|S, \phi, n) = \int \text{mult}(\vec{S}; S, \vec{R}) p(d\vec{R}|\phi, n), \]
which again is Model A. Although we have adopted a frequentist approach in this paper, the last result provides the basis for an alternative Bayesian analysis.

**Appendix B: Consistency of unlinked likelihood**

**Theorem 1.** Let \( g_U \) be the score function for Model U. Then \( g_U \) is an unbiased estimating function for Model A.

**Proof.** We need to show that
\[ E_{\phi}g_U(\vec{S}, \phi, n, S) = \sum_{|S|=S} g_U(\vec{S}, \phi) p^A(\vec{S}|\phi, n, S) = 0. \]
From Eq. U, \( g_U \) is given by
\[ g_U(\vec{S}, \phi, n, S) = \sum S_k \nabla(\log E_{\phi,n}R_k) \equiv \sum g_{U,k}. \]
Consider the \( k \)th term. We have
\[
E_{\phi}g_{U,k} = \sum_{|S|=S} S_k \nabla(\log E_{\phi,n}R_k) \left( \frac{\vec{S}}{S} \right) \int \prod_j R_j^{S_j} p(d\vec{R}|\phi, n)
\]
\[ = S \nabla(\log E_{\phi,n}R_k) \sum_{|S|=S} \frac{(S-1)!}{S_1! \cdots (S_k-1)! \cdots S_n!} \cdot \int R_k \cdot R_1^{S_1} \cdots R_k^{S_k-1} \cdots R_{n-1}^{S_{n-1}-1} p(d\vec{R}|\phi, n). \]
But
\[
\sum_{|S|=s} \frac{(S-1)!}{S_1! \cdots (S_k-1)!} R_1^{S_1} \cdots R_k^{S_k-1} \cdots R_{n-1}^{S_{n-1}} = (R_1 + R_2 + \cdots + R_{n-1})^{S-1} = 1.
\]

Therefore
\[
E_{\phi,ng_{U,k}} = S \nabla \log E_{\phi,n} R_k : E_{\phi,n} R_k
= S \nabla E_{\phi,n} R_k,
\]
and
\[
E_{\phi,ng_{U}} = S \sum_k \nabla E_{\phi,n} R_k
= SE_{\phi,n} \nabla 1
= 0.
\]

Note that we do not have $E_{\phi,n g_{U,k}} = 0$ for each $k$, so that the individual terms cannot be marginal or conditional distributions, and the unlinked likelihood is not a composite likelihood for the linked model.

**Theorem 2.** Let $g_{UC}$ be the score function for Model UC. Then $g_{UC}$ is an unbiased estimating function for Model A.

**Proof.** We need to show that
\[
E_{\phi,n g_{UC}}(S, \phi, S, n) = \sum_{|S|=S} g_{UC}(S, \phi) p^A(S|\phi, S, n) = 0.
\]

From Eq. UC, $g_{UC}$ is given by
\[
g_{UC} = \sum_k \nabla \log \left[ (E_{\phi,n} R_k)^S (1 - E_{\phi,n} R_k)^{S-S_k} \right] \equiv g_{UC,k}.
\]

Consider the $k$th term. The structure of $g_{UC,k}$ is actually the same as that of the sum in Theorem 1, so it follows immediately that $E_{\phi,n g_{UC,k}} = 0$, but we also provide a direct proof. We have
\[
E_{\phi,n g_{UC,k}} = \sum_{S_k} S_k \nabla \log (E_{\phi,n} R_k) p(S_k|\phi, n) + \sum_{S_k} (S - S_k) \nabla \log (1 - E_{\phi,n} R_k) p(S_k|\phi, n).
\]

The first term is
\[
\sum_{S_k} S_k \nabla \log (E_{\phi,n} R_k) \left( \frac{S}{S_k} \right) \int R_k^{S_k} (1 - R_k)^{S-S_k} p(R_k|\phi, n)
= S \nabla \log(E_{\phi,n} R_k) \int R_k \left[ \sum_{S_k} \left( \frac{S - 1}{S_k - 1} \right) R_k^{S_k-1} (1 - R_k)^{S-S_k} \right] p(R_k|\phi, n),
\]
which is just \( S \nabla E_{\phi,n} R_k \). A similar derivation gives \( S \nabla (1 - E_{\phi,n} R_k) \) for the second term. The sum is

\[
S(\nabla E_{\phi,n} R_k + \nabla (1 - E_{\phi,n} R_k)) = 0.
\]

Since this is true for each \( k \), the expectation of the sum is also zero.

Note that in Model UC the expectations of the individual terms are indeed zero. Nevertheless, it is not obvious how they could be interpreted in the context of composite likelihood, as the score functions of marginal or conditional distributions of Model A. Thus, it appears that we still need the broader setting of unbiased estimating functions.

**Appendix C: \( p \)-values and confidence intervals**

We address technical issues involved in the definition of \( p \)-values and confidence intervals.

**Use of asymptotic distributions**

In computing the distribution of \( \hat{\phi}(\bar{S}(\phi_0), n, S) \), we assume that the distribution is Gaussian with mean \( \phi_0 \) and variance \( \sigma_G^2(\phi_0, n, S) \). This latter quantity, however, is not the variance of the estimator for a single sample, but the asymptotic variance, which is defined by the formula

\[
\lim_{N \to \infty} \text{var} \left( \sqrt{N} (\hat{\phi}_N - \phi_0) \right).
\]

For a single sample, the distribution need not be Gaussian, particularly if \( \phi_0 \) is near a boundary, which will lead to a point mass on the boundary, and the variance may not be equal to \( \sigma_G \). The approximation will improve as the distribution becomes more concentrated, which will occur as \( n \) and \( S \) are increased.

The asymptotic distribution will be Gaussian if \( \phi_0 \) is in the interior of the parameter domain. If \( \phi_0 \) is on the boundary, however, even the asymptotic distribution will not be Gaussian. This is an important special case, because one of our objectives is to provide tests for ruling out the Kingman coalescent, and the parameter value for the Kingman coalescent lies on the boundary in both of the genealogical models we consider. The limiting forms of the sampling distribution of the estimator for a boundary parameter have been worked out for the usual ML-estimator (Moran, 1971, Self and Liang, 1987), but these results do not appear to have been extended to estimators obtained from unbiased estimating equations. We will assume that the limiting forms for the usual ML-estimators are valid with \( \sigma_G \) replacing \( \sigma_F \).

For \( \phi_0 = 0 \), which is on the boundary of the parameter space, the asymptotic distribution of the ML-estimator is the sum of a \( \delta \) measure of mass one-half at \( \phi = 0 \) and a half-Gaussian for \( \phi > 0 \); see Self and Liang (1987), Theorem 2, or Moran (1971) for more details and extensions to higher dimensions. Substituting \( \sigma_G \) for \( \sigma_F \), and we get the formula

\[
P(\hat{\phi}_{\text{asy}}(\bar{S}(\phi_0), n, S)|\phi_0 = 0) \geq x) = \begin{cases} 
\int_x^\infty f(y|0, \sigma_G^2(0, n, S)) \, dy & (x > 0) \\
1 & (x = 0),
\end{cases}
\]

where \( f(\cdot|\mu, \sigma^2) \) is the density of \( N(\mu, \sigma^2) \), the normal distribution with mean \( \mu \) and variance \( \sigma^2 \). A \( p \)-value of \( \gamma \) is attained when

\[
\hat{\phi}(\bar{S}) \approx q_{1-\gamma} \cdot \sigma_G(n, S, 0).
\]

(Here, \( q_\alpha \) is the quantile function for the standard normal, \( N(0, 1) \). I.e., if \( X \sim N(0, 1) \), then \( P(X < q_\alpha) = \alpha \). For \( \gamma = 0.05 \), for example, we use \( q_{0.95} = 1.64 \).)
Confidence Intervals

We need to define \( \phi^+ (\vec{S}) \) and \( \phi^- (\vec{S}) \) so that

\[
p \left( \phi^- (\vec{S}) \leq \phi_0 \leq \phi^+ (\vec{S}) \middle| \phi_0 \right) \geq 1 - \gamma.
\]

To satisfy this condition, it is sufficient that, for all \( \phi_0 \),

\[
p \left( \phi^+ (\vec{S}) < \phi_0 \middle| \phi_0 \right) \leq \gamma / 2,
\]

and

\[
p \left( \phi_0 < \phi^- (\vec{S}) \middle| \phi_0 \right) \leq \gamma / 2.
\]

These two conditions correspond to the cases that the CI is entirely to the left, or right, of \( \phi_0 \).

To define \( \phi^\pm (\vec{S}) \), let

\[
f(\phi^+) = \inf_{\phi \geq \phi^+} q_{\gamma / 2} (\hat{\phi}(\vec{S}(\phi))),
\]

\[
g(\phi^-) = \sup_{\phi \leq \phi^-} q_{1 - \gamma / 2} (\hat{\phi}(\vec{S}(\phi)));
\]

where \( \vec{S}(\phi) \) is a random sample from \( p(\vec{S}|\phi) \), and \( q_{\alpha} (X) = F^{-1} (\alpha) \), where \( F \) is the distribution function of \( X \). (When the argument \( X \) is omitted, the standard normal is assumed.) By construction, the right hand sides are monotonically increasing functions of \( \phi^+ (\vec{S}) \) and \( \phi^- (\vec{S}) \): if \( \phi^+ < \phi^\prime_+ \), then \( f(\phi^+) \leq f(\phi^\prime_+) \), and similarly for \( g \). Let

\[
f^{-1}(\phi) = \inf_{\phi \geq \phi^+} f(\phi^+),
\]

\[
g^{-1}(\phi) = \sup_{\phi \leq \phi^-} g(\phi^-),
\]

and define

\[
\phi^+ (\vec{S}) = f^{-1}(\hat{\phi}(\vec{S}))
\]

\[
\phi^- (\vec{S}) = g^{-1}(\hat{\phi}(\vec{S})).
\]

With these definitions, it follows that

\[
p \left( \phi^+ (\vec{S}) \leq \phi_0 \middle| \phi_0 \right) \leq \gamma / 2
\]

\[
p \left( \phi^- (\vec{S}) \geq \phi_0 \middle| \phi_0 \right) \leq \gamma / 2
\]

for all \( \phi_0 \). For example, if \( \phi^+ (\vec{S}) \leq \phi_0 \), then \( \hat{\phi}(\vec{S}) \leq q_{\gamma / 2} (\hat{\phi}(\vec{S}(\phi_0))) \), which is an event of probability at most \( \gamma / 2 \). An analogous argument holds in case \( \phi^- (\vec{S}) \geq \phi_0 \). Note that with these definitions, \( \phi^+ \) and \( \phi^- \) depend on \( \vec{S} \) only through \( \hat{\phi}(\vec{S}) \).

In this paper, we approximate the estimators with their asymptotic distributions:

\[
\hat{\phi}(\vec{S}(\phi)) \sim N(\phi, \sigma_G(\phi)),
\]

truncated at the domain boundaries. Then

\[
q_{\gamma / 2}(\phi) = \max (0, \phi - q_{1 - \gamma / 2} \cdot \sigma_G(\phi))
\]

\[
q_{1 - \gamma / 2}(\phi) = \min (\phi_{\max}, \phi + q_{1 - \gamma / 2} \cdot \sigma_G(\phi)).
\]
In computing $\phi_+$ and $\phi_-$, we were not able to take the supremum over all values of $\phi$, because we were not able to evaluate $\sigma_G$ near the star endpoints. In computing the CI’s, therefore, we limited ourselves to values in $(0,1.80)$ for the symmetric beta coalescent and $(0,0.20)$ for the E-W coalescent. In effect, we assume that the parameter space is restricted to this smaller interval.
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Figure 18: Twelve random trees with $n = 25$ for $a = 0$ (Kingman model). The height of the trees varies considerably; we have normalized them to constant height for ease of presentation.
Figure 19: Twelve random trees with $n = 25$ for $a = 0.5$, normalized to constant height.
Figure 20: Twelve random trees with $n = 25$ for $a = 1.0$, normalized to constant height.
Figure 21: Twelve random trees with $n = 25$ for $a = 1.5$, normalized to constant height.
Supplement B: Uncertainty plots

Beta model

Figure 22: The asymptotic sampling standard deviation, $\sigma(\hat{\theta}_{AC})$, for data from $p_A(\tilde{S}|a, n, S)$ (Model A). Each plot is for fixed $n$, and shows how $\sigma$ varies with $a$ for several values of $S$. The data is given as black dots for $S = 25$, red diamonds for $S = 50$, blue triangles for $S = 100$, and green squares for $S = 250$. $\sigma$ is inferred by numerical estimates of the inverse Godambe information, based on simulations using $m_R = 100,000$ and $N = 5,000$. 
Figure 23: The same data as in Figure 22, but for fixed $S$ and varying $n$. The colors/line shapes refer to the same numbers as in the previous figures, although they correspond to the value of $n$ instead of $S$. $n = 1000$ is represented by purple open circles. Note that for small $S$, $\sigma$ actually increases with increasing $n$ for fixed $S$, when $a \gtrsim 1.5$, for the reasons noted in the main text.
Figure 24: $\sigma(\hat{a}_S)$, for data from $p_A(\hat{S}|a,n,S)$ (Model A). Otherwise as in Figure 22.
Figure 25: $\sigma(\hat{a}_{NC})$, for data from $p_N(S|a, n, S)$ (Model N). Otherwise as in Figure 22.
The hump around $a = 1$ in Figure 25, for the non-singletons, is readily understood from inspection of the expected site-frequency spectra. When the singletons are removed, inference depends mainly on the slope of the SFS. In Figure 26 we show the slope of the expected and folded SFS. We see that as $a$ increases, the slope falls as $a$ approaches one, and then increases again as $a$ approaches two. In the region where the slope turns around, it changes very slowly with $a$. As a result, the nonsingleton slopes are difficult to distinguish for a wide interval of values near $a = 1$.

The log-likelihood for Model NC, $\ell_{NC}(a; \vec{S})$, is generally bi-modal, with more or less symmetric peaks on either side of $a = 1$. The uncertainties plotted here do not account for that bimodality, because they were calculated only in a small neighborhood of the true value of $a$. In general, $\ell_{NC}(a; \vec{S})$ is unable to distinguish between the two peaks, although in many biological systems, it may be argued that only the peak with $0 < a < 1$ is biologically relevant (Arnason and Halldórsdóttir, 2015, Eldon and Wakeley, 2006).

Figure 26: Expected folded site frequency spectrum for beta coalescent with $n = 1000$ and $a$ ranging from zero to 1.85. The curves for $a \leq 1$ are shown as solid black lines; the remaining curves as dashed red lines. The curves are normalized by $EZ_2$. For computational reasons, $EZ_k = EL_k / EL_2$ is used as an approximation for $ER_k$, as discussed above. The curve for $a = 1.1$ is mostly obscured by that for $a = 1$. 
Figure 27: $\sigma(\hat{a}_{UC})$, for data from $p_A(S|a, n, S)$ (Model A). Otherwise as in Figure 22.
Figure 28: $\sigma(\hat{a}_{UC})$, for data from $p_U(\tilde{S}|a, n, S)$ (Model U). Otherwise as in Figure 22.
Figure 29: The asymptotic sampling standard deviation, $\sigma(\hat{\psi}_{AC})$, for data from $p_A(\tilde{S}|\psi, n, S)$ for the EW-coalescent. Otherwise as in Figure 22.
Figure 30: The same data as in Figure 29, plotted for fixed S with varying n. Otherwise as in Figure 22. Note that the uncertainties increase with n for values of \( \psi \gtrsim 0.05 \); a similar result was seen in Figure 23 for \( \beta \gtrsim 1.5 \), and was discussed in the Results section in the text.
Figure 31: \( \sigma(\hat{\psi}_S) \), for data from \( p_A(\hat{S}|\psi, n, S) \). Otherwise as in Figure 29. Note that the data are very noisy for \( n = 25 \), an effect that is also seen in the plot of \( \sigma(\hat{\psi}_{AC}) \).
Figure 32: $\sigma(\hat{\psi}_{NC})$, for data from $p_N(\tilde{S}|\psi,n,S)$. Otherwise as in Figure 29.
Figure 33: $\sigma(\hat{\psi}_{UC})$, for data from $p_A(\tilde{S}|\psi, n, S)$. Otherwise as in Figure 29.
Supplement C: Confidence intervals

Beta model

Figure 34: 95% CI’s from $\hat{a}_{AC}$, for data generated by Model A for the Beta coalescent, as a function of $n$ and $S$. As in the text, the colors and line types are black/solid for $S = 25$, red/dashes for $S = 50$, blue/dots for $S = 100$, and green/dash-dots for $S = 250$. The CI for a sample $\tilde{S}$, given $n$ and $S$, is obtained by computing $\hat{a}_{AC}(\tilde{S})$, picking the graph corresponding to the value $n$, and the lines corresponding to $S$. The left and right endpoints of the CI are given by the intersection of the horizontal line at $\hat{a}_{AC}(\tilde{S})$ with the CI lines.
Figure 35: 95% CI’s from $\hat{a}_S$, for data generated by Model A for the Beta coalescent, as a function of $n$ and $S$. Otherwise as in Figure 34.
Figure 36: 95% CI’s from $\hat{a}_{NC}$, for data generated by Model N for the Beta coalescent, as a function of $n$ and $S$. Otherwise as in Figure 34.
Figure 37: 95% CI's from $a_{UC}$, for data generated by Model U for the Beta coalescent, as a function of $n$, $S$, and $a$. Otherwise as in Figure 34.
Eldon-Wakeley model

Figure 38: 95% CI’s from $\hat{\psi}_{AC}$ for data generated by Model A for the E-W coalescent, as a function of $n$ and $S$. Otherwise as in Figure 34.
Figure 39: 95% CI’s from $\hat{\psi}$ for data generated by Model A for the E-W coalescent, as a function of $n$ and $S$. Otherwise as in Figure 38.
Figure 40: 95% CI’s from $\hat{\psi}_{NS}$ for data generated by Model N for the E-W coalescent, as a function of $n$ and $S$. Otherwise as in Figure 38.
Figure 41: 95\% CI’s for $\hat{\psi}_{UC}$ for data generated by Model A for the E-W coalescent, as a function of $n$ and $S$. Otherwise as in Figure 38.