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Abstract

Understanding the genetic architecture of complex traits is a major objective in biology. The standard approach for doing so is genome-wide association studies (GWAS), which aim to identify genetic polymorphisms responsible for variation in traits of interest. In human genetics, consistency across studies is commonly used as an indicator of reliability. However, if traits are involved in adaptation to the local environment, we do not necessarily expect reproducibility. On the contrary, results may depend on where you sample, and sampling across a wide range of environments may decrease the power of GWAS because of increased genetic heterogeneity. In this study, we examine how sampling affects GWAS for a variety of phenotypes in the model plant species Arabidopsis thaliana. We show that traits like flowering time are indeed influenced by distinct genetic effects in local populations. Furthermore, using gene expression as a molecular phenotype, we show that some genes are globally affected by shared variants, while others are affected by variants specific to subpopulations. Remarkably, the former are essentially all cis-regulated, whereas the latter are predominately affected by trans-acting variants. Our result illustrate that conclusions about genetic architecture can be incredibly sensitive to sampling and population structure.
1 Introduction

Genome-wide associations studies (GWAS) have become the standard tool for analysing the relationship between genotype and phenotype in populations. Pioneered in human genetics (Hirschhorn and Daly 2005), GWAS are now widely used in many different species to infer trait architecture and identify causal variants. Much less work has been done on comparing architectures across populations. Repetition of GWAS in different human populations or samples have mostly been used in meta-studies to improve power, although awareness is growing that genetic architecture may be different between populations (Martin et al. 2017; Sohail et al. 2019; Berg et al. 2019). However, when working on traits that are likely to be involved in local adaptation, there is every reason to expect differences in the underlying genetic architecture. How does this genetic heterogeneity affect GWAS and what can we learn from it? To address these questions, we used data from the model plant species Arabidopsis thaliana, which occurs throughout the northern hemisphere, and has been shown to be locally adapted (Fournier-Level et al. 2011; Hancock et al. 2011; Ferrero-Serrano and Assmann 2019). Our general strategy was to compare the GWAS results from a global sample to various regional subsamples. We started using flowering time as a trait, since it is well studied, subject to strong selection (Flowers et al. 2009, Ågren et al. 2017) and well-understood molecularly in Arabidopsis thaliana (Henderson and Dean 2004) and in other plant species (Weller and Ortega 2015). We also analysed stomata size and cauline leaf number as additional examples of "real" phenotypes, and compared the results with simulations to establish how GWAS in subpopulations would be expected to behave under simple models. Finally, we performed GWAS on gene expression levels to investigate whether gene regulation shows evidence of local adaptation.

2 Analysis

2.1 Flowering time is affected by different alleles in different populations

We used publicly available flowering data, measured in growth chambers at 10°C for over 1,000 accessions (The 1001 Genomes Consortium 2016). We restricted our analysis to 888 accessions from Europe and divided those into eight semi-arbitrary subpopulations of approximately equal sizes using only geographic information: Southern Iberian Peninsula (SIP), Northern Iberian Peninsula (NIP), Germany, France/UK, Central Europe, Skåne (the southernmost province of Sweden), Northern Sweden (Sweden excluding Skåne), and Eastern Europe (Fig. 1A, Table S1). All subpopulations had highly variable flowering times, with only the two Swedish ones being generally later-flowering (Fig. 1B).

We performed GWAS on the entire European population as well as in the different subpopulations. Note that, although the subpopulations are small (n = 103–119), flowering time has extremely high heritability and major polymorphisms are believed to be common (Mouradov et al. 2002). Simulations
suggested that power should be sufficient to identify such polymorphisms (Table S1), and this is born out by results that pinpoint several well-known genes (Figs. 1C and S1, Table 1).

Using a permutation-based threshold (Freudenthal et al. 2019), we identified genome-wide significant associations in four of the subpopulations as well as in the full European population (Tables 1 and S2–S3). The results differed strikingly, with only one association, near DOG1, showing any signs of significance in more than one subpopulation. This association was significant in NIP, almost significant in Eastern Europe, and also significant in the full population (Fig. S2). DOG1 is an extensively studied gene involved in the regulation of seed dormancy (Huo et al. 2016; Kerdaffrec et al. 2016), but has also been identified in GWAS for flowering time (Atwell et al. 2010).

Whether a causative polymorphism is detected or not depends on its effect size, its frequency, and whether it is "tagged" by a marker included in the study. The latter is a major concern when comparing human populations, because sparse SNP data are used, and patterns of linkage disequilibrium can differ greatly between populations (Martin et al. 2017). While this explanation cannot be excluded here, it is likely to be much less important, because we are using dense SNP data from whole-genome re-sequencing. Compared to a standard human GWAS, we are using four times as many markers in a genome that is 25 times smaller, but in which linkage disequilibrium is roughly as extensive (Nordborg et al. 2002; The 1001 Genomes Consortium 2016).

The other two explanations are more interesting. For polymorphisms involved in local adaptation, al-
lele frequencies are expected to differ between geographic regions, and the VIN3 association (5:23100540) may be an example of this. The minor allele at this locus appears to be associated with late flowering across Europe, but is too rare to be detected except in Northern Sweden (Table 1 and Fig. S3).

However, we also see several examples of SNPs that are common everywhere, but show no sign of being associated with flowering time except for a single population. As noted above, differences in linkage disequilibrium with closely linked unobserved causal polymorphisms are impossible to rule out, but we think it is more likely that the difference is the broader genetic background. The genetic background could influence the effect size through epistatic interactions with other loci or via genome-wide linkage disequilibrium caused by population structure or selection (Yu et al. 2006; Vilhjálmsson and Nordborg 2012). In our analyses, the effect of the genetic background is estimated using a mixed model, and the single-locus association is based on the Best Linear Unbiased Predictor (BLUP) of the marginal effect size (Yu et al. 2006). As the name indicates, this estimate should be unbiased, but there is no guarantee that this will be the case if the assumptions of the model (notably a polygenic, additive background) are violated.

To confirm that these conclusions are not limited to genome-wide significant SNPs, we next compared all SNPs with \(p < 10^{-4}\). In agreement with the results just presented, only eight of over 5,000 sub-significant SNPs were shared among subpopulations, and associations were never shared among more than two (Fig. 2A and Table S4). Note that this are far more associations than expected by chance; indeed, even the overlap is higher than expected (Fig. S4A). Also notable is that shared sub-significant associations are clearly clustered in regions that tend to be common between subpopulations (Fig. 2B) and significantly fewer shared regions are detected in the simulations (Fig. S4B and Fig. S5). Although regions shared among multiple subpopulations are clearly associated with known flowering time genes

Table 1: Significant SNPs (chromosome:position) in the GWAS of different subpopulations. Entries are "\(p\)-value (minor allele frequency)", with genome-wide significance using a 5%-permutation-based threshold shown in red. Candidate genes were assigned to the SNPs from a list of 306 flowering time genes (Bouché et al. 2016) using 10 kb window.

| SNP | Candidate gene | Minor allele freq | Major allele freq | \(p\)-value | MAF | Minor allele freq | Major allele freq | \(p\)-value |
|-----|----------------|------------------|------------------|------------|-----|------------------|------------------|------------|
| Europe | FT \(^{a}\) | 2.4e-10 | 0.44 | 4.3e-03 | 0.18 | 4.1e-04 | 0.34 | 1.4e-04 | 0.25 | 1.7e-09 | 0.20 | 9.9e-10 | 0.03 | 1.4e-06 | 0.07 |
| IP | TSF \(^{b}\) | 1.7e-02 | 0.02 | 5.1e-02 | 0.47 | 9.3e-01 | 0.19 | 2.0e-09 | 0.12 | 2.9e-02 | 0.03 | 5.2e-01 | 0.01 | 7.4e-01 | 0.04 |
| NIP | JMJ14 \(^{c}\) | 1.2e-02 | 0.35 | 1.2e-02 | 0.35 | 8.2e-02 | 0.22 | 1.8e-08 | 0.14 | 5.2e-02 | 0.14 | 5.8e-01 | 0.10 | 5.8e-01 | 0.10 |
| Germany | DOG1 \(^{d}\) | 3.1e-02 | 0.28 | 9.3e-01 | 0.05 | 6.4e-01 | 0.49 | 9.4e-01 | 0.28 | 2.6e-02 | 0.06 | 2.4e-01 | 0.06 | 2.4e-01 | 0.06 |
| France/UK | CIR1 \(^{e}\) | 7.0e-04 | 0.41 | 2.9e-01 | 0.08 | 6.4e-01 | 0.50 | 9.5e-01 | 0.17 | 1.4e-01 | 0.05 | 8.2e-01 | 0.08 | 8.2e-01 | 0.08 |
| Central Europe | VIN3 \(^{f}\) | 7.4e-02 | 0.46 | 4.1e-08 | 0.37 | 1.1e-01 | 0.12 | 8.2e-02 | 0.05 | 2.7e-01 | 0.01 | 2.7e-01 | 0.01 | 2.7e-01 | 0.01 |
| SKÅNE | 5.1e-02 | 0.24 | 2.1e-01 | 0.12 | 5.7e-01 | 0.36 | 8.5e-02 | 0.49 | 1.5e-01 | 0.33 | 2.7e-01 | 0.01 | 2.7e-01 | 0.01 |
| Northern Sweden | 3.1e-01 | 0.20 | 9.7e-01 | 0.13 | 9.1e-01 | 0.22 | 4.2e-01 | 0.37 | 1.0e-01 | 0.48 | 9.8e-10 | 0.20 | 4.3e-09 | 0.24 |
| Eastern Europe | 2.6e-01 | 0.44 | 6.2e-01 | 0.09 | 7.4e-01 | 0.26 | 2.8e-01 | 0.14 | 7.4e-08 | 0.08 | 4.1e-01 | 0.01 | 4.1e-01 | 0.01 |

\(^{a}\) FT (FLOWERING LOCUS T, Corbesier et al. 2007)
\(^{b}\) TSF (TARGET OF FLC AND SVP1, Yamaguchi et al. 2005)
\(^{c}\) JMJ14 (JUMONJI 14, Lu et al. 2010)
\(^{d}\) DOG1 (DELAY OF GERMINATION 1, Huo et al. 2016)
\(^{e}\) CIR1 (CIRCADIAN 1, Zhang et al. 2007)
\(^{f}\) VIN3 (VERNALIZATION INSENSITIVE 3, Sung and Amasino 2004)
(Table S5 and File S1), no significant enrichment had been observed.

Fig. 2: Sharing of sub-significant ($p < 10^{-4}$) associations. (A) Histogram of the number of associated SNPs in each subpopulation and shared between subpopulations. (B) Histogram of the number of associated genomic regions in each subpopulation and shared between subpopulations.

There are two possible explanations why different SNPs pinpoint the same genomic region. The first is that the causal polymorphisms are absent from the data, and that different SNPs "tag" the (shared) causal polymorphisms in the different subpopulations. As noted above, given the high SNP density used, we do not believe this is a general explanation. More likely is extensive allelic heterogeneity, a phenomenon consistent with local adaptation, and well-demonstrated in A. thaliana (Atwell et al. 2010; Li et al. 2014; Kerdaffrec et al. 2016; Zhang and Jiménez-Gómez 2020).

To further investigate the putative heterogeneity, we estimated the polygenic overlap between subpopulations using a method that estimates the correlation of marker effects across different samples and thus tries to circumvent the problem of detecting causal variants (Frei et al. 2019). As anticipated, estimates...
of marker-effect correlations were low in all comparisons. As a contrast, the marker-effect correlation between flowering time at 10°C and 16°C (FT16) was significantly higher (Fig. S6).

2.2 Simulations suggest that local genetic architecture is detectable

Flowering time is the quintessential locally adaptive trait. It is difficult to know how unusual it is, because few traits have been measured in different populations in wild species. We looked at two publicly available data sets: stomata size and cauline leaf number, measured in 131 accessions from Sweden and 109 from the Iberian Peninsula (Fig. S7). However, the analysis was uninformative, as no genome-wide significant associations were identified (Fig. S8), and no overlap was found for sub-significant associations either (Fig. S9). Indeed, despite both phenotypes having high heritabilities (27-85%; Table S6), the joint p-value distribution was indistinguishable from noise, suggesting that GWAS is under-powered to detect causal alleles for these phenotypes, presumably because they are highly polygenic, and major alleles do not exist.

To gain insight into the power to detect causal alleles in this setting, we turned to simulations. Briefly, we simulated phenotypes using the 240 accessions used for the analysis of stomata size and cauline leaf number. A single randomly picked polymorphism was assumed to explain a fixed percentage of the phenotypic variation, in either the Swedish, the Iberian, or the merged population (see Methods for details). We calculated the power to identify the causal polymorphism as well as the number of false positive associations using a Bonferroni-threshold and a thousand simulations for each scenario (Tables S7–S8, Fig. S10). In summary, the simulations suggested that GWAS in our small populations have sufficient power to identify major alleles and population-specific effects — supporting our claim of local adaptation for flowering time, and also that major alleles for stomata size and cauline leaf number do not exist.

2.3 Gene expression can be regulated globally or locally

Finally, we carried out GWAS for gene expression data, available for a large sample of world-wide accessions (Kawakatsu et al. 2016). It seemed a priori likely that some genes are under local selection, while others are not. For comparison with the results above, and because reasonably dense local samples were available, we focused on 91 accessions from the Iberian Peninsula (IP) and 74 accessions from Scandinavia (termed SW, as nearly all accessions are from Sweden). We carried out GWAS for each subpopulation, as well as for the merged set of 165 accessions. Because of the small sample sizes, we only considered genes with high estimated heritability and for which simulations indicate sufficient power in all three populations (see Methods). These criteria led to the retention of 2,237 genes, 9% of the total (Table S9). We also excluded genes where inflated significance levels were observed: this further reduced
the number of genes to 1,982.

Perhaps not surprisingly, 780 (39%) of these filtered genes revealed a genome-wide significant association (using a multiple-testing corrected threshold of $p < 10^{-10}$) in at least one of the two subpopulations (typical results are shown in Fig. 3). These genes were divided according to the pattern of associations within and between subpopulations, with the intent to identify those with clear evidence for global vs. local genetic architecture (see Fig. S11 and Methods for details).

![Manhattan plots from GWAS of expression levels for three different genes.](image)

**Fig. 3:** Manhattan plots from GWAS of expression levels for three different genes. The Columns show the results from genes representing different scenarios. The rows display the GWAS results of the analysis in the two subpopulations (SW and IP, respectively), or in the merged population (ALL). Horizontal dash-dotted lines indicate the significance threshold of $p < 10^{-10}$. Vertical dashed lines show the position of the gene whose expression is being used as a molecular phenotype.

We found clear examples of both. Of the 780 genes with a significant association, 110 (14%) were significantly associated with the same SNP in both subpopulations (shared architecture), 25 (3%) were significantly associated with different SNPs in the same 50 kb genomic region in the both subpopulation (presumably allelic heterogeneity), 92 (12%) were significantly associated with different SNPs at distinct genetic regions in the two subpopulations (genetic heterogeneity), and 182 (23%) appeared to show an specific association in one subpopulation only (also genetic heterogeneity). The remaining are more ambiguous (Fig. S11).

Unexpectedly, we also found an extremely strong pattern of *cis*- vs. *trans*-regulation. Of the 110 genes with shared association between subpopulations, 99% were *cis*-regulated, whereas the opposite was true for genes with different regulation in the subpopulations. Here, 75% of the 182 genes that appeared to show an specific association in one subpopulation only were *trans*-regulated (Figs. 4 and S11).

To confirm that these results reflect real differences between the subpopulations, we generated two ran-
Fig. 4: Summary of the difference between shared and non-shared GWAS results for expression data. Plots show the position (x-axis) of significant associations for each expressed gene (y-axis). Associations shared between subpopulations (top panel) are almost all in cis, whereas associations specific to one subpopulation (bottom panels) are mostly found in trans. Pie-charts show the number of genes in each category.

domin populations of the same size by randomizing the subpopulation labels. As expected, this recovered the shared cis-associations (157 genes showed shared associations, of which 94% are in cis, Figs. S14–S15). Non-shared associations were still mostly in trans, but there are less than half as many clearly subpopulation specific ones (Fig. S14–S16). This suggests that a substantial fraction of the specific associations found in the Scandinavian and Iberian populations are real. Further supporting this, only five genes showed a pattern of allelic heterogeneity in the analysis of the random, non-local subpopulations.

A GO-enrichment analysis found a significant enrichment for "ADP binding" among genes displaying the same global architecture, while no significant enrichment for those with specific local associations has been found. More anecdotally, the group of genes with shared variants contains many genes linked to primary metabolic pathways, as well as genes like RPS5 (RESISTANT TO P. SYRINGAE 5), which is linked to bacterial and downy mildew resistance (Warren et al. 1998), and which is likely to be under global balancing selection (Tian et al. 2002). The set of genes, whose eGWAS results indicate local adaptation, contains for example genes related to flowering time regulation, like AGL-20 (AGAMOUS-LIKE 20; Lee 2000), and stress response, like RCAR5/PYL11 (REGULATORY COMPONENT OF ABA RECEPTOR 5/ PYRABACTIN RESISTANCE-LIKE 11; Lim and Lee 2020) and HDA9 (HISTONE DEACETYLASE 9; Zheng et al. 2016).
3 Discussion

It has been clear for over a decade that GWAS in plants often produce results that are strikingly different from those typically seen in humans. Major associations explaining substantial fractions of the phenotypic variance are found frequently, likely because this variance is adaptive, and the allelic variants are maintained by selection (Atwell et al. 2010; Huang et al. 2010). A prediction from this is that we do not necessarily expect GWAS results to replicate between populations, because many traits are likely to be involved in local adaptation. Here we use a simple analysis to show that this is very much the case for flowering time, a trait known to be important for local adaptation. We then show that the same is true for expression variation at many genes, and discover a striking pattern in that regulatory variants that are shared between populations are almost all in *cis*, whereas those that may be involved in local adaption are predominantly in *trans*.

That local adaptation would frequently involve *trans*-regulation is perhaps not surprising, as it seems likely that such adaptation generally involves expression changes at large number of loci, and this is surely easier to achieve using variation at upstream regulatory loci. It is also consistent with findings from *A. thaliana* that genotype-by-environment interactions in gene expression are mostly due to *trans*-acting variants (Clauw et al. 2016), and that, analogously, tissue-specific expression variation in humans also tends to be due to *trans*-acting variation (GTEx Consortium 2017).

The role of *cis*-regulatory variation under this scenario is less clear. Clauw et al. (2016), found that *cis*-regulatory variants had the same effect in different environments, suggesting that they could only be involved in local adaptation through highly polygenic allele-frequency changes. Alternatively, most of the *cis*-regulatory variations could simply be neutral. It should be noted, however, that we found many genes with allelic heterogeneity in their *cis*-regulation, suggesting that local adaptation via *cis*-regulation is possible as well.

Our findings also have important implications for the design and interpretation of GWAS. As part of the "1001 Arabidopsis Genomes Consortium", we have often been asked "Which subset of accessions should I use?". This paper shows that there is no simple answer. Clearly, what you find depends on where you look, and the optimal design depends on the question as well as on the phenotype. A global sample may not have the power to detect locally important allelic variation, and a local sample may not even contain globally important variants. Depending on the nature of reality, you will always miss some part of the picture, and if you are not aware of this, you may draw the wrong conclusions. For example, the relatively importance of *cis*- versus *trans*-regulation has been much debated (reviewed in Signor and Nuzhdin 2018), but this paper show that the answer likely depends on how you sample. In conclusion,
GWAS works, but should be used with caution.

4 Methods

4.1 Plant material and phenotypic data

The phenotypic data used in this study were obtained from the A. thaliana phenotype repository AraPheno (Seren et al. 2016). The genotypic data were obtained from the 1001 Genomes Consortium (The 1001 Genomes Consortium 2016). Phenotypic traits used in the present study include flowering time at 10°C (FT10, https://arapheno.1001genomes.org/phenotype/261/), flowering time at 16°C (FT16, https://arapheno.1001genomes.org/phenotype/262/), stomata size (ST, https://arapheno.1001genomes.org/phenotype/750/) and cauline leaf number (CL, https://arapheno.1001genomes.org/phenotype/705/). AraPheno stores 1,163 world-wide A. thaliana accessions. We split the 888 European accessions into eight subpopulations of approximately equal sizes (103-119 accessions) (Fig. 1 and Table S1). For ST and CL, the total number of accessions used in our analyses was 240. For both traits, the initial group of 240 accessions was split into two geographic subpopulations, one containing 109 Iberian accessions and the other 131 Swedish accessions. In addition to these traits, we used expression data (Kawakatsu et al. 2016) for 24,175 genes measured in 727 different accessions, available via AraPheno (https://arapheno.1001genomes.org/study/52/). We selected the 665 accessions with full genome sequencing data, and created two subpopulations roughly matching the cauline leaf and stomata size data. The "Swedish" subpopulation contains 70 accessions from Sweden, 2 accessions from Denmark and 2 accessions from Norway, while the second subpopulation, from the Iberian Peninsula contains 83 accessions from Spain and 8 accessions from Portugal. The RNA-seq data have been generated in two distinct batches (Yoav Voichek, personal communication), but accessions from both subpopulations were predominantly present in the second batch, minimizing the risk of batch effects in the analyses.

4.2 GWAS

GWAS was performed using a liner mixed model to account for population structure. We used a custom R script (available at https://github.com/arthurkorte/GWAS) implementing a fast approximation of the described in Kang et al. (2010). Significance thresholds were defined using both Bonferroni- and permutation-based thresholds. The Bonferroni threshold was calculated by dividing the significance level (α = 0.05) by the number of SNPs with minor allele count greater five in each GWAS run. Permutation-based thresholds were derived from running 100 linear mixed models per phenotype with a random
4.3 Candidate gene enrichment

To look for an enrichment of *a priori* candidate genes, the regions identified as significantly associated with flowering time were been cross-referenced with a list of 306 known flowering time genes (Bouché et al. 2016). All genes within 10 kb of an associated regions were considered. This analysis was conducted with the 74 regions that were associated with flowering time in at least two subpopulations. 22 of these regions overlapped with known flowering time genes. Permutation analysis by re-sampling random regions of the same size across the genome, showed that there is no significant enrichment of candidate genes. Neither changing the window size, nor restricting the analysis to regions that are shared in three or more subpopulation affected this conclusion.

4.4 Simulations

In order to simulate data that mimic local and global effects, we use the same subpopulations used for the stomata size and cauline leaf GWAS. We simulated three scenarios:

1. A single marker explaining \(x\%\) of the variance in the full population of 240 accessions;
2. A single marker explaining \(x\%\) of the variance only in the 109 IP accessions, and;
3. A single marker explaining \(x\%\) of the variance only in the 131 Swedish accessions.

In each scenario, the causal marker was chosen randomly from all markers with a minor allele count greater five and set to explain 20%, 15%, 10% and 5% of the phenotypic variance, respectively. To mimic population structure, 1,000 random markers where additionally assigned random small effects that are zero-centered. 1,000 simulated phenotypes were generated for each setting, resulting in a total of 12,000 simulated phenotypes. All simulated data were generated using a custom R script (https://github.com/arthurkorte/GWAS). When the simulated causative marker explained 20% of the phenotypic variation, GWAS performed using all accessions resulted in the detection of this causative marker in 96.4% of the cases, albeit at a high false discovery rate (FDR) of 18.9%. Here, we consider an association as false, if it is more then 100 kb apart from the simulated causal marker. This high FDR dropped dramatically when a more stringent threshold of \(p < 10^{-9}\) or \(p < 10^{-10}\) was applied. Even with this more stringent threshold, a power of 87.6% and 79.4% was reported, while the FDR dropped to 8.4% and 4.8%, respectively. We observed a reduced power in GWAS when using the two different subpopulations (24.6% in IP and and 39% in SW). The reduced detection rate of the marker in IP and SW is caused by a reduced power due to the smaller population size. If the simulations mimic a scenario of a marker having a local effect only, the respective marker was exclusively detected in the respective local subpopulation (42% in SW and 27.4% in IP) and - with a reduced power - in the analyses using all accessions (6.5% and 27%, respectively).
Representative GWAS results of the simulated phenotypes are presented in Fig. S10. The analyses of simulations with a reduced effect size of the causative marker led to similar results, albeit at a reduced power (Table S8).

4.5 Polygenic overlap

First, we estimated the polygenic overlap among all subpopulations by comparing lists of significant SNPs. Since the comparison of significant SNPs between subsets showed no shared signals, we set a less stringent p-value threshold ($p < 10^{-4}$) and generated a new list of SNPs for comparing subpopulations. Additionally, we looked at shared significant genomic regions. For this, we summarized all SNPs ($p < 10^{-4}$) with either $r^2 > 0.9$ or located within a 10 kb window for each subpopulation and compared significant genomic regions. The same procedure has been performed for the respective GWAS results of the subpopulations, as well as with GWAS results from permutations within the respective subpopulation to compare the overlap to the expected overlap in a scenario where no causal markers are present.

Next, we estimated the polygenic overlap using the statistical tool MiXeR (Frei et al. 2019), which overcomes the intrinsic problem of detecting the exact location of shared causal variants. In short, a summary table containing SNP information, genomic location, beta estimates, and z-scores for each subpopulation was created and used to estimate the proportion of shared causal SNPs between subsets based on their beta and z-score distributions.

4.6 RNA expression data

The available RNA expression data contain transcription values for 24,175 genes. Before performing GWAS on the RNA expression data, we removed TEs and genes that are encoded by the organelle genomes, leaving 23,021 nuclear genes for further analyses. Next, we selected genes where the pseudo-heritability estimate was above 0.5 and a statistical power analysis estimated that the power in GWAS was greater than 0.9 (using the method of Wang and Xu 2019). Heritability was estimated for all genes using the above mentioned implementation of the mixed model. The power of each data set for GWAS was calculated using the `pwr.p.test` function implemented in the R package `pwr` (R Development Core Team 2008). This filtering led to a set of 2,237 genes for which GWAS was performed in both subpopulations (IP and SW), as well as in the combined population (ALL). We only considered markers with a minor allele count of more than five in the respective subpopulation. Given the amount of tests we performed, we used a very stringent multiple-testing threshold of $p < 10^{-10}$ to term an association as significant, but similar results have been reproduced with threshold ranging from $p < 10^{-8}$ to $p < 10^{-12}$. Significant associations were grouped into regions, if they occur within 50 kb of each other. A summary of the number of associated markers and regions for all analysed genes as well as summary statistics are
attached in File S2. Genes showing inflated GWAS results (which quite often co-occurs with a non-normal distribution of the expression values), have been filtered out, if the number of associated genomic region was greater than three in either the IP or SW subpopulation. This procedure left us with a set of 1,982 genes. GWAS results from these selected genes were analysed in more detail and the complete workflow of the analysis is displayed in Fig. S11. We identified 227 genes displaying an association in both the IP and SW subpopulation. For 135 of them, the same genomic region was associated in both subpopulations, while for 92 genes different genomic regions have been associated in the two subpopulations (File S3).

To prevent genes from being assigned as locally regulated in both subpopulations, those genes have not been considered as genes displaying a local regulation. Still, these genes show the same pattern of cis- vs. trans-regulation observed for genes with a specific local association. Genes, where the same genomic region was associated, were defined as genes having a global genetic regulation, if the same significant marker in both subpopulations was associated (110, File S4), while genes where the same region but different markers are associated in the subpopulations (25, File S5), were classified as genes showing potential allelic heterogeneity in their regulation. Next, genes that show an association only in one and not the other subpopulation were defined as genes that are under distinct local regulation. This led to the identification of 377 genes displaying an association only in IP and 176 genes displaying an association only in SW. Now, we filtered for genes, where the respective p-value was lower in the analysis of the respective subpopulation compared to the results of the combined population, as we argue that a true local association should be more significantly associated in the respective local subpopulation. Additionally, we also excluded genes, where different regions have been associated in the analysis of the combined population compared to the analysis of respective local subpopulation, to generate a high confidence list of genes with a distinct regulation in only one subpopulation. This procedure led to a set of 118 genes displaying a specific local association only in the Iberian subpopulation (File S6) and 64 genes displaying a specific local association only for the Scandinavian subpopulation (File S7). For significant associations in these three groups of genes, having the same association in both subpopulations, a specific local association only in IP or a specific local association only in SW, we verified, if the respective associated SNPs were in cis, aka the same genomic region where the gene is located, or in trans. Here, we defined a cis-association, by a maximum distance of the associated markers to the respective gene of 100 kb. As a control, we also performed the same analysis described above with two random, non-local population of 91 and 74 accessions, respectively. These random populations have been sampled from the merged population of 165 accessions. The respective workflow and numbers are presented in Fig. S15. Note, that we started out with the same set of 2,237 genes used previously, but here the removal of genes...
showing inflated results, led to a set of 2,087 genes included in the analysis.
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8 Supplementary Figures

Supplementary Fig. 1: Manhattan plot for the GWAS results of flowering time in five different subpopulations. Dashed lines and dash-dotted lines indicate 5% permutation-based and Bonferroni threshold, respectively.
Supplementary Fig. 2: Violin plots comparing flowering time between accessions carrying reference and alternative allele for the SNP 5:18590501. Stars represent the $-\log_{10}$ of the p-value and a red colored star indicates a significant association.

Supplementary Fig. 3: Violin plots comparing flowering time between accessions carrying the reference or alternative allele for SNP 5:23100540. Stars represent the $-\log_{10}$ of the p-value and a red colored star indicates a significant association.
Supplementary Fig. 4: Sharing of sub-significant ($p < 10^{-4}$) associations for permuted phenotypes. (A) Histogram of the number of associated SNPs in each subpopulation and shared between pairs of subpopulations. (B) Histogram of the number of associated regions in each subpopulation and shared between pairs of subpopulations.
Supplementary Fig. 5: Bar plot showing the amount of regions that are associated across multiple sub-populations. (A) Analyses of FT10. (B) Analyses of permuted phenotypes.
Supplementary Fig. 6: Density plots comparing effect sizes estimates using MiXeR. (A) The comparison between flowering time at 10°C and 16°C in the complete European population. (B) Comparison of FT10 between NIP and SIP subpopulations. (C) Comparison of FT10 between the Eastern Europe and German subpopulations.
Supplementary Fig. 7: Analyses of stomata size and cauline leaf number. (A) Geographic distribution of the used 240 *A. thaliana* accessions. (B) Phenotypic distribution of stomata size and cauline leaf number in the Iberian (IP) and Swedish (SW) subpopulation. (C-D) Correlation plots of the -log_{10} p-values from the GWAS results obtain from the analyses within the different subpopulations for ST and CL. Marker with a p-value > 0.01 were removed for plotting from the respective subpopulation.
Supplementary Fig. 8: Manhattan plots of GWAS results from the analyses of ST and CL in the SW and IP subpopulations.
Supplementary Fig. 9: Venn diagram of associated markers ($p < 10^{-4}$) between the IP and SW subpopulations for ST (A) and CL (B).
Supplementary Fig. 10: Manhattan plots of GWAS results from three different simulations. The causative markers were simulated to have an effect in all accessions (left panel), only in IP (middle panel) or only in SW (right panel). The respective population for GWAS are displayed in the different rows, where for the results in the top row, the SW subpopulation has been used, the IP subpopulation has been used to generate the results in the middle row and the bottom row displays the results in the merged population of 240 accessions. Dashed lines indicate the Bonferroni threshold used in the simulations.
Supplementary Fig. 11: Graphical representation of the workflow and the different classes of associations found in the eGWAS for the IP and SW subpopulations at a threshold of $p < 10^{-10}$.
Supplementary Fig. 12: Summarized GWAS results for the analyses of RNA expression data in *A. thaliana* for genes that have associations at different regions in IP and SW. The pie chart displays the amount of genes having a *cis*-association in IP and a *trans*-association in SW, a *cis*-association in SW and a *trans*-association in IP or different *trans*-associations in both subpopulations.

Supplementary Fig. 13: Summarized GWAS results for the analyses of RNA expression data in *A. thaliana* for genes that have associations at different regions in IP and SW. Scatter plots show the genomic location of the respective associated markers per gene. Top panel shows the amount of *cis* and *trans* associations in IP, and the bottom panel shows the location of the associations for the same genes in SW. *Cis*-regulatory variants are colored in orange, while variants in *trans* are shown in purple. Pie charts display the amount of genes per class that have *cis*, *cis* and *trans* or only *trans* associations.
Supplementary Fig. 14: Summarized GWAS results for the analyses of RNA expression data in A. thaliana in random subpopulations. Genes are grouped in three categories: 1) Shared random_91/random_74, where the same association for a gene is recapitulated in the GWAS of both subpopulations. 2) Only random_91, where a significant association is only found using the random subpopulation containing 91 accessions. 3) Only random_74, where a significant association is only found using the random subpopulation containing 74 accessions. Scatter plots show the genomic location of the respective associated markers per gene for each class, where cis-regulatory variants are colored in orange, while variants in trans are shown in purple. Pie charts display the amount of genes per class that have cis, cis and trans or only trans-associations.
Supplementary Fig. 15: Graphical representation of the different classes of associations found in the eGWAS for two random subpopulations of 91 and 74 accessions at a threshold of $p < 10^{-10}$. 
Supplementary Fig. 16: Summarized GWAS results for the analyses of RNA expression data in *A. thaliana* in random subpopulations for genes that have associations at different regions in both random subpopulations. Scatter plots show the genomic location of the respective associated markers per gene. Top panel shows the amount of *cis* and *trans*-association in random_91, and the bottom panel show the location of the associations for the same genes in random_74. *Cis*-regulatory variants are colored in orange, while variants in *trans* are shown in purple. Pie charts display the amount of genes per class that have *cis*, *cis* and *trans* or only *trans*-associations.
## 9 Supplementary Tables

### Supplementary Table 1: Geographic location of the European subpopulations.

| Subsets       | No. accessions | min.lat | max.lat | min.lon | max.lon | $h^2$ | power |
|---------------|---------------|---------|---------|---------|---------|-------|-------|
| SIP           | 107           | 36.52   | 41.48   | -8.54   | 4.25    | 0.99  | 1.00  |
| NIP           | 108           | 41.50   | 47.45   | -7.80   | 6.13    | 0.91  | 0.99  |
| Germany       | 107           | 48.39   | 55.67   | 8.00    | 13.73   | 0.99  | 1.00  |
| France/UK     | 107           | 47.50   | 57.97   | -5.98   | 7.50    | 0.95  | 0.99  |
| Central Europe| 106           | 37.30   | 49.37   | 6.08    | 17.31   | 0.66  | 0.99  |
| Skåne         | 119           | 55.38   | 56.10   | 13.10   | 14.78   | 0.91  | 0.99  |
| Northern Sweden| 118          | 56.10   | 68.80   | 6.19    | 18.52   | 0.75  | 0.99  |
| Eastern Europe| 116           | 37.07   | 61.36   | 38.28   | 38.28   | 0.91  | 0.99  |
| Europe        | 888           | 36.52   | 68.80   | -8.54   | 38.28   | 0.86  | 1.00  |

*a $h^2$: pseudo-heritability estimate

### Supplementary Table 2: Number of significant SNPs after Bonferroni and permutation-based threshold in the different subpopulations

| Subsets            | Bonferroni Threshold | Sig_Bonferroni | Permutation Threshold | Sig_Permutation |
|--------------------|----------------------|----------------|-----------------------|-----------------|
| Europe             | 1.1e-08              | 29             | 1.7e-09               | 2               |
| SIP                | 2.5e-08              | 33             | 2.6e-09               | 2               |
| NIP                | 2.6e-08              | 4              | 1.4e-07               | 4               |
| Germany            | 2.7e-08              | 14             | 1.6e-10               | 0               |
| France and UK      | 2.8e-08              | 0              | 3.8e-12               | 0               |
| Central Europe     | 2.6e-08              | 1              | 7.3e-08               | 12              |
| Skåne              | 2.7e-08              | 0              | 4.6e-08               | 0               |
| Northern Sweden    | 2.7e-08              | 26             | 1.2e-08               | 2               |
| Eastern Europe     | 2.6e-08              | 1              | 1.3e-10               | 0               |

### Supplementary Table 3: P-value and minor allele frequency of the SNPs that are significant in the European set (after Permutation-based threshold) in the different subpopulations

| subpopulation      | 1:24339560* | 10 kb windowa | 5:18590501* | 10 kb windowb |
|--------------------|-------------|----------------|-------------|----------------|
|                    | SNP         | Pval (MAF)     | SNP         | Pval (MAF)     |
| Europa             | 2.39e-10 (0.44) | 1.71e-09 (0.20) | 5:18605212  | 3.54e-03 (0.47) |
| SIP                | 1.68e-02 (0.45) | 2.93e-02 (0.28) | 5:18590501  | 1.83e-08 (0.14) |
| NIP                | 1.25e-02 (0.35) | 1.83e-08 (0.14) | 5:18590501  | 1.49e-03 (0.17) |
| Germany            | 3.08e-02 (0.28) | 2.58e-02 (0.06) | 5:18569302  | 1.49e-03 (0.17) |
| France/UK          | 6.99e-04 (0.41) | 1.43e-01 (0.05) | 5:18606201  | 1.00e-03 (0.4)  |
| Central Europe     | 7.40e-02 (0.46) | 8.15e-02 (0.05) | 5:18590327  | 5.20e-03 (0.34) |
| Skåne              | 5.1e-02 (0.24)  | 1.51e-01 (0.33) | 5:18585844  | 2.38e-03 (0.07) |
| Northern Sweden    | 3.11e-01 (0.20) | 1.03e-01 (0.48) | 5:18590741  | 1.19e-04 (0.14) |
| Eastern Europe     | 2.61e-01 (0.44) | 7.43e-08 (0.08) | 5:18590501  | 7.43e-08 (0.08) |

a *chromosome:position*

b the most significant marker in a 10 kb window around the lead SNP is reported for each subpopulation
Supplementary Table 4: Shared SNPs between subpopulations at significance level of $p < 10^{-4}$

| Associated markera | 1:29186215 | 1:29199833 | 3:20379636 | 4:6781375 | 5:18589998 | 5:18590247 | 5:18590501 | 5:18590591 |
|--------------------|------------|------------|------------|------------|------------|------------|------------|------------|
| SIP                | 4.76e-05 (0.06) | 4.75e-05 (0.06) | 6.24e-04 (0.04) | 1.33e-02 (0.02) | 1.38e-01 (0.04) | 2.92e-02 (0.02) | 2.92e-02 (0.02) | 2.92e-02 (0.02) |
| NIP                | 4.80e-01 (0.12) | 4.80e-01 (0.12) | 2.51e-01 (0.06) | 9.43e-01 (0.06) | 1.83e-08 (0.14) | 1.83e-08 (0.14) | 1.83e-08 (0.14) | 1.83e-08 (0.14) |
| Germanya           | 1.55e-01 (0.10) | 1.04e-01 (0.10) | 9.06e-05 (0.07) | 3.88e-03 (0.07) | 2.73e-01 (0.05) | 2.58e-02 (0.03) | 6.30e-01 (0.03) | 6.30e-01 (0.03) |
| France/UK          | 7.34e-01 (0.29) | 7.34e-01 (0.29) | 4.52e-02 (0.20) | 7.76e-05 (0.08) | 1.74e-03 (0.03) | 1.86e-02 (0.03) | 1.43e-01 (0.03) | 1.43e-01 (0.03) |
| Central Europe     | 5.90e-01 (0.03) | 5.58e-01 (0.03) | 2.70e-02 (0.13) | 2.60e-01 (0.05) | 4.00e-01 (0.05) | 8.15e-02 (0.05) | 1.83e-01 (0.05) | 1.83e-01 (0.05) |
| Skånea             | 8.55e-01 (0.25) | 8.55e-01 (0.25) | 4.35e-02 (0.10) | 4.44e-01 (0.45) | 8.06e-01 (0.23) | 9.86e-02 (0.32) | 1.51e-01 (0.33) | 1.80e-01 (0.37) |
| Northern Sweden    | 4.61e-01 (0.5)  | 4.78e-01 (0.5)  | 4.49e-01 (0.43) | 7.04e-01 (0.36) | 5.12e-01 (0.34) | 4.53e-01 (0.48) | 1.03e-01 (0.48) | 3.74e-01 (0.36) |
| Eastern Europe     | 2.85e-05 (0.05) | 2.85e-05 (0.05) | 9.29e-05 (0.05) | 9.62e-05 (0.06) | 7.43e-04 (0.06) | 7.43e-04 (0.06) | 7.43e-04 (0.06) | 7.43e-04 (0.06) |

\(^a\) represented as "chromosome:position".

\(^b\) known flowering time gene within a 10 kb window around the associated marker using a list of 306 flowering time genes from Bouché et al. 2016

\(^c\) SMZ (SCHLAFMÜTZE), Mathieu et al. 2009

\(^d\) DOG1 (DELAY OF GERMINATION), Huo et al. 2016

Supplementary Table 5: Overlap of candidate genes with shared genomic regions

| Regiona | 1:(26151612–26570642) | 4:(192421–572878) | 5:(22786643 23605491) |
|----------|------------------------|--------------------|------------------------|
| Candidate geneb | CDF5c | FRIdLIF2eMED12f | COL5gMSIhVIN3iZTLj |
| SIP       | 0         | 0                  | 1                     |
| NIP       | 1         | 1                  | 1                     |
| Germany   | 1         | 1                  | 1                     |
| France/UK | 1         | 1                  | 1                     |
| Central Europe | 1 | 0 | 1 |
| Skånea   | 0         | 1                  | 0                     |
| North Sweden | 1 | 1 | 1 |
| East Europe | 1 | 0 | 1 |

\(^a\) represented as "chromosome:(start–stop)

\(^b\) known flowering time gene within the detected region using a list of 306 flowering time genes from Bouché et al. 2016

\(^c\) CDF5 (CYCLING DOF FACTOR 5), Fornara et al. 2009

\(^d\) FRI (FRIGIDA), Stinchcombe et al. 2004

\(^e\) LIF2 (LHP1-INTERACTING FACTOR 2), Latrasse et al. 2011

\(^f\) MED12 (MEDIATOR 12), Imura et al. 2012

\(^g\) COL5 (CONSTANS-LIKE 5), Hassidim et al. 2009

\(^h\) MSI (MULTICOPY SUPRESSOR OF IRA1), Bouveret et al. 2006

\(^i\) VIN3 (VERNALIZATION INSENSITIVE 3), Sung and Amasino 2004

\(^j\) ZTL (ZEITLUPE), Kim et al. 2007

Supplementary Table 6: Geographic limits, pseudo-heritability and power estimation of the IP and SW subpopulation used for the analyses of stomata size (ST) and cauline leaf number (CL).

| Trait | Source | No. accessions | min_lat | max_lat | min_lon | max_lon | $h_2^*$ | Power |
|-------|--------|----------------|---------|---------|---------|---------|------|-------|
| ST    | ALL    | 240            | 39.66   | 63.02   | -7.80   | 18.52   | 0.56 | 1.00  |
|       | IP     | 109            | 39.66   | 43.40   | -7.80   | 4.25    | 0.27 | 0.81  |
|       | SW     | 131            | 55.38   | 63.02   | 11.2    | 18.52   | 0.54 | 0.99  |
| CL    | ALL    | 240            | 39.66   | 63.02   | -7.80   | 18.52   | 0.78 | 1.00  |
|       | IP     | 109            | 39.66   | 43.40   | -7.80   | 4.25    | 0.9   | 1.00  |
|       | SW     | 131            | 55.38   | 63.02   | 11.2    | 18.52   | 0.85 | 1.00  |
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Supplementary Table 7: Summarized GWAS results from simulated data. True positives (TP), false positives (FP) and false discovery rate (FDR) are reported for 1,000 simulations per scenario with GWAS performed either in all 240 accessions (ALL) or only in the IP or SW subpopulation.

| Variance explained | TP   | FP   | FDR  |
|--------------------|------|------|------|
|                    | ALL  | IP   | SW   | ALL  | IP   | SW   | All  | IP   | SW   |
| 20%                | 964  | 264  | 390  | 225  | 73   | 146  | 0.19 | 0.22 | 0.27 |
|                    | 270  | 274  | 0    | 135  | 73   | 4    | 0.33 | 0.21 | 1    |
|                    | 65   | 0    | 420  | 187  | 0    | 156  | 0.74 | NA   | 0.27 |

Supplementary Table 8: Overview of the sensitivity of the different simulation scenarios.

| Variance explained | Sensitivity |
|--------------------|-------------|
|                    | ALL | IP | SW |
| 15%                | 0.265 0.130 0.250 |
|                    | 0.050 0.000 0.230 |
|                    | 0.020 0.140 0.000 |
| 10%                | 0.170 0.000 0.20 |
|                    | 0.010 0.000 0.020 |
|                    | 0.000 0.000 0.000 |
| 5%                 | 0.000 0.000 0.000 |
|                    | 0.000 0.000 0.000 |

Supplementary Table 9: Overview of RNA expression data. This table shows the filters applied to the whole data. GWAS was performed on 2,483 genes.

| Filter                              | Sample size |
|-------------------------------------|-------------|
| Total RNA expression data           | 24,175      |
| Nuclear genes                       | 23,021      |
| $\hat{h}^2 > 0.5$                   | 4,873       |
| $\hat{h}^2 > 0.5$ & power > 0.9     | 2,483       |
| $\hat{h}^2 > 0.5$ & power > 0.9 and not inflated | 1,982    |
10 Supplementary Files

Suppl. File 1: Shared regions in the analyses of flowering time and associated candidate genes.
Suppl. File 2: Summary of the number of associated SNPs and region for eGWAS on 2,237 genes.
Suppl. File 3: List of 92 genes, which show different associations in the GWAS of the RNAseq data in the two subpopulation.
Suppl. File 4: List of 110 genes, which show the same association in the RNAseq analysis in IP and SW.
Suppl. File 5: List of 25 genes, which show an association in the RNAseq analysis in IP and SW subpopulation at the same region, but with different associated markers.
Suppl. File 6: List of 118 genes, which show an association in the GWAS of the RNAseq data only in the IP subpopulation.
Suppl. File 7: List of 64 genes, which show an association in the GWAS of the RNAseq data only in the SW subpopulation.

All files are accessible via https://github.com/arthurkorte/genetic_heterogeneity
References

Ågren J, Oakley C. G, Lundemo S, Schemske D. W. 2017. Adaptive divergence in flowering time among natural populations of Arabidopsis thaliana: Estimates of selection and QTL mapping. *Evolution*, 71(3):550–564.

Atwell S, Huang Y. S, Vilhjálmsson B. J, Willems G, Horton M, Li Y, Meng D, Platt A, Tarone A. M, Hu T. T et al. 2010. Genome-wide association study of 107 phenotypes in arabidopsis thaliana inbred lines. *Nature*, 465(7298):627–631.

Berg J. J, Harpak A, Sinnott-Armstrong N, Joergensen A. M, Mostafavi H, Field Y, Boyle E. A, Zhang X, Racimo F, Pritchard J. K, Coop G. 2019. Reduced signal for polygenic adaptation of height in UK biobank. *Elife*, 8.

Bouché F, Lobet G, Tocquin P, Périlleux C. 2016. Flor-id: an interactive database of flowering-time gene networks in arabidopsis thaliana. *Nucleic Acids Research*, 44(D1):D1167–D1171.

Bouveret R, Schönrock N, Gruissem W, Hennig L. 2006. Regulation of flowering time by arabidopsis msi1. *Development*, 133(9):1693–1702.

Clauw P, Coppens F, Korte A, Herman D, Slabbinck B, Dhondt S, Van Daele T, De Milde L, Vermeersch M, Maleux K et al. 2016. Leaf growth response to mild drought: natural variation in arabidopsis sheds light on trait architecture. *The Plant Cell*, 28(10):2417–2434.

Corbesier L, Vincent C, Jang S, Fornara F, Fan Q, Saurer I, Giakountis A, Farrona S, Gislo S. L, Turnbull C, Coupland G. 2007. Ft protein movement contributes to long-distance signaling in floral induction of arabidopsis. *Science*, 316(5827):1030–1033.

Ferrero-Serrano A, Assmann S. M. 2019. Phenotypic and genome-wide association with the local environment of arabidopsis. *Nature Ecology & Evolution*, 3(2):274–285.

Flowers J. M, Hanzawa Y, Hall M. C, Moore R. C, Purugganan M. D. 2009. Population genomics of the arabidopsis thaliana flowering time gene network. *Molecular Biology and Evolution*, 26(11):2475–2486.

Fornara F, Panigrahi K. C, Gislo S. L, Sauverbrunn N, Rühl M, Jarillo J. A, Coupland G. 2009. Arabidopsis dof transcription factors act redundantly to reduce constans expression and are essential for a photoperiodic flowering response. *Developmental Cell*, 17(1):75–86.

Fournier-Level A, Korte A, Cooper M. D, Nordborg M, Schmitt J, Wiczeck A. M. 2011. A map of local adaptation in Arabidopsis thaliana. *Science*, 334(6052):86–89.

Frei O, Holland D, Smeland O, Shadrin A, Fan C, Maeland S, O’Connell K, Wang Y, Djurovic S, Thompson W, et al. 2019. Bivariate causal mixture model quantifies polygenic overlap between complex traits beyond genetic correlation. *Nature Communications*, 10(1):1–11.

Freudenthal J. A, Ankenbrand M. J, Grimm D. G, Korte A. 2019. Gwas-flow: A gpu accelerated framework for efficient permutation based genome-wide association studies. *BioRxiv*, page 783100.

GTEx Consortium. 2017. Genetic effects on gene expression across human tissues. *Nature*, 550(7675):204–213.

Hancock A. M, Brachi B, Fauve N, Horton M. W, Jarymowycz L. B, Sperone F. G, Toomajian C, Roux F, Bergelson J. 2011. Adaptation to climate across the Arabidopsis thaliana genome. *Science*, 334(6052):83–86.

Hassidim M, Harir Y, Yakir E, Kron I, Green R. M. 2009. Over-expression of constans-like 5 can induce flowering in short-day grown arabidopsis. *Planta*, 230(3):481–491.

Henderson I. R, Dean C. 2004. Control of arabidopsis flowering: the chill before the bloom. *Development*, 131(16):3829–3838.

Hirschhorn J. N, Daly M. J. 2005. Genome-wide association studies for common diseases and complex traits. *Nature Reviews Genetics*, 6(2):95–108.
Huang X, Wei X, Sang T, Zhao Q, Feng Q, Zhao Y, Li C, Zhu C, Lu T, Zhang Z, Li M, Fan D, Guo Y, Wang A, Wang L, Deng L, Li W, Lu Y, Weng Q, Liu K, Huang T, Zhou T, Jing Y, Li W, Lin Z, Buckler E. S, Qian Q, Zhang Q.-F, Li J, Han B. 2010. Genome-wide association studies of 14 agronomic traits in rice landraces. Nat. Genet., 42(11):961–967.

Huo H, Wei S, Bradford K. J. 2016. Delay of germination1 (dog1) regulates both seed dormancy and flowering time through microRNA pathways. Proceedings of the National Academy of Sciences, 113(15): E2199–E2206.

Imura Y, Kobayashi Y, Yamamoto S, Furutani M, Tasaka M, Abe M, Araki T. 2012. Cryptic precocious/med12 is a novel flowering regulator with multiple target steps in arabidopsis. Plant and Cell Physiology, 53(2):287–303.

Kang H, Sul J, Service S. K, Zaitlen N. A, Kong S, Freimer N, Sabatti C, Eskin E, et al. 2010. Variance component model to account for sample structure in genome-wide association studies. Nature Genetics, 42(4):348–354.

Kawakatsu T, Huang S.-s. C, Jupe F, Sasaki E, Schmitz R. J, Urich M. A, Castanon R, Nery J. R, Barragan C, He Y et al. 2016. Epigenomic diversity in a global collection of arabidopsis thaliana accessions. Cell, 166(2):492–505.

Kerdaffrec E, Filiault D. L, Korte A, Sasaki E, Nizhynska V, Seren U, Nordborg M. 2016. Multiple alleles at a single locus control seed dormancy in swedish arabidopsis. Elife, 5:e22502.

Kim W.-Y, Fujiwara S, Suh S.-S, Kim J, Kim Y, Han L, David K, Putterill J, Nam H. G, Somers D. E. 2007. Zeitlupe is a circadian photoreceptor stabilized by gigantea in blue light. Nature, 449(7160):356–360.

Latrasse D, Germann S, Houba-Hérin N, Dubois E, Bui-Prodhomme D, Hourcade D, Juul-Jensen T, Le Roux C, Majira A, Simoncello N et al. 2011. Control of flowering and cell fate by lif2, an rna binding partner of the polycomb complex component lhp1. PloS one, 6(1):e16592.

Lee H. 2000. The AGAMOUS-LIKE 20 MADS domain protein integrates floral inductive pathways in arabidopsis. Genes & Development, 14(18):2366–2376.

Li P, Filiault D, Box M. S, Kerdaffrec E, van Oosterhout C, Wilczok A. M, Schmitt J, McMullan M, Bergelson J, Nordborg M et al. 2014. Multiple flc haplotypes defined by independent cis-regulatory variation underpin life history diversity in arabidopsis thaliana. Genes & Development, 28(15):1635–1640.

Lim C. W, Lee S. C. 2020. ABA-dependent and ABA-independent functions of RCAR5/PYL11 in response to cold stress. Frontiers in Plant Science, 11.

Lu F, Cui X, Zhang S, Liu C, Cao X. 2010. Jmj14 is an h3k4 demethylase regulating flowering time in arabidopsis. Cell Research, 20(3):387–390.

Martin A. R, Gignoux C. R, Walters R. K, Wojcik G. L, Neale B. M, Gravel S, Daly M. J, Bustamante C. D, Kenny E. E. 2017. Human demographic history impacts genetic risk prediction across diverse populations. Am. J. Hum. Genet., 0(0).

Mathieu J, Yant L. J, Mürdter F, Küttner F, Schmid M. 2009. Repression of flowering by the miR172 target SMZ. PLoS Biology, 7(7):e1000148.

Mouradov A, Cremer F, Coupland G. 2002. Control of flowering time. The Plant Cell, 14(suppl 1):S111–S130. ISSN 1040-4651.

Nordborg M, Borevitz J. O, Bergelson J, Berry C. C, Chory J, Hagenblad J, Kreitman M, Maloof J. N, Noyes T, Ofner P. J, Stahl E. A, Weigel D. 2002. The extent of linkage disequilibrium in Arabidopsis thaliana. Nature Genet., 30:190–193.
Seren Ü, Grimm D, Fitz J, Weigel D, Nordborg M, Borgwardt K, Korte A. 2016. Arapheno: a public database for Arabidopsis thaliana phenotypes. *Nucleic Acids Research*, 45(D1):D1054–D1059.

Signor S. A, Nuzhdin S. V. 2018. The evolution of gene expression in cis and trans. *Trends in Genetics*, 34(7):532–544.

Sohail M, Maier R. M, Ganna A, Bloemendal A, Martin A. R, Turchin M. C, Chiang C. W, Hirschhorn J, Daly M. J, Patterson N, Neale B, Mathieson I, Reich D, Sunyaev S. R. 2019. Polygenic adaptation on height is overestimated due to uncorrected stratification in genome-wide association studies. *Elife*, 8.

Stinchcombe J. R, Weinig C, Ungerer M, Olsen K. M, Mays C, Halldorsdottir S. S, Purugganan M. D, Schmitt J. 2004. A latitudinal cline in flowering time in arabidopsis thaliana modulated by the flowering time gene frigida. *Proceedings of the National Academy of Sciences*, 101(13):4712–4717.

Sung S, Amasino R. M. 2004. Vernalization in arabidopsis thaliana is mediated by the phd finger protein vin3. *Nature*, 427(6970):159–164.

The 1001 Genomes Consortium. 2016. 1,135 genomes reveal the global pattern of polymorphism in *Arabidopsis thaliana*. *Cell*, 166:481—491.

Tian D, Araki H, Stahl E, Bergelson J, Kreitman M. 2002. Signature of balancing selection in Arabidopsis. *Proc. Natl. Acad. Sci. U. S. A.*, 99(17):11525–11530.

Vilhjálmsson B. J, Nordborg M. 2012. The nature of confounding in genome-wide association studies. *Nature Rev. Genet.*, 14:1–2.

Wang M, Xu S. 2019. Statistical power in genome-wide association studies and quantitative trait locus mapping. *Heredity*, 123(3):287–306. ISSN 1365-2540.

Warren R. F, Henk A, Mowery P, Holub E, Innes R. W. 1998. A mutation within the leucine-rich repeat domain of the arabidopsis disease resistance gene &lt;em&gt;rps5&lt;/em&gt; partially suppresses multiple bacterial and downy mildew resistance genes. *The Plant Cell*, 10(9):1439.

Weller J. L, Ortega R. 2015. Genetic control of flowering time in legumes. *Frontiers in Plant Science*, 6:207.

Yamaguchi A, Kobayashi Y, Goto K, Abe M, Araki T. 2005. Twin sister of ft (tsf) acts as a floral pathway integrator redundantly with ft. *Plant and Cell Physiology*, 46(8):1175–1189.

Yu J, Pressoir G, Briggs W. H, Vroh Bi I, Yamasaki M, Doebley J. F, McMullen M. D, Gaut B. S, Nielsen D. M, Holland J. B, Kresovich S, Buckler E. S. 2006. A unified mixed-model method for association mapping that accounts for multiple levels of relatedness. *Nat. Genet.*, 38(2):203–208.

Zhang L, Jiménez-Gómez J. M. 2020. Functional analysis of frigida using naturally occurring variation in arabidopsis thaliana. *The Plant Journal*.

Zhang X, Chen Y, Wang Z.-Y, Chen Z, Gu H, Qu L.-J. 2007. Constitutive expression of cir1 (rve2) affects several circadian-regulated processes and seed germination in arabidopsis. *The Plant Journal*, 51(3):512–525.

Zheng Y, Ding Y, Sun X, Xie S, Wang D, Liu X, Su L, Wei W, Pan L, Zhou D.-X. 2016. Histone deacetylase HDA9 negatively regulates salt and drought stress responsiveness in arabidopsis. *Journal of Experimental Botany*, 67(6):1703–1713.