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Abstract
Opinion Mining is a discipline that has attracted some attention lately. Most of the research in this field has been done for English or Asian languages, due to the lack of resources in other languages. In this paper we describe our methodology for developing a manually annotated multilingual corpus with fine-grained opinion and target annotations. The languages represented in the corpus are English, German and Spanish. The tool for annotation and first results on the inter-annotator agreement for opinions and product features are presented.

1. Introduction
Opinion Mining or Sentiment Analysis a recent discipline at the intersection of information retrieval, computational linguistics, and text mining is concerned with identifying and classifying opinions in unstructured texts, e.g. newspaper articles, forums, and product reviews. Research in this area produced a variety of different tasks and goals. Wiebe et al. (2004) classified text into subjective or objective, Wloka et al. (2007) analyse and classify emotions like joy, anger or grief, whereas Pang et al. (2002), and Turney and Littman (2003) focused on the classification of documents into positive or negative categories. This two-class problem can be extended rather easily by accessorily considering the strength of a given opinion (cf. Liu et al. (2005); Bautin et al. (2008); Subrahmanian and Reforgiato (2008)). Only few works have also considered the target of an opinion in addition (cf. Nasukawa and Yi (2003); Hu and Liu (2004); Popescu and Etzioni (2005)). Solely the latter have considered indirect opinion targets, like “size” in the sentence “This camera fits into every pocket.”, in their research. Most of the past research has concentrated on English, due to the lack of resources in other languages. In this paper we describe an approach of building a manually annotated multilingual corpus, which can be used as a basis for fine-grained opinion analysis also considering direct and indirect opinion targets. An opinion target is the concept the opinion is referring to, which are products or product features in our context, e.g. picture quality in the following example: “The picture quality is great”.

The rest of the paper is organized as follows. Section 2 looks at related work with respect to corpus building and annotation for opinion mining purposes. Section 3 describes the annotation process in more detail and in section 4 we present the results of the inter-annotator agreement. Section 5 gives some conclusions and in the last section we give an outlook on future work.

2. Related Work
There has been some effort in creating resources for opinion analysis tasks in recent years. Yu and Hatzivassiloglou (2003) manually annotated 400 sentences of the TREC news corpus with respect to facts and opinions and their polarity. 100 of these sentences were annotated by two annotators. Bethard et al. (2004) annotated a subset of the FrameNet and the PropBank corpus consisting of 5,139 sentences. In addition to subjectivity and objectivity annotations they also labeled the opinion holder, the topic of an opinion and the subjective part of a sentence. An even larger amount of sentences has been annotated by Wiebe et al. (2005), namely 10,657. In addition to the information annotated from Bethard et al. (2004) they captured also information about the intensity of an opinion and the nested holders of an opinion, e.g. the writer of the article and the person who actually said something. Stoyanov and Cardie (2008) enhanced the MPQA corpus of Wiebe et al. (2005) by adding topic annotations to a subset of 150 of the 535 documents. The annotation scheme introduced by Wiebe et al. (2005) also contains opinion targets, but only a small subset of the corpus was annotated regarding the opinion topics.

![Figure 1: Additional information for annotated opinions.](https://www.cs.pitt.edu/mpqa/databaserelease/)
All the corpora previously mentioned consist of news documents, but as one of the major areas of application in opinion mining is the summarization of product reviews according to the expressed opinions, we like to focus on this text domain. To our knowledge in this domain there is only one corpus available, which includes information about the polarity and strength of an opinion as well as labeled opinion targets, which are product features (cf. Hu and Liu (2004); Ding et al. (2008)). Information about the opinion holder is not as relevant in the domain of product reviews as it is in news documents, because the opinion holder is almost always the author of the review and is not included in the mentioned corpus. Since we want to build a multilingual corpus for opinion mining purposes, we started off with the English one annotated by Hu and Liu (2004) and extended by Ding et al. (2008). Information about the opinion holder is not as relevant in the domain of product reviews as it is in news documents, because the opinion holder is almost always the author of the review and is not included in the mentioned corpus. Since we want to build a multilingual corpus for opinion mining purposes, we started off with the English one annotated by Hu and Liu (2004) and extended by Ding et al. (2008) and added about 500 German and Spanish reviews for the same products as in the English corpus. A more detailed description of the annotation process is given in the next section.

### 3. The Annotation Process

#### 3.1. Annotation Methodology

As described above, we used an existing English corpus as a basis for our multilingual corpus. To assure comparability between our corpus and the English one, we employed the same annotation scheme to our documents with slight enhancements.

For each sentence in a review, the mentioned product features (explicit and implicit ones) with their respective opinion polarity and strength on a scale from 0 to 3 are labeled manually by two annotators. We also capture additional information like comparison with other products from the same or a different brand, suggestions and recommendations etc. about the opinions and product features. We added three more categories of additional information to the original scheme of Hu and Liu (2004) (see Figure 1).

Furthermore, if a product feature does not appear in the sentence, where an opinion is expressed, or a pronoun is used instead, we also wanted to capture the cases where the product feature is mentioned implicitly, e.g. in a verb phrase or an adjective, separately. For example in the sentence “The camera is designed very well.” the opinion clearly refers to the design of the camera, even though the noun “design” itself does not appear in the sentence. This kind of expressing an opinion is very frequent in the German corpus.

We also added a category for opinions, which were expressed indirectly, e.g. through a description of a malfunction of a product feature. In the sentence “The lens is visible in the optical viewfinder, when the lens is set to the wide angle” a negative sentiment towards the visibility of the lens in the optical viewfinder is expressed in the context of a product review, even though the sentence does not con-
tain a word with an explicit negative sentiment orientation. The negative opinion can only be inferred from the context, the described position of the lens and the knowledge, that the lens should not be visible if you look through the optical viewfinder.

The last category we added is concerned with sentences, where a product feature is mentioned, but no opinion is expressed, like in "The player is shipped with an AC adaptor, firewire cable and USB cable". This information can be used for a more detailed error analysis by identifying the modality of cases a system could not find.

In comparison to the English corpus we additionally incorporated the metadata of a review in our dataset. This information can later be used for further analysis, e.g. trend analysis. We also chose a more structured and flexible format to store our data than (Hu and Liu, 2004), who use a common text format. We employ an xml-format instead, which allows the use of different elements of the xml-file independently and permits more flexible test designs.

### 3.2. Tool for the Annotation Process

In order to facilitate the annotation process we developed a Java based tool with a graphical user interface (GUI) for the annotation process (see Figure 2). The GUI is divided into three parts: The upper left part presents the meta-information of the product review, namely the name of the product, the language of the review, the source of the review (e.g. amazon), the title, the author, the date of creation, the overall evaluation of the product, and the evaluation of the review by other users. The upper right part shows the entire text of the review, highlighting the sentence one is working on to give the annotator the possibility to see the context of a sentence. The third part on the lower half of the GUI is the core of the annotation tool. It shows the sentence to be annotated and holds the slots, where the product feature along with the respective polarity and strength of the opinion can be noted. It also contains a slot for each opinion/product feature pair to store additional information (see Figure 2).

### 3.3. Inter-annotator Agreement

The rating and annotating of opinions is a rather subjective task. In order to obtain a more reliable and objective perspective on the annotated opinions every review in the corpus was annotated by two persons. So far we have calculated an inter-annotator agreement for about 10 percent of the corpus, which means around 50 documents per language. The results can be seen in Figure 3. For the annotation of product features we calculated two kinds of agreement: an exact agreement, meaning an agreement on the string level, and an agreement with respect to the content, meaning the two annotators used different expressions or a different writing for a product feature. If we cumulate these two types of agreement we get an inter-annotator agreement of 68% for German and 66% for Spanish regarding the product features. About 20% of the product features in both languages were only annotated by one of the annotators. This also affects the agreement of the polarity and strength: for the German annotation we achieve an agree-
ment of 76% (70% for Spanish) regarding the annotated polarity of an opinion. If we take the product features which are non-existent in one of the annotators’ data out of the calculation for the agreement on the polarity and strength of an opinion, we get an inter-annotator agreement of 95% (91% for Spanish).

Ratings of the strength of an opinion can be considered the most challenging task in the annotation process. This can also be observed by looking at the inter-annotator agreement of the strength of an opinion. We achieved an agreement of about 44% for the German and 53% for the Spanish corpus. For about 33% of the German annotations (17% for Spanish) there is a difference of 1 regarding the strength of an opinion. That means for example, if one annotator thought an expression is very strong and assigned 3 to the opinion the other annotator assigned only the value 2 for the strength of an opinion. Due to the challenge of rating the strength of an opinion and the fact, that about 30% of the product features have only been annotated by one person, we think this is a quite good result, as this means only about 23% of the German annotations and 30% of the Spanish ones show a difference greater than 1.

4. Conclusions

We presented a methodology for building a multilingual corpus for opinion mining purposes, which does not exist in this size and granularity with respect to the annotation in the domain of product reviews so far.

5. Future work

In future work we want to further analyze the judgments of the two annotators and calculate an inter-annotator agreement for the entire German and English corpora. We also want to annotate a small subset of the corpus with a larger number of annotators to get an impression of the reliability of the annotations by only two annotators.

Aside from building the corpus we are working on a system to detect and classify opinions and their corresponding targets in a multilingual corpus. In future we plan to test the system’s performance against our manually annotated corpus.

We intend to make the corpus available for research purposes, after clarifying copyright issues.
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