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Abstract

Many critical applications require accurate real-time human action recognition. However, there are many hurdles associated with capturing and pre-processing image data, calculating features, and classification because they consume significant resources for both storage and computation. To circumvent these hurdles, this paper presents a recognition machine learning (ML) based system model which uses reduced data structure features by projecting real 3D skeleton modality on virtual 2D space. The MMU VAAC dataset is used to test the proposed ML model. The results show a high accuracy rate of 97.88% which is only slightly lower than the accuracy when using the original 3D modality-based features but with a 75% reduction ratio from using RGB modality. These results motivate implementing the proposed recognition model on an embedded system platform in the future.
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1. Introduction

Human action recognition is a developing technology requiring complex operations to extract useful information from image sequences or videos. A typical human action recognition system consists of standard steps that start with image acquisition, image pre-processing, features extraction and classification. The bigger the image data, the more complex the underlying operations and the slower the performance. Increasing the accuracy rates regardless of the complexity of the data structures and algorithms is not suitable when planning to implement the recognition system model as an embedded system. One viable solution in optimising the recognition model is to improve the quality of the modalities and features. The usage of skeletal data obtained from depth sensors is promising in extracting features for action recognition. However, using all the skeleton data as features will significantly increase the complexity of the system and dramatically decrease the performance.

This paper presents a machine learning based system model for recognising Adult $\rightarrow$ Child actions. These activities have not been previously investigated despite its many critical applications such as detecting child abuse detection. It is a new area of research due to its broad application in many areas such as management information systems. The proposed model uses 25 features based on skeletal joints modality after projecting it from 3D real space on 2D planar space. We decrease the dimensionality of the features further by applying two cascaded algorithms during the feature selection step. The first algorithm will be a scheme-independent algorithm while the second will be a scheme-dependent algorithm.

Section 2 reviews previous related work in the field of human action recognition. Section 3 presents the methodology used during this work, while section 4 presents the experimental evaluations of the recognition model.

2. Related Work

Human activities take place in 3D space. This renders depth information essential to successful recognition [1]. A skeletal modality is an important approach used commonly to distinguish human actions based on human skeletal movements. Skeletal joints encode the 3D positions of human joints per frame in real time. Comparing with RGB data based skeleton structures, the depth information makes the modelling more feasible and stable. Several algorithms were proposed and applied to model the skeleton from the depth data [2-4]. The basic idea underlying these methods is to segment the depth data of the human body into multiple parts with dense probabilistic labelling. Over the past few years, significant progress in pose estimation has been reported [5-8]. Hence, many types of research in action recognition were done by using the pose-based methods. Early works in recognising human activity which focused on tracking body parts and classifying the motion of joints suffered from inaccurate tracking [9-11]. More recent works assumed that poses are readily available from an independent tracker [12] or parts labelling [13], or they used viewpoint variant 2D pose estimation [14]. An example of a hardware tracker is the Microsoft Kinect sensor. The first generation of Kinect provides 20 joints for each video frame, while the second generation Kinect allows up to 25 joints.
2.1 Skeletal Based Datasets of Human-Human Actions

There are many datasets of human-human (two persons) and multi-human (more than two persons) interactions. [15] and [16] contain datasets with eight types of interactions: approaching, departing, pushing, kicking, punching, exchanging objects, hugging, and shaking hands. The LIRIS daily-life human activities dataset is recorded using a Kinect sensor fixed on a robot capturing human-human and human-object interactions [17]. The G3di dataset is a multi-player gaming scenarios dataset [18]. There is also a dataset about office activities [19]. The human-human interactive part of the M2I dataset includes handshaking, high-fives, bowing, walking, crossing, waiting, chatting, hugging, and boxing [20].

This research uses the MMU VAAC dataset containing adult → child actions. The recorded actions include kicking, punching, throwing, shoving, strangling and slapping, touching, hugging, carrying, laying down, departing, and approaching [21].

2.2 Skeletal Based Features

Skeletal features can be sorted into space-time and sequential-based features [22]. Space-time features are extracted by representing an action sequence as a space-time volume, while sequential features are based on frame-level or subsequence-level information considering any human action as a sequence of temporal observations.

2.2.3 Space-Time Features

The features are usually extracted from the skeletal joints to encode temporal motion information. [23] developed “Eigenjoints” features from skeleton data of action sequences. An “Eigenjoint” engages the different joint positions to express human actions. “Eigenjoints” are extracted by applying PCA which encodes the most valuable information about the actors’ poses for their action recognition.

Ref. [24] utilised point cloud and skeletal information. Ref. [25] proposed a new discriminative dictionary learning algorithm (DL-GSGC) that uses both geometry constraints and group sparsity to describe skeletal features better. The previous skeleton based space-time features use information purely about the joints like locations or angles to express human actions. Ref. [26] used translations and rotations in 3D space to model the 3D geometric relationships among various body parts. Ref. [15] also used geometric relational features based on the Euclidean distance between each pair of joints.

2.2.4 Sequential Features

Sequential features are typically extracted from skeletal joints within frames or to model temporal dynamics of actions. Skeleton-based sequential features produce low-latency responses allowing the recognition of any action even before it ends. Ref. [27] presented a Histogram of 3D Joint Locations (HOJ3D) feature which uses modified spherical coordinates. HOJ3D can encode primarily spatial occupancy information about the skeleton hip centre. Ref. [28] proposed that Structured Streaming Skeletons (SSS) can handle intra-class variations including viewpoint, anthropometry, execution rate, and personal style. To cope with unsegmented action sequences, Ref. [29] proposed a non-parametric moving pose (MP) descriptor for low-latency human action recognition. Ref. [30] proposed a dynamic hierarchical framework based on high-level skeletal joints features to segment and recognise actions simultaneously. They made feature extraction from skeleton data an implicit approach using deep belief networks.
3. The Recognition Model

This section presents the methods adopted for analysing and developing the proposed model. Fig. 1 illustrates the research process. While creating the dataset has been discussed in [21], skeleton tracking will be done using the depth sensor. The research determines the suitable features and classifier for this model is performed once offline during the features extraction and classification phases. After that, any new data will be passed to the resulted model to predict the action in each frame.

![Fig. 1. Stages for developing the recognition model](image)

3.1 Choosing the Modality

The research uses skeleton modality because it has the following attributes:

1) Robust in a noisy environment.
2) Viewpoint invariant model for 3D human pose extraction.
3) Not affected by variations in people’s weight.
4) Not affected by changes in lighting condition.
5) Can be extracted in real time by depth sensors like Kinect without the need of extra hardware resources.
6) Requires a smaller data structure in comparison to RGB data according to Eq. (1) and Eq. (2).
Equation (1) shows that for each frame having a resolution of \((640 \times 480)\) pixels needs to manage 7.2Mbit where each colour channel usually needs 8 bits to represent the values from 1 up to 255. The skeleton modality requires 3.75Kbit as demonstrated in Eq. (2) where each joint in the 3D real space is represented in floating point format, and two people have 20 joints for each.

\[
\text{Framesize} = 2\text{persons} \times 20\text{joints} \times 3\text{coordinate} \times 32\text{bit} = 3.75\text{Kbit} \tag{2}
\]

### 3.2 Projecting Joints Coordinates on Virtual 2D Planar Space

It is beneficial to reduce the bit-width of the skeleton modality further. Fortunately, this is possible by projecting the real 3D floating point coordinates on a 2D virtual planar. The data size of each frame is 0.9375Kbit if the 2D planar space has 680x480 pixels according to Eq. (3). This involves reducing 99.98% of the size when using RGB modality and 75% when using the 3D real coordinates in Eq. (2). The number of bits in Eq. (3) is 12 bits because the coordinates are represented in an integer with a maximum value of 640 which is the resolution of the 2D planar.

\[
\text{Framesize} = 2\text{persons} \times 20\text{joints} \times 2\text{coordinate} \times 12\text{bit} = 0.9375\text{Kbit}. \tag{3}
\]

The projection method of the 3D real space joints on a 2D planar space coordinates is used to calculate one of the proposed features. Considering Fig. 2, A\((x_a, y_a, z_a)\) is a joint in the real 3D space. We need to calculate its projection point A’\((m,n)\) on the virtual 2D planar coordinates. The coordinates of the four corners of the 2D planar \((S1, S2, S3, S4)\), and hence the distance to Kinect, are chosen depending on the required resolution. To achieve this, the following steps are followed:

![Fig. 2. Projecting real 3D point on 2D virtual planar space](image)
Let the left top point of the 2D planar \( S_1(x_1, y_1, z_1) \), and \( S_2(x_2, y_2, z_2) \) be at the right top point of 2D planar in the plane. The width (\( W \)) of 2D planar satisfies:

\[
W = \sqrt{(x_2 - x_1)^2 + (y_2 - y_1)^2 + (z_2 - z_1)^2}
\]

For a straight view, select \( z_1 = z_2 \) for

\[
W = \sqrt{(x_2 - x_1)^2 + (y_2 - y_1)^2}
\]

Let the left bottom point of the 2D planar in the plane be \( S_3(x_3, y_3, z_3) \). The height (\( H \)) of the 2D planar satisfies:

\[
H = \sqrt{(x_3 - x_1)^2 + (y_3 - y_1)^2 + (z_3 - z_1)^2}
\]

Since the 2D planar has a rectangular shape, it satisfies:

\[
S_1S_2.S_1S_3 = 0
\]

\[
(x_2 - x_1)(x_3 - x_1) + (y_2 - y_1)(y_3 - y_1) + (z_2 - z_1)(z_3 - z_1) = 0
\]

For a straight view, \( x_1 = x_3 \) and \( y_1 = y_3 \) thus:

\[
H = z_1 - z_3
\]

Let \( M(x_0, y_0, z_0) \) be the centre point of the 2D planar:

\[
M(x_0, y_0, z_0) = \left( \frac{x_2 + x_3}{2}, \frac{y_2 + y_3}{2}, \frac{z_2 + z_3}{2} \right)
\]

Let \( h \) be the distance between the Kinect sensor \( C(x_c, y_c, z_c) \) and the virtual normalised 2D planar which has a planar equation of the shape:

\[
a x + b y + c z = 1
\]

The points \( S_1, S_2, \) and \( M \in P \) are in Eq. (10):

\[
S_1 : a x_1 + b y_1 + c z_1 = 1
\]

\[
S_2 : a x_2 + b y_2 + c z_2 = 1
\]

\[
M : a x_0 + b y_0 + c z_0 = 1
\]

Solving \( a, b, c \) and finding the normalisation vector \( (N) \) gives:

\[
\vec{N} = (a_n, b_n, c_n) = \left( \frac{a}{\sqrt{a^2 + b^2 + c^2}}, \frac{b}{\sqrt{a^2 + b^2 + c^2}}, \frac{c}{\sqrt{a^2 + b^2 + c^2}} \right)
\]

where:

\[
C(x_c, y_c, z_c) = (x_0 + h a_n, y_0 + h b_n, z_0 + h c_n)
\]

To find \( A'(x'_a, y'_a, z'_a) \), the projection of any point \( A(x_a, y_a, z_a) \) in the 3D real space on the 2D planar, let the line between point \( C(x_c, y_c, z_c) \) and point \( A \) be:

\[
\frac{x - x_a}{x_c - x_a} = \frac{y - y_a}{y_c - y_a} = \frac{z - z_a}{z_c - z_a} = k
\]

Putting \( x, y, z \) into the plane equation (10) and getting an equation depends on \( k \). To solve \( k \), we get \( A' \) from Eq. 14.

To find the 2D planar angles (\( u \) and \( v \)):

\[
\cos u = \frac{S_1S_2.S_1A'}{|S_1S_2||S_1A'|} = \frac{(x_2 - x_1)(x'_a - x_1) + (y_2 - y_1)(y'_a - y_1) + (z_2 - z_1)(z'_a - z_1)}{W \sqrt{(x'_a - x_1)^2 + (y'_a - y_1)^2 + (z'_a - z_1)^2}}
\]

\[
\cos v = \frac{S_1S_3.S_1A'}{|S_1S_3||S_1A'|} = \frac{(x_3 - x_1)(x'_a - x_1) + (y_3 - y_1)(y'_a - y_1) + (z_3 - z_1)(z'_a - z_1)}{H \sqrt{(x'_a - x_1)^2 + (y'_a - y_1)^2 + (z'_a - z_1)^2}}
\]
• If \( \cos(u) > 0 \) and \( \cos(v) > 0 \) then \( A' \) is in the 2D planar. Otherwise, point \( A' \) is outside of the 2D planar, and we cannot draw \( A' \) in the 2D planar. Such are the points behind the Kinect sensor, or out of its view, and hence are not important points in this application.

• Finding the new projected coordinates \((m, n)\) in the 2D space when \( \cos(u) > 0 \) and \( \cos(v) > 0 \):

\[
m = \sqrt{(x'_a - x_1)^2 + (y'_a - y_1)^2 + (z'_a - z_1)^2 \cos u} \tag{16}
\]
\[
n = \sqrt{(x'_a - x_1)^2 + (y'_a - y_1)^2 + (z'_a - z_1)^2 \sin u}
\]

• We ignore the fractional part in \( m \) and \( n \) to get integer values. If \( m > W \) and \( n > H \), then it is not possible to project the joint on this 2D planar.

### 3.3 Features Extraction

In this step, relational features are used for encoding the pose information. Using these features helps describe the geometric relationships between joints in a single frame or a short sequence of frames. This is because the relational features are more robust to spatial variations than the poses themselves, and semantically, similar motions belonging to the same action are not necessarily numerically similar [31].

This research experiments on three types of features to evaluate the proposed features structure (i.e., Type III) by comparing it to two features used in previous literature:

- Type I: Harmonic means of relational Euclidean distances and velocities in sliding windows in the 3D real space. Harmonic mean is applied on geometric relational distances to deal with irrelevant frames in sliding windows, and the relational velocities give a sense of the speed of movements [32].
- Type II: Relational Euclidean distances in each frame in the 3D real space.
- Type III: Relational Euclidean distances in each frame in the projected 2D planar space.

Type III features are the proposed optimised features with the smallest data structure which are benchmarked using type I and type II features. It is important to mention that the determination of having an adult and a child in the scene is taken merely by measuring the height of the subjects, so we assume later that all scenes consist of an adult and child.

#### 3.3.1 Euclidean Distance Features

Euclidean distance \((d)\) between any two points \((p_1, p_2)\) in 3D space is given by Eq. 17:

\[
\| d(p_1(x_1, y_1, z_1), p_2(x_2, y_2, z_2)) \| = \sqrt{(x_2 - x_1)^2 + (y_2 - y_1)^2 + (z_2 - z_1)^2} \tag{17}
\]

Moreover, in 2D space the Euclidean distance is given by Eq. 18:

\[
\| d(p_1(x_1, y_1), p_2(x_2, y_2)) \| = \sqrt{(x_2 - x_1)^2 + (y_2 - y_1)^2} \tag{18}
\]

#### 3.3.2 Harmonic Mean of Relational Euclidean Distances Features

For this type of feature, we consider sliding windows of \( W \) frames. The value of \( W \) is determined by trials during the research process to reach the best accuracy. The harmonic mean of each Euclidean distance is calculated for each sliding window. Since the harmonic mean of a list of numbers tends to tend strongly towards the least elements of the list, it has the advantage of mitigating the impact of outliers with large values. So, using the harmonic mean
helps address the irrelevant frames around the main action and mitigate the impact of odd and wrong values extracted by the depth device. The harmonic mean of Euclidean distances $d_t$ between any two joints $J_x$ and $J_y$ in a window with $W$ frames is Eq. (19):

$$H_{J_x, J_y} = \frac{W}{\sum_{t=1}^{W} \frac{1}{d_t}}$$ (19)

### 3.3.2 Relational Velocities Features

The relational velocities features (V) could offer a significant clue about how much action is violent. The relational velocity of any two joints in a window is obtained via Eq. (20):

$$V_{J_x, J_y} = \frac{\max d_t - \min d_t}{W_{\text{max}} - W_{\text{min}}}$$ (20)

where $J_x$ and $J_y$ are two joints from the adult or the child, $i$ and $j$ are indexes of joints [1...20], $t$ is an index of frames in a window [1...W], and $d_t$ is a Euclidean distance between any two joints in one frame. $W_{\text{min, max}}$ is the frame number in [1...W], where the minimum and maximum Euclidean distances between two joints were respectively found in each window.

### 3.4 Features Selection

Features selection is essential to reduce the needed resources in any future implementation stage further. This is done by choosing the most relevant features to classes by excluding redundant, noisy, and irrelevant features. It also reduces the dimensionality of the data to allow better performance. There are two criteria kept true while features selection is performed. Firstly, the classification accuracy does not significantly decrease. Secondly, the resulting class distribution, given only by the values for the selected features, is as close as possible to the original class distribution given by all features.

Two stages of feature selection have been applied. The first stage is scheme-independent and the second stage is scheme-dependent. In the first stage, all correlated features will be eliminated. However, it may give a significant number of features. Hence, the second stage is vital to rank the resulting features individually. It is important to notice that, alone, the second stage is unable to remove correlated or redundant features. Thus, this compound approach is needed to reduce the dimensionality of features as much as possible.

#### 3.4.1 Scheme-independent

Correlation-based Feature Selection (CFS) algorithm is firstly applied using the BestFirst searching method. The BestFirst algorithm searches the space of features subsets by greedy hill climbing augmented with a backtracking facility to evaluate features and select the subset (S) of features highly correlated with the class but not strongly correlated with each other. The heuristic merit for this subset of features is given by [33] in Eq. (21):

$$\text{Merit}_S = \frac{\frac{k}{\sqrt{k/k - 1}r_{ao}}}{r_{ao}}$$ (21)

where $r_{ao}$ is the average feature-class correlation, $k$ is the number of features, $r_{ao}$ is the average feature-feature correlation. This heuristic value reflects the usefulness of distinctive features for anticipating the class label forth with the measure of inter-correlation among them.

#### 3.4.2 Scheme-dependent

Secondly, we employed the scheme-ranking of the output features selected by CFS by measuring the gain ratio on the class, Eq. (22).
Where $H$ is the entropy value, we draw the learning curves of all possible number of features extracted to determine the best number of features to be used in the system model. The reason behind this is that the scheme-ranking approach does not give the required number of features explicitly.

### 3.5 Classification

The classification phase aims to find the best model which gives the highest possible recognition accuracy rate. Finding the right algorithm is partly trial and error by evaluating the most algorithms mentioned in the literature of vision-based human action recognition. The influence of each key parameter in each algorithm is investigated for the highest accuracy. For each algorithm, N folds cross-validation technique is performed by repeating each experiment 10 times. The benefit of this procedure is to increase the reliability of the verification results and to check the model against over-fitting. All necessary curves and tables for best comparison between classifiers are extracted.

### 4. Experimental Results and Analysis

We used a JAVA-based platform for experimenting and evaluating the proposed model.

#### 4.1 Dataset Validation

The MMU VAAC dataset is used for evaluations. Firstly, we had to validate the dataset. For this purpose, we drew the learning curves of the action name class as a function of the dataset size to ensure that the dataset is big enough and consistent to continue evaluation. Many classification algorithms were tested during the work, but we focused on three classification algorithms which gave the highest three recognition rates: k-NN, Random Forest, and SVM. Figures 3, 4, and 5 show that the learning curves are incremental functions to the used amount of the input data. It is also evident that using any of the three types of features, K-NN gives the best accuracy, then random forest and lastly SVM. We notice that the three classifiers need approximately 80\% of the dataset to reach the maximum possible accuracy rate. Hence, a 5-fold cross-validation technique is used in the remainder of this research.

\[
Gain_R(Class, Attribute) = \frac{H(Class) - H(Class|Attribute)}{H(Attribute)}
\] (22)

Fig. 3. Comparison of learning curves of k-NN, Random Forest, and SVM classifiers applied on type I features.
4.2 Features Selection

Features selection is then done to decrease the dimensionality of all types of features for realistic comparisons. Both scheme-independent and scheme-dependent stages were applied. The first selection stage uses the CFS algorithm which selects the subset of features which are highly correlated with the class but uncorrelated with each other. The number of features of CFS algorithm subsets for each type of feature is shown in Table 1.
Table 1. Number of features in the first selection stage CFS algorithm

| Type                                         | Number of Features |
|----------------------------------------------|--------------------|
| Type I: Harmonic Means of Relational Distances and Relational Velocities in 3D Real Space | 230                |
| Type II: Relational Distances in 3D Real Space | 80                 |
| Type III: Relational Distances in 2D Plane Space | 74                 |

In the second stage of the features selection phase, we applied a learning scheme-based ranking to determine the minimum sufficient number of features. To achieve this, the learning curves as functions of the number of features are analysed for the three classifiers (k-NN, Random Forest, and SVM). As shown in Fig. 6, the scheme-dependent rankings using information gain measure shows that using type II and III features almost reached its maximum accuracy rate using 25 features while using type I features needs 80 features. Hence, we will use the top 25 features of type III since it has a smaller data structure than type II. These features are shown in Table 2. Using the features in Table 2 and the 1-NN classifier achieves an accuracy rate of 97.88%. The corresponding confusion matrix in Fig. 7 shows excellent measures. However, the most missed predicted actions are: departing, hugging and approaching a child as they have the least recognition rates (93%, 94%, 95%) respectively as shown in Fig. 7.

5. Conclusion and Future Work

This paper presented an ML-based system model for recognising adult → child actions using optimised joints based features projected on 2D virtual planar coordinates instead of 3D real space. The primary goal was to decrease the data bits needed for the input of the system model, and eventually to reduce the resources required in any future embedded real-time implementation. One significant contribution of this work is analysing adult → child actions for the first-time. This paper investigated using a double stage feature extraction which achieved a high recognition accuracy of 97.88%. The enclosed results encouraged us to start implementing the above ML-based model, and we have already set up an embedded based framework which consists of a Kinect sensor, a CPU-based system to interface the Kinect device, and an FPGA to accelerate the computation of features and the classification as shown in Fig. 8.
Fig. 6. Learning curves as functions of the number of tops ranked features in the second stage (scheme-dependent ranking) for K-NN, Random Forest, and SVM classifiers applied to all types of features.
Table 5. The final selected 25 features with their gain ratios

| Gain Ratio | Euclidean Distances Between Joints |
|------------|-----------------------------------|
| 0.15       | child's shoulders' centre ↔ adult's shoulders' centre |
| 0.14       | child's head ↔ adult's head |
| 0.14       | child's left shoulder ↔ adult's left shoulder |
| 0.18       | child’s left shoulder ↔ adult’s right shoulder |
| 0.14       | child’s head ↔ adult’s shoulders’ centre |
| 0.13       | child’s right shoulder ↔ adult’s right shoulder |
| 0.13       | child's shoulders’ centre ↔ adult's right shoulder |
| 0.12       | adult's head ↔ adult's left foot |
| 0.12       | child’s right elbow ↔ adult’s right elbow |
| 0.12       | child’s left elbow ↔ adult’s spine |
| 0.12       | child’s left shoulder ↔ adult’s right elbow |
| 0.12       | child’s left elbow ↔ adult’s left elbow |
| 0.12       | child’s right shoulder ↔ adult’s shoulders’ centre |
| 0.12       | child’s left hip ↔ adult’s right ankle |
| 0.12       | child’s left knee ↔ adult’s right ankle |
| 0.12       | adult’s head ↔ adult’s left ankle |
| 0.12       | adult’s shoulders’ centre ↔ adult’s right foot |
| 0.11       | child’s right knee ↔ adult’s right ankle |
| 0.11       | adult’s head ↔ adult’s left knee |
| 0.11       | child’s left knee ↔ adult’s right foot |
| 0.11       | child’s left elbow ↔ adult’s left wrist |
| 0.11       | child’s head ↔ adult’s left hand |
| 0.11       | child’s left shoulder ↔ adult’s right wrist |
| 0.11       | child’s left ankle ↔ adult’s left ankle |
| 0.11       | child’s right shoulder ↔ child’s right foot |

Fig. 7. Confusion Matrix and True Positive rate and False Negative rate
Fig. 8. A framework for implementing the ML-based model. Features computation and prediction are planned to be designed in an FPGA device
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