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Abstract—Harmonic generation in the scattered fields produced by a dielectric sphere coated with a time-varying conductive shell is studied using a Mie theory approach hybridized with conversion matrix methods. Analytic results are derived for plane wave incidence as well as general external excitation using transition matrix techniques. An equivalent transmission line approach is also discussed. Numerical examples validate the derived expressions through comparison with purely numerical methods and convergence characteristics are explored. Several additional examples illustrate unique trends in far- and near-field scattering.
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I. INTRODUCTION

TIME-VARYING electromagnetic devices exhibit frequency conversion, i.e., the generation of spectral content not present in an applied excitation. Historically, time-varying elements have been commonplace within circuit systems used to perform up- or down-conversion. More recently, spatiotemporally (space-time) modulated materials have been applied to bring about similar frequency conversion phenomena in distributed systems. The analytic study of space-time materials has, so far, been largely driven by methods involving homogeneous media [1]–[3], the polarizability of single particles [4], guided wave systems [5], planar structures [6]–[15], or systems with inherent cylindrical symmetry [16], [17].

Many of these analytic studies, explicitly or implicitly, apply conversion matrix techniques [18] commonly used in the study of time-varying circuits to analyze harmonic generation. Within this framework, linear, time-varying components or materials act as coupling elements between otherwise decoupled linear, time-invariant physical problems at multiple frequencies. Recently, this approach was integrated with the method of moments as an alternative to the finite difference time domain (FDTD) method for the analysis of arbitrary time-varying electromagnetic systems [19], [20]. Despite the flexibility of FDTD and other numerical methods as computational tools for studying time-varying systems, analytic or quasi-analytic methods remain attractive due to their low computational cost and their ability to accurately model many problems based on canonical geometries.

In this work, we develop an analytic solution for the fields scattered by a dielectric sphere coated with a thin shell of time-varying conductivity. This study is motivated by the implementation of time-varying conductivity through dense networks of lumped time-varying components (e.g., switches as in [10], [14]), the modulation of inherently surface-based materials (e.g., carbon nanostructures [11]), or temporal modulation of plasma ionization [21]. The solution leverages aspects of both classical Mie scattering theory [22] as well as conversion matrix [18] methodologies. It shares many features with the solution of analogous problems involving static impedance boundary conditions [23], [24], time-varying planar and cylindrical structures [16], [17], [25], time-varying dielectric spheres [26], and spheres constructed from non-linear media [27], [28]; though the formulation and examples studied here are unique to the spherical shell configuration.

In an effort to establish connections between the time-varying shell geometry and other scattering problems (both simpler and more complex), we carry out this analysis by several means, each with a unique engineering perspective, generality, and adaptability to other problems. We begin by approaching the problem via classical Mie theory for the special case of plane wave incidence using explicit forms of all field components. We then generalize the approach to arbitrary external excitation to arrive at a transition (T-) matrix formulation compatible with general external excitation and multi-scatterer systems [29]. Finally, we adapt the T-matrix formulation into a transmission line problem giving rise to a conversion matrix form of the reflection coefficient observed at an impedance interface. Several examples are then discussed and validated against numerical methods, namely conversion matrix method of moments (CMMoM). Trends in far-field scattering and near-field focusing behavior are explored through supplementary examples.

II. SCATTERING DUE TO A PLANE WAVE

In this section, we derive a quasi-analytic solution for the field scattered by a sphere with time-varying properties. Though the solution itself is made more complex by the time-varying nature of the system, the overall strategy remains the same as that used in static boundary value problems. We begin by expanding unknown internal and scattered fields in terms of known basis functions, then proceed to determine unknown expansion coefficients through the application of appropriate boundary conditions.

Throughout this work we consider a sphere of radius \( a \) containing a core of homogeneous material with permittivity \( \varepsilon_d = \varepsilon_r \varepsilon_0 \) and permeability \( \mu_d = \mu_r \mu_0 \). The surface of this sphere has a time-varying surface conductivity \( \sigma(t) \) with...
Fig. 1. A sphere of radius $a$ contains a static, non-dispersive material with permittivity and permeability $\varepsilon_d = \varepsilon_r \varepsilon_0$ and $\mu_d = \mu_r \mu_0$, respectively. The surface of the sphere is coated with a time-varying surface conductivity $\sigma(t)$.

Note that while this approximation of the constitutive relation is non-causal, it is the standard approach to modeling both static and dynamic components with negligible dispersive effects over the frequency range of interest [18 §3.4.1]. For detailed discussion of modeling dispersive effects in dynamic lumped components, see [30]. Those methods can be applied to the process utilized in this work without considerable difficulty, but here we consider non-causal “instantaneous” time-varying media for simplified notation and to focus on the key conceptual steps in the presented approach for time-varying analysis. This approximation is naturally most accurate when all time scales are very long relative to any material relaxation times $\tau_r$ manifested by dispersion, e.g., at HF frequencies (3-30 MHz, $T_r \sim 30$ ns) and conductivities within a few orders of magnitude of copper ($\tau_r \sim 10^{-19}$ s).

We begin by considering a situation where the sphere is illuminated by a multi-frequency incident plane wave $e_i(t)$ and $h_i(t)$ with Fourier components of the form

$$E^i(\omega) = \frac{E_0 \sin \phi}{kr} \sum_{n=1}^{\infty} j^n \frac{2n+1}{n(n+1)} \left[ j\tilde{J}_n(kr) \frac{\sin \theta}{\sin \theta} + \tilde{J}_n(kr) \frac{\sin \theta}{\sin \theta} \right]$$

$$H^i(\omega) = -\frac{E_0 \cos \phi}{\eta kr} \sum_{n=1}^{\infty} j^n \frac{2n+1}{n(n+1)} \left[ \tilde{J}_n(kr) \frac{\sin \theta}{\sin \theta} + j\tilde{J}_n(kr) \frac{\sin \theta}{\sin \theta} \right]$$

where $\tilde{J}_n$ are spherical Riccati-Bessel functions and $P_n^1$ are associated Legendre polynomials.

The tangential field components $\eta k$ are shown to be:

$$E^\phi(\omega) = \frac{E_0 \cos \phi}{kr} \sum_{n=1}^{\infty} j^n \frac{2n+1}{n(n+1)} \left[ a_n \tilde{H}_n^{(1)}(kr) \frac{\sin \theta}{\sin \theta} + b_n \tilde{H}_n^{(2)}(kr) \frac{\sin \theta}{\sin \theta} \right]$$

$$H^\phi(\omega) = -\frac{E_0 \sin \phi}{\eta kr} \sum_{n=1}^{\infty} j^n \frac{2n+1}{n(n+1)} \left[ a_n \tilde{H}_n^{(1)}(kr) \frac{\sin \theta}{\sin \theta} + b_n \tilde{H}_n^{(2)}(kr) \frac{\sin \theta}{\sin \theta} \right]$$

and for the internal field we have

$$E^\theta(\omega) = -\frac{E_0 \cos \phi}{kr} \sum_{n=1}^{\infty} j^n \frac{2n+1}{n(n+1)} \left[ a_n \tilde{H}_n^{(1)}(kr) \frac{\sin \theta}{\sin \theta} + b_n \tilde{H}_n^{(2)}(kr) \frac{\sin \theta}{\sin \theta} \right]$$

$$H^\theta(\omega) = -\frac{E_0 \sin \phi}{\eta kr} \sum_{n=1}^{\infty} j^n \frac{2n+1}{n(n+1)} \left[ a_n \tilde{H}_n^{(1)}(kr) \frac{\sin \theta}{\sin \theta} + b_n \tilde{H}_n^{(2)}(kr) \frac{\sin \theta}{\sin \theta} \right]$$

All time scales” here refers to characteristic times and periods of incident fields, scattered harmonic fields, and all time-variations of the surface conductivity.
\[ g_n = j^{-1} \mu_r^{-1} \sqrt{\varepsilon_r^{-1}} \left[ \sqrt{\mu_r \varepsilon_r^{(2)}}(ka) \hat{J}_n^r(k_d a) - \sqrt{\varepsilon_r} \varepsilon_r^{(2)r}(ka) \hat{J}_n(k_d a) \right] c_n \]
\[ + \omega \sqrt{\varepsilon_r \mu_r}^{-1} \varepsilon_r^{(2)r}(ka) \int_{-\infty}^{\infty} \omega^{-1} \eta \hat{\sigma}(\omega - \omega^0) c_n(\omega^0) \hat{J}_n(k_d a) d\omega^0. \quad (25) \]

\[ E_{\phi}^d(\omega) = \frac{E_0 \sin \phi}{\kappa d_r} \sum_{n=1}^{\infty} \left[ c_n \hat{J}_n^r(k_d r) \frac{P_n^1(\cos \theta)}{\sin \theta} + d_n \hat{J}_n(k_d r) \frac{dP_n^1(\cos \theta)}{d\theta} \right] \quad (12) \]

\[ H_{\phi}^d(\omega) = - \frac{E_0 \cos \phi}{\eta_\kappa \kappa d_r} \sum_{n=1}^{\infty} \left[ c_n \hat{J}_n(k_d r) \frac{P_n^1(\cos \theta)}{\sin \theta} + d_n \hat{J}_n^r(k_d r) \frac{dP_n^1(\cos \theta)}{d\theta} \right] \quad (13) \]

\[ H_{\phi}^d(k_r) = - \frac{E_0 \cos \phi}{\eta_\kappa \kappa d_r} \sum_{n=1}^{\infty} \left[ c_n \hat{J}_n(k_d r) \frac{dP_n^1(\cos \theta)}{d\theta} + d_n \hat{J}_n^r(k_d r) \frac{P_n^1(\cos \theta)}{\sin \theta} \right]. \quad (14) \]

In the above expressions, \( \kappa_d \) and \( \eta_\kappa \) denote the wavenumber and characteristic impedance of the core material, respectively. The coefficients \( \{a_n\} \) and \( \{c_n\} \) are associated with transverse magnetic (TM) modes, while \( \{b_n\} \) and \( \{d_n\} \) correspond to transverse electric (TE) modes.

Tangential field continuity at the boundary of the sphere gives rise to four boundary conditions that must hold for all times \( t \), specifically

\[ e_{\phi}^t(t) + e_{\phi}^r(t) = e_{\phi}^d(t) \quad (15) \]

\[ e_{\phi}^i(t) + e_{\phi}^r(t) = e_{\phi}^d(t) \quad (16) \]

\[ h_{\phi}^t(t) + h_{\phi}^r(t) = h_{\phi}^d(t) + \sigma(t)e_{\phi}^d(t) \quad (17) \]

\[ h_{\phi}^i(t) + h_{\phi}^r(t) = h_{\phi}^d(t) - \sigma(t)e_{\phi}^d(t) \quad (18) \]

Within the magnetic field boundary conditions \((17)\) and \((18)\), terms of the form \( \sigma(t)e_{\phi}^d(t) \) represent a surface current density. Temporal phase matching gives analogous conditions on each Fourier component of the fields. Applying the series forms of incident, internal, and scattered fields in the frequency domain and matching terms of like tangential dependence, the first pair of boundary conditions \((15)\) and \((16)\) gives

\[ g_n \hat{J}_n^r(ka) + a_n \hat{J}_n^r(ka) = \frac{k}{\kappa_d} c_n \hat{J}_n^r(ka) \quad (19) \]

\[ g_n \hat{J}_n(ka) + b_n \hat{J}_n(ka) = \frac{k}{\kappa_d} d_n \hat{J}_n(ka) \quad (20) \]

where

\[ g_n = g(\omega)j^{-n} \frac{2n + 1}{n(n + 1)} \quad (21) \]

and the frequency dependence of \( g_n, a_n, b_n, c_n, \) and \( d_n \) has been suppressed. Since multiplication in the time domain results in convolution in the frequency domain, the second set of boundary conditions in \((17)\) and \((18)\) is more complex, reading

\[ g_n \hat{J}_n(ka) + a_n \hat{J}_n^r(ka) = \frac{\mu}{\mu_d} c_n \hat{J}_n(ka) \]

\[ - j k \eta \int_{-\infty}^{\infty} k_\kappa^{-1} \hat{\sigma}(\omega - \omega^0) c_n(\omega^0) \hat{J}_n^r(k_d a) d\omega^0. \quad (22) \]

\[ g_n \hat{J}_n^r(k_d a) + b_n \hat{J}_n(k_d a) = \frac{\mu}{\mu_d} d_n \hat{J}_n^r(k_d a) \]

\[ + j k \eta \int_{-\infty}^{\infty} k_\kappa^{-1} \hat{\sigma}(\omega - \omega^0) d_n(\omega^0) \hat{J}_n(k_d a) d\omega^0. \quad (23) \]

Here \( \hat{\sigma} \) is used to mark integration variables as \( \hat{\tau} \) is already used to denote differentiation of a function with respect to its argument. Considering the functions \( g_n, a_n, b_n, c_n, \) and \( d_n \) described by a basis of monochromatic signals, we may interpret all terms in the above boundary conditions as diagonal operators, with the exception of the convolution terms which naturally give rise to cross frequency coupling. As expected, we see that the TE and TM excitation coefficients are fully decoupled.

We first consider the system of equations governing the TM coefficients. Solving \((19)\) for the external coefficients \( a_n \) gives

\[ a_n = \frac{1}{\hat{J}_n^r(ka)} \left[ \frac{k}{\kappa_d} c_n \hat{J}_n^r(ka) - g_n \hat{J}_n(ka) \right]. \quad (24) \]

Using this expression to eliminate the external coefficients from \((22)\) and collecting terms leads to \((25)\), where the Riccati-Bessel function \( \hat{J}_n \) has been used. Defining the operators

\[ A_n x = j^{-1} \mu_r^{-1} \sqrt{\varepsilon_r^{-1}} \times \left[ \sqrt{\mu_r} \hat{J}_n^r(ka) \hat{J}_n(ka) - \sqrt{\varepsilon_r} \hat{J}_n^r(ka) \hat{J}_n(ka) \right] x \quad (27) \]

and

\[ B_n x = \omega \sqrt{\varepsilon_r \mu_r}^{-1} \hat{J}_n^r(ka) \times \int_{-\infty}^{\infty} \omega^{-1} \eta \hat{\sigma}(\omega - \omega^0) x(\omega^0) \hat{J}_n^r(k_d a) d\omega^0. \quad (28) \]

allows for a condensed form of \((25)\) to be written as

\[ g_n = (A_n + B_n) c_n. \quad (29) \]

Again, with respect to a basis of monochromatic signals, the operator \( A_n \) is always diagonal, whereas the operator \( B_n \) is only diagonal when \( n = n \).
$B_n$, associated with the surface conductivity is, in general, not diagonal. From this reduced operator expression, we immediately recognize simplifications arising from several important special cases. First, when the surface conductivity is identically zero the operator $B_n$ vanishes, yielding the classical TM scattering coefficients for a dielectric sphere. Similarly, if the surface conductivity is purely static (not varying in time) the operator $B_n$ becomes diagonal [23]. Additionally, if the inner medium has the same material properties as the external medium (i.e., $\varepsilon_r = \mu_r = 1$), then $A_n$ becomes the identity operator. Two special cases reduce the above system to one of a PEC sphere, either $\sigma(t) \to \infty$ for all time or $\varepsilon_r \to -j\infty$.

Repeating the above analysis for TE modes we find the external coefficients to be

$$b_n = \frac{1}{\mathcal{H}^{(2)}(ka)} \left[ \frac{k}{k_d} d_n \hat{J}_n(k_d a) - g_n \hat{J}_n(ka) \right]$$ (30)

and the internal coefficients given by

$$g_n = (C_n + D_n)d_n$$ (31)

where

$$C_n x = j^{-1} \mu_r^{-1/2} \varepsilon_r^{-1} \left[ \sqrt{\varepsilon_r \mathcal{H}^{(2)}(ka)} \hat{J}_n(k_d a) - \sqrt{\mu_r \mathcal{H}^{(2)}(ka)} \hat{J}_n(ka) \right] x$$ (32)

and

$$D_n x = \omega \sqrt{\varepsilon_r \mu_r^{-1/2}} \mathcal{H}^{(2)}(ka) x$$

$$\times \int_{-\infty}^{\infty} \omega^{-1} \eta \hat{J}_n(ka) d\omega$$ (33)

III. FOURIER SERIES EXPANSION OF SURFACE PARAMETERS

The preceding formulation involves integral operators whose kernels depend on the frequency domain representation of the surface conductivity $\hat{\sigma}(\omega)$. In order to systematically solve these equations, we consider the special case in which the time-variation of the surface conductivity is periodic. The aim of this simplification is to recast (29) and (31) as matrix equations, similar to the construction of conversion matrices in time-varying circuit analysis [18].

Let the surface conductivity be expressible in terms of a Fourier series with fundamental frequency $\omega_\sigma$, i.e.,

$$\hat{\sigma}(\omega) = \sum_{p=-K}^{K} \hat{\sigma}^p \delta(\omega - p\omega_\sigma).$$ (34)

Substitution into the operator $B_n$ gives, via the sifting property of the Dirac delta,

$$B_n x = \omega \eta \sqrt{\varepsilon_r \mu_r^{-1/2}} \mathcal{H}^{(2)}(ka/c)$$

$$\times \sum_{q=-K}^{K} \hat{\sigma}^q (\omega - q\omega_\sigma)^{-1} \hat{J}_n((\omega - q\omega_\sigma)a/c_d) x(\omega - q\omega_\sigma),$$ (35)

where $c$ and $c_d$ are the speed of light in vacuum and the dielectric core, respectively. Further, assume that the excitation

has a center frequency $\omega_0$ and a baseband representation that is periodic in the fundamental frequency $\omega_\sigma$, i.e.,

$$g_n(\omega) = \sum_{p=-K}^{K} g_n^p \delta(\omega - \omega_0 - p\omega_\sigma).$$ (36)

Using these assumptions, (29) evaluated at frequency $\omega_p = \omega_0 + p\omega_\sigma$ may be written,

$$g_n^p = A_n^p c_n^p + \sum_{q=-K}^{K} B_n^{pq} c_n^{q-p},$$ (37)

with $c_n^p = c_n(\omega_p)$,

$$A_n^p = j^{-1} \mu_r^{-1/2} \varepsilon_r^{-1} \left[ \sqrt{\mu_r \mathcal{H}^{(2)}(k_n^p a)} \hat{J}_n(k_n^p a)$$

$$- \sqrt{\mu_r \mathcal{H}^{(2)}(k_n^q a)} \hat{J}_n(k_n^q a) \right],$$ (38)

and

$$B_n^{pq} = \omega \eta \sqrt{\varepsilon_r \mu_r^{-1/2}} \mathcal{H}^{(2)}(k_n^p a) \hat{J}_n(k_n^p a)$$

$$\delta^q \hat{J}_n(k_n^q a) \omega_p - q \omega_\sigma \right.$$ (39)

where $k_n^p$ and $k_n^q$ are the wavenumbers at frequency $\omega_p$ in the exterior and core materials, respectively. A set of $2K + 1$ equations of this form may be collected into the system

$$g_n = (A_n + B_n) c_n$$ (40)

with

$$A_n = \begin{bmatrix} A_{n-K} & 0 & 0 & 0 \\ 0 & A_{n-K+1} & 0 & 0 \\ 0 & 0 & \ddots & 0 \\ 0 & 0 & 0 & A_K \end{bmatrix},$$ (41)

and the matrix $B_n$ is given in factored form in [42]. This factorization is most easily constructed from (39) by substituting $\beta = p - q$ and inspecting the elements $B_n^{pq}$.

Similarly for the TE coefficients we may write

$$g_n = (C_n + D_n) d_n$$ (43)

where

$$C_n = \begin{bmatrix} C_{n-K} & 0 & 0 & 0 \\ 0 & C_{n-K+1} & 0 & 0 \\ 0 & 0 & \ddots & 0 \\ 0 & 0 & 0 & C_K \end{bmatrix},$$ (44)

with elements analogous to (38) based on (32) and the matrix $D_n$ as given in [45]. The form of the inner matrix

$$\sigma = \begin{bmatrix} \hat{\sigma}^0 & \hat{\sigma}^{-1} & \cdots & \hat{\sigma}^{-2K} \\ \hat{\sigma}^1 & \hat{\sigma}^0 & \cdots & \hat{\sigma}^{-2K+1} \\ \vdots & \vdots & \ddots & \vdots \\ \hat{\sigma}^{2K} & \hat{\sigma}^{2K-1} & \cdots & \hat{\sigma}^0 \end{bmatrix},$$ (46)

closely resembles that of the conversion matrix describing multi-harmonic coupling in time-varying circuit analysis [18] or method of moments problems involving time-varying loads and materials [20]. Interpretation of this quantity as the conversion matrix representation of a time-varying admittance is discussed further in Sec. [VI].
The context of circuit problems.
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external terms $\mathbf{b}_n$, from which the external terms $\mathbf{a}_n$ and $\mathbf{b}_n$ are obtained via (24) and (30), respectively. Adopting the alternative modal normalization of Bohren and Huffman [32], we define new sets of external coefficients

$$\mathbf{a}_n = -\mathbf{a}_n \frac{n(n+1)}{j^{-n}(2n+1)}, \quad \mathbf{b}_n = -\mathbf{b}_n \frac{n(n+1)}{j^{-n}(2n+1)}. \quad (47)$$

Assuming a monochromatic incident wave of power density $S_0$ at frequency $\omega_0$, this renormalization leads to a familiar form for the normalized net scattered power (scattering efficiency) at each frequency,

$$Q_{\text{sc}}^p = \frac{P_{\text{sc}}}{S_0 \pi a^2} = \frac{2e^2}{\omega_0 c^2} \sum_{n=1}^{\infty} (2n+1) \left[ |\tilde{a}_n^p|^2 + |\tilde{b}_n^p|^2 \right]. \quad (48)$$

The normalized extinction power (extinction efficiency) takes on a similar form

$$Q_{\text{ext}}^{0} = \frac{P_{\text{ext}}^{0}}{S_0 \pi a^2} = \frac{2e^2}{\omega_0 c^2} \sum_{n=1}^{\infty} (2n+1) \Re \left\{ \tilde{a}_n^0 + \tilde{b}_n^0 \right\}. \quad (49)$$

By assuming monochromatic incidence, the extinction efficiency is only defined for the $p=0$ harmonic. Because the time-varying scattering processes considered here are linear extended definitions of polychromatic scattering and extinction efficiencies may be constructed similarly to those used to describe polarization conversion processes in scattering cross section analyses.

IV. SURFACE RESISTANCE AND CONDUCTIVITY

The time-variation of the surface conductivity $\sigma(t)$ may be alternatively described using surface resistance $r(t) = \sigma(t)^{-1}$. Note that simple time-variations in one parameter may be problematic or ill-defined in terms of the other. For example, the simple time-varying surface resistance

$$r(t) = r_0 (1 + \gamma \cos \omega_0 t), \quad \gamma \leq 1 \quad (50)$$

has a well-behaved Fourier spectrum, however the associated surface conductivity tends toward a train of Dirac delta functions as $\gamma \to 1$ and $r_0 \to \infty$. This, in turn, necessitates the use of extreme numbers of frequencies in the solution of scattered fields which may lead to non-convergent results. Throughout this paper we consider examples using conductance and resistance of the above form to examine this behavior.

V. TRANSITION MATRIX FORMULATION

In preceding sections we explicitly considered incident fields of the form of plane waves. The formulation may be extended to more general illuminations through the use of transition (T-) matrix formalism [29], [33]. Consider an incident field of the form

$$E^i(\omega, r) = \sum_{\alpha} u_{\alpha}^{(1)}(kr) g_\alpha \quad (51)$$

where $u_{\alpha}^{(1)}$ are vector spherical harmonics [34] associated with Riccati-Bessel functions of the first kind, see App. A. By the addition theorem for vector spherical waves, this expansion is capable of representing any incident field produced by sources at locations $r'$ outside of the region of interest, i.e., $r < r'$ [22].
Eq. 7.5.14. In a similar manner, the scattered and internal fields may be expanded as

\[ E^s(\omega, r) = \sum_\alpha u_\alpha^{(4)}(kr)f_\alpha \]  
(52)

\[ E^d(\omega, r) = \sum_\alpha u_\alpha^{(1)}(kd)r)h_\alpha \]  
(53)

where \( u_\alpha^{(4)} \) are vector spherical harmonics associated with Riccati-Hankel functions of the second kind. The property \[ (53) \] relates two classes of spherical vector waves with dual superindices \( \alpha \) and \( \bar{\alpha} \). By virtue of this property, the magnetic fields associated with incident, scattered, and internal electric fields are given by

\[ H^s(\omega, r) = j\eta^{-1} \sum_\alpha u_\alpha^{(1)}(kr)g_\alpha \]  
(55)

\[ H^d(\omega, r) = j\eta^{-1} \sum_\alpha u_\alpha^{(4)}(kr)f_\alpha \]  
(56)

\[ H^d(\omega, r) = j\eta^{-1} \sum_\alpha u_\alpha^{(1)}(kd)r)h_\alpha \]  
(57)

Tangential electric field continuity in \( (15) \) and \( (16) \) at the sphere’s boundary leads to

\[ g_\alpha R_\alpha^{(1)}(ka) + f_\alpha R_\alpha^{(4)}(ka) = h_\alpha R_\alpha^{(1)}(kd\alpha), \]  
(58)

where \( R_\alpha^{(p)} \) describe the radial dependence of spherical waves \( u^{(\chi)}_\alpha \), see App. \( A \). Similarly, the magnetic field boundary conditions in \( (17) \) and \( (18) \) lead to

\[ g_\alpha R_\alpha^{(1)}(ka) + f_\alpha R_\alpha^{(1)}(ka) = \frac{\eta}{\eta_d} h_\alpha R_\alpha^{(1)}(kd\alpha) \]

\[ -j\eta\gamma_\alpha \hat{\sigma} \times [h_\alpha R_\alpha^{(1)}(kd\alpha)] \]  
(59)

where the identity

\[ \hat{\mathbf{r}} \times (\hat{\mathbf{r}} \times u^{(\chi)}_\alpha(\hat{\mathbf{r}})) = \hat{\mathbf{r}} \times \gamma_\alpha u^{(\chi)}_\alpha(\hat{\mathbf{r}}), \quad \gamma_\alpha = -1^\tau \]  
(60)

has been employed to relate tangential field components of harmonics with dual superindices. Note that the index \( \tau \) is contained within the superindex \( \alpha \), see Appendix A. Eliminating the external coefficients \( f_\alpha \) gives

\[ g_\alpha = (P_\alpha + Q_\alpha)h_\alpha \]  
(61)

where the operators \( P_\alpha \) and \( Q_\alpha \) have the forms

\[ P_\alpha x = \left( \frac{\eta}{\eta_d} \right) R_\alpha^{(1)}(ka)R_\alpha^{(1)}(kd\alpha) - R_\alpha^{(4)}(ka)R_\alpha^{(1)}(kd\alpha) \right] x \]  
(62)

\[ Q_\alpha x = -j\eta\left( P_\alpha + Q_\alpha \right) h_\alpha \]  
(63)

with

\[ W_\alpha = \left[ R_\alpha^{(1)}(ka)R_\alpha^{(4)}(ka) - R_\alpha^{(4)}(ka)R_\alpha^{(1)}(ka) \right] \]  
(64)

Adopting the Fourier series representations used in Sec. \( III \) we may convert the continuous operator equation in \( (61) \) into a matrix equation of the form

\[ (\mathbf{P}_\alpha + \mathbf{Q}_\alpha) \mathbf{h}_\alpha = \mathbf{g}_\alpha \]  
(65)

where the matrix \( \mathbf{P}_\alpha \) is diagonal with elements

\[ P_\alpha^{(p)} = W_\alpha^{p,-1} \]

\[ \times \left[ P^{(1)}(ka)P^{(1)}(ka) - P^{(4)}(ka)P^{(1)}(ka) \right] \]  
(66)

and the matrix \( \mathbf{Q}_\alpha \) is given in factored form in \( (67) \). Here the term \( W_\alpha^{p} \) corresponds to the coefficient in \( (64) \) evaluated at frequency \( \omega_\alpha \). After some manipulations, this leads to a transition matrix system

\[ f_\alpha = T_\alpha g_\alpha \]  
(68)

where

\[ T_\alpha = R_{\alpha,1}^{-1} \left( R_{\alpha,1d}(\mathbf{P}_\alpha + \mathbf{Q}_\alpha)^{-1} - R_{\alpha,1} \right) \]  
(69)

with

\[ R_{\alpha,\chi} = \begin{bmatrix} R_\alpha^{(s)}(k^{-K}\alpha) & 0 & 0 \\ 0 & \ddots & 0 \\ 0 & 0 & R_\alpha^{(s)}(k^{K}\alpha) \end{bmatrix} \]  
(70)

and

\[ R_{\alpha,\chi d} = \begin{bmatrix} R_\alpha^{(s)}(k^{-K}\alpha) & 0 & 0 \\ 0 & \ddots & 0 \\ 0 & 0 & R_\alpha^{(s)}(k^{K}\alpha) \end{bmatrix}. \]  
(71)
The transition matrix in (68) fully describes the scattering of multi-harmonic incident fields originating from sources exterior to the sphere under consideration. Hence it is suitable, through proper application of the addition theorem, to adaptation toward the scattering analysis of collections of non-overlapping spherical structures.

VI. SPHERICAL WAVEGUIDE PERSPECTIVE

Here we consider an alternative transmission line perspective of the scattering problem presented in Secs. II, III, and VII. In general, we may consider the free space around the sphere as a spherical waveguide, in which each mode has an associated characteristic admittance [36]. The wave admittance $Y^{(x)}$ of a spherical wave defined by an electric field of the form $u^{(x)}$ relates the magnitudes of the tangential electric and magnetic fields via

$$H^{\tan}_{\alpha} = Y^{(x)}_{\alpha} r \times E^{\tan}_{\alpha}. \quad (72)$$

Using (51) and (55), (52) and (56), or (53) and (57) for the incident, scattered, or internal fields respectively, we define a diagonal multi-frequency wave admittance matrix

$$Y_{\alpha, \chi m} = j \gamma_{\alpha} \eta_{m}^{-1} R_{\alpha, \chi m} (R_{\alpha, \chi m})^{-1}, \quad (73)$$

where, following the notation of (70) and (71), the subscript $\chi m$ may be either $\chi$ for waves of the $\chi$th kind in free space or $\chi d$ for waves in the dielectric core. Similarly, the impedance $\eta_m$ is either that of free space or the dielectric core. The sign constant $\gamma_{\alpha}$ is $\pm 1$ as given in (60), which produces an appropriate sign for TE and TM modes.

The electric field continuity equation of (58) may be written in terms of incident, reflected, and transmitted “voltages” at each frequency as

$$v^{i}_{\alpha} + v^{r}_{\alpha} = v^{t}_{\alpha}, \quad (74)$$

where the incident voltages are

$$v^{i}_{\alpha} = g_{\alpha} R_{\alpha, \chi m}^{(3)} (ka), \quad (75)$$

and similar forms are used for the reflected and transmitted terms. Collecting equations of this kind at all frequencies we obtain the system of equations

$$v^{i}_{\alpha} + v^{r}_{\alpha} = v^{t}_{\alpha}. \quad (76)$$

Using the same voltage definitions along with admittance matrices of the form of (73), the magnetic field continuity equation of (59) may be written as

$$Y_{\alpha, \chi m} v^{i}_{\alpha} + Y_{\alpha, \chi d} v^{r}_{\alpha} = Y_{\alpha, 1d} v^{t}_{\alpha} + \sigma v^{i}_{\alpha}, \quad (77)$$

where the convolution term in (59) is represented by cross-frequency (off-diagonal) terms in the conversion matrix $\sigma$.

Interpreting (58) and (77) as the voltage and current boundary conditions at a transmission line junction, it is clear that the surface of the sphere appears as a time-varying conductance in parallel with the input admittance “looking into” the core. This configuration is depicted in Fig. 2, where a compressed notation is used to depict wave impedances in each region. Because of the orthogonality of vector spherical harmonics, no mode conversion occurs at the surface of the sphere, but the time-varying boundary condition does result in frequency conversion. Thus, while each harmonic frequency satisfies (74) independently, (77) relates multiple harmonic frequencies simultaneously and cannot be separated into an independent equation for each frequency.

We now set out to derive the scattered modal voltage $v^{s}_{\alpha}$ using classical transmission line techniques. Let

$$v^{s}_{\alpha} = \Gamma_{\alpha} v^{i}_{\alpha}, \quad (78)$$

where $\Gamma_{\alpha}$ is a multi-frequency reflection coefficient matrix that relates the incident and scattered wave amplitudes in the $\alpha$ mode at all frequencies. By combining (74), (77), and (78) and eliminating $v^{i}_{\alpha}$, we obtain

$$Y_{\alpha, \chi m} (1 + \Gamma_{\alpha}) = (Y_{\alpha, \chi} + Y_{\alpha, \chi d} \Gamma_{\alpha}), \quad (79)$$

where the input admittance conversion matrix looking into the combined core-shell structure at each frequency is

$$Y_{\alpha, \chi m} = Y_{\alpha, 1d} + \sigma. \quad (80)$$

Collecting terms and solving for the reflection coefficient matrix $\Gamma_{\alpha}$ we obtain

$$\Gamma_{\alpha} = (Y_{\alpha, \chi} - Y_{\alpha, \chi m})^{-1} (Y_{\alpha, \chi m} - Y_{\alpha, \chi d}). \quad (81)$$

The expression for the multi-frequency reflection coefficient matrix in (81) has the same form as that arising from a time-invariant transmission line interface, with the major distinction that (81) represents a multi-harmonic system with conversion between frequencies. Again we note that the incident and outward-going wave admittances are diagonal matrices, while the input admittance matrix has off diagonal elements which account for frequency conversion due to the time-varying conductivity. Additionally, since the incident wave is represented by a standing (Bessel) wave whose nominal propagation direction is chosen outward, the sign of the magnetic field is the same for all wave components so the “numerator” and “denominator” both appear as subtractions. Lengthy manipulations, outlined in App. [3] demonstrate an equivalence between the result in (81) and that obtained via transition matrix formulation in (69). The intuitive construction of the equivalent circuit in Fig. 2 suggests that the study of more complex systems, e.g., layered media or shells, may be facilitated through the use of similar transmission line methods.
VII. Convergence and Comparison to Other Methods

Here we consider two sets of examples aimed at examining the accuracy and convergence of the methods presented in this work. For brevity, we restrict our analyses to those based on the special case of plane wave incidence, outlined in Sec. II.

A. Comparison to numerical methods, air-core shell

When the dielectric core material is assigned to be the same as the exterior medium, the plane wave scattering problem in Sec. II is readily evaluated using a hybridized conversion matrix method of moments (CMMoM) technique [20] developed for the study of constructing structures loaded with time-varying lumped elements or materials. Here we compare these purely numerical results with those obtained using the analytical formulation presented in this work.

As an example problem, we consider an air-core conducting shell with conductivity of the form

$$\sigma(t) = \sigma_0(1 + \gamma \cos \omega_t t)$$  \hspace{1cm} (82)

where $\sigma_0 = 1 \Omega^{-1}$, $\gamma = 0.5$, and $\omega_t = 0.1 \omega_0$. In contrast to the example resistivity given in (50), this conductivity results in surface resistivity of the form

$$r(t) = (\sigma_0(1 + \gamma \cos \omega t t))^{-1}.$$

The incident field is a monochromatic plane wave whose frequency $\omega_0$ is swept to cover a broad range of electrical sizes $ka$. Scattering and extinction efficiencies are calculated via the method presented in Sec. II and via CMMoM where the sphere is represented by 900 RWG basis functions and via the method presented in Sec. II, and via CMMoM where the time-varying conductivity is modeled as a distributed time-varying lumped elements or materials. Here we compare these purely numerical results with those obtained using the analytical formulation presented in this work.

As an example problem, we consider an air-core conducting shell with conductivity of the form

$$\sigma(t) = \sigma_0(1 + \gamma \cos \omega_t t)$$  \hspace{1cm} (82)

where $\sigma_0 = 1 \Omega^{-1}$, $\gamma = 0.5$, and $\omega_t = 0.1 \omega_0$. In contrast to the example resistivity given in (50), this conductivity results in surface resistivity of the form

$$r(t) = (\sigma_0(1 + \gamma \cos \omega t t))^{-1}.$$

The incident field is a monochromatic plane wave whose frequency $\omega_0$ is swept to cover a broad range of electrical sizes $ka$. Scattering and extinction efficiencies are calculated via the method presented in Sec. II and via CMMoM where the sphere is represented by 900 RWG basis functions and the time-varying conductivity is modeled as a distributed time-varying surface resistance. In the CMMoM implementation, all impedance and Gram matrices are generated using AToM [37]. CMMoM scattering and extinction efficiencies are calculated via

$$Q_{sc}^p = \frac{P_{sc}^p}{S_0 \pi a^2} = \frac{I_p^H R_p I_p}{2S_0 \pi a^2}$$

and

$$Q_{ext}^p = \frac{P_{ext}^p}{S_0 \pi a^2} = \frac{\text{Re} \{I_p^H V_p\}}{2S_0 \pi a^2}$$

where $I_p$, $V_p$, and $R_p$ are the induced current, excitation field, and radiation operator at the $p^{th}$ harmonic represented in the MoM basis.

Results obtained by the method presented in Sec. II (denoted “Mie”) and CMMoM are shown in Fig. 3 where qualitative agreement is observed. At all frequencies, scattering in the excitation ($p = 0$) harmonic far outweighs scattering in up- and down-converted ($p \neq 0$) harmonics. Both methods agree to within 4% in all reported quantities for small electrical sizes $ka < 5$. More significant discrepancies appear for larger electrical sizes where the number of CMMoM basis functions limits the ability to accurately represent intricate higher-order mode shapes, particularly in up-converted harmonics.

The quasi-analytic method is much less computationally complex than a CMMoM solution. This is due to the relatively low number of spherical harmonics required to represent fields and currents as compared to the high number of discrete basis functions used in CMMoM. On the other hand, the quasi-analytic solution is only applicable to canonical geometries. Parameters for general computational costs of both methods are listed in Tab. 1 along with example data from a single data point from Fig. 3. As in Fig. 3 the number of spatial CMMoM basis functions is $N_{bf} = 900$ and $K = 4$ is used to control the number of harmonic frequencies. The number of spherical harmonics $N_h = 6$ used in the quasi-analytic solution was determined based on convergence of all harmonic efficiencies, and this number is observed to generally increase with increasing frequency. Though the quasi-analytic solution requires multiple linear systems to be constructed and solved, these matrices are many orders of magnitude smaller than the multi-harmonic CMMoM system matrix. Note that construction of CMMoM impedance and Gram matrices using AToM [37] dominates the overall CMMoM solution time.

B. Convergence characteristics

As in circuit applications of conversion matrix methods, the number of temporal harmonics must be sufficiently high to ensure accurate field and efficiency calculations. We expect the required number of temporal harmonics $2K + 1$ to depend on many factors, and here we examine a few of these dependencies using two simple test cases.

![Fig. 3. Comparison of scattering and extinction efficiencies calculated by Mie (this paper) and CMMoM formulations with $\varepsilon_r = \mu_r = 1$ and $\sigma(t)$ of the form of (82) where $\sigma_0 = 1 \Omega^{-1}$ and $\gamma = 0.5$. At all frequencies, $\omega_0 = 0.1 \omega$. Red (blue) markers and traces denote extinction (scattering) at the excitation harmonic. For harmonics with $k \neq 0$, solid black lines and markers indicate $k > 0$, while dashed black lines and unfilled markers denote $k < 0$.]

| General | $ka = 1$ |
|---------|----------|
| matrix dimension | CMMoM | Mie | CMMoM | Mie |
| # matrices | $(2K + 1)N_{bf}$ | $2K + 4$ | $2N_h$ | $N_{bf}$ | $9$ | $9$ |
| fill time (s) | - | - | 120 | < 0.001 |
| solution time (s) | - | - | 8.1 | < 0.001 |
| total time (s) | - | - | 130 | 0.005 |
As an example of a system with relatively few harmonic components in the matrix $\sigma$, we consider an air-core sphere with surface conductivity of the form of (82) where $\sigma_0 = 1 \, \Omega^{-1}$, $\omega_s = 0.11 \omega_0$, and $\gamma = 0.99$. The resulting matrix $\sigma$ is tridiagonal. The electrical size of the sphere is swept over the values $ka \in \{0.05, 0.5, 5\}$ and the multi-harmonic scattering efficiencies $Q^p_{sc}$ are recorded using increasing numbers of temporal harmonics $K$. For all electrical sizes, a relative convergence error

$$\varepsilon(K) = \frac{|Q^p_{sc}(K) - Q^p_{sc}(K-1)|}{Q^p_{sc}(K-1)}$$  \hspace{1cm} (86)$$

is calculated for each harmonic scattering efficiency. Errors for all three electrical sizes are collected at each value of $K$ and plotted for the $p \in \{-2, \ldots, 2\}$ harmonics in Fig. 4 labeled by a circle annotated with $\sigma(t)$. These results indicate that, for all electrical sizes, this particular example converges rapidly to numerical precision for $K \approx 15$.

To model a system with much richer harmonic content, we additionally examine a sphere with surface resistance of the form of (50) with $\gamma = 0.99$, $\rho_0 = 500 \, \Omega$, and $\omega_s = 0.11 \omega_0$. Convergence results from this analysis are also shown on Fig. 4 labeled by a circle annotated with $r(t)$. In this case, the Fourier spectrum of the corresponding surface conductivity (obtained by inversion of the specified resistivity and truncated to $K$ harmonics) is no longer sparse and many more ($K \approx 100$) harmonics are required to reach numerical precision.

Interestingly, the convergence properties of both problems show little dependence on the electrical size of the sphere. All harmonics of all cases for the $\sigma(t)$ model converge to numerical precision with approximately 15 harmonics, while the more harmonically complex $r(t)$ example requires about 100 harmonics. In general, the variation in error between harmonic frequencies for any given sphere size is larger than the variation between sphere sizes. For all sphere sizes, the $p = 0$ harmonic has lower relative convergence error than most or all $p \neq 0$ harmonics of the same problem, though this effect is less pronounced at larger electrical sizes.

These examples illustrate the basic convergence properties of scattering from time-varying shells with simple resistance and conductance properties. More importantly, however, they demonstrate the increase in complexity and computational cost when certain classes of surface conductivity Fourier spectra are used. For analytical methods such as those presented in this paper, the increase in computational complexity is manageable, however this rapid scaling may quickly outpace computational resources in numerical methods, such as CMMoM, where multi-frequency, $N$-port impedance matrices with dimensions scaling linearly with both the number of harmonics and number of ports must be computed, stored, and inverted.

### VIII. Scattering Behavior

In Sec. VII examples were selected to demonstrate the accuracy or convergence of the method developed in this paper. We now deviate from measures of accuracy and instead leverage the speed of these analytic methods to examine in detail the unique capabilities of scatterers with strong time-varying behavior.

#### A. Study of surface and core characteristics

Harmonic generation in the spherical system studied in this paper depends on many system parameters. Here we maintain the simple surface resistance time dependence in (50) with $\gamma = 0.9$, $\omega_s = 1.5 \omega_0$, and $\omega = 2 \pi$ to examine the effect of material parameters, namely the core relative permittivity $\varepsilon_r$ and surface resistance $\rho_0$, on harmonic scattering. In Fig. 5 we plot the scattering efficiencies $Q^p_{sc}$ for $p \in \{-2, \ldots, 2\}$ as functions of these two material parameters. For reference, the limiting cases when the core is constructed of air ($\varepsilon_r = 1$), the shell is PEC ($\sigma(t) \approx \infty$), and the shell is non-existent ($\sigma(t) \approx 0$) are indicated by zig-zag boundaries in the top panel of Fig. 5.

From this study, we observe that harmonic generation is maximized near $\rho_0 \approx \eta$ for all core permittivities, where $\eta$ is the characteristic impedance of free space. Comparing scattering efficiencies in the air-core case as a function of resistivity $\rho_0$, we observe very similar trends as obtained in the study of an electrically small rectangular plate constructed of a similar time-varying conductor [20], with harmonic scattering efficiencies maximized near values of resistivity $\rho_0$ producing maximum net absorption.

Two particular sets of material parameters are labelled as points A and B within the middle panel of Fig. 5. The scattered electric field in each of the $p \in \{-2, \ldots, 2\}$ harmonics at these points are shown in Fig. 6. There, up- and down-conversion is clearly visible through the modification of standing wave spatial frequency, along with unique scattering behavior (e.g., directivity and overall intensity) within each harmonic. Note that only the scattered field is shown. In the $p = 0$ excitation frequency this is not the total field and, as expected, there exists a field discontinuity at the boundary of the sphere. For $p \neq 0$ harmonics, the scattered field is the total field and no such discontinuity exists.
Moving away from the study of scattering cross-sections, we now turn our attention toward harmonic near-field generation. We consider a sphere of electrical size $ka = \pi/2$ coated with a resistive shell governed by a time-varying conductive shell. Following the nomenclature of [26], we begin by defining external resonances of an uncoated dielectric sphere as the set of frequencies $\{\omega_{\text{ext}}^{p}\}$ producing maximal scattering efficiency. In the weak coupling regime, where surface currents can be considered as a perturbation on an otherwise uncoated dielectric sphere, we anticipate that if energy is coupled into the harmonic $\omega_{p}$, the scattering efficiency $Q_{\text{sc}}^{p}$ will be maximized when that frequency corresponds to one of the external resonances of the dielectric sphere in isolation.

In Fig. 8 field distributions at the excitation ($p = 0$) and first harmonic ($p = 1$) frequencies are shown for a selection of resistance and core permittivity values labeled as points A-E in Fig. 7. Selected for their high internal field magnitude and low values of resistance $r_{0}$, cases A, C, and D represent resonant coupling between the excitation field and the first harmonic internal fields. In these cases, the first harmonic internal field distributions are effectively those corresponding to the internal resonances of a dielectric-filled PEC shell. Because it is unlikely (and not the case in any of these examples) that the sphere has internal resonances at both the excitation and first harmonic frequencies, we observe that the internal fields at the excitation frequency are effectively zero. In contrast, cases B and E exist in the strong coupling regime where the conductive shell is semi-transparent and significant internal and external fields exist at both excitation and harmonic frequencies.

C. Trends in harmonic detuning

Here we study the effective detuning of a sphere’s natural internal and external resonances due to up-conversion processes enabled by a time-varying conductive shell. Following the nomenclature of [26], we begin by defining external resonances of an uncoated dielectric sphere as the set of frequencies $\{\omega_{\text{ext}}^{p}\}$ producing maximal scattering efficiency. In the weak coupling regime, where surface currents can be considered as a perturbation on an otherwise uncoated dielectric sphere, we anticipate that if energy is coupled into the harmonic $\omega_{p}$, the scattering efficiency $Q_{\text{sc}}^{p}$ will be maximized when that frequency corresponds to one of the external resonances of the dielectric core, i.e., when

$$\omega_{\text{ext}}^{j} = \omega_{p} = \omega_{0} + p\omega_{\sigma}$$

is satisfied. In Fig. 9 we plot the scattering efficiency of the first ($p = 1$) and second ($p = 2$) upconverted harmonics as a function of excitation frequency $\omega$ and shell variation frequency $\omega_{\sigma}$ using a dielectric core with relative permittivity $\varepsilon_{r} = 6.25$ and time-varying resistance following [50] with
now the resistance is assigned as using the same setup as in Fig. 9, with the exception that harmonic and the first downconverted (p = −1) harmonic using the same setup as in Fig. 9 with the exception that now the resistance is assigned as $r_0/\eta = 10^{-2}$ and the diagonal dashed lines correspond to the condition prescribed in (88). For both the $p = 1$ and the $p = −1$ cases, it is clear that maximization of internal fields is governed by the

$$\omega_{\text{int}} = \omega_p = \omega_0 + p\omega_\phi$$

(88) is satisfied. In Fig. 10 we plot the normalized field magnitude sampled at $r_{\text{obs}} = -z/2$ in the first upconverted ($p = 1$) harmonic and the first downconverted ($p = −1$) harmonic using the same setup as in Fig. 9 with the exception that now the resistance is assigned as $r_0/\eta = 10^{-2}$ and the diagonal dashed lines correspond to the condition prescribed in (88). For both the $p = 1$ and the $p = −1$ cases, it is clear that maximization of internal fields is governed by the
of likely realizations of time-varying structures, i.e., time-varying surface impedances implemented through the use of densely patterned time-varying lumped components [10], [14], modulation of inherently surface-based materials (e.g., carbon nanostructures [11]), or modulation of plasma conductivity [21]. Should it be feasible to construct such a structure through the use of switches or other elements, the results from the examples presented here indicate that several interesting behaviors, particularly up- and down-conversion in radiation and near-fields, could be engineered through careful choice of system parameters. Additional behaviors may be uncovered through further exploration of multi-sphere systems using the proposed T-matrix formulation.

Several assumptions limit the proposed method to simple homogeneous media and we hypothesize that some of these assumptions may be lifted by more general treatments of the problem. Specifically, the use of inhomogeneous or anisotropic conductive shells, inclusion of layered media, adaptation to time-varying reactive surfaces or impedance boundary conditions, and combination with methods derived for time-varying dielectrics all stand as tasks for future work in this area. We expect that the study of these generalizations will be aided by a combination of the field, transmission line, and T-matrix formulations presented in this work. The assumption that all time scales in the problem are much greater than the relaxation time of the material permits the time-varying material to be approximated as having an instantaneous, nondispersive response. This non-physical approximation may be accurate in low-frequency systems and simplifies the overall formulation presented in this work, but it may not be suitable in all scenarios. For more accurate solution of higher frequency problems, material dispersion may be accounted for by incorporating methods developed for the analysis of time-varying dispersive lumped elements [30].

**APPENDIX A**

**SPECIAL FUNCTION NOTATION**

Throughout this work we adopt the notation of [35] to describe spherical vector harmonics. Here we clarify two critical points regarding this notation.

The radial dependence of spherical harmonics’ tangential field components are defined via the functions $R_{\tau\ell}(x)$, where $\tau$ and $\ell$ are two components of the superindex $\alpha = \{\tau \sigma m \ell\}$. For purposes of this work, we require only harmonics with values of $\tau = 1, 2$. These functions are given by

$$R_{\tau\ell}(x) = Z_{\ell}(x)(kr) = \frac{\bar{Z}_{\ell}(x)(kr)}{kr} \quad (89)$$

$$R_{\tau\ell}^{(2)}(x) = \frac{(krZ_{\ell}(x)(kr))'}{kr} = \frac{\bar{Z}_{\ell}(x)(kr)}{kr} \quad (90)$$

where $Z_{\ell}(x)$ denotes spherical Bessel and Hankel functions of varying kinds, most notably $Z_{1}^{(1)} = J_{1}$ and $Z_{2}^{(4)} = H_{2}^{(2)}$. The use of $'$ denotes the Riccati-Bessel and Riccati-Hankel form of these functions. The use of dual superindices $\alpha$ and $\bar{\alpha}$ indicates a toggling of the value of $\tau$ between 1 and 2, i.e.,

$$\alpha = 1\sigma m \ell \quad \rightarrow \quad \bar{\alpha} = 2\sigma m \ell \quad (91)$$
and
$$\alpha = 2\sigma ml \rightarrow \bar{\alpha} = 1/\sigma ml. \quad (92)$$

As suggested in by the appearance of these forms in expansions of electric and magnetic fields in Sec. [V] the choice of \(\tau\) corresponds to a given spherical harmonic \(\mathbf{u}_\ell^m(\chi)\) being of transverse electric (TE) or transverse magnetic (TM) type.

**APPENDIX B**

**RECONCILING T-MATRIX AND TRANSMISSION LINE APPROACHES**

Here we outline the procedure for establishing equivalence between the transition matrix and transmission line approaches of Secs. [V] and [VI]. A change of variables in (68) from modal coefficients to modal voltages relates the transition and reflection matrices via
$$T = R_{\alpha,1}^{-1} \Gamma R_{\alpha,1}. \quad (93)$$

Rearranging the above expression and substituting (69) yields
$$\Gamma = \left[ R_{\alpha,1d} (P_\alpha + Q_\alpha)^{-1} R_{\alpha,1}^{-1} - 1 \right]. \quad (94)$$

From the definition of the wave admittances in (73), we have
$$Y_{\alpha,4} - Y_{\alpha,1d} = -j\gamma_\alpha \eta^{-1} W_\alpha R_{\alpha,4}^{-1} P_\alpha R_{\alpha,1d}^{-1}. \quad (95)$$

Additionally, from the definition of the operator \(Q_\alpha\) in (67) we may write
$$Q_\alpha = -j\eta_\alpha W^{-1}_\alpha R_{\alpha,4} \sigma R_{\alpha,1d}. \quad (96)$$

From the above expressions, we may construct the first term on the right-hand side of (94) as
$$R_{\alpha,1d} (P_\alpha + Q_\alpha)^{-1} R_{\alpha,1}^{-1} = -j\gamma_\alpha \eta^{-1} W_\alpha (Y_{\alpha,4} - Y_{\text{in}})^{-1} R_{\alpha,4}^{-1} R_{\alpha,1}^{-1}. \quad (97)$$

Substituting this into the definition of \(\Gamma\) and rearranging gives
$$\Gamma = (Y_{\alpha,4} - Y_{\text{in}})^{-1} \cdot (-j\gamma_\alpha \eta^{-1} W_\alpha R_{\alpha,4}^{-1} R_{\alpha,1}^{-1} - Y_{\alpha,4} + Y_{\text{in}}) \quad (98)$$

Expanding two of the central terms above using the definition of the operator \(W_\alpha\) in (62), several cancellations lead to
$$-j\gamma_\alpha \eta^{-1} W_\alpha R_{\alpha,4}^{-1} R_{\alpha,1}^{-1} - Y_{\alpha,4} = -Y_{\alpha,1}. \quad (99)$$

which, when substituted into (98) yields the expected form of the reflection matrix in (81).
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