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Abstract

Exponentially-localized Wannier functions (ELWFs) are an orthonormal basis of the Fermi projection of a material consisting of functions which decay exponentially fast away from their maxima. When the material is insulating and crystalline, conditions which guarantee existence of ELWFs in dimensions one, two, and three are well-known, and methods for constructing ELWFs numerically are well-developed. We consider the case where the material is insulating but not necessarily crystalline, where much less is known. In one spatial dimension, Kivelson and Nenciu-Nenciu have proved ELWFs can be constructed as the eigenfunctions of a self-adjoint operator acting on the Fermi projection. In this work, we identify an assumption under which we can generalize the Kivelson–Nenciu–Nenciu result to two dimensions and higher. Under this assumption, we prove that ELWFs can be constructed as the eigenfunctions of a sequence of self-adjoint operators acting on the Fermi projection.

1. Introduction

The starting point for understanding electronic properties of materials is the many-body ground state of the material’s electrons. In the independent electron approximation, electrons in the ground state occupy the eigenstates of the single-electron Hamiltonian with energy up to the Fermi level. The subspace of the single-electron Hilbert space occupied by electrons in the ground state is known as the Fermi projection [1]. It is often desirable to find orthonormal bases of the Fermi projection which are as spatially localized as possible. Such bases are important both for theoretical and numerical studies of materials. For example, they form the basis of the modern theory of polarization [2–4], and can dramatically speed up numerical calculations [4–7].

For insulating crystalline materials, it is natural to work with orthonormal bases which share the periodic structure of the material in the sense that the basis is closed
under translation by Bravais lattice vectors. Such bases are known as Wannier bases and their elements are known as Wannier functions. Wannier functions can be constructed (in the simplest case) by integrating the Bloch functions of the occupied Bloch bands with respect to the quasi-momentum over the Brillouin zone [8]. Since each Bloch function is only defined up to a complex phase, or “gauge”, Wannier functions are not unique. By changing the gauge, one can change the spatial localization of the corresponding Wannier functions.

In pioneering work, Kohn found that for non-degenerate Bloch bands of inversion-symmetric crystals in one spatial dimension it is always possible to choose the gauge of the Bloch functions such that the associated Wannier functions decay exponentially fast in space [9]. In the years since, many authors have worked to generalize Kohn’s result. A summary of these results is as follows

- In one spatial dimension, the Fermi projection of an insulating crystalline material can always be represented by exponentially-localized Wannier functions [10–14].
- In two dimensions, the same result holds if and only if the Chern number, a topological invariant associated with the occupied Bloch functions, vanishes [10–17].
- In three dimensions, the result holds as long as three “Chern-like” numbers all vanish [10–16].

An important special case of these results is that exponentially-localized Wannier bases always exist whenever the insulating crystal is symmetric under (Bosonic or Fermionic) time-reversal, since this implies that the Chern and Chern-like numbers vanish [16]. When these symmetries hold, a further challenge is to find Wannier functions which respect the symmetries, this additional constraint requires more refined methods and can create further topological obstructions; see, for example [18–23].

For insulating materials without crystalline atomic structure, Bloch functions do not exist and hence cannot be used to construct a spatially localized basis. In spite of this, Nenciu-Nenciu [24], following Kivelson [25], proved by construction that exponentially-localized bases of the Fermi projection always exist in one spatial dimension, and that this same construction applied to a crystalline material yields a Wannier basis. Exponentially-localized bases of the Fermi projection are conjectured to exist more generally, at least whenever time-reversal symmetry holds [26,27]. Beyond one spatial dimension, their existence has been proven in a few special cases [19,26,28–30] (see Section 1.4 for discussion of these works); for more details of the one-dimensional case see [31,32]. In what follows, we will refer to any localized basis of the Fermi projection of a non-periodic insulator as a generalized Wannier basis, and to the elements of such a basis as generalized Wannier functions.

In this work, we introduce and prove validity of a new construction of exponentially localized generalized Wannier functions for periodic and non-periodic insulators in two dimensions and higher. Our results can be thought of as generalizing Kivelson and Nenciu-Nenciu’s ideas to higher dimensions, although our method relies on novel assumptions, one for each dimension higher than one, which
are unnecessary in one dimension. We provide full details of our proofs for the case of an infinite material in two dimensions described by a continuum PDE model. Our proofs, being somewhat more operator-theoretic than those of Nenciu-Nenciu, extend in straightforward ways (up to assumptions and details which we explain in each case) to discrete, finite, and higher dimensional models. Our proof of exponential localization, in particular, requires several new ideas compared with that of Nenciu-Nenciu.

When applied to periodic insulating materials, our construction yields exponentially localized Wannier functions, and hence our assumptions imply vanishing of the Chern number in two dimensions, and of the three Chern-like numbers in three dimensions. Since our construction preserves time-reversal symmetries of the Hamiltonian, our assumptions also imply vanishing of the topological obstructions which appear when time-reversal symmetries are imposed. We conjecture that our assumptions imply vanishing of topological indices formulated for non-periodic insulators, and for insulators in other symmetry classes, as well. In the case of the two dimensional Chern marker, this follows from combining our results with [33] (see also [34]). For other examples of non-periodic formulations of topological invariants, see [35–40].

Our construction implies a new algorithm for numerically computing generalized Wannier functions in finite systems, both with periodic boundary conditions and otherwise. Numerical tests on the two dimensional Haldane model suggest that our assumption generally holds whenever the model is in its non-topological phase, and we find that our algorithm indeed yields exponentially localized generalized Wannier functions for that model, even with weak disorder. The algorithm fails in the topological (Chern) insulator phase because our assumption does not hold in this case. We show that this algorithm can be used to compute two dimensional Wannier functions which respect different choices of boundary conditions, and model symmetries such as time-reversal symmetry, in [41]. In three dimensions, our construction requires an additional assumption, and we leave numerical exploration of this case to future work, although we argue that our assumptions are always valid, at least, for insulators in arbitrary dimensions close to the “atomic limit”, where onsite potentials dominate inter-site hopping. We remark that in general, methods for numerical computation of generalized Wannier functions are significantly less developed than methods for computing Wannier functions [4,43–47], although see Appendix A of [43] and [48]. Numerical methods for computing generalized Wannier functions in finite systems can be viewed as Boys localization schemes [49].

1.1. Paper Organization

The remainder of our paper is organized as follows: we present our main theoretical result without making our assumptions completely explicit, and explain in what sense our result generalizes Kivelson-Nenciu-Nenciu’s one dimensional

---

1 The importance of this limit was emphasized in [42].
result, in Section 1.2. We summarize what is known about the validity of our assumptions in Section 1.3. We review previous literature on constructing generalized Wannier functions for non-periodic materials in Section 1.4. We show results of implementing our numerical algorithm in Section 2. We review some notations in Section 3, before presenting the strategy of the proof of the main theorem, and make our assumptions precise, in Section 4. The proof of our main theorem is presented across Sections 5, 6, and 7. We explain how our results may be generalized to higher dimensional systems in Section 8, and to discrete systems in Section 9. We defer proofs of key estimates required for the proof of our main theorem to Appendices A and B. We finish by proving in Appendix C that, for periodic models satisfying our assumptions, the generalized Wannier functions yielded by our construction are actually Wannier functions.

1.2. The Kivelson–Nenciu–Nenciu Idea and our Main Theorem

In this section, we begin by reviewing Kivelson–Nenciu–Nenciu’s construction of exponentially localized generalized Wannier functions in one spatial dimension. We will then present our main theorem without making our assumptions completely precise. We will make our assumptions precise in Section 4.

Consider the Hilbert space $H = L^2(\mathbb{R})$ and let $H$ be a Hamiltonian of the form

$$H = -\Delta + V(x),$$

where $V$ is a real potential, not necessarily periodic, satisfying $V \in L^2_{\text{uloc}}(\mathbb{R})$. Assume that the Fermi level lies in a spectral gap of $H$, let $P$ denote the Fermi projection, and let $X$ denote the position operator $Xf(x) = xf(x)$. The Kivelson–Nenciu–Nenciu idea is that in one spatial dimension, the eigenfunctions of the operator $PX^2P$ form an exponentially localized generalized Wannier basis. A sketch of Nenciu-Nenciu’s rigorous proof that this proposal works is as follows: using exponential decay of $P$ (Lemma 1 of [24]), $PX^2P$ is well-defined and self-adjoint $D(X) \cap \text{range}(P) \to \text{range}(P)$. Because of decay induced by $X$ (in the resolvent), $PX^2P$ has compact resolvent and hence purely real and discrete spectrum. Since the spectral theorem implies that the eigenfunctions of $PX^2P$ form an orthonormal basis of $\text{range}(P)$, it remains only to prove that the eigenfunctions of $PX^2P$ exponentially decay. This can be verified by a direct calculation from the eigenequation $PX^2Pf = \lambda f$ which again relies on exponential decay of $P$. When $V$ is invariant under translations, $PX^2P$ commutes with the translation operator up to a constant factor, and hence the eigenfunctions of $PX^2P$ are Wannier functions.

In this work, we focus on the Hilbert space $H = L^2(\mathbb{R}^2)$ and let $H$ be a Hamiltonian of the form

$$H = (-i \nabla + A(x))^2 + V(x). \quad (1.1)$$

---

2 Strictly speaking, the Fermi level is not well-defined unless $V$ satisfies further assumptions to ensure the system is spatially ergodic. More precisely, what is required here is that $P$ must be the projection onto an isolated part of the spectrum of $H$.

3 This is the reason for working with $PX^2P$ rather than, say, $PX^2P$, which would yield generalized Wannier functions that do not satisfy this property.
Suppose $V$ is a real scalar function and $A$ is a real vector function, not necessarily periodic, satisfying $V \in L^2_{uloc}(\mathbb{R}^2)$, $A \in L^4_{loc}(\mathbb{R}^2; \mathbb{R}^2)$, and $\text{div} \ A \in L^2_{loc}(\mathbb{R}^2)$. Assume again that the Fermi level lies in a spectral gap of $H$, and let $P$ denote the Fermi projection.

The Kivelson–Nenciu–Nenciu idea does not generalize to this case in a straightforward way for the following reason. Suppose we let $X$ denote a two-dimensional position operator acting as $Xf(x) = x_1 f(x)$ with respect to some choice of non-parallel co-ordinate axes. Then the decay induced by $X$ is not enough for the resolvent of $PXP$ to be compact in two dimensions (unless the system is effectively one-dimensional, see [28]). To generalize the Kivelson-Nenciu-Nenciu idea to two dimensions, we make an additional assumption. The additional assumption we make is that the operator $PXP$ has uniform spectral gaps, an notion we make precise in Assumption 4.3. Numerical simulations on the Haldane model [50] suggest this assumption is equivalent to vanishing of the Chern number in this case; see Fig. 1.

The uniform spectral gap assumption allows us to reduce the original problem of finding an exponentially-localized basis of range($P$) to the problem of finding exponentially-localized bases of the set of subspaces range($P_j$), where $P_j$ denotes the spectral projection onto each separated component of the spectrum of $PXP$. Crucially, functions in range($P_j$) are quasi-one dimensional in the sense that they decay with respect to $X$ away from lines $x_1 = \eta_j$, where $\eta_j$ is a real constant, for each $j$. Using this property, we can apply the Kivelson–Nenciu–Nenciu idea to each range($P_j$) in turn, and thereby build up a generalized Wannier basis of all of range($P$).

We consider the family of operators $P_jYP_j$, where $Y$ is a position operator acting in a non-parallel direction to $X$ as $Yf(x) = x_2 f(x)$. We first prove, using exponential decay of $P_j$ (proved in Appendix A), that with appropriate domains these operators are well-defined and self-adjoint in $L^2(\mathbb{R}^2)$. We then prove, using decay induced by $Y$ combined with the fact that functions in $P_j$ decay in $X$, that each $P_jYP_j$ has compact resolvent and hence purely real and discrete spectrum. We finally prove that the eigenfunctions of $P_jYP_j$ exponentially decay by a direct calculation from the eigenequation $P_jYP_j f = \lambda f$, again using exponential decay of $P_j$. It now follows immediately that the set of eigenfunctions of each of the $P_jYP_j$ operators forms an exponentially localized basis of range($P$).

We are now in a position to present the main result of this paper.

**Theorem 1.1. (Main Theorem)** Let $H$ be the two dimensional continuum Hamiltonian (1.1), where the potentials $A$ and $V$ satisfy certain regularity conditions (Assumption 4.1). Suppose that $H$ has a spectral gap containing the Fermi level (Assumption 4.2), and let $P$ be the Fermi projection. Let $X$ and $Y$ denote position operators $Xf (x) = x_1 f(x)$ and $Yf(x) = x_2 f(x)$ with respect to a choice of non-parallel two-dimensional axes. Then, if $PXP$ has uniform spectral gaps (Assumption 4.3), there exist functions $\{\psi_{j,m}\}_{(j,m) \in \mathcal{J} \times \mathcal{M}}$ and points $\{(a_j, b_m)\}_{(j,m) \in \mathcal{J} \times \mathcal{M}} \in \mathbb{R}^2$ such that

1. The collection $\{\psi_{j,m}\}_{(j,m) \in \mathcal{J} \times \mathcal{M}}$ is an orthonormal basis of range($P$).
Fig. 1. Detail from plot of the sorted non-zero eigenvalues of $PXP$ where $P$ is the Fermi projection and $X$ is the lattice position operator $[X\psi]_{m,n} = [m\psi]_{m,n}$ for the Haldane model on a $24 \times 24$ lattice with periodic boundary conditions. Parameters for the Haldane model are defined in Section 2.2. The left plot corresponds to a non-topological phase (Chern = 0) with parameters $(t, t', v, \phi) = (1, 0, 1, 0)$. The right plot corresponds to topological phase (Chern = 1) with parameters $(t, t', v, \phi) = (1, 1, \frac{1}{4}, \pi)$. In the non-topological phase, the spectrum of $PXP$ shows clear gaps, while in the topological phase, the spectrum does not have clear gaps. We can gain additional insight into these results by Bloch transforming $PXP$ with respect to $x_2$; see Figure D.1 in [51].
2. Each $\psi_{j,m}$ is exponentially localized at $(a_{j,m}, b_{j,m})$ in the sense that
\[
\int_{\mathbb{R}^2} e^{2\gamma \sqrt{1+(x_1-a_{j,m})^2+(x_2-b_{j,m})^2}} |\psi_{j,m}(x)|^2 \, dx \leq C, \tag{1.2}
\]
where $(C, \gamma)$ are finite, positive constants which are independent of $j$ and $m$.

3. The set of $\{\psi_{j,m}\}_{(j,m)\in \mathcal{J} \times \mathcal{M}}$ are the set of eigenfunctions of the operators $P_j Y P_j |_{\text{range}(P_j)}$, where $P_j$ are the band projectors defined by Definition 4.2.

Here $\mathcal{J}$ and $\mathcal{M}$ are the countable sets which index the projectors $P_j$, and the eigenfunctions of $P_j Y P_j$ for fixed $j$, respectively.

We break up the proof of our main theorem into a series of lemmas to be proved, and make our assumptions precise, in Section 4. We prove these lemmas in Sections 5, 6, and 7, using estimates on $P_j$ proved in Appendices A and B.

The generalization of our main theorem to discrete models is relatively simple because of the operator-theoretic structure of our proof. As long as the entries of the discrete Hamiltonian decay exponentially away from the diagonal, we can establish identical operator bounds on the Fermi projector $P$ as in the continuum case, and the rest of the proof goes through without modification; see Section 9.

In finite systems with periodic or Dirichlet boundary conditions, the operators $P_j Y P_j$ which appear in the proof of our main theorem can be constructed and diagonalized numerically. Hence our theorem and its proof imply a simple algorithm for generating a generalized Wannier basis for a given $H$. Note that in our main theorem we allow for a possibly non-zero magnetic potential $A$ so that we can justify applying our construction to the Haldane model even with complex hopping. We test the effectiveness of this algorithm on the Haldane model in Section 2.

A sketch of the generalization of our results to three dimensions is as follows. Consider position operators $X, Y, Z$ associated with a three-dimensional basis acting on $\mathcal{H} := L^2(\mathbb{R}^3)$, and consider the operator $P X P$. Assume $P X P$ has uniform spectral gaps, and let $P_j$ denote spectral projections onto each of the separated components of the spectrum of $P X P$. Now assume the operators $P_j Y P_j$ also have uniform spectral gaps, and let $P_{j,k}$ denote spectral projections onto each of the separated components of the spectrum of $P_j Y P_j$. By analogous reasoning to the two dimensional case, functions in range$(P_{j,k})$ are quasi-one dimensional. We therefore claim that the set of eigenfunctions of the operator $P_{j,k} Z P_{j,k}$ will form an exponentially localized basis of range$(P_{j,k})$ for each $j, k$, and that the union of all of these eigenfunctions over $j$ and $k$ will form an exponentially-localized basis of range$(P)$. For more detail, see Section 8.

The next result addresses the special case where the potentials $A$ and $V$ are periodic.

**Theorem 1.2.** Assume the conditions of Theorem 1.1, that $A$ and $V$ are periodic with respect to a Bravais lattice $\Lambda$, that the position operators $X$ and $Y$ are chosen with respect to the basis vectors of the Bravais lattice (Assumption C.1), and that the $P_j$ are defined in a way which respects the lattice (Assumption C.2). Then the index sets can be taken as $\mathcal{J} = \mathcal{M} = \mathbb{Z}$, and the sets of functions $\{\psi_{j,m}\}_{(j,m)\in \mathbb{Z} \times \mathbb{Z}}$, and centers $\{(a_{j,m}, b_{j,m})\}_{(j,m)\in \mathbb{Z} \times \mathbb{Z}}$, whose existence is guaranteed by Theorem 1.1, can be chosen to be closed under translations in the lattice $\Lambda$. 

We prove Theorem 1.2 in Appendix C; its generalizations to discrete, finite, and higher-dimensional models are clear. Theorem 1.2 proves that, for periodic models, the uniform spectral gaps assumption on $PXP$ implies that $P$ has an exponentially localized Wannier basis. By the usual Fourier transform construction (see, for example, (4) of [4]), Theorem 1.2 implies the existence of an analytic and periodic Bloch frame for the Fermi projection, and hence vanishing of the Chern number [16,17]. In Appendix D of the ArXiv version of this paper [51], we show how the uniform spectral gaps assumption allows for an explicit construction via parallel transport of an analytic and periodic Bloch frame in two dimensions.

The following is simple to prove (it follows immediately from the Riesz projection formula), but has important consequences:

**Theorem 1.3.** Let $T$ denote an anti-unitary operator $L^2(\mathbb{R}^2) \to L^2(\mathbb{R}^2)$ which squares to 1 or $-1$. Assume that $T$ commutes with $H, X,$ and $Y$, and that $PXP$ has uniform spectral gaps so that the projectors $P_j$ are well-defined. Then $T$ commutes with $P, PXP, and, for each $j \in \mathcal{J}$, $P_j$ and $P_jYP_j$.

The first important implication of Theorem 1.3 is: whenever the Hamiltonian is real, so are the operators $P_jYP_j$ for every $j \in \mathcal{J}$, and hence (up to multiplying by a complex constant with modulus 1) the generalized Wannier functions we construct are real. The second is that whenever the Hamiltonian commutes with a Fermionic time-reversal symmetry operator $T$ (an anti-unitary operator which squares to $-1$), the set of eigenfunctions of each $P_jYP_j$ for every $j \in \mathcal{J}$ is closed under $T$. It follows immediately that, at least for periodic models in two dimensions, whenever $PXP$ has uniform spectral gaps, the $\mathbb{Z}_2$ index must vanish; if it did not, our construction would yield exponentially localized Wannier functions respectful of the Fermionic time reversal symmetry, which would be a contradiction [18,23].

**1.3. Outlook**

In this work we find that gap conditions on projected position operators ($PXP$ in two dimensions, $PXP$ and $P_jYP_j$ in three dimensions, and so on) are sufficient conditions for constructing exponentially localized Wannier functions and generalized Wannier functions. This finding provides a new perspective, which does not rely fundamentally on periodicity, from which to study topological materials (although note [27], which emphasizes the role of eigenfunctions of $PXP$ in the quantum Hall effect). Our findings can be considered the generalization of ideas of Vanderbilt, Soluyanov, and co-authors, who have emphasized the importance of the spectrum of the operator $PXP$ for understanding topological properties in the periodic setting [52–56], to the non-periodic setting.

Our work poses two immediate open questions:

1. Do general hypotheses exist, either for periodic or non-periodic materials, which guarantee that projected position operators have gaps?
2. How do these hypotheses relate to the topological obstructions which play such an important role in the periodic case?
Here we collect some observations relevant to these questions. We hope to give more complete answers in future work.

We start by noting that it is possible to construct relatively trivial models for which gap conditions on $PXP$ in two dimensions, and on $PXP$ and $P_jYP_j$ for all $j$ in three dimensions, and so on, are guaranteed to hold. Start with a discrete periodic model, with two sites per unit cell, and set the onsite potentials equal to $\pm v$ for some non-zero and positive $v$. Set all other terms in the Hamiltonian equal to zero. The spectrum is then $\pm v$, and the associated eigenfunctions can be taken to be delta functions at each site. This can be understood as the “atomic limit”, where the sites of the model are infinitely far from each other [42]. Let $P$ denote the projection onto the $-v$ eigenfunctions, and define $X, Y$ etc. to measure position relative to the lattice. The spectra of $PXP$, $P_jYP_j$ etc. are now explicit: they all equal $\mathbb{Z}$ (up to overall shifts and scaling factors), and hence all of these operators satisfy the uniform spectral gaps assumption. The generalized Wannier functions yielded by our construction in this case are simply deltas at each site with onsite potential $-v$.

The models and Wannier functions constructed thus far are trivial. However, note that if we turn on inter-site hopping continuously, the spectrum of the operator $H$, the projector $P$, and the spectra of the projected position operators, will all change continuously as well. It follows that the uniform spectral gaps of the projected position operators will persist, even for non-zero (sufficiently small) inter-site hopping amplitudes. Note that this argument holds even if we allow for onsite potentials and/or hopping amplitudes which vary throughout the structure, so that in this way we can construct discrete models, both periodic and non-periodic, for which uniform spectral gaps assumptions are guaranteed to hold. We expect that the argument will also go through for continuous models in the “strong-binding” limit where tight-binding models describe the low-energy behavior (see, for example, [57–59] and references therein).

The examples just constructed answer question (1) positively, albeit with hypotheses which are perhaps too strong to be generally useful. In our numerical experiments on the two dimensional Haldane model, the gap condition on $PXP$ appears to be roughly equivalent to vanishing of the Chern number for that model, even far from the atomic limit. However, the gap condition cannot be equivalent to vanishing of the Chern number in general, because Theorem 1.3 implies that (see also [41] for numerical verification) $PXP$ cannot have gaps when the Kane-Mele model is in its topological ($\mathbb{Z}_2$ index odd) phase, even though the Chern number vanishes in that case. It is therefore tempting to conjecture that $PXP$ has gaps whenever all topological obstructions, including those created by model symmetries such as time-reversal, vanish. Such a conjecture would still require care to state and prove, however, since the gap condition might not hold for totally arbitrary non-periodic non-topological systems, and/or be sensitive to the co-ordinate axes used to define the operator $X$. It is tempting to make similar conjectures in higher dimensions as well, with the same caveats. These conjectures are supported by the example of an insulator in the atomic limit, since this is precisely the paradigm of a topologically trivial insulator [42].
We can gain further insight, at least in the periodic case, by revisiting the works of Vanderbilt and Soluyanov, so we now briefly recall their ideas. In periodic materials in \(d\) dimensions, the operator \(PX\) can be decomposed using Bloch theory into operators \(PX(k)\) where \(k\) is a \((d-1)\)-dimensional wave-vector. Topological data, such as Chern numbers, turn out to be encoded in winding numbers of the eigenvalues (band structure) of these operators. For more details, see [52–56]. The associated eigenfunctions of these operators can be constructed by integrating Bloch functions in a particular gauge with respect to \((d-1)\) components of the wave-vector (as opposed to \(d\) in the case of Wannier functions), resulting in “hybrids” between localized Wannier functions and extended Bloch functions, known as “hybrid”, or “hermaphrodite”, Wannier functions (see also [60]).

Motivated by these works, we have investigated whether gap conditions can be directly (that is not through Theorem 1.2) related to vanishing of topological invariants. In Appendix D of [51], we give an alternative proof, using parallel transport, that, for two dimensional periodic materials, if \(PX\) has uniform spectral gaps, it is always possible to construct an analytic and periodic Bloch frame for the Fermi projection and hence the Chern number must vanish. In [41] we give a similar direct proof that \(PX\) having uniform spectral gaps implies vanishing of the \(\mathbb{Z}_2\) index when Fermionic time-reversal symmetry holds and \(P\) is the projection onto two bands (the minimum possible dimension of range(\(P\)) in the presence of Fermionic time-reversal symmetry). Ultimately, however, these calculations merely confirm that gap conditions imply vanishing of topological invariants, which is already clear from Theorems 1.2 and 1.3, and do not address questions (1) and (2).

We can also gain insight by slightly generalizing our construction. Suppose that, for some model and choice of position operator \(X\), \(PX\) does not have gaps so that our construction fails. Then, we can try to perturb \(X\) to another operator \(\hat{X}\) so that \(PX\) does have gaps, define band projectors \(P_j\) onto the spectral islands of \(PX\), and then obtain generalized Wannier functions by diagonalizing the operators \(P_jYP_j\). It turns out to be straightforward to make this proposal rigorous under appropriate technical assumptions on \(\hat{X}\); see Appendix A.4 for details. We show the power of this more general perspective in [41], where we find that by constructing an \(\hat{X}\) which explicitly breaks Fermionic time-reversal symmetry, while satisfying the technical assumptions, we obtain an operator \(PX\) with gaps, from which we can obtain exponentially localized generalized Wannier functions, even in the topological phase of the Kane-Mele model.

In [34], two of the authors have demonstrated the principle more abstractly by proving that, whenever range(\(P\)) has an orthonormal basis which decays at a sufficiently fast algebraic rate, there exists an operator \(\hat{X}\), defined in terms of the algebraically decaying orthonormal basis, and satisfying the necessary technical assumptions, such that \(PX\) has gaps. These results suggest that questions (1) and (2) may be easier to answer if we relax the condition that projected position operators have gaps to the condition that operators “close” to projected position operators have gaps. Indeed, if we take this perspective, [34] answers question (1) in the affirmative, with the necessary hypothesis being existence of a sufficiently rapidly decaying orthonormal basis of range(\(P\)). This result is far from ideal, however,
because existence of such a basis is not an easily verified condition in the non-periodic case.

1.4. Previous Works on Generalized Wannier Functions

Before continuing to our numerical results, we pause to discuss existing literature on generalized Wannier functions, other than the works of Kivelson and Nenciu-Nenciu we have already mentioned [24,25]. Before Nenciu-Nenciu’s proof of exponential decay, Niu [27] showed that eigenfunctions of $P XP$ would decay faster than any polynomial power. Geller and Kohn have studied generalized Wannier functions in “nearly periodic” materials [29,61]. Nenciu and Nenciu have proved existence of generalized Wannier functions for materials whose atomic potential is related to that of a crystal with exponentially-localized Wannier functions via an interpolation which does not close the spectral gap at the Fermi level [26].

More recent work by Cornean, Nenciu, and Nenciu [28] showed that the one-dimensional result of Nenciu-Nenciu [24] can be generalized to higher dimensions where $H = -\Delta + V$ and the potential $V$ is concentrated along a single axis. Hastings and Loring have studied Wannier functions in two dimensions defined as “simultaneous approximate eigenvectors” of the operators $P XP$ and $PY P$ [62]. E and Lu proved existence and exponential localization of Wannier functions in smoothly deformed crystals in the limit where the deformation length-scale tends to infinity [63]. Prodan [30] showed that by diagonalizing $Pe^{-R}P$ (where $R$ denotes the radial position operator $\sqrt{X^2 + Y^2}$) one can construct an orthogonal basis of functions which are concentrated on spherical shells in arbitrary dimension. Cornean, Herbst, and Nenciu [19] have proved that the existence and exponential localization of generalized Wannier functions is stable under perturbation by a weak (but not spatially decaying) magnetic field. In the special case where the unperturbed system is periodic and the perturbing magnetic field is constant, they prove further that the set of generalized Wannier functions remains closed under translations in the Bravais lattice.

In the presence of topological obstructions, which prevent existence of exponentially localized Wannier functions, exponentially localized overcomplete bases known as Parseval frames may nonetheless exist, see [64–66].

2. Numerical Results

2.1. Numerical Scheme

In this section we present results of implementing the numerical scheme suggested by our main theorem for generating exponentially localized generalized Wannier functions. In [41], we have further extended this numerical scheme, for example modifying the scheme to respect different boundary conditions, and to obtain Wannier functions which respect model symmetries such as time-reversal. A more detailed version of this section, with more details about implementation and more figures, can be found in the ArXiv version of this paper [51]. The scheme is as follows:
1. Choose position operators $X$ and $Y$ acting in non-parallel directions.
2. Compute the Fermi projector $P$ by diagonalizing the Hamiltonian $H$.
3. Diagonalize the operator $PXP$, and inspect $\sigma(PXP)$ for clusters of eigenvalues separated from other eigenvalues by spectral gaps.
4. Form band projectors $P_j$ onto each cluster of eigenvalues.
5. Diagonalize the operators $P_jYP_j$ to obtain exponentially localized eigenvectors which span the Fermi projection.

Since numerically one can only deal with a finite system, it is necessary to clarify two points compared with the infinite case.

First, note that any vector in a finite system is trivially exponentially-decaying by taking $C > 0$ sufficiently large and $\gamma > 0$ sufficiently small in (1.2). It is necessary to clarify, therefore, that the algorithm presented above yields exponentially-decaying eigenvectors with $C > 0$ and $\gamma > 0$ which are independent of system size. In this sense, our algorithm yields a non-trivial result.

Second, in finite systems, all operators have purely discrete spectrum and hence (generically) there will be a spectral gap between any pair of eigenvalues. However, to obtain localized eigenvectors it is not enough to simply form band projectors for each eigenvalue of $PXP$ alone. Hence the clarification in the algorithm that we must form band projectors from clusters of nearby eigenvalues separated from the remainder of the spectrum by clear spectral gaps. This point is clarified by our rigorous analysis in the following sections, where we show that the localization of the generalized Wannier functions produced by our scheme is related to the minimal gap between the bands of $\sigma(PXP)$ (see Section 7).

### 2.2. Results for the Haldane Model

We test our scheme on the Haldane model [50] at half-filling, a simple two-dimensional model whose Fermi projection, in the crystalline setting, may or may not have non-zero Chern number depending on model parameters. For this reason, the Haldane model is a natural model for investigating the connection between gaps of $PXP$ and topological triviality of $P$ in the case where the material is periodic. Historically, the Haldane model was the first model of a Chern insulator: a material exhibiting quantized Hall response without net magnetic flux through the material. We now briefly recap the essential features of this model, for additional details of the Haldane model we refer the reader to the following reviews [50,67,68].

The Haldane model describes electrons in the tight-binding limit hopping on a honeycomb lattice. In addition to real nearest-neighbor hopping terms, the model allows for a real on-site potential difference between the $A$ and $B$ sites of the lattice, and for complex next-nearest-neighbor hopping terms which break time-reversal symmetry without introducing net magnetic flux. We consider a $24 \times 24$ lattice, so that the model Hilbert space is $\ell^2(\{1, ..., 24\}^2; \mathbb{C}^2)$, and we denote elements of this space by $\psi = \{\psi_{m,n}\}_{1 \leq m,n \leq 24}$, where $\psi_{m,n} = (\psi^A_{m,n}, \psi^B_{m,n}) \in \mathbb{C}^2$. We denote the nearest-neighbor hopping amplitude by $t$, the onsite potential difference by $v$, and the magnitude and phase of the second-nearest neighbor hopping by $t'$ and $\phi$, respectively. It is simplest to set $\phi = \frac{\pi}{2}$, and one does not lose phenomena by this
simplification. With this convention, the Haldane has a spectral gap and the Fermi projection $P$ has a non-zero Chern number whenever $|v| < 3\sqrt{3}|t'|$ [50]. In this case we say the model is in its topological phase. We define position operators parallel to the lattice vectors of the model so that $(X\psi)_{m,n} = m\psi_{m,n}, (Y\psi)_{m,n} = n\psi_{m,n}$.

We model disorder by replacing the uniform on-site potential difference $v$ by a spatially varying on-site potential $v + \eta_{m,n}$, where $\eta_{m,n}$ is drawn for each $m, n$ from independent Gaussian distributions with mean 0 and variance $\sigma^2$.

We present the following results. In Figs. 1 (detail) and 2 (full spectrum), we compare the spectrum of $PXP$ for parameter values such that the model is in its non-topological and topological phases. The computations show that the uniform spectral gaps assumption is valid only in the non-topological phase. In Fig. 3, we show a typical eigenfunction of $PjYPj$, which decays exponentially quickly away from its center in all directions. In Fig. 4, we show that at edges of the computational domain, the eigenvalues of $PXP$ can cluster more than in the bulk, leading to eigenfunctions of $PjYPj$ which are less well localized. We attribute this to the fact that the position operators $X$ and $Y$ do not respect the periodic boundary conditions, and have explored using different position operators, inspired by [69–71], in [41]. In Fig. 5, we show that the addition of weak (relative to the spectral gap of $H$) disorder does little to affect the spectrum of $PXP$ or the localization of eigenfunctions of $PjYPj$. In Fig. 6, we show that, even when the disorder is strong enough to close the spectral gap of $H$, the spectrum of $PXP$ still shows clear gaps, and our algorithm still yields very well-localized eigenfunctions of $PjYPj$. We attribute this to the fact that the eigenfunctions of $H$ are Anderson localized in this case [72].

3. Notation and Conventions

Before moving on to our proofs, we pause to review some notation. Vectors in $\mathbb{R}^d$ will be denoted by bold face with their components denoted by subscripts. For example, $v = (v_1, v_2, v_3, \cdots, v_d) \in \mathbb{R}^d$. For any $v \in \mathbb{R}^d$, we use $|v|$ to denote its Euclidean norm. That is $|v| := (\sum_{i=1}^{d} v_i^2)^{1/2}$.

For any $f : \mathbb{R}^2 \to \mathbb{C}$ and any $p \in [1, \infty]$, we use $\|f\|_{L^p}$ to denote the $L^p$-norm of $f$. Additionally, we define $L^p_{\text{loc}}(\mathbb{R}^2)$ as the space of local $L^p(\mathbb{R}^2)$ functions and $L^p_{\text{uloc}}(\mathbb{R}^2)$ as the set of uniformly local $L^p(\mathbb{R}^2)$ functions

$$L^p_{\text{uloc}}(\mathbb{R}^2) := \left\{ f \in L^p_{\text{loc}}(\mathbb{R}^2) : \exists M > 0 \text{ s.t. } \forall x' \in \mathbb{R}^2, \int_{|x-x'| \leq 1} |f(x)|^p dx \leq M \right\}.$$

For the special case of $p = 2$, we will drop the subscript $L^2$ and define $\|f\| := \|f\|_{L^2}$. For any linear operator, we will use $\|A\|$ to denote the spectral norm of $A$.

4 We find that rotating the position operators does not close the gaps of $PXP$, and makes little difference to the localization of the resulting generalized Wannier functions (see Section 2.8 of [51]).
Fig. 2. Plot of sorted non-zero eigenvalues of $PXP$ where $P$ is the Fermi projection and $X$ is the lattice position operator for the Haldane model on $24 \times 24$ system with periodic boundary conditions. The left plot corresponds to parameters $(t, t', v, \phi) = (1, 0, 1, \frac{\pi}{2})$ (non-topological phase) and the right plot corresponds to parameters $(t, t', v, \phi) = (1, \frac{1}{4}, 0, \frac{\pi}{2})$ (topological phase). The gap in $H$ for both non-topological and topological phase is $\approx 2$. 
Fig. 3. Plots of a typical eigenfunction of the operators $P_j Y P_j$, where $P_j$ projects onto one of the bands of spectrum of $P X P$, shown in the left panel of Fig. 2. At left, a 3d surface plot of $|\psi_{m,n}|$ at each $1 \leq m, n \leq 24$. At right, a 2d log plot of the same function. For these figures we avoid the $P_j$ where a few bands of the spectrum of $P X P$ have clumped together, we consider these in Fig. 4.
Fig. 4. At left, detail from left panel of Fig. 2 showing the clumping together of bands of $PX\, P$ near to the edge of the domain. At right, 2d log plot showing an eigenfunction of $P_j\, Y\, P_j$, where $P_j$ projects onto the set of clumped bands. The eigenfunction has relatively large spread in $x_1$ relative to that plotted in Fig. 3. Since it does not occur when we impose Dirichlet boundary conditions, we attribute the clumping of eigenvalues of $PX\, P$ to the fact that $X$ does not respect the periodic boundary conditions of the model. We suggest a remedy, following [69–71], in [41]
Fig. 5. Plots of part of the spectrum of $PXP$ (left), and of a typical eigenfunction of the operators $P_jY_P_j$ (right), for the Haldane model with Dirichlet boundary conditions, parameters $(t, t', v, \phi) = (1, \frac{1}{10}, 1, \frac{\pi}{2})$ (non-topological phase), and moderate ($\sigma^2 = \frac{1}{4}$) onsite disorder. We plot results for a realization of the onsite disorder such that $H$ has a clear gap $\sim .253$. The eigenvalues of $PXP$ show clear gaps despite the disorder, and the eigenfunctions of $P_jY_P_j$ show comparable exponential localization to the case without disorder (Fig. 3).
Fig. 6. Plots of part of the spectrum of $PXP$ (left), and of a typical eigenfunction of the operators $P_j Y P_j$ (right), for the Haldane model with Dirichlet boundary conditions, parameters $(t, t', v, \phi) = (1, \frac{1}{10}, 1, \frac{\pi}{4})$ (non-topological phase), and strong ($\sigma^2 = 100$) onsite disorder. We plot results for a realization of the onsite disorder such that $H$ has a very small gap $\sim 0.12$. Although our results do not directly apply to this case, the eigenfunctions of $H$ are themselves localized because of Anderson localization [72]. We find that the eigenvalues of $PXP$ show clear gaps, and the eigenfunctions of $P_j Y P_j$ show clear exponential localization. For comparison, we have numerically compared the decay of the eigenfunctions of $P_j Y P_j$ to those of $H$, finding that the eigenfunctions of $P_j Y P_j$ are more uniformly localized. While the lowest energy eigenfunctions of $H$ are more localized than the eigenfunctions of $P_j Y P_j$, the higher energy eigenfunctions of $H$ are less localized than these eigenfunctions. These computations can be found in [51].
We generally define position operators $X$ and $Y$ with respect to a fixed coordinate system by

$$Xf(x) = x_1 f(x), \quad Yf(x) = x_2 f(x),$$

(3.1)

although in the periodic setting it is natural to re-scale these operators (C.4).

Given two sets $A, B \subseteq \mathbb{R}$ we define their diameter and distance as follows

$$\text{diam}(A) := \sup\{|a_1 - a_2| : a_1, a_2 \in A\}$$
$$\text{dist}(A, B) := \inf\{|a - b| : a \in A, b \in B\}.$$  

For any contour in the complex plane, $C$, we will use $\ell(C)$ to denote the length of $C$.

Given a point $a \in \mathbb{R}^2$, and a non-negative constant $\gamma \geq 0$, we define an exponential growth operator by

$$B_{\gamma, a} := \exp\left(\gamma \sqrt{1 + (X - a_1)^2 + (Y - a_2)^2}\right).$$

Given a linear operator $A$, we define

$$A_{\gamma, a} := B_{\gamma, a} AB_{\gamma, a}^{-1}. \quad (3.2)$$

We refer to $A_{\gamma, a}$ as “exponentially-tilted” relative to $A$. We will often prove estimates where we use the notation (3.2) but omit the point $a$. In this case the estimate should be understood as uniform in the choice of point $a$. As a note, per our convention, when $\gamma = 0$, $A_{\gamma, a} = A$.

### 4. Precise Statement of Main Theorem

In this section, we present our assumptions in full detail and re-state our main theorem precisely. The details of the proof will be presented in Sections 5, 6, and 7, with proofs of key estimates postponed until Appendices A and B.

Key to our proofs is the notion of an exponentially localized orthogonal projector which we now define. Note that we abuse notation in the standard way by using the same letter for the operator and integral kernel.

**Definition 4.1. (Exponentially Localized Projector)** We say that an orthogonal projector $P$ on $L^2(\mathbb{R}^2)$ has an exponentially localized kernel if it admits an integral kernel $P(\cdot, \cdot) : \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{C}$ and there exist finite, positive constants $(C, \gamma)$ so that for all $x, x' \in \mathbb{R}^2$ the following bound holds almost everywhere:

$$|P(x, x')| \leq Ce^{-\gamma|x-x'|}. \quad (4.1)$$

In the context of electronic structure theory, exponentially localized projectors naturally arise as spectral projectors for gapped magnetic Schrödinger operators. To illustrate this principle, we now state sufficient regularity conditions so that the Fermi projection is an exponentially localized orthogonal projector:
Assumption 4.1. (Regularity) We consider the Hilbert space $H := L^2(\mathbb{R}^2)$ acted on by the Hamiltonian

$$H = (-i \nabla + A(x))^2 + V(x).$$

We assume that $V \in L^2_{\text{uloc}}(\mathbb{R}^2; \mathbb{R}), A \in L^4_{\text{loc}}(\mathbb{R}^2; \mathbb{R}^2)$, and $\text{div} A \in L^2_{\text{loc}}(\mathbb{R}^2; \mathbb{R})$.

Assumption 4.1 ensures that $H$ is essentially self-adjoint with core $C_c^\infty(\mathbb{R}^2)$ [73, Theorem 3], and is sufficient to prove the exponential localization of the Fermi projection. Note that we do not make any assumptions about periodicity of $H$ and hence our results apply for both periodic and non-periodic systems.

We additionally assume that $H$ has a spectral gap. More formally:

Assumption 4.2. (Spectral gap) We assume that we can write

$$\sigma(H) = \sigma_0 \cup \sigma_1,$$

where $\text{dist}(\sigma_0, \sigma_1) > 0$ and $\text{diam}(\sigma_0) < \infty$.

Since $H$ is essentially self-adjoint, by the spectral theorem there exists an orthogonal projector $P$ associated with $\sigma_0$.

Because of the spectral gap of $H$, it can be shown the projector $P$ admits an integral kernel which is exponentially localized.

Proposition 4.1. ([33, 74, 75]) Let $H$ satisfy the regularity and spectral gap assumptions (Assumptions 4.1 and 4.2) and let $P$ be the spectral projector associated with $\sigma_0$. Then $P$ is an exponentially localized orthogonal projector.

Our main results only require that the projector $P$ is exponentially localized as in Definition 4.1. Hence we expect these results can be extended to spectral projections appearing in other contexts.

We now claim the following Lemma:

Lemma 4.1. Let $P$ be any exponentially localized orthogonal projector. For $X$ is as in (3.1), the operator $PXP$ is self-adjoint in $L^2(\mathbb{R}^2)$ with domain $\{D(X) \cap \text{range}(P)\} \cup \text{range}(P)^\perp$.

We prove Lemma 4.1 in Section 5.1. Lemma 4.1 generalizes part (i) of Theorem 1 of Nenciu-Nenciu [24] to two dimensions. The proof is similar and only relies on exponential localization of $P$.

We are now in a position to give our precise assumption on $PXP$. When it holds, we say that $PXP$ has uniform spectral gaps.

Assumption 4.3. (Uniform spectral gaps) We assume there exist constants $(d, D)$ such that:

1. There exists a countable set, $\mathcal{J}$, such that:

$$\sigma(PXP) = \bigcup_{j \in \mathcal{J}} \sigma_j.$$
2. The distance between $\sigma_j, \sigma_k$ ($j \neq k$) is uniformly lower bounded:

$$d := \min_{j \neq k} \left( \text{dist}(\sigma_j, \sigma_k) \right) > 0.$$ 

3. The diameter of each $\sigma_j$ is uniformly bounded:

$$D := \max_{j \in J} \left( \text{diam}(\sigma_j) \right) < \infty.$$ 

If $PXP$ has uniform spectral gaps in the sense of Assumption 4.3, we can define spectral projections associated with each subset $\{\sigma_j\}_{j \in J}$ of $\sigma(PXP)$. We will refer to these projections as band projectors. Note that our use of “band” in this context should not be confused with its use in the context of Bloch eigenvalue bands of periodic operators.

**Definition 4.2.** *(Band projectors)* When $PXP$ has uniform spectral gaps with constants $(d, D)$ and decomposition $\{\sigma_j\}_{j \in J}$ in the sense of Assumption 4.3, we let

$$P_j := P \left( \frac{1}{2\pi i} \int_{\mathcal{C}_j} (\lambda - PXP)^{-1} d\lambda \right) P \quad j \in \mathcal{J},$$

(4.2)

where $\mathcal{C}_j$ encloses $\sigma_j$ and satisfies

$$\sup_{\lambda \in \mathcal{C}_j} \| (\lambda - PXP)^{-1} \| \leq Cd^{-1} \quad \text{and} \quad \ell(\mathcal{C}_j) \leq C'(D + d)$$

(4.3)

for some absolute constants $C, C'$ independent of $j$. In particular, $P_j$ is an orthogonal projection onto the spectral subspace associated with $\sigma_j$.

Note that the existence of a contour $\mathcal{C}_j$ satisfying (4.3) is clearly guaranteed by the uniform spectral gap assumption (Assumption 4.3).

The addition of $P$ in the definition (4.2) of the band projectors, $P_j$, is to ensure that range $(P_j) \subseteq \text{range}(P)$. This is necessary to avoid the trivial null space of $PXP$ consisting of functions in the null space of $P$. Since $P$ commutes with $PXP$, we have that

$$P_j = \left( \frac{1}{2\pi i} \int_{\mathcal{C}_j} (\lambda - PXP)^{-1} d\lambda \right) P.$$ 

With this definition of $P_j$, we will prove the following proposition:

**Proposition 4.2.** Suppose that $P$ is an exponentially localized orthogonal projector (Definition 4.1) and let $PXP$ satisfy the uniform spectral gap assumption (Assumption 4.3). Let $P_j$, with $j \in \mathcal{J}$, be the band projectors as in Definition 4.2.

There exist constants $(C, C', \gamma)$, independent of $j \in \mathcal{J}$, so that for all $j \in \mathcal{J}$:

1. The projector $P_j$ admits an kernel $P_j(\cdot, \cdot) : \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{C}$ so that for almost all $x, x' \in \mathbb{R}^2$:

$$|P_j(x, x')| \leq Ce^{-\gamma|x-x'|}$$
2. For each \( \eta_j \in \sigma_j \)

\[
\| (X - \eta_j) P_{j, \gamma} \| \leq C' \\
\| P_{j, \gamma} (X - \eta_j) \| \leq C'
\]

**Proof.** Proven in Appendix A. \( \square \)

In two dimensions, \( P Y P \), like \( P X P \), does not have compact resolvent. However, as a consequence of the second estimate in Proposition 4.2, one can show that in fact \( P_j Y P_j \) has compact resolvent on range \( (P) \). Since \( P_j \) additionally admits an exponentially localized kernel, by applying similar technical machinery as used in Nenciu-Nenciu [24], we can show eigenfunctions of \( P_j Y P_j \) are exponentially localized.

We now formally outline these steps by a series of lemmas (Lemmas 4.2, 4.3, 4.4)

**Lemma 4.2.** Suppose that \( \{ P_j \}_{j \in \mathcal{J}} \) is any family of orthogonal projectors satisfying the conclusions of Proposition 4.2 and let \( Y \) be as in (3.1). Then the operators \( P_j Y P_j \) are each self-adjoint on \( L^2(\mathbb{R}^2) \) with domains \( \{ D(Y) \cap \text{range}(P_j) \} \cup \text{range}(P_j)^\perp \).

We prove Lemma 4.2 in Section 5.2. The proof is very similar to the proof of Lemma 4.1, except that it relies on exponential localization of each \( P_j \) (Proposition 4.2).

We now claim that each of the operators \( P_j Y P_j \) has compact resolvent:

**Lemma 4.3.** Each of the operators \( P_j Y P_j \) \( j \in \mathcal{J} \), as in Lemma 4.2, has compact resolvent.

We prove Lemma 4.3 in Section 6. Lemma 4.3 generalizes part (ii) of Theorem 1 of [24] to two dimensions (we sketch the generalization to higher dimensions in Section 8). The generalization is non-trivial since the decay induced by \( Y \) alone is not sufficient for the resolvent of \( P_j Y P_j \) to be compact. To prove compactness, we make use of the fact that functions in each subspace \( \text{range}(P_j) \) decay with respect to \( x \).

Our final Lemma states that eigenfunctions of the operators \( P_j Y P_j \) are exponentially localized:

**Lemma 4.4.** Let \( P_j Y P_j \), \( j \in \mathcal{J} \), be as in Lemma 4.2. Then there exists a \( \gamma'' > 0 \), independent of \( j \), such that if \( \psi \in \text{range}(P_j) \) and \( P_j Y P_j \psi = \eta^\prime \psi \), then for all \( \eta \in \sigma_j \)

\[
\int e^{2 \gamma'' \sqrt{1 + (x_1 - \eta)^2 + (x_2 - \eta')^2}} |\psi(x)|^2 \, dx \leq 16 e^{\gamma'' \sqrt{1 + 2b^2}}.
\]

Here \( b \) is a finite positive constant (independent of \( j \) and \( \psi \)) which depends only on the collection \( \{ P_j \}_{j \in \mathcal{J}} \).

We prove Lemma 4.4 in Section 7. Lemma 4.4 generalizes part (iii) of Theorem 1 of Nenciu-Nenciu [24] to two dimensions (we sketch the generalization to higher dimensions in Section 8). We note that although the proof of Lemma 4.4 has a
similar structure to that of [24], our proof involves technical innovations which are necessary to (1) generalize their proof to two dimensions and higher (2) give a proof which does not refer to the original Hamiltonian $H$, requiring only the properties of the projectors $P_j$ (Proposition 4.2).

The proof of our main theorem (Theorem 1.1) immediately follows from Lemmas 4.1, 4.2, 4.3, and 4.4 and the spectral theorem for self-adjoint operators applied to each $P_j Y P_j$, $j \in J$. For each $(j, m) \in J \times \mathcal{M}$, we define the points $(a_{j,m}, b_{j,m})$ by the $(\eta, \eta')$ appearing in Lemma 4.4, that is $a_{j,m}$ can be taken as any $\eta \in \sigma_j$, while $b_{j,m}$ is the associated eigenvalue of $\psi_{j,m}$ considered as an eigenfunction of $P_j Y P_j$.

5. Proof of Self-Adjointness of $PX P$ and $P_j Y P_j$ (Lemmas 4.1 and 4.2)

The proofs that $PX P$ and $P_j Y P_j$ are self-adjoint in two dimensions are almost exactly the same and they both use the same argument as given in [24]. Because the proofs are so similar, we will first prove that $PX P$ is essentially self-adjoint and then note the changes which need to be made to prove that $P_j Y P_j$ is essentially self-adjoint.

5.1. Proof of Self-Adjointness of $PX P$

To prove self-adjointness of $PX P$ we require two lemmas regarding norm estimates for the projector $P$. We invite the reader to recall our convention for exponentially tilted operators (such as $P_\gamma$) given in Section 3.

Using the exponential localization of $P$, the following operator norm estimate can easily be verified.

**Lemma 5.1.** Suppose that $P$ is an exponentially localized projector (Definition 4.1). There exists a finite positive constant $K_1$ so that

$$
\|[P, X]\| \leq K_1.
$$

**Proof.** Since $P$ admits an exponentially localized kernel, we have that there exist finite, positive constants $(C, \gamma_1)$ so that

$$
|P(x, x')| \leq Ce^{-\gamma_1|x-x'|}.
$$

Therefore, for any $f \in L^2(\mathbb{R}^2)$ we have

$$
\|[P, X]f\|^2 = \|(XP - PX)f\|^2
= \int_{\mathbb{R}^2} \left( \int_{\mathbb{R}^2} (x_1 - x'_1) P(x, x') f(x') dx' \right)^2 dx.
$$

Since $P$ admits an exponentially localized kernel, one easily checks that there exists an constant $C'$ so that the following bound holds pointwise almost everywhere:

$$
|(x_1 - x'_1) P(x, x')| \leq C|x_1 - x'_1|e^{-\gamma_1|x-x'|}
$$
\[ \leq C' e^{-\gamma_1/2|x-x'|} . \]

Combining this pointwise bound with Young's convolution inequality then gives

\[
\| [P, X] f \|^2 \leq C' \int_{\mathbb{R}^2} \left( \int_{\mathbb{R}^2} e^{-\gamma_1/2|x-x'|} |f(x')| \, dx' \right)^2 \, dx
\]
\[ \leq C' \left( \int_{\mathbb{R}^2} e^{-\gamma_1/2|x|} \, dx \right)^2 \left( \int_{\mathbb{R}^2} |f(x)|^2 \, dx \right) \]
\[ \leq K_2' \| f \|^2 , \]

which completes the proof. \qed

We can now prove that \( PX \rho P \) is self-adjoint. We will first prove that \( PX \rho P \) is self-adjoint \( \text{range}(P) \cap D(X) \to \text{range}(P) \). Since we can extend \( PX \rho P \) by zero to \( \text{range}(P)^\perp \) it is trivial to see that \( PX \rho P \) is then self-adjoint in all of \( L^2(\mathbb{R}^2) \) with the domain \( \{ \text{range}(P) \cap D(X) \} \cup \text{range}(P)^\perp \). We will prove that \( PX \rho P \) is self-adjoint \( \text{range}(P) \cap D(X) \to \text{range}(P) \) by proving that \( PX \rho P \pm i \mu \) is surjective on \( \text{range}(P) \) for all \( \mu > 0 \).

It is immediately clear that \( PX \rho P \) maps \( \text{range}(P) \cap D(X) \to \text{range}(P) \). Recall that \( X \) is self-adjoint with domain \( D(X) := \{ f \in L^2 : x_1 f \in L^2 \} \), and hence \( (X \pm i \mu)^{-1} \) is bounded for all \( \mu > 0 \) and \( \| (X \pm i \mu)^{-1} \| \leq \mu^{-1} \). Since \( (X \pm i \mu)^{-1} P = P + [X, P](X \pm i \mu)^{-1} P \), and since \( [X, P] \) is bounded by Lemma 5.1, \( P(X \pm i \mu)^{-1} P : \text{range}(P) \to \text{range}(P) \cap D(X) \). But now, using essentially the same calculation and the fact that \( P \) is a projection, we have

\[
(PX \rho P \pm i \mu) P(X \pm i \mu)^{-1} P = P(I + P[X, P](X \pm i \mu)^{-1} P) .
\] (5.1)

By choosing \( \mu \geq 2 \| [X, P] \| \) we have that \( \| P[X, P](X \pm i \mu)^{-1} P \| \leq 1/2 \), and hence

\[
(PX \rho P \pm i \mu) P(X \pm i \mu)^{-1} P \left( I + P[X, P](X \pm i \mu)^{-1} P \right)^{-1} = P .
\]

We conclude that with the domain \( D(X) \cap \text{range}(P) \), \( PX \rho P \pm i \mu \) is surjective on \( \text{range}(P) \) and is hence self-adjoint by the fundamental criterion of self-adjointness [76, Chapter VIII].

5.2. Proof of Self-Adjointness of \( P_j Y P_j \)

In this section we require analogous estimates on \( P_j \) as we required on \( P \) in Section 5.1. Using the exponential localization of \( P_j \) (Proposition 4.2(1)), the following operator norm estimate can easily be verified.

Lemma 5.2. Suppose that \( P_j \) is an exponentially localized projector (Definition 4.1). There exists a finite, positive constant \( K'_1 \) so that

\[
\| [P_j, Y] \| \leq K'_1 .
\]

Letting \( D(Y) := \{ f \in L^2 : x_2 f \in L^2 \} \), self-adjointness of \( P_j Y P_j \) with the domain \( \{ D(Y) \cap \text{range}(P_j) \} \cup \text{range}(P_j)^\perp \) now follows by the exact same calculation given in the previous section.
6. Proof that $P_j Y P_j$ has Compact Resolvent (Lemma 4.3)

For this proof we will make use of the estimate from Proposition 4.2. For the first part of this proof, we state and prove the following trivial lemma:

**Lemma 6.1.** For any $f \in L^2(\mathbb{R}^2)$ let $M_f$ denote the multiplicative operator

$$M_f g(x) := f(x)g(x)$$

If $A$ admits an exponentially localized kernel (Definition 4.1) then $M_f A$ is a Hilbert-Schmidt operator and hence compact.

**Proof.** Since $A$ has an integral kernel and $M_f$ is a multiplicative operator it’s clear that $M_f A$ also has an integral kernel. Therefore, the Hilbert-Schmidt norm of $M_f A$ can be upper bounded as follows:

$$\|M_f A\|_{HS}^2 = \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} |f(x)|^2 |A(x, x')|^2 dx \, dx' \leq \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} C^2 e^{-2\gamma |x-x'|} |f(x)|^2 dx \, dx' \leq C' \|f\|^2$$

where in the last line we have used Young’s convolution inequality. \qed

We now continue to the proof of Lemma 4.3. Following the main calculation of Section 5.1 with $PXP$ replaced by $P_j Y P_j$, we have that for any $\mu > 0$,

$$(P_j Y P_j \pm i\mu) P_j(Y \pm i\mu)^{-1} P_j \left(I + P_j[Y, P_j](Y \pm i\mu)^{-1} P_j\right)^{-1} = P_j.$$

Since $P_j Y P_j$ is self-adjoint we can invert $(P_j Y P_j \pm i\mu)$ for $\mu > 0$ to get:

$$P_j(Y \pm i\mu)^{-1} P_j \left(I + P_j[Y, P_j](Y \pm i\mu)^{-1} P_j\right)^{-1} = (P_j Y P_j \pm i\mu)^{-1} P_j.$$

Since the product of a compact operator and a bounded operator is compact, it follows that to show that $(P_j Y P_j \pm i\mu)^{-1}$ is compact it is enough to show that $P_j(Y \pm i\mu)^{-1} P_j$ is compact.

Let $\eta \in \sigma_j$, that is as in Proposition 4.2. Taking $P_j(Y \pm i\mu)^{-1} P_j$ and inserting $(X - \eta + i)^{-1}(X - \eta + i)$ gives:

$$P_j(Y \pm i\mu)^{-1} P_j = \left[P_j(Y \pm i\mu)^{-1}(X - \eta + i)^{-1}\right]\left[(X - \eta + i) P_j\right]. \quad (6.1)$$

Since $(X - \eta + i) P_j$ is bounded by Proposition 4.2(2), to show that $P_j(Y \pm i\mu)^{-1} P_j$ is compact it suffices to show that $P_j(Y \pm i\mu)^{-1}(X - \eta + i)^{-1}$ is compact.

To show this, first fix some $N > 0$ and let $\chi_N$ denote the cutoff function

$$\chi_N(x) := \begin{cases} 1 & \text{if } |x| \leq N \text{ and } |y| \leq N \\ 0 & \text{otherwise.} \end{cases}$$
Now treating $\chi_N$ as a multiplicative operator we have that
\[ P_j(Y \pm i\mu)^{-1}(X - \eta + i)^{-1} = P_j \chi_N(Y \pm i\mu)^{-1}(X - \eta + i)^{-1} \]
\[ + P_j(1 - \chi_N)(Y \pm i\mu)^{-1}(X - \eta + i)^{-1}. \]

Because of Lemma 6.1 and the fact that $P_j$ admits an exponentially localized kernel (Proposition 4.2(1)), we know that $P_j \chi_N(Y \pm i\mu)^{-1}(X - \eta + i)^{-1}$ is compact for all $N > 0$. On the other hand we have clearly that
\[ \|(1 - \chi_N)(Y \pm i\mu)^{-1}(X - \eta + i)^{-1}\| = O(N^{-1}), \]
and hence
\[ \lim_{N \to \infty} P_j \chi_N(Y \pm i\mu)^{-1}(X - \eta + i)^{-1} = P_j(Y \pm i\mu)^{-1}(X - \eta + i)^{-1} \]
in the operator norm topology. But now we are done since $P_j(Y \pm i\mu)^{-1}(X - \eta + i)^{-1}$ is the operator norm limit of compact operators.

7. Eigenfunctions of $P_j Y P_j$ are Exponentially Localized (Lemma 4.4)

We will begin this section by collecting the operator norm estimates we need for the proof of Lemma 4.4. All of these estimates follow as a consequence of Proposition 4.2.

**Lemma 7.1.** Let $P_j, j \in \mathcal{J}$, be as in Proposition 4.2. Then there exist finite, positive constants $(\gamma'', K''_1, K''_2, K''_3)$, independent of $j$, such that for all $\gamma \leq \gamma''$

1. \[ \|P_{j,\gamma} - P_j\| \leq K''_1 \gamma \]
2. \[ \|[P_{j,\gamma}, Y]\| \leq K''_2 \]
3. For all $\eta \in \sigma_j$:

\[ \|(X - \eta)P_{j,\gamma}\| \leq K''_3 \text{ and } \|P_{j,\gamma}(X - \eta)\| \leq K''_3. \]

**Proof.** Estimate (3) is part of Proposition 4.2, hence we only need to show the first two estimates. Both of these estimates follow from the fact that $P_j$ admits an exponentially localized kernel using calculations similar to those used to prove Lemma 5.1. \( \square \)

With these estimates in hand, we are now ready to prove Lemma 4.4. The overall strategy, which follows Nenciu-Nenciu [24], is to manipulate the eigenvalue equation $P_j Y P_j v = \eta' v$ into the form
\[ v = L v \quad (7.1) \]
for some operator $L$, multiply both sides of (7.1) by $B_{\gamma,a}$ for some $a$, and then use properties of $L$ to deduce that the left-hand side is bounded. Our proof differs from Nenciu-Nenciu [24] in important details.
Suppose that $P_j Y P_j$ has an eigenvector $v \in \text{range}(P_j)$ with eigenvalue $\eta'$. Since $v \in \text{range}(P_j)$ we have that

$$P_j Y P_j v = \eta' v \iff P_j Y P_j v = \eta' P_j v \iff P_j (Y - \eta') P_j v = 0.$$  

Now, assuming for a moment that $O$ is an operator such that $P_j O P_j v \in \text{range}(P_j)$, we can add $i P_j O P_j v$ to both sides of the above equation to find

$$P_j (Y - \eta' + i O) P_j v = i P_j O P_j v.$$  \hfill (7.2)

The main difference between our proof and the proof of Nenciu-Nenciu lies in the choice of the operator $O$. For now, let’s suppose that we have chosen $O$ so that $(Y - \eta' + i O)$ is invertible and multiply both sides of Equation (7.2) by $(Y - \eta' + i O)^{-1}$ to get

$$(Y - \eta' + i O)^{-1} P_j (Y - \eta' + i O) P_j v = i (Y - \eta' + i O)^{-1} P_j O P_j v.$$  \hfill (7.3)

We can simplify the left hand side of Equation (7.3) by commuting $P_j$ and $(Y - \eta' + i O)$ as follows

$$(Y - \eta' + i O)^{-1} P_j (Y - \eta' + i O) P_j = P_j + (Y - \eta' + i O)^{-1} [P_j, Y - \eta' + i O] P_j$$

$$= \left( I + (Y - \eta' + i O)^{-1} ([P_j, Y] + i [P_j, O]) \right) P_j.$$  

Therefore, we can write Equation (7.3) as follows

$$\left( I + (Y - \eta' + i O)^{-1} ([P_j, Y] + i [P_j, O]) \right) P_j v = i (Y - \eta' + i O)^{-1} P_j O P_j v.$$  

To reduce the number of terms in the next steps, let’s define

$$A := (Y - \eta' + i O)^{-1} ([P_j, Y] + i [P_j, O]).$$

With this definition and using that $v \in \text{range}(P_j)$ we have that

$$(I + A) v = i (Y - \eta' + i O)^{-1} P_j O P_j v.$$  \hfill (7.4)

For the next step of the proof, we will want to show that the $(I + A)$ has bounded inverse. To do this, it is enough to show that

$$\|A\| = \|(Y - \eta' + i O)^{-1} ([P_j, Y] + i [P_j, O])\| \leq \frac{3}{4}. \hfill (7.5)$$

For Equation (7.5) to hold, we require a particular choice of the operator $O$ which differs from the choice made in Nenciu-Nenciu [24]. We require that $O$ satisfies the following properties:

1. $O$ commutes with $B_y$.
2. $O$ contains a cutoff in both the $X$ and $Y$ directions.
3. $(Y - \eta' + i O)$ is invertible.
For our proof, we let $b > 0$ be a constant to be chosen later and set $O$ to be the following operator:

$$O = b \Pi_{[\eta - b, \eta + b]}^X \Pi_{[\eta' - b, \eta' + b]}^Y + |X - \eta|$$  \hspace{1cm} (7.6)

where $\Pi_{\eta}^X$ (resp. $\Pi_{\eta}^Y$) is a spectral projection for $X$ (resp. $Y$) onto the interval $I$, $|X - \eta|$ is the pointwise operator $|X - \eta| f(x) := |x_1 - \eta| f(x)$, and $\eta \in \sigma_j$ is arbitrary. Using Lemma 7.1(3) with $\gamma = 0$, $P_j O P_j$ is clearly bounded.

Before continuing we make three important observations about this choice for $O$:

1. Since $X$ and $Y$ are self-adjoint and commute, the operator $\Pi_{\eta}^X \Pi_{\eta}^Y$ is an orthogonal projector.
2. Due to the properties of $P_j$ we know that for all $\gamma$ sufficiently small both $\|P_j,\gamma\| \leq b^{-1}$ and $\|P_j \Pi_{\eta}^X\| \leq b^{-1}$.
3. For all $b > 0$, $\|\left(Y - \eta' + iO\right)^{-1}\| \leq b^{-1}$.

In what follows, we will abbreviate $\Pi := \Pi_{[\eta - b, \eta + b]}^X \Pi_{[\eta' - b, \eta' + b]}^Y$.

The key trick which allows us to show that $\|A\| \leq \frac{3}{4}$ is the following lemma (see Corollary 8 of [77] for an independent proof, see also [78]):

**Lemma 7.2.** Let $B, C$ be two bounded operators. If $B$ is positive semidefinite then

$$\|\left[ B, C \right]\| \leq \|B\| \|C\|.$$  

If both $B$ and $C$ are positive semidefinite then

$$\|\left[ B, C \right]\| \leq \frac{1}{2} \|B\| \|C\|.$$  

**Proof.** Suppose that $B$ is positive semidefinite and define $\tilde{B} := B - \frac{1}{2} \|B\| I$. Since $B$ is a positive semidefinite operator its spectrum lies in the range $[0, \|B\|]$. Therefore, the spectrum of $\tilde{B}$ lies in the range $[-\frac{1}{2} \|B\|, \frac{1}{2} \|B\|]$ and hence $\|\tilde{B}\| = \frac{1}{2} \|B\|$. Since the identity commutes with every operator we have

$$\|\left[ B, C \right]\| = \|\tilde{B} C - C \tilde{B}\| \leq 2 \|\tilde{B}\| \|C\| = \|B\| \|C\|.$$  

If $C$ is also positive semidefinite then we can repeat the same argument using $\tilde{C} := C - \frac{1}{2} \|C\| I$ as well to get $\|\left[ B, C \right]\| \leq \frac{1}{2} \|B\| \|C\|$. □

We can now prove that, for $b$ sufficiently large, $\|A\| \leq \frac{3}{4}$. The following calculations are clear:

$$\|A\| \leq \|\left(Y - \lambda + iO\right)^{-1}[P_j, Y + iO]\| \leq \|\left(Y - \lambda + iO\right)^{-1}\| \|[P_j, Y]\| + \|P_j, O]\| \leq b^{-1}\left(\|\left[ P_j, Y \right]\| + \|P_j, \Pi\| + \|P_j, |X - \eta|\|\right) \leq \|\left[ P_j, \Pi\right]\| + b^{-1}\left(\|\left[ P_j, Y \right]\| + \|P_j, |X - \eta|\| + \|X - \eta| P_j]\right).
$$
Since \( P_j \) and \( \Pi \) are both orthogonal projectors we can apply Lemma 7.2 to conclude that \( \|[P_j, \Pi]\| \leq \frac{1}{2} \). It now follows that

\[
\|A\| \leq \frac{1}{2} + b^{-1} \left( \|[P_j, Y]\| + \|P_j|X - \eta|| + \||X - \eta|P_j|| \right),
\]

and if we choose \( b \) so that

\[
b > 4 \left( \|[P_j, Y]\| + \|P_j|X - \eta|| + \||X - \eta|P_j|| \right),
\]

we have that

\[
\|A\| \leq \frac{3}{4}.
\]

Note that because of our estimates from Lemma 7.1 we know that we can choose \( b \) so that \( b < \infty \).

Returning to Equation (7.4), we now know that we can invert \((I + A)\) and get

\[
(I + A)v = i(Y - \eta' + iO)^{-1}P_jOv \quad \Rightarrow \quad v = i(I + A)^{-1}(Y - \eta' + iO)^{-1}P_jOv \quad (7.7)
\]

To reduce the number of terms in the next steps, let’s define

\[
C := (I + A)^{-1}(Y - \eta' + iO)^{-1}.
\]

With this definition Equation (7.7) becomes

\[
v = iCP_jOv.
\]

Recalling that we chose \( O := b\Pi + |X - \eta| \), we have that

\[
v = iCP_jOv = iCP_j(b\Pi + |X - \eta|)v = iCP_j|X - \eta|v \quad (I - iCP_j|X - \eta|)v = ibCP_j\Pi v. \quad (7.8)
\]

Similar to before, we would like to invert the operator \((I - iCP_j|X - \eta|)\). Recall that if

\[
b > 4 \left( \|[P_j, Y]\| + \|P_j|X - \eta|| + \||X - \eta|P_j|| \right),
\]

then \( \|A\| \leq \frac{3}{4} \) so we have that

\[
\|C\| = \|(I + A)^{-1}(Y - \eta' + iO)^{-1}\|
\leq \|(I + A)^{-1}\|\|(Y - \eta' + iO)^{-1}\|
\leq 4b^{-1}.
\]

Therefore,

\[
\|iCP_j|X - \eta|| \leq 4b^{-1}\|P_j|X - \eta||.
\]
Since we have chosen $b > 4\| P_j X - \eta \|$, the operator $(I - i C P_j | X - \eta |)$ is invertible.

Using this fact allows us to rewrite Equation (7.8) as

$$v = i b (I - i C P_j | X - \eta |)^{-1} C P_j \Pi v.$$  \hspace{1cm} (7.9)

After all of these algebraic steps, we have been able to derive an expression for $v$ as the product of a bounded operator and a cutoff function. The final step in this argument will be to multiply both sides of Equation (7.9) by the exponential growth operator $B_\gamma$ and show that the result is bounded. The inclusion of the cutoff function is what makes it possible to control this multiplication because $B_\gamma \Pi$ is bounded.

At least formally, we can multiply both sides of Equation (7.9) by $B_\gamma$ and insert copies of $B_\gamma^{-1}$ to get

$$B_\gamma v = i b B_\gamma (I - i C P_j | X - \eta |)^{-1} C P_j \Pi v$$

where we have used our convention for exponentially tilted operators $P_{j,\gamma} := B_\gamma P_j B_\gamma^{-1}$ and similarly for $C$. We will now show each of the bracketed terms are bounded.

The easiest term to bound is the last term, $B_\gamma \Pi$. Let’s recall the definition of $B_\gamma$:

$$B_{\gamma,(a,b)} = \exp \left( \gamma \sqrt{1 + (X - a)^2 + (Y - b)^2} \right).$$

While we have ignored the center point $(a, b)$ thus far in the argument, here we will explicitly choose $(a, b) = (\eta, \eta')$. Since $\Pi = \prod_{\eta - b, \eta + b}^X \prod_{\eta' - b, \eta' + b}^Y$ we clearly have:

$$\| B_{\gamma,(\eta, \eta')} \Pi \| \leq e^{\gamma \sqrt{1 + 2b^2}}.$$

To show that the first two terms are bounded we will show that, for $\gamma$ sufficiently small, $\| C_{\gamma} \Pi \Pi = O(b^{-1})$. Once we show this, the second term, $C_{\gamma} P_{j,\gamma}$, is clearly bounded and we may pick $b$ sufficiently large so that the first term is also bounded.

By definition, we have:

$$C_{\gamma} = B_{\gamma}(I + A)^{-1}(Y - \eta' + i O)^{-1}B_{\gamma}^{-1}$$

$$= B_{\gamma} \left( I + (Y - \eta' + i O)^{-1}[P_j, Y + i O] \right)^{-1}(Y - \eta' + i O)^{-1}B_{\gamma}^{-1}$$

$$= \left( I + (Y - \eta' + i O)^{-1}[P_{j,\gamma}, Y + i O] \right)^{-1}(Y - \eta' + i O)^{-1}.$$  

For the above calculations to make sense, it suffices to show that

$$\|(Y - \eta' + i O)^{-1}[P_{j,\gamma}, Y + i O]\| \leq \frac{3}{4}.$$
Since \( \| P_{j,\gamma} - P_j \| \leq K'^\gamma \) we have that:

\[
\|(Y - \eta' + iO)^{-1}[P_{j,\gamma}, Y + iO]\|
\leq \|Y - \eta' + iO\|^{-1}\left(\|\Pi + \|P_{j,\gamma}, Y\|\right)
\leq b^{-1}\left(\|\Pi + \|P_{j,\gamma} - P + \|P_{j,\gamma}, X - \eta\|\right)
\leq b^{-1}\left(\|\Pi + \|P_{j,\gamma} - P + \|P, \Pi\| + \|P_{j,\gamma}, X - \eta\|\right)
\leq b^{-1}\left(1 + b\|P_{j,\gamma} - P + \|P, \Pi\| + \|P_{j,\gamma}, X - \eta\|\right)
\leq 1 + K'^\gamma + b^{-1}\left(\|\Pi + \|P_{j,\gamma} - P + \|P, \Pi\| + \|P_{j,\gamma}, X - \eta\|\right).
\]

Therefore, if we pick \( \gamma \leq (8K'^\gamma)^{-1} \) and

\[
b \geq 8\left(\|\Pi + \|P_{j,\gamma}, Y\|\right)
\]

we have that

\[
\| P_{j,\gamma}(Y - \eta' + iO)^{-1}[P_{j,\gamma}, Y + iO]\| \leq \frac{3}{4}.
\]

Therefore, for these choices of \( b \) and \( \gamma \) we have that:

\[
\|C_\gamma\| \leq \|\left(I + P_{j,\gamma}(Y - \eta' + iO)^{-1}[P_{j,\gamma}, Y + iO]\right)^{-1}\|\|Y - \eta' + iO\|^{-1}\|
\leq 4b^{-1}.
\]

Now recall the original equation we wanted to bound:

\[
B_{\gamma}v = i\left[\left(I - iC_\gamma P_{j,\gamma}\right)\right][bC_\gamma P_{j,\gamma}][B_{\gamma}\Pi]v.
\]

Since \( b \geq 8\|P_{j,\gamma}|X - \eta|| \) we have that

\[
\|C_\gamma P_{j,\gamma}|X - \eta|| \leq 4b^{-1}|X - \eta|| \leq \frac{1}{2}.
\]

Therefore,

\[
\|\left(I - iC_\gamma P_{j,\gamma}\right)^{-1}\| \leq 2,
\]

so combining all of our bounds together gives:

\[
\|B_{\gamma,(\eta,\eta')}v\| \leq \left[\left(4(1 + 2K'^\gamma)^2\right)e^{\sqrt{1+2b^2}}\right]
\leq 16e^{\sqrt{1+2b^2}},
\]

so long as

\[
\gamma \leq (8K'^\gamma)^{-1}
\]

\[
b \geq 8\left(\|\Pi + \|P_{j,\gamma}, Y\|\right) + \|P_{j,\gamma}|X - \eta|| + |X - \eta||P_{j,\gamma}||.
\]

This proves Lemma 4.4.
8. Extensions to Three Dimensions and Higher

The proof of Theorem 1.1 generalizes to arbitrarily high dimensions under appropriate generalizations of the uniform spectral gaps assumption (Assumption 4.3) by an inductive procedure.

Assume regularity and spectral gap assumptions analogous to Assumptions 4.1 and 4.2, and consider position operators $X$, $Y$, and $Z$ acting on $H := L^2(\mathbb{R}^3)$ along directions corresponding to a three-dimensional basis. Let $P$ be the Fermi projection, and consider the operator $PX P$. Assume $PX P$ has uniform spectral gaps in the sense of Assumption 4.3, and let $P_j$ denote spectral projections onto each of the separated components of the spectrum of $PX P$. By repeating the proof of Proposition 4.2, we can show that each $P_j$ admits an exponentially-localized kernel and is localized in $X$. Because of these properties, by assuming that $PX P$ has uniform spectral gaps, we have reduced the original three dimensional system defined by $P$, to an infinite family of quasi-two dimensional systems defined by the projectors $\{P_j\}_{j \in \mathcal{J}}$.

If we additionally assume the operators $P_j Y P_j$ also have uniform spectral gaps in the sense of Assumption 4.3, and let $P_{j,k}$ denote spectral projections onto each of the separated components of the spectrum of $P_j Y P_j$. By analogous reasoning to the two dimensional case, functions in range $(P_{j,k})$ are quasi-one dimensional in the sense that they decay away from lines $x = c_1$, $y = c_2$ for constants $c_1, c_2$. We therefore claim that the set of eigenfunctions of the operator $P_{j,k} Z P_{j,k}$ will form an exponentially localized basis of range $(P_{j,k})$ for each $j, k$, and that the union of all of these eigenfunctions over $j$ and $k$ will form an exponentially-localized basis of range $(P)$.

To make the above sketch rigorous, there are a few important steps in the proof which must be checked. We will discuss each step in turn.

**Proving Bounds on $P_{j,k}$**

First, we must prove that $P_{j,k}$ satisfies estimates analogous to Proposition 4.2. To do this, note that when we proved Proposition 4.2 we only used that $P$ has an exponentially localized kernel and $PX P$ has uniform spectral gaps. Since we have shown that $P_j$ has an exponentially localized kernel, it follows that under a uniform gap assumption on $P_j Y P_j$ we can prove that $P_{j,k}$ has an exponentially localized kernel and is localized in both $X$ and $Y$.

**Proving $P_{j,k} Z P_{j,k}$ has Compact Resolvent** To prove $P_{j,k} Z P_{j,k}$ has compact resolvent, mimicking the calculations preceding (6.1), it is sufficient to prove that $P_{j,k}(Z + i \mu)^{-1} P_{j,k}$ is compact for each $j, k$. We will first show how a naive generalization of the proof that $P_j Y P_j$ is compact in two dimensions fails, and then present a correct generalization. Just as in equation (6.1), we can write

$$P_{j,k}(Z \pm i \mu)^{-1} P_{j,k} = \left[ P_{j,k}(Z \pm i \mu)^{-1}(X - \eta_j + i)^{-1}(Y - \eta_k + i)^{-1} \right] \times \left[ (Y - \eta_k + i)(X - \eta_j + i) P_{j,k} \right]$$

(8.1)
where \( \eta_j \in \sigma_j \), where \( \sigma_j \) is the \( j \)th separated component of \( \sigma(PXP) \), and \( \eta_k \in \sigma_{j,k} \), where \( \sigma_k \) is the \( k \)th separated component of \( \sigma(P_jYP_j) \). To prove \( P_{j,k}(Z+i\mu)^{-1}P_{j,k} \) is compact, we must prove that the first term in (8.1) is compact, while the second term is bounded. That the first term is compact follows from essentially the same argument as given in Section 6. Unfortunately, it is unclear if the last term

\[(Y - \eta_k + i)(X - \eta_j + i)P_{j,k}\]

is bounded. The trick is to write, instead of (8.1),
\[
P_{j,k}(Z \pm i\mu)^{-1}P_{j,k} = \left[ P_{j,k}(Z \pm i\mu)^{-1}(X - \eta_j + i)^{-1/2}(Y - \eta_k + i)^{-1/2} \right] \\
\times \left[ (Y - \eta_k + i)^{1/2}(X - \eta_j + i)^{1/2}P_{j,k} \right].
\]

(8.2)

That the first term of (8.2) is compact follows from an almost identical argument as given in Section 6. We now show that the second term of (8.2) is bounded. Note that if \( f \not\in \text{range}(P_{j,k}) \) then the operator acting on \( f \) is clearly bounded. So let \( f \in \text{range}(P_{j,k}) \). Then using the fact that the geometric mean is bounded by the arithmetic mean, we have that

\[
\left\| (Y - \eta_k + i)^{1/2}(X - \eta_j + i)^{1/2}P_{j,k}f \right\|^2 \\
\leq \frac{1}{2} \left( \left\| (Y - \eta_k + i)P_{j,k}f \right\|^2 + \left\| (X - \eta_j + i)P_{j,k}f \right\|^2 \right).
\]

The first term is bounded since \( P_{j,k} \) is the projection onto a bounded subset of the spectrum of \( P_jYP_j \). The second term is bounded since \( P_{j,k} = P_jP_{j,k} \) and \((X + \eta_j + i)P_j \) is bounded since \( P_j \) is the projection onto a bounded subset of the spectrum of \( PXP \).

**Proving Exponential Localization of Eigenfunctions of** \( P_{j,k}ZP_{j,k} \). The generalization of the proof of Lemma 4.4 to three dimensions is straightforward once we prove that \( P_{j,k} \) admits an exponentially localized kernel. The only modification necessary is that in three dimensions the choice of the operator \( O \) (7.6) must be changed to

\[
O = b\prod_{[\eta_j-b,\eta_j+b]}^{X} \prod_{[\eta_j-k,b,\eta_j,k+b]}^{Y} \prod_{[\eta_j,k,l-b,\eta_j,k,l+b]}^{Z} + |X - \eta_j| + |Y - \eta_j|, \]

where \( \eta_j \in \sigma_j \), the \( j \)th component of \( \sigma(PXP) \), \( \eta_{j,k} \in \sigma_{j,k} \), the \( k \)th component of \( \sigma(P_jYP_j) \), and \( \eta_{j,k,l} \) denotes the \( l \)th eigenvalue of \( P_{j,k}ZP_{j,k} \).

**9. Generalization to Discrete Models**

In this section we sketch the generalization of our proofs to discrete models whose entries decay exponentially away from the diagonal. We give details for the case of models in \( \ell^2(\mathbb{Z}^2) \) when the sites are arranged on a square lattice with lattice constant 1, but further generalizations are straightforward; see Remark 9.1. In fact, the generalization to discrete models is very simple because of the operator-theoretic
structure of our proofs. Our proofs only use the specific form of the Hamiltonian in order to prove that the Fermi projection admits an exponentially localized kernel (Property (4.1)). For discrete space, this property is equivalent to exponential decay of the entries of the Fermi projection operator away from the diagonal. Hence our results generalize easily using the following lemma.

**Lemma 9.1.** For each \( \lambda = (\lambda_1, \lambda_2) \in \mathbb{Z}^2 \), let \( e_\lambda \in \ell^2(\mathbb{Z}^2) \) denote a joint eigenvector of the position operators \( X \) and \( Y \) with eigenvalue \( \lambda_1 \) and \( \lambda_2 \) respectively:

\[
Xe_\lambda = \lambda_1 e_\lambda \quad Ye_\lambda = \lambda_2 e_\lambda. \tag{9.1}
\]

Furthermore, let \( |\cdot| \) denote the Euclidean 2-norm on \( \mathbb{Z}^2 \). That is, \( |\lambda| := \sqrt{\lambda_1^2 + \lambda_2^2} \).

Next, let \( H \) be a self-adjoint operator on \( \ell^2(\mathbb{Z}^2) \) with a spectral gap containing the Fermi level and \( P \) be the Fermi projection. Suppose further that for some finite, positive constants \( (\gamma', C) \) and for any \( \lambda, \mu \in \mathbb{Z}^2 \):

\[
|\langle e_\lambda, He_\mu \rangle| \leq Ce^{-\gamma'|\lambda - \mu|}. \tag{9.2}
\]

Under these assumptions, there exist finite, positive constants \( (\gamma'', K) \) depending only on \( H \) so that for all \( \gamma \leq \gamma'' \):

\[
|\langle e_\lambda, Pe_\mu \rangle| \leq Ke^{-\gamma|\lambda - \mu|}. \tag{9.3}
\]

**Remark 9.1.** Equation (9.1) assumes that the sites of the discrete model are arranged in a square lattice with lattice constant 1. For sites arranged in general Bravais lattices, we replace \( \lambda \) and \( \mu \) everywhere in the lemma by the real space co-ordinates of the relevant sites. We can deal similarly with multilattices, or systems with internal degrees of freedom (where the model Hilbert space is \( \ell^2(\mathbb{Z}^2; \mathbb{C}^N) \) for some positive integer \( N \)). We can replace \( \mathbb{Z}^2 \) by arbitrary point sets \( D \subset \mathbb{R}^2 \) similarly, as long as \( D \) has no accumulation points. If \( D \) has accumulation points, the decay assumption (9.2) no longer guarantees rapid decay of the matrix elements of \( H \) away from the diagonal. In this case, estimate (9.4) fails.

**Proof of Lemma 9.1.** To prove this result, it suffices to show that there exist a constant \( C \) so that \( \|P_{\gamma'}\| \leq C \). To see why, observe that by the definition of the spectral norm we have that:

\[
\|P_{\gamma'}\| = \sup_{\|f\|,\|g\|=1} |\langle f, P_{\gamma'} g \rangle|
\]

Hence, choosing \( f = e_\lambda \) and \( g = e_\mu \) we have that for all \( a \in \mathbb{R}^2 \):

\[
|\langle e_\lambda, B_{\gamma', a}PB_{\gamma', -1}e_\mu \rangle| \leq C 
\implies e^{\gamma|\lambda-a|}e^{-\gamma'|a|} |\langle e_\lambda, Pe_\mu \rangle| \leq C
\]

Since the choice of \( a \) is arbitrary, we can pick \( a = \mu \) to conclude that

\[
|\langle e_\lambda, Pe_\mu \rangle| \leq Ce^{-\gamma|\lambda-\mu|} \leq C' e^{-\gamma|\lambda-\mu|}
\]
which completes the proof.

To show that \( \| P_\gamma \| \leq C \), we use the Riesz formula and observe that

\[
P_\gamma = \frac{1}{2\pi i} \int_C B_\gamma (\lambda - H)^{-1} B_\gamma^{-1} \frac{1}{2\pi i} \int_C (\lambda - H_\gamma)^{-1}
\]

Hence

\[
\| P_\gamma \| \leq \frac{\ell(C)}{2\pi} \left( \sup_{\lambda \in C} \| (\lambda - H_\gamma)^{-1} \| \right)
\]

and it so suffices to show that \((\lambda - H_\gamma)^{-1}\) is a bounded operator for all \(\lambda \in C\). We observe that

\[
(\lambda - H_\gamma)^{-1} = (\lambda - H + H - H_\gamma)^{-1} = (\lambda - H)^{-1} \left( I - (H_\gamma - H)(\lambda - H)^{-1} \right)^{-1}
\]

So since \((\lambda - H)^{-1}\) is bounded by a constant for all \(\lambda \in C\), if we can show that

\[
\| H_\gamma - H \| = O(\gamma)
\]

then we can pick \(\gamma\) sufficiently small so that \(\| (H_\gamma - H)(\lambda - H)^{-1} \| \leq \frac{1}{2} \) for \(\lambda \in C\). This in turn implies \(\sup_{\lambda \in C} \| (\lambda - H_\gamma)^{-1} \|\) is bounded which completes the proof.

We now show that \(\| H_\gamma - H \| = O(\gamma)\). Since \(\{e_\lambda\}_{\lambda \in \mathbb{Z}^2}\) forms an orthonormal basis for \(l^2(\mathbb{Z}^2)\), we can expand the operator \(H_\gamma - H\) in terms of this basis. In particular,

\[
H_\gamma - H = \sum_{\lambda \in \mathbb{Z}^2} \sum_{\mu \in \mathbb{Z}^2} \left( e^{\gamma|\lambda-a|} e^{-\gamma|\mu-a|} - 1 \right) \langle e_\lambda, He_\mu \rangle \langle e_\mu \rangle \langle e_\lambda \rangle
\]

We will now use Schur’s test to show that \(\| H_\gamma - H \| = O(\gamma)\). We define

\[
\alpha := \sup_{\lambda} \sum_{\mu \in \mathbb{Z}^2} |e^{\gamma|\lambda-a|} e^{-\gamma|\mu-a|} - 1| \|\langle e_\lambda, He_\mu \rangle \|
\]

\[
\beta := \sup_{\mu} \sum_{\lambda \in \mathbb{Z}^2} |e^{\gamma|\lambda-a|} e^{-\gamma|\mu-a|} - 1| \|\langle e_\lambda, He_\mu \rangle \|
\]

and by Schur’s test \(\| H_\gamma - H \| \leq \sqrt{\alpha \beta} \). By basic calculus one can easily verify that

\[
|e^{\gamma|\lambda-a|} e^{-\gamma|\mu-a|} - 1| \leq \gamma |\lambda - \mu| e^{\gamma|\lambda-\mu|}.
\]

Hence

\[
\alpha \leq \sup_{\lambda} \sum_{\mu \in \mathbb{Z}^2} \gamma |\lambda - \mu| e^{\gamma|\lambda-\mu|} \|\langle e_\lambda, He_\mu \rangle \|
\]

\[
\beta \leq \sup_{\mu} \sum_{\lambda \in \mathbb{Z}^2} \gamma |\lambda - \mu| e^{\gamma|\lambda-\mu|} \|\langle e_\lambda, He_\mu \rangle \|
\]
Since these upper bounds on $\alpha$ and $\beta$ are symmetric in $\lambda$ and $\mu$, to show $\|H_\gamma - H\| = O(\gamma)$ it suffices to show that there exists a constant $C'$ so that
\[
\sup_{\lambda} \sum_{\mu \in \mathbb{Z}^2} |\lambda - \mu| e^{\gamma |\lambda - \mu|} |\langle e_\lambda, H e_\mu \rangle| \leq C'.
\]
This however is immediate from the fact that $H$ is exponentially localized:
\[
\sum_{\mu \in \mathbb{Z}^2} |\lambda - \mu| e^{\gamma |\lambda - \mu|} |\langle e_\lambda, H e_\mu \rangle| \leq C \sum_{\mu \in \mathbb{Z}^2} |\lambda - \mu| e^{-(\gamma' - \gamma)|\lambda - \mu|}. \tag{9.4}
\]
The right-hand side is clearly bounded by a constant independent of $\lambda$ so long as $\gamma < \gamma'$ and hence the result is proved. \hfill \square
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A Proof of Properties of $P_j$ (Proposition 4.2)

It turns out that both of the estimates in Proposition 4.2 will easily follow by showing that the resolvent of $PXP$ is exponentially localized in the following technical sense:

**Proposition A.1.** Suppose that $P$ is an exponentially localized orthogonal projector and $PXP$ has uniform spectral gaps with decomposition $\{\sigma_j\}_{j \in \mathcal{J}}$ and corresponding contours $\{C_j\}_{j \in \mathcal{J}}$ (see Definition 4.2). There exists finite, positive constants $(C, \gamma^*)$ so that for all $0 \leq \gamma \leq \gamma^*$
\[
\sup_{j \in \mathcal{J}} \sup_{\lambda \in C_j} \|B_\gamma (\lambda - PXP)^{-1} B_\gamma^{-1}\| = \sup_{j \in \mathcal{J}} \sup_{\lambda \in C_j} \| (\lambda - P_\gamma X P_\gamma)^{-1}\| \leq C.
\]
We will prove Proposition A.1 in Section A.1. We will then use Proposition A.1 to show that $P_j$ admits an exponentially localized kernel in Section A.2 and that $P_j$ is localized along lines where $X = \eta_j$ in Section A.3. The analysis given in Sections A.1, A.2, and A.3 is quite general and can be generalized to choices of position operator other than $X$ and $Y$. We show how our analysis can be extended to a wide class of self-adjoint position operators in Section A.4.

A.1. Proof that the Resolvent of $P_j$ is Exponentially Localized (Proposition A.1)

One key part of Proposition A.1 is that the bound on $\| (\lambda - P_j X P_j)^{-1} \|$ is uniform in the choice of $j \in J$ as well as the element of the contour $\lambda \in C_j$. By applying a naive argument, typically one finds that many of the estimates depend on $|\lambda|$. Since $|\lambda|$ can be arbitrarily large, this naive argument does not allow us to prove Proposition A.1 with uniform constants. To correct this issue we introduce a technical result, the shifting lemma (Lemma A.1), which allows one to effectively shift the contour $C_j$ so that instead of getting a dependence of $|\lambda|$ we have a dependence of $|\lambda - \eta|$ where $\eta$ is an arbitrary element from $\sigma_j$. If $\lambda \in C_j$ and $\eta \in \sigma_j$ then the difference $|\lambda - \eta|$ is bounded by the diameter of the contour $C_j$ and therefore bounded by a constant uniform in $j \in J$.

The core idea underlying the shifting lemma is the following simple calculation. First, recall that if we are given a projector $P$, we can define the complementary projector $Q := I - P$. Since $P$ and $Q$ act on orthogonal subspaces we should expect that, for any $\eta \neq \lambda$,

\[
(\lambda - PXP)^{-1}P = \left( (\lambda - \eta + \eta) - P(X - \eta + \eta)P \right)^{-1}P \\
= \left( (\lambda - \eta) - P(X - \eta)P + \eta(I - P) \right)^{-1}P \\
= \left( (\lambda - \eta) - P(X - \eta)P + \eta Q \right)^{-1}P \\
= \left( (\lambda - \eta) - P(X - \eta)P \right)^{-1}P
\]

By using this calculation, we are able to replace $\lambda$ with $\lambda - \eta$ which leads to uniform bounds as discussed above. Importantly, the above calculation does not require periodicity of the underlying system. By using some variations on this calculation, one can show the following lemma:

**Lemma A.1.** (Shifting Lemma) Suppose $P$ admits an exponentially localized kernel and suppose that $PXP$ has uniform spectral gaps with decomposition $\{\sigma_j\}_{j \in J}$ and corresponding contours $\{C_j\}_{j \in J}$. Then there exists a $\gamma^*$ so that the following are equivalent for all $0 \leq \gamma \leq \gamma^*$:

1. There exists a $C > 0$, independent of $j$, such that

$$
\sup_{\lambda \in C_j} \| (\lambda - P_j X P_j)^{-1} \| \leq C.
$$
2. There exists a $C' > 0$, independent of $j$, such that for each $j \in J$:

$$\sup_{\lambda \in C_j} \sup_{\eta_j \in \sigma_j} \| (\lambda \eta_j - P \gamma X \eta_j P \gamma) - 1 \| \leq C'$$

Furthermore, for any $0 \leq \gamma \leq \gamma^*$, if either $\| (\lambda - P \gamma X P \gamma) - 1 \| \text{ or } \| (\lambda \eta_j - P \gamma X \eta_j P \gamma) - 1 \|$ are bounded, we have for any $j \in J$, $\lambda \in C_j$ and any $\eta_j \in \sigma_j$ that:

$$(\lambda - P \gamma X P \gamma)^{-1} P \gamma = (\lambda \eta_j - P \gamma X \eta_j P \gamma)^{-1} P \gamma.$$ 

Proof. Given in Appendix B. \qed

As a consequence of Lemma A.1, to prove Proposition A.1 it is enough to fix some $j \in J$, $\lambda \in C_j$, and $\eta_j \in \sigma_j$ and show that

$$\| (\lambda \eta_j - P \gamma X \eta_j P \gamma) - 1 \| \leq C'$$  \hspace{1cm} (A.1)

where the constant $C'$ is independent of the choice of $j$, $\lambda$, and $\eta_j$. For the remainder of this section, we will fix a choice of $j \in J$, $\lambda \in C_j$, and $\eta_j \in \sigma_j$ and prove Equation (A.1).

The path to proving Equation (A.1) is to use the following chain of implications (where USG is an abbreviation for uniform spectral gaps):

$$PX P \text{ has USG } \Longrightarrow \| (\lambda \eta_j - P X \eta_j P) - 1 \| < \infty$$

$$\Longrightarrow \| (\lambda \eta_j - P X \eta_j P) - 1 \| < \infty \Longrightarrow \| (\lambda \eta_j - P \gamma X \eta_j P \gamma) - 1 \| < \infty$$  \hspace{1cm} (A.2)

In words, since $PX P$ has uniform spectral gaps, we know that $\| (\lambda \eta_j - P X \eta_j P) - 1 \| < \infty$ for all $\lambda \in C_j$. Using this fact, along with the fact that $P$ is exponentially localized, we can conclude that $\| (\lambda \eta_j - P X \eta_j P \gamma) - 1 \| < \infty$ for all $\gamma$ sufficiently small. Finally, once we know that $(\lambda \eta_j - P \gamma X \eta_j P \gamma)^{-1}$ is bounded, we can use that estimate to show that $(\lambda \eta_j - P \gamma X \eta_j P \gamma)^{-1}$ is bounded for all $\gamma$ sufficiently small. This completes the proof of the proposition.

The first implication, that uniform spectral gaps implies $(\lambda \eta_j - P X \eta_j P)^{-1}$ bounded is an immediate consequence of Lemma A.1 by choosing $\gamma = 0$. Therefore, we only need to show the last two implications. We will prove the second implication in Section A.1.1 and the final implication in Section A.1.2.

A.1.1. Proof that Shifted $(\lambda - P X P \gamma)^{-1}$ is Bounded \hspace{1cm} By adding and subtracting $PX \eta_j P$ in the shifted resolvent we have that, formally,

$$(\lambda \eta_j - P X \eta_j P \gamma)^{-1}$$

$$= (\lambda \eta_j - P X \eta_j P + P X \eta_j P - P X \eta_j P \gamma)^{-1}$$

$$= (\lambda \eta_j - P X \eta_j P - P X \eta_j (P \gamma - P))^{-1}$$

$$= (I - (\lambda \eta_j - P X \eta_j P)^{-1} P X \eta_j (P \gamma - P))^{-1} (\lambda \eta_j - P X \eta_j P)^{-1}.$$
Since $P$ admits an exponentially localized kernel, it is easy to verify that exists a constant $C$ so that for all $\gamma$ sufficiently small

$$\|P_{\gamma} - P\| \leq C\gamma.$$ 

Therefore, if we can show that $\|(\lambda_{\eta_j} - PX_{\eta_j}P)^{-1} PX_{\eta_j}\|$ is bounded by an absolute constant, we can choose $\gamma$ sufficiently small so that

$$\|(\lambda_{\eta_j} - PX_{\eta_j}P)^{-1} PX_{\eta_j}(P_{\gamma} - P)\| \leq \frac{1}{2}.$$ 

This implies that $(\lambda_{\eta_j} - PX_{\eta_j}P_{\gamma})^{-1}$ is bounded since

$$\|(\lambda_{\eta_j} - PX_{\eta_j}P_{\gamma})^{-1}\|
\leq \|\left(I - (\lambda_{\eta_j} - PX_{\eta_j}P)^{-1} PX_{\eta_j}(P_{\gamma} - P)\right)^{-1}\| \|(\lambda_{\eta_j} - PX_{\eta_j}P)^{-1}\|
\leq 2\|(\lambda_{\eta_j} - PX_{\eta_j}P)^{-1}\|.$$ 

To show that $\|(\lambda_{\eta_j} - PX_{\eta_j}P)^{-1} PX_{\eta_j}\|$ is bounded, we recall that $I = P + Q$ and so

$$(\lambda_{\eta_j} - PX_{\eta_j}P)^{-1} PX_{\eta_j}
= (\lambda_{\eta_j} - PX_{\eta_j}P)^{-1}\left(PX_{\eta_j}P + PX_{\eta_j}Q\right)
= (\lambda_{\eta_j} - PX_{\eta_j}P)^{-1}\left(PX_{\eta_j}P - \lambda_{\eta_j} + \lambda_{\eta_j} + PX_{\eta_j}Q\right)
= -I + (\lambda_{\eta_j} - PX_{\eta_j}P)^{-1}\left(\lambda_{\eta_j} + PX_{\eta_j}Q\right).$$ 

Therefore, recalling $\lambda_{\eta_j} = \lambda - \eta_j$, and $X_{\eta_j} = X - \eta_j$ we have that

$$\|(\lambda_{\eta_j} - PX_{\eta_j}P)^{-1} PX_{\eta_j}\| \leq 1 + \|(\lambda_{\eta_j} - PX_{\eta_j}P)^{-1}\|\left(\|\lambda - \eta_j\| + \|P(X - \eta_j)Q\|\right).$$ 

As discussed previously, by the choice of $\eta_j$ and the uniform spectral gaps assumption, we know that $|\lambda - \eta_j|$ is bounded by a constant independent of $j$, $\lambda$, and $\eta_j$. To see the second term is bounded by a constant, recall that $PQ = 0$ so that

$$\|P(X - \eta_j)Q\| = \|PXQ\| = \|\{P, X\}Q\| \leq \|\{P, X\}\|.$$ 

Since $P$ admits an exponentially localized kernel, it is easily verified that $\|\{P, X\}\|$ is bounded by an absolute constant. Therefore, $\|(\lambda_{\eta_j} - PX_{\eta_j}P)^{-1} PX_{\eta_j}\|$ is bounded and so by choosing

$$\gamma \leq (2C\|(\lambda_{\eta_j} - PX_{\eta_j}P)^{-1} PX_{\eta_j}\|)^{-1}$$

by the previous logic $(\lambda_{\eta_j} - PX_{\eta_j}P_{\gamma})^{-1}$ is bounded, proving the first implication.
A.1.2. Proof that Shifted \((\lambda - P_X X_{\eta_j} P_{\gamma})^{-1}\) is Bounded

Similar to before, we begin by adding and subtracting \(PX_{\eta_j}P_{\gamma}\) in the shifted resolvent:

\[
(\lambda_{\eta_j} - P_X X_{\eta_j} P_{\gamma})^{-1} = (\lambda_{\eta_j} - PX_{\eta_j} P_{\gamma} + PX_{\eta_j} P_{\gamma} - P_{\gamma} X_{\eta_j} P_{\gamma})^{-1} = (\lambda_{\eta_j} - PX_{\eta_j} P_{\gamma} - (P_{\gamma} - P)X_{\eta_j} P_{\gamma})^{-1} = \left( I - (P_{\gamma} - P)X_{\eta_j} P_{\gamma} (\lambda_{\eta_j} - PX_{\eta_j} P_{\gamma})^{-1} \right)^{-1} (\lambda_{\eta_j} - PX_{\eta_j} P_{\gamma})^{-1}
\]

Similar to before, since \(\|P_{\gamma} - P\| \leq C\gamma\), if we can show that \(\|X_{\eta_j} P_{\gamma}(\lambda_{\eta_j} - PX_{\eta_j} P_{\gamma})^{-1}\|\) is bounded, then we can pick \(\gamma\) sufficiently small so that

\[
\|(P_{\gamma} - P)X_{\eta_j} P_{\gamma}(\lambda_{\eta_j} - PX_{\eta_j} P_{\gamma})^{-1}\| \leq \frac{1}{2}
\]

which implies that \((\lambda_{\eta_j} - P_X X_{\eta_j} P_{\gamma})^{-1}\) is bounded.

To show that \(X_{\eta_j} P_{\gamma}(\lambda_{\eta_j} - PX_{\eta_j} P_{\gamma})^{-1}\) is bounded, let us adopt the shorthand \(E := P_{\gamma} - P\). Since \(Q_{\gamma} = I - P_{\gamma}\) and \(Q = I - P\) we also have that

\[
E = P_{\gamma} - P = Q - Q_{\gamma} \Rightarrow Q = Q_{\gamma} + E.
\]

Next, we calculate

\[
X_{\eta_j} P_{\gamma}(\lambda_{\eta_j} - PX_{\eta_j} P_{\gamma})^{-1} = (P + Q)X_{\eta_j} P_{\gamma}(\lambda_{\eta_j} - PX_{\eta_j} P_{\gamma})^{-1} = (P + Q_{\gamma} + E)X_{\eta_j} P_{\gamma}(\lambda_{\eta_j} - PX_{\eta_j} P_{\gamma})^{-1}
\]

Moving the term multiplied by \(E\) to the left hand side then gives

\[
(I - E)X_{\eta_j} P_{\gamma}(\lambda_{\eta_j} - PX_{\eta_j} P_{\gamma})^{-1} = (P + Q_{\gamma})X_{\eta_j} P_{\gamma}(\lambda_{\eta_j} - PX_{\eta_j} P_{\gamma})^{-1}
\]

Since \(\|E\| = \|P_{\gamma} - P\| \leq C\gamma\), we can choose \(\gamma\) sufficiently small so that \(I - E\) is invertible and hence we conclude that

\[
\|X_{\eta_j} P_{\gamma}(\lambda_{\eta_j} - PX_{\eta_j} P_{\gamma})^{-1}\| \\
\leq \|(I - E)^{-1}\|\left(\|PX_{\eta_j} P_{\gamma}(\lambda_{\eta_j} - PX_{\eta_j} P_{\gamma})^{-1}\| + \|Q_{\gamma} X_{\eta_j} P_{\gamma}\|\|(\lambda_{\eta_j} - PX_{\eta_j} P_{\gamma})^{-1}\|\right) \\
\leq \|(I - E)^{-1}\|\left(1 + |\lambda - \eta_j|\|(\lambda_{\eta_j} - PX_{\eta_j} P_{\gamma})^{-1}\|\right)\left(1 + \|Q_{\gamma} X_{\eta_j} P_{\gamma}\|\|(\lambda_{\eta_j} - PX_{\eta_j} P_{\gamma})^{-1}\|\right)
\]

Since \(|\lambda - \eta_j|\) is bounded by construction and \(\|(\lambda_{\eta_j} - PX_{\eta_j} P_{\gamma})^{-1}\|\) is bounded by the proof in Section A.1.1, the only term to bound is \(\|Q_{\gamma} X_{\eta_j} P_{\gamma}\|\). Using that \(Q_{\gamma} P_{\gamma} = 0\) we have that

\[
\|Q_{\gamma} X_{\eta_j} P_{\gamma}\| = \|Q_{\gamma} X P_{\gamma}\| \leq \|Q_{\gamma}\||X, P_{\gamma}||.
\]
Since $P$ admits an exponentially localized kernel, it is easy to verify that $\|[X, P_\gamma]\|$ is bounded. Since additionally,

$$\|Q_\gamma\| = \|I - P_\gamma\| \leq 1 + \|P_\gamma\|$$

we conclude that $\|X_{\eta_j} P_\gamma (\lambda_{\eta_j} - PX_{\eta_j} P_\gamma)^{-1}\|$ is bounded by an absolute constant for all $\gamma$ sufficiently small. Therefore, by the previously discussed reasoning, we conclude that $\|\lambda_{\eta_j} - P_\gamma X_{\eta_j} P_\gamma \|^{-1}$ is bounded by a constant, completing the proof of the proposition.

**A.2. Proof that $P_j$ Admits an Exponentially Localized Kernel (Proposition 4.2(1))**

Let us recall the definition of $P_j$ (Definition 4.2)

$$P_j = \frac{1}{2\pi i} \int_{C_j} (\lambda - PX)^{-1} P d\lambda$$

By multiplying on the left by $B_\gamma$ and on the right by $B_\gamma^{-1}$ we therefore have that

$$P_{j,\gamma} = \frac{1}{2\pi i} \int_{C_j} B_\gamma (\lambda - PX)^{-1} P B_\gamma^{-1} d\lambda$$

$$= \frac{1}{2\pi i} \int_{C_j} B_\gamma (\lambda - PX)^{-1} (B_\gamma^{-1} B_\gamma) P B_\gamma^{-1} d\lambda$$

$$= \frac{1}{2\pi i} \int_{C_j} (\lambda - P_\gamma X P_\gamma)^{-1} P_\gamma d\lambda.$$

Therefore, we conclude that

$$\|P_{j,\gamma}\| \leq \frac{\ell(C)}{2\pi} \|P_\gamma\| \left( \sup_{\lambda \in C_j} \|\lambda - P_\gamma X P_\gamma\|^{-1} \right)$$

In Section A.1 we showed that there exists an absolute constant $C$ so that

$$\sup_{\lambda \in C_j} \|\lambda - P_\gamma X P_\gamma\|^{-1} \leq C.$$

Therefore, we have that there exists a constant $C$ so that

$$\|P_{j,\gamma}\| \leq C.$$

we can now use this estimate to show that $P_j$ admits an exponentially localized kernel.

**Proposition A.2.** Suppose that $P$ is an orthogonal projector which admits an exponentially localized kernel with rate $\gamma_1$ (Definition 4.1). Suppose further that $P_j$ is an orthogonal projector which satisfies the properties:

1. $P_j P = PP_j = P_j$
2. There exist a constant $C$ such that for all $0 \leq \gamma \leq \gamma_2$

$$\|P_{j,\gamma}\| \leq C.$$ 

Then $P_j$ admits an integral kernel $P_j(\cdot, \cdot) : \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{C}$ such that for all $\gamma \leq \frac{1}{2} \min\{\gamma_1, \gamma_2\}$

$$|P_j(x, x')| \leq C' e^{-\gamma |x-x'|} \quad \text{a.e.}$$

where the constant $C'$ only depends on $\gamma_1, \gamma_2$, and $\|P_{j,\gamma}\|$.

**Proof.** For this proof we will first show that $P_j$ admits a measurable integral kernel and then show that $P_{j,\gamma}$ is a bounded operator from $L^1$ to $L^\infty$. Once we can show these properties, the fact that $P_j$ admits an exponentially localized kernel follows by application of the Lebesgue differentiation theorem.

Define $\gamma^* := \min\{\gamma_1, \gamma_2\}$, we will first show that $P_{j,\gamma}$ is a bounded operator from $L^2$ to $L^\infty$ for all $0 \leq \gamma < \gamma^*$ (that is that $P_{j,\gamma}$ is a Carleman operator). First, let us fix a realization of a function $f \in L^2(\mathbb{R}^2)$. Using the fact that $P_{j,\gamma} = P_{\gamma} P_{j,\gamma}$,

$$|P_{j,\gamma}(x)| = |(P_{\gamma} P_{j,\gamma} f)(x)| = \left| \int_{\mathbb{R}^2} P_{\gamma}(x, x')(P_{j,\gamma} f)(x') dx' \right| \leq \int_{\mathbb{R}^2} C e^{-(\gamma_1 - \gamma)|x-x'|} (P_{j,\gamma} f)(x') dx' \leq C \left( \int_{\mathbb{R}^2} e^{-(\gamma_1 - \gamma)|x-x'|} dx' \right) \|P_{j,\gamma} f\|$$

where in the last line we have applied the Cauchy-Schwartz inequality. Taking the essential supremum over $x$ on both sides then gives

$$\sup_x |(P_{j,\gamma} f)(x)| \leq C (\gamma_1 - \gamma)^{-1} \|P_{j,\gamma}\| \|f\|. \quad (A.6)$$

Therefore, $P_{j,\gamma}$ is a bounded operator $L^2 \to L^\infty$. Since $P_{j,\gamma}$ is a bounded operator from $L^2 \to L^2$ and $L^2 \to L^\infty$, a standard result in the study of integral operators (see [74, Corollary A.1.2]) gives us that $P_{j,\gamma}$ admits an integral kernel which satisfies the following estimate:

$$\sup_x \left[ \int |P_{j,\gamma}(x, x')|^2 dx' \right]^{1/2} < \infty. \quad (A.7)$$

By the definition of $P_{j,\gamma}$ this implies that for any $a \in \mathbb{R}^2$

$$\sup_x \left[ \int e^{\gamma |x-a|} |P_{j}(x, x')|^2 dx' \right]^{1/2} < \infty. \quad (A.8)$$

For reasons which will shortly be clear, we make the following observation. Since for all $\gamma$

$$\|P_{j,\gamma}\| = \|P_{j,\gamma}^\dagger\| = \|B_{\gamma}P_{j}B_{\gamma}^{-1}\| = \|P_{j,-\gamma}\|$$
we can repeat the above steps replacing $\gamma$ with $-\gamma$. This implies that
\[
\sup_{x} \left[ \int |e^{-\gamma|x-a|} P_j(x, x')e^{\gamma|x'-a|}|^2 dx' \right]^{1/2} < \infty
\]
\[\iff \sup_{x} \left[ \int |e^{\gamma|x'-a|} P_j(x', x)e^{-\gamma|x-a|}|^2 dx' \right]^{1/2} < \infty \tag{A.9}\]
\[\iff \sup_{x} \left[ \int |P_{j,-\gamma}(x', x)|^2 dx' \right]^{1/2} < \infty \]
where we have used the fact that $P_j$ is self-adjoint and hence $P_j(x, x') = P_j(x', x)$.

Note that the difference between Equation (A.7) and (A.9) is that we have exchanged the arguments in the kernel for $P_{j,-\gamma}$.

Having established that $P_{j,\gamma}$ has an integral kernel satisfying Equation (A.9), we will now use the existence of this kernel to show that $P_{j,\gamma}$ is a bounded operator from $L^1 \rightarrow L^\infty$. Once we show this, the fact that the kernel for $P_j$ is exponentially localized will follow as a consequence of the Lebesgue differentiation theorem.

Repeating the calculations that lead to (A.5) we have that
\[
|(P_{j,\gamma}f)(x)| \leq C \int_{\mathbb{R}^2} e^{-(\gamma_1-\gamma)|x-x'|}|(P_{j,\gamma}f)(x')| dx'
\]
\[\leq C \int_{\mathbb{R}^2} e^{-(\gamma_1-\gamma)|x-x'|} \int_{\mathbb{R}^2} |P_{j,\gamma}(x', y)||f(y)| dy dx'
\]
\[= C \int_{\mathbb{R}^2} |f(y)| \int_{\mathbb{R}^2} e^{-(\gamma_1-\gamma)|x-x'|}|P_{j,\gamma}(x', y)| dx' dy
\]
\[\leq C \|f\|_{L^1} \left( \sup_{y} \int_{\mathbb{R}^2} e^{-(\gamma_1-\gamma)|x-x'|}|P_{j,\gamma}(x', y)| dx' \right)
\]

Taking the essential supremum over $x$ on both sides then gives
\[
\sup_{x} \|(P_{j,\gamma}f)(x)\| \leq C \|f\|_{L^1} \left( \sup_{x,y} \int_{\mathbb{R}^2} e^{-(\gamma_1-\gamma)|x-x'|}|P_{j,\gamma}(x', y)| dx' \right)
\]
\[\leq C \|f\|_{L^1} \left( \sup_{x} \int_{\mathbb{R}^2} e^{2(\gamma_1-\gamma)|x-x'|} dx' \right)
\]
\[\times \left( \sup_{y} \int_{\mathbb{R}^2} |P_{j,\gamma}(x', y)|^2 dx' \right)
\]
where in the last line we have used the Cauchy-Schwarz inequality. Finally, using Equation (A.9) we conclude that
\[
\sup_{x} |(P_{j,\gamma}f)(x)| \leq C(\gamma_1 - \gamma)^{-1}\|f\|_{L^1}
\]
hence $P_{j,\gamma}$ is a bounded operator from $L^1 \rightarrow L^\infty$. 
To show that $P_j$ admits an exponentially localized kernel, let us fix some arbitrary points $a, b \in \mathbb{R}^2$ and define a function $g_\delta$ as follows

$$g_\delta(x) = \begin{cases} 1 & x \in B_\delta(0) \\ 0 & \text{otherwise}, \end{cases}$$

where $B_\delta(0)$ is the ball of radius $\delta$ centered at 0. Observe that $\|g_\delta\|_{L^1} = |B_\delta|$ where $|B_\delta|$ is the volume of the ball of radius $\delta$. With this notation, using our previous bound for $P_{j,\gamma}$ we have that for all $a \in \mathbb{R}^2$ and almost all $b \in \mathbb{R}^2$:

$$\left| \int P_{j,\gamma}(b, x')g_\delta(x' - a)dx' \right| \leq C'(\gamma_1 - \gamma)^{-1}\|g_\delta\|_{L^1}$$

$$\implies \frac{1}{|B_\delta|} \left| \int_{B_\delta(a)} P_{j,\gamma}(b, x')dx' \right| \leq C'(\gamma_1 - \gamma)^{-1}$$

$$\implies \frac{1}{|B_\delta|} \left| \int_{B_\delta(a)} e^{\gamma|b-a|}P_{j}(b, x')e^{-\gamma|x'-a|}dx' \right| \leq C'(\gamma_1 - \gamma)^{-1}$$

where in the last line, we have substituted in the definition for the kernel for $P_{j,\gamma} = B_{\gamma,a}P_jB_{\gamma,a}^{-1}$. Since for each fixed $b$, the function $x' \mapsto P_{j,\gamma}(b, x')$ is in $L^2(\mathbb{R}^2)$ (Equation (A.9)), in particular this kernel is also in $L^1_{\text{loc}}(\mathbb{R}^2)$. Therefore, by the Lebesgue differentiation theorem [79, Chapter 3, Theorem 1.2], for almost every $a \in \mathbb{R}^2$:

$$\lim_{\delta \to 0} \frac{1}{|B_\delta|} \left| \int_{B_\delta(a)} e^{\gamma|b-a|}P_{j}(b, x')e^{-\gamma|x'-a|}dx' \right| = e^{\gamma|b-a|}\|P_{j}(b, a)\|.$$ 

Hence, for almost every $a, b \in \mathbb{R}^2$:

$$|P_{j}(b, a)| \leq C'(\gamma_1 - \gamma)^{-1}e^{-\gamma|b-a|}$$

which completes the proof. \qed

A.3. Proof that $P_j$ is Localized in $X$ (Proposition 4.2(2))

For this section, let us fix some $\eta_j \in \sigma_j$, we will prove that $\|(X - \eta_j)P_{j,\gamma}\|$ is bounded. The fact that $\|P_{j,\gamma}(X - \eta_j)\|$ is bounded follows by essentially the same steps. Recalling we define $\lambda_{\eta_j} := \lambda - \eta_j$ and $X_{\eta_j} := X - \eta_j$ and using Lemma A.1 we have

$$(X - \eta_j)P_{j,\gamma} = \frac{1}{2\pi i} \int_{C_j} (X - \eta_j)(\lambda - P_\gamma XP_\gamma)^{-1}P_\gamma d\lambda$$

$$= \frac{1}{2\pi i} \int_{C_j} X_{\eta_j}(\lambda_{\eta_j} - P_\gamma X_{\eta_j} P_\gamma)^{-1}P_\gamma d\lambda$$

$$= \frac{1}{2\pi i} \int_{C_j} X_{\eta_j} P_\gamma (\lambda_{\eta_j} - P_\gamma X_{\eta_j} P_\gamma)^{-1}d\lambda$$

$$= \frac{1}{2\pi i} \int_{C_j} (P_\gamma + Q_\gamma)X_{\eta_j} P_\gamma (\lambda_{\eta_j} - P_\gamma X_{\eta_j} P_\gamma)^{-1}d\lambda.$$
where we have used that $P_{\gamma}$ commutes with $(\lambda_{\eta_j} - P_{\gamma}X_{\eta_j}P_{\gamma})^{-1}$. Therefore,

$$
\| (X - \eta_j)P_{j,\gamma} \| \leq \frac{\ell(C_j)}{2\pi} \left( \| P_{\gamma}X_{\eta_j}P_{\gamma}(\lambda_{\eta_j} - P_{\gamma}X_{\eta_j}P_{\gamma})^{-1} \|ight.

\quad + \left. \| Q_{\gamma}X_{\eta_j}P_{\gamma} \| \| (\lambda_{\eta_j} - P_{\gamma}X_{\eta_j}P_{\gamma})^{-1} \| \right)

Note that

$$
\| P_{\gamma}X_{\eta_j}P_{\gamma}(\lambda_{\eta_j} - P_{\gamma}X_{\eta_j}P_{\gamma})^{-1} \| \leq 1 + |\lambda_{\eta_j}| \| (\lambda_{\eta_j} - P_{\gamma}X_{\eta_j}P_{\gamma})^{-1} \|.
$$

Therefore, since $\| (\lambda_{\eta_j} - P_{\gamma}X_{\eta_j}P_{\gamma})^{-1} \|$ and $\| Q_{\gamma}X_{\eta_j}P_{\gamma} \|$ are both bounded, we can conclude that $\| (X - \eta_j)P_{j,\gamma} \|$ is bounded as we wanted to show.

**A.4. Extension to Other Position Operators**

In Sections A.1, A.2, and A.3 we show that if $PXP$ has uniform spectral gaps then if $\{P_j\}_{j \in J}$ are the band projectors for $PXP$ then each $P_j$ admits an exponentially localized kernel and each $P_j$ is localized along a line $X = \eta_j$. In the main text we used these properties of $P_j$ to show that exponentially localized Wannier functions can be constructed by diagonalizing $P_jYP_j$ for each $j \in J$. In this section we show that this argument does not rely on $X$ being precisely the position operator defined in (3.1). Instead, we will show that for operators $\hat{X}$ which are, in a certain sense, close to the operator $X$, if $P\hat{X}P$ has uniform spectral gaps, then if we define projections $P_j$ with respect to the spectral bands of $P\hat{X}P$, the rest of our analysis goes through without modification. Specifically, we can prove that the projections $P_j$ admit exponentially localized kernels, localize along lines $X = \eta_j$, and can be used to form generalized Wannier functions by diagonalizing each $P_jYP_j$ for $j \in J$. We anticipate that this generalization may be important for two reasons.

- Depending on the application, it may be more natural to measure position by operators other than the standard ones.
- It may be that $PXP$ does not have uniform spectral gaps, but $P\hat{X}P$, where $\hat{X}$ is an alternative position operator, does. In this case, the fact that our proofs can be generalized is essential to prove existence of exponentially localized generalized Wannier functions.

We consider various cases where alternative position operators are useful in [41]. The problem of constructing an alternative position operator $\hat{X}$ which ensures that $P\hat{X}P$ has gaps has been considered in [34].

We will prove the following Lemma, which gives sufficient conditions so that the band projectors for $P\hat{X}P$, where $\hat{X}$ is an alternative position operator, satisfy the results of Proposition 4.2.

**Lemma A.2.** Let $\hat{X}$ be a symmetric operator satisfying $\| \hat{X} - X \| \leq C$. Then $\hat{X}$ is self-adjoint $D(X) \rightarrow L^2(\mathbb{R}^2)$ and $P\hat{X}P$ is self-adjoint $\{D(X) \cap \text{range}(P)\} \cup \text{range}(P)^{-1} \rightarrow L^2(\mathbb{R}^2)$. Suppose further that

1. $\| \hat{X}_{\gamma} - \hat{X} \| \leq C'\gamma$
2. $P \hat{X} P$ has uniform spectral gaps.

Then, if $\{P_j\}_{j \in J}$ are the band projectors of $P \hat{X} P$, then $\{P_j\}_{j \in J}$ satisfies the results of Proposition 4.2.

Following the proof in the main text, an immediate corollary of Lemma A.2 is the following.

**Corollary A.3.** If it is possible to construct a symmetric operator $\hat{X}$ satisfying the assumptions of Lemma A.2, then range $(P)$ admits a basis of exponentially localized generalized Wannier functions.

**Proof of Lemma A.2.** The first claim of the lemma follows easily from the Kato-Rellich theorem since $\hat{X} - X$ is a bounded perturbation of $X$. Assuming (2), we can define the corresponding band projectors $P_j$ via the Riesz formula

$$P_j := \frac{1}{2\pi i} \int_{C_j} (\lambda - P \hat{X} P)^{-1} P d\lambda.$$ 

Therefore, we can write $P_{j,\gamma}$ as follows

$$P_{j,\gamma} := \frac{1}{2\pi i} \int_{C_j} (\lambda - P_{\gamma} \hat{X}_{\gamma,\gamma} P_{\gamma})^{-1} P_{\gamma} d\lambda.$$ 

Our goal is now to establish Proposition A.1 for these band projectors. Similar to before, to get bounds which are independent of the choice of $j \in J$, appealing to the shifting lemma (Lemma A.1), to prove an analog of Proposition A.1, it suffices to show that for all $j \in J$

$$\sup_{\lambda \in C_j} \sup_{\eta_j \in C_j} \| (\lambda_{\eta_j} - P_{\gamma} \hat{X}_{\eta_j,\gamma} P_{\gamma})^{-1} \| \leq C'$$ (A.10)

where $\lambda_{\eta_j} = \lambda - \eta_j$ and $\hat{X}_{\eta_j,\gamma} = \hat{X}_{\gamma} - \eta_j$.

Equation (A.10) can be proved by the following series of implications:

$$P \hat{X} P \text{ has USG} \implies (\lambda_{\eta_j} - P_{\gamma} \hat{X}_{\eta_j,\gamma} P_{\gamma})^{-1} < \infty$$

$$\implies (\lambda_{\eta_j} - P_{\gamma} \hat{X}_{\eta_j,\gamma} P_{\gamma})^{-1} \| < \infty$$

$$\implies (\lambda_{\eta_j} - P_{\gamma} \hat{X}_{\eta_j,\gamma} P_{\gamma})^{-1} \| < \infty$$

$$\implies (\lambda_{\eta_j} - P_{\gamma} \hat{X}_{\eta_j,\gamma} P_{\gamma})^{-1} \| < \infty.$$ (A.11)

Using $\| \hat{X} - X \| \leq C$, one can check that the proof in Section A.1 proves all of the implications except for the last one.

For the last of these implications, we observe that $\hat{X}_{\eta_j,\gamma} - \hat{X}_{\eta_j} = \hat{X}_{\gamma} - \hat{X}$ and recall that by assumption $\| \hat{X}_{\gamma} - \hat{X} \| \leq C'\gamma$. Now observe that

$$(\lambda_{\eta_j} - P_{\gamma} \hat{X}_{\eta_j,\gamma} P_{\gamma})^{-1} = (\lambda_{\eta_j} - P_{\gamma} \hat{X}_{\eta_j} P_{\gamma})^{-1} (I - P_{\gamma}( \hat{X}_{\gamma} - \hat{X}) P_{\gamma} (\lambda_{\eta_j} - P_{\gamma} \hat{X}_{\eta_j,\gamma} P_{\gamma})^{-1} )^{-1}.$$
Since \((\lambda_{\eta_j} - P_{\gamma} \hat{X}_{\eta_j} P_{\gamma})^{-1}\) is bounded, we can choose \(\gamma\) sufficiently small so that
\[
\|P_{\gamma}(\hat{X}_\gamma - \hat{X})P_{\gamma}(\lambda_{\eta_j} - P_{\gamma} \hat{X}_{\eta_j,\gamma} P_{\gamma})^{-1}\| \leq \frac{1}{2}.
\]
which implies that \((\lambda_{\eta_j} - P_{\gamma} \hat{X}_{\eta_j,\gamma} P_{\gamma})^{-1}\) completing the proof of Proposition A.1 for the band projectors of \(P\hat{X}P\). Hence following the arguments in Sections A.2 and A.3, we can conclude the band projectors for \(P\hat{X}P\) satisfy the results of Proposition 4.2 proving the lemma. \(\square\)

**B Proof of the Shifting Lemma (Lemma A.1)**

The basic steps to prove Lemma A.1 are the following:

\[
(\lambda_{\eta_j} - P_{\gamma} X_{\eta_j} P_{\gamma})^{-1} = (\lambda - \eta_j - P_{\gamma} (X - \eta_j) P_{\gamma})^{-1} = (\lambda - \eta_j - P_{\gamma} X P_{\gamma} + \eta_j P_{\gamma})^{-1} = (\lambda - P_{\gamma} X P_{\gamma} - \eta_j Q_{\gamma})^{-1}. \tag{B.1}
\]

Since \(P_{\gamma} + Q_{\gamma} = I\), because of this calculation we know that
\[
\| (\lambda_{\eta_j} - P_{\gamma} X_{\eta_j} P_{\gamma})^{-1} \| = \| (\lambda - P_{\gamma} X P_{\gamma} - \eta_j Q_{\gamma})^{-1} \| \leq \| (\lambda - P_{\gamma} X P_{\gamma} - \eta_j Q_{\gamma})^{-1} P_{\gamma} \| + \| (\lambda - P_{\gamma} X P_{\gamma} - \eta_j Q_{\gamma})^{-1} Q_{\gamma} \|. \tag{B.5}
\]

Since \(P_{\gamma} Q_{\gamma} = Q_{\gamma} P_{\gamma} = 0\), we should expect that shifting by \(\eta_j Q_{\gamma}\) should not change what happens on range \((P_{\gamma})\). Similarly, the action of \(P_{\gamma} X P_{\gamma}\) should not change what happens on range \((Q_{\gamma})\). This observation leads us to expect that:

\[
(\lambda - P_{\gamma} X P_{\gamma} - \eta_j Q_{\gamma})^{-1} P_{\gamma} = (\lambda - P_{\gamma} X P_{\gamma})^{-1} P_{\gamma} \tag{B.2}
\]
\[
(\lambda - P_{\gamma} X P_{\gamma} - \eta_j Q_{\gamma})^{-1} Q_{\gamma} = (\lambda - \eta_j Q_{\gamma})^{-1} Q_{\gamma}. \tag{B.3}
\]

By similar reasoning:

\[
(\lambda - \eta_j Q_{\gamma})^{-1} Q_{\gamma} = (\lambda - \eta + \eta_j P_{\gamma})^{-1} Q_{\gamma} = (\lambda - \eta)^{-1} Q_{\gamma}. \tag{B.4}
\]

Assuming Equations (B.2), (B.3), (B.4) are true, we conclude that:

\[
\| (\lambda_{\eta_j} - P_{\gamma} X_{\eta_j} P_{\gamma})^{-1} \| \leq \| (\lambda - P_{\gamma} X P_{\gamma})^{-1} \| \| P_{\gamma} \| + |\lambda - \eta|^{-1} \| Q_{\gamma} \|. \tag{B.5}
\]

Since \(P\) admits an exponentially localized kernel (Definition 4.1) we know that \(\| P_{\gamma} \|\) and \(\| Q_{\gamma} \|\) are bounded. Because of the uniform spectral gaps assumption on \(P X P\), since we have chosen \(\eta \in \sigma_j\) and \(\lambda \in C_j\) we also know that \(|\lambda - \eta|^{-1}\) is bounded by a constant independent of \(j\) and \(\eta\). Therefore, Equation (B.5) shows that

\[
\| (\lambda - P_{\gamma} X P_{\gamma})^{-1} \| < \infty \implies \| (\lambda_{\eta_j} - P_{\gamma} X_{\eta_j} P_{\gamma})^{-1} \| < \infty.
\]
We can prove the reverse implication by instead starting with the calculation

\[
(\lambda - P_\gamma X P_\gamma)^{-1} = (\lambda - \eta + \eta - P_\gamma (X - \eta + \eta) P_\gamma)^{-1} \\
= (\lambda \eta - P_\gamma X \eta P_\gamma + \eta Q_\gamma)^{-1},
\]

and proceeding along similar steps.

What remains to finish the proof of Lemma A.1 is to prove that Equations (B.2), (B.3), (B.4) are all true. For this, we have the following technical lemma:

**Lemma B.1.** Let \( \tilde{P} , \tilde{Q} \) be any pair of bounded operators such that \( \tilde{P} \tilde{Q} = \tilde{Q} \tilde{P} = 0 \). Next, let \( A, B \) be possibly unbounded operators densely defined on a common domain \( \mathcal{D} \). Suppose further that \( [[\tilde{P} , A]] \) both \( [[\tilde{Q} , B]] \) are bounded. If \( \tilde{\lambda} \in \mathbb{C} \) is any scalar such that \( \| (\lambda + \tilde{P} A \tilde{P})^{-1} \| \) is bounded then \( \| (\tilde{\lambda} + \tilde{P} A \tilde{P} + \tilde{Q} B \tilde{Q})^{-1} \tilde{P} \| \) is also bounded and

\[
(\tilde{\lambda} + \tilde{P} A \tilde{P})^{-1} \tilde{P} = (\tilde{\lambda} + \tilde{P} A \tilde{P} + \tilde{Q} B \tilde{Q})^{-1} \tilde{P}.
\]

Note that applying Lemma B.1 three times proves that Equations (B.2), (B.3), (B.4) are all true.

The assumption that \( [[\tilde{P} , A]] \) and \( [[\tilde{Q} , B]] \) are bounded is purely a technical assumption which ensures that \( \tilde{P} A \tilde{P} \) and \( \tilde{Q} B \tilde{Q} \) are well-defined operators on \( \mathcal{D} \). To see why, observe that

\[
\tilde{P} A \tilde{P} = \tilde{P} [A, \tilde{P}] + \tilde{P} \tilde{P} A \text{ and } \tilde{Q} B \tilde{Q} = \tilde{Q} [B, \tilde{Q}] + \tilde{Q} \tilde{Q} B.
\]

For our purposes, the only unbounded operator we will need to be careful with is the operator \( X \). Since \( P \) satisfies admits an exponentially localized kernel (Definition 4.1) we know that \( \|[P_\gamma , X]\| = \|[Q_\gamma , X]\| < \infty \), therefore we may apply Lemma B.1 without worry.

**Proof of Lemma B.1.** First, note that \( \tilde{\lambda} + \tilde{P} A \tilde{P} + \tilde{Q} B \tilde{Q} \) is injective on range(\( \tilde{P} \)) since for arbitrary non-zero \( v \in \text{range}(\tilde{P}) \cap \mathcal{D} \),

\[
\| (\tilde{\lambda} + \tilde{P} A \tilde{P} + \tilde{Q} B \tilde{Q}) v \| = \| (\tilde{\lambda} + \tilde{P} A \tilde{P} + \tilde{Q} B \tilde{Q}) \tilde{P} v \| = \| (\tilde{\lambda} + \tilde{P} A \tilde{P}) v \| \geq \| (\tilde{\lambda} + P A P)^{-1} \|^{-1} \| v \|.
\]

Now observe that since \( \tilde{P} \tilde{Q} = \tilde{Q} \tilde{P} = 0 \)

\[
[(\tilde{\lambda} + \tilde{P} A \tilde{P} + \tilde{Q} B \tilde{Q}), (\tilde{\lambda} + \tilde{P} A \tilde{P})] = 0.
\]

Since \( (\tilde{\lambda} + \tilde{P} A \tilde{P})^{-1} \) is well defined, this implies that

\[
[(\tilde{\lambda} + \tilde{P} A \tilde{P} + \tilde{Q} B \tilde{Q}), (\tilde{\lambda} + \tilde{P} A \tilde{P})^{-1}] = 0.
\]

Since \( \tilde{Q} \tilde{P} = 0 \) we also have that

\[
(\tilde{\lambda} + \tilde{P} A \tilde{P} + \tilde{Q} B \tilde{Q}) \tilde{P} = (\tilde{\lambda} + \tilde{P} A \tilde{P}) \tilde{P} \\
\iff (\tilde{\lambda} + \tilde{P} A \tilde{P})^{-1}(\tilde{\lambda} + \tilde{P} A \tilde{P} + \tilde{Q} B \tilde{Q}) \tilde{P} = \tilde{P}
\]
The final equality implies that range ($\tilde{P}$) ⊆ range ($\tilde{\lambda} + \tilde{P} A \tilde{P} + \tilde{Q} B \tilde{Q}$). Since ($\tilde{\lambda} - \tilde{P} A \tilde{P}$)$^{-1}$ is bounded we can conclude that ($\tilde{\lambda} + \tilde{P} A \tilde{P} + \tilde{Q} B \tilde{Q}$) is invertible on range ($\tilde{P}$) and moreover we have

$$\tilde{P} = (\tilde{\lambda} + \tilde{P} A \tilde{P} + \tilde{Q} B \tilde{Q})^{-1} \tilde{P}.$$ 

\[ \square \]

### C Proof that the generalized Wannier functions of Theorem 1.1 are Wannier functions when $A$ and $V$ are periodic (Theorem 1.2)

We start with some notation. Let $\Lambda$ denote a two-dimensional lattice generated by non-parallel lattice vectors $v_1, v_2 \in \mathbb{R}^2$, that is

$$\Lambda = \left\{ m_1 v_1 + m_2 v_2 : (m_1, m_2) \in \mathbb{Z}^2 \right\}. \tag{C.1}$$

We assume that the functions $A$ and $V$ are periodic with respect to $\Lambda$ in the sense that for all $x \in \mathbb{R}^2$

$$A(x + v) = A(x), \quad V(x + v) = V(x) \quad \text{for all } v \in \Lambda. \tag{C.2}$$

Define $L_j := |v_j|$, $j = 1, 2$. We work with co-ordinates defined with respect to the lattice vectors $v_1$ and $v_2$ so that for $x \in \mathbb{R}^2$,

$$x = x_1 v_1 + x_2 v_2 \tag{C.3}$$

for $x = (x_1, x_2) \in \mathbb{R}^2$. We require the following assumption on the position operators $X$ and $Y$.

**Assumption C.1.** We assume the position operators $X$ and $Y$ are defined with respect to the co-ordinates (C.3) by

$$Xf(x) = L_1 x_1 f(x), \quad Yf(x) = L_2 x_2 f(x). \tag{C.4}$$

Let $T_{v_1}$ and $T_{v_2}$ denote translation operators associated to the Bravais lattice vectors $v_1, v_2$, so that

$$T_{v_j} f(r) = f(r - v_j), \quad j \in \{1, 2\}. \tag{C.5}$$

First, note that by the Riesz projection formula, $[T_{v_j}, P] = 0, j = 1, 2$. Since $[T_{v_1}, X] = -L_1 T_{v_1}$ and $[T_{v_2}, X] = 0$, we have that

$$[T_{v_1}, PXP] = -L_1 P T_{v_1}, \quad [T_{v_2}, PXP] = 0. \tag{C.6}$$

The first of these identities implies that the spectrum of $PX P$ restricted to range($P$) is the union of shifted copies of the spectrum of $PX P$ restricted to the interval $[0, L_1)$, that is

$$\sigma (PX P|_{\text{range}(P)}) = \bigcup_{j \in \mathbb{Z}} \sigma_{[0, L_1]} + L_1 j. \tag{C.7}$$
where \( \sigma_{[0,L_1]} := \sigma(\mathcal{X}_\lambda) \cap [0,L_1] \). The \( L^2 \) spectrum of \( \mathcal{X}_\lambda \) is then \([0] \cup \sigma(\mathcal{X}_\lambda) \cap [0,L_1]\). Using the uniform spectral gaps assumption, we can assume that, perhaps after a constant shift of \( X \), the interval \((-\epsilon, \epsilon) \notin \sigma(\mathcal{X}_\lambda) \). Because of the symmetry \((C.7)\) of the spectrum, we have that \((-\epsilon, \epsilon) + \mathbb{Z}L_1 \notin \sigma(\mathcal{X}_\lambda) \), and hence the components \( \{\sigma_{[0,L_1]} + L_1J\} \) of \( \sigma(\mathcal{X}_\lambda) \) are separated by gaps. We now assume the following.

**Assumption C.2.** We define the band projectors \( P_j \) as in Definition 4.2 with \( \sigma_j := \{\sigma_{[0,L_1]} + L_1J\} \) for \( j \in \mathbb{Z} \).

Note that other choices of \( \sigma_j \) which are compatible with the uniform spectral gaps assumption are possible if \( \sigma_{[0,L_1]} \) has separated components, but for simplicity we do not consider this here. The key consequence of Assumption C.2 is that

\[
T_{v_1} P_j = P_{j+1} T_{v_1}.
\]

(C.8)

Using the Riesz formula again, we have that \([T_{v_2}, P_j] = 0\). Using the facts that \( [T_{v_1}, Y] = 0 \) and \( [T_{v_2}, Y] = -L_2 T_{v_2} \) we have that

\[
\sigma(P_j Y P_j |_{\text{range}(P_j)}) = \bigcup_{m \in \mathbb{Z}} \{\sigma_{[0,L_2]} + L_2m\}
\]

where \( \sigma_{[0,L_2]} := \sigma(P_j Y P_j |_{\text{range}(P_j)}) \cap [0,L_2] \). We can therefore index the eigenfunctions of \( P_j Y P_j \) by \( m \in \mathbb{Z} \) for every \( j \in \mathbb{Z} \).

Now let \( \{\psi_{j,m}\}_{(j,m) \in \mathbb{Z} \times \mathbb{Z}} \) denote the set of eigenfunctions of the operators \( P_j Y P_j \).

We claim that this set is closed under \( T_{v_1} \) and \( T_{v_2} \). First, since \( T_{v_2} \) commutes with \( P_j \) it is clear that if \( \psi_{j,m} \) is an eigenfunction of \( P_j Y P_j \) with eigenvalue \( \mu_{j,m} \), then

\[
P_j Y P_j T_{v_2} \psi_{j,m} = T_{v_2} P_j (Y + L_2) P_j \psi_{j,m} = (\mu_{j,m} + L_2) T_{v_2} \psi_{j,m}
\]

and hence \( T_{v_2} \psi_{j,m} \) is another eigenfunction of \( P_j Y P_j \) with eigenvalue \( \mu_{j,m} + L_2 \), so the set is closed under \( T_{v_2} \). To see the set is closed under \( T_{v_1} \), note that applying \( T_{v_1} \) to both sides of the eigenequation \( P_j Y \mu P_j \psi_{j,m} = 0 \) yields \( P_j Y (\mu - \mu) P_j \psi_{j,m} = 0 \) for some \( j' \) and hence \( T_{v_1} \psi_{j,m} = \psi_{j',m} \) for some \( j' \in \mathbb{Z} \).

We now consider the centers \( \{(a_{j,m}, b_{j,m})\}_{(j,m) \in \mathbb{Z} \times \mathbb{Z}} \). Working in the co-ordinates \((C.3)\), closure under translation in the lattice \( \Lambda \) is equivalent to closure of the set of centers under component-wise integer addition. Now recall that for each \( j \), in the statement of Theorem 1.1, the \( a_{j,m} \) can be chosen as any point in \( \sigma_j \), where \( \sigma_j \) is the spectrum associated to the spectral projection \( P_j \), for all \( m \). So, since \( \sigma_{j+1} = \sigma_j + L_1 \) as we have already noted, in the co-ordinates \((C.3)\) we can choose the \( a_{j,m} \) such that \( a_{j+1,m} = a_{j,m} + 1 \), and hence the set of centers is closed under integer addition in the first component. To see the same is true of the second component, note that \((C.10)\) shows that the eigenvalues of \( P_j Y P_j \) are closed under addition of \( L_2 \) for each \( j \). Since the centers \( b_{j,m} \) are defined as the associated eigenvalues of \( P_j Y P_j \) of the \( \psi_{j,m} \) we see that the set of centers is also closed under integer addition in their second component (again working in the co-ordinates \((C.3)\)).
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