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Abstract—Recommender systems have become an indispensable component in online services during recent years. Effective recommendation is essential for improving the services of various online business applications. However, serious privacy concerns have been raised on recommender systems requiring the collection of users’ private information for recommendation. At the same time, the success of e-commerce has generated massive amounts of information, making scalability a key challenge in the design of recommender systems. As such, it is desirable for recommender systems to protect users’ privacy while achieving high-quality recommendations with low-complexity computations.

This paper proposes a scalable privacy-preserving item-based top-N recommendation solution, which can achieve high-quality recommendations with reduced computation complexity while ensuring that users’ private information is protected. Furthermore, the computation complexity of the proposed method increases slowly as the number of users increases, thus providing high scalability for privacy-preserving recommender systems. More specifically, the proposed approach consists of two key components: (1) MinHash-based similarity estimation and (2) client-side privacy-preserving prediction generation. Our theoretical and experimental analysis using real-world data demonstrates the efficiency and effectiveness of the proposed approach.
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I. INTRODUCTION

With the explosive growth of information on the Internet, recommender systems have become indispensable in many online services [1]. As one of the most important techniques in recommender systems, collaborative filtering (CF) [2], [3] has been broadly adopted, such as in Amazon [4], [5], MovieLens [6], YouTube [7], and so on. Such broad applications of CF raise serious concerns about the leakage of users’ privacy.

The privacy concern originates from the basic idea behind CF techniques. For instance, item-based top-N recommendation, as one of the widely used CF techniques, assumes that a user may be interested in items that are similar to the items that he/she liked before. More specifically, the problem of top-N recommendation aims to provide an ordered list of $N$ items to a user. Item-based recommendation works by first collecting users’ “ratings” of items. Then, items are profiled by analyzing users’ ratings for them. At last, a user is recommended with items that have a high similarity with his/her historically highly-rated items. Through the recommendation, users can find items of their interest, such as movies, music, or other things. However, to profile items and perform recommendations for users, sensitive information, such as user demographics and user ratings, are collected by recommender systems, giving rise to serious privacy concerns of individual users [8], [9], [10]. In addition, profiling and recommending items based on all users’ information lead to scalability issues because of the explosive growth of online information.

Recent research works have aimed to tackle the privacy-preserving issues for individual users based on CF [11]. Scalability is the primary limiting factor to existing cryptography-based methods [11], [6], [12], [13]. These methods adopt cryptography, such as homomorphic encryptions, to hide true user ratings during computation. These solutions require computation-intensive encryption and decryption operations. Hence they do not scale well given the large number of users and items [6], [12], [13]. Compared with cryptography-based solutions, random perturbation based methods do not conduct intensive computations but protect users’ privacy by perturbing users’ ratings, such as adding random noise, before sending the users’ information to the server [14], [15], [16]. As such, random perturbation based methods are efficient and easy to implement. However, these methods trade accuracy for privacy, yet the protection of user privacy is not guaranteed. As shown in [17], the server can partially recover valid user data from perturbed data using learning techniques.

An ideal privacy-preserving recommender system should guarantee user privacy protection without compromising recommendation accuracy or efficiency. However, existing privacy-preserving CF methods trade either efficiency (cryptography-based methods) or accuracy (random perturbation-based methods) for privacy. Therefore, the focus of this work is to address the above challenges and develop a scalable solution capable of preserving privacy while achieving high-quality recommendations with low-complexity computations.

Our work is motivated by one key observation – the overloading information generated on the Internet has a degree of redundancy for recommendations, as some users have a similar preference. As such, it is possible to develop a scalable approach by collecting some anonymous users’ information while achieving high-quality recommendations. Therefore, this work proposes an approach for item-based top-N recommendations, which can cope with a large number of user and item scenarios while achieving efficient privacy-preserving recommendation. Different from the methods above, the proposed approach neither performs additional calculation nor changes the original users’ information to preserve users’ privacy.
Specifically, our proposed approach works as follows: (1) to protect individual users’ privacy, we first use anonymous random walks to collect users’ information, thus eliminating the correspondence between individual users and their information; (2) item similarities are estimated online using the MinHash-based method through the received information and the recommendations are generated locally; and (3) by restricting the number of random walks, the computation cost is reduced significantly, especially for scenarios with a large number of users and/or items.

The contributions of this work are summarized as follows:

1) This work proposes a scalable algorithm for privacy-preserving item-based top-N recommendations, which can achieve high-quality recommendations with low-complexity computations. Compared with existing methods, the computation time of the proposed method increases slowly as the number of users increases, thus providing high scalability for privacy-preserving recommender systems.

2) The evaluation results in three real-world data sets demonstrate that the proposed method can be more efficient than non-privacy-preserving item-based top-N recommendation methods. Specifically, when the accuracy loss is less 1.0%, the corresponding computation time is reduced by 20.99%, 57.35%, and 62.81% on the Last.fm data set, on the Jester data set, and on the MovieLens 20M data set, respectively.

The rest of this paper is organized as follows. Section II surveys the related works. Section III describes the problem formulation. Section IV presents the proposed scalable algorithm for privacy-preserving item-based top-N recommendation. Section V discusses experimental results on the real-world data sets. Finally, Section VI concludes this work.

II. RELATED WORK

Existing privacy-preserving recommender systems can be classified into two main categories: cryptography based methods [4, 6, 12, 13] and random perturbation based methods [14, 15, 16].

A. Cryptography Based Methods

Cryptography based methods adopt cryptography, such as homomorphic encryptions, to hide true user ratings during computation.

Kikuchi et al. proposed using homomorphic encryption to calculate user similarities, item recommendation scores and decrypting the scores by a set of trusted authors [18]. Since their method has all users’ original data involved in the calculation, users can obtain recommendations without privacy violation. A similar method has also been introduced in [19], in which Zhan et al. constructed a more efficient privacy-preserving collaborative recommender system based on the scalar product protocol by comparing with major cryptography approaches. Canny et al. proposed an algorithm whereby a community of users can compute a public “aggregate” of their data that does not expose individual users’ data [6]. They used homomorphic encryption to allow sums of encrypted vectors to be computed and decrypted without exposing individual users’ data. These homomorphic encryption based approaches are computation inefficient because all computations are performed on encrypted data. Additionally, cryptography based methods suffer from the scalability issue since encryption and decryption operations are computation intensive and do not scale well given a large number of users and items.

B. Random Perturbation Based Methods

Random perturbation based methods perturb users’ ratings to prevent the server from obtaining true users’ ratings [14, 15, 16].

Polat et al. proposed a privacy-preserving CF method to perturb individual user’s original data by adding a random number, while accurately estimating the aggregation data from a large number of users [14]. Casino et al. proposed a $k$-anonymous approach to protect the user’s privacy, in which they clustered similar users and profiled the clusters. Then the profile in the same cluster had the capability of representing the users in the cluster, achieving perturbing individual users’ data and preserving users’ privacy. Storing users’ profiles in a distributed manner and achieving recommendations is another option for perturbation based privacy-preserving recommender systems. Shokri et al. proposed a distributed mechanism to increase privacy-preserving while achieving accurate recommendations [20]. In their methods, users first store their profiles on their own sides (called offline profiles). Then, the offline profiles are partly merged with the profiles of similar users. After that, the offline profiles are uploaded to a central server periodically for participating in recommendations. A different approach is presented in [21] that relies on a two-fold mechanism implemented on a decentralized user-based CF. In the work, users’ exact profiles are prevented from exchanging on their own sides while constructing interest-based topology, through which obfuscated profiles are still extracted, ensuring the quality of recommendations. Random perturbation based methods trade accuracy for privacy, yet the protection of user privacy is not guaranteed. As shown in [17], the server can partially recover true user data from perturbed data using learning techniques.

III. PROBLEM FORMULATION

A. Privacy Issue in Item-based Top-N Recommendation

The main purpose of recommender systems is to estimate user ratings of items that have not been seen by the user [11]. Generally, recommender systems estimate users’ ratings for a specific item based on users’ previous ratings on other items. Thus, recommender systems need to collect users’ item ratings before estimating users’ ratings of unrated items. This is a violation of user privacy, since most users do not wish to expose their item ratings [22]. Sensitive user information (e.g., user preferences) may be collected, analyzed, and even sold when a company declares bankruptcy [6]. Ideally, users of recommender systems should be able to obtain high-quality recommendations efficiently, without exposing their item ratings to the recommendation server or any other third parties.
Generally, two key steps that are required in item-based top-N recommendation are described in the following two subsections.

B. Item Similarity Computation

A variety of methods can be adopted to calculate the similarities between items, such as cosine similarity, correlation-based similarity and Jaccard similarity, etc. For binary ratings (i.e., 0 means dislike and 1 means like), Jaccard similarity is the most widely adopted similarity measure. Given two items $i$ and $j$, their Jaccard similarity is defined as follows [26]:

$$sim_{i,j} = \frac{|U_i \cap U_j|}{|U_i \cup U_j|}, \quad (1)$$

where $U_i$ ($U_j$) is the set of users who like item $i$ ($j$). Computing the Jaccard similarity is time-consuming, especially when the number of items is large. Thus, cryptography based privacy-preserving recommendation is not practical for large datasets.

C. Predicting Item Ratings and Top-N Recommendation

After obtaining item similarities, predictions for unrated items are computed by taking a weighted average of a target user’s past item ratings. Given a target user $u$ and an unrated item $i$, the predicted rating of $u$ on $i$ can be computed as follows [23]:

$$\hat{r}_{u,i} = \frac{\sum_{j \in I_u} r_{u,j} \cdot sim_{i,j}}{\sum_{j \in I_u} sim_{i,j}}, \quad (2)$$

where $I_u$ is the set of items rated by $u$ and $r_{u,j}$ is $u$’s rating on item $j$.

However, the rating $r_{u,j}$ is 1 if the user $u$ like the $j$th item and 0 otherwise for binary ratings. The predicted rating $\hat{r}_{u,j}$ calculated by Equation (2) is always a constant for the $j$th item. Therefore, for binary ratings, the predicted rating of $u$ on $i$ can be rewritten as Equation (3) [26]:

$$\hat{r}_{u,i} = \sum_{j \in I_u} r_{u,j} \cdot sim_{i,j}. \quad (3)$$

After computing $\hat{r}_{u,i}$ for all unrated items of $u$, the similarity ranking of the unrated items of user $u$ can be obtained, and the items with the highest $N$ predicted ratings will be recommended to $u$.

IV. Scalable Privacy-Preserving Item-based Top-N Recommendation

This section first gives the overview of the proposed scalable privacy-preserving item-based Top-N recommendation approach, then details the process of the approach. After that, the theoretical analysis of the efficiency and effectiveness of the proposed approach is presented.

A. Solution Overview

In this work, our goal is to protect user privacy and reduce computation complexity with minimum loss in recommendation accuracy. We achieve this by proposing the following techniques: 1) a MinHash-based privacy-preserving similarity estimation method, which can estimate the Jaccard similarity of items with high efficiency and protect user privacy during the computation process; and 2) a client-side privacy-preserving prediction generation method, which can predict item ratings for users with privacy protection. Unlike existing works, which trade either efficiency (e.g., cryptography-based methods) or accuracy (e.g., perturbation-based methods) for privacy, our solution can guarantee privacy protection while supporting flexible balancing between accuracy and efficiency. The flowchart of the proposed approach is shown as Figure 1.
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Fig. 1: Flowchart of the proposed privacy-preserving top-N recommendation.

B. MinHash-based Privacy-Preserving Jaccard Similarity Estimation

MinHash is an efficient method for estimating Jaccard similarity between two sets [27]. Let $\mathcal{H} = \{h_1, h_2, \ldots, h_k\}$ denote $k$ independent random perturbations on elements (hash functions), for any two sets $S_i$ and $S_j$, they have the following property [27]:

$$\Pr_{h \in \mathcal{H}}[h(S_i) = h(S_j)] = \frac{|S_i \cap S_j|}{|S_i \cup S_j|} = Jaccard(S_i, S_j). \quad (4)$$

In Equation (4) the number of hash functions — $k$ is the key factor for determining estimation accuracy and efficiency, i.e., high $k$ values indicate higher estimation accuracy but lower computation efficiency. Theoretically, if $k$ is large enough, then the estimation can be as accurate as computation using Equation (1). Tradeoffs between accuracy and efficiency of the method are further discussed in Section IV.D.2.

Based on MinHash, Jaccard similarities among item pairs can be efficiently estimated, but user privacy should be strictly protected during this process. To this end, a privacy-preserving MinHash protocol is proposed, in which users choose to add their information in anonymous random walks. Thus, the
server and any other user cannot know which piece of data are from a target user and whether a target user has added his/her data, so that user privacy can be protected. The detailed procedure for estimating Jaccard similarity based on privacy-preserving MinHash method is presented in Algorithm 1.

Algorithm 1 PrivateJaccard($U$, $I$, $H$)

Require: $U$ and $I$ are the sets of users and items, and $H$ is the set of hash functions.

1. for all $i, j \in I$ (i $\neq$ j) do
2. \hspace{1cm} $n_{i,j} = 0$; ($n_{i,j}$ records the number of times that hash values of $i$ and $j$ are equal)
3. end for
4. for each $h \in H$ do
5. \hspace{1cm} Let $I_h = \emptyset$, the server randomly selects $u \in U$ as $u^*$;
6. \hspace{1cm} while $I_h$ is not sent to server do
7. \hspace{2cm} $I_u^*$ is the items liked by $u^*$, and $\rho_{u^*} \in (0, 1)$ is its predefined probability;
8. \hspace{2cm} if $\rho < \rho_{u^*}$ then
9. \hspace{3cm} if $I_h == \emptyset$ then
10. \hspace{4cm} $I_h = I_u^*$;
11. \hspace{3cm} else
12. \hspace{4cm} $I^*$ sends $I_h$ to the server; Break;
13. \hspace{2cm} end if
14. \hspace{2cm} else
15. \hspace{3cm} $u^*$ randomly chooses $u \in U$, and sends $I_h$ to $u$;
16. \hspace{3cm} $u^* \leftarrow u$;
17. \hspace{3cm} end if
18. end while
19. for all $i, j \in I_h$ (i $\neq$ j) do
20. \hspace{1cm} $n_{i,j} \leftarrow n_{i,j} + 1$;
21. end for
22. end for
23. for all $i, j \in I$ (i $\neq$ j) do
24. \hspace{1cm} Jaccard($i$, $j$) = $n_{i,j}/|H|$;
25. end for

C. Client-Side Privacy-Preserving Prediction Generation

Based on Algorithm 1, the recommender system can obtain the Jaccard similarities among all item pairs. Then, the server can send the item similarities to all users. After obtaining item similarities, each client can compute its own prediction scores based on Equation 3 and recommend items with high $\hat{r}$ values to its user. Since the computation of this step is fully accomplished on the client side, user privacy can be strictly protected.

D. Discussion

1) Complexity Analysis: The complexity of Jaccard similarity computation is $O(m^2n)$, where $m$ is the number of items and $n$ is the number of users. But based on Algorithm 1, the computation complexity is reduced to $O(k + m^2)$, where $k$ is the number of hash functions. This is because the server can go through the $k$ hash results, and find out all the cases that $h(i) = h(j)$. Then, the server can calculate the probability of $h(i) == h(j)$ for all $m^2/2$ item pairs. For prediction generation, the server side computation is zero. And the computation complexity for each user is $O(lm)$, where $l$ is the number of items rated by the user.

2) Accuracy of Similarity Estimation: The similarity estimation accuracy of Algorithm 1 is determined by $k$, the number of hash functions. Here, we analyze the relationship between estimation accuracy and $k$ theoretically; detailed statistical results are presented in the evaluation section. We first introduce the Chernoff Bound before analyzing the accuracy of the method.

Theorem 1 (Chernoff Bound [28]) Given a set of $r$ independent identically distributed (iid) random variables $X_1, X_2, \ldots, X_r$, satisfying that $\Delta \leq X_i \leq \Delta$ and $E[X_i] = 0$ (i $\in [1, \ldots, r]$). Let $M = \sum_{i=1}^{r} X_i$. Then for any $\alpha \in (0, \frac{1}{2})$, $Pr[M > \alpha] \leq 2 \exp(-\frac{\alpha^2}{2\Delta^2})$.

Theorem 2 Given a set of hash functions $h_1, h_2, \ldots, h_k$ and items $I$,forall $i, j \in I$ (i $\neq$ j), let $J(U_i, U_j)$ and $J(U_i, U_j')$ be the estimated and true Jaccard similarity between $i$ and $j$, then for any $\alpha \in (0, \frac{1}{2})$ and $k = (2/\alpha^2) \ln(2/\delta)$, $Pr[|J(U_i, U_j) - J(U_i, U_j')| < \alpha] \geq 1 - \delta$.

Proof 1 For any $l \in [1, 2, \ldots, k]$, we have $h_l = 1$ if $h_l(U_i) = h_l(U_j)$. Let $x_l = (1/k)(h_l - J(U_i, U_j))$. Then, $x_1, x_2, \ldots, x_k$ is a set of $k$ independent identically distributed random variables and $-\frac{1}{2} \leq x_l \leq \frac{1}{2}$. Let $M = \sum_{l=1}^{k} x_l$, then $E[M] = 0$ (based on Equation 4). Then, according to Chernoff Bound, let $\Delta = \frac{1}{k}$ and $\rho = (2/\alpha^2) \ln(2/\delta)$, we have $Pr[|J(U_i, U_j) - J(U_i, U_j')| > \alpha] \leq \delta$, i.e., $Pr[|J(U_i, U_j) - J(U_i, U_j')| < \alpha] \geq 1 - \delta$.

3) Privacy Analysis: In the proposed method, only item similarity computation, which are performed among users, may reveal user privacy. Here, we prove that Algorithm 1 can strictly protect user privacy under the semi-honest model [29], in which users follow the computation protocols honestly except that they can infer information based on intermediate data. The “privacy” definition is adopted from Goldreich [29], which states that a computation protocol is privacy-preserving if the view of each party during the execution of the protocol can be simulated by a polynomial-time algorithm knowing only the input and the output of the party.

Theorem 3 Algorithm 1 is privacy-preserving for users under the semi-honest model.

Proof 2 The simulator for Algorithm 1 can be constructed as follows:

- Stage 1: In this stage, the server randomly chooses $u^*$ to start a random walk or $u^*$ receives an empty $I_h^*$. If $u^*$ decides not to add its data, the output of $u^*$ is an empty $I_h^*$, which can be easily simulated. Otherwise, the simulator for $u^*$ can simulate $I_h^*$ with $I_u^*$, and then send $I_h^*$ to another user $wt$. From the view of $wt$, $Pr[I_h^* == I_u^*] = 1/n$ (n is the number of users), i.e., $I_h^*$ can be from any user in U. Thus, $wt$ cannot learn any information from $I_h^*$, no matter $u^*$ added its data or not.
This indicates that the output of \( u^* \) is indistinguishable from what the next user views in real random walk.

- Stage 2: In this stage, a user \( u^* \) receives a non-empty \( I_{hk} \). The simulator for \( u^* \) can simulate his output with \( I_{hk} \). No matter to whom \( u^* \) chooses to send \( I_{hk} \) (the server or another user), \( I_{hk} \) does not contain any private information of \( u^* \) and the output of \( u^* \) is also indistinguishable from what the next party views in real random walk.

The above simulator is linear in the size of \( I_{hk} \), i.e., a polynomial-time simulator is successfully constructed for users. Thus, Algorithm 7 is privacy-preserving for users.

V. EXPERIMENTS

This section evaluates the efficiency and effectiveness of the proposed approach on three real-world data sets. The first study evaluates how the recommendation accuracy of the proposed method is affected by the key factor \( k \) in the proposed algorithm. Then, the absolute error of similarity estimation is further analyzed to help understand the proposed method.

A. Experimental Setup

The evaluation data sets are collected from three real-world data sets that have been widely used for evaluating recommendation algorithms. Table I shows the three data sets in detail. It is necessary to mention that this study changes the ratings from a real number to a binary number in the Jester data set and the MovieLens 20M data set. For instance, the ratings are from -10 to 10 in Jester data set and from 0 to 5 in the MovieLens 20M data set. We change the ratings to 1 if a user has rated an item, and to 0 otherwise.

For each data set, we split it into train and test sets randomly by setting the ratio between the train set and the test set as 4:1. The results are presented by averaging the results of ten different random train-test splits. Since the privacy property of the proposed method has been proved theoretically, the evaluation focuses on comparing the efficiency and the accuracy of the proposed method (PP-IBTN) and an item-based top-N recommendation algorithm [23], [30] (IBTN).

### TABLE I: Description of Data Sets

| Data Set   | \# of Users | \# of Items | Density (%) |
|------------|-------------|-------------|-------------|
| Last.fm    | 17,976      | 8,007       | 0.65        |
| Jester     | 24,983      | 100         | 41.97       |
| MovieLens 20M | 7,120   | 131,262     | 0.11        |

B. Evaluation Metrics

This study adopts precision metrics to evaluate the accuracy of the proposed approach, which is defined as follows:

\[
\text{Precision} = \frac{|U_i \cap U_r|}{|U_r|},
\]

where \( U_i \) is the set of items that a user rated and \( U_r \) is the set of items that are recommended.

Also, Equation 6 defines the absolute error of similarity estimation:

\[
AE = |\hat{sim}_{i,j} - sim_{i,j}|,
\]

where \( \hat{sim}_{i,j} \) is the similarity between item \( i \) and \( j \) calculated by the proposed Algorithm 7.

C. Recommendation Efficiency Comparison

Figure 2a, Figure 3a, and Figure 4a show the recommendation efficiency of the proposed PP-IBTN method and the IBTN method on Last.fm, Jester, and MovieLens 20M, respectively, where \( n \) is the number of users and \( k \) is the number of hash functions. We can see that for all \( k \) values, the computation time of the PP-IBTN method is less than that of the IBTN method. For instance, compared with the IBTN method, when \( k = 0.3n \), the proposed PP-IBTN method can reduce the computation time by approximately 20.99%, 49.50%, and 47.74% on Last.fm, Jester, and MovieLens 20M, respectively.

And when \( k = 0.9n \), the computation time is reduced by approximately 8.85%, 6.25%, and 12.32% on Last.fm, Jester, and MovieLens 20M, respectively. In the proposed PP-IBTN method, the hash procedure can greatly reduce the density of the data set, thus the similarity computation step is much more efficient than that of the IBTN method.

D. Recommendation Accuracy Comparison

Figure 2b, Figure 3b, and Figure 4b show the recommendation precision loss of the proposed PP-IBTN method relative to the IBTN method on Last.fm, Jester, and MovieLen 20M, respectively. More specifically, when \( k = 0.1n \), precision loss is approximately 2.60%, 0.13%, and 1.07% on Last.fm, Jester, and MovieLens 20M, respectively. Recommendation precision loss decreases to 0 when \( k \) increases to \( n \) in the three data sets. Especially, the recommendation precision losses are less than 1% when \( k \) is larger than 0.3\( n \), which indicates that the proposed method can achieve decent accuracy.

E. Accuracy Analysis of Similarity Estimation

Figure 2c, Figure 3c, and Figure 4c show the probability that the absolute error of similarity estimation is less than \( \alpha \) on Last.fm, Jester, and MovieLens 20M, respectively. We can see from the results that experimental probabilities are higher than theoretical bounds for \( \alpha \) values of 0.03, 0.04, and 0.05, and the probabilities are closer to 1 when \( k \) increases. This confirms that the similarity estimation accuracy is bounded, as in Theorem 2. Meanwhile, the results also indicate that recommender systems can choose different \( k \) values to balance between similarity estimation accuracy and efficiency.

VI. CONCLUSION

Recommender systems have played an essential role in e-commerce in recent years. However, existing solutions for recommendation have limited capabilities when it comes to protecting user privacy while still achieving high scalability. In this work, we have proposed a scalable algorithm for privacy-preserving, item-based top-N recommendations. The proposed
algorithm can guarantee the protection of user privacy while significantly enhancing recommendation efficiency with decent recommendation quality. Comprehensive theoretical and experimental analysis demonstrates the efficiency and effectiveness of the proposed approach.
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