Dynamics of SARS-CoV-2 host cell interactions inferred from transcriptome analyses
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Abstract
The worldwide spread of severe acute respiratory syndrome-related coronavirus-2 (SARS-CoV-2) caused an urgent need for an in-depth understanding of interactions between the virus and its host. Here, we dissected the dynamics of virus replication and the host cell transcriptional response to SARS-CoV-2 infection at a systems level by combining time-resolved RNA sequencing with mathematical modeling. We observed an immediate transcriptional activation of inflammatory pathways linked to the anti-viral response followed by increased expression of genes involved in ribosome and mitochondria function, thus hinting at rapid alterations in protein production and cellular energy supply. At later stages, metabolic processes, in particular those depending on cytochrome P450 enzymes, were downregulated. To gain a deeper understanding of the underlying transcriptional dynamics, we developed an ODE model of SARS-CoV-2 infection and replication. Iterative model reduction and refinement revealed that a negative feedback from virus proteins on the expression of anti-viral response genes was essential to explain our experimental dataset. Our study provides insights into SARS-CoV-2 virus-host interaction dynamics and facilitates the identification of druggable host pathways supporting virus replication.

Introduction
The novel coronavirus SARS-CoV-2 is responsible for the worldwide coronavirus disease 2019 (COVID-19) pandemic. Besides the respiratory epithelium of the nasopharynx and the lung, SARS-CoV-2 can infect different tissues of the human body including the mucosa of the intestine, the renal epithelium as well as lymphoid tissues (Gupta et al, 2020; Stanifer et al, 2020). Recent studies based on transcriptomics and proteomics techniques revealed host cell pathways affected by SARS-CoV-2, characterized molecular interactions between virus-host protein interactions, identified host factors potentially serving as therapeutic targets and developed strategies for drug repurposing (Gordon et al, 2020a, 2020b; Hadjadj et al, 2020; Bojkova et al, 2020; Klann et al, 2020; Blanco-Melo et al, 2020; Bouhaddou et al, 2020; Samavarchi-Tehrani et al, 2020; Schmidt et al, 2021; Selkriog et al, 2021; Stukalov et al, 2021; Triana et al, 2021; Wyler et al, 2021). Analyses of the translatome and proteome in human colorectal adenocarcinoma cells (Caco-2) showed that SARS-CoV-2 strongly affects translation, splicing, carbon metabolism and nucleic acid metabolism (Bojkova et al, 2020; Klann et al, 2020). A multi-omics study in a lung-derived cell line investigated virus-host protein interactomes and revealed that SARS-CoV-2 caused dysregulation of the TGF-β and EGFR pathways as well as autophagy (Stukalov et al, 2021). Investigations of molecular
interactions between virus and host proteins suggested immediate interactions with cellular pathways involved in inflammation such as NF-kB, interferon or mTOR signaling (Gordon et al., 2020b; Triana et al., 2021). It was observed, for instance, that virus protein interactions with IL17RA immediately influence IL17 signaling. Virus proteins also directly interact with the mitochondrial outer membrane protein Tom70 that is involved in mitochondrial anti-viral signaling, through interaction with Hsp90, thereby affecting interferon signaling and apoptosis induction (Gordon et al., 2020a; Jiang et al., 2020; Stukalov et al., 2021; Samavarchi-Tehrani et al., 2020). SARS-CoV-2 inhibits the type I interferon response to evade the cellular anti-viral defense (Blanco-Melo et al., 2020; Chu et al., 2020; Triana et al., 2021; Stukalov et al., 2021).

Analyses of phospho-proteomes further revealed that kinases involved in growth factor receptor signaling become activated upon SARS-CoV-2 infection (Bouhaddou et al., 2020; Klann et al., 2020; Stukalov et al., 2021). While kinases of the p38 pathway associated with inflammatory signaling were also triggered by SARS-CoV-2, Rho-associated protein kinases affecting organization of the interface between cytoskeleton and the plasma membrane were, in turn, inhibited. Moreover, phosphorylation of RNA-processing proteins was observed, which could indicate a strategy of the virus to prioritize translation of virus proteins over host cell proteins (Bouhaddou et al., 2020). Apart from affecting host proteins via specific interactions, SARS-CoV and SARS-CoV-2 both perturb the integrity of host cells through fragmentation of the Golgi apparatus and formation of viral replication organelles consisting of double-membrane vesicles tethered to the endoplasmic reticulum (Knoops et al., 2008; Snijder et al., 2020; Cortese et al., 2020).

Previous studies revealed several aspects of the host cell response on a qualitative level. However, a fine-grained temporal and quantitative analysis of the host cell response, in particular, in the early phase of SARS-CoV-2 infection, would be important and necessary for understanding SARS-CoV-2 infection at a systems level. Here, we developed a systems biology approach for studying transcriptional dynamics based on time-resolved RNA sequencing (RNA-seq) experiments analyzed using a set of expression profile functions fitted to all expressed genes. This enabled us to dissect the timing and interdependence of cellular processes that oppose or support virus replication. Using highly infectable Caco-2 (human colon cancer) cells as a model system, we observed a characteristic time-pattern of transcriptional upregulation associated with pathways involved in inflammation, kinase signaling, and processes related to cellular energy production, followed by transcriptional downregulation of various metabolic processes. We then developed a mathematical model of SARS-CoV-2 replication calibrated with experimental measurements and applied model reduction strategies
to identify pathophysiologically required interactions between the virus and its host. Finally, we explored different strategies for direct and indirect interference with virus replication. Our study provides novel insights into the temporal pattern of host-virus interactions and can serve as a resource to develop strategies for combined targeting of cellular processes that support virus replication.

Results

**SARS-CoV-2 rapidly reprograms its host**

The dynamics of SARS-CoV-2 infection at the cellular level were studied using the model system of Caco-2 (human colorectal adenocarcinoma) cells. First, we compared two independent Caco-2 cell lineages. We observed striking differences in their infectivity which corresponded to the detected differences in ACE2 and cathepsin B expression (see Supplementary note S1, Supplementary Fig. S1). Using the high ACE2/cathepsin B Caco-2 lineage, we then infected cells at a multiplicity of infection (MOI) of 5 and collected RNA samples at eight time points between 0 and 48 hours post infection (hpi) followed by RNA-seq (Fig. 1A). In parallel, we detected cells expressing SARS-CoV-2 N protein by immunostaining (Fig. 1B). We observed that virus transcripts rapidly increased and peaked already at 12 hpi, amounting to about one third of all detected transcripts (Fig. 1C). Thereafter, virus transcripts decreased to about 17% of detected transcripts at 48 hpi. Read counts normalized to lengths of coding sequences (CDS) reflected the nested RNA architecture of nidovirales (Fig. 1D and Supplementary Fig. S2). Virus N proteins were detected in about one third of cells by immunostaining already at 4 hpi and the number of N protein positive cells increased to 100% within only 24 hours (Fig. 1E). Concurrently, the N protein expression levels per cells also increased (Fig. 1B). Cell counts remained constant until 24 hpi and decayed thereafter due to host cell death (Fig. 1F). The timing of virus release was aligned to the timing of host cell death, suggesting that virus particles were mostly released through cell lysis rather than budding from the plasma membrane of living cells (Fig. 1G). Taken together, SARS-CoV-2 replication was remarkably fast, resulted in high virus transcript loads already at 12 hpi and cell death, hence reflecting the typical characteristics of lytic viruses.

**SARS-CoV-2 infection triggers a distinct sequence of transcriptional responses in host cells**

To characterize the transcriptional response in host cells upon SARS-CoV-2 infection, we analyzed changes in transcriptomes over time, first at the macroscopic level. Distributions of
log2 fold changes of gene expression (L) indicated a fraction of strongly upregulated genes (defined by $L \geq 1$) that was highest between 4 and 12 hpi (Fig. 2A, at maximum 6.54%). In contrast, the fraction of genes for which expression was strongly downregulated (defined by $L \leq -1$) steadily increased between 4 hpi and 48 hpi (Fig 2A, at maximum 4.15%). We conclude that the host response shows a characteristic, rapid upregulation in a fraction of genes within the first few hpi, followed by a phase of downregulation towards later time points.

Next, to identify cellular processes underlying these dynamics, the time series of log2 fold changes in transcript counts were subjected to gene ontology (GO) term enrichment analysis in interpolated hourly time intervals. We then clustered time courses of p-values indicating GO term enrichment. Three qualitatively different patterns of early, late or continuously regulated cellular processes were observed (Fig. 2B). Cluster I, the cluster overrepresented within the first 12 hpi, contained several GO terms associated with mRNA biogenesis such as ‘nuclear-transcribed mRNA catabolic process’, ‘RNA processing’, ‘RNA metabolic process’ or ‘RNA splicing’ (Fig. 2B, cluster I). Cluster II, the cluster overrepresented in late time points of infection, contained various GO terms involved in cellular metabolism including the terms ‘steroid metabolic process’, ‘organic acid metabolic process’, ‘hormone metabolic process’ as well as processes involved in the cellular response to drugs and chemical agents such as ‘antibiotic metabolic process’, ‘xenobiotic metabolic process’, ‘drug metabolic process’ or ‘cellular response to chemical stimulus’. Cluster III, the cluster which represents continuously regulated processes, contained GO terms involved in cytokine signaling and the cellular stress response. These results suggest that upon SARS-CoV-2 infection, a rapid transcriptional response takes place well before high virus transcript levels are detectable (Fig. 1C). The observed transcriptional regulation can be separated into cellular processes already influenced in the first hours after infection, delayed effects appearing after 12 hpi, i.e. when the amount of virus transcripts already starts to decrease, and gradually affected cellular processes.

**Dissecting the dynamics of virus-host interactions using an expression profile function approach**

Next, we analyzed temporal sequences and amplitudes of transcriptional changes associated with cellular processes and signal transduction pathways. Taking into account that cellular processes were continuously or transiently affected, we fitted four profile functions to log2 fold changes in all $N = 13,322$ expressed genes. The functions described a continuous or transient increase or decrease in gene expression (Fig. 3A). Profile function fits were then used to extract time points of expression changes, defined by the times at half-maximal increase or decrease,
as well as amplitudes. To focus on curated graphs of signaling pathways, we analyzed transcriptional effects mapped to the KEGG database (Kanehisa & Goto, 2000; Kanehisa et al, 2019). To visualize temporally ordered expression changes in cellular processes, we then created time-resolved pathway charts of strongly affected genes defined by absolute values of log2 fold changes $|L| \geq 1$. Fig. 3B–E visualizes the time points of maximal expression changes for genes of the pathway ‘Transcription factors’, as extracted from profile function fits (Fig. 3A). In this visualization, borders of colored stripes indicate turning points of expression profile functions (see Supplementary Fig. S3 for further pathway charts).

To identify strongly affected cellular processes and study the temporal order of transcriptional responses connected to these processes, we determined absolute numbers and fractions of strongly up- or downregulated genes, defined by $|L| \geq 1$, in all KEGG pathways (Fig. 4). Pathways with largest absolute numbers were ‘Transcription factors’, ‘Membrane trafficking’, ‘Chromosome and associated proteins’, ‘Exosome’ as well as ‘Peptidases and inhibitors’ (Fig. 4A). Consistent with our analysis based on GO terms, the pathways ‘Cytochrome P450’ and ‘Cytokines and growth factors’ were among those with largest fractions of strongly affected genes (Fig. 4B). To analyze the timing of effects in pathways, we extracted time points, at which 50% of the affected genes were regulated. To this end, cumulative sums of time intervals with increased expression of strongly regulated genes were determined. The top 25 up- and down-regulated pathways, with the largest fractions of strongly regulated genes were then sorted according to times when 50% of genes were affected (Fig. 4C, D). We observed an early response in several pathways associated with inflammation and cytokine signaling (e.g., ‘Viral protein interaction with cytokine and cytokine receptors’, ‘IL-17 signaling pathway’, ‘TNF signaling pathway’, ‘Cytokine-cytokine receptor interaction’) already around 1 hpi (Fig. 4C). Sets of genes upregulated in ‘IL-17 signaling pathway’, ‘TNF signaling pathway’ or ‘Cytokine-cytokine receptor interaction’ showed large intersections with other pathways involving kinase signaling as ‘MAPK signaling pathway’ or ‘PI3K-Akt signaling pathway’ (Supplementary Fig. S3A–E). Thereafter, around 2 hpi, several processes related to translation and production of chemical energy in mitochondria became upregulated, such as ‘Ribosome’, ‘Thermogenesis’ or ‘Oxidative phosphorylation’ (Fig. 4C). Several pathways ranked among those with largest fractions of strongly upregulated genes because they contain many genes involved in mitochondria or ribosomes (green and blue font in Fig. 4C; pathway charts for ‘Ribosome’ and ‘Thermogenesis’ in Supplementary Fig. S3G, H). Among these was the pathway ‘Coronavirus disease – COVID-19’ (Supplementary Fig. S3Q) that contains various genes involved in ribosome function. Interestingly, all of these pathways were upregulated before virus transcript
levels strongly increased (Fig. 4C, top panel). In most cases, upregulation was reverted between 24 and 48 hpi, i.e. when cells died and virus particles were released (Fig. 1F, G).

The top 25 pathways with largest fractions of strongly downregulated genes showed that the gene expression mostly declined at later time points (Fig. 4D). Specifically, two phases of downregulation could be observed, a first phase between 4 and 12 hpi, i.e. when virus transcript levels peaked, and a second phase between 12 and 48 hpi, i.e. when virus transcript levels decreased (Fig. 4D). Around 4 hpi, the pathway ‘Cytokine receptors’ was downregulated subsequent to the early upregulation of several pathways depending on cytokines (compare Fig 4C and D). The initially upregulated pathways ‘Cytokine-cytokine receptor interaction’, ‘Viral protein interaction with cytokine and cytokine receptors’ and ‘Fat digestion and absorption’, were downregulated at times when large virus transcript levels were present between 4 and 24 hpi (Fig 4C and D). Strongly downregulated pathways included several cellular processes involved in metabolism such as ‘Protein digestion and absorption’, ‘Steroid hormone biogenesis’, ‘Cholesterol metabolism’ or ‘PPAR signaling pathway’. Strikingly, multiple pathways related to xenobiotic metabolism depending on cytochrome P450 enzymes were affected as part of the second phase of downregulation between 24 and 48 hpi (Fig. 4D). The observation that several unexpected pathways as ‘Bile secretion’ emerged from our analysis can be explained by intersections of genes involved in common metabolic processes. Large intersections of genes, for instance, were present between the pathways ‘Bile secretion’ and ‘Ovarian steroidogenesis’ with pathways related to xenobiotic metabolism, as well as between ‘Central carbon metabolism in cancer’ and ‘Cytokine receptors’. Several enzymes involved in the metabolism of specific drugs, including CYP2B6, CYP2C19 or CYP3A5 were downregulated (‘Drug Metabolism – cytochrome P450’ pathway, Supplementary Fig. 3K). The pathway ‘Complement and coagulation cascades’, that was downregulated mostly between 12 and 48 hpi, contains several protease inhibitors from the serpin superfamily, such as SERPINA1 (α1-antitrypsin), SERPINA5 (protein C inhibitor), SERPINC1 (antithrombin III), SERPIND1 (heparin cofactor II) or SERPINF2 (α2-plasmin; Supplementary Fig. S3J). Of these, SERPINA1 and SERPINA5 serve as inhibitors of the host-factor proteases for SARS-CoV-2, TMPRSS2 and cathepsin L (Fortenberry et al, 2006; Wettstein et al, 2021). Further serpins, such as SERPINB8, an inhibitor of the host-factor protease furin (Dahlen et al, 1998), were downregulated as part of the pathway ‘Peptidases and inhibitors’ (Supplementary Fig. 3R). Moreover, we observed downregulation of ACE2 as part of the ‘Peptidases and inhibitors’ pathway, mirroring previous findings in SARS-CoV-infected Vero cells and human intestinal organoids (Glowacka et al, 2010; Stanifer et al, 2020).
In summary, we observed a sequence of early upregulation of transcription in pathways related to inflammation and cytokine signaling followed by upregulation in pathways associated with translation and chemical energy production between 1 and 4 hpi. Eventually, several pathways involved in cellular metabolism, particularly in xenobiotic metabolism, were strongly downregulated.

**Dynamic model of SARS-CoV-2 replication and the anti-viral response**

To obtain mechanistic insights to the dynamics of SARS-CoV-2 replication in conjunction with the anti-viral response in host cells, we developed mathematical models consisting of coupled ordinary differential equations. We aimed at finding a parsimonious model, with minimal complexity, to identify interactions required for explaining our experimental dataset. In the optimal model version, virus transcripts $V$ evoke transcription of mRNAs of anti-viral response genes $m_A$ (Fig. 5A). These are translated to anti-viral proteins $A$ that inhibit virus replication. This assumption of a direct interference with virus replication was motivated by the evidence that host-cell proteins that are part of the anti-viral response cause nonsense-mediated mRNA decay (NMD) in SARS-CoV-2 and other coronaviruses (Wada et al, 2018; Schmidt et al, 2021). Virus transcripts are then translated to virus proteins $P$ that inhibit transcription of anti-viral response genes. The model was calibrated with SARS-CoV-2 transcript counts, SARS-CoV-2 N protein measurements, and a cumulative function describing the expression of genes associated with the anti-viral response (Fig. 5B). This cumulative function was derived from time points at which expression of anti-viral response genes increased or decreased (Supplementary Fig. S4, see Methods for details). Virus transcripts were scaled to the total amount of cellular transcripts.

To identify processes required for explaining the experimental dataset and find an optimal model version, we iteratively extended an initial model and refitted model variants. Model extensions were pertained in case modified versions resulted in an improved model fit, assessed by values of the Bayesian information criterion (BIC; see Methods and Supplementary Figs. S5–7 for details, Supplementary Tables S1 and S2 for equations and parameter estimates). Several strategies used by SARS-CoV and SARS-CoV-2 to evade the host cell anti-viral response and perturb translation in host cells were previously described and translated to possible model extensions as described below. It was shown that SARS-CoV-2 inhibits the anti-viral interferon response at the transcriptional and proteome levels (Hadjadj et al, 2020; Stukalov et al, 2021). Previous studies also found that SARS-CoV actively inhibits host cell translation (Narayanan et al, 2008; Nakagawa et al, 2016) through the interaction of nsp1 and...
the 40S ribosomal subunit and inducing cleavage of host cell mRNAs (Kamitani et al., 2006, 2009; Huang et al., 2011). Furthermore, the nspl protein of SARS-CoV counteracts host cell translation by inhibiting the 48S initiation complex formation (Lokugamage et al., 2012).

Therefore, we tested whether including the following components improved the model, based on reductions in BIC: (1) negative feedback of \( P \) on the transcription of \( m_A \), (2) negative feedback of \( P \) by cleavage of \( m_A \), (3) negative feedback of \( P \) on the synthesis of \( A \). Further, we tested, whether including (4) positive feedback of \( P \) on replication of \( V \), or (5) positive feedback of \( P \) on virus replication by virus release and influx could improve the model. Based on iterative refinement and model selection from a total of 18 model variants, we found that it was indeed necessary to include the negative feedback of \( P \) on the transcription of \( m_A \) to explain the experimental dataset (Supplementary Figs. S5–7). On the contrary, including the previously described cleavage of host-cell mRNAs by virus proteins, the inhibition of the translation of anti-viral proteins by virus proteins, or reactions describing positive feedback of \( P \) on virus replication did not result in further model improvement. Parameter estimates indicated that the production of virus proteins was already saturated at small total virus transcript levels, which suggests that the major part of virus transcripts was not required for producing actual virus particles. Further, the anti-viral response was already saturated at a small amount of virus transcripts. Interestingly, model simulations predicted that transcription of anti-viral genes as well as translation to anti-viral proteins was induced within 6 hpi before the peak level of virus transcripts at 12 hpi (Fig. 5C).

In conclusion, a mathematical model was developed that is capable of describing the dynamics of SARS-CoV-2 replication and the anti-viral response. Model discrimination suggested a strong inhibitory effect of SARS-CoV-2 proteins on the anti-viral response, and strong over-saturation of the translation of virus transcripts as well as the induction of anti-viral genes.

**Strategies for direct and indirect interference with SARS-CoV-2 replication**

Subsequent to characterizing the cellular processes affected by SARS-CoV-2, we investigated two complementary strategies for interfering with virus replication. First, we developed an approach for experimentally characterizing direct inhibitors of SARS-CoV-2 protein maturation. Then, indirect inhibitors of host cell pathways presumably supporting virus replication were tested.

SARS-CoV-2 replication requires auto-catalytic cleavage of the precursor proteins pp1a and pp1ab by the 3C-like protease (3CL\textsuperscript{pro}; also referred to as M\textsuperscript{pro}), which represents a potential drug target for direct interference with virus replication. To monitor the activity of 3CL\textsuperscript{pro} and
effects of possible protease inhibitors, we developed a live-cell assay based on fluorescent cleavage probes. These probes comprised a fusion of a nuclear export sequence (NES), a peptide sequence specifically cleaved by 3CL\textsuperscript{pro} and GFP (Fig. 6A). Before cleavage, probes are restricted to the cytoplasm. Following cleavage-mediated removal of the NES, GFP can enter the nucleus and equilibrates between nucleus and cytoplasm. Probe cleavage in single cells can hence be followed in real time by confocal live-cell imaging and quantified using the GFP fluorescence intensity in the nucleus \(I_{ncl}\) and cytoplasm \(I_{cpl}\). We assumed that the concentration of intact probes in the cytoplasm \([PrF]\) is proportional to the difference of fluorescence intensities \([PrF] \sim (I_{cpl} - I_{ncl})\).

Peptide sequences of all 11 cleavage sites processed by 3CL\textsuperscript{pro} were integrated in cleavage probes (Supplementary Table S1), which were co-expressed with 3CL\textsuperscript{pro} in HEK293T cells. Using GFP-immunoblotting, we found that all probes were cleaved albeit with varying efficiency (Supplementary Fig. S8). In line with recent studies, we observed that the broad-spectrum coronavirus protease inhibitor GC376 could prevent probe cleavage (Fig. 6B) (Vuong \textit{et al}, 2020; Fu \textit{et al}, 2020), as indicated by a predominant cytoplasmic fluorescence. After washing cells with medium lacking the inhibitor, the nuclear fluorescence increased indicating probe cleavage (Fig. 6B, C). Re-adding GC367 resulted in inhibition of 3CL\textsuperscript{pro} as indicated by a decrease of the nuclear and an increase of the cytoplasmic fluorescence intensity due to re-synthesis of intact probes and degradation of cleavage products. Collectively, the developed live-cell assay can be used for testing potential inhibitors of 3CL\textsuperscript{pro} and studying the kinetics of protease inhibition in single cells. Subsequently, we tested whether GC367 could inhibit SARS-CoV-2 replication in our experimental system (see below).

In addition to blocking SARS-CoV-2 polyprotein cleavage, we tested complementary strategies for indirect interference with virus replication. As shown by our transcriptomic analyses, SARS-CoV-2 infection results in rapid transcriptional upregulation in pathways involved in kinase signaling as the IL17, TNF, MAPK or PI3K/Akt pathways as well as processes involved in translation and production of chemical energy that likely support SARS-CoV-2 replication (Fig. 4C). The PI3K/Akt/mTOR and MAPK pathways control translation based on phosphorylation of eukaryotic translation initiation factors (eIFs) and associated regulators (Roux & Topisirovic, 2012). It was previously shown that activation of mTOR signaling regulates energy metabolism and stimulates mitochondrial activity as well as biogenesis thereby increasing the capacity for ATP production (Cunningham \textit{et al}, 2007; Düvel \textit{et al}, 2010; Morita \textit{et al}, 2013). Based on this hypothesis, it is reasonable to assume that inhibiting these pathways might counteract virus replication. Therefore, we tested the effect of metformin, an inhibitor of
the NF-κB and the PI3K/Akt/mTOR pathways (Dowling et al., 2007; Hattori et al., 2006; Kalender et al., 2010; Moiseeva et al., 2013; Green et al., 2010), and an inhibitor of mRNA translation in cancer cells (Zakikhani et al., 2006), on virus replication. Moreover, we analyzed whether dexamethasone might have an immediate effect on virus replication, due to its catabolic function, its inhibitory effect on pro-inflammatory pathways at the transcriptional level and inhibition of mTOR (Shah et al., 2000; Wang et al., 2006; Quatrini & Ugolini, 2021). Furthermore, we tested sorafenib, a broad-spectrum kinase inhibitor. Virus replication in presence or absence of the respective drugs was assessed by immunofluorescence staining of SARS-CoV-2 N protein at 24 hpi. While neither metformin nor dexamethasone had an inhibitory effect on virus replication, we found that sorafenib could inhibit SARS-CoV-2 replication with a IC50 concentration of 765 nM (Fig. 6D). This observation is in line with previous studies (Klann et al., 2020). Furthermore, GC376 also potently inhibited SARS-CoV-2 replication with an IC50 concentration of 244 nM (Fig. 6D), which is in line with recent findings by others (Vuong et al., 2020; Fu et al., 2020).

In conclusion, our 3CLpro probe cleavage assay can be applied to screen for direct inhibitors of SARS-CoV-2 replication and characterize the dynamics of inhibitor binding and release. We found that direct as well as indirect interference with SARS-CoV-2 replication was effective in our experimental system. Interestingly, we observed a striking difference between indirect inhibitors of the mTOR pathway and the multi-kinase inhibitor sorafenib, suggesting that a specific subset of kinases could serve as optimal target(s) to counteract SARS-CoV-2 replication.

**Discussion**

Our analysis of SARS-CoV-2 and host cell transcriptomes showed an initial upregulation of transcription in a fraction of genes starting between 0 and 2 hpi, rapid replication of virus transcripts up to levels comparable to the whole host cell transcriptome at 12 hpi, followed by transcriptional downregulation in a broad range of genes between 24 and 48 hpi, which coincided with cell death and virus release. To focus on the timing and sequence of the transcriptional response, we developed an approach based on fitting profile functions to transcriptomic measurements thereby extracting time points of maximal transcriptional regulation. Measurements of virus transcripts, virus proteins and information about affected cellular pathways were combined to investigate the sequence of interactions between SARS-CoV-2 and host cells.
To identify cellular processes that are essential for explaining SARS-CoV-2 replication in our experimental system, we developed a model that was devoid of mechanistic details in contrast to previous ODE-models of RNA virus replication that included aspects as positive and negative RNA strands, virus particle formation or shuttling between cellular compartments (Binder et al, 2013; Aunins et al, 2018; Zitzmann et al, 2020; Lopacinski et al, 2021). Modeling showed that taking into account the inhibition of the transcription of anti-viral response genes by virus proteins was required to explain our experimental dataset. Modeling further suggested that the cellular anti-viral response resulted in a decrease of virus transcripts, but was nevertheless insufficient in preventing virus production and cell death. Our analysis and modeling inferred a sequence of events comprising (1) rapid upregulation of anti-viral response genes, (2) accumulation of virus proteins, and (3) the expression of anti-viral response genes depending on virus proteins. This indicates that delaying the replication of virus transcripts or synthesis of virus proteins by interfering with virus replication could serve as a strategy to sustain the anti-viral response and increase its efficiency. Additionally, modeling suggested that the largest part of virus transcripts is not required for synthesis of virus proteins. This leads to the naïve hypothesis that the largest part of virus RNA might have the simple physiological purpose as danger-associated molecular pattern (DAMP) species triggering an inflammatory response after cell lysis, thereby supporting viral spread through tissue damage.

Focusing on the dynamics of the transcriptional response in cells infected with SARS-CoV-2 and the temporal order of affected cellular processes, we could observe a rapid sequence of upregulation in pathways related to cellular inflammation shortly after virus entry. This was followed by upregulation in processes associated with protein synthesis and production of chemical energy, all of which occurred before virus transcript levels strongly increased. Upregulation in the latter processes likely results from a particularly high energy demand during virus replication. Hijacking of the cellular metabolism related to processes such as glycolysis, nucleotide or lipid synthesis was observed before in several viruses and can be compared to metabolic reprogramming in cancer cells (Thaker et al, 2019). Host pathway upregulation mostly occurred prior to the time when large virus transcript levels were present and decreased after 24 hpi when cells died and virus particles were released. Besides an early transcriptional upregulation in pathways related to inflammation, such as the IL-17 or TNF signaling pathways, we observed an early transcriptional upregulation in pathways depending on kinase signaling such as the PI3K/Akt/mTOR or MAPK pathways. A causal link between the early transcriptional upregulation in the PI3K/Akt/mTOR pathway and later upregulation of mitochondrial and ribosomal genes can be hypothesized because it is known that this pathway
is involved in the control of the biogenesis of mitochondria and ribosomes (Iadevaia et al., 2012). Previously, it was shown that NF-κB signaling is linked to upregulation of mitochondrial respiration (Mauro et al., 2011). It was further observed that PI3K/mTOR inhibition decreased c-Myc induction and inhibited influenza virus replication (Smallwood et al., 2017), which indicates that transcriptional upregulation of this pathway is part of the host cell responses that support virus replication. A recent study showed that SARS-CoV-2 limits AMPK/mTORC1 activation and autophagy, and that virus propagation is inhibited by the Akt inhibitor MK-2206 (Gassen et al., 2020). Taken together, the host cell response dynamics is characterized by early activation of pathways involved in inflammation and kinase signaling followed by transcriptional upregulation of processes apparently supporting virus replication.

Interestingly, we observed downregulation of xenobiotic metabolism involving cytochrome P450 enzymes in response to SARS-CoV-2 infection. It was previously observed that exposure of cells to inflammatory cytokines such as IL-6 decreases the expression of cytochrome P450 enzymes in several tissues (Bertilsson et al., 2001; Aitken & Morgan, 2007; Li et al., 2014; Mimura et al., 2015). So far, it was hypothesized but not experimentally shown that COVID-19 affects cytochrome P450 enzyme expression and drug metabolism (El-Ghiaty et al., 2020; Deb & Arrighi, 2021). In line with this hypothesis, we here provide experimental evidence that SARS-CoV-2 infection indeed directly affects pathways related to the bioavailability and metabolism of drugs.

To expedite the identification and characterization of direct inhibitors of virus protein maturation, we developed a cleavage probe assay that can indicate the activity of the SARS-CoV-2 3CLpro and evaluated the assay using the protease inhibitor GC376. In the future, this assay could be used to screen for further 3CLpro inhibiting drugs. Moreover, in our experimental setup of highly infectable Caco-2 cells, we could indeed confirm the effect of GC376 and sorafenib as direct and indirect inhibitors of SARS-CoV-2 replication, respectively (Vuong et al., 2020; Fu et al., 2020; Klann et al., 2020). On the other hand, metformin and dexamethasone, which are indirect inhibitors of mTOR signaling, did not prevent virus replication. This suggests that the therapeutic effect of dexamethasone is restricted to its established function in limiting the inflammatory response in COVID-19 (Tomazini et al., 2020; RECOVERY Collaborative Group et al., 2021).

Collectively, by integrating information on the dynamics of SARS-CoV-2 replication and transcription in host cells, our study sheds light on the dynamics of cellular regulatory processes involved in SARS-CoV-2 infection at a systems level. In particular, the sequential transcriptional activation of inflammatory pathways linked to the anti-viral response followed
by upregulation of processes supporting virus replication and late downregulation of metabolic processes before cell death and virus release could be characterized. Our study provides additional insights into the orchestrated SARS-CoV-2 host interactions and could facilitate the development of strategies for combined drug interference with virus replication and cellular processes supporting virus biogenesis.

**Methods**

**Cell culture**

Caco-2 (human colorectal adenocarcinoma) cells and Vero E6 (African green monkey kidney epithelial) cells were obtained from ATCC. Cells have been tested negative for mycoplasma infection (MycoAlert Plus; Lonza, Basel, Switzerland). Caco-2, Vero E6 and HEK293T cells were maintained in Dulbecco’s modified Eagle’s medium (Invitrogen, Carlsbad, CA, USA) containing 10% fetal calf serum (Biochrom, Berlin, Germany), penicillin and streptomycin (100µg/ml; Invitrogen). HEK293T cells were transfected with X-tremeGENE HP (Roche Diagnostics, Rotkreuz, Switzerland) following the manufacturer’s instructions.

**Reagents**

We used antibodies to detect the SARS-CoV-2 nucleoprotein (mouse monoclonal; Sino Biologicals, Hong Kong, China) and GFP (mouse monoclonal; Roche Diagnostics). For microscopy, the secondary antibody Alexa Fluor goat anti-mouse 568 (Thermo Fisher Scientific, Waltham, MA, USA) was applied. A Horseradish peroxidase-conjugated anti-mouse antibody (Southern Biotech, Birmingham, AL, USA) was used for immunoblotting.

**Virus preparation**

SARS-CoV-2 (strain BavPat1) was obtained from the European Virology Archive. The virus was amplified in Vero E6 cells and collected at passage 3. Virus titers were determined by TCID50 assay. Caco-2 cells were infected using an MOI of 5 virus particles per cell. Medium was removed from Caco-2 cells and virus was added to cells for 1 hour at 37°C. Virus was removed, cells were washed once with PBS, and medium containing a tested inhibitor or empty medium was added to the cells.

**Determining TCID50 in Vero cells**

Vero E6 cells were seeded into a 96-well plate 24 h prior to infection using 20,000 cells per well. A volume of 100 µl of viral supernatant was added to the first well, followed by seven
1:10 dilutions that were added to subsequent wells. All experiments were performed in triplicates. Infections were allowed to proceed for 24 h. At 24 hpi, cells were fixed in 2% paraformaldehyde (PFA) for 20 minutes at room temperature (RT). PFA was removed and cells were washed twice in 1×PBS and then permeabilized for 10 min at RT in 0.5% Triton X-100. Cells were blocked in a 1:2 dilution of LI-COR blocking buffer (LI-COR, Lincoln, NE, USA) for 30 min at RT. Cells were stained with 1/1,000 dilution anti-dsRNA (J2) for 1 h at RT. Cells were washed three times with 0.1% Tween in PBS. Secondary antibody (anti-mouse CW800) and DNA dye Draq5 (Abcam, Cambridge, UK) were diluted 1/10,000 in blocking buffer and incubated for 1 h at RT. Cells were washed three times with 0.1% Tween/PBS. Washing buffer was replaced by 1×PBS (without Tween), and samples were imaged using a LI-COR imager.

**RNA extraction, viral RNA quantification and sequencing**

RNA was extracted from infected or mock-treated Caco-2 cells at 0, 1, 2, 4, 7, 12, 24 and 48 hpi using the Qiagen RNAeasy plus extraction kit (Qiagen, Hilden, Germany). For quantifying SARS-CoV-2 genome abundance in mock samples, cDNA was made using iSCRIPT reverse transcriptase (BioRad, Hercules, CA, USA). q-RT-PCR was performed using iTaq SYBR green (BioRad) as per manufacturer’s instructions, TBP was used as housekeeping gene and for normalization (COV1 primers: for 5’-GCCTCTTCTGTCTCCTCATAC-3’, rev 5’-AGACAGCATCACCAGCCATTG-3’; TBP primers: for 5’-CCACTCAGACTCTCAAC-3’, rev 5’-CCACTCAGACTCTCAAC-3’; Eurofins, Luxemburg). RNA samples were stored at -80°C. DNA libraries were prepared at GeneWiz Inc. (Leipzig, Germany) using the NEBnext Ultra II RNA directional Kit (New England Biolabs GmbH, Frankfurt, Germany). Paired-end sequencing of 2×150bp was performed at GeneWiz Inc. using an Illumina NovaSeq 6000 instrument (Illumina, San Diego CA, USA).

**Microscopy**

To analyze SARS-CoV-2 N protein expression in Caco-2 cells by immunofluorescence, microscopic images were taken at 0, 4, 24 and 48 hpi using a Nikon Eclipse Ti-S fluorescence microscope (Nikon, Tokio, Japan). Viable and dead cells were distinguished and quantified based on DAPI staining. Live-cell experiments were performed on a Nikon Ti inverted microscope, equipped with a CSU-22 Yokogawa confocal spinning disc slider (Yokogawa Electric Corporation, Tokyo, Japan), a 60× Plan Apo NA 1.4 objective lens (Nikon), a Hamamatsu C9100-02 EMCCD camera (Hamamatsu Photonics, Hamamatsu, Japan), and the
Volocity software (PerkinElmer; Waltham, MA, USA). Fluorescence of mGFP was excited at 488 nm and emission was collected through a 527/55 emission filter (Chroma Technology Corp, Bellows Falls, VT, USA), and mCherry fluorescence was excited at 561 nm and emission was collected with a 615/70 filter (Chroma Technology Corp, Bellow Falls, VT, USA). For time-resolved experiments, images were recorded at a time interval of 5 minutes. Microscopic images were evaluated with ImageJ software (NIH, Bethesda, MA, USA).

Cloning of 3CL\textsuperscript{pro} expression vectors and cleavage probes

Cleavage probes for monitoring the SARS-CoV-2 main protease activity were created by inserting 3CL\textsuperscript{pro} targeted sequences in between an NES sequence (MNLVDLQKKLEELDEQQ) and mGFP. To this end, the NES-mGFP encoding vector previously reported by us (Beaudouin et al., 2013) was linearized via unique AgeI/NotI restriction sites, and cleavage probes were inserted by oligo cloning. To generate a construct for co-expressing mCherry and SARS-CoV-2 main protease (3CL\textsuperscript{pro}), a fragment encoding 3CL\textsuperscript{pro} was first obtained as a double-stranded DNA fragment (gBlock; IDT, San José, CA, USA) and cloned into pcDNA3.1(-) via unique NheI/NotI restriction sites. A fragment encoding mCherry followed by a P2A peptide sequence was also obtained as gBlock. The 3CL\textsuperscript{pro} encoding vector was then linearized 5’ of the 3CL\textsuperscript{pro} start codon via NheI and the mCherry-P2A fragment was inserted via Gibson Assembly, hence yielding a vector encoding mCherry-P2A-3CL\textsuperscript{pro}.

Co-expression of 3CL\textsuperscript{pro} with cleavage probes and immunoblotting

One day before transfection, 10\textsuperscript{5} cells per well were seeded in 6-well plates. Cells were co-transfected with constructs encoding a cleavage probe and either (1) 3CL\textsuperscript{pro}-2A-mCherry (2) a control vector lacking 3CL\textsuperscript{pro} (Kallenberger et al., 2014). For harvesting lysates, two days after transfection, plates were transferred on an ice-cold metal block, washed in ice-cold 1× PBS before treatment with ice-cold lysis buffer [20 mM tris-HCl (pH 7.5),150 mM NaCl, 1 mM phenylmethylsulfonyl fluoride (Millipore Sigma, St. Louis, MO, USA), protease inhibitor cocktail (Roche Diagnostics), 1% Triton X-100, and 10% glycerol], and harvested with cell scrapers (BD Biosciences, Franklin Lakes, NJ, USA). Lysates were analyzed with SDS – polyacrylamide gel electrophoresis gels (Invitrogen). Proteins were transferred onto polyvinylidene difluoride (PVDF) membranes (Millipore Sigma) by wet blotting. A primary antibody recognizing GFP (Roche Diagnostics) and a horseradish peroxidase-conjugated secondary antibody (Southern Biotech) were used to probe membranes. Detection was
Bioinformatics and statistical analysis

Read pairs from triplicate samples of infected cells at 0, 1, 2, 4, 7, 12, 24 and 48 hpi and additional mock samples at 4, 12 and 48 hpi were mapped to a merged reference comprising the human reference genome (GRCh38.p13, NCBI build 38 path release 13 obtained from Genome Reference Consortium) and SARS-CoV-2 reference (NC_045512.2, NCBI reference sequence for SARS-CoV-2 isolate Wuhan-Hu-1). For read alignment, the STAR software was used with default settings (Dobin et al., 2013). Subsequently, BAM files were split by their reference using the SAMtools software suite (Li et al., 2009) and counted separately using the featureCounts function from the Subread package (Liao et al., 2019). Host reads were counted by the ‘Exon’ feature, whereas SARS-CoV-2 mapping reads were counted by the ‘CDS’ feature. Transcript read counts were processed using ‘DESeq2’ (Love et al., 2014). At first, log2 fold changes were calculated relative to a reference comprising measurements of samples at 0 and 1 hours. Then, for background correction of time series, log2 fold changes of measurements from uninfected samples were subtracted from log2 fold changes of measurements from infected samples (Supplementary Fig. S9). To this end, mock values were linearly interpolated at 1, 2, and 7 hpi. To estimate errors of background-corrected values, standard errors of gene expression data from mock samples were fitted by a linear error model $\epsilon(x) = m_1x + m_2\max(x)$. The parameters $m_1$ and $m_2$ were estimated for each gene by performing 100 multi-start local optimizations. Calibrated error models were used to estimate errors of interpolated mock values at 1, 2 and 7 hpi. Finally, errors of background-corrected values were obtained from error propagation using standard errors of measurements from infected samples and mock samples. Background-corrected and interpolated log2 fold changes were then used for GO term enrichment analysis (Ashburner et al., 2000; Gene Ontology Consortium, 2021). For cluster analysis, and for visualizing transitions between GO-terms, log2 fold changes were interpolated in hourly time intervals between 0 and 48 hpi. Overrepresented GO terms were inferred using the ‘goana’ and ‘topGO’ function from the limma package (Ritchie et al., 2015). As input, we used all genes with an absolute log2 fold change larger than one. Besides the gene label, we explicitly used the trend or abundance parameter in the ‘goana’ function (mean expression of gene $i$ at timepoint $j$). We subsequently selected the top GO terms for each discrete time point and visualized negative log-scaled p-values in a clustered heatmap.
We applied hierarchical clustering using the Euclidean distance norm and complete linkage as implemented in the ‘hclust’ function of the ‘stats’ package.

**Analyzing the dynamics of transcription changes**

To extract time points when gene expression was strongly affected and determine amplitudes of expression changes in all expressed host cell genes, profile functions were defined. Log2 fold changes were fitted by four profile functions

\[
y_I = \frac{b_1}{1 + \exp(-b_2(t-b_3))}
\]

\[
y_{II} = \frac{b_1}{1 + \exp(-b_2(t-b_3))} - \frac{b_4}{1 + \exp(-b_2(t-(b_3+b_5)))}
\]

\[
y_{III} = -\frac{b_1}{1 + \exp(-b_2(t-b_3))}
\]

\[
y_{IV} = -\frac{b_1}{1 + \exp(-b_2(t-b_3))} + \frac{b_4}{1 + \exp(-b_2(t-(b_3+b_5)))}
\]

to describe continuously increasing \((y_I)\) transiently increasing \((y_{II})\), continuously decreasing \((y_{III})\) or transiently decreasing expression \((y_{IV})\) of genes. Eqs. (1–4) were fitted to log2 fold changes of all \(N = 13,322\) expressed genes. In each case, all four profile functions were fitted. The optimal function was selected using the Bayesian information criterion

\[
BIC = k \log \log (n) - 2\log \hat{L}
\]

that depends on the logarithm of the likelihood function maximum \(\hat{L}\), the number of parameters \(k\) and the number of datapoints \(n\). Parameters \(b_i\) were log-scaled to facilitate convergence of fits. For each profile function, 100 multi-start local optimizations were performed.

**Mathematical modeling**

Model simulations were performed with custom scripts in MATLAB (The Mathworks, Natick, MA, USA). The MATLAB toolbox PottersWheel was used for model fitting (Maiwald & Timmer, 2008). Models described four species, virus transcripts \(V\), virus proteins \(P\), mRNAs of anti-viral genes \(m_A\) and anti-viral proteins \(A\) (Fig. 5A). Model versions comprised between 12 and 14 estimated parameters. The model variable \(V\) was associated with measured virus transcript counts. The GO term ‘Defense response to virus’ (GO:0051607) was used to derive an observable for the model species \(m_A\). After fitting profile functions, as described above, to all expressed genes associated with this GO term, strongly regulated genes were selected based on log2 fold change amplitudes of \(\log_2 f. c. \geq \log_2 3/2\) (Supplementary Fig. S4). No additional scaling factors were used to relate experimental measurements in arbitrary units to concentrations or molecule numbers of model species. Therefore, scaling constants implicitly
entered the kinetic parameters for describing species turnover. The only non-zero valued model species was \([V_0]\), the initial level of \(V\) after infection of cells. In total, 18 model variants were iteratively developed (Supplementary Figs. S5–7). Each variant was calibrated by performing 5000 multi-start local optimizations. Model selection was performed based on the BIC.

The initial model version (Variant 1, Supplementary Fig. S5) described replication of \(V\), translation of \(V\) to \(P\), induction of \(m_A\) translated to \(A\), and inhibition of \(V\) synthesis by \(A\). It was extended by six additional parts: (1) positive feedback of \(P\) on replication of \(V\) (Variant 2), (2) positive feedback of \(P\) on virus replication by virus release and influx (Variant 3), (3) negative feedback of \(P\) on the transcription of \(m_A\) (Variant 4), (4) negative feedback of \(P\) by cleavage of \(m_A\) (Variant 5), (5) negative feedback of \(P\) on the synthesis of \(A\) (Variant 6), or (6) dependency of the expression of \(m_A\) on a threshold level of \(V\) (Variant 7). Model selection showed that ‘Variant 4’ was superior compared to the other variants (Supplementary Fig. S5B, C).

In a second model extension step, the remaining additional parts were added to Variant 4 (Variants 4.1–5; Supplementary Fig. S6). Additional inclusion of the negative feedback of \(P\) by cleavage of \(m_A\) resulted in an improved fit indicated by a slightly decreased chi-square measure (Supplementary Fig. S6B). None of the additional model extensions, however, resulted in a decrease in BIC (Supplementary Fig. S6C).

In a third step, it was tested whether model Variant 4 could be simplified by more parsimonious model variants containing less parameters without decreasing fit quality. To this end, the following six model simplifications were tested: (1) description of \(A\) turnover by one turnover parameter instead of separate parameters for synthesis and degradation of \(A\) (Variant 4.0.1), (2) description of the synthesis of \(A\) by mass-action instead of Michaelis-Menten (MM) kinetics (Variant 4.0.2), (3) mass-action instead of MM-kinetics for describing synthesis of \(P\) (Variant 4.0.3), (4) mass-action kinetics for describing synthesis and degradation of \(A\) by single turnover parameter (Variant 4.0.4), (5) single parameter for describing turnover of \(A\) and mass-action instead of MM-kinetics for synthesis of \(P\) (Variant 4.0.5), (6) mass-action kinetics for synthesis of \(A\) as well as \(P\). Model selection showed that ‘Variant 4.0.1’ was superior compared to the other variants and subsequently regarded as optimal model variant (Supplementary Fig. S7B, C).

Model equations of all variants are listed in Supplementary Table S1; parameter estimates of the optimal model variant ‘4.0.1’ including allowed parameter intervals and 1σ-confidence intervals estimated based on the inverse of the Hessian matrix are given in Supplementary Table S2.
Acknowledgements

We thank Thomas Wolf and Benedikt Brors for comments and valuable discussions. This work was supported by the fightCOVID-19 initiative of the German Cancer Research Center (Heidelberg, Germany). Furthermore, this work was supported by research grants from the Bundesministerium Bildung und Forschung (BMBF): project numbers 01KI20239B to MS, 031L0270 to SK (Computational Life Sciences program) and 01KI20198A to SB, the Deutsche Forschungsgemeinschaft (DFG): project numbers 416072091 to MS, 415089553 (Heisenberg program), 240245660 (SFB1129) to SB, and 453202693 to DN, the state of Baden-Wuerttemberg (AZ: 33.7533.-6-21/5/1) to SB, and the Aventis foundation to DN.

Author contributions

SK and DN conceived the study and refined it together with MS, SB and RE. MS performed SARS-CoV-2 infection experiments and generated samples for RNA sequencing. LA, FS and SK analyzed RNA sequencing data. SK performed mathematical modeling. DN and JM generated the 3CL<sup>pro</sup> cleavage probes; SK, LA and CDP performed cleavage probe and immunoblotting experiments. RE, SB, SK and DN secured funding. SK wrote the manuscript with support by MS and DN. All authors approved the final manuscript.

Conflict of interest

The other authors have reported that they have no relationships relevant to the content of this paper to disclose.

Data availability statement

Transcriptomic data, MATLAB and R scripts as well as vectors encoding cleavage probes and 3CL<sup>pro</sup> are available from the corresponding authors upon reasonable request.

References

Aitken AE & Morgan ET (2007) Gene-specific effects of inflammatory cytokines on cytochrome P450 2C, 2B6 and 3A4 mRNA levels in human hepatocytes. Drug Metab Dispos 35: 1687–1693

Ashburner M, Ball CA, Blake JA, Botstein D, Butler H, Cherry JM, Davis AP, Dolinski K, Dwight SS, Eppig JT, et al (2000) Gene ontology: tool for the unification of biology. The Gene Ontology Consortium. Nat Genet 25: 25–29

Aunins TR, Marsh KA, Subramanya G, Uprichard SL, Perelson AS & Chatterjee A (2018) Intracellular Hepatitis C Virus Modeling Predicts Infection Dynamics and Viral Protein Mechanisms. J Virol 92: e02098-17
Bertilsson PM, Olsson P & Magnusson KE (2001) Cytokines influence mRNA expression of cytochrome P450 3A4 and MDRI in intestinal cells. *J Pharm Sci* 90: 638–646

Binder M, Sulaimanov N, Clausznitzer D, Schulze M, Hüber CM, Lenz SM, Schlöder JP, Trippler M, Bartenschlager R, Lohmann V, et al (2013) Replication vesicles are load- and choke-points in the hepatitis C virus lifecycle. *PLoS Pathog* 9: e1003561

Blanco-Melo D, Nilsson-Payant BE, Liu W-C, Uhl S, Hoagland D, Möller R, Jordan TX, Oishi K, Panis M, Sachs D, et al (2020) Imbalanced Host Response to SARS-CoV-2 Drives Development of COVID-19. *Cell* 181: 1036–1045.e9

Bojkova D, Klann K, Koch B, Widera M, Krause D, Ciesek S, Cinatl J & Münch C (2020) Proteomics of SARS-CoV-2-infected host cells reveals therapy targets. *Nature* 583: 469–472

Bouhaddou M, Memon D, Meyer B, White KM, Rezelj VV, Correa Marrero M, Polacco BJ, Melynk JE, Ulferts S, Kaake RM, et al (2020) The Global Phosphorylation Landscape of SARS-CoV-2 Infection. *Cell* 182: 685-712.e19

Chu H, Chan JF-W, Wang Y, Yuen TT-T, Chai Y, Hou Y, Shuai H, Yang D, Hu B, Huang X, et al (2020) Comparative Replication and Immune Activation Profiles of SARS-CoV-2 and SARS-CoV in Human Lungs: An Ex Vivo Study With Implications for the Pathogenesis of COVID-19. *Clin Infect Dis* 71: 1400–1409

Cortese M, Lee J-Y, Cerikan B, Neufeldt CJ, Oorschot VMJ, Köhrer S, Hennies J, Schieber NL, Ronchi P, Mizzon G, et al (2020) Integrative Imaging Reveals SARS-CoV-2-Induced Reshaping of Subcellular Morphologies. *Cell Host Microbe* 28: 853–866.e5

Cunningham JT, Rodgers JT, Arlow DH, Vazquez F, Mootha VK & Puigserver P (2007) mTOR controls mitochondrial oxidative function through a YY1–PGC-1α transcriptional complex. *Nature* 450: 736–740

Dahlen JR, Jean F, Thomas G, Foster DC & Kisiel W (1998) Inhibition of soluble recombinant furin by human proteinase inhibitor 8. *J Biol Chem* 273: 1851–1854

Deb S & Arrighi S (2021) Potential Effects of COVID-19 on Cytochrome P450-Mediated Drug Metabolism and Disposition in Infected Patients. *Eur J Drug Metab Pharmacokinet* 46: 185–203

Dobin A, Davis CA, Schlesinger F, Drenkow J, Zaleski C, Jha S, Batut P, Chaisson M & Gingeras TR (2013) STAR: ultrafast universal RNA-seq aligner. *Bioinformatics* 29: 15–21

Dowling RJO, Zakikhani M, Fantus IG, Pollak M & Sonenberg N (2007) Metformin inhibits mammalian target of rapamycin-dependent translation initiation in breast cancer cells. *Cancer Res* 67: 10804–10812

Düvel K, Yecies JL, Menon S, Raman P, Lipovsky AI, Souza AL, Triantafellow E, Ma Q, Gorski R, Cleaver S, et al (2010) Activation of a Metabolic Gene Regulatory Network Downstream of mTOR Complex 1. *Mol Cell* 39: 171–183
El-Ghiaty MA, Shoieb SM & El-Kadi AOS (2020) Cytochrome P450-mediated drug interactions in COVID-19 patients: Current findings and possible mechanisms. *Med Hypotheses* 144: 110033

Fortenberry Y, Bialas R, Mitchell C & Church FC (2006) Regulation of Cathpsin L by the Serpin Protein C Inhibitor. *Blood* 108: 336–336

Fu L, Ye F, Feng Y, Yu F, Wang Q, Wu Y, Zhao C, Sun H, Huang B, Niu P, *et al* (2020) Both Boceprevir and GC376 efficaciously inhibit SARS-CoV-2 by targeting its main protease. *Nat Commun* 11: 4417

Gassen NC, Papes J, Bajaj T, Dethloff F, Emanuel J, Weckmann K, Heinz DE, Heinemann N, Lennarz M, Richter *et al* (2020) Analysis of SARS-CoV-2-controlled autophagy reveals spermidine, MK-2206, and niclosamide as putative antiviral therapeutics. *bioRxiv*: 2020.04.15.997254

Gene Ontology Consortium (2021) The Gene Ontology resource: enriching a GOld mine. *Nucleic Acids Res* 49: D325–D334

Glowacka I, Bertram S, Herzog P, Pfefferle S, Steffen I, Muench MO, Simmons G, Hofmann H, Kuri T, Weber F, *et al* (2010) Differential downregulation of ACE2 by the spike proteins of severe acute respiratory syndrome coronavirus and human coronavirus NL63. *J Virol* 84: 1198–1205

Gordon DE, Hiatt J, Bouhaddou M, Rezelj VV, Ulferts S, Braberg H, Jureka AS, Obernier K, Guo JZ, Batra J, *et al* (2020a) Comparative host-coronavirus protein interaction networks reveal pan-viral disease mechanisms. *Science* 370: eabe9403

Gordon DE, Jang GM, Bouhaddou M, Xu J, Obernier K, White KM, O’Meara MJ, Rezelj VV, Guo JZ, Swaney DL, *et al* (2020b) A SARS-CoV-2 protein interaction map reveals targets for drug repurposing. *Nature* 583: 459–468

Green AS, Chapuis N, Maciel TT, Willems L, Lambert M, Arnoult C, Boyer O, Bardet V, Park S, Foretz M, *et al* (2010) The LKB1/AMPK signaling pathway has tumor suppressor activity in acute myeloid leukemia through the repression of mTOR-dependent oncogenic mRNA translation. *Blood* 116: 4262–4273

Gupta A, Madhavan MV, Sehgal K, Nair N, Mahajan S, Sehrawat TS, Bikdeli B, Ahluwalia N, Ausiello JC, Wan EY, *et al* (2020) Extrapulmonary manifestations of COVID-19. *Nat Med* 26: 1017–1032

Hadjadj J, Yatim N, Barnabei L, Corneau A, Boussier J, Smith N, Pére H, Charbit B, Bondet V, Chenevier-Gobeaux C, *et al* (2020) Impaired type I interferon activity and inflammatory responses in severe COVID-19 patients. *Science* 369: 718–724

Hattori Y, Suzuki K, Hattori S & Kasai K (2006) Metformin Inhibits Cytokine-Induced Nuclear Factor κB Activation Via AMP-Activated Protein Kinase Activation in Vascular Endothelial Cells. *Hypertension* 47: 1183–1188

Huang C, Lokugamage KG, Rozovics JM, Narayanan K, Semler BL & Makino S (2011) SARS coronavirus nspl protein induces template-dependent endonucleolytic cleavage
of mRNAs: viral mRNAs are resistant to nsp1-induced RNA cleavage. *PLoS Pathog* 7: e1002433

Iadevaia V, Huo Y, Zhang Z, Foster LJ & Proud CG (2012) Roles of the mammalian target of rapamycin, mTOR, in controlling ribosome biogenesis and protein synthesis. *Biochem Soc Trans* 40: 168–172

Jiang H-W, Zhang H-N, Meng Q-F, Xie J, Li Y, Chen H, Zheng Y-X, Wang X-N, Qi H, Zhang J, *et al* (2020) SARS-CoV-2 Orf9b suppresses type I interferon responses by targeting TOM70. *Cell Mol Immunol* 17: 998–1000

Kalender A, Selvaraj A, Kim SY, Guliati P, Brulé S, Violet B, Kemp BE, Bardeesy N, Dennis P, Schlager JJ, *et al* (2010) Metformin, independent of AMPK, inhibits mTORC1 in a rag GTPase-dependent manner. *Cell Metab* 11: 390–401

Kallenberger SM, Beaudouin J, Claus J, Fischer C, Sorger PK, Legewie S & Eils R (2014) Intra- and interdimeric caspase-8 self-cleavage controls strength and timing of CD95-induced apoptosis. *Sci Signal* 7: ra23

Kamitani W, Huang C, Narayanan K, Lokugamage KG & Makino S (2009) A two-pronged strategy to suppress host protein synthesis by SARS coronavirus Nsp1 protein. *Nat Struct Mol Biol* 16: 1134–1140

Kamitani W, Narayanan K, Huang C, Lokugamage K, Ikekami T, Ito N, Kubo H & Makino S (2006) Severe acute respiratory syndrome coronavirus nsp1 protein suppresses host gene expression by promoting host mRNA degradation. *PNAS* 103: 12885–12890

Kanehsa M & Goto S (2000) KEGG: kyoto encyclopedia of genes and genomes. *Nucleic Acids Res* 28: 27–30

Kanehsa M, Sato Y, Furumichi M, Morishima K & Tanabe M (2019) New approach for understanding genome variations in KEGG. *Nucleic Acids Res* 47: D590–D595

Klann K, Bojkova D, Tascher G, Ciesek S, Münch C & Cinatl J (2020) Growth Factor Receptor Signaling Inhibition Prevents SARS-CoV-2 Replication. *Mol Cell* 80: 164-174.e4

Knoops K, Kikkert M, Worm SHE van den, Zevenhoven-Dobbe JC, van der Meer Y, Koster AJ, Mommaas AM & Snijder EJ (2008) SARS-coronavirus replication is supported by a reticulovesicular network of modified endoplasmic reticulum. *PLoS Biol* 6: e226

Li AP, Yang Q, Vermet H, Raoust N, Klieber S & Fabre G (2014) Evaluation of human hepatocytes under prolonged culture in a novel medium for the maintenance of hepatic differentiation: results with the model pro-inflammatory cytokine interleukin 6. *Drug Metab Lett* 8: 12–18

Li H, Handsaker B, Wysoker A, Fennell T, Ruan J, Homer N, Marth G, Abecasis G, Durbin R & 1000 Genome Project Data Processing Subgroup (2009) The Sequence Alignment/Map format and SAMtools. *Bioinformatics* 25: 2078–2079

Liao Y, Smyth GK & Shi W (2019) The R package Rsparse is easier, faster, cheaper and better for alignment and quantification of RNA sequencing reads. *Nucleic Acids Res* 47: e47–e47
Lokugamage KG, Narayanan K, Huang C & Makino S (2012) Severe acute respiratory syndrome coronavirus protein nsp1 is a novel eukaryotic translation inhibitor that represses multiple steps of translation initiation. *J Virol* 86: 13598–13608

Lopacinski AB, Sweatt AJ, Smolko CM, Gray-Gaillard E, Borgman CA, Shah M & Janes KA (2021) Modeling the complete kinetics of coxsackievirus B3 reveals human determinants of host-cell feedback. *Cell Syst* 12: 304-323.e13

Love MI, Huber W & Anders S (2014) Moderated estimation of fold change and dispersion for RNA-seq data with DESeq2. *Genome Biol* 15: 550

Maiwald T & Timmer J (2008) Dynamical modeling and multi-experiment fitting with PottersWheel. *Bioinformatics* 24: 2037–2043

Mauro C, Leow SC, Anso E, Rocha S, Thotakura AK, Tornatore L, Moretti M, De Smaelev E, Beg AA, Tergaonkar V, et al (2011) NF-κB controls energy homeostasis and metabolic adaptation by upregulating mitochondrial respiration. *Nat Cell Biol* 13: 1272–1279

Mimura H, Kobayashi K, Xu L, Hashimoto M, Ejiri Y, Hosoda M & Chiba K (2015) Effects of cytokines on CYP3A4 expression and reversal of the effects by anti-cytokine agents in the three-dimensionally cultured human hepatoma cell line FLC-4. *Drug Metab Pharmacokinet* 30: 105–110

Moiseeva O, Deschênes-Simard X, St-Germain E, Igelmann S, Huot G, Cedar AE, Bourdeau V, Pollak MN & Ferbeyre G (2013) Metformin inhibits the senescence-associated secretory phenotype by interfering with IKK/NF-κB activation. *Aging Cell* 12: 489–498

Morita M, Gravel S-P, Chénard V, Sikström K, Zheng L, Alain T, Gandin V, Avizonis D, Arguello M, Zakaria C, et al (2013) mTORC1 Controls Mitochondrial Activity and Biogenesis through 4E-BP-Dependent Translational Regulation. *Cell Metab* 18: 698–711

Nakagawa K, Lokugamage KG & Makino S (2016) Viral and Cellular mRNA Translation in Coronavirus-Infected Cells. *Adv Virus Res* 96: 165–192

Narayanan K, Huang C, Lokugamage K, Kamitani W, Ikegami T, Tseng C-TK & Makino S (2008) Severe acute respiratory syndrome coronavirus nsp1 suppresses host gene expression, including that of type I interferon, in infected cells. *J Virol* 82: 4471–4479

Quatrini L & Ugolini S (2021) New insights into the cell- and tissue-specificity of glucocorticoid actions. *Cell Mol Immunol* 18: 269–278

RECOVERY Collaborative Group, Horby P, Lim WS, Emberson JR, Mafham M, Bell JL, Linsell L, Staplin N, Brightling C, Ustianowski A, et al (2021) Dexamethasone in Hospitalized Patients with Covid-19. *N Engl J Med* 384: 693–704

Ritchie ME, Phipson B, Wu D, Hu Y, Law CW, Shi W & Smyth GK (2015) limma powers differential expression analyses for RNA-sequencing and microarray studies. *Nucleic Acids Res* 43: e47
Roux PP & Topisirovic I (2012) Regulation of mRNA translation by signaling pathways. *Cold Spring Harb Perspect Biol* 4: a012252

Samavarchi-Tehrani P, Abdouhi H, Knight JDR, Astori A, Samson R, Lin Z-Y, Kim D-K, Knapp JJ, St-Germain J, Go CD, *et al* (2020) A SARS-CoV-2 – host proximity interactome. *bioRxiv*: 2020.09.03.282103

Schmidt N, Lareau CA, Keshishian H, Ganskih S, Schneider C, Hennig T, Melanson R, Werner S, Wei Y, Zimmer M, *et al* (2021) The SARS-CoV-2 RNA-protein interactome in infected human cells. *Nat Microbiol* 6: 339–353

Selkridge J, Stanifer M, Mateus A, Mitosch K, Barrio-Hernandez I, Rettel M, Kim H, Voogdt CGP, Walch P, Kee C, *et al* (2021) SARS-CoV-2 infection remolds the host protein thermal stability landscape. *Mol Syst Biol* 17: e10188

Shah OJ, Kimball SR & Jefferson LS (2000) Acute attenuation of translation initiation and protein synthesis by glucocorticoids in skeletal muscle. *Am J Physiol Endocrinol Metab* 278: E76-82

Smallwood HS, Duan S, Morfouace M, Rezinciuc S, Shulkin BL, Shelat A, Zink EE, Milasta S, Bajracharya R, Oluwaseum AJ, *et al* (2017) Targeting Metabolic Reprogramming by Influenza Infection for Therapeutic Intervention. *Cell Rep* 19: 1640–1653

Snijder EJ, Limpens RWAL, de Wilde AH, de Jong AWM, Zevenhoven-Dobbe JC, Maier HJ, Faas FFGA, Koster AJ & Bárcena M (2020) A unifying structural and functional model of the coronavirus replication organelle: Tracking down RNA synthesis. *PLoS Biol* 18: e3000715

Stanifer ML, Kee C, Cortese M, Zumaran CM, Triana S, Mukenhirn M, Kraeusslich H-G, Alexandrov T, Bartenschlager R & Boulant S (2020) Critical Role of Type III Interferon in Controlling SARS-CoV-2 Infection in Human Intestinal Epithelial Cells. *Cell Rep* 32: 107863

Stukalov A, Girault V, Grass V, Karayel O, Bergant V, Urban C, Haas DA, Huang Y, Oubraham L, Wang A, *et al* (2021) Multilevel proteomics reveals host perturbations by SARS-CoV-2 and SARS-CoV. *Nature* 594: 246–252

Thaker SK, Ch’ng J & Christofk HR (2019) Viral hijacking of cellular metabolism. *BMC Biol* 17: 59

Tomazini BM, Maia IS, Cavalcanti AB, Berwanger O, Rosa RG, Veiga VC, Avezum A, Lopes RD, Bueno FR, Silva MVAO, *et al* (2020) Effect of Dexamethasone on Days Alive and Ventilator-Free in Patients With Moderate or Severe Acute Respiratory Distress Syndrome and COVID-19: The CoDEX Randomized Clinical Trial. *JAMA* 324: 1307–1316

Triana S, Metz-Zumaran C, Ramirez C, Kee C, Doldan P, Shahraz M, Schraivogel D, Gschwind AR, Sharma AK, Steinmetz LM, *et al* (2021) Single-cell analyses reveal SARS-CoV-2 interference with intrinsic immune response in the human gut. *Mol Syst Biol* 17: e10232
Vuong W, Khan MB, Fischer C, Arutyunova E, Lamer T, Shields J, Saffran HA, McKay RT, van Belkum MJ, Joyce MA, et al (2020) Feline coronavirus drug inhibits the main protease of SARS-CoV-2 and blocks virus replication. Nat Commun 11: 4282

Wada M, Lokugamage KG, Nakagawa K, Narayanan K & Makino S (2018) Interplay between coronavirus, a cytoplasmic RNA virus, and nonsense-mediated mRNA decay pathway. PNAS 115: E10157–E10166

Wang H, Kubica N, Ellisen LW, Jefferson LS & Kimball SR (2006) Dexamethasone represses signaling through the mammalian target of rapamycin in muscle cells by enhancing expression of REDD1. J Biol Chem 281: 39128–39134

Wettstein L, Weil T, Conzelmann C, Müller JA, Groß R, Hirschenberger M, Seidel A, Klute S, Zech F, Prelli Bozzo C, et al (2021) Alpha-1 antitrypsin inhibits TMPRSS2 protease activity and SARS-CoV-2 infection. Nat Commun 12: 1726

Wyler E, Mösbauer K, Franke V, Diag A, Gottula LT, Arsië R, Klironomos F, Koppstein D, Hönzke K, Ayoub S, et al (2021) Transcriptomic profiling of SARS-CoV-2 infected human cell lines identifies HSP90 as target for COVID-19 therapy. iScience 24: 102151

Zakikhani M, Dowling R, Fantus IG, Sonenberg N & Pollak M (2006) Metformin is an AMP kinase-dependent growth inhibitor for breast cancer cells. Cancer Res 66: 10269–10273

Zitzmann C, Schmid B, Ruggieri A, Perelson AS, Binder M, Bartenschlager R & Kaderali L (2020) A Coupled Mathematical Model of the Intracellular Replication of Dengue Virus and the Host Cell Immune Response to Infection. Front Microbiol 11: 725
**Figures**

**Figure 1. Dynamics of SARS-CoV-2 genome expression and virus replication.** (A) Experimental setup. Caco-2 cells were infected with SARS-CoV-2 at an MOI of 5. Cells were lysed and RNA-seq was performed at the indicated time-points post infection. (B) Microscopy analysis of SARS-CoV-2 replication in Caco-2 cells infected with SARS-CoV-2 (top) or non-infected control cells (bottom). Representative images of three biological replicates are shown (blue, DAPI staining of nuclei; red, immunostaining of SARS-CoV-2 N protein; scale bar, 50 µm). (C) Analysis of absolute (top) and relative (bottom) host cell and virus transcript counts. At 12 hpi, virus transcripts peaked, constituting 41% of all transcripts (means of n=3 replicates; error bars, SEM). (D) Virus transcript read counts increased from ORF1 to ORF10, reflecting the nested RNA architecture of SARS-CoV-2 (bars: average read counts of n=3 replicates normalized by CDS length at 24 hpi; error bars, SEM; CDS, coding sequence). (E, F) Microscopy analysis of the fraction of cells with detectable expression of SARS-CoV-2 N protein (E) and the normalized total cell count (F) at the indicated time points. (G) Quantification of the released virus particles by endpoint dilution assay (TCID50, 50% tissue culture infective dose). (E-G) n=3, error bars indicate standard deviation.
Figure 2. Dynamic alteration of the host cell transcriptome upon SARS-CoV-2 infection. (A) Distributions of log2 fold changes of normalized and background-corrected gene transcript reads relative to initial transcript counts, and percentages of genes with log2 fold changes \( L \geq 1 \) or \( L \leq -1 \) (dashed lines, log2 fold changes of \( \pm 1 \); vertical lines, 2.5 and 97.5 percentiles). (B) Clusters of p-values from GO term enrichment at interpolated time intervals indicate the dynamics of cellular processes in response to SARS-CoV-2 infection. The following qualitative patterns can be distinguished: early, transient response defined by transient expression changes within 12 hpi (cluster I), late, sustained response characterized by expression changes that take place after 12 hpi and are maintained (cluster II), and an early, sustained response indicated by maintained expression changes that already start at few hours post infection (cluster III).
Figure 3. Transcriptionally altered host genes show distinct dynamic patterns. (A) According to the observed transcription dynamics, four functions describing either continuous or transient increase (red, yellow) or decrease (dark or light blue) were fitted to transcription fold changes of all detected genes. Optimal function types were selected based on smallest BIC values (solid lines, function types with smallest BIC values; dashed lines, fits of other function types). Points of expression changes, indicated by vertical lines, represent the time points at half maximal increase or decrease according to the extracted functions. (B–E) To analyze the transcriptional dynamics of the host cell response, time points of expression changes (up- or downregulation) of genes associated with KEGG pathways as ‘Transcription factors’ were displayed as lines indicating the time interval of increased transcription. (B) Continuous increase, (C) transient increase, (D) continuous decrease, (E) transient decrease. Genes shown in A were highlighted in respective profile function colors.
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Figure 4. Transcriptional dynamics is associated with selected cellular pathways. (A) Scatter plot showing the number of regulated genes in KEGG pathways affected by SARS-CoV-2 infection. Pathways comprising strongly up- or downregulated genes, defined by log2 fold changes of at least 1, were selected. (B) Scatter plot of KEGG pathways affected by SARS-CoV-2 infection. Dots indicate the percentage of strongly regulated genes relative to the total number of expressed genes within a pathway. (C) 25 cellular pathways with the largest fractions of upregulated genes, selected from pathways with at least 10 strongly regulated genes. Pathways were sorted according to times at which 50% of all strongly regulated genes were up- or downregulated (top to bottom). (D) Top 25 cellular processes with largest fractions of downregulated processes as in C. Transcription was downregulated, delayed relative to the observed upregulation, in various processes involved in metabolism (N_{up/down}, number of up- or downregulated genes; N_{exp}, number of expressed genes detected by RNA sequencing; N_{tot}, total number of genes within KEGG pathways).
Figure 5. Dynamic model of SARS-CoV-2 replication and the anti-viral response. (A) Overview of the model describing virus replication, synthesis of virus proteins and expression of transcripts and proteins associated with the anti-viral response exhibited by the host cell. In the model, viral RNA (V) stimulate the expression of anti-viral response gene transcripts (m_A) that are translated to proteins (A) that inhibit virus replication. Viral transcripts are translated to virus proteins (P) that inhibit translation of m_A. (B) Best model fits to measurements of virus transcripts (top), virus N protein (center), and average expression levels of anti-viral response genes (bottom). (C) Model predictions of virus transcripts and proteins as well as mRNAs and proteins associated with the anti-viral response (lines, predictions using means of parameters from best 10 of 5000 fits; shaded areas, 1σ-confidence intervals; a. u., arbitrary units).
Figure 6. Direct and indirect inhibition of SARS CoV-2 replication. (A) Experimental setup. Cleavage probes consisting of a nuclear export sequence (NES), a 3CL\textsuperscript{pro} cleavage site (NS4-NS5) and GFP were expressed in HEK293T cells. Uncleaved probes are continuously exported from the nucleus and hence located in the cytoplasm. Following 3CL\textsuperscript{pro}-mediated cleavage, GFP enters the nucleus by diffusion. The cytoplasmic and nuclear fluorescence intensities (I\textsubscript{cpl}, I\textsubscript{incl}) were used to calculate the concentration of the uncleaved probe. (B, C) HEK293T cells coexpressing a cleavage probe containing the cleavage site between NSP4 and NSP5 and 3CL\textsuperscript{pro} were incubated in presence of 20 mM GC376, the drug was removed at time point 0 and re-added at 250 minutes (scale bar, 10 µm). Representative microscopy images (B) and corresponding quantification of the concentration of the uncleaved probe over time (C). Nuclear signal increase following GC376 removal indicates probe cleavage (data in C, means of n=10 cells, error bars: SEM). (D) Caco-2 cells were infected in the presence or absence of inhibitors. Virus replication was assessed at 24 hpi via immunofluorescence of SARS-CoV-2 N protein (means of n=3 replicates, error bars: SEM).