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Abstract—Crowdsourcing has become very popular among the machine learning community as a way to obtain labels that allow a ground truth to be estimated for a given dataset. In most of the approaches that use crowdsourced labels, annotators are asked to provide, for each presented instance, a single class label. Such a request could be inefficient: considering that the labelers may not be experts, proceeding in this way could fail to take real advantage of the knowledge of the labelers. In this paper, the use of candidate labeling for crowd learning is proposed, where the annotators may provide more than a single label per instance to try not to miss the real label. The main hypothesis is that, by allowing candidate labeling, knowledge can be extracted from the labelers more efficiently than in the standard crowd learning scenario. Empirical evidence which supports that hypothesis is presented.

Index Terms—Crowd learning, crowdsourcing, weak labeling.

1 INTRODUCTION

In the last few decades, the web and the community behind it have become a huge source of data. Among different ways of taking advantage of it, crowdsourcing has emerged as a popular strategy to get things done in a collaborative way thanks to the involvement of a crowd of workers. Commonly, in exchange for a certain type of incentive, the workers complete short and simple tasks. Crowdsourcing has been widely used to solve different kinds of problems, such as text correction [1], text translation [2] or malaria diagnostics [3], and platforms such as Amazon Mechanical Turk or CrowdFlower have boosted its popularity. In machine learning, the task of labeling, which is key in standard supervised learning, cannot always be carried out in a traditional way due to its complexity and/or cost. Crowdsourcing is an unparalleled opportunity to get datasets labeled. In the absence of the real fully reliable labeling of a dataset (a.k.a. ground truth), crowd labeling consists of obtaining the labels of the training examples from a crowd of workers, a.k.a. annotators or labelers in this context [4], [5]. As the reliability of the annotators cannot be guaranteed, a few of them are usually asked to label the same example in the hope that the consensus label is the correct one.

Subsequently, the problem of learning from a dataset labeled by a crowd is a challenge in itself. In crowd learning [6], the objective is to estimate a realistic ground truth from examples labeled by multiple annotators in order to learn a classification model. If the collected labels fulfill certain conditions, crowd learning can be as reliable as learning from a single expert in a traditional way [4], [5]. Depending on the domain, it might be even more efficient, in terms of time and cost, than the traditional approach. The EM-based proposal by [7], which, for each worker, estimates the probability of confusing two class labels in order to estimate a ground truth, and learns a model simultaneously, has become a standard in the field. Many posterior frameworks are based on it [6], [8]. Although some methods [9] disregard the individual information about the annotators and aggregate the labels to learn with a probability distribution over the class labels per example, the expertise of each individual worker is usually inferred [10], [11], [12], [6], [13]. Instance difficulty has also been modeled [11], as well as worker competence and the bias of the annotations [13].

Thus, most of the effort is in modeling and dealing with the (un)reliability of the annotators, as it is generally accepted that annotators may have limited knowledge about the assigned task. However, they are asked to provide a single label —the preferred one— given an (incomplete) instance. These two ideas may seem contradictory: being strict with someone who might not be able to help us. This traditional approach is referred to as full labeling throughout this work. In this paper, the central idea is that a more relaxed request could allow for the extraction of more knowledge from the available annotators. For example, if an annotator is in doubt between two or more labels and they are forced to choose only one, they may pick the wrong one. On the contrary, if they are allowed to provide more than one label per instance, following the same example, the worker could select both. In this way, one might expect a lower number of mistakes, that is, they will include the correct class label in their sets of selected labels with high probability. Moreover, knowing that an annotator doubts between a few class labels provides useful information about the underlying distribution of labels and the ground truth.

Frameworks where the single-label request is relaxed have already been proposed, such as the works by [14] and [15], where annotators can say how sure they are about their annotations, or other works where annotators are allowed to claim that they do not know the answer [16], [17]. Our proposal, inspired by the subfield of weak supervision [18], may be seen as a step forward in this direction. Weakly supervised problems are characterized by the lack of a full labeling. One of them is the partial or candidate labels [19] problem, which assumes that all the training examples are provided together with a set of labels, with the guarantee that the real label is in that set. This concept is extended to the context of crowd learning and allows annotators to provide as many labels as they want when they are not able to choose a single one. A similar problem has been studied under the name of approval voting [24], [25], [26]. However, the research performed in this field is not of our interest since the aim is not to infer a ground
truth or of learn any model. Moreover, it has been applied in social sciences rather than in a machine learning context.

The main intuition behind this study is that learning from crowds can be more efficient in terms of time and number of annotators when annotators are allowed to provide this kind of labeling. In [20], they already provided some evidence that workers answer faster using candidate labeling (checkbox interface according to their terminology) than using the traditional labeling (radio button interface). The aim of this paper is to show that not only is this method less costly, but that more knowledge can be extracted and hence better results can be obtained. The main contribution of this work is the notion of candidate labeling applied to crowd learning, which offers a new framework for annotation gathering, along with candidate voting, for inferring the ground truth from it. An empirical study of the performance of this method is presented, comparing the results of the popular majority voting strategy for annotators that carry out a full labeling against a voting scheme adapted for examples labeled through candidate labeling.

The article is structured as follows: First, the problem is formally described. In Section 3, an explanation is given about the simulation of annotators to produce candidate labeling by modeling instance difficulty and annotator behavior. Next, the results of the experimentation are discussed. Finally, in Section 4, conclusions are drawn and possible future steps are discussed.

2 CANDIDATE LABELING FOR CROWD LEARNING

Crowd labeling makes use of a set of annotators, \( \mathcal{L} \), which are asked to label a set of \( n \) unlabeled instances. Each instance belongs to a class from the set of possible class labels \( C \). In this work, we assume that each instance is labeled by a fixed number \( l \) of different annotators. The generalization to scenarios where every instance is not labeled by the same number of annotators is straightforward. It is also assumed that \(|C| = r > 2\) and that there is a single ground truth label \( c^* \) for each instance.

Once the labels given by the annotators have been collected, a single label can be assigned to each instance by using an aggregation function. One simple yet effective aggregation functions in the traditional full labeling framework is the (majority) voting, which will be referred to as full voting:

\[
v(L) = \arg \max_c \sum_{j=1}^{l} \mathbb{1}(c_j = c)
\]

where \( L = \{c_j\}_{j=1}^{l} \) is the multiset of labels provided by the annotators in \( \mathcal{L} \) and \( \mathbb{1}(a) \) is a function which returns 1 if the condition \( a \) is true and 0 otherwise.

It is well known that, by using the voting function, high quality ground truth labels can be obtained even with unreliable labelers [4], [12] and, under mild conditions regarding the reliability of the annotators, its error tends to be smaller as the number of annotators \( l \) increases. However, in practice, in order to estimate the real ground truth, the number of annotators \( l \) cannot grow arbitrarily, and it is commonly limited by the available economical resources. We believe that it is possible to achieve a reduction of the error with a tighter budget, by allowing for a more flexible and relaxed labeling scheme.

Under the term of weak supervision, many generalizations of the supervised classification problem regarding the uncertainty surrounding the class variable are considered [18]. In this work, we are particularly interested in the partial or candidate labels problem [19], in which each training instance is provided with a set of labels \( S \subseteq C \) instead of a single one. In that problem, it is assumed that the ground truth label \( c^* \) belongs to \( S \) and there is no restriction on the size of the sets of labels \( S \), which can vary from one instance to another. In this work, the candidate labeling for crowd learning, an extension of the traditional full labeling, is proposed. In candidate labeling, given an unlabeled instance, each available annotator is asked to provide the set of most promising labels \( S \subseteq C \) for it according to their knowledge. Each set of labels \( S \) provided by a labeler is a candidate set.

The inclusion of the ground truth label in the candidate set is a reasonable assumption, unlike in [19], where it is guaranteed. It is assumed that, depending on the difficulty of the instance and the behavior of the annotator, the size of \( S \) could vary. In candidate labeling, for each instance, a set \( L = \{S_j\}_{j=1}^{l} \) of candidate sets is obtained from the annotators in \( \mathcal{L} \). For this setting, the use of the candidate voting function is proposed for estimating the ground truth:

\[
\nu(L) = \arg \max_c \sum_{j=1}^{l} \frac{1}{|S_j|} \mathbb{1}(c \in S_j)
\]

Candidate voting is a simple way for aggregating the labels provided by the annotators. It should be noted that it is a natural generalization of the full voting strategy in the candidate labeling context. In fact, this function behaves as majority voting (Equation 1) if all the annotators provide \( S_j \) such that \(|S_j| = 1\). In practice, ties (i.e., when two or more class labels obtain the maximum number of votes) are solved randomly. The goal is to create a labeling that minimizes the (aggregation) error \( \epsilon(\nu) = E[\mathbb{1}(c^* \neq \nu(L))] \), where \( \nu(L) \) is the aggregated label.

The main idea of this work is that candidate labeling is more efficient than full labeling regarding the extraction of knowledge from a reduced number of annotators \( l \), especially when they doubt between several class labels. That is, given a sufficiently small number of annotators \( l \), the error of the candidate labeling tends to be smaller or equal to the error of the full labeling. In this work, empirical evidence is provided in order to confirm the following closely related hypotheses:

- H1: candidate labeling requires (equal or) fewer annotators than the full labeling to achieve (equal or) lower error,
- H2: the number of annotators required by full labeling to achieve the performance of candidate labeling grows as the difficulty of instances grows,
- H3: the difference in the error is higher as the number of possible class labels increases,
- H4: the difference in the error is higher with more hesitant annotators.

3 EMPIRICAL EVIDENCE

In this section, empirical evidence that supports the hypotheses H1, H2, H3 and H4 is provided. For this purpose, the error of full and candidate labeling will be estimated and analyzed under different experimental conditions, which involve a varying number of annotators (together with their degree of hesititation), difficulty of the instance, and number of available labels (\( r \)). In this work, we have decided not to study the reliability of the workers. This characteristic would definitely have an impact on the results, obscuring the contribution of the candidate labeling. In order to explicitly control all the synthetic conditions and to develop simple and intuitive scenarios, experiments are carried out in simple scenarios.
out on artificial domains. Two types of simulations are performed: In one case (referred to as Case A hereinafter) the simulations are completely artificial, and, in the other one (Case R), they are derived from real-world datasets.

### 3.1 Data generation: Case A

In Case A, the difficulty of the instances and the ground truth are generated artificially. The experimental framework is summarized in Fig. 1. It consists of four steps.

**Step 0 - Parameters:**

The experimental framework takes two parameters for the generation of an artificial ground truth: $\alpha$, which controls the difficulty of the instances, and $r$, which is the number of possible class labels. There are three parameters that control the generation of the candidate sets: $\beta_0$, which controls the degree of hesitation of the annotators, $l$, which is the number of available annotators, and $s$, which is the maximum size of the candidate sets, where $s = 1$ corresponds to full labeling and $s > 1$ to candidate labeling. The number of instances is fixed to $n = 500$ and the process of labeling is repeated $m = 100$ times for each instance. The selection of these values aims to ensure stable results that are barely affected by randomness.

**Step 1 - Ground truth generation:**

Given a specific parametrization, a domain is generated and represented by a Dirichlet distribution with hyperparameters $\alpha$, for $c = 1, ..., r$. The Dirichlet distribution is used for sampling $n$ probability distributions over the class labels, which represent the difficulty of the $n$ instances. For each instance, the difficulty distribution is denoted by $d(c)$, and the ground truth label corresponds to $c^* = \text{argmax}_c d(c)$. As $d(c)$ becomes more uniform, the difficulty of the instance increases. On the contrary, as $d(c)$ → 1, the difficulty of the instance decreases. Due to the properties of the Dirichlet distribution, on average, a high value of $\alpha$ produces uniform distributions and, in consequence, difficult instances. On the contrary, a low $\alpha$ value results in easy instances on average. After repeating this step for the $n$ instances, the set of ground truth labels $\{c^*_i\}_{i=1}^n$ is obtained. This is used in Step 4 for estimating the error.

**Step 2 - Annotator simulation:**

The model of annotator used in this work consists of two parts: i) the behavior of the annotator, which brings together their knowledge and the way they handle it, and ii) the labeling process given their behavior. The behavior is represented with a probability distribution over the class labels and the labeling process is simulated by means of a random sampling.

For each instance, taking into account its difficulty, $d(c)$, a set of $l$ annotators is generated. As noted before, the behavior of an annotator regarding an instance is modeled by a distribution $b(c)$, where $b(c)$ represents the preference of the annotator towards the class label $c$. The distribution $b(c)$ is obtained by sampling a Dirichlet distribution with parameters $\beta_0 \cdot d(c)$, for $c = 1, ..., r$. Thus, the behavior of an annotator depends on the difficulty of the instance $d(c)$ and the parameter $\beta_0$. The parameter $\beta_0$ can be seen as the average degree of hesitation of the annotators. For instance, as $\beta_0$ tends to 0, the behavior distribution will concentrate on a single label, that is, $b(c) \rightarrow 1$ for some class label $c$. Note that this does not mean that the annotator is right but he/she just has a very low degree of hesitation. On the other hand, as $\beta_0 \rightarrow \infty$, the behavior $b(c)$ becomes more similar to the difficulty $d(c)$. Reasonably, in no scenario does the behavior of an annotator improve the instance difficulty.

Once the behavior distributions of the annotators $\{b_j(c)\}_{j=1}^l$ are fixed, the full and candidate labeling of the instance is simulated. For this purpose, a random sampling (with replacement) of size $s$ of the distributions, $b_j(c)$, is performed for each annotator ($j \in \{1, \ldots, l\}$). The parameter $s$ controls the flexibility with which the annotators handle their knowledge to produce a candidate set —e.g., $s = 1$ corresponds to full labeling (no flexibility) while higher values of $s$ correspond to candidate labeling (greater flexibility). Note that when the value of $s$ increases, the probability that the correct class appears in a candidate set becomes higher, but the probability of selecting other classes also grows. All the distinct class labels that are sampled from $b_j(c)$ form the candidate set $S_j$ of annotator $j$ ($j \in \{1, \ldots, l\}$). Thus, the size of the candidate sets is upper-bounded by $s$.

**Step 3 - Voting:**

Given the set of candidate sets $L$ provided for an instance, an aggregated label is produced by means of the full (Eq. 1) or candidate voting (Eq. 2): $\hat{c} = \nu(L)$. By repeating the labeling and voting processes $m$ times, $m$ estimated ground truth values are obtained, $\{\hat{c}^k\}_{k=1}^m$. Finally, by repeating Steps 1 to 3 $n$ times, the set of multisets $\{\hat{c}^k\}_{k=1}^m \{\nu\}_{\nu=1}^n$ is obtained.

**Step 4 - Error estimation:**

The goal of the experiments is to estimate and analyze in different settings the error of the voting $\nu$ for different values.
Let us define $fr_i(c) = \frac{1}{m} \sum_{k=1}^{m} \mathbb{1}(\hat{e}_k^i = c)$ as the frequency of the label $c$ among the estimated ground truth values of instance $i$. The error of $
u$ is estimated as follows:

$$\hat{e}(\nu) = \frac{1}{n} \sum_{i=1}^{n} \left(1 - (fr_i(c))\right)$$

Additionally, following the methodology of [21], the estimated error $\hat{e}(\nu)$ can be decomposed into the bias and variance terms:

$$\hat{e}(\nu) = \frac{1}{2n} \sum_{i=1}^{n} \left((1 - fr_i(c_i))^2 + \sum_{c \neq c_i}^r (fr_i(c))^2\right)$$

Squared bias

$$+ \frac{1}{2n} \sum_{i=1}^{n} (1 - \sum_{c=1}^{r} (fr_i(c))^2)$$

Variance

(3)

### 3.2 Data generation: Case R

In Case R, real-world datasets are used to obtain the difficulty distributions and the ground truth. Case A and Case R only differ in the number of parameters used (Step 0) and in the way the ground truth and the difficulty distributions are generated (Step 1). Three parameters are used in Case R: $\beta_0$ (hesitation level of annotators), $l$ (number of annotators) and $s$ (flexibility). The number of instances $n$ is given by the used dataset. As in Case A, in order to ensure stable results, the labeling process is repeated $m = 100$ times for each instance.

Step 1 for Case R is as follows: Real data is used in order to get more realistic labels. The difficulties are obtained through Random Forest classifiers [23]. A fair validation is used to obtain class probabilities $p(c|i)$ for each instance $i$ from a Random Forest not trained with $x$. In order to avoid zero probabilities, we add a smoothing vector with values $\frac{1}{r}$ to the class probabilities. The resulting sum is normalized to obtain the difficulty distribution: $d(c) = \frac{r \cdot p(c|i) + 1}{2r}$. Note that, in this case, as opposed to the Case A, when an instance is mistakenly classified by the random forest, we have $c^* \neq \arg\max_c d(c)$. The error achieved in a dataset by the Random Forest sets a lower bound for the error values that a voting scheme can reach.

### Checking the hypotheses:

By means of the proposed experimental framework, the soundness of the hypotheses presented in Section 2 can be checked, analyzing the effects of different parameters in the estimated errors of full and candidate voting:

- **H1**: This hypothesis can be checked by using different values of the parameter $l$.
- **H2**: By varying the value of parameter $\alpha$, and in order to observe its effect on the performance of the different voting schemes, easier or more difficult instances can be generated.
- **H3**: Through the value of the parameter $r$, the influence of the number of possible class labels can be tested.
- **H4**: The parameter $\beta_0$ allows us to control the degree of hesitation of the annotators to check this hypothesis.

### 3.3 Case A: Empirical results with artificial data

Using the framework proposed for Case A, different domains and annotators have been generated by setting different values for the parameters $r$, $\alpha$, $\beta_0$, $s$ and $l$.

Experimental results are graphically summarized in Figs. 2 and 3. Experimental results show the results for the combination of difficult ($\alpha = 10$) and easy ($\alpha = 0.5$) instances, with different numbers of class labels $r \in \{8, 32\}$. In each plot, the parameters $\alpha$ and $r$ have been fixed at extreme values in order to observe the differences that they cause in the results. Each plot shows error curves obtained with different values of $s < \frac{r}{2}$ and an increasing number of annotators, $3 < l < 20$. For all three plots in Fig. 2 an intermediate value for the parameter that controls the hesitation of the annotators, $\beta_0 = 4$, has been selected in order to avoid its influence on the displayed results. In Fig. 3 the reader can observe the effect of increasing the hesitation of the labelers (parameter $\beta_0$) in the bias/variance trade-off, and analyze the source of the error in each scenario. In that figure, results with different difficulty degrees ($\alpha \in \{0.5, 2, 10\}$, $r = 32$ possible class labels and $l = 8$ annotators are shown. Additional experiments with different settings have been carried out and the corresponding figures are available in the supplementary material.

The error becomes lower as $l$ increases in both full labeling and the candidate labeling scenarios (see Fig. 2), i.e., more labelers provide more knowledge. Also, with both labeling approaches, better performance is observed in domains with a lower number of possible class labels ($r = 8$ in Fig. 2a) as opposed to $r = 32$ in Fig. 2b and in easier domains (see $\alpha = 0.5$ in Figs. 2a and 3a) as opposed to $\alpha = 10$ in Figs. 2b and 3b.

According to these results, the full voting ($s = 1$) has consistently a poorer performance than the candidate voting ($s > 1$), which would support our hypothesis **H1**. For example, in the scenario displayed in Fig. 2c full labeling needs at least 10 annotators to achieve the same error as even the least flexible candidate labeling approach ($s = 6$ in Figs. 2a and 2b, $s = 2$ in Fig. 2b), and the error obtained by candidate labeling with $l = 5$ annotators is only achieved by full labeling with at least $l = 10$ annotators. Moreover, in Fig. 2a the error shown by candidate labeling ($s \in \{6, 11, 16\}$) with $l = 5$ annotators is only observed with $l = 15$ annotators when using full labeling. In Fig. 2c, $l = 20$ candidate labeling with full labeling are required to perform as well as candidate labeling ($s \in \{6, 11, 16\}$) with $l = 5$ labelers.

The more difficult the domain (i.e., the higher the parameter $\alpha$ is), the larger is number of annotators required by full labeling in order to achieve a similar or lower error than candidate labeling (Fig. 2b vs. Fig. 2a). In other words, candidate labeling seems to take more advantage of the increasing number of annotators in difficult instances than in easy instances. Moreover, in a difficult domain, full labeling barely profits from the increasing number of annotators (see Fig. 2b). For example, to achieve a similar error as 4 annotators with candidate labeling, in a difficult domain ($\alpha = 10$, Fig. 2b), 20 annotators with full labeling are required, while less than 15 annotators are sufficient in an easy domain ($\alpha = 0.5$, Fig. 2a). These last facts provide evidence for **H2**.

With a high number of possible class labels ($r = 32$), the difference between the error curves of full and candidate labeling (in all its different levels) becomes bigger, as hypothesized in **H3** (Fig. 2a vs. Fig. 2b). Many other experimental scenarios that show

1. [https://github.com/isg-ehu/iker.benaran](https://github.com/isg-ehu/iker.benaran)
As for the bias-variance trade-off, on the one hand, low values of \( \beta_0 \) lead to behavior distributions that are similar to the previously generated difficulty distribution \( d(c) \), which can be either unbalanced or uniform (depending on the value of \( \alpha \)). In the scenarios where \( b(c) \) is unbalanced, similar results tend to occur when performing the \( m = 100 \) repetitions of the sampling process. Thus, the mistaken guesses are concentrated in few class labels, so the error is mostly caused by bias. That can be seen in any plot displayed in Fig. 3. The effect of high hesitation degrees (large \( \beta_0 \)) combined with easy instances (small \( \alpha \)) can be observed particularly in Fig. 3a. In scenarios with uniform \( b(c) \) distributions, different results are reached when repeating the sampling process, so variance becomes the main source of the error.

### 3.4 Case R: Empirical results with real supervised data

In this set of experiments, five real-world datasets from the UCI repository \([27]\) are used within the framework described in Section 5.1 for Case R. For each dataset, two different scenarios \( (l \in \{ 4, 8 \} \text{ annotators}) \) are set.
Error rates for simulations using different datasets and different values of the parameters $\beta_0$, $l$, and $s$. The lowest error obtained in each scenario is in bold. $RF_{err}$ refers to the classification error shown by a Random Forest trained in the given dataset.

| Datasets          | $s$ | $l = 4$ | $l = 8$ | $s = 1$ | $s = 4$ | $s = 8$ | $s = 16$ |
|-------------------|-----|---------|---------|---------|---------|---------|----------|
| arrhythmia        | 2   | 0.22    | 0.13    | 0.260   | 0.114   | 0.114   | 0.512    |
| $RF_{err}$: 0.131 | 2   | 0.22    | 0.13    | 0.260   | 0.114   | 0.114   | 0.512    |
| vowel             | 3   | 0.25    | 0.24    | 0.284   | 0.113   | 0.108   | 0.290    |
| $RF_{err}$: 0.331 | 3   | 0.25    | 0.24    | 0.284   | 0.113   | 0.108   | 0.290    |
| segment           | 1   | 0.022   | 0.267   | 0.254   | 0.125   | 0.124   | 0.124    |
| $RF_{err}$: 0.026 | 2   | 0.022   | 0.267   | 0.254   | 0.125   | 0.124   | 0.124    |
| letter            | 4   | 0.176   | 0.372   | 0.377   | 0.181   | 0.184   | 0.184    |
| $RF_{err}$: 0.049 | 5   | 0.176   | 0.372   | 0.377   | 0.181   | 0.184   | 0.184    |
| mnist             | 3   | 0.245   | 0.218   | 0.181   | 0.152   | 0.149   | 0.149    |
| $RF_{err}$: 0.056 | 3   | 0.245   | 0.218   | 0.181   | 0.152   | 0.149   | 0.149    |

TABLE 2

Experimental results can be observed in Table 2. For every dataset, the scenarios range from obstinate ($\beta_0 = 1$) to hesitant ($\beta_0 = 16$) annotators and varying flexibilities ($s$). The error reached with different values of the parameters $s$, $l$, and $s$ is shown in bold. $RF_{err}$ refers to the classification error shown by a Random Forest trained in the given dataset.

The error obtained in each scenario is in bold. $RF_{err}$ refers to the classification error shown by a Random Forest trained in the given dataset.

In all the cases with $\beta_0 > 1$ — except for dataset segment — the error of candidate labeling ($s > 1$) is equal to or lower than that of the full labeling ($s = 1$), which supports our hypothesis $H_1$. Hypothesis $H_2$ cannot be checked within this framework, as the difficulties are determined by the Random Forest classifier and not by a fixed parameter, as $\alpha$ in the Case A. Hypothesis $H_3$ cannot be contrasted because the number of classes $r$ cannot be isolated from the rest of elements (especially, dataset selection).

Experimental scenarios with $s$ values near $\frac{1}{2}$ show the best results. As the value of $s$ increases, the error becomes lower in almost every case — except for dataset letter with $\beta_0 = 16$ — both with $l = 4$ and $l = 8$. This fact suggests that, when a labeler is more flexible, more information can be extracted. With the letter dataset, the number of possible class labels is $r = 26$. Sampling a behavior distribution either 7 or 13 times may bring similar results, with a little overfitting when there are hesitant annotators. Note that candidate labeling ($s > 1$) always obtains a lower error than full labeling ($s = 1$), reaching error values similar to those obtained by the Random Forest classifier on each dataset, i.e., close to the lower bound.

Similarly to Case A, candidate labeling ($s > 1$) profits from hesitant labelers (larger $\beta_0$): The larger the value of $\beta_0$, the lower the error. On the contrary, the error reached with full labeling ($s = 1$) barely changes from obstinate ($\beta_0 = 1$) to hesitant ($\beta_0 = 16$) annotators. Thus, as the hesitation level increases, candidate labeling outperforms the full labeling approach, which would support our hypothesis $H_4$.

To sum up, these tests pose empirical evidence of the presented four hypothesis and show that candidate labeling gathers more information of supervision than full labeling in crowdsourced annotations. Candidate labeling is especially useful with a low number of workers, with difficult instances, with hesitant workers and/or with a large number of possible labels.

4 CONCLUSION AND FUTURE WORK

In this work, candidate labeling is proposed as an alternative to the traditional full labeling for crowd learning. The workers are given the possibility of choosing various labels for each instance instead of just one. Intuitively, this simple mechanism can help extract more knowledge than the full labeling from a set of annotators in learning from crowds problems.

Throughout an experimental framework with artificial and real-world data, empirical evidence suggests that the use of candidate labeling could be particularly profitable compared to full labeling when (i) the number of available annotators is low, (ii) the difficulty of the instance is high, (iii) the number of possible class labels is high, or when (iv) annotators are hesitant.

The results obtained with candidate labeling are promising. For future work, it would be interesting to collect candidate sets from a real crowd for a real domain. In order to verify the hypotheses in a fair experimental setting, an experiment has been prepared. In this experiment, workers are asked to label images from the Stanford Dogs dataset with the breed of the dogs, and annotators are permitted to choose as many labels as they want from a list of possible breeds. From the analysis of the collected labels, we expect to provide new insights on the usefulness of weak supervision for crowdsourced labeling. Voting schemes that take into account the reliability of annotators could also be conceived, as well as learning techniques for datasets labeled with candidate labeling. Those techniques might include a model for the expertise of annotators.

It could be interesting to study whether candidate labeling implies a larger effort for a labeler than the traditional full labeling. On the one hand, it may take more time to select various labels instead of just one but, on the other hand, an annotator could find it easier to provide a candidate set rather than to try to find out which one of them is the correct one. As mentioned in the introduction, partial evidence has already been provided about the intuition that annotators work faster using candidate labeling than full labeling.

This paper is under consideration at Pattern Recognition Letters.
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