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Abstract

Usage of offensive language on social media is getting more common these days, and there is a need of a mechanism to detect it and control it. This paper deals with offensive language detection in five different languages; English, Arabic, Danish, Greek and Turkish. We presented an almost similar ensemble pipeline comprised of machine learning and deep learning models for all five languages. Three machine learning and four deep learning models were used in the ensemble. In the OffensEval-2020 competition our model achieved F1-score of 0.85, 0.74, 0.68, 0.81, and 0.9 for Arabic, Turkish, Danish, Greek and English language tasks respectively.

1 Introduction

With the growing and easy access to social media without check and balance, ethical and moral values are somehow put aside. One of the main issues is abusive behaviour, cyberbullying and offensive language. Recently a lot of work (Kumar et al., 2018) (Zampieri et al., 2019), (i Orts, 2019) was performed to tackle this problem. Most of the research work was done for languages like English and Arabic (Al-Hassan and Al-Dossari, 2019), and less work for languages like Danish, Turkish and Greek. The SemEval 2020 task 12 (Zampieri et al., 2020) consisted of identification of offensive words in different languages such as Arabic, Turkish, English, Greek and Danish. This paper proposed an ensemble approach for offensive language identification in social media text. We have participated in all languages tasks. For Arabic, Turkish, Danish and Greek language, we used FastText embeddings. For English subtask A, we used FastText embeddings combined with GloVe embeddings. The datasets were skewed, for which we used the focal loss as it gives more weightage to less occurred class in the dataset.

This paper is organized as follows. Section 2 presents related work in the area of offensive language detection. Section 3 deals with more detail of provided dataset and the methodology used for the tasks. Results are discussed in section 4. Section 5 concludes the paper and presents some ideas for future work.

2 Related Work

AA Altowayan and Ashraf (2017) trained sentiment specific embedding using FastText both for the bag of words (CBOW) and skip-gram models to study syntactic and semantic information of Arabic language. They used four different datasets. Embeddings were trained on one dataset and tested on the other three datasets. F1 score of 82.47%, 82.22% and 70.62% was achieved on the rest of three datasets respectively. Similarly, using skip-gram model, F1 score of 82.31%, 86.25% and 72.37% was achieved. Mohaouchane et al. (2019) achieved F1 score of 83.46% by training convolution neural network on the dataset comprised of 15,000 YouTube comments in Arabic labeled as offensive or not. They used Tree-Structured Parzen Estimator (TPE) algorithm; a Bayesian hyper-parameter optimization technique for tuning the hyper-parameter of neural network. Ghallab et al. (2020) did an extensive literature review
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of Arabic sentiment analysis comprised of papers published during 2013-18. Analysis and detection of religious hate speech in tweets (Albadi et al., 2018) was one of the first work in detection of religious hate speech. The authors annotated the twitter data and applied lexicon-based, n-grams and deep learning models to classify it. Using gated recurrent neural network they achieved an F1 score of 77%. The Arabic language sub-task organizer (Mubarak et al., 2020) used support vector machine and obtained an F1-score of 79.7% while classifying offensive tweets. They built the largest offensive language corpus for Arabic language and categorized the tweets as offensive or non offensive. They further split the offensive tweets as vulgar or hate speech. They used lexicon based features, pre-trained embeddings, embedding train on their own data and contextualized multilingual BERT-base. The best result was achieved using pre-trained embeddings with SVM classifier.

Using artificial neural network (Bozyiğit et al., 2019) on a dataset comprised of 3000 Turkish tweets, F1 score of 91% was obtained. A study (Özel et al., 2017) comprised of twitter tweets and Instagram post showed that using multinomial Naive Bayes cyberbullying can be classified with an accuracy of 84% using TF-IDF as features. Turkish language sub-task organizer (Çöltekin, 2020) collected the tweets and classified them as offensive vs non offensive tweets with an F1-score of 77.3%. They categorized the offensive tweets into further categories as targeted or non targeted. If the category is targeted, it is further categorized as group targeted, individual targeted or other. They used both character grams and words grams as features and linear SVM as classifier.

Sigurbjörnsdóttir and Derczynski (2020), the task organizers for Danish language, got an F1 score of 70% while classifying offensive vs non offensive text using logistic regression. Authors have categorized their data in a similar hierarchical way as proposed by (Zampieri et al., 2019). They collected the data from twitter, Facebook and reddit. Their data is skewed as 88% of the posts were labelled as not offensive and rest as offensive. In low resource language like Danish, because of over fitting in term of word distribution on training data, accuracy drop when moving from one domain such as film/movie reviews to another domain such as company reviews. So an offline approach to solve this problem was proposed (Elming et al., 2014). The authors trained a base model, created k copies of training data, then corrupted these copies based on weights of base model. Finally they train on corrupted training data. This tended to increase performance on unseen data and help in inter domain classification.

Using combination of lexicon and word2vec trained on Greek Wikipedia (Giatsoglou et al., 2017), support vector machine classifier tended to achieve an F1 score of 77.85%. The dataset collected from Greek e-shopping website consisted of product reviews. Using TF-IDF uni-gram features and linear support vector machine (Pitenis et al., 2020) macro F1 score of 80% was achieved. They tried different deep learning models and LSTM and GRU with attention mechanism resulted in F1 score of 89%.

English offensive language identification task is similar with the task held last year (Zampieri et al., 2019), where more than 100 team submitted their papers. Team NULI (Liu et al., 2019) achieved highest F1 score using BERT uncased model.

Hassan and Al-Dossari (2019) did a literature review on detection of hate speech on social media. They covered multilingual corpus in their survey.

3 Methodology and Data

3.1 Dataset

The SemEval shared task Multilingual Offensive Language Identification in Social Media (Zampieri et al., 2020) consisted of 5 languages; English, Arabic, Turkish, Greek and Danish. Dataset comprised of offensive and non offensive tweets were provided for each language. All the dataset were imbalanced to some extent. Danish dataset is the smallest dataset and the most imbalanced dataset. For English task, two datasets were used. OLID dataset (Zampieri et al., 2019) and SOLID dataset (Rosenthal et al., 2020). Unlike other datasets, SOLID dataset was labelled in a semi-supervised way by using machine
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For English language task, we participated in sub task 1 only *i.e.* offensive language identification. Table 1 shows the training data distribution for each language task.

### 3.2 Preprocessing

In order to make our pipeline independent of language, almost similar preprocessing for all languages dataset was performed. @USER, URL and digits were removed from all tweets. In Arabic RT and `<LF>` words were also removed.

### 3.3 Methodology

Both machine learning and deep learning techniques were used to classify offensive tweets. For machine learning logistic regression was used. Count vectorizer, TF-IDF word level and character level features were fed to logistic regression model. Ten thousands most frequent words are selected from the corpus and length of each tweet is set to 200. If a tweet has less than 200 words, zero padding was used otherwise the tweet was truncated to 200 words. Grid-search technique was used to find the optimal hyper parameter of logistic regression classifier. Only parameter C of logistic regression was tuned with a lower bound 10 and upper bound as 25. Grid-search then selected the best C value of logistic regression from these lower and upper bounds.

Four deep learning (DL) models were used to identify the offensive tweets. Two of them were variants of recurrent neural network and the other two were convolution neural networks. FastText embeddings of dimension 300 were used for word representation in all languages task except English where GloVe embedding of 300 dimension combined with FastText was used. The first model we used is a bidirectional LSTM followed by Bidirectional GRU. Embedding input followed by spatial dropout layer was fed to bidirectional LSTM (biLSTM) layer. The biLSTM layer was followed by bidirectional GRU layer. Number of units in both layer was 50. Average pooling layer, max pooling layer and biGRU layers were concatenated to capture maximum information. The model is made in such way that output from biLSTM was fed to biGRU, and pooling layers as input. In the second model attention mechanism was added. Output from biLSTM was fed to biGRU. The attention layer, global max pooling and global average pooling received input from BiGRU layer. Then the attention layer, global max pooling and global average pooling layers were concatenated. Third model used was temporal convolution network (Bai et al., 2018) proved to better than LSTM and GRU in many cases specially in seq2seq task. We used TCN to classify offensive language. Embeddings were passed to TCN layer of 128 length followed by a layer of 64 length with dilation of 1, 2 and 4. The TCN layers were followed by global average pooling and global max pooling which were concatenated. After concatenation layer, there were two dense layer of 64 neurons with ReLU activation functions before final output layer. Convolution neural network proposed by (Kim, 2014) was the fourth deep learning model used.

For English task only, BERT with a batch size of 16 and epoch 3 was trained on 0.2 M balanced tweets from SOLID dataset. Fixed learning rate of 2e-6 was used. Binary Cross entropy was used as loss function. Maximum sequence length is set to 160. Five fold cross validation was not used for BERT model.

| Language | OFF | NOT | Total |
|----------|-----|-----|-------|
| Arabic (Mubarak et al., 2020) | 1589 | 6411 | 8000 |
| Turkish (Çöltekin, 2020) | 6131 | 25625 | 31756 |
| Danish (Sigurbjørgsdottir and Derczynski, 2020) | 348 | 2576 | 2960 |
| Greek (Pitenis et al., 2020) | 2486 | 6257 | 8743 |
| English (Rosenthal et al., 2020) | 1446768 | 7628650 | 9,075,418 |
| English (Zampieri et al., 2019) | 4640 | 9460 | 14100 |

Table 1: Training Dataset Size
3.4 Model training and Ensembling

Five fold cross validation was used to avoid over fitting. Number of epochs was set to 10, optimizer to adam and batch size to 64. In all deep learning model, instead of using binary cross entropy, focal loss proposed by (Lin et al., 2017) was used as a loss function. Focal loss is mostly used in computer vision application for imbalanced dataset. Focal loss down weights the well classified examples and give more importance to those example which are difficult to classify. So net learning of classifier tends toward hard examples. Learning rate plays an important role during training of deep learning classifier. Optimum learning rate result in better and fast convergence. Small learning rate, result in slow learning and large learning rate result in divergence and the model does not reach to global minima. So, cyclic learning rate propose by (Smith, 2017) was used. In this approach an upper and lower bound learning rate is defined and learning rate oscillate between these bound.

Training data was cross validated for each model. Labels of test data was predicted from each model and weight averaged according to average validation F1 score. Bert model was used in English task only with other models. We did not train any of our models on English SOLID dataset because of hardware limits. Instead we trained our models on OLID dataset, and ensembled with BERT which was trained on 0.2M tweets of SOLID dataset. So English task comprised of an ensemble machine learning and deep learning models trained on OLID dataset along with BERT trained on 0.2 million tweets of SOLID dataset. BERT was not used in any other language except English. Figure 1 shows our ensemble pipeline.

![Figure 1: Ensemble pipeline flow chart](image)

4 Results

F1 macro was used as evaluation criteria for all of the task, as it is a good metric for imbalanced dataset classification.

| Technique                               | Arabic | Turkish | Danish | Greek | English* |
|-----------------------------------------|--------|---------|--------|-------|---------|
| Count Vectorizer features               | 0.80   | 0.71    | 0.75   | 0.76  | 0.67    |
| TF-IDF Word level features              | 0.79   | 0.69    | 0.71   | 0.75  | 0.68    |
| TF-IDF Char level features              | 0.85   | 0.73    | 0.76   | 0.80  | 0.69    |
| Bi LSTM followed by Bi GRU              | 0.84   | 0.72    | 0.72   | 0.78  | 0.72    |
| Bi LSTM followed by Bi GRU with attention | 0.84 | 0.71    | 0.73   | 0.77  | 0.72    |
| Temporal Convolution Network            | 0.84   | 0.72    | 0.62   | 0.79  | 0.71    |
| Convolution Neural Network              | 0.80   | 0.71    | 0.58   | 0.74  | 0.72    |

Table 2: 5 Fold cross-validation F1 score. *Training was performed on OLID dataset

Table 2 shows that validation F1 score achieved. Logistic regression trained on TF-IDF character level feature resulted in 0.85 0.73,0.76 and 0.8 F1 score in Arabic, Turkish, Danish and Greek language. Character level feature based logistic regression tend to the best feature model than rest of others. No validation is performed for BERT English model, because of resource limitation. Table 3 shows F1 score
| Language | Arabic | Turkish | Danish | Greek | English |
|----------|--------|---------|--------|-------|---------|
| F1 Score | 0.85191 | 0.74772 | 0.682 | 0.814 | 0.90925 |
| Rank     | 15/53  | 24/46   | 29/39  | 17/37 | 32/85   |

Table 3: Test set result. F1 score obtained on test set for multilingual languages with correspondent ranking on leader-board

on test data. F1 score of 0.85, 0.74, 0.68, 0.81 and 0.9 was obtained for Arabic, Turkish, Danish, Greek and English language task, respectively. We believe using BERT on 0.2M tweets of SOLID dataset, helped to obtain high score as compared to validation score. For Danish, it seemed that temporal convolution network and convolution neural network lower the overall score on test dataset. Rank shows the position we achieved in numerator and total teams in denominator. Team TAC got a position of 15 out of 53 teams in Arabic task, 32 out of 85 in English Task, 24 out of 45 in Turkish, 17 out of 37 teams in Greek. The lowest rank TAC team achieved is in Danish which is 29 out of 39 teams.

5 Conclusion and Feature Work

In this paper, we classified offensive language in multiple languages text such as English, Arabic, Danish, Greek and Turkish. We proposed a similar ensemble pipe line for all language tasks. We use count vectorizer, word level TF-IDF, character level TF-IDF as feature for logistic regression. Two variants of recurrent neural network and convolution neural network each are applied to classify offensive language. We found that character level TF-IDF work better in almost all cased, except English, where training was performed on OLID dataset. In deep learning methodology, instead of using traditional binary cross entropy as loss functions, we tried focal loss. Instead of fixed learning rate, cyclic learning rate was used. As future work, we will try multilingual BERT and language specific BERT model such as AraBERT (Antoun et al., 2020). For English language task, we will try to overcome hardware limitations and train our ensemble pipeline on larger dataset.
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