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Abstract. We present a loosely coupled, non-iterative time-splitting scheme based on Robin-Robin coupling conditions. We apply a novel unified analysis for this scheme applied to both a Parabolic/Parabolic coupled system and a Parabolic/Hyperbolic coupled system. We show for both systems that the scheme is stable, and the error converges as $O(\Delta t \sqrt{T + \log \frac{1}{\Delta t}})$, where $\Delta t$ is the time step.

1. Introduction

In the physical world, there are a variety of systems in which two distinct media interact, or are coupled, across an interface. For the numerical simulation of such systems, it is highly desirable to develop loosely coupled (explicit) schemes in which the two media are solved sequentially as separate systems by passing information across the interface via defined coupling conditions. The advantage of such schemes is in their efficiency; indeed the alternative strong coupling, in which a fully coupled system must be solved at each time step, may become burdensome when dealing with large and heterogeneous systems. Additionally, loosely coupled schemes present the ability to used optimized, existing solvers for each subsystem.

In order to develop efficient, loosely coupled schemes, the coupling conditions must be chosen appropriately, as poorly chosen coupling conditions can have catastrophic effects for both stability and accuracy. For example, in the case of fluid-structure interaction (FSI) problems the naïve choice of coupling conditions has been proven to give rise to unconditional instability under certain physical regimes (see [12, 13, 14]), a phenomenon known as the added mass effect.

The objective of this paper is to present and analyze a loosely coupled scheme based on a Robin-Robin type coupling condition applied to two relevant model problems: a parabolic-parabolic interface problem and a parabolic-hyperbolic interface problem. In the continuous case of both of these systems, the coupling conditions at the interface, $\Sigma$, take the form

\[
\begin{align*}
\{ u & = \partial_t^{k-1} w, & \text{on } \Sigma, \\
\nu_f \nabla u \cdot n_f + \nu_s \nabla w \cdot n_s & = 0, & \text{on } \Sigma,
\end{align*}
\]

where $u$ and $w$ are solutions to the individual subsystems, and $k = 1, 2$ (see below for more details). For the loosely coupled scheme with Robin-Robin type coupling, we discretize appropriately in time and apply the Robin-type coupling conditions

\[
\begin{align*}
\alpha \partial_{\Delta t}^{k-1} w^{n+1} + \nu_s \nabla w^{n+1} \cdot n_s & = \alpha u^n - \nu_f \nabla u^n \cdot n_f, & \text{on } \Sigma, \\
\alpha u^{n+1} + \nu_f \nabla u^{n+1} \cdot n_f & = \alpha \partial_{\Delta t}^{k-1} w^{n+1} + \nu_f \nabla u^n \cdot n_f, & \text{on } \Sigma,
\end{align*}
\]

where $u^n$ and $w^n$ are the solutions to the time-discrete scheme, and $\alpha > 0$ is the so-called Robin parameter.

1.1. Previous work. The development of loosely coupled schemes has important consequences, particularly for FSI problems, which may be posed as parabolic-hyperbolic interface problems with an
added pressure term. For parabolic-parabolic interface problems, these schemes have been investigated for simulating problems such as heat transport and windblown particulate flow. In [4], the authors investigate parabolic-parabolic coupling problems with non-matching grids and heterogeneous time-steps, using the transmission condition \( u = w \).

Robin-Robin type coupling was proposed in [16] as an iterative domain decomposition method for solving the Poisson problem. More recently, it has been applied to partitioned schemes for time dependent interface problems. In [10], the authors investigate a Robin-Robin coupling akin to our method for advection-diffusion problems, with the intention of applying the methods to the simulation of sand transport. In [11], Cao et al propose a loosely coupled Robin-Robin approach for the Stokes-Darcy problem and prove it to be optimally convergent.

In the case of FSI problems, Robin-type interface coupling has emerged as a means to decouple an incompressible fluid and a thick-walled structure without encountering the added-mass effect mentioned above. The success of this method was first explored by Burman and Fernández in [9], as a variation of their scheme developed in [8], which required extra stabilization. Similar methods had previously been explored for the strongly coupled scheme in [1, 14, 17] and in a Robin-based explicit method proposed in [2]. Recently, this approach was shown to be stable, but with only sub-optimal convergence [7, 6, 18].

1.2. Optimal convergence, unified analysis, and the time-semi-discrete framework.

1.2.1. Optimal convergence. The main contribution of this paper is the proof of nearly optimal error estimates for the method. More precisely, we provide an error analysis for the parabolic-parabolic and parabolic-hyperbolic systems, resulting in an nearly optimal error estimate of \( O(\Delta t \sqrt{T + \log\frac{1}{\Delta t}}) \), without any additional conditions on the time-step or exponential growth. This is the first proof that we are aware of for nearly optimal convergence for a loosely coupled, non-iterative scheme on these types of systems, which is of particular note, since these systems have many similarities to the FSI problem [7, 6, 18].

As seen in these papers, previous work on the related FSI system has only succeeded in rigorously proving a sub-optimal error estimate of \( O(\sqrt{T \Delta t}) \). For the non-iterative Robin-Robin method, the previous numerical test for the FSI problem are not fully conclusive as they did not account for sensitivity to physical parameters or were not sufficiently refined in time. In order to better understand the convergence rates of Robin-Robin coupling methods, we took a step back and herein perform the analysis on the simplified cases of parabolic/parabolic and parabolic/hyperbolic coupling. We should mention that some papers have developed methods where higher-order convergence has been observed numerically (e.g. second order convergence), such as [9, 5, 2], however these methods relied on sub-iterations or predictor-corrector approach. A rigorous error analysis of higher-order methods has not been carried out, to the best of our knowledge.

First-order convergence for a Robin-Robin splitting method has been proven for the Stokes-Darcy problem in [11], which has parallels to the parabolic/parabolic problem investigated in this paper. However, the two problems are distinct in that our analysis deals with an impenetrable boundary and encounters first order terms (specifically \( \nabla u \cdot n \)) on the interface \( \Sigma \) that must be treated with care. The authors in [11], on the other hand, able to avoid a gradient term on the interface.

In fact, the key to proving our nearly optimal estimates, unlike in the previous analyses of the FSI problem, is extending the first order terms from the interface \( \Sigma \) into the interior using a cut-off function technique (see Section 5.1.2). We may then apply a summation by parts technique to prove the lifted terms are nearly first order.

1.2.2. Unified analysis. Of particular interest to us in this work is the variety of interface problems for which the Robin-Robin type coupling proves effective. As such, we investigate the coupling’s stability and convergence for the parabolic-parabolic and the parabolic-hyperbolic interface problems, as we believe they serve as simplified yet informative models of systems in which Robin-Robin coupling has been applied successfully. For example, in addition to the Stokes-Darcy problem explored in [11],
the parabolic-parabolic interface problem has significant parallels to the methods introduced in [10], and the parabolic-hyperbolic interface problem may be viewed as a simplified version of the standard FSI model without the pressure term and divergence-free condition. However, unlike [10], we do not present a multi-timestep approach, and we are able to assume a homogeneous time step on the whole system.

In order to demonstrate the potentially wide applicability of the Robin-Robin type coupling conditions, we present a novel unified analysis for the parabolic-parabolic interface problem and the parabolic-hyperbolic interface problem, in which the parameter $k = 1, 2$ serves to distinguish between the two systems. The success of this unified analysis may have interesting implications, especially with respect to its use as a domain decomposition method. For example, it may indicate that the Robin-Robin type coupling does not heavily affect the system beyond the points on the boundary.

1.2.3. Time-semi-discrete framework. In this paper, we are primarily interested in the convergence in time in order to gain an understanding of the affects of the Robin-Robin coupling conditions. Thus we choose to only discretize in time and analyze the splitting methods in a semi-discrete framework. Hence, no spatial discretization is considered in this paper.

It should be noted, however, that if standard finite elements are used for the spacial discretization, the stress terms $\nu_f \nabla u \cdot n_f$ and $\nabla \partial_{\Delta t}^{-1} w \cdot n_s$ in (1.1) will pose an issue with continuity across element boundaries. Therefore, in order to make our work more amenable to a fully discrete framework, we cast our scheme as a Lagrange multiplier method, inspired by the fully discrete scheme in [6] (see Algorithm 2), which was shown to be a result of a variationally consistent representation of the interface stress involving a lifting operator (see also [15] and [9]).

The outline of the paper is as follows. In Section 2 we present the two interface problems and introduce the unified form and variational formulation that we use in the remainder of the paper. In Section 3 we introduce the time-discrete Robin-Robin coupling method for which we provide a stability analysis in Section 4. Then, in Section 5 we prove the error estimate using a novel extension from the interface $\Sigma$ into the subdomain $\Omega_f$, and in Section 6 we provide a construction for this extension. Finally, in Section 7 we provide numerical experiments to accompany the results of the previous sections.

2. The Parabolic-Parabolic and Parabolic-Hyperbolic Problems

For the two systems that we will consider, let $\Omega$ be a domain that can be decomposed as $\Omega = \Omega_f \cup \Omega_s$ where the common interface $\Sigma = \partial \Omega_f \cap \partial \Omega_s$, like that shown in Figure 1. Below, we define the two interface problems separately before presenting them in their unified form.

2.1. The Parabolic-Parabolic problem. We first consider the standard parabolic problem,

\begin{align}
(2.1a) & \quad \partial_t y - \text{div} (\nu \nabla y) = 0, \quad \text{in} \ (0,T) \times \Omega, \\
(2.1b) & \quad y(0,x) = y_0(x), \quad \text{in} \ \Omega, \\
(2.1c) & \quad y = 0, \quad \text{on} \ (0,T) \times \partial \Omega,
\end{align}

where $\nu$ is a piece-wise constant function given by

\begin{equation}
\nu(x) := \begin{cases} 
\nu_f, & x \in \Omega_f, \\
\nu_s, & x \in \Omega_s. 
\end{cases}
\end{equation}

We may then write (2.1) as an interface problem, where $u := y|_{\Omega_f}$ and $w := y|_{\Omega_s}$, since this is the form we will use for the analysis of the method:

\begin{align}
(2.3a) & \quad \partial_t u - \nu_f \Delta u = 0, \quad \text{in} \ (0,T) \times \Omega_f, \\
(2.3b) & \quad u(0,x) = u_0(x), \quad \text{in} \ \Omega_f, \\
(2.3c) & \quad u = 0, \quad \text{on} \ (0,T) \times \partial \Omega_f \setminus \Sigma,
\end{align}
Figure 1. An example of the domains $\Omega_s$ and $\Omega_f$ with interface $\Sigma$.

\begin{align}
(2.4a) \quad \partial_t w - \nu_s \Delta w &= 0, \quad \text{in } (0, T) \times \Omega_s, \\
(2.4b) \quad w(0, x) &= w_0(x), \quad \text{in } \Omega_s, \\
(2.4c) \quad w &= 0, \quad \text{on } (0, T) \times \partial \Omega_s \setminus \Sigma,
\end{align}

and

\begin{align}
(2.5a) \quad w - u &= 0, \quad \text{in } (0, T) \times \Sigma, \\
(2.5b) \quad \nu_s \nabla w \cdot n_s + \nu_f \nabla u \cdot n_f &= 0 \quad \text{in } (0, T) \times \Sigma.
\end{align}

where $n_f$ and $n_s$ are the outward facing normal vectors for $\Omega_f$ and $\Omega_s$, respectively.

2.2. The Parabolic-Hyperbolic problem. Similarly, we consider the standard parabolic and hyperbolic problems in $\Omega_f$ and $\Omega_s$, respectively as an interface problem, where $\nu_f$ and $\nu_s$ are defined as in (2.2).

\begin{align}
(2.6a) \quad \partial_t u - \nu_f \Delta u &= 0, \quad \text{in } (0, T) \times \Omega_f, \\
(2.6b) \quad u(0, x) &= u_0(x), \quad \text{on } \Omega_f, \\
(2.6c) \quad u &= 0, \quad \text{on } (0, T) \times \partial \Omega_f \setminus \Sigma,
\end{align}

\begin{align}
(2.7a) \quad \partial_t q - \nu_s \Delta w &= 0, \quad \text{in } (0, T) \times \Omega_s, \\
(2.7b) \quad q &= \partial_t w, \quad \text{in } (0, T) \times \Omega_s, \\
(2.7c) \quad q(0, x) &= q_0(x), \quad \text{on } \Omega_s, \\
(2.7d) \quad w(0, x) &= w_0(x), \quad \text{on } \Omega_s, \\
(2.7e) \quad w &= 0, \quad \text{on } (0, T) \times \partial \Omega_s \setminus \Sigma,
\end{align}
and
\begin{align}
(2.8a) & \quad q - u = 0, \quad \text{in } (0, T) \times \Sigma, \\
(2.8b) & \quad \nu_s \nabla w \cdot n_s + \nu_f \nabla u \cdot n_f = 0, \quad \text{in } (0, T) \times \Sigma.
\end{align}

where \( n_f \) and \( n_s \) are defined as before.

2.3. The generalized system. To avoid redundancy in the analyses, we will work instead with a unified version that can represent either the parabolic-parabolic system described in (2.1)-(2.5), or the parabolic-hyperbolic system described in (2.6)-(2.8), depending on the choice of integer, \( k \). More specifically, when \( k = 1 \), we recover (2.3)-(2.5), and when \( k = 2 \), we recover (2.6)-(2.8).

Then our generalized system may be written for \( k = 1,2 \),
\begin{align}
(2.9a) & \quad \partial_t u - \nu_f \Delta u = 0, \quad \text{in } (0, T) \times \Omega_f, \\
(2.9b) & \quad u(0, x) = u_0(x), \quad \text{on } \Omega_f, \\
(2.9c) & \quad u = 0, \quad \text{on } [0, T] \times \partial \Omega_f \setminus \Sigma,
\end{align}
\begin{align}
(2.10a) & \quad \partial_t q - \nu_s \Delta w = 0, \quad \text{in } (0, T) \times \Omega_s, \\
(2.10b) & \quad q = \partial_t^{k-1} w, \quad \text{in } (0, T) \times \Omega_s, \\
(2.10c) & \quad w(0, x) = w_0(x), \quad \text{on } \Omega_s, \\
(2.10d) & \quad q(0, x) = q_0(x), \quad \text{on } \Omega_s, \\
(2.10e) & \quad w = 0, \quad \text{on } (0, T) \times \partial \Omega_s \setminus \Sigma,
\end{align}

and
\begin{align}
(2.11a) & \quad q - u = 0, \quad \text{in } (0, T) \times \Sigma, \\
(2.11b) & \quad \nu_s \nabla w \cdot n_s + \nu_f \nabla u \cdot n_f = 0, \quad \text{in } (0, T) \times \Sigma.
\end{align}

When \( k = 1 \) we assume that \( q_0 = w_0 \) and, hence, (2.10d) is redundant in that case.

2.4. Variational form of the generalized system. Let \( (\cdot, \cdot)_i \) be the \( L^2 \)-inner product on \( \Omega_i \) for \( i = f, s \). Moreover, let \( \langle \cdot, \cdot \rangle_\Sigma \) be the \( L^2 \)-inner product on \( \Sigma \). Let \( N > 0 \) be an integer, and define \( \Delta t = \frac{\Delta s}{N} \), and let \( u^n = u(t_n, \cdot) \), where \( t_n = n\Delta t \) for \( n \in \{0, 1, 2, \ldots, N\} \). We consider the spaces
\begin{align*}
V_f &= \{ v \in H^1(\Omega_f) : v = 0 \text{ on } \partial \Omega_f \setminus \Sigma \}, \\
V_s &= \{ v \in H^1(\Omega_s) : v = 0 \text{ on } \partial \Omega_s \setminus \Sigma \}, \\
V_g &= L^2(\Sigma).
\end{align*}

Define \( u^{n+1} = \nu_f \nabla u^{n+1} \cdot n_f \) and assuming that \( u^n \in L^2(\Sigma) \) for all \( n \), the solutions to (2.9)-(2.11) at time \( t_{n+1} \) also satisfy the following problem:

Find \( u^{n+1} \in V_f \), \( q^{n+1}, w^{n+1} \in V_s \), and \( l^{n+1} \in V_g \) such that
\begin{align}
(2.12a) & \quad (\partial_t q^{n+1}, z) + \nu_s (\nabla w^{n+1}, \nabla z)_s + \langle l^{n+1}, z \rangle = 0, \quad z \in V_s, \\
(2.12b) & \quad (\partial_t u^{n+1}, v)_f + \nu_f (\nabla u^{n+1}, \nabla v)_f - \langle l^{n+1}, v \rangle = 0, \quad v \in V_f, \\
(2.12c) & \quad (q^{n+1} - \partial_t^{k-1} w^{n+1}, r)_s = 0, \quad r \in V_s, \\
(2.12d) & \quad \langle q^{n+1} - u^{n+1}, \mu \rangle = 0, \quad \mu \in V_g
\end{align}
3. Robin-Robin coupling: Time discrete method

For the time discrete Robin-Robin method, we use a backward-Euler method for the parabolic system on $\Omega_f$. When $k = 1$, we also use a backward-Euler method for the resulting parabolic system on $\Omega_s$, and when $k = 2$, we use a Newmark method for the resulting hyperbolic system on $\Omega_s$. Thus, we define the discrete derivative in time

$$\partial_{\Delta t} v^{n+1} = \frac{v^{n+1} - v^n}{\Delta t},$$

and the discrete average in time

$$v^{n+1/2} = \frac{v^{n+1} + v^n}{2}.$$

We will also use the notation

$$\partial^j_{\Delta t} v = \begin{cases} v, & j = 0, \\ \partial_{\Delta t} v, & j = 1, \end{cases}$$

The Robin-Robin splitting method is as follows.

Find $q^{n+1}, w^{n+1} \in V_s$, $u^{n+1} \in V_f$, and $\lambda^{n+1} \in V_g$ such that, for $k = 1, 2$ and $n \geq 0$,

\begin{align*}
(3.1a) & \quad (\partial_{\Delta t} q^{n+1}, z)_s + \nu_s (\nabla w^{n+1/k}, \nabla z)_s + \alpha (\partial_{\Delta t}^{k-1} w^{n+1} - w^n, z) + \langle \lambda^n, z \rangle = 0, \quad z \in V_s, \\
(3.1b) & \quad (q^{n+1/k} - \partial_{\Delta t}^{k-1} w^{n+1}, r)_s = 0, \quad r \in V_s, \\
(3.1c) & \quad (\partial_{\Delta t} u^{n+1}, v)_f + \nu_f (\nabla u^{n+1}, \nabla v)_f - \langle \lambda^{n+1}, v \rangle = 0, \quad v \in V_f, \\
(3.1d) & \quad \langle \alpha (u^{n+1} - \partial_{\Delta t}^{k-1} w^{n+1}) + (\lambda^{n+1} - \lambda^n), \mu \rangle = 0, \quad \mu \in V_g,
\end{align*}

We note here that the two sub-problems in (3.1) are well-posed.

As a consequence of (3.1d), we have

$$\alpha (u^{n+1} - \partial_{\Delta t}^{k-1} w^{n+1}) = \lambda^n - \lambda^{n+1}, \quad \text{on } \Sigma.$$  

Similarly, from (3.1b) we can show

$$q^{n+1/k} = \partial_{\Delta t}^{k-1} w^{n+1}, \quad \text{on } \Omega_s,$$

and thus

$$\alpha (u^{n+1} - q^{n+1/k}) = \lambda^n - \lambda^{n+1}, \quad \text{on } \Sigma.$$  

In practice, this splitting method would be implemented sequentially. We assume that information from the previous time-step is known, specifically $q^n$, $w^n$, $u^n$, and $\lambda^n$, so $q^{n+1}$ and $w^{n+1}$ may be solved using (3.1a) and (3.1b). This solution is then applied as data in (3.1d), which serves as an interface coupling equation. We may then solve for $u^{n+1}$ and $\lambda^{n+1}$ using (3.1c) and (3.1d).

In this way, the Robin-Robin splitting method is a loosely coupled scheme for the numerical time semi-discrete approximation of (2.9)-(2.11).

4. Stability

In this section we prove stability of the method (3.1). We will use the following identity where $(\cdot, \cdot)$ is an inner product and $\| \cdot \|$ is the corresponding norm.

$$\phi - \psi, \theta = \frac{1}{2} (\| \phi \|^2 - \| \psi \|^2 + \| \theta - \psi \|^2 - \| \theta - \phi \|^2).$$
We need to define the following quantities:
\[ Z^{n+1} := \frac{1}{2} \| q^{n+1} \|^2_{L^2(\Omega)} + \frac{1}{2} \| u^{n+1} \|^2_{L^2(\Omega)} + \frac{(k-1)\nu_s}{2} \| \nabla w^{n+1} \|^2_{L^2(\Omega)} + \frac{\Delta t\alpha}{2} \| u^{n+1} \|^2_{L^2(\Sigma)} \]
+ \frac{\Delta t\alpha}{2} \| \lambda^{n+1} \|^2_{L^2(\Sigma)}

\[ S^{n+1} := \nu f \Delta t \| \nabla u^{n+1} \|^2_{L^2(\Omega)} + (2-k)\nu_s \Delta t \| \nabla w^{n+1} \|^2_{L^2(\Omega)} + \frac{(2-k)}{2} \| q^{n+1} - q^n \|^2_{L^2(\Omega)} \]
+ \frac{1}{2} \| u^{n+1} - u^n \|^2_{L^2(\Omega)} + \frac{\Delta t\alpha}{2} \| q^{n+1/k} - u^n \|^2_{L^2(\Sigma)}. \]

Lemma 4.1. It holds,
\[ Z^N + \sum_{n=0}^{N-1} S^{n+1} = Z^0. \]

Proof. If we set \( z = \Delta t q^{n+1/k} \) and \( v = \Delta t u^{n+1} \) in (3.1a) and (3.1c), respectively, and apply (3.3), we get, for \( n \geq 0 \),
\[ \frac{1}{2} \| q^{n+1} \|^2_{L^2(\Omega)} + \frac{1}{2} \| u^{n+1} \|^2_{L^2(\Omega)} + \frac{(2-k)}{2} \| q^n - q^n \|^2_{L^2(\Omega)} + \frac{1}{2} \| u^{n+1} - u^n \|^2_{L^2(\Omega)} \]
+ \frac{(k-1)\nu_s}{2} \| \nabla w^{n+1} \|^2_{L^2(\Omega)} + (2-k)\nu_s \Delta t \| \nabla w^{n+1} \|^2_{L^2(\Omega)} + \nu f \Delta t \| \nabla u^{n+1} \|^2_{L^2(\Omega)} \]
\[ = \frac{1}{2} \| q^n \|^2_{L^2(\Omega)} + \frac{1}{2} \| u^n \|^2_{L^2(\Omega)} + \frac{(k-1)\nu_s}{2} \| \nabla w^n \|^2_{L^2(\Omega)} + \Delta t J^{n+1}. \]
where
\[ J^{n+1} := -\alpha \langle \partial_t^{k-1} w^{n+1} - u^n, q^{n+1/k} \rangle - \langle \lambda^n, q^{n+1/k} \rangle + \langle \lambda^{n+1}, u^{n+1} \rangle. \]
Using (3.3) and (3.4) and after some manipulations we have
\[ J^{n+1} = \alpha \langle u^n - u^{n+1}, u^{n+1} \rangle + \frac{1}{\alpha} \langle \lambda^n - \lambda^{n+1}, \lambda^{n+1} \rangle - \langle u^n - u^{n+1}, \lambda^n - \lambda^{n+1} \rangle. \]

If we use we (4.1) on the first two terms we obtain
\[ J^{n+1} = \alpha \| u^n \|^2_{L^2(\Sigma)} - \| u^{n+1} \|^2_{L^2(\Sigma)} + \frac{1}{2\alpha} (\| \lambda^n \|^2_{L^2(\Sigma)} - \| \lambda^{n+1} \|^2_{L^2(\Sigma)}) \]
- \alpha \| u^n - u^{n+1} \|^2_{L^2(\Sigma)} - \frac{1}{2\alpha} \| \lambda^n - \lambda^{n+1} \|^2_{L^2(\Sigma)} - \langle u^n - u^{n+1}, \lambda^n - \lambda^{n+1} \rangle.

Thus, a simple identity applied to the last three terms gives
\[ J^{n+1} = \alpha \| u^n \|^2_{L^2(\Sigma)} - \| u^{n+1} \|^2_{L^2(\Sigma)} + \frac{1}{2\alpha} (\| \lambda^n \|^2_{L^2(\Sigma)} - \| \lambda^{n+1} \|^2_{L^2(\Sigma)}) \]
- \alpha \| u^n - u^{n+1} \|^2_{L^2(\Sigma)} - \frac{1}{\alpha} \langle \lambda^n - \lambda^{n+1} \rangle \|^2_{L^2(\Sigma)}. \]

(4.3)

Finally, using (3.4) we have \( u^n - u^{n+1} + \frac{1}{\alpha} \langle \lambda^n - \lambda^{n+1} \rangle = u^n - q^{n+1/k} \) and so plugging this result into (4.2), we arrive at
\[ Z^{n+1} + S^{n+1} = Z^n. \]
Taking the sum yields the final result. \( \square \)

5. ERROR ANALYSIS

In this section we prove the main error estimate. We start by deriving the error equations. We denote the error variables
\[ U^n = u^n - u^n, \quad Q^n = q^n - q^n, \]
\[ W^n = w^n - w^n, \quad \Lambda^n = \lambda^n - \lambda^n. \]
We assume that we chose the initial conditions of the splitting method to be exactly the initial conditions of the coupled problem and so these quantities vanish when \( n = 0 \). Using \((3.1a) - (3.1d)\) and \((2.12a) - (2.12d)\), we recover the error equations. We thus have

\[
\begin{align*}
(5.1a) \quad & (\partial_{\Delta t} Q^{n+1}, z)_s + \nu_s(\nabla W^{n+1/k}, \nabla z)_s + \alpha \langle \partial_{\Delta t}^k W^{n+1} - U^n, z \rangle + \langle \Lambda^n, z \rangle = L_1(z) - L_4(z), \\
(5.1b) \quad & (Q^{n+1/k} - \partial_{\Delta t}^k W^{n+1}, r)_s = L_2(r), \\
(5.1c) \quad & (\partial_{\Delta t} U^{n+1}, v)_f + \nu_f(\nabla U^{n+1}, \nabla v)_f - \langle \Lambda^{n+1}, v \rangle = L_3(v), \\
(5.1d) \quad & \alpha \langle U^{n+1} - \partial_{\Delta t}^k W^{n+1}, \mu \rangle + \langle \Lambda^{n+1} - \Lambda^n, \mu \rangle = L_4(\mu).
\end{align*}
\]

where

\[
\begin{align*}
L_1(z) & := \frac{(k - 1)}{2} \langle g_2^{n+1}, z \rangle + \alpha \langle g_1^{n+1}, z \rangle - \langle h_1^{n+1}, z \rangle_s, \\
L_2(r) & := (h_3^n, r)_s, \\
L_3(v) & := - (h_2^{n+1}, v)_f, \\
L_4(\mu) & := \alpha \langle h_4^{n+1}, \mu \rangle + \langle g_2^{n+1}, \mu \rangle,
\end{align*}
\]

and

\[
\begin{align*}
h_1^{n+1} & := \partial_{\Delta t} u^{n+1/k} - \partial_{\Delta t} q^{n+1}, \\
g_1^{n+1} & := u^{n+1} - u^n, \\
h_2^{n+1} & := \partial_{\Delta t} u^{n+1} - \partial_{\Delta t} u^{n+1}, \\
g_2^{n+1} & := u^{n+1} - u^n, \\
h_3^{n+1} & := \partial_{\Delta t}^{k-1} w^{n+1/k} - \partial_{\Delta t}^{k-1} w^{n+1}, \\
h_4^{n+1} & := \partial_{\Delta t}^{k-1} w^{n+1} - \partial_{\Delta t}^{k-1} w^{n+1}.
\end{align*}
\]

We note that to determine \((5.1a)\), we used the following form of \((3.1a)\)

\[
\begin{align*}
(\partial_{\Delta t} q^{n+1/k}, z)_s + \nu_s(\nabla w^{n+1/k}, \nabla z)_s + \langle l^{n+1/k}, z \rangle = 0, \quad \forall z \in V_s.
\end{align*}
\]

We also note that as a direct consequence of \((5.1b)\), we may write

\[
Q^{n+1/k} = \partial_{\Delta t}^k W^{n+1} + h_3^{n+1}, \quad \text{on } \Omega_s.
\]

It also follows from \((5.1d)\) that

\[
\alpha \langle U^{n+1} - \partial_{\Delta t}^k W^{n+1}, \mu \rangle = \Lambda^n - \Lambda^{n+1} + \alpha h_4^{n+1} + g_2^{n+1}, \quad \text{on } \Sigma.
\]

Thus, using the fact that \( \partial_{\Delta t}^{k-1} w^n = u^n \) on \( \Sigma \), \((5.2)\) and \((5.3)\) combine so that we may write

\[
\alpha \langle U^{n+1} - Q^{n+1/k}, \mu \rangle = \Lambda^n - \Lambda^{n+1} + g_3^{n+1}, \quad \text{on } \Sigma.
\]

where

\[
g_3^{n+1} := \alpha \frac{(k - 1)}{2} g_1^{n+1} + g_2^{n+1}.
\]

We define the quantities that will allow to perform the error analysis.

\[
\begin{align*}
Z^{n+1} & := \frac{1}{2} \| Q^{n+1} \|_{L^2(\Omega_s)}^2 + \frac{1}{2} \| U^{n+1} \|_{L^2(\Omega_s)}^2 + \frac{(k - 1) \nu_s}{2} \| \nabla W^{n+1} \|_{L^2(\Omega_s)}^2 + \frac{\Delta t \alpha}{2} \| U^{n+1} \|_{L^2(\Sigma)}^2 \\
& \quad + \frac{\Delta t}{2\alpha} \| \Lambda^{n+1} \|_{L^2(\Sigma)}^2, \\
S^{n+1} & := \nu_f \Delta t \| \nabla U^{n+1} \|_{L^2(\Omega_f)}^2 + (2 - k) \nu_s \Delta t \| \nabla W^{n+1} \|_{L^2(\Omega_s)}^2 + \frac{(2 - k)}{2} \| Q^{n+1} - Q^n \|_{L^2(\Sigma)}^2 \\
& \quad + \frac{1}{2} \| U^{n+1} - U^n \|_{L^2(\Omega_f)}^2 + \frac{\Delta t \alpha}{2} \| U^n - Q^{n+1/k} \|_{L^2(\Sigma)}^2 + \frac{1}{2\alpha} \| g_3^{n+1} \|_{L^2(\Sigma)}^2.
\end{align*}
\]
5.1. Preliminary Estimates. Before proving our main result, in this subsection, we will prove some preliminary results. To this end, we start with the following lemma.

Lemma 5.1. It holds,

\[ Z^{n+1} + S^{n+1} = Z^n + \Delta t F^{n+1} + \frac{\Delta t}{\alpha} \langle g_3^{n+1}, \Lambda^{n+1} \rangle, \]

where

\[ F^{n+1} := - (h_1^{n+1}, Q^{n+1/k})_s - (h_2^{n+1}, U^{n+1})_f - \nu_s (\nabla W^{n+1/k}, \nabla h_3^{n+1})_s \]
\[ + \langle g_4^{n+1}, Q^{n+1/k} \rangle + \langle U^{n+1} - U^n, g_3^{n+1} \rangle - \langle g_3^{n+1}, Q^{n+1/k} - U^n \rangle, \]

and

\[ g_4^{n+1} := \alpha g_1^{n+1} + \frac{k-1}{2} g_2^{n+1}. \]

Proof. To begin, we set \( z = \Delta t Q^{n+1/k} \) in (5.1a) and \( v = \Delta t U^{n+1} \) in (5.1c) and use (5.2) to get

\[
\begin{align*}
\frac{1}{2} \| Q^{n+1} \|^2_{L^2(\Omega_t)} + \frac{1}{2} \| U^{n+1} \|^2_{L^2(\Omega_t)} + \frac{(2-k)}{2} \| Q^{n+1} - Q^n \|^2_{L^2(\Omega_t)} + \frac{1}{2} \| U^{n+1} - U^n \|^2_{L^2(\Omega_t)} \\
+ \frac{(k-1)\nu_s}{2} \| \nabla W^{n+1} \|^2_{L^2(\Omega_t)} + (2-k)\nu_s \Delta t \| \nabla W^{n+1} \|^2_{L^2(\Omega_t)} + \nu_t \Delta t \| \nabla U^{n+1} \|^2_{L^2(\Omega_t)} \\
= \frac{1}{2} \| Q^n \|^2_{L^2(\Omega_t)} + \frac{1}{2} \| U^n \|^2_{L^2(\Omega_t)} + \frac{(k-1)\nu_s}{2} \| \nabla W^n \|^2_{L^2(\Omega_t)} + \Delta t J^{n+1}. 
\end{align*}
\]

where

\[ J^{n+1} := - \alpha \langle \partial_{tt}^{-1} W^{n+1} - U^n, Q^{n+1/k} \rangle - \langle \Lambda^n, Q^{n+1/k} \rangle + \langle \Lambda^{n+1}, U^{n+1} \rangle - \nu_s (\nabla W^{n+1/k}, \nabla h_3^{n+1})_s \\
+ L_1 (Q^{n+1/k}) - L_4 (Q^{n+1/k}) + L_3 (U^{n+1}). \]

We note that the term \( \nu_s (\nabla W^{n+1/k}, \nabla h_3^{n+1})_s \) appears when we apply (5.2) such that

\[ \nu_s (\nabla W^{n+1/k}, \Delta t Q^{n+1/2})_s = \nu_s (\nabla W^{n+1/k}, W^{n+1} - W^n + \Delta t h_3^{n+1})_s. \]

Manipulating the first three terms and using (5.2) and (5.4) we obtain

\[ - \alpha \langle \partial_{tt}^{-1} W^{n+1} - U^n, Q^{n+1/k} \rangle - \langle \Lambda^n, Q^{n+1/k} \rangle + \langle \Lambda^{n+1}, U^{n+1} \rangle \\
= J^{n+1} + \alpha \langle h_3^{n+1}, Q^{n+1/k} \rangle + \frac{1}{\alpha} \langle g_3^{n+1}, \Lambda^{n+1} \rangle + \langle g_3^{n+1}, Q^{n+1/k} \rangle - \langle U^n - U^{n+1}, \Lambda^n \rangle, \]

where

\[ J^{n+1} := \alpha \langle U^n - U^{n+1}, U^{n+1} \rangle + \frac{1}{\alpha} \langle \Lambda^n - \Lambda^{n+1}, \Lambda^{n+1} \rangle - \langle U^n - U^{n+1}, \Lambda^n - \Lambda^{n+1} \rangle. \]

Finally, as we did in the stability analysis (see (4.3)) we get

\[
J^{n+1} = \frac{\alpha}{2} (\| U^n \|^2_{L^2(\Sigma)} - \| U^{n+1} \|^2_{L^2(\Sigma)}) + \frac{1}{2\alpha} (\| \Lambda^n \|^2_{L^2(\Sigma)} - \| \Lambda^{n+1} \|^2_{L^2(\Sigma)}) \\
- \frac{\alpha}{2} (\| U^n - U^{n+1} \|^2_{L^2(\Sigma)}) + \frac{1}{\alpha} (\Lambda^n - \Lambda^{n+1})^2_{L^2(\Sigma)}. 
\]

Using (5.4) we can re-write the last term

\[
\| (U^n - U^{n+1}) + \frac{1}{\alpha} (\Lambda^n - \Lambda^{n+1}) \|^2_{L^2(\Sigma)} \\
= \| U^n - Q^{n+1/k} - \frac{1}{\alpha} g_3^{n+1} \|^2_{L^2(\Sigma)} \\
= \| U^n - Q^{n+1/k} \|^2_{L^2(\Sigma)} + \frac{1}{\alpha^2} \| g_3^{n+1} \|^2_{L^2(\Sigma)} + \frac{2}{\alpha} \langle Q^{n+1/k} - U^n, g_3^{n+1} \rangle. 
\]
Plugging this back into $J^{n+1}$ we arrive at

$$J^{n+1} = \frac{\alpha}{2} \left( \|U^n\|^2_{L^2(\Sigma)} - \|U^{n+1}\|^2_{L^2(\Sigma)} \right) + \frac{1}{2\alpha} \left( \|\Lambda^n\|^2_{L^2(\Sigma)} - \|\Lambda^{n+1}\|^2_{L^2(\Sigma)} \right) - \frac{\alpha}{2} \|U^n - Q^{n+1/k}\|^2_{L^2(\Sigma)}$$

$$- \frac{1}{2\alpha} \|g_3^{n+1}\|^2_{L^2(\Sigma)} - \langle g_3^{n+1}, Q^{n+1/k} - U^n \rangle - \nu_s (\nabla W^{n+1/k}, \nabla k^{n+1})_s$$

$$+ L_1(Q^{n+1/k}) - L_4(Q^{n+1/k}) + L_3(U^{n+1})$$

$$+ \alpha \langle h_3^{n+1}, Q^{n+1/k} \rangle + \frac{1}{\alpha} \langle g_3^{n+1}, \Lambda^{n+1} \rangle + \langle g_3^{n+1}, Q^{n+1/k} \rangle - \langle g_3^{n+1}, U^n - U^{n+1} \rangle.$$

We now note, using (5.2), (5.3), and (5.4), that

$$-L_4(Q^{n+1/k}) + \alpha \langle h_3^{n+1}, Q^{n+1/k} \rangle = -\langle \alpha h_4^{n+1} + g_2^{n+1} - \alpha h_3^{n+1}, Q^{n+1/k} \rangle$$

$$= -\langle \alpha(U^{n+1} - Q^{n+1/k}) - (\Lambda^n - \Lambda^{n+1}), Q^{n+1/k} \rangle$$

$$= -\langle g_3^{n+1}, Q^{n+1/k} \rangle.$$

Thus we have

$$J^{n+1} = \frac{\alpha}{2} \left( \|U^n\|^2_{L^2(\Sigma)} - \|U^{n+1}\|^2_{L^2(\Sigma)} \right) + \frac{1}{2\alpha} \left( \|\Lambda^n\|^2_{L^2(\Sigma)} - \|\Lambda^{n+1}\|^2_{L^2(\Sigma)} \right) - \frac{\alpha}{2} \|U^n - Q^{n+1/k}\|^2_{L^2(\Sigma)}$$

$$- \frac{1}{2\alpha} \|g_3^{n+1}\|^2_{L^2(\Sigma)} + F^{n+1} + \frac{1}{\alpha} \langle g_3^{n+1}, \Lambda^{n+1} \rangle.$$
Proof. We see that
\[-\Delta t \sum_{n=0}^{M-1} \left((h_1^{n+1}, Q^{n+1/k}) + (h_2^{n+1}, U^{n+1})\right) + \nu_s(\nabla W^{n+1/k} \nabla h_3^{n+1})\]
\[
\leq \frac{\Delta t}{8T} \sum_{n=0}^{M-1} \left(\|Q^{n+1/k}\|_{L^2(\Omega)} + \|U^{n+1}\|_{L^2(\Omega)} + (k-1)\nu_s\|\nabla W^{n+1/k}\|_{L^2(\Omega)}^2\right)
\]
\[+ C\Delta t T \sum_{n=0}^{M-1} \left(\|h_1^{n+1}\|_{L^2(\Omega)} + \|h_2^{n+1}\|_{L^2(\Omega)} + (k-1)\nu_s\|\nabla h_3^{n+1}\|_{L^2(\Omega)}^2\right)\]
\[\leq \frac{1}{4} \max_{1 \leq n \leq M} Z^n + C\Delta T \sum_{n=0}^{M-1} \left(\|h_1^{n+1}\|_{L^2(\Omega)}^2 + \|h_2^{n+1}\|_{L^2(\Omega)}^2 + (k-1)\nu_s\|\nabla h_3^{n+1}\|_{L^2(\Omega)}^2\right).\]

Here, we used the fact that $h_3^{n+1} = 0$ when $k = 1$, so the term $\nu_s(\nabla W^{n+1/k}, \nabla h_3^{n+1})$ is only present when $k = 2$, as indicated by the factor $(k-1)$.

We also have the bound
\[
\Delta t \sum_{n=0}^{M-1} \left(\delta_{g_4}^{n+1} Q^{n+1/k} + \langle g_3^{n+1}, U^{n+1} - U^n \rangle - \langle g_3^{n+1}, Q^{n+1/k} - U^n \rangle\right)
\]
\[= \Delta t \sum_{n=0}^{M-1} \left(\delta_{g_4}^{n+1} Q^{n+1/k} - U^n \right) + \langle g_3^{n+1}, U^{n+1} - U^n \rangle - \langle g_3^{n+1}, Q^{n+1/k} - U^n \rangle\]
\[\leq C\Delta t \sum_{n=0}^{M-1} \left(\frac{1}{\alpha} + \frac{C^2}{\nu_f} \right) \left(\|g_4^{n+1}\|_{L^2(\Sigma)}^2 + \|g_3^{n+1}\|_{L^2(\Sigma)}^2\right)
\]
\[+ \Delta t \sum_{n=0}^{M-1} \left(\frac{\alpha}{8} \|Q^{n+1/k} - U^n\|_{L^2(\Sigma)}^2 + \frac{\nu_f}{8} \|\nabla U^{n+1}\|_{L^2(\Omega)}^2\right)\]
\[\leq \frac{1}{4} \max_{1 \leq n \leq M} S^n + C\Delta T \sum_{n=0}^{M-1} \left(\frac{1}{\alpha} + \frac{C^2}{\nu_f} \right) \left(\|g_4^{n+1}\|_{L^2(\Sigma)}^2 + \|g_3^{n+1}\|_{L^2(\Sigma)}^2\right),\]
where we used (5.7). Combining these two inequalities proves the result. □

5.1.2. Estimate for $\frac{\Delta t}{\alpha} \langle g_3^{n+1}, \Lambda^{n+1} \rangle$ using a lifting-residual argument. In this section we show how to estimate the term
\[
\frac{\Delta t}{\alpha} \sum_{n=0}^{M-1} \langle g_3^{n+1}, \Lambda^{n+1} \rangle.
\]
The idea is to use (5.1c), however, in order to do so we need to extend $g_3^{n+1}$ into $\Omega_f$ in such a way that the extension belongs to $V_f$. In particular, the extension needs to vanish on $\partial \Omega_f \setminus \Sigma$. This will not be possible in general and, therefore, we will need to utilize a cut-off function technique.

We will make two assumptions. The first is that the normal $n$ can be extended from $\Sigma$ to $\Omega_f$ in such that the extension has a bounded gradient. For example, this can be done if the interface $\Sigma$ is smooth. Furthermore, if $\Sigma$ is a straight line, this extension is trivial because $n$ will be constant.

Assumption 5.4. There exists $\tilde{n} \in \|W^{1,\infty}(\Omega_f)\|_2$ such that $\tilde{n}|_\Sigma = n$.

The second assumption regards the existence of a cut-off function, dependent on $\Delta t$, that is one on most of $\Sigma$ such that the gradient can be controlled appropriately in the $L^2$ norm.

Assumption 5.5. Assume that the time step is given and satisfies $\Delta t < \frac{1}{2}$. There exists a function $\phi: \Omega_f \rightarrow \mathbb{R}$ satisfying:
where each $C$ represents a general constant independent of $\Delta t$ and the physical parameters.

In the following section, we show how to construct such a $\phi$ in a simple case. Given the above two assumption we will define the following quantities:

$$
\bar{\mathcal{L}}(x,t) := \nabla u(x,t) \cdot \hat{n},
\mathcal{L}(x,t) := \phi(x)\bar{\mathcal{L}}(x,t),
\bar{g}_2^{n+1} := \mathcal{L}^{n+1} - \mathcal{L}^n.
$$

From this we easily see that $\bar{g}_2^{n+1} \in V_f$ for all $n$ and can easily prove the following result.

**Lemma 5.6.** Under Assumptions 5.4 and 5.5 we have

$$
\|\bar{g}_2^{n+1} - g_2^{n+1}\|_{L^2(\Sigma)} \leq C\Delta t\|g_2^{n+1}\|_{L^\infty(\Sigma)}.
$$

**Proof.** If we use Assumptions 5.4 and the definition of $\bar{g}_2^{n+1}$ we obtain

$$
\|\bar{g}_2^{n+1} - g_2^{n+1}\|_{L^2(\Sigma)} = \|(1 - \phi)g_2^{n+1}\|_{L^2(\Sigma)}
\leq \|g_2^{n+1}\|_{L^\infty(\Sigma)}\|1 - \phi\|_{L^2(\Sigma)}
\leq C\Delta t\|g_2^{n+1}\|_{L^\infty(\Sigma)},
$$

where in the last inequality we used assumption (i) and (iii) of Assumption 5.5.

We will also need the definition of the second-order difference operator:

$$
\partial_{\Delta t}^2 v^n = \frac{v^{n+1} - 2v^n + v^{n-1}}{(\Delta t)^2}.
$$

**Lemma 5.7.** Under Assumptions 5.4-5.5 we have

$$
\frac{\Delta t}{\alpha} \sum_{n=0}^{M-1} \langle g_3^{n+1}, \Lambda^{n+1} \rangle \leq \frac{1}{4} \sum_{n=0}^{M-1} S^{n+1} + \frac{1}{4} \max_{1 \leq n \leq M} Z^n + C\Psi(M).
$$

where

$$
\Psi(M) := \Psi_1(M) + \Psi_2(M),
\Psi_1(M) := \Delta t \sum_{n=0}^{M-1} \left( (1 + \nu_f)\|g_1^{n+1}\|_{H^1(\Omega_f)} + \|g_2^{n+1}\|_{L^2(\Omega_f)} \right)
+ T(\Delta t)^{3} \sum_{n=1}^{M-1} \|\partial_{\Delta t} u^n\|_{L^2(\Omega_f)} + \|g_1^M\|_{L^2(\Omega_f)},
\Psi_2(M) := \Delta t \sum_{n=0}^{M-1} \left( \left( 1 + \frac{\nu_f}{\alpha^2} \right)\|g_2^{n+1}\|_{H^1(\Omega_f)} + \|g_2^{n+1}\|_{L^2(\Omega_f)} \right)
+ \frac{T(\Delta t)^{3}}{\alpha^2} \sum_{n=1}^{M-1} \|\partial_{\Delta t} \mathcal{L}^n\|_{L^2(\Omega_f)} + \frac{1}{\alpha^2}\|g_2^M\|_{L^2(\Omega_f)} + \frac{T\Delta t}{\alpha} \sum_{n=0}^{M-1} \|g_2^{n+1}\|_{L^\infty(\Sigma)}.
$$

**Proof.** Using the definition of $g_3^{n+1}$ we write

$$
\frac{\Delta t}{\alpha} \sum_{n=0}^{M-1} \langle g_3^{n+1}, \Lambda^{n+1} \rangle = \frac{\Delta t}{\alpha} \sum_{n=0}^{M-1} \langle g_2^{n+1}, \Lambda^{n+1} \rangle + \frac{\Delta t(k - 1)\Delta t}{2} \sum_{n=0}^{M-1} \langle g_1^{n+1}, \Lambda^{n+1} \rangle.
$$
We bound the first terms which is the most difficult one to handle. To this end,

\[
\frac{\Delta t}{\alpha} \sum_{n=0}^{M-1} \langle g_{2}^{n+1}, \Lambda^{n+1} \rangle = \frac{\Delta t}{\alpha} \sum_{n=0}^{M-1} \langle g_{2}^{n+1} - \tilde{g}_{2}^{n+1}, \Lambda^{n+1} \rangle + \frac{\Delta t}{\alpha} \sum_{n=0}^{M-1} \langle \tilde{g}_{2}^{n+1}, \Lambda^{n+1} \rangle.
\]

We then see if we use (5.9) that

\[
\frac{\Delta t}{\alpha} \sum_{n=0}^{M-1} \langle g_{2}^{n+1} - \tilde{g}_{2}^{n+1}, \Lambda^{n+1} \rangle \leq \frac{CT}{\alpha} \sum_{n=0}^{M-1} \|g_{2}^{n+1} - \tilde{g}_{2}^{n+1}\|_{L^2(\Sigma)}^2 + \frac{(\Delta t)^2}{32T\alpha} \sum_{n=0}^{M-1} \|\Lambda^{n+1}\|_{L^2(\Sigma)}^2
\]

\[
\leq \frac{CT\Delta t}{\alpha} \sum_{n=0}^{M-1} \|g_{2}^{n+1}\|_{L^\infty(\Sigma)}^2 + \frac{(\Delta t)^2}{32T\alpha} \sum_{n=0}^{M-1} \|\Lambda^{n+1}\|_{L^2(\Sigma)}^2.
\]

To estimate the second term we use (5.1c) to bound

\[
\Delta t \langle \tilde{g}_{2}^{n+1}, \Lambda^{n+1} \rangle = (U^{n+1} - U^n, \tilde{g}_{2}^{n+1}) + \Delta t\nu_f(\nabla U^{n+1}, \nabla \tilde{g}_{2}^{n+1}) - \Delta t(h_{2}^{n+1}, \tilde{g}_{2}^{n+1}).
\]

Thus, we have

\[
\frac{\Delta t}{\alpha} \sum_{n=0}^{M-1} \langle g_{2}^{n+1}, \Lambda^{n+1} \rangle \leq \frac{1}{\alpha} \sum_{n=0}^{M-1} (U^{n+1} - U^n, \tilde{g}_{2}^{n+1}) + \frac{\Delta t\nu_f}{8} \sum_{n=0}^{M-1} \|\nabla U^{n+1}\|_{L^2(\Omega_t)}^2 + C\Delta t \sum_{n=0}^{M-1} \left( \frac{1 + \nu f}{\alpha^2} \right) \|\tilde{g}_{2}^{n+1}\|_{H^1(\Omega_t)}^2 + \|h_{2}^{n+1}\|_{L^2(\Omega_t)}^2.
\]

After using a summation by parts formula and using that \( U^0 = 0 \), we get

\[
\frac{1}{\alpha} \sum_{n=0}^{M-1} (U^{n+1} - U^n, \tilde{g}_{2}^{n+1})_f
\]

\[
= \frac{1}{\alpha} \sum_{n=1}^{M-1} (U^n, \tilde{g}_{2}^{n} - \tilde{g}_{2}^{n+1})_f + \frac{1}{\alpha} \langle U^M, \tilde{g}_{2}^{M} \rangle_f - \frac{1}{\alpha} \langle U^0, \tilde{g}_{2}^{1} \rangle_f
\]

\[
= - \frac{(\Delta t)^2}{\alpha} \sum_{n=1}^{M-1} \langle U^n, \partial_t^2 \mathcal{L}^n \rangle_f + \frac{1}{\alpha} \langle U^M, \tilde{g}_{2}^{M} \rangle_f
\]

\[
\leq \frac{\Delta t}{32T} \sum_{n=0}^{M-1} \|U^n\|^2_{L^2(\Omega_t)} + \frac{CT(\Delta t)^3}{\alpha^2} \sum_{n=1}^{M-1} \|\partial_t^2 \mathcal{L}^n\|^2_{L^2(\Omega_t)} + \frac{1}{32} \|U^M\|^2_{L^2(\Omega_t)} + \frac{C}{\alpha^2} \|\tilde{g}_{2}^{M}\|^2_{L^2(\Omega_t)}.
\]

Combining the above inequalities we get

\[
\frac{\Delta t}{\alpha} \sum_{n=0}^{M-1} \langle g_{2}^{n+1}, \Lambda^{n+1} \rangle \leq \frac{\Delta t\nu_f}{8} \sum_{n=0}^{M-1} \|\nabla U^{n+1}\|_{L^2(\Omega_t)}^2 + \frac{\Delta t}{16T} \sum_{n=1}^{M} \left( \frac{1}{2} \|U^n\|^2_{L^2(\Omega_t)} + \frac{\Delta t}{2\alpha} \|\Lambda^n\|^2_{L^2(\Sigma)} \right)
\]

\[
+ \frac{1}{32} \|U^M\|^2_{L^2(\Omega_t)} + C\Psi_2(M)
\]

\[
\leq \frac{1}{8} \sum_{n=0}^{M-1} S^{n+1} + \frac{1}{8} \max_{1 \leq n \leq M} Z^n + C\Psi_2(M).
\]

To bound \( \frac{\Delta t(k-1)}{2} \sum_{n=0}^{M-1} \langle g_{1}^{n+1}, \Lambda^{n+1} \rangle \) is much easier since \( g_{1}^{n+1} \) already belongs to \( V_f \) and we do not have to use a cut-off function technique. Using similar arguments as bounding the other term we can
prove
\[
\frac{\Delta t(k - 1)}{2} \sum_{n=0}^{M-1} \langle g_{n+1}^{+1}, A_{n+1} \rangle \leq \frac{(k - 1)}{8} \sum_{n=0}^{M-1} S^{n+1} + (k - 1) \Psi_1(M).
\]

We would like to mention that there are a few special cases where we can relax (ii) of Assumption 5.5. The first case is when \( \Sigma \) is straight line and \( \Omega_f \) is a rectangle with two sides perpendicular to \( \Sigma \). In this case \( \nabla u \cdot n \) vanishes on those two sides so we do not have to make \( \phi \) to vanish there. Then, one can construct \( \phi \) so (iv) can be improved: \( \| \nabla \phi \|_{L^2(\Omega_f)} \leq C \). This will give an improved estimate of \( O(\Delta t) \) for the final theorem below instead of \( O\left(\Delta t\sqrt{T + \log\left(\frac{1}{\Delta t}\right)}\right) \). The other case is when \( \Sigma \) does not touch the boundary of \( \Omega \).

5.2. **Proof of the main result.** In this section we put the above estimates together to prove our main result. In order to do this, we need to estimate \( D(M) \) and \( \Psi(M) \). We will use the Bochner norms \( \| v \|_{L^2(a,b; X)} = \left( \int_a^b \| v(\cdot, s) \|_X^2 ds \right)^{1/2} \) and \( \| v \|_{L^\infty(a,b; X)} = \text{ess sup}_{a \leq s \leq b} \| v(\cdot, s) \|_X \).

For \( X \) a Sobolev space, it is well known that

\[
\begin{align*}
\| v^{n+1} - v^n \|_X^2 &\leq C \Delta t \int_t^{t_n+1} \| \partial_t v(\cdot, s) \|_X^2 ds, \\
\| \partial_t v^{n+1} - \partial_t v^n \|_X^2 &\leq C \Delta t \int_t^{t_n+1} \| \partial_t v(\cdot, s) \|_X^2 ds, \\
\| \partial_t v^{n+1} - \partial_t v^n \|_X &\leq C(\Delta t)^3 \int_t^{t_n+1} \| \partial_t^3 v(\cdot, s) \|_X ds, \\
\int_a^b \| v(\cdot, s) \|_X^2 ds &\leq (b-a) \| v \|_{L^\infty(a,b; X)}^2.
\end{align*}
\]

The following identity can easily be shown
\[
\partial_t^2 v^n = \frac{1}{(\Delta t)^2} \int_{-\Delta t}^{\Delta t} \partial_t^2 v(\cdot, t_n + s) ds.
\]

From this we can show that
\[
\| \partial_t^2 v^n \|_{L^2(\Omega_t)} \leq \frac{C}{\Delta t} \int_{t_{n-1}}^{t_{n+1}} \| \partial_t v(\cdot, s) \|_{L^2(\Omega_t)}^2 ds, \quad i = s, f.
\]

Using (5.10a) and (5.11) we can prove the following approximation lemma.
Lemma 5.8. It holds,
\[
D(N) \leq C(T\Delta t)^{2k} \left( \|\partial_t^{k+1} q\|^2_{L^2(0,T;L^2(\Omega_2))} + (k-1)\nu_s \|\partial_t^{k+1} \nabla w\|^2_{L^2(0,T;L^2(\Omega_2))} \right)
+ C(T\Delta t)^2 \|\partial_t^2 u\|^2_{L^2(0,T;L^2(\Omega_2))} + (\Delta t)^2 \left( \alpha + \frac{\alpha^2}{\nu_f} \right) \|\partial_t u\|^2_{L^2(0,T;L^2(\Sigma))}
+ \left( \frac{1}{\alpha} + \frac{1}{\nu_f} \right) \|\partial_t^2 \|^2_{L^2(0,T;L^2(\Sigma))},
\]
\[
max_{1 \leq M \leq N} \Psi_1(M) \leq C(T\Delta t)^2 \left( (1 + \nu_f) \|\partial_t u\|^2_{L^2(0,T;H^2(\Omega_1))} + (1 + T) \|\partial_t^2 u\|^2_{L^2(0,T;L^2(\Omega_1))} \right)
+ \|\partial_t u\|^2_{L^2(0,T;L^2(\Omega_1))},
\]
\[
max_{1 \leq M \leq N} \Psi_2(M) \leq C(T\Delta t)^2 \left( \nu_f (1 + \nu_f) \left( \frac{\alpha}{\nu_f^2} \right) \left( \partial_t^2 \|\nabla u\|^2_{L^2(0,T;H^2(\Omega_1))} + (1 + \log\left( \frac{1}{\Delta t} \right)) \|\partial_t u\|^2_{L^2(0,T;L^\infty(\Omega_1))} \right)
+ \left( \frac{\nu_f^2}{\alpha^2} \right) \|\partial_t^2 u\|^2_{L^2(0,T;L^\infty(\Omega_1))}
+ \frac{T}{\alpha} \|\partial_t^2 \|^2_{L^2(0,T;L^\infty(\Sigma))} \right).
\]
Proof. The estimate for \( D(N) \) and \( \Psi_1(M) \) are straightforward application of (5.10a) and (5.11). For \( \Psi_2(M) \) let us bound the most difficult term. Using the definition of \( \tilde{g}_2^{n+1} \), the product rule, Assumption 5.4 and (i) and (iv) of Assumption 5.5 we obtain
\[
\Delta t \left( \frac{1 + \nu_f}{\alpha^2} \right) \sum_{n=0}^{M-1} \|\nabla \tilde{g}_2^{n+1}\|^2_{L^2(\Omega_1)}
\leq \Delta t \left( \frac{\nu_f^2}{\alpha^2} \right) \sum_{n=0}^{M-1} \left( \|\nabla \phi\|^2_{L^2(\Omega_1)} \|\nabla(u^{n+1} - u^n)\|^2_{L^\infty(\Omega_1)} + \|\nabla \tilde{u}\|^2_{L^2(\Omega_1)} \|\nabla(u^{n+1} - u^n)\|^2_{L^2(\Omega_1)} \right)
\leq \Delta t \left( \frac{\nu_f^2}{\alpha^2} \right) \sum_{n=0}^{M-1} \left( (1 + \log\left( \frac{1}{\Delta t} \right)) \|\nabla(u^{n+1} - u^n)\|^2_{L^\infty(\Omega_1)} + \|D^2(u^{n+1} - u^n)\|^2_{L^2(\Omega_1)} \right).
\]
Here \( D^2 u \) denotes the Hessian of \( u \).
Using (5.10a) we get
\[
\Delta t \left( \frac{1 + \nu_f}{\alpha} \right) \sum_{n=0}^{M-1} \|\nabla \tilde{g}_2^{n+1}\|^2_{L^2(\Omega_1)} \leq C(T\Delta t)^2 \left( \frac{\nu_f^2}{\alpha^2} \right) \left( \|\partial_t u\|^2_{L^2(0,T;L^\infty(\Omega_1))} \right)
+ \left( 1 + \log\left( \frac{1}{\Delta t} \right) \right) \|\partial_t u\|^2_{L^2(0,T;L^\infty(\Omega_1))},
\]
We leave the bounds of the remaining terms to the reader. These follow from (5.10a) and (5.11). □

Now we can state and prove the main result of the paper.

Theorem 5.9. Under Assumptions 5.4 and 5.5 and assuming that the solution is smooth enough so that \( Y \) defined below and \( \|\nabla \partial_t u\|^2_{L^2(0,T;L^\infty(\Omega_1))} \) are bounded we have
\[
\max_{1 \leq M \leq N} \mathcal{Z}^M + \sum_{n=0}^{N-1} S^{n+1} \leq C(T\Delta t)^2 Y + \frac{C\nu_f^2(1 + \nu_f)(\Delta t)^2}{\alpha^2} \left( 1 + \log\left( \frac{1}{\Delta t} \right) \right) \|\nabla \partial_t u\|^2_{L^2(0,T;L^\infty(\Omega_1))},
\]
where

\[ Y := (\Delta t)^{2k-2}\left( \| \partial_t^{k+1}q \|_{L^2(0,T;L^2(\Omega_f))}^2 + (k-1)\nu_s \| \partial_t^{k+1} \nabla w \|_{L^2(0,T;L^2(\Omega_f))}^2 \right) \\
+ \left( 1 + (1 + \frac{\nu_f^2}{\alpha^2}) T \right) \| \partial_t^2 u \|_{L^2(0,T;H^1(\Omega_f))}^2 + (\alpha + \frac{\alpha^2}{\nu_f^2}) \| \partial_t u \|_{L^2(0,T;L^2(\Sigma))}^2 \\
+ \left( \frac{1}{\alpha} + \frac{1}{\nu_f} \right) \| \partial_t u \|_{L^2(0,T;L^2(\Sigma))}^2 + (1 + \nu_f)(1 + \frac{\nu^2}{\alpha^2}) \| \partial_t u \|_{L^2(0,T;H^2(\Omega_f))}^2 \\
+ (1 + \frac{\nu_f^2}{\alpha^2}) \| \partial_t u \|_{L^\infty(0,T;H^1(\Omega_f))}^2 + \frac{T}{\alpha} \| \partial_t u \|_{L^2(0,T;L^2(\Sigma))}^2. \]

Proof. Taking the sum in Lemma 5.1 and using Lemmas 5.3, 5.7 we have for all \( 1 \leq M \leq N \)

\[ Z^M + \frac{1}{2} \sum_{n=0}^{M-1} S^{n+1} \leq \frac{1}{2} \max_{1 \leq n \leq M} Z^n + C(\Psi(M) + D(M)). \]

Taking the maximum over \( 1 \leq M \leq N \) we get

\[ \frac{1}{2} \max_{1 \leq M \leq N} Z^M \leq C \max_{1 \leq M \leq N} (\Psi(M) + D(M)). \]

Hence, we also get

\[ \sum_{n=0}^{M-1} S^{n+1} \leq C \max_{1 \leq M \leq N} (\Psi(M) + D(M)). \]

The result now follows after using Lemma 5.8 \( \square \)

6. Construction of \( \phi \)

In this section, we will provide a construction of \( \phi \) when \( \Sigma \) is a straight line and \( \Omega_f \) is a rectangle with two sides perpendicular to \( \Sigma \). The construction carries over to the case when \( \Sigma \) is a straight line and the domain \( \Omega_f \) is a polygon, but for simplicity we consider the simplified case only. We anticipate that the construction holds in more general setting when \( \Sigma \) and \( \Omega_f \backslash \Sigma \) are sufficiently smooth.

Let \( \Omega_f = [0,1] \times [0,1] \) which is illustrated in Figure 2. Note that \( \Sigma = [0,1] \times \{1\} \) marks the top boundary of \( \Omega_f \). We begin the construction by dividing \( \Omega_f \) into five regions, \( \{K_i\}_{i=1}^5 \) which are depicted in Figure 2. We may then define \( \phi(x) = \phi(x_1,x_2) \) piece-wise as follows:

\[ \phi(x) := \begin{cases} \\
\frac{1-(1-\Delta t)x_1}{1-(1-\Delta t)x_2}, & x \in K_1, \\
1, & x \in K_2, \\
\frac{1-x_1}{1-(1-\Delta t)x_2}, & x \in K_3, \\
4x_2(1-x_1)(1-\Delta t), & x \in K_4, \\
4x_1x_2(1-\Delta t), & x \in K_5. \end{cases} \]

(6.1)

It is straightforward to check that this \( \phi \) is piecewise-continuous and satisfies conditions (i)-(iii) in Definition 5.5. For condition (iv), we note that

\[ \int_{\Omega_f} |\nabla \phi|^2 = \left( \frac{2}{1-\Delta t} + \frac{2(1-\Delta t)}{3} \right) \log \frac{1}{2\Delta t} + \frac{2(1-\Delta t)}{3} + \frac{2}{3(1-\Delta t)}. \]

Thus, if \( \Delta t < \frac{1}{2} \), we have

\[ \int_{\Omega_f} |\nabla \phi|^2 \leq C(1 + \log \frac{1}{\Delta t}). \]
Figure 2. $\Omega_f = [0,1]^2$ with the regions $\{K_i\}_{i=1}^5$.

7. Numerical Experiments

In this section, we seek to verify our theoretical results through numerical experiments. As our analysis above is carried out in a time-semi-discrete framework, the spatial discretization may be done with any appropriate numerical method. For simplicity, we chose to use linear finite elements with mesh parameters defined below for each case. To accommodate our Lagrange multiplier method, we require that the meshes on $\Omega_s$ and $\Omega_f$ match at the interface $\Sigma$. In all cases below, we set the coefficients $\nu_f = \nu_s = \alpha = 1$.

8. Numerical experiments for simple case with uniform mesh

For our first case, we take $\Omega = [0,1]^2$ and $\Omega_f = [0,1] \times [0,3/4]$ and $\Omega_s = [0,1] \times [3/4,1]$ and of course $\Sigma = \overline{\Omega_f} \cap \overline{\Omega_s}$. On each subdomain, we use a uniform mesh with $h = \Delta t$. We run the system to time $T = 0.25$.

For the Parabolic-Parabolic ($k = 1$) coupling, we take the exact solution to be

$u(t,x) = e^{-2\pi^2 t} \sin(\pi x_1) \sin(\pi x_2)$,

$w(t,x) = e^{-2\pi^2 t} \sin(\pi x_1) \sin(\pi x_2)$,

$l(t,x) = \pi e^{-2\pi t} \sin(\pi x_1) \cos(\pi x_2)$.

For the Parabolic-Hyperbolic ($k = 2$) coupling, we take the exact solution to be

$u(t,x) = (10^{-3}) e^t x_1 (1 - x_1) x_2 (1 - x_2)$,

$w(t,x) = (10^{-3}) e^t x_1 (1 - x_1) x_2 (1 - x_2)$,

$l(t,x) = (10^{-3}) e^t x_1 (1 - x_1) (1 - 2x_2)$.

In the table below, we measure the error in the $L^2$-norm at the final time $T = 0.25$. 
Clearly, we can see that all the error terms behave as $O(\Delta t)$ as $\Delta t \to 0$, which agrees well with our theoretical results.

8.1. **Numerical experiments for less simple case with non-uniform mesh.** For our next set of numerical experiments, we investigate the case where $\Sigma$ is not perpendicular to $\partial \Omega$. We again take $\Omega = [0, 1]^2$, however $\Sigma$ is now represented by the line $x_2 = \frac{x_1}{2} + \frac{1}{4}$. Furthermore, we generate a non-uniform mesh such that the interface $\Sigma$ is aligned with the nodes of the mesh (See Figure 4). We run our method on this grid for $\Delta t = \{(\frac{1}{2})^{n+2}\}_{n=0}^{8}$. For each $n$, the maximum element diameter, $h_{max}$, is given (to 4 significant digits) in the list below. From this we can see that $h$ is roughly $O(\Delta t)$. Additionally, as before, we run to time $T = 0.25$.

$$(n, h_{max}) = \{(0, 0.3125), (1, 0.1574), (2, 0.0794), (3, 0.0398), (4, 0.0199), (5, 0.0099), (6, 0.0050), (7, 0.0025), (8, 0.0012)\}.$$
We take the exact solution to be
\[ u(t, x) = (10^{-3}) e^t x_1 (1 - x_1) x_2 (1 - x_2) \]
\[ w(t, x) = (10^{-3}) e^t x_1 (1 - x_1) x_2 (1 - x_2) \]
\[ l(t, x) = \left(\frac{10^{-3}}{\sqrt{5}}\right) e^t (2x_1 (1 - x_1) (1 - 2x_2) - (1 - 2x_1) x_2 (1 - x_2)), \]
and we note that \( l = \nabla u \cdot n \) no longer vanishes on \( \partial \Omega \).

In the table below, we again measure the \( L^2 \)-norm of \( U \) and \( W \) at the final time \( T = 0.25 \). However, we also measure \((\Delta t \sum_{n=1}^{N} \| \nabla U^n \|^2_{L^2'(\Omega_f)})^{1/2}\) and \((\Delta t \sum_{n=1}^{N} \| \nabla W^n \|^2_{L^2(\Omega_f)})^{1/2}\), where \( N = \frac{T}{\Delta t} \).

| \( \Delta t \) | Rates | Errors |
|------|-------|--------|
| \( \frac{1}{2} \)^2 | - | - | 4.92e-07 | 1.27e-06 | 4.60e-06 | 5.28e-06 |
| \( \frac{1}{2} \)^3 | 1.28 | 1.87 | 0.99 | 1.45 | 2.02e-07 | 3.48e-07 | 2.33e-06 | 1.95e-06 |
| \( \frac{1}{2} \)^4 | 0.59 | 0.83 | 1.12 | 0.78 | 1.35e-07 | 1.95e-07 | 1.07e-06 | 1.13e-06 |
| \( \frac{1}{2} \)^5 | 0.45 | 0.87 | 0.77 | 0.81 | 9.85e-08 | 1.07e-07 | 6.26e-07 | 6.43e-07 |
| \( \frac{1}{2} \)^6 | 0.71 | 0.81 | 0.66 | 0.69 | 6.01e-08 | 6.09e-08 | 3.96e-07 | 4.00e-07 |
| \( \frac{1}{2} \)^7 | 0.89 | 0.89 | 0.69 | 0.69 | 3.26e-08 | 3.28e-08 | 2.45e-07 | 2.47e-07 |
| \( \frac{1}{2} \)^8 | 0.94 | 0.95 | 0.74 | 0.75 | 1.69e-08 | 1.70e-08 | 1.46e-07 | 1.47e-07 |
| \( \frac{1}{2} \)^9 | 0.97 | 0.98 | 0.79 | 0.80 | 8.62e-09 | 8.63e-09 | 8.44e-08 | 8.45e-08 |
| \( \frac{1}{2} \)^10 | 0.99 | 0.99 | 0.83 | 0.83 | 4.35e-09 | 4.36e-09 | 4.74e-08 | 4.74e-08 |

**Figure 5.** Convergence rates and errors for the parabolic-parabolic problem for a more general case.

As before, we see first order convergence in \( U \) and \( W \). For \( \nabla U \) and \( \nabla W \), the convergence is slower, however it seems it will eventually approach first order.

9. Conclusion

We analyzed the Robin-Robin splitting method for Parabolic/Parabolic and Parabolic/Hyperbolic coupled systems in a unified, time semi-discrete framework. This leaves many options for spatial discretization, and we present numerical experiments using linear finite elements.

Of particular interest to us is the potential extension of these results to the FSI problem. However, in this case, the presence of the pressure term in \( \Omega_f \) will mean the extension from the interface to the interior must be handled with care. We hope to further explore this problem in a future paper.
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