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Abstract

In this work, methods to detect one or several change points in multivariate time series are reviewed. They include retrospective (off-line) procedure such as maximum likelihood estimation, regression, kernel methods, etc. In this large area of research, applications are numerous and diverse; many different models and operational constraints (on precision, complexity,...) exist. A formal framework for change point detection is introduced to give sens to this significant body of work. Precisely, all methods are described as a collection of three elements: a cost function, a search method and a constraint on the number of changes to detect. For a given method, we detail the assumed signal model, the associated algorithm, theoretical guarantees (if any) and the application domain. This approach is intended to facilitate prototyping of change point detection methods: for a given segmentation task, one can appropriately choose among the described elements to design an algorithm.
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1. Introduction

Segmenting time series is central to a wide range of applications. Many real-world data streams are made of consecutive regimes separated by an abrupt change. In such situations, the underlying model producing the data switches multiple times. Some regimes can be of no use or even interfere with signal processing algorithms. This particular issue arises in contexts ranging from speech recognition to medical monitoring [22, 28, 33, 72, 107].

2. General setting

Before reviewing methods from the literature, the change point detection problem is formally introduced, especially the general setting and the methodology developed in this work. To ease notations, we make the following shorthands:
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2.1. Problem statement

In the offline or retrospective change point detection framework, we consider a non-stationary random process \( y = \{y_t\}_{t=1}^T \) that takes value in \( \mathbb{R}^d \) (\( d \geq 1 \)). The signal \( y \) is assumed to be piecewise stationary, meaning that some characteristics of the process change abruptly at some unknown instants \( t^{\star}_1 < t^{\star}_2 < \cdots < t^{\star}_K \). The corresponding segmentation is \( t^{\star} = \{t^{\star}_1, \ldots, t^{\star}_K\} \). In other words, the sub-signals \( y_{t^{\star}_k} \) are homogeneous.

Further assume that there exists a set \( \tau^{\star} = \{\tau^{\star}_1, \ldots, \tau^{\star}_K\} \) of \( K^{\star} \) change point fractions such that

\[
t^{\star}_k = \lfloor T \tau^{\star}_k \rfloor.
\] (1)

Change point detection consists in estimating those instants \( t^{\star}_k \) when a particular realization of \( y \) is observed. A change point detection algorithm returns an estimated segmentation, usually denoted \( \hat{t} = \{\hat{t}_1, \hat{t}_2, \ldots\} \) with \( 1 \leq \hat{t}_1 < \hat{t}_2 < \cdots \leq T \). Note that the number of changes \( K^{\star} \) is not necessarily known and must sometimes be estimated.

Quality of a change point detection method is measured by the distance between an estimation and the true change point index, normalized by the number \( T \) of samples:

\[
\forall k, \quad \left| \hat{t}_k - t^{\star}_k \right| / T
\] (2)

Ideally, an algorithm should have this error decreasing to zero when the number \( T \) of samples is growing to infinity. This property is called asymptotic consistency. This notion is formally introduced in the context of change point detection.
**Definition 1** (Asymptotic consistency). A change point detection algorithm is said to be asymptotically consistent if the estimated segmentation $\hat{t}$ is such that $|\hat{t}| = K^*$ and

$$\max_{k=1,\ldots,K^*} |\hat{t}_k - t^*_k|/T \overset{p}{\to} 0. \quad (3)$$

where the $\hat{t}_k$ are the elements of $\hat{t}$ in ascending order.

**Remark 1.** In Definition 1, the change point fractions are consistent, and not the indexes themselves. Distances $|\hat{t}_k - t^*_k|$ between true change point indexes and their estimated counterparts do not converge to 0, even for simple models [6, 7, 17, 26, 30, 129]. As a result, consistency results in the literature only deal with change point fractions.

### 2.2. Methodology

In this work, we consider a general class of algorithms which encompasses a large part of the literature [2, 4–9, 18, 22, 24, 25, 27, 33, 44, 49, 54, 58, 65–67, 70, 72, 78, 81, 90, 99, 100, 117, 118]. Those methods adhere to or are an approximation of a general format where a suitable contrast function $V(\cdot)$ is minimized. The contrast function is expressed as a sum of segment costs:

$$V(t, y) := \sum_{k=0}^{K} c(y_{t_k..t_{k+1}}) \quad (4)$$

where $c(\cdot)$ is a cost function which measures goodness-of-fit of the sub-signal $y_{t_k..t_{k+1}} = \{y_t\}_{t_k+1}^{t_{k+1}}$ to a specific model. The cost function can for instance be the sum of squared residuals after a linear fit [18]: its value is expected to be low on "homogeneous" sub-signals (here, linear sub-signals) and large on sub-signals that are not well-approximated by the linear model (e.g. if they contain one or more breaks).

The sum of costs $V(t, y)$ is denoted $V(t)$ when it is obvious from the context that it refers to the signal $y$.

Change point detection methods aim at minimizing $V(\cdot)$ under certain constraints. They mostly fall into two categories, depending on whether the number of change points is fixed:

- if $K$ is fixed, the change point estimation $\hat{t}$ is the minimizer of the discrete optimization problem
  $$\min_{|t|=K} V(t); \quad (5)$$

- if $K$ is not fixed, the change point estimation $\hat{t}$ is the minimizer of the discrete optimization problem
  $$\min_{t} V(t) + \text{pen}(t) \quad (6)$$

where $\text{pen}(t)$ is an appropriate measure of the complexity of a segmentation $t$.

Under this methodology, a change point detection procedure consists in setting the three following elements:

- choosing the relevant cost function $c(\cdot)$ (4) to measure homogeneity in the sub-signals, which is related to the type of change to detect;
solving the discrete optimization problems (5) and (6), exactly or appropriately;

• constraining the number of change points, by fixing it to $K$ (5) or penalizing it with pen($\cdot$) (6).

The remainder of this chapter is organized as follows. Cost functions from the literature are first presented in Section 3. Then Section 4 describes search methods that solve the change point detection problem with a known number of segments. After, search methods when $K$ is unknown are presented in Section 5. Section 6 lists other types of methods from the literature. All methods are summarized in Section 7 and the main algorithms are detailed in pseudo-code in Section 9.

3. Cost functions

We first present the main cost functions used in the literature. They are related to the assumed underlying model. In the following, the cost functions’ are applied on the general sub-signal $y_{a..b}$ for $1 \leq a < b \leq T$. (Certain cost functions might require the sub-signal $y_{a..b}$ to contain strictly more than one sample, i.e. $b - a \geq 2$.)

3.1. Piecewise i.i.d. signals

We first describe the general parametric model where the signal $y$ is modelled by i.i.d. variables with piecewise constant distribution. This formulation encompasses a large number of change point models [1, 14, 32–34, 72, 81, 99, 100, 115, 125]. Assume that $y_1, \ldots, y_T$ are independent random variables, with probability distribution $f(y_t | \theta)$ depending on the vector-valued parameter $\theta$. This parameter $\theta$ represents a quantity of interest whose value changes abruptly at unknown instants that are to be estimated. Formally, assume that there exists a set of true change points $t^* = \{t^*_1, \ldots\}$ and that

$$y_t \sim \sum_{i=0}^{K} f(\cdot | \theta_k)(t^*_k < t \leq t^*_k + 1).$$

(7)

In this context, change point detection is performed through maximum likelihood estimation. The related cost function is the negative log-likelihood and is given by

$$c_{i.i.d.}(y_{a..b}) := -\sup_{\theta} \sum_{t=a+1}^{b} \log f(y_t | \theta).$$

(8)

Choice of a distribution is motivated by prior knowledge on the data. Historically, the Gaussian distribution was often used to model mean and scale shifts [5, 82, 85, 91, 123]. A large part of the literature then evolved towards other parametric distributions, most notably resorting to distributions from the general exponential family [48, 50, 99].

Example 1 (Mean-shifts for normal data). The mean-shift model is one of the most studied model in the change point detection literature [35, 96, 101, 108, 123]. Let $y_1, \ldots, y_T$ be a sequence of independent normal random variables with piecewise constant mean and constant variance. In this context, the cost function $c_{i.i.d.}(\cdot)$ (8) becomes

$$c_{L_2}(y_{a..b}) := \sum_{t=a+1}^{b} \frac{1}{4} ||y_t - \bar{y}_{a..b}||_2^2$$

(9)
where $\bar{y}_{a..b}$ is the empirical mean of the sub-signal $y_{a..b}$. This cost function is also referred to as the quadratic error loss. It has been applied for instance on DNA array data [50], geology signals [33].

**Example 2** (Mean-shifts and scale-shifts for normal data). A natural extension to the mean-shift model is to allow the variance to abruptly change as well. Let $y_1, \ldots, y_T$ be a sequence of independent normal random variables with piecewise constant mean and variance. In this context, the cost function $c_{i.i.d.}(\cdot)$ (8) becomes

$$c_{\Sigma}(y_{a..b}) := \log \det \hat{\Sigma}_{a..b}$$

where $\hat{\Sigma}_{a..b}$ is the empirical covariance matrix of the sub-signal $y_{a..b}$. This cost function can be used to detect changes in the first two moments of random (not necessarily Gaussian) variables, even though it is the Gaussian likelihood that is plugged in $c_{i.i.d.}(\cdot)$ [72, 89]. It has been applied for instance on stock market time series [89] and biomedical data [33].

**Example 3** (Count data). Let $y_1, \ldots, y_T$ be a sequence of independent Poisson distributed random variables with piecewise constant rate parameter. The cost function $c_{\text{Poisson}}(\cdot)$ associated with this model is

$$c_{\text{Poisson}}(y_{a..b}) := -(b-a)\bar{y}_{a..b} \log \bar{y}_{a..b}$$

where $\bar{y}_{a..b}$ is the empirical mean of the sub-signal $y_{a..b}$. This model has been applied for instance to model count data [36, 82].

Theoretically, change point detection verifies consistency properties as a maximum likelihood estimation method. Indeed, it has been shown that, "under extremely general conditions" [89], the estimated optimal change point fractions converge in probability to the true ones as the number grows to infinity. Change point detection with the cost function $c_{i.i.d.}$ is asymptotically consistent (Definition 1). Note that the change point indexes $t_k$ are not consistently estimated: only the change point fractions $t_k/T$ are. In fact, the estimated indexes do not converge in probability to the true change point indexes [18, 90].

**Remark 2.** A slightly more general model can be formulated by letting the distribution function $f(\cdot|\theta)$ change over time. This can in particular model the presence of unwanted changes in the statistical properties of the signal (for instance in the statistical structure of the noise [89]). The function $f(\cdot|\theta)$ is replaced in (7) by a sequence of distribution functions $f_t(\cdot|\theta)$ which are not assumed to be identical for all indexes $t$. Changes in the functions $f_t$ are considered nuisance parameters and we are only interested in the variations of the parameter $\theta$. Nevertheless, similar properties (about estimation consistency) are obtained in the context of (7) or its generalization, "under extremely general conditions" [90]. We refer the reader to [89, 90] for theoretical results in this context.

To sum up, parametric cost functions of the form (8) are useful because there are theoretical consistency guarantees [18, 75, 90]. In addition, they can accommodate a wide range of situations. However, if the data are not well approximated by any of the available parametric distributions, change point detection performance is greatly impacted, motivating the use of other models [1, 55, 63, 79, 113].

### 3.2. Linear model

Linear models have been introduced and extensively studied in the context of change point detection by a series of important contributions [6–8, 10–16, 16, 111]. Both the theoretical and
algorithmic aspects of linear models are tackled in those papers. Linear models are used when there exists a linear relationship between variables that changes abruptly at some unknown instants. There are often referred to as "structural changes" in the related literature [6–8]. This formulation generalizes several well-known models such as the autoregressive (AR) model [2, 13], multiple regressions [8, 10], etc.

Mathematically, the signal $y$ is regarded as a (univariate) response variable; two signals of covariates $x = \{x_t\}_{t=1}^T$ and $z = \{z_t\}_{t=1}^T$ are introduced, respectively $\mathbb{R}^p$-valued and $\mathbb{R}^q$-valued. Assume that a true underlying set $t^* = \{t^*_1, \ldots, t^*_K\}$ of change points exists. The general linear model [111, 115] is given by:

$$\forall t, \ t^*_k < t \leq t^*_{k+1}, \ y_t = x'_t u_k + z'_t v + \varepsilon_t \quad (k = 0, \ldots, K)$$

(12)

where the $v \in \mathbb{R}^q$ and $u_k \in \mathbb{R}^p$ are unknown regression parameters and $\varepsilon_t$ is noise. In this model (12), also known as a partial structural change model: the linear relationship between $y$ and $x$ changes abruptly, while the linear relationship between $y$ and $z$ is constant. The pure structural change model is obtained by removing the term $z'_t v$ from Equation 12.

The related cost function is based on the least-squares residuals and is given by:

$$c_{\text{linear}}(y_a..b) := \min_{u \in \mathbb{R}^p, v \in \mathbb{R}^q} \sum_{t=a+1}^{b} (y_t - x'_t u - z'_t v)^2.$$  

(13)

A closed-form formula exists as it is a simple least-square regression. Theoretically, the estimated change points asymptotically converge in probability to the true change points (Definition 1) under mild assumptions on the distribution of the covariates $(x_t, z_t)$, distribution of the noise $\varepsilon_t$ and the minimal distance between two change points $t^*_{k+1} - t^*_k$ (see [111] for details). Additional asymptotic properties are also provided [16, 111, 115], for instance the asymptotic distribution of the change point locations and the limiting distribution of $V(\hat{t}_K)$ (which can be used to design a statistical test).

**Remark 3 (Least absolute deviation).** The cost function (13) is sometimes replaced by the sum of the absolute deviations [7, 11]:

$$c_{\text{linear}, L_1}(y_a..b) := \min_{u \in \mathbb{R}^p, v \in \mathbb{R}^q} \sum_{t=a+1}^{b} |y_t - x'_t u - z'_t v|.$$  

(14)

Theoretically, asymptotic consistency of change point estimates still holds. Using this cost also provides better performance for certain noise distributions [72, 99]. (Nevertheless, the least square function is more efficient for a zero-mean Gaussian i.i.d. noise.) However, practically, it is computationally intensive to solve this minimization problem.

Practically, this model is often applied on economic and financial data [6–8]. More recently, this model has for instance been used to show that the predictive linear model of stock returns can change abruptly [110]. In addition, breaks in the "comovement" of several economic parameters of the G-7 growth have been investigated using the linear model [43]. In [14], it has been applied on panel data.

**Example 4 (Autoregressive model).** Piecewise autoregressive models falls into the general formulation of linear models. Indeed, by setting $x_t = [y_{t-1}, y_{t-2}, \ldots, y_{t-p}]$ in the linear model (12) and
removing the term $z^tv$ (yielding a pure structural change model), the signal $y$ is in effect piecewise autoregressive with order $p$. The resulting cost function, denoted $c_{AR}(\cdot)$ is able to detect shifts in the autoregressive coefficients of a process \cite{13, 31}. Piecewise autoregressive processes are a special case of time-varying ARMA processes. Theoretical consistency guarantees hold even if the noise $\varepsilon_t$ is correlated, for instance a moving-average process \cite{13, 115}. Therefore, in practice, change point detection can be applied on full ARMA processes.

The piecewise autoregressive model has been applied on piecewise weakly stationarity signals, such as EEG/ECG time series \cite{115}, functional magnetic resonance imaging (fMRI) time series \cite{104} and speech recognition tasks \cite{2}.

### 3.3. Kernel change point detection

Change point detection can be performed on a high-dimensional mapping of the original signal, implicitly defined by a kernel function \cite{4, 42, 59, 62}. This technique is central to many machine learning developments such as support vector machine or clustering \cite{56, 120}.

The original signal $y$ is mapped onto a reproducing Hilbert space (RKHS) $\mathcal{H}$ associated with a kernel function $k(\cdot, \cdot) : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}$. The related mapping function $\phi : \mathbb{R} \rightarrow \mathcal{H}$ is implicitly defined by

\[
\phi(y_t) = k(y_t, \cdot) \in \mathcal{H} \quad \text{and} \quad \langle \phi(y_s) | \phi(y_t) \rangle_{\mathcal{H}} = k(y_s, y_t)
\]

for any samples $y_s, y_t \in \mathbb{R}^d$. The RKHS norm $\| \cdot \|_{\mathcal{H}}$ is also implicitly defined by

\[
\| \phi(y_t) \|^2_{\mathcal{H}} = k(y_t, y_t).
\]

Intuitively, the signal is expected to become piecewise constant once mapped to this high-dimensional (possibly infinite dimensional) feature space $\mathcal{H}$. This is for instance true for a signal of independent random variables with piecewise constant distribution (described in (7)), under some assumptions on the kernel $k(\cdot, \cdot)$ (see Remark 4). The objective is then to detect mean-shifts in the embedded signal. The related cost function measures the "average scatter" \cite{59} and is given by

\[
c_{\text{kernel}}(y_{a..b}) := \sum_{t=a+1}^{b} \| \phi(y_t) - \bar{\mu}_{a..b} \|^2_{\mathcal{H}}
\]

where $\bar{\mu}_{a..b} \in \mathcal{H}$ is the empirical mean of the embedded signal $\{ \phi(y_t) \}_{t=a+1}^b$. Thanks to the well-known "kernel trick", the explicit computation of the mapped data samples is not required. Indeed, after simple algebraic manipulations, the kernel cost function (17) can be rewritten:

\[
c_{\text{kernel}}(y_{a..b}) = \sum_{t=a+1}^{b} k(y_t, y_t) - \frac{1}{b-a} \sum_{s,t=a+1}^{b} k(y_s, y_t).
\]

Any kernel can be plugged into this expression \cite{56, 57}, but the most common kernel is the Gaussian kernel (or radial basis function):

\[
c_{\text{rbf}}(y_{a..b}) := (b-a) - \frac{1}{b-a} \sum_{s,t=a+1}^{b} \exp(-\gamma \| y_s - y_t \|^2)
\]

where $\gamma > 0$ is the so-called bandwidth parameter. Using the linear kernel in this context is formally equivalent to using the quadratic error loss $c_{L_2}(\cdot)$ described in Example 1 for piecewise constant signals.
Remark 4 (Probability measures and RKHS embeddings). Under certain conditions on the kernel \( k(\cdot, \cdot) \), the mapping \( \phi(\cdot) \) transforms piecewise i.i.d. signals into piecewise constant signals (in the feature space \( H \)). Here, we assume that the kernel \( k(\cdot, \cdot) \) is translation invariant, meaning that \( k(y_s, y_t) = \psi(y_s - y_t) \forall s, t \), where \( \psi \) is a bounded continuous positive definite function on \( \mathbb{R}^d \) [126, Assumption 1].

Let \( \mathbb{P} \) denote a probability distribution defined over \( \mathbb{R}^d \). Then there exists a unique element \( \mu_\mathbb{P} \in H \) [126, Theorem 7], called the mean embedding (of \( \mathbb{P} \)), such that
\[
\mu_\mathbb{P} = \mathbb{E}_{X \sim \mathbb{P}} [\phi(X)].
\] (20)

In addition, the mapping \( \mathbb{P} \mapsto \mu_\mathbb{P} \) is injective. In other words,
\[
\mu_\mathbb{P} = \mu_\mathbb{Q} \iff \mathbb{P} = \mathbb{Q}.
\] (21)

where \( \mathbb{Q} \) denotes a probability distribution defined over \( \mathbb{R}^d \).

Intuitively, it follows from Equation 20 that any \( \mathbb{R}^d \)-valued random variable \( X \sim \mathbb{P} \) is mapped by \( \phi(\cdot) \) to a \( H \)-valued random variable with mean equal to \( \mu_\mathbb{P} \), the mean embedding of \( \mathbb{P} \). Moreover, because this mean embedding is injective, two random variables with different distributions are mapped to two random variables with different means. To put it another way, a piecewise i.i.d. signal is mapped by \( \phi(\cdot) \) to a random signal with piecewise constant mean. As a consequence, distribution changes in the original space are transformed into mean-shifts in the feature space \( H \).

Theoretically, the asymptotic consistency of the change point estimates has not been proven in the literature (except if the kernel is linear). A result on the convergence of the sum of costs \( V(t_K) \) to \( V(t^*) \) can be found in [4].

To sum-up, kernel change point detection is a non-parametric and model-free method. It can be used in the general setting where the signal to segment is piecewise i.i.d. without prior knowledge on the form of the underlying distribution. This method was shown to be competitive in many different settings without much tuning. For instance, the cost function (17) was applied on physiological data streams such as the Brain-Computer Interface (BCI) [59] and on a video time series segmentation task [4].

3.4. Mahalanobis-type metric

The quadratic error loss (9), adapted for detecting mean-shifts (Examples 1), can be replaced by a Mahalanobis-type pseudo-metric. In the context of change point detection, it has been used along with a metric learning algorithm [87] to adapt the metric to the considered signal. This is also a common occurrence in clustering methods [40, 64, 133].

Formally, for any symmetric positive semi-definite matrix \( M \in \mathbb{R}^{d \times d} \), the associated pseudo-metric \( \| \cdot \|_M \) is given by:
\[
\| y_t - y_s \|_M^2 := (y_t - y_s)^T M (y_t - y_s)
\] (22)
for any two samples \( y_s, y_t \). The resulting cost function is defined as follows:
\[
c_M(y_{a..b}) := \sum_{t=a+1}^{b} \| y_t - \bar{y}_{a..b} \|_M^2
\] (23)
where $\bar{y}_{a..b}$ is the empirical mean of the sub-signal $y_{a..b}$.

Original, the metric matrix $M$ was set equal to the inverse of the covariance matrix, yielding the Mahalanobis metric [98]:

$$M = \hat{\Sigma}^{-1}$$

(24)

where $\hat{\Sigma}$ is the empirical covariance matrix of the signal $y$.

Intuitively, measuring distances with the pseudo-norm $\|\cdot\|_M$ is equivalent to applying a linear transformation on the data and using the regular (Euclidean) norm $\|\cdot\|$ . Indeed, decomposing the matrix $M = U^T U$ yields:

$$\|y_t - y_s\|^2_M = \|U y_t - U y_s\|^2 .$$

(25)

The matrix $M$ (or equivalently $U$) must be designed to better highlight the change points to detect [87].

Using a Mahalanobis-type metric only involves linear treatments of the samples. One way to introduce non-linearity is to combine it with a kernel-based transformation. Practically, for a given kernel function $k(\cdot, \cdot) : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}$ and its associated mapping $\phi(\cdot) : \mathbb{R}^d \mapsto \mathcal{H}$ onto the RKHS $\mathcal{H}$, the Mahalanobis-type metric $\|\cdot\|_{\mathcal{H},M}$ in the feature space $\mathcal{H}$ is defined by

$$\|\phi(y_s) - \phi(y_t)\|^2_{\mathcal{H},M} = (\phi(y_s) - \phi(y_t))^T M (\phi(y_s) - \phi(y_t))$$

(26)

where $M$ is a (possibly infinite dimensional) symmetric positive semi-definite matrix defined on $\mathcal{H}$. The resulting cost function is given by

$$c_{\mathcal{H},M}(y_{a..b}) := \sum_{t = a+1}^{b} \|y_t - \bar{y}_{a..b}\|^2_{\mathcal{H},M}$$

(27)

### 3.5. Summary of cost functions

| Name                      | $c(y_{a..b})$                                                                 | Parameters                                                                 |
|---------------------------|------------------------------------------------------------------------------|----------------------------------------------------------------------------|
| $c_{\text{KL}}$ (8)       | $- \sum_{y \in \mathcal{Y}} p(y) \log f(y; \theta)$                        | $\theta$: changing parameter; density function: $f(\cdot; \theta)$         |
| $c_{\text{KL}}$ (9)       | $\sum_{t=a+1}^{b} \|y_t - \bar{y}_{a..b}\|^2$                              | $\bar{y}_{a..b}$: empirical mean of $y_{a..b}$                             |
| $c_{\text{Cov}}$ (10)     | $\log \det \hat{\Sigma}_{a..b}$                                           | $\hat{\Sigma}_{a..b}$: empirical covariance of $y_{a..b}$                |
| $c_{\text{linear}}$ (11)  | $-(b - a) \bar{y}_{a..b} \log \bar{y}_{a..b}$                             | $\bar{y}_{a..b}$: empirical mean of $y_{a..b}$                             |
| $c_{\text{linear}}$ (12)  | $\min_{u \in \mathbb{R}^p} \sum_{t=a+1}^{b} (y_t - x_t u - z_t v)^2$      | $x_t \in \mathbb{R}^p$, $z_t \in \mathbb{R}^q$: covariates              |
| $c_{\text{linear}}$ (13)  | $\sum_{t=a+1}^{b} \|y_t - x_t u - z_t v\|^2$                              | $x_t \in \mathbb{R}^p$, $z_t \in \mathbb{R}^q$: covariates              |
| $c_{\text{RBF}}$ (14)     | $\min_{u \in \mathbb{R}^p} \sum_{t=a+1}^{b} (y_t - x_t u)^2$              | $x_t = [y_{t-1}, y_{t-2}, \ldots, y_p - b]$ lagged samples               |
| $c_{\text{RBF}}$ (15)     | $\sum_{t=a+1}^{b} k(y_t, y_{t-1}) - \frac{1}{(b-a)} \sum_{t=a+1}^{b} k(y_{t-1}, y_t)$ | $k(\cdot, \cdot) : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}$, kernel function |
| $c_{\text{RBF}}$ (16)     | $(b - a) - \frac{1}{(b-a)} \sum_{t=a+1}^{b} \exp(-\gamma \|y_t - y_{t-1}\|^2)$ | $\gamma > 0$: bandwidth parameter                                         |
| $c_{\text{RM}}$ (17)      | $\sum_{t=a+1}^{b} \|y_t - \bar{y}_{a..b}\|^2_M$                          | $M \in \mathbb{R}^{d \times d}$: positive semi-definite matrix           |
| $c_{\text{RM}, M}$ (18)   | $\sum_{t=a+1}^{b} \|y_t - \bar{y}_{a..b}\|^2_{\mathcal{H},M}$           | $M$: positive semi-definite matrix (in the feature space $\mathcal{H}$)    |

Table 1: Summary of cost functions

A summary of the described cost functions is displayed in Table 1.
4. Search methods with a fixed $K$

We now present the algorithmic methods to solve (exactly or approximately) the discrete change point detection optimization problem (5) when the number of change points to detect is fixed to $K$. Denote by $\hat{t}_K(y)$ the minimizer of the contrast function $V(\cdot)$ that contains $K$ change points. Namely,

$$\hat{t}_K(y) := \arg \min_{|t|=K} V(t, y).$$ (28)

The optimal change point set $\hat{t}_K(y)$ is denoted $\hat{t}_K$ when it is obvious from the context that it refers to the signal $y$.

4.1. Optimal detection

Change point detection with a known number of changes $K$ (5) is a discrete optimization problem over the set of indexes of $\{1, \ldots, T\}$. The set of all possible combinations of indexes has a cardinal of $\binom{T-1}{K}$; this makes an exhaustive search impossible. However, a more efficient method based on dynamic programming is available. Historically, it was introduced for a non-related problem [23] and later applied to change point detection [18, 58, 75]. In the following, the dynamic programming change point detection method is referred to as Opt.

Practically, dynamic programming relies on the additive nature of the objective function $V(\cdot)$. Roughly, it consists in recursively solving sub-problems and rests on the following observation:

$$\min_{|t|=K} V(t, y = y_0..T) = \min_{0=t_0<t_1<\cdots<t_K+1=T} \sum_{k=0}^{K} c(y_{t_k-t_{k+1}})$$

$$= \min_{t \leq T-K} \left[ c(y_0..t) + \min_{t=t_0<t_1<\cdots<t_{K-1}<t_K=T} \sum_{k=0}^{K-1} c(y_{t_k..t_{k+1}}) \right]$$

Intuitively, Equation 29 means that the first change point of the optimal segmentation is easily computed if the optimal partitions with $K-1$ elements of all sub-signals $\{y_s\}_{t}^{T}$ are known. The complete partition is then computed by recursively applying this observation. Note that Opt solves exactly the change point detection problem (5) (when $K$ is known). When combined with the quadratic error cost function (Example 1), the complexity of Opt is $\mathcal{O}(KT^2)$ [18, 76]. More complex cost functions increase computational complexity. The detailed algorithm can be found in Section 9 (Algorithm 1).

The optimal change point detection method Opt is applied on biological sequences (EEG recordings in [88, 90], tree growth monitoring [58] for instance) and financial time-series [89]. Since its algorithmic complexity is quadratic, signals on which Opt is applied are relatively short with around a hundred samples.

4.1.1. Extensions

Several extensions have been proposed in the literature to reduce the computational burden of Opt. The proposed methods still find the optimal set of change points $\hat{t}_K$. 


- The “pruned optimal dynamic programming” procedure [118] is an extension of Opt that relies on a pruning rule to discard indexes that can never be change points. Thanks to this trick, the set of potential change point indexes is reduced. All described cost functions can be plugged into this method. As a result, longer signals can be handled, for instance long array-based DNA copy number data (up to $10^6$ samples, with the quadratic error cost function) [118]. However, worst case complexity remains of the order of $O(KT^2)$.

- The “forward dynamic programming” is described in [58]. While Opt only computes the optimal partition which minimizes the sum of costs $V(\cdot)$, the “forward dynamic programming” computes the top $L$ ($L \geq 1$) most probable partitions (with lowest sum of costs). The algorithm is detailed for cost functions of the form (8), which detect change in the distribution of piecewise i.i.d. random variables. The computational complexity is $O(LKT^2)$ where $L$ is the number of computed partitions. This procedure is designed as a diagnostic tool: change points present in many of the top partitions are considered very likely, while change points present in only a few of the top partitions might not be as relevant. Thanks to “forward dynamic programming”, insignificant change points are trimmed and overestimation of the number of change point is corrected [58], at the expense of a higher computational burden. It is applied to tree growth monitoring time series [58] that are relatively short with around a hundred samples.

4.2. Window sliding

Window-sliding algorithm (referred to as Win in the following) is a fast approximate alternative to Opt. This scheme relies on single change point detection procedures and extends it to find multiple change points. Algorithmically, two adjacent windows slide along the signal. The discrepancy between the first window and the second window is computed. For a given cost function $c(\cdot)$, the discrepancy between two sub-signals is of the form
\[
d(y_{a..t}, y_{t..b}) = c(y_{a..b}) - c(y_{a..t}) - c(y_{t..b}) \quad (1 \leq a < t < b \leq T).
\]
When the two windows cover dissimilar segments, the discrepancy reaches large values and a change point is detected. Methods from the literature also use discrepancy measures that stem from a two-sample test setting (see Remark 5). The two standpoints are often equivalent: for instance, using $c_{L2}$, $c_{i.i.d.}$ or $c_{kernel}$ is respectively equivalent to applying a Student t-test, a generalized likelihood ratio (GLR) test and a kernel Maximum Mean Discrepancy (MMD) test [56, 57]. Certain homogeneity tests however are not derived from a well-designed cost function. In the context of single change point detection, examples of such tests include rank-based procedures [38, 94, 97], kernel Fisher discriminants [62, 63, 103], density ratio [74], etc.

**Remark 5 (Two-sample test).** A two-sample test (or homogeneity test) is a statistical hypothesis testing procedure designed to assess whether two populations of samples are identical in distribution. Formally, consider two sets of i.i.d. $\mathbb{R}^d$-valued random samples $\{x_t\}$ and $\{z_t\}$. Denote by $P_x$ the distribution function of the $x_t$ and by $P_z$, the distribution function of the $z_t$. A two-sample test procedure compares the two following hypotheses:
\[
H_0 : P_x = P_z \quad H_1 : P_x \neq P_z.
\]
A general approach is to consider a probability (pseudo)-metric $d(\cdot, \cdot)$ on the space of probability distributions on $\mathbb{R}^d$. Well-known examples of such a metric include the Kullback-Leibler divergence, the Kolmogorov-Smirnov distance, the Maximum Mean Discrepancy (MMD), etc. Observe that, under the null hypothesis, $d(P_x, P_z) = 0$. The testing procedure consists in computing the empirical estimates $\hat{P}_x$ and $\hat{P}_z$ and rejecting $H_0$ for “large” values of the statistics $d(\hat{P}_x, \hat{P}_z)$.

This is a general formulation which is difficult because it relies on a consistent estimation of arbitrary distributions from a finite number of samples. Additional assumptions can be made on the distribution functions that yield simpler problems: for instance, Gaussian assumption [22, 32, 33], exponential family assumption [50, 114], etc. In the more complex non-parametric setting, the distributions are only assumed to be continuous. They are not directly estimated; instead, the statistics $d(\hat{P}_x, \hat{P}_z)$ is computed [38, 57, 63, 95].

In the context of single change point detection, the two-sample test setting is adapted to assess whether a distribution change has occurred at some instant in the input signal. Practically, for a given index $t$, the homogeneity test is performed on the two populations $\{y_s\}_{s \leq t}$ and $\{y_s\}_{s > t}$. The estimated change point location is given by

$$\hat{t} = \arg \max_t d(\hat{P}_{\leq t}, \hat{P}_{> t})$$

where $\hat{P}_{\leq t}$ and $\hat{P}_{> t}$ are the empirical distributions of respectively $\{y_s\}_{s \leq t}$ and $\{y_s\}_{s > t}$.

In the offline setting, the complete discrepancy curve is computed and a peak search procedure is performed to find change point indexes. The Win algorithm is detailed in Algorithm 4; a schematic view is displayed on Figure 2.

The main benefits of Win are its low complexity (linear when used with $c_{L_2}$) and ease of implementation. In addition, any single change point detection method can be plugged into this scheme. An extensive literature is available in which asymptotic distributions of the discrepancy (for several cost functions) [32, 57, 63, 94, 97]; this is useful to find suitable thresholds in the peak search procedure. Nevertheless, Win is often unstable because the single change point
Step 0
Step 1
Step 2

Figure 3: Schematic example of BinSeg

detection is performed on small regions (the window), lowering its statistical power [47, 59, 73].
Win has been applied in numerous settings with many different cost functions. For instance, it
has been applied on biological signals [28, 47, 63, 73, 131], on network data [94, 97], on speech
time series [1, 42, 63] and on financial time series [22, 34, 78].

4.3. Binary segmentation

Binary segmentation (referred to as BinSeg in the following) is a well-known fast and
approximate alternative to Opt [123]. In the context of change point detection, BinSeg is
one of the most used methods because of its conceptual simplicity and ease of implementa-
tion [33, 81, 106]. BinSeg is a greedy sequential algorithm: at each iteration \( k \geq 1 \), detection of a single change
point is performed and an estimate \( \hat{t}(k) \) is produced. (In the following, the superscript \( (k) \) refers
to \( k \)-th step of a sequential algorithm.)
The first change point estimate \( \hat{t}(1) \) is given by
\[
\hat{t}(1) := \arg \min_{1 \leq t < T-1} \frac{c(y_{0:t}) + c(y_{t:T})}{V(t = \{t\})}.
\]
(33)

This operation is “greedy”, in the sense that it searches the change point that lowers the most
the sum of costs. The signal is then split in two at the position of \( \hat{t}(1) \); the same operation is
repeated on the resulting sub-signals until no further change point is detected. Formally, after \( k \)
steps of BinSeg, the next change point estimate \( \hat{t}(k+1) \) belongs to one of the \( k + 1 \) sub-segments
of the original signal and given by
\[
\hat{t}(k+1) := \arg \min_{t \notin \{\hat{t}(1), \ldots, \hat{t}(k)\}} V(\{\hat{t}(1), \ldots, \hat{t}(k)\} \cup \{t\}).
\]
(34)
Since the number of change points \( K \) is known, BinSeg needs \( K \) steps to estimate the indexes. The greedy detection step (33) can be formulated as a two-sample testing procedure (see Remark 5). The two standpoints are often equivalent but certain homogeneity tests however are not derived from a well-designed cost function (see comments in Section 4.2). A schematic view of the algorithm is displayed on Figure 3; an implementation can be found in Section 9 (Algorithm 2). The complexity of BinSeg is \( O(T \log T) \) for the quadratic error loss \( c_{L_2} \) (9). Theoretically, BinSeg is proven to produce asymptotically consistent estimates under the mean-shift model (Example 1) with the quadratic error \( c_{L_2} \) [9, 130]. A more recent result states that BinSeg is only consistent when the minimum spacing between any two adjacent change-points is of order greater than \( T^{3/4} \) [52].

In general, BinSeg’s output is only an approximation of the optimal estimates (the output of Opt). As argued in [9, 81], the issue is that the estimated change points \( \hat{t}^{(k)} \) are not estimated from homogeneous segments and each estimate depends on the previous ones. Change points that are close are imprecisely detected especially [72].

Applications of BinSeg range from financial time series [9, 32, 33, 52, 92] to context recognition for mobile devices [67] and array-based DNA copy number data [106, 112].

4.3.1. Extensions

Several extensions of BinSeg have been proposed to improve detection accuracy. Indeed, small segments tend to be overlooked by BinSeg [9, 106]. However, these adaptations often come at the expense of implementation ease.

- Circular binary segmentation [106] is a well-known extension of BinSeg. This method is also a sequential detection algorithm that splits the original at each step. Instead of searching for a single change point in each sub-signal, circular binary segmentation searches two change points. Within each treated sub-segment, it assumes a so-called “epidemic change model”: the parameter of interest shifts from one value to another at the first change point and returns to the original value at the second change point. The algorithm is dubbed “circular” because, under this model, the sub-segment has its two ends (figuratively) joining to form a circle.

Practically, this method is used to detect changes in the mean of array-based DNA copy number data [86, 106, 132] (with the quadratic error cost function 9). A faster version of the original algorithm is described in [128].

- Another extension of BinSeg is the wild binary segmentation algorithm [52]. In a nutshell, a single point detection is performed on multiple intervals with start and end points that are drawn uniformly. Small segments are likely to contain at most one change but have lower statistical power, while the opposite is true for long segments. After a proper weighting of the change score to account for the differences on sub-signals’ length, the algorithm returns the most “pronounced” ones, i.e. those that lower the most the sum of costs. An important parameter of this method is the number of random sub-segments to draw; its calibration is discussed Wild binary search is used to detect mean-shifts of univariate piecewise constant signals (up to 2000 samples) [52].

4.4. Bottom-up segmentation

Bottom-up segmentation is the natural counterpart of BinSeg. It is referred to as BotUp in the following. This algorithm is also a sequential segmentation method that approximates the
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exact change point detection [34, 51, 77]. Contrary to BinSeg, BotUp starts by splitting the original signal in many small sub-signals and sequentially merges them until there remain only $K$ change points. At every step, all potential change points (indexes separating adjacent sub-segments) are ranked by the discrepancy between the segments they separate. Change points with the lowest discrepancy are then deleted, meaning that the segments they separate are merged. Recall that (see Section 4.2 and Equation 30), for a given cost function $c(\cdot)$, the discrepancy between two sub-signals is of the form

$$d(y_{a..t}, y_{t..b}) = c(y_{a..b}) - c(y_{a..t}) - c(y_{t..b}) \quad (1 \leq a < t < b \leq T).$$

(35)

It is related to the decrease in the sum of costs $V(\cdot)$ the change point is responsible for. As is the case for BinSeg, two-sample tests (Remark 5) can also be used to provide a similar measure of discrepancy (Equation 32).

BotUp is often dubbed a "generous" method, by opposition to BinSeg, which is "greedy" [77]. A schematic view of the algorithm is displayed on Figure 4; an implementation can be found in Section 9 (Algorithm 3).

Its benefits are its linear computational complexity (in the number of samples $T$, for the quadratic error cost) and conceptual simplicity. However, several downsides exist. First, if a true change point does not belong to the original set of indexes, BotUp never considers it. Moreover, in the first iterations, the merging procedure (35) can be unstable because it is performed on small segments, for which statistical significance is smaller. In the literature, BotUp is somewhat less studied than its counterpart, BinSeg: no theoretical convergence study is available. It has been applied on speech time series to detect mean and scale shifts [34]. Besides, the authors of [77] have found that BotUp outperforms BinSeg on ten different data sets such as physiological signals (ECG), financial time-series (exchange rate), industrial monitoring (water levels), etc.
5. Search methods with a penalty

We now present the strategies to estimate the number and locations of change points when their number \( K \) is unknown. In particular, we provide insights on how to choose the penalty function \( \text{pen}(\cdot) \) and the penalty level \( \beta \), and then on how to solve the related optimization problem (6).

5.1. \( l_0 \) penalty

The \( l_0 \) penalty (or linear penalty) is arguably the most popular choice of penalty [81]. First introduced in [68] and later in [134, 135], it was then studied under more general assumptions [24–26]. Formally, the \( l_0 \) penalty is denoted by \( \text{pen}_{l_0} \) and is given by

\[
\text{pen}_{l_0}(t) := \beta |t|
\]

(36)

where \( \beta > 0 \) controls the trade-off between complexity and goodness-of-fit. Intuitively, it balances the decrease of the sum of costs \( V(\cdot) \) that arises when more and more change points are allowed. This formulation generalizes several popular criterion from the literature such as BIC and AIC (see Example 5).

**Example 5** (Bayesian Information Criterion (BIC) and Akaike Information Criterion (AIC)). The well-known BIC and AIC criteria are special cases of the \( l_0 \) penalty (36). Assume a piecewise i.i.d. model for the signal \( y \) (see Section 3.1). Upon setting \( c = c_{i.i.d.} \), the constrained likelihood which leads to BIC can be formulated for a given set of change points \( t \) as follows:

\[
2V(t) + p \log T |t|
\]

(37)

where \( p \) is the dimension of the parameter space (\( p = 1 \) for a univariate change in mean, \( p = 2 \) for a univariate change in mean and scale,...). BIC is therefore equivalent to the linearly penalized change point detection (36) upon setting \( \beta = p/2 \log T \):

\[
\text{pen}_{BIC}(t) := \frac{p}{2} \log T |t|
\]

(38)

Similarly, under the mean-shift model (with fixed variance), with \( c = c_{L_2} \), the BIC penalty [121, 134] is

\[
\text{pen}_{BIC,L_2}(t) := \sigma^2 \log T |t|.
\]

(39)

The same holds for AIC, for which

\[
\text{pen}_{AIC,L_2}(t) := \sigma^2 |t|.
\]

(40)

AIC is a generalization of the also well-known Mallows’ \( C_p \) [101].

Theoretically, consistency of the change point estimates can be proven in certain situations. The most studied model is the mean-shift model for which the estimated number of change points and change point fractions converge in probability asymptotically under various assumptions:

- in the noiseless setting, if the penalty value \( \beta \) converges at an appropriate rate to zero [26],
- if the noise is Gaussian white noise and \( \text{pen} = \text{pen}_{BIC,L_2} \) [134].
• if the noise is a second order stationary process (with appropriately decreasing autocorrelation function) and the penalty level $\beta$ is slowly diverging to infinity (slower than $T$) [90, 91].

A recent result states the consistency of the linearly penalized change point estimates for $c = c_{\text{kernel}}$ for penalty values $\beta$ converging to 0 at the speed of $1/T$ [55]. Theoretical results for other cost functions (most notably $c_{\text{i.i.d.}}$) only deals with the convergence of the sum of costs to its true value [134, 135]; no results are available about the consistency of the change point estimates.

5.1.1. Implementation

A naive heuristics to solve the linearly penalized change point detection is to apply $\text{Opt}$ for $K = 1, \ldots, K_{\text{max}}$ for a sufficiently large $K_{\text{max}}$. Then choose among the computed partitions the one that minimizes the penalized problem. This approach would prove computational cumbersome because of the quadratic complexity of the resolution method $\text{Opt}$. Fortunately a faster method exists with far lower complexity. The algorithm $\text{Pelt}$ (Pruned Exact Linear Time) was introduced to find the exact solution of (6) with $\text{pen} = \text{pen}_{\text{opt}}$ [81]. This approach considers each sample sequentially and, thanks to an explicit pruning rule, may or may not discard it from the set of potential change points. This results in a considerable speed-up: under the assumption that regime lengths are randomly drawn from a uniform distribution, the complexity of $\text{Pelt}$ is of the order $O(T)$. However, as argued in [52], this set-up is unrealistic as it produces shorts segments. Nevertheless, in practice, this method is orders of magnitude faster than the naive heuristics previously described [69, 81]. The detailed algorithm can be found in Section 9 (Algorithm 5).

An extension of $\text{Pelt}$ is described in [65] to solve the linearly penalized change point detection for a range of penalty values $[\beta_{\text{min}}, \beta_{\text{max}}]$.

When using $\text{Pelt}$, the only parameter to calibrate is the penalty level $\beta$. Small values encourage partitions with many change points, while large values make $\text{Pelt}$ sensitive only to significant changes. Theoretical results (in an asymptotic setting) suggest that $\beta$ should at least depend on the number of samples and the dimension of the signal. BIC, AIC and Mallow’s $C_p$ (see Example 5) are statistical procedures to set the value of the penalty. However, in practice, numerical experiments have demonstrated that they significantly overestimate the number of change points [58, 69, 135].

There are also several heuristics in the literature. In [92, 112] $\text{Opt}$ is applied several times on one training signal to find a suitable $\beta$ that can be used to segment new signals. An adapted cross-validation procedure is described in [3] and [25] proposes another method based on the slope heuristics.

A different route is taken by [69]. They propose a supervised procedure: the chosen penalty value is the one that minimizes the segmentation error on an annotated set of signals. However, it requires to perform several times the optimal change point detection $\text{Opt}$ on each signal, which proves to be computationally heavy.

The main application of $\text{Pelt}$ is DNA sequence data [69, 70, 135, 137] (with the cost function $c_{L_2}$). It has also been applied to financial time-series [92] and oceanographic data [81], where the exact penalized change point has been shown to outperform faster heuristics like $\text{BinSeg}$. 
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5.2. l₁ penalty

To further lower the computational cost of change point detection with a linear penalty, an alternative formulation has been proposed in which the $l_0$ penalty is relaxed to a $l_1$ penalty [60, 129]. The same reasoning is central to many developments in machine learning, for instance sparse regression, compressive sensing, sparse PCA, dictionary learning [64]. In numerical analysis and image denoising, this penalty is also known as the total variation regularizer [61, 122, 129].

This strategy has been introduced to detect mean-shifts in piecewise constant signals with Gaussian noise (see Example 1); the related function is $c_{L_2}$. Under this setting, the change point optimization problem (6) is rewritten as follows:

$$
\min_t V(t) + \beta \sum_{k=1}^{t} \left\| \bar{y}_{t_{k-1} \ldots t_k} - \bar{y}_{t_{k} \ldots t_{k+1}} \right\|_1
$$  \hspace{1cm} (41)

where $\bar{y}_{t_{k-1} \ldots t_k}$ is the empirical mean of sub-signal $y_{t_{k-1} \ldots t_k}$. The $l_1$ is then given by

$$
\text{pen}_{l_1}(t) := \beta \sum_{k=1}^{t} \left\| \bar{y}_{t_{k-1} \ldots t_k} - \bar{y}_{t_{k} \ldots t_{k+1}} \right\|_1.
$$  \hspace{1cm} (42)

In [60, 129], the authors show that it is in fact equivalent to a convex optimization problem (known in other contexts as total variation denoising). Introduce the matrices $Y := [y_1, \ldots, y_T]' \in \mathbb{R}^{T \times d}$ and $S \in \mathbb{R}^{T \times T-1}$ given by

$$
S_{ij} := \begin{cases} 
1 & \text{if } i > j, \\
0 & \text{if } i \leq j.
\end{cases}
$$  \hspace{1cm} (43)

Let $\bar{Y}$ and $\bar{S}$ denote the matrices obtained from $Y$ and $S$ by centering each column. Then the change point detection problem (41) with $l_1$ penalty is equivalent to

$$
\min_{\Delta \in \mathbb{R}^{(T-1) \times d}} \left\| \bar{Y} - \bar{S}\Delta \right\|^2 + \beta \sum_{t=1}^{T-1} \left\| \Delta_t \right\|_1.
$$  \hspace{1cm} (44)

The estimated change point indexes are the support rows (i.e. the rows that are non-zero) of $\Delta$. The matrix $\Delta$ is the “jump matrix”: it contains the locations and the amplitudes of the mean-shifts of the signal $S\Delta$. This problem (44) is an instance of the well-known Lasso (for “least absolute shrinkage and selection operator”) regression [64, 127] with design matrix $\bar{S}$. Intuitively, the $l_1$ penalty shrinks many coefficients to zero, which in this context means that it favours piecewise constant approximations of $y$. The higher the penalty value $\beta$ is, the less change points are allowed.

Algorithmically, the optimization is carried out with the least-angle regression (Lars) [45]. This method has a complexity of $O(T \log T)$, where an upper bound on the number of change points is known.

From a theoretical standpoint, the estimated change point fractions are asymptotically consistent [61]. This result is proven for an appropriately converging sequence of penalty values $\beta$. 
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In particular, the number of change points is also correctly estimated (asymptotically). This consistency property is obtained even though the design matrix $\bar{S}$ does not verify classical assumptions from the Lasso regression framework (such as the irrepresentable condition) [61]. In practice, there is no method to calibrate the regularization parameter $\beta$. Only a "trial and error" or cross-validation procedures are used in the literature [2, 129]. The $l_1$ penalized change point detection has been extended to deal with changes in autoregressive coefficients of a piecewise stationary signal [2] (the related cost function is $c_{AR}$, see Example 4). In [129] the $l_1$ regularization (44) is replaced with a $l_2$ penalty (the so-called Tikhonov regularization). The consistent of the first change point index is proven as the dimension $d$ of the signal diverges to infinity (for a fixed number of samples $T$).

To summarize, $l_1$ penalty was introduced to detect mean-shifts when the number of change points is unknown. It was later extended to deal with abruptly changing autoregressive coefficients. Main applications include array-based DNA copy number data [70, 129] and speech signals [2].

5.3. Other penalties

Several other penalty functions an be found in the literature. In general, they stem from theoretical considerations, under the mean-shift model with the cost function $c_{L_2}$, and are complex to use in practice. The modified BIC criterion [137] is a penalty which depends not only on the number of change points but also on the lengths of their distances from each other:

$$\text{pen}_{mBIC}(t) := 3|t| \log T + \sum_{k=0}^{\lfloor t_{k+1} - t_k \rfloor} \log \left( \frac{t_{k+1} - t_k}{T} \right).$$ (45)

The second term of $\text{pen}_{mBIC}$ favours evenly spaced change points; it reaches its maximum when indexes are close to each other, for instance $t_1 = 1, t_2 = 2, \ldots$. In practice, the associated change point detection problem is not tractable and therefore this penalty is approximated by the linear penalty $\text{pen}_{l_0}$.

In [93], a model selection procedure for univariate piecewise constant signals leads to the following function:

$$\text{pen}_{Leb}(t) := \frac{|t| + 1}{T} \sigma^2 (a_1 \log \frac{|t| + 1}{T} + a_2)$$ (46)

where $a_1$ and $a_2$ are real constants to calibrate and $\sigma^2$ is the noise variance. To perform the associated change point detection task, one must find the optimal partitions with fixed size $K = 1, 2, \ldots, K_{\text{max}}$ for a sufficiently large $K_{\text{max}}$, then find among the computed partitions the one that minimizes the penalized sum of costs. To tune the constants $a_1$ and $a_2$, the authors propose to use cross-validation.

In the situation when the penalty $\text{pen}(\cdot)$ only depends on the cardinal of $t$ and is concave, the penalty can be replaced by a linear penalty function $\text{pen}_{l_0}$ with a suitable penalty value $\beta$ [81]. As a consequence, for this class of penalty functions, change point detection can be performed using Pelt.

6. Bayesian methods

Bayesian methods are an important of the change point detection literature. Those methods can accommodate prior knowledge on the change point location distribution. They are widely
used in certain areas such as speech recognition [116], brain imaging [114], video segmentation [109] and bioinformatics [21, 44, 48]. Bayesian methods generally assume an unobserved discrete state variable $s_t (t = 1, \ldots, T)$ which controls the model producing the data. Change points are indexes where the hidden variable $s_t$ goes from one state to another. The signal $y$ is assumed to be piecewise i.i.d. such that

$$y_t \sim f(\cdot | \theta_{s_t})$$

where $f(\cdot | \theta)$ is the probability distribution of an observation characterized by the parameter $\theta$, $\theta_i$ are emission parameters for an observation in state $i$. The joint probability of the observations is given by

$$\mathbb{P}(y, [s_1, \ldots, s_T]) = \prod_{t=1}^{T} f(y_t | \theta_{s_t}).$$

Bayesian algorithms differ from each other by the prior that is assumed on the state variable $s_t$ distribution and the method that is used to compute the state sequence which best “explains” the observations.

A well studied Bayesian method is the Hidden Markov Model (HMM). General overviews can be found in [29, 116]. The state variable is assumed to be a Markov chain, meaning that the value of $s_t$ only depends on its previous value $s_{t-1}$. This probabilistic description is entirely summarized by a transition matrix $A$ such that

$$A_{ij} = \mathbb{P}(s_t = j | s_{t-1} = i).$$

The HMM is defined by three parameters: the transition matrix $A$, the emission probabilities $f(\cdot | \theta_i)$ and the initial state probabilities $\mathbb{P}(s_1 = \theta_i)$. Change point detection in this context amounts to finding the maximum a posteriori (MAP) state sequence $\hat{s}_1, \ldots, \hat{s}_T$. Computations are usually performed using the Viterbi algorithm or by random sampling methods (such as Monte Carlo Markov Chain, MCMC [46, 48]) if prior distributions on the parameters are provided. Benefits of HMM include state-of-the-art performances on certain applications such as speech processing [29, 104] and the ability to model any piecewise i.i.d. signal. They are also well-understood methods with many available implementations. However, HMM rely on several assumptions that are not verified in many contexts: observations are assumed independent, the emission distribution is parametric, usually a Gaussian mixture, the Markov assumption is not adapted to long segments, for instance. Several related algorithms are developed to overcome those limitations.

Switching linear dynamic models have greater descriptive power than independent emissions [109]. They are applied to the complex task of visual tracking. However the calibration step is significantly more burdensome as there many parameters to tune. The Markov assumption can be relaxed and semi-Markov models are considered [102]. Semi-Markov processes keep track of the length of the current segment and are more suited to model state variables with few change points. Developed by [82] with strong connections to [36], Dirichlet process hidden Markov models are well adapted to perform change point detection. The number of states is implicitly computed and sampling from the posterior distribution is made computationally easy.
7. Summary Table

The literature review is summarized in Table 2. When applicable, each publication is associated with a search method (such as Opt, Pelt, Bin-Seg or Win); this is a rough categorization rather than an exact implementation. We provide a guide to assess computational complexity. Quadratic methods are the slowest and have only one star while linear methods are given three stars. Algorithms for which the number of change points is an explicit input parameter work under the “known $K$” assumption. Algorithms that can be used even if the number of change points is unknown work under the “unknown $K$” assumption. (Certain methods can accommodate both situations.) Some methods are implemented and available online. A detailed summary of libraries can be found in Table 3.
| Publication | Search method | Cost function | Known $K$ | Scalability (w.r.t. $T$) | Package | Additional information |
|------------|---------------|---------------|------------|--------------------------|---------|------------------------|
| Sen and Srivastava [123], Vostrikova [130] | BinSeg | $\mathcal{L}_2$ | ✓ | - | *** | - Bayesian information criterion (BIC) |
| Cappé et al. [29], Rubner [116] | Peht | $\mathcal{L}_2$ | ✓ | ✓ | - | - |
| Bonneville and Nakarova [21] | Opt | $\mathcal{L}_2, \mathcal{L}_1$ | - | - | *** | - single change point |
| Bai [8], Bai and Perron [8] | Opt | $\mathcal{L}_1, \mathcal{L}_2, \mathcal{L}_1$ | - | - | *** | - single change point |
| Yao [134] | Pelt | $\mathcal{L}_2$ | ✓ | - | *** | - Dirichlet process |
| Cappé et al. [29], Rabiner [116] | Bayesian | $\mathcal{L}_2$ | ✓ | - | *** | - HMM |
| Basseville and Nikiforov [22] | Opt | $\mathcal{L}_2, \mathcal{L}_1$ | - | - | *** | - single change point |
| Bai [7] | Opt | $\mathcal{L}_1, \mathcal{L}_2$ | - | - | *** | - single change point |
| Laradli [88] | Opt | $\mathcal{L}_2$ | ✓ | - | *** | - Dirichlet process |
| Chib [96] | Bayesian | $\mathcal{L}_2$ | ✓ | - | *** | - model selection |
| Bai [13] | Opt | $\mathcal{L}_2$ | ✓ | - | *** | - model selection |
| Olshen et al. [106], Venkatraman and Olshen [128] | BinSeg | $\mathcal{L}_2$ | ✓ | - | *** | - model selection |
| Dobler [91] | Opt | $\mathcal{L}_2$ | ✓ | - | *** | - dissimilarity measure (one-class SVM), see Remark 5 |
| Harchaoui and Cappé [19] | Opt | $\mathcal{L}_2, \mathcal{L}_1$ | ✓ | - | *** | - dissimilarity measure (one-class SVM), see Remark 5 |
| Zhang and Segoufin [197] | Peht | $\mathcal{L}_1, \mathcal{L}_2$ | ✓ | - | *** | - dissimilarity measure (one-class SVM), see Remark 5 |
| Harchaoui et al. [60] | Peht | $\mathcal{L}_2$ | ✓ | - | *** | - dissimilarity measure (one-class SVM), see Remark 5 |
| Xia and Goodman [95] | Win | - | ✓ | ✓ | *** | - dissimilarity measure (one-class SVM), see Remark 5 |
| Lévy-Leduc and Bovet [96], Long et al. [97] | Win | $\mathcal{L}_2$ | ✓ | - | *** | - dissimilarity measure (one-class SVM), see Remark 5 |
| Bai [14] | Opt | $\mathcal{L}_2, \mathcal{L}_1$ | ✓ | - | *** | - supervised method to learn a penalty level (penL1) |
| Harchaoui and Joly-Perme [60] | Lasso | $\mathcal{L}_2$ | ✓ | - | *** | - Tikhonov regularization |
| Verzi and Bleekley [139] | Lasso | $\mathcal{L}_2$ | ✓ | - | *** | - Tikhonov regularization |
| Killick et al. [31] | Peht | $\mathcal{L}_2$ | ✓ | - | *** | - Tikhonov regularization |
| Killick et al. [31] | Peht | $\mathcal{L}_2$ | ✓ | - | *** | - Tikhonov regularization |
| Angelosante and Giannakis [2] | Opt | $\mathcal{L}_2, \mathcal{L}_1$ | ✓ | - | *** | - Tikhonov regularization |
| Angelosante and Giannakis [2] | Opt | $\mathcal{L}_2, \mathcal{L}_1$ | ✓ | - | *** | - Tikhonov regularization |
| Hocking et al. [68] | Peht | $\mathcal{L}_2$ | ✓ | - | *** | - supervised method to learn a penalty level (penL1) |
| Fryzlewicz [52] | BinSeg | $\mathcal{L}_2$ | ✓ | - | *** | - supervised method to learn a penalty level (penL1) |
| Lajugie et al. [87] | Opt | $\mathcal{L}_2, \mathcal{L}_1$ | ✓ | - | *** | - supervised method to learn a penalty level (penL1) |
| Lévy-Leduc and Panchal [81] | Pelt | $\mathcal{L}_2$ | ✓ | - | *** | - supervised method to learn a penalty level (penL1) |
| Ko et al. [82] | Bayesian | $\mathcal{L}_2$ | ✓ | - | *** | - supervised method to learn a penalty level (penL1) |
| Garreau and Arlot [55] | Pelt | $\mathcal{L}_2$ | ✓ | - | *** | - supervised method to learn a penalty level (penL1) |
| Lévêque and Bovet [96], Long et al. [97] | Pelt | $\mathcal{L}_2$ | ✓ | - | *** | - supervised method to learn a penalty level (penL1) |

Table 2: Summary table of literature review.
8. Conclusion

In this work, we have reviewed numerous methods to perform change point detection, organized within a common framework. Precisely, all methods are described as a collection of three elements: a cost function, a search method and a constraint on the number of changes to detect. For a given method, we detail the assumed signal model, the associated algorithm, theoretical guarantees (if any) and the application domain.

As was shown above, contributions to this large area of research are diverse: they encompass many different models and operational constraints such precision, complexity, etc. The formal framework for change point detection was introduced to give sense to this significant body of work. This approach is intended to facilitate prototyping of change point detection methods: for a given segmentation task, one can appropriately choose among the described elements to design an algorithm.

Most detection procedures described above are available within the Python language from ruptures (ctruong.perso.math.cnrs.fr/ruptures). The same framework is used to implement the algorithms.

Because of the approach adopted in this work, many methods were left off this review. The reader can find more information in the literature, for instance on Bayesian methods [48, 100], an in-depth theoretical survey [72] and numerical comparisons in controlled settings [44].

9. Algorithms

**Algorithm 1 Algorithm Opt**

**Input:** signal \( \{y_t\}_{t=1}^T \), cost function \( c(\cdot) \), number of regimes \( K \geq 2 \).

**for all** \((u, v)\), \(1 \leq u < v \leq T\)

Initialize \( C_1(u, v) \leftarrow c(\{y_t\}_{t=u}^v) \).

**end for**

**for** \(k = 2, \ldots, K - 1\)

**for all** \(u, v \in \{1, \ldots, T\}\), \(v - u \geq k\)

\[
C_k(u, v) \leftarrow \min_{u+k-1 \leq t < v} C_{k-1}(u, t) + C_1(t + 1, v)
\]

**end for**

**end for**

Initialize \( L \), a list with \( K \) elements.

Initialize the last element: \( L[K] \leftarrow T \).

Initialize \( k \leftarrow K \).

**while** \( k > 1 \)

\[
s \leftarrow L(k)
\]

\[
t^* \leftarrow \arg \min_{k-1 \leq l < s} C_{k-1}(1, l) + C_1(l + 1, s)
\]

\[
L(k - 1) \leftarrow t^*
\]

\[
k \leftarrow k - 1
\]

**end while**

Remove \( T \) from \( L \)

**Output:** set \( L \) of estimated breakpoint indexes.
| Name          | Language | Link                                      | Type(s) of change                                                                 | Algorithm(s) |
|---------------|----------|-------------------------------------------|----------------------------------------------------------------------------------|--------------|
| wbsts         | R        | cran.r-project.org/package=wbsts          | Change in $\mathcal{Z}$ order stationary structure [10]                          | BinSeg [11, 10] |
| trend         | R        | cran.r-project.org/package=trend          | Single shift in trend                                                             | Opt          |
| strucchange   | R        | cran.r-project.org/package=strucchange    | Shifts in mean and in linear model                                                | Opt          |
| SeqCBS        | R        | cran.r-project.org/package=SeqCBS         | Mean-shifts in Poisson processes                                                 | BinSeg [106] |
| SegCorr       | R        | cran.r-project.org/package=SegCorr         | Shifts in mean and scale                                                         | Opt          |
| cpm           | R        | cran.r-project.org/package=cpm             | Change in Gaussian, exponential, Bernoulli random variables, and general           | Win, BinSeg  |
|               |          |                                           | distribution changes                                                              |              |
| not           | R        | cran.r-project.org/package=not             | Mean-shifts in univariate signals (with different type of trend)                 | BinSeg       |
| factorcpt     | R        | cran.r-project.org/package=factorcpt       | Mean-shifts with factor analysis                                                  | BinSeg       |
| ecp           | R        | cran.r-project.org/package=ecp             | Distribution changes                                                               | BinSeg, BotUp |
| changepoint   | R        | cran.r-project.org/package=changepoint     | Mean and scale shifts in univariate signals                                       | Pelt         |
| breakfast     | R        | cran.r-project.org/package=breakfast       | Mean-shifts in univariate signals                                                 | BinSeg [50–52] |
| bcp           | R        | cran.r-project.org/package=bcp             | Bayesian counterpart of strucchange                                              | Bayesian      |
| changepoint.np| R        | cran.r-project.org/package=changepoint.np  | Change in distribution (based on empirical distribution function)                 | Pelt         |
| Segmentor3xBack | R      | cran.r-project.org/package=Segmentor3xBack | Distribution changes for Gaussian, Poisson, exponential, negative binomial         | Opt          |
|               |          |                                           | variables                                                                       |              |
| wbs           | R        | cran.r-project.org/package=wbs              | Mean-shifts in univariate signals                                                 | BinSeg [52]  |
| AR1seg        | R        | cran.r-project.org/package=AR1seg          | Mean-shifts in AR(1) processes                                                   | Opt          |

Table 3: Summary of available libraries for change point detection.
**Algorithm 2** Algorithm BinSeg

**Input:** signal \( \{y_t\}_{t=1}^T \), cost function \( c(\cdot) \), stopping criterion.

Initialize \( L \leftarrow \{ \} \). \( \triangleright \) Estimated breakpoints.

repeat

\( k \leftarrow |L| \). \( \triangleright \) Number of breakpoints

\( t_0 \leftarrow 0 \) and \( t_{k+1} \leftarrow T \) \( \triangleright \) Dummy variables.

if \( k > 0 \) then

Denote by \( t_i \) (\( i = 1, \ldots, k \)) the elements (in ascending order) of \( L \), i.e. \( L = \{t_1, \ldots, t_k\} \).

end if

Initialize \( G \) a \((k+1)\)-long array. \( \triangleright \) list of gains

for \( i = 0, \ldots, k \) do

\( G[i] \leftarrow c(y_{t_i..t_{i+1}}) - \min_{t_i < t < t_{i+1}} [c(y_{t_i..t}) + c(y_{t..t_{i+1}})] \).

end for

\( \hat{i} \leftarrow \arg \max_i G[i] \)

Remove \( t_{\hat{i}+1} \) from \( L \).

until stopping criterion is met.

**Output:** set \( L \) of estimated breakpoint indexes.

---

**Algorithm 3** Algorithm BotUp

**Input:** signal \( \{y_t\}_{t=1}^T \), cost function \( c(\cdot) \), stopping criterion, grid size \( \delta > 2 \).

Initialize \( L \leftarrow \{\delta, 2\delta, \ldots, \left[\frac{T}{\delta}\right] \delta\} \). \( \triangleright \) Estimated breakpoints.

repeat

\( k \leftarrow |L| \). \( \triangleright \) Number of breakpoints

\( t_0 \leftarrow 0 \) and \( t_{k+1} \leftarrow T \) \( \triangleright \) Dummy variables.

Denote by \( t_i \) (\( i = 1, \ldots, k \)) the elements (in ascending order) of \( L \), i.e. \( L = \{t_1, \ldots, t_k\} \).

Initialize \( G \) a \((k-1)\)-long array. \( \triangleright \) list of gains

for \( i = 1, \ldots, k \) do

\( G[i] \leftarrow c(y_{t_{i-1}..t_i}) - c(y_{t_{i-1}..t_i}) + c(y_{t_i..t_{i+1}}) \).

end for

\( \hat{i} \leftarrow \arg \min_i G[i] \)

Remove \( t_{\hat{i}+1} \) from \( L \).

until stopping criterion is met.

**Output:** set \( L \) of estimated breakpoint indexes.
Algorithm 4 Algorithm Win

**Input:** signal \( \{y_t\}_{t=1}^T \), cost function \( c(\cdot) \), half-window width \( w \), peak search procedure PKSearch.

Initialize \( Z \leftarrow [0, 0, \ldots] \) a \( T \)-long array filled with 0.  \( \triangleright \) Score list.

**for** \( t = w, \ldots, T - w \) **do**

\[
p \leftarrow (t - w) \ldots t,
q \leftarrow t \ldots (t + w),
r \leftarrow (t - w) \ldots (t + w).
\]

\[
Z[t] \leftarrow c(y_r) - [c(y_p) + c(y_q)].
\]

**end for**

\( L \leftarrow \text{PKSearch}(Z) \)  \( \triangleright \) Peak search procedure.

**Output:** set \( L \) of estimated breakpoint indexes.

---

Algorithm 5 Algorithm Pelt

**Input:** signal \( \{y_t\}_{t=1}^T \), cost function \( c(\cdot) \), penalty value \( \beta \).

Initialize \( Z \) a \( (T + 1) \)-long array; \( Z[0] \leftarrow -\beta \).

Initialize \( L[0] \leftarrow \emptyset \).

Initialize \( \chi \leftarrow \{0\} \).  \( \triangleright \) Admissible indexes.

**for** \( t = 1, \ldots, T \) **do**

\[
\hat{t} \leftarrow \arg\min_{s \in \chi} [Z[s] + c(y_{s..t}) + \beta].
\]

\[
Z[t] \leftarrow [Z[\hat{t}] + c(y_{\hat{t}..t}) + \beta]
\]

\[
L[t] \leftarrow L[\hat{t}] \cup \{\hat{t}\}.
\]

\[
\chi \leftarrow \{s \in \chi : Z[s] + c(y_{s..t}) \leq Z[t]\} \cup \{t\}
\]

**end for**

**Output:** set \( L[T] \) of estimated breakpoint indexes.
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