Modelling the asymmetry of the halo cross-correlation function with relativistic effects at quasi-linear scales
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ABSTRACT
The observed galaxy distribution via galaxy redshift surveys appears distorted due to redshift-space distortions (RSD). While one dominant contribution to RSD comes from the Doppler effect induced by the peculiar velocity of galaxies, the relativistic effects, including the gravitational redshift effect, are recently recognized to give small but important contributions. Such contributions lead to an asymmetric galaxy clustering along the line of sight, and produce non-vanishing odd multipoles when cross-correlating between different biased objects. However, non-zero odd multipoles are also generated by the Doppler effect beyond the distant-observer approximation, known as the wide-angle effect, and at quasi-linear scales, the interplay between wide-angle and relativistic effects becomes significant. In this paper, based on the formalism developed by Taruya et al., we present a quasi-linear model of the cross-correlation function taking a proper account of both the wide-angle and gravitational redshift effects, as one of the major relativistic effects. Our quasi-linear predictions of the dipole agree well with simulations even at the scales below $20\ h^{-1}\text{Mpc}$, where non-perturbative contributions from the halo potential play an important role, flipping the sign of the dipole amplitude. When increasing the bias difference and redshift, the scale where the sign flip happens is shifted to a larger scale. We derive a simple approximate formula to quantitatively account for the behaviors of the sign flip.
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1 INTRODUCTION
The large-scale structure observed via spectroscopic surveys appears distorted due to various physical processes. Such distortions are arising mainly from the peculiar velocity of galaxies through the Doppler effect (standard Doppler effect), referred to as the redshift-space distortions (RSD) (Kaiser 1987; Hamilton 1992). Measuring the anisotropic galaxy clustering in redshift space offers a unique opportunity to probe the growth of cosmic structure induced by gravity. In this respect, RSD has been used as a powerful tool for testing gravity on cosmological scales (e.g., Guzzo et al. 2008; Linder 2008; Percival & White 2009; Reid et al. 2012; Sánchez et al. 2013; Alam et al. 2017a).

It has been recently recognized that the observed galaxy distribution is further distorted due to the relativistic corrections that arise from the light propagation in an inhomogeneous Universe (e.g., Pyne & Birkinshaw 2004; Yoo et al. 2009; Yoo 2010; Bonvin & Durrer 2011; Challinor & Lewis 2011; Yoo 2014, and see also Sasaki 1987 for pioneer work). For instance, on top of the Doppler effect by the peculiar velocity of galaxies, the observed redshift of galaxies is affected by the gravitational potential at their position and along the light path. The angular position of objects on the sky is also changed by gravitational lensing effect. These relativistic effects lead to an asymmetry in the two-point correlation function and to an imaginary part of power spectrum between different biased objects (Croft 2013; McDonald 2009; Yoo et al. 2012; Bonvin et al. 2014; Tansella et al. 2018).

Since the asymmetric distortions carry the additional information on the nature of gravity, the measurement of them can offer new possibilities to test gravity on cosmological scales. For example, Bonvin & Fleury (2018) have pointed out that the asymmetric distortion can serve as a test of Einstein’s equivalence principle on cosmological scales. Ob-
observationally, Alam et al. (2017b) have claimed the detection of the asymmetry using SDSS BOSS DR12 CMASS galaxy sample and it is consistent with the gravitational redshift effect predicted by general relativity.

Importantly, the asymmetry produced by the relativistic effects leads to non-vanishing odd multipole moments along the line-of-sight direction. Thus, if there are no other mechanisms to produce odd multipole moments, their non-zero signals would give a strong indication for relativistic effects. However, on top of the relativistic effects, the standard Doppler effect beyond the distant-observer limit, referred to as the wide-angle effects, is known to produce the non-vanishing odd multipole moments (e.g., Fisher et al. 1994; Zaroubi & Hoffman 1996; Hamilton & Culhane 1996; Szalay et al. 1998; Matsubara 2000; Szapudi 2004; Matsubara 2004; Pápai & Szapudi 2008). Disentangling the two effects are therefore important, and a quantitative prediction and modelling of them are crucial for future measurements. Along the line of this, Breton et al. (2019) have created halo catalogue (from the raytracing of large N-body simulations) taking a proper account of both the wide-angle and all possible relativistic effects at first order in metric perturbation. Then, they studied the asymmetric halo clustering by measuring the dipole moment of the cross-correlation function between halo populations with different masses. They found that the dipole moment is dominated by the gravitational redshift effect at small scales, and the wide-angle effect at large scales. In particular, the non-linear impact of the gravitational redshift effect appears manifest, and the deviation from linear theory is significant at small scales.

The aim of this paper is to develop an analytical model which quantitatively predicts and explains the dipole cross-correlations measured in numerical simulations. To do so, we need to go beyond linear theory, taking consistently both the wide-angle and gravitational redshift effects into account. Recently, based on the Zel’dovich approximation (first-order Lagrangian perturbation theory) (Zel’dovich 1970; Shandarin & Zeldovich 1989), we have developed the quasi-linear formalism of cross-correlation function, taking properly the wide-angle effect into account (see also Castorina & White 2018, which partly include the wide-angle effect valid at quasi-linear scales). In this paper, on the basis of this formalism, we further incorporate the relativistic corrections into the predictions of cross-correlation function (see also Di Dio & Seljak 2019, for the prediction based on the third-order Eulerian perturbation theory). Focusing in particular on the gravitational redshift effect as the dominant relativistic correction, we will make a detailed comparison between quasi-linear predictions and N-body simulations with both the wide-angle and relativistic effects. Then we quantitatively discuss the impact of these effects on the cross-correlation function at quasi-linear scales.

This paper is organized as follows. In Sec. 2, we begin by briefly reviewing the relativistic corrections to the RSD in both linear and non-linear regimes based on the results of N-body simulations. In Sec. 3, on the basis of Taruya et al. (2020), we present a quasi-linear model to analytically compute the cross-correlation function between different biased objects, taking a proper account of both the wide-angle and relativistic effects. In Sec. 4, we present the predictions of the dipole cross-correlation including the wide-angle and relativistic effects. Sec. 5 then compare the predictions with N-body simulations at various redshifts and for different halo populations. Finally, Sec. 6 is devoted to the summary of new findings and the discussions on the other related works. In addition, derivation of the analytical expressions in our quasi-linear model as well as the linear theory formulas for cross-correlation function with relativistic effects are presented in Appendix A and C, respectively, together with supplemental proof that the quasi-linear formalism properly reproduces the linear theory in Appendix B. Also, Appendix D summarizes the analytic model of the non-perturbative contribution to the gravitational redshift effect.

Throughout this paper, we assume a flat Lambda cold dark matter (ΛCDM) model. The fiducial values of cosmological parameters are chosen based on the seven-year WMAP results (Komatsu et al. 2011): \(\Omega_m^0 = 0.25733\), \(\Omega_{\Lambda} = 0.74259\), and \(\Omega_{\phi} = 8.076 \times 10^{-5}\) for the density parameters for matter, baryon, dark energy with equation-of-state parameter \(w = -1\), and radiation, respectively, at the present time. The other cosmological parameters are chosen as \(h = 0.72\), \(\sigma_8 = 0.963\), and \(c_s = 0.801\) for the Hubble parameter, scalar spectral index, and the root-mean square matter density fluctuations with top-hat filter of radius \(8 \, h^{-1} \, \text{Mpc}\). Throughout the paper, we will work with units of \(c = 1\).

# 2 RELATIVISTIC REDSHIFT-SPACE DISTORTION

In this paper, we are interested in modelling and predicting the cross-correlation function between different biased objects, particularly focusing on its dipole moment. In this section, we review the relativistic effects on the observed large-scale structure. Based on the results of numerical simulation (Breton et al. 2019), we summarize their important findings and a couple of remarks on the analytical modelling.

## 2.1 Relativistic effects on observed large-scale structure

In an inhomogeneous universe, the propagation of photons from the moving source to the observer is affected by several special and general relativistic effects. One such effect is the (standard) Doppler effect, and solving the geodesic equations with the perturbed Friedmann-Lemaître-Robertson-Walker (FLRW) metric, one can deduce how the observed galaxy positions are shifted or distorted by the relativistic effects. As a result, the observed redshift of the galaxies, determined by the ratio of the photon energy in the rest frame of the source to that measured by the observer, differs generally from the cosmological redshift in the presence of the redshift perturbations along the line-of-sight trajectory. Also, the angular positions are changed by the perturbation of the photon trajectory, known as the gravitational lensing effect. On top of these effects, there is further volume perturbation in which the volume element inferred from the redshift and solid angle is perturbed by the relativistic effects (e.g., Bonvin & Durrer 2011; Yoo 2014), though its impact is shown to be small. These relativistic effects produce additional distortions in the observed galaxy number count.
In analogy to the cosmic microwave background observations, the redshift perturbations are known to give several effects in the observed large-scale structure (Breton et al. 2019). These include the transverse Doppler effect which is proportional to the square of the peculiar velocity, gravitational redshift or Sachs-Wolfe effect, integrated Sachs-Wolfe effect, Shapiro time-delay effect, and light-cone effect. The light-cone effect comes from the fact that the position of source at the time of interest differs from the position on the light cone due to their peculiar velocity (see, e.g., Bonvin et al. 2014).

Summing up all the contributions, the observed source position in comoving space, referred to as redshift space, \( s \), is related to the real-space counterpart, \( \mathbf{x} \), through (e.g., Challinor & Lewis 2011)

\[
s = x + \frac{1}{aH} (v \cdot \hat{x}) \hat{x} + \epsilon(x),
\]

(2.1)

where \( \hat{x} \) is the unit vector defined by \( \hat{x} = x/|x| \) and \( a, H \), and \( v \) are a scale factor, Hubble parameter, and peculiar velocity of galaxies, respectively. The second term at the right-hand side corresponds to the (standard) Doppler effect. In Eq. (2.1), the relativistic corrections coming from the redshift perturbations and lensing effect are fully encapsulated in the quantity \( \epsilon(x) \), whose explicit form is presented in the literature (e.g., Yoo 2010; Challinor & Lewis 2011; Bonvin & Durrer 2011), assuming the weak-field approximation and \( |v| \ll 1 \). Note in particular that the redshift perturbations are proportional to the source direction, \( \epsilon(x) \propto \hat{x} \).

Recently, it has been pointed out that the relativistic effects in \( \epsilon(x) \) physically break the symmetry of the two-point correlation function with respect to the exchange of pair of objects when cross-correlating between different biased objects. To quantify the observed clustering anisotropies, we introduce the multipole expansion of the two-point correlation function. Consider a pair of objects located at redshift-space positions \( s_1 \) and \( s_2 \), with their separation vector given by \( \mathbf{s} = s_2 - s_1 \), as shown in Fig. 1. To be specific, we adopt the mid-point line-of-sight direction defined by the vector \( \mathbf{d} \equiv (s_1 + s_2)/2 \). Denoting the two-point correlation function by \( \xi^{(S)}(s,d) \), it is generally written as a function of the separation \( s = |\mathbf{s}| \), line-of-sight distance \( d = |\mathbf{d}| \), and directional cosine between the line-of-sight and separation vectors, given by \( \mu = \hat{s} \cdot \hat{d} \), i.e., \( \xi^{(S)}(s,d,\mu) \). The multipole correlation function, \( \xi^{(S)}(\ell) \), is then defined by averaging the correlation function \( \xi^{(S)}(s,d,\mu) \) over the directional cosine, weighting with the Legendre polynomials \( \mathcal{P}_\ell(\mu) \):

\[
\xi^{(S)}(\ell) = \frac{2\ell + 1}{2} \int_{-1}^{1} d\mu \xi^{(S)}(s,d,\mu)\mathcal{P}_\ell(\mu).
\]

(2.2)

With this definition, the relativistic effects are shown to give non-vanishing odd multipoles, and in particular, the dipole moment (\( \ell = 1 \)) is expected to give the largest signal among other odd multipoles (e.g., Bonvin et al. 2014; Tansella et al. 2018). In this respect, the dipole moment can be exploited as a sensitive probe of relativistic effects, and there are numerous theoretical studies toward a direct detection and measurement of relativistic dipole (e.g., Bonvin et al. 2016; Alam et al. 2017b; Bonvin & Fleury 2018).

However, the relativistic effects are not the only source to produce the non-zero dipole. The Doppler effect is known to also give a non-zero dipole moment. Note that in the distant-observer limit, under which the directions of the two positions, \( \hat{s}_1 \) and \( \hat{s}_2 \), are assumed to coincide with a specific line-of-sight direction, \( \hat{s}_1 \approx \hat{s}_2 \approx \hat{d} \), the Doppler effect only generates even multipoles. Beyond this limit (that is \( \hat{s}_1 \neq \hat{s}_2 \) and \( \hat{s}_1 \pm \hat{s}_2 \neq \hat{d} \)), however, non-zero multipoles are generally produced, known as the wide-angle effect (e.g., Hamilton & Cullane 1996; Szalay et al. 1998; Matsubara 2000; Szapudi 2004). Though the amplitude of their odd multipoles is supposed to be small, its impact on the small amplitude of relativistic dipole may be significant, and thus deserves further investigation.

### 2.2 Relativistic RSD in simulation

Until very recently, most of the studies on the detectability of relativistic dipole has been made based on linear theory (e.g., Bonvin et al. 2014; Tansella et al. 2018). According to these, the dipole cross-correlation function arising from the wide-angle Doppler effect is proportional to the difference of the (linear) bias parameters between two objects, \( \Delta b = b_X - b_Y \), and its amplitude is predicted to be \( \xi^{(S)}_1(\Delta b) \approx 2 \times 10^{-4} \) around \( s \approx 100 \ h^{-1} \)Mpc at \( z = 0.34 \) (Bonvin et al. 2014; Tansella et al. 2018). While this is expected to give the most dominant contribution to the dipole, it is found that the gravitational redshift effect gives the second largest contri-
bution, and its amplitude is estimated as $\xi_1^{(t)} / \Delta b \approx 5 \times 10^{-5}$, again, at the scale of $s \approx 100 \ h^{-1}$Mpc at $z = 0.34$. Here and in what follows, when cross-correlating the objects with different bias parameters, we always take the object having (larger) bias to be the object $X$ ($Y$), according to Fig. 1. Thus, the bias difference, $\Delta = b_X - b_Y$, is always positive. Recalling the fact that in linear theory, the dipole cross-correlation is expressed as $\xi_1^{(t)} \propto \Delta b$ in both the Doppler and gravitational redshift effects with a positive coefficient, the predicted amplitude of the dipole is always positive.

Recently, performing the full-sky $N$-body simulations incorporating the relativistic effects, Breton et al. (2019) has numerically investigated the asymmetric galaxy clustering beyond linear theory. The authors used the PM-AMR $N$-body code RAMSES (Teyssier 2002) to run a CDM cosmological simulation with 4096 particles distributed within a cubic box of 2625 Mpc/h length. The simulation is part of the RayGalGroupSims suite of simulations. They built a halo catalogue by running the pFoF halo finder (Roy et al. 2014) on the full-sky low-redshift particle light-cone. The ray-tracing library MAGRATHEA (Reverdy 2014) was used to convert comoving positions to apparent positions. This library finds the null geodesics of a weakly perturbed FLRW metric connecting the observer to sources. Using this method, the information on the true comoving position of the haloes (directly from the full-sky light-cone) as well as their observed positions (observed angular position from null geodesics and redshift perturbations) is obtained. To compute the full redshift decomposition at first order in metric perturbations, the peculiar velocities are evaluated from the haloes themselves while the potential (and its derivatives) are estimated on the AMR gravity light-cone and are interpolated from this grid. Through this technique, the relativistic contributions such as gravitational redshift, integrated Sachs-Wolfe, and gravitational lensing effects are fully incorporated into the halo catalogue. They further explored, term by term, the contributions to the dipole of the halo cross-correlation function, and studied the behaviour of each term beyond linear theory for a wide range of scales at redshift $z < 0.5$.

The important findings of their paper are summarized as follows:

- At all scales of the $N$-body simulations, relativistic effects involving the line-of-sight integration such as the integrated Sachs-Wolfe, Shapiro time-delay, and gravitational lensing effects, are all subdominant contributions to the dipole cross-correlation.

- At large scales $s \gtrsim 30 \ h$Mpc, the standard Doppler effect gives the largest contribution to the dipole, and within the statistical error, the measured dipole is in good agreement with linear theory prediction. Even at $s \lesssim 30 \ h$Mpc, the predicted dipole for the standard Doppler effect remains reasonable approximation.

- At small scales $s \lesssim 30 \ h$Mpc, the gravitational redshift effect starts to be dominant, and the amplitude of the dipole cross-correlation sharply drops, flipping the sign from positive to negative. Furthermore, a large deviation from linear theory prediction is found.

That is, the gravitational redshift effect is a major source of relativistic contributions to the dipole, and it dominates over other effects at the scales beyond linear regime, where the linear theory prediction fails to reproduce the simulation results. Hence, in order to quantitatively predict the relativistic dipole, a proper non-linear modelling is essential, taking both the wide-angle and relativistic effects into account. This is our primary focus in the rest of the paper.

3 ANALYTIC MODEL OF RELATIVISTIC DISTORTIONS

In this section, extending the quasi-linear formalism of wide-angle RSD developed by Tarnya et al. (2020), we construct an analytic model of the cross-correlation function taking the relativistic effects into account. In what follows, we consider only the gravitational redshift effect, as it gives the most dominant relativistic contribution. The gravitational redshift effect appears through Eq. (2.1) as a part of the redshift perturbations, written as

$$\epsilon(x) = \epsilon(x) \tilde{x}$$  \hspace{1cm} (3.1)

with the explicit form of $\epsilon(x)$ given by (see e.g., Challinor & Lewis 2011)

$$\epsilon(x) = -\frac{\phi(x)}{aH(t)}$$,  \hspace{1cm} (3.2)

where $\phi(x)$ is the gravitational potential.

3.1 Zel’dovich approximation

Our basis to deal with the cross-correlation function beyond linear theory is the Zel’dovich approximation. The Zel’dovich approximation (Novikov 1969; Zel’dovich 1970; Shandarin & Zeldovich 1989) is the first-order Lagrangian perturbation theory, which allows us to predict the position and motion of mass element, given an initial density field. For each mass element, the Eulerian position $x$ at the time of interest $t$ is related to the Lagrangian coordinate (initial position) $q$ through the displacement field, $\Psi(q,t)$. In what follows, the objects of our interest to measure the correlation function are assumed to follow the velocity flow of mass distributions. Then the Eulerian position and velocity of the mass element at $x$ are expressed as

$$x(q,t) = q + \Psi(q,t)$$ \hspace{1cm} (3.3)

$$\nu(x) = a \frac{d\Psi(q,t)}{dt}$$,  \hspace{1cm} (3.4)

where $a$ is a scale factor of the universe. In the Zel’dovich approximation, the displacement field is related to the (Lagrangian) linear density field $\delta_L(q,t)$ through

$$\nabla \cdot \Psi_{ZL}(q,t) = -\delta_L(q,t)$$  \hspace{1cm} (3.5)

Recalling that $\delta_L$ is expressed as $\delta_L = D_z(t)\delta_0$ with $D_z$ and $\delta_0$ being respectively the linear growth factor and initial density field, the velocity field in the Zel’dovich approximation is written as

$$\nu(x) = aH(t)\Psi_{ZL}(q,t)$$  \hspace{1cm} (3.6)
where $H$ is Hubble parameter and $f(t)$ is a linear growth rate defined by
\[
f(t) = \frac{d \ln D_s(a)}{d \ln a}.
\]
(3.7)

Hereafter we omit the subscript $z_A$ and the time-dependence from the argument of functions.

3.2 Modelling the gravitational redshift contribution

With the Zel’dovich approximation, the Eulerian redshift-space position $s$, given at Eq. (2.1), is mapped into the Lagrangian position $q$. The relativistic correction, $\epsilon(x)$, is also mapped from the Eulerian to Lagrangian space, and we have $\epsilon(x) \simeq \epsilon(q)$ at leading order. Then, using the Poisson equation, one may relate the quantity $\delta_\text{L}$ through Eq. (3.2). However, in computing the cross-correlation function, we have to relate the redshift-space position of halo/galaxy to the Lagrangian space counterpart. Since the halo and galaxy are likely to be formed under the same principle, the halo potential possesses random nature whose statistical properties are determined by the formation process.

\[s_i = q_i + \left( \delta_{ij} + f \hat{x}_i \hat{x}_j \right) \hat{\Psi}_i(q) + \epsilon_L(x) \hat{x}_i + \epsilon_{NL,X} \hat{x}_i\]
\[\simeq q_i + \epsilon_L^{[S]}(q) + \epsilon_{NL,X} \hat{q}_i.\]

Here, we define the new displacement field $\hat{\Psi}^{[S]}$, including the relativistic contribution:
\[
\hat{\Psi}^{[S]}(q) = R_{ij}(q) \hat{\Psi}_j(q) + \epsilon_L(q) \hat{q}_i, \tag{3.12}
\]
\[
R_{ij}(q) = \delta_{ij} + f \hat{q}_i \hat{q}_j. \tag{3.13}
\]

The second line of Eq. (3.11) is valid as long as $\hat{\Psi}$, $\epsilon_L$, and $\epsilon_{NL,X}$ are small. Note that in the distant-observer limit, the unit vector $\hat{q}$ in Eq. (3.11) is replaced with the fixed direction, $\hat{x}$.

On the basis of the mapping relation at Eq. (3.11), the expression of the two-point cross-correlation function is derived, assuming the linear bias relation for all objects to cross correlate. The detailed derivation is presented in Appendix A. The resultant expression for the cross-correlation between different species X and Y becomes [see Eqs. (12)–(14) in Taruya et al. 2020]
\[
1 + \epsilon^{[S]}_{XX}(s_1, s_2) = \frac{D_X D_Y(s_1, s_2)}{R_X(s_1) R_Y(s_2)}, \tag{3.14}
\]
where the numerator and denominator, $D_X D_Y$ and $R_X$ (or $R_Y$), are respectively given by
\[
D_X D_Y(s_1, s_2) &= \int d^3q_1 \int d^3q_2 \int \frac{d^3k_1}{(2\pi)^3} \int \frac{d^3k_2}{(2\pi)^3} \epsilon^{[k]}(s_1 - s_2 - q_1 - q_2) \times \left( 1 + b_N^X \delta_L(q_1) \right) \left( 1 + b_N^Y \delta_L(q_2) \right), \tag{3.15}
\]
\[
R_X(s_1) &= \int d^3q \int \frac{d^3k}{(2\pi)^3} e^{ik \cdot (s_1 - s_2 - q)} \times \left( 1 + b_N^X \delta_L(q) \right) e^{-ik \cdot \hat{\Psi}^{[S]}(q)} \tag{3.16},
\]
where the bracket $\langle \cdot \cdot \cdot \rangle$ stands for the ensemble average, and $b_N^X$ and $b_N^Y$ are the Lagrangian linear bias parameters for the population X and Y, respectively. Note that setting all the relativistic contributions to zero (i.e., $\epsilon_{NL,X} = \epsilon_{NL,Y} = \epsilon_L = 0$), the expressions given above exactly coincide with those of Taruya et al. (2020). The function $R_{X,Y}$ becomes unity if we take the distant-observer limit and ignore the relativistic correction. Indeed, dropping the higher-order terms of $O(\epsilon_{NL,X,Y})$, $O(\epsilon_{NL,X,Y} P_L)$ and $O(P_L^2)$, the expressions given above consistently reproduce the linear-order expressions known in the literature, including both the wide-angle and gravitational redshift effects (e.g., McDonald 2009; Bonvin et al. 2014). In Appendix B, we explicitly demonstrate

\[3.3 \text{ Wide-angle redshift-space correlation function with gravitational redshift}\]

Provided all the ingredients, we are in position to present an analytic model of the redshift-space cross-correlation function with wide-angle and gravitational redshift effects, following Taruya et al. (2020). Let us substitute Eqs. (3.1), (3.3), and (3.8) into Eq. (2.1). We obtain
\[
s_i = q_i + \left( \delta_{ij} + f \hat{x}_i \hat{x}_j \right) \hat{\Psi}_j(q) + \epsilon_L(x) \hat{x}_i + \epsilon_{NL,X} \hat{x}_i \simeq q_i + \epsilon_L^{[S]}(q) + \epsilon_{NL,X} \hat{q}_i.\]

\[3.3 \text{ Wide-angle redshift-space correlation function with gravitational redshift}\]

Provided all the ingredients, we are in position to present an analytic model of the redshift-space cross-correlation function with wide-angle and gravitational redshift effects, following Taruya et al. (2020). Let us substitute Eqs. (3.1), (3.3), and (3.8) into Eq. (2.1). We obtain
\[
s_i = q_i + \left( \delta_{ij} + f \hat{x}_i \hat{x}_j \right) \hat{\Psi}_j(q) + \epsilon_L(x) \hat{x}_i + \epsilon_{NL,X} \hat{x}_i \simeq q_i + \epsilon_L^{[S]}(q) + \epsilon_{NL,X} \hat{q}_i.\]

\[3.3 \text{ Wide-angle redshift-space correlation function with gravitational redshift}\]

Provided all the ingredients, we are in position to present an analytic model of the redshift-space cross-correlation function with wide-angle and gravitational redshift effects, following Taruya et al. (2020). Let us substitute Eqs. (3.1), (3.3), and (3.8) into Eq. (2.1). We obtain
\[
s_i = q_i + \left( \delta_{ij} + f \hat{x}_i \hat{x}_j \right) \hat{\Psi}_j(q) + \epsilon_L(x) \hat{x}_i + \epsilon_{NL,X} \hat{x}_i \simeq q_i + \epsilon_L^{[S]}(q) + \epsilon_{NL,X} \hat{q}_i.\]
this and show that our model prescription is a consistent nonlinear extension based on the Zel’dovich approximation.

The cross-correlation function given at Eq. (3.14) is still an intricate expression involving the higher-dimensional integrals, which looks difficult to evaluate. Fortunately, making use of the Gaussianity of the linear density field, part of the integrals can be analytically performed, as shown in Taruya et al. (2020) (see Appendix A for derivation). The final form of the expression for the $R_X$ (or $R_V$) becomes

$$
R_X(s) = \int \frac{d^3q}{(2\pi)^{3/2} |det A|^{1/2}} e^{\frac{i}{2} (s \cdot q - \epsilon_{NLX} \hat{q} \cdot \epsilon_{NLX} \hat{q})} \times \left( 1 + b_X^2 (s \cdot q - \epsilon_{NLX} \hat{q}) A^{-1}_{ij} y_i \right).
$$

(3.17)

Here, $A_{ij}$ and $y_i$ are defined in Eqs. (A5) and (A6), respectively.

To give a simplified expression for $D_X D_V$, we introduce the six-dimensional vectors $Q \equiv (q_1, q_2)$, $S \equiv (s_1, s_2)$, and $E \equiv (\epsilon_{NLX} q_1, \epsilon_{NLX} q_2)$. Then the numerator $D_X D_V$ is expressed as follows:

$$
D_X D_V(s_1, s_2) = \int \frac{d^6Q}{(2\pi)^{3}|det A|^{1/2}} e^{\frac{i}{2} (S \cdot Q - E)_{ab} A^{-1}_{ab}} 
$$

$$
\times \left[ 1 + b_X^2 \xi_L(q) A^{-1}_{ab} U_a (S - Q - E)_b \right] 
$$

$$
- \left( A^{-1}_{ab} - A^{-1}_{a0} A^{-1}_{b0} (S - Q - E)_c (S - Q - E)_d \right) W_{ab},
$$

(3.18)

with the subscripts $a, b, c,$ and $d$ running over 1–6. The quantities $\xi_L$, $A_{ab}$, $U_a$, and $W_{ab}$ are defined in Eqs. (A17), (A50), (A52), and (A51), respectively.

Given the linear matter power spectrum $P_L$, Eulerian bias parameters $b_X$, and non-perturbative part of the potential $\phi_{NLX}$ (or $\epsilon_{NLX}$), the prediction of the cross-correlation function is made with Eqs. (3.14) through the explicit calculations of Eqs. (3.17) and (3.18). The remaining three- and six-dimensional integrals in the functions $R_X$ (and $R_V$) and $D_X D_V$ are to be evaluated numerically. In the analysis presented below, we adopt the multi-dimensional integration technique of cuhre routine in the CUBA library to quantitatively compute the cross-correlation function (Hahn 2005)3.

### 4 PREDICTIONS OF DIPOLE CROSS-CORRELATION FUNCTION

In this section, focusing on how the gravitational redshift effect changes the clustering amplitude, we compute Eq. (3.14) with (3.17) and (3.18), and present the quantitative predictions of dipole cross-correlation function for haloes, which will be later compared with the results of numerical simulations in Sec. 5. Given a set of cosmological parameters, the remaining parameters needed for our model predictions are the redshift, halo bias, and non-perturbative potential, the latter of which is, in this section, computed with the NFW profile for a given halo mass and redshift. In Table 1, we summarize their numerical values for each halo dataset. Note that the name of the dataset, data_H, represents the catalogue of halos having the masses in the range $[N_{\text{MDM}}, 2N_{\text{MDM}}]$ with $N_{\text{MDM}} = 1.88 \times 10^{10} h^{-1} M_\odot$ being the mass of dark matter particle.

In Sec. 4.1, we first discuss the impact of the non-perturbative contribution to the gravitational redshift effect introduced in Sec. 3.2. Then, we investigate the bias and redshift dependence of the dipole cross-correlation in Sec. 4.2. Throughout the analysis, the bias parameter of the object $X$ is always taken to be larger than that of the object $Y$ (i.e., $b_X > b_Y$) so that the separation vector $s$ always points from the massive to less massive haloes, as shown in Fig. 1.

#### 4.1 Impact of non-perturbative halo potential

To see the significance of non-perturbative correction to the gravitational redshift effect, the predictions of dipole cross-correlation are presented, both including and ignoring the contribution $\epsilon_{NLX}$, which we will further compare with linear theory predictions. In Appendix C, as an exten-

3 http://www.feynarts.de/cuba/
Relativistic and wide-angle effects at quasi-linear scales

Table 1. Summary of the dataset: name (data_H), mean redshift of data_H1600, number of haloes, Eulerian linear bias measured by N-body simulation, non-linear potential based on NFW profile: \( \tilde{\sigma}_{\text{NFW}} \) (Eq. (D10)) and simulations: \( \tilde{\sigma}_{\text{NL}} \) (Sec. 5.1).

| name     | redshift | number of haloes \((\times 10^6)\) | bias | \( \tilde{\sigma}_{\text{NFW}} \) \((\times 10^{-5})\) | \( \tilde{\sigma}_{\text{NL}} \) \((\times 10^{-5})\) |
|----------|----------|-----------------------------------|------|---------------------------------|---------------------------------|
| data_H100| 0.33     | 5.4                               | 1.08 | 0.285                           | 0.620                           |
|          | 0.9      | 6.2                               | 1.60 | 0.325                           | 0.606                           |
|          | 1.1      | 7.0                               | 1.68 | 0.347                           | 0.604                           |
|          | 1.3      | 7.4                               | 2.00 | 0.373                           | 0.600                           |
|          | 1.5      | 7.3                               | 2.19 | 0.404                           | 0.595                           |
| data_H200| 0.33     | 3.4                               | 1.22 | 0.439                           | 0.711                           |
|          | 0.9      | 0.36                              | 1.98 | 0.509                           | 0.727                           |
|          | 1.1      | 0.39                              | 2.03 | 0.547                           | 0.738                           |
|          | 1.3      | 0.40                              | 2.23 | 0.591                           | 0.722                           |
|          | 1.5      | 0.38                              | 2.55 | 0.643                           | 0.735                           |
| data_H400| 0.33     | 1.9                               | 1.42 | 0.678                           | 0.848                           |
|          | 0.9      | 0.18                              | 2.28 | 0.800                           | 0.898                           |
|          | 1.1      | 0.19                              | 2.36 | 0.863                           | 0.915                           |
|          | 1.3      | 0.18                              | 2.87 | 0.938                           | 0.941                           |
|          | 1.5      | 0.16                              | 3.05 | 1.03                            | 0.970                           |
| data_H600| 0.33     | 0.96                              | 1.69 | 1.05                            | 1.06                            |
|          | 0.9      | 0.080                             | 2.63 | 1.26                            | 1.15                            |
|          | 1.1      | 0.078                             | 2.80 | 1.37                            | 1.21                            |
|          | 1.3      | 0.069                             | 3.54 | 1.49                            | 1.24                            |
|          | 1.5      | 0.057                             | 3.84 | 1.64                            | 1.29                            |
| data_H1600| 0.33  | 4.4                               | 2.07 | 1.63                            | 1.37                            |
|          | 0.9      | 0.030                             | 3.49 | 1.98                            | 1.56                            |
|          | 1.1      | 0.027                             | 3.70 | 2.16                            | 1.63                            |
|          | 1.3      | 0.022                             | 4.17 | 2.37                            | 1.67                            |
|          | 1.5      | 0.016                             | 4.83 | 2.62                            | 1.76                            |

In our quasi-linear model, the predictions ignoring the Doppler effect can be made by setting the linear growth rate \( f \) to zero.

The non-perturbative contribution indeed plays an important role. While a more quantitative aspect of the analytical predictions will be discussed in detail in Sec. 5, we shall also give a simple explanation for the sign flip of the dipole in Sec. 4.3.

4 In our quasi-linear model, the predictions ignoring the Doppler effect can be made by setting the linear growth rate \( f \) to zero.

4.2 Bias and redshift dependencies

Turn next to focus on the bias and redshift dependencies of the dipole cross-correlation function, shown in Fig. 3. In the left panel, fixing the redshift to \( z = 0.33 \), the dipole cross-correlations between haloes of data_H100 and other massive populations with a larger value of halo bias are plotted. In the right panel, varying the redshifts from \( z = 0.33 \) to 1.5, the predicted dipoles are shown for a specific cross-correlation between data_H1600 and data_H100. In both cases, the upper and lower panels respectively plot the cases including only the gravitational redshift and both the gravitational redshift and Doppler effects. Note that in all quasi-linear predictions, the non-perturbative contribution to the gravitational redshift effect is included.

In the left panel, the predicted dipoles systematically change with the difference between the biases for cross-correlating haloes. Through the monotonic mass dependence of the non-perturbative halo potential (see Table 1), the dipole arising from the gravitational redshift effect shows a sharper drop and exhibits the sign flip at a larger scale as increasing the bias difference (upper panel). Including the Doppler effect, the overall amplitude gets enhanced due to the linear dependence of the Doppler-induced dipole, but the sign flip still remains manifest. This is because the contribution from the gravitational redshift effect also increases with bias difference.

On the other hand, in the right panel showing the redshift dependence, we do not clearly see a systematic trend
when including the Doppler and gravitational redshift effects, especially at large scales. This non-monotonic behavior comes from the two competitive effects deduced from the linear theory. The gravitational redshift contribution in the linear theory is expressed, at the leading order of $O(s/d)$, as [Eqs. (C28) and (C30)]

$$\xi_{1_{\mathrm{lin}}}(s, d) \simeq (b_X - b_Y) \eta_l(s),$$

(4.1)

where the function $\eta_l(s)$ is defined in Eq. (C13), and is proportional to the matter power spectrum (cf. Eq. (D29) of Taruya et al. (2020) for the standard Doppler contribution at leading order). As we see from Table 1, the bias for a mass-selected halo sample gets increased with redshift, and thus the difference of the bias for cross-correlation, $b_X - b_Y$, tends to be large. However, from Eq. (4.1), the amplitude of correlation function linearly depend on the matter power spectrum, and is thus proportional to the square of linear growth factor, which gets decreased with redshift. These produce the non-monotonic behaviours in the dipole, and to some extent, they also change the amplitudes of the negative dipole at small scales.

### 4.3 On the sign flip of the dipole cross-correlation

Here, we discuss the role of the non-perturbative halo potential contribution in more detail, and exploit an approximate expression that quantitatively describes the sign flip of the dipole cross-correlation function.

First recall that the non-perturbative contribution to the gravitational redshift, $\xi_{\mathrm{NL,X}} = -\phi_{\mathrm{NL,X}}/aH$, induces a constant offset along the line of sight in the redshift-space positions for each halo population. This suggests that the cross-correlation function including the non-perturbative contributions, $\xi_{XY}^{(3)}$, may be described by the (nonlinear) cross-correlation function without the halo potential, which we denote by $\tilde{\xi}_{XY}$. That is, the function $\xi_{XY}$ is given by $\tilde{\xi}_{XY}$, but the redshift-space positions in its argument are shifted away by the gravitational redshift effect from the halo potential, i.e., $s_{1,2} \to s_{1,2} + \phi_{\mathrm{NL,X,Y}}/(aH)^5$:

$$\xi_{XY}^{(3)}(s_1, s_2) = \tilde{\xi}_{XY}^{(3)} \left( s_1 + \frac{\phi_{\mathrm{NL,X}}}{aH} \hat{s}_1, s_2 + \frac{\phi_{\mathrm{NL,Y}}}{aH} \hat{s}_2 \right).$$

(4.2)

The proposition given above is in fact exact if replacing the unit vectors $\hat{s}_{1,2}$ in the argument with the fixed line-of-sight direction $d$. Expanding Eq. (4.2) in powers of the halo potential $\phi_{\mathrm{NL,X,Y}}$, we obtain

$$\xi_{XY}^{(3)}(s_1, s_2) \simeq \left\{ 1 + \frac{\phi_{\mathrm{NL,X}}}{aH} (\hat{s}_1 \cdot \nabla s_1) + \frac{\phi_{\mathrm{NL,Y}}}{aH} (\hat{s}_2 \cdot \nabla s_2) \right\} \times \tilde{\xi}_{XY}^{(3)}(s_1, s_2) + O(\phi_{\mathrm{NL,X,Y}}^2).$$

(4.3)

Writing the redshift-space positions $s_1$ and $s_2$ with the separation vector $s$ and the mid-point line-of-sight vector $d = (s_1 + s_2)/2$, Eq. (4.3) leads to

$$\xi_{XY}^{(3)}(s, d, \mu) \simeq \left\{ 1 - \frac{\Delta \phi_{\mathrm{NL}}}{aH} \left( d \cdot \nabla s \right) \right\} \tilde{\xi}_{XY}^{(3)}(s, d, \mu) = \left\{ 1 - \frac{\Delta \phi_{\mathrm{NL}}}{aH} \left( \mu \frac{\partial}{\partial s} + \frac{1 - \mu^2}{s} \frac{\partial}{\partial \mu} \right) \right\} \tilde{\xi}_{XY}^{(3)}(s, d, \mu),$$

(4.4)

where the variable $\mu$ is the directional cosine given by $\mu = \hat{s} \cdot \hat{d}$, and we define $\Delta \phi_{\mathrm{NL}} \equiv \phi_{\mathrm{NL,X}} - \phi_{\mathrm{NL,Y}}$. In the first line of Eq. (4.4), we assumed that the corrections from the wide-angle effects are small, and dropped the contributions of $O((s/d)^2)$ and $O((s/d)\Delta \phi_{\mathrm{NL}})$.

Applying the multipole expansion of Eq. (2.2) to Eq. (4.4), the dipole moment ($\ell = 1$) of the cross-correlation function becomes

$$\xi_{XY,1}^{(3)}(s, d) \simeq \tilde{\xi}_{XY,1}^{(3)}(s, d) - \frac{\Delta \phi_{\mathrm{NL}}}{aH} \frac{\partial \tilde{\xi}_{XY,0}^{(3)}(s, d)}{\partial s}.$$

(4.5)

To be strict, the term proportional to $\Delta \phi_{\mathrm{NL}}$ includes also the contributions coming from the quadrupole moment ($\ell = 2$), but we have checked and confirmed them to be ignorable. Note that a similar approximation has been applied in the case of the void-galaxy correlation function with the gravitational redshift effect (Nan & Yamamoto 2018).

Eq. (4.5) describes how the non-perturbative halo potential modulates the dipole cross-correlation induced by the wide-angle RSD and gravitational redshift from the linear-order potential. In our setup with $b_X > b_Y$, as we have seen in Fig. 2 (see red solid or blue dashed lines), the first term at the right-hand side of Eq. (4.5) gives a positive contribution. On the other hand, at the scales of our interest, the monopole cross-correlation monotonically decreases with the separation, and we have $\partial \tilde{\xi}_{XY,0}/\partial s < 0$. Also, taking the halos population $X$ to be more massive than the halo subsample $Y$, we usually have $\Delta \phi_{\mathrm{NL}} < 0$. That is, the second term at right-hand side of Eq. (4.5) gives a negative contribution. At large scales, the second term becomes negligibly small, and the first term approaches linear theory prediction, keeping the amplitude of $\xi_{XY}^{(3)}$ positive. At small scales, however, the second term gets large, and can dominate the first term, leading to the sign flip of the dipole cross-correlation.

In Fig. 2, the prediction based on Eq. (4.5) is plotted, depicted as black dot-dashed lines. Despite the fact that Eq. (4.5) was derived under several approximations and assumptions, the predicted dipoles remarkably agree well with full quasi-linear predictions including the non-perturbative halo potential. Here, in evaluating Eq. (4.5), the dipole and monopole cross-correlation functions in Eq. (4.5) are computed with the quasi-linear model and linear theory, respectively. Note that the results almost remain unchanged even if we use the quasi-linear model to compute the monopole moment. The approximation given at Eq. (4.5) provides a way to separately treat the contribution from the non-perturbative halo potential, and may be used for a practical application to observations.

Finally, based on Eq. (4.5), the characteristic scale $s_{\mathrm{cross}}$ where the sign flip of the dipole cross-correlation happens
Figure 3. Bias (left) and redshift (right) dependence of the predicted dipole cross-correlation. In the left panels, fixing the redshift to $z = 0.33$, we take the cross-correlation between haloes of data_H1600 and other massive haloes. In the right panel, varying the redshifts from $z = 0.33$ to 1.5, the dipole cross-correlation function between data_H1600 and data_H100 are shown. In both cases, upper panels plot the results including only the gravitational redshift effect as a source of RSD, while lower panels show the predictions including both the Doppler and gravitational redshift effects. Solid and dashed lines represent the quasi-linear and linear theory predictions, respectively.

(i.e., $\xi_{XY}^{(S)}(s_{\text{cross}}) = 0$) can be estimated as

$$s_{\text{cross}} \simeq \frac{\xi_{XY,0}^{(S)}}{\xi_{XY,1}^{(S)}} \frac{H(z)}{aH} \frac{\Delta \phi_{\text{NL}}}{H_0(1 + z)} h^{-1}\text{Mpc},$$

(4.6) where we used the approximation, $\partial \xi_{XY,0}^{(S)}/\partial s \simeq -\xi_{XY,0}^{(S)}/s$, and adopt a typical value of the monopole-to-dipole ratio, $\xi_{XY,0}^{(S)}/\xi_{XY,1}^{(S)}$, around $s \gtrsim 30 h^{-1}\text{Mpc}$. Eq. (4.6) qualitatively describes how the zero-crossing point changes with the bias, redshift and halo potential. In particular, the dependence of the bias appears through the monopole-to-dipole ratio, and using the linear theory, the zero-crossing point scales as $s_{\text{cross}} \propto b_x b_y/(b_x - b_y) |\Delta \phi_{\text{NL}}|$, for a given redshift.

We have checked that the estimated values of $s_{\text{cross}}$ from Eq. (4.6) reasonably explain those of the quasi-linear predictions seen in Fig. 3.

5 COMPARISON WITH SIMULATIONS

We are in a position to make a detailed comparison between analytical predictions and numerical simulations at various redshifts and for different halo populations.

The simulation used for the present work is described in Breton et al. (2019). At low redshift ($z < 0.5$) we use the halo catalogue from the full-sky light-cone. The analysis has been extended to a larger redshift range (up to $z = 2$) by producing a halo catalogue from a narrow light-cone ($2500 \text{ deg}^2$ aperture). The light-cone is tilted with respect to the simulation axis to minimize replication effect. The main difference between the halo catalogues used for the present work and the one used in Breton et al. (2019) is that the interpolation from the gravity mesh uses a Triangular Shaped Cloud interpolation (while it used a Cloud In Cell interpolation in an earlier version, but we have verified that it did not change the final results).

As we briefly mentioned in Sec. 4, the halo catalogue we use is divided into six subsamples with logarithmically equal-mass bins, summarized in Table 1. Note again that the name of the dataset, data_HX, implies the halo catalogue having the masses in the range $[N m_{\text{DM}}, 2N m_{\text{DM}}]$. Here, the (Eulerian) halo bias is estimated from the square root of the ratio of the monopole halo to matter auto-correlation functions, and we checked that the bias derivatives are consistent with those predicted from the halo model of Sheth & Tormen (1999). In addition to the predicted values of non-perturbative contribution to the halo potential, Table 1 also lists the measured values of the potential from N-body simulations, which we will describe in more detail below.
5.1 Non-perturbative halo potential

The non-perturbative contribution to the gravitational redshift effect, coming from the halo potential, plays an important role in our analytical model prediction at small scales. While we model it using the NFW profile, the validity of this prescription needs to be quantitatively checked with N-body simulations.

After identifying the haloes in a snapshot at the redshift of interest, we measure the gravitational potential at their centre of mass (denoted by $\phi_{\text{halo}}$) by interpolating the potential from the AMR grid. For a single halo, we identify its composite particles and trace them back to their initial Lagrangian positions (their position in the initial snapshot). We measure the initial gravitational potential of these particles at the centre of mass of these particles in the initial snapshot. Then, multiplying by $D_+(t)/a(t)$, we obtain the linear halo potential at the time of interest, denoted by $\phi_L$. On the basis of this measurement, we obtain $\phi_{\text{halo}}$ and $\phi_L$ for many haloes by using the snapshots of a smaller N-body simulation (512$^3$ particles) with roughly the same resolution as LCDM RayGalGroupSims.

Fig. 4 shows the measured halo potential, $\phi_{\text{halo}}$, against the Lagrangian counterpart, $\phi_L$, with the colours indicating the different halo samples. The points represent the measured results from each halo, and we here present the results at $z = 0.33$. Apart from the scatter, the overall trend averaged over each subsample indicates that there is a small offset from the linear relation, $\phi_{\text{halo}} = \phi_L$, and the offset becomes large as increasing the halo masses. This offset, $\phi_{\text{sim}} = \phi_{\text{halo}} - \phi_L$, can be regarded as the non-perturbative contribution to the gravitational potential. Averaging over all haloes in each dataset of haloes, we obtain $\bar{\phi}_{\text{sim}}$, summarized in Table 1.

A closer look at Fig. 4 reveals that the offset of $\phi_{\text{halo}}$ from the linear relation $\phi_{\text{halo}} = \phi_L$ becomes systematically large as decreasing $\phi_L$, and rather implies the relation, $\phi_{\text{halo}} = \alpha \phi_L + \beta$, with $\alpha \gtrsim 1$. Taking $\alpha$ and $\beta$ as free parameters, we have examined the fitting to this linear relation, and at all redshifts we considered, we obtain $\alpha \approx 1.2$, which is independent of the halo populations. While this could seemingly give an impact on the prediction of the dipole moment, we checked and confirmed that the predictions of the dipole cross-correlation do not change drastically. Rather, the additive term, $\beta$ or $\bar{\phi}_{\text{sim}}$, plays an important role to predict the dipole moment. Hence, in what follows, we use the averaged value of $\bar{\phi}_{\text{sim}}$ estimated based on the linear relation $\phi_{\text{halo}} = \phi_L + \bar{\phi}_{\text{sim}}$.

In the left panel of Fig. 5, the estimated values of the non-perturbative potential contribution $\bar{\phi}_{\text{sim}}$ are shown at various redshifts, and are plotted against the halo subsamples sorted by their mean halo mass. In the right panel, the analytical model predictions based on the NFW profile are shown. Qualitatively, both cases show the same trend in the halo mass and redshift dependences. Quantitatively, however, the model prediction tends to have a shallower potential for less massive halo populations. Also, compared to the measured results, the prediction exhibits a stronger redshift dependence, and the model eventually predicts a rather steeper potential for massive halo subsamples at higher redshifts.

There are several plausible reasons for the quantitative differences, which are summarized as follows. First, the model prediction based on the NFW profile ignores the contributions coming from the external fields and/or the influence of nearby haloes. In simulations, merging of haloes frequently happens and the clustering of haloes themselves develops as decreasing redshifts. Thus, the evolved halo potential tends to be affected by the surrounding environment in general, and the measured potential can get deeper than that of the model prediction, especially for small haloes. Second, the estimated value of $\bar{\phi}_{\text{sim}}$ is obtained by looking at the potential at the centre-of-mass position for each halo. However, unlike the NFW profile, the position of the deepest potential generally differs from the centre of mass for spherical haloes in simulations. This may result in the underestimation of the non-perturbative contribution, $\bar{\phi}_{\text{NL}}$, especially giving an impact on the massive halo populations. The third possibility may come from the halo mass definition in $N$-body simulations. It is known that the mass defined by the Friends-of-Friends (FoF) algorithm does not precisely coincide with that of haloes identified with the Spherical Over-density finder (see e.g., Lukić et al. 2009; More et al. 2011). Thus, the halo mass in simulations may differ from that of the spherically symmetric NFW halo, and this can lead to the bias in the potential-halo mass relation, especially for massive haloes.

For these reasons above, we will below present the quasi-linear predictions, with the non-perturbative halo potential estimated both from simulations and analytical model.

5.2 Dipole cross-correlation at large scales

Let us first look at the dipole cross-correlation at large scales. Figs. 6 and 7 summarize the results of the comparison at redshifts $z = 0.33$ (left), 0.9 (middle) and 1.1 (right), focusing on the scales of $20 \ h^{-1}\text{Mpc} \leq s \leq 1.5 \ h^{-1}\text{Mpc}$. Here, the cross-correlations between the halo subsample $\text{data}_{H100}$ and massive counterparts $\text{data}_{H800}$ and $\text{data}_{H1600}$ are particularly shown. Fig. 6 presents the results including the
gravitational redshift effect, while Fig. 7 plots the results including both the gravitational redshift and Doppler effects.

Since the scales we are looking at mostly lies at the linear regime, we do not see any significant difference between linear and quasi-linear predictions especially at \( s \gtrsim 60 \, \text{h}^{-1}\text{Mpc} \), where the measured dipoles are all in good agreement with the linear theory predictions, although the scatter is somewhat large at \( z = 0.9 \) and 1.1. This large scatter at higher redshifts is mainly attributed to the small number of pairs of haloes for cross-correlation (see Table 1).

Turning to focus on the scales down to \( s \lesssim 60 \, \text{h}^{-1}\text{Mpc} \), the measured results including only the gravitational redshift effect start to deviate from the linear theory, and they instead tend to follow the quasi-linear predictions. Though the scatter of the measurement is large at \( z = 0.9 \) and 1.1, the quasi-linear predictions better explain the simulation results if one adopts the numerically estimated non-perturbative potential (green). Nevertheless, including both the gravitational redshift and Doppler effects, the difference between linear theory and quasi-linear predictions diminishes, and within the statistical errors, all predictions become mostly consistent with the measured dipoles. This is because the Doppler effect is the main contributor at the scales shown here, and it gives a positive contribution to the dipole. For reference, in the left panel of Fig. 7, we also show the measured dipoles including all other relativistic effects, such as gravitational lensing and integrated Sachs-Wolfe effects. The results are depicted as filled grey symbols with errorbars, but they remain almost unchanged, compared to those including the Doppler and gravitational redshift effects (black filled symbols). In this respect, ignoring other relativistic contributions is relevant and validated for a quantitative prediction of dipole cross-correlation.

### 5.3 Dipole cross-correlation at small scales

Next focus on the small-scale behaviors of the dipole cross-correlation functions. Figs. 8 and 9 shows the results at \( 5 \, \text{h}^{-1}\text{Mpc} \leq s \leq 30 \, \text{h}^{-1}\text{Mpc} \), with the meanings of the symbols and line types being the same as in Figs. 6 and 7.

As expected from the analytical predictions shown in Sec. 4.2, the measured dipoles drop sharply as decreasing the separation \( s \), and the deviation from the linear theory prediction, depicted as dashed lines, becomes significant. The dipole cross-correlation takes the negative value and the quasi-linear predictions explain the overall trends seen in the simulations. In particular, adopting the non-perturbative halo potential estimated from simulations, the predicted dipoles (green) including only the gravitational redshift effect agree well with simulations (Fig. 8), and the agreement is even nice at \( s \gtrsim 5 \, \text{h}^{-1}\text{Mpc} \), where the quasi-linear treatment with the Zel’dovich approximation is supposed to become inadequate. While this can be regarded as a remarkable achievement, a part of the reasons may be ascribed to a large impact of the non-perturbative halo potential at small scales. Indeed, adopting the NFW profile, the quasi-linear predictions with the non-perturbative potential (orange) fall off more rapidly than the measured dipoles, and the discrepancy becomes manifest at \( s \lesssim 15 \, \text{h}^{-1}\text{Mpc} \). This indicates that a precision modelling of non-perturbative potential is rather crucial to detect and discriminate the relativistic dipole from others at small scales.
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Figure 5. Predictions of the non-linear potential based on N-body simulation (left) and NFW profile (right).
Figure 6. The gravitational redshift contribution to the dipole cross-correlation function on large scales at $z = 0.33$, 0.9, and 1.1 (from left to right). Top and bottom panels show the different halo populations, $\text{data}_{160000} \times \text{data}_{100}$ and $\text{data}_{800000} \times \text{data}_{100}$, respectively. Among these figures, we show the predictions based on the linear theory (blue-dashed), quasi-linear predictions with the non-linear potential based on NFW profile (orange) and N-body simulation (green). The black circles with errorbars are the result of N-body simulation.

Figure 7. Same as Fig. 6 but for the Doppler and gravitational redshift contributions to the dipole cross-correlation. In the left panels, we show the dipole moment including all the relativistic effects in N-body simulations (grey circle with errorbars).
6 CONCLUSION

On top of the well-known contribution from the Doppler effect, the observed galaxy distribution via spectroscopic surveys appears distorted due to the minor but non-negligible contributions coming from the general and special relativistic effects. Recently, incorporating the relativistic effects arising from the light propagation in an inhomogeneous universe, Breton et al. (2019) created a full-sky halo catalogue, and have studied the imprint of such relativistic distortions on the asymmetry of halo clustering. They found that the dipole cross-correlation (which usually becomes vanishing in the distant-observer limit and can be thus used as a sensible probe of relativistic effects) is dominated by the (standard) Doppler effect at large scales. However, at small scales, the gravitational redshift effect becomes dominant, and the am-

Figure 8. Same as Fig. 6 but for the dipole cross-correlation function at small scales.

Figure 9. Same as Fig. 7 but for the dipole cross-correlation function at small scales.
plitude of the dipole eventually flip the sign. The linear theory is unable to describe the behavior of the sign flip, and thus it fails to reproduce the simulation results.

In this paper, we have developed an analytic model of the cross-correlation function beyond linear theory that can explain the numerical results of Breton et al. (2019). To do so, one crucial aspect is that one needs to take both the relativistic and standard Doppler effects into account, the latter of which is especially known to produce the non-vanishing odd-multipoles through the so-called wide-angle effect. Here, based on the formalism developed by Taruya et al. (2020), we have successfully built a quasi-linear model. Adopting the Zel’dovich approximation, the model incorporates simultaneously the Doppler and gravitational redshift effects into the prediction of cross-correlation function, in which the wide-angle effect is properly taken into account. The model also accounts for the non-perturbative contribution to the gravitational redshift effect arising from the halo potential, which is shown to play an important role to describe the small-scale behaviors (i.e., sign flip) of the dipole cross-correlation function.

Provided the (linear) bias parameters and halo potential for the objects to cross-correlate, our quasi-linear model gives a quantitative prediction of the cross-correlation function. In particular, adopting the numerically estimated values of the halo potential, the predictions show a remarkable agreement with the measured dipole cross-correlations, not only at large scales but also at small scales, where the discrepancy between the linear theory and simulations is significant. We see that the amplitude of the dipoles exhibits a sign flip, and more importantly, the scale at which the sign flip happens is predicted to be shifted to a larger scale as increasing the bias difference and redshift (this matches well the measured trends in simulations). We have derived a simple approximate formula for the dipole to account for the sign flip (see Eq. (4.5)). The prediction based on this formula reproduces quantitatively the results from the full quasi-linear calculations with the non-perturbative corrections, and with this formula, the bias and redshift dependencies on the characteristic scale of the sign flip are qualitatively understood (see Eq. (4.6)).

The quasi-linear model presented in this paper has several distinctive features among other recently proposed models for the relativistic dipole. In particular, the sign flip of the dipole cross-correlation arises from the non-perturbative halo potential. This is close to what has been discussed by Croft (2013), but we incorporate it self-consistently into the quasi-linear prediction, which enables us not only to reproduce the linear theory results at large scales but also to quantitatively explain the simulation results at small scales. A similar idea has been also advocated by Giusarma et al. (2017), but they introduced the non-perturbative potential offset by hand in the linear theory prediction, hence unable to reproduce simulation results consistently at both large and small scales. On the other hand, Di Dio & Seljak (2019) have developed the higher-order Eulerian perturbative calculations up to the third order, including the relativistic effects. Their one-loop (i.e., next-to-leading order) predictions are then shown to agree well with dipole cross-correlations measured by Breton et al. (2019). A crucial difference of their model from ours is that they introduced the nonlinear bias and effective-field-theory parameters, the latter of which is needed to mitigate the small-scale UV-sensitive behaviors of the Eulerian perturbative treatment. That is, the sign flip of the dipoles in their model appears manifest through a certain balance between the nonlinear bias and effective-field-theory parameters. For a more clear understanding of the relativistic dipole at small scales, testing and comparing between the model predictions are therefore important, and we leave it for future work.

Finally, toward a practical application to the observations, one potential concern is that the actual objects to cross-correlate are not the haloes but galaxies. While the halo is thought to be an ideal formation site of galaxies, depending on the survey specification, the observed galaxies do not fairly trace the halo distribution. In other words, the location of galaxies does not necessarily correspond to the positions of the deepest potential well in each halo. Although the analytical model presented here can be applied to the galaxy cross-correlation function, a more careful study is necessary for a solid detection of the gravitational redshift effect, and the impact of the non-perturbative contribution to the gravitational redshift effect especially deserves further investigation.
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Here is to write down the cross-correlation function in terms of the Lagrangian space. We have
\[ n_X^{(S)}(s) d^3s = \pi_X \left( 1 + b_X^L \delta_L(q) \right) d^3q. \] (A1)
where the quantities \( n_X^{(S)}(s) \), \( \delta_L \), and \( \pi_X \), respectively, stand for the number density field of the biased objects X in redshift space, the mean number density at a given redshift, and (Lagrangian) linear density field. The mean number density \( \pi_X \) is assumed to be constant over the survey region. Here, the quantity \( b_X^L \) for the population X is the Lagrangian linear bias, which is related to the Eulerian bias \( b_X \) by through
\[ b_X = 1 + b_X^L. \]

Using Eq. (A1) and Eq. (3.11), the redshift-space number density, \( n_X^{(S)} \), is rewritten with [Taruya et al. 2020]
\[ n_X^{(S)}(s) = \pi_X \left( 1 + b_X^L \delta_L(q) \right) \left| \frac{\partial n}{\partial q} \right|^{-1} \]
\[ \equiv \pi_X \int d^3q \left( 1 + b_X^L \delta_L(q) \right) \delta_D^3 \left( s - q - \Psi^{(S)} - \epsilon_{NL,X} \hat{q} \right) \times e^{iK \cdot (s-q-\Psi^{(S)}-\epsilon_{NL,X})}. \] (A2)

Then, we define the density fluctuations as
\[ \delta_X^{(S)}(s) \equiv \frac{n_X^{(S)}(s)}{n_X^{(S)}} - 1, \] (A3)
where the bracket \( \langle \cdots \rangle \) implies an ensemble average. The two-point cross-correlation function between the objects X at \( s_1 \) and Y at \( s_2 \) in redshift space is given by
\[ 1 + \epsilon_{XY}^{(S)}(s_1, s_2) = \left( 1 + \delta_X^{(S)}(s_1) \right) \left( 1 + \delta_Y^{(S)}(s_2) \right) \]
\[ \equiv \frac{D_X D_Y}{R_X(s_1) R_Y(s_2)}, \] (A4)
where the functions \( R_X \) (or \( R_Y \)) and \( D_X D_Y \) are respectively given by Eqs. (3.16) and (3.15). In deriving the explicit expression for \( R_X, R_Y \) below, and \( D_X D_Y \) below, it is convenient to define the following statistical quantities in Lagrangian space:
\[ A_{ij}(q) = \left\langle \Psi^{(S)}_i(q) \Psi^{(S)}_j(q) \right\rangle_c, \] (A5)
\[ y_i(q) = \left\langle \delta_L(q) \Psi^{(S)}_i(q) \right\rangle_c, \] (A6)
\[ B_{ij}(q_1, q_2) = \left\langle \Psi^{(S)}_i(q_1) \Psi^{(S)}_j(q_2) \right\rangle_c, \] (A7)
\[ U_i(q_1, q_2) = - \left\langle \delta_L(q_1) \Psi^{(S)}_i(q_2) \right\rangle_c, \] (A8)
where the field \( \Psi^{(S)} \) is defined at Eq. (3.12). The bracket \( \langle \cdots \rangle_c \) represents the cumulant for which the disconnected part is subtracted. Here, the fields, \( \Psi^{(S)} \) and \( \epsilon_L(q) \), are assumed to follow the Gaussian statistics.

Taking advantage of their symmetric properties, the ex-

**APPENDIX A: DERIVATION OF CROSS-CORRELATION FUNCTION**

In this appendix, we present the derivations of the cross-correlation function given in Eqs. (3.17) and (3.18). The derivation of the expression with the relativistic corrections is a straightforward extension of Taruya et al. (2020).

On the basis of the Zel’dovich approximation, our goal here is to write down the cross-correlation function in terms of the quantities in Lagrangian space. To do so, we first recall the number conservation between redshift space and Lagrangian space. We have
pressions given at Eqs. (A5)–(A8) are rewritten as follows:

\[ A_{ij}(q) = R_{ik}(q)R_{jk}(q)\sigma_i^2 + \tilde{q}_i\tilde{q}_j\sigma_i^2, \quad (A9) \]

\[ y_i(q) = \tilde{q}_i\sigma_{\tilde{c}}^2, \quad (A10) \]

\[ B_{ij}(q_1, q_2) = R_{ik}(q_1)R_{jk}(q_2)\Big(C(q)\delta_{ij} + D(q)\tilde{q}_i\tilde{q}_j\Big) + \tilde{q}_1\tilde{q}_2\xi_c + \Big(R_{ik}(q_1)\tilde{q}_j - R_{jk}(q_2)\tilde{q}_i\Big)\hat{q}_iL_i(q), \quad (A11) \]

\[ U_{ij}(q_1, q_2) = R_{ij}(q)\hat{q}_jL_i(q) - \tilde{q}_2\xi_c(q), \quad (A12) \]

with \( q = q_2 - q_1 \) and \( q \equiv |q| \). Here we define

\[ \sigma^2_{\tilde{c}} = \langle \Psi(q)\Psi(q) \rangle_c, \quad (A13) \]

\[ \sigma^2_\delta = \langle \delta_i(q)\delta_j(q) \rangle_c, \quad (A14) \]

\[ C(q)\delta_{ij} + D(q)\tilde{q}_i\tilde{q}_j = \langle \Psi(q_1)\Psi(q_2) \rangle_c, \quad (A15) \]

\[ \xi_c(q) = \langle \delta_i(q)\delta_j(q) \rangle_c, \quad (A16) \]

\[ \xi_{\tilde{c}}(q) = \langle \delta_i(q)\xi_c(q) \rangle_c, \quad (A17) \]

\[ L_i(q)\hat{q}_j = \langle \Psi(q_1)\xi_c(q) \rangle_c, \quad (A18) \]

\[ L_\delta(q)\hat{q}_i\tilde{q}_j = \langle \Psi(q_1)\delta_i(q_2) \rangle_c, \quad (A19) \]

\[ L_\delta(q)\hat{q}_i\tilde{q}_j = \langle \Psi(q_1)\delta_i(q_2) \rangle_c, \quad (A20) \]

Using the fact that the displacement field \( \Psi \) is related to the linear density field through \( \nabla \cdot \Psi(q, t) = -\delta_i(q, t) \) (see Eq. (3.5)), we obtain

\[ \sigma^2_d = \frac{1}{3} \int \frac{dp}{2\pi^2} P_d(p), \quad (A22) \]

\[ \sigma^2 = \int \frac{dp}{2\pi^2} p^2 P_d(p), \quad (A23) \]

\[ \sigma^2_{\delta} = \int \frac{dp}{2\pi^2} p^2 P_{\delta}(p), \quad (A24) \]

\[ C(q) = \int \frac{dp}{2\pi^2} j_1(\hat{p}q)P_d(p), \quad (A25) \]

\[ D(q) = -\int \frac{dp}{2\pi^2} j_2(\hat{p}q)P_d(p), \quad (A26) \]

\[ \xi_c(q) = \int \frac{dp}{2\pi^2} p^2 j_0(\hat{p}q)P_d(p), \quad (A27) \]

\[ \xi_{\tilde{c}}(q) = \int \frac{dp}{2\pi^2} p^2 j_0(\hat{p}q)P_{\delta}(p), \quad (A28) \]

\[ L_\delta(q) = \int \frac{dp}{2\pi^2} p j_1(\hat{p}q)P_{\delta}(p), \quad (A29) \]

\[ L_\delta(q) = \int \frac{dp}{2\pi^2} p j_1(\hat{p}q)P_{\delta}(p), \quad (A30) \]

where the spectra \( P_d, P_{\delta}, \) and \( P_{\tilde{c}} \) are defined as follows:

\[ \langle \delta_i(k)\delta_j(k') \rangle = (2\pi)^3\delta^3_{ij}(\hat{k} + \hat{k}')P_d(k), \quad (A32) \]

\[ \langle \delta_i(k)\xi_c(k') \rangle = (2\pi)^3\delta^3_{ij}(\hat{k} + \hat{k}')P_{\delta}(k), \quad (A33) \]

\[ \langle \xi_c(k)\xi_c(k') \rangle = (2\pi)^3\delta^3_{ij}(\hat{k} + \hat{k}')P_{\delta}(k), \quad (A34) \]

With the quantities given above, we will derive an analytical expression for \( R_x \) (or \( R_v \)) in Sec. A1, and for \( D_xD_y \) in Sec. A2.

### A1 \( R_x \) and \( R_v \) part

In order to a simplified analytical expressions of \( R_x \) (or \( R_v \)), we use the properties between moment and cumulant generating function (see e.g., Scoccimarro 2004; Matsubara 2008; Taruya et al. 2010). The integrand of Eq. (3.17) is then rewritten in the form as

\[ \langle 1 + b_{\delta}^2\delta_i(q) \rangle e^{-ik\Psi^{(S)}(q)} = \exp\left[-\frac{1}{2}k_ik_j A_{ij}\right]\left(1 - i b_{\delta}^2k_iy_i\right), \quad (A35) \]

where the functions \( A_{ij} \) and \( y_i \) are defined in Eqs. (A9) and (A10), respectively. Substituting Eq. (A35) into Eq. (3.16), we obtain

\[ R_x(s_1) = \int d^3q \int \frac{d^3k}{(2\pi)^3} e^{ik(\hat{s}_1 - q - \text{NL}\times q)} \times \exp\left[-\frac{1}{2}k_ik_j A_{ij}\right]\left(1 - i b_{\delta}^2k_iy_i\right), \quad (A36) \]

\[ = \int \frac{d^3q}{(2\pi)^3/2} \left|\text{det} A^{1/2}\right| e^{-1/2 (\hat{s}_1 - q - \text{NL}\times q)^T A^{-1} (\hat{s}_1 - q - \text{NL}\times q)} \times \left(1 + b_{\delta}^2 (s_{ij} - q_i - \text{NL}\times q_j) A^{-1}_{ij} y_i\right), \quad (A37) \]

In the second line, we used the formula for multi-dimensional Gaussian integrals to obtain the second equality. The final expression of \( R_x \) (or \( R_v \)) involves the three-dimensional integral, which has to be computed numerically.

Nevertheless, we can exploit the approximation, with which the \( R_x \) (or \( R_v \)) is expressed in a simple analytical form. Following Taruya et al. (2020) (see their Appendix A1), we Taylor-expand the exponential factor in Eq. (A36), and repeat the integration by part. Truncating at finite order, the final form becomes

\[ R_x(s) = 1 - \frac{2b_{\delta}^2}{s^2} + \left(\frac{\sigma^2_{\delta}}{s^2} + \frac{\sigma^4_{\delta}}{s^4} + \frac{3\sigma^6_{\delta}}{8s^6} + \cdots \right) \left(2f + f^2 + \frac{\sigma^2_{\delta}}{s^2}\right) \]

\[ + \frac{2}{s}g_{\text{NL}}, \quad (A38) \]

which is accurate as long as we consider the cases with \( \sigma^2_d/s^2 \ll 1, \sigma^2_{\delta}/s \ll 1, \) and \( \sigma^2_{\delta}/s^2 \sim O(1)\).

### A2 \( D_xD_y \) part

Next consider the function \( D_xD_y \), defined at Eq. (3.15). To derive a simplified analytical expression, we first define the following quantities:

\[ Y = -i(\hat{k}_1 \cdot \Psi^{(S)}(q_1) + \hat{k}_2 \cdot \Psi^{(S)}(q_2)), \quad (A39) \]

\[ X_1 = b_{\delta}^2\delta_i(q_1), \quad (A40) \]

\[ X_2 = b_{\delta}^2\delta_i(q_2). \quad (A41) \]

The quantities \( X_1, X_2, \) and \( Y \) follow the Gaussian statistics. Then, Eq. (3.15) is expressed in terms of \( X_1, X_2 \) and \( X_2 \) as
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follows:

\[
D_x D_y (s_1, s_2) = \int d^3 q_1 \int d^3 q_2 \int \frac{d^3 k_1}{(2\pi)^3} \int \frac{d^3 k_2}{(2\pi)^3} \times e^{i k_1 \cdot \left( s_1 - q_1 - \epsilon_{NL,x} q_1 \right)} + i k_2 \cdot \left( s_2 - q_2 - \epsilon_{NL,y} q_2 \right) \times \left( e^{i Y \cdot (1 + X_1)} (1 + X_2) \right).
\]  
(A42)

In similar manner to \( R_x \) in Sec. A1, we rewrite the ensemble average of Eq. (A42) in terms of the cumulants:

\[
\left\langle e^{i Y \cdot (1 + X_1)} (1 + X_2) \right\rangle = e^{\frac{1}{2} (Y^2)_c} \left[ 1 + \left\langle X_1 X_2 \right\rangle_c \right] + \left\langle X_1 Y \right\rangle_c + \left\langle X_2 Y \right\rangle_c + \left\langle X_1 Y \right\rangle_c \left\langle X_2 Y \right\rangle_c.
\]  
(A43)

Using Eqs. (A5)–(A8), the statistical quantities at right-hand side are explicitly given as follows:

\[
\langle Y^2 \rangle_c = -k_1 k_2 A_{ij} \langle \hat{\phi}_1 \rangle_{ij} - 2 k_1 k_2 B_{ij} \langle \hat{\phi}_2 \rangle_{ij}.
\]  
(A44)

\[
\langle X_1 Y \rangle_c = i b_{q_1}^2 \left( k_2 U_{\hat{\phi}_1} (q_1, q_2) - k_1 U_{\hat{\phi}_2} (q_2) \right),
\]  
(A45)

\[
\langle X_2 Y \rangle_c = i b_{q_1}^2 \left( k_1 U_{\hat{\phi}_1} (q_2, q_1) - k_2 U_{\hat{\phi}_2} (q_1) \right),
\]  
(A46)

\[
\langle X_1 X_2 \rangle_c = b_{q_1}^2 b_{q_2}^2 \langle \xi_1 \rangle_q.
\]  
(A47)

Substituting these expressions into Eq. (A42), the correlator \( D_x D_y \) is expressed as

\[
D_x D_y (s_1, s_2) = \int d^3 q_1 \int d^3 q_2 \int \frac{d^3 k_1}{(2\pi)^3} \int \frac{d^3 k_2}{(2\pi)^3} \times e^{i k_1 \cdot \left( s_1 - q_1 - \epsilon_{NL,x} q_1 \right)} + i k_2 \cdot \left( s_2 - q_2 - \epsilon_{NL,y} q_2 \right) \times \left[ 1 + b_{q_1}^2 b_{q_2}^2 \langle \xi_1 \rangle_q + i k_1 \left( b_{q_2}^2 U_{\hat{\phi}_1} (q_1, q_2) - b_{q_1}^2 U_{\hat{\phi}_2} (q_2) \right) \right. \\
\left. - k_1 k_2 b_{q_1}^2 b_{q_2}^2 U_{\hat{\phi}_1} (q_2, q_1) U_{\hat{\phi}_2} (q_1, q_2) + y_{\hat{\phi}_1} (q_1) y_{\hat{\phi}_2} (q_2) \right] \times \left[ 1 + b_{q_1}^2 b_{q_2}^2 \langle \xi_1 \rangle_q + i k_2 \left( b_{q_1}^2 U_{\hat{\phi}_1} (q_1, q_2) - b_{q_2}^2 U_{\hat{\phi}_2} (q_2) \right) \right. \\
\left. - k_1 k_2 b_{q_1}^2 b_{q_2}^2 U_{\hat{\phi}_1} (q_2, q_1) U_{\hat{\phi}_2} (q_1, q_2) + y_{\hat{\phi}_1} (q_1) y_{\hat{\phi}_2} (q_2) \right].
\]  
(A48)

Note that setting \( \epsilon_{\xi} = \epsilon_{NL,X} = \epsilon_{NL,Y} = 0 \), Eq. (A48) coincides with the expression obtained by Taruya et al. (2020).

For further reduction, we introduce the six-dimensional vectors composed of two three-dimensional vectors as \( K \equiv (k_1, k_2) \), \( Q \equiv (q_1, q_2) \), \( S \equiv (s_1, s_2) \), and \( E \equiv (\epsilon_{NL,x} \hat{\phi}_1, \epsilon_{NL,y} \hat{\phi}_2) \). Then Eq. (A48) is simplified as follows:

\[
D_x D_y (s_1, s_2) = \int d^6 Q \int \frac{d^3 K}{(2\pi)^3} e^{i K \cdot (S - Q - E)} e^{-\frac{1}{2} K_a K_b A_{ab} (Q)} \times \left[ 1 + b_{Q}^2 b_{Q}^2 \langle \xi_1 \rangle_Q + i K_a U_{Q} (Q) - K_b W_{ab} (Q) \right].
\]  
(A49)

where the subscripts \( a \) and \( b \) run over 1–6. The six-dimensional vector \( U \) and matrices \( A \) and \( W \) are defined by:

\[
A = \begin{pmatrix} A(q_1) & B(q_1, q_2) \\ B(q_1, q_2) & A(q_2) \end{pmatrix},
\]  
(A50)

\[
W = \frac{1}{2} [1 + b_{q_1}^2 b_{q_2}^2 \left( W_1 (q_1, q_2) W_2 (q_2, q_1) - W_2 (q_2, q_1) W_1 (q_1, q_2) \right),
\]  
(A51)

\[
U = \left( b_{q_1}^2 U (q_1, q_2) - b_{q_2}^2 y_{\hat{\phi}_1} (q_1) \right),
\]  
(A52)

with the three-dimensional matrices given by

\[
W_{1,ij} (q_1, q_2) = \left( U_{ij} (q_2, q_1) y_{\hat{\phi}_1} (q_1) + y_{\hat{\phi}_1} (q_1) U_{ij} (q_2, q_1) \right).
\]  
(A53)

\[
W_{2,ij} (q_1, q_2) = U_{ij} (q_2, q_1) y_{\hat{\phi}_1} (q_1) + y_{\hat{\phi}_1} (q_1) U_{ij} (q_2, q_1).
\]  
(A54)

These matrices and vectors include the relativistic effects on top of the standard Doppler effect as an extension of the expression obtained by Taruya et al. (2020). Using the formulae for the multi-dimensional Gaussian integrals, the integral over the six-dimensional wavevector \( K \) in Eq. (A49) is analytically performed, and we obtain

\[
D_x D_y (s_1, s_2) = \int \frac{d^6 Q}{(2\pi)^3} \left( \text{det} A \right)^{1/2} \left( e^{-\frac{1}{2} (S - Q - E)_a (S - Q - E)_b A^{-1}_{ab}} \right) \times \left[ 1 + b_{Q}^2 b_{Q}^2 \langle \xi_1 \rangle_Q - A^{-1}_{ab} U_{ab} (S - Q - E)_c (S - Q - E)_d W_{ab} \right].
\]  
(A55)

This is Eq. (3.18). The numerator \( D_x D_y \) is expressed by the six-dimensional integral of \( Q \), which we have to evaluate numerically.

**APPENDIX B: LINEAR THEORY LIMIT OF THE QUASI-LINEAR MODEL**

In this appendix, we show that our quasi-linear model of cross-correlation function consistently reproduces the expressions of the linear theory with the gravitational redshift effect previously derived in the literature (e.g., McDonald 2009; Bonvin et al. 2014). The explicit form of the gravitational redshift effect is given by

\[
\epsilon_{L} (x) = -\frac{\phi_{L} (x)}{a \Lambda}.
\]  
(B1)

The gravitational potential \( \phi \) in Fourier space is related to the linear density field through the Poisson equation as [see Eq. (3.9)]

\[
\phi_{L} (k) = -\frac{3 \Omega_{m0} H_0^2}{2 a} \frac{d_{L} (k)}{k^2}.
\]  
(B2)

Below, taking into account both the wide-angle and gravitational redshift effects, we show in Sec. B1 that the linear density field is reconstructed from our quasi-linear model with Zel’dovich approximation. Further, in Sec. B2, starting with the cross-correlation function at Eq. (3.14), the linear-order correlation function is shown to be recovered.
B1 Linearized density field

In this subsection, we focus on the linearized density contrast. In Eq. (A2), expanding the terms up to $O(\delta_l)$, $O(\Psi^{(s)})$, and $O(\epsilon_{NL,X})$, the number density field in redshift space and its ensemble average are given by

$$n_X^{(s)}(s) \simeq \pi_X \int d^3q \int \frac{d^3k}{(2\pi)^3} \left(1 + b_X\delta_l(q) - ik \cdot \Psi^{(s)} - \epsilon_{NL,X}ik \cdot \hat{q}\right) e^{ik \cdot (s-q)},$$

$$\left\langle n_X^{(s)}(s) \right\rangle \simeq \pi_X \int d^3q \int \frac{d^3k}{(2\pi)^3} \left(1 - \epsilon_{NL,X}ik \cdot \hat{q}\right) e^{ik \cdot (s-q)},$$

(B3)

(B4)

Using these expressions, we obtain the linear density contrast in redshift space as

$$\delta_X^{(s)}(s) = \frac{n_X^{(s)}(s)}{\left\langle n_X^{(s)}(s) \right\rangle} - 1 \simeq \int d^3q \int \frac{d^3k}{(2\pi)^3} e^{ik \cdot s} \left(b_X + f\mu^2 - i\frac{2}{k} + \frac{2}{k^2}\mu\right) \delta_l(k),$$

where in the second line, we neglect higher-order terms of the non-linear potential $\epsilon_{NL,X}$. As seen from Eq. (B5), at linear order, the non-linear potential $\epsilon_{NL,X}$ vanishes.

Substituting Eqs. (3.12), (B1), and (B2) into Eq. (B5), we obtain

$$\delta_X^{(s)}(s) = \int d^3q \int \frac{d^3k}{(2\pi)^3} e^{ik \cdot s} \left(b_X + f\mu^2 - i\frac{2}{k} + \frac{2}{k^2}\mu\right) \delta_l(k),$$

where the directional cosine $\mu$ is defined by $\mu = \hat{k} \cdot \hat{s}$, and we introduce the Eulerian linear bias given by $b_X = 1 + \frac{2}{k}$. Except for the selection function terms that is proportional to $2/s$, the integrand of Eq. (B6) consistently reproduces the linear theory result in McDonald (2009); Bonvin et al. (2014).

Note that, in Eq. (B4), neglecting the non-linear potential term, $\pi_X$ coincides with the mean density in redshift space $\langle n_X^{(s)}(s) \rangle$ at linear level. However, at non-linear level, we see the discrepancy between $\pi_X$ and $\langle n_X^{(s)}(s) \rangle$ due to the wide-angle and relativistic effects (Taruya et al. 2020).

B2 Linearized cross-correlation function

Second, we show that the cross-correlation function based on our formalism consistently recovers the linear cross-correlation function presented in McDonald (2009); Bonvin et al. (2014). In this appendix, the procedure of the calculation technique is based on Appendix C of Taruya et al. (2020).

In Eq. (A48), we keep and expand the terms up to $O(P_l(k))$. Then the linearized expression of $D_XD_V$ in Eq. (A48) is given as

$$D_XD_V(s_1, s_2) = \int d^3q_1 \int d^3q_2 \int \frac{d^3k_1}{(2\pi)^3} \int \frac{d^3k_2}{(2\pi)^3} x e^{ik_1 \cdot (s_1 - q_1 - \epsilon_{NL,X}q_1)} \times \left(1 + b_X^2b_Y^2\xi_L(q) + i\frac{1}{2}k_1k_2A_{ij}(q_1) - \frac{1}{2}k_1k_2A_{ij}(q_2) - k_1k_2B_{ij}(q_1, q_2) + ik_{ij}\left(b_X^2U_{ij}(q_1, q_2) - b_Y^2Y_{ij}(q_2)\right)\right) \cdot$$

(B7)

The linearized expression of $R_X$ (or $R_V$) in Eq. (A36) is given as

$$R_X(s_1) = \int d^3q \int \frac{d^3k}{(2\pi)^3} e^{ik \cdot (s_1 - q - \epsilon_{NL,X}q)} \times \left(1 - i\frac{2}{k}k_1k_2 + \frac{1}{2}k_1k_2A_{ij}\right).$$

(B8)

By performing integration by parts, $D_XD_V$ is rewritten as

$$D_XD_V(s_1, s_2) = J_X(s_1)J_Y(s_2) + J_X(s_1)\frac{\partial}{\partial s_2}\left(b_X^2J_Y(s_2)y_2(\hat{s}_2)\right) + \frac{\partial}{\partial s_2}\frac{\partial}{\partial y_2}\left(J_Y(s_2)\frac{1}{2}A_{ij}(\hat{s}_2)\right)$$

$$+ J_Y(s_2)\frac{\partial}{\partial y_1}\left(b_X^2J_X(s_1)y_1(\hat{s}_1)\right) + \frac{\partial}{\partial s_1}\frac{\partial}{\partial y_1}\left(J_X(s_1)\frac{1}{2}A_{ij}(\hat{s}_1)\right)$$

$$+ \int d^3q_1 \int d^3q_2 \int \frac{d^3k_1}{(2\pi)^3} \int \frac{d^3k_2}{(2\pi)^3} x e^{ik_1 \cdot (s_1 - q_1 - \epsilon_{NL,X}q_1)} + i\frac{1}{2}k_1k_2A_{ij}(q_2) - k_1k_2B_{ij}(q_1, q_2) + ik_{ij}\left(b_X^2U_{ij}(q_1, q_2) - b_Y^2Y_{ij}(q_2)\right)\right) \cdot$$

(B9)

and $R_X$ (or $R_V$) is rewritten as

$$R_X(s_1) = J_X(s_1) + \frac{\partial}{\partial s_2}\left(b_X^2J_X(s_1)y_2(\hat{s}_2)\right) + \frac{\partial}{\partial s_1}\frac{\partial}{\partial y_1}\left(J_X(s_1)\frac{1}{2}A_{ij}(\hat{s}_1)\right).$$

(B10)

where we define the Jacobians $J_X(s_1)$ and $J_Y(s_2)$ of the transformation: $\hat{q}_1 = q_1 + \epsilon_{NL,X}q$ and $\hat{q}_2 = q_2 + \epsilon_{NL,Y}q_2$, respectively. The explicit form of the Jacobians is given as

$$J_X(\hat{q}_1) \equiv \frac{\det \left(\frac{\partial \hat{q}_1}{\partial q_1}\right)}{\det \left(\frac{\partial \hat{q}_1}{\partial \hat{q}_1}\right)} \equiv \left(1 + \epsilon_{NL,X}q_1^2\right)^2,$$

(B11)

$$J_Y(\hat{q}_2) \equiv \frac{\det \left(\frac{\partial \hat{q}_2}{\partial q_2}\right)}{\det \left(\frac{\partial \hat{q}_2}{\partial \hat{q}_2}\right)} \equiv \left(1 + \epsilon_{NL,Y}q_2^2\right)^2.$$
Finally we obtain the linearized correlation function as
\[
\xi_{XY}^{(S)}(s_1, s_2) = (J_X(s_1)J_Y(s_2))^{-1} \int d^3q_1 \int d^3q_2 \int d^3k_1 \left( \frac{2\pi}{k_1} \right)^3 \int d^3k_2 \left( \frac{2\pi}{k_2} \right)^3 \times e^{i\mu_1 \cdot q_1 + i\mu_2 \cdot q_2} \frac{1}{N_L} \xi_L(q_1) 
\]
for the selection function terms that is proportional to \(2/s_1\) and \(2/s_2\). Note that dropping the last terms in the second and third lines, which is relevant to the gravitational redshift effect, the expression coincides with the linear theory expression without taking the distant-observer limit (e.g., Pápai & Szapudi 2008; Yoo & Seljak 2015; Reimberg et al. 2016; Taruya et al. 2020).

APPENDIX C: ANALYTICAL EXPRESSIONS FOR THE LINEAR CROSS-CORRELATION FUNCTION

The analytical expressions for the linearized cross-correlation function with wide-angle effects have been already presented in Appendix D of Taruya et al. (2020). In this appendix, apart from the formula for the standard Doppler contribution with wide-angle effects, we present the analytical expressions for the new contribution coming from the gravitational redshift effect.

Starting from the expression at Eq. (B18), we first decompose the linear cross-correlation function into two pieces: \(\xi_{XY}^{(S)} = \xi_{XY,\text{Doppler}}^{(S)} + \xi_{XY,\text{grav}}^{(S)}\), where \(\xi_{XY,\text{Doppler}}^{(S)}\) and \(\xi_{XY,\text{grav}}^{(S)}\) respectively, stand for the standard Doppler and gravitational redshift effects. Collecting the gravitational redshift contribution to Eq. (B18), the expression of \(\xi_{XY,\text{grav}}^{(S)}\) is written as
\[
\xi_{XY,\text{grav}}^{(S)}(s_1, s_2) = \int \frac{d^3k}{(2\pi)^3} e^{ik \cdot s_1} P_L(k) \times \left[ b_X + f_{\mu_1}^2 + i2f_{\mu_2} \frac{\mu_1}{k_{s_1}} - 3 \frac{\Omega_{m_0} H_0^2}{a^2 H} \left( \frac{2}{k_{s_1}} - i\mu_1 \right) \right] 
\]
\[
\times \left[ b_Y + f_{\mu_2}^2 - i2f_{\mu_1} \frac{\mu_2}{k_{s_2}} - 3 \frac{\Omega_{m_0} H_0^2}{a^2 H} \left( \frac{2}{k_{s_2}} + i\mu_2 \right) \right].
\]
In the following subsections, we will focus on the gravitational redshift contribution to the cross-correlation function given in Eq. (C1).

C1 Expansion form of linear cross-correlation function

In Szapudi (2004); Pápai & Szapudi (2008), the linear-order correlation function with wide-angle effects is expanded in
terms of the tripolar spherical harmonics. Taruya et al. (2020) extend their treatment to the linear-order correlation function between different biased objects. In this subsection, following Szapudi (2004); Pápai & Szapudi (2008); Bonvin & Durrer (2011), we further extend the treatment to include the gravitational redshift contribution to the linear-order cross-correlation function.

We first define the tripolar spherical harmonics by

\[ S_{t_1,t_2,t}(\hat{s}_1, \hat{s}_2, \mathbf{s}) = \sum_{m_1,m_2,m} \left( \ell_1 \atop m_1 \right) \left( \ell_2 \atop -m_2 \right) \ell \atop m \times C_{t_1,m_1}^{\ell_1}(\hat{s}_1) C_{t_2,m_2}^{\ell_2}(\hat{s}_2) C_{t,m}^{\ell}(\mathbf{s}) \right), \]  

(C2)

where the matrix is a Wigner-3j symbol. The function, \( C_{t,m}(\mathbf{s}) = \sqrt{4\pi/(2t+1)} Y_{t,m}(\mathbf{s}) \), is the normalized spherical harmonics.

The tripolar spherical harmonics characterize the angular dependence of the cross-correlation function, and then, we separate the dependence of the distance and separation from their angular dependence in the cross-correlation function as

\[ \xi_{\text{XY},\text{grav}}^{(s)}(\mathbf{s}_1, \mathbf{s}_2) = \sum_{t_1,t_2,t} b_{t_1,t_2,t}(s_1, s_2, s) S_{t_1,t_2,t}(\hat{s}_1, \hat{s}_2, \mathbf{s}), \]  

(C3)

where the coefficient, \( b_{t_1,t_2,t} \), is given as the function of \( s_1 = |\mathbf{s}_1|, s_2 = |\mathbf{s}_2|, \) and \( s = |\mathbf{s}_2 - \mathbf{s}_1| \). The non-vanishing coefficients are summarized as follows:

\[ b_{000} = -\frac{2}{s_1} \left( b^v + \frac{f}{3} \right) + \frac{2}{s_2} \left( b^v + \frac{f}{3} \right) \eta_0^2(s) + \frac{4}{s_1 s_2} \lambda^0_0(s), \]  

(C4)

\[ b_{010} = \sqrt{3} \left( b^v + \frac{f}{3} \right) \eta^1_1(s) - 2\sqrt{3} \left( \lambda^1_1(s) + \frac{2f}{s_1} \eta^1_1(s) \right), \]  

(C5)

\[ b_{111} = -\sqrt{3} \left( b^v + \frac{f}{3} \right) \eta^1_1(s) - 2\sqrt{3} \left( \lambda^1_1(s) + \frac{2f}{s_1} \eta^1_1(s) \right), \]  

(C6)

\[ b_{110} = -\frac{1}{\sqrt{3}} \left\{ 2 \left( \frac{f}{s_1} + \frac{f}{s_2} \right) \eta^0_2(s) + \lambda^0_2(s) \right\}, \]  

(C7)

\[ b_{112} = -\sqrt{\frac{10}{3}} \left\{ 2 \left( \frac{f}{s_1} + \frac{f}{s_2} \right) \eta^2_2(s) + \lambda^2_2(s) \right\}, \]  

(C8)

\[ b_{022} = \frac{4\sqrt{3}f}{3s_1} \eta^2_2(s), \]  

(C9)

\[ b_{202} = \frac{4\sqrt{3}f}{3s_2} \eta^2_2(s), \]  

(C10)

\[ b_{211} = -b_{211} = 2\sqrt{\frac{7}{15}} f \eta^3_1(s), \]  

(C11)

\[ b_{213} = -b_{213} = 2\sqrt{\frac{7}{15}} f \eta^3_1(s), \]  

(C12)

where we define \( \eta^0_2(s) \) and \( \lambda^0_2(s) \) by

\[ \eta^0_2(s) = \int \frac{dk}{2\pi^2} k^0 j_1(k s) P_{s_1}(k), \]  

(C13)

\[ \lambda^0_2(s) = \int \frac{dk}{2\pi^2} k^0 j_1(k s) P_{s_2}(k). \]  

(C14)

Using Eqs. (B1) and (B2), the power spectra \( P_{s_1}(k) \) and \( P_{s_2}(k) \) are given in terms of the linear matter power spectrum \( P_L(k) \) as

\[ P_{s_1}(k) = \left( \frac{3\Omega_m H_0^2}{2\pi^2} \right)^2 \frac{1}{k^2} P_L(k), \]  

(C15)

\[ P_{s_2}(k) = \left( \frac{3\Omega_m H_0^2}{2\pi^2} \right)^2 \frac{1}{k^2} P_L(k). \]  

(C16)

Note that, if we use the another definition of the separation vector given by \( s = \mathbf{s}_2 - \mathbf{s}_1 \), the sign for the terms involving either of factor \( 1/s_1 \) or \( 1/s_2 \) are flipped.

Choosing a specific coordinate system, we further simplify Eq. (C3). Here we use the same coordinate system defined in Pápai & Szapudi (2008); Bonvin et al. (2014); Taruya et al. (2020):

\[ \hat{s}_1 = (\cos \phi_1, \sin \phi_1, 0), \quad \hat{s}_2 = (\cos \phi_2, \sin \phi_2, 0). \]

(C17)

This coordinate system is chosen so that the triangle formed with the position vectors \( \mathbf{s}_1 \) and \( \mathbf{s}_2 \) is confined on the x-y plane, and the separation vector \( s = \mathbf{s}_2 - \mathbf{s}_1 \) is parallel to the x-axis. Then, the cross-correlation function is expanded as

\[ \xi_{\text{XY},\text{grav}}^{(s)}(\mathbf{s}_1, \mathbf{s}_2) = \sum_{m,n} \left[ a_{mn} \cos (m \phi_1) \cos (n \phi_2) + b_{mn} \sin (m \phi_1) \sin (n \phi_2) \right], \]  

(C18)

where \( a_{mn} \) and \( b_{mn} \) are given as the function of \( s_1, s_2, \) and \( s \). The non-vanishing coefficients are summarized as follows:

\[ a_{00} = -2 \left( \frac{1}{s_1} \left( b^v + \frac{f}{3} \right) + \frac{1}{s_2} \left( b^v + \frac{f}{3} \right) \right) \eta_0^2(s) + \frac{4}{s_1 s_2} \lambda^0_0(s), \]  

(C19)

\[ a_{01} = \left( b^v + \frac{2f}{5} \right) \eta_1^1(s) - \frac{f}{10} \eta_1^1(s) - \frac{4f}{s_1 s_2} \eta_1^1(s) - \frac{2}{s_1} \lambda^1_1(s), \]  

(C20)

\[ a_{10} = - \left( b^v + \frac{2f}{5} \right) \eta_1^1(s) + \frac{f}{10} \lambda^1_1(s) + \frac{4f}{s_1 s_2} \eta_1^1(s) + \frac{2}{s_2} \lambda^1_1(s), \]  

(C21)

\[ a_{11} = 2f \left( \frac{1}{s_1} + \frac{1}{s_2} \right) \left( \eta_2^0(s) - 2\eta_2^0(s) + \frac{1}{3} \lambda^0_2(s) - 2\lambda^0_2(s) \right), \]  

(C22)

\[ a_{02} = \frac{f}{s_1} \eta_2^0(s), \]  

(C23)

\[ a_{20} = \frac{f}{s_2} \eta_2^0(s), \]  

(C24)

\[ a_{12} = -a_{21} = \frac{f}{5} \left( -\eta_1^1(s) + \frac{3}{2} \eta_2^0(s) \right), \]  

(C25)

\[ b_{11} = \frac{2f}{3} \left( \frac{1}{s_1} + \frac{1}{s_2} \right) \left( \eta_0^2(s) + \eta_2^0(s) + \frac{1}{3} \lambda^0_2(s) + \lambda^0_2(s) \right), \]  

(C26)

\[ b_{12} = -b_{21} = -\frac{f}{5} \left( \eta_1^1(s) + \eta_2^0(s) \right). \]  

(C27)

These expressions are suited for numerically computing the cross-correlation function.
C2  Wide-angle corrections for cross-correlation function with relativistic effects

The multipole moment of the correlation function generally depends on both the separation $s$ and the line-of-sight distance $d$. We then expand the multipole moments in powers of $(s/d)$ as the wide-angle corrections:

$$\xi^{(s)}_{l}(s, d, \mu) = \sum_{\ell} \xi^{(s)}_{l}(s) P_{\ell}(\mu)$$

$$= \sum_{\ell} \sum_{n} \left(\frac{a}{b}\right)^{n} \xi^{(s)}_{\ell, n}(s) P_{\ell}^{{\prime}}(\mu). \quad (C28)$$

In this subsection, we derive the expression for $\xi^{(s)}_{\ell, n}(s)$ up to the next-to-leading order adopting the mid-point line-of-sight.

The non-vanishing multipoles at leading order up to $\ell = 4$ are summarized as follows:

$$\xi^{(s)}_{0,0} = \frac{1}{3} \delta_0(s),$$

$$\xi^{(s)}_{1,0} = (b_X - b_Y) \eta_1^2(s),$$

$$\xi^{(s)}_{2,0} = -\frac{2}{3} \lambda_2^2(s),$$

$$\xi^{(s)}_{3,2} = \frac{3}{20} (b_X - b_Y) \eta_1^2(s),$$

$$\xi^{(s)}_{4,1} = -\frac{8}{35} f \eta_1^3(s),$$

and the non-vanishing multipoles at next-to-leading order are summarized as follows:

$$\xi^{(s)}_{1,1} = \frac{1}{3} (b_X + b_Y - \frac{2}{3} f) \eta_1^3(s) - \frac{2}{8} (b_X + b_Y) \eta_1^2(s),$$

$$\xi^{(s)}_{1,2} = (b_X - b_Y) \left( -\frac{3}{20} \eta_1^3(s) + \frac{2}{8} \eta_1^2(s) \right),$$

$$\xi^{(s)}_{2,1} = -\frac{1}{3} (b_X + b_Y - \frac{2}{3} f) \eta_1^3(s) + \frac{8}{35} f \eta_1^3(s),$$

$$\xi^{(s)}_{3,2} = (b_X - b_Y) \left( -\frac{5}{144} \eta_1^3(s) + \frac{1}{48} \eta_1^2(s) \right),$$

$$\xi^{(s)}_{4,2} = -\frac{4}{35} f \eta_1^3(s).$$

The odd multipole moments are proportional to the bias difference $b_X - b_Y$.

APPENDIX D: ANALYTICAL MODEL OF NON-PERTURBATIVE HALO POTENTIAL

In this appendix, based on the NFW profile and its gravitational potential (Navarro et al. 1996), we present an analytical model for the non-perturbative halo potential defined in Eq. (3.10).

The NFW profile is known to quantitatively describe the halo density profiles in cosmological N-body simulations, and it is given by

$$\rho_{NFW}(r, z, M) = \frac{\rho_s(z, M)}{(r/r_s(z, M)) \left(1 + (r/r_s(z, M))^2\right)}, \quad (D1)$$

where $r$, $z$, and $M$ are radius from the centre of halo, redshift, and halo mass, respectively. The overdensity, $\rho_s(z, M)$, and the scale radius, $r_s(z, M)$, are related to the concentration parameter $c_{vir}$ through

$$\rho_s(z, M) = \frac{\Delta_{vir}(z) \rho_{m0}}{3 c_{vir}(M, z)} \left[ \ln (1 + c_{vir}(z, M)) - \frac{c_{vir}(z, M)}{1 + c_{vir}(z, M)} \right]^{-1}, \quad (D2)$$

$$r_s(z, M) = \frac{c_{vir}(z, M)}{c_{vir}(z, M)}, \quad (D3)$$

with the radius $r_{vir}$ and $\Delta_{vir}$ being the virial radius and virial overdensity, respectively given by (Bryan & Norman 1998; Bullock et al. 2001)

$$r_{vir}(z, M) = \left( \frac{3M}{4\pi \Delta_{vir}(z) \rho_{m0}} \right)^{1/3}, \quad (D4)$$

$$\Delta_{vir}(z) = \frac{18\pi^2 + 82 (\Omega_m(z) - 1) - 39 (\Omega_m(z) - 1)^2}{\Omega_m(z)}, \quad (D5)$$

$$\Omega_m(z) = \frac{(1 + z)^3 \rho_{m0}}{(1 + z)^3 \rho_{m0} + \Omega_{\Lambda0}}. \quad (D6)$$

The concentration parameter $c_{vir}(z, M)$ is known to weakly depend on the halo mass, and we use the following fitting form (Bullock et al. 2001; Cooray & Sheth 2002):

$$c_{vir}(z, M) = \frac{9}{1 + z} \left( \frac{M}{M_{\ast}(z)} \right)^{-0.13}, \quad (D7)$$

where $M_{\ast}(z)$ stands for the characteristic mass scale defined by $\sigma_M(M)D_\Sigma(z) = \delta_{crit}$. The quantity $\delta_{crit}$ is the critical over-density of the spherical collapse model, and $\sigma_M$ is the root-mean square amplitude of the matter density fluctuations smoothed with top-hat filter of the radius $R = (3M/(4\pi \rho_\ast))^{1/3}$ with $\rho_\ast$ being the mean mass density.

Solving the Poisson equation, the gravitational potential of the NFW profile at Eq. (D1) is obtained under the boundary condition $\phi_{NFW} \rightarrow 0$ at $r \rightarrow \infty$. We have

$$\phi_{NFW}(r, z, M) = -4\pi G (1 + z) \rho_s(z, M) r_s^2(z, M) \left( \frac{r}{r_s(z, M)} \right) \left[ \ln \left(1 + \frac{r}{r_s(z, M)}\right) \right]^{-1}. \quad (D8)$$

Taking the limit $r \rightarrow 0$, the gravitational potential at the centre of the halo, which we denote by $\phi_{NFW,0}$, is estimated to be

$$\phi_{NFW,0}(z, M) = -4\pi G (1 + z) \rho_s(z, M) r_s^2(z, M). \quad (D9)$$

In comparing the model predictions with the measured halo potentials in N-body simulations, one must properly take account of the finite bin width of the halo mass scale in the halo catalogues. That is, the prediction of the potential has to be averaged over the halo mass, weighting with the halo mass function $n(M)$:

$$\bar{\phi}_{NFW}(z, M) = \int_{M_{\min}}^{M_{\max}} \phi_{NFW}(z, M) n(M) \, dM \int_{M_{\min}}^{M_{\max}} n(M) \, dM, \quad (D10)$$

where the upper and lower limit of the integral are taken to be $M_{\max} = 2N_{\text{max}}m_{\text{DM}}$ and $M_{\min} = N_{\text{min}}m_{\text{DM}}$, so as to be the same mass range as in the halo catalogues used in our analysis (see Table 1), where $m_{\text{DM}}$ is the mass of the dark matter particle. In Sec. 3.2, the predictions based on Eq. (D10) is compared in detail with the measured non-linear potentials.
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