ISOPARAMETRIC HYPERSURFACES OF RIEMANNIAN MANIFOLDS AS INITIAL DATA FOR THE MEAN CURVATURE FLOW
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Abstract. We show that the evolution of isoparametric hypersurfaces of Riemannian manifolds by the mean curvature flow is given by a reparametrization of the parallel family in short time, as long as the uniqueness of the mean curvature flow holds for the initial data and the corresponding ambient space. As an application, we provide a class of Riemannian manifolds that admit hypersurfaces with constant principal curvatures, which are not isoparametric hypersurfaces. Furthermore, for a class of ambient spaces, we show that the singularities developed by the mean curvature flow with isoparametric hypersurfaces as the initial data are Type I singularities. We apply our results to describe the evolution of isoparametric hypersurfaces by the mean curvature flow in ambient spaces with nonconstant sectional curvature, such as homogeneous 3-manifolds $\mathbb{E}(\kappa, \tau)$ with 4-dimensional isometry groups, and Riemannian products $Q^2_{c_1} \times Q^2_{c_2}$ of space forms.

Given a hypersurface $M^n$ of Riemannian manifold $\tilde{M}^{n+1}$, we say that $M$ evolves by the mean curvature flow (MCF) if there is a time-dependent family of smooth hypersurfaces with $M$ as initial data such that the velocity of the evolution at each point of such family is given by the mean curvature vector field of the correspondent hypersurface at that point. There is an extensive literature on the study of MCF, mainly when the ambient space $\tilde{M}^{n+1}$ is the Euclidean space $\mathbb{R}^{n+1}$. However, cases where the ambient space is a general Riemannian manifold and when the codimension is greater than one have also been considered recently. We suggest the surveys [7, 27] and references within for a good overview of the mentioned topics.

A hypersurface is said to be isoparametric if its parallel hypersurfaces have constant mean curvature. In [25] the authors showed that a hypersurface $M^n$ of a space form $Q^n_{c+1}$ is the initial data for a solution for the MCF given by a reparametrization of the flow of parallel hypersurfaces if and only if $M^n$ is an isoparametric hypersurface. Recall that a space form $Q^n_{c+1}$ is a complete, simply connected Riemannian manifold with constant sectional curvature $c$. For such ambient spaces, Cartan [5] proved that a hypersurface is isoparametric if and only if it has constant principal curvatures. In the sequence, the authors showed in [25] that the MCF
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given in this way is reduced to an ordinary differential equation, and provided explicit solutions. From such solutions, the exact collapsing times of the singularities are provided. Following the ideas of [25], a version of their results was provided in [12], for a class of isoparametric hypersurfaces of the product spaces $Q^n_c \times \mathbb{R}$ and $Q^n_c \times S^1$. Recently, the author in [20] also used a reparametrization of the flow by parallel hypersurfaces of isoparametric hypersurfaces to consider the Weingarten flow in Riemannian manifolds, which has as a particular case, the MCF. In this case, following [4], isoparametric hypersurfaces are defined in [20] as those whose parallels have constant principal curvatures, thus including the case in which the ambient spaces are space forms. For submanifolds with higher codimensions, the MCF with initial data given by an isoparametric submanifold was considered in [22, 23], when the ambient space is a space form. For a class of ambient spaces (which includes the space forms with non-negative curvature), the relation between singular Riemannian foliations in which the leaves are isoparametric submanifolds (in the sense of [14]) with the MCF was investigated in [1, 2, 21].

In this paper, we characterize reparametrizations of the flows by parallel hypersurfaces as the unique solution for the MCF with isoparametric hypersurfaces as initial data in general ambient spaces. Namely, for an ambient space $\tilde{M}^{n+1}$ given by a complete Riemannian manifold such that the curvature and its covariant derivatives up to order 2 are bounded, and with injectivity radius bounded from below by a positive constant, we prove that the MCF with bounded second fundamental form along the flow is uniquely given by a reparametrization of the flow of parallel hypersurfaces of $M^n$, if and only if $M^n$ is an isoparametric hypersurface. Our result provides an extension to general ambient spaces of [25, 12], and an extension of [20] to general isoparametric hypersurfaces, when the MCF is considered. Moreover, we also supply an improvement of their results since we show that isoparametric hypersurfaces, besides of providing solutions of the MCF through their parallel hypersurfaces, uniquely determined such evolution as initial data, as long as the ambient spaces are regular enough, which are the cases of space forms $Q^n_c$, the product spaces $Q^n_c \times \mathbb{R}$ and $Q^n_c \times S^1$, and the hyperbolic spaces $H^{n+1}_c$ considered in [20].

A crucial element for proving our result is the use of a uniqueness theorem for the solution of MCF for general ambient spaces, which is obtained under conditions on the curvature of the ambient space, and on the second fundamental form (see [6] and Lemma 3.2 in [15]).

Cartan’s work on isoparametric hypersurfaces of space forms [5] is the main reason why isoparametric hypersurfaces are referred to as those with constant principal curvatures. However, in arbitrary ambient spaces, the isoparametric definition and the constancy of the principal curvatures are, a priori, unrelated conditions. For instance, an isoparametric hypersurface with nonconstant principal curvatures was given in [30], and there is a recent work [24], where an example of a non-isoparametric hypersurface with constant principal curvatures is provided. As an application, we use the MCF to construct a class of Riemannian manifolds that admit non-isoparametric hypersurfaces with constant principal curvatures. Such a class of ambient spaces is provided by considering a simple perturbation of the Euclidean metric (see Example 2.1). Therefore, this class of Riemannian manifolds provides new examples where the concept of isoparametric hypersurface is not equivalent to having constant principal curvatures. Moreover, we study the
behaviour of the singularities of the MCF by a reparametrization of parallel hypersurfaces for a special class of ambient manifolds, which considers the solutions given by [25]. Further applications of our results are given by considering the evolution by the MCF of the isoparametric surfaces of homogeneous 3-manifolds known as $E(\kappa, \tau)$, which were classified in [11], and for isoparametric hypersurfaces of $\mathbb{S}^2 \times \mathbb{R}^2$ and $\mathbb{S}^2 \times \mathbb{S}^2$, which were considered in [13] and [29], respectively. Following the ideas of [29], we close the work by providing a class of isoparametric hypersurfaces in $\mathbb{H}^2 \times \mathbb{H}^2$ with three distinct principal curvatures. We also present the corresponding ODE which gives the reparametrization by parallel flow of hypersurfaces as the solution for MCF with such hypersurfaces as initial data.

The paper is organized as follows. In Section 1 we provide definitions, some basic concepts, and results that will be used throughout the work. In Section 2 we state and prove our main theorems. At the end of the same section, we illustrate one of the theorems presented with the example that shows that the definitions of isoparametric hypersurfaces mentioned before are not equivalent. Section 3 is devoted to the use of the results in Section 2 to present the ordinary differential equation corresponding to the MCF when the initial data is an isoparametric surface of $E(\kappa, \tau)$, as well as the mentioned classes of isoparametric hypersurfaces of product spaces.

1. Background

Before stating and proving our main results, let us present some background content on the mean curvature flow, isoparametric hypersurfaces, and Jacobi field theory.

Let $M^n$ be a 2-sided hypersurface of a Riemannian manifold $M^{n+1}$. The family of hypersurfaces $F : \mathbb{R}^n \times I \rightarrow \mathbb{M}^{n+1}$, $0 \in I \subset \mathbb{R}$, is a solution to the mean curvature flow (abbreviated as MCF) with initial data $M$, if

\begin{equation}
\begin{cases}
\frac{\partial}{\partial t} F(x, t) = H(x, t)N(x, t), \\
F(x, 0) = x,
\end{cases}
\end{equation}

where $H(x, t)$ is the mean curvature and $N(x, t)$ is a unit normal vector field of the hypersurface $M_t := F(M, t)$, $x \in M$.

**Remark 1.** Observe that it is enough to ask for 2-sided hypersurface, since we only need a well-defined normal vector field. In case the manifold $M^{n+1}$ is orientable, such condition is equivalent to $M^n$ being an orientable hypersurface.

In order to characterize the evolution by the mean curvature flow of isoparametric hypersurfaces, we will need to understand the uniqueness of the MCF. It is well-known that it holds when the initial data is compact (as can be seen, for example, in [15]). As for the noncompact case, we will use the following result:

**Theorem 1** (Chen-Yin [6]). Let $(\tilde{M}^n, \tilde{g})$ be a complete Riemannian manifold of dimension $n + 1$ such that the curvature and its covariant derivatives up to order 2 are bounded and the injectivity radius is bounded from below by a positive constant, i.e., there are constants $C$ and $\delta$ such that

\[(|\tilde{R}| + |\nabla \tilde{R}| + |\nabla^2 \tilde{R}|)(x) \leq C, \quad \text{inj}(\tilde{M}^{n+1}, x) > \delta,\]

for all $x \in \tilde{M}^{n+1}$. Let $F_0 : M^n \rightarrow \tilde{M}^n$ be an isometrically immersed Riemannian manifold with bounded second fundamental form in $\tilde{M}^n$. Suppose $F_1$ and $F_2$ are
two solutions to the mean curvature flow on $M^n \times [0,T]$ with the same $F_0$ as initial data and with bounded second fundamental forms on $[0,T]$: Then $F_1 = F_2$ for all $(x,t) \in M^n \times [0,T]$.

In this work we will study the properties of hypersurfaces that have a particular solution for MCF:

**Definition 1.** Let $F : M^n \times [0,T) \to \widetilde{M}^{n+1}$ be a solution to the MCF in $\widetilde{M}^{n+1}$ with initial data $M^n$. We say that this solution is a reparametrization of the parallel flow (abbreviated as RPF) in $[0,\delta)$, $0 < \delta \leq T$, with parameter $\epsilon : [0,\delta) \to \mathbb{R}$, $\epsilon(0) = 0$ if

$$F(x,t) = \exp_x(\epsilon(t)N(x)), \quad (1.2)$$

for all $t \in [0,\delta)$, where $\exp_x : T_x\widetilde{M} \to \widetilde{M}$ denotes the exponential map of $\widetilde{M}$ at $x \in M$, and $N$ is a unit normal vector field of the hypersurface $M$.

As we will see in Example 2.1, it is possible to have a hypersurface whose solution of the MCF is initially as RPF, and after a finite time, the flow is no longer by parallels hypersurfaces.

In this work, we will use the definition of isoparametric hypersurface according to [13]. A hypersurface is said to be isoparametric if all nearby parallel hypersurfaces have constant mean curvature. When the ambient space is simply connected and has constant sectional curvature, this definition is equivalent to saying that the hypersurface has constant principal curvatures (see [3]). As we pointed out in the introduction, this equivalence is no longer true for arbitrary ambient spaces. Following the nomenclature of [9], a hypersurface $M$ will be called Terng-isoparametric if the principal curvatures are constant. The ambient space given by Riemannian manifolds $\bar{M}$ where both definitions coincide will be called Terng-manifolds.

The geometry of the parallel family of a hypersurface $M^n$ can be described in terms of the Jacobi fields of the ambient space, with initial vector tangent to the hypersurface. These fields are called $M$-Jacobi fields, and we will briefly describe them (see [3] Chapter 10) and [10] Appendix A for broader and more complete expositions.

Given a hypersurface $M^n$ of a Riemannian manifold $M^{n+1}$ with unit normal vector field $N$, let $r$ be a positive real number and

$$\Phi_r : M^n \to \widetilde{M}^{n+1}, \quad x \mapsto \exp_x(rN(x)), \quad (1.3)$$

where $\exp_x : T_x\widetilde{M} \to \widetilde{M}$ denotes the exponential map of $\widetilde{M}^{n+1}$ at $x \in M$. The map $\Phi_r$ is smooth and it parametrizes the parallel displacement of $M$ at a distance $r$ in the direction $N$.

Let $\gamma : I \to \bar{M}$ be a geodesic parametrized by arc length with $0 \in I \subset \mathbb{R}$, $\gamma(0) = x \in M$ and $\dot{\gamma}(0) = N(x)$. Let $c : I \to M$ be a smooth curve with $c(0) = x$ and $\dot{c}(0) = X \in T_xM$. Observe that $V(s,t) = \Phi_t(c(s)) = \gamma_s(t)$ is a smooth geodesic variation of $\gamma = \gamma_0$ with $c(s) = \gamma_s(0) \in M$ and $N \circ c(s) = \dot{\gamma}_s(0) \in (T_{c(s)}M)^\perp$ for all $s$. This variation generates the Jacobi field $Y(s) = \frac{d}{ds}V(s,0)$ determined by the initial values

$$Y(0) = \left. \frac{d}{ds} \right|_{s=0} V(s,0) = \left. \frac{d}{ds} \right|_{s=0} \gamma_s(0) = X \in T_xM$$

$$Y'(0) = \left. \frac{D}{dt} \right|_{t=0} \left. \frac{\partial}{\partial s} \right|_{s=0} V(s,t) = \left. \frac{D}{dt} \right|_{t=0} \left. \frac{\partial}{\partial s} \right|_{s=0} V(s,t) = \left. \frac{D}{\partial s} \right|_{s=0} \dot{\gamma}_s(0).$$
Since \( N \circ c(s) = \dot{\gamma}_s(0) \), using the Weingarten formula,
\[
Y'(0) = \frac{D}{\partial s} \bigg|_{s=0} N = \bar{\nabla}_{Y(0)} N = -A_{N(\gamma)} X.
\]

Thus, the initial values of \( Y \) satisfy
\[
Y(0) = X(\gamma(0)) \in T_{\gamma(0)} M \text{ and } Y'(0) = -A_{N(\gamma)} Y(0) \in T_x M.
\]

A Jacobi field \( Y \) along \( \gamma \) whose initial values satisfy these two conditions is called an \( M \)-Jacobi field. Roughly speaking, \( M \)-Jacobi fields correspond to geodesic variations of geodesics intersecting \( M \) perpendicularly.

Let \( D \) be the \( \text{End}(\dot{\gamma}) \)-valued tensor field along \( \gamma \) given as a solution of
\[
(1.4) \quad D'' + \bar{\nabla}(D, \dot{\gamma}) \dot{\gamma} = 0, \quad D(0) = \text{id}_{T_x M}, \quad D'(0) = -A_{N(\gamma)}.
\]
where \((\cdot)'\) stands for the covariant derivative of a tensor field. If \( X \in T_x M \) and \( P_\gamma \) is the parallel transport along \( \gamma \), then \( Y = D \circ P_\gamma(X) \) is the Jacobi field along \( \gamma \) with initial values \( Y(0) = X \) and \( Y'(0) = -A_{N(\gamma)} X \). Let us observe that \( \gamma(r) \) is a focal point of \( M \) along \( \gamma \) if and only if \( D(r) \) is singular. If \( D(r) \) is regular then the shape operator of the parallel hypersurface \( M_r := \Phi_\gamma(M) \) associated to the unit normal \( \dot{\gamma}(r) \) of the hypersurface \( M_r \) is given by \( A_{\dot{\gamma}(r)} = -(D' \circ D^{-1})(r) \).

Consequently, by the Jacobi formula, the mean curvature of the hypersurface \( M_r \) is given by
\[
(1.5) \quad H(r) = -\frac{(\det D)'}{n \det D}(r).
\]

We end this section with another useful formula, which is a direct consequence of the Riccati equation (see [24, Section 3]):
\[
(1.6) \quad H'(r) = \bar{\nabla}(\dot{\gamma}(r), \dot{\gamma}(r)) + |A_{\dot{\gamma}(r)}|^2,
\]
where Ric is the Ricci tensor of \( \bar{M} \).

2. Main Results

In this section we present our main results. We start by describing the MCF with initial data given by an isoparametric hypersurface. As application, we provide a class of Riemannian manifolds where we can find hypersurfaces with constant principal curvatures which are not isoparametric hypersurfaces. In the sequence, with initial data given by an isoparametric hypersurface, we provide sufficient conditions for singularities, when they occur, to be Type I singularities.

2.1. An isoparametric hypersurface as initial data for the MCF. Our first result is given by the Lemma below, which provides a necessary condition for a solution to the MCF to be an RPF. Lemma 1 has its own interest extends to Riemannian manifolds the result of [25] for space forms. Furthermore, the first part of Lemma 1 coincides with Proposition 1 [20] when the MCF is considered, complementing it with the second part, since it provides the corresponding ordinary differential equation concretely in terms of the endomorphism \( D \) presented in Section 1. For completeness, we will present its entire proof.

**Lemma 1.** Let \( M^n \) be a 2-sided hypersurface of \( \bar{M}^{n+1} \), such that \( M^n \) is the initial data of a solution \( F : M \times [0, T) \to \bar{M}^{n+1} \) for the MCF. If \( F \) restrict to \( M \times [0, \delta) \) for
some $0 < \delta \leq T$ is a RPF with parameter $\epsilon : [0, \delta) \to \mathbb{R}$ then $M$ is an isoparametric hypersurface of $\tilde{M}^{n+1}$. Moreover, $\epsilon$ satisfies the ODE

$$
\epsilon'(t) = - \frac{(\det D)'(t)}{n \det D}(\epsilon(t)),
$$

(2.1)

where $D$ is the solution of (1.4), and the right-hand side of (2.1) is independent of $x \in M$.

Proof. By hypothesis we have that $F(x, t) = \exp_x(\epsilon(t)N(x))$ satisfies

$$
\partial_t F(x, t) = H(x, t)\tilde{N}(x, t),
$$

where $\tilde{N}(\cdot, t)$ and $H(\cdot, t)$ stand for the normal unit vector field and the mean curvature of the hypersurface $F(\cdot, t)$, for $t \in [0, \delta)$, respectively. On one hand, we have

$$
\partial_t F(x, t) = \epsilon'(t)(d\exp_x)_{\epsilon(t)N(x)} N(x). \quad \text{On the other hand, it follows from Gauss's lemma that}
$$

$$(d\exp_x)_{\epsilon(t)N(x)} N(x) = \tilde{N}(x, t) \quad \text{for any } x \in M^n \text{ and } t \in [0, \delta).$$

Thus,

$$
\epsilon'(t) = H(x, t) \quad \text{and the hypersurface } M_t = F(M, t) \text{ have constant mean curvature } \epsilon'(t). \quad \text{In particular, } M^n \text{ is an isoparametric hypersurface.}
$$

Since $\epsilon'(t)$ is the mean curvature of the hypersurface $M_t = F(M, t)$ and the MCF is RPF with parameter $\epsilon$, we have from (1.5) that

$$
\epsilon'(t) = H(\epsilon(t)) = - \frac{(\det D)'(t)}{n \det D}(\epsilon(t)),
$$

where $D$ is the solution of (1.4), which will be independent of the choice of $x \in M$, once $M$ is isoparametric. □

Lemma 1 says that if a solution of the MCF is given by an RPF then the initial hypersurface of this solution must be isoparametric. We will make use of it and Theorem 1 to obtain our first main result, which supplies the characterization of the parallel flow. If $\delta < T$ then $F(\cdot, \delta)$ is a hypersurface that is not isoparametric.

Theorem 2. Let $\tilde{M}^{n+1}$ be a complete Riemannian manifold such that the curvature and its covariant derivatives up to order 2 are bounded and the injectivity radius is bounded from below by a positive constant. Let $M^n$ be a hypersurface of $\tilde{M}^{n+1}$ such that the solution $F : M^n \times [0, T) \to \tilde{M}^{n+1}$ of the MCF with initial data $M^n$ has bounded second fundamental form on $[0, T_-]$ for all $T_- < T$. Then, $M^n$ is isoparametric if and only if $F$ is the flow by parallels for some $\delta_0 \leq T$. Moreover, suppose that $[0, \delta]$ is the maximal interval where $F$ is a reparametrization of the parallel flow. If $\delta < T$ then $F(\cdot, \delta)$ is a hypersurface that is not isoparametric.

Proof. Let $M$ be an isoparametric hypersurface of $\tilde{M}^{n+1}$. Then the mean curvatures of its nearby parallel hypersurfaces depend only on the parallel displacement $r \geq 0$. In this case, if $D$ is a solution of (1.4), then the right-hand side of (1.5), which provides the mean curvature of a parallel hypersurface of $M$, depends only on $r$. Therefore the ODE

$$
\epsilon'(t) = - \frac{(\det D)'(t)}{n \det D}(\epsilon(t)),
$$

is well defined in a neighborhood of $r = 0$. Let $\epsilon$ a solution of such ODE, with $\epsilon(0) = 0$, defined in $[0, \delta_0]$ for some $\delta_0 > 0$ such that $|\epsilon(t)| < \delta$, for all $t \in [0, \delta_0)$ where $\delta$ is the uniform bound for the injectivity radius of $M$. Thus, proceeding as
in the proof of Lemma 1, the family $\mathcal{F} : M^n \times [0, \delta) \rightarrow \tilde{M}^{n+1}$ given by $\mathcal{F}(p, t) = \exp_{f(p)}(\epsilon(t)N(x))$, where $N$ is a unit normal vector field of $M^n$, whose direction is given by the vector mean curvature, is a solution of the MCF, with initial data given by $M^n$. Since the ambient space satisfies the conditions of Theorem 1 and $M^n$ is isoparametric, it follows by equation (1.6) that the second fundamental form is bounded for all $t \in [0, \delta)$. Consequently, it follows from Theorem 1 that $F = \mathcal{F}$ in $[0, \delta)$. The converse follows from Lemma 1.

Let $[0, \delta)$ be the maximal interval where the solution of the MCF $F : M^n \times [0, T) \rightarrow \tilde{M}^{n+1}$ is RPF. When $\delta < T$, we firstly observe that $F(\cdot, \delta)$ is a regular hypersurface, since the $F$ is defined at $t = \delta$. Secondly, we claim that $F(\cdot, \delta)$ is not a isoparametric hypersurface. In fact, suppose by contradiction that $F(\cdot, \delta)$ is isoparametric. Then we can consider it as an initial data for the mean curvature flow and, by the uniqueness, we will then extend $F$ as RPF beyond $\delta$, which contradicts the maximality of $[0, \delta]$.

\textbf{Remark 2.} Note that if $\delta = T$ in the previous theorem then $\delta$ will be a singularity of the MCF, whereas the first focal point of the hypersurface $M^n$ in $\tilde{M}^{n+1}$ occurs at time $\epsilon(\delta)$. In this case, the MCF becomes extinct at the focal points of $M^n$.

\textbf{Remark 3.} Theorem 3 provides a refinement of Theorem 2.2 of [25], when the ambient space is a space form. It assures that the unique solution for the MCF in a short time, with initial data being an isoparametric hypersurface is given by the family of parallel hypersurfaces provided by the parameter $\epsilon$ arising as the unique solution of the ordinary differential equation (2.1). Similarly, for Terng-manifolds as ambient spaces and when the MCF is considered, the unique solution by parallel hypersurfaces given in Corollary 2 of [20], will be, in fact, the unique solution to the MCF, as long as the conditions of Theorem 4 are satisfied (recall that the author in [20] defines isoparametric hypersurfaces as those with constant principal curvatures).

On one hand, we observe that the situation $\delta < T$ in Theorem 2 does not occur if $\tilde{M}^{n+1}$ is a Terng-manifold. This follows from the fact that by continuity, the hypersurface $F(\cdot, \delta)$ has constant principal curvatures. On the other hand, we present below a class of examples to illustrate that what is described in item of Theorem 2 actually occurs. Such a class of examples will show that Terng-Manifolds are not the generic case of Riemannian manifolds. In this case, the solutions of the MCF will be initially given by RPF and then will change their behavior after a finite time.

In order to produce such ambient spaces, we will make perturbations on the Euclidean metric as follows.

\textbf{Example.} Let $f_{p, h, \sigma} : \mathbb{R}^2 \rightarrow \mathbb{R}$ be a smooth bump function given by

$$f_{p, h, \sigma}(x) = \begin{cases} he^{-\frac{h^2}{\sigma^2 - \|x-p\|^2}} & \text{if } \|x-p\| \leq \sigma \\ 0 & \text{if } \|x-p\| > \sigma \end{cases},$$

$x, p \in \mathbb{R}^2$, $h, \sigma \in \mathbb{R}$, $\sigma > 0$, and $\| \cdot \|$ is the standard norm in $\mathbb{R}^2$. Let

$$\tilde{M}^2_{p, h, \sigma} := \{(x, f_{p, h, \sigma}(x)), x \in \mathbb{R}^2\} \subset \mathbb{R}^3$$
be the Riemannian manifold given by the graph of \( f \), endowed with the induced metric. By taking the standard Riemannian product \( \tilde{M}^{n+1} := \tilde{M}^2_{p,h,\sigma} \times \mathbb{R}^{n-1} \), it is straightforward to see that \( \tilde{M}^{n+1} \) satisfies the conditions of Theorem 1.

Now we consider the curve \( M^1_{p,h,\sigma} \subset \tilde{M}^2_{p,h,\sigma} \), given by
\[
M^1_{p,h,\sigma} = \{ (x, f_{p,h,\sigma}(x)) \in \tilde{M}^2_{p,h,\sigma} : \| x - O \| = R \},
\]
for some \( O \in \mathbb{R}^2 \) and \( R > \sigma > 0 \) such that \( \| p - O \| < R - \sigma \). Since \( \| x - O \| = R \), we conclude that \( \| x - p \| > \sigma \) and then \( f_{p,h,\sigma}(x) = 0 \). From \( M^1_{p,h,\sigma} \), we construct the \((n-1)\)-cylinder \( M^n := M^1_{p,h,\sigma} \times \mathbb{R}^{n-1} \subset \tilde{M}^{n+1} \) (Figure 1).

![Figure 1. Ambient space and initial data](image)

At this point, it is important to emphasize two facts:

a) Endowing \( \mathbb{R}^3 \) with canonical coordinates \( (x_1, x_2, x_3) \), we conclude that \( M^1_{p,h,\sigma} \) is an Euclidean circle in the plane \([x_3 = 0]\) with radius \( R \) and center \((O, 0)\), lying in the flat part of \( \tilde{M}^2_{p,h,\sigma} \). However, \( M^1_{p,h,\sigma} \), when viewed as a curve in \( \tilde{M}^2_{p,h,\sigma} \), is not a geodesic circle centered in \((O, 0)\), due to the presence of the bump inside the region bounded by \( M^1_{p,h,\sigma} \);

b) Since \( M^1_{p,h,\sigma} \times \mathbb{R}^{n-1} \) is entirely contained in \( \mathbb{R}^{n+1} \setminus \mathcal{C} \), where \( \mathcal{C} \) is the solid cylinder \( B_\sigma(p) \times \mathbb{R} \), and \( M^1_{p,h,\sigma} \times \mathbb{R}^{n-1} \) is a cylinder over \( S^1(R) \), we conclude that \( M^1_{p,h,\sigma} \times \mathbb{R}^{n-1} \) is an isoparametric hypersurface in \( \tilde{M}^{n+1} \).

We are in position to apply Theorem 2. Since \( M^n \) is an isoparametric hypersurface, we have that a solution \( F : M^n \times [0, T) \rightarrow \tilde{M}^{n+1} \) for the MCF with initial condition given by \( M^n \) is RPF in \([0, \delta)\) with \( 0 < \delta \leq T \). Furthermore, the fact that \( \mathbb{R}^{n-1} \) is totally geodesic in \( \tilde{M}^{n+1} \), added to the uniqueness of the MCF, implies that the solution \( F \) is given by \( F((q,v), t) = (\gamma_t(q), v) \), where \( \gamma_t \) is a solution to the shortening flow in \( \tilde{M}^2_{p,h,\sigma} \), evolving by parallel curves, with initial data given by \( M^1_{p,h,\sigma} \).
By the main theorem in [13], the curve shortening flow in a surface $M^2$ has a solution for time $t \in [0,T)$, denoted by $\gamma_t$, where $T \in [0,\infty) \cup \{\infty\}$ and the following hold:

(i) If $T$ is finite, $\gamma_t$ shrinks to a point;
(ii) If $T$ is infinite, $\gamma_t$ approaches a geodesic.

We claim that the MCF with initial data $\tilde{M}^2_{p,h,\sigma} \times \mathbb{R}^{n-1}$ is no longer by parallels after a finite time. In fact, suppose by contradiction that $T = \delta$, consider a half-space $\Omega \subset \tilde{M}^2_{p,h,\sigma}$ such that $(0,0) \in \partial \Omega$ and $\Omega$ is flat. Observe that $M^1_{p,h,\sigma} \cap \Omega$ has $(0,0) \in \tilde{M}^2_{p,h,\sigma}$ as the focal point in the induced metric, and $\gamma_t \cap \Omega$ is a semicircle centered on the same point for every $t \in [0,T)$. Thus, $T$ is finite, otherwise the curvature of $\gamma_t$ must go to zero, which is not the case, as $\gamma_t \cap \Omega$ is a semicircle in a flat space for all $t \in [0,T)$. Since we suppose that the MCF is RPF, $\gamma_t$ shrinks to the point $(0,0) \in \tilde{M}^2_{p,h,\sigma}$. On one hand, at some time $t_0 \in [0,T)$ the curve $\gamma_{t_0}$ is sufficiently close to $(0,0) \in \tilde{M}^2_{p,h,\sigma}$ such that is entirely contained in an open subset of the plane $[x_3 = 0]$. Since the MCF is RPF, $\gamma_{t_0} \times \mathbb{R}^{n-1}$ is an isoparametric hypersurface of a subset of the Euclidean space. It follows from the classification of isoparametric hypersurfaces of $\mathbb{R}^{n+1}$ [19, 26, 28], see also [10] for a unified proof), and from the geometry of $\gamma_{t_0} \cap \Omega$ that $\gamma_{t_0} \times \mathbb{R}^{n-1}$ must be a cylinder over a circle centered at $\{(0,0)\}$ (Figure 2). On the other hand, due to the metric perturbation by the bump function, as pointed out in the item a) above, and the fact that the MCF is RPF, not all points of the circle $\gamma_{t_0}$ are equidistant from the point $\{(0,0)\}$ which generates a contradiction.

We conclude that $M_t = (\gamma_t(q),v)$ are isoparametric hypersurfaces for $t < \delta$, but are not for $t = \delta$. Otherwise, by Theorem 2 we could continue the flow evolving by parallels. Furthermore, $M_t$ has only one nonzero principal curvature, which depends only on $t$. By continuity, the principal curvatures of $M_\delta$ are constant. Consequently, $\tilde{M}^2_{p,h,\sigma} \times \mathbb{R}^{n-1}$ is not a Terng-manifold.

\textbf{Figure 2.} Evolution at $t = t_0$
2.2. About the behaviour of the singularities. In this subsection we study the singularities which arises when we evolve isoparametric hypersurfaces $f : M \to \tilde{M}^{n+1}$ by the mean curvature flow, for regular enough ambient spaces. Let us recall that, if $F : M^n \times I \to \tilde{M}^{n+1}$ is a solution to the MCF in which $M_t := F(M, t)$ becomes singular at $t = T < \infty$, then we have a formation of a singularity of the flow. Following [16, 17, 27], we say that such a singularity is Type I if

$$\lim_{t \to T} (T - t) \sup_{M_t} |A|^2 < \infty.$$  

Otherwise, we say that the singularity is Type II.

In order to study the singularities, we will need one of the evolution equations given in [15]. Namely, given a solution $F : M \times [0, T) \to \tilde{M}^{n+1}$ to the MCF, let $\{e_i\}$ be a orthonormal basis of $\tilde{M}^{n+1}$ at $F(x_0, t_0)$ such that $e_0 = N(x_0, t_0)$ and $\{e_i\}_{1 \leq i \leq n}$ is a geodesic frame of $M_{t_0}$ at $(x_0, t_0)$, thus

$$\frac{\partial}{\partial t} |A|^2 = \Delta |A|^2 - 2|\nabla A|^2 + 2|A|^2(\text{Ric}(N, N)) - 4(h^{ij} h^{lm} R_{mli} - h^{ij} h^{lm} \tilde{R}_{mlij}) - 2h^{ij}(\tilde{\nabla}_j \tilde{R}_{0li} + \tilde{\nabla}_i \tilde{R}_{0lj}).$$

where $h_{ij} = \langle A e_i, e_j \rangle$.

Next, we show that, at Terng-manifolds, which satisfy the conditions of Theorem 1, the singularities of the MCF, when they occur, are Type I singularities, if the initial data is an isoparametric hypersurface.

**Theorem 3.** Let $M^n$ be an isoparametric hypersurface of a Terng-manifold $\tilde{M}^{n+1}$, which satisfies the conditions of Theorem 1. Then, if there is a singularity at a finite time $T \in \mathbb{R}$ for the MCF with initial data given by $M^n$, then the singularity must be of Type I.

**Proof.** Since $M^n$ be an isoparametric hypersurface of a Terng-manifold $\tilde{M}^{n+1}$, the shape operator along the flow depends only on $t$. Then, the evolution equation (2.2) is given by

$$\frac{d}{dt} |A|^2 = 2|A|^2(\text{Ric}_\tilde{M}(N, N)) - 4(h^{ij} h^{lm} \tilde{R}_{mli} - h^{ij} h^{lm} \tilde{R}_{mlij}) - 2h^{ij}(\tilde{\nabla}_j \tilde{R}_{0li} + \tilde{\nabla}_i \tilde{R}_{0lj}).$$

Under the curvature conditions of Theorem 1 on the ambient space, we have

$$\frac{d}{dt} |A|^2 \geq 2|A|^2(\text{Ric}_\tilde{M}) - 8|A|^2(\sup_{\tilde{M}} |\nabla \tilde{R}|) - 4A(\sup_{\tilde{M}} |\nabla \tilde{R}|).$$

If $|A|^2 \geq |A|$, we can go further and write

$$\frac{d}{dt} |A|^2 \geq 2|A|^2(\text{Ric}_\tilde{M}) - 4\sup_{\tilde{M}} |\nabla \tilde{R}| - 2\sup_{\tilde{M}} |\nabla \tilde{R}|$$

(2.3) \hspace{1cm} = 2|A|^2(\text{Ric}_\tilde{M} - \tilde{C}),$$

where $\tilde{C} = \sup_{\tilde{M}} |\text{Ric}_\tilde{M}| + 4\sup_{\tilde{M}} |\nabla \tilde{R}| + 2\sup_{\tilde{M}} |\nabla \tilde{R}|$.

Once there is a singularity at $T$, $|A|^2$ goes to infinity as $t$ goes to $T$. Therefore, we can take $t_0$ close enough to $T$ and assume $|A|^2 \geq |A|$ and $|A|^2 \geq \tilde{C}$, for $t > t_0$. In this case, it follows from (2.3) that...
\[
\ln \left( \frac{|A|^2(t)}{|A|^2(t) - \tilde{C}} \right) \geq 2(T - t) + \lim_{s \to T^{-}} \ln \left( \frac{|A|^2(s)}{|A|^2(s) - \tilde{C}} \right),
\]
for \( t > t_0 \).

Since \( \lim_{s \to T^{-}} |A|^2(s) = \infty \), the following estimate holds for \( |A|^2 \):
\[
|A|^2(t) \leq \frac{\tilde{C}}{e^{2(T - t)} - 1}.
\]

Consequently,
\[
\lim_{t \to T} (T - t)^{\sup_{M_t}} |A|^2 \leq \lim_{t \to T} \frac{(T - t)\tilde{C}}{e^{2(T - t)} - 1} = \frac{\tilde{C}}{2ne} < \infty.
\]

**Remark 4.**

i) Under the conditions of Theorem 4, it follows that the singularities for the MCF with isoparametric hypersurfaces with initial data, if they occur, will appear when the parameter \( \epsilon \) for the reparametrization by the parallel flow become singular. If, in addition, the ambient space is a Terng-manifold, Theorem 3 asserts that such singular point for \( \epsilon \) will provide a Type I singularity.

ii) By solving the ordinary differential equations (2.1) corresponding to isoparametric of space forms, the authors in [25] provided explicitly the singular points \( \epsilon \). Since the space forms are Terng-manifolds [5] and satisfy the conditions of Theorem 2, we conclude that the singularities of the MCF in space forms, with isoparametric hypersurfaces as initial data, are all of Type I.

### 3. Applications

In this section, we apply the results of Section 2 to study the evolution of isoparametric hypersurfaces of important ambient space in the literature: the homogeneous 3-manifolds \( E(\kappa, \tau) \), and the Riemannian products \( S^2 \times \mathbb{R} \), \( S^2 \times S^2 \), and \( H^2 \times H^2 \).

Furthermore, we provide a class of isoparametric hypersurfaces of \( H^2 \times H^2 \), in an analogous way it was done in [29]. We highlight that all ambient spaces considered are homogeneous manifolds. Therefore, they satisfy the conditions of Theorem 1.

#### 3.1. On surfaces in \( E(\kappa, \tau) \)

In this subsection we consider isoparametric surfaces of the homogeneous Riemannian 3-manifolds \( E(\kappa, \tau) \), with 4-dimensional isometry group. Following [8, 11], given \( \kappa, \tau \in \mathbb{R} \), with \( \kappa - 4\tau^2 \neq 0 \), such manifolds are given as total spaces of a Riemannian submersion \( \pi : E(\kappa, \tau) \to Q^2_\kappa \) whose fibers are the integral curves of a unitary Killing vector field \( \xi \), with bundle curvature \( \tau \). When \( \tau = 0 \), we have the standard Riemannian products \( Q^2_\kappa \times \mathbb{R} \). The case \( \tau \neq 0 \) provides us the Berger spheres (\( \kappa > 0 \)), the Heisenberg space \( \text{Nil}_3 \) (\( \kappa = 0 \)) and the universal cover of the Lie group \( \text{PSL}_2(\mathbb{R}) \).

In [11] it was shown that \( E(\kappa, \tau) \) is a Terng-manifold. More precisely, they gave a classification of the isoparametric hypersurfaces of such space, and using this result we will solve the ODE (2.1) for the non-trivial cases.

**Theorem 4** (Domínguez-Vázquez and Manzano [11]). Let \( \Sigma \) be an immersed isoparametric surface in \( E(\kappa, \tau) \), \( \kappa - 4\tau^2 \neq 0 \). Thus, \( \Sigma \) is an open subset of one of the following complete surfaces:

(a) a vertical cylinder over a complete curve of constant curvature in \( Q^2_{\kappa} \),
(b) a horizontal slice in \( Q^2_{\kappa} \times \{t_0\} \) with \( \tau = 0 \),
(c) a parabolic helicoid $P_{H,\kappa,\tau}$ with $4H^2 + \kappa < 0$.

Assume that $4H^2 + \kappa < 0$, and consider the halfspace model $E(\kappa, \tau) = \{(x, y, z) \in \mathbb{R}^3 : y > 0\}$ endowed with the Riemannian metric

$$\frac{dx^2 + dy^2}{-\kappa y^2} + \left(\frac{dz}{\kappa y} - 2\tau \frac{dx}{\kappa y}\right)^2.$$ 

In this model, $P_{H,\kappa,\tau}$ is the entire $H$-graph parameterized by

$$X(u, v) = (u, v, a \log(v)),$$

with $a = \frac{2H\sqrt{-\kappa + 4\tau^2}}{-\kappa\sqrt{-4H^2 - \kappa}}$.

We highlight that $P_{H,\kappa,\tau}$ has constant angle function $\nu = \langle \xi, N \rangle$ and satisfies

$$\nu^2 = 4H^2 + \kappa - 4\tau^2,$$

where $N$ is a unit normal vector field.

We will study the MCF with initial data given by the surfaces described in item (a) or (c) in Theorem 4. Since the horizontal slices given in item (b) are totally geodesic, the MCF in this case is trivial. Following the notation in [11], all the calculations will be done in the orthogonal basis $\{U/|U|, JU/|JU|\}$, where $U = \xi - \nu N$ is the tangent part of the unit Killing vector field $\xi$, and $J$ is the $\pi/2$-rotation, that is, $Jv = v \wedge N$ for $v \in TM$.

Let $\Sigma$ be an immersed surface in $E(\kappa, \tau)$, it follows from Proposition 3.3 in [8] that the shape operator $A_0$ of $\Sigma$ is given by

$$A_0 = \begin{pmatrix}
-\frac{d\nu(U)}{|U|^2} & -\frac{d\nu(JU)}{|U|^2} - \tau \\
-\frac{d\nu(JU)}{|U|^2} - \tau & \lambda
\end{pmatrix}$$

where $\lambda = \frac{\langle A_0 JU, JU \rangle}{|U|^2}$.

As given in [11], the isoparametric surfaces in $E(\kappa, \tau)$ have constant angle function $\nu$. Therefore, in this case, we rewrite the matrix (3.1) as

$$A_0 = \begin{pmatrix}
0 & -\tau \\
-\tau & 2H
\end{pmatrix}$$

In order to obtain the ODE (2.1), we will need the expression of operator $D(r)$ associated to the family of surfaces $\Phi_r(x) = \exp_x(rN(x))$. From [14], and using the shape operator $A_0$ of the initial surface, we have that:

$$D(r) = \begin{pmatrix}
1 & 2\tau s_3(r) - 4\delta^{-1} \tau H(c_3(r) - 1) \\
0 & -2H s_3(r) + c_3(r)
\end{pmatrix},$$

where $\delta = (\kappa - 4\tau^2)\nu^2 - \kappa$, $\nu$ is the angle function, and we have considered the auxiliary functions

$$s_3(t) = \begin{cases}
\frac{1}{\sqrt{\delta}} \sinh(t\sqrt{\delta}) & \text{if } \delta > 0, \\
\frac{1}{\sqrt{-\delta}} \sin(t\sqrt{-\delta}) & \text{if } \delta < 0,
\end{cases}$$

$$c_3(t) = \begin{cases}
cosh(t\sqrt{\delta}) & \text{if } \delta > 0, \\
cos(t\sqrt{-\delta}) & \text{if } \delta < 0.
\end{cases}$$

We are in a position to present the ODE (2.1) of the case (a) in Theorem 4. Let $\Sigma$ be a vertical cylinder over a complete curve of constant curvature $\kappa_g = 2H$ in
\[3.2. \] On hypersurfaces of \(\mathbb{Q}_2^2\), in this case we have \(\nu \equiv 0\), and the constant \(\delta\) is given by \(-\kappa\). It follows that 
\[\det(D(r)) = -k_g s_{-\kappa}(r) + c_{-\kappa}(r),\]
and the ODE (2.1) is given by 
\[2c'(t) - \frac{k_g c_{-\kappa}(\epsilon(t)) + \kappa s_{-\kappa}(\epsilon(t))}{-k_g s_{-\kappa}(\epsilon(t)) + c_{-\kappa}(\epsilon(t))} = 0,\]
which is reduced to 
\[\frac{2}{\kappa} \frac{d}{dt} [k_g c_{-\kappa}(\epsilon(t)) + \kappa s_{-\kappa}(\epsilon(t))] = k_g c_{-\kappa}(\epsilon(t)) + \kappa s_{-\kappa}(\epsilon(t)).\]
Thus, the general solution has the form 
\[c_{-\kappa}(\epsilon(t)) + \frac{\kappa}{k_g} s_{-\kappa}(\epsilon(t)) = e^{\frac{kt}{2}}.\]

It remains to study the case \((c)\) in Theorem 4. Let \(\Sigma\) be the parabolic helicoids \(P_{H, \kappa, \tau}\). As before, since \(\nu^2 = 4H^2 + \kappa\), the constant \(\delta\) is given by \(4H^2\) and, consequently, \(\det(D(r)) = -2H s_{4H^2}(r) + c_{4H^2}(r)\). Since \(s'_d = c_d\) and \(c'_d = \delta s_d\) the ODE (2.1) is given by 
\[2c'(t) + \frac{-2H c_{4H^2}(\epsilon(t)) + 4H^2 s_{4H^2}(\epsilon(t))}{-2H s_{4H^2}(\epsilon(t)) + c_{4H^2}(\epsilon(t))} = 0.\]
Thus 
\[2c'(t) - 2H = 0,\]
and \(c(\epsilon) = Ht\), which is defined for all \(t \in \mathbb{R}\).

**Remark 5.** The classification given in [11] tells us that the \(E(\kappa, \tau)\) are Terng-manifolds. As we observed in Section 2, it follows from Theorem 2 that the singular time of the MCF is given by the singular time of the RPF. Following the exact same calculation of Proposition 2.6 and Proposition 2.8 in [25], we have that 
- If \(\kappa < 0\) and \(0 < |k_g| < 1\), the solution is defined for all \(t \in \mathbb{R}\); 
- If \(\kappa < 0\) and \(|k_g| > 1\), the singularity occurs at time \(T = \frac{1}{4} \ln \left(\frac{(k_g/\kappa)^2}{(k_g/\kappa)^2 - 1}\right)\); 
- If \(\kappa > 0\), the singularity occurs at time \(T = \frac{1}{4} \ln \left(\frac{(k_g/\kappa)^2 + 1}{(k_g/\kappa)^2}\right)\).

### 3.2. On hypersurfaces of \(\mathbb{S}_2 \times \mathbb{R}^2\).
Isoparametric hypersurfaces with constant principal curvatures in \(\mathbb{S}_2 \times \mathbb{R}^2\) are of the form \(\mathbb{S}_2 \times \mathbb{R}\), \(\mathbb{S}_2 \times \mathbb{S}^1(b)\) (for \(b \in \mathbb{R}^+\)) or \(\mathbb{S}^1(a) \times \mathbb{R}^2\) (for \(a \in (0, 1)\)) where \(\mathbb{S}_2^1(r)\) is the circle with radius \(r \in \mathbb{R}\), see [18].

These hypersurfaces are characterized by a constant function \(C\) defined as \(C = \langle P, N \rangle\),
where \(P\) is a product structure in \(\mathbb{S}_2 \times \mathbb{R}^2\) defined by \(P(v_1, v_2) = (v_1, -v_2)\) and \(N\) is the unit normal. On these hypersurfaces, the function \(C\) assumes the values 1 or \(-1\).

Let us look at each case separately.

First, for \(\mathbb{S}_2 \times \mathbb{R}\), we have \(C = -1\) and the unit normal is of the form \(N = (0, N_2)\),
where \(N_2\) is the component of \(N\) in \(\mathbb{R}^2\) with \(|N_2|^2 = \frac{1-C}{2}\). Given \(v = (v_1, v_2) \in T(\mathbb{S}_2 \times \mathbb{R})\), we have 
\[S_N(v) = -\nabla_v N = -\nabla_{v_2} N_2 = -dN_2(v_2) = 0,\]
where \(\nabla\) is the Levi-Civita connection of \(\mathbb{S}_2 \times \mathbb{R}^2\). Then, we have that \(\mathbb{S}_2 \times \mathbb{R}\) is totally geodesic and \(H = 0\). Since we are in the conditions of Theorem 1, the flow is stationary.
For $S^2 \times S^1(b)$ (for $b \in \mathbb{R}^+$), we also have $C = -1$ and $N = (0, N_2)$. Given $w = (w_1, w_2) \in T(S^2 \times S^1(b))$, we get

$$S_N(w) = -\nabla_u N = -\nabla^2_{w_2} N_2 = -dN_2(w_2) = -\frac{1}{b} w_2.$$ 

Then, given an orthonormal basis $\{u_1, u_2, u_3\}$ in $S^2 \times S^1(b)$, with $u_1, u_2 \in TS^2$ and $u_3 \in TS^1(b)$, we have

$$S_N(u_1) = S_N(u_2) = 0 \quad \text{and} \quad S_N(u_3) = -\frac{1}{b} u_3,$$

that is, $H = -\frac{1}{3b}$. Moreover, the displacement of $S^2 \times S^1(b)$ in direction $N$ at distance $r$ is given by

$$\Phi_r(p, q) = \exp_{(p, q)} \left( rN(p, q) \right)$$

(3.4)

$$= \left( p, q + rN_2(q) \right) = S^2 \times S^1(b + r).$$

The MCF with initial data $M_0$ is given by $\Phi_{\epsilon(t)}$, where $\epsilon$ is the solution of the ODE (2.1),

$$\epsilon'(t) = -\frac{1}{3(\epsilon(t) + b)},$$

(3.5)

that is, $3(\epsilon(t) + b)^2 = K_1 - 2t$, where $K_1$ is a constant. Therefore, $\epsilon(t) = \sqrt{b^2 - \frac{2t}{3} - b}$.

Finally, for $S^1(a) \times \mathbb{R}^2$ (for $a \in (0, 1)$), we have $C = 1$ and the unit normal is of the form $N = (N_1, 0)$, where $N_1$ is the component of $N$ in $S^2$ with $|N_1|^2 = \frac{1+C}{2}$. Given $u = (u_1, u_2) \in T(S^1(a) \times \mathbb{R}^2)$, we have

$$S_N(u) = -\nabla_u N = -\nabla^2_{u_1} N_1 = -dN_1(u_1) = \cot(\phi_a) u_1,$$

where $0 < \phi_a < \pi$ and $\nabla$ is the Levi Civita connection of $S^2 \times \mathbb{R}^2$. Then, given an orthonormal basis $\{v_1, v_2, v_3\}$ in $S^1(a) \times \mathbb{R}^2$, with $v_1 \in TS^1(a)$ and $v_2, v_3 \in T\mathbb{R}^2$, we have

$$S_N(v_1) = \cot(\phi_a) v_1 \quad \text{and} \quad S_N(v_2) = S_N(v_3) = 0,$$

that is, $H_\phi = \frac{\cot(\phi_a)}{3}$. The displacement of $S^1(a) \times \mathbb{R}^2$ in direction $N$ at distance $r$ is given by

$$\Phi_r(p, q) = \left( \cos(r)p + (\sin r)N_1(p), q \right).$$

The MCF with initial data $M_0$ is given by $\Phi_{\epsilon(t)}$, where $\epsilon$ is the solution of the ODE (2.1),

$$\epsilon'(t) = \frac{\cot(\phi_a - \epsilon(t))}{3},$$

(3.6)

that is, $\cos(\phi_a - \epsilon(t)) = \cos(\phi_a) e^{\epsilon(t)}$. 

---
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3.3. On hypersurfaces of $S^2 \times S^2$. In this case, the isoparametric hypersurfaces were classified in [29]. They are congruent to $S(a) \times S^2$, $a \in (0,1)$, or to $M_t$, $t \in (-1,1)$, which is defined as

$$M_t = \{(p,q) \in S^2 \times S^2 \hookrightarrow \mathbb{R}^3 \times \mathbb{R}^3 : \langle p,q \rangle_{\mathbb{R}^3} = t\}.$$ 

The solution of the MCF with initial data $S(a) \times S^2$ is essentially the same as in subsection 3.2, so here we will present the ODE (2.1) of the MCF with initial data $M_t$ for $t \in (-1,1)$.

In this subsection the products are all in $\mathbb{R}^3$, in [29] it was provided the normal vector field

$$N_{(p,q)} = \frac{1}{\sqrt{1-t^2}} (q - tp, p - tq),$$

and the mean curvature $H_t = \frac{\sqrt{2}}{3\sqrt{1-t^2}}$ of $M_t$. Observe that the displacement of $M_t$ in direction $N$ at distance $r$ is given by

$$\Phi_r(p,q) = \exp_{(p,q)} (rN_{(p,q)})$$

$$= \left(\cos \frac{r}{\sqrt{2}}, \sin \frac{r}{\sqrt{2}}\right) \left(\sqrt{1-t^2}, \frac{q - tp}{\sqrt{1-t^2}}, \frac{p - tq}{\sqrt{1-t^2}}\right)$$

$$= (P_r(p,q), Q_r(p,q)).$$

Since $\langle P_r(p,q), Q_r(p,q) \rangle = t \cos \sqrt{2r} + \sqrt{1-t^2} \sin \sqrt{2r}$, it follows that $\Phi_r(M_t) = M_{\phi(r,t)}$, where $\phi(r,t) = t \cos (\sqrt{2r}) + \sqrt{1-t^2} \sin (\sqrt{2r})$.

The MCF with initial data $M_t$ is given by $\Phi_{\epsilon(t)}$, where $\epsilon$ is the solution of the ODE (2.1):

$$\dot{\epsilon}(t) = H_{\phi(\epsilon(t)),s}$$

$$= \frac{\sqrt{2}}{3\sqrt{1-\phi(\epsilon(t)),s}^2}$$

$$= \frac{\sqrt{2}}{3\sqrt{1-\left(s \cos \left(\sqrt{2}\epsilon(t)\right) + \sqrt{1-s^2} \sin \left(\sqrt{2}\epsilon(t)\right)\right)^2}}$$

$$\left(3.7\right)$$

3.4. On hypersurfaces of $H^2 \times H^2$. Unlike the space $S^2 \times S^2$, there is no classification of isoparametric hypersurfaces in $H^2 \times H^2$. However, following the ideas of [29], we build examples of isoparametric hypersurfaces with three distinct (constant) principal curvatures, and provide the ODE (2.1) of the MCF whose such hypersurface is the initial data.

Let

$$\tilde{M}_t = \{(p,q) \in H^2 \times H^2 \hookrightarrow L^3 \times L^3 : \langle p,q \rangle_{L^3} = -t\},$$

for $t > 1$. In this subsection all products will be taken in $L$. Then it is easy to check that $\tilde{M}_t$ is a hypersurface of $H^2 \times H^2$ with normal vector field

$$N_{(p,q)} = \frac{1}{\sqrt{2(-1+\tilde{t}^2)}} (q - tp, p - tq).$$
Let \((v_1, v_2) \in T_{(p, q)} \tilde{M}_t\) and \(\gamma(s) = (p(s), q(s))\) : \(I \rightarrow \tilde{M}_t\) with \(\gamma(0) = (p, q)\) and 
\(\gamma'(0) = (v_1, v_2)\), thus 
\(\nabla(v_1, v_2)N = \frac{d}{ds}N \circ \gamma(s)|_{s=0}\), where \(\nabla\) stands as the connection in the lorentzian space, and 
\[
\nabla(v_1, v_2)N = \frac{1}{\sqrt{2(-1 + t^2)}} ((v_2, v_1) - t(v_1, v_2)),
\]
as \(H^2\) is an umbilical hypersurface of \(L^3\) we have the following equation 
\[
\nabla(v_1, v_2)N = H\nabla(v_1, v_2)N + \alpha((v_1, v_2), N) = H\nabla(v_1, v_2)N + \frac{1}{\sqrt{2(-1 + t^2)}}((v_1, q)p, (v_2, p)q),
\]
where \(\nabla\) stands as the connection in the hyperbolic space, and it follows that 
\[
A(v_1, v_2) = \frac{1}{\sqrt{2(-1 + t^2)}} (t(v_1, v_2) - (v_2, v_1) + ((v_1, q)p, (v_2, p)q)).
\]

We will need an orthonormal basis to calculate the mean curvature. Let \(w \in \mathbb{T} \mathbb{H}^2\) with \(\langle w, w \rangle_{L^2} = \frac{1}{2}\) such that \(\langle w, p \rangle_{L^2} = \langle w, q \rangle_{L^2} = 0\), thus \(\langle w, -w \rangle, N(p, q) = \langle w, q \rangle - t(w, p) - (p, w) + t(q, w) = 0\) and we have that \((w, w) \in T\tilde{M}_t\). Using the same argument, we have that \((w, w) \in T\tilde{M}_t\). A straightforward calculation shows that \(\{w, -w, (w, w), (q - tp, -p + tq)\}\) is an orthonormal basis of \(T\tilde{M}_t\). Observe that 
\[
A(w, -w) = \frac{1}{\sqrt{2(-1 + t^2)}} (t(w, -w) + (w, w)) = \frac{1}{\sqrt{2}} \sqrt{\frac{t+1}{t-1}} (w, -w),
\]
\[
A(w, w) = \frac{1}{\sqrt{2}} \sqrt{\frac{t-1}{t+1}} (w, w),
\]
\[
A(q-tp, -p+tq) = \frac{1}{\sqrt{2(-1 + t^2)}} ((p(1-t^2), q(t^2-1)) + ((t^2-1)p, (1-t^2)q)) = 0.
\]

It follows that \(H_t = -\frac{\sqrt{2}}{3\sqrt{-1+1}}\). Observe that the displacement of \(M_t\) in direction \(N\) at distance \(r\) is given by 
\[
\Phi_t(p, q) = \exp_{(p, q)} (rN_{(p, q)})
\]
\[
\quad = \left(\cosh \frac{r}{\sqrt{2}} - \frac{q-tp}{\sqrt{1+t^2}} \cosh \frac{r}{\sqrt{2}} \sinh \frac{r}{\sqrt{2}} \frac{p-tq}{\sqrt{1+t^2}} \right) = (\mathcal{P}_t(p, q), \mathcal{Q}_t(p, q)).
\]

Since \(\langle \mathcal{P}_t(p, q), \mathcal{Q}_t(p, q) \rangle = -t \cosh (\sqrt{2}r) + \sqrt{-1+t^2} \sinh (\sqrt{2}r)\), it follows that 
\(\Phi_t(M_t) = \tilde{M}_{\phi(r, t)}\), where \(\phi(r, t) = t \cosh (\sqrt{2}r) - \sqrt{-1+t^2} \sinh (\sqrt{2}r)\).

The MCF with initial data \(M_s\) is given by \(\Phi_t\), where \(t\) is the solution of the ODE \([2.1]\) 
\[
\epsilon'(t) = \frac{\sqrt{2} \phi(t)}{3(1+\phi(t))} = \frac{\sqrt{2}}{3\sqrt{-1+s^2 \sinh (\sqrt{2} \epsilon(t))}}
\]
\[
\epsilon'(t) = \frac{\sqrt{2}}{3\sqrt{-1+(s \cosh (\sqrt{2} \epsilon(t)) \sinh (\sqrt{2} \epsilon(t)))}}.
\]

\[\epsilon'(t) = \frac{\sqrt{2}}{3\sqrt{-1+\phi(t, s)}^2} \]
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