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ABSTRACT

Due to unreliable geometric matching and content misalignment, most conventional pose transfer algorithms fail to generate fine-trained person images. In this paper, we propose a novel framework – Spatial Content Alignment GAN (SCA-GAN) which aims to enhance the content consistency of garment textures and the details of human characteristics. We first alleviate the spatial misalignment by transferring the edge content to the target pose in advance. Secondly, we introduce a new Content-Style DeBlk which can progressively synthesize photo-realistic person images based on the appearance features of the source image, the target pose heatmap and the prior transferred content in edge domain. We compare the proposed framework with several state-of-the-art methods to show its superiority in quantitative and qualitative analysis. Moreover, detailed ablation study results demonstrate the efficacy of our contributions. Codes are publicly available at github.com/rocketappslab/SCA-GAN.

Index Terms — Pose transfer, Image translation, Spatial content alignment

1. INTRODUCTION

The goal of pose transfer is to synthesize a new person image based on the transformation of appearance details from a source person image and an arbitrary target pose heatmap. Due to the challenge of spatial misalignment, transferring facial characteristics and textures of garment becomes the bottleneck of this task. It, however, contains tremendous potential multimedia applications such as advertisement synthesis, movie making or data augmentation for person re-identification.

Current solutions of pose transfer can generally be divided into two types: (1) wrapped-based methods such as [1,2] that utilizing the geometric correspondence to warp target regions according to the pose. Such wrapping can maintain style consistency of the original image but the boundaries of the human part are blurred due to unreliable geometric matching. (2) Pose-attention-based methods including [3–6] that leveraging a series of pose-attentional blocks to encode and decode the original image according to the pose heatmap. Although this kind of methods can effectively fuse the style of original image and the target pose, due to insufficient content guidance, regions without pose landmarks especially the texture of garment lead to reconstruction distortion. Note that the RATE-Net [3] attempts to solve this issue by introducing a texture enhancement module to sum the coarse output with a residual texture map. However, the enhancement is not obvious and it suffers from facial representation distortion leading to unsatisfactory visual quality.

In this paper, we propose a novel framework – Spatial Content Alignment GAN (SCA-GAN) to mainly enhance the content consistency for garment texture and human facial characteristics. We adopt a two-phase approach to map the misaligned content information to spatially aligned feature space. Firstly, we employ a Prior Content Transfer Network (PCT-Net) to transfer the edge content in a separation manner. Instead of using part-level parsing labels suggested in [1], we leverage pixel-level edge maps to explicitly highlight high-frequency signals which dominated a wide range of spectrum for content information. The prior transferred edge map can be served as an extra constraint in high-level perspective to provide spatial hints for the characteristics of both person identity and garments. Secondly, we develop a new Image Synthesis Network (IS-Net) to synthesize photo-realistic person images according to the appearance of source images, target pose heatmaps and the prior transferred content maps in edge domain. To encapsulate the unique pattern statistics from the original image, we exploit the residual-like Style Encoder Blocks (Style EnBlk) to strengthen the ability of feature extraction during the encoding stage. After that, we propose the Content-Style SPADE (CS-SPADE) to synthesize fine-grained appearance details by generalizing the input source for accepting both aligned content images (pose and edge) and misaligned style feature maps during the normalization. We conduct extensive experiments on the challenging DeepFashion [7] benchmark to verify the superiority of the proposed framework compared to some state-of-the-art approaches. In summary, we conclude the contributions as twofold:

- We propose a new GAN-based framework – SCA-GAN to solve the spatial misalignment problem of pose transfer by generalizing the input source as spatially adaptive style and content.
• We address the problem of insufficient content information by leveraging edge maps as an extra constraint with pose heatmap. It guides the network to produce more photo-realistic person images through texture enhancement.

2. RELATED WORKS

2.1. Pose transfer

Since PG² [8] initiated the task of pose transfer, it has drawn a lot of attention from the research field recently. Def-GAN [2] proposed a piece-wise deformable skip connection to wrap misaligned features based on the pose heatmap. Meanwhile, the Warping-GAN [1] suggested to use a geometric matcher to allocate the style transformation according to the part-level correspondence. However, the wrapping causes blurry effect for the boundaries of person parts because of unreliable geometric matching. Recently, the PATN [4] utilized the pose-attentional blocks to guide the deformable transfer process progressively. APS [5] extended the mechanism of pose attention to encoder-decoder architecture while using adaptive normalization to embed the appearance representation with the pose heatmaps. RATE-Net [3] tried to perform texture enhancement on adaptive regions by adding the coarse output with a residual texture map. These methods disentangle the representations with the excitation of pose landmarks. Due to lack of sufficient content guidance, regions without pose landmarks especially the texture of the garment often fail to be reconstructed. Even with the enhancement of [3], the person identities cannot be well persevered due to spatially misaligned entanglement.

2.2. Image translation

Generative Adversarial Networks (GANs) [9] have shown great promise for image translation by leveraging a generator and discriminator network to minimize domain differences between the generated images and real samples. Pix2Pix [10] demonstrated the effectiveness of conditional image translation based on specific input constraints. Recently, a spatially adaptive denormalization (SPADE) [11] method was proposed to inject content information by the variant of Adaptive Instance Normalization (AdaIN) [12]. In this paper, we generalize the spatial hints from the aligned content domain to the misaligned style domain so as to optimize the fusion process with learnable parameters. It can maintain more style correspondence and content coherence such as the texture of garments and person facial characteristics.

3. PROPOSED METHOD

We adopt a two-phase approach to establish the whole transferring network including Phase one – Prior Content Transfer and Phase two – Image Symphysis Network to combine referenced style with conditional contents. An overview of network architecture is illustrated in Figure 1.

3.1. Problem definition

The objective of pose transfer is to generate a person image $I_g$ based on the source person image $I_s$ and the target pose heatmap $P_t$. The more appearance details $I_s$ are transferred to $P_t$, the higher similarity between $I_s$ and the target person image $I_t$ the result can get. In this paper, we define two models including Prior Content Transfer Network (PCT-Net) $F(\cdot)$ and Image Symphysis Network (IS-Net) $G(\cdot)$.

3.2. Prior Content Transfer Network (PCT-Net)

It is difficult to directly map non-aligned features from $I_s$ to $I_g$ since the feature space of $I_s$ is complex due to mixture of style and content information. In order to reduce the complexity of image synthesis process, inspired by [11], we exploit the PCT-Net to transfer the content in the first phase. Instead of using part-level parsing labels, we suggest leveraging pixel-level edge maps to explicitly highlight the high-frequency signals which dominated a wide range of spectrum for content information. We believe that the prior transferred edge content can deliver crucial spatial hints for the characteristics of both person identity and garments. From Figure 1, we firstly...
apply an arbitrary edge detector $\mathcal{M} (\cdot)$ to perform edge detection on $I_s$. By channel-wisely concatenating the source edge $E_s = \mathcal{M} (I_s)$, $P_s$ and $P_t$ as input, we adopt Pix2Pix [10] network as the baseline of the generator of PCT-Net to produce a coarse version of transferred edge content. The formulation is defined as

$$E_g = \mathcal{F} (E_s, P_s, P_t).$$

(1)

The generator of PCT-Net consists of 8 residual blocks with a maximum of 512 channels for bottlenecks. The resultant output is activated by a hyperbolic tangent function to obtain a gray-scale edge map $E_g \in (0, 1)$. It will be directly fitted to Phase two – IS-Net for spatially guided symphysis purpose.

3.3. Image Synthesis Network (IS-Net)

In the second phase, we focus on the process of rendering a realistic-looking person image based on not only the appearance style of $I_s$ but also the spatial content of $P_t$ and $E_g$ (generated from PCT-Net). We introduce a novel GAN-based IS-Net to deal with the spatial misalignment problem by a style encoder and a content-style decoder. It is formulated as

$$I_g = \mathcal{G} (I_s, E_g, P_t).$$

(2)

**Style encoder.** To transfer the detailed appearance from $I_s$ to $I_g$, we start a series of encoding blocks to capture the reference style $I_t$. Referenced from [13], the ability of feature extraction for residual blocks [14] is well appreciated. As shown in Figure 1, we modify the standard residual blocks as our Style Encoder Block (Style EnBlk) within the style encoder. Different from previous designs, each Style EnBlk contains three convolutional layers with the same kernel size $3 \times 3$ following with LeakyReLU [15] activation layers instead of normalization layers. The stride of two convolutional layers at top of the block is set to 2. The number of down-sampling layers $L$ is set to 6. The elimination of normalization layer in the style encoder is to prevent some unique texture patterns from being distorted by regularization since those specific characteristics such as person identity and garment design are hard to be generalized with few training samples.

**Spatially adaptive style-content encoder.** To synthesize fine-grained appearance details, we exploit a new spatially adaptive image translation approach based on SPADE [11] denormalization unit. We define it as Content-Style SPADE (CS-SPADE) since we generalize the input source for accepting both aligned content images and misaligned style feature maps during the normalization period. Then, we can simultaneously inject content and style information with learnable parameters to optimize the fusion process. Instead of using batch normalization [16], we apply instance normalization [17] to provide visual and appearance alignment. Formally, the activation features of CS-SPADE at space $(n \in N, \ c \in C, \ h \in H, \ w \in W)$ is:

$$\text{Conv(LReLU)} \left( \gamma_{c,h,w}^{i} \cdot \frac{f_{n,c,h,w}^{i} - u_{nc}^{i}}{\sigma_{nc}^{i}} + \beta_{c,h,w}(S) \right),$$

(3)

where $u_{nc}^{i}$ and $\sigma_{nc}^{i}$ are the mean and standard deviation of $f_{n,c,h,w}^{i}$ which is a function of either a sample of Gaussian noise $\mathcal{N}_0$ at the first up-sampling layer or the previous synthesized feature maps $I_{g}^{l-1}$, i.e. $f_{n,c,h,w}(I_{g}^{l-1})$ in channel $c$ of mini-batch $n$:

$$u_{nc}^{i} = \frac{1}{H \cdot W} \sum_{h,w} f_{n,c,h,w}^{i},$$

(4)

$$(\sigma_{nc}^{i})^2 = \frac{1}{H \cdot W} \sum_{h,w} (f_{n,c,h,w}^{i} - u_{nc}^{i})^2.$$  

(5)

The learnable parameters scale $\gamma_{c,h,w}^{i}(S)$ and bias $\beta_{c,h,w}(S)$ are computed by convoluting either one of the input source $S$ including the conditional style $I_t$ from last layer of Style Encoder, the target pose $P_t$ and the prior transferred content edge map $E_g$ from PCT-Net in Phase one.

Finally, the spatially adaptive style-content encoder is constructed by a series of Content-Style Decoding Block (Content-Style DeBlk) from coarse-to-fine structure. The output of the Content-Style DeBlk is the fusion of pose-edge guided content representations demodulated by the conditional style representation:

$I_g^l = \mathcal{U} (E_g, \mathcal{W}(I_g^{l-1}, I_t)) + \mathcal{V} (P_t, \mathcal{W}(I_g^{l-1}, I_t)),$

(6)

where $\mathcal{W}(\cdot)$ is responsible for demodulating the previous generation result $I_g^{l-1}$ with the conditionally misaligned style representation $I_t$. $\mathcal{U}(\cdot)$ and $\mathcal{V}(\cdot)$ are two spatially adaptive stylizers to demodulate the spatially aligned content representations for producing a fine-grained and transferred visual representation.

4. TRAINING AND OPTIMIZATION

4.1. Objective functions

Following similar training strategy with the existing pose transfer works [4–6], the training loss is coupled from four losses including adversarial loss $\mathcal{L}_{adv}$, appearance loss $\mathcal{L}_1$, perceptual loss $\mathcal{L}_{per}$ and contextual loss $\mathcal{L}_{cx}$ as follow:

$$\mathcal{L}_{full} = \lambda_{adv} \mathcal{L}_{adv} + \lambda_1 \mathcal{L}_1 + \lambda_{per} \mathcal{L}_{per} + \lambda_{cx} \mathcal{L}_{cx},$$

(7)

where $\lambda_{adv}$, $\lambda_1$, $\lambda_{per}$ and $\lambda_{cx}$ are corresponding to different weighting parameters to optimize the result respectively.

**Adversarial loss.** We utilize the adversarial loss $\mathcal{L}_{adv}$ to maintain both visual style and pose content consistency by leveraging two independent discriminators $D_s$ and $D_c$. The
\(D_a\) consists of two down-sampling convolutional layers following with three residual blocks for enhancement of discriminative capability. The joint loss terms are formulated as:

\[
\mathcal{L}_{adv} = \\
\mathbb{E}_{I_s, I_t} \left[ \log \left( D_a (I_s, I_t) \right) + \log \left( 1 - D_a (I_s, I_g) \right) \right] + \\
\mathbb{E}_{I_s, P_t, I_g} \left[ \log \left( D_c (P_t, I_t) \right) + \log \left( 1 - D_c (P_t, I_g) \right) \right],
\]

where \(D_a\) and \(D_c\) are the visual style discriminator and pose content discriminator; \((I_s, I_t) \in \mathbb{R}_{real}\), \(P_t \in \mathbb{R}_{real}\) and \(I_g \in \mathbb{R}_{fake}\) indicate samples from the distribution of real person image, real pose heatmap and generated person image.

**Appearance loss.** To enforce discriminative loss, we employ a pixel-wise L1 loss to synthesize plausible appearance compared to the ground-truth image.

\[
\mathcal{L}_1 = \frac{1}{CHW} \sum_{c,h,w} \| I_g |_{c,h,w} - I_t |_{c,h,w} \|_1.
\]

**Perceptual loss.** To minimize the distance in feature space, we adopt the standard perceptual loss [18] in our network. It aims to enhance the visual quality by increasing the similarity of feature matching. Precisely, it computes the pixel-wise L1 difference of a selected layer \(\ell\) = Conv1,2 from a pre-trained VGG-19 [19] model \(\theta_{\ell}()\). It is defined as:

\[
\mathcal{L}_{per} = \frac{1}{C_\ell H_\ell W_\ell} \sum_{c,h,w} \| \theta_{\ell} (I_g) |_{c,h,w} - \theta_{\ell} (I_t) |_{c,h,w} \|_1.
\]

**Contextual loss.** To maximize the similarity between two spatially misaligned images in a similar context space, we exploit the contextual loss [20] to allow spatial alignment according to contextual correspondence during the deformation process. It makes use of the normalized Cosine distance between two feature maps to measure the similarity of two misaligned features. It is formulated as:

\[
\mathcal{L}_{ctx} = -\frac{1}{C_\ell H_\ell W_\ell} \sum_{c,h,w} \log \left[ CX \left( \delta_{\ell} (I_g) |_{c,h,w}, \delta_{\ell} (I_t) |_{c,h,w} \right) \right],
\]

where \(l = \text{relu}\{3, 2, 4, 2\}\) layers from a pre-trained VGG-19 [19] model \(\delta()\), further details of the similarity function \(CX()\) may be found in [20].

**4.2. Implementation settings**

We use the same training loss in Equation [4] for both PCT-Net and IS-Net except switching the main input source from person images to edge maps. We use Adam optimizer [21] with momentum 0.5 to train each model for 400 epochs. During the training of IS-Net, we use the online generated results from the pre-trained PCT-Net. The learning rate is set to 1e-4 which is linearly decayed to 0 after 200 epochs. The negative slope of LeakyReLU is set to 0.2. The weighting parameters for \(\lambda_{adv}, \lambda_1, \lambda_{per}\) and \(\lambda_{ctx}\) are set to 5, 1, 1 and 0.1.

| Methods          | IS↑ | SSIM↑ | FID↓ | LPIPS↓ |
|------------------|-----|-------|------|--------|
| PG↑ [8]          | 3.202 | 0.773 | -    | -      |
| Def-GAN [2]      | 3.362 | 0.760 | 18.457 | 0.233 |
| RATE-Net [3]     | 3.125 | 0.774 | 14.611 | 0.218 |
| PATN [4]         | 3.209 | 0.773 | 19.816 | 0.253 |
| APS [5]          | 3.295 | 0.775 | 15.017 | 0.178 |
| ADGAN [6]        | 3.364 | 0.772 | 13.224 | 0.176 |
| SCA-GAN(Ours)    | **3.497** | **0.775** | **11.676** | **0.167** |

**Table 1:** Quantitative analysis of comparison against the current state-of-the-art methods. The best scores are highlighted with bold format.

| Methods          | IS↑ | SSIM↑ | FID↓ | LPIPS↓ |
|------------------|-----|-------|------|--------|
| with semantic content | 3.388 | 0.762 | 18.634 | 0.195 |
| w/o prior transfer   | 3.365 | 0.774 | 12.402 | **0.166** |
| w/o content branch   | 3.274 | 0.756 | 19.503 | 0.194 |
| SPADe ResBlk        | 3.343 | 0.772 | 13.888 | 0.170 |
| Batch-Norm (encoder) | 3.340 | **0.775** | 12.197 | **0.166** |
| In-Norm (encoder)   | 3.301 | 0.773 | 12.738 | 0.167 |
| Full model          | **3.497** | **0.775** | **11.676** | 0.167 |

| Methods          | IS↑ | SSIM↑ | FID↓ | LPIPS↓ |
|------------------|-----|-------|------|--------|
| Dataset. We conduct experiments on In-shop Clothes Retrieval Benchmark DeepFashion [7] containing high-resolution person images with different poses and appearances. There are totally 101,966 training pairs and 8,570 testing pairs. We found that the Extended Difference-of-Gaussians (XDoG) [22] edge detection method can preserve more content information for our prior content transfer. We use HPE [23] as pose detector to generate the pose heatmaps. All input images are resized to 256 × 176 dimensions.

**Evaluation Metrics.** For general image generation tasks, Inception Score (IS) [24] and Structural Similarity (SSIM) [25] are two widely used evaluation metrics to quantify the perceptual performance and image quality. Following with [3], we employ two supervised perceptual metrics including Learned Perceptual Image Patch Similarity (LPIPS) [26] and Fréchet Inception Distance (FID) [27] to consolidate the visual quality assessment in terms of perceptual distance between the generated images and real images.

**5. EXPERIMENTAL RESULTS**

**5.1. Comparison with state-of-the-art methods**

We evaluate the quantitative and qualitative performance with current state-of-the-art methods.

**Quantitative comparison.** As shown in Table [1] our method outperforms the current state-of-the-art methods both in unsupervised and supervised perceptual metrics. Specifi-
Fig. 2: Qualitative results of comparison against current state-of-art methods. Please zoom in for details.

Fig. 3: Qualitative results of ablation study. Please zoom in for details.

cially, our method achieves a significant gain, around 4% increment, in term of IS score compared to ADGAN [6], and even more compared to other pose-attentional approaches. We believe that it is beneficial to the edge content guidance for supporting the geometric transformation of fine-gained appearance details. The SCA-GAN also gets a comparable performance for the SSIM values which showing the robustness to generate high quality images with natural texture synthesis. Moreover, our method obtains the best FID and LPIPS scores with obvious improvement. It can certify the photo-realistic generation ability to recover misaligned style and content information with arbitrary pose transfer.

**Qualitative comparison.** From Figure 2 we show some qualitative examples from diverse viewpoints including full body, side view, back view, upper-half view and partial view. It is clear that our generated images get the highest visual similarity compared to the target images. The prior generated content edge maps demonstrate the success of spatial content alignment for misaligned image translation. It can considerably highlight the important content information to assist the IS-Net for plausible image reconstruction. For example, the completeness of T-shirt in the first row, the natural fusion of pants with the floor in the second row, the fashion consistency of the garments in the third row, the rich crease on the dress in the fourth row are all pre-transferred from the edge content domain. The vivid appearance of camisole presented in the fifth row showcases the strong ability of style encoding and decoding. Lastly, although there is a chance that the prior content transfer fails to highlight all content information due to class-imbalance problem in DeepFashion dataset, the SCA-GAN can still distinctly synthesize important objects presented in the source image, such as the hat in the last row. It demonstrates that there is a complementary stimulation between the Style EnBlk and Content-Style DeBlk to cooperate the synthesis process.

5.2. Ablation study

To verify the efficacy of our SCA-GAN, we show the result of ablation study as follow. **Quantitative comparison.** As shown in Table 2 we conduct several experiments focusing on the prior content transfer branch. Compared to semantic content (i.e. part-level segmentation map), our edge content can boost the performance for all perceptual metrics with significant increments. Without prior transfer (i.e. use edge map from source image as input) or without the whole branch, the robustness is not guaranteed since there are no sufficient conditional transformation hints to perform detailed spatial alignment. Our Content-Style DeBlk outperforms the original SPADE ResBlk with obvious improvement since it can generalize the input source for accepting both aligned content images and misaligned style features. Finally, batch normalization and instance normalization are also evaluated in our method but the improvements are trivial. It shows that our Style EnBlk can
preserve a better appearance encapsulation even though there are no regularization techniques used in our style encoder.

**Qualitative comparison.** Perceptually, the full framework can preserve more characteristics of the garments as illustrated in Figure 8. With the assistance of spatial content alignment, it can ensure the completeness of fashion garments while maintaining high fidelity of human facial characteristics. Moreover, it can preserve better boundary reconstruction between some ambiguous objects since the content consistency is well pre-activated. Lastly, the over-smoothing problem shown in the short pants and jeans is also addressed by the complementary fusion of style and content injection.

6. CONCLUSION

In this paper, we propose a novel SCA-GAN to generate plausible person images with pose conditions. We attempt to solve the spatial misalignment problem for this task by using a prior edge content transfer method with complementary style and content injection. Our generalization of style and content information can produce photo-realistic person images through spatial content alignment. The proposed framework can surpass the current state-of-the-art methods for both supervised and unsupervised perceptual metrics with significant improvement while it can generate much fine-grained texture of garments and characteristics of the person.
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