The Benefits of Diligence: How Precise are Predicted Gravitational Wave Spectra in Models with Phase Transitions?
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\textbf{ABSTRACT:} Models of particle physics that feature phase transitions typically provide predictions for stochastic gravitational wave signals at future detectors and such predictions are used to delineate portions of the model parameter space that can be constrained. The question is: how precise are such predictions? Uncertainties enter in the calculation of the macroscopic thermal parameters and the dynamics of the phase transition itself. We calculate such uncertainties with increasing levels of sophistication in treating the phase transition dynamics. Currently, the highest level of diligence corresponds to careful treatments of the source lifetime; mean bubble separation; going beyond the bag model approximation in solving the hydrodynamics equations and explicitly calculating the fraction of energy in the fluid from these equations rather than using a fit; and including fits for the energy lost to vorticity modes and reheating effects. The lowest level of diligence incorporates none of these effects. We compute the percolation and nucleation temperatures, the mean bubble separation, the fluid velocity, and ultimately the gravitational wave spectrum corresponding to the level of highest diligence for three explicit examples: SMEFT, a dark sector Higgs model, and the real singlet-extended Standard Model (xSM). In each model, we contrast different levels of diligence in the calculation and find that the difference in the final predicted signal can be several orders of magnitude. Our results indicate that calculating the gravitational wave spectrum for particle physics models and deducing precise constraints on the parameter space of such models continues to remain very much a work in progress and warrants care.
1 Introduction

Even the very early Universe is transparent to gravitational waves, making searches for the gravitational wave background of the Universe a unique probe of the cosmos before big bang nucleosynthesis. Ubiquitous in the literature is the generation of a gravitational wave background from an inhomogeneous transition of the ground state (for a review see [1–3]). In the standard model of particle physics, there is no mechanism for such a gravitational wave background to be produced. Specifically, both the QCD and electroweak transitions are predicted to be smooth [4–9]. This implies that any gravitational wave background resulting from a strong first order phase transition is proof that the standard model is incomplete.

The electroweak transition can be made strongly first order through the introduction of new states at around the electroweak scale [10–43]. The QCD transition can be catalyzed by changing the number of light fermions [44] or having a very large lepton asymmetry [45–47]. Additionally there are strong motivations to believe that the standard model is incomplete and additions to the standard model can also leave cosmic fingerprints. For instance, baryonic matter can only explain a fraction of the matter observed and the missing dark matter can be a part of a hidden sector that undergoes a phase transition [48–65]. Second, the near unification of gauge coupling constants along with conspiracy of gauge anomaly cancellation motivates grand unification which can sequentially break into the standard model gauge group and leave a gravitational wave background [66–72]. Finally, the generation of neutrino masses can arise through a $B - L$ breaking transition [68, 73–77]. In each case, an observed signal not only sheds light on our cosmic history, but on a range of energy scales spanning from sub-GeV to the PeV scale [78] (even higher scales have been proposed, though technology needs to improve to make the sensitivity cosmologically relevant [79] with the possible exception of NEMO [80]).

Any strong first order transition produces three contributions to a stochastic background (see, e.g., [1–3]). For a transition in the thermal plasma, only a negligibly small fraction of the energy released will remain in the scalar field when the bubble wall reaches a constant velocity [81], or when it “runs away” [82]. So the bubble collision contribution is negligible when considering transitions in a thermal plasma, though it can become dominant for transitions in vacuum, e.g., those in a dark sector without a thermal bath. In addition, the contribution from magnetohydrodynamic turbulence is subdominant compared with that from sound waves [81, 83, 84], with an efficiency factor that is roughly $(5 \sim 10)\%$ of that for sound waves [85], though its spectrum is highly uncertain as of now [86–92]. Since most transitions in the early universe are highly likely to be proceeding in the thermal plasma, we will focus here on the gravitational wave production from sound waves. This acoustic contribution has been studied both in simulations and a combination of analytic and numerical techniques and there has been much recent progress.

Given the enormous opportunity to shed light on both cosmology and particle physics, it is worth examining in detail the theoretical underpinnings of any given model in order to enumerate both theoretical uncertainties in basic methods and the degree of benefit in more accurate calculations or, equivalently the cost of various approximations. Approximations can arise in two steps in predicting an observable from a given model as shown in Fig. 1. First the calculation of macroscopic thermal parameters, including the latent heat and the time scale of the transition, are often calculated using perturbative techniques which can introduce large errors [93] in particular when
The uncertainty in linking a particular model with a set of observables is conceptually presented above. The break down of perturbation theory at finite temperature is the dominant error in the prediction of the evolution of the effective potential and ultimately non-perturbative methods might be required to predict macroscopic thermal parameters. The macroscopic thermal parameters of interest are often taken to be the latent heat, the time scale of the transition (usually approximated), the bubble wall velocity and the temperature of percolation, but if one desires to have an accurate prediction one needs the fluid velocity, the wall velocity, the mean bubble separation, the percolation temperature and the lifetime of the acoustic source (see also Fig. 1 of [96]).

The finite lifetime of the source first estimated in Ref. [102] and derived in the sound shell model in an expanding background in Ref. [103].

Going beyond the bag model approximation in solving the hydrodynamic equations [104, 105].

Calculating the mean bubble separation from the evolution of the bubble number density.

Calculating the fraction of energy in the fluid from solving the hydrodynamic equations rather than using a fit [106].

Including fits for the energy lost to vorticity modes [106].

In this paper we will enumerate the error in a number of models in order to get a broad understanding of the numerical importance of diligence. This avoids model-specific effects where accidental cancellations between different improvements could in principle occur. The models we consider include a toy model introduced for pedagogical purposes, the Standard Model Effective Field Theory (SMEFT), a dark sector Higgs and a real scalar singlet extension (xSM) of the Standard Model. For the benefit of the reader, a demonstration of the importance of diligence is

---

1 Other important problems in common calculations are gauge dependence [98] and the inhomogeneous background [99, 100].
2 Infrared divergences of the dynamical mode for instance remain even after NLO resummation. As a result perturbation theory even at two loops disagrees substantially with montecarlo simulations very close to the critical temperature [101].
Figure 2. The relative error when using the lowest and modest levels of diligence, compared to the highest level of diligence (for which $\Delta \Omega/\Omega = 0$). The vertical axis shows the peak (frequency-independent) gravitational wave energy density for detonation. The precise definition of $\Delta \Omega/\Omega$ is given in Eq. 4.1. The horizontal axis corresponds to the final temperature $T_f$ when the phase transition ends. Three models are shown: SMEFT, a dark sector Higgs model (Dark RG) and the singlet-extended Standard Model (xSM). The figures employ calculations from Eq. [2.7, 2.15, 2.61] and Eq. 4.1. The temperatures are set to $T_n$ (2.4), $T_p$ (2.11), and $T_f$ (2.27) for the lowest, modest, and highest diligence respectively. Both the modest and highest diligence contain suppression factors due to the lifetime of the source. The highest diligence contains the suppression factor due to vorticity effects in the plasma.

provided at the outset in Fig. 2. Here, the relative error in the predicted peak amplitude is shown for SMEFT, the dark sector Higgs model (which we label throughout as “Dark RG”) and xSM. Our paper will be devoted to fully explaining Fig. 2; for now, we provide a feel for the comparative importance of these errors. For the Dark RG, for example, the relative error is far more manageable than what it is for SMEFT. However, even for that model, the relative error is larger than the error from gauge dependence that is introduced in SMEFT in some commonly used methods. Thus, even this case, which may present an unrealistically optimistic picture, still motivates diligence in the calculation.

The structure of this paper is as follows. In Section 2 we outline three methods of various levels of diligence that we find used in the literature, including a level of diligence motivated by its use in the recent review [3]. In Section 3 we define the models we will use to demonstrate increasing levels of diligence, and in Section 4 we will present our results. We will end with our Conclusion.

2 Phase Transition Dynamics

Gravitational waves produced from first order phase transitions is a finite temperature tunneling process, from some false vacuum to the true vacuum. When calculating this transition with perturbation theory, one needs to track the minima of the effective potential from the temperature at which the energy in each vacuum is degenerate - that is the critical temperature. Below the critical
temperature, bubbles of the true phase begin to form at some critical radius where the pressure is strong enough to cause expansion. The probability of such bubbles forming increases as the Universe cools, until the nucleation temperature at which there is an average of one bubble per Hubble volume. Slightly below this temperature is the percolation temperature at which bubble collisions are occurring and the final temperature when the phase transition ends. There are simple analytical expressions for these temperature scales which are the result of approximations used in the equations. However, the gravitational wave spectrum is sensitive to the level of diligence that goes into the computations and reducing the error is paramount to probing phase transitions at future gravitational wave detectors. We will now proceed to analyze the different level of diligence used in the literature.

2.1 Lowest diligence

Here we will describe the level of lowest diligence in computing the gravitational wave spectrum. At this stage, we will only introduce the various parameter definitions and wait until the highest diligence section for a more in depth look at the numerical procedure. This level will involve computing all relevant parameters at the nucleation temperature.

The tunneling rate per unit time per unit volume will have the general form

$$p(T) = \bar{p}_0 T^4 e^{-S_3/T},$$  \hspace{1cm} (2.1)

where $\bar{p}_0$ is a dimensionless number that we will assume is $\mathcal{O}(1)$ and $S_3$ can be found by solving the bounce solutions that minimize the action given by

$$S_3(\vec{\phi}, T) = 4\pi \int d\mathbf{r} r^2 \left[ \frac{1}{2} \left( \frac{d\vec{\phi}(t)}{dr} \right)^2 + V_{\text{eff}}(\vec{\phi}, T) \right].$$ \hspace{1cm} (2.2)

The nucleation temperature is defined as the temperature at which the probability of a single bubble being nucleated within a Hubble volume is $\mathcal{O}(1)$:

$$\int_0^{1n} pV_H(t)dt = \int_{T_n}^\infty \frac{dT}{T} \left( \frac{2\xi M_{\text{pl}}}{T} \right)^4 \exp^{-S_3/T} \sim \mathcal{O}(1),$$ \hspace{1cm} (2.3)

where $M_{\text{pl}}$ is the Planck mass, $\xi \sim 3 \times 10^{-2}$, and $V_H(t)$ is the horizon volume. This equation will lead to the simple definition of the nucleation temperature [3, 107–109]

$$\frac{S_3(T_n)}{T_n} \approx 140.$$ \hspace{1cm} (2.4)

It is important to note that the above calculation assumes that the phase transition occurs in a radiation dominated era which is not guaranteed.

The strength of the gravitational wave spectrum will depend on hydrodynamic parameters such as the amount of vacuum energy released during the phase transitions, the inverse time duration of the phase transition, and the fraction of latent heat that goes into the bulk motion of the plasma (referred to as the kinetic efficiency coefficient). We discuss each of these quantities in turn.
The strength of the phase transition is characterized as
\[ \alpha(T_n) = \frac{1}{\rho_{\text{rad}}} \left( \Delta V_{\text{eff}} - \frac{1}{4} d \Delta V_{\text{eff}} \right) \bigg|_{T_n}, \] (2.5)
where \( V_{\text{eff}} \) is the finite temperature effective potential and the symbol \( \Delta \) signifies the difference in the symmetric phase (false vacuum) and the broken phase (true vacuum). The energy density of radiation is given by \( \rho_{\text{rad}} = \frac{\pi^2}{30} g_* T_n^4 \) where \( g_* \) is the number of effective degrees of freedom at \( T_n \).

The inverse time duration of the phase transition evaluated at the nucleation temperature can be approximated as
\[ \beta = \frac{H_n T_n}{d(S_3/T) \, dT}, \] (2.6)
where \( H_n^2 = \frac{8\pi G \rho_{\text{rad}}(T_n)}{3} \) is the Hubble parameter at the nucleation temperature. A smaller \( \beta/H \) and larger \( \alpha \) will result in stronger gravitational waves.

The gravitational wave spectrum observed today has a simple broken power law fit \( [81] \) in terms of the aforementioned parameters given by
\[ h^2 \Omega_{\text{GW}}(f) = 8.5 \times 10^{-6} \left( \frac{100}{g_n} \right)^{1/3} \left( \frac{\kappa \alpha}{1 + \alpha} \right)^2 \left( \frac{H_n}{\beta} \right) v_w S_{\text{SW}}(f), \] (2.7)
where \( g_n \) is the number of degrees of freedom at the nucleation temperature and \( \kappa \) is the efficiency coefficient that represents the fraction of the bulk kinetic energy in the plasma relative to the available vacuum energy. The numerical fits for the kinetic efficiency coefficient, \( \kappa \), were derived in \( [110] \) for the different velocity profile types which we give in Appendix A. The spectral shape, \( S_{\text{SW}} \), and the peak frequency, \( f_{\text{SW}} \) are given by
\[ S_{\text{SW}}(f) = \left( \frac{f}{f_{\text{SW}}} \right)^3 \left[ \frac{7}{4 + 3(f/f_{\text{SW}})^2} \right]^{7/2}, \] (2.8)
\[ f_{\text{SW}} = 1.9 \times 10^{-5} \frac{1}{v_w} \left( \frac{\beta}{H_n} \right) \left( \frac{T_n}{100 \, \text{GeV}} \right) \left( \frac{g_n}{100} \right)^{1/6} \text{Hz}. \] (2.9)

The gravitational wave spectrum may be rewritten in terms of the R.M.S velocity, \( U^2_f = \frac{3}{4} \kappa \alpha \), with the replacement
\[ \left( \frac{\kappa \alpha}{1 + \alpha} \right) \rightarrow \Gamma U^2_f, \] (2.10)
where \( \Gamma \sim 3/4 \) is the adiabatic index which is defined as the ratio of the enthalpy and energy density in the symmetric phase. The term in the denominator on the left hand side, \( (1 + \alpha) \), is the result of the energy density in the symmetric phase.

2.2 Moderate diligence
The level of modest diligence is the approach most frequently used in the recent literature (including the recent LISA review \( [3] \)). It closely resembles the lowest diligence with the exception that
The thermal parameters are defined at the percolation temperature rather than the nucleation temperature and the finite lifetime of the source is taken into account with an ansatz correction to the peak amplitude. The percolation temperature is here approximated by solving the equation
\[
\frac{S_3(T_p)}{T_p} = 131 - \log\left(\frac{A}{T^4}\right) - 4 \log\left(\frac{T}{100 \text{ GeV}}\right) - 4 \log\left(\frac{\beta(T)/H}{100}\right) + 3 \log(v_w),
\]
where \(\log\left(\frac{A}{T^4}\right) \sim 14\) for an electroweak phase transition. Note that the derivative of the left hand side in Eq. 2.11 appears on the right hand side, as can be seen from Eq. 2.6. The percolation temperature is always below the nucleation temperature and hence closer to the final temperature when the phase transition ends. This makes using the percolation temperature a better approximation to estimate the thermal parameters. However, if the percolation temperature is significantly far away from the nucleation temperature, one should check if the phase transition can even reach completion at all for cases of strong supercooling, since the universe may become vacuum dominated. The strength of the phase transition and the inverse time duration of the phase transition take on the same form as in Eq 2.5-2.6 but with the replacement \(T_n \rightarrow T_p\) such that
\[
\alpha(T_p) = \frac{1}{\rho_{\text{rad}}} \left[ \Delta V_{\text{eff}} - \frac{1}{4} \frac{d\Delta V_{\text{eff}}}{dT} \right]_{T_p},
\]
and
\[
\beta = H_p T_p \frac{d(S_3/T)}{dT},
\]
where \(H_p\) is now the value of the Hubble parameter at the percolation temperature.

The gravitational wave spectrum in Eq. 2.7 assumed that the lifetime of the source is approximately one Hubble time, \(H\tau_{sw} = 1\) [85]. It was later pointed out in [74], that a better approximation to the lifetime of the source is
\[
t_{sw} = \min\left[ \frac{1}{H_p}, \frac{R_s}{U_f} \right],
\]
where \(R_s\) is the mean bubble separation and \(U_f\) is the root mean squared velocity defined at \(\alpha(T_p)\). The mean bubble separation is related to the inverse time duration using \(R_s = (8\pi)^{1/3} v_w/\beta\). We then take into account the finite lifetime of the source in the gravitational wave spectrum through
\[
\Omega_{sw} \rightarrow \Omega_{sw} t_{sw} H,
\]
and calculate all temperature dependent quantities at the percolation temperature \(T_p\) defined in Eq. 2.11.

### 2.3 High diligence

The highest diligence with which one can calculate the gravitational wave spectrum involves a number of improvements to the predictions of the peak frequency and amplitude:

1. Improving on the bag model approximation for the fluid velocity and fraction of energy that is in gravitational waves;
2 Calculating the fluid velocity and efficiency from solving the hydrodynamic equations rather than using fits (related to the first);

3 Calculating the mean bubble separation from the number density of the bubbles;

4 Taking into account the finite lifetime of the soundwave source, derived in an expanding universe [103];

5 Calculating the suppression due to reheated droplets creating friction that slows collisions.

Note that Ref. [111] used the bag model in their simulations, so we assume that the suppression factor arising from kinetic energy lost in the fluid is independent of the change in the amplitude from improving on the bag model. Also in the last case, and only the last case, we use fits to estimate this degree of suppression as it relies on a full numerical simulation - methods to approximate this effect we leave to future work. In this section we outline in detail each of the other improvements.

2.3.1 Calculation of the percolation temperature

The false vacuum fraction at \( t > t_c \) in an expanding universe is defined as

\[
g(t_c, t) = \exp \left[ -\frac{4\pi}{3} \int_{t_c}^{t} dt' p(t') a^3(t') r(t', t)^3 \right] = \exp \left[ -I(t) \right],
\]

(2.16)

where \( I(t) \) represents the volume of nucleated bubbles per comoving volume, double counting the overlapped space between bubbles and virtual bubbles within others [112]. The comoving radius of a bubble nucleated at \( t' \) and measured at \( t \) is

\[
r(t', t) = \int_{t'}^{t} dv a(t'') = v_w (\eta' - \eta),
\]

(2.17)

for FLRW space where \( \eta \) is the conformal time. This form of the comoving radius of the bubble assumes that the initial size of the bubble is negligible and the bubble wall velocity is constant.

The above equations can be recast in terms of integrals over temperature in order to render them more suitable for numerical computations. The scale factor of an expanding universe will have the form \( a = c_a t^n \) where \( c_a \) is a constant and \( n \) is determined by the form of energy that is dominating the expansion, i.e. \( n = 1/2 \) and \( n = 2/3 \) for radiation and matter respectively. The expansion of the universe may be treated as an adiabatic process so that the entropy \( s_R \) in the radiation sector is conserved per comoving volume:

\[
s_R(T)a^3 = \text{const.}
\]

(2.18)

The radiation sector will have \( s_R \propto T^3 \) which will typically give \( T \propto 1/a \propto t^{-n} \). This is valid for both a radiation dominated universe and a matter dominated universe. However if non-relativistic matter can decay into radiation, the dependence is \( T \propto a^{-3/8} \) [113]. In general, we may assume

\[
T \propto a^{-\gamma},
\]

(2.19)

where \( \gamma \) will depend on the amount of entropy injection. The Hubble parameter is related to the rate of change of the scale factor, \( H = \dot{a}/a \), and we then have

\[
\frac{1}{H} \frac{dT}{dt} = -\gamma T,
\]

(2.20)
which allows for rates of change with respect to time to be exchanged with that of temperature. We can also relate the scale factor at the time of the critical temperature, $a_c$, to the scale factor at a later time by

$$\frac{a}{a_c} = \left(\frac{T_c}{T}\right)^{1/\gamma}. \tag{2.21}$$

For an expanding universe in a radiation dominated era, the total energy density is

$$\rho_{\text{tot}} = \rho_{\text{rad}} + \Delta V, \tag{2.22}$$

which consists of the relativistic matter density $\rho_{\text{rad}}$, and the vacuum energy released during the phase transition. Accordingly the Hubble parameter in an expanding universe in this notation yields

$$H(T)^2 = \frac{8\pi G}{3} \rho_{\text{tot}} \left(\frac{1}{y^4} + \frac{\Delta V}{\rho_{\text{tot}}}\right), \tag{2.23}$$

with $y = \frac{a}{a_c}$. The above definitions can be used to convert any integral over time to that of temperature so that Eq. (2.16-2.17) may be written as

$$r(T', T) = \frac{v_w}{a_c} \int_{T_c}^{T'} \frac{dT''}{\gamma H(T'')} \left(\frac{T_c}{T''}\right)^{-1/\gamma}, \tag{2.24}$$

$$I(T) = \frac{4\pi}{3} \int_T^{T_c} \frac{dT'}{T'} \frac{1}{\gamma H(T') T^4} \bar{p}_0 T^4 \exp \left[ -\frac{S_3(T')}{T^4} \right] \left(\frac{T_c}{T'}\right)^{3/\gamma} \left[a_c r(T', T)\right]^3, \tag{2.25}$$

with $g(T_c, T) = \exp[-I(T)]$.

With the false vacuum fraction now defined as a function of temperature, the percolation temperature occurs when the false vacuum fraction is 70% of the total volume, i.e., when

$$g(T_p) = 0.7. \tag{2.26}$$

Similarly, the temperature when the phase transition ends occurs at the time when the volume of nucleated bubbles equals the comoving volume, i.e. $I(t_f) = 1$. This translates into

$$g(T_f) = e^{-1}. \tag{2.27}$$

In most cases, the percolation temperature calculated from Eq. 2.26 should roughly coincide with the final temperature calculated from Eq. 2.27 and depend on $v_w$ and $\Delta V$.

### 2.3.2 Calculation of the nucleation temperature

The evolution of the mean bubble density per proper volume is determined by

$$\frac{d}{dt} [n_b a^3(t)] = p(t) g(t_c, t) a^3(t), \tag{2.28}$$

which begins at $n_b(t_c) = 0$ and includes all the bubbles ever formed. We then transform the above result into an integral over temperature:

$$n_b(T) = \left(\frac{T}{T_c}\right)^{3/\gamma} \int_T^{T_c} \frac{dT'}{T'} \gamma H(T') \bar{p}_0 T^4 \exp \left[ -\frac{S_3(T')}{T^4} \right] g(T_c, T') \left(\frac{T_c}{T'}\right)^{3/\gamma}. \tag{2.29}$$
The nucleation temperature can be numerically calculated as the temperature when there is one bubble per Hubble volume:

\[
\frac{n_b(T_n)}{H(T_n)^3} = 1.
\]  

The mean bubble density depends on the false vacuum fraction and therefore should change with \(v_w, \kappa_m\), and \(\Delta V\) as well.

### 2.3.3 Calculation of the mean bubble separation

The mean bubble separation \(R^*\) is related to the mean bubble number density and is given by

\[
R^* = \left(\frac{1}{n_b}\right)^{1/3}.
\]  

The gravitational wave spectrum is usually written in terms of the inverse time duration of the phase transition where \(R^*\) and \(\beta\) are interchangeable. This form of the mean bubble separation can similarly be found in an expanding universe by Taylor expanding Eq. 2.1 about \(\eta_0\) with respect to conformal time for exponential nucleation

\[
p(\eta) = p_0(\eta_0) \exp \left[ -S_0 + \beta_c(\eta - \eta_0) \right],
\]  

where \(\beta_c\) is the comoving inverse time duration of the phase transition:

\[
\beta_c = \frac{d \ln p}{d \eta} \bigg|_{\eta = \eta_0}.
\]  

The above Taylor expansion is valid in the regime where the false vacuum fraction decreases faster than the rate \(p\) increases which occurs when \(I(t)\) becomes order 1 and most of the bubbles are nucleated. The exponent of the false vacuum can be transformed into an integration over conformal time, \(dt = a d\eta\):

\[
I(\eta) = \frac{4\pi}{3} \int_{\eta_c}^\eta d\eta' a^4(\eta') p(\eta') r(\eta', \eta)^3
\]  

\[
= 8\pi \frac{v_w^3}{\beta_c^3} p_0(\eta_0) e^{-S_0 + \beta_c(\eta - \eta_0)},
\]  

which can then be used to calculate the false vacuum fraction for \(\eta > \eta_c\). If we define the comoving bubble number density as \(n_{b,c} = n_b a^3\), we can rewrite Eq. 2.28 in terms of conformal time:

\[
\frac{d (n_{b,c})}{d\eta} = p(\eta) g(\eta_c, \eta)a^4(\eta).
\]  

We now integrate over \(\eta\) to have

\[
n_{b,c} = \frac{1}{\beta_c} p_0(\eta_0) e^{-S_0 + \beta_c(\eta_f - \eta_0)} = \frac{\beta^2_c(v_w)}{8\pi v_w^3},
\]  

where we used the relation that \(I(\eta_f) = 1\) for \(\eta_0 \sim \eta_f\). The relation between the comoving mean bubble density and the mean bubble separation is now

\[
R_{*,c} = \left(8\pi\right)^{1/3} \frac{v_w}{\beta_c(v_w)},
\]  

\[—10—
}
where $\beta_c$ and $R_{s,c}$ are both functions of the bubble wall velocity. The mean bubble separation at conformal time $\eta$ is now related to the inverse time duration when the phase transition ends:

$$R_s(\eta) = \frac{a(\eta)}{a(\eta_f)} \left( \frac{8\pi}{3} \right)^{1/3} \frac{v_w}{\beta(v_w)}, \tag{2.38}$$

where $R_{s,c} = R_s/a(\eta)$ and $\beta_c = a(\eta_f)/\beta$. The above result can be transformed into a function of temperature using a relation similar to Eq. 2.21 to give

$$\frac{a(\eta)}{a(\eta_f)} = \left( \frac{T_f}{T} \right)^{1/\gamma}. \tag{2.39}$$

The procedure to calculate the inverse time duration of the phase transition at $T_f$ for a fixed $v_w$ is

1. Find $T_f$ from the false vacuum fraction $g(T_c, T)$ for when $I(T_f) = 1$;
2. Calculate $n_b(T_f)$;
3. Use $R_s(T_f) = \left( \frac{1}{n_b(T_f)} \right)^{1/3}$;
4. Solve Eq. 2.38 using Eq. 2.39 to get $\beta(v_w)$.

### 2.3.4 Going beyond the Bag model

The free energy density $f$ of a model with $g_s$ degrees of freedom consists of a zero temperature scalar potential and a thermal potential that involves the summation over all relativistic species that interact with the scalar $\phi$. In the Standard Model, this involves the standard electroweak Higgs field and degrees of freedom $g_{SM} = 106.75$. The free energy density gives

$$f = V_0(\phi) + T^4 \left[ \sum_B J_B \left( \frac{M_B}{T} \right) + \sum_F J_F \left( \frac{M_F}{T} \right) \right], \tag{2.40}$$

where the summations run over all relativistic bosons $B$ and fermions $F$ at temperature $T$. In the high temperature expansion, the free energy density can be written as

$$f = -\frac{1}{3} \pi^2 g_s T^4 + V_T(\phi), \tag{2.41}$$

where $V_T(\phi)$ is the thermal effective Higgs potential and we explicitly separate out the scalar independent terms that go as $T^4$. The hydrodynamics of the plasma can be described as a perfect fluid in terms of the energy density $e$, pressure $p$, and enthalpy $\omega$. These thermodynamic quantities can be explicitly calculated from the free energy density through the relation $p = -f(\phi, T)$ for the pressure. The energy density and enthalpy are then related to the pressure through

$$e = T \frac{\partial p}{\partial T} - p, \quad \omega = e + p = T \frac{\partial p}{\partial T}. \tag{2.42}$$

These quantities together, along with the velocity of the fluid $v$, will give the energy momentum tensor of the plasma

$$T^{\mu\nu} = u^\mu u^\nu \omega + g^{\mu\nu} p, \tag{2.43}$$
where $g_{\mu\nu}$ is the inverse Minkowski spacetime metric and $u^\mu(v)$ is the four velocity of the fluid.

During the period of gravitational wave production, bubbles of the new phase will collide and generate sound waves in the perturbed plasma. The velocity profile around a single bubble is determined by the hydrodynamic quantities and the junction conditions across the bubble wall.

We will denote the broken phase inside the bubbles by subscripts "$b,$ $-$" and the symmetric phase outside the bubbles as "$s,$ $+$." The signs "$-,$ $+$" are used to describe quantities behind and in front of the bubble wall. The continuity equations $\partial_\mu T^{\mu\nu} = 0$ can be integrated in the wall frame across the bubble wall to give the junction conditions

\[
v_+ v_- = \frac{p_s(T_+)}{c_s(T_+)^2} e_s(T_+) - \frac{p_b(T_-)}{c_b(T_-)^2} e_b(T_-), \tag{2.44}
\]

\[
v_+ v_- = \frac{p_s(T_+)}{c_s(T_+)^2} e_s(T_+)^2 - \frac{p_b(T_-)}{c_b(T_-)^2} e_b(T_-)^2, \tag{2.45}
\]

where $v_\pm$ and $T_\pm$ corresponds to the velocity and temperature of the fluid behind and in front of the bubble wall. We may assume that $T_+ \approx T_-$ and expand the thermodynamic quantities about the symmetric phase so that the ratio of velocities about the junction give

\[
v_+ v_- \approx \left(\frac{v_+ v_-/c_{s,b}^2 - 1}{3}\right) + 3\alpha_{\bar{\theta}+}, \tag{2.46}
\]

where $c_{s,b}$ is the speed of sound in the broken phase and $\alpha_{\bar{\theta}+}$ is the phase transition strength [105]. The speed of sound can be calculated in both the symmetric and broken phase and is defined in terms of the pressure as

\[c_s^2 = \frac{dp}{dT} = \frac{p'(T)}{T p''(T)}, \tag{2.47}\]

where $(...)'$ denotes derivatives with respect to temperature. In terms of the free energy density, the pressure in the symmetric phase is $\phi$ independent with $p_s = -f(0, T)$ and the pressure in the broken phase is $p_b = -f(\phi_{\text{min}}, T)$ which is evaluated at true vacuum $\phi_{\text{min}}$. It is important to keep every term in the free energy density when calculating the speed of sound in order to properly account for the full temperature dependence of the model. This includes keeping all light degrees of freedom that do not acquire field dependent masses that affect the Higgs effective potential.

The new phase transition strength parameter $\alpha_{\bar{\theta}+}$ is dependent on the speed of sound in the broken phase and has a similar form to the bag parameter built up from the trace anomaly,

\[\alpha_{\bar{\theta}+} = \frac{\bar{\theta}_s(T_+) - \bar{\theta}_b(T_+)}{3\omega_s(T_+)} \text{ with } \bar{\theta} = e - p/c_s^2 \tag{2.48}\]

[105]. Going back to the free energy density, we can define the phase transition strength as a function of temperature

\[\alpha_{\bar{\theta}}(T) = \frac{1}{3\omega_s} \left( (1 + c_s^{-2})\Delta V_T - T \frac{d\Delta V_T}{dT} \right), \tag{2.49}\]

where $V_T$ is the Higgs effective potential defined in Eq. 2.40-2.41 and $\Delta$ denotes the difference between the symmetric and broken phase. The phase transition strength has the same form as the
bag model $\alpha_\theta$ defined in Eq. 2.5 when $c_\text{s}^2 = 1/3$ and $\omega_\text{a} = 4/3\rho_{\text{rad}}$. The junction conditions to obtain $v_\pm$ will serve as boundary conditions for solving the velocity profile obtained from projecting the continuity equations into the parallel and perpendicular motions of the fluid flow. The hydrodynamic equations become

\[
(\xi - v)\partial_\xi e = \omega \left[ 2\frac{v}{\xi} + \gamma^2(1 - \xi v)\partial_\xi v \right], \tag{2.50}
\]

\[
(1 - v\xi)\partial_\xi p = \omega\gamma^2(\xi - v)\partial_\xi v, \tag{2.51}
\]

where $\xi = R/t$ is a self similar coordinate defined as the ratio between the distance to the bubble center and the time since nucleation. These hydrodynamic equations may be combined to give the enthalpy profile and the velocity profile:

\[
2\frac{v}{\xi} = \gamma^2(1 - v\xi) \left[ \frac{c_\text{s}^2}{\gamma^2} - 1 \right] \partial_\xi v, \tag{2.52}
\]

\[
\partial_\xi \omega = \omega \left( 1 + \frac{1}{c_\text{s}^2} \right) \gamma^2 \mu(\xi, v) \partial_\xi v, \tag{2.53}
\]

where $\partial_\xi = \partial_\xi e + \partial_\xi p$ and $c_\text{s}^2 = dp/de$ are used to connect the equations. The Lorentz boost transformation used in the equations is defined in terms of the self similar coordinate $\mu(\xi, v) = (\xi - v)/(1 - \xi v)$. In detonations, the fluid velocity ahead of the bubble wall is always zero so that the hydrodynamic profiles are independent of the speed of sound in the symmetric phase. Deflagrations have a non-zero bubble wall velocity ahead of the bubble wall and the equations will then depend on the speed of sound in the symmetric phase. Both profile types will always depend on the speed of sound in the broken phase through the junction conditions. In detonation, it is sufficient to use $\alpha_\theta = \alpha_\theta(T)$ with $T$ usually taken as the nucleation temperature or the percolation temperature. Deflagrations and hybrid modes take $\alpha_\theta$ as input and require a shooting method by varying $\alpha_\theta$ until $\alpha_\theta$ is reached far away from the bubble.

The quantity of interest for the peak gravitational wave energy density is the kinetic energy fraction $K$ which can be solved by the hydrodynamic equations:

\[
K = \frac{\rho_\text{fl} e_\text{s}}{2.54}
\]

where $\rho_\text{fl} = 3/\rho_{\text{w}}^3 \int d\xi \xi^2 v^2 \gamma^2 \omega$ is the fluid’s kinetic energy. We use the publicly available code in [105] to numerically compute the kinetic energy efficiency $\kappa_\theta$ for a given set of $c_\text{s}^2$ and $\alpha_\theta$ when comparing to calculations in the bag model. The kinetic energy fraction is related to the efficiency parameter through

\[
K = \left( \frac{\theta_\text{s} - \theta_b}{4e_\text{s}} \right) \kappa(\alpha_\theta, c_\text{s,s}, c_\text{s,b}) \tag{2.55},
\]

where

\[
\kappa = \frac{4\rho_\text{fl}}{3\alpha_\theta \omega_\text{s}} \tag{2.56}
\]

[105]. The quantities $c_\text{s,s}, c_\text{s,b}, e_\text{s,\omega s}, \alpha_\theta$, and $\kappa$ in determining the kinetic energy fraction $K$ are all calculated at the final temperature $T_f$ when the phase transition ends. The enthalpy-weight root-mean-square fluid velocity around a single bubble may be found from the kinetic energy fraction,

\[
\bar{U}_f^2 = \frac{e_\text{s}}{\omega_\text{s}} K, \tag{2.57}
\]

which is evaluated at $T_f$. 
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2.3.5 Gravitational Wave Spectrum

The first numerical simulations of strong first order phase transitions for $\alpha \gtrsim 0.1$ were undertaken in [106] which showed that previous results overestimated the gravitational wave energy density. The rotational component of the fluid velocity, particularly for deflagrations, increases in relative size as the transition strength grows. This reduces the amount of available kinetic energy that can be transferred to the fluid. The rotational component for detonations, however, remains small and constant. The probable explanation for this effect is the formation of reheated droplets of the metastable phase that are produced during the collisions of the bubble walls. These droplets can then slow down the bubble walls and reheat the surrounding regions. The simulations considered a simple bag equation of state where the results only depend on input parameters of $v_w$ and $\alpha$. For a given $v_w$, we use an interpolation of their results to estimate the corresponding suppression factor to the $\Omega_{GW} h^2$ as a function of $\alpha$. We show the suppression factor in Fig. 3 for two representative bubble wall velocities. We utilize extrapolation for when $\alpha$ is out of range. Although the results were performed using a bag equation of state, we numerically compute $\alpha$ in the beyond the bag model and assume that the suppression from vorticity and reheating derived with a bag model applies without modification. We will test this assumption in future work. Furthermore, the simulations suggest that the RMS fluid velocity $\bar{U}_f$ reaches a maximum that is under-approximated by calculating the expected $\bar{U}_f$ around a single bubble. We use the results of $\bar{U}_{f,\text{max}}/\bar{U}_{f,\text{exp}}$ to estimate the maximum fluid velocity in the highest diligence after calculating $\bar{U}_f$ in the beyond the bag model.

A careful calculation of the gravitational wave production in an expanding universe will result in a suppression factor of the form

$$\Upsilon_{RD} = 1 - \frac{1}{y},$$

for a radiation dominated era where $y = a/a_s$ is a dimensionless scale factor ratio normalized by
when the source of production becomes active. For a radiation dominated era, the time elapsed since some reference time, $t_s$, is
\[(t - t_s)H_s = \frac{y^2 - 1}{2}.\]  
(2.59)
Due to the presence of shocks and turbulence in the plasma, the time elapsed is unlikely to last an arbitrarily long time. The effective lifetime of the source is then given by the timescale of turbulence, $\tau_{sw} = R_s/\bar{U}_j$. This was the basis of the suppression factor used in Eq. 2.14-2.15. We use the estimated maximum of the fluid velocity in the beyond the bag model when calculating the lifetime of the source. The gravitational wave energy density will then be suppressed by
\[
\Upsilon = 1 - \frac{1}{\sqrt{1 - 2\tau_{sw}H_s}},
\]  
(2.60)
which approaches the asymptotic value $\Upsilon = 1$, the lowest diligence, when $\tau_{sw}H_s \to \infty$. When $\tau_{sw}H_s \ll 1$, the suppression factor is approximately $\Upsilon = \tau_{sw}H_s$, the modest diligence.

The peak gravitational wave energy density after taking into consideration the suppressions arising from vorticity and reheating effects in the plasma as well as the lifetime of source becomes
\[
h^2\Omega_{GW} = 8.5 \times 10^{-6} \left(\frac{100}{g_*}\right)^{1/3} K^2 \left(\frac{H_s}{\beta}\right) v_w \Upsilon \left(\bar{U}_{j,\text{max}}, R_s\right) \left(\frac{\bar{\Omega}(v_w, \alpha)}{\Omega_{\text{exp}}(v_w, \alpha)}\right),
\]  
(2.61)
where $K$ is calculated in the beyond the bag, $\beta/H_s$ is calculated from the mean bubble separation, and the last factor arises from the vorticity and reheating effects in the plasma.

3 Test models

In this section we examine the numerical difference in predictions arising from different levels of diligence in several models

1. The Standard Model Effective Field Theory (SMEFT), itself close to a toy model when it comes to cosmological phase transitions [37], but which allows for a comparison to the uncertainties arising from gauge dependence and the breakdown of perturbation theory as outlined in [93].

2. Dark Higgs models [50], the simplest phase transition that can occur in a dark sector and has only three free parameters.

3. A real scalar singlet extension to the standard model (xSM) [114]. A model that allows a tree level barrier, like SMEFT, but is on firmer footing as a physical theory.

Using a spectrum of models gives a realistic account of the size of the relative errors for different level of diligence without being overly sensitive to model specific effects. We will also present a toy model in the appendix B, that has the convenient property that much of the analysis can be done analytically.
3.1 SMEFT

SMEFT is a model independent method of examining many extensions of the Standard Model by augmenting it with a tower of high dimensional operators, each suppressed by higher and higher powers of the cutoff scale corresponding to the scale of new physics. Unfortunately, the Standard Model requires such a large change to its potential that the scale of new physics needs to be quite low to augment a strong first order phase transition [37]. In such a case the SMEFT only provides a qualitative description of the UV complete scalar sector, and then only in special circumstances [37]. In the SMEFT the tree level potential is augmented by a single higher dimensional operator

\[ V_{\text{tree}} = \mu h^\dagger h + \frac{\lambda}{M^2} (h^\dagger h)^2 + \frac{1}{M^2} (h^\dagger h)^3 + \Delta V, \]  

(3.1)

where \( M \) characterizes the cutoff scale, \( h \) is the SM Higgs doublet and \( \Delta V_h \) is chosen such that the zero-temperature minimum is shifted to the origin. We will consider the full free energy density at one-loop given by

\[ f(\phi, T) = V_{\text{tree}} + V_{\text{CW}} + V_{\text{CT}} + V_T, \]  

(3.2)

where \( V_{\text{CW}} \) is the Coleman-Weinberg contribution and \( V_T \) is the finite-temperature correction. These are given by

\[ V_{\text{CW}}(h, \mu) = \frac{1}{64\pi^2} \sum_\alpha N_\alpha M_\alpha^4(h) \left[ \log \frac{M_\alpha^2(h)}{\mu^2} - C_\alpha \right], \]  

(3.3)

and

\[ V_T(h, T) = \frac{T^4}{2\pi^2} \sum_\alpha N_\alpha \int_0^\infty dx x^2 \log \left[ 1 \pm e^{-\sqrt{x^2 + M_\alpha^2(h)/T^2}} \right] \]  

\[ + \frac{T^4}{12\pi} \sum_{\text{bosons}} N_\alpha \left[ M_\alpha^2(h) - M_{T,\alpha}^2(h, T) \right], \]  

(3.4)

where \( N_\alpha \) counts the number of degrees of freedom of each particle and \( C_\alpha \) is a constant that is 5/6 for gauge bosons and 3/2 for all others. We note that the daisy terms in Eq. 3.5 are the result of a high temperature expansion which may cause an IR-divergence in the speed of sound for low temperatures [105]. We explicitly check this by including a Boltzmann suppression term when \( M_\alpha \lesssim 2.2T \). The sums run over the top quark, \( W \) and \( Z \) bosons, and the Higgs boson \( h \). The total degrees of freedom in SMEFT is the Standard Model value \( g_{\text{SM}} = 106.75 \). The calculation of the speed of sound requires including all the relativistic particle species in the free energy density. We will account for the remaining light particles that were neglected in \( V_T \) by including the term:

\[ \delta V_T(h) = -\frac{\pi^2}{90} g'_s T^4, \]  

(3.6)

to the free energy density where \( g'_s = 345/4 \). However, in the bag model, the speed of sound is taken to be \( c_s^2 = 1/3 \) and the light species can be ignored as they do not affect the phase transition dynamics. The last term in \( V_T \) corresponds to the resummation of the daisy terms of the scalar bosons. To calculate the effective potential and the counter-terms at zero-temperature, we fix the
zero-temperature $\overline{\text{MS}}$-parameters by matching the physical observables at the $Z$ boson pole mass $m_Z$ using the full self energies. To go beyond the bag model, we need the absolute pressure in each phase, and not just the relative pressure. We therefore add an overall constant in the potential such that the pressure in the broken phase at zero temperature vanishes at one loop. The scale of the Coleman-Weinberg potential is taken to be at $\mu \sim T$ for the dynamics of the phase transition and we run the parameters to this scale.

### 3.2 Dark Renormalizable Models

Here we will consider a dark Higgs model [48, 50, 62, 63] of the type $SU(N)/SU(N - 1)$ with renormalizable operators following the conventions in [50]. The overall scale $\Lambda$ and the zero temperature vacuum expectation value $v$ are the only inputs of the model. We can then define the zero temperature parameters such as the tachyonic mass and self coupling as

$$-\mu^2(0) = -\frac{\Lambda^4}{v^2},$$

$$\lambda(0) = \frac{\Lambda^4}{v^4},$$

where factors of $v/\Lambda$ will control the thermal parameters. The tree level potential is then defined as

$$V(H) = \Lambda^4 \left[ -\frac{1}{2} \left( \frac{h_D}{v} \right)^2 + \frac{1}{4} \left( \frac{h_D}{v} \right)^4 \right] + \Delta V,$$

where $h_D$ is the dark Higgs of the doublet $H$ and $\Delta V$ shifts that potential at the minimum to zero.

The degrees of freedom of the full dark sector in consideration are

$$n_H = 1, \quad n_G = 2N - 1, \quad n_{GB} = 3 \times (2N - 1), \quad n_f = 2 \times N \times N_f,$$

where $n_G$ is the number of Goldstone bosons, $n_{GB}$ are the gauge bosons, $N_f$ is the number of fermions, and $N$ is the rank of the group.

The free energy density in consideration is

$$f(h_D, T) = V_{\text{tree}} + V_{\text{CW}} + V_{\text{CT}} + V_T + \delta V_T,$$

where $V_{\text{CW}}$ and $V_T$ are defined in Eq. (3.3-3.5). Here the summations now only run over the dark sector particles. This requires us to add on the additional relativistic particles not included in the sum which now include the full degrees of freedom of the Standard Model:

$$\delta V_T = -\frac{\pi^2}{90} g_s T^4,$$

where $g_s = 106.75$. We add the term $\Delta V$ so that the minimum of the tree-level potential is shifted to zero. We choose the scale of the one-loop potential to be at $\Lambda$.

The inclusion of the CW-term will shift the zero-temperature vacuum expectation value away from $v$. We add the counter-term potential

$$V_{CT}(h_D) = -\frac{\delta \mu^2}{2} h_D^2 + \frac{\delta \lambda}{4} h_D^4 + \delta \Delta V_h,$$
where $\delta \mu^2$, $\delta \lambda$, and $\delta \Delta V_h$ are chosen such that

$$
\left. \frac{\partial f(h_D,0)}{\partial h_D} \right|_v = 0,
$$

$$
\left. \frac{\partial^2 f(h_D,0)}{\partial h_D^2} \right|_v = m^2(0) = \frac{2 \Lambda^4}{v^2},
$$

$$
f(v,0) = 0,
$$

to maintain the tree-level structure of the potential. We work in the Landau gauge where the Goldstone bosons have zero mass at the $h_D = v$ which causes an IR-divergence in the one-loop potential. This causes an issue in the evaluation of the counter-terms. One prescription is to remove the Goldstone bosons from the sum in the CW potential. For the purpose of this work, we will follow the procedure in [115] to evaluate the counterterms. This shifts the Goldstone mass by its mass at the one-loop level, i.e

$$
m_G(h_D) \rightarrow m_G(h_D) + 1 \frac{\partial V^{(1)}}{\partial h_D},
$$

where

$$
m_G(h_D) = \Lambda^4 \left( \frac{h_D^2}{v^4} - \frac{1}{v^2} \right),
$$
is the field dependent mass of the Goldstone bosons.

### 3.3 xSM

The singlet extended SM, known as "xSM", consists of the standard SM Higgs doublet $H^T = (G^+, (v_{EW} + h + iG^0)/\sqrt{2})$ and a real gauge singlet $S = v_s + s$, where the electroweak vacuum is $(v_{EW}, v_s)$ [28, 38, 116–122]. The tree level potential in this setup is defined as

$$
V(H,S) = -\mu^2 H^\dagger H + \frac{1}{2} \lambda (H^\dagger H)^2 + \frac{1}{2} H^\dagger H S
$$

$$
+ \frac{a_1}{2} H^\dagger H S^2 + \frac{b_2}{2} S^2 + \frac{b_3}{3} S^3 + \frac{b_4}{4} S^4 + \Delta V,
$$

where $\Delta V$ shifts the minimum of the potential to zero. The mass parameters $\mu^2$ and $b_2$ are related to the other model parameters through the minimization conditions around the electroweak vacuum,

$$
\mu^2 = \lambda v_{EW}^2 + \frac{1}{2} v_s (a_1 + a_2 v_s),
$$

$$
b_2 = \frac{1}{4v_s} \left[ v_{EW}^2 (a_1 + 2a_2 v_s) + 4v_s^2 (b_3 + b_4 v_s) \right].
$$

The parameters $\lambda$, $a_1$, and $a_2$ are related to the physical parameters $\theta$, $m_{h_1}$, and $m_{h_2}$ through the mass matrix diagonalization as

$$
\lambda = \frac{m_{h_1}^2 c_\theta^2 + m_{h_2} s_\theta^2}{2 v_{EW}^2},
$$

$$
a_1 = \frac{2v_s}{v_{EW}^2} \left[ 2 v_s^2 \left( 2b_4 + 3b_3 \right) - m_{h_1}^2 - m_{h_2}^2 + c_\theta^2 (m_{h_1}^2 - m_{h_2}^2) \right],
$$

$$
a_2 = -\frac{1}{2v_{EW}^2 v_s} \left[ -2 v_s \left( m_{h_1}^2 + m_{h_2}^2 - 4b_4 v_s^2 \right) + (m_{h_1}^2 - m_{h_2}^2) \left( 2c_\theta v_s - v_{EW} s_\theta + 3b_3 v_s^2 \right) \right],
$$

(3.21)
where $\tilde{b}_3 \equiv b_3/v_s$ and $\theta$ is the mixing angle of the physical fields $h_1$ and $h_2$ defined as

$$h_1 = c_\theta h + s_\theta s, \quad h_2 = -s_\theta h + c_\theta s,$$

with $s_\theta \equiv \sin(\theta)$ and $c_\theta \equiv \cos(\theta)$. Here we associate $h_1$ as the SM Higgs and $h_2$ is some heavier scalar.

The free energy density we consider in the xSM presented here contains only the high temperature expansion approximation of the full finite temperature one loop effective potential since the phase transition is primarily driven by the cubic terms. The free energy is then

$$f(h,s,T) = -\frac{1}{2} \left[ \mu^2 - \Pi_h(T) \right] h^2 - \frac{1}{2} \left[ -b_2 - \Pi_s(T) \right] s^2 + \frac{1}{4} \lambda h^4 + \frac{1}{4} a_1 h^2 s + \frac{1}{4} a_2 h^2 s^2 + \frac{b_3}{3} s^3 + \frac{b_4}{4} s^4 - \frac{1}{3} \frac{\pi^2}{30} g_s T^4,$$

where we take $g_s = 106.75$. The field dependent thermal mass $\Pi_h(T)$ and $\Pi_s(T)$ are

$$\Pi_h(T) = \left( \frac{2m_{h_1}^2 + m_{h_2}^2 + 2m_{h_4}^2}{4v^2} + \frac{\lambda}{2} + \frac{a_2}{24} \right) T^2,$$

$$\Pi_s(T) = \left( \frac{a_2}{6} + \frac{b_4}{4} \right) T^2,$$

where the physical masses of the $W$, $Z$, and $t$-quark are used to define the gauge and Yukawa couplings to $h$.

4 Results

The resulting gravitational wave spectrum is dependent on the level of precision of the thermal parameters. Until recently, the bag model was assumed to compute the phase transition strength and the kinetic energy of the fluid. Going beyond the bag model will require the calculation of the speed of sound in the plasma for both the symmetric and broken phase which should result in a more accurate treatment of the thermal parameters. These quantities are temperature dependent and will change depending on the temperature at which they are computed. Furthermore, the temperature scales of the phase transition such as the nucleation and percolation temperature are also sensitive to level of diligence in the calculations. We use the publicly available codes CosmoTransitions [108] and BubbleProfiler [123] to compute the actions in order to find the relevant transition temperatures.

The lowest diligence level will compute the thermal parameters at the estimated nucleation temperature defined in Eq. 2.4. The strength of the phase transition is calculated using Eq. 2.5, the inverse time duration of the phase transition is calculated using Eq. 2.6, and the peak gravitational wave energy density is calculated using Eq. 2.7.

The modest diligence level will compute the thermal parameters at the estimated percolation temperature in Eq. 2.11. We will use Eq. 2.12, Eq. 2.13, and Eq. 2.15 to estimate the strength of the phase transition, inverse time duration, and peak gravitational wave spectrum respectively. The lifetime of the source is estimated using Eq. 2.14. There is an ambiguity as to which temperature to
Figure 4. SMEFT: The top left panel shows the speed of sound calculated in the symmetric and broken phase using Eq. 2.47 at the different levels of diligence. The gray dashed line corresponds to the bag model with $c_s^2 = 1/3$. The symmetric phase (solid magenta) is only shown at highest diligence. The top right panel shows the strength of the phase transition at the different levels of diligence using Eq. [2.5, 2.12, 2.49]. The bottom panel shows the kinetic energy fraction at the different levels of diligence where the lowest and modest diligence use fits for $\kappa$ to get $K$ and the highest diligence uses Eq. 2.55. The temperatures are set to $T_n$ (2.4), $T_p$ (2.11), and $T_f$ (2.27) for the lowest, modest, and highest diligence respectively. The numerical calculation of the speed of sound only enters in the highest diligence of $\alpha$.

employ in the calculation of the thermal parameters: the nucleation temperature or the percolation temperature. The true percolation temperature $T_p$, Eq. 2.26, should lie close to the temperature at which the phase transition ends $T_f$. The inverse time duration should be computed from the mean bubble separation, Eq. 2.31 and Eq. 2.31, which is evaluated at $T_f$. The highest diligence will evaluate all thermal parameters at $T_f$ to ensure that all quantities are evaluated at the same temperature as the inverse time duration. From here on out, we will associate $T_p$ with Eq. 2.11 when referring to modest diligence. The highest diligence will also utilize the beyond the bag model to calculate the strength of the phase transition Eq. 2.49 and the kinetic energy fraction Eq. 2.55 which requires the numerically calculated speed of sound in Eq. 2.47. The lowest and modest diligence calculations will assume $c_s^2 = 1/3$ as is done in the bag model. The peak gravitational wave spectrum is found from Eq. 2.61 which accounts from the lifetime of the source, Eq. 2.60, as well as vorticity and reheating effects in the plasma. We note that the suppression factor due to the finite lifetime used in Eq. 2.14 is a valid approximation of Eq. 2.60 only when $\tau_{SW}H \ll 1$.

In the following sections, we will compare the different levels of diligence in SMEFT, the dark
Figure 5. SMEFT: The left panel shows the inverse time duration of the phase transition at the different levels of diligence using Eq. [2.6, 2.13, 2.37]. The lowest and modest diligences are estimated using the first derivative of the action $dS/dT$ and the highest diligence is computed directly from the mean bubble separation, Eq. 2.31 and Eq. 2.38. The right panel shows the suppression factor due to the lifetime of the source using Eq. 2.14 and Eq. 2.60 for modest and highest diligence respectively. The lowest diligence corresponds to $T \rightarrow 1$. The temperatures are set to $T_n$ (2.4), $T_p$ (2.11), and $T_f$ (2.27) for the lowest, modest, and highest diligence respectively.

renormalizable model, and xSM. The error in the peak gravitational wave energy density,

$$\frac{\Delta \Omega}{\Omega} = \frac{|\Omega^j h^2 - \Omega^\text{high} h^2|}{\min \{\Omega^j h^2, \Omega^\text{high} h^2\}}, \quad (4.1)$$

where $j = (\text{low}, \text{mod})$ refers to lowest, modest, and highest diligence respectively, will be used to compare the different levels of diligence.

4.1 SMEFT

The SMEFT model we consider has the scale of the zero-temperature one loop potential set to $\mu = T$ as well as temperature dependence in the running of the couplings. This will contribute additional temperature dependence to the speed of sound calculations in the broken phase. We note that Ref. [124] also considered the beyond the bag model in SMEFT using a high temperature expansion of the effective potential. The speed of sound will never reach the bag model with $c^2_s = 1/3$ as seen in the top figure left of Fig. 4. The green curves show the different levels of diligence for the speed of sound in the broken phase and the dashed gray curve represents $c^2_s = 1/3$. The magenta curve is the speed of sound calculated in symmetric phase which is approximately the same in each level and does not deviate far from the bag model. We do not consider any additional relativistic degrees of freedom and thus expect little deviations between the speed of sound in the symmetric phase. As the scale $M$ grows large, the speed of sound in the broken phase approaches a constant value of $c^2_s \approx 0.32$. There is noticeable disagreement between the different levels below $M = 600$ where there is mild supercooling. For a given $M$, the speed of sound is only a function of temperature. The differences in $c^2_s$ in the broken phase is the result of these different temperatures at which the speed of sound is set to when calculating the strength of the phase transition $\alpha_b(c^2_s)$. The large difference in $T_p$ and $T_f$ is due to the approximations of $T_p$ in Eq. 2.11 which is less accurate when $S_3/T$ acquires a minimum for smaller $M$. 

\[580 600 620 640 660 680 700\]

\[M\]

\[10^0\]

\[10^1\]

\[10^2\]

\[\beta/H\]

\[\nu/\nu\]

\[= 0.92\]

\[SMEFT\]

\[\text{lowest}\]

\[\text{modest}\]

\[\text{highest}\]
Figure 6. SMEFT: The relative error when using the lowest and modest levels of diligence, compared to the highest level of diligence (for which $\Delta \Omega / \Omega = 0$). The vertical axis shows the peak (frequency-independent) gravitational wave energy density for detonation. The precise definition of $\Delta \Omega / \Omega$ is given in Eq. 4.1. The horizontal axis corresponds to the cutoff scale $M$. $\Delta \Omega / \Omega$ is displayed for deflagration and detonation at different levels of diligence using Eq. [2.7, 2.15, 2.61] and Eq. 4.1. The temperatures are set to $T_{\text{n}}$ (2.4), $T_{p}$ (2.11), and $T_{f}$ (2.27) for the lowest, modest, and highest diligence respectively. Both the modest and highest diligence contains suppression factors due to the lifetime of the source. The highest diligence contains the suppression factor due to vorticity effects in the plasma.

On the top right panel of Fig. 4 we show the strength of the phase transition computed at the different levels of diligence. Both the lowest and modest diligence curves have $c_s^2 = 1/3$ whereas the highest diligence curve corresponds to the beyond the bag calculation with $c_s^2$ shown in the top left panel. Although each level is computed at different temperatures, the lowest diligence is a better approximation of the strength of the phase transition compared to level 2 which over approximates $\alpha$. This is a result of $T_p$ computed in the modest diligence placing far below $T_f$ which results in a higher estimated $\alpha$. The difference between the different levels on the strength of the phase transition is negligible for large $M$ as a result of the asymptotic behavior observed in $c_s^2$ and the better approximation of $T_p$ when there is no barrier present. There is also a dependence on the bubble wall velocity in both $c_s^2$ and $\alpha$ for the modest and highest diligence curves in computing $T_p$ and $T_f$ but we only show detonation with $v_w = 0.92$ because the difference is minor. The kinetic energy fraction is shown in the bottom panel of Fig. 4 and should depend on the speed of sound and phase transition strength. Similar to what was seen in $\alpha$, the lowest and highest diligence curves are closer together for large $M$ while the modest diligence curve is the least accurate. For each of the levels, the largest error in both $\alpha$ and $K$ occurs for smaller $M$ where the speed of sound is significantly lower than $c_s^2 = 1/3$ and $T_p$ is far from $T_f$.

In the left panel of Fig. 5, we show the inverse time duration $\beta/H$ of the phase transition for detonation. The largest difference between modest diligence and highest diligence occurs for small $M$ and is due to the following reason: the minimum formed in the action where $T_p$ calculated in Eq. 2.11 along with $\beta/H$ in Eq. 2.13 are inaccurate when there is a minimum present. The lowest diligence is a better approximation than the modest diligence in this regime. The modest and the highest diligence become indistinguishable for large $M$ when there is no minimum in the action. For small $M$, the lowest diligence curve appears to be a good approximation for modest diligence. Although $\beta/H$ estimated from the action is not accurate when there is a minimum, the error using
Figure 7. Dark RG: The left panel shows the speed of sound calculated in the symmetric and broken phase using Eq. 2.47 at the different levels of diligence. The gray dashed line corresponds to the bag model with $c_2^s = 1/3$. The symmetric phase (solid magenta) is only shown at highest diligence. The right panel shows the strength of the phase transition at the different levels of diligence using Eq. [2.5, 2.12, 2.49]. The temperatures are set to $T_n$ (2.4), $T_p$ (2.11), and $T_f$ (2.27) for the lowest, modest, and highest diligence respectively. The numerical calculation of the speed of sound only enters in the highest diligence of $\alpha$.

$T_n$ appears to do better than using the approximation of $T_p$. Contrary to the $\alpha$ and $K$, $\beta$ in the lowest diligence never approaches the highest diligence for large $M$ where the error appears to get worse. This is due to the inaccuracy in using the approximate $T_n$. In this regime, $T_p$ is a better approximation of the inverse time duration as there is no minimum present in the action. The right panel of Fig. 5 shows the suppression factor due to the lifetime of the source in the modest and highest diligence. The error between the two levels gets worse for small $M$ which is the result of the error in $T_p$. The error approaches a constant as $M$ gets large.

In Fig. 6 we show the relative error in the peak gravitational wave spectrum for both deflagration and detonation. The error with respect to the highest diligence is estimated using Eq. 4.1. For both deflagration and detonation, the modest diligence spikes to an error of $\Delta \Omega/\Omega \sim 10^2$ for small $M$. This is correlated with the large error observed in $\alpha$, $K$, $\beta$, and $\Upsilon$ seen in Fig. 4 and Fig. 5. The modest diligence error for both profile types slowly approach a constant value as $M$ grows large which is the result of the minimal error in $\alpha$, $\beta/H$, $K$. The error in $\Upsilon$ appears to become a constant for large $M$. The suppression factors due to the lifetime of the source grow to zero as $M$ grows large which results in the increasing behavior of the peak error in the lowest diligence which does not include any suppression factors. Overall we notice an error in the peak gravitational wave energy density of $10^1 - 10^2$ for lowest diligence and $10^0 - 10^2$ for modest diligence.

4.2 Dark Renormalizable Models

The dark renormalizable model considered in the analysis does not couple to the Standard Model and will consist of a $N = 10$ group, and $2N - 1$ gauge bosons with charge $q_D = 0.8$. The scale of the one-loop potential is also $T$ independent. These will result in a speed of sound in the symmetric phase that differs from the one seen in SMEFT.

We show the speed of sound calculated using Eq. 2.47 on the left panel of Fig. 7 for the different levels of diligence. The differences between the levels of diligence in the speed of sound are only minor. We show only the highest diligence curve for the speed of sound in the symmetric
Figure 8. Dark RG: The inverse time duration of the phase transition at the different levels of diligence using Eq. [2.6, 2.13, 2.37]. The lowest and modest diligences are estimated using the first derivative of the action $dS/dT$ and the highest diligence is computed directly from the mean bubble separation. The right panel shows the suppression factor due to the lifetime of the source using Eq. 2.14 and Eq. 2.60 for modest and highest diligence respectively. The lowest diligence corresponds to $Y \to 1$. The temperatures are set to $T_n (2.4)$, $T_p (2.11)$, and $T_f (2.27)$ for the lowest, modest, and highest diligence respectively.

phase. For small $v/\Lambda$, the speed of sound in the symmetric phase remains constant with a value slightly above the one given in the bag model. This is attributed to the additional degrees of freedom arising from the dark sector. The speed of sound above $v/\Lambda = 2.6$ begins to decrease until it reaches a discontinuity near $v/\Lambda = 2.8$. It then jumps to $c_s^2 = 0.336$ where it begins to monotonically increase. This discontinuity is a result of the daisy terms in the effective potential. With out the daisy terms, the speed of sound in the symmetric phase would be smoothly connected and monotonically increasing.

The strength of the phase transition is plotted on the right panel Fig. 7. The different levels appear to agree very well with each other with the lowest diligence becoming slightly worse at high $v/\Lambda$. For most of the parameter space, the highest diligence has the greatest $\alpha$ because it is computed at the numerically calculated values for $c_s^2$ in the broken phase which results in a amplification compared to the other two levels. This is due to the factor $(1 + c_s^{-2})$ in $\alpha_\bar{\theta}$. The error between the modest and highest diligence begins to decrease as $v/\Lambda$ increases which is related to the speed of sound approaching $c_s^2 = 1/3$. Despite the differences between the different levels, the speed of sound in the broken phase lies between $c_s^2 \sim 0.325 - 0.330$ and does not contribute a significant source of error to the strength of the phase transition.

The inverse duration of the phase transition is plotted in the left panel of Fig. 8 for detonation. The lowest diligence calculated using Eq. 2.6 consistently over approximate $\beta/H$ while modest diligence calculated using Eq. 2.13 agrees well with the highest diligence found from the mean bubble separation. There were no minima found in the action for any of the parameters in consideration so the difference between $T_p$ calculated using Eq. 2.11 in the modest diligence and $T_f$ calculated using Eq. 2.27 in the highest diligence is only minor. The dips near $v/\Lambda > 2.8$ in $\beta/H$ are the result of the shape of $S(T)/T$ which causes the highest error between the modest and highest diligence. This dip also effects the suppression factor due to the lifetime of the source as seen in the right panel of Fig. 8. The modest diligence over-approximates the suppression factor up until $v/\Lambda \sim 2.8$ where they eventually become approximately equal in magnitude. The large
Figure 9. Dark RG: The relative error when using the lowest and modest levels of diligence, compared to the highest level of diligence (for which $\Delta \Omega/\Omega = 0$). The vertical axis shows the peak (frequency-independent) gravitational wave energy density for detonation. The precise definition of $\Delta \Omega/\Omega$ is given in Eq. 4.1. The horizontal axis corresponds to the ratio of the tree level v.e.v to the cut off scale $v/\Lambda$. $\Delta \Omega/\Omega$ is displayed for deflagration and detonation at different levels of diligence using Eq. [2.7, 2.15, 2.61] and Eq. 4.1. The temperatures are set to $T_n$ (2.4), $T_p$ (2.11), and $T_f$ (2.27) for the lowest, modest, and highest diligence respectively. Both the modest and highest diligence contain suppression factors due to the lifetime of the source. The highest diligence contains the suppression factor due to vorticity effects in the plasma.

$v/\Lambda$ regime has a small $\beta/H$ and large $\alpha$ which results in a small lifetime of the source $\tau_{sw}$. The modest diligence suppression factor is then an appropriate approximation in this regime.

The error in the gravitational wave spectrum is shown in Fig. 9 for deflagration and detonation. For both the lowest and modest diligence, the error remains roughly constant until $v/\Lambda \sim 2.8$ where it exhibits some oscillations. This behavior is related to the dips in Fig. 8. Past $v/\Lambda \sim 2.8$, both the lowest and modest diligence begin to increase. The error in the lowest diligence past this point is dominated by the lack of suppression factor due to the lifetime of the source. The suppression factor remains roughly constant until $v/\Lambda \sim 2.8$ where it begins to approach zero and as a result increases the error. The increasing behavior in the modest diligence is likely due to the separation in $\beta/H$ between the modest and highest diligence in Fig. 8 and the suppression factor from vorticity and reheating effects in the plasma which are stronger for larger $\alpha$. The values of the speed of sound in the symmetric and broken phase calculated at $T_f$ are not far from the bag model of $c_s^2 = 1/3$ and we do not consider it a strong source of error in the peak gravitational wave energy density spectrum. Overall we notice an error in the peak gravitational wave energy density of $10^{1} - 10^{3}$ for lowest diligence and $10^{-1} - 10^{1}$ for modest diligence.

4.3 xSM

We show in the top left panel of Fig. 10 the speed of sound in the symmetric and broken phase for a scan over the heavy singlet mass in the xSM model while holding all other parameters constant. The speed of sound in the symmetric phase is approximately $c_s^2 = 1/3$ as in the bag model. The speed of sound in broken phase deviates far from the bag model where it approaches zero as $m_{h_2} \to 0$. The speed of is strongly correlated with the cubic term that arises from the extra scalar who also acquires a tree level vacuum expectation value. The speed of sound can then be suppressed by increasing the $b_3$ parameter. This strong suppression in the broken phase speed of sound will lead
Figure 10. xSM: The top left panel shows the speed of sound calculated in the symmetric and broken phase using Eq. 2.47 at the different levels of diligence. The gray dashed line corresponds to the bag model with $c_s^2 = 1/3$. The symmetric phase (solid magenta) is only shown at highest diligence. The top right panel shows the strength of the phase transition at the different levels of diligence using Eq. [2.5, 2.12, 2.49]. The bottom panel shows the kinetic energy fraction at the different levels of diligence where the lowest and modest diligence use fits for $\kappa$ to get $K$ and the highest diligence uses Eq. 2.55. The temperatures are set to $T_n$ (2.4), $T_p$ (2.11), and $T_f$ (2.27) for the lowest, modest, and highest diligence respectively. The numerical calculation of the speed of sound only enters in the highest diligence of $\alpha$. 

To an amplification in the strength of the phase transition as seen in the top right panel of Fig. 10. The strength of the phase transition in the highest diligence grows larger compared to the other levels as the singlet gets heavier. This is directly related to the suppression in the speed of sound in the broken phase. There is a minor difference in the lower singlet mass range. The kinetic energy fraction is shown in the bottom panel of Fig. 10. The lowest and modest diligence both overestimate $K$ for the entire range of the parameter space which is not observed in $\alpha$. This can be attributed to the approximations used in the kinetic energy fraction pre-factor $\alpha/(1 + \alpha)$ used in the peak gravitational wave energy density in Eq. 2.7 and the speed of sound dependence in solving the beyond the bag model hydrodynamic equations.

The inverse time duration of the phase transition is plotted in Fig. 11 for the different levels of diligence. The modest diligence is a better approximation than that of the first level for $\beta/H$ but slightly under-approximates the spectrum for lower mass ranges. The lowest diligence is a poor approximation for $\beta/H$ for the entire parameter space.

The error in the gravitational wave spectrum compared to the highest diligence for deflagration
Figure 11. xSM: The inverse time duration of the phase transition at the different levels of diligence using Eq. [2.6, 2.13, 2.37]. The lowest and modest diligences are estimated using the first derivative of the action $dS/dT$ and the highest diligence is computed directly from the mean bubble separation. The temperatures are set to $T_n$ (2.4), $T_p$ (2.11), and $T_f$ (2.27) for the lowest, modest, and highest diligence respectively.

and detonation is given in Fig. 12. The largest error in the spectrum occurs for the lowest diligence and this is due to the lack of suppression factor for the finite lifetime of the source and the larger uncertainty in $\beta/H$. The suppression factor for the modest diligence case is an under-approximation to the finite lifetime of the source particularly in the higher singlet mass regions. Both the lowest and modest diligence receive significant errors from neglecting the beyond the bag contributions to the kinetic energy which over estimates the peak spectrum which also gets worse for higher singlet masses. Overall the range of error in the peak gravitational wave energy density is between $[10^2 \sim 10^3]$ and $[10^0 \sim 10^2]$ for the different levels of diligence. All of the points above the range in $m_{h_2}$ shown are certainly viable points and may even reach higher levels of error. However, this range in $m_{h_2}$ is chosen such that all the points remain in either deflagration or detonation for both consistency and the lack of numerical simulations for hybrids.

4.4 Mean Bubble Separation vs Inverse Time Duration

The gravitational wave energy density is dependent on determining the mean bubble separation when the phase transition ends at temperature $T_f$. An approximation to the mean bubble separation can be determined by calculating the inverse time duration, $\beta/H$, from the first derivative of the action. This calculation is typically only valid when there is a negligible barrier at zero temperature. However, if there is a barrier at tree level, a minimum in the action will develop near $T_f$ and the second derivative, $\beta_2$ will become relevant while the first derivative will vanish. The bubble nucleation rate can then take on the form

$$ p = p_0 \exp \left[ -S_s - \frac{1}{2} \beta_2^2 (t - t_*)^2 \right], $$

where $t_*$ is the time when the temperature is near $T_f$ and $S_s = S_3(T_*)/T_*$. The above result will ultimately lead to a new relation between the mean bubble separation $R_s$ and the inverse time duration of the phase transition $\beta$. 
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This subtlety is not usually taken into account and the relation between \( R_\ast \) and \( \beta \) that is useful for gravitational wave calculations is simply given by the approximate formula

\[
HR_\ast = (8\pi)^{1/3} v_w \left( \frac{H_\ast}{\beta} \right), \quad \text{with} \quad \beta = HTdS/dT,
\]

where \( \beta \) is related to the first derivative of the action regardless of the presence of a barrier. Out of the models we consider, SMEFT and xSM can acquire tree level barriers that result in a minimum in the action. The lowest and modest diligence results presented here assume Eq. 4.3 always hold which can result in significant errors for these two models. Furthermore, the percolation temperature at which \( \beta/H \) is estimated is a function of \( \beta/H \), Eq. 2.13, which can also acquire error if the barrier is not sufficiently taken care of. The highest diligence results can side-step these issues by numerically calculating the mean bubble separation from the number bubble density which is independent of any assumptions about the curvature of the action, i.e

\[
HR_\ast = \left( \frac{n_b}{H_\ast^3} \right)^{-1/3},
\]

evaluated at the final temperature \( T_f \). The final temperature as well does not depend on any underlying assumptions about the curvature of the action because it is numerically calculated from the false vacuum fraction. For comparisons between the inverse time durations with respect to the highest diligence, we first calculate \( HR_\ast \) and use Eq. 4.3 to determine an effective \( \beta/H \).

The comparison between \( HR_\ast \) using Eq. 4.3 and Eq. 4.4 is shown in Fig. 13 where the left figure corresponds to SMEFT and right figure corresponds to xSM. The solid lines represent the proper mean bubble separation calculated at \( T_f \). The dotted and dashed lines correspond to the mean bubble separation calculated first from \( \beta \) at \( T_f \) and \( T_p \) respectively. We denote \( T_p \) to refer to the estimation given in Eq. 2.11. Below \( M = 600 \) GeV in SMEFT, the action acquires a minimum
Figure 13. The mean bubble separation times the Hubble parameter for SMEFT (left) and xSM (right). The solid line corresponds to the numerically calculated value defined in Eq. 4.4 evaluated at $T_f$ (2.27). The dashed and dotted lines correspond to the estimated value using Eq. 4.3 evaluated at $T_f$ (2.27) and $T_p$ (2.11) respectively.

as a result of the tree level barrier at zero temperature which causes $\beta(T_p)$ to significantly over-approximate $HR_s$. As mentioned previously, this is a result of the underlying assumptions in approximating both $T_p$ and $\beta$ which ignore the barrier. The mean bubble separation calculated from $\beta(T_f)$ performs better than $\beta(T_p)$ in this regime with nearly identical $HR_s$ predictions compared to $n_b^{-1/3}$. This is largely due to $T_f$ being independent of any assumptions on the action.

The xSM model consists of a second scalar and several parameters which when varied may induce either first step or second step phase transitions. The bench marks chosen involve scanning of the heavy singlet mass while holding the other model parameters fixed. All of the points resulted in a one step phase transition along with no minimum in the action. On the right of Fig. 13, we see that all three methods resulted in a roughly consistent approximation of $HR_s$ with slightly better performance from $\beta(T_p)$ for large $m_{h_2}$. This can be attributed to the lack of minimum in the action observed in the parameter space. We reserve a further analysis of the mean bubble separation in xSM for future work.

5 Summary of Results

The previous results involved fixing certain characteristics associated with each of the outlined levels of diligence. In this section, we will fix all of the quantities as high diligence while varying the level of a single quantity to determine its impact on the error of $\Delta\Omega/\Omega$. Table 1 shows the range of error we observe associated with varying the level of diligence in the calculation of the transition temperature, mean bubble separation, fluid velocity, finite lifetime of the source, and vorticity effects. The base level of comparison will use $\Omega_{GW}$ calculated using Eq. 2.61 which assumes the transition temperature is at $T_f$ and includes beyond the bag effects and the suppression factors due to the finite lifetime of the source and reheating effects in the plasma. We will now proceed to describe how the range of errors are calculated.

The transition temperatures used for the different levels were $T_n$ (2.4) and $T_p$ (2.11). The frequency independent $\Omega_{GW}$ is now calculated at high diligence using Eq. 2.61 for both the lowest and modest diligence. This is to show how $\Omega_{GW}$ can change purely by the temperature at which
the transition is assumed to take place. The lowest diligence will use $T_n$ to calculate $\Delta \Omega / \Omega$ while the modest diligence will use $T_p$. The base level comparison is $\Omega_{GW}$ at $T_f$ which corresponds to the previously defined high diligence. Varying the transition temperature leads to an error of $(10^{-1} - 10^0)$ and $(10^{-1} - 10^1)$ for lowest and modest diligence respectively. The modest diligence can experience a larger error than the lowest diligence and this is due to the result of the strong super-cooling observed in SMEFT when $M \simeq 600$. The approximations used in calculating $T_p$ break down when a minimum develops in the action and results in the $10^1$ peak in the error for modest diligence. The error in the lowest diligence results in an enhancement in the spectrum which is attributed to $T_n > T_f$. The modest diligence experienced both enhancement and suppression which is due to $T_p$, being much closer to $T_f$. The lowest diligence primarily had $\Omega_{GW}^{low} < \Omega_{GW}^{high}$ and modest diligence had $\Omega_{GW}^{med} > \Omega_{GW}^{high}$. For these reasons, we conclude that the type of error due to the transition temperature is random and dependent on the underlying model.

The estimation of the error due to the mean bubble separation will involve calculating $R_s H$ from the $\beta/H$ at $T_n$ for the lowest diligence and $R_s H$ from $n_b$ at $T_f$ for modest diligence. We use $T_f$ for the modest diligence in determining the relevant quantities in $\Omega_{GW}$ in this case to minimize error which may arise from using the $T_p$ approximation. All quantities in $\Omega_{GW}$ are calculated in high diligence at $T_n$ and $T_f$ for lowest and modest diligence respectively. The lowest diligence exhibits the largest error with a range of $(10^{-1} - 10^0)$ while modest diligence has the range $(10^{-3} - 10^{-1})$. The error in modest diligence observed in the table is only due to the approximation of the mean bubble separation from the inverse time duration but it is expected to be higher if $T_p$ is used as opposed to $T_f$ which helps to correct the error. Both the lowest and modest diligence had mostly $\Omega_{GW}^{low,med} < \Omega_{GW}^{high}$ with modest diligence having a couple benchmarks with $\Omega_{GW}^{med} > \Omega_{GW}^{high}$. We denote this type of error as predominately suppression.

The error estimate from the fluid velocity involves comparing the fits for kappa given in Appendix A to solving the hydrodynamic profiles numerically. The fluid velocity is related to the kappa through the kinetic energy fraction $K$ in Eq. (2.10,2.55,2.57). The lowest diligence calculates $\Omega_{GW}$ at $T_f$ in the highest diligence with the replacement that $K$ and $U_f$ are now calculated using the fits to $\kappa$ and the bag calculation for $\alpha$. The modest diligence is the same as the lowest diligence except that $\kappa$ is calculated using the hydrodynamic profiles with $c_s^2 = 1/3$ in the bag model. The error associated with the different treatments of the fluid velocity is $(10^{-2} - 10^0)$ for lowest diligence and $(10^{-3} - 10^0)$ for modest diligence. This represents the amount of error that one might expect in these models when performing precise calculations of $\Omega_{GW}$ but without taking into consideration the beyond the bag treatment of the speed of sound in the plasma. The type of

| Effect                  | Range of error (medium) | Range of error (low) | Type of error |
|-------------------------|-------------------------|----------------------|---------------|
| Transition temperature   | $\mathcal{O}(10^{-4} - 10^1)$ | $\mathcal{O}(10^{-1} - 10^0)$ | Random        |
| Mean bubble separation  | $\mathcal{O}(0 - 10^{-1})$     | $\mathcal{O}(10^{-1} - 10^0)$     | Suppression   |
| Fluid velocity          | $\mathcal{O}(10^{-2} - 10^0)$ | $\mathcal{O}(10^{-2} - 10^0)$ | Random        |
| Finite lifetime         | $\mathcal{O}(10^{-3} - 10^{-1})$ | $\mathcal{O}(10^1 - 10^0)$ | Enhancement   |
| Vorticity effects       | $\mathcal{O}(10^{-1} - 10^0)$ | -                    | Random        |

Table 1. Full range of error of $\Delta \Omega / \Omega$ for each individual effect comparing the medium diligence and low diligence approaches to the high diligence approach.
error we observe for the fluid velocity is random.

To determine the impact of the suppression factor due to the finite lifetime of the source has on the error, we compare \( \Omega_{GW} \) calculated in Eq. 2.61 with out \( \Upsilon \) for the lowest diligence and with the replacement \( \Upsilon \rightarrow \tau_{SW} H \) corresponding to Eq. 2.14 for the modest diligence. All quantities are evaluated at \( T_f \). Modest diligence will also contain the suppression to \( U_f \) due to vorticity and reheating effects in the plasma. Note that this suppression is less dramatic than what one might naively expect from ref [106], as the suppression in the fluid velocity results in a longer lifetime for the soundwaves. For the range of models we consider, the error for modest diligence is in the range \((10^{-3} - 10^{-1})\) and represents the validity of the approximation used in \( \Upsilon \). The error in the lowest diligence experiences the highest error with a range of \((10^1 - 10^3)\). For all of the models, \( \Omega_{GW}^{\text{low,med}} > \Omega_{GW}^{\text{high}} \). This type of error is an enhancement.

The last row in Table 1 corresponds to the error in \( \Omega_{GW} \) calculated using Eq. 2.61 without suppression factors arising from vorticity and reheating effects in the plasma. This is compared to the full suppression in highest diligence which uses \( U_{f,\text{max}} \) in the lifetime of the source as well. The range of error we observe is in the range \((10^{-1} - 10^1)\). Neglecting \( U_{f,\text{max}} \) in the suppression factor will contribute at most an error of 0.62. The lowest diligence experienced \( \Omega_{GW}^{\text{low}} < \Omega_{GW}^{\text{high}} \) for the all of the models. The modest diligence experienced mostly random error. The primary focus should be on modest diligence so we denote this type of error as random.

6 Conclusion

In this work we have examined the cost of various short-cuts and approximations used in the literature when predicting the gravitational wave spectrum generated by a cosmological first order phase transition. Even in the case where some modest diligence has been used in the calculation, we found the cost to often be comparable to problems in finite temperature QFT such as the scale dependence that arises from the break down of perturbation theory as well as the gauge dependence. Assuming detonations, the dominant cost in cases where there is a fair amount of super-cooling is from poor estimates of the percolation temperature in Eq. 2.11. The poor estimate of the percolation temperature has a knock on effect in enhancing the errors that arise from using the bag model and an estimate for the suppression factor. In the case where there is no tree-level barrier delaying the nucleation of the phase transition, the dominant error is due to the bag model approximation.

Although the errors are often as large as finite temperature QFT errors, they are arguably easier to reduce. At present, all of these errors can be handled except for the reheating and vorticity effects where we had to rely on interpolations. High diligence calculations for multiple models were considerably more tractable than the two loop calculations required to bring scale dependence at finite temperature under control [93]. We recommend future phenomenological calculations of gravitational wave signals from primordial phase transitions at the very least take the level of theoretical uncertainties into consideration.
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**A Kinetic Energy Efficiency Coefficient**

The kinetic energy efficiency coefficient may be solved by integrating over the enthalpy and velocity profiles around a single bubble,

\[
\kappa = \frac{3}{\epsilon v_w^3} \int_0^\xi_{\text{max}} d\xi \xi^2 \omega^2 \gamma^2 v' \gamma^2, \tag{A.1}
\]

where \(\epsilon\) is the bag constant and \(\xi = r/t\) is a self similar coordinate in terms of the distance from the bubble center \(r\) and the time since nucleation \(t\). The fits to \(\kappa\) are provided in [110] and are valid in the range \(10^{-3} < \alpha < 10\) to a precision of 10\%. The fits are found by splitting the parameter space of \(v_w\) into three regions and four boundary conditions. The boundary conditions are

\[
\kappa_A \simeq v_w^{6/5} \frac{6.9\alpha}{1.36 - 0.037 \sqrt{\alpha + \alpha}}, \quad \text{for} \quad v_w \ll c_s, \tag{A.2}
\]

\[
\kappa_B \simeq \frac{\alpha^{2/5}}{0.017 + (0.997 + \alpha)^{2/5}}, \quad \text{for} \quad v_w = c_s, \tag{A.3}
\]

\[
\kappa_C \simeq \frac{\sqrt{\alpha}}{0.135 + \sqrt{0.98 + \alpha}}, \quad \text{for} \quad v_w = v_J = \frac{\sqrt{2/3}\alpha + \alpha^2 + \sqrt{1/3}}{1 + \alpha}, \tag{A.4}
\]

\[
\kappa_D \simeq \frac{\alpha}{0.73 + 0.083 \sqrt{\alpha + \alpha}}, \quad \text{for} \quad v_w \rightarrow 1, \tag{A.5}
\]

where \(v_J\) is the Jouguet velocity and \(c_s\) is the speed of sound. Subsonic deflagrations in the region \(v_w \lesssim c_s\) have a kinetic energy coefficient approximated by

\[
\kappa \simeq \kappa_B + \frac{c_s^{11/5}}{c_s^{11/5} - v_w^{11/5}} \kappa_A v_w^{6/5}, \tag{A.6}
\]

and detonations in the region \(v_w > v_J\) by

\[
\kappa \simeq \frac{(v_J - 1) \sqrt{v_J} v_w^{-5/2}}{(v_J - 1)^3 - (v_w - 1)^3} + \frac{v_J^{5/2}}{(v_J - 1)^3} \kappa_C + \frac{(v_w - 1)^3}{v_J^{5/2}} \kappa_D. \tag{A.7}
\]

Supersonic deflagrations, hybrid, in the region \(c_s \lesssim v_w \lesssim v_J\) can be approximated by

\[
\kappa \simeq \kappa_B + \kappa_C - \kappa_B - \kappa_J (v_w - c_s) \delta \kappa \tag{A.8}
\]

where

\[
\delta \kappa \simeq -0.9 \log \frac{\sqrt{\alpha}}{1 + \sqrt{\alpha}}. \tag{A.9}
\]

**B Toy Model**

**B.1 Toy Effective Potential**

A general free energy density of a single scalar field, \(\phi\), under a high temperature expansion can be written in the form

\[
f(\phi, T) = D(T^2 - T_\theta^2) \phi^2 - E T \phi^3 + \frac{1}{4} \lambda \phi^4 + \Delta V - \frac{1}{3} \alpha T^4, \tag{B.1}
\]
where $\Delta V$ is added to the potential to cancel out the zero temperature minimum such that $f(\phi_{\text{min}}, 0) = 0$. The Standard Model effective potential was considered in Ref. [125]. We require $D > 0$, $E > 0$, $\lambda > 0$ to ensure symmetry is broken at low temperature and generate a barrier between the symmetric and broken phase. The vacuum terms are not necessary for determining the phase transition structure of the model, however, they are necessary for determining the temperature dependence of the speed of sound.

The structure of the potential along with the constraints on the parameters allows for simple analytical forms for the minima as a function of temperature. The minimum is found by minimizing Eq. B.1 with respect to the scalar field which results in

$$\phi_{\text{min}} = \frac{3ET \pm \sqrt{9E^2T^2 - 8D\lambda(T^2_0 - T^2)}}{2\lambda}, \tag{B.2}$$

where the ' + ' sign gives the local minimum. When $T$ is large, the global minimum will sit at the origin with $\phi_{\text{min}} = 0$. As $T$ decreases, a second minimum will develop at

$$T = \sqrt{\frac{T^2_0}{1 - \frac{9E^2}{8\lambda D}}}. \tag{B.3}$$

This minimum will eventually become degenerate with minimum at the origin at the critical temperature when

$$T_C = \sqrt{\frac{T^2_0}{1 - \frac{E^2}{\lambda D}}}. \tag{B.4}$$

The Euclidean action of a bounce configuration, $S_3$, will start from infinity at $T = T_c$ and decrease with temperature. There is an analytical form for the action given by

$$\tilde{S}_3(\sigma) = 4 \times 4.85 \times \left[1 + \frac{\sigma}{4} \left(1 + \frac{2.4}{1 - \sigma} + \frac{0.26}{(1 - \sigma)^2}\right)\right], \tag{B.5}$$

where $\sigma = \lambda M^2/(2E^2T^2)$ controls the overall shape of the potential [125]. The critical temperature and the action are necessary to determine the dynamics of the phase transition and calculate the relevant transition temperatures such as $T_n, T_p, T_f$ and the mean bubble separation $R_*(\nu, \beta)$.

The hydrodynamics of the phase transition are determined by the pressure and energy density in the symmetric and broken phase where $p_s = -f(0, T)$ and $p_b = -f(\phi_{\text{min}}, T)$. The energy density can be computed from the transformation of pressure

$$e = T \frac{\partial p}{\partial T} - p, \tag{B.7}$$

which can be evaluated in both the symmetric and the broken phase. From Eq. B.1, the pressure in the symmetric and broken phases are

$$p_s = -f(0, T) = \frac{1}{3} aT^4 - \Delta V, \tag{B.8}$$

$$p_b = -f(\Phi_{\text{min}}, T), \tag{B.9}$$
where the pressure in the broken phase has additional dependence on temperature arising from $\phi_{\text{min}}$. The speed of sound may be found from the pressure using Eq. 2.47 in both the symmetric and broken phase. The temperature dependence from the minimum of the scalar field will result in a speed sound that is function of the model parameters and its form will depend on the overall shape of the potential.

B.2 Results for toy model

Here we show the different levels of diligence in calculating the thermal parameters and the gravitation wave spectrum in the toy model. The analysis involves individual scans over the different model parameters $(E, D, \lambda, T_0)$ while holding the others fixed. A full analysis of the toy model should involve a randomized scan over all of the parameters but we perform the scan this way in hopes to see any trends in varying the different model parameters. In Eq. B.4, the critical temperature is a function of all four model parameters. For this reason, $T_C$ will be used as a basis for each scan. The first step in the beyond the bag calculations is to compute the speed of sound in the symmetric and broken phase. For the toy model, we only consider detonation, $v_w = 0.92$, where the speed of sound in the symmetric phase is set to $c^2_s = 1/3$ and the degrees of freedom consist of only the standard model sector. The speed of sound in the broken phase may be found through Eq. 2.47. The transition temperatures for the different levels of diligence are $T_n$ (2.4), $T_p$ (2.11), and $T_f$ (2.27). Example calculations for various phase transition quantities used in the high diligence calculations such as the false vacuum fraction, mean bubble separation, lifetime of the source, and $T_f$ in the toy model may be found in Ref. [103].

In Fig. 14, we calculate the speed of sound in the broken phase for each level of diligence. The gray dashed line corresponds to $c^2_s = 1/3$. This involves first calculating the speed of sound as a function temperature using Eq. 2.47 and then evaluating it at $(T_n, T_p, T_f)$ computed in the different levels of diligence. We note that in computing the strength of the phase transition only the highest diligence level will involve this calculation. This is merely to show the level of variance in computing the speed of sound at different temperature stages. For specific values and range

![Figure 14. Speed of sound computed in the different levels of diligence.](image)
Figure 15. Left: The strength of phase transition computed at the different levels of diligence. Right: The ratio of strength of the phase transition computed at $T_f$ for the bag model $\alpha_\theta$ and the beyond the bag model $\bar{\alpha}_\theta$.

chosen, there is only minor change to the speed of sound computed in the different levels however how much variance is present is strongly model dependent. We do notice that the speed of sound can have a significant deviation away from $c_s^2 = 1/3$ in the bag model. The strongest deviation is caused by varying the barrier term, $E$, and the quadratic multiplicity term, $D$ as seen in the green and purple curves. The speed of sound can go as low as $c_s^2 \sim 0.22$ and as high as $c_s^2 \sim 0.36$. Varying the zero temperature mass term, $T_0$, did not have any noticeable impact on the speed of sound while the quartic coupling term, $\lambda$, had a mild impact on the speed of sound. This is likely due to the temperature independence of the terms that involve $T_0$ and $\lambda$. The parameters $D$ and $E$ on the other hand, multiply $T^2$ and $T$ respectively and will result in a change in the temperature dependence. The speed of sound in the broken phase is related to the temperature derivatives of the pressure which is evaluated at $p_b(T) = V_{\text{eff}}(\phi_{\text{min}}(T), T)$ and hence $D$ and $E$ will impact the minimum at finite temperature. The smallest speed of sound in the broken phase corresponds to small $E$ and large $D$.

We show in Fig. 15 the phase transition strength computed in the different level of diligence (left) and the comparison between $\alpha_\theta$ computed in the bag model versus $\bar{\alpha}_\theta$ computed in the beyond the bag model at $T_f$ for both quantities (right). We see in the left figure that going higher in the level of diligence results in an increase in the phase transition strength compared to lowest diligence. This can be attributed to more vacuum energy being released at $T_p$ compared to $T_n$. On the right, to better compare the difference between the bag model and the beyond the bag model, we compute the ratio of $\alpha_\theta$ and $\bar{\alpha}_\theta$ computed at the same temperature, $T_f$. For $T_c < 100$, $\alpha_\theta$ is less than $\bar{\alpha}_\theta$ which is the result of $c_s^2 < 1/3$ as seen in Fig. 14. This has to do with the $(1 + c_s^{-2})$ factor in $\bar{\alpha}_\theta$. When $T_c > 100$, we see that the opposite is true when $c_s^2 > 1/3$. Similarly, the largest deviations are due to the parameters $D$ and $E$.

The error in the gravitational wave spectrum of the toy model for different scans in the model parameters is shown in the left of Fig. 16. The lowest and modest diligence peak gravitational wave energy density $\Omega_{GW}$ is calculated using Eq. 2.7 and Eq. 2.15 respectively. The comparison in error is computed with respect to the highest diligence in Eq. 2.61. The lowest diligence level
Figure 16. Error of the gravitational spectrum computed at the different levels of diligence.

has error in the range $\Delta \Omega/\Omega \sim [10^1, 10^3]$ for all parameter scans. The modest diligence level is closest to the highest diligence with error in the range $\Delta \Omega/\Omega \sim [10^0, 10^1]$ for the different scans. The highest error occurs for $T_C \sim 100$. This is related to beyond the bag effects which exhibited suppression for the scans in $(E, D)$.
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