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Abstract: This research study investigates the issue of finite-time passivity analysis of neutral-type neural networks with mixed time-varying delays. The time-varying delays are distributed, discrete and neutral in that the upper bounds for the delays are available. We are investigating the creation of sufficient conditions for finite boundness, finite-time stability and finite-time passivity, which has never been performed before. First, we create a new Lyapunov–Krasovskii functional, Peng–Park's integral inequality, descriptor model transformation and zero equation use, and then we use Wirtinger’s integral inequality technique. New finite-time stability necessary conditions are constructed in terms of linear matrix inequalities in order to guarantee finite-time stability for the system. Finally, numerical examples are presented to demonstrate the result's effectiveness. Moreover, our proposed criteria are less conservative than prior studies in terms of larger time-delay bounds.
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1. Introduction

Neural networks have been intensively explored in recent decades due to their vast range of applications in a variety of fields, including signal processing, associative memories, learning ability and so on [1–10]. In the study of real systems, time-delay phenomena are unavoidable. Many interesting neural networks, such as Hopfield neural networks, cellular neural networks, Cohen-Grossberg neural networks and bidirectional associative memory neural networks frequently exhibit time delays. In addition, time delays are well recognized as a source of instability and poor performance [11]. Accordingly, stability analysis of delayed neural networks has become a topic of significant theoretical and practical relevance (see [12–15]), and many important discoveries have been reported on this subject. In recent years, T-S fuzzy delayed neural networks with Markovian jumping parameters using sampled-data control have been presented by Syed Ali et al. [16]. The global stability analysis of fractional-order fuzzy BAM neural networks with time delay and impulse effects was considered in [17].

Furthermore, conventional neural network models are often unable to accurately represent the qualities of a neural reaction process due to the complex dynamic features of neural cells in the real world. It is only natural for systems to store information about the derivative of a previous state in order to better characterize and analyze the dynamics of such complicated brain responses. Neutral neural networks and neutral-type neural networks are the names given to this new type of neural network. Several academics [18–23] have studied neutral-type neural networks with time-varying delays in recent years. In 2018 [24], the authors investigated improved results on passivity analysis of neutral-type neural networks with mixed time-varying delays. In particular, a type of time-varying delay known as distributed delay occurs in networked-based systems and has received a
lot of academic interest because of its significance in digital control systems [25]. Then, this system has all three types of delays: discrete delay, neutral delay and distributed delay. As a result, the neutral delay in neural networks has recently been reported, as well as some stability analysis results for neutral-type neural networks with mixed time-varying delays.

The passive theory [26] is a useful tool for analyzing system stability, and it can deal with systems based solely on the input–output dynamics’ general features. The passive theory has been used in engineering applications such as in high-integrity and safety-critical systems. Krasovskii and Lidskii proposed this family of linear systems in 1961 [27]. Researchers have been looking at the passivity of neural networks with delays since then. Many studies have been performed on stability in recent years, including Lyapunov stability, asymptotic stability, uniform stability, eventually uniformly bounded stability and exponential stability, all of which are concerned with the behavior of systems over an indefinite time span. Most actual neural systems, on the other hand, only operate over finite-time intervals. Finite-time passivity is obviously vital and vital for investigating finite-time stabilization of neural networks as a useful tool for analyzing system stability.

This topic has piqued the curiosity of researchers [28–35]. They deal with by Jensen’s and Coppel’s inequality in [28], which is concerned with the problem of finite-time stability of continuous time delay systems. The authors used an unique control protocol based on the Lyapunov theory and inequality technology to examine the finite-time stabilization of delayed neural networks in [29]. Rajavel et al. [30] solves the problem of finite-time non-fragile passivity control for neural networks with time-varying delay using the Lyapunov–Krasovskii functional technique. Researchers used a new Lyapunov–Krasovskii function with triple and four integral terms to examine finite-time passive filtering for a class of neutral time-delayed systems in [31]. The free-weighting matrix approach and Wirtinger’s double integral inequality were used to demonstrate finite-time stability of neutral-type neural networks with random time-varying delays in [32]. Syed Ali et al. [33] studied finite-time passivity for neutral-type neural networks with time-varying delays using the auxiliary integral inequality. Ali et al. [34] explored popular topics including the finite-time $H_\infty$ boundedness of discrete-time neural networks and norm-bounded disturbances with time-varying delay. In 2021, Phanlert et al. [35] has been researching a finite-time non-neutral system. Based on the above research, there are many different methods for stability analysis. Our research will make stability stronger. However, no results on finite-time passivity analysis of neutral-type neural networks with mixed time-varying delays latency have been reported to the best of the authors’ knowledge. This is the driving force behind our current investigation.

As a result of the foregoing, we investigate three types of finite passivity in neural networks and provide matching criteria for judging network properties using Lyapunov functional theory and inequality technology. The following are the primary contributions of this paper:

(i) We examine a system with mixed time-varying delays in this study. Furthermore, because time-varying delays are distributed, discrete and neutral, the upper bounds for the delays are known.

(ii) We then used the theorems to derive finite-time boundedness, finite-stability and finite-time passivity requirements.

(iii) By using Peng-integral Park’s inequality, model transformation, zero equation and subsequently Wirtinger-based integral inequality approach, some of the simplest LMI-based criteria have been developed.

(iv) Several cases have been examined to ensure that the primary theorem and its corollaries are accurate.

The following is a breakdown of the paper’s structure. Section 2 introduces the network under consideration and offers some definitions, propositions and lemmas. In Section 3, three types of finite-time passivity of the neural network are introduced, and finite-time stability is achieved. In Section 4, several useful outcomes are observed. In
Section 4, five numerical examples are presented to demonstrate the usefulness of our proposed results. Finally, in Section 5, we bring this study to a close.

2. Preliminaries

We begin by explaining various notations and lemmas that will be used throughout the study. \( R \) denotes the set of all real numbers; \( R^n \) denotes the \( n \)-dimensional space; \( R^{m \times n} \) denotes the set of all \( m \times n \) real matrices; \( A^T \) denotes the transpose of the matrix \( A \); \( A \) is symmetric if \( A = A^T \); \( \lambda(A) \) denotes the set of all eigenvalues of \( A \); and \( \lambda_{\text{min}}(A) \) and \( \lambda_{\text{max}}(A) \) represent the maximum and minimum eigenvalues of the matrix \( A \), respectively. * represents the elements below the main diagonal of the symmetric matrices; \( \text{diag}\{\cdot\} \) stands for the diagonal matrix.

Consider the study of finite-time passivity analysis of neutral-type neural networks with mixed time-varying delays of the following form:

\[
\begin{aligned}
\dot{\xi}(t) - G_c \xi(t - \tau(t)) &= -A\xi(t) + G_d f(\xi(t)) + G_d f(\xi(t - \mu(t))) + H x(t) \\
&+ G_c \int_{t - \rho(t)}^{t} f(\xi(s)) \, ds, \\
z(t) &= G_1 f(\xi(t)) + G_2 x(t), \quad t \in R^+ \\
\dot{\xi}(t) &= \phi(t), \quad t \in [-\bar{h}, 0],
\end{aligned}
\]

(1)

where \( \xi(t) = [\xi_1(t), \xi_2(t), \ldots, \xi_n(t)]^T \in R^n \) is the neural state vector, \( z(t) \) is the output vector of neuron network, and \( \phi(t) \) is the exogenous disturbance input vector belongs to \( L_2[0, \infty) \). \( A = \text{diag}\{a_1, a_2, \ldots, a_n\} > 0 \) is a diagonal matrix with \( a_i > 0, i = 1, 2, \ldots, n \). Matrices \( G_0, G_d \) and \( G_c \) are the interconnection matrices representing the weight coefficients of the neurons. Matrices \( G_1, G_2, H \) and \( G_c \) are known real constant matrices with appropriate dimensions. \( f(\xi(t)) = [f_1(\xi_1(t)), f_2(\xi_2(t)), \ldots, f_n(\xi_n(t))]^T \in R^n \) is the neuron activation function, and \( \phi(t) \in C[[[-\bar{h}, 0), R^n] \) denotes the initial function. \( \mu(t) \) is the discrete time-varying delay, \( \rho(t) \) is the distributed time-varying delay, \( \tau(t) \) is neutral delay and \( \bar{h} = \max\{\mu_M, \rho_M, \tau_M\} \).

The variables \( \mu(t) \), \( \rho(t) \) and \( \tau(t) \) represent the mixed delays of the model in (1) and satisfy the following:

\[
0 \leq \mu(t) \leq \mu_M, \quad 0 \leq \rho(t) \leq \rho_M, \quad 0 \leq \tau(t) \leq \tau_M
\]

(2)

where \( \mu_M, \mu_M, \rho_M, \rho_M, \tau_M \) and \( \tau_M \) are positive real constants.

**Assumption 1.** The activation function \( f \) is continuous and the exist real constants \( F_i^- \) and \( F_i^+ \) such that the following is the case:

\[
F_i^- \leq \frac{f_1(c_1) - f_1(c_2)}{c_1 - c_2} \leq F_i^+,
\]

(3)

for all \( c_1 \neq c_2 \), and \( f_i = [f_{i1}, f_{i2}, \ldots, f_{in}]^T \) for any \( i \in \{1, 2, \ldots, n\} \) satisfies \( f_i(0) = 0 \). For the sake of presentation convenience, in the following, we denote \( F_1 = \text{diag}(F_{11}^-, F_{11}^+, F_{12}^-, F_{12}^+, \ldots, F_{1n}^-, F_{1n}^+) \) and \( F_2 = \text{diag}\left(\frac{F_{11}^+ + F_{12}^- + \cdots + F_{1n}^-}{2}, \frac{F_{11}^- + F_{12}^+ + \cdots + F_{1n}^+}{2}, \ldots, \frac{F_{1n}^+ + F_{1n}^-}{2}\right) \).

**Assumption 2.** In the case of a positive parameter \( \delta \), \( \kappa(t) \) is a time-varying external disturbance that satisfies the following:

\[
\int_0^{T_f} \kappa^T(t) \kappa(t) \, dt \geq \delta, \quad \delta > 0.
\]

(4)
Definition 1 ((Finite-time boundedness) [36,37]). For a positive constant of $T$, system (1) is finite-time bounded with respect to $(g_1, g_2, T_f, P_1, \delta)$ if there exist constants $g_2 > g_1 > 0$ such that the following is the case:
\[
\sup_{-\mu_M \leq t \leq 0} \{ \xi^T(t_0)P_1\xi(t_0), \xi^T(t_0)P_1\dot{\xi}(t_0) \} \geq g_1 \implies \xi^T(t)P_1\xi(t) \geq g_2, \text{ for } t \in [0, T_f],
\]
for a given positive constant $T_f$, and $P_1$ is a positive definite matrix.

Definition 2 ((Finite-time stability) [36,37]). System (1) with $\kappa(t) = 0$ is said to be finite-time stable with respect to $(g_1, g_2, T_f, P_1)$ if there exist constants $g_2 > g_1 > 0$ such that the following is the case:
\[
\sup_{-\mu_M \leq t \leq 0} \{ \xi^T(t_0)P_1\xi(t_0), \xi^T(t_0)P_1\dot{\xi}(t_0) \} \geq g_1 \implies \xi^T(t)P_1\xi(t) \geq g_2, \text{ for } t \in [0, T_f],
\]
for a given positive constant $T_f$, and $P_1$ is a positive definite matrix.

Definition 3 ((Finite-time passivity) [37]). System (1) is said to be a finite-time passive with with a prescribed dissipation performance level $\gamma > 0$, if the following relations hold:
(a) For any external disturbances $\kappa(t)$, system (1) is finite-time bounded;
(b) For a given positive scalar $\gamma > 0$, the following relationship holds under a zero initial condition.
\[
\int_0^{T_f} \kappa^T(t)z(t)dt \geq \gamma \int_0^{T_f} \kappa^T(t)\kappa(t)dt.
\]

Lemma 1 (Jensen’s Inequality) [38]). For each positive definite symmetric matrix $P_7$, positive real constant $\mu_M$, and vector function $\xi : [-\mu_M, 0] \rightarrow \mathbb{R}^n$ such that the following integral is well defined, then the following is obtained.
\[
-\mu_M \int_{-\mu_M}^0 \xi^T(s+t)P_7\xi(s+t)ds \leq -\left( \int_{-\mu_M}^0 \xi(s+t)ds \right)^T P_7 \left( \int_{-\mu_M}^0 \xi(s+t)ds \right).
\]

Lemma 2 (Wirtinger-based integral inequality) [39]). For any matrix $P_{12} > 0$, the following inequality holds for all continuously differentiable function $\xi : [\alpha, \beta] \rightarrow \mathbb{R}^n$
\[
-(\beta - \alpha) \int_{\alpha}^{\beta} \xi^T(s)P_{12}\xi(s)ds \leq \kappa^T \begin{bmatrix} -4P_{12} & -2P_{12} & 6P_{12} \\ * & -4P_{12} & 6P_{12} \\ * & * & -12P_{12} \end{bmatrix} \kappa,
\]
where $\kappa = [\xi^T(\beta), \xi^T(\alpha), \frac{1}{\beta-\alpha}\int_{\alpha}^{\beta} \xi^T(s)ds]^T$.

Lemma 3 (Peng-Park’s integral inequality) [40,41]). For any matrix of the following:
\[
\begin{bmatrix} P_{13} & \ast \\ \ast & P_{13} \end{bmatrix} \geq 0, \ 0 < \mu(t) < \mu_M \text{ is satisfied by positive constants } \mu_M \text{ and } \mu(t), \text{ and } \xi : [-\mu_M, 0] \rightarrow \mathbb{R}^n \text{ is a vector function that verifies the integrations in question are correctly specified. We then have the following:}
\]
\[
-\mu_M \int_{-\mu_M}^t \xi^T(s)P_{13}\xi(s)ds \leq \Psi^T \begin{bmatrix} -P_{13} & \ast & \ast \\ \ast & -2P_{13} + S + S^T & \ast \\ \ast & \ast & P_{13} - S \end{bmatrix} \Psi,
\]
where $\Psi = [\xi^T(t), \xi^T(t - \mu(t)), \xi^T(t - \mu_M)]^T$ and $\Theta = \begin{bmatrix} -P_{13} & \ast & \ast \\ \ast & -2P_{13} + S + S^T & \ast \\ \ast & \ast & P_{13} - S \end{bmatrix}$.
Lemma 4 ([42]). The following inequality applies to a positive matrix \( P_{10} \)
\[
-\frac{(\alpha - \beta)^2}{2} \int_{\beta}^{\alpha} \int_{s}^{a} \xi^T(u)P_{10}\xi(u)duds \leq -\left( \int_{\beta}^{\alpha} \int_{s}^{a} \xi(u)duds \right)^T P_{10} \left( \int_{\beta}^{\alpha} \int_{s}^{a} \xi(u)duds \right).
\]

Lemma 5 ([43]). \( P_6 \in \mathbb{R}^{n \times n} \) is a constant symmetric positive definite matrix. For any constant symmetric positive definite matrix \( P_6 \in \mathbb{R}^{n \times n} \), \( \mu(t) \) is a discrete time-varying delay with (2), vector function \( \dot{\xi} : [-\mu_M, 0] \rightarrow \mathbb{R}^n \) such that the integrations concerned are well defined, then the following is the case.
\[
-\mu_M \int_{-\mu_M}^{0} \dot{\xi}^T(s)P_6\dot{\xi}(s)ds \leq -\int_{-\mu}^{0} \dot{\xi}^T(s)dsP_6\int_{-\mu}^{0} \dot{\xi}(s)ds
-\int_{-\mu_M}^{0} \dot{\xi}^T(s)dsP_6\int_{-\mu_M}^{0} \dot{\xi}(s)ds.
\]

Lemma 6 ([43]). For any constant matrices \( R_7, R_8, R_9 \in \mathbb{R}^{n \times n} \), \( R_7 \geq 0, R_9 > 0, \left[ \begin{array}{cc} R_7 & R_8 \\ \ast & R_9 \end{array} \right] \geq 0 \), \( \mu(t) \) is a discrete time-varying delay with (2) and vector function \( \dot{\xi} : [-\mu_M, 0] \rightarrow \mathbb{R}^n \) such that the following integration is well defined:
\[
-\mu_M \int_{-\mu_M}^{t} \dot{\xi}(s)ds \left[ \begin{array}{c} R_7 \\ \ast \end{array} \right] \left[ \begin{array}{c} \dot{\xi}(s) \\ \ast \end{array} \right] ds \leq \Upsilon^T \Pi \Upsilon,
\]
where \( \Upsilon = \left[ \begin{array}{c} \dot{\xi}(t) \\ \dot{\xi}(t - \mu(t)) \end{array} \right], \Pi = \left[ \begin{array}{cc} -R_9 & R_8 \\ \ast & -R_9 \end{array} \right], \ast = \left[ \begin{array}{cc} R_3 & -R_8 \\ \ast & R_3 \end{array} \right], \ast = \left[ \begin{array}{cc} R_3 & -R_7 \\ \ast & R_3 \end{array} \right] \), and the following is the case \( \Pi = \left[ \begin{array}{cc} -R_9 & R_8 \\ \ast & -R_9 \end{array} \right], \ast = \left[ \begin{array}{cc} R_3 & -R_8 \\ \ast & R_3 \end{array} \right], \ast = \left[ \begin{array}{cc} R_3 & -R_7 \\ \ast & R_3 \end{array} \right] \).

Lemma 7 ([43]). Let \( \xi(t) \in \mathbb{R}^n \) be a vector-valued function with first-order continuous-derivative entries. For any constant matrices \( P_5, \dot{M}_4 \in \mathbb{R}^{n \times n} \), then the following integral inequality holds, \( i = 1, 2, \ldots, 5 \), and \( \mu(t) \) is a discrete time-varying delay with (2):
\[
-\int_{t-\mu_M}^{t} \dot{\xi}^T(s)P_5\dot{\xi}(s)ds \leq \Gamma^T \left[ \begin{array}{cc} \dot{M}_1 + \dot{M}_1^T & -\dot{M}_1^T + \dot{M}_2 \\ \ast & \dot{M}_1 + \dot{M}_1^T - \dot{M}_2 - \dot{M}_2^T \end{array} \right] \Gamma + \mu_M \Gamma^T \left[ \begin{array}{cc} \dot{M}_3 & 0 \\ \ast & \dot{M}_3 + \dot{M}_5 \end{array} \right] \Gamma,
\]
where \( \Gamma = \left[ \begin{array}{c} \xi(t) \\ \xi(t - \mu(t)) \end{array} \right], \left[ \begin{array}{c} P_5 \\ \ast \\ \ast \end{array} \right] \dot{M}_1 \dot{M}_2 \dot{M}_3 \dot{M}_4 \dot{M}_5 \geq 0. \)

Lemma 8 ([44]). For a positive definite matrix \( P_6, P_6 > 0 \) and any continuously differentiable function \( \xi : [a, b] \rightarrow \mathbb{R}^n \), the following inequality holds:
\[
\int_{a}^{b} \xi^T(s)P_6\xi(s)ds \geq \frac{1}{b-a} \Theta_1^TP_6\Theta_1 + \frac{3}{b-a} \Theta_2^TP_6\Theta_2 + \frac{5}{b-a} \Theta_3^TP_6\Theta_3,
\]
\[
\int_{a}^{b} \int_{a}^{b} \xi^T(s)P_6\xi(s)dsdu \geq 2\Theta_4^TP_6\Theta_4 + 4\Theta_5^TP_6\Theta_5 + 6\Theta_6^TP_6\Theta_6,
\]
where the following is the case.
\[
\begin{align*}
\Theta_1 &= \xi(a) - \xi(b), \\
\Theta_2 &= \xi(a) + \xi(b) - \frac{2}{b-a} \int_a^b \xi(s)ds, \\
\Theta_3 &= \xi(a) - \xi(b) + \frac{6}{b-a} \int_a^b \xi(s)ds - \frac{12}{(b-a)^2} \int_a^b \int_u^b \xi(s)dsdu, \\
\Theta_4 &= \xi(b) - \frac{1}{b-a} \int_a^b \xi(s)ds, \\
\Theta_5 &= \xi(b) + \frac{2}{b-a} \int_a^b \xi(s)ds - \frac{6}{(b-a)^2} \int_a^b \int_u^b \xi(s)dsdu, \\
\Theta_6 &= \xi(b) - \frac{3}{b-a} \int_a^b \xi(s)ds + \frac{24}{(b-a)^3} \int_a^b \int_u^b \xi(s)dsdu \\
&\quad - \frac{60}{(b-a)^5} \int_a^b \int_u^b \int_u^b \xi(r)drdu.
\end{align*}
\]

3. Main Results

3.1. Finite-Time Boundedness Analysis

The following finite-time boundedness analysis of neutral-type neural networks with mixed time-varying delays is discussed in this subsection.

\[
\begin{align*}
\ddot{\xi}(t) - G_e \xi(t - \tau(t)) &= -A_\xi(t) + G_k \xi(t) + G_d f(\xi(t - \mu(t))) + H_k(t) \\
&\quad + G_e \int_{t-\tau(t)}^t f(\xi(s))ds, \\
\dot{\xi}(t) &= \phi(t), \quad t \in [-\bar{h}, 0].
\end{align*}
\]

In the first subsection, we look at system (5) with (2) that uses new criteria for systems introduced via the LMIs approach.

\[
\sum = \left[\Pi_{(i,j)}\right]_{23 \times 23}.
\]

For future reference, we introduce the following notations in the Appendix A.

**Theorem 1.** For \(\| \mathbf{C} \| < 1\), system (5) is finite-time bounded if there exist positive definite matrices \(P_i, R_i, i = 1, 2, 3, \ldots, 9\) any appropriate matrices \(S, P_{13}, R_8, Q_k, R_7 \geq 0, Z_1, l = 1, 2\) and \(O_e, e = 1, 2, 3, \ldots, 8\), \(R_{l+3n} R_{l+3n}^* \geq 0, \left[\begin{array}{cc} P_{13} & S \\ * & P_{13} \end{array}\right] \geq 0\) where \(n = 0, 1, 2, k = 1, 2, \ldots, 14\), positive diagonal matrices \(H_p, W_p, p = 1, 2\) and positive real constants \(\mu_M, \rho_M, \mu_d, \tau_M, \tau_d, \delta, \alpha, g_1, g_2\), \(T\) such that the following symmetric linear matrix inequality holds:

\[
\begin{bmatrix}
P_3 & M_1 & M_2 \\
* & M_3 & M_4 \\
* & * & M_5
\end{bmatrix} \geq 0,
\]

\[
\sum < 0,
\]

\[
\lambda_1 g_2 e^{-\alpha T} > \Lambda g_1 + \delta (1 - e^{-\alpha T}).
\]

For future reference, we introduce the following notations in Appendix A. Then, \(\lambda_i, i = 1, 2, \ldots, 31\) in system (9) is defined in Remark 1.
Proof. First, we show that system (5) is the finite-time bounded analysis. As a result, we consider system (5) to satisfy the following.

\[
\dot{\xi}(t) = -A\xi(t) + G_0f(\xi(t)) + G_c\xi(t - \tau(t)) + G_d\xi(t - \mu(t)) + H\kappa(t) \tag{10}
\]
\[+ G_e \int_{t-\rho(t)}^{t} f(\xi(s))ds.\]

We can rewrite system (10) to the following system:

\[
\dot{\xi}(t) = y(t), \tag{11}
\]
\[0 = -y(t) - A\xi(t) + G_0f(\xi(t)) + G_c\xi(t - \tau(t)) + G_d\xi(t - \mu(t)) + H\kappa(t) \tag{12}
\]

by using the model transformation approach. Construct a Lyapunov–Krasovskii functional candidate for system (10)–(12) of the following form:

\[V(t) = \sum_{i=1}^{10} V_i(t), \tag{13}\]

where the following is the case:

\[V_1(t) = \xi^T(t)P_1\xi(t) + 2\sum_{i=1}^{N} w_{1i} \int_{0}^{\xi(t)} (f_i(s) - F^-)ds,\]
\[V_2(t) = \xi^T(t)GP_2\xi(t) + 2\sum_{i=1}^{N} w_{2i} \int_{0}^{\xi(t)} (F^+ s - f_i(s))ds,\]
\[V_3(t) = \int_{t^{-\rho(t)}}^{t} \xi^T(s)P_3\xi(s)ds
\]
\[+ \int_{t^{-\rho(t)}}^{t} \left[\xi(s)ight]^T \begin{bmatrix} R_1 & R_2 \\ R_3 & R_4 \end{bmatrix} \left[\xi(s)\right] ds
\]
\[+ \int_{t^{-\rho(t)}}^{t} \left[f(\xi(s))\right]^T \begin{bmatrix} R_5 & R_6 \end{bmatrix} \left[f(\xi(s))\right] ds,\]
\[V_4(t) = \mu_M \int_{0}^{t} \int_{t+s}^{t} \xi^T(\theta)P_4\xi(\theta)d\theta ds
\]
\[+ \int_{0}^{t} \int_{t+s}^{t} \xi^T(\theta)P_5y(\theta)d\theta ds,\]
\[V_5(t) = \mu_M \int_{0}^{t} \int_{t+s}^{t} y^T(\theta)P_5y(\theta)d\theta ds
\]
\[+ \mu_M \int_{0}^{t} \int_{t+s}^{t} \xi^T(\theta)P_7\xi(\theta)d\theta ds,\]
\[V_6(t) = \mu_M \int_{0}^{t} \int_{t+s}^{t} y^T(\theta)P_6y(\theta)d\theta ds
\]
\[+ \mu_M \int_{0}^{t} \int_{t+s}^{t} \xi^T(\theta)P_8\xi(\theta)d\theta ds,\]
\[V_7(t) = \mu_M \int_{0}^{t} \int_{t+s}^{t} y^T(\theta)S_1y(\theta)d\theta ds
\]
\[+ \mu_M \int_{0}^{t} \int_{t+s}^{t} y^T(\theta)S_2y(\theta)d\theta ds d\lambda,\]
\[V_8(t) = \frac{(\mu_M)^2}{2} \int_{0}^{t} \int_{t+s}^{t} \xi^T(\theta)P_{10}\xi(\theta)d\theta ds d\lambda
\]
\[+ \frac{(\mu_M)^2}{2} \int_{0}^{t} \int_{t+s}^{t} y^T(\theta)P_{11}y(\theta)d\theta ds d\lambda,\]
Taking the derivative of $V$, the time derivative of $V$ is equivalent to the following:

$$
\dot{V}(t) = \sum_{i=1}^{10} \dot{V}_i(t).
$$

The time derivative of $V_1(t)$ is then computed as the following.

$$
\dot{V}_1(t) = 2e^T(t)P_2 \left[ -A\xi(t) + Bf(\xi(t)) + C_3\xi(t - \tau(t)) + D_d(\xi(t - \mu(t))) + G_c \int_{t-\mu(t)}^{t} f(\xi(s))ds + Hx(t) \right] + 2e^T \xi(t)T_{13}[\xi(t) - y(t)]
$$

Taking the derivative of $V_2(t)$ along any system solution trajectory, we have the following.

$$
\dot{V}_2(t) = 2e^T(t)P_2 \left[ -A\xi(t) + Bf(\xi(t)) + C_3\xi(t - \tau(t)) + D_d(\xi(t - \mu(t))) + G_c \int_{t-\mu(t)}^{t} f(\xi(s))ds + Hx(t) \right] + 2e^T \xi(t)T_{13}[\xi(t) - y(t)]
$$

$$
+ 2y^T(t)Q_{14}[\xi(t) - y(t)] + 2y^T(t)W_2F_2\xi(t) - 2f^T(\xi(t))W_1\xi(t) - \xi^T(t)W_1F_1\xi(t).
$$
For $V_3(t)$ and $\tilde{\mu}(t) \leq \mu_d$, we now have the following.

$$V_3(t) = \frac{\xi^T(t)}{\xi(t)}P_3\xi(t) - \frac{\xi^T(t - \mu(t))P_3\xi(t - \mu(t))}{\xi(t)}$$

$$+ \left[ \frac{\xi(t)}{f(\xi(t))} \right]^T \begin{bmatrix} R_1 & R_2 & \xi(t) \\ R_1 & R_3 & f(\xi(t)) \end{bmatrix} - (1 - \tilde{\mu}(t)) \left[ \frac{\xi(t - \mu(t))}{f(\xi(t))} \right]^T \begin{bmatrix} R_1 & R_2 & \xi(t - \mu(t)) \\ R_1 & R_3 & f(\xi(t)) \end{bmatrix}$$

$$+ \left[ \frac{\xi(t - \mu(t))}{f(\xi(t - \mu(t)))} \right]^T \begin{bmatrix} R_1 & R_2 & \xi(t - \mu(t)) \\ R_1 & R_3 & f(\xi(t - \mu(t))) \end{bmatrix}$$

$$+ \left[ \frac{\xi(t - \mu(t))}{f(\xi(t - \mu(t)))} \right]^T \begin{bmatrix} R_4 & R_5 & \xi(t - \mu(t)) \\ R_4 & R_6 & f(\xi(t - \mu(t))) \end{bmatrix}$$

$$\leq \frac{\xi^T(t)}{\xi(t)}P_3\xi(t) - \frac{\xi^T(t - \mu(t))P_3\xi(t - \mu(t))}{\xi(t)} + \left[ \frac{\xi(t)}{f(\xi(t))} \right]^T \begin{bmatrix} R_1 & R_2 & \xi(t) \\ R_1 & R_3 & f(\xi(t)) \end{bmatrix}$$

$$- (1 - \tilde{\mu}(t)) \left[ \frac{\xi(t - \mu(t))}{f(\xi(t))} \right]^T \begin{bmatrix} R_1 & R_2 & \xi(t - \mu(t)) \\ R_1 & R_3 & f(\xi(t)) \end{bmatrix}$$

$$+ \mu_d \left[ \frac{\xi(t - \mu(t))}{f(\xi(t))} \right]^T \begin{bmatrix} R_4 & R_5 & \xi(t - \mu(t)) \\ R_4 & R_6 & f(\xi(t)) \end{bmatrix}$$

$$+ \mu_d \left[ \frac{\xi(t - \mu(t))}{f(\xi(t))} \right]^T \begin{bmatrix} R_4 & R_5 & \xi(t - \mu(t)) \\ R_4 & R_6 & f(\xi(t)) \end{bmatrix}.$$

It is from Lemma 6 that we have the following.

$$V_4(t) = \mu^2 \left[ \frac{\xi(t)}{y(t)} \right]^T \begin{bmatrix} R_7 & R_8 & \xi(t) \\ R_7 & R_9 & y(t) \end{bmatrix} - \mu_M \int_{t-\mu_M}^t \left[ \frac{\xi(s)}{y(s)} \right]^T \begin{bmatrix} R_7 & R_8 & \xi(s) \\ R_7 & R_9 & y(s) \end{bmatrix} ds$$

$$\leq \mu^2 \left[ \frac{\xi(t)}{y(t)} \right]^T \begin{bmatrix} R_7 & R_8 & \xi(t) \\ R_7 & R_9 & y(t) \end{bmatrix}$$

$$+ \int_{t-\mu(t)}^t \left[ \frac{\xi(s)}{f(\xi(s))} \right]^T \begin{bmatrix} \xi(t) \\ \xi(t - \mu(t)) \\ \xi(t - \mu(t)) \end{bmatrix} \Pi \begin{bmatrix} \xi(t) \\ \xi(t - \mu(t)) \\ \xi(t - \mu(t)) \end{bmatrix} ds$$

where

$$\Pi = \begin{bmatrix} -R_9 & R_9 & 0 & -R_9^T & 0 \\ R_9 & -R_9 - R_9^T & R_9 & R_9^T & -R_9^T \\ 0 & R_9^T & -R_9 & 0 & R_9^T \\ -R_9 & R_8 & 0 & -R_7 & 0 \\ 0 & -R_8 & R_8 & 0 & -R_7 \end{bmatrix}.$$
Using Lemmas 5 and 7, $V_5(t)$ is computed as follows:

$$V_5(t) = \mu_M^2 \xi^T(t) P_4 \xi(t) - \mu_M \int_{t - \mu_M}^t \xi^T(s) P_4 \xi(s) ds + \mu_M y^T(t) P_5 y(t)$$

$$- \int_{t - \mu_M}^t \xi^T(s) P_5 \xi(s) ds$$

$$\leq \mu_M^2 \xi^T(t) P_4 \xi(t) + \mu_M y^T(t) P_5 y(t) - \int_{t - \mu(t)}^{t} \xi^T(s) ds P_4 \int_{t - \mu(t)}^{t} \xi(s) ds$$

$$- \int_{t - \mu_M}^{t - \mu(t)} \xi^T(s) ds P_4 \int_{t - \mu_M}^{t - \mu(t)} \xi(s) ds$$

$$\leq \mu_M^2 \xi^T(t) P_4 \xi(t) - \int_{t - \mu(t)}^{t} \xi^T(s) ds P_4 \int_{t - \mu(t)}^{t} \xi(s) ds$$

$$+ \mu_M \left[ \begin{array}{c} \xi(t) \\ \xi(t - \mu(t)) \end{array} \right]^T \Theta \left[ \begin{array}{c} \xi(t) \\ \xi(t - \mu(t)) \end{array} \right]$$

where the following is the case.

$$\Theta = \left[ \begin{array}{cccc} \hat{M}_1 + \hat{M}_1^T & 0 & -\hat{M}_1 + \hat{M}_2 \\ -\hat{M}_1 + \hat{M}_2^T & \hat{M}_1 + \hat{M}_3 - \hat{M}_2 - \hat{M}_2^T & -\hat{M}_1 + \hat{M}_2 \\ 0 & -\hat{M}_1 + \hat{M}_2^T & \hat{M}_1 + \hat{M}_2 - \hat{M}_2 - \hat{M}_2^T \end{array} \right]$$

Using Lemma 1 (Jensen’s Inequality), we have the following,

$$V_6(t) \leq \mu_M^2 y^T(t) P_6 y(t) - \int_{t - \mu_M}^t y^T(s) ds P_6 \int_{t - \mu_M}^t y(s) ds$$

$$+ \mu_M^2 \xi^T(t) P_7 \xi(t) - \int_{t - \mu_M}^{t} \xi^T(s) ds P_7 \int_{t - \mu_M}^{t} \xi(s) ds$$

$$\leq \mu_M^2 y^T(t) P_6 y(t) + \mu_M^2 \xi^T(t) P_7 \xi(t)$$

$$- \left[ \int_{t - \mu(t)}^{t} y^T(s) ds + \int_{t - \mu(t)}^{t - \mu(t)} y^T(s) ds \right] P_6 \left[ \int_{t - \mu(t)}^{t} y^T(s) ds + \int_{t - \mu(t)}^{t - \mu(t)} y^T(s) ds \right]$$

$$- \left[ \int_{t - \mu(t)}^{t} \xi^T(s) ds + \int_{t - \mu(t)}^{t - \mu(t)} \xi^T(s) ds \right] P_7 \left[ \int_{t - \mu(t)}^{t} \xi^T(s) ds + \int_{t - \mu(t)}^{t - \mu(t)} \xi^T(s) ds \right]$$

Using Lemma 8 to confront $V_7(t)$, we can obtain the following:

$$V_7(t) = \mu_M^2 y^T(t) P_8 y(t) - \mu_M \int_{t - \mu_M}^t \xi^T(s) P_8 \xi(s) ds$$

$$+ \frac{\mu_M^2}{2} y^T(t) P_9 y(t) - \int_{t - \mu_M}^{t} \xi^T(s) ds P_9 \int_{t - \mu_M}^{t} \xi(s) ds$$

$$\leq \mu_M^2 y^T(t) P_8 y(t) + \frac{\mu_M^2}{2} y^T(t) P_9 y(t)$$

$$- \left[ \Theta_1^T P_8 \Theta_1 + 3 \Theta_2^T P_8 \Theta_2 + 5 \Theta_3^T P_8 \Theta_3 - 2 \Theta_3^T P_8 \Theta_1 + 4 \Theta_4 \Theta_9 + 6 \Theta_9^T P_9 \Theta_9 \right],$$
where the following is the case.

\[ \Theta_1 = \xi(t - \mu_M) - \xi(t), \]
\[ \Theta_2 = \xi(t - \mu_M) + \xi(t) - 2 \frac{\mu_M}{T} \int_{t-\mu_M}^t \xi(s) ds, \]
\[ \Theta_3 = \xi(t - \mu_M) - \xi(t) + 6 \frac{\mu_M}{T} \int_{t-\mu_M}^t \xi(s) ds - 12 \frac{\mu_M}{T} \int_{t-\mu_M}^t \int_u^t \xi(s) ds du, \]
\[ \Theta_4 = \xi(t) - \frac{1}{T} \int_{t-\mu_M}^t \xi(s) ds, \]
\[ \Theta_5 = \xi(t) + \frac{2}{T} \int_{t-\mu_M}^t \xi(s) ds - \frac{6}{T} \int_{t-\mu_M}^t \int_u^t \xi(s) ds du, \]
\[ \Theta_6 = \xi(t) - \frac{3}{T} \int_{t-\mu_M}^t \xi(s) ds + \frac{24}{T^2} \int_{t-\mu_M}^t \int_u^t \xi^T(s) ds du \]
\[ - \frac{60}{T^3} \int_{t-\mu_M}^t \int_u^t \int_s^t \xi(s) ds du. \]

According to Lemma 4, we can obtain \( V_6(t) \) by performing the following.

\[
V_6(t) \leq \frac{\mu_M^2}{4} \xi^T(t) P_{10} \xi(t) - \frac{\mu_M^2}{2} \int_{t-\mu_M}^t \int_u^t \xi^T(\lambda) P_{10} \xi(\lambda) d\lambda du
+ \frac{\mu_M^2}{2} y^T(t) P_{11} y(t) - \mu_M^2 \int_{t-\mu_M}^t \int_u^t \xi^T(\lambda) P_{11} \xi(\lambda) d\lambda du
\]
\[
\leq \frac{\mu_M^2}{4} \xi^T(t) P_{10} \xi(t) - \int_{t-\mu_M}^t \int_u^t \xi^T(\lambda) P_{10} \xi(\lambda) d\lambda du
+ \frac{\mu_M^2}{2} y^T(t) P_{11} y(t) - \mu_M^2 \int_{t-\mu_M}^t \int_u^t \xi^T(\lambda) d\lambda du
\]
\[
\leq \frac{\mu_M^2}{4} \xi^T(t) P_{10} \xi(t) - \int_{t-\mu_M}^t \int_u^t \xi^T(\lambda) d\lambda du
+ \frac{\mu_M^2}{2} y^T(t) P_{11} y(t) - \mu_M^2 \int_{t-\mu_M}^t \int_u^t \xi^T(\lambda) d\lambda du
\]
\[
+ \frac{\mu_M^2}{2} y^T(t) P_{11} y(t) - 2 \mu_M^2 \xi^T(t) P_{11} \xi(t) + 2 \mu_M \xi^T(t) P_{11} \xi(t) + \frac{\mu_M^2}{T^2} \xi^T(u) du
\]
\[
+ 2 \mu_M \int_{t-\mu_M}^t \xi^T(u) du P_{11} \xi(t) - 2 \mu_M \int_{t-\mu_M}^t \xi^T(u) du P_{11} \xi(t) - 2 \mu_M \int_{t-\mu_M}^t \xi^T(u) du P_{11} \xi(t).
\]

Using Lemmas 2 and 3, an upper bound of \( V_6(t) \) can be obtained as follows.

\[
V_6(t) \leq \mu_M^2 y^T(t) P_{12} y(t) + \mu_M^2 y^T(t) P_{13} y(t)
+ \left[ \begin{array}{c}
\xi(t) \\
\xi(t - \mu_M)
\end{array} \right]^T \left[ \begin{array}{c}
-4 P_{12} & -2 P_{12} & 6 P_{12} \\
-2 P_{12} & -4 P_{12} & 6 P_{12} \\
6 P_{12} & 6 P_{12} & -12 P_{12}
\end{array} \right] \left[ \begin{array}{c}
\xi(t) \\
\xi(t - \mu_M)
\end{array} \right]
+ \left[ \begin{array}{c}
\xi(t) \\
\xi(t - \mu_M)
\end{array} \right]^T \left[ \begin{array}{c}
P_{13} - S \\
S
\end{array} \right]
\]
\[
+ \left[ \begin{array}{c}
\xi(t) \\
\xi(t - \mu_M)
\end{array} \right]^T \left[ \begin{array}{c}
P_{13} - S \\
S
\end{array} \right].
\]

Taking the time derivative of \( V_{10}(t) \), we have the following.

\[
V_{10}(t) \leq \dot{\xi}^T(t) P_{14} \dot{\xi}(t) - (1 - \tau(t)) \dot{\xi}^T(t - \tau(t)) P_{14} \dot{\xi}(t - \tau(t)) + \dot{\xi}^T(t) P_{15} \xi(t)
+ \tau_M \dot{\xi}^T(t - \tau_M) P_{15} \xi(t)
\]
\[
- \tau_M \dot{\xi}^T(t - \tau_M) P_{15} \xi(t - \tau_M)
\]
\[
\leq \dot{\xi}^T(t) P_{14} \dot{\xi}(t) - (1 - \tau_M) \dot{\xi}^T(t - \tau_M) P_{14} \dot{\xi}(t - \tau_M) + \tau_M \dot{\xi}^T(t) P_{15} \xi(t)
+ \tau_M \dot{\xi}^T(t - \tau_M) P_{15} \xi(t).
\]
Calculating $\dot{V}_{11}(t)$ yields the following.

$$
\dot{V}_{11}(t) = \rho_M^T f^T(\xi(t))P_{16}f(\xi(t)) - \rho_M \int_{t-\rho(t)}^{t} f^T(\xi(s))ds P_{16} f(\xi(s))ds
$$

$$
\leq \rho_M^T f^T(\xi(t))P_{16}f(\xi(t)) - \int_{t-\rho(t)}^{t} f^T(\xi(s))ds P_{16} \int_{t-\rho(t)}^{t} f^T(\xi(s))ds.
$$

From (3), for any positive diagonal matrices $H_1 > 0, \ H_2 > 0$, the following is obtained.

$$
\begin{bmatrix}
\xi(t) \\
f(\xi(t))
\end{bmatrix}^T \begin{bmatrix}
-F_1 H_1 & F_2 H_1 \\
F_2^T H_1^T & -H_1
\end{bmatrix} \begin{bmatrix}
\xi(t) \\
f(\xi(t))
\end{bmatrix} \geq 0, \quad (15)
$$

$$
\begin{bmatrix}
\tilde{\xi}(t - \mu(t)) \\
f(\tilde{\xi}(t - \mu(t)))
\end{bmatrix}^T \begin{bmatrix}
-F_1 H_2 & F_2 H_2 \\
F_2^T H_2^T & -H_2
\end{bmatrix} \begin{bmatrix}
\tilde{\xi}(t - \mu(t)) \\
f(\tilde{\xi}(t - \mu(t)))
\end{bmatrix} \geq 0. \quad (16)
$$

Furthermore, for any real matrices $Z_{ii}, i = 1, 2 \text{ and } O_{ij}, j = 1, 2, 3, \ldots, 8 \text{ of compatible dimensions, we obtain}

$$
2 \int_{t-\rho(t)}^{t} \tilde{\xi}(s)ds Z_1^T \begin{bmatrix}
\xi(t) - \tilde{\xi}(t - \mu(t)) - \int_{t-\rho(t)}^{t} \tilde{\xi}(s)ds
\end{bmatrix} = 0, \quad (17)
$$

$$
2 \int_{t-\rho(t)}^{t} \tilde{\xi}(s)ds Z_2^T \begin{bmatrix}
\xi(t - \mu(t)) - \xi(t - \mu_M) - \int_{t-\rho(t)}^{t} \tilde{\xi}(s)ds
\end{bmatrix} = 0, \quad (18)
$$

$$
2 \left[\tilde{\xi}^T(t)O_1^T + \tilde{\xi}^T(t)O_2^T + f(\xi(t))O_3^T + f(\xi(t - \mu(t)))O_4^T - \xi(t) - A\xi(t)
\right]
$$

$$
+ G_b f(\xi(t)) + G_c \tilde{\xi}(t - \tau(t)) + G_d f(\xi(t - \mu(t))) + G_e \int_{t-\rho(t)}^{t} f(\xi(s))ds + Hk(t) \left[2 \left[\tilde{y}^T(t)O_5^T + \tilde{\xi}^T(t)O_6^T + f(\xi(t))O_7^T + f(\xi(t - \mu(t)))O_8^T \right]
\right.
$$

$$
\left. \times \left[\tilde{y}(t) - A\tilde{\xi}(t) + G_b \tilde{\xi}(t) + G_c \tilde{\xi}(t - \tau(t)) + G_d f(\xi(t - \mu(t)))
\right.
\right]
$$

$$
\left. + G_e \int_{t-\rho(t)}^{t} f(\xi(s))ds + Hk(t) \right] = 0. \quad (19)
$$

Based on (14)–(19), it is clear that the following is observed:

$$
\eta^T(t) \sum \eta(t) < 0, \quad (20)
$$

where the following is the case.

$$
\eta(t) = \left[\xi(t), y(t), f(\xi(t)), f(\xi(t - \mu(t))), \xi(t - \mu(t)), \xi(t - \mu_M), \right.
$$

$$
\int_{t-\rho(t)}^{t} y(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds,
$$

$$
\int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds,
$$

$$
\int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds,
$$

$$
\int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds,
$$

$$
\int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds,
$$

$$
\int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds,
$$

$$
\int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds,
$$

$$
\int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds,
$$

$$
\int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds,
$$

$$
\int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds,
$$

$$
\int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds,
$$

$$
\int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds, \int_{t-\rho(t)}^{t} \xi(s)ds,
$$

$$\right].\quad \right.
$$

Then, $\alpha > 0$ and we are able to obtain the following.

$$
V(t) - aV(t) - a\kappa^T(t)\kappa(t) \leq \xi^T(t) \sum \xi(t).
$$

(21)
By multiplying the above inequality by $e^{at}$, we can obtain the following,

$$\frac{d}{dt}[e^{-at}V(t)] \leq a e^{-at} k_T(t) \kappa(t). \quad (22)$$

Integrating the two sides of the inequality (22) from 0 to $t$, with $t \in [0, T]$, we have obtained the following,

$$V(t) \leq e^{at} V(0) + a e^{at} \int_0^t e^{-as} k_T(t) \kappa(t) ds. \quad (23)$$

They include the following,

$$V(0) = \xi^T(0) P_0 \xi(0) + 2 \sum_{i=1}^{N} k_i \int_0^\tau (f_i(s) - F^- s) ds + \xi^T(0) GP_2 \xi(0)$$

$$+ 2 \sum_{i=1}^{N} w_i \int_0^\tau (F^- s - f_i(s)) ds + \int_{0}^{\mu_M} \xi^T(s) P_3 \xi(s) ds$$

$$+ \int_{-\mu_M}^{0} \left[ \int_{0}^{\tau} \left[ \begin{array}{c} \xi(s) \\ f(\xi(s)) \end{array} \right] \left[ \begin{array}{cc} \mathcal{R}_1 & \mathcal{R}_2 \\ * & \mathcal{R}_3 \end{array} \right] \left[ \begin{array}{c} \xi(s) \\ f(\xi(s)) \end{array} \right] ds \right]$$

$$+ \int_{-\mu_M}^{0} \left[ \int_{s}^{\tau} \left[ \begin{array}{c} \xi(s) \\ y(\theta) \end{array} \right] \left[ \begin{array}{cc} \mathcal{R}_4 & \mathcal{R}_5 \\ * & \mathcal{R}_6 \end{array} \right] \left[ \begin{array}{c} \xi(s) \\ y(\theta) \end{array} \right] d\theta ds \right]$$

$$+ \mu_M \int_{-\mu_M}^{0} \int_{s}^{\tau} \xi^T(\theta) P_4 \xi(\theta) d\theta ds$$

$$+ \int_{-\mu_M}^{0} \int_{s}^{\tau} y^T(\theta) P_5 y(\theta) d\theta ds + \mu_M \int_{-\mu_M}^{0} \int_{s}^{\tau} y^T(\theta) P_6 y(\theta) d\theta ds$$

$$+ \mu_M \int_{-\mu_M}^{0} \int_{s}^{\tau} y^T(\theta) P_7 y(\theta) d\theta ds + \mu_M \int_{-\mu_M}^{0} \int_{s}^{\tau} y^T(\theta) P_8 y(\theta) d\theta ds$$

$$+ \mu_M \int_{-\mu_M}^{0} \int_{s}^{\tau} y^T(\theta) P_9 y(\theta) d\theta ds$$

$$+ \frac{(\mu_M)^2}{2} \int_{-\mu_M}^{0} \int_{s}^{\tau} \xi^T(\theta) P_{10} \xi(\theta) d\theta ds d\lambda$$

$$+ \frac{(\mu_M)^2}{2} \int_{-\mu_M}^{0} \int_{s}^{\tau} y^T(\theta) P_{11} y(\theta) d\theta ds d\lambda$$

$$+ \mu_M \int_{-\mu_M}^{0} \int_{s}^{\tau} y^T(\theta) P_{12} y(\theta) d\theta ds$$

$$+ \mu_M \int_{-\mu_M}^{0} \int_{s}^{\tau} y^T(\theta) P_{13} y(\theta) d\theta ds + \int_{-\tau(\xi)}^{0} \xi^T(s) P_{14} \xi(s) ds$$

$$+ \tau_M \int_{-\tau_M}^{0} \xi^T(s) P_{15} \xi(s) ds + \rho_M \int_{-\mu_M}^{0} \int_{s}^{\tau} f(\xi(\theta))^T P_{16} f(\xi(\theta)) d\theta ds.$$
Note that $\bar{P} = L^{-\frac{1}{2}}P_{i}L^{-\frac{1}{2}}; i = 1, 2, 3, \ldots, 13$, $\bar{R} = L^{-\frac{1}{2}}R_{i}L^{-\frac{1}{2}}; i = 1, 2, 3, \ldots, 9$ and the following relationship can be found.

\[
V(0) = \xi^{T}(0)L^{\frac{1}{2}}\bar{P}_{1}L^{\frac{1}{2}}\xi(0) + 2\bar{W}_{1}f(\xi^{T}(0)) + \xi^{T}(0)L^{\frac{1}{2}}G_{1}\bar{P}_{2}L^{\frac{1}{2}}\xi(0)2\bar{W}_{2}f(\xi^{T}(0))
\]

\[
+ \int_{0}^{\lambda_{M}} \xi^{T}(s)L^{\frac{1}{2}}\bar{P}_{3}L^{\frac{1}{2}}(s)ds
\]

\[
+ \int_{\mu(t)}^{0} [\xi^{T}(s)T^{\frac{1}{2}}(s) \xi(s)]d\mu(s)
\]

\[
+ \int_{-\mu_{M}}^{0} [\xi^{T}(s)T^{\frac{1}{2}}(s) \xi(s)]ds
\]

\[
+ \mu_{M} \int_{0}^{\mu_{M}} \int_{s}^{0} [\xi^{T}(\theta)T^{\frac{1}{2}}(\theta) \xi(\theta)]d\theta ds
\]

\[
+ \mu_{M} \int_{0}^{\mu_{M}} \int_{s}^{0} y^{T}(\theta)L^{\frac{1}{2}}\bar{P}_{3}L^{\frac{1}{2}}y(\theta)d\theta ds + \mu_{M} \int_{-\mu_{M}}^{0} \int_{s}^{0} y^{T}(\theta)L^{\frac{1}{2}}\bar{P}_{2}L^{\frac{1}{2}}y(\theta)d\theta ds
\]

\[
+ \mu_{M} \int_{0}^{\mu_{M}} \int_{s}^{0} y^{T}(\theta)T^{\frac{1}{2}}(\theta) \xi(\theta)d\theta dsd\lambda
\]

\[
+ \frac{(\mu_{M})^{2}}{2} \int_{-\mu_{M}}^{0} \int_{\lambda}^{s} \xi^{T}(\theta)L^{\frac{1}{2}}\bar{P}_{14}L^{\frac{1}{2}}(s)\xi(\theta)d\theta dsd\lambda
\]

\[
+ \frac{(\mu_{M})^{2}}{2} \int_{-\mu_{M}}^{0} \int_{\lambda}^{s} y^{T}(\theta)L^{\frac{1}{2}}\bar{P}_{14}L^{\frac{1}{2}}y(\theta)d\theta dsd\lambda
\]

\[
+ \mu_{M} \int_{0}^{\mu_{M}} \int_{s}^{0} y^{T}(\theta)L^{\frac{1}{2}}\bar{P}_{12}L^{\frac{1}{2}}y(\theta)d\theta ds
\]

\[
\leq [\lambda_{M}(\bar{P}_{1} + \bar{P}_{2}) + 2\lambda_{M}(K + W) + \mu_{M}\lambda_{M}(\bar{P}_{3} + \bar{R}_{1} + \bar{R}_{2} + \bar{R}_{3} + \bar{R}_{4} + \bar{R}_{5} + \bar{R}_{6}) + \mu_{M}\lambda_{M}(\bar{P}_{4} + \bar{P}_{5} + \bar{P}_{6} + \bar{P}_{7} + \bar{R}_{7} + \bar{R}_{8} + \bar{R}_{9} + \bar{R}_{9} + \bar{P}_{10}) + \mu_{M}\lambda_{M}(\bar{P}_{12} + \bar{P}_{13}) + \mu_{M}\lambda_{M}(\bar{P}_{10}) + \tau_{M}\lambda_{M}(\bar{P}_{14}) + \frac{\mu_{M}^{2}}{12}\lambda_{M}(\bar{P}_{15})
\]

\[
+ \bar{P}_{M}^{3}\lambda_{M}(\bar{P}_{16}) \times \sup_{-\mu_{M}\leq L_{0}\leq 0} \{\xi^{T}(t_{0})L^{\frac{1}{2}}(t_{0})\xi^{T}(t_{0})L^{\frac{1}{2}}(t_{0})\},
\]

\[
\leq \Lambda_{g_{1}}.
\]

We have the following:

\[
e^{as}V(0) + ae^{at} \int_{0}^{t} e^{-as}k^{T}(s)k(s)ds \leq ae^{at}\Lambda_{g_{1}} + ae^{at} \int_{0}^{t} e^{-as}k^{T}(s)k(s)ds,
\]

\[
\leq e^{at}\Lambda_{g_{1}} + e^{at}\delta(1 - e^{-at}),
\]

\[
\leq e^{at}[\Lambda_{g_{1}} + \delta(1 - e^{-at})],
\]

(24)
where the following is the case.

\[
\Lambda = \lambda_2 + \lambda_4 + 2(\lambda_3 + \lambda_5) + \mu_\lambda \lambda_{\max}(\lambda_6 + \lambda_7 + \lambda_8 + \lambda_9 + \lambda_{10} + \lambda_{11} + \lambda_{12} + \lambda_{13} + \lambda_{14}) + \frac{\mu_\lambda^2}{2} \lambda_{20} + \frac{\mu_\lambda^3}{2} (\lambda_{15} + \lambda_{16} + \lambda_{17} + \lambda_{18} + \lambda_{19} + \lambda_{21} + \lambda_{22} + \lambda_{23} + \lambda_{27} + \lambda_{28}) + \frac{\mu_\lambda^4}{6} \lambda_{24} + \frac{\mu_\lambda^5}{12} (\lambda_{25} + \lambda_{26} + \tau_M(\lambda_{29}) + \tau_M^2(\lambda_{30}) + \frac{\mu_\lambda^3}{2}(\lambda_{31})).
\]

(25)

On the other hand, the following condition holds.

\[
V(t) \geq \xi^T(t)P_1\xi(t) \geq \lambda_{\min}(\bar{P}_1)\xi^T(t)L\xi(t) = \lambda_1 \xi^T(t)L\xi(t).
\]

(26)

From Equations (24) and (27), we obtain the following.

\[
\xi^T(t)L\xi(t) \leq \frac{e^{\alpha t}[(\Lambda \xi_1 + \delta(1 - e^{-\alpha t})]}{\lambda_1}.
\]

(27)

Condition \([\lambda_1; g_2 e^{-\alpha t}] > \Lambda \xi_1 + \delta(1 - e^{-\alpha T})\) indicates that for \(\forall t \in [0, T]\), \(\xi^T(t)L\xi(t) < g_2\). From Definition 2, system (5) is finite-time bounded with regard to \((g_1, g_2, T, L, \delta)\). The proof is now finished. \(\square\)

**Remark 1.** Condition (9) is not a standard form of LMI. In order to verify that this condition is equivalent to the relation of LMIs, let \(\lambda_i, i = 1, 2, 3, \ldots, 31\) be some positive scalars with the following.

\[
\begin{align*}
\lambda_1 I & \leq \bar{P}_1 \leq \lambda_2 I, \quad 0 \leq \bar{W}_1 \leq \lambda_3 I, \quad 0 \leq \bar{P}_2 \leq \lambda_4 I, \quad 0 \leq \bar{W}_6 \leq \lambda_5 I, \\
0 \leq \bar{P}_3 & \leq \lambda_6 I, \quad 0 \leq \bar{R}_1 \leq \lambda_7 I, \quad 0 \leq \bar{R}_2 \leq \lambda_8 I, \quad 0 \leq \bar{R}_1^T \leq \lambda_9 I, \\
0 \leq \bar{R}_3 & \leq \lambda_{10} I, \quad 0 \leq \bar{R}_4 \leq \lambda_{11} I, \quad 0 \leq \bar{R}_5 \leq \lambda_{12} I, \quad 0 \leq \bar{R}_2^T \leq \lambda_{13} I, \\
0 \leq \bar{R}_6 & \leq \lambda_{14} I, \quad 0 \leq \bar{R}_7 \leq \lambda_{15} I, \quad 0 \leq \bar{R}_8 \leq \lambda_{16} I, \quad 0 \leq \bar{R}_3^T \leq \lambda_{17} I, \\
0 \leq \bar{R}_9 & \leq \lambda_{18} I, \quad 0 \leq \bar{P}_4 \leq \lambda_{19} I, \quad 0 \leq \bar{P}_5 \leq \lambda_{20} I, \quad 0 \leq \bar{P}_6 \leq \lambda_{21} I, \\
0 \leq \bar{P}_7 & \leq \lambda_{22} I, \quad 0 \leq \bar{P}_8 \leq \lambda_{23} I, \quad 0 \leq \bar{P}_9 \leq \lambda_{24} I, \quad 0 \leq \bar{P}_{10} \leq \lambda_{25} I, \\
0 \leq \bar{P}_{11} & \leq \lambda_{26} I, \quad 0 \leq \bar{P}_{12} \leq \lambda_{27} I, \quad 0 \leq \bar{P}_{13} \leq \lambda_{28} I, \quad 0 \leq \bar{P}_{14} \leq \lambda_{29} I, \\
0 \leq \bar{P}_{15} & \leq \lambda_{30} I, \quad 0 \leq \bar{P}_{16} \leq \lambda_{31} I.
\end{align*}
\]

Consider the following.

\[
\begin{align*}
\lambda_1 &= \lambda_{\min}(\bar{P}_1), \quad \lambda_2 &= \lambda_{\max}(\bar{P}_1), \quad \lambda_3 &= \lambda_{\max}(\bar{W}_1), \quad \lambda_4 &= \lambda_{\max}(\bar{P}_2), \\
\lambda_5 &= \lambda_{\max}(\bar{W}_2), \quad \lambda_6 &= \lambda_{\max}(\bar{P}_3), \quad \lambda_7 &= \lambda_{\max}(\bar{R}_1), \quad \lambda_8 &= \lambda_{\max}(\bar{R}_2), \\
\lambda_9 &= \lambda_{\max}(\bar{R}_3), \quad \lambda_{10} &= \lambda_{\max}(\bar{R}_4), \quad \lambda_{11} &= \lambda_{\max}(\bar{R}_5), \quad \lambda_{12} &= \lambda_{\max}(\bar{R}_6), \\
\lambda_{13} &= \lambda_{\max}(\bar{R}_7), \quad \lambda_{14} &= \lambda_{\max}(\bar{R}_8), \quad \lambda_{15} &= \lambda_{\max}(\bar{R}_9), \quad \lambda_{16} &= \lambda_{\max}(\bar{R}_{10}), \\
\lambda_{17} &= \lambda_{\max}(\bar{R}_{11}), \quad \lambda_{18} &= \lambda_{\max}(\bar{R}_{12}), \quad \lambda_{19} &= \lambda_{\max}(\bar{P}_4), \quad \lambda_{20} &= \lambda_{\max}(\bar{P}_5), \\
\lambda_{21} &= \lambda_{\max}(\bar{P}_6), \quad \lambda_{22} &= \lambda_{\max}(\bar{P}_7), \quad \lambda_{23} &= \lambda_{\max}(\bar{P}_8), \quad \lambda_{24} &= \lambda_{\max}(\bar{P}_9), \\
\lambda_{25} &= \lambda_{\max}(\bar{P}_{10}), \quad \lambda_{26} &= \lambda_{\max}(\bar{P}_{11}), \quad \lambda_{27} &= \lambda_{\max}(\bar{P}_{12}), \quad \lambda_{28} &= \lambda_{\max}(\bar{P}_{13}), \\
\lambda_{29} &= \lambda_{\max}(\bar{P}_{14}), \quad \lambda_{30} &= \lambda_{\max}(\bar{P}_{15}), \quad \lambda_{31} &= \lambda_{\max}(\bar{P}_{16}).
\end{align*}
\]

3.2. Finite-Time Stability Analysis

**Remark 2.** If there is an external disruption \(\kappa(t) = 0\), system (5) changes into the following.

\[
\begin{align*}
\dot{\xi}(t) - G_{e}\xi(t) + G_{b}f(\xi(t)) + G_{d}f(\xi(t - \mu(t))) & = \int_{t-\mu(t)}^{t} G_{f}(s)ds, \\
\xi(t) & = \phi(t), \quad t \in [-h, 0].
\end{align*}
\]

(28)
By (8), we provide additional notation for finite-time stability analysis for (28).

$$
\sum = \left[ \Pi_{(i,j)} \right]_{22 \times 22}.
$$

(29)

We obtain that $\Pi_{(1,1)} - \Pi_{(22,22)}$ is the same as in Theorem 1. Then, we define the following:

$$
\bar{\eta}(t) = \left[ \Phi(t), y(t), f(\xi(t)), f(\xi(t - \mu(t))), \xi(t - \mu(t)), \xi(t - \mu_M) \right],
$$

$$
\check{\xi}(t) = \int_{t - \mu(t)}^{t} y(s)ds, \int_{t - \mu(t)}^{t} f(\xi(t - \mu(t)))ds, \int_{t - \mu(t)}^{t} \xi(s)ds, \int_{t - \mu(t)}^{t} \xi(s)ds,
$$

$$
\int_{t - \mu(t)}^{t} \xi(u)du, \int_{t - \mu(t)}^{t} \xi(\lambda)d\lambda du, \int_{t - \mu(t)}^{t} \xi(s)ds, \int_{t - \mu(t)}^{t} \xi(s)ds,
$$

and construct a new theorem that follows Corollary 1.

**Corollary 1.** For $\|C\| < 1$, system (28) with $\kappa(t) = 0$ is finite-time stable if there exist positive symmetric matrices $P_i, R_j, i = 1, 2, 3, \ldots, 16, j = 1, 2, 3, \ldots, 9$ any appropriate matrices $S, P_{13}, Q_k, R_7 \geq 0, Z_l, l = 1, 2$ and $O_e, e = 1, 2, 3, \ldots, 8$, $R_{n+3n}^{R_2+3n} R_{n+3n}^{R_3+3n}$ with

0, $\begin{bmatrix} P_{13} & S \\ * & P_{13} \end{bmatrix} \geq 0$, where $n = 0, 1, 2, k = 1, 2, \ldots, 14$, positive diagonal matrices are $H_p, W_p, p = 1, 2$ and positive real constants are $\mu_M, \mu_M, \mu, \tau_M, \tau, \alpha, \beta_1, \beta_2, T$ such that the following symmetric linear matrix inequality holds:

$$
\begin{bmatrix}
P_5 & M_1 & M_2 \\
* & M_3 & M_4 \\
* & * & M_5
\end{bmatrix} \geq 0,
$$

(30)

$$
\sum \lambda_1 g_2 e^{-\lambda t} < 0,
$$

(31)

$$
\lambda_1 g_2 e^{-\lambda t} > \lambda g_1,
$$

(32)

where $\kappa(t) = 0$ as described in Theorem 1.

**Proof.** Since the proof is identical to that of Theorem 1, it is excluded from this section. \[ \square \]

3.3. Finite-Time Passivity Analysis

This section discusses the topic of finite-time passivity analysis investigated for the following system.

$$
\begin{align*}
\dot{\xi}(t) - G_c \xi(t - \tau(t)) &= -A_c \xi(t) + G_d f(\xi(t)) + G_d f(\xi(t - \mu(t)) + H(\xi(t)) + G_e \int_{t-\mu(t)}^{t} f(\xi(s))ds, \\
z(t) &= G_1 f(\xi(t)) + G_2 x(t), \quad t \in R^+ \\
\check{\xi}(t) &= \Phi(t), \quad t \in [-\tilde{\lambda}, 0].
\end{align*}
$$

(33)

**Theorem 2.** For $\|C\| < 1$, system (43) is finite-time passivity if there exist positive symmetric matrices $P_i, R_j, G_i, i = 1, 2, 3, \ldots, 16, j = 1, 2, 3, \ldots, 9, t = 1, 2$ any appropriate matrices $S, P_{13}, Q_k, R_7 \geq 0, Z_l, l = 1, 2$ and $O_e, e = 1, 2, 3, \ldots, 8$, $R_{n+3n}^{R_2+3n} R_{n+3n}^{R_3+3n}$ with

0, $\begin{bmatrix} P_{13} & S \\ * & P_{13} \end{bmatrix} \geq 0$, where $n = 0, 1, 2, k = 1, 2, \ldots, 14$, positive diagonal matrices are $H_p, W_p,
Theorem 1. Moreover, the system is said to be asymptotically stable:

\[ p = 1, 2 \text{ and positive real constants are } \mu_M, \rho_M, \mu_d, \tau_M, \tau_d, \alpha, \delta, \beta, \varrho_1, \varrho_2, T \text{ such that the following symmetric linear matrix inequality holds:} \]

\[
\begin{bmatrix}
P_5 & M_1 & M_2 \\
* & M_3 & M_4 \\
* & * & M_5
\end{bmatrix} \geq 0, \\
\sum_{i=1}^{23} = \left[ \Pi_{(i,j)} \right]_{23 \times 23} < 0,
\]

\[
\lambda_1 \varphi_2 e^{-\alpha T} > \Lambda \varphi_1 + \delta (1 - e^{-\alpha T}),
\]

where \( \Pi_{(i,j)} = \Pi_{(j,i)} \text{, } i, j = 1, 2, \ldots, 23 \) except \( \Pi_{14,19} = \Pi_{23,23} - G_1^T, \Pi_{23,3} = \Pi_{19,4} - G_1, \Pi_{23,23} = -\beta I - G_2^T - G_2. \)

Proof. The following function is defined using the same Lyapunov–Krasovskii function as Theorem 1.

\[
\dot{V}(t) - [aV(t) + 2\kappa^T(t)z(t) - \beta \kappa^T(t)\kappa(t)] \leq \eta^T(t) \sum_{i=1}^{23} \eta(t).
\]

\( \sum \) is show in (35), and then the following is the case.

\[
\dot{V}(t) - aV(t) \leq 2\kappa^T(t)z(t) - \beta \kappa^T(t)\kappa(t).
\]

Then, multiplying (38) by \( e^{-\alpha T} \) and integrating it between 0 and \( T \), we can obtain the following:

\[
V(t)e^{-\alpha T} \leq 2 \int_0^T e^{-\alpha t} \kappa^T(t)z(t)dt - \beta \int_0^T e^{-\alpha t} \kappa^T(t)\kappa(t)dt,
\]

\[
\leq 2 \int_0^T \kappa^T(t)z(t)dt - \beta e^{-\alpha T} \int_0^T \kappa^T(t)\kappa(t)dt,
\]

which implies the following.

\[
V(t) \leq 2\alpha e^{-\alpha T} \int_0^T \kappa^T(t)z(t)dt - \beta \int_0^T \kappa^T(t)\kappa(t)dt.
\]

Due to \( V(t) \geq 0 \), it is reasonable to obtain it from (39) and the following:

\[
\int_0^T \kappa^T(t)z(t)dt \geq \gamma \int_0^T \kappa^T(t)\kappa(t),
\]

where \( \gamma = \frac{\beta e^{-\alpha T}}{2} \). As a result, we may infer that system (33) is finite-time passive. This completes the proof. \( \square \)

Remark 3. When \( E = 0, C = 0 \) and \( H = 0 \), system (5) changes to delayed neural network, the following is the case.

\[
\dot{\xi}(t) = -A\xi(t) + G_b f(\xi(t)) + G_d f(\xi(t) - \mu(t)).
\]

By (8), we consider system (41) without finite-time stability condition and same proof line of Theorem 1. Moreover, the system is said to be asymptotically stable:

\[
\sum = \left[ \Pi_{(i,j)} \right]_{19 \times 19},
\]

where \( \Pi_{12,12} = \Pi_{12,12} - P_{14} - \tau_M P_{15}, \Pi_{14,4} = \Pi_{13,3} - \rho_\gamma^2 P_{16}, \) and the parameters are as defined in Theorem 1. Then, we define the following.
\[ \eta(t) = \left[ \xi(t), y(t), f(\xi(t)), f(\xi(t - \mu(t))), \xi(t - \mu(t)), \xi(t - \mu(t)), \int_{t-\mu(t)}^{t} y(s)ds, \int_{t-\mu(t)}^{t} \xi(s)ds, \int_{t-\mu(t)}^{t} \xi(s)ds, \int_{t-\mu(t)}^{t} \xi(s)ds, \int_{t-\mu(t)}^{t} \xi(s)ds, \int_{t-\mu(t)}^{t} \xi(s)ds, \int_{t-\mu(t)}^{t} \xi(s)ds \right]. \]

4. Numerical Examples

Simulation examples are provided in this part to show the feasibility and efficiency of theorectical solutions. Five examples are given in this part to demonstrate the key theoretical conclusions that have been offered.

**Example 1.** Consider the following matrix parameters for the neutral-type neural networks:

\[ \dot{\xi}(t) - G_c \xi(t - \tau(t)) = -A\xi(t) + G_b f(\xi(t)) + G_d f(\xi(t - \mu(t))) + H\kappa(t) + G_e \int_{t-\rho(t)}^{t} f(\xi(s))ds, \]

with the following.

\[ A = \begin{bmatrix} 3.6 & 0 \\ 0 & 3.6 \end{bmatrix}, \quad G_b = \begin{bmatrix} -0.34 & 0 \\ -1 & -0.1 \end{bmatrix}, \quad G_d = \begin{bmatrix} 0.1 & 0.2 \\ -0.15 & -0.18 \end{bmatrix}, \]

\[ G_c = \begin{bmatrix} -0.5 & 0 \\ 0.2 & 0.5 \end{bmatrix}, \quad H = \begin{bmatrix} 0.41 & 0.5 \\ 0.69 & -0.31 \end{bmatrix}. \]

Let the following be the case:

\[ \tau_M = 0.2, \quad \xi_1 = 0.4, \quad T = 6, \quad \rho_M = 0.1, \]

\[ \alpha = 0.10, \quad \delta = 0.005, \quad \mu_d = 0.5, \quad \tau_d = 0.2, \]

and \( \mu_M = 1.3, F_1 = \text{diag}\{0, 0\}, F_2 = \text{diag}\{1, 1\} \). Using the MATHLAB tools to solve LMIs (8) and (9), we may obtain \( g_2 = 7.8794 \), indicating that the neutral system under consideration is finite-time bounded. The activation function is described by \( f(\xi(t)) = 2|\cos(t)| \), and we allow discrete time-varying delays to satisfy \( \mu(t) = 0.8 + 0.5|\sin(t)|, \rho(t) = 0.1|\sin(t)| \) and \( \tau(t) = 0.2|\cos(t)| \).

**Example 2.** Consider the following matrix parameters for the neutral-type neural networks matrix parameters:

\[ \dot{\xi}(t) - G_c \xi(t - \tau(t)) = -A\xi(t) + G_b f(\xi(t)) + G_d f(\xi(t - \mu(t))) + H\kappa(t) + G_e \int_{t-\rho(t)}^{t} f(\xi(s))ds, \]

\[ z(t) = G_1 f(\xi(t)) + G_2 \kappa(t), \]

with the following.

\[ A = \begin{bmatrix} 1.5 & 0 \\ 0 & 1.5 \end{bmatrix}, \quad G_b = \begin{bmatrix} 1.1 & 0.2 \\ -0.1 & -1.1 \end{bmatrix}, \quad G_d = \begin{bmatrix} 0.2 & 0 \\ 0.2 & -0.2 \end{bmatrix}, \]

\[ G_c = \begin{bmatrix} -0.5 & 0.3 \\ 0.2 & 0.1 \end{bmatrix}, \quad H = \begin{bmatrix} 0.4 & -0.2 \\ 0.3 & -0.14 \end{bmatrix}, \quad G_1 = \begin{bmatrix} 0.1 & 0.2 \\ -0.01 & 0.4 \end{bmatrix}, \]

\[ G_2 = \begin{bmatrix} 0.2 & -0.6 \\ 0.3 & 0.2 \end{bmatrix}. \]
Let the following be the case:

\[ \mu_M = 2.4, \quad \tau_M = 1.2, \quad \xi_1 = 0.5, \quad T = 5, \quad \xi_2 = 6, \]
\[ a = 0.10, \quad \delta = 1, \quad \mu_d = 0.9, \quad \tau_d = 0.2, \quad \rho_M = 0.1, \]

then \( F_1 = \text{diag}\{0, 0\}, F_2 = \text{diag}\{0.5, 0.9\} \). Using the MATHLAB tools to solve LMIs (35) and (36),
we may obtain \( \gamma = 17.4493 \), indicating that the neutral system under consideration is
finite-time stable. The activation function is described by \( f(s) = 0.5|\sin(t)|, 0.9|\cos(t)| \), and we
allow discrete time-varying delays to satisfy \( \mu(t) = 0.1 + 0.1|\sin(t)|, \rho(t) = 1.1|\sin(t)| \) and \( \tau(t) = 1 + 0.2|\cos(t)| \).

**Example 3.** Consider the following matrix parameters for the neutral-type neural networks:

\[ \dot{x}(t) - G_c \dot{x}(t - \tau(t)) = -A\xi(t) + G_b f(\xi(t)) + G_d f(\xi(t - \mu(t))) + G_e \int_{t-\rho(t)}^{t} f(\xi(s))ds, \]

with the following.

\[ A = \begin{bmatrix} 4 & 0 \\ 0 & 4 \end{bmatrix}, \quad G_b = \begin{bmatrix} 1.3 & 0.4 \\ 0.9 & 0.2 \end{bmatrix}, \quad G_d = \begin{bmatrix} 0.6 & 0.2 \\ 0.3 & -0.3 \end{bmatrix}, \]
\[ G_c = \begin{bmatrix} -0.5 & 0 \\ 0.2 & 0.5 \end{bmatrix}, \quad H = \begin{bmatrix} 0.41 & 0.5 \\ 0.69 & -0.31 \end{bmatrix}, \quad E = \begin{bmatrix} 0.4 & -0.2 \\ 0.3 & -0.2 \end{bmatrix}. \]

Let the following be the case:

\[ \tau_M = 0.2, \quad \xi_1 = 3, \quad T = 5, \quad \rho_M = 1.1, \]
\[ a = 0.001, \quad \delta = 0.005, \quad \mu_d = 0.1, \quad \tau_d = 0.1, \]

and \( \mu_M = 0.1, F_1 = \text{diag}\{0, 0\}, F_2 = \text{diag}\{2, 2\} \). Using the MATHLAB tools to solve LMIs
(8) and (9), we may obtain \( \xi_2 = 0.5996 \), indicating that the neutral system under consideration is
finite-time stable. The activation function is described by \( f(\xi(t)) = 4|\cos(t)| \), and we allow
discrete time-varying delays to satisfy \( \mu(t) = 0.8 + 0.5|\sin(t)|, \rho(t) = 0.1|\sin(t)| \) and \( \tau(t) = 0.1 + 0.1|\cos(t)| \).

**Example 4.** Consider the following matrix parameters for the neural networks matrix parameters:

\[ \dot{x}(t) = -A\xi(t) + G_b f(\xi(t)) + G_d f(\xi(t - \mu(t))), \]

with the following:

\[ A = \begin{bmatrix} 2 & 0 \\ 0 & 2 \end{bmatrix}, \quad G_b = \begin{bmatrix} 1 & 1 \\ -1 & -1 \end{bmatrix}, \quad G_d = \begin{bmatrix} 0.88 & 1 \\ 1 & 1 \end{bmatrix}, \]

then \( F_1 = \text{diag}\{0, 0\}, F_2 = \text{diag}\{0.4, 0.8\} \). Using the MATHLAB tools to solve LMIs (35) and (36),
we indicate that the neutral system under consideration is finite-time passive. In addition, the
acquired results are compared to previously published studies. The findings show that the stability
conditions presented in this paper are more effective than those found in previous research. By
solving Example 4 with LMI in Remark 3, we can obtain a maximum permissible upper bound \( \mu_M \)
fraction for different \( \mu_d \), as shown in Table 1.

Figure 1 provides the state response of system (4) under zero input and the initial condition
\[ [-3.5, 3.5]. \] The interval time-varying delays are chosen as \( \mu(t) = [3.6 + 0.9|\sin(t)|] \), and the
activation function is set as \( f(\xi(t)) = [0.4 \tanh(x_1(t)), 0.8 \tanh(x_2(t))]^T \).

The permissible upper bound \( \mu_M \) for various \( \mu_d \) is shown in Table 1. Table 1 shows that the conclusions of Remark 3 in this study are less conservative than those in [45–48], demonstrating the effectivity of our efforts. Table 1 shows the state variables’ temporal responses. The allowable upper bounds of \( \mu_M \) are listed in Table 1.
Figure 1. It provides the state response of system (4) under zero input and the initial condition $[-3.5, 3.5]$. The interval time-varying delays are chosen as $\mu(t) = [3.6 + 0.9|\sin(t)|]$, and the activation function is set as $f(\xi(t)) = [0.4\tanh(x_1(t)), 0.8\tanh(x_2(t))]^T$.

Table 1. Allowable upper bound $\mu_M$ for various $\mu_d$ of Example 4.

| Method          | $\mu_d = 0.8$   | $\mu_d = 0.9$   | Number of Variables |
|-----------------|-----------------|-----------------|---------------------|
| [45]            | 4.5940          | 3.4671          | $7.5n^2 + 8.5n$     |
| [46]            | 4.8167          | 3.4245          | $13.5n^2 + 13.5n$   |
| [47]            | 5.4428          | 3.6482          |                     |
| [48]            | 5.6384          | 3.7718          | $22n^2 + 14n$       |
| Remark 3        | 6.5411          | 4.5074          | $23n^2 + 23n$       |

Example 5. Consider the following matrix parameters for the neural networks matrix parameters:

$$\dot{\xi}(t) = -A\xi(t) + G_b f(\xi(t)) + G_d f(\xi(t - \mu(t))),$$

with the following:

$$A = \begin{bmatrix} 1.5 & 0 \\ 0 & 1.7 \end{bmatrix}, \quad G_b = \begin{bmatrix} 0.0503 & 0.0454 \\ 0.0987 & 0.2075 \end{bmatrix}, \quad G_d = \begin{bmatrix} 0.2381 & 0.9320 \\ 0.0388 & 0.5062 \end{bmatrix},$$

then $F_1 = \text{diag}\{0, 0\}$, $F_2 = \text{diag}\{0.3, 0.8\}$. The maximum delay bounds with $\mu$ calculated by Remark 3, as and the recommended criteria are presented in the Table 2.

Figure 2 provides the state response of system (4) under zero input and the initial condition $[-3.5, 3.5]$. The interval time-varying delays are chosen as $\mu(t) = [6.3190 + 0.55|\sin(t)|]$, and the activation function is set as $f(\xi(t)) = [0.3\tanh(x_1(t)), 0.8\tanh(x_2(t))]^T$.

From Table 2, it follows that Remark 3 provides significantly better results than [49–52] in the case of $\mu_d = 0.4$ and $\mu_d = 0.45$. However, in cases where $\mu_d = 0.5$ and $\mu_d = 0.55$, the results are slightly worse than in [21]. Additionally, the acquired results are compared to previously published studies. The findings show that the stability conditions presented in this paper are more effective than those found in previous research.
Table 2. Allowable upper bound $\mu_M$ for various $\mu_d$ of Example 5.

| Method | $\mu_d = 0.4$ | $\mu_d = 0.45$ | $\mu_d = 0.5$ | $\mu_d = 0.55$ | Number of Variables |
|--------|--------------|---------------|--------------|--------------|---------------------|
| [49]   | 4.6569       | 3.7268        | 3.4076       | 3.2841       | $8n^2 + 12n$        |
| [50]   | 4.5543       | 3.8364        | 3.5583       | 3.4110       | $13.5n^2 + 21.5n$   |
| [51]   | 7.6697       | 6.7287        | 6.4126       | 3.2569       | $13.5n^2 + 13.5n$   |
| [52]   | 8.3498       | 7.3817        | 7.0219       | 6.8156       | $7n^2 + 11n$        |
| Remark 3 | 9.7901       | 7.6470        | 6.7875       | 6.3190       | $23n^2 + 23n$       |

Figure 2. It provides the state response of system (4) under zero input and the initial condition $[-3.5, 3.5]$. The interval time-varying delays are chosen as $\mu(t) = [6.3190 + 0.55|\sin(t)|]$, and the activation function is set as $f(\xi(t)) = [0.3\tanh(x_1(t)), 0.8\tanh(x_2(t))]^T$.

5. Conclusions

In this study, a novel result was presented. The new systems have been used to derive the analysis of finite-time passivity analysis of neutral-type neural networks with mixed time-varying delays. The time-varying delays are distributed, discrete and neutral, and the upper bounds for the delays are available. We are investigating the creation of sufficient conditions for finite boundness, finite-time stability and finite-time passivity, which has not been performed before. First, we create a new Lyapunov–Krasovskii functional, Peng–Park’s integral inequality, descriptor model transformation and zero equation use, and then we used Wirtinger’s integral inequality technique. New finite-time stability necessary conditions are constructed in terms of linear matrix inequalities to guarantee finite-time stability for the system. Finally, numerical examples are presented to demonstrate the result’s effectiveness, and our proposed criteria are less conservative than prior studies in terms of larger time-delay bounds. By combining numerous integral components of the Lyapunov–Krasovskii function with inequality, our results offered wider bounds of time-delay than the previous literature (see Tables 1 and 2). Construction of an LMI variable number based on integral inequalities yields less conservative stability criteria for interval time-delay systems. We expect to be able to improve existing research and lead research into other areas of application.
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Appendix A

For $\Pi_{(i,j)} = \Pi_{(j,i)}$, $i, j = 1, 2, 3, \ldots, 23$ where the following is the case:

\[
\begin{align*}
\Pi_{(1,1)} &= -p_1 A - A^T p_1 - Q_1^T A - A^T Q_1 + Q_2^T + p_2 + p_3 + p_4 - F_1 H_1 + \mu_3^2 p_4 \\
&\quad + M_1^T + M_1 T + \mu_3^2 M_3 - 9 p_8 - 12 p_9 + \frac{\mu_4}{4} p_{10} - 2 \mu_3^2 p_{11} - p_2 A - A P_2 \\
&\quad + \mu_3^2 R_7 - R_9 - O_1^2 A - A^T O_2 - O_2^T A - A^T O_6 - 4 P_{12} - P_{33}, \\
\Pi_{(1,2)} &= -Q_1^T - A^T Q_{10} + Q_{11} + \mu_3^2 R_8 - A^T O_6 - O_1^2, \\
\Pi_{(1,3)} &= P_1 G_8 + Q_1^T G_8 + R_2 + R_3 + F_1 H_1 + P_2 G_8 + O_1^2 G_8 - A^T O_3 + O_2^2 G_8 - A^T O_2, \\
\Pi_{(1,4)} &= P_1 G_8 + Q_1^T G_8 + P_2 G_8 + O_2^2 G_8 - A^T O_4 + O_1^2 G_8 - A^T O_9, \\
\Pi_{(1,5)} &= -Q_1^T - Q_2^T - M_2 + M_2 + \mu_3^2 M_4 + R_9 + P_{13} - S, \\
\Pi_{(1,6)} &= Q_3 + 3 p_8 - 2 P_{12} + S, \\
\Pi_{(1,7)} &= -A^T Q_4 - Q_2^T - Q_5, \\
\Pi_{(1,8)} &= -A^T Q_4 - Q_4 - Q_2^T, \\
\Pi_{(1,9)} &= -R_5, \\
\Pi_{(1,10)} &= -W_1 p_1 + W_2 p_2 - A^T N_2^T - O_1 - O_2^T, \\
\Pi_{(1,11)} &= 36 p_8 + 12 p_8 + 6 p_{12}, \\
\Pi_{(1,12)} &= -60 p_8 - 120 p_9, \\
\Pi_{(1,13)} &= 360 p_9, \\
\Pi_{(1,14)} &= 2 \mu_3^2 p_{11}, \\
\Pi_{(1,15)} &= Z_1, \\
\Pi_{(1,16)} &= O_2^2 G_8 + O_2^3 G_8 + P_3 G_8 + P_4 G_8, \\
\Pi_{(1,17)} &= O_2^2 G_8 + O_2^3 G_8 + P_3 G_8 + P_4 G_8, \\
\Pi_{(1,18)} &= O_2^2 H + O_3^2 H + P_3 H + P_5 H, \\
\Pi_{(2,2)} &= -Q_{10}^T - Q_{10}^T + p_3^2 p_8 + \frac{\mu_3^2}{2} p_8 + \frac{\mu_4}{4} p_{11} + Q_{11}^T + Q_{14} + Q_{14} + \mu_3^2 R_9 \\
&\quad - O_1^T - O_6 + \mu_3^2 p_{10}, \\
\Pi_{(2,3)} &= Q_{10}^T G_8 + O_2^3 G_8 - O_7, \\
\Pi_{(2,4)} &= Q_{10}^T G_8 + O_2^3 G_8 - O_8, \\
\Pi_{(2,5)} &= -Q_{11}^T - Q_{12}, \\
\Pi_{(2,6)} &= Q_{12}, \\
\Pi_{(2,7)} &= -Q_4 - Q_{11}^T, \\
\Pi_{(2,8)} &= -Q_5 - Q_{12}, \\
\Pi_{(2,9)} &= Q_{13} - Q_{14}, \\
\Pi_{(2,10)} &= O_2^2 G_8, \\
\Pi_{(2,11)} &= O_2^2 G_8, \\
\Pi_{(2,12)} &= O_2^2 G_8, \\
\Pi_{(2,13)} &= O_2^2 H, \\
\Pi_{(3,3)} &= R_3 + R_6 - H_4 + O_3^2 G_8 + O_2^3 G_8 + G_8 O_7 + \mu_3^2 p_{12} + \mu_3^2 M p_{13} \\
&\quad + p_3^2 p_{16},
\end{align*}
\]
\[
\begin{align*}
\Pi_{(3,4)} &= O_d^T G_d + G_d^T O_4 + O_d^T G_d + G_d^T O_8, \\
\Pi_{(3,7)} &= G_d^T Q_4, \\
\Pi_{(3,8)} &= G_d^T Q_7, \\
\Pi_{(3,12)} &= W_1 - W_2 + G_d^T N_2 + G_d^T O_1 - O_d^T, \\
\Pi_{(3,21)} &= O_d^T G_e + O_d^T G_e, \\
\Pi_{(3,22)} &= O_d^T G_e + O_d^T G_e, \\
\Pi_{(3,23)} &= O_d^T H + O_d^T H, \\
\Pi_{(4,4)} &= \mu_d G_d R_3 - R_3 - H_2 + O_d^T G_d + G_d^T O_4 + O_8^T G_d + G_d^T O_8, \\
\Pi_{(4,5)} &= \mu_d G_d R_1^T - R_1^T + H^T F2^T, \\
\Pi_{(4,7)} &= G_d^T Q_4, \\
\Pi_{(4,8)} &= G_d^T Q_7, \\
\Pi_{(4,12)} &= G_d^T N_2 + G_d^T O_1 - O_4^T, \\
\Pi_{(4,21)} &= O_d^T G_e + O_d^T G_e, \\
\Pi_{(4,22)} &= O_d^T G_e + O_d^T G_e, \\
\Pi_{(4,23)} &= O_d^T H + O_d^T H, \\
\Pi_{(5,5)} &= \mu_d G_d R_3 - R_3 + M_1 + M_1^T - M_2 - M_2^T + \mu_M M_5 + \mu_M M_5 - F_1 H_2 - R_9 - R_9^T - 2P_{13} + S + S^T, \\
\Pi_{(5,6)} &= M_2 - M_1^T + \mu_M M_4 + R_9 + P_{13} - S, \\
\Pi_{(5,7)} &= -Q_5 - Q_6, \\
\Pi_{(5,8)} &= -Q_8 - Q_9, \\
\Pi_{(5,10)} &= R_8^T, \\
\Pi_{(5,11)} &= -R_8^T, \\
\Pi_{(5,18)} &= -Z_1, \\
\Pi_{(5,19)} &= Z_2, \\
\Pi_{(6,6)} &= -P_3 - R_4 - M_2 - M_2^T + \mu_M M_5 - 9P_8 - R_9 - 4P_{12} - P_{13}, \\
\Pi_{(6,7)} &= Q_6, \\
\Pi_{(6,8)} &= Q_9, \\
\Pi_{(6,9)} &= -R_5, \\
\Pi_{(6,11)} &= R_8^T, \\
\Pi_{(6,13)} &= -24P_8 + 6P_{12}, \\
\Pi_{(6,14)} &= 60P_8, \\
\Pi_{(6,19)} &= -Z_2, \\
\Pi_{(7,7)} &= -Q_5^T - Q_5 - P_6, \\
\Pi_{(7,8)} &= -Q_8 - Q_5^T - P_6, \\
\Pi_{(8,8)} &= -Q_9^T - Q_9 - P_6, \\
\Pi_{(9,9)} &= -R_6, \\
\Pi_{(10,10)} &= -P_4 - R_7, \\
\Pi_{(11,11)} &= -P_4 - R_7.
\end{align*}
\]
\[
\begin{align*}
\Pi_{(12,12)} &= -N_2^T N_2 + \mu_2^2 P_7 - Q_{13}^T Q_{13} - O_1^T A - A^T O_1 + P_{14} + \tau M P_{15}, \\
\Pi_{(12,21)} &= O_1^T G_c, \\
\Pi_{(12,22)} &= O_1^T G_c, \\
\Pi_{(12,23)} &= O_1^T H, \\
\Pi_{(13,13)} &= -192 P_8 - 72 P_9 - 12 P_{12}, \\
\Pi_{(13,14)} &= 360 P_8 + 480 P_9, \\
\Pi_{(13,15)} &= -1080 P_9, \\
\Pi_{(14,14)} &= -720 P_8 - 3600 P_9, \\
\Pi_{(14,15)} &= 8640 P_9, \\
\Pi_{(15,15)} &= -21600 P_9, \\
\Pi_{(16,16)} &= -2 P_{11}, \\
\Pi_{(17,17)} &= -P_{10}, \\
\Pi_{(18,18)} &= -Z_1^T Z_1 - P_7, \\
\Pi_{(18,19)} &= -P_7, \\
\Pi_{(19,19)} &= -Z_2^T Z_2 - P_7, \\
\Pi_{(20,20)} &= -\tau M P_{15}, \\
\Pi_{(21,21)} &= -P_{14} + \tau M P_{14}, \\
\Pi_{(22,22)} &= -P_{16}, \\
\Pi_{(23,23)} &= -\alpha I, \quad \text{and the other are equal zero.}
\end{align*}
\]
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