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**Abstract.** We present numerical investigations into the question of the validity of the Boltzmann prescription in statistical mechanics for large systems, addressing the issue of whether extensivity of energy implies the extensivity of the Boltzmann entropy. The importance of the question stems from the fact that it is currently considered open by some investigators but quite settled by others. We report *ab initio* results for gas-like Hamiltonian systems with long-range as well as short-range interactions, based on simulations that explicitly consider more than $2^{30} \approx 10^9$ states of the full Hilbert space. The basis of the technique is Monte Carlo algorithms. Despite the largeness of the numbers used, careful inspection shows that the systems studied are still too small to settle uniquely the issues raised. Therefore, the new approach outlined represents a first step in
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Numerical studies for an \textit{ab initio} investigation into the Boltzmann prescription in statistical mechanics of large systems addressing on first principles the question of non-extensive statistical mechanics. General theoretical comments are also supplied to supplement the numerical investigations.
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1. Statement of the problem

The statistical mechanics of non-extensive systems is still considered an open problem [1, 2]. On the one hand, many studies in the past three decades have addressed the issue of generalizations of Boltzmann–Gibbs statistical mechanics [3–10]. These studies typically assume a non-logarithmic entropy, leading to power law distributions (e.g. Zipf–Mandelbrot distributions [6–8]) instead of exponential distributions of energy. Tsallis statistical mechanics falls into this category and it has found many applications throughout the years [11–20]. On the other hand, not everybody is fully convinced about the validity of such approaches to statistical mechanics [21, 22].

It is well known that for gas-like systems governed by Hamiltonians with only short-range interactions between the constituent subsystems, the total energy is extensive, i.e. additive, in the limit of infinite subsystems (and reservoirs). Moreover, the Boltzmann entropy is also necessarily extensive because subsystems far enough apart from each other act independently. Indeed, the Boltzmann factor is the unavoidable consequence of the extensivity of the Boltzmann entropy. But what happens if the Hamiltonian contains long-range interactions that decay with distance as a power law? This question lies at the heart of the entire problem.
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One way of formulating the problem succinctly is as follows. Given a gas-like Hamiltonian system of macroscopic size, with interactions that are not only of short range but can also be of long range between the many separate components, what is the functional form of the distribution of energy $E_S$ for a macroscopic subsystem? Is it proportional to $\exp[-\beta E_S]$ as we have learned traditionally from Boltzmann arguments or is it different, perhaps an exotic power law tailed distribution as suggested by Tsallis and others?

There have been two different attempts to justify non-Boltzmann distributions. One approach appeals to myriads of experiments that show power-law scaling and thus consists of an empirical justification [5]. Some have argued against such arguments along with the claim that power law scaling in systems far from thermodynamic equilibrium has little to say about systems in equilibrium. While these objectors do not deny power-law scaling in the Gutenberg–Richter law for earthquakes [23], for example, they argue that tectonic plates are not in thermodynamic equilibrium, and that such arguments do not contribute to settling issues about equilibrium. They assert that direct and convincing empirical evidence supporting Tsallis and similar distributions for systems in equilibrium is still lacking. In reacting to similar arguments that treat Tsallis statistics as the correct description not for systems in equilibrium, but rather for metastable states [24–27], the objectors point out that the approach to equilibrium is a separate topic and metastable states provide no compelling basis to abandon the Boltzmann entropy.

Abe and Rajagopal have attempted to construct a theoretical foundation for Tsallis statistics [6–8]. In brief, their argument proceeds by (i) assuming a Zipf–Mandelbrot distribution with power law behavior for the energies, (ii) showing that Khinchin’s derivation in terms of Gaussian distributions and the central limit theorem must be generalized via Lévy $\alpha$-stable distributions and the Lévy–Gnedenko generalized central limit theorem, and finally (iii) recovering the usual thermodynamic properties relating energy, temperature, and entropy.

A similar argument is to allow different parts in the total system to maintain long-range correlations in their energies, so that the convergence to Gaussian distributions demanded by the central limit theorem fails. The expected convergence would be disrupted by the long-range correlations in energy, which violate the conditions for the theorem to hold. The Tsallis factor might be justified if the energy correlations lead to a $q$-Gaussian distribution of energy for the total system. Both these approaches assume, implicitly if not explicitly, that the interaction energy is non-negligible even for arbitrarily large separations between constituent components. In other words, both these arguments assume strongly interacting subsystems.

Because there is no denying that, if justified, alternatives to the Boltzmann prescription would be exciting to pursue, we undertook a direct numerical investigation into some systems that we describe below. First we touch upon analytical underpinnings of the Boltzmann prescription as we have learned traditionally in textbooks. Then we initiate a computational study of large systems with long-range interactions that might, at least in principle, possibly produce departures from the Boltzmann extensivity result. Finally, we conclude the presentation with a few remarks.
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2. Analytical preliminaries

Let us begin by reviewing what is well known in the traditional development of statistical mechanics as laid out in innumerable texts [28–34].

If you toss a coin 20 times up in the air, it might come down 6 times heads and 14 times tails. If, however you toss the coin \( N \) times where, rather than \( N = 20 \), you have \( N \gg 1 \), you will find that the probability of heads and tails is about equal. In other words, equal a priori probability law will hold for large \( N \). The law dictates, thus, that the probability is \( 1/\Omega \) where \( \Omega = 2 \) is the number of states available. Precisely the same law is assumed for an isolated-system situation (microcanonical ensemble case) in statistical mechanics where, if energy of the system is denoted by \( E \), then the probability that the system has that energy is given by \( p(E) = 1/\Omega(E) \). Numerous attempts to justify the equal a priori probability law have been made by investigators in ergodic theory contexts. However, it is difficult to use them confidently because of the problem posed by the requirement of metrical transitivity that has been very rarely shown to be satisfied. It is best to avoid the ergodic arguments and to take, as many have (see [28–34]), the principle of equal a priori probability as a law of nature applying to systems in thermal equilibrium.

Let a supersystem (merely meaning a very large system) be isolated. Let us focus on the probability \( p(E_S) \) that a part of it, we will call it the system, has energy \( E_S \). Let us name the rest of the supersystem the reservoir that works as a thermal bath for the system. Generally, if the energy of the bath is \( E_B \), and the interaction energy between system and bath is \( V \), the energy of the super system is \( E_S + E_B + V \).

Let us use, as an approximation, the neglect of \( V \). This is assumed to be the result of the nature of the system (motivated and justified by the number of degrees of freedom being enormous and the range of interaction not being too long). The approximation allows us to conclude that

\[
p_1(E_S)p_2(E_B) = p_{1,2}(E_S + E_B). \tag{1}
\]

Here we are considering two systems (1) and (2) in turn as separate subsystems on the left side of the equation, and the two together as a single subsystem (1) and (2) on the right of the equation. Without any further arguments, one can then conclude that \( p \) is an exponential function of energy: the conclusion is assured by the energies being sums and the probabilities being products, simultaneously. Both are consequences of the neglect of \( V \). There are no possibilities of Tsallis-like departures from the Boltzmann prescription if \( V \) is neglected and the product condition of probabilities is assumed.

The argument is straightforward and can be appreciated from discussions in all the numerous texts quoted. Standard graduate texts such as by Reichl [28], Huang [29], and Pathria and Beale [30] have provided this explanation for generations of readers learning the principles of statistical mechanics for the first time. We recommend to the

---

4 The experiment is, needless to state, equivalent to tossing 20 non-interacting coins and counting the outcome as well.

5 Note here, for instance the words of Feynman on page 1 of [33] and of Kubo on page 7 of [34].

6 It is wise to take care not to be misled by occasional discussions encountered in the literature that suggest Taylor expansions of the exponential of a logarithm along with the statement that logarithms are dictated by the large number of degrees of freedom.
reader particularly the lucid discussions in the three additional texts [31–33] where we believe the development is crystal-clear and devoid of possible confusions.

Although the neglect of $V$ in systems of enormous numbers of degrees of freedom assures one of the Boltzmann prescription (i.e. the exponential probability law), we believe that the need remains to investigate its validity for systems in which $V$ cannot be neglected, for instance in systems with long-range interactions even if the system size is huge. The essence of the present study is that we attempt to do in this in a direct computational manner, taking advantage of another well-discussed idea that has, however, not been used for this specific purpose, to the best of our knowledge. The idea is based on relating the probability $p(E_S)$ of the system to have energy $E_S$ to properties of the bath having the energy $E_B = E - E_S - V$. In this particular expression, $E$ is the (constant) energy of the supersystem that is the combination of the system and the bath and that is considered to be itself isolated and therefore with a constant $E$.\footnote{Note that this has little connection with equation (1) whose assertion addresses two parts of the supersystem considered first separately and then together.}

The probability $p(E_S)$ of the system to have energy $E_S$ is given by the probability of the bath (reservoir) to have the energy $E_B = E - E_S - V$. Whereas the standard textbooks [28–34] assume the neglect of $V$ in this expression for $E_B$, we set ourselves the task of calculating this quantity explicitly when $V$ cannot be necessarily neglected. We do this numerically from independent considerations of the reservoir Hamiltonian in the presence of arbitrary-range interactions $V$. If $V$ effects are negligible, we return to Boltzmann. If $V$ is not negligible, we get an opportunity to look for departures as suggested by Tsallis and his collaborators.

We have found that our procedure that we report below, shares the philosophy set out in the two simple examples given by Feynman in his text [33] where (on pages 3–5 of the book), he has taken the reservoir to consist, in the first case, of $N$ independent harmonic oscillators and, in the second, of $N$ noninteracting particles in a box. Interactions $V$ are neglected in that analysis and the canonical distribution is explicitly verified. Although similar, our study has as its aim a search for departures from the canonical distribution that might arise from long-range interactions. Therefore, by contrast, what we study below is spin systems first of short range and then of intermediate and long range.

3. Numerical results

The number of states $\Omega$ grows with the system size. Hence, most if not all numerical studies have used sampling methods, e.g. Monte Carlo simulations using Glauber or Metropolis algorithms to ensure detailed balance [35, 36]. Many such methods assume the Boltzmann factor.

To overcome such limitations, we run \textit{ab initio} simulations without assuming the Boltzmann factor. For this, we sweep the entire Hilbert space of the total system (supersystem) using brute force to obtain the distribution $\Omega(E)$. Then, we select just those states that correspond to the microcanonical ensemble (for a given energy $E$ or, in our case, a small window of energies around $E$ as explained below), and use this ensemble.
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Figure 1. Comparison of analytically and numerically estimated distribution of energy $\Omega(E)$ for two illustrative examples: (a) nearest neighbor 1D Ising model with $N = 30$ spins and (b) mean field Ising model with $N = 29$ spins. The even and odd numbers of spins were chosen due to symmetry considerations. We see perfect agreement between the analytical and numerical results.

for the supersystem to study the corresponding ensemble for the system and its distribution $p(E_S)$. As a test subject for our numerical studies, we consider the one-dimensional Ising model with periodic boundary conditions.

3.1. Numerical estimation of $\Omega(E)$

Prior to investigating the statistical mechanical properties of extensive and non-extensive systems, we first need to know how the number of states of the supersystem depends on the energy. Figure 1 compares the numerically estimated values of $\Omega(E)$ for the nearest-neighbor 1D Ising model and the mean field Ising model, which are both easy to test. For the one-dimensional Ising model with nearest neighbor ferromagnetic interactions, $H = -J \sum_i s_i s_{i+1}$, with periodic boundary conditions, where $s = \pm 1$ are the ‘spins’, and the constant $J > 0$ has units of energy. We have taken $J = 1$ without loss of generality. For the mean field model, all spins interact with all other spins: $H = -J \sum_{ij} s_i s_j$.

The histograms for $\Omega(E)$ (black curves in figure 1), for the nearest neighbor and mean field cases, were numerically obtained by generating all of the configurations of the system and calculating the energy of each state though the Hamiltonians provided in the previous paragraph. The analytical curves in figure 1 were estimated as follows.
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For the 1D nearest neighbor Ising model, the ground state is two-fold degenerate, due to the spin inversion symmetry. There are $2N$ states corresponding to the first excited level, which arises when there are two domains separated by a single domain wall. The $n$th excited level $E_n$ corresponds to

$$\Omega(E_n) = 2 \binom{N}{n} = 2 \frac{\Gamma(N + 1)}{\Gamma(N - n + 1)\Gamma(n + 1)},$$

number of states. The energy depends on $n$ as

$$E(n) = 2nJ - N,$$

so $E_n$ and $n$ are linearly related.

For the mean field model, one again recovers equation (2), by interpreting $n$ not as the number of domains but rather as the number of flipped spins. The energy, however, is no longer linear in $n$, instead the energy is given by

$$E(n) = -\frac{(N - n)(N - n - 1)}{2} - \frac{n(n - 1)}{2} + n(N - n),$$

where the first and second terms represent the interactions between the ‘up’ and ‘down’ spins respectively, while the last term represents the interaction between the set of ‘up’ spins with the set of ‘down’ spins.

We see perfect agreement between the analytical and the numerical results.

### 3.2. From microcanonical to canonical

In order to consider systems with interactions of any range, the models provided above can easily be generalized as

$$H = -J \sum_{ij} s_is_jw_{ij}(|x_i - x_j|),$$

where we have introduced the weight function $w_{ij}$ that depends on the distance between two given spins. For simplicity, the distance between two consecutive spins is taken to be $|x_i - x_{i\pm 1}| = 1$. In this way, for example, $w_{ij}(|x_i - x_j|) = \delta_{i\pm 1}$ for the nearest neighbor model, where $\delta_{ij}$ is the Kronecker delta, while $w_{ij}(|x_i - x_j|) = 1$ for the mean field model. For interactions with a varying range, we introduce a power law weight function that decays with the distance, i.e.

$$w_{ij}(|x_i - x_j|) = \frac{1}{|x_i - x_j|^\gamma},$$

where the parameter $\gamma$ is used to control the range of the interaction. As such, we are now dealing with a 1D chain of spins with periodic boundary conditions that interact through weighted ferromagnetic interactions. In order to estimate the distribution $\Omega(E)$, we sample the whole configuration space by generating random configurations of the spins.
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To study canonical ensembles, we divide the previous system into two parts: a large set of contiguous spins that function as a thermal bath and the rest, a smaller set of contiguous spins that play the role of a system in contact with the bath through the interactions between the spins. In what follows, we will refer to this small set of spins as the *system*, whereas the sum of the system and the bath will be referred to as the *supersystem*. It is worth mentioning that, when calculating the interaction or weight function between two given spins, we do not make any difference whether they belong to the bath or the system as shown in equation (5).

The calculation of the distribution $p(E_S)$ for the system requires a different approach in order to take into account the degenerate states of a smaller subset of spins. For this, we first consider the system as isolated and open as we calculate the distribution $p_{ac}(E_S)$ by generating all of its configurations. Further on, we again randomly sample the whole supersystem, bath and system, as we probe the distribution $p_{rs}(E_S)$ within a narrow window of energies $E_{\text{min}} < E < E_{\text{max}}$ of the supersystem. This window of energies is selected to provide the system with an almost constant temperature in its interaction with the bath, while generating enough samples for our statistical estimations of $p(E_S)$. Finally, $p(E_S)$ is calculated as

$$p(E_S) = \frac{p_{rs}(E_S)}{p_{ac}(E_S)}.
$$

(Depending on the distribution $p(E_S)$) During this last step, we also calculate the mean values and variance of the bath energy $E_B$ and the interaction energy $V$ between the bath and the system.

3.3. Short-range Hamiltonians

Figure 2 shows the numerical results obtained for three systems with short range interactions. We considered systems with size $N = 1530$, where 1500 spins provided the thermal bath for the other 30 spins that constitute the system. The first row of plots in the figure shows the distribution $\Omega(E)$ (violet curves) that was obtained over $10^6$ randomly generated configurations for each case. The narrow window of energies $E_{\text{min}} < E < E_{\text{max}}$, depicted by the cyan solid bar, was selected in order to provide more than $10^4$ samples for the configuration of the system.

On the other hand, the top panels in the second row of figure 2 show the distributions $p_{ac}(E_S)$, $p_{rs}(E_S)$, and $p(E_S)$ for the system with black, red, and green curves, respectively, while the middle panels show again $p(E_S)$ (green curve) and an exponential fit (red dashed curve) over selected data (in blue). The bottom panels of the second row show the mean bath and interaction energies (red and black dashed curves with solid circles, respectively), while the bars correspond to their variance. The different columns in the figure correspond to the nearest neighbor case (a) and two cases with a short-ranged inverse power-law weight function for $\gamma = 5$ (b) and $\gamma = 2$ (c). One can appreciate the extensive nature of these systems as the difference in magnitude between the bath energy $E_B$ and the interaction energy $V$ is very large for all of the values of $E_S$, as well as the good fit of the exponential curve over the data for $p(E_S)$ in all of the cases.
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Figure 2. Comparison of numerically estimated results for 1D models with short-range Hamiltonians with $N = 1530$, where 1500 spins constitute the bath while 30 spins constitute the system. The different columns correspond to the nearest neighbor case (a) and two cases with a short-ranged inverse power-law weight function for $\gamma = 5$ (b) and $\gamma = 2$ (c). In the first row, log–lin plots of the distribution $\Omega(E)$ (violet curves) obtained over $10^6$ randomly generated configurations of the supersystem. The cyan bar marks the narrow window of energies from which the samples for the distribution $p(E_S)$ of the system were obtained: 11433 in (a), 14658 in (b), and 16501 in (c). In the second row, the top panels show log–lin plots of the distributions $p_{ac}(E_S)$, $p_{rs}(E_S)$, and $p(E_S)$ for the system with the black, red, and green curves, respectively. The panels in the middle show log–lin plots of $p(E_S)$ (green curve) and an exponential fit (red dashed curve) over selected data (in blue) for each case. The panels at the bottom of the second row show the corresponding mean bath energy $E_B$ and mean interaction energy $V$ (red and black dashed curves with solid circles, respectively), while the bars correspond to their variance for each case.

The exponential function used for fitting the data of $p(E_S)$ in the middle panels of the second row in figure 2 is given by

$$p_{bo}(E_S) = A \exp[-\beta(E_S + E_{S0})],$$

with fitting parameters $A$, $\beta$, and $E_{S0}$.

3.4. Intermediate-range Hamiltonians

Figure 3 shows the numerical results obtained for two systems with intermediate range interactions from an inverse power-law weight-function for $\gamma = 0.8$ (a) and $\gamma = 0.4$ (b), with $N = 1530$, where 1500 spins as the thermal bath and 30 spins as the subsystem. The first row of plots in the figure shows the distribution $\Omega(E)$ (violet curves) obtained over $10^6$ randomly generated configurations for each case. The narrow window of energies
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Figure 3. Comparison of numerically estimated results for 1D models of Hamiltonians with an intermediate range for $N = 1530$, where 1500 spins constitute the bath while 30 spins constitute the system. The different columns correspond to two cases with an inverse power-law weight function for $\gamma = 0.8$ (a) and $\gamma = 0.4$ (b). In the first row, log–lin plots of the distribution $\Omega(E)$ (violet curves) obtained over $10^6$ randomly generated configurations of the supersystem. The cyan bar marks the narrow window of energies from which the samples for the distribution $p(E_S)$ of the system were obtained: 18 786 in (a) and 10 418 in (b). In the second row, the top panels show log–lin plots of the distributions $p_{ac}(E_S)$, $p_{rs}(E_S)$, and $p(E_S)$ for the system with the black, red, and green curves, respectively. The panels in the middle show log–lin plots of $p(E_S)$ (green curve), an exponential fit (red dashed curve) over selected data (in blue), and fits with equations (9) and (10) over the data in green for each case. The panels at the bottom of the second row show the corresponding mean bath energy $E_B$ and mean interaction energy $V$ (red and black dashed curves with solid circles, respectively), while the bars correspond to their variance for each case. The inset in the bottom panel of (a) shows a detail of the strong fluctuations of $E_B$.

$E_{\text{min}} < E < E_{\text{max}}$ (cyan solid bar) was selected in order to provide more than $10^4$ samples for the configuration of the system.

The top panels of the second row in figure 3 show the distributions $p_{ac}(E_S)$, $p_{rs}(E_S)$, and $p(E_S)$ for the system (black, red, and green curves, respectively), while the middle
panels show again \( p(E_S) \) (green curve). The red dashed curves in these panels correspond to an exponential fit with equation (8) over selected data (in blue). Notice that, for this case, the exponential function fits only those data of \( p(E_S) \) for energies \( E_S \) where \( V \ll E_B \), shown in the bottom panels with the black and red dashed curves with solid circles, respectively; the bars in these plots correspond to their variance. For the values of \( E_S \) where \( V \) and \( E_B \) are commensurable, the middle panels of the second row also show two other fitting functions over the data for \( p(E_S) \). For this, we first used the equation provided by Tsallis statistics (dot–dash violet curves), i.e.

\[
p_{ts}(E_S) = A[1 - \beta(1 - q)(E_S + E_{S0})]^{1/(1-q)}, \tag{9}
\]

with fitting parameters \( A, \beta, q, \) and \( E_{S0} \). The second curve corresponds to another generalization of the exponential function, given by the equation (dot–dash–dash orange curves):

\[
p_{al}(E_S) = A\exp[\beta(E_S + E_{S0})^{1-\alpha}](E_S + E_{S0})^{-\alpha}, \tag{10}
\]

with fitting parameters \( A, \beta, E_{S0}, \) and \( \alpha \). One can appreciate that both of these equations are able to fit well the data of \( p(E_S) \) in this region \( V \approx E_B \) but not the complete distribution, as the system can be considered extensive for some values of \( E_S \) but non-extensive for others, taking into account that our systems are finite.

3.5. Long-range Hamiltonians

Finally, figure 4 shows the numerical results obtained for three systems with long range interactions: an inverse power-law weight-function for \( \gamma = 0.2 \) in (a) and \( \gamma = 0.1 \) in (b), and the mean field case in (c). Again, \( N = 1530 \) with 1500 spins providing the thermal bath for the other 30 spins that constitute the system. As in the previous two figures, the first row of plots show the distribution \( \Omega(E) \) (violet curves) obtained over \( 10^6 \) randomly generated configurations for each case. The narrow window of energies \( E_{\text{min}} < E < E_{\text{max}} \) (cyan solid bar) was selected in order to provide sufficient samples of the configuration of the system for the subsequent statistical analysis.

The top panels of the second row in figure 4 show the distributions \( p_{ac}(E_S), p_{rs}(E_S), \) and \( p(E_S) \) for the subsystem (black, red, and green curves, respectively), while the middle panels show again \( p(E_S) \) (green curve). For the cases analyzed, with long-range Hamiltonians, the system is clearly non-extensive as \( V \approx E_B \) for all of the values of \( E_S \) (see bottom panels in the second row), therefore, \( p(E_S) \) does not show an exponential behavior and its data are better fitted with the equations (9) and (10) shown with the dot–dash violet and dot–dash–dash orange curves respectively in (a) and (b), where we have considered a weight function that decays as an inverse power law. For the mean field case in (c), a constant fitting function was enough to describe the distribution \( p(E_S) \), shown with the dashed violet curve in the middle panel of the second row.

3.6. Bath, system and interaction energies

Considering the finite nature of the systems studied in figures 2–4, the mean and variance for the energies involved are still finite as well. For instance, the thermodynamic limit
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Figure 4. Comparison of numerically estimated results for 1D models of long range Hamiltonians for $N = 1530$, where 1500 spins constitute the bath while 30 spins constitute the system. The different columns correspond to two cases with an inverse power-law weight function for $\gamma = 0.2$ (a) and $\gamma = 0.1$ (b), and the mean field case. In the first row, log–lin plots of the distribution $\Omega(E)$ (violet curves) obtained over $10^6$ randomly generated configurations of the supersystem. The cyan bar marks the narrow window of energies from which the samples for the distribution $p(E_S)$ of the subsystem were obtained: 10,131 in (a), 5807 in (b), and 24,231 in (c). In the second row, the top panels show log–lin plots of the distributions $\rho_{\text{soft}}(E_S)$, $\rho_{\text{red}}(E_S)$, and $p(E_S)$ for the system with the black, red, and green curves, respectively. The panels in the middle show log–lin plots of $p(E_S)$ (green curve) and fits with equations (9) and (10) over the data in blue in (a) and (b), and a constant fit in (c) for the mean field case. The panels at the bottom of the second row show the corresponding mean bath energy $E_B$ and mean interaction energy $V$ (red and black dashed curves with solid circles, respectively), while the bars correspond to their variance for each case.

for Hamiltonians with short-range interactions corresponds to the scenario in which the bath energy $E_B$ is infinitely larger than the system energy $E_S$, which in turn is infinitely larger than the interaction energy $V$. Even though our numerical results clearly show that the system sizes are still much too small, the proposed numerical approach does not assume the Boltzmann factor in the sampling method and, for the systems analyzed, we have been able to recover the exponential dependence of $p(E_S)$ when $V \ll E_B$. In contrast, when $V \approx E_B$, the system shows a non-extensive behavior for the corresponding values of $E_S$ and the data for $p(E_S)$ are better described with equation (9) from Tsallis statistics, or with the generalized exponential provided in equation (10) for that matter.

In this regard, systems interacting through long-range forces fall in the realm of non-extensive statistical mechanics. For this kind of systems, some anomalous behaviors may develop in the thermodynamic limit such as divergencies and negative heat capacity, for
example, in comparison with extensive systems. Such systems are thermodynamically unstable, however, this matter is a developing topic (see [10] and references therein). In our case, non-extensivity is reached when $\gamma < 1$ for the size of the bath and system considered here. As such, our results provide a lower bound regarding the sizes necessary to obtain statistically meaningful results with our sampling method. Of course, it is desirable to develop a systematic study with increasingly larger supersystems, i.e. larger baths and systems, in order to be able to extrapolate our results in the thermodynamic limit. For example, it would be interesting to determine if our parameter $\gamma$ shows any kind of scaling with the system size. For the moment, such a study is technically out of our reach.

4. Concluding remarks

We have seen that a reexamination of traditional arguments strengthens the supposition that extensivity of entropy implies extensivity of energy. For large systems with enormous degrees of freedom, the Boltzmann prescription always applies unless interactions between parts of the system play a crucial role. Departures may be possible if they do play a role: for instance through long-range interactions. In such cases, conventional analytical approaches are rendered intractable. This induces us to develop an ab initio numerical approach similar to studies mentioned by Feynman in his book on statistical mechanics [33]. Whereas Feynman’s examples result in merely justifying the Boltzmann prescription for systems with no interactions between the system and the bath, our procedure has as its aim a study of the validity of the prescription for systems with interactions present. Our results allow us to estimate the minimum systems sizes to infer statistically meaningful results. For the nearest-neighbor Ising model in 1D, a system of ten spins and a bath of $10^2$ spins would lead to system energies of approximately one order of magnitude larger than the interaction energies and a bath energy one order of magnitude larger than the system energy. The simulations would take too long with the computational resources at our disposal: sweeping $2^{100} \approx 10^{31}$ configurations would take years. However, the simulations may become feasible in the future as more powerful computational machines become available. Furthermore, cleverly designed sampling techniques might significantly lower the computational cost. We have thus provided an explicit modus operandi to continue the examination of the question posed in the context of more complex systems.
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