North American extreme precipitation events and related large-scale meteorological patterns: a review of statistical methods, dynamics, modeling, and trends
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Abstract
This paper surveys the current state of knowledge regarding large-scale meteorological patterns (LSMPs) associated with short-duration (less than 1 week) extreme precipitation events over North America. In contrast to teleconnections, which are typically defined based on the characteristic spatial variations of a meteorological field or on the remote circulation response to a known forcing, LSMPs are defined relative to the occurrence of a specific phenomenon—here, extreme precipitation—and with an emphasis on the synoptic scales that have a primary influence in individual events, have medium-range weather predictability, and are well-resolved in both weather and climate models. For the LSMP relationship with extreme precipitation, we consider the previous literature with respect to definitions and data, dynamical mechanisms, model representation, and climate change trends. There is considerable uncertainty in identifying extremes based on existing observational precipitation data and some limitations in analyzing the associated LSMPs in reanalysis data. Many different definitions of “extreme” are in use, making it difficult to directly compare different studies. Dynamically, several types of meteorological systems—extratropical cyclones, tropical cyclones, mesoscale convective systems, and mesohighs—and several mechanisms—fronts, atmospheric rivers, and orographic ascent—have been shown to be important aspects of extreme precipitation LSMPs. The extreme precipitation is often realized through mesoscale processes organized, enhanced, or triggered by the LSMP. Understanding of model representation, trends, and projections for LSMPs is at an early stage, although some promising analysis techniques have been identified and the LSMP perspective is useful for evaluating the model dynamics associated with extremes.

1 Introduction
Considerable previous research, surveyed in this paper, has shown that short-term extreme precipitation is often associated with distinct synoptic and larger-scale circulation patterns. Within the larger-scale environment, extreme precipitation is often directly forced by local and mesoscale factors, with the larger environment playing a crucial role in providing a favorable environment for, and then organizing or triggering, the smaller-scale factors. While the full spectrum of scales is important, we focus here on the synoptic and subcontinental scales of circulation, which are well-resolved in both weather and climate models, have greater predictability than smaller scales, and can provide the potential for statistical downscaling in seasonal and climate change contexts.

We frame our consideration in terms of large-scale meteorological patterns (LSMPs), in parallel to Grotjahn et al. (2016), which considered the link between LSMPs and extreme temperature. Both Grotjahn et al. (2016) and the current study are outputs from the US Climate and Ocean-Variability, Predictability, and Change (CLIVAR) Extremes Working Group and a related workshop (Grotjahn et al. 2014). In contrast to teleconnections, which are typically defined based on the characteristic spatial variations of a field [e.g., empirical orthogonal functions (EOFs) of 500 hPa heights] or on the remote circulation response to a known forcing [e.g., El Niño–Southern Oscillation (ENSO)], LSMPs are recurrent meteorological patterns defined relative to the occurrence of a specific phenomenon—here,
extreme precipitation—and with an emphasis on the synoptic scale that has a primary influence in individual events. As noted in Grotjahn et al. (2016), there are at least three ways of defining LSMPs for extreme events: compositing based on the events, pattern-based analysis of circulation or thermodynamic fields during periods when the events occurred, or case studies.

The definition of extreme precipitation also introduces considerable complexity. A definition of “extreme” generally has three distinct aspects: a metric (e.g., top 1%, values greater than 5 cm, recurrence interval of 5 years), a timescale (e.g., accumulation over hours, days, or the total event), and a spatial scale (e.g., station-based, grid box, area-average, extent of contiguous rain area). Different values for each aspect may be expected to correspond to different impacts, e.g., flash flooding, riverine flooding, stormwater management, agricultural damage, water management, etc., at local or regional levels, and to be of varying importance depending on season and region. As a result, a wide variety of extreme precipitation definitions are in use, complicating the construction of general conclusions of the role of LSMPs.

The local factors governing extreme precipitation are controlled by basic physical considerations: moisture availability, lift, stability, and duration. The LSMPs that determine or influence these factors are much more complex, are both regionally- and seasonally-dependent, and vary considerably based on the definition of extreme. Here we review the current literature on the links between extreme precipitation and LSMPs for North America. Acronyms are in wide use for this topic and, while they are all defined upon first use in this review, for convenience we also provide a list of the most frequently-used acronyms in Table 1. We consider the substantial issues regarding definitions, data, and methodology for both LSMPs and extreme precipitation in Sect. 2, the LSMPs and related dynamical mechanisms in Sect. 3, observed and projected trends in Sect. 4, and model representation of the observed relationships and dynamical mechanisms in Sect. 5. We end with a summary and perspectives for future work in Sect. 6.

2 Data, definitions, and methodology

This section considers precipitation data in Sect. 2.1, fitness of reanalysis data in Sect. 2.2, definitions of “extreme” in Sect. 2.3, the methodology of extreme value statistics and trend analysis in Sect. 2.4, and methods for identifying LSMPs in Sect. 2.5. The consideration of data sources is important context for LSMP analysis, as data-related limitations can influence the results. Model output data is considered separately in Sect. 5.

2.1 Precipitation data

The depth of our understanding of the connections between LSMP and precipitation extremes is limited by the quality of high-frequency observations of precipitation. Gauge data from weather stations is a principal source of precipitation observations over land. The Global Historical Climate Network (GHCN) daily dataset (Menne et al. 2012) is a multi-decadal quality controlled collection of weather station measurements, including precipitation. Measurements over the contiguous US (CONUS) region (downloadable at

| Table 1 Frequently-used acronyms | Extreme definitions |
|----------------------------------|---------------------|
| ETCDDI                           | Expert Team on Climate Change Detection and Indices |
| Rx1 day                          | Seasonal or annual maximum of 24-h (1-day) precipitation |
| Rx5 day                          | Seasonal or annual maximum of pentad (5-day) precipitation |
| Statistics                       | Generalized extreme value |
| GEV                              | Peaks-over-threshold |
| POT                              | Contiguous United States (excludes Hawaii and Alaska) |
| Geographic                       | Large-scale meteorological pattern |
| CONUS                            | Coupled Model Intercomparison Project, Phase 5 |
| Meteorology and climate          | Atmospheric river |
| LSMP                             | (Vertically) integrated (water) vapor transport |
| CMIP5                            | Low level jet |
| AR                               | Mesoscale convective system |
| IVT                              | Tropical cyclone (includes hurricanes) |
| LLJ                              | Warm conveyor belt |
http://www.ncdc.noaa.gov/oa/climate/ghcn-daily/) are of particularly high density compared to the rest of the world. Figure 1 (discussed in detail in Sect. 4) shows GHCN station locations; note that station density is higher in the eastern part of the country compared to the western part.

To connect extreme precipitation to LSMPs as simulated through reanalyses or climate models, gridded precipitation products are often required. Several such products constructed from station data are available from various sources for selected parts of the globe. Differing techniques to transform daily precipitation station data to grids result in different estimates of long period return values (Wehner 2013). (The definition of return periods and other extreme metrics are discussed in Sect. 2.3.) While satellite based products of daily precipitation offer more complete spatial coverage than stations, their ability to reproduce the extreme precipitation produced from station data is severely deficient (Timmermans et al. 2018), likely due to complications in the retrieval algorithms at the extreme end of the precipitation distribution as well as the infrequent temporal sampling of polar orbits. These differences form a crude estimate of the observational uncertainty (Covey et al. 2002) but do not provide information about common systematic errors. Due to the intermittent nature of precipitation, the gridding process is more challenging than it is for smoothly varying fields like surface air temperature. Cavanaugh and Gershunov (2015) assessed the impact of spatio-temporal averaging on the tail structure of precipitation distributions and showed that spatial averaging can result in greater reduction in volatility than does temporal averaging, in regions where relatively long-lived extreme precipitation-producing systems such as atmospheric rivers are important. Due to the fractal nature of daily or sub-daily precipitation, the wisdom of gridding such a heterogeneous function has been called into question by Risser et al. (2018) who offer an alternative approach using spatial statistics to grid precipitation extremes from station data directly.

Comparing extreme precipitation between observations, model output, and reanalysis products—or indeed between different datasets within each category—is not

Fig. 1 Changes from 1948 to 2010 in observed 20 year return value of the daily accumulated precipitation for stations from the Global Historical Climate Network-daily dataset in the contiguous US. Units: in. Only locations for which data from at least 2/3 of the days in the 1948–2010 period were recorded are included in this analysis. The change in return period threshold at each station is shown by a circle whose relative size portrays its statistical significance. The color bar ranges from −1.0 to 1.0. From Kunkel et al. (2013)
straightforward. Among gridded observational datasets, station density, interpolation methodology, and spatial resolution are all important sources of uncertainty (e.g., Herold et al. 2016; Herrera et al. 2018), comparable for some indices to the spread between CMIP5 models (Herold et al. 2016). For models, the processes underlying precipitation are a mix of point quantities and area-averaged parameterizations, and an argument can be made that the most consistent comparison to observations should be with gridded data rather than station data (Chen and Knutson 2008). However, many uses of model projections are applied at specific locations, where point data is more relevant than area-averages. For the most effective analysis, these factors should be considered relative to the intended interpretation.

At least two different gridded daily precipitation products are available for the CONUS based on the same weather station observations. The Daily US Unified Precipitation is a product spanning 1948 to present from the National Oceanic and Atmospheric Administration’s (NOAA) Climate Prediction Center (CPC) (Higgins et al. 2000a, b). The dataset uses the daily rain gauge reports from a combination of stations monitored by NOAA’s National Centers for Environmental Information (NCEI), data from additional stations collated by the CPC from River Forecast Centers, and daily accumulations from hourly precipitation measurements. For this dataset, the precipitation rates from individual stations are mapped onto a regular 0.25° × 0.25° grid using a Cressman Scheme (Cressman 1959; Charba et al. 1992; Higgins et al. 2000a, b).

A second station-based CONUS gridded dataset is available from 1949 to 1999 from the Surface Water Modeling group at the University of Washington (UW) on a finer 1/8° grid. This product been recently replaced with a 1/16° product covering 1915–2011 (Livneh et al. 2013). An elevation correction (Daly et al. 1997) in these datasets is likely responsible for higher values and more finer-grained structures of extreme precipitation in western US mountainous regions where many of the weather stations are at lower altitudes than the average gridded elevation (Wehner 2013). However, when aggregated annually and over the entire CONUS region, as discussed below, these differences from the CPC dataset are less significant. The UW group also provides a similar 0.5° gridded daily precipitation global land dataset (Adam and Lettenmaier 2003; Maurer et al. 2009).

In regions with adequate spatial coverage by ground-based radars, such as in the US, radar-estimated rainfall can be merged with rain gauge data to produce precipitation estimates with high spatial resolution. Examples of these datasets for the US include the National Centers for Environmental Prediction (NCEP) Stage IV (Lin and Mitchell 2005; Nelson et al. 2016), the NOAA Multi-Radar Multi-Sensor (MRMS; Zhang et al. 2016), and the North American Land Data Assimilation System (NLDAS) hourly precipitation, which is based on Doppler radar, CMORPH products, and CPC hourly CONUS/Mexico gauge data. The NCEP Stage IV data has a spatial resolution of approximately 4 km, a temporal resolution of 1 h, and is available from 2002 onwards; the MRMS data has a spatial resolution of 0.01°; a temporal resolution as short as 2 min, and began operational availability in 2014; and the NLDAS data has a spatial resolution of 1/8°, a temporal resolution of 1 h, and is available from 1979 onwards.

Geosynchronous satellite-derived precipitation products have the advantage of complete spatial and temporal coverage but such remote sensing requires a conversion from the irradiances actually measured to an estimate of the precipitation at the surface. The Global Precipitation Climatology Project (GPCP) 1° × 1° daily precipitation, version 1DD V1.1 (Huffman et al. 2001; Bolvin et al. 2009) provides an observational estimate over the entire globe. The GPCP 1DD precipitation product is an empirical estimate obtained by combining station-based rainfall measurements and satellite imagery collected by geosynchronous-orbit IR sensors (geo-IR), low-orbit IR imagers (leo-IR), the TIROS Operational Vertical Sounders (TOVS), and the Atmospheric Infrared Sounder (AIRS). The statistics are first obtained from a combination of daily satellite-Gauge (SG) data set. Raw TOVS and AIRS datasets tend to have too many rain days and corresponding lower daily rain rates. In GPCP 1DD, the local number of TOVS (AIRS) rain days in each month is reduced by the ratio of the total number of TMPI and TOVS (AIRS) rain days. The non-zero daily rain intensities are rescaled to start at zero and summed over the month to the (local) SG value (Huffman et al. 2001).

The Tropical Rainfall Measuring Mission (TRMM) is a product from a NASA satellite mission monitoring tropical and subtropical precipitation over both land and ocean areas from 1997 to the present. The TRMM data used in this study is the 3B42 daily TRMM-adjusted merged-infrared (IR) precipitation (Huffman et al. 2007). The monthly TRMM data is used to adjust the rainfall estimates from the Special Sensor Microwave/Imager (SSMI) and empirically infer precipitation from geosynchronous IR collected by the

1 http://www.hydro.washington.edu/Lettenmaier/Data/gridded/.
2 http://www.esrl.noaa.gov/psd/data/gridded/data.livneh.html.
3 http://www.engr.scu.edu/~emaurer/global_data/.

4 https://ldas.gsfc.nasa.gov/nldas/NLDAS2forcing.php.
5 https://pmm.nasa.gov/trmm.
Geostationary Meteorological Satellite (GMS), the Geostationary Operational Environmental Satellites (GOES), and other satellite platforms. The gridded daily-accumulated precipitation product is derived from 3-h infrared imagery. It has a 0.25° × 0.25° spatial resolution and extends from approximately 50°S to 50°N covering the CONUS region. Since the launch of the Global Precipitation Measurement (GPM), rainfall estimates are available from the IMERG data that combines data from all passive-microwave instruments in the GPM Constellation. Data are provided at 0.1° spatial resolution and 30 min temporal resolution between 60S and 60N.

We compare several of these daily precipitation gridded products by regridding daily accumulated precipitation over the CONUS region onto a roughly 2° grid, followed by an aggregation over all seasons into 2 mm day\(^{-1}\) bins from 0 to 100 mm day\(^{-1}\) over the period 1979–2005. Precipitation rates larger than 100 mm day\(^{-1}\) are assigned to the last bin for normalization purposes. The five gridded estimates of the daily distribution of precipitation are shown in Fig. 2. Below daily precipitation rates of 20 mm day\(^{-1}\), all five gridded products are in good agreement by this measure. Because the GPCP product is not completely independent of the station data used to produce the CPC and UW products, these three distributions are reasonably consistent with each other over the range of precipitation rates considered here. Interestingly, the UW-Global distribution is higher than the finer UW-CONUS distribution at precipitation rates greater than 60 mm day\(^{-1}\). The TRMM distribution has a heavier tail than the other distributions consistent with the analysis of Nesbitt et al. (2004). However, these differences are considerably smaller than those for the other two regions with available gridded observations (Wehner et al. 2014).

### 2.2 Fitness of reanalysis data

LSMPs are often identified using reanalysis data. Several options are available, including National Aeronautics and Space Administration’s (NASA) Modern Era Retrospective Reanalysis for Research and Application (MERRA; Rienecker et al. 2011), and MERRA Version 2 (MERRA-2; Gelaro et al. 2017), European Center for Medium-range Weather Forecasting (ECMWF) ERA-Interim (Dee et al. 2011), and NOAA’s Climate Forecasting System Reanalysis (CFSR; Saha et al. 2014). Reliability is much higher for some reanalysis variables than others, depending on the underlying data and assimilation methodology. For instance, upper-air horizontal winds are strongly constrained by observations and so considered in the most reliable class of variables, moisture is influenced by both observations and the underlying model and so has more uncertainty, and diabetic heating is not directly constrained by observations and is highly model dependent (Kalnay et al. 1996). Additionally, some reanalyses assimilate precipitation while others do not. The uncertainty introduced into LSMP analysis will therefore depend both on which variables and which reanalysis products are used, and especially whether reanalysis precipitation or closely-related quantities (e.g., vertical velocity, diabetic heating, etc.) are considered.

While investigating the interannual variability of MERRA, Bosilovich (2013) found regional differences in

---

\(6\) https://pmm.nasa.gov/data-access/downloads/gpm.
the ability of all reanalyses to reproduce summertime precipitation variability, which is generally more difficult to forecast. In particular, the Midwestern US was poorly represented in all reanalyses discussed. MERRA underestimated the precipitation with low precipitation maxima and too high precipitation minima. ERA-Interim exhibits a persistent decreasing trend of precipitation over the continental US (Simmons et al. 2010). CFSR Southeast summer seasonal precipitation has low correlation to observations. On the other hand, the Northwest (NW) US precipitation variability is well reproduced by all of the more recent reanalyses compared with gauge observations (Bosilovich 2013). This may be related to ENSO—the ENSO signal in the NW tends to persist into summertime, so that with strong large-scale teleconnections, the reanalyses will tend to agree better with observations—or perhaps with the more stratiform precipitation of the region, which is more easily captured by reanalysis than convective precipitation.

MERRA-2 has now superseded MERRA. Bosilovich et al. (2015) provide a summary of the MERRA-2 climate compared to observations and other reanalyses. In particular, it is noted that both dry days, and extreme precipitation (using the 99th percentile of the daily rainfall) in JJA are much closer to gauge observations for MERRA-2 than for MERRA for the US. The maximum amount of rainfall in a 5-day period during a season (Rx5 day) captures one aspect of extreme precipitation related to synoptic scale weather. Figure 3 shows US summertime Rx5 day area averaged for a few regions of the US from CPC Unified gauge observations, MERRA-2 and MERRA reanalysis precipitation. MERRA systematically underestimates the extreme amounts. While it might be convenient to explain this from the 0.5° spatial resolution of the background forecast model and its ability to resolve the intensity of convection, MERRA-2’s 0.5° model produces much higher extreme rainfall rates, closer to the gauge observations. Numerous updates to the model physics, including the boundary and surface layer parameterizations were implemented that could contribute to the increased precipitation (Molod et al. 2015). MERRA-2 also uses observation corrected precipitation forcing for the land surface parameterization (Reichle and Liu 2014). With this improvement in summertime extreme precipitation reanalysis for the Midwestern US, there is enhanced confidence in using MERRA-2 to evaluate the atmospheric conditions during such events, especially for variables most affected by the assimilation of precipitation, such as vertical velocity.

More recently, the European Center for Medium Range Weather Forecast (ECMWF) developed a new generation of global reanalysis product that provides hourly estimates of a large number of atmospheric, land, and oceanic climate variables at a 30 km grid. Information about uncertainties are provided for all variables at reduced spatial and temporal resolutions. Data are available from 2008 to within 3 months of real time. This high resolution reanalysis product fills an important gap in providing meteorological information for analysis of LSMPs globally, as similar resolution products were only available for North America at a 32 km grid.

### 2.3 Definitions of “extreme”

Measures of extreme precipitation can be quite diverse and often are chosen to best exemplify the spatial or temporal scale of the question being asked, or the methodology being employed. The choice of spatial scale in large part reflects the domain of the region being studied, while the temporal scale chosen can uniquely emphasize intensity, duration, or frequency of extreme precipitation.

A large number of different definitions of “extreme” have been used in the previous literature surveyed in this paper. Two common classes of definition are those based on local frequency of occurrence (e.g., a 1% chance of occurrence, a 50-year return period, etc.) and those based on a fixed magnitude threshold (e.g., 5 cm). These definitions require a choice of accumulation period (e.g., 24-h) and sometimes spatial considerations (e.g., requiring a greater than 25 mm average over a 12,500 km² area). Two common approaches for identifying extremes are “block maxima”, where the single greatest value within a set time period, the block, is selected (e.g., annual or seasonal highest daily precipitation), and the peaks-over-threshold (POT) approach, in which all values over a given threshold define the set of extremes (e.g., the top 1% of daily precipitation values). In the latter case, Generalized Pareto Distributions (GPD) are fitted to the extreme value sample data after declustering to avoid auto-correlation and can potentially sample the tail of the parent distribution more precisely (Coles 2001). However, a judicious choice of threshold can be complicated. It must be high enough to be in the tail of the distribution but not too high in order to have a sample large enough to fit. Furthermore, whether the threshold includes all days or just wet days is an issue (Schär et al. 2016) as is non-stationarity, described below. In addition, flooding is also sometimes used as an aggregated measure of extreme precipitation. While a variety of factors can be involved in flooding, many flash flooding events are directly related to heavy short-term precipitation [see, e.g., the discussion in Maddox et al. (1979)]. Whether using block maxima or POT methods, seasonality must be considered as the processes controlling North American extreme precipitation vary accordingly.

Some of the nomenclature can create confusion. The return period (also known as the recurrence interval or repeat interval) is the average time between events of a given magnitude and is the inverse of the probability of the event. For instance, an event with a 100-year return period has a probability of occurrence of 1/(100 years) or 1% annual
Fig. 3  Time series of JJA area averaged maximum 5 day precipitation total anomalies (RX5DAY) derived from CPC Unified gauge observations, MERRA and MERRA-2 reanalysis for the US regions of a Northeast, b Southeast, c Midwest and d Northern Great Plains, defined as in Bosilovich (2013) Fig. 1. Mean values removed to plot anomalies are provided in the legend. Correlation of the time series are provided in the lower right corner.
probability, although sometimes the occurrence or absence of such an event is misinterpreted as changing the likelihood of subsequent events. The return period has proven to be a problematic metric for communicating risk (e.g., Highfield et al. 2013; Serinaldi 2015). It is important to emphasize that these measures assume that the underlying variability is stationary.

It is also important to note that all observational estimates of extreme parameters have uncertainty associated with them, although this is unfortunately not always made explicit with confidence intervals, and the shorter the period of record relative to the occurrence frequency of interest, the greater the uncertainty. This observational uncertainty can also make it difficult to identify trends in rare events (Ceres et al. 2017). Given the importance of trends in extremes, discussed further in Sect. 4.1, nonstationary is an important issue (e.g., Vogel et al. 2011; Read and Vogel 2015; Serinaldi and Kilsby 2015).

Examples of extreme definitions used in the literature considered in this paper are provided in Table 2. Note the broad range: a definition resulting in a large number of extremes in a given period is the 1% daily definition, which would identify 365 events in a 100 year period, on average, while a definition resulting in relatively few extremes is the 50-year recurrence interval, which would identify two events in a 100 year period, on average. Several of the definitions in Table 2 are from the Expert Team on Climate Change Detection and Indices (ETCCDI). For precipitation, these include block maxima measures such as Rx1 day (seasonal or annual maximum of daily precipitation) and Rx5 day (same, for pentad precipitation), POT measures such as R99pTOT (annual total precipitation for days when precipitation is over the top 99% of wet days), frequency measures such as R20 mm (annual count of days when precipitation is greater than 20 mm), and intensity measures such as SDII (annual mean daily intensity on wet days). The full set of ETCCDI indices as well as software to calculate them are available at http://etccdi.pacificclimate.org and are described in Alexander et al. (2006) and Zhang et al. (2011).

Table 2 Definitions of extreme precipitation in different studies

| References | Extreme description |
|------------|---------------------|
| Agel et al. (2017, 2019) | Top 1% of precipitating days |
| Bradley and Smith (1994) | At least 12.5 mm at a station in 24 h, with a greater than 25 mm average over 12,500 km² |
| Ely et al. (1994) | Flood-producing rain events |
| Groisman et al. (2005) | Daily thresholds 90-99.9%, area averaged |
| Grotch & Faure (2008) | 24 h precipitation exceeding 63.5 mm total or 50.8 mm day⁻¹ |
| Hamada et al. (2015) | Effective radar reflectivity pixels with maximum near-surface rainfall rate or maximum 40-dBZ echo-top height |
| Higgins et al. (2000a) | 25 largest 3-day precipitation events |
| Keim (1996) | 2-day totals of 76.2 mm (3") or more |
| Kharin et al. (2013) | Annual daily maximum |
| Kunkel et al. (2012) | Daily precipitation exceeding 5-year recurrence interval |
| Kunkel et al. (2013) | Station-specific 97th percentile |
| Lackmann and Gyakum (1999) | Flood-producing rain events |
| LaPenta et al. (1995) | Three largest floods 1860–1989 |
| Maddox et al. (1979, 1980) | NOAA flash flooding reports |
| Milrad et al. (2010a, b) | Median extreme 2-day precipitation exceeding 33.78 mm |
| Milrad et al. (2014) | Top 10% 1–3 day precipitation |
| Min et al. (2011) | Annual 1- and 5-day maximum precipitation (Rx1 day, Rx5 day) |
| Moore et al. (2012) | 48-h precipitation exceeding 1000-year recurrence interval |
| Moore et al. (2015) | 99th and 99.9th percentiles of daily precipitation, plus areal extent above median size |
| Schumacher and Johnson (2005) | Daily precipitation exceeding 50-year recurrence interval |
| Silfmann et al. (2013a) | Various ETCCDI indices |
| Toredi et al. (2013) | P90 (daily 90th percentile) |
| Warner et al. (2012) | Top 50 48-h station precipitation |
| Westra et al. (2013) | Annual daily maximum |
| Zhang et al. (2010) | Annual winter maximum, + 2nd and 3rd maxima |

7 http://www.climdex.org/indices.html.
2.4 Extreme value statistics and trend analysis

Extreme value statistics, methods based on the statistical theory of extreme values (Coles 2001), can be used to quantify the likelihood of very extreme precipitation and its trends. A fundamental result of the statistical theory of extreme values is that seasonal or annual maxima are well described by the three-parameter (location, scale, and shape) generalized extreme value (GEV) distributions under suitable conditions. The upper tail of the fitted distribution, described by the shape parameter, can either be heavy (the Fréchet distribution), exponential (the Gumbel distribution), or bounded (the reverse Weibull distribution). Alternatively, the GPD can be used to describe a sample drawn from over a high threshold as described in Sect. 2.3. In the asymptotic limit, these approaches are equivalent and a transformation from one fitted distribution to the other can be made. Now a standard approach, implementation details can be found in Coles (2001), Katz (2013), Kharin et al. (2013), Westra et al. (2013), Easterling et al. (2016) and many other recent papers. The extRemes software package, written in the statistical programming language R, is a useful resource to calculate fitted extreme value distributions and other derivative quantities (Gilleland and Katz 2016).

The best fit to both observed or modeled extreme precipitation samples is often an unbounded and heavy tailed distribution (e.g., Katz 2013). However, this is clearly unphysical as there cannot exist an infinite precipitation rate, and the unbounded nature of such fits leads to large uncertainties when extrapolating past the limits of the raw data, including overestimation of long return periods (Panorska et al. 2007). Wilson and Toumi (2005) and Furrer and Katz (2008) attempted to resolve this apparent conflict between physical and statistical considerations through more refined extreme value approximations.

An important recent development in extreme value methods is the introduction of physical covariates as additional parameters in the fitted distributions (Coles 2001; Katz 2010). Covariates can be used to identify non-stationarities including human forced trends and the natural links between extreme precipitation and LSMPs. For example, van Oldenborgh et al. (2017) used global mean temperature inspired by the Clausius–Clapeyron relationship to identify a trend in Gulf Coast extreme precipitation. Zhang et al. (2010) considered the links between North American winter maximum daily precipitation and modes of climate variability including ENSO, the Pacific Decadal Oscillation (PDO), and the North Atlantic Oscillation (NAO). Sun et al. (2015) used covariate methods to find that extreme precipitation is increased during strong El Niño events from the central US and Canadian border to Mexico but decreased in the southwestern US and Mexico during strong La Niña events. Risser and Wehner (2017) used both ln(CO₂) and Niño3.4 to isolate the anthropogenic and natural sources of non-stationarity in coastal Texas extreme rainfall. While POT methods can also be constructed to exploit such physical covariates, non-stationary thresholds (Acero et al. 2010; Kyselý et al. 2010; Roth et al. 2012; Solari et al. 2017) may be required to ensure that the threshold values are consistent with the tail of the distribution at any given time. The efficient selection of physical covariates in extreme value methods is a rapidly developing area and offers much promise in furthering our understanding of the relationship between LSMPs and extreme precipitation.

2.5 Methods for identifying LSMPs

A number of methods have been utilized for identifying LSMPs associated with extreme precipitation. Grotjahn et al. (2016), which surveyed the techniques used to identify LSMPs for temperature extremes, also provides a useful resource in this case, as the same techniques have been widely used for both temperature and precipitation extremes—including composites, regression, EOFs or principal component (PC) analysis, self-organizing maps (SOMs), and cluster analysis—and Grotjahn et al. discusses the attributes, cautions, and significance testing for these different methods. Here, we provide some additional information relevant to the precipitation extreme studies considered here.

Composites based on manual synoptic typing is a common approach for distinguishing between different LSMPs. Manual (subjective) typing has been applied to a range of data types, including surface data, which provides the longest record (e.g., Kunkel et al. 2012), data at a range of levels (e.g., Bradley and Smith 1994), and radar data (Schumacher and Johnson 2005). Muller (1977) provided guidelines to categorize events based on surface weather maps. Calibrated analysis, where testing is done to assess whether different experts assign events similarly, provides the most robust approach to subjective analysis. Some studies have further sub-divided categories based on additional factors such as the magnitude of water vapor transport (e.g., Moore et al. 2015) and quasi-geostrophic analysis of vertical motion (e.g., Milrad et al. 2010a, b).

Classification of extratropical cyclones and their separation, or not, from fronts, is also common to several studies and a number of approaches have been taken: some studies only distinguish fronts, not storms (e.g., Keim 1996), some only have a cyclone category (e.g., Schumacher and Johnson 2005), some distinguish warm fronts from cold fronts (e.g., Milrad et al. 2014), and some distinguish multiple types of storm patterns (e.g., Agel et al. 2017).

---

8 https://cran.r-project.org/package=extRemes.
Finally, we note that most of the studies considered here analyze LSMPs based on their occurrence at the same time as extreme precipitation and use physical arguments to interpret the potential causal nature of the relationship (e.g., based on the relationship between the LSMP and conditions favorable for heavy precipitation). Without additional testing on whether specific aspects of the LSMP are a necessary and/or sufficient condition for the occurrence of extreme precipitation, care must be taken to consider a causal interpretation of the relationship as plausible or hypothetical rather than definitive.

3 Large-scale meteorological patterns for extreme precipitation and their attendant mechanisms

The general conditions necessary for extremes are reviewed in Sect. 3.1, studies that separate extreme events into a range of categories are discussed in Sect. 3.2, studies that focus primarily on a single mechanism or storm type are discussed in Sects. 3.3–3.9, and an overall discussion is provided in Sect. 3.10. The consideration of general conditions provides context on how the dynamics of extreme precipitation can be related to large-scale circulations. Section 3.2 then surveys studies that consider multiple mechanisms or categories: these studies generally have either relatively broad definitions or focus on a limited geographic region or time period but provide critical context on the relative importance of different mechanisms. This is followed by a consideration of LSMP and LSMP-related mechanisms in terms of specific individual categories that have been emphasized in previous research: extratropical cyclones (Sect. 3.3), fronts (Sect. 3.4), the Maddox et al. (1979) frontal and mesohigh categories (Sect. 3.5), the Maddox et al. (1979) western category (Sect. 3.6), tropical cyclones (Sect. 3.7), atmospheric rivers (ARs) (Sect. 3.8), and orographic ascent-related events (Sect. 3.9). Finally, the overlapping relationships between the different categories and outstanding questions and gaps in our current understanding are discussed in Sect. 3.10.

3.1 General conditions

A dynamic-thermodynamic foundation is crucial context for a discussion of the LSMPs associated with extreme precipitation. Perhaps the most succinct means of articulating this foundation exists in a more detailed expression for the precipitation rate, \( R \) (Gyakum 2008), with the assumption that \( R \) is identical to the condensation rate, and that the precipitation efficiency, \( E \), is one:

\[
R = - \left( \frac{1}{g} \right) \int \omega (d_r/dp)_{ma} dp. \tag{1}
\]

where \( g \) is gravity, the vertical integral extends from 1000 to 200 hPa, \( \omega \) is vertical velocity in pressure coordinates, \( r_s \) is the saturation mixing ratio, and the subscript, \( ma \), represents the appropriate moist adiabat. It is further assumed that vertical velocity vanishes at both the 1000 and 200 hPa levels, and that saturated air parcels ascend moist adiabatically. Equation (1) has a simple form but the underlying processes that determine its solution are complex. First, analyses and forecasts of dynamically-driven ascent are notoriously difficult to replicate, as this ascent, particularly large in extreme events, is driven by a hierarchy of synoptic-scale and mesoscale features not always easy to analyze, predict, or even to understand. Second, the analysis and forecasting of the saturated air mass, indicated by the vertical variation of \( r_s \) along a moist adiabat, is often difficult to predict. Generally, extreme precipitation events are associated with a combination of potent ascent and relatively warm, moist air masses, yet there also exists a balance between ascent that is strong enough to produce heavy precipitation but not so strong that most of the precipitation processes occur in the ice phase (e.g., Davis 2001; Hamada et al. 2015).

Furthermore, the resulting extreme precipitation rates often persist for extended time periods. Thus, the duration of extreme precipitation rates often plays a crucial role in producing an extreme precipitation event. Precipitation duration is a complicated function of the size, speed of motion, and organization of the precipitation system. For convective events, Corfidi et al. (1996) and Corfidi (2003) show that the motion of a precipitation system can be described as the sum of vectors representing the motion of individual cells and the propagation of those cells (i.e., where new cells form in relation to the previous ones).

Although Doswell et al. (1996) note that the importance of these ingredients—ascent, moisture, and duration—do not change from place to place, the ways in which they are brought together in the atmosphere do differ substantially across North America and the world. Given Eq. (1), it is not surprising that much of the research on the mechanisms responsible for extreme precipitation research focuses on factors relating to one or more of (1) ascent mechanisms, (2) the air mass, and (3) a persistent LSMP facilitating a lengthy duration of ascent in a relatively warm, moist air mass, with typically weak or neutral stratification. Understanding the ways that these atmospheric ingredients for extreme precipitation are typically combined within the context of a characteristic large-scale circulation is one of the primary subjects of this discussion.

3.2 Range in LSMP types

Several studies have attempted to characterize the range of LSMPs or LSMP-related processes important for precipitation extremes in different sub-regions of North America.
These studies provide useful context on the relative importance of the different LSMPs for the studies in the next section, which focus on individual LSMP types.

These multiple-LSMP studies have focused on several different geographic regions within North America: Maddox et al. (1979) and Kunkel et al. (2012) considered the coterminous US, while Bradley and Smith (1994) considered the southern plains; LaPenta et al. (1995), the NWS Eastern Region; Keim (1996), the southeastern US; Schumacher and Johnson (2005), the eastern US; Milrad et al. (2010a, b), St. John’s, Newfoundland; Milrad et al. (2014), Montreal, Canada; Moore et al. (2015), the southeastern US; and Collow et al. (2016) and Agel et al. (2017, 2019), the northeastern US. The results are somewhat difficult to directly compare, due not only to the different geographic regions, but also to considerable differences in the definition used to identify extreme precipitation events, the period considered, and the methodology used. In fact, no two of the studies share the same definition of extreme. (The extreme definitions for these studies are available in Table 2.) We note that Maddox et al. (1979) was the first study to make a systematic analysis of mechanisms relating to extreme precipitation for a broad area within North America, and subsequent studies frequently refer to their results as a benchmark.

Despite the differences among the studies, several commonalities can be identified. Synoptic/frontal events were the leading mechanisms for each of these studies, with the exception of Schumacher and Johnson (2005), which identified Mesoscale Convective Systems (MCS; Houze 2004) as the leading factor based on events defined as exceeding the 50-year recurrence interval in the US midwest. How synoptic storm influence was distinguished from frontal influence varied considerably among the studies, and is discussed further in Sects. 3.3 and 3.4. In addition to synoptic/frontal and MCS, the other identified classifications in these studies were: tropical cyclone, airmass convection, upslope flow, North American Monsoon, Maddox et al. “mesohigh”, and Maddox et al. “western”. The Maddox et al. mesohigh category was comprised of events associated with a thunderstorm outflow boundary, with the heaviest rains at the boundary of a meso-scale surface high pressure circulation, while the western category was primarily defined geographically (roughly, events occurring west of 104°W), although most of the events could be categorized as occurring within relatively weak large-scale patterns. The relative importance of the different classifications and the method of separation varied considerably between the studies, but synoptic/frontal, MCS, and tropical cyclones were identified as important in the majority of the studies.

GEV distributions fitted to extreme precipitation can also reveal information about the range of LSMPs linked to the extreme events. The automated test of Panorska et al. (2007) and Kozubowski et al. (2009) applied to precipitation observed at hundreds of meteorological stations allowed for examination of geographic patterns in heavy vs. light tail behavior of precipitation extremes. The result is that the vast majority of North American stations experience heavy tailed extremes and that the most volatile precipitation (associated with the heaviest tails) occurs in regions with a great diversity of precipitation-producing meteorological systems. On the other hand, light tails are observed at locations where precipitation is produced by predominantly one type of storm system, e.g., midlatitude cyclones with orographic uplift on the west slopes of the Sierra Nevada, or convective cells over the Mexican Plateau.

In addition to the expected importance of region and season which can be seen in the two coterminous US studies (Maddox et al. 1979; Kunkel et al. 2012), there is a clear sensitivity of the results to the definition of extreme, although this has not yet been addressed in much detail. The least restrictive definition in this group of studies considers the top 1% of 24-h precipitation values and the most restrictive considers the 50-year return period for 24-h precipitation (or approximately the top 0.0055% of values), so there is a very large difference in the types of events being considered.

Most of these studies have focused on analyzing the LSMPs occurring contemporaneously with extreme precipitation, with less emphasis on testing the causal nature of the identified relationships. As one approach to addressing this, Agel et al. (2019) compared the strength of different factors within the same LSMP between days with extreme precipitation and days without extreme precipitation for the Northeast US, with the largest difference occurring in integrated moisture transport, low-level moisture convergence, occurrence of warm conveyor belts, and quasi-geostrophic forcing, with the relative importance varying between patterns.

Among the wide variety of approaches in these studies, a few clear themes can be identified: (1) fronts and synoptic storms are important factors in many extreme events, although the extreme precipitation is usually realized through mesoscale processes organized, enhanced, or triggered by the larger-scale circulation; (2) the same general category (e.g., synoptic storms) can have both important regional differences as well as multiple sub-types, with significant differences in the associated dynamical mechanisms; and (3) most of the studies naturally focused only on the occurrence of extreme events, so it is not clear how the identified features potentially relate to non-extreme events; that is, to what degree the identified features are necessary and/or sufficient conditions for extremes. While these studies considered the role of factors directly relevant to LSMPs, not all of the studies analyzed the patterns themselves, which is an opportunity for further research.
3.3 Extratropical cyclones

The relationship of extratropical cyclones to extreme precipitation has been considered both as part of several of the general studies discussed in the previous section (Maddox et al. 1979; Kunkel et al. 2012; Moore et al. 2015; Bradley and Smith 1994; Schumacher and Johnson 2005; Agel et al. 2017; LaPenta et al. 1995; Milrad et al. 2010a, b, 2014), as well as a global study focusing solely on them as a single mechanism (Pfahl and Wernli 2012). Sometimes they are also implicitly considered as part of a frontal category (e.g., Keim 1996), although here we consider fronts separately in the following section. Often, they are considered as a single category (Maddox et al. 1979; Kunkel et al. 2012; Schumacher and Johnson 2005; LaPenta et al. 1995) but studies that have examined variations of structure and mechanism within the general category of extratropical cyclone have shown important differences of structure within this category (Milrad et al. 2010a, b, 2014; Agel et al. 2017); that is, multiple distinct types of extratropical cyclones.

Pfahl and Wernli (2012) examined the global relationship between extratropical cyclones and extreme precipitation, using ERA-interim reanalysis data from 1989 to 2009 on a 1.0° × 1.0° grid for both precipitation and circulation. Precipitation extremes were defined as the top 1% of 6-h accumulated prognostic precipitation and an automated objective approach was used to identify cyclones based on sea level pressure. A cyclone area was defined based on the outermost closed sea level pressure (SLP) contour that encloses one or more SLP minima and any extreme precipitation event that occurred within that area was counted. Over North America, there was a large difference in the relationship, with less than 10% of precipitation extremes linked with cyclones in the southwestern part and more than 80% linked in the northeast part of the region. In the areas where extreme precipitation was most closely associated with the cyclones, however, stronger storms (as measured by minimum sea level pressure) were not associated with more extreme precipitation than weaker storms. That is, while the presence of a storm was important, the storm strength did not provide additional information about the likelihood of precipitation extremes.

The Maddox et al. (1979) “synoptic” type event (Fig. 4; Peters and Schumacher 2014) was developed based on events in different parts of the country and results in other studies often are characterized as similar to this pattern (e.g., Bradley and Smith 1994; Moore et al. 2015), so we use it as one of our baselines here. In this pattern, the extreme precipitation occurs to the east of an amplified upper-level trough, such that there is strong southerly flow at low levels, which is responsible for the poleward transport of warm, moist air, along with a southerly component to the mid- and upper-tropospheric winds that facilitates the repeated passage of convective systems over the same area (Peters and Schumacher 2014). Although these events can occur throughout the year, they are most common in the spring and autumn when amplified troughs frequently traverse the US. A prominent example occurred in Tennessee and Kentucky in May 2010 with deadly and destructive flash flooding in Nashville, Tennessee (e.g., Moore et al. 2012; Durkee et al. 2012; Lackmann 2013; Lynch and Schumacher 2014).

Moore et al. (2012) showed that the extreme rainfall in this case occurred in association with poleward transport of deep tropical moisture ahead of an upper-tropospheric trough, and that two long-lived MCSs over a 2-day period embedded within this synoptic pattern were responsible for the bulk of the rainfall (Fig. 5). These findings emphasize that even within the favorable synoptic-scale environment, mesoscale processes help to determine the precise location and distribution of the precipitation. In addition, several dynamically-oriented analyses emphasize the perspectives of strength of dynamic forcing (Fig. 6; Bradley and Smith 1994), strength of water vapor transport (Fig. 7; Moore et al. 2015), quasigeostrophic analysis (Fig. 8; Milrad et al. 2014), and the relationship between the dynamic tropopause (Agel et al. 2017) and multiple precipitation factors (Fig. 9; Agel et al. 2019).

Finally, we note that these studies highlight the range of circulation patterns and associated mechanisms that occur within the overall category of extratropical cyclones, both between regions and between different storm types for the same region (cf. Figs. 4, 5, 6, 7, 8, 9).

3.4 Fronts

As with extratropical cyclones, fronts have also been considered as a category within the general studies of Sect. 3.2, as well as the subject of individual focus for a global study (Catto and Pfahl 2013). A distinction has not always been made between fronts where the parent cyclone is nearby and fronts where the parent cyclone is far from the extreme precipitation.

Catto and Pfahl (2013) examined the global link between fronts and extreme precipitation, based on 6-h ERA-Interim reanalysis data for 1979–2011, on a 2.5° × 2.5° grid. Extreme precipitation was defined as the 99th percentile of the 6-h accumulated precipitation, and fronts were identified based on an objective approach and analyzed in terms of cold fronts, warm fronts, quasi-stationary fronts, and all fronts. The extreme precipitation was considered to be associated with a front if occurring within the same or adjacent 2.5° × 2.5° gridbox. Over North America, a strong longitudinal variation was observed, with more than 70% of extreme precipitation events linked to fronts on the eastern side of the continent, and fewer than 50% of extreme precipitation events linked to fronts on the western side. In terms of front type, warm fronts were the most important,
followed by cold fronts, and then quasi-stationary fronts. In addition to considering the fraction of extremes related to fronts, they also considered the fraction of fronts that resulted in extreme precipitation, and found that only about 5–10% of fronts resulted in an extreme event. For much of eastern North America, most extreme precipitation occurs in association with a front, but the large majority of fronts occur without extreme precipitation. They did find that front strength is related to an increased occurrence of extremes, in contrast to storm strength which, as mentioned above, has not been shown to have a clear association with the occurrence of extremes, at least when storm strength is measured in terms of SLP. Finally, they distinguished between the occurrence of fronts combined with cyclones, fronts alone, and cyclones alone. The combined cases were most closely linked to extremes, followed by front-only, with cyclone-only having a notably weaker relationship than the other two, although the patterns over North America were more complicated in this part of the relationship. The combined case was defined as when fronts occurred within the closed SLP.

**Fig. 4** Event-centered composites of 24 synoptic-type heavy-rain-producing convective systems. 

- **a** 300-hPa wind speed (m s⁻¹, shading), wind vectors (arrows), and geopotential height (black lines at intervals of 50 m). 
- **b** 850-hPa potential temperature advection (× 10⁻⁵ K s⁻¹, shading; values below 2 × 10⁻⁵ K s⁻¹ have been removed; derivatives were computed from composite atmospheric fields), wind speed (blue dashed contours at intervals of 2 m s⁻¹, starting at 8 m s⁻¹), wind vectors (black arrows), geopotential height (black lines at intervals of 20 m), and potential temperature (K, magenta contours). 
- **c** 850-hPa mixing ratio (shading, × 10⁻³ kg kg⁻¹), relative humidity (%), black dashed contours at intervals of 5% starting at 75%), wind vectors (black arrows), geopotential height (black lines at intervals of 20 m), and potential temperature (K, magenta contours). 
- **d** Standard deviation of 850-hPa wind direction (shading), geopotential height (solid black contours, m, at intervals of 40 m), wind vectors (black arrows), and wind speed (blue dotted contours, m s⁻¹ starting at 8 m s⁻¹ and at intervals of 2 m s⁻¹). A black circle at the center of each frame indicates the point location of maximum 1-h rainfall accumulation. The specific latitudes and longitudes shown are arbitrarily selected to illustrate the spatial scale. Adapted from Peters and Schumacher (2014).
contours associated with a low pressure and were located relatively close to the center of a storm. They verified that, as expected, most of the “front-only” cases do have a cyclone at some point along the front.

Fronts are closely related to two other phenomena that are linked to the occurrence of extreme precipitation. ARs, whose impact on extreme precipitation is discussed further in Sect. 3.9, develop in close association with cold fronts (e.g., Dacre et al. 2015). Warm Conveyor Belts (WCBs) also develop in close association with fronts, and fronts with WCBs are, on average, 2–10 times more likely to result in extreme precipitation than fronts without a WCB (Catto et al. 2015).

In summary, fronts are an important factor for the occurrence of extreme precipitation in North America, especially in the eastern part of the continent, both in local association with a cyclone center and when remote from the parent cyclone. The strength of the front is important to the occurrence of an extreme, as are some closely associated mechanisms, such as warm conveyor belts and mesoscale mechanisms discussed in the multiple mechanism studies of Sect. 3.2. While the spatial scale and dynamics underlying fronts makes them relevant to understanding LSMPs, most studies to date have considered the average relationship to fronts rather than the actual structure of the associated LSMPs. One of the exceptions is the analysis of Maddox et al. (1979) study considered in the next section, which identified a specific frontal category.

3.5 Maddox frontal and mesohigh

Maddox et al. (1979) identified “frontal” and “mesohigh” types of flash floods, which share a number of common characteristics. They found that flash floods occur most frequently in the warm season near the axis of a mid- to upper-tropospheric ridge, rather than a mid-level trough that is the most common mid-level feature for mid-latitude precipitation. In “frontal” events (Fig. 10; Peters and Schumacher 2014), the heavy rain typically falls on the cool side of a west–east-oriented baroclinic zone, whereas in the “mesohigh” cases the rain falls on the cool side of an outflow boundary left behind by a previous convective system or systems. In both cases, a southerly or southwesterly low-level jet (LLJ) intersects the boundary such that there is focused ascent of warm, moist air on the cool side of the boundary. Furthermore, there is veering of the winds with height associated with this warm advection, which supports convective cells moving parallel to the boundary and resulting in

Fig. 5 Schematic illustrations of the key features and processes for the MCS on 1 May 2010, which is a representative example of a portion of a Maddox et al. (1979)”synoptic” type flash flood. The gray contours denote the 250-hPa geopotential height distribution. The red arrows represent 850-hPa streamlines. The positions of the surface fronts are shown in standard frontal notation, while the positions of the maxima and minima in 850-hPa geopotential height are marked by the “H” and the “L” symbols, respectively. The axis of the 850-hPa lee trough is denoted by the dashed red line. The light green shading outlines the regions with IWV values > 45 mm. The thick orange arrows represent the stream of dry midlevel air, while the thick blue arrows represent the AR. The “Λ” symbols mark the location of the Sierra Madre Oriental Mountains. The dashed black lines mark the positions of the convectively generated outflow boundaries, and the dark green, gold, and orange shaded regions over TN and KY represent radar reflectivity thresholds of 20, 35, and 50 dBZ, respectively. Figure from Moore et al. (2012)
so-called “echo training”: the repeated passage of convective cells over a particular geographic area.

Studies by Chappell (1986), McAnelly and Cotton (1989), Junker et al. (1999), Laing and Fritsch (2000), Sanders (2000), Moore et al. (2003), Schumacher and Johnson (2005, 2006) and Peters and Schumacher (2014), among others, explored the initiation, development, organization, and maintenance of the MCSs associated with the frontal and mesohigh patterns. Schumacher and Johnson (2005) showed that in the frontal pattern, a linear MCS typically forms on the cool side of a warm or stationary front and then moves parallel to that front (Fig. 11a), whereas in the mesohigh pattern a cluster of convection develops on the cool side of the outflow boundary and new cells repeatedly develop upstream (Fig. 11b).

The patterns described by Maddox et al. (1979) and refined by others are favorable for extreme precipitation because they bring together the ingredients for both high rain rates and long rainfall durations. They tend to be associated with tropospheric water vapor values that are 2 + standard deviations above normal (e.g., Hart and Grumm 2001; Bodner et al. 2011); with anomalous moisture that is often transported poleward by a low-level jet (e.g., Dirmeyer and Kinter 2009).

In addition to the synoptic and mesoscale patterns identified by Maddox et al. (1979), another process in the central US that is less common but also associated with extreme rain events is the mesoscale convective vortex (MCV). Bosart and Sanders (1981), Zhang and Fritsch (1987), Fritsch et al. (1994), Davis and Trier (2002), Nielsen-Gammon et al. (2005), Schumacher and Johnson (2008), and Schumacher et al. (2013) all described extreme rainfall events in association with MCVs or similar slow-moving circulations. In particular, when a nocturnal LLJ transports warm, moist air that is lifted at the periphery of the MCV circulation, ascent can be focused and sustained near the MCV center and a nearly stationary, heavily raining MCS can occur. In rare cases, this process can even occur repeatedly over multiple diurnal cycles resulting in a series of extreme rainfall events (e.g., Fritsch et al. 1994; Schumacher et al. 2013).

The results of these in-depth analyses for the Maddox frontal and “mesohigh” categories highlight the importance of mesoscale processes as the mechanisms that actually produce the extreme precipitation within the favorable, triggering environment of the LSMP.

### 3.6 Maddox Western

Maddox et al. (1980) examined 61 flash flood events over the western US, identified from the NOAA Storm Data reports for the 1973–1978 period. In contrast to Maddox et al. (1979), which categorized events based on surface data, this study categorized events based on 500 hPa data, due to the challenges with surface analysis in the western domain. Four characteristic types of events were identified, with strong geographic and seasonal dependence, and differences in amount and daily timing relative to events in the eastern US. Weak, slow-moving, mid-level, short-wave troughs triggered the precipitation in three of the four types, in an environment of high moisture and instability, while the other type featured a strong mid-level trough and intense cyclonic surface system, and was associated with what was later understood to be the pattern supporting a landfalling atmospheric river (discussed further in Sect. 3.9). The relationship of the slow-moving trough categories to the western categories of Kunkel et al. (2012) is not yet clear.

### 3.7 Tropical cyclones

Tropical cyclones (TC) and their extratropical transitions (ET) are particularly efficient mechanisms to transport warm, high-moisture subtropical air masses poleward. Corbosiero et al. (2009) examined the role of eastern North Pacific tropical cyclones as important contributors to the rainfall climatology of the southwest US. Bosart and Carr (1978), Carr and Bosart (1978) and Bosart and Dean (1991) discussed the heavy rainfall distributions associated with
Hurricane Agnes (1972) that impacted the eastern US. More recently, Archambault et al. (2013) explored the impacts of recurving extratropically transitioning North Pacific typhoons in producing extreme weather events downstream over North America. Barlow (2011) examined the influence of tropical cyclones on extreme precipitation for all of North
America south of 55 N, showing some influence over much of the domain and a large influence in several coastal areas, with the largest influence observed when a fixed definition of extreme was used (at least 4 in. of precipitation in 24-h).

The motion of tropical cyclones generally has more of an influence on rainfall production than the intensity of the cyclone itself, such that even very weak tropical cyclones that move slowly may trigger extreme rains. This was the case for Tropical Storm Marco (1990), in which more than 300 mm of rain fell in 2 days (Strock and Bosart 2009); Hurricane Mitch (1998) that led to devastating flooding in Mexico and Central America; Tropical Storm Allison (2001) and Hurricane Harvey (2017), which set new national records for extreme precipitation in the US with over 50" (1270 mm) of rain over portions of the Texas and Louisiana Gulf Coast (Blake and Zelinsky 2018; see therein for a comparison of the rainfall from Allison and Harvey).

Hurricane Floyd (1999), with its extreme rains along the US east coast, proved to be a particularly difficult forecast challenge (Atallah and Bosart 2003; Atallah et al. 2007). Barlow (2011) considered the relationship to extreme precipitation in terms of different subsets of tropical cyclones: those that had undergone extratropical transition, those with high maximum wind speed (greater than 50 kt) based on the track data, and those with strong large-scale rising motion (pressure vertical velocity less than 0.2 Pa s−1) as resolved in the 2.5° × 2.5° gridded NCEP/NCAR Reanalysis I data. All three factors were important, with large-scale vertical velocity showing the closest association with the occurrence of extreme precipitation.

Often, in association with TCs, extreme rains are located at considerable distances from the cyclone circulation center. The rainfall rate and duration in these situations can be enhanced even further when there is a direct supply of moisture from the tropics, such as ahead of a recurring tropical cyclone in what has been termed a “predecessor rain event” (PRE, e.g., Galarneau et al. 2010; Schumacher et al. 2011; Schumacher and Galarneau 2012; Moore et al. 2013), or in an inland AR (e.g., Moore et al. 2012; Lavers and Villarini 2013). Subsequent case studies (Schumacher et al. 2011; Bosart et al. 2008) and composite studies (Moore et al. 2013) have confirmed the importance of juxtaposed moist, weakly stable tropical air in the presence of synoptic-scale ascent forcing as being crucial processes associated with such extreme rains.

Composite dynamic-thermodynamic LSMPs for PREs, associated with 38 Atlantic Basin TCs, are given by Moore et al. (2013). The authors found that the synoptic-scale environments associated with these PREs form at a median distance of approximately 1000 km from the TC center, and in a region characterized by a very moist, subtropical air mass that ascends in a frontal zone located in the equatorward entrance region of an upper-tropospheric jet streak. As a result of the authors’ detailed dynamic-synoptic analyses, a conceptual model comprised of the details of the LSMPs are shown in Fig. 12 for three categories: “Jet in Ridge” (JR), “Southwesterly Jet” (SJ), and “Downstream Confluence” (DC). 55 PREs were identified in the 1988–2010 period, with 25 categorized as SJ events, 17 as DC events, 8 as JR events, and 5 unclassified. Each of the three categories shares the same characteristic of a warm, moist air mass being forcibly lifted in a favorably configured synoptic-scale environment, as suggested by Eq. (1). Median values of rainfall range from 80 mm in the SJ composite, 100 mm in the DC composite, to 200 mm in the JR composite. The TC plays a particularly crucial role in the PRE’s extreme rain production, through its poleward transport of maritime subtropical air into a synoptic-scale environment conducive to ascent.

In summary, in addition to the well-known direct influence of tropical cyclones on extreme precipitation, TCs can also interact with the large-scale flow to form the PRE LSMP, as well as have an important influence after transitioning to an extratropical cyclone. How LSMPs may be connected to the vertical velocity relationship shown in Barlow (2011) remains to be explored.

3.8 Orographic ascent-related

Especially in the high terrain of the western US, the flow of moist air up sloped terrain is an important factor in the generation of extreme precipitation. Orographic ascent, therefore, provides a mechanism for LSMPs because of the spatially-fixed nature of the favorable orientation for regional-scale circulations relative to local orography. In the warm season, moist upslope flow has been responsible for several of the most devastating flash floods in US history, although the spatial extent of the extreme precipitation in these events is often very limited. For example, the Rapid City, South Dakota flash flood of 1972, the Big Thompson flood in Colorado in 1976 (see Maddox et al. 1978 for a
Fig. 8  At the time of heaviest precipitation at Montreal, Quebec (black star), NCEP Reanalysis-2 1000–500 hPa layer-averaged $Q_s$ (left) and $Q_n$ divergence (right) ($\times 10^{-17}$ K m$^{-2}$ s$^{-1}$, shaded cool colors for convergence), MSLP (hPa, solid contours), and 1000–500 hPa thickness (dam, dashed contours) for a sample event of a, b Type A (cyclone, 0600 UTC 6 October 1995), c, d Type B (warm front, 1200 UTC 1 November 1994), e, f Type C (cold front, 1800 UTC 8 November 1996), and g, h Type D (convective, 0000 UTC 31 July 2004). From Milrad et al. (2014)
comparison of these two floods), and the Fort Collins, Colorado flash flood of 1997 (Petersen et al. 1999) all occurred on the east side of the Rocky Mountains with weak flow aloft, a shortwave trough upstream, and moist easterly flow at low levels. A similar scenario occurred on the east side of the Appalachians in the Madison County, Virginia flash flood of 1995 (Pontrelli et al. 1999). Lin et al. (2001) summarized the ingredients that are common to heavy orographic rainfall around the world. In particular, the warm, moist upslope flow with a relatively high melting level allows for a deep warm cloud layer and for efficient warm-rain processes (rather than mixed-phase rain formation) to occur.
A schematic representation of the pattern that was common to all of the aforementioned extreme rain events is given in Fig. 13a, and a representative cross-section based on the Big Thompson flood (from Caracena et al. 1979) is shown in Fig. 13b. The 2013 extreme rain event in Calgary, Alberta (Milrad et al. 2015) also developed under a similar scenario.

The moist upslope events mentioned above primarily occur during the warm season, and the heaviest rainfall is generally quite localized. However, larger-scale orographic extreme rain events also occur, both during the warm season and the cool season. For example, the historic rainfall in northern Colorado during September 2013 (Gochis et al. 2015) and the aforementioned event in Alberta in June 2013 (Milrad et al. 2015) occurred with a blocking high pressure ridge to the north and a cutoff low to the west, both of which persisted for several days and supported long-lived, widespread heavy rainfall on the east side of the Rocky Mountains. Milrad et al. (2017) used WRF model sensitivity experiments to show that while large-scale ascent-forcing mechanisms set the stage for the Alberta Flood and the blocking pattern increased event duration, precipitation amounts were 30–50% greater due to orographic forcing that acted to focus the heaviest precipitation in the Alberta foothills. During the cold season, prolonged moist westerly flow, often associated with atmospheric rivers, often encounter the Sierra Nevada and other mountain ranges along the West Coast of the US and lead to persistent heavy rains. Atmospheric rivers are discussed in detail in the next section.

### 3.9 Atmospheric rivers

An atmospheric river (AR) is a plume of moisture flux with relatively narrow width compared to its along-flow length. A formal definition has recently been added to the *Glossary of Meteorology* (Ralph et al. 2018). Such filamentary structures were noticed by Newell et al. (1992) and originally referred...
to as “tropospheric rivers”, then later (Zhu and Newell 1998) as “atmospheric rivers”. More than a decade before that terminology, local weather forecasters along the west coast referred to such bands of enhanced moisture flux as a “pineapple express” since, in a subset of ARs, the corresponding cloud band often extends back towards the general vicinity of Hawaii (e.g., Loukas and Quick 1996).

Numerous case studies of extreme precipitation (e.g., Lackmann and Gyakum 1999; Neiman et al. 2008b; Kingsmill et al. 2013) have demonstrated the importance of ARs to extreme precipitation events. More generally, ARs are associated with much of the western US precipitation climatology, and its most extreme events (e.g., Roberge et al. 2009; Rutz et al. 2014). In general, ARs tend to occur in winter, within an LSMP dominated by a cutoff low immediately to the west-northwest of the region experiencing heavy precipitation, a ridge to the southwest,
and weak evidence of an upstream wave train, in which southwesterlies can be traced to a tropical “pool” of moist air that enhances the plume of moisture flux reaching the region. The synoptic circulation drivers of ARs landfalling at the west coast of North America have been recently described by Guirguis et al. (2018a).

While ARs are a key extreme precipitation mechanism in the northwest US, they are not the only mechanism. Warner et al. (2012) determined that many of the top 50 extreme northwest US coast precipitation events were associated with ARs but also found five that were not associated with ARs but instead with passage of a cut-off low, where the combination of cold air aloft and upslope flow produced heavy convective precipitation. Guan et al. (2012) also found that more than half of the events that brought notable Sierra Nevada snow water equivalent changes were not associated with ARs. Nevertheless, AR contribution to total precipitation, although variable from year to year, historically amounts to ~40% of the climatological annual total climatological precipitation along the West Coast of North America and in excess of 50% in coastal Northern California—a bullseye of AR landfalling activity (Gershunov et al. 2017). This historical contribution of ARs to Western water resources is clearly projected to increase with future warming (Gershunov et al. 2019).

Figure 14a, b shows ERA-Interim geopotential height (Z) anomalies at 500 hPa for winter AR days occurring in two coastal latitude bands (Gao et al. 2015). In that study, an AR day occurs when the integral from 500 to 1000 hPa of moisture transport (IVT) in a 5° latitude range along the west coast exceeds the 85% level. Similarly, Grotjahn and Faure (2008) investigated 500 hPa Z composites of 14 events with heavy precipitation over a central California region, and find unusual heights (the lowest or highest 2% of ensemble average values) locally for the trough and at lower levels of the ridge to the southeast. These patterns accentuate the large-scale upward motion over the region. Typically, the duration is extended by several smaller vorticity centers rotating around the larger cut-off low just offshore. In general, the LSMPs have an equivalent-barotropic structure. Hence, generally southwesterly flow occurs through the depth of the troposphere at the coast between the main trough-ridge pair. The further south the extreme precipitation, the more pronounced the offshore trough is in the anomaly field, while the further north the extreme precipitation, the more pronounced the ridge is to the southeast (although not all studies find an upstream ridge). Specifically, Lackmann and Gyakum (1999) investigated 500 hPa Z composites for 46 heavy precipitation events affecting the northwestern US, and find the ridge is prominent; while Ely et al. (1994) investigated 700 hPa Z patterns for heavy precipitation in the Mojave and Virgin Rivers in the western US, and find the anomalous trough is most prominent.

In Fig. 14c, d, Gao et al. (2015) carried their fall analysis even further north and the anomaly pattern is even more

---

**Fig. 13** a Idealized schematic of the synoptic pattern associated with terrain-induced convective flooding events. Shown are the threat region (star), 500-mb height pattern (dotted lines, Δh=3dam), and mountains (shaded). From Lin et al. (2001). b Schematic representation of the development of convective cells during the Big Thompson storm of July 1976. From Caracena et al. (1979)
dominated by the ridge to the southeast. The reason for the change of emphasis is not surprising. Similar meteorological conditions are set up at each point of extreme precipitation, hence the anomalies reflect the necessary adjustments to climatology of low pressure to the north in the Gulf of Alaska vs. the subtropical high to the south. Indeed, the landfall of the moisture plume maximum is very nearly the same 500 hPa Z value in 29 “north” winter composites as in 35 “south” winter composites in Neiman et al. (2008a). Additional studies show similar patterns of the trough-ridge dipole extending through the depth of the atmosphere and an AR extending northeastward out of the tropics (Ralph et al. 2004; Junker et al. 2008; Gao et al. 2014). ARs are also evident in a self-organizing map (SOM) analysis of moisture transport associated with extreme precipitation in the Intermountain West (Swales et al. 2016). Analyses of the synoptic circulations associated with AR landfalls in Northern California further indicate that, although ENSO is not known to impact AR landfall frequencies in this region, it does impact AR orientations at landfall (Guirguis et al. 2018b), promoting southerly (westerly) orientations during El Niño (La Niña) winters, which bolsters canonical ENSO precipitation anomalies in West Coast precipitation.

ARs are also associated with extreme precipitation in other parts of the US such as southern Arizona (Rutz and Steenburgh 2012), the Midwest (e.g., Junker et al. 2009; Lavers and Villarini 2013), the Southeast (Mahoney et al. 2016) and the globe (e.g., Moore et al. 2012; Knippertz et al. 2013). Ralph and Dettinger (2011) also showed that mesoscale frontal activity was important for increasing the duration of AR conditions for the Pacific Northwest flooding of March 2005.

3.10 Discussion

Several types of meteorological systems (extratropical cyclones, tropical cyclones, mesoscale convective systems, mesohighs) and several mechanisms (fronts, atmospheric rivers, orographic ascent) have been shown to be important for LSMPs associated with extreme precipitation over North America. The specific structures of the LSMPs associated with these systems and mechanisms vary by location and season, and even for a specific location and season there may be multiple LSMPs associated with a single system or mechanism type. Multiple factors (e.g., extratropical cyclones and fronts) are often important in individual LSMPs, and occurrence of extreme precipitation within an LSMP is often

Fig. 14 Composite maps during ‘AR days’ during 1979–2004 within the indicated latitudinal ranges along the North American west coast. Orange contours are 500 hPa geopotential height anomalies (with respect to seasonal averages). The colors are for column integrated water vapor transport. The wind vectors are at 850 hPa. The further south the extreme precipitation, the more pronounced the trough is in the anomaly field, while the further north the ridge is more pronounced. ERA-Interim reanalysis data are shown. The numbers of events per year used for each panel during the 25-year period are: a 1.2, b 1.4, c 2.2, and d 4.0. From Gao et al. (2015)
due to mesoscale processes for which the LSMP provides a favorable environment and/or trigger.

The relationship between the strength of the LSMPs and the occurrence of extreme values of precipitation is not, in general, well understood. For instance, the strength of extratropical cyclones does not appear to have a close relationship to the occurrence of extreme precipitation, although the strength of fronts does.

While there is an extensive literature on teleconnections, there has been little analysis of how teleconnections may modulate the LSMPs associated with extreme precipitation over North America, although there has been some consideration of ENSO’s influence on LSMPs (McCabe and Muller 2002; Feldl and Roe 2010; Brigode et al. 2013).

Direct comparison between the studies considered here is difficult due to different definitions of “extreme”, different time periods, and different data sets. In particular, nearly every study uses a different definition of “extreme” and most vary in terms of time period and regional focus as well. Some generalities are reasonably clear: fronts and synoptic storms are important factors in many extreme events, although the extreme precipitation is usually realized through mesoscale processes organized, enhanced, or triggered by the larger-scale circulation; the same general category (e.g., synoptic storms) has both important regional differences as well as multiple sub-types, with significant differences in dynamical mechanisms; and most of the studies naturally focused only on the occurrence of extreme events, so it is not clear how the identified features potentially relate to non-extreme events; that is, to what degree the identified features are necessary and/or sufficient conditions for extremes. Not surprisingly, moisture availability and reduced stability are factors common to most of the LSMPs. Individual case studies of significant rain events (e.g., Bosart and Sanders 1981; Bosart 1984, 1992; Schumacher and Johnson 2008) have also demonstrated the importance of extremely weak stratification, enhancing ascent in the presence of even weak synoptic-scale forcing, as a key heavy-rain producing process.

4 Trends: observed and projected

This section considers trends in observed precipitation extremes from a general perspective, for context, and then the role of LSMPs in those trends. The potential role of LSMPs in projected future changes is briefly discussed, although it has not yet been the subject of much analysis. Extreme value statistics has been used occasionally for trend analysis (Stillmann et al. 2013a). Because this method can identify trends in both frequency and intensity of extreme precipitation, it has certain advantages over other approaches to climate trend analysis. Consequently, here we focus on those few recent studies that make use of extreme value statistics in summarizing trend analysis of both observed and projected precipitation extremes. A practical issue, especially for engineering design, concerns how best to quantify the risk of extreme precipitation events under a changing climate, given that the standard concepts of “return period” and “return level” are based on the assumption of stationarity (as already pointed out in Sect. 2.3)—an unchanging climate (e.g., Rootzen and Katz 2013).

4.1 Trends in observed precipitation extremes

Recently, a few papers have made use of extreme value statistics in attempts to detect trends in observed precipitation extremes, either for the US alone or globally. Most notably, Min et al. (2011) and Zhang et al. (2013) performed formal detection and attribution analyses of changes in annual maximum daily (Rx1 day) and pentad (Rx5 day) precipitation totals. To facilitate comparison between the limited observations and climate model simulations, Min et al. (2011) defined a “probability-based index” (PI) by scaling the precipitation extremes to a range of 0–1 using the cumulative density function values of the fitted stationary GEV distribution. A detectable change in the latter half of the twentieth century was attributed to human changes to the atmospheric composition only in the Northern hemisphere where observations are most extensive. Kunkel et al. (2013) performed a trend analysis of precipitation extremes for the US [Fig. 4 of Kunkel et al. (2013) reproduced here as Fig. 1]. Kunkel et al. (2013) applied the POT approach with a station-specific threshold corresponding to the 97th percentile (based only on days with measurable precipitation). To avoid temporal dependence of extremes, only the single highest daily total precipitation amount within a run of consecutive days exceeding the threshold was retained (Coles 2001). Using the equivalent parameterization in terms of the GEV distribution, a linear temporal trend in the location parameter of the GEV was fitted by the technique of maximum likelihood (Coles 2001), assuming that the scale and shape parameters were constant over time. Although the seasonality of precipitation extremes has been shown to be important both globally and in the US (Wehner 2013), seasonal trends in precipitation extremes have not been extensively analyzed.

This approach was applied to GHCN daily total precipitation data for stations in the CONUS over the time period 1948–2010. Stations with data missing on more than one-third of the days within this time period were removed from the analysis. Figure 1 shows the estimated change in 20-year return levels between 1948 and 2010, along with an indication of statistical significance. Over three-quarters of the stations have experienced increases. Although only about 15% of these increases are statistically significant based on station-specific hypothesis testing, a field significance test based on resampling that takes into account spatial
dependence indicates overall statistical significance. A more powerful approach to trend detection would require “borrowing strength” within a region, making the physically plausible assumption that trends in extremes for adjacent stations attributable to large-scale forcings should be similar in magnitude (Hanel et al. 2009).

To treat trends in precipitation extremes for the remainder of North America (not included in Fig. 1), we make use of the Westra et al. (2013) global trend analysis. This study used the block maxima approach, rather than the POT approach, considering a shift in the parameters of the GEV distribution fit directly to the annual maximum of daily total precipitation. Instead of formulating the trend as an explicit function of time, they expressed the location parameter as a linear function of the global mean temperature for each year incorporating both natural and anthropogenic nonstationary influences. Westra et al. (2013) applied this technique to more than 8000 stations with more than 30 years of data within the time period 1900–2009. Globally, they showed that about 10% of the stations have a statistically significant positive association between the location parameter of the GEV distribution for annual maximum precipitation and global mean temperature. However, within North America, the spatial distribution of these significant increases lacks a clear pattern. Despite a considerably lower density of stations outside the US, there are quite a few stations in Canada that exhibit statistically significant increases, but barely any in Mexico.

The attribution of the human influence on individual extreme storms due to climate change is a rapidly developing field and will not be covered in detail here. The interested reader is pointed to the review and methodological articles of Stott et al. (2013), Zwiers et al. (2013), Pall et al. (2014) and Easterling et al. (2016), as well as the US National Academies report on extreme event attribution (NASEM 2016) and the annual reports on “Explaining Extreme Events from a Climate Perspective” in the Bulletin of the American Meteorological Society.

### 4.2 Role of LSMPs and large-scale influences in trends

Increasing trends in precipitation extremes have been observed for many parts of the CONUS and the world (e.g., Groisman et al. 2004, 2005). In the midwestern US, Feng et al. (2016) found an increasing trend in mean and extreme precipitation (95%) associated with MCSs during spring in the past 35 years. The increase in MCS mean and extreme precipitation is supported by an increase in the strength of the Great Plains LLJ associated with an increase in sea level pressure gradient between the Rocky Mountain and west Atlantic Ocean due to the larger warming over land relative to the ocean. The increased moisture transport by the LLJ that converges moisture in the Midwest has been found to support longer-lived MCSs that produce heavier precipitation (Feng et al. 2016). An additional regional example can be seen in the Northeastern US where Collof et al. (2016) showed that increases in summertime extreme precipitation events in the area have been associated with closed low pressure systems, and not connected to tropical cyclones.

Global climate models project significant changes in the precipitation regime expressed in both the frequency and intensity of daily precipitation (e.g., Khairin et al. 2013; Polade et al. 2014, 2017). Large changes in the daily precipitation regime lead to a wide variety of impacts, but can become invisible when aggregated to annual mean precipitation. Such is the case in the Southwestern US where frequency is projected to decrease while intensity of the most intense precipitation is projected to increase, leading to increased risk of drought as well as flood (e.g., Dettinger 2011; Das et al. 2011). Moreover, in such arid regions, where precipitation is already infrequent, small numbers of wet storms lead to large variability of annual total precipitation—a natural feature of subtropical climate regimes that is projected to intensify in the future due to anthropogenic changes in the daily weather regime (Polade et al. 2014). The southwestern US, in particular, receives winter precipitation from tail ends of midlatitude cyclones which are projected to track further poleward with progressive non-uniform (polar-amplified) climate change (e.g., Barnes and Polvani 2013), thus decreasing the frequency of daily precipitation (Favre and Gershunov 2009). A progressively larger proportion of California’s total annual precipitation is projected to be generated in heavy and extreme events (Polade et al. 2017), however, further increasing the natural volatility of the regional hydroclimate. This projected intensification of extremes has recently been attributed to mainly thermodynamic bolstering of ARs in a warming climate (Gershunov et al. 2019). This is one regional example, for a region with a diverse and growing population and over-allocated water resources that hinge on mountain snowpack, which is additionally affected by the warming trend. In the Southwestern US, already-stressed water resources are expected to become more scarce as the risk of persistent drought is projected to increase (Cayan et al. 2010), even as the risk of wintertime flooding may also be increasing (Dettinger 2011; Das et al. 2011).

The role of LSMPs in projected changes in precipitation extremes has not yet received much attention beyond analysis of ARs. In most regions of the US and globally, precipitation extremes are projected to increase (e.g., Groisman et al. 2005) and it is imperative to consider the daily precipitation regime (the intensity, duration, and frequency of daily precipitation), preferably in the context of specific storm systems, in order to understand impacts of climate change on natural climate variability as well as the influence.
of natural variability on local and regional anthropogenic trends in extremes. In California, for example, the frequency and intensity of heavy (above the 90th percentile) and especially extreme (above the 99th percentile) daily precipitation events are projected to increase, in contrast to most other Mediterranean climate regions around the world (Polade et al. 2017). The enhanced extremes in conjunction with decreasing frequency of low and medium intensity precipitation would lead to increasing volatility of water resources driven by increased year-to-year precipitation variability due to a narrowing sample of storms producing the annual total precipitation (Polade et al. 2014, 2017). In terms of future change relative to LSMPs, AR precipitation is clearly expected to intensify (Gershunov et al. 2013, 2019; Gao et al. 2015) as moisture concentration and transport is expected to increase in a warmer atmosphere (Lavers et al. 2015). Simulation of ARs is further discussed in Sect. 5.2.1. How other LSMPs may change in the context of both thermodynamic and dynamic changes remains to be explored.

5 Climate modeling of extremes and associated circulation

This section considers simulation of extreme precipitation, in general, in terms of global and regional climate models, for context, and then simulation of LSMPs associated with precipitation extremes, specifically. LSMPs are considered in terms of atmospheric rivers, other large-scale circulation features, and projections of LSMP behavior associated with precipitation extremes.

Analysis of simulated precipitation extremes is often motivated by engineering and water resources impacts, so precipitation analyses often focus on intensity–duration–frequency curves (e.g., Mirhosseini et al. 2013; Fu et al. 2013; Zareie and Nguyen 2013; Zhu et al. 2013; Notaro et al. 2015) or return periods of extreme events (e.g., Domínguez et al. 2012; Halmstad et al. 2013; Kuo et al. 2014; Mailhot et al. 2012; Monette et al. 2012; Wang et al. 2013; Wehner 2013; Kharin et al. 2013; Monjo et al. 2016), though analyses also consider percentiles of precipitation (e.g., Kawazoe and Gutowski 2013a, b; Alexander et al. 2013; Sillmann et al. 2013a, b; Glisan and Gutowski 2014a, b). As a consequence, simulation analyses typically look at subregions of model simulation domains, such as specific watersheds (Halmstad et al. 2013; Kawazoe and Gutowski 2013a, b; Monette et al. 2012; Alexander et al. 2013; Murdock and Sobie 2013), or just a few selected locations (Mishra et al. 2012). The engineering and water-resources needs also tend to motivate analyses focused on subdaily to multi-day precipitation amounts.

Note that not all extremes are clearly tied to LSMPs. Local convective events, such as squall lines, can also produce very intense precipitation, but these are also events that climate models will not simulate directly, except possibly for a limited number of regional simulations at very high (few km) resolution. Thus, discussion here attempts to focus as much as possible on simulation characteristics resolved by climate models.

5.1 Simulation of extreme precipitation

5.1.1 Global climate models

Direct comparison of gridded output from Coupled Model Intercomparison Phase 5 (CMIP5) class global climate models with the corresponding observations at rain gauges is generally considered infeasible because of the difference in spatial scale (i.e., point versus ~100 km x 100 km cells). In principle, methods based on extreme value theory could be devised to adjust for this scale mismatch (Mannshardt-Shamseldin et al. 2010), but are not yet operational. Instead, comparisons are often made with gridded analyses of precipitation or even gridded reanalyses, despite the recognized shortcoming that the precipitation observations are not generally assimilated as part of these reanalyses.

Kharin et al. (2013) applied the block maxima approach to annual maxima of daily precipitation amounts, comparing reanalyses with output from CMIP5 models for the late 20th century. They found that magnitudes of 20-year return levels for precipitation extremes estimated from the CMIP5 multi-model ensemble for 1986–2005 are comparable to those for reanalyses, at least outside the tropics and subtropics including much of North America. Sillmann et al. (2013a) made similar comparisons between CMIP5, reanalyses and gridded observations for the recent climate, but in terms of a set of the ETCCDI indices, which are less extreme than considered by Kharin et al. (2013). They found improvements in the performance of CMIP5 over Coupled Model Intercomparison Phase 3 (CMIP3) in generating precipitation extremes including over North America, possibly attributable to slightly higher spatial resolution (Wehner et al. 2010).

A similar seasonal analysis confined to North American land points only is shown in Fig. 15 following Sillmann et al. (2013a) for two precipitation indices, the maximum daily (Rx1 day) and pentad (Rx5 day) total precipitation of the season. The models are compared to ERA-Interim (Dee et al. 2011), the reanalysis product most highly correlated with the observationally based ETCCDI indices (Donat et al. 2014). For consistency, the following definition is repeated from the companion paper, Grofjahn et al. (2016). As in Gleckler et al. (2008), errors are normalized by the median error of
the CMIP5 models to facilitate plotting multiple variables on the same scale, using the formula:

$$E^R_j = 100 \times \frac{(E_j - E_{\text{median}})}{E_{\text{median}}}$$

(2)

Here, $E_{\text{median}}$ is the median root mean square error (RMSE) of the CMIP5 models, $E_j$ is the RMSE of the $j$th model and $E^R_j$ is that model’s “relative RMSE” and is plotted for seasonal means of the indices. In this analysis, the model median RMSE in (2) is calculated for each variable over all seasons and then applied to normalize each season in order to assess the relative seasonal performance. Blue colors represent errors lower than the model median error, while red colors represent errors larger than the median error. Seasons are denoted by triangles within each square. The different models are arranged in order of increasing average relative error with the models with the lowest average relative error on the top. A comparison between ERA-Interim and 3 other reanalyses products is also shown at the bottom revealing that for these two extreme precipitation indices, many models agree with ERA-Interim better than the reanalyses do among themselves.

However, resolution constraints cause the magnitude of extreme precipitation events to remain underestimated by both the CMIP5-class (~100 km resolution) models and the reanalyses as compared to the available observed gridded precipitation products. Modern high performance computing systems are just now enabling multi-decadal integrations of significantly higher resolution global atmospheric models. For the Community Atmospheric Model, Version 5.1 (CAM5.1) at a horizontal resolution of 25 km, the distribution of extreme daily precipitation agrees much better with the range of gridded station observations than at coarser resolutions (Wehner et al. 2014). At such higher resolutions, limitations of the underlying mesh become less important exposing flaws in the physical parameterizations. This is apparent in the CAM5.1 results where simulated extreme daily precipitation agrees well in the winter with observations over the CONUS, but is too large in the summer. This is traceable to deficiencies in the cumulus convection parameterization, which plays a larger role in summer than in winter (Wehner et al. 2014).

Toredi et al. (2013), Kharin et al. (2013) and Sillmann et al. (2013b) analyzed future projections of precipitation extremes based on the CMIP5 multi-model ensembles. Toredi et al. (2013) apply the POT approach with a threshold corresponding to the 90th percentile. They compare the estimated 50-year return levels for the historical time period of 1966–2005 with those for two future periods 2020–2059 and 2060–2099, assuming stationarity within each 40-year period (a somewhat unrealistic assumption). For the middle and higher latitudes of North America, they find that increases in the estimated 50-year return level are greater in magnitude for the second future period than for the first but did not perform statistical significance tests on these differences.

For the CMIP5 multi-model ensembles, Kharin et al. (2013) compare the estimated 20-year return levels for the historical time period of 1986–2005 with those for the two future periods of 2046–2065 and 2081–2100, likewise assuming stationarity within each 20-year period. For essentially all of North America, they find statistically significant increases in the 20-year return period (using a Wilcoxon signed-rank test). These increases tend to be somewhat higher for the second future time period. Sillmann et al. (2013b) find similar projected changes for indices that reflect more moderate extreme precipitation events of the ETCCDI indices. Figure 16 shows the CMIP5 multi-model average percent change in the mean seasonal maximum pentad total precipitation (Rx5 day) at the end of the twenty-first century (2081–2100) relative to the recent past (1981–2005). The patterns of changes in Rx5 day (southern decreases and northern increases) are very similar to the patterns of seasonal mean precipitation. For changes in rarer measures of extreme precipitation, such as the 20 year return values in
Kharin et al. (2013), increases in North America are more prevalent and are close to that determined by the local mean temperature change and the Clausius–Clapeyron relationship. However, we emphasize that projected changes from the CMIP5 models need to be treated with great caution given their tendency to severely underestimate observed precipitation extremes and the absence of certain classes of severe storms, such as tropical cyclones (Wehner et al. 2015). Comparison with results from the forthcoming higher-resolution CMIP6 model set will provide an assessment of the robustness of the results.

5.1.2 Regional climate models

One can distinguish regional climate model (RCM) simulations by whether they are “convection-permitting” simulations (grid spacing finer than ~4 km) or coarser (typically 25–50 km grid spacing). The former can simulate features of precipitation processes, such as convective systems, that coarser models relying on convection parameterizations can only marginally resolve at best. This can affect how LSMPs influence the production of extreme events. Because of the substantial computational burden of using fine-resolution, most RCM simulations are in the coarser category.

RCM performance in simulating extreme precipitation varies seasonally and regionally, with little correlation to model performance in simulating mean precipitation, for RCMs with 50 km resolution (Wehner 2013). For instance, only one of the RCMs in Wehner (2013) could reproduce the local summer seasonal minimum in extreme precipitation in the Southeast US. Again this deficiency likely has its origins in cumulus parameterizations not designed at high resolution nor for extreme precipitation. Evaluations of multi-model ensembles in some regions (e.g., Colorado—Alexander et al. 2013; northeastern Canada—Monette et al. 2012; Upper Mississippi region—Kawazoe and Gutowski 2013a, b; central Alberta—Kuo et al. 2014), reveal that observed extreme precipitation falls within the range of model results, suggesting that an appropriate ensemble mean of the extremes’ statistics could be an acceptable approximation. In contrast, Dominguez et al. (2012) find the ensemble members generate too much extreme precipitation for broad areas of the western US. However, observational uncertainties in the tail of the distribution are large enough to obscure the precise target that models should aim for. Analysis of the models’
realizations of the LSMPs associated with the extreme precipitation, discussed further in the next section, can provide an additional process-based assessment of the models’ simulation of extremes.

With advances in computing resources and motivated generally by the need to better simulate precipitation characteristics, RCMs have been applied at convection permitting resolutions, which require a non-hydrostatic dynamical core and horizontal resolutions of 4 km or less (Prein et al. 2015). There is no general agreement on improvements of daily mean precipitation in convection permitting regional climate simulations compared to coarser resolution simulations that use convective parameterizations, except perhaps for winter time precipitation in complex terrain where higher resolution allows topographic effects to be better represented (Rasmussen et al. 2011). Daily heavy precipitation is often too high compared to sparse mountainous observations (Kendon et al. 2012; Prein et al. 2013; Chan et al. 2013; Ban et al. 2014). However, more consistent improvements have been found in simulating sub-daily summertime high intensity precipitation or diurnal cycle of precipitation (Ban et al. 2014; Fosser et al. 2014; Chan et al. 2013; Gao et al. 2017) and even proxies of hazardous weather such as tornados, thunderstorm and large hail (Gensini and Mote 2014) by explicitly resolving convection. In simulations for two warm seasons, Yang et al. (2017) showed that convection permitting regional simulations can realistically capture the probability distribution of MCS characteristics such as MCS lifetime, event precipitation, and equivalent diameter.

Using a regional model at 1.3 km resolution over the Rocky Mountains in Colorado, Mahoney et al. (2012) found that despite more vigorous convection and hail generation within clouds in a warmer climate, surface hail is eliminated in the warm season due to melting by the warmer temperature. Kendon et al. (2014) applied a regional climate model at 1.5 km resolution over a region in the United Kingdom and found intensification of short duration rain in the future that is associated mainly with the convective core of the storm. Using convection permitting simulations at 4 km resolution over the CONUS, Prein et al. (2017) found that MCS frequency more than triples in North America, with a 15–40% increase in maximum precipitation rates and larger storm size resulting in up to 80% increases in total MCS precipitation volume within a 40 km radius around the storm center. Convection-permitting simulations have also been used to explore how individual AR events might change in a warmer climate, with the resolution important to resolving both the meteorology and the interaction with terrain (Domínguez et al. 2018; Mahoney et al. 2018). These high resolution studies have demonstrated the significant value provided by convection permitting modeling in providing insights about extreme precipitation changes and flood risk in the future.

5.2 Simulation of LSMPs associated with precipitation extremes

There has been less study of the large-scale weather patterns associated with extreme precipitation compared to the study of extremes themselves. Evaluating the relationship between LSMPs and extreme precipitation in simulations versus observations is important for establishing the physical credibility of climate simulation of precipitation extremes. In addition, because the spatial scale of LSMPs is well-resolved in both observations and models, the link between LSMPs and extreme precipitation can be used as a basis for both diagnostic downscaling (Cavazos 1999; Castellano and DeGaetano 2016) and for downscaling climate projections (Gao et al. 2014; Castellano and DeGaetano 2017). While the synoptic scales characteristic of LSMPs have, in general, greater predictability than smaller scales (e.g., Lorenz 1969; Droegemeier 1997; Hohenegger and Schar 2007), the predictability of specific LSMPs has not yet received much attention beyond ARs (e.g., DeFlorio et al. 2018).

5.2.1 Atmospheric rivers

ARs, discussed in Sect. 3.9, have a width less than 1000 km and length greater than 2000 km, and their larger-scale characteristics are well resolved by global and regional climate models. In western North America and elsewhere, accurate simulation of the very heavy precipitation associated with ARs requires higher resolution of its complex coastal and mountainous orography than is available in CMIP5-class climate models. As with extratropical cyclones and tropical cyclones, various authors define ARs in different quantitative ways. In order to better understand what these differences imply, the coordinated Atmospheric River Tracking Method Intercomparison Project (ARTMIP) is currently underway (Shields et al. 2018a, b; Rutz et al. 2019).

Leung and Qian (2009) and Salathé et al. (2014) used regional models to simulate atmospheric rivers reaching the west coast of North America and found that the models, applied at 50 km and 36 km, respectively, reproduced the key features. More specifically, Leung and Qian (2009) found that their 20-year-long simulation driven by global reanalysis boundary conditions captured realistic temperature and precipitation anomaly associated with atmospheric rivers that produced heavy precipitation in the western US. Dettinger (2011) analyzed simulations from seven GCMs in the CMIP3 and found that the number of days with atmospheric rivers making landfall in central California, defined using absolute threshold values of vertically integrated water vapor (IWV) and 925 hPa winds, is generally higher in the global reanalysis than the GCMs, though the range and frequency distribution simulated by the GCMs are quite comparable. Weller et al. (2012) used bivariate extreme value
theory to demonstrate that the Weather Research and Forecasting (WRF) regional climate model driven by reanalysis has at least some ability to reproduce extreme winter precipitation events associated with North Pacific ARs. Warner et al. (2015) compared the 99th percentile IWV, 850 hPa winds, and integrated vapor transport (IVT) at ocean grid points along the US west coast simulated by ten GCMs in CMIP5 with a global reanalysis. Although there is a large model spread, the multi-model mean is in close agreement with the reanalysis for IWV and winds, but is generally lower than the reanalysis for IVT. Despite the lower IVT, the models tend to produce higher values of 99th percentile precipitation compared to the NCEP/NCAR reanalysis. However, the 99th percentile values of IVT correspond to values much higher than that typically used to define atmospheric rivers, so the above statistics correspond only to the most extreme atmospheric river events. Using the 85th percentile of IVT as thresholds for detecting atmospheric rivers for comparable absolute IVT threshold values used in the literature, Gao et al. (2015) compared the simulations of atmospheric river frequency along the west coast of North America from 24 GCMs in CMIP5. The multi-model mean meridional distribution of the number of atmospheric river days compares well with that derived from four global reanalyses, although the numbers are generally higher than the reanalyses during winter, while the opposite is true for spring. Although the multi-model mean of the CMIP5 models generally captures the overall frequency distribution of atmospheric rivers making landfall in western North America, Payne and Magnusdottir (2015) found that the performance of individual models is quite variable, with few correctly resolving the frequency distribution, interannual variability in number and amplitude of moisture flux, and median landfalling latitude.

To determine model sensitivity in simulating atmospheric rivers, Hagos et al. (2015) compared global climate simulations performed at multiple horizontal resolutions between 30 and 240 km. Interpolating the simulations to a common grid at 240 km grid spacing, they found that the frequency of atmospheric rivers decreases with increasing model resolution, which reflects changes of IWV, vertical profile of water vapor, and the meridional structure of the subtropical westerlies with model resolution. The important links between the subtropical westerlies associated with the jet stream and atmospheric river frequency were further demonstrated by Hagos et al. (2016) based on analysis of a large ensemble of global simulations (Kay et al. 2015) for landfalling atmosphere rivers in western North America and by Gao et al. (2016) based on CMIP5 simulations for landfalling atmospheric rivers in western Europe. Understanding the relationships between model climatology and uncertainty of large-scale conditions, particularly the position of the subtropical and eddy-driven jet streams, and atmospheric rivers may improve modeling of the large-scale meteorological patterns associated with extreme precipitation produced by atmospheric rivers.

5.2.2 Other large-scale circulation features

A few analyses also evaluate other underlying, large-scale physical processes in simulations that lead to extreme precipitation (Gutowski et al. 2008, 2010, Holman and Vavrus 2012; Kawazoe and Gutowski 2013a; Notaro et al. 2013; Singh et al. 2013). The models often show more consistency with observations of features leading to extremes, such as synoptic circulation (Holman and Vavrus 2012; Kawazoe and Gutowski 2013a), than for the extreme precipitation itself, highlighting the strengths of the models to capture regional circulation features well. How well those features are represented, however, are also a function of the scale and underlying processes responsible for the pattern. Schumacher and Davis (2010) showed that in medium-range forecasts of heavy precipitation events with diverse causes, those associated with landfalling tropical cyclones had the greatest skill, whereas those associated with warm-season continental convective systems had the least skill.

A key factor for the relationship between LSMPs and extreme precipitation events is moisture convergence by large-scale circulations (e.g., Holman and Vavrus 2012; Kawazoe and Gutowski 2013a), as opposed to tapping into ambient moisture in a region. In this regard, a common feature of synoptic behavior associated with extreme daily precipitation in the simulation analyses of Gutowski et al. (2008) and Kawazoe and Gutowski (2013a) is that the large-scale meteorological pattern tends to be quasi-stationary for at least one to 2 days prior to the event. For the central US cases examined by Gutowski et al. (2008) and Kawazoe and Gutowski (2013a), the LSMP consists of a 500-hPa trough to the west and ridge to the east with a surface low that steadily transports moisture into the middle of the US from the Gulf of Mexico. An opposite LSMP was also noted and simulated in Notaro et al. (2013), with a surface high over the central US and a surface low over the northeastern US, associated with heavy snowfall south of the Lakes Erie and Ontario. In this case, the moisture source (Great Lakes) is to the north of the location of heavy precipitation.

5.2.3 Projections of future LSMP behavior associated with precipitation extremes

As the water vapor holding capacity of the atmosphere increases with temperature following the Clausius–Clapeyron relationship or about 6–7% per °C local warming, it is expected that atmospheric rivers may transport more moisture, which may lead to heavier precipitation in a warmer climate. GCM simulations from CMIP3 and CMIP5 confirm
the increasing IWV associated with atmospheric rivers in the future. However, Dettinger (2011) noted that despite increases in IWV in a warmer climate, the upslope winds associated with atmospheric rivers in central California from seven CMIP3 GCMs analyzed tend to decrease so the changes in IVT, which relate more directly to precipitation intensity, are small. Nevertheless, more notable changes are found in the number of atmospheric river days associated with extreme winters that have high frequency of atmospheric rivers, and exceptionally large IVT values higher than found historically occur occasionally, giving rise to increased flood risk in the future. Similar conclusions about the important thermodynamic contribution from increased IWV to increasing the frequency of atmospheric rivers in a warmer climate were reached by Lavers et al. (2013), Warner et al. (2015), Payne and Magnusdottir (2015), and Gao et al. (2015, 2016) using CMIP3 and CMIP5 models for North Pacific atmospheric rivers. Despite the smaller dynamical contributions from changes in winds or shifts in the jet stream to atmospheric river frequency, Hagos et al. (2016) and Gao et al. (2015, 2016) found that uncertainty in projecting the changes in the jet position contributes importantly to uncertainty in projecting changes in atmospheric river frequency in a warmer climate. For atmospheric rivers making landfall in western North America, dynamical or wind changes associated with the jet stream play a notable role in atmospheric river changes in southern California and Alaska (Payne and Magnusdottir 2015; Gao et al. 2015).

ENSO is understood to be one of the strongest large-scale influences characterizing the North American climates and therefore a likely influence on the characteristics of LSMPs. Meehl et al. (2007) using a global climate model found that future El Niño teleconnection patterns are projected to shift eastward and northward over the US in a warmer climate, driving increases in intense precipitation over the southern part of the US continent. While the LSMP implications of these changes have yet to be explored, ENSO has been shown to influence extreme precipitation LSMPs over the southern US (McCabe and Muller 2002; Feldl and Roe 2010). Meehl and Teng (2007) found that, with increased greenhouse gases, the upper-tropospheric base state change over the Northern midlatitudes is characterized by an anomalous wave-5 pattern (5 high-low anomaly pairs spanning the full hemisphere along a latitude band), which changes the El Niño teleconnections and associated circulation over western North America. As LSMPs are often conditioned by larger-scale circulation and teleconnections, it is expected that there may be a corresponding shift in geographical location, intensity, or other characteristic of the various LSMPs associated with extreme precipitation, but this has yet to be explored.

Considering storm tracks, Favre and Gershunov (2009) examined the meridional temperature gradient response by climate change. They found a northward shift of the eastern Pacific storm track due to weakening of the equator-to-pole temperature gradient. This synoptic-scale feedback favors anticyclonic circulations off the US west coast and more cyclonic conditions at higher latitudes, causing a reduction in the frequency of intense precipitation over southwestern North America (California and northern Mexico) (Favre and Gershunov 2009). Fuentes-Franco et al. (2014) also discerned in future projections poorer conditions for precipitation over Mexico and Central America caused by a change in the Caribbean low-level jet.

Studies of extreme precipitation over the central US have found it often occurs when there is a slow moving cut-off or deep trough system, with corresponding moisture transport from the Gulf of Mexico and moisture flux convergence (Holman and Vavrus 2012; Kawazoe and Gutowski 2013a). This circulation pattern for extreme precipitation appears to be robust with climate change (Gutowski et al. 2008). In addition, increased atmospheric moisture in this pattern leads to more extreme precipitation over the central US in a warmer climate. Song et al. (2018) found that the North Atlantic Subtropical High (NASH) and North Pacific Subtropical High (NPSH) strengthen more in spring than summer under future warming. Associated with the enhancement of the Great Plain low level jet and northward shift of the NASH in spring, precipitation is enhanced over the northern Great Plains and northeastern US. Meanwhile, enhancement and northward shift of the NPSH in spring increases precipitation in the northwestern US and decreases precipitation in the southwestern US during spring. For the southeastern US region, Li et al. (2013) and Li and Li (2014) emphasized the important role of a projected westward shift in the NASH, which would provide favorable conditions for more frequent summer precipitation extremes over the southeastern US. They found that changes in atmospheric dynamics significantly regulate the regional hydrological cycle.

### 6 Summary and discussion

Large-scale meteorological patterns (LSMPs) are recurrent synoptic-scale patterns in circulation or thermodynamic fields that play a primary role in individual weather events. We have surveyed the relationship of LSMPs to the occurrence of extreme precipitation over North America in terms of definitions and data, dynamical mechanisms, model representation, and climate change trends. While LSMPs are not the sole factor in determining extreme precipitation, they play an important role in many events and have spatial and temporal scales that are well-resolved in both forecast and climate models, have medium-range weather predictability,
Data, definitions, and methodology: There is considerable data-related uncertainty in identifying extremes in the existing observational precipitation datasets and some seasonal and geographic limitations in analyzing the related circulations in atmospheric reanalysis datasets. Of the five observed precipitation datasets compared here, there is only good general agreement at $2^\circ \times 2^\circ$ resolution for moderately extreme values of rainfall ($20\text{ mm day}^{-1}$ and below). Many different definitions of “extreme” are in use making it difficult to directly compare the results of different studies. A range of methodologies have been used to identify LSMPs, including composites based on manual synoptic typing, regression-based approaches, and automated pattern-extracting methods such as self-organizing maps and cluster analysis. Additional factors have sometimes been considered to further subdivide event types, including consideration of moisture transport and dynamical factors. It is possible to make extreme value distributions conditional on an external factor like an LSMP, although this method has not been widely explored yet.

LSMPs and related dynamical mechanisms: Several types of meteorological systems (extratropical cyclones, tropical cyclones, MCS, mesohighs) and several mechanisms (fronts, atmospheric rivers, orographic ascent) have been shown to be important for LSMPs associated with extreme precipitation over North America. Fronts and synoptic storms are important factors in many extreme events, although the extreme precipitation is usually realized through mesoscale processes organized, enhanced, or triggered by the larger-scale circulation. The same general category of LSMP (e.g., synoptic storms) can have both important regional differences as well as multiple sub-types, with significant differences in circulation pattern, relationship to other factors (e.g., fronts), and dynamical mechanisms.

Trends: Consideration of trends in terms of LSMPs has been limited so far. Extreme value statistics are a promising technique for assessing trends as they can formally account for both the rate of exceeding a high threshold and the excess over a high threshold (that is, both rate of occurrence and intensity). Application in the context of non-stationary climate extremes has, however, been limited. Both the block maxima and peaks-over-threshold (POT) approaches have advantages and disadvantages.

Model realization of extremes and associated circulations: CMIP5 magnitudes of 20-year return levels are comparable to those in reanalysis precipitation for much of North America but much lower than that obtained from gridded station data although there are substantial observational uncertainties. Agreement is generally better in winter than in summer, when cumulus convection processes are important. Models reproduce probability distributions fairly well until they get to the tails. There are some improvements with winter complex terrain events at convection-permitting resolution (1–4 km). The general features of atmospheric river events are reproduced, although models generally produced more events than observed, but with the number decreasing as resolution increases. The models are generally better at capturing synoptic-scale features associated with extreme precipitation than extreme precipitation, itself; e.g., they are able to capture circulations associated with large-scale moisture transport for events in the central US and Great Lakes. This is consistent with the historical trend for much higher skill in forecasting mass fields than in forecasting precipitation. However, there has not been much assessment of models’ ability to reproduce the LSMPs considered here; that is, assessing whether the models are producing extreme precipitation for the right dynamical reasons.

Projections: Aside from atmospheric rivers, there has been only limited analysis of projections of LSMPs. Changes in atmospheric rivers have been examined, with some studies showing some cancellation of factors—increased frequency but also increased stability. However, results depend strongly on the quantitative atmospheric river definition. There is also some suggestion of a regionally- and seasonally-dependent cancellation of influence between a weakening in storm tracks but increases in moisture availability and transport into the central US.

Knowledge gaps: In terms of our overall understanding of the relationship between LSMPs and extreme precipitation for North America, it is clear that LSMPs are an important factor, but detailed and dynamically-oriented studies have been primarily limited to regional or local analysis. For example, we know that fronts are associated with many extremes but we do not yet have a full understanding of the physical mechanisms by which fronts enhance the favorability for extreme precipitation and how these mechanisms vary regionally and seasonally. The definition of “extreme” varies considerably from study to study and it is not clear how transferable the results are. These limitations circumscribe our current understanding of the underlying dynamics.

Our survey of the previous literature offers a number of perspectives for future research:

- Observational uncertainty in the gridded products necessary to validate climate models is very high for extreme precipitation, even over the well-observed CONUS. Additionally, the available observational data in many areas may not be sufficient to well constrain estimates of the role of covariates in non-stationary extreme value
models (Li et al. 2019). Gridding procedures designed for the tails of the distribution need to be critically examined and new gridded extreme precipitation data products produced, considering both the most accurate representation of the observed data and the most consistent approach to model evaluation.

- Physically-based covariates bring additional physical information to extreme value analyses and this type of activity is still relatively new. It can be especially useful by incorporating a climate change based covariate to allow time dependent statistical models, permitting the analyses of much longer time series.

- The links between broad categories of LSMPs and extreme precipitation are well-established and useful focus areas for future observational research include consideration of different circulation patterns within categories, how the large-scale circulation relates to the embedded mesoscale circulations that are usually the proximate causes of the extreme precipitation, and how these relationships vary by season and region. The relationship between the strength of the LSMPs and the occurrence of extreme values of precipitation is still not well understood in many instances, and seems to have a closer relationship in some cases (fronts) than in others (extratropical cyclones). While a range of definitions of extreme is useful due to the different goals and audiences for extreme precipitation studies, more consideration of the sensitivity of the results to the definition used would be helpful.

- A better understanding of what is needed from forecasting and climate model projections would help guide research. A large portion of analyses of simulations of precipitation extremes focuses on civil engineering needs. Other needs, such as for agriculture, may help broaden the understanding of extremes and their impacts. The engineering need challenges models to simulate well short-term (daily or shorter) extreme events, although higher resolution helps. Comparisons between CMIP5 results and the forthcoming higher-resolution CMIP6 simulations and projections will be informative. Observational sources are challenged to provide daily and sub-daily observations for large areas. Increasing resolution in GCMs appears to reduce discretization errors but significant errors in extreme precipitation traced to cumulus convection parameterizations remain. Convection-permitting simulations with grid spacings of a few kilometers have shown both improved and degraded simulation of extreme precipitation compared to coarser resolution simulations depending on season but show promise for insights into certain types of future flood risk. The synoptic scales of LSMPs provide potential for statistical downscaling of forecasts and projections but the ability of models to accurately simulate the LSMP relationships and the short-term to subseasonal predictability of LSMPs remains to be fully assessed. The LSMP-extreme precipitation relationships also provide a dynamically-based perspective for evaluating model simulation of extremes.
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