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ABSTRACT
In this work we use Equal Opportunity (EO) doctrines from political philosophy to make explicit the normative judgements embedded in different conceptions of algorithmic fairness. We contrast formal EO approaches that narrowly focus on fair contests at discrete decision points, with substantive EO doctrines that look at people’s fair life chances more holistically over the course of a lifetime. We use this taxonomy to provide a moral interpretation of the impossibility results as the incompatibility between different conceptions of a fair contest — forward-facing versus backward-facing — when people do not have fair life chances. We use this result to motivate substantive conceptions of algorithmic fairness and outline two plausible fair decision procedures based on the luck egalitarian doctrine of EO, and Rawls’s principle of fair equality of opportunity.
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1 EQUALITY OF OPPORTUNITY
Equality of Opportunity (EO) is a philosophical doctrine that objects to morally arbitrary and irrelevant factors affecting people’s access to desirable positions, and the social goods attached to them (such as opportunity and wealth). In an EO-respecting society, all people, irrespective of their morally arbitrary characteristics, such as socio-economic background, gender, race, or disability status, have comparable access to the opportunities that they desire. Similarly, in fair machine learning (fair-ML), we are usually interested in ensuring that the outputs of algorithmic systems, specially those used in critical social contexts, do not systematically skew along the lines of membership in protected groups based on gender, race, or disability. In so far as protected groups are constructed on the basis of membership in protected groups based on gender, race, or disability, such as opportunity and wealth). In an EO-respecting society, all people, irrespective of their morally arbitrary characteristics, such as socio-economic background, gender, race, or disability status, have comparable access to the opportunities that they desire. Similarly, in fair machine learning (fair-ML), we are usually interested in ensuring that the outputs of algorithmic systems, specially those used in critical social contexts, do not systematically skew along the lines of membership in protected groups based on gender, race, or disability. In so far as protected groups are constructed on the basis of membership in protected groups based on gender, race, or disability, such as opportunity and wealth). In a fair contest, the most qualified person wins. Conversely, fairness at a specific decision point.

1.1 Principles of EO
There are two broad principles of EO, namely, the principle of fair contests and the principle of fair life chances.

1.1.1 Fair contests. The principle of fair contests, commonly understood as the nondiscrimination principle, says that competitions for desirable positions should be open to all and should be adjudicated based on competitors’ relevant merits, or qualifications. In any fair contest, the most qualified person wins. Conversely, fair contests do not judge competitors on the basis of irrelevant characteristics, especially excluding morally arbitrary factors such as gender, race, and socio-economic status that are not properly understood as qualifications at all.

The principle of fair contests has been very influential in fair-ML and has guided statistical measures and algorithmic interventions that conceptualize fairness as nondiscrimination.

1.1.2 Fair life chances. The principle of fair life chances says that people’s chances of success over a lifetime should not depend on morally arbitrary factors. It takes a holistic view of equal opportunity by comparing the opportunity sets that people have over the course of a lifetime, and is popularly understood as a principle that levels the playing field.

The principle of fair life chances has been almost entirely overlooked in fair-ML, and this omission explains some of the limitations in current approaches, as we will discuss shortly.

1.2 Domains of EO
According to Fishkin [15], there are, broadly, three domains of EO:

1.2.1 Fairness at a specific decision point. The first domain comprises the discrete points at which social goods, such as employment, admissions, and loan decisions are distributed. EO doctrines compel us to think about whether outcomes of decision-making at discrete decision points are influenced by morally arbitrary factors.

1.2.2 Equality of developmental opportunities. The second domain comprises educational and other foundational opportunities that shape people’s ability to compete for desirable positions in the first domain. EO doctrines are also concerned with whether people had comparable developmental opportunities to build up their qualifications ahead of competitions.

1.2.3 Equality of opportunities over the course of a lifetime. Lastly, EO doctrines also compel us to look more broadly at the opportunity
sets to which people have access over the course of a lifetime, and whether these bundles are comparable.

1.3 Roadmap

Different interpretations of the two principles discussed in Section 1.1, and to which domain they apply, give rise to different conceptions of EO. We fix notation in Section 2. We then discuss Formal EO doctrines—which emphasize the principle of fair contests at discrete decision points—in Sections 3 and 4. We go on to provide a moral interpretation of the impossibility results in fair-ML as the incompatibility between a forward-facing vs. backward-facing conception of a fair contest in Section 5. In Section 6, we discuss Substantive EO doctrines—which emphasize the principle of fair life chances and target all three domains—as they are classically understood. Next, in Section 7, we provide modern re-interpretations of these doctrines that are more amenable to real-world decision-making. In Section 8, we arrange the moral desiderata of different EO doctrines into a Fairness as Equal Opportunity taxonomy. In Section 9, we demonstrate how our EO-based framework can provide normative guidance in practical contexts using a hypothetical example of college admissions, and the real-world case study of COMPAS. We compare our framework with contemporary work in Section 10, and then conclude with a discussion about the importance of grounding algorithmic approaches in strong normative foundations, as well as the limitations in guidance that EO doctrines can provide towards this end.

2 NOTATION

Before discussing different EO doctrines and their codification in fair-ML, let us fix some notation: Algorithmic decision-making involves predicting an outcome \(y\) given a set of observations \((X, y)\), where the \(Xs\) are covariates/features and the \(ys\) are the targets. In a given context, we assume that covariates \(X\) can be partitioned into “morally relevant” attributes \(A\), and “morally arbitrary” attributes (such as gender, race, age, or disability status) \(S\). “Fair” decision-making is concerned with satisfying some moral desiderata \(C\), with respect to the set of attributes \(S\), to which we commonly refer as the “sensitive attributes”.

We can apply EO doctrines to predictive problems if the target \(y\) indicates a social outcome; where people receive or don’t receive some desirable social good, the covariates \(A\) measure some notion of merit, and protected-groups are constructed on the basis of a morally arbitrary and irrelevant characteristic or characteristics \(s \in S\). For example, predicting the risk of loan default can be posed as the problem of allocating a positive or negative lending decision, and the co-variates measure “financial qualifications” like income, repayment behavior, or net worth. Racial discrimination is illegal in lending, and so the morally arbitrary feature set in this example would include race.

For the rest of the discussion, we restrict ourselves to decision-making of this type, where the predicted outcome \(y’\) is a real valued score used to make a distributive/allocative decision. We stress that EO doctrines are only suitable to predictive contexts that can be posed as the problem of distribution of some social good, on the basis of some relevant qualifications/merit. We emphasize that EO doctrines are inapplicable to algorithmic contexts that cannot be posed as distributive problems [30].

3 FORMAL EO

Formal EO doctrines specify the moral desiderata of fair contests: they say that no person should be excluded from a competition for a desirable position on the basis of morally arbitrary criteria. Further, in a fair contest, people should only be judged on the basis of their relevant merit, and so, people with comparable relevant qualifications should get the same outcome.

Formal EO, commonly known as careers open to talents, is only concerned with the first domain of equal opportunity—fairness at a discrete decision point [32]. Formal EO is not attentive to whether people had comparable access to developmental opportunities to build qualifications leading up to the fair contest (the second domain of EO), nor whether people will have comparable opportunity sets over the course of their lifetimes (the third domain of EO).

In Bernard Williams’s famous example of a warrior society, formal EO is achieved when warrior positions are open to all, and all are allowed to compete — not just the children of warrior parents [32]. However, formal EO fails to prevent privilege from being converted into qualifications in advance of the competition, whereby children from non-warrior families have no realistic chance of winning the contest without the resources and training that is afforded to children of warrior parents.

3.1 Formal EO as Fairness Through Blindness

Decision-making that is blind to irrelevant characteristics is consistent with formal EO. In fair-ML, a prominent codification of formal EO is fairness through blindness [13], where protected (and morally irrelevant) attributes are removed from the data, and a group-blind classifier is produced. To the extent that irrelevant characteristics (and their proxies) can be successfully excluded from an algorithm’s pipeline, formal EO can make progress toward its aim of rejecting the use of morally irrelevant features as the basis for awarding privileged outcomes. In practice, however, formal EO is often too weak to enhance fairness, as has been demonstrated in both the digital and analog age [1, 27].

Take the example of the U.S. “Ban the Box” campaign, which was aimed at passing legislation that required employers to be blind to candidates’ criminal histories during initial assessments of qualifications1. The campaign was aimed at eliminating the check box on job applications that asked applicants to indicate whether they have a criminal history. Excluding criminal history from initial screenings of candidates captures formal EO’s conception of a fair contest because it attempts to ensure that justice-involved persons are judged fairly on the basis of their qualifications and not dismissed out of hand. However, this formally fair policy ended up having the opposite effect in practice. Field studies showed that in the absence of individual information about applicants’ criminal histories, employers end up making group-level assumptions about prior criminal justice involvement [1]. This meant that applicants with no justice involvement who belonged to groups with higher (perceived) conviction rates, such as young black males, were adversely affected.

1https://bantheboxcampaign.org
while white applicants with criminal justice involvement received the benefit of the doubt.

Similar statistical discrimination due to the exclusion of group-level information is seen when formal EO is encoded into algorithmic decision-making systems. For example, Lipton et al. [27] demonstrate a “gender-blind” algorithm that discriminates on the basis of “inferred” gender at the group level when gender information at the individual level is excluded. As a result, the algorithm adversely treats applicants that it perceives as women (including men with long hair) and favors candidates that it infers to be men (including women with short hair).

The limitations of fairness through blindness are well-appreciated in fair-ML [13], so we instead turn to an alternative, stronger conception of formal EO.

3.2 Formal EO as Calibration

A well-calibrated test satisfies formal EO’s conception of a fair contest because it ensures that the likelihood of getting a positive outcome does not depend upon morally arbitrary group membership \((s \in S)\):

\[
P(y = 1|y' = c, s = 0) = P(y = 1|y' = c, s = 1).\]

Put differently, if two individuals have the same predicted score \(y'\) (relevant merit) and only differ on group membership \(s\) (morally irrelevant factors) then they are likely to get the same outcome from a well-calibrated test.

3.3 Formal EO as Predictive Parity

A test that satisfies predictive parity at threshold \(p\) is formal-EO compliant because it ensures that the likelihood of getting a positive outcome is the same for all high-performing individuals, irrespective of morally arbitrary group membership \((s \in S)\):

\[
P(y = 1|y' > p, s = 0) = P(y = 1|y' > p, s = 1).\]

Intuitively, formal EO mandates that all people who have job-relevant qualifications \((y' > p)\) should have the same chance of receiving a positive outcome \((y = 1)\), irrespective of their irrelevant, morally arbitrary attributes \((s)\), and predictive value parity as a fairness criterion reflects exactly this.

4 FORMAL-PLUS EO

The strength of formal EO as a moral framework to design fair contests relies greatly on the ability to correctly measure candidates’ relevant merit. In the codifications of formal EO as calibration and predictive parity, we are making an assumption about the predicted score \(y'\), namely, that it does, in fact, measure the applicant’s “relevant merit.” This is a strong assumption and one that does not hold in societies with historic systemic inequality. Fishkin [15] writes: “When the formal egalitarian argued that the warrior children have more merit than the non-warrior children, that view depended on a factual premise: that the warrior test did what it was designed to do and accurately predicted future warrior performance. What if it did not?”

For example, think of the SAT as a predictor of college success: When students can afford to do a lot of preparation, scores are an inflated reflection of their college potential. On the other hand, when students have limited access to preparatory material, the

![Figure 1: Distribution of SAT math scores by race or ethnicity](https://www.brookings.edu/blog/up-front/2020/12/01/sat-math-scores-mirror-and-maintain-racial-inequity/)

SAT underestimates their college potential. The SAT systematically over-predicts the future performance of more privileged students, while systematically under-predicting future performance of less privileged students: that is, the test’s validity as a predictor of college potential varies across groups. Such disparity in standardized test scores along the lines of race (and gender) has been observed in real-world contexts and is shown in Figure 1, reproduced from a Brookings 2020 report.²

In order to correct for this circular problem, where the measurement of relevant merit itself tracks morally irrelevant privilege and disprivilege, Fishkin [15] proposes a version of formal EO that he calls “formal-plus,” which adjusts test results for members of groups that are systematically underestimated by a test. From a formal-plus perspective, a fair contest is one in which test errors do not track (morally arbitrary) group membership.

4.1 Formal-plus EO as Error Rate Balance

A test with balanced error rates at a threshold \(p\) captures formal-plus EO’s conception of a fair contest because it ensures that test performance (i.e., false-positive rate and false-negative rate) does not skew with morally irrelevant group membership \((s \in S)\):

\[
P(y' > p|y = 0, s = 0) = P(y' > p|y = 0, s = 1)\]

and

\[
P(y' \leq p|y = 1, s = 0) = P(y' \leq p|y = 1, s = 1)\]

4.2 Formal-plus EO as Equalized Odds

Fishkin [15] further explains that, in the absence of a “perfectly accurate test,” and with the understanding of which groups the test tends to underestimate, the formal-plus EO conception of a fair contest would “give compensatory bonus points” on the test to those whose future performance the test itself predictably underestimates. The idea of compensatory bonus points is simply to “make more accurate predictions about who, in the future, will actually be the best warriors.” The “equal opportunity” measure and algorithm from Hardt et al. [18] exactly captures formal-plus EO’s

²https://www.brookings.edu/blog/up-front/2020/12/01/sat-math-scores-mirror-and-maintain-racial-inequity/
5 IMPOSSIBILITY RESULTS: FAIR CONTESTS WITHOUT FAIR LIFE CHANCES

Concurrent work by Chouldechova [9] and Kleinberg et al. [25] showed that it is impossible to simultaneously achieve parity in error rates and positive predictive value for different groups, if the prevalence (or base rates) differs between these groups. We will now provide a moral interpretation of these impossibility results, through the lens of the EO doctrines that we have discussed so far, as the incompatibility between two different conceptions of a fair contest — one that seeks to fairly reward past performance, versus one that seeks to fairly estimate future performance — when people do not have fair life chances. We use this result to motivate the need for substantive conceptions of algorithmic fairness, which we discuss in the rest of the paper.

Formal EO’s conception of a fair contest takes a moral end-point view [23] — one that rewards the qualifications that people have already developed. Formal EO codified as predictive parity mandates that whoever possesses the relevant qualification score \( y' > p \) (estimated from past performance) should be given the positive outcome \( y = 1 \), irrespective of morally arbitrary group membership. Kleinberg et al. [25]'s discussion of calibration as a fairness criterion is strikingly similar to the moral desiderata of formal EO. They write: "This [calibration] means we are justified in treating people with the same score comparably with respect to the outcome, rather than treating people with the same score differently based on the group they belong to." This is exactly an end-point view of a fair contest — one that rewards people with a comparable qualification score (computed on existing merit, judged by past performance) comparably.

On the other hand, formal-plus EO’s conception of a fair contest takes a humane starting-point view [23] — one that aims to correctly estimate people’s likelihood of succeeding in the position on offer. Once again, Kleinberg et al. [25]'s discussion of balance for the positive and negative class as a fairness criterion is strikingly similar to Fishkin [15]'s conception of formal-plus EO: "The second [balance for the negative class] and the third [balance for the positive class] ask that if two individuals in different groups exhibit comparable future behavior (negative or positive), they should be treated comparably by the procedure." This is exactly formal-plus EO’s starting-point view of a fair contest — one that treats people with comparable estimated future performance comparably.

Conversely, formal-plus EO would object to a test with unequal error rates across groups, because its estimate of people’s future performance skews along the lines of morally irrelevant privilege/disprivilege. This is mirrored in the discussion from Kleinberg et al. [25]: "In other words, a violation of, say, the second condition [balance for the negative class] would correspond to the members of the negative class in one group receiving consistently higher scores than the members of the negative class in the other group, despite the fact that the members of the negative class in the higher-scoring group have done nothing to warrant these higher scores."

The prevalence or base rates in a particular population is the fraction of people who possess a certain quality/qualification or receive a positive outcome (based on the existence of that quality) [9, 25]. For example, in the context of hiring, the base rate in the female population is the fraction of female candidates who receive a positive outcome—a hiring offer—among all the female applicants. Fair life chances is a broad philosophical concept, but in the context of a discrete decision, we can think of base rates among populations as a proxy for their life chances. For example, if there was gender-equality in the workforce, and women had the same employment prospects as men, then we would expect equal proportions of women and men to receive a positive hiring outcome.

Putting this together, a philosophical interpretation of the impossibility results, through the lens of EO doctrines, says that it is impossible to design a fair contest that simultaneously rewards people’s past qualifications and accurately estimates people’s future prospects of success, if people did not have fair (comparable) life chances. This is simply because morally arbitrary and irrelevant factors weigh heavily on people’s achievement—as evidenced both in past performance and in the estimation of future performance.

The empirical results in critical domains such as criminal justice that led to the impossibility results in fair-ML [10, 25] are a stark demonstration of this fact: that people do not have comparable life chances and that morally arbitrary characteristics such as gender and race do weigh heavily on people’s prospects of success. Importantly, through the lens of EO doctrines, we can see the limitations of our current approaches in their narrow focus on designing fair contests at discrete decision points. We now discuss substantive EO doctrines, to pivot future directions of fair-ML research towards substantive conceptions of algorithmic fairness.

6 SUBSTANTIVE EO

In order to design interventions that improve people’s life chances we need substantive EO. Substantive EO focuses on giving people the opportunities to substantively build up their qualifications, so that when they do go on to compete for desirable social positions, they truly have a chance of winning. These qualifications-building opportunities fall into the second domain of EO, discussed in Section 1.2, and constitute developmental opportunities. The motivating reason behind both equality of developmental opportunities and EO over a lifetime is that morally arbitrary circumstances of birth, such as warrior parentage, should not determine people’s life prospects.

There are several conceptions of substantive EO, but in this paper we will limit our discussion to two highly influential doctrines that are relevant to fair-ML, namely, Rawls’s fair EO [30] and luck egalitarian EO [14, 31].

6.1 Limitations of Formal Doctrines

Before we move on to substantive EO, let us look at why formal EO doctrines fall short of satisfying all of our fairness-related concerns. Arbitrary and morally irrelevant privileges weigh heavily on the outcomes of formally fair competitions because people can leverage them to build qualifications in advance of competitions. This undermines the promise of formal doctrines—that only relevant skill will be rewarded—because it fails to stop gains from being distributed along the lines of privilege and disprivilege. We call
this the before problem: before competitions, people are allowed to exercise their privilege to develop relevant qualifications.

Formal doctrines also have an “after” problem. After formally fair competitions, winners are set up for even more success. A candidate that is hired for a job is consequently granted access to more training and job experience. This makes them even more competitive in the next competition for jobs. Conversely, those who lose at first, lose opportunities for skill development, leading to more losses. Formally fair competitions create a snowball effect, where early-on winners get further ahead while early-on losers fall further behind.

Formal EO’s “before” and “after” problems compound, with privileged candidates using their competitive advantages to win early on, thus securing more developmental opportunities, which enable further wins. Anderson [2] calls this phenomenon “discrimination laundering.” Formal doctrines cannot adequately address these problems, because they are limited to measuring people’s qualifications accurately, and to excluding irrelevant information.

To meaningfully correct for social inequalities we need substantive EO doctrines. Fishkin [15] writes: “The reason that the warrior society is interesting is that, per stipulation, it is not simply the case that children of warriors appear, through test-related artifice, most likely to be the best future warriors. The point of the example is that the children of warriors really are the most likely to grow into the best adult warriors as a result of their accumulated childhood advantages.” This is exactly the target of substantive EO doctrines: making sure that people have comparable “opportunity sets” over the course of a lifetime.

6.2 Rawls’s Fair EO

Rawls’s principle of fair equality of opportunity (FEO) says that equally talented people should have equal prospects of success. Rawls [30] writes: “Assuming that there is a distribution of natural assets, those who are at the same level of talent and ability, and have the same willingness to use them, should have the same prospects of success regardless of their initial place in the system.”

In setting out his theory of justice that embeds the FEO principle, Rawls identifies two distributive mechanisms: the “social lottery,” which distributes people their initial positions in the social system, and the “natural lottery,” which distributes people their native talent and ability. He writes [30]: “We do not deserve our place in the distribution of native endowments, any more than we deserve our initial starting place in society.” Rawls posits that the natural and social lotteries are not by themselves unjust, but it is the way that institutions have been set up that leads to inequality along the lines of morally arbitrary characteristics. His principles of justice are designed to help a society appropriately mitigate their effects.

With this in mind, Rawls’s theory of justice [30] posits the following principles that would regulate the distribution of primary social goods (including wealth and opportunity) by institutions in a just society:

(1) Rights and liberties: Everyone has the same inalienable right to equal basic liberties.

(2)(a) Principle of Fair EO: All offices and positions must be open to all under conditions of fair equality of opportunity.

(b) Difference principle: Any social inequality must be applied in such a manner that they be of the greatest benefit to the least advantaged.

The principles are lexically ordered, in that people’s basic rights and liberties cannot be infringed upon while bringing about FEO, nor can the Difference Principle be applied in a way that violates FEO. People’s fundamental rights are given highest priority. Next, the principle of FEO regulates the distribution of desirable social positions such that people benefit from their arbitrary endowments from the natural lottery, but are not disadvantaged by the social lottery. Once this has been satisfied, the Difference Principle is applied, seeking to redistribute social inequality to the greatest benefit of the worst-off group, so as to limit the current and future effect of both lotteries.

Rawls’s principles, including his principle of fair EO, are regulatory and holistic in nature—they are to be applied iteratively to regulate the distribution of social goods by institutions. It is unclear how to port these principles, as currently understood, to discrete decision-making contexts—the kind that are the focus of fair-ML. In Section 7 we will propose a modern re-interpretation that allows for such a translation.

6.3 Luck Egalitarian EO

Luck egalitarian EO levels the playing field by making competitors’ opportunities comparable, and then allows individual choices and effort to determine the outcomes of competitions. Any resulting disparity in outcomes is morally acceptable because it is due to differential individual effort, not differential fortune.

At a discrete decision point (the first domain of EO), morally arbitrary circumstances have already weighed heavily on people’s abilities. The luck egalitarian conception of a fair contest partitions a person’s qualifications into two sets—matters of “option luck” or “choice luck” for which it is morally correct to hold the individual accountable, and effects of “brute luck” that are morally irrelevant. Luck egalitarian EO says that people’s outcomes (access to desirable positions) should only be affected by the former, and no matters of brute luck should affect the outcome of a fair contest.

The hard question now is how to make this correction. How do we separate the effects of brute luck (circumstance) from the effects of responsible choices (effort)? Roemer [31] proposed a version of EO that fulfills the moral desiderata of the luck egalitarian doctrine while bypassing the need to make an explicit separation between “responsible effort” and “arbitrary circumstance”. Instead, Roemer introduced the idea of “types”: people with the same morally arbitrary circumstance are of the same “type.” Now, for a certain matter of arbitrary circumstance (e.g., family income), the entire population can be partitioned into types (e.g., “high income,” “medium income,” and “low income”). Using this idea of circumstance-types, Roemer posits that, in comparing the effort of candidates, we should correct for the fact that those efforts are drawn from different distributions. In other words, effort distributions are characteristic of the type, and not of the individual, and this difference is due to a morally arbitrary factor of circumstance, for which individuals should not be held accountable. Now, in evaluating an individual’s qualifications (effort), we should only compare them to others of the same type (with the same circumstance).
For example, in Figure 1, we see a large disparity in the SAT score distributions broken down by race or ethnicity. In a luck egalitarian procedure, we would evaluate students’ test scores based on where they placed within the score distribution of their particular race/ethnicity. From a moral standpoint, two individuals of different types are equally qualified for a desirable position if they lie at the same quantile of the effort distribution of their type. Hence, Roemer’s conception of the a fair contest evaluates people by correcting for the unequal (unfair) life chances they’ve had in the past by ranking them in their effort-type distribution.

7 A MODERN RE-INTERPRETATION OF SUBSTANTIVE EO DOCTRINES

Substantive EO doctrines, discussed in Section 6, have much stronger moral desiderata than formal EO doctrines, discussed in Sections 3 and 4, but they also have severe shortcomings, which can preclude applying them to real-world contexts that are the focus of fair-ML. Rawls’s theory has been the subject of much debate and criticism for being limited to ideal theorizing: There is very little guidance from Rawls about how to apply his principles of justice in practice, or how to bring about FEO in a world where people do not have comparable life prospects. Luck egalitarianism, strictly strict interpretations of the doctrine, also has severe shortcomings such as issues of agency and autonomy in holding people responsible for certain types of luck and not for others.

In this section we provide a modern interpretation of luck egalitarian EO and Rawls’s FEO, in a way that is both consistent with the original doctrines and amenable to providing normative guidance in practical contexts: We classify the luck egalitarian approach as a backward-facing, indirect approach to equalizing people’s opportunity sets, and Rawls’s as a forward-facing, direct approach to bringing about substantive EO.

Table 1 summarizes our classification of the normative approaches of different EO doctrines, and we elaborate on this in the remainder of the section.

|                      | Backward-facing | Forward-facing |
|----------------------|-----------------|----------------|
| Fair contests        | Formal          | Formal-plus    |
| Fair life chances    | Luck egalitarian| Rawls          |

7.1 Luck Egalitarian EO as a Backward-Facing View of Fair Life Chances

The luck egalitarian view acknowledges that differences in people’s qualifications at the point of competition are, at least in part, due to morally arbitrary circumstances (matters of brute luck) and so a fair competition should only evaluate candidates on the basis of their propensity to expend effort, and not on the qualifications that are built from this effort. Intuitively, the idea is that people who are disadvantaged by circumstances will have to put in far greater effort to reach the same level of ability as compared to people with advantageous circumstances, and so effort is the correct rubric of achievement, not ability.

From a practical standpoint, the luck egalitarian approach gives rise to a two-step procedure of substantive EO: first, control for people’s unequal life chances, and then conduct fair contests on the basis of these adjusted qualifications. We interpret luck egalitarianism as a backward-facing conception: it corrects for past effects of brute luck, and then allows individual effort to decide future outcomes. It does improve people’s life chances by distributing opportunities to which they likely would not have had access, had we not corrected for their unequal life chances in the past. However, this conception does not correct for the differential effort that will be required by people with different circumstances to excel in that position in the future.

7.2 Rawls’s FEO as a Forward-Facing View of Fair Life Chances

Rawls’s principle of fair equality of opportunity (FEO) says that equally talented people should have equal prospects of success. Let us unpack the principle into two components: the first part deals with identifying “equally talented” people, whereas the second part says that outcomes should be distributed in such a way that gives these “equally talented” people “equal prospects of success.”

An implementation of the first part of the principle aligns with the luck egalitarian approach: we adjust our measurement of people’s abilities after controlling for the effects of the social lottery in order to approximate their “native talent.” The second part of the principle is where the two conceptions diverge: the luck egalitarian stops after correcting for past effects and simply distributes outcomes based on this corrected measurement. Rawls goes one step further, and distributes outcomes in a way that also makes people’s future prospects of success (i.e., their prospects of succeeding in the next contest) comparable. Hence, we interpret Rawls’s FEO as a forward-facing view of the principle of fair life chances.

We summarize our interpretation of EO doctrines in the next section, and go on to illustrate the distinction between practical applications of different EO doctrines using examples in Section 9.

8 FAIRNESS AS EQUAL OPPORTUNITY TAXONOMY

We summarize the moral desiderata and normative approaches of different EO doctrines in the Fairness as Equal Opportunity taxonomy given in Table 2. This gives us guidance about what value judgements our fairness interventions codify, and helps us design a suitable fairness intervention for a given context based on our normative judgements. For example, we can decide that outcomes correspond to rewards for past performance and choose a formal approach. Or, we can decide that the decision-making context requires selecting people who are most likely to succeed in the future and take a formal-plus approach instead. We can apply a two-step substantive approach following the luck egalitarian view by first adjusting the measurement of people’s qualifications to correct for past effects of morally arbitrary factors, and then apply any suitable selection procedure on these adjusted qualification scores. Lastly, we can gauge that the decision-making context is a critical developmental opportunity, and choose Rawls’s approach that forgoes maximum utility today in favor of improved equity tomorrow.
9 NORMATIVE GUIDANCE

9.1 Illustrative Example: College Admissions

We now present an example to illustrate how different EO doctrines conceptualize a fair contest. Suppose, for the sake of argument, that we are making a college admissions decision based on a single standardized score, shown in Figure 2. Each applicant belongs to one of two demographic groups, A and B, where group membership is based on some morally arbitrary characteristic, say race or gender. We can see that members of group A (the distribution to the left) have systematically lower scores than members of group B (the curve to the right), and we posit that this is due to the effect of morally arbitrary circumstances that differ between the two groups, and are not due to any innate difference in talents in the two groups. The question now is: How do we distribute the desirable outcome of a positive admissions decision to people from both groups, in a way that is fair?

Following formal EO, we would simply decide a threshold on the score, which corresponds to the level of past performance that we find deserving of a reward. This threshold is shown in the figure as “Formal threshold.” Positive outcomes are distributed to everyone who has a score (y’) that is higher than this threshold. As we can see from the figure, although we did not explicitly set this threshold based on any morally irrelevant factors (we simply decided a cut-off on the standardized test score), nonetheless, this threshold is prohibitively high and our selection procedure effectively eliminates all of group A. This is a backward-facing view of a fair contest: one that distributes outcomes based on people’s past performance on the standardized test.

A formal-plus conception of this procedure would posit that the standardized test overestimates the abilities of group B and underestimates the abilities of group A, and so the test is not a suitable measurement of applicants’ future academic performance. Alternatively, it would select different thresholds for each group, shown in the figure, to correct for the test’s error. The threshold for group A does admit some people from this group, and this is exactly Fishkin’s idea of “compensatory bonus points” for the group whose abilities the test underestimates. This is a forward-facing view of fair contests that distributes outcomes based on accurately estimating people’s future performance.

Next, a luck egalitarian approach following Roemer would look at people’s positions within the score distributions of their type (the 80th percentile for group A and group B are shown in Figure 2). The luck egalitarian would posit that people who are at the same percentile in the score distribution of their type have expended the same degree of effort in the past, and hence should receive similar outcomes from the procedure. This is a backward-facing view of substantive EO: one that designs fair contests by correcting for unequal life chances in the past, and adjusts people’s qualification score to only reflect their morally relevant effort.

In order to differentiate Rawls’s approach to this problem from the luck egalitarian one, let us further look at two individuals, Alice (from type A) and Bob (from type B), who sit at the same percentile of the score distribution of their type, and hence are equally “talented” according to Rawlsian view. We saw that the luck egalitarian would give them both the same outcome (i.e., a positive admission decision) because these individuals have demonstrated the same degree of effort in the past. By contrast, the Rawlsian would make a further consideration: How likely are Alice and Bob to succeed in this desirable position, respectively? Even if they both receive the positive outcome, Alice will probably have to work much harder than Bob to actually do well in the program. The effects of circumstance are such that the absolute amount of effort

\[\text{Figure 2: Distribution of test scores for groups A and B in the college admission example, discussed in Section 9.1}\]
they have to spend to match the same level of achievement is higher for Alice than for Bob.

The luck egalitarian view does not correct for the continued future effects of circumstance, while the Rawlsian approach tries to, and makes positive admissions decisions for both Alice and Bob, but also distributes additional resources (such as tutoring and scholarships) for Alice to make up for the lack of resources and developmental opportunities they had access to, leading up to this competition. This is why we classify Rawls’s FEO as a forward-facing view of a fair contest: it wants to set up equally talented people to have equal prospects of winning the next contest.

Note that the actual outcomes distributed by these different procedures (motivated by different EO doctrines) may, in fact, coincide in certain contexts, based on the relative effects of morally irrelevant features. What distinguishes these procedures are their normative approaches and value judgements, and not the outcomes that are finally distributed.

9.2 Illustrative Example: COMPAS

We now demonstrate how the taxonomy of EO doctrines in Table 2 enables us to debate in normative terms, based on our value judgements. Consider the infamous example of COMPAS, as exposed in an investigation by ProPublica [4]. We would like to clarify that we chose COMPAS as the example with which to illustrate our framework not because we believe it to be representative of the kinds of contexts for which algorithms should be designed, and could benefit from ethical and moral grounding. On the contrary, we unequivocally believe that an algorithm such as COMPAS should not be used. Yet, without grounding different statistical measures of fairness in the moral desiderata they encode we have no way to reconcile disagreements about the implications of ProPublica’s findings. We view our EO-framework as a necessary first step towards being able to debate in values, and to audit algorithmic systems more holistically.

COMPAS is an algorithm that predicts the risk of violent recidivism among people awaiting trial. This can be posed as the problem of distributing access to resources such as counseling or other positive interventions, based on individuals’ propensity to re-offend, and translates to a problem to which we can apply EO doctrines. Northpointe argued that COMPAS did not exhibit racial discrimination because the risk scores that it produced were equally well calibrated for both black and white defendants [12]. Connecting this argument to the moral desiderata of formal EO, we see that Northpointe’s value judgement was that the algorithm “accurately” rewarded (and punished) people for their past actions (i.e., past criminal behavior). ProPublica, on the other hand, demonstrated that the error rates of COMPAS skewed along racial lines — the algorithm systematically overestimated the risk of black individuals and systematically underpredicted the risk of white individuals — and argued that this was evidence of racial discrimination [4]. ProPublica’s critique of COMPAS can be seen through the lens of formal-plus EO: the use of COMPAS to determine parole sentences is not formal-plus EO compliant because test performance skews along the lines of race — a morally arbitrary and irrelevant feature. ProPublica appears to be making the value judgement that COMPAS ought to accurately estimate the future prospects of crime of both black and white individuals. Given that the purpose of COMPAS was, in fact, to predict recidivism (i.e., criminal re-offense in the future), viewing ProPublica’s audit through the lens of formal-plus EO makes their results even more compelling.

10 RELATED WORK

Equality of opportunity doctrines have been quite influential in fair-ML. Heidari et al. [20] were the first to formalize these ideas in fair-ML using economic models of EO. We were inspired by their work, but, in constructing this taxonomy using EO doctrines from political philosophy, find critical mistakes in their framework. Most importantly, their framework takes a reductive view of substantive EO doctrines, as independent fairness criteria at discrete decision points. This misrepresents the nature of substantive EO, which is not limited to the first domain of EO and takes a more holistic view of fair contests in regards to people’s fair life chances, as we explain in Sections 1 and 6.

With this clarification, we refute Heidari et al. [20]’s mappings of substantive EO doctrines with statistical measures, including their assertion that statistical parity, equalized odds, and accuracy map to Rawls’s FEO. We agree with their characterization of Roemer’s EO, and their application of it to predictive contexts. An important point here is that formal EO and Rawls’s FEO are doctrines from political philosophy, and not economics, while Roemer’s EO is an economic doctrine. Hence, Heidari et al. [20]’s choice to use economic models of EO might be the cause of disagreement between our framework (using EO doctrines from political philosophy) and theirs (using economic models of EO). Specifically, Heidari et al. [20] characterize methods that are consistent with luck egalitarian EO as taking a relative view of effort, and they characterize methods that are consistent with Rawls’s FEO as taking an absolute view of effort. The latter is a misconception, in that even economic interpretations of Rawls’s FEO do not characterize it as a doctrine that takes an absolute view of effort [26].

Further, following Arneson [6], libertarianism has been introduced as a possible version of EO in fair-ML [20]. However, the libertarian view focuses on a narrow notion of procedural fairness: It would object to a procedure that allows illegal or unfair means of gaining access to opportunities. While libertarianism (as a limited notion of procedural fairness) may be interpreted as a fairness-preserving position from a legal standpoint, it does not satisfy EO’s characteristic commitment to eliminating irrelevant and arbitrary barriers to achievement. The libertarian principle of self-ownership asserts that people are entitled to the full benefit of their natural personal endowments [26], and so the disparity in people’s access to desirable positions arises simply from them exercising free will. According to this view, nothing is morally arbitrary or irrelevant, and so nothing needs to be corrected for. Hence, we reject the characterization of libertarianism as a form of EO by Arneson [6], and its adoption in fair-ML by Heidari et al. [20].

There are several contemporary works that attempt to clarify the normative foundations of algorithmic fairness [5, 7, 11, 16, 17, 21]. To the best of our knowledge, we are the first to arrange fairness desiderata under the two EO principles of fair contests and fair life chances, to introduce Fishkin [15]’s doctrine of formal-plus EO as a criterion on balance of error rates between groups, and,
most importantly, to introduce a temporal dimension to the moral desiderata of EO doctrines (forward-facing vs. backward-facing).

There has also been some interest to design fairness-enhancing interventions that go beyond a single-point view of fairness [8, 19, 22, 24, 28, 29], and we hope that our framework will help ground such work in strong normative foundations.

11 DISCUSSION

It is widely accepted that fairness is not a statistical concept, but rather a philosophical and moral one. Yet, current approaches in fair-ML do not explicitly state the value judgements they make. In this work, we attempt to fix this deficit by making connections between influential results in algorithmic fairness, and the normative considerations of EO doctrines. We construct a taxonomy, summarized in Table 2, that introduces a temporal dimension to influential EO doctrines (forward vs. backward-facing).

In making these connections between EO doctrines and algorithmic fairness approaches, we identified limitations in current approaches, specifically, a narrow focus on designing fair contests at discrete decision points, without broader considerations of fair life chances and the overall opportunity-sets available to people. In order to move beyond formal approaches, we propose modern interpretations and plausible procedures for two substantive EO doctrines in Section 7.

It is also widely accepted that fairness is inherently context-specific, yet, to the best of our knowledge, an understanding of the suitability of different fairness conceptions in different contexts still lacks. We take an important step in this direction: Equal opportunity doctrines, in contrast to equality of outcome doctrines, allow us to connect the nature of the opportunity with fairness desiderata. Our taxonomy makes explicit the value judgements that go into different conceptions of a fair contest, underscoring that different conceptions are suitable for different contexts: Do we seek to reward past performance (formal) or accurately estimate future performance (formal-plus)? Do we care about removing the effects of past inequality (luck egalitarian), or to preemptively correct for inequality that, if left unchecked, will compound in the future (Rawls’s)? Thinking in these terms can guide decision-makers in selecting a suitable fairness-related intervention that aligns with their value judgements for what is suitable for their specific context.

Lastly, we would like to reiterate that, while the EO principles are a helpful frame within which to reason about our justice-related goals, EO doctrines offer an incomplete normative palette for thinking about discrimination. An important limitation of EO doctrines is that they are only applicable to contexts where desirable outcomes are distributed on the basis of some relevant qualification.

12 CONCLUSION

In this work we showed that extant approaches to algorithmic fairness have mainly been limited to formal conceptions of fair contests at discrete decision points. Through the lens of EO doctrines, we provided a moral interpretation of the impossibility results as the incompatibility between two different conceptions of a fair contest—a forward-facing view vs. backward-facing one—when people do not have fair life chances. We used this result to motivate the need for substantive conceptions of algorithmic fairness, which look more holistically at the opportunity sets that people have available to them over the course of a lifetime, and outlined two plausible procedures to do this. We hope that our work will foster similar approaches from law and social sciences in grounding current and future research in fair-ML in strong normative foundations.
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