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Abstract: Energy intensity, $I_e$ (kWh/m$^3$) is the most popular indicator when characterizing the energy requirements of the water cycle, due to its direct and easy interpretation. In pressurized water transport systems, when referred to an appropriate physical framework (such as a single water transport pipeline), it assesses the efficiency of the process. However, in complex urban water transport networks, $I_e$ only provides a basic notion of the energy needs of the system. The aim of this paper is to define a standard physical framework for assessing the energy intensity in water transport and distribution systems. To that purpose, an analytic expression that estimates $I_e$ is proposed, based on system data and its operating conditions. The results allow for a realistic approximation of the energy needs of water transport. This energy assessment is completed with two context indicators: energy origin ($C_1$) and topographic energy ($\theta_t$), both essential when the energy efficiency of different systems is to be compared.
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1. Introduction

Efficiency is nowadays essential to maintaining the current standard of living without compromising the prospects of future generations. In a climate change context, efficiency is the key to harmonizing population growth with the rising scarcity of natural resources. The increasing commitment to circular economy aims to maximize efficiency [1]. In this context, the use of water and energy must be fully optimized. As these two resources are coupled, a joint analysis on the integral water use cycle is required. The energy intensity indicator, $I_e$, is relevant for this assessment, as it shows the relationship between both resources (kWh/m$^3$) and is used to energetically characterize the whole water use cycle.

The integral water cycle can be divided in two parts. The first one (water supply) has three stages: collection–conveyance, water treatment, and distribution [2–4]. The second part (wastewater collection and wastewater treatment) consists of three stages: collecting, treating, and disposing of wastewater, or five, if re-use (including recycling and distribution) is included [5]. Between these two parts, water is used with significant energy requirements.

Energy intensity, $I_e$, has been widely used as the indicator to characterize the energy of the water use cycle from the beginning [5]. This characterization can be made for the whole water use cycle [6], for its different stages [5], on a global scale [7–10], by country [11,12], by region [5,13,14], or by city [2,15]. There are plenty of published comparisons [4,16], which can sometimes be complex due to the heterogeneity of the data. For this reason, some scholars have requested improvements in data structure and accessibility, especially in the USA [8,17–20].
In addition to energy intensity, there is a wide variety of indicators related to different aspects of energy efficiency in water transport and distribution [21–25]. Bylka and Mroz [26] offered an extensive review of all of them.

This article defines the framework and conditions that allow the energy intensity indicator (kWh/m³) to be used in such a way that it captures all its driving factors and reflects the energy use in water transport and distribution. Then a deterministic model is established to predict the total demand of energy. Such a model is valuable for systems at the design and operation stages. The establishment of an adequate physical framework and the cause–effect relationship of the physical system allows the energy pros and cons of the different design alternatives or layouts to be assessed. The energy efficiency of two contextual indicators can be established by comparing the actual energy intensity with the target energy intensity (resulting from the optimization of the system).

For other stages of the water use cycle, energy intensity comparisons are easier to achieve when taking context into account, as they are more homogeneous and compact. For potabilization, \( I_e \) allows the efficiency of the whole process or its individual components to be assessed: sedimentation, ultrafiltration, microfiltration, and osmosis [2,27,28]. In order to compare results, context needs to be taken into account in terms of the water source (surface, marine groundwater) and its quality [3,15,29].

In the case of desalination, the value of \( I_e \) is very sensitive to the salinity of marine water [30]. In wastewater treatment, the final quality of the effluent is a determining factor in the value of \( I_e \) [2,31,32]. Finally, concerning the efficiency of water end uses (with a well-defined framework), \( I_e \) comparisons may be reasonably conducted [29,33,34]. This is especially true with those concerning specific uses such as dishwashers, showers, etc. [29,33].

Regarding the pressurized water transport, there are three main novel contributions of this paper.

First is the establishment of what represents an adequate physical framework for pressurized water systems and the specification of the control volumes required to define the energy intensity indicator \( I_e \). Although a trivial choice at first sight, it is only trivial in simple systems (a single pipe pumping from borehole to tank). Complex network systems present different options, some of which are not valid.

Secondly is the establishment of the biunivocal cause–effect relationship of the physical system using the integral energy equation—in other words, establishing a direct link between the physical and operational characteristics of the system (cause) and the energy intensity \( I_e \) (effect).

Last is the establishment of two context indicators to accompany the energy intensity \( I_e \). These indicators characterize the contextual factors that may impact the energy intensity, namely, the source of energy (pumped or gravitational) and the topography of the system. These three elements in conjunction can be used to adequately compare the performance of different systems.

These three original contributions allow the current assessment method of the energy intensity in pressurized systems to be improved. Until now, systems were evaluated by dividing the pumping energy by the supplied volume, ignoring whether the system was physically meaningful and disregarding its context. As a consequence, until now it was not possible to forecast or adequately compare efficiencies in pressurized water transport (as the review of the existing models shows).

In summary, the objective of this paper is to define the framework and conditions that allow the energy intensity indicator (kWh/m³) to be used in such a way that it captures all its driving factors and reflects the energy use in water transport and distribution. Once the indicator is calculated, a deterministic model based on its value is established to predict the total demand. Such a model is valuable for systems at the design and operation stages. For the first ones, it allows the energy pros and cons of the different design alternatives or layouts to be assessed. For the latter, it allows their energy efficiency to be established,
which can be calculated by comparing the actual energy intensity with the target energy intensity (resulting from the optimization of the system).

This paper is structured as follows: First, the energy intensity ($I_e$) calculation framework for water transport and distribution systems is established. In the following section, the driving factors for $I_e$ are reviewed, and some of the most notable statistical regression models (developed to anticipate the energy demands of utilities) are analyzed, including their limitations. The third section presents an expression, based on the energy equation, that allows the energy intensity (and total energy consumption) of a pressurized water transport system to be anticipated, using the total water volume as an input. This expression can be used to predict the minimum energy required, based on desirable (estimated) operating values. This allows actual performance to be compared with the minimum value, and the efficiency of the process and the performance gap to be determined. Additionally, two context indicators are defined to complement this analysis: energy origin ($C_1$) and topographic energy ($\theta_t$). These two context information indicators are essential to compare the efficiency of different utilities. Finally, in order to clarify and apply all these concepts, the paper includes a real case study.

2. Fundamentals and Methods

2.1. Energy Intensity Framework

The deterministic model that predicts the energy intensity cannot be defined if the framework for its application is not previously specified. This framework allows the physical reality of the water transport and distribution network to be reduced. It is based on a system, defined as the water network contained in a control volume.

The deterministic physical model that predicts the energy intensity is based on the integral energy equation derived from the Reynolds transport theorem applied to a system that is defined by a fixed control volume [35]. In the defined system, a continuous streamline can connect any point of the system with the water sources [23], and with all existing net energy sources located outside the system. To understand this section, it is crucial to have prior knowledge of all these concepts. For instance, any booster stations in the network would not be considered part of the system, since no energy inputs should be considered inside the control volume to avoid an energy imbalance. In contrast, downstream tanks may be considered part of the system, as they are not net energy sources (when they fill up they store energy that is later returned to the system in the emptying phase).

The following examples clarify these concepts:

1. Figure 1, shows a real pressurized network for the irrigation of agricultural plots (Cap de Terme, Spain). Each plot is represented as a node in the model. All nodes are included in the system and supplied from a pumping station (Figure 1a). Following an optimization study, it was determined that it was more energetically efficient to divide the irrigation area in three sectors based on node elevation [36]. As a result, three independent pumping stations were set up, resulting in three fully decoupled individual systems (Figure 1b).

2. Figure 2 shows the well-known sample network from the EPANET user’s manual [37]. This network, with two external water sources or reservoirs and three downstream tanks, can be considered a single system.

3. The third example is the C-Town network [38] comprised of five systems and as many booster pumping stations as systems (Figure 3). Downstream tanks do not influence this subdivision, but the booster stations do.
This paper is structured as follows: First, the energy intensity ($I_e$) of pressurized irrigation is defined as the relationship between the total energy consumption and the total volume. This ratio fails to capture the actual energy requirement and is to be defined within a physical framework. In practice, average energy intensity is calculated as the sum of all energy consumed by the system. It is based on a deterministic physical model that predicts the flow of water and energy throughout the network.

Figure 1. Pressurized irrigation: (a) one system and (b) three systems.

(a) (b)

Figure 2. System with more than one external water source and downstream tanks [37].

Figure 3. C-Town network: (a) global network and (b) divided into energetic systems.
The expression for energy intensity, $I_e$, has to meet two conditions. The first one is to include all the system’s physical factors that influence the value of $I_e$. The second condition is to be defined within a physical framework. In practice, average energy intensity is calculated as the sum of all energy consumed by pumps divided by the total registered volume. This ratio fails to capture the actual energy required by pumps, as it disregards leaks and commercial losses which would make the denominator larger.

However, in practice the water transport and distribution of a utility is integrated by several systems. Therefore, its global efficiency should be calculated as the average of all individual system efficiencies, weighted by volume and considering the gravitational energy. In any case, a sectorial efficiency analysis (by system) holds more interest than the global average, as it allows improvement actions for each sector to be prioritized (similar to studying water efficiencies by sectors or for the whole network).

The existing reported calculations of the $I_e$ indicator correspond to pumping in single pipes, with a reference value of 0.4 kWh/m$^3$ for 100 m of elevation [39]. These systems comply with the framework conditions previously established, as they are physical systems without discontinuities or unbalanced energy inputs, regardless of the pumping station’s location. However, in order to expand the application of this indicator to more complex distribution networks, and as explained previously, networks have to be subdivided in systems and consider gravitational energy.

2.2. Factors Influencing a System’s Energy Needs

Once the framework for the application of the energy intensity indicator has been defined, the factors that influence energy use need to be identified. Only when the analytical expression that estimates energy use takes all these factors into account is this expression universal. This is why the validity of the three regression models explained below is limited to their specific framework of application, as they ignore several factors that affect the energy requirements (e.g., in Figure 3, the model considers a single system instead of disaggregating it in five systems, as suggested by the framework presented in the previous section). All these models are based on data from groups of utilities with similar geographical environments to identify the key energy-related parameters. Afterwards, the coefficients of the model are used to adjust the importance of each factor by means of their weight.

The first explained predictive model for annual energy consumption [2] is based on the statistical analysis of 86 utilities in the USA. The authors concluded that the model reaches a good fit, taking into account six variables: average daily total flow, purchased daily flow, total pump horsepower, raw/source pump horsepower, change in distribution elevation, and total water main length. Nevertheless, the subsequent analysis by the authors uncovered some weaknesses in the model. These weaknesses are related to two absent factors (water losses and friction) and the omission of natural energy. In their conclusions, the authors pointed out that these limitations could impact the validity of the proposed model.

The second statistical model [6] is based on data from 108 USA utilities. The authors identified the five variables with the greatest impact on energy consumption. Two of them coincide with the previous model: annual water use and imported water supply. The additional variables are gravity-fed water supply, average annual rainfall, and average annual temperature. These last two variables affect water demand and, indirectly, have an impact on energy.

Both these models include the potabilization phase, although (as the authors concluded), the energy associated with this process is small compared to the energy used in transport.

In the third model, proposed by Sanjuan-Delmás [40], the energy consumption is based on energy intensity. Using data from 50 medium-sized Spanish utilities, the model identifies the three variables with the greatest impact on energy consumption: metered water, network length, and number of inhabitants. However, some key variables are
ignored, as indicated by the authors in the text. Once again, the homogeneity of the sample allows the validation of a clearly local model. This is the reason why the qualitative analyses of different countries only provide an order of magnitude [41].

Summing up, the avoidance of the key driving factors for energy consumption leads to local models (with a homogeneity in factors). A model is universal and deterministic when it includes within the physical system boundaries all energy consumption factors, even though some of them may turn out to be irrelevant for some systems. Otherwise it can produce inconsistent results [42].

It is consequently fundamental to identify those driving factors. In this work, up to eight key factors for energy consumption were identified: three linked to physical system characteristics, two dependent on service conditions (pressure and volume), and three factors affected by operational inefficiencies.

Factors dependent on physical characteristics of the system include:
- Topography, summarized in three elevation figures: the elevation of the network’s lowest node (which sets the reference level), the elevation of the most energy-demanding node (as explained later, in a few cases it is not the same as the highest node), and the source’s elevation;
- The distances traveled by water;
- The natural energy supplied to the system;
Factors linked to service conditions:
- The pressure values at the supply sources (usually zero) and at the delivery nodes (dependent on use), where any excess of pressure over the required value leads to energy loss; and
- The water volume injected to the system \( V_t \), the spatial distribution of water delivered to users (with the corresponding elevations), and the total metered volume \( V_r \);

Finally, the three factors affected by operational inefficiencies are:
- Pumping efficiency;
- Leakage; and
- Friction losses.

These energy losses depend to a large extent on the operation of the system; pressure needs to be managed and pumps should operate at their BEP (best efficient point). However, they also depend on system design (selection of pumps, diameters, and pipe materials) and assembly (leaks are very sensitive to pipe assembly). The only inefficiencies not included in these factors are the structural inefficiencies, represented by the topographic energy indicator \( \theta_t \) [36].

The energy intensity predictive model proposed in the following section includes these eight factors and allows for the prediction of, following a top-down approach, the energy consumed under estimated operation conditions once the metered water volume is known. The comparison with the actual consumed energy, calculated in a bottom-up path (actual energy consumption vs. billed volume), yields the current efficiency of the system. This comparison should be carried out with care, since the predictive value includes all forms of energy (natural and pumped), whereas the real value (usually) only considers pumped energy, and not the gravitational one. Only energy intensities obtained with the same conceptual framework should be compared.

As a result from the previous considerations, we can define four values of energy intensity:
- Analytically estimated values (top-down): estimated energy intensity \( I_{ee} \), including all the supplied energy (natural and pumped), or the estimated pump energy intensity \( I_{ee,p} \), only considering mechanical or shaft energy; and
- Real values (bottom-up), calculated from real operating data: real energy intensity \( I_{re} \), including all supplied energy \( E_s \), and the real pump energy intensity \( I_{re,p} \), which only accounts for shaft energy \( E_p \).
These energy intensity values should be compared in pairs as follows: \( I_{er} \) with \( I_{ee} \) or \( I_{er,p} \) with \( I_{ee,p} \). In general, the second pair is used more often, as the required data is easier to obtain by utilities.

2.3. Deterministic Model for the Prediction of the Energy Demand of a System

In order to develop the model, the \( I_{ee} \) and \( I_{ee,p} \) values are obtained analytically (top-down approach). This section describes the deterministic predictive model for single-source systems. This model is later generalized to consider the case of multi-source systems.

Using physical and operational data from the system, Equation (1) allows the energy behavior of the network to be predicted. This equation was obtained in a previous work [39]. The equation includes all the factors driving energy demand detailed in the previous section and, as a consequence, properly reflects the energy requirements of the process. However, it is not the only indicator linked to the energy efficiency of pressurized water transport.

In order to enable a direct comparison, \( I_{ee} \) and \( I_{ee,p} \) need to be referred to the metered water volume (\( V_r \)), as this is the volume used by utilities to calculate the real energy intensity (\( I_{er} = E_s/V_r \) and \( I_{er,p} = E_p/V_r \)). \( V_r \) is, by definition, lower than the input volume (\( V_t \)), and they are both included in Equation (1) through the water efficiency ratio of both volumes (\( \eta_{le} = V_r/V_t \)). Energy terms are divided into gravitational energy availability (not impacted by the pumping efficiency, \( \eta_{pe} \)) and shaft energy requirements. In consequence, greater inefficiencies (\( \eta_{le} \) and \( \eta_{pe} \)) lead to worse values for \( I_{ee} \).

\[
I_{ee} = \frac{0.002725}{\eta_{pe} \eta_{le}} \left\{ \left( z_s - z_l - h_{f(s\rightarrow p)} \right) \eta_{pe} + \left( z_c - z_s + h_{fe} + \frac{p_o}{\gamma} \right) \right\} \text{kWh/m}^3 \tag{1}
\]

The remaining terms of Equation (1) are:

- 0.002725, a unit conversion factor (pressure, expressed in m, to kWh/m\(^3\));
- \( z_s \), elevation of the supply source;
- \( z_l \), lowest elevation node;
- \( z_c \), elevation of the node with the highest energy demand, also known as the critical node (it should be noted that \( z_c \) is not necessarily the same as the highest node, \( z_h \), as friction losses also play a role and difference in elevation could be compensated by additional distance from the source);
- \( h_{fe} \), friction losses from the source to the critical node = \( h_{f(s\rightarrow p)} + h_{f(p\rightarrow c)} \);
- \( h_{f(s\rightarrow p)} \), friction losses from the source to the pumping station;
- \( h_{f(p\rightarrow c)} \), friction losses from the pumping station to the critical node;
- \( p_o \), service pressure; and
- \( \gamma \): specific weight for water (9810 N/m\(^3\)).

Figure 4 illustrates the preceding defined variables in a pumping booster system. It can be treated as a control volume because there are no nodes between the source and the pumping station.

On the other hand, gravitational systems were usually left out of previous studies because they lack pumping stations. However, they are reviewed in the next section to guarantee the universality of the indicator.

Synthesizing Equation (1), the estimated system’s maximum piezometric head, \( H_e \), (Figure 4) can be defined as:

\[
H_e = \frac{1}{\eta_{pe} \eta_{le}} \left\{ \left( z_s - z_l - h_{f(s\rightarrow p)} \right) \eta_{pe} + \left( z_c - z_s + h_{fe} + \frac{p_o}{\gamma} \right) \right\} \text{m} \tag{2}
\]

Thus simplifying the form of the estimated energy intensity:

\[
I_{ee} = \frac{0.002725}{m^3} H_e \left( \frac{kWh}{m^3} \right) \tag{3}
\]
Finally, the critical node is the one that fulfills the relationship:

$$\left\{ z_i + (H_e - H_i) \right\}_{\text{max}} = \left\{ z_i + h_{f(p\rightarrow i)} \right\}_{\text{max}} = z_c + (H_e - H_c)$$  \hspace{1cm} (4)

where \( z_i \) is the elevation of a generic node \( i \), \( H_i \) is its piezometric head, \( H_e \) is the maximum piezometric head, and \( h_{f(p\rightarrow i)} \) represents friction losses between the pumping station and the generic node \( i \).

![Figure 4. Gravitational energy availability and shaft energy requirements.](image)

The result of Equation (1) is conditioned by the critical node. The equation allows for the estimation of the energy required by the system to supply water to the critical node with the pre-set service conditions. Since all nodes are interconnected (they are part of a system), they all receive identical energy from the source of supply, but part of that energy is lost in the path from the source to each node due to friction.

In addition, part of the supplied energy (\( E_s \)) is not strictly necessary in most nodes, but it must be supplied due to the irregularities of the terrain. So strictly speaking, there is an excess energy supplied to nodes; the topographic energy (\( E_t \)) and its relative importance is provided by the topographic energy context indicator \( \theta_t \) [43]:

$$\theta_t = \frac{E_t}{E_s} \approx \frac{(z_h - \bar{z})}{(z_h - z_l) + \frac{P_o}{\gamma}}$$  \hspace{1cm} (5)

where \( \bar{z} \) is the weighted average elevation of the system. The critical node should not have any topographic energy, as it should receive just enough energy to meet the quality-of-service standards. This indicator is key to comparing the energy intensity between different utilities, as it considers the structural inefficiencies due to the irregularities of the terrain [36].

The second context indicator is the energy origin (\( C_1 \)) indicator. This ratio specifies which percentage of the total supplied energy corresponds to natural or gravitational energy (\( E_n \)):

$$C_1 = \frac{E_n}{E_s} = 1 - \frac{E_p}{E_s} \approx \frac{(z_e - z_l) / \eta_{le}}{H_e}$$  \hspace{1cm} (6)

where \( E_n \) is the natural or gravitational energy, \( E_p \) is the pumped energy, and \( E_s \) is the total supplied energy, calculated as the sum of the previous two. Should all supplied energy be gravitational, \( C_1 \) would be equal to 1, and if all the energy were provided by pumps, its value would be 0. Natural energy has traditionally not been taken into account in energy analyses, and for instance EPANET does not consider it in its energy...
calculations [44]. However, this energy must be considered when comparing the energy efficiency of different utilities.

The estimated pump energy intensity \( I_{ee,p} \) is a relevant indicator, as it is a benchmark for the real energy intensity \( I_{er,p} \) traditionally calculated by utilities. These two indicators do not include natural energy. Therefore, \( I_{ee,p} \) is identical to \( I_{ee} \) (Equation (1)) if the contribution of the natural energy is excluded:

\[
I_{ee,p} = \frac{0.002725}{\eta_{pe} \eta_{le}} \left[ (z_s - z_c) + h_{fe} + \frac{p_0}{\gamma} \right]
\]  

Both estimated energy intensities are linked through the context indicator \( C_1 \) (energy origin):

\[
I_{ee,p} = (1 - C_1) I_{ee}
\]  

From the estimated energy intensities \( I_{ee} \) and \( I_{ee,p} \), both the total energy \( E_{se} \) and shaft energy \( E_{pe} \) needed for a registered water volume \( V_r \) can be anticipated, based on the estimated working conditions (values of \( \eta_{pe} \) and \( \eta_{le} \)):

\[
E_{se} = I_{ee} V_r
\]

\[
E_{pe} = I_{ee,p} V_r = (1 - C_1) I_{ee} V_r
\]  

These two equations conform to the deterministic model that, relating cause and effect, allows the energy consumption due to transport in a system to be estimated. This energy consumption depends, to a greater or lesser extent, on the eight factors listed previously.

Both equations involve the metered water volume \( V_r \), to which the energy intensities have been referred. This volume can be easily converted to the total input water volume \( V_t \) by deleting the term \( \eta_{le} \) in the denominators of Equations (1), (2), (6) and (7).

Finally, the temporal variation of the top-down estimated indicators is worth consideration. Depending on the load of the network, the critical node may change, as friction losses are not constant. These changes impact the values of \( I_{ee} \) and \( I_{ee,p} \). However, the real indicators to which they must be compared \( I_{er} \) and \( I_{er,p} \), are usually averaged values referring to extended periods of time (days, months, or even years). Therefore, it does not make sense to consider hourly variations of the estimated indicators, even though the proposed mathematical formulation allows for it. The weighted average should be calculated for the same period of time to allow for comparison with the real indicator. Consequently, average values of time-dependent variables (e.g., tank water levels) extended over the selected period must be considered.

2.4. Generalization of the Model to Other Systems

This section generalizes the previous equations to gravitational systems and those with more than one supply source (Figure 2). In gravitational systems, the source of supply is the highest node and the inequality \( z_s = z_h > z_c \) is met, with two possible cases:

1. The difference in elevation between the source and the critical node is lower than the friction losses plus the service pressure:

\[
\text{z}_{s} - \text{z}_{c} < h_{f(s \rightarrow c)} + \frac{p_0}{\gamma}
\]  

where \( h_{f(s \rightarrow c)} \) is the friction losses between the source and the critical node. In this case, additional pumping energy is needed to satisfy the energy demand of the gravitational system. This situation is similar to the previous one analyzed, modeled by Equation (1).
2. The difference in elevation between the source and the critical node is equal to or greater than the friction losses plus the service pressure:

\[ z_s - z_c \geq h_{f(s \rightarrow c)} + \frac{P_s}{\gamma} \tag{12} \]

In this case, the energy intensity is

\[ I_{ee} = \frac{0.002725}{\eta_{le}} (z_s - z_l) \text{kWh/m}^3 \tag{13} \]

The water efficiency (\(\eta_{le}\)) included in the equation factors in the influence of leaks and penalizes the result accordingly, as the metered water volume does not consider them.

Obviously, all the preceding considerations for systems with \(z_c > z_s\), considered in Equations (2) to (10) are also valid for gravitational systems.

All these concepts should also be extended to multi-source systems, where in general \(z_c\) is higher than any of the supply sources (there are as many \(z_{si}\) as supply sources). However, being part of a system, the elevations of \(z_c\) and \(z_l\) are unique. Since pumping efficiencies of the pumping stations can be different, an average pumping efficiency (\(\eta_{pe}\)) weighted by volume can be used.

Despite the singularities of a multi-source system, the same framework can be applied. In order to calculate the energy intensity, the first step is to identify the source with a higher contribution in unit energy (the one with higher piezometric head at the exit). Then the critical node of the system must be identified with Equation (4) adapted to a multi-source system:

\[ \{z_l + (H_{s,max} - H_c)\}_{\text{max}} = \{z_c + h_{f(s,max \rightarrow i)}\}_{\text{max}} = z_c + (H_{s,max} - H_c) \tag{14} \]

In this case, \(H_{s,max}\) is the piezometric head of the highest source of supply and \(h_{f(s,max \rightarrow i)}\) represents the friction losses between this source and the generic node \(i\).

Then the energy intensity injected by each supply source (may have different piezometric heads) is weighted with the corresponding volume. The estimated energy intensity is

\[ I_{ee} = \frac{0.002725}{\eta_{pe} \cdot \eta_{le}} \left\{ \left[ (z_{s,max} - z_l - h_{f(s,max \rightarrow p)}) \eta_{pe} \right] + \left[ (z_c - z_{s,max}) + h_{fe} + \frac{P_o}{\gamma} \right] \right\} \sum_{i=1}^{k} \frac{V_i}{V_T} \frac{H_{s,j}}{H_{s,max}} \text{kWh/m}^3 \tag{15} \]

where \(z_{s,max}\) is the elevation of the source with a higher piezometric head, \(V_i\) is the input volume from source \(i\), \(H_{s,j}\) is the piezometric head of source \(i\), \(V_T\) is the total supplied volume, and \(k\) is the number of supply sources in the system. The new equivalent head, \(H_e\), is

\[ H_e = \frac{1}{\eta_{pe} \cdot \eta_{le}} \left\{ \left[ (z_{s,max} - z_l - h_{f(s,max \rightarrow p)}) \eta_{pe} \right] + \left[ (z_c - z_{s,max}) + h_{fe} + \frac{P_o}{\gamma} \right] \right\} \sum_{i=1}^{k} \frac{V_i}{V_T} \frac{H_{s,j}}{H_{s,max}} m \tag{16} \]

The energy origin (\(C_1\)) context indicator needs to consider that the natural energy contribution from each source is different, resulting in Equation (6) being expressed as

\[ C_1 = \frac{E_n}{E_s} = 1 - \frac{E_p}{E_s} = \frac{\sum(z_{si} - z_l) V_i}{V_T H_e \eta_{le}} = \frac{\overline{z_s} - z_l}{H_e \eta_{le}} \tag{17} \]

where \(\overline{z_s}\) is the weighted average elevation of the supply sources.

The topographic energy indicator, Equation (5), is not affected by the number of sources. Once the multi-source system has been characterized, the final Equations (9) and (10) that synthetize the model are the same.

The validity of the multi-source equations was tested by analyzing the system in Figure 2. The real energy required by the model was calculated from the mathematical
model that simulates the operation of the network. This result was compared to those obtained with Equation (9), particularized for a system with two sources of supply.

It has to be noted that in this example, the critical node changes with time, as does the energy intensity. In particular, when the downstream tanks are being filled up, the one with the highest level is the critical node. As the tanks are being emptied, the highest consumption node becomes the critical node. This network has greater friction losses than recommended (more than 10 m/km during peak periods [45]). As a result, the energy intensity changes significantly with time, making this network especially adequate for validating Equation (12).

In this example, the validity of the analytical expressions corresponding to a multi-source network were verified with a mathematical model that faithfully reproduces the behavior of the real system. In a real network, a mathematical model is not required, since all variables can be measured.

Finally, in order to complete all possible scenarios, a possibility exists for a multi-source system where some or all of the sources are higher than the critical node (multi-source gravitational systems). In this case, the energy intensity would still be calculated from the established guidelines, requiring a good understanding of the physics behind these equations. In any case, these systems are, in practice, often overlooked, as they do not include relevant pumping stations, if at all.

3. Application of the Model to a Real Case. Results and Discussion

The framework presented in the previous sections was applied to a sector (Cansalades, Figure 5) of the water supply network of the city of Jávea (Spain). Jávea has a complex topography, with 650 km of mains, 10,000 connections, about 20 booster pumping stations, and a similar number of downstream tanks. The network is similar in nature, although on a bigger scale, to the C-Town network presented in Figure 3.

The sector of Cansalades is a representative sector of Jávea. Its supply source (a water storage tank) has an elevation of 84 m, from which a pumping station supplies all the sector. The presented simulation, performed with EPANET, corresponds to one month of operation. This is a dynamic real system with variable demands over time, and the indicators that assess its energy performance are also variable. Consequently, in order to obtain a meaningful diagnostic, the energy balance has to be referred to an extended and significant period of time. In our case, this was one month.

The physical characteristics of the sector are:

- Length = 45.1 km;
- Critical node elevation (in this case, it coincides with the highest node) \( z_c = 120.66 \) m;
- Pump suction head \( z_s = 84.00 \) m;
- Elevation of the lowest node \( z_l = 35.64 \) m;
- Distance between the source and the critical node = 4.5 km;
- Minimum service pressure \( p_o/\gamma = 20 \) m; and
- \( h_{f(s \rightarrow p)} = 0 \) m (pumping station next to tank).

Operational data:

- Input water volume \( V_I = 15,386 \) m\(^3\)/month;
- Metered water volume \( V_r = 8994 \) m\(^3\)/month;
- Real water efficiency (includes real and apparent losses) \( \eta_r = 0.58 \);
- Energy consumed by the pumping station \( E_p = 3902.25 \) kWh/ month;
- Average pumping efficiency, \( \eta_{pr} = 0.70 \); and
- Friction losses were estimated at 1.4 m/km [45], resulting in an estimated friction \( h_f \) of 6.3 m.
The example was structured as follows: In the first place, the energy intensity was estimated following a top-down approach ($I_{er}$ and $I_{er,p}$). Then the predictive capacity of the model was checked by comparing the estimated values with the real ones ($I_{er}$ e $I_{er,p}$), obtained through a bottom-up approach.

\[
I_{er,p} = \frac{0.002725}{\eta_{pe} \gamma_{n}} \left[ (z_c - z_s) + h_{fe} + \frac{p_c}{\gamma} \right] = \frac{0.002725}{0.75} \left[ (120.66 - 84) + 6.3 + 20 \right] = 0.42 \text{ kWh/m}^3
\]

\[
I_{er} = \frac{0.002725}{\eta_{pe} \gamma_{n}} \left\{ \left[ (z_s - z_l) - h_{f(p-e)} \right] \eta_{pe} \right\} + \left[ (z_c - z_s) + h_{fe} + \frac{p_c}{\gamma} \right] = \frac{0.002725}{0.75} \left\{ \left[ (84 - 35.64 - 0) \right] 0.7 \right\} + \left[ (120.6 - 84) + 6.3 + 20 \right] = 0.64 \text{ kWh/m}^3
\]

The calculation of the real values $I_{er}$ and $I_{er,p}$ is straightforward:

\[
I_{er,p} = \frac{E_p}{V_r} = \frac{3902.25}{8994} = 0.43 \text{ kWh/m}^3
\]

To calculate the real energy intensity ($I_{er}$), it is first necessary to determine the natural energy of the system, $E_n$:

\[
E_n = \gamma (z_s - z_l) V_i = 9810 (84.00 - 35.64) 15,386 J = 2027.58 \text{ kWh/month}
\]

Hence:

\[
I_{er} = \frac{E_n}{V_r} = \frac{5929.83}{8994} = 0.66 \text{ kWh/m}^3
\]

A comparison between the estimated ($I_{er} = 0.64$ kWh/m$^3$) and real values ($I_{er} = 0.66$ kWh/m$^3$) concludes that the predictive model is quite accurate.

Additionally, the energy origin indicator provides information about the main energy source (natural or pumped). This information is relevant to analyzing results and proposing energy efficiency improvements:

\[
C_1 = \frac{E_n}{E_{er}} = \frac{2027.58}{2027.58 + 3902.25} = \frac{2027.58}{5929.83} = 0.34
\]

This result indicates that the 34% of the supplied energy is natural. The main source of energy supply in this case is the pumping station.

After analyzing the energetic efficiency of the sector, potential improvements were considered. To this end, the potential gains in energy intensity achievable by improving water losses and pumping efficiency were estimated. Target values adequate to urban water networks of these characteristics were set: $\eta_{pe} = 0.75$ (the EPANET reference value [37])...
and $\eta_p = 0.80$ (the minimum value adopted by the Portuguese regulator for good leakage management [46]). With these target values, the energy intensity achievable in this sector would be

$$I_{ee,p} = \frac{0.002725}{\eta_p \eta_{le}} \left[ (z_c - z_s) + h_{fc} + \frac{p_o}{\gamma} \right] = 0.29 \text{ kWh/m}^3$$

$$I_{ee} = \frac{0.002725}{\eta_p \eta_{le}} \left\{ \left[ (z_s - z_l - h_f(s \rightarrow p)) \eta_{pe} \right] + \left[ (z_c - z_s) + h_{fc} + \frac{p_o}{\gamma} \right] \right\} = 0.45 \text{ kWh/m}^3$$

By comparing the estimated values ($I_{ee,p} = 0.29$ kWh/m$^3$) with the real values ($I_{er,p} = 0.43$ kWh/m$^3$), the improvement margin at the pumping station ($I_{er,p} - I_{ee,p}$) would be 0.14 kWh/m$^3$. These unit energy savings are achievable by improving the water losses and pumping efficiencies.

The previous analysis does not include the spatial distribution of water demand. As a consequence, the structural water losses weight cannot be determined. Their relevance can be assessed with the topographic context indicator $\theta_t$, which can be evaluated with the average elevation (weighed) of the network. In this case, it was 67.7 m.

$$\theta_t \approx \frac{(z_h - z)}{(z_h - z_l) + p_o} = \frac{120.66 - 67.7}{(120.66 - 35.64) + 15} = 0.50$$

Consequently, the topographic energy would be quite significant in this example, being half of the supplied energy. This would suggest improvements such as layout changes, installation of PATs (pumps as turbines) or turbines (a solution nowadays widely explored, because it is of great interest to recovering topographic energy [47]), or energy dissipation through valves. The authors covered the issue of structural losses in previous studies [36,48].

4. Conclusions

The energy intensity indicator is, by far, the most popular for characterizing the energetic needs of the different stages of the integral water cycle. However, in order to use it for comparative performance assessment, the indicator needs to be applied to a coherent physical framework and include all supplied energy (natural and pumped). These two requirements are met in almost all the stages of the integral water cycle, and yet many of the analyses carried out in the transport phase for pressurized networks do not consider them [49]. Other studies, such as those dealing with single pipe pumping facilities, do fulfill these requirements, and as a consequence the obtained energy intensity (about 0.4 kWh/m$^3$ for every 100 m of pumped head) are a representative measure of their efficiency. As a result, the statistical regression models that were presented to estimate the energy needs of transport in a utility are quite local in nature and have limited validity.

This paper presents a predictive and general model to estimate the required energy intensity. It uses a top-down approach that is applicable in a coherent physical framework, relating the causes (physical characteristics and operation of the system) with the effects. This is a relevant result, for it allows the energy needs for a system to be forecast based on its operating conditions, and additionally, the efficiency of the process to be diagnosed (by simple comparison of estimation and reality).

The proposed energy intensity indicator $I_{ee}$ includes all factors that have an impact on the total energy consumption. Additionally, two context indicators are recommended to provide key information when comparisons between utilities are to be made. The first one, $C_1$, details the origin of the energy (natural or pumped). The second, $\theta_t$, indicates the weight of the topographic energy (structural energy losses). The management of these losses by their reduction (modification of the layout), recovery (installing PATs), or remove (with pressure reduction valves), the three R, is beyond the scope of this work.

The energy efficiency measurement framework proposed in this work allows for the standardization of the calculation of the energy intensity. Its analysis, together with the
two proposed context indicators, allows for a comparison of energy efficiency of different utilities, and its use by water regulatory authorities.
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**Nomenclature**

| Symbols  | Meaning of Symbols |
|----------|--------------------|
| $C_1$    | Energy origin context indicator (kW h) |
| $E_s$    | Supplied (or injected) energy (kW h) |
| $E_{se}$ | Estimated supplied energy (kW h) |
| $E_n$    | Natural or gravitational energy (kW h) |
| $E_p$    | Shaft (pumping) energy (kW h) |
| $E_{pe}$ | Estimated shaft energy (kW h) |
| $E_t$    | Topographic energy (kW h) |
| $H_c$    | Piezometric head of the critical node (m) |
| $H_e$    | Estimated maximum piezometric head of the system (m) |
| $H_i$    | Piezometric head of a generic node $i$ (m) |
| $H_s$    | Piezometric head of source (m) |
| $H_{s,i}$| Piezometric head of source $i$ (m) |
| $H_{s,max}$| Elevation of the highest source of supply |
| $h_{fe}$ | Friction losses from the source to the critical node (m) |
| $h_{f(s→i)}$ | Friction losses between the source and the generic node $i$ (m) |
| $h_{f(s→c)}$ | Friction losses between the source and the critical node (m) |
| $h_{f(s,max→i)}$ | Friction losses between the highest source and the generic node $i$ (m) |
| $I_e$    | Energy intensity (kW h m$^{-3}$) |
| $I_{ee}$ | Estimated energy intensity (kW h m$^{-3}$) |
| $I_{ee,p}$ | Estimated pump energy intensity (kW h m$^{-3}$) |
| $I_{er}$ | Real energy intensity (m km$^{-1}$) |
| $I_{er,p}$ | Real pump energy intensity (m km$^{-1}$) |
| $k$      | Number of supply sources in the system |
| $p_0$    | Service pressure (N m$^{-2}$) |
| $V_r$    | Metered water volume (m$^3$) |
| $V_i$    | Total input water volume (m$^3$) |
| $V_{i,i}$| Input volume from source $i$ (m$^3$) |
| $V_T$    | Total supplied volume (m$^3$) |
| $\bar{z}$ | Weighted average elevation of the system (m) |
| $z_c$    | Elevation of the node with the highest energy demand (m) |
| $z_h$    | Elevation of the highest node (m) |
| $z_i$    | Elevation of a generic node $i$ (m) |
| $z_s$    | Elevation of the supply source (m) |
| $z_{s,max}$ | Elevation of the source with a higher piezometric head (m) |
| $z_l$    | Elevation of the lowest node (m) |
| $\bar{z}_s$ | Weighted average elevation of the supply sources (m) |
| $\gamma$ | Specific weight of water (N m$^{-3}$) |
\[ \eta_{le} \] Estimated water efficiency
\[ \eta_{pe} \] Estimated pumping efficiency
\[ \eta_{pe} \] Average estimated pumping efficiency
\[ \theta_i \] Topographic energy context indicator
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