LOCALIZATION DOES NOT OCCUR FOR THE FOURIER WALK ON THE MULTI-DIMENSIONAL LATTICE
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Abstract. The existence of localization for the Grover walk on the multi-dimensional lattice is known. This paper gives some conditions for the existence of localization for the space-homogeneous quantum walks. We also prove that localization does not occur for the Fourier walk on the multi-dimensional lattice.

1 Introduction
The quantum walks (QWs) were introduced by Aharonov et al. [1] as the quantum version of the usual random walks. QWs have been intensively studied from various fields, such as quantum algorithm [9], the topological insulator [3], and radioactive waste reduction [8].

The properties of QWs in one dimension, especially the Hadamard walk, are well studied [6]. However, properties of QWs in higher dimensions have not been clarified except for the Grover walks [4, 7, 10, 12]. Although the Fourier walk includes the Hadamard walk as the one-dimensional version of it, results of the Fourier walk on the multi-dimensional case are limited. Komatsu and Tate [5] showed the non-existence of localization for the 2-dimensional lattice, and Asano et al. [2] gave another proof of it. These proofs have in common that they need the characteristic polynomial of evolution operator in order to show the non-existence of the constant eigenvalue of the evolution operator.

In this paper, we get a necessary and sufficient condition and a necessary condition for the existence of localization for space homogeneous QWs on higher-dimensional lattice. And our main result is that localization does not occur for the Fourier walk on the $d$-dimensional lattice ($d = 1, 2, 3, \ldots$). Compared with the above-mentioned previous result, we obtain general results for the Fourier walk, and also get some claims for general space-homogeneous QWs. Moreover, our proof is simpler and more applicable because we don’t need the characteristic polynomial of the evolution operator.

The rest of the paper is organized as follows. Section 2 is devoted to the definition of the discrete time QWs. Section 3 presents our results. We show that localization does not occur for the Fourier walk on the multi-dimensional lattice. Section 4 summarizes our paper.

2 Definitions
In this section, we present the definitions of our model.

2.1 QWs on $\mathbb{Z}^d$
In this subsection, we define QWs on $\mathbb{Z}^d (d = 1, 2, \ldots)$. We introduce the Hilbert space as follows:

$$
\mathcal{H} = l^2(\mathbb{Z}^d \otimes \mathbb{C}^{2d}) = \{\Psi : \mathbb{Z}^d \to \mathbb{C}^{2d} | \sum_{x \in \mathbb{Z}^d} \|\Psi(x)\|^2 < \infty\}.
$$
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Next let \( I_d \) be the identity map on \( \mathbb{Z}^d \), coin operator \( C \) be a unitary matrix with size \( 2d \) and shift operator \( S \) be
\[ S = \sum_{x \in \mathbb{Z}^d} \sum_{j=0}^{d-1} (|x - e_j \rangle \langle x| \otimes |2j\rangle \langle 2j| + |x + e_j \rangle \langle x| \otimes |2j + 1\rangle \langle 2j + 1|), \]
where \( e_j \) is a normalized basis of \( j \)-th axis. Then the evolution operator is given by
\[ U = S(I_d \otimes C). \]
We put \( \Psi_n \) as the state of QWs at time \( n \in \{1, 2, 3, \ldots\} \). Thus \( \Psi_n \) can be written as follows:
\[ \Psi_n = U^n \Psi_0, \]
where \( \Psi_0 \in \mathcal{H} \) is the initial state of QWs. We should remark that by Eqs. (1,2,3), we have another description for time evolution of QWs:
\[ \Psi_{n+1}(x) = \sum_{j=0}^{d-1} |2j\rangle \langle 2j| C \Psi_n(x + e_j) + |2j + 1\rangle \langle 2j + 1| C \Psi_n(x - e_j). \]

In this study, we mainly consider the Fourier walk on \( \mathbb{Z}^d \) with the coin operator:
\[ C_d = \frac{1}{\sqrt{2d}} \begin{bmatrix} 1 & 1 & 1 & 1 \\ 1 & \omega_{2d} & \omega_{2d}^2 & \omega_{2d}^{2d-1} \\ 1 & \omega_{2d} & \omega_{2d}^2 & \omega_{2d}^{2d-1} \\ \vdots & \vdots & \vdots & \vdots \\ 1 & \omega_{2d}^{2d-1} & \omega_{2d}^{(2d-1)2} & \omega_{2d}^{(2d-1)(2d-1)} \end{bmatrix}, \]
where \( \omega_j = \exp(2\pi i/j). \)

### 2.2 Localization

This subsection deals with definitions of localization and the Fourier analysis.

**Definition 2.1** Localization of QWs occurs if and only if there exists \( \Psi_0 \in \mathcal{H} \) such that \( \lim_{n \to \infty} \|\Psi_n(x)\| > 0 \) is satisfied at some \( x \in \mathbb{Z}^d \).

Next we introduce the Fourier analysis. Let \( \hat{\Psi}_n(k) \) be
\[ \hat{\Psi}_n(k) = \langle \mathcal{F} \Psi_n \rangle(k) = \sum_{x \in \mathbb{Z}^d} e^{-i(k,x)} \Psi_n(x), \]
where \( k = (k_1, k_2, \ldots, k_d) \in [0, 2\pi)^d \). We should note that
\[ \Psi_n(x) = (\mathcal{F}^{-1} \hat{\Psi}_n)(x) = \int_{[0,2\pi)^d} e^{i(k,x)} \Psi_n(x) \frac{dk}{(2\pi)^d}. \]
The time evolution of QW on \( k \)-space is written as
\[ \hat{\Psi}_{n+1}(k) = \hat{U}(k) \hat{\Psi}(k), \]
where
\[ \hat{U}(k) = \begin{bmatrix} e^{ik_1} & 0 & \cdots & 0 & 0 \\ 0 & e^{-ik_1} & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & e^{ik_d} & 0 \\ 0 & 0 & \cdots & 0 & e^{-ik_d} \end{bmatrix} C. \]
Then the following proposition is obtained in \cite{11}.

\textbf{Proposition 2.1} \textit{Localization of QWs occurs if and only if }\hat{U}(k)\textit{ has a constant eigenvalue.}

\section{Results}

Our purpose in this section is to prove the following main result:

\textbf{Theorem 3.1} \textit{Localization does not occur for the Fourier walk on }\mathbb{Z}^d\textit{ (}d = 1, 2, 3, \ldots\textit{).}

In subsection 3.1, we get some lemmas.

3.1 Conditions of localization

In this subsection, we consider some conditions of localization. To state Lemma 3.2, we introduce the following sets. One is the set of solutions of the eigenvalue problem:

\[ W^{(\lambda)} = \{ \Psi(\lambda) \in \mathcal{H} \setminus 0 \mid U\Psi(\lambda) = \lambda \Psi(\lambda) \}, \]

for \( \lambda \in \mathbb{C} \) satisfying \( |\lambda| = 1 \). The other is the set of states with finite support:

\[ S_f = \{ \Psi \in \mathcal{H} \mid \#\{x \in \mathbb{Z}^d \mid \Psi(x) \neq 0\} < \infty \}. \]

\textbf{Lemma 3.2} \textit{A necessary and sufficient condition on the existence of localization for space-homogeneous QWs on }\mathbb{Z}^d\textit{ is the following:}

There exists \( \lambda \in \mathbb{C} \) such that \( |\lambda| = 1 \) and \( W^{(\lambda)} \cap S_f \neq \emptyset \).

\textbf{Proof.} The sufficiency is clear. Therefore we consider the necessity. By Proposition 2.1, \( \hat{U}(k) \) has an eigenvalue \( \lambda \in \mathbb{C} \), which does not depend on \( k \). Then it suffices to show that \( W^{(\lambda)} \cap S_f \neq \emptyset \). Let \( v^{(\lambda)}(k) = \begin{bmatrix} v_0^{(\lambda)}(k) & v_1^{(\lambda)}(k) & \ldots & v_{d-1}^{(\lambda)}(k) \end{bmatrix} \in \mathbb{C}^{2d} \) be the eigenvector of \( \hat{U}(k) \), which corresponds to \( \lambda \). We should note that

\[ \hat{U}(k)v^{(\lambda)}(k) = \lambda v^{(\lambda)}(k). \]

Then, there exists \( \ell \in \{0, 1, \ldots, 2d - 1\} \) such that each of \( j \in \{0, 1, \ldots, 2d - 1\} \) satisfies

\[ v_j^{(\lambda)}(k) = f_j^{(\lambda)}(e^{ik_1}, e^{ik_2}, \ldots, e^{ik_d}) g_j^{(\lambda)}(e^{ik_1}, e^{ik_2}, \ldots, e^{ik_d}) v^{(\lambda)}(k), \]

where \( f_j^{(\lambda)}(x_1, x_2, \ldots, x_d) \), and \( g_j^{(\lambda)}(x_1, x_2, \ldots, x_d) \neq 0 \) are multivariable polynomials of \((x_1, x_2, \ldots, x_d)\). Let

\[ v^{(\lambda)}(k) = \prod_{m=0}^{2d-1} g_m^{(\lambda)}(e^{ik_1}, e^{ik_2}, \ldots, e^{ik_d}), \]

we obtain

\[ v_j^{(\lambda)}(k) = f_j^{(\lambda)}(e^{ik_1}, e^{ik_2}, \ldots, e^{ik_d}) \frac{g_j^{(\lambda)}(e^{ik_1}, e^{ik_2}, \ldots, e^{ik_d})}{\prod_{m=0}^{2d-1} g_m^{(\lambda)}(e^{ik_1}, e^{ik_2}, \ldots, e^{ik_d})}. \]

Since \( v_j^{(\lambda)}(k) \) is a multivariable polynomial, we have \( \Psi^{(\lambda)} = (F^{-1}v^{(\lambda)}) \in W^{(\lambda)} \cap S_f \). Then let \( \Psi_0 = \Psi^{(\lambda)} \), the necessity has shown. \( \square \)
We consider the Grover walk on the 2-dimensional lattice because it is an example of existence of localization. The coin matrix is given by

\[
C = \frac{1}{2} \begin{pmatrix}
-1 & 1 & 1 & 1 \\
1 & -1 & 1 & 1 \\
1 & 1 & -1 & 1 \\
1 & 1 & 1 & -1
\end{pmatrix}.
\]

According to \[10\], an eigenvalue of \(\hat{U}(k)\) is \(\lambda = 1\), and the corresponding eigenvector is

\[
v^{(1)}(k) = \frac{1}{2\sqrt{2}} T [1 + e^{-ik_2} e^{-ik_1} + e^{-ik_1 - ik_2} 1 + e^{-ik_1} e^{-ik_2} + e^{-ik_1 - ik_2}].
\]

And we get \(\Psi^{(1)} \in \mathcal{W}(1) \cap S_f\):

\[
\Psi^{(1)} = (F^{-1}v^{(1)}) = \frac{1}{2\sqrt{2}} (T[1 0 1 0] \otimes |0,0\rangle + T[0 1 1 0] \otimes |1,0\rangle + T[1 0 0 1] \otimes |0,1\rangle + T[0 1 0 1] \otimes |1,1\rangle).
\]

Konno and Takahashi \[7\] reported some results on \(\mathcal{W}(1) \cap S_f\) of the Grover walk in higher dimensions. Using Lemma \[3.2\] we get next lemma.

**Lemma 3.3** A necessary condition on the existence of localization for space-homogeneous QWs on \(\mathbb{Z}^d\) is the following:

For any \(\ell = (\ell_0, \ell_1, \ldots, \ell_{d-1}) \in \{0, 1\}^d\), we have \(\text{rank}(C^{(\ell)}) < d\),

where \(C = [c_{j,k}]_{j,k=0,1,\ldots,2d-1}\), \(C^{(\ell)} = [c^{(\ell)}_{j,k}]_{j,k=0,1,\ldots,d-1}\) with \(c^{(\ell)}_{j,k} = c_{2\ell_j, 2k+\ell_k}\).

Before the proof, we consider the following example. For \(d = 3\), \(\ell = (0, 1, 0)\), we get

\[
C^{(\ell)} = \begin{pmatrix}
0 & 0 & 0 \\
0 & 3 & 3 \\
0 & 3 & 3
\end{pmatrix}.
\]

**Proof of Lemma 3.3** We consider \(\mathbb{Z}^2\) case, because it is essential. By Lemma \[3.2\] existence of localization ensures that we can choose \(\Psi_0 \in \mathcal{W}(\lambda) \cap S_f\), where \(\lambda \in \mathbb{C}\) is an eigenvalue of the evolution operator \(U\) with \(|\lambda| = 1\). Then there exists \((x_0^{(\ell)}, x_1^{(\ell)}) \in \mathbb{Z}^2\) \((\ell = (\ell_0, \ell_1) \in \{0, 1\}^2)\) satisfying \(\Psi_n(x_0^{(\ell)}, x_1^{(\ell)}) \neq 0\) and

\[
\Psi_0(x_0^{(\ell)} - \ell_0, x_1^{(\ell)}) = \Psi_0(x_0^{(\ell)}, x_1^{(\ell)} - \ell_1) = 0 \quad (n = 0, 1, 2, \ldots),
\]

since \(\Psi_0 \in S_f\). We put \(\Psi_n(x_0^{(\ell)}, x_1^{(\ell)}) = T \begin{bmatrix}
\alpha^{(\ell)} & \beta^{(\ell)} & \gamma^{(\ell)} & \delta^{(\ell)}
\end{bmatrix}\). In order to clarify our argument, we consider \(\ell = (0, 1)\) case. By Eq.\[4\], there exists \((x_0^{(0, 1)}, x_1^{(0, 1)}) \in \mathbb{Z}^2\) such that \(\Psi_0\) satisfies \(\Psi_0(x_0^{(0, 1)}, x_1^{(0, 1)}) \neq 0\) and

\[
\Psi_0(x_0^{(0, 1)} - 1, x_1^{(0, 1)}) = \Psi_0(x_0^{(0, 1)}, x_1^{(0, 1)} - 1) = 0.
\]

Using Eq.\[4\], we have

\[
\Psi_1(x_0^{(0, 1)}, x_1^{(0, 1)}) = T \begin{bmatrix}
\alpha^{(0, 1)} & \beta^{(0, 1)} & \gamma^{(0, 1)} & \delta^{(0, 1)}
\end{bmatrix} = (U \Psi_0)(x_0^{(0, 1)}, x_1^{(0, 1)}) = (0|0)\langle 0|0\rangle \Psi_0(x_0^{(0, 1)} + 1, x_1^{(0, 1)}) + |1\rangle\langle 1| |1\rangle\langle 1| \Psi_0(x_0^{(0, 1)} - 1, x_1^{(0, 1)})
+ |2\rangle\langle 2| |2\rangle\langle 2| \Psi_0(x_0^{(0, 1)}, x_1^{(0, 1)} + 1) + |3\rangle\langle 3| \Psi_0(x_0^{(0, 1)}, x_1^{(0, 1)} - 1).
\]
Thus we get
\[
\beta^{(0,1)}_1 = |1\rangle C \Psi_0(x^{(0,1)}_0 - 1, x^{(0,1)}_1), \\
\gamma^{(0,1)}_1 = |2\rangle C \Psi_0(x^{(0,1)}_0, x^{(0,1)}_1 + 1).
\] (8)

Substitute Eq. (7) into Eq. (5), we obtain \(\beta^{(0,1)}_1 = \gamma^{(0,1)}_1 = 0\). Then for any \(n \in \{0, 1, 2, \ldots\}\), \(\beta^{(0,1)}_n = \gamma^{(0,1)}_n = 0\), since \(\Psi_0 \in W^{(\lambda)}\). Note that Eq. (6) gives \(\Psi_n(x^{(\ell)}_0 - 1, x^{(\ell)}_1) = \Psi_n(x^{(\ell)}_0, x^{(\ell)}_1 + 1) = 0\). From Eq. (4), the following equation:
\[
|0\rangle \langle 0| C \Psi_0(x^{(0,1)}_0, x^{(0,1)}_1) = |3\rangle \langle 3| C \Psi_0(x^{(0,1)}_0, x^{(0,1)}_1) = 0
\]
is required. Computing this, we have
\[
(\langle 0 |0 \rangle + |3\rangle \langle 3|) C \begin{bmatrix} \alpha^{(0,1)}_0 \\ 0 \\ 0 \\ \delta^{(0,1)}_0 \end{bmatrix} = \begin{bmatrix} c_{0,0} & c_{0,1} & c_{0,2} & c_{0,3} \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ c_{3,0} & c_{3,1} & c_{3,2} & c_{3,3} \end{bmatrix} \begin{bmatrix} \alpha^{(0,1)}_0 \\ 0 \\ 0 \\ \delta^{(0,1)}_0 \end{bmatrix} = 0. \] (9)

Since Eq. (9) has a trivial solution \(\alpha^{(0,1)}_0 = \delta^{(0,1)}_0 = 0\) and \(\Psi_0(x^{(0,1)}_0, 1) \neq 0\), we obtain a necessary condition on the existence of localization as follows:
\[
\text{rank}\left(\begin{bmatrix} c_{0,0} & c_{0,3} \\ c_{3,0} & c_{3,3} \end{bmatrix}\right) = \text{rank}(C^{(0,1)}) < 2.
\]

In a similar fashion, for all \(\ell \in \{0, 1\}^2\), we have \(\text{rank}(C^{(\ell)}) < 2\). We can apply this argument to other dimensions. Then, if localization occurs for a QW on the \(d\)-dimensional lattice \((d = 1, 2, 3, \ldots)\), then we have \(\text{rank}(C^{(\ell)}) < d\) for all \(\ell \in \{0, 1\}^d\).

### 3.2 Proof of Theorem 3.1

By Lemma 3.3 it suffices to say that there exists \(\ell \in \{0, 1\}^d\) such that \(\text{rank}(C^{(\ell)}) = d\). There are two cases for the Fourier walk on the \(d\)-dimensional lattice, (i) \(d\) is odd and (ii) \(d\) is even. Then we consider two cases respectively.

(i) \(d\) is odd.

Let \(\ell_{\text{odd}} \in \{0, 1\}^d\) be \(\{0, 0, \ldots, 0\}\). We should remark that the coin matrix is given by Eq. (5):

\[
C_d = \frac{1}{\sqrt{2d}} \begin{bmatrix} 1 & 1 & 1 & \cdots & 1 \\ 1 & \omega_{2d} & \omega_{2d} & \cdots & \omega_{2d}^{2d-1} \\ 1 & \omega_{2d}^2 & \omega_{2d}^2 & \cdots & \omega_{2d}^{2d-1} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & \omega_{2d}^{d-1} & \omega_{2d}^{(2d-1)-1} & \cdots & \omega_{2d}^{(2d-1)(2d-1)} \end{bmatrix}.
\]

Thus we have
\[
C^{(\ell_{\text{odd}})} = \begin{bmatrix} 1 & \omega_{2d}^2 & \cdots & \omega_{2d}^{(1)} & 1 & \omega_{2d}^{(d+1)} & \cdots & 1 \\ 1 & \omega_{2d}^2 & \cdots & \omega_{2d}^{(1)} & 1 & \omega_{2d}^{(d+1)} & \cdots & 1 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\ \omega_{2d}^{(d-1)} & \omega_{2d}^{(d-1)(d-1)} & \cdots & \omega_{2d}^{(d)} & \omega_{2d}^{(d-1) & \cdots & \omega_{2d}^{(d)(d-2)} \\ \omega_{2d}^{(d+1)} & \omega_{2d}^{(d+1)(d-1)} & \cdots & \omega_{2d}^{(d+1)} & \omega_{2d}^{(d+1)(d-1)} & \cdots & \omega_{2d}^{(d+1)(d-2)} \end{bmatrix}.
\]
Noting that \( \omega_{2d}^2 = 1 \), we get

\[
C'(\ell_{\text{odd}}) = \begin{bmatrix}
1 & 1 & \cdots & 1 & 1 & \cdots & 1 \\
1 & \omega_2 & \cdots & \omega_2 & \omega_2 & \cdots & \omega_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
1 & \omega_2^{-1} & \cdots & \omega_2^{-1} & \omega_2^{-1} & \cdots & \omega_2^{-1} \\
1 & \omega_2^2 & \cdots & \omega_2^2 & \omega_2^2 & \cdots & \omega_2^2 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
1 & \omega_2^{(d-2)} & \cdots & \omega_2^{(d-2)} & \omega_2^{(d-2)} & \cdots & \omega_2^{(d-2)}
\end{bmatrix}
\]

Then \( C'(\ell_{\text{odd}}) \) can be transformed by fundamental matrices as follows:

\[
\overline{C'(\ell_{\text{odd}})} = \begin{bmatrix}
1 & 1 & \cdots & 1 & 1 & \cdots & 1 \\
1 & \omega_2 & \cdots & \omega_2 & \omega_2 & \cdots & \omega_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
1 & \omega_2^{-1} & \cdots & \omega_2^{-1} & \omega_2^{-1} & \cdots & \omega_2^{-1} \\
1 & \omega_2^2 & \cdots & \omega_2^2 & \omega_2^2 & \cdots & \omega_2^2 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
1 & \omega_2^{(d-1)} & \cdots & \omega_2^{(d-1)} & \omega_2^{(d-1)} & \cdots & \omega_2^{(d-1)}
\end{bmatrix}
\]

Since \( \overline{C'(\ell)} \) is the Vandermonde matrix with size \( d \), we obtain \( \text{rank}(\overline{C'(\ell_{\text{odd}})}) = d \), so we conclude \( \text{rank}(C'(\ell_{\text{odd}})) = d \).

(ii) \( d \) is even.

Let \( \ell_{\text{even}} = \{\ell_0, \ell_1, \ldots, \ell_{d/2-1}, \ell_{d/2}, \ell_{d/2+1}, \ldots, \ell_{d-1}\} \in \{0, 1\}^d \) be \( \{0, 0, \ldots, 0, 1, 1, \ldots, 1\} \). Then we obtain

\[
C'(\ell_{\text{even}}) = \begin{bmatrix}
1 & 1 & \cdots & 1 & 1 & \cdots & 1 \\
1 & \omega_2 & \cdots & \omega_2 & \omega_2 & \cdots & \omega_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
1 & \omega_2^{(d-2)} & \cdots & \omega_2^{(d-2)} & \omega_2^{(d-2)} & \cdots & \omega_2^{(d-2)} \\
1 & \omega_2^{(d-1)} & \cdots & \omega_2^{(d-1)} & \omega_2^{(d-1)} & \cdots & \omega_2^{(d-1)} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
1 & \omega_2^{(d-1)} & \cdots & \omega_2^{(d-1)} & \omega_2^{(d-1)} & \cdots & \omega_2^{(d-1)}
\end{bmatrix}
\]

Therefore \( C'(\ell_{\text{even}}) \) can be transformed by fundamental matrices as follows:

\[
\overline{C'(\ell_{\text{even}})} = \begin{bmatrix}
1 & 1 & \cdots & 1 \\
1 & \omega_2^{-1} & \cdots & \omega_2^{-1} \\
\vdots & \vdots & \ddots & \vdots \\
1 & \omega_2^{(d-1)} & \cdots & \omega_2^{(d-1)}
\end{bmatrix}
\]

Since \( \overline{C'(\ell_{\text{even}})} \) is the Vandermonde matrix with size \( d \), we get \( \text{rank}(\overline{C'(\ell_{\text{even}})}) = d \), and \( \text{rank}(C'(\ell_{\text{even}})) = d \).

Hence by Lemma 3.3, localization does not occur for the Fourier walk on the \( d \)-dimensional lattice for any \( d \in \{1, 2, 3, \ldots\} \). \( \Box \)
4 Summary

We proved the non-existence of localization for the Fourier walk on the $d$-dimensional lattice ($d = 1, 2, 3, \ldots$) by Theorem 3.1. To show this, we presented a necessary and sufficient condition and a necessary condition for the existence of localization for the space-homogeneous QWs by Lemma 3.2 and Lemma 3.3, respectively. One of the interesting future problems might be to clarify the gap between the necessary and sufficient condition for the existence of localization and the necessary condition given by Lemma 3.3.
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