Finite size effects in ferroelectric-semiconductor thin films under open-circuit electric boundary conditions
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Abstract
General features of finite size effects in the ferroelectric-semiconductor film under open-circuit electric boundary conditions are analyzed using Landau-Ginzburg-Devonshire theory and continuum media electrostatics. The temperature dependence of the film critical thickness, spontaneous polarization and depolarization field profiles of the open-circuited films are found to be significantly different from the characteristics of short-circuited ones. In particular, we predict the re-entrant type transition boundary between the mono-domain and poly-domain ferroelectric states due to reduced internal screening efficiency and analyzed possible experimental scenarios created by this mechanism. Performed analysis is relevant for the quantitative description of free-standing ferroelectric films phase diagrams and polar properties. Also our results can be useful for the explanation of the scanning-probe microscopy experiments on free ferroelectric surfaces.
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I. Introduction

Ferroelectric thin films are actively explored in the context of fundamental physical studies and multiple applications \[1, 2, 3\]. In particular researchers are deeply interested in the determination of the film minimal (i.e. critical) thickness required for the development of ferroelectric instabilities, domain structure evolution including the thickness-induced transition into a single-domain state and, in general, the influence of finite size effect on ferroelectric properties \[4\].

One of the most important factors determining polarization and domain structure behavior in spatially confined ferroelectrics is the screening of bound charges related with spontaneous polarization divergence, \(\text{div} \mathbf{P}\), by external or internal free charge carriers. The discontinuity or/divergence of polarization on the surface or/and in the bulk of ferroelectric means the presence of uncompensated bound charges which generate the internal electric field. Since the latter is pointed against the polarization in many cases, this field is called depolarization field. In the case of short circuited films the depolarization field is partially compensated by the screening charge in electrodes. For the insulating ferroelectric far from the sources of free charge carriers the depolarization field could totally destroy the polarization (unlike the ferromagnetic, where the demagnetization field energy is just the renomalization of the anisotropy energy). The internal screening in semiconducting ferroelectric leads to the restoring of polarization in the bulk of the thick films, but in the vicinity of surface the depolarization field is still strong and polarization should drop almost to zero here and thus is weakly dependent on the surface energy (i.e. on the extrapolation length lambda). The screening mechanism defines the depolarization electric field structure and value, which in turn determines the critical thickness and other size effects \[5, 6, 7\].

The screening of the ferroelectric polarization oriented normally to the film surface plane (further regarded as \textit{out-of-plane} polarization) in thin film covered by perfect electrodes is mainly external and the semiconductor properties of the material (if any) do not play any essential role in the screening mechanism. In the presence of chemically active species, the effective screening is induced by electrochemical reactions on ferroelectric surface with charged ionic species bounded to polarization charges \[8, 9, 10, 11\]. However, the rate of these chemical screening is limited by mass transport and requires availability of screening species.

Here, we consider the case of the polarization screening in the film without one or both electrodes and cleaned free surface placed in dielectric ambient. This corresponds to the material rapidly cooled from above Curie temperature, material in the ultra-high vacuum environment, or freshly formed cleave or break surface. In this case, the screening can be internal, i.e. performed by the free carriers inside the film. These most common realistic situations correspond to the
limiting cases of short- or open-circuit electric boundary conditions shown in the Figure 1. Polar axis lies normal to the film surface plane.

Finite size effects in single- and poly-domain ferroelectric films under short-circuit conditions are studied in details both numerically and analytically [1].

In the beginning Onsager [12] and Landau [13] predicted theoretically the existence of free-standing two-dimensional ferroelectrics. In their pioneer work Bune et al [14] proved experimentally that ferroelectric state is possible for one-monolayer thick dielectric PVDF films. Later on Fong et al [15] and Chanthabouala et al [16] revealed that several unit cell thick PbTiO$_3$ and BaTiO$_3$ films can be ferroelectric when covered by conducting electrodes and epitaxially clamped to perovskite substrates, which possible role is to create epitaxial strain, that is strong enough to maintain the ferroelectric phase via electrostriction mechanism [17]. From the first-principles calculations, Junquera and Ghosez predicted that BaTiO$_3$ thin films clamped between two metallic SrRuO$_3$ electrodes in short circuit lose their ferroelectric properties below a critical thickness of about six unit cells (~24 Å) [18]. Using first-principles calculations and phenomenological Landau-Ginzburg-Devonshire (LGD) theory for comparison, Duan et al [19] have shown that calculated from the first-principles critical thickness in KNbO$_3$ with Pt electrodes is about 1nm, while chosen phenomenological parameters do not allow to reproduce qualitatively the first-principles results. As one can conclude from the experimental results [14, 15, 16, 18, 19] the critical thickness of ferroelectricity disappearance can be very small or even absent for the short-circuited boundary conditions, since the conditions minimize depolarization field (if any), in contrast to the open-circuited ones. Note, that LGD theory predictions can be valid for thicknesses much higher than a lattice constant, that is possibly true for the critical thickness of the open circuit films that is expected to vary from tens of nanometers to tens of micrometers.

The single-domain ferroelectric-semiconductor film under open-circuit conditions was firstly considered by different authors [20, 21, 22, 23, 24] long ago, but the analytical study of finite size effects is absent to date, and, in particular, no phase diagrams and analytical expressions for the critical thickness were available. Since the open-circuit conditions correspond to the conventional scanning-probe microscopy (SPM) geometry used for the modern investigation of ferroelectric-semiconductor films (such as BaTiO$_3$ (BTO) [25], BiFeO$_3$ (BFO) [26, 27], and PbZr$_x$Ti$_{1-x}$O$_3$ (PZT) [28, 29, 30]), we decided to revisit the problem.

We further note that this mechanism is of interest for materials with sufficiently high carrier concentration only, i.e. strong chemical doping or small band gap ferroelectrics. Indeed when the concentration of free carriers becomes lower, critical thickness becomes higher, and eventually the film will split into domains in order to decrease positive depolarization field.
energy. The scenario is realized because the screening by free carriers decreases the depolarization field energy and does not change the domain wall energy. The critical concentration of carriers required for the domain splitting is discussed by the Tagantsev and Fousek (see [31] and refs. therein [32, 33, 34]). For sufficiently high concentrations the analysis of a single-domain state in the open-circuited ferroelectric-semiconductor film is physically reasonable and presented below.

II. Basic equations

Within the framework of the LGD theory, equilibrium one-dimensional distribution of the polarization component \( P_3(z) \) in a single-domain ferroelectric film can be found from the Euler-Lagrange equation with boundary conditions:

\[
\begin{align*}
\alpha P_3 + \beta P_3^3 + \gamma P_3^5 - g_{33} \frac{\partial^2 P_3}{\partial z^2} &= -\frac{\partial \varphi}{\partial z}, \\
\left[ P_3 + \lambda \frac{\partial P_3}{\partial z} \right]_{z=+L/2} &= 0, \\
\left[ P_3 - \lambda \frac{\partial P_3}{\partial z} \right]_{z=-L/2} &= 0.
\end{align*}
\]

(1)

Here \( \alpha, \beta, \gamma \) is the expansion coefficients of LGD model; \( g_{33} \) is the component of tensor of gradient energy coefficients, \( \lambda \) is the extrapolation length [5, 35]. Electric potential \( \varphi \) can be found self-consistently from the Poisson equation with the open-circuit electric boundary conditions:

\[
\begin{align*}
\varepsilon_{33}^b \frac{\partial^2 \varphi}{\partial z^2} &= \frac{1}{\varepsilon_0} \left( \frac{\partial P_3}{\partial z} - \rho(\varphi) \right), \\
\left. D_3 \right|_{z=L/2} &= \left. -\varepsilon_0 \varepsilon_{33}^b \frac{\partial \varphi}{\partial z} + P_3 \right|_{z=L/2} = 0.
\end{align*}
\]

(2)

Here \( \varepsilon_{33}^b \) is the background permittivity of ferroelectric [36], \( L \) is the film thickness (see Figure 1). Boundary conditions in Eq.(2) are used by many authors [37, 38, 39] for the “clean” non-conducting interfaces. They are based on several assumptions, namely (a) free surface charge is absent, so that electrical displacement should be continues at the interface; (b) at the same time electric field outside the crystal should be set to zero, otherwise the energy of the system per unit area may reach infinity.
In was shown that the electronic gas is degenerated in the vicinity of domain walls in typical ferroelectric ilmenites [40] and perovskites [41, 42]. So it is naturally to assume that the degeneration is probably in the vicinity of the film surfaces, when the film is far from the phase transition from ferroelectric to paraelectric phase. Here the Fermi-Dirac statistics should be used for the charge density in the Poisson equation [43]. For a donor-doped semiconductor it can be modeled as [40]:

$$\rho(\phi) = N_d^+(\phi) - n(\phi)$$

(3a)

The donor level is regarded infinitely thin with activation energy $E_d$. For the case the concentration of donors is determined by a single Fermi-Dirac distribution function [44]:

$$N_d^+(\phi) = N_{d0}(1 - f(E_d - E_F - q\phi)),$$

(3b)

$N_{d0}$ is the concentration of donor centers, $f(x) = \frac{1}{1 + \exp(x/k_BT)}$ is the Fermi-Dirac distribution function, $k_B = 1.3807 \times 10^{-23}$ J/K, $T$ is the absolute temperature. $E_F$ is the Fermi energy level, $E_d$ is the donor level (all energies are counted from the vacuum level). The concentration of the electrons in the conductive band considered in the continuous levels approximation [45, 46] is:

$$n(\phi) = \int_{0}^{\infty} d\varepsilon \cdot g_n(\varepsilon)f(\varepsilon + E_C - E_F - q\phi).$$

(3c)

$E_C$ is the bottom of conductive band. The “bulk” density of states in the effective mass approximation is $g_n(\varepsilon) \approx \frac{\sqrt{2m^*_n\varepsilon}}{2\pi^2\hbar^3}$, one obtains the approximate equalities in Eq.(3c),

$$n(\phi) \approx \left(\frac{m^*_n k_BT}{\hbar^2}\right)^{3/2} \frac{1}{\pi^2\sqrt{2}} \sqrt{\frac{\pi}{2}} \left(-\text{Li}_{3/2}\left(\exp\left(\frac{q\phi + E_F - E_C}{k_BT}\right)\right)\right),$$

where $\text{Li}_n(z) = \sum_{k=1}^{\infty} \frac{z^k}{k^n}$ is the polylogarithmic function. Fermi level position is determined in a self-consistent way from the
electroneutrality condition $\rho(0) = N_{d0}^+ - n_0 = 0$, where $N_{d0}^+ = N_{d0} f(E_F - E_d)$ and

$$n_0 = \int_0^\infty d\varepsilon \cdot g_n(\varepsilon) f(\varepsilon + E_C - F_F)$$

### III. The film critical thickness

In order to derive analytical expressions for the film critical thickness corresponding to the second order transition into the paraelectric phase, one can use Debye approximation for the charge density (3) in the immediate vicinity of the transition, since the spontaneous polarization and corresponding depolarization field become very small here. In accordance with our numerical calculations based on Eqs.(3) Debye approximation is valid in the immediate vicinity of the second order phase transition into the paraelectric phase from either single-domain or poly-domain ferroelectric states, because the condition of its validity, $|\varepsilon\phi/k_B T| < 1$, holds true here.

#### 3.1. The transition from paraelectric to a single-domain ferroelectric state

In Debye approximation, for the case of the screening by non-degenerated free carriers (i.e. when $|\varepsilon\phi/k_B T| < 1$), 1D Poisson Eq.(2) acquires the form,

$$\frac{\partial^2 \phi}{\partial z^2} - P_3 \frac{\phi}{R_d^2} = \frac{1}{\varepsilon_0 \varepsilon_{33}} \frac{\partial P_3}{\partial z},$$

where $R_d = \sqrt{\varepsilon_0 \varepsilon_{33} k_B T/(2e^2 n)}$ is Debye screening radius. For numerical calculations we will assume that the temperature dependence of the carries concentration $n$ obeys the activation law, $n \approx N_0 \exp(-E_d/k_B T)$ [43]. Note, that the temperature dependence of Debye screening radius is almost indifferent on ferroelectric material parameters, it depends on $n_0$ and $\varepsilon_{33}^b$ only. The 1D approximation is valid in a single-domain ferroelectric and paraelectric phases of the film.

In the Debye approximation the potential and depolarization field in the material are given by expressions:

$$\phi(z) = R_d P_3(L/2) \frac{\sinh(z/R_d)}{\sinh(L/2 R_d)} - \frac{1}{\varepsilon_0 \varepsilon_{33}^b} \int_{-L/2}^{L/2} \left( \frac{dP_3}{dz} \right) G(\tilde{z}, z) d\tilde{z} \quad (4a)$$

$$E_3^d(z) = -\frac{\partial \phi}{\partial z} = -P_3(L/2) \frac{\cosh(z/R_d)}{\sinh(L/2 R_d)} + \frac{1}{\varepsilon_0 \varepsilon_{33}^b} \int_{-L/2}^{L/2} \left( \frac{dP_3}{dz} \right) G(\tilde{z}, z) d\tilde{z} \quad (4b)$$

Allowing for the symmetry of boundary problem Eq. (1,2), the spontaneous polarization distribution is symmetric with respect to the film center, i.e. $P_3(L/2) = P_3(-L/2)$. In this case, the Green’s function is
The critical thickness of the film transition into a paraelectric phase can be found from the characteristic equation obtained from the boundary problem (1) and (2) by differentiation, namely from the system of equations listed in Ref.[47]. It can be shown that the critical thickness corresponds to the lowest solution of the approximate transcendental equation:

\[
\tan\left(\frac{L}{2\kappa}\right) = \pm \left(\frac{\kappa G_{33}}{\alpha \lambda} \left(\frac{1}{\kappa^2} + \frac{1}{\xi^2}\right) \left(1 + \frac{\lambda}{\xi}\right) - \frac{\kappa}{\xi}\right),
\]

namely:

\[
L_{cr} = 2\kappa \arctan\left(-\frac{G_{33} \kappa}{\alpha \lambda} \left(\frac{1}{\kappa^2} + \frac{1}{\xi^2}\right) \left(1 + \frac{\lambda}{\xi}\right) + \frac{\kappa}{\xi}\right) \approx \pi \kappa.
\]

Here the screening length \(\kappa\) and the longitudinal correlation length \(\xi\) are introduced. They are given by expressions \(\kappa \approx R_d \sqrt{-\varepsilon_3 \alpha}\) and \(\xi = \sqrt{\varepsilon_3 \varepsilon_0 G_{33}}\) correspondingly. The screening length can be rather high (i.e. the order of 10 \(R_d\)), while the correlation length is typically smaller than the lattice constant due to depolarization effects [5, 31]. The equations (4) are valid under the conditions \(|\phi/k_B T| << 1\), \(L >> \xi\) and have physical roots at \(\alpha < 0\). The coefficient \(\alpha = \alpha_T (T - T_c^*\) for the strained ferroelectric film, \(T_c^* = T_c + \frac{u_m^*}{\alpha_T s_{11} + s_{12}}\) is the Curie temperature renormalized by the epitaxial misfit strain \(u_m = (a/c) - 1\).

### 3.1. The transition from paraelectric to a poly-domain ferroelectric state

The internal screening competes with domain formation as the mechanism of depolarization energy minimization for small carrier concentrations. Tagantsev and Fousek [31] underlined that all available theories [32-34] predict an increase in the domain period with increasing of free carriers concentration, followed by a transition to a single-domain state a high enough level of screening. In particular, the period of the domain pattern \(W\) can deviate from the Kittel-type law, \(W \propto \sqrt[3]{L}\), due to the screening by free carriers (\(L\) is the film thickness).

We have shown (see Supplementary Materials [47]) that the transition between paraelectric and multidomain ferroelectric state takes place at the critical film thickness
\[ L \approx \frac{2\pi}{\sqrt{\varepsilon_{33}^b \varepsilon_0 g_{55}}} \left( -\frac{\alpha}{g_{55}} + \frac{\varepsilon_{33}^b}{e_{11}^b R_d^2} \right)^{-1}. \] (5a)

Here \( g_{55} \) is the component of tensor of gradient energy coefficient, in general case is different from component \( g_{33} \) introduced earlier. At the transition the emerging domain structure could be characterized with the wave vector \( k_{\text{min}} = \sqrt{-\frac{\alpha}{2g_{55}} - \frac{\varepsilon_{33}^b}{2e_{11}^b R_d^2}} \) \( \approx \frac{\pi}{L} \sqrt{\varepsilon_{33}^b \varepsilon_0 g_{55}} - \frac{\varepsilon_{33}^b}{e_{11}^b R_d^2} \). (5b)

From Equation (5b) the screening radius decrease leads to the decrease of wave vector and finally to the disappearance of domains in the point where the following condition is true \(- \alpha = \frac{\varepsilon_{33}^b}{e_{11}^b R_d^2} g_{55} \). According to Eq.(5b) the increase of carriers concentration leads to the increase of domain structure period at the transition between paraelectric and poly-domain ferroelectric state.

Since free carriers concentration in the ferroelectrics-semiconductors can readily vary in the range \( n_{\text{cr}} = \left(10^{25} - 10^{23}\right) \text{m}^{-3} \) the single-domain state is energetically preferable for films with thickness more than 10-100 nm under the open-circuit conditions. Hence, below we estimate the critical concentration for the onset of domain splitting and analyze finite size effects and phase diagrams of single-domain ferroelectric-semiconductor film under these conditions.

IV. Numerical results and their analyses

As shown in the Figures 2a-d, the critical thickness (4b) can vary in a wide range, from tens of nanometers to tens of micrometers, depending on the ferroelectric material parameters, temperature and carriers concentration. Note that the critical thickness (4b) is almost independent on the extrapolation lengths, i.e. the approximation \( L_{\text{cr}} \approx \pi \kappa \) is rather rigorous for the open-circuit conditions.

Hence, \( L_{\text{cr}} \propto \pi R_d / \sqrt{-\varepsilon_{33}^b \varepsilon_0 \alpha} \) in general case. The thickness (4b) can be compared with the value \( \tilde{L}_{\text{cr}} \approx -\frac{2 \varepsilon_0 \alpha \varepsilon_{33}^b (\xi + \lambda)}{\varepsilon_0 \alpha \varepsilon_{33}^b (\xi + \lambda)} \) calculated for a short-circuited film. As anticipated \( \tilde{L}_{\text{cr}} \ll L_{\text{cr}} \) entire all reasonable range of material parameters, suggesting the reduction of ferroelectric phase stability in the open-circuited film.

At fixed film thickness \( L \) the critical temperature, \( T_{\text{cr}}(L) \), can be found as a solution of transcendental equation \( L \approx \pi \kappa(T_{\text{cr}}) \), or in explicit form:
\[ T_{cr} = T_{c}^{\ast} - \frac{1}{\varepsilon_{33} \varepsilon_0 \alpha_T} \left( \frac{\pi R_d (T_{cr})}{L} \right)^2 \] (6)

**Figure 2.** Phase diagram in coordinates "film thickness – temperature" calculated for PbZr_{40}Ti_{60}O_{3} (PZT) films for different concentrations \( n_0 = 10^{23}, 10^{24}, 10^{25}, 10^{26} \text{ m}^{-3} \) (plots (a), (b), (c) and (d) respectively). Temperature dependence of wave vector (e) and corresponding period (f) of domain structure for different concentrations \( n_0 = 10^{23}, 10^{24}, 10^{25}, 10^{26} \text{ m}^{-3} \)
Abbreviations PE, mono-FE and poly-FE denote paraelectric, mono-domain and poly-domain ferroelectric phase regions correspondingly.

**Figure 3.** Phase diagram in coordinates "film thickness – temperature" calculated for BFO films for different concentrations $n_0=10^{23}$, $10^{24}$, $10^{25}$ and $10^{26}$ m$^{-3}$ (panels (a), (b), (c) and (d) respectively). Temperature dependence of wave vector (e) and corresponding period (f) of domain structure for different concentrations $n_0=10^{23}$, $10^{24}$, $10^{25}$ and $10^{26}$ m$^{-3}$ (numbers near the curves).
curves) Abbreviations PE, mono-FE and poly-FE denote paraelectric, monodomain and polydomain ferroelectric phase regions correspondingly.

Note that the Figures 2 and 3 can be interpreted as a phase diagram in coordinates "film thickness – temperature". The unusual “re-entrant” type shape of monodomain ferroelectric – paraelectric phase transition boundary (solid curve) originated from the semiconductor properties contribution, namely from the temperature dependence of the Debye screening radius $R_d$. Further the transition to poly-domain state (dashed curve) occurs with either temperature or film thickness decrease.

| coefficient | BiFeO$_3$ [48] | PbZr$_{40}$Ti$_{60}$O$_3$ [49] |
|-------------|-----------------|-------------------------------|
| $\varepsilon_{33}^b$ | 9 | 6 |
| $\alpha$ (×10$^5$C$^{-2}$·mJ) at 293°K | −8.1046 | −16.88 |
| $\alpha_f$ (C$^{-2}$·mJ/K) | 9.8×10$^5$ | 4.24×10$^5$ |
| $T_C$ (K) | $T_C$=1120 | 691 |
| $\beta$ (C$^{-1}$·m$^2$·J) | 26×10$^8$ | 1.445×10$^8$ |
| $\gamma$ (C$^{-6}$·m$^9$·J) | 0 | 1.14×10$^9$ |
| $g$ (×10$^{10}$C$^{-2}$·m$^3$·J) | 1 | 1 |
| $n_0$ (m$^{-3}$) | 10$^{25}$ | 10$^{25}$ |
| $E_d$ (eV) | 0.1 | 0.1 |

We further analyze the spontaneous polarization distribution and amplitude at film thickness $L > L_{cr}$ using Fermi-Dirac statistics for electrons and donors. Note, that the curves in the Figure 4 were calculated numerically beyond the limit of Debye approximation, i.e. using the nonlinear carrier density dependence on the potential taking into account degeneration of carriers (Eqs.(3b,c)).

Polarization and depolarization field values and z-profiles shape strongly depends on the concentration $n_0$ (see Figure 4); meanwhile they appeared almost independent on extrapolation lengths. Polarization value increases and tends to the bulk value in the central part of the film; its profile becomes more flat with $n_0$ increase (Figures 4a,b). Depolarization field value in the central part of the film vanishes; its profile stops oscillating and becomes more flat with $n_0$ increase (Figures 4c,d). As anticipated the profiles tends to the homogeneous distribution in the central part of the film with its thickness increase.
Despite the polarization distribution has only one length-scale and polarization value at the surface strongly depends on the so-called extrapolation length lambda for short-circuited ferroelectric films, for open-circuited films we indeed obtained that the depolarization field has a drastic effect on the polarization profile and its surface value. Since the depolarization field is unscreened near the surface, it suppresses both polarization and its derivative almost to zero (so the boundary condition in Eq.(1) remains valid), while deeper into the film, namely at distances higher than a few screening length, depolarization field exponentially decreases and polarization restores to its bulk value. That is why the critical thickness for open-circuited film is simply proportional to screening length with great accuracy and almost independent on the extrapolation length. As for the polarization profile near the surface, here the longer length scale (screening radius) dominates over the smaller one (correlation length) and the polarization distribution is
almost independent on the extrapolation length (some dependence could be seen near the surface at the layer with thickness of about few correlation lengths). One could see the effects of extrapolation length on polarization profile only for the very high concentration of carriers when the screening radius decreases (see Figure 5).

Figure 5. Polarization profile in the open-circuit film of 100 nm thickness for different concentration of screening carriers equal to $10^{25}$, $10^{26}$, $10^{27}$ m$^{-3}$ (curves 1, 2 and 3) and extrapolation length values $\lambda=0$, 0.3 and 100 nm (dashed, solid and dotted curves). Inset shows polarization behavior near the surface.

IV. Discussion

Finally, we would like to underline that the critical thickness value, phase diagrams and profiles calculated for the ferroelectric-semiconductor film under open-circuit conditions exhibit strong differences in comparison with the well-studied case of ferroelectric-dielectric film under short-circuit conditions. Based on the analytical results Eqs.(4)-(6) Figures 6 schematically illustrate the general characteristics of these differences. For the case of short-circuited film the transition temperature $T_{cr}$ into ferroelectric phase depends of the film thickness $L$ monotonically; its starts at critical thickness $L_{cr}$, increases with the film thickness and saturates to the bulk value (see dashed curve in Figures 6a). For the open-circuited films we predict the re-entrant type transition boundary between the mono-domain and poly-domain ferroelectric states (see solid curve in Figures 6a). This suggests the possibility of the re-entrant transition for the rapidly cooled or freshly prepared ferroelectric surfaces and thin ferroelectric films. The overall behavior of the system will then be controlled by the relative rates and efficiency of internal vs. external screening processes. For example, slow cooling of ferroelectric leads to the formation of the
classical ferroelectric phase stabilized by internal screening, which is slowly replaced by mass-rate limited external screening and persists on subsequent cooling. At the same time, rapid cooling of ferroelectric can lead to the situation when polarization is “overcooled” and will appear only due to the external screening processes if allowed by the composition of the system.

We further note that this behavior can affect polarization switching in the local probe based experiments. Here, application of tip bias and surface electrochemical processes can suppress polarization and induce local paraelectric state, rather than induce polarization switching. Full analysis of this behavior then requires consideration of detailed thermodynamics of chemical screening.

There are further significant differences in the spontaneous polarization and depolarization field profiles for the film thickness above the critical one. Polarization profile is typically smooth for the open-circuited film and saturated for the short-circuited one (compare solid and dashed curves in Figures 6b). Depolarization field profile in the open-circuited film is non-monotonic with three local maxima separated by two minima (solid curve in Figures 6c), while its profile is almost constant inside the film and strongly increases only in the immediate vicinity of the surfaces of the short-circuited film (dashed curve in Figures 6c). These behaviors can be anticipated to be visible in surface-sensitive techniques, e.g. X-ray reflectometry and electron microscopy of ferroelectrics edges.

**Figure 6.** (a) Phase diagram in coordinates temperature - film thickness. Polarization (b) and depolarization field (c) profiles. Abbreviation FeS-OC denotes ferroelectric-semiconductor film under open-circuited electric boundary conditions (solid curves); FeD-SC denotes ferroelectric-dielectric film under short-circuited electric boundary conditions (dashed curves).

V. Conclusion

To summarize, we derived analytical expressions, which allow establishing the general features of finite size effects in the ferroelectric-semiconductor film under open-circuit electric
boundary conditions. There are essential differences in the temperature dependence of the film critical thickness, spontaneous polarization and depolarization field profiles of the open-circuited films in comparison with the short-circuited ones. Since the electric boundary conditions corresponding to the conventional SPM geometry can be regarded open-circuit, calculations of the critical thickness for different ferroelectric-semiconductor films give us the information that can be of practical importance.
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Appendix S1. Debye screening radius and critical concentrations

Figures S1a,b illustrate the dependence of Debye screening radius vs. carriers concentration and temperature. Note, that the temperature dependence of Debye screening radius is almost indifferent on ferroelectric material parameters, it depends on \( n_0 \) and \( \varepsilon_{33}^b \) only. Figures S1c,d illustrate the contour maps of the critical concentration \( n_{cr} \) and \( n_{cr}^0 \) in coordinates "temperature \( T \) – film thickness \( L \)"

Figure S1. (a) Debye screening radius vs. carriers concentration calculated at 293°K. (b) Debye screening radius vs. temperature calculated at \( n_0=10^{25} \text{m}^{-3}, E_d = 0.1 \text{eV} \) and \( \varepsilon_{33}^b = 7 \). Contour maps of the critical concentration \( n_{cr} \) (c) and \( n_{cr}^0 \) (d) in coordinates "temperature \( T \) – film thickness \( L \)" calculated for \( \varepsilon_{33}^b = 7, E_d = 0.1 \text{eV} \) and \( g=10^{-10} \text{C}^2\text{m}^3\text{J} \). Color scale is the carrier concentration in \( \text{m}^{-3} \).
Appendix S2. Stability of paraelectric phase with respect to homogeneous fluctuations

Let us write the linearized system of equations in the form

\[
\begin{align*}
\alpha P_3 - g \frac{\partial^2 P_3}{\partial z^2} &= -\frac{\partial \Phi}{\partial z}, \\
\frac{\partial^2 \Phi}{\partial z^2} - \frac{\Phi}{R^2_d} &= \frac{1}{e_{33}^b e_0} \frac{\partial P_3}{\partial z},
\end{align*}
\]  

(S1.1)

with appropriate boundary conditions:

\[
\begin{align*}
\left( P_3 \pm \lambda \frac{\partial P_3}{\partial z} \right)_{z=L/2} &= 0, \\
\left( e_0 e_{33}^b \frac{\partial \Phi}{\partial z} - P_3 \right)_{z=L/2} &= 0.
\end{align*}
\]  

(S1.2)

Differentiation of the second of the equations (S1.1) gives

\[
\frac{\partial^3 \Phi}{\partial z^3} - \frac{1}{R^2_d} \frac{\partial \Phi}{\partial z} = \frac{1}{e_{33}^b e_0} \frac{\partial^2 P_3}{\partial z^2}.
\]  

(S1.3a)

At the same time we could get from the first of the equations (S1.1) the following relations

\[
\frac{\partial \Phi}{\partial z} = -\alpha P_3 + g \frac{\partial^2 P_3}{\partial z^2} \quad \text{and} \quad \frac{\partial^3 \Phi}{\partial z^3} = -\alpha \frac{\partial^2 P_3}{\partial z^2} + g \frac{\partial^4 P_3}{\partial z^4}.
\]  

(S1.3b)

Inserting relations (S1.3b) into (S1.3a), we could formally exclude electrostatic potential and get one equation for potential in the following form

\[
g \frac{\partial^4 P_3}{\partial z^4} - \left( \alpha + g \frac{1}{e_{33}^b e_0} \right) \frac{\partial^2 P_3}{\partial z^2} + \frac{\alpha}{R^2_d} P_3 = 0.
\]  

(S1.4)

In the same way, we could get boundary conditions for (S1.4) from (S1.2) as follows

\[
\left( P_3 \pm \lambda \frac{\partial P_3}{\partial z} \right)_{z=L/2} = 0, \\
\left( g \frac{\partial^2 P_3}{\partial z^2} - \alpha P_3 - \frac{P_3}{e_0 e_{33}^b} \right)_{z=L/2} = 0.
\]  

(S1.5)

Let us look for the solution of (S1.4) in the form \( P_3 \sim \exp(wz) \), where inverse characteristic length \( w \) satisfies the following equation:

\[
g w^4 - \left( \alpha + g \frac{1}{e_{33}^b e_0} \right) w^2 + \frac{\alpha}{R^2_d} = 0
\]  

(S1.6a)

Its solutions could be written as

\[
w_{1,2} = \frac{1}{2} \left( \frac{\alpha}{g} + \frac{1}{e_{33}^b e_0 g} \pm \frac{1}{g R^2_d} \left( \frac{\alpha}{g} + \frac{1}{e_{33}^b e_0 g} \right)^2 - \frac{4\alpha}{g R^2_d} \right)
\]  

(S1.6b)
It is seen that at $\alpha < 0$ one of the roots of biquadratic equations (S1.6a) is always negative, while the other is positive, which means that one of the $w$ values is purely imaginary. Note, that in most cases $\varepsilon_{33}^b e_0 g << \{ R_d^2, g/|\alpha| \}$, hence the following approximations are valid

$$w_i \approx \frac{\sqrt{R_d^2 \varepsilon_3^b e_0 \alpha}}{R_d}, \quad w_2 \approx \frac{1}{\sqrt{\varepsilon_3^b e_0 g}} \quad \text{at} \quad \varepsilon_3^b e_0 g << \{ R_d^2, g/|\alpha| \} \quad (S1.6c)$$

Now we could write the general solution of Eq.(S1.4) in the form:

$$P_3 = s_1 \sinh(w_1 z) + s_2 \sinh(w_2 z) + c_1 \cosh(w_1 z) + c_2 \cosh(w_2 z) \quad (S1.7)$$

The four constants $s_i$ and $c_i$ should be found from boundary conditions (S1.5). Formal solution is zero, since we have the system of homogeneous linear equations for $s_i$ and $c_i$, but we are interested in the stability analysis, hence we should look for zero point of the corresponding determinant of the linear equations system for $s_i$ and $c_i$. In the case of Eqs. (S1.5) and (S1.7) one could see that general 4×4 matrix is split on two independent diagonal blocks 2×2, which gives the following equation for instability point:

$$\left( \begin{array}{cc}
\left( w_1 \lambda \cosh\left( \frac{w_1 L}{2} \right) + \sinh\left( \frac{w_1 L}{2} \right) \right) & \left( \frac{\alpha}{g} + \frac{1}{\varepsilon_3^b e_0 g} - w_1^2 \right) \cosh\left( \frac{w_1 L}{2} \right) \\
\left( w_2 \lambda \cosh\left( \frac{w_2 L}{2} \right) + \sinh\left( \frac{w_2 L}{2} \right) \right) & \left( \frac{\alpha}{g} + \frac{1}{\varepsilon_3^b e_0 g} - w_2^2 \right) \cosh\left( \frac{w_2 L}{2} \right) 
\end{array} \right) \times \left( \begin{array}{cc}
\left( \cosh\left( \frac{w_1 L}{2} \right) + w_1 \lambda \sinh\left( \frac{w_1 L}{2} \right) \right) & \left( \frac{\alpha}{g} + \frac{1}{\varepsilon_3^b e_0 g} - w_1^2 \right) \cosh\left( \frac{w_1 L}{2} \right) \\
\left( \cosh\left( \frac{w_2 L}{2} \right) + w_2 \lambda \sinh\left( \frac{w_2 L}{2} \right) \right) & \left( \frac{\alpha}{g} + \frac{1}{\varepsilon_3^b e_0 g} - w_2^2 \right) \cosh\left( \frac{w_2 L}{2} \right) 
\end{array} \right) = 0 \quad (S1.8a)$$

Here the first and the second factors correspond to spatially antisymmetric ($s_1 \sinh(w_1 z) + s_2 \sinh(w_2 z)$) and symmetric ($c_1 \cosh(w_1 z) + c_2 \cosh(w_2 z)$) solutions respectively.

If the possible inhomogeneity of the equations (S1.1)-(S1.2) could be ascribed to one of these types, then these types of the solutions could be considered separately.

Let us start with spatially symmetric solutions. For the case of $\varepsilon_{33}^b e_0 g >> \{ R_d^2, g/|\alpha| \}$ (see Eqs.(S1.6c)) and taking into account that $L >> \sqrt{\varepsilon_3^b e_0 g}$ (i.e. $w_2 L >> 1$) one could get denoting $1/w_2$ as $\xi = \sqrt{\varepsilon_3^b e_0 g}$

$$\cosh\left( \frac{w_1 L}{2} \right) \left( \frac{w_1^2 - 1}{\xi^2} \right) \left( 1 + \frac{\lambda}{\xi} \right) - \frac{\alpha}{g} \frac{\lambda}{\xi} + \lambda w_1 \sinh\left( \frac{w_1 L}{2} \right) \frac{\alpha}{g} \approx 0 \quad (S1.8b)$$
Appendix S2. Stability of paraelectric phase with respect to homogeneous fluctuations

Let us write the linearized system of equation in the form for ferroelectric media

\[
\alpha P_3 - g_{33} \frac{\partial^2 P_3}{\partial z^2} - g_{55} \frac{\partial^2 P_3}{\partial \chi^2} = - \frac{\partial \Phi}{\partial z} \quad (S2.1a)
\]

\[
\varepsilon_{33}^b \frac{\partial^2 \Phi^{(in)}}{\partial \chi^2} + \varepsilon_{11}^b \frac{\partial^2 \Phi^{(in)}}{\partial z^2} - \frac{\partial^2 \Phi^{(in)}}{\partial \chi^2} = \frac{1}{\varepsilon_0} \frac{\partial P_3}{\partial \chi} \quad (S2.1b)
\]

and for vacuum (air) outside the system

\[
\frac{\partial^2 \Phi^{(out)}}{\partial z^2} + \frac{\partial^2 \Phi^{(out)}}{\partial x^2} = 0 \quad (S2.1c)
\]

with appropriate boundary conditions:

\[
\begin{aligned}
\left. \left( P_3 \pm \lambda \frac{\partial P_3}{\partial z} \right) \right|_{z=\pm L/2} &= 0, \\
\left. \left( - \varepsilon_0 \frac{\partial \Phi^{(in)}}{\partial z} + P_3 + \frac{\partial \Phi^{(out)}}{\partial z} \right) \right|_{z=\pm L/2} &= 0, \\
\left. (\Phi^{(out)} - \Phi^{(in)}) \right|_{z=\pm L/2} &= 0. 
\end{aligned} \quad (S2.2a,b,c)
\]

Let us consider harmonic like fluctuations

\[
P_3 = P_k(z) \exp(ikx), \Phi^{(in)}(z) \exp(ikx), \Phi^{(out)}(z) \exp(ikx)
\]

Equations for amplitudes

\[
\left( \alpha + g_{55} k^2 \right) P_k - g_{33} \frac{\partial^2 P_k}{\partial z^2} = - \frac{\partial \Phi_k}{\partial z} \quad (S2.3a)
\]

\[
\frac{\partial^2 \Phi_k^{(in)}}{\partial z^2} - \kappa^2 \frac{\partial \Phi_k^{(in)}}{\partial z} = \frac{1}{\varepsilon_0 \varepsilon_{33}^b} \frac{\partial P_k}{\partial z} \quad (S2.3b)
\]

\[
\frac{\partial^2 \Phi_k^{(out)}}{\partial z^2} - k^2 \frac{\partial \Phi_k^{(out)}}{\partial z} = 0 \quad (S2.3c)
\]

Here we introduced parameter

\[
\kappa^2 = \frac{\varepsilon_{11}^b}{\varepsilon_{33}^b} k^2 + \frac{1}{R_d^2}
\]

Differentiation of the second of the equations (S2.3a) and (S2.3b) gives

\[
\left( \frac{\partial^2}{\partial z^2} - \kappa^2 \right) \left( \alpha + g_{55} k^2 \right) P_k - g_{33} \frac{\partial^2 P_k}{\partial z^2} = \left( \frac{\partial^2}{\partial z^2} - \kappa^2 \right) \left( - \frac{\partial \Phi_k}{\partial z} \right). \quad (S2.4a)
\]

\[
\frac{\partial}{\partial z} \left( \frac{\partial^2}{\partial z^2} - \kappa^2 \right) \Phi_k^{(in)} = \frac{1}{\varepsilon_0 \varepsilon_{33}^b} \frac{\partial^2 P_k}{\partial z^2} \quad (S2.4b)
\]
Hence, one could exclude potential amplitude from Eq. (S2.4a) and get single equation for polarization amplitude in the form:

\[
\left( \frac{\partial^2}{\partial z^2} - \kappa^2 \right) \left( \alpha + g_{55} k^2 \right) P_k - g_{33} \frac{\partial^2 P_k}{\partial z^2} = -\frac{1}{\varepsilon_0 \varepsilon''_{33}} \frac{\partial^3 P_k}{\partial z^3} \quad (S2.5a)
\]

The differentiation of Eq.(S2.3a) with respect to \( z \) gives

\[
\frac{\partial^2 \phi_k}{\partial z^2} = -\left( \alpha + g_{55} k^2 \right) \frac{\partial P_k}{\partial z} + g_{33} \frac{\partial^3 P_k}{\partial z^3}
\]

After substituting this relation into Eq.(S2.3b) one could get the following relation for potential:

\[
\phi_k^{(m)} = \frac{1}{k^2} \left( -\left( \alpha + g_{55} k^2 + \frac{1}{\varepsilon''_{33} \varepsilon_0 g_{33}} \right) \frac{\partial P_k}{\partial z} + g_{33} \frac{\partial^3 P_k}{\partial z^3} \right) \quad (S2.5b)
\]

Let us look for the solution of (S2.5) in the form \( P_3 \sim \exp(wz) \), where inverse characteristic length \( w \) satisfies the following equation:

\[
w^4 - \left( \frac{\alpha + g_{55} k^2}{g_{33}} + k^2 + \frac{1}{\varepsilon''_{33} \varepsilon_0 g_{33}} \right) w^2 + \frac{\alpha + g_{55} k^2}{g_{33}} k^2 = 0 \quad (S2.6a)
\]

Its solutions could be written as

\[
w_{1,2}^2 = \frac{1}{2} \left( \frac{\alpha + g_{55} k^2}{g_{33}} + k^2 + \frac{1}{\varepsilon''_{33} \varepsilon_0 g_{33}} \right) \pm \sqrt{\left( \frac{\alpha + g_{55} k^2}{g_{33}} + k^2 + \frac{1}{\varepsilon''_{33} \varepsilon_0 g_{33}} \right)^2 - 4 \frac{\alpha + g_{55} k^2}{g_{33}} k^2} \quad (S2.6b)
\]

It should be noted, that in most cases \( \varepsilon''_{33} \varepsilon_0 g_{33} \ll \left[ \frac{\alpha}{k^2}, g_{33} / |\alpha|, g_{55} / |\alpha| \right] \), hence the following approximations are valid

\[
w_1 \approx \sqrt{\frac{\left( \alpha + g_{55} k^2 \right) k^2}{\alpha + g_{55} k^2 + g_{33} k^2 + \frac{1}{\varepsilon''_{33} \varepsilon_0}}} \approx \sqrt{\varepsilon''_{33} \varepsilon_0 (\alpha + g_{55} k^2) k^2}, \quad w_2 \approx \frac{1}{\sqrt{\varepsilon''_{33} \varepsilon_0 g_{33}}} \quad (S2.6c)
\]

Now we could write the general solution of Eq.(S2.5) in the form:

\[
P_3 = s_1 \sinh(w_1 z) + s_2 \sinh(w_2 z) + c_1 \cosh(w_1 z) + c_2 \cosh(w_2 z) \quad (S2.7a)
\]

The four constants \( s_i \) and \( c_i \) should be found from boundary conditions (S2.2). Formal solution is zero, since we have the system of homogeneous linear equations for \( s_i \) and \( c_i \), but we are interested in the stability analysis, hence we should look for zero point of the corresponding determinant of the linear equations system for \( s_i \) and \( c_i \). One could show that symmetric and asymmetric solutions could be considered separately.

\[
P_3 = c_1 \cosh(w_1 z) + c_2 \cosh(w_2 z) \quad (S2.8a)
\]

Thus, the electrostatic potential could be found from Eqs.(S2.5b) and (S2.8a) as
\[
\varphi_k^{(in)} = \frac{1}{\kappa^2} \left( -\left( \alpha + g_{55} k^2 + \frac{1}{\varepsilon_0 \varepsilon_{33}^b} \right) w_1 + g_{33} w_1^3 \right) c_1 \sinh(w_1 z) + \\
+ \frac{1}{\kappa^2} \left( -\left( \alpha + g_{55} k^2 + \frac{1}{\varepsilon_0 \varepsilon_{33}^b} \right) w_2 + g_{33} w_2^3 \right) c_2 \sinh(w_2 z)
\] (S2.8b)

Expression for the electric field could be easily found from Eq.(S2.8b) as

\[
\frac{\partial \varphi_k^{(in)}}{\partial z} = \frac{w_1^2}{\kappa^2} \left( -\left( \alpha + g_{55} k^2 + \frac{1}{\varepsilon_0 \varepsilon_{33}^b} \right) w_1^3 \right) c_1 \cosh(w_1 z) + \\
+ \frac{w_2^2}{\kappa^2} \left( -\left( \alpha + g_{55} k^2 + \frac{1}{\varepsilon_0 \varepsilon_{33}^b} \right) w_2^3 \right) c_2 \cosh(w_2 z)
\] (S2.8c)

The solution of Eq. (S2.3c), decaying at \( z \rightarrow \pm \infty \) is

\[
\varphi_k^{(out)} = \pm f \exp \left( \mp k \left( \frac{z \pm L}{2} \right) \right)
\] (S2.8d)

It is seen from Eqs.(S2.8a, b, d) that one has three constants to be determined from the boundary conditions (S2.2). Hence the substitution of Eqs.(S2.8a, b, d) into Eqs.(S2.2) gives the following system of equations

\[
c_1 \left( \cosh \left( \frac{w_1 L}{2} \right) + \lambda w_1 \sinh \left( \frac{w_1 L}{2} \right) \right) + c_2 \left( \cosh \left( \frac{w_2 L}{2} \right) + \lambda w_2 \sinh \left( \frac{w_2 L}{2} \right) \right) = 0, \quad (S2.9a)
\]

\[
\left( 1 - \varepsilon_0 \varepsilon_{33}^b \right) \frac{w_1^2}{\kappa^2} \left( -\left( \alpha + g_{55} k^2 + \frac{1}{\varepsilon_0 \varepsilon_{33}^b} \right) + g_{33} w_1^3 \right) c_1 \cosh \left( \frac{w_1 L}{2} \right) + \\
\left( 1 - \varepsilon_0 \varepsilon_{33}^b \right) \frac{w_2^2}{\kappa^2} \left( -\left( \alpha + g_{55} k^2 + \frac{1}{\varepsilon_0 \varepsilon_{33}^b} \right) + g_{33} w_2^3 \right) c_2 \cosh \left( \frac{w_2 L}{2} \right) - k|\varepsilon_0 f = 0.
\] (S2.9b)

\[
\frac{1}{\kappa^2} \left( -\left( \alpha + g_{55} k^2 + \frac{1}{\varepsilon_0 \varepsilon_{33}^b} \right) w_1 + g_{33} w_1^3 \right) c_1 \sinh \left( \frac{w_1 L}{2} \right) + \\
+ \frac{1}{\kappa^2} \left( -\left( \alpha + g_{55} k^2 + \frac{1}{\varepsilon_0 \varepsilon_{33}^b} \right) w_2 + g_{33} w_2^3 \right) c_2 \sinh \left( \frac{w_2 L}{2} \right) - f = 0.
\] (S2.9c)

After exclusion of constant \( f \) one get the following system

\[
c_1 \left( \cosh \left( \frac{w_1 L}{2} \right) + \lambda w_1 \sinh \left( \frac{w_1 L}{2} \right) \right) + c_2 \left( \cosh \left( \frac{w_2 L}{2} \right) + \lambda w_2 \sinh \left( \frac{w_2 L}{2} \right) \right) = 0, \quad (S2.10a)
\]
It determinant should be zero, which gives the condition of the phase transition in the form

(S2.10b)

In the limit \( w_1L >> 1 \) one could rewrite (S2.11a) as

(S2.11a)

Using the following relation

(S2.11b)

Coming from Eq. (S2.6a), we rewrote (S2.11b) as

(S2.11c)

Finally, using a reasonable approximation for the characteristic root \( w_2 \approx (\varepsilon_{33}^b e_0 g_{33})^{-1/2} \) and the fact that length scale \( \sqrt{e_0 e_{33}^b g_{33}} \) is usually smaller or even much smaller than lattice constant one could reach further simplification of Eq.(S2.11) in the form


\[
\left(1 + \varepsilon_0 \varepsilon_{33} g_{33} \left(w_1^2 + \frac{\alpha + g_{55} k^2}{g_{33}}\right) - \frac{2}{1 + \lambda w_2} \right) \cosh \left(\frac{w_1 L}{2}\right) + \\
+ \left(\varepsilon_0 g_{33} k \right) \left(w_1^2 + \frac{\alpha + g_{55} k^2}{g_{33}}\right) - \frac{2\lambda w_1}{1 + \lambda w_2} \right) \sinh \left(\frac{w_1 L}{2}\right) \approx 0
\]

(S2.11d)

One could easily see that

\[
\varepsilon_0 \varepsilon_{33} g_{33} \left(w_1^2 + \frac{\alpha + g_{55} k^2}{g_{33}}\right) \ll 1 \quad \text{and} \quad \frac{\varepsilon_0 g_{33} k}{w_1} \left(w_1^2 + \frac{\alpha + g_{55} k^2}{g_{33}}\right) \ll 1
\]

in most cases.

Hence the condition (S2.11) is reduced to

\[
\left(1 - \frac{2}{1 + \lambda w_2} \right) \cosh \left(\frac{w_1 L}{2}\right) - \frac{2\lambda w_1}{1 + \lambda w_2} \sinh \left(\frac{w_1 L}{2}\right) \approx 0
\]

In the most of the cases the second term is much smaller than the first one since \(|w_1| \ll w_2\).

\[
\left(1 - \frac{2}{1 + \lambda w_2} \right) \cosh \left(\frac{w_1 L}{2}\right) \approx 0
\]

(S2.11e)

Taking into account that \(w_1 \approx \sqrt{\frac{\varepsilon_{33} \varepsilon_0}{\varepsilon_{33}} \left(\frac{\varepsilon_{11}^b k^2}{\varepsilon_{33}^b} + \frac{1}{R_d^2}\right)}\) one could easily get the smallest root of Eq.(S2.11e) as

\[
L \approx \frac{\pi}{\sqrt{\frac{\varepsilon_{33} \varepsilon_0 \left(-\alpha - g_{55} k^2\right) \left(\frac{\varepsilon_{11}^b k^2}{\varepsilon_{33}^b} + \frac{1}{R_d^2}\right)}}}
\]

(S2.12)

This expression for the critical thickness should be further minimized with respect to wave vector \(k\).

\[
L_{\text{min}} \approx \frac{2\pi}{\sqrt{\frac{-\alpha}{g_{55}} + \frac{\varepsilon_{33}^b}{g_{11}^b R_d^2}}} \sqrt{\frac{\varepsilon_{33} \varepsilon_0 g_{55}}{g_{33} \varepsilon_{11}^b}}
\]

(S2.13)

\[
k_{\text{min}} = \frac{-\alpha}{2 g_{55} - \frac{\varepsilon_{33}^b}{2 \varepsilon_{11}^b R_d^2}}
\]

(S2.14)
Figure S2. Film critical thickness vs. Debye screening radius calculated from Eq.(4b) at room temperature 293°C. Different curves correspond to different ferroelectric materials BiFeO$_3$ (BFO), BaTiO$_3$ (BTO), PbZr$_{40}$Ti$_{60}$O$_3$ (PZT), which material parameters are listed in the Table 1.