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ABSTRACT

This paper presents various imputation methods for air quality data specifically in Malaysia. The main objective was to select the best method of imputation and to compare whether there was any difference in the methods used between stations in Peninsular Malaysia. Missing data for various cases are randomly simulated with 5, 10, 15, 20, 25 and 30% missing. Six methods used in this paper were mean and median substitution, expectation-maximization (EM) method, singular value decomposition (SVD), K-nearest neighbour (KNN) method, and sequential K-nearest neighbour (SKNN) method. The performance of the imputations is compared using the performance indicator: The correlation coefficient (R), the index of agreement (d) and the mean absolute error (MAE). Based on the result obtained, it can be concluded that EM, KNN and SKNN are the three best methods. The same result are obtained for all the eight monitoring station used in this study.
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INTRODUCTION

Missing data is a widespread problem in many fields such as longitudinal studies, experimental studies and also data obtain from surveys that may due to many reasons. This also includes environmental studies such as air quality data which were due to many reasons for example machine failure, human error and insufficient sampling. Complete data are required to perform statistical analysis such as in time series analysis, principal component analysis (PCA) and multivariate analysis. Data with missing value can cause a significant problem, for example in time series analysis; it requires continuous data in order to perform prediction. One approach to overcome this problem is the adoption of imputation techniques (Junninen et al. 2004).

In the last few decades a number of various imputation techniques to overcome the missing data have been proposed. One of the most popular approaches is by using listwise deletion method which simply removing the missing data and uses the remaining data set for analysis. Even though this method is easy to implement, Little and Rubin (2002) and Rubin (1987) have shown that by removing the missing values using listwise deletion method it can introduce a substantial biases in the study, especially when the mechanism of the missing data are not randomly distributed. Another common method is by using the average values for imputation of the missing data.
values. This is the easiest imputation method where it imputes the mean value of each variable on the respective missing variables as an estimate of the missing value (Allison 2001). This method can lead to a problem of bias and large errors in the covariance matrix and this will affect the performance of the statistical modeling. Other approaches of imputation techniques that can be use are hot deck imputation which imply in the nearest neighbor method; proposed by Laaksonen (2000) and the imputation which based on the least squares and maximum likelihood estimation by Dempster et al. (1977) and Little and Rubin (2002).

In this paper, we investigated and make comparison on several imputation techniques in order to overcome the missing values in the air quality data sets. The techniques used are expectation-maximization (EM) method (Dempster et al. 1977), singular value decomposition (SVD) and $K$-nearest neighbour (KNN) method (Troyanskaya et al. 2001) and sequential $K$-nearest neighbour (SKNN) method (Kim et al. 2004). The techniques of mean and median substitution were also included for comparison. The main objectives of this study were to select the best imputation method for the air quality data specifically in Malaysia and to compare whether there was any difference in the methods used between the eight stations in Peninsular Malaysia. In order to compare the performance of the imputation methods, the correlation coefficient ($R$), the index agreement ($d$) and the mean absolute error ($MAE$) were used.

**DATA AND METHODS**

**DATA**

In this study, the hourly ozone data with a length of three months which are obtained from the Department of Environment (DOE) were used. The data were taken from eight monitoring stations located at central, south and north region of Peninsular Malaysia. The list of stations considered is shown in Table 1.

The approach used for this study is a cross validation approach in order to investigate the efficiency of imputation methods (Gelman et al. 1998; Porter et al. 2009). In this approach, some values are removed at random from the original data set, replaced with the imputed values and are then compared for differences (Troyanskaya et al. 2001).

To implement the cross validation approach, the original data set from 8 monitoring stations are used which is referred as the observed data. Next, we select randomly some of the data say 5% data and the selected data are deleted. Here the deleted data was treated as missing and will be referred as test data set. This process will be repeated for different percentage such as 10, 15, 20, 25 and 30%, to get test data set with different percentage of missing. The same approach will be implemented to all 8 stations. Thus, there will be 6 test data sets for each station.

Then, the missing data will be imputed using various imputation techniques to recover the deleted values referred as imputed data. Finally, the imputed data obtained will then be compared to their corresponding observed values. Throughout the paper, the data was denoted as $X$ of dimension $n \times p$, where the rows represent the number of days and the columns represent the number of hours.

**IMPUTATION METHODS**

There are various imputation methods available in the literature. In this study, six methods of imputation were compared to see which method is the best suit to impute missing values in the air quality data. Some of the selected methods are chosen because of the availability in the $R$ package.

*Mean and median imputation* The mean and median imputation techniques are used in this study as a simple reference method. This techniques were used in the respective column in the data set where we find the mean or the median at a particular hour. For each of the column with missing values, the corresponding mean or median of the observed values are calculated and this values will be used to replace the missing value.

*Expectation-maximization method* The expectation-maximization (EM) method is a method with general approach for computing maximum likelihood estimates from incomplete data set. It consists of an iterative calculation which involved two steps; prediction and estimation. Firstly we discuss the basic concept of EM.

**TABLE 1. List of stations**

| Code | Region | Name of the stations       | State       |
|------|--------|----------------------------|-------------|
| St1  | Central| Gombak                     | Selangor    |
| St2  | Central| Kelang                     | Selangor    |
| St3  | Central| Petaling Jaya             | Selangor    |
| St4  | Central| Kajang                     | Selangor    |
| St5  | South  | Pasir Gudang               | Johor       |
| St6  | South  | Johor Bahru                | Johor       |
| St7  | North  | Perai                      | Pulau Pinang|
| St8  | North  | Universiti Sains Malaysia  | Pulau Pinang|
when data is complete; no missing value. Assume that there is \( n \) observations with \( p \) variables; \( \mathbf{X}_1, \mathbf{X}_2, \ldots, \mathbf{X}_n \).

If we partition \( \mathbf{X} \) into two groups, \( \mathbf{X}_{(\cdot|\cdot)} = \begin{bmatrix} \mathbf{X}_{1|\cdot}^T \\ \mathbf{X}_{2|\cdot}^T \\ \vdots \\ \mathbf{X}_{n|\cdot}^T \end{bmatrix} \), then its mean vector and its covariance matrix is given as

\[
\mathbf{\mu}_{(\cdot|\cdot)} = \begin{bmatrix} \mathbf{\mu}_{1|\cdot}^T \\ \mathbf{\mu}_{2|\cdot}^T \\ \vdots \\ \mathbf{\mu}_{n|\cdot}^T \end{bmatrix}, \quad \Sigma_{(\cdot|\cdot)} = \begin{bmatrix} \Sigma_{1|\cdot|\cdot} & \Sigma_{1,2|\cdot|\cdot} & \cdots & \Sigma_{1,n|\cdot|\cdot} \\ \Sigma_{2,1|\cdot|\cdot} & \Sigma_{2,2|\cdot|\cdot} & \cdots & \Sigma_{2,n|\cdot|\cdot} \\ \vdots & \vdots & \ddots & \vdots \\ \Sigma_{n,1|\cdot|\cdot} & \Sigma_{n,2|\cdot|\cdot} & \cdots & \Sigma_{n,n|\cdot|\cdot} \end{bmatrix}
\]

\( \mathbf{X}^{(1)} \) is distributed as \( N(\mathbf{\mu}^{(1)}, \Sigma) \) and \( \mathbf{X}^{(2)} \) is distributed as \( N(\mathbf{\mu}^{(2)}, \Sigma) \). From this operation we can find \( \mathbf{T}_1 \) and \( \mathbf{T}_2 \) by equation: \( \mathbf{T}_1 = \sum_{j=1}^{n} \mathbf{X}_j \mathbf{X}_j^T = \sum_{j=1}^{n} (\mathbf{X}_j - \bar{\mathbf{X}})(\mathbf{X}_j - \bar{\mathbf{X}})^T + n\bar{\mathbf{X}}\bar{\mathbf{X}}^T \).

The mean and the covariance of the conditional distribution of \( \mathbf{X}^{(1)} \) given \( \mathbf{X}^{(2)} \) are then given as

\[
\mathbf{\mu} = \mathbf{E}(\mathbf{X}^{(1)}|\mathbf{X}^{(2)}; \mathbf{\mu}, \Sigma) = \mathbf{\mu}^{(1)} + \Sigma(\mathbf{X}^{(2)} - \mathbf{\mu}^{(2)}) \quad \text{and} \quad \Sigma = \Sigma - \Sigma_{1,2} \Sigma_{2,2}^{-1} \Sigma_{2,1},
\]

where \( \Sigma_{2,2} > 0 \). The next step in EM is when data containing missing values. An initial average \( \bar{\mathbf{X}} \) is calculated where these average will be used to substitute the missing values in the incomplete data. Then from this values, the initial covariance estimates, \( \bar{\Sigma} \) are obtained. By using the initial estimates \( \bar{\mathbf{X}} \) and \( \bar{\Sigma} \), the contributions of the missing values to \( \mathbf{T}_1 \) and \( \mathbf{T}_2 \) can be predicted. Here in the prediction step, for each column \( \mathbf{X}_j \) with missing values, let \( \mathbf{x}_j^0 \) denote the missing values and \( \mathbf{\hat{x}}_j^{(2)} \) denote the observed values: \( \mathbf{x}_j = \left[ \mathbf{x}_j^0 \mathbf{x}_j^{(2)} \right] \). From the initial estimate of \( \bar{\mathbf{X}} \) and \( \bar{\Sigma} \) which were obtained from the observed values, the missing values are estimate by using the mean of the conditional normal distribution of \( \mathbf{X}^{(1)} \) given \( \mathbf{X}^{(2)} \). The equation is given by

\[
\mathbf{\hat{x}}_j = \mathbf{E}(\mathbf{X}_j^0|\mathbf{X}_j^{(2)}; \bar{\mathbf{X}}, \bar{\Sigma}) = \bar{\mathbf{x}}_j + \Sigma_{1,2} \Sigma_{2,2}^{-1} (\mathbf{x}_j^{(2)} - \bar{\mathbf{x}}_j^{(2)}),
\]

where it estimates the contribution of \( \mathbf{x}_j^0 \) to \( \mathbf{T}_1 \). Next, the predicted contribution of \( \mathbf{x}_j^0 \) to \( \mathbf{T}_2 \) is

\[
\mathbf{x}_j^{0|t} = \mathbf{E}(\mathbf{x}_j^0|\mathbf{x}_j^{(2)}; \bar{\mathbf{x}}, \bar{\Sigma}) = \bar{\mathbf{x}}_j - \Sigma_{1,2} \Sigma_{2,2}^{-1} \mathbf{x}_j^{0|t} + \mathbf{x}_j^{0|t},
\]

and

\[
\mathbf{x}_j^{1|t} = \mathbf{E}(\mathbf{x}_j^1|\mathbf{x}_j^{(2)}; \bar{\mathbf{x}}, \bar{\Sigma}) = \mathbf{x}_j^{0|t}.
\]

The contribution in (1) and (2) are summed over all \( \mathbf{x}_j \) with missing components. The results are combined with the sample data to yield \( \bar{\mathbf{T}}_1 \) and \( \bar{\mathbf{T}}_2 \) where this procedure completes one prediction step.

For the second step that is the estimation step, the predicted values are used to compute a revised maximum likelihood estimate of the parameters using the formula:

\[
\bar{\mathbf{\mu}} = \frac{\bar{\mathbf{T}}_1}{n}, \quad \bar{\Sigma} = \frac{1}{n} \bar{\mathbf{T}}_2 - \bar{\mathbf{\mu}}^2.
\]

This process is repeated until the revised estimates, \( \bar{\mathbf{\mu}} \) and \( \bar{\Sigma} \) do not differ much from the previous iteration.

_Singular value decomposition (SVD)_ has a powerful property where it can compress the information contained in \( \mathbf{X} \) into the first few singular vectors which are mutually orthogonal and their importance rapidly decreases after the first columns/rows. In general, SVD decomposes a \( n \times p \) matrix \( \mathbf{X} \) into three matrices; \( \mathbf{X}_{\text{pper}} = \mathbf{U}_{\text{pper}} \mathbf{\Lambda}_{\text{pper}} \mathbf{V}_{\text{pper}}^T \) where \( \mathbf{U}_{\text{pper}} \) and \( \mathbf{V}_{\text{pper}} \) are orthogonal and normalised matrices, i.e., \( \mathbf{U} \mathbf{U}^T = \mathbf{I} \) and \( \mathbf{V} \mathbf{V}^T = \mathbf{I} \). The \( \mathbf{U}_{\text{pper}} \) is a diagonal matrix with singular values in decreasing order, \( \mathbf{U} \) columns are the left singular vectors and \( \mathbf{V} \) rows are the right singular vectors. The eigenvalues and eigenvectors of \( \mathbf{XX}^T \) and \( \mathbf{X}^T \mathbf{X} \) are computed, respectively. The eigenvectors \( \mathbf{XX}^T \) will be used to form the \( \mathbf{U} \) columns while the eigenvectors of \( \mathbf{X}^T \mathbf{X} \) will form the \( \mathbf{V} \) columns.

As SVD can only be performed on complete matrices, so for all the missing values in matrix \( \mathbf{X} \) are filled with the row average to obtain a complete matrix. From the completed matrix, we identify \( k \) most significant eigenvectors by sorting the eigenvectors based on their corresponding eigenvalue. Once \( k \) most significant eigenvectors from \( \mathbf{V} \) are selected, a missing value \( j \) in row \( i \) are estimate by first regressing this row against the \( k \) eigenvectors and then use the coefficients of the regression to reconstruct \( j \) from a linear combination of the \( k \) eigenvectors. The \( j \)-th value of row \( i \) and the \( j \)-th values of the \( k \) eigenvectors are not used in determining these regression coefficients. An expectation maximization method are used to get the final estimate. By using the above algorithm, each missing value in \( \mathbf{X} \) is estimated to obtain a new matrix and then this procedure is repeated until the total change in the matrix is below the empirically determined threshold of 0.01.

_K-nearest neighbour (KNN) method_ Missing value is filled by the mean value of corresponding column of the nearest neighbour of corresponding row that have no missing values. The nearest neighbour can be defined in terms of Euclidean distance.

_Sequential K-nearest neighbour (SKNN) method_ This method separates the dataset into incomplete and complete set with missing or without missing values, respectively. The data in incomplete set are imputed by the order of missing rate that is the missing values are ranked from the fewest number of missing. Starting with the fewest number of missing value, this missing value is filled by the weighted mean value of corresponding column of the nearest neighbour of corresponding row in complete set. Then by taking into account the first imputed value, the process is repeated until all missing values are imputed.
PERFORMANCE INDICATORS

In order to evaluate the imputation techniques, three performance indicators are used namely the correlation coefficient ($R$), the index of agreement ($d$) and the mean absolute error (MAE) (Junninen et al. 2004). These three methods are built based on taking consideration between the predicted and their corresponding observed values to select the best method for estimating missing data.

The correlation coefficient ($R$) This indicator explains the variability in the imputed data and how much they are related to the observed values. It takes on values between 0 and 1, with values closer to 1 implying a better fit. The equation can be expressed as:

$$\begin{align*}
R &= \frac{1}{N} \sum_{i=1}^{N} \left( \frac{(P_i - \bar{O}_i)(O_i - \bar{O})}{\sigma_p \sigma_o} \right),
\end{align*}$$

where $N$ is the number of imputations, $O_i$ is the observed data point, $P_i$ is the imputed data point, $\bar{O}$ is the average of observed data, $\bar{P}$ is the average of imputed data, $\sigma_p$ is the standard deviation of the imputed data and $\sigma_o$ is the standard deviation of the observed data.

Index of agreement ($d$) It is a measure of relative error between imputed and observed data point and the formula is given by,

$$\begin{align*}
d &= 1 - \left[ \frac{\sum_{i=1}^{N} (P_i - O_i)^2}{\sum_{i=1}^{N} |P_i - \bar{O}| + |O_i - \bar{O}|} \right].
\end{align*}$$

Mean absolute error (MAE) The mean absolute error is the average difference between imputed and observed data points and is given by:

$$\begin{align*}
MAE &= \frac{1}{N} \sum_{i=1}^{N} |P_i - O_i|.
\end{align*}$$

RESULTS AND DISCUSSION

The analysis in this study has been carried out using the free software of R. Figure 1 shows the performance indicator based on the correlation coefficient for the six imputation methods with different percentage of missing values such as 5, 10, 15, 20, 25 and 30% missing. The result for all the eight stations can be divided into 2 groups with three methods; EM, KNN and SKNN performs consistently superior compared to the other three methods; mean, median and SVD. The EM, KNN and SKNN have a higher correlation coefficient compared to mean, median and SVD. Among the best three methods, EM has the highest correlation compared to KNN and SKNN as can be seen in the graph for St2, St3, St6, St7 and St8 for almost all percentage of missing values. While for St1, St4 and St5, EM performs equally good with the correlation coefficient are about the same for KNN and SKNN. Among mean, median and SVD, the worst method is median with the lowest correlation coefficient as can be clearly seen in almost all the stations regardless any percentage of missing values.

Figure 2 shows the performance indicator based on the index of agreement for the six imputation methods with different percentage of missing values such as 5, 10, 15, 20, 25 and 30% missing. The behaviour of the six imputation techniques is similar to the one shown in Figure 1. The best performances with the highest index agreement are EM, KNN and SKNN compared to mean, median and SVD with lower index of agreement. According to index of agreement for 5% missing values, all methods are almost equally good for St2, St3, St7 and St8.

Figure 3 shows the performance indicator based on the mean absolute error for the six imputation methods with different percentage of missing values such as 5, 10, 15, 20, 25 and 30% missing. The behaviour of the six imputation techniques is also similar to the one shown in Figures 1 and 2. The three methods that performs consistently better with the lowest MAE are EM, KNN and SKNN and three equally bad method are mean, median and SVD. For St2, St3, St4, St6 and St8, the best method among the three are EM.

A comparison of each plot in Figures 1, 2 and 3 show that all the performance indicator agrees that EM, KNN and SKNN are among the best method of imputation for all the percentage of missing values. The EM, KNN and SKNN method are consistently superior to the other three methods irrespective of percentage of missing values.

CONCLUSION

In this paper we aimed to investigate and compare the best method to overcome missing values for air quality data sets in Malaysia. Six methods of imputation are used: mean and median substitution, expectation-maximization (EM) method, singular value decomposition (SVD), K-nearest neighbour (KNN) method and sequential K-nearest neighbour (SKNN) method. The performance of imputations is compared using three performance indicators namely the correlation coefficient ($R$), the index of agreement ($d$) the mean absolute error (MAE). The consistent of each method was tested using different set of data from eight monitoring station located at central, south and north region of Peninsular Malaysia with 5, 10, 15, 20, 25 and 30% missing. From the result obtained, 3 method: EM, KNN and SKNN were consistently superior irrespective of the station and percentage of missing. All the three performance indicator agrees that this three methods are among the best method with a higher correlation coefficient and index
FIGURE 1. Performance indicator based on correlation coefficient for the six imputation methods.
FIGURE 2. Performance indicator based on index of agreement for the six imputation methods
FIGURE 3. Performance indicator based on mean absolute error for the six imputation methods
agreement and with a lower min absolute error compared to mean, median and SVD. As a conclusion, we recommend that EM, KNN and SKNN are more preferable compared with the other three methods.
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