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Abstract: Statistical analyses and descriptive characterizations are sometimes assumed to be offering information on time series forecastability. Despite the scientific interest suggested by such assumptions, the relationships between descriptive time series features (e.g., temporal dependence, entropy, seasonality, trend and linearity features) and actual time series forecastability (quantified by issuing and assessing forecasts for the past) are scarcely studied and quantified in the literature. In this work, we aim to fill in this gap by investigating such relationships, and the way that they can be exploited for understanding hydroclimatic forecastability and its patterns. To this end, we follow a systematic framework bringing together a variety of −mostly new for hydrology−concepts and methods, including 57 descriptive features and nine seasonal time series forecasting methods (i.e., one simple, five exponential smoothing, two state space and one automated autoregressive fractionally integrated moving average methods). We apply this framework to three global datasets originating from the larger Global Historical Climatology Network (GHCN) and Global Streamflow Indices and Metadata (GSIM) archives. As these datasets comprise over 13 000 monthly temperature, precipitation and river flow time series from several continents and hydroclimatic regimes, they allow us to provide trustable characterizations and interpretations of 12-month ahead hydroclimatic forecastability at the global scale. We first find that the exponential smoothing and state space methods for time series forecasting are rather equally efficient in identifying an upper limit of this forecastability in terms of Nash-Sutcliffe efficiency, while the simple method is shown to be mostly useful in identifying its lower limit. We then demonstrate that the assessed forecastability is strongly related to several descriptive features, including seasonality, entropy, (partial) autocorrelation, stability, (non)linearity, spikiness and heterogeneity features, among others. We further (i) show that, if such descriptive information is available for a monthly hydroclimatic time series, we can even foretell the quality of its future forecasts with a considerable degree of confidence, and (ii) rank the features according to their efficiency in explaining and foretelling forecastability. We believe that the obtained rankings are of key importance for understanding forecastability. Spatial forecastability patterns are also revealed through our experiments, with East Asia (Europe) being characterized by larger (smaller) monthly temperature time series forecastability and the Indian subcontinent (Australia) being characterized by larger (smaller) monthly precipitation time series forecastability, compared to other continental-scale regions, and less notable differences characterizing
monthly river flow from continent to continent. A comprehensive interpretation of such patterns through massive feature extraction and feature-based time series clustering is shown to be possible. Indeed, continental-scale regions characterized by different degrees of forecastability are also attributed to different clusters or mixtures of clusters (because of their essential differences in terms of descriptive features).
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1. **Introduction**

Large-sample (e.g., global-scale) hydrological studies (e.g., Fang et al. 2018; Markonis et al. 2018a,b; Papacharalampous et al. 2018; Blöschl et al. 2019b; Ceola et al. 2019; Papalexiou and Montanari 2019; Tyralis et al. 2019b; Pechlivanidis et al. 2020; Girons Lopez et al. 2021; Messager et al. 2021) are conducted with increasing frequency nowadays, as computer power is rapidly increasing, numerous open-source packages are released (e.g., in the R and Python programming languages, documented in R Core Team 2021 and Python Software Foundation 2021, respectively) and several large hydrological datasets are made publicly available (see, e.g., the documentations in Newman et al. 2015; Addor et al. 2017; Alvarez-Garreton et al. 2018; Do et al. 2018; Gudmundsson et al. 2018; Menne et al. 2018; Althoff et al. 2020; Chagas et al. 2020; Coxon et al. 2020; Fowler et al. 2021; Klingler et al. 2021). Such studies are indeed necessary (Gupta et al. 2014) both for creating new earth system science knowledge, and for improving modelling frameworks in hydrology. The complementary importance of these two major targets is recognised within initiatives (Montanari et al. 2013; Blöschl et al. 2019a), and largely drives scientific curiosity and practical considerations in the various hydrological sub-disciplines.

Addressing each of these complementary targets requires both investigations conducted from the descriptive perspective and investigations conducted from the predictive (or predictability) perspective (e.g., Papacharalampous and Tyralis 2020). The largest part of statistical hydrology, and perhaps even more the largest part of the large-sample studies in this sub-discipline, contribute to the total research efforts in the field by performing investigations of the former type (see, e.g., the works by Scheidegger 1970; Yevjevich 1987; Montanari 2003; Markonis and Koutsoyiannis 2013; Koutsoyiannis 2013; Ledvinka 2015; Ledvinka and Lamacova 2015; Volpi 2019; Serinaldi et al. 2020;
Papacharalampous et al. 2021; see also the overview in Grimaldi et al. 2011). On the other hand, the largest part of the various hydrological prediction methods and tests (see, e.g., those by Xu et al. 2018; Curceac et al. 2019, 2020; Khatami et al. 2019, 2020; Quilty et al. 2019; Quilty and Adamowski 2020; Pechlivanidis et al. 2020; Rahman et al. 2020; Althoff et al. 2021; Sikorska-Senoner and Quilty 2021; Széles et al. 2021; see also the overview by Sivakumar and Berndtsson 2010) can be (mostly) attributed to other hydrological sub-disciplines. The latter sub-disciplines include (but are not limited to) those few sub-disciplines that are fully devoted to prediction (e.g., the various forecasting sub-disciplines), with the time series analysis and clustering inputs to most of their methods being minimal (if not absent) currently. They also include the catchment hydrology sub-discipline, in which catchment (e.g., geologic, topographic, soil and land use) attributes, time series analysis, clustering and prediction concepts are regularly merged and integrated into broader methodological frameworks (see, e.g., the works by Pechlivanidis and Arheimer 2015; Széles et al. 2018; Iliopoulou et al. 2019; Tyralis et al. 2019b; Knoben et al. 2020; Sikorska-Senoner and Seibert 2020).

Such integrations can offer valuable inspirations and can progress our understanding of the interplay between analysis and prediction, as well as the connections between improved earth system knowledge and improved modelling frameworks. More generally, the culture of merging concepts and methods from various fields and from various schools of thought (see, e.g., the discussions in Breiman 2001b; Shmueli 2010) could lead us to new fruitful avenues (see the related discussions in Todini 2007; Moallemi et al. 2021; Sidle 2021). Recognizing open opportunities sometimes requires a fresh look at old pathways, traditions and viewpoints, which can be supported simply by an openness to various concepts and methods. For instance, investigations on hydrometeorological and hydroclimatic time series forecasting are sometimes perceived to predominantly (if not solely) support practical considerations and needs (and, therefore, they are conducted accordingly most of the times), although they can also lead to significant advancements in terms of earth system understanding through time series forecastability assessments and comparisons across regions (and climates), and/or investigations of the relationships between time series forecastability and descriptive time series features (Papacharalampous and Tyralis 2020). We define time series forecastability as a “time series feature for measuring the degree in which the future of a time series can be predicted based exclusively on its past”.
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Interesting discussions on hydrometeorological and hydroclimatic time series forecastability sometimes accompany authentic experiments (e.g., those by Dimitriadis et al. 2016), or hydrometeorological and hydroclimatic time series analyses (e.g., in Koutsoyiannis 2010, 2013; Dimitriadis et al. 2021) in the statistical hydrology literature. In agreement with literature pieces from other fields (see, e.g., Goerg 2013), (some of) these discussions naturally assume that time series forecastability can be inferred by computing descriptive time series features of specific types, such as entropy features (see, e.g., Goerg 2013) and the Hurst parameter of the fractional Gaussian noise process (see, e.g., Mandelbrot and Wallis 1968; Beran 1994), and indicate considerable scientific and practical interest in the overall topic. Despite this indisputable interest, the relationships between descriptive time series features (e.g., temporal dependence, entropy, seasonality and trend features) and actual time series forecastability (in principle, quantified by issuing and assessing forecasts for the past, with the observed values corresponding to these forecasts being treated as unknown and unseen at the time of the forecast; see again the definition) are scarcely studied and quantified in the literature, although the means for conducting the required large-sample and massive investigations are available today.

In this work, we aim to fill in this gap by extensively merging –for the first time in the literature– various concepts and methods from the statistical-stochastic hydrology (see Papacharalampous and Tyralis 2020; Papacharalampous et al. 2021), time series forecasting (see, e.g., Armstrong 2001; De Gooijer and Hyndman 2006; Hyndman and Athanasopoulos 2021; Kang et al. 2017; Talagala et al. 2019; Ponce-Flores et al. 2020), data science (see, e.g., Fulcher et al. 2013; Hyndman et al. 2015; Donoho 2017; Fulcher and Jones 2017) and machine learning (see, e.g., Hastie et al. 2009; Alpaydin 2010; James et al. 2013) fields, as well as concepts from other hydrological and geoscientific sub-disciplines (see Knoben et al. 2020; Pechlivanidis et al. 2020; Gironés Lopez et al. 2021; Manero Font and Béjar Alonso 2021), into a massive and detailed framework for quantifying the relationships between hydrometeorological time series forecastability and descriptive time series features, and by applying this framework to three global datasets. The latter comprise over 13 000 monthly temperature, precipitation and river flow time series. These time series have been recorded in stations covering a large part of the earth’s surface; thus, they allow us to provide trustable characterizations and interpretations of 12-month ahead forecastability (i.e., forecastability of the next 12 months of a monthly time series; Taieb et al. 2012) of temperature, precipitation and river
flow time series at the global scale. Overall, we aspire to contribute to the field of statistical and comparative hydrology by providing trustable answers to the following research questions:

- To what extent can descriptive time series features be exploited for inferring and foretelling monthly temperature, precipitation and river flow time series forecastability?
- What are the rankings of various descriptive features according to the information that they offer for fulfilling the above task?
- Which locations around the globe and which climates are characterized by the largest or smallest 12-month ahead forecastability based on their temperature, precipitation and river flow time series records, and to what extent can we interpret this knowledge by computing descriptive features and by performing feature-based time series clustering?

2. Data

To answer the above scientific questions, we use three open global datasets that not only describe key hydroclimatic variables, i.e., temperature, precipitation and river flow, but also provide long time series records to perform a robust statistical investigation. These datasets are subsets of larger freely available ones (Do et al. 2018; Menne et al. 2018; Peterson and Vose 1997; see also Appendix A), and comprise 2,432 mean monthly temperature time series, 5,071 total monthly precipitation time series and 5,601 mean monthly river flow time series. These time series are 40-year-long, starting in January and ending in December. They originate from stations that are sufficiently scattered around the globe, with North America and Europe being well represented in all the three datasets, Asia being well represented in the temperature and precipitation datasets, and the remaining continents being well represented in the precipitation dataset and not absent from the temperature and precipitation datasets. The same 13,104 monthly time series have been first aggregated and utilized into a single framework in the work by Papacharalampous et al. (2021), where more details on their selection are available. In summary, the temperature and precipitation time series are quality assured already from their original formation (Menne et al. 2018; Peterson and Vose 1997), while the river flow time series are not contaminated by irregularities that might be due to human activities.
(e.g., by abrupt changes in their mean and variance), as assured through visual quality inspections (Papacharalampous et al. 2021).

Additionally to the above-outlined monthly hydroclimatic time series data, we use gridded climate data (Kottek et al. 2006; see also Appendix A). Based on this latter data, we assign the temperature, precipitation and river flow stations at which the selected time series have been recorded to their main climate class (i.e., the equatorial, arid, warm temperate, snow and polar climates). Only polar climates are found to be under-represented (with less than 30 time series records) in the monthly precipitation and river flow time series datasets.

3. Methodology

3.1 Time series forecasting methods

Our methodological framework adopts, among others, nine mostly parsimonious and well-established and/or well-tested time series forecasting methods from the forecasting field. These methods have been found to outperform others in forecasting competitions (see, e.g., Fildes 2020; Hyndman 2020); therefore, they are selected in this work for collectively supporting monthly time series forecastability characterizations. Their parameters and full documentations can be found in specialized textbooks and articles, and are here omitted for reasons of brevity, in line with the guidelines by Abrahart et al. (2008). In brief, the selected time series forecasting methods are the:

- Seasonal benchmark, which sets the time series forecast for each month equal to the last year's observation for the same month in a 12-month ahead forecasting setting (i.e., in a setting where we forecast the future 12 months of a monthly time series; see again Taieb et al. 2012). It is usually referred to as the “persistent” method in the forecasting field (see also its non-seasonal version, e.g., in Papacharalampous et al. 2019), and as “persistency” in the hydrological forecasting field. In the latter field, it is commonly used in forecasting short to medium ranges.

- Seasonal exponential smoothing (ETS) without trend, which is the simplest available model from the exponential smoothing family (see, e.g., Brown 1959; Winters 1960; Hyndman et al. 2002; Holt 2004; Hyndman et al. 2008a; Hyndman et al. 2008b) according to the classification by Taylor (2003) with the ability to model seasonality (Gardner 2006). For this latter purpose, it can perform either additive or multiplicative time series decomposition. Here, the former option is adopted. Also,
the parameters of the method are optimized through minimization of the mean square error.

- Seasonal ETS with non-damped trend, which is an extension of the right above time series forecasting method being able to model trends (see, e.g., Taylor 2003).
- Seasonal ETS with damped trend, which is an extension of the two right above time series forecasting methods incorporating trends that are damped as the horizon increases (see, e.g., Taylor 2003).
- Seasonal case-informed ETS, which automatically performs an optimal selection among the three right above models by computing the Akaike Information Criterion (AIC; Akaike 1974). This method has been proven accurate on data from the M3-competition (see Hyndman et al. 2002).
- Seasonal autoregressive integrated moving average (ARIMA; Box and Jenkins 1970), which constitutes an extension of ARIMA models that is able to model seasonality (see, e.g., Hipel and McLeod 1994, Chapter 12; Wei 2006, Chapter 8.3), and has been further modified for supporting automatic time series forecasting applications (see, e.g., Hyndman and Athanasopoulos 2021, Chapters 8.6). It computes the AIC for selecting an optimum model (by also taking into consideration predefined restrictions), and mixes the maximum likelihood method with a method minimizing the sum of squared residuals for estimating the model’s parameters.
- Seasonal TBATS, which is a trigonometric exponential smoothing state space method with Box-Cox transformation, autoregressive moving average (ARMA) errors, trend and seasonal components by De Livera et al. (2011). This method has the ability to model complex seasonal patterns.
- Seasonal BATS, which is an exponential smoothing state space method with Box-Cox transformation, ARMA errors, trend and seasonal components (see its detailed description, e.g., in De Livera et al. 2011).
- Seasonal complex ETS, i.e., the seasonal version of the non-linear time series forecasting method by Svetunkov and Kourentzes (2016). This method is based on the theory of complex variable functions and does not perform time series decomposition (in contrast to most exponential smoothing methods). It performs optimal model selection by computing the AIC and estimates its parameters by minimizing the mean square error.
For characterizing hydroclimatic time series forecastability, the performances of the above-outlined time series forecasting methods are assessed and further summarized under the notions of the “worst” and “best” methods for each station, as detailed in Section 3.2. Under these notions, we examine 11 time series forecasting methods.

3.2 Forecast evaluation setup and descriptive time series features

We apply the above time series forecasting methods (for the utilized statistical software, see the Supplementary Data, Text S1; Appendix B) to the three time series datasets (see Section 2). Specifically, we issue 12-month ahead forecasts (see again their definition above) corresponding to the last 10 years of the time series. This is made separately for each time series according to the following procedure: (a) first, we fit the models to the first 30 years and forecast the 31st year; (b) we subsequently refit the previously fitted models to the first 31 years and forecast the 32nd year; and (c) so on until we get the entire 10-year long time series of 12-month ahead forecasts. For assessing the forecast quality in relative terms, we compute the Nash-Sutcliffe efficiency (Nash and Sutcliffe 1970) of the 10-year-long 12-month ahead forecasts according to Supplementary Data (Text S2). We have here selected this specific metric because of its popularity in hydrology in general and in hydrological forecasting in particular (see, e.g., the review by Cheng et al. 2017), as well as its considerable degree of interpretability. In fact, this metric takes values between $-\infty$ and 1 (perfect forecast), with values larger (smaller) than 0 indicating more (less) accurate forecasts than the mean of the true values corresponding to these forecasts. Furthermore, we believe that the length of the testing period (i.e., 120 time series points) is sufficient, given also the large number of the examined time series. Based on the computed Nash-Sutcliffe efficiency values, we identify the worst and best methods for each station, and summarize their forecast quality (as if they were the tenth and eleventh time series forecasting methods of this work).

We further compute 57 largely diverse descriptive time series features (Hyndman et al. 2020; see also Fulcher et al. 2013; Hyndman et al. 2015; Fulcher and Jones 2017; Kang et al. 2017, 2020). These features are presented in the Supplementary Data (Text S3), and have already been computed and proposed as a set for massive feature extraction in statistical hydrology and environmental science (with small deviations with respect to this work, as detailed in the Supplementary Data, Text S3) by Papacharalampous et al. (2021). Two additional features appearing in this latter study (i.e., the
localsimple_mean1 and localsimple_lfitac ones) are not considered herein, as their computation involves prediction experiments. Indeed, this makes them irrelevant to the problem of explaining hydroclimatic time series forecastability. We compute each of the 57 features twice; the first time for the entire 40-year-long time series and the second time for their eldest 30-year-long segments (thereby leaving out their most recent 10-year-long segments, which correspond to the same time periods as the delivered forecasts). We, therefore, form two feature datasets for each time series type, i.e., six feature datasets in total. The total number of the computed feature values is 13,104 (number of time series) × 57 (number of descriptive features) × 2 (number of times that each feature is computed for each time series) = 1,493,856.

3.3 Time series forecastability comparisons across clusters

Based on the descriptive features of the entire 40-year-long time series (i.e., based on three of the six feature datasets; see right above), we divide the datasets into clusters by using unsupervised random forests (for time series clustering; see, e.g., Yan et al. 2013) with 5,000 trees. The related procedures compose a feature-based time series clustering methodology, which constitutes a close variant of the original one by Papacharalampous et al. (2021). We get five temperature, five precipitation and five river flow time series clusters. The selected number of clusters is sufficient for supporting our aims here; however, it is also indicative, as a different (e.g., larger) number of clusters would also be sufficient. We use the delivered clusters to examine the existence of possible spatial patterns of monthly temperature, precipitation and river flow time series forecastability at the global scale. The time series forecastability comparisons across clusters are summarized by drawing side-by-side boxplots and by reporting median-case Nash-Sutcliffe efficiency values.

3.4 Time series forecastability comparisons across regions and climates

We form continental-scale regional groups of temperature, precipitation and river flow stations. These groups are not exhaustive; yet, they correspond to the regions with the highest density in stations. They are used, together with the delivered temperature, precipitation and river flow clusters (see Section 3.3), for investigating the existence of possible spatial patterns of monthly temperature, precipitation and river flow time series forecastability at the global scale. For each regional group of stations, we compute the percentage of the stations assigned to each cluster, and summarize its time series
forecastability by drawing side-by-side boxplots of Nash-Sutcliffe efficiency values and by reporting the medians of these values. The key idea behind these procedures is to allow in parallel explorations across clusters and regional groups of stations, as these specific explorations could serve towards a better perception of monthly hydroclimatic time series forecastability at the global scale.

Moreover, we examine monthly temperature, precipitation and river flow time series forecastability in light of the additional information offered by the gridded climate data (see Section 2). Similar to the time series forecastability comparisons across clusters and regional groups, the time series forecastability comparisons across main climatic types are summarized by drawing side-by-side boxplots and by reporting median-case Nash-Sutcliffe efficiency values.

3.5 Time series forecastability versus descriptive time series features

For all the six feature datasets (see Section 3.2), we examine the relationships between time series forecastability in terms of the Nash-Sutcliffe efficiency (which is assumed to be well represented by the Nash-Sutcliffe efficiency of the best method; see Section 3.2) and the various time series features, i.e., 6 (number of feature datasets) × 57 (number of descriptive features) = 342 relationships. The related experiments involve two independent procedures, with the latter being the most important one (as it allows an objective ranking of the features as regards their contribution in interpreting or foretelling monthly temperature, precipitation and river flow time series forecastability): We (i) compute Spearman correlations (Spearman 1904) to characterize the relationships with respect to their intensity, and (ii) apply random forests (Breiman 2001a; see also the review by Tyralis et al. 2019a) with 500 trees to assess the relative importance of the descriptive features in predicting the Nash-Sutcliffe efficiency values, and rank the descriptive features based on this importance. Random forests are indeed among the ideal machine learning algorithms for this task (see also the relevant discussions in Tyralis and Papacharalampous 2021).

The above-outlined procedures (i) and (ii) are repeated for each of the temperature, precipitation and river flow clusters of the descriptive features of the entire 40-year-long time series (i.e., for three of the six feature datasets; see Section 3.2), i.e., for 3 (number of corresponding feature datasets) × 5 (number of clusters per feature dataset) × 57 (number of descriptive features) = 855 additional relationships (with the focus being
retained on the best method). Lastly, procedure (ii) is repeated for the relationships between the descriptive features of the entire 40-year-long time series and the Nash-Sutcliffe efficiency offered by each of the remaining time series forecasting methods (including the worst method), i.e., for 3 (number of corresponding feature datasets) × 57 (number of descriptive features) × 10 (number of the remaining time series forecasting methods) = 1,710 additional relationships.

4. Results

4.1 Diagnosis of time series forecastability over clusters and regional groups

The temperature, precipitation and river flow clusters (C-T1, C-T2, C-T3, C-T4, C-T5, C-P1, C-P2, C-P3, C-P4, C-P5, C-R1, C-R2, C-R3, C-R4 and C-R5), obtained by using the features of the entire 40-year-long monthly temperature, precipitation and river flow time series, hold an important position throughout this paper. Information about these clusters is presented in Figure 1, and is examined together with the forecasting performance of nine time series methods in terms of Nash-Sutcliffe efficiency (see Figure 2) to further reveal the considerable extent to which actual time series forecastability in terms of Nash-Sutcliffe efficiency is related to descriptive time series features for monthly temperature, precipitation and river flow. Moreover, it allows extensive comparisons of these hydrometeorological variables in terms of this knowledge, and reveals spatial patterns of their 12-month ahead time series forecastability at the global scale. At the same time, the large groups of temperature, precipitation and river flow stations (G-T1, G-T2, G-T3, G-P1, G-P2, G-P3, G-P4, G-P5, G-P6, G-R1, G-R2 and G-R3; see Figure 1) allow additional investigations of these patterns. These latter groups are compared with respect to their 12-month ahead time series forecastability in terms of Nash-Sutcliffe efficiency in Figure 3.
Figure 1. Geographical locations of the utilized (a) temperature, (b) precipitation and (c) river flow stations, definition of regional groups of stations, and summary of the clustering outcomes. The latter have been obtained using the entire 40-year-long time series.
Figure 2. Summary of the results concerning the (a) temperature, (b) precipitation and (c) river flow time series forecastability assessment. The presentation is made per cluster. The clusters have been obtained using the 40-year-long time series. To allow comparisons across clusters, the vertical axes have been truncated at 0.80 in (a) and −1.00 in (b, c).
Figure 3. Summary of the results concerning the (a) temperature, (b) precipitation and (c) river flow time series forecastability assessment. The presentation is made per group of stations. Those groups of stations located in the same region are represented by the same colour independently of their type (i.e., temperature, precipitation or river flow).
The five temperature clusters are indeed characterized by different degrees of time series forecastability (see Figure 2a), and the same holds for the three groups of temperature stations covering different continental-scale regions (see Figure 3a). More precisely, cluster C-T5 (a cluster comprising only time series observed in East Asia) is characterized by the largest forecastability, followed by cluster C-T4 (which comprises time series observed in East Asia, North America and some other locations). As by far its largest part is covered by temperature clusters C-T5 and C-T4, East Asia (group G-T3) has the largest monthly temperature time series forecastability. On the other hand, the smallest forecastability is found to characterize the largest part of the monthly temperature time series observed in Europe, as well as Europe itself (group G-T2) with respect to its monthly temperature time series, and some other monthly temperature time series observed in North America and other locations (cluster C-T1). Moreover, clusters C-T2 and C-T3 and, thus, approximately half of the totally examined monthly temperature time series and the largest part of the monthly temperature time series from North America are characterized by medium forecastability. This latter information also explains why North America itself (group G-T1) is found to be characterized by a medium degree of forecastability with respect to its monthly temperature time series.

Different degrees of forecastability have been found to characterize the precipitation clusters (see Figure 2b) almost as much as they characterize the temperature clusters (see Figure 2a). However, not all of the precipitation station groups are characterized by notable differences in terms of forecastability (see Figure 3b). In detail, cluster C-P5 (a cluster mostly comprising time series from South America, Central and South Africa, the Indian subcontinent and East Asia) has been found to exhibit the largest forecastability. Larger forecastability than average is found to also characterize cluster C-P3, which comprises time series mostly from the same large regions as C-P5, while rather an average degree of forecastability characterizes cluster C-P4. This latter cluster comprises approximately the one fourth of the total number of time series in several different regions around the globe (see groups G-P1, G-P2, G-P3, G-P4, G-P5 and G-P6). Group G-P5 (a group located in the Indian subcontinent) is characterized by the largest monthly precipitation forecastability, as approximately half of the time series observed at its stations belong to cluster C-P5 and (most of) its remaining time series belong either to C-P3 or C-P4 with the respective percentages being approximately equal. Two other groups exhibiting larger monthly precipitation time series forecastability than average are G-P2
and G-P4 (groups located in South America and South Africa, respectively), as the larger parts of their time series are attributed mostly to clusters C-P3 and C-P4 but also to cluster C-P5. The largest part of the monthly precipitation time series with the smallest forecastability (attributed either to cluster C-P1 or to cluster C-P2) have been observed in North America, Europe or Australia.

The degree to which the various river flow clusters (see Figure 2c) are characterized by different magnitudes of time series forecastability is smaller than the respective degree characterizing the temperature and precipitation clusters (see Figure 2a,b). Two river flow clusters strongly deviate from the remaining three. The first one is cluster C-R2 (a cluster that mostly comprises time series observed in a North American region), which exhibits the largest forecastability, while the second one is C-R5. This latter cluster largely comprises monthly river flow time series observed in the central part of North America and exhibits the smallest forecastability. Despite the existence of these two clusters, station groups G-R1, G-R2 and G-R3 (and, therefore, their corresponding continental-scale regions) are characterized by a similar degree of forecastability, as most of the monthly river flow time series observed at their stations are assigned to one of the three clusters exhibiting medium forecastability (i.e., clusters C-R1, C-R3 and C-R4).

Figure 2c can be further discussed and interpreted from a catchment hydrology perspective, in light of existing works investigating the relationships between river flow predictability-forecastability and hydrological signatures (e.g., the base flow index, flashiness, slope of streamflow duration curve). In fact, river flow predictability-forecastability is strongly linked to the hydrological memory of the river system (Pechlivanidis et al. 2020; Harrigan et al. 2018; Girons Lopez et al. 2021). Hydrological regimes driven by seasonal snow processes (i.e., accumulation and melting; probably overlapping with parts of cluster C-R2) tend to have a persistent intra-annual pattern and are, hence, well forecasted. On the contrary, fast responding hydrological regimes (probably overlapping with parts of cluster C-R5) tend to strongly depend on the precipitation signal, which is subject to larger deviations in the seasonal distribution. Such regimes are characterized in detail in Pechlivanidis et al. (2020), while similar interpretations (from a process-oriented understanding viewpoint) for monthly temperature and precipitation time series forecastability could involve climatological pattern stability characterizations, among others. Extensive interpretations from a statistical hydrology perspective are provided herein, specifically in Section 4.4.
4.2 Diagnosis of time series forecastability over climatic types

Furthermore, we exploit the Nash-Sutcliffe efficiency values to compare the five main climate types (i.e., the equatorial, arid, warm temperate, snow and polar climates) with respect to their monthly temperature (see Figure 4a), precipitation (see Figure 4b) and river flow (see Figure 4c) time series forecastability. These main climates are defined by specific temperature or precipitation conditions (see Kottek et al. 2006, Table 1), which allow the growth of different vegetation groups. We find that the equatorial and arid climates are characterized by the smallest and largest monthly temperature time series forecastability, respectively. We also find that the equatorial climates are characterized by the largest monthly precipitation time series forecastability, and that the snow climates are characterized by the largest monthly river flow forecastability. We recall (from Section 2) that polar climates are under-represented in the monthly precipitation and river flow datasets; therefore, they are not included in the respective comparisons.

4.3 Summary of time series forecastability characterizations and comparisons

To further summarize the various time series forecastability characterizations discussed so far, in Figure 5 we present the medians of the side-by-side boxplots (Figures 2–4). We believe that these medians constitute a good measure of monthly temperature, precipitation and river flow time series forecastability, especially if we consider the popularity of the Nash-Sutcliffe efficiency in our field. Moreover, Figures 2–5 allow us to compare the forecasting methods with respect to their usefulness in assessing monthly hydroclimatic time series forecastability in terms of Nash-Sutcliffe efficiency. We observe that the seasonal exponential smoothing and state space methods are rather equally efficient in identifying an upper limit of this forecastability. We also observe that the seasonal benchmark is mostly useful in identifying its lower limit.
Figure 4. Summary of the results concerning the (a) temperature, (b) precipitation and (c) river flow time series forecastability assessment. The presentation is made per main climate division.
Figure 5. Median-case Nash-Sutcliffe efficiency of the forecasting methods for the (a, d, g) temperature, (b, e, h) precipitation and (c, f, i) river flow time series. The presentation is made per (a−c) cluster, (d−f) group of stations and (g−i) main climate division. The clusters have been obtained using the 40-year-long time series.
4.4 Links between time series forecastability and descriptive time series features

We next provide a complete interpretation of 12-month ahead monthly temperature, precipitation and river flow forecastability by quantifying its relationships with the 57 descriptive time series features (see Supplementary Data, Text S3). We also rank these features according to their appropriateness (i.e., the amount of information that they provide) for inferring and foretelling monthly temperature, precipitation and river flow time series forecastability without issuing any forecast for the past.

Figure 6 presents the Spearman correlations computed between the Nash-Sutcliffe efficiency of the forecasts of the best method (which differs for each station) and each of the descriptive features, when the latter have been computed for the entire 40-year-long time series. These specific investigations can effectively reveal the degree of confidence with which we can infer information about the forecastability of a monthly temperature, precipitation or river flow time series by only using descriptive characterizations. They are made separately for each time series type. For all three time series types, the most intense relationships are found for the seasonality strength \( \text{seasonal_strength} \) (see also the scatterplots in Figure 7j-l) and the sample autocorrelation at lag equal to 12 months \( \text{seas_acf1} \). These strong relationships are positive, meaning that the stronger the seasonality features of a time series the larger its forecastability. Time series forecastability is also strongly correlated to the spectral entropy feature \( \text{entropy} \) for monthly precipitation and river flow (see also the scatterplots in Figure 7e,f), and the sample entropy feature \( \text{sampen_first} \) for monthly temperature and precipitation; however, the respective Spearman correlations are negative, meaning that the larger the entropy and sampen_first values the smaller the time series forecastability.
Figure 6. Spearman correlation computed for monthly (a) temperature, (b) precipitation and (c) river flow between the Nash-Sutcliffe efficiency of the best method (which differs for each station) and the values of the descriptive features of the entire 40-year-long time series. Blank cells indicate cases for which the correlation coefficient is not defined.
Figure 7. Nash-Sutcliffe efficiency of the best method (which differs for each station) versus descriptive features (a–c) x_acf10, (d–f) entropy, (g–i) trend and (j–l) seasonal_strength of the entire 40-year-long monthly (a, d, g, j) temperature, (b, e, h, k) precipitation and (c, f, i, l) river flow time series.
Furthermore, for monthly temperature and precipitation several autocorrelation and partial autocorrelation features \((x_{acf1}, x_{acf10}, \text{diff1}_{acf1}, \text{diff1}_{acf10}, \text{diff2}_{acf1}, x_{pacf5}, \text{diff1x}_{pacf5})\) are found to be strongly correlated, either positively or negatively, with the Nash-Sutcliffe efficiency of the forecasts. For monthly river flow, the respective correlations are of medium magnitude. Other descriptive features that are found to have intense relationships or relationships of medium magnitude with the Nash-Sutcliffe efficiency of the forecasts are the standard deviation of the first-order differenced standardized time series \((\text{std1st}_{der})\), features based on 12-month-long tiled (non-overlapping) windows \((\text{lumpiness}, \text{stability})\), features based on 12-month-long sliding (overlapping) windows \((\text{max}_{level}_{shift}, \text{max}_{var}_{shift}, \text{max}_{kl}_{shift})\), an autoregressive conditional heteroscedasticity feature \((\text{ARCH.LM})\), a nonlinearity feature \((\text{nonlinearity})\) and a feature for measuring the spikiness of time series \((\text{spike})\).

Moreover, Figure 8 presents the objectively derived rankings of the descriptive features of the entire 40-year-long time series according to their importance in inferring the forecastability of a time series within a non-linear regression setting, and by extension their appropriateness for characterizing a time series with respect to its forecastability without issuing any forecast. Independently of the time series type, the two most informative features for this latter task are \text{seasonal}_{strength} and \text{seas}_{acf1}, while the third most informative feature is \text{entropy} for monthly precipitation and river flow, and \text{max}_{level}_{shift} for monthly temperature. Among the top-10 informative descriptive features —at least for one of the examined hydrometeorological time series types— are also the following ones: \(x_{acf1}, x_{acf10}, \text{diff1}_{acf1}, \text{diff1}_{acf10}, x_{pacf5}, \text{diff1x}_{pacf5}, \text{diff2x}_{pacf5}, \text{sampen}_{first}, \text{lumpiness, stability}, \text{max}_{var}_{shift}, \text{ARCH.LM} \text{ and spike}. Other descriptive features found to be among the top-15 informative ones are the following: \text{ac}_9, \text{firstzero}_{ac}, \text{embed2}_{incircle}_1, \text{embed2}_{incircle}_2, \text{motiftwo}_{entro}_3, \text{walker}_{propcross}, \text{stdlst}_{der}, \text{spreadrandomlocal}_{meantaul}_{50}, \text{crossing}_{points}, \text{max}_{kl}_{shift}, \text{nonlinearity} \text{ and linearity}.}
Figure 8. Rankings of the descriptive features of the entire 40-year-long time series according to their relative importance in predicting the Nash-Sutcliffe efficiency of the best method (which differs for each station) for the monthly (a) temperature, (b) precipitation and (c) river flow time series.
The rankings presented in Figure 8 provide a clear view of the most informative features for inferring and interpreting monthly hydroclimatic time series forecastability (with seasonal_strength, seas_acfl and entropy being on the top of the entire list). However, based on Figure 9 we feel that this view could be different, if we had only applied a single time series forecasting method, especially for monthly river flow but also for monthly precipitation (and almost not at all for monthly temperature). For example, within a similar framework using seasonal case-informed ETS only (and assuming that time series forecastability is well-represented by the scores of this time series method’s forecasts), the features diff2_acf10, crossing_points and time_kl_shift would be identified as the three most informative ones for inferring and interpreting monthly precipitation time series forecastability (see Figure 9b). Notably, the rankings of the descriptive features according to the information they provide in predicting the Nash-Sutcliffe efficiency of the forecasts of the nine time series forecasting methods strongly differ from the rankings computed for time series forecastability (represented by the best method for each station). For the efficiency of most of the nine methods, nonlinearity is the most informative feature, while seasonal_strength, seas_acfl and entropy are far behind in the list. Perhaps the above-summarized information indicates some sort of robustness of the proposed framework. Perhaps it also further highlights some dissimilarities between the three examined time series types, and a larger field of study for the improvement of monthly river flow time series forecasting (and monthly precipitation time series forecasting, yet to a less extent) than for the improvement of monthly temperature time series forecasting. Practical implications stemming from the present work are extensively elaborated in Section 5.3.

Lastly, Supplementary Data (Figure S1) (presenting results for the descriptive features of the eldest 30-year-long segments of the time series) serves as an empirical demonstration that, not only we can infer –to a considerable extent– monthly temperature, precipitation and river flow forecastability in terms of Nash-Sutcliffe efficiency without issuing any forecast for the past, but we can also foretell it (e.g., for the next ten years, as made in our experiment), and all the more with almost the same degree of confidence (see Figure 6), and with the same descriptive features being the most appropriate and informative ones for the task (see Figure 8), as if we were interested in assessments for the past.
Figure 9. Rankings of the descriptive features of the entire 40-year-long time series according to their relative importance in predicting the Nash-Sutcliffe efficiency offered by the various time series forecasting methods for the monthly (a) temperature, (b) precipitation and (c) river flow time series. For the legend, see Figure 8.
5. Discussion

5.1 On interpreting monthly hydroclimatic time series forecastability

Among others, the relative importance investigations between 57 largely diverse descriptive time series features (i.e., seasonality, autocorrelation, partial autocorrelation, long-range dependence, entropy, trend, linearity, nonlinearity, stationarity and other features) have offered several results that perhaps would not be anticipated based on the common trends and discussions in the literature (see, e.g., the literature overview in Papacharalampous et al. 2021), and did not confirm results that perhaps would be anticipated and expected (see again Figure 8a,b,c and Supplementary Data, Figure S1b). For instance, several currently under-exploited descriptive features and feature classes (e.g., spike, stability, spreadrandomlocal_meantaul_50, lumpiness, std1st_der, flat_spots, motiftwo_entro3, max_level_shift, max_var_shift, ARCH.LM) have been shown to be more important than (or of similar importance to) the various autocorrelation features in interpreting and foretelling monthly hydrometeorological time series forecastability at the global scale (thereby also suggesting the importance of massive feature extraction). Furthermore, and despite possible expectations, the time series trend strength (trend), the Hurst parameter of the fractional Gaussian noise process (hurst) and a stationarity feature (unitroot_kpss) are not among the most informative features for monthly temperature, precipitation and river flow. Perhaps, however, long-range dependence and trends would be mostly expected to have a large impact for forecasting horizons longer than one year.

Moreover, even the dominance of the seasonality and entropy features in interpreting monthly temperature, precipitation and river flow time series forecastability should be further discussed in light of the literature, which perhaps emphasizes more temporal dependence and trends, and especially the latter when the interest lies in future behaviours and changes. Seasonality and entropy features have indeed been found on the top of a long list of descriptive time series features exhibiting either strong or medium-magnitude relationships with time series forecastability. The former features are sometimes perceived in the time series forecasting literature as measures of the “deterministic” component of the time series attributed to seasons (see, e.g., Hyndman and Athanasopoulos 2021, Chapter 3.2), while the latter features are perceived as measures of the “random” or “noisy” component of the time series (see, e.g., Hyndman and
Athanasopoulos 2021, Chapter 4.4). In this view, the intense relationships identified for these categories of descriptive features (with some exceptions for the entropy and sampen_first features computed for monthly temperature and monthly river flow, respectively; see again Figure 8a,b,c and Supplementary Data, Figure S1b) are, in a simplistic sense, in line with the “no free lunch theorem” (Wolpert 1996). In fact, this theorem suggests that, the better (worse) our knowledge of the system to be modelled the better (worse) the modelling solutions can be and, therefore, the larger (smaller) the system’s predictability-forecastability is perceived to be (as predictability-forecastability is assessed by using predictive-forecasting models). This is, of course, only a naïve-benchmark interpretation of monthly (or seasonal) time series forecastability and does not mean, by any chance, that the relationships with the remaining features should be forgotten (especially, given that many of them are also intense). In fact, such a simplistic approach would be equivalent to forecasting monthly (or seasonal) time series by using a single seasonal component (obtained through time series decomposition) and expecting the delivered forecasting solutions to be perfect. Furthermore, it has been shown that other descriptive features (e.g., nonlinearity and flat_spots) can be more informative in predicting the performances of various methods in monthly hydroclimatic time series forecasting (see again Figure 9).

Altogether, it could be stated that monthly temperature, precipitation and river flow time series are characterized more by similarities than by differences as regards the relationships between their forecastability and their descriptive features (e.g., their seasonality, temporal dependence, entropy and trend features). Of course, this does not mean, by any chance, that there are not notable differences between the three examined time series types (see, e.g., the differences in terms of entropy, spike, x_pacf5, trend and lumpiness in Figures 6 and 8; see also Supplementary Data, Figure S1). Also, it does not mean that their forecastability can be inferred with the same degree of confidence (as, in fact, it cannot with this confidence being notably smaller for river flow). This also suggests the importance of the sample splitting strategy (i.e., the formal way to assess predictive-forecasting models in terms of their generalization ability and to characterize a time series with respect to its actual predictability-forecastability) in obtaining new knowledge. Based on our massive investigations, this importance seems to be more complementary than contrasting to the knowledge obtained through time series analysis.
5.2 On hydrometeorological and hydroclimatic time series forecasting at scale

Discussions should also focus on the multiple and diverse benefits stemming from hydrometeorological (and hydroclimatic) time series forecasting at scale by exclusively using time series (otherwise referred to as “stochastic”) models (i.e., exponential smoothing, and autoregressive integrated moving average – ARIMA or autoregressive fractionally integrated moving average – ARFIMA models). Although this specific concept has been introduced and exploited before in hydrology by Papacharalampous et al. (2018, 2019), Tyralis et al. (2021) and companion works based on inspirations and blueprints sourced from other scientific fields (e.g., from the works by Makridakis et al. 1987; Chatfield 1988; Makridakis and Hibon 2000; Hyndman and Khandakar 2008; Boulesteix et al. 2018; Taylor and Letham 2018), comprehensive interpretations of its results have been achieved for the first time in this work. On the other hand, this same concept has further allowed us herein to effectively extend –again in a largely interpretable way– the concept of massive feature extraction in water and environmental science (Papacharalampous et al. 2021) from the predictive and predictability-forecastability perspectives. In fact, time series models have been found to be more suitable for such extensions than machine learning algorithms for time series forecasting (although the performance of these two model categories does not differ much in absence of informative exogenous predictors; Papacharalampous et al. 2019). The reasons behind their better suitability are (i) their ability to model temporal dependence, which suggests a clear connection with the field of stochastic hydrology, and (ii) the fact that (most of) these models also offer a certain degree of interpretability. Within large-sample studies, this interpretability allows informative time series feature comparisons from the predictive and predictability-forecastability perspectives (see, e.g., the comparisons between time series models with and without trend parameters in Figures 2–5), thereby complementing well large-sample descriptive time series characterizations and explorations.

5.3 On future exploitations and expansions of the proposed framework

Some last discussions should be made on several possible future exploitations and extensions-expansions of our methodological framework. Different temporal scales and processes could be investigated for providing new insights into the interplay between hydrometeorological and hydroclimatic time series analysis and time series forecasting,
especially in light of some notable differences identified across the three time series types examined herein (see, e.g., the relevant discussions in Section 5.1). The enrichment of the proposed methodological framework with different mathematical techniques (see, e.g., the ones proposed by Juez and Nadal-Romero 2020, 2021) is also highly recommended. Indeed, such techniques could provide additional (complementary or even contrasting) insights into the problem of interest. Furthermore, more detailed investigations of spatial patterns of time series forecastability would require a special focus and further elaboration of parts of the proposed feature-based framework, such as the inclusion of more clusters (see, e.g., the numbers of clusters selected by Pechlivanidis et al. 2020 and Girons Lopez et al. 2021 for the cases of Europe and Sweden, respectively). Such investigations have been out of the scope of this work, which emphasizes the explanation-interpretation of monthly hydroclimatic time series forecastability through massive relationship investigations.

Moreover, possible extensions could focus on whether (and how) the relative performance of two or more time series forecasting models (assessed by selecting a benchmark and by computing the relative improvements provided by the other methods with respect to this benchmark in terms of any performance score of the forecaster’s choice) is related to descriptive time series features. This would require a massive expansion of previous investigations by Papacharalampous and Tyralis (2020), and could be particularly important from a practical point of view, as it could facilitate case-informed integrations of multiple diverse time series forecasting models within systematic cross-learning and feature-based frameworks (see, e.g., Talagala et al. 2018; Montero-Manso et al. 2020). For instance, a forecasting method that is found to significantly outperform others for specific feature values (or specific clusters) could be selected for forecasting other time series with similar features (or time series attributed to the same clusters based on their past), even if it performs badly for other feature values and clusters (and even if it performs badly for most modelling cases and would, therefore, be rejected within a single-method framework). In fact, by extending the computations behind Figure 8 for the nine time series forecasting methods of this work (investigations not presented for reasons of brevity), we have found that even the most important features can differ from cluster to cluster (to a degree rather applying more to monthly river flow than to monthly temperature and precipitation). These observations might indicate that cross-learning and feature-based frameworks could indeed provide notable
improvements in hydrological forecasting.

Finally, as regards signature-based time series clustering methodologies for the regionalization of hydrological catchment models (see Pechlivanidis et al. 2020; Girons Lopez et al. 2021), the concept of massive feature extraction (as well as our compilation of 57 descriptive features itself) could be merged with features-signatures that are traditionally of interest in catchment hydrology (see, e.g., the features examined in Iliopoulou et al. 2019; Tyralis et al. 2019b; Knoben et al. 2020; Pechlivanidis et al. 2020; Girons Lopez et al. 2021) for investigating the possibility of providing improvements of the clustering solutions by exploiting additional information contributed by seasonality, entropy and more river flow time series features.

6. Conclusions

In this work, we have developed a detailed framework for progressing and deepening our understanding of hydrometeorological and hydroclimatic time series forecastability (and its spatial patterns), and for providing its comprehensive explanation-interpretation through massive feature extraction (and feature-based time series clustering). By conducting three global-scale applications, we have further demonstrated that these specific objectives are largely feasible. These applications are primarily based on nine well-established and/or well-tested time series forecasting methods from the forecasting field, 57 largely diverse descriptive features (i.e., seasonality, autocorrelation, partial autocorrelation, long-range dependence, entropy, trend, linearity, nonlinearity, stationarity and other features), random forests, and over 13 000 monthly temperature, precipitation and river flow time series. As we have examined three different types of monthly hydroclimatic time series, we believe to have provided a broad analysis and overview of monthly hydroclimatic time series forecastability.

The key findings of this work are the following:

- Monthly temperature, precipitation and river flow time series forecastability in terms of Nash-Sutcliffe efficiency can be inferred and foretelled with a rather considerable (even large) degree of confidence by computing descriptive time series features.
- This degree of confidence differs significantly across the three examined time series types. Also, notable differences have been found in the relative importance and the objective rankings of the descriptive time series features according to their contribution in inferring and foretelling forecastability.
The most informative features to be used in this regard are the strength of seasonality (seasonal_strength) and the lag-12 sample autocorrelation (seas_acf1), followed by the spectral entropy of the time series (entropy) for monthly precipitation and river flow (but not for monthly temperature).

The above highlighted features have been found on the top of a list containing 57 diverse descriptive features (see Supplementary Data, Text S3), but they are not the only informative ones, and any exclusive focus on them could only lead to a rather naïve-benchmark understanding of the investigated relationships and to naïve-benchmark improvements of our forecasting frameworks.

In fact, comparably intense relationships or relationships of medium magnitude have been found between time series forecastability and many other descriptive time series features (including features that are under-exploited and mostly new for hydrology), while even the least informative features can find a non-harming place within properly designed machine learning feature-based frameworks (in the sense that there are statistical and machine learning algorithms that automatically perform intrinsic variable selection and others that are not affected by redundancy in their predictors by construction). Details on this and the above key findings can be found in Section 4.4.

In light of the above points, reasons for higher (lower) monthly hydroclimatic time series forecastability might include, among others, larger (smaller) strength of seasonality, smaller (larger) spectral entropy, larger (smaller) autocorrelation (e.g., at lags 1 and 12), smaller (larger) temporal variation, and smaller (larger) spikiness.

Distinct spatial patterns of monthly temperature, precipitation and river flow time series forecastability around the globe have emerged and have been thoroughly interpreted by this work, as detailed in Sections 4.1 and 4.3.

Comparisons across the main climatic types have also revealed distinct patterns of monthly temperature, precipitation and river flow time series forecastability. These latter patterns are detailed in Sections 4.2 and 4.3.

Overall, we believe that the massive and automatic character of the proposed framework has been the key to providing the first formal and trustworthy answers to our research questions herein. This is because such answers could only be provided through extensive and comparative quantifications of the relationships between a variety of
descriptive time series features and actual time series forecastability (formally assessed according to the definition of forecasting, which rotates around the unknown future), and such quantifications are missing from the previous literature. This probably holds because of the methodological and computational challenges that such massive quantifications impose. These challenges have only recently started to become manageable through data science; however, they are expected to be easier to tackle in the future, allowing even more massive investigations. We deem that possible extensions-expansions of the proposed framework could have important practical implications (especially if the massive character is retained), as they could, among others, constitute a direct basis for case-informed integrations of diverse time series forecasting methods within systematic frameworks. The high potential of using multiple methods (instead of using a single method) is increasingly recognized in both the time series forecasting and machine learning fields.
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Appendix A  Data availability

The original hydrometeorological datasets can be retrieved through the following links:

- https://www.ncdc.noaa.gov/ghcnm/v4.php (temperature; Menne et al. 2018)
- https://www.ncdc.noaa.gov/ghcnm/v2.php (precipitation; Peterson and Vose 1997)
- https://doi.org/10.1594/PANGAEA.887477 (river flow; Do et al. 2018)

Gridded climate data (Kottek et al. 2006) can be retrieved through the R package kgc (Bryant et al. 2017).

Appendix B  Supplementary data

Supplementary data can be found in the online version.
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