I. Complete and orthonormal sets of exponential-type orbitals with noninteger principal quantum numbers.
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The definition for the Slater–type orbitals is generalized. Transformation between an orthonormal basis function and the Slater–type orbital with non–integer principal quantum numbers is investigated. Analytical expressions for the linear combination coefficients are derived. In order to test the accuracy of the formulas, the numerical Gram–Schmidt procedure is performed for the non–integer Slater–type orbitals. A closed form expression for the orthogonalized Slater–type orbitals is achieved. It is used to generalize complete orthonormal sets of exponential–type orbitals obtained by Guseinov in [Int. J. Quant. Chem. 90, 114 (2002)] to non–integer values of principal quantum numbers. Riemann–Liouville type fractional calculus operators are considered to be use in atomic and molecular physics. It is shown that the relativistic molecular auxiliary functions and their analytical solutions for positive real values of parameters on arbitrary range are the natural Riemann–Liouville type fractional operators.

Keywords: Gram-Schmidt method, exponential–type orbitals, non–integer principal quantum numbers, Riemann–Liouville integral

PACS numbers: ... .

I. INTRODUCTION

Basis functions to be used in the algebraic solution of the Dirac equation for point–like nuclei are constructed from the Slater–type orbitals (\(n^*\)-STOs) with non–integer principal quantum numbers \((n^*, n^* \in \mathbb{R}/\mathbb{N}_0)\) [1–9],

\[ \eta_{n^*lm}(\zeta, r) = R_{n^*}(\zeta, r) S_{lm}(\theta, \varphi) = N_{n^*}(\zeta) r^{n^*-1} e^{-\zeta r} S_{lm}(\theta, \varphi) \] (1)

The functions \(S_{lm}\) are normalized complex \((S_{lm} = Y_{lm}, Y_{lm}^* = Y_{l-m})\) [4] or real spherical harmonics. \(\zeta\) are orbital parameters. The symbol \(\mathbb{R}, \mathbb{N}_0\) are used to denote the sets real and natural numbers. The \(n^*-\)STOs basis are also promise better results in calculations for atoms [3,4] using the Hartree–Fock method because they are simple but more flexible than the \(n\)-STOs with integer values of \(n\), \((n = n^* \Leftrightarrow n^* \in \mathbb{N}_0)\). Examining advantages of using these orbitals in calculations for molecules on the other hand, has not been possible so far. This is because, the molecular integral evaluation problem for \(n^*-\)STO had been thought to be nearly insurmountable. The authors published two series of papers that provide both numerical and analytical solutions to this problem. In the first series [10–12], numerical approximations were used to produce benchmark values for the two–center integrals [10, 11], three–center [12] one– and two–electron integrals. The numerical global–adaptive scheme with the Gauss–Kronrod numerical integration extension was used to obtain the required precision. In the second series, a new fully analytical method of calculation was developed [13–15]. The molecular integrals were expressed through relativistic molecular auxiliary functions defined in prolate spheroidal coordinates. The methods so far presented by the authors are useful in calculation up to three–center integrals.

A solution for the four–center problem was suggested by Allouche in [10] using the numerically-adaptive transformation for radial part of \(n^*-\)STO. The translation from one–center to another given as,

\[ r_B^* e^{-\zeta r_B} = \sqrt{2\pi} \sum_{l=0}^{\infty} r_A R_{AB} V_{n^*+l+2l} (r_A, R_{AB}, \zeta) Y_{lm} (\theta_A, \varphi_A) \] (2)

\[ V_{n^*l} (r_A, R_{AB}, \zeta) = \int_{|R_B - r_A|}^{|R_B + r_A|} r_B^* e^{-\zeta r_B} P_{lm} (\cos \theta_A) d r_B \] (3)

\(P_{lm}\) are the normalized associated Legendre polynomials.

Four–center integrals delineate an analytical problem that is the last bottleneck impeding us from effectively using the \(n^*-\)STO in both relativistic and
TABLE I. Possible variants for an electron configuration depending on the values quantum numbers for \( n > 0 \).

| Variants | \( l^* \) | \( n^* \) | \( m^* \) |
|----------|----------|----------|----------|
| \( n \geq 1 \) | \( l^* \in \mathbb{N}_0 \) | \( n^* > l^* + 1 \) | \( -l^* \leq m^* \leq l^* \) |
| 1st | \( l^* \in \mathbb{R}^+, l^* \geq l + 1 \) | \( n^* > l^* + 1 \) | \( -l^* \leq m^* \leq l^* \) |
| 2nd (a) | \( l^* \in \mathbb{R}^+, l^* \geq l + 1 \) | \( n^* > l^* + 1 \) | \( -l^* \leq m^* \leq l^* \) |
| 3rd (a) | \( l^* \in \mathbb{R}^+, l^* \geq l + 1 \) | \( n^* > l^* + 1 \) | \( -l^* \leq m^* \leq l^* \) |
| 4th (a) | \( l^* \in \mathbb{R}^+, l^* \geq l + 1 \) | \( n^* > l^* + 1 \) | \( -l^* \leq m^* \leq l^* \) |
| 3rd (b) | \( l^* \in \mathbb{R}^+, l^* \geq l + 1 \) | \( n^* > l^* + 1 \) | \( -l^* \leq m^* \leq l^* \) |
| 4th (b) | \( l^* \in \mathbb{R}^+, l^* \geq l + 1 \) | \( n^* > l^* + 1 \) | \( -l^* \leq m^* \leq l^* \) |

\(^{a} l = \lfloor l^* \rfloor = 0, 1, 2, 3,..., 0 < \epsilon_1 \leq 1, \epsilon_2 \) is shifting parameter \( 0 \leq \epsilon_2 \leq \epsilon_1 \). The steps \( \epsilon_1, \epsilon_3 \) are used to determine elements of a sequence.

non-relativistic molecular calculations. It is considered rightly as extremely arduous since the \( n^*-\)STO do not have infinite series representation formulas i.e., power series for a function such as \( z^p, z \in \mathbb{C}, \) and \( p = \mathbb{R}/\mathbb{N}_0 \) are not analytic at the origin (see [15] and references therein). The symbol \( \mathbb{C} \), here is used to denote the sets of complex numbers. If, on the other hand, a complete orthonormal set of exponential functions with non-integer principal quantum numbers were introduced, then we may overcome such difficulty. In this work, possible variants of electron configurations that may represent the set of complete orthonormal functions for non-integer order is investigated. The definition given in the Eq. (1) for the Slater-type orbitals are generalized, accordingly. Such generalization exhibits the form of Laguerre functions that the \( n^*-\)STOs are obtained by their simplifications. A complete set of orthonormal functions of non-integer order is derived in following. Closed form expressions are obtained for the expansion and translation coefficients from one point to another between \( \eta_{n^*lm} \) and orthonormalized \( n^*-\)STO (\( \chi_{n^*lm} \)) or visa versa. The resulting expressions are compared with ones obtained from the numerical Gram–Schmidt orthogonalization procedure [17]. These relationships are then used to generalize the \( \chi_{n^*lm} \) to Guseinov’s complete orthonormal sets of exponential orbitals (\( \Psi_{n^*l^*m^*} \)-ETOs) [18] but this time with non-integer values of principal and angular momentum quantum numbers. Note that, Guseinov in [18] followed a similar route to generalize his early work on the orthonormalized \( n^*-\)STO (\( \chi_{nlm} \)) [19]. The present work deals with a harder problem since the quantum numbers represent the electron configuration are not anymore fixed, i.e., they are not in set of positive integer numbers.

Dynamic quantum numbers in an electron configuration brings about new discussions. The \( \Psi_{n^*l^*m^*} \)-ETOs now, involve generalized Laguerre polynomials [20] and Legendre polynomials [21] of non-integer order. They are calculated through the Riemann–Liouville integrals [22] referred to as fractional calculus operators [22, 23].

\[
P^\mu f (x) = \frac{1}{\Gamma (\mu)} \int_0^x f (t) (x-t)^{\mu-1} dt, \tag{4}
\]

\[
D^\mu f (x) = \frac{1}{\Gamma (1-\mu)} \frac{d}{dx} \int_0^x f (t) (x-t)^{-\mu} dt, \tag{5}
\]

for smallest integer that \( r \) exceeds \( \mu \),

\[
D^\mu f (x) = \frac{1}{\Gamma (r-\mu)} \frac{d^r}{dx^r} \int_0^x f (t) (x-t)^{-\mu} dt. \tag{6}
\]

Note that, Riemann–Liouville type fractional calculus operators involve special functions such as beta and hypergeometric functions are also derived [24-28]. The problem in the fractional operators is that they are too much complicated to be applied in the quantum mechanics. This is because solving a differential equation require either use of the Laplace transform or fractional power series technique [24]. Once again, non-analyticity of power series remains as a serious hindrance in solving an integral represented via the fractional calculus operators. The studied [24-28] so far have carried out within the limit of the parameters which ensure the convergence for power series. Let us consider to derive an analytical relationship for an operator involve the power functions with non-integer exponent. The binomial expansion for such a power function is,

\[
(x + y)^p = \sum_{k=0}^{\infty} F_k (p) x^k y^{p-k}, \tag{7}
\]

where \( F_k (p) \) represents the binomial coefficients, \( F_k (p) = \binom{p}{k} \). This series converges for \( p \geq 0 \) an integer, or \( |x/y| < 1 \). The convergence of an analytical relationship to be derived for a fractional calculus operator involve a special function such as gamma, beta or hypergeometric functions, is much more restricted in terms of the range for values of parameters. The convergence for any representation of a special function should be investigated in the well-defined domains. In general the special functions naturally involve large number of parameters. Each representation (recurrence relationship, continued fraction, series expansion formula or asymptotic method) for the special functions depending on the values of parameters construct a different domain of convergence. Four domains with different representations were established following a compromise between efficiency and accuracy for instance in [29] for the incomplete gamma functions:

\[
\gamma (a, x) = \int_0^x t^{a-1} e^{-t} dt, \tag{8}
\]

\[
\Gamma (a, x) = \int_x^{\infty} t^{a-1} e^{-t} dt, \tag{9}
\]
and,
\[ P[a, x] = \frac{1}{\Gamma(a)} \gamma(a, x), \]  
\[ \tag{10} \]
\[ Q[a, x] = \frac{1}{\Gamma(a)} \Gamma(a, x), \]  
\[ \tag{11} \]

normalized incomplete gamma functions. An approach for computing the special functions aforementioned above without error is still being studied in the literature \[29\]-\[34\]. The hypergeometric functions suffer with the same problem as well. Enormous number of papers have been published for efficient computation of the hypergeometric functions \[33\]-\[34\] (see also references therein). The well-known definition for instance, for the Gauss hypergeometric functions within unit disk \(|x| < 1\) is given by,

\[ _2F_1 [a, b; c; x] = \sum_{k=0}^{\infty} \frac{(a)_k (b)_k}{(c)_k k!} z^k. \]  
\[ \tag{12} \]

Some values (of interest) for parameters in a special function arising in the applications of \(n^*-\)STOs for molecules are generally out of the range that ensures the convergence in an expansion representation via the power series \[11\]-\[13\]. The authors have also overcome this serious bottleneck in \[11\]-\[13\] using the standard calculus and its operators while evaluating relativistic molecular auxiliary functions,

\[ \left\{ \begin{array}{ll} P_{n^*}^{n_1; q} (p_{123}) \\ Q_{n^*}^{n_2; n_3} (p_{123}) \end{array} \right\} = \frac{p_1}{(n_4 - n_1)} n_1 \int_{-1}^{1} (\xi \nu)^{n_2} (\xi - \nu)^{n_3} \\
\quad \times \left\{ \begin{array}{ll} P_{n_4 - n_1, 1}^{p_1 \mu (\xi, \nu)} \\ Q_{n_4 - n_1, p_1 \mu (\xi, \nu)} \end{array} \right\} e^{p_2 \xi - p_3 \nu} d\xi d\nu, \]  
\[ \tag{13} \]

where,

\[ \ell_{ij}^k (\xi, \mu) = (\xi \mu)^k (\xi + \nu)^{i} (\xi - \nu)^{j}, \]  
\[ \tag{14} \]

stands to represent the elements required to generate a potential. For Coulomb potential it has a form that, \(i = 1, k = j = 0\); \(\ell_{10}^{10} (\xi, \nu) = (\xi + \nu)\). The relation between the Riemann–Liouville type fractional calculus operators and relativistic molecular auxiliary functions is examined in the present study. It is shown that, analytical formulas derived for solutions of molecular auxiliary functions are useful in fractional calculus. Although, it is specified in the relevant parts of the paper an asterix as a superscript on a parameter or a vriable indicates that this parameter or variable is in sets of real numbers.

\[ II. \text{ON THE SCHRODINGER--LIKE RADIAL DIFFERENTIAL EQUATION AND ITS PROPERTIES} \]

The \(n^*-\)STOs,

\[ \chi_{n^*}^{n^*-1} (\zeta, r) = \eta_{n^*} (\zeta, r) \]  
\[ \tag{15} \]

where, \(n = 1, 2, 3, ..., 0 \leq l \leq n - 1, -l, \leq m \leq l\), are obtained by simplification of Laguerre functions in hydrogen-like orbitals \((\chi_{n^*})\) by keeping only the term of the highest power of \(r\). They are complete in Sobolev space \([W^1_2 (\mathbb{R}^3)]\) \[37\]. The sequence for orbital parameters \(\zeta\) is a Cauchy sequence and it has an accumulation point with respect to elements \((\eta_{n^*})\) of space. The definition given in the Eq. \(11\) for \(n^*-\)STOs suggested by Parr and Joy \[3\] following Infeld’s work \[2\] on the other hand, is insufficient. It does not explicitly indicate from which orthonormal function set that satisfies \((\chi_{n^*}, \chi_{n^*}) = \delta_{n^*, n^*}\), it is derived. Infeld in order to derive the \(n^*-\)STOs, suggested a more generic form for radial part of the Schrödinger equation:

\[ \frac{d^2 R(r)}{dr^2} + \frac{2}{R(r)} - \frac{(l^* + 1)}{r^2} \frac{R(r)}{R(r)} - \frac{1}{(n^*)^2} \frac{R(r)}{R(r)} = 0. \]  
\[ \tag{16} \]

He replaced the principal and angular momentum quantum numbers by \(n^* = n + \epsilon\), \(l^* = l + \epsilon\) so that the difference \(n^* - l^* = 1 \in \mathbb{N}\) continues to hold. Here, \(\epsilon\), \(0 \leq \epsilon < 1\) is a constant. Infeld, instead of presenting an explicit solution he preferred to use his factorization method to produce a solution via recurrence relationships based on the \(n^*-\)STOs. The explicit solution for the Eq. \(16\) which satisfies the boundary condition imposed on \(R(r)\) at \(r = 0\) is determined as,

\[ R_n^{l^*} (\zeta, r) = N_{n^*}\zeta (2\zeta r)^l e^{-\epsilon \sqrt{\zeta}} L_{2l^*+1}^{2l^*+1} (2\zeta r), \]  
\[ \tag{17} \]

\[ N_{n^*}\zeta (\zeta) = \left[ \frac{(2\zeta)^3 \Gamma (n^* - l^*)}{2n^* \Gamma (n^* + l^* + 1)} \right]^{1/2} \]  
\[ \tag{18} \]

here, \(\zeta = \frac{1}{4\sqrt{\epsilon}}. L_{q-p}^{n^*} (z)\) are associated Laguerre polynomials, \(p\) not necessarily to be integer and in this case \(L_{q-p}^{n^*} (z)\) is called to as "generalized" Laguerre polynomials \[38\]. Note that the definition is given here with quotation marks because the classification for Laguerre functions is the subject of a next section. If \(\epsilon = 0\), the solution reduces to the standard Schrödinger equation. For \(\zeta, \zeta > 0\), the functions given in the Eq. \(17\) satisfy the following orthonormal relationship,

\[ \int R_n^{l^*} (\zeta, r) \left( \frac{n^* r}{\zeta} \right) R_{n^*}\zeta (\zeta, r) dV = \delta_{n^*, n^*}. \]  
\[ \tag{19} \]
The Slater-type orbitals with noninteger principal quantum numbers were obtained by making a similar simplification for Laguerre polynomials in the Eq. (17) but only for \( n^* \), \( n^* \geq 1 \). They are defined as,

\[
\eta_{n^*,l^*,m^*}(\zeta, r) = R_{n^*}^{l^* - 1}(\zeta, r) S_{l^*m^*}(\theta, \varphi),
\]

where,

\[
R_{n^*}^{l^* - 1}(\zeta, r) = N_{n^*}(\zeta) r^{n^* - 1} e^{-\zeta r}
\]

First difference between Eq. (1) and Eq. (21) is that Parr and Joy in the Eq. (1) advocated to use the \( n^* \)-STOs with variationally determined noninteger values of \( n^* \), \( n^* > 0 \). Therefore, \( R_{n^*}(\zeta, r) = R_{n^*}^{l^* - 1}(\zeta, r) \) only if \( n^* \geq l^* + 1 \). The second is that in the Eq. (21), the angular momentum quantum numbers \( l^*, l^* \in \mathbb{N} \). The associated Legendre polynomials constitute the spherical harmonics are now of degree \( l^* \) and orders \(-l^* \leq m^* \leq l^* \). They rigorously were analyzed by Lebedev in [39] following Hobson [21]. The most recent notation as \( R_{n^*,l^*} \equiv R_{n^*}^{l^*} \) is used in the next sections.

There exist infinite number of linearly independent sequences that can be constructed from the Eq. (21). They are chosen depending on the values of \( \epsilon \). Infinite number of orthonormal bases in Hilbert space accordingly, can numerically be produced, via the Gram–Schmidt method [17] (see Appendix A for details). All of those for \( n^* \geq 1 \) are achieved from the Eq. (17). A complete and orthonormal set of vector in Hilbert space is obtained from three possible variants of quantum numbers that represent an electron configuration for \( n^* \geq 1 \) (Table 1). These variants are generated according to the values for angular momentum quantum number \( l^* \) and in all \( n^* - l^* - 1 \in \mathbb{N}_0 \) still holds. Note that, solutions for the Eq. (16) such as for \( n = 0 \) which have no counterpart in the ordinary central field problem are not considered throughout this work.

The "generalized" Laguerre polynomials \( L_{q^* - p^*}^{p^*} \) with \( q^* - p^* \in \mathbb{N}_0 \) and \( Re(p) > -1 \) are available to be used in a complete orthonormal set for all variants given in the Ta-

---

FIG. 1. Radial distribution functions \( \{4\pi r^2 R_{n^*}^l(\zeta, r)\} \) for different values of \( \epsilon \) and in atomic units (a.u.). They are obtained through the Eq. (17) where \( \zeta = 1, \epsilon = 0 \) corresponds to Coulomb–Sturmian functions.
ble. They are the solution for the following differential equation,
\[
x \frac{d^2 y(x)}{dx^2} + (p^* + 1 - x) \frac{dy(x)}{dx} + (q^* - p^*) y(x) = 0. \tag{22}
\]
They possess explicit expression in terms of confluent hypergeometric function of the first kind as,
\[
L_{q^*}^{p^*} (x) = \frac{(q^* + 1) q^* - p^*}{\Gamma (q^* - p^* + 1)} x F_1 \left[ - (q^* - p^*); p^* + 1; x \right]. \tag{23}
\]
The Rodrigues representation for the "generalized" Laguerre polynomials is,
\[
L_{q^*}^{p^*} (x) = \frac{e^{x-p^*}}{\Gamma (q^* - p^* + 1)} \frac{d^{q^*} (e^{-x} x^{p^*})}{dx^{q^*}} \tag{24}
\]
The form of the differential equation given in the Eq. (22) remark a significant difference between the associated and "generalized" Laguerre polynomials. The differential equation of the usual Laguerre polynomials \( L_q (x) \), \( q \in \mathbb{N}_0 \Rightarrow q^* = q \) is a special case of the Eq. (22) only if \( p, p^* \in \mathbb{N}_0 \Rightarrow p^* = p \) is an integer. Only in this case the Rodrigues representation for the usual Laguerre polynomials becomes a special case of the Eq. (24). So far it has been known the opposite but, dropping the restriction on \( p \), by replacing it with \( p^* \) removes the coherence between the usual and "generalized" Laguerre polynomials. Special case of the Eq. (24) for \( p^* = 0 \), here is referred to as transitional Laguerre polynomials,
\[
L_q^0 (x) = L_q^0 (x) = \frac{e^x}{\Gamma (q^* + 1)} \frac{d^q (e^{-x} x^q)}{dx^q}. \tag{25}
\]
They represent a form between standard Laguerre and fractional Laguerre functions. Necessity for existence of the transitional Laguerre polynomials is now obvious due to completeness of their generalized form [Eq. (24)]. This is true even if \( q^* - p^* \in \mathbb{N}_0 \). Nevertheless, presence of the Eq. (25) form also a reason for \( q^* - p^* \in \mathbb{R}^+ \) in the Eq. (24) and permits finally, for the values of principal quantum numbers \( n^*, n^* > 0 \) in the Eq. (20) (Table I). There must be a Laguerre–type differential equation with nonsingular solution for the range of values of quantum numbers given in the Table I. The form for series solution of such differential equation is accordingly assumed to be as,
\[
y = \sum_{r=0}^{\infty} a_r x^{(l^*+1)r+\epsilon}. \tag{26}
\]
The discussions on the evaluation of the orthogonal polynomials with noninteger orders will be subject of following sections.

III. ON THE INFELD’S COMPLETE AND ORTHONORMAL FUNCTIONS WITH NON–INTEGER PRINCIPAL QUANTUM NUMBERS

A. Generalizing the Infeld’s Schrödinger–like differential equation solution

The following linear combination coefficients are derived for the transformation between The Eq. (21) and Eq. (17) that represent the \( R_{n^*}^{l^*} \) and \( R_n^{l} \) for \( n^* \geq 1 \),
\[
\delta_{n^* n^*} = (-1)^{n^* - l^* - 1} \left[ F_{n^* + l^* + 1} (n^* + l^* + 1) \right. \left. \times F_{n^* - l^* - 1} (n^* + l^* - 1) \right]^{1/2}. \tag{27}
\]
and, conversely,
\[
\delta_{n^* n^*} = (1)^{n^* - l^* - 1} \left[ \frac{1}{F_{n^* + l^* + 1} (n^* + l^* + 1)} \times F_{n^* - l^* - 1} (n^* + l^* - 1) \right]^{1/2}. \tag{28}
\]
The quantity \( F_n (n) = \frac{\Gamma [n + 1]}{\Gamma [s + 1] \Gamma [n - s + 1]} \) is the binomial coefficient with the \( \Gamma [x] \) are the gamma functions. These transformation coefficients when \( \epsilon_1 \to 1, \epsilon_2 = \epsilon_3 \to 0 \), are equal to the ones derived for transformations between the hydrogen–like orbitals and the Slater–type orbitals with integer principal quantum numbers.

The first three variants in the Table I are subsets of the 4th variant. There is a sequence that is produced from the 4th variant where principal quantum number \( n^* \) with \( n^* > 0 \) and the angular momentum quantum number \( l^* \) with \( l^* = l, l = 0, 1, 2, ... \). \( \epsilon_1 \to 1, \epsilon_2 
\epsilon_3 \neq 0 \), thus, \( n^* \geq l + \epsilon_3 \) and \( n^* - l^* - \epsilon_3 \in \mathbb{N}_0 \) maintains. We mean for instance, a sequence of quantum numbers as,
\[
n^* = 0.1, 1.1, 2.1, 3.1, ...
\]
\[
l^* = 0, 1, 2, 3, ...
\]
Taking into account the orthogonality relationship for the "generalized" Laguerre polynomials,
\[
\int_0^{\infty} (2 \zeta r)^{l^*} e^{-2 \zeta r} L_{q^*}^{p^*} (2 \zeta r) L_{q^*}^{p^*} (2 \zeta r) dr
\]
\[
= \frac{\Gamma (q^* + 1)}{(2 \zeta)^{l^*} \Gamma (q^* - p^* + 1)} \delta_{q^* p^*}, \tag{29}
\]
the complete and orthonormal function represents this sequence has the form that,
\[
R_{n^* l^*}^2 (\zeta, r) = N_{n^* l^*}^2 (2 \zeta r)^{l^* + \epsilon_3 - 1} e^{-\zeta r} L_{2l^* + 1}^{2l^* + \epsilon_3} (2 \zeta r), \tag{30}
\]
Finally, the transformations between $n^* -$STO and the $\Psi_{n^*l^*m^*}^{\alpha\epsilon}$ are given as,

$$\Psi_{n^*l^*m^*}^{\alpha\epsilon}(\zeta, \vec{r}) = \sum_{n^*=l^*+\epsilon}^{n^*} a_{n^*l^*m^*}^{\alpha\epsilon} \Psi_{n^*l^*m^*}^{\alpha\epsilon}(\zeta, \vec{r}), \quad (36)$$

where, $l^* = l, m^* = m, m \in \mathbb{Z}$, and,

$$\Psi_{n^*l^*m^*}^{\alpha\epsilon}(\zeta, \vec{r}) = R_{n^*l}^{\alpha\epsilon}(\zeta, r) S_{lm}(\theta, \varphi). \quad (38)$$

The $\Psi_{n^*l^*m^*}^{\alpha\epsilon}$ satisfy the orthonormality relationship:

$$\int \left[ \Psi_{n^*l^*m^*}^{\alpha\epsilon}(\zeta, \vec{r}) \right]^* \frac{\alpha}{|\zeta|^3} \Psi_{n^*l^*m^*}^{\alpha\epsilon}(\zeta, \vec{r}) dV = \delta_{n^*n^'} \delta_{l^*l^'} \delta_{m^*m^'}. \quad (39)$$

The variational optimum values of principal quantum numbers $n^*$ listed by Koga [5] using the $n^* -$STOs in calculation of atoms via the Hartree–Fock method show that the nominative representation for the quantum numbers as $n^*_1 < \left\{ \frac{n^*_{2s}}{n^*_{2p}} \right\} < n^*_3 \ldots$ do not fulfilled. Yet, any $n^* -$STO constructed using the values of quantum numbers listed in [5] can be expanded or translated from one–point to another using the complete and orthonormal function given in the Eq. [38].

**IV. FURTHER GENERALIZATION. FRACTIONAL COMPLETE AND ORTHONORMAL FUNCTIONS**

**A. Revisiting the Schrödinger equation**

The noninteger powers are used in the fractional calculus for a long time. They have been a subject of study in the fractal geometry as re–scaling an anomalous dimension (D, D = $\epsilon$) [40]. A non–Newtonian generalization for derivative dealing with the measurement of a fractal was defined in [41]. The connection figured out in [42] by proving the existence for local fractional derivative [43] that obey the following relationship,

$$D_x^\epsilon f(x) = \frac{d^\epsilon f(x)}{dx^\epsilon} = \frac{1}{\Gamma(1-\epsilon)} \frac{d}{dx} \int_0^x \frac{f(t)}{(x-t)^{\epsilon-1}} dt. \quad (40)$$

In addition to difficulty of the right–hand side of the Eq. (40) in the applications, it also does not fulfill some formula that the standard derivative have [44]. Derivative of a constant, derivative for product of two functions, derivative of the quotient of two functions and chain rule
for instance. A local fractional derivative $D^\epsilon_t$ is so called as \textit{conformable derivative} of a function in [44] defined as,

$$ (D^\epsilon_t f)(t) = \lim_{\epsilon \to 0} \frac{f(t + \epsilon t^{1-\epsilon}) - f(t)}{\epsilon}. \quad (41) $$

This form for the fractional calculus operator has become more popular lately because of a major flaw in the Caputo–Fabrizio, Atangana–Balcaen descriptions [45].

In the above sections it is already proved that an orthonormal function to be used for evaluation of integrals arising molecular Hartree–Fock calculations using the $n^*-\text{STO}s$ have the property that $n^*-l^* - \epsilon \in \mathbb{N}_0$. The discussion ongoing in this section is for seek of completeness from the mathematical point of view. The origin for existence of the Eq. (25) is presented via the fractional calculus and its applications in the quantum mechanics. The existence of the Eq. (25) is presented via the fractional derivative has the property that,$$

$$

If the conformable potential for hydrogen–like atoms is so called$$

$$

$$

$$

The conformable potential for hydrogen–like atoms therefore, is read as,$$

$$

where, \( \kappa = \frac{\epsilon^2}{4\pi\varepsilon_0} \), \( \varepsilon_0 \) is the vacuum permittivity. In the light of the Bohr’s theory, the substitutions to make in the Eq. (44) dimensionless as,$$

$$

By substituting Eqs. (47) 48 into the Eq. (45) we have,

$$

Further simplifications is possible since the conformable derivative has the property that,$$

$$

Changing the variable from \( R^\epsilon (r^\epsilon) \) to \( f^\epsilon (r^\epsilon) \) as,$$

$$

results with a differential equation that is similar but conformable form to the standard Schrödinger equation given in the Eq. (16):$$

$$

Two regimes obtained from limits cases $r \to 0, r \to \infty$, are used to factor the full solution as,$$

$$

where, $\zeta = \sqrt{\frac{\lambda}{\alpha_0^2}}$. Inserting the Eq. (53) into the differential equation we finally have the solution in terms of the conformable function as,$$

$$

A is the normalization constant. The transformation between conformable Laguerre and Whittaker functions are given as,$$

$$

$$

$$
Changing the variables as \( \zeta = \frac{1}{n^2 a_0^2} = \frac{1}{\pi^2}, \) \( \pi = \pi \epsilon, \) the wavefunction \( R_{n_l}(r^\epsilon) \) is written as,

\[
R_{n_l}(r^\epsilon) = A \left[ \frac{2}{\epsilon^2 \pi^2} \right]^l \exp \left[ -\frac{1}{\epsilon^2 \pi^2} r^\epsilon \right] \times L^{2l+1}_{\epsilon(\pi-1-l)} \left( \frac{2}{\epsilon^2 \pi^2} r^\epsilon \right). 
\] (56)

**B. On the Laguerre functions**

There are some studies that have been performed for fractional Laguerre functions [37, 51] and an alternative solution of hydrogen atom differential equation [52, 53]. They however avoid the local geometric behaviors [42, 46, 54]. The derivatives directly considered only via the right-hand side of the Eq. (40). In some of these studies [52, 53] the formulas derived as a generalization of the Schrödinger equation to fractional order whereas they are for sets of quantum numbers already have representation by the first three columns of the Table I. We have shown in above sections that the stepwise power series expansion is available for such generalization thus, the standard quantum mechanical formalism can be implemented.

The set of quantum numbers defined in the Section IV indicates a transition between the first three and 4th columns of the Table I. Such transitional set of quantum numbers are also reveals the necessity for existence of transitional Laguerre functions. The usual calculus operators (\( \epsilon = 1 \) in the Eq. (41)) are sufficient to use in generalized Laguerre functions arising in the Eq. (50) while their simpler forms require the fractional calculus operators. The resulting power series expansion for a function via the conformable fractional derivative operators has the form that,

\[
y = \sum_{r=0}^{\infty} a_r x^{(r+s)\epsilon}. 
\] (57)

The Eq. (57) as a special case of the Eq. (26) does not fully represents the local geometric behavior for fractional derivative. The generalized Laguerre functions in the Eq. (50) can not be expressed by conformable differential equation given as [55],

\[
x^\epsilon \frac{d^2 y(x^\epsilon)}{dx^2} + (p \epsilon + \epsilon - x^\epsilon) \frac{dy(x^\epsilon)}{dx^\epsilon} + \epsilon (q - p) y(x^\epsilon) = 0. 
\] (58)

This is because in the Eq. (30), \((q^\epsilon - p^\epsilon) = (q - p)\) and \(\epsilon = 1\) while for its other components \(\{q^\epsilon, p^\epsilon\} \in \mathbb{R}, \epsilon \neq 1\). The above equation is obtained from Rodriguez formula [the Eq. (25) or later in this section] by replacing the variable \(x\) with \(\frac{x^\epsilon}{\epsilon}\) in order to make it conformable for a transformation such as,

\[
\int_0^x f(t) d^\epsilon t = \int_0^x f(t) (1 - t)^{-1} dt, \quad (59)
\]

where, the following relationship between conformable and standard derivative is used [50]:

\[
D^{n\epsilon} f(x) = x^{n - n\epsilon} \frac{f^{(n)}(x)}{n!}. \quad (60)
\]

A power series solution for the Eq. (58) was made in [57]. The problem with the conformable local derivative is that the power series expansion requires a clear separation between integer and fractional parts as \(q \epsilon\). As it is stated above the parameters do not always meet this condition.

Since they are special case of the generalized Laguerre functions with integer order, the transition Laguerre functions with noninteger order offer an excellent opportunity to numerically test the accuracy of a fractional calculus method. Investigation of a special function through the fractional calculus operators separates into two parts. Generalization of parameters to fractional order and generalization of corresponding differential equation to fractional form. Power series representation is helpful to characterize of these two concepts. A power series expansion that covers the both is given in the Eq. (26).

In this expansion \( \epsilon = 1 \) corresponds to generalization of parameters while \( \epsilon^\prime = 0 \) corresponds to generalization of differential equation of the special function. The transition Laguerre polynomials comprise the both cases and they form according to decision to be made. The discussion is made for \( \epsilon^\prime = 0 \) in the previous section. A comprehensive study made in [19] for the Rodrigues representation [58, 59] of Laguerre functions with noninteger orders. The Riemann-Liouville type fractional calculus operators were considered. The generalized Laguerre polynomials after a slightly modification is written as,

\[
\mathcal{L}^{p^\epsilon}_{q^\epsilon} f(x) = \frac{e^{x} x^{-p^\epsilon}}{\Gamma(q^\epsilon - p^\epsilon + 1)} \gamma_{q^\epsilon-p^\epsilon}(q^\epsilon - p^\epsilon, 1, x), \quad (61)
\]

where,

\[
\gamma_{a,d}(c, x, y) = D^a e^{x+b+c} e^{-cx}. \quad (62)
\]

The transitional Laguerre functions are accordingly expressed as,

\[
\mathcal{L}^{0}_{q^\epsilon}(x) = \frac{e^{x^\epsilon}}{\Gamma(q^\epsilon + 1)} \gamma_{q^\epsilon}(q^\epsilon - p^\epsilon, 1, x) \quad (63)
\]

The Eq. (61) has the following series representation [38],

\[
\mathcal{L}^{p^\epsilon}_{q^\epsilon} f(x) = \sum_{k=0}^{\infty} \frac{\Gamma(q^\epsilon + 1)}{\Gamma(k + 1)} \frac{(q^\epsilon - p^\epsilon - k + 1)\Gamma(p^\epsilon + k + 1)}{\Gamma(k + 1)} x^k (x^\epsilon) \quad (64)
\]
Using the Leibniz rule, for \( \epsilon, \epsilon \in (n, n - 1), n \geq 1, \)
\[
D_x^\epsilon [f(x)g(x)] = \sum_{k=0}^{\infty} F_k(\epsilon) D_x^{\epsilon-k} f(x) D_x^{-k} g(x), \tag{65}
\]
we may have,
\[
\mathcal{L}^{\epsilon}_{q^*-p^*}(x) = (-1)^q q^{p*} D_x^{p*} \mathcal{L}_{q^*}(x). \tag{66}
\]
Although the right-hand side of the Eq. (66) is Fractional derivative of a transitional Laguerre function, the left-hand side can be a generalized Laguerre function with integer order \( q^* - p^* \) even though \( \{q^*, p^*\} \in \mathbb{R}^+ \). Thus the accuracy of the fractional calculus operators and the relationships derived based on them for the Laguerre functions are now accessible to verify in both conformable or Riemann–Liouville type fractional derivative operators. The Laguerre functions are also complete in the weighted Hilbert space \( L^2_{w(p^*, \epsilon)} \) according to inner product given as [61],
\[
(f|g)_{w(p^*, \epsilon)} \int_{-\infty}^{\infty} w(x) f(x) g(x) dx. \tag{67}
\]
If the Laguerre functions are studied in the conformable form then the transformation from anomalous dimension let say \( dt \) to \( dt \) should also be taken into account [Eq. (59)].

C. Fractional complete and orthonormal functions in the weighted Hilbert space \( L^2_{w(p^*, \epsilon)}(\mathbb{R}^3) \)

A Sturmian-like wavefunction closely related to hydrogen eigen–function given in the Eq. (56) is written as,
\[
R^\alpha_{nl}(\zeta, r^*) = N^\alpha_{nl}(\zeta) \left( 2\zeta^{r^+}/\epsilon \right)^l \exp \left[ -\zeta^{r^+}/\epsilon \right] \\
\times \mathcal{L}_{\epsilon(n-l-1)}^{2l+2-\alpha} \left( 2\zeta^{r^+}/\epsilon \right). \tag{68}
\]
The following orthogonality relationship is obtained by modification of the Eq. (29) according to the Eq. (68) that is representation of the wavefunction in the conformable \( \epsilon \)-dimension,
\[
\int_0^\infty \exp \left[ -\zeta^{r^+}/\epsilon \right] \left( 2\zeta^{r^+}/\epsilon \right)^p \\
\times \mathcal{L}_{\epsilon(q-p)}^{\rho} \left( 2\zeta^{r^+}/\epsilon \right) \mathcal{L}_{\epsilon(q^*-p^*)}^{\rho} \left( 2\zeta^{r^+}/\epsilon \right) d\zeta^{r^+} \\
= \frac{\epsilon^\Gamma(q+1)}{(2\zeta)^3 \Gamma(q-p+1)} \delta_{q-p,q^*-p^*}. \tag{69}
\]
\( R^\alpha_{nl}(\zeta, r^*) \) are derived from the general Sturm–Liouville eigenvalue problem [62] they are thus, complete and orthonormal in fractional Hilbert space, \( L^2_{w(\epsilon)}(\mathbb{R}^3) \) with respect to \( \frac{n\epsilon}{\zeta^{r^+}} \):
\[
\int_0^\infty R^\alpha_{nl}(\zeta, r^*) \left( \frac{n\epsilon}{\zeta^{r^+}} \right) R^\alpha_{nl}(\zeta, r^*) r^{2\epsilon} dr = \delta_{n,n'}. \tag{70}
\]
The wavefunction given in the Eq. (68) is also to be written in a weighted \( L^2_{w(\epsilon)}(\mathbb{R}^3) \) space with respect to \( \left( \frac{n\epsilon}{\zeta^{r^+}} \right)^\alpha \) as follows,
\[
R^{\alpha\epsilon}_{nl}(\zeta, r^*) = N^{\alpha\epsilon}_{nl}(\zeta) \left( 2\zeta^{r^+}/\epsilon \right)^l \exp \left[ -\zeta^{r^+}/\epsilon \right] \times \mathcal{L}_{\epsilon(n-l-1)}^{2l+2-\alpha} \left( 2\zeta^{r^+}/\epsilon \right), \tag{71}
\]
where, the normalization constant is obtained as,
\[
N^{\alpha\epsilon}_{nl}(\zeta) = \left[ \frac{\Gamma(n+\frac{l}{\epsilon})}{(2n)^\frac{3}{\epsilon} \Gamma(n+\frac{l-2+\alpha}{\epsilon})} \right]^{1/2}. \tag{72}
\]

V. RELATIONSHIP BETWEEN RIEEMANN–LIOUVILLE TYPE INTEGRALS AND RELATIVISTIC MOLECULAR AUXILIARY FUNCTIONS

The auxiliary functions given in the Eq. (13) by changing the variable \( \mu \) as,
\[
\xi = \frac{1}{1 - \xi^2} \Rightarrow d\xi = \frac{1}{(1 - \xi^2)^2} d\xi', \tag{73}
\]
have the below form,
\[
\begin{align*}
\left\{ P^{n_1}_{n_2 n_3 n_4}(p_{123}) \right\} &= \frac{n_1}{(n_4 - n_1)_n_1} \\
\times \int_0^1 \int_0^1 (1 + \nu)(1 + \xi' \nu) n_2^2 (1 - \nu + \xi' \nu) n_3^3 \\
\times (1 - \xi')^{-q_{-n_2-n_3-2}} \sum_{i,j} \left\{ P \left[ n_4 - n_1, p_{123}^{k_{ij}} \left( \frac{1}{1 - \xi'}, \nu \right) \right] \\
\times Q \left[ n_4 - n_1, p_{123}^{k_{ij}} \left( \frac{1}{1 - \xi'}, \nu \right) \right] \right\} \\
\times e^{\rho \left[ \frac{1}{1 - \xi'} \right] - p_{-\nu} \delta \xi d\nu. \tag{74}
\end{align*}
\]
Note that, the domain for the integrals given in this form of molecular auxiliary functions is more advantageous in terms of numerical calculations. The Riemann–Liouville type integrals may be derived via the Eq. (74). Similarly to the Eq. (73) we change the \( \xi \) variable this time with,
\[
\xi = \frac{\tau}{\tau - \xi^2} \Rightarrow d\xi = \frac{\tau}{(\tau - \xi^2)^2} d\xi', \tag{75}
\]
Several kernels for the fractional calculus can be derived from the Eq. (76). Here, we focus on the simplest Riemann–Liouville type kernel and show that it is a special case of the Eq. (13). By representing the integral over $\nu$ as a function and embedding the coefficient $\frac{p_1}{(n_4-n_1)_{n_1}}$ into this function, product/divide the expression with $\prod \Gamma[-q-n_2-n_3-1]$, the Eq. (76) takes the form that,

$$\begin{align*}
\left\{ \begin{array}{l}
P_{n_2n_3n_4}^{(1,\nu)}(p_{123}) \\
Q_{n_2n_3n_4}^{(1,\nu)}(p_{123})
\end{array} \right\} &= \frac{p_1}{(n_4-n_1)_{n_1}} \\
\times \int_0^\tau \int_{-1}^{(\nu)^q} (\tau + \tau \nu - \xi')^{n_2} (\tau - \tau \nu + \xi')^{n_3} \\
\times (\tau - \xi')^{q-n_2-n_3-2} \\
&\times \{ P[n_4-n_1,p_{1i}] \left( \frac{\tau}{\tau - \xi'}, \nu \right) \\
&\times Q[n_4-n_1,p_{1i}] \left( \frac{\tau}{\tau - \xi'}, \nu \right) \} \\
&\times e^{p_2\left( \frac{\tau}{\tau - \xi'}, \nu \right) - p_3 \xi' d\nu}.
\end{align*}\tag{76}$$

The well–known Riemann–Liouville integral is analogous to the Eq. (77) with $\beta = -q-n_2-n_3-1$, $\beta \in \mathcal{R}$ for any analytical function that can be represented by the integrals over $\nu$. The $f_{n_2n_3n_4}^{(1,\nu)}(\tau,\xi',\nu,p_{123})$, $i = 1, 2$ are arbitrary functions. For these functions it is not necessarily true that they depend on $\tau$. Such possible dependency however, forms more generic integrals which we previously have referred to as relativistic auxiliary func-
tions integrals \[11\]. In the light of this fact we can write,

\[
\begin{align*}
&\left\{ D^\beta_{n_2n_3n_4} (\tau, p_{123}) \right\} \\
&= \left\{ I^\beta 1 f_{00n_4} (\xi', p_{123}) \\
&\quad + I^\beta 2 f_{00n_4} (\xi', p_{123}) \right\} \\
&= \frac{1}{\Gamma[-\beta]} \int_0^\infty (\tau - \xi')^{-\beta-1} \\
&\quad \times \left\{ \frac{1}{2} f_{n_2n_3n_4} (\xi', p_{123}) \right\} d\xi'.
\end{align*}
\] (78)

\[
\text{VI. DISCUSSIONS}
\]

The sets of complete and orthonormal functions to be used in atomic and molecular physics are presented for both integer and fractional orders. They are constructed according to possible variants for electron configurations given in the Table \[11\]. It is shown that a formula derived local derivative \[44\] in the Eq. \[41\] does not holds for all variants of quantum numbers. A criterion for accuracy of a fractional calculus operator considering the Laguerre polynomials is defined in the Eq. \[66\]. Additionally to general properties for fractional derivative of a function discussed in the Section \[11\] we can say that for a fractional derivative operator let say \(D^\epsilon\) the limit \(\epsilon \to 1\) and \(D^\epsilon = D\) is necessarily not sufficient condition. The differential equation given in the Eq. \[58\] does not represents the general case. It is possible for \(p^*\), \(p^*\) to be a real number \((\epsilon \neq 1)\) while \(q^* - p^* = q - p\) is a natural number \((\epsilon = 1)\). In this case Riemann–Liouville type fractional derivative operators \[36\]–hand side of the Eq. \[40\] may be used. It is shown in the Section \[11\] that they are special case of relativistic auxiliary functions.

Results for radial distribution functions of exponential—type functions with noninteger order are plotted in the Figures \[3\] and \[2\]. These figures show that the limit cases \(\epsilon \to 0\), \(\epsilon \to 1\) are reduce to the \(R_{\alpha}^{(q)}\) for \(\alpha = 1\) and \(\alpha = 0\). These values of \(\alpha\), \(\alpha = \{1, 0\}\) are represents the Coulomb–Sturmian and Lambda functions, respectively. Based on the sets of exponential—type of orthonormal functions, four variants for the Slater—type orbitals may be obtained by simplification of Laguerre polynomials to highest power of \(r\). These orbitals are written as,

\[
\begin{align*}
\eta_n^{n-1} (\zeta, r) & \quad [n \in \mathbb{N}_0, n \geq l + 1] \\
\eta_n^* n-1 (\zeta, r) & \quad [n^* \in \mathbb{R}_+^+, n^* \geq l + \epsilon + 1] \\
\eta_n^* n (\zeta, r) & \quad [n^* \in \mathbb{R}_+^+, n^* > 0, n^* \geq l + \epsilon] \\
\eta_n^* n (\zeta, r) & \quad [n^* \in \mathbb{R}_+^+, n^* > 0, n^* \geq \epsilon (l + 1)]
\end{align*}
\]

For the translation of \(\eta_n\) in terms of the orthonormal \(\chi_p\) at a displaced center the following formulas are derived which, can be used in both analytical and numerical calculations;

\[
\eta_n^* n^* m^* (\zeta, r^d) = \sum_{n^*} \sum_{m^*} A_{n^* n^* m^*} \chi_{n^* n^* m^*} (\zeta, \zeta', \vec{R}) \times \chi_{n^* n^* m^*} (\zeta', \vec{r}_b),
\] (79)

\[
A_{n^* n^* m^*} (\zeta, \zeta', \vec{R}) = \int \eta_n^* n^* m^* (\zeta, \vec{r}_a) \chi_{n^* n^* m^*} (\zeta', \vec{r}_b) dV.
\] (80)

\[
\vec{R} = \vec{R}_{ab} = \vec{r}_a - \vec{r}_b\] is the inter–nuclear distance vector. The vectors \(\vec{r}_a, \vec{r}_b\) are the radius vectors of electron with respect to nuclear labels \(a, b\). \(\{n^*_a, l^*_a, m^*_a\}\) represents the principal, angular momentum and magnetic quantum numbers of the last element of a vector set, respectively. \(N\) is the upper limit of summation. The two–center overlap integrals in the Eq. \[81\] are expressed in terms of molecular auxiliary functions defined in the prolate spheroidal coordinates. They can be calculated by using the methods presented in \[44\]–\[45\]. The computer program code \[36\] written by one of the authors in the Julia programming language is available to used for calculation of relativistic molecular auxiliary functions.

\[
\text{APPENDICES}
\]

\[
\text{A \ Gram–Schmidt Method}
\]

The following recurrence relationships \[37\] are used to numerically calculate the \(\chi_{n^* l m}\) using the non–orthogonal but normalized \(\eta_n^* l m\),

\[
\chi_p = \eta_p \left[ \eta_p - \sum_{q=1}^{p-1} \omega_{qp} \chi_p \right].
\] (A.1)

projecting \(\eta_p\) into the Eq. \[15\] the \(\omega_{qp}\) are calculated through recurrence relationships as,

\[
\omega_{rp} = \eta_p \left[ \omega_{rp} - \sum_{q=1}^{p-1} \omega_{pq} \omega_{rq} \right].
\] (A.2)
where,

\[ w_{rp} = \int \eta_r^* \chi_p dV, \quad (A.3) \]

\[ w_{rp} = \int \eta_r^* \eta_p dV, \quad (A.4) \]

and,

\[ \eta_p = \sqrt{\frac{1}{1 - \sum_{q=1}^{p-1} w_{qp}^2}}. \quad (A.5) \]

Note that, the Eq. (A.2) are useful when a large set of orthonormalized functions is needed. The linear combination coefficients arising in the transformation of \( \chi_{n^*lm} \) into \( \eta_{n^*lm} \),

\[ \chi_p = \sum_{q=1}^{p} a_{pq} \eta_q, \quad (A.6) \]

are numerically calculated as,

\[ a_{rp} = \sum_{q=p}^{r-1} w_{qr}^* a_{qp}. \quad (A.7) \]

Here, \( r > p \), \( \{r, p\} \) stand to represent the positions of elements in a vector set. The initial conditions are given as, \( \Omega_1 = 1 \), \( \chi_1 = \eta_1 \), \( w_{21} = w_{21} \), \( a_{pp} = 1 \) for any values of \( p \). The inverse transformation between \( \chi_p \) and \( \eta_p \):

\[ \eta_p = \sum_{q=1}^{p} \tilde{a}_{pq} \chi_q, \quad (A.8) \]

\[ \tilde{a}_{pq} = \frac{a_{pq}}{\Omega_p}. \quad (A.9) \]
