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Abstract. G-Drazin inverses and the G-Drazin partial order for square matrices have been both recently introduced by Wang and Liu. They proved the following implication: If \( A \) is below \( B \) under the G-Drazin partial order, then any G-Drazin inverse of \( B \) is also a G-Drazin inverse of \( A \). However, this necessary condition could not be stated as a characterization and the validity (or not) of the converse implication was posed as an open problem. In this paper, this problem is completely solved. It is obtained that the converse, in general, is false, and a form to construct counterexamples is provided. It is also proved that the converse holds under an additional condition (which is also necessary) as well as for some special cases of matrices.
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1. Introduction and background. Generalized inverses of matrices are very useful in various applications such as Markov chains [3], chemical equations [14], robotics [8], coding theory [18], etc. In particular, the Drazin inverse has proved helpful in analyzing Markov chains, difference equations, differential equations, and iterative numerical methods, among other things. Taking into account its importance, many computational techniques were developed to calculate this generalized inverse [2, 17]. Campbell and Meyer considered some modifications to the classical Drazin inverse by introducing the concept of weak Drazin inverse [4]. Furthermore, generalized inverses play an important role in the study of matrix partial orders, as we can see in [13]. Interesting applications of partial orders were investigated, for example, in [1, 6, 7, 15].

Let \( \mathbb{C}^{m \times n} \) be the set of \( m \times n \) complex matrices. For \( A \in \mathbb{C}^{m \times n} \), let \( A^* \), \( A^T \), \( A^{-1} \), \( \text{rk}(A) \), and \( \mathcal{R}(A) \) denote the conjugate transpose, the transpose, the inverse \((m = n)\), the rank, and the range space of \( A \), respectively. Moreover, \( I_m \) stands for the \( m \times m \) identity matrix and \( 0_{m \times n} \) denotes the \( m \times n \) zero matrix. If the size is clear from the context, it will be directly denoted by \( I \) or \( 0 \).

For \( A \in \mathbb{C}^{m \times n} \), a matrix \( X \in \mathbb{C}^{n \times m} \) that satisfies the equation \( AXA = A \) is called an \( \{1\}-inverse \) of \( A \), and it is denoted by \( A^\dagger \). The symbol \( A\{1\} \) denotes the set of all \( \{1\} \)-inverses of \( A \). For \( A \in \mathbb{C}^{n \times n} \), the index of \( A \) is the smallest nonnegative integer \( k \) such that \( \mathcal{R}(A^k) = \mathcal{R}(A^{k+1}) \), and is denoted by \( k = \text{ind}(A) \). For a given \( A \in \mathbb{C}^{n \times n} \) with \( k = \text{ind}(A) \), a matrix \( X \in \mathbb{C}^{n \times n} \) satisfying

\[
AXA = A, \quad XA^{k+1} = A^k, \quad \text{and} \quad A^{k+1}X = A^k,
\]

is called a G-Drazin inverse of \( A \). A modification of this notion is the G-Drazin partial order, which is defined as follows: \( A \) is below \( B \) under the G-Drazin partial order \( \prec \) if there exists a G-Drazin inverse \( X \) of \( B \) such that \( AX = A \) and \( XA = B \).

\[\nonumber
\]
is called a \(G\)-Drazin inverse of \(A\). In general, there exists not only one matrix \(X\) satisfying (1.1). The symbol \(A\{GD\}\) stands for the set of all \(G\)-Drazin inverses of \(A\); an element of this set is denoted by \(A^{GD}\). Recently, in [5] the authors proved that the set of the matrix equations given in (1.1) is equivalent to the more simplified set of matrix equations given by \(AXA = A\) and \(A^kX = XA^k\).

Note that, by [13, Remark 2.2.24], the core-nilpotent decomposition of a matrix \(A \in \mathbb{C}^{n \times n}\) of index \(k\) can be stated as
\[
(1.2) \quad A = P \left[ \begin{array}{cc} \Sigma & 0 \\ 0 & N \end{array} \right] P^{-1},
\]
where \(P \in \mathbb{C}^{n \times n}\) and \(\Sigma \in \mathbb{C}^{t \times t}\) are both nonsingular matrices, and \(N \in \mathbb{C}^{(n-t) \times (n-t)}\) is nilpotent with index \(k\) and \(t = \text{rk}(A^k)\). In [16], the authors show that if \(A\) is written as in (1.2), then every \(G\)-Drazin inverse of \(A\) is given by
\[
(1.3) \quad A^{GD} = P \left[ \begin{array}{cc} \Sigma^{-1} & 0 \\ 0 & N^{-} \end{array} \right] P^{-1}, \text{ where } N^{-} \in N\{1\}.
\]
Notice that the set of all matrices \(N^{-} \in N\{1\}\) was investigated in [10, Theorem 2.1].

We also observe that if \(A\) is nonsingular then \(A\{GD\} = \{A^{-1}\}\). Moreover, the inclusion \(A\{GD\} \subseteq A\{1\}\) always holds, while \(A\{GD\} = A\{1\}\) is true whenever \(A\) is a nilpotent matrix. Since \(\text{ind}(A) = \text{ind}(A^*)\) and \((A^*)^k = (A^k)^*\) we have that
\[
(1.4) \quad X \in A\{GD\} \iff X^* \in A^*\{GD\}.
\]

The following binary relations are well known. Let \(A, B \in \mathbb{C}^{m \times n}\). The minus partial order and the space pre-order, denoted by \(\leq^-\) and \(\leq^s\), respectively, are given as follows (see [13]):
\[
A \leq^- B \iff A^{-}A = A^{-}B \text{ and } AA^{-} = BA^{-}, \text{ for some } A^{-} \in A\{1\},
\]
\[
A \leq^s B \iff \mathcal{R}(A) \subseteq \mathcal{R}(B) \text{ and } \mathcal{R}(A^*) \subseteq \mathcal{R}(B^*)
\]
\[
\iff (I - BB^*)A = 0 \text{ and } A(I - B^*B) = 0, \text{ for all } B^{-} \in B\{1\}.
\]

Recently, the \(G\)-Drazin partial order was defined by H. Wang and X. Liu as follows.

**Definition 1.1.** [16, Definition 3.1] Let \(A, B \in \mathbb{C}^{n \times n}\). The matrix \(A\) is said to be below the matrix \(B\) under the \(G\)-Drazin partial order if there exist \(G\)-Drazin inverses \(A_{GD}\) and \(A_{GD}^\sim\) of \(A\) such that \(A_{GD}A = A_{GD}^\sim B\) and \(AA_{GD}^\sim = BA_{GD}\), and it is denoted by \(A \leq_{GD} B\).

Although Definition 1.1 also can be given with only one \(G\)-Drazin inverse of \(A\) (i.e., with \(A_{GD} = A_{GD}^\sim\)), our main result requires this version of the definition in order to be stated.

In [16, Theorem 3.4], it was proved that \(A \leq_{GD} B\) implies \(A \leq^- B\). Also, it is well known that the space pre-order can be derived from the minus partial order. Accordingly,
\[
(1.5) \quad A \leq_{GD} B \implies A \leq^- B \implies A \leq^s B.
\]

For more properties concerning these matrix partial orders we refer the reader to [5, 12, 13].
We recall that the classical matrix partial orders have the following general definition: \( A \preceq G B \) iff \( A^G A = A^G B \) and \( AA^G = BA^G \), where \( A^G \) is a \( \{G\} \)-inverse of \( A \). For \( A \in \mathbb{C}^{m \times n} \), we state the notations of the sets

\[
A\{1,3\} = \{ X \in \mathbb{C}^{n \times m} : AXA = A, (AX)^* = AX \}, \\
A\{1,4\} = \{ X \in \mathbb{C}^{n \times m} : AXA = A, (XA)^* = XA \}, \\
A\{-, \com\} = \{ X \in \mathbb{C}^{n \times n} : AXA = A, AX = XA \}, \quad \text{for } m = n, \\
A\{-, c\} = \{ X \in \mathbb{C}^{n \times n} : XA = A^\# A \}, \quad \text{for } m = n.
\]

Now, very important characterizations for some partial orders are stated as follows [11, 12, 13]:

- (minus partial order) \( A \preceq - B \iff B\{1\} \subseteq A\{1\} \),
- (star partial order) \( A \preceq * B \iff B\{1,3\} \subseteq A\{1,3\} \) and \( B\{1,4\} \subseteq A\{1,4\} \),
- (sharp partial order) \( A \preceq ^\# B \iff B\{-, \com\} \subseteq A\{-, \com\} \),
- (core partial order) \( A \preceq ^\circ B \iff B\{1,3\} \subseteq A\{1,3\} \) and \( B\{-, c\} \subseteq A\{-, c\} \),

and so on.

In this paper, we study G-Drazin inverses, that are a particular case of weak Drazin inverses, and the G-Drazin partial order, both recently defined by H. Wang and X. Liu in [16]. The authors proved [16, Theorem 3.2] the following implication: if \( A \) is below \( B \) under the G-Drazin partial order then any G-Drazin inverse of \( B \) is also a G-Drazin inverse of \( A \). However, this necessary condition could not be stated as a characterization and the validity (or not) of the converse implication was posed as an open problem. By using recent results proved by the authors in [9], we are in position to solve completely this problem.

This paper is organized as follows. Section 2 shows that, in general, the aforementioned implication is false. Also, we prove that it holds under an additional condition as well as for some special cases of matrices. Section 3 yields an algorithm to construct numerical examples for any two square matrices of order \( n, n \geq 3 \), where the converse implication is false.

2. On the partial order based on G-Drazin inverses. The main goal of this section is to give a solution to the aforementioned open problem. In order to do that, we give some properties and provide new characterizations of the G-Drazin partial order that allow us to tackle the problem.

Next, we give some relationships between G-Drazin partial order, minus partial order, and Drazin preorder.

**Proposition 2.1.** Let \( A, B \in \mathbb{C}^{n \times n} \). If \( A \preceq^{GD} B \), then the following properties hold:

(i) \( A^D \preceq^{GD} B^D \),
(ii) \( A^D \preceq - B^D \) and \( A^D \preceq^D B^D \),
(iii) \( A^D \preceq^{GD} Z \), for any \( Z \in B\{GD\} \).

**Proof.** The three properties are clear for \( A = 0 \). Assume that \( 0 \neq A \preceq^{GD} B \) holds, let \( k = ind(A) \), and consider that the core-nilpotent decomposition of \( A \) is written as in (1.2). Then, by [16, Theorem 3.1], we have

\[
B = P \begin{bmatrix} \Sigma & 0 \\ 0 & B_4 \end{bmatrix} P^{-1}, \quad \text{where } N \preceq - B_4.
\]
(i) Since
\[ A^D = P \begin{bmatrix} \Sigma^{-1} & 0 \\ 0 & 0 \end{bmatrix} P^{-1} \quad \text{and} \quad B^D = P \begin{bmatrix} \Sigma^{-1} & 0 \\ 0 & B_D \end{bmatrix} P^{-1} \] (see [16, p. 242]),
from \( 0 \leq -B_D \) and [16, Theorem 3.1] we have that \( A^D \leq GD B^D \).

(ii) It is an immediate consequence of (i) and [16, Theorem 3.4].

(iii) From [5, Corollary 3.1], we have that \( Z \in B\{GD\} \) if and only if
\[ Z = P \begin{bmatrix} \Sigma^{-1} & 0 \\ 0 & Z_4 \end{bmatrix} P^{-1} \quad \text{with} \quad Z_4 \in B_4\{GD\}. \]

Thus, by [16, Theorem 3.1], it is clear that \( A^D \leq GD Z \), for any \( Z \in B\{GD\} \), because \( 0 \leq -Z_4 \).

Before stating the main theorem, we need the following auxiliary results.

**Theorem 2.2.** [9, Theorem 3.8] Let \( A, B \in \mathbb{C}^{n \times n} \) be such that \( B\{GD\} \subseteq A\{GD\} \). Let \( k = \text{ind}(A) \) and \( \ell = \text{ind}(B) \). Then the following properties hold:

(i) \( \mathcal{R}(A) \subseteq \mathcal{R}(B) \) or \( \mathcal{R}(A^*) \subseteq \mathcal{R}(B^*) \),

(ii) \( \mathcal{R}(A^k) \subseteq \mathcal{R}(B^\ell) \) and \( \mathcal{R}((A^k)^*) \subseteq \mathcal{R}((B^\ell)^*) \).

**Lemma 2.3.** Let \( A, B \in \mathbb{C}^{n \times n} \) be such that \( B\{GD\} \subseteq A\{GD\} \). Let \( k = \text{ind}(A) \) and \( \ell = \text{ind}(B) \). Then the following properties hold:

(i) \( A^k \preceq \sigma B^\ell \),

(ii) \( A \preceq B \) if one of the following cases hold: (a) \( \ell = 0 \), (b) \( B^\ell = 0 \) for \( \ell \geq 1 \), (c) \( k = 0 \),

(iii) \( A \preceq B \) if \( k = 1 \).

**Proof.** If \( A = 0 \), the results are immediate. We may assume \( A \neq 0 \).

(i) It follows clearly from Theorem 2.2(ii).

(ii) We consider the following three cases:

(a) If \( \ell = 0 \), it is clear that \( \{B^{-1}\} = B\{GD\} \subseteq A\{GD\} \), and so \( AB^{-1}A = A \). Now, we have \( B\{1\} \subseteq A\{1\} \), or equivalently \( A \leq B \).

(b) If \( B^\ell = 0 \) for \( \ell \geq 1 \), from (i) we see that \( \mathcal{R}(A^k) \subseteq \mathcal{R}(B^\ell) = \{0\} \) gives \( A^k = 0 \). Therefore, \( A \) and \( B \) are nilpotent matrices, and consequently, \( B\{GD\} = B\{1\} \) and \( A\{GD\} = A\{1\} \) hold. Thus, \( B\{1\} \subseteq A\{1\} \), or equivalently, \( A \leq B \).

(c) If \( k = 0 \), by (i), we have \( \mathbb{C}^n = \mathcal{R}(A^k) \subseteq \mathcal{R}(B^\ell) \), that is \( B \) is nonsingular, and hence, \( \ell = 0 \). From (a), we obtain \( A \leq B \).

(iii) From (i), we get that \( A \preceq B^\ell \) holds provided that \( k = 1 \). Now, the conclusion follows directly from definition.

In [16, Theorem 3.2], the authors proved that

\[ A \leq GD \quad \text{implies} \quad B\{GD\} \subseteq A\{GD\}. \]
However, the issue of proving or disproving the converse implication was left as an open problem. Actually, it has been not easy to find the solution that we present in what follows due to the restricted set of matrices in which the result is not valid. Next, we give an additional condition in order that the converse in (2.6) becomes true and then we get the desired characterization.

**Theorem 2.4.** Let $A, B \in \mathbb{C}^{n \times n}$. Then, the following conditions are equivalent:

(i) $A \preceq_{GD} B$,
(ii) $B\{GD\} \subseteq A\{GD\}$ and $A \preceq^s B$.

*Proof.* ([i] $\Rightarrow$ [ii]) Supposing that $A \preceq_{GD} B$ is true, the condition $B\{GD\} \subseteq A\{GD\}$ was proved in [16, Theorem 3.2] and the condition $A \preceq^s B$ follows from (1.5).

([ii] $\Rightarrow$ [i]) Let $k = \text{ind}(A)$. Assuming that $B\{GD\} \subseteq A\{GD\}$ holds, we have $AZA = A$ and $A^kZ = ZA^k$ for any $Z \in B\{GD\}$. Now, we fix $A^{GD} \in A\{GD\}$ and $B^{GD} \in B\{GD\}$. Let us consider the matrices $A_{GD}^k := A^{GD}AB^{GD}$ and $A_{GD}^n := B^{GD}AA^{GD}$. From

$$AA_{GD}^k = AA^{GD}(AB^{GD}A) = AA^{GD}A = A$$

and

$$A^kA_{GD}^k = A^kA^{GD}AB^{GD} = A^{GD}AA^kB^{GD} = A^{GD}AB^{GD}A^k = A_{GD}^kA^k,$$

we have that $A_{GD}^k$ is a G-Drazin inverse of $A$. Similarly, $A_{GD}^n \in A\{GD\}$. On the other hand, since $A \preceq^s B$ we have $\mathcal{R}(A) \subseteq \mathcal{R}(B)$ and $\mathcal{R}(A^*) \subseteq \mathcal{R}(B^*)$. The second inclusion implies that there exists a matrix $Y$ such that $A = YB$. Therefore,

$$(2.7) \quad A_{GD}^k A = A^{GD}(AB^{GD}A) = A^{GD}A = A^{GD}YB = A^{GD}Y(BB^{GD}B) = A^{GD}AB^{GD}B = A_{GD}^kB.$$ 

Similarly, from $\mathcal{R}(A) \subseteq \mathcal{R}(B)$ we obtain $A = BX$ for some matrix $X$. Accordingly,

$$(2.8) \quad AA_{GD}^n = (AB^{GD}A)A^{GD} = AA^{GD} = BXA^{GD} = (BB^{GD}B)XA^{GD} = BB^{GD}AA^{GD} = BA_{GD}^n.$$ 

Finally, from (2.7), (2.8), and Definition 1.1, we arrive at $A \preceq_{GD} B$.

Next, we prove that the converse of (2.6) holds for some special cases.

**Theorem 2.5.** Let $A, B \in \mathbb{C}^{n \times n}$ be such that $k = \text{ind}(A)$ and $\ell = \text{ind}(B)$. Consider the following statements:

(i) $A \preceq_{GD} B$,
(ii) $B\{GD\} \subseteq A\{GD\}$.

Then, (i) and (ii) are equivalent if one of the following conditions holds: (a) $k \leq 1$, (b) $\ell = 0$, (c) $B^\ell = 0$ for $\ell \geq 1$, (d) $\text{rk}(A^k) = \text{rk}(B^\ell) > 0$ for $k > 1$ and $\ell \geq 1$.

*Proof.* ([i] $\Rightarrow$ [ii]) It was proved in [16, Theorem 3.2].

([ii] $\Rightarrow$ [i]) If condition (a) holds, from Lemma 2.3 and (1.5) we have $A \preceq^s B$. A similar reasoning is valid if either (b) or (c) hold. Therefore, the inequality $A \preceq_{GD} B$ follows from Theorem 2.4.
Now, we assume that condition (d) holds. Let $B = P \begin{bmatrix} \Sigma & 0 \\ 0 & N \end{bmatrix}P^{-1}$ be the core-nilpotent decomposition of $B$, where $P \in \mathbb{C}^{n \times n}$, $\Sigma \in \mathbb{C}^{t \times t}$ are both nonsingular matrices, and $N \in \mathbb{C}^{(n-t) \times (n-t)}$ is nilpotent with index $\ell$. Thus, $\operatorname{rk}(B^\ell) = t$. Then

$$B^\ell = P \begin{bmatrix} \Sigma^\ell & 0 \\ 0 & 0 \end{bmatrix}P^{-1} \quad \text{and} \quad B^{GD} = P \begin{bmatrix} \Sigma^{-1} & 0 \\ 0 & N^- \end{bmatrix}P^{-1},$$

with $N^- \in N\{1\}$. By Lemma 2.3 (i) and [13, Theorem 3.2.10], we get $A^k = P \begin{bmatrix} Z & 0 \\ 0 & 0 \end{bmatrix}P^{-1}$, with $Z \in \mathbb{C}^{t \times t}$ and $\operatorname{ind}(Z) \leq 1$. Notice that $Z \in \mathbb{C}^{t \times t}$ is nonsingular, because $\operatorname{rk}(Z) = \operatorname{rk}(A^k) = t$. We partition $A = P \begin{bmatrix} A_1 & A_2 \\ A_3 & A_4 \end{bmatrix}P^{-1}$, accordingly to the sizes of the blocks of $B$.

As $B\{GD\} \subseteq A\{GD\}$, we have that $AB^{GD}A = A$ implies $(AB^{GD})A^k = A^k$, and hence,

$$P \begin{bmatrix} A_1 \Sigma^{-1}Z & 0 \\ A_3 \Sigma^{-1}Z & 0 \end{bmatrix}P^{-1} = P \begin{bmatrix} Z \Sigma^{-1}A_1 & Z \Sigma^{-1}A_2 \\ 0 & 0 \end{bmatrix}P^{-1} = P \begin{bmatrix} Z & 0 \\ 0 & 0 \end{bmatrix}P^{-1}.$$

Consequently, $A = P \begin{bmatrix} \Sigma & 0 \\ 0 & A_4 \end{bmatrix}P^{-1}$ with $A_4^k = 0$. Since $AB^{GD}A = A$, we see that $A_4 N^- A_4 = A_4$, i.e., $N^- \in A_4\{1\}$. The arbitrariness of $N^-$ in the general expression of $B^{GD}$ implies $N\{1\} \subseteq A_4\{1\}$, and thus, $A_4 \leq^* N^-$. Therefore, $A \leq^{GD} B$ follows from [16, Theorem 3.4].

We would like to highlight that Theorem 2.5 provides us with several situations where the converse of (2.6) holds. This issue gives an idea of the difficulty offered in order to find the counterexample and it points the way where the effort have to be put to search for it. We are now in a position to show that, in general, the converse of (2.6) is false.

**Example 2.6.** Consider the matrices

$$A = \begin{bmatrix} 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \end{bmatrix}.$$

Clearly, $\operatorname{ind}(A) = \operatorname{ind}(B) = 2$. Denoting $\Sigma = \begin{bmatrix} 0 & 1 \\ 1 & 1 \end{bmatrix}$ and $N = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}$ we have that

$$B = \begin{bmatrix} \Sigma & 0 \\ 0 & N \end{bmatrix} \quad \text{with} \quad N^2 = 0.$$

From (1.3) we get

$$B^{GD} = \begin{bmatrix} \Sigma^{-1} & 0 \\ 0 & N^- \end{bmatrix},$$
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where \( \Sigma^{-1} = \begin{bmatrix} -1 & 1 \\ 1 & 0 \end{bmatrix} \) and \( N^{-} = \begin{bmatrix} a & b \\ 1 & c \end{bmatrix} \) with \( a, b, c \in \mathbb{C} \). Also, we consider

\[
B^{-} = \begin{bmatrix} -1 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix} \in B\{1\}.
\]

A simple computation shows that \( A^2 = 0 \) and, moreover, \( B\{GD\} \subseteq A\{GD\} = A\{1\} \) holds. However, \( A(I - B^{-}B) \neq 0 \), that is, \( \mathcal{R}(A^*) \nsubseteq \mathcal{R}(B^*) \), and hence, \( A \not\preceq^s B \). In consequence, from (1.5) we have \( A \not\in^{GD} B \).

The construction of the counterexample given above has been strongly based on the following Theorem 2.10. Before that, we need the following results.

**Theorem 2.7.** [9, Theorem 3.2] Let \( A \in \mathbb{C}^{n \times n} \) be a matrix of index \( k \) and let \( A^{GD} \) be a fixed G-Drazin inverse of \( A \). Then the set of all G-Drazin inverses of \( A \) is given by

\[
A\{GD\} = \{ A^{GD} + (I - P_{A^k})U(I - P_A) + (I - Q_{A})V(I - P_{A^k}) : U, V \text{ are arbitrary} \},
\]

where \( P_A = AA^{GD} \), \( Q_A = A^{GD}A \), and \( P_{A^k} = A^k(A^{GD})^k \).

**Lemma 2.8.** [9, Lemma 3.7] Let \( A, B \in \mathbb{C}^{n \times n} \). If \( AXB = 0 \) for all \( X \in \mathbb{C}^{n \times n} \), then \( A = 0 \) or \( B = 0 \).

**Remark 2.9.** Let \( P \in \mathbb{C}^{n \times n} \) be a nonsingular matrix. Let \( A, B \) be square matrices of adequate sizes satisfying \( M = P \begin{bmatrix} A & 0 \\ 0 & B \end{bmatrix} P^{-1} \). Then the following properties hold:

(i) If \( A \) is nonsingular, then \( \text{ind}(M) = \text{ind}(B) \),

(ii) \( P \begin{bmatrix} X & 0 \\ 0 & Y \end{bmatrix} P^{-1} \in A\{GD\} \) for any \( X \in A\{GD\} \) and \( Y \in B\{GD\} \).

**Theorem 2.10.** Let \( A, B \in \mathbb{C}^{n \times n} \) be such that \( k = \text{ind}(A), \ell = \text{ind}(B), t = \text{rk}(B^\ell), \) satisfying \( A \not\preceq^s B \), and let \( B^{GD} \) be a fixed G-Drazin inverse of \( B \). Then, the following statements are equivalent:

(i) \( B\{GD\} \subseteq A\{GD\} \) and \( A(I - B^{GD}B) \neq 0 \).

(ii) \( A = R \begin{bmatrix} S_1 & 0 \\ 0 & DS_2 \end{bmatrix} R^{-1}, \quad B = R \begin{bmatrix} S_1 & 0 \\ 0 & S_2 \end{bmatrix} R^{-1}, \) where \( R \in \mathbb{C}^{n \times n}, r = \text{rk}(A^k), \) \( S_1 \in \mathbb{C}^{r \times r}, \) and \( S_2 \in \mathbb{C}^{(t-r) \times (n-t)} \) are nonsingular, \( N \in \mathbb{C}^{(n-t) \times (n-t)} \) is nilpotent of index \( t \), \( D \in \mathbb{C}^{(t-r) \times (t-r)} \) is idempotent, and \( C_2 \in \mathbb{C}^{(t-r) \times (n-t)} \) such that \( (DS_2)^{k-1}D = 0 \) and \( DC_2(I_{n-t} - N^{*}N) \neq 0 \). If \( A \) is nilpotent \( (r = 0) \) then \( S_1 \) is absent.

**Proof.** [(ii) \( \Rightarrow \) (i)] It is easy by definition.

[(i) \( \Rightarrow \) (ii)] Note that from Theorem 2.5 and (1.5) we have \( k > 1, \ell > 0, t = \text{rk}(B^\ell) > 0 \) and \( t \neq \text{rk}(A^k) \).

By Theorem 2.2 (ii), we get \( \text{rk}(A^k) < t \). Using the projectors \( P_B = BB^{GD}, Q_B = B^{GD}B, \) and \( P_{B^\ell} = B^\ell(B^{GD})^\ell \), from Theorem 2.7 it follows that

\[
X_{U,T} = B^{GD} + (I - P_{B^\ell})U(I - P_B) + (I - Q_B)T(I - P_{B^\ell})
\]
are all G-Drazin inverses of \(B\), for arbitrary matrices \(U\) and \(T\). Since \(X_{U,T}B^{GD} \in B\{GD\}\), the equalities \(AX_{U,T}A = AB^{GD}A = A\) hold. Then, setting \(U = 0\) in (2.10), it follows that \(A(I - Q_B)T(I - P_{Bt})A = 0\), for arbitrary \(T\). Therefore, from Lemma 2.8 we get \(A(I - Q_B) = 0\) or \((I - P_{Bt})A = 0\).

Since \(A(I - Q_B) \neq 0\) by hypothesis, \((I - P_{Bt})A = 0\) must be true. Let

\[
B = P \begin{bmatrix} \Sigma & 0 \\ 0 & N \end{bmatrix} P^{-1}
\]

be a core-nilpotent decomposition of \(B\) where \(P \in \mathbb{C}^{n \times n}\), \(\Sigma \in \mathbb{C}^{t \times t}\) are both nonsingular, and \(N \in \mathbb{C}^{(n-t) \times (n-t)}\) is nilpotent of index \(\ell\). From (1.3), we have

\[
B^{GD} = P \begin{bmatrix} \Sigma^{-1} & 0 \\ 0 & N^- \end{bmatrix} P^{-1}, \text{ with } N^- \in \mathbb{N}\{1\}.
\]

Moreover,

\[
B^t = P \begin{bmatrix} \Sigma^t & 0 \\ 0 & 0 \end{bmatrix} P^{-1} \text{ and } P_{Bt} = P \begin{bmatrix} I_t & 0 \\ 0 & 0 \end{bmatrix} P^{-1}.
\]

We partition \(A = P \begin{bmatrix} A_1 & A_2 \\ A_3 & A_4 \end{bmatrix} P^{-1}\) accordingly to the sizes of the blocks of \(B\). Since \((I - P_{Bt})A = 0\), it follows that \(A_3 = 0\) and \(A_4 = 0\), then

\[
A = P \begin{bmatrix} A_1 & A_2 \\ 0 & 0 \end{bmatrix} P^{-1}.
\]

Some easy computations show that \(B\{GD\} \subseteq A\{GD\}\) implies \(\{\Sigma^{-1}\} = \{\Sigma\{GD\} \subseteq A_1\{GD\} \subseteq A_1\{1\}\) and \(A_1\Sigma^{-1}A_2 = A_2\). Now, \(A_1 \leq - \Sigma\). Note that \(A_1 \neq 0\). Otherwise, \(A_2 = 0\) and so \(A = 0\), which contradicts the fact that \(A(I - Q_B) \neq 0\). Now, let

\[
A_1 = Q \begin{bmatrix} S_1 & 0 \\ 0 & M \end{bmatrix} Q^{-1}
\]

be the core-nilpotent decomposition of \(A_1\), where \(Q \in \mathbb{C}^{t \times t}\) and \(S_1 \in \mathbb{C}^{r \times r}\) are both nonsingular matrices, and \(M \in \mathbb{C}^{(t-r) \times (t-r)}\) is nilpotent of index \(m = ind(A_1)\).

According to [16, Theorem 3.1] we have \(\Sigma = Q \begin{bmatrix} S_1 & 0 \\ 0 & S_2 \end{bmatrix} Q^{-1}\), with \(M \leq - S_2\). Notice that \(S_2 \in \mathbb{C}^{(t-r) \times (t-r)}\) is nonsingular. Now, we consider

\[
R = P \begin{bmatrix} Q & 0 \\ 0 & I_{n-t} \end{bmatrix} \in \mathbb{C}^{n \times n} \text{ and } Q^{-1}A_2 = \begin{bmatrix} C_1 \\ C_2 \end{bmatrix} \in \mathbb{C}^{t \times (n-t)},
\]

where \(C_1 \in \mathbb{C}^{r \times (n-t)}\) and \(C_2 \in \mathbb{C}^{(t-r) \times (n-t)}\). Easy computations show that

\[
(2.11) \quad A = R \begin{bmatrix} S_1 & 0 & C_1 \\ 0 & M & C_2 \\ 0 & 0 & 0 \end{bmatrix} R^{-1}, \quad B = R \begin{bmatrix} S_1 & 0 & 0 \\ 0 & S_2 & 0 \\ 0 & 0 & N \end{bmatrix} R^{-1},
\]

\[
A^k = R \begin{bmatrix} S_1^k & 0 & S_1^{k-1}C_1 \\ 0 & M^k & M^{k-1}C_2 \\ 0 & 0 & 0 \end{bmatrix} R^{-1}, \quad \text{and} \quad B^t = R \begin{bmatrix} S_1^t & 0 & 0 \\ 0 & S_2^t & 0 \\ 0 & 0 & 0 \end{bmatrix} R^{-1}.
\]
On the other hand, from Lemma 2.3 we get \( A^k \preceq B^\ell \). Thus, [13, Theorem 3.2.10] ensures that \( A^k = R \begin{bmatrix} Z & 0 \\ 0 & 0 \end{bmatrix} R^{-1} \), with \( Z \in \mathbb{C}^{t \times t} \) and \( \text{ind}(Z) \leq 1 \). Then, \( S_1^{k-1}C_1 = 0 \) and \( M^{k-1}C_2 = 0 \), which implies \( C_1 = 0 \) because \( S_1 \) is nonsingular.

Moreover, \( A_1 \Sigma^{-1} A_2 = A_2 \) yields

\[
MS_2^{-1}C_2 = C_2.
\] (2.12)

Setting \( W := \begin{bmatrix} M & C_2 \\ 0 & 0 \end{bmatrix} \) we have that \( W^{j+1} = \begin{bmatrix} M^{j+1} & M^j C_2 \\ 0 & 0 \end{bmatrix} = 0 \), for \( j := \max\{k, m\} \). That is, \( W \) is a nilpotent matrix. From (2.11), we obtain

\[
A = R \begin{bmatrix} S_1 & 0 \\ 0 & W \end{bmatrix} R^{-1}.
\] (2.13)

By Remark 2.9, we get \( \text{ind}(W) = \text{ind}(A) = k \) due to nonsingularity of \( S_1 \). Consequently, (2.13) gives the core-nilpotent decomposition of \( A \). Then, \( \text{ind}(M) = k \), and hence,

\[
M^k = 0.
\] (2.14)

Since \( M \preceq S_2 \) and \((I_{t-r}, S_2)\) is a full-rank factorization of \( S_2 \), [13, Theorem 3.3.5] implies that there exists an idempotent matrix \( D \in \mathbb{C}^{(t-r) \times (t-r)} \) such that \( M = DS_2 \). Hence, from (2.12) and (2.14) it follows that \( C_2 = DC_2 \) and \((DS_2)^{k-1}D = 0\), respectively. Finally, as

\[
A(I - Q_B) = R \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & DC_2(I_{n-t} - N^- N) \\ 0 & 0 & 0 \end{bmatrix} R^{-1},
\]

it then follows that (ii) holds.

Similarly, we can obtain the following result by using (1.4) and the above theorem.

**Theorem 2.11.** Let \( A, B \in \mathbb{C}^{n \times n} \) be such that \( k = \text{ind}(A), \ell = \text{ind}(B) \), \( t = rk(B^\ell) \), satisfying \( A \not\preceq B \), and let \( B^{GD} \) be a fixed G-Drazin inverse of \( B \). Then, the following statements are equivalent:

(i) \( B\{GD\} \subseteq A\{GD\} \) and \((I - BB^{GD})A \neq 0 \).

(ii) \( A = R \begin{bmatrix} S_1 & 0 & 0 \\ 0 & S_2 D & 0 \\ 0 & 0 & C_2 D \end{bmatrix} R^{-1}, \) \( B = R \begin{bmatrix} S_1 & 0 & 0 \\ 0 & S_2 & 0 \\ 0 & 0 & N \end{bmatrix} R^{-1} \), where \( R \in \mathbb{C}^{n \times n} \), \( r = rk(A^k) \), \( S_1 \in \mathbb{C}^{r \times r} \), and \( S_2 \in \mathbb{C}^{(t-r) \times (t-r)} \) are nonsingular, \( N \in \mathbb{C}^{(n-t) \times (n-t)} \) is nilpotent of index \( \ell \), \( D \in \mathbb{C}^{(t-r) \times (t-r)} \) is idempotent, and \( C_2 \in \mathbb{C}^{(n-t) \times (t-r)} \), such that \( D(S_2 D)^{k-1} = 0 \) and \((I_{n-t} - N N^- C_2 D) \neq 0 \). Again, if \( A \) is nilpotent then \( S_1 \) must be absent.

**3. Algorithm and numerical examples.** It is easy to check that the condition \( A \preceq B \) in Theorem 2.4 is redundant in item (ii) for \( n = 1, 2 \). Next, for any given size \( n \geq 3 \) of the involved matrices, we provide an algorithm to construct two matrices \( A \) and \( B \) such that \( B\{GD\} \subseteq A\{GD\} \) and \( A \not\preceq^{GD} B \).

The expression \( e_j \) denotes the canonical basis vector in \( \mathbb{C}^{t \times 1} \) with 1 in the position \( j \)-th and 0’s otherwise. In addition, the notation \( J(1 : d - 1, 1 : d) \) means to select the \( d - 1 \) first rows and the \( d \) first columns in the matrix \( J \).
Algorithm

Input: An integer \( n \geq 3 \).

Output: \( A, B \in \mathbb{C}^{n \times n} \) such that \( B\{GD\} \subseteq A\{GD\} \) and \( A \not\leq^{GD} B \).

Step 1. Set an integer \( t \) such that \( 2 \leq t \leq n - 1 \).

Step 2. Set an integer \( d \) such that \( 1 \leq d < t \) and \( D = \text{diag}(I_d, 0_{(t-d) \times (t-d)}) \).

Step 3. If \( d \geq 2 \), then construct

\[
J = \begin{bmatrix}
0_{(d-1) \times 1} & I_{d-1} \\
0 & 0_{1 \times (d-1)}
\end{bmatrix}.
\]

Step 4. If \( d = 1 \), then set

\[
S = \begin{bmatrix}
e_1^T \\
e_2^T \\
\vdots \\
e_{t-1}^T \\
e_t^T
\end{bmatrix}
\] 

else set

\[
J(1 : d - 1, 1 : d) \\
de_1^T \\
de_2^T \\
\vdots \\
de_{d-1}^T \\
e_t^T
\begin{bmatrix}
0_{(d-1) \times (t-d)}
\end{bmatrix}
\in \mathbb{C}^{t \times t}.
\]

Step 5. Choose \( F \in \mathbb{C}^{d \times (n-t)} \) with entry equals 1 in position (1, 1) and 0’s elsewhere and set

\[
C = \begin{bmatrix}
F \\
0_{(t-d) \times (n-t)}
\end{bmatrix}.
\]

Step 6. Construct

\[
A = \begin{bmatrix}
DS & DC \\
0_{(n-t) \times t} & 0_{(n-t) \times (n-t)}
\end{bmatrix}
\quad \text{and} \quad
B = \begin{bmatrix}
S & 0 \\
0 & 0_{(n-t) \times (n-t)}
\end{bmatrix}.
\]

End

We proceed to justify the Algorithm. We must discard all the cases for which Theorem 2.5 ensures that the implication \( B\{GD\} \subseteq A\{GD\} \) implies \( A \not\leq^{GD} B \) holds. Moreover, we construct a nilpotent matrix \( A \) and an index 1 matrix \( B \). For matrices \( A \) and \( B \) in Step 6, it is easy to check that: \( A \) has index \( d+1 \) and, by definition, \( B\{GD\} \subseteq A\{GD\} \). The last point is to see that \( A \not\leq^{GD} B \). In order to do that, we can compute \( A(I - BB^-) \) which does not vanishes for \( B^- = \begin{bmatrix}
S^{-1} & 0 \\
0 & 0
\end{bmatrix} \).

Example 3.1. Consider \( n = 3 \). From Steps 1 to 4, the Algorithm gives \( t = 2, d = 1 \), that is

\[
D = \begin{bmatrix}
1 & 0 \\
0 & 0
\end{bmatrix}
\quad \text{and} \quad
S = \begin{bmatrix}
0 & 1 \\
1 & 0
\end{bmatrix}.
\]
Solving an Open Problem about the G-Drazin Partial Order

Step 5 provides \( C = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \). From Step 6, we conclude that

\[
A = \begin{bmatrix}
0 & 1 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\quad \text{and} \quad
B = \begin{bmatrix}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\]

satisfy \( B \{GD\} \subseteq A \{GD\} \) and \( A \nsubseteq GD B \).

Example 3.2. Consider \( n = 7 \). In contrast to Example 3.1, Steps 1 to 2 from Algorithm does not give only one possibility. Thus, we choose \( t = 5 \) and \( d = 3 \). It also provides \( D = \text{diag}(I_3, 0_2) \). Step 3 allows us to construct

\[
J = \begin{bmatrix}
0_{2 \times 1} & I_2 \\
0 & 0_{1 \times 2}
\end{bmatrix}
\]

and, from Steps 4 and 5, we obtain

\[
S = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\quad \text{and} \quad
C = \begin{bmatrix}
1 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0
\end{bmatrix}
\]

From Step 6, we conclude that

\[
A = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\quad \text{and} \quad
B = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]
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