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Abstract

Our previously-developed calculational method (the partial wave cutoff method) is employed to evaluate explicitly scalar one-loop effective actions in a class of radially symmetric background gauge fields. Our method proves to be particularly effective when it is used in conjunction with a systematic WKB series for the large partial wave contribution to the effective action. By comparing these numerically exact calculations against the predictions based on the large mass expansion and derivative expansion, we discuss the validity ranges of the latter approximation methods.
I. INTRODUCTION

In field theoretic investigations one is often confronted by the rather formidable task to evaluate the one-loop effective action in some nontrivial background field. Until recently, it has not been possible in four spacetime dimensions to evaluate explicitly this renormalized quantity (including its full finite part), unless some very special background is chosen or a priori arbitrary parameters (e.g., mass values) are set to zero. In our recent publications \cite{1, 2} we made some headway to this old problem by developing an efficient calculational method – a combination of analytic and numerical schemes – for the exact computation of fully renormalized one-loop effective actions in radially symmetric backgrounds. For example, this method was first applied to the accurate determination of QCD single-instanton determinants for arbitrary quark mass values \cite{1}, producing a result that interpolates smoothly between the known analytical massless and heavy quark limits. In Ref.\cite{2} we generalized the calculational procedure to calculate the one-loop effective action in any radially symmetric background, not just an instanton. In the present paper, which is a sequel to Ref.\cite{2}, we present some explicit examples and results (including the numerical contributions) to establish the efficiency and generality of our method. We also examine the validity of often-used approximation methods, such as the large mass expansion and the derivative expansion, compared to numerically exact calculations.

In Ref.\cite{2} we derived some relevant formulas needed in the calculation of the scalar one-loop effective action (in Euclidean spacetime), assuming SU(2) background gauge fields of the form

\begin{align*}
\text{(Case 1): } & A_\mu(x) = 2\eta_{\mu\nu} x_\nu f(r) \frac{\tau^a}{2}, \\
\text{(Case 2): } & A_\mu(x) = 2(\eta_{\mu i} \hat{u}_i) x_\nu g(r) \frac{\tau^3}{2},
\end{align*}

where $\mu, \nu = 1, 2, 3, 4, r \equiv \sqrt{|x|} = \sqrt{x_\mu x_\mu}$, $\eta_{\mu\nu}$ (or $\eta_{\mu i}$) are the 't Hooft symbols \cite{3}, and $\hat{u}_i$ a unit 3-vector. Case 1 is inherently non-Abelian, while Case 2 has a fixed color direction and so is quasi-Abelian. These backgrounds are characterized by the radial profile functions $f(r)$ and $g(r)$, respectively. In each case the spectral problem separates into partial waves due to the spherical symmetry.

Our method has been deliberately developed so that it can accommodate numerical input for $f(r)$ and $g(r)$, since this situation often arises in quantum field theory applications. But,
to illustrate the method more clearly, we choose here specific Ansätze for the radial profile functions. In Case 1, of ‘non-Abelian type’ (1.1), we choose the radial function \( f(r) \) of the form

\[
f(r) = \frac{1}{r^2} H(r), \quad H(r) = \frac{(r/\rho)^{2\alpha}}{1+(r/\rho)^{2\alpha}},
\]

with free parameters \( \rho \) and \( \alpha \) (under the regularity restriction \( |\alpha| \geq 1 \)). [The BPST instanton solution \( [4] \) corresponds to the choice \( \alpha = 1 \)]. In Case 2, of the quasi-Abelian type (1.2), we choose the radial function \( g(r) \) of the form

\[
g(r) = B \left\{ 1 - \tanh \left[ \beta (\sqrt{B} r - \xi_0) \right] \right\},
\]

with three free parameters \( \beta \), \( \xi_0 \) and \( B \) (all taken to be positive). In the limit \( \beta \to 0 \), (1.2) then approaches the case of uniform field strength \( B \). For finite \( \beta \), (1.2) represents a spherical bubble type potential with radius \( \xi_0 / \sqrt{B} \) and wall thickness \( \sim \frac{1}{\beta \sqrt{B}} \).

In this paper we calculate the renormalized scalar one-loop effective action (including its full finite part) in the gauge field background pertaining to the above two types. The effective action is computed for arbitrary choices of the parameters characterizing the shape of the background field, not relying on the background field being slowly or rapidly varying, or on the particle mass being large or small relative to the scales set by the background field. In performing this analysis, we have found that significantly greater calculational efficiency and precision can be attained by making a systematic use of higher-order quantum mechanical WKB-type approximations \([5]\) for the large partial-wave contributions to the effective action. This permits the extension of the high partial wave radial-WKB approximation to lower and lower partial waves, and results in dramatic numerical improvements. Finally, we compare our results to the predictions based on the large mass expansion and the derivative expansion.

To our knowledge, this kind of genuinely unambiguous comparison in four-dimensional gauge theory has not been made before.

This paper is organized as follows. In Sec. \( \text{II} \) we give a short outline of our numerically exact calculational scheme and also collect, for later use in the paper, relevant formulas from the large mass expansion and derivative expansion for the scalar one-loop effective action. Our detailed study on the one-loop effective action with non-Abelian-type backgrounds (1.1) is then presented in Sec. \( \text{III} \). This is followed in Sec. \( \text{IV} \) by the corresponding study with quasi-Abelian backgrounds (1.2); in this case, the one-loop effective action is essentially that of scalar QED. In Sec. \( \text{V} \) we conclude with some related discussions and comments.
II. BRIEF SUMMARY OF OUR CALCULATIONAL SCHEME AND OTHER APPROXIMATION METHODS

The calculational method developed in Refs. [1, 2] can be summarized and streamlined as follows. For scalar fields in radially symmetric non-Abelian background gauge fields \( A_\mu(x) \), it is possible to express the corresponding (Euclidean) one-loop effective action as a sum of individual partial-wave contributions, i.e., \( \sum_{J=0}^{\infty} \Gamma_J(A; m) \), with the \( J \)-partial-wave term [including the appropriate degeneracy factor] given by radial functional determinants

\[
\Gamma_J(A; m) = \ln \left( \frac{\det(-\tilde{D}_J^2 + m^2)}{\det(-\tilde{\partial}_J^2 + m^2)} \right)
\]  
(2.1)

or, equivalently, by the proper time representation

\[
\Gamma_J(A; m) = -\int_0^\infty \frac{ds}{s} e^{-m^2 s} \int_0^\infty dr \text{ tr} \left\{ \tilde{\Delta}_J(r, r'; s) - \tilde{\Delta}_J^{\text{free}}(r, r'; s) \right\}.
\]  
(2.2)

Here, \( m \) is the scalar mass, \(-\tilde{D}_J^2 (-\tilde{\partial}_J^2)\) denotes the quadratic radial differential operator relevant to the \( J \)-partial-wave in the given background (or with \( A_\mu(x) \) set to zero), and \( \tilde{\Delta}_J(r, r; s) \), \( \tilde{\Delta}_J^{\text{free}}(r, r; s) \) represent the coincidence limits of the related proper-time Green functions specified by the radial ‘heat’ equations:

\[
\left[ \partial_s - \tilde{D}_J^2 (r) \right] \tilde{\Delta}_J(r, r'; s) = 0, \quad (s > 0)
\]  
(2.3)

\[
s \to 0^+ : \quad \tilde{\Delta}_J(r, r'; s) \to \delta(r - r').
\]  
(The tildes over differential operators and Green’s functions imply that we are here considering reduced operators/functions after taking out various radial measure factors [2]). While the quantities \( \Gamma_J \) are finite individually, the partial wave series \( \sum_{J=0}^{\infty} \Gamma_J \) diverges and should be renormalized. We thus introduce the intermediate partial wave cutoff \( J_L \) (a large, but finite value of \( J \)) and express the fully renormalized effective action by two separate terms

\[
\Gamma_{\text{ren}}(A; m) = \Gamma_{J \leq J_L}(A; m) + \Gamma_{J > J_L}(A; m),
\]  
(2.4)

where

\[
\Gamma_{J \leq J_L}(A; m) \equiv \sum_{J=0}^{J_L} \Gamma_J(A; m) = \sum_{J=0}^{J_L} \ln \left( \frac{\det(-\tilde{D}_J^2 + m^2)}{\det(-\tilde{\partial}_J^2 + m^2)} \right),
\]  
(2.5)

\[
\Gamma_{J > J_L}(A; m) = \lim_{\Lambda \to \infty} \left[ -\int_0^\infty \frac{ds}{s} \left( e^{-m^2 s} - e^{-\Lambda^2 s} \right) \sum_{J > J_L} F_J(s) \right.
\]

\[
-\frac{1}{12} \frac{1}{(4\pi)^2} \ln \left( \frac{\Lambda^2}{\mu^2} \right) \int d^4x \text{ tr} \left( F_{\mu\nu} F_{\mu\nu} \right)
\]  
(2.6)
with
\[ F_J(s) = \int_0^\infty dr \, \text{tr} \left( \Delta_J(r, r; s) - \Delta_J^{\text{free}}(r, r; s) \right). \] (2.7)

Notice that the renormalization counter-term is incorporated in the second term \( \Gamma_{J>L}(A; m); \) \( \mu \) is the normalization mass, and \( F_{\mu\nu} \equiv i[D_\mu, D_\nu] \) (with \( D_\mu \equiv \partial_\mu - iA_\mu \)) denotes the background Yang-Mills field strengths. The first term, \( \Gamma_{J\leq J_L} \), may be evaluated numerically using the Gel’fand-Yaglom method \([6, 7, 8]\) for one-dimensional functional determinants. As for the second term \( \Gamma_{J>J_L} \), analytically developed expressions valid for large enough \( J_L \) were used in Refs. \([1, 2]\); for this, we made essential use of the quantum mechanical radial WKB expansion and the Euler-Maclaurin summation formula. A crucial observation is that even though the partial-wave sum in (2.5) is quadratically divergent as we let \( J_L \to \infty \), this divergence is exactly cancelled by a similar term originating from the second term \( \Gamma_{J>J_L} \) in (2.6) in the large \( J_L \)-limit. Thus, for the sum of the two terms, we secure a finite result in the large \( J_L \)-limit – this is the essence of our numerically accurate scheme for the determination of the renormalized effective action. The “low” partial wave contribution is computed numerically, and the “high” partial wave contribution is computed analytically in the large \( J_L \) limit using radial WKB. The ultraviolet cutoff dependence appears in the analytic high partial wave computation, and this allows standard renormalization techniques to be used, leading to the finite renormalized effective action. For details on our renormalization prescription (and on how to go from ours to other prescriptions), see Refs. \([1, 2, 9]\).

Clearly, numerical efficiency of our calculational scheme hinges on how quickly the \( J_L \to \infty \) limit is attained; that is, on how much we can lower our partial wave cutoff \( J_L \) to secure a reliable large-\( J_L \) limit value for the above sum of the two terms. (Note that if we were able to calculate both parts, i.e., \( \Gamma_{J\leq J_L} \) and \( \Gamma_{J>J_L} \) exactly, their sum would be independent of the choice of the cutoff value \( J_L \). An interesting example of this situation is the effective action for massless quarks in a single BPST instanton background, where our technique reproduces exactly and analytically \([1] \)'t Hooft’s result \([3] \) \( \tilde{\Gamma}(m = 0) \equiv \alpha \left( \frac{1}{2} \right) = -\frac{17}{72} - \frac{1}{6} \ln 2 + \frac{1}{6} - 2\zeta'(-1) \approx 0.145873... \). In \([1]\), we chose the cutoff value \( J_L \) to be rather large (of the order of 50), and used the Richardson extrapolation method \([10]\) to reduce the numerical round-off error. There, it was sufficient to use the expression for \( \Gamma_{J>J_L} \) with \( O(\frac{1}{J_L}) \) or smaller terms suppressed. But, in the present, more extensive, study, we have found that the computation is greatly improved, both in computing time and precision,
by including [analytically calculated] higher-order WKB terms in the expression for $\Gamma_{J > J_L}$, so that it becomes valid up to the $O(\frac{1}{J})$ accuracy. These higher-order WKB terms can be found straightforwardly from the $\frac{1}{J}$ expansion for the radial proper-time Green function. With this procedure, we were able to ensure that the renormalized effective action we calculate is independent of the (moderately large) $J_L$-value with relative error of order $10^{-6}$, which is comparable to the final total error involved in our numerical computation of (2.5). In the end, we obtain comparable precision with much lower values of $J_L$, of the order of 10 or 20. This improved precision is demonstrated in sections III and IV for the backgrounds in (1.1) and (1.2).

We also give the results of some popular approximation schemes for the one-loop effective action, which are supposed to capture accurate values in certain limits. First, we have the large mass expansion of the scalar one-loop effective action which is obtained most easily with the help of the Schwinger-DeWitt proper-time expansion (or heat kernel expansion). Here, from the renormalized effective action, it is convenient to separate $\mu$-dependent pieces (and use dimensional considerations) to write

(Case 1): $\Gamma_{\text{ren}}(A; m) = \frac{1}{6} \ln (\mu \rho) \int \frac{d^4x}{(4\pi)^2} \text{tr} F_{\mu\nu}^2 + \tilde{\Gamma}(m\rho)$

(Case 2): $\Gamma_{\text{ren}}(A; m) = \frac{1}{6} \ln \left( \frac{\mu}{\sqrt{B}} \right) \int \frac{d^4x}{(4\pi)^2} \text{tr} F_{\mu\nu}^2 + \tilde{\Gamma} \left( \frac{m}{\sqrt{B}} \right)$ (2.9)

where dimensionless constants are not indicated in an explicit manner. The quantity $\tilde{\Gamma}(m\rho)$ or $\tilde{\Gamma} \left( \frac{m}{\sqrt{B}} \right)$, which is independent of $\mu$, can be expressed for large enough $m$ by an asymptotic series of the following form

$$\tilde{\Gamma}(m\rho) = -\frac{1}{6} \ln(m\rho) \int \frac{d^4x}{(4\pi)^2} \text{tr} F_{\mu\nu}^2 + \sum_{n=3}^{\infty} \frac{(n-3)!}{(m^2)^{n-2}} \int \frac{d^4x}{(4\pi)^2} \text{tr} a_n(x, x),$$

$$\tilde{\Gamma} \left( \frac{m}{\sqrt{B}} \right) = -\frac{1}{6} \ln \left( \frac{m}{\sqrt{B}} \right) \int \frac{d^4x}{(4\pi)^2} \text{tr} F_{\mu\nu}^2 + \sum_{n=3}^{\infty} \frac{(n-3)!}{(m^2)^{n-2}} \int \frac{d^4x}{(4\pi)^2} \text{tr} a_n(x, x).$$

Here $a_n(x, x), n = 3, 4, 5, \cdots$ denote appropriate coefficient functions in the Schwinger-DeWitt expansion: explicitly, for the traces of the $a_3$- and $a_4$-terms, we have

$$\text{tr} a_3(x, x) = -\frac{1}{6} \text{tr} \left[ i \frac{2}{15} F_{\kappa\lambda} F_{\lambda\mu} F_{\mu\nu} - \frac{1}{20} (D_\kappa F_{\lambda\mu})(D_\kappa F_{\lambda\mu}) \right],$$ (2.12)

$$\text{tr} a_4(x, x) = \frac{1}{24} \text{tr} \left[ -\frac{1}{21} F_{\kappa\lambda} F_{\lambda\mu} F_{\mu\nu} + \frac{11}{420} F_{\kappa\lambda} F_{\mu\nu} F_{\lambda\nu} F_{\mu\mu} + \frac{2}{35} F_{\kappa\lambda} F_{\lambda\nu} F_{\mu\nu} + \frac{4}{35} F_{\kappa\lambda} F_{\mu\nu} F_{\nu\mu} + \frac{6}{35} F_{\kappa\lambda} F_{\mu\nu} F_{\nu\mu} + \frac{8}{105} F_{\kappa\lambda} (D_\mu F_{\nu\mu})(D_\mu F_{\nu\mu}) + \frac{1}{70} (D_\kappa D_\lambda F_{\mu\nu})(D_\lambda D_\kappa F_{\mu\nu}) \right],$$ (2.13)
where \( D_\lambda F_{\mu\nu} \equiv [D_\lambda, F_{\mu\nu}] \) and \( D_\kappa D_\lambda F_{\mu\nu} \equiv [D_\kappa, [D_\lambda, F_{\mu\nu}]] \), etc. Note that in these expressions for \( a_3(x, x) \) and \( a_4(x, x) \), we have not assumed that \( A_\mu(x) \) satisfies the classical equations of motion. We also comment that while this large mass expansion is rather simple to use, it is in fact an asymptotic expansion, and so its regime of useful applicability is restricted to the mass being large relative to \( \frac{1}{\rho} \) or \( \sqrt{B} \), respectively. See Sec. III and Sec. IV for comparisons of the large mass expansions (2.10) and (2.11) with our exact numerical answers.

There is another well-known approximation method to the one-loop effective action, the derivative expansion. The leading order of the derivative expansion corresponds to using the Euler-Heisenberg constant field result [13, 14, 15], but substituting the inhomogeneous fields for the homogeneous ones used to compute the Euler-Heisenberg effective action. This approximation is very simple to implement, and is expected to be a good approximation when the spacetime variation in the background gauge field strengths is sufficiently ‘slow’ so that we may regard their derivatives as small terms in the effective action. Subleading derivative expansion contributions can also be computed, but we will not consider them here. A systematic study of the validity range of this method is still lacking (although the Borel summability properties of the derivative expansion have been analyzed in a nontrivial soluble inhomogeneous QED example in [16]). We remark here that if the background gauge fields are genuinely non-Abelian (as in our Case 1), the convergence character of the related expansion – the so-called covariant derivative expansion [17, 18, 19, 20] – is less certain. In this paper we restrict ourselves to applying the derivative expansion with our quasi-Abelian backgrounds (1.2) only. In that case, the leading term in the derivative expansion is given by the Euler-Heisenberg formula [13, 14, 15]

\[
\tilde{\Gamma}_{DE}(\frac{m}{\sqrt{B}}) = - \int dr^3 \frac{r^3}{4} \int_0^\infty ds \frac{d^4x}{(4\pi)^2} \text{tr} F_{\mu\nu}^2 \left( \frac{E_1 s}{\sinh(E_1 s)} \frac{E_2 s}{\sinh(E_2 s)} - 1 + \frac{s^2}{6} (E_1^2 + E_2^2) \right) - \frac{1}{6} \ln \left( \frac{m}{\sqrt{B}} \right) \int \text{tr} F_{\mu\nu}^2,
\]

(2.14)

where \( \pm i E_1 \) and \( \pm i E_2 \) denote four eigenvalues of the \( 4 \times 4 \) matrix \( F = (F_{\mu\nu}) \), with

\[
E_1 = \frac{1}{2} \sqrt{\mathcal{F} - \sqrt{\mathcal{F}^2 - \mathcal{G}^2}}, \quad E_2 = \frac{1}{2} \sqrt{\mathcal{F} + \sqrt{\mathcal{F}^2 - \mathcal{G}^2}},
\]

(2.15)

where

\[
\mathcal{F} = \frac{1}{2} \text{tr} F_{\mu\nu} F_{\mu\nu}, \quad \mathcal{G} = \frac{1}{4} \epsilon_{\mu\nu\lambda\kappa} F_{\mu\nu} F_{\lambda\kappa}.
\]

(2.16)

Consult Sec. IV to see how the predictions based on this method fare against the accurate numerical calculations.
III. NON-ABELIAN BACKGROUNDS

A. Properties of the Background Fields

We consider here a family of radial background fields described by (1.1) and (1.3), which resemble the single instanton configuration. The parameter $\alpha$ is chosen to be in the range $|\alpha| \geq 1$, so that $A_\mu(x)$ is well-behaved at the origin $r = 0$. When $\alpha$ takes a negative value it is convenient to cast the function $H(r)$ in the form

$$H(r) = \frac{1}{1 + (r/\rho)^2|\alpha|},$$

(3.1)

Note that while our configuration with $\alpha = 1$ is simply the single instanton solution in the regular gauge [1], by choosing $\alpha = -1$ the single anti-instanton solution in the singular gauge is also obtained. In Fig. 1, we have plotted the shape of the background function $H(r)$ for several values of $\alpha$’s.

For the gauge field (1.1), the corresponding field strength tensor $F_{\mu\nu}$ is

$$F_{\mu\nu} = \frac{\tau^a}{2} \left( 4\eta_{\mu\nu a} \frac{H(H-1)}{r^2} + 2(x_\mu \eta_{\nu\lambda a} - x_\nu \eta_{\mu\lambda a}) \frac{x_\lambda}{r^4} \left[ 2H(H-1) + rH' \right] \right),$$

(3.2)

where $H' \equiv \frac{d}{dr}H(r)$. Alternatively, inserting the expression (1.3) for $H(r)$, we find

$$F_{\mu\nu} = \frac{\tau^a}{2} \left( -\eta_{\mu\nu a} - (x_\mu \eta_{\nu\lambda a} - x_\nu \eta_{\mu\lambda a}) \frac{x_\lambda}{r^2} (1 - \alpha) \right) \frac{4(r\rho)^{2\alpha}}{r^2(\rho^{2\alpha} + r^{2\alpha})^2}.$$  

(3.3)

Note that the field strength tensor $F_{\mu\nu}$ has a singularity at $r = 0$ when $|\alpha| < 1$, and the second part of (3.3), the part proportional to $(x_\mu \eta_{\nu\lambda a} - x_\nu \eta_{\mu\lambda a})x_\lambda$, vanishes if $\alpha = 1$ (i.e. for the single instanton solution). For these instanton-like radial background fields the corresponding classical action is readily evaluated:

$$\frac{1}{2} \int d^4x \text{tr} F^2_{\mu\nu} = 12\pi^2 \int_0^\infty \frac{dr}{r} \left[ r^2(H')^2 + 4H^2(H-1)^2 \right]$$

$$= 4\pi^2 \frac{1 + \alpha^2}{|\alpha|}.$$  

(3.4)

Note that this result does not depend on the scale parameter $\rho$, and has a minimum value when $\alpha = \pm 1$, i.e., for the single instanton or single anti-instanton solution.

For the general vector potential considered here, the topological winding number is

$$\frac{1}{32\pi^2} \varepsilon_{\mu\nu\lambda\tau} \int d^4x \text{tr} F_{\mu\nu} F_{\lambda\tau} = -\int_0^\infty dr \frac{d}{dr} (2H^3 - 3H^2) = \pm 1.$$  

(3.5)
FIG. 1: Plots of the radial profile function $H(r)$ appearing in the non-Abelian gauge field (1.1), as a function of $r/\rho$. We have drawn the cases with $\alpha = 1, 2, 3, 5$ in (a), and the cases with $\alpha = -1, -2, -3, -5$ in (b). Note that $H(r)$ behaves like a step function if $|\alpha|$ becomes very large, with the step localized at $r = \rho$.

This means that all the configurations corresponding to positive values of $\alpha$ belong to the class of winding number 1, and those corresponding to negative values of $\alpha$ to the class of winding number $-1$. Further, notice that self-dual configurations occur when

$$\frac{1}{2} \int d^4x \, \text{tr} \, F_{\mu\nu}^2 = \frac{1}{2} \int d^4x \, \text{tr} \, F_{\mu\nu} \tilde{F}_{\mu\nu},$$

which means $\alpha^2 = 1$, corresponding to the BPST instanton.
or anti-instanton for which $\alpha = \pm 1$.

**B. Large Mass Expansion**

Before delving into the exact calculation of the one-loop effective action, we first present the result of the large mass expansion. In our background fields we find for the traces of leading coefficient functions $a_3(x, x)$ and $a_4(x, x)$ (see (2.12) and (2.13)), the following explicit results:

\[
\int d^4x \, \text{tr} \, a_3 = \int_0^\infty \frac{dr}{\rho^2} \frac{r^{6\alpha-3}}{15 (1 + r^{2\alpha})^6} \left[ (10 - 13\alpha^2 - 33\alpha^4) + r^{2\alpha} \left( 5 + 20\alpha + 22\alpha^2 + 28\alpha^3 + 21\alpha^4 \right) + (\alpha \rightarrow -\alpha) \right], \tag{3.6}
\]

\[
\int d^4x \, \text{tr} \, a_4 = \int_0^\infty \frac{dr}{\rho^4} \frac{r^{8\alpha-5}}{210 (1 + r^{2\alpha})^8} \left[ 4r^{4\alpha}(1+\alpha)^2 \left( 28 + 112\alpha + 105\alpha^2 + 188\alpha^3 + 107\alpha^4 \right) - 8r^{2\alpha} \left( -91 - 273\alpha - 21\alpha^2 + 309\alpha^3 + 618\alpha^4 + 1164\alpha^5 + 694\alpha^6 \right) + \frac{1}{2} \left( 1337 - 5250\alpha^2 - 3399\alpha^4 + 11992\alpha^6 \right) + (\alpha \rightarrow -\alpha) \right]. \tag{3.7}
\]

Then, after performing the $r$-integration, the large-mass expansion for the one-loop effective action is seen to take the form (we here give the result for the quantity $\tilde{\Gamma}(m\rho)$, introduced in (2.8))

\[
\tilde{\Gamma}_{LM}(m\rho) = -\frac{(1 + \alpha^2)}{12|\alpha|} \ln (m\rho) + \frac{\pi (5 - 10\alpha^2 + 11\alpha^4 - 6\alpha^8)}{1800\alpha^8 \sin (\pi/\alpha)} \frac{1}{(m\rho)^2} + (\alpha^2 - 4)(\alpha^2 - 1) \times \frac{\pi (-140 + 35\alpha^2 - 378\alpha^4 - 317\alpha^6 + 120\alpha^8)}{88200\alpha^8 \sin (2\pi/\alpha)} \frac{1}{(m\rho)^4} + \cdots. \tag{3.8}
\]

Note that, for $|\alpha| = 1$ (or 2), taking the limit $|\alpha| \rightarrow 1$ (or $|\alpha| \rightarrow 2$) in the right hand side of (3.8) should be understood. This large mass expansion result (3.8) will be compared with the numerically determined effective action later.

We make a comment on the length scale parameter $\rho$ here. The modified effective action $\tilde{\Gamma}(m\rho)$ does not depend on the renormalization mass scale $\mu$, and so is a function only of the dimensionless combination $m\rho$. We may then set the size parameter $\rho = 1$ during the calculation, without loss of generality, and readily restore it in the final result.
C. Numerically Accurate Calculation of the Lower Angular Momentum Part

We now turn to our accurate effective action calculation based on (2.4). First consider the lower angular momentum part \( \Gamma_{J \leq J_L} \), given in (2.5). Note that, in the present backgrounds, the partial waves are specified by the quantum numbers \( J = (l, j, j_3, \bar{l}_3) \), as described in detail in Ref. [2]. We are working with isospin \( \frac{1}{2} \), so \( j = l \pm \frac{1}{2} \). Using the notation of [2], the radial Hamiltonian, representing \(-D^2\) in the given partial wave sector, assumes the form

\[
\mathcal{H}_{l,j} \equiv -D_{(l,j)}^2 = -\frac{\partial^2}{\partial r^2} - \frac{3}{r} \frac{\partial}{\partial r} + V_{l,j}
\]  
(3.9)

with

\[
V_{l,j}(r) = \frac{4l(l+1)}{r^2} + \left[ j(j+1) - l(l+1) - \frac{3}{4} \right] \frac{4H(r)}{r^2} + \frac{3H^2(r)}{r^2},
\]  
(3.10)

while in the absence of the background field

\[
\mathcal{H}_l^{\text{free}} \equiv -\partial^2_l = -\frac{\partial^2}{\partial r^2} - \frac{3}{r} \frac{\partial}{\partial r} + \frac{4l(l+1)}{r^2}.
\]  
(3.11)

The radial Hamiltonian is independent of the quantum numbers \( j_3 \) and \( \bar{l}_3 \); this introduces the degeneracy factor \((2j + 1)(2l + 1)\) in the partial wave sum below.

Having identified the relevant quantum numbers, the lower angular momentum part \( \Gamma_{J \leq J_L} \) can be written as (here, \( L \) serves as our partial wave cutoff)

\[
\Gamma_{J \leq J_L}(A; m) = \sum_{l=0}^{L} (2l + 1) \sum_{j=l-1/2}^{l+1/2} (2j + 1) \ln \left( \frac{\det(H_{l,j} + m^2)}{\det(H_l^{\text{free}} + m^2)} \right),
\]  
(3.12)

The ratio of two determinants in (3.12) is determined, according to the Gel’fand-Yaglom method [6, 7, 8], by the ratio of the asymptotic values of two wave functions as

\[
\frac{\det(H_{l,j} + m^2)}{\det(H_l^{\text{free}} + m^2)} = \lim_{R \to \infty} \left( \frac{\psi_{l,j}(R)}{\psi_l^{\text{free}}(R)} \right).
\]  
(3.13)

Here \( \psi_{l,j}(r) \) and \( \psi_l^{\text{free}}(r) \) denote the solutions to the radial differential equations

\[
(H_{l,j} + m^2) \psi_{l,j}(r) = 0,
\]  
(3.14)

\[
(H_l^{\text{free}} + m^2) \psi_l^{\text{free}}(r) = 0,
\]  
(3.15)

which have the same small-\( r \) behaviors, i.e.,

\[
r \to 0 : \quad \psi_{l,j}(r) \sim r^l, \quad \psi_l^{\text{free}}(r) \sim r^l.
\]  
(3.16)
Note that the solution to (3.15), which is the modified Bessel function
\[ \psi_{l}^{\text{free}}(r) = \frac{I_{2l+1}(mr)}{r}, \]
grows exponentially fast at large \( r \), as do the numerical solutions to (3.14) for the operators \( \mathcal{H}_{l,j} + m^2 \). Thus, numerically, it is advantageous to consider the ratio, \( \psi_{l,j}(r)/\psi_{l}^{\text{free}}(r) \), which stays finite for all \( r \). In fact, since we compute the logarithm of the determinant, we can directly consider the logarithm of the ratio:
\[ S_{(l,j)}(r) = \ln \frac{\psi_{l,j}(r)}{\psi_{l}^{\text{free}}(r)}, \] which also has a finite value in the large \( r \) limit. This function satisfies the differential equation
\[ \frac{d^2 S_{(l,j)}}{dr^2} + \left( \frac{d S_{(l,j)}}{dr} \right)^2 + \left( \frac{1}{r} + 2m \frac{I_{2l+1}(mr)}{I_{2l+1}(mr)} \right) \frac{d S_{(l,j)}}{dr} = U_{(l,j)}(r), \]
under the initial value boundary conditions
\[ S_{(l,j)}(r = 0) = 0 \quad \text{,} \quad S'_{(l,j)}(r = 0) = 0. \]
Noting that the eigenvalues of the total angular momentum \( j \) equal \( l \pm \frac{1}{2} \) for a given value of \( l \), it is convenient to combine the contributions \( S_{(l,l+\frac{1}{2})}(r) \) and \( S_{(l+\frac{1}{2},l)}(r) \), which come with the same degeneracy factor \((2l+1)(2l+2)\). With this understanding, it is possible to express the amplitude (3.12) in the form
\[ \Gamma_{J\leq l,J}(A;m) = \sum_{l=0,\frac{1}{2},1, \ldots} L (2l+1)(2l+2) P(l), \]
\[ P(l) = S_{(l,l+\frac{1}{2})}(\infty) + S_{(l+\frac{1}{2},l)}(\infty). \]
Here \( S_{(l,l+\frac{1}{2})}(\infty) \) and \( S_{(l+\frac{1}{2},l)}(\infty) \) denote the asymptotic (i.e., \( r \to \infty \)) limits to the solutions of the differential equations in (3.19) with the potentials
\[ V_{l,l+\frac{1}{2}}(r) = \frac{4l(l+1)}{r^2} + (4l+3) \frac{H(r)}{r^2} + 3 \frac{H(r)(H(r) - 1)}{r^2}, \]
and
\[ V_{l+\frac{1}{2},l}(r) = \frac{4l(l+1)}{r^2} + (4l+3) \frac{1 - H(r)}{r^2} + 3 \frac{(H(r) - 1)H(r)}{r^2}, \]
respectively.

Note that the potentials \( V_{l,l+1/2}(r) \) and \( V_{l+1/2,l}(r) \) have the same form except that \( H(r) \) in one expression gets replaced by \( (1 - H(r)) \) in the other. For \( H(r) \) given in (1.3), we have \( (1 - H(r)) = \frac{1}{1 + r^2 \alpha} \), while \( H(r) = \frac{1}{1 + r^2 \alpha} \); i.e., the same expression as \( (1 - H(r)) \) only with \( \alpha \) in the latter replaced by \(-\alpha\). Therefore, if we consider the effective action with the background parameter \( \alpha \) replaced by \(-\alpha\), the only change is that two potentials \( V_{l,l+1/2}(r) \) and \( V_{l+1/2,l}(r) \) are interchanged, and so the two quantities \( S_{(l,l+1/2)}(\infty) \) and \( S_{(l+1/2,l)}(\infty) \) in (3.23) are also interchanged. This shows that each partial wave contribution to the effective action with the background parameter \(-\alpha\) is the same as the one with the parameter \( \alpha \) and thus two effective actions with \( \alpha \) and with \(-\alpha\) have the same value. (This was true for the classical action also). Similar behaviors, concerning the cases with \( \alpha = \pm 1 \), were observed already in Ref. [1]. Based on this observation, consideration of the effective action for positive values of \( \alpha \) is sufficient.

The ODE system specified by (3.19)-(3.21) can easily be solved numerically. (With \( m = 0 \) and \( \alpha = \pm 1 \), analytic solution to this equation was found in [1]). In Fig. 2 we plot the solutions for a few cases. It clearly shows that the solutions approach constant values in the \( r \to \infty \) limit. In Fig. 3 we plot partial wave contributions with \( l = 0, 1/2, \cdots \) for \( m = 1 \) and \( \alpha = 2 \). Note that \( P(l) \sim O(1/l^4) \) when the angular momentum \( l \) becomes large. Since the degeneracy factor \((2l + 1)(2l + 2)\) is quadratic, this implies that \( \Gamma_{J \leq J_L} \) in (3.22) behaves as \( L^2 \) in the large \( L \) limit. This divergent behavior will be canceled when we add the higher angular momentum contribution.

**D. WKB Calculation of the Higher Angular Momentum Part**

We now calculate the higher angular momentum part \( \Gamma_{J > J_L} \), given in (2.6). This cannot be computed numerically (as we have done for \( \Gamma_{J \leq J_L} \)) because very large partial wave contributions lead naively to a divergent result and require careful renormalization to ensure a finite result. The large partial wave contribution depends on the regulating cutoff \( \Lambda \), whose effect must be identified and isolated for renormalization; and this cannot easily be done numerically. However, this quantity (incorporating renormalization) can be calculated *analytically* in a WKB-type asymptotic series, assuming that the partial wave cutoff \( J_L \) is large enough. Here the higher angular momentum sum of the partial wave heat kernel,
FIG. 2: Plots of $S_{l,l+1/2}(r)$ and $S_{l+1/2,l}(r)$ when $m = 1$ and $l = 10$. Note that the asymptotic values of $S_{l+1/2,l}(r)$ and $S_{l,l+1/2}(r)$ are roughly of the same magnitude but with opposite signs.

Now, as explained in [2], we may use the $\frac{1}{l}$ expansion for the modified radial proper-time Green function when $l$ is large. When $\tilde{\Delta}(r, r; s)$ is expanded in terms with increasing number of derivatives of the potential, the scaling is such that when the $l$ sum is approximated by

$$
\sum_{J > J_L} F_J(s) = \int_0^\infty dr \sum_{l = L + \frac{1}{2}}^\infty (2l + 1)(2l + 2) \left\{ \tilde{\Delta}_{(l,l+\frac{1}{2})}(r, r; s) + \tilde{\Delta}_{(l+\frac{1}{2}, l)}(r, r; s) - \tilde{\Delta}_{(l,l)}(r, r; s) - \tilde{\Delta}_{(l+\frac{1}{2}, l)}(r, r; s) \right\}.
$$

(3.26)
FIG. 3: Plots of partial wave contributions as a function of $l$ for the cases with $\alpha = 1, 2, 3, 4, 5$ (from the bottom) and $m = 1$.

the Euler-Maclaurin formula, this generates the large $L$ expansion. For a generic radial potential $V(r)$, this expansion has the following form:

\[
\tilde{\Delta}(r, r; s) = \frac{1}{\sqrt{4\pi s}} e^{-sV(r)} \left\{ 1 + \left( \frac{1}{12} s^3 (V'')^2 - \frac{1}{6} s^2 V'' \right) \right.
\]
\[
+ \left( \frac{1}{288} (V'')^4 s^6 - \frac{11}{360} (V'')^2 V'' s^5 + \frac{1}{40} (V'')^2 s^4 + \frac{1}{30} V'V''' s^4 - \frac{1}{60} V''^2 s^3 \right)
\]
\[
+ \left( \frac{(V'')^6 s^9}{10368} - \frac{17}{8640} (V'')^2 V'' s^8 + \frac{83(V'V'')^2 s^7}{10080} + \frac{1}{252} (V')^3 V''' s^7 - \frac{61}{5120} (V'')^3 s^6 \right)
\]
\[
- \frac{43}{2520} V''' V''(3) s^6 - \frac{5}{1008} (V'')^2 V''(4) s^5 + \frac{23}{5040} (V')^2 V''' s^5 + \frac{19}{2520} V''^2 V''(4) s^5
\]
\[
+ \frac{1}{280} V'(5) s^5 - \frac{1}{840} V''(6) s^4 \right\} + O\left( \frac{1}{l^8} \right). \quad (3.27)
\]

Note that the terms are collected according to the total number of derivatives on $V$. [In addition to the terms already calculated in (3.16) of [2], we have here included some higher order terms as well because they will be useful in finding the large $J_L$ expansion of $\Gamma_{J>l_L}$]. The large-$L$ series expression for $\Gamma_{J>l_L}$ can then be found by inserting (3.27) into (3.26) with the generic potential $V$ replaced by the potential $V_{l,j}$ or $V_{l}^{\text{free}}$ in (3.24) or (3.26). The summation over $l$ in (3.26) can be performed using the Euler-Maclaurin summation method. The result is tantamount to the systematic WKB series, as was shown in Ref. [2]. Since this procedure was described already in Appendix C of [2], we will not repeat it here. The
The final result in the present potential can be presented as a series of the form

\[ \Gamma_{J > J_L} = \int_0^\infty dr \left\{ Q_2(r)L^2 + Q_1(r)L + Q_{\log}(r)\ln L + Q_0(r) + Q_{-1}(r)\frac{1}{L} + \cdots \right\}, \]  

(3.28)

where

\[ Q_2(r) = \frac{8H(H - 1)}{r\sqrt{\tilde{r}^2 + 4}}, \]  

(3.29)

\[ Q_1(r) = \frac{8(3\tilde{r}^2 + 8)}{r(\tilde{r}^2 + 4)^{3/2}}H(H - 1), \]  

(3.30)

\[ Q_{\log}(r) = -\frac{1}{4r}\left(4H^2(H - 1)^2 + r^2H''\right), \]  

(3.31)

\[ Q_0(r) = \frac{1}{6r(\tilde{r}^2 + 4)^{3/2}} \left[ 4(3\tilde{r}^6 + 49\tilde{r}^4 + 236\tilde{r}^2 + 352)H^2(H - 1)^2 ight. \\
- 6(22\tilde{r}^6 + 157\tilde{r}^4 + 352\tilde{r}^2 + 384)H(H - 1) + 16r(\tilde{r}^4 + 5\tilde{r}^2 + 4)(2H - 1)H' \\
+ r^2(\tilde{r}^2 + 4)^2 \left\{ (3\tilde{r}^2 + 8)H^2 - 4(2H - 1)H'' \right\} - Q_{\log}(r)\ln \left( \frac{\mu r}{\sqrt{\tilde{r}^2 + 4} + 2} \right), \]  

(3.32)

\[ Q_{-1}(r) = \frac{1}{r(\tilde{r}^2 + 4)^{9/2}} \left[ 2(9\tilde{r}^6 + 36\tilde{r}^4 - 64\tilde{r}^2 - 256)H^2(H - 1)^2 ight. \\
+ (-6\tilde{r}^8 + 25\tilde{r}^6 + 368\tilde{r}^4 + 128\tilde{r}^2)H(H - 1) + 8r\tilde{r}^2(\tilde{r}^4 + 3\tilde{r}^2 - 4)(2H - 1)H' \\
- 2r^2(\tilde{r}^2 + 4)^2 \left\{ 2(\tilde{r}^2 + 2)H^2 + \tilde{r}^2(2H - 1)H'' \right\} \right], \]  

(3.33)

with \( \tilde{r} = \frac{mr}{L} \). The \( r \)-integration, with \( H(r) \) given in (1.3), can be performed numerically. The next higher order terms, which are quite lengthy and so are not given here, can also be calculated in a straightforward manner. In fact we have calculated the quantity \( \Gamma_{J > J_L} \) up to \( O(\frac{1}{L^4}) \)-terms, and the details of this calculation will be reported elsewhere \[21\].

**E. Results for the Total One-loop Effective Action**

Let us now put together the lower and higher angular momentum parts, (3.22) and (3.28) respectively, of the effective action, computed separately in the previous two subsections. Even if from the expression in (3.28) we keep only up to the terms of \( O(L^0) \) (i.e., up to the \( Q_0 \)-term in the integrand) and add it to the lower angular momentum part found numerically in the subsection C, we obtain a finite result in the limit of very large \( L \), with divergent contributions from the two parts canceling each other. However, for moderately large \( L \) the resulting sum shows dependence on the cutoff value \( L \). In other words, although the desired effective action should result if \( L \) is taken to be sufficiently large, the rate of convergence is quite slow (see Fig.4(a)). This causes a problem in numerical efficiency.
FIG. 4: We have plotted $L$-dependence of the sum of lower and higher angular momentum parts. In (a) the upper (black) dots denote the case with all $O\left(\frac{1}{L}\right)$ terms ignored in $\Gamma_{J>J_L}$, and slow convergence is evident. The lower (grey) squares the results after incorporating $O\left(\frac{1}{L}\right)$ corrections, show better convergence. In (b) the (grey) squares, (purple) crosses, (blue) stars and (red) dots represent the cases obtained after we incorporate $8\frac{1}{L^2}$, $\frac{1}{L^2}$, $\frac{1}{L^3}$ and $\frac{1}{L^4}$ corrections successively.

One can accelerate the convergence by using the Richardson extrapolation method as described, say, in Ref. [10], and this was in fact the method we used in the calculation of the instanton determinant in [1]. In this work we adopt a different, theoretically far more satisfying, approach to this problem. As we emphasized in Sec. [II] the effective action should not depend on the choice of our cutoff value $L$ if the exact results for both $\Gamma_{J \leq J_L}$
and $\Gamma_{J > J_L}$ were used. This implies that, leaving aside possible numerical inaccuracy in calculating $\Gamma_{J \leq J_L}$, the $L$-dependence in the sum for finite cutoff value $L$ is really due to our ignoring $\frac{1}{L}$-suppressed contributions in the WKB series [3.28]. So we can systematically improve the large $L$ limit by adding higher order terms in the $\frac{1}{L}$-series for the higher angular momentum part $\Gamma_{J > J_L}$. As we mentioned already, we have identified the $\frac{1}{L}$-series up to terms of $O(\frac{1}{L^4})$. When these higher-order terms of the $\frac{1}{L}$-series are utilized, the situation changes dramatically: this is exhibited in Fig. 4(b). From the figure we see that it is possible to achieve an $L$-independent result even for relatively lower and lower values of $L$ if we include higher and higher order terms in $\frac{1}{L}$ for the large angular momentum part. Even $L \sim 10$ produces good convergence. This reduces the number of numerical computations to be done in the low partial wave piece [3.22]. Thus, use of the systematic WKB series for $\Gamma_{J > J_L}$ plays a pivotal role in reducing the computer time in our calculation.

By the above procedure we have evaluated with high precision the renormalized effective action in given non-Abelian radial backgrounds. The results are shown in Fig. 5. In Fig. 5 we plot (as a function of $m\rho$) our numerically accurate results for the modified effective action.
\(\tilde{\Gamma}\), defined in (2.8), with the choices \(\alpha = 1, 2, 3, 4, 5\) for the shape parameter in the radial profile function \(f(r)\) in (1.3). We also plot, with solid lines, the predictions for the same quantity based on the large mass expansion (considered up to the order \(\frac{1}{(m\rho)^4}\)). The large mass expansion is generally quite good when \(m\rho\) is large. But the validity range of the large mass expansion varies with the value of \(\alpha\); as \(\alpha\) becomes large, the large mass expansion is reliable only when \(m\rho\) is significantly larger than the corresponding value of \(m\rho\) with small \(\alpha\). This is understandable, for the ‘small’ quantity in the large mass expansion is really the ratio of typical values of the fields and the derivatives of fields to the mass. The derivatives have larger values when \(\alpha\) becomes large, and thus the ratio becomes small only when the mass has a comparatively larger value.

**TABLE I: Table of two parameters in (3.34) for the five different values of \(\alpha = 1, 2, 3, 4, 5\).**

| \(\alpha\) | 1    | 2    | 3    | 4    | 5    |
|-----------|------|------|------|------|------|
| \(A_1\)  | 0.145873 | 0.129759 | 0.113632 | 0.082787 | 0.037283 |
| \(A_2\)  | 0.499(17) | 0.305(81) | 0.291(68) | 0.292(11) | 0.295(03) |

We now comment on the case with \(m = 0\). In this case our numerical approach is not directly applicable. Solutions to (3.19), \(S_{(l,l+1/2)}(r)\) and \(S_{(l+1/2,l)}(r)\), behave like \(\ln r\) and \(-\ln r\) in the \(r \to \infty\) limit, so the sum is finite. Analytic solutions to these equations, for the case of \(\alpha = 1\), can be found in [1]. In this instanton case, the \(m \to 0\) limit was shown to be smooth, and furthermore to reproduce exactly 't Hooft’s analytic massless result. We have found here that for other values of \(\alpha\), the \(m \to 0\) limit is once again smooth, and from the numerical values of the effective action for \(m = \frac{1}{100}, \frac{2}{100}, \cdots, \frac{10}{100}\), we have found the following numerical extrapolations. In the case of \(\alpha = 1\) the extrapolation is

\[
\tilde{\Gamma}(m) = A_1 + A_2 m^2 \ln m = 0.145873(29) + 0.499(17)m^2 \ln m \tag{3.34}
\]

In this case, analytic expressions for two leading coefficients in the small mass expansions are known, with the results: \(A_1 = -\frac{17}{72} + \frac{1}{6}(1 - \ln 2) - 2\zeta'(-1) \approx 0.14587331 \cdots [8];\) and \(A_2 = \frac{1}{2}\) [2, 22]. Note the remarkable agreement between these analytic results and the numerical extrapolation in (3.34). Numerically determined (through extrapolation) values of \(A_1\) and \(A_2\) for the cases with other values of \(\alpha\) are presented in Table I. We have not yet found
simple analytic expressions for these leading small mass terms, although we suspect this should be possible.

IV. QUASI ABELIAN BACKGROUND FIELDS

In this section we consider the cases of quasi Abelian background fields, where an Abelian gauge field is embedded in the SU(2) Yang-Mills gauge fields. Using an appropriate isospin rotation we can take the non-vanishing components only in the 3rd direction. Then the vector potential can be written as in (1.2), and we take the radial profile function \( g(r) \) in the step-like form (1.4). Recall that there are three arbitrary parameters \( \beta, \xi_0, \) and \( B \). When \( \beta = 0 \) it corresponds to the case of uniform field strength studied in [2]. When \( \beta \neq 0 \), this potential describes a bubble shape with a radius \( R_0 = \xi_0/\sqrt{B} \), and the dimensionless parameter \( \beta \) is related to the thickness of the bubble. Illustrative graphs of the radial function \( g(r) \) for various values of \( R_0 \) are drawn in Fig.6.

The field strength tensor of the quasi Abelian gauge fields is

\[
F_{\mu\nu} = -2\eta_{\mu\nu\lambda\kappa} \hat{u}_\lambda g(r) r^3 + \frac{2\lambda}{r} (x_\mu \eta_{\nu\lambda\kappa} - x_\nu \eta_{\mu\lambda\kappa}) \hat{u}_\lambda g'(r) r^3,
\]

(4.1)

The classical action can be evaluated as

\[
\frac{1}{2} \int d^4 x \, tr \, F_{\mu\nu}^2 = 4\pi^2 \int_0^\infty dr \, r^3 \left[ 8g(r)^2 + 4rg'(r)g(r) + r^2g'(r)^2 \right]
\]

\[
= \frac{20\pi^2}{\beta^4} \left( PolyLog(3, -e^{2R_0}) - PolyLog(5, -e^{2R_0}) \right).
\]

(4.2)

(4.3)

In the large \( R_0 \) limit, this quantity can be approximated as

\[
\frac{1}{2} \int d^4 x \, tr \, F_{\mu\nu}^2 \approx \frac{20\pi^2}{\beta^4} \left( \frac{4}{3} R_0^5 + \frac{10}{9} (\pi^2 - 6) R_0^3 + \frac{1}{36} (7\pi^4 - 60\pi^2) R_0 + \ldots \right)
\]

(4.4)

We turn to the evaluation of the one-loop effective action. When the background function is given in the form (1.4), based on dimensional considerations, we may cast the renormalized action into the form (2.9), and so simply compute \( \tilde{\Gamma} \left( m/\sqrt{B} \right) \). Furthermore, since \( \tilde{\Gamma} \left( m/\sqrt{B} \right) \) is a function just of \( \frac{m}{\sqrt{B}} \), we may set \( B = 1 \) hereafter, and it can be restored later.
FIG. 6: Plots of the function $g(r)$ (in units of $B$) for various values of $R_0$ and $\beta$. In (a), plots are drawn for $R_0 = 1, 2, 3, 5, 10$ with fixed $\beta = 1$. In (b), plots are drawn for $\beta = 5, 2, 1, 1/2, 1/5$ when $R_0 = 3$

A. Large Mass and Derivative Expansions

In the large mass expansion as given by (2.11), the modified effective action $\tilde{\Gamma}(m)$ can be approximated by

$$\tilde{\Gamma}(m)_{\text{LM}} = \tilde{\Gamma}^{(0)}_{\text{LM}} \ln m + \tilde{\Gamma}^{(2)}_{\text{LM}} \frac{1}{m^2} + \tilde{\Gamma}^{(4)}_{\text{LM}} \frac{1}{m^4} + \cdots,$$

(4.5)

where

$$\tilde{\Gamma}^{(0)}_{\text{LM}} = -\frac{1}{12} \int_0^{\infty} dr r^3 \left(8g(r)^2 + 4rg(r)g'(r) + r^2g'(r)^2\right),$$

(4.6)
\[ \tilde{\Gamma}_{LM}^{(2)} = \frac{1}{720} \int_0^\infty dr \left[ 24r^2 g(r) \left( 15g'(r) + r \left( 9g''(r) + rg''(r) \right) \right) 
+ r^3 \left( 221g'(r)^2 + 9r^2g''(r)^2 + 2rg'(r) \left( 71g''(r) + 6rg''(r) \right) \right) \right] \] (4.7)

\[ \tilde{\Gamma}_{LM}^{(4)} = \frac{1}{10080} \int_0^\infty dr \left[ -2688r^3 g(r)^4 - 540g(r)g'(r)^2 - 2688r^4g'(r)g''(r) + 595rg'(r)^2 
- 1456r^3g'(r)^2g''(r)^2 - 392r^6g(r)g'(r)^3 - 49r^7g'(r)^4 + 540rg(r)g''(r) 
+ 4480r^2g'(r)g''(r) + 1837r^3g''(r)^2 + 1620r^2g(r)g''(r) 
+ 2356r^3g'(r)g''(r) + 830r^4g''(r)g''(r) + 37r^5g''(r)^2 + 504r^3g(r)g''(r) 
+ 380r^4g'(r)g''(r) + 52r^5g''(r)g''(r) + 18r^4(2g(r) + rg'(r))g''(r) \right] \] (4.8)

For \( g(r) \) given by the form (4.1) it is straightforward to evaluate numerically the integrals in (4.6), (4.7) and (4.8).

There is another well-known approximation method – the derivative expansion. The leading term in this expansion is given in (2.14), where \( \pm iE_1 \) and \( \pm iE_2 \) are four different eigenvalues of the matrix \( F = (F_{\mu\nu}) \), and in this quasi-Abelian case, can be expressed in terms of the function \( g(r) \) as

\[ E_1 = 2g(r) \quad , \quad E_2 = 2g(r) + r \frac{d g(r)}{d r} \] (4.9)

For the derivative expansion, one may thus insert the results (4.9) into our formula (2.14) and evaluate numerically the \( r \) and \( s \) integrals. This is also straightforward. These large mass and derivative expansion approximations will be compared with the exact results below.

**B. Numerically Accurate Calculation of the Lower Angular Momentum Part**

When the gauge vector fields have the form (1.2), the partial waves are specified by the quantum numbers \( J = (l, l_3, t_3, \tilde{t}_3) \). The radial Hamiltonian becomes

\[ \mathcal{H}_{l,l_3,t_3} \equiv -D_{l,l_3,t_3}^2 + 8g(r)l_3t_3 + r^2g(r)^2 \] (4.10)

Note that this Hamiltonian does not change when we simultaneously change the sign of \( t_3 \) and \( l_3 \). Using this symmetry we can set \( t_3 = 1/2 \) without loss of generality. Then the first (lower angular momentum) part of the renormalized action can be written as

\[ \Gamma_{J<J_L}(A;m) = 2 \sum_{l=0}^{L} (2l+1) \sum_{l_3=-l}^{l} \ln \left( \frac{\det(H_{l,l_3,1/2} + m^2)}{\det(H_{l}^{\text{free}} + m^2)} \right) . \] (4.11)
As in the case of Sec. III the ratio of two determinants is determined by the asymptotic value of the function

\[ S_{l,l_3}(r) = \ln \frac{\psi_{l,l_3}(r)}{\psi_l^{\text{free}}(r)} \]  

which satisfies the following differential equation

\[ \frac{d^2 S_{l,l_3}}{dr^2} + \left( \frac{dS_{l,l_3}}{dr} \right)^2 + \left( \frac{1}{r} + 2m \frac{I_{l_2+1}'}{I_{l_2+1}} (mr) \right) \frac{dS_{l,l_3}}{dr} = U_{l,l_3}(r), \]  

with boundary conditions

\[ S_{l,l_3}(0) = S'_{l,l_3}(0) = 0. \]

The potential term \( U_{l,l_3}(r) \) in (4.13) is given by

\[ U_{l,l_3}(r) = 4l_3g(r) + r^2(g(r))^2. \]  

This differential equation (4.13) can be solved numerically. For the case with \( \beta = 1 \) and \( R_0 = 3 \), we plot the solutions of (4.13) with \( l_3 = -4, -3, \ldots, 3, 4 \) when \( l = 4 \) in Fig. 7.

For a given \( l \), after summing all the values with \( l_3 = -l, \ldots, l \), we get the partial wave contributions:

\[ P(l) = \sum_{l_3=-l}^{l} S_{l,l_3}(\infty). \]  

For large \( l \) we find \( P(l) \) behaving like \( \frac{1}{l} \).
C. WKB Calculation of the Higher Angular Momentum Part

To compute the renormalized effective action we must identify the higher angular momentum part. The leading contributions in the large angular momentum limit is written in the form (3.28). We present some of them in explicit forms:

\( Q_2(r) = -\frac{8r^3g^2}{3\sqrt{r^2 + 4}} \), \hspace{1cm} (4.17)

\( Q_1(r) = -\frac{2r^3(3\tilde{r}^2 + 8)}{(\tilde{r}^2 + 4)^{3/2}} g^2 \), \hspace{1cm} (4.18)

\( Q_{\log}(r) = -\frac{r^3}{12} \left( 8g^2 + 4r gg' + r^2 g'^2 \right) \), \hspace{1cm} (4.19)

\( Q_0(r) = \frac{r^3}{90(\tilde{r}^2 + 4)^{7/2}} \left[ 12r^4(5\tilde{r}^4 + 28\tilde{r}^2 + 32)g^4 - 30(9\tilde{r}^6 + 47\tilde{r}^4 + 40\tilde{r}^2 + 64)g^2 
+ 20r(3\tilde{r}^6 + 32\tilde{r}^4 + 88\tilde{r}^2 + 32)gg' + 5r^2(\tilde{r}^2 + 4)^2 \left\{ (3\tilde{r}^2 + 8)g'^2 - 8gg'' \right\} \right] 
- Q_{\log}(r) \ln \left( \frac{\mu r}{\sqrt{\tilde{r}^2 + 4 + 2}} \right) \), \hspace{1cm} (4.20)

\( Q_{-1}(r) = \frac{r^3}{4(\tilde{r}^2 + 4)^{9/2}} \left[ 6r^4(\tilde{r}^2 + 4)g^4 - (4r^8 + 7r^6 + 48r^4 + 1152r^2 + 1024)g^2 
- 16r(\tilde{r}^6 + 15\tilde{r}^4 + 52\tilde{r}^2 + 32)gg' - 4r^2(\tilde{r}^2 + 4)^2 \left\{ (\tilde{r}^2 + 2)g'^2 + \tilde{r}^2 gg'' \right\} \right] \), \hspace{1cm} (4.21)

with \( \tilde{r} = \frac{mr}{L} \). Higher order terms will be presented in [21].

D. Results for the Total One-loop Effective Action

As in the non-Abelian case treated in Sec. IIA, the large \( L \) divergence of the numerical results for the low partial wave contribution is canceled by the large \( L \) divergence in (3.28), found analytically from radial WKB. The combination of these lower and higher angular momentum parts is then \( L \)-independent in the large \( L \) limit, as we have seen in the last section. In Fig. 8 we plot the effective action for various values of the parameters \( m, R_0 \) with fixed value of \( \beta = 1 \).

In Fig. 9 we plot the effective action for various values of the parameters \( m, \beta \) with fixed value of \( R_0 = 0 \). Its large mass expansion and its derivative expansion are drawn together for comparison. Clearly, the derivative expansion becomes more accurate when the parameter \( \beta \), which represents of the derivative scale of the background function \( g(r) \), becomes smaller. Note that the result of leading derivative expansion with \( R_0 = 0 \) becomes independent of \( \beta \) when it is multiplied by \( \beta^4 \). Further note that the derivative expansion is generally much
FIG. 8: Plots of the effective action for different $R_0$ values, i.e., $R_0 = 0$ in (a), $R_0 = 3$ in (b), $R_0 = 5$ in (c), and $R_0 = 10$ in (d), assuming $\beta = 1$. The solid line in each figure denotes the result of the derivative expansion of the effective action while the dashed line denotes the result based on the large mass expansion.

better than the large mass expansion for smaller values of $m$. This is despite the fact that we have just used the very leading order of the derivative expansion [2,14], in which we simply take the Euler-Heisenberg constant field result, and then replaced the constant fields by their inhomogeneous forms in the effective Lagrangian. The superiority of the derivative expansion is because the derivative expansion is in fact a resummed version of the large mass expansion – the large mass expansion is an expansion both in powers of the field and in derivatives of the field, while the derivative expansion is just an expansion in derivatives of the field, with all terms in the large mass expansion not involving derivatives having been resummed. This difference is clearly reflected in the plots shown in Fig. 8.
FIG. 9: Plot of the effective action multiplied by $\beta^4$ as a function of $m$ when $R_0 = 0$. The (blue) dots, (red) diamonds, (grey) squares and (brown) crosses denote the numerical values for $\beta = \frac{1}{3}$, $\beta = \frac{1}{2}$, $\beta = 1$ and $\beta = 2$, respectively. Each of dashed lines denotes the associated large mass expansion. The solid line denotes the leading derivative expansion which is independent of $\beta$ when $R_0 = 0$.

V. CONCLUSIONS

To conclude, we have presented explicit computations of the renormalized one loop effective action for gauge field backgrounds that possess a radial symmetry, such that the associated spectral problem can be decomposed into partial waves. We considered one class of non-Abelian backgrounds, and another class of quasi-Abelian backgrounds, each characterized by a radial profile function. The computation has been performed using the partial wave cutoff method developed in [1, 2], and we have further refined the numerical efficiency and precision by including higher order terms in the analytic radial WKB expression for the large partial wave contribution. The main conclusion is that the method works very efficiently and simply. With the incorporation of these higher order analytic terms, the numerical part of the computation is simplified because we do not need to take such high partial waves in the numerical computations. The method is not much more complicated to implement than the derivative expansion or the large mass expansion, and is much more accurate,
especially in probing the small mass region. So, we can now reliably compute the renormalized determinant of any fluctuation problem whenever there is a radial symmetry. This method has now been tested successfully in gauge theories and in self-interacting scalar field theories. The physical renormalization conditions are quite different in these various theories, but the WKB analysis correctly encodes the renormalization physics in each case. The method has also motivated a recent extension of the Gel’fand-Yaglom theorem (for the determinant of ordinary differential operators), to partial differential operators that are radially separable.

An important generalization is to fermion fields. This can be done by converting the fermion problem to second order form, and then using the scalar method we have described here. Aspects of this idea have been addressed in various approximation schemes; however, it should be possible to develop a more direct and numerically exact fermionic approach, along the lines of the scalar partial wave cutoff method described here. Finally, while the method is restricted to backgrounds for which the fluctuation spectral problem is separable into partial waves, this includes a relatively large class of physically interesting cases, such as vortices, monopoles, and instantons.

Acknowledgments

GD thanks the DOE for support through grant DE-FG02-92ER40716. The work of CL was supported by the Korea Science Foundation ABRL program (R14-2003-012-01002-0).

[1] G. V. Dunne, J. Hur, C. Lee and H. Min, “Precise quark mass dependence of instanton determinant,” Phys. Rev. Lett. 94, 072001 (2005) [arXiv:hep-th/0410190]; “Calculation of QCD instanton determinant with arbitrary mass,” Phys. Rev. D 71, 085019 (2005) [arXiv:hep-th/0502087].

[2] G. V. Dunne, J. Hur and C. Lee, “Renormalized effective actions in radially symmetric backgrounds. I: Partial wave cutoff method,” Phys. Rev. D 74, 085025 (2006) [arXiv:hep-th/0609118].

[3] G. ‘t Hooft, “Computation of the quantum effects due to a four-dimensional pseudoparticle,” Phys. Rev. D 14, 3432 (1976) [Erratum-ibid. D 18, 2199 (1978)].
[4] A. A. Belavin, A. M. Polyakov, A. S. Shvarts and Yu. S. Tyupkin, “Pseudoparticle solutions of the Yang-Mills equations,” Phys. Lett. B 59, 85 (1975).

[5] G. V. Dunne, J. Hur, C. Lee and H. Min, “Instanton determinant with arbitrary quark mass: WKB phase-shift method and derivative expansion,” Phys. Lett. B 600, 302 (2004) [arXiv:hep-th/0407222].

[6] I. M. Gelfand and A. M. Yaglom, “Integration in functional spaces and it applications in quantum physics,” J. Math. Phys. 1, 48 (1960); S. Levit and U. Smilansky, “A Theorem on Infinite Products of Eigenvalues of Sturm-Liouville Type Operators”, Proc. Am. Math. Soc. 65, 299 (1977); R. Forman, “Functional Determinants and Geometry”, Invent. Math. 88, 447 (1987); K. Kirsten and A. J. McKane, “Functional determinants by contour integration methods,” Annals Phys. 308, 502 (2003) [arXiv:math-ph/0305010].

[7] H. Kleinert, Path Integrals in Quantum Mechanics, Statistics, Polymer Physics, and Financial Markets, (World Scientific, Singapore, 2004).

[8] G. V. Dunne, “Functional Determinants in Quantum Field Theory,” arXiv:0711.1178 [hep-th], to appear in J. Phys. A.

[9] O. K. Kwon, C. Lee and H. Min, “Massive field contributions to the QCD vacuum tunneling amplitude,” Phys. Rev. D 62, 114022 (2000) [arXiv:hep-ph/0008028].

[10] C. M. Bender and S. A. Orszag, Advanced Mathematical Methods for Scientists and Engineers, (McGraw-Hill Inc., New York, 1978).

[11] C. Lee, T. Lee and H. Min, “Generalized Schwinger-DeWitt Expansions and Effective Field Theories”, Phys. Rev. D 39, 1701 (1989).

[12] V. A. Novikov, M. A. Shifman, A. I. Vainshtein and V. I. Zakharov, “Calculations In External Fields In Quantum Chromodynamics: Technical Review,” Fortsch. Phys. 32, 585 (1984).

[13] W. Heisenberg and H. Euler, “Consequences of Dirac’s theory of positrons,” Z. Phys. 98, 714 (1936); English translation available at [arXiv:physics/0605038]; J. S. Schwinger, “On gauge invariance and vacuum polarization,” Phys. Rev. 82, 664 (1951).

[14] M. R. Brown and M. J. Duff, “Exact Results For Effective Lagrangians,” Phys. Rev. D 11, 2124 (1975).

[15] For a recent review, see: G. V. Dunne, “Heisenberg-Euler effective Lagrangians: Basics and extensions,” arXiv:hep-th/0406216, in Ian Kogan Memorial Collection, From Fields to Strings: Circumnavigating Theoretical Physics, M. Shifman et al (Eds) (World Scientific, Singapore,
[16] D. Cangemi, E. D’Hoker and G. V. Dunne, “Effective energy for QED in (2+1)-dimensions with semilocalized magnetic fields: A Solvable model,” Phys. Rev. D 52, 3163 (1995) [arXiv:hep-th/9506085]; G. V. Dunne and T. M. Hall, “Borel summation of the derivative expansion and effective actions,” Phys. Rev. D 60, 065002 (1999) [arXiv:hep-th/9902064].

[17] H. Leutwyler, “Constant Gauge Fields And Their Quantum Fluctuations,” Nucl. Phys. B 179, 129 (1981).

[18] A. Yildiz and P. H. Cox, “Vacuum Behavior in Quantum Chromodynamics,” Phys. Rev. D 21, 1095, (1980).

[19] T. D. Gargett and I. N. McArthur, “Derivative expansion of one-loop effective actions for Yang-Mills fields,” J. Math. Phys. 39, 4430 (1998).

[20] L. L. Salcedo, “Covariant derivative expansion of the heat kernel,” Eur. Phys. J. C 37, 511 (2004) [arXiv:hep-th/0409140].

[21] J. Hur and H. Min, “in preparation”.

[22] R. D. Carlitz and D. B. Creamer, “Light Quarks And Instantons,” Annals Phys. 118, 429 (1979).

[23] A. W. Wipf, “Tunnel Determinants,” Nucl. Phys. B 269, 24 (1986).

[24] J. Baacke and G. Lavrelashvili, “One-loop corrections to the metastable vacuum decay,” Phys. Rev. D 69, 025009 (2004) [arXiv:hep-th/0307202].

[25] G. V. Dunne and H. Min, “Beyond the thin-wall approximation: Precise numerical computation of prefactors in false vacuum decay,” Phys. Rev. D 72, 125004 (2005) [arXiv:hep-th/0511156].

[26] G. V. Dunne and Q. h. Wang, “Fluctuations about cosmological instantons,” Phys. Rev. D 74, 024018 (2006) [arXiv:hep-th/0605176].

[27] G. V. Dunne and K. Kirsten, “Functional determinants for radial operators,” J. Phys. A. 39, 11915 (2006), [arXiv:hep-th/0607066].

[28] L. Carson, X. Li, L. D. McLerran and R. T. Wang, “Exact Computation Of The Small Fluctuation Determinant Around A Sphaleron,” Phys. Rev. D 42, 2127 (1990).

[29] J. Baacke and S. Junker, “Quantum fluctuations around the electroweak sphaleron,” Phys. Rev. D 49, 2055 (1994) [arXiv:hep-ph/9308310]; “Quantum fluctuations of the electroweak sphaleron: Erratum and addendum,” Phys. Rev. D 50, 4227 (1994) [arXiv:hep-th/9402078].
[30] G. Isidori, G. Ridolfi and A. Strumia, “On the metastability of the standard model vacuum,” Nucl. Phys. B 609, 387 (2001) [arXiv:hep-ph/0104016].

[31] Y. Burnier and M. Shaposhnikov, “One-loop fermionic corrections to the instanton transition in two dimensional chiral Higgs model,” Phys. Rev. D 72, 065011 (2005) [arXiv:hep-ph/0507130].