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Abstract—Human activity recognition has become an attractive research area with the development of on-body wearable sensing technology. With comfortable electronic-textiles, sensors can be embedded into clothing so that it is possible to record human movement outside the laboratory for long periods. However, a long-standing issue is how to deal with motion artifact introduced by movement of clothing with respect to the body. Surprisingly, recent empirical findings suggest that cloth-attached sensor can actually achieve higher accuracy of activity recognition than rigid-attached sensor, particularly when predicting from short time-windows. In this work, a probabilistic model is introduced in which this improved accuracy and responsiveness is explained by the increased statistical distance between movements recorded via fabric sensing. The predictions of the model are verified in simulated and real human motion capture experiments, where it is evident that this counterintuitive effect is closely captured.

I. INTRODUCTION

Human motion analysis is critical in a wide range of research areas, from human–robot interaction [1] to physical rehabilitation and medical care [2]. Recently, the development of electronic textiles (e-textiles) has made it possible to embed sensors into garments [3]. This has major advantages, such as being able to ensure the wearer’s comfort by unobtrusive sensing and allowing the capture of natural behaviour [4].

However, one of the issues with clothing-embedded sensing is the additional motion of the fabric movement with respect to the body (see Fig. 1). The prevailing view is that this motion needs to be treated as noise that should be eliminated. For this purpose, several approaches to remove or limit it have been suggested, such as (i) ensuring a rigid attachment between sensor and body [5], (ii) supervised errors-in-variables regression [6], (iii) unsupervised latent space learning [7], and (iv) difference mapping distributions [8]. However, several recent work focus on fabric motion: (i) Michael and Howard [9] found that fabric motion may actually assist human motion analysis, particularly in activity recognition (AR) (ii) Jayasinghe, Harwin, and Hwang [10] that discovered movement of clothing can be useful to describe human daily activities (walking, running, sitting, and riding a bus) and gait analysis [11]. But this phenomenon so far lacks a satisfactory theoretical explanation or model.

To this end, this paper proposes a probabilistic framework as a basis for understanding this phenomenon. A probabilistic model is introduced in which it can be shown that statistical distance measures such as the Kolmogorov-Smirnov (KS) test imply that stochastic fabric movements lead to greater discriminative ability. The predictions of the model are verified in a set of simulated and real human motion capture experiments, where it is evident that sensors loosely-attached through fabric yield greater accuracy than rigidly attached ones especially when making predictions under tight time constraints. Despite the simplicity of the model, the results show it is surprisingly accurate at capturing this phenomenon in a variety of conditions, suggesting it could be a useful tool in the design and analysis of motion capture systems using ordinary garments to enjoy their comfort and user-acceptability.

II. PROBABILISTIC MODELLING FRAMEWORK

The following introduces the proposed framework and presents a worked example of its application to a simple movement classification task.

A. Problem Definition

Activity recognition is defined as the classification of movements into a number of discrete categories of activity (e.g., walking, running, etc.) based on motion data. For simplicity, in the following, it is assumed that the latter, Y,
consists of $N$ measurements of the absolute position of a point $p_y$ on a garment, collected over an extended duration of time, at a regular sampling frequency. In AR, each data point also contains a label $c \in \{0, 1\}$ corresponding to the category of movement, so $\mathcal{Y} = \{(y_1, c_1), \ldots, (y_N, c_N)\}$. This is contrasted with so-called rigid data $\mathcal{U}$, recorded under the same conditions, except that the sensor is rigidly attached to the moving body. The goal of AR is to train a classifier on $\mathcal{Y}$ such that, when presented with (previously unseen) movement data $y^*$, the corresponding class label $c^*$ can be accurately predicted.

Previous studies have provided empirical evidence that, contrary to expectations, AR performance is improved when using data from loose fitting garments [9]. This paper tests the hypothesis that this effect is due to artefacts introduced by the motion of the fabric, thereby simplifying the task of distinguishing between movement categories.

B. Probabilistic Model of Fabric Motion

The effect of fabric motion on the data $\mathcal{Y}$ is subject to a high degree of uncertainty, arising from challenges in estimating the fabric’s physical properties and the resultant movement complexity. To deal with this, it is proposed to model the data generation process through stochastic methods.

Specifically, the position $y$ of the point $p_y$ on the fabric at any given time is modelled as the stochastic process consisting of the corresponding position $\mathcal{U}$ of a point $p_u$ on the rigid body plus a random offset $\delta$ introduced by the fabric motion. In the univariate case, this can be written as

$$Y = U + \Delta$$  \hspace{1cm} (1)$$

where $y(t) \sim Y$, $u(t) \sim U$ and $\delta(t) \sim \Delta$.

The key to determining whether the fabric movement is beneficial to AR is to understand the effect of $\Delta$ on the statistical distance between movement classes [12]. Specifically, a condition for improved classification performance is a greater statistical distance in data distribution between movement classes in $\mathcal{Y}$ compared to $\mathcal{U}$, i.e.,

$$D(Y_{c=0}, Y_{c=1}) > D(U_{c=0}, U_{c=1})$$  \hspace{1cm} (2)$$

where $Y_{c=0}$ is the distribution of fabric data for movement class $c = 0$, $Y_{c=1}$ is the same for movement class $c = 1$, $U_{c=0}$ and $U_{c=1}$ are the equivalent distributions for rigid data, and $D(\cdot, \cdot)$ is a suitable metric in the probability space. For the latter, several choices are available (e.g., Kullback-Leibler (KL) divergence or Jensen-Shannon (JS) divergence). In the following, the KS metric is used [13]

$$D(Y_{c=0}, Y_{c=1}) = \sup |F(Y_{c=0}) - F(Y_{c=1})|$$

$$D(U_{c=0}, U_{c=1}) = \sup |F(U_{c=0}) - F(U_{c=1})|$$  \hspace{1cm} (3)$$

where $F(\cdot)$ denotes the cumulative distribution function (CDF) of a random variable. Note that, KS is chosen since the range of possible fabric positions may differ depending on the movement, meaning that $Y_{c=0}$ and $Y_{c=1}$ occupy different probability spaces, preventing measures such as KL or JS from being computed. In the next section, a simple worked example is presented to illustrate the effect of fabric motion on activity recognition predicted by this model.

C. Example: Oscillatory Motion

Consider the problem of movement analysis for a one dimensional, scotch yoke mechanism using data from a sensor mounted on an inextensible piece of fabric attached to the mechanism (see Fig. 2(a)). Here, an AR task might involve classifying a set movements of the rigid body (e.g., those with different frequencies) from raw positional data.

![Fig. 2: (a) A scotch yoke mechanism with a piece of fabric attached. Sensors are affixed at $p_u$ (the tip of the sliding yoke) and $p_y$ (the tip of the fabric). (b) Simulated signals of the sensors from this model ($zL = 0.3$).](image)

In this system, the horizontal position of the rigid body (point $p_u$) over time is simple harmonic motion [14], i.e.,

$$u(t) = a \sin(\omega t + \psi)$$  \hspace{1cm} (4)$$

where $a$ is the amplitude, $\omega$ is the frequency (equivalently, the angular speed of the rotary wheel of the mechanism) and $\psi$ is the phase (equivalently, the starting angle of the wheel) and (without loss of generality) it is assumed $a = 1$. In this system, samples of the rigid body position follow a beta distribution

$$U \sim B\left(\frac{1}{2}, \frac{1}{2}\right).$$  \hspace{1cm} (5)$$

As the rigid body moves, the fabric will move alongside it, but undergo additional motion due to the complex fabric dynamics according to (1). In general, the nature of the fabric motion will depend on (i) its physical properties (e.g., mass distribution, stiffness, fibre structure, length, width, orientation) and (ii) the movement pattern of the rigid body (e.g., amplitude, frequency). Noting that, here, the fabric is inextensible, the maximum possible displacement $\delta$ of the point $p_y$ from $p_u$ is $L$ (without loss of generality, it is assumed that $0 < L \leq 1$), suggesting that a simple choice of its distribution could be

$$\Delta \sim U(-L, L).$$  \hspace{1cm} (6)$$

However, this would imply that any displacement $-L \leq \delta \leq L$ is equally likely, whereas in practice, $\delta$ tends to be greater when there is greater excitation of the fabric by the
movement of the yoke, e.g., for higher-frequency movements (see Fig. 3(a)(b)). Therefore, the following assumes
$$\Delta \sim \mathcal{U}(-zL, zL)$$

(7)

where
$$F_1(y) = \frac{\pi z + 2\sqrt{1 - z^2 + 2z \sin^{-1} z}}{4zL\pi},$$

$$F_2(y) = \frac{1}{2} + \frac{\sqrt{1 - z^2 - \sqrt{1 - z^2}} - \frac{z \sin^{-1} z - z_+ \sin^{-1} z_+}{2zL\pi}}{1 - z^2},$$

$$F_3(y) = \frac{\frac{3\pi zL + \pi y}{2} - z_+ \sin^{-1}(z_+) - \sqrt{1 - z^2}}{2zL\pi}$$

(13)

and $z_\pm = zL \pm y$. The probability density function (PDF) and CDF of $U$ and $Y$ are shown in Fig. 4(a) and (b), respectively.

As can be seen in Fig. 4(a), the range of fabric positions is larger than that of the rigid body, meaning they occupy different probability spaces.

Fig. 4: The (a) PDF and (b) CDF of rigid body $U$ and fabric position $Y$ ($zL = 1$).

From (9) it is apparent that the CDF of $U$ is independent of $\omega$, meaning that if the AR task is to classify movements of different frequency (e.g., $\omega_1$ and $\omega_2$) the data distribution cannot increase statistical distance to discriminate between classes, i.e., $D(U_{\omega_1}, U_{\omega_2}) = 0$. However, from (10), it can be shown that

$$D(Y_{\omega_1}, Y_{\omega_2}) = \sup \left| F(Y_{\omega_1}) - F(Y_{\omega_2}) \right|$$

$$= \left| F(y_{\omega_1} y = 1 + z, L) - F(y_{\omega_2} y = 1 + z, L) \right|$$

$$= \frac{\pi (z_{21} L - 1) + 2\sqrt{1 - (z_{21} L - 1)^2}}{4z_{21} L\pi} - \frac{2(1 - z_{21} L) \sin^{-1}(z_{21} L - 1)}{4z_{21} L\pi}$$

(14)

where $z_{21} = |z - 1|$. As $D(Y_{\omega_1}, Y_{\omega_2}) > 0$ the condition (2) is met, suggesting that AR based on the motion of the fabric will lead to higher classification performance. Moreover, $D(Y_{\omega_1}, Y_{\omega_2})$ increases with $L$. To see this, note that

$$\frac{dD(Y_{\omega_1}, Y_{\omega_2})}{dL}$$

$$= \frac{\pi - 2(\sqrt{-L_{21}(L_{21} - 2) + \sin^{-1}(1 - L_{21}))}}{4\pi z_{21} L^2}.$$ 

(15)

As $\max\{2(\sqrt{-L_{21}(L_{21} - 2)}} + \sin^{-1}(1 - L_{21}))\} = \pi$, it is clear that $\frac{dD(Y_{\omega_1}, Y_{\omega_2})}{dL} > 0$ for all $L$, so (14) is a monotonically increasing function with respect to $L$. 
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This suggests that the looser the fabric, the greater the statistical distance. To the authors’ knowledge, this is the first analytical model to capture and explain the empirical finding that data from loose clothing can lead to enhanced AR. An empirical study of this example is provided in the next section.

III. ACTIVITY RECOGNITION VIA STATISTICAL METHODS

As noted in §II-B, the extent to which fabric motion helps AR in practice will depend on both the complexity of the movement and the physical properties of the fabric. In this section, three empirical case studies are presented to test the model’s predictions when using a well-established statistical machine learning approach for AR with fabric-induced motion data. The cases considered are (i) a numerical simulation of example described in §II-C (ii) its physical realisation and (iii) a real human AR task.

A. Case Study 1: Simple Harmonic Motion

This evaluation aims to verify the predictions of the proposed model using a numerical simulation.

1) Materials and Methods: Data is collected from a numerical simulation of the system shown in Fig. 2(a) implemented in MATLAB R2019b (MathWorks, USA) consisting of trajectories of length $T = 2 \tau$ s generated at a sampling rate of $f_s = 40$ Hz using (1) from random starting angles $\psi \sim U(-\pi, \pi)$ with $a = 1 \text{m}$. Each data set contains $N = 400$ trajectories with 200 trajectories from the yoke running at low-frequency (i.e., $\omega_1 = 1 \text{rad s}^{-1}$) and 200 at high-frequency ($\omega_2 = 2 \text{rad s}^{-1}$). The same procedure is used to collect fabric movement data $\mathbf{Y}$ for lengths $L \in \{\frac{1}{2}, \frac{3}{2}, 1\} \text{m}$ (i.e., $F_1, F_2, F_3$) and rigid body data $\mathbf{U}$ (i.e., $R_1$). The data is split into equal-sized training and test sets and used to train a support vector machine (SVM) classifier (Libsvm toolbox [16]) to perform AR with Gaussian radial basis functions (RBFs) as the kernel function. The SVM is trained to predict the mapping

$$\phi_n \mapsto c_n \quad (16)$$

in an online fashion, where $\phi_n$ is a fragment of the $n$th trajectory and $c_n \in \{0, 1\}$ is the corresponding class label ($c = 0$ for $\omega_1$, $c = 1$ for $\omega_2$). Specifically, following [9], each trajectory is segmented into overlapping windows of size $i - 1$ (where $i < K$ and $K = T/f_s$), i.e.,

$$\Phi := (\phi_1, \phi_2, ... \phi_K) = ((y_1, ..., y_i)^\top, (y_2, ..., y_{i+1})^\top, (y_3, ..., y_{i+2})^\top, ...). \quad (17)$$

The procedure is repeated 100 times for each condition and the classification accuracy computed.

2) Results: Fig. 5(a) shows the overall accuracy of AR using the SVM classifier with different window sizes. As can be seen, the accuracy is higher when using fabric data at small window sizes. Moreover, the accuracy is higher when $L$ is greater, in line with the prediction of the model. As the window size increases (i.e., the classifier is given more of the trajectory history) the overall accuracy increases and the difference between fabric and rigid data gradually disappears.

B. Case Study 2: Scotch yoke

This evaluation aims to validate the proposed framework in a physical system.

1) Materials and Methods: To ensure accurate and repeatable data collection, the experiment reported here uses an instrumented scotch yoke as a data acquisition device. The experimental setup is shown in Fig. 3(c). The actuated scotch yoke consists of a sliding yoke, with rigid rods affixed either side and a rotating disk of diameter 20 cm mounted on two bearing blocks and driven by a DC motor with encoder (30 : 1, 37D gear-motor, Pololu Corporation, USA) at the fulcrum. The motion of the disk and yoke are coupled via a sliding pin, ensuring a pure sinusoidal movement of the yoke. Affixed to the latter, 10 cm away from the fulcrum, is a 30 cm x 5 cm strip of woven cotton fabric upon which are mounted three sensors (NDI Aurora Magnetic Tracking device, NDI, Canada) that synchronously record the horizontal position at 40 Hz, at an accuracy of approximately 0.09 mm. The latter are attached along the length of the fabric (i) $20 \text{cm}$ ($F_1$), (ii) $30 \text{cm}$ ($F_2$) and (iii) $40 \text{cm}$ from the fulcrum ($F_3$) (i.e., at the tip of the fabric). A further sensor ($R_1$) is rigidly attached to the yoke at the fabric attachment point (see Fig. 3(c)). The error in the yoke movement against the sinusoidal reference is $\pm 0.05 \text{rad s}^{-1}$.

With this set up, data is collected from the device driven at the desired speed for the experimental condition (see below). Specifically, the following reports the effect of varying (i) the window size $0.025 \leq i/f_s \leq 2.5$ s where $\omega_1 = 1.05 \text{rad s}^{-1}$ and $\omega_2 = 1.48 \text{rad s}^{-1}$, and (ii) the difference in frequencies (i.e., $\omega_2 - \omega_1$) where $i/f_s = 0.025$ s and $\omega_1 = 1.05 \text{rad s}^{-1}$. For this, 30 sample trajectories of length $T = 5$ s at each speed are recorded. This data is segmented for online learning through a similar procedure as described in §III-B, randomly split into equal-sized training and test sets, and used to train a SVM classifier to perform AR. All data are standardised using the z-score [17]. The performance of the classifier is assessed by computing its accuracy and the KS test statistic via (3). This process is repeated for 100 trials of every experimental condition tested.

3 Note that, at high speeds NDI device occasionally loses track of its sensors resulting in missing data (i.e., gaps) within trajectories. These are filled using piecewise cubic spline interpolation.

Data and source code for these experiments is available online at https://doi.org/10.18742/22182358.
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accuracy converges toward the same value, regardless of the sensor used.

Fig. 5(c) and Fig. 5(d) show the classification accuracy and KS test statistic $D$ for discriminating between $\omega_1 = 1.05\pi\text{ rad s}^{-1}$ and the different $\omega_2$ when the window size $i = 0.025\text{ s}$ respectively. As can be seen, for the fabric-mounted sensors, the statistical distance $D$ is larger. Moreover, the larger the difference between movement frequencies, the greater the statistical distance, and therefore the better the performance of AR (Pearson’s correlation coefficient (PCC) between $D$ and accuracy is 0.85, indicating a strong positive relationship). For the rigidly-attached sensor, there is no obvious increase in $D$, nor AR performance. This is consistent with the prediction of (2).

C. Case Study 3: Human activity recognition

In this section, the predictions of the proposed framework are evaluated in a human motion recognition task.\footnote{The experiments reported here were conducted with the ethical approval of King’s College London, UK: MRFP-21/22-33739.}

1) Material and methods: The AR task chosen for this experiment is that of recognition of constrained periodic movements (such as operating a crank, winch, or ratchet system) at two different frequencies from loose, sensorised clothing. The experimental set up (see Fig. 6) consists of a hand winch with a 15 cm rotating crank handle that the experimental human participant must operate at pre-specified speeds. To control the speed, a display screen is used to show the desired and actual position of the wrist in real time (as red and blue points, respectively), and the participant is asked to move such that, as far as possible, these coincide throughout the movement. The average error in the hand movement against the target is approximately $0.1\pi\text{ rad s}^{-1}$. During data collection, the participant wears a loose shirt (96% woven cotton and 4% spandex) with one Aurora sensor attached to the sleeve (with a maximum possible displacement from the wrist of $\pm 10\text{ cm}$) and a second sensor affixed to the wrist to act as a baseline. With this set up, the participant is directed to operate the winch at low ($\omega_1 = 1.25\pi\text{ rad s}^{-1}$) and high frequency ($\omega_2 = 2.5\pi\text{ rad s}^{-1}$). To accustomise the participant to the set up, they are directed to perform the target movement for 15 trials at each frequency prior to the experiment. After that, thirty sample trajectories of length $T = 8\text{ s}$ at high frequency are recorded followed by the same number of samples at low frequency. The participant is given 20s rest between each sample. The first 3s of each sample trajectory is discarded to allow for the time it takes the participant to adjust to follow the target accurately. The remaining data are used for AR using the method described in §III-B.

2) Results: Using the SVM classifier with window size 0.025s, the accuracy is $73.8\% \pm 0.9$ ($D = 0.13 \pm 0.04$) for the wrist-attached sensor compared to $76.5\% \pm 0.9$ ($D = 0.27 \pm 0.06$) for the sleeve-attached one. While the average increase in accuracy is modest in this experiment (potentially due to $L$ being relatively small in this task), the low variance

Fig. 5: Accuracy in recognising movements of different frequency in the (a) simulated and (b) physical scotch yoke when varying window size, and accuracy (c) and (d) KS test statistic $D$ for different pairs of frequencies with window size 0.025s. Reported are the mean± s.d. over 100 trials.
suggested that the effect is robustly in line with the predictions of the proposed model.

IV. DISCUSSION

This work presents a framework to understand the effect of textile motion on AR, including how it may enhance performance compared to rigidly-attached sensors. By taking a statistical modeling approach, it is seen that stochasticity in the fabric motion can amplify the statistical distance between movement signals, enhancing AR performance. The predictions of this model have been verified through numerical and physical evaluations, including human motion capture for simple oscillatory movements with the findings (i) AR improves as the fabric becomes looser \((L)\) increases and (ii) the discrepancy with rigid sensor use is most pronounced at small window sizes. The latter suggests that fabric-mounted sensors may enable faster, more responsive predictions in the context of online AR and artifact introduced by the motion of the fabric make contribute to AR. More broadly, the fact that these effects can be analytically modelled with a relatively simple model opens up the possibility of enhanced design and analysis of motion capture systems that use ordinary garments, with a high level of comfort and user-acceptance. In turn, this could have implications for many applications in robotics and automation, such as analysing workers’ behaviour in manufacturing lines [18], [19] and human–robot interaction (e.g., for control of exoskeletons [20] or prostheses [21], etc.) Future work may include (i) improving the probabilistic model to include more factors (e.g., gravity, the mass of the fabric), (ii) introducing different modelling methods (e.g., Hidden Markov Model (HMM) to exploit the time-series nature of the data), (iii) evaluating different sensing modalities (e.g., IMUs), fabric materials (i.e., denim, jersey) and sensor placements, and (iv) studying more complex human movement tasks, such as multi-joint upper limb movement or gait.

![Desired and actual position](image)

**Fig. 6:** Experimental setup for the crank task. The participant operates a hand winch at pre-specified speeds while their motion is captured with a wrist-attached \(R\) and garment-mounted sensor \(F\).

---
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