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Abstract—We consider the downlink of a cell-free massive multiple-input multiple-output (MIMO) system with single-antenna access points (APs) and single-antenna users. An iterative robust minimum mean-square error (RMMSE) precoder based on generalized loading is developed to mitigate interference in the presence of imperfect channel state information (CSI). An achievable rate analysis is carried out and optimal and uniform power allocation schemes are developed based on the signal-to-interference-plus-noise ratio. An analysis of the computational costs of the proposed RMMSE and existing schemes is also presented. Numerical results show the improvement provided by the proposed RMMSE precoder against linear minimum mean-square error, zero-forcing and conjugate beamforming precoders in the presence of imperfect CSI.

Index Terms—Cell-free massive MIMO, robust MMSE precoding, power allocation, distributed antenna systems.

I. INTRODUCTION

Cell-free massive multiple-input multiple-output (MIMO) systems have emerged in recent years as a combination of massive MIMO, distributed antenna systems (DAS) and network MIMO [1], [2], where many randomly distributed access points (APs) are connected to a central processing unit (CPU) and serve simultaneously a much smaller number of users. At the CPU, precoding and power allocation algorithms are performed. Cell-free concepts have been shown to increase energy efficiency (EE) and per-user throughput over cellular systems in rural and urban scenarios [3], [4], [5]. Moreover, they can have simple signal processing thanks to favorable propagation with channel hardening [6]. Precoding is a key interference mitigation technique [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25] for the downlink of wireless networks, which has been considered for cell-free networks [4], [5], [26], [27]. Low-complexity conjugate beamforming (CB) has been investigated in [4]. Zero-forcing (ZF) precoding has been studied in the context of EE maximization in [5]. CB and ZF precoding have been considered with power allocation to provide uniformly good service for all users in [26]. Scalable cell-free solutions with decentralized processing and clustering methods have been recently proposed to decrease the computational complexity of previous techniques and facilitate their deployment [28]. A minimum mean-square error (MMSE) combiner with both centralized and decentralized implementation is presented in [29]. In [30], two distributed precoding methods were introduced, one called local partial ZF and local protective partial ZF. A clustering method based on a user-centric approach has been proposed so that users are served only by a subset of APs [31].

A key problem with transmit processing techniques for cell-free systems is how to deal with imperfect channel state information (CSI), which can significantly degrade the system performance. CSI is obtained by users sending known pilot sequences to the APs, which estimate the channel coefficients based on the received signal. The error is caused by noise, time-varying characteristics of the channel, which makes the obtained CSI outdated, pilot contamination and frequency offset. In practical systems, perfect CSI is impossible to be obtained, which calls for robust design techniques that can deal with imperfect CSI. Most precoders proposed in the literature consider perfect CSI, providing unrealistic solutions to practical scenarios. Therefore, the development of robust precoders that can deal with imperfect CSI is of great interest.

Robust techniques have been developed in sensor array signal processing to mitigate the effects of uncertainties. Although never applied to cell-free before, robust techniques can improve the performance of precoding and power allocation without increasing significantly the computational complexity. In particular, robust techniques include diagonal loading (DL) [32], [33], [34], generalized loading [35], worst-case optimization [36], [37], [38], [39], [40], [41] and subspace techniques [42]. Recently, robust techniques have been proposed for multiple-antenna systems. In [43], a robust precoder with per-antenna power constraint was considered, where the probability of outage of the signal-to-interference-plus-noise ratio (SINR) targets is minimized with imperfect CSI located at the base stations. Another robust precoder was developed in [44] using the ZF criterion and user grouping, with imperfect CSI at the receivers.

Robust precoders based on MMSE designs have been examined in [39], [37], [44], [45], [40], [41]. Worst-case optimization has been considered in [39] by minimizing the maximum mean-square error (MSE), taking into consideration the channel estimation matrix and the channel estimation error matrix. Reformulating the problem into a min-min convex minimization problem enables the solution to be found in closed form. Similarly, in [40], [41], the same objective function is used, with a tolerance for the channel estimation error, yet with total power constraint.
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In this context, robust techniques have the potential to mitigate the effects of imperfect CSI in cell-free networks, which are particularly sensitive to the accuracy of CSI. Therefore, the motivation of this work is to develop a robust precoder suitable for cell-free networks. In particular, we develop an iterative robust MMSE (RMMSE) precoder based on generalized loading along with power allocation. A robust precoder is calculated based on initial parameters, used in power allocation and recalculated based on the power allocation coefficients. MMSE channel estimates are considered, similarly to previous works [26]. Additionally, optimal and uniform power allocation techniques are devised and compared with existing CB, ZF and MMSE precoding and power allocation techniques [26], [4] in terms of bit error rate (BER), sum-rate, and per-user rate, taking into account imperfect CSI. Moreover, analytical expressions are derived to compute the sum rates of the proposed approaches and their computational costs are evaluated.

We propose a novel iterative RMMSE precoder for a cell-free massive MIMO system scenario, which not only minimizes the mean-square error (MSE) but also has the ability to minimize the effect of channel estimation errors. The iterative RMMSE precoder introduces a generalized loading technique, where a regularization factor containing the statistics of the channel estimation error matrix is added to the MSE objective function. We also present an optimal and uniform power allocation strategy directly related to the maximization of the minimum SINR, considering the proposed RMMSE precoder. Moreover, we present a computational complexity analysis of the proposed and existing techniques, which shows that they are comparable in terms of computational cost. Numerical results demonstrate that the proposed RMMSE precoder with UPA and OPA have an improved performance compared to previous methods in terms of BER, sum-rate and per-user rate. The rest of this paper is organized as follows. In Section II the cell-free massive MIMO system model and CSI scenarios are detailed. In Section III, an iterative RMMSE precoder with power allocation is presented. An analysis of the sum rates and the computational costs are considered in Section IV. In Section V, numerical results and discussions are presented, whereas in Section VI conclusions are drawn.

**Notation:** Uppercase bold symbols denote matrices and lowercase bold symbols denote vectors. The superscripts (’)*, (’)T, (’)H stand for complex conjugate, transpose and Hermitian operations, respectively. The expectation, trace of a matrix, real part of the argument, Euclidean norm and Frobenius norm are denoted by $E[\cdot]$, tr(⋅), Re(⋅), ∥⋅∥2 and ∥⋅∥F, respectively. The operator diag{V} retains the main diagonal elements of V in a column vector. The $D \times D$ identity matrix is $I_D$ and the $D \times E$ zero matrix is $0_{D \times E}$, $x \sim \mathcal{N}(0, \sigma^2)$ refers to a Gaussian random variable (RV) $x$ with zero mean and variance $\sigma^2$ and $x \sim \mathcal{CN}(0, \sigma^2)$ denotes a circularly symmetric complex Gaussian RV $x$ with zero mean and variance $\sigma^2$.

**II. SYSTEM MODEL**

The downlink of a cell-free massive MIMO system is considered with $M$ randomly distributed single-antenna APs and $U$ single-antenna users, where $M >> U$. In this system, all APs are connected to a CPU and serve simultaneously all users, as shown in Fig. 1.

![Cell-free massive MIMO system](image)

Fig. 1. Cell-free massive MIMO system.

The channel coefficient between the $n$th AP and the $u$th user is defined as [4]

$$g_{m,u} = \sqrt{\beta_{m,u}} h_{m,u},$$

(1)

where $\beta_{m,u}$ is the large-scale fading coefficient (due to path loss and shadowing effects) and $h_{m,u} \sim \mathcal{CN}(0, 1)$ is the small-scale fading coefficient, defined as independent and identically distributed (i.i.d) RVs that remain constant during a coherence interval and are independent in different coherence intervals. The large-scale fading coefficients change less frequently, being constant for several coherence intervals. In this case, we assume that they change at least 40 times slower than $h_{m,u}$ [4] and that pilot contamination is negligible [26].

The system employs the time division duplex (TDD) protocol, which relies on the reciprocity principle to acquire the CSI at the transmitter. Then, the CSI is sent to the CPU, which performs precoding and power allocation to reduce the multi-user interference. By considering MMSE estimates of CSI at each AP, we define them as [26]

$$\hat{g}_{m,u} \sim \mathcal{CN}(0, \alpha_{m,u}), \quad \tilde{g}_{m,u} \sim \mathcal{CN}(0, \beta_{m,u} - \alpha_{m,u}),$$

(2)

where $\hat{g}_{m,u}$ is the CSI estimate between the $n$th AP and the $u$th user and $\tilde{g}_{m,u}$ is the CSI error between the $n$th AP and the $u$th user. To evaluate different levels of imperfect CSI, we consider $\alpha_{m,u}$ as an adjustable percentage of $\beta_{m,u}$ ($0 \leq n \leq 1$). Thus, we have

$$\alpha_{m,u} = n \beta_{m,u},$$

$$\hat{g}_{m,u} = g_{m,u} - \tilde{g}_{m,u},$$

and

$$\mathbb{E} \left[ \tilde{g}_{m,u}^2 \right] = (1-n) \beta_{m,u}.$$  

(3)

**III. PROPOSED RMMSE PRECODING AND POWER ALLOCATION**

In this section, a fully digital RMMSE precoder is derived and two power allocation techniques are introduced. We then present an algorithm which iteratively combines the precoding and power control solutions.
A. Proposed RMMSE Precoder

In the downlink of a cell-free setting with precoding and power allocation, the signal received by the \( u \)th user is

\[
y_u = \sqrt{\rho_f} g_u^T P N s + w_u,
\]

where \( \rho_f \) is the maximum transmit power of each AP, \( g_u = [g_{1,u}, \ldots, g_{M,u}]^T \) are the channel coefficients for user \( u \), \( P \in \mathbb{C}^{M \times U} \) is the precoding matrix, \( N \in \mathbb{R}^{U \times U} \) is the power allocation diagonal matrix with \( \sqrt{\eta_{1}}, \ldots, \sqrt{\eta_{U}} \) on its diagonal, \( \eta_u \) is the power coefficient of user \( u \), \( s = [s_1, \ldots, s_U]^T \) is the zero mean symbol vector, with \( \sigma_w^2 = \mathbb{E}[|s_u|^2] \), \( s_u \) is the data symbol intended for user \( u \), which is uncorrelated among users, \( w_u \sim CN(0, \sigma_w^2) \) is the additive noise for user \( u \) and \( \sigma_w^2 \) is the noise variance. Similar to [4], [26], \( N \) weights the symbols intended for each user, \( s_u \), by a factor \( \sqrt{\eta_u} \), where \( u = 1, \ldots, U \). We compute \( P \) and \( N \) in an alternating fashion to solve the precoding and power allocation problems. The combined signal with all users is described by

\[
y = \sqrt{\rho_f} G^T P N s + w = \sqrt{\rho_f} \left( G + \sqrt{\frac{\rho_f}{\rho_1}} \Gamma P N \right) s + w
\]

(5)

where \( G \in \mathbb{C}^{M \times U} \) is the channel matrix, which varies according to an ergodic stationary process, \( G \in \mathbb{C}^{M \times U} \) is the CSI matrix, \( G \in \mathbb{C}^{M \times U} \) is the CSI error matrix and \( w = [w_1, \ldots, w_U]^T \) is the noise vector.

The design of the proposed RMMSE precoder has two main objectives: to minimize the MSE under a total power constraint and to mitigate the effects of CSI errors, \( \mathbb{E}[||\Delta||^2] \rightarrow 0 \). Therefore, we add a regularization term multiplied by the scalar \( \Gamma \) to adjust the regularization effects. The proposed RMMSE precoder solves the following optimization:

\[
\{P_{\text{RMMSE}}, N, f_{\text{RMMSE}}\} = \arg\min_{\{P, N, f\}} \mathbb{E}[||s - f^{-1} y||^2] + \Gamma \text{tr}(MPNC, N^H P^H)
\]

subject to \( \mathbb{E}[||x||^2] = E_{tr} \)

(6a)

(6b)

where \( f^{-1} \) is a normalization factor at the receivers, which can be interpreted as an automatic gain control [46], and the transmit signal is given by

\[
x = \sqrt{\rho_f} P N s.
\]

(7)

The average transmit power is described by

\[
\mathbb{E}[||x||^2] = \rho_f \text{tr}(PNC, N^H P^H) = E_{tr},
\]

(8)

where \( C_s = \mathbb{E}[ss^H] \) is the symbol covariance matrix.

The regularization factor contains the auxiliary matrix

\[
M = \theta \mathbb{E}\left[ \hat{G}^* \hat{G}^T \right],
\]

(9)

where \( \mathbb{E}[\hat{G}^* \hat{G}^T] \) is a diagonal matrix with \( \sum_{u=1}^{U} (1 - n) \beta_{m,u} \) on its \( m \)th diagonal element and \( \theta \) is a chosen scalar. Although \( M \) is diagonal, the diagonal elements are not equal. The proposed regularization is categorized as a generalized loading [35], where the matrix is usually obtained through steering vector errors and complemented by a scalar. Here, we employ a matrix \( M \) obtained from the statistics of the CSI error matrix \( \hat{G} \) and scaled by a constant \( \theta \) as an adaptation of the technique to the design of robust MMSE precoding for cell-free networks.

By constructing the Lagrangian function with the Lagrange multiplier, \( \lambda \), setting its derivatives to zero and considering a power allocation matrix \( N \), we can compute the precoder \( P \) and the normalization factor, as shown below:

\[
\begin{align*}
\mathcal{L}(P, N, f, \Gamma, \lambda) &= \mathbb{E}[\|s - f^{-1} y\|^2] + \Gamma \text{tr}(MPNC, N^H P^H) \\
&\quad + \lambda \left( \rho_f \text{tr}(PNC, N^H P^H) - E_{tr} \right) \\
\end{align*}
\]

\[
= \text{tr}(C_s) - f^{-1} \sqrt{\rho_f} \text{tr}(\hat{G}^* PNC, N^H P^H) - f^{-1} \sqrt{\rho_f} \text{tr}(\hat{G}^* C_s N^H P^H) \\
&\quad + f^{-2} \rho_f \text{tr}(\hat{G}^* \hat{G}^T PNC, N^H P^H) + f^{-2} \text{tr}(C_s) + \Gamma \text{tr}(MPNC, N^H P^H) + \lambda \left( \rho_f \text{tr}(PNC, N^H P^H) - E_{tr} \right),
\]

(10)

where \( C_s = \mathbb{E}[ww^H] \) is the noise covariance matrix.

Using the result of the partial derivative, \( \partial \mathcal{L}(P, N, f, \Gamma, \lambda) / \partial X = 0 \), we obtain the following expressions:

\[
\frac{\partial \mathcal{L}(P, N, f, \Gamma, \lambda)}{\partial P^*} = -f^{-1} \sqrt{\rho_f} \hat{G}^* C_s N^H + f^{-2} \rho_f \hat{G}^* \hat{G}^T PNC, N^H \]

\[
C_s N^H + \Gamma \text{MPNC, N^H} + \lambda \rho_f \text{PNC, N^H} = 0,
\]

(11)

and

\[
\frac{\partial \mathcal{L}(P, N, f, \Gamma, \lambda)}{\partial f} = f^{-2} \sqrt{\rho_f} \text{tr}(\hat{G}^* PNC, N^H P^H) + f^{-2} \sqrt{\rho_f} \text{tr}(\hat{G}^* C_s N^H P^H) - 2 f^{-3} \rho_f \text{tr}(\hat{G}^* \hat{G}^T PNC, N^H P^H) - 2 f^{-3} \text{tr}(C_s) = 0.
\]

(12)

Solving for \( \{P, N, f\} \), we obtain

\[
P = \frac{f}{\sqrt{\rho_f}} \left( \hat{G}^* \hat{G}^T + \frac{\Gamma f^2}{\rho_f} M + \lambda f^2 \mathbb{E}[\hat{G}^* \hat{G}^T] \right)^{-1} \hat{G}^* N^{-1}
\]

\[
\hat{P}
\]

By using the expression in (12), we arrive at

\[
f \sqrt{\rho_f} \text{tr}(\hat{G}^* C_s N^H P^H) = \rho_f \text{tr}(\hat{G}^* \hat{G}^T PNC, N^H P^H) + \text{tr}(C_s)
\]

(14)

Using (11), we have

\[
f \sqrt{\rho_f} \text{tr}(\hat{G}^* C_s N^H P^H) = \rho_f \text{tr}(\hat{G}^* \hat{G}^T PNC, N^H P^H) + \Gamma f^2 \text{MPNC, N^H} + \lambda f^2 \rho_f \text{PNC, N^H}.
\]

(15)

Pre-multiplying on the right by \( P^H \) in (15), using the trace operator and considering \( \epsilon = \lambda f^2 \), the expression takes the form

\[
f \sqrt{\rho_f} \text{tr}(\hat{G}^* C_s N^H P^H) = \rho_f \text{tr}(\hat{G}^* \hat{G}^T PNC, N^H P^H) \\
+ \Gamma f^2 \text{tr}(\text{MPNC, N^H P^H}) + \epsilon \rho_f \text{tr}(\text{PNC, N^H P^H}).
\]

(16)
Equating expressions (13) and (16), we have
\[
\begin{align*}
\text{tr} (C_w) &= \Gamma f^2 \text{tr} \left( \text{MPNC}_w \mathbf{N}^H \mathbf{P}^H \right) + \epsilon \rho_f \text{tr} \left( \text{MPNC}_w \mathbf{P}^H \right) \\
\text{tr} (C_u) &= \Gamma f^2 \text{tr} \left( \text{MPNC}_w \mathbf{N}^H \mathbf{P}^H \right) + \epsilon E_{tr}.
\end{align*}
\]
By manipulating the expression, we obtain
\[
\epsilon = \frac{\text{tr} (C_w)}{E_{tr}} - \frac{\Gamma f^2 \text{RMMSE} \text{tr} \left( \text{MPNC}_w \mathbf{P}^H \right)}{\rho_f E_{tr}}
\]
where
\[
\text{RMMSE} = \sqrt{ \frac{\text{tr} (E_{tr} / \left( \text{tr} (\mathbf{PC}_w \mathbf{P}^H) \right))}{f}.}
\]
Therefore, the RMMSE precoder that takes into account power allocation for cell-free networks is given by
\[
\mathbf{P}_{\text{RMMSE}} = \frac{\text{RMMSE}}{\sqrt{\rho_f}} \left( \mathbf{G}^* \mathbf{G}^T + \frac{\text{tr} (C_w)}{E_{tr}} \mathbf{I}_M \right)^{-1}
\]
\[
\frac{\mathbf{G}^* \mathbf{N}^{-1}}{\sqrt{\rho_f}} \mathbf{P}_{\text{RMMSE}} = \frac{\text{RMMSE}}{\sqrt{\rho_f}} \mathbf{P}_{\text{RMMSE}}.
\]
where \( \text{tr} (C_w) = U \sigma_w^2 \). Note that if we assume perfect CSI, the error matrix \( \mathbf{G} \) goes to zero, i.e., \( \mathbf{G} = \mathbf{0}_{M \times U} \) and the RMMSE precoder becomes the MMSE precoder for cell-free networks. The same effect occurs if we set \( \Gamma = 0 \). Thus, the advantages of the RMMSE precoder will be only perceived in an imperfect CSI scenario.

B. Power Allocation

In this section, we introduce Optimal Power Allocation (OPA) and Uniform Power Allocation (UPA) techniques applied to the RMMSE precoder. The objective is to find the power allocation matrix \( \mathbf{N} \), a diagonal matrix with \( \sqrt{\eta_1}, \ldots, \sqrt{\eta_U} \) on its main diagonal, which will be used to recompute the robust precoding matrix \( \mathbf{P}_{\text{RMMSE}} \) and the final power allocation matrix \( \mathbf{N}_{\text{RMMSE}} \).

1) Optimal Power Allocation (OPA): The chosen power allocation technique is optimal in terms of ensuring fairness among all users. The main point of this approach is to improve the performance of the user with the lowest SINR, meaning that all users will have a least a certain quality of service (QoS). The max-min fairness power allocation problem with AP power constraint for the RMMSE precoder can be formulated as

\[
\begin{align*}
\max \min_{\eta} \text{SINR}_u (\eta) \\
\text{s.t. } \sum_{i=1}^{U} \eta_i \delta_{m,i} &\leq 1, m = 1, \ldots, M, \quad \text{for } u = 1, \ldots, M.
\end{align*}
\]

where \( \text{SINR}_u (\eta) \) denotes the SINR of user \( u \) as a function of \( \eta \) and can be expressed as
\[
\text{SINR}_u (\eta) = \frac{\mathbb{E}[|C_1 (\eta)^2|]}{\left( \sigma_u^2 + \sum_{i=1, i \neq u}^{U} \mathbb{E}[|C_2, i (\eta)|^2] + \mathbb{E}[|C_3 (\eta)|^2] \right)}
\]

The term \( C_1 (\eta) \) is the desired signal, \( \sigma_u^2 \) is the noise variance, \( C_{2,i} (\eta) \) is the interference caused by user \( i \) for \( i \neq u, i = 1, \ldots, U \), \( C_{3} (\eta) \) is the CSI error, \( \delta_{m} = \text{diag} \left\{ \mathbb{E}[|\mathbf{P}_w \mathbf{p}_m|^2] \right\}, m = 1, \ldots, M, \mathbf{p}_m = [p_{m,1}, \ldots, p_{m,U}] \) is the \( n \)th row of the precoder \( \mathbf{P}_{\text{RMMSE}} \) and \( \delta_{m,i} \) is the \( i \)th element of vector \( \delta_{m} \).

The power allocation problem can be expressed in an epigraph form as \([4], [26], [47]\)

\[
\begin{align*}
\text{find } \eta & \\
\text{s.t. } \text{SINR}_u (\eta) &\geq t, \quad u = 1, \ldots, U, \quad (23a) \\
\sum_{i=1}^{U} \eta_i \delta_{m,i} &\leq 1, \quad m = 1, \ldots, M, \quad (23b)
\end{align*}
\]

where \( t = \frac{t_b + t_e}{2} \) is the midpoint of a chosen interval \( [t_b, t_e] \).

The problem in (24) is solved by addressing one feasibility problem at each step. First we assume that the problem is feasible. We set up the interval, \([t_b, t_e]\) known to contain the optimal value \( t^* \). Next, the convex feasibility problem is solved at its midpoint \( t = \frac{t_b + t_e}{2} \), to decide whether the problem is feasible or not. If the problem is feasible, the upper interval is chosen, meaning that \( t_b = t \). If, however, the problem is infeasible, the lower interval will now be evaluated, translating to \( t_e = t \). The new interval will be half of the previous and the algorithm will be repeated until the resulting interval is smaller than a certain tolerance \( \varepsilon \), \( |t_e - t_b| < \varepsilon \). \([47]\).

2) Uniform Power Allocation (UPA): We also present an alternative to the OPA scheme, based on \([26]\). In scenarios where a certain AP \( m \) transmits with full power and all \( \eta_u \), for \( u = 1, \ldots, M \) are equal, we have
\[
\eta_u = 1 / \left( \max_{m=1}^{M} \sum_{i=1}^{U} \delta_{m,i} \right), \quad u = 1, \ldots, U, \quad (24)
\]

where \( \delta_{m,i} \) is the \( i \)th element of vector \( \delta_{m} \). Although \([24]\) is a suboptimal solution, it is less complex and a cost-effective alternative to show the benefits of the RMMSE precoder. Next, in Algorithm\([1]\) we show how to combine the RMMSE precoder with power allocation. Each of the loops performs two iterations such that \( \text{ITER}_{\text{prec}} = \text{ITER}_{\text{pa}} = 2 \).

We initialize the algorithm with the precoding and power allocation matrix \( \mathbf{P}_{\text{MMSE}} \) and \( \mathbf{N}_{\text{MMSE}} \) obtained through the MMSE criterion with \( \Gamma = 0 \). After the MMSE precoder is obtained, we recursively calculate our initial \( f_{\text{RMMSE}} \) and \( \mathbf{P} \), described in \([19]\) and \([20]\) respectively. Then, we enter the power allocation loop, where in the first iteration, \( \mathbf{P}_{\text{RMMSE}} \) is calculated considering \( \mathbf{N}_{[1]} = \mathbf{N}_{\text{MMSE}} \). The subsequent step is to find a new power allocation matrix \( \mathbf{N} \) based on the calculated precoder, \( \mathbf{P}_{\text{RMMSE}} \). Then, the next precoding matrix will be computed with the new \( \mathbf{N} \). The final step of the loop is to recompute the precoder. Note that the final power allocation matrix \( \mathbf{N}_{\text{RMMSE}} \) satisfies
the power constraints is different from the intermediate N present in the precoding expression. Therefore they will not cancel each other. The scalar \( \theta \) is set as -1 to ensure that the diagonal elements of \( \mathbf{F} \) are always positive. Then \( \Gamma \) is chosen to maximize the SINR of the system.

### Algorithm 1: Proposed Iterative RMMSE Precoding

1. Find \( f_{\text{MMSE}}, \hat{P}_{\text{MMSE}} \) and \( N_{\text{MMSE}} \), by considering \( \Gamma = 0 \).
2. Initialize \( f_{\text{RMMSE}}[1] = f_{\text{MMSE}}, P[1] = P_{\text{MMSE}}, \theta = -1 \), \( N[1] = N_{\text{MMSE}} \). \( \text{ITER}_{\text{prec}} \) (number of iterations for the precoder), \( \text{ITER}_{\text{pa}} \) (number of iterations for power allocation).
3. For \( i = 1 : \text{ITER}_{\text{prec}} \):
   - Update \( \Gamma, P \) and \( f_{\text{RMMSE}} \):
   - Calculate \( \Gamma[i + 1] \) to optimize the SINR.
   - Calculate \( P[i + 1] \) from (20).
   - Calculate \( f_{\text{RMMSE}}[i + 1] \) from (19).
4. End for
5. Obtain \( \hat{P} = P[i + 1] \) and \( f_{\text{RMMSE}} = f_{\text{RMMSE}}[i + 1] \).
6. For \( j = 1 : \text{ITER}_{\text{pa}} \):
   - Calculate \( P_{\text{RMMSE}}[j] \) from (20).
   - Calculate \( N[j + 1] \) from (23) or (24) (with fixed \( P_{\text{RMMSE}}[j] \)).
7. End for
8. Obtain \( P_{\text{RMMSE}} = P_{\text{RMMSE}}[j] \) and \( N_{\text{RMMSE}} = N[j + 1] \).

### IV. Sum-Rate and Complexity Analysis

In this section, we present a sum-rate analysis of the proposed techniques along with the computational complexity of the proposed and existing algorithms.

#### A. Sum-Rate

Expanding expression (4), we obtain:

\[
y_u = \sqrt{\rho_f} \mathbf{g}_u^T \hat{P}_{\text{RMMSE}} N_{\text{RMMSE}} \mathbf{s} + w_u
\]

\[
= \sqrt{\rho_f} \mathbf{g}_u^T \hat{P}_{\text{RMMSE}} N_{\text{RMMSE}} \mathbf{g}_u + \sqrt{\rho_f} \mathbf{g}_u^T \hat{P}_{\text{RMMSE}} N_{\text{RMMSE}} \mathbf{s}
\]

desired signal + interference

\[
+ w_u,
\]

where \( \hat{\mathbf{g}}_u = [\hat{g}_{1,u}, \ldots, \hat{g}_{M,u}]^T \) is the CSI vector for user \( u \) and \( \mathbf{g}_u = [g_{1,u}, \ldots, g_{M,u}]^T \) is the CSI error vector for user \( u \).

Assuming Gaussian signalling, and based on the worst-case uncorrelated additive noise, the achievable rate of the \( u \)th user with the iterative RMMSE precoder is equal to [4], [26]

\[
R_{u,\text{RMMSE}} = \log_2(1 + \text{SINR}_{u,\text{RMMSE}}).
\]

The sum-rate expression is given by \( R_{\text{RMMSE}} = \sum_{u=1}^{U} R_{u,\text{RMMSE}} \). The SINR of the system is described by

\[
\text{SINR}_{u,\text{RMMSE}} = \frac{\rho_f^2 \eta_u \psi_u}{\sigma_u^2 + \rho_f \sum_{i=1}^{U} \phi_u \eta_i + \rho_f \sum_{i=1}^{U} \eta_i \gamma_{u,i}},
\]

where

\[
\psi_u = P_u \mathbf{H} \mathbf{g}_u^T \mathbf{P}_u, \phi_{u,i} = P_i \mathbf{H} \mathbf{g}_u^T \mathbf{P}_u, i \neq u, i = 1, \ldots, U, P_u = [p_{1,u}, \ldots, p_{M,u}]^T
\]

is the column \( u \) of matrix \( \hat{P}_{\text{RMMSE}} \). \( \gamma_{u,i} = \text{diag} \{ \hat{P}_{\text{RMMSE}} \mathbb{E} [\mathbf{g}_u^T \mathbf{g}_u^T] \hat{P}_{\text{RMMSE}} \} \), \( \gamma_{u,i} \) is the

### B. Computational Complexity

We evaluate in this section the computational complexity of the proposed and existing methods. As shown in Table I the complexity of the RMMSE precoder is comparable to the MMSE precoder (when \( \Gamma = 0 \)) and the ZF precoder from [26]. The CB precoder [4], [26] has inferior performance and much lower computational complexity as compared to the RMMSE, MMSE and ZF precoders. If \( M^3 > T_{\text{OPA}} U^3 \), the computational cost of RMMSE, MMSE and ZF with OPA will be \( O(M^3) \). Depending on the number of iterations of the bisection method, \( T_{\text{OPA}} \), the OPA scheme may prevail when applied to all precoders. In contrast, if UPA is applied, it will not affect the complexity of the RMMSE, MMSE and ZF techniques. We conclude that the proposed RMMSE precoder has comparable computational cost to previous methods but can outperform existing precoders in the presence of imperfect CSI, as shown in Section V.

### V. Numerical Results

In this section, we compare the RMMSE precoder to the CB and ZF precoders and most importantly, to the MMSE scheme. Note that all simulations consider imperfect CSI since under perfect CSI the RMMSE precoder converges to the MMSE precoder for cell-free. In all experiments, we performed 500 channel realizations and assumed \( \sigma_n^2 = 1 \).

We consider the APs and users to be uniformly distributed within an area of \( 1 \text{ km}^2 \). The large-scale fading coefficients from (1) are modeled by

\[
\beta_{m,u} = \Upsilon_{m,u} \cdot 10^{\frac{\sigma_{sh,m,u}}{10}},
\]

where \( \Upsilon \) is the path loss and \( 10^{\frac{\sigma_{sh,m,u}}{10}} \) refers to the shadow fading with standard deviation \( \sigma_{sh} = 8 \text{ dB} \) and \( z_{m,u} \sim \).
The path loss is based on a three-slope model [48], in dB, defined as

\[ Y_{m,u} = \begin{cases} -L - 35 \log_{10}(d_{m,u}), & \text{if } d_{m,u} > d_1 \\ -L - 15 \log_{10}(d_1) - 20 \log_{10}(d_{m,u}), & \text{if } d_0 < d_{m,u} \leq d_1 \\ -L - 15 \log_{10}(d_1) - 20 \log_{10}(d_0), & \text{if } d_{m,u} \leq d_0 \end{cases} \]

(29)

where

\[ L = 46.3 + 33.9 \log_{10}(\varrho) - 13.82 \log_{10}(h_{AP}) - (1.1 \log_{10}(\varrho) - 0.7) h_u + (1.56 \log_{10}(\varrho) - 0.8), \]

(30)

\[ d_{m,u} \] is the distance between the \( m \)th AP and the \( u \)th user, \( d_1 = 50 \text{ m}, d_0 = 10 \text{ m}, \varrho = 1900 \text{ MHz} \) is the carrier frequency in MHz, \( h_{AP} = 15 \text{ m} \) is the AP antenna height in meters and \( h_u = 1.65 \text{ m} \) is the user antenna height in meters, as in [4].

When \( d_{m,u} \leq d_1 \) there is no shadowing.

We consider strong path loss, which is typical of cell-free systems, and define the signal-to-noise ratio (SNR) as

\[ \text{SNR} = \rho F \frac{\mathbb{E}[|\hat{G}|^2]}{\text{tr}(C_w)} = \rho F \frac{\text{tr}(\hat{G}G^H)}{U \sigma_w^2}, \]

(31)

where \( \sigma_w^2 = T_0 \times k_B \times B \times NF(W), T_0 = 290 \) (Kelvin) is the noise temperature, \( k_B = 1.381 \times 10^{-23} \) (Joule per Kelvin) is the Boltzmann constant, \( B = 20 \text{ MHz} \) is the bandwidth and \( NF = 9 \text{ dB} \) is the noise figure. In [31], we fix \( C_w \) and \( G \) and vary \( \rho f \) according to the change in SNR values, which will be made throughout the experiments.

In the first example, shown in Fig. 2, we compare the strategies in terms of BER vs. SNR with UPA and OPA. We assume imperfect CSI with \( n = 0.99 \) (1%), quadrature phase shift keying (QPSK) modulation and packets with 100 symbols (or 200 bits). This scenario assumes \( M = 96 \) single-antenna APs and \( U = 8 \) users.

The gains of the RMMSE precoder are substantial over the MMSE precoder of [46]. In addition, RMMSE with OPA can outperform MMSE with OPA and ZF with UPA by up to 3 dB and 4.6, respectively, at BER = 0.02. Note that the RMMSE precoder with OPA attains a consistent gain between 1.1 and 1.7 dB when compared to UPA, up to SNR = 20 dB.

In Table II we assess the BER of different precoding schemes at SNR = 25 dB. To this end, we vary the level of CSI imperfection, by modifying \( n \), while the other parameters remain the same as in the first example.

Notice that for \( n = 0.99 \) the difference between the BER of the RMMSE and the MMSE precoder is \( 2.39 \times 10^{-4} \). When \( n \) is reduced to 95%, the gap is increased to \( 7.56 \times 10^{-4} \). For \( n = 0.9 \), the BER of the RMMSE precoder has a difference of \( 1.8 \times 10^{-3} \), compared to that from the MMSE precoder.

In future work, we might focus on detection and decoding techniques for cell-free networks [49], [50], [51], [52], [53], [54], [55], [56], [57], [58], [59], [60], [61], [62], [63], [64], [65], [66], [67], [68], [69], [70].

VI. CONCLUSIONS

In this work, we have developed a novel iterative RMMSE precoder based on generalized loading to mitigate the effects of imperfect CSI in cell-free networks. We devised optimal and uniform power allocation techniques based on the maximization of the minimum SINR, taking the RMMSE precoder into account.
account. We also performed a sum-rate analysis and evaluated the computational cost of the proposed and existing methods, which shows that the proposed approaches have comparable cost. Numerical results illustrated that the proposed techniques have improved performance in terms of BER, sum-rate and per-user rate in imperfect CSI scenarios.
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