ABSTRACT

An energy-based a posteriori error bound is proposed for the physics-informed neural network solutions of elasticity problems. An admissible displacement-stress solution pair is obtained from a mixed form of physics-informed neural networks, and the proposed error bound is formulated as the constitutive relation error defined by the solution pair. Such an error estimator provides an upper bound of the global error of neural network discretization. The bounding property, as well as the asymptotic behavior of the physics-informed neural network solutions, are studied in a demonstrating example.
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1 Introduction

During the past decade, the application of deep neural networks, also known as deep learning, has gained a significant momentum for a variety of tasks including image classification [7, 22], speech recognition [11, 2], autonomous driving [34, 12], and e-commerce [14, 35], to name a few, see [26, 10] for more details. In a recent study, it was shown that neural networks can also be used for the solution and identification of partial differential equations [31, 30]. To that end, the solution space is constructed through deep neural network approximations and the partial derivatives are evaluated using automatic differentiation [5]. A loss function, in the form of a mean-squared error norm (MSE), is constructed to include the differential equations as well as the initial and boundary conditions. Minimization of such a loss function on a sampling grid results in an approximate solution to the problem under study. This approach is now commonly known as physics-informed neural networks (PINNs), and the preliminary studies in [31, 32] have driven a great attention to this approach.

More recently, the methodology of PINNs has been widely applied in the contexts of both forward and inverse problems of fluid mechanics [22, 37, 18, 27], solid mechanics [16, 33], heat transfer [39, 15], flow in porous media [19, 6] and so on. Moreover, the PINNs have also been investigated in their variational or fractional forms [20, 24, 28, 38]. In most of these studies, the PINN methodology is merely used as a tool and adopted to different applications. There is, however, a clear need for fundamental analysis of this methodology and its performance. With the aid of an energy-based a
posteriori error bound, we aim to preliminarily investigate the generalization errors and asymptotic behaviors of the PINN solutions of elasticity problems in this work.

To quantify the discretization error in an approximate solution, a posteriori error estimation has been intensively studied for finite element methods [1]. Several families of a posteriori error estimators have been formulated, such as the explicit residual-based error estimator [3], the implicit residual-based error estimator [4], the recovery-based error estimator [5], the hierarchical estimator [8], and the constitutive relation error (CRE) estimator [24]. Among these existing error estimators, the CRE is claimed to provide guaranteed, rigorous, energy-based bounds of the discretization errors in finite element solutions [23, 23]. In this work, we consider a mixed form of PINN approximation for elasticity problems, where the CRE estimation can be naturally employed to formulate an energy-based upper bound of the discretization errors by neural networks. Asymptotic behaviors of the PINN approximation can thus be observed and assessed through the energy-based error bounds given by the CRE.

Following the introduction, a model problem of elasticity and its mix form of PINN solution is introduced in Section 2. An energy-based error bound is formulated for the model problem based on the CRE estimation in Section 3. In Section 4, the proposed error bound is demonstrated by a 2D elasticity problem, and its asymptotic behaviors are discussed. Finally, conclusions drawn in Section 5.

2 Model problem and a physics-informed neural network solution

2.1 Model problem of elasticity

Consider an elastic body whose undeformed configuration $X$ is defined in a domain $\Omega \subset \mathbb{R}^d$ ($d = 1, 2, 3$) with a Lipschitz boundary $\Gamma = \Gamma_D \cup \Gamma_N$, where $\Gamma_D \neq \emptyset$ is the Dirichlet boundary, $\Gamma_N$ is the Neumann boundary, and $\Gamma_D \cap \Gamma_N = \emptyset$. The elastic body is subjected to a prescribed body force of density $f \in [L^2(\Omega)]^d$ in $\Omega$ with respect to the undeformed volume, a prescribed displacement $u_D$ on $\Gamma_D$, and a prescribed surface force of density $t \in [L^2(\Gamma_N)]^d$ with respect to the undeformed surface area. An elasticity problem is seek to find the the vector field of displacements $u : \Omega \rightarrow \mathbb{R}^d$ and the stress tensor field $\sigma : \Omega \rightarrow \mathbb{R}^{d \times d}$ that satisfy (i) the compatibility condition:

$$u \in [H_1(\Omega)]^d \quad \text{and} \quad u = u_D \quad \text{on} \quad \Gamma_D,$$

i.e. the continuity of the displacement field $u$ and the Dirichlet boundary condition; (ii) the equilibrium condition:

$$\text{div} \sigma + f = 0 \quad \text{and} \quad \Omega, \quad \sigma n = t \quad \text{on} \quad \Gamma_N,$$

i.e. the momentum equation and the Neumann boundary condition; as well as (iii) the elastic constitutive relation:

$$\sigma = C[\nabla u],$$

in which $C : \mathbb{R}^{d \times d} \rightarrow \mathbb{R}^{d \times d}$ denotes the constitutive relation that maps the displacement gradient $\nabla u$ to the stress tensor $\sigma$. Note that $\sigma$ is taken as the Cauchy stress tensor in linear elasticity under small deformation while more generally considered as the first Piola-Kirchhoff stress tensor in hyperelasticity under finite deformation. The constitutive relation $C$ can be expressed in the following form in hyperelasticity:

$$\sigma = \partial W(\nabla u)/\partial (\nabla u),$$

where $W : \mathbb{R}^{d \times d} \rightarrow \mathbb{R}$ is the potential energy density of the considered material. As a special case of hyperelasticity, linear elasticity has the potential energy density in the form of $W = \frac{1}{2}(\nabla u) : \boldsymbol{K} (\nabla u)$, $\boldsymbol{K}$ being the Hooke’s stiffness tensor, and the constitutive relation is the Hooke’s law $\sigma = \boldsymbol{K} : \nabla u$.

Moreover, for the follow-up discussions on error bounding, the complementary energy density $W^* : \mathbb{R}^{d \times d} \rightarrow \mathbb{R}$ is introduced as the Legendre transformation of $W$, i.e.,

$$W^*(\tau) = \sup_{\varepsilon \in \mathbb{R}^{d \times d}} \{ \tau : \varepsilon = W(\varepsilon) \}.$$

Assuming that the potential energy density $W$ is a convex function, the constitutive relation (3) can thus be alternatively written as

$$W(\nabla u) + W^*(\sigma) - \sigma : \nabla u = 0.$$

2.2 A mixed form of PINN solutions

In this work, we use separate neural networks to approximate the components of both the displacement field $u$ and the stress field $\sigma$. Taking the case of $d = 2$ as an example, one has

$$u(X) \simeq u_{\text{NN}}(X) = \begin{bmatrix} u_{\text{NN}}(x) \\ u_{\text{NN}}(y) \end{bmatrix}, \quad \sigma(X) \simeq \sigma_{\text{NN}}(X) = \begin{bmatrix} \sigma_{\text{NN}}^{xx}(X) \\ \sigma_{\text{NN}}^{yy}(X) \end{bmatrix}.$$

Finaly, conclusions drawn in Section 5.
Note that $\sigma_{xy} = \sigma_{yx}$ for linear elasticity. To train these neural networks informed by the governing equations (1), (2), and (3), a loss function $L$ can be formulated as

$$
L = \text{MSE}_{\Gamma_D} + \text{MSE}_{f} + \text{MSE}_{\Gamma_N} + \eta \text{MSE}_{c} + \alpha (\text{MSE}_{u} + \text{MSE}_{\sigma}),
$$

where $\text{MSE}_{\Gamma_D} = \frac{1}{N_{\Gamma_D}} \sum_{k=1}^{N_{\Gamma_D}} \| u^{\text{NN}}(X_k|\Gamma_D, \theta) - u_{\text{D}}(X_k|\Gamma_D) \|_{F}^2, \quad \text{MSE}_{f} = \frac{1}{N_{\Omega}} \sum_{k=1}^{N_{\Omega}} \| \text{div}^{\text{NN}}(X_k|\Omega) + f(X_k|\Omega) \|_{F}^2, \quad \text{MSE}_{\Gamma_N} = \frac{1}{N_{\Gamma_N}} \sum_{k=1}^{N_{\Gamma_N}} \| \sigma^{\text{NN}}(X_k|\Gamma_N)n - t(X_k|\Gamma_N) \|_{F}^2, \quad \text{MSE}_{c} = \frac{1}{N_{\Omega}} \sum_{k=1}^{N_{\Omega}} \| \sigma^{\text{NN}}(X_k|\Omega) - C[\nabla u^{\text{NN}}(X_k|\Omega)] \|_{F}^2, \quad \text{MSE}_{u} = \frac{1}{N_{\Omega}} \sum_{k=1}^{N_{\Omega}} \| u^{\text{NN}}(X_k|\Omega) - u(X_k|\Omega) \|_{F}^2, \quad \text{MSE}_{\sigma} = \frac{1}{N_{\Omega}} \sum_{k=1}^{N_{\Omega}} \| \sigma^{\text{NN}}(X_k|\Omega) - \sigma(X_k|\Omega) \|_{F}^2.
$$

where $\{X_k|\Omega \}$, $\{X_k|\Gamma_D \}$, $\{X_k|\Gamma_N \}$ and $\{X_k|\Gamma_D \}$ are the collocation points over the domain $\Omega$ and those along the boundaries $\Gamma_N$ and $\Gamma_D$, respectively. $\eta \in \mathbb{R}^+$ is the penalty coefficient for imposing the constitutive relation (3). $\alpha$ is a 0-1 binary variable; the case $\alpha = 0$ is a pure boundary value problem (BVP), while the case $\alpha = 1$ considers the enhancement by the collocation data of $u$ and $\sigma$ over $\Omega$, i.e., the formulation (3) gives a physics-informed regression with the PDE constraints (1), (2), and (3) when $\alpha = 1$.

### 3 An energy-based error bound

#### 3.1 Constitutive relation error

**Definition 3.1 (CRE).** A constitutive relation error (CRE) [25] is a functional $\Psi : KA \times SA \rightarrow \mathbb{R}$ defined as follows:

$$
\Psi(\hat{u}, \hat{\sigma}) = \int_{\Omega} \left[ W(\nabla \hat{u}) + W^*(\hat{\sigma}) - \hat{\sigma} : \nabla \hat{u} \right] d\Omega, \quad (\hat{u}, \hat{\sigma}) \in KA \times SA,
$$

where $KA = \{ \hat{u} \in [H^1(\Omega)]^d : \hat{u}(\Gamma_D) = u_D \text{ a.e.} \}$ is the set of all kinematically admissible solutions that satisfy the compatibility condition (1), and $SA = \{ \hat{\sigma} \in [H(\text{div}, \Omega)]^d : \text{div} \hat{\sigma} + f = 0 \text{ a.e. in } \Omega, \hat{\sigma} n = t \text{ a.e. on } \Gamma_N \}$ is the set of all statically admissible solutions that satisfy the equilibrium condition (2).

A natural result of the Legendre transformation (5) is the Fenchel-Young inequality $W(\epsilon) + W^*(\tau) - \epsilon \cdot \tau \geq 0, \forall (\epsilon, \tau) \in \mathbb{R}^d \times \mathbb{R}^d$, which further gives the following proposition.

**Proposition 3.1.** $\Psi(\hat{u}, \hat{\sigma}) \geq 0, \forall (\hat{u}, \hat{\sigma}) \in KA \times SA$.

To evaluate the errors between the admissible fields $(\hat{u}, \hat{\sigma}) \in KA \times SA$ and the exact fields $(u, \sigma)$, two error functionals are defined as follows.

**Definition 3.2 (Error functionals).** Error functionals $\phi : [H^1(\Omega)]^d \rightarrow \mathbb{R}$ and $\varphi : [H(\text{div}, \Omega)]^d \rightarrow \mathbb{R}$ are introduced in the following form:

$$
\phi(e) = \int_{\Omega} \left[ W(\nabla (u + e)) - W(\nabla u) - \sigma : \nabla e \right] d\Omega, \quad e \in [H^1(\Omega)]^d,
$$

$$
\varphi(r) = \int_{\Omega} \left[ W^*(\sigma + r) - W^*(\sigma) - r : \nabla u \right] d\Omega, \quad r \in [H(\text{div}, \Omega)]^d,
$$

where $(u, \sigma)$ is the exact solution pair of the elasticity problem.
Proposition 3.2. The error functionals $\phi$ and $\varphi$ have the following properties:

$$
\phi(\hat{u} - u) \geq 0, \quad \varphi(\hat{\sigma} - \sigma) \geq 0, \quad \forall (\hat{u}, \hat{\sigma}) \in KA \times SA.
$$

Proof. It can be verified that $\phi(\hat{u} - u) = \Psi(\hat{u}, \hat{\sigma}) - \Psi(u, \sigma) = \Psi(\hat{u}, \sigma)$ and $\varphi(\hat{\sigma} - \sigma) = \Psi(u, \sigma) - \Psi(u, \sigma) = \Psi(u, \sigma)$, both being not less than zero due to Proposition 3.1. The equality holds true if and only if $\hat{u} = u$ and $\hat{\sigma} = \sigma$, respectively. □

Proposition 3.3. The CRE and the error functionals in Definition [12] are interlinked by the following identity:

$$
\Psi(\hat{u}, \hat{\sigma}) = \phi(\hat{u} - u) + \varphi(\hat{\sigma} - \sigma) \geq \begin{cases} \phi(\hat{u} - u), & \forall (\hat{u}, \hat{\sigma}) \in KA \times SA, \\ \varphi(\hat{\sigma} - \sigma), & \forall (\hat{u}, \hat{\sigma}) \in KA \times SA, \end{cases}
$$

i.e., the CRE can be represented as the sum of two error functionals of the admissible solutions.

Proof. From the definitions of error functionals [10] and that of the CRE [9], one has

$$
\begin{aligned}
\phi(\hat{u} - u) + \varphi(\hat{\sigma} - \sigma) &= \int_{\Omega} \left[ \left| W(\nabla \hat{u}) + W^*(\hat{\sigma}) \right| - \left| W(\nabla u) + W^*(\sigma) \right| - \sigma : \nabla (\hat{u} - u) - (\hat{\sigma} - \sigma) : \nabla u \right] \, d\Omega \\
&= \left( \Psi(\hat{u}, \hat{P}) + \int_{\Omega} \hat{\sigma} : \nabla \hat{u} \, d\Omega \right) - \int_{\Omega} \sigma : \nabla u \, d\Omega - \int_{\Omega} [\sigma : \nabla (\hat{u} - u) + (\hat{\sigma} - \sigma) : \nabla u] \, d\Omega \\
&= \Psi(\hat{u}, \hat{P}) + \int_{\Omega} \hat{\sigma} : \nabla (\hat{u} - u) \, d\Omega.
\end{aligned}
$$

Green’s formula gives that

$$
\int_{\Omega} \tau : \nabla v \, d\Omega = \int_{\Omega} -\text{div} \tau \cdot v \, d\Omega + \int_{\Gamma} (\tau n) \cdot v \, d\Gamma, \quad (v, \tau) \in [H_1(\Omega)]^d \times [H(\text{div}, \Omega)]^d.
$$

Taking $\tau = \hat{\sigma} - \sigma$ and $v = \hat{u} - u$ yields that $\int_{\Omega} (\hat{\sigma} - \sigma) : \nabla (\hat{u} - u) \, d\Omega = 0$, since $\text{div} (\hat{\sigma} - \sigma) = 0$ in $\Omega$, $(\hat{\sigma} - \sigma)n = 0$ on $\Gamma_N$, and $\hat{u} - u = 0$ on $\Gamma_D$. Then (12) is obtained in view of the fact that $\phi(\hat{u} - u) \geq 0$ and $\varphi(\hat{\sigma} - \sigma) \geq 0$. □

In linear elasticity under small deformation, the difference between deformed and undeformed configurations is not taken into consideration, and the first Piola-Kirchhoff stress tensor coincides with the Cauchy stress tensor. The potential and complementary energy densities are written as $W(\nabla u) = \frac{1}{2} \nabla u : K : \nabla u$ and $W^*(\sigma) = \frac{1}{2} \sigma : K^{-1} : \sigma$, respectively. The error functionals for both the displacement and stress fields are formulated as $\phi(e) = \int_{\Omega} \frac{1}{2} \nabla e : K : \nabla e \, d\Omega$ and $\varphi(r) = \int_{\Omega} \frac{1}{2} r : K^{-1} : r \, d\Omega$, respectively, $(e, r) \in (KA - u) \times (SA - \sigma)$. Furthermore, the CRE has a second-order form $\Psi(\hat{u}, \hat{\sigma}) = \int_{\Omega} \frac{1}{2} (\hat{\sigma} - K : \nabla \hat{u}) : K^{-1} : (\hat{\sigma} - K : \nabla \hat{u}) \, d\Omega$, $(\hat{u}, \hat{\sigma}) \in KA \times SA$. Moreover, we refer to [13] for a more generalized discussion on CREs in convex problems.

3.2 Bounding global errors in PINN solutions

When $\eta$ is set to be a small value, i.e., $\eta \ll 1$, the compatibility constraint [1] and the equilibrium condition [2] are enforced on $u^{NN}$ and $\sigma^{NN}$, respectively, in the sense of minimizing the corresponding penalty terms in $L$. By taking $\hat{u} \simeq u^{NN}$ and $\hat{\sigma} \simeq \sigma^{NN}$, the CRE [9] provides an error bound for both $u^{NN}$ and $\sigma^{NN}$, i.e.,

$$
\phi(u^{NN} - u) \lesssim \Psi(u^{NN}, \sigma^{NN}), \quad \varphi(\sigma^{NN} - \sigma) \lesssim \Psi(u^{NN}, \sigma^{NN}),
$$

where the global discretization errors in the neural network solutions $u^{NN}$ and $\sigma^{NN}$ are measured by the functionals $\phi$ and $\varphi$, respectively. From the perspective of neural network training, $\phi$ and $\varphi$ are adopted to quantify the global generalization errors in networks $u^{NN}$ and $\sigma^{NN}$, respectively. As the solutions $\{u^{NN}, \sigma^{NN}\}$ obtained by minimizing the loss function $L$ only approximately satisfy the compatibility constraint [1] and the equilibrium condition [2], we use the symbol $\lesssim$ for the bounding property [14] in an approximate sense.

In the CRE estimation for the displacement-based, conforming finite element method, it is required to make additional efforts to construct a stress field that satisfies the equilibrium equation [2]. Such stress recovery techniques [25][29][9] are usually based on element-wise construction and implemented at a high computational price. However, the mixed form of PINNs gives the admissible solution pair $(u^{NN}, \sigma^{NN})$ simultaneously, then the CRE can be directly applied without additional computational efforts. When a larger amount of training data or a more sophisticated neural network architecture is adopted, the accuracy of $u^{NN}$ and $\sigma^{NN}$ can be improved simultaneously through minimizing the loss function $L$ in [29], and such asymptotic behavior can be indicated by the decay of the CRE value $\Psi$ in the meantime.
4 Numerical example

To demonstrate the proposed error bounds, we consider a square plate defined in the domain $\Omega = [0,1]^2$ with unit side length $L_x = L_y = 1$, introduced in [17]. Let us identify different sides of the square with $\Gamma_+ = \{ X = (x,y)^T | x = 0, y \in [0,1] \}$, $\Gamma_+ = \{ X = (x,y)^T | x = 1, y \in [0,1] \}$, $\Gamma_+ = \{ X = (x,y)^T | y = 0, x \in [0,1] \}$, and $\Gamma_+ = \{ X = (x,y)^T | y = 1, x \in [0,1] \}$. The plate is subjected to the following boundary conditions: (a) $\sigma_{xx} = 0$ and $\sigma_{yy} = 0$ on $\Gamma_-$, (b) $u_x = u_y = 0$ on $\Gamma_y$, and (c) $u_x = 0$ and $\sigma_{yy} = (\lambda + 2\mu)Q\sin(\pi x)$ on $\Gamma_y^+$. Additionally, the plate is subjected to the following body forces:

$$f_x(x,y) = \lambda \left[ 4\pi^2 \cos(2\pi x) \sin(\pi y) - \pi \cos(\pi x) Q y^3 \right] + \mu \left[ 9\pi^2 \cos(2\pi x) \sin(\pi y) - \pi \cos(\pi x) Q y^3 \right],$$

$$f_y(x,y) = \lambda \left[ -3\sin(\pi x) Q y^2 + 2\pi^2 \sin(2\pi x) \cos(\pi y) \right] + \mu \left[ -6 \sin(\pi x) Q y^2 + 2\pi^2 \sin(2\pi x) \cos(\pi y) + \pi^2 \sin(\pi x) Q y^4 / 4 \right].$$

Here $\lambda$ and $\mu$ are the two Lamé parameters of a homogeneous and isotropic material, and we take $Q = 4$. The analytical solution to this problem is given as

$$u_x(x,y) = \cos(2\pi x) \sin(\pi y) \quad \text{and} \quad u_y(x,y) = \sin(\pi x) Q y^4 / 4$$

and plotted in Fig. 1.

![Figure 1: The exact displacement components ($u_x$, $u_y$), strain components ($\varepsilon_{xx}$, $\varepsilon_{yy}$, $\varepsilon_{xy}$), and stress components ($\sigma_{xx}$, $\sigma_{yy}$, $\sigma_{xy}$) for the linear elasticity problem, subjected to the body forces ($f_x$, $f_y$).](image)

In this example, the PINN framework is employed in the following two scenarios:

- **scenario (a):** PINN as a solution method, i.e., $\alpha = 0$. The problem is considered as a boundary value problem, where data are given at the boundaries in the form of displacement or stress conditions. A sampling grid of $100 \times 100$ is used for the collocation of equilibrium equations and constitutive relations, except when we change the sampling grid to investigate the corresponding asymptotic behaviors. Moreover, we take $\eta = 0.01$ in this scenario.

- **scenario (b):** PINN as a regression method, i.e., $\alpha = 1$. It is assumed that the displacement and stress data are given at uniformly distributed grid points, and the objective is to construct a regression model that also satisfies the underlying physics of linear elasticity. Here the data are given on a uniform grid of $40 \times 40$, except when we change the sampling grid to investigate the corresponding asymptotic behaviors. Since the grid data for both displacements and stresses already impose very strong constraints on the solution fields, we take $\eta = 0$ in this scenario, i.e., loosing the constraints by constitutive relations.

There are three types of errors associated with the training of neural networks, including the optimization error, the generalization error, and the approximation error, as discussed in [36]. Here, we quantify the global generalization errors in the displacement and stress fields by $\phi(u^{nn} - u)$ and $\varphi(\sigma^{nn} - \sigma)$, respectively. All these integrals are approximately evaluated on a fine test grid of $200 \times 200$. We consider the following three cases:
• **Generalization error in sampling.** As the first case, we quantify the generalization errors in the displacement and stress fields with respect to the number of sampling (collocation) points used for optimizing the loss function. Here, we adopt a fixed size neural network with 4 hidden layers and 20 neurons in each layer to construct all the approximate solutions \( u_{NN}^{\text{ref}}, u_{NN}^{\text{ref}}, \sigma_{NN}^{\text{ref}}, \sigma_{NN}^{\text{ref}}, \) and \( \sigma_{NN}^{\text{ref}}. \) We then use seven grids of sizes \( 40 \times 40, 50 \times 50, 60 \times 60, 70 \times 70, 80 \times 80, 90 \times 90, \) and \( 100 \times 100 \) to sample the loss function during the optimization and train the neural networks.

• **Generalization error in neurons.** As the second case, we study the generalization errors in the displacement and stress solutions with respect to the number of neurons per each layer. For this purpose, we fix the number of hidden layers of each network to 4 and change the width of the network as 20, 30, 40, 50, 60, 70, and 80.

• **Generalization error in layers.** As the last case, we study the generalization errors in the displacement and stress solutions with respect to the number of hidden layers. Therefore, we adopt a fixed number of neurons for each hidden layer as 20 and vary the number of hidden layers from 2 to 10 in scenario (a), while 4 to 10 in scenario (b).

The comparisons of global discretization errors \( \phi(u_{NN}^{\text{ref}} - u) \), \( \varphi(\sigma_{NN}^{\text{ref}} - \sigma) \) and the CRE \( \Psi(u_{NN}^{\text{ref}}, \sigma_{NN}^{\text{ref}}) \) are shown in Figs. 2 and 3 for the scenarios (a) and (b), respectively. All results are compiled on a test grid of size \( 200 \times 200, \) with which the integrals are approximately calculated. Note that this distinguishes from the classical finite element error analysis for the PINN solutions of elasticity problems. An energy-based error bound, defined as a constitutive relation error, is employed to provide an upper bound of the global discretization errors in both the displacements and the stresses solved through a mix form of PINNs. The generalization performance of PINNs is thus assessed by the proposed error bound. In the numerical demonstration, a reference 2D linear elasticity problem is analyzed using PINNs as a forward solver and as a regression tool. Considering a wide range of network hyper parameters, i.e., number of neurons and hidden layers, and number of sampling points, it has been verified that the proposed error bound guarantees an upper bound of the energy-based measures of generalization errors and offers good robustness. The constitutive relation error bound is also directly applicable for hyperelasticity problems, and can be used for goal-oriented error estimation in cooperation with an adjoint problem.
Figure 2: Comparison of the energy error in displacements $\phi(\mathbf{u}^{\text{NN}} - \mathbf{u})$, the energy error in stresses $\phi(\sigma^{\text{NN}} - \sigma)$, and the CRE $\Psi(\mathbf{u}^{\text{NN}}, \sigma^{\text{NN}})$ in the scenario (a) where PINN is used as a BVP solution method.
Figure 3: Comparison of the energy error in displacements $\phi(u^{NN} - u)$, the energy error in stresses $\varphi(\sigma^{NN} - \sigma)$, and the CRE $\Psi(u^{NN}, \sigma^{NN})$ in the scenario (b) where PINN is used as a regression method.
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