Boosting Multi-Modal E-commerce Attribute Value Extraction via Unified Learning Scheme and Dynamic Range Minimization
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Abstract. With the prosperity of e-commerce industry, various modalities, e.g., vision and language, are utilized to describe product items. It is an enormous challenge to understand such diversified data, especially via extracting the attribute-value pairs in text sequences with the aid of helpful image regions. Although a series of previous works have been dedicated to this task, there remain seldomly investigated obstacles that hinder further improvements: 1) Parameters from up-stream single-modal pretraining are inadequately applied, without proper jointly fine-tuning in a down-stream multi-modal task. 2) To select descriptive parts of images, a simple late fusion is widely applied, regardless of priori knowledge that language-related information should be encoded into a common linguistic embedding space by stronger encoders. 3) Due to diversity across products, their attribute sets tend to vary greatly, but current approaches predict with an unnecessary maximal range and lead to more potential false positives. To address these issues, we propose in this paper a novel approach to boost multi-modal e-commerce attribute value extraction via unified learning scheme and dynamic range minimization: 1) Firstly, a unified scheme is designed to jointly train a multi-modal task with pre-trained single-modal parameters. 2) Secondly, a text-guided information range minimization method is proposed to adaptively encode descriptive parts of each modality into an identical space with a powerful pretrained linguistic model. 3) Moreover, a prototype-guided attribute range minimization method is proposed to first determine the proper attribute set of the current product, and then select prototypes to guide the prediction of the chosen attributes. Experiments on the popular multi-modal e-commerce benchmarks show that our approach achieves superior performance over the other state-of-the-art techniques.
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1 Introduction

Understanding a massive amount of product data plays a significant role in e-commerce applications, including recommendation and question answering. Among diverse strategies, attribute value extraction is capable of formatting unstructured textual descriptions into structured attribute-value pairs, which highlights the most interesting characteristics of products.

Specifically, in a sequence tagging manner, attribute values are directly extracted from the original text input, via the prediction with identical length in a certain symbol set, e.g., “B-I-O” marks the begin, inside, and outside parts (“not-a-value”) of attribute values. Furthermore, with the progress of marketing methods in e-commerce scenarios, images, as one of the major visual modalities, have been introduced to more precisely describe product characters. “Blue”, as an example, means either emotional or color attribute in plain texts, but images of the product help customers judge intuitively. Thus, it is natural for an extractor to take full advantage of vision to obtain attribute values.

Although some recent multi-modal extractors adopt both vision and language inputs, they make insufficient use of single-modal knowledge from large-scale pretraining. For instance, JAVE and MAE-model rely on feature representations of input data, which are generated by pretrained visual and linguistic encoders with fixed parameters. Most of them do not explain for such design, but we think it might be a conventional belief that fixed pretrained models are capable of handling most downstream tasks. In fact, it is hard for them to cover all corner cases in e-commerce, e.g., fashion style in 2020s hardly takes place in ImageNet dataset. Hence, as shown in right part of Figure, a unified learning scheme is proposed to bridge the gap between up-stream pretraining and down-stream tasks.
Meanwhile, during perceiving multi-modal information of a human customer, visual elements are converted into semantic symbols, e.g., colors, shapes, or sizes, to make a decision, similarly for a multi-modal attribute extractor. More precisely, it is priori knowledge that non-textual descriptive clues from other modalities should be encoded with textual information into a common feature space, as semantic symbols like those in human minds. However, previous methods employ either naive fusion or simple gate mechanisms, which is powerless to dynamically model such a language-dominated space by newly initialized and deficient parameters, compared with strong pretrained linguistic encoders illustrated in the left part of Figure 1.

Besides, diversity of products, e.g., taxonomies or multi-functional purposes, leads to distinct ranges of attributes among them. Conversely, most attribute value extractors consider the attribute range as a maximal union set across all the products. In details, “B” and “I” symbols in sequence tagging outputs are appended with attribute names, such as “B-battery_life”, “I-sleeve_length”. Quantitatively, every textual position is forced to be classified into twice of all attribute amount with an “O”, denoted as $T_o = (C \times |\{B, I\}| + |O|) \times S$, where $C$ is the attribute amount and $S$ is text length. This extreme inconsistency between data distribution and modeling leads to non-essential classification outputs, which brings about more potential false positives and thus leads to a lower generalization capacity.

Differently, we redesign a two-stage approach to minimize the attribute range of specific product dynamically as shown in middle of Figure 1, which has not been investigated before. Firstly, it determines the attribute range of the current sample, via only once multi-label classification. Secondly, it selects learnable prototypes of chosen attributes. Finally, only “B-I-O” sequences are predicted for only chosen attributes under the conditional guidance of their prototypes.
where the number of classification is denoted as \( T_m = C + (|\{B, I, O\}| \times S) \times C_m \), where \( C_m \) is the number of selected attributes (\( C_m \ll C \), thus \( T_m \ll T_o \)).

In conclusion, we have observed that: the problems of unified learning and range minimization are remained to be investigated for boosting the extraction of attribute-value pairs on multi-modal e-commerce data. Therefore, we propose a novel attribute value extraction approach to jointly learn the pretrained as well as task-specific parameters and to dynamically minimize the ranges in both modality and attribute perspectives. The main contributions of this paper are summarized as follows:

- We propose a **Unified Learning Scheme (ULS)** for an efficient combination of common knowledge from up-stream pretraining and task-specific knowledge from down-stream multi-modal attribute value extraction learning, by jointly training the corresponding parameters in an end-to-end style.
- We propose a novel **Dynamic RAnge Minimization** approach, named **DRAM**. Following the intuition that only language-related parts of each modality contribute to the extraction of textual values, Text-Guided Information Range Minimization (TIR) dynamically extracts the descriptive parts of both text and image. Moreover, it encodes all the informative clues into a common embedding space with a powerful pretrained linguistic model.
- As another component of DRAM, Prototype-Guided Attribute Range Minimization (PAR) is designed in a two-stage manner to dynamically determine the range of attributes. Within the minimized range, learnable prototypes are selected to guide value extraction of the chosen attributes. Complementing TIR and PAR, our proposed **ULS-DRAM** achieves state-of-the-art performance on popular MEPAVE and MAE benchmarks.

### 2 Related Works

#### 2.1 Single-Modal Attribute Value Extraction

Based on the text-centric task characteristic, early works of attribute value extraction are designed to accept single-modal textual inputs.

For instance, OpenTag \[29\] adopts a basic pipeline of sequence tagging with a multi-class prediction of sequences. Hence, each position should be classified into around twice of all attribute amount, leading to the failures on large-scale datasets with thousands of attributes. Similarly, slot-filling task also performs multi-task sequence tagging for extracting values. RNN-LSTM \[8\] and Attn-BiRNN \[17\] adopt pretrained word embeddings and Recursive Neural Networks. Slot-Gated \[7\] further introduces a gate mechanism for a more adaptive model. The Pretrained BERT \[4\] model empowers Joint-BERT \[1\] via jointly fine-tuning on down-stream task. Recently, K-PLUG \[27\] collects 25M extra data to pretrain text encoder and also fine-tunes it on down-stream tasks. Instead, our method fine-tunes not only linguistic \[4,18\] but also visual pretrained models \[9\] for better performance without any extra data.
Based on the architecture of OpenTag, SUOpenTag [26] employs a novel prediction style with given attributes, via encoding current attributes and input texts with pretrained BERT [4] and calculating the co-attention between them, thus only one sequence of one attribute should be predicted and fits on large-scale datasets. Following this prototype, AVEQA [24] further introduces distillation training from a large pretrained model and an auxiliary matching task between text and attribute; AdaTag [25] converts attribute encoding into a dynamic network architecture. However, their predictions are limited by known attribute ranges of input texts. If the range is unavailable in the inference time, maximum range with all the attributes is utilized and leads to more wrong predictions.

Our proposed approach tackles such a limitation by dynamically determining the minimal attribute range of current inputs, via an extra multi-label classification task on attributes.

### 2.2 Multi-Modal Attribute Value Extraction

In the meantime, attribute value extractors can also benefit from the assistance of more modalities to make prediction, especially visual images with rich clues such as colors, shapes, or sizes.

MAE-model [19] constructs a generative baseline with inputs of image, text, and attribute. Single-modal features are extracted by fixed pretrained parameters, and then concatenated as a late fusion to directly predict the specific value via classification. Extra modality of Optical Character Recognition (OCR) empowers PAM [16] to perceive information on images more efficiently and all the modalities are processed by a unified Transformer architecture to generate results. Whereas the stability of prediction is hard to ensure without a constraint from input texts.

On the contrary, as a sequence tagging approach, JAVE [30] jointly predicts attributes as well as values based on image and text inputs. Nevertheless, it also bears a series of shortcomings: 1) Parameters from single-modal pretraining are fixed as [19], which is insufficient for the adaption to a multi-modal downstream task. 2) It is hard for newly initialized late-fusion gate networks in JAVE to model a common space for both textual and non-textual information. 3) Range of attributes is not minimized by JAVE which makes multi-class sequence prediction, thus shares the similar problem with OpenTag [29] on datasets with a large attribute range.

![Fig. 3. The basic model trained with ULS. The encoder is initialized with the pretrained weights. Identified by input modality, ULS-L denotes the text-only version and ULS-VL the multi-modal one, respectively. “Grad” means gradient propagation.](image)
To tackle the problems above, our proposed ULS performs unified learning on multi-modal tasks with up-stream pretrained and down-stream task-specific parameters. In the meantime, our proposed DRAM not only dynamically minimizes the information range via extracting the descriptive parts of each modality and encoding them into a common embedding space with a powerful pretrained linguistic model \[4,18\], but also minimizes the attribute range via first classification and then learnable prototype guidance.

2.3 Multi-Modal Space via Linguistic Encoders

Determined by the priori knowledge of specific tasks, pretrained linguistic encoders \[4,18\] are applied to encode the multi-modal embeddings and model the common space, because they are talent to extract language-related discriminative representations. In Named Entity Recognition (NER), RpBERT \[23\] extracts textual named entities based on text and image, which considers language-related information to be significant. Hence, it is initialized with pretrained BERT \[4\] weights and fine-tuned with multi-modal inputs. Similarly, to learn unsupervised multi-modal representations, a series of models also adopt a pretrained linguistic encoder, e.g., VL-BERT \[22\] and UNITER \[2\]. Detected objects or image regions are processed as special text embeddings together with text inputs, thus a common space with latent semantic representation is constructed.

Differently, our proposed TIR not only models a unified multi-modal space via powerful linguistic encoders \[4,18\], but also extracts language-related parts of each modality to minimize the information range for a space without redundant distractive information.

3 Proposed Method

As illustrated in Figure\[2\]b, our proposed method ULS-DRAM comprises two major components: Unified Learning Scheme (ULS) and Dynamic Range Minimization (DRAM). Furthermore, DRAM can be divided in two-folds: Text-Guided Information Range Minimization (TIR) and Prototype-Guided Attribute Range Minimization (PAR). ULS efficiently utilizes the common knowledge...
Fig. 5. Different variants of the proposed Attribute Range Minimization: (a) Prototype Guided Policy learns “Prototype” embeddings for each attribute, and then guides the Feature Decoder to predict values of attributes in minimized range with the Guidance Mechanism. (b) DyNet Guided Policy learns parameters instead and applies them on the Dynamic Network. (c) BERT Guided Policy encodes selected attribute words from a dictionary with the pretrained BERT model into textual embeddings for guidance.

from up-stream single-modal pretraining and task-specific one from down-stream multi-modal learning, via jointly training the pretrained parameters and down-stream task ones.

As the essential parts of DRAM, TIR is designed to dynamically extract the descriptive parts in a minimal range of both text and image and then encode them into a common embedding space with a powerful pretrained linguistic model. PAR is designed to adaptively determine the minimized range of attributes for the current input and then guide value extraction for the selected attributes via learnable prototypes. ULS and DRAM cooperate to boost the performance of attribute value extraction. More details will be introduced in the following sections.

3.1 Unified Learning Scheme

Considering differences between up-stream pretraining and down-stream task training, we find there is a significant gap in the learned knowledge from them.

For example, in the field of linguistic pretraining, popular pretrained model BERT [4] adopts self-supervised learning on a large-scale unannotated word corpus from websites such as Wikipedia. While as to visual pretraining, commonly used ResNet [9] series are trained in a supervised scheme on the ImageNet dataset [3] with human-crafted class annotation for each Internet collected image. More differently, the down-stream task in this paper is multi-modal attribute value extraction in e-commerce scenarios, where most data is related to product descriptions with both texts and images, other than wiki articles or natural images.

Such a giant data distribution inconsistency reminds us of the fact that various previous works [20, 19, 8, 17, 7] only fix the pretrained parameters to extract feature embeddings and lead to a potential performance loss. Therefore, we redesign the training scheme as a unified one, named Unified Learning Scheme (ULS), which jointly fine-tunes pretrained single-modal parameters and task-specific multi-modal ones.
In Figure 3, different basic model versions are designed for text-only single-modal and multi-modal unified learning, denoted as ULS-L and ULS-VL. For text inputs, a pretrained embedding layer [4] converts the tokenized text IDs into high-dimension embeddings. As for images, a pretrained ResNet [9] model is jointly fine-tuned and generates $7 \times 7$ patches of image embeddings, which are flattened into the length 49 and linearly projected to the same dimension of text embeddings. For ULS-VL, two sequences are finally concatenated into one. Then “Feature Decoder”, i.e., BiLSTM+CRF [29], decodes features into predictions.

Hence, the gap mentioned above is eliminated and an efficient combination by ULS, which bridges between common knowledge from up-stream pretraining and task-specific knowledge from down-stream multi-modal attribute value extraction learning, leads to a better generalization capability and performance.

3.2 Text-Guided Information Range Minimization

When browsing the e-commerce web pages, there are multiple information sources for a human customer to perceive, including visual and textual ones. During the processing in the brain, visual elements are converted into semantic conceptual symbols, e.g., colors, shapes, and sizes, just as keywords from texts. Based on the explicit symbols from visual and textual elements, a customer can make a further decision, similarly for an attribute value extractor.

Following the priori knowledge above, we consider that descriptive clues from each modality should be encoded into a common linguistic space, as semantic symbols like those in human minds. For an extractor, information range of each modality should be minimized to only language-related parts to describe products. Meanwhile, such a space is difficult for newly initialized networks to model without common knowledge from large-scale linguistic pretraining.

Hence, we design a novel Text-Guided Information Range Minimization (TIR) approach to implement these discussed ideas. As an efficient feature extractor for both intra and inter information, the attention mechanism [21] is the best choice for constructing our pipeline as an essential component. Given two input sequences $x_Q \in \mathbb{R}^{S_1 \times D}$, $x_K = x_V \in \mathbb{R}^{S_2 \times D}$, they are linearly projected by weight matrices $W_Q$, $W_K$, and $W_V \in \mathbb{R}^{D \times D'}$, where $S_1$ and $S_2$ denote sequence lengths of two inputs, $D$ and $D'$ denote the embedding dimensions and the internal ones of the attention mechanism. Thus, the linearly projected sequences are computed as:

$$Q = x_Q W_Q, K = x_K W_K, V = x_V W_V.$$  \hfill (1)

$Q, K \in \mathbb{R}^{S_1 \times D'}$, $K$ and $V \in \mathbb{R}^{S_2 \times D'}$ represent three kinds of features, where $Q$ is a “Query” to retrieve useful parts of $V$ “Value”. However, since $Q$ and $V$ might originate differently, e.g., they are either text or image, directly computing their matching degree is inappropriate. $K$ as another representation of each position in $V$ performs the “Key” role to match with $Q$. Thus, we have the formula of attention:

$$\text{Attention}(K, Q, V) = \frac{QK^T}{\sqrt{D'}} V.$$  \hfill (2)
Obtained via the dot product between $Q$ and transposed $K$, attention mapping $QK^T \in \mathbb{R}^{S_1 \times S_2}$ means the matching degree between each position of $Q$ and $K$, normalized by dimension numbers. Based on this dense mapping, all the positions of $V$ are multiplied with the corresponding matching score and summed for each position of $Q$. The result of Attention $A \in \mathbb{R}^{S_1 \times D}$ has the same shape of $Q$, which represents the meaningful information in $V$ extracted for $Q$.

In practice, due to the text-guided priori knowledge discussed before, text embeddings $x^t$ perform as $x_Q$ for not only self-attention inside the text modality, but also cross-attention between text and image modalities. For intra-modality self-attention, $x_K = x_V = x^t$. For inter-modality cross-attention, image embedding sequence $x_K = x_V = x^v$. Two attentions are formulated as:

$$\text{SelfAtt}(x^t) = \frac{(x^tW_Q)x^tW_K^T}{\sqrt{D'}}x^tW_V,$$  

$$\text{CrossAtt}(x^t, x^v) = \frac{(x^tW_Q^v)x^vW_K^v}{\sqrt{D'}}x^vW_V^v.$$

As shown in Figure 4 with the self-attention and cross-attention, text embeddings play the roles as queries to guide the extraction of language-related information from both text and image embeddings from pretrained embedding layers or models. 

$$E_m = x^t + (\text{SelfAtt}(x^t) + \text{CrossAtt}(x^t, x^v))W^m.$$  

Finally, highlighted via TIR, descriptive parts share “relevant” meanings with parts of “Query” text. They helps model to know which tokens of $x^t$ are supported by more multi-modal information via fusion. Hence, they are added together with $x^t$, like the positional/token-type embeddings in BERT [4] or ViT [5]. $E_m$ is obtained by Eq. 5 and then encoded into a common semantic space by a strong linguistic encoder [4,18], where $W_m \in \mathbb{R}^{D \times D'}$ denotes re-projecting the dimension number of attention back to that of embedding.

### 3.3 Attribute Range Minimization

In e-commerce scenarios, difference among products varies in a large scale due to taxonomies or functions, etc. Therefore, attribute ranges of each product tend to be specialized, e.g., “battery life” attribute appears more frequently in electronic products than clothing or shoes. On the contrary, many previous works [30,29,8,17,7,1] apply multi-class sequence prediction with a maximum union set across all products, leading to unwanted false positives. While the others predict for given attributes, there are still limitations when attribute sets of the current products are unavailable during the inference time.

Having observed the inconsistency between data distribution and model design above, we propose a novel dynamic attribute range minimization approach to tackle it. Firstly, the model can predict the attribute range dynamically for
the current sample. And the prediction can be formalized as a multi-label classification task:

$$R_i = \sigma(f(T_i, V_i | \theta_{Pre}, \theta_{TIR})W_{cls}). \quad (6)$$

$R_i$ denotes the attribute range of current sample $i$ with input text $T_i$ and image $V_i$. The multi-modal pretrained encoder shown in Figure 3 is denoted as $f$ with pretrained parameters $\theta_{Pre}$ and down-stream task parameters for proposed TIR $\theta_{TIR}$, which are jointly learned via proposed ULS-VL. $W_{cls} \in \mathbb{R}^{D \times C}$ projects the encoded multi-modal feature into attribute classes $C$, and a sigmoid function $\sigma$ is used to non-linearly normalize the class scores into multi-hot range digits $R_i \in [0, 1]$.

Secondly, attributes with higher score are obtained as the minimized range of the current input with a threshold $S_{thr}$. Given the dynamically determined minimized range of attributes, only tagging sequences of items within the range are predicted. For a representation set $P$ of all attributes, the selected subset $P_{min}$ via the minimized range is:

$$P_{min} = P[R_i > S_{thr}]. \quad (7)$$

As shown in Figure 5 to represent attributes and guide the model to predict attribute value within the minimized range, there are many feasible candidates. So three variants of policy are designed: (1) Prototype Guided Policy learns prototype embeddings of each attribute. (2) Instead, DyNet Guided Policy directly apply parameters corresponding to attributes within the minimized range into Dynamic Networks, thus without the need of guidance mechanism. (3) BERT Guided Policy employs a pretrained BERT [4] model to explicitly encode selected attribute words from a dictionary into textual embeddings. (1) and (3) shares the same guidance mechanism.

Take (1) as an example. If an attribute “Color” is predicted inside the range by Eq. 6, its “Prototype”, a jointly trained embedding vector, is selected by Eq. 7. The model is required to predict for “Color”, only when its prototype is selected. Such a conditional guidance is realized by our proposed mechanism in Eq. 8. It calculates cosine similarity scores of tokens and selected prototype. These scores indicate the existences of “Color” ’s values. Then model is supervised to output single-class “B-I-O” result for “Color”, given the scores and features.

Formally, refer the prototype or textual embeddings of a selected attribute $a$ as $P_{min}^a \in \mathbb{R}^{1 \times D}$, and each position $j$ of feature sequence encoded via $f$ for sample $i$ as $f_{ij} \in \mathbb{R}^{1 \times D}$, $i$ is omitted for simplicity. Given an $a$, Feature Decoder decodes $f^{a}$ into “B-I-O” result for $a$. Our proposed guidance mechanism is denoted as:

$$f_j^{a} = \text{Concate}(f_j, (P_{min}^a)(f_j)^T \frac{1}{||P_{min}|| ||f_j||} f_j). \quad (8)$$

Since our proposed Prototype-Guided Attribute Range Minimization (PAR) performs superiorly than other variants with an explicit design in the following section, it is embraced with TIR as a key component of our proposed Dynamic Range Minimization (DRAM) to achieve the best performance.
4 Experiments

In this section, extensive experiments are conducted on two popular multi-modal e-commerce attribute value extraction benchmarks, i.e., MEPAVE [30] and MAE [19], to evaluate our proposed ULS-DRAM method. Ablation study validates the effectiveness of ULS and two components TIR and PAR of DRAM. Furthermore, we also report the state-of-the-art comparison on both benchmarks.

4.1 Datasets

MEPAVE [30], named as Multimodal E-commerce Product Attribute Value Extraction dataset, collects both textual product descriptions and product images from a main-stream Chinese e-commerce platform JD.com. Given a sentence, the position of values mentioned in the sentence as well as the corresponding attributes are annotated together. 87,194 text-image instances with 26 types of product attributes are obtained from categories such as clothes, shoes, luggage, and bags. And the distribution of attributes among categories varies a lot. 71,194 instances are split into training set, 8000 for validation and testing set each. F1-score is the metric of performance on both attribute classification and attribute value extraction task.

MAE [19] is an English E-commerce Multimodal Attribute Extraction dataset. Categories are of much wider diversity including electronic products, jewelry, clothing, vehicles, and real estate. A textual product description, a collection of images and attribute-value pairs are collected in each record. 2.2M product items are split into training, validation and testing set with 80%-10%-10% ratio, with 2k attribute classes annotated. Following [30], to avoid the attribute values which do not present in textual descriptions, MAE-text subset is constructed and denoted as MAE if not specially mentioned. Accuracy is adopted as the metric of attribute value extraction performance.

4.2 Implementation Details

Our proposed method is implemented on the basis of BiLSTM+CRF [29] feature decoder and PyTorch framework [20]. Log-Likelihood loss function of CRF [15] supervises the attribute value extraction task, and an extra Binary-CrossEntropy loss optimizes the multi-label classification task of PAR. RoBERTa-small-chinese [18], i.e., a variant of BERT, is specialized for Chinese dataset MEPAVE [30], and BERT-base-uncased [4] for English dataset MAE [19]. Meanwhile, ResNet-152 [9] pretrained on ImageNet [3] is adopted to encode image features. Under our proposed ULS training, Adam [14] is used for optimization with initial learning rate $5 \times 10^{-5}$ for fine-tuning ResNet and $1 \times 10^{-4}$ for training other pertained or task-specific parameters. For MEPAVE, our model is trained and tested on one Nvidia V100 GPU with batch size 70. For MAE, it is trained with total batch size 560 on 8 GPUs and tested with 1000 on one GPU. Input images are resized to $224 \times 224$ following the settings of ImageNet dataset [3]. We set $S_{thr}$ of proposed attribute range minimization to 0.5 and 0.4 respectively for MEPAVE and MAE via experimental trials.
Table 1. Ablation study on our proposed ULS and TIR.

| Scheme | Method     | TAG-F1  |
|--------|------------|---------|
| Fixed  | M-JAVE[30] | 87.17   |
| ULS-L  | BERT[4]    | 94.88   |
|        | RoBERTa[18]| 95.21   |
| ULS-VL | Vanilla    | 95.05   |
|        | Self-Attn  | 94.89   |
|        | TIR        | 96.35   |

Table 3. Comparison among variants of proposed Attribute Range Minimization (AR), including Prototype-AR, DyNet-AR and BERT-AR.

| Method     | TIR | DAR | BAR | PAR | CLS-F1 | TAG-F1 |
|------------|-----|-----|-----|-----|--------|--------|
| ULS-VL     | ✓   | ✓   |     |     | 95.05  | 96.35  |
| +TIR       | ✓   | ✓   |     |     | 97.52  | 96.07  |
| +DyN-AR    | ✓   | ✓   |     |     | 97.54  | 96.62  |
| +BERT-AR   | ✓   | ✓   |     |     | 97.65  | 96.86  |
| +Proto-AR  | ✓   | ✓   |     |     | 97.65  | 96.86  |

Table 2. Overall ablation study on key components of proposed ULS-DRAM, including PAR and TIR.

| Method     | Precision | Gain | Recall | Gain | TAG-F1 | Gain |
|------------|-----------|------|--------|------|--------|------|
| ULS-VL     | 94.04     | -    | 96.07  | -    | 95.05  | -    |
| +PAR       | 94.99     | +0.95| 96.71  | +0.64| 95.84  | +0.79|
| +TIR       | 95.21     | +1.17| 97.52  | +1.45| 96.35  | +1.30|
| +TIR+PAR   | 95.89     | +1.85| 97.86  | +1.79| 96.86  | +1.81|

Table 5. Comparison with state-of-the-arts on MAE.

| Method     | Accuracy |
|------------|----------|
| MAE-model[19] | 72.96    |
| M-JAVE[30]   | 75.01    |
| ULS-DRAM†   | 79.20    |

4.3 Ablation Study

The ablation study is firstly performed on MEPAVE dataset. For attribute value extraction task in a sequence tagging manner, F1-score, i.e., harmonic mean of Precision and Recall, is widely used to measure the comprehensive performance, denoted as TAG-F1. An extra CLS-F1 implies the attribute classification performance for minimizing the attribute range of input samples. If not mentioned, percentage symbol (%) is omitted for simplicity.

Table 1 illustrates the ablation study on proposed Unified Learning Scheme (ULS) and Text-Guided Information Range Minimization (TIR). For ULS-L, the model is jointly trained with simple architecture consisting of pretrained linguistic model and single-modal textual input as shown in Figure 3, but still noticeably out-performs specially designed multi-modal M-JAVE[30] with fixed pretrained parameters. BERT-base-chinese[4] and RoBERTa-small-chinese[18] are used as candidate pretrained models, since BERT-small trained on Chinese corpus is unavailable. Due to larger size of parameters, in our opinion, BERT version of ULS-L model tends to over-fit on training subset. Therefore, RoBERTa version generalizes ideally and is chosen as our basic model.

† Since the details of how to compute the “Accuracy” for sequence tagging methods are unavailable in [30], we have contacted the authors and adopted the following computation formula: Accuracy = num(correctly_predicteattribute_values) / num(total_attribute_values)
For ULS-VL, multi-modal data with text and image are embraced to further jointly train not only pretrained linguistic model \cite{1} but also visual one \cite{9}. Referred as “Vanilla”, ULS-VL adopts extra visual input V with textual one T as “\texttt{Concat}(T, V)”. Its self-attention \(QK^T/\sqrt{D'}\) in BERT encoder can be divided into 4 parts: \(T\rightarrow T, V\rightarrow V, T\rightarrow V, V\rightarrow T\). So \textit{all the possible guidances of attention are achieved}. Unfortunately, language-irrelated distractors ruin the model performance via fully guidance, i.e., TAG-F1 drops from 95.21 to 95.05. For further evaluation, an extra self-attention layer (“Self-Attn”) is added between BERT and input, then the TAG-F1 becomes even worse, only 94.89.

Instead, our proposed TIR dynamically selects the descriptive parts of each modality into minimized information range. With text guidance \(T\rightarrow T\) and \(T\rightarrow V\) to focus on language-related information, TAG-F1 increases to 96.35. Besides, M-JAVE \cite{30} is fine-tuned with the settings of our ULS-VL and performs better than original fixed scheme. TIR with a strong linguistic encoder also out-performs M-JAVE with a naive late fusion. In a word, the results prove that ULS effectively combines knowledge from pretraining and down-stream task, and TIR also suppresses the distractors of each modality via a minimized range to better construct a common semantic space by a strong encoder.

Table 4 further shows the performance gain by the key components of our proposed ULS-DRAM. Both ULS-VL+PAR and ULS-VL+TIR+PAR (i.e., ULS-DRAM) obtain a higher Precision gain than Recall, which significantly shows that our proposed PAR successfully decreases the false positives by attribute range minimization. And the overall TAG-F1 gains of both TIR and PAR are also prominent. In conclusion, based on ULS-VL, our proposed DRAM wins higher F1-score to further boost the attribute value extraction.

### 4.4 Comparison among Variants of Proposed Attribute Range Minimization

Then we evaluate the effectiveness of different policies for proposed Attribute Range Minimization, based on our ULS-VL model. Table 3 shows that DyNet Guided Policy leads to a slightly performance loss, which might be caused by high instability of dynamically applying parameters. BERT Guided Policy ranks the 2\textsuperscript{nd} with more pretrained parameters than Prototype one. We think it might overfit while encoding the attribute words. Finally, with a compacted but powerful design, Prototype Guided Policy performs best on both CLS-F1 and TAG-F1.

Consequently, Prototype-Guided Attribute Range Minimization, denoted as PAR, is selected as a fundamental component of our proposed DRAM.
4.5 Comparison with the State-of-the-arts

For MEPAVE, we compare our ULS-DRAM with not only single-modal but also multi-modal competitors, including SUOpenTag [26], RNN-LSTM [8], Attn-BiRNN [17], Slot-Gated [7], Joint-BERT [1], K-PLUG [27] (the model of which is pretrained with extra 25M data and further fine-tuned in a down-stream task, marked with “*”), single-modal JAVE [30] and multi-modal M-JAVE [30] based on LSTM [10] or BERT [4]. SUOpenTag performs attribute extraction with already given attributes, thus the CLS-F1 is unavailable. Both Joint-BERT and SUOpenTag jointly fine-tune the pretrained BERT model [4], while the others only use pretrained word embeddings or fixed pretrained parameters. In Table 4, our method achieves 97.65 CLS-F1 and 96.86 TAG-F1 as a significant performance gain via proposed ULS and DRAM, without any extra data.

For MAE, state-of-the-art methods including MAE-model [19] and M-JAVE [30] are compared under multi-modal attribute value extraction task. Note that MAE-model is a generative model based on fixed pretrained parameters and given attribute inputs. While our ULS-DRAM and M-JAVE apply more stable sequence tagging and need no given attributes. Table 5 shows that our method achieves higher accuracy and improves the attribute value extraction on such a large-scale multi-modal dataset.

In conclusion, our ULS-DRAM has performed as a new state-of-the-art on both benchmarks, which sufficiently validates its capability of boosting attribute value extraction via proposed Unified Learning Scheme and Dynamic Range Minimization.

5 Conclusion

In this paper, we proposed a novel approach ULS-DRAM for boosting the multi-modal e-commerce attribute value extraction, which consists of two key components: ULS efficiently combines the common knowledge from up-stream pretraining and task-specific one from down-stream learning; DRAM minimizes the range of not only multi-modal information but also attributes with TIR and PAR. Following the intuition that only language-related parts of each modality contribute to the extraction of textual values, TIR dynamically extracts the descriptive parts of vision and language, then encodes them into a common embedding space with a powerful pretrained linguistic model. PAR dynamically determines the range of attributes and selects the learnable prototypes to guide the prediction of the chosen attributes. We further investigated different policies for attribute range minimization: DyNet, BERT and Prototype Guided Policy, and the best-performing Prototype one is chosen. Complementing the proposed ULS and DRAM, a novel powerful model is then obtained and achieves new state-of-the-art performances on two challenging benchmarks MEPAVE and MAE.
Fig. 6. Qualitative results of proposed ULS-VL and ULS-DRAM on missing attribute value extractions. The 1st and 2nd rows of both heatmaps and “B-I-O” sequences in each sample are generated by proposed ULS-VL and ULS-DRAM respectively. Columns of heatmaps are queried by corresponding word on the top to dynamically extract the descriptive parts of image regions. **Green** are right sequence predictions of attribute values while **Red** are missing ones. Heatmaps are generated from text-guided cross-attention in proposed TIR for ULS-DRAM, or from image and text-guided 1st self-attention encode layer of pretrained BERT[4] for ULS-VL. The warmer the higher weight for selecting certain image region.

A Appendix

A.1 Qualitative Analysis

In this section, further qualitative results on the popular benchmark MEPAVE[30] between our proposed **ULS-DRAM** and fundamental method ULS-VL are provided, in order to better understand the effectiveness of proposed **Dynamic Range Minimization (DRAM)**. Not only predicted “B-I-O” sequences to extract attribute values, but also the attention heatmaps of each textual word to query the descriptive regions of image are shown for each sample, following [30,12,13].

**Comparison on Missing Extractions** As is shown in Figure 6, missing attribute values in the 1st row of “B-I-O” sequences are highly correlated with the contextual information, from not only the textual words in neighborhood but also the language-related image regions, which requires an extractor to firstly
Fig. 7. Qualitative results of proposed ULS-VL and ULS-DRAM on wrong attribute value extractions. The 1st and 2nd rows of both heatmaps and “B-I-O” sequences in each sample are generated by proposed ULS-VL and ULS-DRAM respectively. Columns of heatmaps are queried by corresponding word on the top to dynamically extract the descriptive parts of image regions. Green are right sequence predictions of attribute values while Red are wrong ones. Heatmaps are generated following the settings of Figure 6. The warmer the higher weight for selecting certain image region.

dynamically select language-related visual clues, secondly encode them with textual ones into a common linguistic space, and finally make decision to extract attribute values based on semantic symbols in this space.

Left part of Figure 6 is an example that “黑” (black) inside “星辰黑” (star black) should be extracted as a color attribute value. However, ULS-VL made an empty prediction in the 1st row of “B-I-O” sequences with a ignorance of this value. More specifically, from the 1st row of heatmaps for word “星” (star) and “黑” (black), we can observe that lower attention is paid on the black-color surface of shoulder bag in this image. Worse still, similar heatmaps for words with different meanings represent that few of language-related information is selected from input image, thus a language-agnostic one is shared across the words.

From the perspective of the model design, due to self-attention under the guidance of queries from both visual and linguistic input, 1st layer of pretrained BERT\textsuperscript{4} model in ULS-VL hardly strikes a balance between the guidance of two modalities. Hence, it is difficult for it to select the minimized range of language-
related information, model a common linguistic space with semantic symbols, and then make decision on whether a textual phrase is a attribute value.

Differently, in the 2nd row on the left of Figure 6, with the help of proposed Text-Guided Information Range Minimization, ULS-DRAM generates two distinct heatmaps for two different words. For “星” (star), the extractor pays attention on the contextual image regions, because there are not any stars actually in this image (p.s., “star” is only a modifier for the black color). For “黑” (black), most attention is applied on the black surface of shoulder bag in the image. Consequently, language-related information from image are dynamically extracted in a minimized range by our proposed ULS-DRAM method to predicts correct sequences in the 2nd row.

Another example on the right of Figure 6 shows a word phrase “圆领” (round collar) should be treated as a attribute value. Still, ULS-VL generates similar heatmaps of both words with lower score on the collar in the image, which leads to the missing extraction based on visual information unrelated to language. Dissimilarly, ULS-DRAM not only generates heatmaps focusing more on the collar region, but also keeps the consistency across the two word “圆” (round) and “领” (collar), so that both of the two words of the whole word phrase benefit from the same language-related visual clues in this image and correct prediction are made.

As a summary, it is highlighted in Figure 6 that our proposed ULS-DRAM minimizes the information range with the guidance of language, and takes full advantage of the semantic symbols from multiple modalities in a common space modeled by pretrained BERT encoder, rather than directly concatenates visual and textual sequences and feed them into pretrained encoder as ULS-VL does.

**Comparison on Wrong Extractions** In Figure 7, some attribute values are extracted by mistake, which depends on the capability of attribute range minimization for an extractor to eliminate the non-essential predictions. Because
of the diversity among products, there are different attribute ranges of each item, e.g., the attributes of pants are not totally shared with those of clothes. Maintaining the consistency between attribute distribution and modeling, an extractor will performs better within a dynamically minimized attribute range.

As is illustrated in 1st row of “B-I-O” sequence on the left of Figure 7, an attribute value for pants type “短” (short) is mistakenly extracted for a shirt in the image. Considering attribute ranges of all the products as a maximal one, ULS-VL outputs the scores of all the attributes at each position of “B-I-O” sequence. Thus it is possible for attributes irrelevant with shirt to be predicted, especially when inconsistent shirt regions are extracted for both “短” (short) and “裤” (jeans) in the heatmaps of 1st row.

Cooperating with Text-Guided Information Range Minimization (TIR), our proposed ULS-DRAM selects minimal shirt regions for “短” (short) and lower part of shirt, as it is more likely to appear a jeans, for “裤” (jeans). Further improved by our proposed Prototype-Guided Attribute Range Minimization (PAR), ULS-DRAM successfully avoids the interruption of shirt information from images and keep the attribute range with shirt-related minimized one.

For a two-word phrase “直筒” (straight) in right part of Figure 7, ULS-VL pays its most attention on the jacket in the image, but still ignores the specialized attribute range for the jacket. On the contrary, our proposed ULS-DRAM captures the “straight” part of jacket via TIR, such as the sleeve in bottom left heatmap and lappet with zipper in bottom right heatmap. With the assistance of PAR, it succeeds in keeping the attribute range minimized for jacket, with only “ClothesType” attribute value “宽松” (loose) extracted.

In conclusion, the qualitative results reveal that complementing TIR and PAR, our proposed ULS-DRAM dynamically selects the language-related information and encodes them into a common space for decision making, minimizes the attribute range according to input sample to eliminate wrong predictions, and thus improves the performance of multi-modal attribute value extraction.

### A.2 Selection of $S_{thr}$ on Different Benchmarks

Considering the diversified attribute distribution of different benchmarks, multiple values of the hyper-parameter $S_{thr}$ are experimented in Figure 8 which are used for the threshold to filter high-score attributes into minimized ranges of proposed PAR.

For the relatively compacted and balanced 26 attributes in MEPAVE [30], higher threshold of $S_{thr}$ encourages the attribute range to converge into a smaller minimized range. Therefore, as is shown in Figure 8(a), $S_{thr} = 0.5$ achieves best TAG-F1 score over the other candidates. For the distracted and long-tailed 2k attributes in MAE [19], lower $S_{thr}$ ensures that all the potential attributes are comprised in the minimized attribute range, preventing the absence of attributes with lower frequency. Hence, $S_{thr} = 0.4$ improves the performance of 0.5 with a significant gain in Figure 8(b). Due to the constraint memory budget of GPUs, lower values of $S_{thr}$ are not experimented. Note that it is just a priori
knowledge that $S_{thr}$ is selected according to data distribution, and even default 0.5 achieves state-of-the-art performance in Tables 4 and 5.

A.3 Computation of the Accuracy for MAE

Since the details of the “Accuracy” computation on MAE for sequence tagging methods including [30] and our proposed ULS-DRAM are unavailable, having contacted the authors of [30], we adopt the following computation formula:

$$\text{Accuracy} = \frac{|V_{\text{correct}}|}{|V_{\text{total}}|}. \quad (9)$$

$V_{\text{correct}}$ is the set of correctly predicted attribute-value pairs and $V_{\text{total}}$ is all the annotated pairs. An attribute pair is obtained via post-processing of the “B-I-O” sequence along with the original textual input. Here is an example:

Input text: “blue jeans match blue spirits”
Annotation: “Color: [blue]”
Prediction (1): “B-Color O O B-Color O” or “B-Color O O O O”.
Pairs: “Color: [blue]”, Correct.
Prediction (2): “B-Color O O O B-Color”.
Pairs: “Color: [blue, spirits]”, Incorrect.
Prediction (3): “O O O O O” or “O O O B-Color I-Color”.
Pairs: “Color: [” or “[blue spirits]”, Incorrect.

Due to the original MAE dataset is annotated for generative MAE-model, the annotations are not sequences but attribute-value pairs for directly compute the top-k hit rates of the generated candidate results, e.g., Hit@1 or Hit@5. The attributes of the corresponding “B-I” sequence are marked in the append names of each “B” and “I”, e.g., “B-Color” or “I-Pattern”. And the values can be extracted from the same positions of “B”s and “I”s in original text sequences.

To determine the correctness of predicted “B-I-O” sequence, they are post-processed into attribute-value pairs. In 1st sequence in Prediction (1), two values “blue” are extracted but they are merged into one, as the 2nd sequence. Although annotated value “blue” are predicted in Prediction (2), an extra “spirits” is extracted and leads to incorrectness. As long as none of the annotated values are predicted, as in Prediction (3), the results are incorrect. In a word, the predicted attribute-value pairs should be absolutely the same with corresponding annotated one.

Prediction (4):
“B-Color B-Type O B-Color O”.
Pairs: “Color: [blue], Type: [jeans]”, Correct.
Note that the **extra attributes** beyond annotation are not considered during determination of correctness, as shown in Prediction (4) above. Maybe some argue that “false positives” will be ignored, but the actual “false positives” are similar to “spirits” or “blue spirits” in Prediction (2) and (3) within the range of annotated attributes.

Once the correctness of each predicted attribute-value pair is available, the **Accuracy** in Eq. 9 is computed simply via counting the number of correctly predicted pairs and totally annotated ones. The default maximum of **Accuracy** is 100%, which stands for all the predicted pairs are absolutely the same with annotated one.

### A.4 Discussions on Limitations

Our proposed multi-modal attribute value extraction method ULS-DRAM is designed for e-commerce scenarios, where data distributions of both visual and textual modality are featured with domain-specific characteristics. Hence, there are some limitations in its application.

On the one hand, during training and inference time, most images consist of these fundamental parts: (1) a singleton of product item in a closer-look perspective, (2) a clean background (*sometimes filled with pure colors*) with minimal disturbance to product, and (3) additional commercial elements such as brand names or trade marks.

Therefore, **multi-modal attribute value extractors are seldomly affected by processing too much background regions** with scarce noise and low information density. On the contrary, some ignorance of descriptive parts leads to incorrect predictions. As is shown in Figure 6 and 7, even though our ULS-DRAM focuses on a few regions of background, descriptive parts and their contexts, e.g. the surfaces of a bag or the collar of a jacket, are paid attention correctly to assist avoiding mistakes. Consequently, our proposed method might be not capable enough of processing images with more noisy background, such as some photos on social media platforms or news websites.

On the other hand, **the textual data in e-commerce scenarios tends to be brief and descriptive**, without any story telling or technical terms. For instance, it is rather difficult for our method to understand a drama and extract the attribute values of specific characters, or read long scientific papers to summarize them with the keywords as a series of attribute-value pairs.

In conclusion, **the data distribution of e-commerce domain** is the major limitation of our proposed method, and it also provides the priori knowledge for us to obtain a specialized design and achieve better performances.
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