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Abstract. The spiking neural network (SNN) has been attracting considerable attention not only as a mathematical model for the brain, but also as an energy-efficient information processing model for real-world applications. In particular, SNNs based on temporal coding are expected to be much more efficient than those based on rate coding, because the former requires substantially fewer spikes to carry out tasks. As SNNs are continuous-state and continuous-time models, it is favorable to implement them with analog VLSI circuits. However, the construction of the entire system with continuous-time analog circuits would be infeasible when the system size is very large. Therefore, mixed-signal circuits must be employed, and the time discretization and quantization of the synaptic weights are necessary. Moreover, the analog VLSI implementation of SNNs exhibits non-idealities, such as the effects of noise and device mismatches, as well as other constraints arising from the analog circuit operation. In this study, we investigated the effects of the time discretization and/or weight quantization on the performance of SNNs. Furthermore, we elucidated the effects the lower bound of the membrane potentials and the temporal fluctuation of the firing threshold. Finally, we propose an optimal approach for the mapping of mathematical SNN models to analog circuits with discretized time.
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1 Introduction

Spiking neural networks (SNNs) are expected to be energy-efficient models because they can process information in the form of spikes in an event-driven manner. Moreover, the performance of SNNs has been demonstrated to be comparable to that of artificial neural networks (ANNs) with deep learning in relatively small-scale image recognition tasks\cite{21,18}. The information representations in SNNs can be approximately classified into two domains: rate and temporal coding. The information is contained in the rate of the spikes in rate coding, whereas it is contained in the precise timing of the spikes in temporal coding. Although rate coding is closely linked to ANNs\cite{5}\cite{11} in which the neuron states are represented by analog values, temporal coding can efficiently exploit the information of the temporal dynamics of the membrane potentials and synaptic currents, which are not considered in ANNs\cite{7}. In particular, time-to-first-spike (TTFS) coding, which is a type of temporal coding, is expected to be the most efficient because the information of a neuron output is represented as the timing of a single spike\cite{2}\cite{10}\cite{8}\cite{19}.

As SNNs are expressed as continuous-state and continuous-time systems, analog VLSI implementation is favorable. However, the construction of the entire system, including the input/output parts, would be infeasible with continuous-time analog circuits when the system size is very large because of inflexibility in system design and difficulty in analog circuit design. The discretization of the neuron activation in the time domain and quantization of the synaptic weights are required. Therefore, many studies on SNNs have adopted fully digital VLSI implementation\cite{14}\cite{4} or mixed-signal VLSI implementation\cite{15}.

In this study, we temporally discretized SNNs trained with TTFS coding and quantized the synaptic weights to facilitate VLSI implementation. Moreover, we investigated the effects of the lower bound of the membrane potentials and the temporal fluctuation of the firing thresholds, which are problematic in analog VLSI implementation. Section\ref{sec:related} introduces related works, Section\ref{sec:investigation} presents the investigation into the above-mentioned effects, and Section\ref{sec:optimization} demonstrates the optimal mapping of SNNs to analog VLSI circuits.

2 Related works

Several supervised learning algorithms for multilayer SNNs based on temporal coding have been proposed in discrete time systems\cite{8}\cite{10}. However, these algorithms require approximations to obtain the derivative of the spike timing with respect to the weights to derive the backpropagation algorithms. In our approach, the SNNs are trained in continuous time and then discretized, which does not require any approximation to derive the backpropagation algorithm apart from the spike vanishing problem\cite{2}, and therefore, the training of the SNNs is easier. Moreover, as we demonstrate later, the discretized time step for the spike timing is important to map the SNNs to VLSI circuits optimally. In our method, once the SNNs are trained in a continuous-time system, an arbitrary
time step can be selected for the spike timing without retraining, whereas in the other approaches, the optimization of the time step is difficult because the time step must be fixed when training SNNs [8][10]. Furthermore, we note that it is common to quantize the activation of neurons after training in ANNs [20].

Certain research groups have designed VLSI circuits for SNNs based on TTFS coding [6][17]. Göltz et al. designed a mixed-signal circuit and demonstrated SNNs based on TTFS coding [6]. Oh et al. designed analog SNN circuits with analog memory based on TTFS coding [17]. Although Kheradpisheh et al. [9] and Sakemi et al. [19] investigated the effects of the timing jitter of spikes on the performance, the effects of the time discretization of the spikes have not been discussed. Sakemi et al. [19] and Oh et al. [17] investigated the effects of fixed scattering of the firing thresholds owing to device mismatches. However, they did not discuss the effects of the temporal fluctuation of the firing thresholds. Oh et al. [17] investigated the effects of the variations in the synaptic weights, and Kheradpisheh et al. [9] binarized weights of SNNs on TTFS coding. However, they did not discuss the effects of weight quantization. To the best of our knowledge, the effects of the lower bound of the membrane potentials for SNNs based on TTFS coding have not been investigated in previous works [2][16][3][19][6][17].

3 Effects of non-idealities arising from VLSI circuit constraints

3.1 Models

![Diagram](attachment:diagram.png)

Fig. 1. (a) Schematic diagram of the $i$th neuron in the $l$th layer receiving spikes from neurons in the $(l-1)$th layer at $t^{(l-1)}_1$, $t^{(l-1)}_2$, $t^{(l-1)}_3$, and firing at $t^{(l)}_i$. (b) Schematic diagram of time evolution of the membrane potential of the $i$th neuron in the $l$th layer with (red dashed line) and without (black solid line) a lower bound of the membrane potential. The upper and lower horizontal black dotted lines represent the values of $V_{th}$ and $V_{min}$, respectively.
We adopted a simple integrate-and-fire neuron model in a multilayer network that was suitable for VLSI implementation [13][19]:

$$\frac{dv_{l}^{(i)}(t)}{dt} = \sum_{j} w_{lj}^{(l)} \theta(t - t_{j}^{(l-1)})$$  

$$\theta(x) = \begin{cases} 
0, & (x < 0) \\
1, & (x \geq 0) 
\end{cases}$$

where $v_{l}^{(i)}(t)$ is the membrane potential of the $i$th neuron in the $l$th layer, $w_{lj}^{(l)}$ is the weight from the $j$th neuron in the $l-1$th layer to the $i$th neuron in the $l$th layer, and $t_{j}^{(l-1)}$ is the spike timing of the $j$th neuron in the $l-1$th layer. When the membrane potential exceeds the firing threshold $V_{th}$, the neuron generates a spike. Then, the membrane potential is set to 0 and the potential does not change again. Fig. 1 shows schematic diagram of the neuron model.

For image processing in SNNs, the normalized intensity of the $i$th pixel of an image $x_i \in (0, 1]$ is converted into an input spike, with the timing given by

$$t_{i}^{(0)} = \tau(1 - x_i)$$

where $\tau$ is the time span of the input spikes and it is set to 5 ms. When $x_i = 0$, the $i$th input spike is not generated. To improve the generalization ability, Gaussian noise was introduced into the timing of the input spikes in the training phase. The SNNs were trained with the backpropagation algorithm described in [19].

We investigated the following effects in the VLSI implementation of SNNs: (i) the discretization of the spike timing of the neurons, (ii) the quantization of the weights, (iii) the lower bound of the membrane potentials, and (iv) the temporal fluctuation of the firing threshold. In the remainder of this section, we explain the experimental setup used to investigate these effects. We note that training is performed offline, and only the inference is carried out on a VLSI circuit. Therefore, we did not consider effects (i) to (iv) when training the SNNs.

After training the SNNs, we discretized the timing of the spikes as follows:

$$t_{i}^{(l)} := T_{\text{clock}}^{(\text{model})} l_{i}^{(l,\text{step})}$$

$$l_{i}^{(l,\text{step})} := \min\{p \in \mathbb{Z} | t_{i}^{(l)}(p) \geq V_{th}^{(\text{model})}\}$$

where $T_{\text{clock}}^{(\text{model})}$ is a positive real number representing the time step of the spike timing and $l_{i}^{(l,\text{step})}$ is an integer. The time-discretized spikes are sent to neurons in the subsequent layer. The synaptic weights $w_{lj}^{(l)}$ are replaced with the quantized weights $w_{lj}^{(\text{min})} w_{lj}^{(\text{level})}$, where $w^{(\text{min})}$ is a positive real number and $w^{(\text{level})}$ is an integer given by round $\left(\frac{w_{lj}^{(l)}}{w^{(\text{min})}}\right)$.

The membrane potential provided by (1) can take any value less than $V_{th}$. However, the range of the membrane potential is limited in analog VLSI circuits. To investigate the effects of such a limited range, we modified the neuron
equation (1) so that the membrane potential could not take a value less than $V_{\text{min}}$:

$$
\frac{d}{dt} v_{ij}(t) = \begin{cases} 
0, & \text{if } v_{ij}(t) = V_{\text{min}} \text{ and } \sum_j^N w_{ij} \theta(t - t_{ij}^{(l-1)}) < 0 \\
\sum_j^N w_{ij} \theta(t - t_{ij}^{(l-1)}), & \text{otherwise.}
\end{cases}
$$

(6)

Fig. 1 (b) presents a schematic of the evolution of the membrane potential according to (6). The solid line represents the membrane potential when the lower bound of the membrane potential is not considered. The dashed line represents the membrane potential when the lower bound of the membrane potential is $V_{\text{min}}$. In the latter case, the membrane potential is $V_{\text{min}}$ from time $t'$ to time $t_{1}^{(l-1)}$, where the sum of the inputs $\sum_j^N w_{ij} \theta(t - t_{ij}^{(l-1)})$ is less than 0. For $t > t_{1}^{(l-1)}$, where the sum of the inputs is positive, the membrane potential begins to increase. As a result, the spike timing $t_{i}^{(l)}$ when the lower bound is considered is different from the spike timing when the lower bound is not considered. We note that when $V_{\text{min}}$ is sufficiently low, the membrane potentials obtained by (6) converge to the membrane potentials obtained by (1).

Finally, to investigate the effects of the temporal fluctuation of the firing threshold, we modeled the firing threshold as a time-dependent function $V_{\text{th}}(t)$. The value of $V_{\text{th}}(t)$ is drawn from the Gaussian distribution as

$$
V_{\text{th}}(i) \sim N(V_{\text{th}}, \sigma_{V_{\text{th}}}), \ i = 0, 1, \ldots
$$

(7)

where $N(a, b)$ is a Gaussian distribution with a mean of $a$ and standard deviation of $b$. The standard deviation of the firing threshold is given by $\sigma_{V_{\text{th}}}$.

### 3.2 Results

In this section, we demonstrate the effects of VLSI circuit constraints on SNNs (784-800-10) for the MNIST [12] and Fashion-MNIST [24] datasets.

Fig. 2 presents the timing of the spikes (raster plots) and time evolution of the membrane potentials for the MNIST dataset when $T_{\text{clock}}^{(\text{model})} = 2 \text{ ms}$, $V_{\text{min}} = -0.5$, and $\sigma_{V_{\text{th}}} = 0.04$. The membrane potential never took values lower than $V_{\text{min}}$.

The left panels of Fig. 3 depict the performance of the SNNs with time-discretized spikes for various values of $T_{\text{clock}}^{(\text{model})}$. For both the MNIST and Fashion-MNIST datasets, the effects of the time discretization of the spikes at the output layer were more significant than those at the other layers. This can be attributed to the fact that the prediction results obtained by the network are represented by the earliest spike at the output layer. If the real timing difference between the earliest and second earliest spikes is less than $T_{\text{clock}}^{(\text{model})}$, the network cannot predict the correct label when the timing of the spikes is discretized. The effects of the time discretization of the spike timing were substantially lower for the
Fig. 2. Typical results of raster plots (left panels) and membrane potentials (right panels) for MNIST dataset. $T_{\text{clock}}^{(\text{model})} = 2$ ms, $V_{\text{min}} = -0.5$, and $\sigma_{V_{\text{th}}} = 0.04$. Weights are not quantized. The horizontal dashed lines in the right panels represent the values of the temporally fluctuating firing threshold $V_{\text{th}}$.

Fig. 3. Classification accuracy of SNNs on MNIST and Fashion-MNIST datasets with time-discretization (left panels) and weight quantization (right panels). The horizontal dashed lines in all panels represent the performance when no circuit constraints are considered.
input layer. This may be because the coding of the input spikes includes “no spike” states, which are inherently robust against timing discretization.

The right panels of Fig. 3 presents the performance of the SNNs when the weights were quantized. In this figure, the horizontal axis represents the number of levels of the quantized weights, given by \( \max \left( \frac{|w_{ij}|}{w_{(\min)}} \right) \). We found that performance degradation could be avoided if the number of levels was greater than approximately 20.

![Fig. 3. Performance of SNNs with quantized weights.](image)

**Fig. 4.** Classification accuracy for various values of lower bound \( V_{\min} \) of membrane potential for (a) MNIST dataset and (b) Fashion-MNIST dataset. The distributions of the lowest membrane potentials in the output layer (c) and those of the lowest membrane potential before the earliest timing of spikes in the output layer (d) when \( T_{\text{clock}}^{(\text{model})} = 0.6 \text{ ms} \) for the above datasets. The horizontal dashed lines in (a) and (b) represent the performance when no circuit constraints are considered.

Figs. 4 (a) and (b) present the classification accuracy for various values of the lower bound \( V_{\min} \) of the membrane potential. Fig. 4 (c) shows the distribution of the minimum value of the membrane potential of the neurons at the output layer, given by

\[
u^{(\min)} := \min_i \left( \min_{t < t_i^{(2)}} v_i^{(2)}(t) \right)
\]

when \( V_{\min} \) was not considered. Because the membrane potentials were more likely to take lower values for the MNIST dataset than for the Fashion-MNIST dataset, the SNNs trained on the MNIST dataset were more vulnerable to the value of \( V_{\min} \) as indicated in Figs. 4(a) and (b). We note that the performance was not affected when only the lower bound the membrane potential of neurons in the hidden layer were considered.

One may wonder why the SNNs trained on the MNIST dataset were almost not affected by the lower bound when \( V_{\min} = -1 \), even though the average of
the minimum voltage $v^{(\text{min})}$ given by (8) was much lower than -1 as shown in Fig. 4(c). This is because the minimum values (8) were typically obtained after another neuron was fired, as shown in Fig. 2. To elucidate this fact, Fig. 4(d) plots the distribution of the minimum membrane potential before the timing of the earliest spike:

$$
\hat{v}^{(\text{min})} := \min_i \left( \min_{t < t^{(2)}_{\text{ij}}} v^{(2)}_i(t) \right).
$$

(9)

We found that a large portion of the minimum membrane potentials given by (9) had distributions that were higher than -0.5.

Fig. 5. Classification accuracy for various values of $\sigma_{V_{th}}$ for (a) MNIST dataset and (b) Fashion-MNIST dataset. The horizontal dashed lines in (a) and (b) represent the performance when any circuit constraints are not considered.

Fig. 5 depicts the classification accuracy for various values of $\sigma_{V_{th}}$. We found that the performance of the SNNs was not significantly impaired if $\sigma_{V_{th}}$ was less than 0.05 for the MNIST and Fashion-MNIST datasets.

4 Mapping of SNNs to VLSI circuits

We demonstrate a procedure for mapping SNNs to VLSI circuits. First, we introduce a VLSI circuit model derived from Kirchhoff’s law. Second, we show how to map an SNN to the VLSI circuit optimally, assuming certain circuit parameters and constraints.

4.1 Circuit model

We consider an integrate-and-fire model as illustrated in Fig. 6 which is commonly employed in matrix–vector computation and SNNs. The time evolution of the membrane potential represented by the voltage at a capacitor is obtained by Kirchhoff’s current law, as follows:

$$
C \frac{d}{dt} v^{(l)}_i(t) = I^{(\text{min})} \sum_j I^{(\text{level})}_{ij} \theta(t - t^{(l-1)}_j)
$$

(10)
where \( I^{(\text{min})} \) represents the controllable minimum current, \( I^{(\text{level})} \) is an integer, and \( C \) is the capacitance. The timing of the firing is obtained as follows:

\[
T_{c}^{(l,(\text{step}) \ i)} := T_{c}^{(\text{circuit})} T_{c}^{(l,(\text{step}) \ i)}
\]

\[
t_{i}^{(l,(\text{step}) \ i)} = \min \{ p \in Z | T_{c}^{(l,(\text{step}) \ i)} | v_{i}^{(l,(\text{step}) \ i)}(p) \geq V_{th}^{(\text{circuit})} \}
\]  

where \( T_{c}^{(\text{circuit})} \) is a real number representing the time step of the time-discrete spikes in the circuits.

By setting \( I_{ij}^{(l,(\text{level})} = w_{ij}^{(l,(\text{level})} \), the condition whereby \( 1 \) and \( 10 \) are equivalent can be obtained as follows:

\[
T_{c}^{(\text{model})} w^{(\text{min})} = T_{c}^{(\text{circuit})} I^{(\text{min})} V_{th}^{(\text{model})} \]

\[
C V_{th}^{(\text{circuit})}
\]

### 4.2 Optimal mapping of SNNs to circuits

We used the circuit parameters displayed in Fig. 6 to study the mapping of SNNs to circuits. These values of parameters were determined typically from VLSI design based on the approach of time-domain analog computing with transient states (TACT), in which synapse currents were given by field-effect transistors operating in a subthreshold region [22,25].

Fig. 7 presents the classification accuracy for various values of \( T_{c}^{(\text{circuit})} \). Note that the value of \( w^{(\text{min})} \) was determined using the values of \( T_{c}^{(\text{circuit})} \) and \( 13 \).

For the MNIST dataset, the classification accuracy decreased almost monotonically as \( T_{c}^{(\text{circuit})} \) increased. For the Fashion-MNIST dataset, the classification accuracy exhibited a peak around \( T_{c}^{(\text{model})} = 0.4 \) ms. The performance of the SNN was mainly affected by the time discretization and weight quantization. To elucidate that, Fig. 7 also depicts the classification accuracy when only the time discretization or the weight quantization was considered and that when only the time discretization or the weight quantization was considered.
Fig. 7. Classification accuracy on (a) MNIST dataset and (b) Fashion-MNIST dataset with circuit model for various values of $T_{\text{clock}}^{(\text{model})}$. Classification accuracy is depicted when the circuit model is considered, (i) when only the effects of time discretization and weight quantization are considered, (ii) when only the effects of time discretization is considered, and (iii) when only the effects of weight quantization is considered. Note that the effects of the lower bound of the membrane potential and the temporal fluctuation of firing threshold are not included in (i)-(iii). The horizontal dashed lines in (a) and (b) represent the performance when no circuit constraints are considered.

As the network could cease its operation after the earliest spike was generated in the output layer, the energy efficiency increased as the average timing of the earliest spike became shorter. Fig. 8 indicates that the average timing of the earliest spike at the output layer decreased as a function of $T_{\text{clock}}^{(\text{model})}$, because the time steps required to obtain the output spikes was small when $T_{\text{clock}}^{(\text{model})}$ was large (see Fig. 2) with the same $T_{\text{clock}}^{(\text{circuit})}$.

The optimal choice of $T_{\text{clock}}^{(\text{model})}$ was determined by the trade-off between the classification accuracy (Fig. 7) and energy efficiency (Fig. 8). For example, if an accuracy of more than 98% was required with the minimum energy efficiency for the MNIST dataset, the optimal $T_{\text{clock}}^{(\text{model})}$ would be approximately 0.8 ms.

Fig. 8. Average time of earliest spike at output layer for various values of $T_{\text{clock}}^{(\text{model})}$. 
5 Conclusions

In this study, we evaluated the performance of SNNs with TTFS coding on the MNIST and Fashion-MNIST datasets when considering circuit constraints. We found that the SNNs with TTFS coding were robust against these circuit constraints. Although information is contained in the precise spike timing in SNNs, the performance of the SNNs was only slowly degraded as the time step of the time discretization increased. Only 20 or 30 quantized levels were sufficient for the weights to prevent performance impairment, which corresponded to 4- or 5-bit precision. The lower bound of the membrane potential was not critical if we used only the earliest spike as the prediction result. The temporal fluctuation of the firing threshold was also not critical.

We demonstrated the optimal mapping of SNN models with TTFS coding to VLSI circuits, assuming a reasonable set of circuit parameters. We confirmed that the optimal choice of the discretization parameters for the spike timing and weights is obtained by a trade-off between the classification accuracy and energy efficiency. In this study, we fixed the circuit parameters and searched for the optimal discretization parameters for the SNNs. It will be straightforward to expand this strategy so that one can also search for optimal circuit parameters such as the clock period $T_{\text{clock}}$ and the capacitance of neurons $C$. Further, we focused on a specific neuron model (1), however, the proposed techniques can be applied to other neuron models such as ones adopted in [10] and [12].
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