Multi-material topology optimization of adhesive backing layers via J-integral and strain energy minimizations
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I. Introduction

Adhesion is a complex chemo-mechanical problem, and is ubiquitous in engineering and nature. Strong adhesives commonly rely on a multi-material composition, whereby the inhomogeneous spatial distribution of properties, i.e. stiffness, can enhance adhesive strength [1-5]. This is due to the contact stress distribution, where stress concentrations are responsible for the initiation and propagation of interfacial flaws. The interplay between geometry and mechanics in this case suggests the need for constructing powerful design tools.

A notable example of geometry-driven adhesion enhancement is in the development of bioinspired fibrillar adhesion [6-7], where the contact is split into multiple units (contact splitting) to reduce stress concentrations at the interface, and thus develop robust adhesion. Moreover, to increase adhesion, the geometry of the single unit has shown to play an important role [8-9], where mushroom-shaped fibrils have proved to be far superior then pillar-like fibrils [9-12], and a quest for the optimal shape has begun [13-18]. In the same context, composite fibrils having a soft tip have shown stronger adhesion compared to single-material ones [3-4,19], and researchers have attempted again to achieve optimal design by defining the optimal shape of the bi-material interface [20-22]. This analysis, however, consider only two materials and are mainly based on the optimization of specific parameter values, where certain features of the optimal geometry are known at priory. To define the optimal design of an adhesive, however, one would require a method involving a generic number of materials, and where the geometry of the adhesive is completely unknown.

In this paper, we propose the use of topology optimization to explore the best distribution of material rigidity (stiffness) in the backing layer of the adhesive to enhance adhesive strength. The simplest and most traditional method is the Solid Isotropic Material with Penalization (SIMP) [23-24]. It has been initially developed for structural optimization to design lightweight structure by locating material where mostly needed and leave structural gaps where the presence of material is less relevant for the overall load bearing. The resulting optimal structure depends on the geometry of the design domain and the boundary conditions (loading and constraints). Structural optimization has also been used in the context of fracture [25-29] to minimize the driving force for crack propagation. In this case, unlike adhesion, the path of crack propagation can be unpredictable, thus [30,28-29] proposed the adoption of the phase field method to construct a reliable prediction. In the context of adhesion, [31] utilized similar methods to design the optimal interfacial topology to resist delamination of mono-dimensional and bi-dimensional structures. In the context of optimal design of adhesives, [32] proposed a non-parametric (topology based) model for the design of lap joints based on strain energy minimization. They consider the possibility of a multi-material optimization and finally obtain a reduction in stress concentration. However, the latter is a side product of strain energy minimization, and not a direct minimization of stress concentrations. An alternative approach is the direct minimization of stress concentrations with methods such as the stress-constrained optimization [28-29,33-35]. However, one has to identify the stress component to be minimized. Similarly, [36] proposed a method that combines strain energy minimization with the minimization of the nonuniformity of contact pressure, in frictionless conditions. Adhesion problems, however, involve the concentration of both contact pressure and shear stress, i.e., mixed-mode fracture. Thus, the hypothesis of frictionless conditions is not applicable in adhesion, particularly in the case of lap shears. This gives merit to methods based on the minimization of (scalar) energetic quantities such as the energy release rate, i.e., the J-integral [37]. Moreover, [36] does not consider multi-material optimization. Only by adopting a multi-material method one can map the hierarchy of needs in terms of material rigidity within the structure.

Our model system consists in a design domain composed of multiple materials. Here, we minimize a linear combination of the strain energy of the adhesive backing, and the J-integral computed around the tip of a pre-defined crack. The specification of the crack location is necessary to utilize J-integral minimization, which ensures minimal strain energy release rate. Hence, the proposed model is best suited for problems where detachment starts at known locations. An example is the case where debonding initiates where the adhesive is exposed to external agents, i.e. stress corrosion cracking of adhesives [38]. As will be explained in the next sections, strain energy minimization alone can result in slightly reducing stress concentrations, and thus produce a slight increase in adhesion, but cannot completely eliminate the stress singularity at the tip of the crack. J-integral minimization alone, on the other hand, produces a computational error, which will be explained in the Discussion and Conclusions section. The combined minimization of both the above quantities ultimately produces the best results. We utilize a blending parameter $\alpha$, where $\alpha = 0$ gives strain energy minimization only, and $\alpha = 1$ only gives J-integral minimization. As $\alpha$ increases, the optimal adhesive reduces the J-integral, and the adhesive becomes stronger.
stronger. Above an intermediate value of $\alpha$, the topology becomes stationary with $\alpha$ and the J-integral reduces only slightly, suggesting an optimal tradeoff. Also, an increase in $\alpha$ can aggravate stress concentrations in other locations than the crack tip. The use of multi-material optimization proves to be valuable in defining the hierarchy of needs for structural rigidity in the topology of the adhesive. I.e. as shown in the results section, using, e.g. three materials with different moduli, the optimal topology will allocate the stiffest material where rigidity is most valuable and the softest material where rigidity is suboptimal. Finally, we explore the effect of Poisson’s ratio and the number of materials in the final topology and contact stress distribution.

2. Topology Optimization Method

The design domain is composed of $m$ materials distributed within the domain via the functions $\rho_i(x)$ describing the nominal density of material $i$, with $i = 1, \ldots, m$, and $x = (x, y)$ the position within the domain $V$. The functions $\rho_i(x)$ define then the ‘topology’ of the structure, and are subject to the conditions

$$\begin{align*}
\rho_i(x) &\in [0, 1], \quad \forall i = 1, \ldots, m \quad (1a) \\
\sum_{i=1}^{m} \rho_i(x) &\leq 1, \quad \forall x \in V \quad (1b) \\
f_i & = f_{i_0}, \quad \forall i = 1, \ldots, m \quad (1c)
\end{align*}$$

with

$$f_i = \frac{1}{V} \int_V \rho_i(x) dV \quad (1d)$$

where $f_i$ and $f_{i_0}$ are the volume fraction of material $i$ in the whole domain, and its prescribed value, respectively. By summing Eq. (1c) over $i$, from (1b), we can obtain $\sum_{i=1}^{m} f_i \leq 1$. For the case in which $\sum_{i=1}^{m} f_i < 1$, a soft matrix occupies the portion of domain that is unoccupied by the $m$ materials. Material-blending giving $\rho_i > 0$ or $\rho_i < 1$ provides unrealistic topology, and is thus penalized in our method as will be explained later.

The displacement field $u(x)$ generates the strain tensor $\varepsilon(x) = (\nabla u + \nabla u^T)/2$, and the elastic stress tensor $\sigma(x)$, given by Hooke’s law as

$$\sigma = \frac{E}{(1+\nu)(1-2\nu)} \varepsilon + \frac{E}{(1+\nu)} \nu \varepsilon$$

(2)

Here, $\varepsilon_u$ is the volumetric strain, i.e. the trace of $\varepsilon$, $I$ is the identity matrix, and $E$ and $\nu$ are the Young modulus and the Poisson’s ratio of the material. The elastic constants $E$ and $\nu$ depend on the material composition, hence on the constants of the $m$ materials and their density. The stresses $\sigma$ must be equilibrated with respect to external forces, while the displacement field $u$ must be compatible with the prescribed constraints.

The topology of the structure is considered optimal if it minimizes the objective function $\phi$. Our method considers a combination of the J-integral, $J$, and the strain energy of the structure, $C$, also called ‘compliance’, giving

$$\phi = a \frac{J}{f_0} + (1-a) \frac{C}{C_0}$$

(3a)

where $\alpha$ is a dimensionless parameter defining the combination, and $f_0$ and $C_0$ are the nominal J-integral and compliance, calculated for the homogeneous, unoptimized, structure. Here, the J-integral is [39]

$$J = - \int_{\Omega} \left( \frac{\partial s}{\partial x} - \frac{\partial w}{\partial x} \sigma \nabla \varepsilon \right) d\Omega \quad (3b)$$

with $\Omega$ the integration domain indicated in Figure 1 touching the crack faces,

$$w = \frac{1}{2} \sigma \cdot \varepsilon$$

(3c)

the strain energy density of the material, $\cdot$ the scalar product, and $\nabla \varepsilon$ the gradient of the (smooth) test function $\varepsilon$, satisfying the condition of $\varepsilon = 1$ on the inner boundary of $\Omega$ and $\varepsilon = 0$ on the outer boundary of $\Omega$. In Figure 1, we report the contour plot of the function $\varepsilon$, and the spider mesh with quarter point elements used around the crack tip. These elements are specifically designed to capture the stress singularity around the crack tip.

The compliance is

$$C = \int_V w dV$$

(3d)

and it constitutes the traditional objective function for structural optimization. While minimization of $J$ would ensure the reduction of stress concentrations at the crack tip (giving stronger adhesion) as elaborated in the Discussion and Conclusions section, J-integral alone cannot be used as objective function due to the non-monotonic relation between $J$ and the material density $\rho_i$. Moreover, in some cases the simple use of $C$ minimization ensures the reduction of stress concentration (see the Results section).

The minimization of $\phi$, in Eq. (3), under the conditions at Eq. (1) and (2) involves the stationarity of the Lagrange function

$$L = \phi + \lambda_i (f_i - f_{i_0})$$

(4)

Due to the imposed conditions at Eq. (1c), we have $L = \phi$. Hence minimization of $L$ provides the minimization of $\phi$.

The proposed model utilizes the Solid Isotropic Material with Penalty (SIMP) method, based on finite element analysis (FEA). This method is described in the following sections.

![Figure 1: Contour plot of the test function $\varepsilon$ within the domain $\Omega$, and spider mesh with quarter point elements around the crack tip.](image)

2.1. Density update

Via FEA discretization, the topology of the structure is now described by $\rho_{ie}$, the density of material $i$ in element $e$, with $e = 1, \ldots, n$ and $n$ the number of elements. Minimization of $L$ is obtained by imposing its stationarity with respect to $\rho_{ie}$ and $\lambda_i$. The latter simply enforces Eq. (1c) while the former gives that

$$\frac{\partial L}{\partial \rho_{ie}} = \frac{\partial \phi}{\partial \rho_{ie}} + \lambda_i A_e$$

(5)
must be zero, with $A_e$ the area of element $e$. The density update follows then with
\[
\rho_{ie,new} = \rho_{ie} r_{ie}^d
\]
where
\[
r_{ie} = -\frac{1}{\Delta \rho_{ie}} \frac{\partial \phi}{\partial \rho_{ie}}
\]
is the update ratio and $d < 1$ is a damping coefficient to avoid excessive jumps in the value of $\rho_{ie}$ that would produce numerical instabilities. Here we adopt $d = 0.3$, as it has proven to be an effective value in providing stable results with a relatively low number of iterations. From Eq. (6) it can be deduced that, when $r_{ie} > 1$, $\Delta L/\Delta \rho_{ie} < 0$ so that an increment in $\rho_{ie}$ produces a reduction of $L$, thus favoring its minimization. The sensitivity of the objective function, $\partial \phi/\partial \rho_{ie}$, is calculated in the next section.

2.2. Sensitivity analysis

FEA involves mapping of $u$ as $u(x) = N(x)U$, where $N(x)$ is the shape-function tensor, and the vector $U$ contains the nodal values of $u$. For planar problems, e.g. plane strain or plane stress, the strain vector $\varepsilon = (\varepsilon_x, \varepsilon_y, 2\varepsilon_{xy})$ is
\[
\dot{\varepsilon} = B \dot{U}
\]
and the displacement gradient, transposed, is
\[
\frac{\partial \varepsilon^T}{\partial x} = \ddot{B} \dot{U}
\]
with the tensors $B$ and $\ddot{B}$ containing the components of the gradient of $N$. By rewriting Eq. (3) for our planar problem, the compliance becomes
\[
C = \frac{1}{2} U^T K U
\]
with
\[
K = \int_A B^T E B dA
\]
the stiffness matrix of the structure, and $E$ the elastic tensor giving $\varepsilon = E \varepsilon$, where $E = (\sigma_x, \sigma_y, \sigma_{xy})$. In the same way, the J-integral becomes
\[
J = \frac{1}{2} U^T (M_1 - M_2) U
\]
with
\[
M_1 = 2 \int_\Omega \frac{\partial \varepsilon}{\partial x} \begin{pmatrix} 0 & \frac{\partial \varepsilon}{\partial y} \\ \frac{\partial \varepsilon}{\partial y} & 0 \end{pmatrix} E B d\Omega
\]
and
\[
M_2 = \int_\Omega B^T \frac{\partial \varepsilon}{\partial x} E B d\Omega
\]
From Eq. (3), (8) and (9) we can then write
\[
\phi = \frac{1}{2} U^T M U
\]
with
\[
M = \frac{\omega}{f_0} (M_1 - M_2) + \frac{1-a}{c_0} K
\]
The sensitivity becomes then
\[
\frac{\partial \phi}{\partial \rho_{ie}} = \frac{1}{2} U^T (M + M^T) \frac{\partial U}{\partial \rho_{ie}} + \frac{1}{2} U^T \frac{\partial M}{\partial \rho_{ie}} U
\]
Here, given that equilibrium imposes stationarity of $C$, via
\[
U = K^{-1} F
\]
with $F$ the (constant) vector of nodal forces, and $dK^{-1} = -K^{-1}dKK^{-1}$, we have that
\[
\frac{\partial U}{\partial \rho_{ie}} = -K^{-1} \frac{\partial K}{\partial \rho_{ie}} U
\]
By substituting Eq. (13) into (11) we finally have
\[
\frac{\partial \phi}{\partial \rho_{ie}} = \frac{1}{2} U^T \left[ -(M + M^T)K^{-1} \frac{\partial K}{\partial \rho_{ie}} + \frac{\partial M}{\partial \rho_{ie}} \right] U
\]
The density $\rho_{ie}$ only affects the rigidity of the material in element $e$ by incrementing the amount of material $i$ in it. We assume that each material has the same $v$, while only $E$ varies within the domain. Considering also the linear correlation between the matrices $M$ and $K$ with $E$, we can rewrite the derivatives in Eq. (14) as
\[
\frac{\partial \phi}{\partial \rho_{ie}} = \frac{\partial K}{\partial \rho_{ie}} \frac{\partial E}{\partial \rho_{ie}} + \frac{\partial M}{\partial \rho_{ie}}
\]
where the term $\partial E/\partial \rho_{ie}$ is calculated from the relation $E = E(\rho_{ie})$ given in the next section.

2.3. Elastic constants and material-blending penalty

The elastic constant of element $e$ is given by
\[
E = c_e E_e
\]
where
\[
E_e = E_0 + \sum_{i=1}^m (E_i - E_0) \rho_{ie}^p
\]
with $E_0$ the modulus of the soft matrix, and $p > 1$ a penalty coefficient. We adopt $p = 3$. In Eq. (16a), we also have
\[
c_e = 1 + c_0 - c_1 (\sum_{i=1}^m \rho_{ie})^q
\]
with $c_0$ a small but non-zero coefficient (we take $c_0 = 10^{-5}$),
\[
c_1 = 1 - \frac{1}{(m-1)} \sum_{i=1}^m \sum_{j=1}^m \left[ (\rho_{ie} - \rho_{je})^2 \right]^{r-1}
\]
and $q > 1$ and $r \geq 1$ penalty coefficients. Here we adopt $q = 5$ and $r = 1$.

The above penalty method is constructed to provide the highest penalty for the case of material blending, i.e. when element $e$ is composed by more than just one material or the soft matrix. This can be deduced by calculating $\partial E/\partial \rho_{ie}$ from Eq. (16).

In Eq. (15) we have then
\[
\frac{1}{E} \frac{\partial E}{\partial \rho_{ie}} = \frac{1}{c_e} \frac{\partial c_e}{\partial \rho_{ie}} + \frac{1}{E_e} \frac{\partial E}{\partial \rho_{ie}}
\]
with
\[
\frac{\partial c_e}{\partial \rho_{ie}} = \frac{\partial c_1}{\partial \rho_{ie}} \left( \sum_{j=1}^m \rho_{je} \right) - c_1 q \rho_{ie}^{q-1}
\]
and
\[
\frac{\partial c_1}{\partial \rho_{ie}} = -2r m^{-1} \sum_{j=1}^m \left[ (\rho_{ie} - \rho_{je})^2 \right]^{r-1} (\rho_{ie} - \rho_{je})
\]
\[ \frac{\partial E_{ie}}{\partial p_{ie}} = p(E_i - E_0)p_{ie}^{p-1} \] (17d)

2.4. Iterations and convergence

By substituting Eq. (17) into (15), the result into (14), then into (6), we can update the variable \( p_{ie} \) at each step, but that requires the calculation of the Lagrange multiplier \( \lambda_i \) satisfying Eq. (1c). This is performed via bisection method, starting from a tentative value for \( \lambda_i \).

The stability of the method and the convergence of \( p_{ie} \) toward the optimum distribution is ensured if \( r_{ie} > 0 \) and \( r_{ie} \) converges to unity. To ensure \( r_{ie} > 0 \), we need \( \partial \phi / \partial p_{ie} < 0 \), from Eq. (6b).

From Eq. (3a), the sensitivity rewrites as

\[ \frac{\partial \phi}{\partial p_{ie}} = \frac{a \partial f}{\partial p_{ie}} + \frac{1-a}{c_a \partial p_{ie}} \] (18)

Here \( \partial C / \partial p_{ie} \) is always negative, and this can be seen by rearranging Eq. (8a), from equilibrium at Eq. (12), to

\[ C = \frac{1}{2} F^T K^{-1} F \] (19)

where an increment of \( p_{ie} \) raises the rigidity of the material and hence reduces the compliance \( C \) (assuming the force vector \( F \) constant). However, \( \partial f / \partial p_{ie} \) can be positive since an increase in the rigidity of the material might increase the stress concentration around the crack tip. For this reason, when \( a = 1 \), convergence is not ensured and our method can generate unreliable results. In the proposed method, we adopt the constraint \( \partial \phi / \partial p_{ie} \leq 0 \), so that positive values of sensitivity are taken as zero to ensure stability. This has shown to ensure the convergence of the method for \( a < 1 \).

3. Results

In this section, we report the main results obtained with the proposed method. All our results consider plane strain hypothesis, since this is the most representative for most adhesives. A simple extension of the model can provide results for axisymmetric adhesives, and is left for future exploration.

In Figure 2, we show the legend of the notations used in this section (left) and the schematics of the problem setting (right). Here, the design domain constitutes the adhesive backing, sandwiched between the bottom (adhesive) layer and the top layer, with respective thicknesses \( h_b \) and \( h_t \). The adhesive layer is in adhesive contact with the target surface lying below it (not shown in the figure). The adhesive is debonded from the target surface at one of its edges, by a length \( l_{\text{crack}} \), which we treat as a crack (contact defect) propagating in mixed-mode. Adopting the size of the adhesive backing as unity, we have \( W = H = 1 \), \( l_{\text{crack}} = h_b = 0.025 \), and \( h_t = 0.25 \). From this, we have that \( l_{\text{crack}} / W \ll 1 \), i.e. the crack has infinitesimal size compared to the adhesive backing. We also have that \( h_b = l_{\text{crack}} \), where the thickness of the adhesive layer is comparable with the crack length, so that the stresses transmitted in the design domain preserve the concentration near the crack tip.

The backing of the adhesive is made of three materials, i.e. \( m = 3 \). We order them from the stiffest to the softest, with material 1 (the stiffest) having unit modulus. As shown in Figure 2 (left), we have \( E_1 = 1 \), then \( E_2 = 0.4 \), \( E_3 = 0.2 \), and the soft matrix has modulus \( E_0 = 10^{-8} \). The volume fractions of materials are \( f_1 = 0.2 \), and \( f_2 = f_3 = 0.1 \). By virtue of linear elasticity, the stresses calculated in the analysis should be considered as normalized by \( E_1 \). The modulus of the adhesive layer is \( E_b = 0.5 \), hence intermediate to \( E_1 \) and \( E_0 \). This arbitrary choice has shown not to affect the results qualitatively, as \( E_b \) simply modulates the stress concentration transmitted to the backing. We consider the top layer to be rigid, adopting \( E_t = 10^3 \). The top layer is commonly stiffer than the adhesive (e.g. structural materials have moduli \( \sim \) GPa, while polymer-based adhesive have modulus \( \sim \) MPa).

The load applied is a uniform normal stress for Case 1 and 2 and uniform shear stress for Case 3. In all cases the stress value is \( P = 0.005 \). This value corresponds to 0.5% the nominal modulus \( E_1 \), and is chosen to be small for consistency with the hypothesis of linear elasticity.

Figure 3 reports the three cases analyzed. From left to right: case 1, with normal loading \( P \) and double-edged crack; case 2, with normal loading and center crack; case 3, with shear loading. In the latter case, we position the crack so that the loading produces tension at the crack tip. In cases 1 and 2, the right edge is a plane of symmetry. For all three cases, we assume plane strain deformation.

For all cases, we will analyze the evolution of the optimized structure for various values of \( \alpha \), investigate the distribution of contact stresses, and analyze the influence of the Poisson’s ratio \( v \) and number of materials \( m \). In all cases, \( l_{\text{crack}} \) has shown not to affect the results so long that \( l_{\text{crack}} \ll H,W \).
3.1. Case 1

Figure 4 reports the computed optimal topology for Case 1 (normal loading and double-edged crack, as in Figure 3 left), for \( \nu = 0.45 \) and \( \alpha = 0, 0.2 \) and 0.7. When \( \alpha = 0 \), the method only reduces compliance, thereby only providing load transmission from top to bottom with minimum strain energy. This involves allocation of material near the crack tip, hence promoting stress concentration. For larger \( \alpha \), the material is allocated at the center of the design domain, away from the crack tip. The color map indicates where the stiffer material (blue), the intermediate material (red) and the softer material (green) are needed.

![Computed optimal topology for Case 1](image)

Figure 4: Computed optimal topology for Case 1 (Figure 4 left) with \( \nu = 0.45 \), and \( \alpha = 0, 0.2 \) and 0.7.

Figure 5 shows the optimal values for \( C/C_0 \) and \( J/J_0 \) at different \( \alpha \). Here one can deduce that \( \alpha > 0 \) reduces the J-integral up to \( \alpha = 0.7 \). For \( \alpha > 0.7 \) we do not observe a significant improvement, hence we omit these results. In fact, from Figure 4 we observe a modest structural evolution from \( \alpha = 0.2 \) to \( \alpha = 0.7 \), and in Figure 5 we see that the reduction in \( J \) becomes less significant around \( \alpha = 0.7 \).

![Optimal dimensionless compliance and J-integral](image)

Figure 5: Optimal dimensionless compliance \( C/C_0 \) and J-integral \( J/J_0 \) versus \( \alpha \) for the cases analyzed in Figure 4.

Figure 6 shows the distribution of dimensionless contact stress \( \sigma_{yy}/P \) for the unoptimized (homogeneous) structure, as well as for the optimal structure with \( \alpha = 0, \alpha = 0.2 \), and \( \alpha = 0.7 \). The homogeneous structure presents a stress singularity at the crack tip, as commonly predicted from linear elastic fracture mechanics. For \( \alpha = 0 \), the singularity is still present but significantly reduced. As the value of \( \alpha \) increases to higher values, the singularity reduces until it completely vanishes for the case of \( \alpha = 0.7 \). For all the three cases analyzed here, we observe stress concentrations appearing at the right (internal) edge and at intermediate regions within the interface. For highest \( \alpha \), the right edge concentration reduces while the intermediate concentration increases. This was also observed in composite adhesives having a rigid stalk and a thin soft tip [20]. Our method proves then to be valid in increasing adhesive strength against edge detachment. This is the case for adhesives exposed to aggressive environment where the edges in contact with external agents are more likely to initiate a crack [38]. However, in adhesives where detachment can occur at any location in the contact, our method provides useful results for \( \alpha = 0 \), but should be extended to account for a random location of the crack.

In Figure 7 we analyze the influence of the Poisson’s ratio \( \nu \), showing the optimized structure (top) and the contact stress distribution (bottom), for \( \nu = 0.3 \). The structure produced by \( \nu = 0.3 \) is more complex than that produced by \( \nu = 0.45 \). The intermediate stress concentrations are comparable among the two examples, with \( \nu = 0.45 \) producing a more staggered structure.

In Figure 8 we analyze the influence of the number of materials, showing the optimized structure (top) and the distribution of contact stresses (bottom), for \( \nu = 0.3 \). We preserve the volume fraction of the soft matrix in all three analyses. Thus, for \( m = 1 \), we have \( f_1 = 0.4 \); for \( m = 2 \), we have \( f_1 = f_2 = 0.2 \); and for \( m = 3 \), we have \( f_1 = 0.2 \) and \( f_2 = f_3 = 0.1 \). As can be observed from Figure 8, the structure becomes more complex and slenderer (staggered) as \( m \) (number of materials) increases from 1 to 3 while keeping the overall structural profile for \( m = 1.2 \) and departing slightly for \( m = 3 \). This provides an overview of the hierarchy of needs for rigidity within the structure. With an increasing number of materials, the stress singularity reduces until it disappears for three materials. On the other hand, the stress concentration in other locations increase with the number of materials.
3.2. Case 2

Figure 9 reports the computed optimal topology for Case 2 (normal loading and center crack), for $\nu = 0.45$ and various $\alpha$. Like in the previous case, higher $\alpha$ relocates the material far from the crack tip to reduce its stress singularity.

Figure 10 shows the optimal values for $C/C_0$ and $J/J_0$ at different $\alpha$. Here we can see that higher $\alpha$ reduces again the J-integral as in Case 1.

Figure 11 shows the distribution of dimensionless contact normal stresses $\sigma_{yy}/P$ for the homogeneous structure (unoptimized) as well as for cases analyzed above. For $\alpha = 0$ we can see a reduced stress singularity at the crack tip on the left, while for $\alpha > 0$ this disappears. At the (right) edge of the adhesive, we have an edge stress singularity (defect free) for the homogeneous structure, and this reduces significantly for all the analyzed optimal topologies. This concentration, however, becomes more severe for increasing $\alpha$ due to the relocation of material from left to right. Because the stress singularity at the center (left edge of the reported half-specimen) is eliminated with $\alpha$ as low as 0.2, higher $\alpha$ provide limited benefits and instead produces higher concentration at the (right) edge.

In Figure 12 we analyze the influence of the Poisson’s ratio $\nu$, showing the optimized structure (top) and the contact stress distribution (bottom), for $\alpha = 0.3$. The structure produced by $\nu = 0.3$ is again more complex than that produced by $\nu = 0.45$, with the intermediate stress concentrations being comparable among the two examples. In this case, $\nu = 0.3$ produces a more staggered structure than $\nu = 0.45$.

In Figure 13 we analyze the influence of the number of materials, showing the optimized structure (top) and the distribution of contact stresses (bottom), for $\alpha = 0.3$. The volume fractions of materials are the same as in Figure 8. The structure becomes more complex and slenderer as $m$ (number of materials) increases from 1 to 3, while preserving the overall profile. As a consequence of the increased complexity, the stress concentration at the right edge, as well as intermediate stress concentrations, become more severe with more materials.
3.3. Case 3

Figure 14 reports the computed optimal topology for case 3 (shear loading, as in Figure 3 right), for \( \nu = 0.45 \) and various \( \alpha \). Here, the value of \( \alpha \) appears to have a more reduced impact on the results compared with the previous cases. This is likely due to the reduced stress concentration at the crack tip due to a higher mode mixing. Also, for \( \alpha = 0 \) the structure is symmetric while for higher \( \alpha \) the location of the crack influences the optimal topology, thereby disrupting the symmetry.

Figure 15 shows the optimal values for \( C/C_0 \) and \( J/J_0 \) at different \( \alpha \). Here we can see that for \( 0.1 < \alpha < 0.8 \) \( J/J_0 \) is nearly constant, with a slight further reduction for \( \alpha = 0.9 \).

Figure 16 shows the distribution of dimensionless contact normal stresses \( \sigma_{yy}/P \) for the unoptimized structure and for case analyzed above. For \( \alpha = 0 \) we can see the stress concentration at the crack tip on the left edge, while for \( \alpha > 0 \) this disappears. For all values of \( \alpha \), the right edge shows a compressive stress concentration (negative \( \sigma_{yy} \)), which increases with \( \alpha \). Compressive stress does not prompt detachment, but instead help promoting better interfacial conformation to the surface roughness of the adhered material, and hence strengthen adhesion on the right edge. For simplicity, we ignore compressive stress concentrations. It should be noted that the optimal structure observed for \( \alpha > 0 \) is asymmetric. Thus, this optimality is applicable only for the case in which the direction of the shear load and the location of the edge crack is defined according to the chosen configuration.

In Figure 17 we analyze the influence of the Poisson’s ratio \( \nu \), showing the optimized structure (top) and the contact stress distribution (bottom), for \( \alpha = 0.3 \). The structural complexity in this case is comparable, and so is the contact stress distribution.

In Figure 18 we analyze the influence of the number of materials, showing the optimized structure (top) and the distribution of contact stresses (bottom), for \( \alpha = 0.3 \). The volume fractions of materials are the same as in Figure 8. The structure becomes slightly more complex and slenderer as \( m \) (number of materials) increases while keeping the overall profile. Both structural features and contact stress distribution appear to change only slightly with \( m \), and we can again observe the hierarchy.
of needs in structural rigidity. In all cases we can observe an asymmetric topology, suggesting again the specificity in the load direction and crack location.

| m = 1 | m = 2 | m = 3 |
|-------|-------|-------|
| \( \sigma_m p \) | \( x/W \) | \( x/W \) | \( x/W \) |
| -10 | 0 | 1 |
| -5 | 0 | 1 |
| 0 | 0.5 | 1 |

Figure 18: Computed optimal topology (top) and contact stress (bottom) for Case 3 (Figure 3) with \( \nu = 0.45 \), for one, two and three materials, i.e. for \( m = 1,2,3 \). The volume fractions of materials is the same as in Figure 8.

Discussion and Conclusions

The results obtained with \( \alpha = 0 \), i.e. by compliance minimization only, evidence a reduced stress singularity at the crack tip, compared with the homogeneous adhesive (unoptimized). This proves that strain energy minimization alone can promote adhesive strength. This is simply due to the fact that the stress singularity around the crack tip also creates a strain energy accumulation in that region. Apparently, a reduction of the global strain energy produces a reduction in stress concentration at the crack tip. As we observed, however, strain energy minimization alone cannot remove the stress singularity, hence one has to also minimize the J-integral around the crack tip. A SIMP-based topology optimization algorithm like the one proposed does not ensure stability and convergence with J-integral minimization alone. This is due to the fact that the J-integral does not correlate monotonically with the modulus of the material, unlike compliance (and strain energy), while our method requires that the sensitivity (\( \partial \phi / \partial \rho_{\text{ext}} \)) remains negative. To overcome this limitation, we truncate to zero the positive sensitivity. This has proven to promote convergence for the proposed combined minimization of compliance and J-integral, for \( \alpha < 1 \). For small \( \alpha \), as \( \alpha \) increases, the J-integral decreases by several orders of magnitude, while for higher \( \alpha \) the results show more modest improvement. This is also because, at higher \( \alpha \), this variable produces small changes in the topology of the adhesive. In conclusion, the free parameter \( \alpha \) produces some uncertainty, but above a sufficiently large \( \alpha \), the results do not change qualitatively. The threshold value in \( \alpha \) depends on the specific case of study, where for Case 3, we have \( \alpha_{\text{th}} \sim 0.1 \), while Cases 1-2 show \( \alpha_{\text{th}} \sim 0.5 \).

To generate physically realistic results, our method penalizes material mixing so that the final solution will provide a specific material and not a mixing of multiple materials in each point of the domain of the structure. This, however, can produce unrealistic checkerboard topology in subdomains of the structure. To prevent this numerical artifact from affecting our results, our code includes a checkerboard filter based on the homogenization of the local sensitivity.

J-integral minimization is effective when detachment propagates from known locations such as the edges of the adhesive (Case 1,3) and the center (Case 2,3). Edge crack propagation is mostly observed when de-bonding is promoted by environmental attack, due to the exposure of the edge to chemical contaminants. Center crack propagation is observed as an alternative mechanism in homogeneous adhesives, due to interfacial stress concentrations [20]. However, as observed in Figures 6-8, 11-13, and 16-18, the optimized structure in our study shows interfacial stress concentrations away from edge and center. This limits the applicability of our method to the case of detachment by propagation statistical interfacial defects, and one should extend our model to consider the simultaneous presence of multiple cracks randomly located across the interface. Linear elastic fracture mechanics provides the J-integral estimation \( J = \theta l_{\text{crack}} w \), with \( \theta \) a geometric coefficient that accounts for the crack location and size \( (\theta \approx 2\pi \text{ for infinitesimal edge cracks}) \), \( l_{\text{crack}} \) the crack length, and \( w = P^2/2E' \) an effective strain energy density, where \( P \) is the remotely applied stress, and \( E' = E/(1 - \nu^2) \) the effective plane strain modulus of the material releasing strain energy upon crack propagation. In the observed optimized structures, \( J \) reduces by several orders of magnitude, compared to the case of homogeneous backing layer. This improvement scales with the contrast in modulus \( E' \) between the soft matrix and the stiff inclusions. Crack propagation stability occurs under the condition \( \partial J / \partial l_{\text{crack}} < 0 \), associated with a reduction of \( \theta \) and/or an increment in \( E' \) as the crack propagates. Functional grading of material modulus, like in the explored case, is expected to exhibit this phenomenon and provide a crack trapping mechanism, as observed in the case of fibrillar adhesives [40-41]. However, this is left for future development.

The Poisson’s ratio has significant influence on the optimal topology. Typical adhesives are made of rubbery polymers, hence incompressible. We adopted \( \nu = 0.45 \), as the case of near-incompressibility, since higher \( \nu \) produced numerical instabilities.

We also analyzed the case of different crack length and observed negligible difference in the results. This is because the optimal topology creates a load transmission path that is directed away from the crack tip to reduce stress concentration. As a result, the optimal adhesive is flaw insensitive, rendering it suitable for practical applications, where the crack length is unknown at priori.

Finally, the use of multiple materials allows us to identify the spatial resolution of rigidity requirements to reach the optimal structure. For Case 1 and 2, where the external loads are a uniform normal stress at the top of the adhesive, the optimal topology requires more rigidity near the external edge, while softer materials are commonly located near the center of the adhesive.
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