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Abstract
The centralization of control over the processing of personal data threatens the privacy of individuals due to the lack of transparency and the obstruction of easy access to their data. Individuals need the tools to effectively exercise their rights, enshrined in regulations such as the European Union General Data Protection Regulation (GDPR). Having direct control over the flow of their personal data would not only favor their privacy but also a “data altruism”, as supported by the new European proposal for a Data Governance Act. In this work, we propose a multi-layered architecture for the management of personal information based on the use of distributed ledger technologies (DLTs). After an in-depth analysis of the tensions between the GDPR and DLTs, we propose the following components: (1) a personal data storage based on a (possibly decentralized) file storage (DFS) to guarantee data sovereignty to individuals, confidentiality and data portability; (2) a DLT-based authorization system to control access to data through two distributed mechanisms, i.e. secret sharing (SS) and threshold proxy re-encryption (TPRE); (3) an audit system based on a second DLT. Furthermore, we provide a prototype implementation built upon an Ethereum private blockchain, InterPlanetary File System (IPFS) and Sia and we evaluate its performance in terms of response time.
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1 Introduction
The control, direct or indirect, that individuals currently exercise over their personal data is conditioned by the centralized platform-based personal information management techniques, which are then concentrated in a few internet service providers (ISPs) for the purpose of exploring, filtering and obtaining data of interest [1]. The lack of control by individuals over access to their data is of growing concern and, as a result, several regulations have been enacted with the aim of addressing this need. The General Data Protection Regulation (GDPR) [2] is a principal example, designed for European citizens to help promote a view in favor of the interests of individuals, instead of large corporations. It has been followed by other regulations around the world, such as the California Consumer Privacy Act [3] in the USA. The GDPR conveys data control by imposing a number of accountability measures on the responsible actors and by assigning a set of rights to individuals, i.e. as “natural persons should have control of their own personal data” (Recital 7). Dedicated technologies can help either companies to comply with GDPR (and similar) and individuals to exercise their rights, with particular regard to address two main issues: the lack of transparency in the management of personal information and the inability to access and make interoperable personal data.
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The first step toward this aim might rely on the use of a new user-centred model for managing personal data, where storage is decoupled from the application logic, i.e. a personal information management system (PIMS) [4, 5]. Through this, individuals can decide at a granular level what to do with their data and companies can prove their compliance with regulations. This vision is not only beneficial for the privacy needs of the individual, but also for building a single data market [6] that capitalizes on the data interoperability in data spaces for the social good [7–9]. To this end, the European Union Council has recently approved the “Data Governance Act” [10] that aims to promote the connection of data subjects and data holders with data databases enabling the sharing or joint use of data, as well as the establishment of specific infrastructure for the interconnection of data subjects and data holders with data users’ [10]. This vision for encouraging a new market in neutral data intermediation services is in line with the work we intend to present in this paper.

In this work, we stem from this vision and propose a decentralized approach, based on distributed ledger technologies (DLTs) and decentralized file storage (DFS), to manage data sharing and access. The resulting system is compliant with the GDPR requirements, protects users’ personal data and thus promotes data sharing, as intended by the Data Governance Act. Mutual trust is obtained through the use of smart contracts, data custody, systems for access authorization and traceability of personal data. The main benefit of such a decentralized architecture is that, by bringing together regulations and technologies, it provides individuals with the ability to record their data in some interoperable personal data spaces (PDS) [6], guarantees data sovereignty and enables users to control what personal data they want to share [11–14]. PIMS and PDS can be built through the use of decentralized services (e.g. DFS), but even transparent (e.g. DLT-based) services offered by ISPs or ‘data altruism organisations’, i.e. legal entities operating on a not-for-profit basis and carrying out activities related to ‘data altruism’ [10].

The use of DLTs and DFS is of paramount importance in our system architecture. In fact, DLTs provide the technological guarantees for trusted data management and sharing, as they can offer a fully auditable decentralized access control policy management and evaluation [15]. In the view of the GDPR, this makes it possible to check whether the involved actors comply with the regulation or not. As concerns DFS, its combined use with DLT allows overcoming the typical scalability and privacy issues of the latter, while maintaining the benefits of decentralization [16]. In practice, DFS are leveraged for storing the actual [16]. In practice, DFS are leveraged for storing the actual data outside the DLT, i.e. by means of “off-chain” storage, and tracing all the data references in the DLT (i.e. “on-chain”).

The original contributions and novelties of our work are described in the following:

- First, we provide an interdisciplinary analysis of technical and non-technical drivers for the design of a PIMS. In particular, in the background, related work and architecture description, we refer to the GDPR and work/analyses related to this.
- Second, we provide the description of a novel PIMS, based on a multi-DLT compliant design. This system is composed of different components, that are all discussed in this work. We propose a PDS component based on the use of DFS, that is an evolution of the architecture we proposed in [14]. Then we propose a component for the secure control of access to personal data as an evolution of a system that we already discussed in [13]. These two components are aggregated through a novel multi-DLT system, where a permissioned DLT provides the authorization mechanism and a permissionless DLT provides auditability.
- Third, we provide a prototype implementation of the described system and we evaluate its performance by means of an experimental evaluation. More specifically, the implementation is based on an Ethereum private blockchain [17] and a client application for communicating with two DFS, i.e. InterPlanetary File System (IPFS) [18] and Sia [19].

The remainder of this paper is organized as follows. In Sect. 2 the background concepts behind the proposed architecture and related works are presented. Section 3 has the purpose of providing an overview of the system we propose. In Sect. 4 we specify system’s architecture and components, then we discuss its GDPR compliance and the security and privacy analysis. In Sect. 5 performance is evaluated and conclusions are presented in Sect. 6.

2 Background and related work

In this section, we describe the technologies that will be used for building up the proposed software architecture, and we provide an introduction to the GDPR norms and terms, which is needed to better understand some of the specific design choices we made.

2.1 Distributed ledger technologies

Distributed ledger technologies (DLTs) consist of a set of protocols and components that guarantee untampered data
availability thanks to the immutable persistence of data in the distributed ledger. DLTs, born with the advent of the Bitcoin blockchain [20], replicates the ledger among nodes of a peer-to-peer (P2P) network. This append-only ledger is expanded through transactions that are disseminated throughout the network, and that are independently verified by each node in order to ensure their consistency. This protocol allows the exchange of data, currency or assets without the need to rely on a human intermediary. In particular, DLTs enable: (1) transparency, i.e. the guarantee for the auditability of transactions and data accesses [15, 20]; (2) security, i.e. the shifting of the trust, that is normally placed to intermediaries, such as ISPs, towards a distributed consensus mechanism [21–23]; (3) immutability, i.e. the verifiability of the data stored in the ledger [20, 24]; (4) decentralization, i.e. the ability of direct user-to-user interactions and agreements, without intermediaries [22].

There are several DLT implementations, all with their pros and cons; however, all of them are built on a network of peer nodes that maintain the distributed ledger. Firstly, implementations can be subdivided into “public” and “private” DLTs. The former type consists of a DLT where anyone can have full access and read the data stored in the ledger, while in the latter the ledger data is private. A hybrid, probably less common, model is the “semi-private” DLT, which can be used in scenarios where a private part of the ledger remains internal and shared among known participants, while a public part can still be used by anyone [25]. Secondly, we can distinguish between two main DLT categories: “permissionless”, i.e. where anyone can participate in the consensus mechanism, and “permissioned”, i.e. where one or more authorities act as a gate for the participation of new nodes to the consensus mechanism. Bitcoin [20] and Ethereum [22] are examples of public permissionless DLTs, while Hyperledger Fabric is an example of a (semi-)private permissioned DLT [23]. A permissioned solution is often a very convenient approach since it makes it easier to compose a software architecture. Nonetheless, a consortium of trusted entities is usually required in order to employ a permissioned DLT. These entities can also act as certificate authorities that release public and private keys to access the ledger [26]. Obviously, such a solution requires trusting such a consortium [27], while, in contrast, a permissionless approach is more suitable to enable trustless services. Furthermore, DLTs can also be distinguished from their ability to support smart contracts.

### 2.1.1 Smart contracts

An immutable set of instructions whose execution is calculated deterministically by all (or several, depending on the protocol) peers in the DLT network is embraced by the definition of smart contract. Each node executing the instructions receives the same inputs and produces the same outputs, thanks to a shared protocol. Hence, these properties allow the issuer of a smart contract not to require the presence of a trusted human third party validator to check the terms of an agreement (which is why the term contract is used). However, since it consists of executible code, the issuer must also be sure that the behaviour implemented is correct (e.g. through code verification). In Ethereum [22], the smart contract is a set of instructions and a state, where the latter is modified by means of transactions that enclose data and references to the former. The state evolution is completely traced in the ledger. These contracts can be considered trustless based on the assumption that the majority of participant nodes are honest and follow the Ethereum protocol. In particular, this protocol allows computing (quasi-)Turing-complete programs, i.e. smart contracts, capable of processing any type of calculation where steps are bounded. A price, measured in a unit called “gas”, is associated with each smart contract execution, and a gas limit is imposed to avoid infinite computation [22].

### 2.2 Decentralized file storage (DFS)

In order to overcome the typical DLTs’ scalability and cloud services’ privacy issues, decentralized file storages (DFS) are a potential solution for storing files while maintaining the benefits of decentralization. They offer higher data availability and resilience thanks to data replication. DFSs are crucial for DLTs, as they can be leveraged to store data outside the DLT, i.e. off-chain, when the consensus mechanism discourages on-chain storage.

#### 2.2.1 IPFS

The InterPlanetary File System (IPFS) [18] is a DFS and a protocol that provides a distributed file system over a P2P network. The purpose of IPFS is to provide a resilient and single-point-of-failure-resistant storage system for sharing data, which does not depend on mutual trust between network peers. In the network, files are represented by IPFS objects and are identified by a CID (content identifier), i.e. the digest produced when a hash function is applied to a file. This hash digest, or CID, is also used to retrieve the referenced IPFS object.

An important remark to make is that peers in the IPFS network have no incentive to maintain objects when asked to replicate them. A peer maintains a replica of an object until it needs to free up space in its local storage (a process called “unpinning”).
2.2.2 Incentivized file storage and Sia

In order to maintain greater reliability and ensure that the file can be correctly retrieved, an incentive mechanism can be placed on top of a DFS. Filecoin [28] is an incentive layer on top of IPFS where participants are rewarded (with Filecoin tokens) for serving and hosting content on their storage. The protocol matches client requests with storage node offers through the use of a blockchain and dedicated smart contracts. Besides Filecoin, other solutions exist that provide incentives to persistently store data. Such an example is Sia [19]. It consists of a DFS that also leverages smart contracts, i.e., file contracts, to arrange an agreement between storage providers and clients.

While IPFS has already been considered and evaluated in several studies [29, 30], Sia does not match this level of maturity despite looking very promising.

2.3 Cryptographic access control and keys distribution

Access control is the ability to regulate access to some resources by enforcing permissions established by a set of policies, e.g., discretionary, mandatory, role-based, attribute-based [15]. In cryptographic access control [31], the policy enforcement depends on both security of the underlying cryptographic primitives and appropriate key distribution. A centralized control of data accesses, conveyed through a central access control server and keys distributor, entails the risks of single point of failures and, above all, privacy leakages [32]. On the other hand, a cryptographic access control paradigms built around secret sharing or proxy re-encryption can offer a better guarantee of privacy and security in the key distribution. This is obtained through proper decentralized key exchange mechanisms, as described in the next Sub-Sections and in Sect. 4.3.

2.3.1 Secret sharing

Secret sharing (SS) was first proposed in [33] and [34] by Shamir and Blakley. It consists of a threshold scheme \((t, n)\) in which each participant in a set of \(n\) participants owns 1 of the \(n\) shares of a secret and any subset of \(t \leq n\) participants can reconstruct it. Considering the key to decrypt data as a secret, in a network of \(n\) nodes a consensus can be reached by issuing \(t\) shares to an eligible data consumer to allow the latter to decrypt the data. Any node is not able to access the data on its own, as it would need the help of other \(t-1\) nodes.

2.3.2 Proxy re-encryption

In a dynamic distributed communication, between an arbitrary number of data owners and consumers, proxy re-encryption (PRE) represents a scalable cryptographic protocol that allows ciphering a datum without the need to know the recipient of that datum in advance. The general definition of PRE [35] consists of a public key encryption protocol that contains a re-encryption phase in which the plaintext is not revealed. Specifically, in this phase a sender (i.e., a data owner) with a key pair \((pk_1, sk_1)\) generates a re-encryption key \(rk_{1-2}\) to be sent to a semi-trusted proxy server together with a ciphertext \(cpk_1\) encrypted with the public key \(pk_1\). Then the proxy server can run the proxy re-encryption algorithm to generate a new ciphertext \(cpk_2\), containing the plaintext, which is decryptable by a receiver (i.e., a data consumer) with the key pair \((pk_2, sk_2)\). The proxy only uses \(rk_{1-2}\) and \(cpk_1\), therefore it has no access to the plaintext. However, it must be semi-trusted because thanks to \(rk_{1-2}\) it can re-encrypt any ciphertext with \(pk_1\) in favour of the recipient. A specific instance of PRE is one-way proxy re-encryption, where the re-encryption function is one-way.

2.4 GDPR

The General Data Protection Regulation (GDPR) [2] became applicable in the European Union in 2018 with the aim of protecting the personal data of its citizens. It applies to the processing of all the data recognized as any information relating to an identified or identifiable natural person. The impact of the GDPR is global, because it is considered as the magna carta for regulations on the processing, storage and management of personal data and because it affects any organization that addresses the European market and its citizens [36]. The regulation relies on the interaction between three main actors:

- **Data subject** The natural person identified or identifiable by the data.
- **Data controller** The natural or legal person, public authority, agency or other body which, alone or jointly with others, determines the purposes and means of the processing of personal data. The controller plays a central role in the interactions between the various roles, being called into action by the subjects to exercise their rights and being liable in the event of violation of the rules by the data processors.
- **Data processor** The body which processes personal data on behalf of the controller. Processors have their obligations under the GDPR, although they do ultimately report to the data controller.
The regulation follows six core data processing principles, stating that personal data should be: (1) processed lawfully, fairly and in a transparent manner; (2) collected for specified, explicit and legitimate purposes, and only used for those purposes that have been stated; (3) adequate, relevant and limited to what is necessary for the stated purposes (data minimization); (4) accurate and, where necessary, kept up to date (5) kept in a form which permits identification of data subjects for no longer than is necessary, i.e. deleting the data when it is no longer necessary; (6) processed in a manner that ensures appropriate security e.g. against hacks or accidental loss or damage.

2.5 Related work

In related works, many DLT-based frameworks run in a decentralised manner and provide an autonomous and traceable way to manage data. Such frameworks can be leveraged in access control mechanisms to solve problems related to centralization and privacy leakage [32, 37] and to store, share and transmit data securely [8, 38, 39].

In the following, we will describe related works and compare them using Table 1.

2.5.1 DLT-based data sharing

Droplet [40] takes advantage of a DLT to provide data owners the ability to share their data through a secure encryption key derivation and management mechanisms, with a focus on Internet-of-Things generated data. In this study, the DLT is used to hold the keys used for data encryption and their distribution is the responsibility of the data owner. This system (and the key derivation mechanism in particular) is pluggable to alternative solutions such as the one we present in this work. Related to this kind of solution is the work of Jiang et al. [41], where the encryption operations are outsourced. Both works share the use of stealth addresses [42] to provide privacy in authorizations while maintaining traceability. In Blockstack [43], users’ transactional metadata is stored in a DLT, while the data itself is stored off-chain, through a cloud service provider (e.g. Google Drive, etc.). Although this technology shares similarities with our data storage proposal, it is not particularly targeted at authorizing access to third parties.

2.5.2 Attribute-based access control

Existing literature provides many DLT-based access control system implementations that are based on attribute-based encryption (ABE) [53]. This solution provides policy expressiveness without introducing many elements into the system infrastructure. ABE, indeed, encrypts the data using a set of attributes that form a policy and only those who have a secret key that meets the policy can decrypt the data. This DLT-based access control through ABE is a specific case of general attribute-based access control (ABAC) where access is given after a policy evaluation based on subjects’ attributes, e.g. using the eXtensible Access Control Markup Language (XACML) for enabling the access to a subject having attributes such as “email domain equals to abc.com” [37].

In [44], the authors designed a system using ABE-based access control and smart contracts to grant data access, with similar policies mechanism to our solution, while authors of [45] and [46] propose similar frameworks that combine DFS and blockchains to achieve fine grained ABE-based access control. However, in all three works, the secret attribute keys are issued directly by the data owner in the DLT or by a central authority. This limits data sharing both from security (key immutably stored in DLT) and GDPR (right to data deletion) perspective.

Among these schemes, ABE presents some issues such as privacy leakage from the private key generator [54] and a single point of failure [32, 37]. Moreover, it also presents issues on feasible (in terms of efficiency and security) decentralized key generation and revocation [55]. In our work, we focus on access keys distribution, rather than on policy evaluation, e.g. ABAC. In fact, with the aim to reduce the complexity of the smart contract, we leverage an access control list (ACL) instead of attributes. Thus, our work should be investigated in terms of cryptographic schemes to be employed, such as ABE, PRE and SS.

2.5.3 Personal data sharing

In the broader scope of DLT-based data sharing and access control systems, we may find a subset of personal data management solutions that: (1) require an additional effort to comply with regulations such as GDPR; (2) include architectural components designed following the logic of “Privacy by Design” [56]. The main purpose of a DLT-based system, again, is to provide transparency in the process of accessing personal data, but simultaneously enable users to control their own data [6, 7, 14, 39]. Nevertheless, few studies address GDPR compliance and even these studies do not compare the opinions that regulators have regarding specific DLT architectural parts. DeepLinQ [47] is a multi-blockchain architecture similar to our proposal. It aims to support privacy-preserving data sharing in the healthcare sector through granular access control and smart contracts. Zyskind et al. [48] provide a system in which DLTs are leveraged to hold discretionary access control policies and track user permissions to give or deny access to data. Yan et al. [49] present a PDS that allows users to collect, store and give third parties fine-
grained access to their data using a SS scheme. Their solution is innovative, but expensive and not recommended for GDPR because the system stores personal data on-chain, when it is possible to do it off-chain.

2.5.4 GDPR and DLT

Other studies in the literature for GDPR compliance do not address key distribution and primarily focus on programming smart contracts for automatically managing access control policies [30, 57–59]. Truong et al. [50] provide a DLT-based GDPR-compliant personal data management solution where consent is handled through a token and data is stored and served through a Database Management System. Fewer studies provide a system architecture while discussing GDPR and DLT conflicts in depth. A model for tracing the personal data life cycle is proposed by Onik et al. [51], where smart contracts manage consent and terms for the use of off-chain stored personal data. The study of Ahmed et al. [60] focuses on the lack of GDPR compliant consent management mechanisms. They highlight the challenges of DLT under the GDPR and respond to these by presenting some opportunities for fine-grained control over personal data.

2.5.5 Self-sovereign identity

Finally, much of the current interest in the problems of privacy and data sharing aggregates into a specific definition, namely the paradigm of the Self-Sovereign Identity
(SSI). It consists of the complete control of individuals’ digital identities and their personal data through decentralization [61]. The architecture we describe in this paper is based on the SSI principles, since these seem to be fully supported by the features of DLTs, in particular peer-to-peer interactions and data integrity. Other scholars, indeed, already produced some contributions leveraging public and/or private DLTs for SSI. Sovrin [62] is an open source identity network built on a layered architecture involving a public permissioned DLT that only stores identity transactions, without personal data, and where only trusted institutions, i.e. banks, universities, governments, can be DLT nodes. uPort [63] is based on Ethereum’s public permissioned DLT and provides a platform for user-centric identity and communication, consisting of a mobile app, smart contracts and a set of open protocols for message flow.

3 Multi-DLT architecture for a personal information management system

In this section we provide an overview of the architecture of a multi-DLT-based PIMS, with regards to personal data storage and sharing. Resiliency to manipulation in DLT is a very promising property to develop new types of applications, especially in presence of smart contracts, as in Ethereum [8, 22, 29, 39]. However, the ability to run smart contracts usually comes at the cost of lower scalability and responsiveness [64]. At the time of writing, there is no single, operative and fully fledged solution that is able to cover all the needed features [8]. Thus, in order to build a sophisticated (multi-layered) software architecture, different DLTs and/or DFS need to be combined together. We discuss here a brief overview of the architecture we propose, aided by Fig. 1. From now on we will make use of italicized text to identify architecture’s components and actors. The components are:

- **User client application**—Generally, we refer to data owners and consumers as the end users of our PIMS. A dedicated client application allows: (1) data owners to decide how/where to store the data and to handle their encryption and secret keys generation, (2) data consumers to submit data access requests to the system and to handle data decryption.
- **(Decentralized) file storage**—It consists of the first and also the last component with which the users interact with, since it contains a personal data storage (PDS). It basically contains the data to encrypt or decrypt and can be implemented in different ways, e.g. as a centralized cloud-based storage or as a DFS.
- **Authorization system**—We leverage a (semi-)private permissioned ledger to orchestrate the access control logic and to store the hashes of the data kept in a PDS for integrity validation. This ledger is managed by a set of predetermined authorization servers appointed to check the access credentials and to distribute the capsules that contain secret keys to the entitled consumers.
- **Audit DLT**—This component is used to provide proof of a correct audit for the (semi-)private permissioned ledger, when one or more authorization servers (if not all) act maliciously. It consists, mainly, of a public permissionless ledger where the states of the authorization system are logged.

3.1 Architectural drivers

Several major considerations influenced the architecture of the system we present in this paper. We describe them in the following.

3.1.1 GDPR and DLTs tensions

In particular, we devoted special attention to the tensions between the GDPR and DLTs [65, 66]. When the GDPR was first drafted in 2012, it was mainly influenced by the client/server architectures common for ISPs at that time. This view collides with DLTs, public permissionless ones in particular. In fact, the absence of a centralized authority that determines how and where data is stored, processed or used, complicates the interpretation of some GDPR rules in a completely decentralized scenario. It may be difficult to identify which participants in a DLT are the data controllers, processors or subjects, because often the information does not necessarily flow directly from one point to the other, i.e., users to providers [62]. The tensions between the GDPR and the DLT mainly concern three issues [12, 65, 66]:

- **Actor accountability** As far as the GDPR is concerned, it must be possible to identify a data controller, but it is not clear whether this is possible in permissionless DLTs [65, 66]. In fact, the more concentrated the control of the participating nodes on the DLT is, the more it is possible to identify the controllers; while, the more diffuse the control is, the more it is not possible to provide an identification [62, 65].
- **Personal data processing** So far, there are no major agreements on what is necessary to transform personal data so that the resulting output can be stored in a DLT [67], given the GDPR Recital 26 that states that data becomes anonymous if it is ‘reasonably likely’ that no identification of a natural person can be derived [68]. For
instance, since DLTs generally use addresses derived from public keys for identifying a person and considering the use of public keys in digital signatures as pseudonymization technique\(^1\) [69], therefore, the address datum is still under the scope of the GDPR. However, applying such techniques to personal data can also reduce risks for data subjects and help controllers and processors meet their data protection obligations, but it depends on a case-by-case basis [5].

- **Data subject rights** The above GDPR principles were used to derive a set of rights for data subjects and obligations for data controllers. Two in particular, the “right to be forgotten” and the “right to rectification” (Articles 16 and 17), are the main breaking points between the DLT and GDPR.

### 3.1.2 Relation between data protection and cryptography

In this work, the implementation of the guarantees related to the application of the principles established by the GDPR is based both on the application of specific recommended cryptographic techniques and, most importantly, on the organizational and architectural measures taken following the Privacy by Design approach. With regards to Article 32, controllers and processors must comply with the implementation of “appropriate technical and organisational measures, to ensure a level of security appropriate to the risk”. Pseudonymisation is an accepted data protection measure in the adoption of the GDPR (Article 4(5)) and many times referenced as a safeguard [5], whilst, anonymization techniques can generally provide strong privacy guarantee [69]. In general, however, providing only pseudonymisation and encryption technical solutions that are formally verified secure is not a sufficient and necessary condition to be able to state that data processing security is appropriate to the risk. One has to tackle the data protection problem from an higher point of view, “going beyond the ‘traditional’ understanding of security” [70]. In our work we focus on the data protection by design and by default by following the guidelines of different by cybersecurity agencies and supervisory authorities, that also indicate appropriate pseudonymisation and encryption solutions [5, 66, 68, 69].

In particular, the use of a mixed symmetric-asymmetric crypto system, advanced cryptographic hash functions, secret sharing schemes and multi-DLT validation (all of them explained in detail in the following sections) has been covered in these recommendations as a form of pseudonymisation and/or anonymization. In the following, we are going to give the definition of a formal model for the cryptographic part of our proposal, which, however, will not be rigorously proved in its entirety. This is because we believe that a formal demonstration of it is outside the scope of our work and would take away space from another very important issue for the security of our system, as seen in this Sub-Section, namely the discussion of how we have implemented Privacy by Design in a decentralized context. We retain the possibility of addressing a full formal proof in a future work fully devoted to this topic.

### 3.2 Actors in the system

We define different actors that have one or more roles in the system. The focus is obviously on the definition of accountability obligations among the system actors and participants, since it represents a crucial point for the GDPR. In detail, we identify the following actors:
• **Data owner (DO)**—The one that has the power to decide what to do with the personal data. In accordance with the GDPR terminology, a *data owner* can be either a subject (i.e. an entity that acts as its own controller, as in Self-Sovereign Identity paradigm [12, 71]) or a data controller that received the subject’s consent for the processing of personal data.

• **Data consumer (DC)**—The one who has lawful access to certain personal or non-personal data and is authorized (by the *owner*) to use that data. Again, following the GDPR terminology, since the latter is a data controller, the *consumer* is a data processor by definition (Sect. 2.4). It is often referred to as “Data User”, e.g. in [10].

• **(D)FS service provider (SP)**—The one that provides the access to the (D)FS. Even if the encrypted personal data are only stored in a (D)FS, this actor is a data controller because such data can be considered as pseudonymous (and not completely anonymous), and thus, in principle, subject to the GDPR [67, 69]. However, in practice, appropriate techniques can be used (Sect. 4.2) so that these providers handle data that are meaningless without additional information (e.g. a decryption key). In such a case, they have no obligations [68]. Finally, this actor could take on the role, defined in the Data Governance Act [10], of a data sharing provider, in that it collects and organizes data regardless of the specific use and applications.

• **Authorization server (AS)**—An actor within the authorization system that has agreed on contractual terms that define precisely the roles and duties and the privacy policy towards end users, i.e. *data owners* and *consumers*. All the *servers* within an authorization system act as joint controllers in a shared responsibility approach [71, 72] and the legal basis for the processing of personal data is guaranteed by mutual agreements. Similarly to (D)FS service providers, this actor may take on the role of data sharing provider as well. Moreover, from a data governance perspective, the whole set of *servers* can be thought of as a data altruism organisation operating on a non-profit basis [10].

• **Audit DLT node (AN)**—The one that takes part in the audit DLT consensus mechanism. This actor is external to the PIMS. It is in charge of registering the state updates of the authorization system into the audit DLT, i.e. a DLT full-node [20, 22].

In the following, we are going to refer to actors using the following notation. We consider only one data owner, i.e. DO; and one data consumer, i.e. DC. Then we consider a $SP_j$ being part of a set of (D)FS service providers $SP = SP_1, ..., SP_m$, with $1 \leq j \leq m$. A $AS_i$ being part of a set of Authorization servers $AS = AS_1, ..., AS_n$, with $1 \leq i \leq n$. And, finally, a $AN_f$ being part of a set of audit DLT nodes $AN = AN_1, ..., AN_g$, with $1 \leq f \leq g$.

### 4 Architecture components design

In this section, a description of the components of the architecture will be provided. Figure 2 will be used to aid us with the description. While the previous section showed a horizontal view of the architecture, here each component will be examined vertically, with respect to the technology stack, as well as in terms of GDPR compliance.

#### 4.1 User application

*Data owners and consumers* interact with the PIMS through a client application. Such a system component contains the software to communicate with the *(D)FS service providers* and *authorization servers* and, most importantly, it implements cryptographic operations that are used to protect personal data, right at the user’s device level. We assume that each actor has its own pair of asymmetric keys ($pk_{KEM}$, $sk_{KEM}$) and an example of notation is as follows: $pk_{DO}$ or $sk_{AS}$.

The user client application, thus, implements part of the crypto-system, a critical part of the whole PIMS that crosses vertically all the other subsystems described in our architecture. The core of our crypto-system consists of the use of a hybrid encryption scheme [73]. It consists of a scheme where an asymmetric public key $pk_{KEM}$ is used to encrypt a symmetric secret key $k_{DEM}$ through a key encapsulation mechanism (KEM), and then $k_{DEM}$ is used to encrypt the actual data through a data encapsulation mechanism (DEM) (Fig. 3). This KEM/DEM technique combines the efficiency of symmetric cryptography with the benefits of asymmetric cryptography [73].

A specification is needed, at this point, for what regards personal data created directly by/on behalf of the data subject because the encryption algorithm will depend on this, namely:

- “single” datum - describe a subject’s static property (because it never or rarely changes), e.g. the date of birth of the subject.
- “sequential” data - it can be employed to describe time series data or a property that changes in time, e.g. the location of a subject. In this case, each element of the sequence represents a particular value associated with that property at a given time (thus, the data structure logs all the value versions).
Fig. 2 Architecture of the personal information management system. The top-right legend identifies the elements in the diagram. Solid arrows represent interactions from an actor or a set of actors and a system or network. Dashed arrows represent hash pointers to elements.

Fig. 3 Data and key encapsulation mechanisms.
4.1.1 Crypto-system

Personal data are encrypted using a symmetric content key \( k_{DEM} \) (Fig. 3). Then, the key is placed in a “capsule” through a KEM, i.e. the content key is encrypted with a public key in a keypair \((pk_{KEM}, sk_{KEM})\). This capsule is, then, the representation of the hybrid encryption scheme and consists of \( k_{DEM} = Enc_{pk_{KEM}}(k_{DEM}) \).

The content key \( k_{DEM} \) associated with a single datum is randomly generated. As concerns sequential data, content keys associated with elements of the sequence are organized as a hash tree, in order to facilitate their management and retrieval. In this case, the root of the tree is a secret seed, while child nodes are constructed top-down through the use of multiple hash functions. For instance (see Fig. 3), a binary hash tree can be constructed starting from a root and then recursively creating a left and a right child using, respectively, a left hash function and a right hash function [40]. Finally, leaf nodes are used to derive the content key \( k_{DEM} \) and are assigned to each sequence element in an ordered manner, e.g. time ordered for time series data. In this case, in order to share a sequence interval, the internal node of the tree.

Up to now, then, we simply consider four sets of elements.

- \( PD = \{ pd_l | 1 \leq l \leq o \} \) is the data owner’s set of personal data that have not been encrypted, i.e., plain text.
- \( K = \{ k_{pd_l} | Enc_{k_{pd_l}}(pd_l), 1 \leq l \leq o \} \) is the data owner’s set of keys used to encrypt a piece of personal data.
- \( EPD = \{ epd_l | epd_l = Enc_{k_{pd_l}}(pd_l), 1 \leq l \leq o \} \) is the data owner’s set of encrypted personal data.
- \( C = \{ c_{k_{pd_l}} | c_{k_{pd_l}} = Enc_{pk_{KEM}}(k_{pd_l}), 1 \leq l \leq o \} \) is the data owner’s set of capsules that contain a key used to encrypt a piece of personal data.

Notice that we generalized single and sequential data in only one case to make the model simpler to be understood.

4.2 (Decentralized) file storage

In our design, personal data is kept in a PDS associated with a data subject. This PDS consists of the set of encrypted personal data referring to the subject that is stored in a (decentralized) file storage. Such (D)FS can consist of either any commercial cloud FS service (e.g. Azure, Google Drive, etc.) or a decentralized FS service, as no operational logic is required at this level other than storing and obtaining encrypted data.

In the case of a data controller acting on behalf of a data subject, it is more likely that the former will use a private (proprietary) storage solution, instead of a (D)FS, for maintaining a PDS. This is completely compatible with our PIMS, as long as the data content can be referenced and data can be accessed by consumers.

4.2.1 Data off-chain & hash pointers on-chain

To guarantee data integrity and verifiability, encrypted personal data could be stored directly on the authorization system’s (semi-)private permissioned ledger, i.e. on-chain. However, preventing the on-chain storage is a preferable solution, not only for retaining high data reads availability and better performances for data writes [14], but also because on-chain personal data are generally incompatible with data protection requirements (Sect. 3.1).

We follow the approach to reference data and their content on-chain, e.g. through a hash pointer, and to store them off-chain in a (D)FS [14]. Once a personal datum is hashed the resulting digest can be used as a pointer, i.e. a hash pointer. Thus, the reference, in the form of a hash pointer stored on-chain, allows to retrieve the data and to verify their integrity.

In our model we assume that all (D)FS service providers \( SP \) store the data owners’ set of encrypted personal data \( EPD \) and the associated set of hash pointers to identify these, i.e. \( HP = \{ hp_{epd_l} | hp_{epd_l} = hash(epd_l), 1 \leq l \leq o \} \). Thus, \( hp_{epd_l} \) is both the identifier of the \( epd_l \) datum in the (D)FS and a hash pointer that will be stored on-chain.

4.2.2 Service providers and data erasure

Taking, for instance, IPFS [18] as a DFS, one can store an (encrypted) datum by making a request to a (D)FS service provider that is running the IPFS protocol. Then, such provider will propagate the datum (or parts of it) to multiple nodes in the IPFS network. To retrieve the datum the hash digest is used as reference.

Regarding the deletion of content, it is another main feature to guarantee personal data deletion to a data subject. Thus, we follow the approach presented in [16] for the anonymous delegated deletion protocol, in which the deletion is not completely granted, but reasonable steps to inform IPFS nodes for data deletion can be taken.

4.3 Authorization system

In our architecture we leverage a network of servers to provide authorizations to consumers for two reasons: i)
release the data owner from the burden of completely handling capsules distribution, which can be very expensive in terms of communication in case of fine-grained access; ii) to exploit smart contract shared computation while complementing it with off-chain capsules distribution mechanisms, since it is not possible to store secret keys or decrypt messages on-chain (due to its public execution).

Authorization servers perform on-chain tasks such as smart contracts executions, but also off-chain tasks such as the capsules distribution. The network uses a (semi-)private permissioned ledger as a sidechain (we will use this term from now on) and the audit DLT as the mainchain [21].

4.3.1 Smart contract access control

Access to the data stored on a PDS can be allowed by the owner through smart contracts (Fig. 4). These maintain a data structure to record eligible data consumers, i.e. those to whom to issue capsules to access the encrypted data.

In practice, each datum is referenced in a specific smart contract, as already discussed in Sects. 4.1 and 4.2. Thus, the smart contract stores a subset of the hash pointers set in the (D)FS, i.e. \( HP_{on-chain} \subseteq HP \). In addition, with regard to the data, the contract also maintains a data schema. This is similar to the Sovrin scheme [62] and uPort claim spec [63], i.e. a machine-readable format for specifying what to expect from the shared data. This is needed by the consumer in order to better handle the data computation and it can be defined directly by the data owner or can be a specific standard of the authorization system. The smart contract, however, mainly consists of code to manage the data structure representing the access rights to a data packet, i.e. an access control list (ACL). The data owner gives consent by adding or removing consumers from the ACL. Once a consumer is listed in the ACL, i.e. authorized to access a given content, the authorization servers can directly verify this information and eventually release the \( c_{pwd} \) capsule that includes the \( k_{pwd} \) content key needed to decrypt the encrypted data. This process is explained in detail in Sect. 4.3.3.

4.3.2 (Semi-)private ledger

The sidechain of reference for our architecture is Ethereum [22], however multiple authorization systems can be implemented with different configurations or DLTs, e.g. Hyperledger [23]. For instance, the consensus algorithm adopted by the network does not necessarily have to be the Proof-of-Work [20, 22], but can be chosen in order to provide a faster service. We refer to the Proof-of-Authority (PoA) consensus algorithm [74], which does not depend on solving mathematical problems, but to issue a new block this must be signed by the majority of the authorities, i.e. the nodes that are explicitly authorized to create new blocks and secure the blockchain.

Privacy by Design In the sidechain, we have adopted extensive measures to minimize the transmission and/or storage of any personal data through the ledger, following the principles of “Privacy by Design”. We define the sidechain as a (semi-)private one because, even if the ledger is private, there must be a way to access some parts of the ledger by users, for instance the smart contract containing the ACL. Authorization servers, thus, maintain the whole copy of the ledger, but they give read access rights in three cases:

- In the case of an audit, the whole ledger can be released to the entity in charge of performing it. This can be defined in the agreements between servers and owners/consumers;
- Data owners can access their ledger metadata (e.g. Ether balance [22]) and to the data related to their smart contracts in a complete mode, i.e. the hash pointers \( HP_{on-chain} \), the data schema and the ACL;
- Data consumers can access their ledger metadata and to all the smart contracts in the DLT in a restricted mode, i.e. the related data shown consists of the hash pointers \( HP_{on-chain} \), the data schema, owner’s address and the hash digest of the ACL only.

For the public access (where the public audience is composed of data consumers) then, since the ACL consists of personal data, it is stored off-chain.

4.3.3 Capsules distribution

Authorization servers act like the ones in charge of enforcing the authorizations for data consumers made explicit in the smart contracts ACLs. We take advantage of the high degree of trust that a DLT offers for the data written in the ledger, and therefore we concentrate on the trust given to the entities that have to read these data and follow the correct policy. Indeed, the entities that form the authorization servers use the authorization servers rely on the ACLs to release the access keys to access data. Consider the scenario where a single centralized server stores keys. Not only is this server susceptible to a single point of failure, but worse, it can act as an honest-but-curious provider. For instance, an ISP that correctly follows the protocol to share a user’s geolocation data with the user’s friends, if curious, can also access this information. Our proposal to decentralize this power in various authorization servers allows us to shift the trust from a centralized server to the protocol. Indeed, authorization servers may be considered semi-trusted or completely untrusted, but through the data protection
Fig. 4 Sequence Diagram describing the process of personal data storage and access by a consumer.
mechanism shown here, the user benefits from a cryptographic proof of security [5, 33, 34, 52].

Algorithm 1: Data Access Request

Global Data:
- $i$ Server id
- $C$ set of capsule message stored by the server
- $cha$ challenge message sent to consumer
- $res$ response message for the challenge
- $pk_{DC}$ Data consumer’s public key
- $addr$ smart contract address
- $h_{pepd_i}$ datum hash pointer
- $sign$ signature of a challenge response
- $c_{k_{pd_i}}$ capsule share for the $h_{pepd_i}$ datum

Input:
- $obtainedPubKey$ ← verify($cha$, $res$, $sign$)

if $obtainedPubKey == pk_{DC}$ then
  // identity confirmed
  $acl$ ← getACL($addr$)
  $eligiblesSet$ ← getValueFromKey($acl,h_{pepd_i}$)
  if contains($eligiblesSet, pk_{DC}$) then
    // eligible consumer
    $c_{k_{pd_i}}$ ← getCapsule($C,h_{pepd_i}$)
    return $c_{k_{pd_i}}$
  end
end
return "Error: Not Authorized"

Distribution Mechanism Consider the diagram in Fig. 4. We have a data owner with a keypair ($pk_{DO}, sk_{DO}$) and a data consumer with a keypair ($pk_{DC}, sk_{DC}$).

The first operation consists of storing the encrypted data $epd_i$ in the PDS and updating the (or issuing a new) related smart contract with the reference to the data, i.e. the hash pointer $h_{pepd_i}$. A data consumer may be allowed to access the stored data simply because the owner updates the (or issues a new) ACL in the smart contract with $pk_{DC}$ in it.

While this can be considered a setup, the first real capsule distribution phase occurs when the owner shares the capsule $c_{k_{pd}}$ associated to $epd_i$ with $n$ authorization servers AS, i.e. creates $n$ shares of the capsule such that $c_{k_{pd}} = \sum_i c_{k_{pd_i}}$, and sends one share to each server. In here the sum operation represents the share aggregated function associated to the SS or TPRE methods and is discussed in the next paragraph.

The second distribution operation consists of the request by the consumer to the authorization servers for the release of the capsule, through a challenge-response message signed with $pk_{DC}$. The data access request is composed of these elements $dar = \{pk_{DC}, addr, h_{pepd_i}, sign\}$, where $addr$ is the address of the smart contract containing the ACL and $sign$ is the signature of a challenge-response message provided by each server. The pseudocode for this operation is shown in Algorithm 1. Upon this request, only $t$ servers are needed to check the ACL for the presence of $pk_{DC}$ and then to release their capsule part to the consumer.

Finally, the consumer can “open” the capsule and obtain the $k_{pd_i}$ content key needed to decrypt the desired data.

Capsule Share We refer to two cryptographic schemes for the data owner’s capsules share:

- Secret sharing (SS)
  - Using this scheme the $sk_{DO}$ is “divided” into $n$ shares and $t < n$ shares are sufficient to reconstruct $sk_{DO}$, decrypt the capsule and obtain $k_{pd_i}$.
  - Thus a capsule share $c_{k_{pd_i}}$ consists of the original (encrypted) capsule $c_{k_{pd}}$ plus the $sk_{DO}$ share item. The secret $sk_{DO}$ can be represented as an element $a_0$ of a finite field, then $t - 1$ elements are chosen randomly from this field, $a_1, \ldots, a_t$. Using these elements this polynomial curve can be constructed $f(x) = a_0 + a_1 x + a_2 x^2 + \ldots + a_t x^t$. Every $AS_i$ is given a point found in the curve $(x_i, f(x_i))$, with $1 \leq i \leq n$.
  - Therefore, here, an untrusted authorization server alone cannot open the capsule because it needs other $t - 1$ shares.
  - Indeed, in order to obtain $a_0$, and thus $sk_{DO}$, a subset of cardinality $t$ of the $n$ points $(x_i, f(x_i))$ are needed to perform the following interpolation:
    $$a_0 = f(0) = \sum_{j=0}^{t-1} f(x_j) \prod_{m=0, m\neq j}^{t-1} \frac{x_m}{x_m-x_j}.$$
• Threshold proxy re-encryption (TPRE)

  – In this scheme each authorization server acts as a proxy and can re-encrypt the capsule it receives through a re-encryption key \( pk_{DO} \rightarrow DC \) generated by the owner.
  
  – Thus, unlike the previous case, the \( sk_{DO} \) is not the one divided, but the re-encryption key is. Thus a capsule share \( c_{k_{ph}} \) consists of the original (encrypted) capsule \( c_{k_{ph}} \) plus the \( pk_{DO} \rightarrow DC \) share.
  
  – The \( pk_{DO} \rightarrow DC \) share is obtained through the same process shown for the secret sharing, i.e. as a point \( (x_i, f(x_i)) \) of the constructed polynomial curve. We can refer to \( x_i \) as \( kFrag_i \) (we are simplifying the operations description, but further details can be found in [75]).
  
  – This \( kFrag_i \) is not the share that is then provided to the consumer, but is is used by the server to obtain another piece of data, i.e. the \( cFrag_i = ReEncapsulate(c_{k_{ph}}, kFrag_i) \) [75].
  
  – The consumer will receive the re-encrypted share, i.e. the \( cFrag_i \), which can be used with other \( t - 1 \) shares to reconstruct client-side a capsule encrypted with its public key \( pk_{DC} \). In this case the process is similar to the interpolation shown previously for the secret sharing.
  
  – Thus the newly obtained capsule can be “opened”, i.e. decrypted, using the consumer’s private key \( sk_{DC} \).
  
  – TPRE solves the possible PRE collusion between proxy (i.e. server) and receiver (i.e. consumer) by assuming that at most \( t - 1 \) proxies can be colluded and not follow the policies.

The system architecture we present supports both techniques, and each can be chosen based on different benefits and drawbacks. While SS relieves the owner of any interaction after the capsule has been shared the first time, there is still the possibility that \( t \) nodes are malicious and the owner cannot intervene to prevent keys from being disclosed. TPRE allows greater control over possible receivers, however it has the disadvantage of requiring that a new re-encryption key \( pk_{DO} \rightarrow DC \) is generated for each new consumer.

4.4 Audit DLT

The above specification of architectural components, as already mentioned, is strongly influenced by two main issues. First, the tension between DLTs and the GDPR [66]. This led to the use of a sidechain with a set of designated authorization servers. Second, the scalability issues of current public permissionless DLTs [8, 64], that led to the adoption of a more scalable consensus mechanism in the authorization system. This means that the use of a permissioned DLT instead of a public permissionless one was due to both legal and practical reasons. However, we opted for a multi-DLT architecture, including also a public permissionless DLT, to reach a strong trust on data immutability. Indeed, permissioned DLTs allow a reasonable degree of trust, but the ledger can be altered when the majority of nodes are malicious [21].

A multi-DLT architecture allows achieving decentralization as well as high throughput and low latency [47]. The base layer consists of a public permissionless DLT used to perform batch transaction validation for the second layer, which includes the sidechain. The basic idea is that the states of each authorization system, i.e. the sidechain transactions blocks, are made immutable by registering them in a public permissionless DLT in the form of a hash digest, which is a common mechanism in sidechain technologies [21].

| Algorithm 2: Consensus algorithm for publishing to the audit DLT |
|-----------------------|------------------|
| **Global Data**: (constants) |
| \( n \) Authorization servers number |
| \( r \) round number |
| \( id \) Server id |
| **Global Data**: (variables) |
| \( step \) round step |
| \( id_{latest} \) latest id of the round robin |
| \( blocks \) list of blocks’ hash digest |
| **Input**: |
| \( block_{hash} \) hash digest of the latest block |
| **Result**: |
| digest published in the audit DLT |

1. \( blocks \leftarrow \text{append}(blocks, block_{hash}) \)
   // append latest block hash in the blocks hash list for this round
2. if \( step == r \) then
   // round finishes
3. if \( id == id_{latest} \) then
4. \( digest \leftarrow \text{merkleTree}(blocks) \)
   // returns the root of a Merkle tree having blocks hash digests as leaves
5. \( \text{deployToAuditDLT}(digest) \)
6. \( id_{latest} \leftarrow (id_{latest} + 1) \mod n \)
7. \( step \leftarrow 1 \)
8. \( blocks \leftarrow [ ] \)
10. end
11. \( step \leftarrow step + 1 \)
Furthermore, this audit DLT, i.e. the base layer public permissionless DLT, is leveraged to store the information regarding the appointed authorization servers, so that all of them can be identified and known by data owners and consumers. During the development of the audit DLT, we opted for a smart-contract enabled blockchain (i.e. Ethereum), since it eases the information management (e.g. when updating the list of servers). On this audit DLT only non-personal data are stored, i.e.:

- a growing list of digests (i.e., roots of Merkle trees) that represent the advancement of the authorization system state, authStates = \{ authState; \mid 0 \leq \tau \leq T \} ;
- a (modifiable) list of addresses that represents the entities that provide the authorization service, i.e. authorization servers;
- optionally, a stake for each server as an incentive for the correct behavior.

Several approaches might be implemented for updating the authorization system state in the audit DLT. According to our solution, in order to trace the evolution of the system in the audit DLT, we define as “round” the generation of \( r \) blocks in the sidechain. At the end of each round, we store the hash of the last block in the audit DLT. The pseudocode for this operation is shown in Algorithm 2. The \( r \) value must be chosen appropriately:

- it must be \( r \neq 1 \), because the sidechain grows faster than the main one, due to the different consensus algorithm [64], hence with \( r = 1 \) the sidechain would have to keep pace with the audit DLT;
- it must assume values \( r \geq 2 \), in order to ease the reaching of a secure level of data entropy to keep hashed data with a low risk of de-anonymization and thus to consider it non-personal [68];
- it cannot assume a large value, because the delay between one publication in the audit DLT and the next one may make it possible to alter the sidechain when the majority of servers are malicious.

In such form, the status information of the authorization system consists of non-personal data, therefore not affected by the GDPR. Finally, the transaction to be issued in the audit DLT is signed with a multi-party signature of all the authorization servers.

### 4.5 GDPR Compliance

#### 4.5.1 On-chain hash pointers

As stated earlier, personal data is referenced on-chain and but stored off-chain in a (D)FS. From the point of view of the GDPR, the result of a hash function applied to personal data (without conscious security measures) is considered by the Art. 29 Working Party (now European Data Protection Board) as pseudonymized data because of the likelihood of deriving the input value [69], thus still in the scope of the GDPR (Recital 26). A GDPR-compliant solution consists of the use of Key Reuse Encryption (Sect. 4.1) and Single-Use Salt [68], minimizing the risks of de-anonymization [5, 65, 67, 68].

#### 4.5.2 Personal data erasure

Personal data deletion is a right to guarantee to the data subject (Sect. 3.1). In a centralized, cloud-like, architecture, this is a simple task. Dealing with DFS is more complicated yet. For instance, in IPFS there is no way to force and verify that data has been removed from the entire network. However, the GDPR itself provides us with a helping hand for compliance here². The approach for the anonymous delegated deletion protocol tackles this definition and performs the reasonable steps to inform controllers for data deletion.

#### 4.5.3 (Semi-)private ledger and GDPR subjects rights

Finally, we have to deal with the right to be forgotten, and, above all, with the principle of data minimisation [24, 71]. Since authorization servers act as data controllers, we need a “forgetting” sidechain [66]. Our solution includes the use of pruning [24, 65], which consists of deleting old transactions and blocks (on demand or after a predefined period of time) and keeping the old block headers containing the hashed version of the removed data, in order to ensure the security of the sidechain. Although this technique has been judged to be weakly applicable in permissionless DLTs, pruning may provide a suitable solution for permissioned DLTs, where the operating environment is more easily controlled and regulated [76].

#### 4.5.4 Authorization servers compliance

From the GDPR point of view, authorization servers, as stated earlier, act as joint controllers for the transactional data that they verify, store, and put on/off chain. However, authorization servers process a data owner request for distributing capsule shares and thus they are likely to be processors as they are acting on behalf of the data owner as the controller, in that instance. Servers can be controllers for some activities and processors for others [62, 66].

---

² Article 17(2) of the GDPR: “the controller, [.] shall take reasonable steps, including technical measures, to inform controllers which are processing the personal data that the data subject has requested the erasure.”
4.6 Security and privacy analysis

In this section, the security and privacy properties of the discussed model protocols are discussed but not proven formally. For such task different methods can be considered, such as game-based proof techniques [78], but we leave this task for future works. In here we analyze our model’s security and privacy and we conduct a risk analysis for assessing the good practice to pursue GDPR compliance, such as in [79].

In our analysis we will also refer to the CNIL Privacy Impact Assessment methodology, that takes a qualitative approach [77]. The assessment is carried out estimating severity and likelihood using qualitative criteria. Severity represents the magnitude of a risk and it is primarily estimated in terms of the extent of potential impacts on data subjects. Likelihood represents the feasibility of a risk to occur and it is primarily estimated in terms of the level of vulnerabilities of the supporting assets concerned and the level of capabilities of the risk sources to exploit them [77].

The scale used for severity and likelihood is: (1) negligible, (2) limited, (3) significant, (4) maximum. While discussing qualitatively the risks, we will also go into the details of our model. Table 3 shows a summary of the system model’s security and privacy and we conduct a risk analysis for assessing the good practice to pursue GDPR compliance, such as in [79].

In our analysis we will also refer to the CNIL Privacy Impact Assessment methodology, that takes a qualitative approach [77]. The assessment is carried out estimating severity and likelihood using qualitative criteria. Severity represents the magnitude of a risk and it is primarily estimated in terms of the extent of potential impacts on data subjects. Likelihood represents the feasibility of a risk to occur and it is primarily estimated in terms of the level of vulnerabilities of the supporting assets concerned and the level of capabilities of the risk sources to exploit them [77]. The scale used for severity and likelihood is: (1) negligible, (2) limited, (3) significant, (4) maximum. While discussing qualitatively the risks, we will also go into the details of our model. Table 3 shows a summary of the system model and the severity and likelihood assessments related to possible threats. These threats are described in detail in the following:

1. Illegitimate access to personal data—This threat is indicated as a feared event by CNIL [77], and surely represent one of the most important issues that our model tries to tackle.

2. Unwanted modification of personal data—Again, another CNIL’s feared event that can cause misuse, errors and malfunctions, especially for the data subject.

3. Disappearance of personal data—The last CNIL’s identified feared event, that can result in similar results as in the unwanted modification.

4. Collusion with another actor—This is a threat that deals mostly with the security of the whole model as any actor can collude with others trying to obtain a favourable result, e.g. managing to perform one of the previous three events.

5. Tampering the ledger—This threat involves actors that might want to alter the traced information regarding the system processes, e.g. granting the access to data.

6. Repudiation—This threat involves the fact that repudiation can be exercised by one of the actors in order to avoid accountability for its past actions.

7. Denial of service—Any of the actors providing a service can interrupt its service due to faulty or malicious behaviors. At the same time, any actor acting as client can try to attack the service and interrupt its functioning.

8. Lack of involvement in audit—Finally, some actors might want to hamper the correct execution of an audit, simply by not participating in it.

In the following we will discuss the threats and risks analysis from the point of view of each model’s actor.

4.6.1 Data owner

Assuming that the implemented interface for the users is not faulty (and thus it will not be considered in this analysis), data owners might still provide security threats at the level of the processes of controlling and moving personal data. In this case intentional and unintentional behaviors or implementation faults can (indirectly) provide harm to themselves as data subject and to the actors providing their services lawfully.

1. The data owner can directly or indirectly (e.g. through a system fault) collude with the data consumer in order to render one or more authorization servers accountable for having provided illegitimate access to personal data to the consumer. The severity would be significant for the servers. In our model, authorization servers (i.e. data controllers) are protected from this threat because they maintain the ACL and its history thanks to the (semi-)private DLT, and thus can demonstrate the data owner’s malicious behavior.

2. The same holds if the data owner modifies the smart contract data with the aim of tampering the ledger, i.e. the history of the modification of the smart contract is kept by all the servers through the DLT.

3. Finally, the data owner can try to repudiate some of the actions performed, however all the owner interactions with the systems involve the use of a public key or an address in the form of a digital signature, thus not being repudiated.

4.6.2 Data consumer

1. The data consumer can attempt to illegitimately access to personal data and thus threat the subject privacy. It seems difficult for this threat to materialize by exploiting the properties of the model, however the severity would be limited by the few keys kp|
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However, collusion with another actor to access personal data, possibly through hacking or stolen credentials, is limitedly likely. But, since each \( pd_i \in PD \) is encrypted with a unique key, it would be difficult to access large quantities of data, thus limiting the severity of this threat.

The data consumer can repudiate the data access request made, however this has almost no impact for the data subject (negligible severity).

Finally the consumer could try to limit the provision of service from the other actors in the system, i.e. \( SP_1, ..., SP_m, AS_1, ..., AS_n, AN_1, ..., AN_g \). However this would be very unlikely and with limited severity for large enough \( m, n, and g \), as the computation would be highly distributed and the data highly replicated.

4.6.3 (D)FS service providers

(i) Each (D)FS service provider \( SP_j \) has access to the whole set of encrypted personal data \( EPS \) and can try to illegitimately decrypt it. Even if the severity for this treat is significant, it is not very likely for a large enough \( t \), where \( t \) is the threshold for the capsule share scheme, because \( SP_j \) would need to collude with \( t \) malicious authorization servers.

(ii) Unwanted modification of data is very unlikely for a large enough \( m \). Even in the case not decentralized, i.e. a single FS service provider, each modification to \( epd_i \in EPD_0 \), would show a discrepancy between the hash \( h_{p_{epd}} \) obtained from the new modified data and the hash \( h_{p_{epd}} \in HP_{on-chain} \) saved on-chain, e.g. in the case of a Cloud service could be a violation of the Service Level Agreement [80].

(iii) Disappearance of personal data is likely to happen only in the single FS service provider, however it would be another violation of SLA. In the decentralized use case, the high data replication would limit this treat.

(iv-v) As seen in the previous points, the (D)FS service provider could collude with \( t \) malicious authorization servers to access data illegitimately, but this is very unlikely. An \( SP_j \) could also collude with some servers in order to modify an hash \( h_{p_{epd}} \in HP_{on-chain} \) saved on-chain. This is too very unlikely because it would require to break the consensus algorithm of the (semi-)private DLT.
A denial of service for data owners and consumers could be limitedly likely in the case of a single FS service provider and unlikely in the decentralized context of a (D)FS.

### 4.6.4 Authorization servers

(i) Considering the whole set of encrypted personal data EPD, a single authorization server AS could try to decrypt this set to illegitimately access personal data. Also in this case, the severity for this treat is significant, but the event is unlikely because other malicious servers are needed.

(ii) Considering the set of capsule shares $C^i$ and the ACL as personal data, a single $AS_i$ could modify or delete them without the data owner permission. In this case, the severity is limited because $AS_i$ would need $n - t$ other malicious servers to modify/delete capsule shares so that they can be made useless, $t - 1$ malicious servers to modify the original capsule and enough servers to disrupt the consensus mechanism to modify/delete the ACL.

The rightmost columns show some qualitative measurements in terms of severity and likelihood of the risk related to each threat. The scale for both severity and likelihood (i.e. likelihood) is: (1) negligible, (2) limited, (3) significant, (4) maximum, as in the CNIL methodology [77]. Values refer only to the risk impact for the data subject (values with the * refer also to the impact for other entities).
Tampering the ledger could lead to the modification of the ACL and thus to let the illegitimate access to personal data. This threat is unlikely as an AS would need enough servers to disrupt the consensus mechanism.

A AS can repudiate the action of sending out capsule shares on request, but capsules are digitally signed. However this has almost no impact for the data subject (negligible severity).

A denial of service for data owners and consumers is unlikely in the decentralized context of a the (semi-)private DLT.

Lack of involvement in an audit is significantly likely to happen for an authorization server, as it would mean simply to not show the ledger of the (semi-)private DLT to the auditors. This could be the only option to hamper the audit process, as an alteration of the ledger would be detected thanks to the audit DLT authState. In this case the server, being a controller, would be liable to not cooperate, on request, with the supervisory authority (GDPR, Article 31).

4.6.5 Audit DLT nodes

Very unlikely the majority of audit DLT nodes AN₁,...,AN_g could collude and modify the authStates, by themselves, or on demand by colluding with an authorization server. This is very unlikely for large enough g, as in Bitcoin and Ethereum public blockchains.

An audit DLT node could deny the service of storing an authState to a server, but again with a large enough g, it is very unlikely for the server to not find other nodes providing the service.

Lack of involvement in an audit is very unlikely to happen as the audit DLT nodes might not even know about the actual meaning of the authStates information. being nodes of a public permissionless DLT they would simply share the ledger as it is public to anyone.

5 Performance evaluation

This section contains a description of the tests carried out to evaluate the proposed system. In this performance evaluation, we are mainly interested in the user experience provided by a PIMS, such as that we implemented. Thus, the main critical points are related to scalability, responsiveness and reliability of both DLT and DFS systems. In particular, we focus on i) the latencies due to data upload to the DFS, i.e. the time that a data owner would measure when publishing his own data, and ii) the time required for the access control operations and to retrieve the keys needed to decrypt data, i.e. the time that a data consumer must wait to read and “consume” data. The complete dataset and the reference software are stored in [81, 82], following the FAIR data principles for access and reuse of models [83].

5.1 Scenario

We conducted our experimental tests on the basis of a scenario where personal data is shared by users. In particular, this trace-driven experimental evaluation was based on a hypothetical Intelligent Transportation System application [8]. Due to our requirements for scalability and responsiveness, we focused on some typical crowdsourced application data, e.g. the location of a subject. Thus, we used a dataset containing Rio de Janeiro (Brasil) buses’ real mobility traces [84] to generate user (bus passengers) traces. Users in this case are data owners that act both as subjects and controllers. In our simulation, a device of a user on-board a bus (one user per bus) runs a software that periodically retrieves data from sensors, e.g. temperature, air pollution, geolocation data. These data were used to generate real requests transmitted to the various systems of the architecture, with intervals provided by the real mobility traces. We consider:

- Small sized data (~100 Bytes), e.g. latitude and longitude;
- Large sized data (~1 Megabyte), e.g. photos.

In the second part of our tests also data consumers’ devices are simulated, while a smart contract containing the data owner’s ACL was already issued in the blockchain. We then simulated the insertion of (10 to 100) data consumers to the ACL and the subsequent request to the authorization system for accessing some data (henceforth referred to as a message).

5.2 System implementation and devices setup

We implemented the PDS and the authorization system and exploited some public available decentralized networks/services.
5.2.1 User client application and personal data storage implementation

In the assessment of our PDS, we used a single (D)FS service provider node (Sect. 4.2.2), while varying the number of data owners (henceforth referred to as users). Since we are interested in performance concerning messages uploading from the user’s point of view, and since users’ devices generally send requests to only one node, we focused on the DFS node response latency only, instead of testing the response of the whole network. We simulated users’ devices on a dedicated device (Google Cloud VM n1-standard-1, 1 Intel Skylake vCPU, 3.75 GB RAM), henceforth referred to as simulation device. Then, since users can decide their own DFS solution to request the storage of data, i.e. messages, we compared three different DFS solutions: IPFS Proprietary, IPFS Service and Sia Skynet (the difference between IPFS and SIA is explained in Sect. 2.2):

- **IPFS Proprietary** A dedicated IPFS node, specifically in charge of handling messages generated by our ITS application, that is connected to the main IPFS network. Thus, in this configuration, simulated users’ devices were the only ones sending requests for storing messages to this node.

- **IPFS Service** A generic IPFS service provider, i.e. Infura [85]. This is a general purpose service that provides free access to the main IPFS public network. During the tests the utilized IPFS node was receiving other concurrent requests, coming from all over the world.

- **Sia Skynet** A special Sia public node offering free access to the Sia network, but with limited storage space available. In particular, in this case, the Sia node has already formed contracts with every available host, rewarding their file replication.

5.2.2 Authorization system implementation

The experimental tests for our authorization system were performed using a network of interconnected nodes, i.e. authorization servers, forming the (semi-)private Ethereum sidechain described in Sect. 4.3, and a capsule distribution service. We tested how the network responds to the simulated data consumers’ requests, based on different system configurations.

The following evaluation focuses on the distribution of the encryption keys, in particular on the distribution of the capsule generated by the KEM (Sect. 4.1) to the network. We have measured the latency needed to perform each operation from the point of view of the data owner and data consumer client software.

5.3 Results

We configured a network of 25 nodes to form the authorization system. 24 of these nodes are hosted in the same laboratory of the University of Bologna (each one is equipped with Intel Core i5-2400 CPU and 8 GB RAM). The simulation device is external to the laboratory and acts both as the 25th node and as a data consumer’s device simulator. Each of the 25 nodes provides the key distribution service by running (not simultaneously) two implementations of two different software programs: i) SS scheme: the Secret Store [17] provided by the Open-Ethereum application, ii) TPRE scheme: a server implementation of the Umbral library in NuCypher [52].

5.3.1 User client application and personal data storage

To assess the time needed to distribute data and encrypt/decrypt them, we specifically focused on two aspects:
DFS service providers response: we conducted our performance evaluation of the three different types of DFS nodes with the purpose of conducting a stress test. The interval between one request and the next is varied by following the mobility trace dataset and varying the number of users (from 10 to 100). Each simulated user sends exactly 15 messages in 15 minutes and consecutive runs of the simulation are separated by an interval of 10 or 20 minutes.

Message size variation: tests were conducted in order of dimension (small messages first, then larger ones) for DFS requests. Then we carried out tests in order to assess the encryption and decryption performance with different types of messages, ranging from small text data (10 B) to larger data (10 MB).

DFS service providers response:

Figure 6 reports, on average, the latency between the sending of a message to the considered DFS node and its response, together with the relative percentage of errors (i.e., HTTP status code 500 or 504). In the case of errors, the messages are not considered in the average. Results are represented as a dotted line for small messages (100 B) latencies, while solid lines show the latencies and errors when larger messages, i.e., a 1 MB-sized photo, are sent to the DFS nodes. Latencies are reported relative to the number of users sending requests, in order to assess the deviation from the usual latency in response to requests from an increasing number of users.

Overall, IPFS performs better than Sia in terms of latency and errors. In particular, IPFS Proprietary presents an average latency per user of about 40 ms in the case of small messages, while, conversely, both IPFS and Sia services averaged a latency of approximately one second. With regard to the error percentage, however, we note a high rate with Sia and a low level in IPFS configurations.

Focusing on IPFS Service and Sia, we can see that the behaviour between handling small and large files does not vary much. We can associate this fact with the large amount of computational resources that the two services have, as opposed to the Proprietary node which suffers greatly from the increase in file size. More in detail, the IPFS Service always has better or similar latencies to those of the Sia Service, and furthermore the error rate is very low. The Sia service, on the other hand, needs to reject more and more requests, i.e., generate errors, to maintain a stable latency as the number of requests increases. In fact, the number of errors seems to increase linearly with the number of users sending requests.

An interesting result is that, according to the use of (D)FS service providers (i.e., IPFS Service and Sia), the latency experienced for each user decreases when the number of users increases. This is probably due to the fact that the data uploads are handled periodically by these providers. Hence, the more the requests in the buffer the more the data they process per interval. However, in Sia the amount of errors increases with the number of active users, meaning that the provider is not completely able to properly process all these requests.

Conversely, the IPFS Proprietary shows a linear performance per user, since according to our implementation, data are processed as soon as they are received. For large messages, this is true only up to a certain threshold of users, after which we experienced a sudden error increase, with a corresponding latency increase. This is due to the fact that after a certain limit, the node is not able to properly handle all the requests, thus causing a cascading effect on the overall performance. This turning point is at 80 users.

Conversely, the IPFS Proprietary shows a linear performance per user, since according to our implementation, data are processed as soon as they are received. For large messages, this is true only up to a certain threshold of users, after which we experienced a sudden error increase, with a corresponding latency increase. This is due to the fact that after a certain limit, the node is not able to properly handle all the requests, thus causing a cascading effect on the overall performance. This turning point is at 80 users.

Message Size Variation:

On the client side, we assessed the impact of different message size values, thus reflecting more the data owner/consumer device’s capabilities. Figure 7 shows the latency averages with respect to the message sizes for the process of encryption/decryption. The encryption also includes the key shares distribution. The figure suggests that the TPRE scheme implementation can handle the whole process better. From 10 B to 1 MB, TPRE has no issues, while SS results curve exhibits a noticeable inflection point as the message size reaches 500 KB. Then it skyrockets from 1 MB onward. In this case, there is a latency increase of 864%, from 1 MB to 10 MB, for the encryption of the...
message (without considering key generation) and of 809% for the decryption.

This requires two explanations. First, it is inevitable to have an increase after 1 MB for both schemes, because before this threshold the message size has almost no impact on the operations, i.e. latencies are stable. Second, we have a clear difference between SS and TPRE scheme after the 1 MB, probably due to the SS implementation that during all the tests has presented an overhead in respect to the TPRE implementation; moreover, keys shares distribution might also have a great impact at the expense of the SS schema here, since this is common also in the other tests.

5.3.2 Authorization system

The following tests were performed to evaluate the authorization system. Here we refer to \( n \) for the total number of network nodes and \( t \) for the threshold (i.e. expressed as the number of nodes) needed to retrieve a complete key. We tested:

- **Threshold Variation** this test case involves the variation of \( t \), after having fixed \( n = 25 \) as the number of nodes and 30 B as the message size. Our intent here is to show the latencies measured when the threshold value increases.

- **Nodes Number Variation** we set up this test case in order to assess the different configurations of the authorization system by varying the number of authorization server nodes, i.e. \( n \). The threshold value was set to \( t = 2 \), while 30 KB was the size of a message.

- **Blockchain Overhead Analysis** we configured the authorization system blockchain with a specific PoA rule and analyzed the transactions throughput.

For all tests, every single data point was obtained by repeating the operation 10 times (with a time interval of 300ms between each request) and then averaging the resulting latency values.

**Threshold Variation**

As described before, the threshold is a key parameter for both TPRE and SS. In essence, it defines how many nodes must agree on the status of the smart contract. We fixed the number of nodes on the network to 25, and then tested values of \( t \) from 1 to 25. As the left-most bar chart in Fig. 8 shows, the encryption (+ key shares distribution) time remains mostly constant (\( \sim 7 \) ms for TPRE and \( \sim 52 \) ms for SS). On the other hand, the decryption time increases linearly with \( t \) and both TPRE and SS present a very similar trend. This is because with the increasing of \( t \) more nodes are involved in the decryption.

While SS and TPRE schemes take approximately the same amount of time to perform the decryption operation, the same cannot be said for the whole encryption operation. The largest difference in latency can be observed in the generation and distribution of capsule shares, which is embedded in the encryption operation. SS performs a distributed capsule generation scheme based on Elliptic Curve Discrete Logarithm [86] to set up the keys needed in KEM and DEM, while TPRE capsule and shares generation is completely performed locally and then distributed to nodes. This difference is heavily reflected in results (\( \sim 792 \) ms time difference with \( n = 25 \)).

**Nodes Number Variation**

Network scalability is an important aspect to take into account in distributed systems. While the threshold value can be set by the data owner, choosing between higher security or faster operations, the number of nodes and the resources allocated are usually fixed. In the center chart in
Fig. 8, in fact, it is possible to see that, as expected, generally the time costs of operations increase with the number of nodes $n$. However, we must note the fact that the values for the SS results grow faster than the values for TPRE results. This makes the TPRE method more scalable.

In respect to the previous results (threshold value), the encryption values here are higher for SS and increase linearly with $n$ in SS and TPRE. The decryption times remain almost constant because $t$ is never altered. Even in these tests, we can see the effect of SS keys generation and distribution, since a larger number of nodes means an increase in the time needed to reach all of them.

### 5.3.3 Blockchain overhead analysis

A further consideration to take into account for previous results, is the fact that the writing and verification of data access permissions in a smart contract in the authorization system could increase the latency throughout the whole encryption/decryption phase.

In our tests, the verification phase has a poor impact on the decryption phase, requiring (on average) only 5 ms per address checked. This happens since all the blockchain nodes maintain approximately the same version of the ledger and do not have to forward the verification request to other nodes.

On the other hand, writing data access permissions on the smart contract ACL is limited by the transactions throughput of the specific blockchain taken into consideration. In our tests, we deployed a private permissioned Ethereum blockchain with 25 nodes using Proof-of-Authority (PoA). In our tests the PoA was limited to the production of a block every 5 seconds, with a gas limit of 6 million gas units. Since, in our smart contract implementation, the cost of adding a single address to the ACL is 50562 Ethereum gas units, we can store a maximum 118 transactions in a block, leading to 23.6 transactions per second as (theoretical) throughput. A solution to further decrease the gas per address is by bundling addresses that need to be added to the (same) ACL, in a single transaction. For instance, 1 transaction with 10 addresses would require 265394 gas units, which is almost half the cost of 10 transactions with 1 address each, and having only these kinds of transactions leads to a 44 addresses per second (theoretical) throughput. Another tweak to the blockchain configuration might be to decrease the time between the creation of a block and another from 5 to 2 seconds. This would produce a (theoretical) throughput of 110 addresses per second, but the network topology must allow the nodes to be able to create, sign and disseminate blocks in under 2 seconds.

### 5.4 Discussion

The best case scenario for the encryption and storing of a single message of 1 MB requires, on average, approximately 1 second, by using in sequence the TPRE encryption and IPFS Proprietary storing. However, it is worth noticing that some of these operations can be executed in parallel, e.g. keys distribution and DFS storing, thus further decreasing latencies.

In our simulations, the Proprietary IPFS node produced the best results up to the threshold of 80 users when dealing with large messages. This suggests the use of a dedicated IPFS node, even with limited computational capacity, to handle the reception of 60-70 requests per minute. Thus, an adequate deployment of DFS nodes (e.g. maintained by the same nodes as the authorization system) based on the number of users requesting access to the service can properly support a PIMS.

Regarding the encryption phase, results clearly show how the TPRE scheme, implemented as a system based on NuCypher, performs better over the SS scheme, implemented as OpenEthereum Secret Store.

Finally, an essential comment is needed, related to a major difference between the considered TPRE and SS schemes. We have performed the performance evaluation assuming that the data owner device, that releases the re-encrypted keys, is always operational and online. However, in a real-world scenario, this device might introduce some delays when using the TPRE scheme and not when using SS, since in the SS scheme the owner device is not required to complete the operations. This aspect can influence the choice between the two schemes both from an operational point of view and from a performance perspective.

### 6 Conclusions

In this paper, we presented the multi-layered architecture for the management of personal information based on the use of distributed ledger technologies (DLTs), providing a trustless environment for interactions between the data owners and consumers. The rationale was to provide individuals with a tool to effectively exercise (at least part of) their rights, as in the General Data Protection Regulation (GDPR) and to enable data sharing and altruism as intended by the newly proposed European Data Governance Act. We analyzed the tensions between the GDPR and DLTs and, in the light of Self-Sovereign Identity, we introduced the following architectural components:

- a personal data storage (PDS) based on a (D)FS, i.e. a centralized or decentralized file storage, where data is protected through a hybrid encryption scheme,
including a key encapsulation mechanism (KEM) and a data encapsulation mechanism (DEM);

• an authorization system based on a sidechain, i.e. a (semi-)private permissioned ledger, where a set of smart contracts allows data owners to define access (through an ACL) to their personal data stored in their PDS. The access to the data is controlled through two distributed mechanisms, i.e. secret sharing (SS) and threshold proxy re-encryption (TPRE);

• an audit DLT, that consists of a permissionless DLT that provides proof of a correct audit for the authorization system.

Furthermore, we provide a prototype implementation developing the sidechain as an Ethereum blockchain and leveraging IPFS and Sia as DFS. At first, we discussed their qualitative differences; then, we compared them experimentally in terms of execution time, taking an Intelligent Transportation Systems (ITS) scenario as a use case. Results from our performance evaluation show that: (i) up to a certain overload, a proprietary service, where a dedicated node is in charge of running an IPFS node, appears to provide stronger assurances for responsiveness and reliability; (ii) TPRE is faster when increasing the size of data to encrypt/decrypt and it is also more scalable, as better behaves as the number of nodes and the threshold value increases while executing the protocol; (iii) however, TPRE has the drawback of requiring the generation of re-encryption keys for each new data consumer, while SS does not. (iv) We also analyzed the transaction throughput of a private Ethereum blockchain using Proof-of-Authority, confronting smart contracts operations in terms of gas.

What we have discussed suggests that it is possible to build reliable and scalable decentralized systems for managing personal information through an appropriate composition of sub-systems within the infrastructure, and that at the same time data sovereignty can be provided. In future work, we will pursue more complex policy enforcement such as ABE and investigate how to overcome the limitations of TPRE and SS.
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