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Abstract

It is shown how Yang-Baxter maps may be directly obtained from classical counterparts of the star-triangle relations and quantum Yang-Baxter equations. This is based on reinterpreting the latter equation and its solutions which are given in terms of special functions, as a set-theoretical form of the Yang-Baxter equation whose solutions are given by quadrirational Yang-Baxter maps. The Yang-Baxter maps obtained through this approach are found to satisfy two different types of Yang-Baxter equations, one that is the usual equation involving a single map, and another equation that involves a pair of maps, which is a case of what is also known as an entwining Yang-Baxter equation. Apart from the elliptic case, each of these Yang-Baxter maps are quadrirational, but only maps that solve the former type of Yang-Baxter equation are reversible. The Yang-Baxter maps are expressed in terms of two-component variables, and two-component parameters, and have a natural QRT-like composition of separate maps for each component. Through this approach, sixteen different Yang-Baxter maps are derived from known solutions of the classical star-triangle relations.

1 Introduction

The Yang-Baxter equation is an important equation for integrability of models of statistical mechanics where it can be used to solve a model through the use of the commuting transfer matrix method of Baxter [1]. There are known to be several different forms of such Yang-Baxter equations [2], which provide relations satisfied the by Boltzmann weights of different types of integrable models of statistical mechanics. One of the important forms of the Yang-Baxter equation that is central to the ideas of this paper is known as the star-triangle relation [3,4], which implies integrability of an associated 2-dimensional lattice “spin” model of statistical mechanics. The latter star-triangle relation first appeared in statistical mechanics for the two-dimensional Ising model [5], and other important solutions have since been obtained [6–17] for various lattice models that generalise the Ising model.

Another type of Yang-Baxter equation was introduced as the set-theoretical Yang-Baxter equation [18] (or functional Yang-Baxter equation), which is an equation for maps that act on the Cartesian product of a set with itself. This form of the Yang-Baxter equation is not directly related to a model of statistical mechanics, but it has appeared and been studied in a wide range
of different contexts [19–42]. In the context of dynamical systems the set-theoretical solutions of the Yang-Baxter equation are commonly known as Yang-Baxter maps (YBMs), following the work of Veselov [30], and this approach has naturally led to considerable interest in understanding connections to discrete integrable systems [31, 32, 35, 43–52].

Relevant to this paper, Bazhanov and Sergeev have made an important connection of Yang-Baxter maps with quantum groups and Hamiltonian structures [35], in which they made use of a particular solution of the star-triangle relation and its implied vertex form of the Yang-Baxter equation. Motivated by this, this paper aims to develop and give a better understanding of the general connection between the star-triangle relation and Yang-Baxter maps, with a particular focus on the star-triangle relation as a starting point for systematically obtaining Yang-Baxter maps, independently of associated quantum group and Hamiltonian structures. In particular, this connection will be used to derive several new Yang-Baxter maps from known solutions of classical forms of the star-triangle relations.

Specifically, from two different forms of the star-triangle relation, two different types of Yang-Baxter maps will be obtained, denoted

$$R(\alpha, \beta): X \times X \rightarrow X \times X, \quad U(\alpha, \beta): X \times X \rightarrow X \times X,$$

which solve the following two different types of functional Yang-Baxter equations

$$R_{jk}(\beta, \gamma) \circ R_{ik}(\alpha, \gamma) \circ R_{ij}(\alpha, \beta) = R_{ij}(\alpha, \beta) \circ R_{ik}(\alpha, \gamma) \circ R_{jk}(\beta, \gamma),$$

$$U_{jk}(\beta, \gamma) \circ U_{ik}(\alpha, \gamma) \circ R_{ij}(\alpha, \beta) = R_{ij}(\alpha, \beta) \circ U_{ik}(\alpha, \gamma) \circ U_{jk}(\beta, \gamma).$$

In the latter equation, the maps $R_{ij}$ and $U_{ij}$ act non-trivially as $R$ and $U$ respectively on the $i$-th and $j$-th components of the Cartesian product $X \times X \times X$ of a set $X$, and $\alpha, \beta, \gamma$ are parameters. The Yang-Baxter equation (2) is the usual one for Yang-Baxter maps, while equation (3) is less common but has been studied before as a case of the so-called “entwining” Yang-Baxter equation [46, 53]. In the approach of this paper, all Yang-Baxter maps $R(\alpha, \beta)$ which satisfy (3), also satisfy (2). Also, for a given map $R(\alpha, \beta)$, there can be found several different maps $U(\alpha, \beta)$ to satisfy (3).

This paper will be concerned with the case of $X = \mathbb{C}P^1 \times \mathbb{C}P^1$, as opposed to the more common $X = \mathbb{C}P^1$, and for this reason the Yang-Baxter maps (1) will be referred to as two-component maps. These Yang-Baxter maps will also depend on two-component complex parameters $\alpha, \beta \in \mathbb{C}^2$. Although these are two-component maps, they are not extensions of some simpler one-component Yang-Baxter maps (as far as the author is aware), and the two-component cases are the simplest forms of Yang-Baxter maps that can be expected to arise from the approach of this paper.

In terms of two-component variables $\xi_i = (y_i, z_i) \in \mathbb{C}P^1 \times \mathbb{C}P^1$, the Yang-Baxter maps $R(\alpha, \beta), U(\alpha, \beta)$ found in this paper can typically be written in the following form

$$y'_i = \Upsilon_{1, \alpha}(z_j, y_i; y_j), \quad z'_i = Z_{1, \alpha}(y_j, y'_j; y'_i),$$

$$y'_j = \Upsilon_{2, \alpha}(z_i, y_j; y_i), \quad z'_j = Z_{2, \alpha}(y_i, y'_i; y'_j),$$

where each of the $\Upsilon_{1, \alpha}(x, y; z), \Upsilon_{2, \alpha}(x, y; z), Z_{1, \alpha}(x, y; z), Z_{2, \alpha}(x, y; z)$, are rational bilinear functions of $x$ and $y$, but with non-polynomial dependence on $z$ and the components of $\alpha$ and $\beta$. From the rational bilinearity of the two-component maps of the form (4), it follows straightforwardly that they satisfy the so-called quadrirational property, such that the inverse maps for the first, second, and both components, are also rational bilinear.
It also follows from the form of the two-component maps (4) that they can be naturally split up into the following sequence for the components 

\[(\xi_i, \xi_j) \mapsto (\xi_i', \xi_j') : ((y_i, z_i), (y_j, z_j)) \mapsto ((y_i', z_i'), (y_j', z_j')).\] (5)

This resembles the mapping sequence of the QRT maps [54, 55], which may be split up into so-called horizontal and vertical “switches” [56]. For the Yang-Baxter maps, the analogue of the first switch would be \((y_i, y_j) \mapsto (y_i', y_j')\) and the analogue of the second switch would be \((z_i, z_j) \mapsto (z_i', z_j')\). However, besides this observation it is not presently known if there is a deeper connection to QRT maps, and unlike the QRT maps the switches for the Yang-Baxter maps are not involutions. Instead, due to particular symmetry that is satisfied for certain solutions of the star-triangle relations, the Yang-Baxter maps \(R(\alpha, \beta)\) (but not \(U(\alpha, \beta)\)) will be found to satisfy the reversibility property, such that \(R_{ij}(\alpha, \beta) \circ R_{ji}(\beta, \alpha) = \text{Id}\), where \(\text{Id}\) represents the identity map.

Throughout this paper the acronyms CSTR and CYBE respectively refer to the classical star-triangle relations and classical Yang-Baxter equations, which are introduced in Section 2, while the acronym FYBE refers to the functional Yang-Baxter equations whose solutions are Yang-Baxter maps, which are introduced in Section 3.

The layout of this paper is as follows. In Section 2, the CSTRs are introduced which arise from the quasi-classical limit of different forms of the (quantum) star-triangle relation, and it is shown how the solutions of the CSTRs may be used to define solutions of different vertex forms of the CYBE. In Section 3, it is shown how to convert the latter solutions of the CYBEs into Yang-Baxter maps which solve two different types of FYBEs. In Section 4, explicit solutions of the CSTRs are given, and using the method of Section 3 these are used to derive sixteen different Yang-Baxter maps which satisfy the two different types of FYBE. Finally, the Yang-Baxter maps obtained in this paper is listed separately in Appendix A.

2 Star-triangle relations and Yang-Baxter equations

In this section the star-triangle relations and related Yang-Baxter equations will be introduced that will be used for obtaining Yang-Baxter maps. These equations are mainly based on previous works involving the quasi-classical limit of the star-triangle relations [4, 11, 12, 57]. Before going into details of the general forms of the equations, a basic example will be presented here to provide some motivation and illustrate some of the main ideas of this paper.

Throughout this paper, the function \(\text{Log}(z)\) denotes the principal branch of the complex logarithm. Define a complex-valued function

\[\mathcal{L}_\alpha(y_i, y_j) = \alpha \text{Log}(y_i - y_j) - \frac{\alpha}{2} \text{Log}(\alpha).\] (6)

where \(y_i, y_j \in \mathbb{C}\) and \(\alpha \in \mathbb{C}\) are complex valued variables and parameters, respectively. This function satisfies the equation

\[\mathcal{L}_{-\alpha_1}(y_0, y_1) + \mathcal{L}_{\alpha_1 + \alpha_3}(y_0, y_2) + \mathcal{L}_{-\alpha_3}(y_0, y_3)
- \mathcal{L}_{\alpha_1}(y_2, y_3) - \mathcal{L}_{-\alpha_1 - \alpha_3}(y_1, y_3) - \mathcal{L}_{\alpha_3}(y_1, y_2) = 2\pi i (n_1 \alpha_1 + n_3 \alpha_3),\] (7)

for some integers \(n_1, n_3 \in \mathbb{Z}\), on solutions of the following equation

\[\frac{\partial}{\partial y_0} \left( \mathcal{L}_{-\alpha_1}(y_0, y_1) + \mathcal{L}_{\alpha_1 + \alpha_3}(y_0, y_2) + \mathcal{L}_{-\alpha_3}(y_0, y_3) \right) = 0.\] (8)
This can be straightforwardly checked by using the latter equation to solve for one of the \( y_i \), \( i = 0, 1, 2, 3 \), substituting the result into (7), and using the fact that \( \log(z_1z_2) = \log(z_1) + \log(z_2) + 2\pi in \), where \( n \) takes one of the values 0, ±1. The equation (7) is an example of a classical star-triangle relation which arises from the quasi-classical expansion of the star-triangle relation of the scalar case of Zamolodchikov’s fishnet model [4].

Next, in terms of (6), define the following function

\[
R(y_i, y_j; y'_i, y'_j) = \mathcal{L}_{\alpha_1 - \beta_2}(y_i, y_j) - \mathcal{L}_{\alpha_2 - \beta_2}(y_i, y'_j) - \mathcal{L}_{\alpha_1 - \beta_1}(y'_i, y_j) + \mathcal{L}_{\alpha_2 - \beta_1}(y'_i, y'_j),
\]

(9)

where \( y_i, y_j, y'_i, y'_j \in \mathbb{C} \) and \( \alpha_1, \alpha_2, \beta_1, \beta_2 \in \mathbb{C} \), are complex valued variables and parameters, respectively. Denote the four partial derivatives of \( R(y_i, y_j; y'_i, y'_j) \) with respect to its variables as

\[
\begin{align*}
z_i &= \frac{\partial R}{\partial y_i} = \frac{\alpha_1 - \beta_2}{y_i - y_j} - \frac{\alpha_2 - \beta_2}{y_i - y'_j}, \\
z_j &= \frac{\partial R}{\partial y_j} = \frac{\alpha_1 - \beta_2}{y_j - y_i} - \frac{\alpha_1 - \beta_1}{y_j - y'_i}, \\
z'_i &= \frac{\partial R}{\partial y'_i} = \frac{\alpha_2 - \beta_1}{y'_i - y'_j} - \frac{\alpha_1 - \beta_1}{y'_i - y_j}, \\
z'_j &= \frac{\partial R}{\partial y'_j} = \frac{\alpha_2 - \beta_1}{y'_j - y'_i} - \frac{\alpha_2 - \beta_2}{y'_j - y_i}.
\end{align*}
\]

(10)

Each of \( z_i, z_j, z'_i, z'_j \), can be written as a rational function with numerator and denominator having linear dependence on two different variables. For example, \( z_i \) can be written as

\[
z_i = \frac{(\alpha_1 - \alpha_2)y_i + (\alpha_2 - \beta_2)y_j - (\alpha_1 - \beta_2)y'_j}{(y_i - y_j)(y_i - y'_j)},
\]

(11)

where the numerator and denominator is linear in both \( y_j \) and \( y'_j \), respectively. This bilinearity implies that (10) implicitly defines a quadrirational map \( ((y_i, y_j), (z_i, z_j)) \mapsto ((y'_i, y'_j), (z'_i, z'_j)) \), such that each of the maps

\[
\begin{align*}
((y_i, y_j), (z_i, z_j)) &\mapsto ((y'_i, y'_j), (z'_i, z'_j)), \\
((y'_i, y'_j), (z'_i, z'_j)) &\mapsto ((y_i, y_j), (z_i, z_j)), \\
((y'_i, y'_j), (z_i, z_j)) &\mapsto ((y_i, y_j), (z'_i, z'_j)), \\
((y_i, y_j), (z'_i, z'_j)) &\mapsto ((y'_i, y'_j), (z_i, z_j)),
\end{align*}
\]

(12)

exist and are bilinear and rational. This can be straightforwardly verified using the expression given in (10). Denoting parameters \( \alpha, \beta, \gamma \in \mathbb{C}^2 \) as \( \alpha = (\alpha_1, \alpha_2) \), \( \beta = (\beta_1, \beta_2) \), \( \gamma = (\gamma_1, \gamma_2) \), and variables as \( (y_i, y_j), (z_i, z_j) \in \mathbb{CP}^1 \times \mathbb{CP}^1 \), it turns out that as a map \( R(\alpha, \beta) : ((y_i, y_j), (z_i, z_j)) \mapsto ((y'_i, y'_j), (z'_i, z'_j)) \), (10) satisfies the functional Yang-Baxter equation

\[
R_{ijk}(\beta, \gamma) \circ R_{ik}(\alpha, \gamma) \circ R_{ij}(\alpha, \beta) = R_{ij}(\alpha, \beta) \circ R_{ik}(\alpha, \gamma) \circ R_{jk}(\beta, \gamma),
\]

(13)

where the maps \( R_{ij} \) act non-trivially as the map (10) on the \( i \)-th and \( j \)-th components of \( X \times X \times X \), where \( X \in \mathbb{CP}^1 \times \mathbb{CP}^1 \). This fact can also be straightforwardly verified. In this way, starting from a particular complex-valued function (6) that satisfies the CSTR (7), a two-component quadrirational Yang-Baxter map (10) has been derived which satisfies the Yang-Baxter equation (13). The Yang-Baxter map (10) can also be readily verified to be reversible, meaning that it satisfies \( R_{ij}(\alpha, \beta) \circ R_{ji}(\beta, \alpha) = \text{Id} \), where \( \text{Id} \) is the identity map.

It turns out that the above method for deriving Yang-Baxter maps can be used for any functions \( \mathcal{L}_\alpha(y_i, y_j) \) which satisfy a CSTR of the form (7), as will be established in Section 3.
Such functions can be derived from the quasi-classical asymptotics of (quantum) star-triangle relations which are related to hypergeometric integrals \([4, 11, 12, 57]\), and they have also been independently derived for variational principles of discrete integrable systems \([58, 59]\), where they play an important role (in this context the CSTR \((7)\) is known as a closure relation \([58]\)). The establishing of a direct connection between Yang-Baxter maps and the star-triangle relation has been motivated by the work of Bazhanov and Sergeev \([35]\), where they utilised a certain pair of functions which solve a form of the CSTR. The goal of this paper is to more thoroughly develop and provide a better understanding of such connections, placing an emphasis on the star-triangle relation as a starting point for obtaining Yang-Baxter maps, independently of quantum group and Hamiltonian structures. In particular, these connections will be used in Section 4 to explicitly derive several new Yang-Baxter maps from different solutions to the CSTRs.

### 2.1 Star-triangle relations and quasi-classical limit

Probably the most well-known form of star-triangle relation arises as an equation for integrability of lattice models of statistical mechanics. Such lattice models are typically defined on a square lattice, where spin variables \(\sigma_i\) at vertices take values in some set \(X\). Two nearest-neighbour spins \(\sigma_i\) and \(\sigma_j\) interact through a Boltzmann weight function \(W_{pq}(\sigma_i, \sigma_j)\) or \(\overline{W}_{pq}(\sigma_i, \sigma_j)\) depending on whether they are connected by a horizontal or vertical edge, where \(p, q\) are known as rapidity variables.

The most common case is \(X = \mathbb{Z} \mod N\), where the star-triangle relations take the form \([3]\)

\[
\sum_{\sigma_d=1}^{N} \overline{W}_{q}^r(\sigma_a, \sigma_d)W_{pr}(\sigma_b, \sigma_d)\overline{W}_{pq}(\sigma_d, \sigma_c) = W_{qr}(\sigma_b, \sigma_c)\overline{W}_{pr}(\sigma_a, \sigma_c)W_{pq}(\sigma_b, \sigma_a),
\]

\[
\sum_{\sigma_d=1}^{N} \overline{W}_{q}^r(\sigma_d, \sigma_a)W_{pr}(\sigma_d, \sigma_b)\overline{W}_{pq}(\sigma_c, \sigma_d) = W_{qr}(\sigma_c, \sigma_b)\overline{W}_{pr}(\sigma_c, \sigma_a)W_{pq}(\sigma_a, \sigma_b).
\] (14)

Examples of models that satisfy such star-triangle relations include the Ising model \((N = 2)\) and the chiral Potts model \((N \geq 2)\) \([9, 10]\). The former model satisfies \(W_{pq}(\sigma_a, \sigma_b) = W_{qp}(\sigma_b, \sigma_a)\) and \(\overline{W}_{pq}(\sigma_a, \sigma_b) = \overline{W}_{qp}(\sigma_b, \sigma_a)\), in which case the two equations \((14)\) are equivalent.

Another example is when \(X\) is an interval of the real line, in which case the star-triangle relations take the form

\[
\int_X d\sigma_0 \overline{W}_{q}^r(\sigma_a, \sigma_d)W_{pr}(\sigma_b, \sigma_d)\overline{W}_{pq}(\sigma_d, \sigma_c) = W_{qr}(\sigma_b, \sigma_c)\overline{W}_{pr}(\sigma_a, \sigma_c)W_{pq}(\sigma_b, \sigma_a),
\]

\[
\int_X d\sigma_0 \overline{W}_{q}^r(\sigma_d, \sigma_a)W_{pr}(\sigma_d, \sigma_b)\overline{W}_{pq}(\sigma_c, \sigma_d) = W_{qr}(\sigma_c, \sigma_b)\overline{W}_{pr}(\sigma_c, \sigma_a)W_{pq}(\sigma_a, \sigma_b).
\] (15)

Examples of models that satisfy such star-triangle relations include the Faddeev-Volkov model \((X = \mathbb{R})\) \([11]\) and Bazhanov and Sergeev’s master solution of the star-triangle relation \((X = [0, 2\pi])\) \([12]\).

The star-triangle relations of the form \((15)\) have various limits which may be analytically continued to identities involving complex spin variables \(\sigma_i \in \mathbb{C}\), and complex parameters \(p, q, r \in \mathbb{C}\). Such identities have a general form

\[
\int_C d\sigma_0 \overline{V}_{q-r}(\sigma_a, \sigma_d)V_{p-r}(\sigma_b, \sigma_d)\overline{W}_{p-q}(\sigma_d, \sigma_c) = V_{q-r}(\sigma_b, \sigma_c)\overline{V}_{p-r}(\sigma_a, \sigma_c)W_{p-q}(\sigma_b, \sigma_a),
\]

\[
\int_C d\sigma_0 \overline{V}_{q-r}(\sigma_d, \sigma_a)V_{p-r}(\sigma_d, \sigma_b)\overline{W}_{p-q}(\sigma_c, \sigma_d) = V_{q-r}(\sigma_c, \sigma_b)\overline{V}_{p-r}(\sigma_c, \sigma_a)W_{p-q}(\sigma_a, \sigma_b),
\] (16)
where $C$ is a contour in the complex plane, and

$$ W_\theta(\sigma_1, \sigma_2), \quad W_\theta(\sigma_1, \sigma_2), \quad W_\theta(\sigma_1, \sigma_2), \quad V_\theta(\sigma_1, \sigma_2), \quad V_\theta(\sigma_1, \sigma_2), \quad (17) $$

are complex-valued functions of the spin variables $\sigma_1, \sigma_2$, and (the difference of) parameters $\theta$. The identities (16) depend on three independent variables $\sigma_1, \sigma_2, \sigma_3$, and differences of the three parameters $p, q, r$. Several solutions of this form of the star-triangle relations have been given by the author [57], which arise as limits of the master solution of the star-triangle relations [12] of the form (15), where the Boltzmann weights (17) are usually parameterised in terms of the gamma function and its generalisations [60]. Depending on the definitions of (17), the contour $C$ is typically chosen to separate infinite sequences of poles of the integrand that diverge to infinity. The solutions of the star-triangle relations of the form (16) given in [57] are equivalent to different mathematical identities of hypergeometric integrals [61–63].

### 2.1.1 Examples

The hyperbolic gamma function is defined by [60] (it is equivalent up to a simple change of variables to the multiple sine function [64–67] and non-compact quantum dilogarithm [68])

$$ \Gamma_h(z; b) = \exp \left( \int_0^\infty \frac{\sinh(2izx)}{x} - \frac{\sinh(2ibx)}{2\sinh(xb)\sinh(xb^{-1})} \right), \quad \text{Im}(z) < \text{Re}(\eta), \quad (18) $$

where the crossing parameter is

$$ \eta = \frac{b + b^{-1}}{2}. \quad (19) $$

For the purposes here, the modular parameter $b$ will take positive real values

$$ b > 0, \quad (20) $$

such that the crossing parameter (19) is also real-valued and positive. The hyperbolic gamma function (18) satisfies the inversion relation

$$ \Gamma_h(z; b) = \frac{1}{\Gamma_h(-z; b)}, \quad (21) $$

and difference equations

$$ \frac{\Gamma_h(z - ib; b)}{\Gamma_h(z; b)} = 2 \cosh \left( \frac{\pi}{2b} (2z - ib^{-1}) \right), \quad \frac{\Gamma_h(z - ib^{-1}; b)}{\Gamma_h(z; b)} = 2 \cosh \left( \frac{\pi b}{2} (2z - ib) \right). \quad (22) $$

Through the use of the latter equations, the hyperbolic gamma function (18) may be analytically continued to $\mathbb{C} - ib\mathbb{Z}_{\geq 0} - ib^{-1} \mathbb{Z}_{\geq 0} - \{\eta\}$ [60].

Define the following functions

$$ s(\sigma) = \sqrt{2} \sinh(\pi z) \sinh(\pi z b^{-1}), \quad f_\theta(\sigma_i, \sigma_j) = e^{\frac{\pi i}{2}} ((\sigma_i + \sigma_j + \theta)^2 - 2\theta^2), $$

$$ W^{(1)}_\theta(\sigma_i, \sigma_j) = \frac{\Gamma_h(\sigma_i + \sigma_j + i\theta; b)}{\Gamma_h(\sigma_i + \sigma_j - i\theta; b)}, \quad W^{(2)}_\theta(\sigma_i, \sigma_j) = \frac{\Gamma_h(\sigma_i - \sigma_j + i\theta; b)}{\Gamma_h(\sigma_i - \sigma_j - i\theta; b)}, $$

$$ V^{(1)}_\theta(\sigma_i, \sigma_j) = \Gamma_h(\sigma_i + \sigma_j + i\theta; b), \quad V^{(2)}_\theta(\sigma_i, \sigma_j) = f_\theta(\sigma_i, \sigma_j) \Gamma_h(\sigma_i + \sigma_j + i\theta; b), \quad V^{(3)}_\theta(\sigma_i, \sigma_j) = e^{2\pi i \sigma_i \sigma_j}, $$

$$ W^{(2)}_{\eta-\theta}(\sigma_i, \sigma_j) = \frac{W^{(2)}_{\eta-\theta}(\sigma_i, \sigma_j)}{\Gamma_h(i(2\theta - \eta); b)}, \quad V^{(1)}_{\eta-\theta}(\sigma_i, \sigma_j) = s(\sigma_j) V^{(1)}_{\eta-\theta}(-\sigma_i, \sigma_j), \quad V^{(3)}_{\eta-\theta}(\sigma_i, \sigma_j) = e^{2\pi i \sigma_i \sigma_j}, \quad (23) $$
where $\Gamma_h(x \pm y; b)$ indicates the product $\Gamma_h(x + y; b)\Gamma_h(x - y; b)$. Each of these functions are symmetric under the exchange $\sigma_i \leftrightarrow \sigma_j$ (excluding $s(\sigma)$), except for $V^{(1)}_\theta$ and $\hat{V}^{(1)}_\theta$.

**Proposition 2.1.** Let the functions (17) be given according to one of the five rows of Table 1. Then (17) is a solution of the star-triangle relations (16) for $\sigma_1, \sigma_2, \sigma_3 \in \mathbb{R}$, $0 \leq \theta < \eta$, and $C = \mathbb{R}$.

| Type | $W_\theta(\sigma_i, \sigma_j)$ | $\hat{W}_\theta(\sigma_i, \sigma_j)$ | $V_\theta(\sigma_i, \sigma_j)$ | $\hat{V}_\theta(\sigma_i, \sigma_j)$ | $\hat{V}_\theta(\sigma_i, \sigma_j)$ |
|------|------------------|------------------|------------------|------------------|------------------|
| I    | $W^{(1)}_\theta(\sigma_i, \sigma_j)$ | $W^{(1)}_\theta(\sigma_i, \sigma_j)$ | $W^{(1)}_\theta(\sigma_i, \sigma_j)$ | $W^{(1)}_\theta(\sigma_i, \sigma_j)$ | $W^{(1)}_\theta(\sigma_i, \sigma_j)$ |
| III  | $W^{(2)}_\theta(\sigma_i, \sigma_j)$ | $W^{(2)}_\theta(\sigma_i, \sigma_j)$ | $W^{(2)}_\theta(\sigma_i, \sigma_j)$ | $W^{(2)}_\theta(\sigma_i, \sigma_j)$ | $W^{(2)}_\theta(\sigma_i, \sigma_j)$ |
| II   | $W^{(2)}_\theta(\sigma_i, \sigma_j)$ | $W^{(3)}_\theta(\sigma_i, \sigma_j)$ | $W^{(2)}_\theta(\sigma_i, \sigma_j)$ | $W^{(2)}_\theta(\sigma_i, \sigma_j)$ | $W^{(3)}(\sigma_i, \sigma_j)$ |

Table 1: Assignment of the functions (23) to (17) for five different solutions of the star-triangle relations (16).

**Remark.** In Table 1, the types are distinguished as follows. Type I solutions are given in terms of up to two different functions $W$ and $\bar{W}$, where $V = \hat{W} = W$ and $\bar{V} = \hat{W} = \bar{W}$. Type II solutions are given in terms of up to four different functions $W, \bar{W}, V, \bar{V}$, where $W$ and $\bar{W}$ are a type I solution, $\hat{W} = W$, and $\bar{V} = \bar{W}$. Type III solutions are given in terms of up to six different functions $V, \bar{V}, W, \bar{W}, \hat{W}, \bar{W}$, where $W$ and $\bar{W}$, and $\hat{W}$ and $\bar{W}$, are two different type I solutions.

The second type I solution of Proposition 2.1 is the star-triangle relation of the Faddeev-Volkov model introduced by Bazhanov, Mangazeev, and Sergeev [11]. The different type II and type III solutions of the star-triangle relations were obtained [57] as limits of the first type I solution, which is a star-triangle introduced by Spiridonov [13]. The second type II solution is also equivalent to a self-duality relation introduced for the Faddeev-Volkov model [11].

### 2.1.2 Quasi-classical limit and classical star-triangle relations

The quasi-classical limit of the star-triangle relations (16) involves taking some parameter $h \to 0$, such that they get the asymptotics of the form

$$\int_C dx dy e^{h^{-1}\left(\sum_{\alpha} \mathcal{L}_\alpha(x_i, x_j) + \mathcal{F}_\alpha(x_i, x_j) + \hat{\mathcal{L}}_\alpha(x_i, x_j) + \mathcal{F}_\alpha(x_i, x_j) + \hat{\mathcal{L}}_\alpha(x_i, x_j)\right)} + O(1) = e^{h^{-1}\left(\sum_{\alpha} \mathcal{L}_\alpha(x_i, x_j) + \mathcal{F}_\alpha(x_i, x_j) + \hat{\mathcal{L}}_\alpha(x_i, x_j) + \mathcal{F}_\alpha(x_i, x_j) + \hat{\mathcal{L}}_\alpha(x_i, x_j)\right)},$$

where each of

$$\mathcal{L}_\alpha(x_i, x_j), \quad \hat{\mathcal{L}}_\alpha(x_i, x_j), \quad \mathcal{F}_\alpha(x_i, x_j), \quad \hat{\mathcal{F}}_\alpha(x_i, x_j), \quad \lambda_\alpha(x_i, x_j), \quad \hat{\lambda}_\alpha(x_i, x_j),$$

are complex-valued functions of $x_i, x_j, \alpha$, which arise as the leading $O(h^{-1})$ asymptotics of the respective Boltzmann weights in (17). The variables and parameters of (16) and (24) are related by

$$(\sigma, \sigma_b, \sigma_c, \sigma_d) = (F_a(x_d), F_b(x_b), F_c(x_c), F_d(x_d)), \quad (p, q, r) = (G(u), G(v), G(w)),$$
where $F_I(z)$, $I \in \{a, b, c, d\}$, and $G(z)$ are some Möbius transformations that depend on $\hbar$. For example, for the star-triangle relations of Proposition 2.1, a quasi-classical limit can be taken by setting $[4, 11, 57]$

$$\sigma_I = \frac{x_I}{\sqrt{2 \pi \hbar}}, \quad I \in \{a, b, c, d\}, \quad (p, q, r) = \left(\frac{u}{\sqrt{2 \pi \hbar}}, \frac{v}{\sqrt{2 \pi \hbar}}, \frac{w}{\sqrt{2 \pi \hbar}}\right),$$

where

$$h = 2\pi b^2,$$

and taking $\hbar \to 0$.

In general, identifying both sides of the star-triangle relations (24) at $O(\hbar^{-1})$ gives a classical star-triangle relation. Specifically, defining

$$A_1^{(ST R)}(x_a, x_b, x_c, x_d; u, v, w) = \overline{\Lambda}_{v-w}(x_a, x_d) + \Lambda_{u-w}(x_b, x_d) + \overline{\Lambda}_{u-v}(x_d, x_c) \quad - \Lambda_{v-w}(x_b, x_c) - \overline{\Lambda}_{u-w}(x_a, x_c) - \overline{\Lambda}_{u-v}(x_d, x_a),$$

$$A_2^{(ST R)}(x_a, x_b, x_c, x_d; u, v, w) = \overline{\Lambda}_{v-w}(x_d, x_a) + \Lambda_{u-w}(x_d, x_b) + \overline{\Lambda}_{u-v}(x_c, x_d) \quad - \Lambda_{v-w}(x_c, x_b) - \overline{\Lambda}_{u-w}(x_c, x_a) - \overline{\Lambda}_{u-v}(x_a, x_b),$$

the CSTRs are given by the equations

$$A_1^{(ST R)}(x_a, x_b, x_c, x_d; u, v, w) = 0,$$

$$A_2^{(ST R)}(x_a, x_b, x_c, x_d; u, v, w) = 0,$$

where for (31) the variables $x_a, x_b, x_c, x_d$, and parameters $u, v, w$, are constrained to satisfy the equation for the saddle-point of the first of (24)

$$\frac{\partial}{\partial x} \left(A_1^{(ST R)}(x_a, x_b, x_c, x_d; u, v, w)\right)_{x=x_d} = 0,$$

and for (32) the variables $x_a, x_b, x_c, x_d$, and parameters $u, v, w$, are constrained to satisfy the equation for the saddle-point of the second of (24)

$$\frac{\partial}{\partial x} \left(A_2^{(ST R)}(x_a, x_b, x_c, x_d; u, v, w)\right)_{x=x_d} = 0.$$

Both of (31) and (32) depend on the four variables $x_a, x_b, x_c, x_d$ and three parameters $u, v, w$, subject to a single constraint (33) and (34), respectively. Although the same variable notations are used for both (31) and (32), it should be clear that the first CSTR (31) and its constraint (33), is a relation independent of the second CSTR (32) and its constraint (34). The solutions of the CSTRs obtained from the quasi-classical limit (27) of Proposition 2.1 are given in Proposition 4.2.

It is typically useful to work with a graphical representation of the star-triangle relations. The different functions (25) will be associated to the edges pictured in Figure 1, and in terms of these edges the CSTRs are pictured in Figure 2.

Generally, it is difficult to find non-trivial solutions to (31)–(34) that are valid for all complex $u, v, w, x_a, x_b, x_c, x_d \in \mathbb{C}$. The main reason is that the interesting solutions typically depend on the complex logarithm (at least the solutions that are known to the author), and a solution that
Figure 1: Functions (25) associated to four types of edges. \( \mathcal{L} \) and \( \hat{\mathcal{L}} \) are associated to the same type of edge, and similarly for \( \overline{\mathcal{L}} \) and \( \overline{\hat{\mathcal{L}}} \).

\[
\mathcal{L}_{u-v}(x_i, x_j) \quad \overline{\mathcal{L}}_{u-v}(x_i, x_j) \quad \Lambda_{u-v}(x_i, x_j) \quad \overline{\Lambda}_{u-v}(x_i, x_j)
\]

Figure 2: The CSTRs (31) (top) and (32) (bottom) in terms of the edges of Figure 1.

is valid in some region of the complex parameter space will not continue to hold when crossing a branch cut of the logarithm.

To account for this, it will be enough in this paper that the CSTRs (31) and (32) respectively hold up to terms of the form

\[
\sum_{I \in \{a, b, c, d\}} 2\pi i k_I x_I + C(u, v, w), \quad (35)
\]

for some integers \( k_I \in \mathbb{Z} \) (\( I \in \{a, b, c, d\} \)) dependent on \( u, v, w, x_I \), and a constant \( C(u, v, w) \) with respect to the variables \( x_I \). In this case several interesting non-trivial solutions of the CSTRs can be found for all complex \( u, v, w, x_I \), away from possible branch cuts of the functions (25). For the purposes of this paper, the terms of the form (35) can eventually be ignored, since the equations of interest for the Yang-Baxter maps given in Section 3 will involve exponentials of partial derivatives with respect to the variables \( x_a, x_b, x_c, x_d \) of the CSTRs, to which the additional terms of the form (35) make no contribution.
It will be assumed that the following symmetries are satisfied

\[ \mathcal{L}_\alpha(x_i, x_j) = \mathcal{L}_\alpha(x_j, x_i) + C(\alpha), \quad \tilde{\mathcal{L}}_\alpha(x_i, x_j) = \tilde{\mathcal{L}}_\alpha(x_j, x_i) + C(\alpha), \]

and similarly for \( \hat{\mathcal{L}}_\alpha \) and \( \tilde{\mathcal{L}}_\alpha \), where \( C(\alpha) \) is a constant with respect to \( x_i \) and \( x_j \). Because of (36), the ordering of variables for the functions \( \mathcal{L}_\alpha, \tilde{\mathcal{L}}_\alpha, \hat{\mathcal{L}}_\alpha, \tilde{\mathcal{L}}_\alpha \) can be ignored in the CSTRs (31)–(34), since a change in ordering will only result in an additional term of the form (35). On the other hand, the functions \( \Lambda \) and \( \bar{\Lambda} \) are not assumed to satisfy symmetries of the form (36), and thus the ordering of variables for these functions should be kept as written in (31)–(34). This is the reason that these functions are associated to directed edges in Figure 2.

There is also another symmetry that is assumed to be satisfied

\[ \mathcal{L}_{-\alpha}(x_i, x_j) = -\mathcal{L}_\alpha(x_i, x_j) + 2\pi i(k_i x_i + k_j x_j) + C(\alpha), \]
\[ \tilde{\mathcal{L}}_{-\alpha}(x_i, x_j) = -\tilde{\mathcal{L}}_\alpha(x_i, x_j) + 2\pi i(k_i x_i + k_j x_j) + C(\alpha), \]

and similarly for \( \hat{\mathcal{L}}_\alpha \) and \( \tilde{\mathcal{L}}_\alpha \), where \( k_i, k_j \) are some integers and \( C(\alpha) \) is a constant with respect to \( x_i \) and \( x_j \). The symmetries (37) won’t be needed for this section, but will be useful for establishing certain properties of the Yang-Baxter maps that will be derived in Section 3. The analogue of the property (37) for Boltzmann weights is known as an inversion relation \( W_\theta(\sigma_i, \sigma_j)W_{-\theta}(\sigma_i, \sigma_j) = 1 \) (e.g., this inversion relation is satisfied by both \( W^{(1)} \) and \( W^{(2)} \) in (23)).

Similarly to the examples of Proposition 2.1, the solutions (25) of the CSTRs may be grouped into three different types that are distinguished as follows. Type I solutions are given in terms of up to two different functions \( \mathcal{L} \) and \( \tilde{\mathcal{L}} \), where \( \Lambda = \hat{\mathcal{L}} = \mathcal{L} \) and \( \bar{\Lambda} = \tilde{\mathcal{L}} = \tilde{\mathcal{L}} \). Type II solutions are given in terms of up to four different functions \( \mathcal{L}, \tilde{\mathcal{L}}, \Lambda, \bar{\Lambda} \), where \( \mathcal{L} \) and \( \tilde{\mathcal{L}} \) are a type I solution, \( \hat{\mathcal{L}} = \mathcal{L} \), and \( \tilde{\mathcal{L}} = \tilde{\mathcal{L}} \). Type III solutions are given in terms of up to six different functions \( \mathcal{L}, \tilde{\mathcal{L}}, \hat{\mathcal{L}}, \Lambda, \bar{\Lambda} \), where \( \mathcal{L} \) and \( \tilde{\mathcal{L}} \), and \( \hat{\mathcal{L}} \) and \( \bar{\mathcal{L}} \), are two different type I solutions.

Table 2 summarises the functions used for the three different types of solutions to the CSTRs.

| Type | \( \mathcal{L} \) | \( \hat{\mathcal{L}} \) | \( \Lambda \) | \( \tilde{\mathcal{L}} \) | \( \bar{\Lambda} \) |
|------|----------------|----------------|-----------|----------------|------------|
| I    | \( \Lambda = \hat{\mathcal{L}} = \mathcal{L} \) | \( \bar{\Lambda} = \tilde{\mathcal{L}} = \tilde{\mathcal{L}} \) |
| II   | \( \hat{\mathcal{L}} = \mathcal{L} \) | \( \Lambda \) | \( \tilde{\Lambda} = \tilde{\mathcal{L}} \) | \( \bar{\Lambda} \) |
| III  | \( \mathcal{L} \) | \( \hat{\mathcal{L}} \) | \( \Lambda \) | \( \tilde{\mathcal{L}} \) | \( \bar{\Lambda} \) |

Table 2: Functions used for the three types of solutions (25) of the CSTRs (31) and (32)

2.2 Classical Yang-Baxter equations

The classical Yang-Baxter equations considered here may be regarded as counterparts of quantum Yang-Baxter equations related to multicomponent hypergeometric integrals [69,70]. They involve two-component complex parameters

\[ u = (u_1, u_2), \quad v = (v_1, v_2), \quad w = (w_1, w_2). \]

Introduce two complex-valued functions

\[ R^{(1)}_{uv}(x_i, x_j; x_i', x_j'), \quad R^{(2)}_{uv}(x_i, x_j; x_i', x_j'), \]

(39)
where these functions depend on complex variables and parameters indicated in the arguments and subscripts, respectively. Then defining

$$A_{YB}^{\prime\prime} = R_{uv}^{(1)}(x_i, x_j; x_i^{(l)}, x_j^{(l)}) + R_{uw}^{(2)}(x_i, x_k; x_i^{\prime\prime}, x_k^{(l)}) + R_{vw}^{(2)}(x_j, x_k; x_j^{(r)}, x_k^{(r)})$$

$$- R_{uv}^{(2)}(x_j, x_k; x_j^{(r)}, x_k^{(r)}) - R_{uv}^{(2)}(x_i, x_k; x_i^{(r)}, x_k^{(r)}) - R_{uv}^{(1)}(x_i, x_j; x_i^{\prime\prime}, x_j^{\prime\prime}),$$

the CYBE is given by the expression

$$A_{YB}^{\prime\prime} = 0,$$

where the variables and parameters are constrained to satisfy the six equations

$$\frac{\partial}{\partial X} A_{YB}^{\prime\prime} = 0, \quad X \in \{x_i^{(l)}, x_j^{(l)}, x_k^{(l)}, x_i^{(r)}, x_j^{(r)}, x_k^{(r)}\}.$$

The variables of the CYBE (41) are shown in the diagram of Figure 3.

The CYBE (41) is an equation involving twelve variables $x_I, x_I^{\prime\prime}, x_J^{(l)}, x_J^{(r)}, I \in \{i,j,k\}$, and three two-component parameters (38), subject to the six constraints (42). In analogy with R-matrices that are solutions to the quantum Yang-Baxter equation with continuous spin variables [69], the solutions of the CYBE (41)–(42) may naturally be referred to as classical R-matrices. Similarly to the case for the CSTRs introduced in the previous subsection, it will be enough for our purposes that the CYBE is satisfied up to a term of the form (c.f (35))

$$\sum_{J \in \{i,j,k\}} 2\pi i(k_J x_J + k_J^{\prime\prime} x_J^{\prime\prime} + k_J^{(l)} x_J^{(l)} + k_J^{(r)} x_J^{(r)}) + C(u, v, w),$$

for some integers $k_J, k_J^{(l)}, k_J^{(r)}, J \in \{i,j,k\}$, dependent on $x_J, x_J^{\prime\prime}, x_J^{(l)}, x_J^{(r)}$, and constant $C(u, v, w)$ with respect to the variables $x_J, x_J^{\prime\prime}, x_J^{(l)}, x_J^{(r)}$.

Assuming that the CYBE (41) is satisfied, in addition to the six equations (42) there are another six equations that are obtained by taking the partial derivatives of the CYBE with respect to each of the six variables $x_I, x_I^{\prime\prime}, I \in \{i,j,l\}$. These six additional equations are

$$\frac{\partial}{\partial x} A_{YB}^{\prime\prime} = 0, \quad x \in \{x_i, x_j, x_k, x_i^{\prime\prime}, x_j^{\prime\prime}, x_k^{\prime\prime}\}.$$  

The twelve equations for the partial derivatives (42) and (44) will be important for the construction of Yang-Baxter maps in the next section. While a solution of the CYBE (41) holds up to
possible terms of the form (43), these additional terms give no contribution to the exponentials of the equations for the partial derivatives in (42) and (44), which will be utilised in the next section.

2.2.1 Classical R-matrices from solutions of the CSTRs

It is known how to construct R-matrices for solutions of the Yang-Baxter equation through solutions of the star-triangle relation [71, 72]. This same idea may be used to construct solutions of the CYBE (41) from the solutions of the CSTR (31) and (32).

Introduce the following expressions for classical R-matrices given in terms of the functions (25)

\[
R_{uv}(x_i, x_j; x'_i, x'_j) = \mathcal{T}_{u_1-v_1}(x'_i, x_j) + \mathcal{T}_{u_2-v_2}(x_i, x'_j) + \mathcal{L}_{u_1-v_2}(x_i, x_j) + \mathcal{L}_{u_2-v_1}(x'_i, x'_j),
\]

(45)

\[
\hat{R}_{uv}(x_i, x_j; x'_i, x'_j) = \hat{\mathcal{T}}_{u_1-v_1}(x_j, x'_i) + \hat{\mathcal{T}}_{u_2-v_2}(x'_j, x_i) + \hat{\mathcal{L}}_{u_1-v_2}(x_j, x_i) + \hat{\mathcal{L}}_{u_2-v_1}(x'_j, x'_i),
\]

(46)

\[
U_{uv}(x_i, x_j; x'_i, x'_j) = \Lambda_{u_1-v_1}(x'_i, x_j) + \Lambda_{u_2-v_2}(x_i, x'_j) + \Lambda_{u_1-v_2}(x_i, x_j) + \Lambda_{u_2-v_1}(x'_i, x'_j),
\]

(47)

\[
\hat{U}_{uv}(x_i, x_j; x'_i, x'_j) = \hat{\Lambda}_{u_1-v_1}(x_j, x'_i) + \hat{\Lambda}_{u_2-v_2}(x'_j, x_i) + \hat{\Lambda}_{u_1-v_2}(x_j, x_i) + \hat{\Lambda}_{u_2-v_1}(x'_j, x'_i).
\]

(48)

Using the assignment of functions to edges shown in Figure 1, the classical R-matrices (45) and (47) are pictured in Figure 4.

![Classical R-matrices](image)

Figure 4: Classical R-matrices (45) and (47). The classical R-matrix (46) would also be represented by the diagram on the left but with “hatted” functions associated to each edge, while the classical R-matrix (48) would be represented by the diagram on the right with the reverse orientation of all four edges.

**Proposition 2.2.** If the six functions (25) are a type I, type II, or type III solution of the CSTRs (31)–(34) up to respective terms of the form (35), then the following four choices of \(R_{uv}^{(1)}\) and \(R_{uv}^{(2)}\) given in terms of the classical R-matrices (45)–(48)

\[
(1a) \quad R_{uv}^{(1)} = R_{uv}^{(2)} = R_{uv},
\]

(1b) \( R_{uv}^{(1)} = R_{uv}^{(2)} = \hat{R}_{uv} \),

(2a) \( R_{uv}^{(1)} = R_{uv}, \quad R_{uv}^{(2)} = U_{uv} \),

(2b) \( R_{uv}^{(1)} = \hat{R}_{uv}, \quad R_{uv}^{(2)} = \hat{U}_{uv} \),

are solutions to the CYBE (41)–(42) up to a term of the form (43).
Remark. If (25) is a type I solution of the CSTR, then the four cases (1a), (1b), (2a), (2b) are equivalent, while if (25) is a type II solution of the CSTR, the cases (1a) and (1b) are equivalent, and the cases (2a) and (2b) are equivalent.

Proof. A straightforward way to show Proposition 2.2 is diagrammatically, where the CSTRs may be used to transform the left-hand side of the CYBE into the right-hand side, or vice versa. The example of the CYBE for the case (2a) is shown in Figure 5. A sequence of transformations that shows that this CYBE is satisfied is shown in Figure 6. The use of the CSTR is justified at each step, because each step involves either changing a triangle into a star which adds a variable at a new vertex whose value is determined by requiring the constraint (33) or (34) of the CSTR to be satisfied, or changing a star to a triangle where the constraint for the CSTR is already satisfied. Each variable of the CYBE is involved in a transformation, and since the CSTRs are satisfied up to terms of the form (35), the CYBE must be satisfied up to terms of the form (43). The cases (1a), (1b), and (2b), follow from analogous transformations using the appropriate forms of the CSTRs for each case.

Remark. For the transformations used in Figure 6, each function of the type \( L_{u-v} \) or \( \overline{L}_{u-v} \) is transformed twice via the CSTRs. They first get transformed to \( \hat{L}_{u-v} \) or \( \overline{\hat{L}}_{u-v} \), and then back to \( L_{u-v} \) or \( \overline{L}_{u-v} \). The effect of this is that the (2a) and (2b) cases only involve one of the classical R-matrices (45) or (46), and not both of them.

3 From classical Yang-Baxter equation to Yang-Baxter maps

The purpose of this section is to show how Yang-Baxter maps may be derived directly from the solutions of the classical Yang-Baxter equation of Proposition 2.2.

3.1 Two-component Yang-Baxter maps

Two different types of Yang-Baxter maps will be obtained, which will be denoted by

\[ R(\alpha, \beta): X \times X \to X \times X, \quad U(\alpha, \beta): X \times X \to X \times X, \]  \hspace{1cm} (49)
where the parameters are $\alpha, \beta \in \mathbb{C}^2$. For this paper, the set $X$ is always taken as

$$X = \mathbb{CP}^1 \times \mathbb{CP}^1,$$

and thus it is appropriate to refer to (49) as two-component maps, as opposed to the more common expressions for Yang-Baxter maps where $X = \mathbb{CP}^1$.

The Yang-Baxter maps (49) will provide solutions to two different forms of the functional Yang-Baxter equation given by

$$R_{jk}(\beta, \gamma) \circ R_{ik}(\alpha, \gamma) \circ R_{ij}(\alpha, \beta) = R_{ij}(\alpha, \beta) \circ R_{ik}(\alpha, \gamma) \circ R_{jk}(\beta, \gamma),$$

$$U_{jk}(\beta, \gamma) \circ U_{ik}(\alpha, \gamma) \circ R_{ij}(\alpha, \beta) = R_{ij}(\alpha, \beta) \circ U_{ik}(\alpha, \gamma) \circ U_{jk}(\beta, \gamma).$$

These equations respectively express the equality of two different maps $X \times X \times X \to X \times X \times X$, where as usual, an individual map $R_{ij}$ or $U_{ij}$ only acts non-trivially on the $i$-th and $j$-th sets. The first expression for the FYBE (51) is related to the more symmetric cases (1a) and (1b) of Proposition 2.2, and the second expression for the FYBE (52) is related to the (2a) and (2b) cases. The first expression (51) is the usual form of FYBE for Yang-Baxter maps, while the second expression (52) has been studied before as a case of the “entwining” Yang-Baxter equation [46].
The Yang-Baxter maps can be given a graphical representation (which is independent of the diagrams that have been introduced in the previous section). Defining the two-component variables

\[ \xi_i, \xi_j \in \mathbb{CP}^1 \times \mathbb{CP}^1, \]

the Yang-Baxter maps (49) may be visualised as having the variables and parameters on edges of a square as shown in Figure 7, with the arrow indicating the direction of the mapping. The FYBE (52) is pictured in Figure 8 (the FYBE (51) is simply obtained from this figure by replacing each of the U maps with R maps). The left-hand side of (52) maps \((\xi_i, \xi_j, \xi_k) \mapsto (\xi'_i, \xi'_j, \xi'_k)\), and the right-hand side of (52) maps \((\xi_i, \xi_j, \xi_k) \mapsto (\xi''_i, \xi''_j, \xi''_k)\), and the FYBE (52) states that these two different compositions of maps should be equivalent, such that \((\xi''_i, \xi''_j, \xi''_k) = (\xi''_i, \xi''_j, \xi''_k)\).

\[ R(\alpha, \beta) \]

\[ U(\alpha, \beta) \]

Figure 7: Yang-Baxter maps (49) that have two-component variables \(\xi_i, \xi_j\) and two-component parameters \(\alpha, \beta\) on edges. The single- and double-line arrows are used to distinguish the Yang-Baxter maps \(R(\alpha, \beta)\) and \(U(\alpha, \beta)\), respectively. Parallel edges are assigned the same parameter.

\[ \begin{array}{c}
(\xi'_i, \beta) \\
(\xi'_j, \beta)
\end{array} \]

\[ \begin{array}{c}
(\xi_i, \alpha) \\
(\xi_i, \alpha)
\end{array} \]

\[ \begin{array}{c}
(\xi_j, \alpha) \\
(\xi_j, \alpha)
\end{array} \]

\[ \begin{array}{c}
R(\alpha, \beta) \\
U(\alpha, \beta)
\end{array} \]

3.2 Classical R-matrix to Yang-Baxter map

In the following, details will be given for constructing the Yang-Baxter maps for the FYBE’s (51) and (52) from case (2a) of Proposition 2.2. The other cases of Proposition 2.2 follow from similar computations and so will not be considered here separately.
First, consider the classical R-matrix (45) and let the partial derivatives with respect to its four variables be denoted

\[ R_{ij}(x; x') = \frac{\partial R_{ij}(x, x'; x', x')}{\partial x_i}, \quad R_{ij}(x; x') = \frac{\partial R_{ij}(x, x'; x', x')}{\partial x_j} \]

From the definition (45), each of the above partial derivatives are a sum of two terms that involve a partial derivative of \( u(x, x') \) and a partial derivative of \( u(x, x') \).

Similarly, the respective partial derivatives of the classical R-matrix (47) will be denoted by

\[ U_{ij}(x; x') = \frac{\partial U_{ij}(x, x'; x', x')}{\partial x_i}, \quad U_{ij}(x; x') = \frac{\partial U_{ij}(x, x'; x', x')}{\partial x_j} \]

Next, a change of variables is usually necessary to put the equations (54) and (55) into a suitable form for the respective Yang-Baxter maps. For (54), this change of variables takes the following form

\[ y_i = f(x_i), \quad y_j = f(x_j), \quad y_i = f(x_i), \quad y_j = f(x_j), \]

\[ \alpha_1 = h(u_1), \quad \alpha_2 = h(u_2), \quad \beta_1 = h(v_1), \quad \beta_2 = h(v_2), \]

where \( f(x) \) is chosen so that the exponentials of both \( R_{ij}(x; x') \) and \( U_{ij}(x; x') \) (or \( R_{ij}(x'; x; x) \) and \( U_{ij}(x'; x; x) \) themselves) depend linearly on \( y_i \) and \( y_j \), respectively. Except for the elliptic case, it will turn out that the choices for \( f(x) \) also make \( R_{ij}(x'; x; x) \) and \( U_{ij}(x'; x; x) \) have linear dependence on \( y_i \) and \( y_j \), respectively. The function \( h(x) \) is chosen so that the resulting expressions have an algebraic dependence on components of \( \alpha \) and \( \beta \).

Similarly to (56), the change of variables for (55) takes the form

\[ y_i = f(x_i), \quad y_j = g(x_j), \quad y_i = f(x_i), \quad y_j = g(x_j), \]

\[ \alpha_1 = h(u_1), \quad \alpha_2 = h(u_2), \quad \beta_1 = h(v_1), \quad \beta_2 = h(v_2), \]

where \( f(x) \) is the same function from (56), and \( g(x) \) is another function which is chosen so that the exponentials of \( U_{ij}(x'; x; x) \) and \( U_{ij}(x'; x; x) \) (or \( U_{ij}(x'; x; x) \) and \( U_{ij}(x'; x; x) \) themselves) depend linearly on \( y_i \) and \( y_j \), respectively. For the explicit cases considered in this paper (besides the most complicated elliptic case), there may be found a choice of \( f(x) \), \( g(x) \), \( h(x) \), which are compatible with the aforementioned requirements for transforming (54) and (55).

After the change of variables (56), the exponentials \( R_{ij}, R_{ij}', R_{ij}, R_{ij}' \) (or \( U_{ij}, U_{ij}, U_{ij}, U_{ij}' \) themselves) will each be rational bilinear functions of two out of the four variables \( y_i, y_j, y_i', y_j' \). Let the latter functions be respectively denoted by \( Y_{ij}^{(R)}(y_i, y_j; y_i), Y_{ij}^{(R)}(y_i', y_j; y_i'), Z_{ij}^{(R)}(y_i, y_j; y_i'), Z_{ij}^{(R)}(y_i', y_j; y_i') \), where each function is rational bilinear in their first two arguments (the superscript \( (R) \) refers to the classical R-matrix \( R_{ij}(x; x; x') \), while the superscript \( (U) \) will be used to refer to \( U_{ij}(x; x; x') \)). The expressions \( Y_{ij}^{(R)}, Y_{ij}^{(R)} \),
\[ Z^{(R)}_{1,\alpha\beta}, Z^{(R)}_{2,\alpha\beta}, \] will be components of the desired Yang-Baxter map, and these are labelled by the new variables \( z_i, z_j, z'_i, z'_j \), as follows

\[
\begin{align*}
    z_i &= Y^{(R)}_{1,\alpha\beta}(y'_i, y_j; y_i) = e^{R_{uv,i}(x'_i, x_j; x_i)}, \\
    z_j &= Y^{(R)}_{1,\alpha\beta}(y'_j, y'_j; y_j) = e^{R_{uv,i'}(x'_j, x'_j; x'_j)}, \\
    z'_i &= Z^{(R)}_{1,\alpha\beta}(y_j; y'_i), \\
    z'_j &= Z^{(R)}_{2,\alpha\beta}(y_j; y'_i).
\end{align*}
\]  

Taking the exponentials is typically necessary to eliminate unwanted sums of logarithms, however, for some degenerate additive cases the partial derivatives of the classical R-matrix in (58) do not involve the complex logarithm, in which case no exponentials would be required.

The expressions (58) provide an implicit form of the desired Yang-Baxter map. To arrive at the final explicit form, the two equations on the left-hand side of (58) can be uniquely solved (due to rational bilinearity) for the variables \( y'_i \) and \( y'_j \). The resulting expressions for \( y'_i \) and \( y'_j \), will be written as

\[
\begin{align*}
    y'_i &= Y^{(R)}_{1,\alpha\beta}(z_j, y_j; y_i), \\
    y'_j &= Y^{(R)}_{2,\alpha\beta}(z_i, y_j; y_j),
\end{align*}
\]  

where \( Y^{(R)}_{1,\alpha\beta}(x, y; z) \) and \( Y^{(R)}_{2,\alpha\beta}(x, y; z) \) are both rational bilinear functions of \( x \) and \( y \).

Then the final expression for the Yang-Baxter map \( R(\alpha, \beta): (\xi_i, \xi_j) \mapsto (\xi'_i, \xi'_j) \) is given in terms of (58) and (59) as

\[
\begin{align*}
    y'_i &= Y^{(R)}_{1,\alpha\beta}(z_j, y_j; y_i), \\
    z'_i &= Z^{(R)}_{1,\alpha\beta}(y_j; y'_i), \\
    y'_j &= Y^{(R)}_{2,\alpha\beta}(z_i, y_j; y_j), \\
    z'_j &= Z^{(R)}_{2,\alpha\beta}(y_j; y'_j).
\end{align*}
\]  

The Yang-Baxter map (60), can be naturally split up into the following QRT-like sequence

\[
(\xi_i, \xi_j) \mapsto (\xi'_i, \xi'_j): ((y_i, z_i), (y_j, z_j)) \mapsto ((y'_i, z'_i), (y'_j, z'_j)),
\]  

where the variables \( y_i, y_j \) are mapped before the variables \( z_i, z_j \). However, unlike QRT maps, the separate maps for the \( y_i, y_j \) and \( z_i, z_j \) do not define involutions.

The expression for the Yang-Baxter map \( U(\alpha, \beta): (\xi_i, \xi_j) \mapsto (\xi'_i, \xi'_j) \) follows similarly. That is, after the change of variables (56) and (57), \( z_i, z'_i, z_j, z'_j \) are defined as (c.f. (58))

\[
\begin{align*}
    z_i &= Y^{(U)}_{1,\alpha\beta}(y'_i, y_j; y_i) = e^{U_{uv,i}(x'_i, x_j; x_i)}, \\
    z_j &= Y^{(U)}_{1,\alpha\beta}(y'_j, y'_j; y_j) = e^{U_{uv,i'}(x'_j, x'_j; x'_j)}, \\
    z'_i &= Z^{(U)}_{1,\alpha\beta}(y_j; y'_i), \\
    z'_j &= Z^{(U)}_{2,\alpha\beta}(y_j; y'_j),
\end{align*}
\]  

where \( Y^{(U)}_{1,\alpha\beta}(x, y; z), Y^{(U)}_{2,\alpha\beta}(x, y; z), Z^{(U)}_{1,\alpha\beta}(x, y; z), Z^{(U)}_{2,\alpha\beta}(x, y; z) \), are each rational bilinear functions of \( x \) and \( y \). Rewriting in terms of the variables \( y'_i, y'_j, z'_i, z'_j \), gives the final expression for the Yang-Baxter map \( U(\alpha, \beta): (\xi_i, \xi_j) \mapsto (\xi'_i, \xi'_j) \), as

\[
\begin{align*}
    y'_i &= Y^{(U)}_{1,\alpha\beta}(z_j, y_j; y_i), \\
    z'_i &= Z^{(U)}_{1,\alpha\beta}(y_j; y'_i), \\
    y'_j &= Y^{(U)}_{2,\alpha\beta}(z_i, y_j; y_j), \\
    z'_j &= Z^{(U)}_{2,\alpha\beta}(y_j; y'_j),
\end{align*}
\]  

where \( Y^{(R)}_{1,\alpha\beta}(x, y; z) \) and \( Y^{(R)}_{2,\alpha\beta}(x, y; z) \) are rational bilinear functions of \( x \) and \( y \). This map may also be split up in into the sequence (61).
3.3 Properties of Yang-Baxter maps and FYBE

The following property is a straightforward consequence of the rational bilinear expressions for the Yang-Baxter maps (60) and (63).

**Proposition 3.1** (Quadrirationality). The maps (60) and (63) can be uniquely solved to define rational maps

\[
(\xi_i', \xi_j') \mapsto (\xi_i, \xi_j) : \begin{cases}
(y_i', z_i'), (y_j', z_j') \mapsto (y_i, z_i, y_j, z_j), \\
(y_i', z_i'), (y_j', z_j') \mapsto (y_i, z_i, y_j', z_j'), \\
(y_i', z_i'), (y_j', z_j') \mapsto (y_i', z_i, y_j, z_j).
\end{cases}
\]

(64)

**Remark.** The first of (64) is the inverse map, and the remaining two maps are sometimes referred to as companion maps.

**Proposition 3.2** (Reversibility). If (37) is satisfied then the map (60) satisfies

\[
R_{ij} (\beta, \alpha) \circ R_{ij} (\alpha, \beta) = Id,
\]

(65)

where Id is the identity map.

The reversibility property (65) is depicted in Figure 9.

![Figure 9: The reversibility property (65) for the Yang-Baxter map on the left-hand side of Figure 7. This property requires that $\xi''_i = \xi_i$ and $\xi''_j = \xi_j$.](image)

**Proof.** In terms of variables $\xi_i = (y_i, z_i)$, $\xi_j = (z_i, z_j)$, the left-hand side of (65) defines a map

\[
R_{ij} \circ R_{ij} : (\xi_i, \xi_j) \mapsto (\xi_i', \xi_j') \mapsto (\xi_i'', \xi_j'').
\]

(66)

Thus (65) will hold if $\xi''_i = \xi_i$ and $\xi''_j = \xi_j$.

First it will be shown that the first components of $\xi''_i$ and $\xi_i$ are equal. By the definitions (58), (54), and (45), the first component $y''_i$ of the variable $\xi''_i$ is determined from a change of variables (56) of $x''_i$ that appears in the equation the equation

\[
z'_j = \exp\left(\frac{\partial}{\partial x'_j} (\mathcal{L}_{v_2-u_2}(x'_j, x'_i) + \mathcal{L}_{v_2-u_1}(x'_j, x'_i))\right).
\]

(67)

On the other hand, by (58), (54), and (45), the first component $y_i$ of $\xi_i$ is related by the change of variables (56) of $x_i$ which satisfies the equation

\[
z'_j = \exp\left(-\frac{\partial}{\partial x'_j} (\mathcal{L}_{u_2-v_2}(x_i, x'_j) + \mathcal{L}_{u_1-v_2}(x'_j, x'_i))\right).
\]

(68)
Then equating (67) and (68) and using the relations (37) it follows that \( x''_i = x_i \), implying that \( y''_i = y_i \), i.e., the first components of \( \xi''_i \) and \( \xi_i \) are equal. By symmetry, the first components of \( \xi''_j \) and \( \xi_j \) will also be equal.

Then it remains to show that the second components of \( \xi''_i \) and \( \xi''_j \), are equal to the second components of \( \xi_i \) and \( \xi_j \), respectively. By the definition (58), (54), and (45), the second component \( z''_i \) of the variable \( \xi''_i \) is up to the change of variables (56) given by

\[
z''_i = \exp \left( -\frac{\partial}{\partial x''_i} \left( \mathcal{L}_{v_2-u_1}(x'', x'_i) + \mathcal{L}_{v_2-u_2}(x'_j, x'_i) \right) \right). \tag{69}
\]

On the other hand, by (58), (54), and (45), the second component \( z_i \) of the variable \( \xi_i \) is given by

\[
z_i = \exp \left( \frac{\partial}{\partial x_i} \left( \mathcal{L}_{u_1-v_2}(x_i, x_j) + \mathcal{L}_{u_2-v_2}(x_i, x'_j) \right) \right). \tag{70}
\]

By the relations (37), and also using \( x_j = x''_j \) (as was determined above), the equation (70) is found to be equivalent to the equation (69). This means that \( z''_i = z_i \), i.e., the second components of \( \xi''_i \) and \( \xi_i \) are equal. By symmetry, the second components of \( \xi''_j \) and \( \xi_j \) will also be equal.

\[\square\]

Remark. The functions \( \Lambda_{u-v}(x_i, x_j) \) and \( \mathcal{L}_{u-v}(x_i, x_j) \) are not assumed to satisfy analogues of the anti-symmetry relations (37), and thus the reversibility property (65) can not be expected to hold for the Yang-Baxter map \( U(\alpha, \beta) \) in (63).

The main result of this section is the following relation between the CYBE (41)–(42) and the FYBE’s (51) and (52).

**Theorem 3.3.** The maps (60) and (63) satisfy the FYBE’s (51) and (52) if and only if the classical R-matrices (45) and (47) are type-(1a) and type-(2a) solutions of the CYBE (41)–(42).

**Proof.** Only the details for the case of the FYBE (52) will be considered (corresponding to a type-(2a) solution of the CYBE), since (51) follows from the case of (52) when all Yang-Baxter maps are of the same type (corresponding to a type-(1a) solution of the CYBE).

For the first part of the proof it will be shown that if the FYBE (52) is satisfied by the maps (60) and (63), then this implies that exponentials of the equations for the twelve partial derivatives (42) and (44) are satisfied by the classical R-matrices (45) and (47). This in turn implies that the CYBE holds up to a term of the form (43).

Consider the two mappings

\[
U_{jk}(\beta, \gamma) \circ U_{ki}(\alpha, \gamma) \circ R_{ij}(\alpha, \beta) : (\xi_i, \xi_j, \xi_k) \mapsto (\xi''_i, \xi'_j, \xi''_k) \mapsto (\xi''^n_i, \xi''^n_j, \xi''^n_k), \tag{71}
\]

\[
R_{ij}(\alpha, \beta) \circ U_{ik}(\alpha, \gamma) \circ U_{jk}(\beta, \gamma) : (\xi_i, \xi_j, \xi_k) \mapsto (\xi''_i, \xi''_j, \xi''_k) \mapsto (\xi''^r_i, \xi''^r_j, \xi''^r_k), \tag{72}
\]

where the variables are

\[
\xi_j = (y_j, z_j), \quad \xi'''_j = (y_j, z''_j), \quad \xi'''_j = (y_j, z''_j), \quad \xi''_j = (y_j, z''_j), \quad \xi''_j = (y_j, z''_j), \quad \xi''_j = (y_j, z''_j), \quad \xi''_j = (y_j, z''_j), \quad \xi''_j = (y_j, z''_j), \quad \xi''_j = (y_j, z''_j), \quad \xi''_j = (y_j, z''_j), \quad \xi''_j = (y_j, z''_j), \tag{73}
\]

for \( J \in \{i, j, k\} \).

Assume now that the FYBE (52) is satisfied such that (71) and (72) are equivalent, and let three variables \( \xi'''_i, \xi'''_j, \xi'''_k \) be defined in terms of the variables on the right hand side as

\[
\xi'''_i = \xi''^n_i = \xi''^n_j = \xi''^n_k, \quad \xi'''_j = \xi''^n_j = \xi''^n_k, \quad \xi'''_k = \xi''^n_k = \xi''^n_k. \tag{74}
\]
The twelve partial derivatives (42) and (44) are simply a consequence of the equivalence of initial variables \( \xi_i, \xi_j, \xi_k \), and final variables \( \xi''_i, \xi''_j, \xi''_k \), on both sides of the FYBE, as well as the definition of the compositions of maps (71) and (72), which can be seen as follows.

The second components \( z_i, z_j, z_k \) of \( \xi_i, \xi_j, \xi_k \), are defined differently on the left and right-hand sides of the FYBE according to (58), (62), (56), and (57). Since the initial variables are the same on both sides of the FYBE (regardless of whether the FYBE is satisfied or not), these different definitions of \( z_i, z_j, z_k \) should be equivalent, which implies the following three equalities

\[
\exp \left( \frac{\partial}{\partial x_i} R_{uv}(x_i, x_j, x_i') \right) = \exp \left( \frac{\partial}{\partial x_i} U_{uw}(x_i, x_k', x_i', x_k') \right),
\]

\[
\exp \left( \frac{\partial}{\partial x_j} R_{uv}(x_i, x_j, x_i') \right) = \exp \left( \frac{\partial}{\partial x_j} U_{vw}(x_j, x_k', x_j', x_k') \right), \tag{75}
\]

\[
\exp \left( \frac{\partial}{\partial x_k} U_{uw}(x_i', x_k', x_i', x_k') \right) = \exp \left( \frac{\partial}{\partial x_k} U_{vw}(x_j, x_k', x_j', x_k') \right),
\]

where according to (56) and (57) the variables in (75) are related to the first components of the variables (73) as

\[
y_j = f(x_j), \quad y_j^{(n)} = f(x_j^{(n)}), \quad y_j'' = f(x_j''), \quad J \in \{ i, j \},
\]

\[
y_k = g(x_k), \quad y_k^{(l)} = g(x_k^{(l)}), \quad y_k'' = g(x_k''),
\]

Equations (75) are seen to be equivalent (mod 2\( \pi i \)) to three equations for the partial derivatives given in (44) after identifying the following variables

\[
(x_i^{(l)}, x_j^{(l)}, x_k^{(l)}, x_i^{(r)}, x_j^{(r)}, x_k^{(r)}) = (x_i^{(l)}, x_j^{(l)}, x_i^{(r)}, x_j^{(r)}, x_k^{(r)}), \tag{77}
\]

where the six variables on the right hand side are those that are used for the partial derivatives of the CYBE.

Similarly, the second components \( z''_i, z''_j, z''_k \) of \( \xi''_i, \xi''_j, \xi''_k \), are defined differently on the left and right-hand sides of the FYBE according to (58), (62), (56), and (57). Since the final variables are the same on both sides of the FYBE (by the assumption that FYBE is satisfied), these different definitions of \( z''_i, z''_j, z''_k \) should be equivalent, which implies the following three equalities

\[
\exp \left( \frac{\partial}{\partial x_i} U_{uw}(x_i', x_k', x_i', x_k') \right) = \exp \left( \frac{\partial}{\partial x_i} R_{uv}(x_i^{(r)}, x_j^{(r)}, x_i^{(r)}, x_j^{(r)}) \right),
\]

\[
\exp \left( \frac{\partial}{\partial x_j} U_{vw}(x_j', x_k', x_j', x_k') \right) = \exp \left( \frac{\partial}{\partial x_j} R_{uv}(x_i^{(r)}, x_j^{(r)}, x_i^{(r)}, x_j^{(r)}) \right), \tag{78}
\]

\[
\exp \left( \frac{\partial}{\partial x_k} U_{vw}(x_j', x_k', x_j', x_k') \right) = \exp \left( \frac{\partial}{\partial x_k} R_{uv}(x_i^{(r)}, x_j^{(r)}, x_i^{(r)}, x_j^{(r)}) \right),
\]

where according to (56) and (57) the variables in (78) are related to the first components of the variables (73) as given in (76). Equations (78) are seen to be equivalent (mod 2\( \pi i \)) to the remaining three equations for the partial derivatives given in (44) after using the identification given in (77).

It remains to account for the six equations for the partial derivatives in (42). Consider the composition of maps (71) for the left-hand side of the FYBE (52). The map \( R_{ij}(\alpha, \beta): (\xi_i, \xi_j) \mapsto \)
\((\xi^{(l)}_i, \xi^{(l)}_j)\) determines \(\xi^{(l)}_i\) and \(\xi^{(l)}_j\), which are subsequently mapped by \(U_{ik}(\alpha, \gamma)\) and \(U_{jk}(\beta, \gamma)\), respectively. From the definitions (58) and (62), the variables \(\xi^{(l)}_i\) and \(\xi^{(l)}_j\) that come from the map \(R_{ij}(\alpha, \beta)\) are defined differently from the corresponding variables that are subsequently mapped by \(U_{ik}(\alpha, \gamma)\) and \(U_{jk}(\beta, \gamma)\). However, the act of composition of the respective maps requires that the two different definitions are equated, implying the following two equations:

\[
\exp\left(-\frac{\partial}{\partial x^{(l)}_i}R_{uv}(x_i, x_j, x^{(l)}_i, x^{(l)}_j)\right) = \exp\left(\frac{\partial}{\partial x^{(l)}_i}U_{uv}(x^{(l)}_i, x_k, x^{(l)}_i, x^{(l)}_j)\right),
\]

\[
\exp\left(-\frac{\partial}{\partial x^{(l)}_j}R_{uv}(x_i, x_j, x^{(l)}_i, x^{(l)}_j)\right) = \exp\left(\frac{\partial}{\partial x^{(l)}_j}U_{uv}(x^{(l)}_j, x_k, x^{(l)}_i, x^{(l)}_j)\right),
\]

(79)

where the variables of (79) are related to the first components of the variables (73) as given in (76).

Similarly, the map \(U_{ik}(\alpha, \gamma)\): \((\xi^{(l)}_i, \xi^{(l)}_k)\) maps to \((\xi^{(l)}_i, \xi^{(l)}_k)\) that are subsequently mapped by \(U_{jk}(\beta, \gamma)\). By the definition of the second component of \(\xi^{(l)}_k\), the composition of the two maps requires that the following equation is satisfied:

\[
\exp\left(-\frac{\partial}{\partial x^{(l)}_k}U_{uv}(x^{(l)}_i, x_k, x^{(l)}_i, x^{(l)}_k)\right) = \exp\left(\frac{\partial}{\partial x^{(l)}_k}U_{vv}(x^{(l)}_j, x^{(l)}_j, x^{(l)}_j, x^{(l)}_k)\right).
\]

(80)

The three equations (79)–(80) are seen to be equivalent (mod 2\(\pi\)) to three equations for the partial derivatives in (42) after using the identification (77).

In an analogous way, the composition of maps (72) for the right-hand side of the FYBE (52) can be shown to imply the following three equations:

\[
\exp\left(-\frac{\partial}{\partial x^{(r)}_i}R_{uv}(x^{(r)}_i, x^{(r)}_k, x^{(r)}_i, x^{(r)}_k)\right) = \exp\left(\frac{\partial}{\partial x^{(r)}_i}U_{uv}(x^{(r)}_i, x^{(r)}_j, x^{(r)}_i, x^{(r)}_j)\right),
\]

\[
\exp\left(-\frac{\partial}{\partial x^{(r)}_j}U_{uv}(x^{(r)}_j, x^{(r)}_k, x^{(r)}_j, x^{(r)}_k)\right) = \exp\left(\frac{\partial}{\partial x^{(r)}_j}U_{uv}(x^{(r)}_j, x^{(r)}_j, x^{(r)}_i, x^{(r)}_j)\right),
\]

\[
\exp\left(-\frac{\partial}{\partial x^{(r)}_k}U_{uv}(x^{(r)}_j, x^{(r)}_k, x^{(r)}_j, x^{(r)}_k)\right) = \exp\left(\frac{\partial}{\partial x^{(r)}_k}U_{uv}(x^{(r)}_i, x^{(r)}_k, x^{(r)}_i, x^{(r)}_k)\right),
\]

(81)

which are equivalent (mod 2\(\pi\)) to the remaining equations for the three partial derivatives in (42). Then since the twelve equations for the partial derivatives with respect to the twelve variables of the CYBE in (42) and (44) are satisfied in the forms (75)–(81), it follows that the classical R-matrices (45) and (47) are solutions to the CYBE (41) up to the additional terms of the form (43).

For the second part of the proof it will be shown if the classical R-matrices (45) and (47) are a type-\((2a)\) solution of the CYBE (41)–(42), then this implies that the FYBE (52) is satisfied by the maps (60) and (63).

Since the FYBE (52) is no longer assumed to be satisfied, the equalities (74) are no longer assumed and the variables \(\xi^{''}_i, \xi^{''}_j, \xi^{''}_k\) will no longer be used. It was shown above for (79) and (80) that the composition of maps (71) for the left-hand side of the FYBE (52) implies the following
equalities

\[
\exp \left( -\frac{\partial}{\partial x_i^{(l)}} R_{uv}(x_i, x_j, x_i^{(l)}, x_i^{(r)}) \right) = \exp \left( \frac{\partial}{\partial x_i^{(l)}} U_{uW}(x_i^{(l)}, x_k, x_i^{(r)}, x_k^{(r)}) \right),
\]

\[
\exp \left( -\frac{\partial}{\partial x_j^{(r)}} R_{uv}(x_i, x_j, x_i^{(l)}, x_j^{(r)}) \right) = \exp \left( \frac{\partial}{\partial x_j^{(r)}} U_{vW}(x_j^{(l)}, x_k, x_j^{(r)}, x_k^{(r)}) \right),
\]

\[
\exp \left( -\frac{\partial}{\partial x_k^{(r)}} U_{uw}(x_i^{(l)}, x_k, x_i^{(r)}, x_k^{(r)}) \right) = \exp \left( \frac{\partial}{\partial x_k^{(r)}} U_{vw}(x_j^{(l)}, x_k, x_j^{(r)}, x_k^{(r)}) \right),
\]

where according to (56) and (57) the variables in (82) are related to the first components of the variables (73) as

\[
y_J = f(x_j), \quad y_{J}^{(l)} = f(x_{j}^{(l)}), \quad y_{J}^{(r)} = f(x_{j}^{(r)}), \quad y_{J}^{m(l)} = f(x_{j}^{m(l)}), \quad y_{J}^{m(r)} = f(x_{j}^{m(r)}), \quad J \in \{i,j\},
\]

\[
y_k = g(x_k), \quad y_{k}^{(l)} = g(x_{k}^{(l)}), \quad y_{k}^{(r)} = g(x_{k}^{(r)}), \quad y_{k}^{m(l)} = g(x_{k}^{m(l)}), \quad y_{k}^{m(r)} = g(x_{k}^{m(r)}).
\]

Equations (82) are seen to be equivalent to three equations for the partial derivatives in (42) if the following variables are identified

\[
(x_i^{(l)}, x_j^{(l)}, x_k^{(l)}, x_i^{m(l)}, x_j^{m(l)}, x_k^{m(l)}) = (x_i^{(l)}, x_j^{(l)}, x_k^{(l)}, x_i^{m(r)}, x_j^{m(r)}, x_k^{m(r)}),
\]

where the six variables on the right are those that are used for the partial derivatives of the CYBE. Note that the equations (82) hold regardless of whether the FYBE (52) is satisfied or not, as it is simply a consequence of the definition of the maps and their composition.

Assume that the two classical R-matrices \( R_{uv} \) and \( U_{uv} \) involved in the equations (82) are a solution to the CYBE (41)–(42). Then the remaining nine partial derivatives in (42) and (44) that are implied by this CYBE may be used to show that the FYBE (52) is satisfied as follows.

The first map \( U_{jk}(\beta, \gamma) : (\xi_j, \xi_k) \mapsto (\xi_j^{(r)}, \xi_k^{(r)}) \) in (72) for the RHS of the FYBE (52) determines \( \xi_j^{(r)} \) and \( \xi_k^{(r)} \). By the definition (62), the first components \( y_{j}^{(r)} \) and \( y_{k}^{(r)} \) of these variables are respectively related through (83) to two variables \( x_j^{(r)} \) and \( x_k^{(r)} \) which satisfy

\[
z_k = \exp \left( \frac{\partial}{\partial x_k^{(r)}} U_{vw}(x_j^{(l)}, x_k, x_j^{(r)}, x_k^{(r)}) \right), \quad z_j = \exp \left( \frac{\partial}{\partial x_j^{(r)}} U_{vw}(x_j^{(l)}, x_k, x_j^{(r)}, x_k^{(r)}) \right),
\]

where the \( z_k \) and \( z_j \) are respectively the second components of \( \xi_k \) and \( \xi_j \) (note that \( z_k \) is independent of \( x_k^{(r)} \) and that \( z_j \) is independent of \( x_j^{(r)} \)). On the other hand, the definitions of \( z_k \) and \( z_j \) in (71) for the LHS of the FYBE (52) are different, and are given by

\[
z_k = \exp \left( \frac{\partial}{\partial x_k^{(r)}} U_{uw}(x_i^{(l)}, x_k, x_i^{(r)}, x_k^{(r)}) \right), \quad z_j = \exp \left( \frac{\partial}{\partial x_j^{(r)}} R_{uv}(x_i, x_j^{(l)}, x_i^{(r)}, x_j^{(r)}) \right).
\]

Then after equating (85) and (86), and recalling (84), it is seen that \( x_j^{(r)} \) and \( x_k^{(r)} \) are respectively solutions \( \mod 2\pi i \) to the equations for the partial derivatives with respect to \( x_k \) and \( x_j \) given in (44). This means that the variables \( x_j^{(r)} \) and \( x_k^{(r)} \) of the CYBE may be respectively identified with the variables \( x_j^{(r)} \) and \( x_k^{(r)} \) in (83).
Next, the map $U_{ik}(\alpha, \gamma)$: $(\xi_i, \xi^r_k) \mapsto (\xi^{(r)}_i, \xi^{(n)}_k)$ in (72) for the RHS of the FYBE (52) determines $\xi^{(r)}_i$ and $\xi^{(n)}_k$. By the definition (62), the first components $y^{(r)}_k$ and $y^{(n)}_k$ of these variables are respectively related through (83) to two variables $x^{(r)}_i$ and $x^{(n)}_k$ which satisfy
\[
\begin{align*}
  z^{(r)}_i &= \exp \left( \frac{\partial}{\partial x^{(r)}_i} U_{uw}(x_i, x^{(r)}_i, x^{(n)}_i, x^{(n)}_k) \right), \\
  z^{(n)}_i &= \exp \left( \frac{\partial}{\partial x^{(r)}_i} U_{uw}(x_i, x^{(r)}_i, x^{(r)}_k, x^{(n)}_k) \right),
\end{align*}
\]
where the $z^{(r)}_i$ and $z^{(n)}_i$ are respectively the second components of $\xi^{(r)}_i$ and $\xi^{(n)}_k$ (note that $z^{(r)}_i$ is independent of $x^{(n)}_k$ and that $z^{(n)}_i$ is independent of $x^{(r)}_k$). On the other hand, the map $U_{jk}(\beta, \gamma)$ in (72) for the RHS of the FYBE (52), and the map $R_{ij}(\alpha, \beta)$ in (71) for the LHS of the FYBE (52), provide different expressions for $z^{(r)}_k$ and $z^{(n)}_i$, which are given by
\[
\begin{align*}
  z^{(r)}_k &= \exp \left( -\frac{\partial}{\partial x^{(r)}_k} U_{vw}(x_k, x^{(r)}_k, x^{(r)}_j, x^{(n)}_j) \right), \\
  z^{(n)}_i &= \exp \left( \frac{\partial}{\partial x^{(n)}_i} R_{uv}(x_i, x^{(r)}_i, x^{(r)}_j, x^{(n)}_j) \right).
\end{align*}
\]

Then after equating (87) and (88), and using $x^{(r)}_i = x^{(r)}_j$ and $x^{(n)}_k = x^{(n)}_j$ (shown in the previous step), it is seen that $x^{(r)}_i$ and $x^{(n)}_k$ are respectively solutions (mod $2\pi i$) to the equation for the partial derivative with respect to $x^{(r)}_i$ given in (42) and the equation for the partial derivative with respect to $x^{(n)}_k$ given in (44) (recalling also (84)). This means that the variables $x^{(r)}_i$ and $x^{(n)}_k$ of the CYBE may be respectively identified with the variables $x^{(r)}_i$ and $x^{(n)}_k$ in (83). Since the variable $x^{(n)}_k$ of the CYBE was previously identified with $x^{(n)}_k$ in (84), this in turn implies that $x^{(n)}_k = x^{(r)}_k$, and thus $y^{(n)}_k = y^{(r)}_k$ through the relations (83).

Finally, the map $R_{ij}(\alpha, \beta)$: $(\xi^{(r)}_i, \xi^{(r)}_j) \mapsto (\xi^{(n)}_i, \xi^{(n)}_j)$ in (72) for the RHS of the FYBE (52) determines $\xi^{(n)}_i$ and $\xi^{(n)}_j$. By the definition (58) and (62), the first components of these variables $y^{(n)}_i$ and $y^{(n)}_j$ are respectively related through (83) to two variables $x^{(n)}_i$ and $x^{(n)}_j$ which satisfy
\[
\begin{align*}
  z^{(n)}_i &= \exp \left( \frac{\partial}{\partial x^{(n)}_i} R_{uv}(x_i, x^{(r)}_i, x^{(n)}_j, x^{(n)}_j) \right), \\
  z^{(n)}_j &= \exp \left( \frac{\partial}{\partial x^{(r)}_j} R_{uv}(x_j, x^{(r)}_j, x^{(n)}_i, x^{(n)}_i) \right),
\end{align*}
\]
where the $z^{(n)}_i$ and $z^{(n)}_j$ are respectively the second components of $\xi^{(n)}_i$ and $\xi^{(n)}_j$ (note that $z^{(n)}_j$ is independent of $x^{(n)}_i$ and that $z^{(n)}_i$ is independent of $x^{(n)}_j$). On the other hand, the latter variables were first mapped by $U_{jk}(\beta, \gamma)$ and $U_{ik}(\alpha, \gamma)$, where they were defined through the different equations
\[
\begin{align*}
  z^{(n)}_j &= \exp \left( -\frac{\partial}{\partial x^{(r)}_j} U_{vw}(x_j, x_k, x^{(r)}_j, x^{(n)}_k) \right), \\
  z^{(n)}_i &= \exp \left( -\frac{\partial}{\partial x^{(r)}_i} U_{uw}(x_i, x^{(r)}_i, x^{(n)}_k, x^{(n)}_k) \right).
\end{align*}
\]

Then after equating (89) and (90), and using $x^{(r)}_j = x^{(r)}_i$, $x^{(n)}_k = x^{(n)}_j$, $x^{(r)}_i = x^{(r)}_j$, and $x^{(n)}_k = x^{(n)}_j$ (shown in the previous two steps), it is seen that $x^{(n)}_i$ and $x^{(n)}_j$ are respectively solutions (mod $2\pi i$) to the equations for the partial derivatives with respect to $x^{(r)}_j$ and $x^{(r)}_i$ given in (42). This means that the variables $x^{(r)}_j$ and $x^{(r)}_i$ of the CYBE may be respectively identified with the variables $x^{(n)}_i$ and $x^{(n)}_j$ in (83). Since the variables $x^{(r)}_i$ and $x^{(r)}_j$ of the CYBE were previously respectively
identified with the variables $x_i^{n(l)}$ and $x_j^{n(l)}$ in (84), this in turn implies that $x_i^{n(l)} = x_i^{n(r)}$ and $x_j^{n(l)} = x_j^{n(r)}$, and thus $y_i^{n(l)} = y_i^{n(r)}$ and $y_j^{n(l)} = y_j^{n(r)}$ through the relations (83).

Thus it has been shown that for the FYBE (52) with the maps (60) and (63), the first components $y_i^{n(l)}$, $y_j^{n(l)}$, $y_k^{n(l)}$ of the variables $\xi_i^{n(l)}$, $\xi_j^{n(l)}$, $\xi_k^{n(l)}$, are equal to the first components $y_i^{n(r)}$, $y_j^{n(r)}$, $y_k^{n(r)}$ of the variables $\xi_i^{n(r)}$, $\xi_j^{n(r)}$, $\xi_k^{n(r)}$, respectively.

It remains to show that the second components $z_i^{n(l)}$, $z_j^{n(l)}$, $z_k^{n(l)}$ of the variables $\xi_i^{n(l)}$, $\xi_j^{n(l)}$, $\xi_k^{n(l)}$, are equal to the second components $z_i^{n(r)}$, $z_j^{n(r)}$, $z_k^{n(r)}$ of the variables $\xi_i^{n(r)}$, $\xi_j^{n(r)}$, $\xi_k^{n(r)}$, respectively.

As was determined above, the first components of the variables involved on both sides of the FYBE (52) are related through a change of variables (56) and (57) to the variables of the CYBE (41). This means that the three equations for the partial derivatives with respect to $x_i^{n(r)}$, $x_j^{n(r)}$, and $x_k^{n(r)}$, given in (44), hold also for the corresponding variables of the FYBE. Then using the definitions (58), (62), and (54), (55), these three equations are seen to be equivalent to the following three equations

$$z_i^{n(l)} = z_i^{n(r)}, \quad z_j^{n(l)} = z_j^{n(r)}, \quad z_k^{n(l)} = z_k^{n(r)}. \quad (91)$$

Therefore $\xi_i^{n(l)} = \xi_i^{n(r)}$, $\xi_j^{n(l)} = \xi_j^{n(r)}$, $\xi_k^{n(l)} = \xi_k^{n(r)}$, so the maps (60) and (63) satisfy the FYBE (52).

There are some simple transformations of the Yang-Baxter maps (60) and (63) under which the FYBE’s (51) and (52) remain satisfied. First, the FYBE’s will still hold if the opposite signs are chosen for each of the expressions appearing on the right-hand sides of (54) and (55). According to (58) and (62), this corresponds to setting $z_i \rightarrow (z_i)^{-1}$, $z_j \rightarrow (z_j)^{-1}$, $z_i' \rightarrow (z_i')^{-1}$, $z_j' \rightarrow (z_j')^{-1}$, in the expressions for the Yang-Baxter maps (60) and (63), respectively (or $z_i \rightarrow -z_i$, $z_j \rightarrow -z_j$, $z_i' \rightarrow -z_i'$, $z_j' \rightarrow -z_j'$, for degenerate additive cases). The computations for the proof of Theorem 3.3 are invariant under this change in sign.

The second transformation is less trivial. Let $\phi_{u,v}(x)$ be a function satisfying

$$\phi_{u,v}(x) + \phi_{-u,-v}(x) = 0. \quad (92)$$

Theorem 3.3 will still hold under the following gauge transformations for (54)

$$\begin{align*}
R_{uv,i}(x_i', x_j; x_i) &\rightarrow R_{uv,i}(x_i', x_j; x_i) + \phi_{u_1,u_2}(x_i), \\
R_{uv,i'}(x_j, x_j'; x_i') &\rightarrow R_{uv,i'}(x_j, x_j'; x_i') + \phi_{u_2,u_1}(x_i'), \\
R_{uv,j}(x_i', x_i; x_j) &\rightarrow R_{uv,j}(x_i', x_i; x_j) + \phi_{v_1,v_2}(x_j), \\
R_{uv,j'}(x_i, x_i', x_j') &\rightarrow R_{uv,j'}(x_i, x_i', x_j') + \phi_{v_2,v_1}(x_j'),
\end{align*} \quad (93)$$

with identical transformations applied to $U_{uv,i}(x_i', x_j; x_i)$, $U_{uv,i'}(x_j, x_j'; x_i')$, $U_{uv,j}(x_i', x_i; x_j)$, and $U_{uv,j'}(x_i, x_i'; x_j')$, respectively.

According to (58) and (62), this is equivalent to a change in the variables for the FYBE’s (51) and (52) of the form

$$\begin{align*}
z_i &\rightarrow z_i \Phi_{\alpha_1,\alpha_2}(y_i), \\
z_j &\rightarrow z_j \Phi_{\alpha_2,\alpha_1}(y_j), \\
z_i' &\rightarrow z_i' \Phi_{\beta_1,\beta_2}(y_i'), \\
z_j' &\rightarrow z_j' \Phi_{\beta_2,\beta_1}(y_j'),
\end{align*} \quad (94)$$
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where \( \Phi_{\alpha,\beta}(x) \) satisfies
\[
\Phi_{\alpha,\beta}(x)\Phi_{-\alpha,-\beta}(x) = 1. \tag{95}
\]

Note that for the degenerate algebraic (additive) cases the changes would instead be of the form
\[
z_i \rightarrow z_i + \phi_{\alpha_1,\alpha_2}(y_i), \quad z_i' \rightarrow z_i' + \phi_{\alpha_2,\alpha_1}(y_i'),
\]
\[
z_j \rightarrow z_j + \phi_{\beta_1,\beta_2}(y_j), \quad z_j' \rightarrow z_j' + \phi_{\beta_2,\beta_1}(y_j'). \tag{96}
\]

4 Classical star-triangle relations and Yang-Baxter maps

Using different solutions of the CSTRs (31)–(34), the method introduced in the previous section will be used to derive explicit two-component Yang-Baxter maps. Throughout this section the symbol \( \pm \) will be used to indicate a sum of two terms involving + and − respectively, e.g.,
\[
f(x \pm y) = f(x + y) + f(x - y),
\]
\[
f(\pm x \pm y) = f(x + y) + f(x - y) + f(-x + y) + f(-x - y). \tag{97}
\]

4.1 Solutions to the CSTRs

The solutions to the CSTRs in the elliptic and hyperbolic cases will be given in terms of the dilogarithm function, defined for \( z \in \mathbb{C} \setminus [1, \infty) \) by
\[
\text{Li}_2(z) = -\int_{0}^{z} \frac{\log(1-t)}{t} dt. \tag{98}
\]

The solutions to the CSTRs in the rational and algebraic cases will be given in terms of a function \( \gamma(z) \), which is defined in terms of the complex logarithm as
\[
\gamma(z) = iz\log(iz), \quad |\text{Arg}(iz)| < \pi. \tag{99}
\]

For the elliptic case the Weierstrass functions will also be used, where \( \sigma(z) \) denotes the Weierstrass sigma function and \( \zeta(z) \) denotes the Weierstrass zeta function, which both depend on the elliptic invariants \( g_2, g_3 \) or associated half-periods \( \omega_1, \omega_2 \) [73]. These functions are related to each other and to the Weierstrass elliptic function \( \wp(z) \), by
\[
\frac{\partial}{\partial z} \log \sigma(z) = \zeta(z), \quad \frac{\partial}{\partial z} \zeta(z) = -\wp(z). \tag{100}
\]

4.1.1 Elliptic case

Elliptic solutions of the CSTRs may be derived from the quasi-classical limit of (quantum) star-triangle relations that are equivalent to elliptic hypergeometric integrals [12,74]. In these cases the solutions to the CSTRs arise from the leading order quasi-classical asymptotics of the elliptic gamma function [60], and may be written in terms of
\[
\mathcal{L}_{\alpha}^{(1)}(x_i, x_j) = -\alpha\left(\frac{(2x - \pi)^2 + (2y - \pi)^2}{\pi^2} - \phi(2i\alpha; 2\tau) + \phi(\pm x_i \pm x_j - \alpha; \tau), \tag{101}
\right.
\]
\[
\mathcal{L}_{\alpha}^{(1)}(x_i, x_j) = \mathcal{L}_{-\frac{\pi}{\alpha}-\alpha}(x_i, x_j),
\]
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where $\tau$ is a complex parameter satisfying $\text{Im}(\tau) > 0$, and

$$\phi(z) = \frac{1}{2} \sum_{j=0}^{\infty} \left( L_2(-e^{2i\pi \tau(2j+1)}) - L_2(-e^{-2i\pi \tau(2j+1)}) \right). \quad (102)$$

**Proposition 4.1.** Let the six functions (25) be defined in terms of (101) as

$$L_\alpha(x_i, x_j) = \hat{L}_\alpha(x_i, x_j) = L^{(1)}_\alpha(x_i, x_j), \quad (103)$$

Then (25) is a solution to the CSTRs (31)–(34) up to terms of the form (35).

**Proof.** The equations (31) and (32) defined with the combination of functions given in (103) are equivalent, and thus only one of these relations needs to be shown. Let $A_1^{(\text{STR})}(x_a, x_b, x_c, x_d; u, v, w)$ be the left-hand side of the CSTR (31) defined with (103). If the exponential of the equation (33) and the following three equations

$$\exp \left( i \frac{\partial}{\partial x_I} A_1^{(\text{STR})}(x_a, x_b, x_c, x_d; u, v, w) \right) = 1, \quad I \in \{a, b, c\}, \quad (104)$$

are each satisfied, then the CSTR (31) will be satisfied up to the terms of the form (35) (since these equations effectively state that each of the exponentials of the partial derivatives of $A^{(\text{STR})}$ with respect to the four variables $x_a, x_b, x_c, x_d$ vanish mod $2\pi$). The respective partial derivatives are explicitly given by

$$\exp \left( i \frac{\partial}{\partial x_d} A_1^{(\text{STR})}(x_a, x_b, x_c, x_d; u, v, w) \right) = \frac{\psi(x_d, x_a, \alpha_1)\psi(x_d, x_c, \alpha_3)}{\psi(x_d, x_b - \frac{\pi x}{2}, \alpha_1 + \alpha_3)},$$

$$\exp \left( i \frac{\partial}{\partial x_a} A_1^{(\text{STR})}(x_a, x_b, x_c, x_d; u, v, w) \right) = \frac{\psi(x_a, x_d, \alpha_1)\psi(x_a, x_b - \frac{\pi x}{2}, \alpha_3)}{\psi(x_a, x_c, \alpha_1 + \alpha_3)},$$

$$\exp \left( i \frac{\partial}{\partial x_b} A_1^{(\text{STR})}(x_a, x_b, x_c, x_d; u, v, w) \right) = \frac{\psi(x_b - \frac{\pi x}{2}, x_c, \alpha_1)\psi(x_b - \frac{\pi x}{2}, x_d, \alpha_1 + \alpha_3)}{\psi(x_b - \frac{\pi x}{2}, x_c, \alpha_1 + \alpha_3)},$$

$$\exp \left( i \frac{\partial}{\partial x_c} A_1^{(\text{STR})}(x_a, x_b, x_c, x_d; u, v, w) \right) = \frac{\psi(x_c, x_d, \alpha_3)\psi(x_c, x_b - \frac{\pi x}{2}, \alpha_1)}{\psi(x_c, x_a, \alpha_1 + \alpha_3)}, \quad (105)$$

where $\alpha_1 = v - w$ and $\alpha_3 = u - v$, and $\psi(x_i, x_j, \alpha)$ is defined in terms of $\sigma(z)$ by

$$\psi(x_i, x_j, \alpha) = \frac{\sigma(\frac{2\omega_1(x_i + x_j + \alpha)}{\pi})\sigma(\frac{2\omega_1(x_i - x_j + \alpha)}{\pi})}{\sigma(\frac{2\omega_1(x_i + x_j - \alpha)}{\pi})\sigma(\frac{2\omega_1(x_i - x_j - \alpha)}{\pi})}. \quad (106)$$

The Weierstrass half-periods implicitly involved in (104) and (105) are related to the parameter $\tau$ in (101) by $\tau = \frac{2\omega_1}{\omega_2}$.

From (105), the exponential of (33) and the three equations (104) may be recognised as four equivalent versions of the three-leg form for the elliptic discrete integrable equation known as Q4 [75, 76]. More specifically, under the following change of variables

$$X_a = \wp \left( \frac{2\omega_1 x_a}{\pi} \right), \quad X_b = \wp \left( \frac{2\omega_1 x_b - \omega_2}{\pi} \right), \quad X_c = \wp \left( \frac{2\omega_1 x_c}{\pi} \right), \quad X_d = \wp \left( \frac{2\omega_1 x_d}{\pi} \right), \quad A_1 = \wp \left( \frac{2\omega_1 \alpha_1}{\pi} \right), \quad A_3 = \wp \left( \frac{2\omega_1 \alpha_3}{\pi} \right), \quad (107)$$
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the exponential of (33) and the three equations (104) are each equivalently written as the following multilinear polynomial equation

\[
\kappa_0 X_a X_b X_c X_d + \kappa_1 (X_a X_b X_c + X_a X_b X_d + X_a X_c X_d + X_b X_c X_d) + \kappa_2 (X_a X_c + X_b X_d) + \kappa_3 (X_a X_d + X_b X_c) + \kappa_4 (X_a X_b + X_c X_d) + \kappa_5 (X_a + X_b + X_c + X_d) + \kappa_6 = 0, \tag{108}
\]

where the coefficients are given by

\[
\begin{align*}
\kappa_0 &= A'_1 - A'_3, \\
\kappa_1 &= A_1 A'_3 - A_3 A'_1, \\
\kappa_2 &= A_3^2 A'_1 - A_1^2 A'_3, \\
\kappa_3 &= \frac{A'_1 A'_3 (A'_1 - A'_3)}{2(A_1 - A_3)} + A_3^2 A'_1 + \left(2A_1^2 - \frac{g_2}{4}\right) A'_3, \\
\kappa_4 &= \frac{A'_1 A'_3 (A'_1 - A'_3)}{2(A_1 - A_3)} - A_1^2 A'_3 - \left(2A_3^2 - \frac{g_2}{4}\right) A'_1, \\
\kappa_5 &= \frac{g_3 \kappa_0}{2} - \frac{g_2 \kappa_1}{4}, \quad \kappa_6 = \frac{g_2 \kappa_0}{16} - g_3 \kappa_1,
\end{align*}
\]  

and \( A'_1 \) and \( A'_3 \) denote derivatives of the Weierstrass functions involved in the change of variables (107), i.e.,

\[
A'_1 = \wp' \left( \frac{2\omega_1 \omega_2}{\pi} \right), \quad A'_3 = \wp' \left( \frac{2\omega_1 \omega_4}{\pi} \right). \tag{110}
\]

This implies that the CSTR (31) holds up to a term of the form (35) on solutions of the Q4 integrable quad equation in the three-leg forms (104) and (33).

\[\square\]

**Remark.** The equations (33) and (104) may be written in terms of a simpler form of Q4 than (108) through the use of Jacobi functions instead of Weierstrass functions in (107) [12].

### 4.1.2 Hyperbolic cases

Solutions to the CSTRs may be obtained using the quasi-classical asymptotics of the hyperbolic gamma function (or non-compact quantum dilogarithm), which parameterises the Boltzmann weights of Proposition 2.1. Such asymptotics are given in terms of the dilogarithm (98). The resulting solutions of the CSTRs may be given in terms of the following functions

\[
\begin{align*}
\mathcal{L}_\alpha^{(1)}(x_i, x_j) &= \text{Li}_2(-e^{\pm x_i \pm x_j \pm i\alpha}) - 2\text{Li}_2(-e^{i\alpha}) + x_i^2 + x_j^2 - \frac{\alpha^2}{2} + \frac{\pi^2}{6}, \\
\mathcal{L}_\alpha^{(2)}(x_i, x_j) &= \text{Li}_2(-e^{\pm(x_i - x_j)\pm i\alpha}) - 2\text{Li}_2(-e^{i\alpha}) + \frac{(x_i - x_j)^2}{2}, \\
\Lambda_\alpha^{(1)}(x_i, x_j) &= \text{Li}_2(-e^{x_i \pm x_j \pm i\alpha}) + \frac{(x_i + x_j)^2 + x_i^2}{2}, \\
\Lambda_\alpha^{(2)}(x_i, x_j) &= \text{Li}_2(-e^{x_i \pm x_j \pm i\alpha}) + x_i^2 + x_j^2 - \frac{\alpha^2}{2} + i\alpha(x_i + x_j) + \frac{\pi^2}{6}, \\
\Lambda_\alpha^{(3)}(x_i, x_j) &= -x_i x_j.
\end{align*}
\]  

**Proposition 4.2.** Let the functions (25) be given in terms of (111) according to one of the five rows of Table 3. Then (25) is a solution to the CSTRs (31)–(34) up to terms of the form (35).

The proof is basically the same as for (but simpler than) Proposition 4.1 and can be shown case-by-case. The type I, II, or III, is also given in Table 3 according to the remarks at the end of Section 2.1.
Let the functions \( L_\alpha(x_i, x_j) \) be the regular gamma function, which parameterise Boltzmann weights of the star-triangle relations. Solutions to the CSTRs in these cases may be obtained using the quasi-classical asymptotics of the functions \( L_\alpha(x_i, x_j) \).

### 4.1.3 Rational cases

Solutions to the CSTRs in these cases may be obtained using the quasi-classical asymptotics of the hyperbolic beta function [77], hyperbolic Saalschütz integral [62], hyperbolic Askey-Wilson [77, 78] and Saalschütz integrals, hyperbolic Barnes’s first lemma [57], and hyperbolic Barnes’s \( \, _2F_1 \) integral [57].

Also following from the results of [4, 57], for each of the five solutions of the CSTRs given in Table 3, the equations (33) and (34) are equivalent up to a point transformation of variables to an integrable quad equation in the Adler-Bobenko-Suris (ABS) list [75, 79]. Namely, from top to bottom row the equations (33) and (34) both correspond to the equations known as \( Q3_{(\delta=1)}, \, H3_{(\delta=0; \varepsilon=1)}, \, H3_{(\delta=0; \varepsilon=1-\delta)}, \) and \( H3_{(\delta=0; \varepsilon=0)} \).

### Table 3: Assignment of the functions (111) to (25) for five different solutions of the CSTRs (31)–(34).

| Type | \( L_\alpha(x_i, x_j) \) | \( \hat{L}_\alpha(x_i, x_j) \) | \( \Lambda_\alpha(x_i, x_j) \) | \( \bar{L}_\alpha(x_i, x_j) \) | \( \bar{\Lambda}_\alpha(x_i, x_j) \) |
|------|-----------------|-----------------|-----------------|-----------------|-----------------|
| I    | \( L_\alpha^{(1)}(x_i, x_j) \) | \( \hat{L}_\alpha^{(1)}(x_i, x_j) \) | \( \Lambda_\alpha^{(1)}(x_i, x_j) \) | \( \bar{L}_\alpha^{(1)}(x_i, x_j) \) | \( \bar{\Lambda}_\alpha^{(1)}(x_i, x_j) \) |
| I    | \( L_\alpha^{(2)}(x_i, x_j) \) | \( \hat{L}_\alpha^{(2)}(x_i, x_j) \) | \( \Lambda_\alpha^{(2)}(x_i, x_j) \) | \( \bar{L}_\alpha^{(2)}(x_i, x_j) \) | \( \bar{\Lambda}_\alpha^{(2)}(x_i, x_j) \) |
| III  | \( L_\alpha^{(2)}(x_i, x_j) \) | \( \hat{L}_\alpha^{(1)}(x_i, x_j) \) | \( \Lambda_\alpha^{(1)}(x_i, x_j) \) | \( \bar{L}_\alpha^{(2)}(x_i, x_j) \) | \( \bar{\Lambda}_\alpha^{(1)}(-x_i, x_j) \) |
| II   | \( L_\alpha^{(2)}(x_i, x_j) \) | \( \hat{L}_\alpha^{(3)}(x_i, x_j) \) | \( \Lambda_\alpha^{(3)}(x_i, x_j) \) | \( \bar{L}_\alpha^{(2)}(x_i, x_j) \) | \( \bar{\Lambda}_\alpha^{(3)}(-x_i, x_j) \) |

The functions (111) originate from the quasi-classical limit of star-triangle relations [4, 57] that are equivalent to hyperbolic hypergeometric integrals, which have been given in Proposition 2.1. Namely, from top to bottom row the functions arise from asymptotics of the hyperbolic beta function [77], hyperbolic Saalschütz integral [62], hyperbolic Askey-Wilson [77, 78] and Saalschütz integrals, hyperbolic Barnes’s first lemma [57], and hyperbolic Barnes’s \( \, _2F_1 \) integral [57].

### Table 4: Assignment of the functions (112) to (25) for four different solutions of the CSTRs (31)–(34).

| Type | \( L_\alpha(x_i, x_j) \) | \( \hat{L}_\alpha(x_i, x_j) \) | \( \Lambda_\alpha(x_i, x_j) \) | \( \bar{L}_\alpha(x_i, x_j) \) | \( \bar{\Lambda}_\alpha(x_i, x_j) \) |
|------|-----------------|-----------------|-----------------|-----------------|-----------------|
| I    | \( L_\alpha^{(1)}(x_i, x_j) \) | \( \hat{L}_\alpha^{(1)}(x_i, x_j) \) | \( \Lambda_\alpha^{(1)}(x_i, x_j) \) | \( \bar{L}_\alpha^{(1)}(x_i, x_j) \) | \( \bar{\Lambda}_\alpha^{(1)}(x_i, x_j) \) |
| I    | \( L_\alpha^{(2)}(x_i, x_j) \) | \( \hat{L}_\alpha^{(2)}(x_i, x_j) \) | \( \Lambda_\alpha^{(2)}(x_i, x_j) \) | \( \bar{L}_\alpha^{(2)}(x_i, x_j) \) | \( \bar{\Lambda}_\alpha^{(2)}(x_i, x_j) \) |
| III  | \( L_\alpha^{(2)}(x_i, x_j) \) | \( \hat{L}_\alpha^{(1)}(x_i, x_j) \) | \( \Lambda_\alpha^{(1)}(x_i, x_j) \) | \( \bar{L}_\alpha^{(2)}(x_i, x_j) \) | \( \bar{\Lambda}_\alpha^{(1)}(-x_i, x_j) \) |
| II   | \( L_\alpha^{(2)}(x_i, x_j) \) | \( \hat{L}_\alpha^{(3)}(x_i, x_j) \) | \( \Lambda_\alpha^{(3)}(x_i, x_j) \) | \( \bar{L}_\alpha^{(2)}(x_i, x_j) \) | \( \bar{\Lambda}_\alpha^{(3)}(-x_i, x_j) \) |

**Proposition 4.3.** Let the functions (25) be given in terms of (112) according to one of the four rows of Table 4. Then (25) is a solution to the CSTRs (31)–(34) up to terms of the form (35).
The functions (112) originate from the quasi-classical limit of star-triangle relations [4, 57] that are equivalent to rational hypergeometric integrals, the most well-known examples of which are probably the Barnes Lemmas [80, 81]. Namely, from top to bottom row the functions arise from asymptotics of the rational (Askey) beta function [82], Barnes’s second lemma [81], de Branges-Wilson integral [83, 84] and Barnes’s second lemma, and Barnes’s first lemma [80].

Also following from the results of [4, 57], for each of the four solutions of the CSTRs given in Table 4, the equations (33) and (34) are equivalent up to a point transformation of variables to an integrable quad equation in the ABS list [75, 79]. Namely, from top to bottom row the equations (33) and (34) both correspond to the equations known as $Q_2$, $Q_{1(\delta=1)}$, $H_{2(\varepsilon=1)}$, and $H_{2(\varepsilon=0)}$.

### 4.1.4 Algebraic cases

Solutions of the CSTRs in these cases don’t arise from the asymptotics of some specific special function, and this makes taking the quasi-classical expansion less systematic than in the previous cases, as may be seen from the cases derived in [57]. The resulting functions that solve the CSTRs (31) and (32) may be written in terms of the following

\[
\mathcal{L}^{(1)}_{\alpha}(x_i, x_j) = \gamma(x_i - x_j - i\alpha) - \gamma(x_i - x_j + i\alpha), \quad \mathcal{T}^{(1)}_{\alpha}(x_i, x_j) = \mathcal{L}^{(1)}_{\alpha}(x_i, x_j) + \gamma(2i\alpha),
\]

\[
\mathcal{L}^{(2)}_{\alpha}(x_i, x_j) = -2\alpha\log(x-y), \quad \mathcal{T}^{(2)}_{\alpha}(x_i, x_j) = \mathcal{L}^{(2)}_{\alpha}(x_i, x_j) + \gamma(2i\alpha), 
\]

\[
\Lambda^{(1)}_{\alpha}(x_i, x_j) = (ix_j - \alpha)\log(x_i), \quad \Lambda^{(2)}_{\alpha}(x_i, x_j) = x_ix_j + \alpha.
\]

Note that $\mathcal{L}^{(1)}_{\alpha}$ and $\mathcal{T}^{(1)}_{\alpha}$ in (113) are respectively equivalent to $\mathcal{L}^{(2)}_{\alpha}$ and $\mathcal{T}^{(2)}_{\alpha}$ in (112).

**Proposition 4.4.** Let the functions (25) be given in terms of (113) according to one of the three rows of Table 5. Then (25) is a solution to the CSTRs (31)–(34) up to terms of the form (35).

| Type | $\mathcal{L}_{\alpha}(x_i, x_j)$ | $\mathcal{L}^{(1)}_{\alpha}(x_i, x_j)$ | $\Lambda_{\alpha}(x_i, x_j)$ | $\mathcal{T}_{\alpha}(x_i, x_j)$ | $\mathcal{T}^{(1)}_{\alpha}(x_i, x_j)$ | $\Lambda_{\alpha}(x_i, x_j)$ |
|------|-------------------------------|-----------------------------------|----------------|-----------------------------|-------------------------------|----------------|
| I    | $\mathcal{L}^{(2)}_{\alpha}(x_i, x_j)$ | $\mathcal{T}^{(2)}_{\alpha}(x_i, x_j)$ | $\Lambda^{(2)}_{\alpha}(x_i, x_j)$ | $\mathcal{T}^{(2)}_{\alpha}(x_i, x_j)$ | $\Lambda^{(2)}_{\alpha}(x_i, x_j)$ | $\Lambda^{(2)}_{\alpha}(x_i, x_j)$ |
| III  | $\mathcal{L}^{(2)}_{\alpha}(x_i, x_j)$ | $\mathcal{T}^{(2)}_{\alpha}(x_i, x_j)$ | $\Lambda^{(2)}_{\alpha}(x_i, x_j)$ | $\mathcal{T}^{(2)}_{\alpha}(x_i, x_j)$ | $\Lambda^{(2)}_{\alpha}(x_i, x_j)$ | $\Lambda^{(2)}_{\alpha}(x_i, x_j)$ |
| II   | $\mathcal{L}^{(2)}_{\alpha}(x_i, x_j)$ | $\mathcal{T}^{(2)}_{\alpha}(x_i, x_j)$ | $\Lambda^{(2)}_{\alpha}(x_i, x_j)$ | $\mathcal{T}^{(2)}_{\alpha}(x_i, x_j)$ | $\Lambda^{(2)}_{\alpha}(x_i, x_j)$ | $\Lambda^{(2)}_{\alpha}(x_i, x_j)$ |

Table 5: Assignment of the functions (113) to (25) for three different solutions of the CSTRs (31)–(34).

The functions (113) originate from the quasi-classical limit of star-triangle relations [4, 57] that are equivalent to classical hypergeometric integrals, the most well-known examples of which are probably the Euler beta function and the integral representation of Gauss’s hypergeometric function. Namely, from top to bottom row the functions arise from asymptotics of a Selberg-type integral [85, 86], a special case of Barnes’s $2F_1$ formula$^1$ [73, 80], and Euler beta function.

Also following from the results of [4, 57], for each of the three solutions of the CSTRs given in Table 5, the equations (33) and (34) are equivalent up to a point transformation of variables to an integrable quad equation in the ABS list [75, 79]. Namely, from top to bottom row the equations (33) and (34) both correspond to the equations known as $Q_{1(\delta=0)}$, $H_{1(\varepsilon=1)}$, and $H_{1(\varepsilon=0)}$.

$^1$Only for the CSTR (31). This is because the CSTR (32) didn’t arise from the analysis of [57] and its hypergeometric/quantum counterpart is presently unknown.
4.2 Explicit Yang-Baxter maps

The method to derive Yang-Baxter maps given in Section 3.2 will be used for each of the solutions of the CSTRs given in Section 4.1. Apart from the elliptic case, only type-II and type-III solutions of the CSTRs need to be considered, because they can be used to obtain the same Yang-Baxter maps as type-I solutions of the CSTRs.

A list of Yang-Baxter maps derived in this section is presented in Appendix A.

4.2.1 Elliptic case

In the following, the notation \( \dot{x} \), and \( \ddot{x} \), will be used to respectively denote

\[
\dot{x}^2 = 4x^3 - g_2x - g_3, \quad \ddot{x} = \frac{\ddot{x}^2}{4(x - \wp(\omega_2))^2} - x - \wp(\omega_2),
\]

where \( x \) is a variable or parameter, and \( \wp(x) \) is the Weierstrass elliptic function with elliptic invariants \( g_2, g_3 \) or associated half-periods \( \omega_1, \omega_2 \). The expressions (114) originate from computations involving the well-known relation between \( \wp(z) \) and its derivative, and an addition formula for \( \wp(z) \).

The classical \( R \)-matrix for this case is given by (45), with the functions of (101). The expression for \( R_{uv;i}(x'_j, x_j; x_i) \) in (54) is obtained as a partial derivative of the latter classical \( R \)-matrix with respect to \( x_i \), resulting in

\[
R_{uv;i}(x'_j, x_j; x_i) = -i\pi + \frac{16x_i(u_1 - u_2)\zeta(\omega_1)\omega_1}{\pi^2} + \frac{2\omega_1(u_1 - u_2)(\pi - 4x_i)}{\pi\omega_2} + \frac{\sigma\left(\frac{2\omega_1}{\pi}(x_i - x'_j - u_2 + v_2)\right)}{\sigma\left(\frac{2\omega_1}{\pi}(x_i - x'_j + u_2 - v_2)\right)} + \frac{\sigma\left(\frac{2\omega_1}{\pi}(x_i - x_j + u_1 - v_2)\right)}{\sigma\left(\frac{2\omega_1}{\pi}(x_i - x_j - u_1 + v_2)\right)} + \frac{\sigma\left(\frac{2\omega_1}{\pi}(x_i + x'_j - u_2 + v_2)\right)}{\sigma\left(\frac{2\omega_1}{\pi}(x_i + x'_j + u_2 - v_2)\right)} + \frac{\sigma\left(\frac{2\omega_1}{\pi}(x_i + x_j + u_1 - v_2)\right)}{\sigma\left(\frac{2\omega_1}{\pi}(x_i + x_j - u_1 + v_2)\right)},
\]

where \( \sigma(z) \) and \( \zeta(z) \) are the Weierstrass sigma and zeta functions respectively (see (100)). The other three expressions in (54) may also be obtained from (115) by comparing the respective dependencies on the variables. For example, \( R_{uv;j}(x'_i, x_i; x_j) \) is equivalent to the right-hand side of (115) with

\[
x_i \leftrightarrow x_j, \quad x'_i \rightarrow x'_j, \quad u_2 \rightarrow -v_1, \quad u_1 \rightarrow -v_2, \quad v_2 \rightarrow -u_1,
\]

\( R_{uv;i'}(x_j, x'_j; x'_i) \) is obtained from (115) with

\[
x_i \rightarrow x'_i, \quad x_j \leftrightarrow x'_j, \quad u_1 \leftrightarrow u_2, \quad v_2 \rightarrow v_1,
\]

and \( R_{uv;j'}(x_i, x'_i; x'_j) \) is obtained from (115) with

\[
x_i \leftrightarrow x'_j, \quad x_j \rightarrow x'_i, \quad u_1 \rightarrow -v_1, \quad u_2 \rightarrow -v_2, \quad v_2 \rightarrow -u_2.
\]

The terms on the first line in (115) can be ignored, since by (116), (117), and (118), the first term will only contribute an overall sign to each Yang-Baxter map, and the second and third terms will only appear in the form of the gauge transformation given in (93).
The change of variables according to (56) is given by
\[
f(x) = \wp(2\omega_1 x \pi^{-1}), \quad h(x) = \wp(2\omega_1 x \pi^{-1}).
\] (119)

Then using the change of variables (119) for \(R_{uv,i}(x_j', x_j; x_i)\) in (115) gives an expression for \(z_i\) in (58) as
\[
\begin{align*}
z_i &= \left(\frac{\sigma(x_i + u_1)\sigma(x_i - u_2)}{\sigma(x_i - u_1)\sigma(x_i + u_2)}\right)^2 E(y_j, \beta_1, \beta_2, \alpha_1)^2 G(y_i, y_j, \alpha_1, \beta_2) G(y_i, y_j', \beta_1, \alpha_2) \\
& \quad \times \frac{G(y_i, y_j', \alpha_1, \beta_1) G(y_i, y_j', \alpha_1, \beta_1)}{G(y_i, y_j, \alpha_1, \beta_2) G(y_i, y_j', \alpha_2, \beta_2)},
\end{align*}
\] (120)

where
\[
\begin{align*}
A(\alpha, \beta) &= \frac{(\hat{\alpha} + \hat{\beta})^2}{4(\alpha - \beta)^2} - \alpha - \beta, \quad B(x, \alpha, \beta) = \hat{\alpha} \beta + \beta \alpha - (\hat{\alpha} + \hat{\beta}) x, \\
E(x, \alpha, \beta, \gamma) &= \frac{1}{E(x, \beta, \alpha, \gamma)} = \frac{(B(x, \alpha, \gamma) + (\alpha - \gamma) \hat{x})(B(x, \beta, \gamma) - (\beta - \gamma) \hat{x})}{(B(x, \alpha, \gamma) - (\alpha - \gamma) \hat{x})(B(x, \beta, \gamma) + (\beta - \gamma) \hat{x})}, \\
F(x, \alpha, \beta) &= 2 \hat{x} \frac{B(A(\alpha, \beta), \alpha, \beta)}{(\alpha - \beta)} + 2 g_3 + (A(\alpha, \beta) + x)(g_2 - 4 x A(\alpha, \beta)), \\
G(x, y, \alpha, \beta) &= F(x, \alpha, \beta) + 4 g(\alpha(\alpha) - x)^2.
\end{align*}
\] (121)

The expressions for \(z_j, z_j',\) and \(z_j''\) in (58) take a similar form (for \(z_j'\) and \(z_j''\) see (123)). Note that from (116), (117), and (118), the factor involving Weierstrass sigma functions in (120) is in the form of the gauge transformation of (94) and thus can effectively be set to 1. Also note that \(z_i\) is a ratio of polynomials of degree one in \(y_j',\) but degree two in \(y_j.\) Similarly the expressions for \(z_j, z_j',\) and \(z_j''\) from (58), will be ratios of polynomials of degree 1 and degree 2 in their first and second arguments respectively, instead of both degree 1. The consequence of this is that the resulting Yang-Baxter map for the elliptic case is birational rather than quadrirational. Such a quadratic dependence for these variables will only appear for this elliptic case.\(^2\)

Finally, let \(\Upsilon_1(z_j, y_j; y_j), \Upsilon_2(z_i, y_j; y_i),\) be the following expressions
\[
\begin{align*}
\Upsilon_1 &= \frac{z_j G(y_j, y_i, \beta_2, \alpha_1) E(y_j, \alpha_1, \beta_1) E(y_j, \beta_1, \beta_2, \alpha_1)^2 - G(y_j, y_i, \beta_2, \alpha_1) F(y_j, \beta_1, \alpha_1)}{4(y_j - A(\alpha_1, \beta_1))^2 (G(y_j, y_i, \alpha_1, \alpha_2) - z_j G(y_j, y_i, \beta_2, \alpha_1) E(y_j, \beta_1, \beta_2, \alpha_1)^2)}, \\
\Upsilon_2 &= \frac{z_j G(y_j, y_i, \beta_2, \alpha_1) E(y_j, \alpha_2, \beta_2) E(y_j, \alpha_2, \alpha_2)^2 - G(y_j, y_i, \alpha_2, \beta_2) F(y_j, \beta_2, \alpha_2)}{4(y_j - A(\alpha_2, \beta_2))^2 (G(y_j, y_i, \alpha_1, \alpha_2) - z_j G(y_j, y_i, \beta_2, \alpha_1) E(y_j, \alpha_1, \alpha_2, \beta_2)^2)},
\end{align*}
\] (122)

which are obtained by solving \(z_j,\) and \(z_i\) in (120), for \(y_j'\) and \(y_j''\), respectively.

Then the Yang-Baxter map \(R(\alpha, \beta): ((y_j, y_j), (z_i, z_j)) \mapsto ((y_j', y_j'), (z_j', z_j'))\) is given by
\[
\begin{align*}
y_j' &= \Upsilon_1, \quad z_j' = E(\Upsilon_1, \alpha_2, \alpha_1, \beta_1)^2 \frac{G(\Upsilon_1, y_j, \alpha_1, \beta_1) G(\Upsilon_1, \tilde{\Upsilon}_2, \beta_1, \alpha_2)}{G(\Upsilon_1, y_j, \beta_1, \alpha_1) G(\Upsilon_1, \tilde{\Upsilon}_2, \alpha_2, \beta_1)}, \\
y_j' &= \Upsilon_2, \quad z_j' = E(\Upsilon_2, \beta_2, \alpha_2, \beta_1)^2 \frac{G(\Upsilon_2, y_j, \alpha_2, \beta_2) G(\Upsilon_2, \tilde{\Upsilon}_1, \beta_1, \alpha_2)}{G(\Upsilon_2, y_j, \beta_2, \alpha_2) G(\Upsilon_2, \tilde{\Upsilon}_1, \alpha_2, \beta_1)}.
\end{align*}
\] (123)

According to Theorem 3.3, this is a solution of the FYBE (51).

\(^2\)The author expects that a simpler quadrirational expression should exist but was not able to obtain it.
4.2.2 Hyperbolic cases

In the following, for any variable or parameter $x$, the notation $\overline{x}$ will be used to denote
\[ \overline{x} = x + \sqrt{x^2 - 1}. \]  
(124)

This comes from the use of the expression for the inverse of the cosh function.

4.2.2.1 Case 1. This case results in two different solutions of the FYBE (52) that are obtained from the type-III solution of the CSTR in Table 3. The latter solution also leads to the Yang-Baxter maps that would be obtained from the two type-I solutions given in Table 3. The first set of classical R-matrices are given by (45) and (47), and the second set of classical R-matrices for this case are given by (46) and (48).

First, let $R_{uv}$ and $U_{uv}$ denote the classical R-matrices (45) and (47) that are constructed from the functions for the type-III solution of the CSTR from Table 3. The change of variables for (56) and (57) will be
\[ f(x) = e^x, \quad g(x) = \cosh(x), \quad h(x) = e^{ix}. \]  
(125)

For (45), setting $z_i = e^{R_{uv,i}(x_j';x_j)}$ and $z_j = e^{R_{uv,j}(x_i';x_i)}$ as in (58) and applying the change of variables (125) according to (56), allows to solve for $y'_i$ and $y'_j$ as $y'_i = \Upsilon_1(z_i, y_i; y_j)$ and $y'_j = \Upsilon_2(z_i, y_j; y_i)$, where
\[ \Upsilon_1 = y_j\frac{\alpha_1(\alpha_1 y_j + \beta_2 y_j) + \beta_1 z_j(\alpha_1 y_j + \beta_2 y_j)}{\beta_1(\alpha_1 y_j + \beta_2 y_j) + \alpha_1 z_j(\alpha_1 y_j + \beta_2 y_j)} , \quad \Upsilon_2 = y_i\frac{\alpha_2(\alpha_1 y_j + \beta_2 y_i) + \beta_2 z_i(\alpha_1 y_i + \beta_2 y_j)}{\beta_2(\alpha_1 y_i + \beta_2 y_j) + \alpha_2 z_i(\alpha_1 y_i + \beta_2 y_j)}. \]  
(126)

Also setting $z'_i = e^{R_{uv,i}(x_j;x'_j i')}$ and $z'_j = e^{R_{uv,j}(x_i;x'_j i')}$ as in (58) and applying the change of variables (125) according to (56), gives the desired expression for the Yang-Baxter map $R(\alpha, \beta): ((y_i, y_j), (z_i, z_j)) \mapsto ((y'_i, y'_j), (z'_i, z'_j))$ as
\[ y'_i = \Upsilon_1, \quad z'_i = \frac{(\alpha_1 y_j - \beta_1 \Upsilon_1)(\alpha_2 \Upsilon_1 + \beta_1 \Upsilon_2)}{(\alpha_1 - \beta_1 y_j)(\alpha_2 \Upsilon_2 + \beta_1 \Upsilon_1)}, \]
\[ y'_j = \Upsilon_2, \quad z'_j = \frac{(\alpha_2 y_i - \beta_2 \Upsilon_2)(\alpha_1 \Upsilon_2 + \beta_2 \Upsilon_1)}{(\alpha_2 - \beta_2 y_i)(\alpha_1 \Upsilon_1 + \beta_2 \Upsilon_2)}. \]  
(127)

According to Theorem 3.3, this is a solution of the FYBE (51).

Similarly, for (47), setting $z_i = e^{U_{uv,i}(x_j';x_j;x_i)}$ and $z_j = e^{U_{uv,j}(x_i';x_i;x_j)}$ as in (62) and applying the change of variables (125) according to (57), allows to solve for $y'_i$ and $y'_j$ as $y'_i = \Upsilon_3(z_i, y_i; y_j)$ and $y'_j = \Upsilon_4(z_i, y_j; y_i)$, where
\[ \Upsilon_3 = \frac{\beta_1 \beta_2 y_j(z_j - 1) + \alpha_1 y_j(z_j y_j - 1)}{\alpha_1 \alpha_1 y_j(z_j - 1) + \beta_2(z_j - \overline{y_j})}, \quad \Upsilon_4 = y_j z_i + y_i \frac{\alpha_2 + \alpha_1 z_i}{2\beta_2} + \beta_2 \frac{\alpha_1 + \alpha_2 z_i}{2\alpha_1 \alpha_2 y_i}. \]  
(128)

Also setting $z'_i = e^{U_{uv,i}(x_j;x'_j i')}$ and $z'_j = e^{U_{uv,j}(x_i;x'_j i')}$ as in (62) and applying the change of variables (125) according to (57), then gives the desired expression for the Yang-Baxter map $U(\alpha, \beta): ((y_i, y_j), (z_i, z_j)) \mapsto ((y'_i, y'_j), (z'_i, z'_j))$ as
\[ y'_i = \Upsilon_3, \quad z'_i = \frac{-\alpha_1 \beta_1^2 + \alpha_2^2 \Upsilon_3^2 + 2\alpha_2 \beta_1 \Upsilon_3 \Upsilon_4}{\alpha_2 \beta_1^2 + \alpha_1^2 \Upsilon_3^2 - 2\alpha_1 \beta_1 y_j \Upsilon_3}, \]
\[ y'_j = \Upsilon_4, \quad z'_j = \frac{(\alpha_2 y_i - \beta_2 \Upsilon_4)(\beta_1 + \alpha_2 \Upsilon_3 \overline{\Upsilon_4})}{(\alpha_2 \Upsilon_3 + \beta_1 \overline{\Upsilon_4})(\alpha_2 y_i \overline{\Upsilon_4} - \beta_2)}. \]  
(129)
According to Theorem 3.3, the Yang-Baxter maps (127) and (129) together are a solution of the FYBE (52).

Next, let \( R_{uv} \) and \( \hat{U}_{uv} \) denote the classical R-matrices (46) and (48) that are constructed from the functions for the type-III solution of the CSTR from Table 3. The change of variables for (56) and (57) will be

\[
f(x) = \cosh(x), \quad g(x) = e^x, \quad h(x) = e^{ix}.
\] (130)

For (46), setting \( z_i = e^{R_{uv,i}}(x'_i, x_i; x_i) \) and \( z_j = e^{R_{uv,j}}(x'_j, x_j; x_j) \) as in (58) (with \( R \) replaced by \( \hat{R} \)) and applying the change of variables (130) according to (56), allows to solve for \( y'_i \) and \( y'_j \) as

\[
y'_i = \Upsilon_1(1 - z_j)(\alpha_1^2 - \beta_1^2 + \alpha_1^2 \beta_1^2 - 2\alpha_1 \beta_2 \gamma_1 \gamma_2(\gamma_1 - \gamma_2^2 + (z_1 \gamma_2^2 - 1) \beta_2^2)\text{),}
\]

\[
y'_j = \Upsilon_2(1 - z_i)(\beta_2^2 + \alpha_2^2 \beta_2^2 + (\gamma_1 - z_i) \alpha_2^2 + (1 - z_i \gamma_1^2) \alpha_2^2 - 2\alpha_1 \beta_2 \gamma_1 \gamma_2((z_1 - \gamma_1^2) \beta_2^2 + z_1 \gamma_2^2 - 1)\text{)}
\]

Also setting \( z'_i = e^{\hat{R}_{uv,i}}(x'_i, x'_i; x'_i) \) and \( z'_j = e^{\hat{R}_{uv,j}}(x_i; x'_i; x'_i) \) as in (58) (with \( R \) replaced by \( \hat{R} \)) and applying the change of variables (130) according to (56), then gives the desired expression for the Yang-Baxter map \( R(\alpha, \beta) : ((y_i, y_j), (z_i, z_j)) \mapsto ((y'_i, y'_j), (z'_i, z'_j)) \) as

\[
y'_i = \Upsilon_1, \quad z'_i = \frac{(\alpha_1^2 + \beta_1^2 \gamma_1^2 - 2\alpha_1 \beta_1 \gamma_1 \gamma_2)(\beta_2^2 + \alpha_2^2 \beta_2^2 + 2\alpha_2 \beta_2 \gamma_1 \gamma_2)}{(\beta_1^2 + \alpha_1^2 \gamma_1^2 - 2\alpha_1 \beta_1 \gamma_1 \gamma_2)(\alpha_2^2 + \beta_2^2 \gamma_2^2 + 2\alpha_2 \beta_2 \gamma_1 \gamma_2)},
\]

\[
y'_j = \Upsilon_2, \quad z'_j = \frac{(\alpha_2^2 + \beta_2^2 \gamma_2^2 - 2\alpha_2 \beta_2 \gamma_1 \gamma_2)(\beta_1^2 + \alpha_1^2 \beta_1^2 + 2\alpha_1 \beta_1 \gamma_1 \gamma_2)}{(\beta_2^2 + \alpha_2^2 \gamma_2^2 - 2\alpha_2 \beta_2 \gamma_1 \gamma_2)(\alpha_1^2 + \beta_1^2 \gamma_1^2 + 2\alpha_1 \beta_1 \gamma_1 \gamma_2)}.
\] (132)

According to Theorem 3.3, this is a solution of the FYBE (51).

Similarly for (48), setting \( z_i = e^{U_{uv,i}}(x'_i, x_i; x_i) \) and \( z_j = e^{U_{uv,j}}(x'_j, x_j; x_j) \) as in (62) (with \( U \) replaced by \( \hat{U} \)) and applying the change of variables (130) according to (57), allows to solve for \( y'_i \) and \( y'_j \) as

\[
y'_i = \Upsilon_3(1 - z_j)(\alpha_1^2 - \beta_1^2 + \alpha_1^2 \beta_1^2 - 2\alpha_1 \beta_2 \gamma_1 \gamma_2(\gamma_1 - \gamma_2^2 + (z_1 \gamma_2^2 - 1) \beta_2^2)\text{),}
\]

\[
y'_j = \Upsilon_4(1 - z_i)(\beta_2^2 + \alpha_2^2 \beta_2^2 + (\gamma_1 - z_i) \alpha_2^2 + (1 - z_i \gamma_1^2) \alpha_2^2 - 2\alpha_1 \beta_2 \gamma_1 \gamma_2((z_1 - \gamma_1^2) \beta_2^2 + z_1 \gamma_2^2 - 1)\text{)}
\]

Also setting \( z'_i = e^{\hat{U}_{uv,i}}(x'_i, x'_i; x'_i) \) and \( z'_j = e^{\hat{U}_{uv,j}}(x_i; x'_i; x'_i) \) as in (62) (with \( U \) replaced by \( \hat{U} \)) and applying the change of variables (130) according to (57), then gives the desired expression for the Yang-Baxter map \( U(\alpha, \beta) : ((y_i, y_j), (z_i, z_j)) \mapsto ((y'_i, y'_j), (z'_i, z'_j)) \) as

\[
y'_i = \Upsilon_3, \quad z'_i = \frac{(\alpha_1 y_j - \beta_1 \gamma_3)(\beta_1 + \alpha_2 \gamma_4 \gamma_3)}{(\alpha_2 \gamma_4 + \beta_1 \gamma_3)(\alpha_1 y_j \gamma_3 - \beta_1)},
\]

\[
y'_j = \Upsilon_4, \quad z'_j = \frac{-2\beta_2 \gamma_2^2 + \alpha_2^2 \gamma_4^2 + 2\alpha_2 \beta_2 \gamma_4 \gamma_3}{\beta_1 \beta_2^2 + \alpha_2^2 \gamma_4^2 - 2\alpha_2 \beta_2 y_i \gamma_4}.
\] (134)

According to Theorem 3.3, the Yang-Baxter maps (132) and (134) together are a solution of the FYBE (52).
4.2.2.2 Case 2. The classical R-matrices for this case are given by (45) and (47) using the functions for the first type-II solution of the CSTR given in Table 3. The Yang-Baxter map for (45) was already derived in (127), so it remains to derive the Yang-Baxter map for (47).

The classical R-matrix (47) that is constructed from the functions for the first type-II solution of the CSTR from Table 3 is given by

\[ U_{uv}(x_i, x_j; x'_i, x'_j) = i(\pi(x_i + x_j + x'_i + x'_j) + (x_i - x'_i)(u_1 - u_2) + (x_j - x'_j)(v_1 - v_2)) \]

\[ + Li_2(-e^{xi+uj+iju_1-v_2}) - Li_2(e^{xi+uj+iju_2-v_2}) \]

\[ + Li_2(-e^{xi+uj+iju_1}) - Li_2(e^{xi+uj+iju_2}) + r(u, v). \]  

(135)

where \( r(u, v) \) represents terms that are constant with respect to \( x_i, x_j, x'_i, x'_j \). The change of variables used in (57) is given by

\[ f(x) = e^x, \quad g(x) = e^x, \quad h(x) = e^{ix}. \]  

(136)

Using the expressions (62) formed from the classical R-matrix (138) and applying the change of variables (136) according to (57), then gives the desired expression for the Yang-Baxter map

\[ U(\alpha, \beta) : ((y_i, y_j), (z_i, z_j)) \mapsto ((y'_i, y'_j), (z'_i, z'_j)) \]  

\[ \quad y'_i = y_i z_j + \frac{\beta_1 + \beta_2 z_j}{\alpha_1 y_j}, \quad z'_i = z_i + \frac{(\alpha_1 + \alpha_2 z_i)(\beta_1 + \beta_2 z_j)}{\alpha_1 \alpha_2 y_i y_j z_j}, \]

\[ \quad y'_j = y_j z_i + \frac{\alpha_1 + \alpha_2 z_i}{\alpha_1 \alpha_2 y_i}, \quad z'_j = z_j + \frac{(\alpha_1 + \alpha_2 z_i)(\beta_1 + \beta_2 z_j)}{\alpha_1 \alpha_2 y_i y_j z_i}. \]  

(137)

According to Theorem 3.3, (127) and (137) together are a solution of the FYBE (52).

4.2.2.3 Case 3. The classical R-matrices for this case are given by (45) and (47) using the functions for the second type-II solution of the CSTR given in Table 3. The Yang-Baxter map for (45) was already derived in (127), so it remains to derive the Yang-Baxter map for (47).

The classical R-matrix (47) that is constructed from the functions for the second type-II solution of the CSTR from Table 3 is given by

\[ U_{uv}(x_i, x_j; x'_i, x'_j) = (x_i - x'_i)(x'_j - x_j). \]  

(138)

The change of variables used in (57) is given by

\[ f(x) = e^x, \quad g(x) = e^x, \quad h(x) = e^{ix}. \]  

(139)

Using the expressions (62) formed from the classical R-matrix (138) and applying the change of variables (139) according to (57), then gives the desired expression for the Yang-Baxter map

\[ U(\alpha, \beta) : ((y_i, y_j), (z_i, z_j)) \mapsto ((y'_i, y'_j), (z'_i, z'_j)) \]  

\[ \quad y'_i = z_j y_i, \quad z'_i = z_i, \]

\[ \quad y'_j = z_i y_j, \quad z'_j = z_j. \]  

(140)

According to Theorem 3.3, (127) and (140) together are a solution of the FYBE (52).
4.2.3 Rational cases

4.2.3.1 Case 1. This case results in two different solutions of the FYBE \(52\) that are obtained from the type-III solution of the CSTR in Table 4. The latter solution also leads to the Yang-Baxter maps that would be obtained from the two type-I solutions given in Table 4. The first set of classical R-matrices are given by \(45\) and \(47\), and the second set of classical R-matrices are given by \(46\) and \(48\).

First, let \(R_{uv}\) and \(U_{uv}\) denote the classical R-matrices \(45\) and \(47\) that are constructed from the functions for the type-III solution of the CSTR from Table 4. The change of variables for \(56\) and \(57\) will be

\[
f(x) = x, \quad g(x) = x^2, \quad h(x) = ix.
\]

For \(45\), setting \(z_i = e^{R_{uv,j}(x_i',x_j;x_i)}\) and \(z_j = e^{R_{uv,j}(x_i',x_j;x_i)}\) as in \(58\) and applying the change of variables \(141\) according to \(56\), allows to solve for \(y'_i\) and \(y'_j\) as \(y'_i = Y_1(z_i, y_i; y_j)\) and \(y'_j = Y_2(z_i, y_j; y_i)\), where

\[
Y_1 = y_j + (\alpha_1 - \beta_1) \frac{(z_j + 1)(y_i - y_j) + (1 - z_j)(\alpha_1 - \beta_2)}{(1 - z_j)(y_i - y_j) + (z_j + 1)(\alpha_1 - \beta_2)},
Y_2 = y_i + (\alpha_2 - \beta_2) \frac{(z_i + 1)(y_i - y_j) + (z_i - 1)(\alpha_1 - \beta_2)}{(1 - z_i)(y_i - y_j) - (z_i + 1)(\alpha_1 - \beta_2)}.\]

Also setting \(z_i' = e^{R_{uv,j}(x_i',x_j';x_i')}\) and \(z_j' = e^{R_{uv,j}(x_i',x_j';x_i')}\) as in \(58\) and applying the change of variables \(141\) according to \(56\), then gives the desired expression for the Yang-Baxter map \(R(\alpha, \beta): ((y_i, y_j), (z_i, z_j)) \mapsto ((y'_i, y'_j), (z'_i, z'_j))\) as

\[
y'_i = Y_1, \quad z'_i = \frac{(\alpha_1 - \beta_1 + (y_j - Y_1))(\alpha_2 - \beta_1 + (Y_1 - Y_2))}{(\alpha_1 - \beta_1 - (y_j - Y_1))(\alpha_2 - \beta_1 - (Y_1 - Y_2))},
y'_j = Y_2, \quad z'_j = \frac{(\alpha_2 - \beta_2 + (y_i - Y_2))(\alpha_2 - \beta_1 - (Y_1 - Y_2))}{(\alpha_2 - \beta_2 - (y_i - Y_2))(\alpha_2 - \beta_1 + (Y_1 - Y_2))}.
\]

According to Theorem 3.3, this is a solution of the FYBE \(51\).

Similarly for \(47\), setting \(z_i = e^{U_{uv,j}(x_i',x_j;x_i)}\) and \(z_j = e^{U_{uv,j}(x_i',x_j;x_i)}\) as in \(62\) and applying the change of variables \(141\) according to \(57\), allows to solve for \(y'_i\) and \(y'_j\) as \(y'_i = Y_3(z_j, y_i; y_j)\) and \(y'_j = Y_4(z_i, y_j; y_i)\), where

\[
Y_3 = (\beta_1 - \alpha_1) + \frac{(z_j - 1)y_j + (z_j + 1)(y_i + \alpha_1 - \beta_2)\sqrt{y_j}}{(z_j - 1)(y_i + \alpha_1 - \beta_2) + (z_j + 1)\sqrt{y_j}},
Y_4 = (\alpha_2 - \beta_2 + y_i)^2 + z_i(y_j - (\alpha_1 - \beta_2 + y_i)^2).
\]

Also setting \(z_i' = e^{U_{uv,j}(x_i',x_j';x_i')}\) and \(z_j' = e^{U_{uv,j}(x_i',x_j';x_i')}\) as in \(62\) and applying the change of variables \(141\) according to \(57\), then gives the desired expression for the Yang-Baxter map \(U(\alpha, \beta): ((y_i, y_j), (z_i, z_j)) \mapsto ((y'_i, y'_j), (z'_i, z'_j))\) as

\[
y'_i = Y_3, \quad z'_i = \frac{Y_4 - (\alpha_2 - \beta_1 + Y_3)^2}{y_j - (\alpha_1 - \beta_1 + Y_3)^2},
y'_j = Y_4, \quad z'_j = \frac{(\alpha_2 - \beta_2 + y_i - \sqrt{Y_4})(\alpha_2 - \beta_1 + Y_3 + \sqrt{Y_4})}{(\alpha_2 - \beta_2 + y_i + \sqrt{Y_4})(\alpha_2 - \beta_1 + Y_3 - \sqrt{Y_4})}.
\]
According to Theorem 3.3, the Yang-Baxter maps (143) and (145) together are a solution of the FYBE (52).

Next, let $\hat{R}_{uv}$ and $\hat{U}_{uv}$ denote the classical R-matrices (46) and (48) that are constructed from the functions for the type-III solution of the CSTR from Table 4. The change of variables for (56) and (57) will be

$$f(x) = x^2, \quad g(x) = x, \quad h(x) = ix.$$  \hfill (146)

For (46), setting $z_i = e^{\hat{R}_{uv,i}(x'_j, x_j; x_i)}$ and $z_j = e^{\hat{R}_{uv,j}(x'_j, x_j; x_i)}$ as in (58) (with $R$ replaced by $\hat{R}$) and applying the change of variables (146) according to (56), allows to solve for $y'_i$ and $y'_j$ as $y'_i = \Upsilon_1(z_j, y_i; y_j)$ and $y'_j = \Upsilon_2(z_i, y_j; y_i)$, where

$$\Upsilon_1 = y_j + (\alpha_1 - \beta_1)^2 \left(1 - \frac{2\sqrt{y_j}}{\alpha_1 - \beta_1} \frac{(y_j - y_i + (\alpha_1 - \beta_2)^2)(z_j + 1) + 2(\alpha_1 - \beta_2)(z_j - 1)\sqrt{y_j}}{y_j - (\alpha_1 - \beta_2)(y_j - y_i + (\alpha_1 - \beta_2)^2)(z_j - 1) + 2(\alpha_1 - \beta_2)(z_j - 1)\sqrt{y_j}} \right),$$

$$\Upsilon_2 = y_i + (\alpha_2 - \beta_2)^2 \left(1 - \frac{2\sqrt{y_i}}{\alpha_2 - \beta_2} \frac{(y_i - y_j + (\alpha_1 - \beta_2)^2)(z_i + 1) + 2(\alpha_1 - \beta_2)(z_i - 1)\sqrt{y_i}}{y_i - (\alpha_1 - \beta_2)(y_i - y_j + (\alpha_1 - \beta_2)^2)(z_i - 1) + 2(\alpha_1 - \beta_2)(z_i - 1)\sqrt{y_i}} \right).$$ \hfill (147)

Also setting $z'_i = e^{\hat{R}_{uv,i'}(x_j, x'_j; x'_i)}$ and $z'_j = e^{\hat{R}_{uv,j'}(x_j, x'_j; x'_i)}$ as in (58) (with $R$ replaced by $\hat{R}$) and applying the change of variables (146) according to (56), then gives the desired expression for the Yang-Baxter map $R(\alpha, \beta): ((y_i, y_j), (z_i, z_j)) \mapsto ((y'_i, y'_j), (z'_i, z'_j))$ as

$$y'_i = \Upsilon_1, \quad z'_i = \frac{(y_j - (\alpha_1 - \beta_1 - \sqrt{\Upsilon_1})^2)((y_j - (\alpha_1 - \beta_1 + \sqrt{\Upsilon_1})^2))}{(y_j - (\alpha_1 - \beta_1 + \sqrt{\Upsilon_1})^2)((y_j - (\alpha_1 - \beta_1 - \sqrt{\Upsilon_1})^2))},$$

$$y'_j = \Upsilon_2, \quad z'_j = \frac{(y_i - (\alpha_2 - \beta_2 - \sqrt{\Upsilon_2})^2)((y_i - (\alpha_2 - \beta_2 + \sqrt{\Upsilon_2})^2))}{(y_i - (\alpha_2 - \beta_2 + \sqrt{\Upsilon_2})^2)((y_i - (\alpha_2 - \beta_2 - \sqrt{\Upsilon_2})^2))}.\hfill (148)$$

According to Theorem 3.3, this is a solution of the FYBE (51).

Similarly for (48), setting $z_i = e^{\hat{U}_{uv,i}(x'_j, x_j; x_i)}$ and $z_j = e^{\hat{U}_{uv,j}(x'_j, x_j; x_i)}$ as in (62) (with $U$ replaced by $\hat{U}$) and applying the change of variables (130) according to (57), allows to solve for $y'_i$ and $y'_j$ as $y'_i = \Upsilon_3(z_j, y_i; y_j)$ and $y'_j = \Upsilon_4(z_i, y_j; y_i)$, where

$$\Upsilon_3 = (\alpha_1 - \beta_1 + y_j)^2 + z_j(y_i - (\alpha_1 - \beta_2 + y_j)^2),$$

$$\Upsilon_4 = (\alpha_2 - \beta_2 + y_i)^2 + \frac{(z_i - 1)y_i + (z_i + 1)(y_j + \alpha_1 - \beta_2)\sqrt{y_i}}{(z_i - 1)(y_j + \alpha_1 - \beta_2) + (z_i + 1)\sqrt{y_i}}.\hfill (149)$$

Also setting $z'_i = e^{\hat{U}_{uv,i'}(x_j, x'_j; x'_i)}$ and $z'_j = e^{\hat{U}_{uv,j'}(x_j, x'_j; x'_i)}$ as in (62) (with $U$ replaced by $\hat{U}$) and applying the change of variables (130) according to (57), then gives the desired expression for the Yang-Baxter map $U(\alpha, \beta): ((y_i, y_j), (z_i, z_j)) \mapsto ((y'_i, y'_j), (z'_i, z'_j))$ as

$$y'_i = \Upsilon_3, \quad z'_i = \frac{(\alpha_1 - \beta_1 + y_j - \sqrt{\Upsilon_3})(\alpha_2 - \beta_1 + \Upsilon_4 + \sqrt{\Upsilon_3})}{(\alpha_1 - \beta_1 + y_j + \sqrt{\Upsilon_3})(\alpha_2 - \beta_1 + \Upsilon_4 - \sqrt{\Upsilon_3})},$$

$$y'_j = \Upsilon_4, \quad z'_j = \frac{\Upsilon_3 - (\alpha_2 - \beta_1 + \Upsilon_4)^2}{y_i - (\alpha_2 - \beta_2 + \Upsilon_4)^2}.\hfill (150)$$

According to Theorem 3.3, the Yang-Baxter maps (148) and (150) together are a solution of the FYBE (52).
4.2.3.2 Case 2. The classical R-matrices for this case are given by (45) and (47) using the functions for the type-II solution of the CSTR given in Table 4. The Yang-Baxter map for (45) was already derived in (143), so it remains to derive the Yang-Baxter map for (47).

The classical R-matrix (47) that is constructed from the functions for the first type-II solution of the CSTR from Table 3 is given by (recall that $\gamma(z)$ is defined in (99))

$$U_{uv}(x_i, x_j; x'_i, x'_j) = \gamma(x_i + x_j + i(u_1 - v_2)) + \gamma(-x_i - x'_j - i(u_2 - v_2)) + \gamma(x'_i + x'_j + i(u_2 - v_1)) + \gamma(-x'_i - x_j - i(u_1 - v_1)).$$

(151)

The change of variables used in (57) is given by

$$f(x) = x, \quad g(x) = x, \quad h(x) = ix.$$

(152)

Using the expressions (62) formed from the classical R-matrix (151) and applying the change of variables (152) according to (57), then gives the desired expression for the Yang-Baxter map $U(\alpha, \beta): ((y_i, y_j), (z_i, z_j)) \mapsto ((y'_i, y'_j), (z'_i, z'_j))$ as

$$y'_i = -y_i - (\alpha_1 - \beta_1) + z_j (\alpha_1 - \beta_2 + y_i + y_j), \quad z'_i = z_j^{-1}(z_i + z_j - 1),$$

(153)

$$y'_j = -y_i - (\alpha_2 - \beta_2) + z_i (\alpha_1 - \beta_2 + y_i + y_j), \quad z'_j = z_i^{-1}(z_i + z_j - 1).$$

According to Theorem 3.3, the Yang-Baxter maps (153) and (143) together are a solution of the FYBE (52).

4.2.4 Algebraic cases

4.2.4.1 Case 1. This case results in two different solutions of the FYBE (52) that are obtained from the type-III solution of the CSTR in Table 5. The first set of classical R-matrices for this case are given by (45) and (47), and the second set of classical R-matrices for this case are given by (46) and (48). The Yang-Baxter map for (46) has already been derived in (143).

First, let $R_{uv}$ and $U_{uv}$ denote the classical R-matrices (45) and (47) that are constructed from the functions for the type-III solution of the CSTR from Table 5. The change of variables for (56) and (57) will be

$$f(x) = x, \quad g(x) = x, \quad h(x) = ix.$$

(154)

For (45), setting $z_i = R_{uv,i}(x'_i, x_i; x_i)$ and $z_j = R_{uv,j}(x'_i, x'_i; x_j)$ (the exponentials in (58) are not needed) and applying the change of variables (154) according to (56), allows to solve for $y'_i$ and $y'_j$ as $y'_i = \Upsilon_1(z_j, y_i; y_j)$ and $y'_j = \Upsilon_2(z_i, y_j; y_i)$, where

$$\Upsilon_1 = y_j + \frac{(y_i - y_j)(\alpha_1 - \beta_1)}{z_j(y_i - y_j) + (\alpha_1 - \beta_2)}, \quad \Upsilon_2 = y_i + \frac{(y_i - y_j)(\alpha_2 - \beta_2)}{z_i(y_i - y_j) - (\alpha_1 - \beta_2)}.$$

(155)

Also setting $z'_i = R_{uv,i'}(x_i, x'_i; x'_i)$ and $z'_j = R_{uv,j'}(x_i, x'_i; x'_j)$ (the exponentials in (58) are not needed) and applying the change of variables (154) according to (56), then gives the desired expression for the Yang-Baxter map $R(\alpha, \beta): ((y_i, y_j), (z_i, z_j)) \mapsto ((y'_i, y'_j), (z'_i, z'_j))$ as

$$y'_i = \Upsilon_1, \quad z'_i = \frac{\beta_1 - \alpha_2}{\Upsilon_1 - \Upsilon_2} - \frac{\alpha_1 - \beta_1}{y_j - \Upsilon_1},$$

$$y'_j = \Upsilon_2, \quad z'_j = \frac{\alpha_2 - \beta_1}{\Upsilon_1 - \Upsilon_2} - \frac{\alpha_2 - \beta_2}{y_j - \Upsilon_2}.$$

(156)
According to Theorem 3.3, this is a solution of the FYBE (51).

Next, the expression for (47) is given by

\[
U_{uv}(x_i, x_j; x'_i, x'_j) = (u_1 - v_2 - i x_j) \log(x_j) - (u_2 - v_2 - i x'_j) \log(-x_i) + (u_2 - v_1 - i x'_j) \log(x'_i) - (u_1 - v_1 - i x_j) \log(-x'_i).
\] (157)

Setting \( z_i = U_{uv,i}(x'_i, x_j; x_i), z_j = e^{U_{uv,j}(x'_i, x_j; x_i)}, \) \( z'_i = U_{uv,i'}(x'_i, x_j; x'_i), \) and \( z'_j = e^{U_{uv,j'}(x'_i, x_j; x'_i)} \) (two of the exponentials in (62) are not needed), then gives the desired expression for the Yang-Baxter map \( U(\alpha, \beta): (y_i, y_j), (z_i, z_j) \mapsto ((y'_i, y'_j), (z'_i, z'_j)) \) as

\[
y'_i = -z_j y_i, \quad z'_i = -z_i z_j^{-1},
y'_j = y_j + y_i z_i + \alpha_1 - \alpha_2, \quad z'_j = z_j.
\] (158)

According to Theorem 3.3, the Yang-Baxter maps (156) and (158) together are a solution of the FYBE (52).

The expression for (48) is given by

\[
U_{uv}(x_i, x_j; x'_i, x'_j) = (u_1 - v_2 - i x_i) \log(x_i) - (u_1 - v_1 - i x'_j) \log(-x_j) + (u_2 - v_1 - i x'_i) \log(x'_j) - (u_2 - v_2 - i x_i) \log(-x'_j).
\] (159)

Setting \( z_i = e^{U_{uv,i}(x'_i, x_j; x_i)}, z_j = U_{uv,j}(x'_i, x_j; x_i), z'_i = e^{U_{uv,i'}(x'_i, x_j; x_i)}, \) and \( z'_j = U_{uv,j'}(x'_i, x_j; x'_i) \) (two of the exponentials in (62) are not needed), then gives the desired expression for the Yang-Baxter map \( U(\alpha, \beta): (y_i, y_j), (z_i, z_j) \mapsto ((y'_i, y'_j), (z'_i, z'_j)) \) as

\[
y'_i = y_i + y_j z_j + \beta_1 - \beta_2, \quad z'_i = z_i,
y'_j = -z_i y_j, \quad z'_j = -z_j z_i^{-1}.
\] (160)

According to Theorem 3.3, the Yang-Baxter maps (143) and (160) together are a solution of the FYBE (52).

4.2.4.2 Case 2. For this case the classical R-matrices are given by (45) and (47) with the functions of the type-II solution of the CSTRs given in Table 5. The Yang-Baxter map for (45) was already derived in (156), so it remains to derive the Yang-Baxter map for (47). The classical R-matrix (47) is given by (this ends up being the same as (138))

\[
U_{uv}(x_i, x_j; x'_i, x'_j) = (x_i - x'_i)(x'_j - x_j).
\] (161)

Setting \( z_i = U_{uv,i}(x'_i, x_j; x_i), z_j = U_{uv,j}(x'_i, x_j; x_i), z'_i = U_{uv,i'}(x'_i, x_j; x'_i), \) and \( z'_j = U_{uv,j'}(x'_i, x_j; x'_i) \) (the exponentials in (62) are not needed, in contrast with (138)), and applying the change of variables (154) according to (57), then gives the desired expression for the Yang-Baxter map \( U(\alpha, \beta): (y_i, y_j), (z_i, z_j) \mapsto ((y'_i, y'_j), (z'_i, z'_j)) \) as

\[
y'_i = y_i + z_j, \quad z'_i = z_i,
y'_j = y_j + z_i, \quad z'_j = z_j.
\] (162)

According to Theorem 3.3, the Yang-Baxter maps (156) and (162) together are a solution of the FYBE (52).
5 Summary

In this paper it was shown how quadrirational Yang-Baxter maps (YBMs) that are solutions to the functional (or set-theoretical) form of the Yang-Baxter equation, are directly related to the star-triangle relations, which are a special form of the Yang-Baxter equation whose solutions are given in terms of special functions. Using explicit solutions of the classical star-triangle relations, a new set of sixteen YBMs was derived which have both two-component variables and two-component parameters. Six of these YBMs satisfy the usual form of Yang-Baxter equation given by (51), and these Yang-Baxter maps can also be paired with different YBMs to solve the entwining form of Yang-Baxter equation given by (52). Apart from the elliptic case, each of these YBMs were found to be quadrirational, while only the YBMs that solve the FYBE (51) were found to be reversible.

The method of this paper relies on using a certain vertex form of the Yang-Baxter equation that is implied by the star-triangle relation. In principle there could exist solutions of the former equation that are independent of the latter, with several well-known examples at the quantum level, such as the 8-vertex model [1]. Such independent solutions would likely lead to different YBMs from the ones in this paper, which have all originated from a star-triangle relation. In particular, it is expected that extending the YBMs of this paper to multicomponent variables (specifically, 2n-component variables, for n = 1, 2, ...) will require the use of such equations that are independent of the star-triangle relations, such as those from [69]. It is also possible that other forms of the Yang-Baxter equation that are solved by different combinations of the classical R-matrices $R_{uv}$ and $U_{uv}$ could be constructed from the same star-triangle relations that were used in this paper, which would then lead to different forms of the FYBE. Such a different classical Yang-Baxter equation that involves only the classical R-matrix $U_{uv}$ (in the notation of this paper) appears to have arisen in the quantum group approach introduced by Bazhanov and Sergeev [35]. The existence of other solutions of this form of the Yang-Baxter equation and the connection to Yang-Baxter maps needs further detailed investigation. Also motivated by the latter work [35] (see also [36,40]), the author expects that it will be important to understand what are the quantum group structures, if any, associated to the YBMs of this paper. Finally, the star-triangle relation may be interpreted as a quantum analogue of discrete integrable systems which arise in the quasi-classical limit [4,11,12,57], and it would be interesting to better understand what this implies for the Yang-Baxter maps of this paper.
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Appendix A List of Yang-Baxter maps

For a variable or parameter $x$, recall the following notations used from Section 4:

\[
\dot{x}^2 = 4x^3 - g_2x - g_3, \quad \ddot{x} = \frac{x^2}{4(x - \wp(\omega_2))^2} - x - \wp(\omega_2), \quad \varpi = x + \sqrt{x^2 - 1}, \quad (A.1)
\]

where $\wp(x)$ is the Weierstrass elliptic function with elliptic invariants $g_2, g_3$, or associated half-periods $\omega_1, \omega_2$. 
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A.1 Solutions of the FYBE (51)

Each Yang-Baxter map \( R(\alpha, \beta): ((y_i, y_j), (z_i, z_j)) \mapsto ((y'_i, y'_j), (z'_i, z'_j)) \) given below is a solution to the FYBE (51). Each map is quadrirational satisfying Proposition 3.1 (except for \( R6 \) which is birational), and reversible satisfying Proposition 3.2.

\[
(R6) \quad A(\alpha, \beta) = \frac{(\dot{\alpha} + \dot{\beta})^2}{4(\alpha - \beta)^2} - \alpha - \beta, \quad B(x, \alpha, \beta) = \dot{\alpha} \beta + \dot{\beta} \alpha - (\dot{\alpha} + \dot{\beta})x,
\]

\[
E(x, \alpha, \beta, \gamma) = \frac{1}{E(x, \beta, \alpha, \gamma)} = \frac{(B(x, \alpha, \gamma) + (\alpha - \gamma) \dot{x})(B(x, \beta, \gamma) - (\beta - \gamma) \dot{x})}{(B(x, \alpha, \gamma) - (\alpha - \gamma) \dot{x})(B(x, \beta, \gamma) + (\beta - \gamma) \dot{x})},
\]

\[
F(x, \alpha, \beta) = 2 \dot{x} \frac{B(A(\alpha, \beta), \alpha, \beta)}{\alpha - \beta} + 2g_3 + (A(\alpha, \beta) + x)(g_2 - 4x A(\alpha, \beta)),
\]

\[
G(x, y, \alpha, \beta) = F(x, \alpha, \beta) + 4g(A(\alpha, \beta) - x)^2.
\]

\[
\Upsilon_1 = \frac{z_j G(y_j, y_j, \beta_2, \alpha_1) F(y_j, \alpha_1, \beta_1) E(y_j, \alpha_1, \beta_1, \alpha_1, \beta_1) E(y_j, \alpha_1, \beta_1, \alpha_1, \beta_1) - G(y_j, y_j, \alpha_1, \beta_1) F(y_j, \beta_1, \alpha_1)}{4(y_j - A(\alpha_1, \beta_1))^2 (G(y_j, y_j, \alpha_1, \beta_1) - z_j G(y_j, y_j, \beta_1, \alpha_1) E(y_j, \beta_1, \alpha_1, \beta_1, \alpha_1)^2)},
\]

\[
\Upsilon_2 = \frac{z_i G(y_i, y_i, \beta_2, \alpha_1) F(y_i, \alpha_2, \beta_2) E(y_i, \alpha_2, \beta_2, \alpha_2, \beta_2) E(y_i, \alpha_2, \beta_2, \alpha_2, \beta_2) - G(y_i, y_i, \alpha_2, \beta_2) F(y_i, \beta_2, \alpha_2)}{4(y_i - A(\alpha_2, \beta_2))^2 (G(y_i, y_i, \alpha_2, \beta_2) - z_i G(y_i, y_i, \beta_2, \alpha_2) E(y_i, \beta_2, \alpha_2, \beta_2, \alpha_2)^2)}.
\]

\[
y'_i = \Upsilon_1, \quad z'_i = E(\Upsilon_1, \alpha_2, \alpha_1, \beta_1) \frac{G(\Upsilon_1, y_j, \alpha_1, \beta_1) G(\Upsilon_1, \Upsilon_2, \beta_1, \alpha_2)}{G(\Upsilon_1, y_j, \beta_1, \alpha_1) G(\Upsilon_1, \Upsilon_2, \alpha_2, \beta_1)},
\]

\[
y'_j = \Upsilon_2, \quad z'_j = E(\Upsilon_2, \beta_2, \beta_1, \alpha_2) \frac{G(\Upsilon_2, y_i, \alpha_2, \beta_2) G(\Upsilon_2, \Upsilon_1, \alpha_1, \beta_1)}{G(\Upsilon_2, y_i, \beta_2, \alpha_2) G(\Upsilon_2, \Upsilon_1, \beta_1, \alpha_1)}.
\]

\[
(R5) \quad \Upsilon_1 = \frac{y_j^2 (1 - z_j) \left( \alpha_1^2 + \frac{\beta_1^2 \beta_2^2}{\alpha_1^2} \right) + (y_j^4 - z_j) \beta_2^2 + (1 - z_j y_j^4) \beta_2^2 - 2 \alpha_1 \beta_2 y_j y_j^4 \left( z_j - y_j^2 + (z_j y_j^2 - 1) \frac{\beta_2^2}{\alpha_1^2} \right) + 2 \alpha_1 \beta_2 y_j y_j^4 \left( z_j - y_j^2 - (z_j y_j^2 - 1) \frac{\beta_2^2}{\alpha_1^2} \right)}{2 \alpha_1 \beta_2 (\beta_2^2 y_j^2 - z_j) + \alpha_1^2 (1 - z_j y_j^4) - 2 \alpha_1 \beta_2 y_j y_j^4 (z_j - 1))},
\]

\[
\Upsilon_2 = \frac{y_i^2 (1 - z_i) \left( \beta_2^2 + \frac{\alpha_2^2 \alpha_1^2}{\beta_2^2} \right) + (y_i^4 - z_i) \alpha_2^2 + (1 - z_i y_i^4) \alpha_2^2 - 2 \alpha_1 \beta_2 y_i y_i^4 \left( z_i - y_i^2 + (z_i y_i^2 - 1) \frac{\alpha_2^2}{\beta_2^2} \right) + 2 \alpha_1 \beta_2 y_i y_i^4 \left( z_i - y_i^2 - (z_i y_i^2 - 1) \frac{\alpha_2^2}{\beta_2^2} \right)}{2 \alpha_2 \beta_2 (\beta_2^2 y_i^2 - z_i) + \alpha_1^2 (1 - z_i y_i^4) - 2 \alpha_1 \beta_2 y_i y_i^4 (z_i - 1))},
\]

\[
y'_i = \Upsilon_1, \quad z'_i = \frac{(\alpha_1^2 + \beta_1^2 y_j^2 - 2 \alpha_1 \beta_1 y_j y_j^4) \left( \alpha_2^2 + \beta_2^2 y_j^2 - 2 \alpha_2 \beta_2 y_j y_j^4 \right)}{(\beta_1^2 + \alpha_1^2 y_j^2 - 2 \alpha_1 \beta_1 y_j y_j^4) \left( \alpha_2^2 + \beta_2^2 y_j^2 - 2 \alpha_2 \beta_2 y_j y_j^4 \right)} + \frac{2 \alpha_1 \beta_2 y_j y_j^4}{2 \alpha_1 \beta_2 y_j y_j^4 (z_j - 1)}
\]

\[
y'_j = \Upsilon_2, \quad z'_j = \frac{(\alpha_2^2 + \beta_2^2 y_i^2 - 2 \alpha_2 \beta_2 y_i y_i^4) \left( \alpha_1^2 + \beta_1^2 y_i^2 - 2 \alpha_1 \beta_1 y_i y_i^4 \right)}{(\beta_2^2 + \alpha_2^2 y_i^2 - 2 \alpha_2 \beta_2 y_i y_i^4) \left( \alpha_1^2 + \beta_1^2 y_i^2 - 2 \alpha_1 \beta_1 y_i y_i^4 \right)} + \frac{2 \alpha_1 \beta_2 y_i y_i^4}{2 \alpha_1 \beta_2 y_i y_i^4 (z_i - 1)}
\]
(R4)
\[
\begin{align*}
\Upsilon_1 &= y_j \frac{\alpha_1 (\alpha_1 y_j + \beta_2 y_j) + \beta_1 z_j (\alpha_1 y_j + \beta_2 y_j)}{\beta_1 (\alpha_1 y_j + \beta_2 y_j) + \alpha_1 z_j (\alpha_1 y_j + \beta_2 y_j)}, \\
\Upsilon_2 &= y_i \frac{\alpha_2 (\alpha_1 y_j + \beta_2 y_j) + \beta_2 z_i (\alpha_1 y_j + \beta_2 y_j)}{\beta_2 (\alpha_1 y_j + \beta_2 y_j) + \alpha_2 z_i (\alpha_1 y_i + \beta_2 y_j)}.
\end{align*}
\]

\[
\begin{align*}
y'_i &= \Upsilon_1, & z'_i &= \frac{(\alpha_1 y_j - \beta_1 \Upsilon_1)(\alpha_2 \Upsilon_1 + \beta_1 \Upsilon_2)}{(\alpha_1 \Upsilon_1 - \beta_1 y_j)(\alpha_2 \Upsilon_2 + \beta_1 \Upsilon_1)}, \\
y'_j &= \Upsilon_2, & z'_j &= \frac{(\alpha_2 y_i - \beta_2 \Upsilon_2)(\alpha_2 \Upsilon_2 + \beta_1 \Upsilon_1)}{(\alpha_2 \Upsilon_2 - \beta_2 y_i)(\alpha_2 \Upsilon_1 + \beta_1 \Upsilon_2)}.
\end{align*}
\]

(R3)
\[
\begin{align*}
\Upsilon_1 &= y_j + (\alpha_1 - \beta_1)^2 \left(1 - \frac{2\sqrt{y_j}}{\alpha_1 - \beta_1} \left( y_j - y_i + (\alpha_1 - \beta)^2 \frac{z_i + 1}{2} + (\alpha_1 - \beta_2)(z_j - 1)\sqrt{y_j} \right) \right), \\
\Upsilon_2 &= y_i + (\alpha_2 - \beta_2)^2 \left(1 - \frac{2\sqrt{y_i}}{\alpha_2 - \beta_2} \left( y_i - y_j + (\alpha_1 - \beta_2)^2 \frac{z_i + 1}{2} + (\alpha_1 - \beta_2)(z_i + 1)\sqrt{y_i} \right) \right).
\end{align*}
\]

\[
\begin{align*}
y'_i &= \Upsilon_1, & z'_i &= \frac{(y_j - (\alpha_1 - \beta_1 - \sqrt{\Upsilon_1})^2)(\Upsilon_2 - (\alpha_2 - \beta_1 + \sqrt{\Upsilon_1})^2)}{(y_j - (\alpha_1 - \beta_1 + \sqrt{\Upsilon_1})^2)(\Upsilon_2 - (\alpha_2 - \beta_1 - \sqrt{\Upsilon_1})^2)}, \\
y'_j &= \Upsilon_2, & z'_j &= \frac{(y_i - (\alpha_2 - \beta_2 - \sqrt{\Upsilon_2})^2)(\Upsilon_1 - (\alpha_2 - \beta_1 + \sqrt{\Upsilon_2})^2)}{(y_i - (\alpha_2 - \beta_2 + \sqrt{\Upsilon_2})^2)(\Upsilon_1 - (\alpha_2 - \beta_1 - \sqrt{\Upsilon_2})^2)}.
\end{align*}
\]

(R2)
\[
\begin{align*}
\Upsilon_1 &= y_j + (\alpha_1 - \beta_1) \left( \frac{(z_j + 1)(y_i - y_j) + (1 - z_j)(\alpha_1 - \beta_2)}{(1 - z_j)(y_i - y_j) + (z_j + 1)(\alpha_1 - \beta_2)} \right), \\
\Upsilon_2 &= y_i + (\alpha_2 - \beta_2) \left( \frac{(z_i + 1)(y_i - y_j) + (z_i - 1)(\alpha_1 - \beta_2)}{(1 - z_i)(y_i - y_j) - (z_i + 1)(\alpha_1 - \beta_2)} \right).
\end{align*}
\]

\[
\begin{align*}
y'_i &= \Upsilon_1, & z'_i &= \frac{(\alpha_1 - \beta_1 + (y_j - \Upsilon_1))(\alpha_2 - \beta_1 + (\Upsilon_1 - \Upsilon_2))}{(\alpha_1 - \beta_1 - (y_j - \Upsilon_1))(\alpha_2 - \beta_1 - (\Upsilon_1 - \Upsilon_2))}, \\
y'_j &= \Upsilon_2, & z'_j &= \frac{(\alpha_2 - \beta_2 + (y_i - \Upsilon_2))(\alpha_2 - \beta_1 + (\Upsilon_1 - \Upsilon_2))}{(\alpha_2 - \beta_2 - (y_i - \Upsilon_2))(\alpha_2 - \beta_1 - (\Upsilon_1 - \Upsilon_2))}.
\end{align*}
\]

(R1)
\[
\begin{align*}
\Upsilon_1 &= y_j + \frac{(y_i - y_j)(\alpha_1 - \beta_1)}{z_j(y_i - y_j) + (\alpha_1 - \beta_2)}, & \Upsilon_2 &= y_i + \frac{(y_i - y_j)(\alpha_2 - \beta_2)}{z_i(y_i - y_j) - (\alpha_1 - \beta_2)}.
\end{align*}
\]

\[
\begin{align*}
y'_i &= \Upsilon_1, & z'_i &= \frac{\beta_1 - \alpha_2}{\Upsilon_1 - \Upsilon_2} \frac{\alpha_1 - \beta_1}{y_j - \Upsilon_1}, \\
y'_j &= \Upsilon_2, & z'_j &= \frac{\alpha_2 - \beta_1}{\Upsilon_1 - \Upsilon_2} \frac{\alpha_2 - \beta_2}{y_i - \Upsilon_2}.
\end{align*}
\]
A.2 Solutions of the FYBE (52)

Each Yang-Baxter map $U(\alpha, \beta): ((y_i, y_j), (z_i, z_j)) \mapsto ((y'_i, y'_j), (z'_i, z'_j))$ given below is a solution to the FYBE (52), together with one of the Yang-Baxter maps $R(\alpha, \beta)$ given above. Each map is quadrirational satisfying Proposition 3.1, but these maps are not reversible.

\[(U5)\]
\[
\begin{align*}
\Upsilon_1 &= y_i z_j + \frac{\beta_1 + \beta_2 z_j}{2 \alpha_1 y_j} + \alpha_1 y_j \frac{\beta_2 + \beta_1 z_j}{2 \beta_1 \beta_2}, \\
\Upsilon_2 &= \frac{\beta_2 \beta_2 \Upsilon_i (z_i - 1) + \alpha_1 y_j (z_i, \Upsilon_i^2 - 1)}{\alpha_2 \alpha_1 y_j (z_i - 1) + \beta_2 (z_i - \Upsilon_i^2)}.
\end{align*}
\]
\[
\begin{align*}
y'_i &= \Upsilon_1, \\
z'_i &= \frac{(\alpha_1 y_j - \beta_1 \Upsilon_i)(\beta_1 + \alpha_2 \Upsilon_2 \Upsilon_i)}{(\alpha_2 \Upsilon_2 + \beta_1 \Upsilon_1)(\alpha_1 y_j \Upsilon_i - \beta_1)}, \\
y'_j &= \Upsilon_2, \\
z'_j &= -\frac{\beta_2 \beta_1^2 + \alpha_2^2 \Upsilon_i^2 + 2 \alpha_2 \beta_1 \Upsilon_1 \Upsilon_i}{\beta_1 \beta_2^2 + \alpha_2^2 \Upsilon_i^2 - 2 \alpha_2 \beta_2 \gamma \Upsilon_i^2}.
\end{align*}
\]

$R(\alpha, \beta)$ is given by $R5$.

\[(U4a)\]
\[
\begin{align*}
\Upsilon_1 &= \frac{\beta_1 \beta_2 \Upsilon_j (z_j - 1) + \alpha_1 y_i (z_j, \Upsilon_j^2 - 1)}{\alpha_1 \alpha_1 y_i \Upsilon_j (z_j - 1) + \beta_2 (z_j - \Upsilon_j^2)}, \\
\Upsilon_2 &= y_j z_i + y_i \frac{\alpha_2 + \alpha_1 z_i}{2 \beta_2} + \beta_2 \frac{\alpha_1 + \alpha_2 z_i}{2 \alpha_1 \alpha_2 y_i},
\end{align*}
\]
\[
\begin{align*}
y'_i &= \Upsilon_1, \\
z'_i &= -\frac{\alpha_2 \beta_i^2 + \alpha_2^2 \Upsilon_i^2 + 2 \alpha_2 \beta_1 \Upsilon_1 \Upsilon_i}{\alpha_2 \beta_i^2 + \alpha_2 \Upsilon_i^2 - 2 \alpha_2 \beta_2 \Upsilon_i^2}, \\
y'_j &= \Upsilon_2, \\
z'_j &= \frac{(\alpha_2 y_i - \beta_2 \Upsilon_j)(\beta_1 + \alpha_2 \Upsilon_1 \Upsilon_j)}{(\alpha_2 \Upsilon_1 + \beta_1 \Upsilon_j)(\alpha_2 y_i \Upsilon_j - \beta_2)}.
\end{align*}
\]

$R(\alpha, \beta)$ is given by $R4$.

\[(U4b)\]
\[
\begin{align*}
\Upsilon_1 &= y_i z_j + \frac{\beta_1 + \beta_2 z_j}{\alpha_1 y_j}, \\
\Upsilon_2 &= y_j z_i + \beta_2 \frac{\alpha_1 + \alpha_2 z_i}{\alpha_1 \alpha_2 y_i}.
\end{align*}
\]
\[
\begin{align*}
y'_i &= \Upsilon_1, \\
z'_i &= \frac{\Upsilon_1 \Upsilon_2 + \beta_1 \alpha_2^{-1}}{y_j \Upsilon_1 - \beta_1 \alpha_1^{-1}}, \\
y'_j &= \Upsilon_2, \\
z'_j &= \frac{\Upsilon_1 \Upsilon_2 + \beta_1 \alpha_2^{-1}}{y_i \Upsilon_2 - \beta_2 \alpha_2^{-1}}.
\end{align*}
\]

$R(\alpha, \beta)$ is given by $R4$. 
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(U4c) \[ \Upsilon_1 = z_j y_i, \quad \Upsilon_2 = z_i y_j. \]
\[ y_i' = \Upsilon_1, \quad z_i' = \Upsilon_2 y_j^{-1}, \]
\[ y_j' = \Upsilon_2, \quad z_j' = \Upsilon_1 y_i^{-1}. \]

\[ R(\alpha, \beta) \text{ is given by } R4. \]

(U3) \[ \Upsilon_1 = (\alpha_1 - \beta_1 + y_j)^2 + z_j(y_i - (\alpha_1 - \beta_2 + y_j)^2), \]
\[ \Upsilon_2 = (\beta_2 - \alpha_2) + \frac{(z_i - 1)y_i + (z_j + 1)(y_j + \alpha_1 - \beta_2)}{(z_i - 1)(y_j + \alpha_1 - \beta_2) + (z_j + 1)y_j}. \]
\[ y_i' = \Upsilon_1, \quad z_i' = \frac{(\alpha_1 - \beta_1 + y_j - \sqrt{\Upsilon_1})(\alpha_2 - \beta_1 + \Upsilon_2 + \sqrt{\Upsilon_1})}{(\alpha_1 - \beta_1 + y_j + \sqrt{\Upsilon_1})(\alpha_2 - \beta_1 + \Upsilon_2 - \sqrt{\Upsilon_1})}, \]
\[ y_j' = \Upsilon_2, \quad z_j' = \frac{\Upsilon_1 - (\alpha_2 - \beta_1 + \Upsilon_2)^2}{y_i - (\alpha_2 - \beta_2 + \Upsilon_2)^2}. \]

\[ R(\alpha, \beta) \text{ is given by } R3. \]

(U2a) \[ \Upsilon_1 = (\beta_1 - \alpha_1) + \frac{(z_j - 1)y_j + (z_j + 1)(y_j + \alpha_1 - \beta_2)}{(z_j - 1)(y_j + \alpha_1 - \beta_2) + (z_j + 1)y_j}, \]
\[ \Upsilon_2 = (\alpha_2 - \beta_2 + y_i)^2 + z_i(y_j - (\alpha_1 - \beta_2 + y_i)^2). \]
\[ y_i' = \Upsilon_1, \quad z_i' = \frac{\Upsilon_2 - (\alpha_2 - \beta_1 + \Upsilon_1)^2}{y_j - (\alpha_1 - \beta_1 + \Upsilon_1)^2}, \]
\[ y_j' = \Upsilon_2, \quad z_j' = \frac{(\alpha_2 - \beta_2 + y_i - \sqrt{\Upsilon_2})(\alpha_2 - \beta_1 + \Upsilon_1 + \sqrt{\Upsilon_2})}{(\alpha_2 - \beta_2 + y_i + \sqrt{\Upsilon_2})(\alpha_2 - \beta_1 + \Upsilon_1 - \sqrt{\Upsilon_2})}. \]

\[ R(\alpha, \beta) \text{ is given by } R2. \]

(U2b) \[ \Upsilon_1 = -y_j - (\alpha_1 - \beta_1) + z_j(\alpha_1 - \beta_2 + y_i + y_j), \]
\[ \Upsilon_2 = -y_i - (\alpha_2 - \beta_2) + z_i(\alpha_1 - \beta_2 + y_i + y_j). \]
\[ y_i' = \Upsilon_1, \quad z_i' = \frac{\alpha_2 - \beta_1 + \Upsilon_1 + \Upsilon_2}{\alpha_1 - \beta_1 + y_j + \Upsilon_1}, \]
\[ y_j' = \Upsilon_2, \quad z_j' = \frac{\alpha_2 - \beta_1 + \Upsilon_1 + \Upsilon_2}{\alpha_2 - \beta_2 + y_i + \Upsilon_2}. \]

\[ R(\alpha, \beta) \text{ is given by } R2. \]
\[(U2c)\]
\[\Upsilon_1 = y_i + z_j y_j + \beta_1 - \beta_2, \quad \Upsilon_2 = -y_j z_i.\]

\[
y'_i = \Upsilon_1, \quad z'_i = -\Upsilon_2 y_j^{-1},
\]
\[
y'_j = \Upsilon_2, \quad z'_j = (\Upsilon_1 - y_i - \beta_1 + \beta_2)\Upsilon_2^{-1},
\]

\(R(\alpha, \beta)\) is given by \(R2\).

\[(U1a)\]
\[\Upsilon_1 = -y_i z_j, \quad \Upsilon_2 = y_j + z_i y_i + \alpha_1 - \alpha_2.\]

\[
y'_i = \Upsilon_1, \quad z'_i = (\Upsilon_2 - y_j - \alpha_1 + \alpha_2)\Upsilon_1^{-1},
\]
\[
y'_j = \Upsilon_2, \quad z'_j = \Upsilon_1 y_i^{-1},
\]

\(R(\alpha, \beta)\) is given by \(R1\).

\[(U1b)\]
\[\Upsilon_1 = z_j + y_i, \quad \Upsilon_2 = z_i + y_j.\]

\[
y'_i = \Upsilon_1, \quad z'_i = \Upsilon_2 - y_j,
\]
\[
y'_j = \Upsilon_2, \quad z'_j = \Upsilon_1 - y_i.
\]

\(R(\alpha, \beta)\) is given by \(R1\).

### A.3 Summary

| \(R(\alpha, \beta)\) | \(R6\) | \(R5\) | \(R4\) | \(R3\) | \(R2\) | \(R1\) |
|---------------------|------|------|------|------|------|------|
| \(U(\alpha, \beta)\) | -    | \(U5\) | \(U4a\) | \(U4b\) | \(U4c\) | \(U3\) | \(U2a\) | \(U2b\) | \(U2c\) | \(U1a\) | \(U1b\) |

Table 6: Pairs of Yang-Baxter maps \(R(\alpha, \beta)\) and \(U(\alpha, \beta)\) that satisfy the FYBE (52). Each Yang-Baxter map \(R(\alpha, \beta)\) also satisfies the FYBE (51).
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