ON THE EXISTENCE AND BOUNDEDNESS OF MINIMIZING MEASURES FOR A GENERAL FORM OF NON-LOCAL ENERGIES
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Abstract. In this paper we consider a very general form of a non-local energy in integral form, which covers most of the usual ones (for instance, the sum of a positive and a negative power). Instead of admitting only sets, or $L^\infty$ functions, as admissible objects, we define the energy for all the Radon measures. We prove the existence of optimal measures in a wide generality, and we show that in several cases the optimal measures are actually $L^\infty$ functions, providing an a priori bound on their norm. We also derive a uniqueness result for minimizers.

1. Introduction

In recent years, much work has been dedicated to study energies with a competition between an attractive and a repulsive term. One of the main sources of interest has been the celebrated liquid drop model by Gamow, which amounts in minimizing the energy

$$P(E) + \int_{E \times E} |y - x|^{-\alpha} \, dy \, dx$$

among sets $E$ with a given volume in $\mathbb{R}^N$, where $P(E)$ is the perimeter of the set $E$ and $\alpha \in (0, N)$. The original model was actually with $N = 3$ and $\alpha = 1$, the extension to a general dimension and power is then natural. There have been several generalizations of this problem. One of them has been to substitute the perimeter with a fractional perimeter (see [6]); another one, as done by several authors, has been to “relax” the problem, considering not only sets of a given volume, but more in general positive functions with values in $[0, 1]$ and with a fixed $L^1$ norm. Both generalizations together have led Frank and Lieb in [7] to study the minimization of the problem

$$\int_{\mathbb{R}^N \times \mathbb{R}^N} \left( |y - x|^\beta + |y - x|^{-\alpha} \right) f(x) f(y) \, dy \, dx \quad (1.1)$$

with $\beta > 0, 0 < \alpha < N$, among functions $f : \mathbb{R}^N \to [0, 1]$ with fixed $L^1$ norm. Another generalisation has been to consider a repulsive term given by the double integral of a more general function of $|y - x|$, not necessarily a power (see for instance [12, 2, 15]). In particular, the last paper considers a further extension of the admissible objects, which are functions in $L^1 \cap L^\infty$, with $L^\infty$ norm not necessarily bounded by 1.

The goal of this paper is to start studying an even more general version of the question. Indeed, on one side we consider as admissible objects the positive measures with a given mass (this possibility was already mentioned before, for instance in [1, 4]). And on the other side, we consider energies given by a quite general function $\bar{g}(y-x)$. That is, we aim to study the
minimization of the quantity
\[ E(\mu) = \int_{\mathbb{R}^N \times \mathbb{R}^N} \bar{g}(y - x) \, d\mu(y) \, d\mu(x) \]
among positive measures of given mass. Notice that the functional is well defined as soon as \( \bar{g} \) is l.s.c., and that \( \bar{g} \) must be assumed to be \( L^1_{\text{loc}} \), since otherwise the energy of any measure is infinite. The “prototype” that we have in mind, considering the questions studied in the literature and in particular the energy (1.1), is
\[ \bar{g}(v) = |v|^{-\alpha} + |v|^\beta \] (1.2)
with \( 0 < \alpha < N \) and \( \beta > 0 \), but we are able to deal with a wide class of functions \( \bar{g} \). We will prove under very weak assumptions that optimal measures exist and have bounded support. Moreover, under stronger but still quite general assumptions, we will prove that optimal measures are in fact bounded functions. In particular, in these cases, the problem among measures has the same solutions than the problem among \( L^\infty \) functions; in Remark 3.16 we discuss the meaning of this fact in connection with what is observed in [7]. Both the existence and the regularity were already considered in recent papers, and shown under more rigid assumptions on the class of admissible objects or on the function \( g \), see in particular [1] and [4]. In the next sections we will briefly describe these results, to make a comparison with the present setting.

It is important to observe immediately that the energy is 2-homogeneous, that is, for any constant \( \lambda > 0 \) we have \( E(\lambda \mu) = \lambda^2 E(\mu) \). As a consequence, we can restrict ourselves to consider the minimization problem among probability measures, since minimizers for any mass are then always the same measures, up to a multiplicative constant. We remark that this is a huge difference with respect to the problem considered only in the class of sets, or of the functions bounded by 1. Indeed, in those cases the minimizers are known heavily to depend on the mass that one is considering. This particular feature will be useful in Remark 3.16.

We remark also that, in some cases, it is known that optimal measures are unique (up to translations, of course), hence in particular radial; this was done for instance in [1, 10], we will present a slightly revised version of their result in Theorem C. Also motivated by this, we will consider the minimization problem in two different classes; the first one is the class \( \mathcal{P} \) of the probability measures on \( \mathbb{R}^N \), and the second one is the subclass \( \mathcal{P}_{\text{rad}} \) made by the radial ones. Of course the two problems are equivalent under the assumptions that guarantee that minimizers are radial, but the problem for radial densities can be interesting also more in general.

We state now our main results. The first one concerns the existence of optimal measures; it is much simpler to prove and it does not require any particular assumption, the function \( \bar{g} \) is not even assumed to be radial. We remark that the same result, or a slight variant of it, has been already proved in [14, 3], we put it in our paper just to keep the it self-contained, and since it requires less than one page of proof.

**Theorem A** (Existence of optimal measures). Let \( \bar{g} : \mathbb{R}^N \to \mathbb{R}^+ \) be a l.s.c. and \( L^1_{\text{loc}} \) function such that \( \lim_{|x| \to +\infty} \bar{g}(x) = +\infty \). Then, there exists a minimizer of the energy \( E \) both in the class \( \mathcal{P} \) and in the class \( \mathcal{P}_{\text{rad}} \). Moreover, the support of any optimal measure is contained in a
ball of radius \( R \), where \( R \) only depends on \( \bar{g} \). More precisely, \( R \) needs only to be big enough so that, for every \( |v| > R/4 \), the quantity \( \bar{g}(v) \) is larger than 24 times the energy of a ball of unit volume.

Our second result concerns the \( L^\infty \) property for optimal measures. It is much harder to obtain, and we can prove it in a quite wide context, but not as general as for Theorem A. Also motivated by the “standard case” (1.2), we will consider the following assumption (as usually done, we denote by \( B(x, r) \) the ball centered at \( x \) and with radius \( r \), and write \( B_r = B(0, r) \)).

(\( \text{H} \)) The function \( \bar{g} : \mathbb{R}^N \to \mathbb{R}^+ \) is radial, \( L^\infty_{\text{loc}} \), and its restriction to \( \mathbb{R}^N \setminus \{0\} \) is \( C^2 \). In addition, calling \( \bar{g}(v) = g(|v|) \), there is a small radius \( r > 0 \) such that \( \bar{g} \) is subharmonic in \( B_r \setminus \{0\} \), \( g \) and \( g' \) are respectively decreasing and increasing in \( (0, r) \), and \( g(0) = \lim_{t \to 0^+} g(t) \).

We underline that the above assumption is extremely weak, and broadly covered by most of the examples already studied. Actually, a typical feature of any attraction-repulsion model is that the interaction energy at distance \( t \) explodes for \( t \searrow 0 \), it is first decreasing and then increasing, and explodes again for \( t \to \infty \). So all the requests of assumption (\( \text{H} \)), except the subharmonicity in \( B_r \setminus \{0\} \), are satisfied by basically any interesting radial model. Concerning the subharmonicity, this is also true for many but not all models. In particular, in the prototype case (1.2), the function \( \bar{g} \) satisfies (\( \text{H} \)) whenever \( \alpha \geq N - 2 \) (this is consistent with the powers considered in [4]). An important variant of (1.2) is when a power is replaced by a logarithm. In particular, when \( N \geq 2 \) then the function \( g(t) = \ln(t) + t^{-\alpha} \) satisfies (\( \text{H} \)) for any \( \alpha \geq N - 2 \), while for \( N \leq 2 \) the function \( g(t) = t^\beta - \ln(t) \) satisfies (\( \text{H} \)) for any \( \beta > 0 \).

Notice that assumption (\( \text{H} \)) does not require that \( g \) explodes at 0, even though this is true in all the usual cases. Actually, if \( g(0) \) is finite then several technical points in the proofs are much simpler; of course, Dirac masses have finite energy if and only if \( g(0) \) is finite.

Our main result is then the following.

**Theorem B** \( (L^\infty \) bound for optimal measures). If \( \bar{g} : \mathbb{R}^N \to \mathbb{R}^+ \) satisfies assumption (\( \text{H} \)) and \( \lim_{t \to \infty} g(t) = +\infty \), there exists a constant \( M = M(N, g) \) such that the \( L^\infty \) bound \( \|\mu\|_{L^\infty} \leq M \) is true in the following cases:

1. for any minimizer \( \mu \), either in \( \mathcal{P} \) or in \( \mathcal{P}_{\text{rad}} \), if the support of \( \mu \) is convex and
   \[
   \limsup_{t \searrow 0} |g'(t)|\mu^N > 0; \tag{1.3}
   \]

2. for any minimizer \( \mu \) in \( \mathcal{P}_{\text{rad}} \) (and also in \( \mathcal{P} \) if \( N = 1 \)), if \( \bar{g} \) is subharmonic in \( \mathbb{R}^N \setminus \{0\} \), strictly subharmonic in some \( B_r \setminus \{0\} \), and (1.3) holds;

3. for at least a minimizer \( \mu \) in the class \( \mathcal{P}_{\text{rad}} \) (and also in \( \mathcal{P} \) if \( N = 1 \)) if \( \bar{g} \) is subharmonic in \( \mathbb{R}^N \setminus \{0\} \).

It is important to notice that, in the above claim, there is a big difference between the first two cases and the last one. More precisely, in the first two cases we prove that every minimizer is in \( L^\infty \), while in the third case we only prove the existence of some bounded minimizer. The reason why this happens is that to obtain the boundedness of an optimal measure we need the convexity of the support, and this is explicitly asked in the first case; instead, in the other cases,
part of the proof is to obtain this convexity, and to get it we need the “global” subharmonicity of \( g \) (by global we mean “in the whole \( \mathbb{R}^N \setminus \{0\} \)). This global subharmonicity is not needed in case (1) above since the convexity is guaranteed by assumption. In addition, the global subharmonicity can give the convexity of the support of every optimal measure only if it is strict in some small punctured ball \( B_r \setminus \{0\} \) and (1.3) holds, and this is why also case (2) works for every optimal measure. In case (3) we work by approximation, and this provides some \( L^\infty \) minimizer, obtained as weak* limit of \( L^\infty \) minimizers of the approximating problems, but not necessarily all the minimizers can be obtained in this way. This is not just a technical failure; indeed, we can easily notice that the \( L^\infty \) property for every minimizer is in general false under the assumptions of case (3) of the above Theorem. To notice that, it is enough to consider the map \( g : (0, +\infty) \rightarrow \mathbb{R}^+ \) given by \( g(t) = 1 \) for \( 0 \leq t \leq 1 \) and \( g(t) = (t - 1)^3 \) for \( t \geq 1 \).

It is immediately seen that the corresponding map \( \tilde{g} \) satisfies (H) with \( r = 1 \) and is globally subharmonic, hence the above result guarantees the existence of some \( L^\infty \) minimizer. But in fact, it is obvious that a measure is a minimizer if and only if its support has diameter less than 1; therefore, there are \( L^\infty \) minimizers, but also singular ones, for instance any Dirac mass.

Remark 1.1 (The energies of the form (1.2) covered by Theorem B). With an elementary calculation, we can determine for which energies of the form (1.2) Theorem B can be applied. In particular, case (1) can be applied whenever \( \alpha \geq N - 1 \), case (2) whenever \( \alpha \geq N - 1 \) and \( \beta \geq 2 - N \), and case (3) whenever \( \alpha \geq N - 2 \) and \( \beta \geq 2 - N \) (so in particular in all cases if \( N = 2 \)).

Our last result concerns the uniqueness of the optimal measure –of course, up to a translation. As we said above, this uniqueness has been already established in some cases; more precisely, in [1] it is shown that it is true if \( \tilde{g} \) is of the form (1.2) with any \( 0 < \alpha < N \) and \( \beta = 2 \), while in [10] this is generalised to cover again any \( 0 < \alpha < N \), and any \( 2 \leq \beta \leq 4 \). The uniqueness up to translation of minimizers is of course of great importance. Indeed, on one side it eliminates any difference between “any minimizer” and “some minimizer” in the above Theorem B; and on the other side, it eliminates any difference between minimizing in \( \mathcal{P} \) and in \( \mathcal{P}_{\text{rad}} \). Essentially putting together the approach of [10] and the properties of the positive definite functions (which will be formally defined in Section 4) we obtain the following result.

Theorem C (Uniqueness and radiality of optimal measures). Let \( \tilde{g}(x) = \tilde{h}(x) + |x|^\beta \) be a function satisfying (H), with \( 2 \leq \beta \leq 4 \). If \( \tilde{h} \) is strongly positive definite, there is some minimal measure \( \tilde{\mu} \in \mathcal{P} \) which belongs to \( \mathcal{P}_{\text{rad}} \), and if \( \tilde{h} \) is strictly strongly positive definite then \( \tilde{\mu} \) is the unique minimal measure up to translations. If \( \tilde{h} \) is subharmonic in \( \mathbb{R}^N \setminus \{0\} \) and radially decreasing, then it is also strongly positive definite, so in particular there is some minimal measure \( \tilde{\mu} \in \mathcal{P} \) which belongs to \( \mathcal{P}_{\text{rad}} \). If in addition \( \tilde{h} \) is strictly subharmonic in some \( B_r \setminus \{0\} \), then there is a radius \( R_1 \) such that the support of every minimal measure in \( \mathcal{P} \) is a ball of radius \( R_1 \).

We point out that Carrillo and Shu show in [5] some uniqueness and symmetry results for local minimizers of \( \mathcal{E} \) with general conditions on \( \tilde{g} \) (and possibly requiring some regularity
for the measures themselves or for their potential). It is worth to highlight that their uniqueness/symmetry results, as well as ours, heavily rely on the convexity of $\mathcal{E}$. It is not clear whether one can expect similar conclusions to hold in some other cases without convexity of the energy.

We conclude this introduction by presenting the plan of the paper, which is very symple. First of all, in Section 2, we give the proof of Theorem A. Then, Section 3 is devoted to show Theorem B; to do so, we will first present the potential and study its main properties, in Section 3.1; then we study the convexity of the support of optimal measures in Section 3.2; then we present our main “geometric” estimates in Section 3.3; and finally we put everything to get the proof of Theorem B in Section 3.4. Afterwards, Section 4 is devoted to show Theorem C.

2. The proof of Theorem A

This section only contains the proof of Theorem A, which only requires a rather standard argument.

Proof of Theorem A. We can assume without loss of generality that $\bar{g}$ is symmetric, since the energy does not change if we replace it by $v \mapsto (\bar{g}(v) + \bar{g}(-v))/2$. Since $\bar{g} \in L^1_{\text{loc}}(\mathbb{R}^N; \mathbb{R}^+)$, then we have $I \leq I' < +\infty$, having set

$$I := \inf \{ \mathcal{E}(\mu) : \mu \in \mathcal{P} \}, \quad I' := \inf \{ \mathcal{E}(\mu) : \mu \in \mathcal{P}_{\text{rad}} \}.$$ 

Let us call for brevity $C = 24I'$, and let $R > 0$ be such that $\bar{g}(v) > C$ for every $v \in \mathbb{R}^N$, $|v| > R/4$. Let us now take a measure $\mu$, either in $\mathcal{P}$ or in $\mathcal{P}_{\text{rad}}$, such that $\mathcal{E}(\mu) < 2I'$. We claim that there exists some $\bar{x} \in \mathbb{R}^N$ such that $\mu(B(\bar{x}, R/4)) > 1/2$. Indeed, otherwise we have

$$\mathcal{E}(\mu) = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \bar{g}(y - x) \, d\mu(y) \, d\mu(x) \geq \int_{\mathbb{R}^N} \int_{\mathbb{R}^N \setminus B(x, R/4)} \bar{g}(y - x) \, d\mu(y) \, d\mu(x) > \frac{C}{2} > \mathcal{E}(\mu),$$

which is absurd. Then, the existence of $\bar{x} \in \mathbb{R}^N$ so that $\mu(B(\bar{x}, R/4)) > 1/2$ follows. We can reduce ourselves to assume that

$$\mu(B(\bar{x}/2)) > \frac{1}{2}.$$ 

Indeed, in the general case when $\mu \in \mathcal{P}$ it is harmless to assume that $\bar{x} \equiv 0$, up to a translation, so there is even no need of passing from $R/4$ to $R/2$. Instead, in the radial case –where a translation is not possible– the above estimate is clearly true if $|\bar{x}| \leq R/4$. And in turn, we can exclude that $|\bar{x}| > R/4$, because if this happens then the balls $B(\bar{x}, R/4)$ and $B(-\bar{x}, R/4)$ are disjoint, and since $\mu$ is radial we obtain $\mu(B(\bar{x}, R/4)) + \mu(B(-\bar{x}, R/4)) = 2\mu(B(\bar{x}, R/4)) > 1,$

which is absurd.

Let us now call $\eta = \mu(\mathbb{R}^N \setminus B_R) \in [0, 1/2]$, and let $\mu^-$ be the restriction of $\mu$ to $B_R$, that is a measure with mass $1 - \eta$. Then, we have

$$\mathcal{E}(\mu) = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \bar{g}(y - x) \, d\mu(y) \, d\mu(x) \geq \mathcal{E}(\mu^-) + 2 \int_{B_R/2} \int_{\mathbb{R}^N \setminus B_R} \bar{g}(y - x) \, d\mu(y) \, d\mu(x)$$

$$\geq \mathcal{E}(\mu^-) + 2C \mu(B_R/2) \mu(\mathbb{R}^N \setminus B_R) \geq \mathcal{E}(\mu^-) + C\eta.$$
Keeping in mind that $\mathcal{E}$ is 2-homogeneous, that $C = 24I' > 12\mathcal{E}(\mu)$, and that $(1 - \eta)^{-2} \leq 1 + 6\eta$ since $0 \leq \eta \leq 1/2$, we can estimate

$$\mathcal{E}((1 - \eta)^{-1}\mu^-) = (1 - \eta)^{-2}\mathcal{E}(\mu^-) \leq (1 + 6\eta)\mathcal{E}(\mu^-) \leq (1 + 6\eta)(\mathcal{E}(\mu) - C\eta) \leq \mathcal{E}(\mu) - \frac{C}{2}\eta.$$ 

Therefore, the measure $(1 - \eta)^{-1}\mu$, which is a probability measure concentrated in $B_R$, and which is radial if so is $\mu$, has energy lower than $\mu$, and actually strictly lower unless $\mu$ itself is concentrated in $B_R$.

Summarizing, from any minimizing sequence for the energy (either in $\mathcal{P}$ or in $\mathcal{P}_{rad}$) we can construct another minimizing sequence, which is done by measures concentrated in the ball $B_R$. By lower semicontinuity of the energy, any weak limit of this latter minimizing sequence is a minimizer (observe that a weak limit of radial measures is clearly still radial). This gives the required existence of minimizer of the energy both in $\mathcal{P}$ and in $\mathcal{P}_{rad}$. Moreover, by the above calculation we obtain that every minimizer is concentrated in a ball of radius $R$. □

3. The proof of Theorem B

This is the main section of the paper, and it is devoted to show Theorem B. In particular, in Section 3.1 we present the definition and the main properties of the potential; in Section 3.2 we prove the convexity of the support of optimal measures in some cases; in Section 3.3 we give the main geometric estimates that we need for the proof of the Theorem; and in Section 3.4 we present the proof.

3.1. The potential and its main property. The aim of this first section is to show that the potential constantly attains its minimum on the support of any minimising measure. Let us be more precise. First of all, we present the (standard) definition of potential. Notice that, in order to define the potential, we assume the function $\bar{g}$ to be symmetric (but not necessarily radial). However, as already noticed in the proof of Theorem A, this assumption can always be done without loss of generality, since the problem with the function $\bar{g}$ is completely equivalent to the problem with the function $v \mapsto (\bar{g}(v) + \bar{g}(-v))/2$.

Definition 3.1 (Potential). Given a l.s.c., symmetric and $L^1_{loc}$ function $\bar{g} : \mathbb{R}^N \to \mathbb{R}^+$, for any positive measure $\mu$ we call potential associated to $\mu$ the function $\psi_\mu : \mathbb{R}^N \to \mathbb{R}^+$ defined as

$$\psi_\mu(x) = \int_{\mathbb{R}^N} \bar{g}(y - x) d\mu(y).$$

Similarly, for any function $f \in L^1(\mathbb{R}^N)$, either positive or bounded and compactly supported, the potential associated to $f$ is the function $\psi_f : \mathbb{R}^N \to \mathbb{R}$ given by

$$\psi_f(x) = \int_{\mathbb{R}^N} \bar{g}(y - x)f(y) dy.$$ 

An immediate but crucial property of the potential is that

$$\mathcal{E}(\mu) = \int_{\mathbb{R}^N} \psi_\mu(x) d\mu(x).$$

(3.1)
As a consequence, it is easy to guess that, whenever $\mu$ is an optimal measure, the potential attains its minimum over the support of $\mu$. A similar result has been already proved under different assumptions in many earlier papers, for instance [1, 4]. We now prove this fact under very weak assumptions, which do not even guarantee the existence of optimal measures –of course, if $\bar{g}$ is so that there are no minimizers of the energy, then the result is emptily true.

**Proposition 3.2.** Let $\bar{g} : \mathbb{R}^N \to \mathbb{R}^+$ be a l.s.c., symmetric and $L^1_{\text{loc}}$ function. Let $\mu$ be a minimizer of the energy, either in $\mathcal{P}$ or in $\mathcal{P}_{\text{rad}}$ (in this latter case we also assume $\bar{g}$ to be radial). Then we have

$$
\psi_\mu(x) = \mathcal{E}(\mu) \quad \text{for } \mu\text{-a.e. } x \in \text{spt}(\mu), \quad \psi_\mu(x) \geq \mathcal{E}(\mu) \quad \text{for } \mathcal{L}^N\text{-a.e. } x \in \mathbb{R}^N. \tag{3.2}
$$

**Proof.** We start by showing that $\psi_\mu$ is constant $\mu$-a.e. in the support of $\mu$. The fact that this constant is exactly $\mathcal{E}(\mu)$ will then be an obvious consequence of (3.1). If the claim is false, then there are two constants $\lambda_1 < \lambda_2$ and two measures $\mu', \mu'' \leq \mu$ with $\|\mu'\| = \|\mu''\| > 0$, radial if so are $\mu$ and $\bar{g}$, and such that

$$
\psi_\mu(x) \leq \lambda_1 \quad \text{for } \mu\text{-a.e. } x \in \text{spt}(\mu'), \quad \psi_\mu(x) \geq \lambda_2 \quad \text{for } \mu\text{-a.e. } x \in \text{spt}(\mu'').
$$

For any $0 < \varepsilon < 1$, the measure $\mu_\varepsilon = \mu + \varepsilon(\mu' - \mu'')$ is still a positive, probability measure, and it is radial if so is $\mu$. An easy calculation gives us that

$$
\mathcal{E}(\mu_\varepsilon) - \mathcal{E}(\mu) = 2\varepsilon \int_{\mathbb{R}^N} \psi_\mu(x) d(\mu' - \mu'')(x) + \varepsilon^2 \mathcal{E}(\mu' - \mu'') \leq 2\varepsilon \|\mu''\|(\lambda_1 - \lambda_2) + \varepsilon^2 \mathcal{E}(\mu' - \mu''),
$$

and then we derive that $\mathcal{E}(\mu_\varepsilon) < \mathcal{E}(\mu)$ for $\varepsilon \ll 1$, contradicting the minimality of $\mu$. The first property in (3.2) is then established.

Concerning the second one, let us assume that it is false. Then, there exists some $\lambda < \mathcal{E}(\mu)$ and some bounded Borel set $E \subseteq \mathbb{R}^N$, with strictly positive Lebesgue measure, such that

$$
\psi_\mu(x) \leq \lambda \quad \text{for } \mathcal{L}^N\text{-a.e. } x \in E.
$$

The set $E$ can be taken radially symmetric if $\mu$ and $\bar{g}$ are radial. Notice that, by the first property in (3.2), $\mu(E) = 0$. This time, for $0 < \varepsilon < |E|^{-1}$ we set

$$
\mu_\varepsilon = (1 - \varepsilon |E|)\mu + \varepsilon \mathcal{L}^N L E = \mu + \varepsilon (\mathcal{L}^N L E - |E|\mu),
$$

which is again a positive probability measure, radial if so are $\mu$ and $\bar{g}$ (and then $E$). We have

$$
\mathcal{E}(\mu_\varepsilon) - \mathcal{E}(\mu) = 2\varepsilon \int_{\mathbb{R}^N} \psi_\mu(x) d(\mathcal{L}^N L E - |E|\mu)(x) + \varepsilon^2 \mathcal{E}(\mathcal{L}^N L E - |E|\mu)
\leq 2\varepsilon (\lambda - \mathcal{E}(\mu))|E| + \varepsilon^2 \mathcal{E}(\mathcal{L}^N L E - |E|\mu).
$$

Since $E$ is bounded and $\bar{g} \in L^1_{\text{loc}}$, and since $\mu$ has finite energy and is compactly supported by Theorem A, we derive that $\mathcal{E}(\mathcal{L}^N L E - |E|\mu) < +\infty$. By the fact that $\lambda < \mathcal{E}(\mu)$, we deduce that $\mathcal{E}(\mu_\varepsilon) < \mathcal{E}(\mu)$ for $\varepsilon \ll 1$, contradicting the minimality of $\mu$. Also the second property in (3.2) is then obtained. \qed
Remark 3.3. Keeping in mind that $\psi_\mu$ is l.s.c. on $\text{spt}\mu$ and continuous on $\mathbb{R}^N \setminus \text{spt}\mu$, from (3.2) we actually deduce
\[
\psi_\mu(x) \leq E(\mu) \quad \text{for every } x \in \text{spt}(\mu), \quad \psi_\mu(x) \geq E(\mu) \quad \text{for every } x \notin \text{spt}(\mu).
\]

3.2. The convexity of the support of optimal measures. In this section we show that the support of an optimal measure is convex in some cases. As in Section 3.1, our assumptions are not strong enough to guarantee the existence of optimal measures, hence what we prove is that every minimizing measure, if any, has convex support. This kind of result was already present in the proof of [5, Theorem 4.1], but they made some different hypotheses on the kernel $\bar{g}$ and some a-priori regularity assumption on the potential generated by an optimal measure. On the other hand, they work with local minimizers with respect to the $\infty$-Wasserstein distance, while we are interested only in the global minimizers of $E$. We start with the 1-dimensional case.

Proposition 3.4. Let $\bar{g} : \mathbb{R} \to \mathbb{R}^+$ be a l.s.c., symmetric and $L^1_{\text{loc}}$ function, whose restriction to $(0, +\infty)$ is convex, and strictly convex in a right neighborhood of $0$. Let $\mu$ be a measure which minimizes the energy either in $\mathcal{P}$ or in $\mathcal{P}_{\text{rad}}$. Then the support of $\mu$ is a closed segment.

Proof. Let us assume that $\mu$ is a minimal measure, either in $\mathcal{P}$ or in $\mathcal{P}_{\text{rad}}$, and that its support is not a segment. As a consequence, there is an open segment $(a, b) \subseteq \mathbb{R}$ such that $\text{spt}(\mu)$ does not intersect $(a, b)$, but it contains both $\{a\}$ and $\{b\}$.

By construction, the function $\psi_\mu$ is convex in the interval $(a, b)$. Moreover, it is strictly convex in $(a, a+\varepsilon)$ and in $(b-\varepsilon, b)$ for some $\varepsilon > 0$, much smaller than $b-a$. By Proposition 3.2, we deduce that $\psi_\mu \geq E(\mu)$ in the whole open segment $(a, b)$, and that, up to possibly decrease the value of $\varepsilon > 0$, the inequality is strict in $(a, a+\varepsilon) \cup (b-\varepsilon, b)$. Consequently, and again up to further decrease $\varepsilon$, the function $\psi_\mu$ is either strictly decreasing in $(a, a+\varepsilon)$, or strictly increasing in $(b-\varepsilon, b)$, or both. By symmetry, we assume without loss of generality that $\psi_\mu$ is strictly decreasing in $(a, a+\varepsilon)$. Let us now notice that
\[
\psi_\mu(a) + \psi_\mu(a+\varepsilon) - 2\psi_\mu(a+\varepsilon/2) = \int_{x \in \mathbb{R}} \bar{g}(a-y) + \bar{g}(a+\varepsilon-y) - 2\bar{g}(a+\varepsilon/2-y) \, d\mu(y). \tag{3.3}
\]

Since $\bar{g}$ is convex in $(0, +\infty)$ and symmetric, and since $\varepsilon < b-a$, for $\mu$-a.e. $y$ we have that
\[
\bar{g}(a-y) + \bar{g}(a+\varepsilon-y) - 2\bar{g}(a+\varepsilon/2-y) \geq 0.
\]

Inserting this estimate in (3.3) we deduce that
\[
\psi_\mu(a) \geq 2\psi_\mu(a+\varepsilon/2) - \psi_\mu(a+\varepsilon) > \psi_\mu(a+\varepsilon/2),
\]

where we have also used that $\psi_\mu$ is strictly decreasing in $(a, a+\varepsilon)$. And finally, this is absurd since $\psi_\mu(a+\varepsilon/2) > E(\mu)$, as already noticed, while $\psi_\mu(a) \leq E(\mu)$ by Proposition 3.2 and since $\psi_\mu$ is l.s.c. by construction.

The idea of the proof in the general case when $N \geq 2$ is similar, one only needs more care in the construction. A geometrical property that we are going to use is the following one.
**Lemma 3.5.** For any $N \geq 2$, there exists a geometrical constant $C_N > 1$ such that, if $\delta, \eta, d, r$ are four positive numbers such that
\[
\eta > C_N \delta, \quad d > C_N \eta, \quad r > C_N d,
\]
then one has
\[
\mathcal{H}^{N-1}\left( \left\{ x \in \partial B(0,r) : |x - (r - \eta)e_1| \in (d,d+\delta) \right\} \right) \in \left[ \frac{1}{2}, 2 \right]. \tag{3.4}
\]

**Proof.** This is an elementary geometrical property, easy to establish with the aid of Figure 1. Let us consider four constants $\delta < \eta < d < r$, each quite smaller than the following one. Let us call $P = (r - \eta)e_1$ as in the figure. The points of $\partial B(0,r)$ having distance exactly $d$ from $P$ are the intersection between the spheres $\partial B(0,r)$ and $\partial B(P,d)$, hence they are a $(N - 2)$-dimensional sphere contained in a hyperplane orthogonal to the direction $e_1$. The radius of this sphere, call it $\rho_0$, is smaller than $d$, but the ratio between $\rho_0$ and $d$ becomes arbitrarily close to 1 if the ratios $d/\eta$ and $r/d$ are both large enough. In the very same way, for any $0 \leq t \leq \delta$, the points of $\partial B(0,r)$ having distance exactly $d + t$ from $P$ are the intersection between the spheres $\partial B(0,r)$ and $\partial B(P,d)$, hence they are a $(N - 2)$-dimensional sphere contained in a hyperplane orthogonal to the direction $e_1$. The radius of this sphere, call it $\rho_t$, very close to $d + t$. Moreover, $\rho_{\delta} - \rho_0 \approx \delta$, that is, the ratio between $\rho_{\delta} - \rho_0$ and $\delta$ is arbitrarily close to 1 as soon as $\eta/\delta$, $d/\eta$, $r/d$ are large enough. In addition, the centers of all these spheres are all on the line $\mathbb{R}e_1$, and they are almost coincident with respect to $\delta$. More formally, if we call $C_t$ the center of the sphere corresponding to any $0 \leq t \leq \delta$, we have that the ratio $|C_t - C_s|/|t - s|$ is arbitrarily close to 0 as soon as $\eta/\delta$, $d/\eta$, $r/d$ are large enough.

Summarizing, the $\mathcal{H}^{N-1}$-measure of the union of these spheres is arbitrarily close to the measure of a $(N - 1)$-dimensional annulus contained between two concentric spheres of radii $d$ and $d + \delta$, which in turn is arbitrarily close to $(N - 1)\omega_{N-1}d^{N-2}\delta$ if $d/\delta$ is large enough. This completes the proof (in particular, instead of $1/2$ and $2$ we could have used $a$ and $1/a$ for any $a < 1$). $\square$

**Proposition 3.6.** Let $\bar{g} : \mathbb{R}^N \setminus \{0\} \to \mathbb{R}^+$ be a radial, $C^2$, l.s.c., $L^1_{\text{loc}}$ function, which is subharmonic in $\mathbb{R}^N \setminus \{0\}$ and strictly subharmonic in $B_r \setminus \{0\}$ for some $r > 0$. Then, the support of any measure which minimizes the energy in $P_{\text{rad}}$ is a closed ball.
Proof. Let $\mu$ be a measure minimizing the energy in $\mathcal{P}_{\text{rad}}$. Since both $\bar{g}$ and $\mu$ are radial, then so is also the potential $\psi_\mu$. Let us define for brevity $f : \mathbb{R}^+ \to \mathbb{R}^+$ the function such that $\psi_\mu(x) = f(|x|)$. Let us assume that the support of $\mu$ is not a closed ball, and let us look for a contradiction. Among all the open bounded intervals $I$ in $(0, +\infty)$ such that the annulus $\{x \in \mathbb{R}^N : |x| \in I\}$ does not intersect $\text{spt}(\mu)$, there is at least one, say $(a, b)$, which is maximal with respect to the inclusion.

Notice that $\psi_\mu$ is a subharmonic radial function on $\mathbb{R}^N \setminus \text{spt}(\mu)$, hence in particular we have

$$f''(t) + \frac{N-1}{t} f'(t) \geq 0 \quad \text{in } (a, b).$$  \hfill (3.5)

We subdivide our proof in few steps. In the first one, we show that $f$ cannot be flat close to both $a$ and $b$, and in the following steps we reach a contradiction in each of the possible cases.

**Step I.** There is some $\varepsilon > 0$ such that either $f' > \varepsilon$ in $(b - \varepsilon, b)$, or $f' < -\varepsilon$ in $(a, a + \varepsilon)$.

First of all, we want to show the existence of a small $\varepsilon > 0$ such that either $f' > \varepsilon$ in $(b - \varepsilon, b)$ or $f' < -\varepsilon$ in $(a, a + \varepsilon)$. Since by construction $b > 0$, it is clear by (3.5) that, if $f'(t) > 0$ for some $t < b$ close enough to $b$, then the value of $f'$ is at least $f'(t)/2$ in the whole interval $(t, b)$, and then we have already concluded this step. On the other hand, let us assume that $f'(t) \leq 0$ for every $t < b$ close enough to $b$. Since by construction the sphere $\partial B(0, b)$ belongs to $\text{spt}(\mu)$, then $\psi_\mu$ is strictly subharmonic in the annulus $\{x \in \mathbb{R}^N, b - \eta < |x| < b\}$ for $\eta \ll 1$, and this means that $f'(t) < 0$ for some $t < b$ close to $b$. But then, (3.5) implies that $f'(s) < f'(t)$ for every $a < s < t$, and then the step is concluded.

**Step II.** Proof if $f' < -\varepsilon$ in $(a, a + \varepsilon)$ and $a = 0$.

We first assume that $f' < -\varepsilon$ in $(a, a + \varepsilon)$ for some small $\varepsilon$. As a consequence, we can deduce that the sphere $\partial B(0, a)$ belongs to $\text{spt}(\mu)$, but only if $a > 0$. Let us instead suppose in this step that $a = 0$. The fact that $f' < -\varepsilon$ in a right neighborhood of 0 implies that $\psi_\mu$ is not regular at the origin, having a cusp point. However, by construction $\psi_\mu$ is regular in $\mathbb{R}^N \setminus \text{spt}(\mu)$, and then we deduce that the origin belongs to $\text{spt}(\mu)$. Since the annulus $\{x \in \mathbb{R}^N, 0 < |x| < b\}$ does not intersect $\text{spt}(\mu)$, this means that the origin is an isolated point of $\text{spt}(\mu)$. But since $\mu$ minimizes the energy, so in particular $\mathcal{E}(\mu) < +\infty$, the presence of an isolated point is only possible if $\bar{g}(0) < +\infty$. And finally, if $\bar{g}(0)$ is finite, then $\psi_\mu$ is clearly continuous, and we find a contradiction because we should have $\lim_{t \searrow 0} f(t) > \mathcal{E}(\mu)$ since $f$ is strictly decreasing in a right neighborhood of 0 and $f \geq \mathcal{E}(\mu)$ a.e. in $(a, b)$ by Proposition 3.2. And again by Proposition 3.2, we have $f(0) = \mathcal{E}(\mu)$, obtaining the searched contradiction.

**Step III.** Proof if $f' < -\varepsilon$ in $(a, a + \varepsilon)$ and $a > 0$.

We now assume again that $f' < -\varepsilon$ in $(a, a + \varepsilon)$, but $a > 0$. As already noticed before, this implies that $\partial B(0, a) \subseteq \text{spt}(\mu)$, and by Proposition 3.2 and the lower semicontinuity of $\psi_\mu$ we deduce that $f(a) \leq \mathcal{E}(\mu)$. On the other hand, $\lim_{t \searrow a} f(t) > \mathcal{E}(\mu)$, and then $f$ has a jump point at $a$, with $f(a) < \lim_{t \searrow a} f(t)$. We can easily show that this is impossible. Indeed, the discontinuity of $\psi_\mu$ implies that $\bar{g}$ is not bounded around the origin, and since $\bar{g}$ is subharmonic this implies that $\bar{g}$ is a radial, decreasing function in a neighborhood of the origin. In other
words, calling \( g : \mathbb{R} \to \mathbb{R}^+ \) the function such that \( \bar{g}(x) = g(|x|) \), up to possibly decrease the value of \( \varepsilon \) we have that \( g \) is strictly decreasing in \((0,2\varepsilon)\) and \( \lim_{t \to 0} g(t) = +\infty \).

Let us now call \( \bar{x} = a\varepsilon \), and \( w = (a + \delta)e_1 \) for some \( \delta \ll \varepsilon \). Since as noticed before \( \lim_{t \to a} f(t) > \mathcal{E}(\mu) \geq f(a) \), up to taking \( \delta \) small enough we have that \( \psi_\mu(w) \geq \psi_\mu(\bar{x}) + J \) for some \( J > 0 \). Let us also write \( \psi_\mu = \psi_1 + \psi_2 \), where

\[
\psi_1(x) = \int_{y \in B(\bar{x},\varepsilon)} \bar{g}(y-x) \, d\mu(y), \quad \psi_2(x) = \int_{y \in \mathbb{R}^N \setminus B(\bar{x},\varepsilon)} \bar{g}(y-x) \, d\mu(y).
\]

Since the function \( \psi_2 \) is clearly continuous in a small neighborhood of \( \bar{x} \), up to further decreasing \( \delta \) we must have

\[
\psi_1(w) \geq \psi_1(\bar{x}) + J/2, \quad (3.6)
\]

And finally, we find the contradiction since as already noticed \( g \) must be strictly decreasing in \((0,2\varepsilon)\), and since by construction \( \mu \)-a.e. \( y \in B(\bar{x},\varepsilon) \) satisfies \(|y-w| \geq |y-\bar{x}|\) then

\[
\psi_1(\bar{x}) = \int_{B(\bar{x},\varepsilon)} \bar{g}(y-\bar{x}) \, d\mu(y) = \int_{B(\bar{x},\varepsilon)} g(|y-\bar{x}|) \, d\mu(y) \geq \int_{B(\bar{x},\varepsilon)} g(|y-w|) \, d\mu(y) = \psi_1(w),
\]

against \((3.6)\).

\underline{Step IV.} Proof if \( f' > \varepsilon \) in \((b - \varepsilon, b)\).

We are left with the last possible case to exclude, namely, that \( f' > \varepsilon \) in \((b - \varepsilon, b)\). Our argument will be similar to the one of Step III, we just need this time a little more care to deal with the geometry.

As in the previous case, we have a jump discontinuity at \( b \), since \( f(b) \leq \mathcal{E}(\mu) \) by lower semicontinuity of \( \psi_\mu \) and Proposition 3.2, while \( J := \lim_{t \to b} f(t) - \mathcal{E}(\mu) > 0 \) by Proposition 3.2 and by assumption. Let now \( \ell \ll b - a \) be a positive quantity, to be specified in a moment. This time, we write \( \psi_\mu = \psi_1 + \psi_2 \) with

\[
\psi_1(x) = \int_{y \in B(0,b+\ell) \cap B(x,2C_N \ell)} \bar{g}(y-x) \, d\mu(y), \quad \psi_2(x) = \psi_\mu(x) - \psi_1(x),
\]

where \( C_N \) is the constant of Lemma 3.5. The value of \( \ell \) is so small that

\[
\ell < \frac{b}{2C_N^2}, \quad \psi_1(\bar{x}) < \frac{J}{6}. \quad (3.7)
\]

It is again clear by construction that \( \psi_2 \) is continuous in a neighborhood of \( \bar{x} = be_1 \). As a consequence, up to further decreasing \( \varepsilon \ll \ell \) and calling this time \( w = (b - \varepsilon)e_1 \), we have again \((3.6)\). We claim now that, for any \( b \leq r \leq b + \ell \), we have

\[
\int_{y \in \partial B(0,r) \cap B(\bar{x},2C_N \ell)} \bar{g}(y-x) \, d\mathcal{H}^{N-1}(y) \geq \frac{1}{4} \int_{y \in \partial B(0,r) \cap B(w,2C_N \ell)} \bar{g}(y-w) \, d\mathcal{H}^{N-1}(y). \quad (3.8)
\]

Since \( \mu \) is radial, by integration this will give \( \psi_1(w) \leq 4\psi_1(\bar{x}) \), and this provides us with the searched contradiction thanks to \((3.7)\) and \((3.6)\). Therefore, to conclude we only have to establish \((3.8)\).

Let us then fix \( b \leq r \leq b + \ell \), and let us call \( \xi = r - b + \varepsilon \leq \ell + \varepsilon < 2\ell \), which is the distance between \( w \) and \( \partial B(0,r) \). It is immediate to observe that, since \( \ell \ll 1 \), for any \( y \in \text{spt} \mu \) which
belongs to the ball $B(\bar{x}, 3C_N \ell)$ (which contains $B(w, 2C_N \ell)$ since $\varepsilon \ll \ell$), the implication

$$|y - w| \leq C_N \xi \implies |y - \bar{x}| \leq |y - w|$$

holds. As a consequence, for any such $y$ we have $\bar{g}(y - \bar{x}) \geq \bar{g}(y - w)$ –indeed, as before we have that $\bar{g}$ is a radially strictly decreasing in a neighborhood of the origin, because otherwise $\psi_\mu$ could not be discontinuous. We deduce

$$\int_{y \in \partial B(0, r) \cap B(w, C_N \xi)} \bar{g}(y - w) \, dH^{N-1}(y) \leq \int_{y \in \partial B(0, r) \cap B(w, C_N \xi)} \bar{g}(y - \bar{x}) \, dH^{N-1}(y) \leq \int_{y \in \partial B(0, r) \cap B(\bar{x}, C_N \xi)} \bar{g}(y - \bar{x}) \, dH^{N-1}(y).$$

Consequently, to conclude the validity of (3.8) we can limit ourselves to show

$$\int_{\partial B(0, r) \cap B(\bar{x}, 2C_N \ell) \setminus B(\bar{x}, C_N \xi)} \bar{g}(y - \bar{x}) \, dH^{N-1}(y) \geq \frac{1}{4} \int_{\partial B(0, r) \cap B(w, 2C_N \ell) \setminus B(w, C_N \xi)} \bar{g}(y - w) \, dH^{N-1}(y).$$

And in turn, this is clearly true if for any $C_N \xi < d < 2C_N \ell$ and for any $\delta \ll \varepsilon$ we have

$$H^{N-1}\left(\partial B(0, r) \cap B(\bar{x}, d + \delta) \setminus B(\bar{x}, d)\right) \geq \frac{1}{4} H^{N-1}\left(\partial B(0, r) \cap B(w, d + \delta) \setminus B(w, d)\right).$$

Finally, this last inequality is a consequence of Lemma 3.5. Indeed, take any $C_N \xi < d < 2C_N \ell$, and call $\eta' = \xi$ and $\eta'' = r - b$. By construction, $d > C_N \eta' > C_N \eta''$, and $r > C_N d$ by (3.7). Therefore, for any $\delta \ll 1$ we can apply Lemma 3.5 with constants $r$, $d$, $\eta'$, $\delta$ as well as with constants $r$, $d$, $\eta''$, $\delta$, and then (3.4) gives (3.9). As noticed before, this establishes (3.8) and then the proof is concluded.

We conclude this section by observing an important consequence of the convexity of the support of an optimal measure, that is, the potential is continuous.

**Lemma 3.7** (Continuity of $\psi_\mu$). Let $\bar{g} : \mathbb{R}^N \to \mathbb{R}$ be a radial, l.s.c., $L^1_{\text{loc}}$ function such that, calling $g(|v|) = \bar{g}(v)$, the function $g$ is continuous in $(0, +\infty)$ and decreasing in a right neighborhood of 0. Let also $\mu$ be an optimal measure, either in $\mathcal{P}$ or in $\mathcal{P}_{\text{rad}}$, with support bounded and convex. Then the function $\psi_\mu$ is continuous. More precisely, there exists a continuous function $\tilde{\psi} : \mathbb{R}^N \to \mathbb{R}$ such that the set $\{\psi_\mu \neq \tilde{\psi}\}$ is negligible with respect to both $\mu$ and $\mathcal{L}^N$.

**Proof.** Calling for brevity $\Gamma = \text{spt}(\mu)$, we simply define $\tilde{\psi}$ as the function which equals $\psi_\mu$ on $\mathbb{R}^N \setminus \Gamma$ and $\mathcal{E}(\mu)$ on $\Gamma$. The set where $\tilde{\psi} \neq \psi_\mu$ is the set of the points in $\Gamma$ where $\psi_\mu \neq \mathcal{E}(\mu)$, and this set is both $\mu$- and $\mathcal{L}^N$-negligible by Proposition 3.2 and Remark 3.3. As a consequence, we only have to show that $\tilde{\psi}$ is continuous.

Since in the open set $\mathbb{R}^N \setminus \Gamma$ we have that $\tilde{\psi} = \psi_\mu$ is continuous by construction, all we have to do is to show the continuity of $\tilde{\psi}$ at points of $\partial \Gamma$. Let us call $0 < r < R$ two constants such that $g$ is decreasing in $(0, 2r)$ and the diameter of $\Gamma$ is less than $R - r$, and let $\omega$ be the modulus.
of continuity of $g$ in the closed interval $[r, R]$. Let $y \notin \text{spt}(\mu)$ be any point with $\text{dist}(y, \Gamma) < r$, and let $x \in \Gamma$ be the point which minimizes the distance from $y$. We claim that

$$\psi_\mu(y) - \psi_\mu(x) \leq \omega(|y - x|),$$

(3.10)

which will clearly conclude the thesis. By minimality of $x$, for every $z \in \Gamma$ we have $|z - y| \geq |z - x|$, thus $g(|z - y|) \leq g(|z - x|)$ if $|z - y| \leq 2r$. If, instead, $z \in \Gamma$ but $|z - y| > 2r$, then we have also $|z - x| > r$, and then $g(|z - y|) - g(|z - x|) \leq \omega(|y - x|)$. As a consequence,

$$\psi_\mu(y) - \psi_\mu(x) = \int_{B(y, 2r)} g(|z - y|) - g(|z - x|) \, d\mu(z) + \int_{\mathbb{R}^N \setminus B(y, 2r)} g(|z - y|) - g(|z - x|) \, d\mu(z)$$

$$\leq \omega(|y - x|) \mu(\mathbb{R}^N \setminus B(y, 2r)) \leq \omega(|y - x|),$$

which proves (3.10) and thus the thesis. □

3.3. The main geometric estimates. This section is devoted to show three geometric estimates, that we will use to get the proof of Theorem B. We start with an elementary calculation.

Lemma 3.8. Let $\tilde{g}$ be a function satisfying condition (H), let $r > 0$ be given by (H), and let $\tilde{r} \leq r$. There exists $c = c(g, N, \tilde{r}) > 0$ such that, defining $\tilde{f} : \mathbb{R}^N \to \mathbb{R}^+$ as $\tilde{f}(x) = 1$ if $|x| < \tilde{r}$ and $\tilde{f}(x) = 0$ otherwise, one has $\psi_{\tilde{f}}(z) \leq \psi_{\tilde{f}}(0) - c|z|^2$ for every $z \in \mathbb{R}^N$ with $|z| \ll 1$, depending on $g$ and $N$. The constant $c$ actually depends only on $N$, $\tilde{r}$ and $g'(\tilde{r})$.

Proof. Let $z \in \mathbb{R}^N$ be a point with $\eta = |z|$ sufficiently small. For every $w \in \partial B(0, \tilde{r})$, call $\Gamma(w)$ the segment joining $w$ and $w + z$, and $\theta = \theta(w) \in \mathbb{S}^1$ the angle between $w$ and $z$, that is, $w \cdot z = |w||z| \cos \theta = \tilde{r}\eta \cos \theta$. We can then evaluate

$$\psi_{\tilde{f}}(z) - \psi_{\tilde{f}}(0) = \int_{B(z, \tilde{r})} \tilde{g}(y) \, dy - \int_{B(0, \tilde{r})} \tilde{g}(y) \, dy$$

$$= \int_{w \in \partial B(0, \tilde{r})} \int_{x \in \Gamma(w)} \tilde{g}(x) \, d\mathcal{H}^1(x) \cos \theta \, d\mathcal{H}^{N-1}(w)$$

$$= \int_{w \in \partial B(0, \tilde{r})} \int_{t=0}^{\eta} \left( g(\tilde{r}) + t \cos \theta g'(\tilde{r}) + o(\eta) \right) dt \cos \theta \, d\mathcal{H}^{N-1}(w)$$

$$= \frac{\eta^2}{2} g'(\tilde{r}) \int_{w \in \partial B(0, \tilde{r})} \cos^2 \theta \, d\mathcal{H}^{N-1}(w) + o(\eta^2) = \frac{\eta^2}{2} g'(\tilde{r}) C_N \tilde{r}^{N-1} + o(\eta^2).$$

Notice that $C_N$ is a purely geometrical constant, only depending on $N$. Its exact value, though elementary to calculate, is not important. Here, by $o(\eta)$ and $o(\eta^2)$ we denote a quantity which becomes arbitrarily smaller than $\eta$, or $\eta^2$, if $\eta$ is small enough, depending on $g$, $N$ and $\tilde{r}$. Since $g'(\tilde{r}) < 0$, we obtain the thesis with $c = |g'(\tilde{r})|C_N \tilde{r}^{N-1}/3$. □

We now pass to give an $L^\infty$ estimate in a very peculiar case. We will obtain the proof of Theorem B basically reducing ourselves to this case.

Lemma 3.9 ($L^\infty$ estimate). Let us assume that $\tilde{g}$ satisfies (H), and let $f : \mathbb{R}^N \to \mathbb{R}$ be a positive, radial, $C^2$ function, with unit $L^1$ norm, concentrated in $D_{\tilde{R}}$ for some $\tilde{R} > 0$ and such that $\psi_f$ is constant in a neighborhood of $0$ and $f(0) = \max\{f(x)\}$. Then $f(0) \leq M_0$ for some
constant $M_0 = M_0(g, N, R)$, which actually only depends on $N$, $R$ and on the restriction of $g$ to $[r, R]$.

**Proof.** First of all, we subdivide $\psi_f = \psi_1 + \psi_2$, where

$$\psi_1(x) = \int_{B_r} \bar{g}(y - x) f(y) \, dy, \quad \psi_2(x) = \int_{\mathbb{R}^N \setminus B_r} \bar{g}(y - x) f(y) \, dy.$$  

We start considering the function $\psi_2$, which is easier to deal with around 0. In fact, of course $\psi_2$ is radial and of class $C^2$ in $B_r$, so in particular $D\psi_2(0) = 0$. Moreover, also keeping in mind that $\|f\|_{L^1} = 1$, we have that

$$|D^2\psi_2(0)| = \left| \int_{\mathbb{R}^N \setminus B_r} D^2 \bar{g}(y - x) f(y) \, dy \right| \leq C(g, N, R). \quad (3.11)$$

Notice that the constant $C$ actually only depends on $N$ and on $\max_{t \in [r, R]} \{|g'(t)| + |g''(t)|\}$.

We now pass to consider $\psi_1$. Notice that, for every $x \in B_r$, we have

$$\psi_1(x) - \psi_1(0) = \int_{B_r} (\bar{g}(y - x) - \bar{g}(y)) f(y) \, dy$$

$$= \int_{B_r} (\bar{g}(y - x) - \bar{g}(y)) (f(y) - f(0)) \, dy + f(0) \int_{B_r} (\bar{g}(y - x) - \bar{g}(y)) \, dy.$$  

The last integral in the above equation is nothing else than $\psi_f(x) - \psi_f(0)$ if we call $\bar{f}$ the characteristic function of the ball $B_r$. We can then apply Lemma 3.8 and deduce from the above equation that

$$\psi_1(x) - \psi_1(0) \leq -cf(0)|x|^2 + \int_{B_r} (\bar{g}(y - x) - \bar{g}(y)) (f(y) - f(0)) \, dy, \quad (3.12)$$

where $c = c(g, N)$ is the constant given by Lemma 3.8 –notice that $c$ depends on $N$, $r$ and $g'(r)$, and in turn $r$ depends only on $g$ by assumption (H). We can now subdivide the last integral in two parts, namely, the integral in the smaller ball $B_{|x|}$, and the integral in $B_r \setminus B_{|x|}$. Since $f$ is radial and of class $C^2$, we have that $|f(y) - f(0)| \leq \|D^2f\|_{L^\infty} |x|^2$ for every $y \in B_{|x|}$, thus since $\bar{g}$ is integrable we deduce

$$\left| \int_{B_{|x|}} (\bar{g}(y - x) - \bar{g}(y)) (f(y) - f(0)) \, dy \right|$$

$$\leq \|D^2f\|_{L^\infty} |x|^2 \int_{B_{|x|}} |\bar{g}(y - x) - \bar{g}(y)| \, dy \leq 2\|\bar{g}\|_{L^1(B_{2|x|})} \|D^2f\|_{L^\infty} |x|^2. \quad (3.13)$$

We finally use that $\bar{g}$ is subharmonic in $B_{2r} \setminus \{0\}$. Indeed, this implies that for every $0 < s < r$ the function

$$z \mapsto \int_{\partial B_s} \bar{g}(z - y) \, d\mathcal{H}^{N-1}(y)$$

is also subharmonic in $B_s$, and since this function is also radial by construction then its minimum is at $z = 0$, that is,

$$\int_{\partial B_s} (\bar{g}(z - y) - \bar{g}(y)) \, d\mathcal{H}^{N-1}(y) \geq 0.$$
Using that fact that 0 is a maximum point of the radial function $f$ in the ball $B_r$, by integration we immediately deduce that, again for every $x \in B_r$,
\[
\int_{B_r \setminus B_{|x|}} \left( \bar{g}(y - x) - \bar{g}(y) \right) \left( f(y) - f(0) \right) dy \leq 0.
\]
Putting this inequality together with (3.13) into (3.12), we obtain
\[
\psi_1(x) - \psi_1(0) \leq \left( 2\|\bar{g}\|_{L^1(B_{2|x|})} \|D^2 f\|_{L^\infty} - cf(0) \right)|x|^2.
\]
Since $\bar{g} \in L^1_{\text{loc}}(\mathbb{R}^N)$, for $|x|$ small enough we deduce $\psi_1(x) - \psi_1(0) \leq -cf(0)|x|^2/2$. And finally, keeping in mind that $\psi_1 + \psi_2 = \psi_f$ is constant in a neighborhood of 0 and (3.11), we deduce that $f(0) \leq M_0$ with
\[
M_0 = 2 \frac{C(g, N, \overline{R})}{Nc(g, N)}.
\]
The proof is then concluded. We underline that the constant $C(g, N, \overline{R})$ only depends on $N$ and on the restriction of $g$ to $[r, \overline{R}]$, while $c(g, N)$ only depends on $N$, $r$ and $g'(r)$. 

**Remark 3.10.** Notice that the above estimate is true also if the origin is only a local maximum of $f$. More precisely, if 0 is a maximum of $f$ in the ball $B_r$, then the above proof works substituting $r$ with $\hat{r} := \min \{r, \bar{r} \}$ (in fact, Lemma 3.8 is proved with $\hat{r}$). Therefore, the $L^\infty$ bound in this more general case also depends on $\hat{r}$.

We can now show an estimate on the possible mass of a small ball around the boundary of the support of an optimal measure.

**Lemma 3.11** (Estimate near the boundary). Let $\bar{g}$ be a function satisfying (H), and let $\overline{\mu}$ be an optimal measure (either in $\mathcal{P}$ or in $\mathcal{P}_{\text{rad}}$) with support convex and contained in $B_{\overline{R}}$. There exists a constant $C = C(g, N, \overline{R})$ such that, for every $x \in \partial(spt(\overline{\mu}))$ and every $\rho \ll 1$, one has
\[
\overline{\mu}(B(x, \rho)) \leq \frac{C}{|g'(2\rho)|}.
\]  

**Proof.** Let us call for brevity $\Gamma = spt(\overline{\mu})$, and let $x \in \partial\Gamma$ be a given point. Since $\Gamma$ is convex, we can take an external direction $\nu \in S^1$ to $\Gamma$ at $x$, that is, for every $y \in \Gamma$ one has $(y - x) \cdot \nu \leq 0$. We also write $\psi$ in place of $\psi_{\overline{\mu}}$ for the sake of simplicity of notations. We now take $\rho \ll 1$, and we observe that
\[
\psi(x + 2\rho \nu) - \psi(x) = \int_{\Gamma} (\bar{g}(x + 2\rho \nu - y) - \bar{g}(y - x)) d\overline{\mu}(y).
\]  

The convexity of $\Gamma$ implies that, for every $y \in \Gamma$,
\[
|x + 2\rho \nu - y| \geq |y - x|.
\]  

As a consequence,
\[
\bar{g}(x + 2\rho \nu - y) \leq \bar{g}(y - x) + \rho C,
\]  

where $C = 2 \max \{g'(t), 0 < t < \overline{R} + 1\}$. Notice carefully that $C = C(g, N, \overline{R})$ is a well-defined real number thanks to the fact the we are maximizing $g'(t)$ instead of $|g'(t)|$, and this is possible thanks to (3.16), which in turn is a consequence of the convexity of $\Gamma$. 

While the estimate (3.17) is true for every \( y \in \Gamma \), let us now take \( y \in \Gamma \cap B(x, \rho) \). For such a \( y \), not only we have (3.16), but we also have
\[
|x + 2\rho\nu - y| - |y - x| \geq \rho,
\]
and then since \( g \) is decreasing and \( g' \) increasing near 0 we have
\[
\bar{g}(x + 2\rho\nu - y) = g(|x + 2\rho\nu - y|) \leq g(|y - x| + \rho) \leq g(|y - x|) + \rho g'(|y - x| + \rho)
\]
\[
\leq g(|y - x|) + \rho g'(2\rho) = \bar{g}(y - x) - \rho|g'(2\rho)|.
\]
Insterting in (3.15) this estimate for \( y \in \Gamma \cap B(x, \rho) \), and the estimate (3.17) for points \( y \in \Gamma \setminus B(x, \rho) \), we obtain
\[
\frac{\psi(x + 2\rho\nu) - \psi(x)}{\rho} \leq -|g'(2\rho)|\bar{\mu}(B(x, \rho)) + C.
\]
By Proposition 3.2, also keeping in mind Remark 3.3, we know that \( \psi(x) \leq E(\bar{\mu}) \leq \psi(x + 2\rho\nu) \), and then the above inequality implies (3.14), hence concluding the thesis. \( \square \)

3.4. The proof Theorem B. This section is devoted to present the proof of Theorem B. We start with a first case.

Lemma 3.12 \((L^\infty \text{ bound for a rapidly exploding } \bar{g})\). Let \( \bar{g} \) satisfy (H), with \( \lim_{t \to \infty} g(t) = +\infty \) and
\[
\limsup_{t \to 0} |g'(t)|t^N > 0.
\]
Let moreover \( \bar{\mu} \) be a minimizer of the energy, either in \( \mathcal{P} \) or in \( \mathcal{P}_{\text{rad}} \), with convex support. Then \( \bar{\mu} \in L^\infty \), and in particular \( \|\bar{\mu}\|_{L^\infty} \leq M(g, N) \).

Proof. First of all, we apply Theorem A, obtaining a constant \( R = R(g, N) \) such that \( \Gamma = \text{spt}(\bar{\mu}) \) is contained in a ball of radius \( R \). We set then \( \overline{R} = 2R + 1 \), we let \( M_0(g, N, \overline{R}) \) and \( C = C(g, N, \overline{R}) \) be the constants given by Lemma 3.9 and Lemma 3.11 respectively, and we define
\[
M = \max \left\{ M_0, \frac{2 \cdot 4^N C}{\omega_N \alpha} \right\},
\]
where \( \alpha := \limsup_{t \to 0} |g'(t)|t^N \). Notice that in most situations \( \limsup_{t \to 0} |g'(t)|t^N = +\infty \), and in this case \( M = M_0 \). Notice also that \( M \) only depends on \( g \) and \( N \), since \( \overline{R} = \overline{R}(g, N) \).

For every \( \rho \ll 1 \), we consider a standard mollifier \( \varphi_\rho : \mathbb{R}^N \to \mathbb{R}^+ \), that is, a smooth, radial function supported in \( B_\rho \) such that \( \|\varphi_\rho\|_{L^1} = 1 \) and
\[
\|\varphi_\rho\|_{L^\infty} \leq \frac{2}{\omega_N \rho^N}.
\]
We let then \( \mu_\rho = \bar{\mu} \ast \varphi_\rho \), which is a positive, smooth function supported in a ball of radius \( R + \rho \), and we claim that
\[
\|\mu_\rho\|_{L^\infty} \leq \max \left\{ M_0, \frac{2}{\omega_N \rho^N} \cdot \sup_{x \in \Gamma} \bar{\mu}(B(x, 2\rho)) \right\}.
\]
We can easily show that this estimate concludes the proof. Indeed, we can take a sequence \( \rho_j \searrow 0 \) such that \( g'(4\rho_j)(4\rho_j)^N \to \alpha \). Since the corresponding functions \( \mu_{\rho_j} \) weakly* converge,
in the sense of measures, to \( \overline{\mu} \), we obtain the thesis, i.e. \( \| \overline{\mu} \|_{L^\infty} \leq M \), directly by (3.20), since also thanks to Lemma 3.11 we have

\[
\lim_{j \to \infty} \frac{2}{\omega_N \rho_j^N} \overline{\mu}(B(x, 2\rho_j)) \leq \lim_{j \to \infty} \frac{2C}{\omega_N g'(4\rho_j) \rho_j^N} = \frac{2 \cdot 4^N C}{\omega_N \alpha}.
\]

To conclude the thesis, we are then reduced to show the validity of (3.20). Let \( y \) be a maximum point for the smooth function \( \mu_\rho \). Suppose first that \( y \) is contained in a \( \rho \)-neighborhood of \( \partial \Gamma \), thus there exists some \( x \in \partial \Gamma \cap B(y, \rho) \). In this case, also by (3.19) we have

\[
\| \mu_\rho \|_{L^\infty} = \mu_\rho(y) = \int_{B(y, \rho)} \varphi_\rho(y-z) d\overline{\mu}(z) \leq \frac{2}{\omega_N \rho^N} \overline{\mu}(B(y, \rho)) \leq \frac{2}{\omega_N \rho^N} \overline{\mu}(B(x, 2\rho)),
\]

hence (3.20) is established.

Let us now assume that the distance between \( y \) and \( \partial \Gamma \) is strictly greater than \( \rho \), say \( \rho + d \). In this case, the ball \( B(y, \rho + d) \) is entirely contained either in \( \Gamma \), or in \( \mathbb{R}^N \setminus \Gamma \). However, this second case is impossible because it would imply \( \mu_\rho(y) = 0 \), against the fact that \( y \) is a maximum point for \( \mu_\rho \), so we deduce \( B(y, \rho + d) \subseteq \Gamma \). Now, we observe that \( \psi_{\mu_\rho} = \psi_{\overline{\mu}} \ast \varphi_\rho \). Since \( \psi_{\overline{\mu}}(z) = \mathcal{E}(\overline{\mu}) \) for a.e. \( z \in \Gamma \) by Proposition 3.2, we deduce that \( \psi_{\mu_\rho}(z) = \mathcal{E}(\overline{\mu}) \) for every \( z \in B(y, d) \). Finally, we define \( f \) as the radial average of \( \mu_\rho \) around \( y \), that is,

\[
f(x) = \int_{\partial B(y, |x|)} \mu_\rho(w) d\mathcal{H}^{N-1}(w).
\]

Notice that \( f \) is a smooth, radial function, with unit \( L^1 \) norm, supported in the ball \( B_{2(R+\rho)} \subseteq B_{\overline{\mu}} \), and 0 is a maximum point for \( f \). Moreover, \( \psi_f \) is constantly equal to \( \mathcal{E}(\overline{\mu}) \) in the ball \( B_d \). As a consequence, we can apply Lemma 3.9, obtaining that \( f(0) \leq M_0 \), and since by construction \( f(0) = \mu_\rho(y) = \| \mu_\rho \|_{L^\infty} \), we have obtained (3.20) also in this case and the proof is concluded. \( \square \)

Remark 3.13. Notice that in the above lemma the assumption that \( \lim_{t \to \infty} g(t) = +\infty \) has been used only to be able to apply Theorem A, and in turn this was needed only to be sure that the support of \( \overline{\mu} \) was contained in some ball. As a consequence, if \( g \) does not explode at \( \infty \) but a minimizer \( \overline{\mu} \) has support which is convex and bounded, then it is still true that \( \overline{\mu} \) is in \( L^\infty \) (and in this case, the \( L^\infty \) bound also depends on the diameter of the support).

We want now to extend the \( L^\infty \) bound in order to cover also cases when (1.3) does not hold. To do so, we will perturb the function \( \bar{g} \) so to satisfy (1.3) and we will use the above lemma. It is simple to notice that the argument only works if we can approximate any measure with smooth functions in such a way that the energy converges. Therefore, we first have to show the following result.

Lemma 3.14. Assume that \( g : (0, +\infty) \to \mathbb{R}^+ \) is a continuous function, decreasing in a right neighborhood of 0 and such that \( \lim_{t \to 0} g(t)t^\alpha = 0 \) for some \( 0 < \alpha < N \), and let \( \bar{g} : \mathbb{R}^N \setminus \{0\} \to \mathbb{R} \) be given by \( \bar{g}(x) = g(|x|) \). Then, for any probability measure \( \mu \in \mathcal{P} \) with compact support there exists a sequence of smooth measures \( \mu_j \in \mathcal{P} \cap C_0^\infty(\mathbb{R}^N) \) weakly* converging to \( \mu \) and such that

\[
\lim_{j \to \infty} \mathcal{E}(\mu_j) = \mathcal{E}(\mu).
\]

Moreover, each measure \( \mu_j \) belongs to \( \mathcal{P}_{\text{rad}} \) if so does \( \mu \).
Proof. Let $g, \bar{g}$ and $\mu$ be as in the claim. As in the proof of Lemma 3.12, for any $\rho > 0$ we denote by $\varphi_\rho : \mathbb{R}^N \to \mathbb{R}$ a smooth, radial function supported in $B_\rho$, with unit $L^1$ norm and such that (3.19) holds. By lower semicontinuity of $\bar{g}$, for any sequence $\mu_j$ which weakly* converges to $\mu$ one has $E(\mu) \leq \lim \inf E(\mu_j)$. As a consequence, we can limit ourselves to consider the case when $E(\mu) < +\infty$, since otherwise the claim is trivial, for instance one can define $\mu_j = \mu \ast \varphi_{1/j}$.

We start assuming that for some small, fixed $\varepsilon > 0$ one has

$$\int \int \bar{g} \left( y - x \over 1 + \varepsilon \right) \, d\mu(y) \, d\mu(x) < +\infty. \tag{3.22}$$

Let us call $h(t) = g(t)/t^\alpha$, which is a positive and continuous function which goes to 0 when $t \searrow 0$. For any $j \in \mathbb{N}$, let us call $\rho = \min \{ t > 0 : h(3t/\varepsilon) = 1/j \}$. Keeping in mind that $\varepsilon > 0$ is small but fixed, we have that $\rho = \rho(j) > 0$, and that $\lim_{j \to \infty} \rho = 0$. We claim that

$$g(\rho) < \frac{3^\alpha g(3^\rho/\varepsilon)}{\varepsilon^\alpha}, \quad g(3^\rho/\varepsilon) > \frac{\varepsilon^\alpha (N - \alpha)}{3^\alpha 2^{N-\alpha} N} \int \int_{B_\rho \times B_\rho} \bar{g}(y - x) \, dy \, dx. \tag{3.23}$$

Indeed, the left inequality simply comes by observing that

$$g(\rho) = \frac{h(\rho)}{\rho^\alpha} < \frac{1}{j \rho^\alpha} = \frac{h(3^\rho/\varepsilon)}{\rho^\alpha} = \frac{3^\alpha g(3^\rho/\varepsilon)}{\varepsilon^\alpha}.$$

Concerning the right inequality, for any $0 < t < 2\rho$ one has $g(t) < 1/jt^\alpha$, thus

$$\int \int_{B_\rho \times B_\rho} \bar{g}(y - x) \, dy \, dx \leq \omega_N \rho^N \int_{B_{2\rho}} \bar{g}(w) \, dw = N \omega_N^2 \rho^N \int_{t=0}^{2\rho} g(t) t^{N-1} \, dt \leq \frac{N \omega_N^2 \rho^N}{j} \int_{t=0}^{2\rho} t^{N-1-\alpha} \, dt = \frac{2^{N-\alpha} N \omega_N^2 \rho^{2N}}{j(N - \alpha)} \cdot \frac{1}{\varepsilon^\alpha (N - \alpha)} g(3^\rho/\varepsilon),$$

where in the last inequality we have used that $g$ is decreasing in $(0, 3^\rho/\varepsilon)$, that is true by assumption as soon as $\rho \ll 1$, which in turn is true for $j$ large enough. We have then proved also the right inequality in (3.23).

We can now define $\mu_j = \mu \ast \varphi_\rho$, which is by construction a smooth probability measure with compact support, and which is radial if so is $\mu$. We can start calculating the energy of $\mu_j$ as

$$E(\mu_j) = \int \int \bar{g}(y - x) \, d\mu_j(y) \, d\mu_j(x) = \int \int \left( \int \int \bar{g}(y' - x') \varphi_\rho(y - y') \varphi_\rho(x - x') \, dy' \, dx' \right) \, d\mu(y) \, d\mu(x). \tag{3.24}$$

Let us denote for brevity $\xi_j : \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{R}^+$ as

$$\xi_j(x, y) = \int \int \bar{g}(y' - x') \varphi_\rho(y - y') \varphi_\rho(x - x') \, dy' \, dx',$$

and let $r > 0$ be such that $g$ is decreasing in $(0, r)$. If $j$ is large enough, we can assume that $6\rho < \varepsilon r$. Let us then estimate $\xi_j(x, y)$ in three possible cases. First of all, assume that
\[|y - x| < 3\rho/\varepsilon.\] Then, by Riesz inequality, (3.19) and both inequalities in (3.23) we have
\[
\xi_j(x, y) \leq \iint \bar{g}(y' - x') \varphi\rho(y')\varphi\rho(x') \, dy' \, dx' \leq \frac{4}{\omega^2_N\rho^{2N}} \iint_{B_\rho \times B_\rho} \bar{g}(y' - x') \, dy' \, dx'
\]
\[
\leq \frac{2^\alpha 2^{N+2-\alpha}}{\varepsilon^\alpha (N - \alpha)} g(3\rho/\varepsilon) \leq \frac{2^\alpha 2^{N+2-\alpha}}{\varepsilon^\alpha (N - \alpha)} \bar{g}(y - x).
\]

Second, assume that \(3\rho/\varepsilon \leq |y - x| < r/2\). In this case, we simply have
\[
\xi_j(x, y) \leq g(|y - x| - 2\rho) \leq \bar{g}\left(\frac{y - x}{1 + \varepsilon}\right).
\]

Finally, assume that \(r/2 \leq |y - x| \leq 2R\), where \(R\) is a constant such that the support of \(\mu\) is contained in a ball of radius \(R\). In this case, we have
\[
\xi_j(x, y) \leq \max \{g(t), |y - x| - 2\rho \leq t \leq |y - x| + 2\rho\} \leq 2\bar{g}(y - x),
\]
where the last inequality is true by the continuity of \(g\) as soon as \(\rho\) is small enough, hence again for any \(j\) large enough. Putting together the last three estimates, we derive the existence of a constant \(C = C(N, \alpha, \varepsilon)\) such that for any \(x, y \in (\text{spt}\mu)^2\)
\[
\xi_j(x, y) \leq C \left(\bar{g}(y - x) + \bar{g}\left(\frac{y - x}{1 + \varepsilon}\right)\right).
\]

Since we are assuming that \(E(\mu) < +\infty\), as well as (3.22), the right hand side of the above inequality is integrable with respect to \(\mu \otimes \mu\). Since the sequence \(\xi_j(x, y)\) pointwise converges to \(\bar{g}(y - x)\) when \(j \to +\infty\), by the Dominated Convergence Theorem and (3.24) we deduce that \(E(\mu_j) \to E(\mu)\). In other words, \(\{\mu_j\}\) is a sequence of smooth probability measures, radial if so is \(\mu\), which weakly* converge to \(\mu\) and which satisfy (3.21). The proof is then concluded under the additional assumption (3.22).

Let us now assume that \(\rho\) is a generic probability measure, not necessarily satisfying (3.22) for some \(\varepsilon > 0\). For every \(\varepsilon > 0\), let us now call \(\tau_\varepsilon : \mathbb{R}^N \to \mathbb{R}^N\) the function \(\tau_\varepsilon(x) = (1 + \varepsilon)x\), and let us set \(\mu^\varepsilon = (\tau_\varepsilon)_\#\mu\), that is, for every function \(\eta \in C_0(\mathbb{R}^N)\) we set
\[
\int \eta(x) \, d\mu^\varepsilon(x) = \int \eta((1 + \varepsilon)x) \, d\mu(x).
\]

Notice that also \(\mu^\varepsilon\) is a probability measure, radial if so is \(\mu\), and that the sequence \(\{\mu^\varepsilon\}\) weakly* converge to \(\mu\) when \(\varepsilon \searrow 0\). Moreover, since \(g\) is decreasing in a right neighborhood of \(0\) and \(\mu\) has compact support, then again by the Dominated Convergence Theorem we have that
\[
E(\mu^\varepsilon) = \iint \bar{g}(y - x) \, d\mu^\varepsilon(y) \, d\mu^\varepsilon(x) = \iint \bar{g}((1 + \varepsilon)(y - x)) \, d\mu(y) \, d\mu(x) \xrightarrow{\varepsilon \searrow 0} E(\mu).
\]

In addition, \(\mu^\varepsilon\) satisfies (3.22) since
\[
\iint \bar{g}\left(\frac{y - x}{1 + \varepsilon}\right) \, d\mu^\varepsilon(y) \, d\mu^\varepsilon(x) = \iint \bar{g}(y - x) \, d\mu(y) \, d\mu(x) < +\infty.
\]

As a consequence, for every \(\varepsilon > 0\) we can find a sequence \(\{\mu_j^\varepsilon\}\) of smooth probability measures, radial if so is \(\mu\), which weakly* converge to \(\mu^\varepsilon\) and so that \(E(\mu_j^\varepsilon) \to E(\mu^\varepsilon)\). The thesis follows then by a standard triangular argument. □
Thanks to the above approximation result, we are able to show the following $L^\infty$ bound without assuming the validity of (1.3).

**Lemma 3.15** ($L^\infty$ bound for a more general $\bar{g}$). Let us assume that $\bar{g}$ satisfies (H) and is subharmonic on $\mathbb{R}^N \setminus \{0\}$, as well as that $\lim_{t \to \infty} g(t) = +\infty$. Then there exist a constant $M = M(g, N)$ and a measure $\bar{\mu} \in L^\infty$ which minimizes $\mathcal{E}$ in $\mathcal{P}_{\text{rad}}$, with $\|\bar{\mu}\|_{L^\infty} \leq M$. If $N = 1$, then there exists also a measure $\hat{\mu} \in L^\infty$ which minimizes $\mathcal{E}$ in the whole class $\mathcal{P}$, again with $\|\hat{\mu}\|_{L^\infty} \leq M$.

**Proof.** If $\bar{g}$ is strictly subharmonic in $B_r \setminus \{0\}$ and (1.3) holds, then every minimal measure in $\mathcal{P}_{\text{rad}}$, as well as every minimal measure in $\mathcal{P}$ if $N = 1$ (and such measures exist because the assumptions allow us to apply Theorem A) has bounded and convex support by Proposition 3.4 or Proposition 3.6, and then it satisfies the $L^\infty$ bound by Lemma 3.12. We have then only to consider the case when (1.3) does not hold, or $\bar{g}$ is not strictly subharmonic on some $B_r \setminus \{0\}$.

Let us first suppose that (1.3) does not hold (the case when (1.3) holds and $\bar{g}$ is not strictly subharmonic on some $B_r \setminus \{0\}$ is much simpler, and it will be discussed at the end of the proof). We can define $h : \mathbb{R}^+ \to \mathbb{R}^+$ as the function such that $h(t) = 0$ for $t \geq r$, while for $0 < t < r$

$$h(t) = t^{-N + \frac{1}{2}} + \frac{-4N^2 - 8N - 3}{8} r^{-N + \frac{1}{2}} + \frac{4N^2 + 4N - 3}{4} r^{-N - \frac{1}{2} t} - \frac{4N^2 - 1}{8} r^{-N - \frac{1}{2} t^2}.$$  

An elementary calculation ensures that the function $\bar{h} : \mathbb{R}^N \setminus \{0\} \to \mathbb{R}^+$ given by $\bar{h}(x) = h(|x|)$ is $C^2$, radial, subharmonic, strictly subharmonic in $B_r \setminus \{0\}$, and that $\limsup_{t \to 0} |h'(t)| t^N = +\infty$. We define then $g_\varepsilon = g + \varepsilon h$, and consistently $\bar{g}_\varepsilon = \bar{g} + \varepsilon \bar{h}$. Notice that $\bar{g}_\varepsilon$ clearly satisfies assumption (H), is strictly subharmonic in $B_r \setminus \{0\}$, and satisfies (1.3). For brevity of notations, we write $\mathcal{E}_h$ to denote the energy corresponding to the function $h$, and $\mathcal{E}_\varepsilon$ to denote the energy corresponding to the function $g_\varepsilon$, so in particular $\mathcal{E}_\varepsilon = \mathcal{E} + \varepsilon \mathcal{E}_h$.

We can apply Theorem A with the function $g_\varepsilon$ in place of $\bar{g}$, and this ensures the existence of a minimizer of the energy $\mathcal{E}_\varepsilon$ both in $\mathcal{P}$ and in $\mathcal{P}_{\text{rad}}$. Notice that, calling $B$ the ball centered at the origin and with unit volume, $\mathcal{E}_\varepsilon(x_B)$ is a continuous function of $\varepsilon$, converging to $\mathcal{E}(x_B)$ in $(0, +\infty)$ when $\varepsilon \searrow 0$. As a consequence, the claim of Theorem A ensures the existence of some $R > 0$, depending on $g$ and $N$ but not on $\varepsilon$, such that if $\varepsilon$ is small enough then the support of every measure minimizing the energy $\mathcal{E}_\varepsilon$ in $\mathcal{P}$ or in $\mathcal{P}_{\text{rad}}$ is contained in the ball $B(0, R)$ of radius $R$.

Let us then call $\mu_\varepsilon$ a minimizer of $\mathcal{E}_\varepsilon$ in $\mathcal{P}_{\text{rad}}$. If $N = 1$, we can also call $\mu_\varepsilon$ a minimizer in $\mathcal{P}$. Every $\mu_\varepsilon$ has support in the ball $B(0, R)$, and it has convex support. Indeed, if $N > 1$ (hence $\mu_\varepsilon$ minimizes the energy $\mathcal{E}_\varepsilon$ in $\mathcal{P}_{\text{rad}}$) then Proposition 3.6 ensures the support to be a closed ball. Instead, if $N = 1$, then Proposition 3.4 ensures that the support is a closed segment, both if $\mu_\varepsilon$ minimizes in $\mathcal{P}$ and in $\mathcal{P}_{\text{rad}}$. We can the apply Lemma 3.12 to $\bar{g}_\varepsilon$, obtaining that $\mu_\varepsilon \in L^\infty$ and $\|\mu_\varepsilon\|_{L^\infty} \leq M(g_\varepsilon, N) = M(g, \varepsilon, N)$.

We want to show that $M$ actually does not depend on $\varepsilon$. To do so, we recall that by (3.18) the value of $M$ coincides with $M_0$, since $\limsup_{t \to 0} |g_\varepsilon(t)| t^N = +\infty$. And in turn, by Lemma 3.9, the value of $M_0$ depends on $N, \overline{R}$ and on the restriction of $g_\varepsilon$ to $[r, \overline{R}]$, where $\overline{R} = 2R + 1$. Since all the functions $g_\varepsilon$ coincide with $g$ in $[r, \overline{R}]$, we have shown that $M$ only depends on $g$ and $N$, and not on $\varepsilon$. 
We can then find a sequence $\varepsilon_j \downarrow 0$ such that the measures $\mu_{\varepsilon_j}$ weakly* converge to some $\bar{\mu}$, which is a probability measure since the measures $\mu_{\varepsilon}$ are all concentrated in a same ball $B(0, R)$, and which is radially symmetric if so are all the measures $\mu_{\varepsilon}$. By construction, we have that $\bar{\mu}$ is actually in $L^\infty$, and that $\|\bar{\mu}\|_{L^\infty} \leq M$. The proof will then be concluded once we show that $\bar{\mu}$ is a minimizer for the energy $E$ in the class $P_{\text{rad}}$, or in the class $P$ if $N = 1$ and we are considering the minimization in $P$.

To do so, let $\mu$ be any other probability measure, in $P$ or in $P_{\text{rad}}$, and let us try to show that $E(\bar{\mu}) \leq E(\mu)$. First of all, we observe that the fact that (1.3) does not hold for $g$ means that $\lim_{t \downarrow 0} g'(t) t^N = 0$, and this immediately implies that $\lim_{t \downarrow 0} g(t) t^{N-1} = 0$. As a consequence, Lemma 3.14 gives us a sequence $\{\mu^n\}$ of smooth probability measures which weakly* converge to $\mu$ and so that $E(\mu^n) \to E(\mu)$. For any fixed $n \in \mathbb{N}$, by lower semicontinuity of the cost, the fact that $g \leq g_{\varepsilon_j}$, and that $\mu_{\varepsilon_j}$ minimizes the energy $E_{\varepsilon_j}$ in its class, we have

$$E(\bar{\mu}) \leq \liminf_{j \to \infty} E(\mu_{\varepsilon_j}) \leq \liminf_{j \to \infty} E_{\varepsilon_j}(\mu_{\varepsilon_j})$$

$$\leq \liminf_{j \to \infty} E_{\varepsilon_j}(\mu^n) = E(\mu^n) + \liminf_{j \to \infty} \varepsilon_j E_h(\mu^n) = E(\mu^n).$$

(3.25)

It is important to notice that the last equality holds because $\varepsilon_j \to 0$ and because $E_h(\mu^n) < +\infty$. And this last fact is true because $\mu^n$ is a smooth function with compact support, and $h \in L^1_{\text{loc}}$. Directly using the measure $\mu$ in place of $\mu^n$ in the above chain of inequalities would clearly work if $E_h(\mu) < +\infty$, but there is in general no guarantee that this is true, and this is why we had to use the regular measures $\mu^n$. Having observed that $E(\bar{\mu}) \leq E(\mu^n)$ for any generic $n \in \mathbb{N}$, and keeping in mind that $E(\mu^n) \to E(\mu)$ when $n \to \infty$, we conclude that $E(\bar{\mu}) \leq E(\mu)$ are required, and this ends the proof under the assumption that (1.3) does not hold.

To conclude the proof, we have then only to consider the case when (1.3) holds and $g$ fails to be strictly subharmonic on some $B_r \setminus \{0\}$ (the case when (1.3) holds and $g$ is strictly subharmonic on some $B_r \setminus \{0\}$ has been considered at the beginning). This case is much simpler than the one already studied. Indeed, this time it is enough to define $g_{\varepsilon} = g + \varepsilon t^2$ and to argue as before. Everything works without difficulties except for the fact that this time it is not necessarily true that $g(t) t^{N-1} \to 0$, so we are not allowed to use Lemma 3.14 to obtain the sequence $\{\mu^n\}$. However, there is no need to do so; indeed, as observed above, the only reason to use the sequence $\{\mu^n\}$ was that its regularity guaranteed that $E_h(\mu^n) < +\infty$, while in general $E_h(\mu)$ could have been $+\infty$. But this time, the function $h$ is simply given by $h(t) = t^2$, hence the fact that $E_h(\mu) < +\infty$ is surely true because $\mu$ is compactly supported, and then one can directly use $\mu$ in place of $\mu^n$ in (3.25) without using Lemma 3.14. The proof is then finished. \qed

The proof of Theorem B is then concluded. Indeed, case (1) is considered in Lemma 3.12; case (2) follows from case (1) since the assumptions guarantee that the optimal measure have convex support by Proposition 3.4 and Proposition 3.6; and case (3) is considered in Lemma 3.15.

**Remark 3.16.** We conclude this section with a comment about the importance of Theorem B in connection with the different possible settings of the problem. Let us recall that, as described in the Introduction, the minimization of the energy has been considered in the literature among sets
of given measure, or among functions with values in $[0,1]$ and given $L^1$ norm, or among positive measures with given mass. Each setting clearly extends the previous ones, so in particular if a minimizer within a class belongs to one of the previous classes, then it is also a minimizer for that class.

A simple, yet deep difference between the problem among measures and the problem among sets, or functions with values in $[0,1]$, is the dependance of the minimizers with the mass. Indeed, the homogeneity of the energy $E$ among measures implies that dependance on the mass of the minimal measures is trivial, in the sense that the minimizing measures for different masses are simply a multiple of each other. On the contrary, when considering the problem among sets, or among functions with values in $[0,1]$, the different scaling properties of the attractive and repulsive part of the energy imply that the solutions heavily depend on the mass. For instance, Frank and Lieb in [7] show that for some values of the parameters in (1.2) the solutions among functions with values in $[0,1]$ are actually characteristic functions (of balls) whenever the mass is large enough. However, this is no more true for smaller mass, and in general one could expect solutions which are functions having also intermediate values between 0 and 1. Even more, Frank and Lieb conjecture in [7, Remark 2 (3)] that for some values of the parameters solutions are never characteristic functions, whatever the mass is.

Let us now notice that, if Theorem B applies, then the minimizing probability measure is an $L^\infty$ function. As a consequence, the minimizer among the measures with mass $m$ is a function with $L^\infty$ norm smaller than 1 as soon as $m$ is small enough. And then, it is also a minimizer for the problem among $L^1$ functions with values in $[0,1]$. This implies that, under the assumptions of Theorem B, the minimizers of the problem among functions with values in $[0,1]$ are surely not characteristic functions of sets if the mass is small enough.

4. On the uniqueness and radiality of the optimal measure

This last section is devoted to discuss the question of the uniqueness (of course, up to translations) and radiality of the optimal measures, and in particular to prove Theorem C. We start noticing that, for a general function $\bar{g}$, there is no reason why there should be a unique optimal measure, and it is easy to build examples in which the uniqueness fails. Less clear is the question whether optimal measures should be radial. Indeed, on one side, the problem is rotationally invariant; but on the other side, in most of the examples the function $g$ has a unique minimum point, say $t_{\text{min}}$, and then, roughly speaking, points would like to stay at distance $t_{\text{min}}$ from each other, and this somehow pushes against the radiality. The two questions are related, because obviously if there is a unique optimal measure then it must be radial, since all the rotations of this measure are also optimal and then have to coincide with it.

As already pointed out in the Introduction, the question of the uniqueness has already been treated in some papers. More precisely, in [1] it is shown that there is a unique optimal measure whenever $\bar{g}(x) = |x|^{-\alpha} + |x|^2$ with any $0 < \alpha < N$. Later on, the same result was obtained in [10] for $\bar{g}(x) = |x|^{-\alpha} + |x|^\beta$ with any $2 \leq \beta \leq 4$, and again $0 < \alpha < N$. We can now further generalise the result by substituting the term $|x|^{-\alpha}$ with any positive definite function, basically
using the same approach of [10] and the properties of the positive definite functions. We start with the definition.

**Definition 4.1 (Strongly positive definite functions).** Given a $L_{\text{loc}}^1$ function $\bar{h} : \mathbb{R}^N \to \mathbb{R}^+$, for any two measures $\mu, \nu \in \mathcal{P}(\mathbb{R}^N)$ we define

$$
\mathcal{E}_h(\mu, \nu) = \iint_{\mathbb{R}^N \times \mathbb{R}^N} \bar{h}(y - x) \, d\mu(x) \, d\nu(y).
$$

Then, we say that $\bar{h}$ is strongly positive definite if for any $\mu, \nu \in \mathcal{P}(\mathbb{R}^N)$ one has

$$
\mathcal{E}_h(\mu, \mu) + \mathcal{E}_h(\nu, \nu) \geq 2\mathcal{E}_h(\mu, \nu),
$$

and that $\bar{h}$ is strictly strongly positive definite if the inequality is strict whenever $\mu \neq \nu$.

The definition of positive definite functions is quite standard, see for instance [13, 9, 11], and it simply consists in asking the validity of the property (4.1) when $\mu$ and $\nu$ are $L^1$ functions with unit $L^1$ norm, or characteristic functions of sets of unit volume—these two choices are equivalent by a simple approximation argument. We add the word “strongly” to remember that our assumption is in principle stronger, since we want to test with every probability measure. However, it is simple to see that the two notions are in fact equivalent, at least for functions for which the measures can be approximated by functions in energy, as we show now.

**Lemma 4.2.** Assume that $\bar{h} : \mathbb{R}^N \to \mathbb{R}^+$ is a $L_{\text{loc}}^1$ function with the property that for any measure $\mu \in \mathcal{P}(\mathbb{R}^N)$ there is a sequence of smooth functions $\mu_j \in \mathcal{P} \cap C_0^\infty(\mathbb{R}^N)$ weakly* converging to $\mu$ and such that $\mathcal{E}_h(\mu_j, \mu_j) \to \mathcal{E}_h(\mu, \mu)$ for $j \to \infty$. Then, $\bar{h}$ is strongly positive definite if and only if it is positive definite.

**Proof.** Of course, whenever $\bar{h}$ is strongly positive definite, then it is also positive definite, so we only have to prove the opposite implication. Let us then assume that $\bar{h}$ is positive definite, and let $\mu$ and $\nu$ be two probability measures. By assumption, we can take two sequences $\{\mu_j\}$ and $\{\nu_n\}$ in $\mathcal{P} \cap C_0^\infty(\mathbb{R}^N)$ which weakly* converge to $\mu$ and $\nu$ respectively, and such that

$$
\lim_{j \to \infty} \mathcal{E}_h(\mu_j, \mu_j) = \mathcal{E}_h(\mu, \mu), \quad \lim_{n \to \infty} \mathcal{E}_h(\nu_n, \nu_n) = \mathcal{E}_h(\nu, \nu).
$$

Since (4.1) is true for any pair $(\mu_j, \nu_n)$, by lower semicontinuity we have

$$
2\mathcal{E}_h(\mu, \nu) \leq \liminf_{j \to \infty} 2\mathcal{E}_h(\mu_j, \nu) \leq \liminf_{j \to \infty} \liminf_{n \to \infty} 2\mathcal{E}_h(\mu_j, \nu_n)

\leq \liminf_{j \to \infty} \liminf_{n \to \infty} \mathcal{E}_h(\mu_j, \mu_j) + \mathcal{E}_h(\nu_n, \nu_n) = \mathcal{E}_h(\mu, \mu) + \mathcal{E}_h(\nu, \nu).
$$

Therefore, $\bar{h}$ is strongly positive definite. \hfill \square

As said above, the notion of positive definiteness is well known. In particular, the following sufficient conditions for the positive definiteness are known, see for instance [12].

**Theorem 4.3.** Let $\bar{h} : \mathbb{R}^N \to \mathbb{R}^+$ be a $L_{\text{loc}}^1$ function. If $\lim_{|x| \to \infty} \bar{h}(x) = \inf \bar{h}$ and $\bar{h}$ is subharmonic in $\mathbb{R}^N \setminus \{0\}$, then $\bar{h}$ is positive definite. If $\limsup_{|x| \to \infty} \bar{h}(x) < +\infty$ and the Fourier transform of $\bar{h}$ is a positive Borel measure, then $\bar{h}$ is positive definite.
In particular, the function \( t^{-\alpha} \) is strictly positive definite for every \( 0 < \alpha < N \), as well as the Gaussian function \( e^{-|x|^2/2} \), and the function \(- \ln(|x|)\) in dimension \( N = 2 \).

An important corollary of Lemma 4.2, which immediately follows by Lemma 3.14, is that a radial function \( \bar{h} \) with the property that \( h \), defined by \( \bar{h}(x) = h(|x|) \), is continuous, decreasing in a right neighborhood of 0, and so that \( \lim_{t \downarrow 0} h(t)t^{\alpha} = 0 \) for some \( 0 < \alpha < N \), is strictly positive definite as soon as it is positive definite. If \( \bar{h} \) is subharmonic in \( \mathbb{R}^N \setminus \{0\} \), there is not even need of asking the existence of some \( \alpha \) as above. More precisely, the following result holds.

**Lemma 4.4.** Every radial function \( \bar{h} : \mathbb{R}^N \to \mathbb{R}^+ \) which is radially decreasing and subharmonic in \( \mathbb{R}^N \setminus \{0\} \) is strongly positive definite.

**Proof.** Let \( \bar{h} : \mathbb{R}^N \to \mathbb{R}^+ \) be a radial, radially decreasing and subharmonic function, and let us call as usual \( h : \mathbb{R}^+ \to \mathbb{R}^+ \) the function given by \( h(x) = h(|x|) \). By Theorem 4.3 we know that \( \bar{h} \) is positive definite. Therefore, as noticed above, Lemma 4.2 and Lemma 3.14 readily give that \( \bar{h} \) is strongly positive definite if there is some \( 0 < \alpha < N \) such that \( \lim_{t \downarrow 0} h(t)t^{\alpha} = 0 \).

Let us then suppose then that it is not so. For any small \( \varepsilon > 0 \), we call \( \bar{h}_\varepsilon : \mathbb{R}^N \setminus \{0\} \to \mathbb{R}^+ \) the radial function which coincides with \( \bar{h} \) in \( \mathbb{R}^N \setminus B_\varepsilon \) and which is harmonic in \( B_\varepsilon \setminus \{0\} \). In particular, the corresponding function \( h_\varepsilon \) is defined in \((0, \varepsilon)\) by the formula

\[
    h_\varepsilon(t) = \begin{cases} 
        \frac{(t^{2-N} - \varepsilon^{2-N})h'(\varepsilon)}{(2-N)\varepsilon^{1-N}} + h(\varepsilon) & \text{if } N \neq 2, \\
        \varepsilon(\ln(t) - \ln(\varepsilon))h'(\varepsilon) + h(\varepsilon) & \text{if } N = 2.
    \end{cases}
\]

Notice that \( \bar{h}_\varepsilon \) satisfies by construction all the requirements of the lemma, and moreover \( \lim_{t \downarrow 0} h_\varepsilon(t)t^{N-1/2} = 0 \). As a consequence, \( \bar{h}_\varepsilon \) is strongly positive definite. Given then any two probability measures \( \mu \) and \( \nu \), we know that

\[
    \mathcal{E}_\varepsilon(\mu, \mu) + \mathcal{E}_\varepsilon(\nu, \nu) \geq 2\mathcal{E}_\varepsilon(\mu, \nu),
\]

where we write \( \mathcal{E}_\varepsilon \) in place of \( \mathcal{E}_{\bar{h}_\varepsilon} \) for simplicity of notations. Since the functions \( \bar{h}_\varepsilon \) pointwise converge to \( \bar{h} \) when \( \varepsilon \to 0 \), and \( \bar{h}_\varepsilon \leq \bar{h} \) by construction and since \( \bar{h} \) is subharmonic, by the Dominated Convergence Theorem each term in the above inequality converges for \( \varepsilon \to 0 \) to the corresponding term with \( \mathcal{E}_{\bar{h}} \) in place of \( \mathcal{E}_\varepsilon \). The validity of (4.1) is then established, and so \( \bar{h} \) is strongly positive definite. \( \square \)

The importance in this context of the notion of positive definiteness is mainly given by the following elementary observation.

**Lemma 4.5.** Let \( \bar{g} : \mathbb{R}^N \to \mathbb{R}^+ \) be a l.s.c., \( L^1_{\text{loc}} \) and strongly positive definite function. Then the energy \( \mathcal{E} \) is convex in the space

\[
    \hat{\mathcal{P}}_{g,c} = \left\{ \mu \in \mathcal{P}(\mathbb{R}^N) : \text{spt}(\mu) \subset \subset \mathbb{R}^N, \mathcal{E}(\mu) < +\infty, \int x \, d\mu = 0 \right\}
\]

of the probability measure with compact support, finite energy, and baricenter in the origin. If \( \bar{g} \) is strictly strongly positive definite then \( \mathcal{E} \) is strictly convex in \( \hat{\mathcal{P}}_{g,c} \).
4.1

or Proposition 3.2 we have

\[ \mathcal{E}(\lambda \mu + (1 - \lambda)\nu) = \mathcal{E}_g(\lambda \mu + (1 - \lambda)\nu, \lambda \mu + (1 - \lambda)\nu) \]

\[ = \lambda^2 \mathcal{E}(\mu) + (1 - \lambda)^2 \mathcal{E}(\nu) + 2\lambda(1 - \lambda)\mathcal{E}_g(\mu, \nu), \]

and then by (4.1)

\[ \mathcal{E}(\lambda \mu + (1 - \lambda)\nu) - (\lambda \mathcal{E}(\mu) + (1 - \lambda)\mathcal{E}(\nu)) = \lambda(\lambda - 1)\left(\mathcal{E}_g(\mu, \mu) + \mathcal{E}_g(\nu, \nu) - 2\mathcal{E}_g(\mu, \nu)\right) \leq 0, \]

which gives the required convexity of \( \mathcal{E} \). If \( \bar{g} \) is strictly strongly positive definite, then the above inequality is strict whenever \( 0 < \lambda < 1 \) and \( \mu \neq \nu \), thus \( \mathcal{E} \) is strictly convex in \( \mathcal{P}_{b,c} \). \( \square \)

We can now conclude the paper by giving the proof of Theorem C.

Proof of Theorem C. The function \( x \mapsto |x|^\beta \) is positive definite for \( 2 \leq \beta \leq 4 \), as proved in [10, Theorem 2.1], and then it is also strongly positive definite since Lemma 4.2 can be clearly applied. As a consequence, if \( \bar{h} \) is strongly positive definite, so is also \( \bar{g}(x) = \bar{h}(x) + |x|^\beta \). Since the assumptions allow us to apply Theorem A, we know the existence of an optimal measure \( \mu \) for the energy \( \mathcal{E} \), which is compactly supported. Up to a translation, we can assume that \( \mu \) has baricenter in the origin. For every \( \theta \in \mathbb{S}^{N-1} \), we call then \( \mu_\theta \) the measure obtained by rotating \( \mu \) of an angle \( \theta \). By radiality of \( \bar{g} \), each measure \( \mu_\theta \) has the same energy as \( \mu \), so they are all optimal. Since the energy \( \mathcal{E} \) is convex in the space \( \mathcal{P}_{b,c} \), which contains by construction all the measures \( \mu_\theta \), we deduce the optimality also of the measure

\[ \bar{\mu} = \int_{\mathbb{S}^{N-1}} \mu_\theta \, d\mathcal{H}^{N-1}(\theta), \]

which is of course in \( \mathcal{P}_{\text{rad}} \). The existence of an optimal measure in \( \mathcal{P}_{\text{rad}} \) is then established.

If \( \bar{h} \) is strictly strongly positive definite, then so is \( \bar{g} \) and then the energy \( \mathcal{E} \) is strictly convex in \( \mathcal{P}_{b,c} \). As a consequence, all the measures \( \mu_\theta \) have to coincide, and this means that \( \mu = \bar{\mu} \) is radial. We claim that \( \mu \) is actually the only optimal measure with baricenter in the origin. This is in fact obvious, since if there is another such optimal measure \( \nu \neq \mu \), the strict convexity of \( \mathcal{E} \) gives that \( \mathcal{E}((\mu + \nu)/2) < \mathcal{E}(\mu) \), which is absurd.

Let us now assume that \( \bar{h} \) is subharmonic in \( \mathbb{R}^N \setminus \{0\} \) and radially decreasing. The fact that \( \bar{h} \) is strongly positive definite is given by Lemma 4.4, and then the existence of a minimizer \( \bar{\mu} \) of \( \mathcal{E} \) in \( \mathcal{P} \) which is radial follows by the first part of the proof. Suppose now that \( \bar{h} \) is strictly subharmonic in some \( B_r \setminus \{0\} \). Since of course \( \bar{\mu} \) in particular minimizes the energy in \( \mathcal{P}_{\text{rad}} \), the fact that the support of \( \bar{\mu} \) is a ball is given by either Proposition 3.4 or Proposition 3.6. Let us call \( R_1 \) the radius of this ball. To conclude the thesis, we have to show that also the support of any other minimal measure in \( \mathcal{P} \) (which might also not belong to \( \mathcal{P}_{\text{rad}} \)) is a ball of radius \( R_1 \).

To do so, let us consider two optimal measures \( \mu', \mu'' \) in \( \mathcal{P}_{b,c} \), and let us call \( S', S'' \) their supports. Keep in mind that by Proposition 3.2 we have \( \psi_{\mu'} \equiv \mathcal{E}(\bar{\mu}) \) in \( S' \) and \( \psi_{\mu'} \geq \mathcal{E}(\bar{\mu}) \) in \( \mathbb{R}^N \setminus S' \), and the same is true with \( \psi_{\mu''} \) and \( S'' \) in place of \( \psi_{\mu'} \) and \( S' \). By the convexity of \( \mathcal{E} \) in \( \mathcal{P}_{b,c} \), we deduce that also \( \mu = (\mu' + \mu'')/2 \) is an optimal measure, so \( \psi_{\mu'} \leq \mathcal{E}(\bar{\mu}) \) everywhere on the support of \( \mu \), which is \( S' \cup S'' \). Since \( \psi_{\mu} = (\psi_{\mu'} + \psi_{\mu''})/2 \), also keeping in mind Remark 3.3 we deduce that actually \( \psi_{\mu'}(x) = \mathcal{E}(\bar{\mu}) \) for every point \( x \in S'' \setminus S' \). However, the function \( \psi_{\mu'} \) is
subharmonic in $\mathbb{R}^N \setminus S'$, and strictly subharmonic in the subset of $\mathbb{R}^N \setminus S'$ made by the points with distance less than $r$ from $S'$. Since $\psi_{\mu'}$ is constant in $S'' \setminus S'$, this means that all the points of $S'' \setminus S'$ have distance at least $r$ from $S'$.

Let then $\mu$ be a generic optimal measure in $\mathcal{P}$, and suppose up to a translation that $\mu \in \mathcal{P}_{g,c}$. Applying the above considerations with $\mu' = \mu$ and $\mu''$ equal to some rotation $\mu_\theta$ of $\mu$, we immediately deduce that the support of $\mu$ must be radial. We can now observe that the support of $\mu$ is actually a ball. Indeed, since it is radial then it coincides with the support of the radial average

$$\int_{S^{N-1}} \mu_\theta \, d\mathcal{H}^{N-1}(\theta),$$

and since this latter measure is a minimal measure which belongs to $\mathcal{P}_{rad}$, by Proposition 3.4 or 3.6 its support must be a ball. That is, we have observed that the support of a generic optimal measure $\mu$ in $\mathcal{P}$ must be a ball. And finally, applying again the above considerations with $\mu' = \mu$ and $\mu'' = \bar{\mu}$, we deduce that the radius of this ball must coincide with the radius $R_1$ of the support of $\bar{\mu}$. The proof is then concluded.

□
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