Quantum clocks and their synchronisation — the Alternate Ticks Game
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Time plays a crucial role in the intuitive understanding of the world around us. Within quantum mechanics, however, time is not usually treated as an observable quantity; it enters merely as a parameter in the laws of motion of physical systems. Here we take an operational approach to time. Towards this goal we consider quantum clocks, i.e., quantum systems that generate an observable time scale. We then study the quality of quantum clocks in terms of their ability to stay synchronised.

To quantify this, we introduce the “Alternate Ticks Game” and analyse a few strategies pertinent to this game.

“He who made eternity out of years remains beyond our reach. His ways remain inscrutable because He not only plays dice with matter but also with time.”

Karel V. Kuchař [1]

I. INTRODUCTION

Time is a central concept used for the description of the world around us. We perceive it intuitively and we can measure it to very good precision [2–4]. Nevertheless, it remains as one of the biggest unknowns of modern physics [1, 5–11]. In quantum mechanics, time is not considered an observable, but plays merely a parametric role in the equation of motion. In fact, it cannot be treated like other observables, as there cannot exist a self-adjoint time operator that is canonically conjugate to a Hamiltonian having a semi-bounded spectrum [7].

There have been various attempts, though, to establish an understanding of time that goes beyond this parametric view [12–18], e.g., by considering time as arising from correlations between physical systems. In this work we intend to take further steps in this direction.

Our approach is operational, in the sense that we study clocks, i.e., physical systems that provide time information. This is motivated by earlier work [14, 19], where it has also been suggested to distinguish between coordinate time and clock time. While the first refers to a parameter used within a physical theory, the latter is an observable quantity. Here we are interested in the latter. Specifically, we view clock time as the observable output of a quantum system, hereafter referred to as a quantum clock.

Clearly, it is desirable to have a notion of quantum clocks that agrees with our usual perception of classical clocks in a certain limit. Yet, for our operational approach towards time, we shall assume only some basic features that a clock must exhibit. Importantly, a clock should generate a clock time that can be used to order events. This feature will play a central role in our treatment and will be captured below by our definition of a time scale.

Within Newtonian theory, there do not seem to be any fundamental limitations to the accuracy to which clocks can stay synchronised (see e.g., [2, 4]). This gives rise to a global notion of time. A notion of global time is also assumed in the usual treatment of quantum mechanics. However, the corresponding global structures have various non-trivial features, which are a topic of ongoing research (see, e.g., [20–25]). Furthermore, a global notion of time is generally not achievable in relativistic theories [1, 8, 26–29]. In our operational approach, we will thus treat quantum clocks as local physical systems, governed by the laws of quantum mechanics. This raises the question of synchronisation. In operational terms, we are interested to know whether two clocks that are separated, so that no communication between them is possible, can order events consistently. If this is the case, we say that the time scales generated by the two clocks are compatible. We note that this question relates to the general idea of reference frames in quantum theory [30] and, in particular, the question of how well such reference frames can be correlated.

To quantify the level of synchronisation between clocks, we consider a particular scenario, which we term the Alternate Ticks Game. In this game, two players, each equipped with a quantum clock, are asked to send tick signals in alternating order to a referee. The number of tick signals that they can generate in the correct order is then taken as a measure of how well the clocks are synchronised and, hence, of the quality of these clocks.

Quantum clocks should, by definition, produce a measurable output — the clock time. As any measurement of a quantum system unavoidably disturbs its state, one should expect fundamental limitations to the precision of quantum clocks, and hence the level of synchronisation attainable between them. It is one of the major motivations of the present work to understand these limitations.

This paper is structured as follows. In Section II, we introduce our definition of a quantum clock and the associated time scale. Section III is concerned with a continuity condition, which ensures that quantum clocks can be regarded as self-contained devices, in particular that they do not implicitly rely on a time-dependent control mechanism. Then, in Section IV, we consider the synchronisation of clocks and introduce the Alternate Ticks Game, which serves as a method to investigate the quality of quantum clocks. The numerical results of some
possible strategies pertinent to this game are presented in Section V. In our conclusions in Section VI we discuss possible future research directions that are spurred by this work.

II. QUANTUM CLOCKS AND TIME SCALES

The aim of this section is to motivate and define our notion of a quantum clock (Definition 1) and the derived concept of a time scale (Definition 2). Roughly speaking, a quantum clock is a quantum physical system equipped with a mechanism that generates time information. We model this mechanism as a process involving the following two systems (see Fig. 1).

- **Clockwork (denoted C):** This is the dynamical part of the clock whose state evolves with respect to the coordinate time. In addition, it interacts with its environment, thereby outputting time information.

- **Tick registers (denoted T1, T2, ...):** These belong to the environment of the clockwork. Each tick register Tni is briefly in contact with the clockwork and records the output of the latter. After this interaction, it is separated from the clockwork, keeping a record of the clock time.

The evolution of a physical clock appears to be continuous. However, as the notion of continuity implicitly refers to some underlying time parameter, we model the evolution of a quantum clock more generally as a sequence of discrete steps. Continuity may then be approximated by imposing an additional condition (see Definition 3 below). Each of the discrete evolution steps consists of the interaction between the clockwork C and a fresh tick register Tni. Crucially, all steps are governed by the same dynamics, specified by a map M. Accordingly, all tick registers Tni are taken to be isomorphic to a virtual system T. Furthermore, we specify the initial state of the clockwork C by a density operator, denoted by ρ0C. This idea is captured by the following definition.

**Definition 1.** A quantum clock is defined by a pair (ρ0C, M_{C→CT}), where ρ0C is a density operator of a system C, called clockwork, and M_{C→CT} is a completely positive trace-preserving (CPTP) map from C to a composite system C ⊗ T.

The clock time produced by a clock gives rise to a time scale. Since, in our model, the clock time is recorded by the tick registers, a time scale corresponds to the cumulative content of these registers (see Fig. 2). Formally, this is defined as follows.

**Definition 2.** Let (ρ0C, M_{C→CT}) be a quantum clock and let T1, T2, ..., be a sequence of systems isomorphic to T, called tick registers. Then the time scale generated by the quantum clock is the sequence \{ρ^N_{T1...TN}\}_{N∈N} of density operators on T1 ⊗ ··· ⊗ TN defined by the partial trace over C of

\[
ρ^N_{CT1...TN} = \bigotimes_{j=1}^{N} M_{C→CT_j}(ρ^0_C),
\]

where M_{C→CT_j} denotes the completely positive map that acts like M_{C→CT} from C to C ⊗ Tj, while leaving T1, ..., Tj−1 unchanged.

It is easy to verify that for any N′ > N we have

\[
ρ^N_{T1...TN} = tr_{T_{N+1}...T_{N′}}(ρ^N′_{T1...T_{N′}}).
\]

The sequence \{ρ^N_{T1...TN}\}_{N∈N} of density operators is thus just a way to specify the state of the system1 T1 ⊗ T2 ⊗ ··· formed by all (infinitely many) tick registers after infinitely many invocations of the map M.

![Fig. 1: Model of a quantum clock. A quantum clock consists of a clockwork C that interacts with tick registers T1, T2, ... These registers are propagated away from C after their interaction, keeping a record of the clock time.](image)

Realistic clocks consist of various physical components, such as a power source to drive the clock. Our definition of a quantum clock, i.e., the pair (ρ0C, M_{C→CT}), does not specify these explicitly. It rather provides an abstract description of how the clock generates time information. While such an abstract model is suitable for our considerations, one should keep in mind that it is quite generic. That is, any physically realisable clock admits an abstract description in terms of a pair (ρ0C, M_{C→CT}), but not any such pair corresponds to a physically realisable quantum clock. Indeed, in Section III we will introduce an additional condition that accounts for certain physical constraints.

Our definition of a quantum clock also does not explicitly require certain features that may be expected from a clock — constant time intervals, cyclicity, and unidirectional evolution. These turn out to be unnecessary for the operational task of synchronising quantum clocks. Take, as an example, the notion of constant time intervals. Intuitively, this seems to be necessary to determine the duration of events in some well-defined units (e.g., seconds). But, if the duration of a second were to change

---

1 Note that the tensor product of infinitely many finite Hilbert spaces is not necessarily a separable Hilbert space.
every time the clock should tick (i.e., if it was not a constant), and if all clocks would perform these adjustments automatically without us noticing, then such a change would not lead to any observable consequences.

In the following we will often consider particular constructions of quantum clocks where the map $\mathcal{M}$ can be written as the concatenation of two CPTP maps,

$$\mathcal{M}_{C\rightarrow CT} = \mathcal{M}_{C\rightarrow CT}^{\text{meas}} \circ \mathcal{M}_{C\rightarrow C}^{\text{int}}. \quad (3)$$

$\mathcal{M}^{\text{int}}$ acts only on the clockwork $C$ and $\mathcal{M}^{\text{meas}}$ corresponds to a measurement on $C$ of the form

$$\mathcal{M}_{C\rightarrow CT}^{\text{meas}} : \rho_C \mapsto \sum_{t \in T} \sqrt{\pi_t} \rho_C \sqrt{\pi_t} \otimes |t\rangle\langle t|_T, \quad (4)$$

where $\{\pi_t\}_{t \in T}$ is a Positive-Operator Valued Measure (POVM)$^2$ on $C$ and where $\{|t\rangle\}_{t \in T}$ is a family of orthonormal vectors on the Hilbert space of $T$. $\mathcal{M}^{\text{int}}$ can be interpreted as the internal mechanism that drives the clockwork, whereas $\mathcal{M}^{\text{meas}}$ extracts time information and copies it to the tick registers.

For a simple example of a clock of the form (3), assume that the clockwork $C$ is binary (i.e., described by the Hilbert space $\mathbb{C}^2$), with orthonormal states $|0\rangle$ and $|1\rangle$, and that the map $\mathcal{M}^{\text{int}}$ flips the state on $C$, corresponding to a logical NOT operation. Furthermore, $\mathcal{M}^{\text{meas}}$ could be a measurement defined by the projectors $\pi_0 = |0\rangle\langle 0|$ and $\pi_1 = |1\rangle\langle 1|$. Then, with $C$ initially set to $|0\rangle$, the resulting time scale $\{\rho_{T_1\cdots T_N}\}_N$ would consist of operators of the form

$$\rho_{T_1\cdots T_N} = |1\rangle \otimes |0\rangle \otimes |1\rangle \otimes |0\rangle \otimes \cdots .$$

Because of its deterministic character such a clock would be perfectly precise, in the sense that two such clocks could stay synchronised infinitely long. In particular, they would perform arbitrarily well in the Alternate Ticks Game defined in Section IV.

### III. CONTINUOUS QUANTUM CLOCKS

It appears to be easy to physically realise the simple clock described in the previous section — one merely needs to implement a NOT gate and a measurement. However, it is unclear whether these operations can be carried out without the help of an additional time-dependent control mechanism, i.e., one that turns on and off certain interactions at well-defined points in coordinate time. And if such a control mechanism is necessary, the clock can of course no longer be regarded as a self-contained device. This motivates an additional assumption, namely that the clockwork evolves continuously. As

$$^2 \text{A POVM is a family of positive semidefinite operators } \pi_t \text{ such that } \sum_t \pi_t = \text{id}, \text{ where id denotes the identity operator.}$$

---

$^3$ That a clock is self contained means that any possible control mechanism is regarded as part of it. In this case the Hamiltonian of the system is time-independent. Considering small steps in coordinate time, such a clock can always be modelled as an $\epsilon$-continuous quantum clock, for any $\epsilon > 0$. 

![FIG. 2: Tick registers and the time scale.](image-url) Intuitively, one may think of the tick registers $T_i$ as propagating through space (coordinate $x$), starting from the location of the clockwork $C$ in terms of coordinate time (denoted by $t$). An observer located at position $x_t$ would observe them in sequential order (with respect to $t$). The content of the sequence of tick registers defines a time scale.

Our model is inherently discrete, we formalise this by the requirement that the individual steps of the evolution can be made arbitrarily small.

Definition 3. A quantum clock $(\rho_C^0, \mathcal{M}_{C\rightarrow CT})$ is called $\epsilon$-continuous if the map $\mathcal{M}_{C\rightarrow CT}$ restricted to $C$ is $\epsilon$-close to the identity map $I_C$, i.e.,

$$\| \text{tr}_T \circ \mathcal{M}_{C\rightarrow CT} - I_C \|_\diamond \leq \epsilon \quad (5)$$

where $\| \cdot \|_\diamond$ is the diamond norm.
clock defined by the map
\[ M_{C \rightarrow CT} : \rho_C \mapsto U(\rho_C \otimes \sigma_T) . \] (6)

In particular, if the initial state of the clockwork is \( \rho_C^0 \), then the states after the first and the second step are

\[ \rho_C^1 = (\text{tr}_T \circ U)(\rho_C^0 \otimes \sigma_T) \quad \rho_C^2 = (\text{tr}_T \circ U)(\rho_C^0 \otimes \sigma_T) . \]

This may now be compared to a situation where the gear system fails to deliver a fresh tick register between the first and the second execution of \( U \). In this case the state of the clockwork after the second step would be

\[ \bar{\rho}_C^2 = (\text{tr}_T \circ U \circ U)(\rho_C^0 \otimes \sigma_T) . \]

For any map \( M \) that is \( \epsilon \)-continuous one can choose the corresponding map \( U \) such that \( U = I + D \) with \( \| D \|_\infty \leq \epsilon \).

Inserting this into the above expressions for the states gives

\[ \rho_C^2 = \rho_C^0 + 2(\text{tr}_T \circ D)(\rho_C^0 \otimes \sigma_T) + \delta_C \]
\[ \bar{\rho}_C^2 = \rho_C^0 + 2(\text{tr}_T \circ D)(\rho_C^0 \otimes \sigma_T) + \bar{\delta}_C \]

with

\[ \delta_C = (\text{tr}_T \circ D)((\text{tr}_T \circ D)(\rho_C^0 \otimes \sigma_T) \otimes \sigma_T) \]
\[ \bar{\delta}_C = (\text{tr}_T \circ D \circ D)(\rho_C^0 \otimes \sigma_T) . \]

Using the fact that both the partial trace \( \text{tr}_T \) and the tensoring map \( X_C \mapsto X_C \otimes \sigma_T \) have diamond norm equal to 1, we find

\[ \| \delta_C \|_1 \leq \| D \|_\infty^2 \leq \epsilon^2 \quad \text{and} \quad \| \bar{\delta}_C \|_1 \leq \| D \|_\infty^2 \leq \epsilon^2 . \]

From this we obtain a bound on the distance between the two states,

\[ \| \rho_C^2 - \bar{\rho}_C^2 \|_1 = \| \delta_C - \bar{\delta}_C \|_1 \leq \| \delta_C \|_1 + \| \bar{\delta}_C \|_1 \leq 2\epsilon^2 . \]

Suppose now that the clock runs for \( N + 1 \) steps where, as above, in each step the state of \( C \otimes T \) undergoes a mapping \( U \). Let \( \rho_C^{N+1} \) be the state of \( C \) under the assumption that a fresh tick register (initialised in state \( \sigma_T \)) is provided in between any two executions of \( U \). Let furthermore \( \bar{\rho}_C^{N+1} \) be the corresponding state where this condition may fail with probability \( p \) in between any of the steps. Generalising the reasoning above, we find that the distance between the two states is bounded by

\[ \| \rho_C^{N+1} - \bar{\rho}_C^{N+1} \|_1 \leq 2Np\epsilon^2 . \]

Note that the value \( N \) necessary to achieve a certain change of the state of the clockwork scales inverse proportionally to \( \epsilon \), i.e., \( N = c/\epsilon \) for some constant \( c \) (independent of \( \epsilon \)). Inserting this in the above bound we conclude that the distance is of the order

\[ \| \rho_C^{N+1} - \bar{\rho}_C^{N+1} \|_1 \leq O(\epsilon) , \]

i.e., the effect onto the state of the clockwork \( C \) due to failures in the replacement of the tick registers disappears as \( \epsilon \) tends to 0. In other words, the performance of a continuous quantum clock does not depend on the exact timing of the insertion of the tick registers.

The clock with the NOT-based clockwork described at the end of Section II is not \( \epsilon \)-continuous for any \( 0 < \epsilon < 2 \), as in each step the state of \( C \) is deterministically changed to an orthogonal one. In fact, constructing a continuous clock is a bit more challenging. One conceivable approach could be to split the NOT operation used in the construction into small identical steps. Specifically, the map \( M^{\text{int}} \) could be defined as an \( n^{\text{th}} \) root of the NOT operation, for some large \( n \), corresponding to a rotation in state space by a small angle. For any \( \epsilon > 0 \) and sufficiently large \( n \) this map would be \( \epsilon \)-close to the identity. However, it is unclear how to choose the measurement \( M^{\text{meas}} \). In fact, if the described small rotations are applied in between two measurements, its outcome would no longer be deterministic. Consequently, the clock would generate a rather randomised time scale and thus not be very precise.

As we shall see, the price to pay for more precision seems to be an increased size of the clockwork \( C \). To illustrate this, we consider a clockwork that mimics the propagation of a wavepacket. Specifically, let \( C \) be equipped with an orthonormal basis \( \{ | c \rangle \} \}_{c=0,\ldots,d-1} \), for \( d \in \mathbb{N} \) and define, for any \( \bar{c} \in \{ 0, \ldots, d - 1 \} \) and \( \Delta \ll d \),

\[ \Pi_{\bar{c}} = \sum_{c \mid |c-\bar{c}| \leq \Delta} | c \rangle \langle c | . \] (7)

Furthermore, assume that the initial state \( \rho_C^0 \) is contained in the support of the projector \( \Pi_{c_0} \), with \( c_0 = 0 \), i.e.,

\[ \text{tr}(\Pi_{c_0} \rho_C^0) = 1 . \] (8)

Intuitively, one may think of \( \rho_C^0 \) as a wavepacket of breadth \( \Delta \) localised around \( c_0 \). Let \( M^{\text{int}} \) be a map that moves this wavepacket by some fixed distance \( \nu \ll 1 \), in the sense that the state \( \rho_C^N \) of the clockwork after \( N \) applications of \( M^{\text{int}} \) [see (1)] satisfies

\[ \text{tr}(\Pi_{c_N} \rho_C^N) \approx 1 \quad \text{for} \quad c_N \approx [N\nu] \] (9)

(provided that \( N\nu + \Delta < d - 1 \)). Finally, the measurement \( M^{\text{meas}} \) [see (4)] could be defined by the POVM elements

\[ \pi_0 = \text{id}_C - \delta \Pi_{\bar{c}} \quad \text{and} \quad \pi_1 = \delta \Pi_{\bar{c}} \] (10)

for \( \bar{c} = d - 1 \) and some \( \delta \ll 1 \). It is easy to see that, for any \( \epsilon > 0 \), the clock can be made \( \epsilon \)-continuous by choosing \( \nu \) and \( \delta \) sufficiently small.

We note that this construction relies on the assumption that the (mimicked) wavepacket propagates regularly (such that condition (9) is satisfied). This is however only possible if its breadth \( \Delta \) is sufficiently large.
so that the wavepacket has not too much spread in momentum. Since the dimension $d$ of $C$ must certainly be larger than $\Delta$, the precision of the proposed construction depends strongly on the size of the clockwork.

To analyse the time scale that the clock generates we first observe that, as long as $N\nu + 2\Delta < d$, the state of the clockwork $\rho_C^N$ has only negligible overlap with $\pi_1$ and is therefore not disturbed by the measurement $\mathcal{M}_{\text{meas}}$. During this phase, the clock would output a series of states $|0\rangle$ to the tick registers. Only once $N\nu$ is approximately equal to $d$, the clock would at some point output a state $|1\rangle$. Hence, assuming that $\Delta \ll d$, the first “tick” almost never occurs before $N_{\text{min}} = d/\nu + O(1/\delta)$ steps. Since the length of the interval $[N_{\text{min}}, N_{\text{max}}]$ can be made short relative to $N_{\text{min}}$ by choosing $d \gg \nu/\delta$, the clock produces a relatively precise first tick. However, after this first tick, the clock would in each step output $|1\rangle$ with probability $\delta$, resulting in a rather randomised pattern of ticks.

The construction above could be leveraged to a more useful clock by adapting the measurement $\mathcal{M}_{\text{meas}}$ such that it resets the state of $C$ to $\rho_C^0$ whenever the output $|1\rangle$ is written to the time register. Formally, this corresponds to a clock where the CPTP map defined by Eq. (4) is replaced by

$$
\mathcal{M}_{C\rightarrow CT}^{\text{meas}} : \rho_C \mapsto \sqrt{\tau_0} \rho_C \sqrt{\tau_0} \otimes |0\rangle\langle 0|_T + \text{tr}(\pi_1 \rho_C) \rho_C \otimes |1\rangle\langle 1|_T \tag{11}
$$

with $\hat{\rho}_C = \rho_C^0$. The resulting time scale would then consist of almost equally long sequences of states $|0\rangle$ separated by states $|1\rangle$. However, the precision depends crucially on the size $d$ of the clockwork (see Section V for numerical results). In fact, it appears to be impossible to construct continuous clocks of finite size that are infinitely precise.

IV. SYNCHRONISATION OF CLOCKS — THE ALTERNATE TICKS GAME

So far we have specified what type of physical systems we consider as clocks, but we have not yet provided any criteria to assess their capacity to generate precise time information. As it seems to be impossible to define the accuracy of a clock in an operational manner without comparing it to another one, we consider multiple clocks and ask how well they can stay synchronised.

There are various ways to define synchronisation between two clocks. In general, synchronisation means that the time scales generated by the two clocks are in some sense compatible. The strongest possible criterion would be that they are identical. However, such a perfect synchronisation would require perfectly precise clocks, which cannot be achieved with continuous clocks of finite size.

In the following, we introduce a quantitative measure for synchronisation. We formulate it in terms of a game, the Alternate Ticks Game. It involves two collaborating players, $A$ and $B$, each of them equipped with a quantum clock. The players can agree on a common strategy, but are not allowed to communicate once the game has begun. They are asked to provide ticks to a referee, who checks whether these ticks are received in an alternating order — first from $A$, then from $B$, then again from $A$, and so on (see Fig. 3). The goal of the players is to maximise the number of ticks respecting the posed alternate ticks condition.

![Schematic representation of the Alternate Ticks Game](image)

FIG. 3: Schematic representation of the Alternate Ticks Game. Two players $A$ and $B$ choose quantum clocks, possibly under certain constraints, e.g., a bound on the dimension of their clockworks, $C_A$ and $C_B$. The clocks are defined by initial states $\rho_A^0$, $\rho_B^0$ as well as maps $\mathcal{M}_{\text{out}}^{A\rightarrow CT}$, $\mathcal{M}_{\text{out}}^{B\rightarrow CT}$, respectively. Each of them generates a stream of tick registers, denoted by $T_A$ and $T_B$, whose cumulative contents are denoted by $\rho_A^N$ and $\rho_B^N$, respectively. The tick registers are sent to a referee $R$, who checks the alternate ticks condition.

Formally, the strategy of the players is defined by their respective choice of a quantum clock, $(\rho_A^0, \mathcal{M}_{\text{out}}^{A\rightarrow CT})$ and $(\rho_B^0, \mathcal{M}_{\text{out}}^{B\rightarrow CT})$ (cf. Def. 1). This choice may be subject to certain constraints, e.g., on the size of the clockwork. To capture the idea that the players have no access to additional time information, we do not allow them to carry out any non-trivial operations on the individual tick registers $T_j$ (such as operations that depend on $j$). Specifically, we shall assume that they simply transmit their tick registers to the referee. The referee continuously monitors the incoming stream of tick registers from both players via predefined projective measurements $\{\tau^A, \text{id}_{T_j} - \tau^A\}$ and $\{\tau^B, \text{id}_{T_j} - \tau^B\}$, whose outcomes are interpreted as “tick” and “no tick”, respectively.

For a quantitative analysis, it is convenient to introduce an operator that counts the ticks generated by each of the players. Let us denote by $\tau_A^j$ the projection operator $\tau_A$ applied to player $A$’s $j$th tick register, and define $\nu_A^j = \text{id}_{T_j} - \tau_A^j$. Furthermore, for any $N \in \mathbb{N}$ and $0 < k_1 < k_2 < \cdots < k_s < N$, we define the operator

$$
\Pi_{k_1, k_2, \ldots, k_s}^{N} = \nu_1 \cdots \nu_{k_1-1} \tau_{k_1} \nu_{k_1+1} \cdots \nu_{k_2-1} \tau_{k_2} \cdots \nu_{k_{s-1}+1} \cdots \nu_{k_s-1} \tau_{k_s} \tag{12}
$$

on $T_1 \otimes \cdots \otimes T_N$. Our measure of success in the Alternate Ticks Game can then be formalised as follows.
Definition 4. For two clocks the success probability for \( t \) ticks is defined as
\[
p_t = \lim_{N \to \infty} \text{tr}(\rho^N_A \otimes \rho^N_B \Pi^N_t),
\]
where \( \{\rho^N_A\}_{N \in \mathbb{N}} \) and \( \{\rho^N_B\}_{N \in \mathbb{N}} \) are the time scales of the two clocks and \( \Pi^N_t \) is the projector defined by
\[
\Pi^N_t = \sum_{0<k_1<k_2<k_3<\cdots<k_{t-1}<k_t<\mathbb{N}} \Pi_{k_1,k_2,k_3,\ldots,k_{t-1}}^N \otimes \Pi_{k_2,k_3,\ldots,k_t}^N,
\]
with the projectors in the sum given by (12).

Operationally, \( p_t \) corresponds to the probability that at least \( t \) ticks are produced in the correct alternating order. In particular, we have \( p_{t'} \leq p_t \) whenever \( t' \geq t \). There are different ways to condense this probabilistic statement into a single quantity. One would be to consider the expected (or the average) number \( \bar{t} \) of ticks until the referee detects a failure, i.e.,
\[
\bar{t} = \sum_t p_t t.
\]
This is the figure of merit that we will adopt in Section V. Alternatively, one may ask for the maximum number \( t^\delta \) of ticks such that the failure probability is below a specified threshold \( \delta \), i.e.,
\[
t^\delta = \max\{t : p_t \geq 1 - \delta\}.
\]

We observe that two players equipped with the NOT-based clock described in Section II could continue the game arbitrarily, i.e., \( p_t = 1 \) for all \( t \in \mathbb{N} \). In this sense, the NOT-based clock is perfectly precise. However, as already mentioned earlier, it is not continuous. Conversely, the \( \epsilon \)-continuous clock described in Section III has a probabilistic behavior, which would at some point lead to a failure of the alternating ticks condition. However, for large sizes \( d \gg 1 \) of the clockwork, this failure may happen only after many tick signals. In fact, if the size is unbounded, there may be strategies that achieve an arbitrarily large expected number \( \bar{t} \) of ticks.

V. TWO SPECIFIC STRATEGIES FOR THE ALTERNATE TICKS GAME

In this section we describe two specific strategies for the Alternate Ticks Game and present selected numerical results illustrating their performance. The strategies are defined by the choice of quantum clocks by the two players, \( A \) and \( B \). Specifically, we consider clocks of the form (3) characterised by the following parameters:

1. the dimension \( d \) of the clockwork \( C \) and its initial state \( \rho^0_C \);
2. a unitary map \( \mathcal{M}^{\text{int}}(\rho) : \rho \to e^{-iH^{\text{int}}\theta} \rho e^{iH^{\text{int}}\theta} \) specified by a Hermitian operator \( H^{\text{int}} \) as well as a parameter \( \theta \);
3. a map \( \mathcal{M}^{\text{meas}} \) of the form (11), specified by non-negative operators \( \pi_0 \) and \( \pi_1 \) and a state \( \tilde{\rho}_C \).

We assume that the two players use identical quantum clocks, except for their initial states, which are chosen as
\[
\rho^0_{C,A} = |0\rangle\langle 0|, \quad \rho^0_{C,B} = \left| \left\lfloor \frac{d}{2} \right\rfloor \right\rangle \left\langle \left\lfloor \frac{d}{2} \right\rfloor \right|,
\]
where \( \{|0\rangle,|1\rangle,\ldots,|d-1\rangle\} \) is an orthonormal basis for the clockwork \( C \).

The first specific strategy is inspired by Peres’ model of a simple quantum clock [9] and defined by the Hermitian operator
\[
H^P_t = i \ln U_P, \quad (17a)
\]
where
\[
U_P = |0\rangle\langle d-1| + \sum_{k=0}^{d-2} |k + 1\rangle\langle k|, \quad (17b)
\]
is a unitary matrix that cyclically permutes the basis states — bringing state \( |k\rangle \) to \( |k + 1 \mod d\rangle \) for all \( k \in \{0, \ldots, d-1\} \). The second strategy we consider is based on a clock defined by
\[
H^{\text{int}}_S = U_P + U_P^\dagger. \quad (18)
\]
For both types of clock the map \( \mathcal{M}^{\text{meas}} \) is defined by the state \( \tilde{\rho}_C = |0\rangle\langle 0| \) and the operators
\[
\pi_0 = \text{id} - \pi_1 \quad \text{and} \quad \pi_1 = \delta \sum_{j=d-d_0}^{d-1} |j\rangle\langle j|, \quad (19)
\]
where we chose \( d_0 = \left\lfloor \frac{d}{10} \right\rfloor \).

The results of our numerical analysis of these strategies in the Alternate Ticks Game are summarised in Figs. 4 and 5. The performance obviously depends strongly on the choice of \( H^{\text{int}} \) as well as the parameters \( \theta \) (which determines the step size in between two interactions of the clockwork with the tick register) and \( \delta \) (which determines the strength of the interaction with the tick register). Nonetheless, the results clearly show that the number of achievable alternate ticks increases with the size \( d \) of the clock, at least in the regimes that we explored.

While the optimal choice of \( \theta \) depends on the size of the clockwork, a quantum clock that evolves according to \( H^P_t \) with \( \theta = 1 \) has a good performance for a large range of clock sizes, as shown in Fig. 5. This choice of parameters therefore has the potential of reaching arbitrary precision in the limit of large clockwork sizes. We expect that this remains true even if one imposes stronger continuity by further decreasing the value of the parameter \( \delta \).

\footnote{The specific expression captures the case of \( t \) even, but can easily be adapted to \( t \) odd.}
FIG. 4: Performance in the Alternate Ticks Game for the two strategies described in the text, fixed $\delta$, and varying $\theta$. The plot shows the average number of alternating ticks as a function of the size of the clockwork, $d \in \{2, \ldots, 60\}$, for different step sizes, $\theta \in \{0.1, 0.01\}$ (with $\delta = 0.1$). Each data point plotted is the averaged result of 500 runs of the simulation.

FIG. 5: Performance in the Alternate Ticks Game for the strategy defined by the Peres model, fixed $\theta$, and varying $\delta$. The plot shows the average number of alternating ticks as a function of the size of the clockwork, $d \in \{2, \ldots, 250\}$, for different choices of $\delta \in \{0.02, 0.05, 0.08, 0.1\}$ (with $\theta = 1$). Each data point plotted is the averaged result of 500 runs of the simulation.

Although the particular quantum clocks we considered here are already reasonably precise (in terms of the number of alternating ticks generated) they are certainly not optimal. While the construction of good quantum clocks appears to be a non-trivial task, it is certainly an interesting and important one. In fact, the question of what features make good operational clocks is still largely open.

VI. CONCLUSIONS AND FUTURE WORK

The aim of this work is to propose a framework to study local clocks and their synchronisation in quantum mechanics. The Alternate Ticks Game is a simple and natural approach to quantifying the extent to which quantum clocks can be synchronised in an operationally meaningful manner. Considering the performance of two copies of a clock in the game, we also obtain a measure for the accuracy of a single quantum clock. Our numerical results show that, even with small-size clocks, a reasonable performance is reachable.

Nonetheless, for any given size of the clock — measured by the dimension of the state space of the clockwork — there must exist a non-trivial upper bound on the maximum number of alternating ticks achievable, irrespective of the strategy adopted by the players. This is due to the unavoidable interaction between the clockwork and its environment (the tick registers in our model) and the nature of quantum mechanics — interactions degrade the ideal evolution of the system and measurements introduce disturbances. We note that, for a different notion of quantum clocks introduced by Salecker and Wigner [31], the limitations of time measurements have also been discussed, yet from a different perspective, considering the minimal mass required by the clock system (see also [32]).

The related question of uncertainty in time measurements has a long history. The famous uncertainty relations by Heisenberg, Robertson and others [6, 33] were derived for observables in quantum theory. Since coordinate time is not such an observable, the analogous time-energy uncertainty relations are only applicable in specific cases, e.g., when considering the minimal time needed for a particle to be excited from one energy state to another [10]. Similarly, entropic uncertainty relations [34–36] can only be used for quantum observables, and are hence not applicable to coordinate time. However, it is conceivable that such relations can be obtained for clock time. The operational approach presented here may serve as a starting point towards this goal.

The synchronisation of clocks is a widely studied problem and commonly employed approaches include phase estimation, light signals exchanged between parties, or shared entanglement, as described, e.g., in [30, 37–40]. It was found, however, that shared entangled states provided by a third party do not seem to increase the performance of these synchronisation techniques [30, 40]. One may therefore suspect that the use of entanglement would also not increase the performance of two players in the Alternate Ticks Game.

There are various possible directions of further research. Clearly, the game that we have introduced can be generalised to one involving multiple players, i.e., multiple local clocks. One may then impose the synchronisation criterion that no two successive ticks should come
from the same player, or other variations thereof. Conceivably, by increasing the number of players, one can obtain a combined time scale with smaller intervals (as measured by some external time parameter) between consecutive ticks — corresponding to one that would be produced by a clock with higher precision. Such a construction may also be used to define a global but still operational notion of time in non-relativistic quantum mechanics. Conversely, it may be worth investigating the impact of relativistic effects to the operational notion of time considered here.

Finally, we briefly comment on the connection between our work and some less closely related research areas. Over the past years there has been renewed interest in the question of how quantum mechanics can be reconciled with general relativity (GR) — one of the biggest problems of modern physics. Here the “problem of time” arises as witnessed by the apparent impossibility to combine the time parameter used to describe the evolution of quantum systems with the structure of GR, where time is defined locally. This has led to interesting novel approaches to define time. For example, since the Wheeler-DeWitt equation [8] corresponds to a timeless Universe, a possible way to regard time as correlations among systems [9, 14]. Our approach has various similarities to this idea. In particular, our notion of time scales is ultimately a stationary concept and the question of synchronisation may be reformulated as the question of whether the correlations between two time scales have a certain desired structure.
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