Moment fitted cut spectral elements for explicit analysis of guided wave propagation
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Abstract

In this work, a method for the simulation of guided wave propagation in solids defined by implicit surfaces is presented. The method employs structured grids of spectral elements in combination to a fictitious domain approach to represent complex geometrical features through signed distance functions. A novel approach, based on moment fitting, is introduced to restore the diagonal mass matrix property in elements intersected by interfaces, thus enabling the use of explicit time integrators. Since this approach can lead to significantly decreased critical time steps for intersected elements, a “leap-frog” algorithm is employed to locally comply with this condition, thus introducing only a small computational overhead. The resulting method is tested through a series of numerical examples of increasing complexity, where it is shown that it offers increased accuracy compared to other similar approaches. Due to these improvements, components of interest for SHM-related tasks can be effectively discretized, while maintaining a performance comparable or only slightly worse than the standard spectral element method.
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1. Introduction

A grand challenge of modern engineering lies in stewarding, i.e., managing and maintaining, critical infrastructure, which comprises a mix of existing and ageing, as well as new and ever-complex structures. In understanding the condition and capacity of existing structures, Structural Health Monitoring (SHM) offers a set of strategies aimed at the continuous supervision of structures, targeting detection of damage onset, its localization and assessment, and the estimation of a structure’s remaining life [1, 2]. Vibration-based condition monitoring installations have proven extended capabilities in detecting global damage occurrence, which can affect the dynamic/modal properties of a system [3, 4, 5, 6]. However, such methods display reduced efficacy in the case of more local damage effects, even for the case of the more promising alternative of strain-based measurements [7, 8]. As a more targeted solution for discovery and localization of flaws within structures, non-destructive evaluation techniques (NDE) are employed, typically in the form of periodic inspections.

Among NDE procedures, Guided Waves (GW) show promising capabilities in accurately predicting the location of possible damage within a medium. A common means to this end, piezo-electric sensors are employed [9, 10, 11, 12], enabling to both, generate elastic ultrasonic waves and record their propagation in terms of an electrical signal. Damage can then be diagnosed either in a purely data-driven manner, or using a model based approach. As far as the former approach is concerned, a number of works have relied on interpretation of characteristics of the propagating waves - such as non-linear, multimodal behavior, scattering and energy leakage of guided waves - for the detection and sizing of flaws, including delamination-type defects [13, 14, 15, 16, 17]. In this work, we focus on the latter and, thus, rely on use of a model that is able to match a virtual representation of the monitored structure [18, 19, 20].
The effectiveness of using GW, and Lamb waves in particular \cite{21, 22}, for NDE procedures stems from some of their physical properties. GW experience only a small amplitude attenuation over distance, which reduces the size of the sensor network and its energy consumption, and further allows to evaluate regions that are inaccessible to the inspector \cite{23}. Additionally, the use of short wavelengths excites modes interacting with small, localized, features, so that even minor damage can be detected, and a wide range of modes can be used to classify the faults \cite{24}.

Nonetheless, the numerical modeling of these phenomena poses several challenges. To represent high frequency modes, fine temporal and spatial discretizations are necessary, resulting in large models and a large number of time integration steps. In modeling a structure of interest, conformal meshing of complex components (and/or localized damage) is often employed, which requires intensive human intervention and can impose a drastic reduction in the permissible element size due to the need to conform with small details. This in turn leads in reduction of the critical time step prescribed for the stability of explicit solvers \cite{25}, thus further increasing the cost of time integration. In the context of damage detection, these costs are multiplied by repeated evaluations of a model (inverse solution), while the necessity of automatically updating the damage configuration precludes the exclusive use of traditional meshing techniques.

These and other limitations, such as the recurrent concern with mesh quality, have emerged in various fields of computational mechanics dealing with complex and/or evolving geometries, and led to the development of the eXtended, or Generalized, FEM (XFEM/GFEM) \cite{26, 27}, as well as fictitious domain methods such as the Finite Cell Method (FCM) \cite{28, 29}, and the CutFEM \cite{30, 31}. To effectively tackle the aforementioned challenges, we seek to combine such approaches, which provide geometrical descriptions that are independent of the underlying mesh, in environments that are effective for the analysis of GW. In this context, two important requisites are the availability of high order Ansatz functions, effective in the modeling of high frequency modes; and mass matrix diagonalization, which enables use of highly efficient explicit solvers. Mass lumping techniques for the XFEM \cite{32, 33} were used in explicit simulations of dynamic crack propagation \cite{34} and combined with the Spectral Element Method in the time domain (SEM) \cite{35}.

More recently, variationally consistent lumping \cite{36} has been proposed for the global-local GFEM \cite{37, 38}. The FCM was also applied to dynamic analysis by Duczek et al. \cite{39}, who proposed the Spectral Cell Method (SCM) by combining a fictitious domain approach with the SEM. This was successfully applied to simulate Lamb waves on 2 and 3D aluminium plates with holes \cite{40} and piezo-electric sensors for SHM \cite{41}. Among other high order methods suitable for dynamic analysis \cite{42, 43, 44, 45, 46}, the SEM is often one of the preferred approaches \cite{47, 48, 49}, since use of Gauss-Lobatto-Legendre (GLL) integration points delivers a variationally consistent diagonal mass matrix, without incurring loss of accuracy \cite{48, 50, 51} or the need for additional lumping procedures. However, when decoupled geometrical descriptions as in the SCM or the XFEM are employed, special integration rules are applied for elements intersected by a boundary, thus eliminating the diagonal property of the mass matrix. To recover this quality, Joulaian et al. \cite{52} proposed to perform HRZ (Hinton, Rock, and Zienkiewicz) lumping \cite{53}, a solution later applied by Giraldo and Restrepo in earthquake modeling \cite{54} and also adopted by Mossaiby et al. \cite{55} in a GPU implementation of the SCM. As hypothesized in \cite{52} and confirmed in \cite{56}, the lumping procedure might introduce some error which negatively affects the convergence of SE, although it guarantees positiveness of the resulting mass coefficients.

In this paper, we propose an improved mass lumping method for cut Spectral Elements (SE). It can be summarized as using element partitions to evaluate integrals of the polynomial basis for the moment fitting equations, so that integration weights within a nodal quadrature rule can be determined to account for the cut configuration of an element, thus preserving a diagonal mass matrix. These moment fitting equations are not solved directly; instead, a quadratic programming problem is derived, allowing to guarantee positiveness of the weights (and thus of the mass coefficients) through appropriate constraints. Like in other, similar methods, the decay of critical time step for cut elements is of concern, since it can compromise the performance of time integration. In this contribution, we address this problem by means of a frog-leap algorithm, which enables to efficiently tailor different time integration steps to intact and the cut elements.

The remainder of this work is organized as follows. The elastodynamics problem is defined in Section 2 followed by a brief review of the SEM in subsection 3.1. In subsection 3.2 we use element partitions \cite{57} conforming with mesh-independent implicit interfaces \cite{58} to accurately introduce voids in the domain. The novel method is then introduced in subsection 3.3 and its effect on the critical time step is studied and compared to the available lumping strategies. Considerations regarding time integration and a review of the leap-frog solver by Diaz, Grote, et al.
In subsection 4.1 the performance of the proposed approach is assessed on the 2D benchmark of a cut beam and again compared against available alternative schemes. In subsection 4.2 the problem of a 3D plate with a conic hole by Willberg [61] and Duzcek [40] is adopted to benchmark the novel method in comparison with the SEM. A more realistic example is then offered in subsection 4.3 in preliminary studies of an aluminum specimen due for experimental testing. Based on the outcome of these analyses, concluding remarks are formulated in section 5.

2. Problem Statement

Let us consider a 2D or 3D domain, denoted by $\Omega$, for which the solution of the elastodynamics problem is sought. To ease discretization, $\Omega$ is complemented with a void domain $\Omega_v$, resulting in the domain $\Omega_{tot} = \Omega \cup \Omega_v$, which in the ideal case can be represented by a structured Cartesian mesh. In the FCM/SCM literature, $\Omega_{tot}$ is called extended or embedding domain, $\Omega_e$ is the fictitious domain [28][29][40], and $\Omega$ is the physical domain or domain of interest. It can now be expressed as:

$$\Omega = \Omega_{tot} \setminus \Omega_v$$  \hspace{1cm} (1)

In Figure 1 $\Omega_e$ and $\Omega_v$ are schematically represented. Importantly, their common boundary within $\Omega_{tot}$ is the “cut” interface $\Gamma_c$, which, in practice, represents the boundaries of $\Omega$ that are defined independently from the mesh. Essential boundary conditions of the form $u(0) = \bar{u}$ are applied on the mesh-conforming boundaries of $\Omega$ denoted by $\Gamma_s$. Surface tractions $p_s(t)$ and $p_c(t)$ act on mesh conforming, as well as cut, boundaries, denoted $\Gamma_s$ and $\Gamma_{cs}$, respectively. In this context, such loads are meant to model excitation of the structure by means of PZT actuators. They are accordingly complemented by the definition of $n$ sensor locations $s_i$, $i = 1, \ldots, n$ at which the numerical solution is of great practical interest. Modeling of the piezo-electric effect and optimization of the sensor layout are important aspects of this technology, however they are beyond the scope of this contribution.

Based on these definitions, the weak form of the linear elastodynamics problem can be expressed as:

$$\int_{\Omega} \rho \ddot{u}(t) \cdot \mathbf{v} \, d\Omega + \int_{\Omega} \sigma(u(t)) : \mathbf{e}(\mathbf{v}) \, d\Omega = \int_{\Gamma_s} p_s(t) \cdot \mathbf{v} \, d\Gamma_s + \int_{\Gamma_{cs}} p_c(t) \cdot \mathbf{v} \, d\Gamma_{cs}$$  \hspace{1cm} (2)

where $\rho$ is the material density, $\sigma$ is the Cauchy stress tensor and $\mathbf{e}$ the linear strain. For the trial function $\mathbf{v}$ holds:

$$\mathcal{U}^0 = \left\{ \mathbf{v} \in \left( H^1(\Omega) \right)^d \mid \mathbf{v} = 0 \text{ on } \Gamma_u \right\}$$  \hspace{1cm} (3)

where $d$ is the number of spatial dimensions, while $u(t)$ represents the displacement solution at time $t$:

$$\mathcal{U}_t = \left\{ u(t) \mid u(t) \in \left( H^1(\Omega) \right)^d, u(t) = \bar{u} \text{ on } \Gamma_u \right\}$$  \hspace{1cm} (4)

To obtain the solution $u(t)$, Equation 2 must be discretized. As opposed to mesh-conforming discretization methods, the presence of the interface $\Gamma_c$ has important implications in both, space and time discretizations, which will be addressed and discussed in the following section.
3. Moment Fitting for Cut Spectral Elements

In the following, we present our mass matrix lumping approach, which builds on the concepts of the SEM (subsection 3.1) and element partitioning techniques (subsection 3.2). While the former delivers the approximation space used to discretize the continuum equations (Equation 2), the latter is used to generate an integration rule for elements traversed by the boundary \( \Gamma_c \). These two components are then merged in the novel moment fitting procedure, presented in subsection 3.3. Aspects concerning explicit time integration are further addressed in subsection 3.4, where a frog-leap solver is adopted to accelerate the solution for domains modeled with the new method.

3.1. The Spectral Element Method

In the SEM \([47]\), the domain is discretized as in traditional FEM, although particular consideration is given to the nodal configuration. Besides the Chebyshev nodal distribution \([62, 63]\) used at inception, GLL quadrature points have been extensively used, especially in dynamic analysis \([64, 65, 66, 67, 49]\). Both approaches crucially enable optimal convergence properties of the method and guarantees positiveness of the mass coefficients \([49, 71, 56]\), hence the designation "optimal lumping" \([72]\). In what follows, we offer a summarized view of the SEM applied in this contribution, as well as in previous instances of the SCM \([41]\). The interested reader is referred to \([69, 48, 73]\) for more detailed derivations.

3.1.1. Shape Functions

Consider a one-dimensional SE of order \( p \). According to the GLL nodal configuration, the locations of its nodes \( \xi_i \), with \( i \in \{1, 2, \ldots, p + 1\} \) are given in the local (reference) coordinate system \( \xi \in [-1, 1] \) as:

\[
(1 - \xi^2) L_{p-1}(\xi) = 0 \tag{5}
\]

i.e. by the vertices \([-1, 1]\) and roots of the Lobatto polynomial \( L_{p-1} \) of order \( p - 1 \), which consists in the first derivative of the Legendre polynomial \( P_p \) of order \( p \):

\[
L_{p-1}(\xi) = \frac{\delta P_p(\xi)}{\delta \xi} \tag{6}
\]

The element shape functions \( N_{p,i}(\xi) \) are then defined by Lagrangian interpolations supported at the nodes \( \xi_i \):

\[
N_{p,i}(\xi) = \prod_{j=1, j\neq i}^{p+1} \frac{\xi - \xi_j}{\xi_i - \xi_j} \tag{7}
\]

Elements in higher dimensions can elegantly be constructed by taking the sparse product(s) of the shape functions of the one-dimensional system, i.e.:

\[
N_{p,q}(\xi) = \left[ N_{p,1}(\xi) \right] \left[ N_{p,2}(\xi) \right] \ldots \left[ N_{p,p+1}(\xi) \right] \times \left[ N_{q,1}(\eta) \right] \left[ N_{q,2}(\eta) \right] \ldots \left[ N_{q,q+1}(\eta) \right] \tag{8}
\]

In eq. \([8]\), \( N_{p,q} \) represents the group of shape functions for a quadrilateral element of orders \( p \) and \( q \) in the respective local coordinates \( \xi = [\xi, \eta]^T \). For a hexahedral element with \( \xi = [\xi, \eta, \zeta]^T \), the shape functions are similarly obtained as the sparse product of \( N_{p,q} \) with the interpolants of order \( r \) in the third local dimension \( \zeta \). These distinctions enable the construction of hybrid elements (in the sense of polynomial degree), which is important in the modeling of GW, due to the fact that the spatial discretization must be carefully tailored to the expected wave modes \([61]\).
3.1.2. Discretized equilibrium equations

In this section, the subscripts \( p, q, r \) are omitted to reduce clutter. In the reference system of a generic element with \( n \) nodes and shape functions \( N_i(\xi) \), \( i = 1, ..., n \), the unknown displacement field \( \mathbf{u}(\xi, t) \) at time \( t \) is interpolated from the nodal displacements \( \mathbf{u}_i(t) \):

\[
\mathbf{u}(\xi, t) = \sum_{i=1}^{n} N_i(\xi) \mathbf{u}_i(t) = \mathbf{N}(\xi) \mathbf{u}_r(t)
\]

Eq. (9) can be conveniently written in matrix form by distributing the shape functions in the matrix \( \mathbf{N}(\xi) \) to match the \( d \) Degrees Of Freedom (DOFs) of the respective node \( d \):

\[
\mathbf{N}(\xi) = \begin{bmatrix} N_1 d_1 \quad N_2 d_1 \quad ... \quad N_n d_1 \end{bmatrix}
\]

where \( d \) is the \( d \times d \) unit matrix.

Under the assumption of eq. (9) and after application of Hook’s constitutive law, Equation 2 can be discretized with respect to the displacements and the excitation at the nodal DOFs, which are collected in the system vectors \( \mathbf{u}_r(t) \) and \( \mathbf{f}_r(t) \), respectively:

\[
\mathbf{M} \ddot{\mathbf{u}}_r(t) + \mathbf{K} \mathbf{u}_r(t) = \mathbf{f}_r(t).
\]

The mass matrix \( \mathbf{M} \) and the stiffness matrix \( \mathbf{K} \) are assembled form the respective element contributions \( \mathbf{M}_e, \mathbf{K}_e \):

\[
\mathbf{M}_e = \int_{\Omega_e} \rho \mathbf{N}^T \mathbf{N} \, d\Omega_e
\]

\[
\mathbf{K}_e = \int_{\Omega_e} \mathbf{B}^T \mathbf{D} \mathbf{B} \, d\Omega_e
\]

where \( \mathbf{B} \) is the matrix of strain coefficients and \( \mathbf{D} \) is Hooke’s tensor. The time-dependent element force vector \( \mathbf{f}_e(t) \) results from integration of the interpolated nodal values for surface tractions acting on mesh conforming (\( \Gamma_{cs} \)) as well as non-conforming (\( \Gamma_{ff} \)) boundaries:

\[
\mathbf{f}_e(t) = \int_{\Gamma_{cs}} \mathbf{N}^T \mathbf{p}_e(t) \, d\Gamma_{cs} + \int_{\Gamma_{ff}} \mathbf{N}^T \mathbf{p}_e(t) \, d\Gamma_{ff}
\]

In this notation, \( \Omega_e \) represents the portion of the physical domain \( \Omega \) contained by the element, and shall not be confused with the embedding domain. If an element is fully in the void (i.e. \( \Omega_e = \emptyset \)), the number of nodes and DOFs of the model can be reduced. In our implementation, sections of the elements belonging to \( \Omega_e \) are discarded. We should note that, in many instances of the FCM/SCM, the void domain is instead considered by penalizing its integration by a numerical tolerance factor (typically \( \alpha = 10^{-5}, ..., 10^{-10} \)), which offers a measure to prevent bad conditioning of the system matrices. This problem, however, is less pronounced in an explicit dynamics application, since no inversion of the stiffness matrix occurs (either by factorization or iteration) and the mass matrix is diagonal.

3.2. Element partitioning

With the level set method (LSM), an interface or boundary can be implicitly represented by the zero iso-surface of a signed distance function \( \Phi(x) \) [74]. A generic point of the domain \( \Omega_{tot} \) can thus be classified as belonging to \( \Omega_e \) (with \( \Phi(x) < 0 \)), to \( \Omega \) (with \( \Phi(x) > 0 \)) or to the boundary \( \Gamma_e \) (with \( \Phi(x) = 0 \)). Since the Gauss integration rule assumes smoothness of the integrand, elements traversed by a discontinuity must be handled accordingly. Generally speaking, the main challenges in this context involve accurately approximating the boundary and limiting the escalation in the number of integration points, while ensuring the accuracy of the resulting integration rule. This often requires the use of complex data structures. In the XFEM/GFEM and SCM/FCM communities, different strategies have been proposed to tackle these issues (e.g. [75, 76, 57, 77]). In this work, we use quadtree (in 2D) and octree (in 3D) meshes in combination with boundary-conforming element partitions. The procedure is summarized in Figure 2 for the exemplary 2D domain introduced in Figure 1, while we refer to the aforementioned literature for an in-depth view of these methods and alternative strategies. An integration rule in the reference system \( (\xi_1, \eta_1) \) is sought for the
physical portion $\Omega_e$ of the element highlighted in Figure 2(a). In Figure 2(b), the level set function $\Phi(x)$ is sampled over a fine grid of nodes, thus enabling the creation of a local, hierarchical mesh of sub-elements. Figure 2(c) shows that, when a sub-element is intersected, boundary-conforming element partitions are deployed. To this end, nodes on the boundary $\Gamma_c$ (i.e. on the zero iso-line of $\Phi(x)$) are generated by means of a Newton-Raphson algorithm [57] and the standard Lagrangian interpolation. By virtue of the quad/octree partitioning, possible cut configurations can be reduced to few, fundamental, topological cases and the distortion of the interface relative to the system $(\xi, \eta)$ is diminished, thus improving accuracy. In figures 2(c) and 2(d), the relevant partitions are locally meshed with quadrilateral and triangular elements (in 2D) or tetrahedral elements (in 3D), and used to generate an integration rule in the initial reference system.

3.3. Moment Fitting

The element partitioning procedure described in the previous section, as well as other alternatives from the literature, typically lead to a large number of integration points, whose locations depend on the exact way in which each element is intersected by the interface. As a result, the optimal lumping property, associated with GLL points is lost, and non-diagonal mass matrices are produced, rendering the approach unusable in an explicit dynamics context. To overcome this limitation, Joulaian et al. [52] and Duczek et al. [40] have proposed techniques, also commonly used in FE analysis, to lump the resulting mass matrices, while preserving some desired properties, such as the total mass of the element. Herein, we introduce a novel technique, aiming at minimising the errors introduced by lumping, while allowing the imposition of some physical constraints, such as the aforementioned mass conservation.

As a starting point for our approach, we consider the construction of a rule for integrating polynomial functions up to a certain degree, defined in the reference system of an element. For clarity, it is pointed out that $\Omega_e$ represents only the physical portion of an element, for which integration rules can be derived as in the previous section. Constructing a new rule consists of determining a set of $n$ points, in terms of their coordinates in the reference system $\xi_i$, and a set of weights $w_i$, with $i = 1, 2, \ldots, n$, such that:

$$\int_{\Omega_e} f(\xi) \, d\Omega_e = \sum_{i=1}^{n} f(\xi_i)w_i \quad (15)$$

where $f(\xi)$ is a polynomial to be integrated. Since $f(\xi)$ can be decomposed into a set of monomials $g_i(\xi)$, with
where \( w \) is the size of \( \Omega \), \( \text{ffi} \) is the allowed weight, which directly determines the minimum magnitude of mass coefficients. To overcome this, we relax the requirement that eq. 17 should be satisfied exactly by allowing for a nonzero residual:

\[
\mathbf{r} = \mathbf{Aw} - \mathbf{b},
\]

Then, boundary conditions can be applied, and weights are obtained by minimising some norm of this residual. In the present case, we minimise its \( L_2 \) norm \( \sqrt{(\mathbf{Aw} - \mathbf{b})^T(\mathbf{Aw} - \mathbf{b})} \), and enforce positive weights, as well as mass conservation, leading to the following constrained quadratic programming problem:

\[
\begin{align}
\text{minimize} & \quad \frac{1}{2} \mathbf{w}^T \tilde{\mathbf{A}} \mathbf{w} - \mathbf{w}^T \mathbf{b} \\
\text{subject to} & \quad w_i \geq w_{\min} \quad \forall i \in [1, n], \\
& \quad \sum_{i=1}^n w_i = \int_{\Omega_e} d\Omega_e
\end{align}
\]

where \( \tilde{\mathbf{A}} = \mathbf{A}^T \mathbf{A} \) and \( \mathbf{b} = \mathbf{A}^T \mathbf{b} \). The addition of Constraint 19c is due to the fact that mass, conserved by default in Equation 16 by \( g_i(\xi) \equiv 1 \), is not necessarily preserved in Equation 18. The value \( w_{\min} \) corresponds to the smallest allowed weight, which directly determines the minimum magnitude of mass coefficients. To adapt the optimization procedure to the size of \( \Omega_e \), we propose the following:

\[
w_{\min} = \epsilon v_e w_{\std}
\]

where \( w_{\std} \) is the smallest standard GLL weight and \( v_e \) is the element’s physical volume ratio:

\[
v_e = \frac{\int_{\Omega_e} d\Omega_e}{\int_{\Omega_e,\text{tot}} d\Omega_e,\text{tot}}.
\]

with respect to the full (embedding) element \( \Omega_e,\text{tot} \). Parameter \( \epsilon \in (0, 1] \) is a numerical factor that can be used to further tune the optimization and should be set while keeping two conflicting requirements in mind. On one hand, a small
value will reduce the constraints on Equation 19a leading to a better optimization and thus a smaller lumping error. On the other hand, this will lead to small diagonal entries in the mass matrix and, consequently, very high eigenvalues in the system. For explicit time integrators, whose critical time step is determined by the CFL condition, this translates to a very small critical time step, which, in turn, results in increased computational effort. In the following subsection, these effects are studied in greater detail, enabling to propose appropriate values for this parameter.

3.4. Time integration

To illustrate the effect of the proposed moment fitting approach on the critical time step, we consider the case of a unit square element of varying order, intersected by a straight interface, as illustrated in Figure 3. The critical time step corresponding to this element, can be computed as:

$$\Delta t_e = \frac{2}{\omega_{\text{max}}}$$ (22)

with $\omega_{\text{max}}$ being the highest eigenvalue of the element, obtained from the solution of the generalised eigenvalue problem:

$$\det \left( K_e - \omega^2 M_e \right) = 0$$ (23)

In Figure 4, the ratio between the critical time steps of the cut ($\Delta t_{\text{crit}}$) and the initial element ($\Delta t_{\text{crit,0}}$) is reported for different locations of the interface relative to the element size ($\Delta l_x$) and element orders ($p = 4, 5, 6, 7$). For comparison, the same results are obtained using the proposed approach (“SCM fitted”), as well as the lumping techniques “1” and “2” by Joulaian et al. [52], which we label “SCM scaled” and “SCM HRZ”, respectively. For the HRZ and the fitted methods, which include integration data from the cut configuration, oscillations of the results seem to be somewhat related to the location of the cut with respect to the element nodes, which are indicated by the marks on the abscissa of each graph. Most importantly though, the proposed approach results in the smallest critical time steps for all interface locations, with the difference in several cases being more than an order of magnitude. The critical time step for an assembly of elements is determined by the smallest critical time step among all individual elements:

$$\Delta t_e = \min_e [\Delta t_e]$$ (24)

Based on the above and on Figure 4, the presence of a single intersected element with a small volume ratio will lead to a considerably reduced time step and a correspondingly increased computational effort. Nevertheless, in practice, this limitation becomes significant only for a small number of elements, for which $v_e$ is very small. Therefore, a first measure to alleviate this problem consists in replacing Equation 20 with:

$$w_{\text{min}} = \begin{cases} \epsilon v_e w_{\text{std}} & \text{if } v_e \geq 0.1 \\ v_e w_{\text{std}} & \text{if } v_e < 0.1. \end{cases}$$ (25)
Figure 4: Critical time step ratios of SE of type $N_p$ for different cutting fractions $\Delta l$ and polynomial orders $p$. Element nodes are marked by the values at the abscissa. For the fitted SCM, Equation 20 has been applied.
In the above, parameter $\epsilon$ is set to unity for elements with a volume ratio below a threshold of 10%, which is chosen as to delimit the most problematic regions of Figure 4 without affecting accuracy in the remainder of the domain. This stronger restriction on the optimization problem is meant to lessen the emergence of very small mass coefficients as small values for $v_\epsilon$ are encountered. It is interesting to note that in this case, $w_{min}$ matches the corresponding smallest mass coefficient obtained in the scaled procedure by Joulaian et al. For the remainder of the domain, a factor $\epsilon = 0.1$ is chosen, which in numerical investigations has been shown to provide a good compromise between the accuracy of mass lumping and performance of time integration. In Figure 4 it can be observed that this choice effectively reduces time step decay with respect to the option $\epsilon = 0.01$, while an increase to $\epsilon = 0.2$ would lead to only marginal improvements, but at the cost of higher lumping errors.

A third, more effective, measure, consists in the use of a “leap-frog” [59] time stepping algorithm that allows to locally reduce the time step for intersected elements, while maintaining higher values for the remainder of the domain. As will be further investigated in section 4, if a small fraction of the total number of elements is intersected, this approach introduces only a small computational overhead, leading to efficient solutions. For a review of the method it is convenient to re-write Equation 11 in the following form:

$$\ddot{z}(t) + A \cdot z(t) = r(t)$$  \hspace{1cm} (26)

where $z(t) = M^{1/2} \cdot \dot{u}(t)$, $\ddot{z}(t) = M^{1/2} \cdot \ddot{u}(t)$, $r(t) = M^{1/2} \cdot f_s(t)$, $A = M^{-1/2} \cdot KM^{-1/2}$. Since $M$ is a diagonal matrix, all these operations can be performed efficiently.

Assuming that $r, z \in C^2$, the following holds for the analytical solution of Equation 26:

$$z(t + \Delta t) + 2z(t) + z(t - \Delta t) = \Delta^2 \int_{-1}^{1} (1 - |\theta|) \left[ r(t + \theta \Delta t) + A z(t + \theta \Delta t) \right] d\theta$$  \hspace{1cm} (27)

where $\Delta t$ is some interval used as a time step. Approximating $r$ and $z$ in the above equation with their values at $t$ and denoting $t_n = n\Delta t$, $z_n = z(t_n)$, $r_n = r(t_n)$, the standard second order leap-frog scheme can be obtained:

$$z_{n+1} - 2z_n + z_{n-1} = \Delta^2 (r_n - A z_n)$$  \hspace{1cm} (28)

With known $z_n$ and $z_{n-1}$ it can be solved to yield $z_{n+1}$. Then, Diaz and Grote [59, 60] decompose $z$ and $r$ into a coarse and fine part as follows:

$$z(t) = (I - P) z(t) + P z(t)$$  \hspace{1cm} (29)

$$r(t) = (I - P) r(t) + P r(t)$$

where $I$ is a unit matrix and $P$ is a diagonal selection matrix. Diagonal entries of $P$ assume a value of either zero or one, allowing to select DOFs for which a reduced time step is to be used. Substituting Equation 29 into 27 and assuming the coarse part of the solution to remain constant during a time step, we obtain:

$$\Delta^2 \int_{-1}^{1} (1 - |\theta|) \left[ (I - P) r(t + \theta \Delta t) + A (I - P) z(t + \theta \Delta t) + Pr(t + \theta \Delta t) + APz(t + \theta \Delta t) \right] d\theta$$

The integrand in the above equation is approximated by:

$$[(I - P) r(t + \theta \Delta t) + A (I - P) z(t + \theta \Delta t) + Pr(t + \theta \Delta t) + APz(t + \theta \Delta t)] \approx (I - P) r(t) + A (I - P) z(t) + Pr(t + \theta \Delta t) + APz(t + \theta \Delta t)$$  \hspace{1cm} (31)
where $\tilde{z}$ is the solution of the equation:

$$\ddot{z}(\tau) = (I - P) r(t) + A (I - P) z(t) + Pr(t + \tau) + AP\dot{z}(\tau) \quad (32)$$

$$\dot{z}(0) = z(t), \quad \ddot{z}(0) = \nu$$

where $t$ is considered fixed and $\nu$ is the initial value of the derivative of $\ddot{z}$. It can be shown that [60]:

$$z(t + \Delta t) + z(t - \Delta t) \approx \ddot{z}(\Delta t) + \ddot{z}(-\Delta t) \quad (33)$$

If a new variable is defined as:

$$q(\tau) = \ddot{z}(\tau) + \ddot{z}(-\tau) \quad (34)$$

then $z$ at time $t + \Delta t$ can be approximated as:

$$z(t + \Delta t) \approx q(\Delta t) - z(t - \Delta t) \quad (35)$$

while $q$ can be obtained as the solution of equation:

$$q(\tau) = 2[(I - P) r(t) + A (I - P) z(t)] + P [r(t + \tau) + r(t - \tau)] + A P q(\tau) \quad (36)$$

$$q(0) = 2z(t), \quad q(0) = 0$$

The above equation, in contrast to Equation (32), does not depend on the choice of initial value for the derivative and can be solved using a leap-frog algorithm and a fraction of the time step used for the coarse solution, as summarised in Algorithm 6.

**Algorithm 1: Second order leap-frog algorithm**

| Data: $A$, $P$, $r(t)$, $z_n$, $z_{n1}$, $t_n$, $\Delta t$, $p_t$ |
|---|
| Result: $z_{n+1}$ |
| 1 Set $w = (I - P) r(t_n) - A (I - P) z_n$ and $q_0 = 2z_n$; |
| 2 Compute $q_{1/p} = q_0 + \frac{1}{\Delta t} \left\{ 2w + 2Pr(t_n) - APq_0 \right\}$; |
| 3 for $m = 1, \ldots, p_t - 1$ do |
| 4 \quad $q_{(m+1)/p} = 2q_{m/p} - 2q_{(m-1)/p} + \frac{(\Delta t)^2}{p} \left\{ 2w + P [r(t_n + m\Delta t) + r(t_n - m\Delta t)] - APq_{m/p} \right\}$; |
| 5 end |
| 6 Compute $z_{n+1} = -z_{n1} + q_1$ |

Herein, diagonal entries of the selection matrix $P$ are set to unity for all nodes belonging to cut elements, while parameter $p_t$ from Algorithm 6 is chosen to yield a time step that is smaller than the smallest critical time step among all cut elements. Even though the overhead introduced by the method should be small, excessively large numbers of fine time steps, can render the method inefficient. Therefore, combining the method with additional measures for limiting the critical time step, as described in the beginning of the present subsection, is necessary to maintain efficiency.

### 4. Numerical examples

In this section, the novel method is applied to the solution of three problems of increasing complexity. In the first example, the data presented in Figure 2 is complemented by studying the accuracy of all the aforementioned lumping methods by means of a 2D example. Lamb waves are then modeled with the 3D version of the method in subsection 4.2 and subsection 4.3, where its performance is compared to the mesh-conforming SEM.
4.1. Plane bar with straight cut

The 2D mesh illustrated in Figure 5 represents a bar of unit width and thickness $l_y = 0.1$, with fixed boundary conditions on its left end. For this example, we assume academic material properties ($E = 1$, $ν = 0$, $ρ = 1$) and plane strain conditions. The benchmark consists in letting a mesh of length $l_z + h − Δl_z$ be cut at the interface $Γ_{cs}$, represented by the plane $x = l_x$. A distributed load $p_c(t) = −e_x p(t)$ acts uniformly on $Γ_{cs}$ and is modulated by the Hann window:

$$p(t) = p \sin(ωt) \sin^2\left(\frac{ωt}{2\Delta t}\right), \quad t \in \left[0; \frac{n}{f}\right]$$

(37)

where $p = 10^6$ is the load amplitude and $ω = 2πf$ is the angular frequency. $n = 5$ represents the number of cycles within one pulse, which, for a frequency of $f = 20\,[Hz]$, leads to an excitation window of $n/f = 0.25\,[s]$. In this setup, inspired by a similar benchmark in [79], the analytical expression for the velocity in a rod can be used to validate numerical results over $Ω$:

$$\bar{u}_c(x, t) = \frac{cp}{E} \sin^2\left(\frac{ωt}{2\Delta t}\right) \sin\left(\frac{ωt}{c}\right), \quad x \in \left[l_x − ct; l_x − c\left(t + \frac{n}{f}\right)\right],$$

(38)

For all simulations of this example, a finer than necessary time discretization ($Δt = 10^{-5}\,[s]$) is used, as the accuracy of space discretization is of interest. The accuracy is assessed by computing the $L2$ error norm of the velocity field at time $t = 0.4\,[s]$:

$$\varepsilon_{s,Ω} = \sqrt{\frac{\int_{Ω}||\bar{u}_{c,Ω}(t) − \bar{u}_{ref,Ω}(t)||^2\,dΩ}{\int_{Ω}||\bar{u}_{ref,Ω}(t)||^2\,dΩ}}$$

(39)

where $||\cdot||$ is the Euclidean norm, $\bar{u}_{c,Ω}(t)$ is the computed element velocity field, and $\bar{u}_{ref,Ω}$ is evaluated according to Equation 38. Initially, the ratio $Δl_z/h$ is varied similarly to the studies of Figure 4 and the proposed method (“SCM fitted”) is applied to elements of a fixed polynomial degree ($N_{p,p}$) for a set of increasingly refined meshes. The $L2$ convergence for each cut configuration can be seen in Figure 6. In Figure 6(a), $Γ_{cs}$ is aligned with a column of element nodes, in Figure 6(b), the interface bisects the distance between nodes, in Figure 6(b) $Γ_{cs}$ lies at 1/4 or 3/4 of the distance between nodes. The convergence of the SEM with a conformal mesh is also shown, which, for this example, represents an upper bound for the accuracy of the SCM. We can observe that the performance of the proposed method strongly varies when the interface bisects the node spacing, while a more consistent behavior is observed as the interface moves near the nodes. That said, with exception of a few outliers ($Δl_z/h \in \{0.5, 0.76\}$) these results can be considered satisfactory.

Next, we study the effect of varying polynomial degree on the novel procedure as well as on the lumping techniques “1” and “2” by Joulaian et al. [52] which we label “SCM scaled” and “SCM HRZ”, respectively. For all instances of the SCM, the physical domain is modeled according to subsection 3.2 so that only the effect of lumping might emerge. The benchmark is repeated for a cut configuration with $Δl_z/h = 0.5$ and elements $N_{p,p}, p \in \{3, 4, ..., 8\}$.
Figure 6: L2 error norm for a mesh of elements $N_{x,y}$ cut at different ratios $\Delta l/h$. Cf. Figure 3. When the cut matches a column of nodes, consistent convergence is observed. When the boundary bisects the node distance, inconsistent performance and elevated errors occur. At the quarter points good convergence can be achieved, although at more variable levels of accuracy.
results are reported in Figure 7. While the HRZ method delivers an improvement with respect to the scaled version by including an integration rule based on the cut configuration, the fitting procedure exploits the same principle but can further enhance accuracy as it aims at minimizing lumping error by design. Compared to the SEM, lumping procedures seem to incur a higher loss of accuracy as the polynomial order increases. This can be attributed to the fact that cut elements of high order encompass more nodes and, thus, lumping error affects a larger portion of the domain. At lower orders, this effect is restricted due to comparatively smaller elements with respect to the model’s number of DOFs. For elements of odd order, the interface bisects the distance between nodes (see, e.g., Figure 4) representing one of the worst case scenarios highlighted in Figure 6. However, for even orders, and conceding a loss of accuracy, the novel method shows convergence rates comparable to the conformal SEM.
Figure 7: Error norm convergence of the velocity profile with $h$ refinement of SE meshes with different polynomial degrees $t = 0.4\, [s]$ for $\Delta x/h = 0.5\, [-]$. 

(a) $p = 3$

(b) $p = 4$

(c) $p = 5$

(d) $p = 6$

(e) $p = 7$

(f) $p = 8$
4.2. Aluminium plate with conic hole

The $l_x = 2$ [mm] thick, $l_y = 300$ [mm] long, and $l_z = 200$ [mm] wide aluminium plate depicted in figure 8 features a conic hole with an inner radius $r_i = 9$ [mm] and an outer radius $r_o = 10$ [mm]. A mono-modal excitation of the symmetric mode is provided by the point forces $p_1(t)$, $p_2(t)$, which act at the bottom and top surfaces of the plate with opposite orientations:

$$p_1(t) = -\mathbf{e}_x p(t)$$
$$p_2(t) = \mathbf{e}_y p(t)$$

Where $\mathbf{e}_x$ is the third basis vector of the standard Cartesian system and the load modulation $p(t)$ is a Hann window (Equation 37) with an amplitude of $p = 10^7$ [N], a frequency of $f = 175$ [kHz] and $n = 3$ cycles within one pulse, resulting in an excitation window of $n/f \approx 1.71 \cdot 10^{-5}$ [s]. In this setup, introduced by Willberg et al. [61], the excited symmetric mode is converted into an asymmetric mode due to its reflections against the inclined boundary of the conical hole, leading to a non-uniform displacement field along the cross section.

To benchmark the proposed method, the vertical component of the displacement $u_x(t)$ is recorded at the sensors $s_1(c, r_o, l_z)$ and $s_2(s_{2,x}, 0, l_z)$, with $c = 50$ [mm], $s_{2,x} = 200$ [mm] (see Figure 8). In particular, the time history at $s_1$ is of great interest, as the successful modeling of mode conversion crucially relies on the discretization of the nearby boundary. As shown in Figure 8, the computational cost of the analysis can be reduced by mirroring the model along the $xz$-plane, and applying symmetric boundary conditions (i.e. $u_x(x, t) \equiv 0 \forall x \in \Gamma_u$). For clarity, we should note that the aforementioned loading is applied on this mirrored model and, therefore, represents only one half of the loading applied on the full plate.

A fourth order approximation is chosen in the vertical direction to accurately represent mode conversion. In the $x$ and $y$ directions we use a polynomial order of $p = q = 3$, which has been shown to provide the most efficient use of memory storage with respect to the size of the stiffness matrix [61]. The problem is solved with the proposed variant of the SCM as well as with the SEM using a conforming mesh. In Figure 9 the differences between these two spatial discretization strategies are highlighted. The conformal mesh shown in Figure 9a is produced by generating a cylindrical hole via extrusion of a 2D mesh obtained with Gmsh’s transfinite method [80], and performing mesh morphing according to linear elasticity to render the hole conical. On the other hand, with the SCM (Figure 9b) a structured mesh can be employed, as the hole is defined by an implicit function.

A preliminary study was performed with an element size of $h = 2.29$ [mm]. This delivers $\chi = 12$ nodes per wavelength, which is the recommended mesh refinement for the chosen polynomial degrees [61]. In order to minimize the cost of time integration, the time step is chosen as to closely fulfill the CFL condition of the respective mesh. For the SEM, the Central Difference Method (CDM) with a time step of $\Delta t = 2.5 \cdot 10^{-8}$ [s] is used, while for the SCM the...
frog-leap algorithm (see subsection 3.4) with a global time step of $\Delta t = 4 \cdot 10^{-8}$ [s] and a local time refinement ratio of $p_t = 16$ is employed. This difference is due to the fact that, in the second case, the global time step only depends on the uncut portion of the structured mesh, as the refinement ratio can be adjusted to comply with the critical time step of the cut elements. The corresponding time histories of the vertical displacements at the sensors are given in Figure 10. For comparison, a reference solution with roughly $7.1 \cdot 10^6$ DOFs and a time step of $\Delta t = 2.5 \cdot 10^{-10}$ [s] is computed with the SEM. One can observe that the fitted SCM and the SEM are in very good agreement with the reference, and match the solutions provided in the literature by the degree to which comparison of the time histories is possible. This suggests that the proposed spatial and time discretizations are adequate, and that the error introduced by moment fitting is acceptable.

Next, the accuracy of both approaches is assessed by computing the convergence of the L2 error norm of the time histories at the sensors with h-refinement:

$$\epsilon_{h,t} = \sqrt{\frac{\sum_{i=0}^{n_t} [u_h(i \cdot \Delta t) - u_{ref}(i \cdot \Delta t)]^2}{\sum_{i=0}^{n_t} u_{ref}^2(i \cdot \Delta t)}}$$

(41)

Where $\epsilon_{h,t}$ is the L2 error norm in time, $u_h(t)$ is the solution to be evaluated, consisting of $n_t$ time steps, and $u_{ref}(t)$ is the aforementioned reference solution. The simulations marked by $\Delta t \approx \Delta t_c$ are performed while closely fulfilling the CFL condition, while results obtained with a fixed integration step ($\Delta t = 2.5 \cdot 10^{-9}$ [s]) across all models are also provided. The results are plotted with respect to the number of Degrees of Freedom (DOFs) in figures 11(a) and 11(b), which correspond to $s_1$ and $s_2$, respectively.

For the cases with $\Delta t \approx \Delta t_c$, the SEM performs better than the SCM because, as previously shown, a larger (global) time step can be used with the SCM, leading to a higher time discretization error. To better evaluate the efficacy of space discretization, the simulations with a fixed, lower, time step are considered next. For $s_2$, representing a generic point of the mesh, the SCM performs comparably or better than the SEM, while this is not the case for $s_1$, which

Figure 9: Discretization of the conic hole for the example by Willberg [61]. (a) With the SEM, a conformal mesh customized for the example at hand must be produced, while ensuring good quality of the resulting SE. (b) With the SCM, a structured mesh can be used, the hole being represented implicitly. Elements not intersected by the boundary are standard SE, while elements fully in the void are discarded from the assembly. Cut elements are treated with the proposed version of the SCM (subsection 3.2 and subsection 3.3).
Figure 10: Comparison of time histories computed with SEM and the SCM. In both cases $\chi = 12$ nodes per wavelength are used. The time discretization closely satisfies the CFL condition of the respective mesh (i.e. $\Delta t \approx \Delta t_{\text{crit}}$). The reference solution is computed with the SEM with $\chi = 37$ and $\Delta t = 2.5 \cdot 10^{-10}$.

represents a worst-case scenario for the proposed method. In both cases, an inflection point is encountered (marked by dashed lines) after which the convergence of the SCM is reduced. This can be indicative of the fact that, before this point, the error introduced by moment fitting is comparable or smaller than the one of the SE discretization, and thus the SCM can leverage its structured mesh to outperform the slightly distorted conforming mesh used with the SEM. This explanation is also consistent with the fact that the loss of accuracy occurs sooner and is more pronounced in proximity of the hole ($s_1$), for which, at finer meshes, the SEM performs better.

Figures 11(c) and 11(d) display the error $\epsilon_{h,t}$ as a function of the time employed by the dynamic solver to integrate the solution in time, which, given enough memory storage, represents the bulk of the computational cost of an elastodynamic analysis. We implemented both the CDM and the frog-leap solver using openMP parallelization \cite{81} via the linear algebra library Eigen \cite{82} and solved all problems using 8 threads. These plots confirm that, for coarse meshes, it is beneficial to use the maximum allowed time step, as the error is driven by the spatial discretization, while, for finer meshes, this strategy severely limits the accuracy of the analysis. Compared to figures 11(a) and 11(b), the performance of the SEM is improved by the remarkable effectiveness and simplicity of the CDM, while the more complicated leap-frog algorithm might incur some computational overhead and cache misses, and therefore its implementation is more challenging to optimize. Nevertheless, by looking at figure 11(d), one could also note that this algorithm enables to handle the very fine time step required for cut elements while offering a computation time that is comparable to the CDM.
Figure 11: L2 error norm convergence of time histories at sensors $s_1$ (left) and $s_2$ (right)
4.3. Aluminium plate with rivet holes

In this example we consider the aluminium plate represented in Figure 12, which is the reproduction of an aerospace panel due for experimental testing. With respect to the previous example, the plate has increased dimensions (i.e. $l_x = 390 \, [mm]$, $l_y = 155 \, [mm]$) and is affected by 34 cylindrical rivet holes with much smaller radii ($r_h = 2.5 \, [mm]$) than the previous conical hole. The configuration of the loading and of all holes are given in Figure 12 which also highlights the possibility of mirroring the model along the xz-plane, as in the previous example. The modeling of the actuator is improved by introducing circular loading areas with a radius $r_\ell = 5 \, [mm]$ on both sides of the plate. Normal out-of-phase surface loading is applied according to Equation 37 and Equation 40 with $p_1(t)$, $p_2(t)$ acting respectively on the top and bottom surfaces, and $p = 10^4 \, [Pa]$. The frequency is increased to $f = 200 \, [kHz]$ and $n = 5$.

To benchmark the quality of the solution with the novel method, the displacement time history at 2 sensors $s_1(177.5, 12.5, 1.5) \, [mm]$ and $s_2(125, 37.5, 1.5) \, [mm]$ is recorded. Similarly to the previous example, these sensor placements enable to evaluate the the accuracy of the method in a “worst case” location with respect to the accuracy of spatial discretization ($s_1$), as well as in a sensor location that might be chosen in a real-life applications ($s_2$).

The problem is solved with both, the SEM and the proposed version of the SCM. In the following, we offer some considerations regarding the practical application of both methods. With the SEM, some limitations quickly arise when representing the domain with a conforming mesh. Aiming for good element quality, the analyst might choose to produce a highly customized structured mesh, which nevertheless would require further human work shall the hole configuration change or a flaw be considered. On the other hand, an unstructured mesh can be generated from more versatile geometrical definitions, however will result in elements of poorer quality and of a broader range of sizes, with negative implications in accuracy of the spatial discretization and in the efficiency of time integration. For the present example, the latter approach was adopted to reflect the requirement for versatility, typical of damage detection applications, as well as the potential interest for even more sophisticated geometries for which high quality, hexaedral, meshes are simply not available. By fixing an upper bound for the element size, we observed that the severity of the aforementioned phenomena strongly varies with the choice of meshing algorithm, which in some cases might even fail to mesh the domain without the use of prismatic elements. We investigated the algorithms offered within the Gmsh library [80] and selected the BAMG algorithm [83] for the present example, as it delivered critical time steps that were one or two orders of magnitude larger than the ones obtained with alternative algorithms.

These meshing-related problems are overcome with the SCM, which enables to define each hole at run time by specifying the parameters of the respective signed distance functions. Given any point of the domain as an argument, the level set value is then simply the signed distance to the nearest hole. Moreover, the same approach can be used to represent the loading area (or other boundary conditions). This is rather common in fictitious domain applications [28], where the background mesh is often fully immersed in a boundary.
5. Conclusions

By leveraging Gauss-Lobatto-Legendre spectral elements, the spectral cell method offers great capabilities to model guided waves and its potential in the context of SHM is enhanced with the versatility offered by decoupled geometrical descriptions. To achieve all these qualities simultaneously, particular attention must be placed on the numerical integration of elements intersected by mesh-independent boundaries. In this paper, a novel moment fitting technique is proposed to restore a diagonal element mass matrix, which is essential for fast simulations. As in many other lumping techniques, this comes at the cost of abandoning the variational formulation. In our procedure, moment...
fitting equations are relaxed into a quadratic programming problem, which is aimed at minimizing lumping error and can be fine-tuned by means of the parameter $\epsilon$. With the use of widely available libraries for numerical analysis, this subroutine can easily be integrated into existing codes. The library Alglib [84] was used in our case. The additional computational cost introduced in the assembly is offset by the important reduction in Gauss points in the subsequent integration of the mass matrix and its implementation is motivated by the prospect of increasing accuracy with respect to existing mass lumping methods. To integrate the basis monomials over the physical element domain, local hierarchical meshes in combination with standard Lagrangian element partitions were employed. However, no particular restriction is set on the method used for this computation, and thus a number of alternatives might be used: be it pure quad/octrees [41], high order element partitions based on the blending function method [85], or approaches based on Gauss’ divergence theorem [76, 77], just to name a few.

Although results are promising, the authors feel that further improvements could be achieved by deepening the understanding of the procedure under some key aspects. Firstly, a theoretical justification for the values of the optimization parameter $\epsilon$ could not be found, thus leading to its selection by means of trials. For straight interfaces, and the critical time step not being a concern, the best accuracy was achieved with $\epsilon = 10^{-2}$. For curved interfaces in 3D, we found that an increase to $\epsilon = 0.1$ was beneficial to both accuracy and decreasing critical time step decay, perhaps due to its reduction of distortion-related effects. Secondly, oscillations in the element eigenvalues (Figure 4), and, most importantly, in the accuracy of the procedure (Figure 6), were observed when an interface is the farthest...
Figure 16: L2 error norm convergence as function of model size and simulation time
from a node, and are also challenging to quantify theoretically. Thirdly, although high order elements show the most pronounced decay in critical time step, and despite the increased errors observed in Figure 7, we suspect that they might be advantageous in this procedure, due to the fact that optimization can occur over larger sets of nodes. To confirm or disprove this intuition, more extended theoretical and numerical investigations will be performed as part of future works.

The main drawback of the procedure, consisting in a reduction of the critical time step for cut elements, can be alleviated by tuning the parameter $\epsilon$, and, most effectively, by adopting a frog-leap solver. By means of Lamb wave simulations with 3D models, we showed that, although higher spatial discretization errors are introduced by cut elements, this approach performs comparatively or only slightly worse in terms of both, accuracy and computation time, with respect to the state-of-the-art SEM. The SEM and the CDM are straightforward to implement and offer great performance in the simulation of wave propagation. However, their range of application is limited by conforming meshing and the absence of parametric damage descriptions. The proposed approach removes some of these limitations, enabling the use of relatively coarse, structured meshes that, in several cases, provide solutions of sufficient accuracy at a much lower cost than corresponding approaches that rely on conforming meshes.
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