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Abstract

Self-supervised methods have significantly closed the gap with end-to-end supervised learning for image classification [13, 24]. In the case of human action videos, however, where both appearance and motion are significant factors of variation, this gap remains significant [28, 58]. One of the key reasons for this is that sampling pairs of similar video clips, a required step for many self-supervised contrastive learning methods, is currently done conservatively to avoid false positives. A typical assumption is that similar clips only occur temporally close within a single video, leading to insufficient examples of motion similarity. To mitigate this, we propose SLIC, a clustering-based self-supervised contrastive learning method for human action videos. Our key contribution is that we improve upon the traditional intra-video positive sampling by using iterative clustering to group similar video instances. This enables our method to leverage pseudo-labels from the cluster assignments to sample harder positives and negatives. SLIC outperforms state-of-the-art video retrieval baselines by +15.4% on top-1 recall on UCF101 and by +5.7% when directly transferred to HMDB51. With end-to-end finetuning for action classification, SLIC achieves 83.2% top-1 accuracy (+0.8%) on UCF101 and 54.5% on HMDB51 (+1.6%). SLIC is also competitive with the state-of-the-art in action classification after self-supervised pretraining on Kinetics400.

1. Introduction

Self-supervision tasks have emerged as effective pretraining methods for image classification, retrieval, and other downstream tasks. They have also been shown to outperform end-to-end supervised learning in a number of settings [13, 34]. A key assumption in many self-supervised methods is the ability to do instance discrimination, by sampling or generating similar and dissimilar data, given a query. While this is a reasonable assumption for training image representations, for example by generating similar data through augmentations and dissimilar data by random sampling, it becomes much more challenging in the case of video representations as we need to account for motion-based as well as appearance-based similarities.

Different clips might have dissimilar appearances and the same motion (e.g. running at different locations), or similar appearances but different motions (e.g. playing cricket or golf with a green field as the background). In instance discrimination we sample positive video instances conservatively, typically by assuming that they only occur temporally close within a single video, and sample negatives randomly from different videos. Even though some methods attempted to improve upon instance discrimination by sampling harder positives using additional views, self-supervised pretraining of video representations is still not as effective as fully supervised pretraining (when evaluating on downstream clas-
sification using only visual inputs) [28, 52, 58].

To mitigate this, we propose SLIC, a self-supervised learning method for videos. SLIC alternates between periodically clustering video representations to produce pseudo-labels, and using those pseudo-labels to inform the sampling of positive and negative pairs to update the video representations, by minimizing a triplet margin loss. SLIC also combines iterative clustering with multi-view encoding and a temporal discrimination loss to learn view-invariant embeddings and fine-grained motion features, in order to distinguish the additional aspect of similarity that arises from the temporal dimension. Figure 2 shows an overview of our method.

Our main contributions are twofold. First, we show that iterative clustering significantly improves upon traditional instance discrimination in self-supervised learning for video representation. While this has already been established for image representations [8, 9], it has not been examined carefully for videos. Our method is the first to leverage efficient iterative clustering for video representation, specifically for sampling harder positives and negatives for contrastive learning. Second, we integrate iterative clustering with multi-view encoding and a temporal discrimination loss to sample harder positives and negatives during pretraining. We demonstrate that the interaction of these components, which has not been carefully examined by previous methods, is beneficial.

Our experiments show that SLIC achieves state-of-the-art results on video retrieval (+15.4% improvement on top-1 recall on UCF101 and +5.7% on HMDB51 respectively, as shown in Table 1), and action classification when pretrained on UCF101. When finetuning end-to-end for action classification, we observe significant gains from pretraining instead of using a random initialization of weights (about +24% on top-1 accuracy on both UCF101 and HMDB51, as shown in Table 2). We demonstrate through additional experiments that all three components (i.e. iterative clustering, multi-view encoding, and temporal discrimination loss) complement each other, and result in larger performance improvements when combined. We evaluate the individual contribution from each component in the ablation studies, and identify that iterative clustering and multi-view encoding are the main contributing factors in SLIC (shown in Table 3).

2. Related work

Pretext Tasks and Losses for Self-Supervision: Several pretext tasks have been used in the past to provide training signals for image-based self-supervision, including predicting the position of an image patch relative to the first [17], solving jigsaw puzzles with shuffled image patches [40], performing colorization [18, 54, 65], inpainting of missing pixels [42], or predicting image rotations [23]. In the case of video data, these tasks can be extended to include predicting the direction of time in the shuffled frames of a video [57], and predicting the playback rate of the video [6, 56, 62]. Our proposed method does not rely on any of these pretext tasks.

Many of the tasks mentioned above were superseded by contrastive learning approaches, using the triplet loss [45], multiclass N-pairs loss [49], and variants of noise contrastive estimation [25, 26, 31, 41, 44, 53, 61], where the task is to discriminate between noisy and observed data. In particular, [26, 45] attempt to recurrently predict the representation of future frames using previous frames, then train the network to contrast the predicted representation against the ground truth representation and a pool of distractors. Also, [46] uses a triplet loss to attract images from multiple videos concurrently recording different viewpoints of the same observation. In addition, [24] shows that negatives are not needed to achieve comparable performance with self-supervised contrastive methods in image classification. While we experimented with contrastive losses [13, 14, 28, 53], we observed lower performance on video retrieval accuracy with iterative clustering, so our method relies on two triplet losses instead.

Clustering-based Self-Supervision: Using clustering as part of the pretraining process in self-supervision has been examined in multiple prior works. For example, ClusterFit [60] clusters the features computed by a pretrained CNN using K-means and then trains a new network using the resulting cluster assignments as pseudo-labels, showing notable improvements in transfer tasks. Our method differs in two ways: (a) we do not rely on a pretrained CNN to obtain features for clustering and instead use iterative clustering steps, which Fig. 3 shows to reduce false positives, and (b) we do not rely on K-means and thus we do not need to pre-specify K.

DeepCluster [8, 9] showed that the idea of using iterative clustering through K-means brings significant improvements in large-scale image classification, while our work addresses self-supervised activity recognition and retrieval, instead. Our idea is also similar to Prototypical Contrastive Learning (PCL) [37], which learns cluster prototypes and optimizes the InfoNCE loss [53] in an Expectation Maximization loop. PCL differs from our work in that it addresses image classification only, and uses a different loss for contrastive learning than what we use here. It is worth mentioning here that [32] presents a neural clustering method that does not compute cluster centers and thus does not require a pre-defined distance metric or number of clusters. Similarly, [10, 63] optimize clustering using an optimal transport solver, and a contrastive learning objective, but only address image classification and require a known number of labels, while our method does not. Our method also shares similarities with [47] which clusters face representations, however there is again the difference that we do not cluster the features from any pretrained networks and we progressively update the features used for clustering.

Multimodal and Multiview Self-Supervision: Multiple modalities for self-supervision have been used as different
views of the data. For example audio and video [2–5, 35, 55], or video, audio and text [1]. In particular, [3, 5] rely on both audio and visual inputs to produce clustering assignments for cross-entropy classification (pre-specified number of clusters). In contrast, our method only uses visual inputs.

Co-training based on RGB videos and optical flow was examined in CoCLR [28], which is one of the best-performing methods for video representation. [44] also adopts a multi-view training scheme similar to that of CoCLR [28] by ensuring that the embeddings of different views such as flow, segmentation masks, and poses are consistent with respect to their distances between the same clips.

Action Recognition from Video: The main approaches for supervised learning for video action recognition rely on 3D-CNN architectures [21, 30, 52] that assume either single-stream networks [20, 52, 58] or multi-stream networks (e.g. separate streams for RGB and optical flow inputs) [16, 21, 22, 48, 66]. Our method belongs in the former category since we use one shared encoder network to process both RGB and optical flow inputs.

3. Method

Our goal is to learn feature representations from videos in a self-supervised manner. We propose an iterative clustering based method for video representation learning. The core elements of the proposed framework consist of the following: i) performing gradient updates using a triplet margin loss, and (ii) acquiring pseudo-labels from the cluster assignments to sample triplets. We incorporate two loss functions to optimize the encoder: an instance-based triplet loss and a temporal discrimination loss. Furthermore, we encourage the clustering to discover motion-based similarities by incorporating multi-view encoding of the RGB and optical flow views (using a single encoder). The pseudo code is presented in Algorithm 1 in Appendix Section D.

3.1. Iterative Clustering

To generate pseudo labels for the training set, we adopt the FINCH [39] algorithm to obtain pseudo-labels from clustering the video embeddings. FINCH discovers groupings in the data by linking the first neighbor relations of each sample, and hence does not require any prior knowledge of the data distribution. FINCH is more suitable for our task compared to other clustering methods such as K-means and DBSCAN [19] as it does not involve any hyper-parameter tuning or prior specification of the number of clusters, and it is considerably faster when handling large datasets.

FINCH computes the first neighbor $k_1^i$ for each video instance $x_i$ in the feature space using the cosine distance metric. For instance, $k_1^j = i$ means that $x_j$ is the first neighbor of $x_i$. It then generates an adjacency link matrix $A(i, j)$ via Equation 1.

$$A(i, j) = \begin{cases} 
1, & \text{if } j = k_1^i \text{ or } k_1^j = i \text{ or } k_1^i = k_1^j \\
0, & \text{otherwise}
\end{cases}$$

The adjacency matrix links each video instance $x_i$ to its first neighbors via $j = k_1^i$, enforces symmetry through $i = k_1^j$, and links video instances that share a common first neighbor with $k_1^i = k_1^j$. Clustering is performed by recursively merging the connected components obtained from the adjacency matrix $A(i, j)$ in a hierarchical fashion. The output of the FINCH clustering algorithm is a small hierarchy of partitions that capture groupings in the underlying data structure at different levels of granularity, where each successive partition is a superset of the preceding partitions. Partition 1 is a flat partition of data generated via Equation 1, which
consists of a large quantity of small clusters at high purity. Due to it being the partition with the highest purity and to reduce the likelihood of sampling false positives, we use the cluster labels from the first partition to provide pseudo-labels for positive and negative mining.

SLIC periodically performs FINCH clustering in the feature space during training every $k$ epochs. After applying FINCH, we update the pseudo label set $\{\hat{y}_i\}$ from the first partition $P_1$, where $\hat{y}_i \in \{1, 2, ..., C_{P_1}\}$, and $C_{P_1}$ is the total number of clusters generated in partition $P_1$. As an alternative to FINCH, we also experiment with K-means and spherical K-means as baselines (with different values of $K$). In Section 4.5, we demonstrate that when a large enough number of clusters is used, K-means and spherical K-means result in comparable performance to that of FINCH but at a higher computational cost. We quantify the clustering quality by computing the Normalized Mutual Information (NMI) between the pseudo labels generated by the clustering algorithm $\{\hat{y}_i\}$ and the ground truth labels $\{y_i\}$.

$$NMI(\{\hat{y}_i\}, \{y_i\}) = \frac{I(\{\hat{y}_i\}, \{y_i\})}{\sqrt{H(\{\hat{y}_i\})H(\{y_i\})}}$$

where $I(\cdot, \cdot)$ and $H(\cdot)$ are the mutual information and the entropy respectively. We show in Section 4.4 that clustering quality improves throughout the training.

### 3.2. Instance-based Triplet Loss

We adopt the triplet margin loss and use it in conjunction with the pseudo labels attained from clustering, which allow us to sample harder positives and negatives during training. Let the dataset be denoted as $D$ with $N$ videos, i.e. $D = \{x_1, x_2, ..., x_N\}$, the goal is to learn an encoder $f_\theta(\cdot)$ that enforces the distance between two similar video clips to be closer than the distance between a dissimilar pair in the feature space. Given a triplet that consists of an anchor $x$, positive $x^+$, and negative $x^-$, we want to compute $f_\theta(\cdot)$ to maximize the distance between $x$ and $x^-$ while minimizing the distance between $x$ and $x^+$, i.e.

$$d(f_\theta(x), f_\theta(x^-)) > d(f_\theta(x), f_\theta(x^+)),$$

where $d(\cdot)$ is the cosine distance $d(f_1, f_2) = 1 - \frac{f_1f_2}{\|f_1\|\|f_2\|}$. The triplet margin loss is defined as follows:

$$L_{triplet}(x, x^+, x^-; \theta, m_1) = \max(0, d(f_\theta(x), f_\theta(x^-)) - d(f_\theta(x), f_\theta(x^+)) + m_1)$$

where $m_1$ is a hyper-parameter that enforces a margin between anchor-positive and anchor-negative distance pairs.

**Positive mining.** Let $x_i$ and $x_j$ be two different instances sampled from the dataset $D$, where $x_i$ is the anchor, and $x_j$ belongs to the same cluster as $x_i$. Many prior works $[15, 43, 51]$ sample the positive and anchor as two non-overlapping clips from the same video, which is known as instance discrimination. Although augmented differently, these two clips have limited diversity in objects and scenes since they are sampled from the same video. Thus, it is desirable to use different videos from the same semantic class as positives. However, due to the instability of clustering quality in the early stages of training, we might sample false positives (i.e. positives sampled from the same cluster but belonging to different semantic classes) that could be detrimental to the training. Hence, we leverage both methods by sampling positives from the same instance with probability $p_\alpha$ and from different instances with probability $(1 - p_\alpha)$:

$$x^+ = \alpha x^+_i + (1 - \alpha)x^+_j, \quad \alpha \sim \text{Bernoulli}(p_\alpha)$$

where $x^+_i$ is a sampled augmented clip from the same video instance as the anchor $x_i$, and $x^+_j$ is a sampled augmented clip from a different instance, $x_j$, which belongs to the same cluster as $x_i$. $p_\alpha$ is a hyper-parameter that dictates how often the positives are sampled from the same instance or from different instances within the same cluster.

**Multi-view positives.** We denote video data from two different views as $x$ and $\text{view}(x)$. For our method, optical flow is used as the second view in addition to RGB to encourage learning motion-based features. We use a shared encoder to process both input views to achieve faster inference speed with less memory consumption. To learn view-invariant embeddings, the features $f_\theta(x)$ and $f_\theta(\text{view}(x))$ should be close to each other in embedding space, since the features are extracted from similar videos. Thus, we sample the original RGB clip $x^+$ as the positive with probability $p_\beta$, or replace the RGB clip with another $\text{view}(x^+)$ with probability $(1 - p_\beta)$. This is written as:

$$x^+ = \beta x^+ + (1 - \beta)\text{view}(x^+), \quad \beta \sim \text{Bernoulli}(p_\beta)$$

**Negative mining.** Most prior works $[15, 28, 43, 51]$ randomly select a large batch of negatives for contrastive instance discrimination, where the easiest 95% of the negatives do not contribute to the training and the hardest 0.1% are usually in-class negatives $[7]$. Easy negatives are further apart from the anchor than positives, which would evaluate to a loss of zero, whereas the in-class negatives refer to the negatives that belong to the same semantic class as the anchor, and could be detrimental to the training. On the other hand, hard negatives are closer to the anchor than the positive and satisfy $d(f_\theta(x), f_\theta(x^-)) < d(f_\theta(x), f_\theta(x^+))$. To avoid easy negatives and in-class negatives, we use pseudo labels generated by the cluster assignments to sample semi-hard negatives (within the mini-batch) that satisfy the constraint:

$$d(f_\theta(x), f_\theta(x^-)) \leq d(f_\theta(x), f_\theta(x^+)) + m_3$$

where $x^-$ belongs to a different cluster than $x$ and $x^+$.

### 3.3. Temporal Discrimination Loss

In order to distinguish fine-grained temporal actions, we propose a temporal discrimination loss. This loss is similar
to the local-local contrastive loss proposed by TCLR [15], but has the key difference that a much greater variety of negatives can be sampled across different video instances as a result of the pseudo-labels from clustering. Given an anchor clip \(x_i\), the positive clip is designated as the spatial augmentation \(\text{aug}(x_i)\) of the anchor clip. The negative is any temporally non-overlapping clip from the same instance or, unlike TCLR [15], from a different instance in the same cluster. The temporal discrimination loss is defined as:

\[
L_{\text{temporal}} = L_{\text{triplet}}(x_i, \text{aug}(x_i), x^+; \theta, m_2)
\]  

(7)

where \(m_2\) represents the margin parameter for the temporal discrimination loss. It should be noted here that this loss pushes away \(x^+\) from \(x_i\), whereas the instance-based triplet loss pulled it closer. To ensure that the difference between the anchor-positive and anchor-negative distances in this loss are smaller than those in the instance-based loss, \(m_2\) is set to be less than \(m_1\). Overall, the combined loss function is:

\[
L_{\text{total}} = L_{\text{triplet}} + \lambda L_{\text{temporal}}
\]  

(8)

where \(\lambda\) is a weighting parameter to balance the triplet loss and the temporal discrimination loss.

4. Experiments

4.1. Setup and Settings

Datasets. We conduct various experiments to evaluate the proposed model and its transferability on unseen data. We use two video action recognition datasets for pretraining the model: UCF101 [50] and Kinetics400 [33]. We use UCF101 [50] and HMDB51 [36] for finetuning on downstream evaluation tasks. The UCF101 dataset consists of 13,320 videos spanning 101 classes, HMDB51 consists of 7000 videos in 51 action categories, and Kinetics400 consists of 222,454 training videos in 400 action classes. For self-supervised pretraining, we use the UCF101 training set (split-1) and Kinetics400 training set without any class labels. For downstream evaluation tasks, we benchmark on split-1 of both UCF101 and HMDB51.

Implementation details. Unless stated otherwise, we use R3D-18 [29] as the feature extractor for all experiments due to its common use in the literature. As done in SimCLR [13], we attach a non-linear projection head (2-layer MLP) during training, with a hidden size of 2048 and an output dimension of 128. We maintain the projection head when evaluating action retrieval, and remove it for action classification. For both training and evaluation, we use clips of 16-frames or 32-frames (consecutive frames from 25fps videos) with a spatial resolution of 128 x 128 pixels as inputs. We apply clip-wise consistent spatial augmentations including random cropping, random scaling, horizontal flipping, color jittering, color dropping, and Gaussian blurring. We also apply random temporal cropping that crops the input video clips at random time stamps. This helps the model leverage the natural variation of the temporal dimension. For multi-view positive sampling, optical flow (\(u\)) is computed using the unsupervised TV-L1 algorithm [64], with the same pre-processing procedure as in [11]. We duplicate the data from the second view to generate input clips with channel dimension 3. We provide more details on the experimental setup in Appendix Section B.

4.2. Evaluation on Video Retrieval

In this protocol, we directly evaluate the extracted 128-dimensional representations from the self-supervised pretraining by performing nearest neighbour (NN) retrieval without any supervised fine-tuning. We follow the protocol used in prior work [15,27,28,38,59], where videos from the test set are used as the query for retrieving the \(k\)-nearest neighbours from the training set. For every query video, we average the output representations over 10 uniformly spaced clips. For every training video, we use the representation from a clip at a random time step. For both query and training videos, spatial center-crops of the frames are used. The retrieval results are presented for both UCF101 and HMDB51 in Table 1. In Appendix Section F, we also provide the retrieval results from discarding the projection head and using the intermediate embeddings, which attains similar performance on HMDB51 and UCF101.

Comparison with state-of-the-art. Similar to prior methods, we evaluate video retrieval using the top-\(k\) retrieval accuracy (recall@\(k\)), which is defined as the accuracy that at least one of the \(k\)-nearest neighbours from the training set belongs to the same semantic category as the query video. As shown in Table 1, our proposed method achieves 71.6% top-1 accuracy on UCF101, which is 15.4% higher than the current state-of-the-art. The direct transferability of the trained model is evaluated on the HMDB51 dataset. SLIC achieves 28.9% top-1 retrieval accuracy, which is 5.7% higher than the current state-of-the-art performance from a single-stream network. As a reference, we also report the performance from a supervised version of SLIC which does not use iterative clustering and instead samples positives and negatives using semantic labels. The gap with this supervised model has been reduced to 9.4% for R@1 on UCF101 and 4.1% for R@1 on HMDB51 (using 32 frames as the temporal input size). Lastly, we include the results obtained from using S3D [58] as the feature extractor to demonstrate that SLIC generalizes to both ResNet and Inception-based backbones.

Qualitative results. Figure 1 visualizes 6 query videos sampled from the test set and their top 5 nearest neighbors from the training set for UCF101. SLIC is able to retrieve similar videos based on their high-level semantics, and we observe that the incorrect retrievals generally share similar motion patterns and scene dynamics with the query video.
"Supervised SLIC" is trained using a supervised triplet loss with positives and negatives sampled using semantic labels. The training is carried out for 150 epochs. During pretraining, we perform end-to-end finetuning. When pretrained on the larger Kinetics400 dataset, SLIC achieves comparable performance to TCLR [15] but underperforms compared to CoCLR-RGB [28]. It is worth noting that, while 32 frame inputs were used during finetuning, 16 frame inputs were used during Kinetics400 pretraining for faster computation.

### 4.3. Evaluation on Action Classification

We pretrain the model on UCF101 and Kinetics 400, then evaluate the pretrained model for action recognition on UCF101 and HMDB51 following the protocol from prior work [28]. After self-supervised pretraining, we discard the non-linear projection head and attach a linear classifier, then evaluate the model under two settings: i) linear probing with a frozen backbone, and ii) fine-tuning the network end-to-end. The model is trained using the supervised cross-entropy loss, while 32 frame inputs were used during finetuning, 16 frame inputs were used during Kinetics400 pretraining for faster computation.

#### Comparison with state-of-the-art.

Comparison with the results from prior works are presented in Table 2. When pretrained on UCF101, SLIC outperforms the current state-of-the-art on end-to-end finetuning and linear probing using a temporal window of 32 frames. Compared to our fine-tuning results from using randomly initialized weights, self-supervised pretraining on UCF101 provides significant improvement in classification accuracy for both UCF101 and HMDB51. Furthermore, to examine how action classification performance would vary if semantic label information was used during pretraining, we perform end-to-end finetuning and linear probing on Supervised SLIC. Compared to SLIC, Supervised SLIC pretraining improves linear probing accuracy by 2-5% (depending on temporal input size and dataset) on UCF101 and HMDB51, but only provides marginal improvements for end-to-end finetuning. When pretrained on the larger Kinetics400 dataset, SLIC achieves comparable performance to TCLR [15] but underperforms compared to CoCLR-RGB [28]. It is worth noting that, while 32 frame inputs were used during finetuning, 16 frame inputs were used during Kinetics400 pretraining for faster computation.

### 4.4. Evolution of Cluster Assignments and Retrieval Accuracy

This section demonstrates the evolution of the clustering quality, and a simplified top-k retrieval accuracy which only uses the center 16 or 32 frames of query (test) and training videos as inputs. This simplified retrieval accuracy was used to monitor training progress since it is faster to compute than the final metric described in Section 4.2. As shown in Figure 3, the retrieval accuracy plateaus by the end of training when the clustering quality (the NMI between the cluster assignments and the ground-truth semantic labels) has nearly stabilized. Thus, the embeddings gradually improve in their ability to represent information relating to semantic classes. Additionally, the false positive rate (percentage of positives sampled using cluster assignments which do not have the same ground-truth label as the anchor) is decreasing during training, which indicates that the sampled positives get better as the clustering quality improves. On the other hand, the false negative rate (negatives with the same ground-truth label as the anchor) increases as training progresses, indicating that some videos with the same semantic label.
Table 2. Linear probing and end-to-end finetuning top-1 accuracy results for action classification pretrained on UCF101 and Kinetics400, then fine-tuned on UCF101 and HMDB51, using only visual inputs. Methods with * indicate that results were averaged across the 3 splits of each dataset instead of only using split-1. Subscripts of the input sizes indicate the skip rates each method uses. "None (Rand. Init.)" is trained using a supervised cross-entropy loss on Kinetics400.

Table 3. With all-else fixed, the addition of iterative clustering (IC), multi-view positive sampling, and the temporal discrimination loss from the self-supervised pretraining are shown in Table 3. With all-else fixed, the addition of iterative clustering results in a significant 21.7% gain (from 45.0%) in R@1 on UCF101 and a 5.8% gain (from 19.5%) in R@1 on HMDB51. The next-best impact on UCF101 R@1 performance comes from multi-view positive sampling (59.2% without it). However, the largest R@1 performance gain on HMDB51 comes from the temporal discrimination loss (19.1% without it), possibly indicating that HMDB51 benefits more from temporal attention than UCF101.

Table 3. Ablation study on the impact of 3 major training components: (1) iterative clustering (IC), (2) multi-view positive replacement using optical flow (MV), and (3) temporal discrimination loss (TL).

4.5. Ablation Studies

Ablation study on major training components. In order to study the impact of the main training components used in SLIC, we test the top-1/5 retrieval performance of R3D-18 models pretrained on UCF101 with a subset of the components. The results from removing iterative clustering, multi-view positive sampling, and the temporal discrimination loss from the self-supervised pretraining are shown in Table 3. With all-else fixed, the addition of iterative clustering results in a significant 21.7% gain (from 45.0%) in R@1 on UCF101 and a 5.8% gain (from 19.5%) in R@1 on HMDB51. The next-best impact on UCF101 R@1 performance comes from multi-view positive sampling (59.2% without it). However, the largest R@1 performance gain on HMDB51 comes from the temporal discrimination loss (19.1% without it), possibly indicating that HMDB51 benefits more from temporal attention than UCF101.

Table 3. Ablation study on the impact of 3 major training components: (1) iterative clustering (IC), (2) multi-view positive replacement using optical flow (MV), and (3) temporal discrimination loss (TL).

Ablation studies on clustering settings. We perform ablation studies to measure the impact of the clustering settings used during the self-supervised pretraining. In particular, we try clustering with FINCH partition-2, K-means, and Spherical K-means as alternatives to FINCH partition-1, and we measure the impact of the cluster interval \( k \) as well as the number of clusters in the case of K-means. All experiments are being grouped in different clusters. The inability to detect these false positive and negatives is one of the current

| Pretrain. Method          | Input Size | Arch. | UCF101 | HMDB51 |
|--------------------------|------------|-------|--------|--------|
| None (Rand. Init.)       | 16 × 128²  | R3D-18| 53.5   | 22.3   |

Linear Probe (Pretrained on UCF101)

| Method          | Input Size | Arch. | UCF101 | HMDB51 |
|-----------------|------------|-------|--------|--------|
| DPC [26]        | 40 × 128²  | R3D-18| 60.6   | -      |
| VCPOP [38]      | 16 × 112²  | R3D-18| 66.0   | 31.5   |
| VCBP [59]       | 16 × 112²  | R3D-18| 64.9   | 29.5   |
| IIC [51]        | 16 × 112²  | R3D-18| 61.6   | -      |
| IIC² [51]       | 16 × 112²  | R3D-18| 74.4   | 38.3   |
| MemDPC [27]     | 40 × 128²  | R3D-18| 68.2   | -      |
| CoCLR-RGB [28]  | 32 × 128²  | S3D-23| 81.4   | 52.1   |
| CoCLR² [28]     | 32 × 128²  | S3D-23| 87.3   | 58.7   |
| TCLR [15]       | 16 × 112²  | R3D-18| 82.4   | 52.9   |
| CoCon-RGB² [44] | (-) × 224² | R3D-18| 70.5   | 38.4   |
| CoCon-E² [44]   | (-) × 224² | R3D-18| 82.4   | 52.0   |
| SLIC            | 32 × 128²  | S3D-23| 81.3   | 56.2   |
| SLIC            | 16 × 128²  | R3D-18| 77.4   | 46.2   |
| SLIC            | 32 × 128²  | R3D-18| 83.2   | 54.5   |
| Supervised SLIC | 16 × 128²  | R3D-18| 77.4   | 46.6   |
| Supervised SLIC | 32 × 128²  | R3D-18| 81.9   | 56.1   |

End-to-end Finetuning (Pretrained on UCF101)

| Method          | Input Size | Arch. | UCF101 | HMDB51 |
|-----------------|------------|-------|--------|--------|
| DPC [26]        | 40 × 128²  | R3D-18| 68.2   | 34.5   |
| CoCon-RGB² [44] | (-) × 224² | R3D-18| 71.6   | 46.0   |
| CoCon-E² [44]   | (-) × 224² | R3D-18| 78.1   | 52.0   |
| VideoMoCo [41]  | 16 × 112²  | R3D-18| 74.3   | 43.6   |
| RSPNet [12]     | 16 × 112²  | R3D-18| 74.3   | 41.8   |
| SpeedNet [6]    | 16 × 224²  | S3D-G | 81.1   | 48.8   |
| TCLR² [15]      | 16 × 112²  | R3D-18| 84.1   | 53.6   |
| CoCLR-RGB² [28] | 32 × 128²  | S3D-23| 87.9   | 54.6   |
| CoCLR [28]      | 32 × 128²  | S3D-23| 90.6   | 62.9   |
| SLIC            | 32 × 128²  | S3D-23| 82.3   | 49.4   |
| SLIC            | 32 × 128²  | R3D-18| 83.2   | 52.2   |

Cross-Ent. [52] 16 × 128² R(2+1)D-34 96.8 74.5
are performed with $16 \times 128^2$ input size. As shown in table 4, K-means and Spherical K-means result in comparable performance to FINCH partition-1 (which results in approximately 2200 clusters when clustering UCF101 video embeddings) when at least 1000 clusters are used. However, FINCH is significantly more efficient than K-means (roughly 85x faster) when clustering embeddings from the larger Kinetics400 dataset. Furthermore, the performance of K-means is quite sensitive to the number of clusters. For instance, using only 100 clusters with K-means results in a significant degradation in retrieval accuracy. The hyper-parameter search would pose great challenge when deploying K-means in practice. Hence, FINCH is a more suitable option for this application since it doesn’t require additional hyper-parameter tuning. In addition, the performance of FINCH partition-2 (which results in approximately 550 clusters) is lower than that of the first FINCH partition. Thus, it can be hypothesized that over-clustering, or using many clusters with high purity, is beneficial to positive sampling. Additionally, cluster intervals of 1, 2, 5, and 10 result in similar video retrieval performance. Thus, it is not necessary to re-compute all training set embeddings and cluster them every epoch to achieve the best performance.

Table 4. Ablation study on the impact of clustering settings on video retrieval (after pretraining on UCF101). ‘Num.’ indicates the number of clusters and ‘$k$’ indicates the clustering interval.

| Clustering Method | Num. | $k$ | UCF101 R@1 | UCF101 R@5 | HMDB51 R@1 | HMDB51 R@5 |
|-------------------|------|-----|------------|------------|------------|------------|
| FINCH(partition 1)| -    | 1   | 66.8       | 77.9       | 24.5       | 49.0       |
| FINCH(partition 1)| -    | 2   | 64.8       | 76.7       | 24.2       | 46.6       |
| FINCH(partition 1)| -    | 5   | 66.7       | 77.3       | 25.3       | 49.8       |
| FINCH(partition 1)| -    | 10  | 66.7       | 77.8       | 22.4       | 48.7       |
| FINCH(partition 2)| -    | 5   | 62.2       | 76.1       | 21.0       | 44.7       |
| K-means           | 100  | 5   | 51.5       | 66.4       | 18.7       | 43.0       |
| K-means           | 500  | 5   | 63.5       | 76.2       | 22.0       | 47.4       |
| K-means           | 1000 | 5   | 66.0       | 76.4       | 21.8       | 46.4       |
| K-means           | 2000 | 5   | 66.4       | 77.3       | 23.2       | 47.9       |
| Spherical K-means | 1000 | 5   | 64.9       | 77.3       | 23.6       | 48.2       |

Ablation study on positive sampling settings. We perform ablation studies to measure the impact of different positive sampling settings on the nearest neighbour retrieval tasks. $p_\alpha$ determines the probability of sampling positives from the same video instance (as opposed to different instances within the same cluster), and $p_\beta$ determines the probability of using RGB inputs for positives (as opposed to replacing them with the optical flow view). The retrieval results from varying $p_\alpha$ and $p_\beta$ are shown in Table 5. All experiments are performed with $16 \times 128^2$ input size. These results indicate that it is beneficial to sample most, but not all, of the positive clips using clustering assignments. Further, increasing $p_\beta$ results in improved performance. The best performance is achieved with $p_\alpha = 0.2$ and $p_\beta = 0.75$.

Table 5. Ablation study on the impact of $p_\alpha$ and $p_\beta$ on video retrieval (after pretraining on UCF101). The ablations on $p_\alpha$ are done using RGB views only.

| Pos. View | $p_\alpha$ | $p_\beta$ | UCF101 R@1 | UCF101 R@5 | HMDB51 R@1 | HMDB51 R@5 |
|-----------|------------|------------|------------|------------|------------|------------|
| RGB       | 0.0        | -          | 54.8       | 67.1       | 16.3       | 36.9       |
| RGB       | 0.2        | -          | 59.2       | 69.8       | 20.1       | 43.6       |
| RGB       | 0.5        | -          | 52.3       | 67.5       | 15.7       | 36.5       |
| RGB       | 0.7        | -          | 52.8       | 67.6       | 16.2       | 36.2       |
| Optical flow | 0.2    | 0.25       | 59.6       | 74.3       | 21.2       | 45.7       |
| Optical flow | 0.2    | 0.5        | 62.8       | 76.2       | 21.3       | 46.9       |
| Optical flow | 0.2    | 0.75       | 66.7       | 77.7       | 25.3       | 49.8       |

5. Limitations and Future Work

One of the main limitations of our method is that it is heavily reliant on the false positive and false negative rate. This is mainly an issue for the former since it was observed in Figure 3 that the false positive rate starts quite high at 60%, but is reduced due to iterative clustering. This high false positive rate could also potentially be reduced by obtaining multiple clustering assignments (e.g., from multiple clustering algorithms or clustering embeddings from multiple input views) and prioritizing positives which are in agreement across all cluster assignment sets. Additionally, it was observed in Figure 3 that the false negative rate was rising during the training, which indicates that some semantically similar videos are considered as dissimilar pairs when training the model. This could be detrimental to the final performance. We plan to address this issue by continuing to sample positives from one of the lower FINCH partitions but instead sample negatives from a higher partition. Since the higher FINCH partitions capture the data structure at a coarser granularity, it would reduce the likelihood of sampling false negatives when sampling from a higher partition.

6. Conclusions and Societal Impact

We propose a self-supervised, iterative clustering based contrastive learning framework to learn useful video representations. We showed that we can sample harder positives through clustering, and achieve further improvement by incorporating multi-view positives and a temporal discrimination loss. Our proposed method, SLIC, achieves state-of-the-art performance across various downstream video understanding tasks. Finally, while there is both promise and need for self-supervised representations to enable better activity recognition, video retrieval, and other downstream tasks, there exist potential uses of this technology (e.g., surveillance) that could exacerbate societal problems.
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