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Abstract

In this paper, we study the existence of traces for Sobolev spaces on the hyperbolic filling $X$ of a compact metric space $Z$ equipped with a doubling measure. Given a suitable metric on $X$, we can regard $Z$ as the boundary of $X$. After equipping $X$ with a weighted measure $\mu$ via the measure on $Z$ and the Euclidean arc length, we give characterizations for the existence of traces for first-order Sobolev spaces.

1 Introduction

Let $(Z, d_Z, \nu)$ be a compact metric space equipped with a doubling measure $\nu$ and $0 < \text{diam}Z < 1$. Then a hyperbolic filling of the underlying space $Z$ is a simplicial graph with vertex set $V$ and edge set $E$. It carries a natural path metric obtained by identifying each edge with a copy of the unit interval. It is known that each hyperbolic filling is Gromov hyperbolic; see [7, Chapter 6]. The technique of hyperbolic fillings of compact metric spaces equipped with doubling measures was introduced in Björn-Björn-Shanmugalingam [3], Bonk-Saksman [4] and Bourdon-Pajot [5]. In these papers, the constructions of hyperbolic fillings are different. We refer the interested readers to [3, Section 3] for discussions on their differences. In this paper, we adopt the construction in [3]; see Section 2 for details.

For a given hyperbolic filling $X$ of the underlying space $Z$, we exploit the metric $d$ defined in (2.2) below. Let $\overline{X}$ be the completion of $X$ with respect to $d$, and let $\partial X = \overline{X} \setminus X$, the uniformized boundary of $X$. By [3, Proposition 4.4], we know that the uniformized boundary $\partial X$ and $Z$ are biLipschitz equivalent, and thus, in the following, we identify $\partial X$ and $Z$ via the biLipschitz correspondence. On $X$, we also use the measure $\mu$ defined in (2.3) below, as a result, we get a metric measure space $(X, d, \mu)$.

The motivation of this paper comes from the study of trace existence on regular trees in [13]. It was shown that the existence of traces for first-order Sobolev spaces on regular
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distance and certain weighted measure defined on regular trees. Note that by [3, Theorem 7.1], any regular
tree can be regarded as a hyperbolic filling of its uniformalized boundary. Naturally, one
will ask if there are any results similar to those in [13] for general hyperbolic fillings. The
main purpose of this paper is to discuss this question. To state our results, we need to
introduce some definitions and notations.

For any \( \xi \in Z \), let \([v_0, \xi]\) denote a geodesic ray from the root \( v_0 \) of \( X \) to \( \xi \); see Definition
2.2 for the precise definition of geodesic rays on \( X \). Given a measurable function \( u \) on \( X \), we say that its
\emph{trace (function)} \( T_u \) exists if for \( \nu \)-almost every \( \xi \in Z \),

\[
T_u(\xi) := \lim_{[v_0, \xi] \ni x \to \xi} u(x)
\]

ests and is independent of the choice of the geodesic rays from \( v_0 \) to \( \xi \). Here the
independence of the choice of the geodesic rays from \( v_0 \) to \( \xi \) is necessary and important
since unlike the regular tree case, in hyperbolic fillings, the geodesic ray from a root to a
boundary point may be not unique.

Obviously, it follows from the definition that if \( T \) exists, then it must be linear.

For convenience, if the limit \( \lim_{[v_0, \xi] \ni x \to \xi} u(x) \) does not exist, then we say that \( u \) has
\emph{no limit along} \([v_0, \xi]\).

In order to characterize the existence of traces for first-order Sobolev spaces, we intro-
duce two parameters \( R_{p, \rho} \) and \( R_{p, \rho} \) for \( 1 \leq p < \infty \) as follows. For a Borel function
\( \rho : [0, \infty) \to (0, \infty) \) satisfying \( \rho \in L^1_{\text{loc}}([0, \infty)) \), let

\[
R_{p, \rho} = \left\{ \begin{array}{ll}
\int_0^\infty e^{-\frac{1}{p-1} t} \rho(t)^\frac{1}{1-p} dt, & \text{if } p > 1, \\
\| e^{-\epsilon\rho(t)} \rho(t)^{-1} \|_{L^\infty([0,\infty))}, & \text{if } p = 1,
\end{array} \right.
\]

where \( \epsilon = \log \alpha \) and \( \alpha > 1 \) is one of the construction parameters of \( X \); see Section 2 for
details.

When \( \mu(X) < \infty \), let \( R_{p, \rho} = R_{p, \rho} \), and when \( \mu(X) = \infty \), let

\[
R_{p, \rho} = \left\{ \begin{array}{ll}
\sup_{k \geq 1} \int_{O_k} e^{-\frac{1}{p-1} t} \rho(t)^\frac{1}{1-p} dt, & \text{if } p > 1, \\
R_{1, \rho}, & \text{if } p = 1,
\end{array} \right.
\]

where \( \{O_k\} = \{[t_k, t_{k+1})\}_{k=1}^\infty \) is a sequence of subintervals of \([0, \infty)\) with \( \bigcup_k O_k = [0, \infty) \),
\( \int_{O_k} \rho(t) dt = 1 \) for each \( k \), and \( O_k \cap O_{k'} = \emptyset \) for any \( k \neq k' \).

We remark that if \( \mu(X) = \infty \), then by Remark 2.2 below, \( \int_0^\infty \rho(t) dt = \infty \). This
fact guarantees the existence of the needed sequence \( \{O_k\} \), and so, the parameter \( R_{p, \rho} \) is
well-defined since the assumption of \( \rho \) being positive ensures that \( \{O_k\} \) is unique. Also, it
is easy to know that \( R_{p, \rho} < \infty \) implies \( R_{p, \rho} < \infty \), while the converse does not hold true
(cf. [13]).

For \( 1 \leq p < \infty \), let \( \mathcal{F}_p \) denote the set of all Borel functions \( \rho : [0, \infty) \to (0, \infty) \)
satisfying \( \rho \in L^1_{\text{loc}}([0, \infty)) \) and

\[
\left\{ \begin{array}{ll}
e^{-\epsilon \rho(t)} \rho(t)^{-1} \in L^1_{\text{loc}}([0, \infty)), & \text{if } p > 1, \\
e^{-\epsilon \rho(t)} \rho(t)^{-1} \in L^\infty_{\text{loc}}([0, \infty)), & \text{if } p = 1.
\end{array} \right.
\]
Let $N^{1,p}(X) := N^{1,p}(X,d,\mu)$, $1 \leq p < \infty$, the first-order Sobolev space, and let $	ilde{N}^{1,p}(X) := \tilde{N}^{1,p}(X,d,\mu)$, the homogeneous first-order Sobolev space (see Definitions 2.5 and 2.6 below for their precise definitions). Our results concerning the existence of traces are as follows.

**Theorem 1.1.** Let $1 \leq p < \infty$ and $\rho \in \mathcal{F}_p$. Then the following statements hold true.

(i) The parameter $\mathcal{R}_{p,\rho} < \infty$ if and only if the trace function $\mathcal{T}u$ exists for every $u \in \tilde{N}^{1,p}(X)$.

(ii) The parameter $R_{p,\rho} < \infty$ if and only if the trace function $\mathcal{T}u$ exists for every $u \in N^{1,p}(X)$.

**Remark 1.1.**

(a) If $\mu(X) < \infty$, then the condition $\mathcal{R}_{p,\rho} = R_{p,\rho} < \infty$ guarantees that for every $u \in N^{1,p}(X)$, $\mathcal{T}u$ exists, and $\mathcal{T} : N^{1,p}(X) \to L^p(Z,\nu)$ is a bounded operator, where $L^p(Z,\nu)$ is the $L^p$-space on $(Z,d_Z,\nu)$; see Lemma 3.1 below. If $\mu(X) = \infty$, then the condition $\mathcal{R}_{p,\rho} < \infty$ implies that $\mathcal{T}u(\xi) = 0$ for $\nu$-almost every $\xi \in Z$; see Lemma 3.3 below.

(b) The condition $R_{p,\rho} < \infty$ ensures that for every $u \in \tilde{N}^{1,p}(X)$, $\mathcal{T}u$ exists, and $\mathcal{T} : \tilde{N}^{1,p}(X) \to L^p(Z,\nu)$ is a bounded operator; see Lemma 3.1 below.

In [3], Björn-Björn-Shanmugalingam proved that for each $1 \leq p < \infty$, the trace space of any Newtonian-Sobolev space, i.e., any first-order Sobolev space, $N^{1,p}(X)$ is the Besov space $B^p_{p,p}(Z)$ $(0 < \theta < 1)$ when the underlying space $Z$ is compact and doubling, and when the hyperbolic filling $X$ is equipped with a measure defined as in (2.3) with $\rho(t) = e^{-e^t(1-\theta)t}$; see [3, Theorem 1.1] for details. Later, Butler [6] extended the extension and trace results in [3] by weakening the hypothesis “compactness” on $Z$ to the one “completeness”. Notice that the trace functions $\tilde{u}$ defined in [3] are different from the ones $\mathcal{T}u$ in this paper (see [3] or Section 4 for the definition of $\tilde{u}$). As the second purpose of this paper, we discuss the relationships between the definition of trace functions $\mathcal{T}u$ given in this paper and the one of $\tilde{u}$ introduced in [3]. Our result is as follows.

**Theorem 1.2.** Let $u$ be a measurable function defined on $X$. Then the existence of $\mathcal{T}u$ implies the existence of $\tilde{u}$. If $\mathcal{T}u$ exists, then for $\nu$-almost every $\xi \in Z$, $\mathcal{T}u(\xi) = \tilde{u}(\xi)$.

In the setting of Björn-Björn-Shanmugalingam [3], elementary computations show that both the parameters $\mu(X)$ and $\mathcal{R}_{p,\rho}$ are finite. Then we see from Theorems 1.1 and 1.2 that the trace function $\tilde{u}$ in [3] exists for every $u \in N^{1,p}(X)$. The following example demonstrates that the opposite implication in Theorem 1.2 is invalid.

**Example 1.3.** Let $1 \leq p < \infty$ and $\rho(t) = e^{-\epsilon t^2 - \epsilon dt}$. Then there exists a function $u \in N^{1,p}(X)$ such that the trace $\tilde{u}$ exists, however, the trace $\mathcal{T}u$ does not exist.

Our work is highly inspired by the recent trace results on regular trees, hyperbolic fillings and metric measure spaces. In addition to the aforementioned references, we also refer the interested readers to [2,12,14–17,20] for more discussions in this direction.
The paper is organized as follows. In Section 2, some necessary terminologies will be introduced and some auxiliary results will be proved. Theorem 1.1 will be shown in Section 3, and Section 4 will be devoted to the proof of Theorem 1.2 and the construction of Example 1.3.

2 Preliminaries

Throughout this paper, the letter $C$ (sometimes with a subscript) will denote a positive constant that usually depend only on the given parameters of the spaces and may change at different occurrences; if $C$ depends on $a, b, \ldots$, then we write $C = C(a, b, \ldots)$. The notation $A \lesssim B$ (resp. $A \gtrsim B$) means that there is a constant $C \geq 1$ such that $A \leq C \cdot B$ (resp. $A \geq C \cdot B$). If there is a constant $C \geq 1$ such that $C^{-1} \cdot A \leq B \leq C \cdot A$, then we write $A \approx B$, and $C$ is called a comparison constant.

For a metric space $(Z, d_Z)$, the open ball $B_Z(x, r)$ in $Z$ with center $x \in Z$ and radius $r > 0$ is

$$B_Z(x, r) = \{ y \in Z : d_Z(y, x) < r \},$$

and for a constant $\lambda > 0$, the notation $\lambda B_Z(x, r)$ denotes the following open ball:

$$\lambda B_Z(x, r) = \{ y \in Z : d_Z(y, x) < \lambda r \}.$$

A metric space $(Z, d_Z)$ is called doubling if there exists a constant $C \geq 1$ such that every ball in $Z$ with radius $r > 0$ can be covered by at most $C$ balls with radii $\frac{1}{2} r$.

If $(Z, \mu)$ is a measure space, for every function $u \in L^1_{\text{loc}}(X, \mu)$ and every measurable subset $A \subset X$, let $\int_A u d\mu$ stand for the integral average $\frac{1}{\mu(A)} \int_A u d\mu$, i.e.,

$$\int_A u d\mu = \frac{1}{\mu(A)} \int_A u d\mu.$$

The measure $\mu$ is said to be doubling if there exists a constant $C_\mu \geq 1$ such that for all balls $B$ in $Z$,

$$0 < \mu(2B) \leq C_\mu \mu(B) < \infty. \tag{2.1}$$

It is well known that a metric space equipped with a doubling measure is doubling (cf. [8, Section 10.13]).

We construct the hyperbolic filling as follows (see also [3]): Suppose that $(Z, d_Z)$ is a bounded metric space with $0 < \text{diam} Z < 1$. Let $\alpha, \tau > 1$, $z_0 \in Z$ and $A_0 = \{ z_0 \}$. Obviously, $B_Z(z_0, 1) = Z$. By Zorn’s lemma or the Hausdorff maximality principle, for each positive integer $n$, we can choose a maximal $\alpha^{-n}$-separated set $A_n \subset Z$ such that $A_n \subset A_m$ provided $m > n \geq 0$. Here a set $A \subset Z$ is called $\alpha^{-n}$-separated if for any distinct $z, z' \in A_n$, $d_Z(z, z') \geq \alpha^{-n}$. Then it follows that the balls $B_Z(z, \frac{1}{2} \alpha^{-n})$ are pairwise disjoint.
for different elements \( z \) in \( A_n \). Since \( A_n \) is maximal, we see that the balls \( \mathbb{B}_Z(z, \alpha^{-n}) \) for \( z \in A_n \) cover \( Z \). Here and from now on, \( n \) and \( m \) always denote nonnegative integers.

Next, we define the vertex set

\[
V = \bigcup_{n \geq 0} V_n,
\]

where \( V_0 = \{v_0\} \) with \( v_0 = (z_0, 0) \), and for any \( n \geq 1 \), \( V_n = \{(x, n) : x \in A_n\} \).

By the correspondence between the points in \( A_n \) and the points in \( V_n \), we set \( B_v := \mathbb{B}_Z(x, \alpha^{-n}) \) for \( v = (x, n) \in V_n \).

Given two different vertices \((x, n), (y, m)\) (i.e., \( x \neq y \) or \( n \neq m \)), we say that \((x, n)\) is a neighbor of \((y, m)\), denoted by \((x, n) \sim (y, m)\), if and only if \(|n - m| \leq 1 \) and

\[
\tau^{1-|n-m|}\mathbb{B}_Z(x, \alpha^{-n}) \cap \tau^{1-|n-m|}\mathbb{B}_Z(y, \alpha^{-m}) \neq \emptyset.
\]

Define the hyperbolic filling of \( Z \), denoted by \( X \), to be the graph formed by the vertex set \( V \) together with the above neighbor relation (edges). In particular, we say that \( v_0 \) is the root of the hyperbolic filling \( X \). Also, we say that \( \alpha \) and \( \tau \) are construction parameters of \( X \).

We consider \( X \) to be a metric graph where the edges are unit intervals. The graph distance between two points \( x, y \in X \), denoted by \(|x - y|\), is the length of the shortest curve connecting them. Since \( X \) is a metric graph, it is easy to see that these shortest curves exist, and thus, \( X \) is geodesic. An edge \((x, n) \sim (y, m)\) is horizontal if \( m = n \), and vertical if \( m = n \pm 1 \). A geodesic is called vertical if it consists of vertical edges.

In general, each vertex has at least one neighbor. The following proposition shows that if the metric space is doubling, then the degree is well-controlled. Here, the degree of a vertex is the number of neighbors it has.

**Proposition 2.1.** (cf. [3, Proposition 4.5]) Assume that \((Z, d_Z)\) is a doubling metric space. Then the hyperbolic filling \( X \) has uniformly bounded degree, that is, there exists a constant \( K = C(\alpha, \tau, Z) \geq 1 \) such that for any \( v \in V \),

\[
1 \leq \# \{ w : w \sim v \} \leq K,
\]

where \( \# \{ w : w \sim v \} \) is the cardinality of the set \( \{ w : w \sim v \} \).

In the rest of this paper, we assume that \((Z, d_Z, \nu)\) is a compact metric space equipped with a doubling measure \( \nu \) and \( 0 < \text{diam}Z < 1 \), and that \( X \) is a hyperbolic filling of \( Z \), as constructed above, with construction parameters \( \alpha, \tau \).

On \( X \), we define a metric \( d \) by setting

\[
ds = e^{-\epsilon|x|}d|x|,
\]

where \( \epsilon = \log \alpha \), \(|x| := |x - v_0|\), and \( d|x| \) denotes a measure which appoints the Lebesgue measure of every edge in \( X \) to be 1. Then for any pair of points \( y \) and \( z \) in \( X \), the distance between them is

\[
d(y, z) = \inf_{\gamma} \int_{\gamma} ds = \inf_{\gamma} \int_{\gamma} e^{-\epsilon|x|}d|x|,
\]

(2.2)
where the infimum is taken over all curves in $X$ joining $y$ and $z$.

We lift up the boundary measure $\nu$ on $Z$ to a measure $\mu$ on $X$ as follows. For any $x \in X$, there is either a vertex $v \in V$ such that $x = v$ or an edge $[v_1, v_2]$ such that $x \in [v_1, v_2] \setminus \{v_1, v_2\}$. Define

$$
(2.3) \quad d\mu(x) = \begin{cases} 
2\rho(|x|)\nu(B_v)dx, & \text{if } x = v, \\
\rho(|x|)(\nu(B_{v_1}) + \nu(B_{v_2}))dx, & \text{if } x \in [v_1, v_2] \setminus \{v_1, v_2\},
\end{cases}
$$

where $\rho : [0, \infty) \to (0, \infty)$ is a Borel function satisfying $\rho \in L^{1}_{\text{loc}}([0, \infty))$. For any $x \in X$, let $v_x$ be a vertex in $X$ such that $|x - v_x| = \min_{v \in V} |x - v|$. It is possible that there is some $x \in X$ such that the vertex $v_x$ may be not unique. Since $\nu$ is doubling,

$$
(2.4) \quad d\mu(x) \approx \rho(|x|)\nu(B_{v_x})dx
$$

with a comparison constant depending on $C_{\nu, \alpha, \tau}$, where $C_{\nu} \geq 1$ is the doubling constant satisfying (2.1). Also, we have

$$
(2.5) \quad ds \approx \frac{e^{-\epsilon|x|}}{\rho(|x|)\nu(B_{v_x})}d\mu
$$

with a comparison constant depending on $C_{\nu, \alpha, \tau}$.

Given a boundary point $\xi \in Z$, let

$$
A_n(\xi) = A_n \cap B_Z(\xi, \alpha^{-n}) \quad \text{and} \quad V_n(\xi) = \{(x, n) \in V_n : x \in A_n(\xi)\}.
$$

Obviously, $A_n(\xi) \neq \emptyset$, and for any nonnegative integer $n$, $v_{n+1}(\xi) \sim v_n(\xi)$ since $\xi \in B_{v_n(\xi)} \cap B_{v_{n+1}(\xi)}$.

**Definition 2.2** (Geodesic ray). For any $\xi \in Z$, we say that $[v_0, \xi]$ is a geodesic ray from $v_0$ to $\xi$ if

$$
[v_0, \xi] := \bigcup_{n \geq 0} [v_n(\xi), v_{n+1}(\xi)],
$$

where $v_n(\xi) \in V_n(\xi)$ and $v_{n+1}(\xi) \in V_{n+1}(\xi)$.

Note that for any $\xi \in Z$, the geodesic ray from the root $v_0$ to $\xi$ may be not unique since the vertex set $V_n(\xi)$ may have more than one elements.

**Definition 2.3.** Let $\Gamma$ be a family of nonconstant rectifiable curves in $X$ and $F(\Gamma)$ the family of all Borel measurable functions $\varrho : X \to [0, \infty]$ such that for every $\gamma \in \Gamma$,

$$
\int_{\gamma} \varrho ds \geq 1.
$$

For $1 \leq p < \infty$, we define the $p$-modulus of the family $\Gamma$ as

$$
\text{Mod}_p(\Gamma) = \inf_{\varrho \in F(\Gamma)} \int_X \varrho^p d\mu.
$$
The following result is an analogue of [13, Proposition 2.2] for hyperbolic fillings.

**Proposition 2.4.** Let $1 \leq p < \infty$, and let $\rho : [0, \infty) \to (0, \infty)$ is a locally integrable Borel function. Then the following are equivalent.

1. The function $e^{-\epsilon t} \rho(t)^\frac{1}{p'}$ belongs to $L^{p'}_{\text{loc}}([0, \infty))$, where $p' = \frac{p}{p-1}$ if $p > 1$, and $p' = \infty$ if $p = 1$.

2. For every rectifiable curve $\gamma$ in $X$, $\text{Mod}_p(\{\gamma\}) > 0$.

**Proof.** (1) $\Rightarrow$ (2). Assume that $\gamma$ is a rectifiable curve in $X$. For any Borel measurable function $\phi \in F(\{\gamma\})$, we have $\int_\gamma \phi ds \geq 1$. By the monotone convergence theorem, we may assume that $\int_\gamma \phi ds \geq \frac{1}{2}$ for a subcurve $\gamma'$ of $\gamma$ with $\gamma' \subseteq \{x \in X : |x| \leq N\}$ for some $N \in \mathbb{N}$.

Since $\nu$ is doubling and $Z$ is bounded, there exists a constant $C(C_\nu, N, \alpha) > 0$ such that for all $x \in X$ with $|x| \leq N$,

$$0 < C(C_\nu, N, \alpha) \nu(Z) \leq \nu(B_{v_x}) \leq \nu(Z) < \infty,$$

where $C_\nu$ is from (2.1).

For $p > 1$, it follows from the Hölder inequality, (2.4) and (2.5) that

$$\int_{\gamma'} \phi ds \leq C(C_\nu, \alpha, \tau) \int_{\gamma'} \phi(x) \frac{e^{-\epsilon|x|}}{\rho(|x|) \nu(B_{v_x})} d\mu(x) \leq C(C_\nu, \alpha, \tau) \left( \int_{\gamma'} \frac{e^{-\epsilon|x|}}{\rho(|x|)^{p-1} \nu(B_{v_x})^{p-1}} d\mu(x) \right)^{\frac{p-1}{p}} \left( \int_{\gamma'} \phi(x)^p d\mu(x) \right)^{\frac{1}{p}} \leq C(C_\nu, N, \alpha, \tau) \left( \int_{\gamma'} e^{\epsilon p|x|} \rho(|x|)^{-\frac{p}{p-1}} d|x| \right)^{\frac{p-1}{p}} \left( \int_{\gamma'} \phi(x)^p d\mu(x) \right)^{\frac{1}{p}}.$$

Since $V_0 = \{v_0\}$, we know from Proposition 2.1 that for all $n \geq 0$,

$$\#V_n \leq K^n,$$

which, together with the assumption $e^{-\epsilon t} \rho(t)^\frac{1}{p} \in L^{p'}_{\text{loc}}([0, \infty))$, gives

$$\int_{\gamma'} e^{\epsilon p|x|} \rho(|x|)^{-\frac{p}{p-1}} d|x| \leq \int_{\{x \in X : |x| \leq N\}} e^{\epsilon p|x|} \rho(|x|)^{-\frac{p}{p-1}} d|x| \leq K^{2N} \int_0^N e^{-\epsilon t} \rho(t)^{-\frac{1}{p'}} dt < \infty.$$

Substituting into the above formula, we obtain that

$$\int_{\gamma'} \phi ds \leq C(C_\nu, N, \alpha, \tau, p, \epsilon, \rho, K) \left( \int_{\gamma'} \phi(x)^p d\mu(x) \right)^{\frac{1}{p}}.$$
Then we get
\[
\int_X \phi^p d\mu \geq \int_{\gamma'} \phi^p d\mu \geq C(C_\nu, N, \alpha, \tau, p, \epsilon, \rho, K) \left( \int_{\gamma'} \phi \, ds \right)^p \\
\geq \frac{1}{2^p} C(C_\nu, N, \alpha, \tau, p, \epsilon, \rho, K) > 0.
\]

For \( p = 1 \), it follows from (2.5) and the assumption \( e^{-\epsilon t} \rho(t)^{-1} \in L_{\text{loc}}^\infty([0, \infty)) \) that
\[
\int_{\gamma'} \phi \, ds \leq C(C_\nu, N, \alpha, \tau) \| e^{-\epsilon t} \rho(t)^{-1} \|_{L_{\text{loc}}^\infty([0, \infty))} \int_{\gamma'} \phi \, ds.
\]
Hence we have
\[
\int_X \phi \, d\mu \geq \int_{\gamma'} \phi \, d\mu \geq C(C_\nu, N, \alpha, \tau, \epsilon, \rho) \int_{\gamma'} \phi \, ds \geq \frac{1}{2} C(C_\nu, N, \alpha, \tau, \epsilon, \rho) > 0.
\]

These ensure that \( \text{Mod}_p(\{\gamma\}) > 0 \) for every rectifiable curve \( \gamma \), which completes the check of the implication (1) \( \Rightarrow \) (2).

(2) \( \Rightarrow \) (1). We prove this implication by contradiction. Assume that for every rectifiable curve \( \gamma \) in \( X \), \( \text{Mod}_p(\{\gamma\}) > 0 \), but \( e^{-\epsilon t} \rho(t)^{-1} \notin L_{\text{loc}}^p([0, \infty)) \). To reach a contradiction, it suffices to find a rectifiable curve \( \gamma \) such that \( \text{Mod}_p(\{\gamma\}) = 0 \). By the assumption, there exist two constants \( 0 \leq a < b \leq \infty \) such that
\[
\| e^{-\epsilon t} \rho(t)^{-1} \|_{L_{\text{loc}}^p([a, b])} = \infty.
\]

Let \( x_a, y_b \in X \) be such that \( |x_a| = a \), \( |y_b| = b \). Let \( \gamma \) denote a vertical geodesic joining \( x_a \) and \( y_b \) in \( X \). Then we claim that
\[
\text{Mod}_p(\{\gamma\}) = 0.
\]

To prove this claim, by [9, Theorem 5.5], we only need to find a Borel measurable function \( 0 \leq \phi \in L^p(X, \mu) \) such that
\[
\int_{\gamma} \phi \, ds = \infty.
\]

For \( p > 1 \), we have
\[
\int_a^b e^{-\epsilon t} \rho(t)^{-\frac{1}{p}} dt = \infty.
\]
Since both \( e^{-\epsilon t} \) and \( \rho(t) \) are Borel measurable functions, there is a sequence of pairwise disjoint Borel subsets \( \{I_k : I_k \subset [a, b]\}_{k=1}^\infty \) such that
\[
2^k < \int_{I_k} e^{-\epsilon t} \rho(t)^{\frac{1}{p}} dt < \infty.
\]
We define a function \( \phi : X \to \mathbb{R} \) by setting 
\[
\phi(x) = h(|x|)\chi_{\gamma}(x),
\]
where \( \chi_{\gamma} \) denotes the characteristic function of \( \gamma \), and
\[
h(t) = \sum_{k=1}^{\infty} \frac{e^{-\frac{\alpha}{p-1} t} \rho(t)^{\frac{1}{p-1}}}{\int_{I_k} e^{-\frac{\alpha}{p-1} t} \rho(t)^{\frac{1}{p-1}} dt} \chi_{I_k}(t).
\]
Since \( I_k \) is Borel for each \( k \), we know that \( \phi \) is a Borel measurable function, and thus, the pairwise disjoint property of \( \{ I_k \} \) implies
\[
\int_X \phi^p d\mu = \int_{\gamma} h(|x|)^p \rho(|x|) d|x| \leq \nu(Z) \int_a^b h(t)^p \rho(t) dt 
< \sum_{k=1}^{\infty} \int_{I_k} \left( \int_{I_k} e^{-\frac{\alpha}{p-1} t} \rho(t)^{\frac{1}{p-1}} dt \right)^p dt 
< \sum_{k=1}^{\infty} 2^{-k(p-1)} < \infty.
\]
This guarantees that \( \phi \in L^p(X, \mu) \). Also, we can get
\[
\int_{\gamma} \phi ds = \int_a^b h(t)e^{-\epsilon t} dt = \sum_{k=1}^{\infty} 1 = \infty.
\]
For the remaining case, that is, \( p = 1 \), by assumptions, we have
\[
\|e^{-\epsilon t} \rho(t)^{-1}\|_{L^\infty([a,b])} = \infty.
\]
There exists an infinite sequence \( \{ G_{kn} \}_{kn \in \mathbb{N}} \) defined by
\[
G_{kn} = \{ t \in [a, b] : 2^{k_n+1} \geq e^{-\epsilon t} \rho(t)^{-1} > 2^{k_n} \}
\]
such that \( m(G_{kn}) > 0 \) for each \( k_n \in \mathbb{N} \), where \( m(\cdot) \) denotes the 1-dimension Lebesgue measure. We define a function \( \phi : X \to \mathbb{R} \) by setting
\[
\phi(x) = \hat{h}(|x|)\chi_{\gamma}(x),
\]
where
\[
\hat{h}(t) = \sum_{k_n \in \mathbb{N}} \frac{1}{\int_{G_{kn}} e^{-\epsilon t} dt} \chi_{G_{kn}}(t).
\]
Since the subsets \( \{ G_{kn} \}_{kn \in \mathbb{N}} \) are Borel and pairwise disjoint, we see that \( \phi \) is Borel measurable. Thus we have
\[
\int_X \phi d\mu \leq \nu(Z) \int_a^b \hat{h}(t) \rho(t) dt \lesssim \sum_{k_n \in \mathbb{N}} \int_{G_{kn}} \frac{\rho(t)}{\int_{G_{kn}} e^{-\epsilon t} dt} dt
\]
\[
\sum_{k_n \in \mathbb{N}} \int_{G_{k_n}} \frac{2^{-k_n} e^{-ct}}{e^{-ct} dt} dt \\
= \sum_{k_n \in \mathbb{N}} 2^{-k_n} < \infty
\]
and
\[
\int_{\gamma} \phi ds = \int_a^b \hat{h}(t)e^{-ct} dt = \sum_{k_n \in \mathbb{N}} 1 = \infty.
\]

We conclude from the discussions as above that for every \(1 \leq p < \infty\), there is a function \(\phi\) satisfying our requirement. This proves the claim, and hence, the proof of the implication \((2) \Rightarrow (1)\) is complete. \(\square\)

Let \(u \in L^1_{\text{loc}}(X, \mu)\). A Borel function \(g : X \to [0, \infty]\) is an upper gradient of \(u\) if for each nonconstant compact rectifiable curve \(\gamma\) in \(X\), we have

\[(2.6) \quad |u(x) - u(y)| \leq \int_{\gamma} g ds,
\]
where \(x\) and \(y\) denote the endpoints of \(\gamma\). The above inequality should be interpreted as also requiring that \(\int_{\gamma} g ds = \infty\) if either \(u(x)\) or \(u(y)\) is not finite. Obviously, \(g = \infty\) is an upper gradient for each \(u \in L^1_{\text{loc}}(X, \mu)\).

If \((2.6)\) holds for \(p\)-almost every curve, then \(g\) is called a \(p\)-weak upper gradient of \(u\). Here, we say that a property holds for \(p\)-almost every curve \(\gamma\) in \(X\) if the family \(\Gamma\) of all nonconstant compact rectifiable curves for which the property fails has zero \(p\)-modulus. The \(p\)-weak upper gradients were introduced by Koskela and MacManus in [11].

If \(u\) has an upper gradient in \(L^p(X, \mu)\), then it has a minimal \(p\)-weak upper gradient, denoted by \(g_u\), in the sense that \(g_u \leq g\) a.e. (i.e., almost everywhere) for every \(p\)-weak upper gradient \(g \in L^p(X, \mu)\) of \(u\). Moreover, \(g_u\) is unique up to sets of measure zero. See [1, Theorem 2.5] or [9, Theorem 7.16] for these discussions. We also refer interested readers to [3,10,18,19] for more discussions on upper gradients and \(p\)-weak upper gradients.

**Definition 2.5.** For \(1 \leq p < \infty\), we define the Sobolev space \(N^{1,p}(X)\) as the normed space of all \(u \in L^p(X, \mu)\) such that

\[
\|u\|_{N^{1,p}(X)} = \|u\|_{L^p(X, \mu)} + \inf_g \|g\|_{L^p(X, \mu)} < \infty,
\]

where the infimum is taken over all upper gradients \(g\) of \(u\), or equivalently all \(p\)-weak upper gradients \(g\) of \(u\).

By Proposition 2.4, together with [9, Definition 7.2 and Lemma 7.6], we see that any function \(u \in L^1_{\text{loc}}(X, \mu)\) with an upper gradient \(0 \leq g \in L^p(X, \mu)\) is locally absolutely continuous. This fact implies that all such functions \(u\) are absolutely continuous on each edge in hyperbolic fillings.
Definition 2.6. For $1 \leq p < \infty$, we define the homogeneous Sobolev space $N^{1,p}(X)$ as the collection of all continuous functions $u$ which satisfy that each $u$ has an upper gradient $0 \leq g \in L^p(X, \mu)$ and its homogeneous $N^{1,p}$-norm $\|u\|_{N^{1,p}(X)}$ is finite, where

$$\|u\|_{N^{1,p}(X)} = \|u(\xi_0)\| + \inf \|g\|_{L^p(X,\mu)},$$

and the infimum is taken over all upper gradients $g$ of $u$, or equivalently all $p$-weak upper gradients $g$ of $u$.

Definition 2.7. For $1 \leq p < \infty$, the $p$-capacity of a set $E \subset X$ is the number

$$C_p(E) = \inf_u \|u\|^p_{N^{1,p}(X)},$$

where the infimum is taken over all $u \in N^{1,p}(X)$ such that $u \geq 1$ on $E$.

Remark 2.1. From Proposition 2.4, it is easy to see that if the function $e^{-ct} \rho(t)^{-1/p}$ belongs to $L^p_{\text{loc}}([0,\infty))$, then $\text{Mod}_p \Gamma_x > 0$ for any point $x \in X$. Here the rectifiable curve family $\Gamma_x = \{\gamma : x \in \gamma\}$. Hence, by [1, Proposition 1.48], each point in $X$ has a positive $p$-capacity.

The following is an analog of [13, Lemma 3.1] in the case of hyperbolic fillings.

Lemma 2.8. Let $1 \leq p < \infty$, and let $\rho : [0, \infty) \to (0, \infty)$ be a locally integrable Borel function. Suppose that $\varphi$ is a nonnegative function defined on $[0, \infty)$. Then

$$\int_Z \int_{[v_0, \xi]} \frac{\varphi(|x|)^p}{\nu(B_{v_x})} d\mu(x) d\nu(\xi) \approx \int_X \varphi(|x|)^p d\mu(x),$$

and for any $g \in L^p(X, \mu)$,

$$\int_Z \int_{[v_0, \xi]} \frac{|g(x)|^p}{\nu(B_{v_x})} d\mu(x) d\nu(\xi) \lesssim \int_X |g(x)|^p d\mu(x). \quad (2.7)$$

Here, we recall that $[v_0, \xi]$ denotes a geodesic ray from $v_0$ to $\xi$.

Proof. Let $X = X_V \cup X_H$, where $X_V$ and $X_H$ denote the collections of the vertical edges and the horizontal edges on $X$, respectively.

Let $[v_0, \xi]$ be a geodesic ray from $v_0$ to $\xi$, and let $v_n(\xi)$ be the vertex such that $v_n(\xi) \in [v_0, \xi]$ and $v_n(\xi) \in V_n(\xi)$ for all $n \geq 0$. By Proposition 2.1, for all $\xi \in Z$ and $n \geq 0$,

$$1 \leq \#V_n(\xi) \leq \# \{w : w \sim v_n(\xi)\} \leq K. \quad (2.8)$$

Since $\nu$ is a doubling measure, if $w \sim v$, then $\nu(B_v) \approx \nu(B_w)$. It follows from (2.8) that

$$\int_{[v_n(\xi), v_{n+1}(\xi)]} \frac{\varphi(|x|)^p}{\nu(B_{v_x})} d\mu(x) \lesssim \sum_{v \in V_n(\xi)} \sum_{v_n(\xi) \sim w \sim v} \int_{[v, w]} \frac{\varphi(|x|)^p}{\nu(B_{v_x})} d\mu(x).$$
Then we get
\[
Q(x) = \int_{X_V} |x|^p Q(x) d\mu(x),
\]

where
\[
Q(x) = \int \sum_{n=0}^{\infty} \sum_{v \in V}(\xi_{v,w}) \sum_{w \sim v} \frac{|x|^p}{\nu(B_{v,x})} d\nu(x).
\]

For vertices \( v \in V_n(\xi) \) and \( w \in V_{n+1}(\xi) \), we have \( \xi \in B_v \cap B_w \) and \( \chi_{[v,w]}(x) \neq 0 \) only if \( x \in [v, w] \subseteq X_V \). It follows from the Fubini-Tonelli theorem that
\[
\int_{X_V} \int \frac{|x|^p}{\nu(B_{v,x})} d\mu(x) d\nu(x) \approx \int \sum_{n=0}^{\infty} \sum_{v \in V}(\xi_{v,w}) \sum_{w \sim v} \frac{|x|^p}{\nu(B_{v,x})} d\mu(x) d\nu(x)
\]
\[
\approx \sum_{n=0}^{\infty} \int \sum_{v \in V}(\xi_{v,w}) \sum_{w \sim v} \frac{|x|^p}{\nu(B_{v,x})} d\nu(x) d\mu(x)
\]
\[
= \int_{X_V} \frac{|x|^p}{\nu(B_{v,x})} \int \sum_{n=0}^{\infty} \sum_{v \in V}(\xi_{v,w}) \sum_{w \sim v} \frac{x_{[v,w]}(x)}{\nu(B_{v,x})} d\nu(x) d\mu(x)
\]
\[
(2.9) =: \int_{X_V} |x|^p Q(x) d\mu(x),
\]
where
\[
Q(x) = \int \sum_{n=0}^{\infty} \sum_{v \in V}(\xi_{v,w}) \sum_{w \sim v} \frac{x_{[v,w]}(x)}{\nu(B_{v,x})} d\nu(x).
\]

Now, we estimate \( Q(x) \). Recall that \( A_n \subseteq A_m \) when \( m \geq n \geq 0 \). For any \( v = (z, n) \in V_n \), let \( v_d := (z, n+1) \in V_{n+1} \). Then \( B_{v_d} \subseteq B_v \) and \( v_d \sim v \). If there is some \( v \in V \) such that \( x \in [v, v_d] \), then
\[
(2.10) Q(x) \gtrsim \frac{\nu(B_{v,x})}{\nu(B_v)} \geq C(C_v, \alpha, \tau).
\]

It follows from (2.9), (2.10) and the fact \( \cup_{v \in V} [v, v_d] \subseteq X_V \) that
\[
\int \int \frac{|x|^p}{\nu(B_{v,x})} d\mu(x) d\nu(x) \geq \sum_{v \in V} \int_{[v, v_d]} \frac{|x|^p}{\nu(B_v)} d\mu(x) \gtrsim \sum_{v \in V} \int_{[v, v_d]} \frac{|x|^p}{\nu(B_v)} d\mu(x)
\]
\[
\geq \sum_{v \in V} \int_{[v, v_d]} \frac{|x|^p}{\nu(B_v)} d\mu(x). \]

By Proposition 2.1, we have
\[
\sum_{v \in V} \int_{[v, v_d]} \frac{|x|^p}{\nu(B_v)} d\mu(x) \leq \int_{X_V} |x|^p d\mu(x) \leq C(C_v, \alpha, \tau, K) \sum_{v \in V} \int_{[v, v_d]} |x|^p d\mu(x).
\]

Then we get
\[
(2.11) \int \int \frac{|x|^p}{\nu(B_{v,x})} d\mu(x) d\nu(x) \gtrsim \int_{X_V} |x|^p d\mu(x).
\]
For some $v \in V_n$ and $V_{n+1} \ni w \sim v$, if $x \in [v,w]$, then the doubling property of $\nu$ implies that

\[(2.12) \quad Q(x) \lesssim \frac{\nu(\cup_{v_{n+1} \ni w \sim v} B_w)}{\nu(B_v)} \leq C(C_{\nu}, \alpha, \tau).\]

It follows from (2.9), (2.12) and the fact that $X_V = \bigcup_{n \geq 0} \bigcup_{v \in V_n} \bigcup_{V_{n+1} \ni w \sim v} [v,w]$ that

\[(2.13) \quad \int_Z \int_{[v_0,\xi]} \frac{\varphi(|x|^p)}{\nu(B_{v_x})} d\mu(x) d\nu(\xi) \lesssim \int_{X_V} \varphi(|x|^p) Q(x) d\mu(x) \lesssim \int_{X_V} \varphi(|x|^p) d\mu(x).\]

Since $\varphi$ is a nonnegative function related to the graph distance $|x| = |x-v_0|$, it follows from Proposition 2.1 that

\[(2.14) \quad \int_X \varphi(|x|^p) d\mu(x) \approx \int_{X_V} \varphi(|x|^p) d\mu(x).\]

By combining (2.11), (2.13) and (2.14), we get

\[\int_Z \int_{[v_0,\xi]} \frac{\varphi(|x|^p)}{\nu(B_{v_x})} d\mu(x) d\nu(\xi) \approx \int_X \varphi(|x|^p) d\mu(x).\]

For the proof of the second assertion, assume that $g \in L^p(X, \mu)$. Then it follows from the Fubini theorem and (2.12) that

\[\int_Z \int_{[v_0,\xi]} \frac{|g(x)|^p}{\nu(B_{v_x})} d\mu(x) d\nu(\xi) \approx \int_{X_V} \sum_{n=0}^{\infty} \frac{|g(x)|^p}{\nu(B_{v_x})} d\mu(x) d\nu(\xi) \approx \int_{X_V} |g(x)|^p d\mu(x) \lesssim \int_X g(x)^p d\mu(x).\]

Hence the lemma is proved.

Remark 2.2. By choosing $\varphi(t) = 1$ on $[0, \infty)$ in Lemma 2.8, we can get

\[\mu(X) = \int_X d\mu \approx \int_{X_V} d\mu \approx \nu(Z) \int_0^\infty \rho(t) dt.\]

This implies that $\int_0^\infty \rho(t) dt = \infty$ if and only if $\mu(X) = \infty$.
3 Proof of Theorem 1.1

In this section, let $ds = e^{-\epsilon|x|}d|x|$ with $\epsilon = \log \alpha > 0$. Also, we assume that $1 \leq p < \infty$ and $\rho \in F_p$. Further, by [3, Proposition 4.4], we can replace $\partial X$, the boundary of $X$, by $Z$. For $\xi \in Z$, let $v_0 = v_0(\xi)$ and let $[v_0, \xi)$ denote a geodesic ray from $v_0$ to $\xi$ with

\[(3.1) \quad [v_0, \xi) := \bigcup_{n \geq 0} [v_n(\xi), v_{n+1}(\xi)],\]

where $v_n(\xi) \in V_n(\xi)$ and $v_{n+1}(\xi) \in V_{n+1}(\xi)$.

We develop our arguments based on three cases: $R_{p,\rho} < \infty$, $R_{p,\rho} = \infty$ and $\mu(X) = \infty$.

Lemma 3.1. Suppose that $R_{p,\rho} < \infty$. Then the trace operator $T$ defined in (1.1) exists, and it is a bounded operator from $N^{1,p}(X)$ to $L^p(Z, \nu)$, and also, a bounded operator from $N^{1,p}(X)$ to $L^p(Z, \nu)$.

Proof. Assume that $R_{p,\rho} < \infty$. To prove the first part of the lemma, let $u \in \dot{N}^{1,p}(X)$. We show that the trace $Tu$ exist $\nu$-a.e. in $Z$, and that

$$\|Tu\|_{L^p(Z, \nu)} \lesssim \|u\|_{\dot{N}^{1,p}(X)}.$$  

Let

$$u^*(\xi) = \|u(v_0)\| + \int_{[v_0, \xi]} g_u ds$$

in $Z$, where $g_u$ is a minimal $p$-weak upper gradient of $u$.

First, we show that $u^* \in L^p(Z, \nu)$. For each $n$, we deduce from (2.5) that

$$\int_{[v_n(\xi), v_{n+1}(\xi)]} g_u ds \approx \int_{[v_n(\xi), v_{n+1}(\xi)]} g_u(x) \frac{e^{-\epsilon|x|}}{\rho(|x|)\nu(B_{v_0})} d\mu(x).$$

We separate the arguments into the following two cases: $p > 1$ and $p = 1$. For the former, it follows from the Hölder inequality that

$$u^*(\xi)^p \lesssim \|u(v_0)\|^p + \left(\int_{[v_0, \xi]} g_u ds\right)^p$$

$$\lesssim \|u(v_0)\|^p + \left(\int_{[v_0, \xi]} \frac{g_u(x)^p}{\nu(B_{v_0})} d\mu(x)\right)\left(\int_{[v_0, \xi]} e^{-\epsilon\frac{|x|}{p-1}} \rho(|x|)^{-\frac{p}{p-1}} \nu(B_{v_0})^{-1} d\mu(x)\right)^{p-1} \lesssim \|u(v_0)\|^p + \left(\int_{0}^{\infty} e^{-\epsilon \frac{t}{p-1}} \rho(t)^{\frac{1}{p-1}} dt\right)^{p-1} \int_{[v_0, \xi]} \frac{g_u(x)^p}{\nu(B_{v_0})} d\mu(x).$$

Thus, by Lemma 2.8 and the assumption $R_{p,\rho} < \infty$, we can get

$$\int_{Z} |u^*(\xi)|^p d\nu(\xi) \lesssim \|u(v_0)\|^p \nu(Z) + R_{p,\rho}^{-1} \int_{Z} \int_{[v_0, \xi]} \frac{g_u(x)^p}{\nu(B_{v_0})} d\mu(x) d\nu(\xi).$$
\[
\leq |u(v_0)|^p + \int_X g_u(x)^p d\mu(x).
\]

For the latter, that is, \(p = 1\), again, by Lemma 2.8 and the assumption \(R_{1,\rho} < \infty\), we obtain
\[
\int_Z |u^*(\xi)| d\nu(\xi) \lesssim |u(v_0)| + \int_Z \int_{[v_0,\xi]} g_u(x) \frac{e^{-\epsilon|x|}}{\rho(|x|) \nu(B_{v_0})} d\mu(x) d\nu(\xi)
\]
\[
\lesssim |u(v_0)| + \|e^{-t} \rho(t)^{-1} \|_{L^\infty([0,\infty))} \int_Z \int_{[v_0,\xi]} \frac{g_u(x)}{\nu(B_{v_0})} d\mu(x) d\nu(\xi)
\]
\[
\lesssim |u(v_0)| + \int_X g_u d\mu.
\]

Then for all \(1 \leq p < \infty\), we have the estimate:
\[
\|u^*\|_{L^p(Z,\nu)} \lesssim |u(v_0)| + \left( \int_X g_u^p d\mu \right)^{\frac{1}{p}} = \|u\|_{\dot{N}^{1,p}(X)}.
\]

Hence \(u^* \in L^p(Z,\nu)\) for \(1 \leq p < \infty\). Also, we know that for \(\nu\)-almost every \(\xi \in Z\), \(u^*(\xi) < \infty\).

Second, we demonstrate that if \(\xi \in Z\) satisfies \(u^*(\xi) < \infty\), then \(\mathcal{T}u(\xi)\) exists and is independent of the choice of the geodesic rays \([v_0,\xi]\).

Let \([v_0,\xi]\) denote a geodesic ray from \(v_0\) to \(\xi\) with the expression (3.1). Since \(u^*(\xi) < \infty\), we have
\[
\int_{[v_n(\xi),\xi]} g_u ds \to 0 \quad \text{as} \quad n \to \infty.
\]

For any \(\varepsilon > 0\), there exists an integer \(N > 0\) such that for any \(x_1, x_2 \in [v_0, \xi]\), if \(|x_1| > N\) and \(|x_2| > N\), then
\[
|u(x_1) - u(x_2)| \leq \int_{[x_1,x_2]} g_u ds < \varepsilon,
\]
where \([x_1, x_2] \subset [v_0, \xi]\). Then Cauchy’s convergence test implies that the limit \(\mathcal{T}u(\xi)\) exists along \([v_0, \xi]\).

To prove that \(\mathcal{T}u(\xi)\) is independent of the choice of \([v_0, \xi]\), let \(J_1(\xi)\) and \(J_2(\xi)\) be two geodesic rays from \(v_0\) and \(\xi\) such that
\[
\lim_{J_1(\xi) \ni x \to \xi} u(x) = A_1 \quad \text{and} \quad \lim_{J_2(\xi) \ni x \to \xi} u(x) = A_2
\]
with \(A_1 \neq A_2\), where
\[
J_1(\xi) = \bigcup_{n \geq 0} [v_n^1(\xi), v_{n+1}^1(\xi)], \quad J_2(\xi) = \bigcup_{n \geq 0} [v_n^2(\xi), v_{n+1}^2(\xi)].
\]
and $v^i_n(\xi) \in V_n(\xi)$ for $i = 1, 2$. Note that for any $v \in V_n(\xi)$ and $w \in V_{n+1}(\xi)$, $w \sim v$. Take

$$J = \bigcup_{n \geq 0} ([v^1_n(\xi), v^2_{n+1}(\xi)] \cup [v^2_{n+1}(\xi), v^1_{n+2}(\xi)]).$$

Then the limit $T u(\xi)$ does not exist along the geodesic ray $J$. This contradiction shows that the assertion is true. Now, we conclude that the trace function $T u$ exists for $\nu$-a.e. in $Z$.

Third, we show that $T u \in L^p(Z, \nu)$ for $u \in \dot{N}^{1,p}(X)$. For this, let $g_u$ be a minimal $p$-weak upper gradient of $u$. Let $\xi \in Z$ and $x \in [v_0, \xi]$, and let $[v_0, x] \subset [v_0, \xi]$ be the geodesic segment joining $v_0$ to $x$. By the definition of minimal $p$-weak upper gradients, we have

$$|u(x)| - |u(v_0)| \leq |u(x) - u(v_0)| \leq \int_{[v_0, x]} g_u ds \leq \int_{[v_0, \xi]} g_u ds.$$

If $T u(\xi)$ exists, then $|u(x)| \to |T u(\xi)|$ as $x \to \xi$. Hence, for $\nu$-almost every $\xi \in Z$,

$$|T u(\xi)| \leq |u(v_0)| + \int_{[v_0, \xi]} g_u ds = u^*(\xi),$$

and thus,

$$(3.2) \quad \|T u\|_{L^p(Z, \nu)} \lesssim |u(v_0)| + \left( \int_X g_u^p d\mu \right)^{\frac{1}{p}} = \|u\|_{\dot{N}^{1,p}(X)} < \infty,$$

since $\left( \int_X g_u^p d\mu \right)^{\frac{1}{p}} = \inf_g \|g\|_{L^p(X, \mu)}$.

These show that $T u \in L^p(Z, \nu)$ and $T : \dot{N}^{1,p}(X) \to L^p(Z, \nu)$ is a bounded operator. Hence the lemma is proved.

Next, we are going to show the second part of the lemma, that is, $T : N^{1,p}(X) \to L^p(Z, \nu)$ is bounded. Observe that the continuity of $u$ is not required in the proof of the inequality (3.2). Then it follows that for any $u \in N^{1,p}(X)$,

$$\|T u\|_{L^p(Z, \nu)} \lesssim |u(v_0)| + \left( \int_X g_u^p d\mu \right)^{\frac{1}{p}},$$

and so, to prove this claim, we only need to show that for all $1 \leq p < \infty$ and all $u \in N^{1,p}(X)$,

$$(3.3) \quad |u(v_0)| \lesssim \|u\|_{N^{1,p}(X)}.$$

To reach this goal, let $u \in N^{1,p}(X)$. If $u(v_0) = 0$, then the assertion is true. Assume that $u(v_0) \neq 0$. Since the function $u(x)/u(v_0)$ satisfies $u(x)/u(v_0) = 1$ on the set $\{v_0\}$, by Definition 2.7, we have that for all $1 \leq p < \infty$,

$$|u(v_0)|^p C_p(\{v_0\}) \leq \|u\|_{N^{1,p}(X)}^p.$$
From Remark 2.1, we know that $C_p(v_0) > 0$, and then,

$$|u(v_0)| \lesssim \|u\|_{N^1,p(X)}.$$

This proves (3.3), which indicates that the second part of the lemma is true, and hence, the lemma is proved. \qed

**Lemma 3.2.** Suppose that $R_{p,\rho} = \infty$.

(1) If $1 \leq p < \infty$, then there exists a function $u \in \dot{N}^{1,p}(X)$ such that for any $\xi \in \mathbb{Z}$,

$$\lim_{[v_0,\xi] \ni x \to \xi} u(x) = +\infty.$$

(2) If $p = 1$, then there exists a function $u \in N^{1,1}(X)$ such that for any $\xi \in \mathbb{Z}$, the limit $\lim_{[v_0,\xi] \ni x \to \xi} u(x)$ does not exist.

(3) If $1 < p < \infty$ and if $\mu(X) < \infty$, then there exists a function $u \in N^{1,p}(X)$ such that for any $\xi \in \mathbb{Z}$, the limit $\lim_{[v_0,\xi] \ni x \to \xi} u(x)$ does not exist.

**Proof.** (1). Since $R_{p,\rho} = \infty$ for $1 \leq p < \infty$, it follows from [13, Theorem 3.5] that there is a nonnegative measurable function $q_1 : [0, \infty) \to [0, \infty]$ such that

$$\int_0^{\infty} q_1(t) e^{-\epsilon t} dt = +\infty \text{ and } \int_0^{\infty} q_1(t)^p \rho(t) dt < +\infty.$$

Let

$$u_1(x) = \int_0^{|x|} q_1(t) e^{-\epsilon t} dt$$

in $X$, and let

$$g_1(x) = q_1(|x|).$$

Then $g_1$ is an upper gradient of $u_1$. It follows from $0 < \nu(Z) < \infty$ and Lemma 2.8 that

$$\|g_1\|_{L^p(X,\mu)}^p \approx \int_Z \int_{[v_0,\xi]} \frac{q_1(|x|)^p}{\nu(B_{v_0})} d\mu(x) d\nu(\xi) \approx \int_0^{\infty} q_1(t)^p \rho(t) dt < \infty.$$

These show that the function $u_1$ satisfies the requirement in the first statement of the lemma.

(2). Assume that $R_{1,\rho} = \infty$. For each $k \in \mathbb{N}$, let

$$E_k := \{t \in [0, \infty) : e^{-\epsilon t} \rho(t)^{-1} \geq 2^k\}.$$

Then the assumption $R_{1,\rho} = \infty$ implies that for each $k \in \mathbb{N}$, $m(E_k) > 0$. Otherwise, there exists $k_0 \in \mathbb{N}$ such that $e^{-\epsilon t} \rho(t)^{-1} < 2^{k_0}$ a.e. in $[0, \infty)$. It is impossible.
Since \( e^{-\epsilon t} \rho(t)^{-1} \in L^\infty_{\text{loc}}([0, \infty)) \), again, the assumption \( R_{1, \rho} = \infty \) implies that there exists an increasing sequence \( \{t_k : t_k \in [0, \infty)\}_{k \in \mathbb{N}} \) such that \( \bigcup_{k \in \mathbb{N}} [t_k, t_{k+1}] = [0, \infty) \) and for any \( k \in \mathbb{N} \),

\[
(3.4) \quad m(E_k \cap [t_k, t_{k+1}]) > 0.
\]

Let

\[
L_k = \int_{t_k}^{t_{k+1}} \rho(t) \, dt.
\]

As \( \rho \in L^1_{\text{loc}}([0, \infty)) \), we see that \( 0 < L_k < \infty \). It follows that \( [t_k, t_{k+1}] \) can be divided into \( [2^k L_k] \) subintervals \( \{I_{k,j}\} \) such that their interiors are pairwise disjoint,

\[
[2^k L_k] \bigcup_{j=1}^{[2^k L_k]} I_{k,j} = [t_k, t_{k+1}] \quad \text{and} \quad 0 < \int_{I_{k,j}} \rho(t) \, dt \leq 2^{-k},
\]

where \([2^k L_k]\) denotes the least integer greater than \( 2^k L_k \). From (3.4), we can choose one subinterval \( I_k \in \{I_{k,j}\} \) satisfying

\[
m(E_k \cap I_k) > 0.
\]

We define the function \( q_2 : [0, \infty) \to [0, \infty] \) by setting

\[
(3.5) \quad q_2(t) = \sum_{k \in \mathbb{N}} \frac{2}{\int_{E_k \cap I_k} e^{-\epsilon t} \, dt} \chi_{E_k \cap I_k}(t).
\]

For any \( k \in \mathbb{N} \),

\[
(3.6) \quad \int_{t_k}^{t_{k+1}} q_2(t) e^{-\epsilon t} \, dt = \int_{E_k \cap I_k} \frac{2 e^{-\epsilon t}}{\int_{E_k \cap I_k} e^{-\epsilon t} \, dt} \, dt = 2,
\]

which implies that there is \( t'_k \in (t_k, t_{k+1}) \) such that

\[
\int_{t_k}^{t'_k} q_2(t) e^{-\epsilon t} \, dt = \int_{t'_k}^{t_{k+1}} q_2(t) e^{-\epsilon t} \, dt = 1.
\]

We define the function \( u_2 \) as follows: For all \( k \in \mathbb{N} \),

\[
u_2(x) = \begin{cases} 
\int_{t_k}^{[x]} q_2(t) e^{-\epsilon t} \, dt, & \text{if } |x| \in [t_k, t'_k) \cap I_k, \\
\int_{[x]}^{t_{k+1}} q_2(t) e^{-\epsilon t} \, dt, & \text{if } |x| \in [t'_k, t_{k+1}) \cap I_k, \\
0, & \text{if } |x| \in [t_k, t_{k+1}) \setminus I_k
\end{cases}
\]

in \( X \).
Obviously, $0 \leq u_2(x) \leq 1$ in $X$, and for each $k$, there must be a pair of points $y_k$ and $z_k$ in $[v_0, \xi)$ such that

$$|y_k| = t_k \quad \text{and} \quad |z_k| = t'_k.$$ 

In this way, we find two sequences $\{y_k\}$ and $\{z_k\}$ of $[v_0, \xi)$ such that

$$u_2(y_k) = 0 \quad \text{and} \quad u_2(z_k) = 1,$$

and

$$y_k \to \xi \quad \text{and} \quad z_k \to \xi$$

as $k \to \infty$.

These show that the function $u_2$ has no limit along $[v_0, \xi)$, i.e., the limit $\lim_{[v_0, \xi) \ni x \to \xi} u_2(x)$ does not exist.

It remains to prove that $u_2 \in N^{1,1}(X)$. For this, let

$$g_2(x) := q_2(|x|),$$

where $q_2$ is defined in (3.5). For any $k \in \mathbb{N}$, if $|x| \in [t_k, t_{k+1}) \setminus I_k$, then $g_2(x) = 0$. This fact implies that $g_2$ is an upper gradient of $u_2$. We first estimate the $L^1$-norm of the upper gradient $g_2$. It follows from (3.6), together with the definitions of the function $g_2$ and the set $E_k$, that

$$\int_X g_2d\mu \lesssim \int_Z \int_{[v_0, \xi)} \frac{q_2(|x|)}{\nu(B_{v_x})}d\mu(x)d\nu(\xi) \lesssim \nu(Z) \int_0^\infty q_2(t)\rho(t)dt$$

$$\lesssim \sum_{k \geq 0} \int_{E_k \cap I_k} q_2(t)\rho(t)dt \lesssim \sum_{k \geq 0} 2^{-k} \int_{E_k \cap I_k} q_2(t)e^{-\epsilon t}dt$$

$$= \sum_{k \geq 0} 2^{1-k} < \infty.$$ 

Note that for any $x \in X$, if $u_2(x) \neq 0$, then there is $k \in \mathbb{N}$ such that $|x| \in I_k$. It follows from the fact $0 \leq u_2(x) \leq 1$ and Lemma 2.8 that

$$\int_X |u_2|d\mu = \sum_{k \geq 0} \int_{\{x \in X: |x| \in I_k\}} u_2(x)d\mu(x)$$

$$\lesssim \sum_{k \geq 0} \int_Z \int_{[v_0, \xi): |x| \in I_k} \frac{u_2(x)}{\nu(B_{v_x})}d\mu(x)d\nu(\xi)$$

$$\lesssim \sum_{k \geq 0} \nu(Z) \int_{I_k} \rho(t)dt$$

$$\lesssim \sum_{k \geq 0} 2^{-k} < \infty.$$
from which we conclude that $u_2 \in N^{1,1}(X)$.

(3). For $1 < p < \infty$, it follows from the assumption $R_{p,\rho} = \infty$ that there exists a sequence $\{[t_j, t_{j+1}]\}_{j \in \mathbb{N}}$ as the subintervals of $[0, \infty)$ such that

$$\bigcup_{j \in \mathbb{N}} [t_j, t_{j+1}] = [0, \infty),$$

and for all $j \in \mathbb{N}$,

$$\int_{t_j}^{t_{j+1}} e^{-\frac{sp}{p-1}t} \rho(t)^{\frac{1}{p-1}} dt \geq 2^j.$$

Also, we see that there is $t_j' \in (t_j, t_{j+1})$ such that

$$\int_{t_j}^{t_j'} e^{-\frac{sp}{p-1}t} \rho(t)^{\frac{1}{p-1}} dt = \frac{1}{2} \int_{t_j}^{t_{j+1}} e^{-\frac{sp}{p-1}t} \rho(t)^{\frac{1}{p-1}} dt.$$

Let us define a function $q_3 : [0, \infty) \to [0, \infty]$ by setting

$$q_3(t) = \sum_{j \in \mathbb{N}} \frac{2e^{-ct} \rho(t)^{\frac{1}{p-1}}}{\int_{t_j}^{t_{j+1}} e^{-\frac{sp}{p-1}t} \rho(t)^{\frac{1}{p-1}} dt} \chi_{[t_j, t_{j+1}]}(t),$$

and then, we define a function $u_3$ as follows: For $j \in \mathbb{N}$,

$$u_3(x) = \begin{cases} \int_{t_j}^{t_j'} q_3(t) e^{-ct} dt, & \text{if } |x| \in [t_j, t_j'), \\ \int_{t_j}^{t_j+1} q_3(t) e^{-ct} dt, & \text{if } |x| \in [t_j', t_{j+1}] \end{cases}$$

in $X$. Then we have that $0 \leq u_3(x) \leq 1$ for $x \in X$, and there exist two sequences $\{y_j\}$ and $\{z_j\} \subset [v_0, \xi]$ such that for each $k$,

$$u_3(y_k) = 1 \text{ and } u_3(z_k) = 0,$$

and

$$y_k \to \xi \text{ and } z_k \to \xi$$

as $k \to \infty$. These show that the function $u_3$ has no limit along the geodesic ray $[v_0, \xi]$.

In the following, we show that $u_3 \in N^{1,p}(X)$. To reach this goal, let

$$g_3(x) := q_3(|x|),$$

where $q_3$ is defined in (3.7). Then $g_3$ is an upper gradient of $u_3$.

First, we estimate $L^p$-norm of $u_3$. Since $\mu(X) < \infty$ and $u_3(x) \in [0,1]$ in $X$, we have

$$\int_X |u_3(x)|^p d\mu \leq \mu(X) < \infty.$$
Next, we estimate $L^p$-norm of the upper gradient $g_3$. By (3.7) and elementary calculations, we get that

$$
\int_0^\infty q_3(t)^p \rho(t) dt \lesssim \sum_{j \in \mathbb{N}} \int_{t_j}^{t_{j+1}} \frac{2^p e^{-\frac{\rho}{p-1} t} \rho(t)^\frac{1}{1-p}}{(f_j)^{1-p} e^{-\frac{\rho}{p-1} t} \rho(t)^\frac{1}{1-p} dt}^p dt
$$

$$
= \sum_{j \in \mathbb{N}} 2^p \left( \int_{t_j}^{t_{j+1}} e^{-\frac{\rho}{p-1} t} \rho(t)^\frac{1}{1-p} dt \right)^{1-p}
$$

$$
\lesssim \sum_{j \in \mathbb{N}} 2^p 2^{(1-p)} < \infty.
$$

It follows from Lemma 2.8 that

$$
\int_X g_3(x)^p d\mu \approx \int_Z \int_{[v_0, \xi]} \frac{q_3(|x|)^p}{\nu(B_{v_x})} d\mu(x) d\nu(\xi) \lesssim \nu(Z) \int_0^\infty q_3(t)^p \rho(t) dt < \infty.
$$

This guarantees that $u_3 \in N^{1,p}(X)$. \qed

**Lemma 3.3.** Suppose that $\mu(X) = \infty$. If $1 < p < \infty$, then the following conditions are equivalent:

(a) $R_{p, \rho} < \infty$;

(b) $\mathcal{F} f$ exists for every $f \in N^{1,p}(X)$ and $\mathcal{F} f(\xi) = 0$ for $\nu$-almost every $\xi \in Z$;

(c) $\mathcal{F} f$ exists for every $f \in N^{1,p}(X)$.

**Proof.** Assume that $\mu(X) = \infty$ and that $p > 1$. Since the implication $(b) \Rightarrow (c)$ is obvious, to prove this part of the lemma, it suffices to show the implications $(a) \Rightarrow (b)$ and $(c) \Rightarrow (a)$. We start with the proof of $(a) \Rightarrow (b)$.

$(a) \Rightarrow (b)$. Assume that $R_{p, \rho} < \infty$. Let $f \in N^{1,p}(X)$. It follows from (2.7) in Lemma 2.8 that

$$
(3.8) \quad \int_Z \int_{[v_0, \xi]} \frac{|f(x)|^p}{\nu(B_{v_x})} d\mu(x) d\nu(\xi) \lesssim \int_X |f(x)|^p d\mu(x) < \infty.
$$

Let $g_f$ denote a minimal $p$-weak upper gradient of $f$. Similarly, we get

$$
(3.9) \quad \int_Z \int_{[v_0, \xi]} \frac{|g_f(x)|^p}{\nu(B_{v_x})} d\mu(x) d\nu(\xi) \lesssim \int_X |g_f(x)|^p d\mu(x) < \infty.
$$

By (3.8) and (3.9), for $\nu$-almost every $\xi \in Z$, we have

$$
\int_{[v_0, \xi]} \frac{|f(x)|^p}{\nu(B_{v_x})} d\mu(x) < \infty \quad \text{and} \quad \int_{[v_0, \xi]} \frac{|g_f(x)|^p}{\nu(B_{v_x})} d\mu(x) < \infty.
$$
Let \( \{O_k\}_{k=1}^\infty \) be a sequence of subintervals of \([0, \infty)\) as in the definition of \( R_{p,\rho} \). Then for each \( k \),

\[
\int_{O_k} \rho(t) dt = 1,
\]

and for \( \nu \)-almost every \( \xi \in \mathbb{Z} \),

\[
\sum_{k=1}^\infty \int_{O_k} |f(x(t))|^p \rho(t) dt \approx \int_{[v_0, \xi]} |f(x)|^p d\mu(x) < \infty,
\]

where \( x(t) \) denotes the point in \([v_0, \xi]\) with \(|x(t)| = t\).

Similarly, we have

\[
\sum_{k=1}^\infty \int_{O_k} |g_f(x(t))|^p \rho(t) dt \approx \int_{[v_0, \xi]} |g_f(x)|^p d\mu(x) < \infty.
\]

These guarantee that

\[
(3.10) \lim_{k \to \infty} \int_{O_k} |f(x(t))|^p \rho(t) dt = 0 \quad \text{and} \quad \lim_{k \to \infty} \int_{O_k} |g_f(x(t))|^p \rho(t) dt = 0.
\]

We claim that there exists a sequence \( \{t_k : t_k \in O_k\} \) consisting of distinct elements such that

\[
|f(x(t_k))| \to 0
\]

as \( k \to \infty \). Otherwise, there is \( \delta_0 > 0 \) such that for any \( N \geq 1 \), there exists \( k_0 > N \) satisfying that for all \( t \in O_{k_0} \),

\[
|f(x(t))| \geq \delta_0,
\]

which ensures that

\[
\int_{O_{k_0}} |f(x(t))|^p \rho(t) dt \geq \delta_0^p \int_{O_{k_0}} \rho(t) dt = \delta_0^p,
\]

since \( \int_{O_k} \rho(t) dt = 1 \) for each \( k \). This contradicts (3.10), and so, the claim is proved.

Since \( R_{p,\rho} < \infty \), it follows from the Hölder inequality that

\[
\sup_{t \in O_k} |f(x(t))| \leq |f(x(t_k))| + \int_{O_k} g_f(x(t)) e^{-\alpha t} dt \leq |f(x(t_k))| + \left( \int_{O_k} g_f(x(t))^p \rho(t) dt \right)^{\frac{1}{p}} \left( \int_{O_k} e^{-\frac{\alpha p}{p-1} \rho(t) \frac{1}{p-1} dt} \right)^{\frac{p-1}{p}} \quad \text{(by (3.10))}
\]

\[
\leq |f(x(t_k))| + \mathcal{R}_{p,\rho}^{p-1} \left( \int_{O_k} g_f(x(t))^p \rho(t) dt \right)^{\frac{1}{p}} \to 0
\]

as \( k \to \infty \).
Since it follows from $\bigcup_{k=1}^{\infty} O_k = [0, \infty)$ that
\[
\left| \limsup_{[v_0, \xi] \ni x \to \xi} f(x) \right| \leq \limsup_{k \to \infty} \sup_{t \in O_k} |f(x(t))|,
\]
we infer that for $\nu$-almost every $\xi \in Z$, 
\[
\limsup_{[v_0, \xi] \ni x \to \xi} f(x) = 0.
\]
Hence the arbitrariness of geodesic rays $[v_0, \xi]$ implies that $\mathcal{T} f$ exists, and $\mathcal{T} f(\xi) = 0$ for $\nu$-almost every $\xi \in Z$.

$(c) \Rightarrow (a)$. Assume that $\mathcal{T} f$ exists for every $f \in \mathcal{N}_{1,p}(X)$. We check this implication by contradiction. Suppose that $\mathcal{R}_{p, \rho} = \infty$. Then there is a sequence of subintervals $\{O_k\}_{k=1}^{\infty}$ with $\bigcup_{k=1}^{\infty} O_k = [0, \infty)$ such that
\[
\int_{O_k} \rho(t) dt = 1 \quad \text{and} \quad \sup_{k \geq 1} \int_{O_k} e^{-\frac{1}{p-1}t} \rho(t)^{\frac{1}{p-1}} dt = \infty.
\]
We select a subsequence of $\{O_k\}$, still denoted $\{O_k\}$, such that
\[
\int_{O_k} e^{-\frac{1}{p-1}t} \rho(t)^{\frac{1}{p-1}} dt > 4^k.
\]
Now, we divide $O_k$ into $2^k$ intervals $\{I_{k,l}\}_{l=1}^{2^k}$ with
\[
\int_{I_{k,l}} \rho(t) dt = 2^{-k}
\]
such that their interior are disjoint. Then there exists at least one interval in $\{I_{k,l} : l = 1, 2, \ldots, 2^k\}$ with endpoints $a_k$ and $b_k$ such that
\[
\int_{a_k}^{b_k} \rho(t) dt = 2^{-k} \quad \text{and} \quad \int_{a_k}^{b_k} e^{-\frac{1}{p-1}t} \rho(t)^{\frac{1}{p-1}} dt > 2^k.
\]
We define the function $q : [0, \infty) \to [0, \infty]$ by setting
\[
q(t) = \sum_{k=1}^{\infty} \frac{2e^{-\frac{1}{p-1}t} \rho(t)^{\frac{1}{p-1}}}{\int_{a_k}^{b_k} e^{-\frac{1}{p-1}t} \rho(t)^{\frac{1}{p-1}} dt} \chi_{(a_k, b_k)}(t).
\]
It follows that
\[
\int_{0}^{\infty} q(t)^p \rho(t) dt = \sum_{k=1}^{\infty} \int_{a_k}^{b_k} \left( \frac{2e^{-\frac{1}{p-1}t} \rho(t)^{\frac{1}{p-1}}}{\int_{a_k}^{b_k} e^{-\frac{1}{p-1}t} \rho(t)^{\frac{1}{p-1}} dt} \right)^p \rho(t) dt.
\]
\[
= \sum_{k=1}^{\infty} 2^p \left( \int_{a_k}^{b_k} e^{-\frac{\epsilon}{p-1} \rho(t) \frac{1}{1-p}} dt \right)^{1-p} < \sum_{k=1}^{\infty} 2^p \cdot 2^{k(1-p)} < \infty,
\]

and that
\[
\int_{a_k}^{b_k} q(t) e^{-\epsilon t} dt = \int_{a_k}^{b_k} \frac{2e^{-\frac{\epsilon}{p-1} \rho(t) \frac{1}{1-p}} - e^{-\epsilon t}}{e^{-\frac{\epsilon}{p-1} \rho(t) \frac{1}{1-p}}} dt = 2
\]
for all \( k = 1, 2, \ldots \). The for each \( k \geq 1 \), there is \( c_k \in (a_k, b_k) \) such that
\[
\int_{a_k}^{c_k} q(t) e^{-\epsilon t} dt = \int_{c_k}^{b_k} q(t) e^{-\epsilon t} dt = 1.
\]

For each \( k \geq 1 \), let
\[
u(x) = \begin{cases} 
\int_{a_k}^{|x|} q(t) e^{-\epsilon t} dt, & \text{if } |x| \in (a_k, c_k), \\
\int_{|x|}^{b_k} q(t) e^{-\epsilon t} dt, & \text{if } |x| \in [c_k, b_k), \\
0, & \text{if } |x| \in O_k \setminus (a_k, b_k)
\end{cases}
\]
in \( X \). Then for each \( k \geq 1 \), there is a pair of points \( y_k, z_k \) in \([v_0, \xi)\) such that \( |y_k| = a_k \) and \( |z_k| = c_k \), and thus,\( u(y_k) = 0 \) and \( u(z_k) = 1 \).

Moreover, let
\[
g(x) := q(|x|).
\]
Then \( g \) is an upper gradient of \( u \). It follows from Lemma 2.8 and the fact \( 0 < \nu(Z) < \infty \) that
\[
\int_X g(x)^p d\mu(x) \approx \int_Z \int_{[v_0, \xi]} \frac{g(x)^p}{\nu(B_{v_0})} d\mu(x) d\nu(\xi) \approx \nu(Z) \int_0^{\infty} q(t)^p \rho(t) dt < \infty.
\]

Since \( u(x) \in [0, 1] \) in \( X \) and \( u(x) \neq 0 \) only if \( |x| \in (a_k, b_k) \), by Lemma 2.8, we obtain
\[
\int_X |u(x)|^p d\mu(x) \lesssim \sum_{k=1}^{\infty} \int_{\|x\|: |x| \in (a_k, b_k)} d\mu(x) \lesssim \sum_{k=1}^{\infty} \int_{a_k}^{b_k} \rho(t) dt < \infty.
\]
This implies that \( u \in N^{1,p}(X) \), however, it has no limit along any geodesic ray from \( v_0 \) to \( \xi \). This contradicts the assumption that \( \mathcal{T} f \) exists for every \( f \in N^{1,p}(X) \). \( \square \)
Proof of Theorem 1.1

Proof of (i). When \( \mu(x) < \infty \), we have that \( R_{p,\rho} = \mathcal{R}_{p,\rho} \). The necessity follows from Lemma 3.1, and the sufficiency follows from the conclusions (2) and (3) in Lemma 3.2. When \( \mu(x) = \infty \), the necessity follows from Lemma 3.3, the fact \( \mathcal{R}_{1,\rho} = R_{1,\rho} \) and Lemma 3.1, and the sufficiency follows from Lemmas 3.2(2) and 3.3.

Proof of (ii). It follows directly from Lemmas 3.1 and 3.2(1).  

4 Relations between \( \mathcal{T}u \) and \( \tilde{u} \)

The purpose of this section is to prove Theorem 1.2 and provide the construction of Example 1.3. We start the definition of the trace functions introduced in [3].

For a function \( u \in N^{1,p}(X) \), its trace (function) \( \tilde{u} \) is defined as follows (see [3, Section 11]): Let

\[
(4.1) \quad u_n(\xi) = \frac{1}{\#A_n(\xi)} \sum_{z \in A_n(\xi)} u((z, n)).
\]

If the limit

\[
\tilde{u}(\xi) = \lim_{n \to \infty} u_n(\xi)
\]

exists for \( \nu \)-almost every \( \xi \in Z \), then we say that \( \tilde{u} \) exists, which is called the trace (function) of \( u \).

Here, we recall that

\[
A_n(\xi) = A_n \cap B_Z(\xi, \alpha^{-n}) \quad \text{and} \quad V_n(\xi) = \{(x, n) \in V_n : x \in A_n(\xi)\}.
\]

Proof of Theorem 1.2

Proof. For any \( \xi \in Z \), let

\[
E(\xi) := \cup_{n \geq 0} E_n(\xi),
\]

where \( E_n(\xi) \) is the set of all vertical edges with endpoints \( v_n(\xi) \in V_n(\xi) \) and \( v_{n+1}(\xi) \in V_{n+1}(\xi) \). By Proposition 2.1, \( \#(V_n(\xi)) \leq K \) for every \( n \geq 0 \). Then there are \( \ell \) geodesic rays \( J_1, J_2, \ldots, J_\ell \) from \( v_0 \) to \( \xi \) such that

\[
E(\xi) = J_1 \cup J_2 \cup \ldots \cup J_\ell,
\]

where \( \ell \) is a positive integer not exceeding \( K^2 \). Note that these geodesics need not be disjoint.

Let \( u \) be a measurable function defined on \( X \). By the definition of \( \mathcal{T}u \), we see that for \( \nu \)-almost every \( \xi \in Z \), the limit \( \mathcal{T}u(\xi) = \lim_{(x, n) \ni \xi} u(x) \) exists, and is independent of the choice of the geodesic rays \( J_i \), where \( 1 \leq i \leq \ell \). We denote the limit by \( A \), i.e.,
\[ \mathcal{F}u(\xi) = A. \] Then for any \( \varepsilon > 0 \) and each \( i \in \{1, \ldots, \ell\} \), there exists an integer \( N_i > 0 \) such that whenever \( x \in J_i \) and \( |x| > N_i \),

\[ |u(x) - A| < \varepsilon. \]

Let \( N = \max\{N_1, N_2, \ldots, N_\ell\} \). Then for any \( x \in E(\xi) \) with \( |x| > N \),

\[ |u(x) - A| < \varepsilon, \]

which implies that for any \( n > N \),

\[ |u_n(\xi) - A| < \varepsilon. \]

Thus the limit \( \lim_{n \to \infty} u_n(\xi) \) exists, and also, we have

\[ \mathcal{F}u(\xi) = \tilde{u}(\xi) = A. \]

This proves the theorem.

**Construction of Example 1.3**

Let \( 1 \leq p < \infty \) and \( \rho(t) = e^{-t^2 - \alpha t} \). By Lemma 2.8 and the fact \( 0 < \nu(Z) < \infty \), we have

\[ \mu(X) = \int_X d\mu \lesssim \int_0^\infty e^{-t^2 - \alpha t} dt < \infty. \]

Also, elementary calculations guarantee that \( \rho \in L^p([0, \infty)) \), and for \( 1 \leq p < \infty \), \( R_{p,\rho} = \infty \).

We divide the arguments into two cases: \( p > 1 \) and \( p = 1 \). Assume that \( p > 1 \). Let

\[ q_1(t) = \sum_{n \in \mathbb{N}} \frac{2e^{\frac{t^2}{2} + \alpha t}}{\int_n^{n+1} e^{\frac{t^2}{2}} dt} \chi_{(n,n+1)}(t) \]

in \([0, \infty)\).

Moreover, for each \( n \in \mathbb{N} \), there is \( m'_n \in (n, n+1) \) such that

\[ \int_n^{m'_n} e^{\frac{t^2}{2}} dt = \frac{1}{2} \int_n^{n+1} e^{\frac{t^2}{2}} dt, \]

and let

\[ u_1(x) = \begin{cases} \int_n^{|x|} q_1(t)e^{-\alpha t} dt, & \text{if } |x| \in [n, m'_n), \\ \int_n^{m'_n} q_1(t)e^{-\alpha t} dt, & \text{if } |x| \in [m'_n, n+1) \end{cases} \]

in \( X \). Then \( 0 \leq u_1(x) \leq 1 \) in \( X \), \( u_1(x) = 0 \) for \( x \in X \) with \( |x| = n \), and \( u_1(x) = 1 \) for \( x \in X \) with \( |x| = m'_n \). This implies that \( \mathcal{F}u_1(\xi) \) does not exist for any \( \xi \in Z \).
However, for each \( n \geq 0 \), \( u_1((z, n)) = 0 \) since \(|(z, n)| = n\) for \( z \in A_n\). This implies that
\[
u_1(\xi) = \frac{1}{\# A_n(\xi)} \sum_{z \in A_n(\xi)} u_1((z, n)) = 0,
\]
and so, \( \tilde{u}_1(\xi) = 0 \) for every \( \xi \in Z \). This implies the existence of \( \tilde{u}_1 \).

In the following, we show that \( u_1 \in N^{1, p}(X) \). First, we estimate the \( L^p \)-norm of \( u_1 \). Since \( 0 \leq u_1(x) \leq 1 \), we have
\[
\int_X |u_1(x)|^p d\mu \leq \mu(X) < \infty.
\]

Let \( g_1(x) := q_1(|x|) \) in \( X \). Then \( g_1 \) is an upper gradient of \( u_1 \). It follows from Lemma 2.8 and \( 0 < \nu(Z) < \infty \) that
\[
\int_X g_1(x)^p d\mu \lesssim \int_Z \int_{[v_0, \xi]} q_1(|x|)^p \frac{d\mu_1(x)}{\nu(B_v)} d\nu(\xi)
\]
\[
\leq \int_0^\infty q_1(t)^p e^{-t^2 - \epsilon t^2} dt \sum_{n \in \mathbb{N}} \int_{n}^{n+1} \frac{2^p e^{-t^2}}{t^{2-p} dt}^p dt
\]
\[
\leq \sum_{n \in \mathbb{N}} 2^p (e^{-n^2})^{1-p} \leq 2^p \sum_{n \in \mathbb{N}} e^{-n^2} < \infty.
\]
These ensure that \( u_1 \in N^{1, p}(X) \).

Assume that \( p = 1 \). Let
\[
q_2(t) = \sum_{n \in \mathbb{N}} \frac{2e^{t^2 + \epsilon t}}{\int_{n}^{n+1} e^{t^2} dt} \chi_{[n, n+1]}(t)
\]
in \([0, \infty)\). Moreover, for each \( n \in \mathbb{N} \), there is \( m''_n \in (n, n+1) \) such that
\[
\int_n^{m''_n} e^{t^2} dt = \frac{1}{2} \int_n^{n+1} e^{t^2} dt.
\]
Let
\[
u_2(x) = \begin{cases} \int_{|x|}^{n} q_2(t) e^{-t^2} dt, & \text{if } |x| \in [n, m''_n), \\ \int_{|x|}^{n+1} q_2(t) e^{-t^2} dt, & \text{if } |x| \in [m''_n, n+1) \end{cases}
\]
in \( X \). Then \( 0 \leq \nu_2(x) \leq 1 \) in \( X \), \( \nu_2(x) = 0 \) for \( x \in X \) with \(|x| = n\), and \( \nu_2(x) = 1 \) for \( x \in X \) with \(|x| = m''_n \). This implies that \( \mathcal{T} \nu_2(\xi) \) does not exist for any \( \xi \in Z \), and so, \( \mathcal{T} \nu_2(\xi) \) does not exist.

However, for each \( n \geq 0 \), \( u_2((z, n)) = 0 \) since \(|(z, n)| = n\) for \( z \in A_n \). This implies that
\[
u_2(\xi) = \frac{1}{\# A_n(\xi)} \sum_{z \in A_n(\xi)} u_2((z, n)) = 0,
\]
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and so, $\tilde{u}_2(\xi) = 0$ for every $\xi \in Z$. This implies the existence of $\tilde{u}_2$.

Still, it remains to show that $u_2 \in N^{1,1}(X)$. First, we estimate the $L^1$-norm of $u_2$. Since $0 \leq u_2(x) \leq 1$, we have

$$\int_X u_2(x) d\mu \leq \mu(X) < \infty.$$ 

Let $g_2(x) := q_2(|x|)$ in $X$. Then $g_2$ is an upper gradient of $u_2$. It follows from Lemma 2.8 and the fact $0 < \nu(Z) < \infty$ that

$$\int_X g_2(x) d\mu \lesssim \int_Z \int_{[v_0, \xi]} \frac{q_2(|x|)}{\nu(B_{v_2})} d\mu(x) d\nu(\xi)$$

$$\lesssim \int_0^\infty q_2(t) e^{-t^2 - \epsilon t} dt = \sum_{n \in \mathbb{N}} \int_n^{n+1} \frac{2}{\int_n^{n+1} e^{t^2} dt} dt$$

$$\leq \sum_{n \in \mathbb{N}} 2e^{-n^2} < \infty.$$ 

These ensure that $u_2 \in N^{1,1}(X)$.
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