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ABSTRACT

Supernova (SN) feedback plays a vital role in the evolution of galaxies. While modern cosmological simulations capture the leading structures within galaxies, they struggle to provide sufficient resolution to study small-scale stellar feedback, such as the detailed evolution of SN remnants. It is thus common practice to assume subgrid models that are rarely extended to low metallicities, and which routinely use the standard solar abundance pattern. With the aid of 1-d hydrodynamical simulations, we extend these models to consider low metallicities and non-solar abundance patterns as derived from spectra of Milky Way stars. For that purpose, a simple, yet effective framework has been developed to generate non-solar abundance pattern cooling functions. We find that previous treatments markedly over-predict SN feedback at low metallicities and show that non-negligible changes in the evolution of SN remnants of up to \( \approx 50\% \) in cooling mass and \( \approx 27\% \) in momentum injection from SN remnants arise from non-solar abundance patterns. We use our simulations to quantify these results as a function of metallicity and abundance pattern variations and present analytic formulae to accurately describe the trends. These formulae have been designed to serve as subgrid models for SN feedback in cosmological hydrodynamical simulations.
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1. INTRODUCTION

In order to study galaxy evolution, it is fundamental to understand the leading factor contributing to the observed structure of the interstellar medium (ISM): supernovae. These extreme events inject energies \( E \approx 10^{51} \) erg into the ISM, affect its phase structure (e.g., McKee & Ostriker 1977) and drive interstellar turbulence (e.g., Joung & Mac Low 2006; Faucher-Giguère et al. 2013). Consequently, SNe also have significant feedback on the star formation activity of galaxies (e.g., Krumholz & McKee 2005) and often drive galactic winds (e.g., Veilleux et al. 2005).

In the local universe, we have exquisite data on supernova remnants (SNRs) observed at multiple wavelengths (e.g., Lopez et al. 2011; McCray & Fransson 2016; Lopez & Fesen 2018). These results are generally interpreted within a framework that assumes relative abundance ratios of different chemical elements to be the same as in the Sun for any given metallicity (e.g., Martizzi et al. 2015). This is a reasonable assumption for stars that formed from well mixed gas, but it may not apply to low-metallicity environments, such as SNe from the earliest epochs (e.g. Shigeyama & Tsujimoto 1998). For example, metal-poor stars tend to have an enhanced abundance of \( \alpha \)-elements (e.g. C, N, O, Mg, Ca, Si), thanks to higher-mass stars’ short lifetime enriching the environment through core-collapse events before low-mass stars can stabilize the abundance ratios to solar values through SN Ia explosions later in time. (e.g. Frebel & Norris 2013)

To this end, we have two overall concerns. One is the validity of the most commonly used SN feedback prescription at low metallicities. The other one is the differences in feedback prescriptions that can arise from non-solar patterns.

Feedback prescriptions are constructed because it is significantly more tractable to assume a sub-grid model rather than accurately calculating SN feedback at the relevant physical scales. This is because a full calculation of the SNR evolution would be too expensive. Mo-
tivated by this, we first plan to test in this paper the validity of the low-metallicity sub-grid model extrapolations that are used today (e.g., Martizzi et al. 2015, 2016, RAMSES).

Next, in contemporary astrophysics numerical simulations are often used to study the formation and evolution of galaxies, as well as their gas, stars and chemistry. Currently, it is fairly standard for the community involved in cosmological simulations to assume solar composition, and scale it to a particular degree, in regards to evaluating the chemical yield of SNe, e.g. Illustris (Vogelsberger et al. 2013, 2014), MUFASA (Davé et al. 2016) and Horizon-AGN (Dubois et al. 2014). Additionally, solar element abundance patterns are typically assumed when computing metal-dependent radiative cooling, which influences the dynamics and cooling rates of SNRs. That being said, it is unlikely for the ISM of primordial galaxies to have started with solar abundance ratios (e.g., Shen et al. 2015; Naiman et al. 2018). The solar abundance pattern is the result of multiple generations of stars that have been contributing to and mixing within the ISM, enriching it closer to solar abundance ratios. Thus, significant differences in metallicity and abundance patterns are to be expected for different generations of stars (e.g., Komiya 2011). This information is important when trying to constrain the chemical composition of the ISM where these stars formed, which was polluted by the SNRs triggered by a previous population of stars (e.g., Kobayashi et al. 2006).

Since gas cooling is metal-dependent, and since the evolution of SNRs is determined by cooling of the ISM swept by the SN ejecta generated shock, both factors have to be taken into account. In this paper, we choose to study in isolation the effects of solar and non-solar ISM abundance patterns by modeling cooling functions for arbitrary mixtures of gas, and then we plug this machinery into numerical simulations of SNRs. This approach allows us to model SNRs in a wide range of environments in terms of metallicities and abundance patterns.

To summarize our goals, in this paper we set out to:

• build a new model for the dynamics of SNRs that is more accurate at low metallicity than available methods, assuming a solar-abundance pattern (Section 3.1)
• explore the low-metallicity regime with the newly derived model, checking the SNR behavior in a range of temperature environments (Section 3.2)
• study the effects of the non-solar abundance pattern for SNR evolution at all metallicities (Section 3.3)

Figure 1. Element-by-element cooling assuming CIE and solar elemental abundance ratios. The total CIE cooling efficiency due to all elements is shown by the upper thick gray curve.

The paper describes our method of generating cooling functions with arbitrary composition, along with the hydro setup within FLASH in Section 2. The Results, as outlined by our goal summary above, can be found in Section 3. Discussion in Section 4 describes the implication of these results onto galaxy star formation simulations, tested in RAMSES and the implications of a non-solar abundance pattern onto SN feedback. Section 5 summarizes our conclusions.

2. METHODS

2.1. Cooling Function Calculation

It is an integral portion of our setup to accurately model energy loss due to radiative cooling. This work samples a variety of chemical compositions of the ejecta and ISM, projecting their evolutionary tracks in regards to them mixing and cooling for the next generation of stars to form. Therefore, a convenient python tool has been developed that uses the latest atomic data.

Consider ions of a particular element. Let \( n_{\text{ion}} \) be the number density of ions with ionization state \( j \). We are interested in tracking the change of \( n_{\text{ion}} \) with temperature. Collisional ionization will result in promoting ion’s state from \( j \) to \( j+1 \), while recombination does the opposite. Our setup assumes a system in collisional ionization equilibrium (CIE). The general form is summarized by:

\[
n_{e} n_{\text{ion}}^{j+1} \alpha_{\text{ion},j}(T) = \xi \, n_{\text{ion}}^{j} + n_{e} n_{\text{ion}}^{j} C_{\text{ion},j}(T)
\]  

where \( n_{e} \) is the number density of electrons, \( \alpha \) is a recombination coefficient, \( \xi \) is a photoionization coefficient, and \( C \) is the collisional ionization coefficient. For our case, we only consider recombination and collisional ionization processes, assuming no nearby sources to effectively photoionize surrounding gas beyond the tem-
perature floor of $10^4$ K. Thus, CIE can be written as

$$n_e n_{ion}^{j+1} \alpha_{ion,j}(T) = n_e n_{ion}^j C_{ion,j}(T).$$

Since the system is in CIE, relative temperature-dependent abundance fractions of the ions for each element will remain constant. Thus, CIE eliminates the need to calculate the ion abundance ratios at every timestep, allowing us to use the ionization fraction tables from Gnat & Ferland (2012) calculated by Cloudy, which account for collisional excitation and line emission, ion recombination, collisional ionization, and Bremsstrahlung radiation. This allows us to calculate the total cooling function efficiency for any composition in CIE.

We have calculated the cooling efficiencies for each ion as a function of temperature, where the total amount of energy lost per ion due to radiative cooling typically takes the following form

$$\frac{dE}{dVdt}_{ion} = n_e n_{ion} \Lambda_{ion}(T, Z/Z_\odot),$$

where on the left hand-side there is energy [erg] per unit volume [cm$^3$] per unit time [s]; on the right hand side $n_e$ is the free electron number density [cm$^{-3}$], $n_{ion}$ is the number density of an ion [cm$^{-3}$], and $\Lambda$ is the cooling function itself [erg cm$^3$ s$^{-1}$], which is dependent on temperature [K], metallicity [Z], and the abundance pattern.

This formalism can be used to compute the total cooling efficiency for any arbitrary composition (Gnat & Ferland 2012). For example, Fig. 1 shows the ion-by-ion CIE cooling efficiencies, $\Lambda_{ion}$, due to different elements under the assumption of solar metallicity (Gnat & Ferland 2012). It is important to note that we are considering the temperature range above $10^4$ K since the temperature floor of the ISM is assumed to be kept at $10^4$ K due to combined photoionization from the surrounding stars. In addition, Table 1 lists the elements in the order of their contribution to the overall cooling function under the assumption of solar metallicity.

In order to simplify cooling calculations within a hydrodynamical code framework, our cooling curve calculation outputs $\lambda(T)$, which is the total energy lost per unit density squared.

$$\frac{dE}{dVdt} = \rho^2 \lambda(T)$$

The advantage of having this form is that we can calculate in advance the total normalized cooling of the system. All that needs to be done within the main simulation is to multiply $\lambda$ by the readily available $\rho^2$ of the cell. The setup to generate any composition cooling function curve in CIE can be found on github$^1$.

2.2. Hydro Setup

For this work we make use of the FLASH hydrodynamical code (Fryxell et al. 2000) in order to calculate the 1-d cooling evolution of an expanding supernova remnant, starting at the Sedov phase and ending well after the radiative phase.

2.2.1. Technical details

We are using a 1-d spherical adaptive mesh refinement (AMR) grid with a maximum of 8 levels of refinement, and a maximum of $10^4$ cells, which proved to be a sufficiently high resolution for our study. The solver is the $5^{th}$ order piecewise parabolic method (PPM), with a Harten-Lax-van Leer-Contact (HLLC) Riemann solver.

Considering the absence of a CIE cooling module within FLASH we have developed it from scratch and have made it publicly available. The current implementation tracks the mixing of two species: expanding ejecta and the ISM. This setup allows us to examine how new metals from the ejecta are enhancing the metal fraction within the ISM that resulted from the enrichment of previous generations of stars. Thus, given initial abundances for the species, the code calculates the appropriate cooling functions to use within the simulation. Based on species’ mass fractions in each cell, effective cooling is then calculated and subtracted at each timestep, as the energy is being radiated away. As commonly implemented, an additional timestep condition limiting

| Rank | Element | Contribution |
|------|---------|--------------|
| 1    | H       | $4.3 \times 10^{-1}$ |
| 2    | Fe      | $1.8 \times 10^{-1}$ |
| 3    | He      | $1.6 \times 10^{-1}$ |
| 4    | O       | $6.2 \times 10^{-2}$ |
| 5    | Ne      | $6.0 \times 10^{-2}$ |
| 6    | Si      | $2.9 \times 10^{-2}$ |
| 7    | S       | $2.0 \times 10^{-2}$ |
| 8    | Mg      | $1.9 \times 10^{-2}$ |
| 9    | C       | $1.3 \times 10^{-2}$ |
| 10   | Ni      | $9.7 \times 10^{-3}$ |
| 11   | Ca      | $6.9 \times 10^{-3}$ |
| 12   | N       | $5.2 \times 10^{-3}$ |

1 https://github.com/pikarpov/CoolingCurve
energy loss is added in order to prevent the cells from radiating a sizable fraction of their internal energy.

### 2.2.2. Homogeneous ISM setup

The parameters were chosen in order to conduct a detailed comparison with the work of Martizzi et al. (2015). Thus, we injected $M_{ej} = 3M_\odot$ with thermal energy of $E_{th} = 10^{51}$ erg within a spherical region of 10 $\Delta r$, where $\Delta r$ constitutes the radial extent of a cell. Even though there is no kinetic energy being injected, the Sedov-Taylor profile is quickly reached with proper $E_{th}$ and $E_{kin}$ ratios established. Empirical evidence from our simulations showed that it takes for ejecta to sweep $\approx 5$ times its initial mass to reach Sedov stage. After the proper density, pressure, and velocity self-similar profiles have been established, the cooling is turned on. By default, we set ISM to contain $10^2$ particles per cm$^3$, but a large range of densities was systematically explored in order to derive the fitting formulas presented in Section 4.1.

Our simulations follow through the SNR evolution stages that can be broadly characterized with a power-law relationship between the shock radius and time, $R_s \propto t^n$ (Cox 1972; Cioffi et al. 1988):

1. **Free expansion**: the inertia of the SN ejecta dominates the expansion, with its mass being greater than the swept up mass ($\eta = 1$)
2. **Sedov-Taylor**: self-similar profiles of pressure, density and velocity are established and due to negligible cooling, the total energy content remains constant ($\eta = \frac{2}{3}$)
3. **Radiative phase**: shock pressure driven expansion, during which cooling becomes important ($\eta = \frac{3}{4}$)
4. **Snowplow phase**: once a sufficient amount of energy has been radiated, total momentum (feedback) of the SNR converges to a constant value, while sweeping of the ISM material continues ($\eta = \frac{1}{4}$)

The radius of the SNR at the time when cooling becomes efficient (stage 3), is the cooling radius, $R_{cool}$, and the enclosed mass is referred to as the cooling mass, $M_{cool}$. This allows for the calculation of feedback (momentum deposition) of a particular SNR. These are the primary variables that will be analyzed throughout the paper.

Our goal is to examine SN feedback at different regimes of ejecta and ISM abundance patterns, as well as densities and temperatures. The deliverable is a suite of fits to estimate feedback given the aforementioned parameters.

![Figure 2. Cooling functions for different solar abundance ratios. That is, $\log(Z/Z_\odot) = [1, 0, -1, -2, -3]$. When $Z/Z_\odot \lesssim 10^{-2}$, the cooling function quickly converges to the metal-free one.](image)

### 3. RESULTS

#### 3.1. Feedback using Solar Abundance Pattern

As it is typical for the community to assume a scaled solar abundance pattern within simulations of various epochs, we test our setup under this assumption. Fig. 2 showcases the cooling functions for different metal fractions. As can be seen, at $Z/Z_\odot = 10^{-3}$, the cooling function converges to the metal-free setup. Thus, in a metal-poor environment, H and He will dominate the cooling evolution of the remnant.

Using these cooling functions, we evolve our 1-d hydro simulations to observe the cooling of the SNR. By looking into thermal energy ($E_{th}$) and momentum ($P$) evolution versus shock radius ($R_{sh}$), we can track the cooling efficiency and estimate stellar feedback for each simulation run (Fig. 3). The SNe are initialized with thermal energy $E_{th} = 10^{51}$ erg and $E_{kin} = 0$ erg, but the system quickly relaxes to the Sedov-Taylor solution, in which total energy is conserved and thermal energy plateaus to $E_{th} \approx 7.1 \times 10^{50}$ erg, as also seen by Martizzi et al. (2015). This comes from the shockwave conditions keeping the ratio of $E_{th}$ and $E_{kin}$ constant: $\frac{E_{th}}{E_{kin}} = \frac{4}{\gamma-1}$, that gives the energy split of $\approx 70\%$ $E_{th}$ and $\approx 30\%$ $E_{kin}$ for $\gamma = \frac{5}{3}$. In Fig. 3(a), the sharp decay of $E_{th}$ signifies the beginning of the regime in which cooling becomes efficient, hence marking the position of $R_{cool}$. In our simulation, we quantify $R_{cool}$ by taking it as the position of the shock once $\approx 30\%$ of $E_{th}$ has been lost (Martizzi et al. 2015). The thermal energy profiles start to increase after reaching global minima in $E_{th}$ since the rate of thermal energy increase from sweeping external medium is larger than the cooling rate. In Fig. 3(b), momentum deposition, i.e. feedback, is taken to be the maximum value of $P$. Fig. 3 show that SNR evolution
follows the trend of cooling functions converging at and below $Z/Z_⊙ = 10^{-3}$. In addition, Martizzi et al. (2015) 3D results are presented in both plots of Fig. 3 to further validate our 1D study. The initial conditions in Martizzi et al. (2015) match ours from Section 2.2.2, except for dimensionality, resolution, and the use of Sutherland & Dopita (1993) cooling functions instead of Gnat & Ferland (2012). Please see Appendix A for more details on the 1D vs. 3D comparison, where we also address the slope difference between the models at $\log(Z/Z_⊙) = 0$.

Extracting $M_{\text{cool}}$ and converged $P$ values from our simulations, a non-power-law trend can be observed (Fig. 4). In those figures, the power-law fits from Martizzi et al. (2015) are overplotted, which were obtained by fitting the results of 3D numerical hydrodynamical simulations of isolated SNRs that fully resolve the Sedov-Taylor, radiative and snowplow phase of their evolution. The results of Martizzi et al. (2015) are in accordance with similar 1D simulations by Thornton et al. (1998), but the authors only considered SNR evolving in the ISM with metallicity $Z \geq 0.1 Z_⊙$, and they mention that their power-law fits might break down at lower metallicities. While the results from our 1D simulations are in good agreement with the power-laws of Martizzi et al. (2015) for environments with near solar metallicities, the discrepancies become significant for metal poor environments. Most current simulations of galaxy evolution use similar but somewhat less accurate SN momentum-driven models: RAMSES (Kimm & Cen 2014), FIRE (Hopkins et al. 2014), Enzo (Simpson et al. 2015), ART (Semenov et al. 2017). This raises concerns with the need to evaluate potential errors in the feedback estimate within metal-poor environments. We turn our attention to this issue in Section 4.2.

3.2. The Cooling Contribution of Ejecta Metals

Considering Pop III stars, which explode in pristine (H+He only) environments (Nomoto et al. 2013), it could be speculated that the metals from their ejecta might become a considerable factor in the SNR evolution. We have tested an extreme setup of pure Fe ejecta expanding into a pristine H+He ISM to test the effects of ejecta contribution to SN cooling. As can be clearly seen in Fig. 5, the SNR evolution is independent of the ejecta composition. Thus, it is the ISM composition which completely determines the effectiveness of SN feedback, with the metals from the ejecta not making a significant contribution. However, cooling efficiency is highly dependent on temperature, hence effects of the ambient temperature of the surrounding medium need to be tested.

The calculations presented in Fig. 5 assumed a temperature floor of $10^{4}$ K due to the assumption of effective photoionization from the surrounding stars. However, there are instances where supernovae occur in much hotter environments. For example, consider an exploding older stellar population (Type Ia SNe) in a galactic halo, where the ISM temperature can be on the order of $10^6$ K (e.g., Dorfi & Voelk 1996; Tang & Wang 2005). By looking at Fig. 1, it can be seen that at such high temperature, H and He cooling efficiency peaks are no longer contributing to the overall cooling function, due to the medium being too hot for these elements to recombine. In this setup we have tested the extreme scenario of a pure Fe ejecta exploding into a pristine H+He ISM with $T_{\text{ISM}} =: 10^4, 5\times10^4, 10^5, 5\times10^5$ and $10^6$ K.

With increased temperature, the contribution of H and He to the overall cooling starts to diminish in comparison to metals, as shown in Fig. 6. This is due to the maximum recombination rates (hence $\langle \Lambda \rangle$ peak) of H and He occurring at lower temperatures, below $2\times10^4$ K and $10^5$ K respectively, as can be seen in Fig. 1. However, cooling from the Fe ($\langle \Lambda \rangle$ peaking around $T\approx10^6$ K) is modest and not able to effectively counterbalance the additional thermal energy added by the newly swept-up material. We thus conclude that in most circumstances, cooling from the metals of the SN ejecta is a secondary contribution even in the most pristine environments, whereas the evolution of SNRs is dominated by cooling of the swept-up ISM.

3.3. Feedback using Non-Solar Abundance Patterns

Following the metal enrichment of the Universe, it has been saturated to a solar abundance pattern rather recently relative to its inception. In the early times, strong deviations from a solar abundance pattern have been observed in metal-poor stars (Sneden et al. 2008). Hence, if one has interest in studying Pop III or even low-Z Pop II stars, scaling solar abundance in accordance to the total metallicity has potential to produce significant uncertainties in feedback calculations, directly affecting galactic evolution timescales in the simulations.

For our test case, we have used a metal-poor stars’ database called JINAbase (Abolfathi & Frebel 2018). From there we assume the metal-poor stellar abundances to be tracers of the primordial ISM abundances. This will be used to constrain the effect of non-solar ISM chemistry on SN feedback and to place constraints on the chemistry of early galaxies. The method proposed here will produce valid results provided that the observed metal abundances are those from the chemically primitive gas clouds from which the stars formed. Using metal-poor stars as tracer particles of the ISM
could produce errors due to extrinsic mechanisms, such as stellar convection bringing newly produced elements to the surface or binary mass transfer, thus changing a star’s metallicity in comparison to that of the ISM from which it was formed (Herwig 2005; Placco et al. 2014). However, in such instances, the results of this study will provide a robust upper limit on the effects of non-solar abundances patterns on SN feedback.

As a result, we have generated a suite of SNR models with cooling functions, wildly varying in shape, from the near-pristine metal-poor regime to metal-enhanced, super-solar abundances. For the elements that were missing in the database, we assumed a solar pattern. A selection of non-solar abundance cooling functions is presented in Fig. 7 for a relative metallicity of $Z = 4 \times 10^{-1} Z_\odot$, chosen for the purpose of illustrating the potential spread in energy losses. That being said, we could have chosen any other metallicity for this purpose.

Since the Universe has not been enriched according to a solar abundance pattern, certain elements play a greater role in cooling the ISM than Table 1 might suggest. For example, while Mg has been enriched following a solar abundance pattern, the situation for C is vastly different, with its super-solar abundance dominating the cooling curves. In total, the elements responsible for significant deviations of the cooling functions from a solar pattern are C, N, and O. (See Fig. 13 in Appendix for abundance spread plots)

$M_{\text{cool}}$ and $P$ were calculated using the non-standard cooling functions and the results of the simulations are presented in Fig. 8. The abundance pattern remains an important factor when considering SN feedback. We find that using non-standard cooling functions can re-

---

**Figure 3.** Thermal energy (left) and momentum (right) as a function of shock position, while varying log($Z/Z_\odot$). Ejecta and ISM both have $Z = Z_\odot$.

---

**Figure 4.** The converged cooling mass and momentum as a function of the solar abundance fraction, along with the commonly used power-law fit provided by Martizzi et al. (2015) for each quantity. Ejecta and ISM both have $Z = Z_\odot$. 
result in changes in $P$ deposition by a factor of up to 25%. Such a difference stems from the fact that non-solar abundances for a given metallicity usually provide less cooling, as we found out from our work with JINAbase (also can be seen in Fig. 7, comparing the integrals of solar vs non-solar pattern curves). Less cooling efficiency provides for larger cooling time scales, meaning larger $M_{\text{cool}}$ and momentum deposition. This is particularly important for the emergent field of simulations of galaxies at the epoch of reionization, where metallicities are still low and the abundance pattern is not necessarily solar.

4. DISCUSSION

In this Section, we discuss the implications of our results. We first discuss a few limitations of current models of SN feedback that do not fully take into account the evolution of SNRs in low metallicity environments. We propose a series of formulae that properly capture this physics and test them against cruder models using 3D simulations of galactic disc patches; in order to isolate the effect of metallicity, the abundance pattern is kept fixed in these tests. Finally, we extend the discussion to cases with non-solar abundance pattern and highlight how SNR measurements can be used to place constraints on the chemistry of the ISM.

4.1. Solar ISM Abundance Fits

Although different abundance patterns yield significant differences in the cooling function, at low ISM metallicity $Z < 10^{-2} Z_\odot$ the differences become smaller, because the contribution from metals to the cooling function becomes small compared to the contribution from H and He. As shown in Figure 4, this implies that the cooling mass and terminal momentum of a SNR evolving in a low metallicity ISM saturate to well defined values at metallicity $Z < 10^{-2} Z_\odot$, and decrease at metallicity $Z > 10^{-1} Z_\odot$. Since at low metallicity the evolution of SNRs is mostly determined by H and He cooling, the saturation in cooling mass and momentum depends weakly on the abundance pattern. However, the full dependence of SNR cooling mass and momentum on metallicity has not been taken into account in most models for SN feedback in galaxy formation simulations. As a matter of fact, several high-impact methods for momentum-driven SN feedback in cosmological
Table 2. Fit coefficients for $M_{\text{cool}}$ and $P$.

| $X$          | $X$          | $\alpha$ | $\beta$ | $\gamma$ |
|--------------|--------------|-----------|----------|-----------|
| $M_{\text{cool}}$ | $1.177 \times 10^{36}$ | 1.944 | -0.057 | -0.302 |
| $P$          | $3.252 \times 10^{43}$ | 1.404 | -0.057 | -0.149 |

zoom-in simulations use incomplete implementations of the physics of SNRs. For instance, Hopkins et al. (2014) take into account the dependence of SNR cooling radii on density and metallicity, but do not include a scaling of the terminal momentum with metallicity. On the other hand, Kimm et al. (2015) use a momentum floor for metallicity $Z < 10^{-2} Z_\odot$ which only roughly reproduces the scaling of Figure 4 in this paper. Power-law fitting formulae calibrated on 3-d simulations of SNRs were proposed by Martizzi et al. (2015), with the caveat that the low metallicity saturation of cooling radius and terminal momentum are not included by construction and need to be enforced by hand.

In order to facilitate the implementation of physically-motivated sub-grid models of SNRs, we provide an improved model for $M_{\text{cool}}$ and $P$ for future studies: a three parameter fit for $Z/Z_\odot$ which is valid from $10^{-4}$ to $10^0$ using the curve fitting software ZunZun\(^2\). Its intent is to be easily incorporated into a sub-grid model in any existing cosmological code. The formulae naturally capture the low metallicity trend. The form is as follows:

$$X = A \log_{10}(\frac{Z}{Z_\odot}) \left(\frac{Z}{Z_\odot} - \beta\right)^{\gamma}$$

where $\alpha$, $\beta$, $\gamma$ are fitting parameters given in Table 2, with $A$ being a normalization factor based on the values at $Z/Z_\odot = 10^0$, and $n$ is the number density.

Fig. 8 presents the solar abundance based fit along with a shaded region containing the typical spread of $M_{\text{cool}}$ and $P$ for the non-solar abundance results. This provides a clear upper limit to the validity of solar abundance cooling functions in effectively describing the cooling properties of the ISM. We note that our results of metallicity going to 0 as $M_{\text{cool}}$ approaches 1400 $M_\odot$ in Fig. 8 are consistent with analytical estimates for primordial gas composition by Efstathiou (2000).

4.2. Implication for Galaxy Evolution Simulations

In order to test the new fitting formulae that describe SNe feedback, we have run 3-d simulations of patches of vertically stratified ISM, performed with the RAMSES adaptive mesh refinement code (Teyssier 2002). The initial conditions and boundary conditions are the same used for the ‘ULTRA-MW’ setup described in Martizzi et al. (2016), and resemble those of a star-forming galactic disc with surface density $\Sigma_{\text{gas}} \approx 50 M_\odot$/pc\(^2\). In practice, gas in a 1 kpc $\times$ 1 kpc $\times$ 1 kpc box is initially set in hydrostatic equilibrium in an external gravitational potential that mimics the vertical stratification of a galactic disc:

$$\phi(z) = a_1 \sqrt{z^2 + z_0^2} + a_2 z^2,$$

where $z$ is the distance from the disc mid-plane, and $a_1 = 1.26 \times 10^{-2}$ kpc Myr\(^{-2}\), $a_2 = 4.87 \times 10^{-3}$ Myr\(^{-2}\), $z_0 = 180$ pc. Gas self-gravity is not included, in order to isolate the effects of SN feedback. In fact, although being more realistic, simulations with self-gravity add significant non-linearity to the system, making the interpretation of the emergent processes caused by SN feedback more complicated (Girichidis et al. 2016; Kim & Ostriker 2018; ? e.g.). The simulations use a fixed Cartesian grid of size 256\(^3\) that covers a physical domain of size 1 kpc $\times$ 1 kpc $\times$ 1 kpc, i.e. the cell size is $\Delta x = 3.9$ pc. Adaptive mesh refinement was not used for this setup, because one of the main motivations of the original paper was to to study turbulence in the simulated disc with homogeneous resolution throughout the computational box. Robustness tests of the numerical setup are described in detail in Martizzi et al. (2016) and show excellent convergence as a function of numerical resolution; for this reason, these tests will not be repeated here and we refer the reader to the original paper.

The total metallicity of the gas is allowed to evolve over time, but the relative abundances of elements are fixed to the solar values. In this sense, as SNe explode and inject metal-rich ejecta the total metallicity can grow, but not the mixture of elements. The initial metallicity of the gas is set to $Z_0 = 10^{-6} Z_\odot$. Gas is not allowed to cool radiatively below a temperature $T_{\text{cool}} = 10^4$ K, but it can reach lower temperatures by hydrodynamical processes, such as adiabatic expansion.

SNe are seeded at a fixed rate at random locations within a region extending 100 pc above and below the galactic disc mid-plane. The SN rate is chosen to be $3 \times 10^{-4}$ SN/yr/kpc\(^3\), which is set assuming that there is $\approx 1$ SN per $100 M_\odot$ of newly formed stars and that the star formation rate surface density is given by the upper envelope of the star formation law of Kennicutt et al. (2007). Each time a SN goes off, it deposits its ejecta mass ($M_{\text{ej}} = 3 M_\odot$) within a sphere of radius $R_{\text{ej}} = 8$ pc. A fraction 0.4 of the ejecta mass is assumed to be made of metals, which are uniformly distributed over the injection sphere. To compare with other feedback models, radial momentum and thermal energy are

\[^2\text{www.zunzun.com}\]

\[^3\text{RAMSES is designed by David Truelove and is currently distributed by David Teyssier.}\]
Figure 8. $M_{\text{cool}}$ and $P$ as a function of relative metallicity plots, where the red curve is our fit for solar based ISM pattern results, and the shaded region contains the results from all the non-solar abundance ISM results, using JINAbase stars as tracer ISM particles.

Figure 9. Density (left) and temperature (right) maps of the final snapshot of the STR-FID simulation. The maps are extracted for a thin slice of thickness 8 pc passing through the box center.

also deposited in the same sphere using an adaptive sub-resolution model inspired by Martizzi et al. (2015) and updated in this work. This method is based on knowledge of the functional dependence of the scaling of SNR cooling mass and radial momentum with density and metallicity. To highlight the effect of our new fitting formulae for cooling SNRs (see Section 4.1), we have performed three test runs:

1. The STR-FID simulation, our fiducial run, adopts our new formulae for SN injection (Section 4.1) and includes the full dependence of cooling mass and momentum on metallicity and density. The new formulae automatically include the lack of dependence of the cooling mass and momentum at metallicity $Z < 0.01 Z_\odot$, due to the fact that at such low metallicity the only relevant coolants are H and He.

2. The STR-PL simulation uses the the power-law formulae of Martizzi et al. (2015) for $Z \geq 0.01 Z_\odot$, but uses the values for the cooling radius at metallicity $Z = 0.01 Z_\odot$ when $Z < 0.01 Z_\odot$. This approach allows us to include the fact that at low metallicity, the only coolants are H and He.

3. The STR-PL-FXZ simulation uses the the power-law formulae of Martizzi et al. (2015) extrapolated down to metallicity $Z = Z_0 = 10^{-6} Z_\odot$. The metallicity is kept fixed at $Z = Z_0 = 10^{-6} Z_\odot$ at all times. In practice, this is the wrong way of implementing the formulae of Martizzi et al. (2015),
which should not be extrapolated to arbitrary low metallicities.

The numerical setups described above are not intended to capture ultra-realistic configurations in specific galaxies, but they are designed to isolate the effects of SN feedback in a controlled, idealised environment. In order to model the whole range of physical processes involved in the evolution of realistic galaxies, self-gravity, star formation, SN time delays, cooling functions from molecules at $T < 10^4$ K, heating processes, full disc geometry and the presence of a hot gaseous halo. Including all these physical processes, is beyond the scope of this discussion, and does not allow to isolate the physics of the evolution of SNRs in the ISM. With our setup, it is possible to highlight differences between different SN seeding models and isolate the dependence of SN feedback on metallicity in the non-linear multiple-SN regime, which is not probed by simulations of isolated SNRs. Additional advantages of the setup are that (I) radiative cooling is included in the appropriate range of temperatures at which SNRs cooling in the ISM occurs, and (II) the temperature floor of $10^4$ K mimics the balance of cooling and heating sources in the dense ISM.

Fig. 9 shows density and temperature maps extracted from thin slices passing through the computational box center and at the final time of the STR-FID simulation. The vertical stratification, as well as the turbulent nature of the simulated ISM is evident from the slices. We omit density and temperature maps from the STR-PL and STR-PL-FXZ simulations, because they look qualitatively similar to the STR-FID run. These simulations develop into a steady galactic wind with a total mass loading $\eta = M_{\text{out}}/\text{SFR} \approx 1$.

In their discussion, Martizzi et al. (2016) show that outflows generated by SN feedback in locally stratified simulations do not fully develop into supersonic outflows characteristic of galactic winds. However, the energetics and mass loading of these winds at their launching height ($\approx 150$ pc, i.e. the thermal scale height; above which thermal energy is rapidly converted into wind kinetic energy) is accurately captured by the simulations. For this reason, examining the properties of such winds in the simulations presented in this paper constitutes a relevant test of the SN seeding models.

We highlight the differences made by the choice for the fitting formulæ for SNR cooling mass and momentum on the mass loading of galactic outflows in Fig. 10. Each panel of this figure shows a histogram of the mass loading of material moving at a given velocity. Only outflowing gas is included in the calculation of the mass loading factor. The histograms are normalized to the total mass loading factor of the gas in each simulation at the height where the outflow is measured. Results are shown for the wind at heights $z = 150$ pc (the launching point of the wind, top panels) and $z = 495$ pc (shown for completeness, bottom panels) from the disc mid-plane. The mass loading factors of the STR-PL-FXZ run are approximately twice as large as in the other two runs. The main reason is that extrapolating the Martizzi et al. (2015) power-law dependence of cooling mass and momentum on metallicity down to $Z = Z_0 = 10^{-6}$ $Z_\odot$, produces an overestimate of the effects of a SN feedback (cooling is assumed to be less efficient than it actually is). STR-PL which uses the power-laws of Martizzi et al. (2015) without extrapolating them to low metallicity and STR-FID appear to be in very good agreement with each other, with minor differences. The new formulæ proposed in this paper have an advantage over power-law fits, because they smoothly capture the physics of the problem even at metallicity $Z < 0.01$ $Z_\odot$ (see Fig. 4(a) and Fig. 4(b)).

Table 3 summarizes the mass loading factors at heights $z = 150$ pc and $z = 495$ pc from the disc mid-plane. We include both the total mass loading factor of all the outflowing material at each height, $\eta_{\text{tot}}$, and the mass loading factor of outflowing gas with velocity $|v_s| \geq 300$ km/s at each height, $\eta_{\text{esc}}$. The latter represents the mass loading of the material that has velocity higher than the typical escape velocity of a massive galaxy, i.e. the gas that will ultimately be ejected with-

| Simulation Name | $\eta_{\text{tot}}$ ($z = 150$ pc) | $\eta_{\text{tot}}$ ($z = 495$ pc) | $\eta_{\text{esc}}$ ($z = 150$ pc) | $\eta_{\text{esc}}$ ($z = 495$ pc) |
|----------------|--------------------------------|--------------------------------|--------------------------------|--------------------------------|
| STR-FID        | 2.68                          | $4.83 \times 10^{-1}$          | $8.44 \times 10^{-2}$          | $1.51 \times 10^{-4}$          |
| STR-PL         | 2.95                          | $4.96 \times 10^{-1}$          | $8.42 \times 10^{-2}$          | $5.95 \times 10^{-4}$          |
| STR-PL-FXZ     | 5.73                          | 1.16                           | $1.91 \times 10^{-1}$          | $1.92 \times 10^{-2}$          |

Table 3. Mass loading factor of galactic outflows in simulations of stratified media performed with different models for SN injection. Column 1: simulation name. Column 2: $\eta_{\text{tot}}$, the total mass loading of outflowing material, measured at height $z = 150$ pc from the disc mid-plane. Column 3: $\eta_{\text{esc}}$, the total mass loading of outflowing material, measured at height $z = 495$ pc from the disc mid-plane. Column 4: $\eta_{\text{esc}}$, the mass loading of material outflowing with velocity $|v_s| \geq 300$ km/s, measured at height $z = 150$ pc from the disc mid-plane. Column 5: $\eta_{\text{esc}}$, the mass loading of material outflowing with velocity $v \geq 300$ km/s, measured at height $z = 495$ pc from the disc mid-plane.
Figure 10. Histograms showing the mass loading of galactic outflows in simulations of SN feedback in stratified media as a function of velocity of the outflowing material. The integral of the histograms is the total mass loading at the height where the outflow is measured. Top: mass loading distributions measured in the region where the outflows are launched, at height $z = 150$ pc from the disc mid-plane. Bottom: mass loading distributions measured at the edge of the computational box, at height $z = 495$ pc from the disc mid-plane. The STR-PL-FXZ, which adopts power law fits for the SNR cooling mass and radial momentum and keeps the metallicity fixed at low values, overestimates the mass loading of galactic winds compared to the STR-FID and STR-PL simulations, which model the dependence of SNR evolution on ISM metallicity and density more accurately. Inclusion of the appropriate physical dependence of SNR cooling mass and radial momentum influences mass loading factors of galactic outflows by a factor $\approx 2$.

4.3. Effects of the non-solar ISM abundance pattern

Comparing the solar-abundance pattern results to the non-solar has yielded significant deviations of up to $\approx 55\%$ in $M_{\text{cool}}$ and up to $\approx 27\%$ in $P$. These findings are summarized in Fig. 11. It is important to note that while the maximum deviations from the solar pattern arise in the early Universe when the gas is not well mixed, they don’t play a role in the cooling of the ISM until after the overall metallicity reaches values of $Z > 10^{-2} Z_\odot$.

It is also important to note that these results represent an upper bound for maximum effect of the swept-up ISM abundance onto the evolution of the SNR. The primary assumption that we took leading to this is using the stellar atmosphere composition measurements from JINAbase as tracer particles of the ISM composition from which they have been formed. In reality, the primordial ISM should be less metal abundant, as the stars measured have been evolving and potentially mass transferring, hence enriching their surfaces beyond their birth metallicity. The approach chosen here follows our intention to quantify the maximum potential uncertainty of using solar abundance pattern to study the stellar formation and galaxy evolution through simulations.

5. CONCLUSION

For the study of low-$Z$ subgrid SN feedback models, assuming solar abundance pattern, we first developed...
Figure 11. Fractional differences of the quantities due to the variation in the abundance-pattern at a given metallicity. Y-axis is defined as $f(x) = \frac{x - x_{\odot}}{x_{\odot}}$. We found the maximum deviations in $M_{\text{cool}}$ to be $\approx 55\%$ and in $P \approx 27\%$.

accurate fits for $M_{\text{cool}}$ and feedback, based on the suite of FLASH runs performed. This was done to test the typical assumption of a power-law fit for stellar feedback, that overestimates feedback at low-$Z$. The fits used can be found in Section 4.1 and be used as a subgrid SN feedback model within any galaxy evolution simulation. Next, we performed a comparison study of power-law-based and the new feedback subgrid models within galaxy evolution simulations using RAMSES. These simulations yielded a decrease in mass loading factor (mass outflow) within the galactic disk by a factor of $\approx 2$ (Fig. 10) when the new fits were used, hence eliminating the overestimation of SN feedback at low-$Z$. In principle, less outflow, i.e. less feedback, may directly lead to higher star formation rates in the early Universe. Reduced feedback and higher star formation rates in primordial galaxies may help alleviate the Impossibly Early Galaxies problem (Steinhardt et al. 2016) in which too many massive quenched galaxies appear to be found at redshifts $z = 4 - 8$ (Glazebrook et al. 2004; Duncan et al. 2014; Bouwens et al. 2016) compared to the expectations of A Cold Dark Matter cosmology: in fact, primordial galaxies with weaker feedback and higher star formation rates may run out of gas for star formation and quench earlier than expected. This hypothesis needs to be tested with dedicated cosmological simulations.

Considering the widely used assumption of solar abundance pattern in cosmological simulations, while metallicity is enriched as a function of time, we’ve tested the effects of non-solar abundance pattern on SN feedback. Since even in the early Universe, ejecta metals do not affect SNR cooling, with the swept-up ISM material dominating the energy losses (Fig. 5), we focused on testing various ISM abundance regimes to get the maximum deviations in SN feedback by accounting for non-solar abundance patterns. Metal-poor stars from JINAbase were used as tracer particles, hence setting the maximum variations expected in ISM abundances. $M_{\text{cool}}$ was found to differ by $\approx 55\%$ and feedback by $\approx 27\%$, growing with increasing metallicity (Fig. 11).

Our study of SNRs in an ISM with non-solar abundance pattern constitutes a significant improvement for models of SN feedback in metal-poor primordial galaxies, but several aspects of this problem still need to be investigated in detail. For instance, SNR dynamics in an inhomogeneous and turbulent medium can be significantly different than in a homogeneous medium (e.g. Martizzi et al. 2015; Kim & Ostriker 2015; Zhang & Chevalier 2019). Joint studies of the degree of inhomogeneity in the primordial ISM, non-solar abundance patterns, and SN feedback are currently missing. Furthermore, if the SN rate is sufficiently high in a certain region of the ISM, clustering of SNe in time and space can lead to the formation of hot superbubbles and enhanced feedback (e.g. Kim et al. 2017; Fielding et al. 2018; Gentry et al. 2019), phenomena that are currently not explicitly taken into account in our study. These issues need to be effectively tackled in future work.
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APPENDIX

A. RESOLUTION STUDY

While we got a good match of our 1D solar-abundance ejecta exploding into solar-abundance ISM model with 3D model of Martizzi et al. (2015) for momentum, there was a significant divergence in the slopes of $E_{th}$ loss curves. Outside of us running the models in 1D, we have also ran them at a significantly higher resolution with the help of Adaptive Mesh Refinement (AMR). Thus, while the starting grid was nbx=32 points, the levels of refinement (lr) was set to 8, giving a potential resolution of 4096 grid points. Martizzi et al. (2015) presented their models at the resolution of 512 points in each direction, while not claiming absolute resolution-based convergence. In Fig. 12 we present a resolution study, in which the slopes of our 1D model and the 3D model of Martizzi et al. (2015) match closely at the similar resolutions, nbx=32 with lr=5 and 512$^3$ grid points respectively. Note: we reran our 1D models with Sutherland & Dopita (1993) cooling functions instead of Gnat & Ferland (2012) (which is used for the results throughout the paper) to ensure consistency.

While we do not account for multidimensional effects, and the total amount of cooling is less than in 3D models, it does not affect our analysis. In this paper we primarily considered $M_{cool}$ and $R_{cool}$, which match closely in Fig. 12. In addition, for our abundance-pattern-effects study we have only been concerned with relative to solar-abundance quantities.

![Graphs showing resolution study](image)

**Figure 12.** Thermal energy (left) and momentum (right) as a function of shock position, while varying the resolution, where lr stands for levels of refinement, starting with nbx=32 grid points. Ejecta and ISM both have $Z = Z_{\odot}$. 3D model of Martizzi et al. is also presented for comparison, plotted as a dashed line. 3D run was conducted at 512$^3$ grid points, with our 1D runs at lr=5 being the closest match in resolution.

B. ABUNDANCE SPREAD

The Universe has not been uniformly enriched as per solar-abundance-pattern. Looking at the low metallicity stellar data from JINAbase presented in Fig. 13 it can be seen how elemental abundance has been varying throughout time. In this case, we used stellar atmosphere measurements from the aforementioned database as tracer particles for the evolving abundance pattern of the Universe. Some elements do indeed follow the solar pattern as plotted against Fe/H, while others can experience the periods of great excess, increasing their influence on the SNR evolution. We looked for the Table 1 elements in JINAbase, and plotted a sample of abundances as an example (Ne, S, and Ar measurements are not available). The largest deviations from the solar-pattern were found to be in C, N, and O, which ultimately had the greatest effect on the variations in momentum deposition by the SNe in the low-metallicity regime.
Figure 13. Abundance spread of various elements with respect to Fe/H. These are selected from the stellar data from JINAbase as these stars are used as tracer particles of the primordial ISM composition for our studies. The $x$-axis representing relative Fe abundance can be thought of as a timeline for the enrichment of the Universe. It is evident that certain elements play a greater role at cooling the SNR at different times within Universe’s history, than a typically used solar-pattern might suggest.