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Abstract

Few-shot learning (FSL) is one of the key future steps in machine learning and has raised a lot of attention. However, in contrast to the rapid development in other domains, such as Computer Vision, the progress of FSL in Nature Language Processing (NLP) is much slower. One of the key reasons for this is the lack of public benchmarks. NLP FSL researches always report new results on their own constructed few-shot datasets, which is pretty inefficient in results comparison and thus impedes cumulative progress. In this paper, we present FewJoint, a novel Few-Shot Learning benchmark for NLP. Different from most NLP FSL research that only focus on simple N-classification problems, our benchmark introduces few-shot joint dialogue language understanding, which additionally covers the structure prediction and multi-task reliance problems. This allows our benchmark to reflect the real-world NLP complexity beyond simple N-classification. Our benchmark is used in the few-shot learning contest of SMP2020-ECDT task-1.1 We also provide a compatible FSL platform to ease experiment set-up.2

1 Introduction

Deep learning has achieved significant successes, but these successes heavily rely on massive annotated data. Few-Shot Learning (FSL) is one of the keys to breaking such shackles, and commits to learning new tasks with only a few examples (usually only one or two per category) (Miller et al., 2000; Fei-Fei et al., 2006; Lake et al., 2015; Vinyals et al., 2016). FSL has made impressive progress in many areas, such as computer vision (CV) (Vinyals et al., 2016; Snell et al., 2017; Yoon et al., 2019). But the progress of FSL in natural language processing (NLP) is much slower. One of the primary constraints is the lack of a unified benchmark for few-shot NLP, thus new methods cannot be easily compared and iteratively improved.

Existing few-shot NLP researches mainly focus on simple N-classification problems, such as text classification (Sun et al., 2019; Geng et al., 2019; Yan et al., 2018; Yu et al., 2018; Bao et al., 2020; Vlasov et al., 2018) and entity relation classification (Lv et al., 2019; Gao et al., 2019a; Ye and Ling, 2019). However, on one hand, these works often report results on their own constructed few-shot data, which is pretty inefficient in results comparison and thus hinders cumulative progress. On the other hand, these simple N-classification problems cannot reflect the complexity of real-world NLP tasks. NLP tasks often face the challenges of structure prediction problems, such as sequence labeling (Lafferty et al., 2001; Hou et al., 2020) and parsing (Klein and Manning, 2003). More importantly, different NLP tasks are often deeply related to each other, i.e. multi-task problems (Worsham and Kalita, 2020). One typical scenario of complex NLP is the Dialogue Language Understanding problem, which includes two sub-tasks: Intent Detection (text classification) and Slot Tagging (sequence labeling). As a multi-task problem, these two sub-tasks are proved to strongly promote and depend on each other (Chen et al., 2019; Goo et al., 2018).

One of the main obstacles in constructing the NLP FSL benchmark comes from the special evaluation paradigm of FSL. Few-shot models are usually first pre-trained on data-rich domains (to learn general prior experience) and then tested on unseen few-shot domains. Thus, FSL evaluations always need a lot of different domains to conquer...
the result-randomness from domain selection and limited learning shots. But it is often hard to gather enough domains for NLP tasks. To solve this, existing works (Bao et al., 2020; Gao et al., 2019b) construct fake domains from a single dataset. They split all labels into training labels and testing labels. Then, they construct fake pre-training and testing domains with training and testing labels respectively, so that testing labels are unseen during pre-training. Such simulation can yield plenty of related domains, but lacks reality and only works when the label set is large. Actually, splitting labels is impractical for many real-world NLP problems. For example of the Name Entity Recognition, the label sets are often too small to split (usually 3 or 5 labels).

In this paper, we present FewJoint, a novel FSL benchmark for joint multi-task learning, to promote FSL research of the NLP area. To reflect the real world NLP complexities beyond simple N-classification, we adopt a sophisticated and important NLP problem for the benchmark: Task-oriented Dialogue Language Understanding. Task-oriented Dialogue is a rising research area that develops dialogue systems to help users to achieve goals, such as booking tickets. Language Understanding is a fundamental module of Task-oriented Dialogue that extracts semantic frames from user utterances (See Figure 1). It contains two sub-tasks: Intent Detection and Slot Tagging. With the Slot Tagging task, our benchmark covers one of the most common structure prediction problems: sequence labeling. Besides, thanks to the natural dependency between Intent Detection and Slot Tagging, our benchmark can embody the multi-task challenge of NLP problems. To conquer randomness and make an adequate evaluation, we include 59 different dialogue domains from real industrial API, which is a considerable domain amount compared to all existing few-shot and dialogue data. We also provide a Few-shot Learning platform to ease the experiment setup and comparison.

In summary, our contribution is three-fold: (1) We present a novel Few-shot learning benchmark with 59 real-world domains, which allows evaluating few-shot models without constructing fake domains. (2) We propose to reflect real-world NLP complexities by covering the structure prediction problems and multi-task learning problems. (3) We propose a Few-shot Learning platform to ease comparison and implement of few-shot methods.

2 Problem Definition

Before introducing the dataset, we present the definition of the few-shot language understanding problem here.

Starting from the notions, we define utterance \( x = (x_1, x_2, \ldots, x_n) \) as a sequence of words and define corresponding semantic frame as \( y = (c, s) \). \( c \) is the intent label of the utterance and \( s \) is the slot label sequence of the utterance and defined as \( s = (s_1, s_2, \ldots, s_n) \). A domain \( D = \{ (x^{(i)}, y^{(i)}) \}_{i=1}^{N_D} \) is a set of \((x, y)\) pairs. For each domain, there is a corresponding domain-specific label set \( L_D \). To simplify the description and ease understanding, we combine the label set definition of intent and slot, and assume that the number of labels \( N \) is the same for all domains.

In few-shot learning scenarios, models are usually first trained on a set of source domains \( \{ D_1, D_2, \ldots \} \), then evaluated on another set of unseen target domains \( \{ D'_1, D'_2, \ldots \} \). A target domain \( D'_j \) only contains few labeled examples, which is called support set \( S = \{ (x^{(i)}, y^{(i)}) \}_{i=1}^{N_S} \). \( S \) usually includes \( K \) examples (K-shot) for each of \( N \) labels (N-way). Figure 1 shows an example of the training and testing process of 1-shot dialogue understanding.

The K-shot dialogue understanding task is then defined as follows: given an input query utterance \( x = (x_1, x_2, \ldots, x_n) \) and a K-shot support set \( S \) as references, find the most appropriate semantic frame \( y^* \) of \( x \):

\[
y^* = (y_1, y_2, \ldots, y_n) = \arg \max_y p(y | x, S).
\]

3 Data Construction

In this section, we introduce the construction process of the FewJoint dataset, which generally contains two steps. Firstly, we collect and annotate a complete dialogue understanding corpus 59 domains (Section 3.1 and Section 3.2). Then, we split the corpus into training and unseen few-shot domains. We also sample support and query set to simulate few-shot scenarios (Section 3.3).

3.1 Dialogue Collection

We collect dialogue utterance of real dialogue domains from the AIUI open dialogue platform of iFlytek. Before utterance collection, we select popular domains based on the frequency of API

\[\text{http://aiui.xfyun.cn/index-aiui}\]
### Figure 1: Training and testing examples of the few-shot dialogue language understanding benchmark. We training the model on a set of source domains, and testing it on an unseen domain with only a support set.

| Train Task 1 | Support Set: | Query Set: |
|--------------|--------------|-------------|
| **Weather**  | QueryWeather: 查询景德镇的天气 | 明天哈尔滨的天气怎么样 |
|              | QueryTemperature: 北京City明天Date的温度 | 今天多少度 |

| Train Task 2 | Support Set: | Query Set: |
|--------------|--------------|-------------|
| **Ticket**   | FindFlightTicket: 从上海到广州的机票 | 查去深圳的火车 |
|              | FindTrainTicket: 查询今天到沈阳的火车票 | 明天有去北京的飞机么 |

| Test Task    | Support Set: | Query Set: |
|--------------|--------------|-------------|
| **Multimedia** | PlayMusic: 播放周杰伦的珊瑚海 | 播放阿凡达 |
|              | PlayMovie: 我想看周杰伦的大灌篮 | 我想听王菲的人间 |

calls, such as “Search information of corona-virus”. We ignore the domains that have no Intent or Slot Schema to ensure joint learning. For schema definition, we leverage the semantic-frames and domains defined by AIUI, and also refine parts of domains to remove ambiguous labels. Finally, we gather 59 different dialogue domains together with semantic frame definitions.

Given the semantic-frame definitions, we collect user utterances generally from two sources:

1. Real user utterances.
2. Utterances written by the worker.

For the source (1), we sample existing user utterances from the AIUI platform and remove the sensitive information. For the source (2), four workers were asked to impersonate users of dialogue agents and write query utterances for the specific domains, such as querying weather. The average ratio of utterances between source (1) and (2) is about 3 : 7.

### 3.2 Data Annotation

After collecting raw user utterances, we label each utterance with both intent (sentence level) and slot labels (token level). The support sets in Figure 1 show examples of utterances with intent and slots annotations.

The annotating process consists of two steps: Firstly, we obtain rough annotation for each utterance by predicting semantic-frame with the testing-tools of the AIUI platform. Then, the human workers validate each roughly annotated utterance and re-annotated the inappropriate ones. The data was divided equally into four parts and then annotated by four workers respectively. The four workers who participated in utterance writing are also responsible for this part.

After annotating, we perform data re-checking. Another three workers each checked all the data, and incorrect data are re-annotated.

### 3.3 Simulation of Few-shot Scenarios

Till now, we have collected the annotated dialogue corpus. To test the learning performance of few-shot learning models, we need to reconstruct the data into Few-Shot Learning (FSL) setting. In FSL setting, models are first pre-trained on data-rich domains and then tested on unseen domains with only a few-shot support set. Figure 1 show an example of few-shot learning setting.

**Few-shot Data Construction.** To achieve the few-shot problem setting described in Section 2, we reserve some domains as few-shot testing domains, which are unseen during training. Specifically, we first split the 59 domains into three parts with no intersection: train, dev and test. Then on each dev or test domains, we construct a $K$-shot support set and use the other data as the query set. Thus, FewJoint can simulate few-shot scenarios on the unseen testing domains: let the models predict the labels of the query samples with only few support
examples. Table 1 shows the details of domain division.

Reconstructing Testing Domains We reconstruct each test/dev domains into two part: a few-shot support set and a query set. Here, a $K$-shot support set is manually constructed by the following principles:

- Ensure each class (intent and slot) appeared at least $k$ times, while keeping the support set as small as possible.
- Avoid duplication between support set and query set.
- Encourage diversity of both expressions and slot values of support set.

Reconstructing Training Domains The training set consists of 45 training domains, which provide prior experience to help quick learning on unseen domains. For few-shot learning, there are two popular strategies for learning such prior experience and their data format is very different. In our benchmark, we provide two kinds of training set format to support these two learning strategies.

1. Learn the feature encoding layer on all training data, which simply needs to combine all train domain utterances into a single pre-training set.

2. Learn the ability of learning quickly when given only a few examples, i.e. meta learning. This requires to reconstruct training set into a series of few-shot episodes (i.e. support set and query set pair).

The strategy (1) does not require special data processing. To support the strategy (2), we need to sample query and support sets to construct few-shot learning episodes within training domains. Here, we adopt the Minimum-including Algorithm (Hou et al., 2020) to achieve automatic sampling of plentiful few-shot episodes.

Minimum-including Algorithm helps to sample support set for sequence labeling problems and multi-label problems, where a single instance may be associated with multiple labels. In these problem settings, the normal N-way K-shot support set definition is inapplicable. Because different labels randomly co-occur in one sentence, and we cannot guarantee that each label appears $K$ times. Take the dialogue understanding problem as an example, each utterance instance is often associated with multiple labels, including one intent and multiple slots. For example in Figure 1, in the 1-shot support set, the slot of “FromCity” appeared twice to ensure all labels appear at least once. Thus, Minimum-including Algorithm approximately builds K-shot support set $S$ following two criteria:

1. All labels within the domain appear at least $K$ times in support set $S$.

2. At least one label will appear less than $K$ times in $S$ if any $(x, y)$ pair is removed from it.

Algorithm 1 shows the detailed process.

### Algorithm 1: Minimum-including

**Input:** # of shot $K$, domain $D$, label set $\mathcal{L}_D$

1. Initialize support set $S = \{\}$, Count$_{\ell j} = 0$ ($\forall \ell, j \in \mathcal{L}_D$)

2. for $\ell$ in $\mathcal{L}_D$ do

   while Count$_{\ell} < K$ do

   From $D \setminus S$, randomly sample a $(x^{(i)}, y^{(i)})$ pair that $y^{(i)}$ includes $\ell$

   Add $(x^{(i)}, y^{(i)})$ to $S$

   Update all Count$_{\ell j}$ ($\forall \ell j \in \mathcal{L}_D$)

3. for each $(x^{(i)}, y^{(i)})$ in $S$ do

   Remove $(x^{(i)}, y^{(i)})$ from $S$

   Update all Count$_{\ell j}$ ($\forall \ell j \in \mathcal{L}_D$)

   if any Count$_{\ell j} < K$ then

   Put $(x^{(i)}, y^{(i)})$ back to $S$

   Update all Count$_{\ell j}$ ($\forall \ell j \in \mathcal{L}_D$)

4. Return $S$

4 Statistic

This section presents a detailed statistic for the constructed dataset. The statistic info of annotated raw paper is shown in Table 2 There are 6,694 utterances included in the corpus and the average length of utterance is 9.9 (number of Chinese characters). As mention before, we collect data for 59 real dialogue domains. Among them, we reserve 14 domains as unseen few-shot domains for evaluation and use all the other 45 domains as training domains. For evaluation, we select 9 domains as the test set, and use 5 for development. Overall, our data set contains 143 different intents and 205 different slots.
Table 1: The domains of FewJoint benchmark.

| Item                  | Count         |
|-----------------------|---------------|
| Total number of utterances | 6,694         |
| Average length of utterance | 9.9          |
| Total number of domain | 59            |
| Number of domain (train) | 45            |
| Number of domain (dev)  | 5             |
| Number of domain (test) | 9             |
| Total number of intents | 143           |
| Average intents per domain | 2.42          |
| Total number of slots  | 205           |
| Average slots per domain | 3.47          |

Table 2: Statistic of raw data.

Table 3 shows the statistics of constructed few-shot data. The main setting (Used in the SMP2020 contest) is 3-shot language understanding, and we also provide 1, 5, 10 shots setting for extensive evaluation. Support set size and query set size information of different shot setting is included in Table 3. Besides, we also present the number of occurrences for each intent and slot in the support set, which satisfies our construction requirements for shots.

5 Experiments

Following the setting of the SMP2020 contest, we provide baseline results for 3-shot. During the experiments, we transfer the learned knowledge from source domains (training) to unseen target domains (testing) containing only a 3-shot support set. Three baseline models are evaluated: SepProto, JointProto and JointProto + Finetune.

5.1 Settings

Evaluation To conduct a robust evaluation under few-shot setting, we validate the models on different domains and take the average score as final results.

| Setting | Support Set Size | Query Set Size |
|---------|-----------------|----------------|
| 1-shot  | dev 22          | test 556       |
| 3-shot  | dev 66          | test 511       |
| 5-shot  | test 213        | test 1,572     |
| 10-shot | dev 108         | test 470       |
| 1-shot  | test 341        | test 1,439     |
| 3-shot  | test 192        | test 389       |
| 5-shot  | test 668        | test 1,120     |

Ave. intent in $S$ Ave. slot in $S$

| Setting | 1-shot | 3-shot | 5-shot | 10-shot |
|---------|--------|--------|--------|---------|
| dev     | 1.4    | 4.1    | 6.8    | 12      |
| test    | 1.3    | 3.7    | 6.0    | 11.7    |

Table 3: Statistic of few-shot benchmark.

There are three main metrics for evaluation: Intent Accuracy, Slot F1-score, Sentence Accuracy. Specifically, we calculate the Slot F1-score on query samples with conlleval script. For Sentence Accuracy, we consider that one sentence is correct only when all its slots and intent are correct, and vice versa. All models are evaluated on the same support-query pairs for fairness.

To control the nondeterministic of neural network training (Reimers and Gurevych, 2017), we report the average score of 5 random seeds for all results.

Implements For sentence embedding, we average the token embedding provided by pretrained language model and we use uncased BERT-Base (Devlin et al., 2019) here. Also, we adopt embedding tricks of Pairs-Wise Embedding (Hou et al., 2020) and Gradual Unfreezing (Howard and Ruder, 2018). We use ADAM (Kingma and Ba, 2015) to train the models with batch size 4. The learning rate is set as 1e-5 for baseline models.
During experiment, all baseline models are implemented with the provided few-shot platform.\footnote{https://github.com/AtmaHou/MetaDialog}

5.2 Results

Here, we evaluate the two types of few-shot learning strategies on 3-shot dialogue language understanding: (1) non-fine-tune based methods (SepProto, JointProto) and (2) fine-tune based methods (JointProto + Finetune). All the baseline models are provided by our few-shot learning platform:

SepProto is a similarity metric based few-shot learning model with a prototypical network (Snell et al., 2017). It first averages the embeddings of each label’s support examples as prototypes, and compares the similarity distance between the query instance and each prototype under a certain distance metric. Then it classifies an item to its closest labels. During the experiment, it is pre-trained on source domains and then directly works on target domains without fine-tuning.

JointProto is also a prototypical model similar to SepProto. The difference is two-fold: (1) we adopt the logits-dependency trick proposed by (Goo et al., 2018) to achieve joint learning of intent detection and slot filling. (2) intent detection and slot filling share same BERT embedding. Similar to SeqProto, it is pre-trained on source domains and then directly works on target domains without fine-tuning.

JointProto + Finetune is a joint language understanding model same to JointProto. Its difference from JointProto is that it is further finetuned on the support set of target domains.

The evaluation results are showed in Table 4. As the results show, JointProto outperforms SepProto on both intent detection and slot filling, which indicates that additional information from joint-learning tasks can improve performance. For the Sentence Acc., JointProto significantly outperforms SepProto for 7.25 percent. This demonstrates the overall superiority of joint few-shot language understanding comparing to vanilla few-shot methods. The improvements mainly come from two aspects: (1) Another task’s logits serves as additional evidence for prediction. (2) Embedding sharing introduces additional supervisory signals to achieve better BERT finetuning.

When comparing JointProto + Finetune and JointProto, huge improvements are witnessed on Sentence Acc and Slot F1. This shows on 3-shot setting, finetuning can further boost the few-shot language understanding performance by providing domain specific knowledge.

6 Conclusion

In this paper, we present a novel few-shot learning benchmark for NLP tasks, which is the first few-shot NLP benchmark for joint multi-task learning. Compared to existing few-shot learning data, our benchmark reflects real-world NLP complexities better by covering the structure prediction problem and multi-task learning problem. Also, our benchmark consists of 59 real dialogue domains. This allows to evaluate few-shot model without constructing fake domain like existing works.
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