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SUMMARY This paper presents a modified orthogonal fractal super-resolution (OFSR) method to improve the visual quality of an image along sharp edges. Although the OFSR method constructs a high-quality high-resolution image from a low-resolution counterpart, there are ringing artifacts observed along sharp edges which make the visual quality relatively low with respect to the numerical quantity. These artifacts are mainly caused by unnecessarily exaggerated pixel contrast along sharp edges within a range block. We restrict each contracted pixel value in a range block to a value between the minimum and maximum of its domain block pixel values. We also extend the domain block of the contraction function and find a better domain block using the range block mean. At the final step of the iteration, we adjust each pixel in the range block so that the range block mean and the corresponding pixel value of the low-resolution image are equal. According to our experimental results, the proposed method improves the visual quality along sharp edges and shows higher levels of numerical quantity than the OFSR method.
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1. Introduction

We present an improved orthogonal fractal super-resolution method to construct an enhanced high-resolution (HR) image from a single low-resolution (LR) counterpart. Due to the high demand for HR images in hand-held consumer electronics such as a smartphone with a built-in high-quality camera, the ability to capture, store, and transmit HR images is now a desired feature of these devices. Hence, the super-resolution technique has become attractive as an efficient technique for producing high-quality HR images from stored and/or transmitted LR images.

There are many super-resolution techniques that create HR images from multiple LR images using various motion estimation methods. Callicó et al. [1] presented a very useful survey which compared the quality and performance of various methods. There are also many super-resolution techniques that work with a single counterpart image, including a filter-based method [2], an example-based method [3], [4], an edge-based method [5]–[8], and a reconstruction-based method [9]. Recently, Wee and Shin [10] introduced an orthogonal fractal super-resolution (the OFSR, hereafter) method that provides a fixed domain block to find self-similarity from a given range block and a fixed scaling factor with a suggested contraction function.

Assuming that an LR image consists of range block means of size \( m \times n \), the OFSR constructs an HR image \( 2m \times 2n \) in size at each iteration step \( k \) such that

\[
R_i^{(k)} = \bar{R}_i + s \mu (D_i^{(k-1)} - \bar{D}_i^{(k-1)}) U,
\]

where \( R_i \) is a \( 2 \times 2 \) range block, \( D_i \) is a \( 4 \times 4 \) domain block corresponding to the range block, \( \bar{D}_i \) is the mean of \( D_i \), \( \mu \) is a contraction function, \( s \) is a fixed scale factor, and \( U \) is a \( 2 \times 2 \) matrix whose entries are all one. They proposed that the domain block \( D \) includes the range block \( R \) at its center. The domain block \( D \) is contracted into a \( 2 \times 2 \) contracted block \( B \) by means of the pixel-by-pixel contraction function \( \mu \) and the scaling factor \( s \) is set to 0.75 (see [10] for more details).

Although the OFSR algorithm can construct an HR image efficiently with high levels of numerical quantity, its primary drawback is the visual quality along sharp edges with respect to the numerical quantity [10]. There are ringing artifacts observed along the sharp edges, where the OFSR method unnecessarily exaggerates the pixel contrast. In this paper, we propose an improved OFSR method that shows better visual quality along the sharp edges as well as better numerical quantity. The remainder of this paper is organized as follows. Section 2 describes the improved OFSR method by means of a new contraction function, range adjustment, and domain extension techniques. Our experimental results are presented in Sect. 3 and the conclusion follows in Sect. 4.

2. Improved Orthogonal Fractal Super-Resolution

2.1 New Contraction Function

In the OFSR method [10], the \( 4 \times 4 \) domain \( D \) is contracted into the \( 2 \times 2 \) block \( B = \begin{bmatrix} b_0 & b_1 \\ b_2 & b_3 \end{bmatrix} \) using the contraction function \( \mu \) such that (see Fig. 1)

\[
\begin{align*}
b_0 &= d'_0 + w_1d_1 + w_2d_2 + w_3d_0, \\
b_1 &= d'_1 + w_1d_0 + w_2d_2 + w_4d_1, \\
b_2 &= d'_2 + w_1d_0 + w_2d_3 + w_1d_1 + w_3d_2, \\
b_3 &= d'_3 + w_1d_0 + w_2d_3 + w_4d_3, \\
b_4 &= d'_4 + w_1d_0 + w_2d_3 + w_4d_3.
\end{align*}
\]

Because the OFSR method considers only the horizontal and vertical pixels in \( D \) with respect to the corresponding
range block $R$ but not diagonal pixels, the weights $w_1$, $w_2$, and $w_3$ for the contraction function are 0.5, 0.25, and 0.0, respectively. Considering only horizontal and vertical neighboring pixels may not represent the diagonal edges effectively in the reconstructed HR image. Through extensive experiments with various standard images, we empirically determined an improved weight kernel for a better contraction function with $w_1 = 0.45$, $w_2 = 0.3175$, and $w_3 = -0.085$. The negative weight of $w_3$ implies that the weight of the diagonal pixel is already incorporated partially with its horizontal and vertical weights $w_2$.

2.2 Range Adjustment

2.2.1 Min-Max Adjustment

Because the pixel values of the range block can be computed from the pixel values of the domain block iteratively, any cumulative error that arises during the iterations may be repetitively enlarged. When a diagonal sharp edge passes through the domain block, the OFSR method makes dark pixels darker and light pixels lighter with each iteration step. In this case, the OFSR algorithm exaggerates the contrast unnecessarily around the sharp edges, which eventually causes ringing artifacts along the sharp edges. To reduce these artifacts, we restrict the pixel values of the contracted block $B$ between the minimum and maximum values within a specified kernel that consists of $2 \times 2$ pixels in the range block as well as 4 horizontal pixels and 4 vertical pixels in the corresponding domain block. Because this restriction prevents the reconstructed range block pixel values from being greater than the maximum or from being less than the minimum in the kernel, the ringing artifacts along the diagonal sharp edges are effectively reduced.

2.2.2 Mean Adjustment

The orthogonal fractal coding is mean-invariant, as shown in Eq. (1). For a pixel $\tilde{r}_i$ in the LR image, the OFSR method generates a $2 \times 2$ range block $R^{(k)}_i$ at each iteration step $k$, where the mean of the range block $\overline{R^{(k)}}_i$ is used as the value of $\tilde{r}_i$ in the next iteration step. Note that $\tilde{r}_i$ remains the same during the iterations. However, due to error accumulation that arises during the iterations, the cumulative error $e_i$ between $\overline{R^{(k)}}_i$ and $\tilde{r}_i$ increases. To make the value of $\tilde{r}_i$ in the HR image equal to that of $\overline{R^{(k)}}_i$ in the LR image, we adjust the range block $R_i$ in the HR image by adding $\tilde{e}_i = e_i/4$ to each pixel of the range block, which achieves a better PSNR (Peak Signal-to-Noise Ratio) in the HR image.

The proposed mean adjustment technique for the OFSR method is somewhat analogous to back-projection techniques [11] to minimize the reconstruction error with various iterative procedures [9], [12], [13]. One of the important things in back-projection techniques is to design an efficient back-projection kernel. Because the OFSR is both naturally iterative and mean-invariant, the back-projection kernel of the OFSR is a uniform kernel over the contracted range block during every iteration step. However, when applying the mean adjustment technique to the OFSR repeatedly, the reconstructed image becomes blurry. We found that applying the mean adjustment technique at the time of the last iteration sufficiently improves the visual quality while preserving the sharpness as well.

2.3 Domain Extension

One of the advantages of the OFSR method is that it offers fast computation through its selection of a fixed domain block, with which good self-similarity is achieved. Although selecting a $4 \times 4$ domain block including the range block at its center can lead to excellent performance, we can extend this concept to the selection of a $4 \times 4$ domain block that includes the range block but not necessarily at its center in an effort to find better self-similarity in distant domain blocks.

Let $\mu_1$ be a contraction function over the domain block that includes the range block at its center, as in the OFSR, and let $\mu_2, \mu_3, \mu_4$, and $\mu_5$ be the contraction functions over the domain blocks that include the range block at their lower right, lower left, upper right, and upper left corners, respectively (see Fig. 2). When a $4 \times 4$ domain block $D$ is contracted into a $2 \times 2$ block $B$, each pixel $b_i$ in $B$ has its corresponding domain sub-block according to its relative position in $B$. For example, for the contraction function $\mu_2$, the pixel $b_0$ at the upper left corner in the range block is contracted from the upper left $2 \times 2$ domain sub-block $D_0$ (see
Fig. 2 (b).

For a given range block \( R \), we select the best domain block from among the five domain block configurations. Each domain block \( D \) is contracted into its corresponding block \( B \) and the mean \( \bar{b} \) of each block \( B \) is then computed. The best domain block \( D \) whose error between \( \bar{b} \) and \( \bar{r} \) is the lowest is selected. Here, \( \bar{r} \) denotes the mean of the range block.

We do not apply the domain block extension technique for every iteration step \( k \) in the OFSR method. Because the HR image from the first three iterations is very blocky, it is difficult to find a similar domain block from among the four distant domain blocks of Fig. 2(b)–(e). Furthermore, because the HR image is rarely improved after three iterations in the OFSR method, we utilize our domain block extension technique only when \( k > 3 \). We also apply the domain block extension technique at most three times, as this affects the convergence of the contracted block due to the distant domain blocks.

### 3. Experimental Results

For a quantitative comparison between the proposed method and the OFSR method [10], we applied each method to the nine 512 × 512 standard images shown in Table 1. These images were down-sampled to a quarter of their original size using a 2 × 2 box filter and then restored into their original size using the OFSR and our proposed methods.

In the OFSR method, the quality improvement is marginal after the first three iterations and in fact may worsen as \( k \) increases. Therefore, we compare the PSNR of the proposed method to that of the OFSR method when \( k = 3 \) to evaluate the performance of the min-max adjustment technique. We apply our domain extension technique at most three times when \( k > 3 \) and apply the mean adjustment technique at the last step. To evaluate the performance of our domain extension and the mean adjustment techniques, we also compare the PSNR of the proposed method to that of the OFSR method when both methods reach their maximum PSNR.

Table 1 shows the PSNR of the restored images to the original images when \( k = 3 \) and when the PSNR reaches its maximum at \( k_{\text{max}} \) for each of the OFSR and our methods. The values within the parenthesis are the PSNR gains when \( k = 3 \), which were achieved mainly by the min-max adjustment with respect to the OFSR method. The additional PSNR gains at \( k_{\text{max}} \) mainly by the domain extension technique are measured from the PSNR of the proposed method when \( k = 3 \), not from the maximum PSNR of the OFSR. The last two images, Bike and Peppers2, were not involved to find our improved weight kernel, but applying the improved weight kernel and our proposed method to those images results in a higher PSNR than that of the OFSR. This implies that the proposed method is also effectively applicable to images other than those in this paper. As it is readily apparent in the table, the min-max adjustment technique achieves higher PSNR than does the OFSR for the first three steps. The proposed method always shows a better PSNR even when \( k = 3 \) than the maximum PSNR of the OFSR. Furthermore, applying the domain extension and then the mean adjustment techniques improves the PSNR more, by 0.35 dB, after the first three iterations compared to this result using the OFSR, which improves it by 0.04 dB.

Figure 3 shows Lenna images restored by the OFSR and by the proposed method with their corresponding error images in (c) and (d), respectively.

Table 2 shows the performance of the proposed method compared to the conventional methods and the OFSR. We tested them on a PC with a Pentium processor (2.53 GHz)
and 4 GB memory. Due to our new contraction weights and mean adjustment technique, it was necessary to use floating-point precision computation. Because we re-implement the methods, direct comparisons with the result in [10] are likely to be meaningless. We rather compared the execution time performance by means of the average ratio of the proposed method to the OFSR. The proposed method requires a 3.18-fold increase in the execution time compared to that of the OFSR method. However, the execution time of the proposed method is still comparable to or faster than the conventional methods such as bicubic and Lanczos-3 filter methods.

4. Conclusion

In this paper, we presented an improved OFSR method using min-max adjustment, mean adjustment, and domain extension techniques. The proposed min-max adjustment technique achieves higher PSNR than does the OFSR for the first three iterations by 0.55 dB on average. The domain extension and mean adjustment techniques additionally improve the maximum PSNR after the first three iterations by 0.35 dB on average. One of the drawbacks of the OFSR method is that the improvement of the visual quality does not match that of the numerical quantity, particularly along sharp edges. The proposed method effectively prevents pixel contrast from being exaggerated unnecessarily around sharp edges, which reduces the ringing artifacts along the edges. According to our experimental results, the proposed method improves the numerical quantity better than the OFSR while also showing better visual quality along sharp edges.
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