GACSNet: A Lightweight Network for the Noninvasive Blood Glucose Detection
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\textbf{ABSTRACT}

Diabetes is a disease that requires long-term monitoring, and noninvasive glucose detection effectively reduces patient self-monitor resistance. Traditional noninvasive blood glucose methods are limited by many aspects, such as equipment, environment, and safety, which are not suitable for practical use. Aiming at this problem, propose a lightweight network called Group Asymmetric Convolution Shuffle Network (GACSNet) for noninvasive blood glucose detection: use infrared imaging to acquire human metabolic heat and construct a dataset, combine asymmetric convolution with channel shuffle unit, the novel convolution neural network is designed, and extract metabolic heat and cool-heat deviation features in thermal imaging. The test set was analyzed and compared using Clarke’s error grid. The current neural network showed an mean absolute percentage error of 9.17\%, with a training time of 2 min 54 s and a inference time of 1.35 ms, which was superior to several traditional convolution neural networks’ accuracy, training cost, and real-time performance in the blood glucose region 3.9–9 mmol/L, and provided new insights into noninvasive blood glucose detection.

\textbf{Introduction}

In recent years, the degree of aging has gradually deepened. Improving the quality of life for diabetic patients has become one of the critical concerns of society (Roncon et al. 2020; Speight et al. 2020), especially the blood glucose detection (Wu et al. 2020). Up to now, diabetes is a hazardous disease that is impossible to cure. The medical industry is very compatible with artificial intelligence due to its high knowledge reserve. For example, the use of deep learning models to diagnose lung cancer can achieve 97\% accuracy (Wahab, Khan, and Lee (2019)).

The majority of studies on noninvasive blood glucose detection focus on spectral detection, metabolic heat integration detection, and tissue fluid detection (Delbeck et al. 2019; Tang et al. 2020).
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Spectral detection is based on the absorption and refractive index of the glucose in the blood. Sim et al. (2018) used photoacoustic spectroscopic analysis in conjunction with microscopic skin data to determine an acceptable skin region for noninvasive blood glucose monitoring. Tissue fluid detection employs sensors to detect glucose and its secondary products in bodily fluids such as saliva, tears, and perspiration, therefore determining blood glucose indirectly. Using nano-gold sensors, Zhai et al. (2019) effectively established noninvasive bimodal glucose and strain detection in sweat.

The metabolic heat integration detection, which is based on the law of energy conservation, monitors blood glucose by detecting the metabolic heat generated by the human body. Seidman et al. (1991) started to investigate the effect of glucose on metabolic heat. Zhao and Myllylä (2005) later demonstrated the in vitro and in vivo detection of blood glucose. Cho et al. (2004) suggested a noninvasive approach for detecting blood glucose using metabolic heat.

This study uses thermal imaging for noninvasive blood glucose detection. Infrared thermal imaging has been applied in numerous fields. Nasiri et al. (2019) used Convolutional Neural Network (CNN) to assess and identify the infrared image defect of the radiator. Infrared thermal imaging is also widely used in clinical diagnosis, including pain diagnosis, fever diagnosis, inflammation diagnosis, etc. (Ring and Ammer 2012). In addition, infrared thermal imaging is also used to diagnose local myocardial ischemia (Ornek, Ceylan, and Ervural 2019). Currently, infrared thermal imaging may assess whether a patient has diabetes (Selvarani and Suresh 2019; Sun, Li, and Song 2018).

Based on the metabolic heat integration method, using infrared thermal imaging to obtain human metabolic heat (He, Wu, and Yang, 2019). The human body may be approximated as a black body. Metabolic heat is closely related to thermal radiation. Infrared thermal imaging acquires the energy radiated from objects, which may reduce the interference of visible light, acquire the thermal radiation data of the major facial arteries and veins, and then perform noninvasive blood glucose detection.

A lightweight network is proposed as follows: Group Asymmetric Convolution Shuffle Network (GACSNet). In order to emphasize the difference between cold and heat deviations in facial thermal imaging, the dataset is transformed into iron rainbow pseudo-color images using the gray-scale features of infrared images. We constructed the neural network using the asymmetric convolution and shuffling unit. The results reveal that this network is as accurate as classical networks while requiring fewer training and hardware resources, providing a novel noninvasive blood glucose detection method.
Related Works

Convolutional Neural Network

Convolutional neural network (CNN) is a representative network in the field of deep learning (Yao, Lei, and Zhong 2019). Before its development, image features were mainly extracted by inefficient manual perceptrons. CNN has been widely used in facial recognition, motion detection, and medical image processing in recent years.

Medical images are characterized by low resolution, and traditional diagnosis requires a large number of doctor resources to be effective. CNN has been widely used in radiology and cell biology (Nagendran et al. 2020; Yamashita et al. 2018), and there have been some achievements in the research of lung and liver diseases diagnosis (Frid-Adar et al. 2018; Schlemper et al. 2019).

When performing noninvasive blood glucose detection, the traditional metabolic thermal integration method uses a large number of sensors for data acquisition. This method has complex equipment and is not suitable for practical use. This paper collects infrared thermal imaging to study the human body’s metabolic heat and the cool-heat deviation features extracted by deep learning.

Lightweight Network

In practical engineering applications, a lightweight network overcomes the issue of limited hardware resources (Zhou et al. 2020). With the development of neural networks, the rise in network accuracy is often followed by a growth in scale and computation, which conflicts with the restricted store capacity and processing capability of embedded devices, impairing the performance of real-time engineering.

Therefore, the lightweight of the network has become the focus. The characteristic of lightweight networks is the extensive use of group convolution, point convolution, and other algorithms that optimize the convolution process, then designing the multiplex structures, reducing parameters to improve real-time performance. These are the necessary steps for traditional neural network deployment.

Shuffle Unit

Zhang et al. (2018) proposed ShuffleNet, a lightweight network that is mainly used to solve the computing resource shortage on mobile platforms. In the field of lightweight networks, ShuffleNet uses group point convolution and proposes channel shuffling, which solves the problem of the lack of information exchange among groups, as with MobileNet’s depthwise convolution, and increases the network’s efficiency. The group convolution and channel shuffling are shown in Figure 1.
Assuming that the convolution layer has G groups and G*N output channels, the output channels are first restructured into (G,N), then transposed into (N,G), and flattened into (1,G*N). As seen in Figure 2, when g = 3 and n = 4, G1, G2, and G3 are restructured into three rows and four columns, respectively, and then transposed into four rows and three columns. Channel shuffling is accomplished after flattened.

The majority of traditional networks deploy using a compression strategy, which significantly influences accuracy. ShuffleNet, like MobileNet, is a lightweight network that optimizes the convolution structure. Furthermore, compared to networks such as ResNet, it can reduce the number of parameters while increasing network performance, avoiding the lack of information exchange among groups.

Figure 1. Group convolution and channel shuffling.

Figure 2. Architecture of channel shuffle.
Asymmetric convolution is an optimization method in InceptionV3 (Li et al. 2021; Szegedy et al. 2016). In the previous version, the network used $3 \times 3$ convolution instead of $5 \times 5$ and $7 \times 7$ convolution. In the V3, the convolution is decomposed into asymmetric convolution. That is, $3 \times 1$ and $1 \times 3$ convolution are used instead of $3 \times 3$ convolution. The structure is shown in Figure 3.

Asymmetric convolution reduced the computation cost and increased the network’s depth via decomposition. Equation (1) shows the optimization efficiency:

$$P = \frac{2 \times C_{in} \times k \times H \times W \times C_{out} + 2 \times C_{in} \times k \times H \times W \times C_{out}}{2 \times C_{in} \times k \times k \times H \times W \times C_{out}}$$  \hspace{1cm} (1)$$

Simplified as

$$P = \frac{k + k}{k \times k}$$  \hspace{1cm} (2)$$

where $P$ is defined as the percentage of the optimized computation from original, $k$ is the size of the kernel, $H$ is the image height, $W$ is the image width, $C_{in}$ is the number of input channels, and $C_{out}$ is the number of output channels. In this paper, asymmetric convolution is used to optimize $3 \times 3$ convolution. From Equation (2), it can be seen that one-thirds reduce the computation amount of convolution. Meanwhile, the number of convolution layers is increased, which improves the nonlinearity of the network.
The Proposed Method

Dataset Acquisition

A thermographic camera is used to capture human metabolic heat from the face, including arteriovenous heat radiation from the facial, supraorbital, medial canthal, superficial temporal, etc., to detect cool-heat deviations (Sun, Li, and Song 2018).

The acquisition equipment included a thermographic camera with a resolution of $320 \times 240$ pixels and thermal sensitivity of less than $0.07^\circ C$, as well as a blood glucose meter with a testing range of $0.6–33.3$ mmol/L. During the acquisition process, subjects must have an empty stomach and be in a stable body condition at room temperature, with no external heat source or shielding interference. As shown in Figure 4, blood samples are taken after disinfecting the region to be acquired, and thermal imaging is taken as quickly as feasible within 1 min.

Volunteers were recruited in cooperation with the hospital for this data acquisition. Each subject had their data acquired once to guarantee sample variety, resulting in 604 sets of data. Then, it was divided into the training set, validation set, and test set as shown in Table 1:

Data Augmentation

The data distribution of the training set is imbalanced. Therefore, we designed a data augmentation method to improve the data imbalance. Wavelet Sample Pairing Fusion (WSPF) is used in this study to perform data augmentation. The process is shown in Figure 5:

Table 1. Information of blood glucose dataset

| Datasets      | <3.9 | 3.9–5 | 5–6 | 6–7 | 7–8 | 8–9 | 9–10 | >10 (mmol/L) |
|--------------|------|-------|-----|-----|-----|-----|------|-------------|
| Training set | 2    | 20    | 267 | 83  | 9   | 5   | 2    | 16          |
| Validation set | 0    | 11    | 50  | 24  | 7   | 4   | 1    | 3           |
| Test set     | 0    | 10    | 45  | 30  | 6   | 4   | 2    | 3           |
Wavelet transform is a typical fusion method that decomposes each picture into high- and low-frequency components using the wavelet function. It performs high-pass filtering in order to preserve details, low-pass filtering in order to eliminate noise, and information reconstruction in order to obtain the fusion image. The wavelet transform of the discrete image is shown in Equation (3):

\[
\begin{align*}
C_{j+1}(m, n) &= \sum_{r \in \mathbb{Z}} \sum_{c \in \mathbb{Z}} H_{r-2m} H_{c-2n} C_j \\
D_{j+1}^H(m, n) &= \sum_{r \in \mathbb{Z}} \sum_{c \in \mathbb{Z}} G_{r-2m} H_{c-2n} C_j \\
D_{j+1}^V(m, n) &= \sum_{r \in \mathbb{Z}} \sum_{c \in \mathbb{Z}} H_{r-2m} G_{c-2n} C_j \\
D_{j+1}^D(m, n) &= \sum_{r \in \mathbb{Z}} \sum_{c \in \mathbb{Z}} G_{r-2m} G_{c-2n} C_j
\end{align*}
\]

where \(H_r\) and \(H_c\) represent high-pass filters and \(G_r\) and \(G_c\) represent low-pass filters. \(r\) and \(c\) represent the image’s rows and columns. \(C_{j+1}\) represents the image’s low-frequency component, and \(D_{j+1}^H\), \(D_{j+1}^V\), and \(D_{j+1}^D\) represent the image’s high-frequency component. They are referred to as \(LL\), \(LH\), \(HL\), and \(HH\). The reconstruction algorithm is shown in Equation (4):

\[
C_{j+1}(m, n) = \sum_{r \in \mathbb{Z}} \sum_{c \in \mathbb{Z}} H^*_{m-2r} H^*_{n-2c} C_{j+1}(r, c) + \sum_{r \in \mathbb{Z}} \sum_{c \in \mathbb{Z}} G^*_{m-2r} H^*_{n-2c} C_{j+1}(r, c)
\]

\[
+ \sum_{r \in \mathbb{Z}} \sum_{c \in \mathbb{Z}} H^*_{m-2r} G^*_{n-2c} C_{j+1}(r, c) + \sum_{r \in \mathbb{Z}} \sum_{c \in \mathbb{Z}} G^*_{m-2r} G^*_{n-2c} C_{j+1}(r, c)
\]

The original Sample Pairing algorithm is a data augmentation method proposed by Inoue (2018), which is suitable for medical images. Using two randomly selected images, A and B, with different labels as an example. Channel fusion is done on each channel of the two images to construct a new image C with the label A or B. Sample Pairing may cause some oscillations during the fine-tuning stage, but the accuracy is obviously
increased at the convergence stage. This method has no label restrictions for the issue examined in this study, making it easier to transfer from classification to regression problems.

The WSPF algorithm was used to process the image fusion in this study with 5-level filtering based on the sym4 wavelet, and the blood glucose value was interpolated to reduce the impact of data imbalance. The results are shown in Table 2:

| Datasets          | <3.9 | 3.9–5 | 5–6 | 6–7 | 7–8 | 8–9 | 9–10 | >10 | (mmol/L) |
|-------------------|------|-------|-----|-----|-----|-----|------|-----|----------|
| Training set      | 2    | 20    | 267 | 83  | 9   | 5   | 2    | 16  |          |
| Augmentation set  | 0    | 0     | 0   | 55  | 70  | 33  | 21   | 17  |          |
| Final Training set| 2    | 20    | 267 | 138 | 79  | 38  | 23   | 33  |          |

### Network Structure

When constructing GACSNet, asymmetric convolution is used to optimize the convolution process of the shuffle unit, and the $3 \times 3$ convolution in the grouped convolution is decomposed into $3 \times 1$ and $1 \times 3$ convolutions to reduce the amount of computation. The improved network is divided into two modules, Block A and Block B, and its structure is shown in Figure 6:

where Block A is an improved connection unit, and Block B is an improved Shuffle unit. When constructing GACSNet. Channel resizing and feature extraction are performed in Block A, while the Block B only performs feature extraction.

![Figure 6. Architecture of Block A and B.](image-url)
Besides the optimization of asymmetric convolution, it is necessary to consider the effect of BatchNorm on the GACSNet constructed in this paper, as showed in Equation (5):

$$P_{BN} = \frac{2 \times (2 \times C_{in} \times k \times H \times W \times C_{out} + 2 \times H \times W \times C_{out})}{2 \times C_{in} \times k \times k \times H \times W \times C_{out} + 2 \times H \times W \times C_{out}}$$  \hspace{1cm} (5)

Simplified as

$$P_{BN} = \frac{2 \times (C_{in} \times k + 1)}{C_{in} \times k^2 + 1}$$  \hspace{1cm} (6)

where $P_{BN}$ is the optimization rate after considering the calculation of BatchNorm, and $C_{out}$ is the number of output channels. Equation (6) reveals that the more input data channels, the closer to the conclusion in Equation (2). The optimization rate of the GACSNet structure for ordinary convolution is between 66.7% and 80%.

GACSNet first uses traditional convolution to increase the dimension of the input image. The network input uses the iron rainbow pseudo-color image with the size of $224 \times 224 \times 3$. Compared with gray images, it can strengthen the difference between the thermal imaging facial cool-heat deviation, and facilitate features extraction. The $C_{in}$ in the entire process is 32, 128, 256, and 512. Equation (6) reveals that the goal of optimizing the network and reducing the amount of calculation can be achieved. The GACSNet structure is shown in Figure 7 and Table 3:

We construct GACSNet by using Block A to reduce the channel size and Block A, B to extract features, with 2, 4, and 2 blocks for the stage of 128, 256, and 512 output channels, respectively. The method can efficiently reduce computation time, increase the depth, improve the nonlinearity, and reduce the over-fitting of the network.

Additionally, the total number of layers in GACSNet is relatively few, improving the network in two aspects: computation cost and network depth. Finally, the global pooling layer, the fully connected layer, and the regression layer are used to obtain blood glucose detection data.

**Evaluation Metric**

**Mean Absolute Percentage Error**

This study analyzes the performance of networks through mean absolute percentage error (MAPE). As shown in Equation (7), first, take the absolute value of each percentage error, then average it as one of the evaluation metrics.

$$MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_i}{y_i} \right| \times \frac{100}{n}.$$  \hspace{1cm} (7)
Figure 7. Architecture of GACSNet.

| Stage | Input       | Structure                  | Output       |
|-------|-------------|----------------------------|--------------|
| 1     | 224 × 224 × 3 | 3 × 3 conv, s = 2          | 56 × 56 × 32 |
|       |             | MaxPooling, s = 2          |              |
| 2     | 56 × 56 × 32 | [1 × 1 Gconv, s = 1 \ 3 × 1 DWconv, s = [1, 2] \ 1 × 3 DWconv, s = [2, 1] \ 1 × 1 Gconv, s = 1] | 28 × 28 × 128 |
|       |             |                            |              |
| 3     | 28 × 28 × 128 | [1 × 1 Gconv, s = 1 \ 3 × 1 DWconv, s = [1, 2] \ 1 × 3 DWconv, s = [2, 1] \ 1 × 1 Gconv, s = 1] | 14 × 14 × 256 |
|       |             | Concat [Add]                |              |
| 4     | 14 × 14 × 256 | [1 × 1 Gconv, s = 1 \ 3 × 1 DWconv, s = [1, 2] \ 1 × 3 DWconv, s = [2, 1] \ 1 × 1 Gconv, s = 1] | 7 × 7 × 512  |
|       |             | Concat [Add]                |              |
| 5     | 7 × 7 × 512  | GlobalAVGPooling, FC, Regression | 1 × 1 × 1    |

where \( n \) is the total number of test samples, \( t \) is the sample number, \( y_t \) is the true value of the sample, and \( \hat{y}_t \) is the predicted value of the sample. The MAPE of GACSNet is shown in Figure 8.
Clarke’s Error Grid Analysis

Clarke’s error grid analysis (CEGA) is a gold standard for blood glucose detection accuracy (Li and Jia 2017; Sengupta et al. 2022). CEGA considers the percentage error, the absolute value, and the difference between the two, which has an excellent clinical application value. Clarke error grid is split into five zones: A, B, C, D, and E, with A and B being clinically acceptable while C, D, and E are not owing to high inaccuracies.

Zone A (acceptable) represents the glucose values that deviate from the reference values by 20% or are in the hypoglycemic region (<3.9 mmol/L) when the reference is also within the hypoglycemic range. The values within this range are clinically exact and are thus characterized by correct clinical treatment. Zone B (benign errors) is located above and below Zone A; this Zone represents those values that deviate from the reference values. The values that fall within Zones A and B are clinically acceptable. The dotted line in the middle is the image of the y = x function, which means that the detected value is equal to the actual value. This paper uses the test set and takes the percentage of the detected data in Zone A and B as the result of CEGA to evaluate the network’s anti-interference ability and clinical safety. The CEGA of GACSNet is shown in Figure 9, which has a red line at 7 mmol/L meaning the start of the hyperglycemic region on an empty stomach.

Figure 8. MAPE of GACSNet.
Experiments and Results

In order to verify the performance of GACSNet in noninvasive blood glucose detection, this paper designed two experiments for comparison. We trained models on Ge-Force RTX 2060 by using transfer learning for 1000 iterations with a mini-batch of 30 images and the initial learning rate of 0.001, which is decreased by a drop-factor of 0.1 at 400 and 800 iterations, respectively. First, different activation functions ReLU and ELU, were used to test the GACSNet and ShuffleNet. Second, GACSNet is compared with other neural network algorithms. The models were evaluated using MAPE, CEGA, training time, and inference time.

Additionally, an inference experiment and embedded device deployment are performed in this study to verify GACSNet’s deployment performance. GACSNet is evaluated by the model size and inference time on Raspberry PI 4B.

Effect of Negative Region Features

The experiment used GACSNet and ShuffleNet, the Shuffle unit’s original networks, to analyze whether the negative region features were discarded or not on the network performance. The ELU with the same positive region as
ReLU was selected for comparison. GACSNet constructs Model 1; GACSNet constructs Model 2 with ELU; ShuffleNet constructs Model 3; ShuffleNet constructs Model 4 with ELU. The experimental results are shown in Table 4:

Table 4 shows that the GEGA performance of several models is almost the same. GACSNet’s performance on MAPE is 1.01% better than ShuffleNet, and the training time is much lower than ShuffleNet, saving a lot of training resources. The inference time is 1.35 ms, reduced by 17%, saving hardware resources, improving real-time performance, and is easy to deploy on embedded devices.

After replacing the activation function with ELU, the performance of GACSNet decreases and ShuffleNet improves, but the training time increases significantly; in terms of inference time, GACSNet still outperforms ShuffleNet. Through experimental comparison, it is evident that GACSNet slightly outperforms ShuffleNet in terms of performance and significantly lower resource consumption than ShuffleNet, which is more lightweight.

**Network Performance Comparison**

GACSNet was compared with ResNet-50 (He et al. 2016), InceptionV3 (Szegedy et al. 2016), and MobileNetV2 (Sandler et al. 2018) in this experiment. ResNet-50’s residual structure, InceptionV3’s asymmetric convolution, and MobileNetV2’s depth-separable convolution are all represented to some extent in GACSNet and are therefore suitable for comparison.

The results of comparing other networks are shown in Table 5. GACSNet’s accuracy is lower than ResNet-50, but it uses nearly three times the resources; InceptionV3 is less effective, and experimental results indicate that it does not apply to the noninvasive blood glucose detection problem, even though it also uses asymmetric convolution; we can see that GACSNet outperforms MobileNetV2 in both accuracy and resource consumption.

**Inference on Embedded Device**

GACSNet lightens the network to facilitate its use on embedded devices. In this paper, we use Raspberry Pi 4B to test the inference time of each network and compare its model size, and the results are shown in Table 6.

| Models | MAPE (%) | CEGA Zone A (%) | CEGA Zone B (%) | Training time (s) | Inference time (ms) |
|--------|----------|-----------------|-----------------|------------------|---------------------|
| 1      | 09.17    | 93              | 7               | 0173.69          | 1.35                |
| 2      | 09.19    | 94              | 6               | 1401.19          | 1.55                |
| 3      | 10.18    | 94              | 6               | 0353.81          | 1.63                |
| 4      | 08.64    | 94              | 6               | 3599.75          | 1.89                |
GACSNet has the tiniest model size and the fastest inference time, in line with the conclusions obtained on Ge-Force RTX 2060. It reveals that GACSNet has advantages in model deployment for embedded devices with small storage space and low computing capacity.

**Discussion**

We use asymmetric convolution in the shuffle unit and design the network structure in this paper to optimize the network’s computation cost and depth. The overall process is based on the metabolic heat integration method, which uses infrared imaging to acquire human metabolic heat. Converts grayscale images to iron rainbow pseudo-color images and performs noninvasive blood glucose detection by analyzing the metabolic heat features implied by the grayscale and facial cool-heat deviation features. The CEGA Zone A area’s corresponding axes in Figures 10 and 11 were inverted to unify the line chart judgment criteria, i.e., the closer to the X-axis, the better the network performance. Additionally, since all data are contained in Zones A and B, the comparison results about Zone B are ignored.

The experiment in this paper first studies the effect of negative region features, and the results are shown in Figure 10: The ShuffleNet with the ELU activation function performs better than other networks. However, due to its characteristic of exponential operation, it consumes more hardware resources. It requires 8~10 times the training time, indicating that the ELU activation function is more suitable for the noninvasive blood glucose problem when considering only the accuracy. Thermal imaging’s grayscale and cool-heat deviation features are more sensitive to gradients, but the negative region of the ReLU function is a dead zone, which means the output is zero,

| Networks         | MAPE (%) | CEGA Zone A (%) | CEGA Zone B (%) | Training time (s) | Inference time (ms) |
|------------------|----------|-----------------|-----------------|-------------------|---------------------|
| GACSNet          | 09.17    | 93              | 7               | 173.69            | 1.35                |
| ResNet-50        | 08.77    | 93              | 7               | 508.58            | 3.87                |
| InceptionV3      | 10.62    | 90              | 10              | 979.96            | 6.87                |
| MobileNetV2      | 09.38    | 92              | 8               | 421.13            | 3.31                |

**Table 6. Performance of inference on embedded device**

| Networks        | Model size (MB) | Inference time (ms) |
|-----------------|-----------------|---------------------|
| GACSNet         | 01.21           | 070.34              |
| ShuffleNet      | 03.22           | 074.83              |
| ResNet-50       | 76.86           | 097.45              |
| InceptionV3     | 78.02           | 254.20              |
| MobileNetV2     | 07.94           | 109.73              |
discarding too many features and providing lower accuracy than ELU. However, ReLU is more suitable for lightweight network by lowering the number of operations, making it more acceptable to employ ReLU for GACSNet.

A comparative study between GACSNet and others was also conducted, as shown in Figure 11: InceptionV3 has the worst performance in all aspects because the grayscale feature interval of the thermal images is 0–255, with
Table 7. MAPE of different blood glucose regions

| Networks   | 3.9–5 | 5–6 | 6–7 | 7–8 | 8–9 | 9– | >10  | (mmol/L) |
|------------|-------|-----|-----|-----|-----|----|------|----------|
| GACSNet    | 0.945 | 7.00| 8.42| 11.31| 9.00| 24.55| 34.51| (%)      |
| ShuffleNet | 11.46 | 8.39| 6.49| 13.20| 22.79| 30.55| 38.86| (%)      |
| ResNet-50  | 0.13  | 6.98| 7.39| 08.69| 12.38| 24.09| 42.44| (%)      |
| InceptionV3| 12.65 | 9.37| 8.53| 09.30| 15.28| 23.34| 25.63| (%)      |
| MobileNetV2| 10.68 | 7.15| 8.09| 09.82| 13.60| 29.28| 38.55| (%)      |

a resolution of 320 × 240 pixels, and the multi-branch structure of InceptionV3 is too redundant for this problem, and it does not apply to the study in this paper. In addition, MobileNetV2 is better than ResNet-50 in terms of lightweight but has poor accuracy. Meanwhile, the GACSNet proposed in this paper only has a 0.44% disadvantage of MAPE compared with ResNet-50. However, the training and inference time are faster than other networks, revealing that the GACSNet is lightweight.

As shown in Table 7, we list the MAPE in segments to discuss the imbalance of the data set. All networks perform with high accuracy in the normoglycemic region and low accuracy in the hyperglycemic region, which reveals that the study in this paper is more applicable to the blood glucose region 3.9–9 mmol/L, with some limitations and poorer performance in the blood glucose region >9 mmol/L. As shown in Table 1, the original blood glucose data are almost distributed in the blood glucose region 3.9–7 mmol/L, the normoglycemic region on an empty stomach, and after data augmentation, the networks also had some reliability in the blood glucose region 7–9 mmol/L.

It can be seen from the experiments that GACSNet outperforms the other networks and takes up fewer resources. The resource consumption advantage of GACSNet outweighs the accuracy disadvantage. The GACSNet’s model size in the inference test is the tiniest, and the expected inference time advantage was consistent with the previous experiment. It reveals that GACSNet has relatively better performance.

Conclusions

This paper proposed the GACSNet based on group shuffle and asymmetric convolution, which is trained with data augmentation for the training set, and the trained GACSNet performs well on embedded devices for noninvasive blood glucose detection. GACSNet effectively reduces the computation of the model and the resource consumption of embedded devices. At the same time, the comparison results with other networks reveal that GACSNet has relatively better performance and is a new method for noninvasive blood glucose detection. However, the data set collected in this paper is not balanced, and the dataset is fewer in the hyperglycemic region. The performance in the hyperglycemic region is lower than that in the normoglycemic region despite the
use of data augmentation to improve it, which has its limitations. This study will continue to collect data in the future to solve the data imbalance problem.
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