PVDD: A Practical Video Denoising Dataset with Real-World Dynamic Scenes
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Abstract. To facilitate video denoising research, we construct a compelling dataset, namely, “Practical Video Denoising Dataset” (PVDD), containing 200 noisy-clean dynamic video pairs in both sRGB and RAW format. Compared with existing datasets consisting of limited motion information, PVDD covers dynamic scenes with varying and natural motion. Different from datasets using primary Gaussian or Poisson distributions to synthesize noise in the sRGB domain, PVDD synthesizes realistic noise from the RAW domain with a physically meaningful sensor noise model followed by ISP processing. Moreover, based on this dataset, we propose a shuffle-based practical degradation model to enhance the performance of video denoising networks on real-world sRGB videos. Extensive experiments demonstrate that models trained on PVDD achieve superior denoising performance on many challenging real-world videos than on models trained on other existing datasets.
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1 Introduction

The signal degradation caused by the sensor noise is common when capturing videos, resulting in poor visual quality. Therefore, video denoising is a task with significant importance. Deep-learning-based denoising techniques have emerged in recent years [36,35,24,10,47]. These methods learn the mapping from the noisy image/video domain to the clean image/video domain, while the corresponding performance heavily depends on the characteristic of the training data.

Although practical image denoising datasets have been introduced to the community, they are still rather limited regarding the diversity in motion. Directly employing them for the video denoising task generally results in the lack of variety in temporal space [47] and thus cannot provide sufficient training features for challenging video processing tasks. More practical and capable video denoising datasets, which fall short currently, are in critical demand.

There are two categories of video denoising datasets currently. The first kind collects video pairs. It creates clean video frames by averaging neighboring noisy
Fig. 1: Models trained on our video denoising dataset yield superior performance on real-world noisy videos. (a) An example frame of a challenging video with the complicated noise pattern that never appears in the training set. (b)-(d) show output of FastDVDnet trained on different datasets. The model trained on our PVDD achieves the best denoising performance (yellow boxes in (a)-(d)) and preserves finer details without introducing blur and noise (red boxes in (a)-(d)).

frames [47]. It requires video frames to be either static or captured at discrete time instances, as shown in Fig. 2(b), and cannot provide training data with complex natural motion. The second group, e.g., DAVIS [29], creates noisy-clean pairs with added synthetic noise. It first collects clean videos and introduces noise (e.g., Gaussian noise) in the sRGB domain. The added noise may not be the same or even similar to that produced by cameras, considering complex distributions of real noise [27,51].

In addition, as explained in [51,47,2], shot noise in RAW format can be modeled by Poisson distributions and read noise follows Gaussian distributions. Recent work [50] further shows that the denoising networks trained with the Poisson-Gaussian noise distribution assumption achieve comparable results with networks trained on data degraded by real noise in the RAW domain. However, no existing datasets take this important fact into consideration yet when collecting data.

In this paper, we construct a new powerful dataset, “Practical Video Denoising Dataset” (PVDD), by collecting clean videos with complicated natural motion, followed by the corruption of realistic noise in RAW format to form RAW video pairs. The final sRGB video pairs are produced with a calibrated ISP processing pipeline. It contains 200 noisy-clean RAW/sRGB video pairs with rich dynamics, as shown in Figs. 2(a) and 3 which greatly diversify temporal
Fig. 2: Example frames and corresponding optical flow maps from PVDD and CRVD. (a) Frames from PVDD are captured in video mode, containing complex natural motion. (b) Frames from CRVD are captured at discrete time instances and only contain simple and overly large frame-to-frame foreground motion.
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Fig. 3: Motion statistics in PVDD in terms of motion phase and magnitude, exhibiting the richness of natural motion. The per-pixel flow in every frame of PVDD is computed via a representative OpenCV algorithm [15].

| Pixel Motion Phase | Statistics of Pixel Motion Phase |
|-------------------|---------------------------------|
| -3.13             | 7                               |
| -1.93             | 8                               |
| -0.73             | 9                               |
| 0.47              | 8                               |
| 1.67              | 7                               |
| 2.87              | 9                               |

| Pixel Motion Magnitude | Statistics of Pixel Motion Magnitude |
|-----------------------|-------------------------------------|
| 0.04                  | 10                                  |
| 2.20                  | 5                                   |
| 4.36                  | 10                                  |
| 6.52                  | 5                                   |
| 8.68                  | 10                                  |
| 10.84                 | 5                                   |

In conclusion, our contribution is fourfold.
We propose an information-rich dataset, named PVDD, for video denoising in RAW and sRGB domains. It incorporates complex natural motion and realistic noise.

Our PVDD serves as a practical platform to evaluate video denoising networks and has the potential to further promote research along this line.

To further effectively deal with complex noise patterns in the sRGB domain with post-processing, we designed SPDM, a shuffle-based degradation model.

We conduct extensive experiments with representative deep learning architectures including both quantitative and qualitative evaluation, and user study covering 30 individuals. They manifest the superiority of the proposed dataset and the new degradation model.

2 Related Work

Video denoising datasets. Unlike image denoising datasets [27, 48, 5, 2, 3, 30, 9, 8], video denoising datasets are far less, but still can be categorized into two kinds. The first kind collects video pairs by utilizing long exposure for clean videos and short exposure for noisy videos, e.g., SMID [8], or creating clean video frames by averaging static neighboring noisy frames, e.g., CRVD [47]. These datasets contain only static or sparse frames captured in the temporal dimension. The second kind creates noisy-clean pairs by noise synthesis, e.g., DAVIS [29]. It adds noise (e.g., Gaussian noise) to clean videos.
Fig. 5: Overview of the proposed pipeline to create dynamic noisy-clean video pairs in RAW format

Video denoising methods. Most video denoising techniques estimate pixel motions between adjacent frames via, for example, non-local matching [23,11,13,38], optical flow [16,1], kernel-prediction networks [26,44,45] and deformable convolutions [40]. Since accurate per-pixel motion estimation is challenging, methods with implicit motion modeling are also proposed [10,35,36,24]. These approaches either take simultaneously multiple frames as input, which are jointly processed by the model [10,35,36,47], or use information from previous frames as the additional input [17,13,24]. Results of supervised methods on real noisy videos largely depends on the training data. Self-supervised video denoising [14,12,33,21] was explored. The result still falls behind that of supervised ones.

3 Proposed PVDD Dataset

Our PVDD, which is the main contribution of this work, contains 200 videos in both sRGB and RAW formats (captured with a NIKON Z7 II mirrorless camera), and each video clip spans 8s to 15s.

3.1 Data Collection Setup

For the RAW video collection, we use a NIKON Z7 II mirrorless camera and an Atomos Ninja V recording monitor. The monitor is attached to the camera by an HDMI interface and is utilized to transport, encode and store the continuous video stream into an Apple ProRes RAW video (Apple ProRes RAW is a well-recognized video codec standard directly applied to the camera sensor’s data). All videos are captured in resolution 1,920×1,080@25p and 1,920×1,080@60p format. The captured RAW videos can be further converted into sRGB videos by a calibrated camera ISP.

We capture the video by hand-held shooting to introduce additional camera motion with more complexity than conventional rig capture. We control the camera motion slowly to avoid visible motion jittering or motion blur. Camera setting, such as aperture, ISO and focal length, is adjusted to minimize the noise level of the captured videos. For example, the aperture size is usually set between 4 and 6 to increase the amount of incident light received by the sensor, and the
Fig. 6: (a) Modified ISP pipeline to produce sRGB videos. (b) Comparison between sRGB images produced by our modified synthetic ISP and the real camera ISP. (c) Average normalized per-pixel $L_2$ distance between our ISP output and that of real camera ISP across 38 different scenes. Removing either the color temperature computation module or ACES tonemapper increases this distance.

ISO is set below 400 to eliminate random noise. Focal length is adjusted by the camera’s built-in auto-focus module to avoid out-of-focus blur. Furthermore, we also compute the SNR for the videos in our PVDD dataset, obtaining the signal by denoising them by SOTA video denoising network [38]. With SNR value as 48.46dB, it demonstrates that our captured videos can be employed as the ground truth.

### 3.2 Realistic Noise Synthesis

**RAW noise synthesis.** During collection, we capture one clean video for every scene, as shown in Fig. 5. We obtain a set of readout noise parameters $\sigma_r$ and shot noise parameters $\sigma_s$ at different ISO settings, which are pre-calibrated and recorded in the camera by the manufacturer.

To produce noisy RAW videos, we first randomly select $(\sigma_r^K, \sigma_s^K)$ corresponding to a particular ISO $K$ and then add Gauss-Poisson noise accordingly to the clean RAW videos. Suppose the clean RAW video is denoted as $Y$. The process to obtain noisy observation $X$ can be expressed by

$$X_c \sim \mathcal{P}((\sigma_{s,c}^K)^2 Y_c) + \mathcal{N}(0, (\sigma_{r,c}^K)^2), c \in \{R, G, B\},$$

where $\mathcal{P}$ represents the Poisson distribution with mean $Y_c$ and variance $(\sigma_{s,c}^K)^2 Y_c$, $\mathcal{N}$ denotes the Gaussian distribution with zero mean and variance $(\sigma_{r,c}^K)^2$.

The noise pattern in $X$ is found close to real noises since 1) the noise distribution in the RAW domain can be well approximated by the Gauss-Poisson distribution [51,72]; 2) noise distribution model parameters are obtained from the actual calibration of the camera.

**sRGB video pairs.** To obtain noisy-clean video pairs in the sRGB domain, we adopt an integrated camera ISP pipeline as shown in Fig. 6(a). Camera parameters in the ISP for each clean RAW video are provided by one additional
noisy RAW image as shown in Fig. 5. Our ISP is built upon the ISP utilized in [2] and our improvement is the following.

In order to better approximate a real camera ISP, we 1) compute the color temperature and serve it as a hyper-parameter to assist the color space transformation module with an accurate color transformation matrix; 2) choose an ACES tonemapper [31] as our tone mapping function and apply it to ProPhoto RGB color space, which has a wide color gamut [34]. The example in Fig. 6(b) & (c) demonstrates the effectiveness of our improvement.

3.3 Evaluation Dataset

For the quantitative evaluation of our noise synthesis and the superiority over existing video denoising datasets, we also collect an evaluation dataset, a.k.a. Static15, consisting of 15 different static scenes. This dataset is produced by capturing static noisy videos by the tripod-mounted NIKON Z7 II camera, whereas the corresponding clean video is derived by averaging neighboring noisy video frames [27][32]. Especially, we average 50 consecutive noisy frames to obtain a clean frame whose SNR value is 50.87dB proving clean frames’ quality.

Note that we already generate noise on clean frames, and thus can compare it with the captured noise. As shown in Fig. 7, the noise distribution of the synthetic noisy frame is surprisingly close to actual captured ones in the sRGB domain. We compute the KL divergence between synthesized and captured real noise in the sRGB domain across all video clips on Static15 (noise value range [0, 1]). The average normalized per-pixel KL divergence is 0.034 over sRGB and 0.041 over RAW, indicating that the synthesized noise is realistic under the same camera setting (a KL divergence value below 0.05 is acceptable).
Fig. 8: (a) The common training and evaluation setting for the sRGB domain in current video denoising works that obtain sRGB videos from ISP without post-processing. (b) We, in this paper, consider dealing with noisy videos undergoing real and complicated post-processing pipelines, and thus propose the SPDM to further enhance the corresponding performance for PVDD. (c) There are various degradations for real-world videos with post-processing. They should be considered in the training of denoising networks to handle real-world degradations in the post-processing.

3.4 Editable Property of PVDD

Our empirical results in Sec. 6 will show that the proposed PVDD under the Gauss-Poisson configuration outperforms other video denoising datasets regarding the training performance of denoise. Existing noise models [50,7,52,39,27,43] can also be utilized to create more sophisticated noise distributions in RAW domain. Parameters of the utilized ISP modules can be adjusted to make sRGB training data suitable for different target camera devices.

Further, extra degradation models in the practical post-processing can be applied on PVDD to obtain new sRGB data, and training with them can further improve the performance on real-world videos undergoing complex and unknown post-processing. We will present the extension in Sec. 4.

4 Shuffle-Based Practical Degradation Model

As shown in Sec. 6.1, PVDD can better help the training of denoising networks for noisy sRGB videos than existing video denoising datasets. In addition, we note that a noisy sRGB video from the ISP is very likely to be further processed with a post-processing pipeline in practice, i.e., noise in the sRGB domain is further distorted by various types of degradation, e.g., UV denoiser, blur, compression, and resizing, as shown in Fig. 5(c). In order to further improve the denoising performance of our PVDD towards such cases, we consider the simulation of all these degradations, which will be detailed in this section.

UV denoiser is achieved by a bilateral filter [37] in the YUV color space for reducing the chroma noise. In a modern camera/smartphone, it is likely to turn a video from the ISP into YUV space and then apply a chroma denoiser module to it as the post-processing [18]. Blur is simulated either by an isotropic Gaussian kernel or a generalized Gaussian kernel [22]. Moreover, compression and scaling
are general post-processing operations, benefiting video transmission and storage, e.g., video sharing on the Internet. For compression, we adopt an image codec (e.g., JPEG compression) with various compression factors to degrade image quality. For resizing, we adopt commonly-used downscaling operators such as bilinear and bicubic interpolations. Inspired by [49,41], we incorporate a shuffle-based degradation strategy to generate the training data, as shown in Fig. 8(b).

Let \( O_{uv}, O_{blur}, O_{jpeg}, \) and \( O_{resize} \) denote the above mentioned degradation operations respectively. For each degradation, we use a probability parameter \( p \), as well as a magnitude parameter \( \lambda \) to determine how this degradation should be applied to a given video clip. We denote a degradation operation as

\[
O(x; p, \lambda) = \begin{cases} O(x; \lambda) & \text{with probability } p \\ x & \text{with probability } 1 - p \end{cases}
\] (2)

Given a set of sRGB video clips with only synthetic sensor noise, i.e., \( x_1, ..., x_b \), we apply different degradation processes. For a particular video clip \( x_i \), \( i \in [1, b] \), we first randomly shuffle the order of the degradation operators \( O_{uv}, O_{blur}, O_{jpeg}, \) and \( O_{resize} \). We then apply them one by one according to the shuffled order on \( x_i \). We follow the common practice considering the fact that, in general, compression is applied as the final post-processing to introduce an extra degradation.

5 Datasets and Networks for Evaluation

5.1 Datasets

Training data. We train representative state-of-the-art video denoising networks on both PVDD and popular benchmark datasets and compare the performance under the same network structure. Previous datasets include CRVD [47] (including synthesized data part [25]) and DAVIS [29]. Note that SMID [8] dataset is not considered since its noisy and clean frames have different illumination values, making training difficult.

We divide all the videos in PVDD into the training collection (90%) and the testing collection (10%). As it is not necessary to employ all the frames (71,714 in total) for training, for each video in the collection, we select 2 or 3 clips (each contains 25 continuous frames) randomly to form the actual training set.

As for CRVD, RAW data is transferred to the sRGB domain using the default ISP implemented by SID [9]. As for DAVIS, we employ two settings. Firstly, we directly add Gaussian noise on DAVIS sRGB videos, which is the conventional setting [30,20], to produce “DAVIS I”. In the second setting [26,16,47,28], we first use the unprocessing technique [5] to turn sRGB videos into the RAW format, and add Gauss-Poisson noise in the RAW domain to form pairs. The noisy RAW videos are finally converted back to sRGB. We name this dataset “DAVIS II”.

Evaluation data. Different from existing works, we consider two settings for evaluation. The first is the denoising task for noisy sRGB videos obtained from
Table 2: Quantitative comparison in the sRGB domain, (b) means the blind models. We report PSNR/SSIM

|                | Dynamic20 |               | Dynamically II | CRVD |               | Static15 |               | CRVD |
|----------------|-----------|---------------|---------------|------|---------------|-----------|---------------|------|
| VNLnet         | 33.02/0.907 | 30.59/0.819   | 29.31/0.767   | 35.35/0.915 | 34.96/0.905  | 32.94/0.875 |
| FastDVDnet     | 33.20/0.893 | 30.83/0.801   | 29.29/0.763   | 35.98/0.931 | 35.19/0.924  | 34.81/0.920 |
| RViDeNet       | 32.14/0.888 | 30.89/0.847   | 28.23/0.738   | 35.71/0.941 | 35.02/0.934  | 32.93/0.892 |
| EDVR           | 30.89/0.794 | 28.38/0.789   | 28.49/0.758   | 34.82/0.890 | 33.69/0.859  | 34.22/0.871 |
| VNLnet (b)     | 32.55/0.899 | 30.55/0.826   | 29.25/0.823   | 34.97/0.926 | 34.94/0.921  | 32.23/0.864 |
| FastDVDnet (b) | 33.10/0.889 | 30.66/0.808   | 28.69/0.742   | 35.32/0.916 | 34.42/0.910  | 34.04/0.907 |
| RViDeNet (b)   | 30.97/0.849 | 30.04/0.860   | 27.41/0.726   | 36.39/0.960 | 35.80/0.951  | 34.43/0.918 |
| EDVR (b)       | 30.17/0.770 | 28.31/0.751   | 28.30/0.750   | 34.28/0.865 | 33.66/0.858  | 34.19/0.853 |

ISP without post-processing as shown in Fig. 8(a), which is the common setting for current works [47,36]. Moreover, we also consider the evaluation setting with post-processing as stated in Sec. 4.

We use several types of data for evaluation. The first is selected from the testing set of PVDD to contain only dynamic scenes. 20 dynamic clean video clips are picked from the testing set of PVDD to form Dynamic20. For each clip, three noisy versions are generated with noise levels of “Heavy”, “Medium”, and “Light”, corresponding to ISO of 20,000, 8,000, and 2,500.

The second type is Static15 (as explained in Sec. 3), which consists of 15 static videos with real camera noise. These noisy videos are captured with 1,920 × 1,080 resolution at 60 FPS under various ISO settings ranging from 16,000 to 25,600. The corresponding clean version is directly obtained by averaging consecutive noisy frames.

Note that both Dynamic20 and Static15 are constructed without post-processing pipelines. And as stated in Sec. 4, we aim to evaluate the denoising performance on videos with post-processing in the sRGB domain, and the corresponding post-processing operations should be agnostic and not appear during the training to simulate the practical situation. To this, we process the videos in Dynamic20 and Static15 with the real-world application, i.e., YouTube. Especially, we upload the sRGB videos in Dynamic20 and Static15 to YouTube, and APIs in YouTube will process these videos with several operations (e.g., compression), and we then download them with the option of “1080P” to obtain the videos undergoing complex and agnostic post-processing since the processing pipeline in the YouTube is black-box. Significantly, such a procedure to obtain videos with post-processing satisfies the practical requirement since it simulates the propagation of videos on the internet where the video post-processing would always occur. The obtained videos undergoing post-processing are called Dynamic20-P and Static15-P.

To further evaluate the generalization of models trained on competing datasets for noisy videos undergoing complicated post-processing, we select 15 noisy videos that undergo various real-world post-processing operations in different applications to form General15. Each video in General15 suffers from noise contamination from the blind post-processing pipeline.
Table 3: Quantitative comparison on DAVIS I and DAVIS II

|                  | Dynamic20 |          | Static15 |          |
|------------------|-----------|----------|----------|----------|
|                  | DAVIS I   | DAVIS II | DAVIS I  | DAVIS II |
| VNLnet           | 29.33/0.762 | 30.89/0.819 | 35.09/0.902 | 34.95/0.900 |
| FastDVDnet       | 29.85/0.793 | 30.83/0.801 | 35.66/0.920 | 35.19/0.924 |
| RViDeNet         | 30.65/0.849 | 30.88/0.847 | 34.48/0.911 | 35.02/0.934 |
| EDVR             | 29.31/0.755 | 29.38/0.789 | 33.41/0.872 | 33.69/0.859 |
| VNLnet (b)       | 29.11/0.753 | 30.55/0.826 | 34.10/0.887 | 34.94/0.921 |
| FastDVDnet (b)   | 30.02/0.804 | 30.66/0.808 | 34.62/0.904 | 34.42/0.910 |
| RViDeNet (b)     | 30.35/0.837 | 30.04/0.860 | 35.95/0.950 | 35.80/0.951 |
| EDVR (b)         | 29.28/0.750 | 28.31/0.751 | 33.36/0.848 | 33.66/0.858 |

5.2 Metrics

For the evaluation on datasets with ground truth (Dynamic20 and Static15), we compute the PSNR and SSIM [42] between model output and ground truth. For the evaluation on General15 with no ground truth clean frames, we adopt user study instead. The user study is conducted on General15 with 30 participants. Each participant simultaneously sees videos produced by different denoising models in an arbitrary order, and ranks them according to the subjective visual quality. More details will be presented in Sec 6.1.

5.3 Video Denoising Networks

We evaluate our dataset and others using state-of-the-art denoising frameworks with publicly available training and evaluation codes, including VNLnet [11], FastDVDnet [36], EDVR [40], and RViDeNet [47].

We follow the original setup proposed by the authors to train these networks, i.e., 15 consecutive frames for VNLnet, 5 for FastDVDnet and EDVR, and 3 for RViDeNet, respectively. We use the official implementation for training and evaluation, and all training configurations remain as the default ones. We train both blind (without noise level prior) and non-blind (with noise level prior) versions for each dataset-network setup.

6 Experiments

In this section, we conduct extensive experiments to demonstrate the superiority of our dataset and the effectiveness of our designed SPDM.

6.1 Comparison on sRGB Videos

sRGB videos are commonly used for evaluation in the video denoising task.

Quantitative analysis. We evaluate models trained with PVDD, CRVD, and DAVIS II (blind and non-blind versions) on both Static15 and Dynamic20 with only sensor noise degradation and report results in Table 2. All models trained with our dataset significantly outperform themselves trained with other datasets.
Table 4: Quantitative comparison on the sRGB domain for Dynamic20-P, Static15-P, and General15. We report values of PSNR, SSIM, and user study’s results.

|          | Dynamic20-P | Static15-P | General15 |
|----------|-------------|-------------|-----------|
| VNLNet   | 30.00/0.864 | 30.27/0.844 | 31.58/0.838 |
| FastDVDnet | 28.50/0.816 | 29.73/0.848 | 31.81/0.872 |
| RViDeNet | 27.46/0.766 | 27.44/0.750 | 30.97/0.863 |
| EDVR     | 34.37/0.910 | 35.50/0.927 | 34.98/0.938 |
| Avg. ranking | 2.14       | 2.23       | 2.74       |

For example, compared with blind FastDVDnet trained on the datasets of CRVD and DAVIS II, the same model trained on our dataset achieves more than 2 dB gain on Dynamic20 and 1 dB gain on Static15 (in terms of PSNR), which is significant. The advantage stems from the large scale of PVDD that contains natural motion and realistic noise. Moreover, the performance drop is observed from Static15 to Dynamic20 for all models (Table 2). Models trained on PVDD is 3.348/0.057 (PSNR/SSIM) lower on average, while the models trained on CRVD and DAVIS II reduce 5.028/0.131 and 4.682/0.096, respectively. It is obvious that the decrease on PVDD is smaller than that on CRVD and DAVIS II, verifying the usefulness of diverse motion in our dataset. The advantages of DAVIS II over DAVIS I (as displayed in Table 3) show the inaccuracy when applying Gaussian noise directly to the sRGB domain – considering initial RAW images and using the ISP to obtain the sRGB data work much better.

Additionally, the improvement is also achieved on the Dynamic20-P and Static15-P datasets, which can measure the denoising performance on real-world videos with complex and blind post-processing pipelines, as shown in Table 4. The model trained on our dataset yields a higher PSNR/SSIM since the videos in our dataset cover many types of camera/scene dynamics and realistic noise distributions. Improvement on Dynamic20-P and Static15-P shows the ability of the model trained on PVDD to deal with real-world videos undergoing complex and unknown degeneration in the post-processing. Although the superior performance of PVDD has been proved, in Sec. 6.2, we would demonstrate that the performance on noisy videos with post-processing can be further improved with our designed SPDM in Sec. 6.2.

**Qualitative analysis.** We provide visual comparisons on the datasets with real noise. In Fig. 9, we show visual comparison on test videos in the General15 dataset. The model trained with PVDD yields greater visual quality. For example, FastDVDNet in Fig. 9 trained with PVDD generates the most pleasing results in both smooth areas (most noise eliminated) and regions with rich textures (details preserved). Results from training with the CRVD dataset show...
Fig. 9: Comparison of results of FastDVDnet trained on different datasets in “General15”. “Noisy” is the noisy input. The model trained with PVDD yields better visual results on the smooth area (yellow rectangle) and the region with complex texture (red rectangle).

Fig. 10: Comparison of results of VNNet trained on different datasets. We use the “Static15” evaluation set.

blurry artifacts, while those with the DAVIS dataset remain much noise. Visual comparison on Static15 is shown in Fig. 10.

**User study.** For General15, we also conduct a user study. As earlier introduced, we present simultaneous results (in arbitrary order) produced by models trained with PVDD, CRVD, DAVIS I, and DAVIS II using the same network architecture and training configuration, and let the audience rank the video quality from 1 to 4 in the descending order. Each participant performs 8 (for networks) × 4 (for videos) = 32 evaluations. We report the average ranking (Avg. ranking) of each dataset in Table 4. The results support that the networks trained on our dataset achieve better quality in terms of human perception. Moreover, we conduct a t-test for user studies, employing the T-TEST function in MS Excel. With a significant level of 0.001, all t-test results are statistically significant, since all p-values are smaller than 0.001.

### 6.2 Effects of SPDM

In this section, we provide additional experiments to demonstrate the effectiveness of the proposed SPDM for improving the generalization ability of trained networks on real-world noisy videos with post-processing. Since SPDM is utilized to handle the video denoising with real, complex, and agnostic post-processing, the experiments are conducted on Dynamic20-P, Static15-P, and General15.
Table 5: Comparison of model performance with/without SPDM on Dynamic20-P, Static15-P, and General15 in the sRGB domain. We report the value of PSNR/SSIM and the user study’s results.

|                | Dynamic20-P | Static15-P | General15 |
|----------------|-------------|------------|-----------|
|                | VNLNet(b)   | FastDVDnet(b) | RViDeNet(b) | EDVR(b) | VNLNet(b) | FastDVDnet(b) | RViDeNet(b) | EDVR(b) | Avg. ranking |
| PVDD           | 30.72/0.851 | 30.04/0.847 | 30.74/0.878 | 30.82/0.841 | 30.90/0.841 | 31.74/0.878 | 31.82/0.841 | 31.74/0.878 | 30.82/0.841 | 31.74/0.878 | 1.75 |
| PVDD+SPDM      | 31.04/0.851 | 30.14/0.847 | 30.74/0.878 | 30.82/0.841 | 31.74/0.878 | 30.74/0.878 | 30.82/0.841 | 31.74/0.878 | 30.74/0.878 | 30.82/0.841 | 31.74/0.878 | 1.75 |

Fig. 11: Qualitative comparison regarding the model trained with PVDD (b) and the same model trained with PVDD and SPDM (c). Both (b) and (c) eliminate noise, while SPDM leads to better denoising and details preserving effect (see red rectangles).

We experiment with two versions of our sRGB dataset: the first is the default one created from the RAW domain with the ISP pipeline shown in Fig. 8(a); the second is with additional SPDM as shown in Fig. 8(b). The quantitative results on the Dynamic20-P and Static15-P datasets are presented in Table 5. The improvement in terms of PSNR and SSIM shows that networks trained with SPDM have better generalization ability on real-world noisy videos with the post-processing.

One result on General15 produced by EDVR with noise level prior is shown in Fig. 11. The visual quality improvement brought by PVDD and SPDM is obvious – fine details are better preserved with reduced noise in rich texture.

User study. We simultaneously present results on General15 (in arbitrary order) produced by models trained on PVDD with and without SPDM using the same network architecture and training configuration, and let the participants vote for the video with better visual quality. The voting results are reported in Table 5. The models trained with SPDM perform consistently better on real-world noisy videos with the complex and agnostic post-processing.

7 Conclusion

In this work, we have introduced to the community a large-scale dataset for video denoising in both RAW and sRGB domains, named PVDD. The significant contribution of this dataset is that it provides training videos with rich dynamic motion as well as realistic noise. To handle complex degeneration in the practical
video post-processing, we propose an extensible degradation pipeline SPDM. Extensive experiments demonstrate the superiority of the proposed dataset to train video denoising networks handling noisy sRGB videos. Additional experiments are conducted to show the effectiveness of the proposed SPDM. Significantly, PVDD provides a practical benchmark for different video denoising networks in both sRGB and RAW domains.
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