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Abstract

Predictive modeling of the phonon/thermal transport properties of materials is vital to rational design for a diverse spectrum of engineering applications. Classical Molecular Dynamics (MD) simulations serve as a tool to simulate the time evolution of the atomic level system dynamics and enable calculation of thermal transport properties for a wide range of materials, from perfect periodic crystals to systems with strong structural and compositional disorder, as well as their interfaces. Although MD does not intrinsically rely on a plane wave-like phonon description, when coupled with lattice dynamics calculations, it can give insights to the vibrational mode level contributions to thermal transport, which includes plane-wave like modes as well as others, rendering the approach versatile and powerful. On the other hand, several deficiencies including the lack of vibrationally accurate interatomic potentials and the inability to rigorously include the quantum nature of phonons prohibit the widespread applicability and reliability of Molecular Dynamics simulations. This article provides a comprehensive review of classical Molecular Dynamics based formalisms for extracting thermal transport properties: thermal conductivity and thermal interfacial conductance and the effects of various structural, compositional, and chemical parameters on these properties. Here, we highlight unusual property predictions, and emphasize on the needs and strategies for developing accurate interatomic potentials and rigorous quantum correction schemes.
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1. Introduction

Understanding thermal transport in solids is important to design and engineer materials with desired thermal conductivity (TC) and thermal interfacial conductance (TIC) for myriad applications.[1,2] Examples include thermal management materials for maintaining the operating temperatures of high power electronic devices,[3–5] batteries,[6] and photovoltaics,[7,8] variable thermal conductance building envelopes,[9,10] thermal energy storage materials,[11,12] materials for long-distance thermal energy transmission,[13,14] as well as thermoelectric materials for power generation[15] and solid-state refrigeration applications.[16] Below ~1000 °C, the two major carriers of thermal energy in solids are phonons and electrons.[17] In crystalline solids, atoms located at lattice sites oscillate about their equilibrium positions, creating a displacement field that comprises its thermal energy. From a quantum mechanical perspective, this atomic displacement field can be described by quantized oscillators, termed phonons.[18,19] They are the major heat carriers in semiconductors and insulators, where conduction band electron density is low. Phonons are bosons; their distribution in thermal equilibrium can therefore be described by Bose-Einstein distribution. They interact with each other, electrons, impurities, boundaries, and other imperfections through what are most often termed scattering events.

For crystalline solids, phonon transport is well-understood and can be theoretically described by the phonon gas model (PGM) wherein phonons are treated as particles with momentum proportional to its wave vector, i.e., \( \hbar \mathbf{q} \), while the energy is a multiple of \( \hbar \omega \), where \( \hbar \) is the reduced Planck constant, \( \omega \) is the angular frequency of the phonon, \( \mathbf{q} \) is its wave vector, i.e., \( 2\pi/\lambda \), and \( \lambda \) is its wavelength.[20–25] For crystalline materials, when there is high symmetry, the idea of treating phonons as particles seems well founded, because the normal modes of vibration will consist of displacement fields that are shaped like waves (i.e., the “mode shape”). If waves of
similar direction and wavelength are super imposed it results in a wave packet that translates in
time at the group velocity, and thus resembles a particle translating at a constant speed. Each
phonon has a polarization vector field which describes the magnitude and direction of the vibration
of atoms in a phonon (i.e., the mode shape). However, for materials with broken symmetry such
as crystalline solids with varying levels of disorder: weak structural and compositional defects to
strongly disordered amorphous solids and alloys, as well as interfaces, the normal modes can
deviate dramatically from the base case of waves in a crystalline solid. As a result, the idea of
forming wave packets becomes questionable, and the PGM is not readily applicable because the
plane wave nature of phonons becomes questionable. Experimental and theoretical understanding
of thermal transport in such disordered materials are summarized in recent dedicated review
articles.[26,27]

Nonetheless, predictive modeling of thermal transport is crucial to rational materials design.
Several computational methods have been proposed and applied to predict phonon TC (denoted
by \( k \) in equations) and TIC (denoted by \( G \) in equations) of materials. Among them, the most
commonly used are anharmonic lattice dynamics (ALD) based on Boltzmann transport equation
(BTE)[28,29] and classical Molecular Dynamics (MD)[30,31]. ALD approach evaluates TC by
solving the BTE, based on the assumption that the collective vibrations of atoms in a crystal lattice
can be thought of as phonons, wherein the problem reduces to calculating the phonon lifetimes
from the anharmonic phonon interactions, or mathematically, the anharmonic interatomic force
constants (IFC). Similarly, lattice-dynamics (LD) based approaches for calculating TIC are based
on Landauer formalism,[32] where energy transfer at the interface is described by harmonic[33–
38] and anharmonic[39] interactions of propagating phonons at the interface and evaluating the
degree of energy transfer by each phonon to the other side (transmission coefficient).[40] Hence,
for both TC and TIC, anharmonic IFC’s act as perturbations to the harmonic phonon Hamiltonian in quantum perturbation theory, the lowest order of which i.e. the third order derivative of interatomic potential describes the three phonon interactions.[29,41] Therefore, in estimating both the phonon lifetimes and interfacial transmission coefficients, an accurate description of interatomic interaction is important. Various descriptions of interatomic interactions, using empirical potentials,[42–44] bond-charge models[45] and more recently, density functional theory (DFT)[41] have been reported in the literature. DFT-BTE approach has lately been widely adopted for crystalline materials for their high accuracy without the requirement of any empirical fitting parameters.[41,46–49] However, there are a few disadvantages with DFT-BTE. Firstly, as the method relies on the phonon quasiparticle description, it fails when phonons are not well-defined, for example in the case of crystals with strong intrinsic disorder, highly anharmonic systems, or at high temperatures where the underlying perturbation theory may fail.[29]

MD-based methods, on the other hand, are “numerical experiments” wherein the heat flow is calculated from tracking the atomic motion and appropriate post-processing techniques are performed to evaluate TC. MD has several unique advantages over ALD based methods. Firstly, it includes anharmonicity to full order and hence computationally expensive higher order anharmonic interactions need not be explicitly modeled as in the case of DFT-BTE. Secondly, since it does not rely on a plane wave definition of phonons, it can be reliably applied not only to perfect crystals but also to disordered materials such as amorphous solids, alloys, lower dimensional materials, nanostructures, or even fluids. But when combined with lattice dynamics (LD), MD simulations can be used to sample the vibrational phase space of atoms in terms of the vibrational modes (i.e. phonons in the case of perfect crystals). Most importantly, large length scales (several nm) and long timescales (several ns) which are cost prohibitive with DFT at the
length scales needed (≥ 1 nm → 10²-10⁴ atoms), can be achieved in MD simulations. However, there are also several deficiencies with MD-based methods. Firstly, the accuracy of results depends on MD statistics, which hinges on the efficacy of interatomic potential in describing vibrational modes accurately. And secondly, being based on classical mechanics, it does not include quantum effects such as phonon energy level quantization per se, leading to reduced accuracy at temperatures below Debye temperature. Hence the results are often required to be treated with semiempirical quantum correction strategies for ensuring accuracy.[50,51]

Insofar as the systems considered are materials with broken symmetry, classical MD is more effective than ALD based methods. Although ab initio MD has also been recently explored to compute TC and seems promising,[52,53] the formalism has not been widely adopted due to the computational costs associated with using large system sizes and long simulation time required to extract relevant statistics. Therefore, in this article, we review the works in the literature that use classical MD simulations to extract phonon properties. We focus on giving a perspective of how MD trajectory and statistics can be used to extract the physics phonon thermal transport, mainly TC and TIC. This review article is structured as follows: In section 2, we briefly summarize the theory of MD, LD, and interatomic potentials. In section 3, different MD-based formalisms for evaluating TC are discussed, followed by the application of LD for understanding vibrational modes and their contributions. Then we comprehensively review MD based formalisms for calculating TC, where we summarize bulk (system-level) and mode-level knowledge gained from MD. In section 4, we review general and modal formalisms for TIC followed by a synopsis of prior works for understanding TIC of different material interfaces. In section 5, we compare the capabilities of different MD-based modal analysis techniques in predicting TC and TIC. In section 6, the different experimental techniques for validating and benchmarking MD results are briefly
presented and finally, in section 7, we direct the attention of readers to open questions and challenges in this field. At the foundation of methods discussed in this paper, lies the general theory of MD simulations and phonons.

2. Theory of Molecular Dynamics Simulations and Phonon Transport

Statistical mechanics has been well-developed to describe macroscopic observables in terms of the microscopic behaviors of atoms or other energy carriers. For example, kinetic theory describes the thermodynamics of dilute gases well, and it is often a common practice to approximate quasiparticles like phonons as a system of dilute gas particles by solving the BTE.\[54\] This works well for crystals,\[55\] but when dealing with real systems, such as systems with interfaces and broken structural symmetry in solids, such as amorphous structures, defects, and alloys, this physical picture becomes questionable. In such systems, MD simulations serve as numerical experiments to some extent, since they allow the system dynamics to evolve temporally and one can extract insights about the thermal transport physics from the statistical data. Combined with lattice dynamics (LD), MD simulations may be used to sample the vibrational phase space of atoms in terms of the vibrational modes (i.e., phonons).

2.1. Molecular Dynamics

MD simulations proceed in time by solving for the motion of atoms and sampling dynamical properties in regions of phase space, from which this data is then input to calculate thermodynamic and statistical mechanical quantities. Dynamics are determined by solving Newton’s equations of motions numerically for a system of interacting particles, where the interactions between particles are approximated as mathematical functions known as interatomic potentials, forcefields, or are
often just referred to as “potentials”. Obtaining the dynamics first involves calculating the force on every atom. In classical MD, the force, \( \mathbf{F}_i \) on an atom \( i \) is given by the classical mechanical definition as the negative gradient of the system potential energy with respect to the atom position \( \mathbf{r}_i \). When the system potential energy is an analytical function that approximates the potential energy surface (PES), it is often known as an interatomic potential (IAP).

By knowing the force on each atom from the potential, the acceleration \( \ddot{\mathbf{r}}_i \) of each atom is obtained via Newton’s second law, \( \mathbf{F}_i = m_i \ddot{\mathbf{r}}_i \), given the mass \( m_i \) of atom \( i \). These classical equations of motion have been shown to approximate the Schrodinger equation reasonably well\cite{56}, provided \( m_i \) is not too small and the temperature is high enough to neglect the gap in quantum energy levels of the systems vibrational modes. If the temperature is sufficiently below the Debye temperature of the material, the motion of nuclei is quantum in nature\cite{57}, and classical mechanics alone will not accurately represent the true dynamics. Recent advances in path integral MD tackle this issue\cite{58}, but in principle the basic idea of MD remains the same – to solve the equations of motion throughout time.

The equations of motion can then be integrated in time using a variety of numerical integration schemes. For systems of 2nd order ODEs such as the equations of motion for a system of atoms, the Verlet algorithms are a common choice and position-Verlet has been shown to possess better numerical stability compared to velocity-Verlet\cite{59}. Although much research has been dedicated to the creation of more advanced integrators with less truncation error\cite{60}, the effects on thermal properties calculated in MD have not been studied as far as we know. The commonly used Verlet algorithms are examples of symplectic integrators\cite{61}; this implies that the integration conserves the total energy of the system (if the potential is conservative), which is critical for sampling phase
space in the microcanonical \((NVE)\) ensemble with constant number of atoms \(N\), system volume \(V\), and total energy \(E\). An ensemble in statistical mechanics is a collection of points in phase space and is of crucial importance when analyzing the statistics of different dynamics associated with different thermodynamic states. Different ensembles associated with different thermodynamic constraints (e.g. energy, pressure, or temperature) often occupy different regions of phase space, and these different ensembles refer to the phase space trajectories that would exist under such thermodynamic constraints.

2.1.1. Phonon Transport Applications of Thermostats and Barostats

It is often desirable, for example, to study a system at constant temperature \(T\) in the canonical \((NVT)\) ensemble or at constant pressure and pressure \((NPT)\) so as to replicate a complementing experiment in a controlled environment. These thermostats and/or barostats are imposed by either rescaling the atom velocities or system pressure during the simulation via the Andersen and Berendsen methods, or modifying the equations of motion with Nose-Hoover dynamics\([62]\); such methods are discussed in books and other reviews. Langevin dynamics\([63]\) is another example of a thermostat, and involves modifying the equations of motion for each atom to include a dissipative term along with a random force; this models the motion of ions interacting with some external bath. Aside from equilibrating the system at a given temperature or pressure, these methods of enforcing certain temperatures and pressures in MD simulations are useful for studying thermal transport properties in extreme conditions where measuring thermal transport properties is either difficult or impossible. Measurements of thermal transport properties in these scenarios is challenging, however, so MD simulations are an easier alternative. As an example, Jones and Ward recently incorporated barostats and thermostats to equilibrate LiF at high temperatures (1000-4000
K) and pressures (100-400 GPa), and then calculated thermal conductivity at these extreme conditions using MD. Thermostat/barostat modifications to the equations of motion are not only useful for thermalizing and pressurizing systems to study thermal transport at extreme conditions; they may also help model the dynamics of ions/phonons due to electronic degrees of freedom.

To realize the utility of thermostats in modeling electron-phonon interactions, consider typical MD simulations where the electronic degrees of freedom are eliminated since they respond adiabatically to the motion of ions. This means that the electrons typically remain in the ground state, thus allowing the use of the Born-Oppenheimer approximation in which the ions interact only with each other via an interatomic potential. The adiabatic approximation is problematic, however, in situations where electrons are excited by external fields (e.g. lasers) and transfer their energy to phonons[64], or when fast moving ions excite electrons (e.g. radiation damage[65]). Such situations result in coupling of the electron and phonon degrees of freedom and have been modeled by the electron-phonon two temperature model (TTM)[66] in which the electrons and lattice have two separate temperatures, and couple with each other via an effective electron-phonon coupling constant. This two-temperature model may be combined with Langevin dynamics in MD by introducing an electron-phonon friction coefficient[67] as the dissipative force for ions. This method is not without its issues, however, as Tamm et al. recently showed that the Langevin model of an electronic bath results in the same lifetime for all phonons[68], which places a serious limitation on studying electron-phonon equilibration. Their recent modifications of the method alleviates this issue[69] and offers a promising method of simulating electron-phonon interactions in metals via classical MD. Recent advances[70] in machine learning the electron charge density as a function of atomic positions may also be used to study electron-phonon interactions, since one may study the effect of changing band structure (and hence electron transport properties) due to
the change in ionic positions via vibrational modes; such a scheme would not require artificial thermostats.

2.2. Lattice Dynamics for MD

To study phonon contributions to dynamical phenomena such as heat flow, one must first obtain the normal modes for the system under study. The behavior of modes/phonons depends on the interatomic potential and masses of a structure in dynamical equilibrium (i.e., zero force on all atoms). Specifically, the vibrational frequency and mode shape depend on the 2nd spatial derivatives of the potential with respect to atomic displacements, and the interactions between modes which allow them to exchange energy with each other depend on higher (anharmonic) derivatives of the potential. To clearly elucidate what is meant by harmonic and anharmonic parts of the potential, it is instructive to Taylor expand the potential energy surface in terms of atomic displacements $u_i^\alpha$ for each atom $i$ in the $\alpha$ Cartesian direction, resulting in the Taylor expansion potential (TEP):

$$U = \frac{1}{2} \sum_{ij,\alpha\beta} \Phi_{ij}^{\alpha\beta} u_i^\alpha u_j^\beta + \frac{1}{3!} \sum_{ijk,\alpha\beta\gamma} \Psi_{ijk}^{\alpha\beta\gamma} u_i^\alpha u_j^\beta u_k^\gamma + \cdots \quad (1)$$

where $\Phi_{ij}^{\alpha\beta} = \frac{\partial^2 U}{\partial u_i^\alpha \partial u_j^\beta}$ and $\Psi_{ijk}^{\alpha\beta\gamma} = \frac{\partial^3 U}{\partial u_i^\alpha \partial u_j^\beta \partial u_k^\gamma}$ are the 2nd order interatomic force constants (IFC2s) and 3rd order interatomic force constants (IFC3s), respectively.

To determine the frequency and mode shape of individual modes (i.e., no anharmonic interaction with other modes), consider the equations of motion for a system of atoms interacting via a harmonic TEP, and rewrite these harmonic equations of motion in the matrix form of an eigenvalue problem[71]
\[ \omega^2(k,n) \mathbf{e}(k,n) = \mathbf{D}(k) \mathbf{e}(k,n) \] (2)

which gives the frequencies \( \omega(k,n) \) as the square root of the eigenvalues, and the eigenvectors \( \mathbf{e}(k,n) \) describing the shape of a mode with wave vector \( k \) in branch \( n \) (there may be multiple modes with wave vector \( k \) on a dispersion curve, in different branches). The dynamical matrix \( \mathbf{D}(k) \) houses information on masses and stiffness between interactions in the system, and is an \( N \times N \) array of smaller \( 3 \times 3 \) submatrices, each having Cartesian components determined by

\[
D_{\alpha\beta}(jj',k) = \frac{1}{\sqrt{m_j m_{j'}}} \sum_l \Phi_{\alpha\beta}(jj',ll') \exp\left(i k \left[ \mathbf{r}(jj') - \mathbf{r}(jl) \right] \right)
\] (3)

where atom \( j \) is in unit cell \( I \) (often designated as \( I = 0 \) for the reference cell in a periodic system), and atom \( j' \) is in unit cell \( I' \). In this notation, the IFC2s are represented as \( \Phi_{\alpha\beta}(jj',ll') \) to denote the force constant between atom \( j \) in unit cell \( I \) and atom \( j' \) in unit cell \( I' \). In periodic systems, only the atoms within an individual unit cell \( I \) are distinguishable, while all others are repetitions that have the same solutions to the equation of motion modulated by different plane waves whose wavelength and direction are described by the corresponding wave vector \( k \).

### 2.3. Supercell Lattice Dynamics to Study Systems with Broken Symmetry

Due to the assumption of crystalline periodicity in the structure of atoms described by Equation 3, such an expression is unsuitable for describing vibrational modes in systems that lack crystalline symmetry. To extract the modes of any arbitrary supercell of atoms, without the assumption of symmetry, one may consider only the \( k = 0 \) modes, whereby the entire supercell is treated as the basis of a cubic lattice. The eigenvalue problem of Equation 2 remains the same, but
the dynamical matrix takes a much simpler form given by the IFC2s divided by the masses of atoms $i$ and $j$: $D_{ij}^{\alpha\beta} = \frac{1}{\sqrt{m_im_j}} \Phi_{ij}^{\alpha\beta}$. This approach is termed super-cell LD (SCLD) and it allows the study of various types of vibrations that exist within a structure, regardless of whether the structure is crystalline or not. Performing SCLD on non-crystalline materials such as amorphous materials and alloys yields vibrational modes that differ in character compared to those found in a perfectly crystalline material. Figure 1(a)-(c) for example shows the three main types of vibrational modes found by Lv and Henry[72] in amorphous silicon, with blue vectors representing the eigenvectors of each mode.

**Figure 1.** (a)-(c) Three main types of vibrational modes in non-crystalline structures (propagons, diffusons, and locons from left to right), obtained from an SCLD calculation on amorphous silicon based on Lv and Henry[73] (d)-(f) Examples of a propagon, diffuson, and locon from left to right
in a compositional alloy obtained from an SCLD calculation based on Seyf and Henry[74]. Atoms are represented as white, blue, and red spheres, and the blue vectors are eigenvectors for each atom.

Aside from amorphous materials, the same categories of modes (propagons, diffusons, and locons) exist in situations such as crystalline alloys where the masses of atoms are randomly distributed although the structure itself is crystalline[74]. Seyf et al.[75] devised a method to quantitatively distinguish between propagons, diffusons, and locons based on their eigenvectors, and such categorizations are useful in determining how different vibrational modes contribute to thermal transport. Non-propagating vibrational modes also exist in other broken symmetry systems such as interfaces[76].

Notwithstanding bulk materials, vibrational modes are known to exist in individual molecules and notably large molecules such as proteins. In proteins, vibrational modes drive conformational changes which alter the biological function of the protein, but identifying which vibrational modes are responsible for such changes remains a challenge[77]. For instance, Go et al.[78] solved the eigenvalue problem to obtain the normal modes of a protein, and the visual results for some modes are shown in Figure 2.
Figure 2 – (a) The protein structure for which a SCLD calculation was performed by Go et al[78]. (b) A high-frequency localized mode, with eigenvectors shown as arrows centered at atom positions. (c) A low-frequency diffusion-like mode, with eigenvectors shown as arrows centered at atom positions. Reprinted from Go et al[78] (authors could not be reached to request permission).

More recently, statistical similarity analyses[79] have also been performed to compare the eigenvectors of protein vibrational modes to the known displacement field of the conformational change, as a means of identifying which vibrational modes contribute to the conformational change. Despite these efforts, the study of thermal transport in biomolecules such as proteins remains largely unexplored by the phonon transport community, although showing how the modes which drive conformational changes in proteins obtain their energy via thermal transport would provide more insight into the nature of conformational changes.

To study the behavior of vibrational modes in a MD simulation, one may use the Fourier series representation of normal mode coordinates in terms of atomic displacements and eigenvectors, given by

\[ X_n = \sum_i \sqrt{m_i} e_i \cdot u_i \]  

(4)
where $X_n$ is the mode amplitude of mode $n$. Similarly, for mode velocities, one obtains

$$
\dot{X}_n = \sum_i \sqrt{m_i} e_i \cdot v_i
$$

Equations 4 and 5 may be calculated during a MD simulation to observe the dynamics of vibrational modes. The inverse transformations also yield

$$
\mathbf{u}_i = \frac{1}{\sqrt{m_i}} \sum_n X_n e_i
$$

and

$$
\mathbf{v}_i = \frac{1}{\sqrt{m_i}} \sum_n \dot{X}_n e_i
$$

for the atomic displacements and velocities in terms of normal mode coordinates; these expressions may be substituted into other dynamical quantities such as the heat flux which depend on their values, thus allowing one to study mode contributions to quantities like heat flow. Performing such analyses accurately, however, depends on the accuracy of the IAP.

### 2.4. Interatomic Potentials

Since individual mode properties and anharmonic interactions between modes depend on the IFCs described in the TEP of Equation 1, it is of interest to use potentials that accurately model these IFCs. Obtaining the IFCs by fitting the TEP to DFT has been known to result in a TEP that accurately predicts forces,[80] harmonic properties such as mode frequencies,[81] and anharmonic properties arising from mode-mode interactions.[82] Thus, the TEP functional form is the IAP that in principle best suited for studying phonons in classical MD. However, there is an important problem that arises when attempting to use the TEP to run a MD simulation, namely stability.
Here, in using the term “stability”, what is meant is the ability for the energy in a MD simulation to be conserved, and for the dynamics to give rise to stable vibrations of the atoms around their equilibrium sites when simulating at a temperature below the material’s melting/sublimation/decomposition temperature. When IAPs such as the TEP exhibit instability, it is often the case that the energy is not properly conserved in a microcanonical ensemble, and the temperature quickly rises causing the atoms to deviate far from their equilibrium sites, often flying apart in space – effectively turning into a gas. For example, Murakami *et al.* showed that the anharmonic TEP yields accurate TC in MD simulations, but also noted that dynamical instability of the TEP prohibited simulations at high temperatures.[83] This issue of instability when using the TEP to perform MD simulations has been noted in several reports in the literature.[81,83,84] Although it is not clear why this stability problem arises, many suspect that the lack of higher order anharmonic terms may be a cause, so researchers have attempted to improve stability and better model anharmonicity by incorporating higher order force constants. A number of methods have been proposed to circumvent the immense computational cost of obtaining ever higher orders of anharmonicity, including the use of compressed sensing methods[85] and regularized least squares[86]. Instead of using anharmonic IFCs, Rohskopf *et al.* recently used a translationally invariant version of the harmonic TEP to exactly model harmonic forces and phonon dispersion, while a separate potential models the anharmonic force components[87]; this potential exactly predicts phonon dispersion curves but suffers from the lack of transferability to different structures due to the fact that the IFC2s are defined for a particular structure. More transferrable than the TEP, however, are traditional IAPs which include so-called “empirical potentials” that describe the system geometry in terms of interatomic distances, angles, or dihedrals, with adjustable parameters to help the potential accurately model interatomic forces. Since the transferability and
ease-of-use of empirical potentials makes them popular and easy to use, a discussion of their accuracy in describing phonon transport is warranted.

There have been several surveys on the predictive capacity of different empirical potentials, mainly concerning silicon as a model system.[88–90] Abs da Cruz et al. examined the broader accuracy of different potentials relative to dispersion and thermal expansion for bulk and silicon nanowires, concluding that a later parametrization of the Tersoff potential had the best performance for isotopically pure silicon, and that an earlier parameterization of Tersoff and 1NN MEAM should be avoided.[88] However, Howell et al. highlighted that both the Stillinger-Weber potential or the Tersoff potential overestimate the thermal conductivity relative to experiment, and have somewhat different temperature dependences; they also differ with respect to each other, with the Tersoff potential predicting twice the thermal expansion compared to Stillinger-Weber.[89] Other surveys have explored the accuracy of different interatomic potentials for 2D materials like graphene[91,92] and MoS2[93]. Zou et al. determined that a 2010 parameterization of Tersoff, optimized to phonon dispersion, significantly outperformed all other classical potentials, demonstrating the value of using potentials meant to optimize thermal properties.[91]

Due to their convenience and computational speed, empirical potentials have remained popular in literature despite their issues with accuracy in describing phonons. Most strikingly, however, is the inability of empirical potentials to capture phonon dispersion in crystalline materials. To realize this downside of empirical potentials, consider the phonon dispersion for crystalline silicon calculated using different cutoffs of a harmonic TEP, with force constants obtained from DFT. This is shown in Figure 3.
Figure 3. Convergence of the phonon dispersion for crystalline silicon as the cutoff of force constant interactions are increased from 1\textsuperscript{st} nearest neighbors (NN) to 9\textsuperscript{th} NN, calculated with DFT force constants. This shows the importance of cutoff in the interatomic potential for converging the phonon dispersion, as seen with the 9\textsuperscript{th} NN results converging to experimental values from literature[45].

From Figure 3, it is apparent that the phonon dispersion for crystalline silicon is not correct unless interatomic interactions extend out to 8\textsuperscript{th} nearest neighbors, although typical empirical potentials such as Tersoff or MEAM only include 1\textsuperscript{st} or 2\textsuperscript{nd} neighbors. To alleviate this issue, Rohskopf \textit{et al.} attempted exhaustive genetic algorithm fits of empirical potentials with added long-range radial terms such as Coulomb or van der Waals, but the phonon dispersion could still not be exactly matched. Similar procedure was also followed for developing a phonon-optimized potential for aluminum metal[94] using a functional form that used 2 and 3-body terms, which
although did not reproduce phonon dispersion relations accurately, predicted DFT-BTE evaluated phonon TC and aluminum oxide\[95\] using a bond-order based functional form which reproduced phonon dispersion relations with minor errors. Rohskopf et al.\[87\] later showed that radial potentials simply lack the geometrical flexibility to describe IFCs in all three Cartesian directions, so a long-range non-radial potential is required for this purpose. The more recently popular machine learned interatomic potentials (MLIPs) incorporate long-range non-radial interactions through their non-radial descriptors\[96\], such as the Gaussian approximation potential (GAP) which extends out to 5\(^{th}\) neighbors for silicon\[97\]; these long-range non-radial interactions in MLIPs are attractive for describing phonons since Rohskopf et al.\[87\] showed that such interactions are crucial to exactly describe phonon dispersion curves, thus warranting further attention to MLIPs for describing phonons.

MLIPs, especially Gaussian approximation potential (GAP) and neural network potentials (NNP),\[98\] have been successful in modelling thermal transport. Zhang and Sun used a GAP to study the thermal conductivity of silicene, matching well corresponding DFT-BTE results \[99\]. Another study used GAP to study the TC of crystalline and amorphous Si and obtained reasonable agreement with experiment.\[100\] Their potential was trained by obtaining stochastically sampled snapshots by perturbing the dynamical matrix, an efficient way of generating fitting data. Gu and Zhao developed a SNAP potential to model the thermal conductivity of MoS\(_{2(1-x)}\)Se\(_x\) 2D alloys.\[101\] Babaei et al. developed a GAP potential to study crystalline Si with vacancies, appreciably outperforming empirical potentials like Stillinger-Weber and Tersoff.\[102\] Li et al. used a NNP to model the TC in three different phases of Si, namely crystalline, amorphous and liquid Si \[103\]. One study from Korotaev et al. trained a moment tensor potential to investigate a complex material, the skutterudite CoSb\(_3\), matching \textit{ab initio} and experimental phonon dispersion
and thermal conductivity well [104]. Sosso et al. used neural network potentials to study the thermal transport behavior of the amorphous phase of GeTe, a technologically relevant phase change material.[105] Similarly, Campi et al. used a similar NNP to investigate the TIC of a crystalline/amorphous GeTe boundary.[106]

The lack of accurate interatomic potentials is the main bottleneck in studying phonon transport via classical MD, thus motivating current research in the creation of accurate potentials; MLIPs are a promising step forward. If one has an accurate representation of the potential energy surface, one can accurately simulate the dynamics of atoms. This allows for an accurate sampling of phase space, which in turn can be used with further statistical mechanical theories such as Green-Kubo to extract bulk thermal properties in terms of the underlying dynamical components; an accurate interatomic potential is therefore paramount to accurately calculating properties like TC in an MD simulation, since thermal transport depends on the dynamics.

3. Thermal Conductivity

3.1. Different MD methods to calculate Thermal Conductivity

Dynamical quantities relating to thermal transport, such as the heat flux of Equation 10. or the system temperature as an average of atomic kinetic energies, are readily calculated on the fly in MD simulations, and extracting thermal properties from this microscopic information is the main motivation of using classical MD for phonon transport. One such property that may be extracted is the TC of a material. Three main approaches for calculating TC in MD simulations are being widely used: Equilibrium MD (EMD), Non-equilibrium MD (NEMD), and Approach to Equilibrium MD (AEMD). In EMD, Green-Kubo (GK) relations, which are based on the fluctuation-dissipation theorem can be used to calculate the TC from the fluctuations of the heat flux.
current correlation function during an equilibrium simulation, in the microcanonical \((NVE)\) ensemble. In the NEMD, TC can be computed directly from the response of the system to a perturbation, which can be a temperature gradient resulting in a heat flux[107] or in the reverse form, a constant heat flux resulting in a temperature profile[108]. In AEMD method, TC is computed from the time response of the system to a perturbation, which is usually in the form of a square or sinusoidal temperature profile.[109,110] In the succeeding sections, we summarize the theoretical formulation of these three approaches.

### 3.1.1 Equilibrium Molecular Dynamics

Since the time average of instantaneously calculated properties corresponds to the real macroscopic observable (a numerical experiment can be thought of a sample of a small time), observable properties can therefore be calculated by time averaging the instantaneous MD properties. Statistical mechanical theories, however, relate \textit{ensemble averages} to observable properties. The application of such statistical mechanical theories therefore requires that the time average of a property in MD be equal to the ensemble average, which is true if the system is ergodic. Most systems studied in MD are ergodic, but care should be taken that this is not always the case as in some glasses, metastable phases, or highly harmonic systems.[111] Given an ergodic system, one can apply statistical mechanical theories such as the GK formula to calculate transport coefficients in using time averages in MD simulations, which correspond to ensemble averages in statistical mechanics. For TC, the GK formula takes the form:

\[
\kappa^{\alpha\beta} = \frac{V}{k_BT^2} \int_0^\infty \left\langle Q^\alpha(t + t') Q^\beta(t) \right\rangle dt'
\]  

(8)
where $\kappa^{\alpha\beta}$ is the TC tensor and $Q^\alpha$ is the heat flux vector component in the $\alpha$ Cartesian direction. The quantity $\langle Q^\alpha(t+t')Q^\beta(t) \rangle$ is the heat flux autocorrelation function at time $t$, which describes correlations between equilibrium fluctuations in the heat flux.

For the application of Equation 8 in an MD simulation, one must calculate the heat flux as a function of time. Recent derivations\[112\] of the atomistic heat flux vector $\mathbf{Q}$ in terms of the dynamics of ions begin with the expression

$$
\mathbf{Q} = \frac{d}{dt} \sum_i \mathbf{r}_i E_i
$$

(9)

where the sum is over all atoms $i$ with position vector $\mathbf{r}_i$ and energy $E_i$, but the authors are unaware of a rigorous basis for such an expression. These modern derivations agree, however, with Hardy’s result for the atomistic heat flux derived rigorously from quantum mechanical arguments:

$$
\mathbf{Q} = \frac{1}{V} \sum_i \left[ E_i \mathbf{v}_i + \sum_{j \neq i} \left( \frac{\partial U_j}{\partial \mathbf{r}_{ij}} \cdot \mathbf{v}_i \right) \mathbf{r}_{ij} \right]
$$

(10)

where $V$ is the system volume, $U_j$ is the potential energy of atom $U_j$, and $\mathbf{v}_i$ are the atomic velocities. Equation 10, has many similar forms, especially those which replace the virial term with an atomic stress tensor for two-body interactions, as used by the popular MD code LAMMPS; Boone et al. recently showed that this atomic stress approximation of the heat flux is incorrect for many-body potentials, although it is appropriate for 2-body potentials[113]. To avoid this issue while still retaining the convenient use of the stress tensor in calculating heat flux, Surblys et al. used a more general stress tensor appropriate for many-body interactions in evaluating the heat flux.[114] This recent controversy surrounding the peculiarities of Equation 10 applied to many-body potentials[113] stemmed from the popular assumption that $\mathbf{F}_{ij} = \frac{\partial U_j}{\partial \mathbf{r}_{ij}}$, which may not be true.
for potential containing more than 2-body interactions, although it is true for potentials like Tersoff, which have definable $F_i$ terms as sums over 3-body terms.[115] Such attention is warranted, as it has been shown that TC calculations are sensitive to the form of heat flux used,[116] and may result in drastically miscalculating thermal conductivity if the 2-body heat flux expression is used with many-body potentials[115].

Regardless of the heat flux formalism used, the instantaneous heat flux is readily calculated on the fly during MD simulations, and its time averaged behavior is related to thermal conductivity (TC) via the GK formula of Equation 8. Equation 8 is therefore used to calculate phonon TC in EMD simulations, where the system is first thermodynamically equilibrated at a temperature and pressure, and no energy or temperature gradients exist except for equilibrium fluctuations. The time average of Equation 8 is equivalent to an ensemble average for an ergodic system, so Gordiz and Henry recently showed that simulation time can be decreased by taking many ensemble averages of shorter simulations instead.[117] The EMD method is, however, not without its difficulties; at long times, the signal-to-noise ratio can be unfavorable for time-correlation functions.[31] It can therefore be difficult to converge the autocorrelation function with time.

3.1.2 Nonequilibrium Molecular Dynamics

If one chooses not to equilibrate the system, a nonequilibrium state can be maintained by introducing variables that control system temperature, pressure, energy, heat flux, etc. Using such thermostats, barostats, ergostats, etc. at system boundaries to maintain a nonequilibrium constitutes NEMD, and the nonequilibrium states are often held in a steady-state situation for simplicity. Some examples of nonequilibrium steady states include Couette flow[118] with two different velocity boundary conditions resulting in a linear velocity profile, or a slab with two different constant
temperature boundary conditions, which yields a linear temperature profile[108]. These boundary conditions in MD simulations are enforced using thermostats or artificial kinetic energy swapping which control atomic velocities in desired regions. For these conditions to result in a nonequilibrium steady state, however, the time-averaged values of local dynamical quantities such as velocity and temperature must vary along the system.[119] It is from these gradients in instantaneous dynamical quantities, such as velocity and temperature, that transport properties like viscosity or TC may be obtained.

To make use of nonequilibrium in a simulation for thermal transport, one may set up an analogy to macroscopic experiments where a temperature gradient is imposed on the system of atoms, and then calculate the time averaged heat flux through the system, from which the TC is obtained via Fourier’s law. One would find that this is difficult, however, because the instantaneous heat flux of Equation 10 experiences large fluctuations and therefore has a slowly converging average. Furthermore, large temperature gradients are required to distinguish heat flow from the noise of these fluctuations. To overcome these issues, Muller-Plathe devised a method, often called “reverse” NEMD (RNEMD), that makes use of the reverse analysis; impose a known heat flux (i.e., a known difference between energies at hot and cold reservoirs) on the system and measure the resulting temperature gradient.[108] The advantage of the Muller-Plathe method is that the highly fluctuating and slowly converging heat flux is known a priori, and thus need not be calculated during a simulation, although the temperature and its gradient must also be calculated as averages. From the ensemble average of the temperature gradient, and the difference in kinetic energy between the hot and cold reservoir, the TC is readily calculated.[108] The geometry and boundary conditions of a NEMD simulation are of importance, and most researchers simply use the scheme in Muller-Plathe’s original paper[108], where a slab of material has a hot reservoir in
the center and two cold reservoirs at ¼ and ¾ of the length of the slab. Such a configuration results in the steady-state temperature profile of Figure 4 (a), and allows continuous temperature distributions at the periodic boundary conditions.

**Figure 4.** (a) Steady-state temperature profile of a NEMD simulation using the energy distribution scheme in Muller-Plathe’s original paper[108], where two cold reservoirs are at ¼ and ¾ the box length, and a hot reservoir is located at the middle. (b) Time-dependent temperature profile in the AEMD method, showing the evolution of the temperature profile from the start of the simulation (light grey) until equilibrium is reached (black line).

One subtlety of the RNEMD is that the kinetic energy from the cold reservoir is artificially transferred to the hot reservoir to conserve total energy, and this exchange of velocities may disturb the stability of numerical integration of the equations of motion, resulting in a drift in total energy. Care must therefore be taken to use smaller timesteps than usual to ensure numerical stability.[120] Extensions of the RNEMD method by Kuang and Gezelter have also sought to fix this issue via “velocity scaling and shearing” on all molecules in the system.[121]

The NEMD method of Jund *et al.*, on the other hand, uses thermostats to control the temperature of the two reservoirs, instead of artificially swapping velocities between the two
This method, often called “direct” NEMD, has been shown to give slightly different temperature profiles than RNEMD, although both are within the range of experimental measurements for simple systems like single layer graphene. In the case of graphene, both methods resulted in identical results, although the direct method of Jund et al. may be more convenient due to avoid numerical stability issues with swapping kinetic energy between atoms. Direct method has been used extensively, with various studies such as correctly simulating the high TC of carbon nanotubes, providing insight into the nature of low TC of layered WeS₂ crystals, and showing equivalence to calculations performed via EMD for various material structures. In addition to its wide applicability, NEMD improves the signal-to-noise ratio in a measured response by inducing a much larger-than-equilibrium response artificially and measuring the steady state response to such a perturbation, compared to EMD. While EMD and NEMD are perhaps the most widely known and available to researchers, a third method has recently emerged with notable benefits; that is the “approach-to-equilibrium” MD (AEMD) method developed by Lampin et al.

3.1.3 Approach-to-Equilibrium Molecular Dynamics

In AEMD, the system is initially driven out-of-equilibrium by declaring part of the system heated to a different temperature than the rest. The system is then allowed to relax, i.e. approach equilibrium, and the time evolution of the temperature difference between the two parts is monitored, resulting in the time-dependent temperature profile of Figure 4(b). Specifically, both sides of a material are heated to different temperatures, and their time to approach equilibrium is fitted to a bi-exponential curve as described by Lampin et al. This time to approach
equilibrium is then input to an analytical model derived by from the heat conduction equation, from which TC is readily obtained.

This method offers three notable advantages: (1) The time to reach equilibrium is on the order of 0.1–1000 ps depending on the material and size, thus greatly reducing computational cost of computing an autocorrelation function in EMD, or establishing a steady state current in NEMD, (2) The absolute energy flux of Equation 10 need not be known, thereby reducing the need to deal with a numerically noisy quantity, and (3) The calculation of the average temperature over extended portions of the system corresponds to more realistic temperature measurements, as opposed to local (< 1 nm) definitions of temperature. The latter of these advantages is most notable, since this peculiarity of AEMD allows clear correspondence between simulation and experiment, and indeed the AEMD method was inspired by the experimental set up of the laser-flash method[126] to measure macroscopic thermal diffusivity[109]. Furthermore, the reduced computational requirements allow the study of large systems, which may contain realistic structural features such as grain boundaries that can be incorporated in the MD simulation; Melis et al recently took advantage of this aspect of AEMD to compute TC of nanocrystalline and amorphous silicon, yielding excellent agreement with experiment.[127]

In addition to the various techniques and methods to set up or analyze EMD, NEMD, or AEMD to calculate the total or bulk TC, it is also important to compute the modal contributions to TC. The next discussion discusses the computational aspects of modal analysis of TC.

3.2. Modal Analysis for TC

The equilibrium and nonequilibrium methods discussed in Sections 3.1.1 and 3.1.2 to estimate thermal conductivity rely on expressions like the atomistic heat flux of Equation 10 or the atomistic
temperature defined as an average of all atomic kinetic energies, which are useful for extracting the overall behavior of heat conduction or bulk TC. In terms of insights into phonon contributions to heat transfer, however, expressions like the atomistic heat flux or temperature, depend only on atomic dynamical variables (displacements, energies, velocities, etc.), and therefore do not provide direct insight into normal mode contributions. This is the topic of more current research, where atomistic quantities like temperature[128] or heat flux[129] are decomposed into contributions from individual modes at any instantaneous time in a simulation. Furthermore, the use of MD simulations to sample phase space allows one to extract anharmonic phonon quantities such as relaxation time.[130] Overall, most MD-based approaches to study phonon transport fall into two main categories: (1) approaches that extract the phonon relaxation times from anharmonic MD simulations and utilize the BTE formulations to calculate the phonon contributions to TC, and (2) approaches that determine the spectral or modal contributions to heat flux in the system and then use the EMD or NEMD formulation of TC to extract the spectral or modal contributions to TC.

3.2.1 Modal Analysis Based on Relaxation Time Calculations: Normal Mode Analysis

Normal mode analysis (NMA) involves analyzing the behavior of normal modes that ultimately lead to transport properties. One way of doing this involves observing the time correlation of individual mode amplitudes, which provides insight into how that mode decays due to anharmonicity in the interatomic potential. First, one must obtain the normal modes of the system using the descriptions in section 2.3. Once the modes are identified, their amplitudes and velocities during a MD simulation are obtained using Equations 4 and 5, respectively. It is important to note here that these equations are gamma point ($\mathbf{k} = 0$) relations, which can be applied to any structure regardless of symmetry, although one may also utilize the symmetry of
crystals to deal with modes other than just the gamma point \((k \neq 0)\); doing so leads to an expression for the amplitude/coordinate of mode \(n\) as a plane-wave modulated version of Equation 4,

\[
X(k,n) = \frac{1}{\sqrt{N}} \sum_{jl} \sqrt{m_j} \exp[-i\mathbf{k} \cdot \mathbf{r}(jl)] e(j,k,n) u(jl)
\]

(11)

Where \(N\) is the number of primitive cells in the periodic crystalline structure (e.g. for an SCLD calculation, we treat the entire supercell as a single primitive cell so that \(N=1\)), and the combination of indices \(jl\) denotes the basis atom \(j\) of primitive cell \(l\).

During an MD simulation, the mode amplitudes of Equation 4 (or Equation 11 if one desires to incorporate crystalline symmetry and \(k \neq 0\) modes) may be analyzed to study contributions to thermal transport; the oldest of such methods is referred to as “time-domain normal mode analysis” (TDNMA) [129,131–136] and involves estimating the relaxation time from MD simulations, which are then input to kinetic models of TC. Ladd et al. first applied a TDNMA method by noting that the amplitude of a normal mode decays according to terms related to its anharmonic interactions with other modes. In the context of EMD, this leads to an expression for the phonon relaxation time \(\tau(k,n)\) of a mode as the autocorrelation of that mode’s deviation \(\delta X\) from its mean amplitude[131]

\[
\tau(k,n) = \frac{\int \langle \delta X(k,n,t+t') \cdot \delta X(k,n,t) \rangle dt'}{\langle \delta X(k,n,t)^2 \rangle}
\]

(12)

Where \(X(k,n,t)\) is the coordinate/amplitude of mode branch \(n\) with wave-vector \(k\) at time \(t\), given during a MD simulation by Equation 4. The idea here is that once one knows \(\tau(k,n)\), then this mode’s contribution to TC is readily obtained via the phonon gas model of TC. Similarly, spectral energy density (SED) techniques involve projecting atomic displacements and velocities
onto the normal modes, which are then input to a spectral energy density parameter; this parameter then fit to a Lorentzian function to get the half-width at half-maximum $\Gamma$, from which $\tau \propto \Gamma^{-1}$. Similar to the TDNMA method, the utility of the SED method is obtaining mode relaxation times, which can then be used to study contributions to the kinetic model of TC. The relaxation times provided by TDNMA and SED methods have been used in literature for studying phonon transport in mostly crystalline materials, such as solid argon,[132] silica,[141] silicon,[129] and carbon nanotubes.[138] By calculating the structure factors of the disordered modes from a supercell gamma point lattice dynamics calculation, Larkin and McGaughey[142] could obtain an effective dispersion curve and hence the group velocities belonging to the propagating modes of vibration in amorphous solids. This then allowed them to extend the SED approach to study phonon transport in amorphous silica and amorphous silicon.[142] Although the effective dispersion technique has been utilized in other experimental [143–146] and numerical [134,147–150] studies as well, it can only capture the effect of propagating modes under the SED framework. Therefore, having access to a modal analysis approach that is independent of the definition of group velocity particularly when dealing with broken-symmetry systems allows for determining the contribution by all classes of vibrational modes to the transfer of heat in the system. The group velocity-independent modal analysis approaches function by directly decomposing the heat flux in the system and are explained in the following subsection.

3.2.2 Modal analysis based on direct decomposition of heat current

Two modal analysis methods have been proposed by Zhou et al.,[151,152] both of which are based on NEMD implementation. In their first method,[151] called time domain direct decomposition (TDDD) method, the modal contributions to thermal conductivity is obtained by
directly replacing the modal contributions to velocity, total energy and second-order stress tensor of each atom into the definition of heat flux in Equation 10. In the second formalism proposed by Zhou et al.,[152] called frequency domain direct decomposition (FDDD) method, the authors calculate the spectral contributions to the exchanged heat flow between two atoms in the system and replace them in the definition of heat flow for TC, which results in the spectral contributions to TC. The authors’ approach to find the spectral contributions to is based on a previous study by Chalopin and Volz[153] where such a methodology was developed to determine the spectral contributions to the interfacial heat flow, which will be more talked about in Section 4.4. The applicability of TDDD method to all families of solids seems to be limited since the approach is based on well-defined wave-vectors, which only exist in crystalline solids. On the other hand, the FDDD method can technically be applied to all families of materials, however by being based on spectral decomposition, as the authors themselves point out,[152] the formalism cannot determine the contributions by individual modes of vibration to the thermal conductivity and all the contributions coming from similar frequency vibrations are lumped together.[151]

GKMA is another modal analysis approach proposed by Lv and Henry[154] that utilizes modes of vibration obtained via SCLD. Knowing the eigenvectors from a SCLD calculation allows one to extract modal velocities during a MD simulation via Equation 5, from which modal contributions to atomic velocities can be obtained using Equation 7. As proposed by Lv and Henry,[154] by directly replacing the atomic velocities in the heat flux of Equation 10 by their modal contributions, the modal contributions to heat flux \( \mathbf{Q}_n \) are obtained,

\[
\mathbf{Q} = \sum_{n=1}^{N} \mathbf{Q}_n = \sum_{n=1}^{N} \frac{1}{N} \sum_{i} \left[ E_i \mathbf{v}_i (n) + \sum_{j \neq i} \left( \frac{\partial U}{\partial \mathbf{r}_{ij}} \right) \mathbf{v}_i (n) \mathbf{r}_{ij} \right]
\]  

(13)
where $v_i(n)$ is the contribution of mode $n$ to the velocity of atom $i$. Substituting this expression into the GK formula of Equation 8, therefore, also decomposes TC into mode contributions, and constitutes the GKMA method.[154]

It should be noted that there are many ways to go about decomposing the heat current, but only decomposing based on velocity can be implemented in general. One could modally decompose the force, but this leads to issues with periodic images, since one cannot distinguish the difference between contributions from atoms within the super-cell vs. the same atoms in periodic images of the super-cell.[73] Others have tried decomposing the displacements, e.g. Sun and Allen have used a power series of the relative displacements to decompose heat current.[155] Decomposing the displacement term in the heat flux is problematic if one simply considers the initial configuration of an MD simulation, which often has zero displacements, but nonzero heat flux due to finite velocities.[73] Decomposing the displacements, however, cannot resolve the distinct mode contributions in this unique scenario, so it is not correct in general. In conclusion, the decomposition based on velocity is both rigorous and correct. For this reason, the GKMA method is only based on the velocity decomposition approach to modally analyze the Hardy’s heat flux expression. By finding the modal contributions to TC under the correlation picture, GKMA can explain several previously unexplained experimental results compared to phonon gas model methods. For example, the study of Seyf et al. showed that the virtual crystal approximation for alloys cannot match experimental TC values for InGaAs alloys.[74] Another example showed, a quantum correction may be made to individual modes which then helps explain low temperature TC behavior in amorphous materials.[156]

While time domain methods such as TDNMA, TDDD and FDDD have been applied to NEMD[151] simulations, general modal analysis of modes determined by SCLD for disordered
systems has yet to be applied to NEMD. Although one could easily obtain mode contributions to the system temperature by substituting mode contributions to atomic velocities (Equation 7) into the atomistic definition of temperature as an average of all atom kinetic energies. From mode contributions to temperature, one could easily study mode contributions to TC via the NEMD approach. This would be particularly useful for the study of interfaces, which is the topic of Section 4.4. Aside from interfaces, however, there are other ways to break crystalline symmetry in a material such as defects, alloying, doping, etc. These changes to a crystalline structure influence thermal transport property, and such effects may be studied using MD, which is the topic of the next section.

3.3. Effects of system parameters on TC

In this section, we survey how MD simulations have been utilized by various researchers to gain insights on how various intrinsic and extrinsic physicochemical parameters (system size, structural and compositional disorder, and isotopes) affect TC of phonon-dominated materials.

3.3.1. Size effects

For many nanoscale device applications, reducing the system dimensions to a few nm is important. While system sizes do not usually impact the specific heat and group velocities above cryogenic temperatures, the MFPs of phonons are significantly affected by system sizes due to increased phonon-boundary scattering events.[1,2] Although experiments have shown that systems smaller than a few micrometers (µm) often exhibit size effects,[157] in MD simulations, however, accessing µm-scale systems is difficult and usually system sizes of a few nm are used. Consequently, MD simulations often seem to underpredict TC, primarily because calculated TC is
a function of number of atoms in the MD cell, converging in the infinite limit to the bulk value. This numerical artifact is called ‘finite system-size effects’ which should not be confused with the physical phenomena of size-effects on TC.[141,158–162] Both EMD and NEMD are affected by finite-size effects. Schelling et al.[160] assessed the effects of finite simulation cell size on TC computation and found that TC was dependent on the simulation cell size if there are insufficient phonon modes to accurately reproduce the phonon-phonon scattering in the associated bulk material, because the Brillouin-zone (BZ) resolution is too coarse. This effect can, however, be alleviated by increasing the simulation cell size until the TC reaches a ‘size-independent’ value.[162–164] Other authors have attributed finite-size effects to “memory” effects.[165,166] In this explanation, due to the PBC’s, a phonon may pass the same point in space several times without scattering. Since the system may retain some dynamical information during the passage of the phonon, artificial correlations may exist in the autocorrelation function. In this case, the correlation function may contain artificial components.[158]

In NEMD, finite system-size effects are found to be more severe due to an additional mechanism - phonon scattering or perturbation at the sample/reservoir boundaries.[160,162] This effect is pronounced when the system size is smaller than the bulk phonon MFP. For instance, Chantrenne et al. observed higher size effect for PBC than for free BC’s which they attributed to numerical errors from a phonon mode re-entering the simulation box and undergoing more scattering.[165] But in combination with wave vector analysis, they show that, qualitatively, the size dependence of TC is due to the discretization of the wave vectors for small systems and the influence of the phonon scattering at the boundary surfaces. Subsequently, finite-size effects usually affect long phonon-wavelength systems more than short wavelength systems.
Figure 5. TC calculated using NEMD and EMD methods for (a) Si using Stillinger-Weber potential and (b) Argon using Lennard-Jones potential (reprinted from Sellan et al.[162], copyright 2010, with permission from the American Physical Society).

Sellan et al. recommend protocols to evaluate TC reliably and accurately using MD.[162] If system sizes are smaller than the largest bulk mean-free paths that dominate the TC are considered, a linear relationship between $1/k$ and $1/L$ may be incorrectly inferred and the TC can be severely underestimated. They also recommend when to appropriately use GK method and when to use NEMD. They recommend using GK method every time unless a converged HCACF is not obtained in which case, NEMD may be used. If NEMD TC in the infinite length limit does not agree with the experimental TC, then it cannot be used to study size effects. In such a case, a LD-based method needs to be used. Therefore, generally speaking, sufficiently large systems with EMD-GK with PBC in all directions is enough to evaluate bulk TC, whereas for NEMD, an extrapolation method based on $1/k$ v/s $1/L$ relation may need to be adopted.[165,167,168] Figure
5 (a) and (b) shows \( I/k \) v/s \( 1/L \) applied for Si and Ar systems respectively by Sellan et al.[162] Following these protocols, MD simulations have been used to evaluate TC of size-affected systems such as thin films,[169–173] nanowires,[165,174,175] nanoribbons[164,176–178], and superlattices.[179–182]

Size effects on the TC of semiconductors have been widely studied using EMD and NEMD simulations.[129,165,175] One of the earliest studies involves elucidating spectral contributions to TC of Si by Henry and Chen[129] who used EMD-GK in combination with LD to calculate TC as a function of MFP and frequency. Essentially, each eigen state was assigned an MFP and their contribution to TC was calculated, which gives the actual effect of size on TC in terms of the MFP of phonons. Likewise, Wang et al. studied the dependence of diameter on TC of GaN nanowires in longitudinal and transverse directions using NEMD.[175] They observed reduced TC for smaller diameters and attributed it to: (i) the change of phonon spectrum in one dimensional structures, which modifies the phonon group velocity and the scattering mechanisms, and (ii) the boundary inelastic scattering, which increases diffuse reflections on the surfaces. As the diameter of nanowires increases, so does the TC, mainly because the boundary scattering rate decreases. The significant reduction of TC was attributed to the high surface to volume ratios of the nanowires. Specifically, the relatively large fractions of surface atoms enhance surface scattering of phonons and decrease the phonon MFP, resulting in lower TC that is proportional to the MFP. Similar observations were also observed by Chantrenne et al.[165]

With growing interest in graphene for various thermal management applications, graphene nanoribbons and sheets have been considered for various MD studies.[120,176,178,183–185] Cao et al. used NEMD to predict size effects on TC of GNR and found that the reduction in TC can be attributed to the resonance of out-of-plane modes.[183] Similar observations were also made by
others[176] for a multilayer graphene system, where an increase in number of layers reduced TC due to interlayer van der Waal interactions that constrains the in-plane phonon transport.[185] Xu et al. also make important observations on the divergent TC of graphene, obtained from RNEMD calculations.[120] They attributed the length dependent TC to multiple mechanisms. Firstly, to the ballistic propagation of extremely long-wavelength, low-frequency acoustic phonons. As sample size increases, more low-frequency acoustic phonons were excited which contributed to thermal conduction, resulting in a length-dependent behavior. Secondly, to the selection rules for three-phonon scattering, the phase space of which was found to be strongly restricted by the reduced dimensionality. Upon comparing the phonon populations in MD simulations at equilibrium and non-equilibrium conditions, Xu et al.[120] found that in the latter case, the population of out-of-plane modes is augmented, whereas in-plane modes with polarization in the direction of the heat flux propagation was slightly depopulated.

In addition to graphene, 2D materials like MoS$_2$, [186,187] phosphorene,[173] and carbon allotropes[188] have also been systems of MD investigations. Jiang et al. investigated MoS$_2$ phonons using NEMD and predicted the in-plane TC accurately (~6 W/mK) for both zigzag and armchair configurations.[186] Moreover, in MoS$_2$ nanosheet and nanoribbon, strong size-effects have been observed using NEMD calculations.[187] TC of monolayer MoS$_2$ was computed to be 1.35 W/mK, which is three orders of magnitude lower than that of graphene while the MFP is 5.2 nm, which is two orders of magnitude lower than that of graphene. On the other hand, TC of monolayer MoS$_2$ NRs was found to be insensitive to width and edge-type, indicating that the Umklapp scattering process dominated the thermal transport in MoS$_2$ NRs.[187] For phosphorene systems, Zhang et al. reported the in-plane TC computed using NEMD to show strong dependence on the sample length and mechanical strain, which they credited to the competition between the
boundary scattering and phonon-phonon scattering.[173] On the other hand, EMD and RNEMD studies on carbon allotropes using a modified Tersoff potential have shown that TC does not depend on the sample width for a fixed length of 50 nm but increases monotonically when length is increased from 50 to 1000 nm, indicative of the strong contributions from acoustic phonons with longer wave-length.[188]

Thermal transport in polymers has also been studied with MD. Using EMD-GK simulations Henry et al.[189] delineated the divergent TC behavior of polymers. Their studies show a transition from 1D-3D transition of phonon heat conduction in polyethylene, wherein a single chain’s TC was found to be large but when two chains were allowed to interact, TC decreased by ~40% signifying a sharp 1D-2D transition. Upon allowing 2D structures to interact and form a bulk crystal, TC decreased by another 10% indicating a less sharp 2D-3D transition. They ascribed these observations to the competition between heat conduction contribution and increased phonon-phonon scattering resulting from the addition of new phonon modes. Similar divergent behavior was also observed in NEMD simulations of Wang et al.[190] in 1D polymeric chains.

In summary, EMD, NEMD, and RNEMD simulations have been effectively implemented to qualitatively and quantitatively study phonon transport in size-affected systems yielding valuable insights on the boundary scattering mechanisms. Another physical parameter that can be tuned to control phonon transport is the structural disorder. In the next section, we look at how strong structural disorders, as in the case of amorphous solids and polymers affect TC.

3.3.2. **Strong structural disorder (amorphous solids and polymers)**

As described in section 2.3, for amorphous solids, rather than adopting the traditional PGM physical picture, it is more appropriate to distinguish three vibrational quasiparticles: propagons,
diffusons, and locons. Based on the SCLD calculations on amorphous silicon (a-Si), Allen and Feldman (A-F)[191,192] first observed this different natural categorization of vibrational modes.[191] Propagons are spatially delocalized low frequency modes that extended through the entire system and exhibited periodicity in the eigenvectors, resembling the traditional picture of phonons. They exist at low frequencies below the Ioffe-Regel (IR) crossover as shown in Figure 6. Locons were spatially localized high frequency modes involving only with a small cluster of atoms. Diffusons were in the majority and had random eigenvectors, that lack periodicity.

The focus of MD simulations has been on investigating how strongly structural disorder can reduce TC from the perspective of thermoelectric and insulating materials. Both NMA and GKMA have been used for this purpose to study different materials, which can be broadly classified as

**Figure 6.** Density of vibrational states for a model of amorphous silicon and classification of vibrational modes(reprinted from Ref. [193], copyright 2017, with permission from John Wiley and Sons)
glasses, amorphous semiconductors, and polymers.[142,156,167,194,195] More specifically, MD has been used to gain insights on the contributions from propagons, diffusons, and locons to thermal transport. Larkin and McGaughey used NMA and GK approaches to study the contributions of propagating and non-propagating modes to TC of a-Si and a-SiO$_2$.[142] Their studies show that propagons contribution to a-SiO$_2$ is very low. It was shown that only 6% of modes in a-SiO$_2$ are propagating, whereas 35% in a-Si are propagons. Their calculations also agreed with that of He et al. with respect to propagon contribution.[195] The substantially smaller percentage of propagons in a-SiO$_2$ was attributed to weak bonding between SiO$_4$ tetrahedra in a-SiO$_2$, whereas in a-Si, a network of strong tetrahedral bonds ensured the existence of propagons at higher frequencies. They observed a substantial difference in propagating and non-propagating mode characters owing to bonding behavior (weak tetrahedra in a-SiO$_2$ vs strong in a-Si). Another attempt in elucidating TC of amorphous solids was conducted by Lv and Henry using GKMA.[156,194] For a-SiO$_2$ they found that locons contributed to more than 10% of TC,[156] whereas for a-C, propagons were found to contribute only 13% to TC and the majority was from diffusons.[194] Co-existence of propagons and diffusons have also been observed in MD simulations.[167] In an early work, Oligschleger et al. used EMD-GK and NEMD to study TC of Se and SiO$_2$ glasses and observed the co-existence of propagons and diffusons in the low frequency regime.[167]

Another class of amorphous materials that have been investigated are polymers.[196–201] Polymers consist of long-chain molecules that are entangled when in their amorphous state, are usually melted and molded or cured at moderate temperatures, and used as alternatives for metal-based heat exchangers in automobiles, data-centers, and hand-held electronics.[202] The earliest works on evaluating TC of polymers were reported by Lussetti et al.[197] and Terrao et al.[196]
who used Muller-Plathe NEMD method to evaluate TC of LJ polymer systems. Their studies gave a TC value of 0.15-0.45 W/m-K. Amorphous polymers have thermal conductivities on the order of 0.1 Wm$^{-1}$ K$^{-1}$ and are generally considered as thermal insulators. The general consensus is that the TC is positively correlated with the degree of cross-linking.[198,199,203,204] However, Luo et al.[200] report contrasting observations. They show using NEMD simulations that not only is the TC of a single chain limited by conformational disorder, but even in bulk amorphous structures, structural disorder within collections of chains can limit TC. From a standpoint of modal contributions, Shenogin et al. report that the TC is dominated by very low-frequency propagons while most modes were localized and high frequency, and had negligible contributions. Contrastingly, Hsieh et al. used NEMD simulations to show that diffusons contribute the most to polymer TC.[205]

Shenogin et al. also compared the results of harmonic approximation of Kubo linear response theory of Allen and Feldman and NEMD results for inorganic and polymeric glasses.[201] In general, they found that the TC of a material was almost entirely dictated by low frequency propagating modes, while most high frequency modes (>5 THz) were found to be localized and negligibly contributed to TC. In addition, for a-Si, LJ glass, and bead-spring glass, A-F theory was found to accurately predict TC whereas for a-SiO$_2$ and polystyrene, it underpredicted TC. They observed that for a-Si and LJ-glass, harmonic theory was good enough to predict TC accurately, whereas for a-SiO$_2$, MD results were 30% higher than A-F theory. They attributed it to anharmonic energy transfer between locons or between locons and extendons.

How TC and vibrational properties of individual materials affect the TIC of the interfaces they form has also been studied by several researchers.[206–208] For instance, Giri et al. studied how structural disorder in bulk materials influences the TIC of a-superlattices (SL) using NEMD.[206]
They found that increasing the mass-mismatch in amorphous SLs yields lower TIC, indicating that a mismatch in vibrational spectra is responsible for the thermal resistance. They also found that thermal transport in SL’s were dominated by diffusons for amorphous Si/Ge and Si/heavy-Si SLs.

Combined MD-LD approach has been effective in studying phonon transport of systems with strong structural defects and inspecting under what conditions they converge to the A-F theory predictions. For systems with weak structural defects, however, this taxonomy of vibrational modes is not essential because most modes would follow a propagating nature. In the following section, we examine the role of weak structural defects on phonon transport.

3.3.3. Weak structural defects

All real materials have structural defects that can reduce TC relative to ideal structures. Whereas TC of materials with strong structural disorder is better modeled by the A-F theory, materials with weak structural disorder can be dealt with analytic models that provide a solution to the BTE under various simplifying assumptions. Specifically, the Klemens-Callaway (K-C) model has been widely used to model the effect of structural defects on TC.[209–212] At the core of the model is Callaway’s expression for TC, which adopts the relaxation time approximation (RTA), assumes a Debye spectrum, and separately treats normal and Umklapp processes.[209] The effect of defects is fed into the K-C model through their effect on scattering rates in which, under the RTA, Matthiessen’s rule applies to different scattering mechanisms. The scattering rates of point defects and dislocations are then modeled using simple analytic expression like those derived by K-C based on first-order perturbation theory.[210–212] In the more expensive DFT-BTE approach, defect scattering is incorporated in a rigorous way via a T-matrix formalism, which
goes beyond first order perturbation theory and incorporates both mass and force constant variance.[213] Researchers have adopted this methodology to study point defects in diamond,[214] BAs,[49] InN,[215] and graphene,[216] among other systems. Such a formalism has also been applied to study of edge dislocations in silicon[217] and GaN,[218] though the limited supercell size used in DFT calculations necessitated the use of small dislocation dipole models, and in both studies the BTE was solved with the RTA. These methods used experimentally or computationally derived material properties to parameterize the BTE, or simplified analytic versions of it, which are then solved to obtain TC.

On the other hand, in MD, calculations are typically repeated at different concentrations of point defects and at different temperatures in order to directly assess the concentration and temperature dependency of TC reduction. Point defects in many bulk systems have been investigated in this way using various MD formalisms: Si, [219–221] SiC, [222–224] UO$_2$,[225] PbTe,[139,226] Bi$_2$Te$_3$,[227] In$_4$Se$_3$,[228] and CoSb$_3$,[229] among many others. Likewise, the effects of point defects in many 2D and nanostructure materials have also been investigated in this way, including: carbon nanotubes,[230,231] ideal and nanostructured graphene,[232–236] ideal and nanostructured MoS$_2$,[237,238] silicene,[239] and Si nanowires[240].

MD-based studies of dislocations and their effects of on TC take on a somewhat different character, as they tend to focus on the effect of a single dislocation or dislocation dipole within the simulation cell. One approach is to perform an NEMD simulation with a single well separated dislocation dipole.[241–243] Note that the dislocation dipoles used in these simulations are much farther apart than those used in DFT calculations, ensuring there is no direct dislocation-dislocation interaction. Dislocation density can be varied by varying the size of the periodic system, with larger periodic systems corresponding to lower dislocation densities, albeit simulating an
unrealistic ordered array of dislocations. This approach has been adopted to study edge dislocation in Fe[241], UO$_2$[242] and PbTe[243]. A similar approach was used to study edge and screw dislocation in GaN, but under an EMD framework and using dislocation quadrupoles[244], demonstrating that screw dislocations have a stronger effect on thermal conductivity reduction than edge dislocations. An alternative approach is to study an isolated dislocation within a nanowire geometry, typically using an EMD framework. In this approach, the primary emphasis is on assessing the effects of different types of dislocations and/or the Burgers-vector-dependence of TC reduction. Studies utilizing this strategy include those investigating screw dislocation in PbSe and SiGe nanowires [245], screw dislocations in SiC [246], and screw/edge dislocations in GaN [247].

It is illustrative to consider how the results of MD-based studies compare to the predictions of the K-C model. For example, studies of point defects generally exhibit concentration dependencies consistent with that predicted by K-C models, i.e. a linear or square root dependence below or above a critical concentration.[223,229,248] A closer look at those comparisons will, however, reveal noticeable discrepancies between the specific prediction of the analytic model (sometimes fit to MD data) and the direct MD results. Likewise, Deng et al. compared the accuracy of a K-C model for dislocations in UO$_2$ to direct MD results.[242] While the MD data exhibited the same dislocation and temperature dependence predicted by the K-C model, the analytic model analytic model systemically overpredicted TC.[242] One interesting example to consider is that Liu et al, who used a K-C model to extend the range of validity of their MD-derived data. In this work, MD calculated TC of UO$_2$ were used to fit a K-C model that incorporated an experimentally parameterized phonon-spin scattering term. In this way, the MD data was fit to a model that was
valid at low temperatures, where spin and quantum statistics effect dominate and are unaccounted for in classical MD simulations.[225]

Unsurprisingly, the simple analytic models like that of K-C have limitations that can be overcome using direct MD simulations. Ni et al. demonstrated this by investigating the thermal transport along a screw dislocation in SiC, a limiting case which the K-C model treats as contributing zero phonon scattering. They demonstrated a Burgers-vector dependent reduction in TC that stems from significantly increased anharmonic phonon scattering in the highly distorted core region.[246] Likewise, Yao et al. used MD to explore the range in which K-C model is valid for point defects, and when it begins to break down at higher point defect concentrations and for high frequency modes.[249] Sun et al. highlighted the discrepancy between the smoothly varying dependence of mean free path on assumed by K-C models compared to a much more varied MFPs determined from MD simulations, often deviating significantly from the theoretical prediction in certain frequency ranges.[243] Other studies using EMD of defective silicon showed a significant coupling between phonon-phonon scattering and phonon-defect scattering, resulting in an overestimation in phonon relaxation times when using Matthiessen’s rule.[220]

MD has also been used for investigating more complex point defects and dislocations that require larger simulation cells, including defect complexes,[222] defects at interfaces,[250] dopant-decorated dislocations,[251] and screw dislocations in superlattices spanning a large range of periodicities.[252] In a study performed by Jones et al., the combined effect of vacancies and dislocations in highly defective samples of LiF were modeled using a statistical model fit to MD data.[253] Their study involved sampling different concentrations of vacancies alone, dislocations alone, and vacancies and dislocations together. The EMD-GK predictions of each sample point, along with their respective uncertainty, were then used to fit a Bayesian model that could predict
– with quantifiable uncertainty – the TC of a sample with arbitrary concentrations of vacancies and dislocations. Figure alpha shows the prediction and uncertainty of thermal conductivity at different concentrations of vacancies and dislocations, as predicted by their model.
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**Figure 7.** (a) Prediction of thermal conductivity perpendicular to dislocations as a function of vacancy and dislocation density. (b) Uncertainty in prediction. Square points indicate GK sample locations (reprinted from Jones *et al.* [253], copyright 2018, with permission from the American Physical Society).

Other kinds of structural defects are well beyond what can be investigated using *ab initio* methods and necessitate the use of MD. Such structural defects include pores and voids within a variety of 2D and 3D materials[219,254–260]. Likewise, large-scale structural defects in nanomaterials have been studied, including wrinkles and folds in 2D materials [261–265] and kinks/modulations in 1D material [266–268]. At the largest scale, MD has also been used to directly simulate nanocrystalline samples and predict their TC. Typically, such nanocrystals are instantiated using Voronoi tessellation, and TC is assessed at different grain sizes. Bulk nanocrystals that have been studied in this way include silicon,[269–271] PbTe,[226] alloyed
SiGe,[272] and a diamond-SiC nanocomposite[273]. Similar investigations have been made into 2D materials, primarily graphene,[184,274–277] but also h-BN[278].

While it is useful to directly simulate the effects of structural defects on thermal transport, there is a need to understand and explain such effects. In many MD studies, thus far, such analysis has been provided by simple kinetic theory arguments, looking at vibrational density of states (VDOS), group velocities, and relaxation times or mean free path of phonons. This kind of analysis is comparable to those of studies using the BTE or simpler analytic models, which themselves are based on a kinetic theory of heat transport, although the relevant data is obtained in different ways. In some cases, the VDOS and group velocities are obtained from lattice dynamics calculations using the same potentials used in their simulations.[255,279] More commonly, Fourier transformed velocity autocorrelation function to obtain the VDOS[184,239,246,264] and/or spectral energy density methods to obtain group velocities and relaxation times[139,237,246,254] have been adopted.

For the most part, these kinds of analyses are still rooted in the PGM picture. However, one of the main advantages of MD-based methods is their ability to study thermal transport beyond the assumptions of PGM. For example, the work of Estreicher, Bebek, et al. have challenged the picture of phonons simply scattering off of point defects, and instead identified phonon trapping in localized defect modes as an important mechanism of TC reduction.[280,281] While those studies were performed using ab initio MD, future studies could investigate a similar phenomenon using classical MD, exploring longer time scales, more realistic defect concentrations, and larger structural defects. In fact, it should be noted that some authors have made a connection between TC reduction and localized defect modes, utilizing either a participation ratio analysis.[238,264,282] or in some cases visualizing localized modes[238,266]. In this regard, the
modal analysis developed under the GKMA framework could be a useful tool for understanding the correlation between localized defect modes and heat carrying propagating modes. To date, no such work has been attempted that the authors are aware of.

Broadly speaking, MD-based studies of structural defects take different approaches, the most straightforward of which provide direct quantitative predictions and analysis of how defects affect thermal transport in materials, as described above. However, MD-based studies are also well-suited for exploratory investigations that can provide insights into more complex defect related phenomena, helping to clarify and tease out possible mechanisms of TC reduction. For example, researchers have investigated how radiation-induced voids can affect TC in nuclear materials.[256–258] In particular, the papers by Lee et al. [257] and Chen et al. [256], who respectively studied He and Xe bubbles in UO₂, demonstrate the value of such exploratory MD studies. Both these works reported unexpected decrease in TC with an increase of pressure within the voids. While in the He case, this was attributed to the diffusion of He into the surrounding void interface, creating a disordered region that enhanced phonon scattering, the Xe atoms were too large to significantly diffuse into the surrounding regions, and hence was found to induce distortions in the void shape, thereby increasing scattering by increased strain.

Some researchers have adopted a survey-like approach when using MD-based method to study structural defects and their effects on thermal transport. Essentially, they scanned across the effects of many different kinds of structural defects, leveraging the computational inexpensiveness of classical MD relative to ab initio methods. This approach has been adopted to study a different kinds of point defects in SiC,[222,224] different interstitials in Si,[279] and ten different kinds of substitutional and intrinsic defects in UO₂[225]. Similarly a 2019 study by de Sousa Oliveira and Neophytou extensively scanned of different pore geometries in nanoporous silicon [255]. Their
work revealed that pore density and surface area were better predictors of TC reduction than porosity and pore size and that the most important geometrical feature was the “line of sight”, i.e. the extent to which direct paths of phonon transport were interrupted by pore boundaries, inducing scattering. Such kinds of studies would be difficult to perform in a purely ab initio context, due to both length scale constraints and the large number of calculations that are necessary when investigating many kinds of defects.

Ultimately, the accuracy and validity of MD-based studies is rooted in the accuracy of the underlying interatomic potential used. Regarding studies of structural defects and thermal transport, a few papers have used more than one potential and compared the results between them. Abs da cruz et al.’s study of nanocrystalline SiGe presented similar TC predictions between a Stillinger-Weber and Tersoff potential for a given nanograin size, though the predicted values were twice as small as the experimentally observed value [272]. In Liu et al.’s study of point defects in UO2, two separate potentials were used, a pairwise Busker potential and a many-body potential developed by Cooper, Rushton, and Grimes; these two potentials predicted similar reductions in TC, though the many-body potential predicted a stronger conductivity reduction for certain point defects [225]. Nevertheless, caution is necessary, as interatomic potentials may not correctly capture certain behaviors, even at a qualitative level. For example, Kuryliuk et al. explored the effects of hydrostatic strain in silicon and observed vastly different behavior with different potentials: out of four different potentials, only the Tersoff potential correctly exhibited the right behavior of increasing TC with compressive strain and decreasing TC with tensile strain[283]. It is expected, nonetheless, that future work will show a wider adoption of potentials that can approximate ab initio accuracy, imbuing classical MD with high fidelity predictive power.
Evidently, classical MD has been extensively used to study the effects of weak structural defects on TC and examine the general applicability of K-C model. In addition to structural, compositional disorder can also affect phonon transport. In the following section, we consider systems with strong compositional disorder such as semiconductor alloys and look at how MD simulations have provided insights to phonon transport behavior.

3.3.4. **Strong compositional disorder (alloys)**

Semiconductor alloys find application in thermoelectric materials, where alloying has been widely employed to reduce the lattice TC to improve the material figure of merit.\[284,285\] Alloying gives rise to local mass and bond strength heterogeneity, both of which have been explored to understand how alloying can be used to reduce TC.\[83,135,286\] The majority of work in this area has looked at the mass-difference phonon scattering, based on Tamura model which describes the mass-difference phonon scattering rate based on perturbation theory.\[287\] The standard approximation in LD calculations is Virtual Crystal Approximation (VCA) where the alloy is replaced with a perfect, single-species crystal with properties (e.g., density and cohesive energy) equivalent to an average composition (e.g., atomic mass and/or bond strength). For predictive modeling, VCA is coupled with phonon scattering from mass disorder and used in first principles approaches. In this sense, dissimilar elements in an alloy lattice are treated as ‘scattering centers’ for the phonon gas, and the expressions used to model this effect can be derived. However, BTE based on VCA has been found to be insufficient in predicting TC accurately. \[74,75\]

On this front, MD simulations have been used to predict TC and also to verify the applicability of VCA and Tamura model.\[74,134,288\] Larkin and McGaughey investigated the utility of VCA for predicting the mode properties and TC of LJ argon and SW silicon alloys by a detailed
comparison of the VC-NMD, VC-ALD, and GK methods (Figure 8(b)-(e)).[134] In general, they found that as the compositional disorder increased, the VCA accuracy decreased. They also observed that the transport in ordered and disordered lattices could be separated into low-frequency dominated and full-spectrum materials. Low-frequency dominated materials tend to have high TC that are significantly higher than the high-scatter limit due to the large group velocities and long lifetimes of low-frequency modes. They also calculated the mass-difference phonon scattering rates for various alloy concentrations and found that the Tamura model fails in the high-frequency regime even with the lowest alloy concentration (5%), which was attributed to the lack of higher-order terms in the mass-difference perturbation. Another work by Shiga et al. examined the effect of mass contrast on alloy phonon scattering in mass-substituted LJ alloy crystals using EMD and NMD for different mass ratios.[288] Their studies suggest that TC prediction may be significantly underestimated if the critical frequency of mass-mismatch scattering is much lower than maximum mode frequency in the system. They also identified a critical phonon frequency, above which the mass-difference scattering rate predicted by the Tamura model deviates from that calculated directly by MD. The critical phonon frequency was also found to decrease as the mass ratio increases or decreases from 1.0, which further reduces the applicable frequency regime of the Tamura model. Studies by Mei and Knezevic on the TC of III-V semiconductor alloys using EMD also questions the VCA.[289] They stated that the larger the mass difference between the elements, the larger the deviation from VCA.
Figure 8. (a) Thermal conductivity of In$_{0.53}$Ga$_{0.47}$As alloy and increasing contributions by diffusons and locons with increase in temperature (reprinted from Seyf et al.[74], copyright 2017, under Creative Commons Attribution 4.0 International License), (b) TC of SW-Si and alloys calculated using GK and VC-ALD methods (c) Lifetimes predicted using VC-ALD and VC-NMD, (d) Mode diffusivities compared with high-scatter limit and IR limit, and (e) Spectral TC, which show TC peaking at low frequency((b)-(e) reprinted from Larkin et al.[134], copyright 2013, with permission from AIP publishing).

Another revisit to VCA approximation was made by Seyf et al. who used GKMA to evaluate TC of InGaAs alloys (Figure8(a)).[74] Not only did they show that VCA fails, but they also provided a different perspective, arguing that alloys tend to behave more like amorphous materials. This is based on the observations that the mode character changes dramatically with composition and a steep drop in TC between 0–2% impurity corresponds with a decrease in propagating plane
wave character. Furthermore, when 15–85% of the lattice sites are occupied by dissimilar atoms, the diffusons were found to dominate TC, whose effects were found to intensify at high temperatures (Figure 7(a)). Several other researchers have also observed mode localization in alloys.[171,290,291] Zhang et al. observed phonon localization in compositionally graded alloys which reflects a large part of the wave packet in Si/Ge alloys and thereby reduces alloy TC.[290] Giri et al. also studied the localization of vibrational modes in Si/Ge alloys using NEMD simulations. They attributed the reduction in TC of superlattice structures, i.e. by comparison to their disordered alloy counterparts, to mode localization around the cutoff frequency of the a-Ge layer.[291]

Effects of alloying and other approaches like nanostructuring and amorphization have been comparatively studied using MD simulations.[292] A consensus has been achieved that structural disorder tends to have higher effect than compositional disorder on TC reduction. For instance, Xiong et al. used EMD-GK to study TC of SiGe alloy-based nanophononic metamaterials to understand the role of phonon resonance in reducing TC.[292] They quantified the role of alloying and resonators on low frequency modal contributions: the combined effect of alloy scattering and resonance contributed to 22-fold decrease of Si TC. In another investigation of TC of Si$_{1-x}$Ge$_x$ alloys using AEMD, it was found that the TC is reduced due to scattering at the grain boundaries rather than by mass differentials.[293] Norouzzadeh et al. also studied the TC of amorphous SiGe alloys using EMD-GK and found that for the amorphous alloy, TC was nearly an order of magnitude lower than the lowest TC of Si$_x$Ge$_{1-x}$ and compositional disorder has much lower effect than structural disorder.[294]
Like materials with weak structural disorder, weak compositional disorder can also affect TC. In the following section, we inspect how MD simulations have been utilized to predict TC of materials with weak intrinsic compositional disorder and the effect of doping.

### 3.3.5. Weak compositional disorder and doping

Intrinsic weak compositional disorder/defects and sometimes doping are both examples of break in symmetry to a periodic crystalline lattice that affect phonon transport in solids. Compositional defects are known to change the normal modes of vibration, and the effect on normal modes have been studied computationally[74] and verified experimentally by the occurrence of peaks in the Raman spectra that depend on mixture composition[295]. This effect on the normal modes, therefore, directly impacts thermal transport. Lyver *et al.* studied this effect in binary crystals by using EMD-GK simulations, and showed that the typical trend of lattice TC scaling inversely with temperature fails when the crystal contains disordered atoms of differing diameters.[296] It was not until the past decade that researchers started investigating the underlying mechanisms of such phenomena in terms of the normal modes. Skye *et al.* showed that thermal transport is greatly decreased due to mass disorder, and that point-defect scattering models based on the Debye spectrum cannot fit experimental results, thus suggesting that high frequency modes are important (and not just the low frequency traveling modes as assumed by the bulk of literature).[297] Schemes for more elaborate studies on disorder and compositional defects, especially in alloys, are highlighted in recent tutorial reviews,[27] which incorporate normal mode analysis to study the effect of normal modes on thermal transport properties.

Regarding the accuracy of MD studies of compositional defects, recent work by Somayajulu *et al.* studied the effect of oxide composition on nuclear energy materials, where they showed the
agreement of EMD-GK TC calculations with experimental results.[298] While such studies exhibit the accuracy of MD for thermal transport in defect/disordered materials, a major advance in computational materials science would be utilizing MD to design or tailor thermal transport properties; indeed, recent work by Dettori et al. used NEMD simulations to show thermal rectification in bulk semiconductors via structural defect engineering.[299] The effects of compositional defects in nanomaterials have also been recently studied using MD simulations, with some authors noting up to a 15% decrease in TC with random defect patterns.[300] Zhang et al. also used NEMD simulations to study the effect of nitrogen doping on bilayer graphene TC, with guidelines for tuning TC for device applications.[301] MD simulations were also used to study the effect of nitrogen doping on the thermal insulation properties of aerogels.[302] Such works in the atomistic design of thermal transport paves the way for rationally reducing lattice TC, thus benefiting energy applications such as heat retainment and thermoelectrics.

The quest for more efficient thermoelectrics is directly benefited by computational studies of the effect of doping on thermal transport, since doping is readily achieved and one of the easiest ways to tune phonon transport properties. Navid et al. showed used MD simulations to study the reduction in TC of nanoribbons with silicon and carbon doping.[303] Wei et al. also used MD simulations to show that Cd impurities can reduce lattice TC in CuInTe₂, thus boosting its thermoelectric performance.[304] Aside from thermal transport calculations, some researchers studied temperature dependent force constants, and thus study the effect of dopants on thermoelectric materials via the phonon density of states.[305] Regardless of the method used, MD simulations are increasingly becoming more of a valuable tool to study the effect of defects and disorder on lattice thermal transport.
Another special case of weak compositional disorder is the presence of isotopes. Although chemically similar to the atoms that constitute the crystal lattice, the major difference lies in the atomic mass of defect atoms. The next section will summarize MD studies on how presence of isotopes affects phonon transport behavior.

3.3.6. Isotopic effects

TC of solids can also be influenced by the presence of isotopes. This effect is only pronounced when other factors such as boundary and anharmonic scattering are not strong.[306] This is usually the case in single crystal, chemically pure high TC compounds at moderate to low temperatures.[307–309] Nevertheless, a study has even shown that Si isotopes affect the TC of amorphous Si with its known low TC.[310] In general, all MD,[177,306,310–314] DFT-BTE,[47,48,315] and experimental[307–309,316,317] studies show that the existence of isotopes in a structure decrease the TC compared to the value of its isotopically pure form. In this regard, the majority of the literature utilizes this opportunity to either decrease the TC by introducing more isotopes to the structure,[177,306,310–314] or increase the TC by synthesizing isotopically pure compounds – both of which are consistent with the intuition based on the PGM.[46,307–309]

Reducing TC is particularly interesting for thermoelectric applications, since isotopes only affect the mass of atoms, which allows for reduction of TC without sacrificing electronic performance.[311] Many MD applications have studied the reduction of TC caused by isotopic effects. In this review, we only focus on the simulations that have explicitly included different mass isotopes in their simulated atomic structures, as these are the only simulations that can directly capture the modal interactions that are caused by different mass atoms in the system.
Using EMD simulations Zhang et al.[311] showed that the TC of graphene decreases by 80% when isotope concentrations of $^{13}$C as low as 25% are present in the structure. Using NEMD approach, a similar decrease in TC have also been reported for single-walled carbon nanotube[312,313] (Figure 1) and graphene nano-ribbon.[177,313] By studying the phonon participation ratio, the authors attributed the observed reduction in TC of SWNTs[312,313] and GNRs\(^5\) to the localized modes that appear in the structure after isotopes are introduced to the system, which mitigates the efficient flow of heat in the lattice. One approach to understand such a reduction in TC is by using the prescribed formulas[318] under the BTE framework that has been successfully used in multiple studies to explain the isotope scattering. [47,48,315] By having access to the actual dynamics, MD-based modal analysis approaches[151,152,154,156] have the potential to more accurately describe the isotope-based reduction in TC and explain specifically how the induced localized modes by isotopes interact with the rest of the vibrational mods in the lattice and decrease the TC.

Based on NEMD simulations, Park et al.[310] observed a similar reduction in TC for Si and amorphous Si. They explained the observed reduction in the TC of crystalline Si using the traditional BTE based approaches. However, since these BTE based approaches are not applicable to amorphous solids, the mechanism behind the TC reduction in amorphous Si is still unclear, but in theory could be analyzed using a MD-based modal analysis technique. In another study, Pei et al.[314] showed that variations in Si mass lower the TC of Silicene (2D monolayer of silicon atoms arranged in honeycomb lattice) as well. The authors[314] also showed that ordered positioning of the Si isotopes in the structure in form of a superlattice leads to a much larger reduction in TC than random positioning of the isotope atoms in the system (Figure 9). The higher effectiveness of superlattice structures in decreasing the TC has also been demonstrated in other studies,[177,314]
where such a reduction is generally attributed to the additional interfaces that are introduced to system through the superlattice[252,319] and the consequent interface scattering that is usually augmented by the localized phonons across these interfaces.[319] Follow-up studies based on MD-based modal analysis can shed more light on the interaction of these localized modes with the other modes in the system that lead to the reduction of TC in superlattice structures.

The importance of having MD-based approaches independent of any PGM formulations can be further understood by noting the study by Wu et al.[306] where using NEMD, they studied the isotopic effect on thermal transport in single layer molybdenum disulfide (MoS$_2$). The authors[306] showed that the phonon relaxation times that are obtained from MD simulations combined with phonon modal spectral energy density (SED)[137,139] analysis are drastically different from the ones that are obtained from scattering formulations[318] commonly used in the BTE approach, where Tamura model[318] is combined with Matthiessen’s rule to include the isotope effects. The observed differences become much more pronounced at higher isotope concentrations. The authors[306] also found that Mo mass variation has more impact on TC, which is directly related to the heavier mass of Mo compared to S. Higher mass variations for the heavier atom in a compound have been shown to have a larger impact on the TC by different theoretical[47] and experimental[307–309] studies. These studies have shown that the behavior of heat-carrying acoustic phonons is dominated by the vibrations of heavy atom, which is usually justified by the isotope scattering term[47,318] used in the BTE analysis of phonons. Exploring these BTE based observations by MD-based modal analysis approaches are interesting topics for future studies.
Figure 9. Reduction of TC by adding (a) C isotopes to single walled carbon nanotube structure at 300K and 100K (reprinted from Ref [312], Copyright 2006, with permission from the Japan Society of Mechanical Engineers), and (b-c) Si isotopes in (b) orderly (superlattice) and (c) random fashions to silicene structure (reprinted from Ref [314], Copyright 2013, with permission from AIP Publishing). $\lambda_0$ shown in panels (b) and (c) is equal to \(~45\text{W/m-K}~$.

Synthesizing isotopically pure materials can increase their TC. Particularly, as mentioned before, if (i) the boundary scattering is weak (e.g., by having a single crystal), and (ii) the anharmonic interactions are small (e.g., by having a simple binary compound with large mass ratio[320] between the comprising elements and bunching of the acoustic branches[320]) the isotopic effects can dominate the TC. This has been clearly shown in recent experimental measurements of boron arsenide (BAs),\(^\text{16}\) where theoretical predictions predicted a high TC (>1000W/m-K),\(^\text{46}\) however this value could not be achieved\(^\text{321}\) until the single crystal BAs was synthesized in an isotopically pure form, particularly for As, which is the heavier element.\(^\text{307–309}\) Although DFT-BTE calculations have shown good agreement with experimental measurements, using MD-based modal analysis approaches\(^\text{151,152,154}\) might
provide additional insight into the mechanisms of heat conduction in the high TC compounds such as BAs, and how a small degree of isotopic effect can drastically decrease their TC.

In sections 3.3.1-3.3.6, we summarized how MD studies have been utilized to study the effects of intrinsic and extrinsic physicochemical parameters on the TC of materials and how MD-LD methods have been implemented to shed light on the modal contributions to TC. In many practical applications, however, systems are not monolithic, i.e. they consist of numerous material interfaces. When the system sizes approach the nano dimensions, the ratio of surface area to volume of materials increases, and consequently the role of interfaces starts getting more pronounced. Hence, interfacial thermal transport grows in importance and demands an independent theoretical treatment. Therefore, in section 4, we discuss the theory, computational approaches and prior studies using MD simulations to understand and quantify TIC of various material combinations.

4. Thermal Interfacial Conductance

When heat flows across the interface of two different materials, a temperature discontinuity forms at the interface (see Figure 10). The interfacial heat flow \( Q \), can be written as the product of the TIC (denoted by \( G \)), the contact area \( A \), and the temperature difference across the interface \( \Delta T \) \( (i.e., \ Q = GA\Delta T) \). Interfaces play a key role in the thermal behavior of nanostructures.[1,2] Due to tremendous advances in nanostructuring in recent years,[322,323] exquisite structures with characteristic lengths on the order of nanometers can be fabricated for applications in nanoelectronics[324] and nanoscale energy conversion.[2] In these small scales, interfaces can become the dominant resistance to heat transfer, which on one side impedes the
progress towards achieving improved performance in nano-electronics,[325] nano-optoelectronics,[326] nano-energetics,[327] or energy conversion devices such as multi-junction solar cells,[328,329] and on the other side sets interface engineering as a promising path to reach higher ZT thermoelectric materials,[330–336] or lower-TC thermal barrier coatings[337–339] through reducing TC (e.g., by making grain boundaries[340] or superlattices[340]). Having access to powerful computational and theoretical techniques to study interface heat transfer not only allows us to predict and assess the effect of different factors on interfacial heat transfer, but also helps us gain valuable insight which can be used to expedite our progress towards better performing devices for multitude of applications.

**Figure 10.** Heat flow \( Q \) causes a temperature jump \( \Delta T \) at the interface of two solid materials labeled A and B with contact area \( A \). \( Q \) is proportional to \( \Delta T \), and the constant of proportionality is the thermal interface conductance \( G \) (i.e., \( Q = GA\Delta T \)).

Since the first experimental observations of thermal interface resistance across the interface of Cu and liquid He,[38,341] different theoretical models have been proposed to explain the transfer of heat across interfaces and to predict TIC.[33–38] Several of these methods are based on static
LD calculations and do not require any simulation in time domain to capture the dynamics of the system. The acoustic mismatch model (AMM),[33,34] the diffuse mismatch model (DMM),[35,34,332] the atomistic Green's function (AGF) approach,[36,34–347] the harmonic LD based approaches,[348–350] and frequency domain perfectly matched layer (FD-PML) method[37,351] are notable examples of these models. Although each of these techniques is devised for different sets of operating conditions (e.g., temperature range, interface quality, etc.), they are all based on the PGM and usually invoke some version of the Landauer formalism.[55,352,353] Many improvements have been made to these methods,[342,354–358] but still capturing roughness, interatomic diffusion, stress, imperfections etc. with full inclusion of anharmonicity is challenging and a limiting issue for most of these methods. It has been argued in many reports that anharmonic interactions have notable contributions to TIC at high temperatures.[153,342,359–362] English et al.,[363] Stevens et al.,[361] and Gaskins et al.[364] have shown that the increase in TIC at higher temperatures can be attributed to anharmonic interactions between phonons across interfaces. Thus, it is crucial that anharmonic effects are included in the analysis of interfacial heat transfer. The development of the AGF method was a major step forward, as it incorporated the atomic level details and also accounts for quantum effects.[346,365] However, most applications of the AGF method have been limited to small system sizes and harmonic interactions, due to analytical complexity and computational expense.[346] Anharmonic AGF was first formulated by Mingo and applied to simple low-dimensional structures, and it has recently been extended to three-dimensional systems by Dai and Tian.[39] Although promising, more analysis is needed to assess the applicability of this method to generalized three-dimensional interfaces. Although exceptions exist,[366] the majority of the literature using DMM has also only been able to evaluate elastic scattering interactions where the
transmission of a mode’s energy across the interface is purely governed by whether or not other modes with similar frequency exist on the other side of the interface.[2,347]

Several reviews exist that summarize the advances in interfacial heat transfer.[35,160,366–368] The seminal work by Swartz and Pohl[35] emphasizes on the important experimental cryogenic measurement techniques and the correct applicability of AMM and DMM in theoretical analysis of interfacial heat transfer. Hopkins[366] and Monachon et al.[367] have also published reviews with the emphasis on experimental measurements of thermal interface conductance. Recently Giri and Hopkins[368] also reviewed recent theoretical and experimental advancements on treating the TIC. The focus of this review is on the applicability of MD to study interfacial heat transfer and on the importance of modal analysis in investigating the conductance across solid-solid interfaces. MD simulations can be used to calculate TIC based on three main implementations: (i) NEMD, (ii) EMD, which are similar to the NEMD and EMD methods explained in previous sections for TC, and (iii) thermal relaxation method. These methods for capturing conductance across interfaces using MD has been thoroughly reviewed by Schelling et al.[160]

4.1. Different Molecular Dynamics Implementations to Calculate TIC

4.1.1. NEMD

For calculating TIC in NEMD simulations, we follow a similar approach as described in Section 3.1.2, where a heat flow is forced to flow through the structure and the interface by placing hot and cold reservoirs in different locations in the system. Depending on the position of these thermal reservoirs in the structure and the type of periodic boundary conditions used in the
simulations two different implementations of NEMD can be envisioned, which are schematically shown in Figure 11. For fixed boundary conditions, the thermal reservoirs are placed at the ends of the system, where the entire energy input to the hot reservoir flows in one direction through the one interface that is usually placed in the middle of the structure. For PBC’s, there will be two identical interfaces: one in the middle, and the other one at the ends of the system. In this implementation, thermal reservoirs should be placed in exactly the middle of the bulk structures at the sides of the interface, so the power input to the hot reservoir flows in equal parts in both directions (each part equal to the half of the total power input to the hot reservoir). As Figure 11 shows, in either of these implementations, at steady state, a temperature profile forms in the structure and by directly measuring the temperature difference ($\Delta T$) across the interface, which is determined by extrapolation of the temperature gradients in each respective material,[369–372] TIC can be calculated using the $G = \frac{\bar{Q}}{A \cdot \Delta T}$ formula, where $\bar{Q}$ is the steady state, time-averaged interfacial heat flow in the NEMD simulation. Due to the suppression of vibrational modes at the fixed boundaries, the fixed boundary implementation of NEMD usually requires larger structures for simulation, compared to the periodic boundary one.[207]
**Figure 11.** Two different implementations of NEMD simulation for evaluating TIC across the interface: (a) fixed boundaries, and (b) periodic boundaries, with their respective schematic temperature profiles shown in the bottom of the schematics. Panels (c) and (d) compare two interface structures that were analyzed in two separate studies and have used the (c) (reprinted from Ref [371], Copyright 2011, with permission from AIP Publishing) fixed and (d) (reprinted from Ref [207], Copyright 2017, with permission from AIP Publishing) periodic boundary implementation of NEMD.

### 4.1.2. EMD

TIC can also be calculated based on fluctuation-dissipation theorem as described in Section 3.1.1 but with minor additions to account for interfacial heat flux. [373] Puech et al. [374] as well
as Domingues et al.[375] and Barrat et al.[376] have shown that the conductance is proportional to the autocorrelation of the equilibrium fluctuations of heat flow across the interface via the equilibrium definition of TIC based on the following formula,

\[
G = \frac{1}{A k_B T^2} \int_0^\infty \left\langle Q(t) Q(0) \right\rangle dt
\] (14)

where \( A \) is the interface contact area, \( k_B \) is the Boltzmann constant, \( T \) is the equilibrium temperature of the system, \( Q \) is the instantaneous interfacial heat flux, and \( \left\langle \cdots \right\rangle \) represents the autocorrelation function. The EMD formulation is not only another way of calculating TIC across interfaces in MD simulations, but it also suggests a possible alternative picture to scattering – i.e., an alternative picture based on correlation, which was discussed in the previous section and will be referred to more when reviewing the results from different studies. Two alternative formulations have been proposed for Eq. (14) in the literature. The first alternative formulation is by Chalopin et al.[377] where they showed that TIC can be calculated from an EMD simulation using the following formula,

\[
G = \frac{1}{A k_B T^2} \left\langle \frac{dH_A(t)}{dt} H_B(t) \right\rangle
\] (15)

Here, \( H_A \) and \( H_B \) are the total Hamiltonian of sides \( A \) and \( B \) across the interface and \( \left\langle \cdots \right\rangle \) is the averaging (equal-time correlator) operator. Chalopin et al.[377] claim that evaluating TIC using the above formula converges faster and hence is computationally more efficient than Eq. (14). The second alternative formulation is by Rajabpour and Volz[378] and is dependent on the instantaneous temperature difference across the interface \( \Delta T \) instead of the interfacial exchanged heat current,
where \( N_1 \) and \( N_2 \) are the number of degrees of freedom at different sides across the interface (e.g., \( N_1 \) and \( N_2 \) are equal to three times the number of atoms on sides 1 and 2, respectively). Rajabpour and Volz[378] note that the calculation of temperature difference across the interface is easier than interfacial heat flux calculations. It should be noted no matter what EMD method is utilized, the values obtained for TIC from EMD are usually different from the ones from NEMD. Nonetheless, this is typically associated with finite size effects from the reservoirs, since the two values usually converge when the system size in NEMD is increased.[207,379]

4.1.3. Thermal Relaxation Method

Defining the temperature drop (\( \Delta T \)) obtained from NEMD across interfaces of non-crystalline solids or interfaces with roughness and interatomic mixing can become difficult and ambiguous.[207,380] Therefore, relaxation method has been proposed to make the analysis more robust. The principle behind the thermal relaxation method consists of instantaneously heating one of the two solids and recording the temporal evolution of the temperature of the hot side.[381–384] The conductance (\( G \)) is then obtained from the time (\( \tau \)) characterizing the thermal relaxation of the hot side,

\[
G = \frac{3 N_1 k_B}{4 A_0 \tau}
\]

where \( N_1 \) and \( N_2 \) are the number of degrees of freedom at different sides across the interface (e.g., \( N_1 \) and \( N_2 \) are equal to three times the number of atoms on sides 1 and 2, respectively). Rajabpour and Volz[378] note that the calculation of temperature difference across the interface is easier than interfacial heat flux calculations. It should be noted no matter what EMD method is utilized, the values obtained for TIC from EMD are usually different from the ones from NEMD. Nonetheless, this is typically associated with finite size effects from the reservoirs, since the two values usually converge when the system size in NEMD is increased.[207,379]
where \( N_i \) is the number of atoms of solid 1 (e.g., the hot side), \( A_0 \) is the interfacial area projected normal to the interface, and the factor 4 accounts for the presence of two interfaces if periodic boundary conditions are considered.

The above methods have been used extensively to study the effect of different parameters such as roughness, interatomic mixing and bonding strength near the interface region on the interfacial thermal transport. These findings and the most prominent studies representing them will be examined in section 4.3. Before discussing the effect of these different parameters in section 4.3, it is worth noting the general definition of interfacial heat flow and why the interfacial region and the dynamics of atoms around the interface plays a key role in determining the TIC.

In a two-body interatomic interaction, the exchanged heat flow \( (Q) \) across interface is defined by,[76,153,368,385]

\[
Q = -\frac{1}{2} \sum_{i \in A} \sum_{j \in B} f_{ij} \cdot (\dot{v}_i + \dot{v}_j)
\]

(18)

where, \( i \) and \( j \) refer to atom indices at the sides of the interface \( A \) and \( B \), \( N_A \) and \( N_B \) are the number of atoms on sides \( A \) and \( B \), \( v_i \) and \( v_j \) are the atomic velocities and \( f_{ij} \) is the pairwise interaction between atoms \( i \) and \( j \). The above formula is generalized to higher order interactions between atoms based on the following formulation,[76,368,385–387]

\[
Q = \sum_{i \in A} \sum_{j \in B} \left\{ \frac{\partial \Phi_j}{\partial r_i} \cdot v_i - \frac{\partial \Phi_i}{\partial r_j} \cdot v_j \right\}
\]

(19)
where $\Phi_i$ is the potential energy assigned to the individual atom $i$ with the condition that

$$\sum_{i}^{N} \Phi_i = \Phi [129,388]$$

(with $\Phi$ being the total potential energy in the system). This definition of the heat flux is free of any assumptions in contrast to PGM approaches where the definition of heat flux is merely an extension from kinetic theory.[55] The definition in Eq. (19) shows that the atomic velocities and interactions around the interface region are the only ones that directly affect the interfacial heat flow across interfaces. Because of this, several approaches[76,153,386,387,389,390] have been proposed to alter the TIC based on modifying the position of atoms and interaction of atoms in the interface region. One of the main advantages of MD is that all these effects can be included with full interface topology and anharmonicity without any limiting assumptions. These advancements are discussed in the forthcoming sections.

4.2. Modal Analysis of TIC

Like TC, although NEMD, EMD, and thermal relaxation techniques can be used to capture the total TIC values by including the atomic details and full anharmonic interactions. To achieve modal insights, MD-based modal analysis methods explained in this section can be used, as knowing these contributions is the ultimate tool for a more targeted design.[391]

One of the first modal analysis approaches that was proposed to study heat transfer and phonon transport across interfaces was the wave packet (WP) method.[40,392] The WP method allows the calculation of a mode's transmissivity in the context of a MD simulation. Although founded on MD simulation, WP analysis requires that all other modes have zero amplitude.[346,359,361,365] This effectively corresponds to the $T = 0 \, K$ limit and therefore is unable to examine the effects of temperature dependent anharmonicity. As a result, the WP method simply reproduces the same
results as the harmonic AGF approach.[2,393] To capture the finite temperature anharmonic contributions, other MD based techniques have been proposed.[76,153,386,387,389,390] The commonality between all these techniques is that they are all based on the general definition of heat transfer across interfaces (Equations (18) and (19)),[368,385] and the difference between them is how they decompose this general definition of interfacial heat flow.

Chalopin and Volz[153] deduce the spectral contributions to heat flux \( Q(\omega) \) from the equilibrium displacements fluctuations of the contact atoms using the following formula,

\[
Q(\omega) = \frac{1}{2} \sum_{i \in A, j \in B} k_{ij}^{a,\delta} \left[ v_i^a(\omega) u_j^\delta(\omega) - u_i^\alpha(\omega) v_j^\delta(\omega) \right]
\]

(20)

where, \( u_i \) refers to the atomic displacement, \( v_i \) is the instantaneous velocity of atom \( i \), the \( \alpha \) and \( \delta \) exponents refer to the \( x \), \( y \), or \( z \) component, \( k_{ij}^{a,\delta} \) is the interatomic force constant between atoms \( i \) and \( j \), and \( u^\ast \) is the complex conjugate of \( u \). Chalopin and Volz[153] also consider the following decomposition of atomic velocities based on different wave-vector \( \mathbf{k} \) contributions,

\[
v_i^\alpha(\omega) = \sum_n v_i^n(\omega) e^{i\mathbf{k} \cdot \mathbf{r}_i^n}
\]

(21)

where \( r_i^n \) is the equilibrium position of atom \( i \). When Equations (20) and (21) are combined with the spectral definition of Landauer,[32]

\[
Q(\omega) = \hbar \omega \left[ n_a^0(\omega) - n_b^0(\omega) \right] T(\omega)
\]

(22)

the frequency and wave-vector dependent heat flux and also the degree of transmission from phonon with frequency \( \omega \) and wave-vector \( \mathbf{k} \) to another phonon with frequency \( \omega \) and wave-vector...
is found. In Equation (21) $n^0_{a,b}$ corresponds to the Bose Einstein occupation numbers of systems A and B. Although insightful, the above formalism based on the formula in Equation (21) supposes the existence of plane waves as the correct sets of vibration for the system. However, as has recently been shown[389], the correct basis set of vibrations for an interfacial system does not necessarily solely consist of plane waves, since symmetry is broken by the introduction of interface.

Based on the method developed by Chalopin and Volz,[153] Sääskilahti et al.[390] introduced another spectral analysis approach to capture the frequency contributions to interfacial heat transfer. In addition, by utilizing the second-order and third-order force constants and decomposing the forces into their harmonic and anharmonic components, Sääskilahti et al.[390] could determine the elastic and anharmonic contributions to interfacial heat flux. However, the method developed by Sääskilahti et al.[390] only includes a limited number of first-order anharmonic phonon scattering terms in their formulation.[386,387] Later, Zhou and Hu[387] extended the work by Sääskilahti et al.[390] so it can capture the full third order inelastic terms. The anharmonic contributions calculated using the method developed by Zhou and Hu[387] will ultimately be limited by the truncation of force constants,[390] and higher inclusion of anharmonic terms will be difficult because of the computational cost associated with inclusion of higher order terms.

To go beyond the spectral calculations and determine the contribution by an individual mode of vibration, Gordiz and Henry[76,389] introduced the interface conductance modal analysis (ICMA) method. ICMA is based on the modal decomposition of atomic velocities in the general
definition of interfacial heat flow (Equation (19)), which results in the following formula for individual contribution of mode \( n \) to interfacial heat flow \( (Q_n) \),

\[
Q_n = \sum_{i=A}^{N_A} \sum_{j=B}^{N_B} \left\{ \frac{\partial \Phi_j}{\partial r_i} \left( \frac{1}{m_i} \right)^{1/2} e_{n,i} \dot{X}_n + \frac{\partial \Phi_i}{\partial r_j} \left( \frac{1}{m_j} \right)^{1/2} e_{n,j} \dot{X}_n \right\}
\]

(23)

where, \( \dot{X}_n \) is the normal mode coordinate of velocity for mode \( n \) (Equation 5),\( e_{n,i} \) is the eigen vector for mode \( n \) assigning the direction and displacement magnitude of atom \( i \), and \( m_i \) is the mass of atom \( i \). Equation (23) is the modal contributions to the interfacial heat flow and can be replaced in any definition of TIC (either in NEMD or in EMD) to obtain the modal contributions to TIC \( (G_n) \), where \( G = \sum_n G_n \). When using the equilibrium definition of conductance (Equation 14), it will result in the following formula for \( G_n \),

\[
G_n = \frac{1}{A k_b T^2} \int \langle Q_n(t)Q(0) \rangle dt
\]

(24)

Furthermore, by substituting for both heat flows in the equilibrium definition of TIC (Equation (14)), individual contributions to TIC from pairs of modes \( n \) and \( n' \) \( (G_{n,n'}) \) are found to be,

\[
G_{n,n'} = \frac{1}{A k_b T^2} \int \langle Q_n(t)Q_{n'}(0) \rangle dt
\]

(25)

\( G_{n,n'} \) quantifies how two modes of vibration in the system couple to each ether to contribute to interfacial heat transfer.

The aforementioned modal analysis approaches are based on only the atomic vibrations around the interface region. Based on the spectral contributions to TC formulation proposed by Zhou et
al.,[151] recently, Feng et al.[386] introduced a method that shows how the modes of vibration in the bulk region interact with the interface region. Their work is quite insightful, and more study is warranted, particularly if follow on studies examine the physics using the modes native to the structure.[389]

In the following sections, we examine how various physicochemical parameters that characterize the interface affect TIC. Specifically, we will be surveying the role of roughness, interfacial bond modifications, atomic mixing, structural defects such as dislocations and interfaces between amorphous materials.

### 4.3. Effects of system parameters on TIC

As the definition of interfacial heat flow in Equations. 18 and 19 shows, the heat flow between two materials is dictated by the atomic velocities and forces in the interface region. The dynamics of the atoms in the interface region can be influenced by various parameters such as dislocations, roughness, interatomic mixing and interface bonding. Since many of these parameters are naturally present at interface because of synthesis conditions, having access to powerful analysis tools to reveal the change they induce on heat transfer is crucial. This also brings opportunities to control the interfacial heat flow either by modifying the atomic positions in the interface region through topological changes such as roughness or interatomic mixing or by changing the interface bonding to manipulate the forces. Understanding the effect of each of these parameters has been active areas of research, where EMD, NEMD and relaxation methods have been successfully utilized to give us insight into the changes in TIC by modifying any of these parameters in the interface region. In this regard, the majority of the conducted analysis to understand the changes in heat transfer has been based on the vibrational DOS overlap, in which the increase in heat transfer has
been shown to be correlated with the degree of overlap between the VDOS on the sides of the interface.[207,394] The goal of this section is to summarize the key findings for each of the main categories of parameters that effect the interface heat transfer and discuss possible follow-on studies that can be based on more detailed modal analysis to gain more insight into the mechanisms of heat transfer that are changed after modifying any of these parameters.

4.3.1. Roughness and nano-structuring

The effect of surface roughness and nano-structuring on the TIC of various material interfaces has been the subject of several MD investigations. [384,395–397] Using the thermal relaxation approach, Merabia and Termentzidis[384] (Figure 12(a)) have shown that small scale roughness at the interface of two different solids does not induce a noticeable change to the conductance compared to its value for planar interfaces. However, large roughness increases the conductance by a considerable amount, which is in agreement with other MD studies.[395–397] The increase in TIC by introduced roughness can be explained by increased net area of heat transfer at the contact area. Since the total resistance associated with an interface \(1/\sqrt{GA}\) scales inversely with total contact area between the two materials, it is conceivable that by increasing the total contact area, the total resistance can be reduced. In contrast, the intuition obtained from the PGM perspective suggests that more interface area would increase the probability of boundary phonon scattering and thus would reduce TIC. In the correlation paradigm (Equation (14)), however, additional surface area via increased roughness would induce the formation of new localized modes, which may offset any penalties associated with more “scattering impedance”. More studies are needed to understand these effects and to what extent an increase in area can enhance or suppress the interfacial heat transfer.
Another strategy to increase TIC, which also follows the idea of increased contact area is based on adding nanostructured features to the interface region. Recent experimental measurements across multiple rough and nanostructured interfaces between Al/Si[398] and Al/GaN[399] also support the idea that increasing the contact area increases the TIC. Recently, in another insightful study, the experimental measurements by Lee and Luo[399] showed that the temperature dependent conductance at the nanostructured (pillared) and planar interfaces between two materials are similar to each other at low temperatures but different at higher temperatures (Figure 12(b)-(d)). This shows that different groups of phonons, as they get excited at different temperature ranges, will interact differently across these two interfaces. Capturing the temperature-dependent anharmonic phonon–phonon interactions that lead to such an observation can be an interesting follow-on study based on any of the MD based modal analysis techniques.[76,153,387,389,390]

In addition to the idea of increased interfacial area, Liang et al. [400] showed in an insightful study that interfacial roughness leads to enhanced interface conductance because of the thermalizing scattering event that it induces around the interface region. This thermalizing scattering event mitigates the transmitted phonon to travel back to the origin side after passing through the interface, which enhances the interfacial heat transfer. The example simulation by Liang et al. [400] on a Substrate (GaN)/thin-film (AlN) interface system showed that introduced surface roughness at the ends of the system decreased the interfacial thermal resistance (Figure 12(j)). This observation is interesting since it proposes the possibility of influencing the interfacial heat transfer by modifying the surface roughness at each sides of the system without the need to modify the interface region itself. Interestingly, when high degrees of surface roughness are introduced to the sides of the interface conductance increases almost completely independent of the length of the structure (Figure 12(k)). The theoretical analysis by Liang et al. [400] based on
the PGM model and the AMM description of transmission probability showed a promising agreement with the obtained results from the NEMD simulations. However, it would be fruitful to examine the underlying reasons for the reported enhanced interface conductance using the proposed MD-based modal analysis methodologies.

Figure 12. (a) MD simulations of rough interfaces (reprinted from Ref [384], Copyright 2014, with permission from the American Physical Society). (b)-(d) Experimental realization and measurement of conductance across nanostructured interfaces (reprinted from Ref [398], Copyright 2016, with permission from the American Chemical Society). MD simulations of interfaces with (e) interatomic mixing (reprinted from Ref [361], Copyright 2007, with permission from Elsevier), (f)-(g) added light atoms in the interface region (reprinted from Ref [401], Copyright 2019, with permission from the Royal Society of Chemistry), and (h)-(i) added intermediate layer between the two structures (reprinted from Ref [402], Copyright 2017, with
permission from the Royal Society of Chemistry). Panels (j) and (k) show how surface roughness at the sides of the interface structure can (j) increase the interface conductance and (k) make the interface conductance to become size-independent, (reprinted from Ref [400], Copyright 2014, with permission from the American Physical Society).

4.3.2. Interatomic mixing, adding intermediate-layers and mass-grading

The consensus among the existing literature is that by disrupting the distribution of atoms from its perfect form in the interface region an improvement in TIC is observed. One of the seminal studies around this issue is the one by Stevens et al.[361], where by using NEMD, they showed that interatomic mixing increases heat transfer across interfaces (Figure 12(e)). Their observations were later confirmed by theoretical analysis based on a modified DMM approach[403] and by experimental measurements.[403,404] Although AGF has been used to further study the effect of interatomic mixing under the harmonic framework,[347] the authors are unaware of any other major MD study this effect. Particularly, detecting the temperature-dependent anharmonic interactions that give rise to the interface heat transfer caused by interatomic mixing, using a MD-based modal analysis approach, seems to be an insightful follow-on study. Isotope effects have also been shown to be an effective approach to increase interfacial heat transfer. Using NEMD, Li et al.[401] have recently shown that by introducing light atoms across SiC/GaN interfaces, interfacial heat transfer improves (Figure 12(f)-(g)). In addition, adding an extra layer at the interface has been proposed as a strategy to increase heat transfer as well. Using NEMD Lee and
Luo[402] showed that adding an AlN layer to the interface of SiC/GaN increases heat transfer (Figure 12(h)-(i)). The effectiveness of an intermediate layer has also been shown by other NEMD studies[363] and PGM-based techniques such as DMM[405] and AGF[406]. Different MD simulations have also shown that mass grading the interface region is an effective option to increase the TIC,[206,363,407,408] which have also been supported by experiments.[359,409] One of the common qualitative predictive tools to study interfacial heat transfer is evaluation of the degree of overlap of phonon density of states (DOS) across the sides of the interface. Current theory suggests that in the elastic scattering limit, larger overlap results in higher TIC. A systematic study of over 2000 interfaces by Gordiz and Henry further tested this idea and showed that, although predictive in many cases, in general, DOS overlap is not the key descriptor for TIC. Recent theoretical observations by Giri and Hopkin[368] and Gordiz and Henry[207] have also shown that DOS overlap is not applicable in different scenarios, which has also been recently experimentally confirmed by Gaskins et al.[364] Thus, further studies, particularly based on the MD-based modal analysis are needed to gain insight into the exact phonon interactions that lead to an increase in interface heat transfer caused by changes in atomic distributions around the interface region.

4.3.3. Interfacial interaction/bonding modifications

It can be seen from Equation 19 that interfacial forces directly impact the interfacial heat flow. Thus, by being able to modify them we can have opportunities to control the TIC. Gordiz and Henry[394] explored this idea by systematically changing the mass/mismatch and interfacial forces across more than 2000 Lennard-Jones interfaces and calculating the TIC of each of them using EMD simulations (Figure 13). It should be noted that although the masses and forces
constants are changing, there are specific variations of these two parameters that lead to exactly matched phonon dispersion curves for the two sides of the interface (the points on the diagonal of Figure 13), which can result in 100% bulk DOS overlap. Theoretically, in the harmonic limit, complete overlap of DOS should result in the maximum TIC values among interfaces with identical dispersion curves (on the diagonal of Figure 13). However, the calculations by Gordiz and Henry[394] showed that the maximum conductance does not necessarily happen at the interfaces with 100% bulk DOS overlap. In fact, as Figure 13 shows maximum conductance happens on an off-diagonal region that corresponds to some non-obvious interfaces. Gordiz and Henry[394] showed that DOS overlap can to some degree explain these observations, if the DOS overlap is calculated for the interfacial region instead of the bulk region. However, that still seems insufficient, and because of the anharmonic interactions at play (Figure 13(a)) temperature-dependent anharmonic MD-based modal analysis interactions are needed to shed more light on the exact phonon interactions that cause such observation. For similar Lennard-Jones systems, Giri et al.[410] have also shown that TIC increases when the temperature is raised, which shows the role of anharmonic interactions in interfacial heat transfer[342,359,411,412], which can be captured by MD simulations.[76,153,207,208,386,387,389,390,394,413,414]
Figure 13. (a-b) TIC values across more than 2000 Lennard-Jones interfaces obtained from EMD simulations at (a) high temperature (40K) and (b) low temperature (5K) simulations.[394] High and low temperature terms utilized here are with respect to argon’s melting point of 83K. Phonon DOS degrees of overlap for all interfaces when only (c) bulk and (d) interfacial vibrations are included in the DOS overlap calculations.

4.3.4. Interfaces between amorphous materials

It has been shown that detecting the temperature drop across the interface of amorphous materials is difficult to detect both experimentally and also in NEMD simulations (Figure 14(b)).[368] To overcome this difficulty, instead of analyzing a single amorphous interface, prior work[415] used NEMD across superlattices and then using the thermal circuit model to extract the conductance corresponding to a single interface (Figure 14(a)-(c)).[415] Another method that has been shown to be powerful in resolving this issue is using EMD across single amorphous
interfaces.[207,208] Using these approaches Giri and Hopkins[368] and Gordiz and Henry[207] have shown that contrary to the notion that high TC materials lead to higher TIC values, amorphous-amorphous interfaces have a very high TIC despite the fact that both sides can have low TC corresponding to amorphous solids. The high values of TIC across amorphous-amorphous interfaces have also been confirmed by experimental measurements.[407,416] Because of the broken symmetry across amorphous interfaces, application of PGM-based approaches across these interfaces seems questionable. Therefore, further studies across amorphous interfaces, using MD-based modal analysis techniques can be an interesting area of research to provide more insight into the reported high TIC values.

**Figure 14.** (a)-(c) NEMD simulation across the Stillinger-Weber amorphous superlattice (SL) with clearly small temperature drops across interfaces (reprinted from Ref [415], Copyright 2015, with permission from AIP Publishing). (d) Si/Ge SL structures with different degrees of dislocations (no dislocations on the left structure and with dislocations in the middle and on the right one) (reprinted from Ref [252], Copyright 2019, with permission from American Physical Society).
4.3.5. Dislocations

During the synthesis of an interface between two lattice-mismatched materials, strain relaxation can lead to dislocations, which have been shown to be important in thermal transport in solid materials. Using AGF, dislocations at an individual Si/Ge interface has been investigated. Although MD simulations have been done to capture the correct atomic orientations at the γ/γ' phase interface in a Ni-based single-crystal superalloy or Ni/Al interface, very few MD simulations have been performed to investigate the heat transfer across interfaces with dislocations. Thus, it is an area that remains open, with many unanswered questions. However, one example is the work by Hu et al., where they showed that interfacial dislocations in Si/Ge superlattice nanowires decrease the TC in these structures (Figure 14d). Nonetheless, the main reason there is a lack of MD simulations analyzing thermal transport at dislocated interfaces, is the large number of atoms that are needed in such simulations.

5. Comparison between MD-based modal analysis techniques

As explained in previous sections, various methods are able to capture the modal contributions to thermal transport in the bulk or through interfaces of solid materials based on MD simulations. All these proposed methods can provide the spectral contributions to heat transfer in all phases of solid materials and interfaces. However, when it comes to providing additional information about the eigenvectors of these contributing modes of vibration, these spectral methods are restricted to cases when crystalline solids are present in the bulk or at
the sides of interface, since they are dependent on a well-defined definition of a group velocity. Studies have extended the applicability of these methods to amorphous materials by defining an effective phonon dispersion curve for these broken symmetry systems and using SED method [137] to identify the modal contributions. [142] However, the only two methods that can provide both spectral and modal contributions to thermal transport in all phases of solids without any simplifying assumptions are GKMA [154] and ICMA.[76,389] Having access to the exact eigenvectors of the contributing modes of vibration and how each mode is spatially and directionally distributed in space is an important knowledge needed for future designs. Here, to understand the differences and similarities between different MD-based modal analysis approaches, we discuss and compare their predictions for the prototypical example of crystalline Si/Ge interface. Several MD studies have calculated the conductance across Si/Ge interface, however only a few have reported anharmonic modal contributions in the system. Using spectral analysis approach, Chalopin and Volz[153] and Murakami et al.[422] showed that at a crystalline Si/Ge interface, the modes of vibration around 12-13 THz contribute largely to the interface conductance. Zhou and Hu[387] had a similar observation. In addition, using an extension of the spectral analysis approach they[387] could also determine the harmonic and third-order anharmonic contributions to the conductance (Figure 15(d)-(e)). Using ICMA method, Gordiz and Henry[413] showed three distinct features of these highly contributing modes around 12-13 THz. First, the number of the contributing modes is less than 0.3% of the total number of modes in the system. Second, the eigenvectors of vibration for these interfacial modes have a large degree of localization around the interface, however, they also have vibrations on the bulk of the Si side (Figure 15(f)-(g)). Third, the eigenvectors of vibrations have allowed these modes of vibration with frequencies around 12-13 THz to strongly couple to all the other modes of vibration in the
system and transfer their energy across the interface, which is reflected on the strong cross-correlation band around the 12-13 THz region (Figure 15 (b)-(c)).

Figure 15. (a)-(c) are from the study by Gordiz and Henry.[413] (a) TIC accumulation function, (b) 2D map and (c) 3D perspective depiction of the data in (b) showing the magnitudes of the correlations as elevations above the plane of two frequency axes. (d-e) are from the study by Zhou et al. (reprinted from Ref [387], Copyright 2017, with permission from the American Physical Society) and they show the (d) harmonic and (e) third-order anharmonic contribution of different frequencies of vibration in the system at different temperatures. (f-g) are from the study by Gordiz
and Henry[413] and show two examples from the highly contributing modes of vibration around 12-13 THz. The red arrows show the eigenvectors of vibration.

It should be noted however that the implementation of spectral methods is seemingly easier than GKMA and ICMA and their convergence are faster than GKMA and ICMA since almost all spectral methods [151–154,386,387,390] are based on NEMD simulations. A new more general and easier implementation of GKMA in LAMMPS [423] has been recently proposed, [385] but ICMA implementation is still dependent on the details of the structure and the chosen interatomic potential. In addition, the convergence of GKMA and ICMA might require more computational expense since they are based on EMD simulations. Another issue to note here is that the LD calculations required by GKMA and ICMA methods are based on gamma point SCLD. For mid-size MD structures (~10,000 atoms) calculating the vibrational modes based on SCLD is tractable. However, when it comes to arbitrarily large systems (>100,000 atoms), calculating the modes of vibration becomes the bottleneck to modal analysis. This is because although the dynamical matrix corresponding to a large system can be straightforwardly obtained using approaches such as direct displacements,[424] diagonalizing large dynamical matrix is not straightforward even by using the existing state-of-the-art numerical packages such as ScaLAPACK.[425] Therefore, although GKMA and ICMA are promising in the degree of information they can provide about the modal contributions to thermal transport in all phases of solid materials, efforts are needed to rectify their easier implementation and obtain a straightforward approach to calculate the modes of vibration from SCLD calculations of arbitrarily large systems before their potential can be truly realized.

In sections 3 and 4, we reviewed the theory and application of MD-based approaches to study the effects of physicochemical system parameters on TC and TIC respectively. To utilize the full potential of MD, i.e. in designing new materials with targeted structural and compositions features,
it is important to thoroughly benchmark the simulation framework against novel experimental data.

6. Validation and Benchmarking: Experimental Measurements

While the MD methodology has been able to model experimental data reasonably well on several occasions, new predictions need to be benchmarked against experimental data to ensure general applicability of MD-based approaches. Here we briefly review experimental methods for measuring TC and TIC. The first experimental measurements of thermal conductivity was reported back to 1861 by Angstrom.[426] A large amount of experimentally measured thermal conductivity data are well-documented in the literature and can be used to compare with calculated ones.[427–429] In the past several decades, with the development of ultrafast lasers, nanoscale probing of thermal conductivity with picosecond time resolution and micrometer spatial resolution have become possible.[430,431] The errors of TC measured by commonly-used transient techniques such as 3-omega and time-domain thermoreflectance (TDTR) are approximately ±10% while those by steady-state techniques such as Raman thermometry are about ±20%.[432] Table 1 shows a comparison of several thermal characterization techniques. In some cases, the techniques are able to probe the phonon mean free path (MFP) and provide additional data to the TC. Picosecond acoustic technique can measure the local thicknesses of multilayer thin films. TDTR is the most widely used tool for TIC measurements.

Table 1. Comparison of several thermal characterization techniques.

|                | TDTR | FDTR | PA | Raman | 3-Omega | Laser flash |
|----------------|------|------|----|-------|---------|-------------|
| TIC            | ✓    | ✓    | X  | Limited | Limited | Limited     |
| Anisotropy     | ✓    | ✓    | X  | ✓     | ✓       | Limited     |
| Rough surface  | X    | X    | ✓  | ✓     | Limited | ✓           |
| Metal transducer| ✓    | ✓    | ✓  | X     | ✓       | ✓           |
| Phonon MFP     | ✓    | ✓    | X  | X     | X       | X           |
Unlike TC measurements, experimental measurements of TIC were not reported near room temperature until 1980s and 1990s with the developments of a transient hot-strip technique and a picosecond transient thermoreflectance (PTT).\cite{433,434} Enabled by the development of TDTR, there are about 50 papers (covering about 60 interfaces) in total to date for experimentally measured TIC. Most of them are metal-nonmetal interfaces because TDTR measurements need metal films on the sample surface as transducers: Au/Al₂O₃\cite{433,435}, TiN/Al₂O₃\cite{436}, TiN/MgO\cite{436}, Au/Si\cite{437}, Al/Ge\cite{438}, Al/Si\cite{438}, NiSi₂/Si\cite{439}, Al/MgO\cite{440}, Al/diamond\cite{441}, Pb/diamond\cite{441}, Pt/diamond\cite{441}, Au/diamond\cite{441}, NiSi/Si\cite{442}, CoSi₂/Si\cite{442}, TiSi₂/Si\cite{442}, Rh/Al₂O₃\cite{343}, Ti/diamond\cite{443}, Al/Al₂O₃\cite{433}, Pb/diamond\cite{433}, Al/AlN\cite{444}, Pt/Si\cite{444}, H₂O/Al with SAM\cite{445}, Au/GaAs with SAM\cite{446}, Bi/diamond\cite{411}, Cr/Si\cite{404}, Pt/Al₂O₃\cite{359}, Bi/Si\cite{447}, Ti/graphite\cite{448}, Al/diamond\cite{449}, Al/SiC\cite{450}, Al/Si\cite{451}, Al/graphene\cite{452}, Au/quartz with SAM\cite{453}, Cu/silica with SAM\cite{454}, Al/O/diamond\cite{455}, Au/Ti/Si\cite{456}, metal carbides/diamond\cite{457}, Au/hexadecane\cite{458}, AuCu/sapphire\cite{459}, Al/Si\cite{460}, SiO₂/Pt\cite{416}, Au/Cu/Al₂O₃\cite{461}. For these measurements, the metal-substrate TIC usually has high sensitivity which results in small errors (about ±7\%).\cite{435} However, for the measurements of nonmetal-nonmetal interfaces, the heating on the metal transducer surface needs to penetrate through the metal transducer layer, the metal-nonmetal interface, and the nonmetal thin layer to reach the nonmetal-nonmetal interface. This leads to low measurement sensitivity of the buried nonmetal-nonmetal interfaces and extra unknown parameters in the data fittings. Due to the experimental difficulties, the measurement errors (±20-30\%) are usually much larger than those of the metal-nonmetal interfaces.\cite{364} Much less
interfaces have been measured: Si/diamond[462], AlN/GaN[463], GaSb/GaAs[464], organic/clay superlattice[465], GaN/SiC[466], Si/Si van der Waals interface[467], SiO₂/Al₂O₃ superlattice[468], ZnO/HQ/ZnO superlattice[469], PS/sapphire with self-assembled monolayer (SAM)[470], GaN/Si[471], SiO₂/Si[416], ZnO/GaN[364], SiC:H/SiOC:H superlattice[407], bonded GaN/SiC[472], Si/diamond[473], Ga₂O₃/diamond van der Waals interface[474]. Additionally, electron-mediated TIC are orders of magnitude higher than phonon-mediated TIC and only a few metal-metal interfaces have been measured: Al/Cu[475], and Pd/Ir[476].

Among these experimentally measured interfaces, only several interfaces are epitaxially grown which are supposed to have high-quality interfaces.[364,435,436,440,442,463,466] However, the real interfacial structures of most of these epi-interfaces are unknown due to the lack of detailed material characterizations except an Al-sapphire interface reported recently.[435] For metal-nonmetal interface growth, metals may react with the substrates and are affected by contamination, disorder, alloying, mixing, etching, and oxidation.[436,442] The lack of detailed material characterizations of the interfaces in the literature hinders building the relationship of the interface structures and the measured TIC because interfacial reactions, mixing, bonding, crystalline orientations, surface chemistry, pressure, roughness, and interfacial disorder all affect TIC.[435] All these factors make the measured TIC values in the literature inconsistent even for same interfaces.[435]

The large gap between interfacial structures and the measured TIC induced by the lack of material characterizations impedes the development of theoretical understanding of interfacial thermal transport. Theoretical or modeling works are often based on the presumption of perfect interfaces or compared with the measured TIC of interfaces with unknown interfacial structures. This usually results in large deviations between the calculated TIC and the measured TIC. The
deviations resulting from structure and imperfections of the real interface being measured are usually compounded with the deviations resulting from the inaccuracy of the theoretical models, which impedes the development of fundamental understanding of TIC. For future experimental works, detailed material characterizations are imperative to understand the real interfacial structures for different growth conditions and techniques, especially for technologically important interfaces and new heterogeneously integrated interfaces.[472,477] High-throughput advanced thermal measurement techniques are also on developing to measure the TIC of buried interfaces with small errors.[478] For future theoretical works, more theoretical modeling or calculations which can include the effects of the interfacial imperfections should be developed to understand the real interfaces.

7. Open questions and challenges

Before examining the challenges associated with MD itself, it is worth mentioning that materials with defects, polymers, amorphous alloys and their interfaces have received much less attention in the literature. For materials with defects, to our knowledge, all prior studies have only reported how defects affect TC, but not the changes in modal character and their influence on thermal transport. While modal contributions to polymers, interfaces, and alloys have also been studied, interactions between these modes have not been explored enough. For instance, how do diffusons and locons interact with each other and with other quasiparticles? In this regard, one may also ask how modes which contribute strongly to TC or TIC gain their energy from other modes; how do specific mode interactions contribute to thermal transport? Gordiz et al.[208,479] have shown that interface modes have finite contributions to TIC and correlate strongly with other modes, but it is not known why this is true or if it can be exploited to design thermal transport
across interfaces. The reason for these materials and interfaces not receiving much attention can be attributed partly to the lack of interatomic potentials and partly to the lack of fast, accurate, and reliable MD based formalisms to calculate the modal contributions. However, recent progress in the development of interatomic potential and the emergence of modal analysis techniques, future studies can reveal the mechanisms of thermal transport in these systems which will be of great importance to numerous technological applications.[480–482]

There are also several hurdles to be overcome to ensure fast, accurate, and reliable MD calculations. MD simulations are well-established with convenient and powerful codes such as LAMMPS[423], GROMACS[483], and NAMD[484], which have been used extensively over the past two decades. Development of faster MD methods is crucial to bringing more practicality and usefulness to thermal transport property prediction in MD, i.e. by providing quick calculations of TC and TIC. One promising method here is the use of graphics processing units (GPUs) to accelerate the sampling of phase space required by thermal transport calculations, which have been shown by Yang *et al.*[485] to result in an order of magnitude speed-up when calculating TC of solid argon. Regarding software development for the use of GPUs in MD, Fan *et al.*[486] recently developed a code called GPUMD which incorporates a unique algorithm for calculating force and heat current on GPUs, and they showed that this resulted in more than an order of magnitude speedup compared to LAMMPS calculations.

While such efforts result in increased speed of MD simulations, the basic theory for calculating TC and TIC remains the same. Since the MD methods to calculate TC and TIC (viz. EMD, NEMD, and AEMD) are well-established, recent and future work regarding simulations of phonon transport involves a deeper understanding into the underlying mechanisms behind thermal transport, and the modal analysis techniques of Section 3.2 highlight the recent work in this area.
Accurately simulating the dynamics and performing modal analysis, however, requires accurate IAPs to ensure that the correct modes of a system are being described (the harmonic part of the potential), as well as the correct interactions between those modes (the anharmonic part of the potential). An accurate representation of the underlying potential energy surface of a system is needed for an accurate sampling of space, one can in turn accurately sample phase space and use statistical mechanical approaches like EMD-GK to extract bulk thermal properties. Thus, a critical challenge for the community is the development of accurate IAPs that can be validated and used in a predictive capacity.

Another significant challenge hindering the broad applicability of MD-based methods is that phonon populations are governed by incorrect statistics. As classical simulations, phonon populations follow the equipartition theorem, whereas in real quantum systems, phonons exhibit a Bose-Einstein distribution in their populations. This can cause appreciable deviations at temperatures well below the Debye limit that necessitate the use of correction schemes. An important study by Turney et al. self-consistently assess the validity of a common correction scheme mapping classical thermal conductivity to quantum thermal conductivity and demonstrated rather poor agreement between corrected and actual quantum thermal conductivity.[487] They demonstrated that, while the heat capacities can be easily corrected at a modal level, there is no clear way to account for increased phonon scattering due to elevated mode occupations in low temperature classical simulations relative to that expected from quantum statistics. Indeed, a recent paper by Hu et al. confirmed that increased phonon scattering due to elevated mode occupation was the primary reason for the discrepancy in thermal conductivity predictions at low temperature from classical MD systems.[488]
It has been argued that in systems in which phonon-phonon scattering is not the dominant form of scattering, as in the case when boundary effects are strong, the effects of incorrect mode occupations are less relevant (for more details, refer to the tutorial by Seyf et al. [385], Section II.C., for a further discussion). Likewise, quantum corrections applied at a frequency-level, rather than a mode-level, can be a more reasonable post processing correction scheme, as demonstrated in the study by in a recent study investigating frequency dependent mean free path in amorphous silicon.[194,489] Nevertheless, developing heuristic correction schemes that can account for the excess scattering due to elevated mode occupations populations at lower temperatures in classical simulations would be a significant step forward. Unfortunately, no clear path exists to do this.

In principle, it is possible to go beyond post-hoc quantum correction schemes and directly incorporate nuclear quantum effects. One approach is to use a quantum thermostat, coupling a classical system to a quantum bath, in order to induce the correct Bose-Einstein statistics.[490,491] This is an exciting approach and has been applied to the study of thermal conductivity in the past.[492] Unfortunately, such methods can be problematic for anharmonic systems, suffering from what is known as zero point energy leakage, where energy from high frequency modes incorrectly transfer to low frequency modes.[493] Nonetheless, efforts to address this issue are ongoing.[494]

An even more rigorous approach to incorporating nuclear quantum effects is the use of path integral molecular dynamics, based on the path integral technique of Feynman. Here, quantum dynamics can be replicated by simulating multiple images of a system, harmonically corrected, at every time-step, governed by what is known as a “ring-polymer” Hamiltonian (for more details, refer to the review by Markland and Ceriotti for an overview of the technique and its variants[495]). However, this makes such an approach enormously expensive, and there are further
issues with the incorporation of nonlinear operators (like the heat flux).\[496,497] Still, the application of methods that directly incorporate nuclear quantum effects into MD simulations of thermal properties is very undeveloped but could be a highly fruitful path of research going forward.

8. Summary

We have reviewed the theory and application of classical MD methodology to extract the phonon transport properties (TC and TIC). MD approach has several advantages over ALD based solution of BTE – implicit inclusion of anharmonicity to full order and no restrictive dependence on a plane wave phonon model thereby letting the user conduct numerical experiments on perfect crystals as well as materials over varying degrees of disorder and interfaces, often inaccessible to DFT-BTE and \textit{ab initio} MD. Classical MD also lets one attain large length scales (several nm) and long timescales (several ns) which are cost prohibitive with DFT at the length scales needed ($\geq 1$ nm $\rightarrow$ $10^2$-$10^4$ atoms).

We have also reviewed the theory of LD and how MD can be used in combination with LD to extract phonon modal information, especially modal contribution to TC and TIC. Upon surveying the studies by various research groups to understand and predict phonon modal contribution to TC and TIC, the span of materials considered is broad and the effects of intrinsic and extrinsic parameters considered, namely size effects, structural and compositional disorder, and interfacial properties such as roughness, dislocation, atomic mixing, mass grading, nanostructuring, and bonding modifications constitute a comprehensive understanding of phonon transport properties. Notably, results of these studies converge to PGM on one end of the spectrum for crystalline materials, to the Allen-Feldman theory for strongly disordered materials at the other
end of the spectrum. We have also revisited how different researchers have used MD simulations to examine the general applicability of widely used theoretical models such as the VCA approximation with Tamura model and the K-C model developed for materials with compositional and structural defects respectively. In essence, MD can be judiciously applied to design novel materials with desired thermal transport properties for diverse applications in the fields of energy, biomedical, microelectronics, textiles, and much more.

Nevertheless, we have also identified critical deficiencies associated with the MD methodology and suggested solutions to be explored in the coming years. Firstly, accuracy of results relies heavily on the efficacy of the interatomic potentials in capturing phonon properties. This, to an extent, can be addressed by developing vibrationally accurate interatomic potentials from the first principles and benchmarking against independently obtained experimental data. And secondly, being based on classical mechanics, MD does not include quantum effects, leading to reduced predictive accuracy at low temperatures. While semi-empirical quantum correction schemes have been used in the past, it is important to explore frequency level quantum correction schemes and more rigorous nuclear quantum correction schemes to ensure high levels of accuracy in predictions.
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