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Abstract

The neighborhood complex $N(G)$ of a graph $G$ were introduced by L. Lovász in his proof of Kneser conjecture. He proved that for any graph $G$,

$$
\chi(G) \geq \text{conn}(N(G)) + 3.\tag{1}
$$

In this article we show that for a class of exponential graphs the bound given in (1) is tight. Further, we show that the neighborhood complexes of these exponential graphs are spheres up to homotopy. We were also able to find a class of exponential graphs, which are homotopy test graphs.

Hedetniemi’s conjecture states that the chromatic number of the categorical product of two graphs is the minimum of the chromatic number of the factors. Let $M(G)$ denotes the Mycielskian of a graph $G$. We show that, for any graph $G$ containing $M(M(K_n))$ as a subgraph and for any graph $H$, if $\chi(G \times H) = n + 1$, then $\min\{\chi(G), \chi(H)\} = n + 1$. Therefore, we enrich the family of graphs satisfying the Hedetniemi’s conjecture.

Keywords: Neighborhood complexes, exponential graphs, chromatic number.

2010 Mathematics Subject Classification: primary 05C15, secondary 57M15

1 Introduction

1.1 Neighborhood complex

In 1978, L. Lovász ([22]) proved the famous Kneser conjecture ([18]) by using Borsuk-Ulam theorem. In his proof he introduced the concept of a simplicial complex $N(G)$ called neighborhood complex for a graph $G$ and then related the topological connectivity of $N(G)$ to the chromatic number of $G$.

**Theorem 1.1.** (Lovász) For any graph $G$,

$$
\chi(G) \geq \text{conn}(N(G)) + 3.\tag{2}
$$

Here for a space $X$, $\text{conn}(X)$ is the largest integer $n$ such that $X$ is $n$-connected. Lovász proved that in the case of Kneser graph the bound given in (2) is tight. In [5], Björner and Longueville showed that the neighborhood complexes of a family of vertex critical

*Department of Mathematics, Indian Institute of Technology Bombay, India. samirshukla43@gmail.com
†The author was financially supported by Indian Institute of Technology Bombay, India.
subgraphs of Kneser graphs – the stable Kneser graphs, are spheres up to homotopy. In \cite{BabsonKozlov}, Babson and Kozlov showed that neighborhood complex of complete graph $K_m$ is homotopy equivalent to the $(m-2)$-sphere $S^{m-2}$. In \cite{Nilakantan}, Nilakantan and the author have studied the neighborhood complexes of the exponential graphs $K_mK_n$. We have shown that $\mathcal{N}(K_mK_n)$ is homotopy equivalent to $S^{m-2}$ for $m < n$. For all the above mentioned classes of graphs the bound given in \cite{BabsonKozlov} is sharp. It is a natural question to ask whether we can classify the graphs for which the inequality \cite{BabsonKozlov} is sharp. In this article we show that the bound given in \cite{BabsonKozlov} is sharp for a class of exponential graphs. Further, we show that the neighborhood complexes of these graphs are spheres up to homotopy.

For $r \geq 1$, let $L_r$ denotes the path of length $r$, i.e., it is a graph with vertex set $V(L_r) = \{0, \ldots, r\}$ and edge set $E(L_r) = \{(i, i + 1) \mid 0 \leq i \leq r - 1\}$. For a subset $A \subseteq \{0, \ldots, r\}$, $L_r(A)$ is the graph obtained from $L_r$ by adding a loop at $x$ for each $x \in A$. For a graph $G$, we define the graph $G^r_A = (G \times L_r(A))/\sim_r$, where $\sim_r$ is the equivalence which identifies all vertices whose second coordinate is $r$. For a graph $G$ and $r \geq 2$, the graph $G^r_{\{0\}} = (G \times L_r(\{0\}))/\sim_r$ is called the $r$-th generalised Mycielskian \cite{Tardif} of $G$ and we denote it by $M_r(G)$. The graph $M_2(G)$ is called the Mycielskian \cite{Mycielski} of $G$. In this article, if no confusion arises we denote $M_2(G)$ simply by $M(G)$.

We say that a simple graph $G$ satisfies the property $P$, if the following is true: for any two disjoint edges $e_1 = (v_1, v_1)$ and $e_2 = (v_2, w_2)$ of $G$ if $(v_2, v_1)$ is an edge in $G$ then either $(w_2, v_1)$ or $(w_2, w_1)$ is an edge in $G$.

Here, by disjointness of edges $e_1 = (v_1, w_1)$ and $e_2 = (v_2, w_2)$, we mean that $\{v_1, w_1\} \cap \{v_2, w_2\} = \emptyset$. Clearly, all the complete graphs satisfy the property $P$. We prove the following.

**Theorem 1.2.** Let $2 \leq m < \chi(T)$ be a positive integer and let $T$ be a connected graph satisfying the property $P$. Then, for $K^T_m$ the bound given in \cite{BabsonKozlov} is sharp. Moreover, $\mathcal{N}(K^T_m) \simeq S^{m-2}$.

**Theorem 1.3.** Let $n \geq 2, r \geq 1, 0 \leq i \leq r - 1$ and $A = \{0, \ldots, i\}$. Let $T$ be a connected graph satisfying the property $P$. Then for any $m \leq \chi(T)$, $\mathcal{N}(K^T_m) \simeq S^{m-2}$. In particular, $\mathcal{N}(K^m_{M_r(K_n)}) \simeq S^{m-2}$ for all $m \leq n$.

The following corollary is a direct application of Theorem 1.3.

**Corollary 1.4.** Let $T$ be a connected graph satisfying the property $P$. Let $2 \leq m \leq \chi(T), r \geq 1, 0 \leq i \leq r - 1$ and $A = \{0, \ldots, i\}$. Then, for $K^T_m$ the bound given in \cite{BabsonKozlov} is sharp.

**Theorem 1.5.** Let $n \geq 2$ and $m \leq n$ be positive integers. Then, inequality \cite{BabsonKozlov} is sharp for $K^M_{M(M(K_n))}$. Moreover, $\mathcal{N}(K^M_{M(M(K_n))}) \simeq S^{m-2}$.

### 1.2 Homotopy test graph

The Hom complex were originally defined by Lovász to give a topological obstruction to graph coloring and were first mainly investigated by Babson and Kozlov in \cite{BabsonKozlov}. The Hom complex were originally defined by Lovász to give a topological obstruction to graph coloring and were first mainly investigated by Babson and Kozlov in \cite{BabsonKozlov}.

---

\footnote{The generalized Mycielskians (also known as cones over graphs) of a graph were introduced by Tardif \cite{Tardif}, which are the natural generalization of Mycielskian.}

\footnote{The Mycielskian of a graph was introduced by Mycielski \cite{Mycielski} in 1955.}
complex \( \text{Hom}(G, H) \) for graphs \( G \) and \( H \) is a polyhedral complex, whose 0-dimensional cells are the graph homomorphisms from \( G \) to \( H \). It is known that \( \text{Hom}(K_2, G) \) and \( N(G) \) are homotopy equivalent \((\cite{2})\).

**Definition 1.6.** \cite{21} A graph \( T \) is called a homotopy test graph if the inequality

\[
\chi(G) \geq \chi(T) + \text{conn}(\text{Hom}(T, G)) + 1,
\]

holds for all graph \( G \).

Since \( \text{Hom}(K_2, G) \cong N(G) \), it follows from Theorem 1.1 that \( K_2 \) is a homotopy test graph. In \cite{2}, Babson and Kozlov generalize this result and showed that all complete graphs are homotopy test graphs. Some other examples of homotopy test graphs are given by odd cycles \( C_{2r+1} \) \cite{3}, bipartite graphs \cite{23} and some of the stable Kneser graphs \cite{28}. For further development and related topics, we refer to \cite{10, 17, 20, 21}.

In this article, we prove the following.

**Theorem 1.7.** Let \( n \geq 2 \) and let \( G \) be a graph. If \( M(M(K_n)) \) is a subgraph of \( G \), then \( \chi(K_n^G) = m \) for \( m \leq n + 1 \).

The following corollary is an application of Theorem 1.7.

**Corollary 1.8.** Let \( n \geq 2 \) and let \( G \) be a graph. If \( M(M(K_n)) \) is a subgraph of \( G \), then \( K_n^G \) is a homotopy test graph for \( m \leq n + 1 \).

### 1.3 Hedetniemi’s conjecture

One of the famous open problems in graph theory is the following conjecture of Hedetniemi about the chromatic number of categorical product of graphs (for categorical product of graphs, see Definition 2.1).

**Conjecture 1.1.** \cite{15} For any two graphs \( G \) and \( H \), \( \chi(G \times H) = \min\{\chi(G), \chi(H)\} \).

Since we have projections \( G \times H \to G \) and \( G \times H \to H \), it is straightforward to verify that \( \chi(G \times H) \leq \min\{\chi(G), \chi(H)\} \). The difficulty lies in deriving the other inequality i.e., to prove that \( \chi(G \times H) \geq \min\{\chi(G), \chi(H)\} \). It is easy to prove that Conjecture 1.1 is true for graphs of chromatic numbers 2 and 3. In \cite{12}, El-Zahar and Sauer, showed that the chromatic number of the product of two 4-chromatic graph is 4. The following are the some of the results in the support of the Conjecture 1.1.

**Theorem 1.9.** \cite{7} Let \( G \) be a graph such that every vertex of \( G \) is in an \( n \)-clique. For every graph \( H \), if \( \chi(G \times H) = n \), then \( \min\{\chi(G), \chi(H)\} = n \).

**Theorem 1.10.** \cite{14, 25} Let \( G \) and \( H \) be connected graphs containing \( n \)-cliques. If \( \chi(G \times H) = n \), then \( \min\{\chi(G), \chi(H)\} = n \).

**Theorem 1.11.** \cite{6} Theorem 3) Let \( G \) be a graph such that the clique number of \( G \) is \( n \geq 2 \). Let \( A \) be the set of vertices of \( G \) that are not contained in an \( n \)-clique. Let there exists a coloring with \( n + 1 \) colors \( 1, \ldots, n+1 \) of \( G \) such that each vertex of \( A \) is colored by either \( n \) or \( n+1 \). For every graph \( H \), if \( \chi(G \times H) = n \), then \( \min\{\chi(G), \chi(H)\} = n \).
In all above results, for a pair of graph $G$ and $H$, the Hedetniemi’s conjecture is true, when $\chi(G) = n + 1$ and $G$ contains an $n$-clique. It is natural to ask, what can we say, if $\chi(G) = n + 2$ and the size of the maximal clique in $G$ is $n$. In this article we prove the following, which is an immediate consequence of Theorem 1.7.

**Theorem 1.12.** Let $n \geq 2$ be a positive integer. Let $G$ be a graph containing $M(K_n)$ as a subgraph. For every graph $H$, if $\chi(G \times H) = n + 1$, then $\min\{\chi(G), \chi(H)\} = n + 1$.

Some other special cases of the Conjecture 1.1 have also been proved to be true [11 37 7 11 27 31 32 33]. For further development and related research, we refer to the survey articles [26 30 31].

## 2 Preliminaries

A graph $G$ is a pair $(V(G), E(G))$, where $V(G)$ is the set of vertices of $G$ and $E(G) \subseteq V(G) \times V(G)$ denotes the set of edges. If $(x, y) \in E(G)$, it is also denoted by $x \sim y$ and $x$ is said to be adjacent to $y$. All the graphs in this article are finite, undirected, i.e., $(x, y) \in E(G)$ implies $(y, x) \in E(G)$ and without multiple edges.

A graph $G$ is said to be simple if $(x, y) \in E(G)$ implies $x \neq y$. A subgraph $H$ of $G$ is a graph with $V(H) \subseteq V(G)$ and $E(H) \subseteq E(G)$. For a subset $U \subseteq V(G)$, the induced subgraph $G[U]$ is the subgraph whose set of vertices $V(G[U]) = U$ and the set of edges $E(G[U]) = \{(a, b) \in E(G) | a, b \in U\}$.

For a positive integer $r$, cyclic graph $C_r$ is the graph with $V(C_r) = \{1, \ldots, r\}$ and $E(C_r) = \{(i, i + 1) | 1 \leq i \leq r - 1\} \cup \{(1, r)\}$.

The neighborhood of $v \in V(G)$ is defined as $N_G(v) = \{w \in V(G) | (v, w) \in E(G)\}$. If $A \subseteq V(G)$, the neighborhood of $A$ is defined as $N_G(A) = \{x \in V(G) | (x, a) \in E(G) \forall a \in A\}$.

A graph homomorphism from $G$ to $H$ is a set map $\phi : V(G) \rightarrow V(H)$ which preserve the edges, i.e., $(x, y) \in E(G) \implies (\phi(x), \phi(y)) \in E(H)$. A graph homomorphism $f$ is called an isomorphism if $f$ is bijective and $f^{-1}$ is also a graph homomorphism. Two graphs are called isomorphic, if there exists an isomorphism between them. If $G$ and $H$ are isomorphic, we write $G \cong H$.

The complete graph $K_n$ is a graph with $V(K_n) = \{1, \ldots, n\}$ and $E(K_n) = \{(i, j) | i \neq j\}$. A graph isomorphic to $K_n$ is called an $n$-clique or a clique of size $n$. The chromatic number of a simple graph is defined by $\chi(G) := \min\{n | \exists$ a graph homomorphism from $G$ to $K_n\}$.

The clique number $\omega(G)$ of a graph $G$ is the largest integer $k$ such that $G$ contains an $k$-clique as a subgraph.

**Definition 2.1** (Categorical product). The categorical product of two graphs $G$ and $H$, denoted by $G \times H$ is the graph where $V(G \times H) = V(G) \times V(H)$ and $(g, h) \sim (g', h')$ in $G \times H$ if $g \sim g'$ and $h \sim h'$ in $G$ and $H$ respectively.

**Definition 2.2** (Exponential graph). Let $G$ and $H$ be graphs. The exponential graph $H^G$ is a graph where $V(H^G)$ contains all the set maps from $V(G)$ to $V(H)$ and any two vertices $f$ and $f'$ in $V(H^G)$ are said to be adjacent, if $v \sim v'$ in $G$ implies that $f(v) \sim f'(v')$ in $H$. 


More details about product of graphs and exponential graphs can be found in \cite{13, 16}.

A topological space $X$ is said to be $k$-connected if every continuous map from a $m$-dimensional sphere $S^m \to X$ can be extended to a continuous map from the $(m + 1)$-dimensional ball $B^{m+1} \to X$ for $m = 0, 1, \ldots, k$. The connectivity of $X$ is the largest $k$ such that $X$ is $k$-connected and it is denoted by $\text{conn}(X)$. If $X$ is a non empty disconnected space, it is said to be $-1$ connected.

A finite abstract simplicial complex $X$ is a collection of finite sets where $\tau \in X$ and $\sigma \subseteq \tau$, implies $\sigma \in X$. The elements of $X$ are called the simplices of $X$. If $\sigma \in X$ and $|\sigma| = k + 1$, then $\sigma$ is said to be $k$ dimensional.

**Definition 2.3.** The neighborhood complex $\mathcal{N}(G)$ of a graph $G$ is the abstract simplicial complex whose simplices are those subsets of vertices of $G$, which have a common neighbor, i.e., $\mathcal{N}(G) = \{A \subseteq V(G) \mid N_G(A) \neq \emptyset\}$.

In this article we consider $\mathcal{N}(G)$ as a topological space, namely its geometric realization. For definition of geometric realization and details about simplicial complexes, we refer to book \cite{21} by Kozlov.

**Definition 2.4.** \cite{2} Definition 1.2] For any two graphs $G$ and $H$, Hom complex $\text{Hom}(G, H)$ is the polyhedral complex whose cells are indexed by all functions $\eta : V(G) \to 2^{V(H)} \setminus \emptyset$, such that if $(v, w) \in E(G)$ then $\eta(v) \times \eta(w) \subseteq E(H)$.

Let $G$ be a graph and $N_G(u) \subseteq N_G(v)$ for two distinct vertices $u$ and $v$ of $G$. The graph $G \setminus \{u\}$ is called a fold of $G$. Here, $V(G \setminus \{u\}) = V(G) \setminus \{u\}$ and the edges in the subgraph $G \setminus \{u\}$ are all those edges of $G$ which do not contain $u$. In this case, the map $V(G) \to V(G) \setminus \{u\}$, which sends $u$ to $v$ and fixes all other vertices, is a graph homomorphism. Thus, we conclude that $\chi(G \setminus \{u\}) = \chi(G)$.

From \cite{19} Theorem 3.3] we have the following result which allows us to replace a graph by a subgraph in the Hom complex.

**Proposition 2.5.** Let $G \setminus \{v\}$ be a fold of $G$ and let $H$ be some graph. Then $\text{Hom}(G, H) \simeq \text{Hom}(G \setminus \{v\}, H)$ and $\text{Hom}(H, G) \simeq \text{Hom}(H, G \setminus \{v\})$.

From \cite{2} Proposition 3.5] we have a relationship between the exponential graph and the categorical product in the Hom complex.

**Proposition 2.6.** Let $G$, $H$ and $K$ be graphs. Then

$\text{Hom}(G \times H, K) \simeq \text{Hom}(G, K^H)$.

3 Proofs

Throughout this article, for any positive integer $n$, we denote the set $\{1, \ldots, n\}$ by $[n]$. For a map $f$, we let $\text{Im } f$ denote the image set of $f$.

A simple graph $G$ is called perfect if, for every induced subgraph $H$ of $G$, the number of vertices in a maximum clique is $\chi(H)$. The compliment graph $G^c$ of $G$ is the graph on same vertex set as of $G$ and $E(G^c) = \{(x, y) \mid (x, y) \notin E(G)\}$. The well known Strong Perfect
Graph Theorem (§3) says that $G$ is perfect if and only if no induced subgraph of $G$ or $G^c$ is an odd cycle of length greater than three. Using this characterization of perfect graphs we show that any graph satisfying the property $\mathcal{P}$ (defined in section 1.1) is perfect.

**Proposition 3.1.** Every graph satisfying the property $\mathcal{P}$ is perfect.

**Proof.** Let $T$ be a graph satisfying the property $\mathcal{P}$. It is clear from the definition of property $\mathcal{P}$ that no induced subgraph of $T$ is isomorphic to an odd cycle of length greater than 3. Suppose $T^c$ has an induced subgraph $H$ isomorphic to an odd cycle of length $r \geq 5$. Without loss of generality we assume that $V(H) = \{1, \ldots, r\}$ and $E(H) = \{(i, i+1)|1 \leq i \leq r-1\} \cup \{(1, r)\}$. Then, clearly $(1,3),(2,5)$ and $(3,5)$ are edges in $T$, but neither $(2,1)$ nor $(2,3)$ is an edge in $T$, which is a contradiction to the fact that $T$ is satisfying the property $\mathcal{P}$. \qed

### 3.1 Proofs of the results of Section 1.1

We first prove the following lemma, which plays a crucial role in the proof of Theorems 1.2 and 1.3.

**Lemma 3.2.** Let $m$ be a positive integer and let $T$ be a connected graph having the property $\mathcal{P}$. Let $f \in V(K_m^T)$ such that $f(v) = f(w) = a$ for some edge $(v,w) \in E(G)$. Then, there exists $\tilde{f}$ such that $N_{K_m^T}(f) \subseteq N_{K_m^T}(\tilde{f})$ and $\tilde{f}(x) = a$ for all $x \in V(T)$.

**Proof.** Define $f^1 : V(T) \rightarrow [m]$ by

$$f^1(x) = \begin{cases} a, & \text{if } x \in N_T(v), \\ f(x), & \text{otherwise.} \end{cases}$$

Let $g \in N_{K_m^T}(f)$. We first show that $g \in N_{K_m^T}(f^1)$. Since $f^1(x) = f(x)$ for all $x \notin N_T(v)$, observe that to prove $g \sim f^1$, it is enough to show that for each $x \in N_T(v)$ and $y \sim x$, $g(x) \sim f^1(y)$ and $g(y) \sim f^1(x)$ in $K_m$. Let $x \in N_T(v)$ and $y \sim x$ in $T$. If $y \in N_T(v)$, then $f^1(y) = a$. In this case, since $x \sim y$ in $T$ and $f \sim g$, we see that $g(x) \sim f(y) = a = f^1(y)$. Now, if $y \not\in N_T(v)$, then $f^1(y) = f(y)$ and therefore $g(x) \sim f(y) = f^1(y)$. Hence, $g(x) \sim f^1(y)$ in $K_m$.

We now show that $g(y) \sim f^1(x)$ in $K_m$. Since, $f^1(x) = a$, it is sufficient to show that $g(y) \neq a$. If $x = w$, then $g \sim f$ implies that $g(y) \sim f(w)$ (in $K_m$). Hence, $g(y) \neq f(w) = a$. So assume that $x \neq w$. If $y \in \{v, w\}$, then since $(v, w) \in E(T)$ and $f(v) = f(w) = a$, we see that $g \sim f \implies g(y) \neq a$. If $y \not\in \{v, w\}$, then since $(v, x), (x, y)$ belong to $E(T)$ and $T$ is satisfying the property $\mathcal{P}$, we conclude that either $(y, v)$ or $(y, w)$ is an edge in $T$. Now, $f \sim g$ implies that $g(y) \neq a$.

Thus, $g \sim f^1$ and therefore $N_{K_m^T}(f) \subseteq N_{K_m^T}(f^1)$. Now, we apply the above argument for $f^1$ and get a $f^2 \in V(K_m^T)$ such that $N_{K_m^T}(f^1) \subseteq N_{K_m^T}(f^2)$ and $f^2(x) = a$ for all $x \in N_T(v) \cup N_T(y)$. Since $T$ is a finite connected graph, after finite number of steps, we get a $f^k \in V(K_m^T)$ such that $N_{K_m^T}(f) \subseteq N_{K_m^T}(f^1), N_{K_m^T}(f^1) \subseteq N_{K_m^T}(f^2), \ldots, N_{K_m^T}(f^{k-1}) \subseteq N_{K_m^T}(f^k)$ and $f^k(x) = a$ for all $x \in V(T)$. We take $\tilde{f} = f^k$. \qed
Proof of Theorem 1.2. Since, $m < \chi(T)$, there exists no graph homomorphism from $T$ to $K_m$. Hence, for any $f \in V(K^T_m)$, there exists an edge $(v, w) \in E(T)$ such that $f(v) = f(w)$ and therefore from Lemma 3.2, $K^T_m$ is folded onto a subgraph $\mathcal{S}_1$ where each vertex of $\mathcal{S}_1$ is a constant map from $V(T)$ to $[m]$. Observe that $\mathcal{S}_1$ is isomorphic to the complete graph $K_m$. Since, folding preserve the chromatic number, $\chi(K^T_m) = \chi(\mathcal{S}_1) = m.$

Since, $\mathcal{N}(G) \simeq \text{Hom}(K_2, G)$, from Proposition 2.5 we conclude that $\mathcal{N}(K^T_m) \simeq \mathcal{N}(\mathcal{S}_1) \simeq \mathcal{N}(K_m) \simeq \mathcal{S}^{m-2}$. Now, since $\text{conn}(\mathcal{S}^{m-2}) = m - 3$ result follows. \[\square\]

Remark 3.3. In the proof of Theorem 1.2 we have shown that $\chi(K^T_m) = m$ for $m < \chi(T).$ But, this is directly follows from Theorem 1.9 by using the following argument. From Proposition 3.1, $T$ is a perfect graph and therefore it contains a clique of order $\chi(T)$. Hence, Theorem 1.9 implies that $\chi(T \times H) = \min \{\chi(T), \chi(H)\}$ for any graph $H$. In particular $\chi(T \times K^T_m) = \min \{\chi(T), \chi(K^T_m)\}$. Since the map $\phi : T \times K^T_m \rightarrow K_m$ defined by $\phi(x, f) = f(x)$ is a graph homomorphism, we see that $\chi(T \times K^T_m) \leq m$. But, since $\chi(K^T_m) \geq m$ and $\chi(T) > m$, $\chi(T \times K^T_m) = \min \{\chi(T), \chi(K^T_m)\}$ implies that $\chi(K^T_m) = m$.

In the rest of the section, we assume that $T$ is a connected graph satisfying the property $\mathcal{P}$, $m$ and $r$ are positive integers, $A \subseteq \{0, \ldots, r - 1\}$ and $\mathcal{S} = T^r_A$. For any $f \in V(K^T_m)$ and $0 \leq l \leq r - 1$, we define $f_l : V(T) \rightarrow [m]$ by $f_l(x) = f((x, l))$ for all $x \in V(T)$.

Lemma 3.4. Let $f \in V(K^T_m)$ such that $f_1(v) = f_1(w) = a$ for some $(v, w) \in E(T)$ and some $0 \leq l \leq r - 1$. There exists $\tilde{f} \in V(K^T_m)$ such that $\tilde{f}_1(x) = a$ for all $x \in V(T)$ and $N_{K^T_m}(f) \subseteq N_{K^T_m}(\tilde{f})$.

Proof. The proof is similar to that of proof of the Lemma 3.2. Define $f^1 : V(\mathcal{S}) \rightarrow [m]$ by

$$f^1(x) = \begin{cases} \{a\}, & \text{if } x \in N_T(v) \times \{l\}, \\ f(x), & \text{otherwise.} \end{cases}$$

Let $h \in N_{K^T_m}(f)$. We first show that $h \sim f^1$ in $K^T_m$. Here, it is enough to show that for each $x \in N_T(v) \times \{l\}$ and $y \in N_T(x)$, $h(x) \sim f^1(y)$ and $h(y) \sim f^1(x)$ (in $K_m$). Let $x = (x_1, l)$ and $y = (y_1, j)$ for some $x_1, y_1 \in V(T)$, $1 \leq j \leq r$ such that $x \in N_T(v) \times \{l\}$ and $y \in N_T(x)$. Since, $(x, l) \in E(\mathcal{S})$, we see that $(j, l) \in E(L_r(A))$ and $(x_1, v) \in E(T)$. If $y \in N_T(v) \times \{l\}$, then $f^1(y) = a$. In this case, $y \sim x$ in $\mathcal{S}$ and $x_1 \sim v$ in $T$ implies that $x \sim (v, l)$ in $\mathcal{S}$. Hence, $h \sim f$ implies that $h(x) \sim f((v, l)) = f_1(v) = a = f^1(y)$. Now, if $y \notin N_T(v) \times \{l\}$, then $f^1(y) = f(y)$ and therefore $h(x) \sim f(y) = f^1(y)$. Hence, $h(x) \sim f^1(y)$ in $K_m$.

Here, $f^1(x) = a$. Hence, to show that $h(y) \sim f^1(x)$, it is enough to prove that $h(y) \neq a$. If $x_1 = w$, then $x = (w, l)$ and therefore $h \sim f$ implies that $h(y) \neq f(x) = f((w, l)) = f_1(w) = a$. If $y_1 \in \{v, w\}$, then either $((y_1, j), (v, l)) \in E(\mathcal{S})$ or $((y_1, j), (w, l)) \in E(\mathcal{S})$. Since, $f((w, l)) = f((w, l)) = a$ and $h \sim f$, we see that $h((y_1, j)) \neq a$. So, assume that $x_1 \neq w$ and $y_1 \notin \{v, w\}$. Since $(w, v), (v, x_1), (x_1, y_1)$ are edges in $T$ and $T$ is satisfying the property $\mathcal{P}$, we conclude that either $(y_1, v)$ or $(y_1, w)$ is an edge in $T$. Hence, either $((y_1, j), (v, l)) \in E(\mathcal{S})$ or $((y_1, j), (w, l)) \in E(\mathcal{S})$. Now, $f \sim h$ implies that $h((y_1, j)) \neq a$.

Thus $N_{K^T_m}(f) \subseteq N_{K^T_m}(f^1)$. We now apply the above argument on $f^1$ and get a $f^2$ such that $N_{K^T_m}(f^1) \subseteq N_{K^T_m}(f^2)$ and $f^2((x, l)) = a$ for all $x \in N_T(v) \bigcup_{y \in N_T(v)} N_T(y)$. Since
$T$ is finite connected graph, after finite number of steps, we get a $f^k \in K_m^T$ such that $N_{K_m^T}(f) \subseteq N_{K_m^T}(f^1)$, $N_{K_m^T}(f^1) \subseteq N_{K_m^T}(f^2)$, ..., $N_{K_m^T}(f^{k-1}) \subseteq N_{K_m^T}(f^k)$ and $f^k((x, l)) = a$ for all $x \in V(T)$. We take $\bar{f} = f^k$.

\[ \square \]

**Lemma 3.5.** Let $0 \leq l \leq r - 1$ and let $f \in V(K_m^T)$ such that the map $f_l$ is a graph homomorphism from $T$ to $K_m$. If $m \leq \chi(T)$, then $N_{K_m^T}(f) = \emptyset$.

**Proof.** Let $n = \chi(T)$. From Proposition [3.1], $T$ is a perfect graph and therefore it contains a subgraph isomorphic to the complete graph $K_n$. Without loss of generality we can assume that $K_n$ is a subgraph of $T$, i.e., $V(K_n) = [n] \subseteq V(T)$.

Suppose $N_{K_m^T}(f) \neq \emptyset$ and let $h \in N_{K_m^T}(f)$. For $0 \leq i \leq r - 1$, let $\bar{f}_i$ and $\bar{h}_i$ are restrictions of $f_i$ and $h_i$ on $K_n$ respectively. Since $f_i$ is a graph homomorphism from $T$ to $K_m$, $\bar{f}_i$ is also a graph homomorphism from $K_n$ to $K_m$ and therefore $\bar{f}_i(i) \neq \bar{f}_i(j)$ for all $1 \leq i \neq j \leq n$.

Since $m \leq \chi(T) = n$ and $\bar{f}_i$ is a graph homomorphism, we conclude that $m = n$ and $\text{Im} \bar{f}_i = [m]$. For any $1 \leq i \neq j \leq n$, since $(i, l + 1) \sim (j, l)$ in $T$ and $f \sim h$ in $K_m^T$, we have $h(i, l + 1) \neq f(j, l))$. Hence, $\bar{h}_{i+1}(i) \neq \bar{f}_i(j)$ for $i \neq j$ and therefore $\bar{h}_{i+1}(i) = \bar{f}_i(i)$ for all $1 \leq i \leq n$. Thus, $\bar{h}_{i+1} = \bar{f}_i$ and $\text{Im} \bar{h}_{i+1} = [m]$.

For any $i \neq j$, since $(i, l + 2) \sim (j, l + 1)$, we see that $\bar{f}_i((i, l + 2)) \neq \bar{h}_i((j, l + 1))$. Using the fact that $\bar{h}_{i+1} = \bar{f}_i$, we conclude that $\bar{f}_{i+2} = \bar{h}_{i+1} = \bar{f}_i$ and therefore $\text{Im} \bar{f}_{i+2} = [m]$. By applying the similar argument, since $(i, l + 2) \sim (j, l + 3)$ for all $1 \leq i \neq j \leq n$, we conclude that $\text{Im} \bar{h}_{i+3} = [m]$ and $\bar{h}_{i+3} = \bar{f}_{i+2} = \bar{h}_{i+1} = \bar{f}_i$.

By repeating the above argument, we observe that $\text{Im} \bar{f}_{i+t} = [m]$ for all even $t$ such that $l + t \leq r - 1$ and $\text{Im} \bar{h}_{i+s} = [m]$, for all odd $s$ such that $l + s \leq r - 1$. Hence, either $\text{Im} \bar{f}_{r-1} = [m]$ or $\text{Im} \bar{h}_{r-1} = [m]$.

Let $w = (\ast, r)$ be the vertex of $T_m^T$ obtained by identifying all vertices whose second coordinate is $r$. Since, $w \sim (i, r - 1)$ for all $1 \leq i \leq n$ and either $\text{Im} \bar{f}_{r-1} = [m]$ or $\text{Im} \bar{h}_{r-1} = [m]$, we see that $f \sim h \implies$ either $h(w) \notin [m]$ or $f(w) \notin [m]$, which is a contradiction. Thus $N_{K_m^T}(f) = \emptyset$.

\[ \square \]

Using the above two lemmas we prove the following more general result, from which proof of Theorem [1.3] follows easily.

**Theorem 3.6.** Let $r$ be a positive integer and let $T$ be a connected graph having the property $P$. Then for any $A \subseteq \{0, 1, \ldots, r - 1\}$ and $2 \leq m \leq \chi(T)$,

$$\mathcal{N}(K_m^{T_A}) \simeq \mathcal{N}(K_m^{L_0(A)}).$$

**Proof.** By using Lemma [3.4] $T_m^{T_{\ast,r}}$ is folded onto an induced subgraph $\mathcal{S}_1$ where $f \in V(\mathcal{S}_1)$ if and only if, for each $0 \leq l \leq r - 1$, the map $f_l : V(T) \rightarrow [m]$ defined by $f_l(x) = f((x, l))$ is either a constant map or a graph homomorphism from $T$ to $K_m$. For any $f \in V(\mathcal{S}_1)$ such that $f_l$ is non-constant for some $0 \leq l \leq r - 1$, $N_{\mathcal{S}_1}(f) = \emptyset$ from Lemma [3.3]. Hence, $\mathcal{N}(\mathcal{S}_1) \simeq \mathcal{N}(\mathcal{S}_2)$, where $\mathcal{S}_2$ is the induced subgraph of $\mathcal{S}_1$ on the set of vertices $V(\mathcal{S}_2) = \{f \in V(\mathcal{S}_1) \mid f_l$ is a constant map $\forall 0 \leq l \leq r - 1\}$.
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Since $\chi(T) \geq 2$, $T$ contains at least one edge and using this fact it is easy to see that $\mathcal{S}_2 \cong K_m^{L_r(A)}$. Since $\mathcal{N}(G) \cong \text{Hom}(K_2, G)$, using Proposition 2.5 we conclude that $\mathcal{N}(K_m^{T_A}) \cong \mathcal{N}(\mathcal{S}_1) \cong \mathcal{N}(\mathcal{S}_2) \cong \mathcal{N}(K_m^{L_r(A)})$.

\[ \square \]

**Proof of Theorem 1.4** From Theorem 1.3, $\mathcal{N}(K_m^{T_A}) \cong \mathcal{N}(K_m^{L_r(A)})$. Since $A = \{0, \ldots, i\}$, we observe that $K_2 \times L_r(A)$ is folded onto a subgraph isomorphic to $K_2$. Hence, from Propositions 2.5 and 2.6, we conclude that $\mathcal{N}(K_m^{T_A}) \cong \mathcal{N}(K_m^{L_r(A)}) \cong \text{Hom}(K_2, K_m^{L_r(A)}) \cong \text{Hom}(K_2 \times L_r(A), K_m) \cong \mathcal{N}(K_m) \cong \mathbb{S}^{m-2}$.

\[ \square \]

**Proof of Corollary 1.4** Let $\chi(T) = n$. We first show that $\chi(K_m^{T_A}) = m$. Since $T$ is a perfect graph, it has a subgraph isomorphic to $K_n$. Without loss of generality we assume that $K_n$ is a subgraph of $T$. From Lemma 3.3, $K_m^{T_A}$ is folded onto a subgraph $\mathcal{G}$, where $f \in V(\mathcal{G})$ if and only if, for each $0 \leq l \leq r-1$, the map $f_l$ is either a constant map or a graph homomorphism from $T$ to $K_m$. Choose $0 \leq l \leq r-1$ such that $l \in A$. Define $\phi : V(\mathcal{G}) \to [m]$ by

\[
\phi(f) = \begin{cases} 
  f_l(1) & \text{if } f_l \text{ is a constant map,} \\
  1, & \text{otherwise.}
\end{cases}
\]

Clearly $\phi$ is well defined. Let $f, h \in V(\mathcal{G})$ such that $f \sim h$. For any $g \in V(\mathcal{G})$ such that $g_l$ is non-constant for some $0 \leq i \leq r-1$, $N_{K_m^{T_A}}(g) = 0$ from Lemma 3.3 and therefore $N_{\mathcal{G}}(g) \subseteq N_{K_m^{T_A}}(g)$ implies that $N_{\mathcal{G}}(g) = \emptyset$. Hence, $f_l$ and $h_l$ must be constant maps. Since $n \geq 2$, and $(1, l) \sim (2, l)$ in $T_m$, $f((1, l)) \neq h((2, l)) = h((1, l))$. Hence $\phi(f) \neq \phi(h)$. It follows that $\phi$ is a graph homomorphism.

Thus, $\chi(\mathcal{G}) \leq m$. Since, $\mathcal{G}$ contains a subgraph isomorphic to $K_m$, namely induced by all constant maps, we conclude that $\chi(\mathcal{G}) = m$. Thus, $\chi(K_m^{T_A}) = \chi(\mathcal{G}) = m$.

Since, $\text{conn}(\mathbb{S}^{m-2}) = m - 3$, result follows from Theorem 1.3

\[ \square \]

**Remark 3.7.** In the proof of Corollary 1.4 we have shown that $\chi(K_m^{T_A}) = m$ for $m \leq \chi(T)$. But, this is directly follows from Theorem 1.11. For, first observe that $T_m^A$ contains $M_r(K_n)$ as a subgraph, where $n = \chi(T)$. Since, $M_r(K_n)$ satisfies the condition of Theorem 1.11 we conclude that $\chi(K_m^{M_r(K_n)}) = m$ for all $m \leq n$. Now, since $i^* : K_m^{T_A} \to K_m^{M_r(K_n)}$ defined by $i^*(f)(x) = f(x)$ is a graph homomorphism, it follows that $\chi(K_m^{T_A}) = m$.

We now fix some notations. Let $m$ and $n$ be positive integers such that $m \leq n + 1$. For any $f \in V(K_m^{M(M(K_n))})$ and $i,j \in \{0,1\}$, we let $f_{i,j} : [n] \to [m]$ defined by $f_{i,j}(x) = f(x,i,j)$ for all $x \in [n]$. For $i \in \{0,1\}$, we let $w_i = (*,i) \in V(M(M(K_n)))$, where $* \in V(M(K_n))$ obtained by identifying all the vertices whose second coordinate is 2. Let $w_2 \in V(M(M(K_n)))$ obtained by identifying all the vertices whose second coordinate is 2, i.e., by identifying all the vertices of the form $(x,2)$ where $x \in V(M(K_n))$.

**Lemma 3.8.** Let $f \in V(K_m^{M(M(K_n))})$. Let there exist $p,q \in \{0,1\}$ and $i_0,i_1 \in [n], i_0 \neq i_1$ such that $f_{p,q}(i_0) = f_{p,q}(i_1)$. Then there exists $\tilde{f} \in V(K_m^{M(M(K_n))})$ such that $\tilde{f}_{p,q}(j) = f_{p,q}(i_0)$ for all $j \in [n]$ and $N_{K_m^{M(M(K_n))}}(\tilde{f}) \subseteq N_{K_m^{M(M(K_n))}}(f)$.
Proof. Define $\tilde{f} : V(M(M(K_n))) \to [m]$ by

$$\tilde{f}(x) = \begin{cases} f_{p,q}(i_0), & \text{if } x = (j,p,q) \text{ for some } j \in [n], \\ f(x), & \text{otherwise.} \end{cases}$$

Let $h \in N_{K_m^{M(M(K_n))}}(f)$. We show that $h \sim \tilde{f}$. Let $x = (j_0,p,q)$ for some $j \in [n]$ and let $y \sim x$. Observe that, to prove $h \sim \tilde{f}$, it is enough to show that $h(x) \neq \tilde{f}(y)$ and $h(y) \neq \tilde{f}(x) = f_{p,q}(i_0)$. If $y = (j,p,q)$ for some $j \in [n]$, then $\tilde{f}(y) = f_{p,q}(i_0)$. Since, $y \sim x$, we conclude that $x$ is adjacent to either $(i_0,p,q)$ or $(i_1,p,q)$. Hence, $h \sim f$ and $f((i_0,p,q)) = f((i_1,p,q))$ implies that $h(x) \neq f((i_0,p,q)) = f_{p,q}(i_0) = \tilde{f}(y)$. If $y \neq (j,p,q)$ for all $j \in [n]$, then $\tilde{f}(y) = f(y)$ and therefore $h(x) \neq \tilde{f}(y)$. Thus, $h(x) \neq \tilde{f}(y)$.

If $y = w_i$ for some $i \in \{0,1,2\}$, the since $y \sim x$, we see that $y \sim (i_0,p,q)$. Hence, $f \sim h$ implies that $h(y) \neq f((i_0,p,q)) = f_{p,q}(i_0)$. So, assume that $y \neq w_i$ for all $i \in \{0,1,2\}$. For any $i \neq j$, since $i \sim j$ in $K_n$, we observe that either $y \sim (i_0,p,q)$ or $y \sim (i_1,p,q)$. Since, $f \sim h$ and $f((i_0,p,q)) = f((i_1,p,q))$, we conclude that $h(y) \neq f_{p,q}(i_0)$. Thus, $h(y) \neq \tilde{f}(x)$.

Lemma 3.9. Let $m \leq n$ and let $f \in V(K_m^{M(M(K_n)))}$. If there exist $p,q \in \{0,1\}$ such that $f_{p,q}$ is a graph homomorphism from $K_n$ to $K_m$, then $N_{K_m^{M(M(K_n))}}(f) = \emptyset$.

Proof. Since $f_{p,q}$ is a graph homomorphism from $K_n$ to $K_m$ and $m \leq n$, we conclude that $m = n$ and $\text{Im } f_{p,q} = [m]$. Suppose $N_{K_m^{M(M(K_n))}}(f) \neq \emptyset$ and let $h \in N_{K_m^{M(M(K_n))}}(f)$. Let us first assume that $q = 1$. Then, $w_2 \sim (j,p,q)$ for all $j \in [n]$. Hence, $f \sim h$ implies that $h(w_2) \notin \text{Im } f_{p,q} = [m]$, which is a contradiction.

Now, let $q = 0$. If $p = 1$, then since $w_0 \sim (j,1,0)$ for all $j \in [n]$, we conclude that $h(w_0) \notin \text{Im } f_{p,q} = [m]$, a contradiction. So, assume $p = 0$. For any $i \neq j$, since $i,1,0 \sim (j,0,0)$ and $f \sim h$, we have $h_{1,0}(i) \neq f_{0,0}(j)$. Hence, $h_{1,0}(i) = f_{0,0}(i)$ for all $i$. Now, since $w_0 \sim (i,1,0)$ for all $i$, we see that $f(w_0) \notin \text{Im } h_{1,0} = \text{Im } f_{0,0} = [m]$, which is a contradiction.

Proof of Theorem 1.2. Using Lemma 3.8, $K_m^{M(M(K_n))}$ is folded onto an induced subgraph $G_1$, where $f \in V(G_1)$ if and only if, for each $p,q \in \{0,1\}$ the map $f_{p,q}$ is either a constant map or a graph homomorphism from $K_n$ to $K_m$. Let $G_2$ be the induced subgraph of $G_1$, where $f \in V(G_2)$ if and only if $f_{p,q}$ is a constant map for all $p,q \in \{0,1\}$. From Lemma 3.9, $N_{G_1}(f) = \emptyset$ for all $f$ such that $f_{p,q}$ is non-constant for some $p,q \in \{0,1\}$. Hence, $N(G_1) \simeq N(G_2)$. It is easy to see that $G_2 \cong K_m^{M(L(\{0\}))}$. Observe that $M(L(\{0\}))$ is folded onto $L_1(\{0\})$ and therefore $K_2 \times M(L(\{0\}))$ is folded onto $K_2 \times L_1(\{0\})$. Since, $K_2 \times L_1(\{0\})$ is folded onto a subgraph isomorphic to $K_2$, we have,

$$\text{N}(K_m^{M(K_n)}) \simeq \text{N}(G_1) \simeq \text{N}(G_2) \simeq \text{N}(K_m^{M(L(\{0\}))}) \simeq \text{Hom}(K_2, K_m^{M(L(\{0\}))}) \simeq \text{Hom}(K_2 \times M(L(\{0\})), K_m) \simeq \text{Hom}(K_2 \times L_1(\{0\}), K_m) \simeq \text{Hom}(K_2, K_m) \simeq \text{N}(K_m) \simeq S^{n-2}.$$ 

Result follows from Theorem 1.2.

3.2 Proofs of the results of Section 1.2

As in the previous Section, let $m$ and $n$ be positive integers such that $m \leq n+1$. For any $f \in V(K_m^{M(M(K_n))})$ and $i,j \in \{0,1\}$, we define $f_{i,j} : [n] \to [m]$ by $f_{i,j}(x) = f(x,i,j)$ for all $x \in [n]$. For $i \in \{0,1\}$, $w_i = (*,i) \in V(M(M(K_n)))$, where $* \in V(M(M(K_n)))$ obtained
by identifying all the vertices whose second coordinate is 2 and \( w_2 \in V(M(M(K_n))) \) is obtained by identifying all the vertices of the form \((x, 2)\), where \( x \in V(M(K_n))\).

Let \( \mathcal{G} \) be the induced subgraph of \( K^M_m(K_n) \) where \( f \in V(\mathcal{G}) \) if and only if, for any \( i, j \in \{0, 1\} \) the map \( f_{i,j} \) is either a constant map or a graph homomorphism from \( K_n \) to \( K_m \).

We first prove few lemmas, which we need in the proof of Theorem [1].

**Lemma 3.10.** Let \( f \in V(\mathcal{G}) \) such that \( f_{0,0} \) and \( f_{1,0} \) are graph homomorphisms.

(i) If \( f_{0,0}(i_0) = f_{1,0}(j_0) \) for some \( i_0, j_0 \in [n], i_0 \neq j_0 \), then there exists \( \tilde{f} \in V(\mathcal{G}) \) such that \( \text{Im } \tilde{f}_{1,0} = \{f_{0,0}(i_0)\} \) and \( N_\mathcal{G}(f) \subseteq N_\mathcal{G}(\tilde{f}) \).

(ii) If \( \text{Im } f_{0,0} = \text{Im } f_{1,0} \) and \( f_{0,0}(i) \neq f_{1,0}(i) \) for some \( i \in [n] \), then there exists \( \tilde{f} \in V(\mathcal{G}) \) such that \( \text{Im } \tilde{f}_{1,0} = \{f_{0,0}(i)\} \) and \( N_\mathcal{G}(f) \subseteq N_\mathcal{G}(\tilde{f}) \).

(iii) If \( \text{Im } f_{0,0} \neq \text{Im } f_{1,0} \) and \( f_{0,0}(i) \neq f_{1,0}(j) \) for some \( i, j \in [n], i \neq j \), then there exists \( \tilde{f} \in V(\mathcal{G}) \) such that \( f_{1,0} \) is a constant map and \( N_\mathcal{G}(f) \subseteq N_\mathcal{G}(\tilde{f}) \).

**Proof.**

(i) Define \( \tilde{f} : V(M(M(K_n))) \to [m] \) by

\[
\tilde{f}(x) = \begin{cases} 
  f_{0,0}(i_0), & \text{if } x = (j, 1, 0) \text{ for some } j \in [n], \\
  f(x), & \text{otherwise}.
\end{cases}
\]

Let \( h \sim f \). Let \( x = (j, 1, 0) \) for some \( j \in [n] \) and let \( y \sim x \). Let \( y = (y_1, p, q) \). Observe that \( p \in \{0, 2\} \) and \( q \in \{0, 1\} \). If \( p = 2 \), then \( y = w_q \). In this case, \( y \sim (j_0, 1, 0) \) and therefore \( f \sim h \) implies that \( h(y) \neq f((j_0, 1, 0)) = f_{1,0}(j_0) = f_{0,0}(i_0) \). Assume that \( p = 0 \). In this case, since \( i_0 \neq j_0 \), we see that either \( (y_1, 0, q) \sim (i_0, 0, 0) \) (if \( y_1 \neq i_0 \)) or \( (y_1, 0, q) \sim (j_0, 1, 0) \) (if \( y_1 \neq j_0 \)). Since, \( f(i_0, 0, 0) = f(j_0, 1, 0) \), we derive that \( h(y) \neq f_{0,0}(i_0) \). Hence, \( h(y) \neq \tilde{f}(x) \).

Since, \( y \sim x, y \neq (i, 1, 0) \) for any \( i \in [n] \) and therefore \( \tilde{f}(y) = f(y) \). Hence, \( h(x) \neq \tilde{f}(y) \). Now, from the definition of \( \tilde{f} \), we conclude that \( \tilde{f} \sim h \). Thus, \( N_\mathcal{G}(f) \subseteq N_\mathcal{G}(\tilde{f}) \).

(ii) Since \( \text{Im } f_{0,0} = \text{Im } f_{1,0} \) and \( f_{0,0}(i) \neq f_{1,0}(i) \), we see that there exists \( j \neq i \) such that \( f_{1,0}(j) = f_{0,0}(i) \). Proof follows from (i).

(iii) Since \( f_{0,0} \) is a graph homomorphism from \( K_n \) to \( K_m \), we see that \( f_{0,0}(i) \neq f_{0,0}(j) \). Further, since \( f_{1,0} \) is a graph homomorphism, \( |\text{Im } f| = n \). Now, \( m \leq n + 1 \) implies that \( \{f_{0,0}(i), f_{0,0}(j)\} \cap \text{Im } f_{1,0} \neq \emptyset \).

If \( f_{0,0}(i) \in \text{Im } f_{1,0} \), then \( f_{1,0}(p) = f_{0,0}(i) \) for some \( p \). Since, \( f_{0,0}(i) \neq f_{1,0}(i) \), we see that \( p \neq i \). Similarly, if \( f_{0,0}(j) \in \text{Im } f_{1,0} \) and \( f_{0,0}(j) = f_{1,0}(q) \), then \( q \neq j \). Proof follows from (i).

**Lemma 3.11.** Let \( f \in V(\mathcal{G}) \) such that \( f_{0,0} \) is a graph homomorphism.

(i) Let \( f_{1,0} \) is a graph homomorphism such that \( \text{Im } f_{1,0} = \text{Im } f_{0,0} \). If \( f(w_0) \notin \text{Im } f_{0,0} \), then \( N_\mathcal{G}(f) = \emptyset \).
(ii) Let $f_{1,0}$ is a graph homomorphism, $\text{Im} f_{0,0} \neq \text{Im} f_{1,0}$ and $f(w_0) \in \text{Im} f_{0,0}$. If $f_{0,0}$ and $f_{1,0}$ differ at only one vertex, then $N_\Phi(f) = \emptyset$.

(iii) Let $f_{1,0}$ is a constant map such that $f_{1,0}(1) \notin \text{Im} f_{0,0}$. If $f(w_0) \in \text{Im} f_{0,0}$, then $N_\Phi(f) = \emptyset$.

Proof. If $m \leq n$, then since $f_{0,0}$ is a graph homomorphism, $N_\Phi(f) = \emptyset$ from Lemma 3.9. So, assume that $m = n + 1$. Suppose $N_\Phi(f) \neq \emptyset$ and let $h \in N_\Phi(f)$. Observe that, since $w_2 \sim (i,j,1)$ for all $1 \leq i, j \leq n$ and $h \sim f$, $f(w_2) \notin \text{Im} h_{0,1} \cup \text{Im} h_{1,1} \cup h(w_1)$. Therefore, $\text{Im} h_{0,1} \cup \text{Im} h_{1,1} \cup h(w_1) \neq [m]$.

(i) Since $f(w_0) \notin \text{Im} f_{0,0}$, $|\text{Im} f_{0,0}| = n$ and $m = n + 1$, we see that $\{f(w_0)\} = [m] \setminus \text{Im} f_{0,0}$. Since, $(i,1,1) \sim (j,0,0)$ for $i \neq j$ and $h \sim f$, we see that $h((i,1,1)) \in \{f_{0,0}(i), f(w_0)\}$. For any $i \in [n]$, since $(i,1,1) \sim w_0$, we conclude that $f(w_0) \neq h((i,1,1))$. Hence, $h((i,1,1)) = f((i,0,0))$ for all $i$, i.e., $h_{1,1} = f_{0,0}$. Since $w_1 \sim (i,1,0)$ for all $i \in [n]$, $h \sim f$ implies that $h(w_1) \notin \text{Im} f_{1,0} = \text{Im} f_{0,0} = \text{Im} h_{1,1}$. Thus, $\text{Im} h_{1,1} \cup h(w_1) = [m]$, which implies that $\text{Im} h_{0,1} \cup \text{Im} h_{1,1} \cup h(w_1) = [m]$, a contradiction. Therefore, $N_\Phi(f) = \emptyset$.

(ii) Let $\{a\} = [m] \setminus \text{Im} f_{0,0}$. Since $\text{Im} f_{0,0} \neq \text{Im} f_{1,0}$ and $|\text{Im} f_{1,0}| = n$, there exists $i_0 \in [n]$ such that $f_{1,0}(i_0) = a$. Further, since $f_{0,0}$ and $f_{1,0}$ differs at only one vertex, we conclude that $f_{0,0}(j) = f_{1,0}(j)$ for all $j \in [n], j \neq i_0$.

Since $(i,0,1) \sim (j,0,0)$ for all $i \neq j$ and $h \sim f$, we see that $h((i,0,1)) \in \{f_{0,0}(i), a\}$. If $i \neq i_0$, then since $(i,0,1) \sim (i_0,1,0)$ and $f((i_0,1,0)) = f_{1,0}(i_0) = a$, we see that $h((i,0,1)) \neq f((i_0,1,0)) = a$. Hence, $h((i,0,1)) = f_{0,0}(i)$ for all $i \neq i_0$ and $h((i_0,0,1)) \notin \{f_{0,0}(i_0), a\}$. Thus, $h_{0,1}$ is either $f_{0,0}$ or $f_{1,0}$.

Let $h_{0,1} = f_{1,0}$. Since $w_1 \sim (1,1,0)$ for all $i$, we see that $h(w_1) \notin \text{Im} f_{1,0}$ and therefore $\text{Im} h_{0,1} \cup h(w_1) = [m]$, which is a contradiction.

Now, let $h_{0,1} = f_{0,0}$. If $h_{1,1}$ is constant map, then since $(i,1,1) \sim (j,0,0)$ for all $i \neq j$, $h \sim f$ implies that $\text{Im} h_{1,1} = a$. Hence $\text{Im} h_{0,1} \cup \text{Im} h_{1,1} = [m]$, a contradiction. So assume that $h_{1,1}$ is non-constant. Since $h \in V(\Phi), h_{1,1}$ is a graph homomorphism. For any $i \in [n], w_0 \sim (i,1,1)$ and therefore $f(w_0) \notin \text{Im} h_{1,1}$. Since, $f(w_0) \in \text{Im} f_{0,0}$, we see that $f(w_0) \neq a$. Now, $|\text{Im} h_{1,1}| = n$ implies that $a \in \text{Im} h_{1,1}$ and therefore $\text{Im} h_{0,1} \cup \text{Im} h_{1,1} = [m]$, which is not possible. Hence, $N_\Phi(f) = \emptyset$.

(iii) Let $\{a\} = \text{Im} f_{1,0}$. Then $a \notin \text{Im} f_{0,0}$. Since $(i,0,1) \sim (j,1,0)$ for all $i \neq j, h \sim f$ implies that $a \notin \text{Im} h_{0,1}$. Further, since $(i,0,1) \sim (j,0,0)$ for all $i \neq j$, we conclude that $h_{0,1}(k) = f_{0,0}(k)$ for all $k \in [n]$. Hence, $h_{0,1} = f_{0,0}$.

Let us first assume that $h_{1,1}$ is a constant map and $\text{Im} h_{1,1} = \{b\}$. Observe that $b \notin \text{Im} f_{0,0}$. Thus, $h_{0,1} = f_{0,0}$ implies that $\text{Im} h_{0,1} \cup \{b\} = [m]$, which is a contradiction.

Now, assume that $h_{1,1}$ is a graph homomorphism. Observe that $f(w_0) \notin \text{Im} h_{1,1}$. Since $f(w_0) \in \text{Im} f_{0,0}$, there exists $i_0$ such that $f_{0,0}(i_0) = f(w_0)$. Since, $(i_0,1,1) \sim (j,0,0), h_{1,1}(i_0) = f_{0,0}(j)$ for all $j \neq i_0$. Hence, either $h_{1,1}(i_0) = f_{0,0}(i_0)$ or $h_{1,1}(i_0) = a$. But, since, $f_{0,0}(i_0) = f(w_0) \notin \text{Im} h_{1,1}$, we conclude that $h_{1,1}(i_0) = a$ i.e., $a \in \text{Im} h_{1,1}$. Thus, $\text{Im} h_{0,1} \cup \text{Im} h_{1,1} = \text{Im} f_{0,0} \cup \text{Im} h_{1,1} = [m]$, which is not possible. Hence, $N_\Phi(f) = \emptyset$. 
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Proof of Theorem 1.7. We first prove that, for any \( m \leq n + 1 \), \( \chi(K_m^{M(M(K_n))}) = m \). From Lemma 3.9, \( K_m^{M(M(K_n))} \) is folded onto a subgraph \( \mathcal{G} \), where \( f \in V(\mathcal{G}) \) if and only if for any \( i, j \in \{0, 1\} \) the map \( f_{i,j} \) is either a constant map or a graph homomorphism from \( K_n \) to \( K_m \). Using Lemma 3.10, \( \mathcal{G} \) is folded onto the induced subgraph on vertex set \( V(\mathcal{G}_1) \), where \( f \in V(\mathcal{G}_1) \) if and only if the following are true:

(A) if \( \text{Im } f_{0,0} = \text{Im } f_{1,0} \), then \( f_{0,0} = f_{1,0} \) (from Lemma 3.10 (ii)).

(B) if \( f_{0,0}, f_{1,0} \) are graph homomorphisms and \( \text{Im } f_{0,0} \neq \text{Im } f_{1,0} \), then \( f_{0,0} \) and \( f_{1,0} \) differ at only one vertex (from Lemma 3.10 (iii)).

We define the subsets \( U_1, U_2, U_3 \subseteq V(\mathcal{G}_1) \) by

\[
U_1 = \{ f \in V(\mathcal{G}_1) \mid f_{0,0}, f_{1,0} \text{ are graph homomorphisms}, \text{Im } f_{0,0} = \text{Im } f_{1,0} \text{ and } f(w_0) \notin \text{Im } f_{0,0} \},
\]
\[
U_2 = \{ f \in V(\mathcal{G}_1) \mid f_{0,0}, f_{1,0} \text{ are graph homomorphisms}, \text{Im } f_{0,0} \neq \text{Im } f_{1,0}, f(w_0) \in \text{Im } f_{0,0} \text{ and } f_{0,0} \text{ and } f_{1,0} \text{ differ at only one vertex} \} \text{ and}
\]
\[
U_3 = \{ f \in V(\mathcal{G}_1) \mid f_{0,0} \text{ is a graph homomorphism}, f_{1,0} \text{ is a constant map, } f(w_0) \notin \text{Im } f_{0,0} \text{ and } f_{0,0} \text{ and } f_{1,0} \notin \text{Im } f_{0,0} \}.
\]

Let \( \mathcal{G}_2 \) be the induced subgraph of \( \mathcal{G}_1 \) on vertex set \( V(\mathcal{G}_1) \setminus (U_1 \cup U_2 \cup U_3) \). From Lemma 3.11, \( N_{\mathcal{G}_2}(f) = \emptyset \) for all \( f \in U_1 \cup U_2 \cup U_3 \). Since \( N_{\mathcal{G}_1}(f) \subseteq N_{\mathcal{G}_2}(f) \), we see that \( N_{\mathcal{G}_1}(f) = \emptyset \) for all \( f \in U_1 \cup U_2 \cup U_3 \). Thus, we conclude that \( \chi(\mathcal{G}_1) = \chi(\mathcal{G}_2) \).

We define \( \phi : V(\mathcal{G}_2) \to [m] \) by

\[
\phi(f) = \begin{cases} 
    f_{0,0}(1), & \text{if } f_{0,0} \text{ is a constant map,} \\
    f_{1,0}(1), & \text{if } f_{0,0} \text{ is a graph homomorphism and } f_{1,0} \text{ is a constant map,} \\
    f(w_0), & \text{if } f_{0,0} \text{ and } f_{1,0} \text{ are graph homomorphisms.}
\end{cases}
\]

Clearly, \( \phi \) is well defined. We show that \( \phi \) is a graph homomorphism from \( \mathcal{G}_2 \) to \( K_m \). Let \( (f, h) \in E(\mathcal{G}_2) \). Let us first assume that \( m \leq n \). In this case, from Lemma 3.9, \( N_{\mathcal{G}_1}(g) = \emptyset \) for all \( g \) such that \( g_{0,0} \) is a graph homomorphism. Hence, \( f_{0,0} \) and \( h_{0,0} \) must be constant maps. Here, \( \phi(f) = f_{0,0}(1) \) and \( \phi(h) = h_{0,0}(1) \). Since, \( (1, 0, 0) \sim (2, 0, 0), f_{0,0}(1) = f((1,0,0)) \neq h((2,0,0)) = h((1,0,0)) = h_{0,0}(1) \). Hence \( \phi(f) \neq \phi(h) \).

So, assume that \( m = n + 1 \). We consider the following cases.

Case 1. \( f_{0,0} \) is a constant map.

In this case \( \phi(f) = f_{0,0}(1) \). If \( h_{0,0} \) is a constant map, then \( \phi(h) = h_{0,0}(1) \). Since \( (1, 0, 0) \sim (2, 0, 0), f((1,0,0)) \neq h((2,0,0)) = h((1,0,0)) \). Hence \( \phi(f) \neq \phi(h) \). If \( h_{0,0} \) is a graph homomorphism and \( h_{1,0} \) is a constant map, then \( \phi(h) = h_{1,0}(1) \). In this case, since \( (1, 0, 0) \sim (2, 1, 0), \) we see that \( f((1,0,0)) \neq h((2,1,0)) = h((1,1,0)) \) and therefore \( \phi(f) \neq \phi(h) \). Now, assume that both \( h_{0,0} \) and \( h_{1,0} \) are graph homomorphisms. Here, \( \phi(h) = h(w_0) \).

Subcase 1.1. \( \text{Im } h_{0,0} = \text{Im } h_{1,0} \).

In this case from the condition (A) given above, we conclude that \( h_{0,0} = h_{1,0} \). Since, \( h \notin U_1 \), we see that \( h(w_0) \in \text{Im } h_{0,0} \). Since \( f_{0,0} \) is a constant map and \( h \sim f \), observe that \( f_{0,0}(1) \notin \text{Im } h_{0,0} \). Thus \( \phi(f) = f_{0,0}(1) \neq h(w_0) = \phi(h) \).

Subcase 1.2. \( \text{Im } h_{0,0} \neq \text{Im } h_{1,0} \).
Since, \( h_{0,0} \) and \( h_{1,0} \) are graph homomorphisms, \( m = n + 1 \) and \( \text{Im} \ h_{0,0} \neq \text{Im} \ h_{1,0} \), we see that \( \text{Im} \ h_{0,0} \cup \text{Im} \ h_{1,0} = [m] \). From the condition (B) given above, we conclude that \( h_{0,0} \) and \( h_{1,0} \) differ at only one vertex. Since, \( h \notin U_2 \), we see that \( h(w_0) \notin \text{Im} \ h_{0,0} \). Now, \( \text{Im} \ h_{0,0} \cup \text{Im} \ h_{1,0} = [m] \) implies that \( h(w_0) \in \text{Im} \ h_{1,0} \). Since, \( f_{0,0} \) is a constant map and \( (i,0,0) \sim (j,1,0) \) for all \( i \neq j \), we see that \( f \sim h \implies f_{0,0}(1) \notin \text{Im} \ h_{1,0} \). Hence, \( \phi(f) \neq \phi(h) \).

Case 2. \( f_{0,0} \) is a graph homomorphism and \( f_{1,0} \) is a constant map.

In this case \( \phi(f) = f_{1,0}(1) \). If \( h_{0,0} \) is a constant map then \( \phi(h) = h_{0,0}(1) \). Since \( (i,0,0) \sim (j,1,0) \) for all \( i \neq j \) and \( f \sim h \), we conclude that \( h_{0,0}(1) \neq f_{1,0}(1) \).

Let \( h_{0,0} \) is a graph homomorphism and \( h_{1,0} \) is a constant map. Here, \( \phi(h) = h_{1,0}(1) \). Since \( (i,0,0) \sim (j,1,0) \) for all \( i \neq j \) and \( f \sim h \), we see that \( h_{1,0}(1) \notin \text{Im} \ f_{0,0} \). If \( f_{1,0}(1) \in \text{Im} \ f_{0,0} \), then \( \phi(h) \neq \phi(f) \). So assume that \( f_{1,0}(1) \notin \text{Im} \ f_{0,0} \). Since \( f \notin U_3, f(w_0) \notin \text{Im} \ f_{0,0} \).

Using the fact that \( \text{Im} f_{0,0} = n \) and \( m = n + 1 \), we conclude that \( f(w_0) = f_{1,0}(1) = \phi(f) \).

Since \( w_0 \sim (i,1,0) \) for all \( i \), we see that \( h_{1,0}(1) \neq f(w_0) \). Thus \( \phi(f) \neq \phi(h) \).

Now, let both \( h_{0,0} \) and \( h_{1,0} \) are graph homomorphisms. Here, \( \phi(h) = h(w_0) \). Since \( w_0 \sim (i,1,0) \) for all \( i \), we have \( f_{1,0}(1) \neq h(w_0) \) and therefore \( \phi(f) \neq \phi(h) \).

Case 3. Both \( f_{0,0} \) and \( f_{1,0} \) are graph homomorphisms.

In this case \( \phi(f) = f(w_0) \). If \( h_{0,0} \) is a constant map or \( h_{1,0} \) is a constant map, then by reversing the roles of \( h \) and \( f \), we conclude from Case 1 and Case 2 that \( \phi(f) \neq \phi(h) \). So assume that both \( h_{0,0} \) and \( h_{1,0} \) are graph homomorphisms. Here, \( \phi(h) = h(w_0) \).

Subcase 3.1. \( \text{Im} f_{0,0} = \text{Im} f_{1,0} \).

From (A), \( f_{0,0} = f_{1,0} \). Since \( f \notin U_1, f(w_0) \in \text{Im} f_{0,0} \). Further, since \( w_0 \sim (i,1,0) \) for all \( i \), we see that \( h(w_0) \notin \text{Im} f_{1,0} \). Since \( f_{0,0} = f_{1,0}, f(w_0) \in \text{Im} f_{1,0} \). Hence \( \phi(f) = f(w_0) \neq h(w_0) = \phi(h) \).

Subcase 3.2. \( \text{Im} f_{0,0} \neq \text{Im} f_{1,0} \).

From (B), \( f_{0,0} \) and \( f_{1,0} \) differ at only one vertex. Since, \( f \notin U_2, f(w_0) \notin \text{Im} f_{0,0} \). Since \( \text{Im} f_{0,0} \neq \text{Im} f_{1,0} \), we see that \( f(w_0) \in \text{Im} f_{1,0} \). Observe that \( h(w_0) \notin \text{Im} f_{1,0} \). Hence \( \phi(f) \neq \phi(h) \).

Thus \( \phi(f) \sim \phi(h) \) in \( K_m \). Therefore \( \phi \) is a graph homomorphism. Hence, \( \chi(\mathcal{G}_2) \leq m \). Since \( \mathcal{G}_2 \) contains a clique of order \( m \), namely induced by constant maps, we conclude that \( \chi(\mathcal{G}_2) = m \). Since folding preserve chromatic number, we have \( \chi(K^M_m(M(K_n))) = \chi(\mathcal{G}) = \chi(\mathcal{G}_1) = \chi(\mathcal{G}_2) = m \).

Now, result follows from the fact that we have graph homomorphism \( i^* : K^G_m \to K^M_m(M(K_n)) \) defined by \( \phi(f)(x) = f(x) \) and \( K^G_m \) has a subgraph isomorphic to the complete graph \( K_m \), namely induced by all constant maps.

In [23], Matsushita proved the following sufficient condition for a graph to be a homotopy test graph.

**Theorem 3.12.** [23] Theorem 7] Let \( A \) be a graph of chromatic number \( n \). If \( A \) has a subgraph isomorphic to \( K_n \), then \( A \) is a homotopy test graph.

**Proof of Corollary 1.8** Since, \( K^G_n \) has a subgraph isomorphic to \( K_m \), result follows from Theorem 1.7 and Theorem 3.12. \( \square \)
3.3 Proof of the result of Section 1.3

Proof of Theorem 1.12. In [12], El-Zahar and Sauer (see also Proposition 2.2, [30]) showed that the Conjecture 1.1 is equivalent to the statement that \( \chi(K^A_n) = m \) for all \( m < \chi(A) \). They first proved and then used the fact that for any graph homomorphism \( \phi : A \times B \to K_m \), there are induced graph homomorphisms \( \phi_A : A \to K^B_B \) defined by \( \phi_A(a)(b) = \phi(a, b) \) and \( \phi_B : B \to K^A_A \) defined by \( \phi_B(b)(a) = \phi(a, b) \). We use this fact in this proof.

Since \( \chi(M(M(K_n))) = n + 2 \), we see that \( \chi(G) \geq n + 2 \). Let \( H \) be a graph such that \( \chi(G \times H) = n + 1 \). Let \( \psi : G \times H \to K_{n+1} \) be a graph homomorphism. From Theorem 1.7, \( \chi(K_{n+1}^G) = n + 1 \). Since, we have the graph homomorphism \( \psi_H : H \to K^G_{n+1} \), \( \chi(H) \leq n + 1 \). Using the fact that \( \chi(G \times H) \leq \chi(H) \), we conclude that \( \min\{\chi(G), \chi(H)\} = \chi(H) = n + 1. \)
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