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Abstract

This paper considers the problem of asynchronous distributed multi-agent optimization on server-based system architecture. In this problem, each agent has a local cost, and the goal for the agents is to collectively find a minimum of their aggregate cost. A standard algorithm to solve this problem is the iterative distributed gradient-descent (DGD) method being implemented collaboratively by the server and the agents. In the synchronous setting, the algorithm proceeds from one iteration to the next only after all the agents complete their expected communication with the server. However, such synchrony can be expensive and even infeasible in real-world applications. We show that waiting for all the agents is unnecessary in many applications of distributed optimization, including distributed machine learning, due to redundancy in the cost functions (or data). Specifically, we consider a generic notion of redundancy named $(r, \epsilon)$-redundancy implying solvability of the original multi-agent optimization problem with $\epsilon$ accuracy, despite the removal of up to $r$ (out of total $n$) agents from the system. We present an asynchronous DGD algorithm where in each iteration the server only waits for (any) $n - r$ agents, instead of all the $n$ agents. Assuming $(r, \epsilon)$-redundancy, we show that our asynchronous algorithm converges to an approximate solution with error that is linear in $\epsilon$ and $r$. Moreover, we also present a generalization of our algorithm to tolerate some Byzantine faulty agents in the system. Finally, we demonstrate the improved communication efficiency of our algorithm through experiments on MNIST and Fashion-MNIST using the benchmark neural network LeNet.

1 Introduction

With the rapid growth in both capability of modern computer systems and scale of optimization tasks, the problem of distributed optimization with multi-agent system has gained increasing attention in recent years. In the setting of multi-agent system, each agent has a local cost function. The goal is to design an algorithm that allows the agents to collectively minimize the aggregated cost functions of all agents. Formally, we suppose that there are $n$ agents in the system, and let $Q_i(x)$ denote the local cost function of agent $i$, where $x$ is a $d$-dimensional vector of real values, i.e., $x \in \mathbb{R}^d$. A distributed optimization algorithm outputs a global minimum $x^*$ such that

$$x^* \in \arg \min_{x \in \mathbb{R}^d} \sum_{i=1}^{n} Q_i(x).$$

Preprint. Under review.
For example, among a group of \( n \) persons, the function \( Q_i(x) \) can represent the cost of person \( i \) to travel to some location \( x \), and \( x^* \) would be a location that minimizes the travel cost of all \( n \) persons. The above multi-agent optimization problem finds many applications, including but not limited to distributed sensing [42], distributed learning [10], swarm robotics [43].

Distributed optimization algorithms can be classified into synchronous and asynchronous algorithms. Synchronous algorithms require synchronous collective communication among the agents: communication in iterations, broadcasting and collecting vectors to and from agents. Such algorithms are widely adopted in many distributed computing packages [12][56] and distributed machine learning practice [34]. However, synchronization of the agents is expensive in efficiency. For instance, in each iteration, agents with faster computation capability, better network connectivity, or less computing tasks would have to remain idle while waiting for slower agents (aka. stragglers) to finish their task.

In recent years, several approaches have been proposed to improve aforementioned efficiency cost. Generally speaking, the communication process is made asynchronous: instead of insisting on all agents complete their communication in the same iteration, computations are now allowed even with an incomplete iteration, vectors from different iterations (i.e., stale vectors from stragglers), or both, with certain standard to maintain accuracy of the result or acceptable convergence rate [23][48][57].

**Redundancy in cost functions:** In many applications of distributed optimizations, including distributed sensing, distributed learning, and distributed linear regression, the agents’ cost functions have some redundancy. Specifically, in a recent work, Liu et al. defined a notion of \((2f, \epsilon)\)-redundancy in distributed optimization and showed its necessity in tackling of Byzantine (adversarial) corruption of up to \( f \) agents in the system [35]. Similar results exist in the context of resilient distributed learning [14][15], and sensing [36][38][47]. We adopt such notions of redundancy for addressing the problem of asynchrony. Specifically, inspired from [21][35], we consider the notion of \((r, \epsilon)\)-redundancy.

Recall that the distance between a point \( x \) and a set \( Y \), denoted by \( \text{dist}(x, Y) \), is defined to be \( \text{dist}(x, Y) = \inf_{y \in Y} \|x - y\| \), where \( \| \cdot \| \) represents Euclidean norm. The Hausdorff distance between two sets \( X \) and \( Y \) in \( \mathbb{R}^d \), denoted by \( \text{dist}(X, Y) \), is defined to be
\[
\text{dist}(X, Y) \triangleq \max \left\{ \sup_{x \in X} \text{dist}(x, Y), \sup_{y \in Y} \text{dist}(y, X) \right\}.
\]

**Definition 1 ((r, \epsilon)-redundancy).** For \( r < n \) and \( \epsilon \geq 0 \), the agents’ cost functions are said to satisfy \((r, \epsilon)\)-redundancy if and only if a minimum of the aggregated of any \( n - f \) (or more) costs is \( \epsilon \)-close to a minimum of the aggregate of all the \( n \) costs. Specifically, for all \( S \subseteq \{1, \ldots, n\} \) with \( |S| \geq n - r \),
\[
\text{dist} \left( \arg \min_{x} \sum_{i \in S} Q_i(x), \arg \min_{x} \sum_{i \in [n]} Q_i(x) \right) \leq \epsilon.
\]

In our context, we refer to \( r \) as the asynchrony parameter, and \( \epsilon \) as the approximation parameter.

**Our contributions:** We study the impact of the above redundancy property on the performance of asynchronous distributed optimization, i.e., its resilience to stragglers, in a server-based system architecture shown in Figure 1. Specifically, we consider an asynchronous distributed gradient-descent algorithm where in each iteration, unlike the synchronous setting, the server only waits for gradients from \( n - r \) agents, instead of all the agents. For each agent \( i \), \( g^j_i \) denotes its gradient \( \nabla Q_i(x^j) \) in iteration \( j \). To ensure boundedness of estimates \( x^j \), we constrain them to a convex compact set \( \mathcal{W} \).

**Algorithm 1:** Asynchronous distributed gradient-descent with \((r, \epsilon)\)-redundancy

The server chooses an arbitrary initial estimate \( x^0 \), updated in iteration \( t = 0, 1, 2, \ldots \) as follows:

**Step 1:** The server requests each agent for the gradient of its local cost function at current estimate \( x^t \). Each agent \( j \) is expected to send to the server the gradient \( \nabla Q_j(x^t) \) with timestamp \( t \).

**Step 2:** The server waits until it receives \( n - r \) gradients with the timestamp of \( t \). Suppose \( S^t \subseteq \{1, \ldots, n\} \) is the set of agents whose gradients are received by the server at step \( t \) where \( |S^t| = n - r \). The server updates its estimate to
\[
x^{t+1} = \left[ x^t - \eta_t \sum_{j \in S^t} \nabla Q_j(x^t) \right]_{\mathcal{W}},
\]
where \( \eta_t \geq 0 \) is the step-size for each iteration \( t \).
In Section 3, we characterize the convergence of Algorithm 1 under $(r, \epsilon)$-redundancy. Particularly, we show that our algorithm has linearly convergence rate when the aggregate cost is strongly convex, which is similar to the synchronous DGD; yet our algorithm has a lower net communication cost compared to the synchronous DGD, see Figure 2. We investigate the efficacy of our algorithm through experiments on benchmark machine learning problems of MNIST and Fashion-MNIST presented in Section 5. Empirical results show that we can obtain similar level of accuracy whilst saving on the communication cost by implementing Algorithm 1. We also present modifications to Algorithm 1 to (i) accept stale gradients from previous iterations for further improved efficiency (see Section 3.2), and (ii) achieve Byzantine fault-tolerance in the asynchronous setting (see Section 4).

### 1.1 Applicability to distributed learning

In the particular case of distributed learning, each agent has some local data points and the goal for the agent is to compute a parameter vector that best models the collective data points observed by all the agents [9]. Specifically, given a parameter vector $x$, for each data point $z$ we define a loss function $\ell(x; z)$. Suppose that the dataset possessed by agent $j$ is $D_j$. The cost function of agent $i$ can be defined as

$$Q_j(x) \triangleq \frac{1}{|D_j|} \sum_{z \in D_j} \ell(x; z), \quad (4)$$

where $|D_j|$ denotes the number of data points in dataset $D_j$. The $(r, \epsilon)$-redundancy provides a trade-off between redundancy and the accuracy of the algorithm output. Our results on the benefits of redundancy in asynchronous optimization can also be extended for asynchronous distributed learning, where gradients of each agent $j$ can be computed by $\nabla Q_j(x) = (1/|D_j|) \sum_{z \in D_j} \nabla \ell(x; z)$.

Furthermore, in practice, distributed machine learning algorithms often rely on stochastic gradients [8, 19], instead of full gradients. Specifically, in each iteration $t$, each agent $j$ randomly chooses $b$ data points $z^t_j = \{z_{j1}^t, \ldots, z_{jb}^t\}$ from dataset $D_j$, where $b$ is often called the batch size. The stochastic gradient is computed by

$$g^t_j = \frac{1}{b} \sum_{i=1}^{b} \nabla \ell(x^t; z_{ji}^t). \quad (5)$$

In expectation, $g^t_j$ equals the full gradient $Q_j(x)$, since $E_{z_j^t} (1/b) \sum_{i=1}^{b} \ell(x; z_{ji}^t) = Q_j(x)$.

Based on the above analysis, although our theoretical results in this paper are for full gradients, the empirical studies in Section 5 use distributed stochastic gradient descent (D-SGD).

## 2 Related work

*Stragglers*, or the agents that operate slowly, often dominates the running time of a distributed algorithm. Asynchronous algorithms that mitigate the effect of stragglers have been explored in both server-based and peer-to-peer system architectures.

In a shared-memory system, where the clients and server communicate via shared memory, prior work has investigated asynchronous distributed optimization algorithms. In particular, prior work shows that the distributed optimization problem can be solved using *stale* gradients with a constant
We exploit the redundancy of cost functions, similar to that used in the works for the purpose of addressing failures in distributed systems. A variety of approaches have been proposed to address this problem in different ways.

Assumption 1. For each agent $i$, the function $Q_i(x)$ is a $\mu$-Lipschitz smooth, i.e., \[
\|\nabla Q_i(x) - \nabla Q_i(x')\| \leq \mu \|x - x'\|. \tag{7}
\]

Assumption 2. For any set $S \subseteq [n]$, we define the average cost function to be $Q_S(x) = (1/|S|) \sum_{j \in S} Q_j(x)$. We assume that $Q_S(x)$ is a $\gamma$-strongly convex for any $S$ subject to $|S| \geq n - r$, i.e., \[
\langle \nabla Q_S(x) - \nabla Q_S(x'), x - x' \rangle \geq \gamma \|x - x'\|^2. \tag{8}
\]

Coding has been used to mitigate the effect of stragglers or failures \cite{22, 27-29, 33, 50, 54}. Tandon et al. \cite{50} proposed a framework using maximum-distance separable encoding across gradients to tolerate failures and stragglers. Similarly, Halbawi et al. \cite{22} adopted coding to construct a coding scheme with a time-efficient online decoder. Karakus et al. \cite{29} proposed an encoding distributed optimization framework with deterministic convergence guarantees. Kadhe et al. \cite{26} considered straggling in an adversarial setting, providing a way to construct approximate gradient codes lower-bounding the number of adversarial stragglers needed to inflict certain approximation error. Baharav et al. \cite{6} presented a product-code-based method for distributed matrix multiplication with stragglers. Other replication- or repetition-based techniques involve either task-rescheduling or assigning the same tasks to multiple nodes \cite{4, 18, 45, 51, 53}. These previous methods rely on algorithm-created redundancy of data or gradients to achieve robustness. The $(r, \epsilon)$-redundancy, however, is a property of the cost functions themselves. Our Algorithm 1 exploits such redundancy without extra effort.

Our work is mainly inspired by past work in Byzantine fault-tolerant distributed optimization showing necessity of redundancy in the cost functions to tolerate Byzantine failures \cite{21, 55}. Byzantine fault-tolerant algorithms in distributed optimization aim to output a minimum point of the aggregated cost functions of only non-faulty agents in the system in presence of up to $f$ faulty agents \cite{49}, while making no assumptions on the information sent by Byzantine faulty agents \cite{30}. Formally, suppose among $n$ agents, a subset $B$ of agents are Byzantine faulty ($|B| \leq f$) while the reminder $\mathcal{H}$ are non-faulty ($\{1, \ldots, n\} \setminus B = \mathcal{H}$). The goal is to find a point $\hat{x}$ such that \[
\hat{x} \in \arg\min_x \sum_{j \in \mathcal{H}} Q_j(x). \tag{6}
\]

A variety of approaches have been proposed to address this problem in different ways.

In particular, Liu et al. \cite{35} has shown that the agents’ cost functions must satisfy the property of $(2f, \epsilon)$-redundancy, to solve the distributed optimization problem with \(\epsilon\) accuracy with up to \(f\) Byzantine faulty agents. In the special case when \(\epsilon = 0\), $(2f, 0)$-redundancy (or simply $2f$-redundancy) is both necessary and sufficient to solve the Byzantine fault-tolerant distributed optimization problem exactly \cite{21}. These work indicates that the redundancy, as a property of the cost functions, can be exploited to obtain robustness for a distributed optimization algorithm.

The goal of asynchronous optimization studied in this paper is to mitigate the impact of stragglers. We exploit the redundancy of cost functions, similar to that used in the works for the purpose of fault-tolerance. As described formally later in Section 3, Algorithm 1 utilizes redundancy of cost functions to provide provable convergence properties. We further show that stale gradients can also be accepted, and the error of output does not depend on the bound on staleness. Also, such redundancy can be used to achieve robustness against stragglers and Byzantine faulty agents at the same time. Our results are applicable to many applications of distributed optimizations, including distributed sensing \cite{3, 24}, distributed learning \cite{16, 20, 37}, and distributed linear regression \cite{35}.

3 Exploiting Redundancy for Asynchronous Distributed Optimization

In this section, we consider the general $(r, \epsilon)$-redundancy, introduced in Definition 1 and provide convergence analysis of Algorithm 1 given the cost functions of agents satisfies $(r, \epsilon)$-redundancy.

From now on, we use $[n]$ as a shorthand for the set $\{1, \ldots, n\}$. Suppose the cost function for agent $i$ is $Q_i(x)$. We first introduce some assumptions on the cost functions that are necessary for our analysis.

Assumption 1. For each $i$, the function $Q_i(x)$ is $\mu$-Lipschitz smooth, i.e., \[
\|\nabla Q_i(x) - \nabla Q_i(x')\| \leq \mu \|x - x'\|. \tag{7}
\]

Assumption 2. For any set $S \subseteq [n]$, we define the average cost function to be $Q_S(x) = (1/|S|) \sum_{j \in S} Q_j(x)$. We assume that $Q_S(x)$ is $\gamma$-strongly convex for any $S$ subject to $|S| \geq n - r$, i.e., \[
\langle \nabla Q_S(x) - \nabla Q_S(x'), x - x' \rangle \geq \gamma \|x - x'\|^2. \tag{8}
\]
Given Assumption 2, there is only one minimum point for any $S$, $|S| \geq n - r$. Let us define $x^* = \arg \min_x \sum_{j \in [n]} Q_j(x)$. Thus, $x^*$ is the unique minimum point for the aggregated cost functions of all the agents. We assume that (recall that $\mathcal{W}$ is used in (3))

$$x^* \in \mathcal{W}. \tag{9}$$

For the convenience of analysis, let us first define a generalized notation of gradient aggregation rule $\text{GradAgg} : \mathbb{R}^{d \times n} \rightarrow \mathbb{R}^d$, a function mapping $n$ gradients to a $d$-dimensional vector. Under this notation, the iterative update of estimates in any aggregation-based algorithm can be written as

$$x^{t+1} = [x^t - \eta_t \text{GradAgg} (\nabla Q_1(x^t), ..., \nabla Q_n(x^t))]_{\mathcal{W}}. \tag{10}$$

In our Algorithm 1, recall (3) in Step 2, the gradient aggregation rule is

$$\text{GradAgg} (\nabla Q_1(x^t), ..., \nabla Q_n(x^t)) = \sum_{j \in S} \nabla Q_j(x^t) \tag{11}$$

for every iteration $t$. Note that although all $n$ gradients are formally mentioned in the aggregation rule notation, only those in $S^t$ are actually used, and in practice the algorithm only need to wait for $n - r$ gradients. With this notation, we state the lemma:

**Lemma 1.** Consider the general iterative update rule (10). Let $\eta_t$ satisfy $\sum_{t=0}^{\infty} \eta_t = \infty$ and $\sum_{t=0}^{\infty} \eta_t^2 < \infty$. For any given gradient aggregation rule $\text{GradAgg} (\nabla Q_1(x^t), ..., \nabla Q_n(x^t))$, if there exists $M < \infty$ such that

$$\|\text{GradAgg} (\nabla Q_1(x^t), ..., \nabla Q_n(x^t))\| \leq M \tag{12}$$

for all $t$, and there exists $D^* \in [0, \max_{x \in \mathcal{W}} \|x - x^*\|]$ and $\xi > 0$ such that when $\|x^t - x^*\| \geq D^*$,

$$\phi_t \triangleq \langle x^t - x^*, \text{GradAgg} (\nabla Q_1(x^t), ..., \nabla Q_n(x^t)) \rangle \geq \xi, \tag{13}$$

we have $\lim_{t \to \infty} \|x^t - x^*\| \leq D^*$.

Note that $D^*$ and $\xi$ need not be independent. With Lemma 1, we present below an asymptotic convergence guarantee of our proposed algorithm described in Section 1.

**Theorem 1.** Suppose that Assumptions 1 and 2 hold true, and the agents’ cost functions satisfy $(r, \epsilon)$-redundancy. Assume that $\eta_t$ in (3) satisfies $\sum_{t=0}^{\infty} \eta_t = \infty$ and $\sum_{t=0}^{\infty} \eta_t^2 < \infty$. Let $r$ and $D$ be defined as follows: $\alpha \triangleq 1 - \frac{r}{n} > 0$ and $D \triangleq \frac{2\sqrt{\mu}}{\alpha \gamma}$. Then, for the proposed Algorithm 1

$$\lim_{t \to \infty} \|x^t - x^*\| \leq D,$$ where $x^* = \arg \min_x \sum_{i \in [n]} Q_i(x)$.

Intuitively, when $(r, \epsilon)$-redundancy is satisfied, our algorithm is guaranteed to output an approximation of the true minimum point of the aggregated cost functions of all agents, and the distance between algorithm’s output and the true minimum $x^* = \arg \min_x \sum_{i \in [n]} Q_i(x)$ is bounded. The error bound $D$ is linear to $r$ and $\epsilon$.

We obtain below the convergence rate of Algorithm 1 for two different types of step-sizes.

**Theorem 2.** Suppose Assumptions 1 and 2 hold true, and the agents’ cost functions satisfy $(r, \epsilon)$-redundancy. Define $\alpha = 1 - \frac{r}{n}$ and $\eta_t = \frac{2\gamma \alpha}{\mu \gamma n}$, there exists a positive real-value $R \in \Theta(\epsilon)$, such that Algorithm 1 satisfies (i) $A \in [0, 1)$, and (ii) $\|x^t - x^*\|^2 \leq A \|x^* - x^*\| + R$ if

a) let $A = 1 - (\mu n)^2 \eta_t (\bar{\eta} - \eta)$ for some $\eta$, and $\eta_t = \eta$ for every iteration $t$ with $\eta \in (0, \bar{\eta})$,

b) let $A = 1 - (\mu n)^2 c (\bar{\eta} - c)$ for some $c$, and $\eta_t = c/(t + 1)$ for every iteration $t$ with $c \in (0, \bar{\eta})$.

According to Theorem 2, the sequence of estimates $\{x^t\}$ generated by our algorithm converges linearly to a ball centered by the true minimum $x^*$ of radius $R$, if the step-size $\eta_t$ is a) a fixed value $\eta$, or b) a diminishing sequence $c/(t + 1)$. Also, with $R = \Theta(\epsilon)$ indicating that $R = 0$ when $\epsilon = 0$, our result in Theorem 2 generalizes the linear convergence rate result of gradient descent with constant step-size $\eta$. 


3.1 The Special case of exact redundancy

Now we consider a special case when the cost functions of agents satisfy \((r, 0)\)-redundancy. Note that \((r, 0)\)-redundancy is equivalent to the \(r\)-redundancy property defined as follows.

**Definition 2** \((r\text{-redundancy})\). For any two sets \(S\) and \(T\), each containing at least \(n - r\) agents,

\[
\arg\min_x \sum_{j \in S} Q_j(x) = \arg\min_x \sum_{j \in T} Q_j(x). \tag{14}
\]

Intuitively, \(r\)-redundancy indicates that all sets of more than \(n - r\) agents have their aggregated cost functions minimize at the same set of points. The following is a corollary from \(r\)-redundancy.

**Lemma 2.** Under Assumptions 1 and 2, \(\nabla Q_j(x^*) = 0\) for all \(j \in [n]\), if the cost functions of all agents satisfies \(r\)-redundancy property.

With \(r\)-redundancy, our algorithm can output \(x^*\), the minimum point of the aggregation of cost functions of all the agents.

**Theorem 3.** Suppose Assumptions 1 and 2 hold true, and the cost functions of all agents satisfies \(r\)-redundancy. Assume that \(\eta_t \in \{1, 2\}\) satisfies \(\sum_{t=0}^{\infty} \eta_t = \infty\) and \(\sum_{t=0}^{\infty} \eta_t^2 < \infty\), Algorithm 1 has limit \(\lim_{t \to \infty} x_t = x^*\), where \(x^* = \arg\min_x \sum_{i \in [n]} Q_i(x)\).

3.2 Improving efficiency using gradients from past iterations

Let us denote \(T_{t;k}\) the set of agents whose latest gradients received by the server at iteration \(t\) is computed using the estimate \(x^K\). Suppose \(S_{t;k}\) is the set of agents whose gradients computed using the estimate \(x^K\) is received by iteration \(t\). \(T_{t;k}\) can be defined in an inductive way: (i) \(T_{0;k} = S_{0;k}\), and (2) \(T_{t+1;k} = S_{t+1;k} \cup \bigcup_{k=0}^{t-1} T_{t+1-k}\), \(\forall i \geq 1\). Note that the definition implies \(T_{t;i} \cap T_{t;j}\) for any \(i \neq j\). Let us further define \(T^* = \bigcup_{i=0}^{\infty} T_{t;i}\), where \(\tau \geq 0\) is a predefined straggler parameter.

To extend Algorithm 1 to use gradients of previous iterations, in Step 2 we replace update rule (3) to

\[
x^{t+1} = \left[ x^t - \frac{\eta_t}{\tau} \sum_{i=0}^{\infty} \sum_{j \in T_{t;i}} \nabla Q_j(x^{t-i}) \right] W, \tag{15}
\]

and now we only require the server wait till \(T^*\) is at least \(n - r\). Intuitively, the new algorithm updates its iterative estimate \(x^t\) using the latest gradients from no less than \(n - r\) agents at each iteration \(t\).

**Theorem 4.** Suppose Assumptions 1 and 2 hold true, and the cost functions of all agents satisfies \((r, \epsilon)\)-redundancy. Assume that \(\eta_t \in \{1, 2, 3\}\) satisfies \(\sum_{t=0}^{\infty} \eta_t = \infty\), \(\sum_{t=0}^{\infty} \eta_t^2 < \infty\), and \(\eta_t \geq \eta_{t+1}\) for all \(t\). Let \(\alpha\) and \(D\) be defined as follows: \(\alpha \triangleq 1 - \frac{\mu}{\gamma} > 0\) and \(D \triangleq \frac{2\mu}{\alpha \gamma} \epsilon\). Then, suppose there exists a \(\tau \geq 0\) such that \(|T^t| \geq n - r\) for all \(t\), for the proposed algorithm with update rule (15), \(\lim_{t \to \infty} \|x_t^* - x^*\| \leq D\), where \(x^* = \arg\min_x \sum_{j \in [n]} Q_j(x)\).

The new algorithm accepts gradients at most \(\tau\)-iteration stale. Theorem 4 shows exactly the same bound as in Theorem 1, independent from \(\tau\), indicating that by using gradients from previous iterations, the accuracy of the output would not be affected, so long as the number of gradients used in each iteration is guaranteed by properly choosing \(\tau\). Still, the convergence rate (number of iterations needed to converge) will be effected by \(\tau\).

4 Asynchronous Byzantine fault-tolerant optimization

The robustness provided by redundancy in cost functions against faulty agents and stragglers can be combined. Consider a Byzantine distributed optimization problem, where in an \(n\)-agent system, up to \(f\) can be Byzantine faulty. As mentioned in Section 2, the goal is to approximate a point \(\hat{x}\) that

\[
\hat{x} \in \arg\min_x \sum_{j \in [n]} Q_j(x). \tag{6}
\]

Also, we want our algorithm to be robust against up to \(r\) stragglers, as we did above in Section 3. Note that the sets for Byzantine agents and stragglers may or may not intersect.

Correspondingly, we need to modify our redundancy property to include both Byzantine agents and stragglers. Specifically, \((f, r; \epsilon)\)-redundancy is defined as follows.
Definition 3 ((f, r; ϵ)-redundancy). The agents cost functions are said to satisfy (f, r; ϵ)-redundancy, if and only if the distance between the minimum point sets of the aggregated cost functions of any pair of subsets of non-faulty agents S,  \( \hat{S} \subseteq \{1, \ldots, n\} \), where |S| = n − f, |\( \hat{S} \) ≥ n − r − 2f and \( \hat{S} \subseteq S \), is bounded by ϵ, i.e.,

\[
\text{dist} \left( \arg \min_{x} \sum_{i \in S} Q_i(x), \arg \min_{x} \sum_{i \in \hat{S}} Q_i(x) \right) \leq \epsilon,
\]

(16)

Following analysis in [35], we know that such redundancy is necessary for solving a Byzantine fault-tolerant distributed optimization problem.

Robust aggregation rules, or gradient filters, is used to achieve fault-tolerance in distributed optimization [35]. A gradient filter \( \text{GradFilter}(m, f, \cdot) : \mathbb{R}^{d \times m} \rightarrow \mathbb{R}^d \) is a function that takes m vectors of d-dimension, and output a d-dimension vector given that there are up to f Byzantine agents. Generally, m > f ≥ 0. Suppose each agent i sends a vector

\[
g_i^t = \begin{cases} 
\nabla Q_i(x^t), & \text{if the agent is non-faulty}, \\
\text{arbitrary vector}, & \text{if the agent is faulty}
\end{cases}
\]

(17)

to the server at iteration t. Our Algorithm 1 with the general iterative update (10) can be used to achieve fault-tolerance with asynchronous optimization, when

\[
\text{GradAgg} (\nabla Q_1(x^t), \ldots, \nabla Q_n(x^t)) = \text{GradFilter} (n - r; f; \{g_i^t\}_{i \in S^t}).
\]

(18)

Following the above aggregation rule, the server receives the first n − r vectors from the agents in the set \( S^t \), and sends the vectors through a gradient filter.

Theorem 5. Suppose that Assumptions 2 and 3 hold true, and the cost functions of all agents satisfies (f, r; ϵ)-redundancy. Assume that \( \eta_t \) satisfies \( \sum_{t=0}^{\infty} \eta_t = \infty \) and \( \sum_{t=0}^{\infty} \eta_t^2 < \infty \). Suppose that \( \| \text{GradFilter}(n - r; f; \{g_i^t\}_{i \in S^t}) \| < \infty \) for all t. The proposed algorithm with aggregation rule (18) satisfies the following: For some point \( x^* \in W \), if there exists a real-valued constant \( D^* \in [0, \max_{x \in W} \| x - x^* \|] \) and \( \xi > 0 \) such that for each iteration t, \( \phi_t \triangleq (x^t - x^*), \text{GradFilter}(n - r; f; \{g_i^t\}_{i \in S^t}) \| \geq \xi \) when \( \| x^t - x^* \| \geq D^* \), we have \( \lim_{t \to \infty} \| x^t - x^* \| \leq D^* \).

Theorem 5 already stands combining (18) and Lemma 1. Intuitively, so long as the gradient filter in use satisfies the desired properties in Theorem 5, our adapted algorithm can tolerate up to f Byzantine faulty agents and up to r stragglers in distributed optimization. Such kind of gradient filters includes CGE [35] and coordinate-wise trimmed mean [55]. Here we present the detailed result for CGE.

To introduce the convergence property with a specific gradient filter, similarly, we also need some assumptions on the cost functions. Note that the following assumptions only apply to non-faulty agents. Suppose \( \mathcal{H} \subset [n] \) is a subset of non-faulty agents with |\( \mathcal{H} \) = n − f.

Assumption 3. For each non-faulty agent i, the function \( Q_i(x) \) is \( \mu \)-Lipschitz smooth, i.e., \( \forall x, x' \in \mathbb{R}^d \),

\[
\| \nabla Q_i(x) - \nabla Q_i(x') \| \leq \mu \| x - x' \|.
\]

(19)

Assumption 4. For any set \( S \subseteq \mathcal{H} \), we define the average cost function to be \( Q_S(x) = (1/|S|) \sum_{j \in S} Q_j(x) \). We assume that \( Q_S(x) \) is \( \gamma \)-strongly convex for any \( S \) subject to |\( S \) | ≥ n − f, i.e., \( \forall x, x' \in \mathbb{R}^d \),

\[
\langle \nabla Q_S(x) - \nabla Q_S(x'), x - x' \rangle \geq \gamma \| x - x' \|^2.
\]

(20)

Similar to the conclusion in Section 7 regarding the existence of a minimum point (9), we also require the existence of a solution to the fault-tolerant optimization problem: For each subset of non-faulty agents \( S \) with |\( S \) | = n − f, we assume that there exists a point \( x_S \in \arg \min_{x \in \mathbb{R}^d} \sum_{j \in S} Q_j(x) \) such that \( x_S \in W \). Suppose \( \mathcal{H} \) is an arbitrary set of non-faulty agents with |\( \mathcal{H} \) = n − r. By Assumptions 4 there exists a unique minimum point \( x_{\mathcal{H}} \) in \( W \) that minimize the aggregated cost functions of agents in \( \mathcal{H} \). Specifically, \( \{x_{\mathcal{H}}\} = W \cap \arg \min_{x \in \mathbb{R}^d} \sum_{j \in \mathcal{H}} Q_j(x) \).

We state the convergence property when applying CGE as follows.
Theorem 6. Suppose that Assumptions 1 and 2 hold true, and the cost functions of all agents satisfies \((f, r, \epsilon)\)-redundancy. Assume that \(\eta_t\) satisfies \(\sum_{t=0}^{\infty} = \infty\) and \(\sum_{t=0}^{\infty} \eta_t^2 < \infty\). If the following conditions holds true: (i) \(\|\text{GradFilter}(n - r, f; \{g_i\}_{i \in S})\| < \infty\) for all \(t\), and (ii) if \(\alpha = 1 - \frac{f - r}{n - r} + \frac{2\mu}{\gamma} \cdot \frac{f + r}{n - r} > 0\), then for each set of \(n - f\) non-faulty agents \(\mathcal{H}\), for an arbitrary \(\delta > 0\), \(\phi_t \geq \alpha m \gamma \delta \left(\frac{4\mu (f + r) \epsilon}{\alpha \gamma} + \delta\right) > 0\) when \(\|x^t - x_\mathcal{H}\| \geq \frac{4\mu (f + r) \epsilon}{\alpha \gamma} + \delta\). Then for the proposed algorithm with aggregation rule \(18\), we have \(\lim_{t \to \infty} \|x^t - x_\mathcal{H}\| \leq \frac{4\mu (f + r) \epsilon}{\alpha \gamma}\).

Intuitively, by applying CGE gradient filter, the output of our new algorithm can converge to a \(\epsilon\)-related area centered by the true minimum point \(x_\mathcal{H}\) of aggregated cost functions of non-faulty agents, with up to \(f\) Byzantine agents and up to \(r\) stragglers.

Note that when \(f = 0\), \((f, r, \epsilon)\)-redundancy becomes \((r, \epsilon)\)-redundancy for asynchronous distributed optimization, while when \(r = 0\), the redundancy property becomes \((2f, \epsilon)\)-redundancy \(35\) for Byzantine fault-tolerant distributed optimization. In other words, \((f, r, \epsilon)\)-redundancy is a generalized property for both asynchronous and fault-tolerant optimization.

5 Experiments

In this section, we present our empirical results for Algorithm 1 on some benchmark distributed machine learning tasks, of which the applicability is discussed in Section 1.1. It is worth noting that it is difficult to compute redundancy parameters of the cost functions in distributed learning tasks. Instead, we would like to empirically show the broader applicability of Algorithm 1 and the existence of underlying redundancy which we can utilize in real-world tasks.

We simulate a server-based distributed learning system (ref. Figure 1) using multiple threads, one for the server and the rest for agents. The inter-thread communication is handled via message passing interface. The simulator is built in Python using PyTorch \(41\) and MPI4py \(11\), and deployed on a Google Cloud Platform cluster with 14 vCPUs and 100 GB memory.

The experiments are conducted on two benchmark datasets: MNIST and Fashion-MNIST. MNIST \(8\) is an image-classification dataset of monochrome handwritten digits. Fashion-MNIST \(52\) is an image-classification dataset of grayscale images of clothes. Both datasets comprise of 60,000 training and 10,000 testing data points, with each image of size \(28 \times 28\). For each dataset, we train a benchmark neural network LeNet \(32\) which has 431,080 learnable parameters.

In each of our experiments, we simulate a distributed system of \(n = 20\) agents with different values of \(r = 0, 1, 3, 5, 10, 15\). Note that when \(r = 0\), our algorithm becomes synchronous. We choose batch size \(b = 128\) for D-SGD, and fixed step-size \(\eta = 0.01\). The performance of our algorithm is measured by cross-entropy loss and model accuracy at each step. We also document the cumulative communication time of each setting. Experiments of each setting are run 5 times with different random seed, and the averaged performance is reported. The results are shown in Figure 3 for MNIST and Figure 4 for Fashion-MNIST. We show the first 1,000 iterations as there is a clear trend of converging by the end of 1,000 iterations for both tasks in all four settings.

As is shown in the first two figures in Figures 3 and 4, regardless of the asynchronous parameter \(r\), Algorithm 1 converges in a similar rate, and the learned model reaches comparable accuracy to the one learned by synchronous algorithm at the same iteration. However, by dropping out \(r\) stragglers, the communication overhead is gradually reduced with increasing value of \(r\). It is worth noting that reduction in communication time over \(r\) when \(r\) is small is more significant than that when \(r\) is large, indicating a small number of stragglers work very slow, from which our algorithm gains more improvement in communication overhead.

\(^1\)Theorem 6 does not match the special case of Theorem 1 when \(f = 0\), for some inequalities in the proofs are not strict bounds.

\(^2\)Randomnesses exist in drawing of data points and stragglers in each iteration of each execution.
6 Summary

We have studied the influence of redundancy in agents’ cost functions on asynchronous distributed multi-agent optimization. Specifically, we have presented an asynchronous distributed optimization algorithm, and analyzed its convergence when agents’ costs have \((r, \epsilon)\)-redundancy - a generic characterization of redundancy in the costs. We have shown that, under \((r, \epsilon)\)-redundancy, our Algorithm 1 outputs an approximate solution of the distributed optimization problem with \(\epsilon\) accuracy. We have also shown that redundancy in costs, when exploited, can help achieve robustness against both stragglers and Byzantine faulty agents. We have presented empirical results illustrating improved communication efficacy of our asynchronous algorithm compared to the synchronous counterpart.

Discussion on limitations: It is worth noting that in our results regarding convergence rate in Theorem 2, the radius \(R\) of the ball bounding the estimate \(x^t\) is linearly associated with \(\Gamma\), or the size of the set \(\mathcal{W}\). \(\Gamma\) is arbitrary according to our definition. In our results regarding asymptotic convergence in Theorems 1, 3, 6, and 4, the approximation bound is linearly associated with the number of all agents \(n\). Therefore, such bounds might be loose when \(\Gamma\) or \(n\) is large. In practice, though, \(R\) and the approximation bounds are also proportional to \(\epsilon\) which can be small, and \(\Gamma\) can also be small.

Another worth-noting issue is that most of our results in this paper are proved under strongly-convex assumptions. One may argue that such kind of assumptions are too strong to be realistic. However, previous research has pointed out that although not a global property, cost functions of many machine learning problems are strongly-convex in the neighborhood of local minimizers [9]. Also, there is other research showing that the results on non-convex cost functions can be derived from those on strongly-convex cost functions [2], and therefore our results can be applied to a broader range of real-world problems. Our empirical results showing effectiveness of our algorithm also concur with the above analyses.
Broader Impact

The main results of this paper are theoretical. Studied in this paper, the relationship between redundancy in cost functions and asynchronous distributed optimization solvability provides a framework that distributed optimization systems can generally adopt, such that robustness of such systems can be improved and theoretically backed. Since such a framework can be applied to various sorts of distributed optimization systems – including distributed machine learning systems, the major ethical implications of our work root on the systems it would be applied to. Our work on asynchronous optimization can be used to boost robustness of some distributed systems with high failure rate, while the work on combination of asynchronous and fault-tolerant optimization can boost robustness of some distributed systems against failures and/or adversarial behaviors, which should be able to help improve the performance of distributed systems with untrustworthy participants.
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A  Appendix: Proof of Lemma 1

**Lemma 1** (Ref. [8]). Consider the general iterative update rule (10). Let \( \eta_t \) satisfy \( \sum_{t=0}^{\infty} \eta_t = \infty \) and \( \sum_{t=0}^{\infty} \eta_t^2 < \infty \). For any given gradient aggregation rule \( \text{GradAgg}(\nabla Q_1(x^t), ..., \nabla Q_n(x^t)) \), if there exists \( M < \infty \) such that
\[
\| \text{GradAgg}(\nabla Q_1(x^t), ..., \nabla Q_n(x^t)) \| \leq M
\]
for all \( t \), and there exists \( D^* \in [0, \max_{x \in W} \| x - x^* \|] \) and \( \xi > 0 \) such that when \( \| x^t - x^* \| \geq D^* \),
\[
\phi_t \triangleq \langle x^t - x^*, \text{GradAgg}(\nabla Q_1(x^t), ..., \nabla Q_n(x^t)) \rangle \geq \xi,
\]
we have \( \lim_{t \to \infty} \| x^t - x^* \| \leq D^* \).

Consider the iterative process (10)
\[ x^{t+1} = [x^t - \eta_t \text{GradAgg}(\nabla Q_1(x^t), ..., \nabla Q_n(x^t))]_W, \quad \forall t \geq 0, \]
where \( W \) is a compact set. Assume that \( x^* \in W \). From now on, we use \( \text{GradAgg}[t] \) as a short hand for the output of the gradient aggregation rule at iteration \( t \), i.e.
\[
\text{GradAgg}[t] \triangleq \text{GradAgg}(\nabla Q_1(x^t), ..., \nabla Q_n(x^t)).
\]

The proof of this lemma uses the following sufficient criterion for the convergence of non-negative sequences:

**Lemma 3** (Ref. [8]). Consider a sequence of real values \( \{u_t\}, \ t = 0, 1, \ldots \) If \( u_t \geq 0, \forall t \),
\[
\sum_{t=0}^{\infty} (u_{t+1} - u_t)_+ < \infty \quad \text{implies} \quad \left\{ \begin{array}{l} u_t \xrightarrow{t \to \infty} u_\infty < \infty, \\ \sum_{t=0}^{\infty} (u_{t+1} - u_t)_- > -\infty, \end{array} \right.
\]
where the operators \((-)_+ \) and \((-)_- \) are defined as follows for a real value scalar \( x \):
\[
(x)_+ = \left\{ \begin{array}{ll} x, & x > 0; \\ 0, & \text{otherwise}, \end{array} \right. \quad \text{and} \quad (x)_- = \left\{ \begin{array}{ll} 0, & x > 0; \\ x, & \text{otherwise}, \end{array} \right.
\]

A.1  Proof of Lemma 1

Let \( e_t \) denote \( \| x^t - x^* \| \). Define a scalar function \( \psi \),
\[
\psi(y) = \left\{ \begin{array}{ll} 0, & y < (D^*)^2, \\ \left( y - (D^*)^2 \right)^2, & \text{otherwise}. \end{array} \right.
\]
(22)

Let \( \psi'(y) \) denote the derivative of \( \psi \) at \( y \). Then (cf. [8])
\[
\psi(z) - \psi(y) \leq (z - y)\psi'(y) + (z - y)^2, \quad \forall y, z \in \mathbb{R}_{\geq 0}.
\]
(23)

Note,
\[
\psi'(y) = \max\left\{ 0, 2\left( y - (D^*)^2 \right) \right\}.
\]
(24)

Now, define
\[
h_t \triangleq \psi(e_t^2).
\]
(25)

From (23) and (25),
\[
h_{t+1} - h_t = \psi\left( e_{t+1}^2 \right) - \psi\left( e_t^2 \right) \leq (e_{t+1}^2 - e_t^2) \psi'(e_t^2) + (e_{t+1}^2 - e_t^2)^2, \quad \forall t \in \mathbb{Z}_{\geq 0}.
\]
(26)

From now on, we use \( \psi_t \) as the shorthand for \( \psi\left( e_t^2 \right) \), i.e.,
\[
\psi_t \triangleq \psi\left( e_t^2 \right).
\]
(27)

From above, for all \( t \geq 0 \),
\[
h_{t+1} - h_t \leq (e_{t+1}^2 - e_t^2) \psi_t + (e_{t+1}^2 - e_t^2)^2.
\]
(28)
Recall the iterative process \( (3) \). Using the non-expansion property of Euclidean projection onto a closed convex set, \[ \| x^{t+1} - x^* \| \leq \| x^t - \eta_t \text{GradAgg}[t] - x^* \|. \] Taking square on both sides, and recalling that \( e_t \triangleq \| x^t - x^* \| \), \[ e_{t+1}^2 \leq e_t^2 - 2\eta_t \langle x_t - x^*, \text{GradAgg}[t] \rangle + \eta_t^2 \| \text{GradAgg}[t] \|^2. \] Recall from \( (13) \) that \( \langle x_t - x^*, \text{GradAgg}[t] \rangle = \phi_t \), therefore, \[ e_{t+1}^2 \leq e_t^2 - 2\eta_t \phi_t + \eta_t^2 \| \text{GradAgg}[t] \|^2, \forall t \geq 0. \] As \( \psi_t' \geq 0, \forall t \in \mathbb{Z}_{\geq 0} \), combining \( (28) \) and \( (30) \), \[ h_{t+1} - h_t \leq \left( -2\eta_t \phi_t + \eta_t^2 \| \text{GradAgg}[t] \|^2 \right) \psi_t' + \left( e_{t+1}^2 - e_t^2 \right)^2, \forall t \geq 0. \] Note that \[ |e_{t+1}^2 - e_t^2| = (e_{t+1} + e_t) |e_{t+1} - e_t|. \] As \( \mathcal{W} \) is assumed compact, there exists \[ \Gamma = \max_{x \in \mathcal{W}} \| x - x^* \| \leq \infty. \] Let \( \Gamma > 0 \), since otherwise \( \mathcal{W} = \{ x^* \} \) only contains one point, and the problem becomes trivial. As \( x^t \in \mathcal{W}, \forall t \geq 0 \), \[ e_t \leq \Gamma, \] which implies \[ e_{t+1} + e_t \leq 2\Gamma. \] Therefore, \[ |e_{t+1}^2 - e_t^2| \leq 2\Gamma |e_{t+1} - e_t|, \forall t \geq 0. \] By triangle inequality, \[ |e_{t+1} - e_t| = \| x^{t+1} - x^* \| - \| x^t - x^* \| \leq \| x^{t+1} - x^t \|. \] From \( (3) \) and the non-expansion property of Euclidean projection onto a closed convex set, \[ \| x^{t+1} - x^t \| = \| x^t - \eta_t \text{GradAgg}[t] \| - \| x^t - x^* \| \leq \eta_t \| \text{GradAgg}[t] \|. \] So from \( (36), (37), \) and \( (38) \), \[ |e_{t+1}^2 - e_t^2| \leq 2\eta_t \Gamma \| \text{GradAgg}[t] \|, \Rightarrow \left( e_{t+1}^2 - e_t^2 \right)^2 \leq 4\eta_t^2 \Gamma^2 \| \text{GradAgg}[t] \|^2. \] Substituting above in \( (31) \), \[ h_{t+1} - h_t \leq \left( -2\eta_t \phi_t + \eta_t^2 \| \text{GradAgg}[t] \|^2 \right) \psi_t' + 4\eta_t^2 \Gamma^2 \| \text{GradAgg}[t] \|^2, \] \[ = -2\eta_t \phi_t \psi_t' + (\psi_t' + 4\Gamma^2)\eta_t^2 \| \text{GradAgg}[t] \|^2, \forall t \geq 0. \] Recall that the statement of Lemma \( 1 \) assumes that \( D^* \in [0, \max_{x \in \mathcal{W}} \| x - x^* \|) \), which indicates \( D^* < \Gamma \). Using \( (24) \) and \( (34) \), we have \[ 0 \leq \psi_t' \leq 2 \left( e^2_t - (D^*)^2 \right) \leq 2 \left( \Gamma^2 - (D^*)^2 \right) \leq 2\Gamma^2. \] Recall from \( (12) \) that \( \| \text{GradAgg}[t] \| \leq M < \infty \) for all \( t \). Substituting \( (41) \) in \( (40) \), \[ h_{t+1} - h_t \leq -2\eta_t \phi_t \psi_t' + (2\Gamma^2 + 4\Gamma^2)\eta_t^2 M^2 = -2\eta_t \phi_t \psi_t' + 6\Gamma^2 \eta_t^2 M^2, \forall t \geq 0. \] Now we use Lemma \( 3 \) to show that \( h_{\infty} = 0 \) as follows. For each iteration \( t \), consider the following two cases:

\(^3\| x - x^* \| \geq \| x \|_{\mathcal{W}} - x^* \|, \forall w \in \mathbb{R}^d.\)
Case 1) Suppose \( e_t < D^* \). In this case, \( \psi'_t = 0 \). By Cauchy-Schwartz inequality,

\[
|\phi_t| = |\langle x^t - x^*, \text{GradAgg}\[t] \rangle| \leq e_t \|\text{GradAgg}\[t]\|. \tag{43}
\]

By (12) and (34), this implies that

\[
|\phi_t| \leq \Gamma M < \infty. \tag{44}
\]

Thus,

\[
\phi_t \psi'_t = 0. \tag{45}
\]

Case 2) Suppose \( e_t \geq D^* \). Therefore, there exists \( \delta \geq 0 \), \( e_t = D^* + \delta \). From (24), we obtain that

\[
\psi'_t = 2 \left( (D^* + \delta)^2 - (D^*)^2 \right) = 2\delta (2D^* + \delta). \tag{46}
\]

The statement of Lemma 1 assumes that \( \phi_t \geq \xi > 0 \) when \( e_t \geq D^* \), thus,

\[
\phi_t \psi'_t \geq 2\delta \xi (2D^* + \delta) > 0. \tag{47}
\]

From (45) and (47), for both cases,

\[
\phi_t \psi'_t \geq 0, \forall t \geq 0. \tag{48}
\]

Combining this with (42),

\[
h_{t+1} - h_t \leq 6\Gamma^2 \eta_t^2 M^2. \tag{49}
\]

From above we have

\[
(h_{t+1} - h_t)_+ \leq 6\Gamma^2 \eta_t^2 M^2. \tag{50}
\]

Since \( \sum_{t=0}^{\infty} \eta_t^2 < \infty \), \( \Gamma, M < \infty \),

\[
\sum_{t=0}^{\infty} (h_{t+1} - h_t)_+ \leq 6\Gamma^2 M^2 \sum_{t=0}^{\infty} \eta_t^2 < \infty. \tag{51}
\]

Then Lemma 3 implies that by the definition of \( h_t \), we have \( h_t \geq 0, \forall t \),

\[
h_t \xrightarrow{t \to \infty} h_\infty < \infty, \text{ and} \tag{52}
\]

\[
\sum_{t=0}^{\infty} (h_{t+1} - h_t)_- > -\infty. \tag{53}
\]

Note that \( h_\infty - h_0 = \sum_{t=0}^{\infty} (h_{t+1} - h_t) \). Thus, from (42) we have

\[
h_\infty - h_0 \leq -2 \sum_{t=0}^{\infty} \eta_t \phi_t \psi'_t + 6\Gamma^2 M^2 \sum_{t=0}^{\infty} \eta_t^2. \tag{54}
\]

By (25) the definition of \( h_t \), \( h_t \geq 0 \) for all \( t \). Therefore, from above we obtain

\[
2 \sum_{t=0}^{\infty} \eta_t \phi_t \psi'_t \leq h_0 - h_\infty + 6\Gamma^2 M^2 \sum_{t=0}^{\infty} \eta_t^2. \tag{55}
\]

By assumption, \( \sum_{t=0}^{\infty} \eta_t^2 < \infty \). Substituting from (34) that \( e_0 < \infty \) in (25), we obtain that

\[
h_0 = \psi \left( e_0^2 \right) < \infty. \tag{56}
\]

Therefore, (55) implies that

\[
2 \sum_{t=0}^{\infty} \eta_t \phi_t \psi'_t \leq h_0 + 6\Gamma^2 M^2 \sum_{t=0}^{\infty} \eta_t^2 < \infty. \tag{57}
\]

Or simply,

\[
\sum_{t=0}^{\infty} \eta_t \phi_t \psi'_t < \infty. \tag{58}
\]
Finally, we reason below by contradiction that \( h_\infty = 0 \). Note that for any \( \zeta > 0 \), there exists a unique positive value \( \beta \) such that \( \zeta = 2\beta (2D^* + \sqrt{\beta})^2 \). Suppose that \( h_\infty = 2\beta (2D^* + \sqrt{\beta})^2 \) for some positive value \( \beta \). As the sequence \( \{h_t\}_{t=0}^\infty \) converges to \( h_\infty \) (see (52)), there exists some finite \( \tau \in \mathbb{Z}_{\geq 0} \) such that for all \( t \geq \tau \),

\[
|h_t - h_\infty| \leq \beta \left( 2D^* + \sqrt{\beta} \right)^2
\]  
(59)

\[
\implies h_t \geq h_\infty - \beta \left( 2D^* + \sqrt{\beta} \right)^2.
\]  
(60)

As \( h_\infty = 2\beta (2D^* + \sqrt{\beta})^2 \), the above implies that

\[
h_t \geq \beta \left( 2D^* + \sqrt{\beta} \right)^2, \forall t \geq \tau.
\]  
(61)

Therefore (cf. (22) and (25)), for all \( t \geq \tau \),

\[
\left( e_t^2 - (D^*)^2 \right)^2 \geq \beta \left( 2D^* + \sqrt{\beta} \right)^2,
\]

or

\[
\left| e_t^2 - (D^*)^2 \right| \geq \sqrt{\beta} \left( 2D^* + \sqrt{\beta} \right).
\]

Thus, for each \( t \geq \tau \), either

\[
e_t^2 \geq (D^*)^2 + \sqrt{\beta} \left( 2D^* + \sqrt{\beta} \right) = \left( D^* + \sqrt{\beta} \right)^2,
\]  
(62)

or

\[
e_t^2 \leq (D^*)^2 - \sqrt{\beta} \left( 2D^* + \sqrt{\beta} \right) < (D^*)^2.
\]  
(63)

If the latter, i.e., (63) holds true for some \( t' \geq \tau \),

\[
h_{t'} = \psi \left( e_{t'}^2 \right) = 0,
\]  
(64)

which contradicts (61). Therefore, (61) implies (62).

From above we obtain that if \( h_\infty = 2\beta (2D^* + \sqrt{\beta})^2 \), there exists \( \tau < \infty \) such that for all \( t \geq \tau \),

\[
e_t \geq D^* + \sqrt{\beta}.
\]  
(65)

Thus, from (47), with \( \delta = \sqrt{\beta} \), we obtain that

\[
\phi_t \psi_t' \geq 2\xi \sqrt{\beta} \left( 2D^* + \sqrt{\beta} \right), \forall t \geq \tau.
\]  
(66)

Therefore,

\[
\sum_{t=\tau}^{\infty} \eta_t \phi_t \psi_t' \geq 2\xi \sqrt{\beta} \left( 2D^* + \sqrt{\beta} \right) \sum_{t=\tau}^{\infty} \eta_t = \infty.
\]  
(67)

This is a contradiction to (58). Therefore, \( h_\infty = 0 \), and by (25), the definition of \( h_t \),

\[
h_\infty = \lim_{t \to \infty} \psi \left( e_t^2 \right) = 0.
\]  
(68)

Hence, by (22), the definition of \( \psi(\cdot) \),

\[
\lim_{t \to \infty} \| x_t - x^* \| \leq D^*.
\]  
(69)
B  Appendix: Proofs of convergence

B.1 Proof for Theorem 1

**Theorem 1.** Suppose that Assumptions 1 and 2 hold true, and the cost functions of all agents satisfies $(r, \epsilon)$-redundancy. Assume that $\eta_t$ in (3) satisfies $\sum_{t=0}^{\infty} \eta_t = \infty$ and $\sum_{t=0}^{\infty} \eta_t^2 < \infty$. Let $\alpha$ and $D$ be defined as follows:

$$\alpha \triangleq 1 - \frac{r}{n} \cdot \frac{\mu}{\gamma} > 0 \text{ and } D \triangleq \frac{2r\mu}{\alpha\gamma}.\epsilon.$$  

Then, for the proposed Algorithm 1,

\[
\lim_{t \to \infty} \|x^t - x^*\| \leq D,
\]

where $x^* = \arg \min_x \sum_{i \in [n]} Q_i(x)$.

First, we need to show that $\left\| \sum_{j \in S} \nabla Q_j(x^t) \right\|$ is bounded for all $t$. By Assumption 1, for all $j \in [n]$,

$$\|\nabla Q_j(x) - \nabla Q_j(x^*)\| \leq \mu \|x - x^*\|. \quad (70)$$

Let $x_S = \arg \min_x \sum_{j \in S} Q_j(x)$ be the minimum point of the aggregated cost functions of a set $S$ of $n - r$ agents, i.e., $|S| = n - r$. Note that $\sum_{j \in S} \nabla Q_j(x_S) = 0$. By triangle inequality,

$$\left\| \sum_{j \in S} \nabla Q_j(x_S) - \sum_{j \in S} \nabla Q_j(x^*) \right\| \leq \sum_{j \in S} \|\nabla Q_j(x_S) - \nabla Q_j(x^*)\|. \quad (71)$$

Combining (70) through (71),

$$\left\| \sum_{j \in S} \nabla Q_j(x^*) \right\| \leq |S| \mu \|x_S - x^*\|. \quad (72)$$

By Definition 1 of $(r, \epsilon)$-redundancy, $\|x_S - x^*\| \leq \epsilon$. Therefore,

$$\left\| \sum_{j \in S} \nabla Q_j(x^*) \right\| \leq \mu \epsilon (n - r). \quad (73)$$

Now, consider an arbitrary agent $i \in [n] \setminus S$. Let $T = S \cup \{i\}$. Using a similar argument as above, we obtain

$$\left\| \sum_{j \in T} \nabla Q_j(x^*) \right\| \leq \mu \epsilon (n - r + 1). \quad (74)$$

Therefore,

$$\|\nabla Q_i(x^*)\| = \left\| \sum_{j \in T} \nabla Q_j(x^*) - \sum_{j \in S} \nabla Q_j(x^*) \right\| \leq \left\| \sum_{j \in T} \nabla Q_j(x^*) \right\| + \left\| \sum_{j \in S} \nabla Q_j(x^*) \right\| \leq (n - r)\mu \epsilon + (n - r + 1)\mu \epsilon = (2n - 2r + 1)\mu \epsilon. \quad (75)$$

Note that the inequality (75) can be applied to any $i \in [n]$ with a suitable choice of $S$ above.

On the other hand, by Assumption 1 for any $x \in \mathbb{R}^d$,

$$\|\nabla Q_i(x) - \nabla Q_i(x^*)\| \leq \mu \|x - x^*\|. \quad (76)$$

By triangle inequality,

$$\|\nabla Q_i(x)\| \leq \|\nabla Q_i(x^*)\| + \mu \|x - x^*\|. \quad (77)$$
Combining above and (75),
\[ \|\nabla Q_t(x)\| \leq (2n - 2r + 1)\mu + \mu \|x - x^*\| \leq 2n\mu + \mu \|x - x^*\|. \] (78)

Recall that \( x_t^i \in W \) for all \( t \), where \( W \) is a compact set. There exists a \( \Gamma = \max_{x \in W} \|x - x^*\| < \infty \), such that \( \|x_t^i - x^*\| \leq \Gamma \) for all \( t \). Therefore, for all \( t \),
\[
\left\| \sum_{j \in S^t} \nabla Q_j(x^t) \right\| = \left\| \sum_{j \in S^t} \nabla Q_j(x^t) \right\| \leq \sum_{j \in S^t} \|\nabla Q_j(x^t)\| \\
\leq |S^t| \cdot (2n\mu + \mu \|x_t^i - x^*\|) \leq (n - r) (2n\mu + \mu\Gamma) < \infty. \] (79)

**Second**, consider the following term \( \phi_t = \left\langle x^t - x^*, \sum_{j \in S^t} \nabla Q_j(x^t) \right\rangle \). We have
\[
\phi_t = \left\langle x^t - x^*, \sum_{j \in S^t} \nabla Q_j(x^t) \right\rangle \\
= \left\langle x^t - x^*, \sum_{j \in S^t} \nabla Q_j(x^t) \right\rangle + \sum_{k \in [n] \setminus S^t} \left\langle x^t - x^*, \nabla Q_k(x^t) \right\rangle \\
= \left\langle x^t - x^*, \sum_{j \in [n]} \nabla Q_j(x^t) \right\rangle - \left\langle x^t - x^*, \sum_{k \in [n] \setminus S^t} \nabla Q_k(x^t) \right\rangle. \] (80)

For the first term in (80), recall that \( Q_s(x) = \frac{1}{|S^t|} \sum_{j \in S} Q_j(x) \) for any set \( S \) that satisfies \( |S| \geq n - r \).

With Assumption 2,
\[
\left\langle x^t - x^*, \sum_{j \in [n]} \nabla Q_j(x^t) \right\rangle = \left\langle x^t - x^*, \sum_{j \in [n]} \nabla Q_j(x^t) - \sum_{j \in [n]} \nabla Q_j(x^*) \right\rangle \\
=n \cdot \left\langle x^t - x^*, \nabla Q([n]) - \nabla Q_{[n]}(x^*) \right\rangle \geq n\gamma \|x_t^i - x^*\|^2. \] (81)

For the second term in (80), by Cauchy-Schwartz inequality,
\[
\left\langle x^t - x^*, \sum_{k \in [n] \setminus S^t} \nabla Q_k(x^t) \right\rangle = \sum_{k \in [n] \setminus S^t} \left\langle x^t - x^*, \nabla Q_k(x^t) \right\rangle \\
\leq \sum_{k \in [n] \setminus S^t} \|x_t^i - x^*\| \cdot \|\nabla Q_k(x^t)\|. \] (82)

Combining (80), (81), and (82),
\[
\phi_t \geq n\gamma \|x_t^i - x^*\|^2 - \sum_{k \in [n] \setminus S^t} \|x_t^i - x^*\| \|\nabla Q_k(x^t)\|. \] (83)

Substituting from (78) in above, note that \( |[n] \setminus S^t| = r \),
\[
\phi_t \geq n\gamma \|x_t^i - x^*\|^2 - \sum_{k \in [n] \setminus S^t} \|x_t^i - x^*\| (2n\mu + \mu \|x_t^i - x^*\|) \\
= n\gamma \|x_t^i - x^*\|^2 - r \|x_t^i - x^*\| (2n\mu + \mu \|x_t^i - x^*\|) \\
= n\gamma \left( 1 - \frac{r}{n} \cdot \frac{\mu}{\gamma} \right) \|x_t^i - x^*\| \left( \|x_t^i - x^*\| - \frac{2r\mu}{\gamma (1 - \frac{r}{n} \cdot \frac{\mu}{\gamma})} \right). \] (84)
Recall that we assume $\alpha = 1 - \frac{r}{n} \cdot \frac{\mu}{\gamma} > 0$. We have
\[ \phi_t \geq \alpha n \gamma \|x^t - x^*\| \left(\|x^t - x^*\| - \frac{2r \mu}{\alpha \gamma} \epsilon\right). \] (85)
Let $D \triangleq \frac{2r \mu}{\alpha \gamma} \epsilon$. (85) implies for an arbitrary $\delta > 0$,
\[ \phi_t \geq \alpha n \gamma (D + \delta) > 0 \text{ when } \|x^t - x^*\| \geq D + \delta. \] (86)
Therefore, by Lemma 1,
\[ \lim_{t \to \infty} \|x^t - x^*\| \leq D. \] (87)

B.2 Proof for Lemma 2

**Lemma 2.** Under Assumptions 1 and 2, $\nabla Q_j(x^*) = 0$ for all $j \in [n]$, if the cost functions of all agents satisfies $r$-redundancy property.

By Definition 2, the minimum point $x^* = \arg \min \sum_{i \in [n]} Q_i(x)$ also satisfies $x^* = \arg \min \sum_{i \in S} Q_i(x)$, for any $|S| \geq n - r$.

Consider any set $S$ with $|S| = n - r$ and any agent $j \notin S$. Let $T = S \cup \{j\}$. $S$ and $T$ satisfy (14), so
\[ \sum_{i \in S} \nabla Q_i(x^*) = \sum_{i \in T} \nabla Q_i(x^*) = 0. \] (88)

Note that
\[ \sum_{i \in T} \nabla Q_i(x) = \sum_{i \in S} \nabla Q_i(x) + \nabla Q_j(x) \] (89)

Combine the two equations together, we have
\[ \nabla Q_j(x) = 0. \] (90)

Notice that the choice of $S$, $T$ and $j$ are arbitrary. Therefore, $\nabla Q_i(x^*) = 0, \forall i \in [n]$.

B.3 Proof for Theorem 3

**Theorem 3.** Suppose Assumptions 1 and 2 hold true, and the cost functions of all agents satisfies $r$-redundancy. Assume that $\eta_t$ in (3) satisfies $\sum_{t=0}^{\infty} \eta_t = \infty$ and $\sum_{t=0}^{\infty} \eta_t^2 < \infty$. Algorithm 1 has
\[ \lim_{t \to \infty} x^t = x^*, \]
where $x^* = \arg \min \sum_{i \in [n]} Q_i(x)$.

First, we show that $\|\sum_{j \in S^t} \nabla Q_j(x^t)\|$ is bounded for all $t$. By Assumption 1 for all $i$, $\|\nabla Q_i(x^t) - \nabla Q_i(x^*\| \leq \mu \|x^t - x^*\|$. Combining it with Lemma 2, we have
\[ \|\nabla Q_i(x^t)\| \leq \mu \|x^t - x^*\|. \] (91)

By triangle inequality,
\[ \left\| \sum_{j \in S^t} \nabla Q_j(x^t) \right\| \leq \sum_{j \in S^t} \|\nabla Q_j(x^t)\| \leq |S^t| \cdot \mu \|x^t - x^*\|. \] (92)

Recall that $x^t \in W$ for all $t$, where $W$ is a compact set. There exists a $\Gamma = \max_{x \in W} \|x - x^*\| < \infty$, such that $\|x^t - x^*\| \leq \Gamma$ for all $t$. Also note that $|S^t| = n - r$. Therefore, we have
\[ \left\| \sum_{j \in S^t} \nabla Q_j(x^t) \right\| \leq (n - r) \mu \Gamma, \forall t. \] (93)
Therefore, $\left\| \sum_{j \in S^t} \nabla Q_j(x^t) \right\|$ is bounded for all $t$.

**Second**, consider the following term

$$\phi_t = \left\langle x^t - x^*, \sum_{j \in S^t} \nabla Q_j(x^t) \right\rangle.$$  \hspace{1cm} (94)

Recall Lemma 2, $\nabla Q_j(x^*) = 0$ for all $j \in [n]$. With Assumption 2,

$$\phi_t = \left\langle x^t - x^*, \sum_{j \in S^t} \nabla Q_j(x^t) \right\rangle = \left\langle x^t - x^*, \sum_{j \in S^t} \nabla Q_j(x^t) - \sum_{j \in S^t} \nabla Q_j(x^*) \right\rangle$$

$$= |S^t| \cdot \left\langle x^t - x^*, \nabla Q_{S^t}(x^t) - \nabla Q_{S^t}(x^*) \right\rangle \geq (n - r) \gamma \|x^t - x^*\|^2 \hspace{1cm} (95)$$

Therefore, for an arbitrary $\delta > 0$, $\phi_t \geq (n - r) \gamma \delta$ so long as $\|x^t - x^*\| \geq \delta$.

Applying Lemma 1 with $M = (n - r) \mu \Gamma$, $\xi = (n - r) \gamma \delta$, and $D^* = \delta$, we obtain that for all $\delta > 0$, $\lim_{t \to \infty} \|x^t - x^*\| \leq \delta$. By the arbitrariness of $\delta$,

$$\lim_{t \to \infty} \|x^t - x^*\| \leq 0. \hspace{1cm} (96)$$

Since $\|x^t - x^*\|$ is always non-negative,

$$\lim_{t \to \infty} x^t = x^*. \hspace{1cm} (97)$$
C  Appendix: Proofs for Theorem 2

**Theorem 2** Suppose Assumptions [1] and [2] hold, and the agents’ cost functions satisfy \((r, \epsilon)\)-redundancy. Define \(\alpha = 1 - \frac{r}{n} \cdot \mu\) and \(\overline{\eta} = \frac{2\gamma}{\mu^2 n}\). There exists a positive real-value \(R \in \Theta(\epsilon)\), such that Algorithm \(A\) satisfy (i) \(A \in [0, 1]\), and (ii) \(\|x^t - x^*\|^2 \leq A^t \|x^0 - x^*\| + R\), if

a) let \(A = 1 - (\mu \eta)^2 \overline{\eta} (\eta - \eta)\) for some \(\eta\), and \(\eta = \overline{\eta}\) for every iteration \(t\) with \(\eta \in (0, \overline{\eta})\).

b) let \(A = 1 - (\mu \eta)^2 c (\overline{\eta} - c)\) for some \(c\), and \(\eta = c/(t + 1)\) for every iteration \(t\) with \(c \in (0, \overline{\eta})\).

\[\|x^{t+1} - x^*\|^2 \leq \|x^t - x^*\|^2 - 2\eta_t \langle x^t - x^*, g^t \rangle + \eta_t^2 \|g^t\|^2\]

\[\leq \|x^t - x^*\|^2 - 2\eta_t (\|x^t - x^*\| + \|x^t - x^*\|)^2 (2n\mu \epsilon + \mu \|x^t - x^*\|)^2\]

We define
\[\phi_t = \langle x^t - x^*, g^t \rangle\]

Following the same argument in the second part of the proof of Theorem 1, and (r, \epsilon)-redundancy,

\[\|x^{t+1} - x^*\|^2 \leq \|x^t - x^*\|^2 - 2\eta_t \langle x^t - x^*, g^t \rangle + \eta_t^2 \|g^t\|^2\]

\[\leq \|x^t - x^*\|^2 - 2\eta_t (\|x^t - x^*\| + \|x^t - x^*\|)^2 (2n\mu \epsilon + \mu \|x^t - x^*\|)^2\]

Let \(e_t\) denote \(\|x^t - x^*\|\), and note that \(\eta_t = \eta\) for all \(t\). Combining above and (103), we obtain that

\[e_{t+1}^2 \leq 1 + 2\eta (\mu r - \gamma n) + \eta^2 \mu^2 (n - r)^2 e_t^2 + 4 \left[\eta \mu c n + \eta^2 \mu^2 \epsilon (n - r)^2 n\right] e_t + 4\eta^2 \mu^2 c^2 (n - r)^2 n^2\]

\[\leq 1 + 2\eta (\mu r - \gamma n) + \eta^2 \mu^2 n^2 e_t^2 + 4 \left[\eta \mu c n + \eta^2 \mu^2 \epsilon n^3\right] e_t + 4\eta^2 \mu^2 c^2 n^4\]

Let \(A = 1 + 2\eta (\mu r - \gamma n) + \eta^2 \mu^2 n^2, B = \eta \mu c n + \eta^2 \mu^2 \epsilon n^3\), and \(C = 4\eta^2 \mu^2 c^2 n^4\). Recall that \(x^t \in \mathcal{W}\) for all \(t\), where \(\mathcal{W}\) is a compact set. There exists a \(\Gamma = \text{max}_{x \in \mathcal{W}} \|x - x^*\| < \infty\), such that

\[\|x^t - x^*\| \leq \Gamma\]

Thus, from (102) we obtain

\[e_{t+1}^2 \leq Ae_t^2 + 4B \Gamma + C\]

Let \(D = 4B \Gamma + C\),

\[e_{t+1}^2 \leq Ae_t^2 + D\]

Note that \(B, C, D \geq 0\).

Let us first define \(\alpha = 1 - \frac{r}{n} \cdot \mu\). Consider an arbitrary set of more than \(n - r\) agents \(S\), and two points \(x, y \in \mathbb{R}^d, x \neq y\). By Assumption [1] for every \(j \in S\),

\[\|\nabla Q_j(x) - \nabla Q_j(y)\| \leq \mu \|x - y\|\]

By Cauchy-Schwartz inequality,

\[\langle x - y, \nabla Q_j(x) - \nabla Q_j(y) \rangle \leq \|x - y\| \cdot \|\nabla Q_j(x) - \nabla Q_j(y)\| \leq \mu \|x - y\|^2\]

\[\|x - x^*\| \geq \|x\|_{\mathcal{W}} - x^*\|, \forall w \in \mathbb{R}^d\]
Therefore,
\[ \sum_{j \in S} \langle x - y, \nabla Q_j(x) - \nabla Q_j(y) \rangle \leq \mu |S| \|x - y\|^2. \]  
(107)

On the other hand, by Assumption 2,
\[ \langle x - y, \nabla Q_S(x) - \nabla Q_S(y) \rangle \geq \gamma \|x - y\|^2. \]  
(108)

Recall that \( Q_S(x) = \frac{1}{|S|} \sum_{j \in S} Q_j(x) \). From above we obtain that
\[ \sum_{j \in S} \langle x - y, \nabla Q_j(x) - \nabla Q_j(y) \rangle \geq \gamma |S| \|x - y\|^2. \]  
(109)

Compare (107) and (109), as \( x \) and \( y \) are arbitrary and non-identical points, suppose Assumptions 1 and 2 hold at the same time, we have \( \gamma < \mu \). Therefore,
\[ \frac{\gamma}{\mu} \cdot \alpha = \frac{\gamma}{\mu} - \frac{r}{\mu} \leq \frac{\gamma}{\mu} \leq 1. \]  
(110)

Now, consider the value of \( A \). By the definition of \( \alpha, \mu r - \gamma n = -\gamma n \alpha \). So \( A \) can be written as
\[ A = 1 - 2\eta \gamma n \alpha + \eta^2 \mu^2 n^2 = 1 - (\mu n)^2 \eta \left( \frac{2\gamma \alpha}{\mu^2 n} - \eta \right). \]  
(111)

Let \( \eta = \frac{2\gamma \alpha}{\mu^2 n} \), from above we obtain that
\[ A = 1 - (\mu n)^2 \eta (\eta - \eta). \]  
(112)

Note that
\[ \eta(\eta - \eta) = \left( \frac{\eta}{2} \right)^2 - \left( \eta - \frac{\eta}{2} \right)^2. \]  
(113)

Therefore,
\[ A = 1 - (\mu n)^2 \left[ \left( \frac{\eta}{2} \right)^2 - \left( \eta - \frac{\eta}{2} \right)^2 \right] = (\mu n)^2 \left( \eta - \frac{\eta}{2} \right)^2 + 1 - (\mu n)^2 \left( \frac{\eta}{2} \right)^2. \]  
(114)

Since \( \eta \in (0, \bar{\eta}) \), the minimum value of \( A \) can be obtained when \( \eta = \bar{\eta}/2 \),
\[ \min_{\eta} A = 1 - (\mu n)^2 \left( \frac{\eta}{2} \right)^2. \]  
(115)

On the other hand, since \( \eta \in (0, \bar{\eta}) \), from (114), \( A < 1 \). Thus,
\[ 1 - (\mu n)^2 \left( \frac{\eta}{2} \right)^2 \leq A < 1. \]  
(116)

Substituting \( \eta = \frac{2\gamma \alpha}{\mu^2 n} \) in above implies that \( A \in \left[ 1 - \left( \frac{\gamma \alpha}{\mu} \right)^2, 1 \right) \). Since \( \frac{\gamma \alpha}{\mu} \leq 1 \) (cf. (110), \( A \in [0, 1) \).

Knowing that \( A < 1 \), from (114) we obtain by induction that
\[ e_{t+1}^2 \leq A e_t^2 + D \leq A(A e_{t-1}^2 + D) + D = A^2 e_{t-1}^2 + AD + D \leq \ldots \leq A^{t+1} e_0^2 + (A^t + \ldots + A + 1) D = A^{t+1} e_0^2 + \frac{1 - A^t}{1 - A} D. \]  
(117)

Since \( A < 1, A^t < 1 \) for all \( t \). Thus,
\[ e_{t+1}^2 \leq A^{t+1} e_0^2 + \frac{D}{1 - A}. \]  
(118)

Let \( R = \frac{D}{1 - A} \), we have
\[ \|x^t - x^*\| \leq A^t \|x^0 - x^*\| + R. \]  
(119)

Note that since \( B = \Theta(\epsilon), C = \Theta(\epsilon^2) \), we have \( D = \Theta(\epsilon) \) and therefore, \( R = \Theta(\epsilon) \).
C.2 Proof for Theorem 3b

Define \( g^t = \sum_{j \in S^t} \nabla Q_j(x^t) \). Recall our iterative update \([3]\). Using the non-expansion property of Euclidean projection onto a closed convex set \([3]\)

\[
\|x^{t+1} - x^*\| \leq \|x^t - \eta g^t - x^*\|. \tag{120}
\]

Following the argument in the first part of the proof of Theorem \([1]\) by Assumption \([1]\) and \((r, \epsilon)\)-redundancy,

\[
\|\nabla Q_i(x)\| \leq 2n\mu\epsilon + \mu \|x - x^*\|. \tag{78}
\]

Therefore, by triangle inequality, since \(|S^t| = n - r\), we have

\[
\|g^t\| \leq \sum_{j \in S^t} \|\nabla Q_j(x^t)\| \leq (n - r)(2n\mu\epsilon + \mu \|x^t - x^*\|). \tag{121}
\]

Substituting from above in (98), we obtain that

\[
\|x^{t+1} - x^*\|^2 \leq \|x^t - x^*\|^2 - 2\eta_t \langle x^t - x^*, g^t \rangle + \eta_t^2 \|g^t\|^2 \\
\leq \|x^t - x^*\|^2 - 2\eta_t \langle x^t - x^*, g^t \rangle + \eta_t^2 (n - r)^2(2n\mu\epsilon + \mu \|x^t - x^*\|)^2 \tag{122}
\]

We define

\[
\phi_t = \langle x^t - x^*, g^t \rangle. \tag{123}
\]

Following the same argument in the second part of the proof of Theorem \([1]\) by Assumption \([2]\)

\[
\phi_t \geq n\gamma \|x^t - x^*\|^2 - r \|x^t - x^*\| (2n\mu\epsilon + \mu \|x^t - x^*\|) \tag{84}
\]

Let \( e_t \) denote \( \|x^t - x^*\| \), and note that \( \eta_t = c/(t + 1) \) for all \( t \) with some \( c > 0 \). Combining above and \([122]\), we obtain that

\[
e_{t+1}^2 \leq \left[ 1 + 2\eta_t (\mu r - \gamma n) + \eta_t^2 (n - r)^2 \right] e_t^2 + 4 \left[ \eta_t \mu n c + \eta_t^2 n c^2 (n - r) \right] e_t + 4\eta_t^2 \mu^2 c^2 (n - r)^2 n^2 \\
\leq \left[ 1 + 2\eta_t (\mu r - \gamma n) + \eta_t^2 (n - r)^2 \right] e_t^2 + 4 \left[ \eta_t \mu n c + \eta_t^2 n c^2 (n - r) \right] e_t + 4\eta_t^2 \mu^2 c^2 (n - r)^2 n^2 \\
= \left[ 1 + \frac{2(\mu r - \gamma n) c}{t + 1} + \frac{\mu^2 n^2 c^2}{(t + 1)^2} \right] e_t^2 + \left[ \frac{4\mu n c^2}{t + 1} + \frac{4\mu^2 n^2 c^2}{(t + 1)^2} \right] e_t + \frac{4\mu^2 c^2 n^4 c^2}{(t + 1)^2}. \tag{124}
\]

Let us first define \( \alpha = 1 - \frac{r}{n} \cdot \frac{\mu}{\gamma} \). Consider an arbitrary set of more than \( n - r \) agents \( S \), and two points \( x, y \in \mathbb{R}^d \), \( x \neq y \). By Assumption \([1]\) for every \( j \in S \),

\[
\|\nabla Q_j(x) - \nabla Q_j(y)\| \leq \mu \|x - y\|. \tag{125}
\]

By Cauchy-Schwarz inequality,

\[
\langle x - y, \nabla Q_j(x) - \nabla Q_j(y) \rangle \leq \|x - y\| \cdot \|\nabla Q_j(x) - \nabla Q_j(y)\| \leq \mu \|x - y\|^2. \tag{126}
\]

Therefore,

\[
\sum_{j \in S} \langle x - y, \nabla Q_j(x) - \nabla Q_j(y) \rangle \leq \mu |S| \|x - y\|^2. \tag{127}
\]

On the other hand, by Assumption \([2]\)

\[
\langle x - y, \nabla Q_S(x) - \nabla Q_S(y) \rangle \geq \gamma \|x - y\|^2. \tag{128}
\]

Recall that \( Q_S(x) = \frac{1}{|S|} \sum_{j \in S} Q_j(x) \). From above we obtain that

\[
\sum_{j \in S} \langle x - y, \nabla Q_j(x) - \nabla Q_j(y) \rangle \geq \gamma |S| \|x - y\|^2. \tag{129}
\]

\( \|x - x^*\| \geq \|x - x^*\|, \forall w \in \mathbb{R}^d. \)
Compare (127) and (129), as \( x \) and \( y \) are arbitrary and non-identical points, suppose Assumptions 1 and 2 hold at the same time, we have \( \gamma < \mu \). Therefore,
\[
\frac{\gamma}{\mu} \cdot \alpha = \frac{\gamma}{\mu} - \frac{r}{n} - \frac{\gamma}{\mu} < 1. \tag{130}
\]

Let us define
\[
A(t) = 1 + \frac{2 (\mu r - \gamma n) c}{t + 1} + \frac{\mu^2 n^2 c^2}{(t + 1)^2}, \tag{131}
\]
the coefficient of the quadratic term in (124). Note that for all \( t \),
\[
A(t) = 1 + \frac{2 (\mu r - \gamma n) c}{t + 1} + \frac{\mu^2 n^2 c^2}{(t + 1)^2} \leq 1 + 2 (\mu r - \gamma n) c + \mu^2 n^2 c^2 \triangleq A. \tag{132}
\]

Now, consider the value of \( A \). By the definition of \( \alpha \),
\[
\mu r - \gamma n = -\gamma n \alpha.
\]
So \( A \) can be written as
\[
A = 1 - 2 \gamma n c + \mu^2 n^2 c^2 = 1 - (\mu n)^2 \cdot c \left( \frac{2 \gamma \alpha}{\mu^2 n^2} - c \right). \tag{133}
\]

Let \( \eta = \frac{2 \gamma \alpha}{\mu^2 n^2} \) from above we obtain that
\[
A = 1 - (\mu n)^2 c(\eta - c). \tag{134}
\]

Note that
\[
e(\eta - c) = \left( \frac{\eta}{2} \right)^2 - \left( c - \frac{\eta}{2} \right)^2. \tag{135}
\]

Therefore,
\[
A = 1 - (\mu n)^2 \left[ \left( \frac{\eta}{2} \right)^2 - \left( c - \frac{\eta}{2} \right)^2 \right] = (\mu n)^2 \left( c - \frac{\eta}{2} \right)^2 + 1 - (\mu n)^2 \left( \frac{\eta}{2} \right)^2. \tag{136}
\]

Since \( c \in (0, \eta) \), the minimum value of \( A \) can be obtained when \( c = \eta/2 \),
\[
\min_{\eta} A = 1 - (\mu n)^2 \left( \frac{\eta}{2} \right)^2. \tag{137}
\]

On the other hand, since \( c \in (0, \eta) \), from (112), \( A < 1 \). Thus,
\[
1 - (\mu n)^2 \left( \frac{\eta}{2} \right)^2 \leq A < 1. \tag{138}
\]

Substituting \( \eta = \frac{2 \gamma \alpha}{\mu^2 n} \) in above implies that \( A \in \left[ 1 - \left( \frac{\gamma \alpha}{\mu} \right)^2, 1 \right] \). Since \( \frac{\gamma \alpha}{\mu} \leq 1 \) (cf. (130)), \( A \in [0, 1] \).

Let \( B = 4 \mu c n^2 c, C = 4 \mu^2 c n^3 c^2, D = 4 \mu^2 c^2 n^4 c^2 \). The inequality of (124) can be written as
\[
e^2_{t+1} \leq A(t) e^2_t + \frac{B}{t + 1} + C/(t + 1)^2 e_t + D/(t + 1)^2. \tag{139}
\]

Recall that \( x^t \in \mathcal{W} \) for all \( t \), where \( \mathcal{W} \) is a compact set. There exists a \( \Gamma = \max_{x \in \mathcal{W}} \| x - x^* \| < \infty \), such that \( \| x^t - x^* \| \leq \Gamma \) for all \( t \), or \( e_t \leq \Gamma \). Thus, from (139) we obtain
\[
e^2_{t+1} \leq A(t) e^2_t + \frac{B \Gamma}{t + 1} + C \Gamma + D/(t + 1)^2. \tag{140}
\]
Knowing that $A < 1$, from (140) we obtain by induction that

\[ e_{t+1}^2 \leq A e_t^2 + \frac{B \Gamma}{t+1} + \frac{C T + D}{(t+1)^2} \]

\[ \leq A \left( A e_{t-1}^2 + \frac{B \Gamma}{t} + \frac{C T + D}{t^2} \right) + \frac{B \Gamma}{t+1} + \frac{C T + D}{(t+1)^2} \]

\[ \leq A^2 e_{t-1}^2 + B \Gamma \left( \frac{A}{t} + \frac{1}{t+1} \right) + (C T + D) \left( \frac{A}{t^2} + \frac{1}{(t+1)^2} \right) \]

\[ \leq \ldots \]

\[ \leq A^{t+1} e_0^2 + B \Gamma \left( \frac{A^t}{1} + \ldots + \frac{A}{t} + \frac{1}{t+1} \right) + (C T + D) \left( \frac{A^t}{t^2} + \ldots + \frac{A}{t^2} + \frac{1}{(t+1)^2} \right) \]

\[ \leq A^{t+1} e_0^2 + B \Gamma \left( A^t + \ldots + A + 1 \right) + (C T + D) \left( A^t + \ldots + A + 1 \right) \]

\[ \leq A^{t+1} e_0^2 + \frac{(B + C) \Gamma + D}{1 - A}. \tag{141} \]

Since $A < 1$, $A^t < 1$ for all $t$. Thus,

\[ e_{t+1}^2 \leq A^{t+1} e_0^2 + \frac{(B + C) \Gamma + D}{1 - A}. \tag{142} \]

Let $R = \frac{(B + C) \Gamma + D}{1 - A}$, we have

\[ \| x^t - x^* \|^2 \leq A^t \| x^0 - x^* \|^2 + R \tag{143} \]

Note that since $B = \Theta(\epsilon)$, $C = \Theta(\epsilon)$, and $D = \Theta(\epsilon^2)$, we have $R = \Theta(\epsilon)$. 

26
D Appendix: Proof for Theorem 4

**Theorem 4.** Suppose Assumption 7 and 2 hold true, and the cost functions of all agents satisfies \((r, \epsilon)\)-redundancy. Assume that \(\eta_t\) in [15] satisfies \(\sum_{t=0}^{\infty} \eta_t = \infty\), \(\sum_{t=0}^{\infty} \eta_t^2 < \infty\), and \(\eta_t \geq \eta_{t+1}\) for all \(t\). Let \(\alpha\) and \(D\) be defined as follows:

\[
\alpha \triangleq 1 - \frac{r}{\mu} \cdot \frac{\mu}{\gamma} > 0 \quad \text{and} \quad D \triangleq \frac{2r\mu}{\alpha\gamma} \epsilon.
\]

Then, suppose there exists a \(\tau \geq 0\) such that \(|T^t| \geq n - r\) for all \(t\), for the proposed algorithm with update rule [15],

\[
\lim_{t \to \infty} \|x^t - x^*\| \leq D,
\]

where \(x^* = \arg\min_x \sum_{j \in [n]} Q_j(x)\).

The proof consists of three parts. In the first part, we show the norm of the update is bounded for all \(t\). In the second part, we consider the inner product term \(\phi_1\) (defined later) is lower-bounded. And in the third part, we show that with a lower-bounded \(\phi_{t+1}\) term, the iterative estimate converges.

**First,** we show that \(\left\| \sum_{i=0}^{\tau} \sum_{j \in T_{t+1-i}^*} \nabla Q_j(x^{t-i}) \right\|\) is bounded for all \(t\). By Assumption 1 and \((f, r)\)-redundancy, following the same argument in the proof of Theorem 1 we obtain that for all \(j \in [n]\),

\[
\|\nabla Q_j(x^*)\| \leq (2n - 2r + 1) \mu \epsilon. \tag{75}
\]

Furthermore, by Assumption 1 for all \(x \in \mathbb{R}^d\),

\[
\|\nabla Q_j(x)\| \leq 2n \mu \epsilon + \mu \|x - x^*\|. \tag{78}
\]

Recall that \(x^t \in W\) for all \(t\), where \(W\) is a compact set. There exists a \(\Gamma = \max_{x \in W} \|x - x^*\| < \infty\), such that \(\|x^t - x^*\| \leq \Gamma\) for all \(t\). Therefore, for all \(t\),

\[
\left\| \sum_{i=0}^{\tau} \sum_{j \in T_{t+1-i}^*} \nabla Q_j(x^{t-i}) \right\| \leq \sum_{i=0}^{\tau} \sum_{j \in T_{t+1-i}^*} \|\nabla Q_j(x\}^{t-i})\| \leq \sum_{i=0}^{\tau} |T_{t+1-i}^*| \cdot (2n \mu \epsilon + \mu \|x^{t-i} - x^*\|) \leq \sum_{i=0}^{\tau} |T_{t+1-i}^*| \cdot (2n \mu \epsilon + \mu \Gamma) \tag{144}
\]

Recall the definition of \(T_{t+1-i}^*\), that \(T_{t+1-i}^* \cap T_{t+1-i+2} = \emptyset\) for all \(0 \leq i_1, i_2 \leq \tau, i_1 \neq i_2\). Therefore, \(\sum_{i=0}^{\tau} |T_{t+1-i}^*| \leq n\). Thus,

\[
\left\| \sum_{i=0}^{\tau} \sum_{j \in T_{t+1-i}^*} \nabla Q_j(x^{t-i}) \right\| \leq n(2n \mu \epsilon + \mu \Gamma) < \infty. \tag{145}
\]

**Second,** consider the term

\[
\phi_1 = \left\langle x^t - x^*, \sum_{i=0}^{\tau} \sum_{j \in T_{t+1-i}^*} \nabla Q_j(x^{t-i}) \right\rangle. \tag{146}
\]

Note that

\[
\left\| x^t - x^* + \eta_t \sum_{i=0}^{\tau} \sum_{j \in T_{t+1-i}^*} \nabla Q_j(x^{t-i}) \right\| \leq \|x^t - x^*\| - 2 \eta_t \phi_t + \left\| \sum_{i=0}^{\tau} \sum_{j \in T_{t+1-i}^*} \nabla Q_j(x^{t-i}) \right\|. \tag{147}
\]
Let $T^t = \bigcup_{i=0}^{T^t} T^{i:t-1}$ be the set of agents whose gradients are used for the update at iteration $t$.

\[
\sum_{i=0}^{\tau} \sum_{j \in T^{i:t-1}} \nabla Q_j(x^{t-i}) = \sum_{i=0}^{\tau} \sum_{j \in T^{i:t-1}} \left( \nabla Q_j(x^t) - \nabla Q_j(x^{t-i}) + \nabla Q_j(x^{t-i}) \right)
\]

\[
= \sum_{i=0}^{\tau} \sum_{j \in T^{i:t-1}} \nabla Q_j(x^t) - \sum_{i=0}^{\tau} \sum_{j \in T^{i:t-1}} \left( \nabla Q_j(x^t) - \nabla Q_j(x^{t-i}) \right)
\]

\[
= \sum_{j \in T^t} \nabla Q_j(x^t) - \sum_{i=0}^{\tau} \sum_{j \in T^{i:t-1}} \left( \nabla Q_j(x^t) - \nabla Q_j(x^{t-i}) \right). \tag{148}
\]

Therefore, we have

\[
\phi_t = \left\langle x^t - x^*, \sum_{i=0}^{\tau} \sum_{j \in T^{i:t-1}} \nabla Q_j(x^{t-i}) \right\rangle
\]

\[
= \left\langle x^t - x^*, \sum_{j \in T^t} \nabla Q_j(x^t) \right\rangle - \left\langle x^t - x^*, \sum_{i=0}^{\tau} \sum_{j \in T^{i:t-1}} \left( \nabla Q_j(x^t) - \nabla Q_j(x^{t-i}) \right) \right\rangle. \tag{149}
\]

For the first term in (149), denote it $\phi_{t:1}$, we have

\[
\phi_{t:1} = \left\langle x^t - x^*, \sum_{j \in T^t} \nabla Q_j(x^t) \right\rangle
\]

\[
= \left\langle x^t - x^*, \sum_{j \in T^t} \nabla Q_j(x^t) + \sum_{k \in [n] \setminus T^t} \nabla Q_k(x^t) - \sum_{k \in [n] \setminus T^t} \nabla Q_k(x^t) \right\rangle
\]

\[
= \left\langle x^t - x^*, \sum_{j \in [n]} \nabla Q_j(x^t) \right\rangle - \left\langle x^t - x^*, \sum_{k \in [n] \setminus T^t} \nabla Q_k(x^t) \right\rangle. \tag{150}
\]

Recall (81) and (82), we have the same result as we have in (83):

\[
\phi_{t:1} \geq n\gamma \|x^t - x^*\|^2 - \sum_{k \in [n] \setminus T^t} \|x^t - x^*\| \|\nabla Q_k(x^t)\|. \tag{151}
\]

Note that $|T^t| \geq n - r$, or $|n \setminus T^t| \leq r$. Combining above and (75),

\[
\phi_{t:1} \geq n\gamma \|x^t - x^*\|^2 - r \|x^t - x^*\| (2n\mu + \mu \|x - x^*\|)
\]

\[
= n\gamma \left( 1 - \frac{r}{n} \cdot \frac{\mu}{\gamma} \right) \|x^t - x^*\| \left( \|x^t - x^*\| - \frac{2r \mu}{\gamma} \left( \frac{n}{r} \cdot \frac{\mu}{\gamma} \right) \right). \tag{152}
\]

Recall that we assume $\alpha = 1 - \frac{r}{n} \cdot \frac{\mu}{\gamma} > 0$. We have

\[
\phi_{t:1} \geq \alpha n\gamma \|x^t - x^*\| \left( \|x^t - x^*\| - \frac{2r \mu}{\alpha \gamma} \right). \tag{153}
\]

Let $D \triangleq \frac{2r \mu}{\alpha \gamma}$. (153) implies for an arbitrary $\delta > 0$,

\[
\phi_{t:1} \geq \alpha n\gamma \delta (D + \delta) > 0 \text{ when } \|x^t - x^*\| \geq D + \delta. \tag{154}
\]

For the second term in (149), denote it $\phi_{t:2}$, by Cauchy-Schwartz inequality, we have

\[
\phi_{t:2} = \left\langle x^t - x^*, \sum_{i=0}^{\tau} \sum_{j \in T^{i:t-1}} \left( \nabla Q_j(x^t) - \nabla Q_j(x^{t-i}) \right) \right\rangle
\]

\[
\leq \|x^t - x^*\| \cdot \sum_{i=0}^{\tau} \sum_{j \in T^{i:t-1}} \left( \nabla Q_j(x^t) - \nabla Q_j(x^{t-i}) \right). \tag{155}
\]
Consider the factor $\left\| \sum_{t=0}^{\tau} \sum_{j \in T^{t-i}} \left( \nabla Q_j(x^t) - \nabla Q_j(x^{t-i}) \right) \right\|$. By triangle inequality,

$$\left\| \sum_{i=0}^{\tau} \sum_{j \in T^{t-i}} \left( \nabla Q_j(x^t) - \nabla Q_j(x^{t-i}) \right) \right\| \leq \sum_{i=0}^{\tau} \sum_{j \in T^{t-i}} \left\| \nabla Q_j(x^t) - \nabla Q_j(x^{t-i}) \right\|.$$ (156)

By Assumption[14], and $x^t \in W$ for all $t$,

$$\left\| \nabla Q_j(x^t) - \nabla Q_j(x^{t-i}) \right\| \leq \mu \left\| x^t - x^{t-i} \right\|.$$ (157)

According to the update rule (15),

$$x^t = x^{t-1} - \eta_{t-1} \sum_{h=0}^{\tau} \sum_{j \in T^{t-1-i}} \nabla Q_j(x^{t-1-h})$$

$$= x^{t-2} - \eta_{t-1} \sum_{h=0}^{\tau} \sum_{j \in T^{t-1-i}} \nabla Q_j(x^{t-1-h}) - \eta_{t-2} \sum_{h=0}^{\tau} \sum_{j \in T^{t-2-i}} \nabla Q_j(x^{t-2-h})$$

$$= x^{t-2} - \eta_{t-k} \sum_{h=0}^{\tau} \sum_{j \in T^{t-k-i}} \nabla Q_j(x^{t-k-h})$$

$$= \cdots$$

$$= x^{t-i} - \eta_{t-k} \sum_{h=0}^{\tau} \sum_{j \in T^{t-k-i}} \nabla Q_j(x^{t-k-h}).$$ (158)

Therefore,

$$\left\| x^t - x^{t-i} \right\| \leq \sum_{k=1}^{i} \eta_{t-k} \sum_{h=0}^{\tau} \sum_{j \in T^{t-k-i}} \nabla Q_j(x^{t-k-h})$$

$$\leq \sum_{k=1}^{i} \eta_{t-k} \sum_{h=0}^{\tau} \sum_{j \in T^{t-k-i}} \nabla Q_j(x^{t-k-h}).$$ (159)

By[145], let $G = n(2\eta \mu + \mu \Gamma)$. Also note that for all $t$, $\eta_t \geq \eta_{t+1}$. From above we have

$$\left\| x^t - x^{t-i} \right\| \leq \sum_{k=1}^{i} \eta_{t-k} G \leq i \cdot \eta_{t-i} G.$$ (160)

Combining (156), (157) and above, we have

$$\left\| \sum_{i=0}^{\tau} \sum_{j \in T^{t-i}} \left( \nabla Q_j(x^t) - \nabla Q_j(x^{t-i}) \right) \right\| \leq \sum_{i=0}^{\tau} \sum_{j \in T^{t-i}} \left\| \nabla Q_j(x^t) - \nabla Q_j(x^{t-i}) \right\|$$

$$\leq \sum_{i=0}^{\tau} \sum_{j \in T^{t-i}} \mu \eta_{t-i} G \leq G \cdot \sum_{i=0}^{\tau} \sum_{j \in T^{t-i}} \mu \eta_{t-i} = G \cdot \sum_{j \in T^t} \mu \eta_{t-r}$$

$$\leq \mu \eta_{t-r} h G.$$ (161)

Combining with (155), from above we have

$$\phi_t \leq \mu \eta_{t-r} n \eta G \left\| x^t - x^* \right\|.$$ (162)

In summary, $\phi_t = \phi_{t+1} - \phi_{t+2}$.

Third[8] we show that assuming that there exists some $D^* \in [0, \max_{x \in W} \|x - x^*\|)$ and $\xi > 0$, such that $\phi_{t+1} \geq \xi$ when $\|x^t - x^*\| \geq D^*$, we have $\lim_{t \to \infty} \left\| x^t - x^* \right\| \leq D^*$.

8Note that this part of the proof is similar to what we have in the proof of Lemma[1] in Appendix A. Still, the full argument are presented with repeated contents to avoid confusion.
Let \( e^t \) denote \( \| x^t - x^* \| \). Define a scalar function \( \psi \),

\[
\psi(y) = \begin{cases} 
0, & y < (D^* + 1)^2, \\
(y - (D^* + 1)^2)^2, & \text{otherwise.}
\end{cases}
\]

(163)

Let \( \psi'(y) \) denote the derivative of \( \psi \) at \( y \). Then (cf. [8])

\[
\psi(z) - \psi(y) \leq (z - y)\psi'(y) + (z - y)^2, \quad \forall y, z \in \mathbb{R}_{\geq 0}.
\]

(164)

Note,

\[
\psi'(y) = \max \left\{ 0, 2 (y - (D^* + 1)^2) \right\}.
\]

(165)

Now, define

\[
h_t \triangleq \psi(e^t).
\]

(166)

From (164) and (166),

\[
h_{t+1} - h_t = \psi \left( e_{t+1}^2 + 1 - e_t^2 \right) - \psi(e^t) \leq (e_{t+1}^2 - e_t^2) \psi'(e_t) + (e_{t+1}^2 - e_t^2)^2, \quad \forall t \in \mathbb{Z}_{\geq 0}.
\]

(167)

From now on, we use \( \psi_t \) as the shorthand for \( \psi'(e_t^2) \), i.e.,

\[
\psi_t \triangleq \psi'(e_t^2).
\]

(168)

From above, for all \( t \geq 0 \),

\[
h_{t+1} - h_t \leq (e_{t+1}^2 - e_t^2) \psi_t + (e_{t+1}^2 - e_t^2)^2.
\]

(169)

Recall the iterative process (15). From now on, we use \( \text{StragAgg}[t] \) as a shorthand for the output of the gradient aggregation rule at iteration \( t \), i.e.

\[
\text{StragAgg}[t] \triangleq \sum_{i=0}^{\tau} \sum_{j \in T^*_{t+t}} \nabla Q_j(x^{t-i}).
\]

(170)

Using the non-expansion property of Euclidean projection onto a closed convex set\(^7\)

\[
\| x^{t+1} - x^* \| \leq \| x^t - \eta_t \text{StragAgg}[t] - x^* \|.
\]

(171)

Taking square on both sides,

\[
e_{t+1}^2 \leq e_t^2 - 2\eta_t (x_t - x^*, \text{StragAgg}[t]) + \eta_t^2 \| \text{StragAgg}[t] \|^2.
\]

Recall from (166) that \( (x_t - x^*, \text{StragAgg}[t]) = \phi_t \), therefore (cf. (167)),

\[
e_{t+1}^2 \leq e_t^2 - 2\eta_t \phi_t + \eta_t^2 \| \text{StragAgg}[t] \|^2, \quad \forall t \geq 0.
\]

(172)

As \( \psi_t \geq 0, \forall t \in \mathbb{Z}_{\geq 0} \), combining (169) and (172),

\[
h_{t+1} - h_t \leq \left( -2\eta_t \phi_t + \eta_t^2 \| \text{StragAgg}[t] \|^2 \right) \psi_t + (e_{t+1}^2 - e_t^2)^2, \quad \forall t \geq 0.
\]

(173)

Note that

\[
| e_{t+1}^2 - e_t^2 | = (e_{t+1} + e_t) | e_{t+1} - e_t |.
\]

(174)

As \( \mathcal{W} \) is assumed compact, there exists

\[
\Gamma = \max_{x \in \mathcal{W}} \| x - x^* \| \leq \infty.
\]

(175)

Let \( \Gamma > 0 \), since otherwise \( \mathcal{W} = \{ x^* \} \) only contains one point, and the problem becomes trivial. As \( x^t \in \mathcal{W}, \forall t \geq 0 \),

\[
e_t \leq \Gamma,
\]

(176)

which implies

\[
e_{t+1} + e_t \leq 2\Gamma.
\]

(177)

\[^7\| x - x^* \| \geq \| [x]_\mathcal{W} - x^* \|, \forall w \in \mathbb{R}^d.\]
Therefore,
\[ |e_{t+1}^2 - e_t^2| \leq 2\Gamma |e_{t+1} - e_t|, \forall t \geq 0. \] (178)

By triangle inequality,
\[ |e_{t+1} - e_t| = \|x^{t+1} - x^*\| - \|x^t - x^*\| \leq \|x^{t+1} - x^t\|. \] (179)

From (15) and the non-expansion property of Euclidean projection onto a closed convex set,
\[ \|x^{t+1} - x^t\| = \| [x_t - \eta \text{StragAgg}[t]] - x^t \| \leq \eta \| \text{StragAgg}[t] \|. \] (180)

So from (178), (179), and (180),
\[ |e_{t+1}^2 - e_t^2| \leq 2\eta \Gamma \| \text{StragAgg}[t] \|, \]
\[ \implies (e_{t+1}^2 - e_t^2)^2 \leq 4\eta^2 \Gamma^2 \| \text{StragAgg}[t] \|^2. \] (181)

Substituting above in (173),
\[ h_{t+1} - h_t \leq \left( -2\eta \phi_t + \eta^2 \| \text{StragAgg}[t] \|^2 \right) \psi_t' + 4\eta^2 \Gamma^2 \| \text{StragAgg}[t] \|^2, \]
\[ = -2\eta \phi_t \psi_t' + (\psi_t' + 4\Gamma^2) \eta^2 \| \text{StragAgg}[t] \|^2, \forall t \geq 0. \] (182)

Recall that \( \phi_t = \phi_{t-1} - \phi_{t-2} \). Also, \( \eta_t \geq \eta_{t+1} \) for all \( t \). Substitute for (176) and (162) in above, we obtain that
\[ h_{t+1} - h_t \leq -2\eta (\phi_{t-1} - \phi_{t-2}) \psi_t' + (\psi_t' + 4\Gamma^2) \eta^2 \| \text{StragAgg}[t] \|^2, \forall t \geq 0 \]
\[ \leq -2\eta (\mu \tau \eta - n\text{StragAgg}[t]) \psi_t' + (\psi_t' + 4\Gamma^2) \eta^2 \| \text{StragAgg}[t] \|^2, \forall t \geq 0 \]
\[ \leq -2\eta (\mu \tau \eta \text{StragAgg}[t]) \psi_t' + (\psi_t' + 4\Gamma^2) \eta^2 \| \text{StragAgg}[t] \|^2, \forall t \geq 0. \] (183)

Let us assume for now that \( D^* \in [0, \max_{x \in \mathcal{W}} \| x - x^* \|], \) which indicates \( D^* < \Gamma \). Using (165) and (176), we have
\[ 0 \leq \psi_t' \leq 2 \left( e_{t+1}^2 - (D^*)^2 \right) \leq 2 \left( \Gamma^2 - (D^*)^2 \right) \leq 2\Gamma^2. \] (184)

From (145) (recall that \( \overline{G} = n(2\mu \eta + \mu \Gamma) \)), \( \| \text{StragAgg}[t] \| \leq \overline{G} < \infty \) for all \( t \). Substituting (184) in (183),
\[ h_{t+1} - h_t \leq -2\eta (\mu \tau \eta \text{StragAgg}[t]) \psi_t' + 2\eta^2 \mu \tau n \overline{G} (2\Gamma^2) + (2\Gamma^2 + 4\Gamma^2) \eta^2 \overline{G}^2 \]
\[ = -2\eta (\mu \tau \eta \text{StragAgg}[t]) \psi_t' + \left( 4\mu \tau n \Gamma^3 \overline{G} + 6\Gamma^2 \overline{G}^2 \right), \forall t \geq 0. \] (185)

Now we use Lemma 3 to show that \( h_\infty = 0 \) as follows. For each iteration \( t \), consider the following two cases:

**Case 1)** Suppose \( e_t < D^* \). In this case, \( \psi_t' = 0 \). By Cauchy-Schwartz inequality,
\[ |\phi_{t+1}| = |\langle x^{t+1} - x^*, \text{StragAgg}[t] \rangle| \leq e_t \| \text{StragAgg}[t] \|. \] (186)

By (145) and (176), this implies that
\[ |\phi_{t+1}| \leq \Gamma \overline{G} < \infty. \] (187)

Thus,
\[ \phi_{t+1} \psi_t' = 0. \] (188)

**Case 2)** Suppose \( e_t \geq D^* \). Therefore, there exists \( \delta > 0, e_t = (D^* + \delta) \). From (165), we obtain that
\[ \psi_t' = 2 \left( (D^* + \delta)^2 - (D^*)^2 \right) = 2\delta (2D^* + \delta). \] (189)

The statement of Lemma 1 assumes that \( \phi_t \geq \xi > 0 \) when \( e_t \geq D^* \), thus,
\[ \phi_{t+1} \psi_t' \geq 2\delta \xi (2D^* + \delta) > 0. \] (190)
From (188) and (190), for both cases,
\[ \phi_{t,1} \psi'_t \geq 0, \forall t \geq 0. \]  
(191)

Combining this with (185),
\[ h_{t+1} - h_t \leq \eta_t^2 \left( 4\mu \tau \Gamma^3 C + 6\Gamma^2 C^2 \right). \]  
(192)

From above we have
\[ (h_{t+1} - h_t)_+ \leq \eta_t^2 \left( 4\mu \tau \Gamma^3 C + 6\Gamma^2 C^2 \right). \]  
(193)

Since \[ \sum_{t=0}^{\infty} \eta_t^2 < \infty, \Gamma, C, G < \infty, \]
\[ \sum_{t=0}^{\infty} (h_{t+1} - h_t)_+ \leq \left( 4\mu \tau \Gamma^3 C + 6\Gamma^2 C^2 \right) \sum_{t=0}^{\infty} \eta_t^2 < \infty. \]  
(194)

Then Lemma 3 implies that by the definition of \( h_t \), we have \( h_t \geq 0, \forall t \),
\[ h_t \xrightarrow{t \to \infty} h_\infty < \infty, \quad \text{and} \]
\[ \sum_{t=0}^{\infty} (h_{t+1} - h_t)_- > -\infty. \]  
(195)
(196)

Note that \( h_\infty - h_0 = \sum_{t=0}^{\infty} (h_{t+1} - h_t) \). Thus, from (185) we have
\[ h_\infty - h_0 \leq -2 \sum_{t=0}^{\infty} \eta_t \phi_{t,1} \psi'_t + \left( 4\mu \tau \Gamma^3 C + 6\Gamma^2 C^2 \right) \sum_{t=0}^{\infty} \eta_t^2. \]  
(197)

By (25) the definition of \( h_t, h_t \geq 0 \) for all \( t \). Therefore, from above we obtain
\[ 2 \sum_{t=0}^{\infty} \eta_t \phi_{t,1} \psi'_t \leq h_0 - h_\infty + \left( 4\mu \tau \Gamma^3 C + 6\Gamma^2 C^2 \right) \sum_{t=0}^{\infty} \eta_t^2. \]  
(198)

By assumption, \( \sum_{t=0}^{\infty} \eta_t^2 < \infty \). Substituting from (176) that \( e_t < \infty \) in (166), we obtain that
\[ h_0 = \psi \left( e_0^2 \right) < \infty. \]  
(199)

Therefore, (198) implies that
\[ 2 \sum_{t=0}^{\infty} \eta_t \phi_{t,1} \psi'_t \leq h_0 + \left( 4\mu \tau \Gamma^3 C + 6\Gamma^2 C^2 \right) \sum_{t=0}^{\infty} \eta_t^2 < \infty. \]  
(200)

Or simply,
\[ \sum_{t=0}^{\infty} \eta_t \phi_{t,1} \psi'_t < \infty. \]  
(201)

Finally, we reason below by contradiction that \( h_\infty = 0 \). Note that for any \( \zeta > 0 \), there exists a unique positive value \( \beta \) such that \( \zeta = 2\beta \left( 2D^* + \sqrt{\beta} \right)^2 \). Suppose that \( h_\infty = 2\beta \left( 2D^* + \sqrt{\beta} \right)^2 \) for some positive value \( \beta \). As the sequence \( \{ h_t \}_{t=0}^{\infty} \) converges to \( h_\infty \) (see (195)), there exists some finite \( \tau \in \mathbb{Z}_{\geq 0} \) such that for all \( t \geq \tau \),
\[ |h_t - h_\infty| \leq \beta \left( 2D^* + \sqrt{\beta} \right)^2 \]  
(202)
\[ \implies h_t \geq h_\infty - \beta \left( 2D^* + \sqrt{\beta} \right)^2. \]  
(203)

As \( h_\infty = 2\beta \left( 2D^* + \sqrt{\beta} \right)^2 \), the above implies that
\[ h_t \geq \beta \left( 2D^* + \sqrt{\beta} \right)^2, \forall t \geq \tau. \]  
(204)
Therefore (cf. (163) and (166)), for all \( t \geq \tau \),
\[
\left( e_t^2 - (D^*)^2 \right)^2 \geq \beta \left( 2D^* + \sqrt{\beta} \right)^2,
\]
or
\[
\left| e_t^2 - (D^*)^2 \right| \geq \sqrt{\beta} \left( 2D^* + \sqrt{\beta} \right).
\]
Thus, for each \( t \geq \tau \), either
\[
e_t^2 \geq (D^*)^2 + \sqrt{\beta} \left( 2D^* + \sqrt{\beta} \right) = \left( D^* + \sqrt{\beta} \right)^2,
\]
(205) or
\[
e_t^2 \leq (D^*)^2 - \sqrt{\beta} \left( 2D^* + \sqrt{\beta} \right) < (D^*)^2.
\]
(206) If the latter, i.e., (206) holds true for some \( t' \geq \tau \),
\[
h_{t'} = \psi \left( e_{t'}^2 \right) = 0,
\]
(207) which contradicts (204). Therefore, (204) implies (205).

From above we obtain that if \( h_\infty = 2\beta \left( 2D^* + \sqrt{\beta} \right)^2 \), there exists \( \tau < \infty \) such that for all \( t \geq \tau \),
\[
e_t \geq D^* + \sqrt{\beta}.
\]
(208) Thus, from (190), with \( \delta = \sqrt{\beta} \), we obtain that
\[
\phi_t \psi_t' \geq 2\xi \sqrt{\beta} \left( 2D^* + \sqrt{\beta} \right), \forall t \geq \tau.
\]
(209) Therefore,
\[
\sum_{t=\tau}^{\infty} \eta_t \phi_t \psi_t' \geq 2\xi \sqrt{\beta} \left( 2D^* + \sqrt{\beta} \right) \sum_{t=\tau}^{\infty} \eta_t = \infty.
\]
(210) This is a contradiction to (201). Therefore, \( h_\infty = 0 \), and by (166), the definition of \( h_t \),
\[
h_\infty = \lim_{t \to \infty} \psi \left( e_t^2 \right) = 0.
\]
(211) Hence, by (163), the definition of \( \psi(\cdot) \),
\[
\lim_{t \to \infty} \| x_t - x^* \| \leq D^*.
\]
(212) Finally, recall the result in (154), for arbitrary \( \delta > 0 \),
\[
\phi_{t+1} \geq \alpha n \gamma \delta \left( D + \delta \right) > 0 \text{ when } \| x_t - x^* \| \geq D + \delta,
\]
(154) with \( \alpha = 1 - \frac{r}{n} \cdot \frac{\mu}{\gamma} > 0 \) and \( D = \frac{2r \mu}{\alpha \gamma} \epsilon \). Combining with the third part of this proof,
\[
\lim_{t \to \infty} \| x_t - x^* \| \leq D.
\]
Appendix: Proof of Theorem 6

**Theorem 6.** Suppose that Assumptions 1 and 2 hold true, and the cost functions of all agents satisfies \((f, r; \epsilon)-\text{redundancy.}\) Assume that \(\eta_t\) satisfies \(\sum_{t=0}^{\infty} = \infty\) and \(\sum_{t=0}^{\infty} \eta_t^2 < \infty.\) If the following conditions holds true:

1. \(\|\text{GradFilter}(n - r, f; \{g_i^t\}_{i \in S^t})\| < \infty\) for all \(t,\)
2. \(\alpha = 1 - \frac{f - r}{n - r} + \frac{2\mu}{\gamma}, f + r > 0,\)
3. then for each set of \(n - f\) non-faulty agents \(H,\) for an arbitrary \(\delta > 0,\)
4. \(\phi_t \geq \alpha m \gamma \delta \left(\frac{4\mu(f + r)\epsilon}{\alpha \gamma} + \delta\right) > 0\) when \(\|x_t - x_H\| \geq \frac{4\mu(f + r)\epsilon}{\alpha \gamma} + \delta.\)

Then for the proposed algorithm with aggregation rule (18), we have

\[
\lim_{t \to \infty} \|x_t - x_H\| \leq \frac{4\mu(f + r)\epsilon}{\alpha \gamma}.
\]

Throughout, we assume \(f > 0\) to ignore the trivial case of \(f = 0.\)

The gradient filter CGE [35] can be defined as a function on \(\mathbb{R}^{d \times m} \rightarrow \mathbb{R}^d,\) with two hyperparameters \(m\) and \(f.\) The server receives \(m\) gradients \(\{g_i^t\}_{i \in S^t}\) from \(m\) agents in the set \(S^t\) iteration \(t.\) The server sorts the gradients as per their Euclidean norms (ties broken arbitrarily):

\[
\|g_1^t\| \leq \ldots \leq \|g_{m-f}^t\| \leq \|g_{m-j+1}^t\| \leq \ldots \leq \|g_m^t\|.
\]

That is, the gradient with the smallest norm, \(g_1^t,\) is received from agent \(i_1,\) and the gradient with the largest norm, \(g_m^t,\) is received from agent \(i_m,\) with \(i_j \in S^t\) for all \(j.\) Then, the output of the CGE gradient-filter is the vector sum of the \(m - f\) gradients with smallest \(m - f\) Euclidean norms. Specifically,

\[
\text{GradFilter}(m, f; \{g_i^t\}_{i \in S^t}) = \sum_{j=1}^{m-f} g_i^t.
\]  \hspace{1cm} (213)

With this definition, we now provide the proof of Theorem 6. We set \(m = n - r.\)

Consider an arbitrary set \(H\) of non-faulty agents with \(|H| = n - f.\) Recall that under Assumptions 1, the aggregate cost function \(\sum_{i \in H} Q_i(x)\) has a unique minimum point in set \(\mathcal{W},\) which we denote by \(x_H.\) Specifically,

\[
\{x_H\} = \mathcal{W} \cap \arg \min_{x \in \mathbb{R}^d} \sum_{i \in H} Q_i(x).
\]  \hspace{1cm} (214)

**First,** we show that \(\|\text{GradFilter}(m, f; \{g_i^t\}_{i \in S^t})\| = \sum_{j=1}^{m-f} g_i^t < \infty, \forall t.\) Consider a subset \(S_1 \subset H\) with \(|S_1| = m - 2f.\) From triangle inequality,

\[
\left\|\sum_{j \in S_1} \nabla Q_j(x) - \sum_{j \in S_1} \nabla Q_j(x_H)\right\| \leq \sum_{j \in S_1} \left\|\nabla Q_j(x) - \nabla Q_j(x_H)\right\|, \ \forall x \in \mathbb{R}^d.
\]

Under Assumption 3 i.e., Lipschitz continuity of non-faulty gradients, for each non-faulty agent \(j,\)

\[
\|\nabla Q_j(x) - \nabla Q_j(x_H)\| \leq \mu \|x - x_H\|.\]

Substituting this above implies that

\[
\left\|\sum_{j \in S_1} \nabla Q_j(x) - \sum_{j \in S_1} \nabla Q_j(x_H)\right\| \leq |S_1| \mu \|x - x_H\|. \hspace{1cm} (215)
\]

As \(|S_1| = m - 2f,\) the \((f, r; \epsilon)-\text{redundancy property defined in Definition 3}\) implies that for all \(x_1 \in \arg \min_{x} \sum_{j \in S_1} Q_j(x),\)

\[
\|x_1 - x_H\| \leq \epsilon.
\]
Substituting from above in (215) implies that, for all \( x_1 \in \arg \min_x \sum_{j \in S_1} Q_j(x) \),
\[
\left\| \sum_{j \in S_1} \nabla Q_j(x_1) - \sum_{j \in S_1} \nabla Q_j(x_S) \right\| \leq |S_1| \mu \| x_1 - x_S \| \leq |S_1| \mu \epsilon. \tag{216}
\]
For all \( x_1 \in \arg \min_x \sum_{j \in S_1} Q_j(x) \), \( \nabla Q_j(x_1) = 0 \). Thus, (216) implies that
\[
\left\| \sum_{j \in S_1} \nabla Q_j(x_S) \right\| \leq |S_1| \mu \epsilon. \tag{217}
\]
Now, consider an arbitrary non-faulty agent \( i \in \mathcal{H} \setminus S_1 \). Let \( S_2 = S_1 \cup \{i\} \). Using similar arguments as above we obtain that under the \((f, r; \epsilon)\)-redundancy property and Assumption 3, for all \( x_2 \in \arg \min_x \sum_{j \in S_2} Q_j(x) \),
\[
\left\| \sum_{j \in S_2} \nabla Q_j(x_S) \right\| = \left\| \sum_{j \in S_2} \nabla Q_j(x_2) - \sum_{j \in S_2} \nabla Q_j(x_S) \right\| \leq |S_2| \mu \epsilon. \tag{218}
\]
Note that \( \sum_{j \in S_2} \nabla Q_j(x) = \sum_{j \in S_1} \nabla Q_j(x) + \nabla Q_i(x) \). From triangle inequality,
\[
\left\| \nabla Q_i(x_S) \right\| - \left\| \sum_{j \in S_1} \nabla Q_j(x_S) \right\| \leq \left\| \sum_{j \in S_1} \nabla Q_j(x_S) + \nabla Q_i(x_S) \right\|. \tag{219}
\]
Therefore, for each non-faulty agent \( i \in \mathcal{H} \),
\[
\left\| \nabla Q_i(x_S) \right\| \leq \left\| \sum_{j \in S_1} \nabla Q_j(x_S) + \nabla Q_i(x_S) \right\| + \left\| \sum_{j \in S_1} \nabla Q_j(x_S) \right\| \leq |S_2| \mu \epsilon + |S_1| \mu \epsilon
\]
\[
= (m - 2f + 1) \mu \epsilon + (m - 2f) \mu \epsilon = (2m - 4f + 1) \mu \epsilon. \tag{220}
\]
Now, for all \( x \) and \( i \in \mathcal{H} \), by Assumption 3
\[
\left\| \nabla Q_i(x) - \nabla Q_i(x_S) \right\| \leq \mu \|x - x_S\|. \]
By triangle inequality,
\[
\left\| \nabla Q_i(x) \right\| \leq \left\| \nabla Q_i(x_S) \right\| + \mu \|x - x_S\|. \]
Substituting from (220) above we obtain that
\[
\left\| \nabla Q_i(x) \right\| \leq (2m - 4f + 1) \mu \epsilon + \mu \|x - x_S\| \leq 2m \mu \epsilon + \mu \|x - x_S\|. \tag{221}
\]
We use the above inequality (221) to show below that \( \left\| \sum_{j=1}^{m-f} g^t_{i_j} \right\| \) is bounded for all \( t \). Recall that for each iteration \( t \),
\[
\left\| g^t_{i_1} \right\| \leq \cdots \leq \left\| g^t_{i_{m-f}} \right\| \leq \left\| g^t_{i_{m-f+1}} \right\| \leq \cdots \leq \left\| g^t_{i_m} \right\|. \tag{222}
\]
As there are at most \( f \) Byzantine agents, for each \( t \) there exists \( \sigma_t \in \mathcal{H} \) such that
\[
\left\| g^t_{i_{m-f}} \right\| \leq \left\| g^t_{i_{\sigma_t}} \right\|. \tag{222}
\]
As \( g^t_j = \nabla Q_j(x^t) \) for all \( j \in \mathcal{H} \), from (222) we obtain that
\[
\left\| g^t_{i_j} \right\| \leq \left\| \nabla Q_{\sigma_t}(x^t) \right\|, \quad \forall j \in \{1, \ldots, m-f\}, t. \]
Substituting from (221) above we obtain that for every \( j \in \{1, \ldots, m-f\} \),
\[
\left\| g^t_{i_j} \right\| \leq \left\| g^t_{i_{n-f}} \right\| \leq 2m \mu \epsilon + \mu \|x^t - x_S\|. \]
Therefore, from triangle inequality,
\[
\left\| \sum_{j=1}^{m-f} g^t_{i_j} \right\| \leq \sum_{j=1}^{m-f} \left\| g^t_{i_j} \right\| \leq (m-f) \left(2m\mu\epsilon + \mu \left\| x^t - x_{\mathcal{H}} \right\| \right).
\]  
(223)

Recall from (213) that \( x_{\mathcal{H}} \in \mathcal{W} \). Let \( \Gamma = \max_{x \in \mathcal{W}} \left\| x - x_{\mathcal{H}} \right\| \). As \( \mathcal{W} \) is a compact set, \( \Gamma < \infty \). Recall from the update rule (13) that \( x^t \in \mathcal{W} \) for all \( t \). Thus, \( \left\| x^t - x_{\mathcal{H}} \right\| \leq \max_{x \in \mathcal{W}} \left\| x - x_{\mathcal{H}} \right\| = \Gamma < \infty \). Substituting this in (223) implies that
\[
\left\| \sum_{j=1}^{m-f} g^t_{i_j} \right\| \leq (m-f) \left(2m\mu\epsilon + \mu \Gamma \right) < \infty.
\]  
(224)

Recall that in this particular case, \( \sum_{j=1}^{m-f} g^t_{i_j} = \text{GradFilter} \left( m, f; \{ g^t_{i_j} \}_{i \in S^t} \right) \) (see (213)). Therefore, from above we obtain that
\[
\left\| \text{GradFilter} \left( m, f; \{ g^t_{i_j} \}_{i \in S^t} \right) \right\| < \infty, \quad \forall t.
\]  
(225)

**Second**, we show that for an arbitrary \( \delta > 0 \) there exists \( \xi > 0 \) such that
\[
\phi_t \triangleq \left\langle x^t - x_{\mathcal{H}}, \sum_{j \in \mathcal{H}^t} g^t_{j} \right\rangle \geq \xi \quad \text{when} \quad \left\| x^t - x_{\mathcal{H}} \right\| \geq D \epsilon + \delta.
\]

Consider an arbitrary iteration \( t \). Note that, as \( |\mathcal{H}| = n - f \), there are at least \( m - 2f \) agents that are common to both sets \( \mathcal{H} \) and \( \{i_1, ..., i_{m-f}\} \). We let \( \mathcal{H}^t = \{i_1, ..., i_{m-f}\} \cap \mathcal{H} \). The remaining set of agents \( B^t = \{i_1, ..., i_{m-f}\} \setminus \mathcal{H}^t \) comprises of only faulty agents. Note that \( |B^t| \geq m - 2f \) and \( |B^t| \leq f \). Therefore,
\[
\phi_t = \left\langle x^t - x_{\mathcal{H}}, \sum_{j \in \mathcal{H}^t} g^t_{j} \right\rangle + \left\langle x^t - x_{\mathcal{H}}, \sum_{k \in B^t} g^t_{k} \right\rangle.
\]  
(226)

Consider the first term in the right-hand side of (226). Note that
\[
\left\langle x^t - x_{\mathcal{H}}, \sum_{j \in \mathcal{H}^t} g^t_{j} \right\rangle = \left\langle x^t - x_{\mathcal{H}}, \sum_{j \in \mathcal{H}^t} g^t_{j} + \sum_{j \in \mathcal{H}\setminus \mathcal{H}^t} g^t_{j} - \sum_{j \in \mathcal{H}\setminus \mathcal{H}^t} g^t_{j} \right\rangle = \left\langle x^t - x_{\mathcal{H}}, \sum_{j \in \mathcal{H}\setminus \mathcal{H}^t} g^t_{j} \right\rangle - \left\langle x^t - x_{\mathcal{H}}, \sum_{j \in \mathcal{H}\setminus \mathcal{H}^t} g^t_{j} \right\rangle.
\]

Recall that \( g^t_{j} = \nabla Q_j(x^t), \forall j \in \mathcal{H} \). Therefore,
\[
\left\langle x^t - x_{\mathcal{H}}, \sum_{j \in \mathcal{H}^t} g^t_{j} \right\rangle = \left\langle x^t - x_{\mathcal{H}}, \sum_{j \in \mathcal{H}^t} \nabla Q_j(x^t) \right\rangle - \left\langle x^t - x_{\mathcal{H}}, \sum_{j \in \mathcal{H}\setminus \mathcal{H}^t} \nabla Q_j(x^t) \right\rangle.
\]  
(227)

Due to the strong convexity assumption (i.e., Assumption 4), for all \( x, y \in \mathbb{R}^d \),
\[
\left\langle x - y, \nabla \sum_{j \in \mathcal{H}} Q_j(x) - \nabla \sum_{j \in \mathcal{H}} Q_j(y) \right\rangle \geq |\mathcal{H}| \gamma \| x - y \|^2.
\]

As \( x_{\mathcal{H}} \) is minimum point of \( \sum_{j \in \mathcal{H}} Q_j(x) \), \( \nabla \sum_{j \in \mathcal{H}} Q_j(x_{\mathcal{H}}) = 0 \). Thus,
\[
\left\langle x^t - x_{\mathcal{H}}, \sum_{j \in \mathcal{H}} \nabla Q_j(x^t) \right\rangle = \left\langle x^t - x_{\mathcal{H}}, \nabla \sum_{j \in \mathcal{H}} Q_j(x^t) - \nabla \sum_{j \in \mathcal{H}} Q_j(x_{\mathcal{H}}) \right\rangle \geq |\mathcal{H}| \gamma \left\| x^t - x_{\mathcal{H}} \right\|^2.
\]  
(228)
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Now, due to the Cauchy-Schwartz inequality,
\[ \langle x^t - x_H, \sum_{j \in \mathcal{H}\setminus\mathcal{H}^t} \nabla Q_j(x^t) \rangle = \sum_{j \in \mathcal{H}\setminus\mathcal{H}^t} \langle x^t - x_H, \nabla Q_j(x^t) \rangle \leq \sum_{j \in \mathcal{H}\setminus\mathcal{H}^t} \|x^t - x_H\| \|\nabla Q_j(x^t)\| . \] (229)

Substituting from (228) and (229) in (227) we obtain that
\[ \langle x^t - x_H, \sum_{j \in \mathcal{H}^t} g_j^t \rangle \geq \gamma |\mathcal{H}| \|x^t - x_H\|^2 - \sum_{j \in \mathcal{H}\setminus\mathcal{H}^t} \|x^t - x_H\| \|\nabla Q_j(x^t)\| . \] (230)

Next, we consider the second term in the right-hand side of (226). From the Cauchy-Schwartz inequality,
\[ \langle x^t - x_H, g_k^t \rangle \geq - \|x^t - x_H\| \|g_k^t\| . \] (231)

Substituting from (230) and above in (226), we obtain that
\[ \phi_t \geq \gamma |\mathcal{H}| \|x^t - x_H\|^2 - \sum_{j \in \mathcal{H}\setminus\mathcal{H}^t} \|x^t - x_H\| \|\nabla Q_j(x^t)\| - \sum_{k \in B^t} \|g_k^t\| . \] (232)

Recall that, due to the sorting of the gradients, for an arbitrary \( k \in B^t \) and an arbitrary \( j \in \mathcal{H}\setminus\mathcal{H}^t \),
\[ \|g_k^t\| \leq \|g_j^t\| = \|\nabla Q_j(x^t)\| . \] (233)

Substituting from (221), i.e., \( \|\nabla Q_i(x)\| \leq 2m\mu + \mu \|x - x_H\| \), above we obtain that
\[ \phi_t \geq \gamma |\mathcal{H}| \|x^t - x_H\|^2 - 2 |\mathcal{H}\setminus\mathcal{H}^t| \|x^t - x_H\| (2m\mu + \mu \|x^t - x_H\|) \geq (\gamma |\mathcal{H}| - 2\mu |\mathcal{H}\setminus\mathcal{H}^t|) \|x^t - x_H\|^2 - 4m\mu \|\mathcal{H}\setminus\mathcal{H}^t\| \|x^t - x_H\| . \]

As \( |\mathcal{H}| = n - f \) and \( |\mathcal{H}\setminus\mathcal{H}^t| \leq f + r \), the above implies that
\[ \phi_t \geq (\gamma (n - f) - 2\mu (f + r)) \|x^t - x_H\|^2 - 4m\mu \mu (f + r) \|x^t - x_H\| = (\gamma (n - f) - 2\mu (f + r)) \|x^t - x_H\| \left(\|x^t - x_H\| - \frac{4m\mu f + r}{\gamma (n - f) - 2\mu (f + r)}\right) \]
\[ = \mu \gamma \left(1 - \frac{f + r}{m} + \frac{2\mu \gamma}{m}\right) \|x^t - x_H\| \left(\|x^t - x_H\| - \frac{4\mu (f + r) \gamma}{m} \left(\frac{f + r}{m} + \frac{2\mu \gamma}{m}\right)\right) . \] (234)

Recall that we defined
\[ \alpha = 1 - \frac{f + r}{m} + \frac{2\mu \gamma}{m} \]

Substituting from above in (233), we obtain that
\[ \phi_t \geq \alpha m \gamma \|x^t - x_H\| \left(\|x^t - x_H\| - \frac{4\mu (f + r) \gamma}{\alpha \gamma}\right) . \] (235)

As it is assumed that \( \alpha > 0 \), (234) implies that for an arbitrary \( \delta > 0 \),
\[ \phi_t \geq \alpha m \gamma \delta \left(\frac{4\mu (f + r) \gamma}{\alpha \gamma} + \delta\right) > 0 \text{ when } \|x^t - x_H\| > \frac{4\mu (f + r) \gamma}{\alpha \gamma} . \] (235)

Combine (235) with Theorem 5, hence, the proof.