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Abstract
Meta-learning algorithms adapt quickly to new tasks that are drawn from the same task distribution as the training tasks. The mechanism leading to fast adaptation is the conditioning of a downstream predictive model on the inferred representation of the task’s underlying data generative process, or function. This meta-representation, which is computed from a few observed examples of the underlying function, is learned jointly with the predictive model. In this work, we study the implications of this joint training on the transferability of the meta-representations. Our goal is to learn meta-representations that are robust to noise in the data and facilitate solving a wide range of downstream tasks that share the same underlying functions. To this end, we propose a decoupled encoder-decoder approach to supervised meta-learning, where the encoder is trained with a contrastive objective to find a good representation of the underlying function. In particular, our training scheme is driven by the self-supervision signal indicating whether two sets of examples stem from the same function. Our experiments on a number of synthetic and real-world datasets show that the representations we obtain outperform strong baselines in terms of downstream performance and noise robustness, even when these baselines are trained in an end-to-end manner.

1. Introduction
Many supervised learning problems are concerned with approximating a data-generating function \( f : \mathcal{X} \rightarrow \mathcal{Y} \) given a finite set of \( N \) samples, \( \{ x_i, y_i = f(x_i) \}_i=1^N \). Expressive models, such as deep neural networks, are known to excel at this function approximation task, but they often heavily rely on the number of samples \( N \) being large. This poses further challenges: in many domains of interest, sourcing enough data is a challenging endeavour; further, the process of training such models can be prohibitively slow for many applications. This is exacerbated by the fact that in the typical setting, each new data-generating function encountered requires that the model be retrained. In other words, the model is not shared between data-generating functions, even when training a model to approximate one function can potentially be beneficial for approximating another function.

To overcome these challenges, a variety of meta-learning methods have been proposed (Vinyals et al., 2016; Snell et al., 2017; Garnelo et al., 2018a; Ravi & Larochelle, 2016; Finn et al., 2017). In the present work, we are interested in a class of models that use encoder-decoder architectures such as Conditional Neural Processes (CNPs) (Garnelo et al., 2018a) and Generative Query Networks (GQNs) (Eslami et al., 2018). In the first stage, an encoder is used to infer a fixed-dimensional representation of a given function \( f \) from just a few input-output examples \( O_f = \{(x_i, y_i)\}_i \), the context dataset. We call it the meta-representation of the function \( r = h_\phi(O_f) \), where \( h \) is an encoder parameterized by \( \phi \). In the second stage, the meta-representation is then used to condition a predictive model in order to solve a downstream prediction task related to that function. For instance, the task may consist of predicting the function value \( y \) at unseen locations \( x \) or classifying images after observing only a few pixels (in that case, \( x \) is the pixel location and \( y \) is the pixel value). This two-stage process has multiple benefits. First, the extraction of prior knowledge about \( f \) directly from the training data, in the form of meta-representation, reduces the need for specifying inductive biases (model architectures, training details, etc.) particular to \( f \). Thus, it allows learning to be shared between functions such that a single model can be trained on a distribution over functions. Second, the computation of meta-representations is efficient and can be done online. Third, the computation of meta-representations provides flexibility to solve a variety of downstream tasks concerning a specific function.

However, CNPs optimize encoder jointly with the decoder on the downstream prediction task, i.e., prediction of function values \( y \) at unseen locations \( x \), as illustrated in Figure 1(a). This ties the meta-representation’s quality to the
2. Preliminaries

2.1. Problem Setting

Consider a distribution over data-generating functions \( p(f) \). Let \( f \) be a sample from this distribution \( f \sim p(f) \), where \( f : \mathcal{X} \to \mathcal{Y} \) with \( \mathcal{X} = \mathbb{R}^d \) and \( \mathcal{Y} \subseteq \mathbb{R}^d \):

\[
y = f(x; \xi), \quad \xi \sim \mathcal{Z}
\]

where \( \xi \) is sampled from some noise distribution \( \mathcal{Z} \). Let \( O^f = \{(x_i, y_i)\}_{i=1}^N \) be a set of few observed examples of a function \( f \), referred to as the context set, and consider a set of downstream tasks \( \mathcal{T} \). Here, each task \( T \in \mathcal{T} \) can be defined as a mapping defined over \( f \). In the case of few shot regression (see Section 4.1), \( T \) maps from \( f \) to a predictive model \( p_\psi(y|x) \). In the case of parameter identification, \( T \) maps from \( f \) to some scalar or vector valued parameter of \( f \). Our goal is therefore to learn an encoder which maps a context set \( O^f \) to a representation of \( f \) that can interchangeably be used for multiple downstream tasks \( \mathcal{T} \) defined on the same function (without requiring retraining).

2.2. Background

In this section, we briefly discuss a class of meta-learning methods that are particularly relevant to our encoder-decoder setting, namely conditional neural processes (CNPs) and generative query networks (GQNs) (Garnelo et al., 2018a;b; Eslami et al., 2018).

To evaluate the effectiveness of the proposed method, we conduct comprehensive experiments on diverse downstream problems, including classification, regression, parameter identification, scene understanding, scene reconstruction and reinforcement learning. We consider different datasets, ranging from simple 1D and 2D regression to challenging simulated and real-world scenes. In particular, we find that a downstream predictor trained with our (pre-trained) encoder compares favorably to related methods on these tasks, including ones where the predictor is trained jointly with the encoder.
Conditional Neural Processes (CNPs). The key proposal in CNPs (applied to few-shot learning) is to express a distribution over predictor functions given a context set. They learn the meta-representations \( r \) by jointly training the encoder and decoder, as illustrated in Figure 1(a). To this end, they first encode the context \( O^J \) into individual representations \( r_i = h_{\phi}(x_i, y_i) \) \( \forall i \in [N] \), where \( h_{\phi} \) is a neural network. The representations are then aggregated via a mean-pooling operation into a fixed size vector \( r = \frac{1}{N}(r_1 + r_2 + \ldots + r_N) \). The idea is that \( r \) captures all the relevant information about \( f \) from the context set \( O^J \); accordingly, the predictive distribution is approximated by maximizing the conditional likelihood of the target distribution \( p(y|x, O^J) \), where \( y = f(x) \).

Generative Query Networks (GQN). GQN (Eslami et al., 2018) can be seen as an extension of NPs (Garnelo et al., 2018b) for learning 3D scenes representations. The context dataset \( O^J \) in GQN consists of tuples of camera viewpoints in 3D space \( (X) \) and the images taken from those viewpoints \( (Y) \). Like NPs, GQNs learn to infer the latent representation of the scene (a function) by conditioning on the aggregated context and maximizing the likelihood of generating the correct image corresponding to a queried viewpoint.

3. Function-Contrastive Representation Learning (FCRL)

We take the perspective here that the sets of context points \( O^J \) provide a partial observation of an underlying function \( f \). Our goal is to find an encoder \( g_{(\phi, \Psi)} \) which maps such partial observations to low-dimensional representations of the underlying function. The key idea is that a good encoder \( g_{(\phi, \Psi)} \) should map different context sets (i.e. partial observations) of the same function to be close in the latent space, such that they can easily be identified among context sets of different functions. This motivates the contrastive-learning objective which we will detail in the following.

Encoder Structure. Since the inputs to the encoder \( g_{(\phi, \Psi)} \) are sets, it needs to be permutation invariant with respect to input order and able to process inputs of varying sizes. We enforce this permutation invariance in \( g_{(\phi, \Psi)} \) via sum-decomposition, proposed by (Zaheer et al., 2017). We first average-pool the point-wise transformations of \( O^J \) to get the encoded representations

\[
    r^J = \frac{1}{|O^J|} \sum_{(x,y) \in O^J} h_{\phi}(x,y) \tag{2}
\]

where \( h_{\phi}(\cdot) \) is the encoder network. We then obtain a nonlinear projection of this encoded representation \( g_{(\phi, \Psi)}(O^J) = \rho_{\psi}(r^J) \). Note that the function \( \rho_{\psi} \) can be any nonlinear function. We use an MLP with one hidden layer which also acts as the projection head for learning the representation. Similar to (Chen et al., 2020), we found that it is beneficial to define the contrastive objective on these projected representations \( \rho_{\psi}(r^J) \), rather than directly on the encoded representations \( r^J \). More details can be found in our ablation study in Appendix A.1.

Encoder Training. At training time, we are provided with partial observations \( O^{1:k} \) from \( K \) functions. Each observation is a set of \( N \) i.i.d. (independent and identically distributed) samples \( O^k = \{(x^k_i, y^k_i)\}_{i=1}^N \). To encourage that different observations of the same functions are mapped to similar representations, we will now formulate a contrastive learning objective, as illustrated in Figure 2. To apply contrastive learning, we create different views of the same function \( k \) by splitting each sample set \( O^k \) into \( J \) subsets of size \( N/J \). Defining \( t_j := \{(j-1)N/J + 1, \ldots, jN/J\} \), we obtain a split of \( O^{1:k} \) into \( J \) disjoint subsets of equal size:

\[
    O^{k} = \bigcup_{j=1}^{J} O^k_{t_j}, \quad \text{with } O^k_{t_i} \cap O^k_{t_j} = \emptyset \text{ if } i \neq j \tag{3}
\]

where each subset \( O^k_{t_j} \) is a partial view of the underlying function \( k \). Here, \( J \) is a hyper-parameter and can vary in the range \([2, N] \) and must divide \( N \), i.e. \( N \mod J = 0 \). Its value is empirically chosen based on the data domain: for 1D and 2D regression problems (Sections 4.1), the number of examples per view \( N/J \) is relatively large as a single context point does not provide much information about the underlying function; whereas in scenes (Section 4.3), a few (or even one) images per view (partial observation) may provide enough information. We expand on the appropriate choice of \( J \) in our experiments and the respective ablations.

For brevity of notation, we define \( v^k_i := g_{(\phi, \Psi)}(O^k_{t_i}) \). We now formulate the contrastive learning objective as follows:

\[
    \mathcal{L} = \sum_{k=1}^{K} \sum_{1 \leq i < j \leq J} \left[ \log \frac{\exp \left( \text{sim} \left( v^k_i, v^k_j \right) / \tau \right)}{\sum_{m=1}^{K} \exp \left( \text{sim} \left( v^k_i, v^m \right) / \tau \right)} \right] \tag{4}
\]

where \( \text{sim}(a, b) := \frac{a^T b}{\|a\| \cdot \|b\|} \) is the cosine similarity measure.
Intuitively, the objective function in Equation (4) encourages that the similarity measure \( \text{sim}(v^p_i, v^q_j) \) acts as a discriminative function, yielding a large value if \( v^p_i \) and \( v^q_j \) are representations of sets of samples drawn from the same function, i.e. if \( p = q \) (positives), and a small value otherwise, i.e. if \( p \neq q \) (negatives). The second summation in Equation (4) over \( 1 \leq i \leq j \leq J \) is over available pairs of positives, and \( \tau \) is a temperature parameter which scales the scores returned by the similarity measure. Similar to SimCLR (Chen et al., 2020), we find that temperature adjustment is important for learning good representations and treat it as a hyperparameter (ablation study in Appendix A.1).

We note that the learning objective effectively balances two goals. The first is that of avoiding overfitting (i.e., regularization). It encourages that any two independent samples from the same distribution get mapped to similar points. This is akin to the method of “symmetrization by a ghost sample” which is a standard trick in proving learning theory bounds (Vapnik, 1995). Essentially, if two means on different samples are close, then they will also be close to their expectation, i.e., they will not overfit to the data.\(^1\) In spirit, this is close also to the idea of regularization by enforcing stability (i.e., weak dependence on sampling points) (Bousquet & Elisseeff, 2002). The second goal is to preserve contrastive information, ensuring that samples from different distributions get mapped to different points. Both goals are intricately linked in our setting, where the aggregation function being learnt, since the secondary component is necessary to prevent the system from trivially meeting the first goal by, say, mapping everything to 0.

3.1. Application to Downstream Tasks

Once representation learning using FCRL is concluded, \( h_\Phi \) is fixed and can now be used for few-shot downstream prediction tasks \( T \) defined on the underlying data-generating functions. To solve a particular downstream task, one may optimize a parametric decoder \( p_\psi(\cdot | r) \) conditioned on the learned representation \( r \). Specifically, the decoder maps the representations learned in the previous step to the variable of interest in the given task. Depending on the nature of the downstream task, the conditional distributions and the associated objectives can be defined in different ways.

4. Experiments

To illustrate the benefits of learning function representations without an explicit decoder, we consider four different experimental settings. In all experiments that follow, we first learn the encoder, and then keep it fixed. Subsequently, we optimize decoders for the specific downstream problems at hand, while keeping the meta-representations from the encoder detached from the computational graph.

**Baselines.** We compare the downstream predictive performance of FCRL based representations with the representations learned by the closest task-oriented, meta-learning baselines. For a fair comparison, all the baselines and FCRL have the same encoding architecture. For instance, for 1D and 2D regression functions, we consider CNPs and NPs as baselines. We share with these methods an identical way of mapping the context set to its representation, but unlike us, they optimize directly for the performance of the decoder \( p(y|x) \) jointly with the said representation. For scene datasets, we use GQN (a variant of NPs) as the baseline, one that explicitly learns to reconstruct scenes using a limited number of context samples (pairs of camera viewpoints and the corresponding images).

**4.1. 1D and 2D Functions**

In the first set of experiments, we consider two different distributions of functions i.e., a distribution over 1D sinusoidal waves, proposed by (Finn et al., 2017), and a relatively harder distribution where images are modelled as 2D functions (Garnelo et al., 2018a; Gordon et al., 2020; Kim et al., 2019). The representation learning stage for both datasets is similar, however the downstream tasks differ.

**1D Sinusoidal Functions:** We consider a dataset of 20,000 training, 1000 validation and 1000 test sinusoidal functions. The amplitude and the phase of the functions are sampled uniformly from \([0, 0.5]\) and \([0, \pi]\) respectively. For each function \( f \), the \( x \)-coordinates are uniformly sampled from \([-5.0, 5.0]\) and then \( f \) is applied to obtain the \( y \)-coordinates.

**Modeling Images as 2D Functions:** In this setting, each image is regarded as a function mapping from 2D pixel coordinates (comprising function input \( x_i \)) to the pixel intensities at the corresponding pixel coordinate (comprising function output \( y_i \)). We consider images of MNIST digits (LeCun et al., 1998), where \( x_i \in [0, 1]^2 \) are the normalized pixel coordinates and \( y_i \in [0, 1] \) is a grayscale pixel intensity. The training and validation datasets consists of 60,000 MNIST training and 10,000 test samples, respectively.

**4.1.1. Representation Learning Stage**

We first describe the representation learning stage for both datasets, and then provide results on their respective downstream tasks. For training the encoder \( \eta(\phi) \), we have a dataset \( O = \{O^k\}_{k=1}^K \) at our disposition, where each \( k \)
corresponds to a function \( f_k \) which has been sampled as described above. Each individual sample \( O^k = \{(x_i^k, y_i^k)\}_{i=1}^N \) from the dataset is itself a set, comprising \( N \) input-output pairs from that particular function \( f_k \), i.e. \( y_i^k = f_k(x_i^k) \). For sinusoidal functions, we fix the maximum number of context points to 20 and the number of examples \( N \) is chosen randomly in \([2, 20]\) for each \( k \). For MNIST digits as 2D functions, we allow a maximum of 200 samples per context set, and \( N \) is sampled randomly from \([2, 200]\) for each \( k \). The encoder \( g(\phi, \psi) \) is then trained by splitting each context set \( O^k \) into \( J \) disjoint views. We set \( J = 2 \) for the sinusoidal functions and \( J = 10 \) for the 2D functions. An ablation study for the choice of \( J \) is presented in Appendix A.1.

4.1.2. Downstream Tasks on 1D Sinusoids

After training the encoder \( g(\phi, \psi) \), we discard the projection head \( \rho_\phi \) and use the trained encoder \( h_\phi \) to extract the representations. For 1D sinusoids, we define two downstream tasks on the learned representation: \( T_{1D} = \{T_{fsr}, T_{fspi}\} \), where \( T_{fsr} \) and \( T_{fspi} \) are few-shot regression and few-shot parameter identification tasks, respectively. The decoders for the downstream tasks are trained as follows:

**Few-shot Regression (FSR).** FSR for 1D functions is a well-studied problem in meta-learning (Garnelo et al., 2018a; Finn et al., 2017; Kim et al., 2019; Xu et al., 2019). For each sampled function \( f_k \), we are given a context set \( O^k = \{(x_i^k, y_i^k) = f_k(x_i^k)\}_{i=1}^N \) of size \( N \), which can be utilized to infer the meta-representation \( r^k \) of \( f_k \) via the pre-trained encoder \( h_\phi \). We are then provided with \( M \) additional samples from \( f_k \) (not seen by the encoder \( h_\phi \)). The goal for a downstream decoder is to predict \( y_i^k \), given \( x_i^k \) and the meta-representation \( r^k \). In other words, the downstream decoder with parameters \( \psi \) models the distribution \( p_\psi(y_i^k | x_i^k, r^k) \). Where \( D^k = \{(x_i^k, y_i^k)\}_{i=1}^{N+M} \), the decoder is therefore trained to solve the following problem:

\[
\max_{\psi} \mathbb{E}_{f_k \sim \text{p}(f)} \left[ \mathbb{E}_{(x_i^k, y_i^k) \sim D^k} \log p_\psi(y_i^k | x_i^k, r^k) \right] \tag{5}
\]

Here, the value of \( M \) is sampled randomly from the interval \([0, 20 - N]\). The decoder \( p_\psi \) is an MLP with two hidden layers and it is trained with the same training functions as the encoder \( h_\phi \). In addition to the Gaussian mean of \( y_i^k \), it also outputs the variance in order to quantify the uncertainty in the point estimates. The qualitative results on test functions as shown in Figure 3 demonstrate that our model is able to quickly adapt with as few as 5 context points. In Table 1, we compare our method with CNP and NP quantitatively, and show that the predictions of our method are closer to the groundtruth, even though the encoder and decoder in both CNP and NP are explicitly trained to directly maximize the log likelihood to fit the sinusoid.

**Few-shot Parameter Identification (FSPI).** The goal here is to predict the amplitude (\( y_{\text{amp}}^k \)) and phase (\( y_{\text{phase}}^k \)) of the sine wave \( f_k \), given a context set \( O^k = \{(x_i^k, y_i^k) = f_k(x_i^k)\}_{i=1}^N \) of \( N \) samples. Having encoded the context set \( O^k \) to meta-representation \( r^k \) via the pre-trained encoder \( h_\phi \) (following Equation (2)), we train a linear decoder \( p_\psi \) on top of the said representation by maximizing the likelihood of the sine wave parameters. The predictive distribution is \( p_\psi(y_{\text{amp}}^k, y_{\text{phase}}^k | r^k) \) and the objective is:

\[
\max_{\psi} \mathbb{E}_{f_k \sim \text{p}(f)} \left[ \log p_\psi(y_{\text{amp}}^k, y_{\text{phase}}^k | r^k) \right] \tag{6}
\]

Similar to FSR, we use the same training functions to train \( p_\psi \) as we did to train the encoder \( h_\phi \). In Table 1, we report the mean squared error for three independent runs, averaged across all the test tasks for 5-shots and 20-shots FSR and FSPI. In both prediction tasks, the decoders trained on FCRL representations outperform CNP and NP. More details on the experiment are given in Appendix F.

4.1.3. Downstream Tasks on 2D Functions

Similar to the tasks above, after training the model \( g(\phi, \psi) \), we discard the projection head \( \rho_\phi \) and use the trained en-
Figure 4. (left) Quantitative evaluation of the models in terms of digit classification from the fixed number of context points (varying along the x-axis). The error bands show the standard deviation over three runs. FCRL achieves substantially higher accuracy than both baselines for all evaluated numbers of context points. (right) Quantitative comparison for robustness to noise on MNIST content classification downstream task. The representations learned with FCRL are much more robust to noise than with CNPs and NPs.

coder \(h_b\) to extract the representations. For MNIST digits as functions, we formulate two downstream prediction tasks on the learned representations: \(T_{2D} = \{T_{fsic}, T_{fscc}\}\), where \(T_{fsic}\) corresponds to few-shot image completion and \(T_{fscc}\) corresponds to few-shot content classification task. The decoders for the downstream tasks are trained as following.

**Few-shot Content Classification (FSCC).** To evaluate how much semantic information is captured by the meta-representations, we propose the task of few-shot content classification (FSCC). The goal here is to predict the class of each MNIST image given a context set \(O^K = \{(x^k_i, y^k_i)\}_{i=1}^N\) comprising a few randomly sampled pixel coordinates \(x^k_i\) and the corresponding grayscale intensities \(y^k_i\). The lack of explicit spatial structure in the context points makes it a challenging problem. We use the pre-trained encoder \(h_b\) to encode \(O^K\) to its representation \(r^K\), and train a linear decoder on top to classify the class label \(y^k_{one-hot}\) corresponding to the MNIST image from which \(O^K\) is sampled. The decoder \(p_\psi\) therefore solves the following classification problem:

\[
\max_{\psi} \mathbb{E}_{f_k \sim p(f)} [\log p_\psi(y^k_{one-hot}|r^K)] 
\]

We train the decoder with the same functions (images) that were used for training the encoder \(h_b\), and subsequently evaluate them on unseen functions from the validation set. Figure 6 shows the performance of decoders applied to representations obtained from FCRL, CNP and NP for varying size of the context set \(O^K\). We find that FCRL significantly outperforms the baselines at any given number of context points, suggesting that the encoder \(h_b\) is able to efficiently extract semantic information in an unsupervised manner. We also observe that it is able to generalize to larger number of context points than encountered during training (200).

**Few-shot Image Completion (FSIC).** This setting is identical to that of Few-Shot Regression (FSR) described in Section 4.1.2, except \(M\) is sampled randomly from \([0, 200 - N]\) and the decoder is a two-layer MLP with two input units (to account for the fact that the input \(x^k_i\) is now two dimensional). Qualitative results of FSIC on test images are shown in Figure 6. It can be seen that the decoder trained on FCRL representations is able to predict the pixel intensities reasonably well, even when the number of context points is as low as 50, or approximately 6% of the image. We compare its performance against CNP, which uses the same parameterization of both the encoder and the decoder. We however note a crucial distinction: in FCRL, the meta-representation (resulting from the encoder) is not optimized for the image completion task. In particular, no gradient flows from the decoder to the encoder, and the former is trained independently of the latter. On the contrary, CNP jointly optimizes both encoder and decoder parameters to solve the image completion task (i.e. to predict the pixel values). Despite the fact, it appears that the quality of reconstructions from the FCRL decoder matches that from the CNP decoder.

We note that the gap between CNP and FCRL is reduced if the training scheme aligns with the downstream task. In FSIC, the downstream task is to obtain a generative model which is exactly what CNPs are trained for, therefore CNPs tend to perform on par with FCRL as shown in Table 2.

### 4.2. Robustness to Noise Corruptions

In our experiments so far, we have considered the functions to be deterministic. However in real-world settings, data-generating functions are corrupted with noise. In this section, we assume that they take the form:

\[
y = f(x, \xi) = f(x) + \xi; \text{ where } \xi \in \mathcal{N}(0, \sigma)\]

where \(\mathcal{N}(0, \sigma)\) is the standard Gaussian distribution with standard deviation \(\sigma\). We now investigate the robustness of FCRL and the baselines as \(\sigma\) is varied. To this end, we train all the models on the noisy data and evaluate the quality of the learned representation on the Few-Shot Content Classification downstream task, as defined above. We find that the representations learned by FCRL to be significantly more robust to increasing noise strength \(\sigma\) than the baselines, as illustrated in Figure 4. One possible explanation for the susceptibility of CNP and NP to noise is the fact that the representations are learned by reconstructing the outputs, where signal to noise ratio is low. On the other hand, FCRL learns by contrasting the set of examples, extracting only

| Models     | 50-shot                  | 200-shot                 |
|------------|--------------------------|--------------------------|
| NP         | 0.0531 ± 0.0002          | 0.0424 ± 0.0002          |
| CNP        | 0.0477 ± 0.0006          | 0.0347 ± 0.0011          |
| FCRL       | 0.0481 ± 0.0001          | 0.0355 ± 0.0001          |
4.3. Representing Scenes as Functions

Like Eslami et al. (2018), we represent scenes as deterministic functions which map camera viewpoints to images. Precisely, each such scene is represented by a function \( f \), and we consider context sets \( O^k = \{ (x^k_i, y^k_i) \}_{i=1}^N \), where \( x^k_i \) is the 3D camera viewpoint and \( y^k_i \) is the corresponding image taken from that viewpoint. Given this set of viewpoint-image pairs, we apply the proposed method on \( O^k \) to obtain a representation of the scene, \( r^k \). The usefulness of this representation is then evaluated for three downstream tasks: scene understanding, scene reconstruction and reinforcement learning (RL).

For the first task, our goal is to determine whether the representation \( r^k \) contains enough information to infer the underlying factors of variation (Bengio et al., 2013) of a given scene. To this end, we use MPI3D (Gondal et al., 2019), a real-world robotics dataset comprising pairs of images from three camera viewpoints and the corresponding factors of variation (including the position, orientation, size and color of an object in the scene). For the second task, we analyze whether the learned representation \( r^k \) can be used to reconstruct the scene from an unseen viewpoint. This objective is similar to what GQNs (Eslami et al., 2018) are originally trained for, serving as an ideal baseline for this task. For the last task, our objective is to determine whether \( r^k \) contains enough useful information to guide a RL agent towards maximizing its reward. To this end, we create RLScenes, a multi-view robotics dataset based on an open-source physics simulation engine (details in Appendix D). Having trained the encoder on RLScenes, we feed the representation \( r^k \) of the scene as input to a control policy rewarded for solving the considered RL task.

**Scenes’ Representation Learning Stage.** We use the same setting for learning the representations on both datasets. We fix the maximum number of context sets (\( J \)) to 3 in MPI3D dataset and 20 in RLScenes. The number of tuples drawn, \( N \), is then chosen randomly in \([2,3]\) and \([2,20]\) respectively.
4.3.1. Downstream Tasks on Scenes

After training the encoder \( g(\phi, \Phi) \), we discard the projection head \( \rho_{\phi} \) and use the trained encoder \( h_{\Phi} \) to extract the representations \( r^k \) and train decoders for downstream problems.

**Scene Understanding on MPI3D Dataset.** In MPI3D, each scene is identified by 6 factors of variations. This allows us to define a set of 6 tasks \( T_{\text{mpi3d}} = \{ T^k \}_v \), where the task \( T^k \) maps the scene to a discretized factor of variation \( y^k \). For each task, we train a linear decoder using the objective in Equation (7), using a single image to infer the representation \( r^k \). Figure 7 shows the linear probes validation performance for six independently trained models on both GQN learned representations and FCRL learned representations and we see that the representations learned by FCRL consistently outperform GQN for identifying all the factors of variations in scenes.

**Scene Reconstruction on MPI3D Dataset.** Similar to the FSIC task in Section 4.1.3, we train a separate decoder to reconstruct the scenes corresponding to an unseen (query) viewpoint \( x^k_q \). Conditioning on the inferred representation \( r^k \) and the query viewpoint \( x^k_q \), the decoder reconstructs the corresponding view of the scene \( y^k_q \). The qualitative comparison in Figure 8 shows that the decoder trained with FCRL representation is capable of preserving the information required to reconstruct the subtle details in the scene.

**Reinforcement Learning on RLScenes Dataset.** In RLScenes, the goal for the agent (a robotic finger) is to locate the object in the arena, reach it, and stay close to it for the remainder of the episode. We use the Soft-Actor-Critic (SAC) algorithm (Haarnoja et al., 2018) to learn an MLP policy for all the joints of the robot, where the policy takes as input the representation \( r^k \) (inferred from a single image) and outputs an action. As the baseline, we use a RL policy trained with GQN representation as input. Figure 9 shows the mean rewards and standard deviations over five runs achieved by both FCRL and GQN-based policies. We find that the FCRL agent clearly outperforms the baseline GQN-agent, both in terms of the final performance and sample-efficiency. In particular, the FCRL agent obtains convergence level control performance with approximately 2 times fewer interactions with the environment.

## 5. Related Work

**Meta-Learning.** Supervised meta-learning can be broadly classified into two main categories. The first category considers the learning algorithm to be an optimizer and meta-learning is about optimizing that optimizer, for e.g., gradient-based methods (Ravi & Larochelle, 2016; Finn et al., 2017; Li et al., 2017; Lee et al., 2019) and metric-learning based methods (Vinyals et al., 2016; Snell et al., 2017; Sung et al., 2018; Allen et al., 2019; Qiao et al., 2019). The second
Figure 9. Comparison between GQN and FCRL on learning a data-efficient control policy for an object reaching downstream task. FCRL based policy clearly outperforms GQN based policy.

category is the family of Neural Processes (NP) (Garnelo et al., 2018a;b; Kim et al., 2019; Eslami et al., 2018) which draw inspirations from Gaussian Processes (GPs). These methods use data-specific priors in order to adapt to a new task at test time while using only a simple encoder-decoder architecture. However, they approximate the distribution over tasks in terms of their predictive distributions which does not incentivize NP to fully utilize the information in the data-specific priors. Our method draws inspiration from this simple, yet elegant framework. However, our proposed method extracts the maximum information from the context which is shown to be useful for solving not just one task, but multiple downstream tasks.

Self-Supervised Learning. Self-supervised learning methods aim to learn the meaningful representations of the data by performing some pretext learning tasks (Zhang et al., 2017; Doersch et al., 2015). These methods have recently received huge attention (Oord et al., 2018; Tian et al., 2019; Hjelm et al., 2018; Bachman et al., 2019; Chen et al., 2020; He et al., 2019) mainly owing their success to noise contrastive learning objectives (Gutmann & Hyvärinen, 2010). At the same time, different explanations have recently come out to explain the success of such methods for e.g. from both empirical perspective (Tian et al., 2020; Tschannen et al., 2019) and theoretical perspective (Wang & Isola, 2020; Arora et al., 2019). The goal of these methods has mostly been to extract useful, low-dimensional representation of the data while using downstream performance as a proxy to evaluate the quality of the representation. For example, CPC (Oord et al., 2018) proposes an auto-regressive model to obtain a representation of a sample at time $t$ that is then matched with that at time $t + k$, making it specialized for sequence-valued inputs. On the other hand, (Tian et al., 2019; Chen et al., 2020; He et al., 2019) match the representation of a sample with the representation of its randomly augmented view. In this work, we take inspiration from these methods and propose a self-supervised learning method which meta-learn the representation of the functions. However, instead of requiring randomly augmented views or sequential ordered data points, our self-supervised loss uses partially observed, unordered views, sampled from the underlying functions.

In a similar spirit of enriching NPs (Garnelo et al., 2018b) with better approximation capability, (Ton et al., 2019) proposed to replace the conditional expectations $\mathbb{E}(y|x)$ in NPs with more expressive conditional densities $p(y|x)$ estimated via NCE (Gutmann & Hyvärinen, 2010). In contrast to FCRL, it directly estimates the conditional distribution $p(y|x)$ and uses a binary classifier for NCE. However, this estimation is done in a small data regime where the standard conditional density estimation does not work well. Therefore, their method is practically limited to low dimensional problems. Recently, (Zhang et al., 2020; Srinivas et al., 2020) has shown the benefits of using self-supervised representations, learned without reconstruction, for reinforcement learning tasks. In this work, we explore the utility of such representations for the reinforcement learning tasks defined on scenes (functions).

6. Conclusion

In this work, we proposed a novel self-supervised representations learning algorithm for few-shot learning problems. We deviate from the commonly-used, task-specific training routines in meta-learning frameworks and propose to learn the representations of the relevant functions independently of the prediction task. Experiments on various datasets and the related set of downstream few-shot prediction tasks show the effectiveness of our method. The flexibility to reuse the same representation for different task distributions defined over functions brings us one step closer towards learning a generic meta-learning framework. Using a shared generic representation of the data-generating process, we plan to adapt the proposed framework in order to tackle multiple challenging few-shot problems such as object detection, segmentation, visual question answering.
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A. Appendix

A.1. Ablation Study

Role of Number of Observations (J)  The number of observations J corresponds to the number of partial observations that we have of a functions \( f^k \). Ideally, we only need two such observations to learn the representations via contrastive objective. However, it has been shown that having more positive pairs result in learning better representations (Chen et al., 2020; Tian et al., 2019).

It should be noted that in our setting, the number of observed context sets \( N \) do not necessarily correspond to the number of observations \( J \). This is because for some datasets, we aggregate the context points to get one partial observation (see Figure 2). This is important for the simple 1D and 2D regression functions where a single context point does not provide much information, hence the individual partial observations need more than one context point. In our setting, we treat \( J \) as a hyperparameter whose optimal value varies depending on the function. For instance, the MPI3D scene dataset has only 3 views per scene, therefore \( J \) can not be greater than 3 and we keep it fixed. For 1D and 2D regression functions, we observe that for a fixed number of context points \( N \), the optimal number of observations \( J \) varies. For understanding the role of \( J \) better in these experiments, we perform an ablation study on MNIST2D dataset with FSCC (few-shot content classification) as the downstream task Figure 10. For each hyper-parameter configuration we train three models, initialized with different random seeds. The maximum number of context points is fixed to 200 while the \( J \) varies between 2 and 40.

It can be seen that the smaller values of \( J \) do not result in better FSCC score, however, the accuracy seems to plateau after \( J = 10 \). Therefore, we fix it to 10 for MNIST2D. For RLScene dataset, we fixed the maximum number of context points to be 20 and found the optimal number of partial observations to be \( J = 4 \). Note that the FSCC accuracy seems to be more influenced by the hyperparameters of critic and temperature, shown concurrently in the Figure 10. We discuss their roles in the next section.

Role of Critics and Temperature \( \tau \).  We regard the discriminative scoring functions, including the projection heads, as critics. The simplest critic function does not contain any projection layer, regarded as dot product critic, where the contrastive objective is defined directly on the representations returned by the base encoder \( h_\Phi \). However, recently the role of critics in learning better representations has been explored in depth (Oord et al., 2018; Chen et al., 2020). Building on these findings, we evaluate the role played by different critics in learning the functions representations. Figure 10 shows the ablation for three different critics on MNIST2D validation dataset. It can be seen that the performance of critics is also highly linked with the temperature parameter \( \tau \). For an optimal temperature value \( \tau \), the non-linear critic performs consistently better.

Such hyperparameter grid search (done for MNIST2D) is very expensive for the ablation studies on the bigger datasets, such as, the MPI3D and RLScenes datasets. Therefore, we define the range for the \( t \) and perform a random sweep of 80 models with randomly selected hyper-parameter values for critic and temperature on MPI3D dataset. We did not find any pattern for the effect of temperature \( \tau \) on the downstream tasks, however the pattern emerged for the class of critics. Figure 12 shows the ablation for critics on MPI3D dataset. It can be seen that the non-linear critic performs better in extracting features which are useful for the downstream classification tasks. Because of this trend across two different datasets, we therefore performed all our experiments with non-linear critic. The project head in nonlinear critics is defined as an MLP with one hidden layer and batch normalization in between.

B. Robustness to Noise

Functions with additive noise have been well-studied, however, the contemporary literature in meta-learning mostly considers them to be noise free. In this work, we explore whether the learned representations of the functions are prone to the additive Gaussian noise. We consider the form of the function as given in Equation (1) and vary the standard deviation of the added noise. It can be seen that with the increased level of noise the features in the image start to diminish, shown in the Figure 11. GQN approach the learning problem by reconstructing these noisy images where the signal to noise ratio is very low. On the other hand, FCRL learns to contrast the scene representations with other scenes without requiring any reconstruction in the pixel space. This helps it in extracting invariant features in the views of a scene, getting rid of any non-correlated noise in the input. In addition to the analysis on MNIST 2D regression task in Figure 4, we test the performance of these representations learning algorithm on MPI3D factors identification task in Figure 13. It can be seen that FCRL representations can recover the information about the data factors, even in the extreme case where the noise level is very high (standard deviation of 0.2). Whereas, GQN performs very poorly such that the downstream probes achieve the random accuracy.

C. Estimating Density Ratios corresponding to the Functions

The contrastive objective in Equation (4), in essence, tries to solve a classification problem i.e. to identify whether the given observation \( O^i \) comes from the function \( f^i \) or not. The supervision signal is provided by taking another
By assuming the universal function approximation capability of \( g(\phi, \Phi) \), and the availability of infinitely many functions \( f^k \sim p(f) \) with fixed number of context points \( N \) each, the model posterior learned by the optimal classifier corresponding to Equation (4) would be equal to the true posterior given by Bayes rule.

\[
f^k \sim P(f) \quad \forall \ k \in \{1, \ldots, K\} \quad (9)
\]
\[
\hat{O}^k \sim P(O|f^k) \quad \forall k \in \{1, \ldots, K\} \quad (10)
\]
\[
i \sim \mathcal{U}(K) \quad (11)
\]
\[
\hat{f} = f^i \quad (12)
\]
\[
\hat{O} \sim P(O|\hat{f}) \quad (13)
\]
\[
p(i|O^{1:K}, \hat{O}) = \frac{p(O^{1:K}, \hat{O}|i)p(i)}{\sum_i p(O^{1:K}, \hat{O}|i)p(i)} \quad (14)
\]
\[
= \frac{p(O^j, \hat{O}|i)p(i) \prod_{k \neq i} p(O^k|i)p(\hat{O}|i)}{\sum_j p(O^j, \hat{O}|j)p(j) \prod_{k \neq j} p(O^k|j)p(\hat{O}|j)} \quad (15)
\]
\[
= \frac{p(O^j, \hat{O}|i)p(i)}{p(O^j)p(\hat{O})} \quad (16)
\]

The posterior probability for a function \( f^i \) is proportional to the class-conditional probability density function \( p(O^i, \hat{O}|i) \), which shows the probability of observing the pair \((O^i, \hat{O})\) from function \( f^i \). The optimal classifier would then be proportional to the density ratio given below

\[
\exp(\text{sim}_{(\phi, \Phi)}(\hat{O}, O^i)) \propto \frac{p(O^i, \hat{O})}{p(O^i)p(\hat{O})} \quad (17)
\]

Similar analysis has been shown by the (Oord et al., 2018) for showing the mutual information perspective associated with self-supervised contrastive objective (infoNCE). The joint distribution over the pair of observations correspond to
the distribution of the underlying function \( f^i \). Thus, given some observation of a function, an optimal classifier would attempt at estimating the true density of the underlying function.

### D. Scenes’ Datasets

**MPI3D Dataset.** The MPI3D dataset (Gondal et al., 2019) is introduced to study transfer in unsupervised representations learning algorithms. The dataset comes in three different formats, varying in the levels of realism i.e., real-world, simulated-realistic and simulated-toy. Each dataset contains 1,036,800 images of a robotic manipulator each, encompassing seven different factors of variations i.e., object colors (6 values), object shapes (6 values), object sizes (2 values), camera heights (3 values), background colors (3 values), rotation along first degree of freedom (40 values)) and second degree of freedom ((40 values)). Thus, each image represents a unique combination of all the factors. See Figure 14(a) to see a sample of the dataset.

In this work, we consider the real-world version of the dataset. The multi-view setting is formulated by considering the images of a scene captured by three different cameras, placed at different heights. This effectively gives us 345,600 scenes with three views each. We split the dataset into training and validation chunks, where the training dataset contains 310,000 scenes and the validation dataset contains the rest 35,600 scenes, approximately 10% of the dataset.

**RLScenes.** The RLScenes dataset is generated in simulation using (Joshi et al., 2020) for a single 3-DOF robotic manipulator in a 3D environment. The dataset consists of 40,288 scenes, each scene parametrized by: object colors (one of 4), robot tip colours (one of 3), robot positions (uniformly sampled from the range of feasible joint values), and object positions (uniformly sampled within an arena bounded by a high boundary as seen in Figure 14). Each scene consists of 36 views, corresponding to the uniformly distributed camera viewpoints along a ring of fixed radius and fixed height, defined above the environment. As can be seen in Figure 14, the robot finger might not be visible completely in all the views, or the object might be occluded in...
Figure 13. Quantitative comparison of FCRL and GQN for noise robustness on MPI3D downstream tasks. X-axis in each plot corresponds to the varying level of Gaussian noise (as depicted in Figure 11). The representations are extracted from one view only, and the accuracy bands show the standard deviation of five independent runs. It can be seen that the linear classifiers trained on FCRL representations are able to classify the digits even in extremely noisy case, significantly outperforming the classifiers trained on GQN representation.

Figure 14. Datasets for Scenes Representation Learning (a) MPI3D (Gondal et al., 2019) has three camera viewpoints, with images of a robotics arm manipulating an object. (b) RLScenes has 36 possible camera viewpoints for capturing an arena consisting of a robot finger and an object.

some view. The 36 views help by capturing a 360 deg holistic perspective of the environment. First a configuration of the above scene parameters is selected and displayed in the scene, then the camera is revolved along the ring to capture its multiple views. For learning the scene representations via both FCRL and GQN, we split the dataset into 35000 training and 5288 validation points.

E. Details of Experiments on Scene Representation Learning

For learning the scene representations for both MPI3D dataset and RL Scenes, we used similar base encoder architecture. More specifically, we adapted the “pool” architecture provided in GQN (Eslami et al., 2018), as it has been regarded to exhibit better view-invariance, factorization and compositional characteristics as per the comprehensive study done in (Eslami et al., 2018). We further augmented this architecture with batch-normalization. The architecture we use is shown in Figure 15:

E.1. Learning Scenes for MPI3D Dataset.

Since we have three view per each scene in MPI3D dataset, therefore we are restricted in defining the number of context points and the number of views. In all our experiments the number of context points \( N \) is fixed to three while the number of views \( J \) is set to two. In contrast to the experiments for regression datasets where more datapoints per each view resulted in better representations, the restriction to a single image view in MPI3D dataset did not hurt the representation quality, measured in terms of downstream performance. In the downstream experiments on MPI3D, we use only one image to train and validate the probes. Due to the limitation of available views, we could not measure the effect of varying the number of views on the downstream performance.

Even though no explicit structural constraint was imposed for learning the representation. The FCRL algorithm implicitly figures out the commonality between the factors in different scenes. We visualize these latent clusterings in the Figure 5. We plot the 2D TSNE embeddings of the 128D representations inferred by the model. Thereafter, to visual-
Figure 15. The “pool” architecture used for learning representations for the scenes’ datasets via FCRL. The architecture is the same as was used for training GQN (Eslami et al., 2018).

Implementation Details. We use the GQN’s ‘pool’ architecture with batch normalization as encoder. As mentioned in the ablation study, we did a random sweep over the range of hyperparameters and selected the best performing model. Further details on the hyperparameters is provided in Table 3.

E.2. Learning Scenes for RLScenes Dataset.

To train the FCRL encoder, we randomly sample the number of views from each scene to lie within the range [2, 20]: upper-bounded by 20 to restrict the maximum number of images per scene to be the same as used in (Eslami et al., 2018), and lower bounded by 2 in case just the one view is not from a suitable angle. So, here, the maximum number of context points \( N \) is 20. The number of subsets \( J \) is set to 8. In the downstream reinforcement learning task, we use only one image to train the policy network, as is the usual practice, and the same as (Eslami et al., 2018). We kept the joint ranges from which joint positions are uniformly sampled to randomly reset the robot at the beginning of every episode while training the policy network to be the same as the ranges used for sampling the robot position while generating the dataset to train the FCRL encoder. These joint ranges are selected so as to ensure that there are more scenes in which the robot finger is visible. However, in order to not constrain the agent’s exploration, we let the action space for training the reaching agent to be less constrained, and be able to explore the entire range from \(-\pi\) to \(\pi\). So, effectively, the space seen by the robot during the training of the representations is a subspace of that seen while inferring the representations from the environment used for this downstream reaching task. Interestingly, the inferred representations can also work effectively on unseen robot configurations as demonstrated by the success of the reacher.

Implementation Details. Similar to the encoder training for MPI3D scenes, we learned the encoder for RLScenes. However, since the downstream tasks is a reinforcement learning task, it was hard to judge the quality of representations. Therefore, we took some insights from the MPI3D experiments and selected the model, trained with hyperparameters, which performed the best on the RL downstream tasks. Further details on the hyperparameters is provided in Table 3.

F. Details of Experiments on 1D Functions

Implementation Details. We used the same encoder architecture for our method and the baselines (Garnelo et al., 2018a;b) in all experiments. For 1D and 2D functions, the data is fed in the form of input-output pairs \((x, y)\), where \(x\) and \(y\) are 1D values. We use MLPs with two hidden layer to encode the representations of these inputs. The number of hidden units in each layer is \(d = 50\). All MLPs have relu non-linearities except the final layer, which has no non-linearity.

Encoder: Input(2) \(\rightarrow 2 \times (FC(50), \text{ReLU}) \rightarrow FC(50)\).

While learning the representations of sinusoid functions with FCRL, we also scale the output scores with temperature to be 0.07. We used the following hyper-parameter settings to train an encoder with FCRL.

Downstream Tasks. To learn the subsequent task-specific decoders on the representations, we adapted the same data
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Table 3. Hyperparameters Settings for Scene Representation Learning Experiments.

| Parameter                      | Values |
|--------------------------------|--------|
| Batch size                     | 64     |
| Representation dimension       | 128    |
| Temperature: $\tau$            | 0.88   |
| Number of subsets: $J$         | 2      |
| Max number of context points: 3|        |
| Epochs                         | 100    |
| Critic                         | Nonlinear |
| Objective                      | NCE    |
| Optimizer                      | Adam   |
| Adam: beta1                    | 0.9    |
| Adam: beta2                    | 0.999  |
| Adam: epsilon                  | 1e-8   |
| Adam: learning rate            | 0.0005 |
| Learning Rate Scheduler        | Cosine |
| Number of workers              | 10     |
| Batch normalization            | Yes    |

(a) Hyperparameters to train FCRL based encoder on the MPI3D Dataset.

Table 4. Hyperparameters Settings for Sinusoid Experiments.

| Parameter                      | Values |
|--------------------------------|--------|
| Batch size                     | 256    |
| Latent space dimension         | 50     |
| Temperature: $\tau$            | 0.07   |
| Number of subsets: $J$         | 2      |
| Max number of context points: $N$| 20   |
| Epochs                         | 30     |
| Critic                         | Nonlinear |
| Optimizer                      | Adam   |
| Adam: beta1                    | 0.9    |
| Adam: beta2                    | 0.999  |
| Adam: epsilon                  | 1e-8   |
| Adam: learning rate            | 0.0003 |
| Learning Rate Scheduler        | Cosine |

(b) Hyperparameters to train FCRL based encoder for 1D sinusoid functions.

(b) Hyperparameters to train FSR Decoder on FCRL learned representations.
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Figure 16. Additional results on 5-shot sinusoid regression. Each column corresponds to a different sinusoid function where only 5 context points are given. The predictions of the decoder trained on FCRL based encoder are closer to the groundtruth.

processing pipeline as above. For 1D functions, we train decoders for two different tasks: few-shot regression and few-shot parameter identification. The decoders for each task are trained with the same training dataset as was used to train the encoders. The training procedure for both downstream tasks on sinusoid functions is as follows:

- For Few-Shot Regression (FSR), we use an MLP architecture with two hidden layers. The same architecture are used in CNP (Garnelo et al., 2018a), however in CNP the decoder and encoder are trained jointly. All the baselines and our model are trained for the same number of iterations. We used slightly higher learning rate to train the decoder as the training converges quite easily.

  \textit{FSR Decoder}: Input(50) \rightarrow 2 \times (\text{FC}(50), \text{ReLU}) \rightarrow \text{FC}(1).

- For Few-Shot Parameter Identification (FSPI), we train a linear decoder without any activation layers on the representations learned via FCRL and the baseline methods. The decoder is trained for only one epoch.

  \textit{FSPI Decoder}: Input(50) \rightarrow \text{FC}(1).

Additional Results. In Figure 16 and Figure 17, we provide additional results on 5-shot regression on test sets and compare the results with CNP and NP. The curves generated by the decoder using FCRL learned representations are closer to the groundtruth. The difference is evident in 5-shot experiments which supports the quantitative results in Table 1.

G. Details of Experiments on 2D Functions

Implementation Details. In this experiment, we treat MNIST images as 2D functions. We adapt the architectures of encoders and decoders from the previous 1D experiments. However, due to the increased complexity of the function distributions we increase the number of hidden units of MLP to $d = 128$. Moreover, the input $x$ is 2D as it corresponds to the cartesian coordinates of an image. The hyperparameter settings to train FCRL based encoder on such 2D function is given in Table 5.

G.1. Downstream Tasks.

We consider two downstream tasks to evaluate the quality of the representations learned on 2D functions: few-shot image completion and few-shot content classification. A separate decoder is trained for both of these tasks.

- For Few-Shot Image Completion (FSIC), we use an MLP based decoder with two hidden layers. The decoder is trained on the same training data for the same number of iterations. Details are given in Table 5(b).

- For Few-Shot Content Classification (FSCC), we train a linear regression on top of the representations obtained by both FCRL and the baselines. The decoder is trained for only one epoch.

Additional Results. In Figure 18 and Figure 19, we provide additional results for 50-shot and 200-shot image completion. We can see that the the results from FCRL based decoder consistently perform better than CNP in low-shot
Figure 17. Additional results on 20-shot sinusoid regression. Each column corresponds to a different sinusoid function where only 20 context points are given. The predictions of the decoder trained on FCRL based encoder are comparable to CNP and better than NP.

Table 5. Hyperparameters Settings for MNIST as 2D Functions Experiment.

| Parameter                        | Values |
|----------------------------------|--------|
| Batch size                       | 16     |
| Latent space dimension           | 128    |
| Temperature: $\tau$              | 0.007  |
| Number of subsets: $J$            | 40     |
| Max number of context points: $N$ | 200    |
| Epochs                           | 100    |
| Critic                           | Nonlinear |
| Optimizer                        | Adam   |
| Adam: beta1                      | 0.9    |
| Adam: beta2                      | 0.999  |
| Adam: epsilon                    | 1e-8   |
| Adam: learning rate              | 0.0006 |
| Learning Rate Scheduler          | Cosine |

(a) Hyperparameters to train FCRL based encoder for 2D functions.

scenario of 50 context points. In 200-shot scenario, the results look comparable to CNP.
Figure 18. Additional results on 50-shot mnist image completion. The context is shown in the second row where target pixels are colored blue. Predictions made by a decoder trained on FCRL based encoder are slightly better than the CNP in terms of guessing the correct form of digits.

Figure 19. Additional results on 200-shot mnist image completion. The context is shown in the second row where target pixels are colored blue. Predictions made by a decoder trained on FCRL based encoder are comparable to CNP.