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Abstract: Coal is the second-largest source for electricity generation in the United States. However, the burning of coal produces dangerous gas emissions, such as carbon dioxide and Green House Gas (GHG) emissions. One alternative to decrease these emissions is biomass co-firing. To establish biomass as a viable option, the optimization of the biomass supply chain (BSC) is essential. Although most of the research conducted has focused on optimization models, the purpose of this paper is to incorporate machine-learning (ML) algorithms into a stochastic Mixed-Integer Linear Programming (MILP) model to select potential storage depot locations and improve the solution in two ways: by decreasing the total cost of the BSC and the computational burden. We consider the level of moisture and level of ash in the biomass from each parcel location, the average expected biomass yield, and the distance from each parcel to the closest power plant. The training labels (whether a potential depot location is beneficial or not) are obtained through the stochastic MILP model. Multiple ML algorithms are applied to a case study in the northeast area of the United States: Logistic Regression (LR), Decision Tree (DT), Random Forest (RF), and Multi-Layer Perceptron (MLP) Neural Network. After applying the hybrid methodology combining ML and optimization, it is found that the MLP outperforms the other algorithms in terms of selecting potential depots that decrease the total cost of the BSC and the computational burden of the stochastic MILP model. The LR and the DT also perform well in terms of decreasing total cost.
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1. Introduction

In 2019, coal was the second-largest energy source for electricity generation in the United States, with coal-fueled power plants representing 23% of all electricity sources in the country [1], and 38% worldwide [2]. The abundance of the resource and its lower cost have made coal a popular choice for electricity generation around the world. However, coal combustion creates negative effects on the environment and human health. In fact, the burning of coal generates dangerous gas emissions, such as carbon dioxide, which is a contributor to Green House Gas (GHG) emissions; sulfur dioxide, which increases acid rain and respiratory illnesses; nitrogen oxides, which also cause respiratory illnesses and smog; and mercury, which is connected to neurological damage in humans and other animals [3].
An alternative to coal combustion is the use of biomass. Generally, biomass includes any natural renewable fuel, such as wood, agricultural residues, food waste, and industrial waste [4], and it is expected to be the largest source of renewable energy in the next years. Biomass co-firing involves converting biomass to electricity by adding biomass as a partial substitute fuel in high-efficiency coal boilers at relatively low biomass to coal ratios [4]. An advantage of biomass co-firing is the reduction of emissions of both carbon dioxide and sulfur dioxide caused by coal combustion [5].

On the other hand, biomass co-firing poses some challenges for the energy plants. Although fuel costs may be low, transportation, preparation, and handling costs for biomass can exceed total fuel costs for other fossil options [4]. Therefore, to establish biomass co-firing as an alternative energy source, the optimization of the biomass supply chain (BSC) is essential. Most authors investigating BSC’s have focused on applying models that rely on optimization techniques, especially Mixed-Integer Linear Programming (MILP) models. In fact, authors such as Roni et al. [6], Park et al. [7], Aranguren et al. [8], and Poudel et al. [9] have implemented Hub-and-Spoke MILP models to solve case scenarios involving BSC’s. The application of their studies has revealed that MILP models are an efficient method to optimize the BSC and minimize cost.

The purpose of this paper is to incorporate machine-learning (ML) techniques to enhance a Hub-and-Spoke two-stage stochastic MILP model originally developed by Aranguren et al. [10] to minimize the total cost of a BSC. In fact, the hypothesis that is tested in this paper is that the hybrid methodology will improve the optimization of the BSC model in two ways: by increasing its solution quality (i.e., minimizing total cost) and by decreasing the computational burden of solving the stochastic MILP. To accomplish these goals, the ML algorithms are used to select potential storage depot locations to be used to solve the optimization model and that are beneficial enough to decrease the cost of the BSC. In addition, limiting the number of potential depots considered to solve the optimization model is capable of decreasing the computational burden. The ML algorithms consider the distance from the parcels to the coal-powered plants, the average biomass yield, and the levels of biomass moisture and ash in the parcels. On the other hand, while the problem of applying ML into optimization problems is that the optimal training labels are not easily accessible in most cases [11], the training labels for the ML algorithms are obtained from the optimization model solved with CPLEX.

The contributions of this paper are two-fold. From the methodological point of view, this paper illustrates the ability of ML to improve the optimization of a large-scale Hub-and-Spoke stochastic MILP model, including a quantitative performance comparison among well-established ML algorithms, such as Logistic Regression (LR), Decision Tree (DT), Random Forest (RF), and Multi-Layer Perceptron (MLP) Neural Network. From the practical point of view, the incorporation of ML is tested on a realistic case study of a BSC developed by Aranguren et al. [10] in the northeast area of the United States.

This paper is organized as follows: Section 2 reviews relevant works related to the topic of combining ML and optimization methods to enhance the solutions. Section 3 provides a brief overview of the ML algorithms used in this paper to improve the optimization model. Section 4 reviews the BSC case study that is used to evaluate the performance of ML. Section 5 presents the results of the incorporation of ML. Section 6 provides a conclusion and suggestions for future work.

2. Literature Review

This section reviews relevant articles related to the topic of integrating ML methods into optimization problems in the area of Operations Research (OR). In fact, the application of ML to optimization problems has been the focus of computer science research since the 1980s. In 1999, Smith [12] stated that researchers had been attempting for over a decade to make neural networks competitive with meta-heuristics models. The author concluded that more research was needed on the hybridization of neural networks with meta-heuristics, such as genetic algorithms and simulated annealing, to take advantage of each technique, along with more applications using neural networks, since most of the research conducted at the time was focused on the solution of the traveling salesman problem (TSP).
More recently, Bengio et al. [13] surveyed different attempts to use ML algorithms to solve optimization problems, where the algorithms usually rely on hand-crafted heuristics to make decisions that are otherwise too expensive to compute or not well defined mathematically. Therefore, Bengio et al. [13] propose the integration of ML and optimization to obtain solutions and make decisions without the computational burden of meta-heuristics.

A method to incorporate ML into discrete optimization problems is to train the ML algorithm to output direct solutions to solve the problem. For instance, Bello et al. [11] present a combinatorial optimization problem to train a Recurrent Neural Network (RNN) to solve the traveling salesman problem (TSP), where the parameters of the RNN are optimized through reinforced learning and the policy gradient method. Given a set of city coordinates, the RNN predicts a distribution over different city permutations using negative tour length as the reward signal. Despite the computational expense, the RNN achieves close to optimal results on 2D Euclidean graphs with up to 100 nodes.

On the other hand, in most OR applications, obtaining direct solutions from ML algorithms without the aid of optimization models is not the most suitable way to solve the problem. For example, Larsen et al. [14] propose a methodology that combines ML and OR in a way that resembles this paper. The authors set up the problem as a two-stage optimal prediction stochastic program whose solution they predict with a Multi-Layer Perceptron (MLP) Neural Network and a Logistic Regression (LR) model. To generate the training data for the MLP and LR, Larsen et al. [14] sample operational problem instances with probabilistic sampling, which are solved independently through an existing CPLEX solver. After applying their methodology to a train load planning problem, the authors conclude that the regression MLP neural network model has the best performance to predict the solutions with high accuracy and in a shorter time than with the use of an ILP solver. The ILP CPLEX solver yields slightly better results, but the computational time of the ILP is significantly larger. Although the focus of this study is the train load planning problem model, the study is a great example of how an existing ILP CPLEX solver can be used to obtain the training labels for a ML algorithm.

Other works have also applied different combinations of ML and optimization models to enhance the solution. For instance, Marjani et al. [15] use a coupled Genetic Algorithm (GA) and a Particle Swarm Optimization (PSO) technique to supervise a feed forward neural network, where the connections of layers and topology of the initial neural network are tracked by the GA, and numerical values of biases and weights are examined by the PSO to modify the optimal network topology. Their initial neural network converges to optimal topology in seven iterations, proving that the combination of both ML and optimization algorithms to solve a problem yields efficient solutions. Another study that combines ML and optimization models is a study conducted by Mahmood et al. [16], where the authors implement a Generative Adversarial Network (GAN) approach to predict a 3D dose distribution for desirable treatment plans concerning radiation therapy. Sixty percent of total CT images from patients with cancer who had undergone radiation therapy are used to train the GAN model, which is then used to predict high-quality dose distributions for out-of-sample patients. The predictions obtained from the GAN model are used as inputs for optimization models producing deliverable plans. Therefore, in the study by Mahmood et al. [16], ML is used to provide valuable information that is incorporated into optimization models to improve the solution.

Although the implementation of neural networks is the most common approach while using ML for optimization, Lin et al. [17] applied a Classification and Regression Tree (CART) model and a Random Forest (RF) model to obtain an approximation close to the MILP solution without actually solving the complete NP-hard MILP problem, which centers around the electricity generation schedule. Lin et al. [17] use the Linear Programming Relaxation (LPR) solutions as input parameters to implement the ML algorithms, and they find that applying a Regression Decision Tree allows them to obtain highly accurate approximations, which is an efficient alternative to solving the MILP directly because of its computational burden.
Perhaps more relevant to the topic of supply chains is a study conducted by Gumus et al. [18], where the authors develop a supply chain model for a beverage company by implementing an integrated Neuro-Fuzzy and MILP approach. The Neuro-Fuzzy algorithm is used for demand forecasting, and its outputs serve as inputs for the MILP, which solves the problem and designs the supply chain. The output of the Neuro-Fuzzy model is also used in an Artificial Neural Network (ANN) to study the applicability of solving a supply chain problem with ML. In their case study, Gumus et al. [18] implement an MLP Neural Network, and according to their results, while the MILP performs better than the MLP, the MILP is time consuming, so the authors conclude that the MLP can be used to obtain reliable results without the computational burden. Table 1 summarizes the closely related previous works and situates our paper with respect to the literature.

Table 1. Machine Learning and Operations Research Literature Review.

| References            | Methods Used       | Notes                                      |
|-----------------------|--------------------|--------------------------------------------|
| Bello et al. (2017)   | RNN                | Traveling salesman problem                 |
| Larsen et al. (2019)  | MLP, LR, ILP CPLEX | CPLEX used to obtain training labels for MLP and LR |
| Marjani et al. (2016) | MLP, GA, PSO       | GA and PSO used to supervise the MLP        |
| Mahmood et al. (2018) | GAN, IO pipeline   | GAN results used as inputs for optimization |
| Lin et al. (2019)     | MILP, LPR, DT, RF  | LPR solution as input parameters to solve MILP with ML |
| Gumus et al. (2009)   | Neuro-Fuzzy, MILP, MLP | Neuro-Fuzzy used to create inputs for MILP and MLP |
| This paper            | LR, DT, MLP, MILP CPLEX | CPLEX used to create training labels for ML |

3. Background on Selected Machine-Learning Methods

According to Bengio et al. [13], some advantages of incorporating ML techniques into optimization is that ML can improve current solution methods, and it is also able to replace some heavy computations by a fast approximation. Even though ML is approximate, this does not mean that incorporating ML into optimization problems will compromise overall theoretical guarantees [13]. This work proposes the application of four ML algorithms to select potential depot locations for the BSC, which are then used to solve the Hub-and-Spoke optimization model originally developed by Aranguren et al. [10]. The first ML algorithm applied to the problem is Logistic Regression (LR), which is a classification algorithm that relies on the implementation of a function relating the independent (predicting) variables to the dependent (outcome) variable [19]. Once the function is obtained, the first step to classify a new unlabeled observation is to calculate its probability of belonging to each of the two classes [19]. The estimate obtained is denoted as $P(Y = 1)$, which refers to the probability that the new observation belongs to the class label 1. Since the objective is to calculate probabilities, we use the Sigmoid function $1$ to build the relationship between the inputs and the output, which yields values between $[0, 1]$.

$$
p = \frac{1}{1 + e^{-(\beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_n x_n)}} \quad (1)$$

Once the probability of $P(Y = 1)$ is calculated for each new observation, the second step is to establish a cutoff value that will serve as a threshold to classify each observation into one of the two classes. For instance, a popular initial cutoff value for binary cases is 0.5, where an observation with an estimated $P(Y = 1) > 0.5$ will be classified as belonging to class label 1, while another observation with a $P(Y = 1) < 0.5$ will be classified as belonging to class label 0 [19]. However, during the application of LR, the value of the threshold needs to be adjusted because the most optimal cutoff value depends on the nature of the problem at hand.

The second ML algorithm applied is a Decision Tree (DT), which consists of partitioning the input training space into distinct and non-overlapping regions after following certain test conditions that identify regions that have the most homogeneous response to the predictor [20]. More specifically, a DT is a flowchart structure containing the following components: root node, internal nodes, and leaf (also called terminal) nodes. The root node, which is the topmost node in the DT flowchart, and the internal nodes contain attribute test conditions to separate sample points until they belong to the
same class label [21]. Furthermore, to build one tree, all features in the training set are considered to split the data into branches, which means that the algorithm automatically performs feature selection. Moreover, another important aspect of building an effective DT classifier is selecting the method to determine impurity. To measure the performance of the test conditions in the nodes of the tree, we need to compare the impurity of the node before and after the split. In this work, we use the Gini index. However, one issue with trees is that pure subsets tend to overfit the training data [21], so in some cases, it is beneficial to stop the algorithm early.

A Random Forest (RF) is also included in this work, which usually consists of 50–100 individual trees, and the final classification decision of the RF for each new observation is the decision of most of the existing trees [22]. In addition, the RF uses the concept of bagging, which means that only a sample of the total training points are used to train each tree, and only a subset of the total input variables are considered to build each tree [22]. However, for this exact reason, a disadvantage is that if a variable is significantly more important than the others to be able to classify an observation with the correct class label, a RF will include trees that do not contain the most significant variable.

The last ML algorithm applied in this paper is a Multi-Layer Perceptron (MLP) Neural Network. The MLP consists of neurons arranged in three or more layers: an input layer that includes the data set, at least one hidden layer, and the final layer containing the outputs [23]. The neurons in the MLP (also called perceptrons in ANN applications) are responsible for providing a path for the information to flow through and to learn from examples to make predictions based on the trends present in the available data [24]. In the hidden layers, each input signal is multiplied by the initial weight of each input. If the final sum ($\sum WiXi$) is greater than a certain threshold value, the neuron activates and sends information to the next layer [24]. The MLP classifier uses a technique called backpropagation to compute the gradient descent of the cost function to update and define all weight parameters during the learning step [25]. Additionally, the threshold that determines if a neuron should be activated is established by the activation function, which introduces non-linearity into the algorithm. In this paper, the activation function used to train the MLP is the hyperbolic tangent function, which is similar to the Sigmoid function, except that the hyperbolic tangent yields values between $[-1, 1]$. Hyperbolic tangent functions often converge faster than Sigmoid functions because of their zero-centered nature [24]. Additionally, since the interval is $[-1, 1]$, any strongly negative inputs will result in actual negative outputs during training [24].

4. Hub-and-Spoke Stochastic MILP Optimization Model

This section presents the mathematical formulation of the Hub-and-Spoke two-stage stochastic MILP model and describes the data inputs for the realistic case study in the northeastern area of the United States developed by Aranguren et al. [10]. The biomass network consists of three sets of nodes, with the first set of nodes representing the parcels, the second set representing the depots, and the third set representing the coal-powered plants. A visual representation of a simplified Hub-and-Spoke model can be seen in Figure 1.

In Figure 1, the arcs T1 represent the possible connections between the parcels and the depots, the arcs T2 represent the possible connections between the depots and the power plants, and the arcs T3 represent the possible connections between the parcels and the power plants. The Hub-and-Spoke model aims to find the parcels to be used to grow the biomass, the depots to be used to store the biomass, and the distribution network that minimizes the total BSC cost [10]. The design variables, the problem parameters, the objective function, and the constraints can be seen below.
Design Variables:
- $p(o)$: scenario probability for $o \in \Omega$
- $X_{ij}(o)$: flow along arc $(i, j) \in T_1$ from parcel $(P)$ to depot facility $(D)$
- $Y_{jk}(o)$: flow along arc $(j, k) \in T_2$ from depot facility $(D)$ to coal power plant $(C)$
- $Z_{ik}(o)$: flow along arc $(i, k) \in T_3$ from parcel $(P)$ to coal power plant $(C)$
- $\pi(o)$: third-party biomass supply
- $W_j$: binary variable-1 if $j \in D$ is used, and 0 otherwise

Problem Parameters:
- $c_{T_1}^{ij}$: cost charged per metric ton shipped along $(i, j) \in T_1$
- $c_{T_2}^{jk}$: cost charged per metric ton shipped along $(j, k) \in T_2$
- $c_{T_3}^{ik}$: cost charged per metric ton shipped along $(i, k) \in T_3$
- $\zeta_j$: fixed investment cost to install a depot at node $j \in D$
- $\zeta$: cost per metric ton of biomass from third-party
- $u_j$: storage capacity of depot facility $j \in D$
- $m_i$: moisture level of biomass supply from parcel $i \in P$
- $s_i$: supply of biomass at parcel location $i \in P$
- $d_k$: biomass demand at coal power plant $k \in C$

Minimize:
$$\sum_{j \in D} \zeta_j W_j + \sum_{o \in \Omega} p(o) \left[ \sum_{i \in P} \sum_{j \in D} c_{T_1}^{ij} X_{ij}(o) + \sum_{j \in D} \sum_{k \in C} c_{T_2}^{jk} Y_{jk}(o) + \sum_{i \in P} \sum_{k \in C} c_{T_3}^{ik} Z_{ik}(o) + \zeta \pi(o) \right]$$  \hspace{1cm} (2)

Subject to:
$$\sum_{j \in D} X_{ij}(o) + \sum_{k \in C} Z_{ik}(o) \leq s_i(o) \quad \forall i \in P \quad o \in \Omega$$  \hspace{1cm} (3)
$$\sum_{i \in P} (1 - m_i) X_{ij}(o) = \sum_{k \in C} Y_{jk}(o) \quad \forall j \in D \quad o \in \Omega$$  \hspace{1cm} (4)
$$\sum_{i \in P} X_{ij}(o) \leq u_j W_j \quad \forall j \in D \quad o \in \Omega$$  \hspace{1cm} (5)
\[
\sum_{j \in D} Y_{jk}(o) + \sum_{i \in P} (1 - m_i) Z_{ik}(o) + \pi(o) = d_k \quad \forall k \in C \quad o \in \Omega
\]  
\(6\)

\[(i, j) \in T_1 \quad (j, k) \in T_2 \quad (i, k) \in T_3\]  
\(7\)

\[
X_{ij}(o), Y_{jk}(o), Z_{ik}(o), \pi(o) \in R^+ \quad o \in \Omega
\]  
\(8\)

\[
W_j \in \{0, 1\} \quad \forall j \in D
\]  
\(9\)

This paper uses two scenarios involving future climate, which affect the biomass yield. Therefore, the stochastic variables are related to the flow of biomass: \(X_{ij}(o), Y_{jk}(o), Z_{ik}(o)\). The decision variables include biomass flow and depot location. The objective function (2) serves to minimize the cost for harvesting, processing and transporting the biomass, and the depot investment cost. Constraint (3) restricts the supply from parcels to the maximum yield, constraint (4) guarantees a mass balance in depots, (5) limits depot capacity, (6) satisfies the demand of the coal-powered plants, (7) sets arc definitions, (8) guarantees a non-negative flow, and (9) sets the binary limitations for depot selection variables.

5. Machine-Learning Methods

This section reviews the process of applying the proposed hybrid method of ML and optimization to the BSC case study, and it evaluates the improvements accomplished with the use of the methodology.

5.1. Algorithm Training

The data for the four input variables in this study was obtained from the case study developed by Aranguren et al. \[10\]. There are a total of 3750 parcel locations (P) available, and 11 coal-powered plants (C) are considered. For the training data, the distance between each of the parcel locations (P) and the closest coal plant (C) is taken into consideration. To calculate the potential biomass yield \((s_i)\) in each parcel location, Aranguren et al. \[10\] used the Agricultural Land Management and Numerical Assessment Criteria (ALMANAC) simulation model. In their work, Miscanthus was used in the design of the BSC due to its high yield density. The level of moisture and the level of ash in the Miscanthus supply was calculated from field sample data from the Idaho National Lab. Because moisture increases in coastal areas and decreases toward in-land, a linear regression model was used to obtain moisture levels for the rest of the locations. The costs related to harvesting, collection, and transportation are obtained from the work of Aranguren et al. \[8\].

To build the training set for the ML algorithms and generate the training labels, the optimization model was solved three times using the IBM CPLEX solver considering 100 random parcel locations per run to obtain a total of 300 training sample points. The randomness in the selection of sample points for the training set makes the experimentation portion more robust and decreases the chance of overfitting the training data. The locations that CPLEX selected as storage depots in each solution were labeled as potential depot location (1), while the rest of the locations in the run were labeled as not beneficial as potential depot (0).

As opposed to standard ML applications, where the available data is divided into training (80%) and test (20%) sets, the training set in this work consists of the 300 random locations with the training labels. If we were to divide the available data 20:80, 60 sample points would be lost from the training set, resulting in a smaller number of samples to train. Moreover, solving the optimization model with more parcel locations and including those solutions to train the ML algorithms would increase their dependency on the optimization model. Additionally, the test set in this work consists of the total 3750 parcel locations. Therefore, after the ML algorithms were trained using the 300 random sample points, the algorithms were applied to the 3750 parcel locations to select potential depot locations from all the available locations. Then, each set of potential depots obtained from ML was used to optimize the optimization model with CPLEX, and the total cost yielded by each set of depots was obtained.
Considering the fact that in this type of optimization problem the labels of the points are not available, the main metric to assess the performance of the ML algorithms was the decrease in total investment. It is important to note that after obtaining the training labels for the 300 random parcel locations through CPLEX, only 35 locations were selected as optimal. These results create an imbalance in the training labels, with the locations classified as beneficial being underrepresented in the data set. Therefore, to avoid issues during the training of the ML algorithms, the technique of Synthetic Minority Over-Sampling (SMOTE) was applied to the data. This technique generates synthetic minority examples to over-sample the minority class, and for every minority sample, its five nearest neighbors of the same class are calculated to generate synthetic samples between the minority sample and its nearest neighbors [26].

The baseline comparison used in this paper is the total cost of a set of 203 potential depot locations obtained from a heuristic developed for the optimization model by Aranguren et al. [10], which yielded a total cost of $113,000,000. In addition, the computational burden of solving the Hub-and-Spoke model with CPLEX while considering these 203 depots was 168.51 s. To assess the performance of the incorporation of ML into the MILP model, the total cost and computational burden obtained from each solution were compared to the values in the baseline. The use of the depots selected by CPLEX in each solution was also considered to compare the performance of the algorithms.

The four ML algorithms were coded in Python 3 using the Scikit-learn (sklearn) library for ML and statistical modeling. The experimentation portion of this paper was completed using a personal computer with an Intel Core i5 with a processor of 2.4 GHz and 8 GB of memory.

5.2. Logistic Regression (LR)

The first ML technique applied to the problem of selecting potential depot locations was a LR algorithm. After training the algorithm using the set of 300 random locations, the following logistic Sigmoid function (10) was built.

\[
y = \frac{1}{1 + e^{-(0.00474 + 0.0359x_1 + 0.1209x_2 + 0.0027x_3 - 0.0079x_4)}} \tag{10}
\]

- \(x_1\): Level of Moisture
- \(x_2\): Level of Ash
- \(x_3\): Average Biomass Yield
- \(x_4\): Distance to Closest Plant

The \(p\)-values were also calculated to determine which variables were the most significant to select potential depot locations that are beneficial. The results can be seen in Table 2.

| Variable             | \(p\)-Value |
|----------------------|-------------|
| Moisture Level       | 0.0093      |
| Ash Level            | 0.1747      |
| Average Biomass Yield| 0.8891      |
| Distance to Plant    | 0.0000      |

The \(p\)-values of the moisture level in the biomass and the distance from the parcel location to the closest coal-powered plant are both less than 0.05, which is the standard value of alpha. Therefore, we can conclude that the level of moisture and the distance to the plants are significant to the selection of potential depot locations. On the other hand, the average expected biomass yield is the least significant variable, followed by the level of ash in the biomass.

To limit the number of potential depots selected by the LR, the threshold value had to be tuned. When the threshold was set to an initial standard value of 0.5, the algorithm selected a total of 1582 locations as potential depot locations. Since the purpose of the paper is to decrease
the computational burden of the initial baseline model, we want the number of potential depots to be close to the potential depots considered in the initial baseline study-203 depots. Solving the optimization model considering 1582 potential depots would increase the computational time significantly. Therefore, three different threshold values were tested: 0.65, 0.675, and 0.70. After the three sets of potential depots were obtained by the LR, each set was used to solve the optimization model with CPLEX. A summary of the results of each threshold value, the amount of potential depot locations selected by the LR, the number of final depots selected by CPLEX, the total cost of each set, and its computational burden can be seen in Table 3.

Table 3. Cost of Each Solution Obtained from Logistic Regression.

| Threshold | Num. of Potential Depots | Num. of Depots CPLEX | Total Cost ($) | Burden (s) |
|-----------|--------------------------|----------------------|----------------|-----------|
| 0.65      | 257                      | 14                   | 108,810,000    | 266.80    |
| 0.675     | 153                      | 13                   | 110,120,000    | 84.00     |
| 0.70      | 72                       | 10                   | 112,400,000    | 22.12     |

According to the results and the total cost of each set of potential depot locations, a threshold value of 0.65, which selects 257 potential depots, creates the largest decrease in the total cost of the BSC. Considering that the baseline cost obtained by solving the optimization model without ML was $113,000,000 [10], we can conclude that the application of LR to obtain potential depot locations has improved the optimization of the BSC and has decreased the total cost by 3.71%, which proves the first part of the hypothesis of this work (increase in solution quality). It is important to note that as the total cost decreases as the amount of potential depot locations taken into consideration increases. In fact, the larger the amount of potential depots that the optimization model considers, the more likely it is that the CPLEX solver will find beneficial depots that lower the cost. However, the disadvantage of this behavior is that the computational burden of optimizing the BSC increases significantly as the amount of potential depot locations increases. Nevertheless, it is important to note that the LR has yielded an acceptable solution, where the total cost has decreased by only 0.23%, but the computational burden has decreased by 86.87% compared to the baseline results.

To better understand the results and the performance of the LR algorithm, the total cost of the BSC of each set was broken down into two elements: the investment depot cost and the transportation cost to take the biomass supply to the plants, which is further broken down into the cost of taking the biomass supply from the parcels to the depots and then from the depots to the plants. If there is not a depot that is beneficial enough for a parcel location, then the biomass is taken directly to the plant. The details can be seen in Tables 4–6.

Table 4. Detailed Cost of Solution Obtained with 257 Potential LR.

| 14 Depots Selected by CPLEX | Transportation Cost | Depot Cost | Total Cost |
|-----------------------------|---------------------|------------|------------|
| Parcel to Depot             | 86,142,337.71       |            |            |
| Depot to Plant              | 5,702,266.95        |            |            |
| Parcel to Plant             | 12,304,351.22       |            |            |
| Total $                     | 104,148,955.89      | 4,662,000.00 | 108,810,955.89 |

Table 5. Detailed Cost of Solution Obtained with 153 Potential LR.

| 13 Depots Selected by CPLEX | Transportation Cost | Depot Cost | Total Cost |
|-----------------------------|---------------------|------------|------------|
| Parcel to Depot             | 86,438,450.73       |            |            |
| Depot to Plant              | 6,085,995.22        |            |            |
| Parcel to Plant             | 13,602,134.49       |            |            |
| Total $                     | 106,126,580.45      | 4,329,000.00 | 110,455,580.45 |
Table 6. Detailed Cost of Solution Obtained with 72 Potential LR.

| 10 Depots Selected by CPLEX | Transportation Cost | Depot Cost | Total Cost   |
|-----------------------------|---------------------|------------|--------------|
| Parcel to Depot             | 81,744,437.78       |            |              |
| Depot to Plant              | 4,322,836.18        |            |              |
| Parcel to Plant             | 23,340,497.23       |            |              |
| Total $                     | 109,407,771.19      | 3,330,000.00 | 112,737,771.19 |

The increase in depots selected by CPLEX increases depot investment cost. However, the increase in potential depots allows CPLEX to select the most beneficial depot locations that lower the transportation cost. For instance, in the set of 72 potential depots, the transportation cost of taking the biomass from parcels to plants directly without the use of a depot is higher than the rest, which means that the 10 depots selected by the Hub-and-Spoke optimization model in this case are not efficient enough to be used for certain parcel locations. On the other hand, in the set of 257 potential depots, which yields the lowest total cost obtained through LR, the cost of transportation from parcel to plant is lower because there are fewer parcel locations without a beneficial depot location, which proves that the depots selected from the 257 potential depots are more efficient than the depots selected from the 72 potential depots. Therefore, even though the amount of depots selected by CPLEX has increased, the 14 depots obtained from the set of 257 potential depot locations are the most beneficial in terms of lowering the transportation cost. In fact, the decrease in transportation cost is so significant that even with the increase in the depot investment cost, this set still yields the lowest total cost.

Ultimately, the choice of which set is more adequate depends on several factors—the decision-maker, the particular industry, and the actual investment cost of the depots. A set with fewer depot locations is more beneficial if the depot cost is considerably higher, while a set with more depots is beneficial when the depot cost is lower. The advantage of applying LR to select potential depot locations is that the algorithm can yield different amount of potential depots, all of which result in high-quality solutions.

Furthermore, as seen in Figure 2, a map was created to illustrate the location of the 14 depots selected by CPLEX in relation to the power plants considered in this study.

Figure 2. 14 Depots Selected from 257 Potential Depots with Plants.
5.3. Decision Tree

The second ML algorithm that was used to select beneficial potential depot locations was a DT. After training the algorithm with the same set of 300 random locations, the first DT classifier selected 813 parcel locations as potential depots. As discussed in Section 3, an efficient way to limit the amount of depot locations selected by the DT and avoid overfitting the training data into completely pure subsets is to stop the algorithm early. To accomplish this goal, the parameter that was tuned during the training phase was the minimum impurity decrease. To get a clear idea of how the tuning of this parameter affects the amount of potential depot locations selected by the DT, the plot in Figure 3 was created to test threshold values in the range of [0.001, 0.1].

![Figure 3. Minimum Impurity Decrease Threshold vs. Number of Depots Selected.](image)

As seen in Figure 3, the most adequate threshold value in this application was 0.02, which selected 257 potential depot locations. The DT created with the minimum impurity decrease threshold value set to 0.02 is seen in Figure 4.

![Figure 4. Decision Tree to Select Potential Depots.](image)
As seen in Figure 4, two variables were considered to build the tree and classify new points: the distance from the parcel location to the closest coal-powered plant and the level of moisture in the biomass. The other two variables—level of ash and expected biomass yield—were not taken into consideration to classify new locations. This conclusion is the same as the one obtained from the p-values calculated through LR.

Furthermore, the set of 257 potential depots obtained from the DT was used to solve the optimization model with CPLEX. The results are shown in Table 7.

Table 7. Cost of Solution Obtained from Decision Tree.

| Min Impurity | Num. of Potential Depots | Num. of Depots CPLEX | Total Cost $ | Burden (s) |
|--------------|--------------------------|----------------------|-------------|-----------|
| 0.02         | 257                      | 11                   | 108,980,000 | 222.83    |

According to the results, we can conclude that the application of the DT algorithm to select potential depot locations has also improved the Hub-and-Spoke model by decreasing the total cost of the BSC by 3.55% when compared to the baseline cost. Therefore, the DT has also proven the first part of the hypothesis. The resulting total cost is similar to the lowest total cost obtained from the LR. In fact, the total cost has increased by only 0.156% when comparing the potential depots obtained from DT to the potential depots obtained from LR. Therefore, we can conclude that both ML techniques perform well to select potential depot locations that lower the total cost of the BSC to a similar value. However, the same disadvantage remains—the computational burden of solving the stochastic MILP model increases as the number of potential depot locations increases. Since the DT yielded only one set of potential depots and its computational time was high when compared to the ones obtained from LR, we can conclude that the DT has not proven the second part of the initial hypothesis addressing a decrease in computational burden.

The two elements of the total cost of the BSC—the transportation cost and the depot investment cost—are seen in more detail in Table 8.

Table 8. Detailed Cost of Solution Obtained with 257 Potential DT.

| 11 Depots Selected by CPLEX       | Transportation Cost | Depot Cost | Total Cost       |
|-----------------------------------|---------------------|------------|------------------|
| Parcel to Depot                   | 74,494,070.36       | 3,663,000.00 | 108,157,070.36  |
| Depot to Plant                    | 8,246,198.74        | 22,585,219.95 | 30,831,418.69   |
| Parcel to Plant                   | 22,585,219.95       |            |                  |
| Total $                           | 105,325,489.04      | 3,663,000.00 | 108,988,489.04  |

Even though the solution from the LR and the DT selected the same amount of potential depots and resulted in a similar total cost, the DT result is different when the details are analyzed. For instance, the transportation cost from parcels to plants in the DT result has increased by 83.55% when compared to the one from LR, which indicates that there are more parcel locations that could not find an efficient depot in this case. However, the total cost is almost as low as the one from LR because CPLEX has selected a fewer amount of depots, which causes a decrease of 21.34% in the investment depot cost. This decrease, along with the decrease of 13.52% in transportation cost from parcels to depots and the decrease of 30.85% in transportation cost from depots to plants, create a balance and lower the total cost to around the same value, which indicates that this solution is also beneficial. In fact, the solution is specifically advantageous when it is beneficial for a particular industry or decision-maker to have fewer depots, or when the depot cost is higher. Therefore, we can conclude that both the LR and the DT algorithms perform well to select potential depot locations that decrease the total cost of the BSC, with the final choice between the two depending on the particular supply chain.

The location of the 11 depots selected by CPLEX from the 257 potential depots obtained by the DT, along with the location of the plants, can be seen in Figure 5.
A Random Forest (RF), which is an extension of a DT, was also applied in this work. However, after exploring different parameters, such as the minimum impurity decrease, the number of trees, and the maximum number of leaf nodes, the number of potential depots did not decrease to an amount similar to the baseline. The lowest number of potential depots obtained from the RF was 450, which would have been too computationally intensive to be solved in the optimization model and beat the baseline result. Therefore, we conclude that the RF algorithm is not an appropriate method to select potential depot locations for this Hub-and-Spoke case study. By building multiple trees, the RF algorithm can consider different selections of observations and features, but as the results of the LR and the DT indicate, only two variables are significant for accurate classification. Since each tree is built based on a smaller subset of variables instead of considering all variables as a whole, the algorithm did not distinguish the importance of the level of moisture and the distance to the plants. In an attempt to solve this issue and reduce the number of potential depots, another RF algorithm was built considering only the level of moisture and the distance. However, during the tuning phase of the parameters, similar results to the ones previously described were obtained, and the number of potential depots selected did not decrease. Another possible reason the RF might not be an appropriate method for the problem at hand is that RF is commonly used for problems where large training sets are available [22]. However, because of the nature of this problem, obtaining more training labels would increase the dependency of the algorithm on the stochastic MILP model. Therefore, according to our findings, we can conclude that the RF is not an appropriate algorithm to be applied in this Hub-and-Spoke model, and a single tree works best.

5.4. Multi-Layer Perceptron Neural Network

The fourth ML algorithm that was applied was a Multi-Layer Perceptron (MLP) Neural Network. The main difference between the previous ML algorithms and the MLP is that only two features were considered during training: the level of moisture in the biomass of each parcel and the distance from each parcel to the closest coal-powered plant. According to previous results, these two variables are the most significant to select potential depot locations that are beneficial enough to decrease the cost. This decision was made because the MLP considering the four variables led to issues with convergence. Therefore, the output of the two previous ML algorithms was used, with both the LR and DT demonstrating that the most significant variables in the study were the level of moisture and distance. In addition, before training the MLP, the features in the training set were standardized through the standard scaler available in the Scikit-learn library, which normalizes the features of the
set individually. After building the MLP with and without standardizing the features, it was found that the MLP converged faster after applying the standardization technique.

The initial solution generated by the MLP using a multi-start method selected a large range of potential depot locations. Therefore, several parameters had to be tuned to limit the number of potential depots: the number of hidden layers, the number of neurons in each hidden layer, the solver selected for weight optimization, the penalty value alpha, and the activation function for the hidden layer. After using the three different solvers available in Sklearn (‘sgd’, ‘adam’, and ‘lbfgs’), it was found that the MLP tended to select a large number of potential depots and had issues converging when either the ‘sgd’ or ‘adam’ solvers were used. Therefore, we decided to set the solver to ‘lbfgs’, which is a quasi-Newton optimizer. In addition, several activation functions were tested—the identity, logistic, hyperbolic tangent, and rectified linear unit function. It was found that while the MLP selected a large number of potential depots with most of the activation functions, the hyperbolic tangent function was capable of decreasing the number of potential depots to an amount close to our baseline.

Once those two parameters were set, different combinations of layers, number of neurons, and penalty values were tested to find a selection of potential depot locations that could be used in the Hub-and-Spoke model to improve the result. After conducting the experiment with different values, the most beneficial solutions were obtained with three hidden layers, the number of neurons per layer in the range [70, 90], and the penalty value alpha in the range [0.00001, 0.00009]. The best results obtained by the MLP are seen in Table 9.

![Table 9. Cost of Each Solution Obtained from MLP Neural Network.](image)

| Layers    | Alpha   | Num. of Potential Depots | Num. of Depots CPLEX | Total Cost $  | CPLEX Burden (s) |
|-----------|---------|--------------------------|----------------------|---------------|-----------------|
| (90,70,80) | 0.00002 | 199                      | 15                   | 110,120,000   | 184.14          |
| (90,80,80) | 0.00008 | 227                      | 15                   | 108,218,000   | 252.66          |

The MLP has performed better than the best results obtained by the LR and the DT. In fact, the total cost has decreased by 4.23% in comparison to the baseline cost. Moreover, it is important to note that the number of potential depots selected by the MLP decreased by 11.67% when compared to the LR and the DT. Even if fewer potential depots were considered to solve the Hub-and-Spoke model, the potential depots selected by the MLP were so beneficial that the total cost decreased significantly. The transportation cost and the investment depot cost for the sets obtained from the MLP can be seen in more detail in Tables 10 and 11.

![Table 10. Detailed Cost of Solution Obtained with 199 Potential MLP.](image)

| 15 Depots Selected by CPLEX | Transportation Cost | Depot Cost | Total Cost |
|-----------------------------|---------------------|------------|------------|
| Parcel to Depot             | 89,986,439.15       | 4,995,000.00 | 110,129,292.95 |
| Depot to Plant              | 4,243,873.64        |            |            |
| Parcel to Plant             | 10,903,980.17       |            |            |
| Total $                     | 105,134,292.95      | 4,995,000.00 | 110,129,292.95 |

![Table 11. Detailed Cost of Solution Obtained with 227 Potential MLP.](image)

| 15 Depots Selected by CPLEX | Transportation Cost | Depot Cost | Total Cost |
|-----------------------------|---------------------|------------|------------|
| Parcel to Depot             | 87,221,504.63       |            |            |
| Depot to Plant              | 5,173,258.38        |            |            |
| Parcel to Plant             | 10,828,603.09       |            |            |
| Total $                     | 103,223,366.10      | 4,995,000.00 | 108,218,366.10 |
Despite the fact that solving the optimization model while considering the 227 potential depots yielded one of the largest amounts of selected depots (15) so far, the solution obtained with the MLP resulted in the lowest transportation cost in comparison to the other ML algorithms. Moreover, this result had the lowest cost of transportation to take the biomass directly from the parcels to the plants, which indicates that the depots obtained from the MLP are the most efficient of all the other sets of potential depots. In this case, more parcels find the depots efficient enough to be used rather than taking the supply directly to the plants. In addition, even though the investment depot cost is higher because of the larger amount of depots selected by CPLEX, the decrease in transportation cost is considerable thanks to the efficiency of the depots, which results in the lowest total cost. On the other hand, CPLEX selected the exact same amount of depots from the 199 potential depots, but the transportation cost of taking the biomass from the parcels to the depots is higher by 3.17%, which indicates that the locations selected in this case are not as cost-efficient as the 227 potential depots. This behavior is consistent with previous results, given the fact that it is more likely that CPLEX will find the most beneficial depots when a larger number of potential depots is considered. Therefore, we can conclude that the MLP is the most adequate ML algorithm in terms of selecting potential depot locations that decrease the total cost of the BSC.

In addition, a map illustrating the 15 depots selected by CPLEX from the 227 potential depots obtained from the MLP, along with the plants, can be seen in Figure 6.

![15 Depots Selected from 227 Potential Depots with Plants](image)

**Figure 6.** 15 Depots Selected from 227 Potential Depots with Plants.

### 5.5. Reducing the Number of Potential Depots Further

Despite the significant decrease in cost achieved from ML, it remains computationally intensive to obtain solutions from the optimization model due to the large amount of potential depots being considered. Therefore, the aim of this section is to prove the second part of the hypothesis—that the incorporation of ML to solve the Hub-and-Spoke stochastic MILP can reduce the computational burden while obtaining high-quality solutions.

After the tuning of the four ML algorithms, it was found that the MLP was the only algorithm capable of significantly reducing the amount of beneficial potential depots. During the tuning, most of the parameter remained the same: the weight optimizer solver was ‘lbfgs,’ the activation function used was the hyperbolic tangent function, the neurons in the hidden layers remained in the range [70, 90], and the penalty value in the range [0.00001, 0.00009]. However, it was precisely the last two parameters—the number of neurons per layer and the penalty value—that were further adjusted to reduce the number of potential depots selected. The best result obtained by the MLP with a significantly reduced number of potential depots is seen in Table 12.
Table 12. Cost of Each Solution Obtained from Neural Network.

| Layers       | Alpha | Num. of Potential Depots | Num. of Depots | CPLEX Total Cost $ | Burden (s) |
|--------------|-------|--------------------------|----------------|--------------------|------------|
| (90,70,80)   | 0.00008 | 13                      | 5              | 111,090,000        | 2.36       |

This set of 13 potential depot locations has decreased the total cost by 1.69% when compared to the baseline cost. The previous results were able to lower the total cost in a more significant way, but the advantage of this particular set of 13 potential depot locations is that the computational burden while solving the optimization model has lowered significantly. Although the 227 potential depot locations selected by the previous MLP decreased the total cost to $108,218,000, the optimization problem took 252.66 s to optimize the BSC. Meanwhile, the total cost resulting from considering the 13 potential depots selected by MLP was $111,090,000, but the computational time decreased to 2.36 s, which means that the time has decreased by 99.07%. Therefore, this solution proves both parts of the hypothesis—this set of 13 potential depots obtained from the MLP is capable of both decreasing the total cost of the BSC and decreasing the computational burden of the Hub-and-Spoke problem at the same time. Although the computational burden is not extremely intense in this case study, this result demonstrates the ability of the MLP to limit the amount of potential depot locations while still obtaining high-quality solutions. This advantage is especially useful in cases where the minimum number of depots is desired by a particular industry, or in cases where the computational burden is extremely intensive.

After comparing the results of the ML algorithms applied in this paper, we can conclude that MLP is the ML algorithm that has the best performance when it comes to selecting beneficial potential depot locations that decrease the total cost of the presented Hub-and-Spoke BSC. The MLP was capable of selecting the potential depot locations that caused the largest decrease in total cost, and it was the only ML algorithm that reduced the amount of potential depots considered to decrease the computational burden of optimizing the problem with CPLEX. Therefore, the MLP has proven the hypothesis: the incorporation of ML into the optimization model has improved the solution by decreasing both the total cost of the BSC and the computational burden.

6. Conclusions and Future Work

We demonstrated that the application of ML techniques coupled with stochastic MILP optimization models enhances the solution quality and reduces the computational burden to tackle large-scale instances. This work included a quantitative performance comparison among four ML algorithms, and the hybrid method was tested using a realistic case study of a BSC. The variables considered to build the ML algorithms were the distance from the parcels to the closest power plant, the average biomass yield in the parcels, and the levels of moisture and ash of the biomass.

After applying the four ML algorithms, the MLP proved to be the most effective in terms of both decreasing the total cost of the BSC and the computational burden of solving the stochastic MILP. In fact, through the adjustment of different parameters during the training phase, the MLP algorithm was able to select 227 potential depot locations that were beneficial to the BSC and decreased the total cost by 4.23%. In addition, the parameters of the MLP algorithm were further adjusted to obtain a smaller set of potential depots to decrease the computational burden of solving the optimization model while also decreasing the total cost of the BSC. A set of 13 potential depot locations selected by the MLP yielded a solution that decreased the total cost by 1.69% while decreasing the computational burden by 98.6%. This result illustrated the ability of the MLP to decrease the number of depots considered while getting high-quality solutions. On the other hand, the LR and the DT also performed well in terms of decreasing the total cost of the BSC. Additionally, both algorithms revealed that the most significant variables to select beneficial potential depots were the distance from the parcels to the closest plant and the level of moisture in the biomass. Meanwhile, the fourth ML algorithm that was applied was a RF. However, the RF was not capable of reducing the number of potential depots in a way that the set
could be used to optimize Hub-and-spoke model and beat the baseline result. Hence, the conclusion according to this paper’s findings is that the RF is not an appropriate method to be incorporated into a Hub-and-Spoke model.

The results obtained from the MLP to select potential depot locations for the Hub-and-Spoke stochastic MILP are promising. Therefore, this result should encourage researchers to venture into neural networks to improve supply chains in different industries, especially supply chains involving location selection. The investigation of the performance of neural networks in instances addressing a national network (large-scale problems) can be a future line of inquiry.
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