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Abstract

This system demonstration paper describes the Arabic Social media Analysis and unDersstanding (ASAD) toolkit, which is a suite of seven individual modules that allows users to determine dialects, sentiment, news category, offensiveness, hate speech, adult content, and spam in Arabic tweets\(^1\). The suite is made available through a web API and a web interface where users can enter text or upload files.

1 Introduction

Since Arabic is spoken across a vast region, the Arabic Twittersphere presents a valuable scope into social and linguistic phenomena, such as the multitude of dialects being used across different regions. The Arabic Social Media and unDersstanding (ASAD) suite\(^2\), which we present herein, offers valuable tools for exploring such phenomena and for the automated processing of Arabic social media texts. Specifically, ASAD offers dialect identification, sentiment analysis, news category detection, offensive language detection, including hate speech and vulgar language, and spam detection. These tools are valuable for many downstream NLP application. For example, dialect identification can help improve author profiling and machine translation (Abdelali et al., 2020). Sentiment analysis can aid in quantifying public opinions (Abu Farha and Magdy, 2019). Detecting news categories can aid in content analysis. Further, offensive language and spam detection can help identify potentially malicious content on social media. Although there has been a growing interest in analyzing Arabic social media, there is a deficiency in publicly available tools or such tools are not integrated into one framework or toolkit. For example, we are not aware of any publicly available systems for offensive language, hate speech, adult content, or spam. Similarly, ADIDA (Obeid et al., 2019) and CAMeL (Obeid et al., 2020) dialect identification systems were not trained with Twitter data. Thus, ASAD fills an important gap in the Arabic social media analysis space. For ease of use, we make ASAD available via i) online interface where users can enter text or upload files, and ii) web APIs that accept POST requests, making ASAD accessible from any programming language.

During the development of ASAD, we weighed different trade-off between effectiveness and efficiency to achieve competitive results at low computational costs. Thus, ASAD utilizes Support Vector Machine (SVM) classification for six out of the seven modules. As we show later, with the exception of dialect identification, we achieve results that are comparable or slightly lower than deep neural network models (DNN), namely fine-tuned BERT, while being significantly more efficient with no need for GPUs. Due to a larger difference in performance, we deploy a fine-tuned BERT model for dialect identification only. We hope that ASAD will aid researchers, analysts, and system integrators in incorporating Arabic social media analytics and understanding into their models and applications. We also hope that ASAD will motivate researchers to build similar suites for other languages.

2 Related Work

Analysis of Arabic social media has gained much recent interest. Offensive language and hate speech detection have yielded datasets, shared tasks (Mubarak et al., 2020b; Zampieri et al., 2020), and strong systems based on machine learning and contextual embedding models (Hassan et al., 2020a,b). Sentiment analysis is a well addressed problem yielding datasets (Elmadany et al., 2018).
and systems based on and deep learning techniques (Abu Farha and Magdy, 2019) among others. Fine-tuned BERT models have been used for identifying categories of news posts on social media (Chowdhury et al., 2020). Adult content and spam detection have been relatively less explored with the focus mainly on creating resources (Alshehri et al., 2018; Al Twairesh et al., 2016; Mubarak et al., 2017, 2021, 2020a). Dialect ID has been the focus of the MADAR project (Bouamor et al., 2019) and other works (Abdelali et al., 2020; Abdul-Mageed et al., 2020; Zaidan and Callison-Burch, 2011).

Despite the abundance of literature in the aforementioned topics, there has been very little effort toward making tools available for public use. Most of the tools available in Arabic NLP tasks concentrate on NLP tasks such as segmentation, parsing, lemmatization, and POS tagging (Pasha et al., 2014; Abdelali et al., 2016; Darwish and Mubarak, 2016; Darwish et al., 2014). Along with text processing tools, CAMeL Tools (Obeid et al., 2020) allows sentiment analysis and dialect ID via a Python package. ADIDA (Obeid et al., 2019) is a web interface for dialect ID. The dialect ID systems of CAMeL Tools and ADIDA are based a parallel corpus of 25 Arabic city dialects in the travel domain.

3 Datasets

Dialect ID: We use the QADI dataset containing dialectal tweets from 18 countries (Abdelali et al., 2020). The training set contains 540K tweets automatically tagged for dialect and the test set contains 3.3K manually annotated tweets by native speakers from the 18 countries.

Sentiment Analysis: We use the ArSAS dataset (Elmadany et al., 2018) that contains 21K tweets that are labeled as Positive, Negative, Mixed or Neutral. We merge the Mixed and Neutral classes together (resulting in three classes) and split the data into 80/20 training and test splits.

News Categorization: We use an in-house annotated dataset consisting of 30K news items from Aljazeera channel³. 80% of the data are used for training and 20% are used for testing. These news are manually annotated for different categories, namely: politics, economy, sports, culture-art, etc.

Offensive Language Detection: We use data of OffensEval 2020 shared task (Zampieri et al., 2020). The data consists of 8K tweets for training and 2K tweets for testing that were manually annotated with whether they are offensive or not.

Hate Speech Detection: There are limited publicly available data for Arabic hate speech detection (Mubarak et al., 2020b). We use a publicly available dataset⁴ that consists of tweet IDs annotated for whether they contain hate speech or not. Ignoring tweets that were not available at download time, we end up with 6.9K tweets.⁵ We use 80% of the data for training and 20% for testing.

Adult Content Detection: We use the dataset presented in Mubarak et al. (2021). The data contains 50K tweets split into 80% for training and 20% for testing. Around 6K tweets (12% of all tweets) are manually verified to contain adult content. The rest are random tweets that are assumed not contain adult material since the percentage of adult content in tweets is very small.

Spam Detection: We use the dataset presented in Mubarak et al. (2020a). The dataset contains 9.8K tweets from 80 spam accounts (manually verified) that post spam tweets, along with 86K random tweets for training. The test set contains 2.7K tweets from 20 spam accounts (manually verified) that post spam tweets along with 25.6K random tweets. The assumption is that tweets from spam accounts are spam and that the vast majority of random tweets are not spam, because the percentage of spam is very small.

4 Classification Models

Some state-of-the-art (SOTA) techniques use complex models, typically DNN models, to achieve the best results. For ASAD, we want to have models that are small in size and easy to deploy while providing good results. To this end, we compare performances of fine-tuned BERT models and SVMs with character n-gram vectors weighted by term frequency-inverse document frequency (tf-idf) as features. As we show, the SVM models we employ are competitive with SOTA DNN models for majority of the modules of ASAD. The range of n-gram can influence the size of models and their performance. For each component in our suite, we experimented with different ranges of n-gram and calculated model size along with respective performance. Table 1 illustrates this study for offensive

³www.aljazeera.net

⁴https://github.com/raghadsh/Arabic-Hate-speech

⁵We plan to merge other datasets in future.
| Classifier | Features | Size (classifier + vectorizer) | Acc% | P | R | F1 |
|------------|----------|-------------------------------|------|---|---|----|
| SVM        | W[1-3]   | 30.7 MB                       | 86.6 | 78.9 | 82.6 | 80.5 |
| SVM        | C[1-3]   | 3.9 MB                        | 91.2 | **88.8** | **82.4** | **85.0** |
| SVM        | C[2-4]   | 14.5 MB                       | 91.6 | 89.2 | 83.4 | 85.8 |
| SVM        | C[2-5]   | 37.5 MB                       | 92.0 | 89.1 | 85.1 | 86.9 |
| SVM        | C[2-6]   | 73.4 MB                       | 91.8 | 87.6 | 86.4 | 87.0 |
| SVM        | C[2-7]   | 120.5 MB                      | 91.8 | 86.9 | 88.1 | 87.4 |

Table 1: Comparison of size vs performance on offensiveness detection. Ideal setting is bolded.

| Module          | Classes | Classifier | Features | Acc% | P   | R   | F1  | BERT F1 |
|-----------------|---------|------------|----------|------|-----|-----|-----|---------|
| Dialect ID      | 18      | SVM        | C[2-4]   | 54.5 | 60.9 | 54.6 | 54.1 | **60.6** |
| Sentiment       | 3       | SVM        | C[1-3]   | 75.5 | 74.6 | 73.2 | 73.7 | **75.8** |
| News Category   | 16      | SVM        | C[2-4]   | 84.2 | 57.3 | 54.1 | 54.8 | **55.9** |
| Offensiveness   | 2       | SVM        | C[1-3]   | 91.2 | 88.8 | 82.4 | 85.0 | **86.6** |
| Hate Speech     | 2       | SVM        | C[2-4]   | 79.1 | 74.4 | 76.2 | 75.2 | 75.1 |
| Adult Content   | 2       | SVM        | C[1-3]   | 95.4 | 91.9 | 85.79 | **88.5** | 88.1 |
| Spam            | 2       | SVM        | C[1-3]   | 99.4 | 99.3 | 97.3 | 98.3 | **98.9** |

Table 2: Performance of different ASAD modules compared to fine-tuned BERT models.

Language detection (C and W refer to character and word, [a-b] denotes n-gram ranging from a to b. P, R and F1 stand for macro-averaged precision, recall and F1 respectively). We can see that going from an n-gram range of C[1-3] to C[2-7] increases model size (classifier + vectorizer) from 3.9 MB to 120.5 MB while improving the F1 score by 2.4. Although C[2-7] is a better system, C[1-3] is more suitable for deployment due to its small size. Table 2 lists performance of SVMs version compared to using BERT. When comparing to BERT models, we fine-tuned AraBERT(Antoun et al., 2020), a BERT-based model, pre-trained on Arabic news articles and Arabic Wikipedia. We fine-tune AraBERT by adding a fully-connected dense layer followed by a softmax classifier, minimizing the binary cross-entropy loss function for the training data. We use the PyTorch implementation by HuggingFace as it provides pre-trained weights and vocabulary. Aside from dialect ID, SVM models either beat BERT models or are within 1-2% away. We suspect that the SVM models were competitive because they were trained on Twitter data as opposed to BERT, which is trained on more formal text. For dialect ID, we opt to use the fine-tuned AraBERT model because it outperforms SVMs by a larger margin of 6.5%.

5 Interface

Design The ASAD web interface is available at: http://asad.qcri.org/

The user can select any of the modules from the tabs and test the performance on random samples and classify them to easily understand the different modules. The user can type a text to be classified. The classification results appear in a table so that earlier results can be referred to. We recognize that users may want to classify many tweets in one go without having to type them one at a time. To allow this, the users can upload a text file. Each line is classified by our system and users can download a file that contains predicted class and class probabilities. To prevent excessive usage, we limit allowed files to have at most 100 lines. We also use Google reCaptcha V2 to prevent bots from abusing our file upload system. Figure 1 shows the common layout for all components except for Dialect ID. For Dialect ID, we use a map to visualize results. To this end, we provide a heatmap showing the distribution of probabilities for different dialects. This allows users to easily determine which part of the world the input text is likely to come from. Figure 2 illustrates layout for dialect ID. We also allow users to send feedback to us. This will help us improve ASAD in the future.

---

6https://pytorch.org/
7https://github.com/huggingface/transformers
8https://developers.google.com/recaptcha/
Implementation We use Flask\(^9\), a lightweight web application framework for backend development. Input from the user is first transformed into n-gram vectors using tf-idf vectorizer and then are passed to the classifiers (described in Section 4). The classifiers return predicted labels alongside probabilities of different classes. The class probabilities were calculated using Platt calibration (Platt, 1999). We use scikit-learn\(^10\) to train all the SVM classifiers and vectorizers. We use javascript for functionality at frontend and for communication between the frontend and the backend. To display probabilities on a map for the dialect ID module, we use the heatmap layer plugin\(^11\) with leaflet.js\(^12\) and OpenStreetMap\(^13\).

\(^9\)https://palletsprojects.com/p/flask/
\(^10\)https://scikit-learn.org/stable/index.html
\(^11\)https://www.patrick-wied.at/static/heatmap.js/plugin-leaflet-layer.html
\(^12\)https://leafletjs.com/
\(^13\)https://www.openstreetmap.org/#map=8/25.322/51.197
| Module        | API URL                          | Body of request |
|--------------|----------------------------------|-----------------|
| Dialect ID   | https://asad.qcri.org/comdialect |                 |
| Sentiment    | https://asad.qcri.org/sentiment  |                 |
| News Category| https://asad.qcri.org/news       |                 |
| Offensiveness| https://asad.qcri.org/offensive  | KEY : text      |
| Hate Speech  | https://asad.qcri.org/hate_speech| VALUE : arabic_text |
| Adult Content| https://asad.qcri.org/adult      |                 |
| Spam         | https://asad.qcri.org/spam       |                 |

Table 3: API endpoints for ASAD

Figure 3: Example usage of ASAD Dialect ID API

**Web API** To facilitate using ASAD from different programming languages, we provide Web APIs via POST requests. Table 3 lists available API routes and Figure 3 illustrates example usage. Response from ASAD contains predicted class and class probabilities.

### 6 Conclusion

We presented ASAD, a system that can be used for analysis of tweets in multiple ways. Using one system, users can detect offensive language, hate speech, sentiment, news category, adult content, spam, and also identify dialects. For the ease of usage, our system can be both accessed via Web APIs and an online interface. In the future, we plan to release ASAD through the `pip` Python packaging tool.
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