A UNIQUENESS THEOREM FOR 3D SEMILINEAR WAVE EQUATIONS SATISFYING THE NULL CONDITION

DONGXIAO YU

Abstract. In this paper, we prove a uniqueness theorem for a system of semilinear wave equations satisfying the null condition in $\mathbb{R}^{1+3}$. Suppose that two global solutions with $C^\infty_c$ initial data have equal initial data outside a ball and equal radiation fields outside a light cone. We show that these two solutions are equal either outside a hyperboloid or everywhere in the spacetime, depending on the sizes of the ball and the light cone.
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1. INTRODUCTION

This paper is devoted to a uniqueness result for a system of semilinear wave equations for $u = (u^I)_{I=1}^N$ in $\mathbb{R}^{1+3}_{t,x}$, of the form

(1.1) \[ \square u^I = (-\partial_t^2 + \Delta_x)u^I = Q^I(u, \partial u), \quad I = 1, 2, \ldots, N. \]

Here $Q = (Q^I)$ is a smooth (i.e. $C^\infty$) $\mathbb{R}^N$-valued function defined in $\mathbb{R}^N \times \mathbb{R}^{4N}$. In addition, we assume that $Q$ satisfies the null condition. That is, if we have the Taylor expansion

(1.2) \[ Q^I(u, v) = \sum_{J,K=1}^N \sum_{\alpha,\beta=0}^3 A^{\alpha\beta}_{I,J,K} v_\alpha v_\beta^J + O(|u| + |v|^3), \quad \text{for all } (u, v) \in \mathbb{R}^N \times \mathbb{R}^{4N}, \]

then for each $I, J, K$, we have

(1.3) \[ A^{\alpha\beta}_{I,J,K} \hat{\omega}_\alpha \hat{\omega}_\beta = 0, \quad \text{for all } \hat{\omega} = (-1, \omega) \in \mathbb{R} \times S^2. \]

Note that in (1.2), all the $A^{\alpha\beta}_{I,J,K}$’s are constants independent of $u$ and $v$. It is known that this system (1.1), along with initial data

(1.4) \[ (u, \partial_t u)|_{t=0} = (\varepsilon u_0, \varepsilon u_1) \in C^\infty_c(\mathbb{R}^3; \mathbb{R}^N) \times C^\infty_c(\mathbb{R}^3; \mathbb{R}^N), \]

has a global solution for sufficiently small $\varepsilon > 0$. This global existence result was proved by Klainerman [33, 35] and Christodoulou [4]. In addition, because of the null condition, this global solution $u$ behaves as a linear solution to the linear wave equation $\square w = 0$ as time
goes to infinity. In addition, each global solution has a Friedlander radiation field \( F_0(q, \omega) \) with \( q = r - t \) and \( \omega = x/r \).

In this paper, we give a uniquenss theorem related to the radiation fields. Let \( u, v \) be two global solutions to (1.1) for all \( t \geq 0 \) with \( C^\infty \) initial data at \( t = 0 \). We show that if the initial data of two solutions are equal outside the ball \( \{|x| \leq R_1\} \subset \mathbb{R}^3 \), and if the radiation fields of these two solutions are equal in the region \( q > R_2 \) where \( R_2 < R_1 \), then \( u = v \) in a region determined by \( R_1 \) and \( R_2 \). If \( R_1 \leq |R_2| \), this region is the whole spacetime \( \mathbb{R}^{1+3} = \mathbb{R}^{1+3} \cap \{t \geq 0\} \). If \( R_1 > |R_2| \), this region is

\[
t \geq 0, \quad r^2 - (t + R_2)^2 \geq R_1^2 - R_2^2.
\]

In the linear case, i.e. if \( Q^I \equiv 0 \) for each \( I \), this region is

\[
t \geq 0, \quad r + t \geq R_1, \quad r - t \geq R_2.
\]

See Figure 11 for an illustration of these sets.

1.1. **Nonlinear wave equations.** Let us consider a generalization of the system (1.1) in \( \mathbb{R}^{1+3}_{t,x} \)

\[
(1.5) \quad \Box u^I = F^I(u, \partial u, \partial^2 u), \quad I = 1, 2, \ldots, N.
\]

The nonlinear term is assumed to be smooth with the Taylor expansion

\[
(1.6) \quad F^I(u, \partial u, \partial^2 u) = \sum a_{\alpha, \beta, JK} \partial^\alpha u^J \partial^\beta u^K + O(|u|^3 + |\partial u|^3 + |\partial^2 u|^3).
\]

The sum is taken over all \( 1 \leq J, K \leq N \) and all multiindices \( \alpha, \beta \) with \( |\alpha| \leq |\beta| \leq 2, |\beta| \geq 1 \) and \( |\alpha| + |\beta| \leq 3 \). Besides, the coefficients \( a_{\alpha, \beta, JK} \)'s are all universal constants.

1.1.1. **Lifespan.** Since 1980’s, several results on the lifespan of the solutions to the Cauchy problem (1.5) with initial data (1.4) have been proved. Let us first focus on the scalar case when \( N = 1 \). For example, John [25, 27] proved that (1.5) does not necessarily have a global solution; in fact, any nontrivial solution to \( \Box u = u_t \Delta u \) or \( \Box u = u_t^2 \) must blow up in finite time. In contrast, in \( \mathbb{R}^{1+d} \) with \( d \geq 4 \), Hörmander [20] proved the small data global existence for (1.5). For arbitrary nonlinearities in three space dimensions, the best result on the lifespan is the almost global existence: the solution exists for \( t \leq \exp(c/\varepsilon) \) where \( \varepsilon \ll 1 \). The almost global existence for (1.5) was proved by Lindblad [36], and we also refer to [18, 21, 28, 30, 34] for some earlier work. In the case when \( N > 1 \), if the nonlinear terms \( (F^I) \) in (1.5) do not depend on \( u \) (i.e. if \( F^I = F^I(\partial u, \partial^2 u) \)), then we still have small data global existence if \( d \geq 4 \) and almost global existence if \( d = 3 \). However, if the nonlinear terms depend on \( u \), then we would encounter some tricky situations. We refer our readers to [11, 42] for two papers which reveal the differences between the scalar case \( N = 1 \) and the general case.

In contrast to the finite-time blowup in John’s examples, Klainerman [35] and Christodoulou [4] proved that the null condition is sufficient for small data global existence. The null condition, first introduced by Klainerman [33], states that for each \( 1 \leq I, J, K \leq N \) and for each \( 0 \leq m \leq n \leq 2 \) with \( m + n \leq 3 \), we have

\[
(1.7) \quad A^I_{mn, JK}(\hat{\omega}) := \sum_{|\alpha| = m, |\beta| = n} a^I_{\alpha, \beta, JK} \hat{\omega}^\alpha \hat{\omega}^\beta = 0, \quad \text{for all } \hat{\omega} = (-1, \omega) \in \mathbb{R} \times \mathbb{S}^2.
\]
Equivalently, we assume that $A^I_{mn,JK} \equiv 0$ on the null cone $\{m^{\alpha\beta}\xi_{\alpha}\xi_{\beta} = 0\}$ where $(m^{\alpha\beta}) = (m_{\alpha\beta})$ is the Minkowski metric $\text{diag}(-1, 1, 1, 1)$. The null condition leads to cancellations in the nonlinear terms (1.6) so that the nonlinear effects of the equations are much weaker than the linear effects. We also remark that the null condition is not necessary for small data global existence. One such example is the Einstein vacuum equations in wave coordinates; see [38,39]. We also refer our readers to [17] for a general introduction to the null condition.

Later, Lindblad and Rodnianski [38,39] introduced the weak null condition. To state this condition, we start with the asymptotic equations first introduced by Hörmander [18,20,21]. We make the ansatz

$$u^I(t, x) \approx e^{-1}U^I(s, q, \omega), \quad r = |x|, \quad \omega_i = x_i/r, \quad s = \varepsilon \ln(t), \quad q = r - t, \quad 1 \leq I \leq N.$$  

Assuming that $t = r \to \infty$, we substitute this ansatz into (1.5) and compare the coefficients of terms of order $\varepsilon^2 t^{-2}$. Nonrigorously, we can obtain the following asymptotic PDE

$$2\partial_s \partial_q U^I = \sum A^I_{mn,JK}(\omega) \partial_q^m U^J \partial_q^n U^K.$$  

Here $A^I_{mn,JK}$ is defined in (1.7) and the sum is taken over $1 \leq J, K \leq N$ and $0 \leq m \leq n \leq 2$ with $m + n \leq 3$. We say that the weak null condition is satisfied if (1.9) has a global solution for all $s \geq 0$ and if the solution and all its derivatives grow at most exponentially in $s$, provided that the initial data decay sufficiently fast in $q$. In the same papers, Lindblad and Rodnianski conjectured that the weak null condition is sufficient for small data global existence. To the best of the author’s knowledge, this conjecture still remains open, but we refer to Keir [31,32] for some recent progress. For more discussions on the weak null condition, we refer our readers to Section 1.1 of the author’s recent paper [50].

1.1.2. Radiation field. The radiation field for the wave equation was first studied by Friedlander [11–14]. For simplicity, we start with an $\mathbb{R}$-valued solution $u$ to a linear wave equation $\Box u = 0$ with initial data $(u, u_t)|_{t=0} \in C^\infty_c(\mathbb{R}^3)$. Then, it can be proved that the limit

$$F_0(q, \omega) = \lim_{r \to \infty} ru(r - q, r\omega)$$

exists for each $q \in \mathbb{R}$ and $\omega \in S^2$, and that the function $\mathbb{R} \times S^2 \ni (q, \omega) \mapsto F_0(q, \omega)$ is a smooth function. In addition, we have a pointwise estimate

$$|Z^I(u(t, x) - r^{-1}F_0(r - t, \omega))| \lesssim_I t^{-2}, \quad \forall I, \quad r > t/2 > 1.$$  

Here $Z^I$ is a product of $|I|$ vector fields: translations $\partial_i$, scaling $t\partial_t + r\partial_r$, rotations $x_i\partial_j - x_j\partial_i$ and Lorentz boosts $x_i\partial_t + t\partial_i$; see Section 2.2. Such a function $F_0$ is called the radiation field. For the proofs of these results, we refer our readers to Friedlander [11–14] and Section 6.2 of Hörmander [21].

It turns out that most of the discussion above still applies to global solutions to (1.1) with small and localized initial data. That is, if $u = (u^I)$ is a global solution to (1.1) for $t \geq 0$ with initial data (1.3) for sufficiently small $\varepsilon$, then the limit $F_0(q, \omega) = (F_0^I(q, \omega))$ defined by (1.10) exists and is smooth with respect to $(q, \omega) \in \mathbb{R} \times S^2$. Moreover, for each integer $M > 0$, the pointwise estimates (1.11), with an additional factor $\langle r - t \rangle$ on the right hand side, hold for all $|I| \leq M$, as long as $\varepsilon \ll_M 1$. Intuitively, these results remain true because the null condition guarantees that the nonlinear effects of the system (1.1) are much weaker than the linear effects. For the sake of completeness, we will present brief proofs of these results in Section 2.4.
Inspired by these examples, we give the following definition which will be used in this paper.

**Definition 1.1.** Suppose that \( u = (u^I) \) is a global solution to (1.5) for \( t \geq 0 \) with \( C^\infty_c \) initial data. We say that an \( \mathbb{R}^N \)-valued \( C^1 \) function \( F_0 = (F_0^I) \) of \( (q, \omega) \in \mathbb{R} \times \mathbb{S}^2 \) is the radiation field of \( u \), if

\[
F_0(q, \omega) = \lim_{r \to \infty} ru(r - q, r\omega), \quad \forall (q, \omega) \in \mathbb{R} \times \mathbb{S}^2,
\]

and if

\[
\sum_{|I| \leq 1} |Z^I(u(t, x) - r^{-1}F_0(r - t, \omega))| \lesssim t^{-2}(r - t), \quad \forall r > t/2 \gtrsim 1.
\]

Here \( Z^I \) is a product of \( |I| \) vector fields where each \( Z \) represents one of the commuting vector fields: translations \( \partial_a \), scaling \( t \partial_1 + r \partial_r \), rotations \( x_i \partial_j - x_j \partial_i \) and Lorentz boosts \( x_i \partial_t + t \partial_t \).

**Remark 1.1.1.** The Lorentz boosts \( \Omega_i \) for \( i = 1, 2, 3 \) in Definition 1.1 are in fact not necessary in our proof. Note that the commuting vector fields are introduced because we need the pointwise estimate (2.7) below. However, in this paper, we are only interested in the region where \( |r - t| \lesssim 1 \) and \( t \gtrsim 1 \), so instead of (2.7) we can apply

\[
|\partial_t + \partial_r| |\phi| + |(\partial_t - \omega_i \partial_r)\phi| \lesssim r^{-1}((r - t)|\partial \phi| + |S \phi| + \sum_{1 \leq j < k \leq 3} |\Omega_{jk} \phi|).
\]

We include the Lorentz boosts in this paper only for simplicity.

**Remark 1.1.2.** A direct corollary of (1.13) is that for each fixed \( q^0 \in \mathbb{R} \), we have

\[
\sum_{|I| \leq 1} |Z^I u| \lesssim q^0 (1 + t + r)^{-1}, \quad \forall r - q^0 > t > 0.
\]

This pointwise estimate will be useful in the rest of this paper. To prove (1.14), we first note that \( u \equiv 0 \) whenever \( r - t \geq C \) and that \( F_0 \equiv 0 \) whenever \( q \geq C \) for some constant \( C \). These two identities follow from the finite speed of propagation. Besides, we note that \( |u| + |Zu| \lesssim 1 \) for \( t \lesssim 1 \). So from now on, we can assume \( q^0 \leq r - t \leq C \) and \( t \gtrsim 1 \). Since \( Z^I(r - t) = O((r - t)) \) and \( Z^I \omega = O(1) \) whenever \( r \sim t \), by the chain rule we have

\[
\sum_{|I| \leq 1} |Z^I(r^{-1}F_0(r - t, \omega))| \lesssim q^0 (1 + t + r)^{-1}, \quad \forall |r - t| \lesssim q^0 + 1, \ t \gtrsim 1.
\]

This finishes the proof of (1.14).

**Remark 1.1.3.** The radiation fields are introduced to study the asymptotic behavior of the global solutions to (1.5). However, it is not guaranteed that a global solution to (1.5) admits a radiation field in general. In those cases, we need to introduce some other notion of “radiation fields”. For example, in (1.12), instead of taking the limit along a straight line, we may take the limit along a characteristic, i.e. a null curve with respect to some Lorentzian metric related to (1.5). To distinguish the new notions from the original one defined above, we sometimes call the new notion the asymptotic profiles.

For example, let us consider the following scalar quasilinear wave equation

\[
g^{\alpha \beta}(u)\partial_\alpha \partial_\beta u = 0, \quad \text{in } \mathbb{R}^{1+3},
\]
along with initial data (1.4). For sufficiently small $\varepsilon > 0$, this equation does admit a global solution $u$, but in general, the limit (1.12) does not exist, not even if we replace the straight line with the characteristic. This is because a global solution to the wave equation above has a pointwise decay $ct^{-1+C\varepsilon}$, and the $C\varepsilon$ in the power of $t$ cannot be improved in general. See, e.g., [37]. In this case, we construct an asymptotic profile, not by taking the limit (1.12), but by solving a certain system of asymptotic equations. For example, we can take our asymptotic profile as a solution to the Hörmander’s asymptotic equation (1.9), or to the geometric reduced system introduced by the author [51].

In general, given a system of nonlinear wave equations (1.5) which admits a global solution for any given initial data (1.4), we are interested in finding a good notion of asymptotic profile. One could then ask the following two types of questions related to this asymptotic profile.

1. Given a global solution to (1.5), can we find a corresponding asymptotic profile in the sense defined above? If two solutions correspond to the same asymptotic profile, are these two solutions the same?
2. Given an asymptotic profile, can we construct a global solution to (1.5) which matches the asymptotic profile at the infinite time?

In fact, these are the two main problems studied in (modified) scattering theory. The first one is called asymptotic completeness and the second one is called existence of (modified) wave operators. We refer our readers to [6,7,40,50,51] for some work on (modified) scattering theory for nonlinear wave equations.

It is now natural for us to study the uniqueness properties related to the radiation fields. Suppose that two solutions to (1.1) with (possibly different) $C^\infty$ initial data and that their radiation fields are equal everywhere. We are now interested in whether these two solutions are also equal. If (1.1) is replaced by $\Box u = 0$, then the answer is yes; see Theorem 6.2.2 in [21]. More interestingly, we can ask what happens if we only assume that the radiation fields of two solutions are equal whenever $q > R$ for some $R \in \mathbb{R}$. This would be the main question we study in this paper, in the context of the equations (1.1).

### 1.2. Unique continuation.

The uniqueness results proved in this paper are usually referred to as unique continuation. We refer to Tataru [48] for a survey on this topic. Generally, in unique continuation, we ask the following question:

**Question 1.2.** Let $P = \sum_{|\alpha| \leq m} c_\alpha(x) \partial^\alpha$ be an $m$-th order linear partial differential operator, and let $A$ and $B$ be two regions with $A \subset B$. Suppose that $u$ is a solution to $Pu = 0$ in $B$ and that $u = 0$ in $A$. Does it follow that $u = 0$ in $B$?

For example, if $P$ is the Laplacian $\Delta$, $A$ is a nonempty open set and $B$ is a connected open set, then we have an affirmative answer to Question 1.2.

One is interested in this type of question especially when it is related to an ill-posed Cauchy problem. In many cases, a Cauchy problem may not admit a solution for some initial or boundary data, but one could still expect a uniqueness result whenever a solution exists.

### 1.2.1. Unique continuation across a surface.

There have been several (local) unique continuation results proved in the case when $A$ is given by a level set. To state these results, we reformulate Question 1.2 as follows.
Question 1.3. Let $P = \sum_{|\alpha| \leq m} c_\alpha(x) (\partial/i)^\alpha$ be an $m$-th order linear partial differential operator. Let $h$ be a function and $S$ be a level set of $h$. Fix $x_0 \in S$. Suppose that $u$ is a smooth ($C^\infty$) solution to $Pu = 0$ in some neighborhood $V$ of $x_0$, and that $u = 0$ in $V \cap \{h > h(x_0)\}$. Does it follow that $u = 0$ near $x_0$?

If the coefficients of $P$ are all real analytic, and if $S$ is noncharacteristic with respect to $P$ at $x_0$ (i.e. $p(x_0, \nabla h(x_0)) \neq 0$ where $p = p(x,\xi)$ is the principal symbol of $P$), then we have an affirmative answer to Question 1.3. This is the Holmgren’s theorem; see [15, 24, 26]. We also remark that this theorem is related to the Cauchy–Kowalevski theorem.

If the coefficients of $P$ are merely smooth, in general, we do not have unique continuation for non-characteristic surfaces. See [3, 5, 16] for some counter examples. To guarantee unique continuation, we need additional assumptions.

Definition 1.4. Suppose that $P$ is a linear differential operator defined in $\mathbb{R}^d$. Let $p$ be the principal symbol of $P$. That is, $p(x,\xi) = \sum_{|\alpha| = n} c_\alpha(x) \xi^\alpha$. We say that $P$ is \textit{principally normal} in an open set $X \subset \mathbb{R}^d$ if for any compact subset $K$ of $X$, we have

$$|\{\p, p\}(x,\xi)| \lesssim_K |p(x,\xi)| \xi^{m-1}, \forall (x,\xi) \in K \times \mathbb{R}^d.$$ 

Here $\{p,q\}$ is the Poisson bracket defined by $\{p,q\} = \partial_x p \cdot \partial_x q - \partial_x p \cdot \partial_x q$.

Remark 1.4.1. In this paper we will only study unique continuation for operators with real principal symbols. From the definition, all such operators are principally normal.

Definition 1.5. Let $P$ be a principally normal operator defined in $\mathbb{R}^d$ whose principal symbol is $p$. Fix $x_0 \in S$ where $S$ is a level set of a $C^2$ function $h$. Suppose that $\nabla h(x_0) \neq 0$. Then, $S$ is \textit{strongly pseudoconvex} at $x_0$ with respect to $P$, if we have

$$\text{Re}\{\p, \{p,h\}\}(x_0,\xi) > 0, \text{ if } \xi \in \mathbb{R}^d \setminus 0, p(x_0,\xi) = \{p,h\}(x_0,\xi) = 0;$$

$$\{\p(x,\xi - i\tau \nabla h(x)), p(x,\xi + i\tau \nabla h(x))\}/2i\tau > 0,$$

if $x = x_0$, $\xi \in \mathbb{R}^d$, $\tau > 0$, $p(x,\xi + i\tau \nabla h(x)) = \{p(x,\xi + i\tau \nabla h(x)), h\} = 0$.

Remark 1.5.1. Intuitively, strong pseudoconvexity means that all characteristic curves tangent to the surface $S$ at $x_0$ must bend towards the region $\{h > h(x_0)\}$ where the solution is assumed to be vanishing.

If the operator $P$ is principally normal with $C^2$ coefficients and if the surface $S$ is strongly pseudoconvex, then we have an affirmative answer to Question 1.3. This is the Hörmander’s theorem, and we refer our readers to Chapter 28 of Hörmander [17]. We also remark that the necessity of strong pseudoconvexity for unique continuation is suggested by a counterexample constructed by Alinhac and Baouendi [3].

In fact, there is an intermediate case between the real analytic case and the smooth case. We decompose the space $\mathbb{R}^d$ as $\mathbb{R}^{d_1} \times \mathbb{R}^{d_2}$, and write $x \in \mathbb{R}^d$ as $x = (x_1, x_2) = \mathbb{R}^{d_1} \times \mathbb{R}^{d_2}$. Assume that the coefficients of $P$ are partially analytic, i.e. the coefficients $c_\alpha$’s are real analytic with respect $x_1$ and $C^1$ with respect to $x_2$. Then, under some suitable pseudoconvexity conditions, Tataru [45,46], Hörmander [22] and Robbianno-Zuily [13] proved that we still have an affirmative answer to Question 1.3 in this case.
1.2.2. Unique continuation for the wave equations. In Section 1.2.1 when the coefficients of $P$ are partially analytic, we mentioned that there is a local unique continuation result proved in [22, 43, 45, 46]. In the wave equation setting, we formulate their results as follows. Let us consider the linear wave-type equation:

$$Pu := □_g u + V(u) + Wu = 0 \quad \text{in } \mathbb{R}^{1+d}.$$  

Here $g$ is a given Lorentzian metric, $□_g$ is the corresponding Laplace-Beltrami operator, $V$ is a vector field, and $W$ is a potential function. Suppose that the coefficients of $P$ are all smooth, and real analytic with respect to $t$. Then, we have local unique continuation across any timelike surface.

We note that all the results in Section 1.2.1 are local. That is, they only hold in a neighborhood of a certain point. There are in fact several nonlocal uniqueness results in the wave equation setting. Some of them have the same form as Question 1.2. For example, Ionescu and Klainerman [23] proved a uniqueness theorem for the wave equations across bifurcate and characteristic surfaces $\{|x| = |t| + 1\} \subset \mathbb{R}^{1+d}$. Whitman and P. Yu [49] showed a converse theorem of the classical Huygens principle for free wave equations. There are also results which connect uniqueness with the decays of the solutions at infinity. For example, Alexakis and Shao [2] proved that a solution to $□u + Vu = 0$ must vanish if there is no incoming and no outgoing radiation on specific halves of past and future null infinities; Alexakis, Schlue and Shao [1] proved various uniqueness results from null infinity, for linear waves on asymptotically flat space-times; Duyckaerts, Kenig and Merle [10] (also see [8, 9] for some related work) proved that a radial nonradiative solution (i.e. a solution with asymptotically vanishing energy outside $|x| = |t|$ as $t \to \pm \infty$) to the energy-critical focusing wave equation with $C^\infty_c$ data vanishes everywhere. Since the radiation fields describe the asymptotic behavior of solutions to wave equations, we can see that the main question studied in this paper (stated right before Section 1.2) is closely related to the examples above.

1.3. The main theorems. We now state the main theorem of this paper.

**Theorem 1.** Suppose that $u$ and $\tilde{u}$ are two smooth global solutions to (1.1) for $t \geq 0$ with $C^\infty$ initial data. Assume that the radiation fields $F_0$ and $\tilde{F}_0$ of $u$ and $\tilde{u}$, respectively, exist in the sense of Definition 1.4. Suppose that $(u, u_t)|_{t=0}(x) = (\tilde{u}, \tilde{u}_t)|_{t=0}(x)$ whenever $|x| \geq R_1$, and that $F_0(q, \omega) = \tilde{F}_0(q, \omega)$ whenever $q > R_2$. Here $R_1, R_2$ are real constants such that $R_1 > 0$ and $R_2 < R_1$.

Our conclusion is that

(i) If $|R_2| < R_1$, then $u = \tilde{u}$ whenever $t > 0$ and $|x|^2 - (t + R_2)^2 \geq R_1^2 - R_2^2$.

(ii) If $R_2 \leq -R_1$, then $u = \tilde{u}$ everywhere.

We quickly remark that part (i) of Theorem 1 can be improved in the linear case (i.e. $Q \equiv 0$ in (1.1)). We will discuss this later in Remark 1.7.

To prove Theorem 1 we first notice that part (ii) follows from part (i) by sending $R_2 \downarrow -R_1$. To prove part (i), we study the linear PDE which the difference $u - \tilde{u}$ should satisfy. For an $\mathbb{R}^N$-valued function $\phi = (\phi^I)_{I=1}^N$, we define $\Box \phi = (\Box \phi^I)_{I=1}^N$ by

$$\Box \phi^I := □_g \phi^I + \sum_{J=1}^N \sum_{\alpha=0}^3 V_J^I,_{\alpha} \partial_\alpha \phi^J + \sum_{J=1}^N W_J^I \phi^J, \quad I = 1, 2, \ldots, N.$$
Figure 1. Assuming $|R_2| < R_1$, we define the blue region, the red region and the green region by 

\[ A = \{ r - t \geq R_1 \}, \quad B = \{ r^2 - (t + R_2)^2 \geq R_1^2 - R_2^2 \} \setminus A, \]
\[ C = \{ r - t \leq R_2, \ r + t \geq R_1 \} \setminus (A \cup B), \]

respectively.

Here $V_j^{I,\alpha} = V_j^{I,\alpha}(t, x)$ and $W_j^I = W_j^I(t, x)$ are given continuous functions.

Theorem 1 is now a corollary of the following theorem.

**Theorem 2.** Fix two constants $R_1, R_2 \in \mathbb{R}$ such that $R_1 > 0$ and $|R_2| < R_1$. Define an open set

\[ (1.16) \quad D = D_{R_1, R_2} := \{(t, x) \in \mathbb{R}^{1+3} : t > 0, \ (r - t - R_2)(r + t + R_2) > R_1^2 - R_2^2\}. \]

For a fixed constant $0 < \gamma \leq 1$, we suppose that the continuous functions $V_j^{I,\alpha}$'s and $W_j^I$'s for $I, J = 1, \ldots, N$ and $\alpha = 0, 1, 2, 3$ are defined in $D$ and that they satisfy the following pointwise estimates:

\[ (1.17) \quad \sum_{I, J=1}^{N} \sum_{\alpha=0}^{3} |V_j^{I,\alpha}| \leq C_1 (1 + t + r)^{-1} \quad \forall (t, x) \in D, \]

and

\[ (1.18) \quad \sum_{I, J=1}^{N} |\sum_{\alpha=0}^{3} V_j^{I,\alpha} \hat{\omega}_\alpha| + \sum_{I, J=1}^{N} |W_j^I| \leq C_1 (1 + t + r)^{-1-\gamma} \quad \forall (t, x) \in D. \]

Here $\hat{\omega} = (-1, \omega) = (-1, x/r)$.

In addition, we suppose that $\phi = (\phi^I) \in C^2(D; \mathbb{R}^N)$ is a solution to $\tilde{\Box} \phi = 0$. Assume that $\phi = 0$ for all $r - t \geq R_1$, and that for a fixed constant $\gamma' > 0$, it satisfies the pointwise estimates:

\[ (1.19) \quad |\phi| + |\partial \phi| \leq C_2 (1 + t + r)^{-3/2-\gamma'} \quad \forall (t, x) \in D, \]

and

\[ (1.20) \quad |(\partial_t + \partial_r)\phi| \leq C_2 (1 + t + r)^{-5/2-\gamma'} \quad \forall (t, x) \in D. \]

Our conclusion is that $\phi \equiv 0$ in $D$. 
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In Figure 1 we depict the regions in the main theorems. The union of the red and blue regions $A \cup B$ denotes both the set where $u = \tilde{u}$ in part (i) of Theorem 1 and the region $\mathcal{D}$ in Theorem 2.

Here are several remarks about Theorem 1 and 2.

**Remark 1.6.** In Theorem 1 we do not have any smallness assumption; the small parameter $\varepsilon$ is not involved at all. As a result, this theorem is also applicable in the large data case. However, for large data, a global solution does not necessarily exist; even if it exists, it does not necessarily admit a radiation field. Thus, we must assume that there are two global solutions and that these global solutions admit radiation fields in the statement of Theorem 1.

**Remark 1.7.** Both our main theorems involve a hyperboloid $r^2 - (t + R_2)^2 = R_1^2 - R_2^2$. This hyperboloid arises as follows. In our proofs, we apply the Hörmander’s theorem to a family of strongly pseudoconvex surfaces $(r + \nu)^2 - (t + R_2)^2 = R_1^2 - R_2^2$ with $\nu > 0$. See Example 2.10. By taking the limit as $\nu \downarrow 0$, we obtain the hyperboloid above. However, this hyperboloid itself is not strongly pseudoconvex. In other words, the exterior of this hyperboloid is the largest region we expect in the uniqueness result if we only apply the Hörmander’s theorem.

Remark 1.8. Theorem 2 would fail if we do not assume that $\phi$ is vanishing for $r - t \geq R_1$. In fact, $1/r$ is a solution to the linear wave equation in $\mathbb{R}^{1+3} \setminus \{x = 0\}$, and so is any derivative of $1/r$. Now, for each $k \geq 1$, we have $|\partial^k (1/r)| \lesssim r^{-1-k}$, so its radiation field is zero. However, $\partial^k (1/r)$ is nonvanishing everywhere.

**Remark 1.9.** In Theorem 1 we cannot obtain a uniqueness result if we only have information about where the two radiation fields are equal. In other words, the assumption that $(u, u_t)|_{t=0} = (\tilde{u}, \tilde{u}_t)|_{t=0}$ whenever $|x| \geq R_1$ is necessary for our uniqueness result.

To see this, we construct a family of solutions to the linear wave equation $\Box u = 0$, such that all of their radiation fields vanish for $q \geq 0$ and that the union of their supports is equal to $\mathbb{R}^{1+3}$. Suppose that $u$ is a nonzero solution to $\Box u = 0$ such that the support of $(u, u_t)|_{t=0}$ is $\{r \leq 1\}$. Because of the finite speed of propagation, the support of $u$ is $\{|r - |t|| \leq 1\}$. Set $u_L(t, x) := u(t - L, x)$, and we get a family of solutions to the linear wave equation. For all $L > 1$, the radiation field $F_{L,0}(q, \omega)$ of $u_L$ is equal to 0 whenever $q \geq 0$, and the support of $u_L$ is $\{r - |t - L| \leq 1\}$. It is clear that $\bigcup_{L \geq 1} \{r - |t - L| \leq 1\} = \mathbb{R}^{1+3}$.

1.4. **Idea of the proofs.** We first discuss how to prove Theorem 2. Define a function

$$f_\delta(t, x) = r - t - \delta^{-1}t^{-\delta}, \quad 0 < \delta < 1/2, \ t > 0.$$
We choose this function because its level set is strongly pseudoconvex with respect to $\Box$ for sufficiently large time $t$, and because its level set approaches the characteristic level set $\{r - t = C\}$ as $t \to \infty$. In Section 3 we prove the Carleman estimates, i.e. Proposition 3.1 which are related to this function $f_\delta$. The proof is similar to that of classical Carleman estimates, but we need to take the decay rates of all the functions involved into account. In Section 4 we show a unique continuation result related to $f_\delta$ by applying the Carleman estimates. Note that Proposition 3.1 only works for functions which are compactly supported in the spacetime, so we introduce some cutoff functions in our proof. The main result in this section, Proposition 4.1, states that a solution $\phi$ in the spacetime, so we introduce some cutoff functions in our proof. The main result in this section, Proposition 4.1, states that a solution $\phi$ in the spacetime, so we introduce some cutoff functions in our proof. The main result in this section, Proposition 4.1, states that a solution $\phi$ in the spacetime, so we introduce some cutoff functions in our proof. The main result in this section, Proposition 4.1, states that a solution $\phi$ in the spacetime, so we introduce some cutoff functions in our proof. The main result in this section, Proposition 4.1, states that a solution $\phi$ in the spacetime, so we introduce some cutoff functions in our proof. The main result in this section, Proposition 4.1, states that a solution $\phi$ in the spacetime, so we introduce some cutoff functions in our proof.

After proving Theorem 2, we notice that Theorem 1 follows from Theorem 2. The proof relies on both the null condition (1.3) and the estimate (1.13) in Definition 1.1. See Section 5.2. We also explain how we prove the result stated in Remark 1.7 by applying the Holmgren’s theorem. It turns out that the proof of this part is very similar to that of Theorem 1.
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2. Preliminaries

2.1. Notations. We use $C$ to denote universal positive constants. We write $A \lesssim B$ or $A = O(B)$ if $|A| \leq CB$ for some $C > 0$. We write $A \sim B$ if $A \lesssim B$ and $B \lesssim A$. We use $C_v$ or $\lesssim_v$, if we want to emphasize that the constant depends on a parameter $v$. The values of all constants in this paper may vary from line to line. Moreover, we write $A \ll 1$ if $0 < A < 1$ is a sufficiently small number, and we write $A \gg 1$ if $A > 1$ is a sufficiently large number. Similarly, we use $\ll_v$ and $\gg_v$ to emphasize the dependence on a parameter $v$.

Unless specified otherwise, we always assume that the Latin indices $i,j,l$ take values in $\{1,2,3\}$ and the Greek indices $\alpha, \beta$ take values in $\{0,1,2,3\}$. We define $\partial_\alpha$ by $\partial_0 = \partial_t$ and $\partial_i = \partial_{x_i}$ for $i = 1,2,3$. We also define $\partial^\alpha = m^{\alpha\beta}\partial_\beta$ with $(m^{\alpha\beta}) = (m_{\alpha\beta}) = \text{diag}(-1,1,1,1)$ is the Minkowski metric. Here we use the Einstein summation convention. In other words, we have $\partial^0 = -\partial_0$ and $\partial^i = \partial_i$.

2.2. Commuting vector fields. We denote by $Z$ any of the following vector fields:

\[ \partial_\alpha, \alpha = 0,1,2,3; \quad S = t\partial_t + r\partial_r; \quad \Omega_{ij} = x_i\partial_j - x_j\partial_i, \quad 1 \leq i < j \leq 3; \quad \Omega_{0i} = x_i\partial_t + t\partial_i, \quad i = 1,2,3. \]

We write these vector fields as $Z_1, Z_2, \ldots, Z_{11}$, respectively. For any multiindex $I = (i_1, \ldots, i_m)$ with length $m = |I|$ such that $1 \leq i_s \leq 11$, we set $Z^I = Z_{i_1}Z_{i_2}\cdots Z_{i_m}$. Then we have the Leibniz’s rule

\[ Z^I(fg) = \sum_{|J| + |K| = |I|} C^I_{JK} Z^J f Z^K g, \quad \text{where } C^I_{JK} \text{ are constants.} \]
Remark. In this paper, the superscript $I$ can denote either a multiindex (e.g. $Z^I$) or an index for an $\mathbb{R}^N$-valued function (e.g. $u^I$).

We have the following commutation properties.

\begin{equation}
[S,\Box] = -2\Box, \quad [Z,\Box] = 0 \text{ for other } Z;
\end{equation}
\begin{equation}
[Z_1, Z_2] = \sum_{|I| = 1} C_{Z_1, Z_2, I} Z^I, \quad \text{where } C_{Z_1, Z_2, I} \text{ are constants};
\end{equation}
\begin{equation}
[Z, \partial_\alpha] = \sum_{\beta} C_{Z, \alpha\beta} \partial_\beta, \quad \text{where } C_{Z, \alpha\beta} \text{ are constants}.
\end{equation}

In this paper, we will need the following pointwise bounds.

Lemma 2.1. For any function $\phi$, we have
\begin{equation}
|\partial^k \phi| \leq C\langle t - r \rangle^{-k} \sum_{|I| \leq k} |Z^I \phi|, \quad \forall k \geq 1,
\end{equation}
and
\begin{equation}
|(\partial_t + \partial_r) \phi| + |(\partial_t - \omega_i \partial_i) \phi| \leq C\langle t + r \rangle^{-1} \sum_{|I| = 1} |Z^I \phi|.
\end{equation}

Here $\langle s \rangle = \sqrt{1 + |s|^2}$ is the Japanese bracket.

The proofs of these results are standard. We refer to, for example, [21,44] for their proofs.

2.3. The null condition. Let $Q = (Q^I)$ be a smooth $\mathbb{R}^N$-valued function defined in $\mathbb{R}^N \times \mathbb{R}^{4N}$, and suppose that the nonlinear terms $Q^I$’s satisfy the null condition. That is, we have (1.2) and (1.3). Then we have the following useful estimates.

Proposition 2.2. Fix an integer $M > 0$ and a time $T_0 > 0$. Suppose $\phi$ is an $\mathbb{R}^N$-valued $C^M$ function of $(t,x)$ such that
\begin{equation}
\sum_{|J| \leq M} |Z^J \phi| \leq 1, \quad \text{for } t \geq T_0.
\end{equation}

Then, whenever $r/t \in [1/2, 2]$ and $t \geq T_0$, we have
\begin{equation}
\sum_{|J| \leq M - 1} |Z^J Q(\phi, \partial \phi)| \lesssim_M \langle t \rangle^{-1} \langle r - t \rangle^{-1} \left( \sum_{1 \leq |J| \leq M} |Z^J \phi| \right)^2 \left( \sum_{|J| \leq M} |Z^J \phi| \right)^3.
\end{equation}

Proof. (Sketch). It suffices to prove (2.9) when there is no remainder term in (1.2) for each $I$. In other words, we can assume that
\[ Q^I(u, v) = \sum_{I, J = 1}^N \sum_{\alpha, \beta = 0}^3 A_{I,J,K}^\alpha v_\alpha^J v_\beta^K, \quad \text{for all } (u, v) \in \mathcal{O} \subset \mathbb{R}^N \times \mathbb{R}^{4N}. \]

We can prove this by the chain rule, the Taylor expansion of $Q$ and (2.8). It thus suffices to prove that for fixed $I, J, K$, we have
\begin{equation}
\sum_{|L| \leq M - 1} |Z^L(A_{I,J,K}^\alpha \phi \partial_\alpha \phi | \lesssim_M \langle t \rangle^{-1} \langle r - t \rangle^{-1} \left( \sum_{1 \leq |J| \leq M} |Z^J \phi| \right)^2.
\end{equation}
Here we use the Einstein summation convention. This estimate follows from Lemma 6.6.5 in [21], Lemma II.5.4 in [44], and Lemma 2.1. We also refer to Lemma 2.3 and Lemma 2.4 in [50]. □

2.4. Global existence results for (1.1) with small $C^\infty_c$ data. In this subsection, we present several results about the global solutions to the Cauchy problem (1.1) along with the initial data (1.4). In fact we will not use the results in this subsection to prove our main theorems. Our goal, however, is to verify that Definition 1.1 makes sense. That is, a solution to (1.1) does admit a radiation field in the sense of Definition 1.1, at least when the initial data are small and localized.

The first result is the global existence result for semilinear wave equations satisfying the null condition. In addition to [4, 33, 35], we also refer our readers to Section 6.6 of [21].

**Proposition 2.3** (Klainerman [33,35], Christodoulou [4]). For sufficiently small $\varepsilon \ll 1$, the Cauchy problem (1.1) and (1.4) has a smooth global solution $u$ for $t \geq 0$. Moreover, for each integer $M > 0$, as long as $\varepsilon \ll M^{1}$, we have the pointwise bounds

$$
\sum_{|J| \leq M} |Z^J u(t, x)| \lesssim_M \varepsilon (t + r)^{-1}.
$$

(2.11)

Here $Z$’s are the commuting vector fields introduced in Section 2.2.

Next, we present a global solution constructed in Proposition 2.3 admits a radiation field as defined in Definition 1.1.

**Proposition 2.4.** Fix an integer $M > 0$, and let $u$ be a smooth solution constructed in Proposition 2.3 satisfying the pointwise bounds (2.11). Then, $u$ has a radiation field $F_0$ defined by

$$
F_0(q, \omega) = \lim_{r \to \infty} ru(r - q, r\omega),
$$

such that for $\varepsilon \ll_M 1$, we have

$$
\sum_{|J| \leq M} |Z^J (u - r^{-1}F_0(r - t, \omega))| \lesssim_M \varepsilon (r - t)^{-2}, \quad r > t/2 \gg 1.
$$

(2.13)

**Proof.** (Sketch). Fix a multiindex $L$. Then, by applying $Z^L$ to (1.1), we can show that

$$
\Box Z^L u^I = Z^L Q^I (u, \partial u) + \sum_{|L'| < |L|} C_{L',L} Z^{L'} Q^I (u, \partial u).
$$

Then, for $\varepsilon \ll_M 1$, by Proposition 2.2 we have

$$
\sum_{|L| \leq M} |\Box Z^L u| \lesssim_M \varepsilon^2 (t + r)^{-3}, \quad t \gg 1.
$$

Recall that

$$
\Box \phi = -r^{-1}(\partial_t + \partial_r)(\partial_t - \partial_r)(r\phi) + r^{-2} \sum_{1 \leq i < j \leq 3} \Omega_{ij} \Omega_{ij} \phi.
$$

By setting $\phi = Z^L u$ and applying (2.11), we have

$$
\sum_{|L| \leq M} |(\partial_t + \partial_r)(\partial_t - \partial_r)(rZ^L u)(t, x)| \lesssim \varepsilon (t + r)^{-2}.
$$
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For each fixed $q_0$ and $\omega \in S^2$, we can show that whenever $1 \leq q_0 < R < R'$,
\[
\sum_{|L| \leq M} \left| (\partial_t - \partial_x)(rZ^L u)(R' - q_0, R') - [(\partial_t - \partial_x)(rZ^L u)](R - q_0, R) \right|
\lesssim \int_R^{R'} \varepsilon(r)^{-2} \, dr \lesssim \varepsilon R^{-1}.
\]
As a result, for each multiindex $L$ with $|L| \leq M$, the limit
\[
A_{0,L}(q_0, \omega) := \lim_{r \to \infty} [(\partial_t - \partial_x)(rZ^L u)](r - q_0, r)\omega
\]
events. Thus, we can define
\[
F_0(q_0, \omega) := -\frac{1}{2} \int_{q_0}^{\infty} A_{0,0}(q, \omega) \, dq.
\]
The proofs of (2.12) and (2.13) are standard. We refer to Section 5 and 7 in [50] for similar proofs in a quasilinear wave equation setting.

2.5. The local unique continuation property. In this subsection, we recall the definition of strong pseudoconvexity and the Carleman estimates for $P = \tilde{\Box}$ where $\tilde{\Box}$ is defined by (1.15). In particular, we state the corresponding Hörmander theorem (Corollary 2.7) which will be used in the proof of our main theorems: see Section 5.

Set $p(\xi) = -m^{\alpha \beta} \xi_\alpha \xi_\beta$ for each $\xi = (\xi_\alpha)_{\alpha=0,1,2,3} \in \mathbb{R}^{1+3}$, so we have $p(D) = p(\nabla_{t,x}/i) = \Box$. We first recall the definition of strong pseudoconvexity.

**Definition 2.5.** Fix an open subset $O$ in $\mathbb{R}^{1+3}$, and fix a $C^2$ function $\tilde{f}(t,x)$ defined in $O$. Suppose that $\nabla_{t,x}\tilde{f}$ is nowhere vanishing. We say that the level sets of $\tilde{f}$ are strongly pseudoconvex with respect to $\Box$ in $O$, if the following two estimates hold for all $(t,x) \in O$: we have
\[
\{p, \{p, \tilde{f}\}\}(t,x,\xi) > 0
\]
whenever $\xi \in \mathbb{R}^{1+3} \setminus \{0\}$ and $p(\xi) = \{p, \tilde{f}\}(t,x,\xi) = 0$; for each $\tau > 0$ and $p_\tau(t,x,\xi) := p(\xi + i\tau\nabla_{t,x}\tilde{f}(t,x))$, we have
\[
\frac{1}{i\tau}\{p_\tau, p_\tau\}(t,x,\xi) > 0
\]
whenever $\xi \in \mathbb{R}^{1+3} \setminus \{0\}$ and $p_\tau(t,x,\xi) = \{p_\tau, \tilde{f}\}(t,x,\xi) = 0$.

**Remark.** Since $p(\xi)$ is $\mathbb{R}$-valued, we can prove that (2.14) implies (2.15). Thus, to prove strong pseudoconvexity, we only need to check (2.14).

Strong pseudoconvexity implies the Carleman estimates, as shown in the next proposition. Note that $p(\xi)$ is the principal symbol of $\tilde{\Box}$ where $\tilde{\Box}$ is defined by (1.15).

**Proposition 2.6 (Carleman estimates).** Suppose that the level sets of $\tilde{f}$ are strongly pseudoconvex with respect to $\Box$ in an open subset $O$. Fix $(t_0, x_0) \in O$. Then, there exist constants $\tau_0, \lambda > 0$ and an open set $N \subset O$ containing $(t_0, x_0)$, such that
\[
\tau \left\| \exp(\tau \exp(\lambda \tilde{f}))\psi \right\|^2_{H^1(N)} \lesssim \left\| \exp(\tau \exp(\lambda \tilde{f}))\Box \psi \right\|^2_{L^2(N)}
\]
for each \( \psi \in H^1_c(\mathcal{N}; \mathbb{R}^N) \) (i.e. \( \psi \) is \( \mathbb{R}^N \)-valued and \( \text{supp} \psi \) is compact) and \( \tau \geq \tau_0 \). Here the \( H^1_c \) norm is defined by
\[
\| g \|_{H^1_c} := \left\| (|D|^2 + \tau^2)^{1/2} g \right\|_{L^2}.
\]

**Proof.** We first note that the proposition holds with (2.16) replaced by
\[
\tau \left\| \exp(\tau \exp(\lambda \tilde{f})) u \right\|_{H^1_c(\mathcal{N})} \lesssim \left\| \exp(\tau \exp(\lambda \tilde{f})) \Box u \right\|_{L^2(\mathcal{N})}
\]
for each \( u \in H^1_c(\mathcal{N}; \mathbb{R}) \). The proof of (2.17) relies on strong pseudoconvexity of \( \tilde{f} \). We skip its proof here and refer our readers to Section 28.3 in Hörmander [17], or Remark 7 and Theorem 8 in Tataru [18].

Next, we write \( \Phi := \exp(\lambda \tilde{f}) \). By applying (2.17) to \( \psi^I \), we have
\[
\tau^{1/2} \left\| \exp(\tau \Phi) \psi \right\|_{H^1_c} \lesssim \sum_I \left\| \exp(\tau \Phi) \Box (\psi^I) \right\|_{L^2}
\]
\[
\lesssim \left\| \exp(\tau \Phi) \Box \psi \right\|_{L^2} + \left\| \exp(\tau \Phi) \left( \sum_I V^I_{J,\alpha} \partial_{\alpha} \psi^I + \sum_J W^I_J \psi^I \right) \right\|_{L^2}
\]
\[
\lesssim \left\| \exp(\tau \Phi) \Box \psi \right\|_{L^2} + \left\| \exp(\tau \Phi) \partial \psi \right\|_{L^2} + \left\| \exp(\tau \Phi) \psi \right\|_{L^2}.
\]
Here we use the estimates \( V^*_{*,*}, W^*_* = O(1) \). To continue, we note that
\[
\left\| \exp(\tau \Phi) \partial \psi \right\|_{L^2} \leq \left\| \exp(\tau \Phi) \psi \right\|_{H^1} + \| \tau \exp(\tau \Phi) (\partial \Phi) \psi \|_{L^2}.
\]
Since \( \partial \Phi = \lambda \exp(\lambda \tilde{f}) \cdot \partial \tilde{f} = \lambda \Phi \partial \tilde{f} = O_\lambda(1) \), we conclude that
\[
\tau^{1/2} \left\| \exp(\tau \Phi) \psi \right\|_{H^1_c} \leq C \left\| \exp(\tau \Phi) \Box \psi \right\|_{L^2} + C_\lambda \left\| \exp(\tau \Phi) \psi \right\|_{H^1_c}.
\]
Thus, by choosing \( \tau_0 \geq 4C^2_\lambda \), we have \( \tau^{1/2} \geq 2C_\lambda \) whenever \( \tau \geq \tau_0 \). As a result, we have
\[
\tau^{1/2} \left\| \exp(\tau \Phi) \psi \right\|_{H^1_c} \lesssim_\lambda \left\| \exp(\tau \Phi) \Box \psi \right\|_{L^2}, \quad \tau \geq \tau_0.
\]
This is (2.16). \( \square \)

A corollary of the Carleman estimates is the following local unique continuation property. It is in fact the Hörmander’s theorem stated after Definition 1.5 in Section 1.2.1 with \( P = \Box \). Again, we refer our readers to [17][18].

**Corollary 2.7** (Local unique continuation property). Suppose that the level sets of \( \tilde{f} \) are strongly pseudoconvex with respect to \( \Box \) in an open set \( \mathcal{O} \). Fix \( (t_0, x_0) \in \mathcal{O} \) and suppose \( \phi \) is a solution to \( \Box \phi = 0 \) near \( (t_0, x_0) \). Then, there exists an open set \( \mathcal{N} \) in \( \mathbb{R}^{1+3} \) such that \( (t_0, x_0) \in \mathcal{N} \subset \mathcal{O} \), such that, if \( \phi \equiv 0 \) in \( \mathcal{N} \cap \{ \tilde{f} \geq \tilde{f}(t_0, x_0) \} \), then \( \phi \equiv 0 \) in \( \mathcal{N} \).

We end this subsection with some examples of strongly pseudoconvex surfaces. In this paper, we study those surfaces which are level sets of functions of the form \( \tilde{f}(t, x) = h(t, r) \). That is, \( \tilde{f} \) is spherically symmetric with respect to \( x \). In the next lemma, we present a sufficient condition for strong pseudoconvexity.
Lemma 2.8. Suppose \( \tilde{f}(t, x) = h(t, r) \) where \( h \) is a \( C^2 \) function such that \( \partial_t h \neq 0 \) everywhere. Then, we have

\[
(2.18) \quad \{p, \tilde{f}\} = 2\xi_0 \partial_t h - 2 \sum_{j=1}^{3} \xi_j \omega_j \partial_r h, \\
(2.19) \quad \{p, \{p, \tilde{f}\}\} \\
\quad = 4\xi_0^2(\partial_t^2 h) - 8\xi_0 \sum_{j=1}^{3} \xi_j \omega_j (\partial_t \partial_r h) + 4(\sum_{j=1}^{3} \xi_j \omega_j)^2(\partial_t^2 h) + 4r^{-1}(\sum_{j=1}^{3} \xi_j^2 - (\sum_{j=1}^{3} \xi_j \omega_j)^2) \partial_r h.
\]

If moreover \( p(\xi) = \{p, \tilde{f}\}(t, x, \xi) = 0 \) for some \( \xi \in \mathbb{R}^{1+3} \setminus \{0\} \) and some \( (t, x) \), then we have \( \xi_0^2 = \sum_{j=1}^{3} \xi_j^2 > 0 \) and \( \sum_{j=1}^{3} \xi_j \omega_j = (\partial_t h/\partial_r h)\xi_0 \). In this case, we have

\[
(2.20) \quad \{p, \{p, \tilde{f}\}\} = 4\xi_0^2[\partial_t^2 h - 2(\partial_t h/\partial_r h)\partial_t \partial_r h + (\partial_t h/\partial_r h)^2 \partial_t^2 h + r^{-1}(1 - (\partial_t h/\partial_r h)^2) \partial_r h].
\]

As a result, we have strong pseudoconvexity if we have

\[
(2.21) \quad \partial_t^2 h - 2(\partial_t h/\partial_r h)\partial_t \partial_r h + (\partial_t h/\partial_r h)^2 \partial_t^2 h + r^{-1}(1 - (\partial_t h/\partial_r h)^2) \partial_r h > 0
\]

whenever \( |\partial_t h| \leq |\partial_r h| \).

**Proof.** Its proof is standard and thus omitted. We remark that, if \( |\partial_t h| > |\partial_r h| \), then \( p(\xi) = \{p, \tilde{f}\}(t, x, \xi) = 0 \) will not hold for any \( (t, x, \xi) \). This is because \( |\xi_0| = (\sum_{j=1}^{3} \xi_j^2)^{1/2} \geq |\sum_{j=1}^{3} \xi_j \omega_j| \) whenever \( p(\xi) = 0 \). \( \square \)

Here are two examples of \( \tilde{f} \) whose level sets are strongly pseudoconvex in \( \mathcal{O} \). Note that the strong pseudoconvexity proved in Example 2.10 will be used in Section 5; see (5.3).

**Example 2.9.** Let \( \mathcal{O} = \mathcal{D} \) and \( h(t, r) = r - \nu t \) where \( \nu \in \mathbb{R} \setminus \{\pm 1\} \) is a fixed constant. In fact, when \( |\nu| > 1 \), we have \( |\partial_t h| > |\partial_r h| \); when \( |\nu| < 1 \), we have

\[
\partial_t^2 h - 2(\partial_t h/\partial_r h)\partial_t \partial_r h + (\partial_t h/\partial_r h)^2 \partial_t^2 h + r^{-1}(1 - (\partial_t h/\partial_r h)^2) \partial_r h = r^{-1}(1 - \nu^2) > 0.
\]

So the level sets of \( h \) are strongly pseudoconvex in \( \mathcal{O} \).

**Example 2.10.** Fix \( \nu > 0 \) and \( \kappa \in \mathbb{R} \). Define \( h(t, r) = (r + \nu)^2 - (t + \kappa)^2 \) and

\[
\mathcal{O} = \{(t, x) \in \mathbb{R}^{1+3} : t > 0, \ h > 0\}.
\]

Then,

\[
\partial_t^2 h - 2(\partial_t h/\partial_r h)\partial_t \partial_r h + (\partial_t h/\partial_r h)^2 \partial_t^2 h + r^{-1}(1 - (\partial_t h/\partial_r h)^2) \partial_r h \\
= -2 + 2\left(\frac{2(t + \kappa)}{2(r + \nu)}\right)^2 + r^{-1}(1 - \left(\frac{2(t + \kappa)}{2(r + \nu)}\right)^2) \cdot 2(r + \nu) = 2(r + \nu)^{-2}r^{-1} \nu h.
\]

So the level sets of \( h \) are strongly pseudoconvex in \( \mathcal{O} \).
3. The Carleman estimates

In this section, we present the Carleman estimates which are used to prove our main theorems. To state the main proposition, we first make several additional definitions. Fix two fixed constants $R \in \mathbb{R}$ and $T_0 > |R|$. We define
\begin{equation}
\Omega_{T_0,R} := \{(t, x) \in \mathbb{R}^{1+3} : t \geq T_0, |x| - t > R\}.
\end{equation}

For a fixed constant $\delta \in (0, 1/2)$, we set
\begin{equation}
f_\delta = f_\delta(t, x) := r - t - \delta^{-1}t^{-\delta}, \quad (t, x) \in \mathbb{R}_+ \times \mathbb{R}^3, \ r = |x|.
\end{equation}

We usually omit the subscript and write $f$ instead of $f_\delta$.

In this section we seek to prove the following Carleman estimates.

**Proposition 3.1.** Fix $R, R', R'' \in \mathbb{R}$ such that $R > R' > R''$. Also fix $T_s > |R''| + 1$. For a fixed constant $0 < \gamma \leq 1$, we suppose that we have continuous functions $V_j^{I,\alpha}$'s and $W_j^{I}$'s for $I, J = 1, \ldots, N$ and $\alpha = 0, 1, 2, 3$ defined in $\Omega_{T_s,R''}$, and that they satisfy the following pointwise estimates:
\begin{equation}
\sum_{I, J=1}^{N} \sum_{\alpha=0}^{3} |V_j^{I,\alpha}| \leq C_1 (1 + t + r)^{-1} \quad \forall (t, x) \in \Omega_{T_s,R''},
\end{equation}

and
\begin{equation}
\sum_{I, J=1}^{N} |\sum_{\alpha=0}^{3} V_j^{I,\alpha} \omega_{\alpha}| + \sum_{I, J=1}^{N} |W_j^{I}| \leq C_1 (1 + t + r)^{-1-\gamma} \quad \forall (t, x) \in \Omega_{T_s,R''}.
\end{equation}

Here $\omega = (-1, \omega) = (-1, x/r)$.

Then, for all sufficiently large time $T_0 \gg T_s, R''; C_1, \gamma$, $1$, we have the following estimate. For all $\tau \gg 1$, $\delta \in (0, \gamma)$ and any function $\psi = (\psi^I) \in C^2_c(\Omega_{T_0,R''}; \mathbb{R}^N)$ with support contained in $\{r - t < R\}$, we have
\begin{equation}
\tau \int_{\Omega_{T_0,R''}} |[\partial_t \psi|^2 + (\tau |\psi|)^2]t^{-\delta} \ dx \ dt \lesssim \int_{\Omega_{T_0,R''}} |\tilde{\Delta}_{\tau,\delta,R''} \psi|^2 t^2 \ dx \ dt.
\end{equation}

Here $\tilde{\Delta}_{\tau,\delta,R''}$ is defined by
\begin{equation}
\tilde{\Delta}_{\tau,\delta,R''} \psi := e^{\tau(f_\delta - R')} \tilde{\Box}(e^{-\tau(f_\delta - R')} \psi).
\end{equation}

Here $\tilde{\Box}$ is defined by (1.15). Note that the constant in (3.5) is independent of $\tau$, $T_0$, $\delta$ and $\psi$. Also note that $T_0$ can be chosen to be independent of $R'$.

**Remark 3.1.1.** We emphasize that here the function $\psi$ is different from the solution $\phi$ in Theorem 2. Thus, in order to apply this proposition, we do not need to check that $\phi \in C^2_c(\Omega_{T_0,R''}; \mathbb{R}^N)$. In fact, in Section 4 we will apply Proposition 3.1 to the product of $\phi$ and some cutoff functions.

**Remark 3.1.2.** Let us compare the estimate (3.5) with the classical Carleman estimate (2.16) for $\tilde{\Box}$. Rewrite (2.16) as follows (by replacing $\psi$ with $\exp(-\tau \exp(\lambda \tilde{f}))\psi$):
\begin{equation}
\tau \|\partial \psi\|_{L^2(N)}^2 + \tau^3 \|\psi\|_{L^2(N)}^2 \sim \tau \|\psi\|_{H^1_{\lambda}(N)}^2 \lesssim \left\|\exp(\tau \exp(\lambda \tilde{f}))\tilde{\Box} \exp(-\tau \exp(\lambda \tilde{f})\psi\right\|_{L^2(N)}^2.
\end{equation}
Note that (3.5) and (3.7) have essentially the same form. However, the integral domain in (3.5) is a small neighborhood of a point, while that in (3.7) is not. In other words, (3.7) is a local (and thus weaker) estimate while (3.5) is nonlocal (and thus stronger). To compensate for this, for large time $t \gg 1$, we add an extra weight $t^{-\delta}$ to make the left hand side smaller, and an extra weight $t^2$ to make the right hand side larger.

Here is a sketch of the proof of Proposition 3.1. In Section 3.1, we decompose the operator $\Box_{r,\delta,R'}$ into three auxiliary operators $P_1, P_2$ and $R^I$. That is, we set

$$(\Box_{r,\delta,R'}\psi)^I = P_1(\psi^I) + P_2(\psi^I) + R^I(\psi), \quad \forall I$$

with

$$P_1(\psi^I) := \Box\psi^I + \tau^2(\partial^\alpha f \partial_\alpha f)\psi^I,$$

with symbol $p_1 = -m^{\alpha\beta}\xi_\alpha \xi_\beta + \tau^2 \partial^\alpha f \partial_\alpha f$;

$$P_2(\psi^I) := -2\tau \partial^\alpha f \partial_\alpha \psi^I,$$

with symbol $p_2 = -2i\tau \partial^\alpha f \xi_\alpha$;

$$R^I(\psi) := -\tau(\Box f)\psi^I + V^{I,\alpha}_f \partial_\alpha \psi^I - \tau V^{I,\alpha}_f (\partial_\alpha f)\psi^I + W^{I}_f \psi^I.$$

In the same subsection, we also define a weighted inner product $(\cdot, \cdot)_w$ and a corresponding weighted norm $\|\cdot\|_w$. The reason why we introduce a weight in the inner product and the norm will be explained later. With these definitions, we write the right hand side of (3.5) as

$$\sum_I \left\| (\Box_{r,\delta,R'}\psi)^I \right\|_w^2 = \sum_I \left[ (P_1\psi^I, P_1\psi^I)_w + (P_2\psi^I, P_2\psi^I)_w + 2 (P_1\psi^I, P_2\psi^I)_w + \text{remainders} \right]$$

See (3.18) and (3.19) for the accurate formulas.

Next, in Section 3.2, we handle the terms in (3.18) and (3.19) involving the commutator $[P_1, P_2]$. Similar to the proof of other Carleman estimates, a key step in our proof is to estimate the lower bound of the Poisson bracket $\{p_1, p_2\}$; see Lemma 3.4. Then, in Section 3.3, we estimate those terms in (3.18) and (3.19) involving $R^I$. And finally, in Section 3.4, we conclude our proof of (3.5).

3.1. Setup. By the Leibniz’ rule, for each $I = 1, 2, \ldots, N$, we can write

$$(\Box_{r,\delta,R'}\psi)^I = P_1(\psi^I) + P_2(\psi^I) + R^I(\psi),$$

where

$$P_1(\psi^I) := \Box\psi^I + \tau^2(\partial^\alpha f \partial_\alpha f)\psi^I,$$

$$P_2(\psi^I) := -2\tau \partial^\alpha f \partial_\alpha \psi^I,$$

$$R^I(\psi) := -\tau(\Box f)\psi^I + V^{I,\alpha}_f \partial_\alpha \psi^I - \tau V^{I,\alpha}_f (\partial_\alpha f)\psi^I + W^{I}_f \psi^I.$$

For simplicity, we use the Einstein summation convention. The symbols of $P_1$ and $P_2$ are, respectively,

$$p_1(t, x, \xi, \tau) = -m^{\alpha\beta}\xi_\alpha \xi_\beta + \tau^2 \partial^\alpha f \partial_\alpha f,$$

and

$$p_2(t, x, \xi, \tau) = -2i\tau \partial^\alpha f \xi_\alpha.$$
Here we assume \((t, x) \in \mathbb{R}^{1+3}\) and \(\xi = (\xi_\alpha)_{\alpha=0}^3 \in \mathbb{R}^{1+3}\). We notice that \(p_1\) and \(p_2\) are both homogeneous polynomials of \((\tau, \xi) \in \mathbb{R}^{1+1+3}\) of order 2, that \(p_1\) is real and \(p_2\) is purely imaginary, and that the symbol of the \(R^I\)'s are polynomials of \((\tau, \xi) \in \mathbb{R}^{1+1+3}\) of order 1. This explains how we make the decomposition \((3.8)\).

For two \(\mathbb{R}\)-valued functions \(F = F(t, x)\) and \(G = G(t, x)\), we write

\[
(F, G)_w := \int_{\Omega_{T_0, R'}} FGt^2 \, dx dt
\]

and

\[
\|F\|_w := \sqrt{(F, F)_w}.
\]

The reason why we add a weight will be explained later; see Remark \(3.3.1\).

We can compute the conjugate under this inner product.

**Lemma 3.2.** Suppose that \(F, G \in C^1_c(\Omega_{T_0, R'})\). Then, we have

\[
(P_j(F), G)_w = (F, P_j^*(G))_w, \quad j = 1, 2,
\]

where

\[
P_1^* := P_1 - 2t^{-2} - 4t^{-1}\partial_t,
\]

and

\[
P_2^* := -P_2 + 2\tau \Box f - 4\tau t^{-1}\partial_t f.
\]

**Proof.** Fix \(F, G\) as in the statement. By integration by parts, we have

\[
\int_{\Omega_{T_0, R'}} (\Box F)Gt^2 \, dx dt = \int_{\Omega_{T_0, R'}} F(\Box Gt^2) \, dx dt = \int_{\Omega_{T_0, R'}} F(t^2\Box G - 4t\partial_t G - 2G) \, dx dt,
\]

\[
\int_{\Omega_{T_0, R'}} (-2\tau \partial^\alpha f \partial_\alpha F)Gt^2 \, dx dt = \int_{\Omega_{T_0, R'}} 2\tau F \partial_\alpha((\partial^\alpha f)Gt^2) \, dx dt
\]

\[
= \int_{\Omega_{T_0, R'}} 2\tau F((\Box f)Gt^2 + t^2\partial^\alpha f \partial_\alpha G - 2Gt\partial_t f) \, dx dt.
\]

Then \((3.16)\) and \((3.17)\) follow. \(\square\)

**Remark 3.2.1.** Suppose that \(F, G \in C^1_c(\Omega_{T_0, R'})\). For general \(C^1\) vector field \(X = X^\alpha \partial_\alpha\), we have

\[
(X(F), G)_w = (F, -t^{-2}\partial_\alpha(t^2X^\alpha G))_w.
\]

This identity follows easily from integration by parts.

As a result, the right side of \((3.5)\) is equal to

\[
(3.18) \quad \sum_{I=1}^N \|\tilde{\gamma}_{t, \delta, R'}(\psi)^I\|_w^2 = \sum_{I} \left[\|P_1(\psi)^I\|_w^2 + \|P_2(\psi)^I\|_w^2 + R^I(\psi)\|_w^2 + (P_2^*P_1 + P_1^*P_2)(\psi)^I, \psi)^I\|_w + 2(P_1(\psi)^I, R^I(\psi))_w\right].
\]
By (3.16) and (3.17), we have

\[(P_2^* P_1 + P_1^* P_2)(\psi^I) = [P_1, P_2] \psi^I + (2\tau \Box f - 4\tau^{-1} \partial_t f)P_1(\psi^I) + (-2t^2 - 4t^{-1} \partial_t)P_2(\psi^I)\]

By applying Remark 3.2.1 to \(X = \partial_t\), we have

\[
(P_2^2 P_1 + P_1^2 P_2)(\psi^I), \psi^I)_w + 2 (P_1(\psi^I), R^I(\psi))_w
\]

(3.19) \[
= ([P_1, P_2] \psi^I, \psi^I)_w + 2 (P_1(\psi^I), (\tau \Box f - 2\tau^{-1} \partial_t f) \psi^I + R^I(\psi))_w
\]

\[
- (P_2(\psi^I), 2t^{-2} \psi^I)_w + (P_2(\psi^I), 4t^{-2} \partial_t(t \psi^I))_w
\]

A key step in the proof is to obtain a lower bound for (3.19).

We end this setup with two remarks involving the last term, \((P_2(\psi^I), 4t^{-2} \partial_t(t \psi^I))_w\) in (3.19). First, this term appears because of the weight in \((\cdot, \cdot)_w\). If we replace \((\cdot, \cdot)_w\) with an unweighted inner product \(\int FG \, dxdt\), then we will obtain a similar identity but without a term like \((P_2(\psi^I), 4t^{-2} \partial_t(t \psi^I))_w\). Second, it turns out that the term \((P_2(\psi^I), 4t^{-2} \partial_t(t \psi^I))_w\) is crucial in the proof of the Carleman estimate (3.5). In fact, it will cancels with another term from the next proposition (Proposition 3.3) which we cannot estimate directly. See Remark 3.3.1 below.

3.2. Estimates for \([P_1, P_2] \psi^I, \psi^I)_w\). Our goal now is to estimate \([P_1, P_2] \psi^I, \psi^I)_w\). In fact we have the following proposition.

**Proposition 3.3.** Fix \(T_0 \gg R, R'' \gg 1\). For \(\tau \gg 1\), we have

\[
([P_1, P_2] \psi^I, \psi^I)_w
\]

(3.20) \[
\geq -\tau^{-1} \|P_2 \psi^I\|_w^2 + \int_{\Omega_{T_0, R''}} \frac{1}{4} \tau t^{-\delta} [(\partial_t \psi^I)^2 + \tau^2 (\psi^I)^2] \, dxdt
\]

\[
- 4\tau (P_1 \psi^I, r^{-1} \psi^I)_w + 4 (P_2 \psi^I, r^{-1} (-1 + t^{-\delta-1}) \partial_t \psi^I)_w
\]

**Remark 3.3.1.** The last term, \(4 (P_2 \psi^I, r^{-1} (-1 + t^{-\delta-1}) \partial_t \psi^I)_w\), is the reason why we need to use the weighted inner product \((\cdot, \cdot)_w\) and weighted norm \(\|\cdot\|_w\). In fact, this term will always appear, no matter whether we use the weighted inner product or the unweighted one. We also notice that this term cannot be controlled by applying the Cauchy-Schwarz directly, because we will get a norm

\[
\tau \|r^{-1}(-1 + t^{-\delta-1}) \partial_t \psi^I\|_w \sim \tau \int (\partial_t \psi^I)^2 \, dxdt
\]

which cannot be absorbed by the positive integral in (3.20). Similarly for the unweighted case. The only way to control \(4 (P_2 \psi^I, r^{-1} (-1 + t^{-\delta-1}) \partial_t \psi^I)_w\) is to cancel it with another term, and there is a cancellation in the weighted case (also see the remark after (3.19))

\[
4 (P_2 \psi^I, r^{-1} (-1 + t^{-\delta-1}) \partial_t \psi^I)_w + (P_2(\psi^I), 4t^{-2} \partial_t(t \psi^I))_w = (P_2 \psi^I, \text{lower order terms})_w
\]

where the norm of the lower order terms can be absorbed by the positive integral in (3.20), so we can use the Cauchy-Schwarz inequality to estimate it. This explains why we need the weight in the definition of \((\cdot, \cdot)_w\).

We now prove Proposition 3.3. The proof relies on the lower bound of the symbol of \([P_1, P_2]\) and integration by parts. To estimate \([P_1, P_2] \psi^I, \psi^I)_w\), we need to first compute the Poisson bracket \(\{p_1, p_2\}\) where \(p_j\) is the symbol of \(P_j\) for \(j = 1, 2\).
Lemma 3.4. Fix $T_0 \gg R, R'$. For each $(t, x) \in \Omega_{T_0, R'}$ such that $r - t < R$ and for each $\xi \in \mathbb{R}^{1+3}$, we have

\begin{align}
(3.21) \quad \frac{1}{i\tau} \{p_1, p_2\} \geq -r^{-1}(p_2)^2 - 4r^{-1}p_1 + t^{-\delta-2}(\xi_0^2 + \tau^2) + 4r^{-1} \cdot \frac{p_2}{i\tau} \cdot (-1 + t^{-\delta-1})\xi_0.
\end{align}

**Proof.** We have

\[
\frac{1}{i\tau} \{p_1, p_2\} = -2m^{\alpha\beta}\xi_\beta \partial_\alpha(-2\partial^\nu f\xi_\nu) - (-2\partial^\alpha f)\partial_\alpha(\tau^2 \partial^\beta f \partial_\beta f)
\]

\[
= 4m^{\alpha\beta}\xi_\beta \partial_\alpha \partial^\nu f + 2\tau^2 \partial^\alpha f \partial_\alpha \partial_\beta f + 2\tau^2 \partial^\alpha f \partial^\beta f \partial_\beta f
\]

\[
= 4\xi_\alpha \partial_\alpha \partial^\beta f + 4\tau^2 \partial_\alpha f \partial_\beta f \partial^\beta f.
\]

Note that $(\partial_\alpha f)^3_{t=0} = (-1 + t^{-\delta-1}, \omega_1, \omega_2, \omega_3)$ and $(\partial^\alpha f)_0 = (1 - t^{-\delta-1}, \omega_1, \omega_2, \omega_3)$. Thus, $\partial^\alpha f \partial_\alpha f = 1 - (1 - t^{-\delta-1})^2 > 0$. Moreover,

\[
\partial^i \partial^j f = r^{-1}(\delta_{ij} - \omega_i \omega_j), \quad i, j = 1, 2, 3;
\]

\[
\partial^0 \partial^0 f = -(\delta + 1)t^{-\delta-2};
\]

\[
\partial^i \partial^j f = \partial^i \partial^0 f = 0, \quad i = 1, 2, 3.
\]

Thus, $\xi_\alpha \xi_\beta \partial^\alpha \partial_\beta f = -(\delta + 1)t^{-\delta-2}\xi_\alpha^2 + 4r^{-1}(\sum \xi_i^2 - (\sum \omega_i \xi_i)^2)$. It then follows that

\[
\frac{1}{i\tau} \{p_1, p_2\} = -4(\delta + 1)t^{-\delta-2}\xi_0^2 + 4r^{-1}(\sum \xi_i^2 - (\sum \omega_i \xi_i)^2) - 4\tau^2(\delta + 1)t^{-\delta-2}(-1 + t^{-\delta-1})^2.
\]

Moreover, by (3.12) and (3.13), we have

\[
p_1 = \xi_0^2 - \sum_{i=1}^3 \xi_i^2 + \tau^2 t^{-\delta-1}(2 - t^{-\delta-1}),
\]

\[
p_2 = -2i\tau((1 - t^{-\delta-1})\xi_0 + \sum_{i=1}^3 \omega_i \xi_i).
\]

Using $p_1$ and $p_2$, we can express $\sum_{i=1}^3 \xi_i^2 - (\sum_{i=1}^3 \omega_i \xi_i)^2$ in terms of $\xi_0$. That is,

\[
\sum_{i=1}^3 \xi_i^2 - (\sum_{i=1}^3 \omega_i \xi_i)^2
\]

\[
= \xi_0^2 - p_1 + \tau^2 t^{-\delta-1}(2 - t^{-\delta-1}) - \left(\frac{p_2}{2i\tau} - (1 - t^{-\delta-1})\xi_0\right)^2
\]

\[
= t^{-\delta-1}(2 - t^{-\delta-1})\xi_0^2 - p_1 + \tau^2 t^{-\delta-1}(2 - t^{-\delta-1}) - \left(\frac{p_2}{2i\tau}\right)^2 - \frac{p_2^2}{i\tau}(1 - t^{-\delta-1})\xi_0,
\]

and

\[
\frac{1}{i\tau} \{p_1, p_2\} = -4r^{-1}p_1 - r^{-1}(p_2)^2 - 4r^{-1} \cdot \frac{p_2}{i\tau}(-1 + t^{-\delta-1})\xi_0
\]

\[
+ 4r^{-1}t^{-\delta-2}(-\delta + 1)r + t(2 - t^{-\delta-1})\xi_0^2
\]

\[
+ 4r^2 t^{-\delta-2}t(2 - t^{-\delta-1}) - (\delta + 1)r(-1 + t^{-\delta-1})^2).
\]
Since $0 < \delta < 1/2$, $R'' < r - t < R$ and $t \geq T_0$, we have
\[-(\delta + 1)r + t(2 - t^{-\delta-1}) \geq 2t - \frac{3}{2}r - t^{-\delta} \geq 2t - \frac{3}{2}(t + R) - T_0^{-\delta} \geq \frac{1}{2}t - \frac{3}{2}|R| - T_0^{-\delta}.
\]
If $T_0 \gg_R 1$ (say $T_0 \geq 6 + 9|R|$), we have $t \geq 9|R| + 6$ and thus
\[-(\delta + 1)r + t(2 - t^{-\delta-1}) \geq \frac{1}{2}t - \frac{3}{2}|R| - 1 \geq \frac{1}{3}t.
\]
Moreover, we have
\[t(2 - t^{-\delta-1}) - (\delta + 1)r(1 + t^{-\delta-1})^2 \geq t(2 - t^{-\delta-1}) - (\delta + 1)r,
\]
which is also no less than $t/3$ as proved above. Moreover, for $T_0 \gg_{R,R''} 1$, since $R'' < r - t < R$, we have $|r - t| < t/3$ and thus $r/4 < t/3$. By combining these estimates with (3.22), we obtain (3.21).

\[\]

Remark 3.4.1. If we set $f = r - t$ and do the same computations, we will get
\[\frac{1}{i\tau}\{p_1, p_2\} = 4r^{-1}(\sum_{i=1}^{3}\xi_i^2 - \sum_{i=1}^{3}\omega_i\xi_i^2) = -4r^{-1}p_1 - r^{-1}(\frac{p_2}{i\tau})^2 - 4r^{-1}(\frac{p_2}{i\tau})\tau_0.
\]
Comparing this with (3.21), we notice that we lose a positive term $t^{-\delta-2}(\xi_0^2 + \tau^2)$. Here we obtain such a positive term in (3.21) because of the term $-\delta^{-1}t^{-\delta}$ in $f$ which makes $\partial^0f = -\partial_tf < 1$ and $\partial^0\partial^0f = \partial_t^2f < 0$. This is the key in the proof of the Carleman estimate.

Set
\[b(t, x, \xi, \tau) := \frac{1}{i\tau}\{p_1, p_2\} = 4\xi_0\xi_0\partial^0\partial^0f + 4\tau_0\partial_\alpha f\partial_\beta f\partial^0\partial^0f.
\]
It is related to the following differential operator
\[b(t, x, D, \tau)\Phi := -4\partial^0\partial^0f\partial_\beta \partial_\nu \Phi + 4\tau_0\partial_\alpha f\partial_\beta f\partial^0\partial^0f \cdot \Phi.
\]
So far, we have proved a lower bound for the symbol $b$. The next lemma allows us to use this lower bound to control $([P_1, P_2]^{\psi^I, \psi^I})_w$.

Lemma 3.5. We have
\[
\begin{align*}
([P_1, P_2]^{\psi^I, \psi^I})_w &= \int_{\Omega_{t_0,R''}} \tau b(t, x, \partial \psi^I, \tau \psi^I)t^2 \, dx \, dt + 2\tau \left(\psi^I, (\partial^a \Box f) \partial_\nu \psi^I\right)_w \\
&\quad - 8\tau(\delta + 1)\left(t^{-\delta-3}\psi^I, \partial_t \psi^I\right)_w.
\end{align*}
\]

Proof. We notice that
\[\begin{align*}
[P_1, P_2] &= \tau b(t, x, D, \tau) + \Box(-2\tau \partial^0 f)\partial_\alpha = \tau b(t, x, D, \tau) - 2\tau (\partial^a \Box f)\partial_\alpha
\end{align*}
\]
and therefore
\[
([P_1, P_2]^{\psi^I, \psi^I})_w = \left(\tau b(t, x, D, \tau)\psi^I, \psi^I\right)_w - 2\tau \left((\partial^a \Box f)\partial_\alpha \psi^I, \psi^I\right)_w.
\]
In addition, since 
\[ \int_{\Omega_{T_0, R'}} -4\partial^3 \partial^\nu f \partial_\beta \partial_\nu \psi^I \cdot \psi^I t^2 \, dx dt = \int_{\Omega_{T_0, R'}} 4\partial_\nu \psi^I \cdot \partial_\beta (\partial^3 \partial^\nu f \cdot \psi^I t^2) \, dx dt \]
\[ = \int_{\Omega_{T_0, R'}} 4\partial_\nu \psi^I \cdot \partial_\beta (t^2 \partial^3 \partial^\nu f) \cdot \psi^I + 4\partial_\nu \psi^I \cdot \partial_\beta \psi^I \cdot t^2 \partial^3 \partial^\nu f \, dx dt, \]
we have 
\[ (\tau b(t, x, D, \tau) \psi^I, \psi^I)_w = \int_{\Omega_{T_0, R'}} 4\tau \partial_\nu \psi^I \cdot \partial_\beta (t^2 \partial^3 \partial^\nu f) \cdot \psi^I + \tau b(t, x, \partial \psi^I, \tau \psi^I) t^2 \, dx dt. \]

We also notice that 
\[ 4\tau \partial_\nu \psi^I \cdot \partial_\beta (t^2 \partial^3 \partial^\nu f) \psi^I = 4\tau \psi^I \partial_\nu \psi^I \cdot t^2 \partial^3 \partial^\nu f + 4\tau \psi^I \partial_\nu \psi^I \cdot 2t \partial^3 \partial^\nu f \]
\[ = 4\tau \psi^I \partial_\nu \psi^I \cdot t^2 \partial^3 \partial^\nu f - 8(\delta + 1)\tau t^{-\delta-1} \psi^I \partial_t \psi^I, \]
so 
\[ \int_{\Omega_{T_0, R'}} 4\tau \partial_\nu \psi^I \cdot \partial_\beta (t^2 \partial^3 \partial^\nu f) \cdot \psi^I \, dx dt \]
\[ = 4\tau (\psi^I, (\partial^\nu \partial f) \partial_\nu \psi^I)_w - 8(\delta + 1)\tau \int_{\Omega_{T_0, R'}} t^{-\delta-1} \psi^I \partial_t \psi^I \, dx dt. \]

Then (3.23) follows. \[\square\]

Let us estimate the first term on the right side of (3.23) in Lemma 3.5.

**Lemma 3.6.** Fix $T_0 \gg R, R''$. 1. For $\tau \gg 1$, we have

(3.24) \[ \int_{\Omega_{T_0, R''}} \tau b(t, x, \partial \psi^I, \psi^I) t^2 \, dx dt \]
\[ \geq -\tau^{-1} \| P_2 \psi^I \|_w^2 + \int_{\Omega_{T_0, R''}} \tau t^{-\delta}[(\partial_t \psi^I)^2 + \frac{1}{2} \tau^2 (\psi^I)^2] \, dx dt \]
\[ - 4\tau (P_1 \psi^I, r^{-1} \psi^I)_w + 4 \left( P_2 \psi^I, r^{-1}(-1 + t^{-\delta-1})\partial_t \psi^I \right)_w + \int_{\Omega_{T_0, R''}} 4\tau r^{-2} t^2 \psi^I \partial_t \psi^I \, dx dt. \]
Proof. Note that \((p_2/(i\tau))(t, x, \partial \psi^I, \tau \psi^I) = \tau^{-1}P_2 \psi^I\). So by Lemma 3.4 we have

\[
\int_{\Omega_{T_0,R''}} \tau b(t, x, \partial \psi^I, \psi^I)t^2 \, dx dt
\]

\[
\geq \int_{\Omega_{T_0,R''}} \tau t^{-\delta}[(\partial_t \psi^I)^2 + \tau^2(\psi^I)^2] - r^{-1}t^2 \tau^{-1}(P_2 \psi^I)^2
\]

\[
= -4\tau r^{-1}t^2 p_1(t, x, \partial \psi^I, \tau \psi^I) + 4r^{-1}t^2 P_2 \psi^I(-1 + t^{-\delta-1})\partial_t \psi^I \, dx dt
\]

(3.25)

\[
\geq -\tau^{-1} \|P_2 \psi^I\|_w^2 + \int_{\Omega_{T_0,R''}} \tau t^{-\delta}[(\partial_t \psi^I)^2 + \tau^2(\psi^I)^2] \, dx dt
\]

\[
+ \int_{\Omega_{T_0,R''}} -4\tau r^{-1}t^2 p_1(t, x, \partial \psi^I, \tau \psi^I) \, dx dt + 4(P_2 \psi^I, r^{-1}(-1 + t^{-\delta-1})\partial_t \psi^I)_w.
\]

Here we recall that \(\psi^I\) is nonzero only if \(R'' < r - t < R\) and \(t \geq T_0\). Since \(T_0 \gg R, R''\) 1, we can always assume \(r > t + R'' \geq T_0 - |R''| \geq 4\). Now we need to compute

\[
\int_{\Omega_{T_0,R''}} -4\tau r^{-1}t^2 p_1(t, x, \partial \psi^I, \tau \psi^I) \, dx dt.
\]

It is equal to

\[
\int_{\Omega_{T_0,R''}} -4\tau r^{-1}t^2 (-m^{\alpha\beta} \partial_\alpha \psi^I \partial_\beta \psi^I + \tau^2 t^{-\delta-1}(2 - t^{-\delta-1})(\psi^I)^2) \, dx dt
\]

\[
= \int_{\Omega_{T_0,R''}} -4\tau \psi^I \partial_\alpha (r^{-1}t^2 m^{\alpha\beta} \partial_\beta \psi^I) \, dx dt + \int_{\Omega_{T_0,R''}} -4\tau r^{-1}t^2 \partial^\beta (r^{-1}t^2) \partial_\beta \psi^I \, dx dt
\]

\[
= -4\tau (P_1 \psi^I, r^{-1} \psi^I)_w + \int_{\Omega_{T_0,R''}} -4\tau \psi^I \partial^\beta (r^{-1}t^2) \partial_\beta \psi^I \, dx dt
\]

\[
= -4\tau (P_1 \psi^I, r^{-1} \psi^I)_w + \int_{\Omega_{T_0,R''}} 8\tau r^{-1}t^2 \partial_t \psi^I + 4\tau r^{-2}t^2 \partial_t \psi^I \, dx dt.
\]

By integration by parts again, we have

\[
\int_{\Omega_{T_0,R''}} 8\tau r^{-1}t^2 \partial_t \psi^I \, dx dt = -\int_{\Omega_{T_0,R''}} 8\tau r^{-1} \partial_t (t^{-1} \psi^I) \psi^I \, dx dt
\]

\[
= -\int_{\Omega_{T_0,R''}} 8\tau r^{-1} (t \partial_t \psi^I + \psi^I) \psi^I \, dx dt
\]

and thus

\[
\int_{\Omega_{T_0,R''}} 8\tau r^{-1}t^2 \partial_t \psi^I \, dx dt = -\int_{\Omega_{T_0,R''}} 4\tau r^{-1}(\psi^I)^2 \, dx dt
\]

\[
\geq -4\tau^{-1}T_0^\delta (T_0 - |R| - |R''|)^{-1} \int_{\Omega_{T_0,R''}} r^3 t^{-\delta}(\psi^I)^2 \, dx dt.
\]
By choosing $T_0 \gg_{R,R''} 1$, we have $T_0^\delta (T_0 - |R| - |R''|)^{-1} \leq 1$. As long as $\tau > 8$, we can finish the proof since in (3.25) there is a term

$$\int_{\Omega_{r_0,r''}} \tau t^{-\delta} [ (\partial_t \psi)^2 + \tau^2 (\psi^I)^2 ] \, dx \, dt.$$

Lemma 3.6 gives us a lower bound for the first term in the expansion (3.23) of $([P_1, P_2] \psi^I, \psi^I)_w$. To finish the proof of Proposition 3.3 we need to estimate the remaining two terms on the right side of (3.23). Since

$$\Box f = (\delta + 1) t^{-\delta - 2} + 2 r^{-1},$$

we have

$$2 \tau (\psi^I, (\partial^n \Box f) \partial_t \psi^I)_w = 2(\delta + 1)(\delta + 2) \tau (\psi^I, t^{-\delta - 3} \partial_t \psi^I)_w - 4 \tau (\psi^I, r^{-2} \partial_r \psi^I)_w.$$

Recall that in (3.24), we have

$$\int_{\Omega_{r_0,r''}} \tau b(t,x, \partial_t \psi^I, \psi^I) t^2 \, dx \, dt \geq \text{other terms} + \int_{\Omega_{r_0,r''}} 4 \tau r^{-2} t^2 \partial_r \psi^I \, dx \, dt$$

$$= \text{other terms} + 4 \tau (\psi^I, r^{-2} \partial_r \psi^I)_w,$$

so $4 \tau (\psi^I, r^{-2} \partial_r \psi^I)_w$ cancels with the last term in (3.24). In addition, by the Cauchy-Schwarz inequality, we have

$$2(\delta + 1)(\delta + 2) \tau (\psi^I, t^{-\delta - 3} \partial_t \psi^I)_w - 8 \tau (\delta + 1) (\tau^{-\delta - 3} \psi^I, \partial_t \psi^I)_w$$

$$\geq - C T_0^{-\delta} \tau \left\| t^{-1-\delta/2} \psi^I \right\|_w \left\| t^{-1-\delta/2} \partial_t \psi^I \right\|_w$$

$$\geq - C \tau^{-1} \cdot \tau \left( \tau^2 \left\| t^{-1-\delta/2} \psi^I \right\|^2_w + \left\| t^{-1-\delta/2} \partial_t \psi^I \right\|^2_w \right).$$

Note that $\tau (\tau^2 \left\| t^{-1-\delta/2} \psi^I \right\|^2_w + \left\| t^{-1-\delta/2} \partial_t \psi^I \right\|^2_w)$ appears on the right side of (3.23). Thus, we finish the proof by choosing $\tau \gg 1$ such that $C \tau^{-1} < 1/8$.

### 3.3. Estimates for $\left\| R^I (\psi) + 2 t r^{-1} \psi^I \right\|_w$ and $\left\| P_2 \psi^I + R^I (\psi) \right\|_w$. Recall that

$$R^I (\psi) = - \tau (\Box f) \psi^I + V^I_{\alpha} \partial_{\alpha} \psi^J - \tau V^I_{\alpha} (\partial_{\alpha} f) \psi^J + W^I \psi^J$$

$$= - 2 t r^{-1} \psi^J - \tau (\delta + 1) t^{-\delta - 2} \psi^J + V^I_{\alpha} \partial_{\alpha} \psi^J - \tau V^I_{\alpha} (\partial_{\alpha} f) \psi^J + W^I \psi^J.$$

The main proposition in this subsection is the following.

**Proposition 3.7.** For $T_0 \gg_{R,R''} 1$ and for $\tau \gg 1$, we have

$$\left\| R^I (\psi) + 2 t r^{-1} \psi^I \right\|_w \leq T_0^{-\gamma/4} \sum_J \left( \left\| P_1 \psi^J \right\|_w + \left\| P_2 \psi^J \right\|_w + \tau \left\| t^{-\delta - 1} \psi^J \right\|_w + \left\| t^{-\delta - 2} \partial_t \psi^J \right\|_w \right) + 2 t^{-1/2} \sum_J \left\| P_2 \psi^J \right\|_w$$
and

\[
\| P_2(\psi^J) + R(\psi) \|_w^2 \\
\geq \frac{1}{100} \| P_2\psi^J \|_w^2 - \frac{1}{1000 N} \sum_j (\| P_1\psi^J \|_w^2 + \| P_2\psi^J \|_w^2 + \tau \| t^{-\delta/2-1}\psi^J \|_w^2 + \| t^{-\delta/2-1}\partial_t\psi^J \|_w^2).
\]

Here is a sketch of the proof. Using the pointwise bounds (3.3) and (3.4) for \( V^\ast \), \( W^\ast \), we first show that

\[
\| R(\psi) + 2\tau r^{-1}\psi^J \|_w \leq C\tau \| P_2\psi^J \|_w + \| V^J,\alpha \partial_\alpha \psi^J \|_w.
\]

The first two terms on the right hand side can be controlled by \( T_0^{-\gamma/2} \| P_2\psi \|_w \) if we apply a Hardy-type inequality (3.29). To estimate \( V^J,\alpha \partial_\alpha \psi^J \), we write

\[
V^J,\alpha \partial_\alpha \psi^J = \frac{1}{2} V^J,\alpha \tilde{\omega}(\partial_t + \partial_r)\psi^J + \frac{1}{2} V^J,\alpha \tilde{\omega}(-\partial_t + \partial_r)\psi^J + X_\omega \psi^J.
\]

Here \( X_\omega \) is a linear combination of \( (\partial_i - \omega_i \partial_r)_{i=1,2,3} \). By writing \( P_2 = -2\tau(\partial_t + \partial_r) + \) lower order terms, we can control the first term by \( P_2\psi \) and some remainders. Because of (3.4), the coefficient of \( (-\partial_t + \partial_r)\psi^J \) is \( O((1 + t + r)^{-1-\gamma}) \) and we can control the second term directly. The last term can be controlled by applying Lemma 3.9. Combining all these results, we obtain (3.26). The estimate (3.27) now follows from (3.26) and (3.29).

We start with the following lemma.

**Lemma 3.8.** For \( T_0 \gg R,R' \), we have

\[
\| r^{-1}\psi^J \|_w \leq \frac{2}{3\tau} \| P_2\psi^J \|_w.
\]

**Proof.** By (3.17), we have

\[
P_2 + P_2^* = 2\tau(2r^{-1} + (\delta + 1)t^{-\delta/2}) - 4\tau t^{-1}(-1 + t^{-\delta-1})
\]

\[
= 8\tau r^{-1} + 2\tau(\delta - 1)t^{-\delta/2} + 4\tau(rt)^{-1}(r - t).
\]
Then,
\[
\int_{\Omega_{T_0,R'}} \tau^{-2} t^2 (\psi')^2 \, dx dt
= \int_{\Omega_{T_0,R'}} \tau^{-1} t^2 \cdot \frac{P_2 \psi^I + P_2^* \psi^I + [2\tau(1-\delta)t^{-\delta-2} - 4\tau(rt)^{-1}(r-t)]\psi^I}{8\tau} \, dx dt
\]
\[
= \frac{1}{8\tau} ((r^{-1}\psi^I, P_2\psi^I)_w + (P_2(r^{-1}\psi^I), \psi^I)_w)
+ \int_{\Omega_{T_0,R'}} \frac{1}{4}((1-\delta)rt^{-\delta} - 2r^{-2}t(r-t))(\psi^I)^2 \, dx dt
\]
\[
= \frac{1}{4\tau} (r^{-1}\psi^I, P_2\psi^I)_w + \frac{1}{4} (r^{-2}\psi^I, \psi^I)_w
+ \int_{\Omega_{T_0,R'}} \frac{1}{4}(T_0 + |R| + |R'\|)T_0^{-\delta-2} + \frac{1}{2}T_0^{-1}(|R| + |R'|)) \cdot r^{-2}t^2(\psi^I)^2 \, dx dt.
\]
Note that $r \geq t + R''$ and $t \geq T_0$ whenever $\psi^I \neq 0$. By choosing $T_0 \gg R', R''$, 1, we have
\[
\frac{1}{4}(T_0 + |R| + |R'|)T_0^{-\delta-2} + \frac{1}{2}T_0^{-1}(|R| + |R'|)) \leq \frac{1}{8}.
\]
Then,
\[
\frac{3}{4} \|r^{-1}\psi^I\|_w^2 \leq \frac{1}{4\tau} \|r^{-1}\psi^I\|_w \|P_2\psi^I\|_w + \frac{1}{8} \|r^{-1}\psi^I\|_w^2.
\]
Then (3.29) follows. \hfill \Box

Using the previous lemma, we estimate $-\tau(\delta+1)t^{-\delta-2}\psi^I - \tau V_j^{I,\alpha}(\partial_\alpha f)\psi^I + W_j^I \psi^I$ which appears in the expansion of $R^I(\psi) + 2\tau r^{-1}\psi^I$. By (3.3) and (3.4), for fixed $I$ and $J$, in $\Omega_{T_0,R''}$ we have $|W_j^I| \leq C_1(1+t+r)^{-1-\gamma}$ and
\[
|V_j^{I,\alpha}(\partial_\alpha f)| = |V_j^{I,\alpha}\partial_\alpha(r-t) + V_j^{I,\alpha}_t \cdot t^{-\delta-1}|
\leq C_1(1+t+r)^{-1-\gamma} + C_1(1+t+r)^{-2-\delta} \leq 2C_1(1+t+r)^{-1-\gamma}.
\]
As a result, we have
\[
\left\| -\tau(\delta+1)t^{-\delta-2}\psi^I - \tau V_j^{I,\alpha}(\partial_\alpha f)\psi^I + W_j^I \psi^I \right\|_w
\leq \frac{3}{2\tau} \|t^{-\delta-2}\psi^I\|_w + C_1(2\tau + 1) \sum_j \| (1+t+r)^{-1-\gamma}\psi^I \|_w.
\]
In addition, by Lemma 3.8 we have
\[
\frac{3}{2\tau} \|t^{-\delta-2}\psi^I\|_w \leq \frac{3}{2} \tau T_0^{-2-\delta}(T_0 + |R| + |R'|) \|r^{-1}\psi^I\|_w \leq CT_0^{-2-\delta}(T_0 + |R| + |R'|) \|P_2\psi^I\|_w,
\]
\[
C_1(2\tau + 1) \| (1+t+r)^{-1-\gamma}\psi^I \|_w \leq C_1(2\tau + 1)\tau T_0^{-\gamma} \|r^{-1}\psi^I\|_w \leq CC_1T_0^{-\gamma}\|P_2\psi^I\|_w .
\]
By choosing $T_0 \gg R,R',\gamma,c_1 1$, we conclude that

\[
(3.30) \quad \left\| -\tau(\delta+1) t^{-\delta-2} \psi^I - \tau V^{I,\alpha}_j (\partial_\alpha f) \psi^J + W^I_f \psi^J \right\|_w \leq T_0^{-\gamma/2} \sum_j \| P_2 \psi^J \|_w.
\]

It remains to estimate $V^{I,\alpha}_j \partial_\alpha \psi^J$. For each fixed $I, J$, we have

\[
(3.31) \quad V^{I,\alpha}_j \partial_\alpha \psi^J = \frac{1}{2} V^{I,\alpha}_j \tilde{\omega}_\alpha (\partial_t + \partial_\tau) \psi^J + \frac{1}{2} V^{I,\alpha}_j \tilde{\omega}_\alpha (-\partial_t + \partial_\tau) \psi^J + X_\omega \psi^J.
\]

Here $\tilde{\omega} = (1, \omega)$, $\tilde{\omega} = (-1, \omega)$, and $X_\omega$ is an angular derivative. Here we need the following lemma which gives an estimate for the $X_\omega$.

**Lemma 3.9.** Let $\tilde{\phi} = (\partial_j - \omega_j \partial_\tau)_{j=1,2,3}$ denote the angular derivatives. Then, for $\tau \gg 1$ we have

\[
(3.32) \quad \left\| r^{-1} \tilde{\phi} \psi^J \right\|_w^2 \lesssim T_0^{-2} \| P_1 \psi^J \|_w^2 + \tau^{-1} \| P_2 \psi^J \|_w^2 + \tau^2 T_0^{-1} \left\| t^{-\delta/2-1} \psi^I \right\|_w^2 + T_0^{-1} \left\| t^{-\delta/2-1} \partial_t \psi^I \right\|_w^2.
\]

**Proof.** Since $t \sim r$ in the support of $\psi$, we can estimate $\| t^{-1} \tilde{\phi} \psi^J \|_w$ instead. We have

\[
|\tilde{\phi} \psi^J|^2 = \sum_{j=1}^3 (\partial_j \psi^J)^2 - (\partial_\tau \psi^J)^2 = m_{\alpha\beta} \partial_\alpha \psi^I \partial_\beta \psi^J + (\partial_\psi \psi^J)^2 - (\frac{1}{2\tau} P_2 \psi^I - (1 - t^{-\delta-1}) \partial_t \psi^I)^2
\]

\[
= - p_1 (t, x, \partial_\psi \psi^J, \tau \psi^J) - (4\tau^2)^{-1} (P_2 \psi^I)^2 - \tau^{-1} (1 - t^{-\delta-1}) \partial_t \psi^I P_2 \psi^I
\]

\[
+ \tau^2 t^{-\delta-1} (2 - t^{-\delta-1}) (\psi^I)^2 + t^{-\delta-1} (2 - t^{-\delta-1}) (\partial_t \psi^I)^2.
\]

Integrate both sides over $\Omega_{T_0,R''}$. Note that

\[
\int_{\Omega_{T_0,R''}} - p_1 (t, x, \partial_\psi \psi^J, \tau \psi^I) \, dxdt = \int_{\Omega_{T_0,R''}} m_{\alpha\beta} \partial_\alpha \psi^I \partial_\beta \psi^J - \tau^2 t^{-\delta-1} (2 - t^{-\delta-1}) (\psi^I)^2 \, dxdt
\]

\[
= \int_{\Omega_{T_0,R''}} - m_{\alpha\beta} \psi^I \partial_\alpha \psi^I - \tau^2 t^{-\delta-1} (2 - t^{-\delta-1}) (\psi^I)^2 \, dxdt
\]

\[
= -(P_1 \psi^I, t^{-2} \psi^I)_w.
\]

Thus,

\[
\left\| r^{-1} \tilde{\phi} \psi^J \right\|_w \lesssim \left\| t^{-1} \tilde{\phi} \psi^J \right\|_w
\]

\[
= -(t^{-1} P_1 \psi^I, t^{-1} \psi^I)_w - (4\tau^2)^{-1} \left\| t^{-1} P_2 \psi^I \right\|_w - \tau^{-1} \left(P_2 \psi^I, t^2 (1 - t^{-\delta-1}) \partial_t \psi^I \right)_w
\]

\[
+ \int_{\Omega_{T_0,R''}} \tau^2 t^{-\delta-1} (2 - t^{-\delta-1}) (\psi^I)^2 + t^{-\delta-1} (2 - t^{-\delta-1}) (\partial_t \psi^I)^2 \, dxdt
\]

\[
\lesssim \left\| t^{-1} P_1 \psi^I \right\|_w^2 + \left\| t^{-1} \psi^I \right\|_w^2 + \tau^{-1} \left( \left\| P_2 \psi^I \right\|_w^2 + \left\| t^{-2} \partial_t \psi^I \right\|_w^2 \right)
\]

\[
+ \int_{\Omega_{T_0,R''}} \tau^2 t^{-\delta-1} (\psi^I)^2 + t^{-\delta-1} (\partial_t \psi^I)^2 \, dxdt
\]

\[
\lesssim T_0^{-2} \| P_1 \psi^I \|_w^2 + \| r^{-1} \psi^I \|_w^2 + \tau^{-1} \left( \| P_2 \psi^I \|_w^2 + \| t^{-2} \partial_t \psi^I \|_w^2 \right)
\]

\[
+ \tau^2 \left\| t^{-\delta/2-3/2} \psi^I \right\|_w^2 + \left\| t^{-\delta/2-3/2} \partial_t \psi^I \right\|_w^2.
\]
Apply Lemma \[3.8\] We conclude that for \( \tau \gg 1 \),
\[
\|r^{-1} \partial_t \psi^J\|_w^2 \
\lesssim T_0^{-2} \|P_1 \psi^J\|_w^2 + \tau^{-1} \|P_2 \psi^J\|_w^2 + \tau T_0^{-1} \|t^{-\delta/2-1} \psi^J\|_w^2 + (1 + \tau^{-1} T_0^{\delta/2-1}) T_0^{-1} \|t^{-\delta/2-1} \partial_t \psi^J\|_w^2.
\]

We finish the proof by noticing that \( T_0^{\delta/2-1} \leq 1 \) and \( \tau \gg 1 \).

Let us now finish the proof of (3.26) and (3.27). By (3.3) and Lemma 3.9, we have
\[
\|X_\omega \psi^J\|_w \lesssim \|r^{-1} \partial_t \psi^J\|_w \
\lesssim T_0^{-1} \|P_1 \psi^J\|_w + \tau^{-1/2} \|P_2 \psi^J\|_w + \tau T_0^{-1/2} \|t^{-\delta/2-1} \psi^J\|_w + T_0^{-1/2} \|t^{-\delta/2-1} \partial_t \psi^J\|_w.
\]

By (3.3), (3.4), we have
\[
\left\| \frac{1}{2} V^{I,\alpha}_J \bar{\omega}_\alpha (\partial_t + \partial_r) \psi^J + \frac{1}{2} V^{I,\alpha}_J \omega_\alpha (-\partial_t + \partial_r) \psi^J \right\|_w \\
\leq \frac{1}{2} C_1 \left\| (1 + t + r)^{-1} (\partial_t + \partial_r) \psi^J \right\|_w + \frac{1}{2} C_1 \left\| (1 + t + r)^{-1-\gamma} (-\partial_t + \partial_r) \psi^J \right\|_w \\
\leq \frac{1}{2} C_1 \left\| (1 + t + r)^{-1} \left( -\frac{P_2 \psi^J}{2\tau} + t^{-\delta-1} \partial_t \psi^J \right) \right\|_w \\
\quad + \frac{1}{2} C_1 \left\| (1 + t + r)^{-1-\gamma} \left( -\frac{P_2 \psi^J}{2\tau} - (2 - t^{-\delta-1}) \partial_t \psi^J \right) \right\|_w \\
\leq \frac{C_1}{4\tau} T_0^{-1} \|P_2 \psi^J\|_w + \frac{C_1}{2} \|t^{-\delta-2} \partial_t \psi^J\|_w + C_1 \|t^{-1-\gamma} \partial_t \psi^J\|_w \\
\leq C_1 \tau^{-1} T_0^{-1} \|P_2 \psi^J\|_w + C_1 T_0^{-1-\delta/2} \|t^{-1-\delta/2} \partial_t \psi^J\|_w + C_1 T_0^{-1-\gamma/2} \|t^{-1-\delta/2} \partial_t \psi^J\|_w.
\]

Since \( \delta < \gamma \), we have \( \delta/2 - \gamma < -\gamma/2 \). Then,
\[
\left\| V^{I,\alpha}_J \partial_\alpha \psi^J \right\|_w \lesssim T_0^{-1} \|P_1 \psi^J\|_w + (\tau^{-1/2} + C_1 T_0^{-1}) \|P_2 \psi^J\|_w + \tau T_0^{-1/2} \|t^{-\delta/2-1} \psi^J\|_w \\
\quad + (C_1 T_0^{-1-\delta/2} + C_1 T_0^{-\gamma/2} + T_0^{-1/2}) \|t^{-1-\delta/2} \partial_t \psi^J\|_w.
\]

By choosing \( T_0 \gg C_1, R, R', \gamma \), 1, we have
(3.33)
\[
\left\| V^{I,\alpha}_J \partial_\alpha \psi^J \right\|_w \lesssim T_0^{-1/2} \|P_1 \psi^J\|_w + 2\tau^{-1/2} \|P_2 \psi^J\|_w + T_0^{-\gamma/4} (\tau \|t^{-\delta/2-1} \psi^J\|_w + \|t^{-1-\delta/2} \partial_t \psi^J\|_w).
\]


By applying (3.30) and (3.33), and by choosing $T_0 \gg c_{1,R,k},1$ and $\tau \gg 1$, we conclude (3.26). By the triangle inequality and Lemma 3.8, we have
\[
\|P_2(\psi^I) + R^I(\psi)\|_w^2 \\
\geq \|P_2(\psi^I) - 2\tau r^{-1}\psi^I\|_w^2 + \|R^I(\psi) + 2\tau r^{-1}\psi^I\|_w^2 \\
- 2\|P_2(\psi^I) - 2\tau r^{-1}\psi^I\|_w \|R^I(\psi) + 2\tau r^{-1}\psi^I\|_w \\
\geq \|P_2(\psi^I)\|_w^2 - 2\tau \|r^{-1}\psi^I\|_w^2 + \|R^I(\psi) + 2\tau r^{-1}\psi^I\|_w^2 \\
- 2\|P_2(\psi^I)\|_w + 2\tau \|r^{-1}\psi^I\|_w \|R^I(\psi) + 2\tau r^{-1}\psi^I\|_w \wedge \\
\geq \frac{1}{25} \|P_2\psi^I\|_w^2 + \|R^I(\psi) + 2\tau r^{-1}\psi^I\|_w^2 - \frac{18}{5} \|P_2\psi^I\|_w \|R^I(\psi) + 2\tau r^{-1}\psi^I\|_w \\
\geq \frac{1}{100} \|P_2\psi^I\|_w^2 - C \|R^I(\psi) + 2\tau r^{-1}\psi^I\|_w^2.
\]
By (3.26), for $T_0 \gg c_{1,R,k},1$ and $\tau \gg 1$, we have
\[
\|P_2(\psi^I) + R^I(\psi)\|_w^2 \\
\geq \frac{1}{100} \|P_2\psi^I\|_w^2 - CT_0^{\gamma/2} \sum_j (\|P_1\psi^J\|_w^2 + \|P_2\psi^J\|_w^2 + \tau \|t^{-\delta/2-1}\psi^J\|_w^2 + \|t^{-\delta/2-1}\partial_t\psi^J\|_w^2) \\
- C\tau^{-1} \sum_j \|P_2\psi^J\|_w^2 \\
\geq \frac{1}{100} \|P_2\psi^I\|_w^2 - \frac{1}{1000N} \sum_j (\|P_1\psi^J\|_w^2 + \|P_2\psi^J\|_w^2 + \tau \|t^{-\delta/2-1}\psi^J\|_w^2 + \|t^{-\delta/2-1}\partial_t\psi^J\|_w^2) \\
\geq \frac{1}{100} \|P_2\psi^I\|_w^2 - \frac{1}{1000N} \sum_j (\|P_1\psi^J\|_w^2 + \|P_2\psi^J\|_w^2 + \tau \|t^{-\delta/2-1}\psi^J\|_w^2 + \|t^{-\delta/2-1}\partial_t\psi^J\|_w^2).
\]
We thus obtain (3.27).

3.4. Proof for (3.34). Let us finish the proof for Proposition 3.1. We combine (3.18), (3.19), Proposition 3.3 and Proposition 3.7. For simplicity, if $V = (V^I)$ is an $\mathbb{R}^N$-valued function, then we set $\|V\|_w^2 = \sum_i \|V^I\|_w^2$. So far we have proved
\[
\sum_{i=1}^N \Bigl\|\tilde{\square}_{r,\delta,R}\psi^I\Bigr\|_w^2 \\
\geq \frac{999}{1000} \|P_1\psi\|_w^2 + \left( \frac{9}{1000} - \tau^{-1} \right) \|P_2\psi\|_w^2 + \left( \frac{1}{4} \tau - \frac{1}{1000} \right) \|t^{-1-\delta/2}\partial_t\psi\|_w^2 + \tau^2 \|t^{-1-\delta/2}\psi\|_w^2 \\
+ \sum_i \left[ 4 \left( P_2\psi^I, (t^{-1} - r^{-1} + r^{-1}t^{-\delta-1})\partial_t\psi^I \right)_w + \left( P_2(\psi^I), 2t^{-2}\psi^I \right)_w \right. \\
\left. + \left( P_1(\psi^I), 2\tau((\delta+1)t^{-\delta-2} + 2t^{-1}(1 - t^{-\delta-1}))\psi^I + R^I(\psi) \right)_w \right].
\]
To continue, we note that
\[
-4 \left( P_2\psi^I, (t^{-1} - r^{-1} + r^{-1}t^{-\delta-1})\partial_t\psi^I \right)_w \leq 4 \|P_2\psi^I\|_w \|t^{-1}(r - t + t^{-\delta})\partial_t\psi^I\|_w \wedge \\
\geq CT_0^{\delta/2-1} \|P_2\psi^I\|_w \|t^{-1-\delta/2}\partial_t\psi^I\|_w \wedge \\
\leq CT_0^{-1/2} \|P_2\psi^I\|_w^2 + \|t^{-1-\delta/2}\partial_t\psi^I\|_w^2)
\]
(3.34)
\[ -(P_2(\psi^I), 2t^{-2}\psi^I)_w \leq 2 \| P_2\psi^I \|_w \| t^{-2}\psi^I \|_w \leq CT_0^{\delta/2-1} \| P_2\psi^I \|_w \| t^{-1-\delta/2}\psi^I \|_w \]
\[ \leq CT_0^{-1/2}(\| P_2\psi^I \|_w^2 + \| t^{-1-\delta/2}\psi^I \|_w^2), \]

and
\[ -(P_1(\psi^I), 2\tau((\delta + 1)t^{-\delta-2} + 2t^{-1}(1 - t^{-\delta-1}))\psi^I + R^I(\psi))_w \]
\[ = -(P_1(\psi^I), 2\tau((\delta - 1)t^{-\delta-2} + 2(tr)^{-1}(r - t))\psi^I + R^I(\psi) + 2\tau r^{-1}\psi^I)_w \]
\[ \leq C \| P_1\psi^I \|_w (\tau \| t^{-2}\psi^I \|_w + \| R^I(\psi) + 2\tau r^{-1}\psi^I \|_w) \]
\[ \leq \frac{1}{2} \| P_1\psi^I \|_w^2 + C(\tau^2T_0^{-\delta-2} \| t^{-1-\delta/2}\psi^I \|_w^2 + \| R^I(\psi) + 2\tau r^{-1}\psi^I \|_w^2) \]
\[ \leq \frac{1}{2} \| P_1\psi^I \|_w^2 + C\tau^2T_0^{-1} \| t^{-1-\delta/2}\psi^I \|_w^2 \]
\[ + CT_0^{-\gamma/2}(\| P_1\psi^I \|_w^2 + \| P_2\psi^I \|_w^2 + \tau^2 \| t^{-\delta/2-1}\psi^I \|_w^2 + \| t^{-\delta/2-1}\partial_t\psi^I \|_w^2) + C\tau^{-1} \| P_2\psi^I \|_w^2. \]

Take the sum of (3.34), (3.35) and (3.36) over all \( 1 \leq I \leq N \). For \( T_0 \gg 1 \) and \( \tau \gg 1 \), we conclude that this sum has a upper bound
\[ \frac{1}{2} \| P_1\psi \|_w^2 + \frac{1}{1000}(\| P_1\psi \|_w^2 + \| P_2\psi \|_w^2) + (\tau^2 \| t^{-\delta/2-1}\psi \|_w^2 + \frac{1}{1000} \| t^{-\delta/2-1}\partial_t\psi \|_w^2). \]

As a result,
\[ \sum_{I=1}^N \left\| (\bar{\Delta}_{\tau,\delta,R^I}\psi)^I \right\|_w^2 \]
\[ \geq \frac{249}{500} \| P_1\psi \|_w^2 + \left(\frac{1}{125} - \tau^{-1}\right) \| P_2\psi \|_w^2 + \left(\frac{1}{4}\tau - \frac{1}{500}\right)(\| t^{-1-\delta/2}\partial_t\psi \|_w^2 + \| t^{-1-\delta/2}\psi \|_w^2). \]

By choosing \( \tau \gg 1 \), we conclude that
\[ \| P_1\psi \|_w^2 + \| P_2\psi \|_w^2 + \tau(\| t^{-1-\delta/2}\partial_t\psi \|_w^2 + \| t^{-1-\delta/2}\psi \|_w^2) \lesssim \sum_{I=1}^N \left\| (\bar{\Delta}_{\tau,\delta,R^I}\psi)^I \right\|_w^2. \]

This estimate is in fact stronger than (5.5).

4. Application of the Carleman estimates

In this section, we seek to prove the following proposition.

**Proposition 4.1.** Fix \( R, R' \in \mathbb{R} \) such that \( R' < R \). Also fix \( 0 < \gamma, \gamma' \leq 1 \) and \( T_* > |\gamma'|+1 \).

Suppose that we have continuous functions \( V_j^{I,\alpha} \)'s and \( W_j^I \)'s for \( I, J = 1, \ldots, N \) and \( \alpha = 0, 1, 2, 3 \) defined in \( \Omega_{T_*} \), and that they satisfy the following pointwise estimates:
\[ \sum_{I,J=1}^N \sum_{\alpha=0}^3 |V_j^{I,\alpha}| \leq C_1(1 + t + r)^{-1} \quad \forall (t, x) \in \Omega_{T_*}, \]

and
\[ \sum_{I,J=1}^N |\sum_{\alpha=0}^3 V_j^{I,\alpha}\omega_\alpha| + \sum_{I,J=1}^N |W_j^I| \leq C_1(1 + t + r)^{-1-\gamma} \quad \forall (t, x) \in \Omega_{T_*}. \]
Suppose that $\phi = (\phi^I) \in C^2(\Omega_{T_s,R''}; \mathbb{R}^N)$ is a solution to the PDE

(4.3) \quad (\square \phi)^I = \Box \phi^I + \sum_{j=1}^N \sum_{\alpha=0}^3 V_j^{I,\alpha} \partial_\alpha \phi^I + \sum_{j=1}^N W_j^I \phi^I = 0, \quad I = 1, 2, \ldots, N.

Assume that $\phi = 0$ for all $r - t \geq R$, and that it satisfies the pointwise estimates:

(4.4) \quad |\phi| + |\partial \phi| \leq C_2(1 + t + r)^{-3/2 - \gamma'} \quad \forall (t,x) \in \Omega_{T_s,R''},

and

(4.5) \quad |(\partial_t + \partial_r) \phi| \leq C_2(1 + t + r)^{-5/2 - \gamma'} \quad \forall (t,x) \in \Omega_{T_s,R''}.

Then, there exist a large time $T_0 \gg T_s,R,R''_c, c_1, c_2, \gamma, \gamma'$ and a sufficiently small $0 < \delta \ll T_0, R''$, such that $\phi(t,x) = 0$ for all $(t,x) \in \Omega_{T_0,R''} \cap \{ f_0 \geq R'' \}$.

The proof of Proposition 4.1 relies on the Carleman estimates proved in Section 3. However, $\phi$ is not assumed to be compactly supported, so Proposition 3.1 cannot be applied to $\phi$ directly. This is why we need to define a new function $\psi$ by multiplying $\phi$ by some cutoff functions. We will explain the details later in this section. In Section 4.1 we define this function $\psi$. Note that $\psi$ is a function of two parameters $\tau$ and $T$. Here $\tau$ comes from the Carleman estimates, and $T$ is the time where we truncate the solution. In Section 4.2 we take $T \to \infty$ and then take $\tau \to \infty$ in the Carleman estimates. It turns out that the right hand side of (3.5) has a limit 0, which finishes the proof of Proposition 4.1.

4.1. Setup. By Proposition 3.1 there exists a sufficiently large time $T_0 \gg T_s,R,R'', c_1, c_2, \gamma$ such that we have the Carleman estimates (3.5) for all $\tau \gg 1$, $\delta \in (0, \gamma)$ and functions $\psi \in C^\infty_c(\Omega_{T_0,R''}; \mathbb{R}^N)$. The choice of $T_0$ is independent of the choice of $\delta$, so we can choose $\delta$ after we obtain this time $T_0$. Because of the limit

$$\lim_{\delta \to 0^+} \delta^{-1} T_0^{-\delta} = \infty,$$

we are able to choose $0 < \delta \ll T_0, R''$ such that $\delta^{-1} T_0^{-\delta} > 2(R - R'')$. We then define $f = f_0(t,x)$ by (3.2) using this $\delta$.

Fix any $R' \in \mathbb{R}$ such that $R'' < R' < R$. Let $\chi_1, \chi_2 \in C^\infty(\mathbb{R})$ be two $\mathbb{R}$-valued cutoff functions satisfying the following properties $0 \leq \chi_1(s), \chi_2(s) \leq 1$ for all $s \in \mathbb{R}$: $\chi_1(s) = 0$ for all $s \leq (R'' + R')/2$ and $\chi_1(s) = 1$ for all $s \geq R'$; $\chi_2(s) = 1$ for all $s \leq 1$ and $\chi_2(s) = 0$ for all $s \geq 2$. Also fix a large time $T > T_0$. For all $\tau \gg 1$, we set

(4.6) \quad \psi := \chi_1(f) \chi_2(t/T) e^{\tau(f - R')} \phi.

From the choices of the cutoff functions, we have $\psi = e^{\tau(f - R')} \phi$ whenever $T_0 \leq t \leq T, \quad r - t - \delta^{-1} t^{-\delta} \geq R'$.

We also have $\psi = 0$ whenever $t \geq 2T, \quad r - t - \delta^{-1} t^{-\delta} \leq (R'' + R')/2$.

To visualize these cutoff regions, one could temporarily ignore the term $\delta^{-1} t^{-\delta}$ which is supposed to be negligible for sufficiently large time.
It is clear that $\psi \in C^2(\Omega_{T_0,R''}; \mathbb{R}^N)$. In fact, we already know that $\phi = 0$ for $r - t \geq R$, and that $\psi = 0$ whenever $t > 2T$ or whenever $f(t,x) < (R'' + R')/2$ because of the choice of $\chi_1, \chi_2$. Moreover, whenever $f(t,x) \geq R''$ and $T_0 \leq t < \frac{101}{100}T_0$, we have

$$r - t - (R - R'') > r - t - \delta^{-1}T_0 - \delta \cdot \left(\frac{100}{101}\right)^d > r - t - \delta^{-1}t - \delta > R'' \implies r \geq t + R.$$ 

So the assumptions on $\delta$ above guarantee that $\phi \equiv 0$ in a small neighborhood of the surface $\{t = T_0, \ f(t,x) \geq R''\}$. In summary, we have $\psi \in C^2(\Omega_{T_0,R''}; \mathbb{R}^N)$.

### 4.2. Proof of Proposition 4.1

We can now apply the Carleman estimates. By (3.5), we conclude that for all $\tau \gg 1$, we have

$$\tau^3 \int_{\Omega_{T_0,R''}} |\psi|^2t^{-d} \, dx \, dt \leq \int_{\Omega_{T_0,R''}} |\tilde{T}_{r,\delta,R'} \psi|^2 t^2 \, dx \, dt.$$ 

Note that the constant in this estimate is independent of $\tau$, $T_0$, $\delta$ and $\psi$. Here $\tilde{T}_{r,\delta,R'}$ is defined by (3.6), so we have

$$\tilde{T}_{r,\delta,R'} \psi = e^{\tau(f-R')} \tilde{T}_1(\chi_1(f)\chi_2(t/T)\phi).$$ 

That is, for each $I = 1, 2, \ldots, N$, we have

$$\tilde{T}_{r,\delta,R'} \psi = e^{\tau(f-R')} \tilde{T}_1(\chi_1(f)\chi_2(t/T)\phi)^I + \sum_{J,\alpha} V_{I,J}^f \partial_\alpha (\chi_1(f)\chi_2(t/T)\phi)^J + \sum_{J} W_{I,J} \chi_1(f)\chi_2(t/T)\phi^J$$

$$= e^{\tau(f-R')} \chi_1(f)\chi_2(t/T)(\tilde{T}_1 \phi)^I + \mathcal{R}_1 + \mathcal{R}_2 = \mathcal{R}_1 + \mathcal{R}_2.$$ 

The last identity follows because $\phi$ is a solution to $\tilde{T}_1 \phi = 0$. Here we define

$$\mathcal{R}_1 := e^{\tau(f-R')} [\chi_2(t/T)\phi^I \cdot \tilde{T}_1(\chi_1(f)) + 2\partial^\alpha (\chi_1(f)) \partial_\beta (\chi_2(t/T)\phi^I) + V_{I,J}^f \partial_\alpha (\chi_1(f))\chi_2(t/T)\phi^J]$$

and

$$\mathcal{R}_2 := e^{\tau(f-R')} \chi_1(f) [\tilde{T}_1(\chi_2(t/T))\phi^I + 2\partial^\beta (\chi_2(t/T)) (\partial_\beta \phi^I) + V_{I,J}^f \partial_\alpha (\chi_2(t/T))\phi^J].$$

Let us briefly explain why the error term here is written as the sum of $\mathcal{R}_1$ and $\mathcal{R}_2$. In fact, every term involving a derivative of $\chi_1(f)$ is included in $\mathcal{R}_1$. Because of the definition of $\chi_1$, we have $\mathcal{R}_1 \neq 0$ only if $f - R' < 0$ and thus $\lim_{\tau \to \infty} e^{\tau(f-R')} = 0$. All the other terms are put in $\mathcal{R}_2$, and we notice that all such terms involve a derivative of $\chi_2(t/T)$. Because of the definition of $\chi_2$, we have $\mathcal{R}_2 \neq 0$ only if $t \sim T$.

We have

$$\mathcal{R}_1 = e^{\tau(f-R')} \chi_2(t/T)\phi^I (\chi_1(f) \tilde{T}_1 f + \chi'_1(f) \partial_\alpha f \partial^\alpha f)$$

$$+ 2e^{\tau(f-R')} \chi_1(f) \chi_2(t/T) \partial^\beta \phi^I - 2e^{\tau(f-R')} \chi_1(f) \partial_\beta \chi_2(t/T)T^{-1} \phi^I$$

$$+ e^{\tau(f-R')} V_{I,J}^f \partial_\alpha f \chi_2(t/T) \phi^J$$

$$= e^{\tau(f-R')} \chi_2(t/T)\phi^I (\chi'_1(f)(2r^{-1} + (\delta + 1)t^{-\delta-2}) + \chi''_1(f)t^{-\delta-1}(2 - t^{-\delta-1}))$$

$$+ 2e^{\tau(f-R')} \chi_1(f) [\chi_2(t/T)((\partial_\beta + \partial_\tau)\phi^I - t^{-\delta-1} \partial_\phi \phi^I) + 2T^{-1}(1 - t^{-\delta-1}) \chi_2(t/T) \phi^J]$$

$$+ e^{\tau(f-R')} (V_{I,J}^f \tilde{T}_1 + V_{J,I}^f t^{-\delta-1}) \chi_1(f) \chi_2(t/T) \phi^J.$$
and
\[ R_2 = e^{\tau(f - R')} \chi_1(f)[-T^{-2} \chi''_2(t/T) \phi_l - 2T^{-1} \chi'_2(t/T) \partial_t \phi_l + V_j^{f,0} T^{-1} \chi'_2(t/T) \phi_j]. \]

Recall the estimates (4.1) and (4.2) for \( V\) and \( B\). By the Lebesgue dominated convergence theorem, we have
\[ \lim_{\tau \to \infty} \int_{\Omega_{T_0,R'}} e^{\tau(f - R')} \chi_1(f)[-T^{-2} \chi''_2(t/T) \phi_l - 2T^{-1} \chi'_2(t/T) \partial_t \phi_l + V_j^{f,0} T^{-1} \chi'_2(t/T) \phi_j] \leq 0. \]

Thus, (4.9)
\[ \| R_1 \|^2_w + \| R_2 \|^2_w \leq \int_{\Omega_{T_0,R'}} e^{2\tau(f - R')} \chi_1(f)[-T^{-2} \chi''_2(t/T) \phi_l - 2T^{-1} \chi'_2(t/T) \partial_t \phi_l + V_j^{f,0} T^{-1} \chi'_2(t/T) \phi_j] \leq 0. \]

Note that
\[ \int_{T_0}^{\infty} \int_{R'' \leq t - \tau \leq R} e^{2\tau(f - R')} t^{-3-2\gamma'} 1_{f(t,x) < R'} dt \leq \int_{T_0}^{\infty} (T^{2-3-2\gamma'} \int_{R'' \leq t - \tau \leq R} t \cdot t^{-3-2\gamma'} dt) \leq \int_{T_0}^{\infty} (T^{2} \cdot t^{-3-2\gamma'} dt) \leq \gamma_T e^{\gamma_T [R + R'' + R')] T^{-2\gamma'}.} \]

By the Lebesgue dominated convergence theorem, we have
\[ \lim_{\tau \to \infty} \int_{R'' \leq t - \tau \leq R} e^{2\tau(f - R')} t^{-3-2\gamma'} 1_{f(t,x) < R'} dt = 0. \]

In conclusion, we have
\[ \lim_{\tau \to \infty} \limsup_{T \to \infty} \| R_1 \|^2_w + \| R_2 \|^2_w = 0 \]
and thus
\[ \lim_{\tau \to \infty} \limsup_{T \to \infty} \| \tau_{t,\delta, R} \phi \|^2_w = 0. \]
By (4.7) we deduce that

\[
(4.11) \quad \lim_{\tau \to \infty} \limsup_{T \to \infty} \tau^3 \int_{\Omega_{T_0, R''}} \left| \chi_1(f) \chi_2(t/T) e^{\tau(f-R')_\phi} \right|^2 t^{-\delta} \, dx \, dt = 0.
\]

By the Fatou’s lemma, we have

\[
\int_{\Omega_{T_0, R''}} |\chi_1(f) e^{\tau(f-R')_\phi}|^2 t^{-\delta} \, dx \, dt = \int_{\Omega_{T_0, R''}} \lim_{T \to \infty} \left| \chi_1(f) \chi_2(t/T) e^{\tau(f-R')_\phi} \right|^2 t^{-\delta} \, dx \, dt
\]

\[
\leq \liminf_{T \to \infty} \int_{\Omega_{T_0, R''}} \left| \chi_1(f) \chi_2(t/T) e^{\tau(f-R')_\phi} \right|^2 t^{-\delta} \, dx \, dt
\]

\[
\leq \limsup_{T \to \infty} \int_{\Omega_{T_0, R''}} \left| \chi_1(f) \chi_2(t/T) e^{\tau(f-R')_\phi} \right|^2 t^{-\delta} \, dx \, dt.
\]

It then follows from (4.11) that

\[
\lim_{\tau \to \infty} \tau^3 \int_{\Omega_{T_0, R''}} \left| \chi_1(f) e^{\tau(f-R')_\phi} \right|^2 t^{-\delta} \, dx \, dt = 0.
\]

By the Fatou’s lemma again, we conclude that

\[
(4.12) \quad \int_{\Omega_{T_0, R''}} \liminf_{\tau \to \infty} \tau^3 \left| \chi_1(f) e^{\tau(f-R')_\phi} \right|^2 t^{-\delta} \, dx \, dt = 0.
\]

However, this limit forces \( \phi = 0 \) for all \((t, x) \in \Omega_{T_0, R''}\) such that \( f(t, x) \geq R' \). Otherwise, we have \( |\phi| > 0 \) in a nonempty open set \( U \) in \( \mathbb{R}^{1+3} \) by continuity. In this case, the integrand on the left side of (4.12) is infinite on a set of positive measure. This contradicts with the limit (4.12).

Finally, we notice that \( R'' < R' < R \) can be chosen arbitrarily. Thus \( \phi \equiv 0 \) in the domain

\[
\bigcup_{R' \in (R'', R)} \{ (t, x) \in \Omega_{T_0, R'} : f(t, x) \geq R' \} = \{ (t, x) \in \Omega_{T_0, R'} : f(t, x) > R'' \}.
\]

By continuity of \( \phi \), we also have \( \phi(t, x) = 0 \) for \((t, x) \in \Omega_{T_0, R'}\) such that \( f(t, x) = R'' \). This finishes the proof of Proposition 4.1.

5. Proof of the main theorems

In this section we finish the proof of Theorem [1] and Theorem [2]. In Section 5.1 and Section 5.2, we prove Theorem [2] and Theorem [1] respectively. At the end of Section 5.2, we also prove the results stated in Remark 1.7.

5.1. Vanishing in \( \mathcal{D} \). In this section we finish the proof of Theorem [2]. Fix two constants \( R_1, R_2 \in \mathbb{R} \) such that \( R_1 > 0 \) and \( |R_2| < R_1 \). Recall from Theorem [2] that we define the open set

\[
(5.1) \quad \mathcal{D} = \mathcal{D}_{R_1, R_2} := \{ (t, x) \in \mathbb{R}^{1+3} : t > 0, (r-t-R_2)(r+t+R_2) > R_1^2 - R_2^2 \}.
\]
Similarly, for each $R'' \in (R_2, R_1)$, we define $\mathcal{D}_{R_1, R''}$ by (5.1) with $R_2$ replaced by $R''$. Note that $\bigcup_{R'' \in (R_2, R_1)} \mathcal{D}_{R_1, R''} = \mathcal{D}_{R_1, R_2}$. In fact, $(t, x) \in \mathcal{D}_{R_1, R_2}$ if and only if $t > 0$ and

$$R_2 < \frac{r^2 - R_1^2 - t^2}{2t}.$$  

For some sufficiently small $\varepsilon > 0$, we have

$$R_2 + \varepsilon < \frac{r^2 - R_1^2 - t^2}{2t},$$

which implies that $(t, x) \in \mathcal{D}_{R_1, R_2 + \varepsilon}$.

Let $\phi$ be a solution to $\tilde{\Delta} \phi = 0$ with the properties stated in the Theorem 2. Our goal is to show $\phi \equiv 0$ in $\mathcal{D}$. Because of the continuity of $\phi$, it suffices to prove the following proposition.

**Proposition 5.1.** For each $R'' \in (R_2, R_1)$, we have $\phi \equiv 0$ in $\mathcal{D}_{R_1, R''}$.

In the rest of this section, we will prove this proposition. Now we fix $R'' \in (R_2, R_1)$ and set

$$T_s := \frac{R_1^2 - (R'')^2}{2(R'' - R_2)} > 0.$$  

We claim that $\Omega_{T_s, R''} \subset \mathcal{D}$. In fact, for each $(t, x) \in \Omega_{T_s, R''}$, we have

$$(r - t - R_2)(r + t + R_2) > (R'' - R_2)(R'' + 2T_s + R_2) = (R'')^2 - R_2^2 + 2T_s(R'' - R_2) = R_2^2 - R_2^2.$$  

That is, we have $(t, x) \in \mathcal{D}$. Given such a pair of $(T_s, R'')$, we apply Proposition 4.1. Our conclusion is that $\phi \equiv 0$ in $\Omega_{T_0, R''} \cap \{f_\delta \geq R''\}$ for some $T_0 \gg T_s, R_1, R'', c, \gamma, s$ and $0 < \delta \ll T_0, R_1, R''$. In summary, so far we have proved that $\phi \equiv 0$ in

$$(5.2) \quad K_{\delta, T_0, R'', R_1} := (\Omega_{T_0, R''} \cap \{f_\delta \geq R''\}) \cup \{(t, x) \in \mathbb{R}^{1+3} : t > 0, r - t \geq R_1\}.$$  

To continue, for fixed constants $\nu > 0$ and $\kappa \in \mathbb{R}$, we define a family of surfaces

$$(5.3) \quad S_{\nu, \kappa, c} := \{(t, x) \in \mathbb{R}^{1+3} : t > 0, (r + \nu)^2 - (t + \kappa)^2 = c\}, \quad c > 0.$$  

According to Example 2.10 these surfaces are strongly pseudoconvex in $\bigcup_{c>0} S_{\nu, \kappa, c}$. We seek to foliate the region $\mathcal{D}_{R_1, R''}$ with this family of surfaces $\{S_{\nu, \kappa, c}\}$ where $(\nu, \kappa, c)$ satisfies some constraints.

We first specify the constraints on $(\nu, \kappa, c)$.

**Lemma 5.2.** We have

$$(5.4) \quad \mathcal{D}_{R_1, R''} = \bigcup \{S_{\nu, \kappa, c} : \nu > 0, R'' + \nu < \kappa < R_1 + \nu, c > (R_1 + \nu)^2 - \kappa^2\}.$$  

Here we note that $(R_1 + \nu)^2 - \kappa^2 > 0$.

**Proof.** We first explain why $\nu > 0$ and $R'' + \nu < \kappa < R_1 + \nu$ implies $(R_1 + \nu)^2 - \kappa^2 > 0$. In fact, we have $|R''| < R_1$ since $R_1 > |R_2|$ and $R_1 > R'' > R_2$. Thus, if $R'' + \nu < \kappa < R_1 + \nu$, then either $0 \leq \kappa < R_1 + \nu$ or $0 > \kappa > R'' + \nu > -R_1 + \nu$. In summary, we must have $|\kappa| < R_1 + \nu$.  
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Fix \( \nu > 0 \), \( R'' + \nu < \kappa < R_1 + \nu \) and \( c > (R_1 + \nu)^2 - \kappa^2 \). We claim that \( S_{\nu, \kappa, \delta} \subset \mathcal{D}_{R_1, R''} \). To prove this claim, we fix \((t, x) \in S_{\nu, \kappa, c}\). Since \( t > 0 \) and \( |R''| < R_1 \), we have
\[
(r + t + R'')(r - t - R'') > (R_1 + R'')(R_1 - R'') = R_1^2 - (R'')^2
\]
whenever \( r - t > R_1 \). If \( r - t \leq R_1 \), we have
\[
(r + t + R'')(r - t - R'') - [(r + \nu)^2 - (t + \kappa)^2] = -2r\nu + 2t(\kappa - R'') - \nu^2 - (R'')^2 + \kappa^2 \\
\geq -2(r - t)\nu - \nu^2 - (R'')^2 + \kappa^2 \geq -2R_1\nu + \nu^2 + (R'')^2 - \kappa^2.
\]
As a result, for each \((t, x) \in S_{\nu, \kappa, c} \cap \{r - t \leq R_1\}\), we have
\[
(r + t + R'')(r - t - R'') \geq c - 2R_1\nu - \nu^2 - (R'')^2 + \kappa^2.
\]
If \( c > (R_1 + \nu)^2 - \kappa^2 \), the right side of this inequality is larger than \( R_1^2 - (R'')^2 \). We thus conclude that \( S_{\nu, \kappa, c} \subset \mathcal{D}_{R_1, R''} \).

Conversely, we fix \((t, x) \in \mathcal{D}_{R_1, R''} \). Since \((r + t + R'')(r - t - R'') > R_1^2 - R_2^2\), we can choose \( \varepsilon > 0 \) so that \((r + t + R'')(r - t - R'') > R_1^2 - R_2^2 + \varepsilon\). We emphasize that \( \varepsilon \) is chosen before \((\nu, \kappa, c)\) is chosen. According to the computations above, we have
\[
(r + \nu)^2 - (t + \kappa)^2 = (r + t + R'')(r - t - R'') + (R'')^2 + 2(r - t)\nu + 2t(\nu + R'' - \kappa) + \nu^2 - \kappa^2 \\
> R_1^2 + \varepsilon + 2(r - t)\nu + 2t(\nu + R'' - \kappa) + \nu^2 - \kappa^2 \\
= (R_1 + \nu)^2 - \kappa^2 + \varepsilon + 2(r - t - R_1)\nu + 2t(\nu + R'' - \kappa).
\]
We can choose \( \nu > 0 \) and \( R'' + \nu < \kappa < R_1 + \nu \) (both \( \nu \) and \( \kappa \) depend on \((t, x)\), \( \varepsilon \) and \( R'' \)) such that \( \varepsilon + 2(r - t - R_1)\nu + 2t(\nu + R'' - \kappa) > 0 \). As a result, we have \((t, x) \in S_{\nu, \kappa, c}\) with \( c > (R_1 + \nu)^2 - \kappa^2 > 0 \).

We hope to apply Corollary 2.7 on these \( S_{\nu, \kappa, c}\). However, Corollary 2.7 is a local result, so some type of compactness would be necessary.

**Lemma 5.3.** Let \( \nu, c > 0 \) and \( \kappa \in \mathbb{R} \) be constants such that \( R'' + \nu < \kappa < R_1 + \nu \). Then, for any fixed two constants \( c_1, c_2 \) such that \( (R_1 + \nu)^2 - \kappa^2 < c_1 \leq c_2 \), there exist two constants \( 0 < T_1 < T_2 \), such that
\[
\bigcup_{c_1 \leq c \leq c_2} S_{\nu, \kappa, c} \setminus K_{\delta, T_0, R''}, R_1 \subset [T_1, T_2] \times \mathbb{R}^3.
\]
As a result, the closure of \( \bigcup_{c_1 \leq c \leq c_2} S_{\nu, \kappa, c} \setminus K_{\delta, T_0, R''}, R_1 \) is a compact subset of \([T_1, T_2] \times \mathbb{R}^3\).

**Proof.** Let \((t, x)\) be any point in \( \bigcup_{c_1 \leq c \leq c_2} S_{\nu, \kappa, c} \setminus K_{\delta, T_0, R''}, R_1 \). We first show that \( t \geq T_1 > 0 \) for some fixed time \( T_1 > 0 \). If this is false, we can find a sequence \( \{(t_n, x_n)\} \) such that \((t_n, x_n) \in \bigcup_{c_1 \leq c \leq c_2} S_{\nu, \kappa, c} \setminus K_{\delta, T_0, R''}, R_1 \) for all \( n \) and \( \lim_{n \to \infty} t_n = 0 \). It follows from (5.3) that
\[
c_1 \leq (|x_n| + \nu)^2 - (t_n + \kappa)^2 \leq c_2, \quad \forall n = 1, 2, \ldots.
\]
It is clear that \( \{x_n\} \) is a bounded sequence in \( \mathbb{R}^3 \), so it has a convergent subsequence. Without loss of generality, we assume that \( \{x_n\} \) converges to \( y \in \mathbb{R}^3 \). As a result,
\[
c_1 \leq (|y| + \nu)^2 - \kappa^2 \leq c_2.
\]
Since \( \nu > 0 \) and \((R_1 + \nu)^2 - \kappa^2 < c_1\), we have \(|y| > R_1\). It follows that \( \lim_{n \to \infty} (|x_n| - t_n) = |y| > R_1 \). But this implies that \(|x_n| - t_n > R_1\) for all sufficiently large \( n \). That is, \((t_n, x_n) \in K_{\delta,T_0,R''_1,R_1}\) for all sufficiently large \( n \). A contradiction. As a result, we have
\[
\bigcup_{c_1 \leq c \leq c_2} S_{\nu,k,c} \setminus K_{\delta,T_0,R''_1,R_1} \subset (T_1, \infty) \times \mathbb{R}^3 \text{ for some } T_1 > 0.
\]

Next we show that \( t \leq T_2 \) for some fixed time \( T_2 \in (0, \infty) \). If this is false, we can find a sequence \( \{(t_n, x_n)\} \) such that \((t_n, x_n) \in \bigcup_{c_1 \leq c \leq c_2} S_{\nu,k,c} \setminus K_{\delta,T_0,R''_1,R_1}\) for all \( n \) and \( \lim_{n \to \infty} t_n = \infty \). Without loss of generality, we assume that \( t_n > T_0 \) for all \( n \). Again, we have
\[
c_1 \leq (|x_n| + t_n + \kappa + \nu)(|x_n| - t_n + \nu - \kappa) = (|x_n| + \nu)^2 - (t + \kappa)^2 \leq c_2, \quad \forall n = 1, 2, \ldots.
\]
Note that this equation implies that \( \lim_{n \to \infty} |x_n| = \infty \). In addition, we should have \( f_\delta(t_n, x_n) < R'' \) for all \( n \). That is,
\[
|x_n| - t_n - \delta^{-1}t_n^{-\delta} < R'', \quad \forall n = 1, 2, \ldots.
\]
As a result,
\[
\frac{c_2}{|x_n| + t_n + \kappa - \nu} + \kappa - \nu - \delta^{-1}t_n^{-\delta} < R''.
\]
By sending \( n \to \infty \), we conclude that \( \kappa - \nu \leq R'' \). This contradicts with our assumptions. As a result, we have \( \bigcup_{c_1 \leq c \leq c_2} S_{\nu,k,c} \setminus K_{\delta,T_0,R''_1,R_1} \subset (T_1, T_2] \times \mathbb{R}^3 \text{ for some } T_2 > 0 \).

In the next lemma, we show that \( S_{\nu,k,c} \subset K_{\delta,T_0,R''_1,R_1} \) for sufficiently large \( c > 0 \).

**Lemma 5.4.** Let \( \nu > 0 \) and \( \kappa \in \mathbb{R} \) be constants such that \( R'' + \nu < \kappa < R_1 + \nu \). Then, for sufficiently large \( c \gg \delta,T_0,R''_1,\nu,k \) \((\text{in particular, } c > (R_1 + \nu)^2 - \kappa^2 > 0)\), we have \( S_{\nu,k,c} \subset K_{\delta,T_0,R''_1,R_1} \).

**Proof.** First, on \( S_{\nu,k,c} \) we have
\[
(r - t + \nu - \kappa)(r + t + \nu + \kappa) = c.
\]
Here \( c > 0 \). If \( r - t + \nu - \kappa < 0 \) and \( r + t + \nu + \kappa < 0 \), then \( 0 < 2r + 2\nu < 0 \) which is impossible. As a result, we have \( r + t - \nu - \kappa > 0 \) and \( r + t + \nu + \kappa > 0 \).

Now fix \((t, x) \in S_{\nu,k,c} \). If \( r - t \geq R_1 \), we conclude that \((t, x) \in K_{\delta,T_0,R''_1,R_1}\) by (5.2). So let us assume that \( r - t < R_1 \). That is,
\[
r - t = \frac{c}{r + t + \nu + \kappa} + \kappa - \nu < R_1.
\]
Since \( r + t + \nu + \kappa > 0 \) and \( R_1 + \nu > \kappa \), it follows that
\[
\frac{c}{R_1 + \nu - \kappa} < r + t + \nu + \kappa < 2t + \nu + \kappa + R_1.
\]
Moreover, we have
\[
f_\delta(t, x) = r - t - \delta^{-1}t^{-\delta} = \frac{c}{r + t + \nu + \kappa} + \kappa - \nu - \delta^{-1}t^{-\delta} > \kappa - \nu - \delta^{-1}t^{-\delta}.
\]
By choosing \( c \gg \delta,T_0,R_1,\nu,k \), we have \( t > T_0 \) and \( 0 < \delta^{-1}t^{-\delta} < \kappa - \nu - R'' \). This constant \( c \) does not depend on \((t, x)\). Thus, \((t, x) \in \Omega_{T_0,R''} \cap \{f_\delta \geq R''\}\). This finishes the proof.

\[\square\]
Let us prove Proposition 5.1. Fix \( \nu > 0 \) and \( R'' + \nu < \kappa < R_1 + \nu \). Set
\[
I := \{ c_0 > (R_1 + \nu)^2 - \kappa^2 : \phi = 0 \text{ on } \bigcup_{c \geq c_0} S_{\nu, \kappa, c} \}.
\]
By Lemma 5.4, we have \( I \neq \emptyset \), so we can set \( c_0 := \inf I \geq (R_1 + \nu)^2 - \kappa^2 \). We claim that \( c_0 = (R_1 + \nu)^2 - \kappa^2 \).

Let us instead assume that \( c_0 > (R_1 + \nu)^2 - \kappa^2 \). For any \( (R_1 + \nu)^2 - \kappa^2 < c' < c_0 \), we have \( c' \notin I \), so there exists \( c' \leq c < c_0 \) such that \( \{ \phi \neq 0 \} \cap S_{\nu, \kappa, c} = \emptyset \). We thus obtain a sequence of points \( \{(t_n, x_n)\} \) and a sequence of real numbers \( \{c_n\} \), such that \( (t_n, x_n) \in S_{\nu, \kappa, c_n}, \phi(t_n, x_n) \neq 0, (R_1 + \nu)^2 - \kappa^2 < c_n < c_0 \) and \( \lim_{n \to \infty} c_n = c_0 \). Here we can choose \( c'_2 \geq c'_1 > (R_1 + \nu)^2 - \kappa^2 \) such that \( c'_1 \leq c_n \leq c'_2 \) for each \( n \). And since \( \phi \equiv 0 \) on \( K_{\delta, T_0, R', R_1} \), for each \( n \) we have \( (t_n, x_n) \in \bigcup_{c'_1 \leq c \leq c'_2} S_{\nu, \kappa, c} \setminus K_{\delta, T_0, R', R_1} \). By Lemma 5.3, the closure of \( \bigcup_{c'_1 \leq c \leq c'_2} S_{\nu, \kappa, c} \setminus K_{\delta, T_0, R', R_1} \) is a compact set contained in \( [T_1, T_2] \times \mathbb{R}^3 \) for some \( 0 < T_1 < T_2 < \infty \). Thus, a subsequence of \( \{(t_n, x_n)\} \) converges. Without loss of generality, we assume that the sequence \( \{(t_n, x_n)\} \) itself converges to \((t_\infty, x_\infty)\).

Now, it is clear that \((t_\infty, x_\infty) \in ([T_1, T_2] \times \mathbb{R}^3) \cap S_{\nu, \kappa, c_0} \), so there exists an open neighborhood of \((t_\infty, x_\infty)\) contained in
\[
\mathcal{O} = \{(t, x) \in \mathbb{R}^{1+3} : t > 0, (r + \nu)^2 - (t + \kappa)^2 > 0\}.
\]
Since \( \phi = 0 \) on \( \bigcup_{c > c_0} S_{\nu, \kappa, c} \), we can apply Corollary 2.1 at \((t_\infty, x_\infty)\). As a result, there exists an open neighborhood \( \mathcal{N} \) of \((t_\infty, x_\infty)\), such that \( \phi \equiv 0 \) in \( \mathcal{N} \). However, since the sequence \( \{(t_n, x_n)\} \) converges to \((t_\infty, x_\infty)\), so \( (t_n, x_n) \in \mathcal{N} \) for all sufficiently large \( n \). We obtain a contradiction as \( \phi(t_n, x_n) \neq 0 \).

So far, we have proved that \( \inf I = (R_1 + \nu)^2 + \kappa^2 \), so \( \phi = 0 \) on \( \bigcup_{c > (R_1 + \nu)^2 + \kappa^2} S_{\nu, \kappa, c} \). Since \( \nu > 0 \) and \( R'' + \nu < \kappa < R_1 + \nu \) can be chosen arbitrarily, we conclude that \( \phi \equiv 0 \) in \( \mathcal{D}_{R_t, R''} \) by applying Lemma 5.2. This ends the proof of Proposition 5.1.

5.2. Proof of Theorem 1 and Remark 1.7. In this section we explain why Theorem 1 implies Theorem 1. We also present a brief proof of the result stated in Remark 1.7.

5.2.1. Proof of part (i) in Theorem 1. Let \( u \) and \( \bar{u} \) be two smooth global solutions as in Theorem 1. Let \( R_1 \) and \( R_2 \) be the corresponding constants as in Theorem 1 and we assume that \( |R_2| < R_1 \). Set \( \phi = u - \bar{u} \). It follows that for each \( I = 1, \ldots, N \),
\[
\Box \phi^I = \Box u^I - \Box \bar{u}^I = Q^I(u, \partial u) - Q^I(\bar{u}, \partial \bar{u}) .
\]
To continue, we recall a useful lemma. We remark that it can be viewed as a variant of Theorem 1.1.9 in Hörmander 19.

Lemma 5.5. Fix two integers \( K, M > 0 \). Suppose that \( f = f(X) \) is a \( C^M \) function near the origin in \( \mathbb{R}^K \) and that \( f(0) = 0 \). Then, for each \( X, Y \in \mathbb{R}^K \) near the origin, we have
\[
f(X) - f(Y) = \sum_{i=1}^{K} (X_i - Y_i) f_i(X, Y).
\]
Here the \( f_i \)'s are some \( C^{M-1} \) functions defined by
\[
f_i(X, Y) := \int_0^1 (\partial_i f)(\rho X + (1 - \rho) Y) \, d\rho .
\]
We recall that \( Q^I = Q^I(u, v) \) is a function of

\[
(u, v) = ((u^J)_{J=1,\ldots,N}, (v^I\alpha)_{J=1,\ldots,N}; \alpha=0,1,2,3) \in \mathbb{R}^N \times \mathbb{R}^{4N}
\]

where the variable \( u^J \) corresponds to the function \( u^J(t, x) \) and the variable \( v^I\alpha \) corresponds to the derivative \( (\partial_\alpha u^J)(t, x) \) in (1.11). By applying this lemma, we have

\[
Q^I(\tilde{u}, \partial \tilde{u}) - Q^I(u, \partial u) = \sum_{J=1}^{N} W_J^I \phi^J + \sum_{\alpha=0}^{3} \sum_{J=1}^{N} V_J^I,\alpha \partial_\alpha \phi^J.
\]

Here

\[
W_J^I(t, x) := \int_0^1 (\partial_{u^J} Q^I)(\rho \tilde{u} + (1 - \rho)u, \rho \partial \tilde{u} + (1 - \rho)\partial u) \, d\rho
\]

and

\[
V_J^I,\alpha(t, x) := \int_0^1 (\partial_{v^I,\alpha} Q^I)(\rho \tilde{u} + (1 - \rho)u, \rho \partial \tilde{u} + (1 - \rho)\partial u) \, d\rho.
\]

As a result, \( \phi = (\phi^J) \) is a solution to

\[
(\hat{\Delta} \phi)^I = \Box \phi^I + \sum_{J=1}^{N} \sum_{\alpha=0}^{3} V_J^I,\alpha \partial_\alpha \phi^J + \sum_{J=1}^{N} W_J^I \phi^J = 0, \quad I = 1, 2, \ldots, N.
\]

Now Theorem part (i) of \([1]\) results from the following lemma. In the proof, we shall make use of both the null condition (1.3) and the estimate (1.13) in Definition 1.4.

**Lemma 5.6.** The functions \( V_J^I,\alpha \), \( W_J^I \) and \( \phi^J \) defined above satisfy the estimates (1.17) - (1.20) in Theorem \([2]\).

**Proof.** For each \((u, v) \in \mathbb{R}^N \times \mathbb{R}^{4N}\), we have

\[
\partial_{u^J} Q^I(u, v) = O(|u| + |v|)^2)
\]

\[
\partial_{v^I,\alpha} Q^I(u, v) = \sum_{K=1}^{N} \sum_{\beta=0}^{3} (A_{I,JK}^\alpha + A_{I,K\beta}^\alpha) v^K\beta + O(|u| + |v|)^2).
\]

Note that these estimates from the Taylor expansion (1.2). By (5.11), we have

\[
|V_J^I,\alpha| \leq \int_0^1 |(\partial_{u^J} Q^I)(\rho \tilde{u} + (1 - \rho)u, \rho \partial \tilde{u} + (1 - \rho)\partial u)| \, d\rho
\]

\[
\lesssim \int_0^1 |\partial u| + |\partial \tilde{u}| + |\tilde{u} + |\partial u| + |\tilde{u}| + |\partial \tilde{u}|)^2 \, d\rho.
\]

Note that \( D \) defined in Theorem \([2]\) is contained in \( \{r - t > R_2 > 0\} \). Also recall that we have

\[
|r| + |\partial u| + |\tilde{u}| + |\partial \tilde{u}| \lesssim (1 + t + r)^{-1}, \quad r - R_2 > t > 0
\]

by (1.14) which is a corollary of the definition of radiation fields. As a result, for each \((t, x) \in D\) we have

\[
|V_J^I,\alpha| \lesssim (1 + t + r)^{-1} + (1 + t + r)^{-2} \lesssim (r + t)^{-1}.
\]

That is, (1.17) holds.
As a result, we obtain (1.18). Note that

\[ \phi(\mathcal{L} \omega_0) = f_0 \cdot (\partial_t + \partial_r)u^K + \sum_{j=1}^3 f_0 \cdot (\partial_j - \omega_j \partial_r)u^K \]

where \( f_0 \) denotes a polynomial of \( \omega \). By (1.14) and the finite speed of propagation, we have

\[ \sum_{\alpha,\beta} A_{I,J,K}^\alpha \omega_\alpha \partial_\beta u^K = \sum_{\alpha,\beta} A_{I,J,K}^\alpha \omega_\alpha (\partial_t - \partial_r)u^K + O(\langle t + r \rangle^{-1} \vert Zu \rangle) = O(\langle t + r \rangle^{-2}). \]

Here we make use of the null condition (1.3). We can control the remaining terms in (5.13) by following the same method. As a result, we have \( \sum_\alpha V_j^\alpha \omega_\alpha = O(\langle t + r \rangle^{-2}) \) in \( \mathcal{D} \). In addition, by (5.10), in \( \mathcal{D} \) we have

\[ |W_j^I| \lesssim \int_0^1 \left| (\partial_t Q^I) (\rho \tilde{u} + (1 - \rho)u, \rho \partial \tilde{u} + (1 - \rho)\partial u) \right| \, d\rho \lesssim \langle \vert u \vert + \vert \partial u \vert + \vert \tilde{u} \vert + \vert \partial \tilde{u} \rangle \lesssim \langle t + r \rangle^{-2}. \]

As a result, we obtain (1.18).

To prove (1.19) and (1.20), we apply Proposition 2.4 with \( M = 1 \). Since \( F_0(q, \omega) = \tilde{F}_0(q, \omega) \) for all \( q > R_2 \) and \( \omega \in \mathbb{S}^2 \), we have

\[ \sum_{\vert L \vert \leq 1} |Z^L \phi| = \sum_{\vert L \vert \leq 1} |Z^L (u - \tilde{u})| \lesssim \langle t \rangle^{-2}, \quad \text{whenever } r - t > R_2. \]

The estimate (1.19) is obvious, and the estimate (1.20) follows from Lemma 2.1.

5.2.2. Proof of part (ii) in Theorem 1. We now assume that \( R_2 \leq -R_1 \). By part (i), we know that \( u = \tilde{u} \) in \( \mathcal{D}_{R_1,R_2} \) for each \( \vert R_2 \vert < R_1 \). Now we fix \( (t, x) \in \mathbb{R}_{t,x} \) such that \( t > 0 \), \( r - t > -R_1 \) and \( r + t > R_1 \). Since

\[ \lim_{R_2 \to R_1} \left( r^2 - (t + R_2')^2 - (R_1^2 - (R_2')^2) \right) = r^2 - (t - R_1)^2 = (r - t + R_1)(r + t - R_1) > 0, \]

we can find some \( R_2' > R_1 \) such that \( r^2 - (t + R_2')^2 - (R_1^2 - (R_2')^2) > 0 \). In other words, we have

\[ \{ t > 0, \ r - t > -R_1, \ r + t > R_1 \} \subset \bigcup_{R_2' > R_1} \mathcal{D}_{R_1,R_2'} \]

and as a result, \( u = \tilde{u} \) whenever \( t > 0, \ r - t > -R_1 \) and \( r + t > R_1 \). In particular, we have proved that \( (u, u_t)|_{t=R_1} = (\tilde{u}, \tilde{u}_t)|_{t=R_1} \) everywhere except at \( x = 0 \). Since \( u \) and \( \tilde{u} \) are \( C^1 \) functions, we conclude that \( (u, u_t)|_{t=R_1} = (\tilde{u}, \tilde{u}_t)|_{t=R_1} \) everywhere. In
other words, the difference \( \phi = u - \tilde{u} \) is a solution to (5.12) with zero data at \( t = R_1 \). By applying Theorem I.2.2 in Sogge [44], we conclude that \( \phi = 0 \) everywhere.

5.2.3. Proof of the result in Remark 1.7. Let \( u \) be a smooth \( \mathbb{R} \)-valued function such that \( \Box u = 0 \). Suppose that \( u = 0 \) whenever \( t > 0 \) and \( r^2 - (t + R_2)^2 > R_1^2 - R_2^2 \) for some \( R_1 > 0 \) and \( |R_2| < R_1 \). We claim that \( u = 0 \) whenever \( r + t > R_1 \) and \( r - t > R_2 \).

Our main tool is the Holmgren’s theorem. See the discussion in Section 1.2.1. We define a new function

\[
\psi_\kappa(t, x) := (r - \frac{R_1 + R_2}{2} - \kappa)^2 - (t - \frac{R_1 - R_2}{2})^2.
\]

Here \( \kappa > 0 \) is a small constant.

We first check that the level set \( \{ \psi_\kappa = c \} \) for a fixed constant \( c > 0 \) is noncharacteristic everywhere with respect to \( \Box \). The principal symbol of \( \Box \) is \( p(\xi) = -m^{\alpha\beta}\xi_\alpha\xi_\beta \), and we have

\[
\partial_t\psi_\kappa = -2(t - \frac{R_1 - R_2}{2}), \quad \partial_j\psi_\kappa = 2(r - \frac{R_1 + R_2}{2} - \kappa)\omega_j.
\]

Then, we have

\[
p(\nabla_{t,x}\psi_\kappa) = [-2(t - \frac{R_1 - R_2}{2})]^2 - \sum_{j=1}^{3}[2(r - \frac{R_1 + R_2}{2} - \kappa)\omega_j]^2 = -4\psi_\kappa = -4c < 0.
\]

As a result, the level set \( \{ \psi = c \} \) is noncharacteristic whenever \( c > 0 \).

Moreover, for each fixed \( c_0 > 0 \), the set

\[
\bigcup_{c > c_0}\{(t, x): t > 0, \, \psi_\kappa(t, x) = c\} \setminus D_{R_1,R_2}
\]

is a bounded set in \( [T_1, T_2] \times \mathbb{R}^3 \) for some \( 0 < T_1 < T_2 < \infty \). Then, we can follow the proof in Section 5.1 to prove that \( u = 0 \) in

\[
\bigcup_{c > c_0}\{(t, x): t > 0, \, \psi_\kappa(t, x) = c\}
\]

for each fixed \( c_0 > 0 \) and \( \kappa > 0 \). It is easy to show that

\[
\bigcup_{c_0>0}\bigcup_{\kappa>0}\bigcup_{c>c_0}\{(t, x): t > 0, \, \psi_\kappa(t, x) = c\} = \{(t, x): t > 0, \, r - t > R_2, \, r + t > R_1\}.
\]

This finishes the proof.
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