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Abstract
A result on the structure of expansive matrices in an indefinite inner product space is derived, which exhibits the largest unitary compression of the matrix.
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1 Introduction
Matrices and operators with structure in an indefinite inner product space have received substantial attention in the last decades, see e.g., the books [1, 2, 8]. In the finite dimensional situation much of that attention is focussed on deriving canonical forms, see e.g., [5, 6] for $H$-selfadjoint matrices. For $H$-unitary matrices there is also a substantial literature on canonical forms, see e.g., [7, 3] and the references cited therein. Several classes of normal matrices in indefinite inner product spaces are considered in [10, 11]. For some classes of matrices canonical forms do not exist, but simple forms can be deduced. This is the case for $H$-dissipative matrices, see [16], and for $H$-expansive matrices [4]. In several cases canonical forms or even simple forms are either very hard or impossible, see [13, 15] for some results on $H$-hyponormal matrices. Most of the attention in the literature has been on forms that make it easy to establish the existence of invariant maximal $H$-semidefinite subspaces, even in the case where the matrix $H$ is not invertible and so the indefinite inner product is a degenerate one, see [12].

As a starting point for this paper, let us mention some results from [12], Section 3, which we specify to the case where $H = H^*$ is invertible. A
matrix $A$ is called $H$-expansive if $A^*HA - H = D \geq 0$. In that case it holds that $\ker A$ is $H$-negative (this result goes back to Ju.P. Ginsburg and is also stated in Chapter 11 of [8]). In fact, more is true: there exists an invertible matrix $S$ such that

$$S^*HS = \begin{bmatrix} H_1 & 0 \\ 0 & -I \end{bmatrix}, \quad S^*A^*HAS = \begin{bmatrix} C_1 & 0 \\ 0 & 0 \end{bmatrix},$$

and $H_1$ and $C_1$ are both invertible, and $C_1 - H_1 \geq 0$. This implies in particular that $\ker A^*HA$ is $H$-negative. This result may be viewed as a result on the structure of $H$-expansive matrices. In this note we shall establish a more detailed structure theorem for $H$-expansive matrices.

On $\mathbb{C}^n$ consider an indefinite inner product induced by the invertible Hermitian matrix $H$. Further, let $A$ be an $n \times n$ matrix, and let $N$ be an $A$-invariant subspace of $\mathbb{C}^n$. We start by outlining a construction that can be found at several places in the literature for several classes of matrices. Define $M = N \cap (HN)^\perp$. Choose a complement $M_1$ of $M$ in $N$, then $M_1$ is $H$-nondegenerate. For each such $M_1$, there is an $M_2$ which is skewly-linked to $M$, $H$-neutral and $H$-orthogonal to $M_1$. Then with respect to the decomposition

$$\mathbb{C}^n = M \oplus M_1 \oplus M_2 \oplus M_3$$

we have

$$A = \begin{bmatrix} A_{11} & A_{12} & A_{13} & A_{14} \\ A_{21} & A_{22} & A_{23} & A_{24} \\ 0 & 0 & A_{33} & A_{34} \\ 0 & 0 & A_{43} & A_{44} \end{bmatrix}, \quad H = \begin{bmatrix} 0 & 0 & I & 0 \\ 0 & H_{22} & 0 & 0 \\ I & 0 & 0 & 0 \\ 0 & 0 & 0 & H_{44} \end{bmatrix}.$$  

In this case, if $A$ and or $N$ have further properties with respect to the indefinite inner product defined by $H$, then there will be relations between the block entries $A_{ij}$ in the matrix $A$, and further properties of $H_{22}$ and $H_{44}$.

For instance, take first the case where $A$ is $H$-selfadjoint, that is $HA = A^*H$. First, it will be shown that $M$ is $A$-invariant. Indeed, let $x \in M$, then $Ax \in N$ because $N$ is $A$-invariant. Further, for all $y \in N$ we have $\langle HAx, y \rangle = \langle Hx, Ay \rangle = 0$, since $x \in M = N \cap (HN)^\perp$ and $Ay \in N$. It follows that $Ax \in (HN)^\perp$, and so $Ax \in N \cap (HN)^\perp = M$. Hence in this case the $A$-invariance of $N$ also implies that $M$ is $A$-invariant, and so $A_{21} = 0$. Writing out $HA = A^*H$ in terms of the blocks in the $4 \times 4$ block matrices
yields
\[
A = \begin{bmatrix}
  A_{11} & A_{12} & A_{13} & A_{14} \\
  0 & A_{22} & H_{22}^{-1}A_{12}^* & 0 \\
  0 & 0 & A_{11}^* & 0 \\
  0 & 0 & H_{44}^{-1}A_{14}^* & A_{44}
\end{bmatrix}, \quad H = \begin{bmatrix}
  0 & 0 & I & 0 \\
  0 & H_{22} & 0 & 0 \\
  I & 0 & 0 & 0 \\
  0 & 0 & 0 & H_{44}
\end{bmatrix},
\]

with \( A_{22} \) being \( H_{22} \)-selfadjoint and \( A_{44} \) being \( H_{44} \)-selfadjoint.\(^1\) Clearly, in case \( N \) is \( H \)-nonnegative, respectively, \( H \)-nonpositive, \( H_{22} \) is positive definite, respectively, negative definite \([9]\).

A similar construction, but in far less detail with respect to the submatrices \( A_{ij} \), can be found in \([1]\), page 198, for the case of \( H \)-expansive matrices. In the next section we shall make this decomposition much more precise for \( H \)-expansive matrices.

The construction above is also reminiscent of the construction in the proofs of Theorem 6 and Proposition 4 in \([15]\) for the case of \( H \)-hyponormal matrices. The special case where \( N = \ker A \) and \( A \) is \( H \)-normal is discussed in Lemma 2 in \([14]\).

## 2 The structure theorem for \( H \)-expansive matrices

Let \( A \) be \( H \)-expansive, that is \( A^*HA - H = D \geq 0 \). Here \( H = H^* \) is invertible, and \( A, H \) and \( D \) are \( n \times n \) complex matrices. In this section we develop a structure result for \( H \)-expansive matrices.

**Definition 2.1** Let \( A \) be \( H \)-expansive. We shall say that a pair \((A_2, H_2)\) is a unitary compression of \((A, H)\) if there is an \( H \)-nondegenerate subspace \( K \) and an \( H \)-neutral subspace \( M \) such that with respect to the decomposition \( \mathbb{C}^n = M + K + (HK)^\perp \) we have
\[
A = \begin{bmatrix}
  A_1 & A_{12} & A_{13} \\
  0 & A_2 & A_{23} \\
  0 & 0 & A_3
\end{bmatrix}, \quad H = \begin{bmatrix}
  0 & 0 & H_{13} \\
  0 & H_2 & 0 \\
  H_1^* & 0 & H_{33}
\end{bmatrix},
\]

and \( A^*HA - H = \begin{bmatrix}
  0 & 0 & 0 \\
  0 & 0 & 0 \\
  0 & 0 & \tilde{D}
\end{bmatrix} \) for some positive semidefinite \( \tilde{D} \).

If in addition the subspace \( K \) is \( A \)-invariant (and so \( A_{12} = 0 \)) then we shall say that the pair \((A_2, H_2)\) is a unitary part of \((A, H)\).

\(^1\)The author learned this decomposition of the space and the corresponding block forms of \( A \) and \( H \) for the \( H \)-selfadjoint case from H. Langer, private communication.
The definition is partly motivated by a result in [8], to be precise, Lemma 11.5, which states for an $H$-expansive operator on a $\Pi_\kappa$ space, that if $L$ is an $A$-invariant subspace such that $AL = L$ and $\langle HAx, Ax \rangle = \langle Hx, x \rangle$ for all $x \in L$, then $(H^{-1}A^*H)L = L$, and $A|_L : L \to L$ is an $H$-unitary operator. It is also shown that if $L$ is an $H$-neutral $A$-invariant subspace then $AL = L$ and $A|_L : L \to L$ is $H$-unitary.

Recall that the pair $(D, A)$ is called observable if $\cap_{j=0}^\infty \ker DA^j = \{0\}$. In case $(D, A)$ is not observable, the subspace $\cap_{j=0}^\infty \ker DA^j$ is called the unobservable subspace of the pair $(D, A)$.

The following statement is the main result of this paper.

**Theorem 2.2** Let $A$ be an $n \times n$ $H$-expansive matrix, with $A^*HA - H = D \geq 0$. Introduce the $(D, A)$-unobservable subspace $N = \cap_{j=0}^{n-1} \ker DA^j$, and set $M = N \cap (HN)^\perp$. Choose a complement $M_1$ of $M$ in $N$, then $M_1$ is $H$-nondegenerate. For each such $M_1$, there is an $M_2$ which is skewly-linked to $M$, $H$-neutral and $H$-orthogonal to $M_1$. Take $M_3 = (H(M + M_1 + M_2))^\perp$.

With respect to the decomposition $C^n = M + M_1 + M_2 + M_3$ we have

\[
A = \begin{bmatrix}
A_{11} & A_{12} & A_{13} & A_{14} \\
0 & A_{22} & -H_2^{-1}A_{22}^*A_{12}^*A_{11}^* & 0 \\
0 & 0 & A_{11}^* & 0 \\
0 & 0 & A_{43} & A_{44}
\end{bmatrix}, \quad H = \begin{bmatrix}
0 & 0 & I & 0 \\
0 & H_{22} & 0 & 0 \\
I & 0 & 0 & 0 \\
0 & 0 & 0 & H_{44}
\end{bmatrix},
\]

where $A_{22}$ is $H_{22}$-unitary and $A_{44}$ is $H_{44}$-expansive. Moreover, set

\[
D_{11} = A_{11}^{-1}A_{13} + A_{13}^*A_{11}^{-*} + A_{11}^{-1}A_{12}H_{22}^{-1}A_{12}^*A_{11}^{-*} + A_{43}^*H_{44}A_{43},
\]

\[
D_{12} = A_{11}^{-1}A_{14} + A_{13}^*H_{44}A_{44},
\]

\[
D_{22} = A_{43}^*H_{44}A_{44} - H_{44}.
\]

Then

\[
A^*HA - H = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & D_{11} & D_{12} \\
0 & 0 & D_{22}^*
\end{bmatrix} \geq 0.
\]

In addition, the pair

\[
\begin{bmatrix}
D_{11} & D_{12} \\
D_{12}^* & D_{22}
\end{bmatrix}, \quad \begin{bmatrix}
A_{11}^{-*} & 0 \\
A_{43} & A_{44}
\end{bmatrix}
\]

is observable.
Note that the pair \((A_{22}, H_{22})\) is a unitary compression of \((A, H)\) and by construction it is (up to similarity) the largest unitary compression of \((A, H)\). It is a unitary part of \((A, H)\) if \(A_{12} = 0\).

**Proof.** Note that \(K\) and \(M\) in the definition are contained in the kernel of \(D\), and that their sum must be \(A\)-invariant. Hence it is natural to consider the largest \(A\)-invariant subspace of \(
abla D\). Thus, consider the subspace \(N = \bigcap_{j=0}^{n-1} \ker(DA^j)\), so \(N\) is the unobservable subspace for the pair \((D, A)\) (which is the largest \(A\)-invariant subspace in \(
abla D\)). Then \(N\) is \(A\)-invariant, and for \(x \in N\) we have \(A^*HAx = Hx\). Since this is the case, \(Ax \neq 0\) for all \(x \in N \setminus \{0\}\), and \(A : N \to N\) is invertible. Hence also \(AN = N\).

Let \(M = N \cap (HN)^\perp\). We claim that \(M\) is \(A\)-invariant. Indeed, suppose \(x \in M\) and consider \(Ax\). Since \(x \in M\) we have \(y^*Hx = 0\) for all \(y \in N\). Since \(x \in N\) we have \(Dx = 0\), so \(y^*Dx = 0\) for all \(y \in N\). It follows that \(y^*A^*HAx = y^*(H + D)x = 0\) for all \(y \in N\). But since \(AN = N\) we have that any \(z \in N\) can be written as \(z = Ay\) for some \(y \in N\). Hence for all \(z \in N\) we have \(z^*HAx = y^*(H + D)x = 0\). Thus \(Ax\) is \(H\)-orthogonal to \(N\), that is \(Ax \in N \cap (HN)^\perp = M\).

Choose a complement \(M_1\) of \(M\) in \(N\). Then for all \(x \in M_1\) and all \(m \in M\) we have \(\langle Hx, m \rangle = 0\). Indeed, this is the case since \(x \in M_1 \subset N\) and \(m \in M \subset (HN)^\perp\).

Next, we show that \(M_1\) must be \(H\)-nondegenerate. Suppose this is not the case, then there exists a vector \(x \in M_1\) such that for all \(y \in M_1\) we have \(\langle Hx, y \rangle = 0\). Take a vector \(z \in N\) and write it as \(z = m + y\), where \(m \in M\) and \(y \in M_1\). Then \(\langle Hx, z \rangle = \langle Hx, m \rangle + \langle Hx, y \rangle = 0\). But this means that \(x \in N \cap (HN)^\perp = M\), which is a contradiction.

So \(M_1\) is \(H\)-nondegenerate, \(M_1 \subset (HM)^\perp\) and for all \(x \in M_1\) we have \(A^*HAx = Hx\).

Take a subspace \(M_2\) which is skewly-linked to \(M\), and such that \(M_2\) is \(H\)-neutral and \(H\)-orthogonal to \(M_1\) (this can always be achieved). Then \(M + M_1 + M_2\) is \(H\)-nondegenerate. Let \(M_3 = (H(M + M_1 + M_2))^\perp\). Then

\[
\mathbb{C}^n = M + M_1 + M_2 + M_3.
\]

Using that \(N\) and \(M\) are both \(A\)-invariant, and using the properties of the subspaces with respect to the indefinite inner product, we can write \(A\) and
the Gramm matrix for $H$ as follows

$A = \begin{bmatrix} A_{11} & A_{12} & A_{13} & A_{14} \\ 0 & A_{22} & A_{23} & A_{24} \\ 0 & 0 & A_{33} & A_{34} \\ 0 & 0 & A_{43} & A_{44} \end{bmatrix}$, \quad $H = \begin{bmatrix} 0 & 0 & I & 0 \\ 0 & H_{22} & 0 & 0 \\ I & 0 & 0 & 0 \\ 0 & 0 & 0 & H_{44} \end{bmatrix}$.

We shall consider the submatrices in the third and fourth column of $A$ to develop some structure.

For all $y$ and for all $x \in N$ we write these vectors as

$y = \begin{bmatrix} y_1 \\ y_2 \\ y_3 \\ y_4 \end{bmatrix}$, \quad $x = \begin{bmatrix} x_1 \\ x_2 \\ 0 \\ 0 \end{bmatrix}$.

Since $A^*HAx = Hx$ for $x \in N$, we have $\langle HAx, Ay \rangle = \langle Hx, y \rangle$. Writing this in terms of the coordinates we have

$\begin{bmatrix} A_{11}x_1 + A_{12}x_2 \\ A_{22}x_2 \\ 0 \\ 0 \end{bmatrix}, Ay = \begin{bmatrix} 0 \\ H_{22}A_{22}x_2 \\ A_{11}x_1 + A_{12}x_2 \\ 0 \end{bmatrix}, Ay = \langle H_{22}x_2, y_2 \rangle + \langle x_1, y_3 \rangle$.

This can be worked out a bit further to

$\langle H_{22}A_{22}x_2, y_2 \rangle + \langle H_{22}A_{22}x_2, A_{23}y_3 + A_{24}y_4 \rangle + \langle A_{11}x_1 + A_{12}x_2, A_{33}y_3 + A_{34}y_4 \rangle$

$= \langle H_{22}x_2, y_2 \rangle + \langle x_1, y_3 \rangle$.

Using that $x_2, y_2 \in N$ we have $\langle H_{22}A_{22}x_2, A_{22}y_2 \rangle = \langle H_{22}x_2, y_2 \rangle$, i.e., $A_{22}$ is $H_{22}$-unitary. That means we have

$\langle H_{22}A_{22}x_2, A_{23}y_3 + A_{24}y_4 \rangle + \langle A_{11}x_1 + A_{12}x_2, A_{33}y_3 + A_{34}y_4 \rangle = \langle x_1, y_3 \rangle$.

Now take $x_2 = 0$ and $y_3 = 0$ to see that for all $x_1 \in M$ and all $y_4 \in M_3$ we have $\langle A_{11}x_1, A_{34}y_4 \rangle = 0$. Since $M$ and $M_3$ are skewly linked, and $A_{11}$ is invertible (remember that $A|_N : N \to N$ is invertible) this implies that $A_{34} = 0$. Next, take $x_2 = 0$ and $y_4 = 0$, to obtain $\langle A_{11}x_1, A_{33}y_3 \rangle = \langle x_1, y_3 \rangle$.

Recall that $\dim M = \dim M_3$. Choosing appropriate bi-orthogonal bases in $M$ and $M_3$ we can identify operators on these spaces as matrices of the same size. Then the equality $\langle A_{11}x_1, A_{33}y_3 \rangle = \langle x_1, y_3 \rangle$ implies that $A_{33}^*A_{11} = I$.

Then we have that

$\langle H_{22}A_{22}x_2, A_{23}y_3 + A_{24}y_4 \rangle + \langle A_{12}x_2, A_{33}y_3 \rangle = 0$. 
Now take $y_3 = 0$ to obtain $A_{24} = 0$, and then the remaining equation is

$$\langle H_{22}A_{22}x_2, A_{23}y_3 \rangle + \langle A_{12}x_2, A_{33}y_3 \rangle = 0.$$  

Since this must hold for all choices of $x_2$ and $y_3$ we have

$$A_{23}^*H_{22}A_{22} = -A_{33}^*A_{12} = -A_{11}^{-1}A_{12}.  

This determines $A_{23}$.

We arrive at the following structure result: with respect to the decomposition

$$C^n = M + M_1 + M_2 + M_3$$

we have that $A$ and $H$ are given by

$$A = \begin{bmatrix}
    A_{11} & A_{12} & A_{13} & A_{14} \\
    0 & A_{22} & -H_{22}^{-1}A_{22}^*A_{12}^*A_{11} & 0 \\
    0 & 0 & A_{11}^* & 0 \\
    0 & 0 & A_{43} & A_{44}
\end{bmatrix},$$

$$H = \begin{bmatrix}
    0 & 0 & I & 0 \\
    0 & H_{22} & 0 & 0 \\
    I & 0 & 0 & 0 \\
    0 & 0 & 0 & H_{44}
\end{bmatrix},$$

with $A_{22}$ being $H_{22}$-unitary.

There are further restrictions, which we obtain by using that $A^*HA - H = D$ should be positive semidefinite.

Computing $A^*HA$ we obtain, using $A_{22}^*H_{22}A_{22} = H_{22}$ and the formula for $A_{23}$

$$\begin{align*}
    &\begin{bmatrix}
        A_{11}^* & 0 & 0 & 0 \\
        A_{12}^* & A_{22}^* & 0 & 0 \\
        A_{13}^* & A_{23}^* & A_{11}^* & A_{43}^* \\
        A_{14}^* & 0 & 0 & A_{44}^*
    \end{bmatrix} \\
    &\begin{bmatrix}
        0 & 0 & I & 0 \\
        0 & H_{22} & 0 & 0 \\
        I & 0 & D_{11} & D_{12} \\
        0 & 0 & D_{21} & D_{22} + H_{44}
    \end{bmatrix}
\end{align*}$$

where

$$D_{11} = A_{11}^{-1}A_{13} + A_{13}^*A_{11}^* + A_{11}^{-1}A_{12}A_{22}^{-1}H_{22}^{-1}A_{22}^*A_{12}^*A_{11}^* + A_{43}^*H_{44}A_{43}$$

$$D_{12} = A_{11}^{-1}A_{14} + A_{43}^*H_{44}A_{44},$$

$$D_{21} = D_{12}^*,$$

$$D_{22} = A_{44}^*H_{44}A_{44} - H_{44}.$$
So,

\[ A^*HA - H = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & D_{11} & D_{12} \\ 0 & 0 & D_{12}^* & D_{22} \end{bmatrix} \]

with \( D_{11}, D_{12} \) and \( D_{22} \) as above. Since \( A^*HA - H \) is positive semidefinite, we have in particular that \( A_{44} \) is \( H_{44} \)-expansive.

Moreover, from the construction of \( N \) we have that the pair

\[ \left( \begin{bmatrix} D_{11} & D_{12} \\ D_{12}^* & D_{22} \end{bmatrix}, \begin{bmatrix} A_{11}^* & 0 \\ A_{43} & A_{44} \end{bmatrix} \right) \]

is observable. \( \square \)

The first three examples below will show that the dimension of \( M_1 \) strongly depends on the rank of \( A^*HA - H \).

**Example 1.** Consider

\[ A = J_5(1) = \begin{bmatrix} 1 & 1 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix}, \quad H = \begin{bmatrix} 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & -1 & -1 \\ 0 & 0 & 1 & 2 & 2 \\ -1 & 2 & 4 & 6 \\ 1 & -1 & 2 & 6 & 2 \end{bmatrix}. \]

One checks that \( A \) is \( H \)-expansive, in fact

\[ D = A^*HA - H = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 5 & 8 \\ 0 & 0 & 0 & 8 & 16 \end{bmatrix} \geq 0. \]

Then the \((D,A)\)-unobservable subspace \( N \) is given by \( N = \text{span} \{e_1, e_2, e_3\} \), and \( M \) is given by \( M = \text{span} \{e_1, e_2\} \). Set \( M_1 = \text{span} \{e_3\} \), and

\[ x_1 = \begin{bmatrix} 3 & -2 & 0 & -1 & 1 \end{bmatrix}^T, \quad x_2 = \begin{bmatrix} 0 & 0 & 2 & -1 & 0 \end{bmatrix}. \]

Then \( M_2 = \text{span} \{x_1, x_2\} \) is skewly-linked to \( M, H \)-orthogonal to \( M_1 \) and \( H \)-neutral. Then \( \mathbb{C}^5 = M_1 \perp M_2 \). Take as basis \( \{e_1, e_2, e_3, x_1, x_2\} \), and let \( S \) be the matrix with these vectors as its columns (in the given order).
We have

\[
S^{-1}AS = \begin{bmatrix}
  1 & 1 & 0 & -2 & 0 \\
  0 & 1 & 1 & 0 & 2 \\
  0 & 0 & 0 & 1 & 1 \\
  0 & 0 & 0 & 1 & 0 \\
  0 & 0 & 0 & -1 & 1
\end{bmatrix}, \quad S^*HS = \begin{bmatrix}
  0 & 0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 0 & 1 \\
  0 & 0 & 1 & 0 & 0 \\
  1 & 0 & 0 & 0 & -4 \\
  0 & 1 & 0 & -4 & 0
\end{bmatrix}.
\]

So the largest unitary compression is formed by the pair \(A_{22} = 1, H_{22} = 1\) appearing in the center of the matrices \(S^{-1}AS\) and \(S^*HS\), respectively.

**Example 2.** Consider the same matrix \(A = J_5(1)\) as in the previous example, but now with the indefinite inner product given by

\[
H = \begin{bmatrix}
  0 & 0 & 0 & 0 & 1 \\
  0 & 0 & 0 & -1 & -\frac{1}{2} & -\frac{1}{2} \\
  0 & 0 & 1 & -\frac{1}{2} & 0 & 1 \\
  1 & \frac{3}{2} & \frac{1}{2} & 1 & 0
\end{bmatrix}.
\]

Then \(A^*HA - H = \text{diag}(0,0,0,0,2)\), so \(A\) is \(H\)-expansive. Observe that \(N = \cap_{j=0}^4 \ker DA^j = \text{span}\{e_1, e_2, e_3, e_4\}\) and \(M = \text{span}\{e_1\}\). Set \(M_1 = \text{span}\{e_2, e_3, e_4\}\). To determine \(M_2\), which has to be one-dimensional, write \(M_2 = \text{span}\{x\}\), and solve for the coordinates of \(x\) from the conditions that \(M_2\) should satisfy. We obtain

\[
\langle He_1, x \rangle = 1 \text{ giving } x_5 = 1, \\
\langle He_2, x \rangle = 0 \text{ giving } x_4 = \frac{3}{2}, \\
\langle He_3, x \rangle = 0 \text{ giving } x_3 = \frac{1}{4}, \\
\langle He_4, x \rangle = 0 \text{ giving } x_2 = \frac{5}{8}, \\
\langle Hx, x \rangle = 0 \text{ giving } x_1 = -\frac{47}{32}.
\]

Set \(S = [e_1 \ e_2 \ e_3 \ e_4 \ x]\), then

\[
S^{-1}AS = \begin{bmatrix}
  1 & 1 & 0 & 0 & 7 \frac{3}{8} \\
  0 & 1 & 1 & 0 & \frac{4}{3} \frac{3}{8} \\
  0 & 0 & 1 & 1 & \frac{3}{2} \\
  0 & 0 & 0 & 1 & 1 \\
  0 & 0 & 0 & 0 & 1
\end{bmatrix}, \quad S^*HS = \begin{bmatrix}
  0 & 0 & 0 & 0 & 1 \\
  0 & 0 & 0 & -1 & 0 \\
  0 & 0 & 1 & -\frac{1}{2} & 0 \\
  0 & -1 & -\frac{1}{2} & 0 & 0 \\
  1 & 0 & 0 & 0 & 0
\end{bmatrix}.
\]
It follows that the largest unitary compression is the pair

\[
A_{22} = \begin{bmatrix}
1 & 1 & 0 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{bmatrix}, \quad H_{22} = \begin{bmatrix}
0 & 0 & -1 \\
0 & 1 & -\frac{1}{2} \\
-1 & -\frac{1}{2} & 0
\end{bmatrix}.
\]

\[\square\]

**Example 3.** Next, we consider the same matrix \(A = J_5(1)\), but now with the indefinite inner product given by

\[
H = \begin{bmatrix}
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & -1 & \frac{3}{2} \\
0 & 0 & 1 & -\frac{1}{2} & \frac{3}{2} \\
0 & -1 & -\frac{1}{2} & 0 & 0 \\
1 & \frac{3}{2} & \frac{1}{2} & 0 & 0
\end{bmatrix}.
\]

Then \(A\) is \(H\)-unitary, in fact the pair \((A, H)\) is in the canonical form given in [7]. We have \(N = \ker D = \mathbb{C}^5\), \(M = (0)\) and hence \(M_1\) is the whole space. As expected, the largest unitary compression in the sense of our definition is the pair \((A, H)\) itself, and it is clearly also the largest unitary part in this case.

\[\square\]

The next example is an example of a pair \((A, H)\) with a non-trivial unitary part.

**Example 4.** Let \(A = J_2(1) \oplus J_2(1) \oplus J_2(1)\) and

\[
H = \begin{bmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0 \\
0 & -1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{bmatrix} \oplus \begin{bmatrix}
0 & 1 \\
1 & 0
\end{bmatrix}.
\]

Then \(A\) is \(H\)-expansive, and \(D = A^*HA - H = 0_{5 \times 5} \oplus (2)\). So \(N = \text{span}\{e_1, e_2, e_3, e_4, e_5\}\) and \(M = \text{span}\{e_5\}\). Take \(M_1 = \text{span}\{e_1, e_2, e_3, e_4\}\). Clearly, \(M_2\) can be taken to be \(M_2 = \text{span}\{e_6\}\). So in this case the largest unitary compression if the pair formed by the \(4 \times 4\) matrices

\[
A_{22} = J_2(1) \oplus J_2(1), \quad H_{22} = \begin{bmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0 \\
0 & -1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{bmatrix}.
\]

In fact, this is the largest unitary part in this case.

\[\square\]

The final example is one without a unitary compression.
Example 5. Let $A = J_4(1)$ and

$$H = \begin{bmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & -1 & -1 \\
0 & -1 & 0 & 0 \\
1 & -1 & 0 & 0
\end{bmatrix}. $$

Then $D = A^*HA - H = \text{diag}(0,0,2,0)$ and so $N = \text{span}\{e_1,e_2\}$. Since this space is a $H$-neutral, we have $M = N$, and hence $M_1 = \{0\}$.
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