**ABSTRACT**

Various models have been proposed to perform object detection. However, most require many hand-designed components such as anchors and non-maximum-suppression (NMS) to demonstrate good performance. To mitigate these issues, Transformer-based DETR [2] and its variant, Deformable DETR [22], were suggested. These have solved much of the complex issue in designing a head for object detection models; however, doubts about performance still exist when considering Transformer-based models as state-of-the-art methods in object detection for other models [4, 20] depending on anchors and NMS revealed better results. Furthermore, it has been unclear whether it would be possible to build an end-to-end pipeline in combination only with attention modules, because the DETR-adapted Transformer method used a convolutional neural network (CNN) for the backbone body. In this study, we propose that combining several attention modules with our new Task Specific Split Transformer (TSST) is a powerful method to produce the state-of-the-art performance on COCO results without traditionally hand-designed components. By splitting the general-purpose attention module into two separated goal-specific attention modules, the proposed method allows for the design of simpler object detection models. Extensive experiments on the COCO benchmark demonstrate the effectiveness of our approach. Code is available at https://github.com/navervision/tsst

1 Introduction

Deep learning models have been transforming from inductive-biased models (e.g. CNNs [8, 19]), to more flexible models (e.g. Transformers [17]). Computer vision tasks including classification and object detection are also subject to this trend. Vision transformer backbones such as Vit[7], DeiT [16] and Swin Transformer [12] transform traditional CNN-based backbones into more flexible and higher-performance Transformer-based backbones. DETR [2] and Deformable DETR [22] encompass transforming the hand-designed detection heads to the Transformer-based detection heads.

However, we have not found a study that unifies Transformer building blocks in most of the parts with the aim of developing a superior end-to-end Transformer model: In aforementioned cases, (1) DETR and Deformable DETR were attached only to the traditional CNN backbones and they were not tested with Transformer-based backbones. (2) Transformer backbones have been proved their effectiveness when fused with the other detection heads but Transformer [6][12] Superiority of dual Transformers when used in backbones and detection heads simultaneously is still a mission to be proved.

In the object detection problem, it comprises two separate cost measures, which are classification and localization. Even though Transformers have showed their effectiveness for multiple subjects for each case, we found out separated Transformer head blocks for each specific task is more effective than original shared Transformer head blocks. Based on this finding, we suggest Task Specific Split Transformer (TSST) which supports separate Transformer block for each task.

In this study, as illustrated in Figure [1] we propose a novel combination of the Transformer-based backbone and Transformer-based head with additional Transformer modules that specialize at classification and localization. We
found that simple fusing between Transformer backbone and Transformer detection head is a good baseline to begin with. Further, we aim to prove that adding our specialized TSST heads is the superior compromise between a simple structure and performance.

We evaluate TSST on the popular object detection benchmark COCO [11] to demonstrate its effectiveness. With adding only 7% more parameters to Deformable DETR, TSST shows significantly better performance than Deformable DETR and recently released other models. [4, 6, 20] Code is available at https://github.com/navervision/tsst.

2 Related Work

2.1 Backbones for Object Detection

2.1.1 CNN models

Object detection models, including Transformer-headed detectors such as DETR and Deformable DETR, have relied on CNN-based ResNet backbone variants, such as ResNet-50, ResNet-101 [8], ResNext-101 [19], ResNext-101-DCN [5], which have been the de-facto performance comparison scheme between detection methods before attention-based backbones has newly introduced. For fair and consistent comparison between older and newer detection models, CNN-based ResNet backbones are still used to validate object detection benchmarks.
2.2 Object Detection

2.1.2 Attention models

**Transformer.** Contrary to convolutional neural networks, Transformers [17] use attention to model long-range dependencies in the data. Therefore, with a proper modeling and training strategy, models for vision tasks that have replaced CNNs with Transformers are expected to achieve better performance.

Because the pixel space of images is far larger than the sequence space of natural languages, it seemed next to impossible to construct the self- or cross-attention between all pixels in high resolution images due to computational complexity with quadratic cost in the number of pixels. This was the essential problem to design good Transformer backbone models.

**Vision Transformers (ViT)** ViT [7] is one of the initial studies to attempt to implement a language-task-based Transformer into the visual-task-targeted backbone structure. First, ViT followed the encoder structure of the original Transformer [17]; however, it uses visual embedding instead of word embedding. Second, because there is no sequence in the image inputs, it splits an image’s raw features into several patches and used them as patch embeddings. In addition, it uses 2-D positional embedding because image features exist in 2-dimensional space. Even though ViT is a good initial try to replace CNNs with Transformers, the performance of ViT did not stand out, compared to CNNs. After ViT was introduced, to surpass the performance of CNNs and ViT, other Transformer [12, 16]-based backbones have been developed by using the structure of ViT as reference.

**Swin Transformer.** After some efforts, meticulously engineered Transformers have surpassed CNN competitors in vision task benchmarks. Swin Transformers [12], which are one of the most successful Transformer-based backbones to date, reported better results in the COCO object detection benchmark as well as in the classification benchmark. The Swin Transformer [12] constructs hierarchical feature maps and has computational complexity linear to image size. It constructs a hierarchical representation by starting from small patches and gradually merging neighboring patches in deeper Transformer layers. The Swin Transformer is constructed using windows that are arranged such that the image is evenly partitioned without overlapping. The number of patches in each window is fixed, and thus, the complexity becomes linear to the image size. These merits make the Swin Transformer suitable as a general-purpose backbone for various vision tasks. The non-overlapping windows in the Swin Transformer shift in each layer, creating cross-window connections.

2.2 Object Detection

2.3 Conventional Models for Object Detection

**2-stage models** Deep-learning-based object detection methods are mainly classified into two categories: 1-stage models [10, 13] and 2-stage models [1, 14]. In 2-stage models, the first stage is used to extract object regions (region of interests, ROIs [14]), and the second stage is used to classify and further refine the localization of the object. In 1-stage models, there is no dedicated process to extract object regions of interests, but models directly refine the class and location of objects.

The well-known Faster R-CNN [14] and Faster-R-CNN-based Cascade R-CNN [1] 2-stage object detection models have been the best-performing object detection models. These may remain the best models if reinforced with more powerful backbones and other more recently developed techniques. [12] Their effectiveness has been proved in the public competition OpenImages [9]. Top-ranked participants [15, 21] have, at their own discretion, selected Cascade R-CNN or its close variants as their primary choice. However, even if it is the best performing detection model, the development of more efficient models is being considered due to the relatively high cost of computation for inference.

**1-stage models** 1-stage object detection models are supposedly simple and fast; however, their performance in terms of well-known mean average precision (MAP) scores is not good enough to compare with 2-stage models. However, RetinaNet [10] and Yolo [13] variants have gradually advanced, rapidly narrowing the performance gap between 2-stage and 1-stage models. Nevertheless, dissatisfaction related to 1-stage model structure still exists because they still heavily depend on hand-designed components, such as anchors and a non-maximum-suppression threshold, which are expected to be removed in the future to allow for simpler and more intuitive models.

**Detection Head Add-ons** In addition to the 2-stage or 1-stage model heads, some efforts to enhance detection heads have been made. For good accuracy, aforementioned models need hand-designed anchors. Without the anchors which designed to be well adapted to each dataset, it was difficult to reach the same accuracy. ATSS [20] was suggested to bridge the gap between anchor-based and anchor-free models with its adaptive sampling selection algorithm. Another improved detection head add-on is RepPoints V2 [4]. RepPints V2 added head modules to compensate the inaccuracy
of anchor-free detection models. However, those detection head add-ons were built with manually designed components and they have made object detection models even more complicated. Therefore, simplifying detection heads covering those add-on components seems still necessary.

### 2.4 Vision Transformers for Object Detection

**Detection Transformer (DETR).** DETR [2] is an encoder-decoder architecture that originates from the original Transformer [17]. DETR has simplified the detection pipeline by removing multiple hand-designed components that encode prior knowledge, for example spatial anchors and non-maximal suppression. However, it requires additional training time (e.g., 300 epochs vs. 36 epochs of RetinaNet [10]), and even if its performance in accuracy was good enough to be comparable to older models, e.g., Faster R-CNN, other detectors without any attention module, such as ATSS [20] and RepPoints V2 [4] showed better results than DETR in accuracy.

DETR requires very long training time to reach to the comparably moderate performance balance in accuracy and speed; however, its use of set prediction and Transformer encoder and decoder for box detection is precious legacy, which is worth visiting and reconsidering. In the Transformer module using suggested settings from their paper, the DETR encoder takes $H_0 \times W_0$ pixels from the feature maps as its query and key elements, which is a large reduction from the raw image size $H_0 \times W_0$. The DETR decoder takes the feature maps, having the same size as the encoder, as its key of attention input but uses a fixed length of object queries (e.g., 300) as its query of attention input.

**Deformable Detection Transformer (DDETR).** Deformable DETR [22] drastically reduced the training time and enhanced the model performance of the original DETR by introducing a multi-scale deformable attention module and model redesign. As in the original DETR, the Deformable DETR encoder takes $H_0 \times W_0$ pixels in the feature maps as its key elements but not as its query elements. Instead, it takes only four, which is the default setting in the paper, sampling offsets as its query elements. Therefore, the computation complexity in the product between key and query elements is dramatically reduced from $O(H^2W^2C)$ to $O(HWC)$ when $H, W$ is the pixel size, $C$ is the channel size, and the other conditions follow the default settings in their paper. Deformable DETR accounts for the weaknesses of long training of the original DETR with better accuracy.

**Dynamic Head (DyHead).** Dynamic head [6] combined three different self-attention mechanisms targeting feature levels for scale-awareness, spatial locations for spatial-awareness, and output channels for task-awareness by modeling the input to a detection head as a 3-dimensional tensor with dimensions level $\times$ space $\times$ channel. In comparison with Deformable DETR, DyHead better separated dimensions of inputs. However, because DyHead is still dependent on object detection frameworks, similar to ATSS [20], which includes anchors and NMS, it could be classified as an add-on to detection models rather than an object detection model head by itself.

### 2.5 Task Specific Sibling heads

In object detection, the output of detection models has the dual purpose of classification and localization. With single stream line of feature outputs, it has been found that the output features are not well aligned between two tasks [15, 18]. To spatially disentangle the gradient flows of classification and localization, Double-Head R-CNN [18] and TSD [15] developed independent module heads for each task.

### 3 Method

#### 3.1 Transformer Backbone

With the recent popularity of visual Transformers, there exist several options [7, 12, 16] when considering the Transformer backbone for our experiment. We followed the reports of [12] and [6], which fused detection heads with the Swin Transformer and are the best combinations for good performances.

#### 3.2 Transformer Detection Head

In building Transformer detection models without any specific component depending on prior knowledge about tasks, options are limited for the development is in its early stage. DETR and Deformable DETR are in a handful of options in the given constrain. Because Deformable DETR is more reliable for training and more effective for performance, this was a prior choice for our experiment.
3.3 Task Specific Split Transformer Head

Transformer embedding The encoder-decoder structure from the original Transformer [17] was developed for the language translation task. Therefore, the output module in the Transformer has the single purpose of word embedding. However, in the case of object detection, the output module in DETR has the dual purpose of classification and localization. In DETR and Deformable DETR as well, each head module for classification and regression (localization) contains a single layer of linear projection (for classification) or a few layers of logistic regression (for localization) with the same feature input from Transformer output. As following the findings of Double-Head R-CNN [18] and TSD [15], based on the hypothesis that feature embedding for classification and regression are not well aligned, we developed independent Transformer heads for each task.

Encoder-Decoder roles From functional aspect, the decoder module was designed to transform spatial features into a list of detected objects. On the other hand, it is not very clear what the explicit purpose of the encoder module is. However, in the context of the object detection process, we assume that it might play a similar role to a local object feature generator or region proposal network (RPN) in the Faster R-CNN. In particular, for the Deformable DETR’s 2-stage variant, the encoder’s task is more explicitly targeted to assume the RPN role. However, even in this case, the decoder is involved in multiple roles, including classification, box regression, and list refinement.

Task Specific Split Transformer As illustrated in Figure 2, we adjusted the number of layers of the Deformable DETR decoders to the half of the original model and split the output and deliver them to the classification and regression decoders. Unlike the decoders of DETR and Deformable DETR, each decoder of TSST assumes a dedicated role of classification or localization.
TSST class decoder In the Deformable DETR with an iterative bounding box refinement module, each decoder layer refines the bounding boxes based on the predictions from the previous layer, but because the TSST class decoder is not dedicated to the box prediction task, it does not need the iterative bounding box refinement add-ons, which are for box predictions. The input and output of the TSST class decoder are basically same with DETR and Deformable DETR’s decoder counter parts. They have the input dimensions of \([Q; D]\), where \(Q\) is the number of object queries and \(D\) is the dimension of features. It is connected to one linear layer whose output is the classification prediction with the dimensions of output \([Q; C]\) where \(C\) is the class numbers, which is 80 in case of COCO. In DETR’s and Deformable DETR’ decoder, \(Q\) is typically from 100 to 300, and \(D\) is 1024. We follow the convention such that \(Q\) is 300 and \(D\) is 1024 in TSST class decoder. The classification prediction is paired with TSST regression decoder’s output (described next) to be used for object detection set prediction loss. Please read [22] to find details about set prediction loss.

TSST regression decoder Besides the TSST class decoder, the TSST regression decoder assumes the box prediction role; thus, it does need the iterative bounding box refinement add-ons. In addition, we did not use the iterative bounding box refinement add-ons of the Deformable DETR decoder because it supports decoding roles for both classification and localization. In parallel with the TSST class decoder, the design of the TSST regression decoder’s other parts are identical to the TSST class decoder except that the output of the TSST regression decoder is connected to three multi-layer perceptrons(MLP) whose output is 4 values to predict box positions and sizes. The box prediction outputs are joined with TSST class decoder’s classification, and both of them are used for set prediction loss as mentioned before.

4 Experiments

4.1 Implementation Details

Dataset. We conducted experiments on COCO object detection [11] following the commonly used settings [2, 22], which report AP as bounding box AP, the integral metric over multiple thresholds. COCO contains 80 categories of approximately 160K images, which are split into the train2017, val2017, and test2017 subsets having 118K, 5K, and 41K images, respectively. In all our experiments, we used only the train2017 images for training. Evaluation was performed using the val and test-dev image sets.

Training. ImageNet’s pre-trained ResNet-50 was utilized as the backbone for ablations. The hyper-parameter setting and training strategy mainly followed that of Deformable DETR. We used the following settings: multi-scale training (resizing the input such that the shorter side is between 480 and 800 while the longer side is at most 1333), AdamW optimizer (initial learning rate of 0.0002, weight decay of 0.0001, and batch size of 8), and schedule of 50 epochs. The learning rate was decayed at the 40-th epoch by a factor of 0.1.

4.2 Ablation Study for Hyperparameters

| #decoders | #TSST layers | #params | AP  | AP_{50} | AP_{75} | AP_S | AP_M | AP_L |
|-----------|--------------|---------|-----|---------|---------|------|------|------|
| 6         | 0            | 4.1M    | 46.2 | 65.2    | 50.0    | 28.8 | 49.2 | 61.7 |
| 3         | 3            | 4.4M    | 48.1 | 66.7    | 52.1    | 30.9 | 51.4 | 62.0 |
| 6         | 3            | 4.8M    | 48.3 | 66.6    | 52.3    | 30.3 | 51.3 | 62.8 |
| 3         | 6            | 5.1M    | 45.3 | 64.2    | 49.5    | 28.1 | 48.4 | 57.9 |
| 6         | 6            | 5.4M    | 44.1 | 63.5    | 48.3    | 28.3 | 46.7 | 57.6 |

Optimal number of layers. Table I lists the ablations for the TSST design choices for the number of TSST layers. The TSST module can replace a section of the DETR decoders or can be added to the end of the Deformable DETR. We found that the number of TSST layers needs not be as large as that of the DETR decoder. More specifically, increasing the number of TSST layers beyond three returned diminishing results. Replacing half of the DETR decoding layers with TSST layers showed promising results in terms of model size effectiveness in average precision.
4.3 Comparison to the State-of-the-art Methods

Table 2: Comparison of TSST with state-of-the-art methods on COCO 2017 validation set.

| Method         | Backbone  | GFlops/FPS | #params | AP  | AP_{50} | AP_{75} | AP_S | AP_M | AP_L |
|----------------|-----------|------------|---------|-----|---------|---------|------|------|------|
| DDETR          | ResNet-50 | 126 / 10.9 | 41M     | 46.2| 65.2    | 50.0    | 28.8 | 49.2 | 61.7 |
| DDETR_E7_D8    | ResNet-50 | 138 / 9.6  | 44M     | 46.5| 65.8    | 50.1    | 29.2 | 49.6 | 61.5 |
| DDETR_D9       | ResNet-50 | 129 / 9.6  | 44M     | 45.2| 64.2    | 48.9    | 27.7 | 48.2 | 61.1 |
| TSST(ours)     | ResNet-50 | 129 / 10.1 | 44M     | 48.1| 66.7    | 52.1    | 30.9 | 51.4 | 62.0 |

For fair comparison, we tested all theoretical GFlops with 800 pixels and inference speed (FPS) results with mmdetection [3] packages with V100 single GPU.

Parameter efficiency. Table 2 lists the ablations for the TSST parameter efficiency compared to the original Deformable DETR. Instead of adding TSST modules to Deformable DETR, alternative design choice is to naively increase the layers of Deformable DETR. At the table, DDETR_E7_D8 stacks one more layer to the original Deformable DETR’s six layers of encoder, and stacks two more layers upon the original six layers of decoder. Likewise, DDETR_D9 stacks three more layers upon the original six layers of DDETR decode, but the number of layers of encoder was preserved. However, stacking extra layers upon the baseline model does not show effectiveness in either case. On the other hand, adding the same number of parameters to TSST module reveals enhanced results in accuracy. As shown in Table 1 and Table 2, increasing the number of layers in detection heads more than necessary is not a good strategy in designing optimal detection models.

4.3 Comparison to the State-of-the-art Methods

Table 3: Comparison of TSST with state-of-the-art methods on COCO 2017 validation set.

| Method         | Backbone  | GFlops/FPS | #params | AP  | AP_{50} | AP_{75} | AP_S | AP_M | AP_L |
|----------------|-----------|------------|---------|-----|---------|---------|------|------|------|
| DETR           | ResNet-50 | 57 / 17.6  | 41M     | 42.0| 62.4    | 44.2    | 20.5 | 45.8 | 61.1 |
| Deformable DETR| ResNet-50 | 126 / 10.9 | 44M     | 46.2| 65.2    | 50.0    | 28.8 | 49.2 | 61.7 |
| DyHead         | ResNet-50 |            |         | 42.6| 60.1    | 46.4    | 26.1 | 46.8 | 56.0 |
| TSST(ours)     | ResNet-50 | 129 / 10.1 | 44M     | 48.1| 66.7    | 52.1    | 30.9 | 51.4 | 62.0 |

For fair comparison, we tested all theoretical GFlops and inference speed (FPS) results with mmdetection [3] packages with V100 single GPU.  † They were not provided in [6] and the model is not included in mmdetection packages.

We compared our proposed TSST to Deformable DETR and DyHead [6], which are considered state-of-the-art methods. As shown in Table 2, compared with Deformable DETR and DyHead, TSST achieves better performance over all object sizes. TSST’s settings were similar to the original Deformable DETR and did not require extra adjustment to achieve better results. Compared with Deformable DETR, TSST requires slightly more computation. TSST needs only 7% of more parameters and only 2.4% of more computations. The training epochs were 50 which is the same with Deformable DETR’s setting. The read training time for both Deformable DETR and TSST is about 3 or 4 days in our setting, which is not exactly measurable for comparison because it depends on the variety of situations. However, additional training time due to more parameters was almost negligible.

Table 4: Comparison of TSST with state-of-the-art methods on COCO 2017 test-dev set.

| Method         | Backbone  | AP  | AP_{50} | AP_{75} | AP_S | AP_M | AP_L |
|----------------|-----------|-----|---------|---------|------|------|------|
| Deformable DETR| ResNet-50 | 46.9| 66.4    | 50.8    | 27.7 | 49.7 | 59.9 |
| DyHead         | ResNet-50 | 43.0| 60.7    | 46.8    | 24.7 | 46.4 | 53.9 |
| DyHead         | ResNet-101| 46.5| 64.5    | 50.7    | 28.3 | 50.3 | 57.5 |
| DyHead         | ResNet-64x4d-101| 47.7| 65.7    | 51.9    | 31.5 | 51.7 | 60.7 |
| TSST(ours)     | ResNet-50 | 48.2| 66.7    | 52.3    | 29.5 | 50.9 | 60.6 |

Table 5 shows that our TSST performed better than Deformable DETR and DyHead on the COCO 2017 test-dev set. The performance of our TSST method with ResNet-50 surpassed DyHead, even when combined with more powerful backbones such as ResNet-101 and ResNetNext-101.
Table 5: Comparison of TSST with state-of-the-art detection methods on COCO 2017 validation set.

| Method                        | Backbone | AP  | AP$_{50}$ | AP$_{75}$ | AP$_S$ | AP$_M$ | AP$_L$ |
|-------------------------------|----------|-----|-----------|-----------|--------|--------|--------|
| RepPoints v2                  | Swin-T   | 50.0| 68.5      | 54.2      | -      | -      | -      |
| ATSS                          | Swin-T   | 47.2| 66.5      | 51.3      | -      | -      | -      |
| Cascade Mask R-CNN            | Swin-T   | 50.4| 69.2      | 54.7      | 33.8   | 54.1   | 65.2   |
| DyHead                        | Swin-T   | 49.7| 68.0      | 54.3      | 33.3   | 54.2   | 64.2   |
| Deformable DETR (ours)        | Swin-T   | 49.7| 69.0      | 54.0      | 32.5   | 52.9   | 64.7   |
| TSST (ours)                   | Swin-T   | 51.3| 70.3      | 55.8      | 34.2   | 54.6   | 66.4   |
| TSST (ours, test-dev)         | Swin-T   | 51.5| **70.5**  | **56.0**  | 32.1   | 54.2   | 65.4   |

Finally, we compared TSST with other models supported by the visual Transformer backbone. For the following reasons, we utilized Swin-Tiny for comparison. First, previous studies [6, 12] proved that Swin-Tiny is cost effective when compared to ResNet-50, and there are cases where extensive experiments had been performed with various detection heads, such as RepPoints V2 [4], ATSS [20], R-CNN, DyHead [6], etc. Table 5 shows that our TSST performed better, by a large margin, than all detection heads when fused with the vision Transformer backbone. We attribute this good performance to our TSST primarily depending on Transformer modules, while the other detection heads do not.

5 Conclusion

In this study, we proposed the TSST method, which is an end-to-end object detector add-on with a minimal cost. Although the TSST method reflects one of the simplest ideas of introducing a task specific attention module, it also helps to fill the gap to make an anchor-free and NMS-free Transformer-based object detection method. We demonstrated that this method achieves remarkable results compared with highly optimized competitors on the challenging COCO dataset.

However, there are still arduous challenges. Notably, we used heterogeneous (attention) methods for both the backbone and detection head. In theory, it may be sufficient to use a single homogeneous attention method for the backbone and detection head. In addition, for more advanced competitors, an improvement is necessary, in particular, regarding the combination with larger and more sophisticated backbones. We expect future work to successfully address these issues.
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