Inclusion of intersite spatial correlations in the alloy analogy approach to the half-filled ionic Hubbard model
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Abstract
Using the nonlocal coherent-potential approximation we study the effect of intersite spatial correlations on the transition from band insulator to metal as well as from metal to Mott insulator in the ‘alloy analogy’ approach to the paramagnetic solution of the half-filled ionic Hubbard model. We find that intersite spatial correlations enhance the metallic phase.
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1. Introduction
The Hubbard model of interacting electrons and their associated correlation effects in narrow d and f energy bands [1] has attracted a huge amount of theoretical and computational effort over a number of decades. However, an early theory due to Hubbard in his third paper on the electron correlation problem remains of significant importance since it was the first to predict a Mott metal–insulator transition (MIT) at a finite critical value of the on-site interaction $U$ [2]. By making an analogy with disordered alloys (the ‘alloy analogy’ (AA)), Hubbard used a Green’s function decoupling method to derive a ‘scattering correction’ to his earlier Hubbard I approximation [1], and his solution has been shown [3] to be equivalent to the coherent-potential approximation (CPA) which was not actually introduced for disordered systems until a few years later [4]. Hubbard also added a ‘resonance broadening’ correction to the AA and this is referred to as the full Hubbard III approximation [2].

Hubbard’s AA improves upon the Hartree–Fock approximation by considering classical or static fluctuations in the potential that an electron sees [5], and remains useful as a computationally simple theory capable of giving a valid approximate description of the MIT. Nevertheless, one drawback of Hubbard’s work is that the scattering correction obtained from his solution to the AA (i.e. the CPA) is a local approximation, meaning that intersite or nonlocal spatial correlations in the required alloy configurational average are neglected. Previous work on addressing this issue has been carried out many years ago by Mors et al [6] who incorporated a crude two-site spatial correlation in order to study nonlocal effects on the MIT, and more recently by Luo et al [7] based on a combination of the full Hubbard III approximation with the spectral density approach [8, 9] and a nonlocal self-energy ansatz. In the present paper we solve the AA using the nonlocal CPA [10–13] which is now an established mean-field approach for describing nonlocal physics and short-range order [14]. Like the CPA it requires the solution of a self-consistent impurity problem but with the added capability of including intersite spatial correlations to arbitrary length scale depending on the size of the impurity cluster used in the calculation.

We study the interesting case of the ionic Hubbard model [15] (IHM) which adds a staggered ionic potential to the conventional Hubbard model on a bipartite lattice i.e. two sublattices with different on-site energies. This enables us to examine nonlocal effects on the expected transition from band insulator to metal as well as the MIT itself across a range of staggered ionic energies. While the two-sublattice framework opens up the possibility of investigating magnetic ordering via incorporating some of the modifications to the AA mentioned later in section 2.1, here we choose to focus on the paramagnetic solution at half-filling.

The IHM has received attention as a potential model for describing the ferroelectric transition in perovskite materials [16] and the neutral–ionic transition in organic mixed-stack donor–acceptor crystals [17]. It has been extensively studied in both one dimension (1D) and two dimensions (2D) but the true nature of its phase diagram at half-filling is still...
undecided. In 1D, Fabrizio et al. [18] performed a study using bosonization and found that the bandgap due to the ionic potential is suppressed at a critical value of $U$ where the system undergoes a transition to an intermediate bond-ordered phase before undergoing a transition to a Mott insulating phase at a second critical value of $U$. Some contradictory results were obtained, for example Wilkens and Martin [19] found no Mott transition using quantum Monte Carlo (QMC). However, other later studies found results similar to Fabrizio et al. [18], for example Batista and Aligia [20], Zhang et al. [21] and Manmana et al. [22], the latter two by using density matrix renormalization group (DMRG) theory.

The situation is far less conclusive in 2D. Using dynamical mean-field theory (DMFT), Garg et al. [23] found a metallic phase sandwiched between the band insulating phase due to the ionic potential and the Mott insulating phase in the strong-coupling regime. Similar results were later obtained by Hoang [24] simply by using the CPA. Craco et al. [25] also used DMFT but found phase transitions of a different nature from metal to Mott insulator and from band insulator to Mott insulator in the phase diagram. Using determinant-QMC, Paris et al. [26] and Bouadim et al. [27] found that in contrast to the DMFT studies, in the absence of the ionic potential the system is an insulator for any value of $U$ due to the inclusion of intersite magnetic fluctuations. The Mott insulating phase was also found to be anti-ferromagnetic. Subsequently, Byczuk et al. [28] re-examined the IHM using DMFT but allowed for anti-ferromagnetic order and found that the system is insulating for all interaction strengths with no metallic phase. Kancharla and Dagotto [29] used cellular-DMFT to incorporate nonlocal spatial correlations to the presence of the staggered ionic energies. Following this reasoning we may approximate the above many-body Hamiltonian by the one-electron Hamiltonian

$$H = \sum_{i \in A, \sigma} E_{A\sigma} n_i^{\sigma} + \sum_{i \in B, \sigma} E_{B\sigma} n_i^{\sigma} - t \sum_{i \in A, j \in B, \sigma} \left[ (c_i^{\dagger})^{\sigma} c_j^{\sigma} + \text{H.c.} \right] + \mu \sum_{i} n_i.$$  (1)

where the disorder potential has been defined to include the chemical potential and is given by

$$E_{\alpha\sigma} = \begin{cases} \epsilon_{\alpha} + U/2 & \text{with probability } \langle n_{\alpha, -\sigma} \rangle \\ \epsilon_{\alpha} - U/2 & \text{with probability } 1 - \langle n_{\alpha, -\sigma} \rangle \end{cases}$$  (3)

at half-filling with $\mu = U/2$. Here $\langle n_{\alpha, \sigma} \rangle$ is the average electron occupancy per site for sublattice $\alpha$ with spin $\sigma$.

It is well known that the AA itself has many shortcomings. These are discussed in the book by Gebhard [31], and have been found to be mainly due to the arbitrariness in the intuitive way Hubbard performed the decoupling of the higher-order Green’s functions [31]. Consequently many efforts have been made over the years to improve the approximation. Before going on to develop the formalism for this paper, it is appropriate to mention a small selection of these efforts here.

The first forthcoming to be highlighted is the inability of the AA to describe magnetism [32, 33]. For example, in the case of half-filling a transition to an anti-ferromagnetic Mott insulator is not observed in the strong-coupling regime and it is only possible to obtain the paramagnetic solution. One of the better known theories aimed at correcting the AA is the modified alloy analogy (MAA) of Herrmann and Nolting [34], which was derived by combining the spectral density approach [8, 9] (SDA) with the CPA in order to reproduce the exact results of Harris and Lange [35] as $U \to \infty$. The MAA is based upon the notion that the atomic levels and concentrations used in Hubbard’s AA are not the only choice available for constructing an alloy analogy. The MAA still uses the CPA
equation but replaces the atomic levels and concentrations with modified expressions which include a band-shift correction. Potthoff et al. [36] showed that this choice is optimal for reproducing the first four moments of the spectral density in contrast to the first three in Hubbard’s AA. Unlike Hubbard’s AA, the MAA is capable of producing magnetic solutions, albeit over restricted parameter ranges. Another approach capable of capturing the transition to anti-ferromagnetic Mott insulator is the mean-field theory of Janis and Vollhardt [37, 38] who constructed a thermodynamically consistent alloy analogy.

A second deficiency of the AA is that the metallic state is not described as a Fermi liquid. This is a natural consequence of viewing the system in terms of a set of static impurity scattering centres which leads to a self-energy with a finite imaginary part at the Fermi level. Although including the resonance broadening correction of the full Hubbard III approximation will take into account dynamic processes at the impurity scattering centre by relaxing the assumption that the opposite spin electrons are fixed at the lattice sites, this is still not a true description of dynamics in the sense that the effective field seen by the spin σ electron is not time-dependent. Nevertheless, Edwards and Hertz [39, 40] used the limit of infinite dimensions to construct a method for correcting this non-Fermi liquid behaviour in the weak-coupling limit using a modified Green’s function, the method being exact for small U.

The IHM has previously been studied using the CPA by Hoang [24]. This in turn is based on the earlier framework of Gupta et al. [46] who investigated the possibility of magnetic ordering in the Hubbard model using a two-sublattice version of the CPA which we refer to as the ‘coupled-CPA’ method.

In principle, the Green’s function corresponding to the Hamiltonian of equation (2) needs to be averaged over all possible disorder configurations. Such an exact average is not feasible, the CPA introduces a simplified effective medium corresponding to the approximate Hamiltonian

\[ H_{\text{CPA}} = \sum_{i \in A, \sigma} \Sigma_{A\sigma} n_{i\sigma} + \sum_{i \in B, \sigma} \Sigma_{B\sigma} n_{i\sigma} - t \sum_{i \in A, j \in B, \sigma} \left( c_{i\sigma}^\dagger c_{j\sigma} + H.c. \right) \]

(4)

where each sublattice A(B) has its own single-site or local self-energy \( \Sigma_{A\sigma(B\sigma)} \) situated at every sublattice site. In \( k \)-space, the CPA average Green’s function can be written in the two-sublattice matrix form

\[ G_a(k, \omega) = \left( \omega - \Sigma_{A\sigma} - t(k) \right)^{-1} \]

(5)

Carrying out the matrix inversion yields

\[ G_{AA\sigma}(k, \omega) = \frac{1}{\Omega_{\text{BZ}}} \int_{\Omega_{\text{BZ}}} \frac{d\omega}{(\omega - \Sigma_{A\sigma})(\omega - \Sigma_{B\sigma}) - t(k)^2} \]

(6)

\[ G_{BB\sigma}(k, \omega) = \frac{\omega - \Sigma_{B\sigma}}{(\omega - \Sigma_{A\sigma})(\omega - \Sigma_{B\sigma}) - t(k)^2} \]

(7)

for the sites on sublattice A and B respectively, where \( k \) belongs to the first BZ of the sublattice considered. In real space we have

\[ G_{\alpha\sigma}(\omega) = \frac{1}{\Omega_{\text{BZ}}} \int_{\Omega_{\text{BZ}}} \frac{d\omega}{(\omega - \Sigma_{\alpha\sigma})(\omega - \Sigma_{\beta\sigma}) - t(k)^2} \]

(8)

where \( \alpha = A(B) \), \( \beta = B(A) \) and the integral is over the first BZ of the sublattice. Since we are only considering the diagonal terms of the Green’s function matrix, notation has been adopted such that \( \alpha \equiv \alpha \sigma \) for clarity. Using the relation for the bare integrated DOS

\[ \int dE \rho_0(E) = \int dE \frac{1}{N} \sum_k \delta(E - t(k)) \]

(9)

for real energies \( E \), equation (8) can be re-written in the form

\[ G_{\alpha\sigma}(\omega) = (\omega - \Sigma_{\alpha\sigma}) \int dE \frac{\rho_0(E)}{(\omega - \Sigma_{A\sigma})(\omega - \Sigma_{B\sigma}) - E^2} \]

(10)

for which approximations to the bare DOS can be made. To determine the CPA self-energies, Hoang [24] proceeded by employing Hubbard’s semi-elliptic model DOS [1]. This simplifies the above integral and yields a pair of equations for \( \Sigma_{A\sigma} \) and \( \Sigma_{B\sigma} \) which need to be solved self-consistently. Here we do not make any approximations for the DOS; instead we determine the self-energies numerically. We begin by defining the cavity Green’s function \( G_{\alpha\sigma}(\omega) \) through the relation

\[ G_{\alpha\sigma}^{-1}(\omega) = G_{\alpha\bar{\sigma}}^{-1}(\omega) + \Sigma_{\alpha\sigma}(\omega) \]

(11)

for each sublattice \( \alpha \), which describes the medium with the self-energy at some chosen site on each sublattice removed i.e. a cavity. In this definition it is not necessary to consider the off-diagonal terms in the Green’s function matrix, \( \tilde{G}_{AB\alpha} \) and \( \tilde{G}_{BA\alpha} \), since there are no self-energy terms coupling the sublattices. We may now fill the cavity on each sublattice with
some real ‘impurity’ configuration by defining the impurity Green’s functions
\[
G_{\alpha\sigma}^\gamma(\omega) = [G_{\alpha\sigma}(\omega) - E_{\gamma}^{\alpha\sigma}]^{-1}
\]  
with impurity configurations \(E_{\gamma}^{\alpha\sigma} = \epsilon_\alpha \pm U/2\) as defined by equation (3). The CPA demands that
\[
\langle G_{\alpha\sigma}^\gamma(\omega) \rangle = \tilde{G}_{\alpha\sigma}(\omega),
\]  
where the average is taken over the impurity configuration probabilities defined by equation (3), i.e.
\[
(n_{\alpha,-})G_{\alpha\sigma}^{\gamma=}(\omega) + (1 - (n_{\alpha,-}) G_{\alpha\sigma}^{\gamma=-}(\omega) = \tilde{G}_{\alpha\sigma}(\omega).
\]  
Equations (8) and (13) thus need to be solved self-consistently. Since in the IHM electrons generally prefer to be on sublattice B and we have \(n_A + n_B = 2\) at half-filling where
\[
(n_\alpha) = \langle n_{\alpha\uparrow} \rangle + \langle n_{\alpha\downarrow} \rangle = -\frac{1}{\pi} \int_{-\infty}^{0} \text{Im}[\tilde{G}_{\alpha\uparrow} + \tilde{G}_{\alpha\downarrow}] d\omega,
\]  
it is also necessary to ensure the resulting integrated DOS for each sublattice both consistent with the average occupation number probabilities used in equation (13), thus adding an extra layer of self-consistency.

As mentioned in the introduction, there are no antiferromagnetic or ferromagnetic CPA solutions for the (non-degenerate) Hubbard model [32, 33]. This is also true in the presence of staggered ionic energies and so here we are restricted to the paramagnetic solution. Thus the Green’s function is the same for both spin populations so that \(G_{\alpha\uparrow} = G_{\alpha\downarrow}\) and \(\langle n_{\alpha\uparrow} \rangle = \langle n_{\alpha\downarrow} \rangle = n_\alpha/2\). Finally note that although there are no off-diagonal self-energy terms coupling the sublattices, equation (8) shows that the sublattice self-energies are not determined independently of each other.

2.3. Nonlocal CPA for the ionic Hubbard model

The nonlocal CPA introduced by Jarrell and Krishnamurthy [10] systematically includes nonlocal correlations beyond the CPA via the self-consistent embedding of a cluster of sites with periodic boundary conditions imposed. The reader is referred to [10, 14] for full details of the method; here we simply show how to implement for the IHM.

Because of the boundary conditions, the mapping of the cluster to the lattice is achieved in \(k\)-space [10]. The BZ is divided into \(N_c\) regions centred at the set of ‘cluster momenta’ \(\{\mathbf{K}\}\). Correspondingly in real space the lattice is divided into \(N_c\) sublattices, and a site from each sublattice taken together form a real space cluster [14]. Some example real space clusters and corresponding BZ regions for the 2D bipartite lattice are illustrated in figure 1. The main approximation made is to represent the exact lattice self-energy in \(k\)-space \(\Sigma(\mathbf{k}, \omega)\) by the step function \(\Sigma(\mathbf{K}, \omega)\) in the regions centred at the cluster momenta. In this approximation the translational invariance of the underlying lattice is always preserved irrespective of the size of the cluster. In the case of the IHM, the translational invariance of the underlying two-sublattice unit cell must be preserved and hence \(\Sigma(\mathbf{K}, \omega)\) also becomes sublattice-dependent. Therefore an effective medium is introduced corresponding to the approximate \(k\)-space Hamiltonian
\[
H = \sum_{\mathbf{K}, \mathbf{k}'} \Sigma_{\alpha\alpha}(\mathbf{K}, \omega)n_{\alpha, \mathbf{K}+\mathbf{k}'} + \sum_{\mathbf{K}, \mathbf{k}} \Sigma_{\beta\beta}(\mathbf{K}, \omega)n_{\beta, \mathbf{K}+\mathbf{k}'}
\]  
with \(\Sigma_{\alpha\alpha}(\mathbf{K}, \omega) = \frac{1}{2} \bar{U} - t(\mathbf{K}+\mathbf{k}') + \Sigma_{\beta\beta}(\mathbf{K}, \omega) - t(\mathbf{K}+\mathbf{k}')\) and \(\Sigma_{\alpha\beta}(\mathbf{K}, \omega), \Sigma_{\beta\alpha}(\mathbf{K}, \omega)\) being the on-site and nearest-neighbor hopping terms.

The next step is to define the ‘coarse-grained’ \(k\)-space sublattice Green’s functions by integrating over each region of \(k\)-space or ‘tile’ \(n\) centred at the cluster momenta \(\mathbf{K}\):
\[
\bar{G}_{\alpha\beta}(\mathbf{K}_n, \omega) = \frac{N_c}{2} \frac{1}{\Omega_{\text{BZ}}} \int d\mathbf{k}' \bar{G}_{\alpha\beta}(\mathbf{k}', \omega).
\]  

These can be transformed to real space using the Fourier transform
\[
\bar{G}_{\alpha\beta}(\mathbf{k}_n, \omega) = \frac{2}{N_c} \sum_{\mathbf{k}_n} \bar{G}_{\alpha\beta}(\mathbf{k}_n, \omega) e^{i\mathbf{k}_n(\mathbf{R}_I - \mathbf{R}_J)}
\]  
for cluster matrix elements \([I, J]\) where \(N_c\) is the number of sites in the cluster. Together these form the supermatrix
\[
\bar{G}(\omega) = \begin{bmatrix}
\bar{G}_{\alpha\alpha}(\omega) & \bar{G}_{\alpha\beta}(\omega) \\
\bar{G}_{\beta\alpha}(\omega) & \bar{G}_{\beta\beta}(\omega)
\end{bmatrix}
\]  
which has dimension \(N_c\). It can be seen that sites belonging to sublattices A and B are grouped separately. We can similarly Fourier transform the \(k\)-space self-energies to real space to obtain the cluster self-energy matrix \(\Sigma\). To determine the
Green's functions and self-energies, we define the cavity Green's function \( G(\omega) \) through the relation

\[
G^{-1}(\omega) = G^{-1}(\omega) + \Sigma(\omega).
\]  

(23)

Note that unlike the 'coupled-CPA' method of section 2.2, here it is necessary to include the inter-sublattice terms in the Green’s function matrix, \( G_{AB} \) and \( G_{BA} \), when defining the cavity Green’s function due to the presence of the inter-sublattice self-energy terms. The impurity Green’s function is then given by

\[
G^\gamma(\omega) = \left[ G^{-1}(\omega) - E^\gamma \right]^{-1}
\]  

(24)

for some cluster disorder configuration \( \gamma \), where the site component of each configuration is one of \( \epsilon_A \pm U/2 \) or one of \( \epsilon_B \pm U/2 \) as defined by equation (3) for every site on sublattice A and B. The nonlocal CPA demands that

\[
\langle G^\gamma(\omega) \rangle = \bar{G}(\omega)
\]  

(25)

where the average is taken over all \( 2^{N_c} \) possible cluster configurations with the site probability component of each cluster probability defined by equation (3). The nonlocal CPA solution is obtained by solving equations (21) and (25) which strictly speaking are cluster quantities. Again it is necessary to ensure that the resulting integrated DOS for each cluster site is consistent with the relevant site occupation number probability used in the cluster configurations of equation (25), thus adding an extra layer of self-consistency. As a consequence of translational invariance, all sites on sublattice A will have the same average occupation number probability (integrated DOS per site), as will all sites on sublattice B. At half-filling, the integrated DOS summed over all cluster sites should equal \( N_c \).

In the limit where \( \Delta = 0 \), the two sublattices are equivalent. Nevertheless, the system can still be viewed in terms of a two-sublattice unit cell. Then for a cluster of size \( N_c \) it is still only necessary to consider the \( N_c/2 \) cluster momenta associated with the BZ of the two-sublattice unit cell. This is because for \( \Delta = 0 \) the BZ integration with \( N_c \) cluster momenta for the usual single-site unit cell becomes equivalent to two sublattice-BZ integrations, each with \( N_c/2 \) cluster momenta, which in turn are equivalent to the BZ of the two-sublattice unit cell. It is also worth looking at the limit where the cluster size \( N_c = 2 \). In that case there will still be a different self-energy value for each sublattice in \( k \)-space and hence off-diagonal self-energy terms which couple the two sublattices in real space. Hence we obtain an improved version of the coupled-CPA method of section 2.2. It should also be mentioned that the choice made for the set of cluster momenta is not unique, leading to non-unique results for small cluster sizes [47]. A reformulation of the nonlocal CPA which uses multiple sets of cluster momenta has been derived which corrects this problem [47], also naturally providing a lattice self-energy and Green’s function unlike equations (21) and (25) which strictly speaking are cluster quantities. However, in this paper we use only one set of cluster momenta for simplicity.

Finally, we note that a multi-sublattice implementation of the nonlocal CPA has previously been carried out by Marradodo and Staunton for a 1D tight-binding model alloy [48]. Our formulation for the IHM above can be viewed as an important extension to the case of strongly correlated systems and has potential applications to various strongly correlated models like the d–p model originally proposed for describing high-\( T_c \) cuprates [49], the Hubbard model on the honeycomb lattice [50] and the extended Hubbard model on the chequerboard lattice [51], etc.

3. Results

The 2D phase diagram for the system at zero temperature has previously been calculated using the CPA by Hoang [24] who compared the CPA results with those given by other approaches. Since our main motivation here is to study the effect of intersite correlations using the nonlocal CPA, we calculate the 2D phase diagram for the system using the same parameters as Hoang [24] so that direct comparisons can be made. Thus the energy unit is set by \( W = 4t = 1 \) where \( W \) is the half-width of the band. In order to determine the phase boundaries, the CPA or nonlocal CPA medium and site occupation number probabilities were first determined self-consistently using energies with an imaginary part \( \delta = 0.01 \). Using the same number probabilities, the DOS at the Fermi level \( \rho(0) \) was then calculated by determining the medium self-consistently as a function of \( \delta \). Extrapolation via
polynomial fitting was used in order to obtain the value with \( \delta \rightarrow 0^+ \). In the case of a finite gap, \( \rho(0) \) extrapolates to zero. In contrast \( \rho(0) \) remains finite in the metallic region [25]. Taking into account tolerances used in the calculations, \( \rho(0) \geq 0.01 \) was considered to be a finite value. Figure 2 shows example CPA calculations for \( \rho(0) \) as a function of \( \delta \). It is quite clear that the graphs for \( U = 0.85 \) and 1.00 will not extrapolate to zero via polynomial fitting and hence indicate metallic phases, whilst the graphs for \( U = 0.1 \) and 1.45 indicate insulating phases.

The phase diagram for the system calculated using both the CPA and nonlocal CPA with a cluster size \( N_c = 4 \) is shown in figure 3, with the CPA phase boundaries denoted by dotted lines and nonlocal CPA by solid lines. The CPA phase diagram is similar to that of Hoang [24], though the metallic phase is very slightly wider. The small difference in shape in the weak-coupling regime is likely to be due to the fact that a model DOS has not been used in our calculations. It can be seen that the phase boundary between the band insulator and metallic phases is unchanged in the nonlocal CPA calculations compared to the CPA and approaches the line \( U = 2\Delta \). On the other hand, the phase boundary for the MIT is significantly raised from the CPA value in the weak-coupling region, but again approaches the strong-coupling line \( U = 2\Delta \) as \( \Delta \) is increased. Thus intersite spatial correlations appear to enhance the metallic phase compared to the CPA, particularly in the weak-coupling regime. We note that for \( \Delta = 0 \) this behaviour is in agreement with the results of both Mors et al [6] and Luo et al [7] for the conventional Hubbard model, where according to their methods it was found that intersite spatial correlations shift the critical value of \( U \) for the MIT to a higher value. Also present in figure 3 is a small insulating region within the metallic sector between \( \Delta = 0.0 \) and 0.25 which we believe to be unphysical and resulting from a shortcoming of the nonlocal CPA method for small cluster sizes (see \( N_c = 8 \) calculation below).

To identify the origin of the differences between the CPA and nonlocal CPA phase diagrams, we now examine some example DOS results. First we consider the CPA. Figures 4(a)–(d) show plots with ionic energy \( \Delta = 0.1 \) for a selection of values of \( U \). The general features of the plots are similar to those of Hoang [24], though the curves are of more realistic shape since here the use of a model DOS has been avoided. For \( U = 0.1 \) the system is a band insulator with charge gap slightly smaller than the value \( 2\Delta \) for the non-interacting (\( U = 0 \)) limit. The results for values \( U = 0.50 \) and \( U = 1.30 \) clearly lie within the metallic and Mott insulating regimes respectively. The critical value for the metal–insulator transition is found to be very close to \( U = 1 \).

The nonlocal CPA results for the same parameters with \( N_c = 4 \) are shown in figures 4(e)–(h). The curve for \( U = 0.1 \) is similar to that of the CPA, indicating that for relatively small values of \( U \) the effect of intersite correlations is small. On the other hand, immediately apparent is the emergence of a peak at the Fermi level in the metallic phase as seen in the example plot for \( U = 1.30 \). As the Coulomb repulsion is increased further, the peak gradually diminishes. However, the transition from metal to Mott insulator is significantly delayed resulting in a larger critical value for \( U \). A similar peak for the conventional Hubbard model (i.e. \( \Delta = 0 \)) was found by Luo et al [7] using their method involving combination of the SDA with the full Hubbard III approximation and making a nonlocal self-energy ansatz. In their work it was interpreted as a quasiparticle peak resulting from the nonlocal nature of the self-energy i.e. a different mechanism to the well-known peak observed in DMFT calculations due to the dynamical though local nature of the self-energy. However Luo et al [7] do not indicate the nature of the imaginary part of the self-energy at the Fermi level. In fact a finite value was observed in DMFT calculations [25] which implies a finite lifetime for the state. Craco et al [25] identified this as being a consequence of a pseudo-gap feature at the Fermi level in the DOS on the B sublattice, meaning that the one-electron DOS in the metallic phase is not attached to the unperturbed (\( U = \Delta = 0 \)) value. In our work we also obtain a finite value but we regard this as being in agreement with the notion that viewing the system in terms of a set of static impurity scattering centres in the AA approach rules out the possibility of a Fermi liquid. Hence we consider the presence of the peak to be simply due to DOS at the band edges arising from cluster contributions as is the case.
in conventional disordered alloy calculations in the split-band regime.

In order to study the effect of longer-ranged intersite correlations, the nonlocal CPA phase diagram calculated using a larger cluster size, $N_c = 8$, is shown in figure 3 together with the earlier CPA calculation. The lower phase boundary between band insulator and metal shows similar behaviour to the $N_c = 4$ calculation. As expected, the small spurious insulating region present in the $N_c = 4$ phase diagram for values of $U$ just below the upper CPA phase boundary has disappeared. On the other hand, as $U$ is increased above the upper CPA phase boundary the system surprisingly appears to switch back and forth between metal and Mott insulator so that the MIT occurs three times. We believe the reason for this lies in a shortcoming of the conventional nonlocal CPA method. The medium self-energy should be a smooth function in $k$-space for all cluster sizes. However, for the purposes of producing an analytic Green’s function, the nonlocal CPA approximates the medium self-energy as a step function in $k$-space [10]. It has previously been shown that such an approximation can lead to spurious DOS results for small cluster sizes where the jumps between the steps are large [52]. In particular, artificial gaps appear at certain energies. In the present context, this could cause artificial gaps to appear at the Fermi level for certain values of $U$, resulting in the extra insulating phases denoted by the shaded regions in the phase diagrams of figures 3 and 5. This can be seen in the example DOS plots of figure 6 for cluster size $N_c = 8$, where after undergoing a MIT between $U = 1.30$ and $1.45$, a small peak appears again at the Fermi level around $U = 1.65$ which subsequently separates into two very small peaks as shown for $U = 1.95$ where they are well separated. These small peaks are contributions to the DOS at the very edges of the bands from cluster configurations. We therefore believe that the gap seen at the Fermi level for $U = 1.45$ is an artificial gap and the final MIT just after $U = 1.65$ is the true one because only the smaller critical $U$ values can result from overlap of bands with the spurious gaps. This is also in agreement with a systematic enhancement of the metallic phase with increasing cluster size.

We point out that a reformulation of the nonlocal CPA has been derived which systematically corrects the self-energy step function approximation by producing a smoother function in $k$-space for any given cluster size [47]. This is achieved by utilizing the fact that the choice of cluster momenta for a given cluster size is not unique. By using multiple sets of cluster momenta, a smoother and more realistic $k$-space self-energy can be self-consistently determined by reducing the jumps between the steps. It was found that implementing this method removes the spurious gaps in the DOS for disordered alloy calculations [47]. It should be stressed that this reformulation simply produces the correct self-energy curve and DOS for a given cluster size and hence correlation length; information beyond the correlation length can only be introduced by using a larger cluster size. In the present context of the IHM, we believe that implementing the method would remove the spurious extra
phase boundaries present in figures 3 and 5. This is left as future work.

In order to help identify the nature of the phase transitions in figure 5, the staggered average occupation number (charge density) $n_B - n_A$ as a function of $U$ for different values of $\Delta$ using the nonlocal CPA with $N_c = 8$ is shown in figure 7. A charge density wave is present throughout the whole parameter regime and gradually softens with increasing $U$. We find that the difference between the nonlocal CPA and the CPA results are negligible, of order $5 \times 10^{-3}$, and the phase transitions are seen to be continuous in all cases. Our results are in excellent agreement with the CPA results of Hoang [24], which in turn are in good agreement with those obtained by single-site DMFT [28]. Particularly noticeable for all three $\Delta$ values in our results are the change in slopes just after $U = 2\Delta$. These indicate the band insulator to metal transition which is dominated by the charge density wave. On the other hand, the MIT is governed by the Hubbard $U$ and so the curves smoothly change with no inflection point at the MIT since they have no relation to the charge density wave.

Since cellular-DMFT calculations for the IHM in 2D indicated an intermediate bond-ordered phase [29], it should be checked that the intermediate phase found in our calculations is indeed metallic. A particularly advantageous feature of the nonlocal CPA in the context of conventional alloy calculations is that the medium preserves the translational invariance of the underlying lattice. Unfortunately, in the present context this rules out the possibility of a long-range bond-ordered phase by construction. Therefore in order to determine whether intersite spatial correlations are able to produce a long-range bond-ordered phase we also implemented the molecular CPA [53, 54] for the IHM which naturally describes long-range order up to the length scale of a ‘molecule’ or cluster of sites. Indeed, cellular-DMFT is the analog of the molecular CPA for correlated electron systems. The implementation of the molecular CPA for the IHM is described in the appendix. The bonds are given by the matrix elements $\{\bar{G}^{IJ}\}$ for nearest-neighbour sites $I, J$ within the cluster. We performed extensive calculations in 1D and found no evidence of a long-range bond-ordered phase within the AA approach.

Finally, the present calculations could be improved by using some of the modifications described in section 2.1 such as the interpolating alloy analogy (IAA) [36]. For the paramagnetic solution at half-filling, the IAA reduces to the conventional AA in the strong-coupling regime so it would only be necessary to correct the non-Fermi liquid behaviour in the weak-coupling regime using the Edwards–Hertz approximation. A further improvement would be to include Hubbard’s resonance broadening correction and hence generalise the full Hubbard III approximation.
4. Conclusions

We have obtained the paramagnetic solution of the nonlocal CPA for the two-dimensional IHM at half-filling and zero temperature. We found that inter-site (nonlocal) spatial correlations enhance the intermediate metallic phase throughout the range of parameters, although the difference decreases with increasing $\Delta$. While the critical value $U_{c2}$ for the transition from band insulator to metal is very similar to that of the CPA, a peak is developed in the DOS in the metallic phase as $U$ is increased which delays the transition from metal to Mott insulator, significantly raising the critical value $U_{c2}$ for the MIT. To confirm the metallic nature of the intermediate phase, we also implemented the molecular CPA for the IHM and found no evidence of an intermediate bond-ordered phase. These findings further support the view [23–25] that for the paramagnetic solution of the IHM the presence of an intermediate metallic phase between the band insulator and Mott insulating phases is a real feature of the system.

Nevertheless, the reason that the intermediate metallic state is stabilized in the nonlocal CPA with respect to its local version when applied to strongly correlated systems from an alloy analogy point of view may be due to the fact that such theories of disorder fail to capture the localized state and hence always favour a metallic solution (see, for example, Ekuma et al [55] and references therein). Indeed, for $\Delta = 0$ we would have expected the inclusion of intersite spatial correlations to actually lower the critical value $U_{c2}$ for the MIT in accordance with calculations for the paramagnetic solution of the conventional 2D Hubbard model using the variational cluster approximation [56], dynamical cluster approximation (DCA) [57] and cellular-DMFT [58, 59], the latter two being the dynamical analogs of the nonlocal CPA and molecular CPA, respectively, for interacting electron systems. In the case of the DCA, it was found that in the weak-coupling region a pseudo-gap at the Fermi level was systematically developed with increasing cluster size and its formation was attributed to the increasing length of intersite anti-ferromagnetic correlations [57, 60]. Eventually, a true gap opens at zero temperature as the correlation length goes to infinity [61]. In the case of cellular-DMFT, it was reported that the MIT appears earlier than that obtained from DMFT due to the inclusion of short-range anti-ferromagnetic correlations [58].

In conclusion, since our calculations are within the alloy analogy approach (i.e. purely static), we have been able to isolate the effects of nonlocal spatial correlations from the dynamics and found the opposite behaviour to that obtained with dynamical methods when nonlocal spatial correlations are included, i.e. systematic enhancement of the metallic phase as opposed to systematic destruction. This important finding indicates that there must be some interplay between nonlocal spatial correlations and dynamical correlations which account for these opposing trends. This is a very interesting issue to investigate as future work.
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Appendix. Molecular CPA for the ionic Hubbard model

After dividing the lattice into clusters or ‘molecules’, the Green’s function matrix in $k$-space for any given cluster can be expressed in the form

$$
\bar{G}(q, \omega) = \begin{pmatrix}
\bar{G}_{AA}(q) & \bar{G}_{AB}(q) \\
\bar{G}_{BA}(q) & \bar{G}_{BB}(q)
\end{pmatrix}
$$

$$
= \begin{pmatrix}
\omega - (\Sigma_{AA} + \bar{t}^') - \bar{t}'(q) & -(\Sigma_{AB} + \bar{t}^') - \bar{t}'(q) \\
-(\Sigma_{BA} + \bar{t}^') - \bar{t}'(q) & \omega - (\Sigma_{BB} + \bar{t}^') - \bar{t}'(q)
\end{pmatrix}^{-1}
$$

(A.1)

where for convenience the cluster sites have been labeled by grouping into sublattice components. Here $q$ has been used to denote the wavevector restricted to the BZ of the cluster superlattice and the intra-cluster hopping terms $\bar{t}$ and $\bar{t}'$ have been separated out from the definition of the cluster self-energy. The intra-sublattice hopping terms have been denoted by $\bar{t}$ since these are in general different from the inter-sublattice terms $\bar{t}'$. For nearest-neighbour hopping on the bipartite lattice, the intra-sublattice hopping terms are zero. The Green’s function matrix can be expressed in real space by carrying out the BZ integration

$$
\bar{G}(\omega) = \frac{1}{\Omega_BZ} \int_{\Omega_BZ} \bar{G}(q, \omega) \, dq
$$

(A.2)

where the integration is over the BZ of the cluster superlattice. Note that the inter-cluster hopping is expressed through the $q$-dependence of the hopping terms defined by

$$
\bar{t}(q) = \frac{N_{c}}{N} \sum_{C \neq C} t e^{-i(qR_{C} - R_{C}')}
$$

(A.3)

where the distance vector implies the distance between the centres of clusters $C$ and $C'$, and for the case of nearest-neighbour hopping the appropriate terms in the matrix must be set to zero.

One may now proceed as in the nonlocal CPA by following the cavity matrix construction procedure expressed by equation (23)–(25). Equation (A.2) and the analogue of equation (25) need to be solved self-consistently. It will be necessary to ensure that the resulting integrated DOS for each cluster site is consistent with the relevant site occupation number probability used in the cluster configurations of equation (25), thus adding an extra layer of self-consistency. In contrast to the nonlocal CPA, the real space diagonal terms of $\Sigma_{\alpha\beta}$ and $\bar{G}_{\alpha\beta}$ when $\alpha = \beta$ do not have to be equivalent, and
hence the DOS results will in general differ depending upon the position of the measured site even on the same sublattice.

For the cluster size $N_c = 2$ the above formulation reduces to a generalisation of the coupled-CPA method of section 2.2, albeit a different one to that of the nonlocal CPA due to the different boundary conditions imposed on the cluster.
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