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Abstract—Accurate and unbiased examinations of skin lesions are critical for the early diagnosis and treatment of skin diseases. Visual features of skin lesions vary significantly because the images are collected from patients with different lesion colours and morphologies by using dissimilar imaging equipment. Recent studies have reported that ensembled convolutional neural networks (CNNs) are practical to classify the images for early diagnosis of skin disorders. However, the practical use of these ensembled CNNs is limited as these networks are heavyweight and inadequate for processing contextual information. Although lightweight networks (e.g., MobileNetV3 and EfficientNet) were developed to achieve parameter reduction for implementing deep neural networks on mobile devices, insufficient depth of feature representation restricts the performance. To address the existing limitations, we develop a new lite and effective neural network, namely HierAttn. The HierAttn applies a novel deep supervision strategy to learn the local and global features by using multi-stage and multi-branch attention mechanisms with only one training loss. The efficacy of HierAttn was evaluated by using the dermoscopy images dataset ISIC2019 and smartphone photos dataset PAD-UFES-20 (PAD2020). The experimental results show that HierAttn achieves the best accuracy and area under the curve (AUC) among the state-of-the-art lightweight networks.
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I. INTRODUCTION

SKIN conditions and disorders are among the most common human diseases to affect millions of people [1], [2]. Statistical data shows that around 20% of Americans are diagnosed with malign cutaneous diseases [3]. Skin cancer, consisting of non-melanoma and melanoma, affected more than 1.5 million new cases globally in 2020. Skin cancer is estimated to be the fifth most commonly detected cancer in the U.S., with 196,060 new cases reported in 2021 [4]. The annual cost for skin cancer treatment is projected to triple from 2011 to 2030 [2]. Proactive detection and early diagnosis are critically essential to save patients. For instance, the five-year survival rate for melanoma patients could be 99% with early-stage diagnosis and treatment, whereas the survival rate is dropped to around 27% if the conditions are detected in the late stage [4].

Traditional methods for detecting skin disorders include skin cancer screening by self-examination and clinical examination. Among these methods, self-examination is the most common method for the early detection of skin diseases. Around 53% of patients with melanomas are self-examined before approaching medical experts [5]. Clinical skin examination can provide affirmative screening of skin cancers with a high detection accuracy [6]. However, clinical examinations consume a considerable amount of time for medical professionals to review a large number of dermoscopic images. The long waiting time of weeks or months could delay the treatment and result in unexpected progress of the skin conditions.

The advances in imaging technology make it possible to diagnose skin lesions by analysing optical images of the skin lesions. The imaging modalities in skin examination include reflectance confocal microscopy, total body photography, teledermatology, and dermoscopy. Among all the imaging modalities, dermoscopy is a non-invasive imaging method without reflecting light to examine the skin lesions with up to 10× magnification [6]. However, manual analysis of dermoscopic images is time-consuming, and the examination results are subjective to healthcare providers.

Due to the sophisticated features of skin lesion images, it is nontrivial to automatically detect unhealthy skin areas with satisfactory accuracy. Previously, computer-aided approaches were proposed to analyse skin lesion images. Histogram thresholding employs empirical thresholds to isolate lesions from the rest of the skin tissues [7]. Principal component analysis (PCA)...
for colour histogram was further utilised in lesion colour space clustering for segmentation [8]. Gradient vector flow was computed to extract the smoothness and compactness of curve shapes in skin lesions for separating lesions from neighbouring tissues [9]. However, the majority of these techniques require heavy human participation and cannot extract sufficient features from a whole skin lesion image to diagnose skin diseases.

To achieve an accurate and unbiased diagnosis of skin diseases, deep learning has been applied to extract representative features and provide an end-to-end analysis of medical images. To improve the diagnostic results, researchers assembled several models, such as ResNeXt, NASNet, SENet, DenseNet121 and EfficientNet, to detect skin cancer, and the highest accuracy of these models was reported up to 94.2% and 92.6% on the ISIC2018 and ISIC2019 datasets, respectively [10]. However, the majority of reported networks, especially those constructed by combining several models, consumed a large number of computational resources and were highly time-consuming due to the increased complexity of the models.

Recently, lightweight algorithms have been reported to promote the use of deep learning in conducting direct skin cancer screening with limited computational resources in clinical computers and mobile devices. The attention mechanism is a biomimetic design module in deep learning that is widely used to value the contextual information of an object with minimal computational cost [11]. An example of the attention mechanism is depthwise separable convolution (DWSCConv) which effectively reduces the models’ size while keeping a competitive performance [12]. Most recently, several models leveraged CNN and vision transformer (ViT) by applying standard convolution [13] or DWSCConv [14] to downsize tensors before each ViT module. Although the aforementioned techniques have attained satisfactory results in common object recognition, there has been limited investigation into the application of light deep learning models for skin lesions analysis.

This article aims to address the challenges in balancing the reliability and accuracy of skin lesion analysis with small memory storage and minimal computational cost. The major novelty and key contributions of this study are:

- We introduce a new lightweight and deeply supervised architecture with diverse attention mechanisms, namely HierAttn, to distinguish multi-class skin lesions. HierAttn achieves top-level performance with a smaller size than other competing mobile models for both the ISIC2019 and PAD2020 datasets.
- We develop a novel deep supervision method, branch attention algorithm, to learn local and global representations from coarse level to fine level of features with hierarchical pooling and aggregate the extracted hierarchical features by tensors assembling. Since the hierarchical pooling and tensor assembling do not introduce additional learnable parameters, high-level features generated by the stage attention block can be extracted without increasing the model size. Moreover, branch attention does not introduce additional loss computation, which is computation-friendly compared to the conventional deep supervision method with multiple losses.
- We propose the same channel attention (SCAttn) module based on global averaging pooling without unnecessary modification of channel-wise features. The SCAttn design effectively extracts global features and outperforms other attention methods like squeeze and excitation while avoiding the increment of the model parameters to keep a small model size.
- We propose the stage attention block, consisting of a SCAttn block followed by a convolution-transformer hybrid (CTH) block, to thoroughly learn the regional and global high-level feature representations. As shown in Fig. 1, the HierAttn network involves a novel CTH block by adding a skip connection and stochastic depth to gain optimal performance.

We review related literature in Section II and explain the proposed methodology in Section III. We present and discuss the experiment results in Sections IV and V. We summarise the significant findings in Section VI.

II. RELATED WORK

A. CNNs in Skin Lesions Diagnosis

Recent advances in machine learning have introduced an increasing number of deep neural networks. The deep learning models, including InceptionV3, VGG, EfficientNet, ResNet, DenseNet, etc., have been applied to classify skin lesions [3], [15], [16]. Moreover, the classification activation feature map was used to capture region of interest information for learning indicative lesion representations [17]. To learn a different degree of contextual information, Dai et al. introduced an encoder which resizes features in different scales [18]. In other studies, researchers processed three modalities of patient data, including non-image metadata, clinical and dermoscopy images, in a two-stage feature fusion network to enhance skin lesions classification performance [19]. In addition, the hybrid-fusion network (Hi-Net) was proposed to amalgamate multi-modal MR images for better visualisation of syndromes [20].

Furthermore, the models, assembling several networks (e.g., ResNeXt, NASNet, SENet, DenseNet121, and EfficientNet) in several streams or stages, were utilised in skin lesions classification [16], [21], [22]. The ISIC2019 challenge winner applied an ensemble model accumulating EfficientNet B0 to B6, SENet154, and two ResNeXt to achieve a 92.6% average classification accuracy; however, the model is comparatively large with more than 100M parameters, making it impractical for clinical and home use [16].

B. Deeply Supervised Learning

Adding and widening layers are common methods to improve training metrics by increasing the learning parameters of networks. However, both methods increase the computational complexity and hardware requirements during training. Deeply supervised learning is frequently used to learn coarse-to-fine features from intermediate branches. Instead of adding layers to the network, deep supervision usually uses auxiliary supervision branches in critical intermediate stages during training [23]. In
deep supervision, multilevel losses are widely used to extract feature information from stages to improve the model’s performance. For instance, GoogleNet has three losses in three branches, separately [24]. Liu et al. applied deep supervision with multiple losses to improve object edges learning [25]. However, the features in various stages are fed into simple tensor operations separately. They do not have a direct correlation influence on each other.

C. Attention Mechanisms

The attention mechanism is a biomimetic cognitive method used in diverse computer vision assignments such as image classification [14], [26], [27], [28], [29] and object segmentation [14], [30], [31], [32]. For example, reverse attention is proposed to utilise the feature mask as a cue to guide polyp segmentation [30]. Moreover, the co-attention module was utilised for encoding features from two branches of a Siamese network to increase the correlations among video frames [31]. Another example of the attention network is the SENet, which obtains global representations by global average pooling and channel-wise feature response by squeeze and excitation [26]. The convolution block attention module (CBAM) improves the SENet by using a larger kernel size to encode spatial information [27]. Coordinated attention (CoorAttn) further advances global average pooling by encoding channel relationships and long-range dependencies via average pooling along different axes [29]. However, they introduce more learnable parameters and consume more computational resources than the SENet.

D. Vision Transformer

To improve the computational efficiency and meet the scalability requirement, self-attention mechanisms, particularly transformers, are introduced into computer vision from natural language processing. With self-attention, a ViT replaces the traditional convolution method with a transformer encoder [28]. Because the input images are directly split into patches and embedded, the ViT models are still huge, with more than 100M parameters [28]. The standard transformer has been applied to process sequences of image patches to learn the inter-patch representations. However, the original transformer method ignores the inductive biases (e.g., translation equivariance and locality) inherent to CNNs, which leads to poor performance when training with insufficient data [28]. Recently, ViT was utilised in skin lesions evaluation by appending a ViT branch to CNN-based U-shape architecture for improving long-range dependencies and contextual information extraction, but an additional branch notably increased the model weight [33].

E. Lightweight Networks

Although knowledge distillation can effectively reduce learnable parameters, it depends on complex parameters updating between teacher and student networks and bares the comparatively enormous computational cost of the training process [37], [38], [39]. Moreover, atrous spatial pyramid pooling (ASPP) can be applied to spatially sampling features by pooling at different scales for localising segment borders as a lightweight module [40], [41], but ASPP underrates the interaction among features. Another prominent solution to achieving lightweight CNNs is the DWSConv, which replaces the standard convolution with depthwise convolution within one channel and pointwise convolution along each channel for the depletion of learnable parameters [12]. Based on the DWSConv method, MobileNetV2, MobileNetV3, EfficientNet, MnasNet, and ShuffleNet were constructed and obtained relatively satisfactory performance [42], [43], [44], [45], [46].
As for lightweight ViT networks, sparse attention [13], random feature attention [34], and low-rank approximation [35] were adopted to reduce ViTs’ size and computational cost. To reduce the latency of splitting images, computer scientists from Apple proposed MobileViT to tackle the loss of inductive biases by taking convolution and transformer to form a hybrid block [14]. The design of convolution with transformer shows superior performance than conventional fully convolution mobile networks in terms of parameter count and inference time, as reported by [14]. Although several aforementioned networks (e.g., EfficientNet, MobileNetV2) have been utilised for diagnosing skin lesions [16], [36], the exploration of reducing the number of parameters and computational costs for mobile applications in skin lesion recognition remains limited.

III. PROPOSED METHODOLOGY

A. Skin Lesion Dataset

Two publicly available skin lesions datasets, ISIC2019 [10], [47], [48] and PAD2020 [49], are used in this research for the development and evaluation of the proposed methods. Dermoscopy and smartphones are two standard methods of capturing skin lesions images. Thus, the two datasets effectively represent current image data for the classification of skin lesions. The data distribution of the two datasets is shown in Fig. 2.

ISIC2019 dataset consists of 25,331 dermoscopy images with eight categories: actinic keratosis (ACK), basal cell carcinoma (BCC), benign keratosis (BKL), dermatofibroma (DF), melanoma (MEL), melanocytic nevus (NV), squamous cell carcinoma (SCC), vascular lesion (VASC). Three of them (ACK, BCC and SCC) belong to the non-melanoma skin cancer. Melanoma is the most severe skin cancer that is caused by uncontrolled growing cells that can produce pigment. The vascular lesions (VASC) can be either benign or malign and requires close monitoring over a period of time. The remaining categories of skin lesions are benign conditions. The PAD2020 dataset includes 2,298 skin lesion images with six classes: ACK, BCC, BKL, MEL, NV, and SCC, collected by using smartphones. PAD2020 has two fewer classes, DF and VASC, than ISIC2019 because of lacking photos of skin lesions.

B. Pre-Processing

1) Image Pre-Processing: The data among different classes from the ISIC2019 dataset has a large black area [see Fig. 3(a)], which damages the evaluation performance of deep learning models. Thus, an adaptive cropping method is taken to identify and crop these images. The original image is first turned into greyscale [Fig. 3(b)] and then binarised an adaptive threshold ranging from 50 to 255 [Fig. 3(c)]. After that, the contour of the binarised image is detected to confirm the circle location. When the value of the circle area divided by the whole image area is between 0.01 and 0.9, the region enclosed by the circle is cropped and saved [Fig. 3(d)].

2) Data Balance: In this study, an imbalance ratio is defined to assess the imbalance problem quantitatively. The imbalance ratio is a fraction of the number of images of the majority class over the minority class. The imbalance ratio for ISIC2019 and PAD2020 are 53.9 and 16.3, respectively. Such relatively high imbalance ratios can remarkably reduce training performance, according to previous research [50]. The data imbalance could lead to a low validation result for the minor class, though the averaged validation metrics over all classes could be high. Data balance by oversampling or undersampling for each class is a practical technique to handle the dataset with a huge imbalance ratio. Oversampling and undersampling are simultaneously utilised to balance ISIC2019 and PAD2020 data. After sampling, 2500 and 500 images are collected for each class in the ISIC2019 and PAD2020 datasets, respectively. Thus, the amount of data after balancing totals 20000 and 3000 on ISIC2019 and PAD2020, respectively, is close to the total amount of unbalanced data. Oversampling uses horizontal flips, random crops, Gaussian blur, linear contrast, random translation, rotation, and shear on a small scale to generate new images from the old images. As for undersampling, the random selection of a fixed number of images tends to have a class-overlapping problem. Thus, we apply an adaptive data analysis method called instance hardness (IH) [51] to alleviate this adverse effect. Instance hardness is defined as:

\[
IH_L(x_i, y_i) = 1 - \frac{1}{|L|} \sum_{j=1}^{|L|} p(y_i|x_i, g_j(t, \alpha))
\]

where \(L\) is a prior with non-zero probability while treating all other learning algorithms as having zero probability, \(g\) is a machine learning algorithm trained on \(t\) with the hyperparameter \(\alpha\), and \(y_i\) is the label for data \(x_i\).

Outliers and mislabelled data are expected to have high IH. Thus, IH analysis was applied in undersampling to remove those
TABLE I

DETAILED STRUCTURES OF THE PROPOSED HierAttn ARCHITECTURE.

| Layer                        | Output size | Repeat | Output Channels |
|------------------------------|-------------|--------|----------------|
| Image                        | 256 × 256   | 1      | XS             |
| Conv3 × 3, ↓2                | 128 × 128   | 1      | 16             |
| SCADW, ↓2                    | 64 × 64     | 1      | 16             |
| SCADW                        | 32 × 32     | 1      | 24             |
| Stage 1                      | 16 × 16     | 1      | 48             |
| CTH block                    | 8 × 8       | 1      | 80             |
| Stage 2                      | 8 × 8       | 1      | 80             |
| CTH block                    | 1 × 1       | 1      | 768            |
| Branch attention             | 1 × 1       | 1      | 63              |
| Pooling Layer                | 1 × 1       | 1      | 0               |
| # Parameters                 |             | 1      | 1.08 M          |

Hierarchical pool

| Stage 1                      | Hierarchical pool |
| Stage 2                      | Hierarchical pool |
| Stage 3                      | Hierarchical pool |

Channel-wisely assemble

Monte Carlo randomise

Pixel-wisely assemble

Channel direction

Fig. 4. Demonstration of the branch attention. From top to bottom, feature tensors from three branches are shrunk by hierarchical pooling. The pooled tensors are assembled by directions of channel and pixel and fully assembled with pixel-wise randomisation.

data with a high IH. This research uses the random forest as the machine learning method g, referenced from the imbalanced-learn study [52].

C. HierAttn Architecture

The article introduces an efficient and lite Convolution-Transformer model [see Fig. 1], HierAttn, for skin lesions diagnosis. The main idea of this model is to hierarchically learn the local and global representations by utilising various attention mechanisms. Branch attention allows the network to extract various levels of features from different layers. Moreover, the SCAttn module in our new HierAttn network leverages the DWSConv by supplementing global information to improve performance. The three novel mechanisms (i.e., SCAttn, stage attention, and branch attention) consume miniature parameters or no learnable parameter, which results in the tiny size of HierAttn. Besides, the stage attention utilises an effective self-attention hybridising convolution to keep inductive biases and reduce the latency, inspired by the MobileViT architecture [14]. The attention modules are described in the following sections. Detailed structures of HierAttn are shown in Table I.

1) Branch Attention: Zhang et al. computed three more losses among intermediate stages to improve the feature interactions during training [53]. Instead, we propose a novel deep supervision method, branch attention (i.e., lower right in Fig. 1, more details in Fig. 4), utilising hierarchical pooling to downsize tensors from different stages, tensors assembling to improve the interactions of the downsized features and learn the hierarchy of features from the assembled tensors. Moreover, by keeping the different sizes of pooling results, hierarchical pooling learns the local representations of tensors, generating large tensor size \((C × 5 × 5)\), and attains tensors’ global representations, generating small tensor size \((C × 1 × 1)\). The medium output tensor with size \((C × 3 × 3)\) is also designed as a buffer layer to keep both local and global features. The pooled tensors from different branches are then channel-wisely assembled. After that, the assembled tensors are pixel-wisely shuffled by utilising the Monte Carlo method. The branch attention is applied as a particular learning stage after each stage attention block (critical learning stage). Most importantly, by using such a practical design, branch attention does not introduce an additional loss in the intermediate stage, which consumes less computational costs than the conventional deep supervision method.

2) Same Channel Attention: The block modifies the DWSConv with the SCAttn technique and results in a new block structure called SCADW block (i.e., green blocks in Fig. 1). Squeeze and excitation attention (SEAttn) blocks were proposed to enhance the expressive power of the learned features after depthwise convolution in the MobileNetV3 block [46]. However, the pointwise convolution already extracts the channelwise information, which suggests that the excitation of SEAttn is likely a redundant operation. Therefore, the SCAttn is introduced after depthwise convolution by global average pooling while maintaining the same number of learnable parameters as the DWSConv block. The SCAttn block is illustrated in Fig. 5.

3) Stage Attention: Each stage attention module (i.e., lower left in Fig. 1) has a SCADW block with a stride of 2 followed by a convolution-transformer hybrid block. We apply the
convolutions and transformers simultaneously to learn the local and global representations of an input skin lesion image with fewer parameters. The convolution-transformer hybrid (CTH) block (i.e., pink blocks in Fig. 1) utilises consecutive modules to process feature maps before and after encoding. The CTH block consists of a multi-head self-attention (MHSA) followed by a multilayer perceptron feed forward (FFN) layer, which is regarded as vision transformer (ViT). As shown in Fig. 6(a), ViT learns long-range spatial dependence among encoded patches. To integrate local features, local correlation through standard convolution is applied before and after the ViT module in the CTH block, which is illustrated by Fig. 6(b). Furthermore, we also add a skip connection to link the input and output of the CTH block. The stage attention module thoroughly rearranges feature maps by downsizing feature maps, and the CTH block further extracts the processed features. Thus, each stage attention module is regarded as a critical learning stage in HierAttn. The CTH block bottleneck can be formulated as:

\[
X = \text{LocalCorr}(X_{in}) + X_{in}
\]

\[
Y = \text{MHSA}(\text{Encode}(X))
\]

\[
Z = \text{Decode}([\text{LayerNorm}(\text{FFN}(Y))])
\]

\[
X_{out} = \text{LocalCorr}(Z + X_{in}) + X_{in}
\]

4) Small-Scale Attention Modules: SCAttn in SCADW block (i.e., green blocks in Fig. 1) leverages SEAttn by keeping single-pixel attention through global averaging pooling and avoiding the modification of tensors along channel direction. It contributes to utilising an attention mechanism to extract global features after depthwise convolution without introducing any learnable parameters. Moreover, branch attention (i.e., lower right in Fig. 1) does not increase model size because hierarchical pooling and tensor assembling in branch attention are parameter-free. In addition, transformer operations lose spatial bias, increasing computational costs with a broader and deeper design to learn visual representations [14]. Therefore, ViT-Base, ViT-Large, and ViT-Huge models use the number of transformer blocks \( L = 12, 24, 32 \) and the number of embedded dimensions \( d = 768, 1024, 1280 \), respectively [28]. However, our new HierAttn only requires \( L = 2, 4, 3 \) and \( d = 96, 120, 144 \) (i.e., lower left in Fig. 1). The number of parameters for the new HierAttn and other state-of-the-art (SOTA) networks is summarised in Table II.

IV. EXPERIMENTAL RESULTS

In this section, we first evaluate HierAttn performance on the ISIC2019 and PAD2020 datasets in Section IV-B. HierAttn delivers significantly better performance than the SOTA mobile (<5M) and comparatively large networks, which can be seen in Table II and Fig. 7. In Section IV-C, we conducted ablation studies for attention mechanisms in DWSConv.

A. Evaluation Metrics

The ISIC community recommends accuracy, precision, F1-score, specificity, ROC, and AUC to be the evaluation metrics for skin lesions classification [54]. In our experiments, top-1 accuracy (abbrev. accuracy), F1-score, and specificity are adopted to evaluate the performance of skin lesions classification (e.g., the proportion of correct values in inference results). Moreover, the receiver operating characteristic (ROC) curve and its area under the curve (AUC) are applied to demonstrate the more general performance of each model (e.g., the model’s robustness and scale invariance).

Furthermore, each model’s number of parameters (# parameters) with the unit of Million (M) is applied to measure its weight. Floating-point operations per second (FLOPs), computed using pytorch-OpCounter [55], and inference time are also exploited to estimate the computational complexity of the model and quantify its practicalities on skin lesions datasets. To measure the inference time, the average of 1000 iterations is calculated using an Intel Core i5-10210U CPU (1.60GHz) on a laptop, which can demonstrate the availability of HierAttn on mobile applications with slower processors.

B. Image Classification on the Skin Lesions Dataset

1) Implementation Details: The HierAttn network, other SOTA lite models, and three larger networks are trained and validated for 500 epochs on one RTX A4000 with a batch size of 64 images using AdamW optimiser [56] with 10-fold
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The classification results of different models on ISIC2019 and PAD2020 datasets

| Model               | # Parameters/M | FLOPs/Billion | Inference time/s | Accuracy% | Precision% | F1-score% | Specificity% |
|---------------------|----------------|---------------|------------------|-----------|------------|-----------|--------------|
| VGG11 [58]          | 128.8          | 19.56         | 0.139            | 75.95     | 70.83      | 75.66     | 71.10        |
| ResNet101 [59]      | 42.52          | 20.54         | 0.187            | 92.20     | 87.67      | 92.14     | 87.67        |
| MobileNetV2 [42]    | 2.33           | 0.86          | 0.042            | 93.45     | 87.44      | 93.42     | 87.35        |
| MobileViT_s [14]    | 4.94           | 2.30          | 0.101            | 94.75     | 88.32      | 94.74     | 88.29        |
| MobileNetV3_large [46] | 4.21         | 0.60          | 0.018            | 94.77     | 88.78      | 94.78     | 88.98        |
| ShuffleNetV2,1x [43] | 2.28         | 0.40          | 0.017            | 95.23     | 87.89      | 95.21     | 88.02        |
| RegNetY.8g [60]     | 29.30          | 16.76         | 0.171            | 95.35     | 88.67      | 95.42     | 88.78        |
| MnasNet1.0 [51]     | 3.11           | 0.88          | 0.034            | 95.03     | 90.33      | 95.45     | 90.30        |
| EfficientNet_b0 [44] | 4.02          | 1.08          | 0.028            | 95.48     | 90.22      | 95.46     | 90.26        |
| Ensembled Network [16] | 116.26       | 13.35         | 0.444            | 96.25     | 91.13      | 96.24     | 91.29        |
| HierAttn_xs (ours)  | 1.08           | 1.32          | 0.039            | 96.70     | 91.32      | 96.69     | 91.35        |
| HierAttn_s (ours)   | 2.14           | 1.32          | 0.039            | 96.70     | 91.32      | 96.69     | 91.35        |

The bold values mean the best performance.

Fig. 7. HierAttn vs. SOTA lightweight models. Classification accuracy versus the number of parameters (# parameters) and the receiver operating characteristic (ROC) curves on (a) ISIC2019 validation set and (b) PAD2020 validation set.

cross-validation and cross-entropy loss. The learning rate is ceased from 0.002 to 0.0002 during the first 30 epochs and then increased to 0.0002 utilising the cosine scheduler [57]. L2 weight decay of 0.01 is adopted. Moreover, knowledge transfer is applied to reduce the training time and improve model performance. All transferred models for training in ISIC2019 were trained in ImageNet1K, and the well-tuned models from ISIC2019 were then tuned in PAD2020. And the parameters of layers after branch attention in HierAttn are randomly initialised. Additionally, the transfer learning warm-up is applied to alleviate the negative influence of untransferred layers on transferred layers. On the first training 30 epochs, all transferred layers are frozen. After that, gradient calculation is required for all layers with learnable parameters. Furthermore, the number of parameters of each model is computed with eight classes to simplify the discussion because each model with 8 classes or 6 classes has a similar number of parameters. Meanwhile, mobile models with (1, 2.5) M, (2.5, 4) M, (4, 5.5) M parameters
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are regarded as “extra small”, “small”, and “medium”, respectively.

2) Classification Results: Fig. 7 compares HierAttn with six other lightweight networks that are also trained on the ISIC2019 and PAD2020 datasets. Detailed values are illustrated in Table II. The figures on the first row of Fig. 7 demonstrates that HierAttn networks fall in the upper left region, which means they outperform other mobile architectures with relatively small sizes. For instance, with around 2.14 million parameters, HierAttn_s outperforms MobileNetV2 by 3.25%, MobileNetV3_large by 1.93%, ShuffleNetV2_1x by 1.47%, MnasNet1.0 by 1.25%, and EfficientNet-b0 by 1.22% accuracy on the ISIC2019 validation set. Furthermore, HierAttn_s also outperforms MobileViT_s, which also contains convolution-transformer hybrid blocks, by 1.98% and 3.00% accuracy on ISIC2019 and PAD2020 datasets, respectively. Besides, HierAttn attains more than 90% accuracy on both the dermoscopy and the smartphone images of skin lesions, demonstrating that HierAttn is versatile in visually diagnosing skin lesions from various domains.

It can also be discovered in Table II that HierAttn_s achieves the highest precision, 96.69% and 91.35%, and HierAttn_xs attains the third highest precision, 96.14% and 90.32%, on ISIC2019 and PAD2020, respectively. The experimental results indicate that HierAttn can functionally distinguish more than 90% samplers who truly have skin diseases from the positive test results. Moreover, HierAttn_s secures the first place in F1-score (i.e., 96.69% on ISIC2020 and 91.19% on PAD2020), suggesting that HierAttn_s was robust and powerful in recognising skin lesions.

As shown in Table II, HierAttn_s delivers a better specificity (i.e., 99.51% on ISIC2019 and 98.53% on PAD2020) than other models, which demonstrates that HierAttn_s has the best potential to precisely discriminate the healthy people from all cases. In the real-life application, HierAttn_s is accurate and effective in recognising and comforting healthy people who suspect the misleading symptoms of skin diseases.

Furthermore, the larger models, VGG11, ResNet101, and RegNetY6.4gf, do not have satisfactory performance in detecting skin diseases. Particularly, VGG11 with 128.80M parameters achieves lower classification results than mobile models by a considerable margin (e.g., −17.50% accuracy on ISIC2019 and −16.61% accuracy on PAD2020). Although the Ensembled Network reaches the second highest performance in classification results, it contains over 100M parameters and has the highest inference time, as shown in Table II.

3) Inference Analysis: Table II illustrates that inference time for each image using HierAttn_xs is below 0.03s, which is 30% faster than MnasNet1.0 and only 6ms slower than ShuffleNetV2_1x. Despite the increased computational complexity from the novel self-attention and branch attention mechanisms, the HierAttn_xs model remains the second and third fastest in the FLOPs (0.44 billion) and inference time (0.023s). This time cost is acceptable for self-examination or clinical diagnostic purposes. In contrast, VGG11, ResNet101, RegNetY6.4gf, and Ensembled Network consume over 10 billion FLOPs and 100ms to recognise each image. Notably, the Ensembled Network utilises 444ms to diagnose a single image, approximately 19 times longer than HierAttn_xs. Therefore, lightweight models are more suitable for analysing skin diseases than these larger models.

4) Roc and Auc: The graphs on the second row of Fig. 7 illustrate that all lite models on experiments have more than 0.99 AUC on the ISIC2019 and 0.98 AUC on the PAD2020 validation sets, suggesting that they possess sufficient analytical capacities to conduct multi-classes lesions classification tasks. Furthermore, the ROCs of HierAttn_s and HierAttn_xs are the first and second closest to the point (0, 1) on both ISIC2019 and PAD2020 validation sets. Moreover, HierAttn_s and HierAttn_xs have the first and the second largest AUC on both datasets among all models, for instance, 0.99772 and 0.99558 on the ISIC2019 validation set, respectively. Thus, the ROCs and AUCs show that HierAttn is the most reliable and superlative model to detect skin lesions among current conventional and advanced mobile models. Meanwhile, the same model’s AUC of the PAD2020 validation set is lower than the ISIC2019 validation set, which means these models perform better on the ISIC2019 validation set (in conformity with lite models’ performance in Table II).

5) Error Analysis: The confusion matrices of HierAttn_s on the ISIC2019 and PAD2020 classification tasks are presented in Fig. 8(a) and (b), revealing that basal cell carcinoma (BCC) is the most commonly misclassified class, often mistaken for squamous cell carcinoma (SCC). Several images of BCC were misclassified as SCC with less than 4% difference in accuracy between BCC and SCC. Because these images have low contrast between the infection area and healthy region, the texture of syndromes is similar between BCC (Fig. 8(c) and (d)) and SCC (Fig. 8(e) and (f)). Such a challenge could be further addressed by improving the ability of HierAttn to widen the inter-class distance.
In ablation studies, the model $S$ shows the number of parameters, inference time and accuracy of models using different attention mechanisms in DWSConv. It can be discovered that without the attention mechanism [see Fig. 5(a)], the network only achieved only 96.20% accuracy. However, HierAttn with SCAIttn achieves a notable improvement of +0.50% accuracy and +0.00176 AUC than the version without using the attention mechanism in DWSConv. Besides, HierAttn with SCAIttn outperforms +0.05% accuracy and +0.00090 AUC than HierAttn with SEAttn. Besides, HierAttn with CBAM or CoorAttn exhibits a decrease of at least −0.23% accuracy and −0.00143 AUC than the version without using the attention mechanism in DWSConv, suggesting that CBAM or CoorAttn is not a suitable attention module in DWSConv for light networks.

4) Transfer Learning Warm-Up: We consider that the models are unstable after partially transferring tunable parameters and randomly initialising those layers without transferring them. Hence, we apply a warm-up technique to alleviate the influence of random weight initialisation for transferred layers. We freeze the transferred layers by stopping gradient backpropagation in the first 30 epochs. In these 30 epochs, only those layers without transferring can update their parameters. Table IV shows that the performance of the HierAttn_s with the transfer learning warm-up improves by 0.42% accuracy and 0.00135 AUC. Note that even without this stochastic depth, the performance of HierAttn_s delivers similar or better results than SOTA mobile models.

5) Stochastic Depth: Stochastic depth, also regarded as “layer dropout”, is implemented in each layer with a skip connection in HierAttn. Typically, it is in all SCADW blocks on the first 3 stages. It also shows a high potential to use branch attention as a general method for improving the performance of different models. Applying branch attention in a model with more layers, e.g., 300, can prevent gradient descent in backpropagation.

C. Ablation Studies

1) Implementation Details: In ablation studies, the model used is HierAttn_s, and the dataset used is ISIC2019, if not mentioned. Other parameters are the same as Section IV-B1.

2) Data Balance Methods: Fig. 9 provides a comprehensive overview of the accuracy achieved by different data balancing methods on the ISIC2019 and PAD2020 datasets. The undersampling methods, Rand (randomised sampling) and IH (instance hardnness), demonstrate at least a 2.59% and 12.53% improvement in accuracy than the approach of having no data balancing (None), respectively, on ISIC2019 and PAD2020. Moreover, IH exceeds 5.9% and 0.7% accuracy than Rand in ISIC2019 and PAD2020, which means IH can more effectively sample images than Rand. The diminishing improvement in the PAD dataset could be caused by the low imbalance ratio of PAD compared to the ISIC dataset (16.3 for PAD vs. 53.9 for ISIC). The effects of alleviating negative influence on classification are more apparent for the dataset with a higher imbalance ratio. Thirdly, the error bar of ISIC2019 is shorter than PAD2020, indicating that HierAttn is more robust on ISIC2019 than PAD2020.

3) Attention Blocks in DWSConv: Table III shows the number of parameters, inference time and accuracy of models using different attention mechanisms in DWSConv. It can be discovered that without the attention mechanism [see Fig. 5(a)], the network only achieved only 96.20% accuracy. However, HierAttn with SCAIttn achieves a notable improvement of +0.50% accuracy and +0.00176 AUC than the version without using the attention mechanism in DWSConv. Besides, HierAttn with SCAIttn outperforms +0.05% accuracy and +0.00090 AUC than HierAttn with SEAttn. Besides, HierAttn with CBAM or CoorAttn exhibits a decrease of at least −0.23% accuracy and −0.00143 AUC than the version without using the attention mechanism in DWSConv, suggesting that CBAM or CoorAttn is not a suitable attention module in DWSConv for light networks.

4) Transfer Learning Warm-Up: We consider that the models are unstable after partially transferring tunable parameters and randomly initialising those layers without transferring them. Hence, we apply a warm-up technique to alleviate the influence of random weight initialisation for transferred layers. We freeze the transferred layers by stopping gradient backpropagation in the first 30 epochs. In these 30 epochs, only those layers without transferring can update their parameters. Table IV shows that the performance of the HierAttn_s with the transfer learning warm-up improves by 0.42% accuracy and 0.00135 AUC. Note that even without this stochastic depth, the performance of HierAttn_s delivers similar or better results than SOTA mobile models.

6) Skip Connection of CTH Block: We add a skip connection link in the CTH (convolution-transformer hybrid) block with a stride of 1. Moreover, we also apply stochastic depth to those modules with skip connections. Thus, we can reuse the lower lever feature and alleviate the gradient descent. Table IV shows a 0.23% accuracy and 0.00519 AUC improvement in the performance of HierAttn_s with the skip connection. It demonstrates that stochastic depth can reduce the negative influence of adding two distinctive features in the skip connection of the CTH block.

V. DISCUSSION

From Table III, we can also discover that even without attention after depthwise convolution, HierAttn still achieves the most considerable accuracy, 96.20%, than other SOTA lightweight models on the ISIC2019 validation set. It suggests that branch attention could be preferable to obtaining information on critical stages. It also shows a high potential to use branch attention as a general method for improving the performance of different models. Applying branch attention in a model with more layers, e.g., 300, can prevent gradient descent in backpropagation.

Furthermore, additional experiments were also conducted to assess the versatility of HierAttn in analysing other medical objects, and the results indicate that HierAttn can achieve higher performance than the other SOTA mobile models. Since branch attention, SCAIttn, and stage attention modules have the advantage of requiring fewer or no learnable parameters, these modules can be applied to real-time segmentation and tracking the focus of infection for broader medical applications in the future.
Mobile application for skin cancer diagnosis allows dermatologists to perform point-of-care testing. Moreover, possible patients can carry out further detection by utilising mobile applications while doing regular self-exam. HierAttn has a statistically close speed to classic mobile networks, which shows great potential to be deployed on mobile devices. If the skin lesion is recognised as MEL, BCC, ACK, SCC or VASC with more than 50% possibility, users are suggested to go to a clinic or hospital to perform further diagnosis. Otherwise, it is more likely that the detected area of the skin is healthy. We expect that HierAttn can be deployed on the mobile phone to assist ordinary people in performing regular self-check in the future.

VI. Conclusion

In this paper, we propose a HierAttn network consisting of stage attention, branch attention, and SCAttn for skin lesions diagnosis. Stage attention consists of a SCADW block for downsizing feature maps and a CTH block for effectively learning the local and global representations. Branch attention applies hierarchical pooling after each stage attention to learn local and global representations and improve the feature interactions. SCAttn directly extracts global features by using only global average pooling without redundantly operating channel-wise information. With these novel modules, HierAttn can achieve better skin lesion classification results, 96.70% accuracy and 0.9972 AUC on ISIC2019 and 91.22% accuracy and 0.98816 AUC on PAD2020 validation set, than other SOTA mobile networks. Moreover, HierAttn is the most miniature model among SOTA mobile networks, which shows great potential to be deployed in mobile devices for broader impacts on the general public.
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