Quantum many-body scars have extensive multipartite entanglement
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Recent experimental observation of weak ergodicity breaking in Rydberg atom quantum simulators has sparked interest in quantum many-body scars – eigenstates which evade thermalisation at finite energy densities due to novel mechanisms that do not rely on integrability or protection by a global symmetry. A salient feature of quantum many-body scars is their sub-volume bipartite entanglement entropy. In this work we demonstrate that exact many-body scars also possess extensive multipartite entanglement structure. We show this analytically, through a scaling of the quantum Fisher information density, which is found to be extensive for scarred eigenstates in contrast to generic thermal states. Furthermore, we numerically study signatures of multipartite entanglement in the PXP model of Rydberg atoms, showing that extensive quantum Fisher information can be generated dynamically by performing a global quench experiment. Our results identify a rich multipartite correlation structure of scarred states with significant potential as a resource in quantum enhanced metrology.

Introduction.— Beyond fundamental importance of entanglement quantification in quantum information theory [1], entanglement now plays a central role in many-body physics [2–4]. For example, the finite-size scaling of bipartite entanglement allows one to deduce important information on critical scalings in many-body systems [5], and through the identification of area and volume law behaviour it can tell us about the feasibility of classical simulation. Entanglement is also central to the foundations of statistical mechanics [6]. Due to advances in experimental ultra-cold atomic physics, significant effort has been made to understand how quantum systems thermalise in the long-time limit [7–9]. Thermalising systems which obey the eigenstate thermalisation hypothesis (ETH) [8, 10–12] have eigenstates that obey a volume law entanglement entropy. This agrees with common intuition that the highly-excited energy eigenstates of many body systems are close to random vectors in the Hilbert space and as such should be highly entangled [13]. Volume-law bipartite entanglement entropy, therefore, is ubiquitous in nature. Unfortunately, this structure of bipartite entanglement is not known to lead to any practical advantage for quantum-enhanced technologies.

There are many facets to entanglement theory and, in particular, many-body systems offer the perfect playground to explore multipartite entanglement. In this work we focus on the multipartite structure in the eigenstates of complex many-body systems as described by the quantum Fisher Information (QFI) [14–16]. The latter quantifies the usefulness of the the quantum state as a resource for quantum enhanced metrology and can be directly related to multipartite entanglement. One particularly appealing feature of QFI is its relation to thermal susceptibilities [17–19], hence its experimental accessibility in condensed matter physics [17, 20]. In fact, when computed for a thermal canonical Gibbs state the QFI can be written directly in terms of a Kubo response function [17]. This has led to experiments with neutron scattering [21, 22] and experimental proposals in atomic platforms [23]. One may then ask the question: are there eigenstates of many-body systems with an entanglement structure that could have operational significance for quantum information processing?

In this work, we demonstrate that systems with weak ergodicity breaking, possessing eigenstates known as quantum many-body scars (QMBS) [24, 25], naturally realise a non-trivial form of extensive multipartite entanglement. QMBS are ETH-violating eigenstates which span a subspace that is effectively decoupled from the thermalising bulk of the spectrum of a non-integrable many-body system [26–28]. Such subspaces have been shown to arise due to several complementary mechanisms, including spectrum generating algebras [29–40], Hilbert space fragmentation [41–45] and projector embedding [46–49]. These mechanisms co-exist in the so-called PXP spin model [50–56], which describes strongly-interacting chains of Rydberg atoms, in which signatures of QMBS have also been observed experimentally [57]. While theoretical studies of QMBS have focused extensively on their bipartite entanglement, demonstrating an ETH violation via the sub-volume law entanglement entropy, the study of multipartite entanglement of QMBS has so far been lacking. In this article, we show that exact QMBS have QFI that scales extensively with system size, in contrast to generic thermal states. Furthermore, remnants of this non-trivial scaling can be detected using dynamical quench experiments in systems with approximate QMBS, as we demonstrate numerically using the PXP model of Rydberg atoms [24]. As the QFI is related to the well-known response functions in condensed
matter physics [17–19], this provides an opportunity for detection of multipartite entanglement in experiment and applications in quantum-enhanced sensing [58].

Quantum Fisher information and multipartite entanglement.— The QFI, $F_Q$, is a central concept in quantum metrology that sets ultimate bounds on the precision on the estimation of a parameter [59]. The general goal is to estimate an unknown parameter $\lambda$ using a quantum state $\hat{\rho}$. By performing a quantum measurement protocol, one finds the precision is constrained by the quantum Cramér-Rao bound $(\Delta \lambda)^2 \geq 1/M F_Q(\hat{\rho}_\lambda)$, where $M$ is the number of independent measurements made in the protocol, $\hat{\rho}_\lambda$ is the state parametrized by $\lambda$ and $\Delta \lambda$ is the variance [60, 61]. The $F_Q$ admits an exact expression when the state $\hat{\rho}_\lambda$ is generated by some Hermitian operator $\hat{O}$ such that $\hat{\rho}_\lambda = e^{i \lambda \hat{O}} \hat{\rho} e^{-i \lambda \hat{O}}$. For a general mixed state, described by the density matrix $\hat{\rho} = \sum_n |n\rangle \langle n|$, it reads [60]

$$F_Q(\hat{O}, \hat{\rho}) = 2 \sum_{n,m} \frac{(p_n - p_m)^2}{p_n + p_m} |\langle n| \hat{O}|m\rangle|^2 \leq 4 \langle \Delta \hat{O}^2 \rangle,$$

with $\langle \Delta \hat{O}^2 \rangle = \text{Tr}(\hat{\rho} \hat{O}^2) - \text{Tr}(\hat{\rho} \hat{O})^2$. The equality holds for pure states $\hat{\rho} = |\psi\rangle \langle \psi|$. The QFI has key mathematical properties [15, 60–62], such as convexity, additivity, monotonicity, and it can be used to probe the multipartite entanglement structure of a quantum state [63, 64]. If, in a system with $N$ particles and for a certain $\hat{O}$, the QFI density satisfies the inequality

$$f_Q \equiv \frac{F_Q(\hat{O}, \hat{\rho})}{N} > m,$$

then, at least $(m + 1)$ parties in the system are entangled (with $1 \leq m \leq N - 1$ a divisor of $N$). Namely, $m$ represents the size of the biggest entangled block of the quantum state. In particular, if $N - 1 \leq f_Q(\hat{O}) \leq N$, then the state is called genuinely $N$-partite entangled.

QFI of thermal eigenstates— In general, different operators $\hat{O}$ lead to different bounds on QFI and there is no systematic method (without some knowledge on the physical system [17, 65]) to choose the optimal one. In this work, we restrict ourselves to one-dimensional systems and collective operators $\hat{O} = \frac{1}{2} \sum_{i=1}^{N} \hat{O}_i$, i.e., extensive sums of operators $\hat{O}_i$ with local support, which are typically explored in cold-atoms experiments and in interferometeric schemes [61]. For the eigenstates $|E_n\rangle$, the QFI with respect to such collective operators $F_Q(\hat{O}, |E_n\rangle) = 4\langle E_n | \Delta \hat{O}^2 | E_n \rangle$ can be expressed in terms of the connected correlation functions $G_{i,j}(E_n) \equiv \langle E_n | \hat{O}_i \hat{O}_j | E_n \rangle - \langle E_n | \hat{O}_i | E_n \rangle \langle E_n | \hat{O}_j | E_n \rangle$. If we further assume translational invariance, then $G_{i,j} = G_{|i-j|}$ and the QFI density (2) reads

$$f_Q(\hat{O}, |E_n\rangle) = G_0(E_n) + 2 \sum_{r=1}^{N-1} G_r(E_n).$$

Note that $G_0(E_n) = \mathcal{O}(1)$ is always an intensive quantity [66], hence the scaling of $f_Q$ depends on the behavior of $G_r(E_n)$ as a function of the distance $r$.

We now study the scaling of the QFI density (3) for generic chaotic eigenstates far from criticality. In this case, the connected correlation functions scale as

$$G_r(E_n) \sim c_r e^{-r/\xi}, \quad r \gg \xi,$$

where $|c_r| = \mathcal{O}(1)$ is an intensive constant that depends on the operators and $\xi = (\xi(E_n))$ can be thought of as a correlation length depending on the energy scale. The scaling (S5) follows from the fact that within ETH, eigenstate expectation values of local observables (with finite support) reproduce the classical ones of the canonical ensemble [67]. This holds despite the volume low entanglement entropy of the eigenstates [68–70], see discussion in [59]. Eq. (S5) is further verified for the PXP model in [59], see also Refs. [51] and [71] for other numerical examples. Notable exceptions to Eq. (S5) include global conserved quantities, e.g., $\hat{B} = \sum \hat{b}_i$, which obeys $[\hat{H}, \hat{B}] = 0$. In this case the variance of the conserved operator is zero in each eigenstate, $\langle \hat{B}^2 \rangle = 0$, imposing a sum rule that leads to $\langle \hat{b}_i \hat{b}_{i+r} \rangle \sim -1/2(N - 1)$, see e.g. Ref. 72.

By plugging Eq. (S5) into Eq. (3) and summing over $r$, we obtain for $N \gg 1$

$$f_Q(\hat{O}, |E_n\rangle) \lesssim G_0(E_n) + \frac{2c}{e^{1/\xi} - 1} + \mathcal{O}(e^{-N}),$$

where we have used $|c_r| \leq c = \mathcal{O}(1)$. This equation shows that generically the QFI density of chaotic eigenstates, away from criticality, is an intensive quantity that can be evaluated explicitly from the knowledge of the thermal correlation length. Furthermore, whenever the correlation length $\xi$ is large (but finite), one has

$$f_Q(\hat{O}, |E_n\rangle) \approx 2\xi \quad \text{for} \quad \xi \gg 1.$$
Whenever there exists a linear subspace \( W \subset \mathcal{H} \) of the Hilbert space and an operator \( \hat{Q} \) such that \( \hat{Q} W \subset W \) and
\[
(\hat{H} - \omega \hat{Q}^\dagger) W = 0 ,
\] (7)
then the Hamiltonian admits the following exact eigenstates \(|S_n\rangle\) and corresponding eigenvalues \(E_n\),
\[
|S_n\rangle = (\hat{Q}^\dagger)^n |S_0\rangle , \quad E_n = E_0 + n \omega ,
\] (8)
where \(|S_0\rangle\) is an eigenstate of the Hamiltonian \(\hat{H}\) with eigenvalue \(E_0\). In other words, \(\hat{Q}^\dagger\) is a dynamical symmetry of the Hamiltonian restricted to the subspace \(W\). The specific form of the operator \(\hat{Q}^\dagger\) is model dependent.

Typically, it is a collective operator with momentum \(\pi\), e.g., in one dimension \(\hat{Q}^\dagger = \sum_{i=1}^{N} (-1)^i \hat{a}_i\) with \(\hat{a}_i\) an operator with local support [31].

Let us define
\[
\hat{j}^+ = \frac{\hat{Q}^\dagger}{2}, \quad \hat{j}^- = \frac{\hat{Q}}{2}, \quad \hat{j}^z = \frac{\hat{H}}{\omega} .
\] (9)

We will use the following notation \(\hat{A} =_w \hat{B}\) meaning that the equality holds only on the subset \(W\) (8). For instance, Eq. (7) reads \([\hat{j}^+, \hat{j}^\pm] =_w \pm \hat{j}^z\).

Depending on how the algebra is completed, one may obtain different results on the scaling of correlations. If, for instance, one has \([\hat{j}^+, \hat{j}^-] = 1\) - the standard algebra of the harmonic oscillator - then \(\hat{j}^\pm\) act like creation and annihilation operators, while \(\hat{j}^+, \hat{j}^-\) acts as a number operator. It follows
\[
\frac{\langle S_n | \hat{j}^+ \hat{j}^- | S_n \rangle}{N^2} = \frac{1}{\mathcal{N}} \frac{n}{\mathcal{N}} ,
\] (10)
and there cannot be any long-range order. Suppose, instead, that the operators \(\hat{j}\) obey
\[
[\hat{j}^+, \hat{j}^-] =_w 2 \hat{j}^z .
\] (11)

For such an algebraic structure one can show [59]
\[
\frac{\langle S_n | \hat{j}^+ \hat{j}^- | S_n \rangle}{N^2} = \frac{2\epsilon_0}{\omega} \frac{n}{\mathcal{N}} - \left( \frac{n}{\mathcal{N}} \right)^2 + \mathcal{O} \left( \frac{1}{\mathcal{N}} \right) ,
\] (12)
where \(\epsilon_0\) is the the ground state energy density, i.e. \(E_0 = -N\epsilon_0\).

Eq. (12) has two consequences. First, exact scars with finite energy density \((n/N = \mathcal{O}(1))\) possess long-range order [73]. As such, the connected correlation functions of the local operators \(\hat{a}_i\) are finite in the thermodynamic limit (13), i.e.
\[
G_r(E_n) \sim \text{const}, \quad r \to \infty, \quad N \to \infty .
\] (13)

This result is in agreement with Ref. [51], where scarred eigenstates are interpreted as finite-energy-density condensates of weakly interacting \(\pi\)-magnons, possessing long-range order in both space and time.

The second consequence is that, through Eq. (3), the presence of long-range order implies extensive multipartite entanglement of QMBS. In fact, the QFI with respect to the operators \(\hat{j}^x = (\hat{j}^+ + \hat{j}^-)/2\) reads
\[
f_Q(\hat{j}^x, |S_n\rangle) = 2 \left( \frac{2\epsilon_0}{\omega} - \frac{n}{\mathcal{N}} \right) n + \frac{2\epsilon_0}{\omega} ,
\] (14)
where we used \(\langle S_n | \hat{j}^x | S_n \rangle = \langle S_n | (\hat{j}^z)^2 | S_n \rangle = 0\) to get rid of all terms except the ones in Eq. (12). Therefore exact scars with finite energy density \(n \sim \mathcal{N}\) possess extensive QFI \(f_Q \sim \mathcal{N}\) and they are genuinely multipartite entangled. This is our main finding.

**Experimental implications for Rydberg atoms.**— Signatures of QMBS have been observed in experiments on Rydberg-blockaded atomic chains [57]. Denoting by \(|\circ\rangle\) and \(|\bullet\rangle\) the ground and excited states of each atom, respectively, the effective “PXP” Hamiltonian describing such systems is given by [74, 75]
\[
\hat{H} = \sum_j \hat{P}_{j+1} \hat{X}_j \hat{P}_{j+1} ,
\] (15)
where \(\hat{X} = |\circ\rangle\langle\bullet| + |\bullet\rangle\langle\circ|\) is the Pauli operator, \(\hat{P} = |\circ\rangle\langle\circ|\) is the projector on the ground state of an atom, and we assume periodic boundary conditions. The Hamiltonian in Eq. (15) is compatible with the Rydberg blockade constraint as it allows an atom to change state only if both of its neighbours are in the ground state, thus neighbouring excitations such as \(|\ldots\bullet\bullet\ldots\rangle\) are excluded.

While the model in Eq. (15) is non-integrable and thermalising [24], when quenched from the Néel product state of atoms, \(|\mathcal{Z}_2\rangle = |\bullet\bullet\ldots\rangle\), long-lived oscillations are seen in the dynamics of entanglement entropy and local observables [24, 50, 57]. This is despite \(|\mathcal{Z}_2\rangle\) state being effectively at “infinite-temperature”.
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**FIG. 1.** (a) Overlap between exact PXP eigenstates and the Néel state. Red squares indicate the QMBS eigenstates. (b) The QFI of the PXP eigenstates. The red squares denote the same QMBS eigenstates as in (a). In both plots, the dips in the middle of the spectrum are due to hybridisation of QMBS eigenstates with thermal states. The colour code indicates the density of points and all data is for the PXP model in Eq. (15) with \(N=32\) spins.
these oscillations is a set of $N+1$ QMBS eigenstates [24] that form an approximate su(2) algebra [76, 77]. However, this algebra is only approximate, hence Eq. (7) is not exactly obeyed; moreover, the algebra involves non-local generators, hence it is not easy to directly measure. To circumvent this problem, we employ the alternating magnetic field operator,

$$\hat{M}_S = \frac{1}{2} \sum_j (-1)^j \hat{Z}_j, \quad (16)$$

where $\hat{Z} = |\bullet\rangle \langle \bullet | - |\circ\rangle \langle \circ |$. This operator is natural because it is experimentally accessible and it is proportional to the total spin $\hat{J}^z$ operator in the approximate su(2) algebra of Ref. 51, while QMBSs are eigenstates of the corresponding $\hat{J}^z$ operator, defined via Eq. (11).

Fig. 1 shows that, as for exact scars, the QMBS eigenstates in the PXP model have largest QFI among all eigenstates. Further differences in the connected correlation functions between QMBSs and other thermalising eigenstates are also observed [59]. However, as the scarred PXP subspace is weakly connected to the rest of the Hilbert space, in larger systems the QMBS eigenstates begin to hybridise with thermal eigenstates, which is manifested as a reduction in QFI and the overlap with the Néel state. Signatures of this in the middle of the spectrum can be observed in Fig. 1. Hybridisation also prevents the QFI of the individual QMBS states to scale extensively within this framework [59]. At much later times, however, the QFI starts to drop, as expected from the eigenstate plot in Fig. 1. The non-extensivity of the late-time value of QFI can be independently confirmed by computing the infinite-time average using the diagonal ensemble with corrections for higher moments [59].

Finally, we note that in addition to the tower of $|Z_2\rangle$ scar states near the middle of its spectrum [52], the PXP model also hosts a few isolated exact scar states near the middle of its spectrum [52]. The latter can be expressed as matrix product states and therefore have area-law entanglement. One can prove [59] that the QFI of these states is bounded by a constant when probed with the alternating magnetic field (Eq. (16)), which makes such exact PXP scars distinct from both the approximate PXP scarred eigenstates as well as the towers of exact scars obeying the restricted spectrum generating algebra in Eq. (7).

**Discussion** — In this article, we have analytically demonstrated that exact QMBS can be distinguished from bulk thermal eigenstates through the scaling of the QFI. We find that the long-range order of QMBS implies
the extensive scaling of the QFI. This feature, together with the logarithmic scaling of the entanglement entropy, emphasises the semi-classical nature of such states, that share the same entanglement properties of asymptotic semi-classical trajectories [78]. We also explored the experimentally relevant PXP model, which captures QMBS in the context of Rydberg atom simulators. We numerically established the presence of strong signatures of QFI scaling, despite the non-exact nature of QMBS in that model. We also provided evidence that this structure can be probed in a dynamical context if measurements of the variance of an appropriate operator can be made on a timescale within reach of current experiments. The multipartite entanglement considered here is very special and is known to have potential use for quantum enhanced metrology. Given this finding for QMBS, which are a particular example of weak-ergodicity breaking, it would be interesting to investigate if other systems in this class could show scaling of entanglement beyond bipartite correlations.
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I. QUANTUM PARAMETER ESTIMATION AND FISHER INFORMATION

Here we provide an introduction of the quantum Fisher information through the lens of parameter estimation [60], see Ref.[16] for a review. Consider a family of quantum states $\hat{\rho}_\lambda$ parameterised by $\lambda$. This parameter does not in general correspond to an observable of the system. The goal is to provide an estimation of this parameter through measurements of some observable in the system which is prepared in the state $\hat{\rho}_\lambda$ and optimise the inference by minimising the uncertainty.

Measurements on quantum systems are described, in their most general form, by a positive operator valued measure (POVM) with elements $\{\Pi(\zeta) \geq 0\}$ which satisfy $\int d\zeta \Pi(\zeta) = 1$ where $\zeta$ labels possible outcomes. $M$ independent measurements on identical preparations of $\hat{\rho}_\lambda$ yields random outcomes $\zeta = \{\zeta_1, \zeta_2, \ldots, \zeta_M\}$ from which an estimator function, $\lambda_{est}(\zeta_1, \zeta_2, \ldots, \zeta_M)$, can be constructed. The estimator function is a mapping from the set of random measurement outcomes to parameter space. The conditional probability of observing a sequence of measurement outcomes $\zeta$ given that the parameter’s true value is $\lambda$ is $P(\zeta | \lambda) = \prod_{i=1}^{M} P(\zeta_i | \lambda)$ with $P(\zeta | \lambda) = \text{Tr}(\hat{\rho}_\lambda \Pi(\zeta)) \geq 0$ and $\int d\zeta P(\zeta | \lambda) = 1$ since $\int d\zeta \Pi(\zeta) = 1$.

The estimator $\lambda_{est}(\zeta)$ is a function of random variables, so it is itself a random variable with a $\lambda$ dependent mean value given by $\bar{\lambda} = \int d\zeta P(\zeta | \lambda) \lambda_{est}(\zeta)$ and variance given by $(\Delta \lambda)^2 = \int d\zeta P(\zeta | \lambda) [\lambda_{est}(\zeta) - \bar{\lambda}]^2$. We will consider locally unbiased estimators such that $\partial \bar{\lambda} / \partial \lambda = 1$ so that the statistical mean of the measurement data yields the true value of the parameter. It is well known from the theory of classical parameter estimation that the variance has a fundamental lower bound known as the Cramér-Rao lower bound given by

$$\langle \Delta \lambda \rangle^2 \geq (\Delta \lambda_{CR})^2 = \frac{1}{MF(\lambda)} , \quad (S1)$$

where

$$F(\lambda) = \int d\zeta P(\zeta | \lambda) \frac{\partial \log P(\zeta | \lambda)}{\partial \lambda} , \quad (S2)$$

is the Fisher information and the factor of $1/M$ comes from the statistical improvement of $M$ independent measurements.

Is this a fundamental bound on precision for quantum parameter estimation? The answer is no. We can do better by considering an upper-bound on the Fisher information by maximising the Fisher information over all possible measurements allowed by quantum mechanics. This leads us to the definition of the quantum Fisher information as $\mathcal{F}_Q(\hat{\rho}_\lambda) = \max_{\{\Pi\}} F(\lambda)$ so that $\mathcal{F}_Q(\hat{\rho}_\lambda) \geq F(\lambda)$ and we have the quantum Cramér-Rao bound on the variance as

$$(\Delta \lambda)^2 \geq (\Delta \lambda_{QCR})^2 = \frac{1}{M \mathcal{F}_Q(\hat{\rho}_\lambda)} . \quad (S3)$$

In this work we will consider states $\hat{\rho}_\lambda$ which are generated by some Hermitian operator $\hat{O}$ such that $\partial \hat{O} / \partial \lambda = i [\hat{O}, \hat{\rho}_\lambda]$ and in the case an exact expression for the QFI is known to be

$$\mathcal{F}_Q(\hat{\rho}_\lambda) = 2 \sum_{\alpha,\beta} \sum_{p,\alpha} \frac{(p_\alpha - p_\beta)^2}{p_\alpha + p_\beta} |\langle \lambda_\alpha | \hat{O} | \lambda_\beta \rangle |^2 \quad (S4)$$

where the input state is given in the diagonal form $\hat{\rho} = \sum_\alpha p_\alpha |\lambda_\alpha \rangle \langle \lambda_\alpha |$.

II. EXPONENTIAL DECAY OF CORRELATIONS AND VOLUME-LAW ENTANGLEMENT

The connected correlation functions evaluated on eigenstates satisfying ETH decay exponentially at large distances [cf. Eq.(5) of the main text], i.e.

$$G_r(E_n) = \langle E_n | \hat{O}_{t+r} | E_n \rangle \sim e^{-r/\xi} , \quad r \to \infty . \quad (S5)$$
This scaling, despite being unambiguous classically, might look counterintuitive with respect to our knowledge about quantum chaotic eigenstates. These are well known to be highly entangled quantum states, characterized by a volume law scaling of the entanglement entropy \[68–70\]. In other words, they can not be represented as matrix product states (MPS) of finite bond dimension. This might seem to contradict Eq.(S5), which states the matrix product states of finite bond dimension.

Few remarks are in order. First of all, the connected correlation functions \(G_r(\langle E_n \rangle)\) of local (small) operators encode only the local information of the two-point reduced density matrix (on sites \(i\) and \(i + n\)). Hence, their scaling makes no predictions on the non-local structure encoded in the entanglement entropy of the — usually large — region \(A\). Such entanglement entropy \(S_A\) is defined as the von Neumann entropy of the reduced density matrix \(\hat{\rho}_A\) and to study its scaling with the system size one typically lets the region \(A\) scale with the volume of the system. Therefore, to falsify the volume law scaling, one would need exponential decay of correlations of non-local (large) operators with support over \(A \propto \text{Vol}\). This statement is much stronger than Eq.(S5) and it is usually wrong. Interestingly, this occurs for many-body-localized (MBL) eigenstates \[79\]. A final comment concerns the MPS representation of the eigenstates. While one could always describe the two-point reduced density matrix (on sites \(i\) and \(i + n\)) as an MPS of finite bond dimension, the MPS representation of the full eigenstate constitutes a global description and, for what argued above, the site in the middle of the system should carry the non-local correlations for size \(N/2\).

This comment highlights in what sense chaotic ETH eigenstates are different from thermal density matrices \(\hat{\rho}_{\text{Gibbs}}\). They have the same correlations as local operators, but when it comes to non-local ones they can be very different. Indeed, the mutual information of \(\hat{\rho}_{\text{Gibbs}}\) is area law and this state can be written efficiently as MPO. On the other hand, chaotic eigenstates are more complicated, hosting volume law entanglement and non-local correlations.

### III. GENUINE MULTIPARTITE ENTANGLEMENT OF EXACT SCARS

Here we provide a detailed derivation of Eq.(14) of the main text. The operators \(\hat{J}^z\) and \(\hat{J}^\pm\) obey the \(\text{su}(2)\) algebra on the subspace \(W\). Then one can define a generalisation of the collective spin, i.e.

\[
\hat{J}^2 = (\hat{J}^x)^2 + (\hat{J}^y)^2 + (\hat{J}^z)^2 = (\hat{J}^z)^2 + \frac{1}{2} (\hat{J}^+ \hat{J}^- + \hat{J}^- \hat{J}^+) = \omega \hat{J}^z (\hat{J}^z + 1) + \hat{J}^z \hat{J}^+ = \omega \hat{J}^z (\hat{J}^z - 1) + \hat{J}^+ \hat{J}^-.
\]

Since \(\{J^2, J^{\pm, z}\} = 0\), the scars \(|S_n\rangle\) are characterized by a fixed eigenvalue of \(\hat{J}^2\) that can be determined directly from the ground state as

\[
\hat{J}^2 |S_0\rangle = \left[ \hat{J}^z (\hat{J}^z - 1) + \hat{J}^+ \hat{J}^- \right] |S_0\rangle = \frac{E_0}{\omega} \left( \frac{E_0}{\omega} - 1 \right) |S_0\rangle,
\]

where we have used \(\hat{J}^- |S_0\rangle = 0\) and the definition of \(\hat{J}^z\) in Eq.(11) of the main text. This is equivalent to a total spin \(S = -E_0/\omega\). We can now compute

\[
\langle S_n | \hat{J}^+ \hat{J}^- | S_n \rangle = \langle S_n | \hat{J}^2 - \hat{J}^z (\hat{J}^- - 1) | S_n \rangle = \frac{E_0}{\omega} \left( \frac{E_0}{\omega} - 1 \right) - \frac{E_n}{\omega} \left( \frac{E_n}{\omega} - 1 \right) = -2 \frac{E_0}{\omega} n - n^2 + n.
\]

If we now use the extensivity of the ground state energy \(E_0 = -\epsilon_0 N\) and divide everything by \(N^2\) we directly obtain Eq.(14) in the main text. Eq.(S8) gives back exactly Eq.(8) of Schecter and Iadecola \[30\] with \(\omega = 2h\) and \(\epsilon_0 = h\).

### IV. INFINITE-TIME AVERAGE OF THE QUANTUM FISHER INFORMATION

To get the value of the quantum Fisher information in the long-time limit after a quench, one way is to compute it from the diagonal ensemble. Indeed, assuming a non-degenerate spectrum it holds that for an operator \(O\)

\[
\overline{\langle O \rangle}_\infty = \lim_{T \to \infty} \frac{1}{T} \int dt \langle \psi(t) | \hat{O} | \psi(t) \rangle = \sum_n |c_n|^2 O_{n,n},
\]

where \(O_{i,j} = \langle E_i | \hat{O} | E_j \rangle\) and \(c_n = \langle E_n | \psi \rangle\).

In the case of the PXP model we also need to consider the large number of “zero modes” \[50, 80\] and treat them separately, leading to

\[
\overline{\langle O \rangle}_\infty = \lim_{T \to \infty} \frac{1}{T} \int dt \langle \psi(t) | \hat{O} | \psi(t) \rangle = \sum_{n, n, \langle E_{n,m} \rangle \neq 0} |c_n|^2 O_{n,n} + \sum_{n, m, \langle E_{n,m} \rangle = 0} c^*_m c_m O_{n,m}. \tag{S12}
\]

To simplify the notation, we introduce the diagonal ensemble density matrix \(\hat{\rho}\), such that \(\hat{\rho}_{m,n} = c_m^* c_n \delta(E_m - E_n)\). In that case we simply have \(\overline{\langle O \rangle}_\infty = \text{Tr} \hat{\rho} \hat{O}\). For the PXP model this allows to compute the infinite-time average of the staggered magnetisation \(\hat{M}_S\) and of its square \(\hat{M}_S^2\). However in order to get the QFI we also need the infinite-time average of \(\overline{\langle \hat{O} \rangle}_\infty^2\). Explicitly computing
this quantity leads to the more complicated expression
\[
\lim_{T \to \infty} \frac{1}{T} \int dt \langle \hat{O} \rangle^2 = \sum_{a,b,c,d} c_a^* c_b^* c_d c_d O_{a,b} O_{c,d} \lim_{T \to \infty} \frac{1}{T} \int dt e^{i(E_a - E_b + E_c - E_d)}
\]
\[
= \sum_{a,b,c,d} c_a^* c_b^* c_d c_d O_{a,b} O_{c,d} \delta(E_a - E_b + E_c - E_d),
\]
with a Dirac delta now holding 4 energies instead of 2. Fortunately, as the number of combinations that satisfy it is relatively limited, this is still tractable numerically.

The simplest case is \( E_a = E_b, E_c = E_d \), which can be rewritten as
\[
\sum_{a,d} |c_a|^2 |c_d|^2 O_{a,a} O_{c,c} = \left( \sum_a |c_a|^2 O_{a,a} \right) \left( \sum_c |c_c|^2 O_{c,c} \right) = \left( \text{Tr} \rho \hat{O} \right)^2 = \left( \langle \hat{O} \rangle^2 \right)\infty \end{equation}
\]
Another possibility to satisfy the Dirac delta is to have \( E_a = E_d \) and \( E_b = E_c \). In that case we have
\[
\sum_{a,b} |c_a|^2 |c_b|^2 O_{a,b} O_{b,a} = \sum_{a,b} \langle \psi | E_a | O | E_b \rangle \langle E_b | \psi \rangle \langle \psi | E_a \rangle \langle E_b | \hat{O} | E_a \rangle \langle E_b | \psi \rangle = \text{Tr} \rho \hat{O} \rho \hat{O}.
\]
\[
\left( S13 \right)
\]
Finally, as in the PXP model the spectrum is symmetric around \( E=0 \) the last possibility is \( E_a = -E_c \) and \( E_b = -E_d \). However for \( M_S \) in the momentum sectors \( k=0 \) and \( k=\pi \) (where the Néel state has support) we can take advantage of the eigenstates, the operator, and the initial state being real. Indeed, as the Hamiltonian projected to one of these sectors is real and symmetric the eigenvectors themselves can be chosen to be real. In that case \( c_a = c_a^* \) (as all initial states are real in the Fock basis) and \( (M_S)_{a,b} = (M_S)_{b,a} \) since the matrix is symmetric (as it is both real and Hermitian). We can then rewrite
\[
\sum_{a,b} c_a^* c_b^* c_b c_d O_{a,b} O_{b,a} = \sum_{a,b} |c_a|^2 |c_b|^2 O_{a,b} O_{b,a} = \text{Tr} \rho \hat{O} \rho \hat{O}
\]
\[
\left( S15 \right)
\]
which is the same as the contribution with \( E_a = E_d \) and \( E_b = E_c \). Summing all these contribution together we can compute the long-time average of the QFI in the PXP model in the sectors \( k = 0 \) and \( k = \pi \) for a real-valued operator \( \hat{O} \) as
\[
\lim_{T \to \infty} \frac{1}{T} \int dt \left( \langle \psi(t) | \hat{O}^2 | \psi(t) \rangle - \langle \psi(t) | \hat{O} | \psi(t) \rangle^2 \right) = 4 \text{Tr} \rho \hat{O}^2 - 4 \left( \text{Tr} \rho \hat{O} \right)^2 - 8 \text{Tr} \rho \hat{O} \rho \hat{O}.
\]
\[
\left( S17 \right)
\]
V. LONG-RANGE ORDER IN SCARRED PXP EIGENSTATES

In this section we look at the connected correlation function for the eigenstates of the PXP model. We study numerically Eq.(3) of the main text, by choosing \( \hat{O} = (\{ -1 \} \hat{J}_i \). We investigate
\[
G_r(E_n) = \langle E_n | \hat{Z}_j \hat{Z}_{j+r} | E_n \rangle - \langle E_n | \hat{Z}_j | E_n \rangle \langle E_n | \hat{Z}_{j+r} | E_n \rangle.
\]
\[
\left( S18 \right)
\]
In the approximate algebra proposed in [51], the scarred states are eigenstates of \( \hat{J}^z \) and the staggered magnetisation \( M_S \) is equivalent to \( \hat{J}^z \). Hence both raising and lowering operators depend on \( M_S \) and the correlation function in Eq.(S18) is proportional to a term of the one-excitation reduced density matrix \( \langle \hat{J}^+ \hat{J}^- \rangle \).

From Fig. S1 it is clear that 1) correlations evaluated on thermal eigenstates decay exponentially with \( r \) [cf. Eq.(5)] 2) the decay of correlations for scars is much slower for scarred eigenstates than for thermal ones. However for large enough system the connected correlation function is not well described by an exponential decay to a non-zero value. Indeed, \( G_r \) still decays for large values of \( r \), albeit slowly.

![FIG. S1. Connected correlation function (S18) for eigenstates of the PXP model with N = 30. The scarred eigenstates near the middle of the spectrum (E = -1.338) exhibit long-range order in contrast with the thermal states or states at the edge of the spectrum.](image)
VI. EXTENSIVE FISHER INFORMATION IN LARGE PXP EIGENSTATES WITHIN A
SYMMETRIC SUBSPACE APPROXIMATION

Unlike a few simple eigenstates with energy $E=0$ [52], most scarred PXP eigenstates cannot be constructed exactly. Therefore, results on eigenstates for this model are limited to system sizes for which exact diagonalisation is possible. However, approximation schemes have been developed for this model, allowing to access much larger systems. In particular, the symmetric subspace approximation [56] allows to accurately approximate scarred PXP eigenstates while it maintains a direct connection with the semiclassical limit of the PXP model described by the Time-Dependent Variational Principle (TDVP) [25].

The symmetric subspace approximation is based on the observation that scarred eigenstates are approximately invariant under permutations that do not exchange odd and even sites in the chain. This is not a symmetry of the full PXP model, as the latter has strictly local interactions. Note that because of the Rydberg blockade condition, not all of the permutations are allowed, and the way to enforce this approximate symmetry is to group all states into equivalence classes.

Let us denote by $n_1$ the number of excitations present on the even sublattice (the sublattice encompassing all even sites) and by $n_2$ their number on the odd sublattice. We can then group all states with the same values of $n_1$ and $n_2$ into an equivalence class, and define the state $|n_1,n_2\rangle$ as the symmetric superposition of all states in that class. From there, the symmetric subspace $\mathcal{K}$ is defined as the span of all possible $|n_1,n_2\rangle$. It is easy to see that any state in $\mathcal{K}$ will be invariant under a permutation that does not mix even and odd states and does not violate the Rydberg blockade. It is also straightforward to show that the dimension of $\mathcal{K}$ only grows quadratically with $N$. The projection of the PXP Hamiltonian into this subspace leads to approximate eigenstates referred to as "quasimodes", denoted as $|E_\mathcal{K}\rangle$. Specifically, for each scarred PXP eigenstate there is a corresponding quasimode with a high overlap with it [56]. We will denote the approximate eigenstates corresponding to the scarred ones as "top-band quasimodes". The sublattice permutation symmetry then protects these states from the exponential density of states, and no hybridisation is visible even for a few hundred sites.

Performing exact diagonalisation in $\mathcal{K}$ shows that the quantum Fisher information of the top-band quasimodes is extensive in system size, as can be seen in Fig. S2. Accordingly, when quenching from the Néel state the QFI reaches a plateau (with a value also extensive in $N$) and does not drop down afterwards. This is confirmed by the computation of the infinite time average that matches the value of the plateau. Note that the extensive scaling of the QFI after a quenched dynamics occurs also for fully-connected semi-classical spin systems [78].

Comparing the connected correlation function also shows a different behaviour in $\mathcal{K}$ (Fig. S3). Where the exact scarred eigenstates show a slow decay of $G_r$, their quasimodes counterparts very clearly follow an exponential decay to a non-zero value as

$$ G_r = a + be^{-r}. \quad (S19) $$

This is also true for much larger systems and there we can fit $G_r$ using (S19) to see that $a$ becomes a smooth function of the energy density (Fig. S4).

Overall, the top-band quasimodes show that same phenomenology as exact quantum many-body scars. As the true scarred eigenstates have a high overlap on them, they also show anomalous values for the QFI and for correlation functions. This behaviour, reminiscent of exact scars, is likely due to the fact that hybridisation with the thermal bulk is explicitly suppressed in the construction of the quasimodes.
VII. EMERGENT SU(2) ALGEBRA IN THE PXP SCARRED SUBSPACE

The PXP model exhibits long-lived periodic revivals when initialised in the Néel \(|Z_2\) state, despite its large energy density (formally corresponding to an infinite temperature). The revivals are accompanied by a generally linear growth of the bipartite entanglement entropy, which is slower compared to other thermalising initial states. It has been understood \([24, 76, 77]\) that such dynamics arise due to the existence of a band of nonthermal ("scarred") eigenstates that are approximately equally spaced in energy, and have large overlaps with \(|Z_2\) state. This gives rise to an emergent SU(2) algebraic structure of such eigenstates, as we summarise below.

The scarred PXP eigenstates can be approximately constructed using an analytical framework dubbed the forward scattering approximation (FSA) \([24, 50]\). The FSA relies on decomposing the PXP Hamiltonian into a "raising" and "lowering" part, \(\hat{H}_{\text{PXP}} = \hat{H}_{\text{PXP}}^+ + \hat{H}_{\text{PXP}}^−\), with

\[
\hat{H}_{\text{PXP}}^± = \sum_{i \in \text{even}} \hat{C}_i \hat{\sigma}_i^z \hat{C} + \sum_{i \in \text{odd}} \hat{C}_i \hat{\sigma}_i^z \hat{C},
\]

where \(\hat{C} = \prod_{i}[1 - (1 + \hat{\sigma}_i^z)(1 + \hat{\sigma}_{i+1}^z)/4]\) is a global projector enforcing the Rydberg blockade condition. These operators are defined to simultaneously excite an atom on an even sublattice of the chain or deexcite an atom on the odd sublattice (and vice versa).

Using the raising operator, one further defines its Krylov subspace \(\mathcal{M}\) obtained by repeated action on the \(|Z_2\) state:

\[
\mathcal{M} = \text{span}\{|k\} \equiv \beta_k(\hat{H}_{\text{PXP}})^k|Z_2\rangle,
\]

with \(k \in \{0, 1, 2, \ldots, N\}\) and \(\beta_k\) the normalisation of each vector. Note that the subspace \(\mathcal{M}\) is only of dimension \(N + 1\) because the vector \(|k\) has a Hamming distance \(k\) relative to \(|Z_2\rangle\) state. This is because only the raising part of the Hamiltonian is used in defining \(\mathcal{M}\), hence the name "forward" scattering approximation. It has been shown that scarred PXP eigenstates are predominantly supported by these FSA vectors spanning the subspace \(\mathcal{M}\) \([24]\).

The accuracy of the FSA, and therefore the stability of revivals, relies on the dynamics of \(|Z_2\) generated by \(\hat{H}_{\text{PXP}}^±\), being (nearly) closed in the subspace \(\mathcal{M}\). This condition would be exactly achieved if the vectors \(|k\) were eigenstates of the operator

\[
\hat{H}^z \equiv [\hat{H}_{\text{PXP}}^+, \hat{H}_{\text{PXP}}^-],
\]

but this is not satisfied for \(2 \leq k \leq N−2\). In Ref. \([76]\) (see also Ref. \([81]\)) it was found that the FSA error can be suppressed by many orders of magnitude if the PXP Hamiltonian is deformed, \(\hat{H}_{\text{PXP}} \mapsto \hat{H}_{\text{PXP}} + \delta \hat{H}_R\), by adding to it the term

\[
\delta \hat{H}_R = -\sum_i \sum_{d=2}^R h_d \hat{\sigma}_i^z \hat{\sigma}_{i-d}^z + \hat{\sigma}_{i+d}^z \hat{\sigma}_i^z + \text{(S23)}
\]

This term introduces additional interactions between pairs of spins separated by a distance \(d\), with exponentially decaying strengths

\[
h_d = h_0 \left(\frac{\phi^{(d−1)} − \phi^{−(d−1)}}{2}\right)^2,
\]

where \(\phi = (1 + \sqrt{5})/2\) is the golden ratio, and \(h_0 \approx 0.051\) is a (numerically determined) strength of the deformation. Evidently, the deformation is weak compared to the energy scale of the PXP Hamiltonian since \(h_0 \ll 1\).

![FIG. S4. \(Z_r Z_{r+r}\) correlation function for three top-band quasimodes with \(N = 100\). The inset shows the constant part of \(G_r\), obtained by fitting the numerical results with Eq. \((S10)\). Odd and even values of \(r\) have been fitted separately. The non-zero value of \(\sigma\) show that the top-band quasimodes exhibit long-range order even for very large systems.](image)

![FIG. S5. QFI of the PXP eigenstates with and without perturbation probed with the operators \(\hat{H}_z\) [see Eq. \((S22)\)] and \(\mathcal{M}_s\) for \(N = 30\). For both operators, the QFI of the scarred eigenstates of the perturbed PXP model shows good agreement with the expectations based on the exact su(2) algebra. In the perturbed case, no hybridisation is visible, unlike in the pure PXP model.](image)
form the su(2) ladder operators. Indeed, it has been numerically shown that
\[ \hat{P}_M [\hat{H}^z, \hat{H}^\mp] \hat{P}_M \approx \pm \Delta \hat{P}_M \hat{H}^\mp \hat{P}_M, \]  
(S26)
where \( \hat{P}_M = \sum_k |k\rangle \langle k| \) is the projector onto the subspace, and \( \Delta \) is a constant. As \( |0\rangle = |Z_2\rangle \) is an eigenstate of \( \hat{H}^z \), \( |k\rangle \) are also approximate eigenvectors of \( \hat{H}^z \) with harmonically spaced eigenvalues \( \hat{H}_k^z = \langle k|\hat{H}^z|k\rangle \) so that \( \Delta = \hat{H}^z_{k+1} - \hat{H}^z_k \). Thus, upon a suitable rescaling, the operator \( \hat{H}^z \) plays the role of \( \hat{J}^z \) in the su(2) algebra, and \( \hat{H}^\mp \) play the role of spin-raising and lowering operators within \( \mathcal{M} \). As the dimensionality of the subspace \( \mathcal{M} \) is \( N + 1 \), this implies that the operators form a spin \( s = N/2 \) representation of the su(2) algebra, with \( |Z_2\rangle \) and its translated version \( |Z'_2\rangle \) being the lowest and highest weight states, respectively. Thus, the virtually perfect oscillatory dynamics of \( |Z_2\rangle \) can be understood as a large spin \( s = N/2 \) pointing initially in an emergent “z-direction”, undergoing a coherent Rabi oscillation under the Hamiltonian \( \hat{H} = \hat{H}^+ + \hat{H}^- \), which is akin to the \( J^z \) operator, with period \( \tau = 2\pi/\sqrt{2\Delta} \). The emergence of this su(2) structure within \( \mathcal{M} \) is nontrivial, since the PXP Hamiltonian by itself does not have any rotational symmetry.

VIII. EXACT SCARS IN THE PXP MODEL

In the PXP model, the \( N+1 \) scarred eigenstates discussed in the main text do not have a known analytic form. However, a few exact eigenstates with low entanglement entropy near the middle of the spectrum admit an exact expression using matrix product states (MPS) for chains of even size [52]. In this section we point out that these exact PXP scarred eigenstates are distinct from the ones studied in the main text, in that their QFI is bounded by a constant.

The states considered in Ref. [52] are defined using the bond-dimension \( 2 \) and \( 3 \) matrices
\[ P^0 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad B^1 = \sqrt{2} \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}, \]  
(S27)
\[ C^0 = \begin{pmatrix} 0 & -1 \\ 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad C^1 = \sqrt{2} \begin{pmatrix} 0 & 1 \\ 0 & -1 \\ 0 & 0 \end{pmatrix}. \]  
(S28)
For periodic boundary condition (PBC), it was shown that the state
\[ |\Phi_1\rangle = \sum_{\sigma} \text{Tr} B^\sigma \sigma_\tau \ldots B^{\sigma_{L-1}} \sigma_L |\sigma_1 \ldots \sigma_L\rangle \]  
(S29)
and its translated version \( |\Phi_2\rangle \) (for which \( B \) and \( C \) are swapped) are eigenstates of the PXP model (Eq.(15) in the main text) with energy \( E=0 \). Similarly, for open boundary condition the states
\[ |\Gamma_{\alpha,\beta}\rangle = \sum_{\sigma} v_\alpha^T B^\sigma \sigma_\tau \ldots B^{\sigma_{L-1}} \sigma_L v_\beta |\sigma_1 \ldots \sigma_L\rangle, \]  
(S30)
are eigenstates, where \( \alpha, \beta = 1, 2 \) and the corresponding boundary vectors are \( v_1 = (1,1)^T \) and \( v_2 = (1,-1)^T \). Their energies are \( E_{1,1}=E_{1,2} = 0 \), \( E_{1,2}=\sqrt{2} \) and \( E_{2,1} = -\sqrt{2} \).

We probe the QFI of these states using the staggered magnetisation (Eq.(16) in the main text). The computation of QFI can be done in a straightforward manner by making use of the blocked representation introduced in Ref. [52], and by working in the diagonal basis of the transfer matrix. It can be shown that the exact value of QFI density for this operator, for an arbitrary system size, is given by
\[ f_Q(|\Phi_1\rangle) = f_Q(|\Phi_1\rangle) = 4 \frac{3^M - 1}{3^M + 2 + (-1)^M}, \]  
(S31)
\[ f_Q(|\Gamma_{\alpha,\beta}\rangle) = 4 \frac{(1 - \frac{1}{M}) 3^M + 1}{3^M + (-1)^M}, \]  
(S32)
with \( M = N/2 \). From Eqs. (S31)-(S32) it is clear that regardless of the boundary conditions or the energy, the QFI density for these states asymptotically approaches 4 from below. Numerical computations with other operators such as the total magnetisation led to the same intensive behaviour in system size, which is to be contrasted with the extensive scaling of the QFI for the tower of \( N+1 \) eigenstates discussed in the main text.