A POLYNOMIAL-TIME ALGORITHM TO DETERMINE (ALMOST) HAMILTONICITY OF DENSE REGULAR GRAPHS

VIRESH PATEL AND FABIAN STROH

Abstract. We give a polynomial-time algorithm for detecting very long cycles in dense regular graphs. Specifically, we show that, given \( \alpha \in (0, 1) \), there exists a \( c = c(\alpha) \) such that the following holds: there is a polynomial-time algorithm that, given a \( D \)-regular graph \( G \) on \( n \) vertices with \( D \geq \alpha n \), determines whether \( G \) contains a cycle on at least \( n - c \) vertices. The problem becomes NP-complete if we drop either the density or the regularity condition. The algorithm combines tools from extremal graph theory and spectral partitioning as well as some further algorithmic ingredients.

1. Introduction

The study of Hamilton cycles in graphs is a classical part of graph theory. It has been studied intensely from structural, extremal and algorithmic perspectives and is especially relevant due to its connection with the travelling salesman problem. A Hamilton cycle in a graph is a spanning cycle, i.e. a cycle that contains every vertex of a graph. This paper is concerned with the algorithmic question of determining whether a graph contains an (almost) Hamilton cycle. The Hamiltonicity problem is NP-hard in general \([11]\), and so there is a lot of interest in understanding the problem for restricted graph classes. In this paper, we will focus on dense graphs, that is graphs in which the minimum degree is linear in the number of vertices.

Dirac’s theorem \([10]\) guarantees the existence of a Hamilton cycle in any \( n \)-vertex graph of minimum degree at least \( n/2 \), so this immediately gives a (trivial) algorithm to determine existence in such graphs (and its proof also gives a polynomial-time algorithm for finding a Hamilton cycle). On the other hand, for each \( \varepsilon > 0 \), the problem of determining Hamiltonicity in \( n \)-vertex graphs of minimum degree \( (\frac{1}{2} - \varepsilon)n \) is NP-complete \([8]\) (see also Proposition \([11]\)). Our main result, given below, shows that the situation is quite different if we also insist the graphs are regular: we show that determining almost Hamiltonicity in dense regular graphs is polynomial-time solvable.

**Theorem 1.** For every \( \alpha \in (0, 1] \), there exists \( c = c(\alpha) = 100\alpha^{-2} \) and a (deterministic) polynomial-time algorithm that, given an \( n \)-vertex \( D \)-regular graph \( G \) with \( D \geq \alpha n \) as input, determines whether \( G \) contains a cycle on at least \( n - c \) vertices. Furthermore there is a (randomised) polynomial-time algorithm to find such a cycle if it exists.
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Note that the problem of determining the existence of a very long cycle (as in the result above) becomes NP-complete if we drop either the density or the regularity condition on $G$; see Proposition 1.1. The question of whether Theorem 1 holds for $c = c(\alpha) = 0$ (i.e., the Hamilton cycle problem) remains open and is discussed in Section 5. Also, see Remark 4.16 for a discussion of the explicit running time of the algorithm.

Arora, Karger, and Karpinski \[3, 2\] initiated the systematic study of NP-hard problems on dense graphs and this continues to be an active area of research. The closest result to ours (to the best of our knowledge) is an approximation algorithm for the longest cycle problem in dense (not necessarily regular) graphs that is due to Csaba, Karpinski and Krysta \[6\]. For each $\alpha \in (0, 1/2)$, they give a polynomial-time algorithm which, given an $n$-vertex graph $G$ of minimum degree $\alpha n$, finds a cycle of length at least $(\alpha \ell_1 - \alpha) \ell$, where $\ell$ is the length of the longest cycle in $G$. They also show one cannot replace $(\alpha \ell_1 - \alpha)$ with $(1 - \varepsilon_0 (1 - 2\alpha))$ where $\varepsilon_0 = 1/742$ unless $P = NP$. The two algorithms are not directly comparable: while theirs works on all dense graphs, ours achieves a much better approximation ratio for dense regular Hamiltonian graphs. In Section 5, we discuss how our methods can be used for the longest cycle problem to achieve an approximation ratio very close to one for general dense regular graphs.

Our algorithm is inspired by questions and results about Hamiltonicity in extremal graph theory; here one is interested in various types of conditions that guarantee Hamiltonicity such as in Dirac’s theorem. There are two extremal examples that show $n/2$ is tight in Dirac’s theorem: a slightly imbalanced complete bipartite graph and a graph consisting of two disjoint cliques. One might hope to eliminate these barriers to Hamiltonicity by imposing some connectivity and regularity conditions. In this direction, Bollobás \[4\] and Häggkvist (see \[15\]) independently conjectured that a $t$-connected regular graph with degree at least $n/(t + 1)$ is Hamiltonian. Jackson \[15\] proved the conjecture for $t = 2$, while Jung \[17\] and Jackson, Li, and Zhu \[16\] gave an example showing the conjecture does not hold for $t \geq 4$. Finally, Kühn, Lo, Osthus, and Staden \[18, 19\] resolved the conjecture by proving the case $t = 3$ asymptotically. Although the conjecture does not hold in general, it suggests that questions of Hamiltonicity (and long cycles) might be easier in some sense for (dense) regular graphs, and our result seems to confirm this.

Our algorithm relies heavily on the notion of robust expansion, a notion of expansion for dense (directed) graphs introduced and applied by Kühn and Osthus together with several co-authors to resolve and make progress on a number of long-standing conjectures in extremal graph theory; see for example \[21, 7, 20, 22\]. In particular, Kühn, Lo, Osthus and Staden \[18, 19\], in their proof of the $t = 3$ case of the Bollobás-Häggkvist conjecture showed that all dense regular graphs have a vertex partition into a small number of parts where each part induces a (bipartite) robust expander. This decomposition is central to our algorithm, and by combining their argument with some spectral partitioning techniques, we are able to construct such

\[1\]The actual approximation ratio here is $(\frac{\alpha}{1 - \alpha}) - \varepsilon$ for arbitrarily small $\varepsilon$. As mentioned, for $\alpha \geq 1/2$, Dirac’s theorem gives a trivial algorithm for the longest cycle problem.
a partition algorithmically in polynomial time; this may be of independent interest. A further by-product of this is that we can partially answer a question of Kühn and Osthus [22] about algorithms to check whether a graph is a robust expander in polynomial time; this result and its background are presented in Section 3.3 after robust expansion has been formally defined.

Once we have the algorithm for constructing the robust expander partition, we will also require a result of Letzter and Gruslys [13] for finding certain structures between the parts in this partition. Combining all of this with some further algorithmic ingredients will yield the desired algorithm.

Below we give a more detailed account of our algorithm as well as the proof of the hardness results (Proposition 1.1) mentioned above. In Section 2 we give some general notation and we formally define robust expansion, as well stating some of the results from spectral graph theory that we will need in later sections. In Section 3 we give the algorithm for finding the robust expander partition mentioned above, and Section 4 is about utilizing the structure of a robust partition to find a long cycle. This is where the proof of Theorem 1 is given.

1.1. Proof outline. We now go into more detail about our algorithm. The first step of the algorithm, given in Section 3, is to obtain a so-called robust partition of our graph. This is a vertex partition in which each part induces a robust expander or a bipartite robust expander and where there are few edges between parts. We give the precise definitions below, but informally we can think of (bipartite) robust expanders as dense (bipartite) graphs with good connectivity properties that are resilient to small alterations. In [18], it was shown that such a robust partition exists for dense regular graphs, and crucially, the number of parts is independent of the number of vertices and depends only on the density. The idea of the proof in [18] is to iteratively refine the vertex partition as follows. Given a vertex partition \( \mathcal{P} = \{U_1, \ldots, U_k\} \), if some \( U_i \) is not a (bipartite) robust expander, then they show there exists a partition \( U_i = A \cup B \) of \( U_i \) where there are few edges between \( A \) and \( B \); \( U_i \) is then replaced with \( A, B \) in \( \mathcal{P} \) and this is repeated with the new partition. This process must end after a finite number of steps since the density inside parts increases at each step (since there were not many edges between \( A \) and \( B \)). We follow this argument closely, except that the existence of \( A, B \) is not enough for us: we need a polynomial-time algorithm to find \( A \) and \( B \). We make use of spectral algorithms to achieve this.

In the second step, given in Section 4 we make use of the robust partition to decide whether a very long cycle exists. Using further results from [18], it turns out that a very long cycle exists if and only if a certain type of structure exists between the parts of our robust partition. With the help of a result from [13], we give a fast algorithm to determine whether such a structure is present in our graph and to find it if it is. We will give a more detailed sketch of this at the start of Section 4.

We end this subsection by proving the simple hardness results mentioned earlier in the introduction.

**Proposition 1.1.** For each fixed integer \( C \geq 0 \) and each real \( \alpha \in (0, 1/2) \) the following holds.
(i) The problem of deciding whether a regular $n$-vertex graph has a cycle of length at least $n - C$ is NP-complete.

(ii) The problem of deciding whether an $n$-vertex graph of minimum degree at least $c$ on $n$ has a cycle of length at least $n - C$ is NP-complete.

Proof. For part (i), it is known that the problem of determining Hamiltonicity of 3-regular graphs is NP-complete [12]. Fix $C$ even with $C \geq 4$. Given a 3-regular graph $G$, let $H$ be the disjoint union of $G$ with an arbitrary 3-regular graph on $C$ vertices and assume $H$ has $n$ vertices. Then $G$ has a Hamilton cycle if and only if $H$ has a cycle of length at least $n - C$ and so a polynomial-time algorithm for the problem in part (i), for $C$ even and at least 4, would give a polynomial-time algorithm for deciding Hamiltonicity in 3-regular graphs.

For the remaining cases of $C$, given a 3-regular graph $G$, consider the 3-regular graph $G'$ on $3|V(G)|$ vertices obtained from $G$ by replacing each vertex of $G$ with a triangle in such a way that we recover $G$ by contracting each triangle to a vertex. It is not hard to see that the following are equivalent:

- $G$ has a Hamilton cycle;
- $G'$ has a Hamilton cycle;
- $G'$ has a cycle of length $|V(G')| - 1$;
- $G'$ has a cycle of length $|V(G')| - 2$.

For $C = 1$ and $C \geq 4$ odd, let $H$ be the disjoint union of $G'$ with an arbitrary 3-regular graph on $C - 1$ (even) vertices and for $C = 2$ let $H = G'$. Then $H$ has a cycle of length at least $n - C$ if and only if $G$ has a Hamilton cycle.

(ii) We reduce to the problem of deciding the existence of a Hamilton path in general graphs, which is known to be NP-complete [11]. Given a graph $G$ on $k$ vertices, construct the graph $H$ as follows. Start by taking a complete bipartite graph with bipartition $V(H) = A \cup B$ where $|A| = 1 + r$ and $|B| = (C + 1)k + r$ and $r$ is chosen so that $|A|/(|A| + |B|) > \alpha$. Now we insert $C + 1$ disjoint copies of $G$ into $B$ to form $H$. Note that $\delta(H) \geq \alpha|V(H)|$ and it is easy to see that $H$ has a cycle of length $|V(H)| - C$ if and only if $G$ has a Hamilton path. This gives the desired reduction since $|V(H)|$ is linear in $|V(G)|$.

\[ \square \]

2. Preliminaries

We follow general graph theory notation found e.g. in [9].

Given a graph $G$, we denote its vertex and edge sets by $V(G)$ and $E(G)$ respectively. For a vertex $v \in V(G)$, we write $N(v)$ for the neighbours of $v$ in $G$ and write $d(v) := |N(v)|$ for the degree of $v$. Given $S \subseteq V(G)$, we also write $d_S(v) := |N(v) \cap S|$ for the degree of $v$ in $S$. We denote with $\delta(G)$ the smallest degree among vertices in $G$.

We write $H \subseteq G$ to mean that $H$ is a subgraph of $G$, i.e. $V(H) \subseteq V(G)$ and $E(H) \subseteq E(G)$. We define $E_G(S) := \{ab \in E(G) \mid a, b \in S\}$ and we write $G[S]$ for the graph induced by $G$ on $S$, i.e. the graph with vertex set $S$ and edge set $E_G(S)$. For $S, T \subseteq V(G)$, we define $E_G(S, T) := \{xy \in E(G) \mid x \in S, y \in T\}$ and $e_G(S, T) := |E_G(S, T)|$. We will sometimes omit the subscript if it is clear. For $S, T \subseteq V(G)$ disjoint, we write $G[S, T] := (S \cup T, E_G(S, T))$.
for the bipartite graph induced by $G$ between $S$ and $T$. We often denote
the complement of $S \subseteq V(G)$ by $\overline{S}$ i.e. $\overline{S} := V(G) \setminus S$.

We write $a \ll b$ to mean that $a \leq f(b)$ for some implicitly given non-decreasing function $f : [0, 1] \rightarrow (0, 1]$. Informally, this is understood to mean that $a$ is small enough in relation to $b$. We sometimes also write $a \ll f$ when we wish to be specific about the function $f$.

### 2.1. Spectral partitioning

Given a graph $G$ and $S \subseteq V(G)$, the conductance of $S$, written $\Phi(S) = \Phi_G(S)$, is given by

$$
\Phi(S) := \frac{e_G(S, \overline{S})}{\min(\text{vol}_G(S), \text{vol}_G(\overline{S}))},
$$

where $\text{vol}_G(S) = \text{vol}(S) := \sum_{i \in S} d(i)$ refers to the volume of $S$. The edge expansion $\Phi(G)$ of $G$ is defined by $\Phi(G) := \min_{S \subseteq V(G)} \Phi(S)$.

We write $A_G \in \mathbb{R}^{V(G) \times V(G)}$ for the adjacency matrix of $G$, where $A_G$ is the matrix whose rows and columns are indexed by vertices of $G$ and is defined by

$$(A_G)_{uv} := \begin{cases} 
1 & \text{if } uv \in E(G); \\
0 & \text{otherwise.}
\end{cases}$$

We write

$$L_G := I - D^{-\frac{1}{2}} A_G D^{-\frac{1}{2}}$$

for the normalized Laplacian of $G$, where $I \in \mathbb{R}^{V(G) \times V(G)}$ is the identity matrix and $D$ is the diagonal matrix of degrees (where $D_{uu} = d(u)$ for each $u \in V(G)$ and $D_{uv} = 0$ for $u \neq v$).

Suppose the eigenvalues of $L_G$ are ordered $\lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_n$. The following gives an algorithm for approximating the expansion of $G$ and giving a corresponding partition of the vertices.

**Theorem 2.1** ([1], [23]). For any graph $G$, we have $\frac{\lambda_2}{2} \leq \Phi(G) \leq \sqrt{2\lambda_2}$ and there is an algorithm that finds $S \subseteq V$ such that $\Phi(S) \leq \sqrt{2\lambda_2}$ in time polynomial in $n = |V(G)|$. In particular, $\Phi(G) \geq \Phi(S)^2/4$.

The inequality $\frac{\lambda_2}{2} \leq \Phi(G) \leq \sqrt{2\lambda_2}$ is often referred to as Cheeger’s inequality. There is an analogue of Cheeger’s inequality for the largest eigenvalue $\lambda_n$ and the bipartiteness ratio $\beta(G)$. For $y \in \{-1, 0, 1\}^{V(G)} \setminus \{0\}$ we define

$$\beta(y) := \frac{\sum_{uv \in E(G)} |y_u + y_v|}{\sum_{v \in V(G)} d_G(v) |y_v|}$$

and $\beta(G) := \min_{y \in \{-1, 0, 1\}^{V(G)} \setminus \{0\}} \beta(y)$. We can think of a small value $\beta(G)$ to mean that $G$ is close to bipartite. In particular, if we set $A = \{v \in V(G) : y_v = 1\}$ and $B = \{v \in V(G) : y_v = -1\}$ then

$$\beta(y) = \frac{2e_G(A) + 2e_G(B) + e_G(A \cup B, V(G) \setminus (A \cup B))}{\text{vol}_G(A \cup B)}.$$

**Theorem 2.2** ([24], [23]). For any graph $G$, we have $\frac{2-\lambda_n}{2} \leq \beta(G) \leq \sqrt{2(2-\lambda_n)}$ and there is an algorithm that finds $y \in \{-1, 0, 1\}^{V(G)}$ such that $\beta(y) \leq \sqrt{2(2-\lambda_n)}$ in time polynomial in $n = |V(G)|$. In particular, $\beta(G) \geq \beta(y)^2/4$. 


Remark 2.3. The algorithms from both Theorem 2.1 and 2.2 run in time $O(|E(G)| + |V(G)| \log |V(G)|)$.

2.2. Robust expanders. The following definitions follow closely those in [18]. Throughout, assume $G$ is an $n$-vertex graph.

Robust expanders and bipartite robust expanders - Given an $n$-vertex graph $G$, and $S \subseteq V(G)$ and parameters $0 < \nu \leq \tau < 1$, we define the $\nu$-robust neighbourhood of $S$ to be $RN_{\nu,G}(S) := \{v \in G \mid d_S(v) \geq \nu n\}$. We say $G$ is a robust $(\nu, \tau)$-expander if for all $S \subseteq V(G)$ with $\nu n \leq |S| \leq (1-\tau)n$ we have $|RN_{\nu,G}(S)| \geq |S| + \nu n$. We say $G$ is a bipartite robust $(\nu, \tau)$-expander with bipartition $A, B$ if $A, B$ is a partition of $V(G)$ and for every $S \subseteq A$ with $\tau |A| \leq |S| \leq (1-\tau)|A|$ we have $|RN_{\nu,G}(S)| \geq |S| + \nu n$. Note that the order of $A$ and $B$ matters here.

Robust expander components and bipartite robust expander components - Given $0 < \rho < 1$ and an $n$-vertex graph $G$, we say that $U \subseteq V(G)$ is a $\rho$-component if $|U| \geq \sqrt{n}$ and $e_G(U, \overline{U}) \leq \rho n^2$, where as usual $\overline{U} := V(G) \setminus U$. We say that $U$ is $\rho$-close to bipartite with bipartition $A, B$ if $A, B$ is a partition of $U$, $|A|, |B| \geq \sqrt{n}$, $|A| - |B| \leq \rho n$, and $e_G(A, B) + e_G(B, \overline{A}) \leq \rho n^2$. We will sometimes call a graph a $\rho$-component or $\rho$-close to bipartite if this holds for its vertex set. We say that $G[U]$ is a $(\rho, \nu, \tau)$-robust expander component of $G$ if $U$ is a $\rho$-component and $G[U]$ is a robust $(\nu, \tau)$-expander. We say that $G[U]$ is a bipartite $(\rho, \nu, \tau)$-robust expander component with bipartition $A, B$ if $U$ is $\rho$-close to bipartite with bipartition $A, B$ and $G[U]$ is a bipartite robust $(\nu, \tau)$-expander with bipartition $A, B$.

We now introduce the concept of a robust partition, which is central to our result.

Robust partitions - Let $k, \ell, D \in \mathbb{N}$ and $0 < \rho \leq \nu \leq \tau < 1$. Given an $n$-vertex, $D$-regular graph $G$, we say that $\mathcal{V}$ is a robust partition of $G$ with parameters $\rho, \nu, \tau, k, \ell$ if the following hold:

(D1) $\mathcal{V} = \{V_1, \ldots, V_k, W_1, \ldots, W_\ell\}$ is a partition of $V(G)$;

(D2) for all $1 \leq i \leq k$, $G[V_i]$ is a $(\rho, \nu, \tau)$-robust expander component of $G$;

(D3) for all $1 \leq j \leq \ell$, there exists a partition $A_j, B_j$ of $W_j$ such that $G[W_j]$ is a bipartite $(\rho, \nu, \tau)$-robust expander component with bipartition $A_j, B_j$;

(D4) for all $X, X' \in \mathcal{V}$ and all $x \in X$, we have $d_X(x) \geq d_{X'}(x)$; in particular, $d_X(x) \geq D/m$, where $m := k + \ell$;

(D5) for all $1 \leq j \leq \ell$, we have $d_{B_j}(u) \geq d_{A_j}(u)$ for all $u \in A_j$ and $d_{A_j}(v) \geq d_{B_j}(v)$ for all $v \in B_j$; in particular, $\delta(G[A_j, B_j]) \geq D/2m$;

(D6) $k + 2\ell \leq \lfloor (1 + \rho^{1/3})n/D \rfloor$;

(D7) for all $X \in \mathcal{V}$, all but at most $\rho n$ vertices $x \in X$ satisfy $d_X(x) \geq D - \rho n$.

For technical reasons, we also introduce weak robust subpartitions. We will use this definition and the following result only in Section 4. A weak robust subpartition differs from a robust partition mainly in that the disjoint subsets need not be a partition of the vertices. Let $k, \ell \in \mathbb{N}_0$ and $0 < \rho \leq \nu \leq \tau < 1$. Given $\xi \in \mathbb{N}_0$ and $0 < \rho \leq \nu \leq \tau < 1$, we define the $\xi$-robust subpartition $\mathcal{U}$ of $G$ to be a partition $\mathcal{U} = \{U_1, \ldots, U_k, W_1, \ldots, W_\ell\}$ of $V(G)$ such that:

(D8) $|U_i| \geq \sqrt{n}$ for all $1 \leq i \leq k$;

(D9) for all $1 \leq j \leq \ell$, there exists a partition $A_j, B_j$ of $W_j$ such that $G[W_j]$ is a $(\rho, \nu, \tau)$-robust expander component with bipartition $A_j, B_j$;

(D10) for all $X, X' \in \mathcal{U}$ and all $x \in X$, we have $d_X(x) \geq d_{X'}(x)$; in particular, $d_X(x) \geq D/m$, where $m := k + \ell$;

(D11) for all $1 \leq j \leq \ell$, we have $d_{B_j}(u) \geq d_{A_j}(u)$ for all $u \in A_j$ and $d_{A_j}(v) \geq d_{B_j}(v)$ for all $v \in B_j$; in particular, $\delta(G[A_j, B_j]) \geq D/2m$;

(D12) $\xi \leq \lfloor (1 + \rho^{1/3})n/D \rfloor$;

(D13) for all $X \in \mathcal{U}$, all but at most $\rho n$ vertices $x \in X$ satisfy $d_X(x) \geq D - \rho n$.
ν ≤ τ ≤ η < 1. Given a graph G on n vertices, we say that U is a weak robust subpartition of G with parameters ρ, ν, τ, η, k, ℓ if the following conditions hold:

(D1′) $U = \{U_1, \ldots, U_k, Z_1, \ldots, Z_\ell\}$ is a collection of disjoint subsets of V(G);

(D2′) for all 1 ≤ i ≤ k, G[U_i] is a (ρ, ν, τ)-robust expander component of G;

(D3′) for all 1 ≤ j ≤ ℓ, there exists a partition $A_j, B_j$ of $Z_j$ such that G[Z_j] is a bipartite (ρ, ν, τ)-robust expander component with bipartition $A_j, B_j$;

(D4′) $\delta(G[X]) \geq \eta n$ for all $X \in U$;

(D5′) for all 1 ≤ j ≤ ℓ, we have $\delta(G[A_j, B_j]) \geq \eta n/2$.

Lemma 2.4 (Proposition 6.1 in [18]). Let k, ℓ, D ∈ N_0 and suppose that 0 < 1/n_0 ≪ ρ ≪ ν ≪ τ ≪ η ≤ α^2/2 < 1. Suppose that G is a D-regular graph on n vertices where D ≥ αn. Let $V$ be a robust partition of G with parameters ρ, ν, τ, k, ℓ. Then $V$ is a weak robust subpartition of G with parameters ρ, ν, τ, η, k, ℓ.

3. Robust partitions

3.1. Statements of algorithms. In this section we present an algorithm (Theorem 3.21) that we use to find robust partitions (see previous section for the definition) of regular graphs. As mentioned earlier, the main algorithm and its analysis are obtained by combining the robust expander decomposition of regular graphs from [18] together with spectral algorithms for graph partitioning from [23, 24].

We begin by presenting four algorithms in the following lemmas that will eventually be used together to obtain the main algorithm. The proofs appear in the following subsection.

Lemma 3.1. For each fixed choice of parameters 1/n_0 ≪ ρ ≪ ν ≪ ρ’ ≪ τ ≪ α < 1 there exists a polynomial-time algorithm that does the following. Given a D-regular n-vertex graph $G = (V, E)$ and U ⊆ V as input, where D ≥ αn, n ≥ n_0 and $G[U]$ is a ρ-component of G that is not ρ’-close to bipartite, the algorithm determines that either

(i) $G[U]$ is a robust (ν, τ)-expander, or

(ii) U has a partition $U_1, U_2$ such that $U_1, U_2$ are ρ’-components, and in the case of (ii) identifies the partition $U_1, U_2$. We call this Algorithm 1.

Lemma 3.2. For each fixed choice of parameters 1/n_0 ≪ ρ ≪ ρ’ ≪ α < 1 there is a polynomial time algorithm that does the following. Given a D-regular, n-vertex graph $G = (V, E)$ and U ⊆ V as input, where D ≥ αn, n ≥ n_0, and $G[U]$ is a ρ-component of G, the algorithm determines that either

(i) $G[U]$ is not ρ-close to bipartite, or

(ii) $G[U]$ is ρ’-close to bipartite, and in the case of (ii) identifies the corresponding bipartition. We call this Algorithm 2.
Lemma 3.3. For each fixed choice of parameters \(1/n_0 \ll \rho \ll \nu \ll \rho' \ll \tau \ll \alpha < 1\) there is a polynomial-time algorithm that does the following. Given a \(D\)-regular, \(n\)-vertex graph \(G = (V, E)\) and \(U \subseteq V\) as input, where \(D \geq \alpha n, n \geq n_0,\) and \(G[U]\) is \(\rho\)-close to bipartite with bipartition \(A, B,\) the algorithm determines that either

(i) \(G[U]\) is a bipartite robust \((\nu, \tau)\)-expander with bipartition \(A, B,\) or

(ii) \(U\) has a partition \(U_1, U_2\) such that \(G[U_1], G[U_2]\) are \(\rho'\)-components, and in the case of (ii) identifies the partition \(U_1, U_2\) of \(U.\) We call this Algorithm 3.

Lemma 3.4. For each fixed choice of parameters \(1/n_0 \ll \rho \ll \nu \ll \rho' \ll \tau \ll \alpha < 1\) there exists a polynomial-time algorithm that does the following. Given a \(D\)-regular \(n\)-vertex graph \(G = (V, E)\) and \(U \subseteq V\) as input, where \(D \geq \alpha n, n \geq n_0,\) and \(G[U]\) is a \(\rho\)-component, the algorithm determines that either

(i) \(G[U]\) is a robust \((\nu, \tau)\)-expander, or

(ii) \(G[U]\) is a bipartite robust \((\nu, \tau)\)-expander, or

(iii) \(U\) has a partition \(U_1, U_2\) such that \(G[U_1], G[U_2]\) are \(\rho'\)-components, and in the case of (ii) and (iii) identifies the corresponding partition. We call this Algorithm 4.

Remark 3.5. In each of the four lemmas above, the algorithm distinguishes between various cases. It may be that more than one of these cases hold for the given input graph; if so then the algorithm will output any one case that holds for the given graph.

The running time of each of the algorithms is \(O(n^3),\) where \(n\) is the number of vertices of the input graph. The running time does not depend at all on the fixed parameters (not even as hidden constants in the ‘Big O’ notation). However in each lemma, the hierarchy is necessary for the fixed parameters in order to guarantee that at least one of the outcomes occurs in the conclusion of the lemma.

3.2. Proofs of correctness of algorithms. We now give the proofs of the preceding lemmas. We begin with a simple proposition.

Proposition 3.6. Let \(G\) be an \(n\)-vertex \(D\) regular graph with \(D \geq \alpha n\) and let \(U\) be a \(\rho\)-component of \(G.\) Then

(i) \(|U| \geq D - \sqrt{\rho} n \geq (\alpha - \sqrt{\rho}) n\)

(ii) There are at most \(\frac{2\rho}{\alpha(\alpha - \sqrt{\rho})}|U|\) vertices of degree at most \(\frac{1}{2}\alpha n\) in \(G[U].\)

Proof. (i) Since \(G\) is \(D\)-regular and \(U\) is a \(\rho\)-component, we have \(\frac{1}{2}|U|^2 \geq e_G(U) \geq \frac{1}{2}D|U| - \rho n^2,\) from which we obtain \(|U| \geq D - \frac{\rho n^2}{|U|} \geq D - \sqrt{\rho} n,\) where the second inequality uses that \(|U| \geq \sqrt{\rho} n\) since it is a \(\rho\)-component.

(ii) If the number of vertices of degree at most \(\frac{1}{2}\alpha n\) is \(\gamma|U|,\) then we have

\[(D/2)\gamma|U| + D(1 - \gamma)|U| \geq 2e_G(U) \geq D|U| - \rho n^2,\]

from which we get \(\gamma \leq \frac{2\rho n^2}{D|U|} \leq \frac{2\rho}{\alpha(\alpha - \sqrt{\rho})}\) using part (i) and \(D \geq \alpha n\) for the final inequality. \(\square\)
Remark 3.7. A similar calculation shows that if $U$ is $\sigma$-close to bipartite with bipartition $A, B$, we have $|A|, |B| \geq D - 2\sqrt{\sigma}n \geq (\alpha - 2\sqrt{\sigma})n$.

Proof of Lemma 3.1. We will use the algorithm in Theorem 2.1 to iteratively find subgraphs of $G[U]$ that are not well connected to the rest of $U$ and remove them until this is no longer possible. If this process continues to a point where the removed parts are large enough then we can show both the removed part and the remaining part each form a $\rho'$-component. If the process stops before the removed part becomes large then we can show $G[U]$ is a robust expander.

Let $G = (V, E)$ and, in this proof, for any subset $S \subseteq U$ we will use $\overline{S}$ to denote $U \setminus S$ rather than our usual convention where it denotes $V \setminus S$.

Let $n' = |U|$ so that $n' \geq (\alpha - \sqrt{\rho})n \geq \frac{1}{2}\alpha n$ (by the previous proposition). Let $U_0$ be the vertices of degree at most $|U| - \rho n'$ in $G[U]$ so that $|U_0| \leq \frac{2\rho}{\alpha(n - \sqrt{\rho})}n' \leq \alpha n'/2$ also by the previous proposition. Note for later that

$$\text{vol}_G(U_0) \leq n|U_0| \leq (2n'/\alpha)(\alpha n'/2) \leq \nu n^2. \tag{3.1}$$

Set $U' := U \setminus U_0$ and choose $\phi$ such that $\nu \ll \phi \ll \rho'$. We apply Theorem 2.1 to $G[U']$ as follows to construct $U_1, U_2, \ldots$. Given $U_i$, set $\overline{U}_i := U \setminus U_i$ and $G_i := G[\overline{U}_i]$ apply the algorithm of Theorem 2.1 to $G_i$ to output some $S_i \subseteq \overline{U}_i$. By replacing $S_i$ with $U_i \setminus S_i$ if necessary, assume $|S_i| \leq |U_i \setminus S_i|$. If $\phi_i := \Phi_{G_i}(S_i) > \phi$ or $|U_i| \geq \frac{1}{3}|U|$ then stop. Otherwise set $U_{i+1} = U_i \cup S_i$ and repeat. In this way we obtain sets $S_0, \ldots, S_{t-1}$ and $U_0, \ldots, U_t$ in polynomial time. Note that $|U_{t-1}| < \frac{1}{3}|U|$, so

$$|U_t| = |U_{t-1}| + |S_{t-1}| \leq |U_{t-1}| + \frac{1}{2}(|U| - |U_{t-1}|) \leq \frac{2}{3}|U|. \tag{3.2}$$

There are two cases to consider:

(a) $|U_i| > \frac{1}{3}\rho'n'$ and
(b) $|U_i| \leq \frac{1}{3}\rho'n'$.

Claim 3.8. In case (a), $U_t, \overline{U}_t$ are $\rho'$-components.

Claim 3.9. In case (b), $G[U]$ is a robust $(\nu, \tau)$-expander.

Since we can output $U_t, \overline{U}_t$ in polynomial time, these two claims prove Lemma 3.1.

Proof of Claim 3.8. Since we are in case (a), note that $\Phi_{G_i}(S_i) \leq \phi$ for all $i = 1, \ldots, t$ and so

$$e_G(S_i, U_i \setminus S_i) \leq \phi|\text{vol}_{G_i}(S_i) \leq |\text{vol}_G(S_i)|. \tag{3.3}$$
Recall also that \( U_t = U_0 \cup (\bigcup_{i=0}^{t-1} S_i) \). Using that volume is additive, i.e. \( \text{vol}_G(U_t) = \text{vol}_G(U_0) + \sum_{i=0}^{t-1} \text{vol}_G(S_i) \), we have

\[
e_G(U_t, \overline{U_t}) = e_G(U_0, \overline{U_t}) + \sum_{i=0}^{t-1} e_G(S_i, \overline{U_t}) \leq \text{vol}_G(U_0) + \sum_{i=0}^{t-1} e_G(S_i, U_t \setminus S_i) \leq \nu n^2 + \sum_{i=0}^{t-1} \phi \text{vol}_G(S_i) \leq \nu n^2 + \phi \text{vol}_G(U_t) \leq \nu n^2 + \phi |U_t|^n.
\]

Therefore

\[
e_G(U_t, \overline{U_t}) \leq \nu n^2 + \phi |U_t|^n \leq \nu n^2 + \frac{2}{3} \phi |U|^n \leq \nu n^2 + \frac{\phi}{\alpha - \sqrt{\rho}} n^2 \leq \frac{\nu}{\rho} n^2.
\]

Hence \( e_G(U_t, V \setminus U_t) \leq \frac{\nu}{\rho} n^2 + \rho n^2 \leq \rho' n^2 \) since \( U_t \subseteq U \) and \( U \) is a \( \rho \)-component. Similarly \( e_G(U_t, V \setminus \overline{U_t}) \leq \rho' n^2 \). Also, \( |U_t|, |\overline{U_t}| \geq \frac{1}{2} \rho' n \) by (a) and (3.2). However, by Proposition 3.6 we in fact have \( |U_t|, |\overline{U_t}| \geq (\alpha - \rho'^2) n \geq \sqrt{\rho} n \), so \( U_t \) and \( \overline{U_t} \) are \( \rho' \)-components.

**Proof of Claim 3.9** First some observations. Since case (b) holds, \( |U_t| \leq \frac{1}{2} \rho' n' \leq \frac{1}{2} \tau n' \leq \frac{1}{3} |U| \) and \( \phi_t = \Phi_G(S_t) > \phi \).

Also, \( \delta(G_t) = \delta(G(\overline{U_t})) \geq \min_{x \in U_t} d_t(x) - |U_t| \geq \frac{1}{2} \omega n - \frac{1}{2} \tau n' \geq \frac{1}{3} \omega n \), where the penultimate inequality follows from our choice of \( U_0 \). By Theorem 2.1 for all \( R \subseteq V(G_t) = U \setminus U_t \) we have \( \Phi_G(R) \geq \Phi(G_t) \geq \phi^2 / 4 \geq \phi^2 / 4 \), i.e.

\[
e_G(R, R') \geq \frac{\phi^2}{4} \min(\text{vol}(R), \text{vol}(R')) \geq \frac{1}{12} \phi^2 \omega n \min(|R|, |R'|)
\]

where \( R' = \overline{U_t} \setminus R = U \setminus (U_t \cup R) \). Furthermore, for \( R \subseteq U \) and \( \overline{R} := U \setminus R \), we have

\[
e_{G[U]}(R, \overline{R}) \geq e_{G[U]}(R \setminus U_t, \overline{R} \setminus U_t) \geq \frac{1}{12} \phi^2 \omega n \min(|R \setminus U_t|, |\overline{R} \setminus U_t|)
\]

\[
\geq \frac{1}{12} \phi^2 \omega n \left( \min(|R|, |\overline{R}|) - \frac{1}{4} \rho' n' \right).
\]

(3.4)

We will now show that \( G[U] \) is a \( (\nu, \tau) \)-expander by assuming that \( G[U] \) does not expand and deducing that \( G[U] \) is \( \rho' \)-close to bipartite, contradicting the premise of the lemma.

Suppose there exists \( S \subseteq U \) with \( \tau n' \leq |S| \leq (1 - \tau)n' \) such that \( N = \text{RN}_{G[U]}(S) \) satisfies \( |N| < |S| + \nu n \). Since \( \tau n' \leq |S| \leq (1 - \tau)n' \), we have \( \frac{1}{4} \rho' n' \leq \frac{1}{2} \tau n' \leq \frac{1}{2} \min(|S|, |S'|) \) so by (3.4), we have

\[
e_{G[U]}(S, \overline{S}) \geq \frac{1}{24} \phi^2 \omega n \min(|S|, |\overline{S}|).
\]

(3.5)

**Claim 3.10.** We may assume \( \frac{1}{4} \omega n \leq |S| \leq |U| - \frac{1}{4} \omega n \).
Proof of claim. If $|S| < \frac{1}{4} \alpha n$ then $e_G(S, \overline{S}) \geq |S| (\alpha n - |S|) - \rho n^2$ and $e_G(S, \overline{S}) \leq |N||S| + |U \setminus N| \nu n \leq |N||S| + \nu n^2$, so combining these inequalities and rearranging, we obtain

$$|N| \geq \alpha n - (\rho + \nu) \frac{n^2}{|S|} \geq \alpha n - (\rho + \nu) \frac{n^2}{\tau n'} \geq \frac{1}{4} \alpha n \geq |S| + \nu n,$$

contradicting our choice of $S$.

Similarly if $|S| > |U| - \frac{1}{4} \alpha n$ recall that by Proposition 3.6 that all but the $\gamma n'$ vertices in $U_0$ have degree at least $\frac{1}{2} \alpha n$ in $U$ and so for all $x \in U \setminus U_0$, we have

$$d_S(x) \geq \frac{1}{2} \alpha n - |U \setminus S| \geq \frac{1}{4} \alpha n \geq \nu n.$$

Hence $N \supseteq U \setminus U_0$ and so $|N| \geq |U| - |U_0| \geq (1 - \nu) n' \geq |S| + \nu n'$, a contradiction. This proves the claim. $\square$

We continue with the proof of Claim 3.9. We define $Y = S \setminus N, X = S \cap N, Z = N \setminus S, W = U \setminus (S \cup N)$; see Figure 1. Since each vertex in $Y$ has at most $\nu n$ neighbours in $S$ and since $G$ is $D$-regular and $U$ is a $\rho$-component we have $e_G(Y, \overline{S}) \geq D|Y| - \rho n^2 - \nu n^2$. Using this, we obtain

$$e_G(Y, Z) = e_G(Y, \overline{S}) - e_G(Y, W) \geq D|Y| - \rho n^2 - \nu n^2 - |W| \nu n \geq D|Y| - 3\nu n^2. \tag{3.6}$$

On the other hand $e_G(Z, Y) \leq D|Z|$, which together with (3.6) implies after rearranging that $|Z| \geq |Y| - \frac{3\nu}{\alpha} n$. Also $|Z| \leq |Y| + \nu n$; otherwise $S$ does not violate $(\nu, \tau)$-expansion. Hence we have shown

$$|Y| - \frac{3\nu}{\alpha} n \leq |Z| \leq |Y| + \nu n. \tag{3.7}$$

Considering $W$ (and taking $\overline{W} := U \setminus W$), we see

$$e_G(W, \overline{W}) = e_G(W, S) + e_G(Z, W) \leq e_G(W, S) + (D|Z| - e_G(Z, Y)) \leq \nu n^2 + D(|Y| + \nu n) - (D|Y| - 3\nu n^2) \leq 5\nu n^2, \tag{3.8}$$

as well as

$$\frac{1}{12} \phi^2 \alpha n \min(|W|, |\overline{W}|) - \frac{1}{48} \phi^2 \alpha \rho n' \leq e_G(W, \overline{W}) \leq 5\nu n^2.$$
Since $|W| \geq |S| \geq \tau n' > 2\rho' n'$, we must have
\[ |W| \leq \frac{6\nu n}{\phi^2 \alpha} + \frac{1}{4} \rho' n' \leq \frac{1}{2} \rho' n'. \tag{3.9} \]

Now consider $Y \cup Z$. We have
\[ e_G(Y \cup Z, \overline{Y \cup Z}) \leq D|Y \cup Z| - 2e_G(Y, Z) \leq D(2|Y| + \nu n) - 2(D|Y| - 3\nu n^2) \leq 7\nu n^2. \tag{3.10} \]

Combining this with an application of (3.4).
\[ \frac{1}{12} \phi^2 \alpha n(\min(|Y \cup Z|, |\overline{Y \cup Z}|) - \frac{1}{4} \rho' n') \leq e_G(Y \cup Z, \overline{Y \cup Z}) \leq 7\nu n^2, \tag{3.10} \]

and hence
\[ \min(|Y \cup Z|, |\overline{Y \cup Z}|) \leq 84 \frac{\nu n}{\phi^2 \alpha} + \frac{1}{4} \rho' n' \leq \frac{1}{2} \rho' n'. \]

If $|Y \cup Z| \leq \frac{1}{2} \rho' n'$, then
\[ |S| = |U| - |W| - |Z| \geq |U| - |W| - |Y \cup Z| \geq n' - \frac{1}{2} \rho' n' - \frac{1}{2} \rho' n' \geq (1 - \tau)n', \tag{3.9} \]

a contradiction. So we have
\[ |Y \cup Z| \leq \frac{1}{2} \rho' n'. \tag{3.11} \]

Finally we show that $Y, \overline{Y}$ gives a partition that shows $G[U]$ is $\rho'$-close to bipartite, giving a contradiction. Note that $|\overline{Y}| = |Z| + |Y \cup Z|$, so
\[ |Y| - \frac{3\nu}{\alpha n} \leq |Z| \leq |Y| = |Z| + |Y \cup Z| \leq |Y| + \nu n + \frac{1}{2} \rho' n' \leq |Y| + \frac{3}{4} \rho' n'. \tag{3.12} \]

Therefore,
\[ ||Y| - |\overline{Y}|| \leq \frac{3}{4} \rho' n'. \tag{3.12} \]

If $\rho'$ is small enough, e.g. $\rho' \leq \frac{1}{10}$, this also gives us $|Y|, |\overline{Y}| \geq \sqrt{\rho' n'}$. Also
\[ e_G(Y, V \setminus \overline{Y}) + e_G(\overline{Y}, V \setminus Y) \leq D|Y \cup \overline{Y}| - 2e_G(Y, \overline{Y}) \leq D|U| - 2e_G(Y, Z) \leq Dn' - 2(D|Y| - 3\nu n^2) \leq Dn' - D|Y| - D\left(|\overline{Y}| - \frac{3}{4} \rho' n'\right) + 6\nu n^2 \leq \frac{4}{5} D\rho' n' \leq \rho' n'^2. \]

So $Y, \overline{Y}$ is a partition of $U$ showing $G[U]$ is $\rho'$-close to bipartite, a contradiction, completing the proof of the claim and the lemma.
Proof of Lemma 3.11. The idea is to repeatedly apply the algorithm in Theorem 2.2 and iteratively remove vertices that are assigned to bipartite parts until the remaining induced graph is either small or far from bipartite.

We choose $\beta$ such that $\rho \ll \beta \ll \rho'$. Set $U_0 = \emptyset$, and given $U_i$, let $G_i = G[U \setminus U_i]$. Let $y$ be obtained from running the algorithm in Theorem 2.2 on $G_i$. We set $U_{i+1} = U_i \cup A_i \cup B_i$, where $A_i := \{v \mid y_v = 1\}$ and $B_i := \{v \mid y_v = -1\}$ and we set $\beta_i = \beta(y)$. Note that $G_{i+1} \subseteq G_i$. We continue until either

(a) $|G_i| \leq \rho' n$
(b) $\beta_i \geq \beta$.

Let $t$ be the first index where (a) or (b) occurs.

Claim 3.11. If $|G_i| \leq \rho' n$, then $G[U]$ is $\rho'$-close to bipartite.

Claim 3.12. If $\beta_i > \beta$ and $|G_i| \geq \rho' n$, then $G[U]$ is not $\rho$-close to bipartite.

Note that these two claims together prove the lemma since we can compute the $\beta_i$ and the $G_i$ in polynomial time (and for the first claim, the proof will show how to compute the corresponding partition).

Proof of Claim 3.11. Let $R = U \setminus U_t$, i.e. the set of vertices that are not part of some $A_j$ or $B_j$ for $j \leq t$. Note that $|R| \leq \rho' n$. For each $j \leq t$, using the definition of $A_j, B_j$ and (2.1), we have

$$E_j := 2e_{G_j}(A_j) + 2e_{G_j}(B_j) + e_{G_j}(A_j \cup B_j, U \setminus U_{j+1}) \leq \beta \vol_{G_j}(A_j \cup B_j).$$

First we note that for each $j \leq t$, we have

$$e_G(U_j, U \setminus U_j) \leq \sum_{i=0}^{j-1} e_G(A_i \cup B_i, U \setminus U_{i+1}) \leq \beta \sum_{i=0}^{j-1} \vol_{G_i}(A_i \cup B_i) \leq \beta \vol_G(U_j) \leq \frac{1}{10} \rho' Dn,$$

where the final inequality follows by our choice of $\beta \ll \rho'$ and $\vol_G(U_j) \leq Dn$. In particular, for each $j < t$, we have

$$e_G(A_j, U_j) \leq e_G(U_j, U \setminus U_j) \leq \frac{1}{10} \rho' Dn.$$ 

Next, we claim that for each $j$, $|A_j| - |B_j| \leq \rho' n$. Assume for a contradiction that $|A_j| - |B_j| \geq \rho' n$ for some $j$. First we note that

$$e_{G_j}(A_j, \overline{B_j}) \geq (|A_j| - |B_j|)D - e_G(U, \overline{U}) - e_G(A_j, U_j) \geq \rho' Dn - \rho n^2 - \frac{1}{10} \rho' Dn \geq \frac{1}{2} \rho' Dn,$$

using $\rho \ll \rho'$ for the last inequality. On the other hand we have $e_{G_j}(A_j, \overline{B_j}) \leq e_{G_j}(A_j, U_j) \leq \frac{1}{10} \rho' Dn$ a contradiction.

By the preceding claim, we can form a partition $A, B$ of $U$ such that (i) for each $j < t$, either $A_j \subseteq A \land B_j \subseteq B$ or $A_j \subseteq B \land B_j \subseteq A$ and (ii) $||A| - |B|| \leq \rho' n$. Indeed we can start with an arbitrary partition satisfying (i) and then iteratively swap suitable $A_j$ and $B_j$ if this reduces the value of $||A| - |B||$. (Note that $A$ and $B$ also contain vertices of $R$ (i.e. vertices not belonging to any $A_j$ or $B_j$) that can be freely moved to reduce $||A| - |B||$.).
It is easy to see $A, B$ can be computed in polynomial time and we shall see below that this partition demonstrates that $G[U]$ is $\rho'$-close to bipartite.

To see this, we count edges not in $E_G(A, B)$. We have

$$e_G(A) + e_G(B) + e_G(A \cup B, U) \leq \sum_{j=0}^{i-1} E_j + \text{vol}_{G[R]}(R) + e_G(U, U)$$

$$\leq \beta \sum_{uv \in E(G)} |y_u + y_v| \leq n^2 + (\rho' n)^2 + \rho n^2 \leq \rho' n^2.$$

\[ \square \]

**Proof of Claim 3.12.** Define

$$\beta'(G) := \min_{y \in \{-1, 1\}^V(G)} \sum_{v \in V(G)} d_G(v) \cdot |y_v| \geq \beta(G),$$

$$\beta(G) := \min_{A, B \text{ bipartition of } G} e_G(A) + e_G(B).$$

Then we have $\beta(G[U]) \geq \beta(G_t)$ and recalling that $V(G_t) = U \setminus U_t$, we have

$$2 \frac{\beta'(G_t)}{\text{vol}_{G_t}(U \setminus U_t)} = \beta'(G_t) \geq \beta(G_t) \geq \beta_t^2 / 4 \geq \beta^2 / 4,$$

(3.14)

where we use the definition of $\beta_i$ and Theorem 2.2. Then we have

$$\text{vol}_{G_t}(U \setminus U_t) \geq D|U \setminus U_t| - \rho n^2 - e_G(U_t, U \setminus U_t)$$

$$\geq \rho' Dn - \rho n^2 - \frac{1}{10} \rho' Dn \geq \frac{1}{2} \rho' Dn,$$

where we have used that $U$ is a $\rho$-component, (3.13), and $\rho \ll \rho'$. Combining with (3.14) we see

$$\beta(G) \geq \frac{\beta^2}{8} \text{vol}_{G_t}(U \setminus U_t) \geq \frac{\beta^2}{16} \rho' Dn > \rho n^2.$$

\[ \square \]

This completes the proof of the lemma.

**Proof of Lemma 3.3.** Fix $\phi$ such that $\nu \ll \phi \ll \rho'$. As in Lemma 3.1, we use algorithm in Theorem 2.1 to iteratively find poorly connected subgraphs of $G[U]$ and remove them.

In polynomial time, we can find $S_0, \ldots, S_{t-1}, U_0, \ldots, U_t$, and $\phi_1, \ldots, \phi_t$, which are defined and found in exactly the same way as in the proof of Lemma 3.1 so again, we have $|U_t| \geq \frac{1}{3} |U|$. There are two cases:

(a) $|U_t| > \frac{1}{3} \rho' n'$ and

(b) $|U_t| \leq \frac{1}{3} \rho' n'$.

**Claim 3.13.** In case (a), $U_t, \overline{U_t}$ are $\rho'$-components.

Noting that $G[U]$ is a $\rho$-component, the proof of Claim 3.8 holds here as well.

**Claim 3.14.** In case (b), $G[U]$ is a robust bipartite $(\nu, \tau)$-expander with bipartition $A, B$. 

Once again, the two claims together prove the lemma since we can compute \( U_i, \overline{U}_i \) (which give the partition \( U_1, U_2 \) in the statement of the lemma) in polynomial time.

**Proof.** As in \((3.4)\) in the proof of Claim \((3.9)\) for \( S \subseteq U \) and \( \overline{S} = U \setminus S \) we have

\[
e_{G[U]}(S, \overline{S}) \geq \frac{1}{12} \phi^2 \alpha n \left( \min(|S|, |\overline{S}|) - \frac{1}{4} \rho n' \right) \tag{3.15}
\]

We will show that \( G[U] \) is a bipartite robust expander by assuming the existence of a non-expanding set and finding a contradiction.

Suppose \( A^* \subseteq A \) with \(|\tau|A| \leq |A^*| \leq (1 - \tau)|A|\), let \( B^* := \text{RN}_{G[U]}(A^*) \cap B \) and assume \(|B^*| < |A^*| + \nu n\). Define \( \hat{A} := A \setminus A^* \) and \( \hat{B} := B \setminus B^* \). We will give an upper bound on \( e_G(A^* \cup B^*, \hat{A} \cup \hat{B}) \) that contradicts \((3.15)\). Indeed, we have (suppressing the subscript \( G \))

\[
e(A^* \cup B^*, \hat{A} \cup \hat{B}) \leq e(A^*, \hat{A}) + e(B^*, \hat{B}) + e(A^*, \hat{B}) + e(B^*, \hat{A})
\]

\[
\leq \rho n^2 + \nu n^2 + e(B^*, \hat{A}),
\]

where we used that \( e(A^*, \hat{A}) + e(B^*, \hat{B}) \leq \rho n^2 \) (since \( G \) is \( \rho \)-close to bipartite) and \( e(A^*, \hat{B}) < \nu n^2 \) (since every vertex in \( \hat{B} \) has at most \( \nu n \) neighbours in \( A^* \)). In order to bound \( e(B^*, \hat{A}) \), we have

\[
e(B^*, \hat{A}) \leq |B^*|D - e(B^*, A^*)
\]

\[
\leq (|A^*| + \nu n)D - |A^*|D - e(A^*, \hat{A}) - e(A^*, \hat{B}) - e(A^*, \overline{U})
\]

\[
\leq \nu nD + \rho n^2 + \nu n^2 \leq \rho n^2 + 2\nu n^2,
\]

where we used that \( e(A^*, \hat{B}) \leq \nu n^2 \) (as above) and \( e(A^*, \hat{A}) + e(A^*, \overline{U}) \leq \rho n^2 \) (since \( U \) is \( \rho \)-close to bipartite). Combining, we obtain

\[
e_G(A^* \cup B^*, \hat{A} \cup \hat{B}) \leq 2\rho n^2 + 3\nu n^2 \leq 5\nu n^2. \tag{3.16}
\]

However, as \( \min(|A^* \cup B^*|, |\hat{A} \cup \hat{B}|) \geq |A| \geq \tau \frac{1}{3}|U| \) (using Remark \((3.7)\), with \((3.15)\) we have

\[
e_G(A^* \cup B^*, \hat{A} \cup \hat{B}) \geq \frac{1}{12} \phi^2 \alpha n \left( \frac{1}{3} \tau |U| - \frac{1}{4} \rho n' |U| \right) > 5\nu n^2,
\]

using \(|U| \geq \frac{1}{3} \alpha n \) by Proposition \((3.6)\) and our choice of parameters, which contradicts \((3.16)\).

This completes the proof of the lemma. \(\square\)

**Proof of Lemma \((3.4)\)** Fix \( \rho_1, \rho_2, \nu_2 \) such that \( \rho \ll \nu \ll \rho_1 \ll \rho_2 \ll \nu_2 \ll \rho' \). We run Algorithm 2 on \( U \) with \( (\rho_1, \rho_2) \) playing the roles of \( (\rho, \rho') \). The algorithm determines either that

- \( G[U] \) is not \( \rho_1 \)-close to bipartite, or
- \( G[U] \) is \( \rho_2 \)-close to bipartite (and outputs a bipartition \( A, B \) of \( U \) that demonstrates this).

In the first case, we apply Algorithm 1 with \( (\rho, \nu, \rho_1) \) playing the roles of \( (\rho, \nu, \rho') \) and the algorithm either concludes that \( G[U] \) is a robust \( (\nu, \tau) \)-expander, or it outputs a partition \( U_1, U_2 \) of \( U \) such that \( U_1 \) and \( U_2 \) are \( \rho_1 \)-components and hence are also \( \rho' \)-components.
In the second case, we apply Algorithm 3 with \((\rho_2, \nu, \rho')\) playing the roles of \((\rho, \nu, \rho')\) and the algorithm either concludes that \(G[U]\) is a bipartite robust \((\nu, \tau)\)-expander and hence also a bipartite robust \((\nu, \tau)\)-expander (and it outputs a bipartition \(A, B\) of \(U\) to demonstrate this) or it outputs a partition \(U_1, U_2\) of \(U\) such that \(U_1\) and \(U_2\) are \(\rho'\)-components. \(\square\)

### 3.3. Recognising robust expanders

In this subsection, we make a small digression to partially address a question of Kühn and Osthus from [22]; the result of this subsection will not be needed in the remainder of the paper. Using the Szemerédi Regularity Lemma, Kühn and Osthus [22] give a polynomial-time algorithm for deciding whether a graph of the Szemerédi Regularity Lemma can be avoided, and we answer this question affirmatively for regular graphs.

**Corollary 3.15.** For each fixed choice of parameters \(0 \leq \nu \ll \nu' \ll \tau \ll \alpha < 1\) there exists a polynomial-time algorithm that does the following. Given a \(D\)-regular \(n\)-vertex graph \(G = (V, E)\), where \(D \geq \alpha n\), the algorithm determines that either

(i) \(G\) is a robust \((\nu, \tau)\)-expander, or

(ii) \(G\) is not robust \((\nu', \tau')\)-expander,

and in case (ii) the algorithm finds a set \(S \subseteq V\) such that \(\tau n \leq |S| \leq (1-\tau)n\) and \(|RN_{\nu,G}(S)| \leq |S| + \nu'n\).

**Proof.** The proof is a variation of the previous lemma. First choose parameters \(1/n_0 \ll \rho \ll \nu \ll \rho_1 \ll \rho_2 \ll \nu' \ll \tau \ll \alpha \ll 1\). If \(n \leq n_0\) then we check whether (i) or (ii) holds by exhaustive search in constant time.

If \(n \geq n_0\), we apply Algorithm 2 to \(G\) with \((\rho_1, \rho_2, V)\) playing the roles of \((\rho, \nu, U)\) (and thinking of \(G = G[V]\) as a \(\rho_1\)-component of \(G\)). The algorithm determines that either

(a) \(G\) is \(\rho_2\)-close to bipartite (and gives a partition \(A, B\) of \(V\) showing this), or

(b) \(G\) is not \(\rho_1\)-close to bipartite.

In case (b) we apply Algorithm 1 with \((\rho, \nu, \rho_1, V)\) playing the roles of \((\rho, \nu, \rho', U)\) (and thinking of \(G = G[V]\) as a \(\rho\)-component of \(G\)), and the algorithm determines that either

(bi) \(G = G[V]\) is a robust \((\nu, \tau)\)-expander;

(bii) \(U = V\) has a partition \(U_1, U_2\) such that \(U_1, U_2\) are \(\rho_1\)-components.

In case (bi), we are done. In case (a) and (bii), we show \(G\) is not a robust \((\nu', \tau)\)-expander. Indeed, in case [a], assume that \(|A| \leq |B|\). We have \(|A|, |B| \geq \frac{1}{2} \alpha n \geq 2\tau n\) by Remark 3.7, so \(\tau n \leq |B| \leq (1-\tau)n\). We cannot have that \(|RN_{\nu',G}(B)| \geq |B| + \nu'n\), for otherwise \(|RN_{\nu,G}(B) \cap B| \geq \nu'n\) and therefore \(e_G(B, \overline{A}) = e_G(B) \geq \frac{1}{2} \nu'^2 n^2 \geq \rho_2 n^2\), contradicting that \(G\) is \(\rho_2\)-close to bipartite. So \(G\) is not a robust \((\nu', \tau)\)-expander in this case and the algorithm outputs \(S = B\).

\(^2\)In fact their algorithm works more generally for digraphs.
Similarly in case (iii) we know that \(|U_1|, |U_2| \geq \frac{1}{2} \alpha n \geq 2\tau n\) by Proposition 3.8 and so \(\tau n \leq |U_1| \leq (1 - \tau)n\). Also, we cannot have that \(|RN_{\rho,\tau}(U_1)| \geq |U_1| + \nu n\), for otherwise \(|RN_{\rho,\tau}(U_1) \cap U_2| \geq \nu n\) and therefore \(e_G(U_1, U_2) \geq \nu^2 n^2 > \rho_1 n^2\), contradicting that \(U_1\) is a \(\rho_1\)-component. So \(G\) is not a robust \((\nu', \tau)\)-expander in this case and the algorithm outputs \(S = U_1\).

\[\square\]

3.4. Assembling the robust partition. We begin with several basic facts from [18]. The first three are basic facts about (bipartite) robust expanders, which are taken from [18] unchanged and their proofs are included for completeness.

**Lemma 3.16.** Let \(0 < \nu \ll \tau < 1\). Suppose that \(G\) is a graph and \(U, U' \subseteq V(G)\) are such that \(G[U]\) is a robust \((\nu, \tau)\)-expander and \(|U \triangle U'| \leq \nu |U|/2\). Then \(G[U']\) is a robust \((\nu/2, 2\tau)\)-expander.

**Proof.** The statement immediately follows by considering a set \(S \subseteq U'\) with \(2\tau|U'| \leq |S| \leq (1 - 2\tau)|U'|\) and considering its robust neighbourhood. As \(\tau|U| \leq |S \cap U| \leq (1 - \tau)|U|\), we have \(|RN_{\nu,\tau}(S \cap U)| \geq |S \cap U| + \nu |U| \geq |S| - |U \setminus U'| + \nu |U|\). With \(|RN_{\nu,\tau}(S \cap U) \cap U'| \geq |RN_{\nu,\tau}(S \setminus U) - |U' \setminus U|\) it follows that \(|RN_{\nu/2,\tau}(S)| \geq |S| + \nu/2|U'|\).

\[\square\]

**Lemma 3.17.** Let \(0 < \rho \leq \gamma \ll \nu \ll \tau < 1\). Suppose that \(G\) is a graph and \(T \subseteq U \subseteq V(G)\) are such that \(G[U]\) is a robust \((\rho, \nu, \tau)\)-expander component, \(|T| \leq \rho n\). Then \(G[U \setminus T]\) is a robust \((3\gamma, \nu/2, 2\tau)\)-expander component.

**Proof.** We have that \(|U \setminus T| = |U| - |T| \geq an - \sqrt{\rho m} - \rho m \geq \sqrt{3\gamma}n\), where we use Proposition 3.6(i) for the first inequality. Next we see \(e_G(U \setminus T, \overline{U \setminus T}) \leq e_G(U, \overline{U}) + D\rho m \leq \rho m^2 + \rho m^2 \leq 3\gamma n^2\), showing that \(G[U \setminus T]\) is a \(3\gamma\)-component. Finally, \(G[U \setminus T]\) is a \((\nu/2, 2\tau)\)-expander by Lemma 3.16.

\[\square\]

**Lemma 3.18.** Let \(0 < 1/n \ll \rho \leq \gamma \ll \nu \ll \tau \ll \alpha < 1\) and suppose that \(G\) is a \(D\)-regular graph on \(n\) vertices where \(D > \alpha n\).

(i) Suppose that \(G[A \cup B]\) is a bipartite \((\rho, \nu, \tau)\)-robust expander component of \(G\) with bipartition \(A, B\). Let \(A', B' \subseteq V(G)\) be such that \(|A \triangle A'| + |B \triangle B'| \leq \gamma n\). Then \(G[A' \cup B']\) is a bipartite \((3\gamma, \nu/2, 2\tau)\)-robust expander component of \(G\) with bipartition \(A', B'\).

(ii) Suppose that \(G[U]\) is a bipartite \((\rho, \nu, \tau)\)-robust expander component of \(G\). Let \(U' \subseteq V(G)\) be such that \(|U \triangle U'| \leq \gamma n\). Then \(G[U']\) is a bipartite \((3\gamma, \nu/2, 2\tau)\)-robust expander component of \(G\).

**Proof.** We start with (i). To see that \(G[A' \cup B']\) is \(3\gamma\)-close to bipartite, we see that \(|A'|, |B'| \geq D - 2\sqrt{\rho} \geq \sqrt{3\gamma}n\) by Remark 3.7. We have that \(|A' - B'| \leq |A| - |B| + \gamma n \leq \gamma n\) and \(e(A', B) + e(B', A) \leq e(A, \overline{B}) + e(B, \overline{A}) + 2(|A \triangle A'| + |B \triangle B'|)n \leq 3\gamma n\). \(G[A' \cup B']\) is a bipartite \((\nu/2, 2\tau)\)-robust expander by a straightforward calculation as in the proof of Lemma 3.16. It is easy to see that part (ii) follows from (i).

\[\square\]

The non-algorithmic versions of the next two lemmas can be found in [18]; we use a simple greedy procedure to make them algorithmic. These lemmas will be used later to ensure conditions (D4), (D5), and (D7) when constructing our robust partition.
Lemma 3.19. Let $m, n, D \in \mathbb{N}$ and $0 < 1/n_0 \ll \rho \ll \alpha, 1/m \leq 1$. Let $G$ be a $D$-regular graph on $n$ vertices where $n \geq n_0$ and $D \geq \alpha n$. Suppose that $U := \{U_1, \ldots, U_m\}$ is a partition of $V(G)$ such that $U_i$ is a $\rho$-component for each $1 \leq i \leq m$. Then $G$ has a vertex partition $V := \{V_1, \ldots, V_m\}$ such that

(i) $|U_i \Delta V_i| \leq \rho^{1/3}n$;

(ii) $V_i$ is a $\rho^{1/3}$-component for each $1 \leq i \leq m$;

(iii) if $x \in V_i$, then $d_{V_i}(x) \geq d_{V_j}(x)$ for all $1 \leq i, j \leq m$. In particular, $d_{V_i}(x) \geq D/m$ for all $x \in V$ and all $V \in V$;

(iv) for all but at most $\rho^{1/3}n$ vertices $x \in V_i$ we have $d_{V_i}(x) \geq D-2\sqrt{\rho}n$.

Furthermore, (for fixed $n_0, \rho, \alpha, m$ satisfying the hierarchy above) there is an algorithm that finds such a vertex partition $V$ in time polynomial in $n$.

Proof. For each $1 \leq i \leq m$, let $X_i$ be the collection of vertices $y \in U_i$ with $d_{\overline{U_i}}(y) \geq \sqrt{\rho}n$. Since $U_i$ is a $\rho$-component, we have $|X_i| \leq \sqrt{\rho}n$ (otherwise $e(U_i, \overline{U_i}) \geq \rho m^2$). Let $W_i := U_i \setminus X_i$. Then each $x \in W_i$ satisfies

$$d_{W_i}(x) = D - d_{\overline{U_i} \cup X_i}(x) \geq D - \sqrt{\rho}n - |X_i| \geq D - 2\sqrt{\rho}n. \quad (3.17)$$

We now redistribute the vertices of $X := \cup_{1 \leq i \leq m} X_i$ as follows: iteratively move any $x \in X \cap U_j$ to $U_j$ where $j = \arg \max_{i} d_{U_i}(x)$ until this is no longer possible. This process terminates, as the number of edges crossing the partition is reduced with each step. It is easy to see that this redistribution can be done in time polynomial in $n$. Call the resulting partition $V := \{V_1, \ldots, V_m\}$, (so $V_i = W_i \cup X_i$ for some $X_i \subseteq X$ and $X = \sqcup X_i$.)

We show that $V$ fulfills (i)-(iv). It is easy to see that (iii) holds by our choice of $V$ for all $x \in X$. For $x \in W_i$, (3.17) implies $d_{V_i}(x) \geq d_{W_i}(x) \geq D - 2\sqrt{\rho}n \geq D/2$, so (iii) holds. Next, since each step of our procedure reduces the number of edges crossing the partition, we have

$$\sum_{1 \leq i \leq m} e(V_i, \overline{V_i}) \leq \sum_{1 \leq i \leq m} e(U_i, \overline{U_i}) \leq \rho mn^2 \leq \rho^{1/3}n^2$$

and therefore each $V_i$ is a $\rho^{1/3}$-component, so (ii) holds. We have $|U_i \Delta V_i| \leq |X| \leq m\sqrt{\rho}n \leq \rho^{1/3}n$ for all $i$, so (i) holds as well. To see (iv), note that for all $x \in W_i$ we have $d_{V_i}(x) \geq D - 2\sqrt{\rho}n$ by (3.17) and $|V(G) \setminus \cup_{i=1}^{m} W_i| = |X| \leq \rho^{1/3}n$. \qed

Lemma 3.20. Let $0 < 1/n_0 \ll \rho \ll \nu \ll \tau \ll \alpha < 1$ and let $G$ be a $D$-regular graph on $n$ vertices where $n \geq n_0$ and $D \geq \alpha n$. Suppose that $U$ is a bipartite $(\rho, \nu, \tau)$-robust expander component of $G$ with bipartition $A, B$. Then there exists a bipartition $A', B'$ of $U$ such that

(i) $U$ is a bipartite $(3\sqrt{\rho}, \nu/2, 2\tau)$-robust expander component with partition $A', B'$;

(ii) $d_{B'}(u) \geq d_{A'}(u)$ for all $u \in A'$, and $d_{A'}(v) \geq d_{B'}(v)$ for all $v \in B'$.

Furthermore, (for fixed $n_0, \rho, \nu, \tau, \alpha$ satisfying the hierarchy above) there is an algorithm that finds such a partition in time polynomial in $n$.

Proof. This proof is similar to that of Lemma 3.19. Let $A_0 := \{x \in A \mid d_{\overline{A}}(x) \geq 2\sqrt{\rho}n\}$ and define $B_0$ similarly. The fact that $U$ is a $\rho$-component
implies that
\[
\rho^2 \geq e(A, B) + e(B, A) \geq \frac{1}{2} \left( \sum_{x \in A} d_T(x) + \sum_{x \in B} d_T(x) \right) \\
\geq \frac{1}{2} \left( \sum_{x \in A_0} d_T(x) + \sum_{x \in B_0} d_T(x) \right) \geq (|A_0| + |B_0|) \sqrt{\rho n}
\]
and therefore \(|A_0| + |B_0| \leq \sqrt{\rho n}\). Define \(\hat{A} := A \setminus A_0\) and \(\hat{B} := B \setminus B_0\). For all \(x \in \hat{A}\) we have \(d_B(x) \geq D - d_T(x) \geq |B_0| \geq D - 3\sqrt{\rho n}\) and an analogous statement holds for \(x \in \hat{B}\). We iteratively move vertices between \(A_0\) and \(B_0\) as follows: for \(x \in A_0\) if \(d_A(x) > d_B(x)\) then move \(x\) from \(A_0\) to \(B_0\) and for \(y \in B_0\) if \(d_B(y) > d_A(y)\) then move \(y\) from \(B_0\) to \(A_0\) (and update \(A, B, A_0, B_0\) accordingly). Continue this until it is no longer possible. This process terminates, as the number of edges not crossing the partition is reduced at each step. It is easy to see that this redistribution can be done in time polynomial in \(n\). Call the resulting parts \(A', B'\). We show that \(A', B'\) fulfil (i) and (ii).

The choice of \(A', B'\) implies that all \(x \in (A_0 \cup B_0)\) fulfil (ii). For \(x \in \hat{A}\) we have \(D_B'(x) \geq \hat{d}_B'(x) \geq D - 3\sqrt{\rho n} \geq \hat{d}_U(x)/2\). A similar statement holds for all \(x \in \hat{B}\), by our choice of vertex redistribution, completing the proof of (ii). For (i), note that \(|A\Delta A'| + |B\Delta B'| \leq |A_0| + |B_0| \leq \sqrt{\rho n}\). Now Lemma 3.18(i) with \(\rho, \sqrt{\rho}, \nu, \tau, A, B, A', B'\) playing the roles of \(\rho, \gamma, \nu, \tau, A, B, A', B'\) shows that \(U\) is a bipartite \((3\sqrt{\rho}, \nu/2, 2\tau)\)-robust expander component with bipartition \(A', B'\), which completes the proof of (i).

Finally, we can prove the existence of a polynomial-time algorithm to find a robust partition in regular graphs. Again, we follow the proof of [18] closely, but must suitably apply the algorithms developed in the previous section.

**Theorem 3.21.** For every \(0 < \tau < \alpha < 1\) and every non-decreasing function \(f : (0, 1) \rightarrow (0, 1)\) there is a \(n_0\) and a polynomial-time algorithm that does the following. Given an \(n\)-vertex \(D\)-regular graph \(G\) as input with \(n \geq n_0\) and \(D \geq \alpha n\), the algorithm finds a robust partition \(V\) with parameters \(\rho, \nu, \tau, k, \ell\) with \(1/n_0 < \rho < \nu < \tau; \rho < f(\nu)\), and \(1/n_0 < f(\rho)\).

**Proof.** Set \(t = \lceil 2/\alpha \rceil\). Define constants satisfying
\[
0 < 1/n_0 \ll \rho_1 \ll \nu_1 \ll \rho_2 \ll \nu_2 \ll \cdots \ll \rho_t \ll \nu_t \ll \tau' \ll \tau \leq \alpha.
\]
We start with the following claim:

**Claim 3.22.** There is some \(1 \leq h < t\) and a partition \(U\) of \(V(G)\) such that, for each \(U \in \mathcal{U}\), \(U\) is a \((\rho_h, \nu_h, \tau')\)-robust expander component or a bipartite \((\rho_h, \nu_h, \tau')\)-robust expander component. Furthermore, we can find \(U\) in polynomial time (and we can determine those \(U \in \mathcal{U}\) that are bipartite robust expander components together with a corresponding bipartition).

We will iteratively construct (in polynomial time) a partition \(\mathcal{U}_k\) of \(V(G)\) such that \(U\) is a \(\rho_k\)-component for all \(U \in \mathcal{U}_k\).
We know $V(G)$ is a $\rho_1$-component for any choice of $\rho_1 > 0$ and we set $U_0 = \{V(G)\}$.

Assume that for some $1 \leq i \leq t$ we have constructed such a partition $U_i$ of $V(G)$. We apply Algorithm 4 to each $U \in U_i$ with $\rho_i, \nu_i, \rho_{i+1}, \tau'$ playing the roles of $\rho, \nu, \rho', \tau$. If the algorithm finds some $U \in U_i$ for which it returns $U_1, U_2$, a partition of $U$ in which $U_1$ and $U_2$ are $\rho_{i+1}$-components, then we set $U_{i+1} := (U_i \setminus \{U\}) \cup \{U_1, U_2\}$ and we continue. Otherwise the algorithm determines that $G[U]$ is a robust $(\nu_t, \tau')$-expander or a bipartite robust $(\nu_t, \tau')$-expander for all $U \in U_i$ and so each $U \in U_i$ is a $(\rho_t, \nu_t, \tau')$-robust expander component or a bipartite $(\rho_t, \nu_t, \tau')$-robust expander component (and Algorithm 4 is able to determine which $U \in U_i$ are bipartite robust expander components and to determine a corresponding bipartition $A, B$ of any such $U$). In this case we are done with the claim provided $i < t$, which we now show.

By induction $|U_t| = i + 1$ and all $U \in U_{i+1}$ are $\rho_{i+1}$-components whenever $U_{i+1}$ is defined. To see that the process terminates before $U_t$, assume for the sake of contradiction that $U_t$ is defined. Since every $U \in U_i$ is a $\rho_t$-component, $|U| \geq (\alpha - \sqrt{\rho_t})n$ for all $U \in U_i$ by Proposition 3.6 and so
\[ n = |V(G)| \geq t(\alpha - \sqrt{\rho_t})n \geq \frac{2}{\alpha}(\alpha - \sqrt{\rho_t})n > n, \]
a contradiction, proving the claim.

So in polynomial time, we can find $U = \{U_1, \ldots, U_k, Z_1, \ldots, Z_{\ell}\}$ for some $k, \ell \in \mathbb{N}$, where $U_i$ is a $(\rho', \nu', \tau')$-robust expander component for all $1 \leq i \leq k$ and $Z_j$ is a bipartite $(\rho', \nu', \tau')$-robust expander component for all $1 \leq j \leq \ell$, where $\rho' = \rho_h, \nu' = \nu_h$ for some $h < t$. Furthermore our algorithm determines which $U \in U$ are bipartite robust expander components and gives corresponding bipartitions for them.

From Proposition 3.6 and Remark 3.7 we know that $|U_i| \geq (D - \sqrt{\rho_t}n)$ for $1 \leq i \leq k$ and $|Z_j| \geq 2(D - 2\sqrt{\rho_t}n)$ for $1 \leq j \leq \ell$. Therefore
\[ n = \sum_{1 \leq i \leq k} |U_i| + \sum_{1 \leq j \leq \ell} |W_j| \geq (D - 2\sqrt{\rho_t}n)(k + 2\ell) \]
and so
\[ k + 2\ell \leq \left\lfloor \frac{n}{D - 2\sqrt{\rho_t}n} \right\rfloor \leq \left\lfloor \frac{n}{(1 + \rho_t n/3) / D} \right\rfloor. \tag{3.18} \]
In particular $m := k + \ell \leq (k + 2\ell) \leq 2n/D \leq 2\alpha^{-1}$. Now we apply the algorithm of Lemma 3.19 (with $\rho'$ playing the role of $\rho$) to $U$ to obtain (in polynomial time) the partition $V = \{V_1, \ldots, V_k, W_1, \ldots, W_\ell\}$ of $V(G)$ satisfying (i)-(iv) so that in particular
\[ |U_i \Delta V_i|, |Z_i \Delta W_i| \leq \rho^{t/3}n \leq \nu' n \]
for all applicable $i$ and $j$. We now show that $V$ is a $(\rho, \nu, \tau)$-robust partition of $G$, where $\rho = 3^{3/2}\rho_t^{1/6}$, $\nu = \nu'/4$. Note that $\rho \leq f(\nu)$ by making a suitable choice of $\rho_i \ll \nu_i$ for each $i$ at the start. Similarly, a suitable choice of $\rho_1$ guarantees that $1/n_0 \leq f(\rho)$.

Obviously (D1) holds. For (D2), note that $V_i$ is a $\rho^{t/3}$-component by Lemma 3.19(ii). As $\rho^{t/3} \leq \rho$ and $|V_i| \geq D/2 \geq \sqrt{\rho_t}n$ (by Proposition 3.6),
$V_i$ is a $\rho$-component. By Lemma 3.19(i) and Lemma 3.16 with $\nu', \tau', U_i, V_i$ playing the roles of $\nu, \tau, U, U'$, we have that $G[V_i]$ is a robust $(\nu'/2, 2\tau')$-expander and thus also a robust $(\nu, \tau)$-expander. This shows (D2). To show (D3), recall that $G[Z_j]$ is a bipartite $(\rho', \nu', \tau')$-robust expander component and our algorithm gives us a partition $A_j', B_j'$ of $Z_j$ demonstrating this. We obtain a partition $A_j'', B_j''$ of $W_j$ by taking $A_j'' = A_j' \cap W_j$ and $B_j'' = W_j \setminus A_j''$ so that $|A_j'' \Delta A_j'| + |B_j'' \Delta B_j'| \leq |Z_j \Delta W_j| \leq \rho^{1/3} n$. Then Lemma 3.19(ii) together with Lemma 3.18(i) where $\rho', \rho^{1/3}, \nu', \tau', Z_j, W_j$ play the roles of $\rho, \gamma, \nu, \tau, U, U'$ imply that $G[W_j]$ is a bipartite $(3\rho^{1/3}, \nu'/2, 2\tau')$-robust expander component. Next we apply (the algorithm of) Lemma 3.20 with $(3\rho^{1/3}, \nu'/2, 2\tau', W_j, A_j'', B_j'')$ playing the roles of $(\rho, \nu, \tau, U, A, B)$ to obtain a bipartition $A_j, B_j$ of $W_j$ (in polynomial time). Now (D3) follows from Lemma 3.20(i). We find that (D4) follows from Lemma 3.19(iii) and (D5) follows from Lemma 3.20(ii). Lastly, (D6) follows from (3.18) and (D7) follows from Lemma 3.19(iv).

**Remark 3.23.** The running time of the algorithm of Theorem 3.21 is bounded by $O(n^2 \alpha^{-2})$ where $n = |V(G)|$. Indeed, examining the proof of Theorem 3.21, the algorithm in Claim 3.22 makes $O(t^2) = O(\alpha^{-2})$ calls to algorithm 4. Algorithm 4 makes a single call to each of Algorithms 1, 2, 3, and each of these algorithms requires at most $n$ applications of either Theorem 2.1 or Theorem 2.2 i.e. a total running time of $O(\alpha^{-2}) \cdot n \cdot O(n^2) = O(\alpha^{-2} n^3)$. This dominates the running time as the application of the (greedy) algorithms in Lemma 3.19 and Lemma 3.20 runs in time $O(n^3)$.

4. Finding almost-Hamilton cycles

In this section we show how to algorithmically determine whether a dense, regular graph $G$ has a very long cycle (missing at most a constant number of vertices) and how to construct such a cycle if it exists. The idea is that we first use the algorithm of the previous section to find a robust partition $U = \{U_1, \ldots, U_m\}$ of our input dense regular graph. Then we try to find a path system $P$ (defined below) that supplies all the edges of our desired cycle between the $U_i$.

What properties should the edges in such a path system have? For any (almost) Hamilton cycle $H$ of $G$, the edges of $H$ between the $U_i$ should connect up the $U_i$ in some sense; thus the path system $P$ should be connecting, which we define precisely below. The path system should also be balancing in some sense: if $U_i$ is a bipartite component with parts $A_i$ and $B_i$ then the edges of $H \cap G[A_i, B_i]$ hit an equal number of vertices from $A_i$ and $B_i$, so the remaining edges of $H$ (namely those of $P$) should counter any imbalance in the sizes of $A_i$ and $B_i$. It turns out that $G$ has a Hamilton cycle if and only if there is a connecting, balancing path system (with respect to $U$). This was established in [13]; see Lemma 4.1 below, which uses robust expansion to connect a connecting, balancing path system into a Hamilton cycle. Furthermore, it was shown in [13] that a balancing path system always exists for dense, regular graphs.

---

3If $U_i$ is a bipartite robust component with bipartition $A_i, B_i$ then $P$ may contain edges from $G[A_i]$ and $G[B_i]$ but not from $G[A_i, B_i]$.
Thus the problem of deciding (almost) Hamiltonicity reduces to the problem of deciding the existence of a connecting path system. We show how to determine this in polynomial time, which relies on the fact that the number of parts in \( \mathcal{U} \) is finite.

The constant number of vertices that our cycle might miss owes to the fact that it is not always possible to combine balancing and connecting path systems perfectly. Nonetheless, we shall see that a very long cycle exists if and only if there is a connecting path system.

4.1. Preliminaries. In this subsection, we recall some definitions and results that will be used later. We begin by defining the structure required between the parts of our robust partition that ensures a Hamilton cycle.

A path system \( \mathcal{P} = \{P_1, \ldots, P_k\} \) in a graph \( G \) is a collection of vertex-disjoint paths \( P_1, \ldots, P_k \) in \( G \). We also think of \( \mathcal{P} \) as a subgraph \( \mathcal{P} = \bigcup P_i \subseteq G \), so that \( V(\mathcal{P}) \) and \( E(\mathcal{P}) \) make sense.

**Reduced graphs** - Let \( G \) be a graph and \( \mathcal{U} \) a partition of \( V(G) \). For a path system \( \mathcal{P} \subseteq E(G) \) we define the reduced multigraph \( R_\mathcal{U}(\mathcal{P}) \) of \( \mathcal{P} \) with respect to \( \mathcal{U} \) to be the multigraph with vertex set \( \mathcal{U} \) and where there is an edge between \( U, U' \in \mathcal{U} \) for each path in \( \mathcal{P} \) whose endpoints are in \( U \) and \( U' \). We also define the reduced edge multigraph \( R'_\mathcal{U}(\mathcal{P}) \) of \( \mathcal{P} \) with respect to \( \mathcal{U} \) as the multigraph with vertex set \( \mathcal{U} \) and where there is an edge between \( U, U' \in \mathcal{U} \) for each edge in \( \mathcal{P} \) with endpoints in \( U, U' \). Note that both \( R_\mathcal{U}(\mathcal{P}) \) and \( R'_\mathcal{U}(\mathcal{P}) \) may contain loops and multiedges. We will often identify edges in \( R_\mathcal{U}(\mathcal{P}) \) (resp. \( R'_\mathcal{U}(\mathcal{P}) \)) with their corresponding paths (resp. edges) in \( \mathcal{P} \). We sometimes write \( R(\mathcal{P}) \) or \( R'(\mathcal{P}) \) if \( \mathcal{U} \) is clear from the context.

**Connecting and balancing path systems** - Let \( G \) be a graph and \( \mathcal{U} \) a partition of \( V(G) \). A path system \( \mathcal{P} \subseteq G \) is called \( \mathcal{U} \)-connecting if \( R_\mathcal{U}(\mathcal{P}) \) is Eulerian, that is if \( R_\mathcal{U}(\mathcal{P}) \) is connected and all vertices have even degree.

Let \( A, B \subseteq V(G) \) be two disjoint sets. We say \( \mathcal{P} \) is \( k \)-almost \( (A, B) \)-balancing if

\[
\left| |A| - e_\mathcal{P}(A, A \cup B) - 2e_\mathcal{P}(A) \right| - \left| |B| - e_\mathcal{P}(B, A \cup B) - 2e_\mathcal{P}(B) \right| \leq k
\]

and we say \( \mathcal{P} \) is \( (A, B) \)-balancing if it is 0-almost \( (A, B) \)-balancing. The significance of this is that, given any cycle \( C \) of \( G \) that covers all vertices of \( A \cup B \), if we delete from \( C \) all edges of \( E_G(A, B) \), the resulting path system will be \((A, B)\)-balancing.

For a robust partition \( \mathcal{V} = \{V_1, \ldots, V_k, W_1, \ldots, W_\ell\} \) of \( G \) where \( A_j, B_j \) is the corresponding bipartition of \( W_j \) for \( 1 \leq j \leq \ell \), we say \( \mathcal{P} \) is \( \mathcal{V} \)-balancing if it is \((A_i, B_i)\)-balancing for \( 1 \leq i \leq \ell \), and we say \( \mathcal{P} \) is \( k \)-almost \( \mathcal{V} \)-balancing if it is \( k \)-almost \((A_i, B_i)\)-balancing for \( 1 \leq i \leq \ell \) and \( \sum_{i=1}^{\ell} k_i \leq k \). The \( \mathcal{V} \)-imbalance of \( \mathcal{P} \) is the smallest \( k \) for which \( \mathcal{P} \) is \( k \)-almost \( \mathcal{V} \)-balancing. We will omit \( \mathcal{V} \) if it is clear from context.

The definitions introduced so far have been for \( \mathcal{U} \) a partition of \( V(G) \), but they extend in the obvious way when \( \mathcal{U} \) is a subpartition of \( V(G) \), i.e. where \( \mathcal{U} \) consists of disjoint subsets of vertices that do not necessarily cover all of \( V(G) \) (and where it is implicitly assumed that \( V(\mathcal{P}) \subseteq \bigcup_{U \in \mathcal{U}} U \)).

**Lemma 4.1** (Lemmas 7.8 and 6.2 in [18]). Let \( n, k, \ell \in \mathbb{N}_0 \) and \( 0 < 1/n \ll \rho \ll \nu \ll \tau \ll \eta < 1 \). Let \( G \) be a graph on \( n \) vertices and suppose that \( \mathcal{V} := \)}
Lemma 6.2 then shows how, given a $V$-cut of vertices $\nu, \tau$, we can appeal to their Theorem 6.7, we can do this in polynomial time by appealing to Theorem 5 in \cite{5}. We will always choose the parameters such that $1 < \alpha$. We now introduce the necessary definitions.

Path systems in dense regular graphs. Their setup is different from \cite{18}, so we now introduce the necessary definitions. Clustering - Let $c_{\text{min}} \in (0, 1)$ and let $G$ be a $D$-regular graph on $n$ vertices with $D \geq c_{\text{min}} n$. A clustering of $G$ with parameters $\zeta, \delta, \gamma, \beta, \eta$ is a partition $\{A_1, \ldots, A_r\}$ of $V(G)$ into non-empty sets satisfying the following properties:

(a) $G$ has at most $\eta n^2$ edges with ends in different $A_i$'s;
(b) for each $i \in [r]$, the minimum degree of $G[A_i]$ is at least $\delta n$;
(c) for each $i \in [r]$, $A_i$ has no $\zeta$-sparse cuts;
(d) for each $i \in [r]$, $A_i$ is either $\beta$-almost bipartite or $\gamma$-far from bipartite.

If $A_i$ is $\beta$-almost-bipartite, we also give an appropriate partition $X_i, Y_i$.

We will always choose the parameters such that $1/n < \eta < \beta < \gamma < \zeta < \delta$.

The following theorem says that a clustering always has a balancing path system. Here we think of a path system as a subgraph of $G$.

**Theorem 4.3** (Lemma 5 in \cite{13}). Let $1/n < \eta < \beta < \zeta < \delta < 1$. Suppose $G$ is an $n$-vertex, $D$-regular graph with $D \geq c_{\text{min}} n$ and $A = \{A_1, \ldots, A_r\}$ is a clustering of $G$ with parameters $\zeta, \delta, \gamma, \beta, \eta$, and assume that whenever $A_i$ is $\beta$-almost-bipartite the corresponding partition of $A_i$ is $X_i, Y_i$. Then there exists a path system $H \subseteq G$ with the following properties:

赛道 {V_1, \ldots, V_k, W_1, \ldots, W_\ell}$ is a weak robust subpartition of $G$ with parameters $\rho, \nu, \tau, \eta, k, \ell$. For each $1 \leq j \leq \ell$, let $A_j, B_j$ be the bipartition of $W_j$. If $\mathcal{P}$ is a $V$-connecting, $V$-balancing path system such that $|V(\mathcal{P}) \cap X| \leq \rho n$ for all $X \in V$ then there is a cycle $C$ in $G$ that contains every vertex in $\cup_{U \in V} U$. Furthermore there is a polynomial-time algorithm for constructing such a cycle.

**Remark 4.2.** Lemma 4.1 follows directly from Lemmas 7.8 and 6.2 in \cite{18}. We do not state these results because their statements involve extraneous definitions not required for our purposes. Instead we briefly discuss the relevant results informally and how to make them algorithmic.

In this paper, our definition of $V$-balancing is different from that used in \cite{18}. Lemma 7.8 from \cite{18} is used to show that a path system $\mathcal{P}$ satisfying the conditions of Lemma 4.1 can be used to construct a so-called $V$-tour, which satisfies their stronger definition of balance. The proof is constructive and easily gives a polynomial-time algorithm for constructing such a $V$-tour. Lemma 6.2 then shows how, given a $V$-tour, one can construct a cycle $C$ as in Lemma 4.1. The proof shows explicitly how to reduce this problem to that of finding a Hamilton cycle in a robust $(\nu, \tau)$-expander. While they appeal to their Theorem 6.7, we can do this in polynomial time by appealing to Theorem 5 in \cite{3}.

Next we will state the results from \cite{13} that allow one to find balancing path systems in dense regular graphs. Their setup is different from \cite{18}, so we now introduce the necessary definitions.

**$\alpha$-sparse and $\alpha$-far from bipartite** - Let $G$ be a graph on $n$ vertices. A cut of a set $A \subseteq V(G)$ is a partition $X, Y$ of $A$, where $X$ and $Y$ are both non-empty. We say that a cut $X, Y$ is $\alpha$-sparse if $e_G(X, Y) \leq \alpha |X||Y|$. We say that a set $A \subseteq V(G)$ is $\alpha$-almost-bipartite if there exists a partition $X, Y$ of $A$ such that $G[A]$ has at most $\alpha n^2$ edges that are not in $E_G(X, Y)$. Otherwise, we say that $A$ is $\alpha$-far-from-bipartite.

**Clustering** - Let $c_{\text{min}} \in (0, 1)$ and let $G$ be a $D$-regular graph on $n$ vertices with $D \geq c_{\text{min}} n$. A clustering of $G$ with parameters $\zeta, \delta, \gamma, \beta, \eta$ is a partition $\{A_1, \ldots, A_r\}$ of $V(G)$ into non-empty sets satisfying the following properties:

(a) $G$ has at most $\eta n^2$ edges with ends in different $A_i$'s;
(b) for each $i \in [r]$, the minimum degree of $G[A_i]$ is at least $\delta n$;
(c) for each $i \in [r]$, $A_i$ has no $\zeta$-sparse cuts;
(d) for each $i \in [r]$, $A_i$ is either $\beta$-almost bipartite or $\gamma$-far from bipartite.

If $A_i$ is $\beta$-almost-bipartite, we also give an appropriate partition $X_i, Y_i$.

We will always choose the parameters such that $1/n < \eta < \beta < \gamma < \zeta < \delta$.

The following theorem says that a clustering always has a balancing path system. Here we think of a path system as a subgraph of $G$.

**Theorem 4.3** (Lemma 5 in \cite{13}). Let $1/n < \eta < \beta < \zeta < \delta < 1$. Suppose $G$ is an $n$-vertex, $D$-regular graph with $D \geq c_{\text{min}} n$ and $A = \{A_1, \ldots, A_r\}$ is a clustering of $G$ with parameters $\zeta, \delta, \gamma, \beta, \eta$, and assume that whenever $A_i$ is $\beta$-almost-bipartite the corresponding partition of $A_i$ is $X_i, Y_i$. Then there exists a path system $H \subseteq G$ with the following properties:
(a) For each \( i \in [r] \) such that \( A_i \) is \( \beta \)-almost-bipartite, we have
\[
2e_H(X_i) - 2e_H(Y_i) + e_H(X_i, A_i) - e_H(Y_i, A_i) = 2(|A_i| - |B_i|);
\]
(b) The number of leaves (i.e. vertices of degree 1) of \( H \) in \( A_i \) is even for all \( 1 \leq i \leq r \);
(c) \( |V(H)| \leq \xi n \).
Furthermore, there is a randomized algorithm that finds \( H \) with probability \( p > \frac{3}{4} \) and runs in time polynomial in \( n \).

Remark 4.4. Note firstly that (a) says that \( H \) is an \( A \)-balancing path system. We shall see in the next lemma that a robust partition is a clustering, so this gives us a way of obtaining balancing path systems for robust partitions.

The lemma above is not stated to be algorithmic in [13], but in fact their probabilistic proof essentially gives a (randomised) polynomial-time algorithm. Also, their proof requires that the probability \( p \) of success be positive, but the analysis can easily be modified to show a lower bound of e.g. \( p > \frac{3}{4} \).

As Theorem 4.3 uses the concept of a clustering, we use the following lemma to show that a robust partition is also a clustering. This allows us to apply Theorem 4.3 to a robust partition.

Lemma 4.5. For every non-decreasing function \( f : (0, 1) \rightarrow (0, 1) \) there is a non-decreasing function \( f' : (0, 1) \rightarrow (0, 1) \) satisfying \( f'(x) < f(x) \) for all \( x \in (0, 1) \) such that the following holds. For any choice of parameters \( \rho, \nu, \tau, \alpha, n, k, \ell \) satisfying \( 1/n \leq \rho \ll f' \nu \leq \tau \ll f' \alpha \) and \( n, k, \ell \in \mathbb{N} \) there exist parameters \( \zeta, \delta, \gamma, \beta, \eta \) satisfying \( \rho \ll f \eta \ll f \beta \ll f \gamma \ll f \zeta \ll f \nu \) and \( \tau < \delta < \alpha \) such that if \( G \) is an \( n \)-vertex \( D \)-regular graph with \( D \geq \alpha n \) and \( V \) is a robust partition of \( G \) with parameters \( \rho, \nu, \tau, k, \ell \) then \( V \) is also clustering with parameters \( \zeta, \delta, \gamma, \beta, \eta \).

Remark 4.6. A proof of the above lemma is provided in the appendix for completeness.

4.2. Path systems and long cycles. The first lemmas in this subsection, 4.7 to 4.11 show how to find connecting path systems. The rest of the chapter shows how to combine all the elements. Lemma 4.13 allows us to combine balancing and connecting path systems into a single path system that is connecting and almost balancing, and Lemma 4.15 allows us to extend this path system into a very long cycle (by applying Lemma 4.1). At the end of the section comes the proof of Theorem 1, which describes the whole algorithm.

Lemma 4.7. Let \( G \) be a graph, let \( \mathcal{U} = \{U_1, \ldots, U_m\} \) be a partition of \( V(G) \), and let \( \mathcal{C} \) be a \( \mathcal{U} \)-connecting path system in \( G \). Then there exists a \( \mathcal{U} \)-connecting path system \( \mathcal{C}' \) such that
\[
(a) E(\mathcal{C}') \cap E(G[V_i]) = \emptyset \text{ for all } i = 1, \ldots, m \text{ and }
(b) |E(\mathcal{C}') \cap E(G[V_i, V_j])| \leq 2 \text{ for all } 1 \leq i < j \leq m.
\]

Proof. For any path \( P = v_1v_2\cdots v_j \) in \( \mathcal{C} \), if two vertices of \( P \) belong to the same component \( U \in \mathcal{U} \), let \( v_a \) and \( v_b \) be the first and last vertices of
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Figure 2. Example: The path $v_1 \ldots v_7$ from $U_1$ to $U_5$ has the edges between $v_2$ and $v_6$ pruned, resulting in two paths (thick lines), one from $U_1$ to $U_2$ and one from $U_2$ to $U_5$. Note that this ensures that $\mathcal{C}'$ contains no edges inside components.

$P$ that belong to $U$ and replace $P$ with the paths $v_1Pv_a$ and $v_bPv_j$; it is easy to see that the resulting path system is $U$-connecting (see Figure 2).

We make replacements as described above until no paths contain multiple vertices from the same component and we call the resulting $U$-connecting path system $C^*$. Next we show how to reduce the number of edges between components.

Claim 4.8. Let $D$ be a $U$-connecting path system (i.e. $R_U(D)$ is Eulerian). For $X,Y \in U$ such that $E_D(X,Y) > 2$, it is possible to find two edges $e,f \in E_D(X,Y)$ such that $D' = D \setminus \{e,f\}$ is a $U$-connecting path system. (Here deleting $e,f$ from $D$ may create isolated vertices which we remove to form $D \setminus \{e,f\}$.)

Proof of claim. We first note that if $e \in E_D(X,Y)$, then the effect of deleting $e$ from $D$ is to keep all degrees of $R(D)$ unchanged except that the degrees of $X$ and $Y$ will increase or decrease by 1. (Note that we only get a decrease by 1 if $e$ is the first or last edge of a path in $D$.) Therefore removing two edges of $E_D(X,Y)$ from $D$ preserves the parity of all vertices of $R(D)$.

Next suppose that $R(D)$ is Eulerian (and hence connected). Hence $R(D)$ is in fact 2-edge connected (since an Eulerian graph can be decomposed into cycles but a cut edge cannot belong to a cycle). Therefore by Menger’s theorem there are two edge-disjoint paths $Q_1$ and $Q_2$ between $X$ and $Y$ in $R(D)$. Given any three edges of $E_D(X,Y)$, we can find two, say $e,f$, that miss either $Q_1$ or $Q_2$, say $Q_1$.

Let $P_e$ be the path of $D$ containing $e$. The effect on $R(D)$ of removing $e$ from $D$ is to replace some edge $AB$ with two edges $AX, BY$. Therefore $A$ and $B$ are still connected in $R(D \setminus \{e\})$ via the path $AXQ_1YB$. Similarly, deleting $f$ keeps the reduced graph connected. Therefore $R(D \setminus \{e,f\})$ is connected with all degree parities preserved, so is Eulerian, i.e. $D' = D \setminus \{e,f\}$ is a connecting path system.

4It does not affect what follows, but strictly speaking, if $e$ is the first (resp. last) edge of $P_e$ then $AX$ (resp. $BY$) is a loop and is not present in $R(D \setminus \{e\})$. 

□
We construct $C'$ from $C^*$ by iteratively applying the previous claim whenever possible. By construction $D$ is a $U$-connecting path system satisfying (a) and (b).

The next lemma will be useful in our algorithm for detecting graphs that do not have very long cycles. It essentially says that the absence of a $U$-connecting path system implies the absence of a very long cycle.

**Lemma 4.9.** Let $G$ be a graph and $U = \{U_1, \ldots, U_m\}$ be a partition of $V(G)$. If there exists a cycle $K$ in $G$ that contains at least $r > 2m$ vertices from each $U \in U$, then there also exists a $U$-connecting path system $C$ with at most $m^2 - m$ edges. Further, $C$ contains at most two edges between any two $U_i, U_j \subseteq U$.

**Proof.** We start by deleting edges from $K$ to form a path system $C^*$ such that $R_U(C^*)$ is a Hamilton cycle on $U$.

**Claim 4.10.** There exist vertex-disjoint paths $P_1, \ldots, P_m \subseteq K$ such that the endpoints of $P_i$ are in $U_i$.

**Proof of claim.** Suppose, by induction, we have found vertex-disjoint paths $P_1, \ldots, P_{k-1}$ (with $k \leq m$) such that

- (a) each $P_i$ (with $i \leq k - 1$) has its endpoints in $U_i$ (after relabelling of indices);
- (b) $K \setminus (\cup_{i=1}^{k-1}V(P_i))$ is a union of paths that visits $U_i$ at least $r - (k - 1) > m$ times for each $i \geq k$.

Any vertex of $\bigcup_{i=1}^{m} U_i$ is called untreated. We know that since $K$ is a cycle, $K \setminus (\cup_{i=1}^{k-1}V(P_i))$ is a disjoint union of $k - 1$ paths, which we denote by $Q_1, \ldots, Q_{k-1}$. At least one of these paths, say $Q_1$, must contain at least $(r - k + 1)(m - k + 1)/(k - 1) > m - k + 1$ untreated vertices. Pick two untreated vertices $a, b \in V(Q_1)$ that are as close together as possible and belong to the same $U_j$ for some $j \geq k$. In particular, no two internal untreated vertices of $aQ_1b$ belong to the same $U_i$ and so $aQ_1b$ contains at most $m - k + 1$ untreated vertices. Then we swap the indices of $U_j$ and $U_k$ and set $P_k = aQ_1b$. It is clear that (a) holds with $k - 1$ replaced by $k$. Since, for each $i \geq k + 1$, the path $P_k$ visits each $U_i$ at most once, part (b) also holds. (It is easy to see that a slight variant of the above argument allows us to pick the first path.)

Let $C^*$ be the set of non-trivial paths of $K \setminus \bigcup_{i=1}^{m} E(P_i)$: it is easy to see that $C^*$ is a Hamilton cycle on $U$ and so is a $U$-connecting path system. Then, by the previous lemma applied to $C^*$, there exists a $U$-connecting path system $C$ that has no edges inside any $U \in U$ and that has at most 2 edges between any distinct $U_i, U_j \in U$ (and therefore has at most $m(m - 1)$ edges).

The following lemma gives an algorithm for deciding whether a graph with vertex partition $V$ has a $V$-connecting path system.

**Lemma 4.11.** Let $G$ be a graph on $n$ vertices and $V$ a partition of $V(G)$ with $|V| = m$. There exists an algorithm that determines whether there exists a $V$-connecting path system in $G$, and if one does, then the algorithm finds one with at most $m^2 - m$ edges. This algorithm runs in time $m^O(m^2) + O(m^2n^{3/2})$. 
Proof. The algorithm proceeds by first preselecting a small number of plausible edges and then using brute force to find a connecting path system as a subset of these edges. The preselected edges are chosen such that if a \( \mathcal{V} \)-connecting path system exists, then one exists amongst the preselected edges.

Assume \( \mathcal{V} = \{ V_1, \ldots, V_m \} \). For each \( 1 \leq i < j \leq m \), let \( E_{i,j} \subseteq E_G(V_i, V_j) \) be defined as follows. If the bipartite graph \( G[V_i, V_j] \) contains a matching of size \( 4m \), let \( E_{i,j} \) be the edges in any such matching. If not then \( G[V_i, V_j] \) has a dominating set \( F_{i,j} \) of size at most \( 8m \) (taking the vertices incident to a maximum matching). For each vertex \( v \) in \( F_{i,j} \), select any set \( E_{i,j}^v \) of \( \min(d_{G[V_i, V_j]}(v), 2m) \) edges incident to \( v \) in \( G[V_i, V_j] \) and take \( E_{i,j} = \bigcup_{v \in F_{i,j}} E_{i,j}^v \). Finally our preselected edge set is defined to be \( E' := \bigcup_{i<j} E_{i,j} \).

Next we show that if a \( \mathcal{V} \)-connecting path system \( \mathcal{C} \) exists, then also a \( \mathcal{V} \)-connecting path system \( \mathcal{D} \subseteq E' \) exists. By Lemma 4.7 we may assume that \( \mathcal{C} \) has no edges inside any \( V_i \) and has at most two edges between each pair \( V_i, V_j \) (so in particular there are at most \( 2(m-1) \) edges of \( E(\mathcal{C}) \) incident with \( V_i \) (and \( V_j \))).

Claim 4.12. Let \( \mathcal{C} \) be any \( \mathcal{V} \)-connecting path system as described above, i.e. \( \mathcal{C} \) has no edges inside any \( V_i \) and has at most two edges between each pair \( V_i, V_j \). Then for any \( e \in E(\mathcal{C}) \), we can find \( r(e) \in E' \) such that

(R1) if \( e \) has its endpoints in \( V_i \) and \( V_j \), then so does \( r(e) \);
(R2) for all \( f \in E(\mathcal{C}) \setminus \{ e \} \), if \( e \cap f = \emptyset \), then \( r(e) \cap f = \emptyset \).

We will repeatedly apply this claim to replace edges \( e \in \mathcal{C} \) with edges \( r(e) \in E' \) to obtain \( \mathcal{D} \).

Proof of claim. In order to find \( r(e) \) satisfying (R1) and (R2), assume \( e \) has endpoints in \( V_i \) and \( V_j \). If \( e \in E'(i) \) then set \( R(e) = e \) and note that (R1) and (R2) clearly hold. If not, then we have two cases to consider.

If \( E_{i,j} \) is a matching of size \( 4m \) then at least one edge of \( E_{i,j} \) is not incident with any edge in \( E(\mathcal{C}) \) (since there are at most \( 2(m-1) \) edges of \( \mathcal{C} \) incident with any \( V_i \) and this is the edge we choose as \( r(e) \); clearly (R1) and (R2) hold in this case.

If \( E_{i,j} \) is not a matching of size \( 4m \), then \( e \) is incident to some vertex \( v \in F_{i,j} \), so assume \( e = vv' \) and that \( v \in V_i \) and \( v' \in V_j \). Since \( e \notin E_{i,j} \), then \( E_{i,j} \) has \( 2m \) edges incident to \( v \), and so there is at least one edge \( vv^* \in E_{i,j} \) such that \( v^* \) is not incident to any edge in \( E(\mathcal{C}) \) (again since there are at most \( 2(m-1) \) edges of \( \mathcal{C} \) incident to \( V_j \)), and we choose \( r(e) = vv^* \). Again (R1) and (R2) follow by construction.

We now apply the above claim to \( \mathcal{C} \), replacing each edge \( e \in E(\mathcal{C}) \) with \( r(e) \) one at a time (each time updating \( \mathcal{C} \) before the next application of the claim). Denote the resulting set of edges by \( \mathcal{D} \). Note that \( E(\mathcal{D}) \subseteq E' \) and

(a) if \( e \in E(\mathcal{C}) \) has its endpoints in \( V_i \) and \( V_j \), then so does \( r(e) \in \mathcal{D} \);
(b) if \( e, f \in \mathcal{C} \) are independent (i.e. \( e \cap f = \emptyset \)) then so are \( r(e) \) and \( r(f) \).

Here (b) holds because (R2) guarantees we never introduce any new incidences during the process of replacing edges.
It is easy to see from (b) that \( D \) is a path system, and we now check that \( D \) is \( \mathcal{V} \)-connecting. By (a) and (b), for any path \( P \in \mathcal{C} \), the set of edges \( \{r(e) : e \in E(P)\} \) is a union of vertex-disjoint paths \( P_1, \ldots, P_t \) with \( P_i = a_i P_i b_i \) and \( a_{i+1} b_i \) belong to the same \( V \in \mathcal{V} \). Therefore each edge \( e = VV' \in R(\mathcal{C}) \) corresponds to a path from \( V \) to \( V' \) in \( R(D) \) (with edges \( e_1, \ldots, e_t \) corresponding to the paths \( P_1, \ldots, P_t \)). This shows that \( R(D) \) can be obtained from \( R(\mathcal{C}) \) by replacing each edge with a path having the same endpoints as the edge: it is now clear that if \( R(\mathcal{C}) \) is Eulerian then so is \( R(D) \) and so \( D \) is \( \mathcal{V} \)-connecting.

We have now shown that if a \( \mathcal{V} \)-connecting path system exists, then one exists inside \( \mathcal{E}' \) (and we have seen that it uses at most 2 edges between each \( V_i, V_j \), so at most \( m^2 - m \) edges in total). For the algorithm to find such a path system, we first construct each \( E_{i,j} \); the running time here is dominated in searching for a maximum matching in each \( G[V_i, V_j] \), which takes total time \( \left( \binom{m}{2} \right) n^{2.5} \) (using e.g. the Hopcroft-Karp algorithm [14]). We then check every possible way of selecting at most two edges from each \( E_{i,j} \); since \( E_{i,j} \) has size at most \( (8m)(2m) = 16m^2 \), there are \( \left( \binom{16m^2}{2} + 16m^2 + 1 \right) \binom{m}{2} = m^{O(m^2)} \) possibilities. If a \( \mathcal{V} \)-connecting path system exists, then one of these possibilities will give us one and it takes time \( m^{O(m^2)} + O(m^2 n^{2.5}) \)-time to determine this.

The next lemma allows us to combine a connecting path system with a balancing path system into a path system that is connecting and almost-balancing.

**Lemma 4.13.** Given a graph \( G \) on \( n \) vertices with a robust partition \( \mathcal{V} = \{V_1, \ldots, V_k, W_1, \ldots, W_\ell\} \), a \( \mathcal{V} \)-balancing path system \( \mathcal{B} \) and a \( \mathcal{V} \)-connecting path system \( \mathcal{C} \), there exists a connecting, \( (\lceil E(\mathcal{C}) \rceil + m - 1) \)-almost balancing path system \( \mathcal{P} \), where \( m := k + \ell \) is the number of components in \( \mathcal{V} \), and \( \mathcal{P} \subseteq \mathcal{B} \cup \mathcal{C} \) (when thought of as sets of edges). Furthermore, \( \mathcal{P} \) can be constructed in time polynomial in \( n \). (Note that we suppress the parameters of the robust partition as they are irrelevant for this lemma.)

**Proof.** We begin by constructing \( \mathcal{B}' \subseteq \mathcal{B} \) as follows: First delete any edge from \( \mathcal{B} \) that shares a vertex with an edge from \( \mathcal{C} \) to obtain \( \mathcal{B}' \). As each edge in \( \mathcal{C} \) is incident to at most four edges in \( \mathcal{B} \), we delete at most \( 4|E(\mathcal{C})| \) edges here.

**Claim 4.14.** There exists \( \mathcal{B}' \subseteq \mathcal{B} \) such that \( |E(\mathcal{B}') \setminus E(\mathcal{B}')| \leq m - 1 \) and every vertex of \( R_\mathcal{V}(\mathcal{B}') \) has even degree.

**Proof of claim.** Consider a connected component \( X \) of the multigraph \( R_\mathcal{V}(\mathcal{B}') \). As in any graph, there are an even number of vertices with odd degree in \( X \). For each component of \( R_\mathcal{V}(\mathcal{B}') \), pair up these vertices arbitrarily and find paths (not necessarily disjoint) between each pair within \( R_\mathcal{V}(\mathcal{B}') \) (which is possible since each pair belongs to the same connected component of \( R_\mathcal{V}(\mathcal{B}') \)); call these paths \( P_1, \ldots, P_t \). Set \( Q = \Delta_{i=1}^t P_i \) as the symmetric difference of the edge sets of \( P_1, \ldots, P_t \). Note that removing all edges in \( Q \) from \( R_\mathcal{V}(\mathcal{B}') \) will result in a graph with even degree in each vertex. Next, construct \( Q' \) from \( Q \) by iteratively removing edges that form cycles, where
we count a double edge as a cycle. Do this until no cycles remain, i.e. \( Q' \) is a forest so has at most \( m - 1 \) edges. Again, removing the edges in \( Q' \) from \( \mathcal{R}_V(B') \) results in a graph with even degree in each vertex. The edges in \( Q' \) correspond to edges in \( B' \) that we delete to construct \( B' \), and so \( \mathcal{R}'_V(B') \) has even degree in every vertex. As the parity of each degree in \( \mathcal{R}_V(B') \) and \( \mathcal{R}'_V(B') \) are the same, \( \mathcal{R}_V(B') \) has even degree in each vertex. \( \square \)

We construct \( \mathcal{P} \) as the union of \( B' \) and \( C \). Both \( R_V(B') \) and \( R_V(C) \) have even degree for every vertex and so this also holds for \( R_V(\mathcal{P}) \). Since \( R_V(C) \) is connected so is \( R_V(\mathcal{P}) \) and so \( \mathcal{R}_V(\mathcal{P}) \) is Eulerian, i.e. \( \mathcal{P} \) is \( V \)-connecting.

By construction \( \mathcal{P} \) arises from \( \mathcal{B} \) by at most \( 5|E(\mathcal{C})| + m - 1 \) additions or deletions of edges, each of which contributes at most 1 to the \( \mathcal{P} \)-imbalance of \( \mathcal{P} \). It is straightforward to see that \( \mathcal{P} \) can be constructed in time polynomial in \( n \) given \( G, B, C \). \( \square \)

If we have a connecting, almost balancing path system (as provided by the previous lemma) with respect to a robust partition, then we can use Lemma 4.1 to construct a very long cycle, as described below.

**Lemma 4.15.** Let \( 0 < 1/\eta_0 < \rho \leq \gamma \leq \nu \leq \tau \leq \alpha < 1 \) and \( t \leq \rho n \). There is an algorithm that, given an \( n \)-vertex, \( D \)-regular graph \( G \) with \( n \geq n_0 \) and \( D \geq \alpha n \) and a robust partition \( \mathcal{V} = \{ V_1, \ldots, V_k, W_1, \ldots, W_\ell \} \) of \( G \) with parameters \( \rho, \nu, \tau, k, \ell \) and a \( V \)-connecting \( t \)-almost balancing path system \( \mathcal{P} \) with \( |V(\mathcal{P}) \cap V| \leq \gamma n \) for all \( V \in \mathcal{V} \), constructs a cycle through all but at most \( t \) vertices of \( G \). It does this in time polynomial in \( n \).

**Proof.** We use Lemma 2.4 to see that \( \mathcal{V} \) is also a weak robust subpartition with parameters \( \rho, \nu, \tau, \eta, k, \ell \) where we set \( \eta = \alpha^2/2 \).

For \( 1 \leq j \leq \ell \), let \( t_j \) be such that \( \sum t_j = t \) and such that \( \mathcal{P} \) is \( t_j \)-almost \((A_j, B_j)\)-balancing, where \( A_j, B_j \) is the bipartition corresponding to \( W_j \). By selecting \( t_j \) vertices \( T_j \) from either \( A_j \setminus V(\mathcal{P}) \) or \( B_j \setminus V(\mathcal{P}) \), we can ensure that \( \mathcal{P} \) is \((A_j \setminus T_j, B_j \setminus T_j)\)-balancing. Set \( T = \bigcup T_j \) so that \( |T| = t \leq \rho n \) and define \( \mathcal{V}' = \{ V_1', \ldots, V_k', W_1', \ldots, W_\ell' \} \) with \( V_i' = V_i \setminus T = V_i \) and \( W_j' = W_j \setminus T \) with \( A_j \setminus T, B_j \setminus T \) as the bipartition of \( W_j' \).

Next we show that \( \mathcal{V}' \) is a weak robust subpartition of \( G \) with parameters \( 3\gamma, \nu/2, 2\tau, \alpha^2/4, k, \ell \).

First we apply Lemma 3.18(ii) to each \( W_j \) with \( W_j \setminus T \) playing the role of \( U' \). As \(|W_j \setminus W_j'| \leq \rho n \leq \gamma n \), we see that each \( W_j \) is a bipartite \((3\gamma, \nu/2, 2\tau)\)-robust expander component of \( G \) (with bipartition \( A_j \setminus T, B_j \setminus T \) by Lemma 3.18(i)). Clearly each \( V_i' = V_i \) remains a \((\rho, \nu, \tau)\)-robust expander component and so is a \((3\gamma, \nu/2, 2\tau)\)-robust expander component as well. This shows that (D3' and (D3') hold. (D1') obviously holds, and as \(|T| \leq \rho n \), it is easy to see that (D4') and (D5') also hold.

To construct the desired cycle (i.e. one that contains every vertex of \( V(G) \setminus T \)), we apply Lemma 4.1 with \( G, 3\gamma, \nu/2, 2\tau, \alpha^2/4, n, k, \ell, \mathcal{V}', \mathcal{P} \) playing the roles of \( G, \rho, \nu, \tau, \eta, n, k, \ell, \mathcal{V}, \mathcal{P} \). We obtain a cycle \( C \) that contains all vertices in \( \bigcup_{X \in \mathcal{V}'} X = V(G) \setminus T \). Moreover, this cycle can be found in time polynomial in \( n \) since we can find \( T \) in polynomial time and apply Lemma 4.1 in polynomial time. \( \square \)

Finally, we prove the main result, which we repeat here for convenience.
Theorem 1. For every $\alpha \in (0, 1]$, there exists $c = c(\alpha) = 100\alpha^{-2}$ and a (deterministic) polynomial-time algorithm that, given an $n$-vertex $D$-regular graph $G$ with $D \geq \alpha n$ as input, determines whether $G$ contains a cycle on at least $n - c$ vertices. Furthermore there is a (randomised) polynomial-time algorithm to find such a cycle if it exists.

Proof. We are given $\alpha$ in the statement of the theorem. We will choose non-decreasing functions $f_1, f_2, f_3, f_4 : (0, 1) \rightarrow (0, 1)$ with $f_i(x) \leq x$ for all $x \in (0, 1), i \in [4]$ as follows. Let $f_1$ be the function governing the hierarchy in the statement of Lemma 4.15 and let $f_2$ be the function governing the hierarchy of Theorem 4.13 Define $f_3 : (0, 1) \rightarrow (0, 1)$ as $f_3(x) = \min\{f_1(x), f_2(x), \alpha^2 x^2 / 100\}$. Applying Lemma 4.5 with $f_3$ playing the role of $f$, let $f_4$ be the function we obtain (i.e. $f_4 := f$) and note that $f_4(x) \leq f_3(x)$ for all $x \in (0, 1)$.

We define $\tau = f_4(\alpha)$ and apply Theorem 3.21 with $\tau, \alpha, f_4$ playing the roles of $\tau, \alpha, f$ to obtain a number $n_0 \in \mathbb{N}$. Define $c := 100\alpha^{-2}$. So far we have defined $f_1, \ldots, f_4, \tau, \alpha, n_0, c$.

Given an $n$-vertex $D$-regular graph $G$ with $D \geq \alpha n$, if $n \leq \max(n_0, 1000\alpha^{-3})$ we can use brute force to determine in polynomial time if there exists a cycle in $G$ on at least $n - c$ vertices. So we assume that $n \geq \max(n_0, 1000\alpha^{-3})$.

By applying Theorem 3.21 to $G$ (with $\tau, \alpha, n_0$ as above and $f = f_4$), we obtain a robust partition $\mathcal{V}$ of $G$ with parameters $\rho, \nu, \tau, k, \ell$ satisfying

$$1/n_0 \ll f_4, \rho \ll f_4, \nu \leq \tau \ll f_4, \alpha.$$  

Set $m := k + \ell = |\mathcal{V}|$ and note that $m \leq (1 + \rho^{1/3})/\alpha \leq 2\alpha^{-1}$.

We claim that $G$ contains a cycle with at least $n - c$ vertices if and only if $G$ has a $\mathcal{V}$-connecting path system. The claim proves the first part of the Theorem because, by applying the algorithm of Lemma 4.11, we can determine in time polynomial in $n$ whether $G$ has a $\mathcal{V}$-connecting path system (and if it does, we can find one in time polynomial in $n$ with at most $m^2$ edges).

So let us prove the claim. First assume $G$ has no $\mathcal{V}$-connecting path system. Then by Lemma 4.19 for every cycle $K$ of $G$, there is some $U \in \mathcal{V}$ such that $K$ contains at most $2m$ vertices of $U$; in particular $K$ misses at least

$$|U| - 2m \geq (\alpha - \sqrt{\rho})n - 2m \geq (\alpha/2)n - 2m \geq c$$

vertices, where the first inequality is by Proposition 3.6 the second since $\rho \ll f_4, \alpha$ with $f_4(x) \leq f_3(x) \leq x^2/4$, and the third by our choice of $n$ large and $c$.

Now suppose $G$ contains a $\mathcal{V}$-connecting path system. Then we know there exists a $\mathcal{V}$-connecting path system $\mathcal{P}$ with at most $m^2$ edges. By Lemma 4.5 with $f_3, f_4$ playing the roles of $f, f'$ and using (4.1), we see that $\mathcal{V}$ is a clustering with parameters $\varsigma, \delta, \gamma, \beta, \eta$ where

$$1/n \ll f_3, \rho \ll f_3, \eta \ll f_3, \beta \ll f_3, \gamma \ll f_3, \varsigma \ll f_3, \nu \leq \tau \leq \delta \leq \alpha.$$

Set $\xi := \gamma$. In particular $n, \eta, \beta, \gamma, \xi, \varsigma, \delta$ satisfy the hierarchy needed to apply Theorem 4.3 to $G$ (with $\mathcal{V}, \alpha$ playing the roles of $\mathcal{A}, \alpha_{\min}$). Thus there exists $H \subseteq G$ that is $\mathcal{V}$-balancing (by part (a)) and such that $|V(H)| \leq \xi n = \gamma n$ (by part (c)). Now applying Lemma 4.13 with $G, \mathcal{V}, H, \mathcal{P}$ playing
the roles of $G, V, E, C$, there exists a $V$-connecting, $r$-almost balancing path system $\mathcal{P}' \subseteq \mathcal{P} \cup H$ where $r \leq 5|E(P)| + m - 1 \leq 5m^2 + m \leq c$ (hence $\mathcal{P}'$ is also $c$-almost balancing). Note that for each $U \in V$, we have $|V(\mathcal{P}') \cap U| \leq |V(H) \cap U| + |V(\mathcal{P})| \leq \xi n + 2m^2 \leq 2\xi n$. By Lemma 4.13 with $G, V, P', \rho, 2\xi, \nu, \tau, \alpha, c$ playing the role of $G, V, P, \rho, \gamma, \nu, \tau, \alpha, t$, we see there exists a cycle $C$ in $G$ with at least $n - c$ vertices. We note that the required hierarchy for applying Lemma 4.15 follows from (4.2) and our choice of $f_3$ and it is also easy to see that $c \leq \rho n$ (since $1/n \ll f_3 \rho$ and our choice of $f_3$).

This proves the claim.

Finally, if our algorithm determines that there exists a cycle in $G$ with at least $n - c$ vertices then there is also a polynomial-time algorithm to construct such a cycle. Indeed repeating the argument above with the corresponding algorithms, in polynomial time we can construct $\mathcal{P}$ (Lemma 4.11) and $H$ (Theorem 4.3 and Remark 4.4) and therefore also $\mathcal{P}'$ (Lemma 4.13) and hence also $C$ (Lemma 4.15). $\square$

**Remark 4.16.** The algorithm in Theorem 1 (for determining the existence of the cycle) has a crude running time upper bound of $O(\alpha^{-2}n^3) + O(\alpha^{-4}n^{5/2}) + g(\alpha)$, for some function $g$. Indeed $O(\alpha^{-2}n^3)$ comes from the application of Theorem 3.21 and Lemma 4.11. The contribution of $g(\alpha)$ comes from using brute force when $n \leq \max(n_0, 100\alpha^{-3})$ and the application of Lemma 4.11.

We do not give an explicit running time for finding the desired cycle (when it exists) because this algorithm is based on other polynomial-time algorithms in the literature where no explicit running time bound was given.

5. Conclusion

The most obvious question that arises from this work is whether we can take $c = 0$ in Theorem 1, i.e. whether the Hamilton cycle problem is polynomial-time solvable for dense, regular graphs. Our work shows that to answer this affirmatively, it is enough to give a polynomial-time algorithm to decide whether there exists a path system that is both $V$-connecting and $V$-balancing when given a dense regular graph together with a robust partition $\mathcal{V}$.

One important aspect of Theorem 1 is that it shows that the circumference (the length of a longest cycle) of an $n$-vertex, $D$-regular graph $G$ with $D \geq \alpha n$ cannot take values between roughly $(1 - \alpha)n$ and $n - c$, where $c = c(\alpha) = 100\alpha^{-2}$. For our algorithm, this gives some slack to play with. On the other hand, for the Hamiltonicity problem, there is no such slack: by an easy generalisation of the example of Jung [17] and Jackson-Li-Zhu [16] (see Figure 3) there are regular graphs of degree roughly $n/k$ whose circumference is $n - (k - 3)$.

If Hamiltonicity turns out to be NP-complete for dense, regular graphs then the question remains as to the smallest value of $c$ for which Theorem 1 holds. This may turn out to be closely related to the smallest $c$ for which the circumference cannot take values between roughly $(1 - \alpha)n$ and $n - c$. It is also worth noting that the example in Figure 3 has a large independent set (roughly of size $\alpha n$) and one can in fact show that any non-Hamiltonian
Figure 3. The graph $G$ above has $n = kD + k - 3$ vertices (and we assume $k$ divides $D$ for simplicity). $A$ and $B$ are independent sets with all edges between them present. There are $D/k$ independent edges from $A$ to each $C_i$ so that these edges together form a matching. Then we delete a matching from each $C_i$ so that the resulting graph is $D$-regular. The graph has no cycle on $n - (k - 4)$ vertices because deleting $D$ vertices from $G$ would then yield at most $D + (k - 4)$ components in $G$ (at most $D$ from the cycle and at most $k - 4$ from the missed vertices), but deleting $A$ from $G$ yields $D + k - 3$ components.

dense regular graph with long cycles (say of length at least $(1 - (\alpha/2))n$) must have a large independent set (of size at least $(\alpha - \varepsilon)n$).

Finally, we expect that the algorithm given in Theorem 1 can be modified to give an approximation algorithm for the longest path/cycle problems in dense regular graphs. The idea would be to search for (similarly to Lemma 4.11) a connecting path system that maximises the number of vertices in the parts it connects together; write $S$ for this union of parts. We would then combine it with a balancing path system (guaranteed by Theorem 4.3) and use the resulting path system together with (a variant of) Lemma 4.15 to produce a cycle passing through all but a fixed number $c$ of vertices in $S$. We should not expect any paths/cycles of length bigger than $|S|$ so this would give a $(1 - \frac{c}{n})$-approximation for the longest path/cycle.
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We define \( f^*, f^1 : (0, 1) \to (0, 1) \) as \( f^*(x) = \min \{ x^2/4, f(x) \} \), and \( f^1(x) = f^5_5(x) \), where \( f^5_5(x) \) denotes composing \( f^* \) with itself five times. Note that \( f^*(x) < x \) and \( f^*(x) \leq f(x) \) for all \( x \in (0, 1) \), so (by induction) \( f^5_5(x) < f(x) \) for all \( x \in (0, 1) \).

We choose \( \zeta, \delta, \gamma, \beta, \eta \) such that \( \delta = f^*(\alpha), \zeta = f^*(\nu), \gamma = f^*(\zeta), \beta = f^*(\gamma), \eta = f^*(\beta) \). Note that this also implies \( \tau \leq f^*(\delta) \) and \( \rho \leq f^*(\eta) \).

Writing \( x \ll f^* y \) to mean that \( x \leq f^*(y) \), one easily checks that

\[
\rho \ll f^* \eta \ll f^* \beta \ll f^* \gamma \ll f^* \zeta \ll f^* \nu \ll \tau \ll f^* \delta \ll f^* \alpha.
\]
Furthermore (D6) implies \( m := k + \ell \leq 2n/D \leq 2\alpha^{-1} \) and so \( D/m \geq \alpha n/m \geq \alpha^2 n/2 \geq \delta n \).

Property (a) follows from (D2), (D3) and \( \rho \ll \eta \). Property (b) follows from (D4) and \( \alpha/m \geq \alpha^2 \geq \delta \).

For property (c), let \( X, Y \) be a non-trivial partition of \( A_i \). We will show \( e_G(X,Y) > \zeta|X||Y| \).

First we consider the case that \( A_i \) is a robust expander component. Assume without loss of generality that \( |X| \leq |Y| \). If \( |X| < \tau|A_i| \), each vertex in \( |X| \) sends at least \( D/m - |X| \) edges to \( |Y| \) by (D4). Then \( \frac{D}{m} - |X| \geq \delta n - \tau|A_i| \geq \zeta n \geq \zeta|Y| \), so \( e_G(X,Y) \geq \zeta|X||Y| \). If \( |X| \geq \tau|A_i| \), then since \( |X| \leq |Y| \), we have \( |X| \leq |A_i|/2 \leq (1 - \tau)|A_i| \). Therefore \( |RN_{\nu,A_i}(X)| \geq |X| + \nu|A_i| \), so \( |RN_{\nu,A_i}(X) \cap Y| \geq \nu|A_i| \), and so \( e_G(X,Y) \geq \nu^2|A_i|^2 \geq \zeta|X||Y| \).

Now consider the case that \( A_i \) is a bipartite robust expander component with parts \( U_1, U_2 \). Let \( X \) be such that \( |X \cap U_1| \leq |Y \cap U_1| \), so we also have \( |X \cap U_1| \leq |U_1|/2 \).

If \( |X \cap U_1| < \tau|U_1| \) and \( |X \cap U_2| < \tau|U_1| \), we have

\[
e_G(X \cap U_1, Y \cap U_2) \geq |X \cap U_1| (D/2m - |X \cap U_2|) \geq |X \cap U_1| (\delta n/2 - \tau|U_1|) \geq \zeta n |X \cap U_1|.
\]

By the same argument \( e_G(Y \cap U_1, X \cap U_2) \geq \zeta n |X \cap U_2| \), and together they sum up to \( e_G(X,Y) \geq \zeta |X||Y| \).

If \( |X \cap U_1| < \tau|U_1| \) and \( |X \cap U_2| \geq \tau|U_1| \), we have \( e_G(Y \cap U_1, X \cap U_2) \geq (D/2m - |X \cap U_1|)|X \cap U_2| \geq 2\zeta n |X \cap U_2| \geq \zeta n |X| \geq \zeta |X||Y| \).

If \( |X \cap U_1| \geq \tau|U_1| \), then since \( |X \cap U_1| \leq |Y \cap U_1| \), we have that \( \tau|U_1| \leq |X \cap U_1|, |Y \cap U_1| \leq (1 - \tau)|U_1| \).

Therefore (dropping subscripts in RN),

\[
|RN(X \cap U_1) \cap U_2| + |RN(Y \cap U_1) \cap U_2| \geq |U_1| + 2\nu|A_i| \\
\geq |U_2| + 2\nu|A_i| - \rho n \\
\geq |U_2| + \nu|A_i|, \quad (5.1)
\]

using Proposition 3.6(i) and \( \rho \ll \nu \) for the last inequality. This implies that \( |RN(X \cap U_1) \cap (Y \cap U_2)| > \nu|A_i|/2 \) or \( |RN(Y \cap U_1) \cap (X \cap U_2)| > \nu|A_i|/2 \) since if both fail then we have

\[
|RN(X \cap U_1) \cap U_2| < (\nu/2)|A_i| + |X \cap U_2| \quad \text{and} \quad |RN(Y \cap U_1) \cap U_2| < (\nu/2)|A_i| + |Y \cap U_2|,
\]

which when summed contradict (5.1). Without loss of generality, we assume \( |RN(X \cap U_1) \cap (Y \cap U_2)| > (\nu/2)|A_i| \), so that \( e_G(X,Y) \geq e_G(X \cap U_1, Y \cap U_2) \geq \nu^2|A_i|^2/4 \geq \zeta |X||Y| \).

For property (d), if \( A_i \) is a bipartite robust expander component with bipartition \( U_1, U_2 \) then the number of non-\( U_1 \)-\( U_2 \) edges is at most \( e_G(U_1, U_2) + e_G(U_2, U_1) \leq \rho m^2 \leq \beta n^2 \), showing that \( A_i \) is \( \beta \)-almost-bipartite with partition \( U_1, U_2 \). If instead \( A_i \) is a robust expander component, we claim that \( A_i \) is \( \gamma \)-far from bipartite. Let \( X, Y \) be a non-trivial partition with \( |X| \leq |Y| \), so \( |X| \leq |A_i|/2 \leq (1 - \tau)|A_i| \). If \( |X| < \tau|A_i| \), then \( e_G(X,Y) \leq |X||D| \), so

\[
e(X) + e(Y) \geq (D/2m)|A_i| - D|X| \geq \alpha n|A_i|((2m)^{-1} - \tau) \geq (\alpha^3/16)n^2 \\
\geq \gamma |X||Y|,
\]
where the penultimate inequality follows since $|A_i| \geq \alpha n/2$ by (D3) and Remark 3.7, and $m \leq k + 2\ell \leq 2\alpha^{-1}$ by (D6). If $|X| \geq \tau |A_i|$, then recalling $|X| \leq (1 - \tau)|A_i|$, we also have $\tau |A_i| \leq |Y| \leq (1 - \tau)|A_i|$ so $\text{RN}_{\nu,A_i}(Y) \geq |Y| + \nu |A_i|$. Therefore, since $|Y| \geq |A_i|/2$, we have $|\text{RN}(Y) \cap Y| \geq |Y| + \nu |A_i|$, so $\epsilon(Y) \geq \nu^2 |A_i|^2/2 \geq \gamma |X||Y|$. \hfill \Box
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