1. Introduction

Exhibits at museums have usually been organized based on real objects that have both educated and enlightened their visitors. Replicas have often been used if the real objects have not been able to be exhibited or have not been ideally suited for display. However, visitors only spend a short time on these exhibits (1, 2), because only simple explanations are provided for them and visitors want to see many others during their stay. Such glance-overs are insufficient to obtain knowledge that will become established in their memories.

Multimedia presentations and computer graphics are widely used for visualizing various types of data from digital archives (3, 4), so that visitors can expand their knowledge. Unfortunately, multimedia presentations often encourage visitors to behave passively resulting in children having difficulty in maintaining attention and cultivating learning initiatives.

Interactivity is an important factor in constructing knowledge and concepts for visitors and in motivating them to learn in museums (5–7). Interactive experience provides children with an environment where they can enjoy learning. However, experiential exhibits such as playgrounds have often become just lighthearted environments for children to play in, not leading them to deeper comprehension of the phenomena that they experience. This presents a dilemma in that exhibits should be fun, but they also need to provide visitors with something to learn.

There have been attempts to make learning compatible with enjoyment by creating learning environments that improve visitors’ interactions with exhibits and facilitate communication among visitors. An adaptive user interface supporting the context of play has been designed to balance the effectiveness and functionality of learning with playful interaction (8). Designing interactions to be more physically accessible to children and parents has allowed collaborative learning to be emphasized through mutual conversations and discussions (9).

Our group has taken a map-based augmented reality (AR) approach to providing such an alternative learning environment (10). Map-based AR enables geographic information to be overlaid on an actual map, allowing users to visualize the data linked to a location and its spatial features. An AR environment creates a tangible user interface that intuitively supports interactions with virtual objects by enabling the users to manipulate physical objects corresponding to data elements (11, 12). It also provides users with a collaborative environment by allowing them to share a common physical space, which
enables communication behaviors to become easier, more natural, and social\(^\text{(13)}\). Although some AR artifacts have been assembled for hybrid museum experiences that support visitors manipulating physical and digital materials\(^\text{(14–16)}\), few tabletop environments using map-based AR have been installed at museum exhibits or empirically investigated in detail within the context of making learning compatible with enjoyment. Therefore, more empirical studies need to be carried out before questions about the pedagogical value of tabletop AR environments can be answered and a map-based AR interface can be effectively used for learning in museum exhibits.

In a previous experiment, we conducted a user study under laboratory conditions by comparing a tabletop AR environment with a window, icon, mouse, and pointer (WIMP) environment\(^\text{(17, 18)}\). The originally designed system, GeoMovie Creator (GMC)\(^\text{(19)}\) was used as a WIMP environment in that experiment. In this paper, the purpose of our preliminary experiment is to investigate the features of the tabletop AR environment compared to the WIMP environment in terms of not only efficiency but also suitability as an interface to science museums. Therefore, the moon in Google Earth was used in the preliminary experiment, since it was considered more general as an application on the WIMP environment. Then, we prepared a practical exhibit to investigate the potential of map-based AR as a learning environment and its usability as a geographic information viewer. The above framework of the experiments was taken because of the difficulty in obtaining permission to carry out rigidly controlled experiments in an actual science museum.

The moon is often used for learning content at science museums because it is the Earth’s only satellite and the most familiar object in the sky after the sun. We have thus developed a lunar-surface browsing system using map-based AR. It creates a tabletop AR environment where users can interactively browse geographically embedded information about the exploration activities of the NASA Apollo missions\(^\text{(20)}\) and view realistic landscapes of the lunar surface from an egocentric viewpoint.

Here, we provide a description of the design concept underlying the lunar surface browsing system and a user study pairing the preliminary experiment with a practical exhibit. First, we describe work related to our map-based AR system and the user study followed by a discussion on the conceptual framework, i.e., its playful role in museums and its constructivist approach in learning. Second, we present an overview of the design and implementation of the lunar surface browsing system, in which visualization techniques were used to allow the tabletop AR environment to become more stable and interactive. Third, we describe the user study, in which we carried out the preliminary experiment comparing the tabletop AR environment with a WIMP environment and an exhibit displayed at the Chiba Museum of Science and Industry. We present the results we obtained from our evaluation and discuss lessons learned from the user study. Finally, we conclude with the finding that learning can be made compatible with playful interaction on a tabletop AR interface.

2. Related Work

Museum guides represent one of the most promising applications in AR. Current AR museum guides\(^\text{(21–23)}\) mainly assist visitors with artwork appreciation and guidance. The former provides them with knowledge such as detailed descriptions of paintings, affinities with other paintings, and relationships within the artistic and social context to enable them to comprehend artworks. The latter guides visitors around exhibition spaces in the appropriate order. AR museum guide systems usually augment artifacts with text, video, and graphics involving spatial registration derived from visual tracking. Artifacts can be augmented with immersive computer graphics with see-through head-mounted displays (HMDs). For example, dinosaurs have been regenerated with animation overlaid onto real fossil skeletons\(^\text{(24)}\).

Wireless communications technologies such as RFID and wireless LAN have previously been used for detecting visitors’ locations in mobile museum guides instead of AR. Mobile museum guides are capable of delivering personalized services based on visitor attributes such as preferences, age, and learning abilities\(^\text{(25, 26)}\) and of offering advantages such as acquiring the behavior of visitors and supporting them in pre- and post-visit phases\(^\text{(27, 28)}\). In addition to supporting individual visitors, mobile museum guides have supported group communication at locations and provided context awareness to enable visitors to share museum experiences and encourage them to collaborate\(^\text{(29–31)}\). Many researchers have suggested that it is important to support group
communication in museums\(^{(32, 33)}\). General results from evaluation have been that although AR and mobile museum experiences have improved convenience for visitors, it has been difficult for them to turn their gaze from monitors to real exhibits, i.e., it has detached their interest from the actual museum exhibits.

Another concern is the claim that this means of communication isolates individual visitors from one another\(^{(34)}\). In fact, conversation is considered to be a key element to generally enhance learning and the quality of museum experiences\(^{(35)}\). Hybrid museum experiences have thus been designed giving priority to interaction with physical exhibition environments. The design and installation of the “Living Exhibition” have offered triggers to enhance curiosity and encourage collaborative behavior by direct manipulation of artifacts augmented with digital content\(^{(36)}\). Seamless integration of computer-generated visual information into artifacts is the same concept as that underlying AR.

AR technology has been applied to cartography to create a user interface that bridges the gap between computer-generated information and the everyday experiences of users\(^{(37)}\). Users of map-based AR can use a printed map to flexibly access geographic information by pointing at its location on the map and superimposing the information onto the map using a video see-through HMD\(^{(38)}\) and a tabletop AR environment\(^{(39)}\). The Illuminating Clay system\(^{(40)}\), which is a geographic information system (GIS) interface for landscape design and analysis, uses a clay model instead of a printed map. Our browsing system is similar in concept to these map-based visualization systems in that it provides a tangible user interface. However, the above systems have not targeted the use for education and they have not been evaluated as learning environments.

Many AR systems have been developed with some applications having targeted education. One AR system explaining the earth-sun relationship displays seasonal transitions in light and temperature by enabling the virtual sun and earth to be physically manipulated with handheld plates\(^{(41)}\). Construct3D, which is a 3D geometric construction tool for teaching mathematics and geometry, provides a basic set of functions for constructing primitive forms\(^{(42)}\). Augmented Chemistry is a virtual chemistry laboratory in which users view simple atoms and build complex molecules according to subatomic rules\(^{(43)}\). An AR-based system has recently been developed as a tangible learning environment for supporting spatial perception in learning the solar system\(^{(44)}\). Even though a number of AR applications have been developed as demonstrations, there has not really been a consensus on the effectiveness of AR within educational contexts.

### 3. Conceptual Framework

Museums are considered to be unique environments that have different space and time to those experienced in daily life\(^{(45)}\), which is accomplished by mixing learning and leisure. Therefore, museums can be seen as having a ‘cultural ecology’ that has three components, liminality (experiences set apart from daily life), sociality (spaces enabling socialization between visitors), and engagement (interactions in learning and lighthearted ways)\(^{(46)}\). The three components are consistently embedded in a constructivist approach to learning, theoretically assuming that knowledge and concepts are created through experience and are obtained by interacting with information, tools, and materials as well as activities\(^{(47, 48)}\).

We have considered that a tabletop AR environment produced by map-based AR has the potential to fulfill all these components. An AR environment enhances the real world by superimposing virtual objects onto a real scene. AR obscures the lines between the reality the learner is experiencing and the visual information being provided by the system\(^{(49)}\). The AR experience is considered to be like a magic trick that is not part of daily life.

Visitors often tend to visit museums in groups such as family and friends, and companions essentially affect individual behavior at museum exhibits\(^{(50)}\). Studies on parent-child interactions\(^{(51)}\) and those between grandparents and children\(^{(52)}\) have demonstrated that parents shape children’s scientific thinking and grandparents act as interpreters and facilitators of children’s experiences. A tabletop environment supports physically accessible interactions that enable parents and children to learn collaboratively through mutual conversations and discussions. We believe that an interactive tabletop environment using map-based AR can establish a foundation for both learning and enjoyment.

### 4. System

The lunar surface browsing system is a tabletop AR
environment where users can browse geographic information using a printed map and marker sticks, as shown in Figure 1. They can learn about the exploration activities done by the NASA Apollo 17 mission, following the paths taken by the astronauts. Figure 2 has a photograph of the lunar surface map and marker sticks, in which the square markers are used for identifying the position of the map and sticks in visual tracking, and they work as commands to control visualization. We briefly describe exploration activities during the Apollo 17 mission before going into the design and implementation of the lunar surface browsing system.

4.1 Apollo 17 mission

Apollo 17 was a manned-exploratory mission done in 1972 as part of the Apollo Project, and its main activities targeted geologic exploration, which is why we selected it for exhibit content. Three astronauts reached moon orbit, and two of them landed on the moon.

The lunar module (LM) landed in a valley in the Taurus-Littrow region. Three separate lunar surface excursions were conducted during their stay. In the early phase of the first excursion, a ground-commanded television camera and a high-gain antenna on the lunar rover were installed, and video signals were sent to the Houston space center. The astronauts conducted various scientific experiments during the excursions, spending roughly 22 hours outside the LM and traversing about 35 km with the rover. They collected nearly 110 kg of rock and soil samples from various areas of stratigraphic interest: light mantle, dark mantle, sub-floor, and massifs.

The navigation area for the browsing system is shown in Figure 3. The Apollo 17 preliminary science report\(^{53}\) contains huge amounts of data that are neither easy nor practical for laymen to fully comprehend. We selected several remarkable activities for our study that were performed during the three excursions and various episodes, e.g., where a fender extension was knocked off, a crater was named “Ballet”, the initials of an astronaut’s daughter were carved in moon rock, orange soil was discovered, and 4.5 billion-year-old rocks were sampled.

4.2 Design

4.2.1 Requirements

The lunar surface browsing system enables interaction techniques and visualization functions to be used to help users browse geographic information on a tabletop environment using map-based AR. Although it is important that multiple stakeholders should be consulted for successful design in specific museums, here, we took
into account six main factors in system design, referring to general museum guidelines for effective exhibits and design guidelines for 3D user interfaces.

1. **Physical interaction**: The system should enable tangible interactions that allow visitors to access artifacts physically to gain rich experiences.

2. **Group interaction**: It should support collaborative interaction between individuals in groups, since people tend to visit museums with companions.

3. **Usability**: We cannot assume that all visitors will be comfortable using a computer with a mouse and keyboard. An alternative interface should be easy to use, easy to learn, and intuitive.

4. **Aesthetics**: It is necessary for not only exhibits themselves to be attractive to visitors, but also for the user interface to be attractive in terms of both interaction and visualization.

5. **Rapid installation**: The equipment for the system should be set up quickly and be easily maintained, because such installation and maintenance must often be done at night after museums have closed or on days museums are closed.

6. **Cost**: Small- and medium-sized museums have recently encountered financial difficulties and have faced the situation where old exhibits cannot be replaced with new ones. The equipment used in the system should be reasonably priced, so that such museums will be able to manage their exhibits.

### 4.2.2 Interaction techniques

The browsing system used three interaction techniques:

1. **Pointer**: When a printed map has a huge amount of geographically embedded information, it is problematic to select the point from which information is to be retrieved. An easy solution is to use an AR Magic Lens interface to zoom in. However, although this technique is quick, it is difficult to accurately select objects. This is because tiny movements, such as those due to quivering hands and the lens generating large variations from zoomed-in images, which is a problem common to actual lenses, both affect accuracy.

   We took an approach to visualizing the selection process using the metaphor of a lens to select objects, focusing on the stability of selection. As seen in Figure 4, the user first targets a point of interest by bringing it into the marker frame in the zoomed-in view. The lens then starts focusing on the point in the frame. A moment later, the point in the frame is selected, which is indicated by a color change in the point. Once the point is selected, tiny deviations in the lens position are ignored, resulting in a point being stably selected from many others by zooming and focusing.

2. **Slider**: When a quantity or a volume is to be variably adjusted in the real world, a slider or a dial is generally used as the interface. An interaction technique similar to that using a slider has been applied to tangible AR applications to create 3D CG animations, i.e., two markers are brought closer together or moved further apart. We took a similar approach to that using a slider to select a portion of the rover’s route on the lunar surface map, as shown in Figure 5. The slider is comprised of two paper markers, and the length between them corresponds to the rover’s path from the landing site. Users can select a portion of the route by adjusting the length between the two markers.

   Here, we face the same problem as with the lens pointer: the total distance of the route is roughly 35 km, and the sliding length is less than 35 cm. A slight shift in the markers due to quivering hands or subtle fluctuations in the video image due to illumination conditions can...
cause large variations in the selected location. A stabilizer is thus used for determining the position. When the distance between the two markers stays roughly within 3 pixels for two seconds, the location is fixed at the average value. The stabilizer prevents the viewpoint from fluctuating in the virtual world.

(3) **Local view**: Although a printed map displays an overview of the area, detailed information is limited to the resolution of the map. We can of course use another map enlarged to the area of interest. However, a printed map cannot provide dynamic information associated with various locations on the map. Our browsing system visualizes local views simulated at egocentric viewpoints, as shown in Figure 6. This interaction technique is similar to the image browsing used in augmented maps(38). Rather than displaying a still image corresponding to the selected location, our browsing system produces animated views of the landscape.

This visualization plays a role in the focus and context functions, enabling users to view both the local landscape at the egocentric viewpoint and the overview of the area at the exocentric viewpoint simultaneously. The animations of the lunar surface landscapes from the astronaut’s viewpoint along the rover’s route give users a feeling of immersion and of being on the lunar surface riding in the rover.

4.3 Implementation

4.3.1 Visualization functions

The browsing system has several visualization functions including the ones provided by the interaction techniques we described in the previous section, controlled with commands from the marker sticks.

(1) **Lenses**: Two lenses are used for accessing the zoom-in views of the lunar surface relief. Users pan one of them over the lunar surface map, reducing and increasing the zoom-in rate by changing the relative size of the lens marker (Figure 7 (a)). The other lens is used as a pointer to retrieve geographically embedded information by selecting a point of interest on the lunar surface map (Figure 7 (b)). Figure 8 has a photo of the rover and annotations on the extra-vehicular activities around the landing site.
Exploration data: The geographical data around the exploration area are overlaid on the lunar surface map. The data include the rover’s route, the stations (Figure 7 (c)) where the rover stopped, and the craters near the route. Users can find their positions, names, and sizes.

Contour: Transparent images of the elevation are overlaid on the lunar surface map with contour lines (Figure 7 (d)) or with a contour color map. Users can find the massifs northeast and southwest of the lunar surface.

Grid: Blue grids are overlaid on the lunar surface map to present the scale of the exploration area (Figure 7 (e)). Users can roughly understand the extent of the lunar surface. The scale of each grid is set using a parameter file.

Rover track: A miniature of the rover is presented that moves along the actual rover’s route on the lunar surface map (Figure 7 (f)). The rover miniature is quite small on the map. Then, a lens enables users to see it on a larger scale.

Local view: The view of the landscape from the rover’s viewpoint is presented at another window in the video images (Figure 7 (f)). As the rover moves along the track, the landscapes are animated corresponding to the viewpoints along the route. The window of the local view is presented at the size of the local view marker.

Slider: The position of the rover on the map changes with the distance between the slider markers (Figure 7 (f)). The local view enables users to view the landscape animations at viewpoints along the route designated with the slider.

4.3.2 Configuration

The software for the browsing system was installed on a PC equipped with a 2.8-GHz Pentium IV CPU, 1 GB of memory, and an nVidia GeForce FX6800 graphics card with 256 MB of video RAM. Video images were captured with a 640×480-pixel Web camera. The ARToolKit (59) was used as a set of image processing libraries to capture the video images, detect the square markers in the images, track the positions and orientations of the markers, and recognize the patterns inside the markers.

This system used a parameter setting file to designate the text and audiovisual files as the geographically embedded information. A photograph of the Taurus-Littrow region was used as a printed map, and topographic data were used to make the contour lines and contour map, which were obtained from satellite measurements. All the documents (including annotations, images, and sounds) were linked to corresponding locations.

An LCD monitor was used as a display device instead of an HMD because HMDs are not commonly used by most visitors to museums. A camera was statically mounted above a table in the tabletop AR environment roughly facing the same direction in which a user was viewing. Although one of the advantages of AR is viewpoint-based interaction that presents virtual objects based on the viewpoint of users, attaching a camera to their heads makes the scene unstable because they move their heads.

5. Preliminary Experiment

We performed a preliminary experiment to investigate the features of the tabletop AR environment in terms of not only efficiency but also suitability as an interface to science museums. The browsing system that we developed with map-based AR was evaluated as a tabletop AR environment in comparison with a typical geographic information viewer, i.e., the moon in Google Earth (60) that was used as an application on a WIMP environment. The WIMP environment is considered as a standard user interface, since it is in general use with PCs.
tion of navigation in the WIMP and tabletop AR environments.

5.1 Method

The WIMP and tabletop AR environments were compared in the experimental settings through tasks.

5.1.1 Participants

Sixteen students (8 females and 8 males, ages 18 to 27 years) participated in the experiment, but one female withdrew during the trial because she did not feel well. They came from various departments (in different universities) because visitors to science museums do not always like science or engineering. The university students were daily PC users who knew well the features on a WIMP environment. We believe that PC users familiar with a WIMP environment can appropriately find the differences in features with a new environment, though the experiences may affect the results on usability. The characteristics of the participants are listed in Table 1. All the participants had normal vision and hearing.

5.1.2 Materials

The multimedia content that was presented as information for completing the tasks basically consisted of photographs and text annotations without sounds. We set up the moon in Google Earth so that it had the same functions as our lunar surface browsing system or the alternative functions. The visualization functions of the moon in Google Earth are described in Appendix A and are compared with those of our lunar surface browsing system. The moon in Google Earth did not have contour functions such as contour lines or a contour color map in our lunar surface browsing system. The tasks were designed to be completed with the alternative functions.

The participants’ tasks were to answer quizzes while browsing the lunar surface in the WIMP and tabletop AR environments. Answering quizzes required participants to find a place related to the quiz on the lunar surface. Eight quizzes were prepared for the tasks in each environment. The quizzes are listed in Table 2. Three possible answers were presented for each quiz, and one of them was chosen by the participants. Figure 10 has setup schematics for: (a) the WIMP environment and (b) the tabletop AR environment.

| Characteristics                  | Number |
|----------------------------------|--------|
| Gender                           |        |
| Male                             | 8      |
| Female                           | 7      |
| Frequency of computer use        |        |
| Every day                        | 14     |
| A few times per week             | 1      |
| Experience with Google Earth     |        |
| Yes                              | 12     |
| No                               | 3      |
| Experience with AR technology    |        |
| Yes                              | 1      |
| No                               | 14     |

Table 1. Characteristics of Participants in Preliminary Experiment.
5.1.3 Procedure

Participants first read the instructions for the experiment so that they could fully understand the sequence. They were then instructed on how to manipulate the moon in Google Earth and our lunar surface browsing system. They had some time to practice in both environments before performing a series of tasks. When the participants felt comfortable in the environments, they proceeded to the task trials. They were required to complete the tasks as quickly and accurately as possible. To balance the effect of order in the environments, they were divided into two groups based on the sequence for the WIMP and tabletop AR environments, i.e., a participant had the WIMP for the first environment and he/she had the tabletop AR for the second environment. Different quizzes were asked for the different environments. There was a break of 15 min between trials in the first and second environments.

After they had finished the trials in both environments, a preference test was conducted using a Web-based system(61). It mainly asked for their impressions of each environment and tried to measure the difficulty they had in comprehending topics on the lunar surface explorations. The question items are listed in Table 3. The ratings consisted of a five-point Likert scale ranging from one (strongly disagree) to five (strongly agree). Open-ended comments were required to provide complementary opinions. The participant's behaviors during the experiment were recorded on video.

5.2 Results and discussion

Table 4 lists the average values for the correct-answer rates and the completion times for the preliminary experiment. The values in parentheses are the standard

---

Table 2. Quizzes during Tasks in Preliminary Experiment.

| No. | Quiz                                                                 |
|-----|----------------------------------------------------------------------|
| 1   | Captain Cernan had experience with extra-space-ship activities before the Apollo 17 mission. What was the project's name? |
| 2   | There was an accident where the lunar rover's fender broke. An astronaut tried to repair it immediately. Why was the fender so important? |
| 3   | Captain Cernan saw an explosion of Styrofoam. Why did it explode?    |
| 4   | The first extra-vehicular activities were shortened. What had taken up so much time before the activities? |
| 5   | An olivine was discovered at Station 2. What era was it formed in?   |
| 6   | When Astronaut Schmitt got irritated, he calmed down when he heard a joke about ballet. Why did he get irritated?   |
| 7   | What distance did the astronauts travel during the second extra-vehicular activities? |
| 8   | How did you see the landscape from the lunar rover when you were directed to the third extra-vehicular activities? |

| Group 1 | Quiz                                                                 |
|---------|----------------------------------------------------------------------|
| 1       | The Surface Electrical Properties experiment involved overheating. What was the problem? |
| 2       | Astronaut Schmitt discovered colored soil. What color was it?       |
| 3       | Captain Cernan wrote the name “Tracy” in the dust on the shelf of one side of a boulder. Who was Tracy? |
| 4       | When Astronaut Schmitt descended the slope on the Sculptured Hills, he pretended to do something. What was it? |
| 5       | The lunar rover was 150 m from the Lunar Module before the astronauts left the lunar surface. What was the purpose of that? |
| 6       | The astronauts said that they would like to share a piece of rock with many other countries. What did the rock become known as? |
| 7       | What distance did the astronauts travel during the third extra-vehicular activity? |
| 8       | How did you see the landscape from the lunar rover when you were directed to Steno Crater? |

| Group 2 | Quiz                                                                 |
|---------|----------------------------------------------------------------------|
| 1       | The Surface Electrical Properties experiment involved overheating. What was the problem? |
| 2       | Astronaut Schmitt discovered colored soil. What color was it?       |
| 3       | Captain Cernan wrote the name “Tracy” in the dust on the shelf of one side of a boulder. Who was Tracy? |
| 4       | When Astronaut Schmitt descended the slope on the Sculptured Hills, he pretended to do something. What was it? |
| 5       | The lunar rover was 150 m from the Lunar Module before the astronauts left the lunar surface. What was the purpose of that? |
| 6       | The astronauts said that they would like to share a piece of rock with many other countries. What did the rock become known as? |
| 7       | What distance did the astronauts travel during the third extra-vehicular activity? |
| 8       | How did you see the landscape from the lunar rover when you were directed to Steno Crater? |
deviations. The results for the correct-answer rates imply that the difficulty of quizzes was balanced between the environments, and they were expected since all the quizzes could be answered correctly when the appropriate information was found. No statistically significant differences between the environments was observed in either parameter ($t(14) = 1.146, p > 0.01$ for the correct-answer rates or $t(14) = 0.524, p > 0.01$ for the completion times).

Figure 11 plots the average score for each question in the preference test. The black bars indicate the WIMP environment and the white bars indicate the tabletop AR environment. The error bars correspond to the standard deviation.

A dependent $t$-test was conducted on the average score for each question. There were no significant differences in Questions 1, 4, 5, 6, 7, 8, 10, 11, and 12, but there were significant differences in Questions 2 ($t(14) = 3.309, p < 0.01$), 3 ($t(14) = 2.965, p < 0.01$), and 9 ($t(14) = 3.696, p < 0.01$). The WIMP environment yielded better scores than the tabletop AR environment for both Questions 2 and 3, which asked for ease of use and experience. The main reason for this was that the participants were likely very familiar with using a computer in the WIMP environment and 80% of the participants had experience with using Google Earth. However, they had only used the lunar surface browsing system we developed as a tabletop AR environment for the first time. Although time was allotted for participants to practice and become familiar with using the system before the trials, it was not sufficient to balance the environments.

Question 9 yielded better scores for the tabletop AR environment than for the WIMP environment. It revealed that participants had better impressions of it being more suitable to enabling children to browse the lunar surface. Although no significant differences were observed for Questions 8, 11, and 12 between the environments, the scores themselves were high at around or over 4, which was interpreted as agreement that most participants had gained favorable impressions of the environments’ suitability for science museums, playfulness as interfaces, and fun as systems.

The participants who had positive impressions in Question 9 scoring it 4 or 5 had positive impressions in Questions 11 and 12. This suggested that the main reason why the participants felt the tabletop AR environment was suited to children is that the tabletop AR environment had the factors of playfulness as interfaces and fun as systems. This was considered to lead to the positive impressions in Question 8. Eight out of fifteen participants stated in the open-ended comments that the system displaying and searching information with markers was interesting or enjoyable. Four out of fifteen participants stated that the lens function visualizing information on the lunar surface was interesting or enjoyable.

Table 3. Questions in Preference Test in Preliminary Experiment.

| No. | Question items                                      |
|-----|-----------------------------------------------------|
| 1   | The annotations were easy to read.                  |
| 2   | The manipulations were easy.                        |
| 3   | Experience was not needed.                          |
| 4   | You felt as if you were on the moon.                |
| 5   | Tracing tracks were easy to manipulate.             |
| 6   | Controlling the viewpoint was easy.                 |
| 7   | The relief was visible.                             |
| 8   | It was suitable for science museums.                |
| 9   | It was suited to children.                          |
| 10  | The bird’s eye and local views were easy to see.    |
| 11  | The manipulation was enjoyable.                     |
| 12  | The system was interesting.                         |

Table 4. Correct-answer Rates and Completion Times in Preliminary Experiment.

| Environment     | Rate [%] | Time [s] |
|-----------------|----------|----------|
| WIMP            | 99.2 (3.2)| 801 (196) |
| Tabletop AR     | 96.7 (7.4)| 845 (267) |

Values in parentheses are standard deviations.
6. Practical Exhibit

The preliminary experiment investigated the features of the tabletop AR environment compared to the WIMP environment by WIMP users. We obtained the results that the tabletop AR environment required some experience, but it would be suitable for use by children in science museums. However, most visitors come to science museums with companions such as family, which is quite different from the laboratory experiment condition. Therefore, an exhibit was prepared to investigate the properties and effectiveness of the lunar surface browsing system. The exhibit was held at the Chiba Museum of Science and Industry during a five-day holiday. Figure 12 has a snapshot of the museum exhibit.

### 6.1 Methods

The lunar surface browsing system utilizing the tabletop AR environment was used by visitors at the exhibit, and they evaluated it by completing tasks and answering questionnaires. We did not prepare another environment to compare with the tabletop AR environment, because we were advised by the staff of the science museum that it would be difficult for children to deal with computers that had mice and keyboards.

### 6.1.1 Participants

186 individuals or groups used the lunar surface browsing system, and learned about lunar surface explorations. Table 5 lists the attributes of museum goers who

| Did you come to the science museum with someone? Who did you come with? |
|-------------------------------------------------------------|
| Alone | 11 (6.0%)  |
| Family | 148 (79.6%) |
| Only Children | 5 |
| Child with parent(s) or grandparent(s) | 69 |
| Children with parent(s) or grandparent(s) | 26 |
| Couple | 1 |
| No data on family structure | 47 |
| Friend | 7 (3.8%) |
| Others | 1 (0.5%) |
| No answer | 19 (10.1%) |

| Did you know about NASA’s Project Apollo? |
|------------------------------------------|
| Yes | 72 (38.7%) |
| Adult | 24 |
| No data on age | 4 |
| No | 89 (47.8%) |
| Adult | 5 |
| No data on age | 2 |
| No answer | 25 (13.5%) |

| How often do you use a computer? |
|--------------------------------|
| Every day | 35 (18.8%) |
| Adult | 18 |
| No data on age | 1 |
| 5–6 times per week | 10 (5.4%) |
| Child | 6 |
| Adult | 4 |
| A few times per week | 33 (17.7%) |
| Child | 26 |
| Adult | 6 |
| No data on age | 1 |
| Less than once per week | 41 (22.0%) |
| Child | 38 |
| Adult | 3 |
| Never | 59 (31.7%) |
| Child | 55 |
| Adult | 2 |
| No data on age | 2 |
| No answer | 8 (4.4%) |

Figure 12. Photo of the Museum Exhibit and System Users.
came to the exhibit. The data were based on questionnaires administered to visitors who evaluated the exhibit. When a visitor came to the exhibit alone, he/she evaluated the exhibit and answered the questionnaires including the surveys. When they came to the exhibit with their companions, they evaluated the exhibit as a group. We did not designate who should respond to the questionnaires, but we made space available on the forms for them to write down who had answered the surveys. Therefore, the survey was answered by one person within a family. For example, when a child answered the survey, the parent(s) did not. On the other hand, when a parent answered the survey, the child did not. An assistant supported every individual or group in using the system and performing the tasks based on the situation. The results from the first question supported the general tendency that people often visit museums with their families. The family group is classified in four cases; only children, a child with parent(s) or grandparent(s), children with parent(s) or grandparent(s), and a couple. Figure 13 is a pie chart of the age distribution for the visitors. This chart was drawn based on the ages of the visitors themselves who answered the surveys, not counting their companions. Most visitors were elementary school students and their parents who represent the typical age layers of visitors to science museums. We separated the visitors into two groups: children and adults in order to analyze the data on age dependency. Participants under 22 years old were categorized as children, and the ones over 22 years old were categorized as adults.

Table 6. Quizzes in Tasks at Exhibit.

| No. | Quiz |
|-----|------|
| 1   | Astronaut Schmitt discovered colored soil. What color was it? |
| 2   | When Astronaut Schmitt descended the slope on the Sculptured Hills, he pretended to do something. What was it? |
| 3   | The lunar rover was 150 m from the Lunar Module before the astronauts left the lunar surface. What was the purpose of that? |
| 4   | What distance did the astronauts travel on the lunar surface during all extra-vehicular activities? |
| 5   | How did you see the landscape from the lunar rover when you were directed to the third extra-vehicular activities (toward the north from the landing site)? |

6.1.2 Materials

The same content as that for the preliminary experiment was used at the exhibit, but the annotations were narrated for children through headphones instead of placing Kana alongside Kanji. Audio recordings of the communication between the astronauts and between the astronauts and the ground commanders were reproduced to create the feeling visitors were on the lunar surface.

The tasks of answering quizzes were also prepared to provide learning/game-playing aspects to visitors when they browsed the lunar surface. Visitors needed to find places related to the quizzes on the lunar surface when they answered. Five quizzes selected from those in the preliminary experiment were modified for the task, based on the advice from the curators. The quizzes are listed in Table 6. Three possible answers were presented for each quiz, and one of them was chosen by the visitors.

The setup for the tabletop AR environment was also the same as that for the preliminary experiment. A moon globe was provided to show visitors where the landing site for the Apollo 17 missions was. A larger lunar surface map was used to improve the visibility of the lunar surface map and make pointing more stable at positions on the map. Descriptions of the NASA Apollo missions and manuals on the system were displayed on the walls, so that visitors could better understand the
various details on these. Assistants were assigned to the lunar surface browsing systems to assist visitors in using them or helping them to understand the lunar surface explorations.

Figure 14 shows the layout for the exhibit at the Chiba Museum of Science and Industry. Four sets of browsing systems were provided to allow four groups of visitors to use the browsing systems simultaneously.

6.1.3 Procedure

First, the visitors were told about the purpose of the exhibit and given an overview of the lunar surface explorations. An assistant explained how to use the lunar surface browsing system, and guided them to the tasks of answering quizzes based on information that they had browsed with the system. The visitors then began browsing information embedded in the lunar surface themselves, and answering quizzes. Time limitations were not set for the tasks at the exhibit. The assistants helped visitors answer the quizzes based on the situation, but did not provide them with the correct answers.

A preference test was conducted after they had finished the tasks. The visitors were required to rate each of the question items listed in Table 7, based on their experience. The questions were classified into four categories of motivation (1, 2, 3, and 4), usability (5, 6, and 7), comprehension (8 and 9), and media capability (10, 11, and 12). The ratings consisted of four ranges of 1) strongly disagree, 2) disagree a little, 3) agree a little, and 4) strongly agree, trying to avoid intermediate ratings. Open-ended comments were obtained as complementary opinions. A gift, which was a papercraft of the moon, was given to visitors after they had finished the preference test.

6.2 Results and discussion

Table 8 lists the correct-answer rates for quizzes in tasks at the exhibit. The correct-answers exceeded 90% in Quizzes 1, 2, and 3, but dropped off in Quizzes 4 and 5. The former quizzes could be answered correctly with photographs and annotations, but the latter required visitors to guess the answers from the grid scale and landscapes. A particular mistake was observed in Quiz 4 where some visitors thought a round-trip travel was one way.

Figure 15 plots the total count rated for the question items in the preference test, disregarding dependence on participants’ attributes except ages. Most visitors including both children and adults gained positive impressions from the exhibit in terms of motivation. Questions 1, 2, 3, 4, and 7 especially, attracted positive impressions of over 80% in both children and adults;
these were correlated to enjoyed exploration, enjoyed learning, initiative, suitability, and enjoyment of the interface, respectively. However, Questions 5 and 12 attracted positive impressions that were lower than 65% in both children and adults; these were related to the ease of use and the usefulness of the communication voice.

Table 9 lists the average scores of children and adults, eliminating the data with no answer. The values in parentheses are the standard deviation. A t-test was conducted on the average scores for each question. There was a statistically significant difference ($t(161) = 3.80, p < 0.01$) between children and adults in only Question 10 asking if the visitor read the annotations. The average score of the children was lower than that of the adults. This was interpreted as difficulty in reading the annotations for the children, because Kanji characters were included in the annotations. However, we think that this difficulty has been compensated with the narration according to the results of Questions 9 (asking about comprehension of the content) and 11 (asking about listening to the narration) that did not have large differences between children and adults. Even the children tended to listen to the narration carefully; we observed that the children gave Question 11 positive impressions, scoring it 4, more than the adults, though there was no significant difference between them. There was a tendency toward significant difference ($t(164) = 2.53, p < 0.05$) between children and adults in Question 8 asking if the visitor comprehended the purpose of the Apollo missions. This suggested that the adults under-
stood the purpose of the Apollo missions better than the children. It was not sufficient to just use the lunar surface browsing system in order to understand it, and it required reading the descriptions on the Apollo mission at the panels. According to the observations, we guessed that the adults tried to study more about the Apollo missions with the wall panels in the exhibit, while the children were not so interested in the descriptions of the panels, focusing on the browsing system.

Although no significant differences were found between children and adults in terms of enjoyment related to Questions 1 and 2, the positive impressions exhibited a slightly different tendency for children and adults. Question 1 had a higher rate of “strongly agree”, and Question 2 had a decreased rate with an increased rate for “slightly agree”. This tendency was found more in children, which was manifested in a trend suggesting that children enjoyed manipulating the lunar surface browsing system, whereas adults enjoyed the exhibition content itself on the NASA Apollo mission. The observations indicated map-based AR provided refreshing and magical experiences to children. Their parents were quite captivated by the mysteries of the moon and surprised to learn afresh that the explorations with manned-missions had already been done roughly four decades ago.

Even though no significant differences were also not observed in the series of questions on usability (Questions 5, 6, and 7) between children and adults, highly positive impressions scoring them 4 were made more by the children than by the adults. This suggests that the children felt more than the adults that it was easy to use the system visualizing information with markers, and it was intelligible, and enjoyable.

Shortcomings with the tabletop AR environment were reported through the open-ended comments. Three visitors pointed out that it was necessary to become accustomed with how to use the browsing system with marker sticks. One of them pointed out that the WIMP environment was easier than the tabletop AR environment for using these kinds of applications. Other negative opinions were that too many marker sticks would confuse users in choosing appropriate commands and that the system response was a little slow compared to the general applications on PCs.

7. General Discussion

Overall, the preliminary experiment revealed that the tabletop AR environment was preferred to that of the WIMP in terms of its suitability for children, and not in its ease of use and experience. The exhibit at the Chiba Museum of Science and Industry demonstrated a tendency that the children enjoyed more manipulating the lunar surface browsing system, and the adults enjoyed more studying the Apollo missions. We suggest interpretations for these findings and discuss the properties of our lunar surface browsing system below.

7.1 Usability as user interface

The results from the preference test in the preliminary experiment suggested that the tabletop AR environment was suitable for children, but it was not very easy to use and required some experience. At first sight, however, the suitability for children is inconsistent with the difficulty of use and the requirement of experience. Two participants pointed out in the preliminary experiment that although the tabletop AR environment was enjoyable, the WIMP environment was better for users who had become accustomed to PCs with a mouse and keyboard. This was interpreted as a general issue in that attributes of users tended to dominate usability on the user interface. This trend was consistent with that at the practical exhibit. Questions 5, 6, and 7, which were related to the usability of the preference test in the practical exhibit, gained more highly preferable impressions (strongly agree) from children not likely being accustomed to the WIMP than from adults likely being accustomed to the WIMP, though no statistically significant differences have been found in the average scores between children and adults.

The negative impressions about experience were predictable considering the necessity for experience with a new user interface in a tabletop AR environment. We considered that the necessity for experience influenced user impressions on the ease of use, but it would be bridged over with some experience.

It is likely that the visualization functions we implemented in the lunar surface browsing system allowed manipulation to be enjoyable based on the results for Question 7 related to enjoyment at the practical exhibit. Many positive open-ended comments were obtained.
from the visitors in the exhibit, e.g., “The lens function was interesting”, “The system was wonderful”, and “I enjoyed manipulating the system a lot”. The observations suggested that the pop-up presentations of photographs and annotations with the lens pointer thrilled and surprised visitors, and the local view of the landscape from the viewpoint of the rover gave visitors a realistic sensation of being on the lunar surface.

Consequently, it seems reasonable to conclude that although the tabletop AR environment provided in the lunar surface browsing system is not suitable for WIMP users under the situation requiring efficiency, it would be usable for people who have not become accustomed to the WIMP under the situation requiring enjoyments such as experiences in science museums. However, it is noteworthy that one participant in the preliminary experiment reported that he could enjoy the lens pointing function until he got used to it, but became irritated after that. The lens pointer is not considered suitable for a user interface for applications that demand efficiency, even though it creates playful and aesthetic interactions.

Various applications using tangible user interfaces have been developed as proof-of-concept applications (56), enabling us to naturally and intuitively interact with virtual objects by handling their physical counterparts. However, the interface-design concept provides no proof of being effective or useful in practical situations. Although the results from the preliminary experiment and the practical exhibit suggested that the tabletop AR environment offered playful and aesthetic interactions, they did not provide any evidence the tabletop AR environment could be extended to have a relation with learning effectiveness in museums.

7.2 Effectiveness as exhibit

The results obtained from the preference test at the exhibit suggested that our lunar surface browsing system using a tabletop AR environment enabled the exhibit to be enjoyable, motivational, and offer cooperative elements. Observations of visitors’ experiences at the exhibit suggest that children enjoyed navigating the lunar surface more, and adults enjoyed learning about lunar surface explorations more. Three parents pointed out in the open-ended comments, that “I enjoyed the exhibit more than the kids, and wanted to extend my experiences”. Two parents reported that “it was slightly difficult for children to understand the lunar surface explorations, though they enjoyed navigating the lunar surface”. We also observed that parents tried to enthusiastically explain the exploration activities to their children.

The high rates of positive impressions on the suitability of the exhibit for learning with families suggested that the tabletop AR environment facilitated collaborative interactions between children and parents. We observed divided behaviors where children manipulated the browsing system and parents navigated the lunar surface. Our lunar surface browsing system encouraged children to contribute to their experiences and become capable of sharing and constructing knowledge. The tabletop AR environment engendered much more exploration and reflection by learners with tangible interactions (62, 63), which established a foundation for both learning and enjoyment. We may go on from this to the conclusion that the tabletop AR environment encouraged active behaviors by visitors through communication and collaboration when visualization techniques and learning materials were appropriately designed.

Our lunar surface browsing system was designed as a tabletop environment using map-based AR to satisfy the requirements for physical interaction, group interaction, usability, and aestheticity. Although the system allowed visitors to hold marker sticks and to point out locations on the printed map, views may meet with negative responses that the system did not fully use the features of a tangible user interface. However, the interaction techniques in the system were considered to have contributed to the enjoyability of the exhibit. A lunar globe placed alongside the lunar surface map also played a role in physical interactions, enabling the geometric relationship between the moon and the exploration area to be understood. It is important that the system is implemented appropriately as a part of exhibits.

Our lunar surface browsing system was originally designed to satisfy the requirements for rapid installation and cost. We could set up the exhibit within a day, including work on assembling the system, arranging the lighting conditions, and placing panels on the walls. Actually, this rapid installation pleased the staff of the science museum, because no other exhibitions were affected in their schedule. Further, as only a PC, a Web camera, and paper were required to implement the system, it was very economical, excluding the cost for system development.
8. Conclusion

We developed a lunar surface browsing system with a tangible user interface by using augmented reality technology. It creates an interactive tabletop environment where learners can intuitively learn about lunar surface exploration from a printed map and multimedia projections. Two experiments were performed to investigate the properties of the lunar surface browsing system. The first was a preliminary in our laboratory which revealed that the lunar surface browsing system would be suitable as an interactive environment to promote children’s learning. The second experiment suggested that the lunar surface browsing system would provide a learning environment where children and their parents could take the initiative of learning together. Our experiments did not target the effect of learning, which will be investigated in future work on the tabletop AR environment.
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A. Appendix: Visualization functions for moon in Google Earth

As stated in the ‘Preliminary Experiment’ section, we set up the moon in Google Earth so that it could be compared with that in our lunar surface browsing system. Some alternative functions for the moon in Google Earth were prepared for the experiment, because these functions were not originally installed in Google Earth.

The whole scene for exploration by the NASA Apollo 17 mission, as seen in Figure A1 (a), corresponds to the lunar surface map in our lunar surface browsing system.

The lens had zoom-in and zoom-out functions. The moon in Google Earth could be zoomed smoothly by double-clicking the mouse, even though the icons at the upper right could be used to control the zoom (Figure A2 (a)).

The exploration data were presented through an annotation function, as shown in Figure A1 (b). Unfortunately, since the moon in Google Earth did not have a function for annotations to be added to the photographs, we used a preset annotation page to see the photographs, which involved English annotations with photographs, as seen in Figure A1 (c). The presentations could be accessed by double-clicking the white icon for Japanese annotations (Figure A2 (b)) and the red circle for preset annotations (Figure A2 (c)).

The grid provided scale to the lunar surface map. Although there is no grid for the moon in Google Earth, a reference scale was placed on the lunar surface to enable users to understand the scale.

The rover’s track is presented with a black line on the moon in Google Earth. Although the moon in
Google Earth does not have a miniature of the rover, it has a function for moving along some preset route on the lunar surface.

The landscape from the rover’s viewpoint could be viewed by zooming-in at maximum with the zoom-in and zoom-out functions, as can be seen in Figure A1 (d).

The viewpoint for the landscape could be controlled along the rover’s path with a slider (Figure A2 (f)). The icons in Figures A2 (d) and (e) could also be used to freely control the viewpoint.

**Figure A1.** Screenshots of Moon in Google Earth.

**Figure A2.** Icons for Moon in Google Earth. (a) zoom-in and zoom-out functions, (b) pop up Japanese annotations, (c) pop up preset annotations, (d) shift position, (e) change orientation, and (f) control of viewpoint.
Kikuo Asai received a B.E. degree in Electric and Electronic Engineering from Meijo University, Japan and his M.E. and Ph.D. degrees in Electrical Engineering and Electronics from Nagoya University, Japan in 1993 and 1998, respectively. He joined the National Institute of Multimedia Education in 1996. He was a visiting researcher at the University of Illinois-Chicago in 2000, at the University of Alberta in 2002–2003, and at the University of Canterbury in 2009–2010. He is currently an associate professor at The Open University of Japan. He has been engaged in research and development on communication networks, multimedia systems and human computer interaction. He is a member of IEICE, IEEJ, VRSJ, and ACM.

Hideaki Kobayashi received his B.S. degree in Physics from Tokyo University of Science, Japan in 1997 and served a member of the technical staff at Saitama University from 1994 to 2000. He received his M.S. degrees in Physics from Tokyo University of Science in 1999 and in Education from University of Tsukuba in 2003. He did research on educational psychology at The Graduate University for Advanced Studies. He is currently a visiting researcher in Advanced Research Center for Human Sciences at Waseda University. His research interests include multimedia learning systems, immersive virtual environments, and human-computer interfaces. He is a member of SJST, JSSE, JSET, and IEICE.

Tomotsugu Kondo is an Associate Professor of the Center of ICT and Distance Education at the Open University of Japan (OUJ). He received a B.Ed. degree from Hosei University, Japan and his M.Ed. degree in infant psychology from Joetsu University of Education, Japan in 1988. He joined the National Institute of Multimedia Education in 1995. He was a visiting researcher at the Fraunhofer IGD in Darmstadt in 2003 and the Knowledge Media Research Center (KMRC) in Tübingen in 2010. He has been engaged in research and development on mixed reality contents. He is a member of IEEE, Japan Society for Exhibition Studies and Japan Society for Educational Technology.

Yuji Y. Sugimoto received B. Eng., M. Eng. and Ph.D. degrees in engineering electronics from Doshisha University, Kyoto, Japan in 1973, 1976 and 1997, respectively. In 1976, he joined the Radio Research Laboratories (presently, National Institute of Information and Communications Technology (NICT)), Japan. Later, he studied the VLBI correlation processor at the Jet Propulsion Laboratory, California Institute of Technology. In 1998, he joined the National Institute of Multimedia Education. In 2005, he became a professor in the Faculty of Culture and Information Science, Doshisha University, and has been engaged in the “Cultural Human-Computer Interaction Laboratory.” (CHCI Lab.) In 2007, he became a professor of the Graduate School of the Faculty of Culture and Information Science, Doshisha University. From 2010 to 2011, he studied interface systems between human and computer systems including various kinds of culture at the Electronic Visualization Laboratory (EVL), University of Illinois-Chicago as a visiting research scholar. He is a member of the Institute of Electronics, Information and Communication Engineers, Japan (IEICE), and the Virtual Reality Society of Japan (VRSJ).