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Abstract

In this paper we study a local and a non-local regularization of the system of nonlinear elastodynamics with a non-convex energy. We show that solutions of the non-local model converge to those of the local model in a certain regime. The arguments are based on the relative entropy framework and provide an example how local and non-local regularizations may compensate for non-convexity of the energy and enable the use of the relative entropy stability theory – even if the energy is not quasi- or poly-convex.

1 Introduction

This paper is concerned with the relation between different models for shearing motions of an elastic bar in one space dimension. The models under consideration are based on the equations of nonlinear elastodynamics. As a multi-phase situation is to be described the energy density is a non-convex function, such that the first order problem without viscosity and capillarity is of hyperbolic-elliptic type, [21,34]. In this situation entropy conditions - which are standard in the study of hyperbolic conservation laws - are not sufficient to guarantee uniqueness of weak solutions, see [1,27]. The same difficulty is present in the description of phase transitions in compressible fluids.

A classical way to resolve this problem is the introduction of higher order regularizing terms, which, in addition, can be understood as modeling surface tension. This strategy goes back to the works of van der Waals and Korteweg in the late 19th century [24,35] e.g]. In the last decades local, i.e., second (deformation) gradient, regularizations were considered by many authors, see [3,5,22,32] e.g.].

However, non-local regularizations, see [30], involving convolution terms instead of higher order derivatives, have some advantages from a statistical mechanics viewpoint [2,17,29]. Therefore, it is important to understand the relations between both classes of models.

In most studies on non-local models arguments based on Taylor expansions were presented indicating that the regularization term of the non-local model converges to the one in the local model. However, these arguments are purely formal, assuming an amount of regularity not guaranteed by the equations, and only consider convergence of one of the operators in the equation.

We will show that solutions of a particular class of non-local models (1.3) indeed converge to solutions of a local model (1.1) in a scaling which avoids the sharp interface limit. In doing so we provide an example how local and non-local regularizations enable the use of a modified relative entropy framework for the derivation of stability results, in case of entropies which are not poly-
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or quasi-convex. This complements the results found in [15]. In addition, we use the modified relative entropy framework to provide an easy argument showing that solutions of the non-local model continuously depend on initial data.

The relative entropy framework was introduced for hyperbolic problems with convex entropy in [9, 11]. In recent years it was successfully used in the study of hyperbolic conservation laws and related systems. For a general overview on its development in the last decades and its extension to quasi- and poly-convex entropies we refer the reader to the references in [10, Section 5.7]. Recent results based on the relative entropy technique include [4, 15, 16, 23, 26, 28, e.g.].

Let us describe the models under consideration in more detail. We consider the following local one-dimensional nonlinear elasticity model:

\[
\begin{align*}
  u_t - v_x &= 0, \\
  v_t - W'(u)_x &= \mu v_{xx} - \gamma u_{xxx},
\end{align*}
\]  

(1.1)

where \(W \in C^3(\mathbb{R}, [0, \infty))\) is the (non-convex) energy density, \(\mu > 0\) is a viscosity parameter and \(\gamma > 0\) is a capillarity parameter. Our only assumption on \(W\), apart from its regularity and non-negativity, is that there exists some \(\bar{W} > 0\) such that

\[
W''(u) > -\bar{W} \quad \forall u \in \mathbb{R}.
\]  

(1.2)

This allows for very general multi-well structures of \(W\). The fact that \(W\) is defined on all of \(\mathbb{R}\) is due to our focus on shearing motions. If we considered (1.1) as a model for longitudinal motions \(W\) would only be defined for \(u > 0\). This is elaborated upon in Remark 3.9. The model (1.1) – with \(W\) being a double-well potential – was considered as a model for compressible liquid-vapor flows as well as shearing motions in an elastic bar in [3, 5, 20, 32, 33, e.g.].

We are going to compare (1.1) to a family of non-local models parametrized by \(\varepsilon > 0\)

\[
\begin{align*}
  u_\varepsilon^\varepsilon - v_\varepsilon^\varepsilon &= 0, \\
  v_\varepsilon^\varepsilon - W'(u_\varepsilon^\varepsilon)_x &= \mu v_{x\varepsilon}^\varepsilon - L_\varepsilon[u_\varepsilon^\varepsilon],
\end{align*}
\]  

(1.3)

where

\[
L_\varepsilon[u] := \frac{1}{\varepsilon^2}(\phi_\varepsilon \ast u - u),
\]  

(1.4)

\(\ast\) denotes convolution, and \(\phi\) is some mollifier satisfying

\[
\phi \in C^\infty_0(\mathbb{R}, [0, \infty)), \ \supp(\phi) \subset [-1, 1], \ \phi(x) = \phi(-x) \ \forall x \in \mathbb{R},
\]

\[
\int \phi(x) \, dx = 1, \ \int \phi(x)x^2 \, dx = 2\gamma,
\]  

(1.5)

and \(\phi_\varepsilon(x) := \frac{1}{\varepsilon}\phi(x/\varepsilon)\). For the modeling background of (1.3), (1.4), see [31]. Well-posedness analysis for (1.3) considering weak solutions can be found in [12] while numerical results were presented in [19, 25] and sharp interface limits were investigated in [31]. In addition, the convergence of local to non-local models was investigated numerically in [25]. In the experiments presented there convergence is observed but no convergence rates were determined.

The lower order model in [18] can be seen as a special case of (1.3), (1.4) with the convolution kernel being the Green’s function of a screened Poisson equation.

The related problem of convergence of non-local to local Navier-Stokes-Korteweg models was investigated in [7, 8] for a particular convolution kernel and densities close to a constant state...
\( \bar{\rho} \) satisfying \( W''(\bar{\rho}) > 0 \). The approach in [7, 8] is based on the analysis of Fourier modes. An extension of that approach removing the assumptions on the initial density can be found in [6].

The factor \( \varepsilon^{-2} \) in front of the non-local term in (1.3), (1.4) might be surprising. However, it can also be found in [6, 7, 8] and is indeed necessary in order to decouple the non-local to local limit from the sharp interface limit.

In order to avoid problems introduced by boundary conditions we consider (1.1) and (1.3) on the flat unit circle \( S^1 \), that is to say the unit interval with periodic boundary conditions. In particular, this precludes problems when defining the convolution operator \( L_\varepsilon \) near the boundary.

The remainder of this paper is organized as follows. We recall energy balances related to (1.1) and (1.3) in Section 1.1. Section 2 is devoted to establishing the well-posedness of (1.1) and (1.3). The non-local to local limit is derived using a relative entropy estimate in Section 3.

### 1.1 Energy estimates

Let us recall the well-known fact that strong solutions of (1.1) and (1.3) satisfy energy balance laws which are compatible with the principle of material frame indifference. To keep this paper self-contained we prove the two subsequent lemmas which can be found in many places in the literature.

**Lemma 1.1 (Energy balance of the local model)** Let \( T, \mu, \gamma > 0 \) be given. Let \((u, v)\) be a strong solution of (1.1) in \((0, T) \times S^1\). Then, in \((0, T) \times S^1\) the following equation holds

\[
(W(u) + \frac{1}{2}v^2 + \frac{\gamma}{2}(u_x)^2)_t + \left( -W'(u)v - \mu vv_x + \gamma vu_{xx} - \gamma v_xu_x \right)_x + \mu(v_x)^2 = 0. \tag{1.6}
\]

Upon integration this implies

\[
\frac{d}{dt} \int_{S^1} W(u) + \frac{1}{2}v^2 + \frac{\gamma}{2}(u_x)^2 \, dx = -\mu \int_{S^1} (v_x)^2 \, dx \leq 0.
\]

**Proof:**
Equation (1.6) is obtained by multiplying (1.1) by \( W'(u) - \gamma u_{xx} \) and (1.1) by \( v \) and adding both equations. \( \blacksquare \)

Let us define the following non-local surface energy functional

\[
F_\varepsilon : L^2(S^1) \to [0, \infty), \quad w \mapsto \frac{1}{4\varepsilon^2} \int_{S^1} \int_{S^1} \phi_\varepsilon(x - y)(w(y) - w(x))^2 \, dx \, dy, \tag{1.7}
\]

where due to the periodic boundary conditions \( x - y \) is to be understood as \( \text{dist}(y, \{x, 1+x, x-1\}) \).

**Remark 1.2 (Reformulation of the energy)** Using the periodicity and the symmetry of \( \phi \) we
may rewrite $F_\varepsilon$ as follows: For every $w \in L^2(S^1)$ the following holds

$$F_\varepsilon[w] = \frac{1}{4\varepsilon^2} \int_{S^1} \int_{S^1} \phi_\varepsilon(x - y)(w(y)^2 - 2w(y)w(x) + w(x)^2) \, d x \, d y$$

$$= \frac{1}{2\varepsilon^2} \int_{S^1} \int_{S^1} \phi_\varepsilon(x - y)(w(y)^2 - w(y)w(x)) \, d x \, d y$$

$$= \frac{1}{2\varepsilon^2} \int_{S^1} w(x)^2 \, d x - \frac{1}{2\varepsilon^2} \int_{S^1} \int_{S^1} \phi_\varepsilon(x - y)w(y)w(x) \, d x \, d y$$

$$= -\frac{1}{2} \int_{S^1} w L_\varepsilon[w] \, d x. \quad (1.8)$$

Lemma 1.3 (Energy balance of the non-local model) Let $T, \mu, \varepsilon > 0$ and $\phi$ satisfying (1.5) be given. Let $(u^\varepsilon, v^\varepsilon)$ be a strong solution of (1.3) in $(0, T) \times S^1$ in the sense of Lemma 2.2. Then, for $t \in (0, T)$ the following equation holds

$$\frac{d}{dt} \left( \int_{S^1} (W(u^\varepsilon) + \frac{1}{2}(v^\varepsilon)^2) \, d x + F_\varepsilon[u^\varepsilon] \right) = -\int_{S^1} \mu(v^\varepsilon)^2 \, d x \leq 0. \quad (1.9)$$

Proof:
To obtain equation (1.9) we multiply (1.1) by $\frac{d}{dt}(u^\varepsilon) - L_\varepsilon[u^\varepsilon]$ and (1.3) by $v^\varepsilon$ and add both equations. Equation (1.9) follows, due to the boundary conditions upon noting that

$$-\int_{S^1} u_t^\varepsilon L_\varepsilon[u^\varepsilon] \, d x = \frac{1}{\varepsilon^2} \int_{S^1} u^\varepsilon(x)u_t^\varepsilon(x) \, d x - \frac{1}{\varepsilon^2} \int_{S^1} \int_{S^1} \phi_\varepsilon(x - y)u^\varepsilon(y)u_t^\varepsilon(x) \, d y \, d x$$

$$= \frac{1}{\varepsilon^2} \int_{S^1} u^\varepsilon(x)u_t^\varepsilon(x) \, d x - \frac{1}{2\varepsilon^2} \int_{S^1} \int_{S^1} \phi_\varepsilon(x - y)(u^\varepsilon(y)u_t^\varepsilon(x) + u_t^\varepsilon(y)u^\varepsilon(x)) \, d y \, d x = \frac{d}{dt} F_\varepsilon[u^\varepsilon], \quad (1.10)$$

because of (1.8) and the symmetry of $\phi$.

Note that there is a local energy balance for (1.1), which implies a global version upon integration, but only a global energy balance for (1.3).

2 Well-posedness and properties of the non-local energy

In order to carry out our convergence analysis we need to establish the existence of strong solutions to (1.1) and (1.3). We make use of the standard $L^p$ Lebesgue space notation. By $W^{k,p}$ we denote the Sobolev space of functions with $k$ weak derivatives in $L^p$ and $H^k := W^{k,2}$.

2.1 Well-posedness

For simplicity we complement (1.1) and (1.3) with identical initial data

$$u(0, \cdot) = u^\varepsilon(0, \cdot) = u_0, \quad v(0, \cdot) = v^\varepsilon(0, \cdot) = v_0 \quad (2.1)$$

for given functions $u_0, v_0 : S^1 \to \mathbb{R}$. We will see later on that it would be sufficient to impose initial data converging to each other in $H^1(S^1) \times L^2(S^1)$ for $\varepsilon \to 0$, see equation (3.27), and being sufficiently regular. In the sequel we choose $u_0 \in H^3(S^1)$. Let us adopt the convention that for any function space subscript $m$ denotes the subspace of functions of vanishing mean. Concerning the well-posedness of (1.1) we cite the following result from [18]
Lemma 2.1 (Well-posedness of (1.1)) Let initial data \( u_0 \in H^3_m(S^1) \), \( v_0 \in H^2_m(S^1) \) and \( T, \mu, \gamma > 0 \) be given. Then, the problem (1.1), (2.1) has a unique strong solution 

\[
(u, v) \in (C^0([0, T], H^3_m(S^1)) \cap C^1((0, T), H^1_m(S^1))) \times (C^0([0, T], H^2_m(S^1)) \cap C^1((0, T), L^2_m(S^1))).
\]

The existence of strong solutions to (1.3) follows from standard semi-group theory. Our first step is to prove a bound for the non-local energy.

Lemma 2.2 (\( H^1 \)-stability of non-local energy) It exists some \( C > 0 \) independent of \( \varepsilon \) such that 

\[
F_\varepsilon[w] \leq C|w|_{H^1(S^1)}^2 \quad \forall w \in H^1(S^1).
\]

Proof : 
Using the definition of \( F_\varepsilon \) and Jensen’s inequality, we have 

\[
4F_\varepsilon[w] = \frac{1}{\varepsilon^2} \int_{S^1} \int_{S^1} \phi_\varepsilon(x - y)(w(y) - w(x))^2 \, dx \, dy \\
= \frac{1}{\varepsilon^2} \int_{S^1} \int_{-1}^1 \phi(s) \left( \int_0^\varepsilon w_z(x + z) \, dz \right)^2 \, ds \, dx \\
\leq \int_{S^1} \int_{-1}^1 \phi(s) \frac{|\varepsilon|}{|s|} \int_{|s|}^{s|\varepsilon|} w^2_z(x + z) \, dz \, ds \, dx \\
= \int_{S^1} \int_{-1}^1 \phi(s) \frac{|\varepsilon|}{|s|} \int_{|s|}^{s|\varepsilon|} w^2_z(x + \varepsilon \tilde{z}) \, d\tilde{z} \, ds \, dx \\
\leq \int_{-1}^1 \int_{|s|>|\varepsilon|} \phi(s) |s| \, ds \, d\tilde{z} \, |w|_{H^1(S^1)}^2 \leq 2|w|_{H^1(S^1)}^2,
\]

which implies the assertion of the lemma.

Remark 2.3 (Regularity of initial data) While we will assume \( u_0 \in H^3_m(S^1) \) in our convergence analysis, as this is required for the existence of strong solutions to (1.1), we study the well-posedness of (1.3) under the weaker assumption \( u_0 \in H^1_m(S^1) \).

We continue with a technical lemma which is similar to a result in [14]:

Lemma 2.4 (A priori bounds for (1.3)) Provided the assumptions of Lemma 2.2 hold, there is a constant \( C > 0 \), independent of \( \varepsilon \), such that \( |u_\varepsilon|_{L^\infty(0, T; H^1(S^1))} < C \).

Proof : 
Multiplying (1.3) by \( u_\varepsilon \) and integrating in space, we obtain 

\[
\int_{S^1} u_\varepsilon u_\varepsilon x - W''(u_\varepsilon)(u_\varepsilon x)^2 \, dx = \int_{S^1} \frac{\mu}{2} (u_\varepsilon)^2 t - L_\varepsilon[u_\varepsilon] x u_\varepsilon \, dx,
\]

(2.3)
as \( v_{xx}^\varepsilon = u_{xt}^\varepsilon \). Upon using \( L_\varepsilon[u^\varepsilon]_x = L_\varepsilon[u_x^\varepsilon] \) we find
\[
\int_{S^1} (\varepsilon u_x^\varepsilon)_t \, dx \leq \frac{2}{\mu} \int_{S^1} (\varepsilon u_{xx}^\varepsilon)_t - \varepsilon^2 v_{xx}^\varepsilon - W''(u_x^\varepsilon)(u_x^\varepsilon)^2 + L_\varepsilon[u_x^\varepsilon]u_x^\varepsilon \, dx
\]
\[
\leq \frac{2}{\mu} \int_{S^1} (\varepsilon u_{xx}^\varepsilon)_t - \varepsilon^2 v_{xx}^\varepsilon - W''(u_x^\varepsilon)(u_x^\varepsilon)^2 \, dx,
\]
due to (1.3). Integrating (2.4) in time we obtain
\[
\int_{S^1} (u_x^\varepsilon)^2(t, \cdot) \, dx \leq \frac{2}{\mu} \int_{S^1} \frac{1}{2\delta} (\varepsilon u_x^\varepsilon)^2(t, \cdot) + \frac{\delta}{2} (u_x^\varepsilon)^2(t, \cdot) + (\varepsilon^2(0, \cdot) + (u_x^\varepsilon)^2(0, \cdot) \, dx
\]
\[
+ \int_{S^1} (u_x^\varepsilon)^2(0, \cdot) \, dx + \frac{2}{\mu} \int_0^t \int_{S^1} (\varepsilon u_x^\varepsilon)^2 - W''(u_x^\varepsilon)(u_x^\varepsilon)^2 \, dx \, ds
\]
for any \( \delta > 0 \). Choosing \( \delta = \frac{\mu}{2} \) and the energy dissipation equality (1.9) we see that (2.5) together with Lemma 2.2 implies existence of a constant \( C_0 > 0 \) only depending on \( u_0, v_0 \) and \( \mu \) such that
\[
\int_{S^1} (u_x^\varepsilon)^2(t, \cdot) \, dx \leq C_0 - \frac{4}{\mu} \int_0^t \int_{S^1} W''(u_x^\varepsilon)(u_x^\varepsilon)^2 \, dx \, ds \leq C_0 + \frac{4W}{\mu} \int_0^t \int_{S^1} (u_x^\varepsilon)^2 \, dx \, ds,
\]
because of (1.3). The assertion of the Lemma follows from (2.6) upon using Gronwall’s inequality.

**Lemma 2.5 (Well-posedness of (1.3))** Let initial data \( u_0 \in H_1^1(S^1), v_0 \in H^2_m(S^1) \) and \( T, \mu, \varepsilon > 0 \) be given. Then, the problem (1.3), (2.1) has a unique strong solution \((u^\varepsilon, v^\varepsilon)\) with
\[
\begin{align*}
&u^\varepsilon \in W^{1, \infty}(0, T; L^2_m(S^1)) \cap H^1(0, T; H^1_m(S^1)), \\
v^\varepsilon \in L^2(0, T; H^2_m(S^1)) \cap L^\infty(0, T; H^1_m(S^1)) \cap H^1(0, T; L^2_m(S^1)).
\end{align*}
\]

**Proof:**
Let us rewrite (1.3) using the unique primitive \( \tau^\varepsilon \) of \( u^\varepsilon \) (with respect to \( x \)) with vanishing mean. Note that for every \( t \) the primitive \( \tau^\varepsilon(t, \cdot) \) is periodic as \( u^\varepsilon(t, \cdot) \) has vanishing mean. We will study the following system which is equivalent to (1.1)
\[
\begin{align*}
\tau_t^\varepsilon &= t^\varepsilon \\
v_{t}^\varepsilon - W'(\tau_x^\varepsilon)(x) &= \mu v_{xx}^\varepsilon - \frac{1}{\varepsilon^2} \phi_e \ast \tau_{xx}^\varepsilon + \frac{1}{\varepsilon^2} \tau_{xx}^\varepsilon
\end{align*}
\]
with initial data \((\tau_0, v_0)\) where \( \tau_0 \) is the unique primitive of \( u_0 \) in \( H^2_m(S^1) \). We will show that (2.7) has strong solutions on arbitrarily large time intervals. The proof of this consists of four steps:

Step 1: We consider the reduced problem
\[
\begin{align*}
\tau_t^\varepsilon &= v^\varepsilon \\
v_t^\varepsilon &= \mu v_{xx}^\varepsilon + \frac{1}{\varepsilon^2} \tau_{xx}^\varepsilon.
\end{align*}
\]
Equation (2.8) can be written in abstract form as
\[
\frac{d}{dt} z^\varepsilon(t) = Az^\varepsilon(t) \quad \text{with } z^\varepsilon := \begin{pmatrix} \tau^\varepsilon \\ v^\varepsilon \end{pmatrix} \quad \text{and } A := \begin{pmatrix} 0 & \text{Id} \\ \varepsilon^{-2} \partial_{xx} & \mu \partial_{xx} \end{pmatrix}
\]
(2.9)
with $D(A) = H^2_m(S^1) \times H^2_m(S^1)$. It is shown in [13] that $A$ generates a strongly continuous semi-
group on $Y = H^2_m(S^1) \times L^2_m(S^1)$.

Step 2: In this step, we consider the system

$$
\tau^\varepsilon_t = v^\varepsilon \\
v^\varepsilon_t = \mu v^\varepsilon_{xx} - \frac{1}{\varepsilon^2} \phi \ast \tau^\varepsilon_{xx} + \frac{1}{\varepsilon^2} \tau^\varepsilon_{xx}.
$$

(2.10)

It can be written as

$$
\frac{d}{dt} z^\varepsilon(t) = Az^\varepsilon(t) + B z^\varepsilon(t)
$$

(2.11)

using the notation from (2.9) and a bounded operator $B$ on $Y$. Thus, [13, Theorem III.1.3] implies
that (2.10) admits strong solutions.

Step 3: Using the notation from (2.11) we consider

$$
\frac{d}{dt} z^\varepsilon(t) = Az^\varepsilon(t) + B z^\varepsilon(t) + F(z^\varepsilon(t))
$$

(2.12)

with

$$
F(z^\varepsilon) := \begin{pmatrix} 0 \\ W'(\tau^\varepsilon_x) \end{pmatrix}.
$$

As observed in [18, e.g.] the map $F : Y \to Y$ is locally Lipschitz and, thus, by Banach’s fixed point
Theorem (2.12) has a unique mild solution for sufficiently small times. As the initial data are in
$D(A)$ this mild solution is, in fact, a strong solution.

Step 4: We will show that the local-in-time solution in Step 3 can be extended to arbitrary times.
To this end we show that the solution does not blow up in finite time. We know from Lemmas [1,3] and
2.4 that $\|v^\varepsilon(t, \cdot)\|_{L^2(S^1)}$ and $\|\tau^\varepsilon_{xx}(t, \cdot)\|_{L^2(S^1)}$ remain bounded for arbitrary times. Therefore,
we only need to control $v^\varepsilon_x$ and $v^\varepsilon_{xx}$. Let us note, that (1.3) can be written as an inhomogeneous
heat equation

$$
v^\varepsilon_t - \mu v^\varepsilon_{xx} = g^\varepsilon := W'(\tau^\varepsilon_x) - L_\varepsilon[\tau^\varepsilon_x]
$$

(2.13)

and the right hand side is controlled by

$$
\|g^\varepsilon\|_{L^2(0,T;L^2(S^1))} \leq C\|\tau^\varepsilon_{xx}\|_{L^2(0,T;L^2(S^1))},
$$

for some constant $C > 0$, due to the embedding of $H^1(S^1)$ in $C^0(S^1)$ and the regularity of $W$.
Standard elliptic regularity theory, i.e. squaring both sides of (2.13) and integrating, yields for all
$T > 0$

$$
\|v^\varepsilon_t\|_{L^2(0,T;L^2(S^1))} + \mu \|v^\varepsilon_{xx}\|_{L^2(0,T;L^2(S^1))} + \mu^2 \|v^\varepsilon_{xx}\|_{L^2(0,T;L^2(S^1))} \\
\leq \mu \|v^\varepsilon(0, \cdot)\|_{L^2(S^1)} + \|g^\varepsilon\|_{L^2(0,T;L^2(S^1))} \leq \mu \|v_0\|_{H^1(S^1)} + C\|\tau^\varepsilon_{xx}\|_{L^2(0,T;L^2(S^1))}^2.
$$

(2.14)

Thus, $v$ has the asserted regularity. Equation (2.7) and the regularity of $v^\varepsilon$ imply

$$
\tau^\varepsilon \in W^{1,\infty}(0, T; H^1_m(S^1)) \cap H^1(0, T; H^2_m(S^1))
$$

such that

$$
u^\varepsilon \in W^{1,\infty}(0, T; L^2_m(S^1)) \cap H^1(0, T; H^2_m(S^1)),
$$

which is the desired regularity for $u$. 


3 The non-local to local limit

Let us define the following variant of the relative entropy between a solution \((u, v)\) of (1.1) and a solution \((u^\varepsilon, v^\varepsilon)\) of (1.3):

\[
\eta_\varepsilon(t) := F_\varepsilon[u^\varepsilon] + \int_{S^1} W(u^\varepsilon) + \frac{1}{2}(v^\varepsilon)^2 - W(u) - \frac{1}{2}v^2 - \frac{\gamma}{2}(u_x)^2
- W'(u)(u^\varepsilon - u) - v(v^\varepsilon - v) + \gamma u_x u_x + L_\varepsilon[u]u^\varepsilon \, dx,
\]

where it is understood that all the functions on the right hand side are to be evaluated at time \(t\). It is important to note that \(\eta_\varepsilon\) is not convex with respect to \((u - u^\varepsilon, v - v^\varepsilon)\) mainly due to the \(W\) terms. Therefore, we like to introduce a modified relative entropy without the \(W\) terms, but including \(\|u^\varepsilon - u\|_{L^2(S^1)}^2\):

\[
\eta_\varepsilon^M(t) := F_\varepsilon[u^\varepsilon] + \int_{S^1} \frac{1}{2}(v^\varepsilon)^2 - \frac{1}{2}v^2 - \frac{\gamma}{2}(u_x)^2 - v(v^\varepsilon - v) + \gamma u_x u_x + L_\varepsilon[u]u^\varepsilon + \frac{1}{2}(u^\varepsilon - u)^2 \, dx.
\]

Let us note that several terms in \(\eta_\varepsilon\) and \(\eta_\varepsilon^M\) cancel out such that

\[
\eta_\varepsilon(t) = F_\varepsilon[u^\varepsilon(t, \cdot)] + \int_{S^1} W(u^\varepsilon(t, \cdot)) - W(u(t, \cdot)) - W'(u(t, \cdot))(u^\varepsilon(t, \cdot) - u(t, \cdot))
+ \frac{1}{2}(v^\varepsilon(t, \cdot) - v(t, \cdot))^2 + \frac{\gamma}{2}(u_x(t, \cdot))^2 + L_\varepsilon[u(t, \cdot)]u^\varepsilon(t, \cdot) \, dx,
\]

\[
\eta_\varepsilon^M(t) = F_\varepsilon[u^\varepsilon(t, \cdot)] + \int_{S^1} \frac{1}{2}(v^\varepsilon(t, \cdot) - v(t, \cdot))^2 + \frac{1}{2}(u^\varepsilon(t, \cdot) - u(t, \cdot))^2
+ \gamma (u_x(t, \cdot))^2 + L_\varepsilon[u(t, \cdot)]u^\varepsilon(t, \cdot) \, dx.
\]

**Lemma 3.1 (Relative entropy rate)** Let \(u_0 \in H^3_m(S^1), \ v_0 \in H^2_m(S^1), \ T, \mu, \gamma, \varepsilon > 0\) and \(\phi\) satisfying (1.5) be given. Then, the strong solution \((u, v)\) of (1.1), (2.1) and the strong solution \((u^\varepsilon, v^\varepsilon)\) of (1.3), (2.1) satisfy

\[
\frac{d}{dt} \eta_\varepsilon = \int_{S^1} v_x(W'(u^\varepsilon) - W'(u) - W''(u)(u^\varepsilon - u)) - \mu(v_x - v^\varepsilon)^2 + \gamma v^\varepsilon u_{xxx} + v^\varepsilon L_\varepsilon[u] \, dx.
\]

**Proof:**
Using the same identities for the time derivative of \(F[u^\varepsilon]\) as in the proof of Lemma 1.3 we find

\[
\frac{d}{dt} \eta_\varepsilon = \int_{S^1} -L_\varepsilon[u^\varepsilon]u^\varepsilon_t + v^\varepsilon v^\varepsilon_t + W'(u^\varepsilon)u^\varepsilon_t - W'(u)u_t + vv_t + \gamma u_x u_{xt} - W''(u)u_t(u^\varepsilon - u)
- W'(u)u^\varepsilon_t + W''(u)u_t - vv^\varepsilon_t - v_t v^\varepsilon + L_\varepsilon[u_t]u^\varepsilon + L_\varepsilon[u]u^\varepsilon_t \, dx.
\]

Replacing the time derivatives in (3.5) using the evolution equations (1.1), (1.3) we infer

\[
\frac{d}{dt} \eta_\varepsilon = \int_{S^1} -L_\varepsilon[u^\varepsilon]v^\varepsilon_x + v^\varepsilon(W'(u^\varepsilon)x + \mu v^\varepsilon_x - L_\varepsilon[u^\varepsilon]_x) + W'(u^\varepsilon)v^\varepsilon_x + v(W'(u)x + \mu v^\varepsilon_x - \gamma u_{xx})
+ \gamma u_x v_{xx} - W''(u)v_x(u^\varepsilon - u) - W'(u)v^\varepsilon_x - v(W'(u^\varepsilon)x + \mu v^\varepsilon_x - L_\varepsilon[u^\varepsilon]_x)
- v^\varepsilon(W'(u)_x + \mu v^\varepsilon - \gamma u_{xxx}) + L_\varepsilon[v_x]u^\varepsilon + L_\varepsilon[u]v^\varepsilon_x \, dx.
\]
Rewriting the right hand side of (3.6) we obtain
\[
\frac{d}{dt} \eta_\varepsilon = \int_{S^1} \left( - L_\varepsilon [u^\varepsilon] v^\varepsilon + (v^\varepsilon - v)(W'(u^\varepsilon) - W'(u)) - \gamma u_{xx} v + \gamma u v_x \right) \, dx
+ \int_{S^1} v_x (W'(u^\varepsilon) - W'(u) - W''(u)(u^\varepsilon - u)) + \mu (v^\varepsilon - v)_{xx} (v^\varepsilon - v)
+ v L_\varepsilon [u^\varepsilon] + \gamma v^\varepsilon u_{xxx} + L_\varepsilon [v_x] u^\varepsilon + L_\varepsilon [u] v_x^\varepsilon \, dx.
\] (3.7)

Due to the symmetry of \( \phi \) and Fubini’s Theorem, we have, for almost every \( t \in [0, T] \),
\[
\int_{S^1} v(t, \cdot) L_\varepsilon [u^\varepsilon(t, \cdot)] \, dx = \frac{1}{\varepsilon^2} \int_{S^1} \int_{S^1} \left( \int \phi_\varepsilon(x - y) u^\varepsilon_x(t, y) \, dy - u^\varepsilon_x(x, t) \right) v(t, x) \, dx
= \frac{1}{\varepsilon^2} \int_{S^1} \int_{S^1} \phi_\varepsilon(x - y) v(t, x) \, dx - v(t, y) u^\varepsilon_x(t, y) \, dy = \int_{S^1} L_\varepsilon [v(t, \cdot)] u^\varepsilon_x(t, \cdot) \, dx
= - \int_{S^1} L_\varepsilon [v(t, \cdot)] u^\varepsilon_x(t, \cdot) \, dx = - \int_{S^1} L_\varepsilon [v_x(t, \cdot)] u^\varepsilon(t, \cdot) \, dx.
\] (3.8)

Due to the periodic boundary conditions and (3.5), (3.7) implies the assertion of the Lemma.

Our next step is to derive an estimate for the rate of \( \eta_\varepsilon^M \). It can be obtained from Lemma 3.1 analogous to [18, Cor 3.3]. We give the proof for completeness.

**Lemma 3.2 (Estimate of the rate of \( \eta_\varepsilon^M \))** Let \( u_0 \in H^3_m(S^1) \), \( v_0 \in H^3_m(S^1) \), \( T, \mu, \gamma, \varepsilon > 0 \) and \( \phi \) satisfying (1.5) be given. Then, the strong solution \( (u, v) \) of (1.1), (2.1) and the strong solution \( (u^\varepsilon, v^\varepsilon) \) of (1.1), (2.1) satisfy
\[
\frac{d}{dt} \eta_\varepsilon^M \leq \int_{S^1} \frac{1}{2\mu} (W'(u^\varepsilon) - W'(u))^2 + \frac{1}{2\mu} (u^\varepsilon - u)^2 + \gamma v^\varepsilon u_{xxx} + v_x^\varepsilon L_\varepsilon [u] \, dx.
\] (3.9)

**Proof:**
We note that
\[
\eta_\varepsilon = \eta_\varepsilon^M + \int_{S^1} W(u^\varepsilon) - W(u) - W'(u)(u^\varepsilon - u) - \frac{1}{2} (u^\varepsilon - u)^2 \, dx
\] (3.10)
and
\[
\frac{d}{dt} \int_{S^1} W(u^\varepsilon) - W(u) - W'(u)(u^\varepsilon - u) \, dx = \int_{S^1} v_x^\varepsilon (W'(u^\varepsilon) - W'(u)) - v_x W''(u)(u^\varepsilon - u) \, dx,
- \frac{1}{2} \frac{d}{dt} \int_{S^1} (u^\varepsilon - u)^2 \, dx = - \int_{S^1} (u^\varepsilon - u)(v_x^\varepsilon - v_x) \, dx.
\] (3.11)
Combining (3.10) and (3.11) with (3.3) we find
\[
\frac{d}{dt} \eta_\varepsilon^M = \int_{S^1} (v_x - v_x^\varepsilon)(W'(u^\varepsilon) - W'(u)) + (u^\varepsilon - u)(v_x^\varepsilon - v_x) - \mu (v_x - v_x^\varepsilon)^2 + \gamma v^\varepsilon u_{xxx} + v_x^\varepsilon L_\varepsilon [u] \, dx.
\] (3.12)
We obtain the assertion of the Lemma upon using Young’s inequality.
Our next step is to estimate the last two summands on the right hand side of (3.10). They stem from the difference between the local and non-local regularization. In most formal arguments linking non-local to local models it was argued that $L_\varepsilon[u^\varepsilon] \to \gamma u_{xx}^\varepsilon$ for $\varepsilon \to 0$. However, in general, $u_{xx}^\varepsilon$ is not well-defined such that we need to modify this approach. The main idea is to analyze $u$ instead of $u^\varepsilon$.

**Lemma 3.3 (Relative entropy increase by difference of regularizations)** Let the assumptions of Lemma 3.2 be satisfied. Then,

$$\int_0^T \int_{S^1} \gamma v^\varepsilon u_{xxx} + v_{x}^\varepsilon L_\varepsilon[u] \, dt \, dx = O(\sqrt{\varepsilon}).$$

**Proof:**

We have

$$\int_0^T \int_{S^1} v_x^\varepsilon(t,\cdot) L_\varepsilon[u(t,\cdot)] + \gamma v^\varepsilon(t,\cdot) u_{xxx}(t,\cdot) \, dx \, dt$$

$$= \int_0^T \int_{S^1} (L_\varepsilon[u(t,\cdot)] - \gamma u_{xx}(t,\cdot)) v_x^\varepsilon(t,\cdot) \, dx \, dt$$

$$\leq \sqrt{T} \|L_\varepsilon[u] - \gamma u_{xx}\|_{L^2([0,T] \times S^1)} \|v_x^\varepsilon\|_{L^2([0,T] \times S^1)}. \tag{3.13}$$

We know from Lemma 1.3 that $\|v_x^\varepsilon\|_{L^2([0,T] \times S^1)}$ is bounded in terms of the initial energy and $\mu$. We are going to show $\|L_\varepsilon[u] - \gamma u_{xx}\|_{L^2([0,T;L^2(S^1)])} = O(\sqrt{\varepsilon})$ for $\varepsilon \to 0$. To this end, let us fix some $(t,x) \in [0,T] \times S^1$. We have

$$\int_{S^1} \phi_\varepsilon(x-y)(u(t,y) - u(t,x)) \, dy = \int_{-1}^1 \phi(s)(u(t,x + s\varepsilon) - u(t,x)) \, ds$$

$$= \int_{-1}^1 \phi(s) \varepsilon \int_0^\varepsilon u_x(t,x + \xi) \, d\xi \, dz \, ds = \int_{-1}^1 \phi(s) \varepsilon \int_0^\varepsilon \left(u_x(t,x) + \int_0^\varepsilon u_{xx}(t,x + a) \, da\right) \, dz \, ds. \tag{3.14}$$

Due to the symmetry of $\phi$, equation (3.14) implies

$$\frac{1}{\varepsilon} \int_{S^1} \phi_\varepsilon(x-y)(u(t,y) - u(t,x)) \, dy = \int_{-1}^1 \phi(s) \frac{1}{\varepsilon} \int_0^\varepsilon u_{xx}(t,x + a) \, da \, dz \, ds. \tag{3.15}$$

As $u_{xxx} \in C^0([0,T], L^2(S^1))$, we have, for all $(t,x) \in [0,T] \times S^1$,

$$\left|\frac{1}{\varepsilon} \int_0^\varepsilon u_{xx}(t,x + a) \, da - z u_{xx}(t,x)\right|$$

$$\leq \frac{1}{\varepsilon} \int_{-1}^{1/\varepsilon} \int_0^a |u_{xxx}(t,x + \xi)\, d\xi \, da = \frac{1}{\varepsilon} \int_{-1}^{1/\varepsilon} \int_{|\xi|<|a|<\varepsilon|} |u_{xxx}(t,x + \xi)| \, da \, d\xi$$

$$\leq \frac{2}{\varepsilon} \int_{-1}^{1/\varepsilon} |u_{xxx}(t,x + \xi)| \varepsilon|\xi| - |\xi| \, d\xi \leq 2 \int_{-1/\varepsilon}^{1/\varepsilon} |u_{xxx}(t,x + \xi)| \, d\xi \leq 4\sqrt{\varepsilon^3} \|u_{xxx}(t,\cdot)\|_{L^2(S^1)} \tag{3.16}$$
and \( \|u_{xxx}(t, \cdot)\|_{L^2(S^1)} \) is uniformly bounded in time. Thus, for all \((t, x)\)
\[
\frac{1}{\varepsilon^2} \int_{S^1} \phi_{\varepsilon}(x - y)(u(t, y) - u(t, x)) \, dy
\]
\[
= \int_{-1}^{1} \phi(s) \int_{0}^{s} z u_{xx}(t, x) + \left( \frac{1}{\varepsilon} \int_{0}^{s} u_{xx}(t, x + \alpha) \, d\alpha - z u_{xx}(t, x) \right) \, dz \, ds \quad (3.17)
\]
\[
= \int_{-1}^{1} \phi(s) \frac{s^2}{2} u_{xx}(t, x) \, ds + \mathcal{O}(\sqrt{\varepsilon}),
\]
uniformly in space and time, which implies
\[
\|L_{\varepsilon}[u] - \gamma u_{xx}\|_{L^2(0, T; L^2(S^1))} \leq T \|L_{\varepsilon}[u] - \gamma u_{xx}\|_{L^\infty((0, T) \times S^1)} \leq \mathcal{O}(\sqrt{\varepsilon}). \quad (3.18)
\]
The assertion of the Lemma follows upon combining (3.13) and (3.18).

Our next Lemma studies the surface energy terms in \( \eta_{\varepsilon}^M \) in more detail.

**Lemma 3.4 (Surface terms in \( \eta_{\varepsilon}^M \))** Let the assumptions of Lemma [3.2] be satisfied. Then,
\[
F_{\varepsilon}[u^\varepsilon(t, \cdot)] + \int_{S^1} \frac{\gamma}{2} (u_{x}(t, \cdot))^2 + L_{\varepsilon}[u(t, \cdot)] u^\varepsilon(t, \cdot) \, dx - F_{\varepsilon}[u^\varepsilon(t, \cdot) - u(t, \cdot)] = \mathcal{O}(\varepsilon)
\]
for \( \varepsilon \to 0 \), uniformly in time.

**Proof:**
As in the proof of Lemma [3.3], we do not study the terms in \( \eta_{\varepsilon}^M \) which are related to \( u^\varepsilon \) but those related to \( u \). In this way we can make use of the higher regularity of \( u \). Let us note that
\[
F_{\varepsilon}[u(t, \cdot)] = \frac{1}{4\varepsilon^2} \int_{S^1} \int_{S^1} \phi_{\varepsilon}(x - y) \left( \int_{x}^{y} u_{x}(t, z) \, dz \right)^2 \, dy \, dx
\]
\[
= \frac{1}{4\varepsilon^2} \int_{S^1} \int_{S^1} \phi_{\varepsilon}(x - y) \left( \int_{x}^{y} u_{x}(t, x) + \int_{x}^{x} u_{xx}(t, \alpha) \, d\alpha \right) \, dz \right)^2 \, dy \, dx \quad (3.19)
\]
\[
= \int_{S^1} \frac{\gamma}{2} (u_{x}(t, \cdot))^2 \, dx + \|u(t, \cdot)\|_{C^2(S^1)} \varepsilon
\]
because \( u \in C^0([0, T], H^3_m(S^1)) \subset C^0([0, T], C^2(S^1)) \). Moreover, due to the symmetry of \( \phi \),
\[
\frac{1}{2\varepsilon^2} \int_{S^1} \int_{S^1} \phi_{\varepsilon}(x - y)(u(t, x) - u(t, y)) (u^\varepsilon(t, x) - u^\varepsilon(t, y)) \, dy \, dx
\]
\[
= \frac{1}{\varepsilon^2} \int_{S^1} \int_{S^1} \phi_{\varepsilon}(x - y)(u(t, x) - u(t, y)) u^\varepsilon(t, x) \, dy \, dx \quad (3.20)
\]

Equations (3.19) and (3.20) imply
\[
F_{\varepsilon}[u^\varepsilon(t, \cdot)] + \int_{S^1} \frac{\gamma}{2} (u_{x}(t, \cdot))^2 + L_{\varepsilon}[u(t, \cdot)] u^\varepsilon(t, \cdot) \, dx
\]
\[
= F_{\varepsilon}[u^\varepsilon(t, \cdot)] + F_{\varepsilon}[u(t, \cdot)] - \frac{1}{2\varepsilon^2} \int_{S^1} \int_{S^1} \phi_{\varepsilon}(x - y)(u(t, x) - u(t, y)) (u^\varepsilon(t, x) - u^\varepsilon(t, y)) \, dx \, dy + \mathcal{O}(\varepsilon)
\]
\[
= F_{\varepsilon}[u^\varepsilon(t, \cdot) - u(t, \cdot)] + \mathcal{O}(\varepsilon), \quad (3.21)
\]
which is the assertion of the lemma. ■

**Theorem 3.5 (Model convergence)** Let \( u_0 \in H^3_m(S^1), v_0 \in H^2_m(S^1) \), \( T, \mu, \gamma > 0 \) and \( \phi \) satisfying (1.5) be given. Then, for \( \varepsilon > 0 \) sufficiently small, the strong solution \((u, v)\) of (1.1), (2.1) and the strong solution \((u^\varepsilon, v^\varepsilon)\) of (1.3), (2.1) satisfy

\[
\|u^\varepsilon - u\|^2_{L^\infty(0,T;L^2(S^1))} + \|v^\varepsilon - v\|^2_{L^\infty(0,T;L^2(S^1))} \leq C\sqrt{\varepsilon}
\]

with \( C > 0 \) depending on \( u_0, v_0, \mu, \gamma, T, \phi \).

**Proof:** Integrating the assertion of Lemma 3.2 in time and using Lemma 3.3 we find

\[
\eta^M_\varepsilon(t) - \eta^M_\varepsilon(0) \leq \int_0^t \int_{S^1} \frac{1}{2\mu} (W'(u^\varepsilon) - W'(u))^2 + \frac{1}{2\mu} (u^\varepsilon - u)^2 \, dx \, ds + O(\sqrt{\varepsilon}).
\]

As \( H^1(S^1) \) is continuously embedded in \( C^0(S^1) \) we know that \( \|u^\varepsilon\|_{L^\infty(0,T) \times S^1}, \|v^\varepsilon\|_{L^\infty(0,T) \times S^1} \) are bounded independent of \( \varepsilon \), cf. Lemma 2.4 such that the regularity of \( W \) implies

\[
\eta^M_\varepsilon(t) - \eta^M_\varepsilon(0) \leq C \int_0^t \|u^\varepsilon(s, \cdot) - u(s, \cdot)\|^2_{L^2(S^1)} \, ds + O(\sqrt{\varepsilon})
\]

for some constant \( C \) independent of \( \varepsilon \). Upon applying Lemma 3.4 and using the non-negativity of \( F_\varepsilon \) we infer from equation (3.22)

\[
\|u^\varepsilon(t, \cdot) - u(t, \cdot)\|^2_{L^2(S^1)} + \|v^\varepsilon(t, \cdot) - v(t, \cdot)\|^2_{L^2(S^1)} + O(\varepsilon)
\]

\[
\leq C \int_0^t \|u^\varepsilon(s, \cdot) - u(s, \cdot)\|^2_{L^2(S^1)} \, ds + O(\sqrt{\varepsilon})
\]

\[
\leq C \int_0^t \left( \|u^\varepsilon(s, \cdot) - u(s, \cdot)\|^2_{L^2(S^1)} + \|v^\varepsilon(s, \cdot) - v(s, \cdot)\|^2_{L^2(S^1)} + O(\varepsilon) \right) \, ds + (C + 1)O(\sqrt{\varepsilon}),
\]

where we have, in particular, used that Lemma 3.4 implies

\[
\eta^M_\varepsilon(0) = F_\varepsilon[u^\varepsilon(0, \cdot)] + \int_{S^1} \frac{\gamma}{2} |u_x(0, \cdot)|^2 + L_\varepsilon[u(0, \cdot)]u^\varepsilon(0, \cdot) \, dx
\]

\[
= F_\varepsilon[u^\varepsilon(0, \cdot) - u(0, \cdot)] + O(\varepsilon) = O(\varepsilon),
\]

as the initial data coincide. Using Gronwall’s Lemma we obtain

\[
\|u^\varepsilon - u\|^2_{L^\infty(0,T;L^2(S^1))} + \|v^\varepsilon - v\|^2_{L^\infty(0,T;L^2(S^1))} + O(\varepsilon) \leq O(\sqrt{\varepsilon})e^{CT}.
\]

This implies

\[
\|u^\varepsilon - u\|^2_{L^\infty(0,T;L^2(S^1))} + \|v^\varepsilon - v\|^2_{L^\infty(0,T;L^2(S^1))} \leq O(\sqrt{\varepsilon})e^{CT} + O(\sqrt{\varepsilon})
\]

from which the assertion of the Theorem follows. ■
Remark 3.6 (Multiple space dimensions) We expect that the arguments presented here can be formally extended to several space dimensions, as in a similar investigation in [13]. However, we do not pursue this approach here as the multi-dimensional, generalized version of the local model (1.1) considered in [13] is physically inadmissible and determining a physically admissible generalization is the subject of ongoing research.

Remark 3.7 (Parameter and time dependence) It must be noted that the convergence result derived in Theorem 3.5 depends sensitively on \( \mu \). Thus, the non-viscous \( (\mu \to 0) \) limit cannot be studied by the arguments presented in this work. The dependence on \( \phi \) and \( \gamma \) is more subtle, and enters mainly in the constant in Lemma 3.4 and via the properties of the solution of the local model.

While we have uniform convergence on compact time intervals, the convergence becomes slower for larger times as can be seen from (3.28).

Remark 3.8 (Convergence rate) Note that we are mainly interested in the convergence \( (u^\varepsilon,v^\varepsilon) \to (u,v) \) as such, and the convergence rate is of minor importance. However, we like to point out that in case \( u_{xx} \in L^\infty([0,T] \times S^1) \) we could replace \( \sqrt{\varepsilon} \) in (3.22) by \( \varepsilon \), i.e., the convergence rate would double. This can be seen by redoing the last step of (3.16) and tracking the power of \( \varepsilon \) in the proof of Theorem 3.5.

Remark 3.9 (Smaller state space) It is possible to extend our results to the case of \( W \) only being defined on some interval \( I \subset \mathbb{R} \) and \( W(u) \) diverging for \( u \to \partial I \). This is in particular important if we view (1.1) and (1.3) as models for liquid vapor flows or longitudinal motions of an elastic bar. In those cases physics, i.e., the fact that there is no interpenetration of matter, requires \( u > 0 \). However, in that case we would need to restrict ourselves to situations in which \( u,u^\varepsilon \) are uniformly bounded away from \( \partial I \).

Let us conclude by pointing out that the modified relative entropy framework offers an easy proof of continuous dependence of strong solutions to (1.3) on their initial data.

Lemma 3.10 (Continuous dependence on initial data) Let \( \varepsilon, \mu, T > 0 \) and \( \phi \) satisfying (1.5) for some \( \gamma > 0 \) be given. Let \( (u^\varepsilon,v^\varepsilon) \), \( (\tilde{u}^\varepsilon,\tilde{v}^\varepsilon) \) be strong solutions to (1.3) on \([0,T] \times S^1\) corresponding to initial data \((u_0,v_0),(\tilde{u}_0,\tilde{v}_0)\) satisfying \( H^1_m(S^1) \times H^2_m(S^1) \), respectively. Then, there exists a constant \( C > 0 \) depending on \((u_0,v_0,\|\tilde{u}_0\|_{H^1(S^1)},\varepsilon,\mu,T)\) such that

\[
\|u^\varepsilon - \tilde{u}^\varepsilon\|_{L^\infty(0,T;L^2(S^1))} + \|v^\varepsilon - \tilde{v}^\varepsilon\|_{L^\infty(0,T;L^2(S^1))} \leq C \left( \|u_0 - \tilde{u}_0\|_{L^2(S^1)} + \|v_0 - \tilde{v}_0\|_{L^2(S^1)} \right). \tag{3.29}
\]

Proof:
Firstly we note that \( u^\varepsilon, \tilde{u}^\varepsilon \) are bounded in \( L^\infty([0,T] \times S^1) \) by some constant depending on the same quantities as \( C \) in the assertion of the Lemma, by the arguments of the proof of Lemma 2.4. Analogous to the derivation of Lemma 3.2 we can show that

\[
\frac{d}{dt} \left( \|u^\varepsilon(t,\cdot) - \tilde{u}^\varepsilon(t,\cdot)\|_{L^2(S^1)}^2 + \|v^\varepsilon(t,\cdot) - \tilde{v}^\varepsilon(t,\cdot)\|_{L^2(S^1)}^2 \right) + F_{\varepsilon} \left[ u^\varepsilon(t,\cdot) - \tilde{u}^\varepsilon(t,\cdot) \right] \\
\leq \frac{1}{2\mu} \|W'(u^\varepsilon(t,\cdot)) - W'(\tilde{u}^\varepsilon(t,\cdot))\|_{L^2(S^1)}^2 + \frac{1}{2\mu} \|u^\varepsilon(t,\cdot) - \tilde{u}^\varepsilon(t,\cdot)\|_{L^2(S^1)}^2 \tag{3.30}
\]
for \(0 < t < T\). Due to the uniform bound on \(u^\epsilon, \tilde{u}^\epsilon\) in \(L^\infty([0, T] \times S^1)\) we can use the regularity of \(W\) to infer

\[
\frac{d}{dt} \left( \|u^\epsilon(t, \cdot) - \tilde{u}^\epsilon(t, \cdot)\|^2_{L^2(S^1)} + \|v^\epsilon(t, \cdot) - \tilde{v}^\epsilon(t, \cdot)\|^2_{L^2(S^1)} + F_\epsilon[u^\epsilon(t, \cdot) - \tilde{u}^\epsilon(t, \cdot)] \right) \\
\leq \frac{C}{\mu} \|u^\epsilon(t, \cdot) - \tilde{u}^\epsilon(t, \cdot)\|^2_{L^2(S^1)}, \tag{3.31}
\]

such that Gronwall’s Lemma and the non-negativity of \(F_\epsilon\) imply

\[
\|u^\epsilon(t, \cdot) - \tilde{u}^\epsilon(t, \cdot)\|^2_{L^2(S^1)} + \|v^\epsilon(t, \cdot) - \tilde{v}^\epsilon(t, \cdot)\|^2_{L^2(S^1)} \\
\leq \left( \|u^\epsilon(0, \cdot) - \tilde{u}^\epsilon(0, \cdot)\|^2_{L^2(S^1)} + \|v^\epsilon(0, \cdot) - \tilde{v}^\epsilon(0, \cdot)\|^2_{L^2(S^1)} + F_\epsilon[u^\epsilon(0, \cdot) - \tilde{u}^\epsilon(0, \cdot)] \right) e^{\frac{C}{\mu} t}. \tag{3.32}
\]

It is easy to show that for all \(w \in L^2(S^1)\) it holds

\[
F_\epsilon[w] \leq \frac{1}{\epsilon^2} \|w\|^2_{L^2(S^1)}. \tag{3.33}
\]

Using (3.33) we infer the assertion of the Lemma at hand from (3.32). \(\blacksquare\)
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