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Abstract

Optimal transport (OT) theory underlies many emerging machine learning (ML) methods nowadays solving a wide range of tasks such as generative modeling, transfer learning and information retrieval. These latter works, however, usually build upon a traditional OT setup with two distributions, while leaving a more general multi-marginal OT formulation somewhat unexplored. In this paper, we study the multi-marginal OT (MMOT) problem and unify several popular OT methods under its umbrella by promoting structural information on the coupling. We show that incorporating such structural information into MMOT results in an instance of a different of convex (DC) programming problem allowing us to solve it numerically. Despite high computational cost of the latter procedure, the solutions provided by DC optimization are usually as qualitative as those obtained using currently employed optimization schemes.

1 Introduction

Broadly speaking, the classic OT problem provides a principled approach for transporting one probability distribution onto another following the principle of the least effort. Such a problem, and the distance on the space of probability distributions derived from it, arise in many areas of machine learning (ML) including generative modeling, transfer learning and information retrieval, where OT has been successfully applied. A natural extension of classic OT, in which the admissible transport plan (a.k.a coupling) can have more than two prescribed marginal distributions, is called the multi-marginal optimal transport (MMOT) [Gangbo and Swiech, 1998]. The latter has several attractive properties: it enjoys the duality theory [Kellerer, 1984] and finds connections with the Wasserstein barycenter problem [Agueh and Carlier, 2011] used for data averaging and probabilistic graphical models [Haasler et al., 2020]. While being far less popular than the classic OT with two marginals, MMOT is a very useful framework on its own with some notable recent applications in generative adversarial networks [Cao et al., 2019], clustering [Mi and Bento, 2020] and domain adaptation [Hui et al., 2018, He et al., 2019], to name a few.

Preprint. Under review.
The recent success of OT in ML is often attributed to the entropic regularization \cite{cuturi2013sinkhorn} where the authors imposed a constraint on the coupling matrix forcing it to be closer to the independent coupling given by the rank-one product of the marginals. Such a constraint leads to the appearance of the strongly convex entropy term in the objective function and allows the entropic OT problem to be solved efficiently using simple Sinkhorn-Knopp matrix balancing algorithm. In addition to this, it was also noticed that structural constraints allow to reduce the prohibitively high sample-complexity of the classic OT problem \cite{genevay2019bridging, forrow2019entropy}. While these and several other recent works \cite{lin2021generalized, scetbon2021generalized} addressed structural constraints in the classic OT problem with two marginals, none of them considered a much more challenging case of doing so in a multi-marginal setting. On the other hand, while the work of \cite{haasler2020structural} considers the MMOT problem in which the cost tensor induced by a graphical structure, it does not naturally promote the factorizability of transportation plans.

**Contributions** In this paper, we define and study a general MMOT problem with structural penalization on the coupling matrix. We start by showing that such formulation includes several popular OT methods as special cases and allows to gain deeper insights into them. We further consider a relaxed problem where hard constraints are replaced by a regularization term and show that it leads to an instance of the difference of convex programming problem. A numerical study of the solutions obtained when solving the latter in cases of interest highlights their competitive performance when compared to solutions provided by the optimization strategies used previously.

## 2 Preliminary knowledge

**Notations.** For each integer \( n \geq 1 \), we write \([n] := \{1, ..., n\}\). For each discrete probability measure \( \mu \) with finite support, its negative entropy is defined as \( H(\mu) = \langle \mu, \log \mu \rangle \), where the logarithm operator is element-wise, with the convention that \( 0 \log 0 = 0 \). Here, \( \langle \cdot, \cdot \rangle \) denotes the Frobenius inner product. The Kullback-Leibler divergence between two discrete probability measures \( \mu \) and \( \nu \) with finite supports is defined as

\[
    KL(\mu|\nu) = \left\{ \begin{array}{ll}
    \langle \mu, \log \frac{\mu}{\nu} \rangle, & \text{if } \mu \text{ is absolutely continuous with respect to } \nu \\
    \infty, & \text{otherwise.}
    \end{array} \right.
\]

where the division operator in the logarithm is element-wise.

In what follows, we write \( T = (1, ..., N) \), for some integer \( N \geq 1 \). For any positive integers \( a_1, ..., a_N \), we call \( P \in \mathbb{R}^{a_1 \times \cdots \times a_N} \) a \( N \)-D tensor. In particular, a 1-D tensor is a vector and 2-D tensor is a matrix. A tensor is a probability tensor if its entries are nonnegative and the sum of all entries is 1. Given \( N \) probability vectors \( \mu_1, ..., \mu_N \), we write \( \mu = (\mu_n)_{n=1}^N \). We denote \( \Sigma_T \) the set of \( N \)-D probability tensors and \( U_T \subset \Sigma_T \) the set of tensors whose \( N \) marginal distributions are \( \mu_1, ..., \mu_N \). Any coupling in \( U_T \) is said to be **admissible**. We write \( \mu_T := \mu_1 \otimes \cdots \otimes \mu_N \) the tensor product (or measure product) of \( \mu_1, ..., \mu_N \).

**Multi-marginal OT problem.** Given a collection of \( N \) probability vectors \( \mu = (\mu_n \in \mathbb{R}^{a_n})_{n=1}^N \) and a \( N \)-D cost tensor \( C \in \mathbb{R}^{a_1 \times \cdots \times a_N} \), the MMOT problem reads

\[
    \text{MMOT}(\mu) = \inf_{P \in U_T} \langle C, P \rangle. \tag{1}
\]

In practice, such a formulation is intractable to optimize in a discrete setting as it results in a linear program where the number of constraints grows exponentially in \( N \). A more tractable strategy for solving MMOT is to consider the following entropic regularization problem

\[
    \inf_{P \in U_T} \langle C, P \rangle + \varepsilon KL(P|\mu_T). \tag{2}
\]

which can be solved using Sinkhorn’s algorithm \cite{benamou2014discrete}. We refer the interested reader to Supplementary materials for algorithmic details.

## 3 Factored Multi-marginal Optimal Transport

In this section, we first define a factored MMOT (F-MMOT) problem where we seek to promote a structure on the optimal coupling given such as a factorization into a tensor product. Interestingly,
such a formulation can include several other OT problems as special cases. Then, we introduce a relaxed version called MMOT-DC where the factorization constraint is smoothly promoted through a Kullback-Leibler penalty.

### 3.1 Motivation

Before a formal statement of our problem, we first give a couple of motivating examples showing why and when structural constraints on the coupling matrix can be beneficial. To this end, first note that a trivial example of the usefulness of such constraints in OT is the famous entropic regularization. Indeed, while most of the works define the latter by adding negative entropy of the coupling to the classic OT objective function directly, the original idea was to constraint the sought coupling to remain close (to some extent) to a rank-one product of the two marginal distributions. The appearance of negative entropy in the final objective function is then only a byproduct of such constraint due to the decomposition of the KL divergence into a sum of three terms with two of them being constant.

Below we give two more examples of real-world applications related to MMOT problem where a certain decomposition imposed on the coupling tensor can be desirable.

**Multi-source multi-target translation.** A popular task in computer vision is to match images across different domains in order to perform the so-called image translation. Such tasks are often tackled within the GAN framework where one source domain from which the translation is performed, is matched with multiple target domains modeled using generators. While MMOT was applied in this context by [Cao et al., 2019] when only one source was considered, its application in a multi-source setting may benefit from structural constraints on the coupling tensor incorporating the human prior on what target domains each source domain should be matched to.

**Multi-task reinforcement learning.** In this application, the goal is to learn individual policies for a set of agents while taking into account the similarities between them and hoping that the latter will improve the individual policies. A common approach is to consider an objective function consisting of a set of agents while taking into account the similarities between them and hoping that the latter will force a consensus between them. Similar to the example considered above, MMOT problem was tackled within the GAN framework where one source domain from which the translation is performed, across different domains in order to perform the so-called image translation. Such tasks are often a popular task in computer vision is to match images.

### 3.2 Factored MMOT and its relaxation

We start by giving several definitions used in the following parts of the paper.

**Definition 3.1 (Tuple partition)** A sequence of tuples \((T_m)_{m=1}^M\), with \(M \leq N\), is called a partition of an \(N\)-tuple \(T\) if the tuples \(T_1, \ldots, T_M\) are nonempty and disjoint, and their concatenation gives \(T\).

Here, we implicitly take into account the order of the tuple, which is not the case for the partition of a sequence of tuples. So, given a matrix \(P\) of a probability tensor, we call \(P\) a \(T_m\)-marginal tensor, by summing \(P\) over all dimensions not in \(T_m\).

**Definition 3.2 (Marginal tensor)** Given a tensor \(P \in \mathbb{R}^{a_1 \times \cdots \times a_N}\) and a partition \((T_m)_{m=1}^M\) of \(T = (1, \ldots, N)\), we call \(P\) the \(T_m\)-marginal tensor, by summing \(P\) over all dimensions not in \(T_m\).

We write \(P_{\#T} = P_{#1} \otimes \cdots \otimes P_{#M} \in \mathbb{R}^{a_1 \times \cdots \times a_N}\) the tensor product of its marginal tensors.

For example, for \(M = N = 2\) and \(T = (1, 2)\), we have \(T_1 = (1)\) and \(T_2 = (2)\). So, given a matrix \(P \in \mathbb{R}^{a_1 \times a_2}\), its marginal tensors \(P_{#1}\) and \(P_{#2}\) are vectors in \(\mathbb{R}^{a_1}\) and \(\mathbb{R}^{a_2}\), respectively, defined by \((P_{#1})_{ij} = \sum_j P_{ij}\) and \((P_{#2})_{ij} = \sum_i P_{ij}\) for \((i, j) \in [a_1] \times [a_2]\). The tensor product \(P_{\#T} \in \mathbb{R}^{a_1 \times a_2}\) is defined by \((P_{\#T})_{ij} = (P_{#1})_{ij} (P_{#2})_{ij}\).

Clearly, if \(P\) is a probability tensor, then so are its marginal tensors.

Suppose \(T_m = (p, ..., q)\) for \(m = 1, \ldots, M\) and \(1 \leq p \leq q \leq N\). We denote \(\Sigma_{T_m}\) the set of probability tensors in \(\mathbb{R}^{a_p \times \cdots \times a_q}\) and \(U_{T_m}\) the set of probability tensors in \(\mathbb{R}^{a_p \times \cdots \times a_q}\) whose \((r)\)-marginal vector is \(\mu_r\), for every \(r = p, \ldots, q\). We define \(\mu_{T_m} := \mu_p \otimes \cdots \otimes \mu_q\) by \((\mu_{T_m})_{i_p \ldots i_q} := \prod_r (\mu_r)_{i_r}\), for \(i_r \in [a_r]\), with \(r = p, \ldots, q\). Clearly, we have \(\mu_{T} = \mu_{T_1} \otimes \cdots \otimes \mu_{T_M}\).
After having defined the two optimization problems, we now set on exploring their theoretical properties.

**Definition 3.3 (Factored MMOT)** Given a partition \((T_m)_{m=1}^M\) of \(\mathcal{T}\) and a collection of histograms \(\mu\), we consider the following OT problem:

\[
F\text{-MMOT}\left((T_m)_{m=1}^M, \mu\right) = \inf_{P \in \mathcal{F}_M} \langle C, P \rangle,
\]

(F-MMOT)

where \(\mathcal{F}_M \subset U_{\mathcal{T}}\) is the set of admissible couplings which can be factorized as a tensor product of \(M\) component probability tensors in \(\Sigma_{T_1}, \ldots, \Sigma_{T_M}\).

Several remarks are in order here. First, one should note that the partition considered above is in general not degenerate meaning that the decomposition can involve tensors of an arbitrary order \(< N\). Second, the decomposition in this setting depicts the prior knowledge regarding the tuples of measures which should be independent: the couplings for the measures from different tuples will be degenerate and the optimal coupling tensor will be reconstructed from couplings of each tuple separately. Third, suppose the partition \((T_m)_{m=1}^M\) is not degenerate and \(M = 2\), i.e. the tensor is factorized as product of two tensors, the problem \(F\text{-MMOT}\) is equivalent to a variation of low nonnegative rank OT (see Appendix for a proof).

As for the existence of the solution to this problem, we have that \(\mathcal{F}_M\) is compact because it is a close subset of the compact set \(U_{\mathcal{T}}\), which implies that \(F\text{-MMOT}\) always admits a solution. Furthermore, observe that

\[
\mathcal{F}_M = \{ P \in U_{\mathcal{T}} : P = P_1 \otimes \ldots \otimes P_M, \text{where } P_m \in \Sigma_{T_m}, \forall m = 1, \ldots, M \}
\]

Thus, the problem \(F\text{-MMOT}\) can be rewritten as

\[
F\text{-MMOT}\left((T_m)_{m=1}^M, \mu\right) = \inf_{P \in \Sigma_{T_m}} \langle C, P_1 \otimes \ldots \otimes P_M \rangle.
\]

So, if \(T_1, \ldots, T_M\) are 2-tuples and two marginal distributions corresponding to each \(U_{T_m}\) are identical and uniform, then by Birkhoff’s theorem [Birkhoff 1946], \(F\text{-MMOT}\) admits an optimal solution in which each component tensor \(P_m\) is a permutation matrix.

**COOT and GW as special cases.** When \(N = 4\) and \(M = 2\) with \(T_1 = (a_1, a_2)\) and \(T_2 = (a_3, a_4)\), the problem \(F\text{-MMOT}\) becomes the CO-Optimal transport [Redko et al., 2020], where the two component tensors are known as sample and feature couplings. If furthermore, \(a_1 = a_3, a_2 = a_4,\) and \(\mu_1 = \mu_3, \mu_2 = \mu_4\), it becomes a lower bound of the discrete Gromov-Wasserstein distance [Mémoli, 2011]. This means that our formulation can be seen as a generalization of several OT formulations.

Observe that if a probability tensor \(P\) can be factorized as a tensor product of probability tensors, i.e. \(P = P_1 \otimes \ldots \otimes P_M\), then each \(P_m\) is also the \(T_m\)-marginal tensor of \(P\). This prompts us to consider the following relaxation of factored MMOT, where the hard constraint \(\mathcal{F}_M\) is replaced by a regularization term.

**Definition 3.4 (Relaxed Factored MMOT)** Given \(\varepsilon \geq 0\), a partition \((T_m)_{m=1}^M\) of \(\mathcal{T}\) and a collection of measures \(\mu\), we define the following problem:

\[
MMOT\text{-DC}_\varepsilon\left((T_m)_{m=1}^M, \mu\right) = \inf_{P \in U_{\mathcal{T}}} \langle C, P \rangle + \varepsilon \text{KL}(P|P_{\#T}).
\]

(MMOT-DC)

From the exposition above, one can guess that this relaxation is reminiscent of the entropic regularization in MMOT and coincides with it when \(M = N\). As such it also recovers the classical entropic OT. One should note that the choice of the KL divergence is not arbitrary and its advantage will become clear when it comes to the algorithm.

After having defined the two optimization problems, we now set on exploring their theoretical properties.

**3.3 Theoretical properties**

Intuitively, the relaxed problem is expected to allow for solutions with a lower value of the final objective function. We formally prove the validity of this intuition below.
We now turn to computational aspects of the problem MMOT-DC. First, note that the KL divergence term can be decomposed as

$$\text{KL}(P|P_{\#T}) = H(P) - \sum_{m=1}^{M} H(P_{\#m}),$$

An interesting property of MMOT-DC is that it interpolates between MMOT and F-MMOT. Informally, for very large $\varepsilon$, the KL divergence term dominates, so the optimal transport plans tend to be factorizable. On the other hand, for very small $\varepsilon$, the KL divergence term becomes negligible and we approach MMOT. The result below formalizes this intuition.

**Proposition 3.1** (Preliminary properties)

1. $\forall \varepsilon \geq 0, \text{MMOT}(\mu) \leq \text{MMOT-DC}\varepsilon\left((T_m)_{m=1}^{M}, \mu\right) \leq \text{F-MMOT}\left((T_m)_{m=1}^{M}, \mu\right)$.

2. $\forall \varepsilon > 0, \text{MMOT-DC}\varepsilon\left((T_m)_{m=1}^{M}, \mu\right) = 0$ if and only if $\text{F-MMOT}\left((T_m)_{m=1}^{M}, \mu\right) = 0$.

**Proposition 3.2** (Interpolation between MMOT and F-MMOT) For any partition $(T_m)_{m=1}^{M}$ of $T$ and for $\varepsilon > 0$, let $P_\varepsilon$ be a minimiser of the problem MMOT-DC\varepsilon\left((T_m)_{m=1}^{M}, \mu\right).

1. When $\varepsilon \to \infty$, one has MMOT-DC\varepsilon\left((T_m)_{m=1}^{M}, \mu\right) \to \text{F-MMOT}\left((T_m)_{m=1}^{M}, \mu\right)$. In this case, any cluster point of the sequence of minimisers $(P_\varepsilon)$ is a minimiser of $\text{F-MMOT}\left((T_m)_{m=1}^{M}, \mu\right)$.

2. When $\varepsilon \to 0$, then MMOT-DC\varepsilon\left((T_m)_{m=1}^{M}, \mu\right) \to \text{MMOT}(\mu)$. In this case, any cluster point of the sequence of minimisers $(P_\varepsilon)$ is a minimiser of $\text{MMOT}(\mu)$.

**GW distance revisited.** Somewhat surprisingly, the relaxation [MMOT-DC] also allows us to prove the equality between GW distance and COOT in the discrete setting. Let $X$ be a finite subset (of size $m$) of a certain metric space. Denote $C_x \in \mathbb{R}^{m \times m}$ its similarity matrix (e.g. distance matrix). We define similarly the set $Y$ of size $n$ and the corresponding similarity matrix $C_y \in \mathbb{R}^{n \times n}$. We also assign two discrete probability measures $\mu_x \in \mathbb{R}^{m}$ and $\mu_y \in \mathbb{R}^{n}$ to $X$ and $Y$, respectively. The GW distance is then defined as

$$\text{GW}(C_x, C_y) = \inf_{P \in \mathcal{U}(\mu_x, \mu_y)} \langle L_p(C_x, C_y), P \otimes P \rangle,$$

and the COOT reads

$$\text{COOT}(C_x, C_y) = \inf_{P \in \mathcal{U}(\mu_x, \mu_y)} \langle L_p(C_x, C_y), P \otimes Q \rangle,$$

where the 4D tensor $L_p(X,Y) \in \mathbb{R}^{m \times n \times m \times n}$ is defined by $(L_p(X,Y))_{i,j,k,l} = |X_{i,k} - Y_{j,l}|^p$, for some $p \geq 1$, and $U(\mu, \nu)$ is the set of couplings in $\mathbb{R}^{m \times n}$ whose two marginal distributions are $\mu$ and $\nu$. When $C_x$ and $C_y$ are two squared Euclidean distance matrices, and $p = 2$, it can be shown that the GW distance is equal to the COOT [Redko et al. 2020]. This is also true when $L_p(C_x, C_y)$ is a negative definite kernel [Séjourné et al. 2020]. Here, we establish another case where this equality still holds.

**Corollary 3.3** If $L_p(C_x, C_y)$ is a (symmetric) Lipschitz function with respect to both inputs, and induces a strictly positive definite kernel $\exp\left(-\frac{1}{2p}(C_x - C_y)\right)$ on $(\mathcal{X} \times \mathcal{Y})^2$, for every $\varepsilon > 0$, then there exists a solution $(P, Q)$ of COOT such that $P = Q$. As a consequence, we have the equality between GW distance and COOT.

The proof relies on the connection between MMOT-DC and COOT shown in the proposition 3.2, and that the two $T_1$, $T_2$-marginal matrices of the 4-D solution of MMOT-DC are in fact identical, under the assumption of the cost tensor. The proof of the second claim is deferred to the Appendix.

## 4 Numerical solution

We now turn to computational aspects of the problem MMOT-DC. First, note that the KL divergence term can be decomposed as

$$\text{KL}(P|P_{\#T}) = H(P) - \sum_{m=1}^{M} H(P_{\#m}),$$
Algorithm 1 DC algorithm for the problem MMOT-DC

**Input.** Cost tensor $C$, partition $(T_m)_{m=1}^M$ of $\mathcal{T}$, histograms $\mu_1, \ldots, \mu_N$, hyperparameter $\varepsilon > 0$, initialization $P^{(0)}$, tuple of initial dual vectors for the Sinkhorn step $(f_1^{(0)}, \ldots, f_N^{(0)})$.

**Output.** Tensor $P \in U_T$.

While not converge

1. Compute $G^{(t)} = \sum_{m=1}^M \nabla_p H(P^{(t)}_{\#m})$ the gradient of the concave term.

2. Solve

$$P^{(t+1)} \in \arg \min_{P \in U_T} \langle L(X,Y) - \varepsilon G^{(t)}(P), P \rangle + \varepsilon H(P),$$

using the Sinkhorn algorithm \[3\] with the tuple of initial dual vectors $(f_1^{(0)}, \ldots, f_N^{(0)})$.

where the function $H_m$ defined by $H_m(P) := H(P_{\#m})$ is continuous and convex with respect to $P$.

Now, the problem MMOT-DC becomes

$$\text{MMOT-DC}_\varepsilon((T_m)_{m=1}^M, \mu) = \inf_{P \in U_T} \langle C, P \rangle + \varepsilon H(P) - \varepsilon \sum_{m=1}^M H_m(P). \tag{3}$$

This is nothing but a Difference of Convex (DC) programming problem (which explains the name MMOT-DC), thanks to the convexity of the set $U_T$ and the entropy function $H$. Thus, it can be solved by the DC algorithm [Tao and Souad [1986] Pham and Thi [1997]] as follows: at the iteration $t$,

1. Calculate $G^{(t)} \in \partial(\sum_{m=1}^M H_m)(P^{(t)})$.

2. Solve $P^{(t+1)} \in \arg \min_{P \in U_T} \langle C - \varepsilon G^{(t)}, P \rangle + \varepsilon H(P)$.

This algorithm is very easy to implement. Indeed, the second step is a classical entropic-regularized MMOT problem and can be solved by the Sinkhorn algorithm [3]. In the first step, the gradient can be calculated explicitly. For the sake of simplicity, we illustrate the calculation in a simple case, where $M = 2$ and $N = 4$ with $T_1, T_2$ are two 2-tuples. The function $H_1 + H_2$ is continuous, so $h^{(t)} = \nabla_p (H_1 + H_2)(P^{(t)})$. Given a 4-D probability tensor $P$, we have

$$H_1(P) + H_2(P) = \sum_{i,j,k,l} P_{i,j,k,l} \log \left( \sum_{i,j} P_{i,j,k,l} \right) + \sum_{i,j,k,l} P_{i,j,k,l} \log \left( \sum_{k,l} P_{i,j,k,l} \right).$$

So,

$$\frac{\partial(H_1 + H_2)}{\partial P_{i,j,k,l}} = \log \left( \sum_{i,j} P_{i,j,k,l} \right) + \frac{P_{i,j,k,l}}{\sum_{i,j} P_{i,j,k,l}} + \log \left( \sum_{k,l} P_{i,j,k,l} \right) + \frac{P_{i,j,k,l}}{\sum_{k,l} P_{i,j,k,l}}.$$

The complete DC algorithm for the problem [3] can be found in the algorithm [1]. We observed that initialization is crucial to the convergence of algorithm which is not surprising for a non-convex problem. To accelerate the algorithm for large $\varepsilon$, we propose to use the warm-start strategy, which is similar to the one used in the entropic OT problem with very small regularization parameter [Schmitzer [2019]]. Its idea is simple: we consider an increasing finite sequence $(\varepsilon_n)_{n=0}^N$ approaching $\varepsilon$ such that the solution $P_{\varepsilon_0}$ of the problem MMOT-DC$_{\varepsilon_0}(X,Y)$ can be estimated quickly and accurately using the initialization $P^{(0)}$. Then we solve each successive problem MMOT-DC$_{\varepsilon_n}(X,Y)$ using the previous solution $P_{\varepsilon_{n-1}}$ as initialization. Finally, the problem MMOT-DC$_{\varepsilon}(X,Y)$ is solved using the solution $P_{\varepsilon_N}$ as initialization.
We generate two random matrices $X$ and $Y$. We also plot, with some abuse of notation, the histograms of the error between the solutions of the的成本 tensor $C$ and its two-dimensional Euclidean distance matrices of size $20$ whose entries are drawn independently from the uniform distribution on the interval $[0, 1]$. For this reason, the loss only remains...
True permutation on samples
Recovered by MMOT-DC with $\epsilon = 0.0001$, loss = $9.4e-06$
Recovered by MMOT-DC with $\epsilon = 1$, loss = $8.6e-06$
True permutation on features

Figure 1: Couplings generated by COOT and MMOT-DC on the matrix recovering task.

Figure 2: Histograms of difference between true independent marginal matrices and their approximations. We see that the marginal matrices obtained by the algorithm approximate well the theoretical uniform matrices.

We compare four solvers:

1. The Frank-Wolfe algorithm [Frank and Wolfe, 1956] to solve the GW (GW-FW).
2. The projected gradient algorithm to solve the entropic GW distance Peyré et al. [2016] (EGW-PG). We choose the regularization parameter from \{0.0008, 0.0016, 0.0032, 0.0064, 0.0128, 0.0256\} and pick the one which corresponds to smallest COOT loss.
3. The Block Coordinate Descent algorithm to approximate COOT and its entropic approximation Redko et al. [2020] (GW-BCD and EGW-BCD, respectively), where two additional KL divergences corresponding to two couplings are introduced. Both regularization parameters are tuned from \{0, 0.0005, 0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1\}, where 0 means that there is no regularization term for the corresponding coupling and we pick the pair whose COOT loss is the smallest.
Table 1: Average and standard deviation of COOT loss of the solvers. MMOT-DC is competitive to other solvers, except for EGW-PG and EGW-BCD.

| Method      | Average Loss | Standard Deviation |
|-------------|--------------|--------------------|
| GW-FW       | 0.083 (± 0.035) |                    |
| EGW-PG      | 0.079 (± 0.035)  |                    |
| GW-BCD      | 0.083 (± 0.035)  |                    |
| EGW-BCD     | 0.080 (± 0.035)  |                    |
| MMOT-DC     | 0.082 (± 0.036)  |                    |

Figure 3: Scatter plots of MMOT-DC versus other solvers. In all four plots, the points tend to concentrate around the line $y = x$, which indicates the comparable performance of MMOT-DC. On the other hand, the top-right plot shows the clear superiority of EGW-PG.

4. The algorithm to solve the MMOT-DC. We tune $\varepsilon \in \{1, 1.4, 1.8, 2.2, 2.6\}$ and we pick the one which corresponds to smallest COOT loss.

For GW-FW and EGW-PG, we use the implementation from the library PythonOT [Flamary et al., 2021].

Given two random matrices, we record the COOT loss corresponding to the solution generated by these three methods. We simulate this process 70 times and compare the overall performance of these methods. We can see in Table 1 the average value and standard deviation and the comparison for the values of the loss between the different algorithms in Figure 3. The performance is quite similar across methods with a slight advantage for EGW-PG. This is in itself a very interesting result that has never been noted to the best of our knowledge: the entropic version of GW can provide better solution than solving the exact problem maybe because of the "convexification" of the problem due to the entropic regularization. Our approach is also interestingly better than the exact GW-FW which illustrates that the relaxation might help in finding better solutions despite the non-convexity of the problem.

6 Discussion and conclusion

In this paper, we present a novel relaxation of the factorized MMOT problem called MMOT-DC. More precisely, we replace the hard constraint on factorization constraint by a smooth regularization term. The resulting problem not only enjoys an interpolation property between MMOT and factorized
MMOT, but also is a DC problem, which can be solved easily by the DC algorithm. We illustrate the use of MMOT-DC the via some simulated experiments and show that it is competitive with the existing popular solvers of COOT and GW distance. One limitation of the current DC algorithm is that, it is not scalable because it requires storing a full-size tensor in the gradient step computation. Thus, future work may focus on more efficiently designed algorithms, in terms of both time and memory footprint. Moreover, incorporating additional structure on the cost tensor may also be computationally and practically beneficial. From a theoretical viewpoint, it is also interesting to study the extension of MMOT-DC to the continuous setting, which can potentially allow us to further understand the connection between GW distance and COOT.
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A Appendix

Derivation of the Sinkhorn algorithm in MMOT. The corresponding entropic dual problem of the primal problem reads

\[
\sup_{f_n \in \mathbb{R}^n} \sum_{i=1}^{N} \langle f_n, \mu_n \rangle - \varepsilon \sum_{i \neq i_n} \exp \left( \frac{\sum_{i \neq i_n} (f_n)_{i} - C_{i \ldots i_N}}{\varepsilon} \right) + \varepsilon. \tag{4}
\]

For each \( n = 1, \ldots, N \) and \( i_n \in [a_n] \), the first order optimality condition reads

\[
0 = (\mu_n)_{i_n} - \exp \left( \frac{(f_n)_{i_n}}{\varepsilon} \right) \sum_{i_n} \exp \left( \frac{\sum_{j \neq i_n} (f_j)_{i_j} - C_{i \ldots i_N}}{\varepsilon} \right),
\]

where, with some abuse of notation, we write \( i_{-n} = (i_1, \ldots, i_{n-1}, i_{n+1}, \ldots, i_N) \). Or, equivalently

\[
(f_n)_{i_n} = \varepsilon \log(\mu_n)_{i_n} - \varepsilon \log \sum_{i_n} \exp \left( \frac{\sum_{j \neq i_n} (f_j)_{i_j} - C_{i \ldots i_N}}{\varepsilon} \right),
\]

or even more compact form

\[
f_n = \varepsilon \log \mu_n - \varepsilon \log \sum_{i_n} \exp \left( \frac{\sum_{j \neq i_n} (f_j)_{i_j} - C_{i \ldots i_N}}{\varepsilon} \right).
\]

Using the primal-dual relation, we obtain the minimiser of the primal problem by

\[
P_{i_1 \ldots i_N} = \exp \left( \frac{\sum_n (f_n)_{i_n} - C_{i_1 \ldots i_N}}{\varepsilon} \right),
\]

for \( i_n \in [a_n] \), with \( n = 1, \ldots, N \). Similar to the entropic OT, the Sinkhorn algorithm is also usually implemented in log-domain to avoid numerical instability.

Algorithm 3 Sinkhorn algorithm for the entropic MMOT problem from [Benamou et al. 2014].

Input. Histograms \( \mu_1, \ldots, \mu_N \), hyperparameter \( \varepsilon > 0 \), cost tensor \( C \) and tuple of initial dual vectors \((f_1^{(0)}, \ldots, f_N^{(0)})\).

Output. Optimal transport plan \( P \) and tuple of dual vectors \((f_1, \ldots, f_N)\) (optional).

1. While not converge: for \( n = 1, \ldots, N \),

\[
f_n^{(t+1)} = \varepsilon \log \mu_n - \varepsilon \log \sum_{i_n} \exp \left( \frac{\sum_{j < n} (f_j^{(t+1)})_{i_j} + \sum_{j > n} (f_j^{(t)})_{i_j} - C_{i \ldots i_n}}{\varepsilon} \right).
\]

2. Return tensor \( P \), where for \( i_n \in [a_n] \), with \( n = 1, \ldots, N \),

\[
P_{i_1 \ldots i_N} = \exp \left( \frac{\sum_n (f_n)_{i_n} - C_{i_1 \ldots i_N}}{\varepsilon} \right). \tag{5}
\]

F-MMOT of two components (i.e. \( M = 2 \)) as a variation of low nonnegative rank OT. For the sake of notational ease, we only consider the simplest case, but the same argument holds in the general case. Consider \( T_1 = (1, 2) \) and \( T_2 = (3, 4) \), then the factored MMOT problem reads

\[
\text{F-MMOT}(T_m^2, m=1, \mu) = \min_{P \in T_2} \langle C, P \rangle. \tag{6}
\]

First, we define three reshaping operations.

- vectorization: concatenates rows of a matrix into a vector.

\[ \text{vec} : \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{mn}, \]

where each element \( A_{i,j} \) of the matrix \( A \in \mathbb{R}^{m \times n} \) is mapped to a unique element \( b_{(i-1)m+j} \) of the vector \( b \in \mathbb{R}^{mn} \), with \( A_{i,j} = b_{(i-1)m+j} \), for \( i = 1, \ldots, m \) and \( j = 1, \ldots, n \). Conversely, each element \( b_k \) is mapped to a unique element \( A_{k/n,n-k%n} \), for every \( k = 1, \ldots, mn \). Here, \( k/n \) is the quotient of the division of \( k \) by \( n \) and \( k%n \) is the remainder of this division, i.e. if \( k = qn + r \), with \( 0 \leq r < n \), then \( k/n = q \) and \( k%n = r \).
Matrization: transforms a 4D tensor to a 2D tensor (matrix) by vectorizing the first two and the last two dimensions of the tensor.

\[ \text{mat} : \mathbb{R}^{n_1 \times n_2 \times n_3 \times n_4} \rightarrow \mathbb{R}^{(n_1 n_2) \times (n_3 n_4)}, \]

where, similar to the vectorization, each element \( P_{i,j,k,l} \) of the tensor \( P \in \mathbb{R}^{n_1 \times n_2 \times n_3 \times n_4} \) is mapped to the unique element \( A_{(i-1)n_2+j,(k-1)n_4+l} \) of the matrix \( A \in \mathbb{R}^{(n_1 n_2) \times (n_3 n_4)}, \) with \( P_{i,j,k,l} = A_{(i-1)n_2+j,(k-1)n_4+l} \).

• Concatenation: stacks vertically two equal-column matrices.

\[ \text{con}_v : \mathbb{R}^{m \times d} \times \mathbb{R}^{n \times d} \rightarrow \mathbb{R}^{(m+n) \times d} \]

\[ \left( (u_1, \ldots, u_m), (v_1, \ldots, v_n) \right) \rightarrow (u_1, \ldots, u_m, v_1, \ldots, v_n)^T. \]

Or, stacks horizontally two equal-row matrices.

\[ \text{con}_h : \mathbb{R}^{n \times p} \times \mathbb{R}^{n \times q} \rightarrow \mathbb{R}^{n \times (p+q)} \]

\[ \left( (u_1, \ldots, u_p), (v_1, \ldots, v_q) \right) \rightarrow (u_1, \ldots, u_p, v_1, \ldots, v_q). \]

**Lemma A.1** For any 4D tensor \( \pi \in \mathbb{R}^{n_1 \times n_2 \times n_3 \times n_4} \), denote \( P \) its matrisation. We have,

\[ \text{vec} \left( \sum_{k,l} \pi_{i,k,l} \right) = \sum_{n=1}^{n_3 n_4} P_{i,n} = P_{1 \times n_3 n_4}, \]

where \( 1_n \) is the vector of ones in \( \mathbb{R}^n \).

**Proof of lemma A.1** For \( (i, j) \in [n_1] \times [n_2] \), we have

\[ \text{vec} \left( \sum_{k,l} \pi_{i,k,l} \right)_{(i-1)n_2+j} = \sum_{k,l} \pi_{i,j,k,l} = \sum_{k,l} P_{(i-1)n_2+j,(k-1)n_4+l} = \sum_{n=1}^{n_3 n_4} P_{(i-1)n_2+j,n}. \]

Now, let \((e_i)_{i=1}^{n_2}\) be the standard basis vectors of \( \mathbb{R}^{(n_1 n_2)} \), i.e. \((e_i)_k = 1_{i=k}\). For each \( \pi \in U_T \), denote \( P \) its matrix form, then by lemma A.1 we have, for \( i \in [n_1] \),

\[ (\mu_i)_i = \sum_{j} \sum_{k,l} \pi_{i,j,k,l} = \sum_{j=1}^{n_2} \sum_{n=1}^{n_3 n_4} P_{(i-1)n_2+j,n}, \]

which can be written in matrix form as

\[ A_1^T P_{1 \times n_3 n_4} = \mu_1 \]

where the matrix \( A_1 = \text{con}_h(v_1, \ldots, v_{n_1}) \in \mathbb{R}^{(n_1 n_2) \times n_1} \), with \( v_i \in \mathbb{R}^{(n_1 n_2)} \), where \( v_i = \sum_{j=(i-1)n_2+1}^{i n_2} e_j \), with \( i \in [n_1] \). Similarly, \( A_2 P_{1 \times n_3 n_4} = \mu_2 \), where the matrix \( A_2 = \text{con}_h(I_{n_2}, \ldots, I_{n_2}) \in \mathbb{R}^{n_2 \times (n_1 n_2)} \), where \( I_n \in \mathbb{R}^{n \times n} \) is the identity matrix. Both conditions can be compactly written as

\[ A_{12}^T P_{1 \times n_3 n_4} = \mu_{12}, \]

where the matrix \( A_{12} = \text{con}_h(A_1, A_2^T) \in \mathbb{R}^{(n_1 n_2) \times (n_1+n_2)} \) and \( \mu_{12} = \text{con}_v(\mu_1, \mu_2) \in \mathbb{R}^{(n_1+n_2)} \). Note that \( \mu_{12} \) is not a probability because its mass is 2. The matrix \( A_{12} \) has exactly \( 2n_1 n_2 \) ones and the rest are zeros. Similarly, for \( A_{34} \) and \( \mu_{34} \) defined in the same way as \( A_{12} \) and \( \mu_{12} \), respectively, we establish the equality \( A_{12}^T P_{1 \times n_3 n_4} = \mu_{34} \). As a side remark, both matrices \( A_{12}^T \) and \( A_{34} \) are totally unimodular, i.e. every square submatrix has determinant \(-1, 0, \) or \(1\).

To handle the factorization constraint, first we recall the following concept.

**Definition A.1** Given a nonnegative matrix \( A \), we define its nonnegative rank by

\[ \text{rank}_+(A) := \min \left\{ r \geq 1 : A = \sum_{i=1}^{r} M_i, \text{ where } \text{rank}(M_i) = 1, M_i \geq 0, \forall i \right\}. \]

By convention, zero matrix has zero (thus nonnegative) rank.
Proof of proposition 3.1. The inequality \( \text{MMOT}(\mu) \leq \text{MMOT-DC}_\varepsilon((T_m)_{m=1}^M, \mu) \) follows from the positivity of the KL divergence. On the other hand,

\[
\text{F-MMOT}((T_m)_{m=1}^M, \mu) = \inf_{P \in \mathcal{F}_M} \langle C, P \rangle + \varepsilon \text{KL}(P | P_\#),
\]

because \( \text{KL}(P | P_\#) = 0 \), for every \( P \in \mathcal{F}_M \). As \( \mathcal{F}_M \subset U_T \), we have \( \text{MMOT-DC}_\varepsilon((T_m)_{m=1}^M, \mu) \leq \text{F-MMOT}((T_m)_{m=1}^M, \mu) \).

Now, if \( \text{F-MMOT}((T_m)_{m=1}^M, \mu) = 0 \), then \( \text{MMOT-DC}_\varepsilon((T_m)_{m=1}^M, \mu) = 0 \). Conversely, if \( \text{MMOT-DC}_\varepsilon((T_m)_{m=1}^M, \mu) = 0 \), for \( \varepsilon > 0 \), then there exists \( P^* \in U_T \) such that \( \langle C, P^* \rangle = 0 \) and \( P^* = P_\# \). Thus \( \langle C, P_\# \rangle = 0 \), which means \( \text{F-MMOT}((T_m)_{m=1}^M, \mu) = 0 \).

Proof of proposition 3.2. The function \( \varepsilon \rightarrow \text{MMOT-DC}_\varepsilon((T_m)_{m=1}^M, \mu) \) is increasing on \( \mathbb{R}_{\geq 0} \) and bounded, thus admits a finite limit \( L \leq \text{F-MMOT}((T_m)_{m=1}^M, \mu) \), when \( \varepsilon \rightarrow \infty \), and a finite limit \( l \geq \text{MMOT}(\mu) \), when \( \varepsilon \rightarrow 0 \).

Let \( P_\varepsilon \) be a solution of the problem \( \text{MMOT-DC}_\varepsilon((T_m)_{m=1}^M, \mu) \). As \( U_T \) is compact, when either \( \varepsilon \rightarrow 0 \) or \( \varepsilon \rightarrow \infty \), one can extract a converging subsequence (after reindexing) \( (P_{\varepsilon_k})_k \rightarrow \tilde{P} \in U_T \), when either \( \varepsilon_k \rightarrow 0 \) or \( \varepsilon_k \rightarrow \infty \). Thus, the convergence of the marginal distributions is also guaranteed, i.e.

\[
\langle P_{\varepsilon_k} \# m \rightarrow P_\# m \in U_{m} \rangle, \text{ for every } m = 1, \ldots, M, \text{ which implies that } P_{\varepsilon_k} \rightarrow (P_\# T \rightarrow P - P_\# T.
\]

When \( \varepsilon \rightarrow 0 \), let \( P^* \) be a solution of the problem \( \text{MMOT}(\mu) \). Then,

\[
\langle C, P^* \rangle \leq \langle C, P_\varepsilon \rangle + \varepsilon \text{KL}(P_\varepsilon | P_\# T) \leq \langle C, P^* \rangle + \varepsilon \text{KL}(P^* | P_\# T).
\]

By the sandwich theorem, when \( \varepsilon \rightarrow 0 \), we have \( \text{MMOT-DC}_\varepsilon((T_m)_{m=1}^M, \mu) \rightarrow \langle C, P^* \rangle = \text{MMOT}(\mu) \). Furthermore, as

\[
0 \leq \langle C, P_{\varepsilon_k} \rangle - \langle C, P^* \rangle \leq \varepsilon_k \text{KL}(P^* | P_\# T),
\]

when \( \varepsilon_k \rightarrow 0 \), it follows that \( \langle C, \tilde{P} \rangle = \langle C, P^* \rangle \). So \( \tilde{P} \) is a solution of the problem \( \text{MMOT}(\mu) \). We conclude that any cluster point of the sequence of minimisers of \( \text{MMOT-DC}_\varepsilon((T_m)_{m=1}^M, \mu) \) when
$\varepsilon \to 0$ is a minimiser of MMOT($\mu$). As a byproduct, since
\[
\text{KL}(P^*|P^*_{#T}) - \text{KL}(P_{\varepsilon_k}|(P_{\varepsilon_k})_{#T}) \geq \frac{\langle C, P_{\varepsilon_k} \rangle - \langle C, P^* \rangle}{\varepsilon_k} \geq 0,
\]
we deduce that $\text{KL}(\bar{P}|\bar{P}_{#T}) \leq \text{KL}(P^*|P^*_{#T})$ (so the cluster point $\bar{P}$ has minimal mutual information).

On the other hand, when $\varepsilon \to \infty$, for $\mu = \mu_1 \otimes \ldots \otimes \mu_N$, one has
\[
\langle C, \mu \rangle + \varepsilon \times 0 \geq \langle C, P_\varepsilon \rangle + \varepsilon \text{KL}(P_\varepsilon|(P_\varepsilon)_{#T}) \geq \varepsilon \text{KL}(P_\varepsilon|(P_\varepsilon)_{#T}).
\]
Thus,
\[
0 \leq \text{KL}(P_\varepsilon|(P_\varepsilon)_{#T}) \leq \frac{1}{\varepsilon} \langle C, \mu \rangle \to 0, \text{ when } \varepsilon \to \infty,
\]
which means $\text{KL}(P_\varepsilon|(P_\varepsilon)_{#T}) \to 0$, when $\varepsilon \to \infty$. In particular, when $\varepsilon_k \to \infty$, we have $\text{KL}(P_{\varepsilon_k}|(P_{\varepsilon_k})_{#T}) \to 0$. Thus, $\text{KL}(\bar{P}|\bar{P}_{#T}) = 0$, which implies $\bar{P} = \bar{P}_{#T}$.

Now, as MMOT-DC$_\varepsilon((T_m)_{m=1}^M, \mu) \geq \langle C, P_\varepsilon \rangle$, taking limit when $\varepsilon \to \infty$ gives us $L \geq \langle C, \bar{P} \rangle = \langle C, \bar{P}_{#T} \rangle \geq \text{F-MMOT}((T_m)_{m=1}^M, \mu)$. Thus $L = \langle C, \bar{P} \rangle = \text{F-MMOT}((T_m)_{m=1}^M, \mu)$, i.e. MMOT-DC$_\varepsilon((T_m)_{m=1}^M, \mu) \to \text{F-MMOT}((T_m)_{m=1}^M, \mu)$ when $\varepsilon \to \infty$. We also have that any cluster point of the sequence of minimisers of MMOT-DC$_\varepsilon((T_m)_{m=1}^M, \mu)$ when $\varepsilon \to \infty$ is a minimiser of F-MMOT((T$_m)_{m=1}^M, \mu$).

**Proof of corollary 3.3** In this proof, we write $C := L_p(C_x, C_y)$, for notational ease. In the setting of GW distance, we have $N = 4, M = 2$ and $T_2 = (1, 2), T_2 = (3, 4)$. Given a solution $P_\varepsilon$ of the problem MMOT-DC, let $Q_i \in U((P_\varepsilon)_{#i}, (P_\varepsilon)_{#i}) \subset U_T$, for $i = 1, 2$. The optimality of $P_\varepsilon$ implies that
\[
\langle C, P_\varepsilon \rangle + \varepsilon \left[ H(P_\varepsilon) - H((P_\varepsilon)_{#1}) - H((P_\varepsilon)_{#2}) \right] \leq \langle C, Q_i \rangle + \varepsilon \left[ H(Q_i) - 2H((P_\varepsilon)_{#i}) \right].
\]
Thus,
\[
2\langle C, P_\varepsilon \rangle + \varepsilon H(P_\varepsilon) \leq \sum_{i=1}^2 \langle C, Q_i \rangle + \varepsilon H(Q_i).
\]
As this is true for every $Q_i \in U((P_\varepsilon)_{#i}, (P_\varepsilon)_{#i})$, we have
\[
\frac{1}{2} \sum_{i=1}^2 \text{OT}_\varepsilon((P_\varepsilon)_{#i}, (P_\varepsilon)_{#i}) = \frac{1}{2} \sum_{i=1}^2 \inf_{Q_i \in U((P_\varepsilon)_{#i}, (P_\varepsilon)_{#i})} \langle C, Q_i \rangle + \varepsilon H(Q_i)
\geq \langle C, P_\varepsilon \rangle + \varepsilon H(P_\varepsilon)
\geq \inf_{P \in U((P_\varepsilon)_{#1}, (P_\varepsilon)_{#2})} \langle C, P \rangle + \varepsilon H(P)
= \text{OT}_\varepsilon((P_\varepsilon)_{#1}, (P_\varepsilon)_{#2}).
\]
The second inequality holds because $P_\varepsilon \in U((P_\varepsilon)_{#1}, (P_\varepsilon)_{#2})$. Thus,
\[
\text{OT}_\varepsilon((P_\varepsilon)_{#1}, (P_\varepsilon)_{#2}) = \frac{1}{2} \sum_{i=1}^2 \text{OT}_\varepsilon((P_\varepsilon)_{#i}, (P_\varepsilon)_{#i}) \leq 0. \quad (7)
\]
The left-hand side of (7) is nothing but the Sinkhorn divergence $\text{SD}_\varepsilon$ between $(P_\varepsilon)_{#1}$ and $(P_\varepsilon)_{#2}$ [Ramdas et al., 2017]. As a strictly positive definite kernel is necessarily universal in the finite setting (see for example section 2.3 in [Borgwardt et al., 2006]), by theorem 1 in [Feydy et al., 2019], the inequality (7) is in fact an equality and we must have $(P_\varepsilon)_{#1} = (P_\varepsilon)_{#2}$.

Now, by proposition 3.2, when $\varepsilon \to \infty$, a cluster point $P_{#1} \otimes P_{#2}$ of the sequence of minimisers $(P_\varepsilon)_{#i}$ induces a solution $(P^{(1)}, P^{(2)})$ of the COOT. The above result implies that $P_{#1} = P_{#2}$ and the equality between GW and COOT then follows.
An empirical variation. Intuitively, for sufficiently large $\varepsilon$, the minimisation of the KL divergence is prioritised over the linear term in the objective function of the MMOT-DC problem, which implies that the optimal tensor $P^*$ is "close" to its corresponding tensor product $P_{#T}^*$. So, instead of calculating the gradient at $P$, one may calculate at $P_{#T}^*$. In this case, the gradient reads

$$\sum_{m=1}^{M} \nabla \phi_m(P_{#T}) = [\log P_{#1} + P_{#1}] \oplus ... \oplus [\log P_{#M} + P_{#M}],$$

where $\oplus$ represents the tensor sum operator between two arbitrary-size tensors: $(P \oplus Q)_{i,j} := P_i + Q_j$, where with some abuse of notation, $i$ or $j$ can be understood as a tuple of indices. Thus, we avoid storing the $N$-D gradient tensor (as in the algorithm) and only need to store $M$ smaller-size tensors. Not only saving the memory, this variation also seems to be empirically competitive with the original algorithm if not sometimes better, in terms of COOT loss. The underlying reason might be related to the approximate DCA scheme [VG 2015], where one replaces both steps in each DC iteration by their approximation. We leave the formal theoretical justification of this variation to the future work. We call this variation MMOT-DC-v1 and use the same setup as in the experiment 5.

Figure 5: Scatter plots of MMOT-DC-v1 versus other solvers. In all four plots, the points tend to concentrate around the line $y = x$, which indicates the comparable performance of MMOT-DC-v1. On the other hand, the top-right plot shows the clear superiority of EGW-PG.

|          | MMOT-DC | MMOT-DC-v1 |
|----------|---------|------------|
| 0.0822 (± 0.0364) | 0.0820 (± 0.0361) |

Table 2: Average and standard deviation of COOT loss of MMOT-DC and MMOT-DC-v1. The performance of the two algorithms is very similar.