1 Introduction

Uncertainty estimation is a key component in any deployed machine learning system: when the system encounters unfamiliar or noisy input, it needs to refrain from making a decision and instead defer to an expert. There has been great progress in uncertainty estimation in recent years, particularly in a sub-field called deterministic uncertainty estimation, where only a single forward pass is necessary to accurately estimate uncertainty [1, 2, 3].

One way to evaluate uncertainty estimation is using “out-of-distribution” (OoD) detection, where it is expected that data points far away from the training distribution have higher uncertainty than points similar to the training distribution. A concrete way to evaluate this is by distinguishing between two data distributions, one used for training and one never seen during training, using uncertainty. Recently a challenging version of this benchmark was introduced: distinguishing CIFAR-10 from CIFAR-100 and vice versa. This was called “near” OoD detection to distinguish from “far” OoD detection [4], for example in CIFAR-10 vs SVHN. Near OoD detection is significantly more difficult as the near OoD data are more semantically similar to the training data. For example, CIFAR-10 and CIFAR-100 both come from the 80-million tiny images dataset, but contain no class overlap [5].

It was shown that in the near OoD setting, standard methods such as Mahalanobis distance [1] and DDU [2] do not perform well [6]. We show that the proposed fix in [6] does not work well in the far OoD setting, and propose a simple solution that does work. We identify two types of features: discriminative (class-relevant) and non-discriminative (class-irrelevant) features. Intuitively, one can consider the discriminative features sufficient for distinguishing near OoD data, while non-discriminative features are used for far OoD detection. In Table 1, we show that when using a representation that is a mix of these features, uncertainty estimators based on feature density that perform well on one OoD detection benchmark have poor performance on the other.

This is because when the OoD data mainly differ in one specific type of representations, the other type can still influence the uncertainty. To solve this, we propose to decompose the learned representations into two proposed types of representations and integrate the uncertainties estimated on them separately. Through experiments, we demonstrate that we can greatly improve the performance and the interpretability of the uncertainty estimation.

2 Motivating Observations

First, we use Mahalanobis distance for OoD detection [1] and its variants [2, 4, 6] to demonstrate the influence of class-relevance on uncertainty estimation. Since our analysis is focused on the feature maps, it can be extended to any other representation-based uncertainty estimation methods.
While on CIFAR10 vs. CIFAR100, there is a sharp difference among the methods: Variants of Mahalanobis distance were proposed to improve on
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To empirically compare these three methods, we use two OoD detection benchmarks: CIFAR10 [5] vs. CIFAR10 vs. SVHN [8] and CIFAR10 vs. CIFAR100. The OoD detection results can be found in Table 1. We can see that on CIFAR10 vs. SVHN, all the methods can perform relatively well with $Maha$ being the top. While on CIFAR10 vs. CIFAR100, there is a sharp difference among the methods: Relative Maha shows significantly better performance than others while Marginal Maha almost completely mixes the two datasets (AUROC=50% means random guess). Note that although the compared methods are well-known, none of them has been tested simultaneously on both benchmarks. Our experiments demonstrate that none of these methods can beat every other method on both benchmarks.

### 3 Decomposing Representations

Considering the difference among the three compared methods in the last section, we hypothesize that the differences in OoD detection performances can be attributed to the different degrees of class relevance. Therefore, we propose decomposing the discriminative and non-discriminative information from the learned representations. This allows us to estimate uncertainty on each type of representations separately and provides a new perspective to interpret the uncertainty estimation.

Formally, an ideal decomposition of the features $z$ into the discriminative part $z_d$ and non-discriminative part $z_n$, i.e., $z = (z_d; z_n)$, should have the following properties:

- $I(z_d; z_n | y) = 0$ (the two decomposed parts should be conditionally independent given the labels $y$);
- $I(z_n; y) = 0$ ($z_n$ is non-discriminative, i.e., independent from the labels $y$);
- $z_d = \arg \min_S I(z_d; z)$ where $S = \{z_d | I(z_d; y) = I(z; y)\}$ ($z_d$ includes and only includes all the discriminative information in $z$).

| Method          | CIFAR10 vs SVHN | CIFAR10 vs CIFAR100 |
|-----------------|-----------------|---------------------|
| Maha [1]        | 97.96           | 75.75               |
| Marginal Maha [9] | 96.07           | 60.10               |
| Relative Maha [6] | 95.43           | 90.97               |

Table 1: AUROC (%) comparison of variants of Mahalanobis distance calculated on features at penultimate layer (pre-logit).
We point out that for the second loss term, the minimization is concerning a lower bound on \(d_{\text{nondis}}\) on \(\text{Maha}\) while the maximization aims to tighten the bound \([10]\). Therefore, the iCE loss aims to maximize \(d_{\text{nondis}}\).

To perform the decomposition, a simple way is to use Principal Component Analysis (PCA) to transform the features and then take the first \(d\) principal components (PCs) as \(z_d\) and the remaining PCs as \(z_n\). However, since PCA is a linear method and does not use any label information, there is no guarantee that PCA can achieve the ideal decomposition. Alternatively, we can use the independent cross-entropy (iCE) loss proposed by \([10]\). Specifically, given a fixed pretrained feature extractor \(f : \mathbb{R}^M \rightarrow \mathbb{R}^D\) which maps from inputs to representations, we first perform a transformation of the features \(z = f(x)\) using an invertible function \(F : \mathbb{R}^D \rightarrow \mathbb{R}^D\). The invertibility is to make sure we keep all the information of the features after the transformation. Our aim then is to extract discriminative features \(z_d\) into the first \(d\) dimensions of \(F(z)\) and non-discriminative features \(z_n\) into the other dimensions. As a convenient choice, we set \(d = C, \text{i.e., the number of classes of the training dataset}\). \(z_d\) then serves as logits for the classification. We then uses another linear map \(D : \mathbb{R}^{D-d} \rightarrow \mathbb{R}^C\) to map \(z_d\) to a \(C\)-dimensional logits. In this way, we can now use the iCE loss to encourage the decomposition of discriminative and non-discriminative features. The iCE loss is defined as:

\[
\min_{\theta} \max_{\phi} \mathcal{L}_{\text{iCE}}(\theta, \phi) = -\frac{1}{C} \sum_{i=1}^{C} y_i \log[p(\text{softmax}(F\theta(z)))]_i + \sum_{i=1}^{D-C} y_i \log[p(\text{softmax}(D\phi(F\theta(z))_{[C+1:D]}))]_i.
\]

(2)

We point out that for the second loss term, the minimization is concerning a lower bound on \(I(y; z_n)\), while the maximization aims to tighten the bound \([10]\). Therefore, the iCE loss aims to maximize \(I(y; z_d)\) (first term) and minimize \(I(y; z_n)\) (second term) at the same time to achieve the second and third properties in our definition of decomposition (note the minimization of \(I(z; z_d)\) is also achieved during optimization \([11]\)). The first independence property is not explicitly enforced in our implementation, but can still be achieved through the optimization. We discuss in the appendix \([B]\).

When the decomposition is finished, we can get a new uncertainty estimate based on the uncertainty calculated on the decomposed features. Because ideally, \(\log p(z) = \log p(z_d; z_n) = \log p(z_d) + \log p(z_n)\) (since \(I(z_d; z_n) = 0\)), the new uncertainty estimate can simply be \(M'(z) := 1/2M(z_d) + 1/2M(z_n)\), where \(M\) is an uncertainty estimator on the features, e.g., \(\text{Maha}\). We can also design a KL-based dataset distance metric based on the decomposition: \(d(D_{in}, D_{out}) = D_{\text{KL}}(p_{\text{in}}(M(z))||p_{\text{out}}(M(z)))\), where \(p_{\text{in}}\) and \(p_{\text{out}}\) are the distributions of the OoD scores (e.g. \(\text{Maha}\) distance) on \(D_{in}\) and \(D_{out}\) respectively. Depending on the features we use (i.e., \(z_d\) or \(z_n\)), we can define \(d_{\text{dis}}\) and \(d_{\text{nondis}}\) correspondingly. Details can be seen in the appendix \([B]\).

### 4 Experiments

#### Main Result

In Table 2 we show the comparison of different methods on the three OoD benchmarks. The scoring function we use is \(\text{Maha}\). From Table 2 we can see that:

| Method                  | \(D_{\text{in}} = \text{SVHN}\) | \(D_{\text{out}} = \text{CIFAR100}\) | \(D_{\text{in}} = \text{SVHN} \cup \text{CIFAR100}\) |
|------------------------|---------------------------------|-------------------------------------|--------------------------------------------------|
|                        | \(d_{\text{dis}} = 3.75\)      | \(d_{\text{dis}} = 4.55\)          | \(d_{\text{dis}} = 2.08\)                               |
|                        | \(d_{\text{nondis}} = 4.09\)    | \(d_{\text{nondis}} = 1.15\)       | \(d_{\text{nondis}} = 1.73\)                           |
| Maha                   | 97.96                           | 75.75                               | 86.86                                             |
| Marginal Maha          | 96.07                           | 60.10                               | 78.08                                             |
| Relative Maha          | 95.43                           | 90.97                               | 93.20                                             |
| PCA top score          | 94.59                           | 90.20                               | 92.39                                             |
| PCA bottom score       | 98.23                           | 83.77                               | 91.00                                             |
| PCA top score + bottom score | 97.95                     | 89.90                               | 93.92                                             |
| Discriminative score   | 96.14                           | 90.46                               | 93.30                                             |
| Non-discriminative score | 98.08                           | 76.14                               | 87.11                                             |
| Dis score + Non-dis score | \textbf{98.41}              | 89.95                               | \textbf{94.18}                                      |

### Table 2: AUROC (%) comparison of different methods calculated on features at penultimate layer (pre-logit). \(D_{in} = \text{CIFAR10}\).
Figure 1: AUROCs of OoD detection using discriminative and non-discriminative features (y-axis) against the averaged Maha distances on the two features for each class (x-axis). Every two dots with the same x-axis coordinate belong to the same class in either SVHN or CIFAR100.

1. Our dataset distance metric is a good indicator of the OoD types and the AUROC differences. SVHN is far from CIFAR10 in both features but \(d_{\text{nondis}}\) is slightly larger. So while either type of features can achieve high AUROC for detecting SVHN, non-discriminative features are slightly better. For CIFAR100, \(d_{\text{dis}}\) is much larger than \(d_{\text{nondis}}\). So when using discriminative features to detect CIFAR100, we can see considerable improvement.

2. Discriminative score performs best on discriminative features, and non-discriminative score performs best on non-discriminative features. Moreover, the sum of the two scores combines the best of both features, yielding close to best performances on both benchmarks and best performance on the union benchmark.

3. PCA is a strong baseline for the decomposition. Note that this conclusion can change when we are not using the feature extractor of a discriminatively trained neural network.

4.1 Interpreting Uncertainty

The dataset distance under different features also provides us with a tool to interpret the uncertainty estimates. In Figure 1, we conduct a class-wise analysis for a fine-grained understanding of the OoD classes. Specifically, we calculate the AUROC using discriminative and non-discriminative scores to detect the 110 classes of SVHN \(\cup\) CIFAR100 from CIFAR10 (one class at a time). This gives us two AUROC scores for each class, \(d_{\text{dis}}\) AUROC and \(d_{\text{nondis}}\) AUROC. We then plot them against the dataset distance between CIFAR10 and each class. In this way, we can interpret the OoD detection performances (y-axis) by looking at dataset distances (x-axis).

We highlight three types of OoD: (1) Classes with much higher non-discriminative distances than discriminative ones, e.g., SVHN classes. For these classes, non-discriminative features are more suitable for OoD detection. (2) Classes with small discriminative distances, e.g., streetcar. The small discriminative distances are usually due to similar categories in CIFAR10, e.g., automobile and truck for the streetcar. These classes typically also have small non-discriminative distances. Usually, discriminative distances are still larger, so more suitable for OoD detection. (3) Classes with large discriminative distances, e.g., shark. These classes typically also have large non-discriminative distances. The OoD performances using the two kinds of distances are usually similar.

5 Discussion

In this work, we showed that current state-of-the-art uncertainty estimation methods could not consistently outperform other methods across different benchmarks. We solved this problem by decomposing the features. Specifically, we summed the OoD scores calculated separately on the discriminative and non-discriminative features and achieved consistently high performance across different types of benchmarks. Our decomposition can also help us interpret the uncertainty by looking at the uncertainty estimates on the decomposed features.
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We consider both low-dimensional (2D) simulation and high-dimensional (128D) simulation. For the low-dimensional simulation, we generate two Gaussian distributions with mean (3, 0) and (-3, 0) and tied covariance matrix \( \Sigma = 0.5 I_2 \). The two OoD distributions are also Gaussian distributions with mean (3, 1.4) and (1.6, 0) and the same covariance matrix \( \Sigma = 0.3 I_2 \). We then use Equation (1) to calculate the Mahalanobis distance on the full feature, the Mahalanobis distance on the decomposed features, and the Mahalanobis distance on the full features. The results in Figure 2 show that Mahalanobis distance on the full features can only reach sub-optimal AUROC and the Mahalanobis distance on the decomposed features for the corresponding type of OoD data (98% AUROC).

For the high-dimensional simulation, we generate ten 128D Gaussian distributions \( \{ z_c \sim \mathcal{N}(\mu_c, \Sigma) \}_{c=1}^{10} \) with mean \( \mu_c = 10e_c \), diagonal covariance matrix \( \Sigma = I_{128} \). Here \( e_c \) is the standard basis. We also consider two types of OoD: (1) OoD along discriminative directions: \( z \sim \mathcal{N}(\mu_k, \Sigma) \) where \( \mu_k = 5e_k, k \in \{1, 2, \ldots, 10\} \); (2) OoD along non-discriminative directions: \( z \sim \mathcal{N}(\mu'_c, \Sigma) \) where \( \mu'_c = 10e_c + 5e_l, c \in \{1, 2, \ldots, 10\}, 11 \leq l \leq 128 \). The remaining process of calculating Mahalanobis distance is the same as the low-dimensional simulation. When using Mahalanobis distance on the full feature, the OoD detection performance is 83.95% AUROC. While we use Mahalanobis distance on the decomposed features, we can achieve 99.13% AUROC on OoD data along discriminative directions and 84.41% along non-discriminative directions. This shows that the uncertainty estimation is dominated by the non-discriminative representations. This is similar to the CIFAR10 vs CIFAR100 benchmark (see Table 2).

A 1 Toy experiments

A.1 Toy experiments

We consider both low-dimensional (2D) simulation and high-dimensional (128D) simulation. For the low-dimensional simulation, we generate two Gaussian distributions with mean (3, 0) and (-3, 0) and tied covariance matrix \( \Sigma = 0.5 I_2 \). The two OoD distributions are also Gaussian distributions with mean (3, 1.4) and (1.6, 0) and the same covariance matrix \( \Sigma = 0.3 I_2 \). We then use Equation (1) to calculate the Mahalanobis distance on the full features, the Mahalanobis distance on the decomposed features, and the Mahalanobis distance on the full features. The results in Figure 2 show that Mahalanobis distance on the full features can only reach sub-optimal AUROC and the Mahalanobis distance on the decomposed features for the corresponding type of OoD data (98% AUROC).

For the high-dimensional simulation, we generate ten 128D Gaussian distributions \( \{ z_c \sim \mathcal{N}(\mu_c, \Sigma) \}_{c=1}^{10} \) with mean \( \mu_c = 10e_c \), diagonal covariance matrix \( \Sigma = I_{128} \). Here \( e_c \) is the standard basis. We also consider two types of OoD: (1) OoD along discriminative directions: \( z \sim \mathcal{N}(\mu_k, \Sigma) \) where \( \mu_k = 5e_k, k \in \{1, 2, \ldots, 10\} \); (2) OoD along non-discriminative directions: \( z \sim \mathcal{N}(\mu'_c, \Sigma) \) where \( \mu'_c = 10e_c + 5e_l, c \in \{1, 2, \ldots, 10\}, 11 \leq l \leq 128 \). The remaining process of calculating Mahalanobis distance is the same as the low-dimensional simulation. When using Mahalanobis distance on the full feature, the OoD detection performance is 83.95% AUROC. While we use Mahalanobis distance on the decomposed features, we can achieve 99.13% AUROC on OoD data along discriminative directions and 84.41% along non-discriminative directions. This shows that the uncertainty estimation is dominated by the non-discriminative representations. This is similar to the CIFAR10 vs CIFAR100 benchmark (see Table 2).

A.2 Histogram comparison on image datasets

To further understand the dataset distances under two different features, in Figure 3 we show the histograms of the two scores (log likelihoods) calculated on the three datasets. From the histogram, we can see that SVHN is far from CIFAR10 in both histograms, but the absolute values of non-discriminative log likelihoods are larger, so they can be easier to detect. For CIFAR100, there is a sharp difference between two features: the discriminative log likelihoods are more flat and far from CIFAR100, while the non-discriminative log likelihoods are very close to CIFAR10. So discriminative scores are a better choice to detect CIFAR100. These observations are aligned with the AUROC results of OoD detection and the dataset distances in Table 2.
We first show that we can derive the third property from the first two. To start with, from the first two properties we have \( I(z_d; z_n | y) = I(z_n; y) + I(z_n; z_d | y) - I(z_n; y | z_d) = -I(z_n; y | z_d) \leq 0 \), thus \( I(z_d; z_n) = 0 \). Then since \( I(z_d; z_n; y) = I(z_n; y) - I(z_n; y | z_d) = I(z_d; z_n) - I(z_d; z_n | y) \), we can derive that \( I(z_n; y | z_d) = I(z_d; z_n; y) = 0 \). Finally, combined with the chain rule of mutual information, \( I(z; y) = I(z_d; y) + I(z_n; y | z_d) \), we can derive the third property \( I(z; y) = I(z_d; y) \). Similarly, when the first and third properties are satisfied, we can also derive the second property.

The fourth property is to ensure that \( z_d \) does not include more information than discriminative part. For example, simply setting \( z_d = z \) and \( z_n = 0 \) could satisfy the first three properties. Note that since \( I(z_d; y) \leq I(z; y) \), to achieve the fourth property, we may use the following optimization scheme:

\[
z_d = \text{arg} \min I(z_d; z) - I(z_d; y).
\]
We can achieve this by adding a cross entropy loss on the logits ($z_d$) based on the information bottleneck method \([11]\).

We can also show that when the last three properties are satisfied, the first property will be satisfied as well. As a sketch proof, assume the last three properties are already satisfied for $z_d, z_n$, if $I(z_d; z_n | y) > 0$, we can then simply set $z'_d = z_d | z_n$ \([1]\) then $I(z'_d; z) = I(z'_d; z_n) + I(z'_d; y)$ and $H(z'_d; z_n) = I(z'_d; y) + H(z_d; y) < I(z_d; z_n) + I(z_d; y) + H(z_d; y; z_n) = I(z_d; z)$, while $I(z_n; y) = 0$ and $I(z'_d; y) = I(z; y)$ still hold. This leads to a contradiction against the last property. Intuitively, when $z_d$ only includes discriminative information and $z_n$ only includes the rest information of $z$, $z_d$ and $z_n$ are conditionally independent given labels $y$.

### B.2 Implementation of the decomposition

The relationship among the properties of the decomposition gives us two options of implementing the decomposition. One implementation is to maximize $I(z_d; y)$ (and minimize $I(z_d; z)$) and minimize $I(z_n; y)$ simultaneously using iCE loss, as detailed in Section 3 of the paper. From our discussion above, this will also lead to independence of $z_d$ and $z_n$. Alternatively, we can also put cross entropy loss only on $z_d$ and add an independence regularizer (e.g., HSIC \([13]\)) on $z_d$ and $z_n$. This can enforce the first and third properties in Section 3 (or first, third, and fourth in A.1), and as we demonstrated, the second property will be then satisfied automatically. This can be a future direction for exploration.

It is worth pointing out that throughout our work, we are focusing on the scenario where we are given a pre-trained feature extractor $f$, so $z = f(x)$ is fixed for each $x$. In practice, the properties of $z$ also play a big role in the success of the decomposition. If the feature extractor $f$ cannot extract semantically meaningful features, the decomposition will also fail. When the feature extractor is bi-Lipschitz, we will have $I(z; y) = I(x; y)$. In most cases, we can simply think $I(x; y)$ as an upper bound for $I(z_d; y)$ in the decomposition, i.e., we want $z_d$ to extract all the discriminative information in the input $x$.

### B.3 Dataset distance metric based on decomposition

We can design a new dataset distance metric by measuring the difference in the distributions of uncertainty estimates. The decomposition gives such divergence a clear meaning: dataset distances in either discriminative or non-discriminative directions.

To make the scores of the two features comparable, we first normalize the discriminative (dis) and non-discriminative (non-dis) scores of the test data using the mean and standard deviation of the dis and non-dis scores calculated on the training data. To reflect the difference between the two distributions of scores $p_{\text{in}}(M(z))$ and $p_{\text{out}}(M(z))$, we can compute a Kullback–Leibler (KL) divergence $D_{\text{KL}}[p_{\text{in}} || p_{\text{out}}] = \sum_{k=1}^{K} p_{\text{in},k} \log \frac{p_{\text{in},k}}{p_{\text{out},k}}$. In our case, since we only have the samples drawn from the two distributions $p_{\text{in}}, p_{\text{out}}$, we use an estimator of the KL-divergence based on k-nearest-neighbor distances \([16]\). When we use the decomposed discriminative and non-discriminative features, we can also define $d_{\text{dis}} = D_{\text{KL}}[p_{\text{in}}(M(z_d)) || p_{\text{out}}(M(z_d))]$ and $d_{\text{non dis}} = D_{\text{KL}}[p_{\text{in}}(M(z_n)) || p_{\text{out}}(M(z_n))]$. We show $d_{\text{dis}}$ and $d_{\text{non dis}}$ in Table 2.

\[\footnote{Note $I(z_d; z_n | y) = I(z_d; z_n)$ when the second and third properties hold. This is because $I(z_n; y | z_d) = I(z; y) - I(z_d; z_n; y) = 0$, thus $I(z_d; z_n; y) = I(z_n; y) - I(z_d; z_n; y) = 0$. And since we also have $I(z_d; z_n; y) = I(z_d; z_n | y)$, we now get $I(z_d; z_n | y) = I(z_d; z_n)$.} \]
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