Quantum ergodicity and mixing and their classical limits with quantum kicked rotor
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We study the ergodicity and mixing of quantum kicked rotor (QKR) with two distinct approaches. In one approach, we use the definitions of quantum ergodicity and mixing recently proposed in [Phys. Rev. E 94, 022150 (2016)], which involve only eigen-energies (Floquet quasi-energies for QKR). In the other approach, we study ergodicity and mixing with quantum Poincaré section, which is plotted with a method that maps a wave function unitarily onto quantum phase space composed of Planck cells. Classical Poincaré section can be recovered with the effective Planck constant gradually diminishing. We demonstrate that the two approaches can capture the quantum and classical characteristics of ergodicity and mixing of QKR, and give consistent results with classical model at semiclassical limit. Therefore, we establish a correspondence between quantum ergodicity (mixing) and classical ergodicity (mixing).

I. INTRODUCTION

Ergodicity and mixing in classical dynamics are essential to the foundation of classical statistical mechanics [1]. Ergodicity enables an isolated classical system to equilibrate dynamically whereas mixing ensures that the fluctuation is small at equilibrium. As the dynamics of microscopic particles is described by quantum mechanics, one would naturally want to generalize ergodicity and mixing to quantum dynamics to set up the foundation of quantum statistical mechanics. However, such a generalization faces two apparent obstacles: (1) quantum dynamics is inherently linear while ergodicity and mixing are intrinsically related to the nonlinear and chaotic nature of classical dynamics [1]; (2) quantum dynamics is described by states in Hilbert space rather than trajectories.

Nevertheless, many have attempted to introduce ergodicity and/or mixing to quantum dynamics. To our knowledge, von Neumann was the first to discuss ergodicity in quantum dynamics in a 1929 paper [2, 3], where he proved quantum ergodic theorem. For some not well understood reasons, this work of von Neumann did not receive enough attention for a long time [4]. In 1984, Peres made another attempt to define ergodicity and mixing for quantum dynamics [5, 6], where he had to first define the concept of quantum chaos in a specific way that has not been widely accepted. It is not clear that how Peres’ definitions can be generalized to spin systems.

Quantum ergodicity and mixing were recently defined in a different way in Ref. [7]. These definitions are inspired by von Neumann’s 1929 work, and use only eigen-energies of a given quantum system: (i) the quantum system is ergodic if its eigen-energies are not degenerate. (ii) the quantum system is mixing if there is no degeneracy in the differences between any pair of its eigen-energies. Such definitions, which can be readily applied to spin systems, are mathematically rigorous and lead to quantum dynamics with the properties we need: (1) with condition (i), the observables for a typical quantum state equals to the corresponding ensemble average, which is a manifestation of ergodicity; (2) with condition (ii), the fluctuations of observables around their long-time average are relatively small, which corresponds to mixing. For convenience, we shall refer to such definitions of ergodicity and mixing as eigen-energy (EE) definitions.

In this work, we study quantum ergodicity and mixing with quantum kicked rotor [8–11]. We use two different approaches, one involving EE definitions of quantum ergodicity and mixing and the other employing quantum Poincaré section. They lead to two sets of results, which are consistent with each other. In the semiclassical limit, $\hbar \to 0$, these quantum results are also consistent with classical ergodicity and mixing.

In the first approach we compute numerically the Floquet quasi-energies of QKR, and two parameters $\eta$ and $\zeta$ that characterize the degeneracy of these Floquet quasi-energies and their pair-wise difference, respectively [7]. We find that both parameters have a sharp drop around critical kicking strength $K_c = 0.972$ where the classical kicked rotor starts to become chaotic [8, 9].

In the second approach we project unitarily a wave function to quantum phase space, which is obtained by dividing classical phase space into Planck cells. This allows us to observe the dynamical evolution of QKR in quantum phase space, in a fashion very similar to classical Poincaré section. The quantum Poincaré section
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begins to appear ergodic and mixing when the kicking strength becomes larger than $K_c$. Furthermore, we can prove that the kicked rotor initially localized in a Planck cell will evolve like its classical counterpart when the effective Planck constant goes to zero. This is illustrated numerically by the striking similarity between the quantum Poincaré section and classical Poincaré section of kicked rotor. Our results imply that the rather abstract EE definitions of quantum ergodicity and mixing are intimately related to the usual intuitive understanding of classical ergodicity and mixing.

II. KICKED ROTOR

A quantum kicked rotor (QKR) describes a quantum particle moving in a ring with periodical kicking [8–12]. The Hamiltonian of the quantum kicked rotor is

$$\mathcal{H}(l, \theta, t) = \frac{l^2}{2I} + K \frac{I}{\tau} \cos \theta \sum_{n=-\infty}^{\infty} \delta(t - n\tau),$$  

where we have $I$ for the moment of inertia, $\tau$ for the kicking period, and $K$ for the kicking strength. With $\tau$ as the unit of time, the QKR obeys the following dimensionless Schrödinger equation

$$i\hbar_{\text{eff}} \frac{\partial}{\partial t} \psi = -\frac{\hbar_{\text{eff}}^2}{2} \frac{\partial^2}{\partial \theta^2} \psi + K \cos \theta \sum_{n=-\infty}^{\infty} \delta(t - n) \psi,$$

where $\hbar_{\text{eff}} = \hbar \tau / I$ is the effective Planck constant. The Hamiltonian (1) describes a classical kicked rotor (CRK) when $\theta$ and $l$ are treated as classical quantities. With large kicking strength, the corresponding CRK becomes chaotic or specifically, ergodic and mixing.

We use QKR to illustrate quantum ergodicity and mixing. As QKR along with its classical counterpart is very well studied, we are able to take advantage of many interesting results in literature [8–12]. In particular, QKR was already used to show the connection between quantum mixing and its classical counterpart in Ref. [13, 14]. However, the authors in Ref. [13, 14] did not offer a clear definition of quantum mixing and put their emphasis on the effects of external noise. In this work, we examine the EE definitions of quantum ergodicity and mixing with QKR, and show that they are consistent with the intuitive understanding of classical ergodicity and mixing in the limit $\hbar_{\text{eff}} \to 0$.

In general, there are two important time scales in QKR with a fixed $\hbar_{\text{eff}}$. The first time scale is Ehrenfest time $t_{\text{EH}}$, below which the system is in the classical region [15–19]. In the chaotic region, $t_{\text{EH}} \sim |\ln(A/\hbar_{\text{eff}})| / \lambda_L$ [16–19], where $A$ is the area in phase space and $\lambda_L$ is the Lyapunov exponent. In this case, the Ehrenfest time $t_{\text{EH}}$ is very small. Another important time scale is the Heisenberg time $t_H$, beyond which the system is pure quantum in localization phase [10, 11] or super-metal phase [12, 19–21] depending on whether $\hbar_{\text{eff}} / 4\pi$ is irrational. As $t_H \propto 1/\hbar_{\text{eff}}^2$ [19], the Heisenberg time $t_H$ is usually large. In our study, we focus on the time scale $t_{\text{sol}} < t < t_H$, where the system is in a quantum-classical crossover region. Near the end, we will briefly discuss the case $t \gtrsim t_H$, and show that quantum corrections can affect the quantities that we define to measure quantum ergodicity and mixing.

In our study we choose that $\hbar_{\text{eff}} = 2\pi/N$ with $N$ being a large positive integer. $N$ measures the system size in $k$ space, and also defines the time scale of our study.

A. Construction of quantum phase space

To facilitate our study, we construct the quantum phase space by dividing classical phase space into Planck cells then project a quantum state onto it unitarily. This method was first proposed by von Neumann [3] and has recently been developed in Ref. [22, 23]. The primary advantage of this method is that as the projection is unitary it gives us a true probability distribution for a quantum state in phase space. As a result, we are able to define quantum entropy over phase space [22] and plot quantum Poincaré section (see Fig. 1). The traditional methods such as Wigner function [24], P representation [25, 26], and Q representation [27], along with the recent biorthogonal method [28–30], can only give us quasi-probabilities.

In Ref. [22, 23], the basis wave functions used for unitary projection are obtained numerically by orthonormalizing a set of Gaussian wave functions. For QKR we choose a different set of basis wave function, which is constructed analytically with a superposition of finite momentum eigenstates (SFME). Many properties, such as localization, of these SFME basis wave functions are recently been developed in Ref. [22, 23]. The primary advantage of this method is that as the projection is unitary it gives us a true probability distribution for a quantum state in phase space. As a result, we are able to define quantum entropy over phase space [22] and plot quantum Poincaré section (see Fig. 1). The traditional methods such as Wigner function [24], P representation [25, 26], and Q representation [27], along with the recent biorthogonal method [28–30], can only give us quasi-probabilities.

As $\theta$ is of period $2\pi$, the momentum eigenstate has the form $|n\rangle = e^{in\theta} / \sqrt{2\pi}$ with wave number $n$ being an integer. We define angle and momentum translation operators as

$$\hat{T}_{\theta}(\lambda \Delta \theta) |n\rangle = \exp(-in\lambda \Delta \theta) |n\rangle, \quad (3)\hat{T}_{l}(\lambda \Delta l) |n\rangle = |n + \lambda \Delta l / h_{\text{eff}}\rangle, \quad (4)$$

where $\lambda$ and $\lambda$ are integers, $\Delta \theta$ and $\Delta l$ are displacements in $\theta$ space and $l$ space respectively. With a given positive integer number $l$, we start with the wave function

$$|0, 0\rangle = \frac{1}{\sqrt{\ell}} \sum_{n=1}^{\ell} |n\rangle,$$

which is localized in both angle $\theta$ and angular momentum $l$ (see Appendix A). By these translation operators, we can then construct a set of basis as follows

$$|\lambda, \lambda\rangle = \hat{T}_{\theta}(\lambda \Delta \theta) \hat{T}_{l}(\lambda \Delta l) |0, 0\rangle,$$

where $\Delta l = ll_{\text{eff}}$ and $\Delta \theta = 2\pi / \lambda$. Notice that $\theta \in [0, 2\pi)$, therefore $\lambda = 0, 1, \cdots, \ell - 1$. These bases are orthonormal and complete, that is, $\langle \lambda', \lambda' | \lambda, \lambda \rangle = \delta_{\lambda, \lambda'}$. 

$$\sum_{\lambda'=0}^{\ell-1} \sum_{\lambda'} |\lambda', \lambda\rangle \langle \lambda', \lambda| = 1.$$
With this construction we obtain a quantum phase space, which consists of a series of Planck cells numbered by two integers $\mathcal{X}$ and $\mathcal{P}$. Each Planck cell is assigned a localized wave function $|\mathcal{X}, \mathcal{P}\rangle$. One can project any wave function $|\psi\rangle$ to this phase space unitarily as $|\psi\rangle = \sum |\mathcal{X}, \mathcal{P}\rangle \langle \mathcal{X}, \mathcal{P}| \psi\rangle$, and $P_{\mathcal{X}, \mathcal{P}} = | \langle \mathcal{X}, \mathcal{P}| \psi\rangle |^2$ is the probability at Planck cell $(\mathcal{X}, \mathcal{P})$. More details about this set of basis can be found in Appendix A. Note that this SFME basis was used in Ref. [13, 14] to examine the noise effects on the dynamics of QKR.

In our QKR study, for the effective Planck constant $\hbar_{\text{eff}} = 2\pi/N$, we choose $N = \ell^2$. In this way, we get a balanced resolution for $\theta$ and $\ell$ as the number of Planck cells along the $\theta$ direction and the one along the $\ell$ direction are both $\ell$.

**B. Quantum-classical correspondence of kicked rotor**

For a CKR, its equations of motion can be represented as the Chirikov standard map that connects the momenta and positions after the $(j-1)$th and the $j$th kicks [8, 9],

$$\begin{align*}
\theta_j &= \theta_{j-1} + l_{j-1}, \quad (7) \\
l_j &= l_{j-1} + K \sin \theta_j, \quad (8)
\end{align*}$$

where the angular momentum $l_j$ is scaled with $I/\tau$. As the particle lives on a ring, $\theta_j$ is clearly periodic. The momentum $l_j$ can also be regarded as periodic since $l_j + 2n\pi$ means that the particle rotates $n$ more rounds while not affecting how the momentum changes in the next kick.

Therefore, the Poincaré section of CKR is always presented with periodical boundary condition both in angle and angular momentum [8, 9] (see also Fig. 1).

For QKR, we consider the map connecting the momentum eigenstates immediately after the adjacent kicks. The transition matrix element from $|n\rangle$ to $|m\rangle$ is

$$\hat{U}_{m,n} = \langle m|\hat{U}|n\rangle = J_{m-n}(K/\hbar_{\text{eff}})e^{-in^2\hbar_{\text{eff}}/2}, \quad (9)$$

where $J_n(K/\hbar_{\text{eff}}) \equiv J_n(K/\hbar_{\text{eff}})/i^n$ with $J_n(K/\hbar_{\text{eff}})$ being the first kind Bessel function. With this transition matrix, one can compute how the wave function of a QKR changes after each kick. Using the SFME basis in the last subsection, we can project the wave functions to the quantum phase space and plot the quantum Poincaré section for QKR. The results are shown in Fig. 1 and compared to the corresponding classical Poincaré sections. We observe striking similarity between them, indicating that the quantum dynamics given by $\hat{U}$ can be reduced to the standard map in Eq. (7, 8) at the limit $\hbar_{\text{eff}} \to 0$.

In the following, we show analytically that this is indeed the case.

We consider how QKR evolves dynamically when it starts at $|\mathcal{X}_0, \mathcal{P}_0\rangle$. This corresponds to the CKR starting around $\theta_0 \approx 2\pi \mathcal{X}_0/\ell, l_0 \approx \mathcal{P}_0/\hbar_{\text{eff}}$. After one kick, the state becomes $\hat{U}|\mathcal{X}_0, \mathcal{P}_0\rangle$. Using

$$J_n(K/\hbar_{\text{eff}})/i^n = \frac{1}{2\pi} \int_0^{2\pi} e^{i(nm-K \cos m/\hbar_{\text{eff}})} dm \quad10\)

we find that the probability of the state at $|\mathcal{X}, \mathcal{P}\rangle$ is

$$\begin{align*}
\langle \mathcal{X}, \mathcal{P}|\hat{U}|\mathcal{X}_0, \mathcal{P}_0\rangle &= \frac{1}{2\pi\ell} \sum_{\alpha=\ell P+1}^{\ell P} \sum_{\beta=\ell P+1}^{\ell P+1} \int_0^{2\pi} dm \exp \left\{ \frac{i\ell^2}{2\pi} \left( \frac{2\pi \mathcal{X}}{\ell} - \frac{2\pi \mathcal{P}}{\ell} \beta + \frac{\beta^2}{N^2} + \frac{\alpha}{N} - \frac{\beta}{N} \right) m - K \cos m \right\}.
\end{align*} \quad (11)$$

The above analytical result shows that the dynamics of QKR can be reduced to the classical dynamics in the limit of $\hbar_{\text{eff}} \to 0$ or $N = \ell^2 \to \infty$. This can be interpreted as the dynamics goes to classical as the scale of the system (moment of inertia $I$ in our case) becomes macroscopic. This is indeed what have observed numerically in Fig. 1. Such a correspondence implies that QKR should possess similar dynamical properties of CKR, for example, if CKR is ergodic and mixing, QKR intuitively should also be ergodic and mixing. This is the focus of the next section.
III. ERGODICITY AND MIXING IN QUANTUM KICKED ROTOR

In classical mechanics, ergodicity means the system evolves to almost every points in phase space given enough time. Mixing means an initially localized distribution can eventually spread to the whole phase space. Due to the linearity and absence of phase space in quantum mechanics, quantum ergodicity and mixing are hard to define, and always discussed with ambiguous definition. Even though the classical counterparts of ergodicity and mixing can provide some hints, as discussed by Toda et al. in Ref. [14], a quantum definition is still in need. Because quantum dynamics has its own features, and many systems, like spin systems, have no correspondence in classical mechanics.

Our discussion in this section will center on the EE definitions of quantum ergodicity and mixing given in Ref. [7]. These definitions are inherently quantum as they involve only eigen-energies: (i) If there is no degeneracy in eigen-energies, the quantum system is ergodic. In this case, it can be shown that for a given observable its long time average is equal to its ensemble average. (ii) If there is no degeneracy in the pairwise difference (or, loosely, gap) of eigen-energies, the system is mixing as one can show that the fluctuation of a given observable is small. However, it is still not clear whether these two definitions are consistent with our intuitive understanding of ergodicity and mixing in terms of dynamics in phase space. Here we use QKR to illustrate their consistency, and show some special feature in dynamics of QKR.

For QKR, its Hamiltonian changes periodically with time, so there is no energy eigenstate. However, as is well known, for a periodically driven system, Floquet states play the role of eigenstates, while quasi-energies play the role of eigen-energies [31, 32]. Therefore, a periodically driven quantum system is ergodic if there is no degeneracy in the quasi-energies and it is mixing when there is no degeneracy in the gaps of quasi-energies. One can similarly prove that the former leads to the long time average of an observable being equal to its ensemble average and the latter implies small fluctuation of an observable. The detail of the proof can be found in Appendix B.

We use the two parameters $\eta$ and $\zeta$ introduced in Ref. [7] to measure the degeneracy of quasi-energies and their gaps, respectively. To numerically compute $\eta$, we evenly divide the whole quasi-energy range into $M$ small intervals and compute $\eta$ as

$$\eta = N \sum_{i=1}^{M} \left( \frac{b_i}{N} \right)^2 ,$$  \quad (16)

where $b_i$ is the number of quasi-energies falling in the $i$th interval. Because the quasi-energies fall in $[0, 2\pi)$ and have period $2\pi$, we define the difference between quasi-energies $E_i, E_j$ as

$$\Delta E_{ij} = \min\{|E_i - E_j|, 2\pi - |E_i - E_j|\}, \Delta E_{ij} \in [0, \pi) .$$  \quad (17)
Similarly, we have

\[ \zeta = \frac{N(N-1)}{2} \sum_{i=1}^{M} \left( \frac{c_i}{N(N-1)/2} \right)^2, \]

where \( c_i \) is the number of quasi-energy gaps falling in the \( i \)th interval. Note that \( \eta, \zeta \) increase with the degeneracy of quasi-energies (gaps), and have minimum 1 when none of these quasi-energies (gaps) falls into the same interval. In numerical computation, \( M \) should be within a proper range. In the Appendix C, we explain in detail how these two parameters \( \eta \) and \( \zeta \) are computed and interpreted in a different way from Ref. [7].

Analogous to the period of momentum in CKR, \( \hat{U}_{m,n} \) is invariant under the transformation \( m, n \rightarrow m+N, n+N \) when \( N \) is even. Therefore, to facilitate the computation of Floquet states and quasi-energies and avoid numerical problems, we can apply a periodical condition in \( l \) space with period \( N \). Our numerical results for the two degeneracy parameters \( \eta \) and \( \zeta \) at different \( \hbar_{eff} = 2\pi/\ell^2 \) are shown in Fig. 2 (a)(b). They have very similar behavior: the degeneracy decreases as the kicking strength increases. Specifically, for small \( K \), although the curves shift slightly for different \( N \), both \( \eta \) and \( \zeta \) drop quickly and reach a plateau. As the kicking strength \( K \) further increases, curves for different \( N \) converge on each other. The second sharp drop happens around \( K = 1 \), which coincides with the transition point to chaos in the corresponding classical dynamics. The KAM theorem shows that the classical system becomes chaotic at \( K_c = 0.971635 \) [9, 33]. For \( K \) larger than 1, \( \eta \) and \( \zeta \) have reached their minimum 1, which means there is no degeneracy of eigen-energies (gaps).

The transition of quantum dynamics indicated by the behaviors of \( \eta \) and \( \zeta \) in Fig. 2 is supported by more intuitive numerical results. We choose an initial state that is localized in a single Planck cell, and then compute how it evolves with time. The numerical results are shown in Fig. 2 (c)(d) for two different kicking strengths \( K = 0.5 \) and \( K = 5 \). At \( K = 0.5 \), where both \( \eta \) and \( \zeta \) are large and the degeneracy is high, the wave packet does not spread much in quantum phase space. In contrast, at \( K = 5 \), where both \( \eta \) and \( \zeta \) are small and the degeneracy is low,
the wave packet spreads over almost all phase space after only 14 kicks, which is a clear and intuitive indication of ergodicity and mixing. Apart from these snapshots, these different dynamical behaviors can be more comprehensively captured with the quantum entropy defined in Ref. [22]. For QKR, this quantum entropy is defined as

\[ S(t) = -\sum_{X,P} P_{X,P} \ln P_{X,P}, \tag{19} \]

where \( P_{X,P} \) is the probability of the state being at \( |X,P⟩ \).

The dynamical evolution of this entropy for different kicking strength is shown in Fig. 2 (e). Periodical condition in momentum is also applied here to reduce the computational burden at large \( K \), so the entropy will saturate. For kicking strength \( K = 0.5 \), \( S \) remains small for all starting states, which means that the quantum states stay localized. For \( K = 5 \), \( S \) grows quickly, representing the quantum states spread to the whole phase space. For kicking strength \( K_c = 0.972 \), the behavior of \( S \) greatly depends on the initial states, so its mean value are close to \( K = 0.5 \) but has a much larger variation.

In the last section we have shown that quantum dynamics of a kicked rotor in phase space can be reduced to its classical counterpart when \( N \) is very large or \( h_{\text{eff}} \) is very small. This correspondence allows one to define a QKR as ergodic (or mixing) when its classical counterpart is ergodic (or mixing). This was in fact tried in Ref. [14] with the Q representation. The advantage of their approach is that so-defined quantum ergodicity and mixing naturally reflect how we understand ergodicity and mixing in classical dynamics. The disadvantage is that the definitions are not inherently quantum mechanical and they are hard to be applied to general quantum systems, for example, spin systems. In contrast, the EES definitions of quantum ergodicity and mixing involve only eigen-energies and, therefore, inherently quantum mechanical. With the results in Fig. 2, along with Fig. 1, we have shown with kicked rotor that these two definitions agree with each other in systems where they both can be applied.

In Fig. 2 (a)(b), we notice that the size of \( h_{\text{eff}} \) (equivalently, \( N \)) has no impact with large \( K \), but have a non-trivial effect with small kicking strength. This may imply that more and more non-local conserved quantities are revealed as the system size \( N \) increases, leading to a decrease in quantum ergodicity parameter \( \eta \) and mixing parameter \( \zeta \). The reason for the plateau at small \( K \) in these parameters is still not clear. We guess that this plateau is related to the generation of partial chaos.

We have emphasized that our study focuses on short time scales, \( t < t_H \). In QKR, the rotor will explore higher momentum states with more kicks in diffusion region. Therefore, time scale and the size of the Hilbert space are related. To be specific, Heisenberg time \( t_H \) relates to localization length in Hilbert space. That is to say, when one observe dynamical localization in time evolution, it also implies large degeneracy in quasi-energy levels of the Floquet operator with corresponding system size. Hence, if our definition of \( \eta \) and \( \zeta \) are good enough, they can capture the signal of localization. In our previous discussion, the system size is small, which ensures we are studying short time limit and it is appropriate to set periodical boundary condition. Now we discuss briefly longer time scale \( t > t_H \) by extending the allowed range of Floquet states without periodical boundary condition. With a given center state \( |k_0⟩ \), we compute the \( L \) Floquet states that is closest to the center state, and the corresponding parameter \( \eta, \zeta \). Since we are only interested in chaotic region, so we focus on cases \( K > K_c \). For small system size \( L \), \( \eta \) and \( \zeta \) are close to 1, suggesting the short time dynamics is ergodic and mixing. Quantum effects starts to appear as increasing \( \eta \) and \( \zeta \) with increasing \( L \), as shown in Fig. 3. This phenomenon is due to increasing level degeneracy because of localization effect for large system size. Accordingly, the level statistics changes from Wigner-Dyson distribution to Poisson distribution. As the localization length of the system increases with \( K \), as predicted in Ref. [19], the deviation of \( \eta \) and \( \zeta \) from 1 are postponed for increasing \( K \). Dynamical localization is a pure quantum effect, so the results with EE definitions in Fig. 3 demonstrate the power of our method.

FIG. 3: (color online) \( \eta, \zeta \) in EE definitions as a function of the number \( L \) of Floquet states. \( h_{\text{eff}} = 4\pi/53\sqrt{5} \). y axis is in the log scale. x axis starts at 1e3 to get enough quasi-energies for statistics.

In sum, we have demonstrated quantum-classical correspondence of ergodicity and mixing with QKR. Such a correspondence was established with two very different approaches. The first approach used only the Floquet quasi-energies of QKR and be easily generalized to any quantum system, including quantum spin system. In the second approach, with a method originated from von Neumann, we were able to project wave functions unitarily to quantum phase space and plot quantum Poincaré section. It allowed us to examine quantum ergodicity and mixing in a way very similar to the classical approach. The results obtained with both approaches are consistent.

IV. CONCLUSION

In sum, we have demonstrated quantum-classical correspondence of ergodicity and mixing with QKR. Such a correspondence was established with two very different approaches. The first approach used only the Floquet quasi-energies of QKR and be easily generalized to any quantum system, including quantum spin system. In the second approach, with a method originated from von Neumann, we were able to project wave functions unitarily to quantum phase space and plot quantum Poincaré section. It allowed us to examine quantum ergodicity and mixing in a way very similar to the classical approach. The results obtained with both approaches are consistent.
with each other, and also with the classical results.
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**Appendix A: Localization of SFME basis**

In the main text, a set of orthonormal and complete basis is introduced and used to project wave function unitarily onto quantum phase space. These basis wave functions $|\mathcal{X}, \mathcal{P}\rangle$ are defined as a superposition of finite momentum eigenstates (SFME). Here we examine how localized these SFME wave packets are. For this purpose, we only need to examine one wave packet $|0,0\rangle$ as other SFME wave packets can be obtained by translation (see Eq. (6)).

The wave packet $|0,0\rangle$ is plotted in Fig. A1 (a), where the localization is quite obvious. To get more quantitative understanding, we compute the spread of $|0,0\rangle$ as

$$\text{Var}(l) = \langle (l - \langle l \rangle)^2 \rangle = \frac{1}{\ell} \sum_{i=1}^{\ell} \left( \frac{\ell + 1}{2} - i \right)^2 = \frac{\ell^2 - 1}{12}$$

$$\text{Var}(\theta) = \langle (\theta - \langle \theta \rangle)^2 \rangle = \int_0^{2\pi} \theta^2 |\langle \theta |0,0\rangle|^2 d\theta = \frac{\pi^2}{3} + \frac{4}{\ell} \sum_{k=1}^{\ell-1} \left( -1 \right)^k (\ell - k) \frac{1}{k^2} \quad (A1)$$

It is clear that the spread $\text{Var}(\theta)$ converges to 0 asymptotically as $1/\ell$ while $\text{Var}(l)$ diverges as $\ell^2$. However, what is important is the relative spreads $\sqrt{\text{Var}(\theta)/N}$ and $\sqrt{\text{Var}(l)/N}$. As in the main text, we choose $N = \ell^2$. Then the relative spread on $\theta$ and $k$ converge as $\ell^{-1}$ and $\ell^{-2.5}$, respectively, as shown in Fig. A1 (b).

**Appendix B: Proof of ergodicity and mixing in periodical driven system**

a. **Ergodicity** For a periodical Hamiltonian $\mathcal{H}$ with Floquet states $|\phi_n(t)\rangle$, any state can be represented as

$$|\Psi(t)\rangle = \sum_n c_n |\phi_n(t)\rangle \quad (B1)$$

For an observable $\hat{A}$, its expectation over $|\Psi(t)\rangle$ is

$$\langle \Psi(t)|\hat{A}|\Psi(t)\rangle = \sum_{m,n} c_m^* c_n A_{mn}(t), \quad (B2)$$

where $A_{mn}(t) = \langle \phi_m(t)|\hat{A}|\phi_n(t)\rangle$. By definition of Floquet states, the long time average for $A_{mn}(t)$ is

$$\langle A_{mn}(t)\rangle_T = \frac{\langle A_{mn}(t) \rangle_{\tau}}{[T/\tau]} \sum_{a=0}^{[T/\tau]-1} e^{-i(E_a - E_m)\tau/a\hbar}. \quad (B3)$$

The contribution after $\tau [T/\tau]$ is omitted because it would vanish for large $T$. When the ergodic condition is satisfied, using the fact that when $k \in [0,2\pi)$,

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} e^{ink} = \begin{cases} 1 & k = 0 \\ 0 & k \neq 0 \end{cases}, \quad (B4)$$

therefore $\langle A_{mn}(t)\rangle_T = 0$ for $m \neq n$. That is,

$$\langle \hat{A} \rangle_T = \sum_m c_m^* c_m \langle A_{mm}(t)\rangle_{\tau} = \langle \hat{A} \rangle_E. \quad (B5)$$

Only diagonal terms persist, which means that the long time average equals to the ensemble average $\langle \hat{A} \rangle_E$.

b. **Mixing** To quantify the fluctuation, we compute the variance of $\hat{A}$

$$\langle \sigma^2_{\hat{A}} \rangle_T = \langle \langle A \rangle^2 \rangle_T - \langle A \rangle_E^2 = \sum_{k,l,m,n} \rho_{kl}^* \rho_{mn} \langle A_{mn}(t)A_{lk}(t)\rangle_T$$

$$- \sum_{m,n} \rho_{mm} \rho_{nn} \langle A_{mm}(t)\rangle_{\tau} \langle A_{nn}(t)\rangle_{\tau} \quad (B6)$$

where $\rho_{mn} = c_m^* c_n$. If we omit the contribution after $\tau [T/\tau]$, we have

$$\langle A_{mn}(t)A_{lk}(t)\rangle_T = \frac{\langle A_{mn}(t)A_{lk}(t) \rangle_{\tau}}{[T/\tau]} \sum_{a=0}^{[T/\tau]-1} e^{-i(E_a - E_m)\tau - (E_l - E_k)\tau/a\hbar}. \quad (B7)$$

If the condition of mixing is satisfied, similarly we have

$$\langle A_{mn}(t)A_{lk}(t)\rangle_T = \begin{cases} \langle A_{mn}(t)A_{lk}(t) \rangle_{\tau} & \delta_{mn}\delta_{kl} = 1 \\ \delta_{mk}\delta_{dl} = 1 & \text{otherwise} \end{cases} \quad (B8)$$

FIG. A1: (a) The distribution of $|0,0\rangle$ with $\ell = 7$ on angle and angular momentum (inset). (b) The relative spread of $\theta$ and $k$ with $\ell$. Two reference line have slope -1 and -2.5.
Therefore, the fluctuation of $\hat{A}$ is bounded by

$$\langle \sigma^2_A \rangle_T = \sum_{m \neq n} \rho_m \rho_n \langle A_{mn}(t) A_{nm}(t) \rangle_{\tau} \leq \sum_{m,n} \rho_m \rho_n \langle A_{mn}(t) A_{nm}(t) \rangle_{\tau} = \langle \text{Tr}(\rho_{mc} A A^\dagger \rho_{mc}) \rangle_{\tau},$$

where $\rho_{mc}$ is the diagonal matrix with $n$th element being $\rho_{nn}$. By the Cauchy-Schwartz inequality, we have

$$\text{Tr}(\rho_{mc} A A^\dagger \rho_{mc}) \leq \sqrt{\text{Tr}(A A^\dagger \rho_{mc}^2) \text{Tr}(A^\dagger A \rho_{mc}^2)} \leq \|AA^\dagger\| \text{Tr} \rho_{mc}^2,$$

where $\|AA^\dagger\| = \sup \{ \langle \Psi | AA^\dagger | \Psi \rangle : |\Psi\rangle \in \mathcal{H} \}$ is the upper bound for the average of $AA^\dagger$ in the Hilbert space $\mathcal{H}$. Finally, we have for the fluctuation

$$F_A^2 = \frac{\langle \sigma^2_A \rangle_T}{\|AA^\dagger\|} \leq \text{Tr} \rho_{mc}^2$$

Appendix C: Quantification of the degeneracies in eigen-energies

We have presented numerical results in the main text for two parameters, $\eta$ and $\zeta$, which characterize the degeneracies of Floquet quasi-energies. As $\eta$ and $\zeta$ mathematically are the same, we focus only $\eta$ and show in detail how it is computed.

Our task is to define a measure for the degeneracy of $N$ quasi-energies distributed in the interval $[0, 2\pi]$. The major difficulty is that these quasi-energies are obtained numerically, and therefore there is no rigorous degeneracy. The degeneracy here only means that some quasi-energies lie very close to each other. The more clustered the distribution is, the more it deviates from a uniform distribution on this interval. To quantify this deviation, we define the distance between the empirical distribution $f(x)$ and the uniform distribution $g(x)$ as

$$\|f(x), g(x)\| = \int_0^{2\pi} [f(x) - g(x)]^2 dx.$$  \hspace{1cm} (C1)

To compute it, we divide this interval equally to $M$ parts and the distance becomes

$$d(M) = \|f(x), g(x)\| = \sum_{i=1}^{M} \left( \frac{b_i M}{2\pi N} - \frac{1}{2\pi} \right)^2 M \frac{2\pi}{M}$$

$$= \frac{M}{2\pi} \sum_{i=1}^{M} \left( \frac{b_i}{N} \right)^2 - \frac{1}{2\pi},$$

where $b_i$ is the number of quasi-energies in the $i$th interval. Apparently, the distance $d(M)$ is a function of $M$.

Degeneracy means some gaps between quasi-energies are significantly smaller than others. As a result, we expect that within a proper range of divide number $M$ only degenerate quasi-energies stay in the same interval. This means that $d(M)$ is a linear function of $M$ within this proper range and $\eta$ emerges as the slope of this function (up to a constant multiple $N$). Examples of this linear relation are shown in Fig. A2. In our numerical computation, we usually choose $M \sim 200N$. The parameter $\eta$ is extracted as the slope normalized with respect to $1/N$ to make the minimal of $\eta$ to be 1.
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