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Abstract

In the last decade, the secondary use of large data from health systems, such as electronic health records, has demonstrated great promise in advancing biomedical discoveries and improving clinical decision making. However, there is an increasing concern about biases in association studies caused by misclassification in the binary outcomes derived from electronic health records. We revisit the classical logistic regression model with misclassified outcomes. Despite that local identification conditions in some related settings have been previously established, the global identification of such models remains largely unknown and is an important question yet to be answered. We derive necessary and sufficient conditions for global identifiability of logistic regression models with misclassified outcomes, using a novel approach termed as the submodel analysis, and a technique adapted from the Picard-Lindelöf existence theorem in ordinary differential equations. In particular, our results are applicable to logistic models with discrete covariates, which is a common situation in biomedical studies. The conditions are easy to verify in practice. In addition to model identifiability, we propose a hypothesis testing procedure for regression coefficients in the misclassified logistic regression model when the model is not identifiable under the null.
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1 Introduction

The logistic regression model is one of the most widely used tools for studying associations between a binary outcome and multivariate covariates. It is ubiquitous in a variety of research areas including social science and biomedical studies, due to the interpretation of log odds ratio for the regression coefficients (Hosmer Jr and Lemeshow, 2004) and various advantages in statistical inference, such as the availability of conditional inference (Lindsay, 1982; Stefanski and Carroll, 1987) and applicability in retrospective studies (Prentice and Pyke, 1979).

In some applications, the binary outcome may be subject to misclassification. For example, disease status ascertained by an imperfect diagnostic test. As a consequence, the estimated associations based on the error-prone outcomes, hereafter referred to as surrogate outcomes, are often biased, sometimes badly so. One example rises from the secondary use of electronic health records data, where a major concern of the use of electronic health records data is the bias caused by misclassification in the binary outcomes (phenotypes) derived from the data. Although manual chart review can be conducted to obtain the true phenotype of patients in some situations, such a process is oftentimes consuming and expensive. As a consequence, methodologies for reducing the number of validation samples or conducting the association analysis without the validation samples have been widely considered in recent work (Yu et al., 2017; Gronsbell et al., 2019).

There is a literature studying the impacts of misclassification on the biases and statistical methods to correct for such biases. With internal or external validation samples, the impacts of misclassification can be characterized by comparing the estimated associations based on true outcomes with the estimated associations based on surrogate outcomes (Neuhaus, 1999; Duan et al., 2016), and the biases in estimated associations can be corrected through various types of calibration (Carroll et al., 2006). In other situations, validation samples can be difficult to obtain due to constraints on cost or time, ethical considerations, or invasiveness of the validation procedure. Under such situations, bias correction can be conducted via postulating a parametric assumption on the relationship between the underlying binary outcome and covariates, and a parametric characterization of the misclassification rates of the surrogate outcomes (Neuhaus, 1999, 2002; Lyles, 2002; Lyles and Lin, 2010). However, as we elaborate below, model identifiability, which is fundamental for the applicability of standard statistical inference procedures, has not been fully investigated. There are at least two distinct definitions of the model identifiability: global and local identifiability. Suppose a random variable $Y$ has a probability density (or mass) function $f(y; \theta)$ indexed by parameter $\theta$. The parameter $\theta$ is said to be globally identifiable if $f(y; \theta^*) = f(y; \theta)$ for all $y$ almost surely implies $\theta^* = \theta$. This definition excludes the undesirable situation where different parameter values give rise to the same distribution, which makes it impossible to distinguish between these parameter values based on the data. A weaker form of identifiability is local identifiability. We say a model is locally identifiable at $\theta_0$ if there exists a neighborhood $B$ of $\theta_0$ such that no other $\theta \in B$...
has the same probability distribution $f(y; \theta_0)$ as for all $y$ almost surely (Huang and Bandeen-Roche, 2004; Duan et al., 2020).

Paulino et al. investigated a Bayesian binary regression model with misclassified outcomes (Paulino et al., 2003). The problem they considered is a binary regression model of human papillomavirus (HPV) status with three binary risk factors, where the data have $2^3 - 1 = 7$ degrees of freedom, yet the model has $2 + 4 = 6$ parameters to be estimated. Although the data degrees of freedom are larger than the number of parameters to be estimated, it was observed by the authors that “model nonidentifiability requires special care in the prior elicitation process because, as is well known, posterior inference for nonidentifiable parameters is strongly influenced by the prior, even for increasingly large sample sizes.” In the frequentist literature, a similar case was studied by Jones et al. (2010), in which two correlated diagnosis tests were evaluated for three different populations in the absence of a gold standard test. The data degrees of freedom equal the number of parameters yet the model is not locally identifiable and therefore not globally identifiable.

Even though sufficient conditions for local identifiability in some related settings have been established (Jones et al., 2010), the conditions for local identifiability do not necessarily imply the model is globally identifiable. In fact, the study of global identifiability boils down to solving a system of multivariate nonlinear equations, which is often a challenging mathematical problem and has to be tackled case by case. See Drton et al. (2011) for an example on global identifiability of acyclic mixed graphical models. Recently, Duan et al. (2020) verified that several examples in Jones et al. (2010) are indeed globally identifiable by applying the Gröbner basis approach (Sturmfels, 2005; Drton et al., 2008), a powerful computational algebraic tool for solving polynomial equations. However, such an approach is not generally applicable because the nonlinear equations in our setting may not be written as polynomial equations even after reparametrization. Even if it is feasible, the conditions are often difficult to interpret and may not be necessary for global identifiability. Despite the practical importance of the logistic regression models with surrogate outcomes, the global identifiability of such model is still a largely open problem.

In this paper, we establish the necessary and sufficient conditions for the global identifiability of logistic regression models with misclassification, and study a hypothesis testing procedure of regression coefficients in the misclassified logistic regression model when the model is not identifiable under the null. In particular, our results are applicable to models with multiple covariates, which can be either continuous or discrete. Moreover, our identifiability conditions are both necessary and sufficient, and are easy to interpret. The proof of necessity is mainly achieved by proof by contradiction. To show sufficiency, we develop an approach called submodel analysis, which breaks down the problem to simpler identifiability problems for some submodels. One key step in our main proof is adapted from the classical Picard-Lindelöf existence theorem in the field of ordinary differential equations. In addition to the identifiability conditions, we propose valid hypothesis testing procedures in the case where the model is not identifiable under the null hypothesis.
2 Background

We consider logistic regression models with misclassified outcomes as in Yi (2016). Let \( Y \) be a binary outcome and \( x \) be the corresponding \( p \)-dimensional covariates. The logistic regression model assumes

\[
f(\Pr(Y = 1|x)) = \beta_0 + x^T \beta_x,
\]

(2.1)

where \( f(a) = \log\{a/(1-a)\} \). Instead of observing \( Y \), we observe an error-prone surrogate \( S \), which is believed to have misclassification errors, sensitivity \( \alpha_1 \), defined as \( \alpha_1 = P(S = 1|Y = 1) \), and specificity \( \alpha_2 \), defined as \( \alpha_2 = (S = 0|Y = 0) \), being independent of the covariates. Denote the collection of parameters by \( \theta = (\alpha_1, \alpha_2, \beta_0, \beta_x) \). The model for the surrogate \( S \) is

\[
\Pr(S = 1|x) = (1 - \alpha_2) + (\alpha_1 + \alpha_2 - 1)h(\beta_0 + x^T \beta_x),
\]

(2.2)

where \( h(u) = \expit(u) = \exp(u)/(1 + \exp(u)) \). Model (2.2) is globally identifiable if and only if \( \Pr(S = 1|x; \theta) = \Pr(S = 1|x; \theta') \) for all \( x \) almost surely implies \( \theta = \theta' \).

It is relatively well-known that model (2.2) is not identifiable in the unconstrained parameter space \( [0, 1]^2 \times \mathbb{R}^{p+1} \), where at least two sets of parameters, \( (\alpha_1, \alpha_2, \beta_0, \beta_x) \) and \( (1 - \alpha_1, 1 - \alpha_2, -\beta_0, -\beta_x) \), dictate the same probability distribution in model (2.2), a phenomenon known as “label switching” by re-defining the unobserved outcome \( Y \) by \( 1 - Y \). Such label switching problem can be eliminated by imposing the constraint \( \alpha_1 + \alpha_2 > 1 \). However, it remains unknown under what further conditions model (2.2) is globally identifiable. Doing so is the topic of Section 3.

3 Global Identifiability of Misclassified Logistic Regression Models

In this section, we establish necessary and sufficient conditions for global identifiability of parameters in logistic regression models with response misclassification. Hereafter, we restrict the parameter space of \( \theta \) by imposing \( \alpha_1 + \alpha_2 > 1 \), i.e., the parameter space of \( \theta \) is \( \Theta = \{[0, 1]^2 \times \mathbb{R}^{p+1} : \alpha_1 + \alpha_2 > 1\} \). In addition, we denote the support of covariates \( x \) by \( \mathcal{D} \), which is defined as the set of values in \( \mathbb{R}^p \) with non-zero probability measure. In particular, we allow the covariates to be continuous or discrete.

By the definition of global identifiability, the goal is to find the necessary and sufficient conditions under which the set of \((p+3)\)-dimensional nonlinear equation \( \Pr(S = 1|x; \theta) = \Pr(S = 1|x; \theta') \) holds for all \( x \in \mathcal{D} \) implying \( \theta = \theta' \). To solve this problem in the general case with an arbitrary \( p \geq 1 \), we propose an approach based on a submodel analysis. The main idea is to break down the identifiability problem for model (2.2) with \( p \)-dimensional covariates to several simpler identifiability problems for some well designed submodels with only \( p = 1 \) or \( p = 2 \) covariates by fixing some
of the entries of $x$ at 0. If 0 is not contained in the support of $x$, some careful reparametrization is crucial. The detailed explanation of the submodel analysis is given in Remark 1. To apply the submodel analysis, the following two lemmas on model identifiability with $p = 1$ or 2 covariates are the fundamental building blocks.

**Lemma 1.** For a univariate logistic regression model with unknown misclassification probabilities, i.e., the setting of $p = 1$ in model (2.2), the model parameter $\theta$ is globally identifiable in $\Theta$ if and only if both of the following conditions are satisfied:

1. $D$ contains at least four unique values;

2. $\beta_x \neq 0$.

A proof of Lemma 1 is shown in Section 6. The proof of necessity is achieved by proof by contradiction. The sufficiency is proved by investigating the uniqueness of the solution to a system of nonlinear equations. The nonlinear equations involve not only the unknown parameters $\theta$ but also four unique points in the support of $x$. Since we would like to cover the case that $x$ is discrete, we cannot simply choose $x = 0$ or any arbitrary real number as in the continuous case $x \in \mathbb{R}$. This further increases the complexity of the equations and the difficulty of investigating the solution set. One key step in our proof is to lower bound a function of interest in its full domain. To this end, we use the Gronwall inequality which controls the Picard iterative series from one interval to another in the classical Picard-Lindelöf existence theorem (see Chapter 1 and Chapter 2 of Coddington and Levinson (1955)), we propose to approximate the function on the edge point of a well-constructed grid and extend the grid little by little iteratively.

Lemma 1 offers interesting insights. For a univariate logistic regression without misclassification, identifiability only requires two unique values of covariate $x$ for the intercept and coefficient parameters to be identifiable. In contrast, for a univariate logistic regression with misclassification, Lemma 1 states that two additional values in the support of the univariate covariate are needed. In addition, different from logistic regression without misclassification, it further requires the regression coefficient $\beta_x$ to be non-zero to ensure global model identifiability.

Lemma 1 has an important implication in statistical inference. If we are interested in testing the association between the outcome and the covariate, a formal hypothesis testing procedure of $H_0 : \beta_x = 0$ would lead to the Davies problem (Davies, 1977, 1987), because all remaining parameters ($\beta_0, \alpha_1, \alpha_2$) are non-identifiable under the null hypothesis. Interestingly, we show in Theorem 4.2 of Section 4 that for testing $\beta_x = 0$, although the remaining parameters are not identifiable, the likelihood ratio test statistic still converges to a simple $\chi^2_1$ distribution. This conclusion can be generalized to any $p \geq 1$.
Next, we consider the case with two covariates \( \mathbf{x} = (x_1, x_2) \) where the corresponding regression coefficient is \( \mathbf{\beta}_x = (\beta_{x_1}, \beta_{x_2}) \). Here we denote the support of \( x_1 \) to be \( D_1 \) and the support of \( x_2 \) to be \( D_2 \). To avoid the degenerate case, the support of each covariate has to contain at least two values, otherwise the corresponding regression parameter cannot be distinguished from the intercept \( \beta_0 \). In addition, we assume the support of \( x = (x_1, x_2) \), denoted by \( \mathcal{D} \), is the Cartesian product of \( D_1 \) and \( D_2 \), i.e., \( \mathcal{D} = D_1 \times D_2 \).

We have the following identifiability results for model (2.2) with two covariates.

**Lemma 2.** For a logistic regression model of two covariates with unknown misclassification probabilities, i.e., the setting of \( p = 2 \) in model (2.2), the model parameter \( \theta \) is globally identifiable in \( \Theta \) if and only if one of the following two conditions is satisfied:

1. there exists \( k \in \{1, 2\} \), such that \( D_k \) contains at least four unique values, and \( \beta_{x_k} \neq 0 \);
2. \( D_1 \) or \( D_2 \) contains at least three unique values, and both \( \beta_{x_1} \) and \( \beta_{x_2} \) are non-zero.

A proof of Lemma 2 is provided in the Supplementary Material. From Condition 1, if \( D_1 \) contains at least four unique values and \( \beta_{x_1} \neq 0 \), then the model parameters are identifiable, regardless of whether \( \beta_{x_2} \) is zero or not or the number of values in \( D_2 \). From Condition 2, if both regression coefficients are non-zero, the assumption on \( \mathcal{D} \) can be relaxed, where one of \( D_1 \) and \( D_2 \) only needs to contain no less than three values. This assumption ensures that the data degrees of freedom is no less than the number of parameters.

**Remark 1** (Submodel analysis). When studying identifiability conditions for models with multiple covariates, we develop a new approach called the submodel analysis, which is elaborated as follows. As an illustration, we focus on condition 1 in Lemma 2. Through a proper reparameterization, we can assume that \( D_2 \) contains 0. Therefore, by fixing \( x_2 = 0 \), we obtain a submodel involving only \( x_1 \). As a direct consequence of Lemma 1, Condition 1 guarantees that the submodel is identifiable, that is the unknown parameters \( (\alpha_1, \alpha_2, \beta_0, \beta_{x_1}) \) are uniquely identified. Under the assumption that the misclassification parameters \( \alpha_1, \alpha_2 \) are identifiable, we can further identify \( \beta_{x_2} \) by choosing another submodel involving only \( x_2 \). We call the above procedure the submodel analysis, which greatly simplifies the analysis of identifiability conditions when we have multiple covariates.
Now we provide necessary and sufficient conditions for the global identifiability of parameters in the general model (2.2) with \( p \) covariates. Denote \( x = (x_1, \ldots, x_p) \), the corresponding coefficients \( \beta_x = (\beta_{x_1}, \ldots, \beta_{x_p}) \) and the supports as \( D_1, \ldots, D_p \). We assume the support for \( x \) as \( D \), which can be written as \( D = D_1 \times \cdots \times D_p \).

**Theorem 3.1.** The parameter \( \theta \) is globally identifiable in \( \Theta \) in model (2.2) if and only if one of the following three conditions holds:

1. there exists \( k \in \{1, \ldots, p\} \), such that \( D_k \) contains at least four values, and \( \beta_{x_k} \neq 0 \).

2. there exist \( j \) and \( k \in \{1, \ldots, p\} \), such that \( D_j \) or \( D_k \) contains at least three values, and both \( \beta_{x_j} \) and \( \beta_{x_k} \) are non-zero.

3. there exist \( i, j \) and \( k \in \{1, \ldots, p\} \), such that \( \beta_{x_i} \neq 0 \), \( \beta_{x_j} \neq 0 \), and \( \beta_{x_k} \neq 0 \).

A detailed proof of Theorem 1 is provided in Section 6. To the best of our knowledge, this is the first necessary and sufficient conditions for global identifiability of misclassified logistic regression models which applies to both discrete and continuous covariates.

Unlike the logistic regression model where all the regression coefficients can be 0 (i.e., \( Y \) is not associated with \( x \)), the regression with misspecified binary outcome requires \( Y \) must be associated with some of the covariates \( x \) for model identifiability. Comparing to Lemma 2, Theorem 1 offers another possibility (i.e., condition 3) for model identifiability. In fact, the condition 3 implies that the misclassified logistic regression model with three binary risk factors considered in [Paulino et al. (2003)] is globally identifiable if and only if all three coefficients are nonzero.

While there exist three possible identifiability conditions, they can be interpreted in the following coherent way. The \( p \)-dimensional model is globally identifiable if and only if there exist a subset of the \( p \) covariates, denoted by \( x_A \), where the submodel containing only \( x_A \) is identifiable. For the rest of the variables not in \( x_A \), we do not have further assumptions on their support or the corresponding coefficients. The three identifiability conditions and the above interpretation are all obtained by the submodel analysis as detailed in Remark 11 which is the key technique used in the proof of Theorem 1.

4 Hypothesis testing of regression coefficients when models are not identifiable

In practice, statistical inference on a subset of the regression coefficients is often of interest. For example, let \( x_B \) denote a subset of \( x \) with \( d \leq p \) variables, and we want to test \( H_0 : \beta_{x_B} = 0 \). If the reduced model is identifiable according to Theorem 1, the likelihood ratio test can be applied and
the asymptotic distribution is $\chi_d^2$. However, when the reduced model is not identifiable and $d < p$, the limiting distribution is no longer chi-square distributed; this known as the Davies problem (Davies, 1977, 1987).

More specifically, we consider statistical inference for regression coefficients in the misclassified logistic regression model (2.2). The log likelihood function for the parameter $\theta$ is

$$
\log L(\theta) = \sum_{i=1}^{n} \log \{ \Pr(S_i|x_i) \} = \sum_{i=1}^{n} \{ S_i \log p_i^* + (1 - S_i) \log(1 - p_i^*) \},
$$

where $p_i^* = \Pr(S_i = 1|x_i)$ is defined in equation (2.2).

Denote $\beta_x = (\eta^T, \gamma^T)^T$, where $\eta$ corresponds to the $d$ dimensional covariates of interest, and $\gamma$, the remaining $p - d$ dimensional regression coefficients. We are interested in testing

$$H_0 : \eta = 0.$$

The asymptotic distributions of the test statistics for $H_0$ depend on whether the reduced model under $H_0$ is identifiable. If the reduced model is identifiable, standard asymptotic arguments (Cox and Hinkley, 1979) yield that the likelihood ratio and score tests converge weakly to $\chi_d^2$. The details are omitted for limited space. If in the reduced model some parameters are not identifiable under $H_0$, the asymptotic behaviors of the likelihood ratio and score tests are known to be non-regular and the asymptotic distributions may not be $\chi^2$ (Davies, 1977; Liu and Shao, 2003; Zhu and Zhang, 2006).

Letting $\alpha = (\alpha_1, \alpha_2)$, we now construct the score test and study its asymptotic distribution. Let $U_n(\alpha, \eta, \gamma)$ be the score function for $\eta$, i.e.,

$$U_n(\alpha, 0, \gamma) = \sum_{i=1}^{n} \left\{ s_i \frac{(\alpha_1 + \alpha_2 - 1)f'(t_{i2})z_{i1}^T}{1 - \alpha_2 + (\alpha_1 + \alpha_2 - 1)f(t_{i2})} - (1 - s_i) \frac{(\alpha_1 + \alpha_2 - 1)f'(t_{i2})z_{i1}^T}{\alpha_2 - (\alpha_1 + \alpha_2 - 1)f(t_{i2})} \right\},$$

where $t_{i2} = z_{i2}^T \gamma$. For a given $\alpha$, we further partition the information matrix $I_{\beta\beta}$ for $\beta = (\eta, \gamma)$ as $I_{\eta\eta}$, $I_{\gamma\eta}$ and $I_{\gamma\gamma}$. The detailed expressions of the partitions are provided in the Supplementary Material. Denote $I_{\eta|\gamma} = I_{\eta\eta} - I_{\eta\gamma}^{-1} I_{\gamma\eta}$ be the partial information matrix of $\eta$ in the presence of $\gamma$. For each fixed $\alpha$, the score test for $H_0$ is given by

$$T_2(\alpha) = U_n^T(\alpha, 0, \gamma(\alpha)) \{I_{\eta|\gamma}(\alpha, 0, \gamma(\alpha))\}^{-1} U_n(\alpha, 0, \gamma(\alpha)).$$
where \( \tilde{\gamma}(\alpha) \) is the maximum likelihood estimator of \( \gamma \) in the reduced model for fixed \( \alpha \). Following standard Taylor expansion arguments, \( T_2(\alpha) \) converges weakly to \( \chi^2_d \) under \( H_0 \) for each fixed \( \alpha \). However, calculation of the test statistic \( T_2(\alpha) \) requires the specification of \( \alpha \) and the power of \( T_2(\alpha) \) relies critically on the specified \( \alpha \). This creates a practical difficulty and potential loss of power. Alternatively, we could consider the following uniform score test which does not require the specification of \( \alpha \), and defined as

\[
T_2 = \sup_\alpha \{ T_2(\alpha) \}.
\]

In general, the uniform score test \( T_2 \) is more powerful than \( T_2(\alpha) \) when the value of \( \alpha \) under the alternative is different from the specified \( \alpha \) in the test \( T_2(\alpha) \). As shown in Theorem 4.2, \( T_2 \) is asymptotically equivalent to the likelihood ratio test, defined as

\[
T_1 = -2 \left[ \sup_{\theta \in H_0} \{ \log L(\theta) \} - \sup_{\theta} \{ \log L(\theta) \} \right],
\]

where \( \theta = (\alpha, \eta, \gamma) \).

Interestingly, when \( \eta = \beta x \), which means \( \gamma \) is empty, the test statistics \( T_1 \) and \( T_2 \) have the asymptotic distribution of \( \chi^2_d \), the same asymptotic distribution as if they were calculated from a regular model. The results are provided in Theorem 4.1 and a proof is outlined in Section 6.4.

**Theorem 4.1.** Assume that the regularity conditions (R1) \( \sim \) (R3) in Section 6.4 hold, and \( \eta = \beta x \), then \( T_1, T_2 \) both converge weakly to \( \chi^2_d \) under \( H_0 \).

When \( \eta \neq \beta x \), the asymptotic distributions of \( T_1 \) and \( T_2 \) are rather complicated because of the nonidentifiability under \( H_0 \). In general, we have the following results.

**Theorem 4.2.** Assume that the regularity conditions (R1) \( \sim \) (R3) in Section 6.4 hold. When \( \eta \neq \beta x \) under the null hypothesis \( H_0 \), \( T_1, T_2 \) converge weakly to \( \sup_\alpha \{ S^T(\alpha) S(\alpha) \} \), where \( S(\alpha) \) is a \( d \)-dimensional Gaussian process with variance \( I_d \) and autocorrelation matrix

\[
\lim_{n \to \infty} E[\{ I_{\eta|\gamma}(\alpha, 0, \gamma) \}^{-1/2} U_n(\alpha, 0, \gamma) U_n^T(\alpha', 0, \gamma) \{ I_{\eta|\gamma}(\alpha', 0, \gamma) \}^{-1/2}].
\]

A proof is outlined in Section 6. In practice, the asymptotic distribution in Theorem 4.2 can be approximated by simulation, for example, using the multiplier bootstrap method (Chernozhukov et al., 2013): let \( (e_i)_{i=1}^n \) be a sequence of i.i.d. standard normal variables independent of the scores. We
suppress parameters to denote one resample $W_n$ as:

$$W_n = \sum_{i=1}^{n} \left\{ \frac{s_i (\alpha_1 + \alpha_2 - 1) f'(t_{i2}) z_{i1}^T}{1 - \alpha_2 + (\alpha_1 + \alpha_2 - 1) f(t_{i2})} - \frac{(1 - s_i) (\alpha_1 + \alpha_2 - 1) f'(t_{i2}) z_{i1}^T}{\alpha_2 - (\alpha_1 + \alpha_2 - 1) f(t_{i2})} \right\} e_i$$

then by the main result of Chernozhukov et al. (2013) we can obtain the multiplier bootstrap distribution by repeatedly calculating

$$\max_{\text{range of } \alpha} \{ W_n^T \{ I_{\eta/\gamma} \}^{-1} W_n \}.$$

In real data, for example, an outcome variable identified from electronic health records (EHR), may be subject to severe unknown sensitivity and specificity, due to data fragmentation (Wei, 2012). True sensitivity verified by physician review to be above 95% could be actually as low as 70% if EHR data is collected from a single source or over a short period. To account for this issue, we allow the range of $\alpha$ to be wide, say a grid of $\alpha_1$ and $\alpha_2$ each varying from 0.7 to 1.0 by 0.01. Then essentially we need to deal a high dimension setting with $p = 31^2$ for a practical $n$ of several hundreds. Although the validity of the multiplier bootstrap for maxima of high-dimensional random vector is addressed in Chernozhukov et al. (2013), we suggest practitioners choose the range of $\alpha$ tightly to raise statistical power.

5 Discussion

Our Theorem 3.1 fully characterizes the global identifiability of the classical logistic regression models with response misclassification. The proof technique borrows ideas from the Picard-Lindelöf existence theorem, that when combined with the submodel analysis, is, as far as we know, new for studying model global identifiability. With some proper modification, this technique could be potentially applied to the investigation of identifiability conditions of several related models, such as logistic regression with multivariate misclassified outcomes for longitudinal data, and multi-class logistic regression with misclassified outcomes. To the best of our knowledge, the global identifiability of these related models is still an open problem and warrants further investigation.

The identifiability of both regression coefficients and misclassification parameters relies critically on the parametric assumptions in (2.1) and (2.2). The extension of our results to models with nonlinear structures or differential misclassification needs to be studied case by case and is worth future investigation.
6 Proofs

As we discussed in Section 3, the support of each covariate has to contain at least two values, otherwise the corresponding regression parameter cannot be distinguished from the intercept $\beta_0$. With this condition, we start with an argument that without loss of generality we can assume they all take values 0, 1 through shifting and re-scaling each variable.

For example, if $x = (x_1, \ldots, x_p)$ takes value in $D = D_1 \times D_2 \ldots D_p$ where $D_j$ contains at least two different values $\{d_{j1}, d_{j2}\}$ for $1 \leq j \leq p$, assuming in an increasing order. Now we construct a new variable $z = (z_1, \ldots, z_p)$, where $z_j = (x_j - d_{j1})/(d_{j2} - d_{j1})$. In this way each $z_j$ takes the value 0 or 1. By reparameterizing the corresponding regression coefficient $\beta_j' = (d_{j2} - d_{j1})\beta_j$ for $1 \leq j \leq p$, and the intercept $\beta_0' = \beta_0 + \sum_{j=1}^p d_{j1}\beta_j$, we obtain that the two linear terms satisfy

$$\beta_0 + \beta^T x = \beta_0' + \beta'^T z$$

for all possible $x \in D$ and the corresponding $z$. Since the reparameterization from $(\beta_0, \beta)$ to $(\beta_0', \beta')$ is a bijection, $\beta_0$ and $\beta$ can be uniquely identified if and only if $\beta_0'$ and $\beta'$ can be uniquely identified.

6.1 Lemma 1

In the following, we provide two technical lemmas which assist the proof of Lemma 1. The proofs of the lemmas are provided in the Appendix.

**Lemma A 1.** For some $c_1, c_2, c_3 \in (0,1)$ and $d > 1$, if there exist $(a_0, b_0, \beta_0, \beta_1)$ that satisfies $a_0, b_0 \in (0,1), \beta_1 \neq 1$ and

$$\begin{cases}
a_0 + b_0 \expit(\beta_0) = c_1 \\
a_0 + b_0 \expit(\beta_0 + \beta_1) = c_2 \\
a_0 + b_0 \expit(\beta_0 + d\beta_1) = c_3
\end{cases}$$

then for any fixed $a \in (a_0, \min\{c_1, c_2, c_3\})$, there exist a unique solution $\{b(a), \beta_0(a), \beta_1(a)\}$ that satisfies the above system of equation. Moreover, the function $b(a)$ is continuous and differentiable, $0 < b(a) < 1$ and $\beta_1(a) \neq 0$ for all $a \in (a_0, \min\{c_1, c_2, c_3\})$. 


Lemma A 2. Define

\[ \psi(x, y, d) = x^{d-1}y^d + x^{1-d}y - (1 - d)(x + \frac{1}{x}) - d(y + \frac{1}{y}), \]

and

\[ \phi(x, y, d) = \psi(x, y, d) \left[ \frac{y - x}{x^{d-1}} \left( \frac{y^d - x^d}{y - x} - d_1x^{d-1} \right) \right]^{-1} \]

for some \( x, y > 0 \) and \( x \neq y \). We have \( \phi(x, y, d) \) is monotonic about \( d \) when \( d > 1 \).

Now we prove Lemma 1. For clear the illustration, we denote \( \beta_1 = \beta_x \). Sufficiency: We begin by defining the following bijection

\[ a = 1 - \alpha_1, \quad \text{and} \quad b = \alpha_1 + \alpha_2 - 1, \]

and we have \( a \in (0, 1) \) and \( b > 0 \). Without loss of generality, we assume that \( \{0, 1, d_1, d_2\} \in \mathcal{D} \). For simplicity here we denote \( f(\cdot) = \expit(\cdot) \) which is an increasing function with positive outcome. We can obtain the following set of equations. The equation set could be written as

\[
\begin{aligned}
& a + \text{bexpit}(\beta_0) = c_1, \\
& a + \text{bexpit}(\beta_0 + \beta_1) = c_2, \\
& a + \text{bexpit}(\beta_0 + d_1\beta_1) = c_3, \\
& a + \text{bexpit}(\beta_0 + d_2\beta_1) = c_4,
\end{aligned}
\]  

(6.1)

We first focus on the first three equations, i.e.,

\[
\begin{aligned}
& a + \text{bexpit}(\beta_0) = c_1, \\
& a + \text{bexpit}(\beta_0 + \beta_1) = c_2, \\
& a + \text{bexpit}(\beta_0 + d_1\beta_1) = c_3.
\end{aligned}
\]  

(6.2)

Let \( (a_0, b_0, \beta_0, \beta_1) \) to be the solution with the smallest \( a_0 \) among all the other solutions to above set of three equations. From Lemma A.1, we know that for arbitrary fixed \( a \) such that \( a_0 < a < \min\{c_1, c_2, c_3\} \), the equation set (6.2) have an unique solution \( (b, \beta_0, \beta_1) \), where we may define \( b = g(a) \) for some function \( g \) such that (6.2) holds for all \( a \in (a_0, \min\{c_1, c_2, c_3\}) \) and \( b = g(a) \), notice here \( g \) is continuous differentiable by implicit function theorem. From the first two equations
of (6.2), we have
\[
\begin{align*}
\beta_0 &= \logit \left( \frac{c_1 - a}{g(a)} \right), \\
\beta_1 &= \logit \left( \frac{c_2 - a}{g(a)} \right) - \logit \left( \frac{c_1 - a}{g(a)} \right),
\end{align*}
\]
and the third equation of (6.2) leads to
\[
a + g(a) \expit \left( (1 - d_1) \logit \left( \frac{c_1 - a}{g(a)} \right) + d_1 \logit \left( \frac{c_2 - a}{g(a)} \right) \right) - c_3 = 0,
\]
which holds uniformly for all \( a \in (0, \min\{c_1, c_2, c_3\}) \). Therefore, we have
\[
0 = 1 + g'(a) \expit(h_1(a)) + g(a) \expit(h_1(a))(1 - \expit(h_1(a))) \frac{\partial h_1(a)}{\partial a},
\]
with
\[
h_1(a) = (1 - d_1) \logit \left( \frac{c_1 - a}{g(a)} \right) + d_1 \logit \left( \frac{c_2 - a}{g(a)} \right)
= \logg \left( \left( \frac{c_1 - a}{g(a) + a - c_1} \right)^{1 - d_1} \left( \frac{c_2 - a}{a + g(a) - c_2} \right)^{d_1} \right).
\]
Notice that
\[
\frac{\partial h_1(a)}{\partial a} = (1 - d_1) \frac{-g(a) - (c_1 - a)g'(a)}{(c_1 - a)(a + g(a) - c_1)} + d_1 \frac{-g(a) - (c_2 - a)g'(a)}{(c_2 - a)(a + g(a) - c_2)},
\]
and combine with (6.3) we get a linear equation of \( g'(a) \), i.e.,
\[
1 + e^{-h_1(a)} = \frac{g(a)}{1 + e^{h_1(a)}} \cdot \frac{(1 - d_1) g(a)}{(c_1 - a)(a + g(a) - c_1)} - \frac{g(a)}{1 + e^{h_1(a)}} \cdot \frac{d_1 g(a)}{(c_2 - a)(a + g(a) - c_2)}
= g'(a) \left[ -1 + \frac{g(a)}{1 + e^{h_1(a)}} \cdot \frac{(1 - d_1) g(a)}{a + g(a) - c_1} + \frac{g(a)}{1 + e^{h_1(a)}} \cdot \frac{d_1 g(a)}{a + g(a) - c_2} \right].
\]
We define \( t_1 = (c_1 - a)/g(a) \), \( t_2 = (c_2 - a)/g(a) \), and by multiplying \( 1 + e^{h_1(a)} \) on the both side,
the above equation can be written as
\[
2 + \left( \frac{t_1}{1-t_1} \right)^{d_1-1} \left( \frac{t_2}{1-t_2} \right)^{-d_1} + \left( \frac{t_1}{1-t_1} \right)^{1-d_1} \left( \frac{t_2}{1-t_2} \right)^{d_1}
- \frac{1}{t_1(t_1-t_2)} - \frac{d_1}{t_2(1-t_2)}
= g'(a) \left[ \frac{t_1}{1-t_1} - (1 - d_1) \right].
\]

We further let 
\[ x = \frac{t_1}{1-t_1}, \quad y = \frac{t_2}{1-t_2}, \] which implies 
\[ t_1 = \frac{x}{1 + x}, \quad t_2 = \frac{y}{1 + y}, \]
and
\[
2 + x^{d_1-1} y^{-d_1} + x^{-d_1} y^{d_1} - \frac{(1-d_1)(1+x)^2}{x} - \frac{d_1(1+y)^2}{y}
= g'(a) \left( x - y \right) \left( \frac{x^{d_1} - y^{d_1}}{x - y} - d_1 x^{d_1-1} \right).
\]

On the one hand, by Taylor expansion and the fact that 
\[ K(x) = x^d \] is an increasing function of 
\[ x \] when \( d > 1 \), we see that
\[
\frac{(x - y)}{x^{d_1-1}} \left( \frac{x^{d_1} - y^{d_1}}{x - y} - d_1 x^{d_1-1} \right) < 0,
\]
for \( x, y > 0 \) and \( x \neq y \) (\( x = y \) would imply \( t_1 = t_2 \) and \( c_1 = c_2 \), which imply \( \beta_1 = 0 \)). On the other hand, denote
\[
\psi(x, y, d_1) = x^{d_1-1} y^{-d_1} + x^{-d_1} y^{d_1} - (1-d_1)(x + \frac{1}{x}) - d_1 (y + \frac{1}{y}),
\]
and we have \( \psi(y, y, d_1) = 0 \). Since \( d_1 > 1 \), we have
\[
\frac{\partial \psi(x, y, d_1)}{\partial x} = (d_1 - 1) \frac{1}{x^2} \left[ \left( \frac{x}{y} \right)^{d_1} - 1 \right] - (d_1 - 1) \left[ \left( \frac{y}{x} \right)^{d_1} - 1 \right],
\]
which implies \( \frac{\partial \psi(x, y, d_1)}{\partial x} < 0 \) when \( x \in [0, y) \) and \( \frac{\partial \psi(x, y, d_1)}{\partial x} > 0 \) when \( x \in (y, \infty) \). Hence that \( \psi(x, y, d_1) > 0 \) for all \( x, y > 0, x \neq y \). Combine this with (6.4) we conclude \( g'(a) < 0 \), i.e., \( b \) is decreasing with \( a \).

Now, we want to investigate whether the function
\[
f(a) = a + g(a) \expit(h_2(a)) - c_4,
\]
has a unique solution for the equation \( f(a) = 0 \) for \( a \in (0, \min\{c_1, c_2, c_3\}) \), where

\[
h_2(a) = (1 - d_2) \logit\left( \frac{c_1 - a}{g(a)} \right) + d_2 \logit\left( \frac{c_2 - a}{g(a)} \right)
= \log\left( \left( \frac{c_1 - a}{g(a) + a - c_1} \right)^{1-d_2} \left( \frac{c_2 - a}{a + g(a) - c_2} \right)^{d_2} \right),
\]

and

\[
\frac{\partial h_2(a)}{\partial a} = (1 - d_2) \frac{-g(a) - (c_1 - a)g'(a)}{(c_1 - a)(a + g(a) - c_1)} + d_2 \frac{-g(a) - (c_2 - a)g'(a)}{(c_2 - a)(a + g(a) - c_2)}.
\]

Since

\[
f'(a) = \expit(h_2(a)) \left[ 1 + e^{-h_2(a)} + g'(a) \frac{g(a)}{1 + e^{h_2(a)}} \frac{\partial h_2(a)}{\partial a} \right],
= \expit(h_2(a))(1 - \expit(h_2(a)))
\times \left[ x^{d_2-1}y^{-d_2} + x^{1-d_2}y^{d_2} - (1 - d_2)(x + \frac{1}{x}) - d_2(y + \frac{1}{y})
+ g'(a)\left[ \frac{y - x}{x^{d_2-1}} \left( \frac{y^{d_2} - x^{d_2}}{y - x} - d_2x^{d_2-1} \right) \right] \right],
\]

by defining

\[
\phi(x, y, d) = \psi(x, y, d) \left[ \frac{y - x}{x^{d-1}} \left( \frac{y^d - x^d}{y - x} - dx^{d-1} \right) \right]^{-1},
\]

we have \( \phi(x, y, d_1) = -g'(a) \) and

\[
f'(a) = \expit(h_2(a))(1 - \expit(h_2(a))) \left[ \frac{y - x}{x^{d_2-1}} \left( \frac{y^{d_2} - x^{d_2}}{y - x} - d_2x^{d_2-1} \right) \right]
\times \left( \phi(x, y, d_2) - \phi(x, y, d_1) \right).
\]

From Lemma A.2, we know that \( \phi(x, y, d) \) is a monotonic function of \( d \) when \( d > 1 \). Therefore, \( \phi(x, y, d_2) - \phi(x, y, d_1) \) as well as \( f'(a) \) are either positive or negative for all \( a \leq \min\{c_1, c_2, c_3\} \), which means \( f(a) = 0 \) has only one solution. We therefore complete the proof of the sufficiency.

**Necessity:** If \( \beta_1 = 0 \), for any \( x \), the probability mass function for \( S \) is

\[
a + b\expit(\beta_0).
\]
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Since $b > 0$, so there exist $\epsilon > 0$, such that $b - \epsilon > 0$. We can construct

\[
\begin{align*}
\begin{cases}
a' = a \\
b' = b - \epsilon \\
\beta'_0 = \text{logit}\{\frac{b}{b - \epsilon}\expit(\beta_0)\},
\end{cases}
\end{align*}
\]

such that for any $x$

\[
a + b\expit(\beta_0) = a' + b'\expit(\beta'_0).
\]

Hence the model is not globally identifiable.

If $x$ can only take three values, without loss of generality, we assume them to be $\{0, 1, d_1\}$. Then for the true parameter value $(a_0, b_0, \beta_0, \beta_1)$, we let

\[
\begin{align*}
\begin{cases}
a_0 + b_0\expit(\beta_0) &= c_1, \\
a_0 + b_0\expit(\beta_0 + \beta_1) &= c_2, \\
a_0 + b_0\expit(\beta_0 + d_1\beta_1) &= c_3.
\end{cases}
\end{align*}
\]

Then by Lemma A.1, for any fixed $a \in (a_0, \min\{c_1, c_2, c_3\})$, the equation set have a unique solution $(b(a), \beta_0(a), \beta_1(a))$. Thus, the model is not globally identifiable.

### 6.2 Lemma 2

**Sufficiency of Condition 1:** We begin with the sufficiency of Condition 1. Without loss of generality, we assume that $\{0, 1, d_1, d_2\} \subseteq D_1$, $\beta_1 \neq 0$ and $\{0, 1\} \subseteq D_2$. We can construct the following system of equations:

\[
\begin{align*}
\begin{cases}
a + b\expit(\beta_0) &= c_0 \\
a + b\expit(\beta_0 + \beta_1) &= c_1 \\
a + b\expit(\beta_0 + d_2\beta_1) &= c_2 \\
a + b\expit(\beta_0 + d_2\beta_1) &= c_3 \\
a + b\expit(\beta_0 + d_2\beta_1) &= c_4
\end{cases}
\end{align*}
\]

From Lemma 1, we know that $(a, b, \beta_0, \beta_1)$ can be solved uniquely from the first four equations. From the last equation we have

\[
\beta_2 = \text{logit}\{(c_4 - a)/b\} - \beta_0,
\]

which is identified uniquely.
**Sufficiency of Condition 2:** Now we prove the sufficiency of Condition 2, assume \( \{x_{11}, x_{12}, x_{13}\} \subseteq D_1, \{x_{21}, x_{22}\} \subseteq D_2 \) where \( x_{11} < x_{12} < x_{13} \) and \( x_{21} < x_{22} \). The equation set is given by

\[
\begin{align*}
  a + \text{bexpit}(\beta_0 + x_{11}\beta_1 + x_{21}\beta_2) &= c_1, \\
  a + \text{bexpit}(\beta_0 + x_{12}\beta_1 + x_{21}\beta_2) &= c_2, \\
  a + \text{bexpit}(\beta_0 + x_{13}\beta_1 + x_{21}\beta_2) &= c_3, \\
  a + \text{bexpit}(\beta_0 + x_{11}\beta_1 + x_{22}\beta_2) &= c_4, \\
  a + \text{bexpit}(\beta_0 + x_{12}\beta_1 + x_{22}\beta_2) &= c_5, \\
  a + \text{bexpit}(\beta_0 + x_{13}\beta_1 + x_{22}\beta_2) &= c_6,
\end{align*}
\]

If \( c_1 < c_4 \), i.e., \( \beta_2 > 0 \), since \( \text{bexpit}(\cdot) \) is a monotone function, so we have either \( c_1 < c_2 \), which implies \( \beta_1 > 0 \) or \( c_1 > c_2 \), which corresponds to \( \beta_1 < 0 \). So we define

\[
\begin{align*}
  \beta_0 &= \left[ \beta_0 + x_{11}\beta_1 + x_{21}\beta_2 \right] \cdot I(c_1 < c_2) + \left[ \beta_0 + x_{13}\beta_1 + x_{21}\beta_2 \right] \cdot I(c_1 > c_2), \\
  \beta_1 &= \left[ (x_{12} - x_{11})\beta_1 \right] \cdot I(c_1 < c_2) + \left[ (x_{12} - x_{13})\beta_1 \right] \cdot I(c_1 > c_2), \\
  \beta_2 &= (x_{22} - x_{21})\beta_2, \\
  d &= \frac{x_{13} - x_{11}}{x_{12} - x_{11}},
\end{align*}
\]

and if \( c_1 > c_4 \), we just replace \( (x_{21}, x_{22}, c_1, c_2) \) by \( (x_{22}, x_{21}, c_4, c_5) \) correspondingly in the above definition. As a overall result, we would have \( d > 1, \beta_1, \beta_2 > 0 \), i.e., if we abuse the use of notation \((\beta, c)\) a little bit, we may see that, with some reparameterization, the above equation set is equivalent to the following equation set

\[
\begin{align*}
  a + \text{bexpit}(\beta_0) &= c_1, \\
  a + \text{bexpit}(\beta_0 + \beta_1) &= c_2, \\
  a + \text{bexpit}(\beta_0 + d\beta_1) &= c_3, \\
  a + \text{bexpit}(\beta_0 + \beta_2) &= c_4, \\
  a + \text{bexpit}(\beta_0 + \beta_1 + \beta_2) &= c_5, \\
  a + \text{bexpit}(\beta_0 + d\beta_1 + \beta_2) &= c_6,
\end{align*}
\]

with \( d > 1, \beta_1, \beta_2 > 0 \), hence that \( c_1 < c_2 < c_3 \), \( c_4 < c_5 < c_6 \).

**Case I:** \( d \geq 2 \). We first assume that \( d \geq 2 \). Keep in mind that \( a \in [0, 1] \cap \min\{c_i, 1 \leq i \leq 6\} \) and \( b > 0 \). Let \((a_0, b_0, \beta_0, \beta_1, \beta_2)\) to be the solution with the smallest \( a_0 \) among all the other solutions to the set of equations \((6.5)\sim(6.10)\). According to Lemma A.1, from the first three of the above
equation, i.e., (6.5) \sim (6.7), we know that for arbitrary fixed $a$ satisfying $a_0 \leq a < \min\{c_i, 1 \leq i \leq 3\}$, there is a unique solution $(b, \beta_0, \beta_1)$, where $b = g(a)$ for some continuous differentiable function $g$.

Then from (6.5), (6.6), (6.8) we obtain

$$
\begin{align*}
\beta_0 &= \logit\left(\frac{c_1 - a}{g(a)}\right), \\
\beta_1 &= \logit\left(\frac{c_2 - a}{g(a)}\right) - \logit\left(\frac{c_1 - a}{g(a)}\right), \\
\beta_2 &= \logit\left(\frac{c_4 - a}{g(a)}\right) - \logit\left(\frac{c_1 - a}{g(a)}\right),
\end{align*}
$$

and by plugging it into (6.10) we obtain the following function

$$f_1(a) = a - c_6 + g(a)$$

$$\times \expit\left(-d\logit\left(\frac{c_1 - a}{g(a)}\right) + d\logit\left(\frac{c_2 - a}{g(a)}\right) + \logit\left(\frac{c_4 - a}{g(a)}\right)\right),$$

In order to show the identifiability, we want to investigate whether $f_1(a)$ has a unique solution to $f_1(a) = 0$ for $a \in [a_0, \min\{c_i, 1\})$ or not. Denote

$$
\begin{align*}
h_1(a) &= -d\logit\left(\frac{c_1 - a}{g(a)}\right) + d\logit\left(\frac{c_2 - a}{g(a)}\right) + \logit\left(\frac{c_4 - a}{g(a)}\right) \\
&= \log\left(\left(\frac{g(a) + a - c_1}{c_1 - a}\right)^{-d} \left(\frac{c_2 - a}{a + g(a) - c_2}\right)^d \left(\frac{c_4 - a}{a + g(a) - c_4}\right)\right); \\
\end{align*}
$$

thus,

$$
\frac{\partial h_1(a)}{\partial a} = d \frac{g(a) + (c_1 - a)g'(a)}{(c_1 - a)(a + g(a) - c_1)} - d \frac{g(a) + (c_2 - a)g'(a)}{(c_2 - a)(a + g(a) - c_2)} - \frac{g(a) + (c_4 - a)g'(a)}{(c_4 - a)(a + g(a) - c_4)}.
$$
Since

\[ f'(a) = \expit(h_1(a)) \left[ 1 + e^{-h_1(a)} + g'(a) + \frac{g(a)}{1 + e^{h(a)}} \frac{\partial h_1(a)}{\partial a} \right], \]

\[ = \expit(h_1(a))(1 - \expit(h_1(a))) \times \left[ 1 + \frac{d}{t_1(1-t_1)} - \frac{d}{t_2(1-t_2)} - \frac{d}{t_3(1-t_3)} \right]
\]

\[ + g'(a) \left( \frac{d}{1 - t_1} - \frac{d}{1 - t_2} - \frac{d}{1 - t_3} \right) \]

\[ + g'(a) \left( \frac{1-t_1}{t_1} \right) \left( \frac{d}{1 - t_2} - \frac{d}{1 - t_3} \right) \]

\[ = \expit(h_1(a))(1 - \expit(h_1(a))) \times \left[ \frac{x^d}{y^dz} + \frac{d}{x} - \frac{d}{y} - \frac{1}{z} + (1 + g'(a)) \left( \frac{y^dz}{x^d} + dx - dy - z \right) \right], \]

where \( t_1 = (c_1 - a)/g(a), t_2 = (c_2 - a)/g(a), t_3 = (c_4 - a)/g(a), \) and \( x = t_1/(1-t_1), y = t_2/(1-t_2), z = t_3/(1-t_3). \) So \( t_1 = x/(1+x) \) and \( x < y, x < z. \) Notice that by equation (6.4) in the proof of Lemma 1, we have

\[ x^{d-1}y^{-d} + x^{1-d}y^d - (1-d)(x + \frac{1}{x}) - d(y + \frac{1}{y}) \]

\[ = g'(a) \left( \frac{x}{y} \right)^{d-1} \left( \frac{x^d - y^d}{x - y} - dx^{d-1} \right) \]

\[ \Leftrightarrow \frac{x^d - y^d}{x - y} - \frac{x^{d-2}d}{y} = (1 + g'(a)) \left( \frac{x^d - y^d}{x - y} - dx^{d-1} \right) \]  (6.11)

\[ \Leftrightarrow \frac{y^d - x^d}{xy^d} - \frac{d}{x} + \frac{d}{y} = (1 + g'(a)) \left( \frac{y^d - x^d}{x^{d-1}} + dx - dy \right) \]  (6.12)

Let

\[ \psi(x, y, z, a) = \frac{x^d}{y^dz} + \frac{d}{x} - \frac{d}{y} - \frac{1}{z} + (1 + g'(a)) \left( \frac{y^dz}{x^d} + dx - dy - z \right), \]
and plug in (6.12), we have

\[
\psi(x, y, z, a) = \left( \frac{x^d}{y^d z} + \frac{d}{x} - \frac{d}{y} - \frac{1}{z} + \frac{y^d - x^d}{x y^d} - \frac{d}{x} + \frac{d}{y} \right) \\
+ \left[ (1 + g'(a)) \left( \frac{y^d z}{x^d} + dx - dy - z \right) \right. \\
- \left. (1 + g'(a)) \left( \frac{y^d - x^d}{x^d - 1} + dx - dy \right) \right]
\]

\[
= \left( - \frac{1}{z} \frac{y^d - x^d}{y^d} \right) + \frac{y^d - x^d}{x^d - 1} + (1 + g'(a)) \left( \frac{y^d - x^d}{x^d - 1} - \frac{y^d - x^d}{x^d - 1} \right)
\]

\[
= \left( \frac{y^d - x^d}{x^d - 1} \right) \left( \frac{z}{x} - 1 \right) \left[ 1 + g'(a) + \frac{x^{d-1}}{y^d} \right].
\]

Therefore, we have

\[
f_1'(a) = \expit(h_1(a))(1 - \expit(h_1(a)))\psi(x, y, z, a)
\]

\[
:= \expit(h_1(a))(1 - \expit(h_1(a)))\left( \frac{y^d - x^d}{x^d - 1} \right) \left( \frac{z}{x} - 1 \right) \phi_1(x, y, z, a).
\]

where

\[
\phi_1(x, y, z, a) = 1 + g'(a) + \frac{x^{d-1}}{y^d}.
\]

In the following, we investigate whether \( \phi_1 \) is always positive or always negative, which would imply the uniqueness of the solution for \( f_1(a) = 0 \).

Since \( z > x \), we have

\[
\phi_1(x, y, z, a) < 1 + g'(a) + \frac{x^{d-2}}{y^d} := B_{11},
\]

By (6.12), we have

\[
\frac{y^d - x^d}{x y^d} - \frac{d}{x} + \frac{d}{y} + \frac{y^d - x^d}{x y^d} + d \frac{x^{d-1}}{y^d} - d \frac{x^{d-2}}{y^{d-1}}
\]

\[
= (1 + g'(a) + \frac{x^{d-2}}{y^d}) \left( \frac{y^d - x^d}{x^{d-1}} + dx - dy \right),
\]
and therefore,
\[
\frac{2(y^d - x^d)}{xy^d} + \left(\frac{x^{d-1}}{y^{d-1}} + 1\right)\left(\frac{d(x - y)}{xy}\right) = B_{11}\left(\frac{y^d - x^d}{x^{d-1}} - \frac{y^d - x^d - dx^{d-1}}{y - x}\right)
\]
\[
\iff \frac{y^d - x^d}{y - x} - \frac{d(y^{d-1} + x^{d-1})}{2} = B_{11}\frac{y^d}{2x^{d-2}}\left(\frac{y^d - x^d}{y - x} - dx^{d-1}\right).
\]

Since
\[
\frac{y^d}{2x^{d-2}}\left(\frac{y^d - x^d}{y - x} - dx^{d-1}\right) > 0,
\]
so the statement $B_{11} \leq 0$ is equivalent to
\[
\frac{y^d - x^d}{y - x} \leq \frac{d(y^{d-1} + x^{d-1})}{2} \text{ for any } y > x > 0.
\]

Define $\zeta(y|x,d) := (y^d - x^d) - \frac{d}{2}(y^{d-1} + x^{d-1})(y - x)$, the problem is converted to showing $\zeta(y|x,d) \leq 0$ for any $y > x > 0$, i.e.,
\[
\zeta(y|x,d) = (1 - \frac{d}{2})y^d + \frac{d}{2}xy^{d-1} - \frac{d}{2}x^{d-1}y + (\frac{d}{2} - 1)x^d \leq 0, \quad (6.14)
\]
for any $y > x > 0$. Since $\zeta(x) = 0$, and $\mu_1(t) = t^{d-2}$ is a non-decreasing function of $t$ when $t > 0$, so by the mean value theorem, there exists $x \leq \xi \leq y$, such that,
\[
\zeta(y) = \frac{\partial\zeta(y)}{\partial y} = d(1 - \frac{d}{2})y^{d-1} + \frac{d}{2}(d - 1)xy^{d-2} - \frac{d}{2}x^{d-1}
\]
\[
= \frac{d(d - 1)(y - x)}{2} \left[\frac{y^{d-1} - x^{d-1}}{(d - 1)(y - x)} - y^{d-2}\right]
\]
\[
= \frac{d(d - 1)(y - x)}{2} \left[\xi^{d-2} - y^{d-2}\right] \leq 0.
\]

Since $\xi \leq y$, we have $\xi^{d-2} - y^{d-2} \leq 0$. Thus, when $y > x$ we have $\zeta'(y) \leq 0$. Since $\zeta(x) = 0$, we have $\zeta(y) \leq 0$ for $\forall y > x$. Hence (6.14) holds, i.e., $\phi_1 < B_{11} \leq 0$, which implies the set of equations (6.5) $\sim$ (6.10) has a unique solution when $d \geq 2$.

Case II: Now we consider $1 < d < 2$, and by define $\tilde{\beta}_0 = \beta_0 + \beta_2$, the set of equations
\[ 6.5 \sim 6.10 \] can be rewrite as

\[
\begin{aligned}
& a + \text{bexpit}(\tilde{\beta}_0 - \beta_2) = c_1, \\
& a + \text{bexpit}(\tilde{\beta}_0 + \beta_1 - \beta_2) = c_2, \\
& a + \text{bexpit}(\tilde{\beta}_0 + d\beta_1 - \beta_2) = c_3, \\
& a + \text{bexpit}(\tilde{\beta}_0) = c_4, \\
& a + \text{bexpit}(\tilde{\beta}_0 + \beta_1) = c_5, \\
& a + \text{bexpit}(\tilde{\beta}_0 + d\beta_1) = c_6,
\end{aligned}
\]

Similarly as Case I, by Lemma S.4, from the last three of the above equation, i.e., \(6.19 \sim 6.21\), we know that for arbitrary fixed \(a\) satisfying \(a_0 \leq a \leq \min\{c_i, 4 \leq i \leq 6\}\), there exists a unique solution \((\tilde{g}(a), \tilde{\beta}_0, \beta_1)\) where \(\tilde{g}\) is continuously differentiable. Notice that, \(\tilde{g}\) may not equal \(g\) essentially, but at point \(a_0\), we have \(\tilde{g}(a_0) \equiv g(a_0)\). Through similar derivation as Lemma 1, we have \(\tilde{g}\) satisfying,

\[
\frac{\tilde{g}^d - \tilde{x}^d \tilde{x}^{d-2}}{\tilde{y} \tilde{x}} - d \frac{\tilde{x}^{d-2}}{\tilde{y}} = (1 + \tilde{g}'(a)) \left( \frac{\tilde{g}^d - \tilde{x}^d}{\tilde{y} \tilde{x}} - d \tilde{x}^{d-1} \right),
\]

where

\[
\tilde{x} = \frac{\tilde{t}_1}{1 - \tilde{t}_1}, \quad \tilde{y} = \frac{\tilde{t}_2}{1 - \tilde{t}_2}, \quad \text{and} \quad \tilde{t}_1 = \frac{c_4 - a}{g(a)}, \quad \tilde{t}_2 = \frac{c_5 - a}{g(a)}.
\]

Now, further denote

\[
\tilde{z} = \frac{\tilde{t}_3}{1 - \tilde{t}_3}, \quad \text{and} \quad \tilde{t}_3 = \frac{c_1 - a}{g(a)},
\]

we have \(\tilde{t}_1 < \tilde{t}_4 < \tilde{t}_5\), and consequently, \(\tilde{z} < \tilde{x} < \tilde{y}\). By solving equations \(6.16\), \(6.19\) and \(6.20\), we have

\[
\begin{aligned}
\tilde{\beta}_0 &= \logit \left( \frac{c_4 - a}{g(a)} \right) = \log \tilde{x}, \\
\beta_1 &= \logit \left( \frac{c_5 - a}{g(a)} \right) - \logit \left( \frac{c_4 - a}{g(a)} \right) = \log \tilde{y} - \log \tilde{x}, \\
\beta_2 &= \logit \left( \frac{c_4 - a}{g(a)} \right) - \logit \left( \frac{c_1 - a}{g(a)} \right) = \log \tilde{x} - \log \tilde{z},
\end{aligned}
\]

and by plugging it into \(6.18\) we get the following function

\[
f_3(a) = a + \tilde{g}(a) \expit \left( -d \logit \left( \frac{c_4 - a}{g(a)} \right) + d \logit \left( \frac{c_5 - a}{g(a)} \right) + \logit \left( \frac{c_1 - a}{g(a)} \right) \right) - c_3.
\]

We hereby investigate whether \(f_3(a)\) has a unique solution to \(f_3(a) = 0\) for \(a \in [a_0, \min\{c_i, 1 \leq i \leq 6\}]\).
and \(1 < d < 2\), to investigate the identifiability of the equation set (6.16)\(\sim\)(6.21). Denote \(h_3(a) = -d\logit\left(\frac{c_1 - a}{g(a)}\right) + d\logit\left(\frac{c_5 - a}{g(a)}\right) + \logit\left(\frac{c_1 - a}{g(a)}\right)\), so we have

\[
f'_3(a) = \expit(h_3(a))(1 - \expit(h_3(a)))\left(\frac{\tilde{y}^d - \tilde{x}^d}{\tilde{y}^d - \tilde{x}^d - 1}\right)(\tilde{z} - \frac{\tilde{z}}{\tilde{x}} - 1)\phi_1(\tilde{x}, \tilde{y}, \tilde{z}, a)
\]

by (6.13). Since \(\expit(h_3(a))(1 - \expit(h_3(a)))\left(\frac{\tilde{y}^d - \tilde{x}^d}{\tilde{y}^d - \tilde{x}^d - 1}\right)(\tilde{z} - \frac{\tilde{z}}{\tilde{x}} - 1) < 0\), in order to prove \(f'(a) < 0\) for arbitrary \(a \in [a_0, \min\{c_i, 1\}]\), we only need to show

\[
\phi_1(\tilde{x}, \tilde{y}, \tilde{z}, a) = 1 + \tilde{g}'(a) + \frac{\tilde{x}^{d-1}}{\tilde{y}^d} > 0.
\]

Notice that by the definition of \(\tilde{x}, \tilde{y}, \tilde{z}\) above, we have \(\tilde{z} < \tilde{x} < \tilde{y}\), and therefore

\[
\phi_1(\tilde{x}, \tilde{y}, \tilde{z}, a) > 1 + \tilde{g}'(a) + \frac{\tilde{x}^{d-2}}{\tilde{y}^d} := B_{21}.
\]

Also (6.22) implies that

\[
2\frac{\tilde{y}^d - \tilde{x}^d}{\tilde{y} - \tilde{x}} \frac{\tilde{x}^{d-2}}{\tilde{y}^d} - \frac{\tilde{x}^{d-2}}{\tilde{y}^d} \frac{\tilde{x}^{d-1} - \tilde{x}^{d-2}}{\tilde{y}^d} = \left(1 + \tilde{g}'(a) + \frac{\tilde{x}^{d-2}}{\tilde{y}^d}\right)\left(\frac{\tilde{y}^d - \tilde{x}^d}{\tilde{y} - \tilde{x}} - d\tilde{x}^{d-1}\right),
\]

which leads to

\[
2\frac{\tilde{y}^d - \tilde{x}^d}{\tilde{y} - \tilde{x}} \frac{\tilde{x}^{d-2}}{\tilde{y}^d} - d\left(\frac{\tilde{x}^{d-2}}{\tilde{y}^d} + \frac{\tilde{x}^{d-1}}{\tilde{y}^d}\right) = B_{21}\frac{\tilde{y}^d}{2\tilde{x}^{d-2}} (\tilde{y}^d - \tilde{x}^d) (\tilde{y}^d - \tilde{x}^d - d\tilde{x}^{d-1}).
\]

Since

\[
\frac{\tilde{y}^d}{2\tilde{x}^{d-2}} (\tilde{y}^d - \tilde{x}^d) (\tilde{y}^d - \tilde{x}^d - d\tilde{x}^{d-1}) > 0,
\]
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showing the statement $B_{21} \geq 0$ is equivalent to show

$$\frac{\bar{y}^d - \bar{x}^d}{\bar{y} - \bar{x}} \geq \frac{d(\bar{y}^{d-1} + \bar{x}^{d-1})}{2}$$

for any $\bar{y} > \bar{x} > 0$.

which can be further converted to show

$$\zeta(\bar{y}|x, d) := (\bar{y}^d - \bar{x}^d) - \frac{d}{2}(\bar{y}^{d-1} + \bar{x}^{d-1})(\bar{y} - \bar{x}) \geq 0,$$

for any $\bar{y} > \bar{x} > 0$, or

$$\zeta(\bar{y}|x, d) = (1 - \frac{d}{2})\bar{y}^d + \frac{d}{2}xy^{d-1} - \frac{d}{2}x^{d-1}\bar{y} + (\frac{d}{2} - 1)x^d \geq 0,$$

(6.23)

for any $\bar{y} > \bar{x} > 0$. Since $\zeta(\bar{x}) = 0$, and $\mu_1(t) = t^{d-2}$ is decreasing when $t > 0$ and $1 < d < 2$, we have

$$\zeta'(|y|) = \frac{\partial \zeta(|y|)}{\partial y} = d(1 - \frac{d}{2})\bar{y}^{d-1} + \frac{d}{2}(d - 1)x\bar{y}^{d-2} - \frac{d}{2}x^{d-1}$$

$$= \frac{d(\bar{y} - \bar{x})}{2} \left[ (1 + (1 - d))\frac{\bar{y}^{d-1}}{\bar{y} - \bar{x}} + (d - 1)\frac{x\bar{y}^{d-2}}{\bar{y} - \bar{x}} - \frac{x^{d-1}}{\bar{y} - \bar{x}} \right]$$

$$= \frac{d(\bar{y} - \bar{x})}{2} \left[ \frac{\bar{y}^{d-1} - x^{d-1}}{\bar{y} - \bar{x}} - (d - 1)\frac{\bar{y}^{d-2}}{\bar{y} - \bar{x}} \right]$$

$$= \frac{d(d - 1)(\bar{y} - \bar{x})}{2} \left[ \xi^{d-2} - \bar{y}^{d-2} \right] \geq 0,$$

(6.24)

where we used the mean value theorem, as there exist $\bar{x} \leq \bar{\xi} \leq \bar{y}$, s.t.,

$$\frac{\bar{y}^{d-1} - \bar{x}^{d-1}}{\bar{y} - \bar{x}} = (d - 1)\bar{\xi}^{d-2}.$$

Therefore $\zeta'(\bar{y}) \geq 0$ when $\bar{y} > \bar{x}$. Since $\zeta(\bar{x}) = 0$, we have $\zeta(\bar{y}) \geq 0$ for all $\bar{y} > \bar{x}$. Hence

$$\phi_1(\bar{x}, \bar{y}, \bar{z}, a) > B_{21} \geq 0,$$ and $f_3'(a) < 0$, i.e., $f_3(a)$ is decresing and $f_3(a) = 0$ has only one solution when $1 < d < 2$.

Combined Case I and Case II, the sufficiency of Condition 2 is proved.

Necessity: If none of the conditions is satisfied, there are two possible scenarios.
1. $\beta_1 = \beta_2 = 0$

2. Only one of $\beta_1$ and $\beta_2$ is non-zero, and the corresponding covariate variable takes only three values.

If scenario 1 is true, we know $\beta = 0$, and for any $x$, the probability mass function for $S$ is

$$a + b \expit(\beta_0).$$

Since $b > 0$, there exist $\epsilon > 0$, such that $b - \epsilon > 0$. We can construct

$$\begin{cases}
    a' = a \\
    b' = b - \epsilon \\
    \beta'_0 = \logit\left(\frac{b}{b-\epsilon}\expit(\beta_0)\right)
\end{cases}$$

such that for any $x$

$$a + b \expit(\beta_0) = a' + b' \expit(\beta'_0).$$

Then the model is not globally identifiable.

If scenario 2 is true, suppose $\beta_1 \neq 0$ and $x_1$ takes only $\{0, 1, d\}$. We can construct a set of equations

$$\begin{cases}
    b \expit(\beta_0) = c_1 - a, \\
    b \expit(\beta_0 + \beta_1) = c_2 - a, \\
    b \expit(\beta_0 + d_1 \beta_1) = c_3 - a.
\end{cases}$$

Then by Lemma A1, we can state that there exists $a_0 < \min\{c_1, c_2, c_3\}$ such that for any fixed $a \in (a_0, \min\{c_1, c_2, c_3\})$, the equation set have an unique solution $(b, \beta_0, \beta_1)$, where $b = g(a)$ is some continuous differentiable function of $a$. So if we choose $a' = a + \epsilon < \min\{c_1, c_2, c_3\}$ for some $\epsilon > 0$, we have $b' = g(a')$, and

$$\begin{cases}
    \beta'_0 = \logit\left(\frac{c_1 - a'}{g(a')}\right), \\
    \beta'_1 = \logit\left(\frac{c_2 - a'}{g(a')}\right) - \logit\left(\frac{c_1 - a}{g(a)}\right),
\end{cases}$$

where $(a', b', \beta'_0, \beta'_1)$ also satisfy the above system of equations. Thus, the model is not globally identifiable.
6.3 Theorem 3.1

Sufficiency of Condition 1:
Without loss of generality, suppose \( k = 1 \) and \( x_1 \) takes four values \( \{0, 1, d_1, d_2\} \). For the rest of the covariate variables \( x_2, \ldots, x_p \), we assume that they at least take the value \( \{0, 1\} \), i.e., \( \{0, 1\} \in D_j \) for all \( j \). For simplicity of notations, we reparameterize \( \alpha_1 \) and \( \alpha_2 \) by

\[
a = 1 - \alpha_2, \quad b = \alpha_1 + \alpha_2 - 1.
\]

And the above reparameterization is a bijection, which implies \((a, b)\) is uniquely identified if and only if \((\alpha_1, \alpha_2)\) is uniquely identified. We can then construct the following system of equations containing \( p + 3 \) equations

\[
\begin{align*}
a + \text{bexpit}(\beta_0) &= c_0 \\
a + \text{bexpit}(\beta_0 + \beta_1) &= c_1 \\
a + \text{bexpit}(\beta_0 + d_1\beta_1) &= c_2 \\
a + \text{bexpit}(\beta_0 + d_2\beta_1) &= c_3 \\
a + \text{bexpit}(\beta_0 + \beta_2) &= c_4 \\
\vdots \\
a + \text{bexpit}(\beta_0 + \beta_p) &= c_{p+2}
\end{align*}
\]

By taking \( x_j = 0 \) for all \( 2 \leq j \leq p \), we observe that the first four equations are from a reduced model with only one covariate \( x_1 \) which takes four different values. Therefore, according to Lemma 1, we conclude that from the first four equations, and the condition \( \beta_1 \neq 0 \) we can uniquely identify \((a, b, \beta_0, \beta_1)\).

And for \( 2 \leq j \leq p \), \( \beta_j \) can be uniquely solved as

\[
\beta_j = \logit\left(\frac{c_{j+2} - a}{b}\right) - \beta_0.
\]

Therefore, the solution of equations (5) is unique and the model is global identifiable.

Sufficiency of Condition 2:
Suppose \( x_1 \) takes \( \{0, 1, d_1\} \), \( \beta_1 \neq 0 \), \( x_2 \) takes \( \{0, 1\} \) and \( \beta_2 \neq 0 \). We can construct the following
By taking $x_j = 0$ for all $3 \leq j \leq p$, we observe that the first six equations are from a reduced model with two covariate $x_1$ and $x_2$, where $x_1$ takes at least three values, and both coefficients are non-zero. According to Lemma 2, we can uniquely identify the parameters $(a, b, \beta_0, \beta_1, \beta_2)$ from the first five equations. And for $3 \leq j \leq p$, $\beta_j$ solved uniquely as

$$c \beta_j = \logit\left(\frac{c_i + 3 - a}{b}\right) - \beta_0.$$ 

Therefore, the model is global identifiable.

**Sufficiency of Condition 3:**

Without loss of generality, we assume that $\beta_j \neq 0$ for $j = 1, 2, 3$. Then we have the following system of equations

$$\begin{align*}
  a + b \expit(\beta_0) &= c_0 \\
  a + b \expit(\beta_0 + \beta_1) &= c_1 \\
  a + b \expit(\beta_0 + \beta_2) &= c_2 \\
  a + b \expit(\beta_0 + \beta_3) &= c_3 \\
  a + b \expit(\beta_0 + \beta_1 + \beta_2) &= c_4 \\
  a + b \expit(\beta_0 + \beta_1 + \beta_3) &= c_5 \\
  a + b \expit(\beta_0 + \beta_4) &= c_6 \\
  \ldots \\
  a + b \expit(\beta_0 + \beta_p) &= c_{p+2}
\end{align*}$$

(6.26)
Using the first four equations of (6.26), we obtain that

\[
\begin{cases}
\beta_0 = \logit\left(\frac{c_0 - a}{b}\right) \\
\beta_1 = \logit\left(\frac{c_1 - a}{b}\right) - \logit\left(\frac{c_0 - a}{b}\right) \\
\beta_2 = \logit\left(\frac{c_2 - a}{b}\right) - \logit\left(\frac{c_0 - a}{b}\right) \\
\beta_3 = \logit\left(\frac{c_3 - a}{b}\right) - \logit\left(\frac{c_0 - a}{b}\right)
\end{cases}
\]  \hspace{1cm} (6.27)

Plugging into the fifth and sixth equations we have

\[
a + b \expit\left(\logit\left(\frac{c_1 - a}{b}\right) \right) + \logit\left(\frac{c_2 - a}{b}\right) - \logit\left(\frac{c_0 - a}{b}\right) = c_4.
\]

and

\[
a + b \expit\left(\logit\left(\frac{c_1 - a}{b}\right) \right) + \logit\left(\frac{c_3 - a}{b}\right) - \logit\left(\frac{c_0 - a}{b}\right) = c_5.
\]

We can expand \( \expit(x) \) as \( \exp(x)/(1+\exp(x)) \), and \( \logit(x) \) as \( \log\{x/(1-x)\} \) in the above function and through some simplification we obtain the following polynomial equations

\[
\begin{cases}
b c_1 c_2 - c_0 c_1 c_2 - b c_0 c_4 + c_0 c_1 c_4 + c_0 c_2 c_4 - c_1 c_2 c_4 + a^2(c_0 - c_1 - c_2 + c_4) \\
+ a(2c_1 c_2 - 2c_0 c_4 + b(c_0 - c_1 - c_2 + c_4)) = 0 \\
b c_1 c_3 - c_0 c_1 c_3 - b c_0 c_5 + c_0 c_1 c_5 + c_0 c_3 c_5 - c_1 c_3 c_5 + a^2(c_0 - c_1 - c_3 + c_5) \\
+ a(2c_1 c_3 - 2c_0 c_5 + b(c_0 - c_1 - c_3 + c_5)) = 0
\end{cases}
\]

Solving the above equations we can obtain two solutions for \((a, b)\), which are

Solution 1: \( a^{(1)} = -B + \sqrt{B^2 - 4AC}/(2A) \) and \( b^{(1)} = -\sqrt{B^2 - 4AC}/(2A) \).

Solution 2: \( a^{(2)} = -B - \sqrt{B^2 - 4AC}/(2A) \) and \( b^{(2)} = \sqrt{B^2 - 4AC}/(2A) \), where \( A = c_0 c_4 - c_0 c_5 - c_1 c_2 + c_1 c_3 + c_2 c_5 - c_3 c_4 \), \( B = c_0 c_1 c_2 - c_0 c_1 c_3 - c_0 c_1 c_4 + c_0 c_1 c_5 - c_0 c_2 c_4 + c_0 c_3 c_5 + c_1 c_2 c_4 - c_1 c_3 c_5 + c_2 c_3 c_4 - c_2 c_3 c_5 - c_2 c_4 c_5 + c_3 c_4 c_5 \), and \( C = -c_0 c_1 c_2 c_5 + c_0 c_1 c_3 c_4 + c_0 c_2 c_4 c_5 - c_0 c_3 c_4 c_5 - c_1 c_2 c_3 c_4 + c_1 c_2 c_3 c_5 \). Since we constrain so that \( \alpha_1 + \alpha_2 > 1 \), the parameter \( b \) has to be positive. As a consequence, Solution 1 is not valid. Therefore, Solution 2 is the only solution for \( a \) and \( b \). Then \( \beta_0, \beta_1, \beta_2 \) and \( \beta_3 \) are solved by equations (6.27), and all \( \beta_j \) where \( 4 \leq j \leq p \) is identified by

\[
\beta_j = \logit\left(\frac{c_{j+2} - a}{b}\right) - \beta_0.
\]

Thus the model is globally identified.

Necessity: If none of the three condition satisfied, there could be only 3 possible scenarios:

1. all \( \beta_j = 0 \) for \( j \in \{1, \ldots p\} \)
2. there is only one $j \in \{1, \ldots, p\}$ such that $\beta_j \neq 0$. And $x_j$ takes less than 4 values.

3. there are two non-zero coefficients, $\beta_j$ and $\beta_k$, $j, k \in \{1, \ldots, p\}$. And $x_j, x_k$ all takes less than 3 values.

If scenario 1 is true, we know $\beta = 0$, and for any $x$, the probability mass function for $S$ is

$$a + b \expit(\beta_0).$$

Since $b > 0$, there exist $\epsilon > 0$, such that $b - \epsilon > 0$. We can construct

$$\begin{cases} a' = a \\ b' = b - \epsilon \\ \beta'_0 = \logit\{\frac{b}{b - \epsilon} \expit(\beta_0)\} \end{cases}$$

such that for any $x$

$$a + b \expit(\beta_0) = a' + b' \expit(\beta'_0).$$

Then the model is not globally identifiable.

If scenario 2 is true, suppose $\beta_1 \neq 0$, $x_1$ takes only 3 values, and all $\beta_j = 0$ for $j \neq 1$. Then from the necessity of Lemma 1 we know that the model is not identifiable. If scenario 3 is true, suppose $\beta_1$ and $\beta_2$ are nonzero, and $x_1$ and $x_2$ only take value $\{0, 1\}$. According to the necessity of Lemma 2, the model is not identifiable.

### 6.4 Theorems 4.2 and 4.1

**Regularity Conditions**

We consider the following regularity conditions for Theorems 4.2 and 4.1.

(R1). The parameter $\beta = (\eta^T, \gamma^T)^T$ lies in a compact set of a Euclidean space, and the true parameter is an interior point of the space. The misclassification parameters satisfy $0 < \alpha_1 \leq 1$, $0 < \alpha_2 \leq 1$ and $\alpha_1 + \alpha_2 \geq 1 + \delta$, for some $\delta > 0$.

(R2). The function $E\ell(\alpha, \eta, \gamma)$ has a unique maximizer at the true value of $(\alpha, \eta, \gamma)$.

(R3). The information matrix $I(\theta_0)$ exists and is nonsingular.
Proof of Theorem 4.2

Proof. For simplicity of notation, assume the dimension of $\eta$ is $d = 1$. We consider the following one to one reparametrization, i.e., $(\alpha, \eta, \gamma) \rightarrow (\alpha, \eta, \lambda)$, where $\lambda = \alpha_2 + (\alpha_1 + \alpha_2 - 1)f(\gamma)$. Under the new parameterization, the log likelihood under $H_0$ is given by

$$\sum_{i=1}^{n}\{s_i \log(1 - \lambda) + (1 - s_i) \log \lambda\},$$

which does not involve $\alpha$. Hence, $\alpha$ is not identifiable under $H_0$. Note that the maximum likelihood estimator of $\lambda$ under $H_0$ is $\tilde{\lambda} = 1 - \bar{s}$, where $\bar{s} = n^{-1} \sum s_i$. One can show that the profile score function for $\eta$ under the new parameterization is

$$U_n(\alpha, 0, \tilde{\lambda}) = \frac{n(\alpha_2 - 1 + \bar{s})(\bar{w} - \bar{z}_1 \bar{s})}{\bar{s}(1 - \bar{s})},$$

where $\bar{z}_1 = n^{-1} \sum z_{i1}$, and $\bar{w} = n^{-1} \sum z_{i1} s_i$. The standardized profile score function is given by

$$\frac{1}{\sqrt{n}} U_n(\alpha, 0, \tilde{\lambda}) = \frac{\sqrt{n}(\bar{w} - \bar{z}_1 \bar{s})(\alpha_2 - \lambda)}{\lambda(1 - \lambda)} + o_p(1).$$

By the central limit theorem, we have

$$\frac{\sqrt{n}(\bar{w} - \bar{z}_1 \bar{s})}{\nu \sqrt{\lambda(1 - \lambda)}} = \frac{\sum_{i=1}^{n}(z_{i1} - \bar{z}_1)s_i}{\nu \sqrt{n\lambda(1 - \lambda)}} \rightarrow N(0, 1),$$

where $\nu^2 = n^{-1} \sum_{i=1}^{n}(z_{i1} - \bar{z}_1)^2$ is the sample variance of $z_{i1}$. The partial information is given by $I_{\eta|\lambda} = -n\nu^2(\alpha_2 - \lambda)^2/\{\lambda(1 - \lambda)\}$. Then

$$T_2(\alpha) = U_n^T(\alpha, 0, \tilde{\gamma})(I_{\eta|\gamma})^{-1}U_n(\alpha, 0, \tilde{\gamma}) = \left(\frac{\sum_{i=1}^{n}(z_{i1} - \bar{z}_1)s_i}{\nu \sqrt{n\lambda(1 - \lambda)}}\right)^2 + o_p(1).$$
Then, we obtain

\[ T_2 = \sup_{\alpha} T_2(\alpha) = \left( \frac{\sum_{i=1}^{n}(z_i - \bar{z})^2}{\nu \sqrt{n\lambda(1-\lambda)}} \right)^2 + o_p(1) \rightarrow \chi_1^2. \]

As shown in the proof of Theorem 3, \( T_1 \) is asymptotically equivalent to \( T_2 \), which completes the proof.

\[ \square \]

**Proof of Theorem 4.1**

**Proof.** The information matrix \( I_{\beta \beta}(\alpha, 0, \eta) \) is partitioned as follows,

\[
I_{\eta \eta} = -\sum_{i=1}^{n} \frac{z_i x_i^T}{\{p_i(1-p_i)\}^2} \left[ \{S_i(1-2p_i) + \hat{p}_i^2\}(\alpha_1 + \alpha_2 - 1)^2 f'(t_{i2})^2 \right.
\]

\[
\left. - (S_i - p_i)p_i(1-p_i)(\alpha_1 + \alpha_2 - 1)f''(t_{i2}) \right],
\]

\[
I_{\eta \gamma} = -\sum_{i=1}^{n} \frac{z_i x_i^T}{\{p_i(1-p_i)\}^2} \left[ \{S_i(1-2p_i) + \hat{p}_i^2\}(\alpha_1 + \alpha_2 - 1)^2 f'(t_{i2})^2 \right.
\]

\[
\left. - (S_i - p_i)p_i(1-p_i)(\alpha_1 + \alpha_2 - 1)f''(t_{i2}) \right],
\]

\[
I_{\gamma \gamma} = -\sum_{i=1}^{n} \frac{z_i x_i^T}{\{p_i(1-p_i)\}^2} \left[ \{S_i(1-2p_i) + \hat{p}_i^2\}(\alpha_1 + \alpha_2 - 1)^2 f'(t_{i2})^2 \right.
\]

\[
\left. - (S_i - p_i)p_i(1-p_i)(\alpha_1 + \alpha_2 - 1)f''(t_{i2}) \right],
\]

where \( t_{i2} = z_{i2}^T \gamma \), and \( p_i = \alpha_2 - (\alpha_1 + \alpha_2 - 1)f(t_{i2}) \). Under the assumptions assumptions (B1) and (B2), the consistency of the maximum likelihood estimator follows from the standard M-estimator theory; see Theorem 5.7 in Van der Vaart (2000). Under the assumption (B3), by Taylor expansions
and the law of large number, the profile score function is

$$U_n(\alpha, 0, \tilde{\gamma}(\alpha)) = U_n(\alpha, 0, \gamma) - \frac{\partial^2 \ell}{\partial \eta \partial \gamma} \left( \frac{\partial^2 \ell}{\partial \gamma \partial \gamma} \right)^{-1} \frac{\partial \ell}{\partial \gamma} + o_p(n^{1/2})$$

$$= \sum_{i=1}^{n} \left( \frac{\partial \ell_i}{\partial \eta} - I_{\eta \gamma}^{-1} \frac{\partial \ell_i}{\partial \gamma} \right) + o_p(n^{1/2}),$$

where

$$\frac{\partial \ell_i}{\partial \eta} = s_i \frac{(\alpha_1 + \alpha_2 - 1)f'(t_{i2})z_{i1}^T}{1 - \alpha_2 + (\alpha_1 + \alpha_2 - 1)f(t_{i2})} - (1 - s_i) \frac{(\alpha_1 + \alpha_2 - 1)f'(t_{i2})z_{i1}^T}{\alpha_2 - (\alpha_1 + \alpha_2 - 1)f(t_{i2})},$$

$$\frac{\partial \ell_i}{\partial \gamma} = s_i \frac{(\alpha_1 + \alpha_2 - 1)f'(t_{i2})z_{i2}^T}{1 - \alpha_2 + (\alpha_1 + \alpha_2 - 1)f(t_{i2})} - (1 - s_i) \frac{(\alpha_1 + \alpha_2 - 1)f'(t_{i2})z_{i2}^T}{\alpha_2 - (\alpha_1 + \alpha_2 - 1)f(t_{i2})}.$$

Since \(\{\partial \ell_i/\partial \eta\}, \{I_{\eta \gamma}\}, \{I_{\gamma \gamma}^{-1}\}, \text{and } \{\partial \ell_i/\partial \gamma\}\) are all Donsker indexed by \(\alpha\) \cite{Van der Vaart and Wellner 1996}, section 2.10. Then, the class of functions \(\{\frac{\partial \ell}{\partial \eta} - I_{\eta \gamma}^{-1} \frac{\partial \ell}{\partial \gamma} : \alpha\}\) is also Donsker. Then \(n^{-1/2}U_n(\alpha, 0, \tilde{\gamma}(\alpha))\) converges weakly to a mean zero Gaussian process \(U(\alpha)\). Denote by \(T_2(\alpha) = S_n^{*T}(\alpha)S_n(\alpha)\), where \(S_n(\alpha) = (I_{\eta \gamma})^{-1/2}U_n(\alpha, 0, \tilde{\gamma}(\alpha)).\) Hence, \(S_n(\alpha)\) converges weakly to \(S(\alpha) = (I_{\eta \gamma})^{-1/2}U(\alpha)\). By the continuous mapping theorem, \(T_2 = \sup_\alpha \{S_n^{*T}(\alpha)S_n(\alpha)\}\) converges weakly to \(\sup_\alpha \{S_n^{*T}(\alpha)S(\alpha)\}\), where \(S(\alpha)\) is a \(d\) dimensional Gaussian process described in the theorem.

Let \(\hat{\eta}(\alpha)\) and \(\hat{\gamma}(\alpha)\) be the MLE of \(\eta\) and \(\gamma\) for fixed \(\alpha\). By Taylor expansions, one can show that

$$T_1 = \sup_\alpha \{2[\ell(\alpha, \hat{\eta}(\alpha), \hat{\gamma}(\alpha)) - \ell(\alpha, 0, \tilde{\lambda}(\alpha))]\}$$

$$= \sup_\alpha \{2[\ell(\alpha, \hat{\eta}(\alpha), \hat{\gamma}(\alpha)) - \ell(\alpha, 0, \lambda)] - \{\ell(\alpha, 0, \tilde{\lambda}(\alpha)) - \ell(\alpha, 0, \lambda)\}\}$$

$$= \sup_\alpha \left\{ \left( \frac{\partial \ell}{\partial \beta} \right)^T (-I_{\beta \beta})^{-1} \left( \frac{\partial \ell}{\partial \beta} \right) - \left( \frac{\partial \ell}{\partial \gamma} \right)^T (-I_{\gamma \gamma})^{-1} \left( \frac{\partial \ell}{\partial \gamma} \right) \right\} + o_p(1).$$
Using the block matrix inversion formula for $I_{ββ}$, we get

$$T_1 = \sup_{α} \left\{ \left( \frac{∂\ell}{∂η} - I_{ηη}^{-1} I_{ηγ}^{−1} \frac{∂\ell}{∂γ} \right)^T I_{ηη}^{-1} \left( \frac{∂\ell}{∂η} - I_{ηη}^{-1} I_{ηγ}^{−1} \frac{∂\ell}{∂γ} \right) \right\} + o_p(1)$$

$$= \sup_{α} T_2(α) + o_p(1) = T_2 + o_p(1).$$

Therefore, $T_1$ is asymptotically equivalent to $T_2$. Hence, this completes the proof.
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