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Abstract—Mismatch between enrollment and test conditions causes serious performance degradation on speaker recognition systems. This paper presents a statistics decomposition (SD) approach to solve this problem. This approach decomposes the PLDA score into three components that correspond to enrollment, prediction and normalization respectively. Given that correct statistics are used in each component, the resultant score is theoretically optimal. A comprehensive experimental study was conducted on three datasets with different types of mismatch: (1) physical channel mismatch, (2) speaking behavior mismatch, (3) near-far recording mismatch. The results demonstrated that the proposed SD approach is highly effective, and outperforms the ad-hoc multi-condition training approach that is commonly adopted but not optimal in theory.
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I. INTRODUCTION

Speaker recognition has been emerging as an applicable technique after decades of research [1], [2], [3]. Traditional speaker recognition methods are based on statistical models, in particular the Gaussian mixture model-universal background model (GMM-UBM) [4] and the subspace alternatives including joint factor analysis (JFA) [5] and the i-vector model [6]. Recently, deep learning methods have demonstrated significant progress with regard to speaker recognition [7]. Early research learns frame-level features and derives utterance-level representations by simple average [8], [9], and the following research focuses on deriving utterance-level representations directly [10], [11]. The utterance-level representations are often called speaker vectors, and the process that maps a variant-length speech signal to a fixed-dimension speaker vector is often called speaker embedding. As far, the most popular deep learning architecture for speaker embedding is the x-vector model, proposed by Snyder et al. [10]. Compared to an alternative deep learning approach that employs an end-to-end architecture and training scheme [12], [13], [14], the embedding approach is easier to train [15] and the derived speaker vectors can support various speaker-related tasks. Recent progress on the deep speaker embedding approach includes more comprehensive architecture [16], [17], improved pooling methods [11], [18], [19], [20], better training criteria [21], [22], [23], [24], [25], [26], and better training schemes [27], [28], [29].

In spite of the tremendous progress, the present speaker recognition performance yet cannot meet the request of real applications. A particular problem is that the performance of a model trained with data from one domain will be substantially reduced when applied to another domain. Numerous studies have been carried out to deal with the domain-mismatch problem [30], [31], [32], [33], [34], [35], [36], [37], [38], [39], [40]. Most of the research focuses on domain drift, and the central idea is to build statistical models suitable for the target domain, by using the knowledge of data or model of the source domain. These techniques are suitable for solving the mismatch between the training data and the deployment environment. For example, they can adapt a model trained with a large database of reading speech so as to make it applicable in a new scenario of online meetings.

In this paper, we focus on another mismatch issue that seems more serious: the mismatch between the enrollment and test conditions. In real applications, the condition of enrollment is often controlled: people tend to speak in the same acoustic environment and in the same manner, and also the recording device does not change. During test, the condition tends to be much more uncontrollable and unpredictable. It is often significantly different from the enrollment condition, and varies from one test to another. Significant performance reduction is often observed with this mismatch [41], [42], [43], [44]. Some typical scenarios that involve serious enrollment-test mismatch are:

- Cross-Channel test, where the enrollment uses one device and the test uses another device. This leads to clear mismatch on the recording devices.
- Time-Variance test, where the test is conducted in a few weeks or months after the enrollment. This leads to significant mismatch on the speaking behaviors.
- Near-Far field test, where the enrollment uses a near-filed microphone while the test uses a far-field microphone, or vice versa. This leads to clear mismatch on the recording conditions.

More complex situations may involve multiple mismatches. For example, in the multi-genre scenarios, the speaker may enroll in reading speech with a near electret microphone, while the test could be in chatting or singing, with a far-field dynamic microphone.
The essential problem associated with this enrollment-test mismatch is that the statistical properties (e.g., between-speaker variance and within-speaker variance) of the enrollment data and the test data are different, which we call statistics incoherence. This incoherence fails most of the scoring models, e.g., the famous probabilistic linear discriminant analysis (PLDA) \[45, 46\], for which statistics coherence between enrollment and test is a prerequisite.

Inter-dataset variability compensation (IDVC) \[37\] and joint PLDA \[47, 48\] model speaker and condition as two variables, and compensate for the variance associated with condition during the inference. In particular, joint PLDA can compensate for enrollment-test mismatch by specifying that the conditions of the enrollment and test are different. These factorization models rely on multi-conditional data to separate the variations associated with speaker and condition, which is not possible for a particular enrollment-test condition pair where the condition factor could be vague. Moreover, the compensation does not fully utilize the statistical information in each condition, so is only partial.

Another commonly used approach in practice is score calibration \[49, 50, 51\]. This approach normalizes the score distribution according to the test condition, making the decision robust to condition change. For a particular enrollment-test condition pair, however, calibration does not improve the discriminant capacity of the score.

This paper will present a novel solution for the enrollment-test mismatch problem, especially for a particular enrollment-test condition pair. The solution decomposes the PLDA score into three components: enrollment, prediction, and normalization. By this composition, different statistical models can be used for different components. If we use the statistics of the enrollment condition for the enrollment component, and the statistics of the test condition for the prediction and normalization components, the resultant PLDA score remains sound even if the enrollment and test conditions are mismatched. We call this approach statistics decomposition (SD). It is a principle solution for the enrollment-test mismatch problem, as the resultant score is optimal if the statistics on the enrollment and test conditions are both accurate, even if they are not coherent.

The rest of the paper is organized as follows. Section \[II\] will present a theoretical background by revisiting the PLDA model, especially the decomposition form. Section \[III\] presents the SD approach for the enrollment-test mismatch problem based on a simple linear transformation. Experiments are reported in Section \[IV\] and finally the paper is concluded in Section \[VI\].

II. THEORY BACKGROUND

A. Revisit PLDA

Given some speaker vectors \(x_1, x_2, ..., x_n\) for enrollment and a speaker vector \(x\) for test, the task of speaker verification is to check which of the following two hypotheses is more probable:

\[
H_0: \text{and } x_1, x_2, ..., x_n \text{ are produced from the same speaker class;}
\]

\[
H_1: x \text{ and } x_1, x_2, ..., x_n \text{ are produced from different speaker classes.}
\]

Following the Bayes theory, decisions based on the following log likelihood ratio (LLR) are optimal, in terms of minimum Bayes risk (MBR):

\[
\text{LLR} = \log \frac{p(x, x_1, ..., x_n | H_0)}{p(x, x_1, ..., x_n | H_1)}
\]  

(1)

Applying the assumptions of \(H_0\) and \(H_1\), the LLR score can be written as follows:

\[
\text{LLR} = \log \frac{p(x | x_1, ..., x_n)}{p(x | x_1, ..., x_n)},
\]  

(2)

where \(p(x_1, x_2, ..., x_n)\) is the joint probability of \(x_1, x_2, ..., x_n\) under the assumption that they are from the same speaker. Note that the numerator cannot be factorized further as the variables are from the same speaker and so are dependent on each other.

PLDA assumes a linear Gaussian model for the generation process of \(x\), where both the between-class and within-class distributions are Gaussians. In this work, we assume that both the between-speaker and within-speaker covariances are full-rank, which is known as a two-covariance model \[52\]. More discussion about this special form and other PLDA variants can be found in \[53\].

To simplify the presentation, we further assume that a linear transformation has been applied to the data so both the between-speaker and within-speaker covariances are diagonal. Moreover, we will use the isotropic form for both the two covariances in the following formulation. In practice, the usual case is that at least one of the covariances is non-isotropic, but the formulation is very similar to the all-isotropic form presented below.

Let \(\mu\) denote the class mean, the PLDA model, in the form of two isotropic covariances, can be written as follows:

\[
p(\mu) = N(\mu; 0, \epsilon I);
\]  

(3)

\[
p(x | \mu) = N(x; \mu, \sigma I),
\]  

(4)

where \(\epsilon\) and \(\sigma\) are the between-speaker variance and the within-speaker variance, respectively.

With this model, it is easy to derive the marginal probability \(p(x)\) as follows:

\[
p(x) = N(x; 0, (\epsilon + \sigma) I),
\]  

(5)

and the marginal probability for multiple vectors of a single speaker can be obtained as follows:

\[
p(x_1, ..., x_n) \propto \exp \left\{ -\frac{1}{2\sigma} \left( \sum_i ||x_i||^2 - \frac{n\sigma^2}{\epsilon + n\sigma} ||\bar{x}||^2 \right) \right\}. \]  

(6)

With this marginal, it is easy to compute LLR according to Eq. (4).
B. Decomposition form of PLDA

The LLR score can be formulated into a decomposition form \[54, 55, 56, 57, 58\] as follows:

\[
\text{LLR} = \log \frac{p(x|\mu_1, ..., \mu_n)}{p(x)} = \log \int p(\mu|x_1, ..., x_n)p(x|\mu)\,d\mu - \log p(x). \tag{7}
\]

By this formulation, the LLR scoring can be separated to three phases:

- **Enrollment**: Compute the posterior \(p(\mu|x_1, x_2, ..., x_n)\).
- **Prediction**: Compute the likelihood \(p_k(x) = \int p(\mu|x_1, x_2, ..., x_n)p(x|\mu)\,d\mu\).
- **Normalization**: Compute the normalization term \(p(x)\) and use it to normalize the likelihood by \(\log p_k(x) - \log p(x)\).

This decomposition offers an intuitive interpretation for the LLR score, and simplifies the computation. According to the PLDA model, the posterior for \(\mu\) is computed as follows:

\[
p(\mu|x_1, ..., x_n) = N(\mu; \frac{ne}{ne + \sigma}, \frac{\epsilon \sigma}{ne + \sigma}I), \tag{8}
\]

where \(\bar{x}\) is the average of the observations \(x_1, ..., x_n\). The likelihood \(p(x|x_1, ..., x_n)\) can therefore be computed by marginalizing over \(\mu\):

\[
p(x|x_1, ..., x_n) = \int p(x|\mu)p(\mu|x_1, ..., x_n)\,d\mu = N(x; \frac{ne}{ne + \sigma}, \frac{\epsilon \sigma}{ne + \sigma}I). \tag{9}
\]

A simple computation shows that:

\[
\text{LLR} = \log p(x|x_1, ..., x_n) - \log p(x) \propto -\frac{1}{\sigma + \frac{\epsilon \sigma}{ne + \sigma}}||x - \bar{x}||^2 + \frac{1}{\epsilon + \sigma}||x||^2, \tag{10}
\]

where we have defined:

\[
\tilde{\mu} = \frac{ne}{ne + \sigma} \bar{x}. \tag{11}
\]

III. STATISTICS DECOMPOSITION

In this section, we employ the decomposition form of PLDA to address enrollment-test mismatch. Note that the essential problem in the enrollment-test mismatch scenario is that the statistics of the enrollment and test conditions are incoherent, and so require different models to represent each of them. The standard form of PLDA LLR involves the enrollment and test data in a single model, as evidenced by the joint likelihood \(p(x, x_1, ..., x_n)\). This makes it unsuitable for dealing with enrollment-test mismatch. In contrast, the decomposition form decouples the scoring process into separate phases, and each phase can use its own (and correct) statistical model. This offers a principle solution for the enrollment-test mismatch problem, which we call statistics decomposition (SD).

A. General form

With the SD approach, it is clear that the enrollment and normalization phases should be based on the statistics of the enrollment and test condition, respectively. The prediction phase, however, is more complex. According to Eq. (7), it marginalizes the conditional probability \(p(x|\mu)\) with respect to the posterior \(p(\mu|x_1, ..., x_n)\). However, \(p(\mu|x_1, ..., x_n)\) is computed based on the statistical model of the enrollment condition, and so is not a correct posterior for marginalizing the conditional probability \(p(x|\mu)\) where \(\mu\) and \(x\) are quantities in the test condition.

In order to solve this problem, a connection must be established between the quantities in the enrollment condition and the test condition. A possible solution is to design a mapping function that transforms \(\mu\) from the enrollment condition to the test condition, or vice versa, transforms \(x\) from the test condition to the enrollment condition. In this study, we will choose the transformation on \(x\), as it results in a relatively simpler form. For simplicity, we shall assume that the transformation is linear:

\[
x = M\hat{x} + b, \tag{12}
\]

where \(\hat{x}\) represents the observation in the test condition, and \(x\) is the transformed data in the enrollment condition. If we assume that the transformed data can be well represented by the statistical model of the enrollment condition, the LLR score can be derived.

Firstly, denote the enrollment data of the \(k\)-th class by \(x_1^k, ..., x_n^k\). According to Eq. (8), the posterior \(p(\mu_k|x_1^k, ..., x_n^k)\) is computed using the model of the enrollment condition:

\[
p(\mu_k|x_1^k, ..., x_n^k) = N(\mu_k; \frac{n_k \epsilon}{n_k \epsilon + \sigma} \bar{x}_k, \frac{\epsilon \sigma}{n_k \epsilon + \sigma}I). \tag{13}
\]

Secondly, transform the test sample \(\hat{x}\) by the linear transformation, and perform the prediction using the model of the enrollment condition:

\[
p_k(\hat{x}; M, b) = p(M\hat{x} + b|x_1^k, ..., x_n^k) = \int p(M\hat{x} + b|\mu_k)p(\mu_k|x_1^k, ..., x_n^k)\,d\mu_k = N(M\hat{x} + b; \frac{n_k \epsilon}{n_k \epsilon + \sigma} \bar{x}_k, (\sigma + \frac{\epsilon \sigma}{n_k \epsilon + \sigma})I). \tag{14}
\]

According to Eq. (5), the normalization term \(p(\hat{x})\) is computed based on the model of the test condition:

\[
p(\hat{x}) = N(\hat{x}; 0, (\epsilon + \sigma)I). \tag{15}
\]

The LLR score is then computed as follows, by using the results of Eq. (14) and Eq. (15):

\[
\text{LLR}(\hat{x}|k) \propto -\frac{1}{\sigma + \frac{\epsilon \sigma}{n_k \epsilon + \sigma}}||M\hat{x} + b - \tilde{\mu}_k||^2 + \frac{1}{\epsilon + \sigma}||\hat{x}||^2, \tag{16}
\]
where we have defined:
\[ \tilde{\mu}_k = \frac{n_k \epsilon}{n_k \epsilon + \sigma} x_k. \] (17)

The optimal parameters \( \{M, b\} \) for the linear transformation can be estimated by maximum likelihood (ML) training [59], which maximizes \( p_k(\hat{x}; M, b) \) with respect to \( M \) and \( b \), using samples in the test condition and the samples from the same speaker in the enrollment condition. It is essentially a maximum likelihood linear regression (MLLR) task [60], and the objective function for the optimization can be written by:
\[ L(M, b) = \sum_{k=1}^{K} \sum_{i=1}^{N} p_k(\hat{x}_i; M, b), \] (18)
where \( K \) denotes the number of speakers, and \( N \) denotes the number of test samples in each speaker.

Note that with the ML training, we essentially minimize the KL divergence between the within-speaker distribution of the enrollment condition and the one of the test condition after the linear transformation. If the two within-speaker distributions are perfectly matched with the linear transformation in Eq. (12), the LLR score computed as above will be MBR optimal. This approach will be called statistics decomposition with linear transformation (SD/LT) in the paper.

We highlight that if the condition mismatch is very complex, a more complicated transformation is required. In any case, if the within-speaker distributions in the two conditions can be perfectly matched with the transformation, the LLR score will be MBR optimal. We therefore obtain a principle solution for the enrollment-test mismatch problem. As a preliminary study, we focus on SD/LT approach in this paper and leave more complicated transformations (e.g., those based on deep neural nets) as future work.

B. Special case 1: global shift compensation

A special case of the enrollment-test mismatch is that the behavior of the speakers do not change much (i.e. assume the between- and within-speaker variances do not change between the enrollment and test conditions), but the speaker vectors are globally shifted by a constant vector \( b \). This often happens in channel mismatch, where a displacement is often observed between the speaker vectors recorded from devices with different physical characteristics.

In this special case, we assume the between-speaker and within-speaker covariances do not change, therefore a simple global shift \( b \) on the speaker vectors of the test condition is sufficient to obtain the optimal LLR score. Formally, the SD/LT is simplified to be:
\[ x = \hat{x} + b, \] (19)
and the LLR score is derived by:
\[ \text{LLR}(\hat{x}|k) \propto -\frac{1}{\sigma + \frac{\epsilon}{n_k \epsilon + \sigma}} \| \hat{x} + b - \tilde{\mu}_k \|^2 + \frac{1}{\epsilon + \sigma} \| \hat{x} + b \|^2, \] (20)
where \( \tilde{\mu}_k \) is defined by Eq. (17).

C. Special case 2: within-speaker variance adaptation

As the second special case, considering that people tend to speak with a larger variation during test than during enrollment. This often happens when a registered person performs time-variance test (e.g., several days or weeks later) and the test is performed multiple times. In this case, the speaking behavior at each test tends to be different, thus leading to a large within-speaker variation.

For this special case, we will assume that the within-speaker variance is the only changed statistical quantity [59]. With this assumption, it is easy to compute the LLR score for a test sample \( x \) by using \( \sigma \) in the enrollment phase, and \( \tilde{\sigma} \) in the prediction phase and normalization phase:
\[ \text{LLR}(x|k) \propto -\frac{1}{\tilde{\sigma} + \frac{\epsilon}{n_k \epsilon + \sigma}} \| x - \tilde{\mu}_k \|^2 + \frac{1}{\epsilon + \sigma} \| x \|^2, \] (21)
where \( \tilde{\mu}_k \) is defined by Eq. (17).
model, speaker and condition variations are represented by two Gaussian distributions, and their inter-correlation is represented by a linear combination. This probabilistic formulation offers a theoretically sound compensation for enrollment-test mismatch. However, the compensation is partial, i.e., it only compensates for the fact that the mismatch exists, but not for the mismatch itself, i.e., the distributional discrepancy between enrollment and test. Moreover, training the model requires data to cover different values of well-defined condition factors (e.g., 16 languages in [47]). This is not suitable for our purpose of addressing any enrollment-test pair where the condition factor could be vague.

Various score normalization techniques have been demonstrated to be effective to tackle complex conditions, for example the adaptive symmetric norm (AS-norm) [67]. In the enrollment-test mismatch scenario, AS-norm can partly alleviate the bias caused by the mismatched statistical model. This is achieved by employing statistics of imposter scores that posses the same bias. AS-norm and SD/LT work in two different domains (AS-norm on scores and SD/LT on models) and are orthogonal and complementary. We will report potential improvement when AS-norm is applied together with SD/LT.

Finally, score calibration [49], [50], [51] is another score-domain approach that has been popular used in practice. This approach basically adjusts the global distribution of the scores from the recognition system (e.g., PLDA output) to ensure that the calibrated score represents LLR. This can improve the global performance of practical systems in multi-environmental scenarios. However, for a particular enrollment-test pair where the test data tend to be homogeneous (in terms of the calibration function), calibration generally does not improve the discriminative capacity of the score, and therefore does not impact the EER results, although it certainly boosts performance in calibration-related metrics such as $C_{llr}$ [49]. Note that if the test data is indeed heterogeneous, trial-based calibration [50] may improve the EER performance. In this case, calibration is an orthogonal technique as the proposed SD/LT approach.

V. Experiments

We will conduct experiments on three datasets to verify the proposed SD/LT scoring approach. The three tests reflect different types of enrollment-test mismatch, as detailed below:

- **Cross-Channel test**: Conducted on the AShell-1 dataset, where the enrollment and test data are recorded at the same time but with different recording devices. It tests the performance with physical channel mismatch.
- **Time-Variance test**: Conducted on the CSLT-Chronos dataset, where the test data are recorded several times, and weeks or months later than the enrollment data. The data are recorded with the same device and in the same acoustic environment. It tests the performance with long-term speaking behavior mismatch.
- **Near-Far test**: Conducted on the HI-MIA dataset, where the enrollment and test data are recorded at the same time, by devices of the same brand, but with different recording distances. It tests the performance with recording condition mismatch.

A. Data

Four datasets were used in our experiments: VoxCeleb [16], [68], AShell-1 [69], CSLT-Chronos [70], and HI-MIA [71]. VoxCeleb was used to train the speaker embedding model, which is the x-vector model in our experiment. The other three datasets were used for performance evaluation under different enrollment-test mismatch scenarios. More information about these datasets is presented below.

**VoxCeleb** This is a large-scale audiovisual speaker dataset collected by the University of Oxford [16]. The entire database consists of VoxCeleb1 and VoxCeleb2. All the speech signals were collected from open-source media channels and therefore involved rich variations in channel, style, and ambient noise. This dataset was used to train the x-vector embedding model. The dataset contains 2,000+ hours of speech signals from 7,000+ speakers. Data augmentation was applied to improve robustness, with the MUSAN corpus [72] used to generate noisy utterances, and the room impulse responses (RIRS) corpus [73] was used to generate reverberant utterances.

**AShell-1** This is an open-source multi-channel Chinese Mandarin speech dataset published by AISHELL [69]. All the speech utterances are recorded in parallel via three categories of devices, including high fidelity Microphones (Mic), Android phones (AND) and Apple iPhones (iOS). This dataset is used for the Cross-Channel test in our experiment. The entire dataset consists of two parts: AShell-1.Train, which covers 3 devices and involves 360,897 utterances from 340 speakers, was used to implement both the ad-hoc normalization/adaptation methods and our proposed SD/LT scoring methods. AShell-1.Eval, which also covers 3 devices and involves 64,495 utterances from 60 speakers, was used for performance evaluation on different enrollment-test mismatch conditions. For each cross-channel test, it consists of 21k target trials and 1,250k impostor trials.

**CSLT-Chronos** This is a time-varying speaker recognition dataset collected by Tsinghua University [70], [74]. For commercial usage, only the x-vectors are published for research usage. There are 8 recording sessions selected to evaluate the time-variance effect, and all these sessions have the same acoustic environment (speakers, prompt texts and recording devices). The first 4 sessions are recorded in an interval of approximately one week, and the following 4 sessions are recorded in an interval of approximately one month. This dataset is used for the Time-Variance test in our experiment. In each session, it involves 57 speakers, and each speaker has 150 utterances.

For each speaker, the first 20 utterances in each recording session are used as the enrollment set as well as the development set to train the scoring model, and the rest 130 utterances are used for evaluation. Note that this is not a typical setting as the same speakers are used for both model
training and evaluation (enrollment part). We had to choose such a configure as the number of speakers in CSLT-Chronos is limited. During the test, we will enroll the speakers with data of one session and verify them with data of multiple sessions. As more sessions involved in the test (from 1 to 8), the number of trials increases from 421k to 3.377k.

HI-MIA This is an open-source far-field text-dependent speaker recognition dataset published by AISHELL. This dataset is used for AISHELL Speaker Verification Challenge 2019. All the speech utterances are recorded with the wake-up words ‘Hi-MIA’ from 1m, 3m and 5m fields in parallel. This dataset is used for the Near-Far test in our experiment. Specially, the recordings in the normal speaking speed from the clean recording environment are selected in our experiments. Finally, we build two subsets: HI-MIA.Train, which covers 3 fields and involves 15,186 utterances from 254 speakers, was used to implement different scoring methods. HI-MIA.Eval, which also covers 3 fields and involves 5,048 utterances from 86 speakers, was used for performance evaluation. For each near-far test, there are about 1.2k target trials and 100k imposter trials.

B. Embedding models

We built the state-of-the-art x-vector embedding model based on the TDNN architecture. This x-vector model was created using the Kaldi toolkit, following the VoxCeleb recipe. The acoustic features are 40-dimensional Fbanks. The main architecture contains three components. The first component is the feature-learning component, which involves 5 time-delay (TD) layers to learn frame-level speaker features. The splicing parameters for these 5 TD layers are: \{t-2, t-1, t, t+1, t+2\}. The second component is the statistical pooling component, which computes the mean and standard deviation of the frame-level features from a speech segment. The final one is the speaker-classification component, which discriminates different speakers. This component has 2 full-connection (FC) layers and the size of its output is 7,185, corresponding to the number of speakers in the training set. Once trained, the 512-dimensional activations of the penultimate FC layer are read out as an x-vector.

C. Statistical analysis

In this section, we conduct a quantitative analysis for the statistics incoherence problem associated with the three enrollment-test mismatch tests. To gain an intuitive understanding for the impact of different mismatch scenarios, we firstly visualize the x-vectors of three randomly chosen speakers for each scenario, using the t-SNE algorithm. As shown in Fig. 1 in all the three mismatch scenarios, the distribution of x-vectors of each single speaker changes clearly from one condition to another.

We further will evaluate some statistical quantities for data in different conditions and analyze the differences on the quantities from one condition to another. The tested quantities are explained as follows:

- Between-speaker and within-speaker variances. Since the covariance matrices (either between-speaker or within-speaker) of different conditions may be in different directions, we test the variance in the principal directions of each condition. Specifically, we select one condition and estimate an LDA transformation, and then project x-vectors of the test speech in all the conditions (including the enrollment condition itself) to the LDA space. Finally, we plot the between-speaker and within-speaker variances on dimensions that correspond to the 50 leading directions of the LDA transformation.
- Angle metric and length metric to measure the global shift. The global mean vectors of x-vectors in the enrollment condition \(x_e\) and the test condition \(x_t\) are firstly computed, and then the cosine distance and Euclidean distance between them are computed as the angle metric and length metric to measure the global shift. The angle metric is formulated by:

\[
\theta = (1 - \frac{x_e^T x_t}{|x_e||x_t|}) \times 10^3,
\] (22)
and the length metric is formulated by:
\[ \ell = \| x_e - x_t \|^2 * 10^2. \] (23)

1) Cross-Channel test: We use AIShell-1.Train to compute the statistics. The dataset involves 340 speakers recorded with 3 recording devices at the same time.

The between-speaker and within-speaker variances of the test data are reported in Figure 2 where each enrollment condition is presented separately. The observations are: (1) The pattern of the between-speaker variances are not significantly different for different enrollment conditions, and for each enrollment condition, the between-speaker variances for test in different conditions are also similar. (2) For each of the enrollment condition, the pattern of within-speaker variances is different for test in different conditions, but the difference is rather marginal. The within-class variances under enrollment-test mismatched conditions are in the range of 0.8 to 1.2, which is close to 1.0 that is the optimal value under enrollment-test matched conditions (e.g., Mic-Mic)\(^7\).

The angle metric and length metric that measure the global shift are reported in Table I where we report the results with all pairs of mismatched conditions. Note that for global shift, the mismatch is symmetric for enrollment and test. It can be observed that the global shift is evident in all the mismatched conditions, and the shift between AND and iOS is much smaller than that between Mic and AND/iOS.

All the results coincide the observations in the qualitative analysis, and suggest that in the Cross-Channel test, the enrollment-test mismatch is mainly reflected in a global shift. Therefore, it can be compensated for by a simple shifting back, as formulated by the first special case of the SD/LT approach.

| Enroll-Test | Angle (\(\theta\)) | Length (\(\ell\)) |
|-------------|-------------------|------------------|
| AND-iOS     | 0.940             | 4.673            |
| iOS-Mic     | 5.199             | 10.789           |
| Mic-AND     | 5.645             | 10.867           |

Fig. 2: Between-speaker and within-speaker variances (the first 50 dimensions) in the Cross-Channel test.

2) Time-Variance test: We use the CSLT-Chronos dataset to measure the statistics incoherence in the Time-Variance test. The dataset involves 57 speakers recorded with 8 recording sessions in the same acoustic environment. The data of the first session is used for enrollment, and all the 8 sessions are used for test. In order to study the incremental change on the statistics, we perform a serial test where the test sessions are gradually added to the test data. For example, the test 1st-[1st:5th] means the enrollment is based on the first session, and the test is based on the data from the first to the fifth sessions. Note that the test 1st-[1st:1st] is the condition-matched test.

The between-speaker and within-speaker variances of the test data are reported in Figure 3 where the enrollment is based on the first session in all the test cases. It can be observed that with more sessions involved in the test data, the pattern of the between-speaker variances does not change much, but the within-speaker variances are gradually increased and finally converge to stable values. The angle metric and length metric for the condition-mismatched tests are reported in Table II. Compared to the values in the Cross-Channel test shown in Table I, one can find that the global shift is much smaller in the Time-Variance test.

| Enroll-Test | Angle (\(\theta\)) | Length (\(\ell\)) |
|-------------|-------------------|------------------|
| AND-iOS     | 0.940             | 4.673            |
| iOS-Mic     | 5.199             | 10.789           |
| Mic-AND     | 5.645             | 10.867           |

Fig. 3: Between-speaker and within-speaker variances (the first 50 dimensions) in the Time-Variance test.

All these observations are consistent with the results obtained from the qualitative analysis presented in the previous section. From these observations, we can conclude that in the Time-Variance test, the enrollment-test mismatch mainly impacts the within-speaker variance. Therefore, a simple within-speaker variance adaptation may be a good approach to alleviate the mismatch, as assumed by the second special case of the SD/LT approach.

3) Near-Far test: The HI-MIA.Train dataset is used to compute the statistics in the Near-Far test. It involves 254

LDA plays a role of distribution normalization, by which the within-speaker covariance is normalized to an identity matrix \(I\).
TABLE II: Angle metric and length metric for global shift in the Time-Variance test.

| Enroll-Test |
|-------------|
| Angle (θ)   |
| Length (ℓ)  |

| 1st-[1st:2nd] | 0.085  | 1.615  |
| 1st-[1st:3rd] | 0.159  | 2.326  |
| 1st-[1st:4th] | 0.234  | 2.654  |
| 1st-[1st:5th] | 0.269  | 2.991  |
| 1st-[1st:6th] | 0.301  | 3.224  |
| 1st-[1st:7th] | 0.346  | 3.439  |
| 1st-[1st:8th] | 0.393  | 3.590  |

speakers recorded with 3 recording distances at the same time.

Similar to in the Cross-Channel test, we examine the between-speaker and within-speaker variances of the test data and present them independently on three enrollment conditions. The results are shown in Figure 4. Firstly, it can be observed that the patterns of the between-speaker variances with the three enrollment conditions are different: enrolling with the near-field data (1m) shows a relatively large between-speaker variance. Moreover, in each enrollment condition, the near-field test data shows a higher between-speaker variance. These observations demonstrated that: (1) the near-field data is more speaker discriminative on either the enrollment or test condition; (2) the mismatch between the near-field and far-field data is reflected in the between-speaker variance.

Paying attention to the within-speaker variance, it shows that in all the enrollment conditions, the condition-matched test data (e.g., 3m-3m) show the smallest and theoretically correct within-speaker variance; all the condition-mismatched test data exhibit larger within-speaker variances. It suggests that the within-speaker variances in different conditions are different.

The angle metric and length metric are reported in Table III. It can be observed that the global shifts between two different conditions are significant, when compared to the results in Cross-Channel test (Table I) and Time-Variance test (Table II). Moreover, the global shift between the two far-field conditions is much smaller than that between the near-field condition and the two far-field conditions.

As a summary, in the Near-Far test, the statistics incoherence is highly complex. It involves mismatch in both the between-speaker and within-speaker variances, as well as a clear global shift. Therefore, it cannot be well addressed by the two special cases of the SD/LT approach; the general form of SD/LT should be employed.

D. Scoring methods in comparison

We verify the SD/LT method on the speaker recognition task, by comparing different forms of SD/LT (two special cases and one general form) and several baseline methods. To make the comparison fair, we categorize these methods by the data it requires: the no-data methods do not require any data from the test condition; the unparallel-data methods require data from the test condition but the data are independent from the enrollment data; the parallel-data methods require data from the test condition and the speakers are shared with the enrollment data.

All the methods are based on the PLDA scoring, with the PLDA models [45] implemented using the Kaldi toolkit [75]. The SD/LT source code has been published online.

1) Non-data methods:
- **Baseline**: The basic PLDA scoring approach where the statistical models are trained with development set in the enrollment condition, and the model is employed to perform the test by ignoring the enrollment-test mismatch.

2) Nonparallel-data methods:
- **IDVC**: Inter-dataset variability compensation (IDVC). It is a popular unsupervised domain normalization technique [37], and has shown great advantage especially in cross-channel scenarios [39]. In our experiments, IDVC is implemented using the nuisance attribute projection (NAP) method [77]. We combine the development data from both enrollment and test conditions to estimate the IDVC projection. For each of the two conditions, the data is split to $n$ subsets and the center vectors of all the subsets are computed. NAP is then performed with the $2n$ center vectors ($n$ from enroll and $n$ from test). We experimented various configurations and found the optimal $n$ is 2, 20, 5 for the cross-channel test.

Table III: Angle metric and length metric in the Near-Far test.

| Enroll-Test |
|-------------|
| Angle (θ)   |
| Length (ℓ)  |

| 1m-3m        | 4.959  | 10.745 |
| 1m-5m        | 6.509  | 11.890 |
| 3m-5m        | 1.703  | 4.319  |

|https://gitlab.com/csltstu/enroll-test-mismatch|
GSC: Global shift compensation (GSC). It corresponds to the special case 1 of the SD/LT approach, as mentioned in Section III-B and assumes that the enrollment-test mismatch can be largely compensated for by a global shift, as shown in Eq (20). Note that the global shift can be easily computed by the nonparallel development data. Due to the previous qualitative and quantitative analysis, we expect that this method is effective in the Cross-Channel test.

WVA: Within variance adaptation (WVA). It corresponds to the special case 2 of the SD/LT approach, as mentioned in Section III-C. It assumes that the enrollment-test mismatch is mainly due to the difference in the within-speaker variance, and so can be compensated for by using the correct within-speaker variance as Eq. (21). Note that the within-speaker variances in the enrollment and test conditions can be obtained using the nonparallel development data. Due to the previous qualitative and quantitative analysis, we expect this method is effective in the Time-Variance test.

3) Parallel-data methods:

SD/LT: Statistics decomposition with linear transformation (SD/LT). It corresponds to the general form as mentioned in Section III-A. This model is a linear transformation \( \hat{z} = M \hat{x} + b \) that maps the test sample \( \hat{x} \) to the enrollment condition so that \( \hat{z} \) can be represented by the statistical model of the enrollment condition. Importantly, the transformation is only used to compute the likelihood term \( p_k(\hat{x}) \); and the normalization term \( p(\hat{\alpha}) \) is still computed using the statistical model of the test condition, based on the original test data \( \hat{x} \). We implemented it based on the MLE criterion with the training objective shown in Eq. (18). In our experiment, the Adam optimizer [78] was used to optimize the parameters \( \{M, b\} \).

MCT: Multi-condition training (MCT). A widely used baseline approach to deal with enrollment-test condition mismatch. In this method, data from both the enrollment and test conditions are pooled together, and then are used to train the PLDA model. This model can be regarded as an interpolation of the statistical models for the enrollment and test conditions. Although not an optimal solution, MCT often delivers good performance in practice. Note that it requires parallel data to discover the speaker subspace shared by different conditions.

CAT: Condition-adaptation training (CAT). Another simple baseline that transforms speaker vectors from the test condition to the enrollment condition and then performs the scoring there. The transformation is linear and is the same as in SD/LT, defined by \( \hat{x} = M \hat{x} + b \), and the parameters \( \{M, b\} \) are estimated using the same ML training as the SD/LT approach. We highlight that the main difference between SD/LT and CAT is that for SD/LT, the normalization term \( p(\hat{\alpha}) \) of the LLR score is computed using the model of the test condition; while for CAT, it is computed using the model of the enrollment condition. This difference is not trivial: the normalization term computed in the test condition is optimal if the statistical model for the test condition is accurate, so SD/LT will be MBR optimal under that condition, but CAT is not.

E. Speaker recognition results

In this section, experimental results in terms of equal error rate (EER) are presented for the three speaker recognition tests: the Cross-Channel test, the Time-Variance test and the Near-Far test. We will use ‘Base’, ‘NPD’, ‘PD’ to represent the Baseline method, the nonparallel-data methods (including GSC and WVA), and the parallel-data methods (including SD/LT, MCT and CAT), respectively. We also report the performance with AS-norm applied upon SD/LT scores, to show the potential complementarity of the two approaches. For comparison, the results of the baseline system with AS-norm are also reported.

1) Cross-Channel test: In this test, the statistical models of all the scoring methods are trained with the AIShell-1.Dev dataset, and the results on the AIShell-1.Eval dataset are reported in Table IV. The observations are as follows.

- The performance with enrollment-test matched conditions is much higher than those with mismatched conditions, which indicates that the enrollment-test mismatch is indeed a serious problem for speaker recognition. Moreover, the performance loss with different mismatched condition pairs is different. For instance, the pair AND-iOS obtains better performance than the pair AND-Mic. This is consistent with the observations in the qualitative and quantitative analysis, in particular the results in Figure 2 and Table I.

- For the nonparallel-data methods, IDVC and GSC consistently outperform the baseline on all these mismatched conditions, while WVA does not show much advantage. This observation supports our argument that the main effect of the cross-channel mismatch is a global shift, and even a simple GSC can compensate for the mismatch to a large extent. Besides, it can be found that IDVC is superior to GSC. This indicates dataset-invariant projection by IDVC works better than simple mean subtraction by GSC.

- The three parallel-data methods deliver much better performance than the two nonparallel-data methods. That is not surprising as the parallel-data methods utilize extra information of cross-channel speakers. Moreover, the proposed SD/LT approach consistently outperforms MCT and CAT, demonstrating that SD/LT is a more effective approach in dealing with enrollment-test mismatch. The comparison between SD/LT and CAT is especially interesting, as the two methods look very similar and only differ in the normalization term. The clear advantage of SD/LT demonstrated the importance of a principle solution based on a solid theory.

- The AS-norm consistently improves the baseline results, confirming its effectiveness. However, when applied
together with SD/LT, no consistent improvement is observed. A possible reason is that the SD/LT performance has been sufficiently optimal, leaving little space for the AS-norm to make contribution.

2) Time-variance test: The test is conducted with the CSLT-Chronos dataset, which consists of 57 speakers and each speaker has 150 utterances. The first 20 utterances of each speaker are selected as the enrollment set, as well as the development set to train the scoring methods. The rest 130 utterances are used for evaluation. The EER results are reported in Table IV. The observations are as follows.

- With more sessions involved in the test data, the performance of the baseline system is gradually reduced, and finally tends to converge to a stable value. This is consistent with our qualitative and quantitative analysis that with more sessions involved, the within-speaker variance will be gradually increased, leading to more severe enrollment-test mismatch.
- Looking at the performance of the three nonparallel-data methods, it can be found that compared with the baseline, WVA obtains obvious performance improvement in all the test conditions, while IDVC/GSC does not show much help. This supports our argument that the main effect of the time-variance mismatch is on the within-speaker variance.
- Again, the three parallel-data methods attain much better performance than the two nonparallel-data methods, and SD/LT attains the best performance. Interestingly, when the test data is sufficiently large, the SD/LT performance is even better than the condition-matched baseline, i.e., the test 1st-[1st:1st]. We attribute this good performance to the more reliable estimation for the within-speaker and between-speaker variances of the test condition. As a comparison, the CAT performance is never better than the condition-matched baseline, as it does not fully use the statistical model of the test condition.
- The AS-norm slightly improves the baseline results for scenarios with enrollment-test mismatch, but impairs the performance for scenarios without such mismatch. The performance loss is also observed in the results applied upon SD/LT. This may be attributed to the limited cohort speakers in the test set (57 speakers in total), which prevents reliable estimation for the score distribution. This imperfect estimation may worsen the performance if the score normalization is not very necessary, e.g., if no enrollment-test mismatch exists, or if the mismatch has been compensated for by SD/LT.

3) Near-Far field test: In this test, the HI-MIA.Dev dataset is used to train the scoring methods, and the results on the HI-MIA.Eval dataset are reported in Table VI. The observations are as follows.

- The performance is seriously degraded with the near-far recording mismatch, especially when enroll with near-field data and test on far-field data.
- The three nonparallel-data methods, IDVC, GSC and WVA, all offer reasonable performance improvement compared to the baseline. This is consistent with our quantitative analysis that this recording condition mismatch incurs both incoherence on within-speaker variances and global shift.
- Again, the three parallel-data methods offers more performance gains, as in the Cross-Channel test and the Time-Variance test. A slight difference is that in this test, SD/LT does not always obtain the best performance. Among the 6 mismatched conditions, MCT outperforms SD/LT in two conditions. This is a little surprising as SD/LT is MBR optimal in theory. More careful analysis shows that it is probably because the nature of linear transformation cannot address complex statistics incoherence caused by the near-far recording mismatch.
- Finally, the AS-norm improves both the baseline and the SD/LT results. This is a little different from the observation in the cross-channel/time-variance tests where the AS-norm does not provide consistent improvement upon the SD/LT results. This again may be attributed to the suboptimal SD/LT results due to the linear transformation.

VI. Conclusions

This paper investigated the issue of enrollment-test mismatch in speaker recognition, and presented a statistics decomposition (SD) approach to solve this problem. Specifically, we decouple the scoring process to three separated phases according to the decomposed formulation of the PLDA scoring,
and statistics from different conditions are used in different phases. This SD approach guarantees that the resultant scores are MBR optimal, and therefore is a principle solution for the enrollment-test mismatch problem.

As an initial study, we proposed an implementation of the SD approach based on a linear transformation (SD/LT). A comprehensive study was conducted and the experimental results demonstrated that: (1) Different types of mismatch exhibits different statistics incoherence, and so should be treated differently; (2) If the statistics incoherence shows a simple form, a simplified version of SD/LT would be effective. An advantage of these simplified methods is that they only require nonparallel data, i.e., data without cross-condition speakers; (3) If parallel data are available, the general form of SD/LT is highly effective and obtains the best performance among all the competitive methods.

Future work will investigate the conditional transformation based on more complex transformation functions, e.g., a deep neural net. This may significantly improve the performance in scenarios with complex condition mismatch, for instance the near-far recording mismatch in our experiment. Experiments on diverse enrollment-test scenarios will be also conducted to demonstrate the strength of the proposed approach, e.g., in the cross-lingual scenario.
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