Magnetovortical and thermoelectric transport in tilted Weyl metals
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We investigate how tilting affects the off-diagonal, dissipationless response of a pair of chirally imbalanced Weyl cones to various external perturbations. The pair of chirally imbalanced Weyl cones can be described as a chiral electron fluid, that can flow with a velocity field that contains vorticity. Upon applying an external magnetic field, we obtain the so-called magnetovortical linear-response matrix that relates electric and heat currents to the magnetic field (chiral magnetic effect) and the vorticity (chiral vortical effect). We show how this response matrix becomes anisotropic upon tilting the cones and determine its nonanalytic long-wavelength behavior, as well as the corresponding ac response. In addition, we discuss how the tilt dependence of the electronic (or density-density) susceptibility introduces anisotropy in the dispersion relation of the soundlike excitations in the fluid of chiral fermions, which are known as chiral magnetic waves. In the case of an externally applied electric field and a temperature gradient, we find a Hall-like response in the electric and heat current density that is perpendicular to both the tilting direction and the perturbations. As the tilting direction forms a time-reversal symmetry breaking vector, a nonzero (heat) orbital magnetization manifests itself. We calculate the magnetization currents microscopically and elucidate how to subtract these contributions to obtain the transport currents.
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I. INTRODUCTION

The most important symmetry principle of particle physics is Lorentz invariance. Indeed, requiring invariance under Lorentz transformations yields a powerful restriction on which equations are eligible to describe the particles we encounter in Nature. For instance, it was Lorentz invariance, together with the wish for a counterpart to the Schrödinger equation that was first order in time derivatives, that allowed Paul Dirac to derive his famous equation describing massive spin-1/2 particles in 1928 [1]. The price that Dirac had to pay for finding an equation that obeyed these two requirements was that the spin-1/2 particle had to be described in terms of a four-component spinor, instead of the expected two-component wave function. It was only one year later when Hermann Weyl realized that Dirac’s equation simplified greatly when considering massless spin-1/2 particles [2]. Instead of one equation involving a four-component spinor, Weyl obtained two decoupled equations, each for a two-component spinor with a definite chirality. Weyl fermions were, at least theoretically, born.

Contrastingly, not even translational symmetry is fully preserved in the presence of the atomic lattice out of which any ordinary solid is built up. Invariance under the even bigger Lorentz group thus seems too much to ask for in condensed matter. However, in certain cases, Lorentz invariance can emerge at low energies in solid-state materials. One example of such a case occurs in the recently discovered Weyl semimetals [3–9]. These materials host quasiparticles in their low-energy band structure that obey the aforementioned Weyl equation. This leads to a conical dispersion relation just like the light cone for massless particles known from particle physics, albeit with the speed of light replaced by the, typically much smaller, Fermi velocity.

These so-called Weyl cones are topological: depending on the chirality of the cone, they act as a sink or drain of Berry curvature in momentum space [10]. Only when the distance in energy-momentum space between two Weyl nodes with opposite chirality becomes zero, the monopoles annihilate, yielding a doubly degenerate Dirac cone. Reversely, a pair [11] of nondegenerate Weyl cones can emerge from a doubly degenerate Dirac cone in two distinct ways. Breaking time-reversal symmetry yields two Weyl cones separated in momentum space, whereas breaking of inversion symmetry yields two Weyl cones separated in energy space [12,13].

Interestingly, the emergent Lorentz symmetry in Weyl semimetals is not enforced by any crystal symmetries and thus generically it will be broken. The simplest way for this to happen is when the cones are tilted [14,15]. This is achieved mathematically by adding a term to the low-energy Hamiltonian that is proportional to the unit matrix in spin space and linear in momentum. Cones that are only slightly tilted are referred to as type-I Weyl cones, whereas cones that are tipped over are called type-II Weyl cones [16,17]. The existence of such tilted Weyl cones raises many interesting questions. For instance, we can ask how the diagonal optical response to an electric field is altered by the tilt [18,19], how the magnetococonductivity depends on the tilt [20], how the renormalization-group flow equations change [21], what happens to the Landau level structure [22], how do tilted Weyl cones respond to disorder [23,24], and finally we can even show that vertex corrections due to Coulomb interactions naturally tilt the cone in the presence of a magnetic field [25].
In this paper, we discuss how tilting the cones affects the electric and thermal transport of a Weyl metal. More specifically, we focus on the off-diagonal, dissipationless transport. It is important to note that the tilting direction of the Weyl cones forms another time-reversal symmetry breaking vector, besides the displacement vector in momentum space connecting the two Weyl cones. The thermoelectric response driven by an external electric field \( \mathbf{E} \) and a thermal gradient \( \nabla T \) therefore contains a Hall part, describing currents that are perpendicular to the tilting direction [26–28]. Besides this novel thermoelectric response, we show that the magnetovortical response to an externally applied magnetic field \( \mathbf{B} \) and a vorticity \( \omega = (\nabla \times \mathbf{v})/2 \), due to the fermion fluid flowing with a spatial velocity profile \( \mathbf{v} \), becomes anisotropic due to the tilting of the cones. Furthermore, we discuss the nonanalytic frequency-momentum behavior of the various transport coefficients in detail.

This paper is organized as follows. We introduce the minimal model for a chirally imbalanced Weyl metal with tilted cones in Sec. II. Subsequently we discuss the magnetovortical and thermoelectric response of a material that is described by such a Hamiltonian and give a summary of the main results we have obtained. The rest of the paper is devoted to a more in-depth discussion of the various properties of the transport coefficients. We explain how to use linear-response theory to calculate the transport coefficients due to the perturbations \( \mathbf{B}, \mathbf{E}, \nabla T, \) and \( \omega \) in Sec. III. Next, we calculate and discuss the tilt-dependent, anisotropic magnetovortical effects in Sec. IV in three different regimes: the long-wavelength limit (Sec. IV A), the static and homogeneous limits (Sec. IV B), and finally the ac frequency response (Sec. IV C). In Sec. V, we obtain the thermoelectric response due to tilted cones by explicitly calculating the magnetization contributions to the currents and subtracting them. Finally, we discuss our results in Sec. VI.

II. DISSIPATIONLESS TRANSPORT

In this section, we start by introducing a minimal model for a chirally imbalanced Weyl metal with tilted cones. Subsequently, we discuss the magnetovortical and thermoelectric response and highlight what changes upon tilting the cones, thereby summarizing the main results of the rest of the paper.

A. Model for tilted Weyl cones

We consider a doped time-reversal symmetry breaking Weyl metal. Because we focus on the off-diagonal response due to the tilting of the cones, we do not take an explicit separation between the Weyl nodes into account. Then, the simplest continuum two-band, grand-canonical Hamiltonian describing a tilted Weyl cone with chirality \( \chi = \pm \) and isotropic\(^1\) Fermi velocity \( v_F \) is given by

\[
\mathcal{H}_\chi(k) = \chi \hbar v_F k \cdot \sigma + (\hbar v_F k \cdot t_\chi - \mu_\chi)\sigma^0, \tag{1}
\]

\(^1\)In principle, there can be different Fermi velocities in all three directions. This anisotropy can however always be transformed away by an appropriate scaling of the momenta.

with \( \sigma^\mu = (1_2, \sigma) \) the four-vector of Pauli matrices and \( \mu_\pm \equiv \mu \pm \mu_5 \) the chemical potential of the Weyl node with chirality \( \pm \), in terms of the chemical potential \( \mu \equiv (\mu_+ + \mu_-)/2 \) and the chiral, or axial, chemical potential \( \mu_5 \equiv (\mu_+ - \mu_-)/2 \). Note that we have defined the chemical potentials with respect to the energy of the corresponding Weyl node, which in general are different. In what follows, however, we will consider mostly the case that the energy difference between the Weyl nodes \( \Delta E = 0 \). In addition, we note that a typical experimental value for the Fermi velocity is \( v_F \approx c/300 \approx 10^6 \) m/s, with \( c \) the speed of light.

The tilting direction of each cone is indicated by \( t_\chi \) in Eq. (1). For simplicity, we take \( 0 \leq |t_\chi| = t < 1 \), meaning that we consider type-I Weyl cones that are tilted by the same amount. The latter requirement is easily generalized if necessary. Next to the magnitude, each cone can also have a different tilting direction. Indeed, \( t_\chi = gt \) is the inversion-symmetric case and \( t_\chi = t \) when inversion symmetry is broken. Physically, the inversion-symmetric case corresponds to the situation where the two Weyl cones are tilted in opposite directions by exactly the same amount. This is pictorially displayed in Fig. 1. For later reference, we note that the eigenvalues of the Hamiltonian in Eq. (1) are given by

\[
\epsilon_{\gamma n\chi k} - \mu_\chi = \hbar v_F |k| + \hbar v_F k \cdot t_\chi - \mu_\chi, \tag{2}
\]

with \( n = \pm \) indicating the conduction (+) and valence (−) band, respectively.

The presence of a chiral imbalance \( \mu_+ \neq \mu_- \) (for \( \Delta E = 0 \)), is a nonequilibrium property. One way to generate a chiral imbalance is by irradiating a Weyl semifmetal with circularly polarized light, thereby transferring chirality from the light to the electrons [29]. Another way is to apply strain to the Weyl semifmetal [30]. We instead focus on the possibility to pump charge from one cone to the other by applying nonorthogonal electric and magnetic fields, which we discuss in the next section. Whatever the pumping mechanism is, it will be counterbalanced by an intervalley scattering time \( \tau_5 \) that inevitably is present. In the end, a steady state develops, which we took as a starting point in Eq. (1).

FIG. 1. Schematic depiction of a pair of tilted Weyl cones with negative (positive) chirality in blue (red) and corresponding chemical potential \( \mu_+ (\mu_-) \). The chiral imbalance is \( \mu_5 = (\mu_+ - \mu_-)/2 \) and the nodes are separated by an energy difference \( \Delta E \). In this paper, we mostly discuss the case \( \Delta E = 0 \). (a) Inversion-symmetry breaking tilt: Weyl cones are tilted by the same amount in one direction. (b) Inversion-symmetry retaining tilt: Weyl cones are tilted by the same amount in opposite directions. Note that we defined the tilting direction such that the associated energy contribution in Eq. (1) increases for momenta in the direction of the tilt.
B. Magnetovortical response

An interesting property of the quantum theory of Weyl fermions is that the amount of left-handed and right-handed Weyl fermions is not separately conserved when subjected to externally applied magnetic and electric fields that are nonorthogonal. In vacuum this leads to an interesting paradox: particles of one chirality seem to disappear, whereas particles with the opposite chirality appear out of nothing. This phenomenon is called the chiral anomaly and it is proportional to $\mathbf{E} \cdot \mathbf{B}$ [31,32]. In a condensed-matter system hosting Weyl cones, the explanation of the chiral anomaly is straightforward. Namely, in a band structure the Weyl cones always come in pairs that are connected via the rest of the band structure [11]. Applying external electric and magnetic fields will subsequently transfer population from one cone to the other, thereby converting the quasiparticles from one type of chirality into the other. The result is a chiral imbalance, which is signaled by a distinct chemical potential difference between, instead of the sum of, the currents coming from the separate Weyl cones. In this case the corresponding transport coefficients all require a nonzero chemical potential $\mu$ and the off-diagonal components in Eq. (5) again require a nonzero chiral imbalance $\mu_\pm$ as well. We, however, do not pursue this direction here, although our methods can easily be used in this case as well because the response is diagonal in the chirality [42].

We instead investigate how the magnetovortical transport changes upon tilting the cones. Due to the fact that the tilting direction breaks rotational symmetry, the response matrix from Eq. (5) is generalized to

$$
\begin{pmatrix}
\langle J_c \rangle \\
\langle J_c \rangle
\end{pmatrix} = \begin{pmatrix}
\sigma^{CME}_{\chi,\chi} & \sigma^{CME}_{\chi,\bar{\chi}} \\
\sigma^{CME}_{\bar{\chi},\chi} & \sigma^{CME}_{\bar{\chi},\bar{\chi}}
\end{pmatrix} \begin{pmatrix}
\mathbf{B} \\
2\omega/v_F^2
\end{pmatrix},
$$

with $-e$ the electron charge and $J_c^\chi$ the currents per cone. The associated response matrix reads

$$
\begin{pmatrix}
\langle J_c \rangle \\
\langle J_q \rangle
\end{pmatrix} = \begin{pmatrix}
\sigma^{CME}_q & \sigma^{CME}_Q \\
\sigma^{CME}_Q & \sigma^{CME}_Q
\end{pmatrix} \begin{pmatrix}
\mathbf{B} \\
2\omega/v_F^2
\end{pmatrix},
$$

with

$$
\begin{align}
\sigma^{CME}_q & \equiv \sum_{\chi=\pm} \sigma^{CME}_{\chi,\chi} + \frac{\mu_\chi}{e} \sigma^{CME}_{\chi,\bar{\chi}}, \\
\sigma^{CME}_Q & \equiv \sum_{\chi=\pm} \sigma^{CME}_{\chi,\chi} + \frac{\mu_\chi}{e} \sigma^{CME}_{\chi,\bar{\chi}},
\end{align}
$$

where we used $\sigma^{CME}_Q = \sum_{\chi=\pm} \sigma^{CME}_{\chi,\chi}$ and likewise for the other conductivities. All magnetovortical effects are only nonzero in the presence of a nonzero chiral imbalance and the off-diagonal elements of Eq. (5) also require a nonzero chemical potential, as we show later. There is a similar response matrix for the axial currents [41], which are defined as the difference between, instead of the sum of, the currents coming from the separate Weyl cones. In this case the corresponding transport coefficients all require a nonzero chemical potential $\mu$ and the off-diagonal components in Eq. (5) again require a nonzero chiral imbalance $\mu_\pm$ as well. We, however, do not pursue this direction here, although our methods can easily be used in this case as well because the response is diagonal in the chirality [42].

We instead investigate how the magnetovortical transport changes upon tilting the cones. Due to the fact that the tilting direction breaks rotational symmetry, the response matrix from Eq. (5) is generalized to

$$
\begin{pmatrix}
\langle J_i \rangle \\
\langle J_i \rangle
\end{pmatrix} = \begin{pmatrix}
\sigma^{CME}_{i,j} & \sigma^{CME}_{Q,i,j} \\
\sigma^{CME}_{Q,i,j} & \sigma^{CME}_{Q,i,j}
\end{pmatrix} \begin{pmatrix}
\mathbf{B}^i \\
2\omega^i/v_F^2
\end{pmatrix},
$$

As it turns out the chiral magnetic conductivities remain isotropic, i.e., $\sigma^{CME}_{i,j} = \sigma^{CME}_{j,i}$ and $\sigma^{CME}_{Q,i,j} = \sigma^{CME}_{Q,j,i}$, which is a property that is ultimately enforced by the chiral anomaly. The vortical conductivities, on the other hand, become anisotropic and can be decomposed in a transverse and longitudinal parts with respect to the tilting direction $\hat{t} = t'/t$ as follows:

$$
\sigma_{ij}^{CME} = \sigma_{ij}^{\perp} (\delta_{ij} - \hat{t}_i \hat{t}_j) + \sigma_{ij}^{\parallel} \hat{t}_i \hat{t}_j,
$$

and analogous expressions hold for the chiral vortical heat or energy conductivities.

We calculate all the magnetovortical transport coefficients in Sec. IV in the long-wavelength limit and in addition obtain their frequency dependence. For the static and homogeneous limit, we summarize all results obtained in Table I. In Sec. IV B, we comprehensively discuss all results presented there and give physical arguments to clarify them.

C. Thermoelectric transport

As alluded to before, Weyl cones also respond interestingly in the presence of an electric field $\mathbf{E}$ and a temperature gradient $\nabla T$, even in the absence of a chiral imbalance. In the case of a time-reversal symmetry breaking Weyl semimetal with two Weyl cones separated in momentum space, there is a
topological off-diagonal response. Most famously, for non-tilted Weyl cones the associated intrinsic topological anomalous Hall effect (AHE) is given by [12]

$$\langle J_\sigma \rangle = \frac{e^2}{4\pi^2\hbar} \Delta k \times E,$$  \hspace{1cm} (9)

with $\Delta k$ the momentum-space separation between the Weyl nodes. Furthermore, the breaking of time-reversal symmetry allows for a topological thermal Hall effect (THE), which is the flow of a transverse heat current as a response to a temperature gradient in the absence of an electric current [43], i.e.,

$$\langle J_\Theta \rangle = -\frac{k_B \Delta k}{12\hbar} \Delta k \times \nabla T.$$  \hspace{1cm} (10)

Due to the existence of thermoelectricity, we may also expect a transverse electric current due to a temperature gradient. Such an anomalous Nernst effect (ANE) is however absent in a simple, linear continuum model of the Weyl cones [44], but present in a more realistic two-band model [45]. Furthermore, we note that besides the intrinsic, topological contributions presented in Eqs. (9) and (10), extrinsic contributions due to skew and side-jump scattering of electrons off impurities may also be present [46]. From now on, however, we only consider the intrinsic, nontopological contributions to the thermoelectric response coefficients.

What happens to the thermoelectric response upon tilting the cones? Firstly, the transport coefficients are renormalized by the tilt [18,45]. Secondly, the tilt introduces another time-reversal symmetry-breaking vector, thereby allowing for a different contribution to the anomalous Hall effect [27,28,47,48] in Eq. (9), and to the thermal Hall effect [26] in Eq. (10). Additionally, the anomalous Nernst effect becomes nonzero, even in a linear model [26,49–51]. The off-diagonal, explicitly tilt-dependent part of the response matrix for the total electric and heat current densities can then be written as

$$\left( \begin{array}{l} \langle J_\sigma \rangle \\ \langle J_\Theta \rangle \end{array} \right) = \left( \begin{array}{cc} \sigma_{\text{AHE}} & \alpha_{\text{ANE}}^T \\
\alpha_{\text{ANE}} & \kappa_{\text{THE}} \end{array} \right) \left( \begin{array}{l} t \times E \\ t \times \nabla T/T \end{array} \right),$$  \hspace{1cm} (11)

with $t$ the tilting direction. Onsager reciprocity forces the off-diagonal elements of the response matrix to be the same, so $\sigma_{\Theta} = -\alpha_{\text{ANE}} / \sigma_{\text{AHE}}$. In our final results.

Thermal conductivity is defined as a heat current in the absence of a charge current, i.e., $\langle J_\Theta \rangle = \kappa_{\text{THE}} t \times \nabla T |_{\langle J_\sigma \rangle = 0}$. In this manner, the thermal Hall coefficient is found from Eq. (11) to be

$$\kappa_{\text{THE}} = \kappa_{\text{THE}} = \frac{T (\alpha_{\text{ANE}})^2}{\sigma_{\text{AHE}}},$$  \hspace{1cm} (12)

where we only took off-diagonal contributions into account. In principle, the linear-response coefficients $\sigma_{\text{AHE}}, \alpha_{\text{ANE}}$, and $\kappa_{\text{THE}}$ can be calculated by extracting from the off-diagonal part of the appropriate current-current correlators the contribution that is proportional to $t$. However, when calculating the thermal transport coefficients $\alpha_{\text{ANE}}$ and $\kappa_{\text{THE}}$ a problem arises: they contain terms that are dependent on the chemical potential $\mu$, but independent of the temperature $T$. From the response matrix in Eq. (11) it is clear that such a term renders the zero-temperature limit ill-defined. The physical explanation is that tilting the cones generates a nonzero magnetization density $M$ in the direction of the tilt $t$. Such a magnetization density in turn yields a circulating current of the form $V \times M$, that gives a contribution to the transport coefficients coming from the Kubo formulas, but is unobservable with a transport measurement [52–54]. In order to calculate the transport current that can be measured in experiment, this superfluous term should therefore be subtracted. How this can be achieved is discussed in Sec. V.A.

Having discussed the most important differences that occur in the magnetovortical and thermoelectric response due to tilting the Weyl cones, we now turn to a more in-depth discussion of how to calculate all the corresponding transport coefficients.

### III. LINEAR-RESPONSE THEORY

In this section, we set up the linear-response theory necessary to derive all the transport coefficients that we discussed in the previous sections. Note that for sufficiently strong magnetic fields, the Weyl nodes are gapped out and the value of the critical magnetic field depends on its angle with the vector $\Delta k$ that separates the Weyl nodes [55–57]. Within linear response the magnetic field is small compared to the separation $|\Delta k|$ between the Weyl nodes in momentum space, i.e., $\sqrt{eB/\hbar} \ll |\Delta k|$. The Weyl nodes are therefore not gapped out by the magnetic field in this regime. For a typical value of $|\Delta k| \approx 0.03$ Å$^{-1}$ [4,55], linear response is valid when the magnitude of the magnetic field is $|B| \ll 60$ T. This is, however, an estimate of the order of magnitude and the details of the critical value of the magnetic field are ultimately determined by the band structure of the material of interest [57].

We start by writing the action corresponding to the Hamiltonian Eq. (1) and giving the corresponding Green’s function or propagator. We proceed by deriving the electric, momentum and energy currents using the Hamiltonian and the corresponding action. Subsequently, we discuss how these three currents give rise to nine different current-current correlation functions, of which six are relevant for the response matrices in Eqs. (3), (5), and (11) we set out to calculate. Finally, we derive and give explicit expressions for the antisymmetric part of the current-current correlation functions and discuss how they can be appropriately decomposed. In what follows, we take $\hbar = 1$ and $v_F = 1$, only reinstating $v_F$ in our final results.

#### A. Electronic action and Green’s functions

For calculational purposes it is convenient to combine the two copies of the Hamiltonian from Eq. (1) for the two cones with opposite chirality into a Dirac-like action in terms of the four-component spinor $\psi$, i.e.,

$$S_0[\psi, \bar{\psi}] = \int d^4x \bar{\psi} [-i\Gamma^\mu \partial_\mu - \mu y^0 - \mu_5 y^0 y^5] \psi,$$  \hspace{1cm} (13)
where $\gamma^\mu$ are the usual gamma matrices, $\bar{\psi} = \psi^\dagger \gamma^0$ and $\Gamma^\mu \equiv \gamma^\mu + \gamma^0 \gamma^\mu$ with $\Gamma^0 \equiv (0, t)$ in the inversion-symmetry breaking case and $\Gamma^\mu \equiv \gamma^\mu + \gamma^0 \gamma^\mu t$ in the inversion-symmetric case. The Feynman propagator defined by Eq. (13) is given in momentum space by

$$S_F(k) = i(k_\mu \Gamma^\mu - \mu \gamma^0 - \mu s_\gamma^0 \gamma^0),$$

(14)

where we used the four-vector notation $k^\mu = (\omega, \mathbf{k})$ and introduced the propagator $G_A(k)$ for a single cone with chirality $\pm$. The Matsubara Green’s function associated with the latter is given by

$$G_A(i\omega_n, k) = \frac{1}{2} \sum_{\mu=\pm} \frac{\sigma^0 + \chi \hat{k} \cdot \sigma}{i\omega_n + \mu \delta \pm \delta_{\alpha\beta}k},$$

(15)

in terms of the fermionic Matsubara frequencies $\omega_n = (2n + 1)\pi/\beta$ with $\beta \equiv 1/k_BT$. This is given by $\frac{1}{2} \sum_{\mu=\pm} \frac{\sigma^0 + \chi \hat{k} \cdot \sigma}{i\omega_n + \mu \delta \pm \delta_{\alpha\beta}k}$.

**B. Electric current, energy current, and momentum density**

In order to calculate the coupled response matrices of the Weyl cones, we need to couple the electrons (i) to an external gauge field $A_\mu$, (ii) to a temperature gradient $\nabla T$, and (iii) to the vorticity $\omega$. The first three of these are achieved by applying the minimal-coupling procedure $\partial_\mu \psi \to \partial_\mu \psi + ieA_\mu \psi$ to the action in Eq. (13). This yields a coupling of the form $J_i^\mu A_\mu$, with $J_i^\mu \equiv \bar{\psi} \gamma^\mu \psi$ the electric current density in terms of the previously defined tilt-dependent vertex $\Gamma^\mu$. Secondly, we couple the fermions to a temperature gradient. This was pioneered by Luttinger [58] using a fictitious canonical energy density. Physically, the energy density $\varepsilon(x)$ obeys the conservation law $\partial_t \varepsilon(x) + \nabla \cdot \mathbf{j}_e \equiv \partial_t \varepsilon(x) + \nabla \cdot \sum_k \psi_k^\dagger \gamma^0 \gamma^0 \gamma^0 \gamma^0 \psi_k$, which depends on the tilt via $\Gamma^\mu$. Note that we can also write an expression for $T^{\mu0}$ in terms of only temporal derivatives by imposing the equations of motion. Our expression for $T^{\mu0}$ obeys the conservation law $\partial_t T^{\mu0} + \partial_\mu \delta T^{\mu0} = 0$, which considers the velocity to be a perturbation on the metric, i.e., $\delta g_{\alpha\beta} = v$. This part of the metric then couples to the momentum density $J_\mu^0 \equiv T^{\mu0}$, which obeys the conservation law $\partial_t J_\mu^0 + \partial_\mu T^{\mu0} = 0$.

Finally, we consider how to include a vorticity $\omega = (\nabla \times \mathbf{v})/2$. Giving the electron fluid a nonzero velocity $\mathbf{v}$ is achieved by performing a Galilean transformation on the Hamiltonian Eq. (1): $H_\mu (k) \to H_\mu (k) - k \cdot \mathbf{v}$. Alternatively, to make the connection with the previous discussion, we can consider the vorticity to be a perturbation on the metric, i.e., $\delta g_{\mu\nu} = \nu$. This part of the metric then couples to the momentum density $J_\mu^0 \equiv T^{\mu0}$, which obeys the conservation law $\partial_t J_\mu^0 + \partial_\mu T^{\mu0} = 0$.

**C. Current-current response functions and their decomposition**

Having obtained the coupling between the fermions and the external perturbations, we can integrate out the fermions to arrive at the effective action for the external perturbations. This effective action is quadratic in the external gauge field $A_\mu$ and the fluctuation of the metric $\delta g_{\mu\nu}$. The electric (energy) current now follows in linear response from taking the functional derivative of the effective action with respect to the gauge field (metric fluctuation), leading to

$$J_\mu^e(q) = \Pi_{\alpha\nu}^e(q) A_\nu(q) + \Pi_{\alpha\nu}^m(q) \delta g_{\nu\nu}(q) + \Pi_{\alpha\nu}^{\mu\nu}(q) \delta g_{\mu\nu}(q),$$

(23)

with $a \in \{e, \varepsilon\}$. Note that in a similar manner we can compute the expectation of the momentum density $\langle J_\mu^m(q) \rangle$, which case the index $a$ would be a “$m$.” We focus here, however, on the experimentally more accessible electric and heat current densities.
To ensure causality the response functions $\Pi^{\mu\nu}_{ab}(q)$ are understood to be retarded. They can generically be written as
\[
i\Pi^{\mu\nu}_{ab}(q) = -\int d^4x \mathcal{J}^{\mu}_a(x)\mathcal{J}^{\nu}_b(x)e^{-iq_a(x-y)} = \int d^4k \text{Tr}[\Lambda^{\mu}_a(k, q)\Sigma_F(k + q + \lambda)\Lambda^{\nu}_b(k, q)\Sigma_F(k)], \quad (24)
\]
where we omitted disconnected contributions and contributions from the (energy) magnetization, to which we return later. The electric, momentum, and energy vertices are understood to be retarded. They can generically be written as
\[
d\quad \lambda^{\mu
u}(x)\equiv \frac{1}{2}(\partial\mu + q\nu, \nu\mu)\gamma^0, \quad (25b)
\]
\[
\Lambda^{\mu}_a(k, q) = \frac{1}{2}(k + q)\Gamma^\nu\gamma^\nu\Gamma^\mu + \frac{1}{2}k\Gamma^\mu\gamma^0\Gamma^j. \quad (25c)
\]
From the vertices and Eq. (24), it follows that $\Pi^{\mu\nu}_{ab}(q) = \Pi^{\mu\nu}_{ab}(-q)$, and similarly for other mixed current-current correlators.

The response matrices from Eqs. (3), (5), and (11) can now be derived by focusing on the antisymmetric part of the current-current response functions. Writing out the dependence on $q$ and $t$ explicitly, their antisymmetric part is given by $\Pi^{\mu\nu}_{ab}(\omega, q; t) = \epsilon^{ijk}\Pi^{ij}_{ab}(\omega, q; t)/2$. This antisymmetric part is a vector itself that is spanned by $[27]$ $t$ and $q$. We can therefore decompose the relevant current-current response functions as follows:

\[
i\Pi^{K}_{ee}(\omega, q; t) = \sigma^{\text{CME}}_e q + \sigma^{\text{AHE}}_e \omega t, \quad (26a)
\]
\[
\mathcal{I}^{K}_{ee}(\omega, q; t) = \sigma^{\text{c}}_e q + \sigma^{\text{AHE}}_e T \omega t, \quad (26b)
\]
\[
\mathcal{I}^{K}_{ep}(\omega, q; t) = C_{ep}q + \varepsilon^{\text{THE}}_e \omega t, \quad (26c)
\]
\[
\mathcal{I}^{K}_{ep}(\omega, q; t) = \sigma^{\text{CME}}_e q + 2(\sigma^{\text{CME}}_e - \sigma^{\text{CME}}_e)(q\cdot\hat{t})^2, \quad (26d)
\]
\[
\mathcal{I}^{K}_{ep}(\omega, q; t) = \sigma^{\text{CME}}_e q + 2(\sigma^{\text{CME}}_e - \sigma^{\text{CME}}_e)(q\cdot\hat{t})^2, \quad (26e)
\]

where all transport coefficients are a function of $\omega$ and $q$. A few remarks are in order about these decompositions.

1. In principle, there could be terms proportional to $(q \times t)^k$ present in the decompositions as well. For $a, b \in \{e, \epsilon\}$ we have $\Pi^{K}_{ab}(\omega, q; t) = -\Pi^{K}_{ba}(\omega, -q; -t)$, meaning that such terms are not allowed. The other two correlators do not obey this symmetry and such terms are thus allowed. However, they can be shown to vanish in the long-wavelength limit and we therefore do not consider them here.

2. The last two decompositions do not contain a term proportional to $\omega t^k$ like the first three because $i\Pi^{K}_{ep}(\omega, 0; t) = i\Pi^{K}_{ep}(0, 0; t) = 0$.

3. The first two decompositions do not contain a term proportional to $(q\cdot\hat{t})^k$ because such a term would violate the residual invariance under time-independent gauge transformations that are consistent with our gauge choice $\lambda_0 = 0$, which we use throughout this paper.

4. The term proportional to $C_{ep}$ is of no interest to us because it yields zero upon contracting it with $\epsilon^{ijk}q_jT/i\omega$ to compute the energy current.

Using the decompositions in Eqs. (26a)–(26e), the resulting current densities can easily be derived in linear response from Eq. (23). As the magnetic field is given in momentum space by $B' = i\epsilon^{ijk}q^jA^k$ and the velocity can be written in terms of the vorticity as $v' = \epsilon^{ijk}a_jk^j$, we find, for instance, for the magnetovortical response in the electric current density
\[
\frac{j'}{j} = \Pi^{\mu\nu}_{ee}A^\mu + \Pi^{\nu\nu}_{ee}A^\nu = \sigma^{\text{CME}}_e B + 2\sigma^{\text{CME}}_e \omega \epsilon - 2\epsilon^{ijk}(\sigma^{\text{CME}}_e - \sigma^{\text{CME}}_e)\gamma_i^k \partial_i^j v^j = \sigma^{\text{CME}}_e B + 2\sigma^{\text{CME}}_e (\delta_i^j - \hat{t}_i^{\parallel}\gamma_j^\parallel)\omega \epsilon + 2\sigma^{\text{CME}}_e \gamma_i^{\parallel}\gamma_j^\parallel \omega \epsilon. \quad (27)
\]

Similarly, $\sigma^{\text{CME}}_e$ and $\sigma^{\text{CME}}_e$ can be derived such that the full magnetovortical response matrix from Eq. (5) is obtained once all coefficients in the decompositions in Eqs. (26a), (26d), and (26e) have been calculated.

Using the same procedure we can derive the thermoelectric response matrix in Eq. (11) from the decompositions in Eqs. (26a), (26b), and (26c). However, as explained in the previous section, the coefficients $\sigma^{\text{ANE}}_e$ and $\varepsilon^{\text{THE}}_e$ do not yet constitute the actual anomalous Nernst and thermal Hall transport contributions. To obtain $\sigma^{\text{ANE}}_e$ and $\varepsilon^{\text{THE}}_e$ we need to consider the response of the heat current and not the energy current. In order to calculate the transport coefficients associated with the heat current, we need to obtain the current-current correlators $\langle j^i_b(x)\hat{J}^j_b(y)\rangle$ with $b \in \{e, \epsilon\}$. Using Eq. (4) the corresponding response functions $\Pi^{ij}_{bb}(q)$ are given by linear combinations of the decompositions in Eqs. (26a)–(26e), i.e.,
\[
\Pi^{ij}_{bb}(q) = \Pi^{ij}_{bb}(q) + \sum_{\chi = \pm \frac{1}{2}} \frac{\mu_{c}}{e} \Pi^{ij}_{eb}(q), \quad (28)
\]
where $\Pi^{ij}_{eb}(q)$ is the contribution of the cone with chirality $\chi$ to $\Pi^{ij}_{eb}(q)$.

Besides making this linear combination, for the thermoelectric coefficients we also need to subtract the superfluous contribution coming from the rotating currents due to the heat and electric orbital magnetizations $M^{\text{orb}}_e$ and $M^{\text{orb}}_\epsilon$, respectively. We show in Sec. VA how these contributions naturally occur as diamagnetic-like contributions to the effective action and compute them explicitly.

**D. Explicit expressions for the current-current response functions**

As an example, let us consider the computation of $i\Pi^{K}_{ep}(\omega, q; t)$ in some more detail. All other current-current correlators can be computed in a similar manner, albeit in terms of lengthier expressions. Upon restricting to spatial indices and going from real to imaginary time, we find, using Eq. (24) and the vertices in Eqs. (25a) and (25b),
\[
i\Pi^{K}_{ep}(i\omega_n, q; t) = -\frac{ie}{2\beta} \sum_{\chi, x, y_n} \chi \left\{ \int_k [(2k^j + q^j)\text{Tr}[\sigma^j + \chi t_x^j] \times G_x(i\omega_n + i\omega_n, \bar{k} + q)G_x(i\omega_n, \bar{k}) \right\}. \quad (29)
\]

with $i\omega_n$ an external bosonic Matsubara frequency and $\int_k \equiv \int d^3k/(2\pi)^3$. Substituting the Matsubara Green’s function from Eq. (15), we perform the trace and Matsubara sum [60] and Wick rotate back to real frequencies to find for the
retarded current-current correlator

\[ i \Pi_{ep}^{ij} (\omega, q, t, k) = -\frac{ie}{4} \sum_{\chi, u, v = \pm} u \int \frac{N_{av}^{\chi}(\omega, q, t, k)}{|k + q|} \times \left[ iv \chi (q \times \hat{k})^j + uv |k + q| \hat{k}^j + k^j \right. \\
\left. + q^j + u (|k| + \hat{k} \cdot q) f_{\chi}(2k^j + q^j) \right]. \tag{30} \]

where we defined the function \[ \chi \]

\[ N_{av}^{\chi}(\omega, q, t, k) \equiv \frac{N_F(e_{xy}k - \mu_\chi) - N_F(e_{xy}k + q - \mu_\chi)}{\omega + e_{xy}k - e_{xy}k + q} \]

\[ = \frac{v N_F(e_{xy}2k - \mu_\chi)}{\omega + e_{xy}k - e_{xy}k + q} - \frac{\omega^+ + e_{xy}k - e_{xy}k + q}{\omega + e_{xy}k - e_{xy}k + q}, \]

with \( N_F(x) \equiv (e^{x} + 1)^{-1} \) the Fermi-Dirac distribution and \( e_{xy}k \) the dispersion relation defined in Eq. (2). In the second step, we used the identity \( N_F(x) = 1 - N_F(-x) \), such that the terms proportional to \( (u - v)/2 \) explicitly represent the contribution from the Dirac sea that yields an ultraviolet divergence when integrated in Eq. (30) over all \( k \). For the first term in Eq. (30), which is proportional to \( \chi \), this divergence is exactly canceled upon carrying out the sum over the two cones. In fact, the first term proportional to \( \chi \) in Eq. (30) is the only one of interest to us, because the other terms do not contribute to the antisymmetric part of the current-current correlation function in the long-wavelength limit. This can be shown by realizing that

\[ N_{av}^\chi(\omega, q, t, k) = N_{av}^\chi(\omega, -q, -t, -k) \]

\[ = \left[ N_{av}^\chi(-\omega, -q, t, k + q) \right]^*. \tag{31} \]

Using these relations to explicitly symmetrize the integrand in Eq. (30) and subsequently going to the long-wavelength limit shows that the last four terms do not contribute in this limit. Therefore we focus on the antisymmetric part of the first term in Eq. (30). In the end, we can write the remaining result as

\[ i \Pi_{av}^{\chi}(\omega, q, t) = \frac{1}{4} \sum_{\chi, u, v = \pm} \chi \int \frac{N_{av}^{\chi}(\omega, q, t, k)f_{av}^{uv}(q, t, k)}{v \chi} \cdot \left( 2k + q \right) \right) \cdot \left( k - k q ) \right) \frac{2|k||k + q|}{|2|}. \tag{32} \]

from which \( N_{av}^\chi(\omega, q, t, k) \) follows by using Eq. (31). When \( u = v = +1 \) we find a Fermi surface (intraparticle) contribution when \( uv = -1 \). In that case, we have

\[ N_{av}^\chi(\omega, q, t, k) \approx \left[ 1 - \frac{\omega}{2v_F|k|} + \frac{q \cdot t}{2k} - \frac{k \cdot q}{2k^2} \right] \times \frac{N_F(\epsilon_{xy}k - \mu_\chi)}{2v_F|k|}. \tag{35} \]

In a similar fashion, we obtain \( f_{av}^{uv}(q, t, k) \) for the other current-current correlators. As they are rather lengthy, we present them in Appendix A. The most important point to note is that \( f_{av}^{uv}(q, t, k) \), \( f_{av}^{uv}(q, t, k) \), and \( f_{av}^{uv}(q, t, k) \) contain terms that do not vanish at \( q = 0 \). It is exactly these terms that lead to \( \sigma_{AHE}^\chi, \sigma_{NHE}^\chi, \) and \( \tilde{\sigma}_e^\chi \) in the decompositions in Eqs. (26a, 26b), and (26c).

Now that we have explained how to obtain and decompose the relevant current-current correlation function, we use them in the next section to calculate the magnetovortical response in several cases of interest.

## IV. ANISOTROPIC MAGNETOVORTICAL TRANSPORT

In order to calculate the magnetovortical effects, we thus need to calculate the contributions in Eqs. (26a–26e) that are linear in \( q_k \). From, e.g., Eq. (33) we see that the current-current response functions contain terms in their integrands that are already explicitly proportional to \( q_k \), but also terms proportional to \( k_q \). The latter types of term give, upon integration, terms proportional to \( q_k \) and \( t_q \). By forming linear combinations of the projections of \( \Pi_{av}^{\chi}(\omega, q, t) \) onto \( q_k \) and \( t_q \) we can extract the part that is proportional to \( q_k \). For instance,

\[ \sigma_{CME}(\omega, q) = \left[ \left( \frac{q_k^2}{|q|^2} - \frac{(q \cdot t)^2}{|q|^4} \right) \right] \times \frac{N_F(\epsilon_{xy}k - \mu_\chi)}{2v_F|k|} \right). \tag{36} \]

and similarly for the other transport coefficients. We will calculate the magnetovortical transport coefficients both in the long-wavelength limit and compute their frequency dependence, starting with the former. It turns out that the magnetovortical transport coefficients are invariant under \( t \to -t \) in the static and homogeneous limits. The same is true for the frequency-dependent conductivities. It thus does not matter in these cases if we consider inversion-symmetry breaking or retaining tilt. We therefore focus on the inversion-symmetry breaking case and use \( t_x = t \) in this section.

### A. Long-wavelength limit

It is well-known that the long-wavelength limit of current-current response functions depends on the order of limits [61]. Therefore we expand the expressions for the current-current response functions for small \( |q| \) and \( \omega \), but keep the fraction \( x \equiv \omega/\epsilon_F |q| \) fixed, such that \( x \to 0 \) corresponds to the static limit and \( x \to \infty \) to the homogeneous, or transport limit. Using this procedure on \( N_{av}^\chi(\omega, q, t, k) \) yields a Fermi sea (intraparticle) contribution when \( uv = -1 \), i.e., at \( T = 0 \) we find

\[ N_{av}^\chi(\omega, q, t, k) \approx \left[ 1 - \frac{\omega}{2v_F|k|} + \frac{q \cdot t}{2k} - \frac{k \cdot q}{2k^2} \right] \times \frac{N_F(\epsilon_{xy}k - \mu_\chi)}{2v_F|k|}. \tag{35} \]

from which \( N_{av}^\chi(\omega, q, t, k) \) follows by using Eq. (31). When \( u = v = +1 \) we find a Fermi surface (intraparticle) contribution given by

\[ N_{av}^\chi(\omega, q, t, k) \approx \left[ 1 - \frac{\omega}{2v_F|k|} + \frac{q \cdot t}{2k} - \frac{k \cdot q}{2k^2} \right] \times \frac{N_F(\epsilon_{xy}k - \mu_\chi)}{2v_F|k|}. \tag{35} \]

with \( N_F(x) \) the derivative of the Fermi-Dirac distribution. We thus observe that in the homogeneous limit this last term does not contribute, whereas in the static limit, it does contribute. Finally, we note that at \( T = 0 \) the term with \( u, v = -1 \) yields zero.

Armed with these expansions we calculate the magnetovortical response in the long-wavelength limit. Using the coordinate system illustrated in Fig. 2, we find for the chiral...
FIG. 2. Coordinate system used to calculate the tilt-dependent magnetovortical transport coefficients in the long-wavelength limit. We choose the coordinate system such that the vector \( \mathbf{q} \) (depicted in red) lies along the \( z \) axis and the vector \( \mathbf{t} \) (depicted in blue) in the \( xy \) plane. Therefore \( \mathbf{k} \cdot \mathbf{q} = |\mathbf{k}| \cos \theta \), \( \mathbf{q} \cdot \mathbf{t} = q t \), and \( \mathbf{k} \cdot \mathbf{t} = k(t) \cos \varphi \sin t + t \cos \theta \) with \( \varphi \in [0, 2\pi) \) and \( \theta \in [0, \pi] \).

magnetic conductivities

\[
\sigma^{\text{CME}}(\omega/\nuF|\mathbf{q}|; \mathbf{t}) = \frac{e^2 \mu_5}{2\pi^2}(1 - t^2)W(\omega/\nuF|\mathbf{q}|; \mathbf{t}),
\]

(37a)

\[
\sigma^{\text{CMW}}_r(\omega/\nuF|\mathbf{q}|) = -\frac{e^2 \mu_5}{2\pi^2} [2(1 - t^2)W(\omega/\nuF|\mathbf{q}|; \mathbf{t}) - 1],
\]

(37b)

and similar, but lengthier, expressions for the vortical effects. The function \( W(\omega/\nuF|\mathbf{q}|; \mathbf{t}) \) is given explicitly in Appendix A. In general it depends on the angle between \( \mathbf{q} \) and \( \mathbf{t} \), but in the static and homogeneous limits, it reduces to an angle-independent result given by

\[
W(\omega/\nuF|\mathbf{q}|; \mathbf{t}) = \begin{cases} (1 - t^2)^{-1} & \text{for } \omega/\nuF|\mathbf{q}| \to 0, \\ l(t) & \text{for } \omega/\nuF|\mathbf{q}| \to \infty, \end{cases}
\]

(38)

in terms of the function, cf. Fig. 3,

\[
l(t) = \frac{1}{2t^2} \ln \left( \frac{1+t}{1-t} \right) - \frac{1}{2} \frac{t^2-1}{t}.
\]

(39)

To illustrate its angle-dependence, we show a polar plot of the function \( W(\omega/\nuF|\mathbf{q}|; \mathbf{t}) \) in Fig. 4.

FIG. 3. Plot of the function \( l(t) \) from Eq. (39). It goes to the constant value of \( 1/3 \) for small \( t \) (indicated by the dashed black line) and diverges when \( t \to 1 \), which signals the Lifshitz transition from a type-I to a type-II Weyl cone.

FIG. 4. Polar plot of the function \( W(x; \mathbf{t}) \) from Eq. (38) for \( t = 7/10 \). The radial coordinate is \( x = \omega/\nuF|\mathbf{q}| \) and the angle \( \vartheta \) is defined by \( \mathbf{q} \cdot \mathbf{t} = |\mathbf{q}| \omega \cos \vartheta \). The homogeneous limit is obtained for large radii and becomes angle-independent. Likewise, the static limit is reached for vanishing radii and also becomes angle-independent.

The fact that in the long-wavelength limit the transport properties depend on the tilting direction in a nontrivial way, is of importance for, for instance, the phenomenon of chiral magnetic waves [62,63]. These are massless sound-like excitations in a fluid of chiral fermions. To understand how such excitations occur, we consider local fluctuations of the number densities of \( n_{\pm} \) pertaining to the cone with chirality \( \pm \). Assuming the fluctuations to be small, we may write \( \delta n_{\pm} = \delta n_{\pm}/n_{\pm} \) in the current due to the chiral magnetic effect, with \( n_{\pm} = \partial n_{\pm}/\partial \mu_{\pm} \) the corresponding susceptibilities. Considering the case of zero electric field, there is no chiral anomaly and we find from current conservation that

\[
\left( \partial \pm + \frac{eB_z}{4\pi^2 n_{\pm}} \partial \right) \delta n_{\pm} = 0,
\]

(40)

where we took for simplicity a magnetic field in the \( z \) direction. If the susceptibilities were constant and isotropic, the dispersion relations following from Eq. (40) would read \( \omega_{\pm} = \pm \nuF_{\text{CMW}} q_{\pm} \). With \( \nuF_{\text{CMW}} = eB_z/4\pi^2 n_{\pm} \). The susceptibilities, however, are anisotropic due to the tilting of the cones and in addition have a nontrivial frequency and wave-number dependence. From the density-density response function \( \Pi_{\nu}(\omega, \mathbf{q}; \mathbf{t})/e^2 \), we find for the susceptibilities

\[
\chi_{\nu}(\omega, \mathbf{q}, \mathbf{t}) = -\frac{1}{2} \sum_{\nu,\nu'=\pm} \int \left( 1 + u \frac{|\mathbf{k}|^2 + \mathbf{k} \cdot \mathbf{q}}{|\mathbf{k}||\mathbf{k} + \mathbf{q}|} \right) \\
\times N_\nu(\omega, \mathbf{q}, \mathbf{t}, \mathbf{k}) \\
\times |\mathbf{q}|^{-2} \left( \mathbf{k} \cdot \mathbf{q} + \mathbf{q} \cdot \mathbf{t} N_\nu(\varepsilon + \nuF k - \mu_\omega) \right) \\
\times \omega/\nuF|\mathbf{q}| - \mathbf{q} \cdot \mathbf{t} - \mathbf{k} \cdot \mathbf{q},
\]

(41)

where we used Eq. (36) and reinstated \( \nuF \). The remaining integral can be performed exactly by using the coordinate system of Fig. 2 and yields an analytical result, cf. Appendix A, in terms of the function \( W(x; \mathbf{t}) \). At zero frequency the obtained expression reduces to

\[
\chi_{\nu}(0, \mathbf{q}; \mathbf{t}) = \frac{\mu_5}{2\pi^2(1 - t^2)^2} \frac{\partial n_{\pm}}{\partial \mu_{\pm}},
\]

(42)

as it should. Fourier transforming Eq. (40) and using the result for \( \chi_{\nu}(0, \mathbf{0}; \mathbf{0}) \) to make the resulting equation dimensionless,
The tilting direction. This is what we illustrate in Fig. 5(b) for one value of the dimensionless parameter \(e_B v_F^2 / \mu_2^2\) dependent on the angle tilting the cones is the fact that the dispersion relation becomes this behavior in Fig. 5(a). Another interesting consequence of to become significantly smaller as \(t\) increases. We illustrate this behavior in Fig. 5(a).

The first thing to note from Table I is that the transport coefficients are nonzero in the static limit. In the case of the chiral magnetic conductivity this initially led to the belief that this constituted an equilibrium magnetic-field-driven current [12], which appears to be unphysical as there can be no currents in equilibrium due to the Kohn theorem. The solution to this conundrum lies in the fact that the results in Table I only hold for an energy difference \(\Delta E = 0\) between the Weyl nodes [67,68]. Taking \(\Delta E\) into account amounts to the replacement \(\mu_5 \rightarrow \mu_5 + \Delta E / 2\), leading to the vanishing of the currents in equilibrium since the system is in equilibrium when \(2\mu_5 = -\Delta E\).

Secondly, we note that our results for the vortical effects differ in the static and homogeneous limit from earlier...
TABLE I. Table summarizing the results for the magnetovortical conductivities in the static and homogeneous limit. Note that the chiral magnetic conductivity is equal longitudinal and transverse parts in both limits, meaning that it is isotropic. All results presented here are at \( T = 0 \) and for equal tilt of both cones. As all the tilt-dependent functions used here are invariant under \( t \to -t \), these results hold for both inversion-symmetry breaking and inversion-symmetry retaining tills.

| \( \sigma \)   | type        | correlator | units     | static limit | homogeneous limit |
|--------------|-------------|------------|-----------|--------------|-------------------|
| \( \sigma_{\text{CME}} \) | isotropic   | \( i\Pi_{ee}^l \) | \( \frac{e^2\mu_s}{2\pi^2} \) | 1 | 1 | \( 1 - t^2 \) | \( \frac{1}{3} \) |
| \( \sigma_{\text{CME}} \) | isotropic   | \( i\Pi_{ee}^l \) | \( \frac{e\mu_s}{2\pi^2} \) | -1 | -1 | \( 1 - 2(1 - t^2) \) | \( \frac{1}{3} \) |
| \( \sigma_{\text{CME}} \) | isotropic   | \( i\Pi_{Qe}^l \) | \( \frac{e\mu_s}{2\pi^2} \) | 1 | 1 | | |
| \( \sigma_{\text{CVE}} \) | longitudinal | \( i\Pi_{ep}^l \) | \( \frac{e\mu_s}{2\pi^2} \) | -\( \frac{1}{4} \) | -1 | \( \frac{1}{4} \) | \( \frac{1}{3} \) |
| \( \sigma_{\text{CVE}} \) | transversal  | \( i\Pi_{ep}^l \) | \( \frac{e\mu_s}{2\pi^2} \) | -\( \frac{1}{2} \) | -1 | \( \frac{1}{2} \) | \( \frac{1}{3} \) |
| \( \sigma_{\text{CME}} \) | longitudinal | \( i\Pi_{ep}^l \) | \( \frac{e\mu_s}{2\pi^2} \) | 1 | 1 | \( \frac{1}{4} \) | \( \frac{3}{8} \) |
| \( \sigma_{\text{CME}} \) | transversal  | \( i\Pi_{ep}^l \) | \( \frac{e\mu_s}{2\pi^2} \) | \( \frac{1}{4} \) | \( \frac{1}{3} \) | \( \frac{1}{2} \) | \( \frac{1}{2} \) |
| \( \sigma_{\text{CVE}} \) | longitudinal | \( i\Pi_{Qp}^l \) | \( \frac{e\mu_s}{2\pi^2} \) | -\( \frac{1}{4} \) | -1/2 | \( \frac{1}{4} \) | \( \frac{1}{2} \) |
| \( \sigma_{\text{CVE}} \) | transversal  | \( i\Pi_{Qp}^l \) | \( \frac{e\mu_s}{2\pi^2} \) | -\( \frac{1}{4} \) | -1/2 | \( \frac{1}{4} \) | \( \frac{1}{2} \) |

obtained results for \( t = 0 \) by Landsteiner et al. [33,41]. The reason is that the authors of these references use a different set of currents. We derived the momentum density in Eq. (21) and energy current in Eq. (19) directly from the conservation laws that they obey and the equations of motion of the Dirac field. Landsteiner et al., instead, use the symmetrized energy-momentum tensor as the energy current. This coincides with \( (J_\rho^p + J_\rho^{l'})/2 \) in our definitions. Due to this symmetric definition they find that the chiral vortical conductivity \( \sigma_{\text{CVE}} \) and chiral magnetic energy conductivity \( \sigma_{\text{CME}} \) are the same in the static limit. In Table II, we show that upon taking the appropriate linear combinations, our results coincide at \( t = 0 \) in both the static and the homogeneous limit with those of Landsteiner et al.

TABLE II. Table displaying the results from Landsteiner et al. for the chiral magnetic, chiral vortical and chiral vortical energy conductivity in the static and homogeneous limit [73]. We have \( t = 0 \) and \( T = 0 \) here. We reproduce these results by using the symmetrized energy-momentum tensor, resulting in the linear combination \( i\Pi_{ep}^l \) for the chiral vortical conductivity and \( i\Pi_{ep}^l + 2i\Pi_{Qp}^l \) for the chiral vortical energy conductivity. The latter does not contain a contribution from \( \Pi_{Qe}^l \) because its antisymmetric part vanishes. Note that with the symmetric definition of the energy-momentum tensor the chiral magnetic energy conductivity and chiral vortical conductivity necessarily coincide.

| Result Ref. [73] | units     | stat. lim. | hom. lim. |
|------------------|-----------|------------|-----------|
| CME              | \( e^2\mu_s/2\pi^2 \) | 1          | 1/3       |
| CME-\( \varepsilon \) | \( e\mu_s/2\pi^2 \) | -1         | 0         |
| CVE              | \( e\mu_s/2\pi^2 \) | -1         | 0         |
| CVE-\( \varepsilon \) | \( \mu_s(3\mu^2 + \mu_{\varepsilon}^2)/2\pi^2 \) | 1/3        | 0         |

Thirdly, it is interesting to note that the chiral magnetic conductivities are universal in the static limit, i.e., they do not depend on the tilt of the Weyl cones. The other magnetovortical effects are, however, not universal in the static limit. The former can be understood by considering the Landau levels originating from a tilted Weyl cone. For a magnetic field in the \( z \) direction, the dispersion relation of the chiral lowest Landau level is given by [69]

\[
E_0^J(k_z) = \chi u F(t) \sqrt{1 - t^2} k_z, \quad (44)
\]

under the assumption \( t^2 + t_2^2 + t_3^2 < 1 \). The lowest Landau level is thus still dispersing along the direction of the magnetic field, albeit with a renormalized slope. The higher Landau levels originating from the conduction and valence band each yield a zero net current and the Landau level degeneracy \( eB/2\pi \) is not affected by the tilt. We can therefore obtain the charge current in the static limit from a one-dimensional integral along the \( k_z \) direction, i.e.,

\[
\langle J_z \rangle = -\frac{eB}{2\pi} \sum_{\chi, u = \pm} \int_0^\infty\frac{dk_z}{2\pi} dE_0^J(k_z) F(k_z) N_F(E_0^J(k_z) - u\mu_X) \]

\[
= \frac{eB}{4\pi^2} \sum_{\chi, u = \pm} \chi \int_0^\infty d\varepsilon N_F(\varepsilon - u\mu_X) \frac{e^2\mu_s}{2\pi^2} B, \quad (45)
\]

which yields a universal answer because the density of states exactly cancels the slope of the lowest Landau level that determines the velocity. This also explains why the chiral magnetic energy current density is universal. Indeed, doing a similar calculation as in Eq. (45), we find

\[
\langle J_z \rangle = -\frac{eB}{4\pi^2} \sum_{\chi, u = \pm} \chi \int_0^\infty d\varepsilon N_F(\varepsilon - u\mu_X) \frac{e\mu_s}{2\pi^2} B, \quad (46)
\]
which reproduces the corresponding result in Table I. The overall minus sign in Eq. (46) as compared to Eq. (45) is due to the fact that the energy and charge current density differ by a factor of $-e$. The previous argument likewise clarifies why the chiral vortical conductivity $\sigma_{\text{CME}}$ and the chiral vortical energy conductivity $\sigma_{\text{CVE}}$ depend in the same way on the tilt and only differ a factor of $-e$ in the static limit.

Another convenient framework to understand the universality of the chiral magnetic conductivities, as well as the nonuniversality and angle dependence of the chiral vortical conductivity, is the semiclassical chiral kinetic theory [70–72]. In kinetic theory the semiclassical equation of motion for the velocity of a wave packet in the band $n$ attains a correction in the direction of the magnetic field when the band has a nonzero Berry curvature [46]. This so-called anomalous velocity results in the following simple expression for the chiral magnetic current density, i.e.,

$$
\langle J_x \rangle = -e^2 \sum_{n, \chi = \pm} \int_{\text{B}} [\Omega_{\chi n}(k) \cdot \partial_k \varepsilon_{n \chi k}] \text{N}_{F}(\varepsilon_{n \chi k} - \mu_\chi)B,
$$

(47)

where the Berry curvature $\Omega_{\chi n}(k)$ is given by

$$
\Omega_{\chi n}(k) \equiv \nabla_k \times \langle u_{n \chi k}[\nabla_k u_{n \chi k}] = -\frac{n \chi k}{2|k|^3},
$$

(48)

in terms of the Bloch states $|u_{n \chi k}\rangle$ associated with Eq. (1). Performing the integral in Eq. (47) then simply yields the universal result in Eq. (45). Note that the divergence due to the Dirac sea cancels because of the sum over chiralities.

For the vortical conductivity a similar argument holds. By comparing the minimally coupled Hamiltonian corresponding to Eq. (1), i.e., $H_\chi(k + eA)$, to the Hamiltonian $H_\chi(k) - k \cdot \nu$, it becomes clear that in the isotropic case the velocity $\nu$ acts as an effective vector potential given by $A_{\text{eff}} = -\varepsilon_{\chi n \nu k} v/evF^2$. Taking the rotation on both sides of this relation results in a vorticity that can be described by an effective magnetic field $B_{\text{eff}} = -2\varepsilon_{\chi n \nu k} \omega/evF^2$. In the case of an isotropic single-particle energy, simply substituting this effective magnetic field into Eq. (47) yields

$$
\langle J_x \rangle = \frac{2e}{vF} \sum_{n, \chi = \pm} \int_{\text{B}} [\Omega_{\chi n}(k) \cdot \partial_k \varepsilon_{n \chi k}] \text{N}_{F}(\varepsilon_{n \chi k} - \mu_\chi)\omega
$$

$$
= \frac{-e\mu_\chi 2\omega}{2\pi^2 vF},
$$

(49)

where again the Dirac sea canceled due to the sum over chiralities. The only question that remains to be answered is how the relation $A_{\text{eff}} = -\varepsilon_{\chi n \nu k} v/evF^2$ changes when the dispersion relation is modified by a tilting of the cones. It is clear that in this case the effective gauge field and velocity can be decomposed into components pointing along and perpendicular to the tilting direction. This ultimately leads to a chiral vortical conductivity that has a longitudinal and transverse component, as can also be seen in Table I. Unfortunately, we have not yet been able to find a simple argument for the appropriate effective magnetic field to reproduce the tilt-dependent longitudinal and transversal chiral vortical conductivities obtained from the Kubo formula.

Finally, we note that the results presented in Table I have all been calculated at $T = 0$ because the integrals otherwise cannot be performed exactly for nonzero tilt. In the case of zero tilt, the transport coefficients can be calculated exactly at $T \neq 0$ in the static and homogeneous limit. The result is that $\sigma_{\text{CME}}, \sigma_{\text{CME}}^e$, and $\sigma_{\text{CVE}}$ do not change at nonzero temperature, whereas $\sigma_{\text{CVE}}^e$ attains an additional term proportional to $T^2$ that can be attributed to the mixed gauge-gravitational anomaly [33,67]. It stands to reason that similar behavior will be found when doing a numerical calculation at nonzero temperature that includes tilt of the cones.

### C. Alternating-current response

Having discussed the long-wavelength response in detail, we now turn our attention to the ac magnetovortical response. In order to obtain the non-zero-frequency response of the chiral magnetovortical effects, we extract the parts of the current-current correlators that are proportional to $q^\chi$ and subsequently evaluate the rest in the local limit $q = 0$ while keeping $\omega$ nonzero. In this limit, the contribution from the Fermi surface (intraband) vanishes, as can be seen from Eq. (36), and only the Fermi sea (interband) contribution remains. Note that upon taking the zero-frequency limit in the ac conductivities we obtain in this section, the answers reduce to the homogeneous-limit results presented in Table I.

We start with the frequency dependence of the chiral magnetic effect. Using the procedure outlined above, we find

$$
\sigma_{\text{CME}}(\omega) = -2e^2 vF^2 \sum_{\chi} \chi^2 \int_k \frac{\partial(\varepsilon_{\chi k} - \varepsilon_{+\chi k})}{(\omega + \varepsilon_{-\chi k} - \varepsilon_{+\chi k})^2 - 4vF^2|k|^2}
$$

$$
\times \left[ 1 + \frac{k \cdot \nu}{4vF^2} \right] \frac{|k|^2 - (k \cdot \nu)^2}{(\omega + \varepsilon_{-\chi k} - \varepsilon_{+\chi k})^2 - 4vF^2|k|^2},
$$

(50)

The first term in this expression is proportional to $\omega^2 - vF^2|k|^2$, which can be split into two first-order poles. The second term, however, contains second-order poles. These appear due to the fact that the electric charge current-current correlator, as can be seen from Eq. (24), is not automatically proportional to $q^\chi$ after performing the trace. To obtain the part that is linear in the external wave number, the propagator $S_{F}(k + q)$ has to be expanded in $q$, thereby yielding an additional propagator in the integrand. The chiral magnetic conductivity is thus obtained from the trace over three propagators, which is in fact a triangle diagram. This explains the occurrence of double poles in Eq. (50). The chiral vortical conductivities, contrastingely, are already linear in $q^\chi$, and as can be seen from, e.g., Eq. (33), and therefore in this case no expansion of the propagator is necessary. The vortical conductivities therefore only contain single poles and are not due to a triangle diagram, but rather the more conventional bubble diagram.

Although the integral in Eq. (50) can be performed analytically for nonzero tilt, it is illustrative to first consider the case of zero tilt, for which we find for the real and imaginary parts of the chiral magnetic conductivity [38,73]:

$$
\text{Re}[\sigma_{\text{CME}}(\omega)] = \sum_{\chi, \nu = \pm} \frac{\chi^2 e^2 \mu_\chi}{12 \pi^2} \frac{\mu_\chi}{2\mu_\chi - i\omega},
$$

(51a)

$$
\text{Im}[\sigma_{\text{CME}}(\omega)] = \sum_{\chi, \nu = \pm} \frac{\chi^2 e^2 \omega^2}{48 \pi} \mu_\chi (\omega - 2\mu_\chi),
$$

(51b)
which displays resonances around $\omega = \pm 2\mu_x$. Physically, this is due to the creation of an electron-hole pair by the excitation of a valence electron to the conduction band. Because of Pauli blocking this is for a single cone only possible when the externally applied frequency $\omega$ obeys $|\omega| > 2\mu_+$. Upon subtracting the contributions from both cones, however, the transitions from deep in the Dirac sea, i.e., for $|\omega| > 2\mu_+$ when $\mu_+ > \mu_-$, destructively interfere. The fact that the imaginary part in Eq. (51b) contains delta functions, instead of the more conventional heaviside step functions, is precisely due to the fact that Eq. (50) contains second-order poles, so that the answer is proportional to the derivative of these heaviside functions instead.

Tilting the cones yields four frequency intervals, rather than the four single frequencies $\omega = \pm 2\mu_x$, given by

$$\omega_{\text{min}}(\mu_x) \equiv \frac{2\mu_x}{1 + t} < \omega < \frac{2\mu_x}{1 - t} \equiv \omega_{\text{max}}(\mu_x),$$

(52)

and similarly for negative $\omega$. In what follows we always use values for $\mu_\pm$ and $t$ such that $\omega_{\text{min}}(\mu_+) > \omega_{\text{max}}(\mu_-)$. We thus expect the imaginary part of the chiral magnetic conductivity to be nonzero and finite within the two intervals defined by Eq. (52). Additionally, the real part should still show a resonance, albeit less pronounced than in Eq. (51a). In Fig. 6, we present a graphical illustration of the allowed excitation processes for a pair of tilted cones.

We perform the integral in Eq. (50) by choosing spherical coordinates $(\varphi, \theta, k)$ along the direction of $t$, such that $k \cdot t = kt \cos \theta$. This renders the integral over $\varphi$ trivial. The integral over $k$ can be written as an integral over the energy by employing the changes of variables $y = \cos \theta$ and $s = (1 + ty)v_F k$. The double integral can then be written as a product of an integral over $y$ and one over $s$.

The tilt and frequency-dependent chiral magnetic conductivity

$$\sigma_{\text{CME}}(\omega) = -\sum_{\chi = \pm} \frac{\chi^2 v_F^2}{16\pi^2 t^3} \left[ 2t - L_1(\omega) + (1 - t^2)\omega^2 + 4\mu_x^2 \right] \left[ \frac{\omega}{4\omega\mu_x} L_2(\omega) \right],$$

(53)

where we defined the functions [28]

$$L_1(\omega) = \ln \left( \frac{(\omega^+)^2 - \omega_{\text{max}}^2}{(\omega^+)^2 - \omega_{\text{min}}^2} \right),$$

(54a)
$$L_2(\omega) = \ln \left( \frac{(\omega + \omega_{\text{max}})(\omega + \omega_{\text{min}})}{(\omega^+ + \omega_{\text{max}})(\omega^+ + \omega_{\text{min}})} \right),$$

(54b)
$$L_3(\omega) = \ln \left( 1 - \frac{\omega_{\text{min}}^2}{(\omega^+)^2} \right) + \ln \left( 1 - \frac{\omega_{\text{max}}^2}{(\omega^+)^2} \right),$$

(54c)

and omitted the dependence of $\omega_{\text{min}}/\omega_{\text{max}}$ on the chemical potential for brevity.

We plot the real and imaginary part of $\sigma_{\text{CME}}(\omega)$ as a function of $\omega/\mu_-$ in Fig. 7. For a tilt of $t = 3/10$, we observe the expected behavior in Fig. 7(a): in between $\omega_{\text{min}}(\mu_\pm)$ and $\omega_{\text{max}}(\mu_\pm)$ the chiral magnetic conductivity has an imaginary part, whereas the real part has a resonance that is broader and less steep than for the zero-tilt case. It is interesting to note that the imaginary part goes to zero exactly at $\omega_{\text{min}}(\mu_\pm)$ and $\omega_{\text{max}}(\mu_\pm)$ and is zero in between $\omega_{\text{max}}(\mu_-)$ and $\omega_{\text{min}}(\mu_+)$. The reason can be deduced from Eq. (53): both the function $L_1(\omega)$ and $L_2(\omega)$ contribute to the imaginary part, but exactly at $\omega_{\text{min}}(\mu_\pm)$ and $\omega_{\text{max}}(\mu_\pm)$ the function multiplying $L_2(\omega)$ becomes equal to 1, thereby canceling the contribution from $L_1(\omega)$, which simply comes with a factor of minus one. Hence, tilting the cone renders the chiral magnetic conductivity nonzero and finite, even around $\omega = \pm 2\mu_x$. In Fig. 7(b), we show that upon decreasing the tilt to $r = 3/100$, a very narrow resonance reappears. Clearly the results of (51) are reproduced as $t$ goes to zero.

It is also interesting to note that a very similar calculation for the anomalous Hall effect shows that

$$\sigma_{\text{AHE}}(\omega) = \frac{\sigma_{\text{CME}}(\omega)}{v_F (1 - t^2)},$$

(55)

which only holds if we do not take the topological contribution due to the separation between the Weyl nodes into account and if the cones are tilted in the same direction. As the chiral magnetic conductivity remains nonzero when $t \rightarrow 0$, the above equation seems to imply that the anomalous Hall conductivity also remains nonzero in this limit. However, the anomalous Hall current density does vanish because we defined it proportional to $J_{\text{AHE}}(\omega, q) = \sigma_{\text{AHE}}(\omega, q) \times E$.

We now turn to the frequency dependence of the vortical effects. Following the same procedure, we find for instance for the electric charge current-momentum density correlator

$$i\Pi_{\text{ep}}(\omega, q; t) \approx \frac{e v_F q^j}{4} \sum_{x = \pm} \chi_k \theta(\mu_x - \varepsilon_{s, k}) [K^j - \hat{k}^k \hat{k}'] \times \left[ \frac{1}{\omega^+ - 2v_F |k|} - \frac{1}{\omega^+ + 2v_F |k|} \right].$$

(56)
From this expression we firstly observe one important difference with the chiral magnetic conductivity that we already alluded to before: there are no double poles present. We therefore expect a nonzero imaginary part in between \( \omega/\mu_\pm \). Furthermore, from Eq. (56) it becomes clear that the vortical conductivity is anisotropic. The reason is that the integral over the term proportional to \( \hat{t} k l \) can either yield a contribution proportional to \( \delta_{kl} \), or a contribution proportional to \( \delta^{kl} \), because these are the only symmetric tensors left after taking \( |q| \to 0 \).

The longitudinal and transverse vortical conductivities can also be expressed in terms of the functions \( L_i(\omega) \) defined in (54) and we list the explicit, but lengthy expressions in Appendix B. Here, we instead plot the frequency dependence of the longitudinal and transversal chiral vortical conductivity and chiral vortical energy conductivity in Fig. 8 for \( t = 6/10 \) in (a) and (c) and for \( t = 3/10 \) in (b) and (d). As expected, we observe a nonzero imaginary part on the whole frequency range defined by \( \omega_{\text{min}}(\mu_-) < \omega < \omega_{\text{max}}(\mu_+) \). In addition, both the real and imaginary parts of the longitudinal conductivities are always larger than the transverse counterparts. This can be understood from the integrand in Eq. (56), which contains the transverse projection operator \( \delta_{kl} - k^l k^l \). Because of the relative minus sign in this operator, the contribution of the term proportional to \( k^l k^l \) to the transverse conductivity is negative.

Furthermore, from Fig. 8(d), we note that in the limit of small tilt, the chiral vortical energy conductivity displays a resonance similar to the one for the chiral magnetic effect in Fig. 7(b). Its magnitude, however, is significantly smaller and upon taking the tilt to zero the chiral vortical energy conductivity vanishes. This is consistent with the result obtained in the homogeneous limit in Table I. On the other hand, the small-tilt behavior of the chiral vortical conductivity in Fig. 8(b) is rather different. We observe that for small tilt it saturates to two peaks around \( \omega = 2\mu_\pm \), with a nonzero imaginary part in between. Upon inspecting the frequency behavior of the chiral magnetic energy conductivity, we find exactly the same behavior, but with an opposite sign. Adding both contributions, which is equivalent to using a symmetrized version of the energy-momentum tensor, thus yields zero for all frequencies, except at \( \omega = 0 \). This result is consistent with previous work by Landsteiner et al. [73]. These authors use the symmetric energy-momentum tensor, a combination of Ward identities and rotational symmetry to show that only at \( \omega = 0 \) there is a nonzero vortical response in the electric current. Physically, this means that all interband transitions are forbidden in their case. The situation in our case is different for two reasons: (1) we use a different set of currents and (2) rotational symmetry is broken by the tilting of the cones. We therefore have nontrivial frequency dependence for the magnetovortical conductivities.

Before we turn our attention to the thermoelectric transport of tilted Weyl cones, let us summarize the main findings of this section. We started by calculating the long-wavelength response of the magnetovortical conductivities. The anisotropy introduced by the tilting of the cones led to an anisotropic velocity of the chiral magnetic waves. Subsequently we considered two specific cases of the long-wavelength limit: the static and the homogeneous limits, and listed all magnetovortical conductivities in Table I. We found that the chiral magnetic conductivities remains isotropic, whereas the vortical conductivities attain a transverse and longitudinal part. Moreover, the chiral magnetic conductivities turned out to be tilt-independent, or universal, in the static limit, which we managed to explain based on exact quantum and semiclasical arguments. Finally, we focused on the ac magnetovortical response, finding rather different behavior for the vortical and magnetic conductivities. We explained how this ultimately is due to the fact that the chiral magnetic effect is determined by a triangle diagram, whereas the chiral vortical conductivities follow from a bubble diagram.

V. ELECTRONIC AND THERMAL TRANSPORT

We now turn to the coupled off-diagonal thermoelectric transport from tilted Weyl cones as described by Eq. (11). Some of the results we discuss have already been presented.
In (a) and (b), we plot the anisotropic chiral vortical conductivity, normalized on $-e\mu_2/4\pi^2$ and in (c) and (d), the anisotropic chiral vortical energy conductivity, normalized on $\mu_3/4\pi^2$, both as a function of $\omega/\mu_\perp$. In (a), we plot both $\sigma_{\text{CVE}}^\perp$ and $\sigma_{\text{CVE}}^\parallel$ for $t = 6/10$ and $\mu_+/\mu_- = 3$. The vertical dashed lines indicate the positions of $\omega_{\text{min}}(\mu_\pm)$ and $\omega_{\text{max}}(\mu_\pm)$. The horizontal dashed lines indicate the zero-frequency limiting values, given by the values listed in Table I, multiplied by an additional factor of $(\mu_3^2/\mu_\perp^2 - 1)$ for the chiral vortical conductivity and a factor of $(\mu_3^3/\mu_\perp^3 - 1)$ for the chiral vortical energy conductivity, both of which are due to the normalization used in these plots. In (b), we plot only $\sigma_{\text{CVE}}^\parallel$ for $t = 3/100$ because the difference with $\sigma_{\text{CVE}}^\perp$ is very small. In (c) and (d), we do the same for the chiral vortical energy conductivity.

by Bardarson et al. [26]. These authors circumvent the need to subtract the superfluous contributions coming from unobservable, circulating currents of the form $\nabla \times M_{\text{orb}e}/Q$, with $M_{\text{orb}e}$ ($M_{\text{orb}Q}$) the electric (heat) orbital magnetization density. In order to do this, they first calculate the anomalous Hall conductivity $\sigma_{\text{AHE}}$, which does not require any subtractions. Subsequently they use the Mott relation and Wiedemann-Franz law to calculate $\alpha_{\text{ANE}}$ and $k_{\text{THE}}$ from $\sigma_{\text{AHE}}$.

Instead, we discuss here how these orbital magnetizations arise naturally as diamagnetic-like terms when performing linear response theory in the presence of a temperature gradient. We then calculate $M_{\text{orb}e}$ and $M_{\text{orb}Q}$ microscopically and explicitly subtract them from the currents coming from the Kubo formula to yield the transport currents [45]. Finally, we discuss how the answers for the transport coefficients differ when considering inversion-symmetric or inversion-symmetry breaking tilt and discuss the consequences of a nonzero chiral chemical potential $\mu_5$.

A. Magnetization contributions

To see that magnetization contributions occur as diamagnetic-like terms when performing linear response theory in the presence of a temperature gradient, consider an imaginary time action that contains a coupling between the electric current density $J_i^e(x, \tau)$ and an external vector potential $A'(x, \tau)$, i.e.,

$$S_{\text{coup.}} = \int dx \int_0^{\beta} d\tau A_i(x, \tau) J_i^e(x, \tau),$$

with $\beta = 1/k_B T$ in terms of the temperature $T$. Performing linear-response theory with this action shows that the first order contribution to the effective action for the gauge potential vanishes, because in equilibrium $\langle J_i^e(x, \tau) \rangle_0 = 0$. The contribution at second order, on the other hand, is nonzero and yields the current-current response functions we discussed in Sec. III C.

The situation changes if we now include temperature variations by writing $T(x) = T + \delta T(x)$. This causes the upper boundary of the integral over imaginary time in Eq. (57) to depend on the position. We can remove this position-dependence from the integration boundary by introducing a new imaginary time coordinate with the transformation $\tau \rightarrow \tau/(1 + \delta T(x)/T)$. Assuming small temperature variations, we find

$$S_{\text{coup.}} \approx \int dx \int_0^{\beta} d\tau \left(1 - \frac{\delta T(x)}{T}\right) A_i(x, \tau) J_i^e(x, \tau),$$
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where we expanded in $\delta T(x)/T$. Writing $\delta T(x) = \chi^i\partial_i T(x)$ and using from Eq. (17) that $\delta g_{\alpha 0} = -e\sim T\partial_i T/\hbar i\omega T$, we can write the second term in Eq. (58) as

$$\delta S_{\text{coup.}} \simeq \int dx \int_0^\beta d\tau A_\alpha(x,\tau) \chi^i \delta g_{\alpha 0}(x,\tau), \quad (59)$$

where the dot on $\delta g_{\alpha 0}$ denotes an imaginary time derivative. If we now use Eq. (59) to calculate the effective action of the gauge field in linear-response theory, we obtain a quadratic contribution already at first order. This diamagnetic-like term exactly constitutes a contribution due to the orbital magnetization, the heat orbital magnetization can be recognized as a contribution coming from the definition for the magnetization density due to a current density $J_\alpha(x)$, i.e.,

$$M^\text{orb}_\alpha = \frac{1}{2\pi^2} \int dx \langle \mathbf{x} \times J_\alpha(x) \rangle_0, \quad (60)$$

which implies that $\langle J_i^\alpha(x,\tau) \rangle_0 \propto e^{ij} M^\text{orb}$. A similar line of reasoning can be followed when starting from an action like Eq. (57) with the coupling $\delta g_{\alpha 0}$. We find

$$\delta S_{\text{coup.}} \simeq \int dx \int_0^\beta d\tau \delta g_{\alpha 0}(x,\tau) J_i^\alpha(x,\tau) \chi^i \delta g_{\alpha 0}(x,\tau), \quad (61)$$

which can be recognized as a contribution coming from the so-called energy magnetization density, that is defined by replacing the electric current density in Eq. (62) by the energy current density, i.e.,

$$M^\text{e}_\alpha = \frac{1}{2\pi^2} \int dx \langle \mathbf{x} \times J_\alpha(x) \rangle_0. \quad (62)$$

As we only considered the contributions to the currents due to the current-current correlators in Sec. III C, we need to add the diamagnetic-like contributions coming from the (heat) orbital magnetization. These contributions are only nonzero in the case of broken time-reversal symmetry. In our case, this is provided for by the tilting direction $t$. As we shall see, the magnetization densities point in the opposite direction of the tilt.

**B. Orbital magnetization due to tilted cones**

A convenient way to calculate the (heat) orbital magnetization is by expressing them in terms of Bloch wave functions [74]. This follows from the semiclassical theory of Bloch electron dynamics, in which electrons can be described as wave packets that are constructed by forming a superposition of the Bloch states of a band [46]. Such a wave packet has a nonzero spread in real space, such that it can rotate around its center of mass, leading to an orbital magnetic moment. For a band with Bloch wave function $|u_\alpha k\rangle$ and energy $\epsilon_{nk}$, the orbital magnetic moment is given by $e m_n^{(1)}(k)$, with [75]

$$m_n^{(1)}(k) = -\frac{e}{2} (\partial_k u_\alpha k | (\partial_x (k - \epsilon_{nk})^\dagger \partial_y u_\alpha k), \quad (63)$$

An explicit calculation for the two-band model from Eq. (1) yields for a cone with chirality $\chi_n m_n^{(1)}(k) = -e\hbar v_F \chi_n k^2/2|k|^2$. Similar to the way in which microscopic spins add up to form a macroscopic magnetization of a material, the orbital magnetic moment contributes to the macroscopic orbital magnetization $M^\text{orb}_Q$. However, besides the contribution of the orbital magnetic moment, there is also a contribution from the center-of-mass motion of the wave packet. The total temperature-dependent orbital magnetization density can therefore be expressed as [46]

$$M_Q^\text{orb} = \sum_{n,x=\pm} \int_k \left[ e m_n^{(1)}(k) N_F(\epsilon_{nk} - \mu_x) + e\hbar T \Omega_{nk}(k) \right] \times \ln(1 + e^{-\beta(\epsilon_{nk} - \mu_x)})], \quad (64)$$

In this expression, the first term is simply a thermodynamic average over the orbital magnetic moments and thus ultimately due to the self-rotation of the wave packet, whereas the second term is due to the center-of-mass motion of the wave packet.

Recall that the Weyl nodes in our model are located at the same position in momentum space, because we are interested in intrinsic contributions to the various conductivities, as opposed to topological contributions. Therefore the only vector that contributes to $M_Q^\text{orb}$ is the tilting direction $t$, such that we can write $M_Q^\text{orb} = M_Q^{\text{orb}}t$. We perform the integral in Eq. (64) by going to spherical coordinates and subtract the Dirac sea, yielding

$$M_Q^\text{orb} = -\frac{e}{8\pi^2 v_F} \sum_{\chi=\pm} \frac{\chi^i}{(1 - t^2)^2} \left[ \mu_x^2 + \frac{\pi^2 k_F^2 T^2}{3} \right] \equiv \sum_{\chi=\pm} M_Q^{\text{orb}_\chi t}. \quad (65)$$

In a completely similar fashion we calculate the circulating contribution in the heat current. Analogously to the electric orbital magnetization, the heat orbital magnetization can be expressed as [54]

$$M_Q^\text{orb} = \sum_{n,x=\pm} \int_k \Omega_{nk}(k) \int_0^{\epsilon_{nk} - \mu_x} dx x N_F(x) - \int_k \left[ (\epsilon_{nk} - \mu_x) m_n^{(2)}(k) + e\hbar T \Omega_{nk}(k)/4 \right] N_F(\epsilon_{nk} - \mu_x). \quad (66)$$

Using Eq. (63), we find $m_n^{(2)}(k) = n\chi v_F k/|k|$. Again writing $M_Q^\text{orb} = M_Q^{\text{orb}_Q t}$ we then find for the finite contribution to the heat orbital magnetization density

$$M_Q^\text{orb} = -\sum_{\chi=\pm} \frac{\chi \hbar v_F [2 - t^2] \mu_x^2 + r^2 \pi^2 k_F^2 T^2]}{24\pi^2 (1 - t^2)^2 v_F} \equiv \sum_{\chi=\pm} M_Q^{\text{orb}_Q t}. \quad (67)$$

The heat orbital magnetization $M_Q$ leads to a circulating heat current of the form $J_Q = \nabla \times M_Q$. This can only be observed if the heat current is measured locally, which is very hard experimentally. The local orbital magnetization is in principle more easily accessible experimentally. Nevertheless, in this paper we focus in both cases on the total transport currents, which are obtained after subtracting the contribution of the orbital magnetizations.

Now that we have explicitly calculated the diamagnetic-like orbital magnetization contributions due to the tilting of the cones, we calculate the contributions to the current coming from the current-current response functions.
C. Electric, energy, and mixed current-current correlators

We start by considering the current-current response functions $\Pi^\alpha_{\mu}(\omega, q; t)$, $\Pi^\alpha_{\mu}(\omega, q; t)$, and $\Pi^\alpha_{\mu}(\omega, q; t)$ that describe the linear response of the electric and energy currents. Once we have the corresponding transport coefficients, the response for the electric and heat current density can then be obtained by using the relation $\langle J_\alpha \rangle = \sum_{\chi=\pm} \frac{1}{\pi} \int d\omega \, \frac{\Pi^\alpha_{\mu}(\omega, q; t)}{2\epsilon^2 + \Pi_{\mu}(\omega) + (\mu_x e) \Pi_{\mu}(\omega)}$. In the local, i.e., $q = 0$, limit, we find using Eq. (32) together with Eqs. (A2)–(A4),

$$\frac{i \Pi^h_{\mu}(\omega, 0; t)}{2\omega}$ = $\sum_{\chi, \mu, \nu = \pm} \frac{1}{\pi} \int d\omega \, \frac{h^k_{\mu}(k, t_x) N_{\mu}(\mu_x + \epsilon)}{(\omega^2)^2 - 4\epsilon^2 |k|^2},$$

with $h^k_{\mu}(k, t_x) = e^2 k^\alpha k$, $h^k_{\nu}(k, t_x) = -e_v(k \cdot t) k^\nu$, and $h^k_{\nu}(k, t_x) v^2 (k \cdot t)^2 k$. The integrals above have to be proportional to $t$, as there is no other vector left. The anomalous Hall conductivity thus follows from $\sigma^\text{AHE}(\omega) = i \Pi^h_{\mu}(\omega, 0; t) n_{\mu}/\omega^2$. Similarly, we define $\sigma^\text{ANE}(\omega) = i \Pi^h_{\mu}(\omega, 0; t) n_{\mu}/\omega^2$ and $\kappa^\text{THE}(\omega) = i \Pi^h_{\mu}(\omega, 0; t) n_{\mu}/\omega^2$, where the subscript ‘$\text{e}$’ refers to the fact that these linear-response coefficients are for the coupled electric and energy current response and do not contain the magnetization contributions yet.

To obtain the coefficients $\sigma^\text{AHE}$, $\sigma^\text{ANE}$, and $\kappa^\text{THE}$, we simplify the remaining Hall conductivity by again choosing spherical coordinates along the direction of $t$ like we did to obtain Eq. (53). The angular integrals are then easily performed, whereas the integral over $|k|$ can only be performed analytically in two specific cases: (1) $T = 0$ for all $\omega$ and (2) $\omega = 0$ for all $T$. Here, we focus on the second case because we have only obtained the magnetizations at zero frequency in the previous section. Defining the integrals

$$I_\epsilon(\mu_x) = \int_0^\infty d\epsilon \, \epsilon^{\mu_x - 1}[N_\epsilon(\epsilon + \mu_x) + (-1)^\mu_x N_\epsilon(\epsilon - \mu_x)],$$

and

$$J_\epsilon(t) = \int_1^\infty \frac{dy}{(1 + ty)^\mu_x},$$

we find for the anomalous Hall conductivity

$$\sigma^\text{AHE} = \sum_{\chi, \mu, \nu = \pm} \frac{1}{\pi} \int d\omega \, \frac{h^k_{\mu}(k, t_x) N_{\mu}(\mu_x + \epsilon)}{(\omega^2)^2 - 4\epsilon^2 |k|^2},$$

and finally for $\kappa^\text{THE}$

$$\kappa^\text{THE}_x = \sum_{\chi, \mu, \nu = \pm} \frac{1}{\pi} \int d\omega \, \frac{h^k_{\mu}(k, t_x) N_{\mu}(\mu_x + \epsilon)}{(\omega^2)^2 - 4\epsilon^2 |k|^2}.$$
where we also reinstated $\hbar$. From the expression above it is clear that $k_{\text{THE}}$ is only nonzero within our simple model when either inversion symmetry is broken and there is a chiral imbalance $\mu_5$, or when inversion symmetry is retained and there is a nonzero chemical potential $\mu$. In the latter case we find for the thermal Hall coefficient from Eq. (12),

$$k_{\text{THE}} = \frac{l(t)\mu k_B^2 T}{6\pi e^2 h^2 \left[1 - \frac{1}{3} \frac{k_B^2 T^2}{\mu^2}\right]},$$

(77)

In the low-temperature limit $k_B T/\mu \ll 1$ the second term is negligible and $k_{\text{THE}}$ reduces to previously obtained results [26]. Additionally, we observe that in this limit the Wiedemann-Franz law

$$k_{\text{THE}} = \frac{\pi^2 k_B^2}{3e^2} T \sigma^{\text{AHE}},$$

(78)

for the off-diagonal transport coefficients, is obeyed.

**VI. CONCLUSION AND DISCUSSION**

In this paper, we have investigated the off-diagonal linear response of a pair of tilted Weyl cones, when subjected to a temperature gradient, electric field, magnetic field, and vorticity. We focused on the electronic contributions to the electric and heat current densities and neglected contributions from, e.g., phonons. As the off-diagonal response is inherently dissipationless, we considered a clean system without disorder. In addition, we neglected the influence of Coulomb interactions among the Weyl fermions. Finally, to preserve clarity, we concentrated on the tilt dependence and did not take the well-known topological contribution to the anomalous Hall and thermal Hall effect into account by taking the momentum-space separation between the Weyl nodes equal to zero. Under these assumptions, we performed linear-response theory and calculated the appropriate current-current response functions. As the off-diagonal response is determined by their antisymmetric part, we explicitly showed how this part of the current-current response functions can be decomposed in terms of the tilting direction and the external wave number.

In the case of the chiral magnetic conductivities, we found that the response remains isotropic when considering tilted cones. In the static limit, these conductivities even remain universal, which can be attributed to the chiral anomaly. In the homogenous or transport limit, on the other hand, the conductivities are renormalized. The situation turned out to be very different for the vortical conductivities: these are generically anisotropic and can be decomposed into a component longitudinal and transverse to the tilting direction. The corresponding longitudinal and transverse chiral vortical conductivities have different values in the static and homogeneous limit as well, but are always tilt-dependent and thus never universal.

To verify our results coming from the Kubo formalism, we used a combination of exact quantum and semiclassical arguments, thereby explaining the universality of the chiral magnetic conductivities. In the case of the anisotropic vortical conductivities we argued that already simple integrals over the anomalous velocity due to a nonzero Berry curvature, necessarily become anisotropic when including a tilting direction. We were, however, not able to simply explain the appropriate expressions for the effective magnetic field due to vorticity in the case of nonzero tilt and plan to investigate this in future work.

Moreover, we calculated the magnetovortical transport coefficients and the susceptibility not only in the static and homogeneous limits, but also in the more general long-wavelength limit. This turned out to be another source of anisotropy, as the results depend on the angle between the tilting direction and the external wave number. To illustrate the effect of this anisotropy we computed the dispersion relation of the chiral magnetic wave using the long-wavelength result for the susceptibility. Interestingly, we found that there is a significant dependence of the chiral wave velocity on the angle between the external magnetic field and the tilting direction. Next to this angle-dependence, we showed that the wave becomes soft when the tilt of the cone becomes too large, signaling the Lifshitz transition from a type-I to a type-II Weyl cone. For zero tilt, however, we found that using simply the static-limit result for the susceptibility is a rather good approximation.

In addition, we showed that also the frequency dependence of the chiral magnetic and the chiral vortical conductivities is very different indeed. The ac chiral magnetic conductivity is unusual in the sense that at zero tilt, its imaginary part is given by delta functions centered around $\omega = \pm 2 \mu_\perp$. Ultimately this is due to the fact that in order to obtain the part of the electric current-current response function that is linear in the external wave number, we needed to expand a propagator, thereby turning the bubble diagram into a triangle diagram. For a nonzero tilt, however, the imaginary part attains a finite height and width. The behavior of the ac vortical conductivities was rather different, as the appurtenant current-current response functions were already linear in the external wave number. The imaginary part is therefore determined by the more usual Heaviside step functions and is finite both for zero and nonzero tilt.

In the last part of this paper, we concentrated on the off-diagonal thermoelectric transport and elucidated how magnetization contributions to the current occur as diamagnetic-like contributions. Subsequently, we obtained the contribution from the magnetization explicitly by performing a microscopic calculation. As it turns out, the magnetizations are always pointing in the opposite direction of the tilting direction. Having obtained the magnetizations explicitly, we subtracted them to find the transport linear-response coefficients. We found it an illustrative exercise to do this explicitly and it would be interesting to investigate how this scheme can be extended to nonzero frequencies. An important difference with the magnetovortical coefficients turned out to be that the thermoelectric coefficients are odd functions of the tilting direction, whereas the former are even functions of the tilting direction. The magnetovortical coefficients therefore do not depend on whether the tilt breaks inversion symmetry or not. Contrastingly, in the case of the thermoelectric coefficients, the anomalous Hall and thermal Hall effect are only nonzero in the case of broken inversion symmetry if there is a chiral imbalance. The anomalous Nernst effect is only nonzero when inversion symmetry is retained.

It is insightful to estimate the size of some of the conductivities, and corresponding conductances, that we calculated...
in this paper. By virtue of the chiral anomaly [76], a chiral imbalance on the order of \( \mu_5 \approx 10 \text{ meV} \) can be achieved by applying a magnetic field of 1 mT and an electric field of 10\(^4\) V/m. If we then consider the chiral magnetic effect in the homogeneous limit with Weyl cones that are not tilted, we find a resulting current density \( J_{\text{CME}} \approx 6 \times 10^4 \text{ A/m}^2 \). Alternatively, the corresponding dimensionless conductance for a cubic Weyl semimetal of

we estimate from Eq. (71) the current density coming from the anomalous Hall effect to be \( J_{\text{AHE}} \approx 6 \times 10^5 \text{ A/m}^2 \). The corresponding dimensionless conductance is given by \( G_{\text{AHE}}/G_0 = h \lambda_\sigma J_{\text{AHE}}/2e^2 \approx (1 \times 10^6 \text{ m}^{-1})L \).

Finally, for future research, it would interesting to investigate the influence of disorder and Coulomb interactions on the magnetovortical conductivities, which has already been explored for the chiral magnetic conductivity [77].
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Finally, the explicit expression for the susceptibility in the long-wavelength limit from Eq. (41) can also be expressed in terms of $W(x;t)$ in the following way:

$$
\chi_{mm}^\pm(x, 0; t) = \frac{\mu_\pm^2}{4\pi^2 v_F^3} \left[ t_1^2 - t_2^2 \left( 2 + t^2 - 3t_1^2 \right) + \frac{2\chi^2}{1 - (x - \tau)^2} \right] W(x; t) .
$$

(A7)

Two useful limiting cases for $\chi_{mn}^\pm(x, 0; t)$ are

$$
\lim_{t \to 0} \chi_{mn}^\pm(x, 0; t) = \frac{\mu_\pm^2}{2\pi^2 v_F^3} \left[ 1 - \frac{x}{2} \ln \left( \frac{x + 1}{x - 1} \right) \right].
$$

(A8)

which we used in Eq. (42), and

$$
\lim_{t \to 0} \chi_{mn}^\pm(x, 0; t) = \frac{\mu_\pm^2}{2\pi^2 v_F^3} \left[ 1 - \frac{x}{2} \ln \left( \frac{x + 1}{x - 1} \right) \right].
$$

(A9)

### APPENDIX B: FREQUENCY DEPENDENCE MAGNETOVORTICAL CONDUCTIVITIES

Below we list the full frequency dependence of the chiral magnetic and chiral vortical conductivities. They can all be expressed in terms of the functions $L_i(\omega)$ defined in Eqs. (54a)–(54c). We find

$$
\sigma_{\parallel}^\text{CVE} (\omega) = - \sum_{\chi=\pm} \frac{\chi \mu_\chi^2}{48\pi^2 t^2} \left[ \frac{(2 + t^2) t}{1 - t^2} - \frac{(1 + 3t^2) \omega^2 + 12\mu_\chi^2}{16\mu_\chi^2} L_1(\omega) + \frac{3(1 + t^2) \omega^2 + 4\mu_\chi^2}{8\omega \mu_\chi} L_2(\omega) + \frac{\omega^2 t^3}{4\mu_\chi^2} L_3(\omega) \right],
$$

(B1)

$$
\sigma_{\perp}^\text{CVE} (\omega) = \sum_{\chi=\pm} \frac{\chi \mu_\chi^2}{96\pi^2 t^2} \left[ \frac{(2 - 5t^2) t}{1 - t^2} - \frac{(1 - 9t^2) \omega^2 + 12\mu_\chi^2}{16\mu_\chi^2} L_1(\omega) + \frac{3(1 - 3t^2) \omega^2 + 4\mu_\chi^2}{8\omega \mu_\chi} L_2(\omega) - \frac{\omega^2 t^3}{2\mu_\chi^2} L_3(\omega) \right],
$$

(B2)

$$
\sigma_{\parallel, \parallel}^\text{CVE} (\omega) = - \sum_{\chi=\pm} \frac{\chi \mu_\chi^2}{64\pi^2 t^2} \left[ \frac{(3t^4 + 14t^2 - 9) t}{3(1 - t^2)} - \frac{(1 + 3t^2) \omega^2}{4\mu_\chi^2} L_1(\omega) - \frac{(1 + t^2) \omega^2 + 4\mu_\chi^2}{4\mu_\chi^2} L_2(\omega) \right]
$$

(B3)

$$
\sigma_{\parallel, \perp}^\text{CVE} (\omega) = - \sum_{\chi=\pm} \frac{\chi \mu_\chi^2}{128\pi^2 t^2} \left[ \frac{(9 - 14t^2 + 13t^4) t}{3(1 - t^2)} + \frac{(1 - 5t^2) \omega^2}{4\mu_\chi^2} L_1(\omega) - \frac{(1 - 3t^2) \omega^2 + 4\mu_\chi^2}{4\mu_\chi^2} L_2(\omega) \right] + \frac{(1 - 6t^2 + 5t^4) \omega^2}{32\omega \mu_\chi^2} \mu_\chi^2 L_2(\omega) + \frac{24(1 - t^2) \omega^2 \mu_\chi^2 + 16\mu_\chi^2}{128\pi^2 t^2} L_2(\omega),
$$

(B4)

$$
\sigma_{\perp, \parallel}^\text{CVE} (\omega) = - \sum_{\chi=\pm} \frac{\chi \mu_\chi^2}{24\pi^2 t^2} \left[ \frac{(t^2 - 4) t}{1 - t^2} + \frac{\omega^2 + 12\mu_\chi^2}{8\mu_\chi^2} \right] L_1(\omega) - \frac{3\omega^2 + 4\mu_\chi^2}{4\omega \mu_\chi} L_2(\omega) - \frac{\omega^2 t^3}{8\mu_\chi^2} L_3(\omega). \right]
$$

(B5)
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