Effect of Fiber Optic Plate on Centroid Locating Accuracy of Monocentric Imager
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Abstract: We propose a method for obtaining the centroid locating accuracy (CLA) of a monocentric imager with a fiber optic plate (FOP) as a relay image transmission element in order to reduce the loss of CLA due to the addition of FOP. We constructed a two-stage image transmission coupling model of spherical focal surface (FOP) image sensor. By analyzing the influences of FOP parameters, including the fill factor and the fiber diameter, and FOP in-plane displacements, including rotation and translation on CLA, the loss of the lowest CLA that the monocentric imager can withstand caused by the addition of the FOP was reduced by 20%.
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1. Introduction

The fiber optic plate (FOP) is a large-area array rigid passive fiber optic image transmission element composed of millions of fibers arranged in a hexagonal shape, with a compact and stable structure. In theory, each fiber optic transmits light independently as a unit without interfering with the others. The output end face of FOP is aligned with the input end face. The FOP thickness is thin; that is, fiber optic transmission channels are short. Therefore, the FOP has lower transmission signal loss, higher transmittance and better image transmission performance. The most important advantage of FOP is that it can achieve one-to-one signal transmission between the input and output end faces of different shapes. According to actual requirements of image surface characteristics, we can prepare the input–output end surface of an FOP as a spherical–planar surface, a planar–spherical surface, a curved–curved surface, a planar–planar surface and other forms.

Engineering practice shows that monocentric imagers have the characteristics of lightweight, miniaturization and larger fields of view for imaging than traditional imaging systems under the same circumstances [1,2]. There is no need to correct the curvature of field when the image quality of the monocentric imager needs be optimized, because the symmetry in a monocentric lens cancels out most of the geometrical aberrations [3]. However, current large-area array image sensors are basically flat and cannot be fully coupled with the spherical focal surface. FOP can solve this problem well. We can prepare the input–output end surface of an FOP as a spherical–planar surface, a planar–spherical surface, a curved–curved surface, a planar–planar surface and other forms.

I. Stamenov’s team at the University of California used the structure of fiber-coupled monocentric lens imaging to develop an ultra-wide-angle 30 Mpixel panoramic imager with a 126° “letterbox” format field of view [2–5]. The research and applications...
of monocentric imagers are currently mainly aimed at the ground-based field, and the research in the space-based field for space target imaging has not been reported yet. In the field of the space-based space target surveillance, the monocentric imagers with FOPs as relay image transmission elements can realize the detection of space targets in a large field of view, and the FOP has the characteristics of miniaturization, reliability, etc., in line with the requirements of the aerospace environment. However, the addition of FOPs will inevitably increase the error of the centroid positioning of the spatial point target. It is of great significance to analyze the influence of FOP on the centroid locating accuracy (CLA) and to reduce the loss of CLA caused by the addition of FOPs by choosing a suitable FOP scheme.

In this paper, according to FOP structural characteristics, we construct a two-stage discrete coupling model of the spherical, focal surface (FOP) image sensor and analyze the influences of FOP parameters, including the fill factor and the fiber diameter, and FOP in-plane displacements, including rotation and translation on CLA. Finally, we get the FOP scheme that can achieve the best CLA.

2. Monocentric Imager with FOPs as Relay Image Transmission Elements

2.1. Fiber Optic Plate Relay Image Transmission Scheme

An FOP’s structural characteristics determine its own image transmission mechanism: a space target is imaged on the imaging focal plane coupled with the FOP input end surface by the monocentric imager front imaging system; each fiber on the incident end surface transmits a pixel independently through its own optical fiber channel; that is, the FOP divides the signal into millions of pixels arranged in a honeycomb [6]; each divided signal is transmitted separately along its own channel and finally imaged on an image sensor coupled with the FOP exit end surface [7,8]. This method of using FOP to achieve inter-stage coupling is called the fiber optic plate relay image transmission (FOPRIT) scheme (see Figure 1). In some complex optical system structures, this scheme can greatly reduce the size of entire imaging system, can replace the traditional relay imaging scheme and has an otherwise unattainable advantage.

![Figure 1. The two-stage discrete coupling model of a spherical focal surface (fiber optic plate—FOP) image sensor, establishing a rectangular coordinate system O-xy on the spherical focal surface and setting the centroid position of the imaging spot to (x₀, y₀); establishing a rectangular coordinate system O’-x’y’ on the FOP exit end surface and setting the centroid position of the imaging spot to (x₀’, y₀’); establishing a rectangular coordinate system O’’-x’y’’ on the image sensor surface and setting the centroid position of the imaging spot to (x₀’’, y₀’’).](image-url)
2.2. Periodic Translation of the Imaging Spot

In the field of the space-based space target surveillance, the use of FOPRIT scheme can realize the detection of space targets in a large field of view. A distant space target is imaged as a diffuse spot by a monocentric imager. However, the diffuse spot is not a large target on the entire image, and usually only a few image sensor pixels can receive all the energy. We cannot determine the precise position of the space target, and then cannot identify and locate the space target, which affects the measurement accuracy of the monocentric imager. We note that the position of the space target imaged on the image sensor is random, and the position of the same space target imaged on the image sensor at different times is also different. As image sensor pixels are arranged in a regular square lattice, the centroid locating error of the imaging spot is same as the centroid locating error of the imaging spot after being translated by one image sensor pixel; that is, the translation period of the imaging spot is one image sensor pixel. We call this process the periodic translation of imaging spot (PTOIS) (see Figure 2). We note that the selection of the relative initial position between the imaging spot and the image sensor pixel has no effect on the PTOIS simulation. For the convenience of observation, we take the intersection of the imaging spot center and a certain image sensor pixel center as the relative initial position. It is meaningless to simulate and analyze the situation of the centroid location of the imaging spot on a certain instantaneous position. Only by analyzing the periodic translation of the imaging spot can we get the most referential and accurate conclusion.

![Figure 2](image-url)  
*Figure 2. Whether in $x''$ or $y''$ direction, the centroid position of the imaging spot is the same as the centroid position of the imaging spot after being translated by one image sensor pixel. $S_1$ is the initial imaging spot, $S_2$ is the imaging spot over one periodic translation and $T$ is the translation period of the imaging spot.*

3. Materials and Methods

3.1. Evaluation Standard of Centroid Locating Accuracy

Moreover, in the aerospace field, image processing is more complicated, and star image processing can only be done with traditional methods. We use centroid method to solve the centroid location of the spatial target. The centroid method is a centroid location algorithm with the pixel intensity value as the weight [9,10]. Assuming that only one target is imaged on the sensor (see Figure 1), the intensity value of any pixel whose coordinate is
(x'', y'') on the image sensor is I''(x'', y''). The centroid coordinate (x'_0, y'_0) of the imaging spot calculated by centroid method can be obtained from:

\[
x'_0 = \frac{\sum \sum I''(x'', y'') x''}{I''(x'', y'')}, \quad y'_0 = \frac{\sum \sum I''(x'', y'') y''}{I''(x'', y'')}
\]

(1)

We set the ideal coordinate of the space target to (x_0, y_0) and set the distance difference between the ideal position of the space target and the centroid position of the imaging spot to the centroid locating error (CLE) which can be expressed by:

\[
CLE = \sqrt{(x'_0 - x_0)^2 + (y'_0 - y_0)^2}
\]

(2)

We use centroid locating error standard deviation (CLESD) to quantitatively describe the CLA of a space target. CLESD is defined as:

\[
\mu = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} CLE_{ij},
\]

(3)

\[
CLESD = \sqrt{\frac{1}{MN - 1} \sum_{i=1}^{M} \sum_{j=1}^{N} (CLE_{ij} - \mu)^2},
\]

(4)

where CLE_{ij} is the CLE when the imaging spot is translated i times in the x direction and j times in the y direction. \(\mu\) is the average value of CLE. M is the total number of imaging spot translations in the x direction and N is the total number of imaging spot translations in the y direction. CLESD is comprehensive and objective. It is not an evaluation standard for the instantaneous imaging of a certain space target, but an evaluation standard based on comprehensive consideration of dynamic imaging of multiple space targets that can be detected by the monocentric imager.

When M = N and \(L_M = L_N = 1\) pixel, CLESD can be used to quantitatively evaluate the CLA of the PTOIS process, where \(L_M\) is the distance when the imaging spot is translated M times in x direction and \(L_N\) is the distance when the imaging spot is translated N times in y direction. The lower the CLESD, the higher the CLA.

3.2. Defocusing of Imaging Spots

As we mentioned earlier, the imaging spot is not a large target on the entire image, and we only need a few image sensor pixels to receive the signal of the entire imaging spot. The CLE calculated directly by the centroid method is relatively large, so we have to defocus the imaging spot before obtaining the centroid position of the imaging spot in order to obtain more details of the edge of the imaging spot and more accurate CLE. Strictly speaking, defocus is not considered a kind of aberration, but its result is devastating. If the receiving surface is not at the paraxial focal plane, then the geometrically enlarged image of the space target will be mixed with the dimensional noise. In other words, defocus will cause a reduction in resolution and loss of detail. As the distance increases, the noise becomes larger and the resolution drops sharply. Therefore, the selection of defocus cannot be too large. We analyze the influence of different defocus parameters on CLA and perform appropriate defocus processing on the imaging spot, which can improve the analysis accuracy and lay a solid foundation for a series of CLE analysis that will be carried out in the following.

We simulate the defocus degree of the imaging spot through Zemax OpticStudio. First, we set the wavelength to 0.55 \(\mu\)m, the fields to 0, the entrance pupil diameter to 50 \(\mu\)m, the focal length to 100 \(\mu\)m and the F number to 2. Then, the type of the STOP Surf was set to the Zernike Fringe Phase, where the maximum term was set to 9; the norm radius was set to 25 \(\mu\)m; and the Zernike 4 (defocus) was set to increase from 0 to 2(\(\lambda\)) with a step size of 0.05(\(\lambda\)). Finally, we obtained discrete images of diffuse spots with different defocus
degrees. We performed PTOIS simulations in MATLAB to analyze the effect of different defocus degrees of imaging spots on CLA (see Figure 3).

![Figure 3](image3.png)

**Figure 3.** The relationship between defocus degrees of imaging spots and CLESD. When the defocus degree was 0.8(λ), the CLA was highest with a value of 0.002 pixels.

Figure 3 shows that as the defocus degree increases, the CLA is gradually increased. When the defocus degree is 0.8(λ), the CLA is highest with value of 0.002 pixel. As the defocus degree continues to increase, the CLA always maintains within 0.012 pixel, but it is not as high as the CLA when the defocus degree is 0.8(λ). Moreover, the previous analysis mentioned that the defocus degree cannot be too large. So all subsequent analyses are based on the imaging spot with a defocus degree value of 0.8(λ).

3.3. Fiber Position Calibration

We note that the position of a space target imaging to the FOP incident end at different times is different. The signal received by each fiber optic is also different. The final image will also be different. So we need to mark every fiber position to locate each fiber in the FOP. Fibers are arranged as shown in Figure 4. We set the position where the center of a certain optical fiber coincides with the center of a certain image sensor pixel as the original coordinate \((x_0, y_0)\) and observe each optical fiber center coordinate. We set the fiber radius to \(R\), the fiber core radius to \(r\), the coordinate unit spacing in the \(y_f\) direction to \(\sqrt{3}R\) and the coordinate unit spacing in the \(x_f\) direction to \(R\).

![Figure 4](image4.png)

**Figure 4.** Fibers arranged in dense hexagonal shapes. By establishing the rectangular coordinate \(O_f-x_f y_f\), each fiber can be located. \(T_x\) is an FOP translation period in the \(x_f\) direction, and \(T_y\) is an FOP translation period in the \(y_f\) direction. \(T_x = 2R; T_y = 2\sqrt{3}R\).
where $K$ is the fill factor, 0.907 is the fill coefficient of the FOP arranged in a hexagonal shape, $d_c$ is the fiber core diameter and $d_f$ is the fiber diameter. We note that the fill factor is determined by the fiber diameter and the fiber core diameter. If the filling factor increases, and the fiber diameter decreases, the luminous flux of FOP also increases. The image transmitted by the FOP is closer to the image received by the image sensor which is directly coupled to the imaging focal plane. The FOP image transmission performance is greatly enhanced [6,13]. At the same time, the fiber cladding thickness become thinner. If the fiber cladding thickness is too thin, it is very easy to cause mutual interference of the transmitted signals between the fibers, and the fiber cladding no longer plays a mechanical protection role. During the entire FOP preparation process, it is extremely easy to produce the fiber deformation resulting in the large-area dark filaments, the broken filaments and other phenomena that damage the image transmission quality of the FOP. Therefore, the optical fiber cladding cannot be too thin—that is, the fiber diameter cannot be too small—and the fill factor cannot be too large. However, if the filling factor is too small, the luminous flux of the FOP must be reduced, and the overall image transmission performance of the FOP is greatly reduced. The signal strength that the image sensor can receive is also very weak, which is bound to increase the difficulty of space target identification. Therefore,

Figure 4 shows that when $x_f$ and $y_f$ are both even or odd, that is, when $x_f + y_f$ is an even number, $(x_f, y_f)$ is the fiber center coordinate. We set the coordinate of the spherical focal surface of the monocentric imager as $(x, y)$ (see Figure 1). The light at the spherical focal surface can be received by the FOP, when $x$, $y$ satisfies the following formula:

$$
(x - (x_0 + Rx_f))^2 + (y - (y_0 + \sqrt{3}Ry_f))^2 < r^2,
$$

with $(x_f + y_f)$ is even, \( (5) \)

Since optical fiber is regarded as the smallest pixel unit, the light intensity of the exit face of the fiber will be equal to the average of the light intensity falling on the entrance face [11]. For brevity, we make the following substitutions: $x' = x_0 + Rx_f; y' = y_0 + \sqrt{3}Ry_f$. Thus, the light intensity of the exit face of the fiber, when its center is at the point $x', y'$ is given by

$$
l'(x', y') = \frac{1}{\pi r'^2} \int_{-\infty}^{+\infty} l(x, y) e(x' - x, y' - y) dx dy
$$

with \( (6) \)

where $l'(x', y')$ is the light intensity of the exit face of the fiber, and $l(x, y)$ is the light intensity on the spherical focal surface. The uniform light emitted from the FOP exit end face is received by the image sensor with the pixels arranged in a square lattice. The intensity value of the image sensor pixel with coordinate $(x'', y'')$ is expressed as [12]:

$$
l''(x'', y'') = \sum_{x' = x'' - \frac{px}{2}}^{x'' + \frac{px}{2}} \sum_{y' = y'' - \frac{py}{2}}^{y'' + \frac{py}{2}} l'(x', y')
$$

So far, all formula derivations required for PTOIS simulation of the monocentric imager with FOPRIT scheme have been given.

4. Simulation Analysis and Results

4.1. FOP Parameters: Fill Factor and Fiber Diameter

The fill factor is an important parameter of a FOP, which is determined by the ratio of the light passing area of the FOP to the total area and can be expressed as

$$
K = 0.907 \times \frac{d^2_c}{d^2_f}
$$

where $K$ is the fill factor, 0.907 is the fill coefficient of the FOP arranged in a hexagonal shape, $d_c$ is the fiber core diameter and $d_f$ is the fiber diameter. We note that the fill factor is determined by the fiber diameter and the fiber core diameter. If the filling factor increases, and the fiber diameter decreases, the luminous flux of FOP also increases. The image transmitted by the FOP is closer to the image received by the image sensor which is directly coupled to the imaging focal plane. The FOP image transmission performance is greatly enhanced [6,13]. At the same time, the fiber cladding thickness become thinner. If the fiber cladding thickness is too thin, it is very easy to cause mutual interference of the transmitted signals between the fibers, and the fiber cladding no longer plays a mechanical protection role. During the entire FOP preparation process, it is extremely easy to produce the fiber deformation resulting in the large-area dark filaments, the broken filaments and other phenomena that damage the image transmission quality of the FOP. Therefore, the optical fiber cladding cannot be too thin—that is, the fiber diameter cannot be too small—and the fill factor cannot be too large. However, if the filling factor is too small, the luminous flux of the FOP must be reduced, and the overall image transmission performance of the FOP is greatly reduced. The signal strength that the image sensor can receive is also very weak, which is bound to increase the difficulty of space target identification. Therefore,
considering the high stability and the high luminous flux of FOP image transmission, it is more reasonable to choose a FOP type with a larger fiber diameter and a larger fill factor. We set the image sensor pixel spacing to 10 µm. We note that the fill factor should be less than 0.907. The fiber cladding should not be too thin, so the fill factor cannot be too close to 0.907. We set the fill factor to increase from 0.5 to 0.8 with a single step size of 0.1. The FOP is made by secondary drawing, so the fiber optic diameter should not be too large. We set the fiber diameter to increase from 3 µm to 10 µm with a single step size of 1 µm. Once the fill factor and the fiber diameter are determined, the fiber core diameter is determined. We set relative initial position where a certain fiber center coincides with a certain image sensor pixel center. We made a PTOIS simulation in MATLAB and established the relationship among the fill factor, the fiber diameter and CLESD. Figure 5 intuitively shows the simulation result that after adding FOPs as relay image transmission elements, the CLA will be more or less reduced. Under the conditions that the fiber diameter remains unchanged and the fill factor becomes smaller, the CLA tends to enhance as a whole. Under the conditions that the filling factor remains unchanged and the fiber diameter becomes larger, the CLA tends to decrease as a whole. The case of an FOP with a smaller fiber diameter and a smaller fill factor has a higher CLA.

Figure 5. The impacts of different fiber diameters (3∼10 µm) and different fill factors (0.5 ∼ 0.8) on the CLESD. When the fiber diameter was 4 µm or 6 µm, the fill factor had a weak effect on CLESD.

In a word, in order to make the monocentric imager with the FOPRIT scheme have a higher CLA, we choose the FOP case with a smaller fill factor and a smaller fiber diameter. Then, as mentioned above, in order to prevent the fiber cladding from becoming too thin and increase the luminous flux of FOP, a FOP with a larger fiber diameter and a larger fiber diameter should be selected. In summary of the above two conclusions, observing Figure 5, we note that when the fiber diameter value of 4 µm or 6 µm, the fill factor has a weak effect on CLA. When fill factor values are 0.5, 0.6 and 0.7, CLAs are almost uniform. Therefore, we choose two FOP schemes for subsequent analysis: (1) scheme one: \(d_f = 4\, \mu m, K = 0.7\) and \(CLA = 0.031\) pixel; (2) scheme two: \(d_f = 6\, \mu m, K = 0.7\) and \(CLA = 0.037\) pixel. Both FOP schemes meet the above conclusions. Compared with FOP scheme two, FOP scheme one can achieve higher CLA value of 0.031 pixel.

4.2. FOP in-Plane Displacements: Rotation and Translation

The above simulation is based on the premise that the coincidence of the center of a certain fiber and the center of a certain image sensor pixel is taken as the relative initial position. However, in reality, since the fibers arranged in a hexagonal shape, the image sensor pixels arranged in a square lattice, and the diameter of the optical fiber was different from the image sensor spacing; the actual relative initial position was not consistent with the above simulation. The relative initial positions between the FOP and the image sensor
are irregular. However, it should be noted that once FOP and the image sensor are fixed, FOP will not produce in-plane displacement. The FOP in-plane displacement does not mean that the FOP is actually moving, but refers to simulate the CLA of the imaging spot on the all relative initial positions between the FOP and the image sensor. In this way, the simulation analysis we have done is objective and effective. Considering all the relative initial positions, we can objectively describe the impact of the addition of the FOP on the CLA and find the lowest CLA that the monocentric imager can withstand.

Since the coupling type between FOP and image sensor is a plane–plane coupling type, the movement of the FOP relative to the image sensor belongs to the in-plane displacement. So we consider two aspects of rotation and translation.

4.2.1. Rotation

We set the image sensor pixel spacing to 10 µm. For the two FOP schemes obtained in Section 4.1, we rotate the FOP counterclockwise from 0 to π with the rotation step value of π/12. We set the FOP rotation angle to θ, then when the FOP rotates counterclockwise by θ, the coordinates of the fiber are expressed as:

\[
\begin{align*}
    x' &= x_0 + R \times f \times \cos \theta - \sqrt{3}R \times f \times \sin \theta \\
    y' &= y_0 + R \times f \times \sin \theta + \sqrt{3}R \times f \times \cos \theta
\end{align*}
\]  

(9)

where \( x', y', x_f, y_f, x_0 \) and \( y_0 \) are known by Formula (5). Every time the FOP was rotated by one step, we performed one PTOIS simulation in MATLAB. We established the relationship between the CLESD and the rotation angle. The simulation results were shown in Figure 6.

![Figure 6](image)

**Figure 6.** The FOP was rotated π counterclockwise with the relative initial position as the center. The connection between the rotation angle θ and the CLESD of the two FOP schemes was established separately. Scheme one: \( d_f = 4 \mu m, K = 0.7 \); scheme two: \( d_f = 6 \mu m, K = 0.7 \).

Combined the above two FOP schemes, we can get a comprehensive analysis. We observed that FOP rotation periods of two FOP schemes were both \( \pi / 3 \). No matter which FOP scheme we chose, when FOP was rotated counterclockwise by 0, \( \pi / 3 \), 2\( \pi / 3 \), \( \pi \), the monocentric imager had a highest CLA, at this time, the arrangement of FOP was shown in Figure 7a. When FOP was rotated counterclockwise by \( \pi / 6 \), \( \pi / 2 \), 5\( \pi / 6 \), the monocentric imager had a lowest CLA, at this time, the arrangement of FOP was shown in Figure 7b. When we chose FOP scheme one, the lowest CLA that the monocentric imager can withstand is 0.035 pixel. When we chose FOP scheme two, the lowest CLA that the monocentric imager can withstand is 0.041 pixel. In conclusion, no matter which FOP scheme is selected, the loss of CLA generated by FOP rotation is within 0.004 pixels, and when the FOP is arranged as shown in Figure 7a, the monocentric imager has the higher CLA.
4.2.2. Translation

As the FOP fiber diameter and the image sensor pixel spacing are not same in size and shape, the relative initial position is random. Since FOP is arranged periodically, the lowest CLA that the monocentric imager can withstand can be obtained by simulating all CLESDs at relative initial positions in a cycle. Figure 4 shows that optical fibers are periodically arranged in a hexagonal shape. The translation period in the $x$ direction is $T_x = 2R$, and the translation period in the $y$ direction is $T_y = 2\sqrt{3}R$. The centroid position of the imaging spot where FOP is shifted for one cycle is the same as the centroid position where FOP does not shift.

In view of the two different FOP arrangements shown in Figure 7, we perform translation simulations on the two FOP schemes. We also set the image sensor pixel spacing to 10 $\mu$m. The FOP is translated in the $x$ direction with the translation step value of 1 $\mu$m, and the FOP is translated in the $y$ direction with the translation step value of $\sqrt{3} \mu$m. Every time the FOP was translated by one step, we performed one PTOIS simulation in MATLAB. We could obtain the CLESD when the FOP had been translated for one period in the $x$ and $y$ directions relative to the image sensor. The simulation results are shown in Figures 8 and 9. We simplified the data and display them in Table 1, in order to obtain the maximum and minimum CLESD values of each FOP scheme more intuitively.

When FOP scheme one is selected, the fiber diameter is 4 $\mu$m and the fill factor is 0.7. Due to the in-plane displacement of the FOP, the lowest CLA that the monocentric imager can withstand has been reduced from 0.031 pixel to 0.038 pixel with an accuracy loss of 0.007 pixel. When FOP scheme two is selected, the fiber diameter is 6 $\mu$m and the fill factor is 0.7. Due to the in-plane displacement of the FOP, the lowest CLA that the monocentric imager can withstand has been reduced from 0.037 to 0.045 pixels with an accuracy loss of 0.008 pixel. If the FOP is controlled to be arranged in the way shown in Figure 7a during processing, the lowest CLA of FOP scheme one is reduced from 0.031 to 0.034 pixels with an accuracy loss of 0.003 pixels, and the lowest CLA of FOP scheme two is reduced from 0.037 to 0.042 pixels with an accuracy loss of 0.005 pixels. Only considering FOP translation, compared with FOP scheme two, FOP scheme one can achieve a higher CLA value of 0.034 pixels.
Figure 8. The FOP was translated for one period in the $x'$ and $y'$ directions. The FOP translation period in the $x'$ direction was $(T_x = 2R)$, and the FOP translation period in the $y'$ direction was $(T_y = 2\sqrt{3}R)$. The connection between the FOP translation and the CLESD was established. (a) FOP scheme one: $d_f = 4 \, \mu m; K = 0.7$; angle of rotation: No rotation. (b) FOP scheme two: $d_f = 6 \, \mu m; K = 0.7$; angle of rotation: No rotation.

Figure 9. The FOP was translated for one period in the $x'$ and $y'$ directions. The FOP translation period in the $x'$ direction was $(T_x = 2R)$, and the FOP translation period in the $y'$ direction was $(T_y = 2\sqrt{3}R)$. The connection between the FOP translation and the CLESD was established. (a) FOP scheme one: $d_f = 4 \, \mu m; K = 0.7$; angle of rotation: $\pi/6$. (b) FOP scheme two: $d_f = 6 \, \mu m; K = 0.7$; angle of rotation: $\pi/6$.

Table 1. The impact of FOP translation on CLESD under different FOP schemes and rotation angles. No translation CLESD is the CLESD when FOP does not translate. Minimum CLESD is the highest CLA that the monocentric imager can reach due to FOP translation. Maximum CLESD is the lowest CLA that the monocentric imager can withstand due to FOP translation.

| FOP Scheme | Scheme One | Scheme Two | Scheme One | Scheme Two |
|------------|------------|------------|------------|------------|
| Angle of Rotation | No rotation | $\pi/6$ | No rotation | $\pi/6$ |
| Minimum CLESD | 0.027 | 0.031 | 0.022 | 0.023 |
| No translation CLESD | 0.031 | 0.037 | 0.035 | 0.041 |
| Maximum CLESD | 0.034 | 0.042 | 0.038 | 0.045 |
5. Conclusions

In conclusion, the addition of the FOP will greatly reduce the CLA. We simulated and analyzed the different CLA losses caused by different FOP schemes. By selecting appropriate FOP schemes, it is feasible to appropriately reduce the loss of CLA of the monocentric imager with FOPRIT schemes. By analyzing the periodic in-plane displacement of the FOP relative to the image sensor, the lowest CLA that the monocentric imager can withstand can be obtained. The main conclusions are as follows: (1) The CLA of the monocentric imager without the FOPRIT scheme is 0.002 pixels by defocusing the imaging spot. (2) By analyzing the influences of FOP parameters, including fill factor and fiber diameter, on CLA, we have obtained two suitable FOP schemes: scheme one: \( d_f = 4 \, \mu m, \, K = 0.7 \) and \( CLA = 0.031 \) pixel; scheme two: \( d_f = 6 \, \mu m, \, K = 0.7 \) and \( CLA = 0.037 \) pixel. (3) By analyzing the influences of FOP in-plane displacement, including rotation and translation on CLA, the lowest CLA of the monocentric imager with FOP scheme one has been reduced from 0.031 pixel to 0.038 pixels, and the lowest CLA of the monocentric imager with FOP scheme two has been reduced from 0.037 pixels to 0.045 pixels. Compared with FOP scheme two, the loss of the lowest CLA that the monocentric imager can withstand caused by the addition of the FOP is reduced by 20% in FOP scheme one.

For space point target imaging, given clear FOP parameters, the lowest CLA that the monocentric imager can withstand can be given by the method in this paper. We provided some constructive guidance on the selection of the FOP, which can appropriately reduce the loss of the CLA caused by the addition of FOPs and provide some feasibility for the wide application of monocentric imagers in the field of the space-based space target surveillance. FOPs are being processed and prepared. We also aim to report a comprehensive experimental verification of our simulation and analysis in our future work.
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