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Abstract

Swept-frequency pulses have found applications in a wide range of areas including spectroscopic techniques where efficient control of spins is required. For many of these applications, a good understanding of the evolution of spin systems during these pulses plays a vital role, not only in describing the mechanism of techniques, but also in enabling new methodologies. In magnetic resonance spectroscopy, broadband inversion, refocusing, and excitation using these pulses are among the most used applications in NMR, ESR, MRI, and in vivo MRS. In the present survey, a general expression for chirped pulses will be introduced, and some numerical approaches to calculate the spin dynamics during chirped pulses via solutions of the well-known Liouvillevon Neumann equation and the lesser-explored Wei-Norman Lie algebra along with comprehensive examples are presented. In both cases, spin state trajectories are calculated using the solution of differential equations. Additionally, applications of the proposed methods to study the spin dynamics during the PSYCHE pulse element for broadband homonuclear decoupling and the CHORUS sequence for broadband excitation will be presented.
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1. Introduction

Swept-frequency pulses are a group of parametric pulses during which the frequency of irradiation varies with time. They are generally called according to the distribution function of their frequency sweep, e.g. linear (chirped pulses), hyperbolic secant (HS pulses), hyperbolic tangent (Tanh pulses), etc. In particular the ability of swept-frequency pulses to satisfy adiabatic condition [1] under certain circumstances is very attractive in many applications [2–5]. The adiabatic properties of swept-frequency pulses cause that sometimes, misleadingly, these pulses are called "adiabatic pulses" even when they do not satisfy the adiabatic condition. In two examples presented in this paper, chirped pulses are used partially or totally below the adiabatic threshold.

Swept-frequency pulses have found a surprisingly wide range of applications in magnetic resonance, including but not limited to, designing robust broadband inversion and refocusing [6–21] and excitation [22–31] pulses, designing $B_1$-insensitive pulses [14, 32–39], broadband heteronuclear decoupling [16, 40–49], single scan NMR [50, 51], spatiotemporal encoding [52–54], solid-state NMR [8, 20, 55–58], dynamic nuclear polarization (DNP) [59–62], coherence suppression [63–65], broadband electron spin resonance (ESR) [21, 66–83], and designing cpmg sequences [84–87]. Additionally they have found applications in adiabatic optimal control for logic gate design for quantum computing [88–95], and manipulation of NV-centers in diamond [96–99].

In many of these applications, understanding of the spin dynamics during the pulse event is as important as knowing the state of the system at the end of the pulse event. This is particularly important when some trajectories for certain coherences should be enforced or suppressed. The aim of the present article is to set a unified approach for the calculation and visualisation of the spin dynamics during swept-frequency pulses and pulse sequences consisting only of chirped pulses using the solution of a single system of ordinary differential equations (ODEs). The proposed scheme will be presented in the context of two different mathematical formalisms: the first gives access to the solution of familiar Liouvillevon Neumann equation, and the second takes advantage of Wei-Norman Lie algebra, a powerful, but rarely explored technique in magnetic resonance.

The motivation behind this proposition is threefold: (i) As opposed to the conventional density matrix approach, relying on matrix exponentiation and piecewise constant propagation, ODE integrators have an adaptive time-step selection which changes depends on the local frequency of the oscillation. This property enables much faster computation of the spin dynamics during swept-frequency pulses, with fewer time steps for the same accuracy. This feature is especially attractive when computation of the spin dynamics during swept-frequency pulses is part of an iterative process like optimisation. (ii) Although the conventional density matrix approach could be more general, as
it can, in principle, handle sudden changes and discontinuities in the Hamiltonian, swept-frequency pulses are smooth, time-continuous by nature, ideal for adaptive non-stiff ODE integrators (e.g. ode45 in MATLAB). (iii) both proposed approaches based on Liouville-von Neumann equation and Wei-Norman Lie algebra can lead to analytical or closed-form solutions and hold promise for more efficient construction and optimisation of pulse sequences consisting of swept frequency pulses.

This paper is structured as follows: in section 2 a general expression for swept-frequency (chirped pulses in particular) will be introduced, followed by detailed presentations of Liouville-von Neumann equation and Wei-Norman Lie algebra. For both approaches, general mathematical formalisms are presented, along with examples representing the applications of these formalisms in cases relevant to NMR. Finally, each method has a "demo" NMR technique, demonstrating how the proposed approach gives access to the desired information about the spin dynamics. In section 3 a comprehensive usage of pulse sequences consisting of swept frequency pulses will be presented for broadband homonuclear decoupling using a PSYCHE pulse element and broadband chirped excitation using a CHORUS pulse sequence.

2. Theory

remark 1. All solutions presented in this article are numeric, obtained using the adaptive Runge-Kutta method [100]. Similar results can be obtained using other proposed methods relying on the approximation of matrix exponentials and Fokker-Planck formalism [101, 102], available via SPINACH package [103]. Approximated analytical solutions can be obtained using instantaneous flip approximation during chirped pulses [54]. Exact and explicit closed-form or analytical solutions can be obtained using various techniques, including the application of integrable systems [104, 105] and algebraic graph theory [106]. These solutions, even for coupled spins, can be represented as analytical or closed-form expressions using transcendental functions (hypergeometric, Whittaker, Fresnel integrals, etc.) and will be presented elsewhere. Although, some analytical solutions of the Bloch equations for swept-frequency pulses, in particular hyperbolic secant pulses, have been presented in the literature [107, 108].

2.1. Generalised chirped pulse

It is typical to write the general form of swept-frequency pulses as:

\[ S(t) = \omega_1(t) \exp(i\phi(t)) \]  \hspace{1cm} (1)

where the amplitude envelope \( \omega_1(t) \) and the phase \( \phi(t) \) are continuous, real-valued functions of time. The relationship between frequency sweep function \( \omega(t) \) and phase \( \phi(t) \) of the pulse can be written as:

\[ \phi(t) = \int_0^t \omega(t) \, dt \]  \hspace{1cm} (2)

Although in the rest of this paper only chirped pulses with a linear frequency sweep, and therefore a quadratic phase, are considered, the framework is general and can be applied to any form of parametrised pulses with time-continuous parameters.

We start with the introduction of the most general form of a chirped pulse. As opposed to the conventional 3-parameter chirp pulse described by amplitude (\( \omega_1 \)), duration (\( \tau_p \)), and bandwidth (\( \Delta F \)), these pulses are described by 6 parameters: amplitude (\( \omega_1 \)), bandwidth (\( \Delta F \)), duration (\( \tau_p \)), overall phase (\( \phi_0 \)), time offset (\( \delta_0 \)), and frequency offset (\( \delta_1 \)). These additional parameterisations, as will be shown later, allow us to construct any type of pulse sequence consisting of chirped pulses, either concatenated or superimposed, very easily as a single sum of time-continuous functions. Additionally, any further offset modulation or overall phase variation (as in phase cycling) can be incorporated in this expression.

Most commonly, smoothing of the time-envelope for chirped pulses is achieved via the application of WURST [43], or quarter-sine [109] smoothing functions. For a generalised chirped pulse, presented here, the time-envelope is a super-Gaussian distribution, covering the whole sequence:

\[ G(t) = \exp \left[ -2^{n+1} \left( \frac{t - \delta_1}{\tau_p} \right)^n \right] , \quad n \in 2\mathbb{Z}^+ \]  \hspace{1cm} (3)

Here \( \delta_i \) and \( \tau_p \) are related to the mean and variance of the distribution respectively, and \( n \) is an even number determining the smoothing of the time envelope, where for \( n = 2 \) a normal Gaussian envelope will be obtained. Generally \( n \) in the range of 20 to 40 will be adequate for most applications.

The complete expression for a generalised chirped pulse can be written as:

\[ S(t) = \omega_1 \exp \left[ -2^{n+1} \left( \frac{t - \delta_1}{\tau_p} \right)^n \right] + i \left( \phi_0 + \frac{\pi \Delta F (t - \delta_1)^2}{\tau_p} - 2\pi \delta_f (t - \delta_1) \right) \]  \hspace{1cm} (4)

Equation (4) can also be represented in Cartesian coordinates as:

\[ S(t) = C_x(t) + i C_y(t) \]  \hspace{1cm} (5)

where

\[ C_x(t) = \omega_1 \exp \left[ -2^{n+2} \left( \frac{t - \delta_1}{\tau_p} \right)^n \right] \cos \left( \phi_0 + \frac{\pi \Delta F (t - \delta_1)^2}{\tau_p} - 2\pi \delta_f (t - \delta_1) \right) \]  \hspace{1cm} (6)

and

\[ C_y(t) = \omega_1 \exp \left[ -2^{n+2} \left( \frac{t - \delta_1}{\tau_p} \right)^n \right] \sin \left( \phi_0 + \frac{\pi \Delta F (t - \delta_1)^2}{\tau_p} - 2\pi \delta_f (t - \delta_1) \right) \]  \hspace{1cm} (7)

Figure 1 shows a complex chirped pulse with its real (\( C_x(t) \)) and imaginary (\( C_y(t) \)) components.
chirped pulses: a sequence consisting of chirped pulses as a sum of generalised
in eq. (4), and its orthogonal components, $C(t)$ and $C_j(t)$, for a pulse with
$\Delta F = 60$ kHz, $\tau_p = 1$ ms, $\delta_t = 0.5$ ms, $\phi_0 = 0$, $\delta_f = 0$, $\omega_f = 1$, and $n = 10$.

Equations (4), (6) and (7) can be used to construct any pulse sequence consisting of chirped pulses as a sum of generalised

$$ S(t) = \sum_{i=1}^{I} \omega_i^{(0)} \exp \left[ -2^{n+2} \left( \frac{t - \delta_i^{(0)}}{\tau_p^{(0)}} \right)^n \right] $$

$$ + i \left\{ \phi_i^{(0)} + \frac{\pi \Delta F (t - \delta_i^{(0)})^2}{\tau_p^{(0)}} - 2 \pi \delta_f^{(0)} (t - \delta_i^{(0)}) \right\} $$

(8)

Where $I$ is the number of chirped pulses. Note that due to the nature of super-Gaussian time envelopes, there is no need for explicit inclusion of delays in the sequence and those can be incorporated using an appropriate time offset $\delta_t$ of each pulse. Again the Cartesian components of $S(t)$ are:

$$ S_x(t) = \sum_{i=1}^{I} \omega_i^{(0)} \exp \left[ -2^{n+2} \left( \frac{t - \delta_i^{(0)}}{\tau_p^{(0)}} \right)^n \right] $$

$$ \cos \left[ \phi_i^{(0)} + \frac{\pi \Delta F (t - \delta_i^{(0)})^2}{\tau_p^{(0)}} - 2 \pi \delta_f^{(0)} (t - \delta_i^{(0)}) \right] $$

(9)

and

$$ S_y(t) = \sum_{i=1}^{I} \omega_i^{(0)} \exp \left[ -2^{n+2} \left( \frac{t - \delta_i^{(0)}}{\tau_p^{(0)}} \right)^n \right] $$

$$ \sin \left[ \phi_i^{(0)} + \frac{\pi \Delta F (t - \delta_i^{(0)})^2}{\tau_p^{(0)}} - 2 \pi \delta_f^{(0)} (t - \delta_i^{(0)}) \right] $$

(10)

Figure 1: Graphical representation of a complex chirped pulse as presented in eq. (4), and its orthogonal components, $C_x(t)$ and $C_y(t)$, for a pulse with $\Delta F = 60$ kHz, $\tau_p = 1$ ms, $\delta_t = 0.5$ ms, $\phi_0 = 0$, $\delta_f = 0$, $\omega_f = 1$, and $n = 10$.

Equations (4), (6) and (7) can be used to construct any pulse sequence consisting of chirped pulses as a sum of generalised

Figure 2: Graphical representation of Cartesian components ($C_x(t)$ in blue and $C_y(t)$ in red) of a chirped pulse with $\Delta F = 20$ kHz, $\tau_p = 10$ ms, and $\omega_f = 1$ in a time frame of 20 ms; a) with $\phi_0 = 0$, $\delta_t = 10$ ms, $\delta_f = 0$, and $n = 2$, b) the same as (a) but with $n = 20$, c) the same as (b) but with $\delta_t = 5$ ms, d) the same as (c) but with $\phi_0 = \pi$, and e) the same as (d) but with $\delta_f = 3000$ Hz.

As will be demonstrated in section 3.2, the proposed general scheme for defining chirped pulses is not only useful for the generation and description of chirped pulse sequences, but also when certain optimisation approaches take advantage of parametrised, or semi-parametrised waveforms [110, 111].

2.2. Liouvillevon Neumann equation

In this section we consider construction of a matrix homogeneous ODE (ordinary differential equation) to have access to time-dependent evolution of each member of the basis set $\mathcal{L}$. Explicit examples will be provided in the succeeding sections, but first let us consider the most general case. For a basis set $\mathcal{L} = \{X_1, X_2, \ldots, X_N\}$, we consider that the set is closed under all possible pair-wise commutations, i.e.

$$ [X_i, X_j] = \lambda_{ij} X_k, \quad \lambda_{ij} \in \mathbb{C}, \quad X_k \in \mathcal{L} $$

(11)

The Hamiltonian of the system can be written as a finite sum of elements of the basis set with corresponding coefficients ($\gamma$) that could be constant or time-dependent.

$$ \mathcal{H}(t) = \sum_{i=1}^{N} \gamma_i(t) X_i $$

(12)

Note that this is a general construction and some coefficients, $\gamma$, could be 0.
We are interested in the time evolution of individual elements of the basis set \( \mathcal{L} \), the solution of which is given by the Liouville von Neumann equation for the time evolution of the density matrix of the system, \( \rho(t) \):

\[
\frac{\partial \rho(t)}{\partial t} = -i [\mathcal{H}(t), \rho(t)]
\]  

(13)

Similar to the Hamiltonian, we write the density matrix as a finite sum of elements of the basis set \( \mathcal{L} \) and their time-dependent coefficients:

\[
\rho(t) = \sum_{j=1}^{N} g_j(t) X_j
\]

(14)

by replacing eq. (12) and eq. (14) in eq. (13) we have:

\[
\sum_{j=1}^{N} g_j(t) X_j = -i \sum_{i=1}^{N} \sum_{j=1}^{N} \gamma_{i,j} g_j(t) X_i
\]

(15)

This equation can be written in vector and matrix form as

\[
\mathcal{L} g(t) = -i \gamma X g(t)
\]

(16)

where

\[
\gamma = [\gamma_1, \gamma_2, \ldots, \gamma_N]
\]

(17)

\[
X_{[-]} = \begin{bmatrix}
[X_1, X_1] & [X_1, X_2] & \cdots & [X_1, X_N] \\
[X_2, X_1] & [X_2, X_2] & \cdots & [X_2, X_N] \\
\vdots & \vdots & \ddots & \vdots \\
[X_N, X_1] & [X_N, X_2] & \cdots & [X_N, X_N]
\end{bmatrix}
\]

(18)

and

\[
g(t) = [g_1(t), g_2(t), \cdots, g_N(t)]^T
\]

(19)

with \( g(t) \) being time derivative of \( g(t) \).

By collecting and ordering coefficients of the basis set \( \mathcal{L} = \{X_1, X_2, \ldots, X_N\} \) we can re-write the eq. (16) as

\[
\mathcal{L} g(t) = -i \mathcal{L} \Gamma g(t)
\]

(20)

and therefore

\[
g(t) = -i \Gamma g(t)
\]

(21)

where \( \Gamma \) is a matrix of the Hamiltonian coefficients, elements of which can be obtained as:

\[
\Gamma_{mn} = \sum_{i=1}^{N} \gamma_i \lambda_m
\]

(22)

when for each pair \( X_i \) and \( X_n, [X_i, X_n] = \lambda_{im} X_m \).

2.2.1. Example: single spin-\( \frac{1}{2} \)

For a single spin-\( \frac{1}{2} \) the basis set can be written using ladder operators of Pauli matrices (\( \sigma_\alpha, \alpha \in \{x, y, z\} \)):

\[
\mathcal{L} = \{\sigma^-, \sqrt{2} \sigma_z, \sigma^+\}
\]

(23)

where \( \sigma^- = \sigma_x - i \sigma_y \) and \( \sigma^+ = \sigma_x + i \sigma_y \).

**Remark 2.** The unitary operator is discarded from the basis set \( \mathcal{L} \) for simplicity, although its inclusion will not change the mathematical approach, neither the results, presented in this article.

In the presence of a chirped pulse as in eq. (4) with \( \text{RF} \) amplitude (\( \omega_0 \)), bandwidth (\( \Delta F \)), overall phase (\( \phi_0 \)), time offset (\( \delta_t \)), and frequency offset (\( \delta_f \)), the Hamiltonian can be written as:

\[
\mathcal{H}(t) = \beta \sigma^- + \beta^* \sigma^+ + \Omega \sigma_z
\]

(24)

where \( \Omega \) is the spin resonance offset,

\[
\beta = \frac{1}{2} \omega_0 \exp \left[ -\frac{n+2}{\tau_p} (t - \delta_t)^n + \frac{\phi_0 + \pi \Delta F (t - \delta_t)^2 - 2 \pi \delta_f (t - \delta_t)}{\tau_p} \right]
\]

(25)

and * indicates complex conjugate.

The array of Hamiltonian coefficients can be written as:

\[
\gamma = \left[ \beta, \frac{\Omega}{\sqrt{2}}, \beta^* \right]
\]

(26)

and according to eq. (18) for the basis set shown in eq. (23) we have

\[
X_{[\pm]} = \begin{bmatrix}
[\sigma^-, \sigma^-] & [\sigma^-, \sqrt{2} \sigma_z] & [\sigma^-, \sigma^+] \\
[\sqrt{2} \sigma_z, \sigma^-] & [\sqrt{2} \sigma_z, \sqrt{2} \sigma_z] & [\sqrt{2} \sigma_z, \sigma^+] \\
[\sigma^+, \sigma^-] & [\sigma^+, \sqrt{2} \sigma_z] & [\sigma^+, \sigma^+] \\
\end{bmatrix}
\]

(27)

Therefore, eq. (21) for this system can be written as:

\[
\begin{pmatrix}
g_1(t) \\
g_2(t) \\
g_3(t)
\end{pmatrix} = -i \begin{pmatrix}
-\Omega & \sqrt{2} \beta & 0 \\
\sqrt{2} \beta^* & 0 & -\sqrt{2} \beta \\
0 & \Omega & 0
\end{pmatrix} \begin{pmatrix}
g_1(t) \\
g_2(t) \\
g_3(t)
\end{pmatrix}
\]

(28)

2.2.2. Example: two-spin-\( \frac{1}{2} \) system with scalar coupling

For a two-spin-\( \frac{1}{2} \) system the basis set contains 15 orthonormal terms. Again, the choice of basis set and the order of elements in the basis set is user-defined. For the following demonstration we consider the basis set as follows:

By considering
The matrix of this method on a two-spin system is presented.

The Hamiltonian for two coupled spins in the presence of RF applied simultaneously with a pulsed field gradient. The maximum RF amplitude of a chirped pulse can be calculated as:

\[
\mathbf{H}(t) = \Omega_0 P_z + \Omega Q_z + \pi J (P^+ Q^- + P^- Q^+ + 2P_z Q_z) + \beta (P^+ + Q^-) + \beta^* (P^- + Q^+) \quad (32)
\]

According to eq. (31) and eq. (32) the coefficient array, \( \gamma \), can be written as:

\[
\gamma = \left[ \Omega_0, \Omega Q, \pi J, \pi J, \pi J, \pi J \right], \quad \sqrt{2} \beta, \sqrt{2} \beta, \sqrt{2} \beta, 0, 0, 0, 0, 0 \quad (33)
\]

After constructing \( X_{\Omega_{\ell}} \) (eq. (18)) using all pairwise commutations of the basis set \( \mathcal{L} \) for this system, the homogeneous ODE of eq. (21) for this system, the homogeneous ODE set can be written as:

\[
\mathbf{J} = \pi J, \quad \mathbf{B} = \sqrt{2} \beta, \quad \mathbf{S} = \Omega_0 + \Omega Q, \quad \Delta = \Omega_0 - \Omega Q \quad (34)
\]

where

\[
Q = \frac{2}{\pi} \ln \left( \frac{2}{\cos(\alpha) + 1} \right) \quad (36)
\]

The effective flip angle of a chirped pulse approaches 180° asymptotically as the RF increases, therefore a value of \( Q \) factor (5 for most practical purposes) is chosen as a threshold in order to satisfy the adiabatic condition with an affordable RF amplitude.

The Hamiltonian for two coupled spins in the presence of a chirped pulse and simultaneous pulsed field gradient can be written as:
\[ \mathcal{H}(t) = \Omega_p P_z + \Omega_Q Q_z \\
+ \pi J (P^+ Q^+ + P^- Q^- + 2P_z Q_z) \\
+ \beta (P^- + Q^-) + \beta' (P^+ + Q^+) \\
+ \Omega_G (P_z + Q_z) \]  

(37)

Since for a single chirped pulse here \( \delta_t = 0, \delta_f = 0 \), and \( \phi_0 = 0 \):

\[ \beta = \frac{1}{2} \omega_1 \exp \left[ -2 \pi^2 \left( \frac{t - \tau_p}{\tau_p} \right)^2 + i \left( \frac{\pi \Delta F (t - \tau_p)^2}{\tau_p} \right) \right] \]

(38)

The bandwidth of the frequency distribution induced by the field gradient is

\[ \Delta \Omega_g = \gamma_H LG_z, \]

(39)

where \( \gamma_H \) is the gyromagnetic ratio of proton and \( L \) is the length of the active volume exposed to a pulsed field gradient along \( z \) axis \((G_z)\). The frequency offset induced at each part of the active volume can be written as

\[ \Omega_q(z) = \gamma_H LG_z, \quad z \in \left[ -\frac{L}{2}, \frac{L}{2} \right]. \]

(40)

For practical implementation in order to avoid unnecessary signal loss due to diffusion or excessive spatial encoding normally the strength of the gradient \( G_z \) is set to a value so that \( \Omega_q(z) \in [-\pi \Delta F, +\pi \Delta F] \).

The array of coefficients for this system can be written as:

\[ \gamma = [\Omega_p + \Omega_q(z), \Omega_Q + \Omega_q(z), \pi J, \pi J, \pi J, \pi J, \sqrt{2 \beta}, \sqrt{2 \beta'}, \sqrt{2 \beta'}, 0, 0, 0, 0, 0] \]

(41)

Now including these in eq. (34) we can set the ODE for this system. We need to replace \( \Omega_p \) and \( \Omega_Q \) with \( \Omega_p + \Omega_q(z) \) and \( \Omega_Q + \Omega_q(z) \) respectively. Additionally we have:

\[ J = \pi J, \quad B = \sqrt{2 \beta}, \quad \Sigma = \Omega_p + \Omega_q + 2 \Omega_q(z), \quad \Delta = \Omega_p - \Omega_Q \]

In order to gain useful insight about the mechanism of zero quantum suppression using spatiotemporal averaging, let us define a parameter \( \xi \) indicating a unique relationship between spin system and pulse element parameters:

\[ \xi = \frac{\sqrt{\theta}}{\mathcal{R}} \]

(42)

where

\[ \theta = \left| \frac{\Delta}{2 \pi J} \right|, \quad \mathcal{R} = \frac{\Delta F}{\tau_p} \]

Note that here \( \mathcal{R} \) is the sweep-rate of the pulse and \( \theta \) indicates the strength of the interaction between spins. As the phase of a zero quantum coherence is time dependent, a combination of linear-sweep irradiation of spins with pulsed field gradient induces a time-dependent phase variation of unwanted zero quantum coherences across the sample volume. In order to demonstrate the effect of this pulse element, let us consider that only one zero quantum term \( P^+ Q^- \) exists before the pulse element, i.e. \( g_4(0) = 1 \). As the chirped pulse is 180° we are interested to see how much \( g_4(\tau_p) \) corresponding to term \( P^+ Q^- \) is generated at the end of the pulse element.

Figure 3(a) shows the variation of \( g_4(t) \) during a zero quantum filter at different parts of the sample volume. It is evident that zero quantum signals at different parts of the sample acquire time-dependent phase shift leading of an efficient attenuation of those signals via ensemble averaging. Figure 3(b) represents the efficiency of the zero quantum attenuation by plotting \( g_4(\tau_p) \) as a function of \( \xi \) in eq. (42) in the presence and absence of spatial averaging. The blue graph in fig. 3(b) suggests that for example for a two-spin system with 200 Hz difference in offsets and 10 Hz \( J \) coupling, in order to attenuate the zero-quantum term to 3% with a 10 kHz chirped pulse, the duration of the pulse should be 18 ms.

2.3. Wei-Norman Lie algebra

One elegant way of solving problems presented here was proposed by Wei and Norman [112, 113]. Here the goal is to obtain a solution for a time-ordered propagator \( \mathcal{U}(t) \) rather than the density matrix. The solution of the Liouvillevon Neumann
equation can be written using a time-dependent unitary propagator as:

$$\rho(t) = \mathcal{U}(t)\rho(0)\mathcal{U}^\dagger(t)$$  \hspace{1cm} (43)$$

Where $\mathcal{U}(t)$ is the solution of the following differential equation:

$$\frac{d}{dt} \mathcal{U}(t) = -i\mathcal{H}(t)\mathcal{U}(t), \quad \mathcal{U}(0) = I$$  \hspace{1cm} (44)$$

with the solution

$$\mathcal{U}(t) = \mathcal{T} \exp \left[-i \int_0^t \mathcal{H}(t') dt' \right]$$  \hspace{1cm} (45)$$

where $\mathcal{T}$ is the time-ordering operator. The goal is, relying on the Lie algebraic properties of the orthonormal basis set and the fact that the set is closed under all possible commutations, to write the solution of this differential equation as product of the elements of the Lie set with some time-dependent coefficients.

Considering a basis set

$$\mathcal{L} = \{X_1, X_2, \ldots, X_N\}$$  \hspace{1cm} (46)$$

the elements of which satisfy the condition of eq. (11), the assumed solution of the time-dependent propagator $\mathcal{U}(t)$ in eq. (44) can be written as:

$$\mathcal{U}(t) = \sum_{i=1}^N \exp \left[ g_i(t) X_i \right]; \quad g_i(0) = 0$$  \hspace{1cm} (47)$$

where $g_i(t)$ is a smooth function of time that gives the time variation of $X_i$ element of the basis set $\mathcal{L}$.

By replacing eq. (12) and eq. (47) in eq. (44) and differentiation we obtain

$$\sum_{k=1}^N g_k(t) \mathcal{E}^{k-1}_1 X_k \mathcal{E}^N_k = -i \sum_{j=1}^N \gamma_j X_j \mathcal{E}^N_j$$  \hspace{1cm} (48)$$

where

$$\mathcal{E}^q_p = \begin{cases} \prod_{i=p}^q \exp (g_i(t) X_i), & \text{if } q > p \\ \prod_{i=p}^q \exp (-g_i(t) X_i), & \text{if } q < p \end{cases}$$  \hspace{1cm} (49)$$

Note that the products of exponentials in eq. (49) are time-ordered, the order of which is dictated by the initial choice of the basis set $\mathcal{L}$.

By multiplying both sides of eq. (48) by $\mathcal{E}^N_p$ we obtain

$$\sum_{k=1}^N g_k(t) \mathcal{E}^{k-1}_1 X_k \mathcal{E}^N_{k-1} = -i \sum_{j=1}^N \gamma_j X_j$$  \hspace{1cm} (50)$$

We can write this equation in vector and matrix form as

$$\mathcal{L}(g) \hat{g}(t) = -i\mathcal{Y}^T$$  \hspace{1cm} (51)$$

and therefore

$$\Xi(g)\hat{g}(t) = -i\mathcal{Y}^T$$  \hspace{1cm} (52)$$

Here the $k^{th}$ column of the matrix $\Xi(g)$ will be ordered coefficients of $\mathcal{L}$ in $\mathcal{E}^{k-1}_1 X_k \mathcal{E}^N_{k-1}$. Construction of the matrix $\Xi$ will be discussed in details in section 2.3.1.

It is known from BCH (BakerCampbellHausdorff) formula that the expression $\mathcal{E}^{k-1}_1 X_k \mathcal{E}^N_{k-1}$ can be written using a series consisting of nested commutators:

$$e^X e^{-Y} = Y + [X, Y] + \frac{[X, [X, Y]]}{2!} + \frac{[X, [X, [X, Y]]]}{3!} + \cdots$$  \hspace{1cm} (53)$$

A linear adjoint operator and its powers can be defined as:

$$\text{ad}_Y^q(Y) = X, \quad \text{ad}_Y^1(Y) = [X, Y], \quad \text{ad}_Y^2(Y) = [X, [X, Y]], \cdots$$  \hspace{1cm} (54)$$

Therefore eq. (53) can be written in terms of adjoint exponentials:

$$e^X e^{-Y} = (e^{	ext{ad}_Y}) Y$$  \hspace{1cm} (55)$$

As it will be shown in section 2.3.1, the series in eq. (53) can be written as a closed-form generating function. For any two members, $X_i$ and $X_j$ of a basis set $\mathcal{L}$, that satisfy condition in eq. (11) we have:

$$e^{X_i} e^{-X_j} = \begin{cases} X_i, & \text{if } [X_i, X_j] = 0 \\ X_i \cosh(g) + [X_i, X_j] \sinh(g), & \text{if } [X_i, X_j] \neq 0 \end{cases}$$  \hspace{1cm} (56)$$

It can be shown that the matrix $\Xi$ which is an analytic function of time-dependent coefficients $g_k(t)$ is always invertible around time zero given the fact that at $t = 0$ $\Xi$ is the Identity matrix and there is always a neighbourhood where it has non-zero determinant. Therefore, eq. (52) can be re-arranged and be written as a system of differential equations as:

$$\hat{g}(t) = -i\Xi^{-1}(g)\mathcal{Y}^T$$  \hspace{1cm} (57)$$

2.3.1. Example: single spin-$\frac{1}{2}$

In this section, a comprehensive example for the construction of eq. (57) for a single spin-$\frac{1}{2}$ under a chirped pulse will be presented. Let us consider the Cartesian basis set as:

$$\mathcal{L} = \{\sigma_x, \sigma_y, \sigma_z\}$$  \hspace{1cm} (58)$$

Although the order of the elements in the basis set can be arbitrarily chosen, we need to use the same order throughout our calculations.

We can write a set of cyclic commutations for a single spin-$\frac{1}{2}$ as follows:

$$[\sigma_x, \sigma_y] = i\sigma_z, \quad [\sigma_y, \sigma_z] = i\sigma_x, \quad [\sigma_z, \sigma_x] = i\sigma_y$$  \hspace{1cm} (59)$$

the Hamiltonian of the system under a chirped pulse can be written as:
\[ H(t) = \Omega \sigma_z + C_x(t)\sigma_x + C_y(t)\sigma_y \]  

and

\[ \gamma = \begin{bmatrix} C_x(t), C_y(t), \Omega \end{bmatrix}. \]  

where \( C_x(t) \) and \( C_y(t) \) are real and imaginary parts of the chirped pulse function in eq. (4) respectively. This will be discussed in great details in section 2.3.2 and section 3.2.

We consider the solution to eq. (44) as follows:

\[ \dot{\Xi} = \begin{bmatrix} 1 & 0 & i \sinh(g_2(t)) \\ 0 & \cosh(g_1(t)) & -i \sinh(g_1(t)) \cosh(g_2(t)) \\ 0 & -i \sinh(g_1(t)) \text{sech}(g_2(t)) & \cosh(g_1(t)) \text{sech}(g_2(t)) \end{bmatrix} \]  

Finally the matrix \( \Xi(g) \) is obtained as:

\[ \Xi = \begin{bmatrix} 1 & 0 & i \sinh(g_2(t)) \\ 0 & \cosh(g_1(t)) & -i \sinh(g_1(t)) \cosh(g_2(t)) \\ 0 & -i \sinh(g_1(t)) \text{sech}(g_2(t)) & \cosh(g_1(t)) \text{sech}(g_2(t)) \end{bmatrix} \]  

and the inverse of \( \Xi \) required for eq. (57) is:

\[ \dot{\Xi}^{-1} = \begin{bmatrix} 1 - \sinh(g_1(t)) \tanh(g_2(t)) & -i \cosh(g_1(t)) \tanh(g_2(t)) \\ \cosh(g_1(t)) & i \sinh(g_1(t)) \\ -i \cosh(g_1(t)) \text{sech}(g_2(t)) & \cosh(g_1(t)) \text{sech}(g_2(t)) \end{bmatrix} \]  

Similarly, we can obtain elements of the last column of \( \Xi(g_1, g_2, \ldots, g_N) \):

\[ (e^{\ad_{g_1}\sigma_z}) (e^{\ad_{g_2}\sigma_z}) \sigma_z = i\sigma_x \sinh(g_2(t)) = -i\sigma_z \cosh(g_1(t)) \cosh(g_2(t)) \]  

Finally matrix \( \Xi(g) \) is obtained as:

\[ \Xi = \begin{bmatrix} 1 & 0 & i \sinh(g_2(t)) \\ 0 & \cosh(g_1(t)) & -i \sinh(g_1(t)) \cosh(g_2(t)) \\ 0 & -i \sinh(g_1(t)) \text{sech}(g_2(t)) & \cosh(g_1(t)) \text{sech}(g_2(t)) \end{bmatrix} \]  

and the inverse of \( \Xi \) required for eq. (57) is:

\[ \dot{\Xi}^{-1} = \begin{bmatrix} 1 - \sinh(g_1(t)) \tanh(g_2(t)) & -i \cosh(g_1(t)) \tanh(g_2(t)) \\ \cosh(g_1(t)) & i \sinh(g_1(t)) \\ -i \cosh(g_1(t)) \text{sech}(g_2(t)) & \cosh(g_1(t)) \text{sech}(g_2(t)) \end{bmatrix} \]  

Which can be solved to obtain time-dependent coefficients, and hence the total time-dependent propagator \( \mathcal{U}(t) \).

Of course it would be more desirable to have access to the structure of the density matrix as a result of such propagator. This can be achieved straightforwardly by the direct application of eq. (62) in eq. (43).

\[ \rho(t) = e^{\ad_{g_1} \sigma_z} e^{\ad_{g_2} \sigma_z} \rho(0) e^{-\ad_{g_2} \sigma_z} e^{-\ad_{g_1} \sigma_z} \]  

where

\[ \rho(t) = \begin{bmatrix} c_1(t) \sigma_z + c_2(t) \sigma_x + c_3(t) \sigma_y \\ c_2(t) \sigma_x + c_3(t) \sigma_y + c_1(t) \sigma_z \\ c_3(t) \sigma_y + c_1(t) \sigma_z + c_2(t) \sigma_x \end{bmatrix} \]  

and

\[ \rho(0) = \begin{bmatrix} c_1(0) \sigma_z + c_2(0) \sigma_x + c_3(0) \sigma_y \\ c_2(0) \sigma_x + c_3(0) \sigma_y + c_1(0) \sigma_z \\ c_3(0) \sigma_y + c_1(0) \sigma_z + c_2(0) \sigma_x \end{bmatrix} \]  

Similar to previous sections, we can write eq. (69) in vector and matrix form:

\[ \begin{bmatrix} c_1(t) \\ c_2(t) \\ c_3(t) \end{bmatrix} = \Gamma(t) \begin{bmatrix} c_1(0) \\ c_2(0) \\ c_3(0) \end{bmatrix} \]  

Here rows of the matrix \( \Gamma \) is obtained using the application of eq. (56) in eq. (69). The general form of \( \Gamma \) in eq. (71) can be obtained explicitly as eq. (72). Here the time-dependency of \( g_1, g_2 \), and \( g_3 \) is dropped for simplicity. Using eq. (71) and eq. (72) the state of the system at any time \( \tau \) can be obtained by multiplying \( \Gamma(\tau) \) by the initial state of the system.
\[ \Gamma = \begin{pmatrix} \cosh(g_2) \cosh(g_1) & \cosh(g_1) \cosh(g_3) & \cosh(g_1) \cosh(g_2) \\ -\sinh(g_1) \sinh(g_2) \cosh(g_3) + i \cosh(g_1) \sinh(g_3) & \cosh(g_1) \cosh(g_3) + i \sinh(g_1) \sinh(g_3) & \cosh(g_1) \cosh(g_2) \\ -i \cosh(g_1) \sinh(g_2) \cosh(g_3) - \sinh(g_1) \sinh(g_3) & i \sinh(g_1) \cosh(g_3) - \cosh(g_1) \sinh(g_3) & i \sinh(g_1) \cosh(g_2) \end{pmatrix} \]

(72)

2.3.2. Demo: composite chirps for refocusing

In this section, the solution of spin dynamics for a sequence of chirped pulses will be presented. This sequence, introduced by Hwang et al. [17], offers an ideal refocusing of spins without any phase rolls across the spectral range of interest. It takes advantage of amplitude- and time-matching of three 180° chirped pulses in order to achieve zero net chemical shift evolution during the sequence and self-compensation with respect to variations of the \( B_1 \) field. Here the goal is to demonstrate how one can use the proposed approach in the previous section to compute and visualize the spin dynamics during such a pulse sequence.

For this example we consider a 1 ms - 2 ms - 1 ms sequence of chirped pulses with 200 kHz bandwidth. The whole sequence can be written as a sum of three chirped waveforms using eqs. (8) to (10). Note that for this application all three pulses have the same bandwidth (\( \Delta F \)) and \( RF \) amplitudes (\( \omega_1 \)), and for all of them \( \phi_0 = 0 \) and \( \delta_f = 0 \), but durations, \( \tau_p \) and positions \( \delta_i \) are different.

The total pulse sequence can therefore be written as:

\[ S(t) = \omega_1 \sum_{i=1}^{3} \exp \left[ -2^{n+2} \left( \frac{t - \delta_i^{(0)}}{\tau_p^{(0)}} \right)^2 + i \left( \frac{\pi \Delta F (t - \delta_i^{(0)})^2}{\tau_p^{(0)}} \right) \right] \]

(73)

The Hamiltonian of a single spin-\( \frac{1}{2} \) under this sequence can be written as:

\[ \mathcal{H}(t) = \Omega \sigma_z + C_x(t) \sigma_x + C_y(t) \sigma_y \]

(74)

where

\[ C_x(t) = \omega_1 \sum_{i=1}^{3} \exp \left[ -2^{n+2} \left( \frac{t - \delta_i^{(0)}}{\tau_p^{(0)}} \right)^2 \right] \cos \left( \frac{\pi \Delta F (t - \delta_i^{(0)})^2}{\tau_p^{(0)}} \right) \]

\[ C_y(t) = \omega_1 \sum_{i=1}^{3} \exp \left[ -2^{n+2} \left( \frac{t - \delta_i^{(0)}}{\tau_p^{(0)}} \right)^2 \right] \sin \left( \frac{\pi \Delta F (t - \delta_i^{(0)})^2}{\tau_p^{(0)}} \right) \]

(75)

Now we can write all 18 parameters of the sequence (3 pulses, 6 parameters each). \( \omega_1 = 2\pi RF \) can be calculated using eq. (35), where \( \Delta F = 200000 \) Hz and \( Q = 5 \). \( \delta_i \) is time offset of the centre-point of each pulse from the beginning of the sequence (\( t = 0 \)). As none of the three pulses here have additional phase or frequency offset, these parameters will be set to zero. Therefore, a complete set of parameters for three chirped pulses in this sequence will be as follows:

\[ \omega_1 = [79267, 79267, 79267] \quad \text{(rad/s)} \]
\[ \Delta F = [200000, 200000, 200000] \quad \text{(Hz)} \]
\[ \tau_p = [0.001, 0.002, 0.001] \quad \text{(s)} \]
\[ \phi_0 = [0, 0, 0] \quad \text{(rad)} \]
\[ \delta_i = [0.0005, 0.0020, 0.0035] \quad \text{(s)} \]
\[ \delta_f = [0, 0, 0] \quad \text{(Hz)} \]

(76)

Including these parameters in eq. (75) results in the sequence shown in fig. 4.

Now we can solve eq. (68) for this system giving access to the solution of the unitary propagator for the whole sequence. This result can be incorporated in eq. (71) and eq. (72) to have access to the time evolution of the density matrix for a single spin during this three-pulse sequence. For this example we consider the initial state of spins to be \( \left| y \right> \), i.e. in eq. (71) \( c_1(0), c_2(0), c_3(0) \) is \( [0, 1, 0] \).

Figure 5 shows the solutions for \( g_1(t) \), \( g_2(t) \), and \( g_3(t) \) in eq. (68) and therefore \( \hat{\mathcal{U}}(t) \) in eq. (62). Figure 6 shows the time evolution of elements of the density matrix in eq. (70) for three different offsets during the pulse sequence of fig. 4. It is evident that the sequence gives perfect refocusing for signals although
they undergo different trajectories during the sequence.

In section 3.2 an application of this formalism will be presented for broadband excitation using the CHORUS sequence.

3. Some applications

3.1. Broadband homonuclear decoupling

In this section, we use the approach presented in section 2.2.2 to describe and visualise the spin dynamics for a system of two coupled spin-$\frac{1}{2}$s during the PSYCHE pulse element [116–120]. The best way to understand what makes a homonuclear decoupling element is to consider what we want to achieve using this pulse element and then relate those desired and undesired terms to specific members of the basis set. The main property of a J-refocusing pulse element, as in the PSYCHE experiment, as opposed to a conventional inversion/refocusing pulse, is that it acts on both types of interactions, chemical shift and J-coupling. Therefore in the context of a well-known spin-echo experiment, a homonuclear decoupling element is a refocusing (time-reversal) pulse for all interactions in the Hamiltonian. This is the key to distinguishing between the interactions of spins with the main magnetic field (chemical shifts) and interactions of spins with each other (scalar couplings). If we put this in the context of the basis set eq. (31) and considering the relevant CTP selection is applied, all terms before and after the PSYCHE pulse element can be written as:

\[
\begin{align*}
P^+ &\mapsto -\rightarrow P^- \\
Q^+ &\mapsto -\rightarrow Q^- \\
P^+Q_z &\mapsto -\rightarrow P^-Q_z \\
P_zQ^+ &\mapsto -\rightarrow P_zQ^- 
\end{align*}
\] (77)

Note that the effect of the PSYCHE pulse element can be seen as a collection of one-to-one maps between members of the basis set, in other words, eq. (77) means that for each individual input (existing term before the pulse element) there is a unique output (emerging observable after the pulse element), and anything else generated during the pulse element should be suppressed. This assumption on the mechanism of the PSYCHE pulse element equips us with a useful approach to describe and visualise the spin dynamics during the PSYCHE pulse element. The PSYCHE method takes advantage of a combination of low flip angle double-sweep chirped (saltire) pulse and pulsed field gradient in order to achieve the objectives of eq. (77). In this section, we consider the spin dynamics of a system of two spin-$\frac{1}{2}$s interacting via scalar $J$ coupling.

A saltire pulse is an average of two countersweeping unidirectional chirped pulses, that is, it is a pulse which simultaneously sweeps in frequency linearly in opposite directions over a frequency range $\Delta F$ in time $\tau_p$. As shown in fig. 7, this averaging changes the pulse from phasemodulated to amplitude modulated, modifying the appearance of the amplitude envelope. Note that for a saltire pulse:

\[
\delta_t = \frac{\tau_p}{2}, \quad \phi_0 = 0, \quad \delta_f = 0, \quad t \in [0, \tau_p]
\]
The general form of Equation (4) for a saltire pulse can be written as:

\[ S(t) = \frac{\alpha}{2} \sum_{n=1}^{\infty} \omega_n \exp \left( -2^{n+2} \left( \frac{t - \tau_p}{\tau_p} \right)^n \right) \cos \left( \frac{\pi \Delta F (t - \tau_p)}{\tau_p} \right) \]

which turns the pulse into an amplitude-modulated pulse:

\[ S(t) = \omega_1 \exp \left( -2^{n+2} \left( \frac{t - \tau_p}{\tau_p} \right)^n \right) \cos \left( \frac{\pi \Delta F (t - \tau_p)}{\tau_p} \right) \]

The Hamiltonian for two coupled spin-\(\frac{1}{2}\)s in the presence of a saltire chirp pulse and a simultaneous pulsed field gradient can be written as:

\[ \mathcal{H}(t) = \Omega_p P_z + \Omega_Q Q_z + \pi J (P^+ Q^+ + P^- Q^- + 2P_z Q_z) + \beta (P^z + Q^z + P^- + Q^-) \]

where

\[ \beta = \frac{1}{2} \omega_1 \exp \left( -2^{n+2} \left( \frac{t - \tau_p}{\tau_p} \right)^n \right) \cos \left( \frac{\pi \Delta F (t - \tau_p)}{\tau_p} \right) \]

and \(\Omega_g(z)\) is a frequency offset induced by the pulsed field gradient as in eq. (40).

\[ \gamma = \begin{bmatrix} \Omega_p + \Omega_g(z), \Omega_Q + \Omega_g(z), \pi J, \pi J, \pi J, \\ \sqrt{2} \beta, \sqrt{2} \beta, \sqrt{2} \beta, \sqrt{2} \beta, 0, 0, 0, 0, 0, 0 \end{bmatrix} \]

Finally, the array of the Hamiltonian coefficients for the PSYCHE pulse element can be written as:

\[ \mathcal{J} = \pi J, \quad \mathcal{B} = \sqrt{2} \beta, \quad \Sigma = \Omega_p + \Omega_Q + 2 \Omega_g(z), \quad \Delta = \Omega_p - \Omega_Q \]

Moreover as the saltire pulse is an amplitude modulated pulse (has only the real part), \(\mathcal{B} = \mathcal{B}^*\) and matrix \(\Gamma\) in eq. (21) is not hermitian, but symmetric. Additionally, as a result of the pulse being amplitude-modulated the \(\mathcal{RF}\) dependence of the flip-angle (\(\alpha\)) is not asymptotic and can be obtained by the integration of the time-envelope of the saltire pulse:

\[ \mathcal{RF}_{\text{max}} = \frac{\alpha}{360} \sqrt{\frac{2 \Delta F}{\tau_p}} \]

In order to see the mechanism of PSYCHE experiment it is crucial to see trajectories of different elements of the basis set and observe how desired terms are prepared for detection and undesired paths are suppressed. For this we need to know the status of the system before the saltire pulse. Since there is only one 90° pulse before the saltire pulse, some 180° pulses, and some arbitrary delay we can consider that before the PSYCHE pulse element we have only single quantum terms which can be in the form of a mixture of in-phase (e.g. \(P^+\)) and anti-phase (e.g. \(P^z Q_z\)) terms. Of course, during the low-amplitude saltire pulse all other coherence orders will be generated. The idea here is to see how the combination of a low-flip angle saltire pulse and a pulsed field gradient results in an efficient filtration and attenuation of unwanted terms and achieving objectives in eq. (77).

Without loss of generality, let us consider a case when we feed the PSYCHE pulse element, consisting of a saltire pulse and a simultaneous pulsed field gradient, with \(P^+\) only, i.e. at the beginning of the event \(g_3(0) = 1\) and all other coefficients are 0. By looking at eq. (77) it is clear that the desired output after pulse element should be \(P^+\), i.e. we want to maximise \(g_6(\tau_p)\) while suppressing all other terms as much as possible. This case study is carried out by considering two independent characteristics of the pulse element: spatiotemporal averaging and low-flip angle excitation. Note that due to the CTP selection and detection of observable terms with negative coherence order we are not interested in single quantum terms with positive coherences at the end of the pulse, \(P^+, Q^+, P^z Q_z\), and \(P_z Q_z\), corresponding to \(g_3(\tau_p), g_6(\tau_p), g_{11}(\tau_p), \) and \(g_{11}(\tau_p)\) coefficients respectively. The total objectives of the experiment therefore are: i)
maximising $\xi$ corresponding to $g_6(\tau_p)$ as the desired output; ii) minimising other observable (single quantum) terms ($Q^-$, $P^+Q^-$, and $P^+Q^+$) corresponding to $g_9(\tau_p)$, $g_{10}(\tau_p)$, and $g_{12}(\tau_p)$, and iii) suppression of terms with zero quantum coherences ($P^+$, $Q^+$, $P^-Q^-$, $P^-Q^+$, and $P_3Q_1$) corresponding to $g_1(\tau_p)$ to $g_5(\tau_p)$ respectively and double quantum coherences ($P^-Q^-$ and $P^+Q^+$) corresponding to $g_{14}(\tau_p)$ and $g_{15}(\tau_p)$. Figure 8 shows the variation of these 4 terms at the end of a saltire pulse in the presence and absence of a pulsed field gradient as a function of $\xi$ (eq. (42)).

Figure 9(a) shows the flip angle dependence of these 4 terms. It is evident that although the ratio of wanted term $P^+$ to unwanted terms ($Q^-$, $P^+Q^-$, and $P^+Q^+$) is much higher for smaller flip angles, on the downside, the magnitude of the wanted signal will be significantly smaller. Therefore, it is sensible to seek a compromise for the best suppression of unwanted signals and the best possible sensitivity of the desired signal. For this purpose let us define a parameter $\lambda$ as:

$$\lambda = \frac{3g_6(\tau_p)}{||a||}, \quad a = \left[ g_9(\tau_p), g_{10}(\tau_p), g_{12}(\tau_p) \right]$$

The blue graph in fig. 9(b) shows the value of parameter $\lambda$ as a function of flip angle. Of course we are interested in a flip angle that maximises both $\lambda$ and $g_6(\tau_p)$, therefore we can rewrite the $\lambda$ as:

$$\lambda = \frac{3g_6(\tau_p)}{||a||} + \ln (g_6(\tau_p))$$

Here the term $\ln (g_6(\tau_p))$ acts as a penalty term to avoid unnecessary signal loss. The red graph in fig. 9(b) represents the variation of the modified $\lambda$ as a function of flip angle $\alpha$, which shows an optimal flip angle of ~ 20°. Of course, in eq. (84) data was considered noiseless and only signal-to-artefact ratio was taken into account. In reality with noisy data one can use larger flip angle, as long as the magnitude of unwanted signals remains within the noise variance.

Figure 10 shows time-variation of all 15 coefficients of the members of the basis set in eq. (31) at different parts of the active volume of the sample during a PSYCHE pulse element. The idea of phase variation leading to efficient spatiotemporal averaging is obvious from insets $g_2(\tau_p)$ to $g_5(\tau_p)$ in fig. 10. On the other hand, it leads to non-zero averaging for $g_6(\tau_p)$, $g_8(\tau_p)$, $g_{10}(\tau_p)$, $g_{12}(\tau_p)$.

3.2. Broadband excitation

In this section, we use the approach presented in section 2.3.1 to describe and visualise the spin dynamics of a group of non-interacting spin-$\frac{1}{2}$s during the CHORUS [28, 29, 31] pulse sequence. The whole sequence can be written as a sum of three chirped waveforms as in eqs. (8) to (10). Note that all three pulses have the same bandwidth $\Delta F$, and for all of them $\phi_0 = 0$ and $\delta_f = 0$, but duration, $\tau_p$, position, $\delta_t$, and $RF$ amplitude, $\omega_1$, are different.

The total pulse sequence can therefore be written as:
Figure 10: Graphical representation of time-dependent coefficients $g_1(t)$ to $g_{15}(t)$ during a PSYCHE pulse element; different colours represent time-evolution of terms at different parts of the active volume of the sample.
Here we use Wei-Norman Lie algebra as presented in section 2.3. We know the general form of matrix $\Xi$ (eq. (67)) and its inverse, which is independent of the coefficients of the basis set in the Hamiltonian. Now we can solve eq. (68) for this system giving access to the solution of the unitary propagator for the whole sequence. This result can be incorporated in eq. (71) and eq. (72) to have access to the time evolution of the density matrix for single spin during CHORUS sequence.

An example set of parameters for the CHORUS sequence shown in fig. 11 is written as:

\[ \omega_1 = [40787, 86832, 97081] \quad (\text{rad/s}) \]
\[ \Delta F = [300000, 300000, 300000] \quad (\text{Hz}) \]
\[ \tau_p = [0.0005, 0.00125, 0.001] \quad (\text{s}) \]
\[ \phi_0 = [0, 0, 0] \quad (\text{rad}) \]
\[ \delta_i = [0.00025, 0.001125, 0.0025] \quad (\text{s}) \]
\[ \delta_f = [0, 0, 0] \quad (\text{Hz}) \]

Figure 12 shows the solution of eq. (68) for $g_1(t)$, $g_2(t)$, and $g_3(t)$, and fig. 13 shows the time-variation of coefficients $c_1(t)$, $c_2(t)$, $c_3(t)$ in eq. (71), and the phases $\phi(t) = \arctan(c(t)/\sigma(t))$ during the CHORUS sequence.

One remaining issue here is the presence of some residual phase roll across the spectrum. In previous works [29, 31] it has been proposed that this problem can be fixed by fitting a polynomial function to the phase response of the sequence and add that function directly to the phase of the first pulse $(90^\circ)$. For example, if the durations of the first $(90^\circ)$ and the last $(180^\circ)$ chirped pulses are 500 $\mu$s and 1 ms respectively, the total sequence will be 3 ms long.

Here we use Wei-Norman Lie algebra as presented in section 2.3. We know the general form of matrix $\Xi$ (eq. (67)) and its inverse, which is independent of the coefficients of the basis set in the Hamiltonian. Now we can solve eq. (68) for this system giving access to the solution of the unitary propagator for the whole sequence. This result can be incorporated in eq. (71) and eq. (72) to have access to the time evolution of the density matrix for single spin during CHORUS sequence.

An example set of parameters for the CHORUS sequence shown in fig. 11 is written as:

\[ \omega_1 = [40787, 86832, 97081] \quad (\text{rad/s}) \]
\[ \Delta F = [300000, 300000, 300000] \quad (\text{Hz}) \]
\[ \tau_p = [0.0005, 0.00125, 0.001] \quad (\text{s}) \]
\[ \phi_0 = [0, 0, 0] \quad (\text{rad}) \]
\[ \delta_i = [0.00025, 0.001125, 0.0025] \quad (\text{s}) \]
\[ \delta_f = [0, 0, 0] \quad (\text{Hz}) \]

Figure 12 shows the solution of eq. (68) for $g_1(t)$, $g_2(t)$, and $g_3(t)$, and fig. 13 shows the time-variation of coefficients $c_1(t)$, $c_2(t)$, $c_3(t)$ in eq. (71), and the phases $\phi(t) = \arctan(c(t)/\sigma(t))$ during the CHORUS sequence.

One remaining issue here is the presence of some residual phase roll across the spectrum. In previous works [29, 31] it has been proposed that this problem can be fixed by fitting a polynomial function to the phase response of the sequence and add that function directly to the phase of the first pulse $(90^\circ)$. Here, due to the additional degree of freedom of the generalised chirped pulse, one can approach and solve this problem more efficiently by tweaking the pulse parameters. First, let us write $C_i(t)$ and $C_j(t)$ for the CHORUS sequence in their most general forms.
The whole approach can be written as a simple optimisation as:

$$\arg\min_{\phi, \delta_f} \text{Var} \left[ \phi(\Omega) \right]$$  \hspace{1cm} (90)

where $\text{Var}$ represents the variance and $\phi(\Omega)$ is the phase of signals at the end of the sequence as a function of the resonance offset $\Omega$.

Finally, eq. (68) can be solved for a range of $RF$ amplitudes in order to assess the insensitivity of the CHORUS pulse sequence to variations of the $B_1$ field. Figure 15 shows the magnitude of excited signal as functions of resonance offset and variation of nominal $RF$ amplitude, using a set of parameters as in eq. (91).

4. Conclusion

In the present work, a generalised expression for chirped pulses was introduced that allows pulse sequences consisting of multiple chirped pulses to be written as a single time-continuous waveform. Two mathematical approaches based
on Liouvillevon Neumann equation and Wei-Norman Lie algebra were presented to calculate and visualise spin dynamics during chirped pulses. Full mathematical treatments were presented on the manuscript.
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