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ABSTRACT. We introduce a notion of fractional convexity that extends naturally the usual notion of convexity in the Euclidean space to a fractional setting. With this notion of fractional convexity, we study the fractional convex envelope inside a domain of an exterior datum (the largest possible fractional convex function inside the domain that is below the datum outside) and show that the fractional convex envelope is characterized as a viscosity solution to a non-local equation that is given by the infimum among all possible directions of the 1−dimensional fractional laplacian. For this equation we prove existence, uniqueness and a comparison principle (in the framework of viscosity solutions). In addition, we find that solutions to the equation for the convex envelope are related to solutions to the fractional Monge-Ampere equation.

1. INTRODUCTION

The purpose of this paper is to provide a notion of convexity in the fractional setting.

First, let us recall the usual notion of convexity in the Euclidean space. We fix a bounded smooth domain Ω ⊂ ℝN. A function u: Ω → ℝ is said to be convex in Ω if, for any two points x, y ∈ Ω such that the segment [x, y] := \{tx + (1 − t)y : t ∈ (0, 1)\} (the line segment connecting x and y) is contained in Ω, it holds that

\[ u(tx + (1 − t)y) \leq tu(x) + (1 − t)u(y), \quad \forall t \in (0, 1). \]

Notice that \( t \mapsto v(tx + (1 − t)y) := tu(x) + (1 − t)u(y) \) is just the solution to the equation \( v'' = 0 \) in the segment [x, y] that verifies \( v(x) = u(x) \) and \( v(y) = u(y) \) at the endpoints. We refer to [21] for a general reference on convexity.

With this notion of convexity one can define the convex envelope inside Ω of a boundary datum \( g: ∂Ω \to ℝ \) as

\[ u^*(x) := \sup \{ v(x) : v \text{ is convex in } Ω \text{ and verifies } v|_{∂Ω} \leq g \}. \]

In terms of a second order partial differential equation (PDE), a function is convex if and only if

\[ \lambda_1(D^2u)(x) := \inf \{ (D^2u(x)z, z) : z \in S^{N−1} \} \geq 0 \]

in the viscosity sense. Here \( S^{N−1} \) denotes the \((N − 1)\)-sphere, that is \( S^{N−1} := \{ z \in ℝ^N : |z| = 1 \} \).
Moreover, the convex envelope of $g$, a continuous datum on the boundary, in a strictly convex domain turns out to be the unique solution to
\begin{align*}
\lambda_1(D^2u)(x) &= 0 \quad x \in \Omega, \quad (1) \\
u(x) &= g(x) \quad x \in \partial \Omega. \quad (2)
\end{align*}

The equation (1) has to be interpreted in viscosity sense and the boundary condition (2) is attained with continuity. We refer to [8, 15, 18, 17], and references therein.

Notice that $\lambda_1$ is the smallest eigenvalue of the Hessian, that is, if $\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_N$ are the ordered eigenvalues of the Hessian matrix, $D^2u$, then the equation reads as $\lambda_1 = 0$. Also remark that
\[ \lambda_1(D^2u)(x) = \inf \left\{ (D^2u(x)z, z) : z \in S^{N-1} \right\}, \]
says that the operator that is associated to the convex envelope is just the infimum of the second directional derivatives of the function among all possible directions.

Now we propose the following natural extension of convexity to the fractional setting. Given $s \in (0, 1)$, a function $u : \mathbb{R}^N \to \mathbb{R}$ is said to be $s$–convex in $\Omega$ if for any two points $x, y \in \Omega$ such that the segment $[x, y]$ is contained in $\Omega$ it holds that
\[ u(tx + (1-t)y) \leq v(tx + (1-t)y), \quad \forall t \in (0, 1), \]
where $v$ is just the viscosity solution to $\Delta_s^tv = 0$ (the 1-dimensional $s$–fractional laplacian) in the segment $[x, y]$ with $v = u$ outside the segment. That is, $v$ verifies
\[ \Delta_s^tv(tx + (1-t)y) = C(1, s) \int_{\mathbb{R}} \frac{v(rx + (1-r)y) - v(tx + (1-t)y)}{|r-t|^{1+2s}} dr = 0 \]
for every $t \in (0, 1)$ with
\[ v(z) = u(z) \quad \text{for } z = tx + (1-t)y \text{ with } t \notin (0, 1) \]
as usual for the fractional laplacian we have to impose an exterior datum. Here $C(1, s)$ is a normalization constant whose value is irrelevant for our arguments (and hence it will be omitted from now on) and the integral is to be understood in the principal value sense. Notice that we have to use values of $u$ outside $\Omega$ since the involved operator is nonlocal, therefore $u$ has to be defined in the whole $\mathbb{R}^N$. In addition, we need that such a function $v$ is well defined, and then we have to impose some additional conditions on $u$, that is, $u$ is a locally bounded function and
\[ t \mapsto u(x+tz) \in L_s(\mathbb{R}) := \left\{ f \in L_{loc}^{1+s}(\mathbb{R}) : \int_{\mathbb{R}^N} \frac{|f(r)|}{(1+|r|)^{1+2s}} dr < \infty \right\} \]
for any $x \in \Omega$ and any $z \in S^{N-1}$. The space $L_s(\mathbb{R})$ is the right space for which
\[ \mu(x) = \int_{|x-y|>\varepsilon} \frac{u(y) - u(y)}{|x-y|^{1+2s}} dy \]
extists for every $\varepsilon > 0$. Moreover $\mu$ is continuous at the continuity points of $u$. See for instance [13, 16, 7].

With this definition of $s$–convexity one can define the $s$–convex envelope of an exterior datum $g : \mathbb{R}^N \setminus \Omega \to \mathbb{R}$ as
\[ u^*(x) := \sup \left\{ w(x) : w \text{ is } s\text–convex in } \Omega \text{ and verifies } w|_{\mathbb{R}^N \setminus \Omega} \leq g \right\}. \]
This definition makes sense when the above set of functions is not empty (in particular, this is the case when there exists an extension of $g$ inside $\Omega$ that is $s$–convex and from our results this holds when $g$ is continuous and bounded). The function $u^*(x)$ is unique and $s$–convex (it follows
from the comparison principle for the fractional $s$–laplacian in 1–dimension that the supremum of $s$–convex functions is also $s$–convex).

Our main result is the following:

**Theorem 1.1.** Assume that $\Omega$ is a bounded strictly convex $C^2$–domain, and that $g$ is continuous and bounded. Then, the $s$–convex envelope is well defined and is continuous in $\Omega$ (up to the boundary) with $u|_{\partial \Omega} = g|_{\partial \Omega}$ (therefore the exterior datum is taken with continuity).

Moreover, the $s$–convex envelope is characterized as being the unique viscosity solution to

$$\begin{cases}
\Lambda^s_1 u(x) := \inf \left\{ \int_{\mathbb{R}} \frac{u(x + tz) - u(x)}{|t|^{1+2s}} \, dt : z \in \mathbb{S}^{N-1} \right\} = 0 & x \in \Omega, \\
u(x) = g(x) & x \in \mathbb{R}^N \setminus \Omega.
\end{cases}$$

(3)

In the course of the proof of our main result, we also obtain the following characterization of being $s$–convex: a function $u: \mathbb{R}^N \rightarrow \mathbb{R}$ is $s$–convex in $\Omega$ if and only if

$$\Lambda^s_1 u(x) \geq 0 \quad x \in \Omega$$

in the viscosity sense.

**Classical convexity vs. fractional convexity.** We also compare our notion of fractional convexity with the usual convexity obtaining that for $s > 1/2$ a classical convex function in the whole space $\mathbb{R}^N$ is $s$–convex, for details see Proposition 4.1 below; while in a bounded domain we present simple examples showing that the usual convexity and the fractional convexity are different notions (none implies the other).

**The first fractional eigenvalue.** Remark that for the $s$–convex envelope we have an integral equation that is given by the infimum among all possible directions of the 1–dimensional fractional $s$–laplacian computed at the point $x$. We call this fractional operator that is associated with this notion of fractional convexity $\Lambda^s_1 u$ in analogy with the first eigenvalue of the Hessian, $\lambda_1(D^2u)$, that is given by the infimum among all directions of the 1–dimensional second derivative and is associated with the classical notion of convexity. Hence, we think $\Lambda^s_1 u$ as the “first fractional eigenvalue”.

**On our hypotheses on the data, $\Omega$ and $g$.** Notice that the hypothesis that $\Omega$ is strictly convex is used in order to show that the $s$–convex is continuous up to the boundary for an exterior datum $g$ continuous and bounded. For the classical notion of convexity this geometric condition also appears naturally and is necessary and also sufficient to obtain that a continuous boundary datum is attained continuously (the convex envelope of the datum is continuous in $\overline{\Omega}$), see [8, 18].

Remark that for our definition to make sense we need to assume that the exterior datum $g$ is such that we can solve the Dirichlet problem for the 1–dimensional fractional $s$–laplacian in every segment inside $\Omega$ (this involves values of $g$ in the line that contains this segment). We ask that the datum $g$ is continuous and bounded (and this guarantees that there is a solution for the 1–dimensional fractional $s$–laplacian in every segment inside $\Omega$ with exterior datum $g$ that is uniformly bounded by a bound for $|g|$). However, slightly more general data can be also considered (as long as we have solvability and equiboundedness of all these 1–dimensional problems, notice that $t \rightarrow g(x + tz) \in L_s(\mathbb{R})$ is enough).

**Localization of $s$–convexity.** One can localize $s$–convexity in $\Omega$ and use only values of $u$ inside the domain just computing the 1–dimensional fractional operator restricting the domain of integration to the intersection of the line with $\Omega$ (thus we avoid the need to consider values of $u$ outside $\Omega$). We will briefly comment on this localization in Section 6.
s–concavity. As for the local case, we will say that a function \( u \) is s–concave if \( -u \) is s–convex. Similar results can be proved for the s–concave envelope defined as

\[
u_s(x) := \inf \left\{ v(x) : v \text{ is s–concave in } \Omega \text{ and verifies } v|_{\mathbb{R}^N \setminus \Omega} \geq g \right\}.
\]

In this case the equation that appears is

\[
\Lambda^s_N(u)(x) := \sup \left\{ \int_{\mathbb{R}} \frac{u(x + tz) - u(x)}{|t|^{1+2s}} dt : z \in S^{N-1} \right\} = 0
\]

that is analogous to the largest eigenvalue of \( D^2 u \)

\[
\lambda_N(D^2 u)(x) := \sup \left\{ \langle D^2 u(x)z, z \rangle : z \in S^{N-1} \right\} = 0,
\]

that holds for the classical notion of concave envelope, [8, 18].

**Relation with a nonlocal Monge-Ampère equation.** Solutions to

\[
\Lambda^s_1 u(x) = 0
\]

are also solutions to the nonlocal version of Monge-Ampère introduced in [10],

\[
\inf_{A \in L} \int_{\mathbb{R}^N} \frac{u(y) - u(x)}{|A^{-1}(y - x)|^{N+2s}} dy = 0,
\]

where \( L \) corresponds to the family of symmetric positive matrices with determinant 1,

\[
L := \{ A \in S^{N \times N} : A > 0, \det(A) = 1 \}.
\]

In fact, we have

\[
\inf_{A \in L} \int_{\mathbb{R}^N} \frac{u(y) - u(x)}{|A^{-1}(y - x)|^{N+2s}} dy = \inf_{A \in L} C \int_{\mathbb{R}} \int_{|z|=1} \frac{u(x + tz) - u(x)}{|t|^{1+2s}|A^{-1}_z|^{N+2s}} dz dt.
\]

Hence, if \( \Lambda^s_1 u(x) \geq 0 \) we get

\[
\inf_{A \in L} \int_{\mathbb{R}^N} \frac{u(y) - u(x)}{|A^{-1}(y - x)|^{N+2s}} dy = \inf_{A \in L} C \int_{|z|=1} \frac{1}{|A^{-1}_z|^{N+2s}} \int_{\mathbb{R}} \frac{u(x + tz) - u(x)}{|t|^{1+2s}} dtdz \geq 0.
\]

On the other hand, if \( \Lambda^s_1 u(x) \leq 0 \), there exists a sequence of directions \( z_n, |z_n|=1 \) with

\[
\lim_{n \to \infty} \int_{\mathbb{R}} \frac{u(x + tz_n) - u(x)}{|t|^{1+2s}} dt \leq 0.
\]

Now, one can take a sequence of matrices \( A_n \in L \) with an eigenvalue of order \( n \) in the direction of \( z_n \) (and all the other eigenvalues go to 0 as \( n \to \infty \)) to obtain

\[
\inf_{A \in L} \int_{\mathbb{R}^N} \frac{u(y) - u(x)}{|A^{-1}(y - x)|^{N+2s}} dy = \inf_{A \in L} \frac{1}{C} \int_{|z|=1} \frac{1}{|A^{-1}_z|^{N+2s}} \int_{\mathbb{R}} \frac{u(x + tz) - u(x)}{|t|^{1+2s}} dtdz
\]

\[
\leq \lim_{n \to \infty} \int_{|z|=1} \frac{1}{|A^{-1}_z|^{N+2s}} \int_{\mathbb{R}} \frac{u(x + tz) - u(x)}{|t|^{1+2s}} dtdz
\]

\[
\leq 0.
\]

Notice that all these computations can be justified in a viscosity sense.

This is analogous to what happens in the local case, where solutions to \( \lambda_1(D^2 u) = 0 \) are also convex solutions to the local Monge-Ampère equation \( \det(D^2 u) = 0 \), see [18].

This relation with this nonlocal version of Monge-Ampère reinforces the intuitive idea that \( \Lambda^s_1 u \) is the “first fractional eigenvalue”.

4
Monge-Ampere equations and convex envelopes of a given function and their contact sets play a crucial role when proving Aleksandrov-Bakelman-Pucci (ABP) estimates for elliptic differential equations. We would like to remark that, for ABP in the fractional case we refer to [14] where an envelope of a given function is defined using ideas similar to ours.

**Notations.** Throughout this paper $\Omega \subset \mathbb{R}^N$ is a bounded strictly convex $C^2-$domain. Given $x \in \Omega$ and $z \in \mathbb{S}^{N-1}$, we will denote by $L_z(x)$ the line that passes through $x$ and has direction $z$, that is,

$$L_z(x) := \{x + tz : t \in \mathbb{R}\}.$$  

For any function $u$, the positive and negative parts of $u$ are denoted by 

$$u_+(x) := \max\{u(x), 0\} \quad \text{and} \quad u_-(x) := \max\{-u(x), 0\}.$$ 

Finally, we assume that the signed distance function to $\partial \Omega$ is positive in $\Omega$ and negative in $\mathbb{R}^N \setminus \overline{\Omega}$. Throughout the rest of this article, $\cdot$ denotes a $C^2-$function in $\mathbb{R}^N$ which agrees with the signed distance function to $\partial \Omega$ in a neighbourhood of $\partial \Omega$.

**On the definition of being a viscosity solution to** $\Lambda^+_\phi(u) = 0$. Now we have to discuss the delicate issue of the notion of what is a viscosity solution in our context.

We notice that we have two notions of viscosity solution to

$$\begin{cases} 
\Lambda^+_\phi(u) = 0 & \text{in } \Omega, \\
u = g & \text{in } \mathbb{R}^N \setminus \Omega,
\end{cases}$$

see Definitions 2.1 and 3.3.

In the first notion (that corresponds to what is usual in the viscosity theory) we test with $N-$dimensional functions $\phi : \Omega \to \mathbb{R}$ that touches $u$ from above at $x_0 \in \Omega$ and we ask for

$$\int_{\mathbb{R}} \frac{\tilde{\phi}(x_0 + tz) - \phi(x_0)}{|t|^{1+2s}} \, dt \geq 0$$

for any direction $z \in \mathbb{S}^{N-1}$. In computing the nonlocal $1-$dimensional operator we have taken $\tilde{\phi}$ such that $\tilde{\phi} = g$ outside $\overline{\Omega}$ and $\tilde{\phi} = \phi$ near $x_0$. We also assume the reverse inequality when the test function touches $u$ from below at $x_0$ in the $N-$dimensional set $\Omega$. See Definition 2.1.

The alternative definition (see Definition 3.3) runs as follows: we take a direction $z \in \mathbb{S}^{N-1}$ and then a $1-$dimensional test function $\phi$ that touches $u$ from above at $x_0$ in the $1-$dimensional set $L_z(x_0) \cap \Omega$. Notice that now $\phi$ needs only to be defined in the $1-$dimensional set and not in the whole $\Omega$. Here we ask for the same inequality,

$$\int_{\mathbb{R}} \frac{\tilde{\phi}(x_0 + tz) - \phi(x_0)}{|t|^{1+2s}} \, dt \geq 0,$$

with $\tilde{\phi}(x_0 + tz) = g(x_0 + tz)$ for $x_0 + tz \notin \Omega$ and $\tilde{\phi}(x_0 + tz) = \phi(x_0 + tz)$ for $t$ near 0. As before, we also assume the reverse inequality when the test function touches $u$ from below at $x_0$ in the whole $\mathbb{R}^N$.

Observe that if $u$ is a viscosity solution according to this second definition then it is a solution according to the first one. This is due to the fact that when an $N-$dimensional test function $\phi$ defined in $\Omega$ touches $u$ from above at $x_0$ in $\Omega$, then the restriction of $\phi$ to any segment in $L_z(x_0)$, $\phi(x_0 + tz)$, touches $u$ from above at $x_0$ in $L_z(x_0) \cap \Omega$. The converse also holds but is delicate since given a $1-$dimensional test function that touches $u$ in a segment there is no immediate way of obtaining an $N-$dimensional test function $\psi$ that touches $u$ in $\Omega$ and such that the restriction of
ψ to the segment is φ (we need to extend φ smoothly from the segment to the whole Ω and still be above or below u).

**Ideas used in the proofs.** Our strategy to prove Theorem 1.1 and deal with the two notions of solution (that we will show here that are equivalent) is the following: First, we will show the existence and uniqueness of a viscosity solution in the sense of the first definition (touching by test functions in the whole Ω). This is accomplished via Perron’s method (proving the validity of a comparison principle). Next, we prove that the $s$–convex envelope of an exterior datum $g$ is a solution to the PDE (3) according to the first or to the second definition (testing with $1$–dimensional functions on segments). Therefore, from the previous discussion, it turns out that the $s$–convex envelope is given by the unique viscosity solution to (3). Besides, we obtained that the two notions of viscosity solution coincide. In fact, a viscosity solution testing with $1$–dimensional functions on segments is a viscosity solution testing with $N$–dimensional tests and the unique viscosity solution testing with $N$–dimensional tests coincides with the $s$–convex envelope that is a solution testing with $1$–dimensional functions.

**The paper is organized as follows.** In Section 2 we prove existence and uniqueness for viscosity solutions to the Dirichlet problem for $\Lambda_s^1 u = 0$ (these are consequence of the validity of a comparison result), here we use test functions touching $u$ in $\Omega$ and follow ideas from [6]; in Section 3 we start the analysis of $s$–convexity and we show that being a viscosity solution to $\Lambda_s^1 u \geq 0$ (testing with $1$–dimensional functions in segments inside $\Omega$) is equivalent to being $s$–convex; in Section 4 we compare the usual convexity with the fractional convexity; in Section 5 we prove our main result, Theorem 1.1, that says that the $s$–convex envelope is characterized as the unique solution to $\Lambda_s^1 u = 0$ found in Section 2; finally, in Section 6 we present an alternative way of defining $s$–convexity using only values of $u$ in $\Omega$.

**2. Existence, uniqueness and a comparison principle for $\Lambda_s^1$.**

The main result in this section is to prove a comparison principle for the problem

$$
\begin{align*}
\Lambda_s^1 u(x) &= \inf \left\{ \int_{\mathbb{R}} \frac{u(x + tz) - u(x)}{|t|^{1+2s}} \, dt : z \in \mathbb{S}^{N-1} \right\} = f(x) \quad x \in \Omega, \\
u(x) &= g(x) \quad x \in \mathbb{R}^N \setminus \Omega.
\end{align*}
$$

To this end, we borrow ideas from [6].

**2.1. Basic notations and definition of solution.** We use the notion of viscosity solution from [6], which is the nonlocal extension of the classical theory, see [11].

To state the precise definition of solution, we need the following: Given $g : \mathbb{R}^N \setminus \Omega \to \mathbb{R}$, for a function $u : \overline{\Omega} \to \mathbb{R}$ we define the upper $g$-extension of $u$ as

$$
u^g(x) := \begin{cases} u(x) & \text{if } x \in \Omega, \\ g(x) & \text{if } x \in \mathbb{R}^N \setminus \overline{\Omega}, \\ \max\{u(x), g(x)\} & \text{if } x \in \partial \Omega.
\end{cases}$$

In the analogous way we define $u_g$, the lower $g$-extension of $u$, replacing max by min.
An important fact, that can be easily verified, is that for any continuous function \( g: \mathbb{R}^N \setminus \Omega \to \mathbb{R} \) and any upper semicontinuous function \( u: \overline{\Omega} \to \mathbb{R} \), it holds that
\[
u^g = \tilde{w}, \quad \text{with} \quad w = u \mathbf{1}_{\overline{\Omega}} + g \mathbf{1}_{\mathbb{R}^N \setminus \overline{\Omega}} \text{ in } \mathbb{R}^N.
\]

Here we are using the definition of the upper (lower) semicontinuous envelope \( \tilde{w} (w) \) of \( w \), that is,
\[
\tilde{w}(x) := \inf_{r>0} \sup \{w(y) : y \in B(x,r)\} \quad (w(x) = \sup_{r>0} \inf \{w(y) : y \in B(x,r)\}),
\]
and \(1_A\) denotes the indicator function of a set \( A \) in \( \mathbb{R}^N \).

We now introduce a useful notation, for \( \delta > 0 \) we write
\[
E_{z,\delta}(u,\phi,x) := I_{z,\delta}^1(\phi,x) + I_{z,\delta}^2(u,x) - f(x)
\]
with
\[
I_{z,\delta}^1(\phi,x) := \int_{-\delta}^{\delta} \frac{\phi(x+tz) - \phi(x)}{|t|^{1+2\delta}} \, dt,
\]
\[
I_{z,\delta}^2(u,x) := \int_{\mathbb{R}^{N}\setminus(-\delta,\delta)} \frac{u^g(x+tz) - u(x)}{|t|^{1+2\delta}} \, dt,
\]
and then define
\[
E_\delta(u,\phi,x) := -\inf \left\{ E_{z,\delta}(u,\phi,x) : z \in \mathbb{S}^{N-1} \right\}.
\]

Now we can define our notion of viscosity solution testing with \( N \)-dimensional functions as usual.

**Definition 2.1.** A bounded upper semicontinuous function \( u: \mathbb{R}^N \to \mathbb{R} \) is a viscosity subsolution to the Dirichlet problem (4) if \( u \leq g \) in \( \mathbb{R}^N \setminus \overline{\Omega} \) and if for each \( \delta > 0 \) and \( \phi \in C^2(\mathbb{R}^N) \) such that \( x_0 \) is a maximum point of \( u - \phi \) in \( B_\delta(x_0) \), then
\[
E_\delta(u^g,\phi,x_0) \leq 0 \quad \text{if } x_0 \in \Omega,
\]
\[
\min \{ E_\delta(u^g,\phi,x_0), u(x_0) - g(x_0) \} \leq 0 \quad \text{if } x_0 \in \partial\Omega.
\]

When \( u \) is not upper semicontinuous we ask for the upper semicontinuous envelope of \( u \) to be a subsolution.

In an analogous way, we define viscosity supersolutions (reversing the inequalities) and viscosity solutions (asking that \( u \) is both a supersolution and a subsolution) to (4).

In this work, we only consider bounded continuous exterior data, but straightforward extensions to unbounded exterior data are possible under certain growth condition at infinity. In fact, in the proof of the existence (we will use the Perron method) and as in Theorems 1 and 2 of [5], we can assume, for instance, \( |g(x)| \leq C(1 + R(x)) \) where \( R(x) \) is a fixed positive function so that the operator is well defined (for example, a linear grow of \( R \) at infinity suffices).

### 2.2. Attainability of the exterior datum

Now we follow ideas from [6]. The main difference with respect to [6] is the estimate after equation (12) below, where the strict convexity of the domain plays a crucial role, see Example 5.1 below for non convex domain where a loss of the boundary condition occurs.

We first prove that the exterior datum is attained in a classical continuous way.

**Theorem 2.1.** Assume that \( f \in C(\overline{\Omega}) \) and \( g \in C(\mathbb{R}^N \setminus \overline{\Omega}) \) are bounded and that \( \Omega \) is a bounded strictly convex \( C^2 \)-domain. Let \( u,v: \mathbb{R}^N \to \mathbb{R} \) be viscosity sub and supersolution of (4), in the sense of Definition 2.1, respectively. Then,
(i) \( u \leq g \) on \( \partial \Omega \);
(ii) \( v \geq g \) on \( \partial \Omega \).

**Proof.** We begin by proving (i). Suppose by contradiction that there is \( x_0 \in \partial \Omega \) such that
\[
\mu := u(x_0) - g(x_0) > 0.
\]
Hence, we have that \( u^g(x_0) = u(x_0) \). Since \( g \) is continuous, there is \( R_0 > 0 \) such that
\[
|g(x_0) - g(y)| \leq \frac{\mu}{4} \quad \forall y \in B(x_0, 2R_0) \cap (\mathbb{R}^N \setminus \Omega).
\]
We may with no loss of generality assume that \( R_0 < \max\{\|x - y\|: x, y \in \overline{\Omega}\} \).

We now introduce two auxiliary functions:
- \( a: \mathbb{R}^N \to \mathbb{R} \), a smooth bounded function such that \( a(0) = 0 \), \( a(y) > 0 \) if \( y \neq 0 \),
  \[ \lim \inf_{|y| \to \infty} a(y) > 0 \]
  and \( D^2a \) is bounded;
- \( b: \mathbb{R} \to \mathbb{R} \), a smooth bounded and increasing function which is concave in \( (0, +\infty) \), and such that \( b(0) = 0 \), \( b(t) > -\frac{\mu}{4} \) in \( \mathbb{R} \), \( b'(0) = k_1 \) and \( b''(0) = -k_2 \) with \( k_1, k_2 > 0 \).

Next, we use these two functions to define for any \( \varepsilon > 0 \) the penalized test function
\[
\omega_\varepsilon(y) := \frac{a(y - x_0)}{\varepsilon} + b \left( \frac{d(y)}{\varepsilon} \right)
\]
(recall that \( d \) is a smooth extension of the signed distance to the boundary, \( \partial \Omega \)).

Thus
\[
\Psi_\varepsilon(y) = u^g(y) - \omega_\varepsilon(y)
\]
is upper semicontinuous for any \( \varepsilon > 0 \) the penalized test function. Then, for any \( \varepsilon \) small, \( \Psi_\varepsilon \) attains a global maximum at a point \( x_\varepsilon \). Therefore, we have
\[
u^g(x_\varepsilon) - \omega_\varepsilon(x_\varepsilon) \geq u^g(x_0) - \omega_\varepsilon(x_0) = u^g(x_0)
\]
and hence,
\[
\frac{a(x_\varepsilon - x_0)}{\varepsilon} \leq u^g(x_\varepsilon) - u(x_0) - b \left( \frac{d(x_\varepsilon)}{\varepsilon} \right) \leq u^g(x_\varepsilon) - u(x_0) + \|b\|_\infty.
\]
From here, we get that
\[
x_\varepsilon \to x_0 \quad \text{as} \quad \varepsilon \to 0,
\]
In particular, \( x_\varepsilon \in B(x_0, 2R_0) \) for any \( \varepsilon \) small enough. Now, using again the properties of \( a \) and \( b \) we get
\[
g(x_0) + \mu = u(x_0) \leq u^g(x_\varepsilon) - \omega(x_\varepsilon) \leq u^g(x_\varepsilon) + \frac{\mu}{4}.
\]
Therefore \( x_\varepsilon \in \overline{\Omega} \). Then, \( d(x_\varepsilon) \geq 0 \) and
\[
0 \leq b \left( \frac{d(x_\varepsilon)}{\varepsilon} \right).
\]
On the other hand, since \( a \) is non-negative, by (6), we have
\[
0 \leq b \left( \frac{d(x_\varepsilon)}{\varepsilon} \right) \leq u^g(x_\varepsilon) - u(x_0).
\]
Hence, since \( u^0 \) is upper semicontinuous, \( u^0(x_0) = u(x_0) \), we obtain
\[
b \left( \frac{d(x_\varepsilon)}{\varepsilon} \right) \to 0 \text{ as } \varepsilon \to 0. \tag{10}
\]

By (7) and (10), using the properties of \( a \) and \( b \), we have that
\[
a \left( \frac{x - x_0}{\varepsilon} \right) \to 0, \quad \frac{d(x_\varepsilon)}{\varepsilon} \to 0 \quad \text{and} \quad u^0(x_\varepsilon) \to u(x_0) \tag{11}
\]
as \( \varepsilon \to 0 \), since \( u^0 \) is upper semicontinuous, \( u^0(x_0) = u(x_0) \) and \( x_\varepsilon \in \overline{\Omega} \) for any \( \varepsilon \) small enough.

Since \( u^0(x_\varepsilon) \to u(x_0) = g(x_0) + \nu \) and \( g \) is continuous, if \( x_\varepsilon \in \partial \Omega \) then \( u(x_\varepsilon) > g(x_\varepsilon) \) for any \( \varepsilon \) small enough. Now, using that \( u \) is a viscosity subsolution of (4) in \( \Omega \) in the sense of Definition 2.1, we have that
\[
E_0(u^0, \omega_\varepsilon, x_\varepsilon) \leq 0. \tag{12}
\]

**Case 1:** \( x_\varepsilon \in \Omega \).

Let \( \bar{x}_\varepsilon \in \partial \Omega \) be such that \( \delta_\varepsilon := d(x_\varepsilon) = \|x_\varepsilon - \bar{x}_\varepsilon\| \) and let \( z_\varepsilon := \frac{x_\varepsilon - \bar{x}_\varepsilon}{\|x_\varepsilon - \bar{x}_\varepsilon\|} \). Then, by (12), we get
\[
E_{z_\varepsilon, \delta_\varepsilon}(u^0, \omega_\varepsilon, x_\varepsilon) \geq 0
\]
and therefore
\[
-f \leq f(x_\varepsilon) \leq I_{z_\varepsilon, \delta_\varepsilon}^1(\omega_\varepsilon, x_\varepsilon) + I_{z_\varepsilon, \delta_\varepsilon}^2(u^0, x_\varepsilon). \tag{13}
\]

Without loss of generality we suppose that \( 0 < \delta_\varepsilon < \varepsilon < R_0 \) (see (5)) due to (8) and (11).

Observe that, in this case, there is \( d_\varepsilon \geq \delta_\varepsilon \) such that
\[
x_\varepsilon + tz_\varepsilon \in \Omega \quad \forall t \in (-d_\varepsilon, \delta_\varepsilon),
\]
\[
x_\varepsilon + tz_\varepsilon \notin \Omega \quad \forall t \notin (-d_\varepsilon, \delta_\varepsilon).
\]

Now, let us analyze the integrals that appear in \( E_{z_\varepsilon, \delta_\varepsilon}(u^0, \omega_\varepsilon, x_\varepsilon) \), we have
\[
I_{z_\varepsilon, \delta_\varepsilon}^1(\omega_\varepsilon, x_\varepsilon) + I_{z_\varepsilon, \delta_\varepsilon}^2(u^0, x_\varepsilon) \leq I_{z_\varepsilon, \delta_\varepsilon}^1(\omega_\varepsilon, x_\varepsilon) + J_{z_\varepsilon, \delta_\varepsilon}^1(u^0, x_\varepsilon) + J_{z_\varepsilon, \delta_\varepsilon}^2(g, x_\varepsilon) + J_{z_\varepsilon, \delta_\varepsilon}^3(u, x_\varepsilon)
\]
where
\[
J_{z_\varepsilon, \delta_\varepsilon}^1(u^0, x_\varepsilon) := \int_{C_{\varepsilon}} \frac{u^0(x_\varepsilon + tz_\varepsilon) - u(x_\varepsilon)}{|t|^{1+2s}} \, dt, \quad \text{with } C_{\varepsilon} := (-\infty, -\varepsilon) \cup (\varepsilon, \infty),
\]
\[
J_{z_\varepsilon, \delta_\varepsilon}^2(g, x_\varepsilon) := \int_{\delta_\varepsilon}^{\varepsilon} \frac{g(x_\varepsilon + tz_\varepsilon) - u(x_\varepsilon)}{|t|^{1+2s}} \, dt,
\]
\[
J_{z_\varepsilon, \delta_\varepsilon}^3(u, x_\varepsilon) := \int_{-\varepsilon}^{-\delta_\varepsilon} \frac{u(x_\varepsilon + tz_\varepsilon) - u(x_\varepsilon)}{|t|^{1+2s}} \, dt.
\]

Since \( g \) is bounded and \( u \) is upper semicontinuous in \( \overline{\Omega} \), we have that there is a positive constant \( C \) independent of \( \varepsilon \) such that
\[
|J_{z_\varepsilon, \delta_\varepsilon}^1(u^0, x_\varepsilon)| \leq C \varepsilon^{-2s}. \tag{14}
\]

On the other hand, by (5) and (9), there is a positive constant \( K \) independent of \( \varepsilon \) such that
\[
J_{z_\varepsilon, \delta_\varepsilon}^3(u, x_\varepsilon) \leq \int_{\delta_\varepsilon}^{\varepsilon} \frac{\mu}{|t|^{1+2s}} \, dt \leq -\frac{1}{2} \int_{\delta_\varepsilon}^{\varepsilon} \frac{dt}{|t|^{1+2s}}.
\]

Therefore there is a positive constant \( K \) independent of \( \varepsilon \) such that
\[
J_{z_\varepsilon, \delta_\varepsilon}^3(u, x_\varepsilon) \leq -K \mu \left( \delta_\varepsilon^{-2s} - \varepsilon^{-2s} \right). \tag{15}
\]
By the properties of $a$ and $b$, we have
\[ D\omega(\varepsilon) = \frac{o(1)}{\varepsilon} + \frac{k_1 + o(1)}{\varepsilon} D\varepsilon(\varepsilon); \]
\[ D^2\omega(\varepsilon) = \frac{O(1)}{\varepsilon} + \frac{k_1 + o(1)}{\varepsilon} D^2\varepsilon(\varepsilon) - \frac{k_2 + o(1)}{\varepsilon^2} D\varepsilon(\varepsilon) \otimes D\varepsilon(\varepsilon); \]
and therefore there is a positive constant $C$ independent of $\varepsilon$ and $\delta$ such that
\[ J^3_{z_\varepsilon,\delta}(u, x_{\varepsilon}) \leq J^3_{z_\varepsilon,\delta}(\omega, x_{\varepsilon}) \leq C\kappa(\varepsilon, s) \quad \text{where} \quad \kappa(\varepsilon, s) := \begin{cases} \frac{|\delta_1^{-2s} - \varepsilon^{-2s}|}{\varepsilon} & \text{if } s \neq \frac{1}{2}, \\ \frac{-\ln(\delta_1/\varepsilon)}{\varepsilon} & \text{if } s = \frac{1}{2}, \end{cases} \tag{16} \]
and
\[ |I^1_{z_\varepsilon,\delta}(\omega, x)| \leq \frac{C}{\varepsilon^2 \delta^{2s}}. \tag{17} \]

Then, by (13), (14), (15), (16), and (17), we get
\[ -\|f\|_\infty \leq \frac{C}{\delta^{2s}} \left[ \left( \frac{\delta_1}{\varepsilon} \right)^2 + (1 + K\mu) \left( \frac{\delta_1}{\varepsilon} \right)^{2s} \right] \kappa(\varepsilon, s) \delta^{2s} - K\mu. \]

Finally, from (11), taking $\varepsilon$ small enough we have
\[ -\|f\|_\infty \leq \frac{C}{\delta^{2s}} \left[ \left( \frac{\delta_1}{\varepsilon} \right)^2 + (1 + K\mu) \left( \frac{\delta_1}{\varepsilon} \right)^{2s} \right] \kappa(\varepsilon, s) \delta^{2s} - K\mu < -\|f\|_\infty. \]
and we have a contradiction.

**Case 2: $x_{\varepsilon} \in \partial\Omega$.**

In this case we take, $\delta_1 := \|x_{\varepsilon} - x_0\|$ and let $z_\varepsilon := \frac{x_0 - x_{\varepsilon}}{\|x_0 - x_{\varepsilon}\|}$. Then by (12), we get
\[ E_{z_\varepsilon,\delta_\varepsilon}(u^0, \omega, x_{\varepsilon}) \geq 0 \]
and therefore
\[ -\|f\|_\infty \leq f(x_{\varepsilon}) \leq I^1_{z_\varepsilon,\delta_\varepsilon}(\omega, x_{\varepsilon}) + I^2_{z_\varepsilon,\delta_\varepsilon}(u, x_{\varepsilon}). \]

As in the previous case, without loss of generality we suppose that $0 < \delta_1 < \varepsilon < R_0$.
Here, since $\Omega$ is strictly convex, we have that
\[ x_{\varepsilon} + t z_\varepsilon \in \Omega \quad \forall t \in (0, \delta_\varepsilon), \]
\[ x_{\varepsilon} + t z_\varepsilon \notin \Omega \quad \forall t \notin (0, \delta_\varepsilon). \]

Then, we compute
\[ I^1_{z_\varepsilon,\delta_\varepsilon}(\omega, x) + I^2_{z_\varepsilon,\delta_\varepsilon}(u^0, x_{\varepsilon}) \leq I^1_{z_\varepsilon,\delta_\varepsilon}(\omega, x_{\varepsilon}) + J^1_{z_\varepsilon,\delta_\varepsilon}(u^0, x_{\varepsilon}) + J^2_{z_\varepsilon,\delta_\varepsilon}(g, x_{\varepsilon}) \]
where
\[ J^1_{z_\varepsilon,\delta_\varepsilon}(u^0, x_{\varepsilon}) := \int_{C_\varepsilon} \frac{u^0(x_{\varepsilon} + t z_\varepsilon) - u(x_{\varepsilon})}{|t|^{1+2s}} dt, \quad \text{where } C_\varepsilon := (-\infty, -\varepsilon) \cup (\varepsilon, \infty), \]
\[ J^2_{z_\varepsilon,\delta_\varepsilon}(g, x_{\varepsilon}) := \int_{A_\varepsilon} \frac{g(x_{\varepsilon} + t z_\varepsilon) - u(x_{\varepsilon})}{|t|^{1+2s}} dt, \quad \text{where } A_\varepsilon = (-\varepsilon, -\delta_\varepsilon) \cup (\delta_\varepsilon, \varepsilon). \]
As in the above case, there are two positive constants $C$ and $K$ independent of $\varepsilon$ such that
\[
|J_{z,\delta}(u^g, x^g)| \leq C \varepsilon^{-2s},
\]
\[
J_{z,\delta}(g, x^g) \leq -K\mu \left( \delta^{-2s} - \varepsilon^{-2s} \right),
\]
\[
|I_{z,\delta}(\omega, x^g)| \leq C \varepsilon^{-2s}.\]

Then, we get
\[
-\|f\|_\infty \leq \frac{1}{\delta^2} \left\{ C \left( \frac{\delta}{\varepsilon} \right)^2 + (1 + \mu) \left( \frac{\delta}{\varepsilon} \right)^{2s} - K\mu \right\}.
\]

Finally, from (11), taking $\varepsilon$ small enough we have
\[
-\|f\|_\infty \leq \frac{1}{\delta^2 s} \left\{ C \left( \frac{\delta}{\varepsilon} \right)^2 + (1 + \mu) \left( \frac{\delta}{\varepsilon} \right)^{2s} - K\mu \right\} < -\|f\|_\infty.
\]

and we have again a contradiction.

Arguing similarly, using that $\Omega$ is strictly convex and doing some simple changes in $\omega^g$, we obtain (ii). \hfill \Box

2.3. Comparison principle. Now, we prove a comparison principle for (4).

**Theorem 2.2.** Assume that $f \in C(\Omega)$ and $g \in C(\mathbb{R}^N \setminus \Omega)$ are bounded and that $\Omega$ is a bounded strictly convex $C^2$-domain. Let $u, v: \mathbb{R}^N \to \mathbb{R}$ be a viscosity sub and supersolution of (4), in the sense of Definition 2.1, then

\[ u \leq v \]

in $\mathbb{R}^N$.

**Proof.** Define
\[ M := \sup \left\{ u(x) - v(x) : x \in \Omega \right\}. \]

As usual, we argue by contradiction, that is, we assume that $M > 0$. Since $u$ and $v$ are upper and lower semicontinuous functions,
\[ S := \sup \left\{ u(x) : x \in \Omega \right\} - \inf \left\{ v(x) : x \in \Omega \right\} < \infty. \]

For any $\varepsilon > 0$, we define
\[ \Psi_{\varepsilon}(x, y) := u(x) - v(y) - \frac{\|x - y\|^2}{\varepsilon}. \]

Observe that
\[ M \leq M_{\varepsilon} := \sup \left\{ \Psi_{\varepsilon}(x, y) : (x, y) \in \Omega \times \Omega \right\} \leq S. \]

Moreover, $M_{\varepsilon_1} \leq M_{\varepsilon_2}$ for all $\varepsilon_1 \leq \varepsilon_2$. Then, there exists the limit
\[
\lim_{\varepsilon \to 0^+} M_{\varepsilon} = \overline{M}.
\]

On the other hand, since $u$ and $-v$ are upper semicontinuous functions, for any $\varepsilon$, $\Psi_{\varepsilon}$ is an upper semicontinuous function. Thus, there is $(x_{\varepsilon}, y_{\varepsilon}) \in \Omega \times \Omega$ such that
\[ M_{\varepsilon} = \Psi_{\varepsilon}(x_{\varepsilon}, y_{\varepsilon}). \]

(18)
Observe that
\[ M_{2\varepsilon} \geq \Psi_{2\varepsilon}(x, y) = \Psi(\varepsilon, x, y) + \frac{\|x - y\|}{\varepsilon} = M\varepsilon + \frac{\|x - y\|}{2\varepsilon}, \]
implies
\[ \frac{\|x - y\|^2}{\varepsilon} \leq 2(M_{2\varepsilon} - M\varepsilon) \to 0 \]
as \( \varepsilon \to 0^+ \). Therefore, we have
\[ \lim_{\varepsilon \to 0^+} \frac{\|x - y\|^2}{\varepsilon} = 0. \tag{19} \]

Since \( \overline{\Omega} \) is compact, extracting a subsequence if necessary, we can assume that
\[ \lim_{\varepsilon \to 0^+} (x, y) \to (\bar{x}, \bar{y}) \in \overline{\Omega} \times \overline{\Omega}. \tag{20} \]

Moreover, by (19), \( \bar{x} = \bar{y} \) and
\[ M \leq M = \lim_{\varepsilon \to 0^+} \Psi(\varepsilon, x, y) = \limsup_{\varepsilon \to 0^+} u(x, y) = u(\bar{x}) - v(\bar{x}) \leq M. \]
Thus \( M = u(\bar{x}) - v(\bar{x}) \), and by Theorem 2.1, \( \bar{x} \in \Omega \). Consequently, we may assume (without loss of generality) that
\[ d_\varepsilon = \min \left\{ d(\varepsilon, x), d(\varepsilon, y) \right\} > \frac{d(\bar{x})}{2} > 0 \]
provided \( \varepsilon \) is small enough.

On the other hand, by (18), for any \( w \in \mathbb{R}^N \) such that we have \( (x, y) \in \overline{\Omega} \times \overline{\Omega} \) we have that
\[ 0 \leq u(x, y) - u(x, y) - v(y) + v(y, y). \tag{21} \]

So
\[ \phi_\varepsilon(x) := v(y) + \frac{\|x - y\|^2}{\varepsilon}, \]
\[ \varphi_\varepsilon(y) := u(x) - \frac{\|x - y\|^2}{\varepsilon} \]
are test functions for \( u \) and \( v \) at \( x, y \), respectively. Then
\[ E_\delta(u, \phi_\varepsilon, x) \leq 0, \quad \text{and} \quad E_\delta(v, \varphi_\varepsilon, y) \geq 0 \]
for all \( \delta \in (0, d_\varepsilon) \). Therefore, by the definition of \( E_\delta \), for each \( h > 0 \) there exists \( z_{\varepsilon, h} \in \mathbb{S}^{N-1} \) such that
\[ E_{(z_{\varepsilon, h}, \delta)}(u, \phi_\varepsilon, x) \geq 0, \quad \text{and} \quad E_{(z_{\varepsilon, h}, \delta)}(v, \varphi_\varepsilon, y) \leq h \tag{22} \]
for any \( \delta \in (0, d_\varepsilon) \).

Now, our goal is to obtain upper estimates for each term in the difference
\[ E_{(z_{\varepsilon, h}, \delta)}(u, \phi_\varepsilon, x) - E_{(z_{\varepsilon, h}, \delta)}(v, \varphi_\varepsilon, y) \]
for \( 0 < \delta < \frac{d(\bar{x})}{2} \). We can assume that
\[ z_{\varepsilon, h} \to z_0, \]
taking a subsequence if necessary.

Let us write
\[ E_{(z_{\varepsilon, h}, \delta)}(u, \phi_\varepsilon, x) = I_1(\delta, \varepsilon, h) + I_2(\delta, \varepsilon, h) + I_3(\varepsilon, h) - f(x_{\varepsilon}) \]
\[ E_{(z_{\varepsilon, h}, \delta)}(v, \varphi_\varepsilon, y) = J_1(\delta, \varepsilon, h) + J_2(\delta, \varepsilon, h) + J_3(\varepsilon, h) - f(y_{\varepsilon}), \]
for
\[ z_{\varepsilon, h} \to z_0, \]
taking a subsequence if necessary.
where
\[
I_1(\delta, \varepsilon, h) := \int_{-\delta}^{\delta} \frac{\phi_\varepsilon(x_\varepsilon + t \varepsilon, h) - \phi_\varepsilon(x_\varepsilon)}{|t|^{1+2s}} dt, \quad J_1(\delta, \varepsilon, h) := \int_{-\delta}^{\delta} \frac{\varphi_\varepsilon(y_\varepsilon + t \varepsilon, h) - \varphi_\varepsilon(y_\varepsilon)}{|t|^{1+2s}} dt,
\]
\[
I_2(\delta, \varepsilon, h) := \int_{A_{\delta}^z(x_\varepsilon)} u(x_\varepsilon + t \varepsilon, h) - u(x_\varepsilon) |t|^{1+2s} dt, \quad J_2(\delta, \varepsilon, h) := \int_{A_{\delta}^z(y_\varepsilon)} v(y_\varepsilon + t \varepsilon, h) - v(y_\varepsilon) |t|^{1+2s} dt,
\]
\[
I_3(\varepsilon, h) := \int_{\mathbb{R} \setminus L_{\varepsilon,h}(x)} g(x_\varepsilon + t \varepsilon, h) - u(x_\varepsilon) |t|^{1+2s} dt, \quad J_3(\varepsilon, h) := \int_{\mathbb{R} \setminus L_{\varepsilon,h}(y_\varepsilon)} g(y_\varepsilon + t \varepsilon, h) - v(y_\varepsilon) |t|^{1+2s} dt,
\]
where \(A_{\delta}^z(x) := \{ t \in \mathbb{R} : x + t z \in \Omega \} \setminus (-\delta, \delta) \).

We first observe that there is a positive constant \(C\) independent of \(\delta, \varepsilon\) and \(h\) such that
\[
\max \left\{ |I_1(\delta, \varepsilon, h)|, |J_1(\delta, \varepsilon, h)| \right\} \leq C \frac{\delta^{2-2s}}{\varepsilon}.
\]

Let \(L_z(x)\) denote the line that passes through \(x\) with direction \(z\), that is, \(L_z(x) := x + t z, t \in \mathbb{R}\). For the estimate of \(I_2(\delta, \varepsilon, h) - J_2(\delta, \varepsilon, h)\), we use that \(\varepsilon, h \to 0\) and that \(\Omega\) is strictly convex to get,
\[
1_{L_{\varepsilon,h}(y_\varepsilon) \cap \Omega}, 1_{L_{\varepsilon,h}(x_\varepsilon) \cap \Omega} \to 1_{L_{\varepsilon,0}(x) \cap \Omega} \quad \text{a.e. as } \varepsilon, h \to 0.
\]
Then, since \(u\) and \(v\) are bounded, by (21) and (20), and the dominated convergence theorem, we have
\[
\limsup_{\varepsilon, h \to 0} I_2(\delta, \varepsilon, h) - J_2(\delta, \varepsilon, h) \leq 0.
\]

Finally, we observe that, using again that \(\varepsilon, h \to 0\), the strictly convexity of \(\Omega\), and the dominated convergence theorem, we have
\[
1_{L_{\varepsilon,h}(x) \cap (\mathbb{R}^N \setminus \Omega)}, 1_{L_{\varepsilon,h}(y) \cap (\mathbb{R}^N \setminus \Omega)} \to 1_{L_{\varepsilon,0}(x) \cap (\mathbb{R}^N \setminus \Omega)} \quad \text{a.e. as } \varepsilon, h \to 0,
\]
and hence, using that \(g\) is a bounded continuous function, we obtain
\[
\lim_{\varepsilon, h \to 0} J_3(\varepsilon, h) - I_3(\varepsilon, h) \to -M \int_{L_{\varepsilon,0}(x) \cap (\mathbb{R}^N \setminus \Omega)} \frac{dt}{|t|^{1+2s}}, \quad \text{a.e.}
\]
Therefore, from our previous estimates we obtain, letting first \(\delta \to 0\), then \(\varepsilon \to 0\), and \(h \to 0\), we get
\[
I_1(\delta, \varepsilon, h) - J_1(\delta, \varepsilon, h) + I_2(\delta, \varepsilon, h) - J_2(\delta, \varepsilon, h) + I_3(\varepsilon, h) - J_3(\varepsilon, h) + f(y_\varepsilon) - f(x_\varepsilon)
\]
\[
\to -M \int_{L_{\varepsilon,0}(x) \cap (\mathbb{R}^N \setminus \Omega)} \frac{dt}{|t|^{1+2s}}.
\]
On the other hand, from (22), we get
\[
-\varepsilon \leq E_{(\varepsilon, h), \delta}(u^g, \phi_\varepsilon, x_\varepsilon) - E_{(\varepsilon, h), \delta}(v_\varepsilon, \varphi_\varepsilon, y_\varepsilon)
\]
\[
= I_1(\delta, \varepsilon, h) - J_1(\delta, \varepsilon, h) + I_2(\delta, \varepsilon, h) - J_2(\delta, \varepsilon, h) + I_3(\varepsilon, h) - J_3(\varepsilon, h) + f(y_\varepsilon) - f(x_\varepsilon)
\]
and therefore, letting first \(\delta \to 0\), then \(\varepsilon \to 0\), and \(h \to 0\) we conclude that
\[
0 \leq -M \int_{L_{\varepsilon,0}(x) \cap (\mathbb{R}^N \setminus \Omega)} \frac{dt}{|t|^{1+2s}} < 0,
\]
a contradiction. \(\Box\)
2.4. Existence and uniqueness of a solution. Now our goal is to show existence and uniqueness of a solution to
\[
\begin{cases}
\Lambda_1^* u(x) = 0 & x \in \Omega, \\
u(x) = g(x) & x \in \mathbb{R}^N \setminus \Omega,
\end{cases}
\] (23)
using Perron’s method.

**Theorem 2.3.** Assume that \( g \in C(\mathbb{R}^N \setminus \overline{\Omega}) \) is bounded and \( \Omega \) is a bounded strictly convex \( C^2 \)-domain. Then, there is a unique viscosity solution \( u \) to (23), in the sense of Definition 2.1. This solution is continuous in \( \overline{\Omega} \) and the datum \( g \) is taken with continuity, that is, \( u|_{\partial \Omega} = g|_{\partial \Omega} \).

**Proof.** To obtain the existence of a viscosity solution to our problem (23), we again use ideas from [6].

The existence of viscosity subsolution and supersolution of (23) in \( \Omega \), in the sense of Definition 2.1, follows easily taking \( \pm \|g\|_{\infty} \) (here we are using that \( g \) is bounded).

We now consider a one-parameter family of continuous functions \( \psi_k^\pm : \mathbb{R}^N \to \mathbb{R} \) such that
\[
\psi_k^+ \geq \psi_k^- \text{ in } \mathbb{R}^N \text{ and } \psi_k^\pm = g \text{ in } \mathbb{R}^N \setminus \Omega.
\]
Then for all \( k \in \mathbb{N} \) we consider the obstacle problem
\[
H_k(x, u) := \min \left\{ u(x) - \psi_k^-(x), \max\{u(x) - \psi_k^+(x), -\Lambda_1^* u(x)\} \right\} = 0, \quad x \in \mathbb{R}^N, \tag{24}
\]
which is degenerate elliptic (that is, it satisfies the general assumption \((E)\) of [5]). That also has \( \pm \|g\|_{\infty} \) as viscosity supersolution and subsolution ( independent on the \( L^\infty \) bounds of \( \psi_k^\pm \)). Then, in view of the general Perron’s method given in [5] for problems in \( \mathbb{R}^N \), since condition \((E)\) and comparison holds, we conclude the existence of a continuous bounded viscosity solution \( u_k \) to (24) for each \( k \). In addition,
\[
\|u_k\|_{\infty} \leq \|g\|_{\infty} \text{ and } u_k = g \text{ in } \mathbb{R}^N \setminus \Omega
\]
for all \( k \).

Then, we consider \( \psi_k^\pm \) in such a way \( \psi_k^\pm (x) \to \pm \infty \) as \( k \to \infty \) for all \( x \in \Omega \) and denoting
\[
\bar{u}(x) = \limsup_{k \to \infty, y \to x} u_k(y); \quad \underline{u}(x) = \liminf_{k \to \infty, y \to x} u_k(y),
\]
which are well defined for all \( x \in \mathbb{R}^N \). Thus, we clearly have that
\[
\bar{u} \geq \underline{u} \text{ in } \mathbb{R}^N.
\]
Thus, since \( \psi_k^\pm = g \) in \( \mathbb{R}^N \setminus \Omega \) for any \( k \in \mathbb{N} \), we have
\[
\underline{u} = \bar{u} = g \text{ in } \mathbb{R}^N \setminus \Omega.
\]
Moreover, by the half-relax limite properties, see [5], \( \bar{u} \) and \( \underline{u} \) respectively viscosity sub and supersolution to our problem (23). Thus, by comparison we get
\[
\bar{u} \leq \underline{u}
\]
in \( \mathbb{R}^N \), and therefore we conclude that \( \bar{u} \) and \( \underline{u} \) coincide and that
\[
u := \bar{u} = \underline{u}
\]
is a continuous viscosity solution that satisfies the boundary condition in the classical sense.

Uniqueness of solutions follows from the comparison principle. \( \square \)
3. \textit{s–Convex Functions}

Our next aim is to show that \( u \) is \( s \)-convex if only if

\[
\Lambda_s^u(x) = \inf \left\{ \int_{\mathbb{R}} \frac{u(x + tz) - u(x)}{|t|^{1+2s}} dt : z \in S^{N-1} \right\} \geq 0 \text{ in } \Omega
\]

in the viscosity sense testing \( u \) with 1–dimensional functions in every segment inside \( \Omega \).

For this reason, we need to introduce a different definition of viscosity subsolution of \( \Lambda_s^u = 0 \).

Let us start with the definition of viscosity solution of the fractional Dirichlet problem in one dimension,

\[
\begin{aligned}
\Delta_s^1 w(t) &= 0 \quad \text{in } (0, 1), \\
\phi(t) &= g(t) \quad \text{in } \mathbb{R} \setminus (0, 1),
\end{aligned}
\]

where \( 0 < s < 1 \), \( g \in L^\infty_{loc} (\mathbb{R}) \cap L^s (\mathbb{R}) \) and \( \Delta_s^1 \) denotes the fractional laplacian operators,

\[
\Delta_s^1 w(t) := \int_{\mathbb{R}} \frac{w(r) - w(t)}{|r - t|^{1+2s}} dr.
\]

A function \( w : \mathbb{R} \to \mathbb{R} \) is a \textit{viscosity subsolution (supersolution)} of (25) if its upper (lower) semicontinuous envelope \( \hat{w} \) (\( \hat{w} \)) satisfies \( \hat{w} (t) \leq g(t) \) (\( w(t) \leq g(t) \)) for any \( t \in \mathbb{R} \setminus (0, 1) \); and for any open interval \( I \subset (0, 1) \), any \( t_0 \in I \) and any test function \( \phi \in C^2 (\mathbb{R}) \) such that \( \hat{w} - \phi \) (\( w(t) - \phi \)) attains a maximum (minimum) at \( t_0 \) in \( I \), if we let

\[
\hat{w}(t) := \begin{cases} 
\phi(t) & \text{if } t \in I, \\
\hat{w}(\hat{w}(t)) & \text{if } t \in \mathbb{R} \setminus I,
\end{cases}
\]

we have

\[-\Delta_s^1 \hat{w}(t_0) \leq (\geq)0.\]

A function \( w : \mathbb{R} \to \mathbb{R} \) is a \textit{viscosity solution} of (25) if it is both a supersolution and a subsolution.

Given a function

\[
u \in L^s (\mathbb{R}^N) := \{ v \in L^\infty_{loc} (\mathbb{R}^N) : t \to v(x + tz) \in L^s (\mathbb{R}) \forall x \in \Omega, \forall z \in S^{N-1} \} \]

and two points \( x, y \in \Omega \) with \( x \neq y \), we now introduce the definition of viscosity solution to

\[
\begin{aligned}
\Delta_s^1 v(tx + (1-t)y) &= 0 \quad t \in (0, 1), \\
v(tx + (1-t)y) &= u(tx + (1-t)y) \quad t \in \mathbb{R} \setminus (0, 1).
\end{aligned}
\]

\textbf{Definition 3.1.} A function \( v \) is a \textit{viscosity subsolution (supersolution)} of (26) if

\[
\hat{w}(t) = v(tx + (1-t)y)
\]

is a viscosity subsolution (supersolution) of

\[
\begin{aligned}
\Delta_s^1 w(t) &= 0 \quad t \in (0, 1), \\
w(t) &= v(tx + (1-t)y) \quad t \in \mathbb{R} \setminus (0, 1).
\end{aligned}
\]

A function \( v : \mathbb{R} \to \mathbb{R} \) is a \textit{viscosity solution} of (26) if it is both a supersolution and a subsolution.

Now we are in a position to rigorously state the definition of being \( s \)-convex.
Definition 3.2. Let $s \in (0,1)$, a function $u \in \mathcal{L}_s(\mathbb{R}^N)$ is said to be $s-$convex in $\Omega$ if for any two points $x, y \in \Omega$ such that the segment $[x, y]$ is contained in $\Omega$ it holds that

$$u(tx + (1-t)y) \leq v(tx + (1-t)y), \quad \forall t \in (0,1)$$

where $v$ is just the viscosity solution of (26).

Notice that in the two previous definitions we used 1–dimensional test functions to test the solution $v$.

Now, we are ready to state our second definition of being a solution to

$$\Lambda_s^1 u = \inf \left\{ \int_{\mathbb{R}} \frac{u(x + tz) - u(x)}{|t|^{1+2s}} \, dt : z \in S^{N-1} \right\} = 0.$$

Definition 3.3. A function $u: \mathbb{R}^N \to \mathbb{R}$ is a viscosity subsolution of

$$\Lambda_s^1 u(x) = 0 \text{ in } \Omega \quad (27)$$

if for any $x \in \Omega$, any $z \in S^{N-1}$, any open interval $I \ni 0$ such that $x + tz \in \Omega$ for all $t \in I$, and any test function $\phi \in C^2(\mathbb{R})$ such that $\phi(0) = \tilde{w}(0)$ and $\phi(t) \geq \tilde{w}(t)$ ($\phi(t) \leq w(t)$) in $I$ we have

$$-\Delta_s^1 \check{\phi}(0) \leq 0$$

where

$$\check{\phi}(t) = \begin{cases} \phi(t) & \text{if } t \in I, \\ \tilde{w}(t) & \text{if } t \in \mathbb{R} \setminus I, \end{cases}$$

and $\tilde{w}(t)$ denotes the upper semicontinuous envelope of $w(t) = u(x + tz)$.

A function $u: \mathbb{R}^N \to \mathbb{R}$ is a viscosity supersolution of (27) if for any $x \in \Omega$, any $\phi \in C^2(\mathbb{R}^N)$ such that $\phi(x) = \check{w}(x)$ and $\phi(y) \leq \check{w}(y)$ in $\mathbb{R}^N$ we have

$$-\Delta_s^1 \check{\phi}(x) \geq 0,$$

and $\check{w}(y)$ denotes the lower semicontinuous envelope of $u$ in $\mathbb{R}^N$.

Finally, we say that $u$ a viscosity solution of (27) when it is both a viscosity subsolution and a viscosity supersolution of (27).

Notice that in this definition we used 1–dimensional test functions to test from above, while from below we test with $N-$dimensional functions. Recall that in the introduction we discussed the differences between the two definitions of viscosity solutions of (27).

From the previous definition, Definition 3.3, of viscosity subsolution of (27), we deduce the next lemma that we state for future reference.

Lemma 3.1. A function $u: \mathbb{R}^N \to \mathbb{R}$ is a viscosity subsolution of (27) in the sense of Definition 3.3 if only if for any $x \in \Omega$ and any $z \in S^{N-1}$ we have that the function $w(t) = u(x + tz)$ is a viscosity subsolution of

$$\Delta_s^1 w(t) = 0 \quad \text{in } I_z(x) := \{ t \in \mathbb{R} : x + tz \in \Omega \}.$$

Next, recalling our definition of being $s-$convex let us look at a simple example.

Example 3.1. Let us present a simple explicit example of a function that is $s-$convex in a 1–dimensional interval. Let $u: \mathbb{R} \to \mathbb{R}$
By $[12]$, we have that \[
\Delta_s^u(t) := \begin{cases} 
- (1 - t^2)^s & \text{if } t \in [-1, 1], \\
0 & \text{if } |t| > 1.
\end{cases}
\]
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Then, given two points in $x, y \in (-1, 1)$,
\[
\Delta_s^u(tx + (1 - t)y) = |x - y|^{2s} \Gamma(2s + 1)
\]
for $t \in (0, 1)$.

Thus, by the maximum principle, if $v$ the viscosity solution of (26) then
\[
u(tx + (1 - t)y) \leq v(tx + (1 - t)y)
\]
for any $t \in (0, 1)$. We conclude that $u$ is $s$–convex in $(-1, 1)$.

Notice that the same arguments show that every viscosity solution to
\[
\Delta_s^u(t) \geq 0 \text{ in } (-1, 1)
\]
is $s$–convex in $(-1, 1)$.

Now, we are ready to show one of the main results of this section.

**Theorem 3.1.** Let $u \in \mathcal{L}_s(\mathbb{R}^n)$ be a viscosity subsolution to
\[
\Lambda_s^u(x) = 0 \text{ in } \Omega,
\]
in the sense of Definition 3.3 then $u$ is $s$–convex in $\Omega$.

**Proof.** Let $x, y \in \Omega$ and $v$ be the viscosity solution of (26) (that is well defined due to the fact that $u \in \mathcal{L}_s(\mathbb{R}^N)$). Notice that
\[
tx + (1 - t)y = t|x - y|z + y \text{ with } z = \frac{x - y}{|x - y|} \in \mathbb{S}^{N-1}.
\]

Then, by Lemma 3.1, we have that $w(t) = u(y + t|x - y|z)$ is a viscosity subsolution of
\[
\Delta_s^u(t) = 0 \text{ in } (0, 1).
\]

Thus, by the maximum principle, we get
\[
u(tx + (1 - t)y) = w(t) \leq v(tx + (1 - t)y) \quad \forall t \in (0, 1).
\]

Therefore, we conclude that $u$ is $s$–convex.

Now, we prove the reciprocal result.

**Theorem 3.2.** Let $u: \mathbb{R}^N \to \mathbb{R}$ be $s$–convex in $\Omega$. Then, $u$ is a viscosity subsolution to
\[
\Lambda_s^u(x) = 0 \text{ in } \Omega
\]
in the sense of Definition 3.3.

**Proof.** We argue by contradiction. Assume that there are $x \in \Omega$, $z \in \mathbb{S}^{N-1}$, an open interval $I \ni 0$ such that $x + tz \in \Omega$ for all $t \in I$, let $\tilde{w}(t) = u(x + tz)$, and let $\phi \in C^2(\mathbb{R})$ be a test function such that $\tilde{w}(0) = \phi(0)$ and $\phi(t) \geq \tilde{w}(t)$ in $I$ such that
\[
\Delta_s^\phi(0) < 0.
\]
As \( u(x + tz) \in L_\delta(\mathbb{R}) \), by \([16, \text{Lemma 3.8}]\), we have that \( \Delta_t^\delta \hat{\phi}(t) \) is a continuous function. Therefore, there is \( \delta > 0 \) such that
\[
\Delta_t^\delta \hat{\phi}(t) < 0 \text{ in } (-\delta, \delta) \subset I.
\]

We now take, \( x_0 = x + \delta z, \ y_0 = x - \delta z \). If \( v \) is the viscosity solution of
\[
\begin{align*}
\Delta_t^\delta v(tx_0 + (1-t)y_0) &= 0 & \text{in } t \in (0,1), \\
v(tx_0 + (1-t)y_0) &= u(tx_0 + (1-t)y_0) & \text{in } t \in \mathbb{R} \setminus (0,1),
\end{align*}
\]
then \( v(tx_0 + (1-t)y_0) \in C^\infty(0,1) \) (see, for instance \([20]\)) and
\[
u(tx_0 + (1-t)y_0) \leq v(tx_0 + (1-t)y_0) \text{ in } (0,1)
\]
due to the fact that \( u \) is \( s \)-convex. Therefore,
\[
\hat{w}(0) = \inf_{r > 0} \sup \left\{ u(tx_0 + (1-t)y_0) : t \in (-r, r) \right\} \leq v(x).
\]

On the other hand,
\[
z(t) = v\left(\frac{t + \delta}{2\delta}x_0 + \left(1 - \frac{t + \delta}{2\delta}\right)y_0\right)
\]
is a viscosity solution to
\[
\begin{align*}
\Delta_t^\delta z(t) &= 0 & \text{in } t \in (-\delta, \delta), \\
z(t) &= u(x + tz) & \text{in } t \in \mathbb{R} \setminus (0,1).
\end{align*}
\]
Thus, by the strong maximum principle, (that holds just by evaluating the operator in a maximum (or minimum) point), we have that
\[
z(t) < \hat{\phi}(t) \quad \forall t \in (-\delta, \delta).
\]
Therefore, using (28), we have that
\[
\hat{w}(0) \leq v(x) = z(0) < \hat{\phi}(0) = \hat{w}(0)
\]
a contradiction. This finishes the proof. \(\square\)

Notice that we have proved that \( u : \mathbb{R}^N \to \mathbb{R} \) is \( s \)-convex in \( \Omega \) if and only if \( u \) is a viscosity subsolution to
\[
\Delta_t^\delta u(x) = 0 \quad \text{in } \Omega
\]
in the sense of Definition 3.3. This fact will be stated as Lemma 5.1 in Section 5.

4. Classical convexity vs \( s \)-convexity

In this section we study when a convex function turns out to be a \( s \)-convex function.

**Proposition 4.1.** Let \( s > \frac{1}{2} \). If \( u \) is a convex function in \( \mathbb{R}^N \) such that \( t \mapsto u(x + tz) \in L_\delta(\mathbb{R}) \) for any \( x \in \mathbb{R}^N \) and any \( z \in S^{N-1} \), then \( u \) is \( s \)-convex in \( \mathbb{R}^N \).

**Proof.** Fix \( x, y \in \mathbb{R}^N \), and \( t \in (0, 1) \), since \( u \) is a convex function in \( \mathbb{R}^N \), there is \( \xi \in \mathbb{R}^N \) such that
\[
\xi \cdot (x - y)(t - t_0) + u(t_0x + (1 - t_0)y) \leq u(tx + (1 - t)y)
\]
for all \( t \in \mathbb{R} \).

Fix \( t_0 \in (0, 1) \), we take
\[
w(tx + (1-t)y) := \xi \cdot (x - y)(t - t_0) + u(t_0x + (1 - t_0)y)
\]
for any \( t \in \mathbb{R} \). Since \( w \) is a function that is affine with respect to \( t \) and \( s > \frac{1}{2} \) we have that
\[
\Delta_t^s w(tx + (1-t)y) = 0 \quad \forall t \in \mathbb{R}. \tag{30}
\]

Thus, by (29) and (30), we have
\[
\begin{cases}
\Delta_t^s w(tx + (1-t)y) = 0 & \text{for all } t \in (0,1); \\
w(z) \leq u(z) & \text{for all } z = tx + (1-t)y \text{ with } t \notin (0,1).
\end{cases}
\]

Therefore, if \( v \) is the viscosity solution of (26), then by comparison
\[
w(tx + (1-t)y) \leq v(tx + (1-t)y) \quad \forall t \in (0,1).
\]

In particular
\[
v(t_0 x + (1-t_0)y) \geq w(t_0 x + (1-t_0)y) = u(t_0 x + (1-t_0)y).
\]

As \( t_0 \) is arbitrary, we conclude \( u \) is \( s \)-convex. \( \square \)

In the next example, we show that a classical convex function in an interval is not necessarily \( s \)-convex. This holds because being \( s \)-convex depends on the values of the function in the whole space, while for being convex only the values inside the domain matter.

**Example 4.1.** Let \( u : \mathbb{R} \rightarrow \mathbb{R} \) be given by
\[
u(t) := \begin{cases}
(t - 3)^2 & \text{if } t \in [2,4], \\
1 & \text{if } |t - 3| > 1.
\end{cases}
\]

Observe that \( u \) is a convex function in \([-1,1]\) (it holds that \( u \equiv 1 \) in \([-1,1]\)).

On the other hand, for any \( x,y \in [-1,1] \), if \( v \) is the viscosity solution of (26), by the strong maximum principle we have that
\[
1 \geq v(tx + (1-t)y) \quad \forall t \in (0,1).
\]

Therefore \( u \) is not \( s \)-convex.

Finally, we also have that the converse does not hold. We present an \( s \)-convex function in an interval that is not convex.

**Example 4.2.** Let \( u : \mathbb{R} \rightarrow \mathbb{R} \) be the solution to
\[
\begin{cases}
\Delta_t^s u(z) = 0 & \text{for all } z \in (0,1); \\
u(z) = g(z) & \text{for all } z \in \mathbb{R} \setminus (0,1)
\end{cases}
\]

with \( g \) bounded smooth with \( g(0) = g(1) = 1, g \geq 1 \) with at least one \( x_0 \in \mathbb{R} \setminus (0,1) \) such that \( g(x_0) > 1 \).

Observe that \( u \) is a \( s \)-convex function in \((0,1)\). This follows since \( u \) solves \( \Delta_t^s u = 0 \) in \((0,1)\). In fact, take \( v \) the solution to \( \Delta_t^s v = 0 \) inside an interval \([x,y] \subset (0,1)\) with exterior Dirichlet datum \( u \), as \( u \) solves \( \Delta_t^s u = 0 \) in the interval \([x,y]\) with \( u \) as exterior datum, by uniqueness of solutions to the 1–d fractional laplacian, we have \( v = u \) in \([x,y]\) (in particular, \( u \leq v \) in \([x,y]\)) showing that \( u \) is \( s \)-convex.

On the other hand, \( u \) is smooth, continuous up to the boundary and, by the strong maximum principle, it holds that
\[
1 < u(x) \quad \forall x \in (0,1)
\]

together with \( u(0) = u(1) = 1 \). Therefore, \( u \) is not convex in \((0,1)\).
5. $s$–Convex Envelope

5.1. Definition of the $s$–Convex Envelope. Let us call $H(g)$ the set of $s$–convex functions that are below $g$ outside $\Omega$, 

$$H(g) := \{ u: u \text{ is } s\text{–convex in } \overline{\Omega} \text{ and verifies } u_{|\mathbb{R}^N\setminus\Omega} \leq g \}.$$ 

As a consequence of our previous results we have that functions in $H$ are subsolutions to our problem $(3)$ in the sense of Definition 3.3. In fact, as a direct consequence of Theorems 3.1 and 3.2, we have the following lemma.

**Lemma 5.1.** Let $u \in \mathcal{L}_s(\mathbb{R}^N)$. Then, $u \in H(g)$ if only if $u$ is a viscosity solution to 

$$\Lambda^s_t u(x) \geq 0 \quad x \in \Omega,$$

$$u(x) \leq g(x) \quad x \in \mathbb{R}^N \setminus \Omega,$$

in the sense of Definition 3.3 (testing with $1$–dimensional functions on segments).

Recall that the $s$–convex envelope of an exterior datum $g: \mathbb{R}^N \setminus \Omega \to \mathbb{R}$ is given by 

$$u^*(x) := \sup \left\{ w(x) : w \in H(g) \right\},$$

Notice that, from the definition of being $s$–convex, we have that 

$$t \to w(x + tz) \in \mathcal{L}_s(\mathbb{R}), \quad \forall x \in \mathbb{R}^N, \forall z \in \mathbb{S}^{N-1}.$$

Now we are ready to proceed with the proof of Theorem 1.1.

**Proof of Theorem 1.1.** We split the proof in two steps.

**Step 1.** First we show that $u^*(x) \in H(g)$. To this end we only need to prove that $u^*$ is $s$–convex in $\Omega$ because we have $w|_{\mathbb{R}^N \setminus \Omega} \leq g$ for every $w \in H(g)$. Since we have that $s$–convexity is equivalent to be a viscosity subsolution to $\Lambda^s_t(u) = 0$ in $\Omega$ this follows easily from the fact that the supremum of subsolutions is also a subsolution. Below we include a proof for completeness.

Fix $x, y \in \Omega$. For any $u \in H(g)$ we have that if $v_u$ is viscosity solution of $(26)$ then $u(tx + (1-t)y) \leq v_u(tx + ty)$ in $(0, 1)$. Now, if $v$ is a viscosity solution to 

$$\begin{cases} \Lambda^s_t v(tx + (1-t)y) = 0 & t \in (0, 1); \\ v(tx + (1-t)y) = u^*(tx + (1-t)y) & t \in \mathbb{R} \setminus (0, 1), \end{cases}$$

by the maximum principle, we get, 

$$u(tx + (1-t)y) \leq v_u(tx + (1-t)y) \leq v(tx + (1-t)y) \text{ in } (0, 1),$$

that is, 

$$u(tx + (1-t)y) \leq v(tx + (1-t)y) \text{ in } (0, 1),$$

for any $u \in H(g)$. Thus, taking supremum, we obtain 

$$u^*(tx + (1-t)y) \leq v(tx + (1-t)y) \text{ in } (0, 1).$$

Finally, as $x, y \in \Omega$ are arbitrary, we have that $u^*$ is $s$–convex and therefore $u^* \in H(g)$.

**Step 2.** Now we show that the $s$–convex envelope, $u^*$, is a viscosity solution (in the sense of Definition 3.3) of 

$$\begin{cases} \Lambda^s_t u(x) = 0 & x \in \Omega \\ u(x) = g(x) & x \in \mathbb{R}^N \setminus \Omega. \end{cases}$$

\[(31)\]
Since \( u^* \in H(g) \), \( u^* \) is \( s \)-convex in \( \Omega \) and by Lemma 5.1, we know that \( u^* \) is a subsolution of (31) in the sense of Definition 3.3.

On the other hand, to prove that \( u^* \) is a supersolution of (31) in the sense of Definition 3.3 we argue by contradiction.

Assume that \( u^* \) is lower semicontinuous (otherwise replace \( u^* \) by its lower semicontinuous envelope in what follows). If there is a smooth \( N \)-dimensional test function \( \phi \) that touches \( u^* \) from below at \( x_0 \) (we can assume that \( u^* - \phi \) has a strict minimum at \( x_0 \) with \( u^*(x_0) = \phi(x_0) \)) such that
\[
\Lambda^*_s \phi(x_0) = c > 0,
\]
then we have that for every \( x \) close to \( x_0 \) it holds that
\[
\Lambda^*_s \phi(x) \geq \frac{c}{2} > 0,
\]
and hence, for every \( z \) such that \( |z| = 1 \) we have that
\[
\Delta^*_s \phi(x + tz)|_{t=0} \geq \frac{c}{2} > 0
\]
(notice that this strict inequality holds for every \( z \) since \( \Lambda^*_s \) involves an infimum).

Now we can modify our function \( u^* \) on a small neighborhood of \( x_0 \), taking
\[
\tilde{u}(x) = \max\{u^*(x); \phi(x) + \delta\}.
\]
Notice that we have
\[
\tilde{u}(x) \geq \phi(x) + \delta.
\]
Since \( u^* - \phi \) has a strict minimum at \( x_0 \) with \( u^*(x_0) = \phi(x_0) \) we have that for \( \delta \) small there is a small neighborhood of \( x, U \), such that
\[
\tilde{u}(x) = \begin{cases} 
\phi(x) + \delta & x \in U, \\
u^*(x) & x \notin U.
\end{cases}
\]

Let us check that this function \( \tilde{u} \) is \( s \)-convex. To this end, using Lemma 5.1 it is enough if we prove that \( \tilde{u} \) is a subsolution to \( \Lambda^*_s u(x) = 0 \) in the sense of Definition 3.3. Then, take a smooth 1-dimensional test function \( \psi \) that touches \( \tilde{u} \) from above at a point \( x \in \Omega \) on some line \( x + tz \), that is, we have
\[
\psi(t) \geq \tilde{u}(x + tz), \quad \psi(0) = \tilde{u}(x).
\]

Now, if \( x \in U \) we have
\[
\Delta^*_s \psi(0) \geq \Delta^*_s \tilde{u}(x + tz)|_{t=0} \geq \Delta^*_s [\phi(x + tz) + \delta]|_{t=0} > 0.
\]
On the other hand, if \( x \notin U \), we have that \( \tilde{u}(x) = u^*(x) \), \( \tilde{u} \geq u^* \) and \( \psi \) touches \( \tilde{u} \) from above at \( x \) on the line \( x + tz \). Hence, we get that \( \psi \) touches \( \tilde{u} \) from above at \( x \) on the line \( x + tz \). Then, by Step I, using that \( u^* \) is \( s \)-convex we get
\[
\Delta^*_s \psi(0) \geq 0,
\]
and this proves that \( \tilde{u} \) is \( s \)-convex in \( \Omega \).

Since \( \tilde{u} \) coincides with \( u^* \) outside \( U \) and \( u^* \leq g \) in \( \mathbb{R}^N \setminus \Omega \) we conclude that \( \tilde{u} \in H(g) \).

As we have
\[
u^*(x_0) = \phi(x_0) < \phi(x_0) + \delta = \tilde{u}(x_0) \leq \sup\{w(x_0) : w \in H(g)\} = u^*(x_0)
\]
we arrive to a contradiction that proves that \( u^* \) is a supersolution to (31).

We have proved that the \( s \)-convex envelope \( u^* \) is a viscosity solution to (31) in the sense of Definition 3.3 (testing with 1-dimensional functions on segments).
Finally, we observe that every solution to (31) in the sense of Definition 3.3 is also a solution in the sense of Definition 2.1. From the uniqueness result for (31) proved in Section 2 (working with $N$-dimensional test functions) we conclude that the $s$–convex envelope $u^*$ is characterized as the unique viscosity solution to (31) in the sense of Definition 2.1. \hfill $\square$

Finally, let us present an example that shows that the strict convexity of the domain is needed to have continuity up to the boundary for any continuous data $g$ for the $s$–convex envelope inside $\Omega$.

**Example 5.1.** First, we recall that the fact that $\Omega$ is strictly convex is equivalent to the following property: Given $y \in \partial \Omega$ we have that for every $r > 0$ there exists $\delta > 0$ such that for every $x \in B(y, \delta) \cap \Omega$ and every direction $z$ ($|z| = 1$) it holds that

$$\{x + tz\}_{t \in \mathbb{R}} \cap B(y, r) \cap \partial \Omega \neq \emptyset.$$  \hfill (32)

See [8].

Therefore, when $\Omega$ is not strictly convex there exist a point $y \in \partial \Omega$, a radius $r > 0$ and a sequence of points $x_n \in \Omega$, $x_n \to y$, and directions $z_n$ ($|z_n| = 1$) such that

$$\{x_n + tz_n\}_{t \in \mathbb{R}} \cap B(y, r) \cap (\mathbb{R}^N \setminus \Omega) = \emptyset.$$  \hfill (32)

Now, consider a nonnegative continuous datum $g$ in $\mathbb{R}^N \setminus \Omega$ such that $g(x) \equiv 0$ for $x \in (\mathbb{R}^N \setminus \Omega) \setminus B(y, r)$, $g(y) = 1$.

Notice that such a function $g$ is necessarily bounded.

For this $g$ take $u^*$ the $s$–convex envelope inside $\Omega$ (that is well defined since $w \equiv 0$ is $s$–convex and verifies $w \leq g$ in $\mathbb{R}^N \setminus \Omega$).

Now, at any point $x_n$ in the sequence we consider the direction $z_n$ such that (32) holds. Then for any $u \in H(g)$ we have

$$u(x_n) \leq v(x_n)$$

with $v$ the solution to the 1–dimensional fractional laplacian in the line with direction $z_n$ an exterior datum $g$. Then

$$u^*(x_n) \leq v(x_n)$$

As $g = 0$ in $(\mathbb{R}^N \setminus \Omega) \setminus B(y, r)$ and the line $\{x_n + tz_n\}_{t \in \mathbb{R}}$ does not intersects $\mathbb{R}^N \setminus \Omega$ inside the ball $B(y, r)$ we get that the exterior condition for $v$ is identically zero, and hence $v(x_n) = 0$. We conclude that $x_n \in \Omega \to y \in \partial \Omega$ with

$$\limsup_n u^*(x_n) \leq 0 < 1 = g(y).$$

This shows that in this case the datum $g$ is not attained continuously.

**Remark 5.1.** Notice that the definition of the $s$–convex envelope $u^*$ of an exterior continuous and bounded datum $g$ makes sense for every domain $\Omega$ (strictly convex or not) and that our previous arguments show that $u^*$ is the largest viscosity solution to

$$\Lambda_1^s(u) = 0 \quad \text{in} \ \Omega$$

with $u \leq g$ in $\mathbb{R}^N \setminus \Omega$. 22
6. **Localized $s$–Convexity**

One can localize $s$–convexity in $\Omega$ and use only values of $u$ inside the domain. We say that $u \in L_s(\mathbb{R}^N)$ is *locally $s$–convex* in $\Omega$ if for every pair of points $x$, $y$ in $\Omega$ such that the segment that joins $x$ and $y$, $[x, y]$ is inside $\Omega$, then, it holds that

$$u(tx + (1 - t)y) \leq v(tx + (1 - t)y), \quad \forall t \in (0, 1)$$

where now $v$ is the viscosity solution to

$$\Delta_s^{\omega}v(tx + (1 - t)y) := \int_{\{r: rx + (1 - r)y \in \Omega\}} \frac{v(rx + (1 - r)y) - v(tx + (1 - t)y)}{|r - t|^{1+2s}} dr = 0$$

for every $t \in (0, 1)$ with

$$v(z) = u(z) \quad \text{for } z = tx + (1 - t)y \in \Omega \text{ with } t \not\in (0, 1).$$

Notice that we are restricting the integrals to the part of the line $L_s(x)$ with $z = \frac{y - x}{\|y - x\|}$ that is inside $\Omega$ and therefore we are using only values of $u$ inside $\Omega$ to decide whether $u$ is $s$–convex. This strategy to localize inside $\Omega$ is similar to the one that one follows to define the restricted fractional laplacian,

$$\Delta_{\Omega}^s v(x) := \int_{\Omega} \frac{v(y) - v(x)}{|x - y|^{N+2s}} dy.$$

With this localized definition, provided that $s > 1/2$ (to have a well-defined trace on $\partial \Omega$ along lines), one can look at the $s$–convex envelope of a boundary datum $g$ defined on $\partial \Omega$. The equation for this $s$–convex envelope is like the previous one but now we take the infimum of $1$–dimensional $s$–laplacians integrating in the line intersected with the set $\Omega$,

$$\Lambda_s^{\omega} u(x) := \inf \left\{ \int_{L_s(x) \cap \Omega} \frac{u(x + tz) - u(x)}{|t|^{1+2s}} dt : z \in S^{N-1} \right\} = 0.$$

For $s > \frac{1}{2}$, we can also define $s$–convexity asking

$$u(tx + (1 - t)y) \leq v(tx + (1 - t)y), \quad \forall t \in (0, 1)$$

where now $v$ is the viscosity solution to

$$\Delta_{[x,y]}^s v(tx + (1 - t)y) := \int_{s \in (0, 1)} \frac{v(sx + (1 - s)y) - v(tx + (1 - t)y)}{|s - t|^{1+2s}} ds = 0$$

for every $t \in (0, 1)$ with

$$v(x) = u(x), \quad \text{and} \quad x(y) = u(y).$$

This definition of $s$–convexity only uses the values of $u$ at the endpoints of the segment (remark that for $s > \frac{1}{2}$ we have a trace at the boundary of every segment inside $\Omega$).

With this slightly different localized definition one can also look at the $s$–convex envelope of a boundary datum $g$ defined on $\partial \Omega$. The equation for this $s$–convex envelope is like the previous one but now we take the infimum of $1$–dimensional $s$–laplacians integrating in the segment (connected component) of the line intersected with the set $\Omega$ that contains $x$,

$$\overline{\Lambda}_s^{\omega} u(x) := \inf \left\{ \int_{A_s(x)} \frac{u(x + tz) - u(x)}{|t|^{1+2s}} dt : z \in S^{N-1} \right\} = 0,$$

being

$$A_s(x) = \{ t : x + rz \in \Omega, \forall r \in (0, t) \text{ or } \forall r \in (t, 0) \} \subset L_s(x) \cap \Omega.$$
When the domain is strictly convex we have that $A_{x,z}$ coincides with $L_z(x) \cap \Omega$ but this is not necessarily the case for non-convex domains.
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