The Role of Source Coherence in Atom Interferometry
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The role of source cloud spatial coherence in a Mach-Zehnder type atom interferometer is experimentally investigated. The visibility and contrast of a Bose-Einstein condensate (BEC) and three thermal sources with varying spatial coherence are compared as a function of interferometer time. At short times, the fringe visibility of a BEC source approaches 100% nearly independent of π pulse efficiency, while thermal sources have fringe visibilities limited to the mirror efficiency. More importantly for precision measurement systems, the BEC source maintains interference at interferometer times significantly beyond the thermal source.

Introduction

High precision atom interferometers are currently being developed and implemented for an array of practical and fundamental physics applications, including inertial sensing [1], gravitational wave detection [2], measurements of the fine structure constant [3], and tests of general relativity [4]. The precision of these devices is proportional to the signal visibility multiplied by the enclosed space time area [5–8]. For example, in a Mach-Zehnder type atom interferometer the minimal acceleration signal that can be measured at the shot noise limit is given by \( \delta a = \frac{k_{eff} V N T}{\alpha^2} \), where \( V \) is the fringe visibility, \( k_{eff} \) is the effective laser wave number, \( T \) is the interferometer time, and \( N \) is the total atom number. In order to increase sensitivity it is therefore imperative to maintain fringe visibility at longer interferometer times. Unfortunately, in real systems various factors contribute to a loss in fringe visibility as \( T \) is extended including the interferometer cloud’s transverse momentum \([9] \), mode mismatch at the recombination stage, and the inability to produce perfect beam splitters and mirrors which introduces impurities into the system. Traditionally, these problems have been partly mitigated by utilising velocity selection to dramatically narrow the longitudinal momentum width of the interferometer source cloud \([10–12] \). In such a system, the transverse momentum of the source cloud is unaffected by the velocity selection pulse. A number of more recent works have utilized ultra-cold sources to narrow both the transverse and longitudinal momentum widths in order to circumvent the decrease in fringe visibility associated with classical effects \([13–15] \).

This paper shows that the phase shift and fringe visibility of a Mach-Zehnder atom interferometer (MZI) are critically dependent upon the spatial coherence of the source. A source cloud with a longer coherence length is shown to produce a more robust atom interferometer. The comparison of fringe visibility and contrast with \( T \) is shown for various cloud coherence lengths down to and below Bose-Einstein condensation. For short \( T \), an increase in fringe visibility is shown for a Bose-Einstein condensate (BEC) as compared to various thermal sources. Similarly, interference is demonstrated using a BEC, for \( T \) long after zero contrast is measured for thermal sources. All clouds used in the interferometer are transversely confined in a horizontal optical waveguide to keep the transverse spatial dimensional constant, and velocity selected to ensure that the longitudinal momentum widths and atom numbers are equivalent.

Apparatus

The apparatus is carefully designed to control the interferometer cloud properties. Initially, a hot vapor of \(^{87}\)Rb is produced from an alkali metal dispenser and pre-cooled with a 2D magneto-optical-trap (MOT). The atoms are then transported through an impedance by a 0.45 mW push beam, 6 MHz red detuned from the \( |F = 2, m_F = 3⟩ \) transition, to the secondary cooling 3D MOT stage. The atoms are polarization gradient cooled to \( \approx 15\mu K \) before being loaded into a hybrid quadrupole-magnetic and optical-dipole trap, where they are further cooled to \( \geq 1 \mu K \) using radio frequency evaporation of atoms in the \( |F = 1, m_F = -1⟩ \) ground state. These atoms are then loaded into an optical cross dipole trap originating from two separate lasers, one at \( \lambda = 1090 \text{ nm} \), with a 2 nm linewidth, which is strictly used for the evaporation process and the second at \( \lambda = 1064 \text{ nm} \), with a 1 MHz linewidth, which doubles as an evaporation and an optical waveguide beam for the interferometer. The two optical dipole beams are ramped from an initial power of 12 W each to a set value of 5 W for the waveguide beam. Depending on the desired transverse momentum width and phase space of the source cloud, the duration (3 and 6 seconds) and the final power of the main evaporation beam (2.4, 2, and 1.2 W) is varied. Immediately following the final evaporation stage, the main evaporation beam is ramped off. Simultaneously, the waveguide beam is ramped up to 7 W over 250 ms to load the atoms...
in the waveguide, where they are supported against gravity. The lifetime of the cloud in the waveguide is on the order of seconds.

The optical beam splitters and mirror used in this experiment are generated using Bragg transitions. The Bragg (optical lattice) laser used in this experimental setup has been described previously [15]. A maximum power of 100 mW, 105 GHz detuned to the blue of the $D_2$ $|F = 1\rangle \rightarrow |F' = 2\rangle$ transition, is split equally between two counter propagating beams to form the Bragg lattice, which itself is aligned co-linear with the optical waveguide. The Bragg beams are collimated to a 1.85 mm $\frac{1}{2}$ width at the atoms. Two independent acoustic optical modulators control the relative frequency of the Bragg beams.

Cloud Properties

The waveguide confines the source cloud’s transverse spatial extent, eliminating expansion in the transverse direction during the interferometer. This limits visibility decay caused by the sampling of the beam splitter beam’s aberrations as the clouds propagate through the interferometer arms, a process that can imprint varying phases dependent on the cloud’s spatial position and extent. The transverse size of the BEC source during the interferometer was calculated to be $\approx 9 \, \mu m$, following [16]. Upon release into the guide the initial transverse radius given by $R_\perp = \sqrt{\frac{2\mu}{M\omega_\perp^2}}$ decreases due to mean field dissipation. This is given by $R_\perp(t) = R_\perp(1 + \omega_\parallel^2t^2/2 - \omega_\perp^4t^4/12)^{-1/4}$, where $\mu$ is the chemical potential, $M$ is the atomic species’ mass, $t$ is the expansion time in the waveguide, $\omega_\perp = 2\pi \times 70$ Hz is the waveguides transverse frequency and $\omega_\parallel = 2\pi \times 9$ Hz is the longitudinal trap frequency just prior to loading into the waveguide. The transverse spatial widths of the thermal sources were calculated by extrapolation from free space ballistic expansion and found to be 54, 21, and 13 $\mu m$ for the 2.1, 0.68, and 0.41 $hk$ transverse momentum width clouds respectively. After the waveguide is loaded, an expansion period of 70 ms is allowed for mapping of longitudinal momentum $\Delta p_\parallel$ onto position space and dissipation of the condensate’s mean field energy.

To ensure consistent longitudinal momentum widths, $\Delta p_\parallel$, and atom numbers between differing interferometer clouds, a Bragg velocity selection pulse is used. Due to the large momentum width of the thermal source clouds, often more than one momentum state is coupled out leading to a large background of impurities in the initial velocity selected cloud. To separate the desired momentum state from the background, a second velocity selection pulse is used. Atom number is controlled by adjusting the power of the velocity selection pulse. There is a $\pm 15 \%$ deviation in atom number across all source clouds, with a mean value of $1 \times 10^5$ atoms. The longitudinal momentum of all velocity selected clouds is measured by means of Bragg spectroscopy [17]. A 600 $\mu s$ Bragg pulse, out-coupling $\approx 0.032 \, hk$ width slices from the interferometer clouds was used. The $\Delta p_\parallel$ of all velocity selected clouds were found to be $\approx 0.12 \, hk$ and agree within the measurement uncertainty, as seen in Fig 1.

Interferometer Configuration

There are many configurations of atom interferometers whose sensitivities scale differently with $T$ [54]. An MZI, consisting of a three pulse Bragg sequence, with $T^2$ sensitivity dependence [7], is implemented in this experiment. Using an MZI configuration ideally ensures there is no phase dependence upon the velocity selected cloud’s initial velocity. The velocity selected cloud is first split into two arms through the interaction with a $\frac{\pi}{2}$ Bragg pulse, placing the cloud in a 50/50 superposition between 0 and 10 $hk$ momentum states. A time, $T$, later, a $\pi$ pulse swaps the momenta of each arm, making the 10 $hk$ states 0 $hk$ and vice versa. The two arms of the interferometer will be spatially overlapped a time, $T$, later and a final $\frac{\pi}{2}$ pulse is applied to interfere the two momentum states. After the recombination pulse, the two clouds are given $\approx 25$ ms of expansion in the waveguide to spatially separate. At this time, the waveguide is switched off and the final states undergo 10 ms of ballistic expansion before being imaged.
The total number of atoms in each final state is counted using absorption imaging on resonance with the |F = 2⟩ → |F′ = 3⟩ D2 transition. Prior to imaging the atoms are pumped to the |F = 2⟩ ground state with a repump pulse on the |F = 1⟩ → |F′ = 2⟩ D2 transition. The final number of atoms in state 1 is normalized to the total number and given by \( N_{rel} = \frac{N_1}{N_1 + N_2} \), where \( N_1 \) and \( N_2 \) correspond to the total atom number in each respective momentum state. This is done to eliminate the run-to-run total atom number fluctuations. The absorption imaging data is analyzed with a Fourier decomposition algorithm, described previously [15], to determine which parts of the image contribute to the interference. By scanning the phase of the recombination pulse, a fringe in relative atom number and phase is observed and shown in Fig 2. The obtained interference fringe oscillates as \( N_{rel} = y_0 + V \cos(\phi_0 + n \phi_2) \), where \( y_0 \) is the \( N_{rel} \) offset, \( V \) is the fringe visibility, \( \phi_0 \) is the phase offset, \( n \) is the Bragg order, and \( \phi_2 \) is the phase of the recombination pulse.

**Interferometer: \( T = 0.2 \rightarrow 2 \) ms**

It has been shown in previous experiments and confirmed in this work, that with an ideal system, i.e., near perfect \( \frac{\pi}{2} \) and \( \pi \) pulses, fringe visibilities approaching 100 % can be reached for BEC sources. This system also exhibits contrast approaching 100 % for thermal sources, at short \( T \). In order to investigate the robustness of different sources, a non ideal system was created. This was accomplished by reducing the amplitude of the \( \pi \) pulse until only 80 % transfer was achieved. By producing a non ideal pulse, background impurities are added into the arms of the interferometer. These impurities are analogous to many practical problems which arise when separating a single cloud into different momentum states. Impurities such as these can be introduced to interferometer systems in many ways, including scattering into a continuum of momentum states during the cloud separation [18, 19] and the creation of multiple (more than two) states created during Bragg LMT [20] or successive imperfect single Bragg order pulses [20, 21].

A fundamental difference existing between BEC and thermal clouds is the realization of high enough phase space density to allow spatial overlap of the atomic wave functions. This leads to a spatial coherence for the BEC extending beyond the thermal de Broglie wavelength \( \lambda_T = \sqrt{2 \pi \hbar^2 / M k_b T} \), where \( \hbar \) is Planck’s constant, \( k_b \) is Boltzmann’s and \( T \) is temperature. In this case the spatial coherence is limited only by the cloud’s spatial extent [22].

This property is seen clearly from the increase in fringe visibility at small \( T \) above the limit of the \( \pi \) pulse in Fig 3. Fig 3 shows fringe visibility as a function of interferometer time, \( T \), for three thermal cloud sources with transverse momentum widths of 2.1, 0.68 and 0.41 \( \bar{h}k \) and a BEC source. The \( \pi \) pulse efficiencies for all interferometers were adjusted to be 80 ± 2 %. The introduced impurity clouds will contribute to the BEC interference signal until the impurities are no longer spatially overlapped with the main clouds during the final \( \frac{\pi}{2} \) pulse. For the system described here, this corresponds to \( T = 4.5 \) ms, which is dependent on the momentum imparted to the clouds during the first \( \frac{\pi}{2} \) pulse. For the system described here, this corresponds to \( T = 4.5 \) ms, which is dependent on the momentum imparted to the clouds during the first \( \frac{\pi}{2} \) pulse. For the system described here, this corresponds to \( T = 4.5 \) ms, which is dependent on the momentum imparted to the clouds during the first \( \frac{\pi}{2} \) pulse. For the system described here, this corresponds to \( T = 4.5 \) ms, which is dependent on the momentum imparted to the clouds during the first \( \frac{\pi}{2} \) pulse.
The multipath interference observed in the overlapping of BEC impurity states can be modeled numerically by reducing the 3D system to 1D. The dimensionality reduction can be performed by writing an equivalent equation for the system in the dimension of interest [24]. A Gross-Pitaevskii (GP) model [20] [27] of the Bose-condensed Bragg interferometer in one dimension (co-linear with the Bragg optical lattice) is then given by

\[ i \dot{\phi}_0 = (\mathcal{L} + \frac{1}{2} x^2 + Gx) \phi_0 + \Omega \phi_n e^{ikx} \]

\[ i \dot{\phi}_n = (\mathcal{L} + Gx + \Delta) \phi_n + \Omega \phi_0 e^{-ikx} \]

(1)

where \( \phi_0 \) and \( \phi_n \) are the GP wavefunctions for the 0 and nth order momentum states, respectively, and \( \mathcal{L} \equiv -\frac{1}{2} \frac{\partial^2}{\partial x^2} + U(\phi_0^2 + \phi_n^2) \). Here \( \Delta \) and \( \Omega \) are the energy detuning between momentum states, and the Rabi frequency of the coupling, measured in units of the longitudinal trapping frequency prior to release into the waveguide \( \omega_\parallel \) (of the \( |F = 1, m_F = 1 \rangle \) state), \( U \) is the interaction coefficient and \( G = \frac{mg}{\hbar^2} (\hbar \omega_\parallel)^{1/2} \sin \theta \) is the dimensionless component of gravity along the horizontal guide. The wave functions, time, spatial coordinates, and interaction strengths are measured in the units of \( (\hbar/m\omega_\parallel)^{-1/4}, \omega_\parallel^{-1}, (\hbar/m\omega_\parallel)^{1/2}, \) and \( (\hbar\omega_\parallel)^{-1}(\hbar/m\omega_\parallel)^{-1/2} \), respectively. The nonlinear interaction strength is derived by requiring that the 1D Thomas-Fermi chemical potential along the guide be equivalent to the full 3D case. In general the initial conditions are calculated using the relaxation method [28] for the time independent solution, \( \phi_0(x) \), in the potential \( \frac{1}{2}x^2 \), and solving the time dependent equations with only the potential \( G = 3 \), essentially simulating free propagation along the guide with a milliradian tilt. There are no free parameters in this model; \( U = 5.4 \times 10^{-3}, \Delta = -418, \) and \( k = 29 \) is used. Fig 3 shows the 40 \% pulse efficiency, as seen in Fig 4. This increase in visibility is due to the four path interference from the two main states and the two impurity states. An added phase offset for the time independent solution, \( \phi_0(x) \), in the potential \( \frac{1}{2}x^2 \), and solving the time dependent equations with only the potential \( G = 3 \), essentially simulating free propagation along the guide with a milliradian tilt. There are no free parameters in this model; \( U = 5.4 \times 10^{-3}, \Delta = -418, \) and \( k = 29 \) is used. Fig 3 shows the visibility curves for a 2 \( \hbar k \), \( T = 1 \) ms interferometer with 100 and \( < 80 \% \pi \) pulses obtained from the above GP model. The modeled interferometer corresponds, in cloud separation, to the experimental interferometer at \( T = 0.2 \) ms.

Consistent with the experimental data, the GP simulation shows fringe visibility greater than the \( \pi \) pulse efficiency, as seen in Fig 4. This increase in visibility is due to the four path interference from the two main states and the two impurity states. An added phase offset for the interferometer, in which impurities are present, is visible in Fig 4 but accentuated in Fig 5, where the interferometer time has been increased by a factor of three. Fig 5 is experimental data showing the expected phase offset by comparing two \( T = 1 \) ms interferometers with 90 and 50 \% \( \pi \) pulse efficiencies. The curves have been normalized in \( N_{rel} \) to illustrate the phase offset between the two interferometers. This phase offset is non-trivially dependent on \( T \), as the impurity states interfere in a Ramsey like interferometer configuration whose phase has both \( T \) and \( T^2 \) dependent components [5]. Fig 6 shows the added phase accumulated by the interferometer when \( T \) is increased as predicted by the GP model. It is seen that a strongly interacting BEC source with a 100 \% \( \pi \) pulse has similar phase shifts as expected from the thermal source, i.e. \( \approx 0 \) added phase shift in \( T \). An 80 \% efficient \( \pi \) pulse interferometer gives rise to an oscillatory phase offset in \( T \) which will drastically effect the system’s coherence length, i.e. coherence length. However, the coherence length of a BEC source extends beyond the thermal de Broglie wavelength to the spatial extent of the cloud and therefore fringe visibility will be maintained until a much larger effective spatial offset.

In the BEC interferometer the spatial mismatch of the four interfering states should exhibit a spatial interference pattern, analogous to an optical four slit experiment. The fringe spacing is dictated by the atomic system’s de Broglie wavelength \( \lambda_S = \frac{2\pi\hbar}{\Delta p} \), where \( \Delta p \) is the momentum difference between the interfering clouds, \( T \), and expansion time [24]. The spatial interference fringes have a period on the order of microns and are not observed in the final clouds due to the limited resolution of the imaging system, \( \approx 30 \) µm.

**Numerical Modeling**

The multipath interference observed in the overlapping of BEC impurity states can be modeled numerically by reducing the 3D system to 1D. The dimensionality reduction can be performed by writing an equivalent equation for the system in the dimension of interest [24]. A Gross-Pitaevskii (GP) model [20] [27] of the Bose-condensed Bragg interferometer in one dimension (co-linear with the Bragg optical lattice) is then given by

\[ i \dot{\phi}_0 = (\mathcal{L} + \frac{1}{2} x^2 + Gx) \phi_0 + \Omega \phi_n e^{ikx} \]

\[ i \dot{\phi}_n = (\mathcal{L} + Gx + \Delta) \phi_n + \Omega \phi_0 e^{-ikx} \]

(1)
measured output. For short time interferometers or any systems in which impurity states may be overlapped with the desired interferometer clouds this must be accounted for when processing the sensor’s signal.

**Interferometer: T > 4.5 ms**

In order to investigate the role of BEC and thermal coherence length at longer T, fringe contrast at T much greater than the extrapolated visibility zero crossing, from Fig 5 is measured for the BEC and the $\Delta p_\perp = 0.41$ $\hbar k$ thermal source, shown in Fig 6. To ensure no contribution from the impurity states, the data was taken at $T = 5.5$ ms and $\approx 100$ % $\pi$ pulses were used. It was calculated and experimentally confirmed that at this T, there was no spatial overlap between any impurity and the main interferometer states. The direct comparison between contrast for the BEC and thermal source can be seen in Fig 7a and 7b. Figures 7c and 7d illustrate the histograms associated with 15 binned, evenly spaced sections of $N_{\text{rel}}$ from the data in Fig 7a and 7b. The bunching of data points at two locations on either side of the mean in Fig 7b is consistent with interference. This is because a sinusoid with random phase will generate a bimodal histogram when binned according to this method [21, 29]. The single peak nature of the histogram in Fig 7a indicates that there is no interference present at this T. The BEC source maintains contrast of $\approx 20$ % and the thermal source shows noise and no measurable contrast. The data does not show any measurable visibility as adequate vibration isolation has yet to be added to the system. The impact of vibrations can be seen by calculating the required amplitude of a vibration which will wash out visibility. At $T = 5.5$ ms with a $10$ $\hbar k$ interferometer, a $1$ kHz vibration with an amplitude of $10^{-12}$ m will give a one fringe phase shift. The interference of the BEC source, at interferometer times well beyond where interference in thermal sources can be seen, is attributed to the fundamentally extended coherence length of the BEC, allowing for greater tolerance to spatial offset, induced from various noise sources, during the recombination pulse. This maintained contrast is consistent with the prediction of the first order spatial coherence function, $g_1(\Delta x) = (1 - \frac{N_v}{N}) e^{-\pi (\frac{\Delta x}{\lambda})^2} + \frac{N_v}{N}$, where $\Delta x$ is the spatial offset of the interfering clouds ($\Delta x < \text{cloud width}$), $N_v$ is the condensed atom number and $N$ is the total atom number.
FIG. 7: (a) Interferometer output for a BEC source, $T = 5.5$ ms, Bragg order= 5, and 80% $\pi$ pulse with zero visibility. (b) Histogram created from 15 binned, evenly spaced, sections of the vertical axis of (a). The bi-modal nature of this data is indicative of interference. This data shows a contrast of $\approx 20\%$. (c) Interferometer output for a $\Delta p_{\perp} = 0.41 \hbar k$ thermal source, $T = 5.5$ ms, Bragg order= 5, and $\approx 80 \% \pi$ pulse with zero visibility. (d) Histogram created from 15 binned, evenly spaced, sections of the vertical axis of (c). The single peak nature of this histogram implies that no interference is present and therefore zero contrast.

Conclusions

A source cloud which is robust to both natural and systematic noise sources is desirable for atom interferometry due to the many imperfections in atom interferometer systems. These imperfections include the inability to produce perfect $\pi$ and $\frac{\pi}{2}$ pulses, elastic scattering during cloud separation, and run to run classical noise sources which limit the ability to spatially overlap the interferometer states at long $T$. It has been shown that atom interferometer contrast depends strongly upon the spatial coherence of the source. A BEC source with spatial coherence limited only by the size of the condensate is the optimal source for such non-ideal systems. For all systems where impurity states are present, the BEC source will increase the contrast of the interferometer to beyond that which is achievable with a thermal source. The overlapping of impurity states with the main interferometer clouds during the recombination pulse leads to a non-trivial phase dependence in $T$. This could have a detrimental effect in precision sensors operating very near on below the condensation point and lead to incorrectly mapping the measured phase to absolute signal. This makes it critical to know the sources coherence length. Furthermore, the coherence length of the BEC source makes it less sensitive to any spatial offsets at the recombination pulse. This allows for contrast at $T$ greater than that which is possible with a thermal source, thereby increasing the sensitivity of the system.

Future Directions

Currently the interferometer system is being modified to produce a $^{85}\text{Rb}$ condensate in which the interaction strengths may be modified via magnetic Feshbach resonances. By moving to the non-interacting regime, scattering properties that lead to the creation of impurities when separating momentum states will be eliminated, allowing a pure BEC in the waveguide without degradation during the interferometer. With the $^{85}\text{Rb}$ condensate apparatus a direct comparison between free-space and guided interferometry will be made for both interacting and non-interacting cases. The advantages of a BEC source demonstrated here make it important to implement and test such sources at the current limits of precision measurement.
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