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The strain field surrounding the center of low frequency vibrational modes is analyzed for numerically created binary glasses with a $1/r^{10}$ repulsive interatomic potential. Outside the unstable inner core of twenty to thirty atoms, one finds a mixture of a motion similar to the string motion in the core with the strain field of three oscillating elastic dipoles in the center. The additional outside string motion contributes more to the stabilization of the core than the strain field, but the strain field dominates at long distances, in agreement with recent numerical findings. The small restoring force of the outside string motion places its average frequency close to the boson peak. The average creation energy of a soft mode in this binary glass is about 2.5 times the thermal energy at the freezing temperature. Scaling the soft potential parameters of the numerical modes to metallic glasses, one finds quantitative agreement with measurements of the sound absorption by tunneling states at low temperatures and by the excess modes at the boson peak.

I. INTRODUCTION

Low frequency localized vibrations in glasses are traditionally associated with the tunneling states \cite{1} and other low temperature or low frequency glass anomalies like the plateau in the thermal conductivity and the boson peak \cite{2–8}. At present, they are heavily studied numerically \cite{2–8, 23}, mostly in binary glasses, the numerical counterpart of metallic glasses \cite{24}. In these studies, the vibrational eigenmodes have a density increasing with the fourth power of their frequency and are localized to about twenty to hundred atoms, as long as their frequency is lower than the one of the lowest frequency sound wave fitting into the periodic boundary conditions of the simulation cell.

The core of the modes shows a string motion of the atoms with the largest amplitude \cite{4} and is unstable \cite{2–4, 8, 14}. Its saddle point configuration in energy is stabilized by positive restoring forces from the surroundings. A very recent study \cite{23} concludes that the long range distortion field is describable in terms of the elastic Greens function of an isotropic elastic medium, assuming elastic dipoles situated in the core center. At first sight, the result seems to support the earlier hypothesis \cite{8} that the elastic distortion around holds the core on its saddle point. As will be seen here, this is only partially true.

The present paper analyzes the balance between inner and outer forces on numerical soft modes, in order to assess its significance for our understanding of glasses and the glass transition. The second aim of the paper is to establish a quantitative link between numerical data and experiments in real glasses in terms of the soft potential model \cite{2, 4, 8}.

The analysis itself is presented in Section II. Its consequences for experiments in real glasses are derived in Section III. Section IV discusses the possible implications of the frozen saddle points for the boson peak and the glass transition, the analogies and differences between binary numerical and metallic glasses, and ends by summarizing the paper.

II. ANALYSIS

A. Soft modes

The analysis was done on twenty soft modes calculated by the Amsterdam group \cite{2, 10, 12, 18, 21, 23} for a 50:50 binary mixture of atoms with the 3DIPL potential, a $1/r^{10}$ repulsive potential with an appropriate cut-off to avoid discontinuities in the derivatives. In terms of the potential energy $E_0$, the modes were frozen in at a temperature $T_g$ with $k_B T_g = 0.5 E_0$. In the freezing, the atomic volume $V_a$ was held constant at 1.22$a_0^3$, where $a_0$ is the length unit (87 percent of the average nearest neighbor distance). The mass unit $M$ is 1 for both kinds of atoms. The frozen glasses have a bulk modulus $B$ of 56 $E_0/a_0^3$ and a shear modulus $G$ of 14 $E_0/a_0^3$, leading to a transverse sound velocity of 4.12 $E_0^{1/2} M^{-1/2}$, a longitudinal sound velocity of 9.52 $E_0^{1/2} M^{-1/2}$, and a Debye frequency $\omega_D$ of 17.2 $E_0^{1/2} M^{-1/2}/a_0$. Ten of the modes were normal modes in a cell of 16000 atoms, the other ten were quartic modes \cite{10} in a cell of 128000 atoms.

To find the center of the mode, one first looks for atom 1 with the largest eigenvector amplitude $\vec{e}_1$. One takes a sphere of radius 3.5$a_0$ (about three nearest neighbor distances) around this atom, containing a number $N$ of about hundred and forty atoms, and calculates a new center $\bar{R}_0$ with

$$\bar{R}_0 = \sum_{i=1}^{N} \vec{r}_i \vec{e}_1^i / \sum_{i} \vec{e}_1^i,$$  \hspace{1cm} (1)

where $\vec{r}_i$ and $\vec{e}_1$ are the position vectors and the eigenvector amplitudes of the inner core atoms, respectively.
of the core radius $r_c$. The core defined in this way contains about sixty percent of the normalized squared eigenvector for most modes.

Iterating this procedure around the new center three times, one finds a mode center which does not change any longer, and which is always closer than $a_0$ to the starting point. The core defined in this way contains about sixty percent of the normalized squared eigenvector for most modes.

**B. Core energy calculation**

For a given core radius $r_c$ around this center, one can calculate the energy of the core atoms as a function of the mode coordinate by summing their interaction energy with the other atoms in the core and with those atoms in the outer shell which are still within the interaction range (for the 3DIPL potential about $2a_0$).

Fig. 1 shows this energy dependence for the normal mode $m3$ with the core radius $1.9a_0$, containing 21 atoms. The instability of the core is clearly seen. The dependence is well fitted in terms of the soft potential function [2, 4, 5], a polynomial up to fourth order in $A$

$$E(A) = E(0) + D_1A + D_2A^2 + D_3A^3 + D_4A^4, \quad (2)$$

where $A$ is the normal coordinate, defined by the kinetic energy $E_{kin} = A^2/2$ of the mode.

With increasing $r_c$, $D_4$ saturates to a constant value, for most of the modes below $r_c = 2.5a_0$, so this value can be taken as the beginning of the stabilizing outside, where the negative $D_2(r_c)$ begins to increase toward the small positive restoring force of the whole mode. This is shown in Fig. 2 for the same mode $m3$ as in Fig. 1. The arrow marks the boundary between inside and outside.

The simplest explanation for this increase of $D_2(r_c)$ is an elastic distortion of the surrounding elastic medium [3, 23] which is proportional to the normal coordinate $A$ and which provides the positive restoring forces holding the unstable core on its saddle point in energy. It has recently been shown [24] that one can understand the surprisingly strong temperature dependence of the boson peak frequency in the glass phases of silica [26] and polycarbonate [27] in terms of this concept, postulating an unstable core also for the boson peak modes.

**C. Elastic strains**

For the numerical modes, one can check whether this is indeed the correct explanation by fitting the mode displacements within an outer shell with shell radius $r_s$ and the thickness $d$ by an elastic dipole tensor proportional to $A$ in the core center [23, 28, 29]. Such an elastic dipole tensor gives rise to an atomic displacement decreasing with 1/$r_s^2$, leading to a mean square eigenvector $<v^2>$shell for the atoms in the shell decreasing proportional to 1/$r_s^4$. The elastic displacement vector $\vec{s}$ can be calculated from the elastic Greens function

$$G_{ij}(\vec{r}) = \frac{1}{8\pi G} \left( \frac{\delta_{ij}(1 + f)}{r} + \frac{x_ix_j(1 - f)}{r^3} \right) \quad (3)$$

where

$$f = \frac{3G}{3B + 4G} = \frac{v_t^2}{v_i^2}. \quad (4)$$

$\delta_{ij}$ is the Kronecker symbol, $x_i$ and $x_j$ are cartesian components of the position vector $\vec{r}$. The displacement vector $\vec{s}$ is given by

$$\vec{s}_i(\vec{r}) = -\sum_{j,k=1}^3 \frac{\partial G_{ij}}{\partial x_k} P_{jk}, \quad (5)$$

where the $P_{jk}$ are the six components of the symmetric elastic dipole tensor in the center of the core.

But if one does these fits, one finds that the outside elastic response is only part of the explanation, the smaller part as far as the stabilization of the inner core on its saddle point in energy is concerned. The elastic dipole tensor displacements dominate at large distances from the core, as established by the recent numerical study [28], but at smaller distances they are overshadowed by
another more random kind of motion. This is demonstrated in Fig. 3, which shows the product \(< e^2 >_\text{shell}\) for consecutive shells of mode m3 with a shell thickness of 0.5 \(a_0\), showing the excess mean square displacement over the elastic one (the dashed line).

The elastic part of the positive restoring force contribution can be calculated with the elastic Greens function [28, 29]. For the simplest case of an expansion \(\delta V/V\) of the core volume, one finds the outside energy \(2GV(\delta V/V)^2/3\) of the shoving model [30], for a pure shear or a single dipole distortion of the core an energy which is a factor 1.22 larger for the same sum of squares of the \(P_{jk}\) (the factor 1.22 is calculated for the Poisson ratio 0.384 of the 3D IPL potential, close to the average Poisson ratio of 31 metallic glasses [24]). If this elastic force were the only positive restoring force from the outside (and if the frequency of the mode were exactly zero), \(D_2(r_c)\) should follow the dashed line in Fig. 2.

The dipole tensor fit is reliable, because it yields the same six tensor elements within experimental error for different shell diameters \(r_s\), if they are larger than 6\(a_0\) and still small compared to the distance of the dipole tensor in the neighboring periodic cell (26.9 \(a_0\) for the cell with 16000 atoms). By a suitable rotation of the coordinate system, one can diagonalize the tensor and describe it by its three diagonal elements \(P_{11}, P_{22}\) and \(P_{33}\). In the rotation, the new \(x\)-axis was chosen in the direction of largest expansion and the new \(y\)-axis along the direction of the strongest contraction. Looking at the tabulated values in Table I, one realizes that the elastic distortion component of the motion is essentially a shear, because the sum of the three diagonal elements is small for all investigated modes.

The very recent numerical investigation [23] of the strain field around the core of the modes comes to the conclusion that it is essentially a simple planar shear. The data in Table I agree with this conclusion, because the planar shear dipole \((P_{11} - P_{22})/\sqrt{2}\) is much larger than the independent second shear dipole \((P_{11} + P_{22} - 2P_{33})/\sqrt{6}\) of a diagonal elastic dipole tensor.

![Graph](image)

FIG. 3: Product of mean square displacement \(< e^2 >_\text{shell}\) with the fourth power of the shell radius \(r_s\) for consecutive shells of mode m3 with a shell thickness of 0.5 \(a_0\), showing the excess mean square displacement over the elastic one (the dashed line).

D. Additional outside motion

One can subtract the elastic dipole displacement to study the more random motion. After subtracting, one finds that the radial component of the outside mean square displacement still remains closer to 1/2 of the total than to the 1/3 of a completely random motion. Also, neighboring atoms still tend to move together, especially when they move along the line connecting them. Thus the more random component of the outside motion shows the string character first observed around the atom with the largest displacement in the inner core [3], suggesting that one has a similar kind of motion inside and outside, with the difference that the average restoring force is negative inside and positive outside.

To describe the measured \(D_2(r_c)\) in Fig. 2, it is natural to assume that the energy of the more random component is not proportional to the derivative of the displacement (as in the elastic dipole component), but rather proportional to the mean square displacement \(< u^2 >_r\) of the more random component itself, with the (adaptable) proportionality factor \(f_r\). Then its contribution to \(D_2(r_c)\) is given by

\[
D_{2r}(r_c) = -f_r \sum_{r_s > r_c} \bar{e}_{ir}^2
\]

where \(\bar{e}_{ir}\) is the random component of the eigenvector of atom \(i\) at a distance \(r_i\) from the mode center, obtained by subtracting the fitted elastic component. Adding this to the dashed line in Fig. 2 with \(f_r = 1.6\), one gets the continuous line, which describes \(D_2(r_c)\) very well, at least as long as one does not enter the inner core below \(r_c \approx 2.1 a_0\). One concludes that the larger part of the stabilizing outside restoring force is not due to the elastic distortion, but rather to the interaction with other string-like modes, proportional to their mean square displacement.

Naturally, one is dealing here with orthogonal modes which do not have a bilinear coupling between them. But this does not exclude bilinear interactions between different soft spots which then enter the eigenvector of the resulting orthogonal modes and show up in the present analysis.

\(f_r\) is an average restoring force of the more random modes surrounding the core, to be compared with the restoring force \(\omega_D^2/2 = 147.9\) of the Debye frequency. In Table I, it varies between 1.6 and 5.6 from mode to mode, showing that these modes come from a broad frequency band between one tenth and one fifth of the Debye frequency, in metallic glasses the frequency region from 2.5 to 5 meV at or slightly above the boson peak [31, 32]. For the modes in Table I, they always supply at least two thirds of the stabilizing restoring forces.
E. Bilinear coupling

On the other hand, the elastic distortion dominates at long distances, and so determines the bilinear coupling of the mode to an external strain

\[ E_{\text{bilinear}} = P_{11} \epsilon_{11} A + P_{22} \epsilon_{22} A + P_{33} \epsilon_{33} A. \]  

(7)

Of the five possible shears \( \epsilon_l \) for a transverse sound wave, only two interact with the diagonal dipole tensor, namely the one with \( \epsilon_{11} = -\epsilon_{22} = \epsilon_l/\sqrt{2} \) and the other with \( 2 \epsilon_{11} = 2 \epsilon_{22} = -\epsilon_{33} = \epsilon_l/\sqrt{3}/2 \). Averaging the squares, one finds an average bilinear transverse sound wave coupling \( \lambda \epsilon_l A \) with

\[ \lambda_l^2 = \frac{1}{15} \left( P_{11}^2 + P_{22}^2 + P_{33}^2 - P_{11} P_{22} - P_{22} P_{33} - P_{33} P_{11} \right). \]  

(8)

The longitudinal strain \( \epsilon_l \) is the combination of an expansion \( \epsilon_l \) with the shear strain \( \epsilon_l/3 \), so in the bilinear longitudinal sound wave coupling \( \lambda \epsilon_l A \)

\[ \lambda_l^2 = (P_{11} + P_{22} + P_{33})^2 + \frac{16}{9} \lambda_l^2. \]  

(9)

| mode | \( f_r \) | \( P_{11} \) | \( P_{22} \) | \( P_{33} \) | \( \Delta A \) | \( N_e \) | \( D_4 \) |
|------|-------|-------|-------|---|--------|---|------|
| m0   | 4.3   | 41    | -55   | 7  | 1.7    | 10 | 17.6 |
| m1   | 2.4   | 52    | -49   | 2  | 0.5    | 0.9 | 65.8 |
| m2   | 3.1   | 39    | -54   | 9  | 0.9    | 1.0 | 16.6 |
| m3   | 1.6   | 48    | -53   | 19 | 0.9    | 1.0 | 35.1 |
| m4   | 4.9   | 45    | -46   | 11 | 0.7    | 0.9 | 12.5 |
| m5   | 3.5   | 22    | -51   | 17 | 1.8    | 1.2 | 34.3 |
| m6   | 4.8   | 45    | -36   | -20| 0.4    | 0.7 | 11.1 |
| m7   | 5.6   | 61    | -55   | -20| 0.6    | 1.0 | 13.0 |
| m8   | 2.7   | 29    | -34   | 13 | 1.7    | 1.3 | 77.3 |
| m9   | 4.4   | 35    | -55   | 21 | 3.1    | 1.4 | 37.8 |

| q0   | 5.1   | 46    | -23   | -5 | 2.5    | 1.0 | 90.6 |
| q1   | 3.2   | 31    | -39   | 8  | 1.3    | 0.9 | 43.8 |
| q2   | 2.2   | 34    | -31   | -19| 0.7    | 1.4 | 8.1  |
| q3   | 1.6   | 51    | -32   | -15| 0.4    | 1.0 | 38.2 |
| q4   | 1.8   | 50    | -36   | 25 | 0.7    | 1.0 | 36.0 |
| q5   | 4.5   | 58    | -3    | -3 | 0.9    | 1.2 | 99.5 |
| q6   | 2.4   | 46    | -66   | 13 | 0.8    | 1.2 | 30.4 |
| q7   | 4.9   | 40    | -33   | -10| 2.3    | 1.0 | 21.5 |
| q8   | 4.6   | 40    | -33   | -10| 1.6    | 1.2 | 28.2 |
| q9   | 9.2   | 12    | -30   | 30 | 2.1    | 0.4 | 37.4 |

| TABLE I: Results of the unstable core analysis for ten normal modes (m) and ten quartic modes (q). Note that A, the normal coordinate unit, is \( M^{1/2} \sigma_0 \), so \( f_r \) is a squared frequency. |

For the ten normal modes in Table I, one finds average values of 29.5 \( E_0/A \) for \( \lambda_l \) and 21 \( E_0/A \) for \( \lambda_i \). The ratio \( \lambda_l/\lambda_i \) is 1.4, close to the value 4/3 for a pure shear distortion and only slightly smaller than the average ratio 1.6 found for tunneling states in a data collection \cite{34}.

F. Soft mode creation energy

The next step is to estimate the creation energy of the soft modes, allowing the core atoms to find their en-

ergy minimum for a given mode displacement of the outer atoms, by an appropriate variation of the core atom positions and an adaptation of the mode displacement of the outer atoms. In this way, one can find the minimum packing energy of the core atoms for the given density. The difference between this minimum packing energy and the energy at displacement zero provides the frozen saddle point energy \( E_s \), the creation energy of the soft mode. The calculations were done for the core radius \( r_c = 2.6 \sigma_0 \).

The analysis was not done for mode q5, where \( D_4 \) had no unstable core and a very large \( D_4 \).

It turns out that this minimum of the packing energy occurs for a relatively large displacement of the outer atoms along the mode coordinate, about 1.5 times larger than the displacement for the minima in Fig. 1. About eighty percent of the atomic motion inside is a backward motion along the mode coordinate, bringing the inside mode displacement down to the \( \Delta A \) in Table I, about two thirds of the outside value. The accurate determination of the two minimal energies in both directions requires the subtraction of the linear potential term. The average creation energy is 1.25 \( E_0 \) (2.5 \( k_B T \)) for both the normal modes and the quartic modes, in reasonable agreement with the recent theoretical estimate 3.22 \( k_B T \) on the basis of an atomic model of the motion \cite{35}.

The creation energy of 2.5 \( k_B T \) of the soft modes explains the strong reduction in their number density in glasses \cite{16} cooled to low glass temperatures with the swap mechanism \cite{36}. Obviously, the number density of soft modes increases with increasing temperature in the undercooled liquid.

G. Soft potential parameters

Finally, Table I lists the two parameters usually characterizing the soft modes in the numerical world, the number \( N_e \) of atoms in the mode, calculated from the participation ratio \( e \) (the inverse of the sum over the square of the squared eigenvector for all \( N \) atoms in the simulation cell) and the fourth order term \( D_4 \).

From the latter, one can calculate the crossover energy \( W \) between tunneling states and soft vibrations of the soft potential model \cite{2}. \( W \) is the quantum mechanical zero point energy in the purely quartic potential, given by the equality of potential and kinetic confinement energy at the normal coordinate \( A_0 \)

\[ D_4 A_0^4 = \frac{\hbar^2}{2 A_0^2} \equiv W \]  

(10)

leading to

\[ W = \frac{\hbar^4/3}{2^{4/3}} \frac{D_4^{1/3}}{A_0^{1/3}} = \frac{\hbar^{1/3}}{2^{4/3} D_4^{1/6}}. \]  

(11)

Averaging \( D_4^{1/3} \) over the ten normal modes in Table I, one arrives at \( W = 1.33 \) in energy units.
$E_0^{1/3}(\hbar^2/Ma_0^2)^{2/3}$ and $A_0 = 0.785$ in normal coordinate units $M^{1/2}a_0(\hbar^2/(E_0Ma_0^3))^{1/6}$. Note that the averaging over $D_4^1$ reduces the scatter of $D_4$ on a logarithmic scale by a factor of three, making $W$ reasonably well defined.

III. COMPARISON TO METALLIC GLASSES

A. Tunneling states

Unlike a numerical glass, a real glass has to face quantum mechanics at low temperatures, requiring the application of eqns. (10) and (11) to describe not only soft vibrations, but also tunneling states in terms of the soft potential model, an extension of the tunneling model [11]. In a metallic glass, one has the additional difficulty that the tunneling states do not only interact with the sound waves, but also with the conduction electrons [31].

The metallic glass most heavily studied at low temperatures is Pd$_78$Si$_{16}$Cu$_6$, with an average atomic mass of 91.3 a. u. and an atomic volume of 0.046 nm$^3$, so $a_0 = 0.220$ nm. Thus the kinetical confinement energy unit $\hbar^2/(Ma_0^2) = 8.64$ µeV, $E_0 = 0.208$ eV can be calculated from the shear modulus $G = 31.8$ GPa [24] and the known $a_0$. With these two values, eq. (11) yields $W/k_B = 3.85$ K, close to the value 3.2 K found in a recent soft potential evaluation of the crossover from the tunneling plateau to classical relaxation in the experimental data.

The value $A_0$ calculated with these values for $E_0$ and $\hbar^2/(Ma_0^2)$ from the second part of eq. (11) allows to determine the coupling constant $\Lambda_t = \lambda_1A_0$ of the soft potential model, $\Lambda_t = 0.64$ eV. From this value, it is straightforward to calculate the phonon-coupling parameter $\gamma_t \approx \Lambda_t/\sqrt{3} = 0.37$ eV of the tunneling model, in excellent agreement with the value 0.4 eV found in the pioneering tunneling model fit of high frequency sound absorption data [5] at low temperatures in this metallic glass.

B. Boson peak

One can further compare the numerical coupling constants to x-ray Brillouin data [41] in another metallic glass, NiZr$_2$. The damping of the longitudinal sound waves at the boson peak is given by

$$\Gamma(\omega) = \frac{3\pi}{2} \lambda_2^2/Mv_D^2 g_{exc}(\omega),$$

where $g_{exc}(\omega)$ is the excess density of states over the Debye density of states $g_D(\omega)$ given by $3\omega^2/\omega_D^3$, $\Gamma(\omega)$ is the half width at half maximum of the Brillouin line.

The equation is valid as long as the first order perturbation approximation holds. It should hold up to the Ioffe-Regel limit $\Gamma(\omega) = \omega/\pi$, where sound waves cease to propagate. Fortunately, this limit is not yet reached in metallic glasses at the boson peak [41], so the equation should be applicable there.

Fig. 4 (a) shows the comparison of measured x-ray Brillouin data [41] in NiZr$_2$ compared to the calculation with the numerical coupling at the boson peak (b) Boson peak in NiZr$_2$ measured by inelastic neutron scattering [31] and normalized to the Debye density of states as described in the text.
IV. DISCUSSION AND SUMMARY

A. Frozen saddle points

The early recognition \cite{4} of an unstable core of numerical soft modes has been recently corroborated in much more detail \cite{14}, demonstrating that the small positive restoring force of these modes results from the overcompensation of the negative inside restoring force by positive restoring forces from the surroundings.

The present paper separates the positive outside restoring forces into a well understandable elastic distortion, describable by three elastic dipoles in the mode center, and a less well understandable bilinear interaction with neighboring soft spots.

The estimate of the creation energy of the frozen saddle point of Section II. F shows that the core freezes between two minima of the packing energy. The existence of a linear potential term demonstrates that the freezing can happen with equal probability at any point between the two minima. If the core freezes close to one minimum, one does not get a soft spot.

If there are soft and hard spots around, why then does one see only soft spots in the outside motion? Apart from their larger susceptibility, the answer must be that the mode is formed at the glass temperature, where its free energy profits from its mean square displacement \cite{44}. An intimate connection between soft modes and glass transition is suggested by the finding of strings not only in the core of soft modes \cite{3}, but also in the relaxational motion at the glass transition \cite{45}. A recent treatment \cite{35} of the highly viscous flow in terms of creation and annihilation of soft modes relates the Kohlraush exponent $\beta$ of the viscous relaxation to the creation energy of the soft modes. The treatment is supported by the strong bilinear coupling between neighboring soft spots found in the present analysis.

The picture of neighboring soft spots with an unstable core undergoing a shear distortion with increasing displacement explains why one finds the final values for the three elastic dipoles $P_{11}$, $P_{22}$ and $P_{33}$ only for shell radii larger than 6 $a_0$, though the core radius lies below 2.5 $a_0$ for most of the modes in Table I. The reason is that surrounding soft spots between 2.5 and 6 $a_0$ still contribute to the elastic distortion at large distances, though their center does not coincide exactly with the one of the mode.

Another consequence of this consideration is that there is a large amount of elastic distortion which is not centered in the mode center, does not contribute to the three dipoles, but does contribute to the positive restoring forces of the mode. This raises the question whether for a given mode ultimately all positive force constants result from the elastic distortion, all negative force constants from soft spots, not only from the one in the center, but also from those in the surroundings. There is evidence \cite{25} for this hypothesis from measurements of the anomalous temperature dependence of the boson peak frequency in two well-studied glasses \cite{24, 27}.

In this context, it should be noted that the measurement of the boson peak in Fig. 4 (b) was done at two temperatures \cite{31}, at 296 K and 400 K and shows no visible change. But then, the shear modulus of a similar metallic glass, Vit4, diminishes \cite{46} only by 2.6 percent by heating from 296 K to 400 K. Also, the string motion inside might have the same Gr"uneisen parameter as the sound waves, which would prevent any anomalous temperature dependence in the glass phase.

B. Analogies and differences

As pointed out in Section II. C, the Poisson ratio of the numerical 3DIPL glass is close to the one of 31 metallic glasses \cite{24}. But one should be aware that the binary numerical glasses are not the perfect counterpart to the metallic glasses. Their interatomic potential is much too steep for that; they are much closer to a frozen noble gas than to a metallic glass. Of course, a steep potential is a great numerical advantage, because it reduces the number of neighbors for which one must calculate the interatomic forces.

One can see the difference from the ratio $GV_a/k_BT_g$ ($V_a$ atomic volume), which for the 3DIPL potential is 34.1 and for the metallic glasses \cite{24} is 65.6 (not 17.6 as erroneously stated earlier \cite{3}). Apparently, the more harmonic interatomic potential in metals allows for a freezing into a glass with a much higher shear modulus.

But in spite of this marked difference, the analysis of twenty numerical 3DIPL modes provides a crossover energy $W$ between tunneling states and soft vibrations in good agreement with experimental data in metallic glasses. The same good agreement is found for the bilinear coupling to the sound waves, indicating that the nature of the soft modes in simple liquids is independent on the anharmonicity of the interatomic potential.

C. Summary

To summarize, the analysis of the positive restoring forces outside the inner unstable core of soft vibrational modes in numerically cooled binary glasses allows to separate a smaller part due to the elastic distortion and a larger part due to the interaction with other soft spots outside the core. The smaller elastic part determines the bilinear coupling of the mode to the sound waves. Scaling the results with the shear modulus, the atomic mass and the atomic volume, one gets quantitative agreement with measured low temperature sound absorption and x-ray Brillouin data in metallic glasses within the soft potential model.

The data support the hypothesis that the positive restoring forces stabilizing the unstable core on its saddle point in energy are ultimately due to elastic distortions, either mediated by surrounding soft spots or directly due to the elastic distortion of the core itself.
Thanks are due to Edan Lerner for supplying the twenty soft modes, to Edan Lerner and Eran Bouchbinder for enlightening discussions and helpful suggestions.
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