Numerosity representation in a deep convolutional neural network
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Abstract

Enumerating objects in the environment (i.e., “number sense”) is crucial for survival in many animal species, and foundational for the construction of more abstract and complex mathematical knowledge in humans. Perhaps surprisingly, deep convolutional neural networks (DCNNs) spontaneously emerge a similar number sense even without any explicit training for numerosity estimation. However, little is known about how the number sense emerges, and the extent to which it is comparable with human number sense. Here, we examined whether the numerosity underestimation effect, a phenomenon indicating that numerosity perception acts upon the perceptual number rather than the physical number, can be observed in DCNNs. In a typical DCNN, AlexNet, we found that number-selective units at late layers operated on the perceptual number, like humans do. More importantly, this perceptual number sense did not emerge abruptly, rather developed progressively along the hierarchy in the DCNN, shifting from the physical number sense at early layers to perceptual number sense at late layers. Our finding hence provides important implications for the neural implementation of number sense in the human brain and advocates future research to determine whether the representation of numerosity also develops gradually along the human visual stream from physical number to perceptual number.
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Introduction

Humans and many animal species are equipped with an innate ability to approximately estimate the number of objects (i.e., numerosity) in their environment, namely the number sense (Burr & Ross, 2008; Cantlon et al., 2009; Dehaene, 1997, 2011; Feigenson, Dehaene, & Spelke, 2004). For animal species, the sense of number is critical for survival and reproduction in choosing zones with more food or joining a larger group of companions to avoid being eaten (e.g., Agrillo, Parrish, & Beran, 2016; Gross et al., 2009; Piffer, Agrillo, & Hyde, 2012). In humans, it is widely believed that the construction of more abstract and complex mathematical skills rests upon the basic number sense (e.g., Piazza, 2010). Atypical development of the number sense in the early stage of development may result in developmental dyscalculia, a neurodevelopmental disorder that causes specific mathematical learning difficulties (Bugden & Ansari, 2016; Butterworth, 2018; Price, Holloway, Rasen, Vesterinen, & Ansari, 2007). This shared ability, therefore and obviously, has evolutionary and developmental advantages for both animal species and human
beings. Perhaps surprisingly, recent evidence shows that brain-inspired deep convolutional neural networks (DCNNs) also spontaneously emerge an ability to sense the number of objects in a set, even when it was originally trained to classify objects in natural images, indicating that this biological instinct is no longer limited to living organisms (Nasr, Viswanathan, & Nieder, 2019). However, little is known about to what extent it is comparable with human’s number sense.

The distinction between biological and artificial systems is the origin of number sense. In biological systems, the number sense is thought from genetic predisposition, as the newborn babies, as well as day-old chicks and fishes, can discriminate between different numbers of objects (Agrillo & Bisazza, 2018; Butterworth, 2018; Rugani, 2018). In contrast, there are no predisposed abilities in DCNNs, and the number sense must derive from natural images used to train the networks (but see Kim, Jang, Back, Song, & Paik, 2021). Such distinction may lead to different mechanisms underlying the number sense between biological and artificial systems. To test this possibility, previous studies have found that the number sense in DCNNs also follows the Weber–Fechner law as observed in the biological systems, that the discrimination threshold of numerosity tends to increase linearly with the number of items in a set, or remains constant across a large range of numerosity on a logarithmic scale (e.g., Anobile, Cicchini, & Burr, 2016; Castelli, Glaser, & Butterworth, 2006; Cicchini, Anobile, & Burr, 2016; Dehaene & Changeux, 1993; Franconeri, Bemis, & Alvarez, 2009; He, Zhang, Zhou, & Chen, 2009; He, Zhou, Zhou, He, & Chen, 2015; Ross & Burr, 2010).

However, this similarity could be explained by another alternative account to numerosity perception, which claims that the numerosity is represented indirectly from judgements of the non-numerical magnitude properties (i.e., density, size, or cumulative surface area), rather than directly from the sense of number (Dakin, Tibber, Greenwood, Kingdom, & Morgan, 2011; Durgin, 1995, 2008; Morgan, Raphael, Tibber, & Dakin, 2014; Tibber, Greenwood, & Dakin, 2012). Because these non-numerical magnitude properties also obey the Weber–Fechner law, it remains unclear whether the numerosity representation in the DCNN is based on the direct sense of number, or alternatively based on non-numerical magnitude properties. In most circumstances, the numerosity and continuous magnitude properties confound with each other. When dot arrays differ in numerosity, the continuous magnitude properties of these stimuli, such as the total area and density, differ as well. Therefore, to answer this question, a critical test is to examine whether DCNNs show numerosity underestimation effects.

The numerosity underestimation effects speak to a phenomenon observed in humans, that connecting pairs of dots with lines in a dot-display reduces the estimate of numerosity (Anobile et al., 2016; Fornaciai, Cicchini, & Burr, 2016; Franconeri et al., 2009; He et al., 2009; He et al., 2015). From the perspective of the “number sense” theory, numerosity perception should be based on the perceptual objects segmented by perceptual organization processes (He et al., 2015). Consequently, two items connected with a line tend to be perceived as one single object in a perceptual sense, rather than pairs of two objects in a physical sense, which then reduce the estimate of numerosity. On the contrary, if numerosity is determined by the continuous magnitude property such as the density, adding lines to the dot-display should increase the density and thereby increase the numerosity.

Here we tested whether the self-emerged number sense in the DCNN operated on the perceptual number (e.g., number of perceptual units or regions segmented by perceptual organization processes), or physical number (e.g., number of physical dots irrespective of whether they are connected or not). To do so, like previous studies (Kim et al., 2021; Nasr et al., 2019), we first identified the potential number-selective units in the AlexNet, a typical DCNN pre-trained for object classification, by using dot-displays without any connections. Then, we used the new dot-displays with pairs of connected dots as the input and tested whether these number-selective units could exhibit the numerosity underestimation effects, like humans do. Specifically, we designed different sets of dot-displays with either two pairs of dots (two-connected condition) connected, or no dots connected. Then we submitted these dot-displays to the AlexNet and obtained the response profile of each number unit to each numerosity in different stimulus sets. We hypothesized that, if the AlexNet shares the same perceptual number representation as that of humans, the number units should also “perceive” the dot-connected displays as being less numerous, compared with dot-displays with no dots connected.

Materials and methods

Neural network model

The DCNN model used in the present study is the AlexNet, which consists of five convolutional layers (Conv1 to Conv5) and three fully connected layers (FC1 to FC3). The ReLU (Rectified Linear Units) is applied to the output of each convolutional and fully connected layer. A max-pooling layer is attached after the Conv1, Conv2, and Conv5 layers. The layers of Conv1 to Conv5 have 193600, 139968, 64896, 43264,
43264, 4096, 4096, and 1000 units, respectively. Other detailed descriptions for the architecture and hyperparameters of this model can be found in Krizhevsky, Sutskever, and Hinton (2017). The AlexNet was pretrained to successfully perform object classification on the ILSVRC2012 ImageNet dataset, so that the model parameters were refined to extract hierarchical visual features of natural images (Krizhevsky et al., 2017).

**Stimulus sets**

Four sets of dot-displays were used in the present study. The discovery set contained zero-connected dot-displays with randomly distributed dots, which were used to identify the potential numerosity-selective units in the DCNN (Figure 1A). The second, third, and fourth sets were designed for the main analysis. The zero-connected set was designed in a similar way to the discovery set, with each dot-display containing only discrete dots (Figure 1B). This zero-connected set was used to validate the numerosity-selective units after identifying them using the discovery set, and also served as a baseline condition for estimating the numerosity underestimation effects. The two-connected set contained dot-displays in which two pairs of dots, each connected with a line-segment, formed a dumbbell-like configuration (Figure 1C). The zero-connected-control set contained
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**Figure 1.** Stimuli used in the present study, and response profile of each numerosity-selective PN-set. (A–D) Illustrations of the dot-displays (with 5 dots as exemplars) from the discovery (A), zero-connected (B), two-connected (C), and zero-connected-control (D) sets, respectively. (E) Average tuning response of each PN-set to every numerosity of the zero-connected set. Only the results of the FC2 layer were shown here for demonstration purposes. (F) Distribution of preferred numerosities in the FC2 layer. (G) Standard deviation (sigma) of best-fitting Gaussian function for tuning curves of each PN-set in the FC2 layer, for both linear and logarithmic scales. Ideal line refers to the PNs for each PN-set defined by the discovery set. (H) Estimated PN (green line) of each PN-set in the FC2 layer for the zero-connect set. Ideal line refers to the hypothesized PN. (I) Estimated PN of each PN-set at each layer for the zero-connect set (Conv1 to FC2).
dot-displays similar to those in the third set, with the exception that each of the two line-segments had one end attached to a dot with the other end hanging freely, forming a pin-like pattern (Figure 1D). Critically, to keep the low-level statistical information of the stimuli similar, the dot distributions of the corresponding dot-displays from the second, third, and fourth sets were exactly the same, as illustrated in Figure 1A.

Each set contained 14,000 dot-displays, 1000 for each of 14 numerosities (5 to 18). The dots and line-segments were black drawn on a white background (224 × 224 pixels). The diameter of the dot was 12 pixels. The dots (and line-segments) were randomly distributed in the display following the constraints that no two dots were closer than 18 pixels and the minimum distance from the dot to the border of the image was 8 pixels. In the two-connected and zero-connected-control sets, each of the two line-segments had a width of 2 pixels and a length ranging from 18 to 86 pixels. The connections between pairs of dots were designed to avoid line-segments crossing each other or other dots.

**Overall analytic strategy**

In the present study, we adopted a Region of interest (ROI) analysis, a prevalent approach in fMRI studies of visual processing (Poldrack, 2007). Specifically, we first used dot-display without any connections to identify the number-selective units in the DCNN. Then, on these number-selective units, we continued to explore how they behaved when presented with the new dot-displays (zero-connected, two-connected, and zero-connected-control sets).

**Defining the numerosity-selective units**

In each layer of the pre-trained AlexNet, using the DNNBrain toolbox (Chen et al., 2020) (https://github.com/BNUCNL/dnnbrain/), we first obtained the activation values after the ReLU operation of every unit in response to every dot-display of the discovery set. Because the FC3 has no function of ReLU and is a layer for classification output, our analysis was then limited to the layers of Conv1 to FC2. Next, activation values of all units for each numerosity were submitted to a one-way ANOVA with numerosity (14 levels: 5–18) as the factor, in a similar manner to that used in Nasr et al. (2019). A unit that exhibited a significant main effect of numerosity (p < 0.01, i.e., a significant change of the response across numerosities) was a potential candidate unit that might be numerosity-selective. The preferred numerosity (PN) of this candidate unit was defined as the numerosity that induced the largest average response among the responses for all stimuli. All candidate units that had the same PN formed a PN-set. A total of 14 PN-sets were then obtained for each layer.

Subsequently, we performed a validation analysis to confirm whether these candidate units were truly numerosity-selective. If the units identified by one stimulus-set were truly numerosity-selective, they should exhibit the similar tuning patterns of numerosity when testing with another independent stimulus-set. For each PN-set in each layer, we used the dot-displays from the zero-connect set as the new input and obtained a mean activation value of this PN-set for each numerosity of the zero-connected set. Two criteria were then used to define a reliable numerosity-selective PN-set. First, for each PN-set, the new PN calculated based on the zero-connected set should be consistent with the PN defined by using the discovery set. Second, because the number sense follows the Weber–Fechner law, the width of the tuning curve of each PN-set should increase linearly with the number of items in a set, or remain constant across numerosities on a logarithmic scale. The Gaussian functions were then fitted to the mean activation values of each PN-set on two different scales, a linear scale (f(x) = x) and a logarithmic scale (f(x) = log2(x)), to obtain the estimated PN and width of the tuning curve. For each PN-set, the estimated PN and tuning widths were defined as the mean and standard deviation (sigma) of the Gaussian fit, respectively. A regression analysis was used to test whether the slope (i.e., increase of tuning width as a factor of numerosity) was significantly different than zero.

Only the candidate PN-set that had an estimated PN consistent with its originally defined PN and followed the Weber–Fechner law was finally defined as the numerosity-selective PN-set. All the following analysis was therefore carried out on these PN-sets, unless otherwise specified.

**Analysing the response profiles of the PN-sets for three stimulus-sets**

Using the same method described above, in each layer, we first obtained the tuning curves of each PN-set to the numerosities from the zero-connected, two-connected, and zero-connected-control sets. The tuning curve of each PN-set was normalized to the 0 to 1 range and fitted by the Gaussian function. For each of the zero-connected, two-connected, and zero-connected-control sets, we obtained the estimated PN of each PN-set at each layer. It should be noted that the estimated PN of a PN-set for one stimulus-set referred to the numerosity that induced the largest average response among the responses for all stimuli within this stimulus-set. Importantly, for a PN-set having a
pre-defined PN of N, the dot-displays of the two-connected set that can induce the maximal response of this PN-set, should contain a greater number of physical dots than N, if there was a numerosity underestimation effect.

Note that the PN-sets preferring smaller or larger numerosities, compared with other numerosities, exhibited a response pattern of monotonic increase or decrease as the stimulus numerosity increased, respectively. Thus, only part of the entire tuning curve of these PN-sets was submitted to a Gaussian fit. To avoid the poor fitting at the boundary of the test range, we excluded the two numerosities (5 and 18) from further analysis and limited our fitting procedure only on the numerosities of 6 to 17.

**Estimating numerosity underestimation effects**

Based on the estimated PNs obtained in the above step, we submitted the estimated PNs for the two-connected and zero-connected sets to a Wilcoxon signed-ranks test to evaluate the numerosity underestimation effect in each layer. For each PN-set, the underestimation effect was calculated as the difference in the estimated PN between the two-connected and zero-connected sets. Then at each layer, the underestimation effects for all PN-sets were averaged to obtain a mean underestimation effect for this layer.

In addition, to rule out an alternative explanation that the line-segments themselves may contribute to the numerosity underestimation effects, we also carried out a control analysis by comparing the estimated PNs from the two-connected and zero-connected-control sets using a Wilcoxon signed-ranks test.

**Results**

First, we tested at which layer the number sense can self-emerge in the pre-trained AlexNet. We totally identified 51.6%, 71.3%, 60.6%, 52.4%, and 32.3%, 66.4%, 20.6% of all units as the potential numerosity-selective units at the layers from Conv1 to FC2, respectively. The proportion of number-selective units seemed to be greater than that reported in previous research (Nasr et al., 2019), which might be due to only one stimulus set or the different parameters of the AlexNet being used in our study. However, similar to those found in previous studies (Kim et al., 2021; Nasr et al., 2019), the distribution of preferred numerosities covered the entire range (5 to 18), with relatively more units preferring the numerosity of 5 or 18 (Figure 1F, results of FC2 layer as an example).

Next, in each layer, all candidate units that had the same PN were pooled to form a PN-set for each PN. If these potential PN-sets were truly numerosity selective, their response profiles should be invariant to the visual appearance of the dot-displays. Therefore, we carried out a validation analysis using a completely new zero-connected stimulus set (Figure 1B), to confirm whether they showed reliable and invariant selectivity for numerosity. As evidenced in Fig 1I, the validation analysis revealed a trend that the numerosity representation became progressively very reliable as the layer increased. First, the PN-sets at the Conv1 and Conv2 layers defined by using the discovery set didn’t show consistent numerosity selective responses across stimulus-sets, as their estimated PNs for the new zero-connected set were dramatically different from those for the discovery set. And their tuning responses to each PN were also different between both stimulus sets. For example, as illustrated in S2 Figure, though PN-sets at the Conv 1 layer showed some tuning responses to numerosities for the discovery set, they didn’t exhibit clear tuning patterns to numerosities for the zero-connected set. On the contrary, the PN-sets at the layers of Conv3 to FC2 showed the similar estimated PNs for the zero-connected set as those for the discovery set, and they also exhibited similar tuning patterns to numerosities for both the discovery and zero-connected sets. Figure 1E and S3 Figure showed the typical response profiles of PN-sets at the FC2 layer as an example (also see S2 Figure for results of the Conv5 layer). The tuning responses of the PN-sets at the FC2 layer followed the Weber–Fechner law (Figure 1E), as the width of the tuning curve of each PN-set increased linearly with numerosity on a linear scale (regression analysis: slope = 0.11, p < 0.05, partial \( \eta^2 = 0.24 \)) and remained constant across numerosities on a logarithmic scale (regression analysis: slope = 0.005, p > 0.05) (Figure 1G). We thus defined the PN-sets at the layers of Conv3 to FC2 as the truly numerosity selective PN-sets.

Then, we explored whether these numerosity selective PN-sets represented the number based on physical or perceptual sense, and how the number sense evolved through the hierarchy of the DCNN. In the layers from Conv3 to FC2, we compared the responses of these numerosity selective PN-sets for the zero-connected and two-connected sets to test the numerosity underestimation effects. We found that, at the layers of Conv3 and Conv4, there were no significant differences in the estimated PNs of the PN-sets between the zero-connected and two-connected sets, reflecting a representation based on the number of physical dots in a dot array (all \( ps > 0.05 \)) (Figure 2B, S4A and S5A Figures). However, and most importantly, at the other three layers from Conv5 to FC2, the estimated PNs for the two-connected set were significantly higher than those for the zero-connected set, representing a number representation based on the perceptual numbers (all \( ps < 0.01 \), all Cohen’s ds > 1.3) (Figure 2B, S6A and S7A Figures). Thus, significant numerosity
underestimation effects were only found at the layers of Conv5, FC1, and FC2, and there was a trend that the numerosity underestimation effects became progressively much greater as the layer increased (mean underestimation effect: 0.69, 1.40, and 2.10 for Conv 5, FC1, and FC2 layers, respectively). Figure 2A showed the results of each PN-set at the FC2 layer as an example. The 'perceived' numerosity of the dot-displays in the two-connected set was systematically underestimated, as reflected as a rightward shift of the red curve in Figure 2A and upward shift of the red line in Figure 2B. That is, for the PN-set with a pre-defined preferred numerosity, the dot-displays in the two-connected set that induced the maximal response of this PN-set contained more physical dots than those in the zero-connected set.

Finally, since the two-connected and zero-connected set differed not only in the number of perceptual units, but also in the presence of line-segments, one may argue that the line-segments themselves would increase the effective number of items to be counted and thus result in the numerosity underestimation effects. Therefore, at the layers of Conv5, FC1, and FC2, we compared the responses of these numerosity selective PN-sets for the zero-connected-control and two-connected sets to address this issue. We found that the two-connected condition still had significantly greater numerosity underestimation effects than the zero-connected-control condition (all ps < 0.01, all Cohen's ds > 1.69). It thus ruled out this alternative explanation (Figure 3A, results of the FC2 layer as an example; Figure 3B, S4B, S5B, S6B, and S7B Figures), suggesting that the line-segments themselves cannot fully account for the underestimation of perceived numerosity in our study.

Discussion

In the literature, of particular relevance to the present study, several computational models regarding the
nature of the number sense have been put forward (Dakin et al., 2011; Dehaene & Changeux, 1993; Hannagan, Nieder, Viswanathan, & Dehaene, 2018; Stoianov & Zorzi, 2012; Testolin, Dolfi, Rochus, & Zorzi, 2020; Testolin, Zou, & McClelland, 2020; Verguts & Fias, 2004; Zorzi & Testolin, 2018). Most of them were of high cognitive fidelity and relied either on implementing the predetermined number detectors in the architecture, or on learning through extensive exposure to numerical stimuli. However, their biological implementation in the brain remains challenging. An alternative to these models is the biologically inspired DCNN, designed to mimic the retinotopic and hierarchical nature of the primate visual system, which has a relatively high biological fidelity to date. Several prominent studies did find the number detectors emerged in the DCNN, even when the neural network was trained only for object recognition (DeWind, unpublished results; Kim et al., 2021; Nasr et al., 2019). However, these studies have mostly focused on demonstrating that the number detectors exhibited the tuning characteristics following the Weber–Fechner law, similar to those observed in the primate studies. There is still a lack of understanding of how the number is represented and developed in the DCNN.

In the present study, we first replicated the previous findings that numerosity-selective units spontaneously emerged in the AlexNet pre-trained for object classification (Kim et al., 2021; Nasr et al., 2019). Then, via a systematic manipulation of the connection between dots, our study went beyond these studies, showing further that the number-selective units at the later layers of the AlexNet operated on the perceptual number, rather than the physical number. The existence of numerosity underestimation effect in the DCNN provided a new support for the similarity of visual numerosity processing in the DCNN and that in humans. Note that future studies, in which the number-selective units are defined by using the 2-connected set and their responses for the 0-connected set are tested to look for an overestimation effect, could be carried out to further validate our hypothesis.

However, this conclusion seemed to be counterintuitive. On the one hand, the DCNN used in the present study was trained only for object classification, without any explicit requirements of numerosity judgement. One may question why the DCNN has to develop a human-like number sense when learning to recognize natural objects. However, from the perspective of cognitive development, object recognition relies on the object individuation process, also known as the figure-ground segmentation. The figure-ground segmentation process segregates the to-be-recognized object from others, and the background (Johnson, 2001; Ostrovsky, Meyers, Ganesh, Mathur, & Sinha, 2009; Xu, Carey, & Welch, 1999). And importantly, its output also serves as the basis for numerosity perception. In this sense, numerosity perception may share with object recognition the same intermediate processing stage, i.e., the object individuation process or figure-ground segmentation. In fact, we have proposed that numerosity perception requires the prior
segmentation of the visual stimuli into perceptual objects (He et al., 2015). Moreover, numerous human studies have established that perceptual organization plays a crucial role in the object individuation process, by segmenting a visual image into a potential collection of perceptual units according to the Gestalt principles (for a review, see Peterson, 2015). Therefore, if the DCNN can learn numerosity representations that are more consistent with those used by humans, we would predict that grouping pairs of dots into single units should also lead to lower estimates of the number of dots for the DCNN. This is indeed what we have observed in the DCNN, which closely follows human numerosity perception. In short, our results provided new computational evidence for the notion in cognitive science that perceptual organization may precede number estimation (Anobile et al., 2016; Fornaciai et al., 2016; He et al., 2015). To date, there are various CNN models available for object classification tasks, for instance, AlexNet, VGGNet (Simonyan & Zisserman, 2015), GoogLeNet (Szegedy et al., 2015), ResNet (He, Zhang, Ren, & Sun, 2016), and InceptionResNet-v2 (Szegedy, Ioffe, Vanhoucke, Alemi, & Aaai, 2017). All of them have achieved high accuracies in classifying natural images. It will be interesting for future studies to establish whether the numerosity underestimation effect found in the AlexNet could be generalized to other kinds of CNNs.

On the other hand, in humans and non-human primates, it is generally accepted that both feedforward and feedback processes contribute to perceptual organization (for a review, see Self & Roelfsema, 2015). However, a fundamental limitation of the DCNN is its feedforward architecture, which only mimics the bottom-up function of the primate brain. For this reason, there is an ongoing debate on whether the DCNN possesses the ability of perceptual organization (Serre, 2019). Previous neurophysiology study on figure-ground segmentation has suggested that different perceptual organization processes may be mediated by distinct neural circuits. For instance, the boundary detection relied largely on feedforward connections through the visual hierarchy, whereas the region-filling process depended more on the feedback from higher visual areas (Poort et al., 2012). Since the uniform connectedness plays a vital role in boundary detection, we then argued that the perception of uniform connectedness might be achieved via a feedforward manner in the DCNN. In fact, the DCNN contains a multilayer hierarchical structure mimicking the primate brain, and can better represent increasingly more complex features across layers. In humans, other principles of the perceptual organization, such as subjective contour and closure, have also been found to lead to the numerosity underestimation effect (He et al., 2015; Kirjakovski & Matsumoto, 2016). For the DCNN, future investigations are still needed to address whether similar numerosity underestimation could occur when dots are grouped by these organization principles, and if not, whether adding the recurrent connections to the current feedforward architecture would provide a better fit to human numerosity perception.

In addition, we found that the perceptual number sense did not emerge abruptly in the DCNNs. Instead, the numerosity perception in the DCNN evolved a physical to perceptual sense of number through the hierarchy. First, the numerosity perception emerged early at the layer of Conv3, but its internal representation was determined only by the number of physical dots in a display, irrespectively of the connections between them. Then, the number sense developed progressively along the hierarchy, evolving a gradual transformation from the sense of physical number to the sense of perceptual number. Finally, by the end of the DCNN, numerosity representation operated on the perceptual number. This finding provided an important implication for the neural implementation of the number sense in humans, a fundamental question not well answered in the cognitive neuroscience of numerosity perception. If the DCNN shares the similar internal representation of number with humans, we might hypothesize that the processing of numerosity in the human brain might also evolve a shift from a physical number sense to perceptual number sense along the visual stream. While most of the recent fMRI and ERP studies focused on whether numerosity representation is based on the direct sense of number, or on non-numerical continuous magnitude properties (DeWind, Park, Woldorff, & Brannon, 2019; Fornaciai, Brannon, Woldorff, & Park, 2017; Fornaciai & Park, 2017; Lyons, Ansari, & Beilock, 2015; Park, DeWind, Woldorff, & Brannon, 2015; Piazza, Izard, Pinel, Le Bihan, & Dehaene, 2004; Sokolowski, Fias, Mousa, & Ansari, 2017), there was one study that began to address the difference in the activations of several brain regions between the sensory and perceptual representation of numerosity (Fornaciai & Park, 2018). Their initial findings did support our hypothesis by showing that activations in V2 were modulated by a physical sense of number while activations in V3 represented the perceptual encoding of numerosity. However, a systematic investigation based on the entire cortical hierarchy, with the application of more sensitive measure of neural representation, is still needed. Our finding thus advocates future research to determine whether the representation of numerosity in the human brain also develops gradually along the visual stream, from physical sense to perceptual sense.
Taken together, our results provide compelling evidence suggesting that the numerosity perception of the DCNN acts upon the perceptual number, like humans.
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