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Abstract—Recently, there have been original attempts to use the concept of similarity in program repair. Given that those works report impressive results in terms of repair effectiveness, it is clear that similarity has an important role in the repair process. However, there is no dedicated work to characterize and quantify the role of similarity in redundancy-based program repair. This is where our paper makes a major contribution: we perform a deep and systematic analysis of the role of similarity during the exploration of the repair search space. We show that with similarity analysis, only 0.65% of the search space (on average over 2766 bugs) must be explored before finding the correct patch. And it is capable of ranking the correct ingredient first in most of the time (65%).

I. INTRODUCTION

In program repair research, one can identify at least two broad categories of papers. On the one hand, there are papers which propose new similarity techniques based on a powerful innovative idea (such as [32, 9, 22, 30], to only mention recent ones). On the other hand, there are papers which pursue the endeavor of understanding the core structure and challenges of the repair search space (such as [20, 25, 17, 15]). The work presented here fits in this latter category.

Redundancy-based program repair consists of repairing programs with code taken from elsewhere, for instance from the application under repair. Redundancy-based program repair is fundamental to the repair community, early approaches such as GenProg [31] and major state-of-the-art approaches (e.g. [32, 11, 9]) both relied on redundancy.

While the empirical presence of redundancy has been studied [21, 4], the search space of redundancy-based repair is little known.

Recently, there have been original attempts to use the concept of similarity in redundancy-based repair techniques. In [34, 32, 11], different kinds of similarity analysis are part of the overall repair technique.

Xin & Reiss [34] use TFIDF to compute the similarity between the buggy statement and its context.

Wen, Chen, Wu, Hao & Cheung [32] prioritize potential repair code snippets that have a similar context, with three similarities stacked in a clever manner.

Jiang, Xiong, Zhang, Gao & Chen [11] heavily rely on name similarity (variable name and method name) to find code snippets that are present in other similar methods. Given that those works report impressive results in terms of repair effectiveness, it is clear that similarity has an important role in the repair process. However, there is no dedicated work to characterize and quantify the role of similarity in redundancy-based program repair. This is where our paper makes a major contribution: we perform a deep and systematic analysis of similarity analysis during the exploration of the search space.

Our study of similarity in redundancy-based program repair uses a strictly principled methodology. First, we isolate the similarity component in a generic redundancy-based repair process that is representative of the state-of-the-art [34]. This isolation means that we simplify the repair algorithm as much as possible (no randomness, no combined techniques) so that similarity analysis becomes the main component of the repair process. Thus, we ensure that the observed effects on the search space are those of similarity analysis. Second, we systematically qualify the similarity relationships that we consider: in the context of replacement patch where one code snippet is replaced by another code snippet, we measure the similarity between the removed and the inserted code. We define and investigate three similarity metrics that capture either syntactic or semantic similarity.

Then, we design and perform four large-scale experiments. The main goal of the experiments is to study the search space reduction obtained with similarity analysis. The search space reduction is defined as the ratio between the number of points in the search space that must be considered before finding the solution and the total size of the search space. Assume a search space of 100 code snippets and the search space contains the correct patch, if a similarity based technique puts the correct patch in a short-list of 5 snippets, it means that this technique yields a search space reduction of 5/100, i.e., the search space is reduced to 5% of the original size. The experiments also contribute to the understanding of other important aspects of the search space of redundancy-based program repair.

Our experimental results are clear-cut. First, the search space of redundancy-based program repair is indeed too large and it is not possible to exhaustively explore it. Second, using similarity analysis is effective in reducing the search space: our experiments show that compared to naive exhaustive exploration, only 0.65% of the search space (on average) must be explored before finding the correct patch. Third, our principled study methodology is validated, it enables us to have a full control over the search and a deep understanding of the search space.

To sum up, we make the following contributions:

- A principled conceptual framework to study three kinds of similarity in redundancy-based program repair.
- A quantitative analysis of the search space of redundancy-based repair over 171605 past commits from 29 projects, as well as the characteristics of Defects4J with respect to redundancy-based repair.
• A set of fundamental empirical findings about the remarkable performance of similarity in redundancy-based repair over 2766 bugs. Using similarity analysis enables us to explore only 0.65% of the search space, suggesting its essential role of cutting the search space by orders of magnitude (154x smaller).

• An original speculative result about the possibility of using the whole software universe (approximated by Github) for redundancy-based program repair

II. BACKGROUND

A. Overview of Redundancy-based Program Repair

Redundancy-based program repair consists of repairing programs with code taken from elsewhere, for instance from the application under repair. The insight behind it is that source code is very redundant [8], which means that the same function or snippet can be implemented at multiple locations in slightly different ways. Consequently, a bug that affects a code snippet can be fixed by another code snippet.

Redundancy-based program repair is fundamental to the repair community as it originates from the inception of the field: back in 2009, GenProg [31] already leveraged redundancy. Today, major state-of-the-art approaches still heavily depend on redundancy (e.g. [32, 11, 9]).

The redundancy assumption — the assumption that code may evolve from existing code that comes from somewhere else — has been empirically verified. Martinez, Westley & Monperrus [21] and Barr, Brun, Devanbu, Harman & Sarro, 2014 [4] both verified its validity by analyzing thousands of past commits: between 3% and 17% of commits are only composed of existing code. Recently, it has been reported that a redundancy-based approach successfully scales to an industrial project [24].

Furthermore, Martinez et al. [21] have refined this idea with the concept of “redundancy scope”, which defines the boundaries from which the repair ingredients are taken. For instance, the file scope means that repair ingredients are only taken in the same file from which the suspicious faulty statement and ingredient. But they remove in-scope ingredient similarity and method name similarity between the suspicious code fragment and the ingredients at expression level. They extend the similarity analysis with results from their empirical study which calculates the frequency between different mutation operators (replacement, insertion and deletion) and the type of involved code fragment (method invocation, if statement and etc.) to prioritize ingredients that are more likely to fix the bug.

In theory, the search space of program repair is virtually infinite, composing of all possible edits on a program. Redundancy-based program repair is one way to dramatically reduce the search space. In essence, it reduces the search space to the number of repair ingredients that already exist, where a repair ingredient is either a token, an AST node, a line or a full snippet.

While the search space under the redundancy assumption is effectively reduced, it may still be too large in practice. In essence, it depends on the redundancy scope. For instance, at the file scope, the search space size is proportional to the file size (usually hundreds of lines, at most thousands). At the application scope, the size of the search space, with some simplification, is the number of lines in the application.

Thus, for a 1 million LOC application, the search space is composed of 1 million elements (or a certain number proportional to it), which is quite large. In practice, exploring the search space means picking an ingredient, compiling it, and executing test cases. Since there myriads of possible ingredients, this is too long: the search space of redundancy-based repair is often too big to be exhaustively explored.

When it is too slow to exhaustively explore the search space of redundancy-based repair, what is the solution to only explore the relevant parts of the search space? This is the open question we systematically explore in this paper.

C. Similarity Analysis for Redundancy-based Repair

Major recent work in program repair has shown that similarity analysis is a useful concept for program repair, being present in ssFix [34], CapGen [32] and SimFix [11]. For instance, let us consider the human patch of bug Math-75 from Defects4J [12] in Listing 1. We can see that the inserted line and the removed line are syntactically very similar. However, ssFix, CapGen and Simfix, they all consider different forms of similarity and use different metrics for similarity analysis.

For instance, ssFix finds suspicious statements that are more likely to be faulty with fault localization. Then, for each suspicious statement, the context and the suspicious statement is extracted to identify similar code chunk in the codebase with Lucene’s default TFIDF model. The ingredient is then obtained from the similar code chunk to generate a patch.

On the other hand, CapGen considers context similarity, name similarity and dependency similarity between the suspicious code fragment and the ingredients at expression level. They extend the similarity analysis with results from their empirical study which calculates the frequency between different mutation operators (replacement, insertion and deletion) and the type of involved code fragment (method invocation, if statement and etc.) to prioritize ingredients that are more likely to fix the bug.

SimFix does also consider structure similarity, variable name similarity and method name similarity between the suspicious statement and ingredient. But they remove ingredients that are less frequent in existing patches. From this point of view, SimFix and CapGen are two very similar approach.

III. RESEARCH METHODOLOGY

A. Problem

In this paper, we aim at doing two contributions:
program repair, refined a generic repair process as follows.

C. Generic Repair Process

similarity on the search space of program repair. Nobody has ever devised a protocol to study the impact of projects, we apply our repair process and measure the actual reduction. For large set of past bugs from open-source

– typically the full method – and the enclosing context of the removed code inserted code. (Note that the related work rather measures the we measure the similarity between the removed and the snippet is replaced by another code snippet. For all them,

This isolation means that we ensure that the observed effects on the search space are those of the different similarity metrics we consider.

Second, we systematically define three similarity metrics for redundancy-based program repair. All of them are qualified in the context of replacement patches where one code snippet is replaced by another code snippet. For all them, we measure the similarity between the removed and the inserted code. (Note that the related work rather measures the similarity between the enclosing context of the removed code – typically the full method – and the enclosing context of the ingredient). We define three similarity metrics that capture either syntactic or semantic similarity, they are presented in subsection III-D.

Third, we define a metric for capturing the search space reduction. For large set of past bugs from open-source projects, we apply our repair process and measure the actual search space reduction.

This research methodology is novel. To our knowledge, nobody has ever devised a protocol to study the impact of similarity on the search space of program repair.

B. Overview of the Research Methodology

Our research methodology is as follows.

First, we define a generic repair process that is amenable to comparing similarity metrics. This repair process is a normal, redundancy-based, generate-and-validate one, where similarity analysis is isolated in a single component with well defined boundaries with respect to the rest of the process. This isolation means that we ensure that the observed effects on the search space are those of the different similarity metrics we consider.

Second, we systematically define three similarity metrics for redundancy-based program repair. All of them are qualified in the context of replacement patches where one code snippet is replaced by another code snippet. For all them, we measure the similarity between the removed and the inserted code. (Note that the related work rather measures the similarity between the enclosing context of the removed code – typically the full method – and the enclosing context of the ingredient). We define three similarity metrics that capture either syntactic or semantic similarity, they are presented in subsection III-D.

Third, we define a metric for capturing the search space reduction. For large set of past bugs from open-source projects, we apply our repair process and measure the actual search space reduction.

This research methodology is novel. To our knowledge, nobody has ever devised a protocol to study the impact of similarity on the search space of program repair.

C. Generic Repair Process

In order to study the role of similarity in redundancy-based program repair, refined a generic repair process as follows.

I Fault localization We run the test suite and obtain all suspicious modification points. All suspicious modification points are ordered by the suspiciousness value, which indicates how suspicious the line is to cause the bug. Only the \( n \) most suspicious modification point are considered for repair, in decreasing suspiciousness order.

II Ingredient selection We extract all ingredients at the application scope in order to have the ingredient pool.

For each suspicious modification point, we compute a similarity metric between the modification point and the ingredient. Then, the repair ingredients are ordered by decreasing similarity, and tried in this order.

III Search space bounding The number of tried ingredients per suspicious point is bounded by a configuration parameter \( m \). This means that the search is bounded by \( n \times m \).

D. Similarity Metrics for Repair

Our core idea is to compute the similarity between the modification point and all possible repair ingredients. In this study, we define three different similarity relationship. Our goal is that they are different in nature, and capture different characteristics of similarity.

1) Rationales

In this paper, we consider longest common subsequence (LCS), term frequency inverse document frequency (TFIDF) and word embedding based on unsupervised learning (Embedding). The rationale behind using these three metrics is as follows:

LCS is purely syntactic because it works at the character level. LCS has been proposed for program repair by Yokoyama et. al [38]. There exist very efficient implementations of it in all major languages. In the context of programming, LCS is capable of capturing similarity between words like port1 and port2.

TFIDF is based on words frequency and rarity, which translates to token frequency and token rarity in the context of programs. TFIDF has been used in the context of program repair by Xin & Reiss [34]. Being based on tokenization, it is much less syntactic than LCS. The strength of TFIDF is its ability to focus on the important tokens. If the variable name veryRareName only occurred once in the file and it is in the modification point. Then, if we have an ingredient that contains veryRareName, it is likely that ingredient is a good candidate.

Embedding is a numerical vector associated to an object, meant to capture semantic relationships. The usage of embeddings for repair is a recent topic [33, 2]. For instance, in natural language processing, a 3-dimension word embedding of “foo” could be \(< 1, 0.9, 42 >\). Embeddings are typically learned from a dataset. In the context of programming, embeddings can be computed for tokens, lines, functions, etc. Embeddings are useful for computing similarity: a numerical distance metric (Euclidean or Cosine) in the vector space can be used straightforwardly. Learning an embedding on program tokens is meant to be less syntactic than LCS and TFIDF. For example, dog and cat should be considered semantically similar, i.e. adjacent in the vector space, while LCS and TFIDF would both consider them to be different compared to the word fog in their respective syntactic spaces.

2) Similarity Calculation

We compute the three similarity relationships are follows.

LCS: The ingredients are considered as sequences of characters, for each pair \(<\text{suspiciousline, ingredient}>\), the normalized LCS is computed.
**TFIDF:** All code lines are considered as documents. We then tokenize the lines, per the tokenization rule of the considered language (Java in our experiments). The term frequency and inverse document frequency is calculated for each token. All code lines will be converted into vectors of TFIDF scores. Finally, the similarity score is computed by using cosine similarity, as standard practice in the field for measuring vector distance [26].

**Embedding:** We train Word2vec [23] on a corpus of Java files. Each java file is considered as a series of tokens. The target vector space is of typical size (64 dimensions). This results in that each token of the program is associated to a vector of 64 real numbers. In order to compute the embedding of an entire line, we take the average of all token embeddings in the code line. To average all token embedding in an entire line to get line embedding has been showed to be a strong baseline or feature for many tasks [14]. Finally, the similarity score is also computed by using cosine similarity in the embedding space.

### E. Implementation

We now present our main implementation choices.

1) **Repair Tool Implementation**

We have implemented a prototype tool called 3sFix, on top of the ASTOR program repair framework [19]. It does replacement-based repair at the line level. The fault localization is based on Ochiai.

We emphasize that the tool is not a repair system per se, its goal is rather to be a scientific instrument to observe the search space of redundancy-based program repair and the role of similarity.

The tool is made publicly available for the sake of open-science and reproducible research at https://github.com/kth-tcs/3sFix-experiments.

2) **Embedding Implementation**

For computing the embedding, we train a word2vec [23] implementation from Google’s TensorFlow\(^1\) on a large corpus of Java files (described in subsubsection IV-C.1). The embedding size is set to 64, which means that each token of the modification point and repair ingredient is represented by 64 floating point values. The token vocabulary is set to the 100,000 most common tokens in the corpus. There is also \(<UN\text{UN}{\text{KNOW}}N>\) token for those tokens that are out of our vocabulary.

### IV. EXPERIMENTAL METHODOLOGY

We present the design of original experiments to study the role of similarity in redundancy-based program repair.

#### A. Research Questions

**RQ1:** Do the findings of previous research on the redundancy of commits hold on our new dataset?

Redundancy-based repair approaches use ingredients that can be found somewhere else in the code. Only a few studies have systematically studied the redundancy assumption [4, 21].

The goal of this research question is twofold. First, we want to improve the external validity of those past experiments by using a dataset that is large and new (i.e. different from those used in [4, 21]). Second, this initial study also acts as a sanity check for the next research questions.

**RQ2:** How effective are the different similarity metrics on handling the search space of redundancy-based repair?

In redundancy-based repair, the search space consists of all ingredients that can be found in a certain scope. The number of ingredients in that scope is sometimes overwhelming and may not be exhaustively explored. Therefore, most redundancy-based repair tools are to only select ingredients at random.

The main purpose of RQ2 is to compare the three similarity metrics presented in III-D. RQ2 is based on an original experimental protocol (see IV-B.2) that allows us to compute the search space reduction.

**RQ3:** How does similarity-based repair explore the search space of Defects4J?

Defects4J is a benchmark of bugs heavily used in program repair research.

However, to the best of our knowledge, there are no studies examining the characteristics of Defects4J with respect to redundancy-based repair. The goals of RQ3 are: 1) assessing whether Defects4J is appropriate for studying the search space of redundancy-based program repair, and 2) getting a comprehensive understanding on the strengths and limitations of similarity analysis on the bugs of Defects4J.

**RQ4:** What research opportunities are open by our results on similarity for program repair?

The next frontier in redundancy-based program repair would be an ingredient scope that is bigger than the application scope, that spans across multiple software projects. For instance, the Github scope consists of all unique lines that are present on Github for a given programming language (say Java). We perform a last experiment, of speculative nature, to see whether similarity analysis would scale to a potentially immense ingredient pool.

#### B. Protocols

1) **Protocol of RQ1**

RQ1 studies the search space of redundancy-based program repair based on past commits. The idea is to compute the search space of redundancy-based program repair of one-line replacement patches that can be found in open-source repositories. This is done as follows:

- **I Select all one-line replacement patches from a corpus of commits** We use a corpus, briefly presented in IV-C.2.
- **II Extract the removed line (modification point) and the inserted line (the repair ingredient)** We explicitly removed one-line replacement patches if the repair ingredient is not unique, since it might give a higher redundancy rate.
III Compute the search space The search space is composed of all unique lines of the application of the point in time of the commit. The formatting of the lines, including the indentation, is removed in order to have a canonical version.

IV Analyze the search space We measure the size of the search space, and we look at whether the repair ingredient already exists in the application.

2) Protocol of RQ2
RQ2 is an experiment that performs realistic program repair simulations. Our idea is to take a real one-line patch, and to see whether redundancy-based program repair would predict the inserted line as patch. This is done as follows:

I Extract repair tasks We extract all one-line replacement commits from a corpus from the literature, presented in Section IV-C.2. Since the whole experiment is too computationally expensive, we take a random sample of them. For each commit, the removed line is considered as the modification point, and the inserted line is considered as the ground-truth correct ingredient.

II Compute the search space for each task For each modification point, all ingredients at application scope are collected.

III Compute the three similarity metrics We compute the similarity between the modification point between all ingredients. The training phase of Embedding is made according to the procedure presented in III-E.2.

IV Compute the ranking of the correct repair ingredient We check that the correct repair ingredient (the new line) has a higher similarity value than all other ingredients. If not, we compute its rank in the search space according to similarity.

V Assess similarity effectiveness The collected values enables us to see whether similarity analysis yields a “perfect repair”, where perfect repair means that the ground-truth line is ranked first in the ingredient pool. It also enables us to compute the search space reduction, which we define as the ratio between the rank of the correct ingredient according to similarity) and the size of the search space (i.e. the total number of repair ingredients).

We call this a repair simulation for two reasons.

First, the protocol assumes that the fault localization step works perfectly and returning the actual modification point.

Second, we do not run any test. Running tests is not required because we focus on perfect repairs, where our approach outputs the actual human patch as the first patch. This protocol is meant to eliminate the validity threats and the uncontrolled variables in order to purely focus on the effectiveness of the similarity relationships.

3) Protocol of RQ3
RQ3 studies the redundancy-based search space in the Defects4J benchmark. The protocol consists of two parts.

First, we study the characteristics of Defects4J according to redundancy. The number of bugs in Defects4J that are one-line replacement patches are computed with the help of the study by Sobreira, Durieux, Madeiral, Monperrus & Maia [27]. Then, we compute the ingredient pool, and look at whether each Defects4J bug can be repaired by redundancy-based program repair. This would give us the theoretical upper bound of what redundancy-based program repair can achieve on Defects4J.

Second, we perform redundancy-based program repair on each appropriate bug using 3sFix. For each suspicious line, the top 100 repair ingredients are tried based on the similarity score. In addition, we use a timeout of two hours per bug. We manually analyze the test-suite adequate patches to see whether they are syntactically identical, semantically equivalent or overfitting. For each bug that could in theory be handled by redundancy-based program repair (because the correct repair ingredient exists in the search space), we analyze the reasons of success or failure to repair. This can be considered as a systematic and qualitative analysis of the search space.

4) Protocol of RQ4
RQ4 is a speculative experiment to study whether one can vision to use ultra-large ingredient pools in redundancy-based program repair. In particular, we want to make first exploration of the potential Github scope: all code on Github written in a given programming language. This experiment consists of three main phases:

I Create the Github scope Collecting all Java projects on Github is impossible due to bandwidth and rate limiting constraints. We approximate the Github scope by collecting all unique curated snapshot of Github, described in IV-C.1.

II Re-execute the protocol of RQ1 using the Github ingredient pool. Because of the size of Github scope, we use a Bloom filter as data structure to store each line of code from Github Java Corpus [5]. Bloom filter is a probabilistic data structure to check whether an element is in a set, hence is perfectly appropriate to study redundancy.

In order to cope with the scale of the search space, a Bloom filter is probabilistic. As a result, the false positive rate – the rate of repair ingredients considered as redundant while they are not – is not null, yet small because $< 1e^{-9}$ by configuration.

III Compute the similarity metrics at the Github scope We perform an empirical worst case analysis by computing $10^k$ similarity comparisons (with LCS) with ever greater values of $k$ to identify the feasibility limit and compare it to the size of the Github scope

C. Data

1) Github Java Corpus
In two experiments, RQ2 and RQ4, we use Github Java Corpus [1], in the former case as training data for the learning the embedding, in the latter case as approximation of the Github scope for redundancy-based program repair. Github Java Corpus is a collection of Java code at large scale, it contains 14807 Java projects from Github, which are selected
as being above average quality. In total, Github Java Corpus contains 2,130,264 Java files and 352,312,696 LOC.

2) CodRep corpus
In RQ1 and RQ2, we need a corpus of one-line patches. For this, we use the CodRep corpus [6], The CodRep corpus contains 171605 patches from commits in 29 distinct projects in previous studies from the literature. This corpus is appropriate for our experiments because it contains 36562 unique one-line replacement patches. This corpus enables us to study redundancy-based program repair at a large-scale.

V. EXPERIMENTAL RESULTS
We now present the results of our large scale and novel experiments on the role of similarity in redundancy-based program repair.

1) Research Question 1 (Search space statistics)
Do the findings of previous research on the redundancy of commits hold on our new dataset?

In our first experiment, per the protocol described in IV-B.1, we have analyzed the redundancy-based search space of 36562 one-line patches coming from all projects in CodRep corpus.

Finding 1: For those 36562 one-line replacement patches, 2781 (8%) of them satisfy the redundancy assumption at the application scope.

Implication 1: This confirms previous research showing that there is 3 – 17% redundancy at the application scope [21, 4]. The external validity of this empirical knowledge is improved by our usage of a completely new dataset.

Finding 2: For those 36562 one-line replacement patches, the average search space consists of 113362 ingredients.

Implication 2: Given that in practice, the trial of one repair ingredient is of the order of magnitude of 1 - 10s (as reported anecdotally in [25] and confirmed by our own experiments), it is impossible to exhaustively explore the search space, because it would take 31 hours (assuming 1s second per ingredient) to 310 hours (in the 10s worst case) per suspicious line. In the optimistic case, exhaustively analyzing the search space of 100 suspicious statements would take 3100 hours, i.e. 18 weeks. This shows the need for a principled way to systematically explore the search space of redundancy-based program repair (as opposed to randomly), which is the most important motivation of our paper.

2) Research Question 2 (In-vitro Repair)
How effective are the different similarity metrics on handling the search space of redundancy-based repair?

For 2766 one-line replacement patches sampled from the CodRep corpus (see IV-C.2), we have applied the repair simulation described in Section IV-B.2. Recall that this simulation isolates the role of similarity comparison, by considering the idealized repair task where we assume that the fault localization step gives the good modification point. The main result is shown in Table I. The first column lists all projects. The second column shows the number of one-line replacement patch we considered. The third column display the average search space size for respective projects. The fourth, fifth and sixth column indicate the average rank of the correct ingredient, and in the parentheses we have the average rank put into perspective with the average size, showing the top percentage that the correct ingredient is in. The seventh, eighth, ninth column display the percentage of cases that the correct ingredient is ranked first, which we consider to be a perfect repair.

Finding 3: Similarity analysis enables to reduce the search space very effectively. For all considered similarity metrics, the ranking of repair ingredients results in having the correct ingredient in the top of the search space (e.g. in the top 0.04% for project Elasticsearch with LCS ranking, and in the top 9.13% for project AspectJ with embedding ranking).

Implication 3: In the average case, the correct ingredient is ranked among the top 0.65% with LCS ranking, it means that on average, the search space is reduced by 150. This opens up new possibilities: either one use the saved resources to explore more suspicious statements, or one could imagine a much bigger search space. For instance, one may be able to use Github as ingredient pool.

Finding 4: According to this setup, TFIDF is the most effective technique to rank the correct ingredient first. For 27/29 projects, the TFIDF median rank for the correct ingredients is 1. Both LCS and Embedding are slightly less effective, but with no dramatic difference.

Finding 5: Considering TFIDF, out of 2766 repair tasks, we obtain 1800 perfect repairs, that is 65%. Recall that we define a perfect repair as syntactically identical to the human patch, which is considered as a ground-truth, correct patch.

Implication 5: This result suggests that similarity comparison has an impact on overfitting in redundancy-based program repair. Since the correct ingredient is the ingredient ranked first, no patch is generated before that. By construction, the correct ingredient corresponds to ground-truth human patch. Consequently, there is no possible overfitting happening in those 1800 cases. This is known purely analytically, without requiring human and generated test cases. This confirms the result on Defects4J showing that when the ingredient is in the search space, it is found first.

Finding 6: The average rank of the correct ingredient for Embedding is always worse than for LCS and TFIDF. Compared to LCS and TFIDF, similarity comparison based on embedding is less powerful in the context of program repair.

Implication 6: As stated in subsection III-D, we have chosen to study the Embedding similarity comparison, because it is meant to capture more meanings than the character-based LCS and the token based TFIDF. However, this sophistication does not prove to be necessary.

As discussed in III-D.2, our embedding technique has two phases: a token-embedding phase (which is a direct application of word embedding) followed by a code line
embedding phase (which is a variant of sentence embedding in computational linguistics). Since sentence embedding is an active research field [7], we assume that future advances in that field will enable to revisit this question later.

3) Research question 2 (Redundancy in Defects4J)

How does similarity-based repair explore the search space of Defects4J?

Finding 7: Out of the 395 bugs in Defects4J, 75 bugs are fixed in the human patch by a single one-line replacement. And out of 75 Defects4J bugs that can be fixed by a one-line replacement patch, 11 of them (15%) satisfy the redundancy assumption, meaning that the correct repair ingredient – the replacement line – is present elsewhere in the application.

Implication 7: These 11 bugs are appropriate subjects to study redundancy-based one-line replacement repair. Furthermore, it has been shown in Finding 1 that 8% of one-line replacement patches are amenable to redundancy-based program repair. Although the proportion here (15%) is not exactly the same, it is not fundamentally different, showing that only a minority replacement patches are fully redundant. Consequently, in the following, we apply 3sFix on those 11 bugs: Chart_1, Chart_12, Chart_20, Closure_86, Closure_123, Math_5, Math_41, Math_57, Math_70, Math_104 and Mockito_5.

Finding 8: The correct patch that lies somewhere in the search space of those 11 bugs is actually found by our prototype in three cases: Chart_1, Math_5 and Math_70. Listing 2, Listing 3 and Listing 4 show the generated patch.

Implication 8: What is remarkable is that the same technique captures completely different repair operators: Listing 2 changes a single literal; Listing 3 changes method call arguments and Listing 4 changes a binary operator. In all cases, we can see that the inserted and removed code line are very similar, which is the main factor that has driven the search. All those patches are achieved thanks to a purely generic approach, where similarity makes no assumption whatsoever on the repair type. In contrast to repair systems dedicated to specific operators (e.g. Nopol [37]), we believe that generic approaches have the potential to discover original patches.

In program repair, there are sometimes plausible patches, which are patches that pass all human test cases, yet which may be incorrect. We observe that, there are other plausible patches in the search space of Defects4J. Yet, in all cases, the correct patch is always ranked first, before the other plausible ones, thanks to the similarity ranking. This shows the relevance of similarity analysis when the correct patch lies somewhere in the large search space.

Finding 9: For the remaining 8/11 bugs that were not fixed while the patch is in the search space, the reasons are as follows: 1 of them was caused by fault localization ineffectiveness, 5 was caused by fault localization failure and 2 was caused by similarity ineffectiveness.

Implication 9: Fault localization ineffectiveness is defined as when the fault localization assigns low rank to the faulty line. It is the case for one bug, Closure_123, where the actual faulty line is ranked 305 among all 486 suspicious modification points. As a result, the repair attempt has reached the 2-hour timeout before trying to repair the correct modification point. Upon closer inspection of the modification point, the rank of the correct ingredient is 23 according to similarity. This means that if we extend the execution, Closure_123 would in theory be fixed (because we know for sure that patch is in the search space). To verify our reasoning, we have re-executed 3sFix on Closure_123 with a 10-fold bigger timeout. The correct patch, identical to the human patch, was actually found in the search space, before other plausible patches, which confirms our understanding of the search space and the quality of the implementation. Interestingly, it is the first time ever that Closure_123 is reported as fixed in program repair.

Fault localization failure is defined as when fault localization completely fails and the faulty line was not returned by the fault localization component. This happens for the five bugs, Chart_12, Chart_20, Closure_86, Math_104 and Mockito_5. For repair approaches based on fault localization, it is literally impossible to fix a bug if fault localization does not work properly for it. The reasons is that the repair attempts are only made on suspicious elements.

Similarity ineffectiveness is defined as when the correct ingredient was not highly ranked by similarity, i.e. because the correct ingredient is not among the most similar ingredients. This happens for two bugs, Math_41 and Math_57. Recall that for each suspicious statement, 3sFix is configured to try at most $n$ repair ingredients, in order to have a fully controlled search space ($n = 100$ in this experiment, based on results discussed in subsubsection V-.2). With a bigger value of $n$, those bugs would be repaired.

To sum up, there is always the option to explore more the search space, either by considering more suspicious modification points, or by trying more ingredients per sus-

Listing 2. Correct patch for Math_5 ranked 1st with similarity analysis

```java
if ( real == 0.0 && imaginary == 0.0) {
    return NaN;
} else {
    return INF;
}
```

Listing 3. Correct patch for Math_70 ranked 1st with similarity analysis

```java
CategoryDataset dataset = this.plot.getDataset(index);
if ( dataset != null ) {
    return solve(min, max);
} else {
    return solve(f, min, max);
}
```

Listing 4. Correct patch for Chart_1 ranked 1st with similarity analysis

```java
if ( dataset == null) {
    return solve(min, max);
} else if ( dataset == null) {
    return result;
}
```
| Project     | # bugs | Average search space size | LCS | Tfidf | Embedding | LCS | Tfidf | Embedding |
|------------|--------|--------------------------|-----|-------|-----------|-----|-------|-----------|
| PocketHub  | 100    | 5963                     | 90  | 9     | 35        | 63 %| 53 %  | 45 %      |
| Elasticsearch | 100   | 119217                   | 70  | 43    | 2885      | 51 %| 63 %  | 36 %      |
| LibGDX     | 100    | 112945                   | 1009| 876   | 955       | 41 %| 86 %  | 16 %      |
| Eclipse    | 8      | 2528                     | 7   | 3     | 9         | 50 %| 88 %  | 50 %      |
| SWT        | 100    | 186695                   | 1161| 10244 | 14589     | 50 %| 65 %  | 28 %      |
| AspectJ    | 100    | 156625                   | 1850| 12250 | 14300     | 58 %| 43 %  | 41 %      |
| ZXing      | 58     | 38291                    | 18  | 2387  | 2517      | 62 %| 57 %  | 31 %      |
| Ant        | 100    | 71949                    | 137 | 1628  | 2259      | 51 %| 60 %  | 38 %      |
| JMeter     | 100    | 50048                    | 71  | 549   | 1239      | 60 %| 72 %  | 56 %      |
| Log4j      | 100    | 112945                   | 889 | 2110  | 3617      | 58 %| 61 %  | 40 %      |
| Tomcat     | 100    | 134265                   | 558 | 619   | 1581      | 49 %| 60 %  | 24 %      |
| Xerces     | 100    | 64410                    | 382 | 2749  | 3320      | 58 %| 55 %  | 49 %      |
| ECJ        | 100    | 56175                    | 153 | 1588  | 2244      | 49 %| 55 %  | 36 %      |
| WTP Incubator | 100   | 59634                    | 302 | 208   | 268       | 62 %| 74 %  | 48 %      |
| Xpand      | 100    | 51132                    | 324 | 112   | 205       | 57 %| 74 %  | 53 %      |
| Cassandra  | 100    | 41541                    | 186 | 3044  | 6125      | 50 %| 74 %  | 52 %      |
| Lucene/Solr | 100   | 192628                   | 889 | 2110  | 3617      | 58 %| 61 %  | 40 %      |
| OpenIPA    | 100    | 141508                   | 1375| 4570  | 7142      | 46 %| 56 %  | 42 %      |
| Wicket     | 100    | 61256                    | 187 | 84    | 370       | 55 %| 67 %  | 34 %      |
| Commons-codec | 100   | 9302                     | 70  | 92    | 95        | 71 %| 71 %  | 64 %      |
| Commons-collections | 100   | 30263                    | 186 | 354   | 354       | 56 %| 69 %  | 48 %      |
| Commons-compress | 100   | 154684                   | 558 | 619   | 1581      | 49 %| 60 %  | 24 %      |
| Commons-iso | 100   | 2272                     | 9   | 6     | 36        | 78 %| 74 %  | 66 %      |
| Commons-lang | 100   | 13894                    | 122 | 112   | 201       | 60 %| 77 %  | 61 %      |
| Commons-math | 100   | 37354                    | 123 | 123   | 123       | 65 %| 77 %  | 55 %      |
| Spring Framework | 100   | 119217                   | 2755| 2076  | 10082     | 73 %| 56 %  | 32 %      |
| Storm      | 100    | 14783                    | 421 | 327   | 490       | 56 %| 62 %  | 41 %      |
| Wildfly    | 100    | 181498                   | 1346| 4274  | 7376      | 47 %| 47 %  | 23 %      |
| Summary    | 2766   | 77276                    | 504 | 1820  | 3024      | 57 %| 65 %  | 43 %      |

**TABLE 1**

**EXPERIMENTAL RESULTS ON THE EFFECTIVENESS OF USING SIMILARITY TO REDUCE THE SEARCH SPACE OF REDUNDANCY-BASED PROGRAM REPAIR.

The art of configuring the repair system lies is the balance between the considered number of suspicious points and the number of ingredients. In this experiment, the biggest problem hampering repair (6 cases) relates to fault localization, which calls for more research or implementation work.

**Finding 10:** Out of curiosity, we have tried 3sFix on the remaining bugs for which we know that the correct patch is not in the search space of one-line redundancy-based repair (according to the ground-truth human patch). A plausible patch is found for 18 bugs, yet all those patches are overfitting (they pass all tests but are incorrect).

**Implication 10:** This confirms that the test suites of Defects4J are weak at completely specifying the patch [18]. This also shows that overfitting patches do largely exist in the ingredient pool of redundancy-based repair, which has been suggested previously [17]. This suggests that redundancy-based program repair must be coupled with a overfitting detection system (e.g. [35]).

4) **Research Question 4 (Call to action))**

What research opportunities are open by our results on similarity for program repair?

Our findings are actionable, they call for exploring the frontiers of redundancy-based repair.

**Finding 11:** The first action based on our results is for practitioners: if you ever plan to design a repair system based on redundancy, do use LCS. In our experiment, LCS is both the most effective but it is also very fast. Our unoptimized implementation on a standard 2018 server enables us to compute 50000 similarity values per minute.
Implication 11: In practice, it is reasonable to allocate 1 minute per suspicious statements to compute the similarity against the whole ingredient pool. With an optimized implementation, it is likely feasible to consider the application scope for most small and medium-sized libraries and applications.

Finding 12: The second action based on our results is for researchers: consider exploring ultra-large ingredient scopes. According to our data, 27% of one-line replacement patches can be repaired with an ingredient that exists at the Github scope. This is a 3x increase compared to the application scope which is the state-of-art today.

Implication 12: The 27% repair redundancy at Github scope is exciting, it shows that the effectiveness of redundancy-based program repair could potentially be improved threefold. To explore this uncharted territory of redundancy-based repair at an ultra-large scope, the research community needs to work on two major open questions: 1) ultra-fast similarity comparison 2) large scale manipulation of ingredients, possibly based on code hashes [3].

A. Summary of the Experimental Results

The findings from RQ1 gave us the fundamental statistic about the search space of redundancy-based repair: the average size of the search space consists of 113362 code lines which is arguably too large to be exhaustively explored. Then, in RQ2, we have set up a controlled environment to isolate and demonstrate the effectiveness of using similarity. Our results indicate that similarity can reduce the search space by more than a factor of 100 (in average). Most importantly, in the majority of cases, similarity analysis is capable of ranking the correct ingredient first among hundred of thousand ingredients. We continued with an analysis of the search space for Defects4J, which is an heavily used research benchmark. The major finding from RQ3 shows that similarity works well if two conditions are met: if the correct ingredient is in the pool and if fault localization works properly. Our results highlights the importance of having good fault localization. Finally, we have speculated about the Github redundancy scope in RQ4. The Github scope consists of 58 millions ingredients. This is too large to be handled out-of-the-box by any system, but it suggests that doing program repair at the Github scope with the help of similarity may be achievable in the mid-term.

VI. Threats to Validity

The main threat to RQ1 is that the considered commits do not faithfully represent the field. To mitigate this threat, it is to be noted that the 29 different considered open-source projects were sampled independently.

RQ2 has shown that a semantic similarity metric based on a learned embedding is not better. One potential threat to validity is that the used corpus is not large enough to capture the intended semantics, or that a configuration parameter (the size of the embedding or of the vocabulary) could be further optimized.

There are few threats in RQ3 because there is ample knowledge about Defects4J in the literature. Our findings fit with what has been reported by previous work. Yet, an unfortunate bug in our experimental code may result in an underestimation of the number of repaired bugs.

Finally, RQ4 speculatively explores a new research direction, and as such is subject to many threats, such as the actual coverage of Github. Future work will mitigate those threats with specific protocols.

VII. Related Work

A. Redundancy in Programs

After the initial successes of GenProg, studies have looked at the underlying redundancy assumption. Barr et al. [4] checked it against 12 Apache project, and found that changes are 43% redundant at line level. Martinez et al. [21] measured redundancy the at line and token level for 6 projects. They found that 3 – 17% of commits are redundant at the line level. Sumi, Higo, Hotta & Kusumoto [28] further conducted redundancy experiments using a larger dataset and obtain similar results. Lin, Ponzanelli, Mocci, Bavota & Lanza [16] examined code redundancy for 2640 Java projects with different token lengths for several types of code constructs, they studied how it affects the performance of code completion. Gabel & Su [8] investigated the opposite property, which is the uniqueness of source code. They found that software lacks uniqueness at the granularity of one to seven lines of code.

Repair approaches based on code exploits redundancy in a more functional way. Xiong et al. [36] use code search on Github to find snippets.

Ke, Stolee, Le Goes & Brun’s approach [13] searches for existing code snippets (i.e. redundant ones that match a given input-output specification.

B. Analyses of the Repair Search Space

Martinez & Monperrus [20] analyzed the repair actions over commits for 14 Java projects. They showed that certain repair actions are more common than others, statement insertion of method invocation is for instance the most common repair action. They analyze the search space of program repair with respect to those repair actions. Our study is different compared to theirs because we concentrate on repair ingredients while they focus on combinations of repair actions (what they call repair shapes).

Qi, Mao, Lei, Dai & Wang [25] studied how random search compares to genetic programming to guide program repair through the search space. They showed that in most cases, random search outperforms GenProg. While they only focus on the first plausible patch, we compute the size of the whole search space, in order to calculate the search space reduction.

Long & Rinard [17] analyzed the search space for several repair systems. They found that are correct patches are sparse in the search space, while plausible patches are abundant. They also showed that increasing the size of search space decreases the ability to find the correct patch. To some
extent, our study confirms the sparseness insight. It also provides new insights into the search space problem. First, we have studied how sparse the correct ingredient is in the search space, in a way that is decoupled to a specific repair approach. Second, we have measured how using similarity is effective in reducing the search space, and in finding the correct ingredients in the search space.

C. Similarity in Program Repair

Ji, Chen, Mao & Yi [10] are possibly the first to have propose that the repair ingredients should be taken from similar code.

Xin & Reiss [34] further built on this idea and proposed TFIDF to compute two similarities: the similarity between the ingredients and their respective context, and the buggy statement and its context.

White, Tufano, Martinez, Monperrus & Poshvanyk [33] uses deep learning to reason about similarity between the method body containing the modification point and the method body of ingredients.

Tanikado et. al [29] proposed the original idea of looking at how fresh repair ingredients are, where freshness is defined by on the last updated time. Compared to our tool, the difference is that they consider a constant-sized region for each program statement while we considers code lines.

Wen et al. [32] prioritized ingredients that have similar programming context based on program analysis.

Jiang et al. [11] considers three different similarity levels, structure similarity, variable name similarity and method name similarity and the final similarity score is the sum of the three similarities. Those works have innovatively used similarity for program repair and we build on their initial results. Yet, they all focus on proposing a new repair technique and do not systematically analyze the search space. On the contrary, our paper is a principled study dedicated to the role of similarity in redundancy-based program repair.

VIII. Conclusion

We have performed an original study of the search space of redundancy-based program repair and in particular, the role of using similarity analysis to explore it. Our findings show that similarity can effectively reduce the search space in order to find the correct repair ingredient. Over 2766 tasks, similarity reduces the search space by a factor of 154 on average. Furthermore, similarity is able to rank the correct ingredient first, which means that it contributes to avoiding overfitting ingredients in the search space.

Based on our results, future work can explore alternative similarity metrics that would be either more effective or faster to compute. Our speculative research question RQ4 has shown that it is required to be able to perform redundancy-based program repair at really large scope such as the whole Github.

Finally, we believe that similarity analysis would also be beneficial for synthesizing patches that involve multiples lines of code.
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