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Abstract—Many multi-object estimation problems require additional estimation of model or sensor parameters that are either common to all objects or related to unknown characterisation of one or more sensors. Important examples of these include registration of multiple sensors, estimating clutter profiles, and robot localisation. Often these parameters are estimated separately to the multi-object estimation process, which can lead to systematic errors or overconfidence in the estimates. These parameters can be estimated jointly with the multi-object process based only on the sensor data using a single-cluster point process model. This paper presents novel results for joint parameter estimation and multi-object filtering based on a single-cluster second-order Probability Hypothesis Density (PHD) and Cardinalized PHD (CPHD) filter. Experiments provide a comparison between the discussed approaches using different likelihood functions.

Index Terms—PHD filters, SLAM, sensor calibration, parameter estimation

I. INTRODUCTION

Methods for detecting and estimating multiple targets from multiple sensors are fundamentally important for sensor fusion applications. Methods based on Finite Set Statistics [1] are a popular choice for developing solutions to multi-sensor fusion applications, including the sub-optimal solutions known as the Probability Hypothesis Density (PHD) filter [2] that propagates the first-order moment of a point process, and the Cardinalized PHD (CPHD) filter [3] that additionally propagates second-order information through its cardinality distribution. In particular, their Gaussian mixture [4]–[6] and sequential Monte Carlo implementations [7], [8] have been applied for a wide range of applications like tracking maritime craft in live multi-sensor trials [9] or even tracking dolphin whistles [10]. A recent variation of the PHD filter, namely the second-order PHD filter [11], works with generalised model assumptions that allow to propagate the variance [12] along with the first-order moment.

There are many multi-object filtering problems that require additional estimation of parameters which are common to all objects or related to the sensor profile. Examples of these include registration of multiple sensors, estimating clutter profiles, and robot localisation with respect to its surroundings. Typically these parameters are estimated separately to the multi-object estimation process, which can lead to systematic errors or overconfidence in the estimates. This paper addresses specifically this kind of problems by estimating the parameters jointly with the multi-object process based only on the sensor data. Using the PHD, second-order PHD and CPHD filters as a basis for the multi-object estimation, the approach presented in this paper also estimates a parameter common to the multiple targets or related to the sensor configuration. The approach has been further studied for target tracking applications [13] and more recently, it has been used for jointly triangulating multiple objects and calibrating cameras [14] and estimating sensor drift in microscopes [15] and telescopes [16], and distributed multi-sensor localisation [17].

The approach adopted in this paper was initially developed for group and extended object tracking using hierarchical cluster point processes [18]–[21], restricting the number of groups or extended objects to one [22]. This enables the modelling of multiple objects that are all condition on a single parameter, which could represent, for example, a vehicle position or sensor calibration and registration parameters. The method, known as the single-cluster PHD filter, has been applied to the problems of sensor calibration [23]–[25] and Simultaneous Localisation And Mapping (SLAM) [26]. The single-cluster PHD filter approach is distinct from the earlier random finite set method for SLAM developed by Mullane, Vo, Adams et al. [27]–[29] in that it considers the process to be estimated as a unified point process by making a single approximation and determining the vehicle location based on this approximation; therefore, there is no need to explicitly determine a set of landmarks to update the vehicle position.

The single-cluster PHD filter, just like the PHD filter itself, relies on a Poisson assumption on the multi-target process. While this resulted in algorithms that are able to estimate the number of targets in the presence of false alarms, it has a restricted variance in the estimated target number. This paper develops more accurate and versatile estimators for single-cluster PHD filtering by considering different processes for modelling the target and clutter processes, in particular the independent and identically distributed (i.i.d.) cluster process used in the CPHD filter, and binomial, Poisson, and negative binomial processes within the unified Panjer point process used in the recent second-order PHD filter.

The paper is structured as follows: In Sec. II point process theory is quickly reviewed and the single-cluster point process is described with its two-level hierarchy. Section III describes three different single-cluster multi-object filters based on Poisson, Panjer, and i.i.d. cluster point processes, with proofs given in the appendix. Section IV presents a detailed statistical
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analysis of the different methods in simulations, as well as a comparison with the most accurate method based on the initial Random Finite Set (RFS) SLAM formulation, eg. [30], [31]. The paper concludes in section [Y] and the appendices present the pseudo-code and proofs for the likelihood functions.

II. JOINT MULTI-OBJECT FILTERING AND PARAMETER ESTIMATION

This section aims to describe the joint multi-object state and parameter estimation in terms of a single-cluster point process framework as described in [22] which carries a two-layer hierarchy. Note that in general, there might be interactions between the sensor and its environment, however this case is not considered in this article, i.e. the dynamical models of the sensor and the targets are assumed to be independent.

A. A short introduction to point processes and functionals

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space with sample space \(\Omega\), \(\sigma\)-algebra \(\mathcal{F}\), and probability measure \(\mathbb{P}\). In the following, all random variables are defined on \((\Omega, \mathcal{F}, \mathbb{P})\).

A point process \(\Phi\) on the state space \(\mathcal{X}\) is a random variable on the space \(\mathcal{X} = \bigcup_{n \geq 0} \mathcal{X}^n\) of finite sequences of points in \(\mathcal{X}\). A realisation of \(\Phi\) is a sequence \(\varphi = (x_1, \ldots, x_n) \in \mathcal{X}^n\) which describes a population of \(n\) targets with states \(x_i \in \mathcal{X}\). One way to describe a point process is by its probability distribution \(P_\Phi\) on the measurable space \((\mathcal{X}, \mathcal{B}(\mathcal{X}))\), \(\mathcal{B}(\mathcal{X})\) being the Borel \(\sigma\)-algebra of \(\mathcal{X}\) [33]; the (symmetrical) projection measure \(P^n_\Phi\) on the \(n\)-fold product space \(\mathcal{X}^n\) describes realisations with exactly \(n\) elements for any natural number \(n \geq 0\). The projection measures facilitate the notation of the Probability Generating Functional (PGFL) of a point process \(\Phi\) for any test function \(h\):

\[
G_\Phi(h) = \sum_{n \geq 0} \int \prod_{i=1}^{n} h(x_i) P^n_\Phi(d x_{1:n}).
\] (1)

B. Single-cluster point processes

Let \(\Psi\) be a point process on the sensor state space \(S\) with probability distribution \(P_\Psi\) describing the evolution of a single sensor and let \(\Phi\) denote a point process on the target state space \(\mathcal{X}\) describing the evolution of the multi-target configuration. Their PGFLs are given by

\[
G_\Phi(h) = \int h(s) P_\Phi(s) ds,
\] (2)

\[
G_\Psi(g) = \sum_{n \geq 0} \int \prod_{i=1}^{n} g(x_i) P^n_\Psi(d x_{1:n}).
\] (3)

In order to jointly describe the target process \(\Phi\) and the sensor process \(\Psi\), we can formulate the joint PGFL

\[
G_{\Phi,\Psi}(g, h) = G_\Phi(h G_\Psi(g));
\]

\[
= \int h(s) \sum_{n \geq 0} \int \prod_{i=1}^{n} g(x_i|s) P^n_\Phi(d x_{1:n}|s) P_\Psi(s) ds.
\] (4)

Therefore, it is of interest to propagate the probability distribution \(P_\Psi\) of the sensor process over time, as well as the distribution \(P_\Phi\) conditioned on the sensor state \(s\). This structure induces a hierarchy on the processes, such that the sensor process \(\Psi\) is also referred to as parent process and the multi-object process \(\Phi\) as daughter process.

1) The parent process: The parent process estimates the time-varying sensor configuration, e.g. the sensor position relative to its surroundings or other sensors, the clutter rate etc. The notation \(\hat{\cdot}\) will refer to the parent process in this article. The sensor configuration is assumed to evolve through some Markov transition function \(\ell_k\) and the multi-object likelihood \(\ell_k(s|z)\) describes the sensor configuration based on the estimate of the respective daughter process. The following Bayes recursion is used to propagate the law \(\hat{P}_k\) of the sensor process at time \(k\):

\[
\hat{P}_{k|k-1}(s) = \int \hat{t}_{k|k-1}(s|s') \hat{P}_{k-1}(s') ds',
\] (5)

\[
\hat{P}_k(s|z) = \frac{\hat{\ell}_k(z_k|s) \hat{P}_{k|k-1}(s)}{\int \hat{\ell}_k(z_k|s') \hat{P}_{k|k-1}(s') ds'}.
\] (6)

2) The daughter process: The daughter process estimates the time-varying multi-object configuration \(\varphi \in \mathcal{X}^n\). It is assumed to evolve through some Markov transition function \(t_{k|k-1}\) and the multi-measurement/multi-target likelihood \(\ell_k\) describes the association likelihood of targets and measurements based on the sensor state \(s\). The following Bayes recursion is used to propagate the law \(P_k\) of the target process at time \(k\):

\[
P_{k|k-1}(\varphi|s) = \int t_{k|k-1}(\varphi|\varphi', s) P_{k-1}(\varphi'|s) d\varphi',
\] (7)

\[
P_k(\varphi|s, z_k) = \frac{\ell_k(z_k|\varphi, s) P_{k|k-1}(\varphi|s)}{\int \ell_k(z_k|\varphi', s) P_{k|k-1}(\varphi'|s) d\varphi'}.
\] (8)

In this article, multi-object tracking methods are considered for the daughter process that do not propagate the whole probability distribution but only the low-order moments of the latter which carry the most information, i.e. the mean and possibly the variance of the process. Three different filters are chosen and described below, namely the first- and second-order PHD filters [2], [11] and the CPHD filter [3].

III. THREE MULTI-OBJECT FILTERS AND THEIR SINGLE-CLUSTER MULTI-OBJECT LIKELIHOODS

For all three filters, let \(p_{b,k}(x)\) and \(p_{\mu,b,k}(x)\) denote the state-dependent probabilities of survival and detection at a given time \(k\). Furthermore, \(t_{k|k-1}\) stands for the Markov transition from time \(k-1\) to time \(k\), and \(\ell_k(z|x)\) denotes the single-target association likelihood of measurement \(z\) with target \(x\) at time \(k\). The birth and clutter intensities at time \(k\) will be denoted by \(\mu_{b,k}\) and \(\mu_{c,k}(z)\), respectively.

A. The PHD filter [2]

The PHD filter is the oldest and most widely used of the three multi-object estimation algorithms discussed in this article. It was first introduced in [2], and it is based on the
assumption that the number of predicted targets, as well as the clutter cardinality, is Poisson distributed. The superscript \( b \) will be used in the following to refer to the PHD filter.

**Proposition III.1** (PHD recursion [12]). (a) The predicted first-order moment measure is given by

\[
\mu^b_{k|k-1}(B) = \mu_{b,k}(B) + \mu_{s,k}(B) \tag{9}
\]

with survival intensity

\[
\mu_{s,k}(B) = \int_X p_{s,k}(x) t_{k|k-1}(B|x) \mu_{k-1}(dx). \tag{10}
\]

(b) The updated first-order moment measure with Poisson distributed prediction and clutter model is derived as

\[
\mu^o_k(B) = \mu^b_k(B) + \sum_{z \in Z_k} \frac{\mu^o_k(B)}{\mu_{c,k}(z) + \mu^o_k(\mathcal{X})} \tag{11}
\]

with missed detection term

\[
\mu^o_k(B) = \int_B (1 - p_{d,k}(x)) \mu^b_{k|k-1}(dx) \tag{12}
\]

and association term

\[
\mu^\varnothing_k(B) = \int_B p_{d,k}(x) \ell_k(z|x) \mu^b_{k|k-1}(dx) \tag{13}
\]

for any measurement \( z \in Z_k \).

In context of SLAM and parameter estimation, the PHD can be easily utilised for multi-object estimation using the following multi-object likelihood function [32]:

**Theorem III.2** (PHD multi-object likelihood [32]). The likelihood function of the PHD filter for a given sensor state \( s \) is found to be

\[
\ell^s_k(s|Z) = \prod_{z \in Z} \left[ \mu_{c,k}(z|s) + \int_X p_{d,k}(x|s) \ell_k(z|x,s) \mu^b_{k|k-1}(dx|s) \right] \frac{\exp\left[ \int_Z \mu_{c,k}(z|s) dz + \int_X p_{d,k}(x|s) \mu^b_{k|k-1}(dx|s) \right]}{\int_Z \mu^b_{k|k-1}(dz|s)}. \tag{14}
\]

**B. The second-order PHD filter [11]**

The second-order PHD filter was introduced in [11] as an extension of the PHD filter, including second-order information by propagating the variance in the target number. It uses the assumption that the predicted target process and the clutter process are Panjer distributed as described in [11], which generalises the Poisson distribution. It is therefore less restrictive, and it does not require the computationally expensive propagation of the whole cardinality distribution like in the CPHD filter. Instead, the Panjer distribution is completely characterised by two parameters which stand in direct correspondence with its mean and variance. This makes it possible to propagate both the mean and variance of the target cardinality in the second-order PHD recursion, leading to a very similar structure like the CPHD filter below. The notation \( \flat \) will refer to the second-order PHD filter.

Recall the Pochhammer symbol or rising factorial \((\zeta)_n\) for any \( \zeta \in \mathbb{R} \) and \( n \in \mathbb{N} \):

\[
(\zeta)_n := (\zeta + 1) \cdots (\zeta + n - 1), \quad (\zeta)_0 := 1. \tag{15}
\]

Moreover, let \( \alpha_{k|k-1}, \beta_{k|k-1} \) and \( \alpha_{c,k}, \beta_{c,k} \) be the parameters of the predicted target and clutter processes at time \( k \), respectively. Define the terms

\[
Y_u(Z) := \sum_{j=0}^{|Z|} (\alpha_{k|k-1})_j + u (\alpha_{c,k}|_{Z|j} - j) \beta_{k|k-1}_j - F_d^{-j-u} e_j(Z) \tag{16}
\]

for any \( Z \subseteq Z_k \), where \( F_d \) is the scalar given by

\[
F_d := \int \left[ 1 + \frac{p_{d,k}(x)}{\beta_{k|k-1}_j} \right] \mu^b_{k|k-1}(dx), \tag{17}
\]

and \( e_j \) (cf. Eq. (14))

\[
e_j(Z) := \sum_{Z' \subseteq Z} \prod_{z \in Z} \mu^\flat_k(\mathcal{X}), \tag{18}
\]

where \( s_{c,k} \) denotes the spatial clutter distribution at time \( k \) and the association term is defined as in [13] but using \( \mu^\flat_k \) instead of \( \mu^b_{k|k-1} \). Furthermore, define the expression \( \ell^o_k \) for \( d = 1, 2 \) via

\[
\ell^o_k(\phi) := \frac{Y_d(Z_k)}{Y_0(Z_k)} \quad \text{and} \quad \ell^o_k(z) := \frac{Y_d(Z_k \setminus \{z, z'\})}{Y_0(Z_k)} \tag{19}
\]

In a similar manner, define

\[
\ell^o_k(z, z') := \begin{cases} \frac{Y_d(Z_k \setminus \{z, z'\})}{Y_0(Z_k)} & \text{if } z \neq z', \\ 0 & \text{otherwise.} \end{cases} \tag{20}
\]

The prediction of the variance involves the second-order factorial moment \( \mu^{(2)}_k \), which, in general, cannot be retrieved from the predicted information \( \mu^b_{k|k-1}, \var^b_{k|k-1} \) only. The assumption that \( p_{b,k}(x) = p_{b,k} \) shall be uniform for all \( x \) in the state space \( \mathcal{X} \), however, leads to the following closed-form recursion.

**Proposition III.3** (Second-order PHD recursion [11]). (a) Assume that \( p_{b,k}(x) = p_{b,k} \) is constant for all \( x \in \mathcal{X} \) at time \( k \). In the manner of (9) and (17), the predicted first-order moment measure of the Panjer filter is given by

\[
\mu^b_{k|k-1}(B) = \mu_{b,k}(B) + \mu_{s,k}(B), \tag{21}
\]

using \( \mu^b_{k|k-1} \) instead of \( \mu^b_{k|k-1} \) in (10). The predicted variance in the whole state space \( \mathcal{X} \) is given by

\[
\var^b_{k|k-1}(\mathcal{X}) = \var_{b,k}(\mathcal{X}) + \var_{s,k}(\mathcal{X}), \tag{22}
\]

where \( \var_{b,k} \) denotes the variance of the birth process and \( \var_{s,k} \) is the variance of the predicted process concerning the surviving targets which is found to be

\[
\var_{s,k}(\mathcal{X}) = \mu^o_{s,k} \var^b_{k|k-1}(\mathcal{X}) + \mu_{s,k}[1 - \mu_{s,k}] \mu^b_{k|k-1}(\mathcal{X}). \tag{23}
\]
(b) Find \( \alpha_{k|k-1} \) and \( \beta_{k|k-1} \) using

\[
\alpha_{k|k-1} = \frac{\mu_{k|k-1}^2(\mathcal{X})}{\text{var}_{k|k-1}(\mathcal{X}) - \mu_{k|k-1}^2(\mathcal{X})}, \tag{24}
\]

\[
\beta_{k|k-1} = \frac{\mu_{k|k-1}^2(\mathcal{X})}{\text{var}_{k|k-1}(\mathcal{X}) - \mu_{k|k-1}^2(\mathcal{X})}, \tag{25}
\]

Then, the updated first-order moment measure becomes

\[
\mu_k(B) = \mu_k^0(B)\tilde{l}_1(\phi) + \sum_{z \in Z_k} \tilde{\mu}_k^j(B)\tilde{l}_1(z). \tag{26}
\]

The updated variance is obtained with

\[
\begin{align*}
\text{var}_k(B) &= \mu_k^0(B) + \mu_k^0(B)^2 \left[ \tilde{l}_1(\phi) - \int \tilde{l}_1(z)dz \right] \\
&+ 2\mu_k^0(B) \sum_{z \in Z_k} \tilde{\mu}_k^j(B) \left[ \tilde{l}_2(z) - \int \tilde{l}_1(\phi)\tilde{l}_1(z)dz \right] \\
&+ \sum_{z,z' \in Z_k} \tilde{\mu}_k^j(B)\tilde{\mu}_k^j(B) \left[ \tilde{l}_2(z,z') - \int \tilde{l}_1(\phi)\tilde{l}_1(z)dz \right].
\end{align*} \tag{27}
\]

**Theorem III.4** (Second-order PHD likelihood). Write \( \alpha = \alpha_{k|k-1} \) and \( \beta = \beta_{k|k-1} \) for the sake of brevity, and let

\[
\begin{align*}
F_{d,s} &= 1 - \frac{1}{\beta} \int_{\mathcal{X}} p_{d,k}(x|s)s_{k|k-1}(dx,s), \\
F_c &= 1 + \frac{1}{\beta_c}
\end{align*} \tag{28}
\]

for a given sensor state \( s \). The multi-object likelihood function of the Panjer PHD filter for \( s \) is found to be

\[
\ell_k^i(s|Z) = \sum_{j=0}^{\lfloor |Z| \rfloor} \left( \alpha_j \right)_{|Z|-j} \beta_{|Z|-j} \sum_{Z' \subseteq Z} \prod_{z \in Z'} \tilde{\mu}_k(\mathcal{X}) \prod_{z' \in (Z)^c} \mu_{c,k}(z|s).
\]

\[
\ell_k^0(s|Z) = 1 - \frac{1}{\beta} \int_{\mathcal{X}} p_{d,k}(x|s)s_{k|k-1}(dx,s), \tag{29}
\]

\[
F_{d,s}^{-\alpha_j - |Z| - j} \sum_{Z' \subseteq Z} \prod_{z \in Z'} \tilde{\mu}_k(\mathcal{X}) \prod_{z' \in (Z)^c} \mu_{c,k}(z|s).
\]

\[
\ell_k^i(s|Z) = 1 - \frac{1}{\beta} \int_{\mathcal{X}} p_{d,k}(x|s)s_{k|k-1}(dx,s), \tag{30}
\]

Proof. See appendix. \( \square \)

**C. The CPHD filter** [3]

The CPHD filter was introduced by Mahler in [3] after the need of a filter which propagates higher-order information was expressed in [35]. Instead of taking a particular assumption on the nature of the cardinality distribution, this filter estimates the latter alongside with the intensity of the point process. The notation \( \tilde{\mathcal{X}} \) is used below to refer to the CPHD filter.

Let \( \rho_b \) denote the cardinality distribution of the target population at time \( k \), and let \( \rho_c \) denote the birth and clutter cardinality distributions, respectively. In comparison to [11], the CPHD filter update has additional factors \( l_d \) which depend on the cardinality distribution. First of all, recall the inner product

\[
\langle f, g \rangle = \int f(x)g(x)d(x) \quad \text{(continuous case)}, \tag{31}
\]

\[
\langle f, g \rangle = \sum_{n \geq 0} f(n)g(n) \quad \text{(discrete case).} \tag{32}
\]

Following the notation in [5], define the terms \( \Upsilon^d[\mu, Z] \)

\[
\Upsilon^d[\mu, Z](n) = \sum_{j=0}^{\min(|Z|, n-u)} \frac{n!}{(n-j)!} (n-j+d)! \rho_c(|Z| - j) \frac{\mu_k^0(\mathcal{X})^{n-j+d}}{\mu_{k|k-1}^0(\mathcal{X})^n} e_j(Z), \tag{33}
\]

where

\[
e_j(Z) := \sum_{Z' \subseteq Z} \prod_{z \in Z'} \frac{\mu_k^j(\mathcal{X})}{\mu_{c,k}(z)} . \tag{34}
\]

This leads to the terms

\[
l_1(\phi) = \frac{\langle \Upsilon^1[\mu, Z], \rho_{k|k-1} \rangle}{\langle \Upsilon^0[\mu, Z], \rho_{k|k-1} \rangle}, \tag{35}
\]

\[
l_1(z) = \frac{\langle \Upsilon^1[\mu, Z \setminus \{ z \}], \rho_{k|k-1} \rangle}{\langle \Upsilon^0[\mu, Z], \rho_{k|k-1} \rangle} . \tag{36}
\]

As mentioned before, the CPHD filter recursion involves both the intensity measure and the cardinality distribution. The notation below is inspired by [5] and [12].

**Proposition III.5** (CPHD recursion [3]). (a) Similarly to [9], the predicted first-order moment measure is given by

\[
\mu_k^d(B) = \mu_{b,k}(B) + \mu_{s,k}(B), \tag{37}
\]

using \( \mu_{k|k-1}^d \) instead of \( \mu_{k|k-1} \) in [10]. The predicted target cardinality distribution is found to be

\[
\rho_{k|k-1}(n) = \sum_{j=0}^{n} \rho_c(n-j)S[\mu_{k|k-1}^d, \rho_{k|k-1}](j) \tag{38}
\]

for any \( n \in \mathbb{N} \) with

\[
S[\mu, \rho](j) = \sum_{l=j}^{\infty} \left( \binom{l}{j} \frac{\rho(n-j)}{\langle \mu \rangle^l} \rho(l) \right) . \tag{39}
\]

(b) The updated first-order moment measure is given by

\[
\mu_k^d(B) = \mu_k^0(B)\tilde{l}_1(\phi) + \sum_{z \in Z_k} \frac{\mu_k^j(B)}{\mu_{c,k}(z)} \tilde{l}_1(z) \tag{40}
\]

with missed detection term [12] and association term [13] using \( \mu_{k|k-1}^d \) instead of \( \mu_{k|k-1} \). The updated target cardinality distribution is given by

\[
\rho_k(n) = \frac{\langle \Upsilon^0[\mu_{k|k-1}^d, Z], \rho_{k|k-1}^0 \rangle}{\langle \Upsilon^0[\mu_{k|k-1}^d, Z], \rho_{k|k-1} \rangle} . \tag{41}
\]

for any \( n \in \mathbb{N} \).

**Theorem III.6** (CPHD multi-object likelihood). The multi-object likelihood function of the CPHD filter for a given sensor state \( s \) is found to be

\[
\ell_k^0(s|Z) = \langle \tilde{\Upsilon}^0[\mu_{k|k-1}^d, Z], \rho_{k|k-1} \rangle \tag{42}
\]
with
\[
\hat{Y}^{0|k|k-1}[z](n) = \sum_{j=0}^{\min(|Z|,n-u)} \frac{n!((|Z| - j)!)}{(n-j)!}\mu_e(|Z| - j)
\]
\[
\cdot \mu_0^\theta(X|s)^{n-(j+d)} \prod_{z' \subseteq Z \backslash z \in Z'} \mu_k^\ell(z') \prod_{z \in (Z')^c} \mu_c,k(z),
\]
where \((Z')^c = Z \setminus Z'\).

Proof. See appendix.

D. An alternative likelihood function [31]

For the sake of comparison, an alternative likelihood function is consulted which is introduced in [31]. This multi-object likelihood takes all possible associations between the measurement set and the target population into account. First of all, write the short-hand notation
\[
p_c(Z) = \prod_{z \in Z} s_c(z|s_k) \exp \left( \sum_{z \in Z} s_c(z|s_k) dz' \right).
\]
Furthermore, define the association function \(\theta : \mathcal{B}(Z) \rightarrow \mathcal{B}(X)\) which maps a selection of measurements \(Z = \{z_1, \ldots, z_{m_k}\}\) to a selection of targets \(X = \{x_1, \ldots, x_{n_k}\}\) via
\[
\theta(z) = \begin{cases} x_i & \text{if } z_j \text{ is associated with } x_i, \\ 0 & \text{otherwise}, \end{cases}
\]
where the \(x_i\) are extracted from the predicted intensity \(\mu^*_k|k-1\) with \(\bullet \in \{\hat{\varphi}, \hat{\psi}, \hat{\zeta}\}\).
Then,
\[
\hat{\ell}_k(s|Z) = p_c(Z) \prod_{i=1}^{n_k} (1 - p_d(x_i|s))
\]
\[
\cdot \sum_{\theta} \prod_{i=1}^{m_k} p_d(\theta(z_j)|s) \ell(z_j|\theta(z_j),s) \left(1 - p_d(\theta(z_j)|s)\right) p_c(z_j).
\]
Note that in contrast to [14], the associations in the last term of (46) are not marginalised over all possible states, but this algorithm depends on the extraction of specific object locations \(x_i\). In other words, this approach does not use the full information available through the predicted intensity.

IV. SIMULATIONS

All experiments presented in this section are performed using a Gaussian Mixture implementation of the algorithms described earlier, see [4, 5, 11] for more detail. The calibration is conducted for all filters with their respective full multi-object likelihoods [14, 30] and [42], henceforth globally denoted by L1, as well as with the likelihood (46), labeled by L2 in the following. The parent process is implemented in all cases with a Sequential Monte Carlo (SMC) filter approach in the manner of [15, 36] and others, using 300 Monte Carlo (MC) particles for each run and performing basic roulette resampling if the effective sample size falls below 150. All results presented in the following are averaged over 50 MC runs, and the sensor estimate as well as the estimated number of targets is computed as the weighted mean over all particles.

As [31] suggests, the likelihood (46) needs additional assumptions to make it computationally feasible. Firstly, only associations are taken into account that lead to a single object - single association likelihood above a threshold \(\tau_0 = 10^{-7}\) in the first time step and \(\tau = 10^{-3}\) otherwise. Furthermore, a connected component analysis is performed to find groups of object-measurement clusters that are worthy being associated, and these groups are restricted contain at most 3 measurements and 3 targets. Note that the three multi-object likelihood functions (14), (30) and (42) do not require any restrictions.

A. Experiment 1

For the first experiment, a global ground truth is simulated over 100 time steps (of unit 1 s) for both the multi-target configuration and the sensor trajectory, and the 50 MC runs are performed on different measurement sets extracted from this ground truth. Both the target and the sensor state space are assumed four-dimensional, accounting for position and velocity in a two-dimensional environment measured in m. The targets follow a Poisson birth model with mean 4, and the objects move according to a near constant velocity (n.c.v.) model with acceleration noise of 0.3 m s\(^{-2}\) and with an initial velocity of 0 with Gaussian noise of 0.1 m s\(^{-1}\) in both x and y. Each target survives with a probability of \(p_s = 0.95\). The sensor follows an n.c.v. model with acceleration noise 0.2 m s\(^{-2}\) and initial velocity 0 m s\(^{-1}\) in both x and y. The simulated sensor trajectory is depicted in Fig. 1a.

From this scenario, measurements are generated with a uniform detection probability of \(p_d = 0.99\) over the whole state space. The observation space is assumed two-dimensional, accounting for the two dimensions of the environment that contains the objects. Measurements are superimposed with a measurement noise of 0.1 m in both dimensions and with the created sensor drift, and false alarms are generated uniformly over the state space according to a Poisson noise model with mean 10.

In this scenario, the filter parameters are set to the same parameters that were used to generate the simulation. Fig. 2a shows the root mean square error in the estimation of the sensor trajectory over all 100 time steps for all filters. It can be seen that the three filters do not differ greatly among each other since the generated measurements fit the filter parameters. The full multi-object likelihoods associated to each filter, however, bring a much better estimation of the sensor state in comparison to the likelihood suggested by [31] which is consistently diverging after time step 10 for all three filters. In terms of the estimated number of targets (Fig. 2b) and 2c, all filters seem to monitor the ground truth consistently, apart from the second-order PHD filter with the alternative likelihood that slightly underestimates the number of targets in comparison to the other filters.

Tab. I shows the averaged runtimes for the prediction, update and likelihood functions of all filters, averaged over 50 MC runs. The CPHD filter update is up to 16 times slower...
TABLE I: Averaged runtimes in seconds, Experiment 1.

| filter     | prediction | update | likelihood |
|------------|------------|--------|------------|
| PHD L1     | 0.0022     | 0.2805 | 0.0182     |
| PHD L2     | 0.0022     | 0.7205 | 0.5007     |
| SO-PHD L1  | 0.0024     | 0.5914 | 0.0191     |
| SO-PHD L2  | 0.0019     | 0.8681 | 0.4285     |
| CPHD L1    | 0.2256     | 4.5857 | 0.0218     |
| CPHD L2    | 0.2141     | 4.8107 | 0.4630     |

TABLE II: Averaged runtimes in seconds, Experiment 2.

| filter     | prediction | update | likelihood |
|------------|------------|--------|------------|
| PHD L1     | 0.0014     | 0.0812 | 0.0033     |
| PHD L2     | 0.0014     | 0.0897 | 0.0173     |
| SO-PHD L1  | 0.0014     | 0.2003 | 0.0036     |
| SO-PHD L2  | 0.0013     | 0.1957 | 0.0153     |
| CPHD L1    | 0.3281     | 1.6374 | 0.0067     |
| CPHD L2    | 0.3079     | 1.5674 | 0.0166     |

than the updates of the PHD filters of first and second order. Moreover, the alternative likelihood function L2 also performs considerably slower than the full multi-object likelihood function.

B. Experiment 2

The second experiment aims at analysing the effect of model mismatches on the robustness of the filters. While the filters follow the same target birth/death model as in Experiment 1, the ground truth does not: 15 targets are created at the initial step, and stay alive until time step $t = 15$; then, either 14 objects are artificially removed (Experiment 2.1) or 15 objects are added to the existing population (Experiment 2.2), such that the number of targets changes to 1 or 30, respectively, all of which stay alive until the end of the scenario. Little is known for the filters about the birth/death model, thus the second-order PHD and the CPHD filters are fed with a negative binomial birth with mean 2 and variance 20, accounting for a large uncertainty. The PHD filter, on the other hand, can only describe the number of newborn targets through its mean value, which is set to 2 as well. The probability of survival in the three filters is set to $p_s = 0.99$. There are no model mismatches for the remaining parameters, whose values are set as in Experiment 1, except for a slightly smaller acceleration noise ($0.1 \, \text{m} \, \text{s}^{-2}$).

Fig. 3 shows the estimation results for Experiment 2.1, with unexpected target death at time $t = 15$. As for the first experiment, the proposed likelihood L1 leads to a significantly more accurate estimation of the sensor state. Regardless of the chosen filter or likelihood, the estimation error increases sharply after time $t = 15$; it might be explained by the sudden target death which drastically decreases the amount of information for the estimation of the sensor state. Fig. 3b and 3c suggest that the CPHD filter is less reactive to unexpected target disappearances; this might be explained by its lower flexibility to out-of-model target deaths since it maintains a full cardinality distribution on the number of targets. On the other hand, it remains unclear why the second-order PHD filter slightly underestimates the number of targets if combined with the alternative likelihood L2, but shows accurate results with the proposed likelihood L1.

The results for Experiment 2.2 are displayed in Fig. 4. Again, the proposed method using likelihood L1 shows better performances in the estimation of the sensor state. Unlike Experiment 2.1, the unexpected increase in the number of targets provides more information and seems to facilitate the estimation of the sensor state, resulting in an improvement for all the filters and likelihoods immediately after time step $t = 15$. Again, the second-order PHD filter underestimates the number of targets when combined with the alternative likelihood L2.

Tab. III confirms the findings on the runtime analysis of Experiment 1. The decrease in target number in Experiment 2.1 leads to a generally faster performance for all three filters, whereas the increase in target number in Experiment 2.2 results in longer runtimes. In the update, the CPHD filter again runs up to 20 times slower than the PHD filter, whereas the second-order PHD filter needs only twice as much time to run as the PHD filter. Furthermore, the proposed likelihood L1 is consistently faster than the alternative likelihood L2.

V. CONCLUSION

Following the idea of the single-cluster PHD filter, the second-order PHD filter and the CPHD filter have been embedded in a single-cluster environment to solve estimation problems where sensor-specific parameters have to be estimated alongside the multi-target configuration, e.g. robot localisation, sensor calibration, or the estimation of the sensor profile. Specific multi-object likelihood functions for both filters have been derived in the same manner as it was previously done for the PHD filter, and simulations have shown that these likelihood functions yield better results in the sensor state estimation than existing multi-object likelihood approaches. All three filters perform well on the experimental setups
Fig. 2: Results for Experiment 1 (no model mismatches).

studied in this article, even though the single-cluster CPHD filter is significantly slower than the other two filters.

APPENDIX A: PROOFS FOR THE MULTI-OBJECT LIKELIHOODS

The appendix provides proofs for the likelihood functions (14), (42) and (30). Therefore, let us define some basic concepts of PGFLs and their differentiation.

A. PGFLs and functional differentiation

PGFLs are convenient tools for calculating moments and other statistical quantities using functional differentiation [33]. In the following, the so-called chain derivative will be used for this purpose as follows [37]. Let $(\varepsilon_n)_{n \in \mathbb{N}}$ be a sequence of real numbers converging to 0 and $((\eta_n : \mathcal{X} \to \mathbb{R}^+))_{n \in \mathbb{N}}$ be a series of functions converging pointwise to a function $\eta : \mathcal{X} \to \mathbb{R}^+$. For any given functional $G$ and test function $h : \mathcal{X} \to \mathbb{R}^+$, define the (chain) derivative of $G$ with respect to $h$ in the direction of $\eta$ with

$$\delta G(h; \eta) = \lim_{n \to \infty} \frac{G(h + \varepsilon_n \eta_n) - G(h)}{\varepsilon_n}.$$  

If the limit exists, it is identical for any two sequences $(\varepsilon_n)_{n \in \mathbb{N}}$ and $(\eta_n)_{n \in \mathbb{N}}$ as described above.

Since the multi-object likelihood $\ell_k(s|Z)$ is found by marginalising the observation process over the measurement set $Z$, the following differentiation will be of importance for the proofs.

$$P^{(n)}_\Phi(B_1 \times \cdots \times B_n) = \delta^n G_\Phi(h; I_{B_1}, \ldots, I_{B_n})|_{h=0};$$

in particular,

$$P^{(m)}_\Phi((z_1, \ldots, z_m)) = \delta^m G_\Phi(h; \delta z_1, \ldots, \delta z_m)|_{h=0}.$$  

Fig. 3: Experiment 2.1 (out-of-model target deaths).
with Dirac delta functions $\delta_x$; the notation $\delta G(f, \delta_x)$ will be understood as the Radon-Nikodym derivative of the measure $\mu' : B \mapsto \delta G(\mathbb{1}_B)$ evaluated at point $x$, i.e.

$$\delta G(f, \delta_x) := \frac{d\mu'}{dx}(x),$$

for any appropriate function $f$ on $\mathcal{X}$ and any point $x \in \mathcal{X}$ under the assumption that the theorem of Radon and Nikodym holds \[38\].

Similarly to ordinary differentiation, the differential \[47\] admits a product rule and a chain rule given by \[37\]

$$\delta(F \cdot G)(h; \eta) = \delta F(h; \eta)G(h) + F(h)\delta G(h; \eta),$$

$$\delta(F \circ G)(h; \eta) = \delta F(G(h); \delta G(h; \eta)),$$

respectively. These rules can be generalised to the $n$-fold product and chain rules \[21\], \[39\]

$$\delta^n(F \cdot G)(h; \eta_1, \ldots, \eta_n) = \sum_{\omega \subseteq \{1, \ldots, n\}} \delta^{[\omega]}F(h; (\eta_i)_{i \in \omega})\delta^{[\omega^c]}G(h; (\eta_i)_{j \in \omega^c}),$$

$$\delta^n(F \circ G)(h; \eta_1, \ldots, \eta_n) = \sum_{\pi \in \Pi_n} \delta^{[\pi]}F(G(h); (\delta^{[\omega]}G(h; (\eta_i)_{i \in \omega}))_{\omega \in \pi}).$$

### B. Four examples of point processes

Since the PHD, CPHD and second-order PHD filters utilise different special cases of point processes, four relevant examples will be listed below.

1) **Independent and identically distributed cluster process:** An i.i.d. cluster process with cardinality distribution $\rho$ on $\mathbb{N}$ and spatial distribution $s$ on $\mathcal{X}$ describes a population whose size is described by $\rho$, and whose object states are i.i.d. according to $s$. Its PGFL is given by

$$G_{i.i.d.}(h) = \sum_{n \geq 0} \rho(n) \left( \int h(x)s(dx) \right)^n.$$  

The CPHD filter is constructed using i.i.d. cluster processes for the predicted target process as well as for the birth and clutter processes.

2) **Bernoulli process:** A Bernoulli point process with parameter $0 \leq p \leq 1$ and spatial distribution $s$ is an i.i.d. cluster process with spatial distribution $s$ whose size is 1 with probability $p$ and 0 with probability $q = (1 - p)$. Its PGFL is given by

$$G_{\text{Bernoulli}}(h) = q + p \int h(x)s(dx).$$

In the context of target tracking, Bernoulli processes are commonly used to describe binary events such as the detection or survival of individual targets.

3) **Poisson process:** A Poisson process with parameter $\lambda$ and spatial distribution $s$ is an i.i.d. cluster process with spatial distribution $s$ whose size is Poisson distributed with rate $\lambda$. Its PGFL is given by

$$G_{\text{Poisson}}(h) = \exp \left( \int [h(x) - 1]s(dx) \right),$$

where the intensity measure $\mu$ of the process is such that $\mu(dx) = \lambda s(dx)$. In the construction of the PHD filter, Poisson point processes are used for the predicted target and clutter processes.

4) **Panjer process:** A Panjer point process with parameters $\alpha$ and $\beta$ and spatial distribution $s$ is an i.i.d. cluster process with spatial distribution $s$, whose size is Panjer distributed with parameters $\alpha$ and $\beta$. Its PGFL is given by \[11\], \[41\]

$$G_{\text{Panjer}}(h) = \left( 1 + \frac{1}{\beta} \int [1 - h(x)]s(dx) \right)^{-\alpha}.$$
Each of the following proofs follows the same structure. First, the PGFL of the observation process is found using the specific assumptions of the respective filter. In particular,
\[ G_{\text{obs}}(g|s) = G_{k|k-1}(G_d(g|\cdot, s))G_c(g|s) \tag{59} \]
where \( s \in \mathcal{S} \). The functional \( G_{k|k-1} \) denotes the PGFL of the predicted process and \( G_c \) is the PGFL of the clutter process; the detection process is always described by a Bernoulli point process with (possibly state-dependent) parameter \( p_d(\cdot) \) and single-object likelihood \( l(\cdot, \cdot) \), thus its PGFL takes the form \( G_c \).

C. Proof of PHD likelihood \[ \tag{14} \]

The PHD likelihood was demonstrated in [32] in the context of random finite sets, for the sake of completeness this section provides an alternative proof using point processes. In case of the PHD filter, both \( G_{k|k-1} \) and \( G_c \) are Poisson PGFLs such that \( \delta \) takes the form
\[
G_{\text{obs}}^0(g|s) = \exp \left( \int (g(z) - 1)\mu_c(z|s)dz \right)
\]
+
\[
\int \left( \left[ 1 - p_d(x|s) + p_d(x|s)\int g(z)\ell(z|x,s)dz \right] - 1 \right) \mu_{k|k-1}(x|s)dx. \tag{60} \]

Differentiation by \( g \) requires repeated applications of the chain rule \( \delta^n \) which pulls out one multiplicative term \( \mu_c(z) + \int p_d(x|s)\ell(z|x,s)\mu_{k|k-1}(x|s)dx \) for each measurement \( z \in Z_k \). The final result is obtained by setting \( g = 0 \).

D. Proof of CPHD likelihood \[ \tag{42} \]

The CPHD filter assumes the target and clutter processes to be i.i.d. cluster processes. This results in the following variation of \( \delta \) to the sum
\[
\delta^m G_{\text{obs}}^0(g; \delta \zeta_1, \ldots, \delta \zeta_m|s) = \sum_{Z \subseteq Z_m} \left( \delta^{Z'} G^0_C(g; (\delta \zeta)_{\zeta \in Z'}|s) \right)_{g = 0} \tag{62} \]
where \( Z^c = Z_m \setminus Z \). The first term in \( \delta \) creates the product \( \Pi_{z \in Z_m \setminus Z} \rho_c(Z^c) \) for all \( Z \subseteq Z_k \) since setting \( g = 0 \) eliminates almost every term of the i.i.d. cluster process. The second term is evaluated using the chain rule \( \delta^n \) which leads to the sum
\[
\delta^{|Z|} G_{k|k-1}^0(G_d(g; (\delta \zeta)_{\zeta \in Z'}|s))_{g=0} \tag{63} \]
\[
= \sum_{n \geq |Z|} \frac{n!\rho_{k|k-1}(n)}{(n - |Z|)!} \prod_{\zeta \in Z} \int p_d(x)\ell(z|x,s)s_{k|k-1}^z(x|s)dx
\]
\[
\cdot \left( \int (1 - p_d(x))s_{k|k-1}^z(x|s)dx \right)^{-n - |Z|}. \tag{64} \]

The result is obtained by switching summations and rearranging the terms.

E. Proof of second-order PHD likelihood \[ \tag{30} \]

The Panjer assumption of the second-order PHD filter leads to the PGFL
\[
G_{\text{obs}}^2(g|s) = G^2_c(g|s)G^2_{k|k-1}(G_d(g|\cdot, s)), \tag{65} \]
\[
= \left( 1 + \frac{1}{\beta_{k|k-1}} \int \left[ 1 - (1 - p_d(x|s)) \right. \right.
\]
\[
+ p_d(x|s)\int \ell(z|x,s)g(z)dz \left. \right] s_{k|k-1}^z(x|s)dx \right)^{-\alpha_{k|k-1}}
\]
\[
\cdot \left( 1 + \frac{1}{\beta_c} \int (1 - g(z))s_c(z|s)dz \right)^{-\alpha_c}. \tag{66} \]

The general product rule is needed for the product in \( \delta \) in the same manner as \( \delta^m \), replacing \( \delta \) by \( \delta \). Using the notations \( G^0_C(k|k-1|s) := F_{d}(g|s)^{-\alpha_{k|k-1}} \) and \( G^2_c(g|s) := F_c(g|s)^{-\alpha_c} \), the corresponding derivatives are
\[
\delta^{|Z|} G^0_{k|k-1}(g; (\delta \zeta)_{\zeta \in Z}|s) = F_{d}(g|s)^{-\alpha_{k|k-1} - |Z|}
\]
\[
\cdot \frac{(\alpha_{k|k-1})|Z|}{\beta_{k|k-1}} \prod_{\zeta \in Z} p_d(x|s)\ell(z|x,s)s_{k|k-1}^z(x|s)dx \tag{65} \]
and
\[
\delta^{|Z'|} G^2_c(g; (\delta \zeta)_{\zeta \in Z'}|s)
\]
\[
= F_{c}(g|s)^{-\alpha_c - |Z'|} \left[ \frac{(\alpha_c)|Z|}{\beta_c} \right] \prod_{\zeta \in Z'} s_c(z). \tag{66} \]

Including \( \delta \) into \( \delta^m \), switching the summations and rearranging the terms leads to the desired result.

APPENDIX B: PSEUDOCODE FOR THE SINGLE-CLUSTER MULTI-OBJECT FILTER

Algorithm 1 shows the modular concept of the discussed approach in form of a particle filter. The sensor parameter at time \( k \) is represented by a set of \( N \) particles \( y_k \) where \( 1 \leq i \leq N \), and each of the particles comes with a corresponding weight \( w_k \) and a set of multi-object estimation statistics \( \Theta_k \). These statistics depend on the multi-object filter of choice: for the PHD filter, \( \Theta_k \) is simply the intensity \( \mu_k \) of the target population at time \( k \), for the second-order PHD filter it is the intensity \( \mu_k \) and variance \( \text{var}_k \) and for the CPHD filter it denotes the intensity \( \mu_k \) and the full cardinality distribution
\( \rho_k \) of the target process, all dependent on the parameter \( y_k \).

Similarly, the functions Prediction and Update are the respective prediction and update functions of the filter of choice, and the function MOL can be the filter-specific multi-object likelihood of the respective filter, i.e. \([12], [20], \) or \([42], \) or the method given in \([31]\). Throughout this article, the roulette method was used to perform the resampling, but other approaches can be used instead \([42]\). Furthermore, resampling is only performed if the effective sample size is low, based on the user-defined parameter \( 0 \leq r \leq 1 \). In this article, \( r = 0.5 \) was used.

**Input**

Set of particles \( \{(y_k^i, w_k^i, \Theta_k^i)\}_{i=1}^N \)

Set of measurements \( Z_{k+1} \)

**Prediction**

\[
\text{for } 1 \leq i \leq N \text{ do} \\
\quad \text{Sample } y_{k+1}^i \sim \mathcal{N}(y_k^i, \Sigma) \\
\quad \Theta_{k+1|k}^i \leftarrow \text{Prediction}(\Theta_k^i) \\
\text{end for}
\]

**Update**

\[
\text{for } 1 \leq i \leq N \text{ do} \\
\quad \Theta_k^i \leftarrow \text{Update}(\Theta_{k+1|k}^i, Z_{k+1}) \\
\quad w_k^i \leftarrow \text{MOL}(\Theta_k^i, Z_{k+1}) \\
\text{end for}
\]

**Resampling**

\[
N_{\text{eff}} \leftarrow \frac{1}{\sum_{i=1}^{N} (w_k^i)^2} \\
\text{if } N_{\text{eff}} \leq r \cdot N \text{ then} \\
\quad \text{for } 1 \leq i \leq N \text{ do} \\
\quad \quad \{y_{k+1}^i, w_{k+1}^i\}_{i=1}^N \leftarrow \text{Resampling}(\{(y_k^i, w_k^i)\}_{i=1}^N) \\
\text{end for}
\]

**Algorithm 1: Algorithm for parameter estimation.**

**REFERENCES**

[1] R. P. S. Mahler, *Statistical multisource-multitarget information fusion*. Boston: Artech House, 2007.

[2] ——, “Multitarget Bayes filtering via first-order multitarget moments,” *Aerospace and Electronic Systems, IEEE Transactions on*, vol. 39, no. 4, pp. 1152–1178, 2003.

[3] ——, “PHD filters of higher order in target number,” *Aerospace and Electronic Systems, IEEE Transactions on*, vol. 43, no. 4, pp. 1523–1543, Oct. 2007.

[4] B.-N. Vo and W.-K. Ma, “The Gaussian Mixture Probability Hypothesis Density Filter,” *Signal Processing, IEEE Transactions on*, vol. 54, no. 11, pp. 4091–4104, 2006.

[5] B.-T. Vo, B.-N. Vo, and A. Cantoni, “Analytic Implementations of the Cardinalized Probability Hypothesis Density Filter,” *Signal Processing, IEEE Transactions on*, vol. 55, no. 7, pp. 3553–3567, Jul. 2007.

[6] J. Houssineau and D. Laneuville, “PHD filter with diffuse spatial prior on the birth process with applications to GM-PHD filter,” in *Information Fusion, Proceedings of the 13th International Conference on*, 2010, pp. 1–8.

[7] B.-N. Vo, S. S. Singh, and A. Doucet, “Sequential Monte Carlo methods for multitarget filtering with random finite sets,” *Aerospace and Electronic Systems, IEEE Transactions on*, vol. 41, no. 4, pp. 1224–1245, 2005.

[8] B. Ristic, D. E. Clark, B.-N. Vo, and B.-T. Vo, “Adaptive target birth intensity for PHD and CPHD filters,” *Aerospace and Electronic Systems, IEEE Transactions on*, vol. 48, no. 2, pp. 1656 – 1668, Apr. 2012.

[9] J. Barr, M. Uney, D. Clark, D. Miller, M. Porter, E. A. Gning, and S. J. Julier, “A multi-sensor inference and data fusion method for tracking small, manoeuvrable maritime craft in cluttered regions,” in *the Proc. of the 3rd IMA Conference on Mathematics in Defence*. IMA, Malvern, UK, 2013.

[10] P. Gruden and P. R. White, “Automated tracking of dolphin whistles using Gaussian mixture probability hypothesis density filters,” *The Journal of the Acoustical Society of America*, vol. 140, no. 3, pp. 1981–1991, 2016.

[11] I. Schlangen, E. D. Delande, J. Houssineau, and D. E. Clark, “A second-order PHD filter with mean and variance in target number,” 2017, arXiv:1704.02084.

[12] E. D. Delande, M. Uney, J. Houssineau, and D. E. Clark, “Regional variance for multi-object filtering,” *Signal Processing, IEEE Transactions on*, vol. 62, no. 13, pp. 3415–3428, Jul. 2014.

[13] E. Brekke, B. Kalyan, and M. Chitre, “A novel formulation of the Bayes recursion for single-cluster filter,” in *2014 IEEE Aerospace Conference*. IEEE, 2014, pp. 1–6.

[14] J. Houssineau, D. E. Clark, S. Ikevovic, C. S. Lee, and J. Franco, “A unified approach for multi-object triangulation, tracking and camera calibration,” *IEEE Transactions on Signal Processing*, vol. 64, no. 11, pp. 2934–2948, 2016.

[15] I. Schlangen, J. Franco, J. Houssineau, W. T. E. Pitkeathly, D. E. Clark, I. Smał, and C. Rickman, “Marker-less stage drift correction in super-resolution microscopy using the single-cluster PHD filter,” *Selected Topics in Signal Processing, IEEE Journal of*, vol. 10, no. 1, pp. 193–202, Feb. 2016.

[16] O. Hagen, J. Houssineau, I. Schlangen, E. D. Delande, J. Franco, and D. E. Clark, “Joint estimation of telescope drift and space object tracking,” in *Aerospace Conference, 2016 IEEE*. IEEE, 2016, pp. 1–10.

[17] M. Uney, B. Mulgrew, and D. E. Clark, “A cooperative approach to sensor localisation in distributed fusion networks,” *IEEE Transactions on Signal Processing*, vol. 64, no. 5, pp. 1187–1199, 2015.

[18] A. Swain and D. Clark, “Extended object filtering using spatial independent cluster processes,” in *Information Fusion (FUSION), 2010 13th Conference on*. IEEE, 2010, pp. 1–8.

[19] A. Swain and D. E. Clark, “First-moment filters for spatial independent cluster processes,” in *SPIE Defense, Security, and Sensing*. International Society for Optics and Photonics, 2010, pp. 76970I–76970I.

[20] A. Swain and D. Clark, “The PHD filter for extended target tracking with estimable extent shape parameters of varying size,” in *Information Fusion (FUSION), 2012 15th International Conference on*. IEEE, 2012, pp. 1111–1118.

[21] D. E. Clark and J. Houssineau, “Faa di Bruno’s formula for chain differentials,” arXiv e-prints, Oct. 2013, arXiv:1202.0264v4.

[22] A. Swain and D. E. Clark, “The single-group PHD filter: An analytic solution,” in *Information Fusion, Proceedings of the 14th International Conference on*, 2011, pp. 1–8.

[23] B. Ristic and D. Clark, “Particle filter for joint estimation of multi-object dynamic state and multi-sensor bias,” in *2012 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)*. IEEE, 2012, pp. 3877–3880.

[24] B. Ristic, D. Clark, and N. Gordon, “Calibration of multi-target tracking algorithms using non-cooperative targets,” *IEEE Journal of Selected Topics in Signal Processing*, vol. 7, no. 3, pp. 390–398, 2013.

[25] ——, “Calibration of tracking systems using detections from non-cooperative targets,” in *Sensor Data Fusion: Trends, Solutions, Applications (SDF), 2012 Workshop on*. IEEE, 2012, pp. 25–30.

[26] C.-S. Lee, D. E. Clark, and J. Salvi, “SLAM with dynamic targets via single-group PHD filtering,” *Selected Topics in Signal Processing, IEEE Journal of*, vol. PP, no. 99, pp. 1–1, 2013.

[27] J. Houssineau, B.-N. Vo, M. D. Adams, and B.-T. Vo, “A random-finite-set approach to Bayesian SLAM,” *IEEE Transactions on Robotics*, vol. 27, no. 2, pp. 268–282, 2011.

[28] M. Adams, B.-N. Vo, R. Mahler, and J. Mullane, “SLAM gets a PHD: New concepts in map estimation,” *IEEE Robotics & Automation Magazine*, vol. 21, no. 2, pp. 26–37, 2014.
[29] M. Adams, J. Mullane, and B.-N. Vo, “Circumventing the feature association problem in SLAM,” IEEE Intelligent Transportation Systems Magazine, vol. 5, no. 3, pp. 40–58, 2013.
[30] K. Y. Leung, F. Inostroza, and M. Adams, “Evaluating set measurement likelihoods in random-finite-set slam,” in Information Fusion (FUSION), 2014 17th International Conference on. IEEE, 2014, pp. 1–8.
[31] K. Y. K. Leung, F. Inostroza, and M. Adams, “Multifeature-based importance weighting for the PHD SLAM filter,” IEEE Transactions on Aerospace and Electronic Systems, vol. 52, no. 6, pp. 2697–2714, Dec. 2016.
[32] A. J. Swain, “Group and extended target tracking with the probability hypothesis density filter,” Ph.D. dissertation, Heriot-Watt University, 9 2013.
[33] D. Stoyan, W. S. Kendall, and J. Mecke, Stochastic geometry and its applications. John Wiley & Sons, 1997.
[34] S. A. Klugman, H. H. Panjer, and G. Willmot, Loss Models: From Data to Decisions, ser. Wiley Series in Probability and Statistics. Wiley, 2012.
[35] O. Erdinc, P. Willett, and Y. Bar-Shalom, “Probability hypothesis density filter for multitarget multisensor tracking,” in Information Fusion, Proceedings of the 7th International Conference on, vol. 1, Jul. 2005, p. 8.
[36] C.-S. Lee, D. E. Clark, and J. Salvi, “SLAM with single cluster PHD filters,” in Robotics and Automation (ICRA), 2012 IEEE International Conference on, 2012, pp. 2096–2101.
[37] P. Bernhard, “Chain differentials with an application to the mathematical fear operator,” Nonlinear Analysis: Theory, Methods & Applications, vol. 62, no. 7, pp. 1225–1233, 2005.
[38] O. Nikodym, “Sur une généralisation des intégrales de MJ Radon,” Fundamenta Mathematicae, vol. 15, no. 1, pp. 131–179, 1930.
[39] D. E. Clark, J. Houssineau, and E. D. Delande, “A few calculus rules for chain differentials,” ArXiv e-prints, Jun. 2015, arXiv:1506.08626v1.
[40] M. Fackler, “Panjer class united – one formula for the Poisson, Binomial, and Negative Binomial distribution,” ASTIN colloquium, 2009.
[41] I. Schlangen, E. Delande, J. Houssineau, and D. E. Clark, “A PHD filter with negative binomial clutter,” in Information Fusion (FUSION), 2016 19th International Conference on. IEEE, 2016, pp. 658–665.
[42] A. Doucet, N. de Freitas, and N. Gordon, Eds., Sequential Monte Carlo Methods in Practice. Springer-Verlag, 2001, vol. 1.