Higgsing the stringy higher spin symmetry
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ABSTRACT: It has recently been argued that the symmetric orbifold theory of $T^4$ is dual to string theory on $\text{AdS}_3 \times S^3 \times T^4$ at the tensionless point. At this point in moduli space, the theory possesses a very large symmetry algebra that includes, in particular, a $W_\infty$ algebra capturing the gauge fields of a dual higher spin theory. Using conformal perturbation theory, we study the behaviour of the symmetry generators of the symmetric orbifold theory under the deformation that corresponds to switching on the string tension. We show that the generators fall nicely into Regge trajectories, with the higher spin fields corresponding to the leading Regge trajectory. We also estimate the form of the Regge trajectories for large spin, and find evidence for the familiar logarithmic behaviour, thereby suggesting that the symmetric orbifold theory is dual to an AdS background with pure RR flux.
1. Introduction

Recently some progress relating the higher spin/CFT duality to the stringy AdS/CFT correspondence was made for the case of AdS3. In particular, it was shown in [1] that a certain limit of the CFT dual of the higher spin theory with $\mathcal{N} = 4$ supersymmetry [2] forms a closed subsector of the symmetric orbifold theory, the CFT dual of string theory on $\text{AdS}_3 \times S^3 \times T^4$.

Among other things, this result suggests that the symmetric orbifold theory $(T^4)^{\otimes N}/S_N$ is dual to string theory at the tensionless point. At this point in moduli space, the symmetry algebra of string theory is much bigger than just the $\mathcal{N} = 4$ superconformal algebra, and indeed even bigger than the vector-like symmetry algebra of the Vasiliev higher spin theory [3, 4, 5]. In fact, the usual picture one has in mind is that the Vasiliev fields correspond to the leading Regge trajectory that become massless (higher spin fields) at the tensionless point. By the same token, one should then expect that also the higher Regge trajectories lead to massless higher spin fields, and this seems indeed to be in line with the structure of the dual CFT, as studied in detail in [6].

In this paper we want to confirm, at least qualitatively, this picture by studying the perturbation of the symmetric orbifold theory that corresponds to switching on the string tension. Under this perturbation, we expect that the symmetry algebra is broken down to the $\mathcal{N} = 4$ superconformal algebra. In addition, we should expect that the masses of the fields associated to the Vasiliev $W_\infty$ algebra should be smallest, at each given spin, relative to those of the additional higher spin fields (that correspond to the higher Regge trajectories). Furthermore, one may hope that we see something like ‘Regge’ trajectories to emerge in this regime. Using conformal perturbation theory we will find what we believe to be very convincing evidence for this picture: to the extent to which we have managed to determine the anomalous dimensions, those of the original $W_\infty$ algebra are indeed smallest (at a given spin). Furthermore, the additional symmetry generators of the stringy symmetry algebra seem to fall naturally into different Regge trajectories, where the $n^{th}$ trajectory corresponds to the symmetrised polynomials of $n+1$ free fields of the symmetric orbifold theory. We also find evidence that the anomalous dimensions $\gamma(s)$ behave as $\log s$ at large spin $s$, at least before any mixing effects are taken into account. This is in agreement with expectations from the analysis of classical string solutions in AdS$_5$, see [7] and, e.g., [8] for a review, or the explicit results for AdS$_3$, see in particular [9, 10].

The paper is organised as follows. In Section 2 we explain the structure of the higher spin fields of the symmetric orbifold. Section 3 describes the exactly marginal operators that include the moduli of the underlying $T^4$ torus, as well as the modulus from the 2-cycle twisted sector that corresponds to switching on the string tension. In Section 4 we show, by a first order calculation, that the former do
not break the higher spin symmetry, whereas the latter does. In order to determine the anomalous dimensions (and hence the induced masses) quantitatively, we then turn to a second order analysis in Section 5. We also explain the relation between anomalous dimensions and bulk masses there. In Section 6 we then describe the results of our explicit computations: in Section 6.2 we give the exact anomalous dimensions for the low spin operators to lowest non-trivial order in the perturbation, while in Section 6.3 we calculate the diagonal matrix elements for the quadratic (leading Regge trajectory) and cubic (first subleading Regge trajectory) generators at large spin. We discuss our results in Section 7. There are two appendices, where we give the explicit expressions for the higher spin generators in terms of the free fields (Appendix A), and the integrals of the second order analysis of the perturbation calculation (Appendix B). We have also included an ancillary file in the arXiv submission of this paper which contains the numerical values of the diagonal elements of the mixing matrix for the quadratic and cubic generators, as well as analytic expressions for these diagonal elements.

2. The symmetric orbifold

A duality between matrix extended higher spin theories on AdS_{3} with large \( \mathcal{N} = 4 \) supersymmetry and the Wolf space coset models was proposed in [2], see also [11, 12, 13, 14] for further developments of matrix extended higher spin theories on AdS_{3}. In the limit where the large \( \mathcal{N} = 4 \) superconformal algebra contracts to the more familiar small \( \mathcal{N} = 4 \) algebra (and hence the higher spin theory should correspond to AdS_{3} \times S^{3} \times T^{4} \), the ‘perturbative part’ of the Wolf space cosets becomes a closed subsector of the symmetric orbifold \( (T^{4})^{\otimes (N+1)}/S_{N+1} \), which in turn is thought to be dual to string theory on AdS_{3} \times S^{3} \times T^{4} \) at the tensionless point. This therefore ties in nicely with the general belief that the perturbative higher spin theory should describe a subsector of string theory in the tensionless limit.

In this section we want to describe the symmetry algebra of the symmetric orbifold (that contains in particular a \( W_{\infty}[0] \) algebra as a subalgebra). Before applying the orbifold projection the theory is generated by 2(\( N + 1 \)) complex bosons and 2(\( N + 1 \)) complex fermions, as well as their hermitian conjugates; we shall denote these fields by \( \phi^{(i)}_{a}, \bar{\phi}^{(i)}_{a}, \psi^{(i)}_{a}, \bar{\psi}^{(i)}_{a} \), where \( i = 1, 2 \), and \( a = 1, \ldots , N + 1 \) labels the different copies. (Here the \( \bar{\phi}^{(i)}_{a} \) are the hermitian conjugates of the \( \phi^{(i)}_{a} \), and similarly for the fermions.) Their non-trivial OPEs then have the form

\[
\partial \bar{\phi}^{(i)}_{a}(z) \partial \phi^{(j)}_{a'}(w) \sim \frac{\delta^{ij} \delta_{aa'}}{(z - w)^{2}} + \mathcal{O}(1), \tag{2.1}
\]

\[
\bar{\psi}^{(i)}_{a}(z) \psi^{(j)}_{a'}(w) \sim \frac{\delta^{ij} \delta_{aa'}}{(z - w)} + \mathcal{O}(1). \tag{2.2}
\]
The orbifold group $S_{N+1}$ acts by permuting the $N + 1$ copies (labelled by $a$). The higher spin fields come from the untwisted sector of the orbifold, and the single-particle generators are all of the form

$$\sum_{a=1}^{N+1} P_a^{j_1} \cdots P_a^{j_m},$$

where each $P_a^j$ is one of the 4 bosons or fermions in the $a$’th copy, including possibly derivatives. In this language, the higher spin fields that are dual to the Vasiliev theory are associated to the bilinear generators, i.e., to the fields (2.3) with $m = 2$. Strictly speaking the original $\mathcal{W}_\infty[0]$ algebra of [2] corresponds only to the neutral bilinear generators, i.e., to those where we have one unbarred and one barred generator. However, it is not difficult to see (see also Section 2.1 below) that if we extend $\mathcal{W}_\infty[0]$ by the generators corresponding to $(0; [2, 0, \ldots, 0])$ and $(0; [0, \ldots, 0, 2])$, we still obtain a Vasiliev-type higher spin algebra [6].

The other generators of the stringy algebra can be organised in representations of this extended $\mathcal{W}_\infty$ algebra — the columns of the Higher Spin Square [6] — where we have one column for each $m = 2, 3, 4, \ldots$, with $m = 2$ corresponding to the bilinear $\mathcal{W}_\infty$ generators. It is then natural to believe that the higher spin fields associated to $m = 2$ lie on the leading Regge trajectory, those associated to $m = 3$ on the first subleading Regge trajectory, etc. Indeed, in flat space, the different Regge trajectories are constructed, roughly speaking, by different numbers of creation operators, and this is directly parallel to the above.

2.1 The quadratic fields

For the following it will be important to understand the structure of the single particle generators of the stringy algebra in a little more detail. The original $\mathcal{W}_\infty[0]$ algebra of [2] is generated by the $\mathcal{N} = 4$ superconformal algebra together with a number of multiplets,

$$\mathcal{W}_\infty[0] : \quad (\mathcal{N} = 4) \oplus \bigoplus_{s=1}^{\infty} R^{(s)},$$

where $R^{(s)}$ is the $\mathcal{N} = 4$ supermultiplet consisting of the generators

\[
\begin{align*}
  s : & \quad (1, 1) \\
  s + \frac{1}{2} : & \quad (2, 2) \\
  R^{(s)} : & \quad s + 1 : \quad (3, 1) \oplus (1, 3) \\
             & \quad s + \frac{3}{2} : \quad (2, 2) \\
             & \quad s + 2 : \quad (1, 1).
\end{align*}
\]

Here the quantum numbers are the dimensions with respect to the $\mathfrak{su}(2)_+ \oplus \mathfrak{su}(2)_-$ algebra (that is contained in the $\mathcal{N} = 4$ superconformal algebra).\footnote{At $\lambda = 0$ the $\mathfrak{su}(2)_+$ is only a global algebra, and the corresponding current generators only form a $\mathfrak{u}(1)^3$ algebra, that is described by three of the four $\mathfrak{u}(1)$ currents in (2.8) below.} To be more
specific, the $\mathcal{N} = 4$ superconformal algebra contains 4 spin $s = \frac{1}{2}$ fields, that are described by the orbifold invariant combinations
\[
f^{(i)} = \sum_{a=1}^{N+1} \psi_a^{(i)} , \quad \bar{f}^{(i)} = \sum_{a=1}^{N+1} \bar{\psi}_a^{(i)} ,
\]  
where the subscript $a$ represent the different copies in the symmetric product. At spin $s = 1$, the $\mathcal{W}_s[0]$ algebra contains 8 generators — 7 are contained in the $\mathcal{N} = 4$ superconformal algebra, while $V_0^1$ is the bottom component of $R^{(1)}$. Explicitly, the former are the $\mathfrak{su}(2)_{-}$ generators
\[
J^+ = - \sum_{a=1}^{N+1} : \psi_a^{(2)} \bar{\psi}_a^{(1)} : , \quad J^- = - \sum_{a=1}^{N+1} : \psi_a^{(1)} \bar{\psi}_a^{(2)} : ,
\]
\[
J^3 = - \frac{1}{2} \sum_{a=1}^{N+1} \left( : \psi_a^{(1)} \bar{\psi}_a^{(1)} : - : \psi_a^{(2)} \bar{\psi}_a^{(2)} : \right),
\]
as well as the super-descendants of (2.6),
\[
b^{(i)} = \sum_{a=1}^{N+1} \partial \phi_a^{(i)} , \quad \bar{b}^{(i)} = \sum_{a=1}^{N+1} \partial \bar{\phi}_a^{(i)} ,
\]
where $i = 1, 2$. On the other hand, the bottom component of $R^{(1)}$ can be identified with
\[
V_0^1 = - \sum_{a=1}^{N+1} \left( : \psi_a^{(1)} \bar{\psi}_a^{(1)} : + : \psi_a^{(2)} \bar{\psi}_a^{(2)} : \right). 
\]

As was mentioned above, the stringy algebra contains additional bilinear operators in the free fields that correspond to the representations $(0;[2,0,\ldots,0])$ and $(0;[0,\ldots,0,2])$, see [1]. The relevant wedge characters (including chemical potentials for both $\mathfrak{su}(2)$ algebras) are
\[
\chi^{(\text{wedge})}_{(0;[2,0,\ldots,0])} = \chi^{(\text{wedge})}_{(0;[0,\ldots,0,2])} = \frac{q}{(1-q)(1-q^2)} \left( 1 + y_1 y_2 q^{1/2} \right) \left( 1 + y_1^{-1} y_2^{-1} q^{1/2} \right)
\]
\[
\times \left( 1 + y_1^{-1} y_2 q^{1/2} \right) \left( 1 + y_1 y_2^{-1} q^{1/2} \right) ,
\]
and hence the analysis of [1, 6] implies that the additional generators lie in the multiplets
\[
(0;[2,0,\ldots,0]) : \bigoplus_{r=1}^{\infty} R^{(2r-1)} ,
\]
and similarly for $(0;[0,0,\ldots,0,2])$. Thus there are two additional $R^{(s)}$ multiplets for each odd spin $s$ from $(0;[2,0,\ldots,0])$ and $(0;[0,\ldots,0,2])$. For example, for spin $s = 1$, the relevant generators are
\[
C_2 = \sum_{a=1}^{N+1} : \psi_a^{(1)} \psi_a^{(2)} : , \quad \bar{C}_2 = \sum_{a=1}^{N+1} : \bar{\psi}_a^{(1)} \bar{\psi}_a^{(2)} : .
\]
We have also written out explicitly the fields at $s = \frac{3}{2}$ in appendix A.

2.2 The cubic and higher order fields

The other fields of the stringy chiral algebra involve symmetrised higher order polynomials of the free fields. In particular, it is natural to believe that the cubic fields, i.e., those associated to the $W_\infty[0]$ representations $(0; [n, 0, \ldots, 0, \bar{n}])$ with $m = n + \bar{n} = 3$, lie on the first subleading Regge trajectory. Using the analysis of [6] we can read off the spin content of the relevant representations: both $(0; [3, 0, \ldots, 0])$ and $(0; [0, \ldots, 0, 3])$ contribute each

\[
(0; [3, 0, \ldots, 0]) \oplus (0; [0, \ldots, 0, 3]) : \bigoplus_{s=2}^{\infty} n(s) \left[ R^{(s)}(2, 1) \oplus R^{(s+3/2)}(1, 2) \right],
\]

where the multiplicities $n(s)$ are determined by the generating function (see, e.g., Appendix B of [2])

\[
\frac{q^2}{(1 - q^2)(1 - q^3)} = \sum_{s=2}^{\infty} n(s) q^s,
\]

while the $\mathcal{N} = 4$ multiplets $R^{(s)}(2, 1)$ and $R^{(s)}(1, 2)$ are of the form

\[
\begin{align*}
R^{(s)}(2, 1) : & \quad s : (2, 1) \\
& \quad s + \frac{1}{2} : (3, 2) \oplus (1, 2) \\
& \quad s + 1 : (4, 1) \oplus (2, 1) \oplus (2, 3) \\
& \quad s + \frac{3}{2} : (3, 2) \oplus (1, 2) \\
& \quad s + 2 : (2, 1)
\end{align*}
\]

\[
\begin{align*}
R^{(s)}(1, 2) : & \quad s : (1, 2) \\
& \quad s + \frac{1}{2} : (2, 3) \oplus (2, 1) \\
& \quad s + 1 : (1, 4) \oplus (1, 2) \oplus (3, 2) \\
& \quad s + \frac{3}{2} : (2, 3) \oplus (2, 1) \\
& \quad s + 2 : (1, 2)
\end{align*}
\]

On the other hand, $(0; [2, 0, \ldots, 0, 1])$ and $(0; [1, 0, \ldots, 0, 2])$ contribute each

\[
(0; [2, 0, \ldots, 0, 1]) \oplus (0; [1, 0, \ldots, 0, 2]) : \bigoplus_{s=3/2}^{\infty} m(s) \left[ R^{(s)}(1, 2) \oplus R^{(s+1/2)}(2, 1) \right],
\]

where the multiplicities $m(s)$ are determined by the generating function

\[
\frac{q^{3/2}}{(1 - q)(1 - q^2)} = \sum_{s=3/2}^{\infty} m(s) q^s.
\]
The multiplicities of the higher order families of higher spin fields can be similarly
determined. For example, for $m = 4$, we get from $(0; [2, 0, \ldots, 0, 2])$ the lowest order
multiplets $(0; [2, 0, \ldots, 0, 2])$ :

$$R^{(2)} \oplus R^{(5/2)}(2, 2) \oplus R^{(3)}(1, 3) \oplus R^{(3)}(3, 1) \oplus \cdots,$$

(2.19)

where $R^{(s)}(d_1, d_2)$ is the $\mathcal{N} = 4$ multiplet whose lowest component has spin $s$ and
transforms in the $(d_1, d_2)$ under the two $\mathfrak{su}(2)$ algebras.\footnote{Thus in this terminology, $R^{(s)} \equiv R^{(s)}(1, 1)$.}
The other representations with $m = 4$ start only at $s = 5/2$ and $s = 3$, respectively

$$(0; [3, 0, \ldots, 0, 1]) \cong (0; [1, 0, \ldots, 0, 3]) : \quad R^{(5/2)}(2, 2) \oplus R^{(3)}(3, 1) \oplus \cdots$$

(2.20)

and

$$(0; [4, 0, \ldots, 0]) \cong (0; [0, \ldots, 0, 4]) : \quad R^{(3)}(3, 1) \oplus \cdots$$

(2.21)

More generally, the fields that appear in the $m$'th column have spin $s \geq m - 2$, and
their number increases, for large spin $s$, as $s^{m-1}$.

3. The Exactly Marginal Operators

Next we need to identify the exactly marginal operators that induce the deformation
of interest, i.e., that correspond to switching on the string tension. A priori, there are
two types of exactly marginal operators, see, e.g., [15]: those that come from
the untwisted sector of the symmetric orbifold, and those that arise from the 2-cycle
twisted sector. The former correspond to the moduli that deform the shape and
complex structure of the underlying torus, and hence should not break the higher
spin symmetry; on the other hand, the 2-cycle twisted sector moduli deform the
theory away from the symmetric orbifold point and will turn out to break the higher
spin symmetry. A certain linear combination of these deformations describes the
perturbation that switches on the string tension.

In the following, we shall construct these moduli in terms of the free fields of
the symmetric orbifold; we shall then discuss the perturbation by them in turn. The
exactly marginal operators that come from the untwisted sector are

$$\sum_{a=1}^{N+1} (\alpha_a^{(i)})_{-1}(\tilde{\alpha}_a^{(j)})_{-1}|0\rangle, \quad \sum_{a=1}^{N+1} (\tilde{\alpha}_a^{(i)})_{-1}(\tilde{\alpha}_a^{(j)})_{-1}|0\rangle,$$

(3.1)

where $(\alpha_a^{(i)})_{n}$ and $(\tilde{\alpha}_a^{(i)})_{n}$ are the modes associated to $\partial \phi_a^{(i)}$ and $\partial \tilde{\phi}_a^{(i)}$, respectively. We
shall confirm below, see section 4, that these deformations do not break the $\mathcal{W}_\infty[0]$
algebra.
3.1 Exactly marginal operators in the twisted sector

The other exactly marginal operators arise from the 2-cycle twisted sector, i.e., they are the half-descendants of the BPS states with $h = \bar{h} = \frac{1}{2}$. From the coset viewpoint, the ground state of the relevant twisted sector transforms in the representation [1]

$$\left(\left[{k \over 2}, 0, 0, \ldots, 0\right]; \left[{k \over 2} + 1, 0, 0, \ldots, 0\right]; k + (N + 2)\right).$$  \hspace{1cm} (3.2)

However, for the purpose of doing the actual perturbation calculation, it is more convenient to describe them directly in terms of the symmetric orbifold language.

For definiteness let us consider the 2-cycle twisted sector corresponding to the permutation (12). Then the free fields with $a \geq 3$ behave as before, while out of the two fields associated to $a = 1, 2$, we can form the antisymmetric and symmetric combination

$$P^{(i)A} = \frac{1}{\sqrt{2}}(P^{(i)} - P^{(j)}) , \quad P^{(i)S} = \frac{1}{\sqrt{2}}(P^{(i)} + P^{(j)}) ,$$  \hspace{1cm} (3.3)

where $P$ stands for one of $\psi, \bar{\psi}, \partial \phi$ or $\partial \bar{\phi}$. The $P^{(i)S}$ fields have modes with the usual mode numbers (integers for bosons, half-integer for fermions in the NS-sector), while for the $P^{(i)A}$ fields, the moding is reversed, i.e., integer for the fermions in the NS-sector, and half-integer for the bosons. The non-trivial OPEs between these combinations are (for the case of the left-moving fermions)

$$\psi^{(i)A}(z) \bar{\psi}^{(j)A}(w) \sim \frac{\delta^{ij}}{z - w} + \mathcal{O}(1) \hspace{1cm} (3.4)$$

$$\psi^{(i)S}(z) \bar{\psi}^{(j)S}(w) \sim \frac{\delta^{ij}}{z - w} + \mathcal{O}(1) \hspace{1cm} (3.5)$$

Note that under the (12) permutation action, the symmetric combination is invariant, while the anti-symmetric combination picks up a sign. Thus the states that survive the orbifold projection involve an even number of odd generators (both for left- and right-movers). This condition will then also guarantee that the surviving states satisfy $h - \bar{h} \in \mathbb{Z}$.

3.1.1 The perturbing fields

Next we need to introduce some notation for the twisted sector ground states. Let us denote the ground state of the twisted sector that is characterised by

$$\psi^{(1)A}_0 |\Psi^0\rangle = 0 , \quad \psi^{(2)A}_0 |\Psi^0\rangle = 0$$

as $|\Psi^0\rangle$. Then by applying the fermionic zero modes we define the states

$$|\Psi^+\rangle = \bar{\psi}^{(1)A}_0 |\Psi^0\rangle , \quad |\Psi^-\rangle = \bar{\psi}^{(2)A}_0 |\Psi^0\rangle , \quad |\Psi^3\rangle = \bar{\psi}^{(1)A}_0 \psi^{(2)A}_0 |\Psi^0\rangle .$$  \hspace{1cm} (3.7)
The $|\Psi^\pm\rangle$ transform as a doublet under the $\mathfrak{su}(2)_-$ algebra, while the $|\Psi^0\rangle$ and $|\Psi^3\rangle$ are singlets. The actual perturbing states are then the super-descendants of the BPS ground states $|\Psi^\pm\rangle$. There are only two non-vanishing, independent descendants, which we denote as
\begin{align}
|\Phi^+\rangle &= \left(-\alpha^{(1)A}\bar{\psi}_0^{(1)A}\bar{\psi}_0^{(2)A} + \bar{\alpha}^{(2)A}\right)|\Psi^0\rangle \\
|\Phi^-\rangle &= \left(\alpha^{(1)A} + \bar{\alpha}^{(2)A}\bar{\psi}_0^{(1)A}\bar{\psi}_0^{(2)A}\right)|\Psi^0\rangle .
\end{align}

With the above normalisation conventions, these states have unit norm and are orthogonal to one another. The $\pm$ label can be identified with the charge under the global $\mathfrak{su}(2)$ algebra. Obviously, there are similar anti-chiral states (that have to be combined with these), and in total there are therefore 4 exactly marginal deformations. However, only one combination of the 4 deformations preserves the global SO(4) symmetry; this is the exactly marginal operator that corresponds to switching on the string tension. For the computations in this paper, the precise form of this combination is, however, not important since the right-moving perturbing field only enters rather trivially, and the effect of the perturbation seems to be independent of which of the two left-moving super-descendants $|\Phi^\pm\rangle$ of the ground state are considered. We have done most of the following computations for the case of $|\Phi^+\rangle$; we have also checked in some cases (in particular for the quadratic operators up to spin $s \leq 5$) that the perturbation by $|\Phi^-\rangle$ leads exactly to the same conclusion.

4. First order deformation analysis

With these preparations we can now study the behaviour of the chiral fields under the perturbation by the exactly marginal field $|\Phi\rangle$ from above. (As was mentioned there, we have mainly done the analysis for $|\Phi\rangle \equiv |\Phi^+\rangle$.) To first order, i.e., considering the 3-point function that involves two chiral fields and one perturbing field, the answer is always trivial. This is simply a consequence of the fact that the perturbing field has $h = \bar{h} = 1$, and since the other two fields have $\bar{h} = 0$, the anti-chiral part of the correlation function vanishes, see also the discussion in [16].

Nevertheless, there is a ‘first-order’ analysis that determines whether a given chiral field will pick up an anomalous dimension. The criterion for the spin $s$ field $W^{(s)}$ of the chiral algebra to remain chiral is that, see e.g., [16]
\begin{equation}
\mathcal{N}(W^{(s)}) \equiv \sum_{l=0}^{[s+h_\Phi]-1} \frac{(-1)^l}{l!} (L_{-1})^l W^{(s)}_{-s+1+l} \Phi = 0 ,
\end{equation}
where $\Phi$ is the perturbing state. Note that we have not assumed that $\Phi$ is primary, and hence the sum in (4.1) runs over a slightly larger index set than in [16]. Actually, $\mathcal{N}(W^{(s)})$ has the interpretation [17, 18]
\begin{equation}
\partial_z W^{(s)}(z, \bar{z}) = g \pi \mathcal{N}(W^{(s)}) ,
\end{equation}

\[ -9 - \]
where $g$ is the coupling constant.

### 4.1 Deformation by the untwisted sector perturbation fields

Let us begin by studying the perturbation by the untwisted sector fields (3.1). The chiral fields at $s = \frac{1}{2}$, see eq. (2.6), are purely fermionic and are not affected by the bosonic perturbations (3.1). The same statement applies to all the spin $s = 1$ fields, except those described by eq. (2.8). For the latter, the corresponding zero modes vanish on $\Phi$, and the $+1$ modes map $\Phi$ to the vacuum, which in turn is annihilated by $L_{-1}$. Hence, we conclude that $\mathcal{N} = 0$ in (4.1), and thus also all spin $s = 1$ fields are not lifted by this perturbation. We should mention that a similar conclusion was also reached in [19], where the perturbation by the field $(f; \bar{f})$ was studied. For generic $k$ this perturbation breaks the spin $s = 1$ symmetry, see eq. (5.4) of [19], but the effect disappears in the $k \to \infty$ limit (in which the $(f; \bar{f})$ field is closely related to the above deformations).

We can carry out a similar analysis for the generators of higher spin, and we find that, as expected, the perturbation by the untwisted sector fields (3.1) does not break any of the $\mathcal{W}_\infty[0]$ generators, nor those of the stringy extension.

### 4.2 Deformation by the twisted sector perturbation fields

For the case of the perturbation by a twisted sector field, the situation is more interesting. By construction, the perturbing fields (3.8) and (3.9) are $\mathfrak{su}(2)$-singlets, $J_0^\alpha |\Phi^\pm\rangle = 0 \quad \alpha \in \{3, \pm\}$. Thus it follows that the perturbation by $\Phi = \Phi^\pm$ preserves the $\mathfrak{su}(2)$-symmetry. On the other hand, for the spin 1 current from the first non-trivial $\mathcal{N} = 4$ multiplet, we find

$$
\mathcal{N}(V^{(1)0}) = (V^{(1)0})_0|\Phi^+\rangle \\
= \left(\gamma^{(1)A}_0 \psi^{(1)A}_0 + \gamma^{(2)A}_0 \psi^{(2)A}_0 - 1\right) \left(-\alpha^{(1)A}_0 \psi^{(1)A}_0 \psi^{(2)A}_0 + \bar{\alpha}^{(2)A}_0\right) |\Psi^0\rangle \\
= \left(-\alpha^{(1)A}_0 \psi^{(1)A}_0 \gamma^{(2)A}_0 - \bar{\alpha}^{(2)A}_0\right) |\Psi^0\rangle.
$$

The resulting state does not vanish, and hence the spin 1 field $V^{(1)0}$ is not conserved by the perturbation. A similar computation can also be done for the other generators of the extended chiral algebra with a similar result. Thus it appears that the perturbation by $\Phi^+$ breaks the higher spin symmetry down to the $\mathcal{N} = 4$ superconformal algebra. This is what one should expect for the perturbation by the field that switches on the tension. A similar conclusion applies also to $\Phi^-$. 

---

**Note**: The document contains mathematical expressions and physics concepts that are crucial for understanding the context of the text. The expressions and equations are integral to the discussion on deformation by perturbation fields in the context of superconformal algebras and their variations. The text is a continuation of a larger discussion on quantum field theory and its applications, specifically focusing on the behavior of fields under perturbations and the implications on the symmetry structure of the system.
5. Second order deformation analysis

The analysis of the previous section has given some evidence for the fact that the perturbation by \( \Phi = \Phi^\pm \) breaks the higher spin symmetry down to the \( \mathcal{N} = 4 \) superconformal algebra. In this section we want to calculate the relevant anomalous dimensions quantitatively; this will allow us to determine the masses of the corresponding fields, and hence enable us to see whether these fields lie on different Regge trajectories. In order to do this computation, we now need to perform a second order analysis.

Let us begin by explaining the general structure of our computation. We consider the normalised perturbed two point functions

\[
\langle W^{(s)i}(z_1)W^{(s)j}(z_2) \rangle_\Phi = \frac{\langle W^{(s)i}(z_1)W^{(s)j}(z_2)e^{\Delta S} \rangle}{e^{\Delta S}}, \quad \Delta S = g \int d^2 w \Phi(w, \bar{w}),
\]

where the coupling constant \( g \) is dimensionless. Expanding in powers of \( g \), we get

\[
\langle W^{(s)i}(z_1)W^{(s)j}(z_2) \rangle_\Phi - \langle W^{(s)i}(z_1)W^{(s)j}(z_2) \rangle = \frac{g^2}{2} \left( \int d^2 w_1 d^2 w_2 \langle W^{(s)i}(z_1)W^{(s)j}(z_1) \Phi(w_1, \bar{w}_1) \Phi(w_2, \bar{w}_2) \rangle \right.
\]

\[
- \int d^2 w_1 d^2 w_2 \langle W^{(s)i}(z_1)W^{(s)j}(z_2) \rangle \langle \Phi(w_1, \bar{w}_1) \Phi(w_2, \bar{w}_2) \rangle + \mathcal{O}(g^3),
\]

where the \( \mathcal{O}(g) \) term vanishes as explained at the beginning of the previous section, and hence the leading correction to the 2-pt function appears at second order. To read off the anomalous dimension from this calculation we note that the 2-point function of any quasiprimary operator is of the form

\[
\langle W^{(s)i}(z_1)W^{(s)j}(z_1) \rangle_\Phi \sim \frac{c^{ij}}{(z_1 - z_2)^{2(\Delta + \gamma^{ij})}(\bar{z}_1 - \bar{z}_2)^{2\gamma^{ij}}},
\]

which can be expanded, for small \( \gamma^{ij} \), as

\[
\langle W^{(s)i}(z_1)W^{(s)j}(z_1) \rangle_\Phi \sim \frac{c^{ij}}{(z_1 - z_2)^{2s}} \left( 1 - 2\gamma^{ij} \ln(z_1 - z_2) - 2\gamma^{ij} \ln(\bar{z}_1 - \bar{z}_2) + \cdots \right),
\]

where \( \gamma^{ij} = \tilde{\gamma}^{ij} \), because of locality. Thus we can read off the anomalous dimension \( \gamma^{ij} \) from the log-term in the perturbed 2-point function. In general, however, we need to ‘diagonalise’ the perturbed 2-point functions as typically different fields (of the same unperturbed conformal dimension) will mix at this order. In order to simplify the analysis we shall assume that the fields \( W^{(s)i} \) for \( i = 1, \ldots, N(s) \) form an orthonormal basis of the spin \( s \) fields in the unperturbed theory, i.e., that

\[
\langle W^{(s)i}(z_1) W^{(s)j}(z_2) \rangle = \delta^{ij} (z_1 - z_2)^{-2h_i}.
\]
Then the relevant mixing matrix that we have to diagonalise turns out to equal (see Appendix B, where we present two different approaches to this calculation)

$$
\gamma_{ij} = g^2 \pi^2 \frac{\langle [\mathcal{N}(W^{(s)})](z_1) \mathcal{N}(W^{(s)})](z_2) \rangle_{h_i+h_j}}{(z_1 - z_2)^{h_i+h_j}},
$$

(5.6)

where $\mathcal{N}(W)$ was defined in (4.1). Writing out the definition of $\mathcal{N}(W)$, this can be further simplified to

$$
\gamma_{ij} = g^2 \pi^2 \sum_{m=1-s}^{s \mod 1} (-1)^{[s]-1-[m]} \left( \frac{2s - 2}{s - 1 - m} \right) \langle \Phi | W_{-m}^{(s)} W_{m}^{(s)} | \Phi \rangle.
$$

(5.7)

One can also arrive at the same conclusion following the analysis in [20]. To this end we observe that, because of locality, the anomalous dimension must be the same for the left- and right-moving conformal dimension. Then, since $\bar{L}_{-1} = \partial \bar{z}$, the anomalous dimension matrix is proportional to

$$
\langle \partial \bar{z} W^{(s)}| \partial \bar{z} W^{(s)} \rangle = 2 \langle W^{(s)}| \bar{L}_0 | W^{(s)} \rangle,
$$

(5.8)

where we have used that $\bar{L}_{1} = \bar{L}_1$, as well as the fact that $\bar{L}_1 W^{(s)} = 0$. On the other hand, using (4.2), the left-hand-side can be described in terms of the $\mathcal{N}(W^{(s)})$, and thus the matrix elements of $\bar{L}_0$ in the orthonormal basis $W^{(s)}_k$ equal the matrix elements of $\mathcal{N}(W^{(s)})$.³

5.1 A more structural approach

We can also understand some of the entries of the mixing matrix using the $\mathcal{W}$-algebra representation theory. In order to explain this, let us consider the case where $W^{(s)}$ and $W^{(t)}$ are $\mathcal{W}$-highest weight states of spin $s$, and $t$, respectively. Then a certain $W^{(s)}$-descendant of $W^{(t)}$

$$
W^{s+t-1} = \sum_{m=0}^{s+t-1} \frac{(-1)^m (2s - 2)^m}{m! (2s + 2t - 4)^{m}} (L_{-1})^m W^{(s)}_{m+1-s} W^{(t)} = \mathcal{N}(W^{(s)}) W^{(t)}
$$

(5.9)

defines a quasiprimary field of spin $s+t-1$. For the calculation of the mixing matrix, we need to determine the associated vector of eq. (4.1), i.e.,

$$
\mathcal{N}(W^{s+t-1}) = \sum_{p'=0}^{s+t-1} \frac{(-1)^{p'}}{p'!} (L_{-1})^{p'} W^{s+t-1}_{-(s-t-1)+1+p'} \Phi
$$

$$
= \frac{1}{(2s+2t-4)} \sum_{p'=0}^{s+t-1} 2s - 2 \sum_{k=0}^{p'} \binom{p'}{k} \left( 2s + 2t - 4 - p' \right) \frac{(-1)^{p'}}{p'!}
$$

³We thank Wei Li for a discussion about this point.
\[ \times (L_{-1})^{p'}[W^{(s)}_{1-s+k}, W^{(t)}_{-t+1+p'-k}] \Phi . \] (5.10)

After a slightly tedious computation, we find that the resulting vector can be written as
\[ \mathcal{N}(W^{s+t-1}) = \mathcal{N}(W^{(s)})_t \mathcal{N}(W^{(t)})_1 \Phi - \mathcal{N}(W^{(t)})_s \mathcal{N}(W^{(s)})_1 \Phi , \] (5.11)
where \( \mathcal{N}(W^{(s)})_t \) was already implicitly defined in (5.9), and is explicitly given as
\[ \mathcal{N}(W^{(s)})_t = \sum_{m=0}^\infty \frac{(-1)^m(2s-2)(m)}{m!(2s+2t-4)(m)} (L_{-1})^m W^{(s)}_{m+1-s} . \] (5.12)
(Note that \( \mathcal{N}(W^{(s)})_1 \Phi = \mathcal{N}(W^{(s)}) \), see eq. (4.1).) This formula leads to constraints among the entries of the mixing matrix; for example, it shows directly that if both \( W^{(s)} \) and \( W^{(t)} \) do not acquire an anomalous dimension, i.e., \( \mathcal{N}(W^{(s)}) = \mathcal{N}(W^{(t)}) = 0 \), the same is true for the \( W^{(s)} \)-descendant \( W^{s+t-1} \) of \( W^{(t)} \).

5.2 Relation to bulk masses

Ultimately, we are not directly interested in the anomalous dimensions of the higher spin fields, but in the associated bulk masses. It is well known that the bulk mass of an arbitrary \( p \)-form field is related to the conformal dimension on the boundary via, see, e.g., [21]
\[ \Delta = \frac{1}{2} (2 + 2\sqrt{(1-p)^2 + m^2}) . \] (5.13)
Solving for the mass \( m \) leads to the equation
\[ m^2 = (\Delta - 1)^2 - (p - 1)^2 . \] (5.14)
In particular, if \( \Delta = p \), then \( m^2 = 0 \). Now, if the spin \( s \) operator with \( (h, \tilde{h}) = (s, 0) \) and \( \Delta = h + \tilde{h} = s \) acquires an anomalous dimension, its bulk mass becomes
\[ m^2 = (s + \gamma(s) - 1)^2 - (s - 1)^2 \]
\[ = \gamma(s)(2s + \gamma(s) - 2) \approx 2\gamma(s)(s - 1) , \] (5.15)
where we have used the approximation that the anomalous dimension is much smaller than the spin. A standard flat space Regge trajectory would therefore correspond to the situation where the anomalous dimension \( \gamma(s) \) is a constant, independent of \( s \).

As we will see below, it seems that for the case at hand, the anomalous dimension behaves as \( \gamma(s) \sim \log s \), at least without taking the mixing between the different fields into account.

6. Explicit anomalous dimensions

Now we have accumulated all the ingredients to derive explicit expressions for the anomalous dimensions. Before we get started with describing the explicit results, there are a few general features of the results we should point out.
6.1 The structure of the analysis

In general, the matrix $\gamma^{ij}$ will not be diagonal, and in order to extract the anomalous dimensions from the calculation of (5.7), we need to diagonalise it. As we have reviewed in section 2, the spin fields can be organised in columns labeled by the number of the underlying free fields $m = 2, 3, \ldots$, see eq. (2.3). The fields that appear in the $m$'th column have spin $s \geq m - 2$, and since to leading order only fields of the same conformal dimension have non-trivial matrix elements $\gamma^{ij}$, for any fixed spin, the spin $s$ part of the matrix $\gamma^{ij}$ is finite-dimensional.

There are some selection rules that guarantee that not all the different spin fields can mix with one another. First of all, since all the free fields carry non-trivial $u(1)$ charge, it is easy to see that mixing can only take place between fields from the $\mathcal{W}_\infty$ representations $(0; [n, 0, \ldots, 0, \bar{n}])$ for which $n - \bar{n}$ has the same value. As a consequence, only columns of order $m$ (with $m = n + \bar{n}$) that differ by an even number, can mix. Furthermore, since the perturbation does not break the $\mathcal{N} = 4$ superconformal algebra, the anomalous dimensions must be the same for each member of a given $\mathcal{N} = 4$ multiplet — we have also checked this explicitly for a few cases — and indeed only fields that sit in the same $\mathcal{N} = 4$ multiplets can mix. Because of this, we shall always give the anomalous dimension of full $\mathcal{N} = 4$ multiplets, and we shall label them by the spin of the lowest field (and the appropriate $\mathfrak{su}(2)_+ \oplus \mathfrak{su}(2)_-$ labels).

However, even taking both of these considerations into account, the problem of diagonalising the complete mixing matrix becomes quickly very complicated, and we have only solved it completely for rather low spin, see Section 6.2 below. For higher values of $s$, we have only performed the diagonalisation within the subset of bilinear and trilinear fields, see Section 6.3.

6.2 The anomalous dimensions at low spin

In this section we give our explicit results for small spin. Let us consider the different values in turn.

6.2.1 Spin 1

At spin 1 we have the lowest multiplet of the original higher spin algebra, i.e., $R^{(1)}$ from (2.4). In addition, we have a conjugate pair of $R^{(1)}$ representations coming from (2.11). Because of $u(1)$ charge conservation, these fields cannot mix, and hence the relevant $\gamma^{ij}$ matrix is already automatically diagonal. All its diagonal entries turn out to equal

$$
\delta h(R^{(1)})_{m=2} = \frac{1}{2} \frac{g^2 \pi^2}{N + 1}.
$$

(6.1)
6.2.2 Spin $\frac{3}{2}$

At spin $\frac{3}{2}$, the only multiplets arise from the $(0; [2, 0, \ldots, 0, 1])$ and $(0; [1, 0, \ldots, 0, 2])$ sectors, see eq. (2.17). Since these two multiplets cannot mix (because they have different $u(1)$ charge), the $\gamma^{ij}$ matrix is again diagonal, and we can read off the anomalous dimensions from the diagonal entries. They turn out to equal

$$\delta h(R^{(3/2)})_{m=3} = \frac{3}{4} \frac{g^2 \pi^2}{N + 1}.$$  

(6.2)

6.2.3 Spin 2

The situation at spin 2 is more interesting. There is one $R^{(2)}$ multiplet from the original higher spin algebra, see eq. (2.4). It can mix with the $R^{(2)}$ multiplet from the $m = 4$ term in the $(0; [2, 0, \ldots, 0, 2])$ representation, see eq. (2.19). The mixing matrix turns out to be

$$\gamma^{ij}(R^{(2)}) = \frac{g^2 \pi^2}{N + 1} \left( \frac{9}{16} \sqrt{6} \frac{3}{16} \sqrt{6} \frac{15}{8} \right),$$  

(6.3)

and, after diagonalisation, it leads to the two anomalous dimensions

$$\delta h(R^{(2)})_{m=2} = 0.418 \frac{g^2 \pi^2}{N + 1}, \quad \delta h(R^{(2)})_{m=4} = 2.020 \frac{g^2 \pi^2}{N + 1},$$  

(6.4)

where we have made the assignment $m = 2$ and $m = 4$ since the relevant eigenvectors are predominantly from the $m = 2$ and $m = 4$ part, respectively. (The relevant prefactors are relatively close to $\frac{9}{16} = 0.562$ and $\frac{15}{8} = 1.875$.)

In addition, there is one pair of $R^{(2)}(2, 1)$ multiplets in the $(0; [3, 0, \ldots, 0])$ and $(0; [0, \ldots, 0, 3])$ representations, see eq. (2.13). Again these states cannot mix since they have opposite $u(1)$ charge, and the anomalous dimensions turn out to equal

$$\delta h(R^{(2)}(2, 1))_{m=3} = \frac{3}{2} \frac{g^2 \pi^2}{N + 1}.$$  

(6.5)

Similarly, a pair of $R^{(2)}(2, 1)$ multiplets sit in the $(0; [1, 0, \ldots, 0, 2])$ representation and its conjugate, $(0; [2, 0, \ldots, 0, 1])$, see eq. (2.17), and their anomalous dimensions also turn out to equal

$$\delta h(R^{(2)}(2, 1))_{m=3} = \frac{3}{2} \frac{g^2 \pi^2}{N + 1}.$$  

(6.6)

6.2.4 Spin $\frac{5}{2}$

At higher spin we have only evaluated the anomalous dimensions for some states. For example, at spin $s = 5/2$, the multiplet $R^{(5/2)}(2, 2)$ from the $(0; [2, 0, \ldots, 0, 2])$ representation at $m = 4$ does not participate in mixing with other multiplets, and its anomalous dimension equals

$$\delta h(R^{(5/2)}(2, 2)) = \frac{5}{2} \frac{g^2 \pi^2}{N + 1}.$$  

(6.7)
6.2.5 Spin 3

We have also worked out some examples at spin 3. First, of all there is mixing between the $R^{(3)}$ multiplet of the original higher spin algebra and the $R^{(3)}$ multiplet in the $(0; [2, 0, \ldots, 0, 2])$ representation at $m = 4$. The mixing matrix is of the form

$$\gamma^{ij}(R^{(3)}) = \frac{g^2 \pi^2}{N + 1} \left( \begin{array}{cc} 21/32 & 55\sqrt{5}/512\sqrt{2} \\ 55\sqrt{5}/512\sqrt{2} & 2435/768 \end{array} \right),$$

and the anomalous dimensions are, upon the diagonalisation of the mixing matrix,

$$\delta h(R^{(3)})_{m=2} = 0.645 \frac{g^2 \pi^2}{N + 1}; \quad \delta h(R^{(3)})_{m=4} = 3.182 \frac{g^2 \pi^2}{N + 1}.$$

There is furthermore one $R^{(3)}(2,1)$ multiplet at $m = 3$ term in the $(0; [2, 0, \ldots, 0, 1])$ representation, see eq. (2.17). It can mix with the $R^{(3)}(2,1)$ multiplet from the $(0; [3, 0, \ldots, 0, 2])$ representation at $m = 5$. The mixing matrix turns out to be

$$\gamma^{ij}(R^{(3)}(2,1)) = \frac{g^2 \pi^2}{N + 1} \left( \begin{array}{cc} 51/32 & 9 \sqrt{2}/8 \\ 9 \sqrt{2}/8 & 21/4 \end{array} \right),$$

and, after diagonalisation, it leads to the two anomalous dimensions

$$\delta h(R^{(3)}(2,1))_{m=3} = 0.998 \frac{g^2 \pi^2}{N + 1}; \quad \delta h(R^{(3)}(2,1))_{m=5} = 5.845 \frac{g^2 \pi^2}{N + 1},$$

where we have made the assignment as in the previous case. There is also a multiplet $R^{(3)}(3,1)$ coming from the $(0; [2, 0, \ldots, 0, 2])$ representation at $m = 4$, see eq. (2.19); it cannot mix with any other multiplet, and its anomalous dimension therefore equals the diagonal entry which is

$$\delta h(R^{(3)}(3,1))_{m=4} = \frac{15}{4} \frac{g^2 \pi^2}{N + 1}. $$

6.3 Partial diagonalisation for higher spin

Unfortunately, the size of the mixing matrix increases rather quickly with the spin, and the calculation becomes soon very complicated. In particular, it is therefore not feasible to determine the large spin behaviour of the anomalous dimensions in this manner. In order to obtain some idea of the functional form, we have resorted to studying the partial diagonalisation problem where we only diagonalise the mixing matrix among the fields of a given value of $m$. In particular, for the ‘leading’ $m = 2$ family this is rather simple since no mixing can take place: the original higher spin fields (2.4) and the fields from (2.11) cannot mix among each other since they have different $u(1)$ charge, and in each family, there is only one multiplet of a given spin.
Thus this $\gamma_{ij}$ submatrix is automatically diagonal, and it is enough to determine the diagonal matrix elements. This can be done in closed form with the result

$$\gamma^{(s)} = g^2 \pi^2 \sum_{p=0}^{s-1} (-1)^{s-p} P_2(s,p) \frac{2s}{(N+1) E_2(s)},$$

(6.13)

where

$$E_2(s) = \sum_{q=0}^{s-1} \sum_{p=0}^{s-1} (-1)^{s+1+p+q} \frac{s}{q} \frac{s}{q+1} \frac{s}{p} \frac{s}{p+1} \times \left( (-2)^{(q)} (-2-q) (s-p-1)(-2)(s-q-1) (q-s-1) \right),$$

(6.14)

$$P_2(s,p) = \sum_{n=3/2}^{p-3/2} n(p-n) f(s,p,n) f(s,-p,n-p) + \frac{3}{2} (-1)^{s+1} \Theta(p-2) f(s,p,1/2) f(s,-p,-1/2) (p-1/2) + \frac{1}{2} \delta_{p,1} f(s,1,1/2) f(s,-1,-1/2),$$

(6.15)

$$f(s,p,n) = \sum_{q=0}^{s-1} (-1)^q \frac{s}{q} \frac{s}{q+1} (-1-p+n) (s-q-1) (-1-n) (q),$$

(6.16)

and $s$ is the spin of the higher spin current multiplet. Here $(a)_{(n)}$ is defined by

$$(a)_{(n)} = a(a-1) \cdots (a-n+1).$$

(6.17)

This formula was derived for the multiplets of spin $s$ arising from $(2.4)$; for the multiplets from $(2.11)$, the relevant formula looks different (see the ancillary file), but gives rise to exactly the same values for $\gamma^{(s)}$ (for odd spin $s$). For the multiplets up to $s \leq 5$, we have worked out the anomalous dimensions separately for each member of the multiplet (and confirmed that it is indeed the same for all the fields of a given multiplet); for $s \geq 6$, the analysis was done for a specific state in the $(3,1)$ representation at $h = s + 1$.

While we have not been able to simplify the formula for $\gamma^{(s)}$ for general $s$, we have plotted the result, see the solid blue curve in the log-log plot of Figure 1. The resulting curve can be fitted quite well by the function

$$\gamma_2^{(s)} = 0.20293 \log \left( 7.04703 s + 3.84921 \right).$$

(6.18)

We have also done a similar analysis for the fields with $m = 3$. While the fields from the different sectors $(0; [n,0,\ldots,0,\bar{n}])$ with $n + \bar{n} = 3$ cannot mix (because of $u(1)$ charge conservation), non-trivial mixing will occur due to the multiplicities $n(s) > 1$ and $m(s) > 1$ in eqs. (2.14) and (2.18), respectively. We have solved this mixing problem explicitly up to spin $s \leq 14$, and we have plotted these partially
Figure 1: The anomalous dimensions, in units of $\pi^2 g^2/(N + 1)$, as a function of the spin in a log-log plot. Dots represent the diagonal values (e.g., for $m = 2$), or the eigenvalues after partial diagonalisation among the fields of the corresponding value of $m$ (e.g., for $m = 3$), while crosses describe the actual eigenvalues after complete diagonalisation (with arrows indicating where the relevant eigenvalue originates from). The solid blue and dashed brown lines are the fitting curves (6.18) and (6.19), respectively. We have used the colour code blue diamonds ($m = 2$); brown circles ($m = 3$); orange triangles ($m = 4$); and green squares ($m = 5$).

diagonalised eigenvalues by the brown dots in Figure 1. For larger spin, we have again only worked out the diagonal matrix elements for one family of fields that transforms in the $(4, 1)$ representation; the curve that fits these diagonal anomalous dimensions is

$$\gamma_3^{(s)} = 0.476933 \log(7.61932 s + 14.7676),$$

and it is also included (as the dashed brown curve) in the log-log plot of Figure 1. In this figure we have also included the exact eigenvalues of some low-lying fields (involving up to $m = 5$), some of which were explicitly described in section 6.2; in those cases, where there was a genuine mixing, we have also indicated with an arrow the shift in eigenvalue due to the mixing.

7. Discussion

In the previous section we have studied the anomalous dimensions of the higher
spin currents of the symmetric orbifold theory as one turns on the perturbation that corresponds to the string tension. While at the tensionless point, the higher spin fields of the Vasiliev theory — these correspond to the fields of the original $\mathcal{W}_\infty$ algebra — form a decoupled subsector, these fields begin to couple with the other stringy symmetry generators once the perturbation is switched on. As a consequence, the complete perturbation analysis is quite complicated. However, we have managed to solve it exactly for the first few values of the spin; we have also managed to obtain good analytic control over the diagonal entries of the mixing matrix, at least for the original higher spin generators — these are quadratic in the underlying free fields — and the generators that are cubic in the free fields. Our results are summarised in Figure 1.

The results we have obtained seem to be very nicely in line with the idea that the original higher spin generators correspond to the ‘leading’ Regge trajectory, i.e., have the lowest mass (or anomalous dimension) for a given spin. We should stress that once mixing occurs (as will generically be the case), the actual eigenvectors will be linear combinations of fields from the different families (parametrised by $m$), see e.g., the explicit calculation for the $s = 2$ field in Section 6.2.3. However, it is legitimate to continue labelling the eigenvalues (and the associated eigenvectors) by the family from which they predominantly arise. In particular, the lowest eigenvalue will be associated to the family with the smallest diagonal entry in the mixing matrix. Our explicit calculations — we have also worked out some of the diagonal entries of the mixing matrix for the $m = 4$ and $m = 5$ families — suggest that the lowest eigenvalue of a given spin comes from the quadratic fields, i.e., that the extended $\mathcal{W}_\infty$ algebra (where we include also the generators arising from $(0; [2, 0, \ldots, 0])$ and $(0; [0, \ldots, 0, 2])$) describes the ‘leading Regge trajectory’.

By the same token, the cubic generators seem to describe the first sub-leading Regge trajectory. Furthermore, the dispersion relation, at least before any mixing is taken into account, seems to be of the form $E = s + a \log s$ (for some suitable value of $a$), which is what one should have expected for an AdS background.\footnote{We should mention that in higher dimensions, there are no additional symmetry generators beyond those of the Vasiliev theory in the large $N$ limit, and hence no mixing can occur. The corresponding calculations (including those for AdS$_3$) therefore only determined the ‘diagonal’ matrix elements, without any diagonalisation.} In particular, a dispersion relation of this kind was found, in a series of papers [7, 22, 23, 24, 25], for slow-rotating long strings on AdS$_5 \times$ S$^5$, and the result was matched to a perturbative field theory calculation in [26, 27, 28], see [8] for a review. In the slow-rotating regime, the angular momentum on S$^5$ is negligible, and the result also directly applies to the AdS$_3$ background that is of relevance to us. Actually, this conclusion is only valid for the AdS$_3$ case with pure RR flux; for pure NSNS flux, it was shown in [9] that $\gamma(s)$ is instead constant, while for mixed NSNS/RR flux, the anomalous dimension also contains a $(\log(s))^2$ contribution [10]. We have also tried to fit our leading trajectory
with an extra \((\log(s))^2\) term, and found the fitting coefficient of this term to be seven orders of magnitude smaller than the coefficient of the \(\log(s)\) term. Thus our analysis gives credence to the belief that the symmetric orbifold theory is dual to string theory on AdS\(_3\) with pure RR flux.

The computations we have done in this paper apply fairly directly also to the symmetric orbifold of K3 \([29]\), since the generators of the chiral algebra in that case form a subset of our generators, and the exactly marginal operators are the same as the ones we have used in our computation.

It would be very interesting to push this calculation further, and in particular solve the complete mixing problem up to some higher spins. This would allow us to determine the shape of the actual dispersion relations along the different Regge trajectories. It would also be very interesting to re-derive these anomalous dimensions from the dual AdS viewpoint; for the case of the \(\mathcal{N} = 3\) higher spin theory of \([13]\) this was done for one spin 2 field in \([30]\). It would be interesting to see if this calculation can be extended to higher spins and applied in our context.

Note Added

Some time after this paper was posted on the arXiv, \([31]\) and \([32]\) appeared which claim that the dispersion relation of spiky strings in mixed-flux backgrounds does not contain the \((\log(s))^2\) term that is present in the folded string analysis of \([10]\). If the dispersion relation of \([31, 32]\) is indeed the one relevant for our problem, we cannot deduce from our analysis that the background in question has to have pure R-R flux; we can only arrive at the weaker conclusion that the background cannot have pure NS-NS flux. (This is because, for a pure NS-NS background the dispersion relation would be linear, see for example eq. (6.0.8) of \([31]\) in the limit \(q \to 1\).) We thank Justin David, Igor Klebanov and Arkady Tseytlin for communications about this issue.
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A. Free field realisation of the chiral fields

Following on from the analysis of section 2, we describe in this appendix the fields at spin \( s = \frac{3}{2} \), and also present the free field realisation of the stress-energy tensor \( T \). Dropping for ease of notation the sum over the copies, we have

\[
G^{+++} = -2(\partial \phi^{(2)} \psi^{(1)} : + : \partial \bar{\phi}^{(1)} \psi^{(2)} :) , \quad G'^{+++} = 2(- : \partial \phi^{(2)} \psi^{(1)} : + : \partial \bar{\phi}^{(1)} \psi^{(2)} : ),
\]

\[
G^{++} = 2(\partial \phi^{(1)} \bar{\psi}^{(1)} : + : \partial \bar{\phi}^{(2)} \psi^{(2)} :) , \quad G'^{++} = 2(\partial \phi^{(1)} \bar{\psi}^{(1)} : - : \partial \bar{\phi}^{(2)} \psi^{(2)} : ),
\]

\[
G^{+} = 2(- : \partial \phi^{(2)} \bar{\psi}^{(2)} : + : \partial \bar{\phi}^{(1)} \psi^{(1)} :) , \quad G'^{+} = -2(\partial \phi^{(2)} \bar{\psi}^{(2)} : + : \partial \bar{\phi}^{(1)} \psi^{(1)} : ),
\]

\[
G^{−} = 2(\partial \phi^{(1)} \bar{\psi}^{(1)} : - : \partial \bar{\phi}^{(2)} \psi^{(2)} :) , \quad G'^{−} = 2(\partial \phi^{(1)} \bar{\psi}^{(1)} : + : \partial \bar{\phi}^{(2)} \psi^{(2)} : ),
\]

\[
G^{−−} = 2(\partial \phi^{(2)} \bar{\psi}^{(2)} : + : \partial \bar{\phi}^{(1)} \psi^{(1)} :) , \quad G'^{−−} = -2(\partial \phi^{(2)} \bar{\psi}^{(2)} : + : \partial \bar{\phi}^{(1)} \psi^{(1)} : ),
\]

all of which are elements of the \( \mathcal{W}_\infty[0] \) algebra. The additional generators are the fields

\[
C_{21} = \sum_{a=1}^{N+1} \psi_a^{(i)} \psi_a^{(j)} \bar{\psi}_a^{(k)} :, \quad C_{12} = \sum_{a=1}^{N+1} \psi_a^{(i)} \bar{\psi}_a^{(j)} \bar{\psi}_a^{(k)} :, \quad (A.2)
\]

\[
C_{20} = \sum_{a=1}^{N+1} \partial \phi_a^{(1)} \psi_a^{(2)} :, \quad C_{02} = \sum_{a=1}^{N+1} \partial \bar{\phi}_a^{(i)} \bar{\psi}_a^{(j)} :, \quad (A.3)
\]

The stress-energy tensor is of the form

\[
T = \sum_{a=1}^{N+1} \left\{ (\partial \phi_a^{(1)} \bar{\phi}_a^{(2)} : + : \partial \phi_a^{(2)} \bar{\phi}_a^{(2)} :) + \frac{1}{2} (\partial \bar{\phi}_a^{(1)} \bar{\psi}_a^{(1)} : - : \bar{\phi}_a^{(1)} \bar{\psi}_a^{(1)} :) + \frac{1}{2} (\partial \bar{\phi}_a^{(2)} \bar{\psi}_a^{(2)} : - : \bar{\phi}_a^{(2)} \bar{\psi}_a^{(2)} :) \right\} .
\]

For the \( \mathcal{W}_\infty \) operators with higher spin we can work out the free field realisations by taking recursively OPEs of the above generators.

B. The second order analysis

There are at least two natural approaches to calculate the integral (5.2), and we shall sketch them in the following.

B.1 Using Stokes’ theorem

In this approach, the first step is to use the OPEs of the currents to rewrite the integrand of the first term on the right hand of (5.2)

\[
\sum_{m,n}(z_1 - w_1)^{-h_1-m}(z_2 - w_2)^{-h_2-n}(\langle W_m^1 \Phi^1(w_1, \bar{w}_1) \rangle \langle W_n^2 \Phi^2(w_2, \bar{w}_2) \rangle |0\rangle)
\]
\[
+ \sum_{m,n} (z_1 - w_2)^{-h_1-m} (z_2 - w_1)^{-h_2-n} \langle 0 \vert (W^1_m \Phi^2(w_2, \bar{w_2})) (W^2_n \Phi^1(w_1, \bar{w_1})) \vert 0 \rangle \\
+ \sum_{m,n} (z_1 - w_1)^{-h_1-m} (z_2 - w_1)^{-h_2-n} \langle 0 \vert (W^1_m W^2_n \Phi^1(w_1, \bar{w_1})) \Phi^2(w_2, \bar{w_2}) \vert 0 \rangle \\
+ \sum_{m,n} (z_1 - w_1)^{-h_1-m} (z_1 - w_1)^{-h_2-n} \langle 0 \vert \Phi^2(w_2, \bar{w_2}) (W^1_m W^2_n \Phi^1(w_1, \bar{w_1})) \vert 0 \rangle . \quad \text{(B.1)}
\]

The $\bar{w}_1$ and $\bar{w}_2$ dependence is rather trivial — it equals $\frac{1}{(\bar{w}_1-\bar{w}_2)^2}$ — since only the perturbing fields have a non-trivial anti-chiral dependence. Thus each term above leads to an integral of the form

\[
\int d^2w_1 d^2w_2 \frac{(\langle O^1(w_1) O^2(w_2) \rangle)}{(x_1 - w_1)^p} = \int d^2w_1 (x_1 - w_1)^{-p} \int d^2w_2 \frac{\partial_{\bar{w}_1} \langle O^1(w_1) O^2(w_2) \rangle}{(x_1 - w_1)^p (x_2 - w_2)^q} \\
= \int d^2w_1 (x_1 - w_1)^{-p} \frac{1}{2i} \oint_{\bar{w}_2} d\bar{w}_2 \frac{\langle O^1(w_1) O^2(w_2) \rangle}{(x_2 - w_2)^q} , \tag{B.2}
\]

where we have used integration by parts. Now the contour integral can be evaluated by standard methods, and it yields

\[
= \frac{(-1)^{q-1}}{(q-1)!} \int d^2w_1 \frac{(x_1 - w_1)^{-p}}{(x_1 - \bar{x}_2)^p} \langle O^1(w_1)(L_{-1})^{q-1} O^2(x_2) \rangle \\
= \frac{(-1)^{q-1}}{(q-1)!} \int d^2w_1 \frac{\partial_{\bar{w}_1} \langle O^1(w_1)(L_{-1})^{q-1} O^2(x_2) \rangle \log(|\bar{w}_1 - \bar{x}_2|^2)}{(x_1 - w_1)^p} \\
= \frac{(-1)^{q-1}}{(q-1)!} \frac{1}{2i} \oint_{\bar{x}_2} d\bar{w}_1 \frac{\langle O^1(w_1)(L_{-1})^{q-1} O^2(x_2) \rangle \log(|\bar{w}_1 - \bar{x}_2|^2)}{(x_1 - w_1)^p} \\
= \frac{(-1)^p q \pi}{(q-1)!} \langle ((L_{-1})^{p-1} O^1) (x_1) (L_{-1})^{q-1} O^2(x_2) \rangle \log(|\bar{x}_1 - \bar{x}_2|^2) , \tag{B.3}
\]

where, in the second line, we have used the identity

\[
\frac{1}{\bar{z}} = \partial_{\bar{z}} \log(z \bar{z}) . \tag{B.4}
\]

Note that the appearance of the factor $z \bar{z}$ is required to make the function single-valued. Applying this result to the expression (B.1) with $\Phi^1 = \Phi^2$,\(^5\) we find for the coefficient of $\pi^2 \log(|\bar{z}_1 - \bar{z}_2|^2)$ is $2\pi^2 \log(|\bar{z}_1 - \bar{z}_2|)$ the expression

\[
2 \sum_{m,n} \frac{(-1)^{h_1+m-h_2+n-2}}{(h_2 + n - 1)! (h_1 + m - 1)!} \langle (L_{-1})^{h_1+m-1} W^1_m \Phi (z_1) (L_{-1})^{h_2+n-1} W^2_n \Phi (z_2) \rangle
\]

\(^5\)The last two lines do not give rise to logarithmic terms since either $p$ or $q$ is zero; they therefore do not play a role for our computation.
\[= 2 \left\langle \mathcal{N}(W^1_1 \Phi)(z_1) \mathcal{N}(W^2_1 \Phi)(z_2) \right\rangle, \tag{B.5} \]

where we have used the definition of (5.12), see also (4.1), and the \( \mathcal{N} \) here is the corresponding vertex operators of the states. Including the overall normalisation factor then leads directly to eq. (5.6).

In order to obtain from this eq. (5.7), we recall that the 2-point function is related to the inner product of the associated state as

\[
\langle V(\psi_2, z_2) V(\psi_1, z_1) \rangle = (-1)^{h_1} \langle e^{-L_1 \psi_2} e^{-L_1 \psi_1} \rangle (z_2 - z_1)^{-h_1 - h_2}, \tag{B.6} \]

which simplifies, for the case that both fields are quasi-primary, to the more familiar relation

\[
\langle V(\psi_2, z_2) V(\psi_1, z_1) \rangle = (-1)^{h_1} \langle \psi_2 | \psi_1 \rangle (z_2 - z_1)^{-h_1 - h_2}. \tag{B.7} \]

A simple computation reveals that \( L_1 \mathcal{N}(W^*)_1 \Phi = 0 \), and thus the 2-point function in (5.6) is, up to an irrelevant factor of \((-1)^s\), the norm of the two \( \mathcal{N}(W^*)_1 \Phi \) states.

To simplify the evaluation of the norm, we now move the \( L_1 \)'s in the bra-vector \( \langle \mathcal{N}(W^i, \Phi) \rangle \) to the right, where they annihilate the ket-vector \( |\mathcal{N}(W^*)_1 \Phi \rangle \); similarly we can move the \( L_{-1} \) generators of \( |\mathcal{N}(W^*)_1 \Phi \rangle \) to the left. After a slightly tedious computation we then find

\[
\langle \mathcal{N}(W^{(s)i}, \Phi) \mathcal{N}(W^{(s)j}, \Phi) \rangle \tag{B.8} \]

\[= (-1)^{s-1} \sum_{m=1-s}^{s \mod 1} (-1)^{|s| - 1 - |m|} \left( \frac{2s - 2}{s - 1 - m} \right) \langle \Phi | W_{-m}^{(s)i} W_{m}^{(s)j} | \Phi \rangle. \tag{B.9} \]

This is then eq. (5.7).

### B.2 Using separation of variables

The second approach differs from the above in the treatment of the integral (B.2). The idea of the computation is to split off from the double integral the UV divergence, so that the remainder is UV finite (and contains the anomalous dimension). More concretely, we use the Möbius symmetry to rewrite the 4-point function in the integrand as

\[
\langle W^i(z_1 + \frac{\epsilon(z_1 - z_4)(z_1 - z_2)}{(z_4 - z_2)} \Phi(z_2) \Phi(z_3) W^j(z_4) \rangle
\]

\[= (z_4 - z_1)^{-2s} \left| \frac{(z_1 - z_4)^2}{(z_3 - z_1)^2(z_2 - z_4)^2} \right|^2 \langle W^i(\epsilon^{-1}) \Phi(1) \Phi(x) W^j(0) \rangle, \tag{B.10} \]

where now the integration variables are \( z_2 \) and \( x \). Because of the change of variables, there is a Jacobian factor

\[
|dz_2|^2 |dz_3|^2 = |dz_2|^2 |dx|^2 \left| \frac{\partial(z_2, z_3)}{\partial(z_2, x)} \right|^2, \tag{B.11} \]

\[= 2 \langle \mathcal{N}(W^1_1 \Phi)(z_1) \mathcal{N}(W^2_1 \Phi)(z_2) \rangle, \tag{B.5} \]

\[
\]
and the original integral becomes

\[
\int \int |dz_2|^2 |dz_3|^2 \langle W^i(z_1 + e) \Phi(z_2) \Phi(z_3) W^j(z_4) \rangle \tag{B.12}
\]

\[
= \int |dz_2|^2 |dx|^2 (z_4 - z_1)^{-2s_i} \frac{(z_1 - z_4)}{(z_1 - z_2)(z_2 - z_4)}^2 \langle W^i(\epsilon^{-1}) \Phi(1) \Phi(x) W^j(0) \rangle. \tag{B.13}
\]

Carrying out the \( z_2 \) integration, we now get

\[
2\pi \log(\Lambda^2 z_4 - z_1^2) (z_4 - z_1)^{-2s_i} \int |dx|^2 \langle W^i(\epsilon^{-1}) \Phi(1) \Phi(x) W^j(0) \rangle, \tag{B.14}
\]

where \( \Lambda \) is a UV cutoff. It remains to do the \( dx \) integral. Since the left- and right-moving parts of the correlation function decouple, we can rewrite (B.14) as

\[
\left< W^i(\epsilon^{-1}) \Phi(1, 1) \Phi(x, \bar{x}) W^j(0) \right> = \frac{1}{(1 - \bar{x})^2} \left< W^i(\epsilon^{-1}) \Phi(1) \Phi(x) W^j(0) \right>.
\]

As in (B.3) above, this integral now becomes

\[
\oint_C \frac{dx}{2\pi} \frac{1}{(1 - x)} \left< W^i(\epsilon^{-1}) \Phi(1) \Phi(x) W^j(0) \right>, \tag{B.15}
\]

where \( C \) is a contour that circles around all the insertion points. The integrand reads

\[
\left< W^i(\epsilon^{-1}) \Phi(1) \Phi(x) W^j(0) \right> = \left< 0 \left| W_{h_i}^i, \Phi(1) \Phi(x) W_{-h_i}^j \right| 0 \right> = \left< 0 \left| W_{h_i}^i, \Phi(1) \Phi(x) W_{-h_i}^j \right| 0 \right> + \left< 0 \left| \Phi(1) \Phi(x) W_{h_i}^i, W_{-h_i}^j \right| 0 \right>,
\]

where the third term is the disconnected part of the 4-point function that is subtracted out in the second line of (5.2). The first two terms can be evaluated using, e.g., the techniques of [33]

\[
= \left< 0 \left| \sum_{m=1-h_i}^{h_i} \binom{2h_i - 1}{m + h_i - 1} (W_m^i, \Phi)(1) \Phi(x) W_{-h_i}^j \right| 0 \right> + \left< 0 \left| \Phi(1) \sum_{p=1-h_i}^{h_i} \binom{2h_i - 1}{m + h_i - 1} x^{h_i - m}(W_m^i, \Phi) W_{-h_i}^j \right| 0 \right>. \tag{B.16}
\]

Repeating the same step then finally leads to

\[
= \sum_{m=1-h_i}^{h_i} \sum_{n=1-h_j}^{\infty} \left( \frac{2h_i - 1}{m + h_i - 1} \right) (-1)^{n+h_j-1} \frac{(-1)^1}{(1-x)^{1-m-n+1}} \left< e^{-L_1} W_n^j W_m^i, \Phi \right>. \tag{14.7}
\]
\[
\sum_{m=1-h_{i}}^{h_{i}} \sum_{n=1-h_{j}}^{\infty} \left( \frac{h_{j} + n - 1}{h_{j} - h_{j}} \right) (-1)^{n+h_{j}-1}(x)^{-n-h_{j}} \left( \frac{2h_{i} - 1}{m + h_{i} - 1} \right) \\
\frac{(-1)^{1-n}}{(1-x)^{1-m+1-n}} \langle e^{-L_{1}W_{m}^{i}\Phi} e^{-L_{1}W_{n}^{j}\Phi} \rangle,
\]

where we have used (B.6). In the first line, the only \(x\)-dependence appears in the \(1 - x\) pole which will not contribute to the contour integral. Thus only the second and third line contribute, and the contour integral (B.15) becomes

\[
\oint \frac{dx}{2i} \sum_{m=1-h_{i}}^{h_{i}} \sum_{n=1-h_{j}}^{\infty} \left( \frac{h_{j} + n - 1}{h_{j} - h_{j}} \right) \left( \frac{2h_{i} - 1}{m + h_{i} - 1} \right) (-1)^{h_{j}} \langle e^{-L_{1}W_{m}^{i}\Phi} e^{-L_{1}W_{n}^{j}\Phi} \rangle \langle e^{-L_{1}W_{n}^{j}\Phi} e^{-L_{1}W_{m}^{i}\Phi} \rangle \langle e^{-L_{1}W_{n}^{j}\Phi} e^{-L_{1}W_{m}^{i}\Phi} \rangle.
\]

Rearranging the \(L_{\pm 1}\) as in the previous subsection

\[
\langle e^{-L_{1}W_{m}^{i}\Phi} e^{-L_{1}W_{n}^{j}\Phi} \rangle = \sum_{p=0}^{-|m|} (-1)^{m+n-p} \left( \frac{h_{i} - 1 - m}{p} \right) \left( \frac{h_{j} - 1 - n}{p + m - n} \right) \langle W_{p+m}^{i}\Phi | W_{p+m}^{j}\Phi \rangle,
\]

eq. (B.17) can be rewritten as

\[
= (-1)^{s-1} \sum_{m=1-s}^{s-1} (-1)^{|s|-1-|m|} \left( \frac{2s - 2}{s - 1 - m} \right) \langle \Phi | W_{m}^{(s)} W_{m}^{(s)} | \Phi \rangle,
\]

which agrees precisely with eq. (B.9). 6
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