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Abstract. We prove the existence of at least one positive solution for a Schrödinger equation in $\mathbb{R}^N$ of type

$$-\Delta u + V(x)u = f(x, u) \quad \text{in } \mathbb{R}^N$$

with a vanishing potential at infinity and subcritical nonlinearity $f$. Our hypotheses allow us to consider examples of nonlinearities which do not verify the Ambrosetti-Rabinowitz condition, neither monotonicity conditions for the function $f(x, s)/s$. Our argument requires new estimates in order to prove the boundedness of a Cerami sequence.

1. Introduction. In the present paper, we prove the existence of at least one positive solution of the equation

$$\begin{cases}
-\Delta u + V(x)u = f(x, u), & x \in \mathbb{R}^N \\
u > 0 \\
u \in H^1(\mathbb{R}^N),
\end{cases}$$

for $N \geq 3$ and assuming that $f : \mathbb{R}^N \times \mathbb{R} \to \mathbb{R}$ is a Carathéodory nonnegative function and $V : \mathbb{R}^N \to \mathbb{R}$ is a nonnegative potential. Here, we assume that $f$ is superlinear at the origin and at infinity and has subcritical growth. Also, we consider cases where the potential $V : \mathbb{R}^N \to \mathbb{R}$ can vanish at infinity.

Recently several authors studied equation (1) using variational techniques such as fractional Sobolev spaces, reduction methods, generalized mountain pass theorem, dual variational formulation, generalized fountain theorem and generalized linking.
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theorems, see for instance [3, 6, 12, 13, 14, 16], where these authors consider several kinds of behaviour for the potential $V : \mathbb{R}^N \to \mathbb{R}$ and for the nonlinearity $f$.

Equation (1) appears in various applications, such as chemotaxis, population genetics, chemical reactor theory and also the solutions of this class of problems are related to the existence of standing wave solutions $\psi(x, t) = \exp\left(-\frac{iEt}{\varepsilon}\right)\psi(x)$ for nonlinear Schrödinger equation

$$i\varepsilon \frac{\partial \psi}{\partial t} = -\varepsilon^2 \Delta \psi + (V(x) + E)\psi - K(x)|\psi|^{-1}g(|\psi|)\psi, \quad x \in \mathbb{R}^N,$$

(2)

where $\varepsilon > 0$, $E \in \mathbb{R}$ and $v$ is a real function. Equation (2) is one of the main objects of the quantum physics, since it appears in problems which involve nonlinear optics, plasma physics and condensed matter physics. We notice that $\psi$ satisfies (2) if, and only if, the function $v(x)$ satisfies equation (1) with $f(u) = g(|u|)u$.

An interesting class of problems associated with (1) is the zero mass case. This case happens when the potential $V : \mathbb{R}^N \to \mathbb{R}$ vanishes at infinity, which means, $\lim_{|x| \to +\infty} V(x) = 0$.

In [1], the authors define that $(V, K) \in \mathcal{K}$ if the following conditions hold:

(I): $V(x), K(x) > 0$ for all $x \in \mathbb{R}^N$ and $K \in L^\infty(\mathbb{R}^N)$.

(II): If $\{A_n\} \subset \mathbb{R}^N$ is a sequence of Borel sets such that $|A_n| \leq R$, for all $n$ and some $R > 0$, then

$$\lim_{r \to +\infty} \int_{A_n \cap B_r(0)} K(x)dx = 0, \quad \text{uniformly in } n \in \mathbb{N}. \quad (K_1)$$

(III): One of the below conditions occurs:

$$\frac{K}{V} \in L^\infty(\mathbb{R}^N) \quad (K_2)$$

or there is $p \in (2, 2^*)$, where $2^* = \frac{2N}{N-2}$, such that

$$\frac{K(x)}{|V(x)|^{\frac{2^*-2}{2}}} \to 0 \quad \text{as } |x| \to +\infty. \quad (K_3)$$

The main advantage on considering such hypothesis relies on the fact that the space $D^1_V(\mathbb{R}^N)$ endowed with the norm

$$\|u\|^2 = \int_{\mathbb{R}^N} (|\nabla u|^2 + V(x)u^2)dx$$

is compactly embedded into the weighted Lebesgue space $L^p_K(\mathbb{R}^N)$, for all $p \in (2, 2^*)$. (see [1, Proposition 2.1]). We notice that this set of conditions generalizes the $(V, K)$ condition stated in [2].

More recently, in [9], the author introduces many different conditions in order to prove that the embedding described above is compact for $p \in [2, 2^*)$. See [9, Theorem 4.1].

In order to obtain a nontrivial solution of equation (1) in the zero mass case, previous results always consider such equation in the following form

$$- \Delta u + V(x)u = K(x)f(u), \quad (3)$$

where this function $K : \mathbb{R}^N \to \mathbb{R}$ is used to obtain some compactness results, see [1, 2, 3, 4, 9] and the references therein for instance.
The novelty here is that we will introduce hypotheses on the nonlinearities that allows us to consider examples which do not verify the condition of Ambrosetti-Rabinowitz or certain monotonicity conditions. Also, our approach enables us to include examples which can not be treated as equation (3). Note that we use variational methods involving Cerami sequences where the most difficult part in our argument is to prove that such sequences are bounded.

For instance, we can consider

$$f(x, s) = \frac{a(x, s)}{1 + |x|^q} s \ln(1 + s),$$

where $a : \mathbb{R}^N \times \mathbb{R}^+ \to \mathbb{R}$ is a nondecreasing function, such that $0 \leq a(x, s) \leq 1$ and $a(x, s) \to 1$ as $s \to \infty$ uniformly in $x$ and $q > N$. An example of such function is $a(x, s) = 2 \pi \arctan ((1 + |x|)s)$. This function $f$ does not verify the classical Ambrosetti-Rabinowitz condition. Another example that verifies our hypotheses is

$$f(x, s) = \frac{b(x, s)}{1 + |x|} (s + 1)^{p-1},$$

where $0 < b_1 < b(x, s) < b_2$ with $b_1$, $b_2$ constants and $2 < p < 2^*$. Notice that $\frac{f(x, s)}{s}$ may not be monotone in $s$ according to the shape of $b(x, s)$. We notice that both examples of nonlinearities can not be written as in (3). It should be noted that the results we will use to handle compactness are mainly included in [9, Theorem 4.1].

Since we are interested in obtaining positive solutions to problem (1), we assume that $f : \mathbb{R}^N \times \mathbb{R} \to \mathbb{R}$ verifies $f(x, s) > 0$ for $s > 0$ and $f(x, s) = 0$ for $s \leq 0$.

Firstly we introduce our hypotheses on the functional $V$:

$(V_1)$ $V(x) > 0$ for all $x \in \mathbb{R}^N$ is measurable in $\mathbb{R}^N$ and $V(x) \to 0$ almost everywhere (a.e.) as $|x| \to +\infty$;

$(V_2)$ There is a positive measurable function $K : \mathbb{R}^N \to \mathbb{R}$ such that $K \in L^\infty(\mathbb{R}^N)$ and $\omega(x) := K(x)V^{-1}(x) > 0$, satisfies

$$\omega(x) \to 0$$

a.e. as $|x| \to +\infty$.

We notice that if hypotheses $(V_1)$ and $(V_2)$ hold, then we may use some compactness results of [9].

Concerning the function $f$ we assume the following conditions:

$(f_1)$

$$\limsup_{s \to 0} \frac{f(x, s)}{K(x)s} = 0,$$

uniformly for $x \in \mathbb{R}^N$, where $K$ is the function given in hypothesis $(V_2)$;

$(f_2)$

$$\limsup_{s \to +\infty} \frac{f(x, s)}{K(x)s^{p-1}} < +\infty$$

uniformly for $x \in \mathbb{R}^N$, with $p \in (2, 2^*)$;

$(f_3)$

$$\lim_{s \to +\infty} \frac{f(x, s)}{K(x)s} = +\infty,$$

uniformly for $x \in \mathbb{R}^N$;
(f_4) For \( \hat{F}(x,s) := \frac{1}{2} f(x,s)s - F(x,s) \), where \( F(x,s) = \int_0^s f(x,t)dt \), there exist constants \( \tau > \frac{N}{2} \), \( c_0 > 0 \) and \( R_0 > 0 \) such that for all \( s \geq R_0 \),
\[
\left( \frac{f(x,s)}{s} \right)^\tau \leq c_0 K^{\tau-1}(x) \hat{F}(x,s)
\]
and for any \( s_0 < +\infty \), there exists a function \( \psi \in L^1(\mathbb{R}^N) \) (not necessarily positive) such that
\[
\hat{F}(x,s) \geq \psi(x)
\]
for every \( 0 \leq s \leq s_0 \) and \( x \in \mathbb{R}^N \);

(f_5) For all \( 0 < a < b < +\infty \), we have
\[
\limsup_{|x| \to +\infty} \frac{f(x,s)}{sV(x)} = \limsup_{|x| \to +\infty} \frac{f(x,s)}{K(x)} \frac{K(x)}{sV(x)} = 0,
\]
uniformly for \( s \in [a,b] \).

Remark 1. Condition (f_4) will be essential in the proof of the boundedness of the Cerami sequence (see Lemma 3.3 below). To the best of our knowledge, a similar condition to (f_4) was firstly introduced in [7] for a Schrödinger equation in the case of a periodic potential and superlinear nonlinearities. Since we are assuming a different type of superlinearity given by hypothesis (f_3), it is natural to consider a modified condition such as (f_4). We also notice that since \( K \in L^\infty(\mathbb{R}^N) \), it follows that hypothesis (f_4) implies that hypothesis (N4) in [7] holds. To the best of our knowledge, our work is the first to consider an hypothesis such as (f_4) in the context of Schrödinger equations with vanishing potentials.

Remark 2. Our choice for conditions similar to the ones presented in [9, Theorem 4.1] is based on the fact that the compactness result presented in [9] holds for \( p = 2 \) which is essential in the proof of Lemma 3.3 below. For more results concerning these type of embeddings we refer the reader to [2, 4].

Remark 3. Hypotheses (V_2) and (f_5) provide the following relation between the nonlinearity \( f \) and the potential \( V \):
For all \( 0 < a < b < +\infty \), we have
\[
\limsup_{|x| \to +\infty} \frac{f(x,s)}{sV(x)} = \limsup_{|x| \to +\infty} \frac{f(x,s)}{K(x)} \frac{K(x)}{sV(x)} = 0,
\]
uniformly for \( s \in [a,b] \).

Our main result is

**Theorem 1.1.** Suppose that \( V \) satisfies hypotheses (V_1)-(V_2) and \( f \) satisfies (f_1)-(f_5). Then, problem (1) possesses at least one nonnegative solution \( u \). If in addition we suppose that the potential \( V \) is bounded then, problem (1) possesses at least one positive solution \( u \).

Note that in [9, Theorem 1.2], in order to obtain the existence of a positive solution, the author imposes the following assumption: There exists \( \eta \geq 1 \) such that \( \hat{F}(s) \leq \eta \hat{F}(t) \) for all \( 0 \leq s \leq t \), which is a type of monotonicity in \( \hat{F} \) and implies that \( \hat{F} \geq 0 \) for all \( s \geq 0 \). We notice that our assumption in \( \hat{F} \) allows us to produce examples where \( \hat{F}(x,s) < 0 \) for some \( s \in \mathbb{R} \) even in the case when \( f(x,s) = K(x)g(s) \).
The main idea for the proof of Theorem 1.1 is to use variational methods. In order to prove that the functional associated with equation (1) has at least one positive critical point, we first obtain a Cerami sequence of this functional showing that it possesses a mountain pass structure, then we prove that the sequence is bounded, which is the most difficult part of the present paper since, for example, we are not assuming conditions such as Ambrosetti-Rabinowitz, neither monotonicity of $\frac{f(x,s)}{s}$. After that, we prove some convergence results and finally we prove that the Cerami sequence converges to a nontrivial critical point of the functional.

The rest of this paper is organized in the following way: In section 2 we gather some preliminary results and present our variational setting involving Cerami sequences. In section 3, we show that the Cerami sequence is bounded. Finally, in section 4 we prove Theorem 1.1 and present examples of our main result.

2. Preliminary results. In this section we present the main tools in order to prove Theorem 1.1. In [9], the author introduces some conditions in order to prove that the embedding

$$D^1_V(\mathbb{R}^N) \hookrightarrow L^q_K(\mathbb{R}^N)$$

is compact for all $q \in [2, 2^*)$, where

$$D^1_V(\mathbb{R}^N) = \left\{ u \in D^{1,2}(\mathbb{R}^N) : \int_{\mathbb{R}^N} V(x)u^2 \, dx < +\infty \right\}$$

is endowed with the norm

$$\|u\|^2_{D^1_V(\mathbb{R}^N)} = \int_{\mathbb{R}^N} (|\nabla u|^2 + V(x)u^2) \, dx$$

and

$$L^q_K(\mathbb{R}^N) = \left\{ u : \mathbb{R}^N \to \mathbb{R} ; u \text{ is measurable and } \int_{\mathbb{R}^N} K(x)|u|^q \, dx < \infty \right\},$$

for some $q > 1$ is the weighted Lebesgue space, where as usual

$$D^{1,2}(\mathbb{R}^N) = \{ u : \mathbb{R}^N \to \mathbb{R} ; u \text{ is measurable and } u \in L^{2^*}(\mathbb{R}^N), |\nabla u| \in L^2(\mathbb{R}^N) \}.$$ See [9, Theorem 4.1]. We notice that under the hypotheses of Theorem 1.1 we can apply Theorem 4.1 of [9] to show that the embedding (4) is compact for $q \in [2, 2^*)$.

Since we are working with the subcritical case we shall work with a smaller space than $D^1_V(\mathbb{R}^N)$. This space is

$$H^1_V(\mathbb{R}^N) := \left\{ u \in H^1(\mathbb{R}^N) : \int_{\mathbb{R}^N} V(x)u^2 \, dx < +\infty \right\}.$$ We denote the norm in $H^1_V(\mathbb{R}^N)$ by

$$\|u\|^2 = \int_{\mathbb{R}^N} (|\nabla u|^2 + V(x)u^2) \, dx.$$

The energy functional associated to (1) is given by

$$J(u) = \int_{\mathbb{R}^N} (|\nabla u|^2 + V(x)u^2) \, dx - \int_{\mathbb{R}^N} F(x,u) \, dx$$

defined on $E := H^1_V(\mathbb{R}^N)$, where $F(x,t) = \int_0^t f(x,s) \, ds$ is the primitive of $f$. 
Remark 4. By hypotheses \((f_1), (f_2)\) and \((f_5)\) it follows that
\[
f(x, s) \leq K(x)(\varepsilon s + c_\varepsilon s^{p-1}),
\]
where \(\varepsilon > 0\) is sufficiently small and \(c_\varepsilon > 0\) is sufficiently large, for \(p \in (2, 2^*)\).

Remark 5. It follows from Remark 4 that \(f(x, s)\) is bounded in compact sets of \(\mathbb{R}^N \times [0, +\infty)\).

For the convenience of the reader we state here a direct consequence of [9, Theorem 4.1]

**Proposition 1.** Let \(2 \leq t < 2^*\) and \(V, \omega : \mathbb{R}^N \to \mathbb{R}\) be two measurable functions such that \(V(x), \omega(x) > 0\) for \(x \in \mathbb{R}^N\), \(K \in L^r(\Omega)\), some \(r \in \left(\frac{2^*}{2^* - t}, \infty\right)\) and for each subset \(\Omega\) of \(\mathbb{R}^N\) having finite measure \(|\Omega| < \infty\), and such that \(|\{x \in \mathbb{R}^N ; \omega(x) \geq c\}| < \infty\). Then, the embedding \(D_{V}^{1}(\mathbb{R}^N) \hookrightarrow L_{K}^{1}(\mathbb{R}^N)\) is compact.

We notice that the embedding
\[
H_{V}^{1}(\mathbb{R}^N) \hookrightarrow D_{V}^{1}(\mathbb{R}^N)
\]
is continuous and therefore we have the following result, which is a direct consequence of (6) and Proposition 1.

**Corollary 1.** Let \(V\) satisfies hypotheses \((V_1)\) and \((V_2)\). Then the embedding \(H_{V}^{1}(\mathbb{R}^N) \hookrightarrow L_{K}^{q}(\mathbb{R}^N)\) is compact for \(q \in [2, 2^*)\)

Notice that by Remark 4 and the embeddings described above and by standard Dominated Convergence Theorem arguments we have that the functional \(J\) is well defined on \(E\) and \(J \in C^1(E, \mathbb{R})\) with Fréchet derivative given by
\[
J'(u)v = \int_{\mathbb{R}^N} (\nabla u \nabla v + V(x)uv)dx - \int_{\mathbb{R}^N} f(x,u)vdx
\]
for any \(u, v \in E\). Therefore, positive solutions of (1) correspond to positive critical points of \(J\) on \(E\).

3. Boundedness of the Cerami sequence. In this section, we obtain a Cerami sequence for the functional (5) and show that this sequence is bounded. Finally, we prove some convergence results which will be essential in the proof of Theorem 1.1.

Let \((X, \| \cdot \|)\) be a real Banach space with dual space \((X^*, \| \cdot \|_*)\), \(I \in C^1(X, \mathbb{R})\) and \(c \in \mathbb{R}\). We call a sequence \(\{x_n\} \subset X\) a Cerami sequence at level \(c\) and denote \((C)_c\) for short, if \(I(x_n) \to c\) and \((1 + \|x_n\|)\|I'(x_n)\|_* \to 0\) as \(n \to \infty\) and we say that \(I\) satisfies the Cerami condition if every \((C)_c\) sequence has a strongly convergent subsequence in \(X\).

The following result is a version of the mountain pass theorem for \((C)_c\) sequences. See [15]. This result states that the mountain pass geometry is sufficient to obtain a \((C)_c\) sequence.

**Theorem 3.1.** Let \(X\) be a real Banach space. Suppose that \(I \in C^1(X, \mathbb{R})\) satisfies \(I(0) = 0\) and
\[
(I_1): \text{ there exist } \rho, \alpha > 0 \text{ such that } I(u) \geq \alpha > 0 \text{ for all } \|u\| = \rho,
\]
\[
(I_2): \text{ there exists } x \in X \text{ with } \|x\| > \rho \text{ such that } I(x) \leq 0.
\]
Then $I$ possesses a $(C)_c$ sequence at level
$$
c = \inf_{\gamma \in \Gamma} \max_{t \in [0,1]} I(\gamma(t))
$$
with
$$
\Gamma = \{ \gamma \in C([0,1],X) : \gamma(0) = 0 \text{ and } I(\gamma(1)) \leq 0, \text{ where } \gamma(1) = x \}. $

In the next result we prove that the functional $J$ possesses the mountain pass geometry.

**Lemma 3.2.** Suppose that hypotheses $(V_1) - (V_2)$, $(f_1) - (f_3)$ hold. Then the functional $J$ satisfies $(I_1)$ and $(I_2)$.

**Proof.** Firstly, notice that $J(0) = 0$. By Remark 4 and Proposition 1 it follows that
$$
\mathcal{J}(x,u)dx \leq \int_{\mathbb{R}^N} K(x) \left( \frac{\varepsilon}{2} |u|^2 + \frac{C_s}{p} |u|^p \right) dx \leq C_1 \varepsilon |u|^2 + C_2 |u|^p \tag{8}
$$
Thus,
$$
J(u) = \frac{1}{2} |u|^2 - \int_{\mathbb{R}^N} F(x,u)dx \geq \left( \frac{1}{2} - C_1 \varepsilon \right) |u|^2 - C_2 |u|^p \geq \alpha > 0,
$$
for $\|u\| = \rho$ sufficiently small.

Now, we show that there is a $e \in E$ such that $\|e\| > \rho$ and $J(e) < 0$. Hypothesis $(f_3)$ implies that for each $M > 0$, there exists $s_M > 0$ such that $F(x,s) \geq MK(x)s^2$, for $s > s_M$, for every $x \in B(x_0, \delta)$ for some $x_0 \in \mathbb{R}^N$ and $\delta > 0$ with
$$
\int_{B(x_0,\delta)} K(x)dx > 0.
$$
Let $\phi(x) \equiv 1$ in $B(x_0, \delta)$, $\phi(x) \geq 0$, for all $x \in \mathbb{R}^N$ and $\phi \in C^\infty_0(\mathbb{R}^N)$. We claim that there is $R_0 > 0$ such that, for any $R > R_0$, we have $J(R\phi) < 0$. If that is the case, we take $e = R\phi$ with $R > 0$ large enough.

For any $R \geq s_M$, we have
$$
J(R\phi) = \frac{1}{2} R^2 |\phi|^2 - \int_{\mathbb{R}^N} F(x,R\phi)dx
\leq \frac{1}{2} R^2 |\phi|^2 - \int_{B(x_0,\delta)} F(x,R)dx
\leq \frac{1}{2} R^2 |\phi|^2 - \int_{B(x_0,\delta)} MK(x)R^2 dx.
$$
Thus,
$$
J(R\phi) = \frac{1}{2} R^2 |\phi|^2 - \int_{\mathbb{R}^N} F(x,R\phi)dx
\leq \frac{1}{2} R^2 |\phi|^2 - M \int_{B(x_0,\delta)} K(x)dx R^2
\leq \frac{1}{2} |\phi|^2 - M \int_{B(x_0,\delta)} K(x)dx < 0.
$$
Therefore, taking $M$ sufficiently large, we obtain
$$
\frac{1}{2} |\phi|^2 - M \int_{B(x_0,\delta)} K(x)dx < 0
$$
which means that for $R > R_0(s_M)$, $J(R\phi) < 0$ and this concludes the proof. \qed
In the following lemma, we prove that the \((C)_c\)-sequence obtained in the previous result is bounded in \(E\).

**Lemma 3.3.** If \(\{u_n\} \subset E\) is a \((C)_c\)-sequence of \(J\), then \(\{u_n\}\) is bounded in \(E\).

**Proof.** Suppose that \(\{u_n\} \subset E\) is a \((C)_c\)-sequence of \(J\), i.e., \(J(u_n) \to c\) and \((1 + \|u_n\|)\|J'(u_n)\|_{E^*} \to 0\) as \(n \to \infty\). Then,

\[
J(u_n) \to c, \quad J'(u_n) u_n \to 0
\]

as \(n \to \infty\). By (9), for \(n\) sufficiently large,

\[
c + o_n(1) = J(u_n) - \frac{1}{2} J'(u_n) u_n = \int_{\mathbb{R}^N} \hat{F}(x,u_n) dx.
\]

We may assume, by contradiction, that for some subsequence, still denoted by \(\{u_n\}\), \(\|u_n\| \to \infty\). We set

\[
w_n = \frac{u_n}{\|u_n\|}.
\]

Then \(\{w_n\}\) is bounded in \(E\) with \(\|w_n\| = 1\) and up to a subsequence we can assume that

\[
w_n \rightharpoonup w
\]

in \(E\) and by Corollary 1

\[
w_n(x) \to w(x)
\]
a.e. in \(\mathbb{R}^N\).

Notice that

\[
J'(u_n) u_n = \int_{\mathbb{R}^N} (|\nabla u_n|^2 + V(x)u_n^2) dx - \int_{\mathbb{R}^N} f(x,u_n) u_n dx
\]

\[
= \|u_n\|^2 - \int_{\mathbb{R}^N} f(x,u_n) u_n dx.
\]

Thus,

\[
\frac{J'(u_n) u_n}{\|u_n\|^2} = 1 - \int_{\mathbb{R}^N} \frac{f(x,u_n) u_n}{\|u_n\|^2} dx.
\]

Therefore,

\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} \frac{f(x,u_n) u_n}{\|u_n\|^2} dx = 1.
\]

Let \(0 \leq a < b \leq +\infty\) and we define

\[
A_n(a,b) = \{ x \in \mathbb{R}^N ; a \leq u_n(x) < b \}.
\]

It follows from (10) that for \(n\) sufficiently large we have

\[
c + o_n(1) = \int_{A_n(a,a)} \hat{F}(x,u_n) dx + \int_{A_n(a,b)} \hat{F}(x,u_n) dx + \int_{A_n(b,\infty)} \hat{F}(x,u_n) dx
\]

Let \(\varepsilon > 0\) be arbitrary and \(C_3 > 0\) be such that \(\|w\|^2_{L^2_k(\mathbb{R}^N)} \leq C_3 \|w\|^2\) for each \(w \in H^1_k(\mathbb{R}^N)\). By \((f_1)\), there exists \(a = a_\varepsilon > 0\) such that \(|f(x,s)| \leq \frac{\varepsilon}{3C_3} K(x)s\) for
each \( |s| \leq a \). Then, for any \( n \in \mathbb{N} \), we have
\[
\int_{A_n(0,a)} \frac{f(x, u_n) u_n}{\|u_n\|^2} \, dx \\
\leq \frac{\varepsilon}{3C_3} \int_{A_n(0,a)} K(x)|u_n| |u_n| \, dx \\
\leq \frac{\varepsilon}{3C_3} \int_{A_n(0,a)} K(x)|w_n| |w_n| \, dx \\
\leq \frac{\varepsilon}{3C_3} C_3 \|w_n\| \|w_n\| = \frac{\varepsilon}{3}
\]
for all \( n \in \mathbb{N} \).

Now we deal with the set \( A_n(b, +\infty) \). Firstly, we notice that by hypotheses \((f_3), (f_4)\) and \((12)\),
\[
\tau = \int_{A_n(b, +\infty)} \hat{F}(x, u_n) \, dx \geq \int_{A_n(b, +\infty)} K(x) \left( \frac{f(x, u_n)}{K(x) u_n} \right)^\tau \, dx \\
\geq c_0 \inf_{s \geq b} \left( \frac{f(x, s)}{s \|K\|_{L^\infty(\mathbb{R}^N)}} \right)^\tau \int_{A_n(b, +\infty)} K(x) \, dx
\]
where the first inequality follows from hypothesis \((f_4)\). Therefore,
\[
\int_{A_n(b, +\infty)} K(x) \, dx \to 0 \tag{13}
\]
as \( b \to +\infty \) uniformly in \( n \).

Hence, we obtain for any \( s \in (1, 2^*) \)
\[
\int_{A_n(b, +\infty)} K(x) |w_n|^s \, dx \\
= \int_{A_n(b, +\infty)} K \frac{s^*}{s^* - s} (x) \hat{F}^\frac{s}{s^*} (x) |w_n|^s \, dx \tag{14}
\]
\[
\leq \left( \int_{A_n(b, +\infty)} K(x) \, dx \right)^{\frac{2^* - s}{2^* - s^*}} \left( \int_{A_n(b, +\infty)} K(x) |w_n|^{2^*} \, dx \right)^{\frac{s}{2^*}} \\
\leq C \left( \int_{A_n(b, +\infty)} K(x) \, dx \right)^{\frac{2^* - s}{2^* - s^*}} \to 0
\]
as \( b \to \infty \) uniformly in \( n \). Thus, by hypothesis \((f_4), (12)\) and \((14)\) it follows that
\[
\int_{A_n(b, +\infty)} f(x, u_n) \frac{u_n}{\|u_n\|^2} \, dx \\
= \int_{A_n(b, +\infty)} f(x, u_n) \frac{|w_n|^2}{u_n} \, dx \\
\leq \int_{A_n(b, +\infty)} K \frac{s-1}{s} (x) \hat{F}^{\frac{s}{2}} (x, u_n) w_n w_n \, dx \\
\leq \left( \int_{A_n(b, +\infty)} K(x) |w_n|^{\frac{2^*}{s-1}} \, dx \right)^{\frac{s-1}{2^*}} \left( \int_{A_n(b, +\infty)} K(x) |w_n|^{\frac{2^*}{s}} \, dx \right)^{\frac{s-1}{2^*}}
\[
\left( \int_{A_n(b, +\infty)} F(x, u_n)dx \right)^{\frac{1}{2}} < \frac{\varepsilon}{3}.
\]

Finally, we deal with the set \( A_n(a, b) \), where \( a \) and \( b \) were chosen in the previous steps. By Remark 3, there is \( R > 0 \) sufficiently large such that
\[
\int_{A_n(a,b)} \frac{f(x, u_n)u_n}{\|u_n\|^2} dx = \left( \int_{A_n(a,b)} \frac{f(x, u_n)}{\|u_n\|^2} V(x)|u_n|^2 dx \right) \leq \frac{\varepsilon R \int_{|x|>R} V(x)|u_n|^2 dx}{6} \leq \frac{\varepsilon}{6} \|u_n\| = \frac{\varepsilon}{6}.
\]

Since \( f(x,s) \) is bounded in compact sets of \( \mathbb{R}^N \times [0, +\infty) \), we have that there exists a constant \( C = C_{a,b,R} > 0 \) such that
\[
\int_{A_n(a,b)} \frac{f(x, u_n)u_n}{\|u_n\|^2} dx \leq \frac{C}{\|u_n\|^2} \leq \frac{\varepsilon}{6}
\]
for \( n \) sufficiently large since we are assuming that \( \|u_n\| \to +\infty \) as \( n \to +\infty \).

Gathering all these informations, we obtain
\[
\int_{\mathbb{R}^N} \frac{f(x, u_n)u_n}{\|u_n\|^2} dx < \varepsilon < 1
\]
and this is a contradiction with (11). Therefore, \( \{u_n\} \) is bounded in \( E \) and the lemma is proved.

**Lemma 3.4.** Let \( V \) satisfies hypotheses (V1) – (V2), \( f \) satisfies (f1) – (f2) and \( \{u_n\} \subset E \) be a bounded sequence. If \( u_n \) is such that \( u_n \rightharpoonup u \) in \( E \), then
\[
\int_{\mathbb{R}^N} f(x, u_n)u_n dx \to \int_{\mathbb{R}^N} f(x, u)udx
\]
as \( n \to +\infty \).

**Proof.** As noticed in Remark 4,
\[
f(x,t) \leq K(x)(\varepsilon t + c_t t^{p-1})
\]
for all \( \varepsilon > 0 \) with some sufficiently large \( c_t > 0 \). Since we are assuming that \( u_n \rightharpoonup u \) in \( E \) it follows from Corollary 1 that
\[
\int_{\mathbb{R}^N} f(x, u_n)|u_n - u| dx
\]
\[
\leq \int_{\mathbb{R}^N} K(x)(\varepsilon u_n + c_t u_n^{p-1})|u_n - u| dx
\]
\[
\leq \varepsilon \|u_n\|_{L^2_K(\mathbb{R}^N)} \|u_n - u\|_{L^2_K(\mathbb{R}^N)} + c_t \|u_n\|^{p-1}_{L^p_K(\mathbb{R}^N)} \|u_n - u\|_{L^p_K(\mathbb{R}^N)} \to 0
\]
as \( n \to +\infty \). Also, by Corollary 1 we have that \( u_n(x) \to u(x) \) a.e. in \( \mathbb{R}^N \) and \( u_n \to u \) in \( L^t_K(\mathbb{R}^N) \) for all \( t \in [2, 2^*) \), which means that
\[
\int_{\mathbb{R}^N} [K^{\frac{1}{t}}(x)u_n - K^{\frac{1}{t}}(x)u]^t dx \to 0
\]
as \( n \to +\infty \). Thus, by the reciprocal of the dominated convergence theorem (see [5, Theorem 4.9]) we have that up to a subsequence, there exists a function \( h \in L^t(\mathbb{R}^N) \)
for all $t \in [2,2^*)$ such that $|K^\frac{1}{2}(x)u_n(x)| \leq h(x)$. Thus,

$$|f(x,u_n)| \leq \varepsilon K(x)u_n + c_\varepsilon K(x)u_n^{p-1}u = \varepsilon K^\frac{1}{2}(x)u_n K^\frac{1}{2}(x)u + c_\varepsilon (K(x)u_n)^{\frac{p-1}{2}} K^\frac{1}{2}(x)u \leq (\varepsilon h_1(x)K^\frac{1}{2}(x)u + c_\varepsilon h_2^{p-1}(x)K^\frac{1}{2}(x)u) \in L^1(\mathbb{R}^N),$$

where $h_1 \in L^2(\mathbb{R}^N)$ and $h_2 \in L^p(\mathbb{R}^N)$ were obtained by the reciprocal of the dominated convergence theorem. Thus, by the dominated convergence theorem we obtain

$$\int_{\mathbb{R}^N} f(x,u_n)u_n dx \rightarrow \int_{\mathbb{R}^N} f(x,u)u dx \quad (17)$$
as $n \rightarrow \infty$.

Gathering (16) and (17) we obtain

$$\int_{\mathbb{R}^N} f(x,u_n)u_n dx \rightarrow \int_{\mathbb{R}^N} f(x,u)u dx \quad (18)$$
as $n \rightarrow \infty$ and the lemma is proved.

4. **Proof of Theorem 1.1.** In this section we prove Theorem 1.1. We denote by $\{u_n\}$ the Cerami sequence obtained in Lemma 3.2, i.e,

$$J(u_n) \rightarrow c \quad \text{and} \quad (1 + \|u_n\|)||J'(u_n)|| \rightarrow 0.$$

It follows from Lemma 3.3 that $\{u_n\}$ is bounded and thus up to a subsequence, we can assume that there is $u \in E$ such that $u_n \rightharpoonup u$ in $E$.

Since $J'(u_n)u_n = o_N(1)$, we have

$$\lim_{n \rightarrow +\infty} \|u_n\|^2 = \lim_{n \rightarrow +\infty} \int_{\mathbb{R}^N} f(x,u_n)u_n dx$$

and thus by Lemma 3.4 we obtain

$$\lim_{n \rightarrow +\infty} \|u_n\|^2 = \int_{\mathbb{R}^N} f(x,u)u dx. \quad (19)$$

Also, since $J'(u_n)u = o_N(1)$, we obtain

$$\|u\|^2 = \int_{\mathbb{R}^N} f(x,u)u dx. \quad (20)$$

Hence, by (19) and (20),

$$\lim_{n \rightarrow +\infty} \|u_n\|^2 = \|u\|^2$$

which shows that

$$u_n \rightarrow u \quad \text{in} \quad E.$$

Therefore, $u$ is a nontrivial solution of problem (1) with $J(u) = c$. Aplying $u^-(x) = \max\{-u(x),0\}$ as a test function in the weak formulation of problem (1) we conclude that $u$ is a nonnegative solution of (1). Besides that, if we assume that the potential $V$ in (1) is bounded, we obtain as a direct consequence of [8, Theorem 8.18] that $u > 0$ which completes the proof.

**Example 1.** Consider the following equation

$$\left\{ -\Delta u + \left( \frac{1}{1+|x|} \right)^\alpha u = \frac{a(x,u)}{1+|x|}u^{p-1}, \quad x \in \mathbb{R}^N, \right\} \quad (21)$$

where $0 < \alpha < 1$, $p \in (2,2^*)$ and the function $a : \mathbb{R}^N \times \mathbb{R} \rightarrow \mathbb{R}$ is such that $0 < a_1 < a(x,s) < a_2$ with $\frac{a_1}{2} - \frac{a_2}{p} > 0$. One can take a function $K : \mathbb{R}^N \rightarrow \mathbb{R}$
given by $K(x) = \frac{1}{1 + |x|^q}$. In this case, hypotheses $(V_1) - (V_2)$ are verified. Also, it is easy to check that hypotheses $(f_1) - (f_5)$ are verified, where hypothesis $(f_4)$ is verified with $\tau = \frac{p}{p - 2}$. Therefore, (20) possesses a positive solution. Notice that if the function $a$ oscillates or decreases, then the function $f(x, s) = \frac{a(x, s)}{(1 + |x|)(s^+)^{p - 1}}$ does not verify any monotonicity condition.

**Example 2.** Consider the equation

$$\begin{cases}
-\Delta u + \left(\frac{1}{1 + |x|^q}\right) u = \frac{b(x, u)}{1 + |x|^q} u \ln(1 + |u|), & x \in \mathbb{R}^N
\end{cases}$$

where $q > N$, $0 < \beta < q$, $b : \mathbb{R}^N \times \mathbb{R} \to \mathbb{R}$ is a continuous nondecreasing function such that $0 \leq b(x, s) \leq 1$ and $b(x, s) \to 1$ as $s \to \infty$ uniformly in $x \in \mathbb{R}^N$. Considering the function $K : \mathbb{R}^N \to \mathbb{R}$ given by $K(x) = \frac{1}{1 + |x|^q}$, we see that hypotheses $(V_1) - (V_2)$ are verified. Also, one can notice that $f(x, s) = \frac{b(x, s)}{1 + |x|^q} s \ln(1 + |s|)$ verifies hypotheses $(f_1) - (f_3)$ and $(f_5)$. In addition, we notice that the function $h : \mathbb{R}^N \times \mathbb{R}^+ \to \mathbb{R}^+$ given by $h(x, s) = s \ln(1 + s) \frac{1}{1 + |s|^q}$ verifies hypothesis $(f_4)$ with $K(x) = \frac{1}{1 + |x|^q}$ for every $\tau > \frac{N}{2}$ and since $b(x, s) \leq 1$ it follows that function $f$ verifies hypothesis $(f_4)$.

Therefore, we have that all hypotheses of Theorem 1 are satisfied and it follows that problem (21) possesses a positive solution. One may notice that the function $f(x, s) = \frac{b(x, s)}{1 + |x|^q} s \ln(1 + |s|)$ does not verify the classical Ambrosetti-Rabinowitz condition.

**Acknowledgment.** The authors are grateful to the referee for the valuable suggestions.

**REFERENCES**

[1] C. O. Alves and M. A. S. Souto, Existence of solutions for a class of nonlinear Schrödinger equations with potential vanishing at infinity, *Journal of Differential Equations*, 254 (2013), 1977–1991.

[2] A. Ambrosetti, V. Felli and A. Malchiodi, Ground states of nonlinear Schrödinger equations with potentials vanishing at infinity, *J. Eur. Math. Soc. (JEMS)*, 7 (2005), 117–144.

[3] A. Ambrosetti and Z.-Q. Wang, Nonlinear Schrödinger equations with vanishing and decaying potentials, *Differential Integral Equations*, 18 (2005), 1321–1332.

[4] D. Bonheure and J. Van Schaftingen, Groundstates for the nonlinear Schrödinger equation with potential vanishing at infinity, *Ann. Mat. Pura Appl.*, 189 (2010), 273–301.

[5] H. Brézis, *Functional Analysis, Sobolev Spaces and Partial Differential Equations*, New York: Springer, 2011.

[6] R. de Marchi, Schrödinger equations with asymptotically periodic terms, *Proc. Roy. Soc. Edinburgh Sect. A*, 145 (2015), 745–757.

[7] Y. Ding and C. Lee, Multiple solutions of Schrödinger equations with indefinite linear part and super or asymptotically linear terms, *J. Differential Equations*, 222 (2006), 137–163.

[8] D. Gilbarg and N. S. Trudinger, *Elliptic Partial Differential Equations of Second Order*, Grundlehren der Mathematischen Wissenschaften, Vol. 224. Springer-Verlag, Berlin-New York, 1977.
[9] Q. Han, Compact embedding results of Sobolev spaces and existence of positive solutions to quasilinear equations, *Bull. Sci. Math.*, 141 (2017), 46–71.

[10] W. Kryszewski and A. Szulkin, Generalized linking theorem with an application to semilinear Schrödinger equation, *Adv. Differential Equations*, 3 (1998), 441–471.

[11] G. Li and A. Szulkin, An asymptotically periodic Schrödinger equation with indefinite linear part, *Commun. Contemp. Math.*, 4 (2002), 763–776.

[12] Y. Li, Z.-Q. Wang and J. Zeng, Ground states of nonlinear Schrödinger equations with potentials, *Ann. Inst. H. Poincaré Anal. Non Linéaire*, 23 (2006), 829–837.

[13] S. Liu, On superlinear Schrödinger equations with periodic potential, *Calc. Var. Partial Differential Equations*, 45 (2012), 1–9.

[14] A. Pankov, Periodic nonlinear Schrödinger equation with application to photonic crystals, *Milan J. Math.*, 73 (2005), 259–287.

[15] C. A. Stuart, Locating Cerami sequences in a mountain pass geometry, *Commun. Appl. Anal.*, 15 (2011), 569–588.

[16] A. Szulkin and T. Weth, Ground state solutions for some indefinite variational problems, *J. Funct. Anal.*, 257 (2009), 3802–3822.

Received October 2019; revised March 2020.

E-mail address: eduard.toon@ufjf.edu.br
E-mail address: pedro.ubilla@usach.cl