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Abstract

We characterise the embedding of the spatial product of two Arveson systems into their tensor product using the random set technique. An important implication is that the spatial tensor product does not depend on the choice of the reference units, i.e. it is an intrinsic construction. There is a continuous range of examples coming from the zero sets of Bessel processes where the two products do not coincide. The lattice of all subsystems of the tensor product is analysed in different cases. As a by-product, the Arveson systems coming from Bessel zeros prove to be primitive in the sense of [15].

1 Introduction

In a series of seminal papers in 1989 and 1990, Arveson associated with every $E_0$-semigroup (a semigroup of unital endomorphisms) on $\mathcal{B}(H)$ its continuous product system of Hilbert spaces, Arveson system for short. Briefly, it is a measurable family of separable Hilbert spaces $\mathcal{E} = (\mathcal{E}_t)_{t \geq 0}$ with an associative identification

$$\mathcal{E}_s \otimes \mathcal{E}_t = \mathcal{E}_{s+t}, \quad s, t \geq 0.$$ 

Arveson showed in [3] that $E_0$-semigroups are classified by their Arveson system up to cocycle conjugacy. By a spatial Arveson system we understand a pair $(\mathcal{E}, u)$ of an Arveson system $\mathcal{E}$ and a normalised unit $u$. The latter is a measurable section $u = (u_t)_{t \geq 0}$ of unit vectors $u_t \in \mathcal{E}_t$ that factor as

$$u_s \otimes u_t = u_{s+t}, \quad s, t \geq 0.$$ 

For a thorough account on Arveson systems we refer to the monograph [4].

It is known that the structure of a spatial Arveson system $(\mathcal{E}, u)$ depends on the choice of the reference unit $(u_t)_{t \geq 0}$. In fact, Tisrelson [30] and Markiewicz
AND POWERS [19] showed for example Arveson systems \((\mathcal{E}_t)_{t \geq 0}\) with normalised units \((u_t)_{t \geq 0}\) and \((v_t)_{t \geq 0}\) that there does not exist an automorphism of \(\mathcal{E}\) that sends \((u_t)_{t \geq 0}\) to \((v_t)_{t \geq 0}\). Thus we have to distinguish Arveson systems and spatial Arveson systems carefully.

The focus of the present paper is the spatial product of two spatial Arveson systems \((\mathcal{E}, u)\) and \((\mathcal{F}, v)\). It is, as a subsystem of \((\mathcal{E}_t \otimes \mathcal{F}_t)_{t \geq 0}\), formally given by

\[
(\mathcal{E}_u \otimes v \mathcal{F})_t = \lim_{n \to \infty} \bigotimes_{i=1}^{n} \left( (u_t \otimes v_t^{-1}) \oplus (C u_t \otimes v_t) \oplus (u_t^{-1} \otimes v_t) \right).
\]

(1)

Here, the limit is taken over finer and finer partitions of \([0, t]\). This is exactly the description of the product system arising from Powers sum of \(E_0-\)semigroups, see [22, 8]. It also arises as a special case of inclusion systems [9]. For this structure, the two units \(u\) and \(v\) are glued together into one unit of the product.

Interestingly, [23] showed that a similar construction works for product systems of Hilbert modules, too. This was very important, since for general product systems of Hilbert modules, the fibrewise tensor product need not yield a product system. Unfortunately, the random set technique used below was not extended to the module situation yet. Thus, we deal here with Arveson systems only.

Not spatial Arveson systems as such, but also their spatial product depends \emph{a priori} on the choice of the reference units of its factors. This immediately raises the question whether different choices of reference units yield isomorphic products or not. In [10] this question was answered in the affirmative sense. One aim of the present papers is to show how this universality comes quite naturally from the random set point of view on Arveson systems. Only after knowing the result from a former version of the present paper, [10] achieved the same goal without explicit reference to random sets. Meanwhile, there are follow-up papers [12, 20] which generalise this result.

From [11] it is easy to see that the spatial product is a subsystem of the tensor product system. Nevertheless, the nature of this embedding is not completely clarified. Using the random set construction of [18], we characterise here the embedding of the spatial product into the tensor product easily. These random set structures arise naturally with any embedding \(\mathcal{G} \subseteq \mathcal{E}\) of Arveson systems in the following way. Consider the projections

\[
P_{s,t} = 1_{\mathcal{E}_1} \otimes \mathcal{P}_{\mathcal{G}_t} \otimes 1_{\mathcal{E}_1^{-s}} \quad \in \mathcal{B}(\mathcal{E}_1 = \mathcal{E}_s \otimes \mathcal{E}_{t-s} \otimes \mathcal{E}_{1-t})
\]

on \(\mathcal{E}_1\). They fulfil the relation

\[
P_{r,s}P_{s,t} = P_{r,t} \quad 0 \leq r \leq s \leq t \leq 1
\]

It was one of the results of [18], inspired by [28], to give the interesting part of the (normal and separable) representation theory of these relations, identifying the
projection $P_{s,t}$ with multiplication by the $\{0, 1\}$-valued random variable
\[
X_{s,t}(Z) = \begin{cases} 
1 & Z \cap [s,t] = \emptyset \\
0 & Z \cap [s,t] \neq \emptyset 
\end{cases}
\]
on the space $\mathcal{C}_{[0,1]} = \{ Z \subseteq [0,1] : Z \text{ closed} \}$ equipped with a suitable probability measure. Multiplicity is encoded in a direct integral of Hilbert spaces as usual, see Theorem 9.3 below. Having the representation for such projections at hand, it is quite easy to compute functions of those projections. In the present situation, we want to compute the projection onto $\left( \mathcal{E}_u \otimes_v \mathcal{F} \right)_1$ which characterises $\mathcal{E}_u \otimes_v \mathcal{F}$ completely. A few basic facts about the relevant measures then yield independence of the construction from the reference units, solving a question raised by Powers in \cite{21}. This solution was presented also in \cite{10} with a different proof not using the random set structure explicitly. But that proof, unobviously, computed just consequences of the random set structure without reference to it. We hope to convince the reader that using random sets gives a much more clear derivation of the results and that the present paper is worthwhile.

Note that there are examples that the two products form nonisomorphic product systems, provided by \cite{21} together with \cite{2} based on the CP-flow technique. Below, another series of examples is provided. Those examples use the Arveson systems coming from the zero sets of Bessel diffusions as introduced already by Tsirelson \cite{28}. Those examples are all of type II$_0$ but nonisomorphic. As a by-product, we show that those product systems are really primitive in the sense that they contain only trivial subsystems. Thus they are also prime product systems in the sense of \cite{15}. Further, spatial products of the Bessel zero Arveson systems have a quite similar structure, with a rich group of automorphisms, compared to the behavior of type I$_1$ Arveson systems under the (spatial) product. Still, we do not know whether these examples really differ from those in \cite{21}. Still, there does not seems to be a proof that the spatial product is intrinsic using the CP-flow technique.
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2 Continuous product systems of Hilbert spaces

Let us start with some definitions.

**Definition 2.1** An Arveson system is a measurable family \( \mathcal{E} = (\mathcal{E}_t)_{t \geq 0} \) of separable Hilbert spaces endowed with a measurable family of unitaries \( V_{s,t} : \mathcal{E}_s \otimes \mathcal{E}_t \rightarrow \mathcal{E}_{s+t} \) for all \( s,t \geq 0 \) which fulfills for all \( r,s,t \geq 0 \)

\[
V_{r,s+t} \circ (1_{\mathcal{E}_r} \otimes V_{s,t}) = V_{r+s,t} \circ (V_{r,s} \otimes 1_{\mathcal{E}_t}).
\]

**Definition 2.2** A unit \( u \) of an Arveson system is a measurable non-zero section \( (u_t)_{t \geq 0} \) through \( (\mathcal{E}_t)_{t \geq 0} \), which satisfies for all \( s,t \geq 0 \)

\[
u_{s+t} = V_{s,t}u_s \otimes u_t = u_s \otimes u_t.
\]

If \( u \) is normalised \( (\|u_t\| = 1 \forall t \geq 0) \), the pair \((\mathcal{E},u)\) is also called spatial Arveson system. For any Arveson system \( \mathcal{E} \) denote \( \mathcal{U}_1(\mathcal{E}) \) the set of all normalised units of \( \mathcal{E} \).

**Remark 1** We do not make the definition of measurability more explicit throughout this paper. For a thorough discussion see [18], especially section 7 there. Most importantly, by [18, Theorem 7.7] existence of a compatible measurable structure for an Arveson system is determined by the algebraic structure (given by the family \((V_{s,t})_{0 \leq s \leq t}\)) alone. The example Arveson systems introduced below obey that condition. Another distinction to [3] is the inclusion of the trivial 0- and 1-dimensional product systems and of time 0. This way the order structure of Arveson subsystems becomes simpler.

In the sequel we drop the operators \( V_{s,t} \) whenever there is no loss of precision.

**Definition 2.3** Let additionally \( \mathcal{F} \) be another Arveson system with unitaries \((W_{s,t})_{0 \leq s,t}\).

1. We say that \( \theta = (\theta_t)_{t \geq 0} \) is an isomorphism of product systems if \( \theta_t : \mathcal{E}_t \rightarrow \mathcal{F}_t \) is a unitary for all \( t \geq 0 \) and for all \( s,t \geq 0 \)

\[
\theta_{s+t} \circ V_{s,t} = W_{s,t} \circ (\theta_s \otimes \theta_t).
\]

If \( \mathcal{F} = \mathcal{E} \), \( \theta \) is called automorphism.

2. We call \( \mathcal{F} \) a subsystem of \( \mathcal{E} \) if \( \mathcal{F}_t \subseteq \mathcal{E}_t \) for all \( t \geq 0 \) and \( W_{s,t} = V_{s,t} |_{\mathcal{F}_s \otimes \mathcal{F}_t} \) for all \( s,t \geq 0 \).
Then

$$\text{Aut}(\mathcal{E}) = \{ \theta : \theta \text{ is an automorphism of } \mathcal{E} \}$$

is a group under pointwise composition, called gauge group of $\mathcal{E}$.

According to [23], [8] we introduce now another product, the spatial product of Arveson systems. For this and further use later, observe by [18, Theorem 5.7] that for an Arveson system $\mathcal{E}$ the set

$$\mathcal{S}(\mathcal{E}) = \{ F : F \text{ is an Arveson subsystem of } \mathcal{E} \}$$

forms a (complete) lattice with respect to the fibrewise inclusion order. Thus $\mathcal{E} \lor \mathcal{F}$ denotes the smallest Arveson subsystem containing both $\mathcal{E}$ and $\mathcal{F}$. Under slight abuse of notation, we identify normalised units $u$ with the subsystem $(Cu_t)_{t \geq 0}$.

**Definition 2.4** Let $(\mathcal{E}, u)$ and $(\mathcal{F}, v)$ be two spatial Arveson systems. We define their spatial product as

$$\mathcal{E}_u \otimes v \mathcal{F} := (u \otimes \mathcal{F}) \lor (\mathcal{E} \otimes v) \subseteq \mathcal{E} \otimes \mathcal{F}$$

For a more explicit definition (see e.g. [8]), let

$$\Pi_t = \{(t_1, \ldots, t_n) : n \in \{1, 2, \ldots\}, t_i > 0, t_1 + \cdots + t_n = t \}$$

describe the set of interval partitions of $[0, t]$ (in a suitable parametrisation). We order $\Pi_t$ by $(t_1, \ldots, t_n) \prec (s_1, \ldots, s_m)$ if $n \leq m$ and there is a strictly increasing map $\phi : \{1, \ldots, n, n+1\} \rightarrow \{1, \ldots, m, m+1\}$ with $\phi(1) = 1$, $\phi(n+1) = m+1$, and

$$t_i = s_{\phi(i)} + \cdots + s_{\phi(i+1)-1} \forall i = 1, \ldots, n.$$

Further, for any vector $w$ in a Hilbert space denote $w^\perp$ its orthogonal complement.

**Proposition 2.1** ([10, Proposition 2.7]) Let $(\mathcal{E}, u)$ and $(\mathcal{F}, v)$ be two spatial Arveson systems. Define Hilbert spaces

$$G^u_{t_i} = u_t \otimes v_t \perp \oplus Cu_t \otimes v_t \oplus u_t^\perp \otimes v_t.$$  \hspace{1cm} (2)

Then for all $t > 0$

$$\left(\mathcal{E}_u \otimes v \mathcal{F}\right)_t = \lim_{(t_1, \ldots, t_n) \in \Pi_t} G^u_{t_1} \otimes G^u_{t_2} \otimes \cdots \otimes G^u_{t_{n-1}} \otimes G^u_{t_n}. \hspace{1cm} (3)$$

**Remark 2** The work on inclusion systems [9] is a direct generalisation of this inductive limit technique.
The main question now is whether the inclusion $E_u \otimes v \subseteq E \otimes F$ might be proper. The answer is reported later.

For any (spatial) Arveson system we introduce its type I part

$$E^U = \bigvee_{u \in U_1(E)} u,$$

the Arveson subsystem generated by its units. $E$ is called type I, if $E = E^U$, type II if $E^U \neq 0$, and type III if $E^U = 0$ or $U_1(E) = \emptyset$. $E^U$ is isomorphic to an Arveson system $(\Gamma(L^2([0,t], \mathcal{H})))_{t \geq 0}$ of symmetric Fock spaces for some separable Hilbert space $\mathcal{H}$ [3]. dim $\mathcal{H}$ is an invariant called index of $E$. We subclassify the types I, II according to their index. This means, e.g., that for $n \in \mathbb{N}$ an Arveson system of type $I_n$ is isomorphic to $(\Gamma(L^2([0,t], \mathbb{C}^n)))_{t \geq 0}$ [3]. It is easy to see that the index is additive under both the tensor product and the spatial product.

### 3 Product Systems and Random Sets

If $E$ is an Arveson system, there is an important unitary one parameter group $(\tau_t)_{t \in \mathbb{R}} \subset \mathcal{B}(E_1)$ acting for $t \in (0,1)$ with regard to the representations $E_{1-t} \otimes E_t \cong E_1 \cong E_t \otimes E_{1-t}$ as flip:

$$\tau_t x_{1-t} \otimes x_t = x_t \otimes x_{1-t} \quad (x_{1-t} \in E_{1-t}, x_t \in E_t).$$

The operators $\tau_t$ for $t \notin (0,1)$ are obtained by 1–periodic continuation. These unitaries yield via

$$\Theta_t(a) = \tau^*_t a \tau_t \quad (a \in \mathcal{B}(E_1)),$$

a periodic one parameter automorphism group $(\Theta_t)_{t \in \mathbb{R}}$ on $\mathcal{B}(E_1)$.

Observe that any Arveson subsystem $G$ of an Arveson system $E$ yields a family $(P_{s,t})_{0 \leq s \leq t \leq 1}$ of projections

$$P_{s,t} = 1_{G_s} \otimes \text{Pr}_{G_{t-s}} \otimes 1_{E_1-t} \in \mathcal{B}(E_1 = E_s \otimes E_{t-s} \otimes E_{1-t}).$$

This family fulfils the following relations

$$P_{s,t} P_{t,u} = P_{s,u} \quad 0 \leq s \leq t \leq u \leq 1$$

$$P_{s+u,t+u} = \Theta_u(P_{s,t}) \quad 0 \leq s \leq t \leq 1, -s \leq u \leq 1 - t.$$

The following theorem makes the rôle of (distributions of) random sets in Arveson systems apparent. Thereby, let $\mathcal{C}[0,1]$ denote the space of closed subsets of the unit interval. It is a compact metric space itself, with a corresponding $\sigma$-field of Borel sets. We implicitly assume all probability measures on $\mathcal{C}[0,1]$ to be defined on this $\sigma$-field.
Theorem 3.1 ([18, Theorem 3.16]) Let $\mathcal{E}$ be an Arveson system, $\omega$ be a faithful normal state on $\mathcal{B}(\mathcal{E}_1)$ and $\mathcal{G}$ be an Arveson subsystem of $\mathcal{E}$.

Then there is a unique probability measure $\mu_{\omega}$ on $C[0,1]$ with

$$\mu_{\omega}(\{Z : Z \cap (\bigcup_i [s_i, t_i]) = \emptyset\}) = \omega(P^g_{s_1, t_1} \cdots P^g_{s_k, t_k}) \quad (0 \leq s_i < t_i \leq 1)$$

Further, there is a unique normal isomorphism $j_{\mathcal{G}}$, $j_{\mathcal{G}} : L^\infty(\mu_{\omega}) \mapsto \{P^g_{s,t} : 0 \leq s < t \leq 1\}'' \subset \mathcal{B}(\mathcal{E}_1)$, with

$$j_{\mathcal{G}}(1_{\{Z \cap [s,t] = \emptyset\}}) = P^g_{s,t} \quad (0 \leq s < t \leq 1).$$

4 Stationary factorising measure types

We saw above that the space $L^\infty(\mu_{\omega})$ seems to play a more fundamental role than the measure $\mu_{\omega}$ itself. That means, equivalent measures yield the same structure. We want to formalise this.

Recall that a measure type is an equivalence class of probability measures, where equivalence of measures $\mu$ and $\nu$ (symbol $\mu \sim \nu$) means that $\mu$ and $\nu$ have the same null sets.

On $C[0,1]$, we have the natural operations of restriction $Z \mapsto Z_{s,t} = Z \cap [s,t]$ and circular shift $Z \mapsto Z + t := Z + t \pmod{1}$. The first gives rise to an image measure $\mu_{s,t}$, the second to the image measure $\mu + t$. The convolution associated with $\cup$ is denoted by $\ast$. These notions transfer naturally to measure types.

Definition 4.1 A measure type $\mathcal{M}$ on $C[0,1]$ is stationary factorising if

$$\mathcal{M}_{rs} \ast \mathcal{M}_{st} = \mathcal{M}_{r,s+t} \quad (0 \leq r < s < t \leq 1)$$
$$\mathcal{M}_{r,s+t} = \mathcal{M}_{r+t,s+t} \quad (0 \leq r < s < t \leq 1)$$

Theorem 4.1 ([18, Theorem 3.22 and Corollary 6.2]) In the situation of Theorem 3.1, $\mathcal{M}^g = \{\mu_{\omega} : \omega \text{ faithful}\}$ is a stationary factorising measure type.

5 The embedding $\mathcal{E}_u \otimes \mathcal{F} \subseteq \mathcal{E} \otimes \mathcal{F}$

We use also the following extension of Theorem 3.1.
Proposition 5.1 ([18, Proposition 3.32]) Suppose for two subsystems $\mathcal{G}_1, \mathcal{G}_2$ of an Arveson system that the projection families $P_{\mathcal{G}_1}, P_{\mathcal{G}_2}$ commute.

Then there exists for all normal states $\omega$ on $\mathcal{B}(\mathcal{E}_1)$ a unique probability measure $\mu_\omega$ on $\mathcal{C}[0,1] \times \mathcal{C}[0,1]$ with

$$
\mu_\omega\left( \{(Z_1, Z_2) : Z_j \cap \bigcup_i [s^j_i, t^j_i] = \emptyset \} \right) = \omega\left( \prod_j \prod_i P^j_{s^j_i, t^j_i} \right).
$$

The corresponding measure type is denoted $\mathcal{M}^{\mathcal{G}_1, \mathcal{G}_2}$. Further, there exists unique isomorphism $J_{\mathcal{G}_1, \mathcal{G}_2} : L^\infty(\mathcal{M}^{\mathcal{G}_1, \mathcal{G}_2}) \rightarrow \mathcal{B}(\mathcal{E}_1)$ with

$$
J_{\mathcal{G}_1, \mathcal{G}_2} (1 \{ (Z_1, Z_2) : Z_j \cap [s^j_i, t^j_i] = \emptyset \} ) = P^j_{s^j_i, t^j_i} \quad (j = 1, 2).
$$

Denote for a closed set $Z \subseteq \mathbb{R}_{\geq 0}$ the set of its limit points by $\hat{Z}$. I.e.,

$$
\hat{Z} = \left\{ t \in Z : \exists t \in Z \setminus \{ t \} \right\} = \left\{ t \in Z : \exists n \in \mathbb{N}, t = \lim_{n \to \infty} t_n \right\}.
$$

This means that $Z \setminus \hat{Z}$ is the countable set of isolated points of $Z$.

Example 5.1 ([18 Proposition 3.33]) Consider $\mathcal{G}_1 = \mathcal{C}u$ for a unit $(u_t)_{t \geq 0}$ and $\mathcal{G}_2 = \mathcal{E}^\mathcal{U}$. Then

$$
J_{\mathcal{G}_1, \mathcal{G}_2} (f) = J_{u, \mathcal{E}^\mathcal{U}} (f) = J_u (g)
$$

where $g(Z) = f(Z, \hat{Z})$.

Proposition 5.2 For spatial Arveson systems $(\mathcal{E}, u)$, $(\mathcal{F}, v)$ it holds

$$
P^\mathcal{E}_s \otimes v \mathcal{F} = J_{\mathcal{E} \otimes u \mathcal{F}} \left( 1 \{ (Z_1, Z_2) : Z_2 \cap [s^j_i, t^j_i] = \emptyset \} \right)
$$

Remark 3 Compare this expression to [27 Theorem 2.1], which seems to compute $P^\mathcal{G}_{0,1}$ in a special case. Observe that the latter projection identifies already the corresponding Arveson subsystem.

Proof. We use Proposition 2.1. Using the notation (2) we derive

$$
G^{u,v}_{t_1} \otimes \mathcal{E}_{t_1} \otimes \mathcal{F}_{t_1} = J_{\mathcal{E} \otimes u \mathcal{F}} \left( 1 \{ (Z_1, Z_2) : Z_1 \cap [0, t] = \emptyset \text{ or } Z_2 \cap [0, t] = \emptyset \} \right).
$$

By normality of $J_{\mathcal{E} \otimes u \mathcal{F}}$ we obtain

$$
P^\mathcal{E} \otimes v \mathcal{F} = \lim_{(t_1, \ldots, t_n) \in \Pi} \Pr_{G^{u,v}_{t_1}} \otimes \Pr_{G^{u,v}_{t_2-t_1}} \otimes \cdots \otimes \Pr_{G^{u,v}_{t_n-t_{n-1}}}
$$

$$
= \lim_{(t_1, \ldots, t_n) \in \Pi} J_{\mathcal{E} \otimes u \mathcal{F}} \left( 1 \{ (Z_1, Z_2) : \forall i : Z_1 \cap [\Sigma^i_{j=1} t_j, \Sigma^i_{j=1} t_j+1] = \emptyset \text{ or } Z_2 \cap [\Sigma^i_{j=1} t_j, \Sigma^i_{j=1} t_j+1] = \emptyset \} \right)
$$

$$
= J_{\mathcal{E} \otimes u \mathcal{F}} \left( \lim_{(t_1, \ldots, t_n) \in \Pi} 1 \{ (Z_1, Z_2) : \forall i : Z_1 \cap [\Sigma^i_{j=1} t_j, \Sigma^i_{j=1} t_j+1] = \emptyset \text{ or } Z_2 \cap [\Sigma^i_{j=1} t_j, \Sigma^i_{j=1} t_j+1] = \emptyset \} \right)
$$

$$
= J_{\mathcal{E} \otimes u \mathcal{F}} \left( 1 \{ (Z_1, Z_2) : Z_1 \cap [0, t] = \emptyset \} \right).
$$
Formula (6) for \( s \neq 0 \) or \( t \neq 1 \) follows immediately since \( P_{0,1}^{E_u \otimes v \mathcal{F}} \) determines the whole Arveson system \( E_u \otimes v \mathcal{F} \). This completes the proof.

**Proposition 5.3** The relation \( E_u \otimes v \mathcal{F} = \mathcal{E} \otimes \mathcal{F} \) is valid if and only if

\[
Z_1 \cap Z_2 = \emptyset \quad (\mathcal{M}^u \otimes \mathcal{M}^v - \text{a.s.}) \quad (7)
\]

if and only if

\[
\hat{Z}_1 \cap \hat{Z}_2 = \emptyset \quad (\mathcal{M}^u \otimes \mathcal{M}^v - \text{a.s.}) \quad (8)
\]

**Proof.** The first assertion is clear. The second one follows from the fact that \( Z_1 \setminus \hat{Z}_1 \) and \( Z_2 \setminus \hat{Z}_2 \) are countable. Since \( (\mathcal{E}, u) \) and \( (\mathcal{F}, v) \) are spatial, both \( Z_1 \) and \( Z_2 \) are different from \([0,1]\) almost surely. Then we know from [18, Proposition 4.4] that such a stationary factorising random set almost never meets a countable set and we conclude

\[
Z_1 \cap Z_2 = \hat{Z}_1 \cap \hat{Z}_2 = \hat{Z}_1 \cap \hat{Z}_2 \quad (\mathcal{M}^u \otimes \mathcal{M}^v - \text{a.s.})
\]

This completes the proof.

**Corollary 5.1** If the lattice \( \mathcal{I}(E_u \otimes v \mathcal{F}) \) has finite depth and (7) is not fulfilled, \( \mathcal{E} \otimes \mathcal{F} \neq E_u \otimes v \mathcal{F} \).

**Proof.** If (7) is not valid, \( E_u \otimes v \mathcal{F} \) is a proper subsystem of \( \mathcal{E} \otimes \mathcal{F} \). If both were isomorphic, iteration of this observation would yield an infinite chain of Arveson subsystems in \( \mathcal{I}(E_u \otimes v \mathcal{F}) \).

**Corollary 5.2** In the following cases we have that \( E_u \otimes v \mathcal{F} = \mathcal{E} \otimes \mathcal{F} \):

1. One of \( \mathcal{E} \) or \( \mathcal{F} \) is type I.
2. \( Z \) is countable \( \mathcal{M}^u \)-a.s. or \( \mathcal{M}^v \)-a.s.

**Proof.** 1. Suppose \( \mathcal{F} \) is type I. Then \( \hat{Z} = \emptyset \) \( \mathcal{M}^v \)-a.s., since \( Z \) is \( \mathcal{M}^v \)-a.s. finite by [18, Proposition 3.33]. (8) gives the desired conclusion.

2. [18, Proposition 4.4] yields again the conclusion.
6 The spatial product does not depend on the units

A direct consequence of Proposition 5.3 is that \( E_u \otimes_v \mathcal{F} \) is intrinsic, i.e. it does not depend on the choice of \( u \) and \( v \). Another formulation of the proof without explicit reference to random sets can be found in [10, Theorem 3.1].

Theorem 6.1 Let \((E,u),(E',u'),(F,v)\) and \((F,v')\) be spatial Arveson systems. Then

\[
E_u \otimes_v F = E_{u'} \otimes_{v'} F.
\]

Proof. We know from [18, Proposition 3.33] for \( f \in L^\infty(\mathcal{M}^u) \) that \( J_{E_u}(f \circ \hat{\cdot}) = J_{E_{u'}}(f) \). By Proposition 5.3 this shows

\[
p^{E_u \otimes_v F}_{s,t} = J_{E \otimes u \otimes \mathcal{F}}(1\{(Z_1,Z_2) : Z_1 \cap Z_2 \cap [s,t]=\emptyset\})
\]

\[
= J_{E \otimes F \mathcal{U}}(1\{(Z_1,Z_2) : Z_1 \cap Z_2 \cap [s,t]=\emptyset\}).
\]

The last expression is independent of \( u \) and \( v \).

Corollary 6.1 It holds

\[
E_u \otimes_v F = (E' \otimes \mathcal{F}) \lor (E \otimes \mathcal{F}'').
\]

Thus, we use \( E \otimes' \mathcal{F} \) as new symbol for \( E_u \otimes_v F \). This is also consistent with the amalgamation procedure from [9]. Note that [10] introduced the symbol \( E \otimes^0 \mathcal{F} \).

7 From measure types to Hilbert spaces

Before we study special examples of Arveson systems, we want to present the general mechanism for constructing those examples. It dates back to Tsirelson [28].

If \( \mu \sim \mu' \) are two measures on the same space (here \( C_{[0,1]} \)), the abelian von Neumann algebras \( \mathcal{L}_\infty(\mu) \) and \( \mathcal{L}_\infty(\mu') \) coincide, and we observe a canonical space \( \mathcal{L}_\infty(\mathcal{M}) \) if \( \mathcal{M} \) is the measure type of \( \mu \) and \( \mu' \). Now we want to present an intrinsic construction of a Hilbert space \( L^2(\mathcal{M}) \). In this we follow [28, 29] or originally [1].

Define for any \( \mu, \mu' \in \mathcal{M} \) a unitary \( U_{\mu,\mu'} : L^2(\mu) \rightarrow L^2(\mu') \) through

\[
U_{\mu,\mu'}(Z) = \frac{d\mu'}{d\mu}(Z) \psi(Z) \quad (\psi \in L^2(\mu), \mu - a.a. Z \in C_{[0,1]}).
\]
Then
\[ L^2(\mathcal{M}) = \{ (\psi_\mu)_{\mu \in \mathcal{M}} : \psi_\mu \in L^2(\mu) \forall \mu \in \mathcal{M}, \psi_{\mu'} = U_{\mu, \mu'} \psi_\mu \forall \mu, \mu' \in \mathcal{M} \} \quad (10) \]
is a Hilbert space with the inner product
\[ \langle \psi, \psi' \rangle_{L^2(\mathcal{M})} = \int \psi_\mu \psi'_{\mu} d\mu. \]
This inner product is independent from the choice of \( \mu \in \mathcal{M} \).

Now we obtain

**Proposition 7.1 ([18, Proposition 4.3])** Let \( \mathcal{M} \) be a stationary factorising measure type on \( C_{[0,1]} \) different from \( \{ \delta_{[0,1]} \} \). Define operators \( V_{s,t} : L^2(\mathcal{M}_0, s) \otimes L^2(\mathcal{M}_0, s+t) \mapsto L^2(\mathcal{M}_0, s+t) \) for \( 0 \leq s, t, s+t \leq 1 \) through
\[
(V_{s,t} \psi \otimes \psi')(\mu_0 + s)(Z) = \psi_\mu(Z \cap [0,s]) \psi'_{\mu'}(Z \cap [s,s+t] - s)
\]
Then \( V_{s,t} \) are well-defined unitaries and give rise to an Arveson system \( \mathcal{E} = \mathcal{E}^{\mathcal{M}} = (\mathcal{E}_t)_{t \geq 0} \) with \( \mathcal{E}_t = L^2(\mathcal{M}_0) \) for \( 0 \leq t \leq 1 \).

One unit \( u \in \mathcal{U}_1(\mathcal{E}) \) is determined by
\[
(u_t)_{\mu_0, t}(Z) = \mu_{0,t}(\{0\})^{-1/2} 1_{\{0\}}(Z)
\]
for \( t \in [0,1] \). Then \( \mathcal{M}^u = \mathcal{M} \).

All examples of such measure types used in this paper come from hitting sets of strong Markov processes \( (X_t)_{t \geq 0} \). Basically, such sets are constructed by
\[
Z = \{ t + \tau : X_t = x^* \}
\]
where \( x^* \) is a suitable point and \( \tau \) is a random variable independent from \( (X_t)_{t \geq 0} \) with law equivalent to Lebesgue measure on \( \mathbb{R}_{\geq 0} \). Please note that only almost sure properties of these random sets are important, not the special probabilistic structure. E.g., without loss of generality, we may assume \( \tau \sim \text{Exp}_1 \).

If \( x^* \) is a suitable point then there is a nonnegative right-continuous increasing process \( (M_s)_{s \geq 0} \) with stationary independent increments up to a certain life time such that conditional on \( X_0 = x^* \),
\[
\{ t : X_t = x^* \} = \{ M_s : s \geq 0 \}
\]
\( (M_s)_{s \geq 0} \) is called subordinator, see [5] for a thorough account on these processes and their range.
For a coarse classification of those random sets, remember the definition of Hausdorff-dimension of a set $Z$. For $\alpha > 0$ the $\alpha$-dimensional Hausdorff measure of a Borel set $Z$ is defined as

$$H^\alpha(Z) = \sup_{\varepsilon > 0} H^\alpha_\varepsilon(Z),$$

where

$$H^\alpha_\varepsilon(Z) = \inf \left\{ \sum_{i \in \mathbb{N}} \Delta(B_i)^\alpha : (B_i)_{i \in \mathbb{N}} \text{ are sets with } \Delta(B_i) \leq \varepsilon \text{ and } \bigcup_{i \in \mathbb{N}} B_i \supseteq Z \right\},$$

denoting $\Delta(B)$ the diameter of $B$. Then the Hausdorff dimension $\dim_H Z$ of a Borel set $Z$ is defined by

$$\dim_H Z = \inf \{ \alpha > 0 : H^\alpha(Z) > 0 \}.$$  

We consider even more special hitting sets, coming from Bessel diffusions:

**Example 7.1** ([28]) Let $(X_t^{(d)})_{t \geq 0}$ be a Bessel diffusion with parameter $d > 0$ starting in a point $x_0 > 0$. This means $(X_t^{(d)})_{t \geq 0}$ is a strong Markov (diffusion) process on $\mathbb{R}_{\geq 0}$ with generator

$$d \mathbb{E}_x f(X_t^{(d)} \bigg|_{t=0}) = \frac{1}{2} f''(x) + \frac{d-1}{2x} f'(x).$$

Throughout this work, let $\mathbb{E}_x$ and $\mathbb{P}_x$ denote the conditional expectation and conditional probability given $X_0 = x$ respectively. For $d \in \mathbb{N}$ we could realise this process via $X_t^{(d)} = \|B_t^d\|$, where $(B_t^d)_{t \geq 0}$ is $d$-dimensional Brownian motion. In the general case, the Bessel process is also defined as the (unique) nonnegative solution of the stochastic differential equation

$$dX_t = dW_t + \frac{d-1}{2} \frac{1}{X_t} dt.$$

Then we write $(X_t^{(d)})_{t \geq 0} \sim \text{BES}(d, x_0)$.

According to the above mentioned scheme, define a random closed set $Z \in C[0,1]$ by

$$Z = \left\{ t \geq 0 : X_t^{(d)} = 0 \right\} \cap [0,1]$$

Observe that in this case the subordinator is stable of index $d$ ([5]). This means

$$\mathbb{E}e^{-\lambda M_t} = e^{\lambda^d}.$$
Moreover, for \( d \geq 2 \), \( Z = \emptyset \) a.s. So we restrict to \( d \in (0,2) \) for the rest of the paper.

Then the measure type \( \mathcal{M}_d = \{ \mu : \mu \sim \mathcal{L}(Z) \} \), which does not depend on \( x_0 \), is stationary factorising. Moreover, \( \mathcal{M}_d \)-a.s. the set \( Z \) has Hausdorff dimension \( 1 - \frac{d}{2} \) near every of its points. This means for all \( (s,t) \) with \( Z \cap (s,t) \neq \emptyset \) it holds \( \dim_H(Z \cap (s,t)) = 1 - \frac{d}{2} \).

As a consequence \( Z \) has no isolated points: \( \hat{Z} = Z \). This immediately implies that the Arveson system \((\mathcal{E}_t)_{t \geq 0}\) determined by \( \mathcal{E}_t = L^2(\mathcal{M}_0, t) \), \( t \in [0,1] \), is type \( \Pi_0 \) [18 Corollary 4.7], [28]. In the sequel, we denote this Arveson system by \( \mathcal{E}^d \).

Further, \( \hat{Z} = Z \) \( \mathcal{M}_d \)-a.s. also implies \( \mathcal{M}_d = \mathcal{M}^d \). The latter measure type is an invariant of \( \mathcal{E} \) by [18 Theorem 3.22] and we conclude that \( \mathcal{E}^d \not\equiv \mathcal{E}^{d'} \) for \( d' \neq d \) (as long as both are \(< 2 \) ), see also [28].

One more construction is useful in the sequel: The local time of the diffusion in \( 0 \). This local time, denoted \((L_t)_{t \geq 0}\), is the inverse of the subordinator \((M_s)_{s \geq 0}\):

\[
L_t = \sup\{s > 0 : \tau + M_s \leq t\}
\]

Since \( t \mapsto L_t \) is a random increasing nonnegative function, it is the cumulative distribution function of a random measure. It is easy to see that the support of this measure is just \( Z \). By results of [13] this measure is just the restriction of a certain Hausdorff measure to \( Z \). Thus this random measure depends on \( Z \) only and we write \( L_t(Z) \).

## 8 Bessel zeros yields primitive Arveson systems

**Definition 8.1** A spatial Arveson system \( (\mathcal{E}, u) \) is called primitive, if \( \mathcal{I}(\mathcal{E}) = \{0,u, \mathcal{E}\} \).

A spatial Arveson system \( (\mathcal{E}, u) \) is prime (spatially prime), if for Arveson systems \( \mathcal{F}, \mathcal{G} \) with \( \mathcal{F} \otimes \mathcal{G} = \mathcal{E} \) \( (\mathcal{F} \otimes \mathcal{G} = \mathcal{E}) \) it follows that either \( \mathcal{F} \) or \( \mathcal{G} \) is trivial, i.e. it is isomorphic to \( (\mathbb{C})_{t \geq 0} \).

According to [18] Proposition 4.32, Note 4.33] for all \( k = 1, 2, \ldots \) there are uncountably many examples of type \( \Pi_k \) Arveson systems which are prime and spatially prime. We now focus on examples of prime type \( \Pi_0 \) Arveson systems.

In [15] there was derived a useful criterion for Arveson systems to be prime:

**Proposition 8.1** If for a spatial Arveson system \( (\mathcal{E}, u) \) the lattice \( \mathcal{I}(\mathcal{E}) \) is totally ordered then \( \mathcal{E} \) is both prime and spatially prime.

Especially, primitive Arveson systems are both prime and spatially prime.

**Proof.** Analogous to [15].
The aim of the present section is the proof of

**Theorem 8.1** $\mathcal{E}^d$ is primitive for all $0 < d < 2$.

**Remark 4** This solves a question raised in [18, Example 5.16]. To our knowledge, these are the first proven nontrivial examples of primitive Arveson systems.

For a proof, we still need some more structure.

**Definition 8.2** Suppose $\mathcal{M}$ is a stationary factorising measure type on $\mathcal{C}[0,1]$. Then an $\mathcal{M}$-local stationary opening is a measurable map $\varphi: \mathcal{C}[0,1] \rightarrow \mathcal{C}[0,1]$ with

1. $\varphi(Z) \subseteq Z$ for all $Z \in \mathcal{C}[0,1]$,
2. $\varphi(Z+t) = \varphi(Z)+t$ for all $t \geq 0$ and $\mathcal{M}$-a.a. $Z$, and
3. $\varphi(Z \cap [s,t]) = \varphi(Z) \cap [s,t]$ for all $0 < s < t \leq 1$ for $\mathcal{M}$-a.a. $Z$.

**Remark 5** The name “opening” for operators with property (i) is common in mathematical morphology, see e.g. [14].

The importance of this notion lies in

**Proposition 8.2** ([18, Lemma 5.14]) Let $\mathcal{M}$ be a stationary factorising measure type on $\mathcal{C}[0,1]$ and $\mathcal{E} = \mathcal{E}^\mathcal{M}$ the associated Arveson system. Suppose $\mathcal{E}$ is type $\mathrm{II}_0$ and $\mathcal{F} \neq 0$ is a subsystem of $\mathcal{E}$.

Then there exists an $\mathcal{M}$-local stationary opening $\varphi$ such that

$$P^\mathcal{F}_{s,t} = 1_{\{Z: \varphi(Z) \cap [s,t] = \emptyset\}} (0 < s < t \leq 1).$$

Conversely, every $\mathcal{M}$-local stationary opening gives rise to a nonzero Arveson subsystem this way.

The next proposition is concerned with the probabilistic characterisation of Arveson subsystems of $\mathcal{E}^d$, or more generally Arveson systems arising from measure types of hitting sets of strong Markov processes. For a stochastic process $\{X_t\}_{t \geq 0}$ on a probability space $(\Omega, \Sigma, P)$ introduce the canonical (augmented) filtration $\Sigma^X$,

$$\Sigma^X_t = \bigcap_{\varepsilon > 0} \sigma\left\{X_s : s \leq t + \varepsilon\right\} \cup \{B \in \Sigma : P(B) = 0\}$$
Proposition 8.3 Let \((X_t)_{t \geq 0}\) be a strong Markov process with a.s. continuous paths in \(\mathbb{R}^m\) such that for some \(x^* \in \mathbb{R}^m\) the distribution of
\[
Z^X = \{t \in [0, 1] : X_t = x^*\} \in \mathcal{C}_{[0,1]}
\]
is quasistationary and quasifactorising with measure type \(\mathcal{M}\).

If the filtration \(\Sigma^X\) is right continuous then any \(\mathcal{M}\)-local stationary opening fulfils either \(\varphi(Z) = 0\ \mathbb{P}\text{a.s.}\) or \(\varphi(Z) = Z\ \mathbb{P}\text{a.s.}\).

Proof. For realisations with \(Z^X = \emptyset\) there is nothing to prove. We introduce the random variable \(\tau = \inf\{t > 0 : X_t = x^*\}\) such that \(X_\tau = x^*\). Then the random variable
\[
Y = \begin{cases} 1 & \tau \in \varphi(Z^X) \\ 0 & \tau \notin \varphi(Z^X) \end{cases}
\]
is well-defined. Now by the strong Markov property, the process \((X_t)_{t \geq 0}\), \(X_t = X_{\tau+s}\), is distributed according to \(\mathbb{P}_{\tau^*}\). By definition and locality of \(\varphi\), \(Y\) is \(\cap_{\varepsilon > 0} \Sigma^X\)-measurable. Thus, by the Blumenthal 0-1 law, \(\mathbb{P}(Y = 1) \in \{0, 1\}\). Moreover, from [17, Theorem 22.13] we know that
\[
Z^X = \{M_s + \tau : s \geq 0\} \cap [0, 1]
\]
where \((M_s)_{s \geq 0}\) is the subordinator associated with \(X\) and \(x^*\) which is independent of \(\tau\). It follows from the time symmetry of subordinators that we can apply the same arguments to the set \(T - Z^X_{0,T}\). This means for \(\tau_T = \sup\{t < T : X_t = x^*\}\) that \(\mathbb{P}(\tau_T \in \varphi(Z^X)) \in \{0, 1\}\), too. Introduce for all \(q \in \mathbb{Q} \cap \mathbb{R}_{\geq 0}\) random variables \(Y^\pm_q \in \{0, 1\}\):
\[
Y^+_q = \begin{cases} 1 & \text{if } \inf(Z^X \cap (q, \infty)) = \inf(\varphi(Z^X) \cap (q, \infty)) \\ 0 & \text{otherwise} \end{cases}
\]
and
\[
Y^-_q = \begin{cases} 1 & \text{if } \sup(Z^X \cap (0, q)) = \sup(\varphi(Z^X) \cap (0, q)) \\ 0 & \text{otherwise} \end{cases}
\]
It is easy to see from quasistationarity and quasifactorisation that there exists a fixed \(y \in \{(0,0), (0,1), (1,0), (1,1)\}\) such that it holds \(\mathbb{P}\)-a.s. \((Y^-_q, Y^+_q) = y\) for all positive \(q \in \mathbb{Q} \cap \mathbb{R}_{\geq 0}\).

It is clear that \(y = (0,0)\) implies \(\varphi(Z) = 0\). Similarly, \(y = (1,1)\) implies \(\varphi(Z) = Z\).

Let us exclude \(y = (0,1)\). Choose some \(t \in Z^X \setminus \varphi(Z^X)\) and \(q_n \nearrow_{n \to \infty} t, q_n \in \mathbb{Q} \cap (0,t)\). Then \(Y^+_q = 1\) indicates that there are \(t_n \in \varphi(Z^X), q_n < t_n < t\). This implies \(\lim_{n \to \infty} t_n = t\). Since \(\varphi(Z^X)\) is closed, \(t \in \varphi(Z^X)\) contradicting \(t \in Z^X \setminus \varphi(Z^X)\).

The case \(y = (1,0)\) is excluded by the same arguments. This completes the proof. \[\square\]
Remark 6 There is the more general bar code construction of [29] giving a vast resource for examples of quasistationary quasifactorising random sets from hitting times sets of diffusions. Unfortunately, Proposition 8.3 does not apply in general, for the hitted set used in [29] is not point like.

Proof of Theorem 8.1 The claim follows from application of the previous result and Proposition 8.2 to $x^* = 0$ and $(X_t)_{t \geq 0} \sim \text{BES}(d, x_0)$.

We can prove even more than primitivity for $\mathcal{E}d$, its gauge group is two-dimensional. Remember the definition of $L_t(Z)$ from Example 7.1

Theorem 8.2 Any $\theta \in \text{Aut}(\mathcal{E}d)$ has the form

$$\theta_t f(Z) = e^{i(\gamma_0 t + \gamma_1 L_t(Z))} f(Z)$$

for some real $\gamma_0, \gamma_1$.

Remark 7 A similar theorem holds for endomorphisms.

Proof. We know that $\theta$ should leave $\mathcal{E}d$ invariant. Thus there is $\gamma_0 \in \mathbb{R}$ such that

$$\theta_t u_t = e^{i\gamma_0 t} u_t$$

for the standard unit of $\mathcal{E}d$. Without loss of generality, let $\gamma_0 = 0$. Then $\theta_1$ shall commute with all the projections $P_{s,t}$ defined by the unit through [5]. But those projections generate a maximal abelian von Neumann subalgebra of $\mathcal{B}(\mathcal{E}_1)$. Thus $\theta_1$ is in this subalgebra and we find a measurable function $\lambda: \mathcal{E}_{[0,1]} \mapsto \mathbb{T}$ such that $\theta_1 f(Z) = \lambda(Z) f(Z)$. Now we obtain from $\gamma_0 = 0$ that $\lambda(0) = 1$. Furthermore, for all $t$ and $\mathcal{M}_d$-a.a. $Z \in \mathcal{E}_{[0,1]}$ it must hold

$$\lambda(Z + t) = \lambda(Z)$$

$$\lambda(Z) = \lambda(Z_{0,t}) \lambda(Z_{t,1}).$$

From these relations, we could extend $\lambda$ to $\bigcup_{n \geq 1} \mathcal{E}_{[0,n]}$, e.g. on $\mathcal{E}_{[0,2]}$

$$\lambda(Z) = \lambda(Z_{0,1}) \lambda(Z_{1,2} - 1).$$

Suppose now $Z \in \mathcal{E}_{[0,2]}$ is the full zero set of a Bessel process with first hitting time $\tau$. Remember the definition of the subordinator $(M_s)_{s \geq 0}$ from Example 7.1 Then it is easy to see from the strong Markov property and measurability of $\lambda$ that the $S^1$-valued process $(\eta_s)_{s \geq 0}$,

$$\eta_s(Z) = \lambda(Z \cap [0, \tau + M_s])$$
has stationary independent multiplicative increments and measurable paths. Fix \( \varepsilon > 0 \). Then the latter property shows that the set \( S^\varepsilon(Z) \) of times \( s \), where \( \eta \) makes larger jumps than \( \varepsilon \), is locally finite almost surely. Consequently,

\[
\phi(Z) = \{ \tau + M_s : s \in S^\varepsilon(Z) \}
\]

is an \( \mathcal{M}_d \)-local stationary opening with \( \phi(Z) \subseteq Z \). By Proposition 8.2 \( \phi(Z) = \emptyset \) a.s. Since \( \varepsilon \) was arbitrary, \( \eta \) must have continuous paths a.s.

As a consequence, there is almost surely a continuous version of

\[
t \mapsto \frac{1}{i} \log \lambda(Z \cap [0,t]) = \zeta_t(Z).
\]

Clearly, \( (\zeta_t)_{t \geq 0} \) is an additive functional of the Bessel process. Since \( \lambda(\emptyset) = 1 \) \( \xi \) changes only on the zero set \( Z \). By [17] Theorem 19.24, \( \zeta \) has to be a multiple of the local time. Thus there is some \( \gamma_1 \in \mathbb{R} \) such that

\[
\lambda(Z) = e^{i\gamma_1 L_1(Z)}
\]

for \( \mathcal{M}_d \)-a.a. \( Z \in \mathcal{C}[0,1] \). As \( \theta_1 \) determines \( \theta \), this completes the proof. \( \square \)

9 Products of Arveson systems of Bessel zeros

Now we want to analyse the spatial and tensor products of the Arveson systems \( \mathcal{E}^d, \mathcal{E}^{d'} \).

First we want to check the condition from Proposition 5.3. Remember that \( \dim_H(Z) \) is the Hausdorff dimension of any set \( Z \subseteq [0,1] \).

**Theorem 9.1** Assume that \( 0 < d_1, d_2 < 2 \) and let the distribution of \( Z_i, i = 1,2 \) be from \( \mathcal{M}_{d_i} \).

If \( d_1 + d_2 \geq 2 \) then almost surely \( Z_1 \cap Z_2 = \emptyset \) and \( \mathcal{E}^{d_1} \otimes \mathcal{E}^{d_2} = \mathcal{E}^{d_1} \otimes \mathcal{E}^{d_2} \).

If \( d_1 + d_2 < 2 \) then with positive probability \( Z_1 \cap Z_2 \neq \emptyset \). Furthermore, almost surely for all \( s < t \) with \( Z_1 \cap Z_2 \cap (s,t) \neq \emptyset \)

\[
\dim_H(Z_1 \cap Z_2 \cap (s,t)) = 1 - \frac{d_1 + d_2}{2}
\]

Consequently, in this case,

\[
\mathcal{E}^{d_1} \otimes \mathcal{E}^{d_2} \not\subseteq \mathcal{E}^{d_1} \otimes \mathcal{E}^{d_2}.
\]

**Proof.** By a result of SHIGA AND WATANABE [26], we know that for Bessel processes \( (X_t)_{t \geq 0} \sim \text{BES}(d,x), (X'_t)_{t \geq 0} \sim \text{BES}(d',x') \) the process \( Y \),

\[
Y_t = \sqrt{X^2_t + (X'_t)^2}
\]
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Proof. Since the index of Arveson systems is additive, $Z$ is either almost surely the identity from $\mathcal{M}_d + d'$-a.s. or $\mathcal{M}_d + d'$-a.s. either $Z \cap [s, t] = \emptyset$ or $\dim_H(Z \cap [s, t]) = 1 - \frac{d + d'}{2}$, this proves the required statements.

Remark 8 Please note that we used the special structure of $\mathcal{M}_d$ here. Neverthe-
less, most of the implications hold true in much more generality, using techniques
from [10] to compute Hausdorff dimensions of stationary random sets.

Theorem 9.2 Suppose $d_1 \neq d_2$, $0 < d_1, d_2 < 2$.

Then

$$\mathcal{E}^{d_1} \otimes \mathcal{E}^{d_2} \cong \mathcal{E} \cdot \mathcal{M}_d \cdot \mathcal{M}_d.$$ 

Moreover, $\mathcal{E}^{d_1} \otimes \mathcal{E}^{d_2}$ has at most 5 proper subsystems: $0$, $u \otimes v$, $u \otimes \mathcal{E}^{d_2}$,
$\mathcal{E}^{d_1} \otimes v$, and $\mathcal{E}^{d_1} \otimes v \cdot \mathcal{E}^{d_2}$. The last one appears if and only if $d_1 + d_2 < 2$. Then it is not isomorphic to $\mathcal{E}^{d_1} \otimes \mathcal{E}^{d_2}$.

Proof. Since the index of Arveson systems is additive, $\mathcal{E}^{d_1} \otimes \mathcal{E}^{d_2}$ is of type II$_0$
again. Thus it has only one one-dimensional subsystem $u \otimes v$. The measure type
related to this embedding comes from the distribution of $Z_1 \cup Z_2$ where $(Z_1, Z_2)$
has a distribution from $\mathcal{M}_{d_1} \otimes \mathcal{M}_{d_2}$.

Assume w.l.o.g. $d_1 > d_2$. Then we can almost surely recover $Z_2$ via

$$Z_2 = \left\{ t \in Z_1 \cup Z_2 : \dim_H((Z_1 \cup Z_2) \cap (s, s')) = 1 - \frac{d_2}{2}, \forall s, s' \in \mathbb{Q}, s < t < s' \right\}.$$ 

Further, (13) and $d_1 > \frac{d_1 + d_2}{2} - 1$ show that $Z_1 \setminus Z_2$ must be dense near every point
of $Z_1$. This gives $Z_1 = (Z_1 \cup Z_2) \setminus Z_2$.

We conclude that the distribution of $Z_1 \cup Z_2$ is measure isomorphic to the distribution
of $(Z_1, Z_2)$ or $\mathcal{E}^{d_1} \otimes \mathcal{E}^{d_2} \cong \mathcal{E} \cdot \mathcal{M}_d \cdot \mathcal{M}_d$.

Moreover, every $\mathcal{M}_{d_1} \cdot \mathcal{M}_{d_2}$-local stationary opening $\varphi$ induces an $\mathcal{M}_{d_1}$-local
stationary opening $\varphi_1$ and an $\mathcal{M}_{d_2}$-local stationary opening $\varphi_2$ if one of the two
sets is empty. That means for $\mathcal{M}_{d_1}$-a.a. $Z_1$ and $\mathcal{M}_{d_2}$-a.a. $Z_2$

$$\varphi(Z_1 \cup \emptyset) = \varphi_1(Z_1) \quad \text{and} \quad \varphi(\emptyset \cup Z_2) = \varphi_2(Z_2).$$ 

By Proposition 8.2 each of the maps $\varphi_1$ and $\varphi_2$ is either almost surely the identity
or almost surely constant to the empty set.

If $\varphi_1(Z) = \emptyset$ for all $Z$, locality implies $\varphi((Z_1 \cup Z_2) \cap (s, t)) = \emptyset$ for all $s, t$ such
that $Z_2 \cap (s, t) = \emptyset$. If additionally $\varphi_2(Z) = \emptyset$ for almost all $Z$, we see $\varphi((Z_1 \cup Z_2) \subseteq$
Z_1 \cap Z_2. Now observe that Z_1 \cap Z_2 is the set of zeros of (X^{(d_1)}_t, X^{(d_2)}_t)_{t \geq 0}. Applying Proposition 8.3 again yields either \( \varphi(Z_1 \cup Z_2) = Z_1 \cap Z_2 \) or \( \varphi(Z_1 \cup Z_2) = \emptyset \) almost surely. In the former case, we obtain the subsystem \( \mathcal{E}^{d_1} \otimes \mathcal{E}^{d_2} \). In the latter case we find the subsystem \( \mathcal{E}^{d_1} \otimes \mathcal{E}^{d_2} \).

If for almost all \( Z \) \( \varphi_1(Z) = \emptyset \) and \( \varphi_2(Z) = Z \) then \( \varphi(Z_1 \cup Z_2) \cap (s,t) = Z_2 \cap (s,t) \) if \( Z_1 \cap (s,t) = \emptyset \) such that \( \varphi(Z_1 \cup Z_2) = Z_2 \). The subsystem must be \( \mathcal{E}^{d_1} \otimes \nu \).

Similar arguments work for \( \varphi_2(Z) = \emptyset \) giving the subsystem \( u \otimes \mathcal{E}^{d_2} \).

Therefore, only the 5 listed subsystems are possible. Theorem 9.1 gives the assertion.

**Remark 9** This result is very similar to [21, Theorem 3.5]. But there only the “diagonal” case \( d_1 = d_2 \) is considered. The only formal difference we see is the use of all positive contractive cocycles as invariant, whereas we deal with projection valued cocycles (corresponding to Arveson subsystems). In our examples, the space of nontrivial positive contractive cocycles of \( \mathcal{E}^d \) is one-dimensional, [21] gives at least an estimate of dimension 2. This indicates that the two examples are nonisomorphic. But, different from us, [21] does not compute all subsystems.

Of course it would be quite interesting to translate the QP-flows used by [21] and others into the random-set picture by computing their Arveson system.

To complete the picture a bit more, we present a slightly surprising result in the diagonal case.

The “diagonal case” \( d_1 = d_2 = d \) is more involved since we cannot transform the situation into a question involving one random set in \([0,1]\]. We need direct integrals dealing with the multiplicity issue of representations of abelian von Neumann algebras, here \( L^\infty(\mathcal{M}) \) for the measure type \( \mathcal{M} \) coming from embedding \( G = u \otimes u \subset \mathcal{E} \), see [18, section 6]. This theory gives us

\[
\mathcal{E}_t = \int^{\oplus} \mu(dZ) \mathcal{H}_Z^t
\]

for a measurable family of Hilbert spaces \( (\mathcal{H}_Z^t)_{Z \in \mathcal{E}_{[0,1]}^d} \) and some \( \mu \in \mathcal{M}_{0,t} \). But, also the change of measures and the product of the Arveson system should play a rôle.

For general embeddings \( \mathcal{G} \subset \mathcal{E} \), we look at a measurable family of Hilbert spaces \( H = (\mathcal{H}_Z^t)_{t \geq 0, Z \in \mathcal{G}_{[0,1]}^d} \) with

1. \( \mathcal{H}_z^0 = \mathcal{G}_t \) for all \( t \geq 0 \).
Proof. From Theorem 9.1 we know under integration with respect to the measure $\mu$ such that

$$J_{P}$$

for the next result, let $F$ be an Arveson system

Then $\mathcal{M}$ is equipped with product unitaries $(W, s, t)_{s, t \geq 0}$. Thus, $\mathcal{F}$ is equipped with product unitaries $(W, s, t)_{s, t \geq 0}$.

Then $\mathcal{F}$ is an Arveson system, see [18 Lemma 6.6], denote it by $\mathcal{E} = \mathcal{E}$. We need the following result

**Theorem 9.3** ([18, Theorem 6.7]) Let $\mathcal{E}$ be an Arveson system, $\mathcal{E} \subseteq \mathcal{E}$ a subsystem and $\mathcal{M} = \mathcal{M}^{\mathcal{E}}$ the corresponding measure type.

Then there exists a measurable family of Hilbert spaces $H = (H^{(Z)})_{Z \in \mathcal{E}}$ such that $\mathcal{E} \cong \mathcal{E} \otimes \mathcal{M}^{\mathcal{E}}$ under an isomorphism respecting the natural actions of $J_{\mathcal{E}}(L^{\infty}(\mathcal{M}^{\mathcal{E}}))$ and $L^{\infty}(\mathcal{M}^{\mathcal{E}})$.

For the next result, let $\mathbb{P}^{1}_{C}$ denote the one-dimensional complex projective space, i.e. the space of all one-dimensional subspaces of $C^{2}$.

**Theorem 9.4** Suppose $d \geq 1$.

Then $\mathcal{M} \otimes \mathcal{M} = \mathcal{M}$ and thus $\mathcal{E} \otimes \mathcal{E} \not\cong \mathcal{E} \otimes \mathcal{M} \otimes \mathcal{M}$.

Moreover, $\mathcal{E} \otimes \mathcal{E}$ has infinitely many proper subsystems: $0, u \otimes u$, and a continuum $(\mathcal{E}^{c})_{\mathbb{Z} \in \mathbb{P}^{1}_{C}}$ of subsystems isomorphic to $\mathcal{E}$. Thus, $\mathcal{F}(\mathcal{E} \otimes \mathcal{E})$ has depth 4.

**Proof.** From Theorem 9.1 we know under $\mathcal{M} \otimes \mathcal{M}$ that $Z_{1} \cap Z_{2} = \emptyset$ a.s. Therefore, [18 Proposition 4.20] shows $\mathcal{M} \otimes \mathcal{M} = \mathcal{M}$. This gives us another view on the random set $(Z_{1}, Z_{2}) \sim \mathcal{M} \otimes \mathcal{M}$ underlying the Arveson system $\mathcal{E} \otimes \mathcal{E}$: we could condition on $Z = Z_{1} \cup Z_{2}$. If $\mathcal{L}(Z_{1}), \mathcal{L}(Z_{2}) = \mu$, we obtain the conditional distribution of the pair $(Z_{1}, Z_{2})$ given $Z_{1} \cup Z_{2} = Z$ as a stochastic kernel $q_{\mu}(\cdot | Z)$.

Let us consider the direct integral representation of $\mathcal{E}$. We derive it by disintegration with respect to the measure $\mu \star \mu \in \mathcal{M}$, i.e.

$$(\mathcal{E} \otimes \mathcal{E})_{\mathcal{F}} = \int_{\mathbb{P}^{1}_{C}} \mu \star \mu (dZ) H^{(Z)}_{\mathcal{F}}$$
with

\[ H_Z^2 = L^2(\mu(\cdot | Z)). \]

Observe that for \( \mu, \mu' \in \mathcal{M}_d \) the conditional distributions \( q_\mu(\cdot | Z) \) and \( q_\mu'(\cdot | Z) \) are equivalent for almost all \( Z \).

Since \( Z_1 \cap Z_2 = \emptyset \) a.s., there is a partition \( t = (t_1, \ldots, t_n) \in \Pi^1 \) such that for all \( i \) either \( Z_1 \cap [t_1 + \cdots + t_{i-1}, t_1 + \cdots + t_i] = \emptyset \) or \( Z_2 \cap [t_1 + \cdots + t_{i-1}, t_1 + \cdots + t_i] = \emptyset \).

We describe this situation by \( (Z_1, Z_2) \to t \). We could even choose the \( t_i \in \mathbb{Q} \).

Further, \( Z \leftrightarrow \mathcal{M} \) and \( \mu \leftrightarrow \mathcal{M} \) are determined by Hilbert spaces \( H_t' \subseteq H_t \) sharing the tensor products from the family \( H \).

We introduce now the spaces

\[ G_{t,Z} = \left\{ \left( \frac{\psi(Z,0)}{\psi(0,Z)} : \psi \in H_{t,Z}' \right) \right\} \subseteq \mathbb{C}^2, \]

\( t \in [0,1], Z \in \mathcal{C}_{[0,t]} \).

By symmetry of \( \mu \otimes \mu \), these spaces are independent from the choice of the measure \( \mu \in \mathcal{M}_d \):

\[ U_{\mu \otimes \mu', \mu' \otimes \mu'} \psi(Z,0) = \sqrt{\frac{q_{\mu'}([\{ (Z,0) \} | Z])}{q_{\mu}([\{ (Z,0) \} | Z])}} \psi(Z,0) \]

\[ U_{\mu \otimes \mu, \mu' \otimes \mu'} \psi(0,Z) = \sqrt{\frac{q_{\mu'}([\{ (0,Z) \} | Z])}{q_{\mu}([\{ (0,Z) \} | Z])}} \psi(0,Z) = \sqrt{\frac{q_{\mu'}([\{ (Z,0) \} | Z])}{q_{\mu}([\{ (Z,0) \} | Z])}} \psi(0,Z). \]

It is easy to see that the family \( H_t' \) is uniquely determined by \( G \). For, consider \( Z \) distributed according to \( \mathcal{M}_d \) and a partition \( t \in \Pi^1 \) like mentioned above. Then

\[ H_{1,Z}' = H'_{t_1,z_0,t_1} \otimes H'_{t_2,z_1,t_1+t_2-t_1} \otimes \cdots \otimes H'_{t_n,z_{n-1},t_1+\cdots+t_{n-1}+t_{n-1}} \]

So

\[ \left\{ \left( \psi(Z_1, Z_2) \right)_{(Z_1, Z_2) \to t} : \psi \in H_{1,Z}' \right\} \subseteq \mathbb{C}^{2^u}, \]

is fixed. Varying \( t \), we find that \( H_{1,Z}' \) and consequently all \( H_{t,Z}' \) are fixed by \( G_{t,Z} \).

How does \( G_{t,Z} \) depend on \( t \) and \( Z \)? Of course, \( G_{t,Z} = G_{t,Z+s} \) for all \( s \), since \( \mathcal{G} \) is a subsystem. Consider first

\[ Q = \left\{ Z \in \mathcal{C}_{[0,1]} : \left( \begin{array}{c} 1 \\ 1 \end{array} \right) \in G_{1,Z} \neq \emptyset \right\}. \]

It is easy to see that \( Z \in Q \) if and only if \( (Z_{0,t} \in Q) \land (Z_{t,1} \in Q) \). Also, \( Z \in Q \) if and only if \( Z + t \in Q \). \( \mathcal{M}_d \)-a.s. Thus \( 1_Q \) is the projection onto \( \mathcal{G}_1 \) for a subsystem of \( \mathcal{G}^d \).
By Theorem 8.1, those are trivial and \( \emptyset \in Q \), thus either \( Q = \{ \emptyset \} \) or \( Q = \mathcal{C}[0,1] \) almost surely. A similar argument applies to \( Q' = \left\{ Z \in \mathcal{C}[0,1] : \left( \frac{1}{C} \right) \cap G_{t,Z} \neq \emptyset \right\} \).

If both \( Q = Q' = \{ \emptyset \} \), \( G_{t,Z} = \left( \begin{array}{c} 0 \\ 0 \end{array} \right) \) unless \( Z = \emptyset \). This means \( \mathcal{G} = u \otimes u \).

If \( Q = \{ \emptyset \} \), \( Q' = \mathcal{C}[0,1] \), \( G_{t,Z} = \left( \begin{array}{c} 0 \\ C \end{array} \right) \) unless \( Z = \emptyset \). This means

\[
H'_{t,Z} = \{ \psi : \psi(Z_1,Z_2) = 0 \text{ unless } Z_1 = 0 \}
\]

The case \( Q' = \{ \emptyset \} \) and \( Q = \mathcal{C}[0,1] \) is discussed similarly.

Now suppose \( Q = Q' = \mathcal{C}[0,1] \). Let

\[
Q'' = \left\{ Z \in \mathcal{C}[0,1] : \dim G_{t,Z} = 1 \right\}
\]

Again we see that \( Z \in Q'' \) if and only if \((Z_0,t, Z_t) \in Q'' \). Furthermore, \( Z \in Q'' \) if and only if \( Z + t \in Q'' \). So there are two possibilities: If \( Q'' = \{ \emptyset \} \), \( G_{t,Z} = \mathbb{C}^2 \) unless \( Z = \emptyset \). This means \( H'_{t,Z} = H_{t,Z} \). Otherwise, \( Q'' = \mathcal{C}[0,1] \) implies there is some \( \lambda(t,Z) \in \mathbb{C} \setminus \{0\} \) such that \( G_{t,Z} = \mathbb{C} \left( \begin{array}{c} 1 \\ \lambda(t,Z) \end{array} \right) \). Of course, \( \lambda \) is stationary and fulfills almost surely

\[
\lambda(1,Z) = \lambda(t,Z_0) \lambda(1-t,Z_{0,1})
\]

Since \( \lambda \) has to be measurable and \( \lambda(t,\emptyset) = 1 \), we find similar to Theorem 8.2 some \( w \in \mathbb{C} \) such that

\[
\lambda(t,Z) = e^{wL_t(Z)}
\]

This completes the proof. \( \blacksquare \)

**Remark 10** Clearly, the gauge group of \( \mathcal{E}^d \otimes \mathcal{E}^d \) is nontrivial. Nevertheless, this is already for \( \mathcal{E}^d \) the case, see Theorem 8.2. Nevertheless, the gauge group of \( \mathcal{E}^d \otimes \mathcal{E}^d \) is even not the direct square of the gauge groups. This resembles the type I case. Loosely speaking, we would classify

\[
\begin{align*}
\mathcal{E}^d & \quad \text{to be of type } \mathcal{M}_d,0 \\
\mathcal{E}^d \otimes \mathcal{E}^d & \quad \text{to be of type } \mathcal{M}_d,1 \\
\mathcal{E}^d \otimes \mathcal{E}^d \otimes \mathcal{E}^d & \quad \text{to be of type } \mathcal{M}_d,2 \\
& \quad \vdots
\end{align*}
\]

We derive here some kind of conditional index. It is given by \( \dim G_{t,Z} - 1 \), which is essentially independent of \( t \) and \( Z \) as shown in the proof above. Even more, the sections \( u_{t,Z} \)

\[
u_{t,Z,\mu}(Z_1,Z_2) = c_{t,Z,\mu} e^{wL_t(Z_1)}
\]
play the rôle of “conditional units”. For instance, for carefully chosen constants $c_t, Z, \mu$ they fulfil

$$u^w_{s, Z} \otimes u^w_{s, Z'} = u^w_{s+\frac{1}{2}, Z \cup (Z'+s)}.$$ 

**Remark 11** This similarity with the Arveson system of type $I_1$ or Arveson systems of type $II_1$ as constructed from [18, section 4.3] gives rise to the following question:

Let $\mathcal{G}_1, \mathcal{G}_2$ be two different but isomorphic subsystems of an Arveson system $\mathcal{E}$.

Does there exist a $\mathbb{P}^1_{C^*}$-parametrised family of mutually different subsystems of $\mathcal{E}$, all of which are isomorphic to $\mathcal{G}_1, \mathcal{G}_2$?

**Remark 12** If $d < 1$, we expect a more complicated structure and $\mathcal{I}(\mathcal{E}^d \otimes \mathcal{E}^d)$ to have again depth 5. Surely, there is a chain of length 5, but now we are not so sure about the subsystems “between” $\mathcal{E}^d \otimes \mathcal{E}^d$ and $\mathcal{E}^d \otimes \mathcal{E}^d$. At least there seem to be parallels to type $II_1$ Arveson systems.

Observe that the analysis of the spatial product $\mathcal{E}^d \otimes \mathcal{E}^d$ remains unchanged from the case $d \geq 1$.
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