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Abstract—We propose a multi-tone decomposition algorithm that can find the frequencies, amplitudes and phases of the fundamental sinusoids in a noisy observation sequence. Under independent identically distributed Gaussian noise, our method utilizes a maximum likelihood approach to estimate the relevant tone parameters from the contaminated observations. When estimating $M$ number of sinusoidal sources, our algorithm successively estimates their frequencies and jointly optimizes their amplitudes and phases. Our method can also be implemented as a blind source separator in the absence of the information about $M$. The computational complexity of our algorithm is near-linear, i.e., $O(N)$.

I. INTRODUCTION

In many fields of signal processing such as voice analysis [1–3], power system analysis [4–6], vibration analysis [7–9], communication systems [10–12], biomedical signal processing [13–16], anomaly detection [17–22], the accurate estimations of frequencies, amplitudes and phases for a multi-tone signal corrupted by random noise is a fundamental problem [23]. The parameter estimations of a mixture of sinusoids is a prominent topic of research since it arises in many real world applications such as wireless communications [23, 24], radar imaging [25, 26] and spectroscopy analysis [27, 28]. Due to noise, robust approaches [29–31] are needed.

In time series analysis [32, 33], the estimation of multi-tone sinusoids has been studied extensively, which has given rise to many various algorithmic approaches [34, 35]. These algorithms can be categorized into two distinct types, which are the parametric and nonparametric approaches.

Nonparametric techniques include many traditional methods such as Capon Method [36], Amplitude and Phase EStimation (APES) [37] and Iterative Adaptive Approach (IAA) [38], which can be utilized to estimate the frequencies of the sinusoidal components in the signal by picking the peaks of the spectral estimates provided by the algorithms without knowing the number of tones. The spectra estimations of these methods are potentially highly accurate. They can estimate the multi-tone components in $O(N^2 + N^3 \log N^2)$ time complexity, where $N$ is the number of signal samples and $N^3$ is the length of the estimated spectra [39–41]. However, for accurate detection by picking the peaks, $N^3$ needs to be substantially higher than $N$, which makes this method significantly costly and quadratic at best, i.e., $\Omega(N^2)$.

Parametric estimation techniques [42] are also utilized as an alternative to the nonparametric spectra estimation. The application of this approach results in the aim of finding estimates for the sinusoidal parameters. The parametric approaches in the literature can be divided into two main categories, which are the time domain and frequency domain approaches [43].

The time domain approaches utilize various subspace methods including Matrix Pencil (MP) [44] and Estimation of Signal Parameters via Rotational Invariant Techniques (ESPRIT) [45, 46]. The most famous adaptation is Multiple Signal Classification (MUSIC) algorithm [47], which is a generalization of the Pisarenko’s Method [48]. These approaches heavily utilize Singular Value Decomposition (SVD) [49] to separate the observed signal space into true signal subspace and noise subspace. Another approach is the iterative optimization techniques, which includes Iterative Quadratic Maximum Likelihood (IQLM) [50] and Weighted Least Squares (WLS) [51, 52], both of which minimize the error between estimated and observed signals iteratively under various constraints.

Nonetheless, the time domain methods, much like the nonparametric ones, suffer from high computational complexity, which results from the costly matrix operations such as inversion, Eigen-Decomposition (ED) [53] and SVD. These operations generally have a complexity of $O(N^3)$ and they are $\Omega(N^2)$ [54]. This issue results from the fact that the estimation of the fundamental frequencies is relatively hard, i.e., the optimization of the frequencies is a form of non-convex optimization problem [55–57]. To address the high costs, the work in [25] proposed an efficient approach based on maximum likelihood by utilizing the Vandermonde structure [58]. However, relatively high computational cost may still be present depending on the number of tones in the signal.

To this end, frequency domain approaches are much more popular because of their efficient computation, which is possible due to methods such as Fast Fourier Transform (FFT) [59]. These include the CLEAN [60] and RELAXation maximum likelihood algorithm (RELAX) [61]. They utilize an iterative procedure of estimation (by maximizing the periodogram) and subtraction. However, the direct maximization over periodogram may result in the order of $O(N^{-1})$ frequency estimation error [61]. To increase accuracy, denser periodograms may be used (e.g., by zero-padding), which will multiplicatively increase the complexity by the reciprocal of the density parameter, i.e., $\epsilon^{-1}$. Many algorithms [62–65] have been designed to address this. However, since they are for the single tone estimation problem, their application to multi-tone settings may result in poor performance because of cross interferences. These interferences result from the Picket Fence Effect (PFE) and Spectral Leakage Effect (SLE) [66, 67]. Hence, there is a need to jointly optimize the multi-tone parameters [68]. The reduction of interference has been studied extensively [23, 24, 28, 69, 70], where the observation is analyzed after multiplying with a tapering window [71, 72]. However, the incorporation of non-rectangle windows may be detrimental to the frequency estimation accuracy [68].
II. Preliminaries

We have observed samples $\mathbf{x} = \{x_n\}_{n=0}^{N-1}$. Let these be noisy observations of the true signal samples $\mathbf{\tilde{x}} = \{\tilde{x}_n\}_{n=0}^{N-1}$. Hence,

$$x_n = \tilde{x}_n + v_n, \quad \forall n.$$  

(1)

where $v_n$ is additive white Gaussian noise. Let the noise-free samples $\mathbf{\tilde{x}}$ be from a multi-tone signal, i.e., a mixture of sinusoids with varying amplitudes, phases and frequencies. Hence,

$$\tilde{x}_n = \sum_{m=1}^{M} A_m \sin(w_m n + \theta_m),$$  

(2)

for amplitudes $\{A_m\}_{m=1}^{M}$, phases $\{\theta_m\}_{m=1}^{M}$ and frequencies $\{w_m\}_{m=1}^{M}$ for some $M$.

**Remark 1.** The parameter $M$, i.e., the number of sinusoid in the signal can be known or unknown. We may also only have an access to an upper-bound $M_0$.

First, let us look at a simpler version of the problem where we know $M$. If we want to estimate the sinusoids in a least squares sense, we have the following optimization problem:

$$\min_{\hat{A}_m, \hat{w}_m, \hat{\theta}_m} \sum_{n=0}^{N-1} \left( x_n - \sum_{k=1}^{K} \hat{A}_m \sin (\hat{w}_m n + \hat{\theta}_m) \right)^2.$$  

(3)

Although the estimation of the amplitudes $\hat{A}_m$ and $\hat{\theta}_m$ given the frequencies $\hat{w}_m$ is relatively easier; the estimation of $\hat{w}_m$ makes the problem much harder. If we had known the frequencies $\hat{w}_m$, this would be a convex optimization problem; however, when we also want to estimate the frequencies, we encounter a non-convex problem setting.

To this end, we first tackle the problem of estimating the frequencies $w_k$. To detect these tone frequencies, we need to approximate this sinc behavior, and estimate the magnitude and the frequency of the fundamental sinusoidal.

Let two consecutive DFT values be $X_k$ and $X_{k+1}$ for some $k$. Resulting from the convolution with sinc, we have the following

$$|X_{k+1}| = A_k \frac{\sin(\pi \delta_k)}{\pi \delta_k},$$  

(7)

$$|X_k| = A_k \frac{\sin(\pi(1 - \delta_k))}{\pi(1 - \delta_k)},$$  

(8)

where $A_k$ is the magnitude estimate of the fundamental sinusoidal with the frequency estimate $2\pi(k + 1 - \delta_k)/N$ and $0 \leq \delta_k \leq 1$. Since $\theta_k \overset{\Delta}{=} \sin(\pi \delta_k) = \sin(\pi(1 - \delta_k))$, we have

$$\frac{1 - \delta_k}{\delta_k} = \frac{|X_{k+1}|}{|X_k|},$$  

(9)

$$\delta_k = \frac{|X_k|}{|X_k| + |X_{k+1}|}.$$  

(10)

Thus,

$$A_k = \frac{\pi}{\theta_k} \frac{|X_k||X_{k+1}|}{|X_k| + |X_{k+1}|}.$$  

(11)

We calculate all such $A_k$ from $k = 0$ to $k = K - 1$. Whichever $A_k$ is maximum, we explore that bin. Hence, finding the fundamental frequency bin will take $O(N)$ time.
B. Robust Bin Exploration for Fundamental Frequency

After deciding on the exploration bin, i.e., \(k, k + 1\); we assume that the amplitude inside that bin approximate part of a sinc function, hence, it has a bell shape symmetric around its peak. To find the peak, we can utilize the following successive sampling method:

1) Set \(w_l = 2\pi k/N\) and \(w_r = 2\pi(k + 1)/N\). Set \(w_m = (w_l + w_r)/2\).
2) If \(|X(w_l)| = |X(w_r)|\), STOP and return \(w_m\); else, continue
3) Evaluate \(X(w_m)\).
4) If \(|X(w_l)| < |X(w_r)|\), set \(w_l \leftarrow w_m\); else set \(w_r \leftarrow w_m\).
5) Return to Step 2.

In each iteration, this algorithm will get closer to the peak of the symmetric bell, i.e., the fundamental frequency. However, it may never terminate since the stopping criterion is an equality. To this end we can consider an \(\epsilon\) closeness such as

\[-\epsilon \leq |X(w_l)| - |X(w_r)| \leq \epsilon.\]

However, such a closeness parameter may be arbitrarily dependent on the signal power. A better measure can be

\[1 - \epsilon \leq \frac{|X(w_l)|}{|X(w_r)|} \leq 1 + \epsilon.\]

However, it is hard to limit the computational complexity with such a criterion. Thus, a more natural criterion is

\[w_r - w_l \leq \frac{2\pi}{N}\epsilon.\]

Hence, the algorithm takes the form:

1) Set \(w_l = 2\pi k/N\) and \(w_r = 2\pi(k + 1)/N\). Set \(w_m = (w_l + w_r)/2\).
2) If \(w_r - w_l \leq 2\pi\epsilon/N\), STOP and return \(w_m\); else, continue
3) Evaluate \(X(w_m)\).
4) If \(|X(w_l)| < |X(w_r)|\), set \(w_l \leftarrow w_m\); else set \(w_r \leftarrow w_m\).
5) Return to Step 2.

Remark 2. With this criterion, an \(\epsilon\) close frequency can be reached in \(O(\log(\epsilon^{-1}))\) evaluations.

However, we observe that this algorithm heavily utilizes the symmetry of the bell shape. Any outside interference such as leakage from other frequencies may invalidate it. Thus, we relax the condition on the bell shape such that instead of a strict symmetry, we assume a strict quasi-concavity.

Remark 3. When \(|X(w)|\) is strictly quasi-concave over \(w \in [w_l, w_r]\), we have the following properties:

- \(|X(aw_1 + (1 - \lambda)w_2)| > \min(|X(w_1)|, |X(w_2)|)\) for any \(0 < \lambda < 1\) and for all \(w_1, w_2 \in [w_l, w_r]\).
- \(|X(w)|\) has a unique maximizer \(w^*\) in the set \([w_l, w_r]\).
- For a set of frequencies \(w_1 < w_2 < w_3\), if \(|X(w_2)| > \max(|X(w_1)|, |X(w_3)|)\); the maximizer \(w^*\) is in the set \((w_1, w_3)\).
- If \(|X(w_1)| = |X(w_2)|\) for some \(w_1 < w_2\), we have \(w^* \in (w_1, w_2)\).

To utilize quasi-concavity, we revise the algorithm as:

1) Set \(w_l = 2\pi k/N\) and \(w_r = 2\pi(k + 1)/N\). Set \(w_m = (w_l + w_r)/2\). Evaluate \(X(w_m)\).
2) If \(|w_l - w_r| \leq 2\pi\epsilon/N\), STOP and return \(w_m\); else, continue
3) Evaluate \(X(w_{lm})\) and \(X(w_{mr})\), where \(w_{lm} = (w_l + w_m)/2\) and \(w_{mr} = (w_m + w_r)/2\).
4) Set \(w_{max} = \arg\max_{w \in \{w_l, w_{lm}, w_{mr}, w_r\}} \{X(w)\}\)
5) If \(w_{max} = w_m\), set \(w_l \leftarrow w_{lm}\), \(w_r \leftarrow w_{mr}\); else if \(w_{max} \in \{w_l, w_{lm}\}\), set \(w_l \leftarrow w_{lm}\), \(w_r \leftarrow w_m\); else if \(w_{max} \in \{w_{mr}, w_r\}\), set \(w_l \leftarrow w_m\), \(w_r \leftarrow w_{mr}\).
6) Return to Step 2.

We observe that at each iteration of this algorithm, the separation between the frequencies \(w_l\) and \(w_r\) decrease by half. Hence, an \(\epsilon\) close solution can be reach in \(O(\log(\epsilon^{-1}))\) iterations and evaluations. Since we utilize the quasi concavity of the DTFT, we observe that it may be susceptible to noise. There may be evaluations that break the quasi-concavity property. To this end, for robustness, we need to preserve the quasi-concavity. We observe that the quasi-concavity criterion implies an ordering between the samples. To see this, let \(w_1, w_2, w_3\) be three frequencies such that \(w_1 < w_2 < w_3\) and \(w_1, w_2, w_3 \in \mathcal{W}\), there the DTFT is quasi-concave in \(\mathcal{W}\).

Because of quasi-concavity, we have 4 distinct situations:

- \(|X(w_1)| \leq |X(w_2)| \leq |X(w_3)|\)
- \(|X(w_1)| \leq |X(w_3)| \leq |X(w_2)|\)
- \(|X(w_3)| \leq |X(w_1)| \leq |X(w_2)|\)
- \(|X(w_3)| \leq |X(w_2)| \leq |X(w_1)|\)

These situations imply the following:

\[|X(w_2)| \geq \text{median}(|X(w_1)|, |X(w_2)|, |X(w_3)|)\]

In the algorithm, whenever this implication is invalid, we can correct it by replacing the evaluated DTFT with the median of samples. Although this criterion needs to be satisfied for all evaluations, we can do it successively. Each corrected point will remain valid and we can just correct the newly sampled points. Thus, the algorithm takes the following final form:

1) Set \(w_l = 2\pi k/N\) and \(w_r = 2\pi(k + 1)/N\). Set \(w_m = (w_l + w_r)/2\). Evaluate \(X(w_m)\).
2) If \(|X(w_{lm})| < \text{median}(|X(w_l)|, |X(w_{lm})|, |X(w_r)|)\), set \(|X(w_{lm})| \leftarrow \text{median}(|X(w_l)|, |X(w_{lm})|, |X(w_r)|)\)
3) If \(|w_l - w_r| \leq 2\pi\epsilon/N\), STOP and return \(w_m\); else, continue
4) Evaluate \(X(w_{lm})\) and \(X(w_{mr})\), where \(w_{lm} = (w_l + w_m)/2\) and \(w_{mr} = (w_m + w_r)/2\).
5) If \(|X(w_{lm})| < \text{median}(|X(w_l)|, |X(w_{lm})|, |X(w_m)|)\), set \(|X(w_{lm})| \leftarrow \text{median}(|X(w_l)|, |X(w_{lm})|, |X(w_m)|)\)
6) If \(|X(w_{mr})| < \text{median}(|X(w_l)|, |X(w_{mr})|, |X(w_r)|)\), set \(|X(w_{mr})| \leftarrow \text{median}(|X(w_l)|, |X(w_{mr})|, |X(w_r)|)\)
7) Set \(X_{max} = \arg\max_{w \in \{w_l, w_{lm}, w_{mr}, w_r\}} \{X(w)\}\)
8) If \(X_{max} = |X(w_l)|\), set \(w_l \leftarrow w_{lm}\), \(w_r \leftarrow w_{mr}\); else if \(X_{max} \in \{w_l, w_{lm}\}\), set \(w_{lm} \leftarrow w_{lm}\), \(w_r \leftarrow w_{mr}\); else if \(X_{max} \in \{w_{mr}, w_r\}\), set \(w_l \leftarrow w_{lm}\), \(w_m \leftarrow w_{mr}\).
9) Return to Step 2.

Thus, we can explore the bin in \(O(N \log(\epsilon^{-1}))\) time.
C. Jointly Optimized Successive Tone Extraction

After estimating a fundamental frequency \( w \), we extract it from the observed samples \( x \). We know that while our signal includes a sinusoidal of frequency \( w \), we do not know its amplitude or phase. Fortunately, the estimation of the amplitude and phase is not nearly as hard as the estimation of the frequency. We can estimate them in a least squares manner. To do this, we first create two vectors \( s_w = \{ s_{w,n} \}_{n=0}^{N-1} \) and \( c_w = \{ c_{w,n} \}_{n=0}^{N-1} \), where

\[
  s_{w,n} = \sin(wn), \quad c_{w,n} = \cos(wn), \quad \forall n. \tag{12}
\]

Then, we model \( x \) as a linear combination of the vectors \( s_w \) and \( c_w \), i.e.,

\[
  \hat{x} = \alpha s_w + \beta c_w. \tag{13}
\]

Hence, we solve the following least squares problem

\[
  \min_{\alpha, \beta} \sum_{n=0}^{N-1} (x_n - \alpha s_{w,n} - \beta c_{w,n})^2. \tag{14}
\]

The minimizers of this optimization problem have a closed form solution, which is given by

\[
  \begin{bmatrix} \alpha_s \\ \beta_s \end{bmatrix} = \left( \begin{bmatrix} s_w^T \\ c_w^T \end{bmatrix} \right)^{-1} \begin{bmatrix} s_w^T \\ c_w^T \end{bmatrix} x. \tag{15}
\]

After acquiring \( \alpha_s \) and \( \beta_s \), we have

\[
  A_w = \sqrt{\alpha_s^2 + \beta_s^2}, \quad \theta_w = \tan^{-1} \left( \frac{\beta_s}{\alpha_s} \right), \tag{16}
\]

which gives the least square fit sinusoid \( z_w = \{ z_{w,n} \}_{n=0}^{N-1} \) such that

\[
  z_{w,n} = A_w \sin(wn + \theta_w). \tag{17}
\]

After acquiring \( z_w \), we extract it from the observation, i.e., \( \hat{x} = x - z_w \). We do the same process to the residual. After finding the relevant fundamental frequency bin and its exploration, we have a new fundamental frequency \( w' \). We do the same least squares fitting to the newly acquired frequency, however instead of just doing it for the residual we combine the new fundamental frequency with prior frequency estimations and jointly optimize them. Hence, if we have \( m \) frequency estimations \( \{ w_i \}_{i=1}^{m} \), we create the relevant sinusoids \( s_{w_i} \) and \( c_{w_i} \) for all \( i \). Then, we create the sinusoid matrix \( Y_m \) such that

\[
  Y_m = \begin{bmatrix} s_{w_1} & c_{w_1} & \ldots & s_{w_m} & c_{w_m} \end{bmatrix} \tag{18}
\]

Let the linear weights be \( v \) such that

\[
  \lambda^T_m = [ \alpha_1 \beta_1 \ldots \alpha_m \beta_m ] \tag{19}
\]

Then, we have

\[
  \lambda_m = (Y_m^T Y_m)^{-1} Y_m^T x. \tag{20}
\]

We create the residual \( \hat{x} = x - Y_m \lambda \) and use it to find the next \( (m+1) \)th fundamental frequency. If we have \( m \) current fundamental frequency estimations, the creation of the new correlation matrices will take additional \( O(mN) \) time. Its inversion will take \( O(m^3) \) time, which will make the total complexity \( O(m^3 + mN) \). If we do this for up to \( M \) number of fundamental sinusoids, the complexity will be \( O(M^2 N) \) assuming \( M \leq O(\sqrt{N}) \).

IV. Conclusion

We proposed a multi-tone decomposition algorithm that can find the frequencies, amplitudes and phases of the fundamental sinusoids in a noisy observation sequence. Our approach adopts a maximum likelihood scheme under Gaussian noise and utilizes Fast Fourier Transform, robust quasi-concave maximization and least squares fitting to efficiently compute the estimations. When estimating \( M \) number of sinusoidal sources, the FFT in the beginning of iterations will take \( O(MN \log N) \) time; finding the fundamental frequency bin will take \( O(MN) \) time; exploring the bin will take \( O(MN \log(\epsilon^{-1})) \) time; the least squares fitting will take \( O(M^2 N) \) time. Thus, the total complexity is \( O(MN(M + \log N + \log(\epsilon^{-1}))) \). For blind separation without knowledge of \( M \), if we set \( \epsilon = O(1/N^p) \) for any finite \( p \) and \( M = O(\log^9 N) \) for any finite \( q \), the final complexity will be near-linear, i.e., \( O(N) \).
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