GAN-GLS: Generative Lyric Steganography Based on Generative Adversarial Networks
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Abstract: Steganography based on generative adversarial networks (GANs) has become a hot topic among researchers. Due to GANs being unsuitable for text fields with discrete characteristics, researchers have proposed GAN-based steganography methods that are less dependent on text. In this paper, we propose a new method of generative lyrics steganography based on GANs, called GAN-GLS. The proposed method uses the GAN model and the large-scale lyrics corpus to construct and train a lyrics generator. In this method, the GAN uses a previously generated line of a lyric as the input sentence in order to generate the next line of the lyric. Using a strategy based on the penalty mechanism in training, the GAN model generates non-repetitive and diverse lyrics. The secret information is then processed according to the data characteristics of the generated lyrics in order to hide information. Unlike other text generation-based linguistic steganographic methods, our method changes the way that multiple generated candidate items are selected as the candidate groups in order to encode the conditional probability distribution. The experimental results demonstrate that our method can generate high-quality lyrics as stego-texts. Moreover, compared with other similar methods, the proposed method achieves good performance in terms of imperceptibility, embedding rate, effectiveness, extraction success rate and security.
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1 Introduction

Steganography is an important research area in the field of network security. For many years, many efforts have been made to embed secret information into some public carriers, such as images, audios, and texts. Because there is relatively less redundant encoding space in texts than in other carriers, research on text steganography is a greater challenge. Conventional text steganographic methods hide information by modifying the format or content of the text carriers. However, due to the smaller amount of information redundancy, the embedding capacity of text steganography methods based on modifying the format is limited. In addition, with the development of steganalysis algorithms, the security of these methods cannot be guaranteed,
because this kind of method cannot avoid the detection and attack of various steganalysis algorithms. Based on these disadvantages, some scholars have put forward the concept of coverless steganography [1,2], a method that, rather than making any changes to the carriers, uses retrieval and generation technologies to obtain some carriers that can express secret information.

The coverless steganography method based on text retrieval is driven by secret information, where the existing features of the retrieved texts can represent secret information. Chen et al. [3] proposed the first coverless text steganography method, which divided a Chinese character into several combinations of Chinese character parts by a Chinese character mathematical expression, then used these Chinese character parts as the secret labels to retrieve the combination of secret labels and secret information from the text corpus, and finally obtained the stego-text. However, this method could only embed one keyword in one text. To improve the embedding rate of a single text, Liu et al. [4] proposed a method that used the Chinese Pinyin as the secret labels to complete the hiding of information. They embedded the secret information by mapping the part of speech (POS) of keywords to the numbers. Long et al. [5] proposed a coverless steganography method by retrieving web pages. This method was driven by secret information and searched the stego-text in the web pages. Through constructing the word vector model by use of the Word2Vec tool, the synonyms were replaced when the keyword failed to be searched, thereby improving the embedding and extraction success rates. Although such retrieval methods can avoid the detection and attacks of steganalysis algorithms, they need to retrieve a large number of texts in order to embed a small amount of secret information. This means that the information embedding dimension is based on the whole text, and the embedding rate is low. To solve this problem, some scholars have put forward the concept of coverless steganography based on text generation.

Through deep learning, natural language processing, and text generation technologies, new text can be generated according to the secret information, which can improve the embedding rate while hiding the secret information. Zhang et al. [6] used the encoder-decoder model to generate Chinese Tang poetry as stego-text. They compressed the previously generated Tang poetry into an input vector to guide the generation of the next Tang poetry, which was similar to the task of machine translation. Wang et al. [7,8] proposed a method to generate Tang poetry with a consistent theme using a recurrent neural network (RNN) with an attention mechanism. In the process of training and generating Tang poetry, this method focused on the important parts of each poem and the sentences with strong dependence, thereby improving the thematic consistency of all the Tang poems. To embed the secret information, Luo et al. [9,10] used a Markov chain to generate Song Ci and a long short-term memory (LSTM) model to generate Tang poetry, and embedded the secret information in the process of text generation. However, in today’s culture, most people use texts for communication, and therefore the transmission of ancient poetry on the network, requiring a special type of text, will easily arouse the suspicion of the attackers. To solve this problem, Tong et al. proposed a method of using LSTM to generate the popular lyrics and hide information, which can not only generate the natural lyrics but also embed secret information [11]. Unlike the generative text steganography of special genres, such as Tang poetry, Song Ci, and lyrics, researchers have proposed some general text steganography methods based on text auto-generation technology. Fang et al. [12] proposed a text steganographic method with the LSTM network, which was the first work to use LSTM to learn the statistical language model of natural text. Subsequently, Yang et al. [13] changed the encoding process to dynamic coding based on conditional probability distribution and proposed two encoding modes: fixed-length coding (FLC) and variable-length coding (VLC). Kang et al. [14] proposed a generative text steganography based on an LSTM network and the attention mechanism with the keywords.
Because previous works focused only on generating steganographic sentences with better quality, Yang et al. [15] proposed a linguistic steganography method based on a variational autoencoder (VAE), which can guarantee perceptual-imperceptibility and statistical-imperceptibility. To improve the speed and embedding capacity, Xiang et al. [16] proposed a linguistic steganography method based on character-level text generation.

Although the methods based on text generation can improve the embedding rate, these methods are all based on the selection of multiple candidates with the highest probability, and the binary coding of these candidate items in the process of hiding information. In these methods, the quality of the generated text is affected by the secret information, and because there are many redundant candidate items in the candidate groups, the generated candidate group files will require a large amount of extra disk space.

To solve this problem, we propose a new method of coverless text steganography that applies a generative adversarial network to the task of generating lyrics. The method is called GAN-GLS. According to the characteristics of training data, we propose a method of hiding information based on invisible characters at the end of each lyric line. Experiments show not only that the GAN-GLS can further improve the embedding rate but also that the embedding rate is no longer limited by the length of the lyrics, providing the method with better scalability of the embedding rate.

Our contributions are as follows. First, we applied a GAN to the task of generating lyrics, and then hid the secret information. Second, we proposed a new method of hiding information based on the data characteristics of a GAN.

The rest of the paper is organized as follows. In Section 2, we introduce the concept of the GAN and its application in the text generation. In Section 3, we describe the proposed method. In Section 4, we evaluate the proposed method. Finally, we offer our conclusions in Section 5.

2 Preliminaries

In this section, we introduce the concept and the application of GANs, then describe how we use them in our experiments.

2.1 Generative Adversarial Networks

In 2014, Goodfellow proposed the GAN, a powerful generative model [17] whose main purpose is to train the generator \( G \) and the discriminator \( D \) by playing a minimax game. The generator is responsible for generating composite data, and the discriminator is responsible for judging whether the input data is the real sample or the composite data. The main goal of the generator is to generate data that can confuse the discriminator as much as possible in order to make its judgment wrong, while the goal of the discriminator is to identify the authentic data as much as possible. The optimization function of the entire training process and the optimization trend of data distribution are

\[
\min_G \max_D V(D, G) = \mathbb{E}_{x \sim p_{\text{data}}(x)} [\log D(x)] + \mathbb{E}_{z \sim p_{z}(z)} [\log (1 - D(G(z)))]
\] (1)

2.2 Application of GANs

Due to their powerful generative capacity, GANs have been successfully applied to many research fields, such as computer vision, image synthesis, and natural language processing. Scholars have proposed many steganography methods using GANs [18,19]. GAN-based steganography
consists of three categories: cover modification methods based on GANs, cover selection methods based on GANs, and cover synthesis methods based on GANs. Reference [20] reviewed recent advances in image steganography with GANs, but did not mention text steganography.

Because the training samples of the GANs are continuous data, traditional GANs are not suitable for the text field with discrete characteristics. Therefore, some researchers have concentrated on how to modify the basic model to fit the text data. Yu et al. [21] proposed Seq-GAN, which is a milestone for the application of GANs to text generation. The authors added reinforcement learning [22] to the GANs, regarded text generation as a sequential decision-making problem, and fed back the information of the generated sentences through the policy gradient in reinforcement learning, thereby guiding the generator to update the parameters. At the same time, in order to evaluate whether the token generated in the short term is reasonable in the long term, in this paper we used Monte Carlo [23] to compute the result of the generated token.

Yang et al. [24] proposed a text steganography method based on GANs (GAN-TStega), which is the first method to use GANs for text steganography. However, they also embedded the secret information by encoding the conditional probability distribution of each word, similar to other text generation-based steganography methods. In this paper, we use GANs to generate the lyrics as the stego-text, but change the manner of embedding to one that embeds the secret information by calculating the number of invisible characters of the generated lyrics.

3 Method

In this section, we describe the proposed method (GAN-GLS). Fig. 1 shows that the proposed framework consists of two phases. It can be seen that the candidate words based on the conditional probability distribution are not used in the embedding of secret information.
In the first phase, we train the GAN-based generating lyrics model on a lyrics dataset that is constructed by collecting a large number of lyrics with different styles and different themes from the NetEase cloud music streaming service. When the model converges, we obtain the lyrics generator ($G$ network).

In the second phase, the sender combines the trained $G$ network with the initial sentence to generate a line of lyric, counts the invisible characters of the generated lyrics, and uses this value to process the binary string of secret information. The sender then transmits the generated lyrics and key to the receiver. The receiver extracts the secret information after receiving the lyrics file and key. Tab. 1 presents the notations used in this paper.

| Symbol | Definition |
|--------|------------|
| $Len$  | Maximum length of lyrics |
| $m$    | Number of generated words |
| $n$    | Number of generated space characters (zero) |
| $Info$ | Secret information binary string |
| $Key$  | Key for secret information extraction |
| $Num$  | Decimal number converted from binary sub-string |

### 3.1 Generating Lyrics Model Based on GANs

In the process of lyrics generation, we take advantage of GANs’ powerful ability in adversarial learning to generate realistic lyrics. The model contains two networks: a generator network ($G$) and a discriminator network ($D$). In order to fool $D$, the weight of $G$ is updated, and at the same time, the $D$’s weight is updated by distinguishing between the fake and real lyrics.

#### 3.1.1 Generator

To prevent the gradient explosion and disappearance, we chose the LSTM model, which is a type of RNN as our generator. The probability sampling or the value with the highest probability is directly selected as the next word of the lyric sequence, and the iteration can complete the generation of the entire sequence.

#### 3.1.2 Discriminator

The main purpose of the discriminator is to judge whether the input text is a real lyric sentence or a machine-generated lyric sentence. It plays the role of Eve in the covert communication system. While generating the lyrics model, we use the text CNN model as the discriminator. For the discriminator, we use the highway net model, as shown below:

$$
\tau = \sigma \left( W_T \bar{c} + b_T \right) \tag{2}
$$

$$
\bar{c} = \tau H \left( \bar{c}, W_H \right) + \left( 1 - \tau \right) \bar{c}
$$

where $\bar{c}$ represents the word vector, $1 - \tau$ represents the inflow proportion of the original information, and $W_T, W_H, b_T$ is the training weight. Then we use the full connection layer and the activation function to form the final binary classification probability. At the same time, we add the dropout mechanism to the discriminator network to prevent overfitting.
3.1.3 Update Strategy

The generation model is defined as \( G_\theta (y_t | Y_{1:t-1}) \), \( \theta \) is the model parameter, \( y_t \) is the output at time \( t \), and \( Y_{1:t-1} \) is the output before time \( t \). \( Q^G_{D_\phi} (s, a) \) represents the behavior value function of the sequence. \( s \) is the generated tokens, and \( a \) is the next token to be generated. For the entire sequence, this value function can be defined as:

\[
Q^G_{D_\phi} (a = y_T, s = Y_{1:T-1}) = D (Y_{1:T})
\]

where \( D_\phi (Y_{1:T}) \) represents the reward input from the entire sequence to the output of the discriminator \( D_\phi \). For the \( T \)-time series, if the reward is evaluated, the Monte Carlo tree algorithm is used to generate the last \( T-t \) tokens using the generator \( G_\beta \). We use \( K \) times, which is expressed as follows:

\[
\{Y^1_{1:T}, \ldots, Y^1_{1:T}\} = MC^{G_\beta} (Y_{1:t}; K)
\]

For each sampling, the complete sequence generated by the discriminator is also rewarded, and for \( k \) samples, the expectation is taken. Accordingly, there are

\[
Q^G_{D_\phi} (s = Y_{1:t-1}, a = y_t) = \begin{cases} D_\phi (Y_{1:t}) & t = T \\ \frac{1}{K} \sum_{k=1}^{K} D_\phi (Y^k_{1:T}) & t < T \end{cases} \]

Then, for time \( t \), the value function is:

\[
V^G_\theta (s = Y_{1:t-1}) = \sum_{y_t \in Y} G_\theta (y_t | Y_{1:t-1}) Q^G_{D_\phi} (Y_{1:t-1}, y_t)
\]

The goal of the generation model is to maximize the entire generation sequence reward using the following formula:

\[
J (\theta) = E [R_T \mid s_0, \theta] = \sum_{y_1 \in Y} G_\theta (y_1 | s_0) Q^G_{D_\phi} (s_0, y_1)
\]

The gradient is as follows:

\[
\nabla_\theta J (\theta) = \nabla_\theta \left[ \sum_{y_1 \in Y} G_\theta (y_1 | s_0) Q^G_{D_\phi} (s_0, y_1) \right] = \sum_{y_1 \in Y} \left[ \nabla_\theta G_\theta (y_1 | s_0) \cdot Q^G_{D_\phi} (s_0, y_1) + G_\theta (y_1 | s_0) \cdot \nabla_\theta Q^G_{D_\phi} (s_0, y_1) \right] = \sum_{y_1 \in Y} \left[ \nabla_\theta G_\theta (y_1 | s_0) \cdot Q^G_{D_\phi} (s_0, y_1) + G_\theta (y_1 | s_0) \cdot \nabla_\theta Q^G_{D_\phi} (Y_{1:t}) \right] = \sum_{y_1 \in Y} \nabla_\theta G_\theta (y_1 | s_0) \cdot Q^G_{D_\phi} (s_0, y_1)
\]
\[
+ \sum_{y_1 \in Y} G_\theta (y_1 \mid s_0) \left[ \sum_{y_2 \in Y} \nabla_\theta G_\theta (y_2 \mid Y_{1:1} \mid y_2) \cdot Q_{D_\phi}^{G_\theta} (Y_{1:1} \mid y_2) + G_\theta (y_2 \mid Y_{1:1}) \cdot \nabla_\theta Q_{D_\phi}^{G_\theta} (Y_{1:1} \mid y_2) \right]
\]

\[
= \sum_{y_1 \in Y} \nabla_\theta G_\theta (y_1 \mid s_0) \cdot Q_{D_\phi}^{G_\theta} (s_0, y_1) + \sum_{y_1:1} P (Y_1:1 \mid s_0; G_\theta) \sum_{y_2 \in Y} \nabla_\theta G_\theta (y_2 \mid Y_{1:1}) \cdot Q_{D_\phi}^{G_\theta} (Y_{1:1} \mid y_2)
\]

\[
+ \sum_{Y_{1:2}} P (Y_{1:2} \mid s_0; G_\theta) \nabla_\theta V^{G_\theta} (Y_{1:2})
\]

\[
= \sum_{t=1}^T \sum_{Y_{1:t-1}} P (Y_{1:t-1} \mid s_0; G_\theta) \sum_{y_t \in Y} \nabla_\theta G_\theta (y_t \mid Y_{1:t-1}) \cdot Q_{D_\phi}^{G_\theta} (Y_{1:t-1} \mid y_t)
\]

\[
= \sum_{t=1}^T \mathbb{E}_{Y_{1:t-1} \sim G_\theta} \left[ \sum_{y_t \in Y} \nabla_\theta G_\theta (y_t \mid Y_{1:t-1}) \cdot Q_{D_\phi}^{G_\theta} (Y_{1:t-1} \mid y_t) \right]
\]

Therefore, the parameters of the generation model are updated to \( \theta = \theta + a_\theta \nabla_\theta J (\theta) \).

The goal of the discrimination model is to improve the probability of judging real data and reduce the probability of generating data. This value function can be defined as:

\[
\min -E_{Y \sim p_{data}} [\log D_\phi (Y)] - E_{Y \sim G_\theta} [\log (1 - D_\phi (Y))]
\]

When the probability of judging the real data is greater, \(-E_{Y \sim p_{data}} [\log D_\phi (Y)]\) is smaller. The smaller the probability of generating data, the smaller \(-E_{Y \sim G_\theta} [\log (1 - D_\phi (Y))]\). Using the loss function, the discrimination model is trained in reverse.

### 3.1.4 Penalty Mechanism

The model for text generation proposed by Yu et al. [21] is a GAN based on policy gradient, and the information that the discriminator feeds back to the generator is the reward value for the authenticity judgment of input data. After receiving the reward value, the generator can learn which data are closer to the real data distribution and generate those data with the higher reward value next time to optimize the generated results. However, this will lead to generating repetitive results, meaning that the model will discard the diversity of generated results to ensure the high quality of the generated results.

To solve this problem, we use the GANs based on the penalty value. The structure diagram is shown in Fig. 2.

The difference between this and Seq-GAN is that the information that the discriminator feeds back to the generator is no longer the reward value of the input data, but the penalty value. The relationship between the two values is \( r = 1 - p \), where \( r \) is the reward value and \( p \) is the penalty value. The reason for this adjustment is that after receiving the feedback of the penalty value, the generator will know which generated data are not quality data. Then, while generating data the next time, it will avoid generating the same data again and try to generate other data, thereby achieving diversity of the generated results.

Based on the reward mechanism, the discriminator in the GAN regards the probability that the input sentence is judged to be true as the reward, while the generator updates its gradient by maximizing the reward value, which will lead to mode collapse in the training process. As shown
in Fig. 3, the result is that the generated data is repeated after multiple iterations of the training process.

The GAN used in this paper is based on the penalty mechanism, and the optimization function of the generator is

$$J_G (X) = E_X \sim p_g \left[ G (X \mid S; \theta_g) \cdot V (X; \theta_d) \right]$$  \hspace{1cm} (10)$$

The discriminator feeds back the false probability of lyrics as punishment to the generator, and the generator updates its gradient by minimizing the value of punishment, which not only ensures the confrontation training of the two sub-models but also avoids the occurrence of the mode collapse phenomenon. Because there is an \( r = 1 - p \) relationship between the penalty value and the reward value, according to the characteristics of the GAN, this will make the generator prefer to generate a line lyric with less probability and thereby avoid generating many repetitive but more probability lyrics, as shown in Tab. 2, where the left side is the generated lyrics and the right side is the corresponding numerical index in the text dictionary.

Furthermore, the training of the GAN can be seen as the process of playing zero games between two sub-models. The purpose of the GAN is to confuse the data generated by the generator with the discriminator and therefore cannot distinguish the authenticity of the generated text. As a result, when the discriminator judges the authenticity of the generated text at an intermediate value, it is the best state of the model. As shown in Fig. 4, after 200 times of training, the discriminator’s accuracy gradually tends toward the intermediate value of 0.5, which is the best state of the game between the generator and the discriminator. If the accuracy of the discriminator is too high, it means that the output result of the generator is not enough to confuse the discriminator. If the accuracy of the discriminator is too low, it means that the ability of the discriminator to distinguish the true and false data is too low. Only when the accuracy
is about 0.5, the data generated by the generator making the discriminator unable to distinguish, and the training goal of the GAN is achieved.

**Table 2:** Generated lyrics based on penalty value and corresponding indices

| Generated lyric                        | Corresponding index                                      |
|----------------------------------------|----------------------------------------------------------|
| We are friends                         | 14 56 220 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0               |
| To have you is to have whole world     | 5 78 2 29 5 78 354 134 0 0 0 0 0 0 0 0 0               |
| Mom loves me again                     | 1293 815 4 114 0 0 0 0 0 0 0 0 0 0 0 0 0               |
| Happy is the most important thing      | 440 29 3 652 3214 195 0 0 0 0 0 0 0 0 0 0 0 0          |
| Even if you have someone else          | 146 44 2 78 262 296 0 0 0 0 0 0 0 0 0 0 0 0 0 0       |
| The story is like a dream              | 3 678 29 20 7 355 0 0 0 0 0 0 0 0 0                  |
| Life may be a kiss                     | 96 508 22 7 298 0 0 0 0 0 0 0 0 0 0 0 0               |
| Walking alone in a lonely street       | 569 153 10 7 313 736 0 0 0 0 0 0 0 0 0 0 0            |
| I love you                             | 1 19 2 0 0 0 0 0 0 0 0 0 0 0                         |

**Figure 4:** Accuracy of the discriminator

### 3.2 Information Hiding Algorithm

Once the GAN-based generating lyrics model is trained, the sender follows the algorithm below for information hiding. When the secret information is hidden, the *key* is obtained by counting the invisible characters of the generated lyrics and using this value to process the binary string of secret information. The steps are:

Step 1: Input the secret information *Info*. Each letter of secret information is converted into an 8-bit binary string, and then all the binary strings are spliced together. Input the maximum length of lyrics *len*.

Step 2: Generate a line of lyric using the trained model and an initial sentence.
Step 3: Calculate the number of invisible characters of the generated lyric, which is denoted as \( n \), where \( n = \text{len} - m \).

Step 4: Select a binary sub-string \( g \) of length \( n \) from the binary string of secret information, and convert the binary substring to a decimal number.

\[
\text{num} = \text{conversion}(\text{substring})
\]  

(11)

Step 5: Multiply \( \text{num} \) and \( n \) as sub-key, and use the result value as part of the key. Then repeat the above steps until all secret information binary strings are processed.

Step 6: Link all sub-keys using “-” as the separator between each sub-key to obtain the final key, which is encrypted using any encryption method. After the lyrics are generated and the information embedded, the sender sends the generated lyrics file and key to the receiver.

3.3 Information Extraction Algorithm

After receiving the lyrics file and key, the receiver extracts the secret information according to the following steps.

Step 1: Use the decryption method agreed upon by the sender to decrypt the key.

Step 2: Segment the decrypted key according to the character “-” to obtain a set of sub-key.

Step 3: Calculate \( n \), which is the number of spaces at the end of each lyric, and select the sub-key in order, divide it by \( n \), and obtain \( \text{num} \). Then repeat the above steps until all sub-keys are processed.

Step 4: Convert all \( \text{num} \) into binary sub-strings, and finally combine all binary sub-strings into a complete binary string in order, which is the binary representation of secret information.

Step 5: Obtain the secret information using the decoding method.

4 Experiments and Results

We designed several experiments to verify the performance of the proposed method.

4.1 Data Preparing

Since we expect that the proposed method can automatically generate realistic lyrics, we need a large number of real lyrics for model training. Due to the lack of publicly available lyrics datasets, we crawl a large number of English lyrics by the Scrapy scraping and web-crawling tool from the NetEase cloud music as our datasets. The details of the lyrics datasets are shown in Tab. 3.

| Item                  | Value    |
|-----------------------|----------|
| Number of lyrics      | 143386   |
| Number of words       | 1570893  |
| Number of letters     | 6921943  |
| Average length of lyrics | 10.95569 |

Table 3: Details of the lyrics datasets
Furthermore, since traditional GANs were not suitable for the generation of lyrics, we chose the GANs based on Policy Gradient and Monte Carlo algorithm in [21] as the basic model of the proposed method. By analyzing the data characteristic of the model, it can be found that the data fed into the GANs should be fixed length (just like the length and width of the image are fixed). However, the length of each line in the original lyric data is variable. Therefore, we needed to preprocess the dataset to meet the requirement of our model. Moreover, it can be found that the number of words in most lines of lyrics is about 10, and the maximum is 15. Therefore, we chose 15 as the maximum length of the lyrics ($len = 15$) in the experiment. For those lines whose length does not reach 15, we supplemented the space characters at the end (the space character corresponds to the number 0 in the constructed text dictionary), and the proposed hiding algorithm was based just on these invisible space characters at the end of such a line. The dataset format after preprocessing is shown in Fig. 5.

4.2 Evaluation Results and Discussion

Our experimental set-up consisted of TensorFlow v1.14.0, NumPy v1.16.0, and Keras v2.2.5. When training the discriminator, for the embedded layer, we used a 128-dimensional vector form to express each word and used a logarithmic loss function to optimize the model. At the same time, in the pre-training process, the batch size was set to 64, and the generator initialization learning rate was 0.01. During the confrontation training, the generator was trained once, and then the discriminator was trained once so that the generator and the discriminator were in balance.

Next, we conducted several experiments to verify the performance of the GAN-GLS model in terms of imperceptibility, embedding rate, effectiveness, extraction success rate, and security.

4.2.1 Imperceptibility Analysis

Imperceptibility is an important evaluation criterion in steganography, particularly for generative steganography. Unlike other text generation-based linguistic steganographic methods, which select multiple generated candidate items as the candidate groups to encode the conditional probability distribution, we hide the secret information based on the invisible characters at the end of each line lyric. In addition, the length of each line in the real lyric data is variable. Therefore, in this paper, we focus on the quality of the generated lyrics.

To show the distribution of generated lyrics and real lyrics, we first transformed a sequence into a word vector matrix through word vector embedding, and then obtained the word vector matrix of a word by calculating the average value of the words in the entire sentence. Finally, it was mapped to a two-dimensional space using the t-Distributed Stochastic Neighbor Embedding (t-SNE) algorithm [25]. In this experiment, we selected 1000 training real lyrics texts and 200 generated lyrics texts (steganographic lyrics texts). The results are shown in Fig. 6, where the red dots are for training lyrics and the blue dots are for steganographic lyrics. It can be seen that the training lyrics text and steganographic lyrics texts are difficult to be separated in a two-
dimensional mapping space, which means that our method can generate high-quality lyrics and have good perceptual imperceptibility.

*Figure 6:* Comparison of the distribution of the training samples and the steganographic lyrics

4.2.2 Embedding Rate Analysis

Embedding rate ($ER$) is another important indicator for evaluating the performance of steganography. In this paper, embedding rate equals the ratio of the number of bits embedded in a lyric to the total number of words in the lyric itself. The formula is:

$$ER = \frac{\text{bit}}{\text{total}}$$

(12)

Using a specific example of lyrics generation and information hiding, we present the calculation process of embedding rate. First, we need to set three parameters:

1. Length of lyrics: 60
2. Topic sentence: I love you
3. Secret information: see you later

Then we transform the topic sentences into the input vectors and then input them into the generator model. The secret information is converted into an 88-bits binary string. If the word number of the generated lyrics is 12, the generated lyrics are “if I were you, I would give up everything to you.” The formula for embedding rate is 88 divided by 12, which equals 7.8. If the length of lyrics is set to 100, the embedding rate can reach 12.334. It can be found that the steganography method based on the invisible characters at the end of a line is affected not only by the length of the generated lyrics but also the number of invisible characters. The number of invisible characters is affected by the length of the longest lyrics. The greater the length of the longest lyrics, the more the invisible characters, and the higher the embedding rate.

Unlike other steganography methods based on the generative texts, the proposed method does not depend on the candidate groups in the process of information hiding and information extraction, but hides information by counting the number of space characters at the end of the
line of lyrics. Therefore, to some extent, the embedding rate of the proposed method is no longer limited to the total number of text characters. Compared with the method proposed by Tong et al. [11], the embedding rate is significantly higher than the candidate groups-based coverless steganography methods. Compared with the retrieval-based coverless steganography methods [3–5], the proposed method also is obviously superior, as shown in Tab. 4. Moreover, with the increase of the maximum length of lyrics, the embedding rate will increase.

### Table 4: Comparison of embedding rate of different methods

| Method                                      | Embedding rate |
|---------------------------------------------|----------------|
| Single keyword based search [3]             | 0.241          |
| Multi-keywords based search [4]             | 0.572          |
| Web-based retrieval [5]                     | 2.543          |
| Candidate group coding (size = 4) [11]      | 5.335          |
| Candidate group coding (size = 8) [11]      | 6.88           |
| Proposed method (60 words)                  | 7.8            |
| Proposed method (100 words)                 | 12.334         |

#### 4.2.3 Effectiveness Analysis

We conducted comparative experiments on time consumption and space consumption. The space consumption was mainly compared with the steganography method based on candidate group coding.

We measured the efficiency of the proposed method using the average time required to hide secret information of a specified length. We divided the experiment into four batches according to the capacity of secret information and calculated the average consumption time when the capacity of each batch of secret information is set to $x$ bits. Experimental results showed that with the continuous increase of secret information capacity, the required time increases in proportion to the secret information capacity, as shown in Fig. 7. In exploring the reason for this, we found that the time spent was mainly used for model loading.

![Figure 7: Average time needed to hide different secret information capacity](image)

The steganography methods based on candidate group coding have to select multiple candidate tokens and carry out binary path coding to complete the hiding of information. In these
methods, in addition to the generated final token results, other redundant tokens will be selected to assist in the completion of the hiding of the secret information. Moreover, the generated candidate group also needs to be persisted into a specific one through some encoding files, which are used to transmit and assist in the extraction of secret information. However, the proposed method, based on the invisible characters at the end of a line, only needs to save the product of the number of invisible characters and secret information, without additional data. The encrypted key can be sent directly or persisted to a disk file, in which the disk space needed will be far less than that of the previous methods as shown in Tab. 5.

| Method                                    | Space consumption (KB) |
|-------------------------------------------|-------------------------|
| Candidate group coding (size = 4) [11]    | 1                       |
| Candidate group coding (size = 8) [11]    | 2                       |
| Proposed method (60 words)                | 1                       |
| Proposed method (100 words)               | 1                       |

4.2.4 Analysis of Extraction Success Rate and Security

Some generative steganography methods have been proposed based on the GAN model, in which the generator directly generates the stego-carrier. However, because the stego-carrier generation depends on the optimization problem of the neural network [20], the analysis revealed that the extraction success rate of the existing methods cannot reach 100% when extracting secret information from the generated stego-carriers. In our experiment, we selected 100 representative lyrics from the generated 1000 lyrics to extract secret information. The experimental results show that the extraction success rate can reach 100%. Then we modified the selected 100 lyrics by substituting synonyms (such as changing “like” to “love”), re-adjusted the word order of lyrics, and then extracted the secret information again. The results show that the extraction success rate can still reach 100%, which confirms that the proposed method is robust. The reason is that the proposed GAN-GLS embeds the secret information by employing the data characteristic of the generation of GANs, rather than depending on the optimization during the generating process.

Security refers to the anti-steganalysis for a steganography method, which is another key criterion. GAN-GLS can generate modern lyrics texts of high naturalness, which are in line with people’s daily communication habits. Therefore, the lyrics texts containing secret information are not likely to arouse the suspicion of the attackers in the transmission process, and the security can be guaranteed. At the same time, GAN-GLS is based on the invisible characters to hide secret information and does not need to make any changes to the lyrics texts. Theoretically, GAN-GLS can resist the detection of the latest steganalysis algorithms based on text generation, such as TS-CNN [26], TS-RNN [27], the text steganalysis method based on semantic analysis [28] proposed by Yang et al., and the CNN-based text steganalysis method proposed by Wen et al. [29].

5 Conclusions

We presented a novel coverless text steganography method that utilized GANs to generate lyrics. In the process of lyrics generation, we used the GANs based on the penalty mechanism as the basic model of the proposed method to generate the diversified lyrics. After generating
lyrics, we counted the number of invisible characters at the end of each line of lyrics according to the data characteristics of the GANs and used this value to process the binary string of secret information. Through this we achieved the embedding. Through experimental comparisons, we found that the proposed method can offer a higher embedding rate than other coverless text steganography methods and has better scalability of the embedding rate. In the future, we will try to add a steganalysis discriminator to assess the suitableness of the generated lyrics instead of steganalysis after the entire lyrics generation.
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