Alsedà–Misiurewicz systems with place-dependent probabilities

Klaudiusz Czudek

Klaudiusz Czudek, Institute of Mathematics Polish Academy of Sciences, Śniadeckich 8, 00-656 Warszawa, Poland
E-mail: klaudiusz.czudek@gmail.com

Received 19 November 2019, revised 12 June 2020
Accepted for publication 26 June 2020
Published 8 October 2020

Abstract
We consider systems of two specific piecewise linear homeomorphisms of the unit interval, so called Alsedà–Misiurewicz systems, and investigate the basic properties of Markov chains which arise when these two transformations are applied randomly with probabilities depending on the point of the interval. Though this iterated function system is not contracting in average and known methods do not apply, stability and the strong law of large numbers are proven.
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1. Introduction

1.1. Formulation of the problem

In this paper we are interested in Markov chains which in general setting may be defined as follows: we fix a Polish space $M$, a finite number of transformations $f_i : M \to M$, $i = 1, \ldots, r$, and real nonnegative functions $p_1, \ldots, p_r : M \to \mathbb{R}$, called probabilities, with $\sum_i p_i(x) = 1$ for every point $x \in M$. Choose a starting point $x \in [0, 1]$, and pick one of the transformations randomly according to the distribution $p_1(x), \ldots, p_r(x)$. If the result is $f_i$, go to the point $x_1 := f_i(x)$.
Pick a transformation again, this time with respect to the distribution \( p_1(x_1), \ldots, p_r(x_1) \), and if the result is \( f_j \), go to the point \( x_2 := f_j(x_1) \). One continue this procedure obtaining a random walk on \( M \), which we shall denote by \( (X_n^x)_{n \geq 0} \) in order to stress that the starting point was \( x \). The starting point may be chosen also randomly with respect to some distribution \( \mu \). In that case the resulting process will be denoted by \( (X_n^\mu)_{n \geq 0} \). Systems of functions of this type we call iterated function systems with probabilities.

If the initial distribution \( \mu_\ast \) is such that the process \( (X_n^\mu_\ast)_{n \geq 0} \) is stationary, then \( \mu_\ast \) is called stationary itself. Stationary distributions play the same role as in deterministic dynamical system, and are used to describe the statistical behaviour of a random walk. More precisely, if \( \mu_\ast \) is a stationary distribution for certain random walk, then for every function \( \varphi \) in \( L^1(\mu_\ast) \) there exists a function \( \psi \) in \( L^1(\mu_\ast) \) invariant for the random walk (which means that for every starting point \( x \) the value of \( \psi(X_n^x) \) is constant and independent of \( n \)) such that

\[
\frac{1}{n} \left( \varphi(X_1^x) + \cdots + \varphi(X_n^x) \right) \to \psi(x) \text{ a.s.} \tag{1}
\]

for \( \mu_\ast \)-a.e. point \( x \) in \( M \). Moreover, we have \( \int \varphi \mathrm{d}\mu_\ast = \int \psi \mathrm{d}\mu_\ast \).

Let \( \mu_\ast \) be a stationary measure. Let us assume that it has the property: if \( A \) is an arbitrary Borel set such that \( P(X_1^x \in A) = 1 \) for every \( x \in A \), then the \( \mu_\ast \) measure of \( A \) is either 0 or 1. In that case \( \mu_\ast \) is called ergodic. Similarly to deterministic dynamical systems, every stationary measure \( \mu_\ast \) may be decomposed as a convex combination of ergodic stationary measures. For justification of all these statements see chapter I.3 in [8].

When the stationary measure exists, it is reasonable to ask if it is unique (hence whether the statistical behaviour of the Markov chain depends on a starting point). If \( \mu_\ast \) is the only stationary measure, and, moreover, the law of the process \( (X_n^\mu_\ast)_{n \geq 0} \) is convergent in the weak-* topology to \( \mu_\ast \) whatever the initial distribution is, then the Markov chain is said to be asymptotically stable. In the present paper we are interested in the existence of stationary distribution, its uniqueness and asymptotic stability of the processes defined above for certain particular transformations of the interval.

### 1.2. Historical remarks

The first paper concerning aforementioned chains was published in 1935 by Onicescu and Mihoc [36], where the authors define and investigate a slightly different type of process, but still possible to be performed in terms of iterated function systems. Two years later Doeblin and Fortet published paper [17], where, again in a slightly different language, properties of a system of two affine contractions of the interval were explored. In 1953 Karlin [28] stated a theorem that if \( M \) is the interval, \( f_1, f_2 \) are affine contractions of the interval and \( p_1, p_2 \) are arbitrary continuous functions, then the corresponding process is asymptotically stable. However, a mistake was found in his proof, and almost 50 years later the counterexample to this statement was given by Stenflo [40].

In the second half of 20th century, when iterated function systems appeared to be connected with fractals, systems of this form gained more interest, see the papers by Barnsley, Demko and fundamental paper by Hutchinson [4, 25]. The next paper we would like to mention is [3] from 1988, in which Barnsley et al considered general systems on locally compact spaces \( M \) with transformations contractive in average, i.e. satisfying the condition

\[
\sum_{i=1}^{r} p_i(x) d(f_i(x), f_i(y))^{\alpha} \leq c d(x, y)^{\alpha}
\]

for some positive constants \( c, \alpha \).
where $d$ is the metric on $M$, $c < 1$, $\alpha > 0$ are independent of $x, y$ and $x, y$ are arbitrary points of the space $M$. Obviously one needs also to assume some regularity of $p_i$, since, as it was mentioned in the previous paragraph, even when $f_i$’s are contractions it is possible to construct continuous probabilities such that the random walk has at least two distinct stationary distributions. Therefore another assumption made by the authors is the Dini continuity of $p_i$’s, which means that the modulus of continuity $\beta_i$ of $p_i$ must satisfy the property that for every $C \geq 1$ and $t < 1$ the series $\sum \beta_i(C^t)$ is convergent.

Let us note that the proof consisted of two parts. In the first it was showed that given $\varepsilon > 0$ one can find $\delta > 0$ such that if $x, y$ are points in $M$ with $d(x, y) < \delta$, then the distance between the distributions of $X^n_x$ and $X^n_y$ in the Fortet–Mourier metric is less than $\varepsilon$ for every $n$. Recall that the Fortet–Mourier metric between two measures $\mu$ and $\nu$ is defined by

$$d_{FM}(\mu, \nu) := \sup \left\{ \int \varphi \, d\mu - \int \varphi \, d\nu : \varphi \in F \right\}$$

where $F$ is the set of all Lipschitz continuous functions with Lipschitz constant less than 1 whose absolute value is less than one. In the second part of the proof, the authors fix $\varepsilon$, take $\delta$ given in the first part of the proof and couple two independent Markov chains starting from two arbitrary distributions $(X^n_x)$, $(X^n_y)$. By coupling of the processes $(X^n_x)$, $(X^n_y)$ (which are independent) we mean to show that almost surely there exists $k$ with $d(X^n_x, X^n_y) < \delta$. Given $n$, one can divide the set of all trajectories into two parts. The first part contains trajectories $\omega$ that are ‘coupled’ before $n$, i.e. such that there exists $k < n$ with $d(X^n_x(\omega), X^n_y(\omega)) < \delta$. The second part consists of the remaining trajectories. By what was already mentioned, the measure of the latter tends to zero as $n$ goes to $\infty$. By the first part of the proof and some conditioning argument, the Fortet–Mourier distance between the processes restricted to the set of ‘coupled’ trajectories is less than $\varepsilon$. A similar technique was exploited by Lasota and Yorke in 1994 [30], where the notion of ‘nonexpansiveness’ for this kind of systems was studied.

The listed papers provide basic tools in investigating iterated function systems. We would like to emphasize that several other results have been proven about systems contracting in average, see the survey by Stenflo [41]. As far as we know, the contractivity assumption is always made when the probabilities in the explored system are place-dependent. The only exception we know are systems on the circle studied by Sinai [37] and more recently by Dolgopyat et al [18], where the two transformations are rotations of angle $+\alpha$ and $-\alpha$, and the probabilities are nonvanishing and smooth. These kind of systems are examined by investigating the corresponding random walk in random environment on $\mathbb{Z}$. The papers by Kaloshin and Sinai are also related [26, 27]. For more information about iterated function systems with probabilities we would like to recommend the interesting survey by Diaconis and Freedman [13].

The case when the probability functions $p_i$’s are constant deserves more attention. On one hand, it is much simpler to study than the general case. On the other hand, it appears in dynamical systems very often as a skew-product. Iterated function systems with constant probabilities may be linked with important concepts in one-dimensional dynamics: Bernoulli convolutions [39] and Furstenberg boundary [22]. They are used in studying groups acting on the circle [10, 11, 32] and the real line [9], whose importance in mathematics comes, among others, from the Zimmer program [21]. The general overview of the theory of groups acting on the circle and real line may be found in book and article by Navas [34, 35]. Moreover, certain examples of skew-products with the Bernoulli shift in the base are investigated as models of partially hyperbolic dynamics (see [14–16, 29]).
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The previously described techniques based on contractivity may be also applied in the special case when probabilities are constant. However, here the analysis may simplify. For instance in [7] an elementary, very short proof of uniqueness of a stationary distribution for random walks on the interval may be found, assuming only that transformations are increasing. It is also worth to distinguish the papers by Dubins and Freedman [19], Bhattacharaya and Lee [5], where the authors deal with iterated function systems on the interval without any contraction assumption.

The publication motivating this article is by Alsedà and Misiurewicz [1] from 2014. The authors were looking for skew-products with Bernoulli shift in the base and the interval in the fibre with the property that there exists a function from the base to the fibre whose graph is an attractor for the skew-product transformation. As a byproduct, the authors showed uniqueness of the stationary measure, stability and the strong law of large numbers for the Markov chain arising from system of two very specific, piecewise linear homeomorphisms chosen with probabilities $1/2, 1/2$. Later their results were proved in the case of two $C^2$ increasing diffeomorphisms ([23]) or even arbitrary finite number of increasing homeomorphisms ([42]) satisfying mild additional assumptions. A significant hypothesis for both [23, 42] is that the points 0 and 1 should be repelling in average, which is necessary to ensure the existence of a stationary distribution. Precisely this assumption states that the average Lyapunov exponent at 0 and 1 (defined in the next subsection) should be positive.

All these results were proven only in the case of constant probabilities, so the natural question was about the case where probabilities depend on a point. To apply the elaborated techniques, one would need to construct a metric in which the system (with place-dependent probabilities) is contractive in average. Although we have tried to, we failed to construct such a metric even for the simplest system considered by Alsedà and Misiurewicz. Despite of that, straightforward analysis of this system gave the uniqueness of a stationary distribution and stability of the Markov chain, which are the main results in the present paper.

We would like to close the subsection with a short remark on the strong law of large numbers, which we also prove here. Observe that in (1) the convergence holds for $\mu_*$ almost every point $x \in M$. When the stationary measure is unique, it is natural to ask whether the convergence holds for every point of the interval. It was proved in [6] in the case of Markov chains on compact spaces, non necessarily arising from iterated function systems. Later it was proved in [12] in the case of iterated systems of contractions in $\mathbb{R}^n$ applied with constant probabilities and in [20] for systems contracting in average with place dependent probabilities on locally compact spaces. Note that importance of this theorem follows from connection to the fractals [12]. In the present article the proof of the strong law of large numbers for examined system is also provided.

### 1.3. The main results

Let $f_0$ be an interval homeomorphism such that its graph consists of two straight lines, the first one connecting $(0, 0)$ with some point $(x_0, y_0) \in (1/2, 1) \times (1/2, 1)$ under diagonal, and the second one connecting $(x_0, y_0)$ with $(1, 1)$ (see figure 1). Next, let $f_1$ be the interval homeomorphism defined by $f_1(x) = 1 - f_0(1 - x)$, $x \in [0, 1]$ (see figure 1). Setting $a_0 = \frac{x_0}{y_0}$ and $a_1 = \frac{1 - y_0}{1 - x_0}$, we can write

$$f_0(x) := \begin{cases} a_0 x & \text{if } x \leq x_0 \\ a_1 (x - 1) + 1 & \text{if } x > x_0 \end{cases} \quad \text{and} \quad f_1(x) := 1 - f_0(1 - x).$$
After [2], we call these systems the Alsedà–Misiurewicz systems (in [2] the only restriction for \((x_0, y_0) \in (0, 1) \times (0, 1)\) is that it should be under diagonal). Further, fix two positive real functions \(p_0, p_1\) on \([0, 1]\) with 
\[
p_0(x) + p_1(x) = 1 \quad \text{for every } x \in [0, 1].
\]
It defines an iterated function system with probabilities. We keep the notation from the first subsection and denote the corresponding Markov chain with the initial distribution \(\mu\) by \((X_\mu^n)_{n=0}^\infty\). In order to simplify the notation, the Markov chain starting from a point \(x \in (0, 1)\) we denote by \((X^n_x)_{n=0}^\infty\) instead of \((X_\delta_x^n)_{n=0}^\infty\).

In the previous subsection the notion of ‘average Lyapunov exponents’ appeared. In our setting we define these by the formulae

\[
\Lambda_0 := p_0(0) \log(a_0) + p_1(0) \log(a_1),
\]
\[
\Lambda_1 := p_0(1) \log(a_1) + p_1(1) \log(a_0).
\]

If the system consisted of two homeomorphism differentiable at 0 and 1, the coefficients \(a_0, a_1\) would be replaced by derivatives at 0 and 1, respectively.

The goal of our paper is to provide proofs of the existence and uniqueness of stationary measure, stability and strong law of large numbers for defined Markov chains. To this end, we introduce the following assumptions:

(A1) \(\frac{1}{2} < x_0 < 1\) and \(\frac{1}{2} \leq y_0 < x_0\),
(A2) \(p_0, p_1\) are Dini continuous,
(A3) \(0 < p_i(x) < 1\) for \(x \in [0, 1]\) and \(i = 0, 1\),
(A4) \(\Lambda_0, \Lambda_1 > 0\).

We recall that the functions \(p_0, p_1\) are Dini continuous if for every \(C \geq 0\) and \(t < 1\) we have 
\[
\sum_n \beta(C t^n) < \infty \quad \text{where } \beta \text{ denotes the modulus of continuity of } p_0, p_1, \text{ i.e.}
\]
\[
\beta(t) := \max_{i=0,1} \sup_{x \in [0,1], |h| \leq t} |p_i(x) - p_i(x + h)|.
\]
We do not need any further assumptions about contractivity of the system. All of these will be motivated in the subsection ‘1.4 sketch of the proof’. Our main results are the following theorems.

**Theorem 1.** If \((A1)-(A4)\) hold then there exists a unique Borel probability measure \(\mu_* \in \mathcal{M}\) such that the Markov chain \((X_n^\mu)\) is stationary.

**Theorem 2.** If \((A1)-(A4)\) hold, and \(\nu\) is any Borel probability measure then the Markov chain \((X_n^\nu)\) is asymptotically stable.

**Theorem 3 (the strong law of large numbers).** If \((A1)-(A4)\) hold, \(x \in (0,1), \varphi \in C((0,1))\) then
\[
\frac{\varphi(X_1^x) + \cdots + \varphi(X_n^x)}{n} \to \int \varphi \, d\mu_* \text{ a.s.}
\]

2. Notation, sketch of the proof and open problems

2.1. Notation

The space of Borel probability measures on \((0,1)\) will be denoted by \(\mathcal{M}_1\) and the space of all positive Borel measures by \(\mathcal{M}\). The family of transition probabilities \(p(x, \cdot) \in \mathcal{M}_1, x \in (0,1)\) is defined by the formula
\[
p(x, \cdot):= p_0(x)\delta_{f_0(x)} + p_1(x)\delta_{f_1(x)} \text{ for } x \in (0,1).
\]

Let us choose an initial distribution \(\mu \in \mathcal{M}_1\). Together with the transition probabilities it defines the Markov chain \((X^\mu_n)\) on \((0,1)\). The canonical space for this Markov chain is constructed as follows. Put \(\Omega = (0,1)^\infty, \mathcal{G} = \mathcal{B}(0,1)^\infty\). Here \(\mathcal{B}(0,1)\) stands for the \(\sigma\)-algebra of Borel subsets of \((0,1)\). We define the family of measures \(\mathbb{P}_x^\infty\), \(x \in (0,1)\) on \((\Omega, \mathcal{G})\) by giving its values on cylinder sets, i.e.

\[
\mathbb{P}_x^\infty(A_1 \times \cdots \times A_k \times (0,1)^\infty) := \int_{A_1} p(x, \, dx_1) \int_{A_2} p(x_1, \, dx_2) \cdots \int_{A_k} p(x_{k-1}, \, dx_k)
\]

where \(A_1, \ldots, A_k \in \mathcal{B}(0,1), x \in (0,1)\). Existence of the unique extension to a measure on \(\mathcal{G}\) follows from the Kolmogorov extension theorem. Fix the initial distribution \(\nu \in \mathcal{M}_1\) and define the measures \(\mathbb{P}_x^\nu\) on cylinders by

\[
\mathbb{P}_x^\nu(A \times B) := \int_A \mathbb{P}_x^\infty(B) \nu(dx),
\]

for \(A \in \mathcal{B}(0,1), B \in \mathcal{G}\). This measure has the unique extension to \(\mathcal{G}\) by the Kolmogorov extension theorem. Now the sequence \((\pi_n)\) of projections defined on \((\Omega, \mathcal{G}, \mathbb{P}_x^\infty)\) by \(\pi_n(x_1, x_2, \ldots) := x_n, n \geq 1\), is the canonical realization of the Markov chain \((X_n^\mu)\).

The processes \((X_n^x), x \in (0,1)\), may be also realized on the space \(\Sigma = \{0,1\}^\mathbb{N}\) with the standard product \(\sigma\)-algebra \(\mathcal{F}\) and the probability measure \(\mathbb{P}_x\), defined on cylinders, \(C_{i_1, \ldots, i_k} = \{\omega \in \Sigma : \omega_1 = i_1, \ldots, \omega_k = i_k\}\), by

\[
\mathbb{P}_x(C_{i_1, \ldots, i_k}) := p_{i_1}(x)p_{i_2}(f_{i_1}(x)) \cdots p_{i_k}(f_{i_{k-1}} \circ \cdots \circ f_{i_1}(x)).
\]
Then it is clear that $f^n_\omega(x) := f_{\omega_n} \circ \cdots \circ f_{\omega_1}(x)$, where $\omega = (\omega_1, \omega_2, \ldots)$, is a realization of $(X^n_\alpha)$. Expectation with respect to $P_n$ is denoted by $E_n$. By $\theta_n$ we denote the shift $\theta_n : \Sigma \rightarrow \Sigma$, $\theta_n(\omega) := (\omega_{n+1}, \omega_{n+2}, \ldots)$, where $\omega = (\omega_1, \omega_2, \ldots)$. For $n \geq 1$ and $\omega \in \Sigma$ put

$$a^n_\omega := a_{\omega_n} \cdots a_{\omega_1}.\]

In order to describe the evolution of $(X^n_\alpha)$ we introduce the Markov–Feller operator $P : \mathcal{M} \rightarrow \mathcal{M}$ by

$$P\mu(A) := \int f_{\omega}^{-1}(A) p_0(x)\mu(dx) + \int f_{\omega}^{-1}(A) p_1(x)\mu(dx),$$

for $A \in \mathcal{B}(0,1), \mu \in \mathcal{M}$. Its predual operator $U : C(0,1) \rightarrow C(0,1)$ is given by

$$U\varphi(x) := p_0(x)\varphi(f_0(x)) + p_1(x)\varphi(f_1(x)),$$

for $\varphi \in C(0,1)$ and $x \in (0,1)$. By ‘predual’ we mean that

$$\int_{(0,1)} \varphi dP\mu = \int_{(0,1)} U\varphi d\mu$$

for every $\mu \in \mathcal{M}$ and $\varphi \in C(0,1)$. The operator $P$ is linear, i.e. $P(\lambda_1 \mu_1 + \lambda_2 \mu_2) = \lambda_1 P\mu_1 + \lambda_2 P\mu_2$ for $\lambda_1, \lambda_2 \geq 0, \mu_1, \mu_2 \in \mathcal{M}$. It also preserves the total mass of a measure, i.e. $P\mu((0,1)) = \mu((0,1))$ for $\mu \in \mathcal{M}$. We say that a measure $\mu_n \in \mathcal{M}$ is invariant for the operator $P$ if $P\mu_n = \mu_n$. In that case we say that the operator $P$ is asymptotically stable if $P^\nu \mu \rightharpoonup \mu_n$ weakly for every $\nu \in M_1$.

The Markov–Feller operator $P$ has the property that the distribution of $X^n_\alpha$ is $P^n\mu_n$ for all $n \geq 0$ and $\mu \in \mathcal{M}$. Therefore one can choose an initial distribution $\mu \in M_1$ such that $(X^n_\alpha)$ is stationary if and only if $\mu$ is $P$-invariant and the Markov chain $(X^n_\alpha)$ is stable if and only if $P$ is asymptotically stable.

Following [23] we define

$$\mathcal{P}_{M,\alpha} := \{\mu \in M_1 : \mu((0,x)) \leq Mx^\alpha \text{ and } \mu((1-x,1)) \leq Mx^\alpha \text{ for all } x \in (0,1)\}.\]

By what we have just mentioned, theorem 1 is equivalent to the existence of a unique invariant probability measure for the Markov–Feller operator $P$.

### 2.2. Sketches of the proofs

The proof of existence of a stationary distribution is analogous to the proofs given in [23, 42]. The idea is to apply the Krylov–Bogoliubov technique: for a fixed $x \in (0,1)$, we define the sequence of measures $\frac{1}{P}(\delta_x + \cdots + P^{n-1}\delta_x)$, $n \in N$, and we show the existence of an accumulation point, which is the desired distribution. The obstacle is the measures in the above sequence are supported on the noncompact set $(0,1)$, therefore the Prokhorov lemma cannot be used. In order to deal with that problem, we use the assumption on Lyapunov exponents to find parameters $M, \alpha$ for which the class $\mathcal{P}_{M,\alpha}$ is $P$-invariant. As every such class is weakly-$*$ compact and convex, taking $\delta_x \in \mathcal{P}_{M,\alpha}$ shall complete the proof. Here assumption (A4) is essential.

The proof of uniqueness is much more complicated. The main goal is to show that taking two points $x, y$ close to each other the processes $X^n_\alpha, X^n_\beta$ have close distributions. Formally, we need to show that $(U^\alpha\varphi)_{\alpha \geq 1}$ is an equicontinuous family on $[1 - x_0, x_0]$ for any bounded Lipschitz function $\varphi$. Note that this is a similar approach as in [3, 30]. After proving that, the
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assertion is a simple consequence of the ergodic theorem, as there exists a point \( c \) belonging to the support of every stationary measure. In order to show the equicontinuity of \((U^n \varphi)_{n \geq 1}\), the first aim is to justify that for any point \( x \in [1 - x_0, x_0] \) and any point \( y \) sufficiently close to \( x \) we have \( E_x | f^n(x) - f^n(y) | \leq Cq^n \) (proposition 2) for some \( q < 1 \), which is independent of \( x \). Then uncomplicated estimations using assumption (A2) yield the desired equicontinuity. It is interesting that, on one hand, assumption (A2) is exactly what we need and, on the other hand, it was also essential in papers [3, 30]. Thus, it seems to be optimal.

A crucial step in proving proposition 2 is proposition 1, which says that for any two points \( x, y \) sufficiently close to each other the distance \( | f^n(x) - f^n(y) | \) is not greater than \( a_1 | x - y | \) for any choice of \( \omega \) and \( n \). To conclude the first from the latter, we notice that the system is contracting on \([1 - x_0, x_0]\) whatever the probabilities are. Therefore, if the points \( f^n(x) \) and \( f^n(y) \) belong together to \([1 - x_0, x_0]\) for a sufficiently long time, the distance between them is contracted by a coefficient less than \( 1/2a_1 \). Because of proposition 1, one just needs to show that the probability of the low number of long stays in \([1 - x_0, x_0]\) up to \( n \) decays exponentially fast when \( n \) goes to infinity. For the trajectories with a sufficient amount of visits, the distance between \( f^n(x) \) and \( f^n(y) \) is contracted by a coefficient less that \( 1/2^{|n|} \). The equicontinuity of \((U^n \varphi)_{n \geq 1}\) may be concluded. The proof of stability is completed by an argument similar to this one used in [3, 30].

Showing the exponential convergence (proposition 2) is the key part of the proof of uniqueness. It strongly relies on proposition 1, which cannot be proven for any Alseda–Misiurewicz system beyond these satisfying (A1), possibly with some exceptions. The exceptions, as we suppose, are exactly the resonant cases described in the next subsection. Therefore (A1) is crucial in our technique, however, it is interesting question if uniqueness may be proven without it (see problem 1 in section 2.3).

To show the strong law of large numbers, we use idea of Elton [20] to prove that \( P_x, P_y \) are absolutely continuous to each other provided that \( x \) and \( y \) are sufficiently close. We pick a point \( z \) generic for the Birkhoff ergodic theorem. If \( x \) is sufficiently close to \( z \), then, by absolute continuity of \( P_x \) and \( P_z \) and by proposition 1, almost every trajectory of \((X^n)\) differs from the generic one by at most \( \varepsilon \). Showing that the process \((X^n)\) visits arbitrary neighbourhood of \( z \) infinitely many times (whatever \( x \) is) yields that for every \( \varepsilon > 0 \) almost every trajectory of \((X^n)\) differs from the generic one by at most \( \varepsilon \). Then simple and standard argument completes the proof of the strong law of large numbers.

At the end we would like to note that the assumption (A3) is very convenient and not restrictive at the same time. It appears all the time in the reasoning. When dropping this assumption, it is very easy to construct a system with at least two distinct stationary distributions (by constructing two intervals such that the probability of transition from one to another is equal to zero).

2.3. Open problems

As we explained, all assumptions are important in our reasoning. However, while (A2)–(A4) are essential, it is interesting if one can generalize the results to the case when assumption (A1) is dropped. The main problem is that we cannot prove proposition 2 without proposition 1, and proposition 1 is not true for general systems of homeomorphisms. Even restricting oneself to the Alseda–Misiurewicz systems, it is not true without (A1). The following question is open.

**Problem 1.** Is it possible to show proposition 2 for systems without assumption (A1)? If not, then it is possible to show the uniqueness of a stationary measure for such systems? What with more general systems, like of \( C^2 \) diffeomorphisms?
Figure 2. The order of the points $1 - x_0, 1 - y_0, y_0, x_0$.

Our method of proving theorem 2 does not provide any rate of convergence of $U^n \varphi$ to $\int \varphi \, d\mu$. In the case of systems contracting in average it was shown in [38] using coupling techniques that the rate of convergence is exponential provided that probabilities are Lipschitz continuous. This may be exploited to show the central limit theorem (see [24]). However, the central limit theorem holds also with the rate of convergence weaker than exponential [33]. The problem is if one can provide a sufficient rate of convergence to imply the central limit theorem.

Problem 2. Does the central limit theorem hold for the Markov chain $(X_\mu^n)$ provided that probabilities are Lipschitz continuous? Does it hold for the process $(X_\mu^n)$ for $\mu$-almost every starting point $x$?

The last question is connected with paper [2]. It was noticed in [23, 42] that the condition $\frac{\log f_0'(0)}{\log f_1'(0)} \notin \mathbb{Q}$ implies that the system is minimal. The authors of [2] call the systems for which $\frac{\log f_0'(0)}{\log f_1'(0)} \in \mathbb{Q}$ the systems with resonance and prove that if a system is with resonance, $y_0 < 1/2$ and some additional more technical assumptions are satisfied, then there exists an invariant Cantor sets for the iterated function system $(f_0, f_1)$ (also other interesting results are established there, like the value of the Hausdorff dimension of the invariant set). However, nothing is known in the case $y_0 > 1/2$ which is our case.

Problem 3. If the Alsedà–Misiurewicz system satisfies (A1) then is it necessarily minimal?

3. The proof of theorem 1

Proof of existence. The proof follows the lines of the proof from [23] with necessary changes. Namely, we shall show that there exist parameters $M \geq 1, \alpha \in (0, 1)$ such that the class $\mathcal{P}_{M, \alpha}$ is invariant under the operator $P$. It is sufficient, since in that case one can apply the standard Krylov–Bogoliubov technique, i.e. take any $\nu \in \mathcal{P}_{M, \alpha}$ and define $\nu_0 = \frac{1}{2}(\nu + \cdots + P^{n-1}\nu)$. By the $P$-invariance of $\mathcal{P}_{M, \alpha}$, all $\nu_j$'s are in $\mathcal{P}_{M, \alpha}$, and by weak-* compactness of $\mathcal{P}_{M, \alpha}$ there exists an accumulation point $\mu_\ast \in \mathcal{P}_{M, \alpha}$ of this sequence which is an invariant measure. Details are left to the reader. What remains to show is the existence of parameters $M, \alpha$ with the desired property.

By the continuity of $p_0, p_1$ at the boundary, (A4) and (2) one can find $0 < \varepsilon < 1 - x_0$ such that

$$\max_{t \leq \varepsilon} p_0(t) \log a_0 + \max_{t \leq \varepsilon} p_1(t) \log a_1 > \frac{\Lambda_0}{2},$$

$$\max_{t \leq \varepsilon} p_0(1 - t) \log a_1 + \max_{t \leq \varepsilon} p_1(1 - t) \log a_0 > \frac{\Lambda_1}{2}. \quad (3)$$
Proposition 1.

Writing the Taylor formula of the function \( a \mapsto a^{-\alpha} \) at 0 we obtain \( a^{-\alpha} = 1 - \alpha \log a + o(\alpha) \) where \( a \) is any fixed positive number. By this formula and (3) one can find \( \alpha \in (0, 1) \) and \( p \in (0, 1) \) with

\[
\begin{align*}
\max_{t \in \mathbb{C}} p_0(t)a_0^{-\alpha} + \max_{t \in \mathbb{C}} p_1(t)a_1^{-\alpha} &< p, \\
\max_{t \in \mathbb{C}} p_0(1-t)a_1^{-\alpha} + \max_{t \in \mathbb{C}} p_1(1-t)a_0^{-\alpha} &< p.
\end{align*}
\]

(4)

Eventually, put \( M \) to be any number greater or equal than \((a_0\varepsilon)^{-\alpha} > \varepsilon^{-\alpha} > 1\).

We are in position to show the invariance of \( \mathcal{P}_{M, \alpha} \) for \( M, \alpha \) chosen above. Take \( \mu \in \mathcal{P}_{M, \alpha} \) and \( x \in (0, 1) \). If \( x \geq a_0 \) then \( Mx^\alpha \geq M(a_0\varepsilon)^\alpha \geq 1 \), hence the condition \( P\mu((0, x)) \leq Mx^\alpha \) is trivially satisfied. If \( x < a_0 \) then also \( x < 1 - x_0 \) and

\[
P\mu((0, x)) = \int_{[0,a_0^{-1}x]} p_0(t)\mu(dt) + \int_{[a_0^{-1}x, 1]} p_1(t)\mu(dt)
\]

\[
\leq \max_{t \in \mathbb{C}} p_0(t)Ma_0^{-\alpha}x^\alpha + \max_{t \in \mathbb{C}} p_1(t)Ma_1^{-\alpha}x^\alpha < Mx^\alpha p < Mx^\alpha,
\]

where in the last line we used (4). Therefore \( P\mu((0, x)) \leq Mx^\alpha \). The proof that \( P\mu((1 - x, 1)) \leq Mx^\alpha \) is analogous. The invariance of \( \mathcal{P}_{M, \alpha} \) is established.

We are now going to make some use of (A1) (cf. figure 2). Take \( \eta_1 \) such that the following condition is satisfied

\[
a_0y - a_1(y - a_1\eta_1) < 0 \quad \text{for} \quad y \geq 1 - y_0.
\]

(5)

There exists such \( \eta_1 \). Indeed, since \( a_0 < 1 < a_1 \), the linear function \( y \mapsto a_0y - a_1(y - a_1\eta_1) \) is decreasing and, in consequence, it suffices to show that there exists such \( \eta_1 \) for \( y = 1 - y_0 \). But since

\[
a_0(1 - y_0) - a_1((1 - y_0) - a_1\eta_1) = (1 - y_0)(a_0 - a_1) + a_1^2\eta_1,
\]

it just follows from the inequality \( (1 - y_0)(a_0 - a_1) < 0 \). Let us also assume that \( \eta_1 \) is less than the length of the interval \( [1 - x_0, 1 - y_0] \) and satisfies

\[
f_1(y_0 + a_1\eta_1) < x_0.
\]

(6)

This is possible by the continuity of \( f_1 \) and

\[
f_1(y_0) < x_0.
\]

(7)

To show this, however, we compute \( f_1(y_0) = \frac{-y_0(1-y_0)}{y_0} + 1 \) and obtain that (7) is equivalent to the condition \( y_0(1 - y_0) > x_0(1 - x_0) \). By the assumptions made on \( x_0, y_0 \) we have \( 1/2 \leq y_0 < x_0 \), so our statement follows from the monotonicity of the function \( \psi(t) := t(1 - t) \) on \( [1/2, 1] \).

**Proposition 1.** If \( x, y \in [1 - x_0, x_0] \) and \( |x - y| \leq \eta_1 \) then

\[
|f_n^\omega(x) - f_n^\omega(y)| \leq a_1|x - y|
\]

for every \( n \) and every \( \omega \in \Sigma \).
In order to simplify the reasoning, we assume that \( x < y \) and \( \omega \) is such that \( f^n(x) \) visits \((0, 1 - x_0)\) infinitely often and \( f^n(y) \) visits \((x_0, 1)\) infinitely often. At the end of the proof we will give a simple explanation that this assumption may be dropped.

**Lemma 1.** If \( 1 - x_0 \leq x < y \leq x_0, |x - y| < a_1 \eta_1, y > 1 - y_0 \) and \( u \) is such that \( f^n_u(y) \leq x_0 \) for all \( n \leq u \), then

\[
|f^n_u(x) - f^n_u(y)| \leq |x - y|
\]

for all \( n \leq u \).

**Proof of lemma 1.** Let \( t \) be the least integer for which \( f^n_0(x) < 1 - x_0 \) and let \( s < t \) be the maximal integer for which \( f^n_0(y) > 1 - y_0 \). Obviously \( |f^n_0(x) - f^n_0(y)| \leq |x - y| \) for \( n \leq s \), since both \( f_0, f_1 \) are contractions on \([1 - x_0, x_0] \). Moreover, \( f^n_0(x), f^n_0(y) \) again satisfy assumptions of the lemma, therefore we may assume \( s = 0 \). Next, define \( r \) to be the moment of the first visit of \( f^n_0(y) \) in \((1 - y_0, 1) \). If we will show the claim for \( n \leq r \) then the points \( f^n_u(x), f^n_u(y) \) again satisfy the assumptions of the lemma, therefore we may assume \( r = u \).

For this purpose observe that \( f^n_0(y) = a^n_0 y \) and \( f^n_0(x) = a^n_0 x \) for \( n \leq r - 1 \), i.e. application of \( f_0 \) and \( f_1 \) is actually a multiplication by \( a_0, a_1 \), respectively. Indeed, assume contrary to our claim that \( f^n_{u-1}(y) > 1 - x_0 \) and \( \omega_n = 1 \). Then \( f^n_{u-1}(y) = f_1(f^n_{u-1}(y)) > f_1(1 - x_0) = 1 - y_0 \), hence \( r = n \) which is a contradiction. Since \( f^n_0(y) = a^n_0 y \) and \( f^n_0(x) = a^n_0 x \) for \( n \leq r - 1 \), we have for these \( n \)’s

\[
|f^n_0(x) - f^n_0(y)| = a^n_0 |x - y|.
\]

But since \( f^n_0(y) \leq 1 - y_0 < y \) for \( n \leq r - 1 \), we have \( a^n_0 < 1 \) which completes the proof in the case \( n \leq r - 1 \).

The only point remaining now is to show that \( |f^n_0(x) - f^n_0(y)| \leq |x - y| \). If \( f^n_{u-1}(x) \geq 1 - x_0 \), then the statement is obviously true, since both \( f_0, f_1 \) are contractions on \([1 - x_0, x_0] \) and the statement is true for \( n = r - 1 \). We are reduced now to proving \( |f^n_0(x) - f^n_0(y)| \leq |x - y| \) provided that \( f^n_{u-1}(x) < 1 - x_0 < f^n_{u-1}(y) \). Let us consider the function \( k \mapsto |f_1(ky) - f_1(kx)| \) for \( k \in \left[ \frac{1 - x_0}{y}, \frac{1 - x_0}{x} \right] \) (this condition is equivalent to say that \( 1 - x_0 \in [kx, ky] \), thus the condition \( a^n_{u-1} \in \left[ \frac{1 - x_0}{y}, \frac{1 - x_0}{x} \right] \) is equivalent to our case now). We assert that this function is nonincreasing. Indeed,

\[
f_1(ky) - f_1(kx) = (f_1(ky) - f_1(1 - x_0)) + (f_1(1 - x_0) - f_1(kx))
\]

\[
= a_0 (ky - (1 - x_0)) + a_1 ((1 - x_0) - kx),
\]

hence the function is linear with the slope equal to \( a_0 y - a_1 x \) which is negative since \( |x - y| < a_1 \eta_1 \) and \( (5) \) holds for \( \eta_1 \).

We compute now \( |f_1(ky) - f_1(kx)| \) for \( k = k_0 := \frac{1 - x_0}{y} \). We have \( |f_1(k_0y) - f_1(k_0x)| = a_1(k_0y - k_0x) = a_1 k_0 (y - x) \) and \( a_1 k_0 y = f_1(k_0 y) = f_1(1 - x_0) = 1 - y_0 \leq y \) which implies that \( a_1 k_0 \leq 1 \). Combining that with the monotonicity of the considered function yields

\[
|f^n_0(x) - f^n_0(y)| = |f_1(a^n_{u-1} y) - f_1(a^n_{u-1} x)| \leq |f_1(k_0 y) - f_1(k_0 x)| \leq |x - y|
\]

which completes the proof of lemma 1. \( \Box \)
Lemma 2. If \( x, y \in [1 - x_0, x_0] \), \( |x - y| < \eta_1 \), and \( u \) is such that \( f_n(u) \leq x_0 \) for all \( n \leq u \), then \( |f_n(x) - f_n(y)| \leq a_1|x - y| \).

Proof of lemma 2. The proof is essentially the same as in the case of previous lemma. We define \( t \) and \( r \) in the same way and assume without loss of generality that \( t = 1, r = u \) (for \( n \geq r \) we can apply lemma 1). We again observe that \( f_n(y) = \alpha_n^x y, f_n(x) = \alpha_n^x x \), and \( f_n(y) \leq 1 - y_0 \) for \( n \leq r - 1 \). The difference is that \( y > 1 - y_0 \) is not true anymore. However, by the definition of \( a_1 \) we have \( 1 - y_0 = a_1(1 - x_0) \leq a_1 y \), thus \( \alpha_n^y \leq a_1 \) which proves the assertion for \( n \leq r - 1 \) (cf (8)).

If \( n = r \) then we have again two cases. If \( f_n^{-1}(x) > 1 - x_0 \), then the statement is obviously true, since both \( f_0, f_1 \) are contractions on \([1 - x_0, x_0]\) and the statement is true for \( n = r - 1 \). If \( f_n^{-1}(x) < 1 - x_0 \) then \( \alpha_n^x x = f_n(x) < 1 - y_0 = a_1(1 - x_0) \leq a_1 x \), so \( \alpha_n^y - \alpha_n^x y \leq a_1(y - x) \). Observation that \( f_n(y) < \alpha_n^y y \) yields the assertion. \( \square \)

Proof of proposition 1. We can define the following infinite sequences of natural numbers

\[
t_1 := \min \{ n \geq 1 : f_n(x) < 1 - x_0 \text{ or } f_n(y) > x_0 \},
\]

\[
t_{k+1} := \begin{cases} 
\min \{ n \geq t_k : f_n(y) > x_0 \} & \text{if } f_n(x) < 1 - x_0, \\
\min \{ n \geq t_k : f_n(x) < 1 - x_0 \} & \text{if } f_n(y) > x_0,
\end{cases} \quad k \geq 1,
\]

\[
u_k := \begin{cases} 
\max \{ n \leq t_{k+1} : f_n(x) < 1 - y_0 \} & \text{if } f_n(x) < 1 - x_0, \\
\max \{ n \leq t_{k+1} : f_n(y) > y_0 \} & \text{if } f_n(y) > x_0,
\end{cases} \quad k \geq 1.
\]

To finish the proof notice that the statement for \( n \leq u_1 \) follows from lemma 2 (or its symmetric version) with \( u = u_1 \). Hence, from the definition of \((u_k)\), the points \( f_n(u_k), f_n(y) \) satisfy assumptions of lemma 1 (or its symmetric version) with \( u = u_2 - u_1 \). We continue in this fashion: for every \( k \) the points \( f_n(u_k), f_n(y) \) satisfy assumptions of lemma 1 or its symmetric version with \( u = u_{k+1} - u_k \), and the conclusion follows.

To obtain the statement for any \( \omega \) observe that for some \( k \) we cannot define \( t_{k+1} \) and in this case either lemma 1 or 2 applies for \( f_n(x), f_n(y) \) with arbitrary large \( u \). \( \square \)

Proposition 2. There exists \( \eta_2 > 0 \) such that if \( x, y \in [1 - x_0, x_0] \) and \( |x - y| < \eta_2 \), then

\[
\mathbb{E}_x \{ |f_n(x) - f_n(y)| \} \leq Lq^n |x - y|
\]

for all natural \( n, L \geq 1, q < 1 \).

From now on, \( M, \alpha, \varepsilon \), and \( p \) always stand for the quantities chosen in the proof of existence of a stationary measure. Fix \( \varepsilon \in (0, 1) \) and define

\[
A_{x, \varepsilon} := \{ \omega \in \Sigma : f_n(x) < \varepsilon \}, \quad A_{y} := \{ \omega \in \Sigma : f_n(x) > 1 - \varepsilon \},
\]

\[
B_{x,n} := \bigcap_{j=1}^n A_{x,j}, \quad B_{x} := \bigcap_{j=1}^n A_{x,j}.
\]

Lemma 3. If \( x < \varepsilon \) then

\[
\mathbb{P}_x(B_{x,n}) \leq (\varepsilon / x)^n p^n
\]
for all \( n \geq 0 \). The same estimation holds for \( \mathbb{P}_{1-x}(B^{1-x,n}) \).

**Proof.** Fix \( x \in \varepsilon \) and recall that we write \( a^\omega = a_{\omega_n} \cdots a_{\omega_1} \) for \( n \geq 1 \) and \( \omega \in \Sigma \). We first observe that \( \mathbb{E}_x 1_{B_{x,\rho-1}}(a^\omega)^{-\alpha} \leq p^\alpha \). Indeed, by (3) we have

\[
\mathbb{E}_x(1_{B_{x,\rho-1}}(a^\omega)^{-\alpha}) = p_0(f_{\omega}^{n-1}(x))a_0^{-\alpha} + p_1(f_{\omega}^{n-1}(x))a_1^{-\alpha} < p
\]

provided that \( \omega \in B_{x,\rho-1} \). Here \( (F_n)_{n \geq 1} \) stands for the natural filtration in \( (\Sigma, \mathcal{F}) \). Therefore

\[
\mathbb{E}_x 1_{B_{x,\rho-1}}(a^\omega)^{-\alpha} = \mathbb{E}_x \left(1_{B_{x,\rho-1}}(a^\omega)^{-\alpha} \mathbb{E}_x \left(a^\omega^{-\alpha} | F_{n-1}\right)\right) < p\mathbb{E}_x 1_{B_{x,\rho-1}}(a^{n-1})^{-\alpha}.
\]

Proceeding by induction yields \( \mathbb{E}_x 1_{B_{x,\rho-1}}(a^\omega)^{-\alpha} \leq p^\alpha \).

Observe that for all \( \omega \in \Sigma \) with \( \omega \in B_{x,\rho} \) we have \( f_i(x) = a_i^\omega x \) and, in consequence,

\[
B_{x,n} = \{ \omega \in \Sigma : a^\omega_j x < \varepsilon \quad \text{for all} \ j \leq n \}.
\]

The Chebyshev inequality gives now

\[
\mathbb{P}_x(B_{x,n}) = \mathbb{P}_x(\{ \omega \in \Sigma : a^\omega_j x < \varepsilon \quad \text{for all} \ j \leq n \})
\]

\[
\leq \mathbb{P}_x(\{ \omega \in \Sigma : (a^\omega)^{-1} > x/\varepsilon \} \cap B_{x,\rho-1})
\]

\[
\leq (\varepsilon/x)\mu \mathbb{E}_x 1_{B_{x,\rho-1}}(a^\omega)^{-\alpha} \leq (\varepsilon/x)^\alpha p^\alpha
\]

which establishes our claim for \( \mathbb{P}_x(B_{x,n}) \). The same proof works for \( \mathbb{P}_{1-x}(B^{1-x,n}) \). \( \Box \)

**Lemma 4.** There exists a point \( c \in (1 - x_0, x_0) \) such that for every \( h > 0, \rho > 0 \) there exist a natural number \( n_1 \) and \( \delta > 0 \) such that

\[
\inf_{x \in [h, 1 - h]} \mathbb{P}_x(f_{\omega}^{n_1}(x) \in (c - \rho, c + \rho)) > 0
\]

for \( x \in [h, 1 - h] \).

**Proof.** First of all, by (6) and symmetry we have \( f_1([1 - x_0, y_0 + a_1\eta_1]) \subseteq [1 - y_0, x_0] \) and \( f_0([1 - y_0, x_0]) \subseteq [1 - x_0, y_0] \). Hence the composition \( f_0 \circ f_1 \) restricted to the interval \([1 - x_0, y_0 + a_1\eta_1]\) is a contraction and acts to the interval \([1 - x_0, y_0 + a_1\eta_1]\). Let \( c \) be the unique attractive fixed point for this composition on \([1 - x_0, y_0 + a_1\eta_1]\). For any point \( x \in [1 - x_0, y_0 + a_1\eta_1] \) and \( \rho > 0 \) there exists \( m' \) such that \( \mathbb{P}_x(f_{\omega}^{2m'}(x) \in (c - \rho, c + \rho)) > 0 \).

Choose \( h > 0 \). Now it is sufficient to show that for any \( x \in [h, 1 - h] \) there exists a number \( m'' \) such that \( \mathbb{P}_x(f_{\omega}^{2m''}(x) \in [1 - x_0, y_0 + a_1\eta_1]) > 0 \). Then \( n_1 = 2m + 2m' \) will be desired number, where \( m \) is the maximum of \( m'' \) for \( x \in [h, 1 - h] \). Indeed, the quantity

\[
\inf_{x \in [h, 1 - h]} \min_{(i_1, \ldots, i_m) \in \{0, 1\}^m} P_{x_1} (f_{i_{m-1}} \circ \cdots \circ f_{i_2} \circ f_{i_1}(x))
\]

is positive by (A3) and for any \( x \in [h, 1 - h] \) we can first take a sequence of length \( 2m'' \) with \( \mathbb{P}_x(f_{\omega}^{2m''}(x) \in [1 - x_0, y_0 + a_1\eta_1]) > 0 \) (which may be less than \( 2m \)) and then apply the composition \( f_0 \circ f_1 \) exactly \( m'' + (m - m'') \) many times.

We are left to show that for any \( x \in [h, 1 - h] \) there exists \( m'' \) such that \( \mathbb{P}_x(f_{\omega}^{2m''}(x) \in [1 - x_0, y_0 + a_1\eta_1]) > 0 \). It is readily seen that there exist \( m'' \) and a sequence \((i_1, \ldots, i_{m''}) \in \{0, 1\}^{m''} \) such that for all \( x \in [h, 1 - h] \), the composition \( f_{i_1} \circ \cdots \circ f_{i_{m''}} \) is a contraction and acts to the interval \([1 - x_0, y_0 + a_1\eta_1]\).
\{0,1\}^m\) such that } z_0 := f_{m'} \circ \ldots \circ f_1(x) \in [1 - x_0, y_0] + a_1 \eta_1 \). If } m'' \text{ is even then put } m''' = 2m''. \text{ If not then apply } f_0 \text{ to } z_0. \text{ If } f_0(z_0) \geq 1 - x_0 \text{ then } m''' + 1 = 2m'' \text{ is a desired number. If not then } f_0(z_0) < 1 - x_0, \text{ hence } z_1 := f_1 \circ f_0(z_0) \geq 1 - y_0. \text{ Note that } z_1 = a_1 a_0 z_0 > z_0. \text{ We can repeat this procedure and define } z_0, z_1, \ldots, z_n \text{ for some } n, \text{ which eventually become greater than } 1 - y_0 \text{ for some } n, \text{ which means that } f_{z_n}^{-1}(z_0) > 1 - x_0. \text{ A contradiction. Let } n \text{ be the minimal number with } f_0(z_n) \geq 1 - x_0. \text{ Then } 2m''' = m'''' + 2n + 1 \text{ has the desired property.} \]

\textbf{Proof of proposition 2.} Let } c \text{ be the point from lemma 4. Take } \rho > 0 \text{ to be any positive number less than distance from } c \text{ to the boundary points of } [1 - x_0, y_0]. \text{ Take } h = \varepsilon \text{ (recall that } M, \varepsilon, \alpha \text{ were the numbers given in the proof of existence of the stationary measure; see the comment under proposition 2). Take } n_1 \text{ to be the numbers given in lemma 4. By the continuity of } f_0, f_1 \text{ and the compactness of } [h, 1 - h], \text{ there exists } \eta_2 > 0 \text{ such that if } |x - y| < a_1 \eta_2, \text{ then}

\begin{equation}
\inf_{x \in [h, 1 - h]} \mathbb{P}_x(f_m^n(y) \in (c - \rho, c + \rho)) > 0.
\end{equation}

\text{ Let } n_2 \text{ be such that } (a_0)^{\frac{n_2}{2}} < 1 / (2a_1). \text{ Put } m := n_1 + n_2 \text{ and } \xi := f_0^{n_2}(c) \text{ (i.e. } \xi \text{ is such a number that } \mathbb{P}_x(f_m^n(x) \in [\xi, 1 - \xi]) = 1 \text{ for } x \in [\varepsilon, 1 - \varepsilon]). \text{ Eventually put}

\begin{equation}
\delta := \inf_{x \in [h, 1 - h]} \min_{(i_1, \ldots, i_m) \in [0,1]^m} p_m(f_{i_1} \circ \ldots \circ f_1(x)) \cdot \ldots \cdot p_1(x) > 0.
\end{equation}

\text{ Let us define the following optional times on } \Sigma \text{ for } x \in (0, 1) \text{ (recall that } \theta : \Sigma \to \Sigma \text{ is the left shift and } \theta_n = \theta^n)

\begin{align*}
T_1(x) & := \min\{n \geq 0 : \varepsilon \leq f_m^n(x) \leq 1 - \varepsilon\} + m, \\
T_{n+1}(x) & := T_n(x) + T_1(f_{T_{n}(x)}(x)) \circ \theta_{T_n(x)}, \\
S_1(x) & := \min \left\{ n \geq 1 : \forall_{|y - x| < \eta_1} |f_m^n(x) - f_m^n(y)| \leq \frac{1}{2a_1} |x - y|, \right. \\
& \left. \text{ and } f_m^n(x), f_m^n(y) \in [1 - x_0, x_0] \right\}, \\
S_{n+1}(x) & := S_n(x) + S_1(f_{T_{n+1}(x)}(x)) \circ \theta_{S_n(x)}, \\
\tau_n(x) & := \max\{k \geq 1 : T_k(x) \leq n\}, \\
\sigma_n(x) & := \max\{k \geq 1 : S_k(x) \leq n\},
\end{align*}

\text{ for } x \in (0, 1). \text{ From what has already been proved we conclude that}

\begin{equation}
\mathbb{P}_x(S_1(x) > T_1(x)) \leq 1 - \delta
\end{equation}

\text{ for all } \xi \leq x \leq 1 - \xi. \text{ By the strong Markov property}
\[ P_x(S_t(x) > T_{n+1}(x)) = E_x P_x \left( S_t(x) > T_{n+1}(x) | \mathcal{F}_n \right) \]
\[ = E_x \left( \mathbb{1}_{\{ S_t(x) > T_{n+1}(x) \}} P_{f_{T_{n+1}(x)}} \right) \]
\[ \times \left( S_t(f_{T_{n+1}(x)}) \circ \theta_{T_{n+1}(x)} > T_t(f_{T_{n+1}(x)}) \right) \]
\[ \leq (1 - \delta) P_x(S_t(x) > T_t(x)) \]

for all \( \xi \leq x \leq 1 - \xi \). By induction argument we get
\[ P_x(S_t(x) > T_t(x)) \leq (1 - \delta)^n \]

for such \( x \).

By lemma 3 there exists \( C_1 > 0 \) and \( \gamma \in (0, 1) \) such that \( E_x e^{\gamma T_t(x)} \leq C_1 \) for all \( x \in [\xi, 1 - \xi] \). Induction argument applied below yields
\[ E_x e^{T_t(x)} = E_x \left( e^{T_{n+1}(x)} \mathbb{E}_x \left( e^{T_{n+1}(x)} | \mathcal{F}_{n} \right) \right) \leq C_1 E_x e^{T_{n+1}(x)} \leq C_1^n \]

for \( x \in [\xi, 1 - \xi] \) and \( n \geq 1 \), since \( f_{T_{n+1}}(x) \in [\xi, 1 - \xi] \) for every \( n \). Fix \( \kappa \in (0, 1) \). We have again by the Chebyshev inequality
\[ P_x(S_t(x) < \kappa n) \leq P_x(T_{[\kappa n]}(x) > n) \leq C_1^{[\kappa n]+1} e^{-\gamma n} \]

for all \( x \in [\xi, 1 - \xi] \), thus
\[ P_x(S_t(x) > n) \leq P_x(S_t(x) > [\kappa n] \cap \{ \tau_n(x) \geq \kappa n \}) + P_x(\{ \tau_n(x) < \kappa n \}) \]
\[ \leq P_x(S_t(x) > T_{[\kappa n]}(x)) + C_1^{[\kappa n]+1} e^{-\gamma n} \leq (1 - \delta)^{[\kappa n]} + C_1(C_1 e^{-\gamma})^n. \]

Choose \( \kappa \) such that \( C_1 e^{-\gamma} < 1 \). By the above we have
\[ E_x e^{S_t(x)} \leq e^\gamma \sum_{n=0}^{\infty} e^{\rho n} P_x(S_t(x) > n) \leq C_2 < \infty, \]

for all \( x \in [\xi, 1 - \xi] \) provided that \( \rho \in (0, 1) \) was chosen sufficiently small. Again, conditioning argument yields
\[ E_x e^{\gamma S_t(x)} \leq C_2^n. \]

Eventually, using again the Chebyshev inequality we obtain for such \( x, y \) and any \( \lambda \in (0, 1) \),
\[ E_x |f_{T_{n+1}}(x) - f_{T_{n+1}}(y)| = E_x 1_{\{ \sigma_{T_t(x) < \lambda n} \}} |f_{T_{n+1}}(x) - f_{T_{n+1}}(y)| + E_x 1_{\{ \sigma_{T_t(x) \geq \lambda n} \}} |f_{T_{n+1}}(x) - f_{T_{n+1}}(y)| \]
\[ \leq a_1 |x - y| P_x(S_t(x) > n) + \frac{1}{2 \lambda} |x - y| \]
\[ \leq a_1 C_2^{[\lambda n]} e^{-\rho n} |x - y| + \frac{1}{2 \lambda} |x - y| \]
\[ \leq \left( a_1 C_2^2 e^{-\rho} + \frac{1}{2 \lambda} \right) |x - y|. \]
Take \( \lambda \) such that \( C_2 \lambda e^{-\rho} < 1 \) and put \( L = a_1 + 1, q = \max\{C_2 e^{-\rho}, \frac{1}{2\pi}\} < 1 \). Then by the above we have
\[
\mathbb{E}_x|f_n^\beta(x) - f_n^\beta(y)| \leq L q^n |x - y|
\]
for all natural \( n \) which is the desired conclusion.

**Proof of uniqueness.** Throughout the proof \( p_{1,...,\omega}(x) \) stands for
\[
p_n(f_{\omega_{n-1}} \circ \cdots \circ f_1(x)) \cdots \cdot p_1(x).
\]
First observe that for any \( x \in (0, 1) \) there exists a finite sequence \((i_1,...,i_l) \in \{0,1\}^l \) for some \( l \) such that \( f_{i_1} \circ \cdots \circ f_1(x) \in [1-x_0,y_0] \) which implies that the topological support of any \( P \)-invariant measure \( \mu \) must have nonempty intersection with \([1-x_0,y_0]\). Further, \( f_1 \circ f_0((1-x_0,y_0)) \subseteq (1-x_0,y_0) \) by (7) and \( f_1 \circ f_0 \) is a contraction on the interval \([1-x_0,y_0]\), hence this composition has exactly one attractive fixed point \( c \in (1-x_0,y_0) \). Combining these facts yields \( c \in \Gamma_{\mu} \) for all \( P \)-invariant measures \( \mu \), where \( \Gamma_{\mu} \) denotes the topological support of this measure. The proof is completed by showing that the family \( (U^n \varphi) \) is equicontinuous at \( c \) for any Lipschitz \( \varphi \). Indeed, if there exist at least two different ergodic invariant measures \( \mu_1, \mu_2 \), then there exists a Lipschitz function \( \varphi \) such that \( \| \varphi \|_\mu \leq 1 \) for some \( \delta > 0 \). We consider the averages \( \frac{1}{n}(\varphi(x) + U \varphi(x) + \cdots + U^{n-1} \varphi(c)) \) which must differ from \( \frac{1}{n}(\varphi(c) + U \varphi(c) + \cdots + U^{n-1} \varphi(c)) \) at most \( \delta/2 \), provided that \( x \) is sufficiently close to \( c \). On the other hand, \( c \in \Gamma_{\mu_1} \cap \Gamma_{\mu_2} \), therefore in any neighbourhood of \( c \) we can find points \( x_1, x_2 \) such that considered averages tend to \( \varphi \| \mu_1, \varphi \| \mu_2 \), respectively, which is a contradiction.

We are going to show that \( (U^n \varphi) \) is equicontinuous at any point of \((1-x_0,y_0)\). Take \( x \in (x_0, 1-x_0) \) and \( \delta > 0 \). Take \( n_0 \) such that \( \sum_{n=n_0}^{\infty} 2^\beta (L q^n) < \frac{\delta}{6 \| \varphi \|_\infty} \) (by (A2)) and \( L q^n \leq \frac{1}{6 \| \varphi \|_\infty} \) for \( n \geq n_0 \), where \( \operatorname{Lip}(\varphi) \) denotes the Lipschitz constant of \( \varphi \). By theorem 8 on the page 45 in [31] there exists a concave function \( \beta^* \) with \( \beta(t) \leq \beta^*(t) \leq 2 \beta(t) \). Thus we have \( \sum_{n=n_0}^{\infty} \beta^*(L q^n) < \frac{1}{6 \| \varphi \|_\infty} \).

Take \( y \) such that \( |x - y| < \eta_2 \) and
\[
\sum_{|i_1,...,i_l|} |p_{1,...,\omega}(x) - p_{1,...,\omega}(y)| < \frac{\delta}{2 \| \varphi \|_\infty}, \tag{9}
\]
where the summation is over all finite sequences \((i_1,...,i_n) \in \{0,1\}^n \). It is satisfied provided that \( |x - y| \) is less than, say, \( d > 0 \). Then for \( n \geq n_0 \) we have
\[
|U^n \varphi(x) - U^n \varphi(y)| \leq \sum_{|i_1,...,i_l|} p_{1,...,\omega}(x) \left| \varphi(f_{i_1} \circ \cdots \circ f_1(x)) - \varphi(f_{i_1} \circ \cdots \circ f_1(y)) \right| + |p_{1,...,\omega}(x) - p_{1,...,\omega}(y)| \| \varphi \|_\infty,
\]
where the summation is over all finite sequences \((i_1,...,i_n) \in \{0,1\}^n \). The first term is bounded by \( \operatorname{Lip}(\varphi) E_x|f_n^\beta(x) - f_n^\beta(y)| \). To estimate the second, we have
\[
\sum_{i_1,...,i_n} |p_{i_1,...,i_n}(x) - p_{i_1,...,i_n}(y)|
= \sum_{i_1,...,i_n} |p_n(f_{i_{n-1}} \circ \cdots \circ f_1(x)) - p_n(f_{i_{n-1}} \circ \cdots \circ f_1(y))| \cdot p_{1,...,i_{n-1}}(x)
\]

lemma 3 and the first part of the proof we have
\[ \sum_{i_1 \cdots i_n} p_{i_1 \cdots i_n} \left( f_{i_n} \circ \cdots \circ f_{i_1} \right) |p_{i_1 \cdots i_n-1}(x) - p_{i_1 \cdots i_n}(y)| \]

\[ \leq 2E_x \beta^x\left( f^x_0(x) - f^y_0(y) \right) + \sum_{i_1 \cdots i_n-1} |p_{i_1 \cdots i_n-1}(x) - p_{i_1 \cdots i_n}(y)| . \]

The modulus of continuity \( \beta^x \) is concave, therefore by the Jensen inequality we have
\[ \sum_{i_1 \cdots i_n} |p_{i_1 \cdots i_n}(x) - p_{i_1 \cdots i_n}(y)| \leq 2\beta^x(Lq^x) + \sum_{i_1 \cdots i_n-1} |p_{i_1 \cdots i_n-1}(x) - p_{i_1 \cdots i_n-1}(y)| . \]

Continuing this procedure while \( n > n_0 \) and using (9) yields
\[ \sum_{i_1 \cdots i_n} |p_{i_1 \cdots i_n}(x) - p_{i_1 \cdots i_n}(y)| \leq \sum_{i=0}^{n} 2\beta^x(Lq^x) + \sum_{i_1 \cdots i_n-1} |p_{i_1 \cdots i_n-1}(x) - p_{i_1 \cdots i_n-1}(y)| < \frac{\delta}{3\|\varphi\|_{\infty}} + \frac{\delta}{3\|\varphi\|_{\infty}} . \]

Again by the definition of \( n_0 \) we have
\[ |U^n\varphi(x) - U^n\varphi(y)| < \text{Lip}(\varphi)E_x|f^x_0(x) - f^y_0(y)| \]
\[ + \|\varphi\|_{\infty} \frac{\delta}{3\|\varphi\|_{\infty}} + \|\varphi\|_{\infty} \frac{\delta}{3\|\varphi\|_{\infty}} < \delta \]
for all \( n \) and \( y \) with \( |x - y| < d \). Therefore \( U^n\varphi \) is equicontinuous at any \( x \in \left[ 1 - x_0, x_0 \right] \) which proves the uniqueness of the invariant measure \( \mu_x \).

\[ \square \]

4. The proof of theorem 2

Lemma 5. There exists \( 0 < h < 1/2 \) such that for all \( 0 < \xi < 1/2 \) there exists \( n_0 \) such that \( P^n\delta_x([h, 1-h]) = P^n(f^x_0(x) \in [h, 1-h]) \geq 1/2 \) for all \( x \in [\xi, 1 - \xi] \) and \( n \geq n_0 \).

Proof. Recall that \( M, \alpha, \varepsilon \) are the quantities given in the proof of existence of a stationary measure. The class \( \mathcal{P}_{M,\alpha} \) is \( P \)-invariant. Take \( h > 0 \) such that \( Mh^\alpha < 1/8 \). The definition of \( M \) yields the relation \( Mx^\alpha \geq 1 \) which implies clearly \( P^n\delta_x \in \mathcal{P}_{M,\alpha} \) and thus \( P^n\delta_x([h, 1-h]) \geq 3/4 \) for every \( x \in [\varepsilon, 1-\varepsilon] \) and \( n \geq n_0 \).

Let \( n_0 \) be such that \( (\varepsilon/\xi)^\alpha p^\alpha < 1/8 \) for \( n \geq n_0 \). Take \( x \notin [\varepsilon, 1-\varepsilon] \) and \( x \in [\xi, 1-\xi] \). Denote by \( T \) the time of the first visit of \( x \) in \([\varepsilon, 1-\varepsilon] \). Then by the strong Markov property, lemma 3 and the first part of the proof we have
\[ \mathbb{P}_x \left( f^x_0(x) \notin [h, 1-h] \right) \]
\[ \leq \sum_{k=1}^{n} \mathbb{P}_x \left( f^x_0(x) \notin [h, 1-h] \middle| T = k \right) \mathbb{P}_x(T = k) + \mathbb{P}_x(T > n) < 1/2 , \]
for \( n \geq n_0 \), since \( \mathbb{P}_x(T > n) \leq (\varepsilon/\xi)^\alpha p^\alpha \leq (\varepsilon/\xi)^\alpha p^\alpha < 1/8 \) for \( x \in [\xi, 1-\xi] \). \[ \square \]

From now on, \( h \) denotes the quantity given in lemma 5.
Lemma 6. For every $\rho > 0$ there exists $\delta > 0$ such that for every $\xi > 0$ there exists a natural number $m$ such that for all $n \geq m$ we have

$$\inf_{x \in [\xi, 1 - \xi]} \mathbb{P}_x (f^n_\omega (x) \in (c - \rho, c + \rho)) \geq \delta.$$ 

Proof. Fix $\xi$. Let $n_0$ be the number given in lemma 5. Let $n_1, \zeta$ be the numbers given in lemma 4. Let $m := n_1 + n_0$ and $\delta := \zeta / 2$. Take $n \geq m$. Then $n - n_1 \geq n_0$, thus

$$\mathbb{P}_x (f^n_\omega (x) \in (c - \rho, c + \rho)) = \mathbb{P}_x \left( f^n_\omega (x) \in (c - \rho, c + \rho) \middle| f^{m-n_1}_\omega (x) \in [h, 1 - h] \right) \geq \frac{1}{2} \cdot \zeta > 0$$

for every $x \in [\xi, 1 - \xi]$ by lemma 4.

We are in position to show theorem 2. The idea is to apply the lower bound technique (cf theorem 4.1 in [30]).

Proof of theorem 2. Take $x < y$, $\lambda > 0$ and a Lipschitz function $\varphi$. By the equicontinuity of $(U^n \varphi)$ at $c$, there exists $\rho > 0$ such that

$$|U^n \varphi(u) - U^n \varphi(v)| < \lambda \quad \text{for } n \geq 1 \text{ and } u, v \in (c - \rho, c + \rho). \quad (10)$$

Define

$$A_n := \{ (\omega, \omega') \in \Sigma \times \Sigma : c - \rho < f^n_\omega (x) < f^n_\omega (y) < c + \rho \}.$$ 

By lemma 4 there exist $m_1, \delta > 0$ with $\mathbb{P}_x \otimes \mathbb{P}_y (A_{m_1}) \geq \delta^2$. Put $\xi_1 := \min \{ f_{m_1}^n (x), 1 - f_{m_1}^n (y) \}$. Then $\xi_1 \leq f_{m_1}^n (x) < f_{m_1}^n (y) \leq 1 - \xi_1$ for all $(\omega, \omega') \in \Sigma \times \Sigma$. Once again, by lemma 6 there exists $m_2$ such that $\mathbb{P}_x \otimes \mathbb{P}_y (A_{m_2} | F_{m_1}) \geq \delta^2$. Put $\xi_2 := \min \{ f_{m_1+m_2}^n (x), 1 - f_{m_1+m_2}^n (y) \}$. Obviously, $\xi_3 \leq f_{m_1+m_2}^n (x) < f_{m_1+m_2}^n (y) \leq 1 - \xi_2$ for all $(\omega, \omega') \in \Sigma \times \Sigma$.

We continue in this fashion to construct a sequence $m_1, m_2, \ldots$ such that $\mathbb{P}_x \otimes \mathbb{P}_y (A_{m_n} | F_{m_{n-1}}) \geq \delta^2$

for all $n$’s. It is easy to check that $\mathbb{P}_x \otimes \mathbb{P}_y (B_n) \leq (1 - \delta^2)^n \quad (11)$

where

$$B_n := \bigcap_{k=1}^n \Sigma \times \Sigma \setminus A_{m_k}.$$ 

Hence for $n \geq m_k$ we get

$$U^n \varphi (x) - U^n \varphi (y) = \int_{\Sigma \times \Sigma} \left( \varphi (f^n_\omega (x)) - \varphi (f^n_\omega (y)) \right) \mathbb{P}_x (d\omega) \otimes \mathbb{P}_y (d\omega')$$

$$= \sum_{j=1}^k \int_{A_{m_j}} \mathbb{E}_{\epsilon_j} \left( \varphi (f^n_\omega (x)) - \varphi (f^n_\omega (y)) \right) \mathbb{P}_x (d\omega) \otimes \mathbb{P}_y (d\omega')$$

$$+ \int_{B_k} \left( \varphi (f^n_\omega (x)) - \varphi (f^n_\omega (y)) \right) \mathbb{P}_x (d\omega) \otimes \mathbb{P}_y (d\omega')$$
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\[
= \sum_{j=1}^k \int \int_{A_{m_j}} \left( U^{m-m_j} \phi(f_j^{m_j}(x)) - U^{m-m_j} \phi(f_j^{m_j}(y)) \right) \mathbb{P}_x(\mathrm{d}\omega) \otimes \mathbb{P}_y(\mathrm{d}\omega') \\
+ \int \int_{B_k} (\phi(f_k^n(x)) - \phi(f_k^n(y))) \mathbb{P}_x(\mathrm{d}\omega) \otimes \mathbb{P}_y(\mathrm{d}\omega').
\]

By (10), (11) and the definition of \(A_{m_j}\)'s eventually we have
\[
|U^n \phi(x) - U^n \phi(y)| \leq \lambda + (1 - \delta^2)^k < 2\lambda
\]
provided that \(k\) was sufficiently large. Therefore
\[
\lim_{n \to \infty} |U^n \phi(x) - U^n \phi(y)| \to 0
\]
for every \(x, y \in (0, 1)\). If \(\mu_*\) is the stationary probability measure and \(\nu \in \mathcal{M}_1\), then for any Lipschitz function \(\phi\) we obtain
\[
\left| \int_{(0,1)} \phi(x) P^n \nu(\mathrm{d}x) - \int_{(0,1)} \phi(y) \mu_*(\mathrm{d}y) \right| \\
\leq \int_{(0,1) \times (0,1)} |U^n \phi(x) - U^n \phi(y)| \nu(\mathrm{d}x) \otimes \mu_*(\mathrm{d}y) \to 0
\]
by the Lebesgue convergence theorem. Thus \(P^n \nu \to \mu_*\) weakly-* for every \(\nu \in \mathcal{M}_1\) which is our assertion. \(\square\)

5. The proof of theorem 3

Let \(c\) be the number given in lemma 4. Recall that \(c\) is the unique attractive fixed point of the composition \(f_0 \circ f_1\) on \((1 - x_0, y_0)\). For any \(\rho > 0\) we will write \(S_\rho(x)\) for the time of the first visit of the process \((f_n \omega(x))\) in \((c - \rho, c + \rho)\).

**Lemma 7.** If \(\rho > 0, x \in (0, 1)\), then \(S_\rho(x)\) is finite \(P_x\text{-a.s.}\)

We omit the proof, since it is an easy consequence of lemmas 3 and 4.

**Lemma 8.** Let \(q < 1, L \geq 1, \eta_2 > 0\) be the quantities given in proposition 1. Let \(x, y \in [1 - x_0, x_0]\) be such that \(|x - y| < \eta_2\). If \(q < r < 1\) then for every \(\lambda > 0\) there exist a natural \(n_\lambda\) and a measurable set \(\Sigma \subseteq \Sigma\) such that \(\mathbb{P}_x(\Sigma) > 1 - \lambda\) and
\[
|f^n_\omega(x) - f^n_\omega(y)| < r^n
\]
for every \(\omega \in \Sigma\) and \(n \geq n_\lambda\).

**Proof.** This is an immediate consequence of the Chebyshev inequality and the Borel–Cantelli lemma. Indeed,
\[
\mathbb{P}_x(\{|f^n_\omega(x) - f^n_\omega(y)| \geq r^n\}) \leq E_x|f^n_\omega(x) - f^n_\omega(y)|^{-n} \leq L(q/r)^n,
\]
therefore \( \{|f^n_n(x) - f^n_n(y)| \geq r^k\} \) occurs only finitely many times \( \mathbb{P}_{\tau} \)-a.s. which completes the proof. \( \square \)

The following lemma is proven in [20], lemma 3. For the convenience of the reader we rewrite the proof here.

**Lemma 9.** There exists \( \rho > 0 \) such that for every \( x, y \in (c - \rho, c + \rho) \) the measures \( \mathbb{P}_x, \mathbb{P}_y \) on \( \Sigma \) are equivalent, i.e. the sets of \( \mathbb{P}_x \) and \( \mathbb{P}_y \) measure zero are the same.

**Proof.** Put \( \rho := \eta_j/2 \). We have \( \sum_{k=0}^{\infty} \beta(r^k) < \infty \), since \( p_0, p_1 \) are Dini continuous (let us recall that \( \beta \) stands for the modulus of continuity of \( p_0 \) and \( p_1 \)). Take \( \delta \) such that \( \delta < p_0(z) < 1 - \delta \) for every \( z \in (0, 1) \), by assumption (A3).

Fix \( x, y \in (c - \rho, c + \rho) \) and a measurable set \( E \) with \( \mathbb{P}_{\tau}(E) = 0 \). Take \( \lambda > 0 \) and \( q < r < 1 \), where \( q \) is given in lemma 2. We will show that \( \mathbb{P}_y(E) < 2\lambda \). Let \( \Sigma \) and \( n_1 \) be given in lemma 8. Let \( m \geq n_1 \) be such that \( \sum_{k=m+1}^{\infty} \beta(r^k) < \lambda/2 \).

Put \( \Sigma := \bigcup_{k=1}^{\infty} \{0, 1\}^k \) and let \( \Xi \subseteq \Sigma \) be a countable set such that \( E \subseteq \bigcup_{k=1}^{\infty} C_k \Xi \) and \( \mathbb{P}_\tau(\bigcup_{k=2}^{\infty} C_k) < (\lambda/2) \delta/(1 - \delta)^m \), where \( C_k \) denotes the cylinder set in \( \Sigma \) corresponding to the finite sequence \( i \in \Xi \). Moreover, we assume \( C_1 \) to be pairwise disjoint for \( i \in \Xi \). Let \( Q_n := \{(i_1, i_2, \ldots) \in \Sigma : |f^n_{\omega}(x) - f^n_{\omega}(y)| < r^k \} \) for \( n \geq m \) and \( Q_n := \Sigma \) for \( n < m \). \( Q := \bigcap_{n=1}^{\infty} Q_n \). By lemma 8 we have \( \mathbb{P}_\tau(\Sigma \setminus Q) \leq \mathbb{P}_\tau(\Sigma \setminus \Xi) < \lambda \). Take \( n \geq m \), \( (i_1, i_2, \ldots) \in Q_n \). We obtain the following estimation

\[
p_{i_1, \ldots, i_n}(y) \leq p_{i_1, \ldots, i_n}(x) \left( \frac{1 - \delta}{\delta} \right)^m \prod_{k=m+1}^{n} \left( 1 + \frac{|p_{i_1, \ldots, i_k}(y) - p_{i_1, \ldots, i_k}(x)|}{p_{i_1, \ldots, i_k}(x)} \right) \\
\leq p_{i_1, \ldots, i_n}(x) \left( \frac{1 - \delta}{\delta} \right)^m \prod_{k=m+1}^{n} \left( 1 + \frac{\beta(r^k)}{\delta} \right).
\]

One can show easily by induction the following claim: if \( r_1, r_2, \ldots \) are positive numbers such that \( \sum_{k=1}^{\infty} r_k < 1/2 \), then \((1 + r_1) \cdot \ldots \cdot (1 + r_k) \leq 1 + 2(r_1 + \cdots + r_k)\). Application of this claim yields

\[
\prod_{k=m+1}^{n} \left( 1 + \frac{\beta(r^k)}{\delta} \right) \leq 1 + 2 \sum_{k=m+1}^{\infty} \frac{\beta(r^k)}{\delta} \leq 2,
\]

and thus

\[
p_{i_1, \ldots, i_n}(y) \leq 2 \left( \frac{1 - \delta}{\delta} \right)^m p_{i_1, \ldots, i_n}(x)
\]

for \( n \geq m \). If \( n < m \) then this holds trivially for any \( \omega \in \Sigma \).

Take \( i = (i_1, \ldots, i_n) \in \Xi \). If \( Q \) and \( C_1 \) are not disjoint then also \( Q_i \) and \( C_1 \) are not disjoint, hence we have the above estimation

\[
\mathbb{P}_\tau(Q \cap C_1) \leq \mathbb{P}_\tau(Q_i \cap C_1) = p_{i_1, \ldots, i_n}(y)
\leq 2 \left( \frac{1 - \delta}{\delta} \right)^m p_{i_1, \ldots, i_n}(x) = 2 \left( \frac{1 - \delta}{\delta} \right)^m \mathbb{P}_\tau(C_1).
\]

Moreover,

\[
\mathbb{P}_\tau \left( \Sigma \setminus Q \cap \bigcup_{i \in \Xi} C_i \right) < \lambda.
\]
Recall here that the cylinders $C_i, i \in \Xi$ are disjoint. Combining that with two above inequalities yields
\[
\mathbb{P}_y(E) \leq \mathbb{P}_y \left( \bigcup_{i \in \Xi} C_i \right) = \mathbb{P}_y \left( (\Sigma \setminus Q) \cap \bigcup_{i \in \Xi} C_i \right) + \mathbb{P}_y \left( Q \cap \bigcup_{i \in \Xi} C_i \right)
\]
\[
< \lambda + \sum_{i \in \Xi} \mathbb{P}_y(Q \cap C_i) \leq \lambda + \sum_{i \in \Xi} 2 \left( \frac{1 - \delta}{\delta} \right)^m \mathbb{P}_x(C_i)
\]
\[
= \lambda + 2 \left( \frac{1 - \delta}{\delta} \right)^m \mathbb{P}_x \left( \bigcup_{i \in \Xi} C_i \right) < 2 \lambda
\]
which is the desired assertion.

\[\square\]

**Proof of theorem 3.** Let $\varphi$ be any Lipschitz function. The statement for any continuous function follows from the density of the set of Lipschitz functions in $C((0,1))$ with the supremum norm. Let $\rho$ be given in lemma 9. There exists $y \in (c - \rho, c + \rho)$ such that
\[
\frac{\varphi(y) + \cdots + \varphi(f^{-1}_n(y))}{n} \xrightarrow{n \to \infty} \int \varphi \, d\mu_x
\]
for $\mathbb{P}_x$-a.e. $\omega \in \Sigma$ where $\mu_x$ is the unique $P$-invariant measure. It follows by the fact that $c$ is in the support of $\mu_x$ (see the beginning of the proof of uniqueness) and by the Birkhoff ergodic theorem. Take any $z \in (c - \rho, c + \rho)$. For $\mathbb{P}_x$-a.e. $\omega \in \Sigma$ there exists $n(\omega)$ such that $|f^n_c(z) - f^n_c(y)| \leq r^n$ for $n \geq n(\omega)$, where $q < r < 1$ by lemma 8. Therefore
\[
\left| \frac{\varphi(y) + \cdots + \varphi(f^{-1}_n(y))}{n} - \frac{\varphi(z) + \cdots + \varphi(f^{-1}_n(z))}{n} \right| \xrightarrow{n \to \infty} 0
\]
for $\mathbb{P}_x$-a.e. $\omega \in \Sigma$. By lemma 9 the measures $\mathbb{P}_z$, $\mathbb{P}_y$ on $\Sigma$ are absolutely continuous. Hence
\[
\frac{\varphi(z) + \cdots + \varphi(f^{-1}_n(z))}{n} \xrightarrow{n \to \infty} \int \varphi \, d\mu_x
\]
for $\omega \in D_x$, where $D_x \subseteq \Sigma$ is certain measurable set with $\mathbb{P}_x(D_x) = 1$.

To complete the proof fix any $x \in (0, 1)$ and observe that by lemma 7 one can find a set $\Xi \subseteq \Sigma = \bigcup_{i=1}^\infty \{0, 1\}^i$ such that $f_{i_1} \circ \cdots \circ f_{i_i}(x) \in (c - \rho, c + \rho)$ for $i = (i_1, \ldots, i_i) \in \Xi$. For $i \in \Xi$ we have $\mathbb{P}_x(C_i) = 1$ and
\[
\frac{\varphi(x) + \cdots + \varphi(f^{-1}_n(x))}{n} \xrightarrow{n \to \infty} \int \varphi \, d\mu_x
\]
for every $\omega \in C$. 

\[\square\]
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