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ABSTRACT

Conformal blocks of $q,t$-deformed Virasoro and $W$-algebras are important special functions in representation theory with applications in geometry and physics. In the Nekrasov-Shatashvili limit $t \to 1$, whenever one of the representations is degenerate then conformal block satisfies a difference equation with respect to the coordinate associated with that degenerate representation. This is a stationary Schrodinger equation for an appropriate relativistic quantum integrable system. It is expected that generalization to generic $t \neq 1$ is a non-stationary Schrodinger equation where $t$ parametrizes shift in time. In this paper we make the non-stationary equation explicit for the $q,t$-Virasoro block with one degenerate and four generic Verma modules, and prove it when three modules out of five are degenerate, using occasional relation to Macdonald polynomials.

1 Introduction

The Virasoro algebra $[1]$ with central charge $c$, generators $\{L_n|n \in \mathbb{Z}\}$ and relations

$$[L_n, L_m] = (n-m)L_{n+m} + c \frac{n^3 - n}{12} \delta_{n,-m}, \quad n, m \in \mathbb{Z}$$

(1)

is a remarkable infinite-dimensional Lie algebra which arises $[2]$ as the unique central extension of infinitesimal two-dimensional conformal transformations, and as such has natural and long known connections to two-dimensional conformal field theory $[3]$ and string theory $[4]$. Since then it made an interesting pattern of appearances in algebraic geometry, from constraining intersection numbers $[5, 6]$ on the moduli space of curves over $\mathbb{C}$ to acting on equivariant cohomology $[7]$ of the moduli space of torsion free sheaves on $\mathbb{C}P^2$. In physics these appearances are related, respectively, to loop equations for two-dimensional quantum gravity $[8]$ and AGT conjecture in four-dimensional supersymmetric gauge theory $[9]$. As Virasoro algebra gets increasingly recognized as a common symmetry of these and other problems, representation theory of eq. $[1]$ becomes significant as an inherent part of their study.

Representations of the Virasoro algebra are well understood with an important role played by Verma modules $\mathcal{V}_\alpha$ for $\alpha \in \mathbb{C}$ – infinite-dimensional vector spaces spanned by the action of negative generators on the vector of highest weight parametrized by $\alpha$. Representation $\mathcal{V}_\alpha$ is irreducible for generic highest weight. It is well-known that a coproduct can be defined $[10]$ so that tensor products of Verma modules acquire structure of representations of the Virasoro algebra. This allows to introduce intertwiners (invariant tensors) between several Verma modules, also known as conormal blocks. Originated in conformal field theory, conformal blocks are mathematically identical to intertwiners of the Virasoro algebra.

Modern point of view $[11]$ is to consider matrix elements and traces of intertwiners of various algebras as distinguished special functions generalizing the famous hypergeometric $[12]$ Gamma $[13]$ theta $[14]$ families. This is both historically justified, since most prominent special functions in mathematics have been tied to representations of symmetries in one way or another $[15, 16]$ and practically effective, since many old $[17]$ and new $[18]$ special functions can be constructed in this way. In physics, the value proposition of this point of view has been suggested for both quantum gravity $[19]$ and gauge theory $[20]$. Among other advantages, this is a unifying perspective: as soon as Virasoro or another algebra appears in a particular problem, one can expect a quantitative description in terms of the special functions associated to that algebra.
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Following this point of view, conformal blocks (or, more precisely, their matrix elements and traces which are also called conformal blocks by slight abuse of terminology) are the main special functions that should be associated to Virasoro algebra. If so, one may expect conformal blocks to possess properties similar to other special functions – for example, admit nice integral representations akin to hypergeometric functions. Indeed, such an integral representation exists and goes back to Dotsenko and Fateev [21]:

\[ I(x_1, \ldots, x_m) = \oint_{\gamma_1} dz_1 \cdots \oint_{\gamma_N} dz_N \prod_{i<j} (z_i - z_j)^{2\beta} \prod_{i} \prod_{a=1}^{m} (z_i - x_a)^{\alpha_a} \]  

(2)

It is an \( N \)-fold integral representation for the highest weight matrix element of the tree-shaped [22] intertwiner between \((m+1)\) Verma modules \( V_{\alpha_1}, \ldots, V_{\alpha_m}; V_{\alpha_\infty} \) of the Virasoro algebra with \( c = 13 - 6\beta - 6/\beta \), where \( x_1, \ldots, x_m; \alpha_\infty \) are the fusion coordinates associated with these representations due to Virasoro coproduct [10]. The last Verma parameter \( \alpha_\infty \) and all Verma parameters associated to internal edges in the tree graph do not enter the integral explicitly but are determined by the number and choice of contours \( \gamma_1, \ldots, \gamma_N \) [22]. For non-tree graphs, i.e. traces of intertwiners in the framework of [11], integral representation exists as well [23] but will not be addressed here. We focus on tree conformal blocks.

Many generalizations of Virasoro algebra can be considered, for example the \( W \)-algebras [24]. In this paper, we are interested in another notable generalization [25, 26]:

\[ \sum_{\ell=0}^{\infty} f_\ell (T_n - T_m + \ell - T_m - \ell T_n + \ell) = \frac{(1-q)(1-t^{-1})}{1-qt^{-1}} (q^{-n}t^n - q^n t^{-n}) \delta_{n,-m}, \quad n, m \in \mathbb{Z} \]  

(3)

where the coefficients are given by \( f_0 + f_1 z + f_2 z^2 + \ldots = \exp \left[ \sum_{n \geq 1} n^{-1} z^n (1 - q^n)(1 - t^{-n})/(1 + q^n t^{-n}) \right] \). This algebraic structure is known as the quantum or \( q \)-Virasoro or sometimes \( q, t \)-deformed Virasoro algebra. It can be shown [25] that in the limit \( q, t = q^\beta \to 1 \) with fixed \( \beta \) these relations reduce to Virasoro relations with \( c = 13 - 6\beta - 6/\beta \), justifying the name deformed Virasoro algebra. In contrast with ordinary Virasoro, this is not a Lie algebra and its representation theory is less understood: while it is straightforward to define Viras modules, no suitable coproduct structure is known. As the only alternative, one is forced to consider bosonic (free-field) Fock space representation for Verma modules [25] and define vacuum matrix elements of products of screening charge operators as the equivalent of intertwiners [27]. In the case of ordinary Virasoro algebra, two constructions (coproduct and bosonic) agree with each other, but for generic \( q, t \) only the latter is available. It gives the following \( q, t \)-deformed Dotsenko-Fateev integral:

\[ I_{q,t}(x_1, \ldots, x_m) = \oint_{\gamma_1} dz_1 \cdots \oint_{\gamma_N} dz_N \prod_{i<j} z_i^{\beta} \varphi(z_i/z_j) \varphi(q/t, z_i/z_j) \prod_{i} \prod_{a=1}^{m} z_i^{\alpha_a} \frac{\varphi(x_a/z_i)}{\varphi(q^{a \infty} x_a/z_i)} \]  

(4)

The integral now depends on one more parameter \( q \) with \( t = q^\beta \), and \( \varphi(x) = \prod_{x \geq 0} (1 - q^x) = (x; q)_\infty \) is the Faddeev-Kashaev quantum dilogarithm [28] which is closely related to the \( q \)-Gamma function [21]. Basic properties of the function \( \varphi(x) \) imply that in the limit \( q, t = q^\beta \to 1 \) with fixed \( \beta \) we have \( I_{q,t} \to I \). We consider eq. (4) as the main special function associated with the \( q \)-Virasoro algebra [3].

Continuing the logic of comparison with hypergeometric functions, one may expect that conformal blocks \( I_{q,t} \) should satisfy interesting (and sufficiently simple) equations with respect to the variables \( x_1, \ldots, x_m \). This expectation is too good to be true for generic values of the parameters \( \alpha_1, \ldots, \alpha_m \), however it is believed to be valid when at least one of the parameters takes a special/degenerate value, namely \(+1\) or \(-\beta\).

The equations for conformal blocks with one degenerate parameter are well understood in two limiting cases: first, for \((q, t \to 1)\) which is the case of ordinary Virasoro algebra; second, for \((t \to 1, q \text{ fixed})\) which is another case known as the Nekrasov-Shatashvili limit [29]. In the first case, the equations are the celebrated Belavin-Polyakov-Zamolodchikov equations for Virasoro conformal blocks [4] which can be viewed...
as non-stationary Schrödinger differential equations for some quantum integrable many-body systems [30]. In the second case, the equations have a form of stationary but finite-difference Schrödinger equations [31]. Unifying both perspectives, the equations for generic $q,t$ are expected to be non-stationary and difference. Making these equations explicit for conformal blocks $I_{q,t}$ is the primary goal of this paper. For the main part, we focus on the particular case $I_{q,t}(0,1;\Lambda,\Lambda)$, leaving generalization to $m \neq 4$ for the future.

Equations with both non-stationary and finite-difference properties have been recently considered in [32, 33]. The special functions they consider are neither identical to $I_{q,t}(x_1,\ldots,x_m)$ nor more general; rather, they form two distinct classes with non-empty intersection. In terms of representation theory, in this paper we consider just matrix elements of intertwiners (tree conformal blocks) while the functions they consider should correspond to traces (non-tree a.k.a. higher genus conformal blocks). In addition, most of their consideration should correspond to the higher rank $W$-algebras rather than just Virasoro algebra. When intersection happens our results agree with theirs: cf. eq. (11) in [32] and eq. (46) in current paper.

2 Conformal blocks of $q, t$-deformed Virasoro algebra

Let $q, t \in \mathbb{C}^*$ be generic, assuming $q, t$ are not roots of unity and $t = q^\beta$ with $\beta \notin \mathbb{Q}$.

**Definition 1.** Let $\mathcal{H}$ be the associative algebra generated by $\{h_n|n \in \mathbb{Z}\}$ with relations

$$[h_n, h_m] = n \frac{1-q|n|}{1-t|n|} \delta_{n,-m}, \quad n, m \in \mathbb{Z}$$

(5)

where the generators are called boson modes. Note this is a Heisenberg algebra except the conjugate of $h_0$ is not introduced (it will appear shortly when we consider representations of $\mathcal{H}$).

**Definition 2.** Let $\mathcal{F}_\sigma$ for $\sigma \in \mathbb{C}$ be the vector space

$$\mathcal{F}_\sigma = \mathbb{C}[h_{-1}, h_{-2}, \ldots]|\sigma\rangle$$

(6)

with the structure of representation of $\mathcal{H}$ given by

$$h_n|\sigma\rangle = \frac{\sigma}{2\beta} \delta_{n,0}|\sigma\rangle, \quad n \geq 0$$

(7)

This is known as the Fock space for $\mathcal{H}$.

**Definition 3.** Let $e^{aQ} : \mathcal{F}_\sigma \to \mathcal{F}_{\sigma+2a}$ for $a \in \mathbb{C}$ be the linear operators defined by

$$e^{aQ}|\sigma\rangle = |\sigma + 2a\rangle, \quad \sigma, a \in \mathbb{C}$$

(8)

$$[h_n, e^{aQ}] = 0, \quad n \neq 0, \quad a \in \mathbb{C}$$

(9)

Note this would imply $[h_0, Q] = \beta^{-1}$ if $Q$ was defined on its own, i.e. in this case $Q$ would be the Heisenberg conjugate of $h_0$. However for what follows we only need operators $e^{aQ}$ and not $Q$ itself.
Definition 4. Let $T_n : \mathcal{F}_\sigma \to \mathcal{F}_\sigma$ for $n \in \mathbb{Z}$ be the linear operators defined by

$$T(z) = \sum_{n \in \mathbb{Z}} T_n z^{-n} = v \exp \left( -\sum_{k=1}^{\infty} z^k v^{-k} \frac{1-t^k}{q^k + t^k} \right) \exp \left( -\sum_{k=1}^{\infty} z^{-k} v^k (1-t^k) \frac{h_k}{k} \right) q^{\beta a_0}$$

$$+ v^{-1} \exp \left( \sum_{k=1}^{\infty} z^k v^{-k} \frac{1-t^k}{q^k + t^k} \right) \exp \left( \sum_{k=1}^{\infty} z^{-k} v^k (1-t^k) \frac{h_k}{k} \right) q^{-\beta a_0}$$

where $v = q^{1/2} t^{-1}$. Each operator $T_n$ is well-defined because in $T(z)$ the exponentials of positive generators $h_k, k > 0$ appear to the right of the exponentials of the negative generators. For any given vector in $\mathcal{F}_\sigma$ there are only finitely many operators of the form $h_{k_1} \ldots h_{k_m}$ with $k_1, \ldots, k_m > 0$ that do not annihilate this vector. Therefore the action of $T_n$ on any vector in $\mathcal{F}_\sigma$ is a finite sum of vectors in $\mathcal{F}_\sigma$, so $T_n$ is well-defined.

Proposition 5. [25] The operators $\{T_n | n \in \mathbb{Z}\}$ satisfy identities

$$\sum_{\ell=0}^{\infty} f_\ell \left( T_{n-\ell} T_{m+\ell} - T_{m-\ell} T_{n+\ell} \right) = \frac{(1-q)(1-t^{-1})}{1-qt^{-1}} (q^{-n} t^n - q^n t^{-n}) \delta_{n,-m}, \quad n, m \in \mathbb{Z}$$

where coefficients $f_\ell, \ell \geq 0$ are defined by

$$f(z) = \sum_{\ell=0}^{\infty} f_\ell z^\ell = \exp \left( \sum_{n=1}^{\infty} \frac{1}{n} \frac{(1-q^n)(1-t^{-n})}{1+q^n t^{-n}} z^n \right)$$

Eq. (11) is the defining relation of an algebraic structure called $q,t$-deformed Virasoro (or just $q$-Virasoro) algebra $\text{Vir}_{q,t}$ [25]. Abstract definition of this structure requires certain effort because the l.h.s. of (11) is an infinite sum of algebra elements, so it does not make immediate sense to simply define $\text{Vir}_{q,t}$ as the associative algebra with given generators and relations. Definition can be given either by considering certain completion [34] or by formalizing extra structures in addition to associative algebra such as the notion of deformed chiral algebra [35]. These details are important but tangential for the purpose of current paper.

Proposition 6. [25] In the limit $q = e^R, t = e^{\beta R}$ and $R \to 0$, the operators become scalar, $T_n \to 2$, and the above relations turn into commutativity relations. The Taylor expansion around $R = 0$ has the form

$$T(z) = 2 + \beta \left( z^2 L(z) + \frac{(1-\beta)^2}{\beta} R^2 \right) + O(R^4)$$

where

$$L(z) = \sum_{n \in \mathbb{Z}} L_n z^{-n}$$

for some operators $L_n$. Eq. (11) is satisfied for (13) iff operators $L_n$ satisfy the ordinary Virasoro algebra,

$$[L_n, L_m] = (n-m) L_{n+m} + e \frac{n^3 - n}{12} \delta_{n,-m}$$

with central charge $c = 13 - 6 \beta - 6/\beta$. This justifies the name deformed Virasoro algebra for $\text{Vir}_{q,t}$. 

Definition 7. Let $S(z) : \mathcal{F}_\sigma \to \mathcal{F}_{\sigma + 2\beta}$ be the linear operators defined by

$$S(z) = \exp \left( \sum_{k=1}^{\infty} z^k \frac{1 - t^k h_k}{1 - q^k k} \right) \exp \left( - \sum_{k=1}^{\infty} (-1)^k (1 + q^k t^{-k}) \frac{1 - t^k h_k}{1 - q^k k} \right) e^{2\beta Q} z^{2\beta a_0} \tag{16}$$

called screening current operators.

Proposition 8. Operators $S(z)$ are distinguished by invariance

$$\oint \! dz \left[ T_n, S(z) \right] = 0 \tag{17}$$

for closed contours of integration. The contour integrals of $S(z)$ are called screening charge operators.

Definition 9. Let $V_\alpha(z) : \mathcal{F}_\sigma \to \mathcal{F}_{\sigma + \alpha}$ be the linear operators defined by

$$V_\alpha(z) = \exp \left( \sum_{k=1}^{\infty} z^k \frac{1 - q^k h_k}{1 + q^k t^{-k}} \right) \exp \left( - \sum_{k=1}^{\infty} (-1)^k (1 + q^k t^{-k}) \frac{1 - q^k h_k}{1 - q^k k} \right) e^{\alpha Q/2} z^{\alpha a_0} \tag{18}$$

called generic vertex operators.

Definition 10. Function

$$B_{q,t}(x_1, \ldots, x_m) = \oint_{\gamma_1} dz_1 \ldots \oint_{\gamma_N} dz_N \langle \alpha_\infty | S(z_1) \ldots S(z_N) V_{\alpha_1}(x_1) \ldots V_{\alpha_m}(x_m) | 0 \rangle \tag{19}$$

is called conformal block of Vir$_{q,t}$. Here, $\langle \alpha_\infty | v$ stands for the coefficient of the basis vector $| \alpha_\infty \rangle$ in $v \in \mathcal{F}_{\alpha_\infty}$. The function depends on $x_1, \ldots, x_m$ as arguments and $\alpha_1, \ldots, \alpha_m, q, t$ as parameters; it also depends on the number and choice of contours $\gamma_1, \ldots, \gamma_N$. Note that by construction $\alpha_\infty = \alpha_1 + \ldots + \alpha_m + 2\beta N$.

Proposition 11. In the limit $q = e^R, t = e^{\beta R}$ and $R \to 0$, the function $B_{q,t}(x_1, \ldots, x_m)$ becomes the Dotsenko-Fateev representation of the tree-shaped Virasoro conformal block with $(m + 1)$ Verma modules. This is manifest by taking the limit and observing the relation

$$V_\alpha(z) \xrightarrow{R \to 0} S(z) \Phi \tag{20}$$

which is the case for the corresponding Virasoro operators (compare to eqs. (3.1) and (3.33) in [21]). This justifies the name conformal block for the function. Despite no coproduct formalism is available for Vir$_{q,t}$, we will sometimes call $B_{q,t}(x_1, \ldots, x_m)$ the tree-shaped conformal block, to emphasize the relation to tree-shaped (as opposed to more general graphs with loops) intertwiners of the ordinary Virasoro algebra.
Lemma 12. The following matrix elements can be computed explicitly,

\[ \langle S(w)S(z) \rangle \equiv \langle 2\beta | S(w)S(z) | 0 \rangle = w^{2\beta} \exp \left( -\sum_{k=1}^{\infty} (1 + q^k t^{-k}) \frac{1 - (t^{-k} z^k w^{-k})}{1 - q^k} \right) = w^{2\beta} \frac{\varphi(z/w) \varphi(q/t z/w)}{\varphi(q z/w) \varphi(t z/w)} \]  

(21)

\[ \langle S(z)V_\alpha(x) \rangle \equiv \langle \alpha + 2\beta | S(z)V_\alpha(x) | 0 \rangle = z^\alpha \exp \left( -\sum_{k=1}^{\infty} \frac{1 - q^\alpha_k x^k z^{-k}}{1 - q^k} \right) = z^\alpha \frac{\varphi(x/z)}{\varphi(q^\alpha x/z)} \]  

(22)

\[ \langle V_\gamma(y)V_\alpha(x) \rangle \equiv \langle \alpha + \gamma | V_\gamma(y)V_\alpha(x) | 0 \rangle = y^{2\beta} \exp \left( -\sum_{k=1}^{\infty} \frac{(1 - q^\alpha_k)(1 - q^{-k})}{(1 - q^k)(1 + q^k t^{-k})} \frac{x^k y^{-k}}{k} \right) \]  

(23)

where \( \varphi \) is the Faddeev-Kashaev quantum dilogarithm \[^{28}\] closely related to \( q \)-Gamma and \( q \)-exponential,

\[ \varphi(x) = \exp \left( -\sum_{k=1}^{\infty} \frac{1 - q^k x^k}{1 - q^k} \right) = \prod_{i=0}^{\infty} (1 - q^i x) = (x; q)_\infty = \frac{(q/x)^{\text{ln}(1-q)} (q; q)_\infty}{\Gamma_q \left( \frac{\text{ln}(x)}{\text{ln}(q)} \right)} = \frac{1}{e^q \left( \frac{x}{1-q} \right)} \]  

(24)

This is straightforward to compute by using repeatedly the identity \( e^{xh} e^{y h^t} = e^{xy e^{y h^t}} e^{xh} \) for any canonically conjugate operators \([h, h^t] = 1\) to normally order the operators featuring in these matrix elements.

Proposition 13. Conformal block of \( \text{Vir}_{q,t} \) is given by, cf. \[^{1}\]:

\[ B_{q,t}(x_1, \ldots, x_m) = \prod_{1 \leq a < b \leq m} \langle V_\alpha_a(x_a)V_\alpha_b(x_b) \rangle \cdot I_{q,t}(x_1, \ldots, x_m) \]  

(25)

where

\[ I_{q,t}(x_1, \ldots, x_m) = \oint_{\gamma_1} dz_1 \cdots \oint_{\gamma_N} dz_N \prod_{1 \leq i < j \leq N} \langle S(z_i)S(z_j) \rangle \prod_{a=1}^{m} \prod_{i=1}^{N} \langle S(z_i)V_\alpha_a(x_a) \rangle \]  

(26)

This follows from standard results about normal ordering and Wick theorem, expressing the matrix element in the definition of the conformal block as a product of matrix elements with just two operators which we already computed in Lemma 12. The product is taken over all possible choices of two operators, which can be either \( S(z_i) \) and \( S(z_j) \) (if both operators are chosen from the screening currents) or \( S(z_j) \) and \( V_\alpha_a(x_a) \) (if the first operator is chosen from the vertex operators and the second from screenings) or finally \( V_\alpha_a(x_a) \) and \( V_\alpha_b(x_b) \) (if both operators are chosen from the vertex operators). This gives the desired result eq. \[^{25}\].

Remark 14. It is a property of quality special functions to be useful in many different applications. Conformal blocks of \( \text{Vir}_{q,t} \) are equal to instanton partition functions of supersymmetric gauge theories with 8 supercharges in 5 spacetime dimensions, which is known as the generalized AGT conjecture \[^{30}\]. From the perspective of algebraic geometry, these partition functions represent equivariant integrals of appropriate characteristic classes in equivariant \( K \)-theory of certain algebraic quivers \[^{37}\]. Aforementioned equivariant integrals are computed by localization \[^{38}\] resulting in infinite sums over the fixed points of the equivariant torus action. The equality between \( K \)-theory localization sums and \( \text{Vir}_{q,t} \) conformal blocks is non-trivial and has been checked \[^{27, 39, 40}\] and proved in different cases \[^{41, 42, 43, 44}\].
In this paper, we are interested in a particular special function which represents each of:

- The tree-shaped conformal block of Vir_{g,t} algebra \([19]\),
  with five Verma parameters (i.e. \(m = 4\) vertex operators and \(\alpha_\infty\)).

- The instanton partition function of 5-dimensional SU(2) \(\times\) SU(2) gauge theory \([45]\),
  with 4 fundamental matter multiplets and 1 bifundamental multiplet.

- The equivariant integral in \(K\)-theory of the \(M(2) \times M(2)\) algebraic variety \([37]\),
  where \(M(2)\) is the moduli space of rank 2 torsion free sheaves on \(\mathbb{C}P^2\),
  with integrand given by the Euler class of direct sum of 4 tangent bundles and 1 Ext bundle.

As explained in Remark 14, from the second and third points of view this function is a localization sum, and equality to the first point of view is not evident. Therefore we give two separate functions, one for the localization sum and one for the conformal block, and connect them momentarily.

**Definition 15.** Let \(Z\) be a function of two complex arguments \(\Lambda, x\) given by a formal power series

\[
Z(\Lambda, x) = \sum_{\nu_1, \nu_2, \mu_1, \mu_2} p_1^{|\nu_1|+|\nu_2|} p_2^{|\mu_1|+|\mu_2|} \prod_{1 \leq a, b \leq 2} \frac{N_{\nu_a, \nu_b}(v_1^{\nu_1}/n_a)N_{\mu_a, \mu_b}(w_n/m_b)N_{\nu_b, \nu_a}(v_2^{\nu_2}/n_b)}{N_{\mu_b, \mu_a}(n_a/m_b)N_{\nu_a, \nu_b}(a_m/b_n)} (27)
\]

with

\[
N_{\lambda, \eta}(z) = \prod_{(i,j) \in \lambda} (1 - z q^{\lambda_i-j} t^{j'-i+1}) \prod_{(i,j) \in \eta} (1 - z q^{-\eta_i+j-1} t^{-\lambda_i'+1}) (28)
\]

Here each of the sums over \(\nu_1, \nu_2, \mu_1, \mu_2\) runs through the infinite set \(\{\emptyset, [1], [2], [1, 1], [3], [2, 1], [1, 1, 1], \ldots\}\) of partitions – nonincreasing finite sequences of natural numbers. For a given partition \(\lambda = [\lambda_1 \geq \lambda_2 \geq \ldots]\) its total size is the sum of its elements, \(|\lambda| = \lambda_1 + \lambda_2 + \ldots\) To avoid possible confusion, we note that \(\nu_1, \nu_2, \mu_1, \mu_2\) are partitions and their elements are denoted e.g. \((\nu_1)_i\). Each partition has a pictorial representation as a Young diagram – collection of boxes \((i, j) \in \mathbb{Z}_+^2\) such that if box \((i, j)\) is included then \((i-1, j)\) and \((i, j-1)\) are also included in the collection. We use lowercase greek letters to denote partitions and Young diagrams. For a given partition \(\lambda\), notation \(\prod_{(i,j) \in \lambda}\) stands for the product over boxes of the corresponding Young diagram, i.e. \(j\) runs from 1 to \(\lambda_i\) and \(i\) runs from 1 to the number of elements of \(\lambda\). Notation \(\lambda'\) is the transpose Young diagram or partition, \(\lambda'_j \equiv \) the number of elements of \(\lambda\) which are greater or equal to \(j\). Series \(Z\) is often called Nekrasov function.

We choose parametrization

\[
v = q^{\frac{1}{2}} t^{-\frac{1}{2}}, \quad w = v \phi_1, \quad p_1 = v^{-2} T_2 \phi_2 x, \quad p_2 = v^{-2} T_4 \Lambda \phi_1 x (29)
\]

\[
n_1 = 1, \quad n_2 = Q, \quad m_1 = 1, \quad m_2 = \phi_1 \phi_2 Q (30)
\]

\[
f_1 = T_1 Q, \quad f_2 = T_2^{-1}, \quad f_3 = T_3^{-1}, \quad f_4 = T_4 \phi_1 \phi_2 Q (31)
\]

so that function \(Z(\Lambda, x)\) depends on parameters \(Q, T_1, T_2, T_3, T_4, \phi_1, \phi_2\) and \(q, t\). It is important to emphasize that in this paper \(Z(\Lambda, x)\) is treated as a formal power series in \(\Lambda, x\) where by construction negative powers of \(x\) are not excluded but only finitely many can occur for a given finite degree in \(\Lambda\). Of course, Nekrasov functions have good and well-studied analytic properties \([40]\) but for now we choose to limit consideration to formal power series, in order to keep presentation as simple and self-contained as possible.
Definition 16. Let $\mathcal{J}$ be a function of two complex arguments $\Lambda, x$ given by the integral

$$\mathcal{J}(\Lambda, x) = \mathcal{I}(0, 1, \Lambda/x, \Lambda)$$

with the choice of contours

$$\gamma^\ast = \{ \gamma_{[0, \Lambda]}, \gamma_{[0, \Lambda/x]}, \gamma_{[0, 1]} \}$$

where $\gamma_{[0,y]}$ denotes a closed contour encircling the line segment $[0,y]$ and $(N_1, N_2, N_3)$ are arbitrary three multiplicities of contours. Function $\mathcal{J}(\Lambda, x)$ depends on parameters $\alpha_1, \alpha_2, \alpha_3, \alpha_4, N_1, N_2, N_3$ and $q, t$.

Conjecture 17. Functions $\mathcal{Z}$ and $\mathcal{J}$ are related, as formal power series, in the following way

$$\mathcal{J}(\Lambda, x) = \text{const} \Phi(\phi_1 \phi_2^{-1} q \Lambda x^{-1}) \Phi(v^2 T_3 T_4^{-1} q \Lambda x^{-1})$$

$$\frac{\mathcal{Z}(\Lambda, x)}{\mathcal{Z}(T_2 T_4, T_2 \phi_2)}$$

where we use a convenient notation for the double infinite $q$-Pochhammer product

$$\Phi(x) = (x; q, t)_\infty = \prod_{i,j=0}^{\infty} (1 - q^i t^j x) = \exp \left( - \sum_{k=1}^{\infty} \frac{1}{(1 - q^k)(1 - t^k)} \frac{x^k}{k} \right)$$

and the map of parameters is given by

$$q^{\alpha_1} = v^{-2} T_1 T_2 Q, \quad q^{\alpha_2} = v^{-2} T_3^{-1} T_4, \quad q^{\alpha_3} = v^{-2} \phi_2 \phi_1^{-1}, \quad q^{\alpha_4} = v^{-2} T_1 T_2^{-1}$$

$$t^{N_1} = v T_1^{-1}, \quad t^{N_2} = v \phi_1, \quad t^{N_3} = v T_3$$

The factor "const" may depend on all parameters but not on $\Lambda, x$.

Remark 18. It is worthwhile to pause again to comment on the meaning of both functions. First, $\mathcal{J}(\Lambda, x)$ is the $m = 4$ specialization of (the integral part of) the conformal block for the deformed Virasoro algebra Vir$_{q,t}$ with a particular choice of contours parametrized by multiplicities $(N_1, N_2, N_3)$. It is easy to see that this choice of contours is most general in the sense that any other choice can be decomposed in the basis of $(N_1, N_2, N_3)$-contours. The specialization of arguments $(0, 1, \Lambda/x, \Lambda)$ is convenient and not too restrictive.

Second, $\mathcal{Z}(\Lambda, x)$ is the instanton partition function of 5-dimensional $SU(2) \times SU(2)$ gauge theory with 2 fundamental matter multiplets with mass parameters $f_1^+, f_2^-$ charged under the first gauge group and 2 multiplets with mass parameters $f_1^-, f_2^+$ charged under the second. The gauge groups have Coulomb parameters encoded by $n_1, n_2$ and $m_1, m_2$ respectively. $p_1$ and $p_2$ are the instanton parameters of the first and second groups, respectively, and $w$ is up to simple rescaling the mass parameter of the bifundamental.

Third, geometrically, $\mathcal{Z}(\Lambda, x)$ is an equivariant integral (push-forward) in $K$-theory of the product of two moduli spaces of rank 2 torsion free sheaves on $\mathbb{C}P^2$. The integrand is an appropriate $K$-theory class that represents both bifundamental and fundamental matter in gauge theory. The result of integration is always a sum over fixed points of the torus action, in this case labeled by four partitions $\nu_1, \nu_2, \mu_1, \mu_2$. 
3 Non-stationary difference equation

Definition 19. Consider the specialization

\[
\psi(\Lambda, x) = J(\Lambda, x) \bigg|_{N_2 = +1, m_3 = -\beta}
\]

This is the degenerate conformal block with a Verma parameter \(\alpha_3 = -\beta\) associated with coordinate \(\Lambda/x\) and the multiplicity of the corresponding integration contour \(\gamma[0, \Lambda/x]\) is specialized to \(N_2 = +1\). Note that two conditions are imposed: degeneracy of the Verma parameter and restriction of the contour multiplicity (this is well-known at least for ordinary Virasoro, see [47] for a review). The corresponding conditions on the gauge theory side are \(\phi_1 = t/v\) and \(\phi_2 = v\) which imply relation \(m_2/m_1 = t_2n_1/n_1\) between Coulomb parameters and \(w = t\) for the bifundamental mass parameter. This specialization of Coulomb parameters and bifundamental mass is known as Higgsing prescription [48].

\[
\Psi(\Lambda, x) = Z(\Lambda, x) \bigg|_{\phi_1 = t/v, \phi_2 = v}
\]

and the so specialized partition function is the surface defect wavefunction in 5-dimensional \(SU(2)\) gauge theory with 4 fundamental matter multiplets. The two functions – degenerate conformal block and surface defect wavefunction – agree through Conjecture 17, up to the simple prefactor.

Theorem 20. Function \(\Psi(\Lambda, x)\) satisfies, as a formal power series, the non-stationary difference equation:

\[
\Psi(t\Lambda, x) = A_1(\Lambda, x) \widehat{\gamma} A_2(\Lambda, x) \widehat{\gamma} A_3(\Lambda, x) \psi\left(\Lambda, x\right) \frac{x}{tqQ}
\]

where

\[
A_1(\Lambda, x) = \frac{1}{\varphi(T_1tvx)} \frac{\Phi(T_3t^2v\Lambda x^{-1})}{\Phi(T_3qv\Lambda x^{-1})} \frac{\Phi(T_4t^2v\Lambda x^{-1})}{\Phi(T_4t^2v^{-1}\Lambda x^{-1})}
\]

\[
A_2(\Lambda, x) = \frac{\varphi(qT_2T_3\Lambda)\varphi(tT_1T_4\Lambda)}{\varphi(-T_1T_2x)\varphi(-Q^{-1}x)} \frac{\varphi(-T_3T_4qT\Lambda x^{-1})\varphi(-q\Lambda x^{-1})}{\varphi(-T_3T_4qT\Lambda x^{-1})\varphi(-q\Lambda x^{-1})}
\]

\[
A_3(\Lambda, x) = \frac{1}{\varphi(T_2Q^{-1}q^{-1}vx)} \frac{\Phi(T_3Qq^2v\Lambda x^{-1})}{\Phi(T_3Qq^2v^{-1}\Lambda x^{-1})} \frac{\Phi(T_4Qt^3v\Lambda x^{-1})}{\Phi(T_4Qt^3v^{-1}\Lambda x^{-1})}
\]

and the main difference operator \(\widehat{\gamma}\) is defined by its action on monomials,

\[
\widehat{\gamma} x^n = q^{\frac{n(n+1)}{2}} x^n, \quad n \in \mathbb{Z}
\]

The simplest operator with this property is \(\widehat{\gamma} = q^{\partial(\partial+1)/2}\) where \(\partial = \partial_{\ln x} = x\partial_x\). The reason why this difference equation is called non-stationary is because the l.h.s. is shifted with respect to \(\Lambda\) and the magnitude of the shift is an independent variable \(t\), therefore one may think of this as a non-stationary Schrodinger equation describing discrete time-evolution of a quantum-mechanical wavefunction.

We checked eq. (40) in power series expansion up to degree \(O(\Lambda^6, x^{10})\) for all parameters generic. Before proving Theorem 20 below, we consider first an interesting limit when parameters \(T_1, T_2, T_3, T_4 \to 0\).
Corollary 21. Theorem 20 implies that function

$$\Psi_{\text{Toda}}(\Lambda, x) = \lim_{T_1/T_2,T_3/T_4 \to 0} \Psi(\Lambda, x)$$  \hspace{1cm} (45)$$
satisfies a much simpler equation,

$$\Psi_{\text{Toda}}(t\Lambda, x) = \hat{H}\Psi_{\text{Toda}}(\Lambda, x), \quad \hat{H}f(\Lambda, x) = \hat{\gamma} \prod_{n=0}^{\infty} \left(1 + q^n \frac{x}{Q}\right)^{-1} \left(1 + q^{n+1} \frac{\Lambda}{x}\right)^{-1} \hat{\gamma} f \left(\Lambda, \frac{x}{tqQ}\right)$$  \hspace{1cm} (46)$$

Eq. (46) is identical to the non-stationary relativistic (affine) Toda equation considered in [32], eq. (11). This choice of name for the equation is supported by the following

**Proposition 22.** Operator $\hat{H}$ and the quantum Hamiltonian of the 2-body relativistic affine Toda system

$$\hat{H}_{\text{Toda}} f(\Lambda, x) = f(\Lambda, qx) + tQ f(\Lambda, q^{-1}x) + tf(\Lambda, x) + \Lambda x^{-1}f(\Lambda, x)$$  \hspace{1cm} (47)$$
commute with each other:

$$[\hat{H}, \hat{H}_{\text{Toda}}] = 0$$  \hspace{1cm} (48)$$

**Proof.** This statement appears, for example, as Proposition 6.2. in [32], however here we choose to present it in some detail for completeness. We rely upon commutation relation between $\hat{\gamma}$ and basic operators

$$\hat{\gamma} \hat{f} = \hat{f} \hat{\gamma}, \quad \hat{\gamma} \hat{x} = \hat{x} \hat{\gamma}, \quad \hat{\gamma} \hat{p} = \hat{p} \hat{\gamma}$$

These operators satisfy $\hat{\gamma} \hat{\gamma} = \gamma \hat{\gamma}$ and $\hat{\gamma} \hat{x} = \hat{x} \hat{\gamma}$. Using these relations, we find

$$\hat{H}_{\text{Toda}} \hat{H} f(\Lambda, x) = \hat{\gamma} \left(\hat{p} + tQ \hat{p}^{-1} + t \hat{p}^{-1} \hat{x} + \Lambda \hat{x}^{-1} \hat{p}\right) \varphi(-x/Q)^{-1} \varphi(-q\Lambda/x)^{-1} \hat{\gamma} f \left(\Lambda, \frac{x}{tqQ}\right)$$  \hspace{1cm} (50)$$

$$\hat{H} \hat{H}_{\text{Toda}} f(\Lambda, x) = \hat{\gamma} \varphi(-x/Q)^{-1} \varphi(-q\Lambda/x)^{-1} \left(\hat{p} + tQ \hat{p}^{-1} + Q^{-1} q^{-1} \hat{x} \hat{p} + qtQ \Lambda \hat{x}^{-1} \hat{p}\right) \hat{\gamma} f \left(\Lambda, \frac{x}{tqQ}\right)$$  \hspace{1cm} (51)$$

One can see that $[\hat{H}, \hat{H}_{\text{Toda}}] f(\Lambda, x) = \hat{\gamma} \hat{O} \hat{\gamma} f \left(\Lambda, \frac{x}{tqQ}\right)$ with

$$\hat{O} = \left[(1 + \Lambda x^{-1}) \hat{p} + (tQ + tq^{-1}x) \hat{p}^{-1}\right] \varphi(-x/Q)^{-1} \varphi(-q\Lambda/x)^{-1} - \varphi(-x/Q)^{-1} \varphi(-q\Lambda/x)^{-1} \frac{1 + x/Q}{1 + \Lambda/x}$$  \hspace{1cm} (52)$$

where each of the rational functions in brackets vanishes, so $\hat{O}$ is a zero operator, completing the proof. \hfill \square$

**Remark 23.** We contend it is highly likely that the operator in the r.h.s. of eq. (40) commutes with the appropriate deformation of Toda Hamiltonian (47). From general principles (49) this deformation should represent the Hamiltonian of XXZ integrable model. We leave this as a straightforward exercise.
Proof of Theorem 20. In this paper we only prove Theorem 20 for a concrete choice
\[
(\alpha_2, \alpha_3, \alpha_4; N_1, N_2, N_3) = (\beta, -\beta, -\beta; 1, 1, 0)
\] (56)
equivalently
\[
(T_1, T_2, T_3, T_4, \phi_1, \phi_2) = (vt^{-1}, v^{-1}, v^{-1}, vt^{-1}, tv^{-1}, v)
\] (57)
which is distinguished by all three parameters \(\alpha_1, \alpha_2, \alpha_3\) being degenerate. Note that \(\alpha_1\) is still generic. This choice is intended as a simple starting point for the upcoming general proof, that we hope will be found in near future. We argue below that already this case is not entirely trivial and produces interesting hints.

Generally \(\Psi(\Lambda, x)\) is a sum over 4 partitions \(\nu_1, \nu_2, \mu_1, \mu_2\), however at the point \((57)\) its summand contains a particular product \(N_{\emptyset, \nu_1}(q/t)N_{\emptyset, \nu_2}(q/t^2)N_{\mu_1, \emptyset}(1)N_{\mu_2, \emptyset}(t)\) what leads to drastic simplification, because this product is only non-vanishing for \((\nu_1, \nu_2, \mu_1, \mu_2) = (\emptyset, [n], \emptyset, [m])\). Therefore the sum over 4 partitions, reduces in this case, to a sum over two non-negative integers \(n\) and \(m\). Short calculation gives
\[
\Psi(\Lambda, x) \big|_{(57)} \equiv U(\Lambda, x) = \sum_{n,m=0}^{\infty} q^{nm+n} t^{-n} \frac{(tQ)_n(qQ/t)_m}{(qQ)_m(qQ/t)_n} (q^{-m})_n (v^{-2} q^{-n})_m \frac{x^n}{(q)_n} \frac{(\Lambda/x)_m}{(q)_m} (58)
\]
where we use a standard notation for \(q\)-Pochhammer symbols \((z)_n = \prod_{i=0}^{n-1} (1 - q^i z)\). Function \(U(\Lambda, x)\) is in fact identical to one of the most famous special functions – the Macdonald polynomial; indeed, one has
\[
\frac{t(1-xt)(1-\Lambda)}{(1-x)(t-\Lambda)} U(\Lambda, qx) + \frac{q(\Lambda-t^2x)(x-t)}{t(1-x)(\Lambda-xt)(x-1)} U(\Lambda, x/q) + \frac{t(\Lambda-xt)(\Lambda-t^2)}{qQ(\Lambda-xt)(\Lambda-t)} U(\Lambda/q, x) = (1+t+Q/t) U(\Lambda, x) (59)
\]
which is completely straightforward to prove from the series definition eq. \((57)\) by rewriting \((59)\) as a rational recursive relation for coefficients. It is not hard to recognize in eq. \((59)\) the Macdonald or Ruijsenaars-Schneider \((51)\) difference equation for Macdonald polynomials of \(U(3)\), i.e. in 3 variables:
\[
U(\Lambda, x) \big|_{Q=q^{-1}t^{-1}} = \frac{\varphi(qt^{-2}\Lambda x^{-1})}{\varphi(\Lambda x^{-1})} P_{[r, o, 0]}(1, t^{-1}\Lambda, t^{-1}\Lambda/x) (60)
\]
where \(P\) are the standard Macdonald polynomials labeled by symmetric representations \([r, o, 0]\) of \(U(3)\):
\[
P_{[1, o, 0]}(x_1, x_2, x_3) = x_1 + x_2 + x_3 \quad (61)
\]
\[
P_{[2, o, 0]}(x_1, x_2, x_3) = x_1^2 + x_2^2 + x_3^2 + \frac{(1+q)(1-t)}{1-qt} (x_1 x_2 + x_1 x_3 + x_2 x_3) \quad (62)
\]
\[
P_{[3, o, 0]}(x_1, x_2, x_3) = x_1^3 + x_2^3 + x_3^3 + \frac{(1+q+q^2)(1-t)}{1-q^2 t} (x_1^2 x_2 + x_1^2 x_3 + x_2^2 x_3 + x_1 x_2 x_3^2 + x_1 x_2^2 x_3 + x_1^2 x_2 x_3) \quad (63)
\]
and so forth. This clarifies the nature of the function \(\Psi(\Lambda, x)\) in this case.
As for the equation that it satisfies, it is important to note that equation (65) is the most basic, but not the one best suitable for generalization to bigger integers $N_1, N_2, N_3$. Instead, we want to use this very simple example to address equation (40) which is more complicated, but instead fully general. We have

$$A_1(\Lambda, x) \bigg|_{\text{at } (57)} = u_1(\Lambda, x) = \frac{1}{\varphi(q \Lambda t)x) \varphi(t \Lambda x^{-1})} \quad (64)$$

$$A_2(\Lambda, x) \bigg|_{\text{at } (58)} = u_2(\Lambda, x) = \frac{\varphi(t \Lambda) \varphi(q \Lambda t^2)}{\varphi(-t^{-1}x) \varphi(-Q^{-1}x) \varphi(-q \Lambda x^{-1})} \quad (65)$$

$$A_3(\Lambda, x) \bigg|_{\text{at } (59)} = u_3(\Lambda, x) = \frac{1}{\varphi(q^{-1}Q^{-1}x) \varphi(q^2 t^{-1}Q \Lambda x^{-1})} \quad (66)$$

and therefore equation (40) takes form

$$V(\Lambda, x) = \frac{\varphi(-t^{-1}x) \varphi(-q \Lambda x^{-1})}{\varphi(q \Lambda t^2)} \hat{g}^{-1} \varphi(q \Lambda t^{-1}) \varphi(t \Lambda x^{-1}) U(t \Lambda, x) = \quad (67)$$

$$= \frac{\varphi(t \Lambda)}{\varphi(-Q^{-1}x) \varphi(-q \Lambda x^{-1})} \hat{g}^{1} \frac{1}{\varphi(q^{-1}Q^{-1}x) \varphi(q^2 t^{-1}Q \Lambda x^{-1})} U \left( \frac{\Lambda}{t \varphi} \right) \quad (68)$$

This is what we want to prove. Our strategy is based on proving an explicit formula for $V(\Lambda, x)$:

$$V(\Lambda, x) = \sum_{n,m=0}^{\infty} q^m (-Q)^m-n \frac{(t \varphi)_n(t \Lambda)_m}{(q \varphi)_m(t \Lambda)_n} \frac{(q \varphi)_m(q^2 \varphi^{-1})_m}{(q^2 \varphi)_m(q \varphi)_m} \frac{(t \varphi)_n(t \Lambda)_m}{(q \varphi)_m(t \Lambda)_n} \frac{x^n}{(q)_n} \frac{(\Lambda x)^m}{(q x)_m} \quad (69)$$

which satisfies both eq. (67) and (68). We find it quite remarkable that such explicit formula for $V(\Lambda, x)$ exists at all, allowing to speculate that non-stationary difference equation admits a “square root” (can be split into two equations) and we comment on this in more detail in the Conclusion. Here, let us proceed to prove the theorem, starting from the first of two equations:

$$\hat{g} \varphi(q \Lambda t^2) \varphi(-t^{-1}x)^{-1} \varphi(-q \Lambda x^{-1})^{-1} V(\Lambda, x) = \varphi(q \Lambda t^{-1}) \varphi(t \Lambda x^{-1}) U(t \Lambda, x) \quad (70)$$

Both l.h.s. and r.h.s. are formal power series in $\Lambda, x$ where each given term is a rational function of $Q$ whose degree in $Q$ is bounded by the degree in $\Lambda, x$. Two such series coincide for generic $Q$ if they coincide for all $Q = q^{-r} t^{-1}, \ r = 0, 1, 2, 3, \ldots \quad (71)$

This allows to prove the desired equation using generating functions. For r.h.s. of eq. (70) it takes form

$$\sum_{r=0}^{\infty} z^r \frac{(t \varphi)_{r-1} \varphi(t \Lambda x^{-1}) U(t \Lambda, x)}{q^r} \bigg|_{Q=q^{-r} t^{-1}} = \varphi(q \Lambda t^{-1}) \varphi(t \Lambda x^{-1}) \frac{\varphi(t \Lambda x) \varphi(t \Lambda x^{-1} z)}{\varphi(z) \varphi(t \Lambda x) \varphi(t \Lambda x^{-1} z)} \quad (72)$$

as a corollary of the well-known generating function for Macdonald polynomials. Generating function for the l.h.s. of eq. (70) is from the first glance somewhat more involved, but we can still compute it using the
basic \( q \)-binomial theorem

\[
\varphi(x) = \sum_{n=0}^{\infty} \frac{(y)_n}{(q)_n} (x/y)^n
\] (73)

to perform the summation over \( r \):

\[
\varphi(qt^{-2}\Lambda) \sum_{r=0}^{\infty} z^r \frac{(t)_r}{(q)_r} \varphi(-t^{-1}x)^{-1} \varphi(-q\Lambda x^{-1})^{-1} \left. V(\Lambda, x) \right|_{q^{-r}-t^{-1}} = \]

\[
= \varphi(qt^{-2}\Lambda) \varphi(tz) \sum_{n,m=0}^{\infty} z^{n+m}t^n q^{m(2-n)}(v^2 q^{-m})(v^2 q^{-m})_m \frac{(t)_m}{(v^2 q^{-m})_m (tz)_n} (qt^{-2})_n(t^2)_m \frac{x^n (\Lambda/x)_m}{(q)_n (q)_m}
\] (74)

This unwieldy expression will momentarily be simplified, once we apply the operator \( \hat{\gamma} \) explicitly via

\[
\hat{\gamma} \varphi(-t^{-1}x)^{-1} \varphi(-q\Lambda x^{-1})^{-1} x^{n-m} = \varphi(qt^{-1}\Lambda)^{-1} \varphi(q^{1+n-m}t^{-1}x) \varphi(q^{1+m-n}\Lambda x^{-1}) \quad \hat{\gamma} \ x^{n-m}
\] (75)

which is a direct corollary of the definition of \( \hat{\gamma} \) and elementary series expansions

\[
\varphi(x) = \sum_{n=0}^{\infty} q^{n(n+1)/2} \frac{(-x)^n}{(q)_n}, \quad \varphi(x)^{-1} = \sum_{n=0}^{\infty} \frac{x^n}{(q)_n}
\] (76)

The application of \( \hat{\gamma} \) to (74) leads to a major simplification,

\[
\sum_{n,m=0}^{\infty} z^{n+m}t^n q^{m(2-n)}(v^2 q^{-m})(v^2 q^{-m})_m \frac{(t)_m}{(v^2 q^{-m})_m (tz)_n} (qt^{-2})_n(t^2)_m \frac{x^n (\Lambda/x)_m}{(q)_n (q)_m} \quad \varphi(qt^{-1}\Lambda) \varphi(t\Lambda x^{-1}) \quad \hat{\gamma} \ x^{n-m}
\] (77)

Equating this to (72), we get the relation between generating functions:

\[
\sum_{n,m=0}^{\infty} z^{n+m}t^n q^{m(2-n)}(v^2 q^{-m})(v^2 q^{-m})_m \frac{(t)_m}{(v^2 q^{-m})_m (tz)_n} (qt^{-2})_n(t^2)_m \frac{x^n (\Lambda/x)_m}{(q)_n (q)_m} = \varphi(qt^{-1}\Lambda) \varphi(t\Lambda x^{-1}) \quad \hat{\gamma} \ x^{n-m}
\] (78)

Changing summation index from \( n \) to \( k = m - n \), and simplifying the Pochhammer symbols, we find

\[
\sum_{k=0}^{\infty} q^{2k} \frac{(t^2)_k}{(q)_k} \varphi(q^{1-k-x^{-1}}) \varphi(q^{1+k\Lambda x^{-1}}) \frac{(qt^{-1}z^{-1})_k (t)_k}{(q)_k (t^2)_k} \frac{(2\Lambda)^m}{(q)_m} = \varphi(qt^{-1}\Lambda) \varphi(t\Lambda x^{-1}) \quad \hat{\gamma} \ x^{n-m}
\] (79)

Using \( q \)-binomial theorem again, the sum over \( m \) can be finally removed and all \( \varphi \)-functions under summation
can be traded for Pochhammers, resulting in the ultimate form of the equation that we need to prove:

\[
\sum_{k=0}^{\infty} q^k \frac{(t)_k (tx^{-1})_k (qt^{-1} z^{-1})_k}{(qt^{-1} \Lambda^{-1})_k (q \Lambda x^{-1})_k (q)_k} = \frac{\varphi(qt^{-1} \Lambda x^{-1}) \varphi(t^{-1} \Lambda z) \varphi(t \Lambda x^{-1} z) \varphi(qt^{-1} \Lambda)}{\varphi(q \Lambda x^{-1}) \varphi(\Lambda z) \varphi(\Lambda x^{-1} z) \varphi(qt^{-2} \Lambda)}
\] (80)

At this point we are essentially done, because this is a well-known identity in the theory of \(q\)-deformed (basic) hypergeometric functions in one variable \([52]\). Recall that all equations in this section are understood as equalities between formal power series in \(\Lambda, x\) such that negative powers of \(x\) are permitted in the expansion, but for any given term the negative degree in \(x\) cannot exceed the positive degree in \(\Lambda\). When generating functions in \(z\) are considered, each term in the \(\Lambda, x\) expansion is understood as a formal power series in positive powers of \(z\). For example, eq. \([80]\) is the following expansion

\[
1 + \frac{(1-t)(t-x)(tz-q)}{xt^2(1-q)} \Lambda + O(\Lambda^2) = \frac{\varphi(qt^{-1} \Lambda x^{-1}) \varphi(t^{-1} \Lambda z) \varphi(t \Lambda x^{-1} z) \varphi(qt^{-1} \Lambda)}{\varphi(q \Lambda x^{-1}) \varphi(\Lambda z) \varphi(\Lambda x^{-1} z) \varphi(qt^{-2} \Lambda)}
\] (81)

By construction, \(k\)-th term in the \(\Lambda\) expansion is a Laurent polynomial in \(t\) of order \(-2k\) and degree \(+k\). Therefore, as a power series equality, eq. \([80]\) holds for generic \(t\) if it holds for all

\[
t = q^{-n}, \quad n = 1, 2, 3, \ldots
\] (82)

At these points eq. \([80]\) becomes

\[
\sum_{k=0}^{\infty} q^k \frac{(q^{-n})_k (a)_k (b)_k}{(c)_k (d)_k (q)_k} = \frac{(c/a)_n (c/b)_n}{(c)_n (ca^{-1}b^{-1})_n}
\] (83)

where, we remind, the \(q\)-Pochhammer symbols are \((z)_n = \prod_{i=0}^{n-1} (1 - q^i z)\), and parameters

\[
a = tx^{-1}, \quad b = qt^{-1} z^{-1}, \quad c = qtz^{-1} \Lambda^{-1}, \quad d = q \Lambda x^{-1}
\] (84)

satisfy the balancing condition \(qtab = cd\). Note that it is not any problem for this argument that \(t = q^{-n}\) is a pole of many important functions, including Macdonald polynomials \([63]\) we used just above, and was explicitly prohibited when we constructed conformal blocks from bosonic representations in Section 2. The specialization \(t = q^{-n}\) is only used here as a technical tool to prove the isolated identity \([80]\) and for this purpose it is perfectly fine. This completes the (first half of the) proof, since identity \([83]\) is the well-established \(q\)-Saalschütz identity \([52]\) due to Jackson \([53]\). For the second half of the proof, we would need to also prove the second of two main difference equations, that is eq. \([65]\),

\[
\varphi(t \Lambda) \varphi(-Q^{-1} x) \varphi(-qQ \Lambda x^{-1}) V(\Lambda, x) = \frac{1}{\varphi(q^{-1} Q^{-1} x) \varphi(q^2 t^{-1} Q \Lambda x^{-1})} U \left( \Lambda, \frac{x}{t q Q} \right)
\] (85)

which we skip, because it is a step-by-step repetition of the proof for \([70]\) presented in some detail above. \(\Box\)

Before proceeding to Conclusion, we comment on possibility to solve non-stationary difference equations. We consider only the case \(T_1, T_2, T_3, T_4 \to 0\) for brevity, generalization is expected to be immediate.
Theorem 24. Function $\Psi_{\text{Toda}}(\Lambda, x)$ admits the following representation

$$\Psi_{\text{Toda}}(\Lambda, x) = \prod_{m=0}^{\infty} \left\{ \hat{\gamma} \prod_{n=0}^{\infty} \left( 1 + q^n t^{-m} \frac{x}{Q^{m+1}} \right)^{-1} \left( 1 + q^{n+m+1} t^{-1} \Lambda \frac{Q^m}{x} \right)^{-1} \hat{\gamma} \right\} \cdot 1$$

as the action of explicit operator on an elementary function, sometimes called cut-and-join representation or $\mathcal{W}$-representation. This can be regarded as a rather direct solution of eq. (46).

Proof. Provided Theorem 20, function $\Psi_{\text{Toda}}(\Lambda, x)$ satisfies the equation (46), which can be written as

$$\Psi_{\text{Toda}}(\Lambda, x) = \hat{\gamma} \prod_{n=0}^{\infty} \left( 1 + q^n \frac{x}{Q} \right)^{-1} \left( 1 + q^{n+1} t^{-1} \Lambda \frac{x}{Q} \right)^{-1} \hat{\gamma} \Psi_{\text{Toda}}\left( \frac{\Lambda}{t+Q} \right)$$

Iterating the same formula by applying to the $\Psi$-function in the r.h.s. $M$ times, we find

$$\Psi_{\text{Toda}}(\Lambda, x) = \prod_{m=0}^{M} \left\{ \hat{\gamma} \prod_{n=0}^{\infty} \left( 1 + q^n t^{-m} \frac{x}{Q^{m+1}} \right)^{-1} \left( 1 + q^{n+m+1} t^{-1} \Lambda \frac{Q^m}{x} \right)^{-1} \hat{\gamma} \right\} \cdot \Psi_{\text{Toda}}\left( \frac{\Lambda}{t+Q^{M+1}} \cdot \frac{x}{(t+Q)^{M+1}} \right)$$

At least for parameters $q, t, Q$ in the region

$$t \in (1, \infty) \in \mathbb{R}, \hspace{1cm} qtQ \in (1, \infty) \in \mathbb{R}, \hspace{1cm} q^{-1}Q^{-1} \in (1, \infty) \in \mathbb{R}$$

the function in the r.h.s. satisfies, as a formal power series,

$$\lim_{M \to \infty} \Psi_{\text{Toda}}\left( \frac{\Lambda}{t+Q^{M+1}} \cdot \frac{x}{(t+Q)^{M+1}} \right) = 1$$

and similarly the $M \to \infty$ limit of the product in the r.h.s. is an infinite product that is well-defined as an operator on formal power series in $\Lambda, x$. Taking the limit $M \to \infty$ gives eq. (86).

4 Conclusion

Non-stationary difference equations associated with many-body quantum integrable systems are interesting from many perspectives. From pure integrability or even more generally quantum mechanics standpoint, it is remarkable that right hand sides of these equations are defined by infinite products, operators of the form

$$\hat{\gamma} \prod_{n=0}^{\infty} \left( 1 + q^n \left( x \right)^{-1} \right) \left( 1 + q^{n+1} \Lambda x^{-1} \right)^{-1} \hat{\gamma}$$

which commute with the Hamiltonian operators that define stationary difference equations, such as

$$\hat{p} + \hat{p}^{-1} + x + \Lambda x^{-1}$$

where both examples represent affine relativistic Toda with 2 particles (1 center-of-mass degree of freedom). Of course there is nothing surprising in the fact that some operators commute with the Hamiltonians, because one can construct polynomials and more general functions of Hamiltonians, but what is surprising is that particular function of the Hamiltonians takes such an explicit product form. To the best of our knowledge,
one of the first occurrences of this kind of operators was eq. (3.24) in [60]. We believe this should hold generally, well beyond the Toda case, meaning for every integrable system there exist both standard stationary Hamiltonians and their "big" non-stationary counterparts, that commute with each other, but have drastically different properties. In some aspects, the latter operators can be simpler than the original ones: for example, we showed in the proof of Theorem 20 that non-stationary difference equation admits a "square root" type decomposition into two parts (eqs. (67) and (68), provided (69)) while we are unaware of the parallel phenomenon for the regular stationary Toda Hamiltonian.

This touches a plethora of interrelated subjects: for one, such decomposition is reminiscent of modular \( SL(2,\mathbb{Z}) \) identities of the form \( S^2 = \text{id} \) for the Fourier transform operators and \( (ST)^3 = \text{id} \) for Dehn twists for Macdonald polynomials at roots of unity [61] further generalized to modular \( SL(3,\mathbb{Z}) \) identities [62] for affine and elliptic Macdonald functions. These resemblances are unlikely to be superficial: in fact, the equations studied by [62] such as \( q \)-deformed heat equation, are expected to be closely related to non-stationary difference equations of the form we discuss here. The major difference, however, is that for [62] many equations are very complicated. Normally a special function is defined by an equation which is much simpler than the function: for example, the Toda solution is of course an immensely complicated special function, while Toda Hamiltonian is just a simple polynomial. Unlike this, in [62] and many related works, the defining operators belong to the same class of functions as the solutions. The same complexity is reported in [33].

One of the goals of the present paper was to show that it is not necessarily so: we demonstrate that for relatively non-trivial example (XXZ integrable model here) the non-stationary equation remains elementary.

Another related subject is polynomial representations of Double Affine Hecke Algebras (DAHA). Important role in this theory is played by \( SL(2,\mathbb{Z}) \) automorphisms which – without any strict necessity to introduce roots of unity – act on polynomials in variables \( x_1, x_2, \ldots \) and involve operators of the form

\[
\hat{\gamma} \ x^n = q^{\frac{n(n+1)}{2}} x^n, \quad n \in \mathbb{Z}
\]

From this perspective, above non-stationary equations look like repeated action of such automorphisms. Again, the difference equation involving two applications of \( \hat{\gamma} \) is reminiscent of identities of the form \( S^2 = \text{id} \) this time beyond roots of unity. It is interesting to speculate that study of non-stationary, perhaps elliptic difference equations could lead to a generalization of DAHA with at least \( SL(3,\mathbb{Z}) \) automorphisms.

The results of this paper have a direct connection to supersymmetric gauge theory with 8 supercharges in 5 spacetime dimensions where an interesting observable – expectation value of a surface defect [63] – is anticipated to satisfy a non-stationary difference equation. By construction, function \( \Psi(\Lambda, x) \) is precisely the expectation value of a surface defect in 5-dimensional \( SU(2) \) theory with 4 fundamental matter multiplets whose (exponentiated) masses are related to \( T_1, T_2, T_3, T_4 \). Eq. (40) is the non-stationary difference equation satisfied by this observable, and therefore 5-dimensional generalization of the results of [64]. It would be interesting to further generalize these results to 6 dimensions, obtaining some non-stationary elliptic equations and perhaps ultimately the non-stationary extension of the DELL system [65].

From the point of view of algebraic geometry, one feature of our construction that may be interesting is that we use representation theory of \( q \)-Virasoro algebra instead of quantum affine algebras, accordingly, the algebraic varieties relevant for us here are different from many varieties considered in the literature, particularly from Laumon spaces [30]. This parallels the fact in physics that there are several equivalent constructions of surface defects: current paper has to do with Higgsing defects from \( SU(2) \times SU(2) \) while Laumon spaces are more closely related to monodromy defects [66] and ramified instantons [63]. It would be also interesting to understand the relation, if any, between non-stationary difference equations of the type considered here and quantum difference equations for Nakajima quiver varieties [67].

Yet another direction where non-stationary difference equations may be useful is for refined topological string theory, where the same special function \( \Psi(\Lambda, x) \) has the meaning of open string partition function in the presence of internal \( D3 \)-brane (see e.g. [68] section 5) where parameters \( q \) and \( t \) are both generic.

The difference equation that we obtained may be useful to study refined topological string on toric Calabi-Yau manifolds generalizing local \( \mathbb{P}^1 \times \mathbb{P}^1 \) with extra Kähler parameters corresponding to \( T_1, T_2, T_3, T_4 \).
One may expect generalization of our equation to other geometries, including the case of local $\mathbb{P}^2$ which is well-known for not having a direct gauge theory description. It would be interesting to explore potential benefit of non-stationary equations to the study of non-perturbative partition functions in the context of TS-ST correspondence [69].

In conformal field theory, equations satisfied by conformal blocks with degenerate insertions go back to [3] what is known as Belavin-Polyakov-Zamolodchikov equations. In [3], these equations have been derived using existence of null-states in appropriate representations of the Virasoro algebra. Equation (40) provides a $q$-deformation of BPZ equations for 5-point conformal blocks with a degenerate insertion. It would be interesting to establish direct contact between equations like (40) and null-states of $q$-Virasoro algebra.

Last but not least, the equations considered in present paper can be interpreted as Ward identities for generalized matrix models. This is because conformal blocks in Dotsenko-Fateev representation are naturally identified [22] with $q, t$-deformed matrix models or $\beta$-ensembles [27] of multi-Penner or Selberg type. For the simplest $q, t$-deformed matrix models, Ward identities can be explicitly derived and take form of $q$-Virasoro constraints [70] however for more general models such as the multi-Penner needed for the description of conformal blocks, the equations get more complicated and not fully explicit [71]. The results of current paper seem to indicate that Ward identities can be made fully explicit at the cost of becoming "exponentiated", involving infinite products in the coordinate part and $\hat{\gamma}$ operators in the momentum part. It would be interesting to derive the equation (40) as Ward identity (Stokes theorem) for the integral (1).
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