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Existing cryptography-based algorithms for multi-party computation problems (MPCP) are either too complex to be used practically or applicable only to the specific applications for which they have been developed. In addition, traditional (non-cryptography-based) algorithms do not provide good privacy protection for MPCPs. This paper presents the security system design, intuitive analysis, and empirical evaluation of an agent server platform for protecting privacy in solving multi-party computation problems with traditional algorithms. We have devised the security policies for an agent server platform and showed how the enforcement of those policies can effectively protect privacy while solving many MPCPs. Experimental analysis shows that the presented agent platform security system can significantly enhance privacy protection while solving the problems with traditional algorithms.

1. Introduction

Generally speaking, a multi-party computation problem (MPCP) deals with computing the value of a joint function from a group of parties with their inputs. For example, in the vector dominance problem\(^1\), Alice has a bidding vector \(A\) and Bob has a price vector \(B\). Both of them want to determine whether they can make a deal in buying/selling \(n\) items by finding out if \(A\) dominates \(B\), i.e. if \(A_i > B_i, \forall i \in \{1, 2, \ldots, n\}\), where \(n\) is the number of elements in each vector. There are different types of applications of MPCP in which privacy protection is a key requirement\(^4\),\(^11\).

In traditional algorithms, usually the inputs are required to be aggregated to one or more parties, who evaluate the function, i.e. some of the participants’ inputs need to be disclosed to others to solve the problem. The participants of an MPCP are assumed to be collaborative, but none of them may want to disclose their private inputs to others, not even to the peer members. The privacy goal in an MPCP is to compute the function without disclosing any party’s private inputs to the others.

A cryptography-based algorithm can solve this problem by keeping the input data in an encrypted form. However, existing cryptography-based generalized solutions are too complex to be used practically. Researchers have developed a few problem-specific cryptography-based algorithms for solving specific MPCPs\(^3\),\(^18\),\(^21\) based on the specific characteristics of the related specific problem. Even though the problem-specific solutions are more efficient than the generalized solutions, the applicability of each of these cryptography-based algorithms is limited to only the specific problem for which it has been developed\(^18\).

Traditional (non-cryptographic) algorithms can be classified as centralized or distributed. A centralized algorithm is run by a single entity (agent) and results in a high privacy loss of the participants to the central agent, because they all need to give away all their private information to the central agent. A traditional distributed algorithm is run by multiple participants (agents) in a distributed architecture and some of the participants have to disclose part of their private inputs to the others\(^15\),\(^16\). Therefore, a traditional distributed algorithm also results in privacy loss.

Multi-party computation problems are generally solved with software agents that represent the participating users. Thus, in this paper, the terms “participant” and “participating agent” have been used interchangeably.

We present the design, analysis, and experimental evaluation of the security system of an agent server platform for enhancing privacy protection while solving the MPCPs with traditional (non-cryptography based) algorithms. The basic idea of our privacy protection scheme is to execute the traditional/existing algorithms within a closed-door one-way agent platform, but to protect the shared private information from being disclosed from the agent platform to
unauthorized parties. In our preliminary works, the concept of closed-door one-way agent platform was introduced. The experimental results on the protection from various malicious activities by the participants and the service protocol were presented in papers, Refs. 9 and 10, respectively. In this paper, we at first briefly describe the security system design of the agent platform. Then, we prove through intuitive analysis that the enforcement of our proposed security policies for the agent server platform can provide very good privacy protection for solving many MPCPs. We also show a method of achieving complete privacy protection. Finally, we evaluate our privacy protection scheme by comparing the privacy loss in our scheme with that in traditional schemes for the meeting scheduling problem and the vector dominance problem.

Since, an MPCP deals with a common problem among a group of participants, for many problems, the computational result can be expressed with a common value for all of the participants. In this paper, we take into consideration a type of MPCP in which the same computational result can be revealed to all of the participants without causing privacy loss. The MPCPs with the above assumption are not trivial but typical, and many multi-party applications are covered with the above assumptions.

The rest of the paper is organized as follows. Section 2 describes the system design, including the requirement analysis, devised security policies, and architecture for enforcing those policies. Section 3 carries out the security and privacy analysis of the agent server platform. Section 4 shows the effectiveness of our scheme by comparing the privacy loss in it with those in traditional algorithms. Section 5 discusses some further considerations, and finally, Section 6 concludes the paper.

2. System Design

Two or more parties want to conduct a computation based on their private inputs, but neither party is willing to disclose its own inputs to the others, not even to the peer parties or a third party. We need to find a mechanism for conducting such a computation so that no more information is revealed to a participant in the computation than what can be inferred from that participant’s input and the output or the computational result.

2.1 Requirements Analysis

In traditional computational models, the participating agents reside at different hosts in a distributed architecture and each of them is owned, administered, and controlled by individuals. Thus, the private information, which is shared with others in the problem solving process, cannot be protected from disclosing to the users or unauthorized parties. In order to realize our basic idea (i.e., to execute the traditional/existing algorithms within a closed-door one-way agent platform, but to protect the shared private information from unauthorized parties), the information sharing should take place within a centralized architecture (i.e. an agent server platform), which can be administered for uniform control over the participants. The following considerations should be taken into account for defining the security policies and designing the security architecture for the agent server platform.

(1) The server security policy should allow the participants to access minimum system resources, which are required for their normal operations and for problem solving.
(2) The participants should not be allowed to access any system resources that could be used for creating open channels with the outside world.
(3) The system security architecture must have a policy enforcement mechanism to enforce the defined policies.
(4) The restrictions on the system resources protect the participants from sending the computation result to the users themselves. So, the system should provide a mechanism for sending the computational results to the users.
(5) It must be verified that the computational result does not contain hidden private data.
(6) The computational result should also be protected from unauthorized parties by being encrypted with a group key of the participants.

2.2 Security Policies

We call our agent server platform the isolated Closed-door One-way Platform (iCOP). Its policy consists of the resource access policies and the policies for the computational result. We define the mandatory system resources as the resources without which any process can not be executed e.g., memory and CPU. All other sys-
tem resource are considered the optional system resources.

- **Resource Access Policies:** The resource access policies allow the participating agents (1) access to the mandatory resources, such as the OS, memory, and CPU, at iCOP and (2) exchange local messages within the iCOP. However, they are not granted access to any other system resources, such as files and network sockets.

- **Policies for the Computational Result:**
  Two policies are enforced for the computational results (1) each participating agent $A_i$ must pass the computational result $R_i$ to a stationary agent, called the service agent and (2) the computational results passed by the participating agents must be identical, i.e., $R_i = R_j \forall i, j \in \{1..n\}$, where $n$ is the number of participants. This requires the participating agents to follow a pre-defined format (defined with alphabet case, decimal point precision, date format etc.) for creating the computational result.

### 2.3 Security Architecture

The agent platform security architecture has two main components (Fig. 1): (1) the privacy manager and (2) the service agent. The privacy manager enforces the resource access policies, which protect the participants from accessing the system resources and creating any communication channels (open or covert) with the outside world. The service agent enforces the policies for the computational result and sends the results to the users. The enforcement of the policies for the computational result protects the participating agents from using covert channels through the result sending process (explanation in Section 3.2).

### 2.4 Problem Solving Mechanism

Private information sharing should take place within the iCOP so that the shared information can be kept protected from disclosure to the outside world. For solving the multi-party computation problem, the participating mobile agents, along with their private input data, migrate into the iCOP (provided by a service provider) with proper authorization, share their private information within the iCOP through local messages amongst them, and carry out the computation within the platform (Fig. 2). Each user must be registered with the service provider and must sign a service contract.

Under the enforced security policies, the process of creating and sending the computational result ($R$) in iCOP has been illustrated in Fig. 3. Each of the participating agents computes the result, arranges it using a pre-defined format, encrypts it with the group key, and passes it to the service agent. The service agent checks and verifies whether the computational result meets the policies set forth for it and sends it to the users.

### 2.5 Reliability and Scalability Issue

A single server is subject to a single point of failure. In case of using a single server, if the server fails or somehow compromised, the whole system fails. In order to handle the fault tolerance, increase the reliability and availability of the server, and achieve better scalability, we need multiple iCOP servers. These servers make up the iCOP domain. After checking digital signatures of incoming agents, the authentication server dispatches all of the participating agents of the same application to one of the several computation servers (Fig. 4). Each of
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the computation server of the iCOP domain must be made closed-door and one-way. By distributing different applications into different computation servers in iCOP domain, we can achieve scalability and load balancing.

If one of the server systems fails, only the applications in that server will fail, the rest of the servers can continue their computation. All of the applications will not be affected by the failed system. Thus, we can achieve application-wise fault tolerance. The use of replication server or backup server also provides fault tolerance of the whole system.

2.6 Trust Model

The agent server must be configured according to the trusted computing specifications\textsuperscript{12)} so that the participants can trust it. A participating agent from a registered user is given authorization by checking the digital signature, which the agent carries with it. The service agent is assumed to be semi-trusted i.e., it is not malicious, would perform its functionality reliably and treats the participants equally, but private information should be kept secret from it.

3. Security and Privacy Analysis of Agent Server Platform

It is a common assumption in multi-party computation domains that a secure communication channel between any two hosts exists. Also, we assume that standard language level safety and operating system level safety are maintained in the server. So, because of the limited resource permissions, the participating agents cannot attack each other or the platform.

The participating agents in iCOP are not granted access to any system resources other than the mandatory resources. They cannot create any open communication channels with an outside entity by using any of the mandatory resources. However, there may be covert (hidden) channels being created that may try to leak the shared private information and all of the covert channels in a trusted system must be identified and handled\textsuperscript{5). Thus, we perform a covert channel analysis on iCOP.

3.1 Covert Channel Identification

Covert channels can be created through shared resources or objects by changing their attributes. We use the shared resource matrix method\textsuperscript{13)} to identify potential covert channels in iCOP. With this method, if an attribute of a shared resource is found that can be modified and referenced by two different processes, which are not allowed to communicate through legal channels, then potential covert channels exist through that resource.

Every process in our agent server, including those of the participating agents in iCOP, uses mandatory system resources (Fig. 5). A malicious participating agent in iCOP may try to modify the attributes of those resources and the malicious external processes may be able to refer to those attributes. So, potential covert channels between the participating agents and other programs in the system may exist through the mandatory system resources.

The computational result from the participating agents is sent to the outside receivers (i.e., users) by the service agent, i.e., the resulting object is shared between the participating agents and the users by transferring the object itself. Thus, potential covert channels between the participating agents and the users may exist through the computational result.

Our security policies do not allow any other objects or resources to be shared between the participants and any other entity outside the iCOP. So, there can be no other covert channels between the participating agents and the outside entity through other resources/objects.

Table 1 summarizes the data disclosure chan-
nels between the participating agents in iCOP and the outside world.

### 3.2 Covert Channel Handling

Two types of covert channels may exist in iCOP: through the mandatory system resources and through the computational result (Table 1). In this section, we describe how these covert channels are handled in the iCOP.

The covert channels through the mandatory system resources are very noisy, because all the processes in the system change the attributes of the mandatory system resources. A covert channel is noisy if the corresponding shared object is available to other processes as well as to the potential data sender and receiver, and its attributes are modified by more than one process; it is noiseless if the corresponding shared object is available only to the potential data sender and receiver, and its attributes are modified by only one sender. The covert channels through the mandatory system resources are common in every system, because in every system the mandatory system resources are shared among all of the processes. Thus, the underlying operating system handles these covert channels using various techniques (e.g., memory partitioning, CPU scheduling etc.) to eliminate them or to reduce their bandwidths to very low values making them ineffective.

So, we do not take any special measure for them. As an additional measures, their bandwidths can be further reduced by introducing additional delays and noise deliberately into those channels (e.g., using random allocation algorithms; introducing extraneous processes that modify covert channel variables in random patterns).

The enforcement of the two specific policies (conditions) set forth for the computational results can protect the participants from using covert channels through the computational results. A covert channel through the computational result is possible only when the result is sent to the users by the service agent. Let us suppose, that an actual computational result containing no private information is $R$. Additional data can be encoded into the computational result using many different techniques and the encoded data can even be kept hidden by using cryptography. However, it must be noted that encoding any additional data into the resulting object produces a different object, regardless of the content type of the object (text or binary) and encoding method of the additional data. Thus, when a participating agent $A_i$ encodes some private information with its computational result $R_i$, it will not be identical to the actual computational result $R$.

We categorized the possible maliciousness, associated relationships among the computational results passed by the participants, and the corresponding inferences for the enforced policies into five cases (Fig. 7). In Case 1 in Fig. 7, one of the participants, say $A_1$, has not provided any computational result to the service agent. So, the policies are not met, and the result is not sent to the users, i.e. no scope for creating a covert channel. In Case 2, one of the participants, say $A_1$, is malicious, it has encoded some private information into its computational result. So, the computational results will not be identical, the policies are not met, and the result is not sent to the users, i.e. no scope for creating a covert channel. In Case 3, most of the participants are malicious and they have encoded private information with
their results, which are not identical to the non-malicious participant. Thus, the policies are not met, the computational result is not sent to the users and there is no scope for creating a covert channel. In Case 4, none of the participants are malicious, they have created identical computational results (that are equal to the actual computational result) containing no hidden information, i.e. no covert channel has been created, the policies are met, and the result is sent to the users. Finally, in Case 5, all of the participants have been considered malicious and each of them has encoded private information into their results. If they make identical results, the result is sent to the users and it causes a mutual privacy loss.

From the above analysis, we see that (mutual) privacy loss is possible when all of the participants are malicious (i.e., Case 5). If at least one of the participants cares about its own privacy and wants to protect its own private information from being leaked out, all it needs is to be not malicious and make its own result identical to the actual computational result, which eliminates the possibility of a Case 5 and there remains no scope for privacy loss. Thus, the enforcement of the policies set forth for the computational results can prevent encoding hidden data into the computational result for leakage.

3.3 Other Methods of Leaking Data

During our investigation, we found that it is possible to signal hidden data to the users in the result sending process without encoding the data into the computational result. We have devised one such method, which we call the result biasing method. If there are a number of possible solutions to a given problem, a protocol can be created that maps one bit stream (that is to be leaked) with each of the possible solutions numbers. For example, Table 2 shows an example protocol in which four bit streams have been mapped with four valid solutions of the problem. The sender agent and the receiver user must use the same protocol i.e., the protocol need to be created before the agent (data sender) migrates into iCOP. To send one of the bit streams to the user, that are defined in the protocol, the potential sender agent in iCOP needs to manipulate its own inputs in the problem solving algorithm so that the computational result leads to the respective solution number in the protocol\cite{11}. For example, with the protocol of Table 2, the sender needs to bias the result towards solution No.3 in order to send a “10” to its user and the user interprets the sent data (“10”) from the sent solution number with the help of the protocol. Thus, with this method, hidden data can be sent in the result sending process without encoding it into the computational result.

Leaking data through the result sending process without encoding it into the resulting object requires the existence of multiple solutions to the problem, and an agent can bias all the other agents towards a specific solution.

3.4 Complete Privacy

There are distributed algorithms as well as centralized algorithms for some problems. However, there are no distributed algorithms for some other types of problems (e.g., the vector dominance problem). These problems are solved with centralized algorithms. In the iCOP, even though the participants are protected from encoding the shared private information into the computational result and disclosing it to the users, they are not protected from manipulating their own inputs during execution of a distributed algorithm, and thus signaling hidden data to the users as described in Section 3.3. However, the manipulation of the inputs can be protected and complete privacy can be achieved if the inputs are exchanged first with a commitment protocol\cite{17}, and then centralized algorithms are used by each of the participants for solving the problem. A commitment protocol can detect any change in the committed values. Thus, if some of the participants manipulate the inputs (i.e., changes its inputs), the computational results created by them will not be identical to the others.

Table 2  Simple example protocol for result biasing method.

| Soln. No. Mapped with | Soln. No. Mapped with |
|-----------------------|-----------------------|
| 1 00                  | 2 01                  |
| 3 10                  | 4 11                  |

Fig. 8  Summary of data disclosure channels in iCOP and their protection schemes.
schemes. All of the open channels are protected by the privacy manager. The possibility of creating covert channels, which requires shared resources, are protected by not sharing objects/resources, except the computational result, between the participating agents and the outside world. Enforcing the policies set forth for the computational result protects most of the scope of creating covert channels through the computational result. In addition to enforcing these policies, the participants can ensure complete privacy by committing inputs and solving the problem themselves using centralized algorithms.

4. Experimental Evaluation and Analysis

We evaluated our privacy protection scheme by comparing the privacy loss using the iCOP architecture with the privacy loss using the traditional architecture for the same algorithm in solving the vector dominance problem and the meeting-scheduling problem. For the vector dominance problem, a traditional centralized algorithm was used. For the meeting scheduling problem, we used four existing algorithms: ADOPT, optAPO, EPMS, and the centralized algorithm.

4.1 Privacy

Privacy loss was measured using the Min metric and the VPS metric, in which information is represented in terms of states. In the Min metric, the privacy loss measure does not vary when the information is lost to more than one participant. However, in the VPS metric, the privacy loss varies based on the number of participants to whom the information is revealed.

For the vector dominance problem, the agents exchange their vectors using a commitment protocol from within the iCOP, resulting in both agents getting both vectors. Then, each agent simply compares the respective components of the two vectors, creates the computational result, say a “TRUE”, (in the pre-defined format) and passes it to the service agent. Even though the participants get each other’s private vectors from inside the iCOP, they cannot leak anything, i.e. no privacy loss.

With the meeting scheduling problem, a number of participants schedule a meeting with their private valuations of time in each slot (i.e., preferences), whose components can take values from the set \( V := \{1, \ldots, K\} \). The value of \( K \) was varied from the set \{3, 4, 5, 6, 7\}. The number of time slots \( d \) was assumed to be 10 and the number of participants \( n \) was varied from 3 to 20.

The privacy loss in optAPO occurs in the initialization phase at which the participants exchange their private information with their neighbors. The minimum privacy loss (i.e., one neighbor) in optAPO is \( d/(n-1)*d = 1/(n-1) \) in the VPS metric and \( n*1/n = 1 \) in the Min metric.

The privacy loss in the ADOPT algorithm varies from scenario to scenario and is calculated from the amount of information shared with the others. Thus, we measure the privacy loss in the ADOPT algorithm by taking the average privacy loss from different scenarios in the simulation.

In the EPMS algorithm, the privacy loss in the VPS metric is \( 1/((n-1)*1) \); \( n > 2 \) and that in the Min metric is \( d/n \).

In the centralized algorithm, the privacy loss in the VPS metric is \( (n-1)*1/((n-1)) \) and that in the Min metric is \( (n-1)/n = (n-1)/n \). Note that we have taken into consideration that one of the participants solves the problem by accumulating all the inputs and using a centralized algorithm.

Figure 9 (a) shows the privacy loss for varying numbers of participants in the four algorithms in the traditional architectures in the Min metric and Fig.9 (b) shows the same in VPS metric.

![Fig. 9](image-url) Privacy loss for four algorithms in traditional architecture.
the VPS metric. From the figure, we can see that in traditional architecture, the privacy loss in the optAPO is the highest, followed by the centralized algorithm (in which one of the participants solves the problem), the ADOPT, and the EPMS.

The maximum privacy loss in the iCOP depends upon the inherent privacy loss in the algorithm and the maximum amount of information that can be leaked from the iCOP. For the purpose of analysis, the maximum privacy loss in the iCOP has been shown.

Figure 10 (a) shows the average privacy loss for optAPO in the traditional architecture and in the iCOP for the Min metric and Figure 10 (b) shows the same in the VPS metric. We see that the privacy protection by the iCOP is significant.

Figures 11 and 12 show the average privacy loss in ADOPT and EPMS, respectively, and Fig. 13 shows the average privacy loss in the traditional centralized approach and multiple centralized algorithm by each participant.

The privacy losses in the iCOP security architecture using a distributed algorithm are much lower than those the algorithm causes in the traditional distributed architecture. We took into consideration that a number of possible solutions exist and a participating agent can bias all other participating agents towards a specific solution by manipulating its own inputs. However, if there are fewer possible solutions, then the privacy loss in the iCOP architecture using a distributed algorithm will be less than that shown in Fig. 10 to Fig. 12. Finally, the privacy loss in the iCOP security architecture using a centralized algorithm executed by each participant separately (i.e., multiple centralized algorithm) with the committed inputs resulted in no privacy loss (Fig. 13).

For the distributed algorithm in the iCOP security architecture, the same information is revealed to other agents as for it in the distributed architecture, but within the iCOP and only a
very small fraction of the revealed information can be disclosed outside the iCOP, resulting in very low privacy loss. On the other hand, with each of the participants using centralized algorithms, no information can be disclosed outside the iCOP, resulting in no privacy loss.

4.2 Computational Time

Executing a distributed algorithm in a server may require higher computational time than executing it in a distributed architecture. Also, the execution of a centralized algorithm by multiple agents in a server will require a much higher computational time than executing it once (as in a traditional centralized scheme). For the purpose of analysis, we consider the worst case, i.e., only one agent server exists in the iCOP domain. Then, we compare the computational time in the iCOP with those in the traditional architecture for the same algorithm.

For computational time measurements, the Cycle-based Runtime (CBR) metric\(^2\) was used, which takes into consideration the concurrency in distributed algorithms and the latency of the underlying communication environment. To measure inter-agent remote messaging delays (in traditional schemes) and inter-platform agent migration delays (required in our scheme), we used two hosts (Host A and Host B) with the specifications shown in Table 3 and the Aglet environment\(^24\).

The computational time was measured for the ADOPT algorithm in the distributed architecture, the ADOPT algorithm in the iCOP architecture, the centralized algorithm executed by a single agent, and the centralized algorithm executed by each of the participating agents in the iCOP architecture for varying numbers of agents/participants and the averages of 15 runs have been shown in Fig. 14 (a). For a small number of participants, the traditional centralized scheme requires the least computational time followed by the distributed algorithm in the distributed architecture, the centralized algorithm executed by each of the participants in iCOP, and the distributed algorithm in iCOP. However, with the increase in the number of agents, the total computational time increases. The growth is minimized in the centralized scheme, followed by the distributed algorithm in iCOP, the distributed algorithm in the distributed architecture, and the centralized algorithm executed by each participant in the iCOP.

Figure 14 (b) shows the computational time (10 agents) with different relative network speeds \(L\). The value of \(L\) for the network used in our experiment has been labelled 100. Other

Table 3: Hosts’ specifications.

|          | Host A       | Host B       |
|----------|--------------|--------------|
| Processor| 1.4 GHz      | 1.8 GHz      |
| RAM      | 768 MB       | 256 MB       |
| NIC      | 100 Mbps     | 100 Mbps     |
| OS       | Windows XP   | Windows XP   |
values than those in $L = 100$ were estimated based upon the measured value with $L = 100$. If the communication latency is decreased i.e., if we use a faster network, say $L = 1000$, then the computational time in the distributed scheme becomes lower than that in the iCOP. However, if we use a slower network, say $L = 10$, then the computational time in the iCOP becomes lower than that in the distributed scheme. This is because a remote messaging requires quite a large computational time and a distributed algorithm in the distributed architecture requires a large number of remote messages.

5. Discussion

The iCOP security architecture is similar to the Java Sandbox architecture. However, the default policies of the Sandbox architecture allows it agents to connect back to the originator\(^6\), i.e. open channels between the Sandbox and the agent originator exists. This problem cannot be solved by simply closing all the Sandbox channels, because if this is done, the computational result cannot be sent to the users. In addition, the necessary message permission for the participating agents also creates additional permissions (e.g., socket permission). Due to the additive nature of Java permissions\(^6\), when message permission is granted to the participating agents, access to the network sockets cannot be prevented in the default Sandbox. The iCOP privacy manager explicitly checks the permission for every resource. Thus, it can precisely control (restrict) the access to every resource. In addition, the service agent and the security policies of our protection scheme help in sending only the computational result to the users, protecting the shared private information.

The traditional centralized scheme for solving the multi-party computation problem requires disclosing all the private inputs of the participants and the computational result to the central agent, who solves the problem on behalf of the participants. On the other hand, in our scheme, the participants solve the problem by themselves without disclosing their private information to a central agent and they can keep their private information from being disclosed to others. One key advantage of using the proposed protection scheme is that existing algorithms can be used for solving the problems.

Unlike cryptographic algorithms, the proposed protection scheme can be used for protecting privacy in different types of multi-party computation problems. For example, besides the problems discussed earlier in this paper, it can also be used in solving several other problems, including the permutation problem, the scalar product problem, the scientific computation problem, the geometric computation problem, and the statistical analysis problem\(^4\).

6. Conclusion

We have presented the design, analysis, and experimental evaluation of a new privacy protection scheme in solving multi-party computation problems without using complex cryptographic algorithms. In the proposed scheme, the participating agents can use existing (distributed or centralized) algorithms for solving the problems, but in a confined agent platform named iCOP. In using a distributed algorithm, only a few bits may be leaked through the result sending channel depending upon the problem characteristics. The maximum privacy loss in using a distributed algorithm in our scheme is much lower than the privacy loss caused by the algorithms in a traditional distributed architecture. Also, our scheme can provide complete privacy if the participants exchange their inputs with a commitment protocol and each of them solves the problem independently using centralized algorithms with the committed inputs in the iCOP. However, this requires higher computational time than for a distributed algorithm when the number of participants is large.
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