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Abstract. Newton-type methods have gained much attention in the past decades, especially for the semilocal convergence based on no information around the solution \(x^*\) of the target nonlinear equation. For large sparse non-Hermitian positive definite systems of nonlinear equation, assuming that the nonlinear operator satisfies the center Lipschitz condition, which is wider than usual Lipschitz condition and H"{o}lder continuous condition, we establish a new Newton-Kantorovich convergence theorem for the Newton-HSS method. Once the convergence criteria is satisfied, the iteration sequence \(\{x_k\}_{k=0}^{\infty}\) generated by the Newton-HSS method is well defined, and converges to the solution \(x^*\). Numerical results illustrate the effect.

1. Introduction. In this paper, we consider the following nonlinear equations

\[ F(x) = 0, \] (1)

where \(F : \mathbb{D} \subset \mathbb{C}^n \rightarrow \mathbb{C}^n\) is nonlinear and continuously differentiable, \(\mathbb{D}\) is an open convex subset of the \(n\)-dimensional complex linear space \(\mathbb{C}^n\). The Jacobian matrix \(F'(x) \in \mathbb{C}^{n \times n}\) is sparse, non-Hermitian and positive definite. This kind of nonlinear equations can be derived in many areas of scientific computing and engineering applications [3, 4, 5].

The most classic and important iterative method for the system of nonlinear equations (1) is the Newton method [17, 18], which can be formulated as

\[ x_{k+1} = x_k - F'(x_k)^{-1}F(x_k), \ k = 0, 1, \cdots, \]
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where $x_0 \in \mathbb{D}$ is a given initial vector. Obviously, at the $k$-th iteration step, it is necessary to solve the so-called Newton equation

$$F'(x_k)s_k = -F(x_k),$$

which is the dominant task in implementations of the Newton method, then we can get the $k+1$-th iterative vector $x_{k+1} = x_k + s_k$. There are many linear iterative methods to inexactly solve such Newton equation, such as the popular Krylov subspace methods [19, 24] or the classical splitting methods. Usually, the linear iteration is called an inner iteration, whereas the nonlinear iteration that generates the sequence $\{x_k\}$ is called an outer iteration. Newton-Krylov subspace methods have been successfully used in a mass of applications [1, 2, 7].

Based on the Hermitian and skew-Hermitian splitting, Bai et al. [5] have presented the Hermitian and skew-Hermitian splitting (HSS) method for non-Hermitian positive definite linear systems, and proved that the HSS method converges unlimtedly to the only solution of the linear system, where the convergence rate of HSS has the same upper bound as that of the CG method. In this paper we focus on this splitting method. The following is the HSS iterative method.

**Algorithm 1.1. HSS**

1. **Input:** an arbitrary initial guess $x_0 \in \mathbb{C}^n$, a positive constant $\alpha$, and tolerance $tol$.
2. **Split:** compute the Hermitian part $H$ and skew-Hermitian part $S$ of the linear matrix $A$:
   $$H = \frac{1}{2}(A + A^*) \text{ and } S = \frac{1}{2}(A - A^*).$$
3. **Compute:** for $k = 0, 1, 2, \cdots$, compute $x_{k+1}$ using the following iteration scheme until $\|b - Ax_k\| \leq tol * \|b - Ax_0\|:
   \begin{align*}
   (\alpha I + H)x_{k+\frac{1}{2}} &= (\alpha I - S)x_k + b, \\
   (\alpha I + S)x_{k+1} &= (\alpha I - H)x_{k+\frac{1}{2}} + b,
   \end{align*}
\]

here $I$ is the identity matrix.

The convergence analysis of the Newton-type methods have gained much attention in the past decades. Roughly speaking, these analyses are separated into two classes. The first is the local convergence analysis, which is to determine the convergence ball based on the information around the solution $x*$ of the nonlinear equation (1), and also the convergence rate. For example, in [6], Bai and Guo firstly used the HSS iteration [5] as the inner solver to solve approximately the Newton equation (2), the inexact Newton method [10] as the outer solver, thus presented the Newton-HSS method for solving the system of nonlinear equations (1), and also gave the local convergence theorems under the Lipschitz continuous conditions. After that, Chen, Lin and Wu [8] used the HSS method as the inner solver, and the modified Newton method as the outer solver, have proposed the modified Newton-HSS method for the system of nonlinear equations (1), and discussed the local convergence properties under the Hölder continuous condition, which is wider than the usual Lipschitz condition. Other examples see reference [12, 23, 22]. However, we usually don’t know any information of the solution $x*$, thus it is nature to analyze the information around the initial point $x_0$ to get the convergence criterion, this scheme is called the semi-local convergence analysis, which is as brief as Newton-Kantorovich theorem [11, 15]. Guo and Duff [14], Chen, Lin and Wu [9] analyzed the semilocal convergence theorems of the Newton-HSS method and
the modified Newton-HSS method, respectively. For convenience, we use semi-local theorem instead of Newton-Kantorovich theorem in the following paragraphs. The center Lipschitz condition in the inscribed sphere with the L-average is the condition that is wider than the usual Lipschitz condition and the Hölder continuous condition. The following definition is the definition of the center Lipschitz condition by Wang in [21], it has received a lot of attention and been extensively studied [13, 16].

**Definition 1.1.** Let $Y$ be a Banach space and let $x_0 \in \mathbb{C}^n$. Let $G$ be a mapping from $\mathbb{C}^n$ to $Y$. Then $G$ is said to satisfy the center Lipschitz condition on $B(x_0, r)$ if

$$
\|G(x) - G(x')\| \leq \int_{\|x-x'\|+\|x'-x_0\|} L(u)du \quad \text{for each } x, x' \in B(x_0, r)
$$

with $\|x - x'\| + \|x' - x_0\| \leq r$.

Because sometimes, we will encounter the nonlinear equations that can’t satisfy the Lipschitz condition and the Hölder condition, but satisfy the center Lipschitz condition, thus we can’t estimate directly whether the Newton-HSS method is good to solve the equations or not. The numerical section will give the details. Consequently, it is necessary to study the convergence properties of the Newton-HSS method under the center Lipschitz condition, i.e., **Definition 1.1**. In this paper, the main work is to study the semi-local convergence theorem of the Newton-HSS method under the hypotheses that the derivative satisfies the center Lipschitz condition by majorizing function method, i.e., we will show that the Newton-HSS sequence $\{x_k\}$ is “majorized” by the numerical sequence $\{t_k\}$ with initial point $t_0 = 0$.

The organization of the paper is as follows. In Section 2, we introduce the Newton-HSS iterative method. In Section 3, we first give some lemmas which are useful for our main result, then present the new semi-local convergence theorems under the hypotheses that the derivative satisfies the center Lipschitz condition in the inscribed sphere with the L-average. The applications of the results is illustrated in Section 4. Finally, in Section 5, some conclusions are given.

2. **Newton-HSS iteration.** For Jacobian matrix $F'(x)$, let

$$
H(x) = \frac{1}{2}(F'(x) + F'(x)^*)
$$

be its Hermitian part,

$$
S(x) = \frac{1}{2}(F'(x) - F'(x)^*)
$$

be the skew-Hermitian part, the following is the Newton-HSS method [6, 14].

**Algorithm 2.1. Newton-HSS**

1. Input: an arbitrary initial guess $x_0$, a positive constants $\alpha$, tolerance $tol$, and positive integer sequence $\{l_k\}_{k=0}^\infty$;
2. Compute: for $k = 0, 1, \cdots$ until $\|F(x_k)\| \leq tol\|F(x_0)\|$ do:
   2.1. Set $d_{k,0} = 0$;
   2.2. for $l = 0, 1, \cdots, l_k - 1$, apply Algorithm HSS to the linear system (2):

\[
\begin{cases}
(\alpha I + H(x_k))d_{k,l+\frac{1}{2}} = (\alpha I - S(x_k))d_{k,l} - F(x_k), \\
(\alpha I + S(x_k))d_{k,l+1} = (\alpha I - H(x_k))d_{k,l+\frac{1}{2}} - F(x_k),
\end{cases}
\]
and obtain $d_{k,l_k}$ such that

$$\|F(x_k) + F'(x_k)d_{k,l_k}\| \leq \eta_k\|F(x_k)\| \quad \eta_k \in [0,1).$$

(4)

2.3. Set $x_{k+1} = x_k + d_{k,l_k}$.

Denote

$$B(\alpha; x) = \frac{1}{2\alpha}(\alpha I + H(x)) \quad (A1),$$

$$C(\alpha; x) = \frac{1}{2\alpha}(\alpha I - H(x)) \quad (A2),$$

$$T(\alpha; x) = (\alpha I + S(x))^{-1}(\alpha I - H(x)(\alpha I + H(x))^{-1}(\alpha I - S(x)).$$

Thus we have the following formulas

$$T(\alpha; x) = B(\alpha; x)^{-1}C(\alpha; x),$$

$$F'(x) = B(\alpha; x) - C(\alpha; x),$$

$$F'(x)^{-1} = (I - T(\alpha; x))^{-1}B(\alpha; x)^{-1}.$$

From the Newton-HSS method we can get [14]

$$x_{k+1} = x_k - (I - T_k^k)^{-1}F'(x_k)^{-1}F(x_k),$$

(7)

here $T_k := T(\alpha; x_k)$.

3. Semi-local convergence theorem under the center Lipschitz condition with the L-average. In this section, we establish a new semi-local convergence theorem for the Newton-HSS method under the assumption that the derivative satisfies the center Lipschitz condition, which is wider than Hölder condition and Lipschitz condition. Firstly, we give the assumption.

**Assumption 3.1.** Let $F : \mathbb{D} \subset \mathbb{C}^n \to \mathbb{C}^n$ be G-differentiable on an open neighborhood $\mathbb{N}_0 \subset \mathbb{D}$ of a point $x_0 \in \mathbb{D}$ at which $F'(x)$ is continuous and positive definite. Denote $B(x_0, r) \subset \mathbb{N}_0$ an open ball centered at $x_0$ with radius $r$.

(A1) (The Bounded Condition) there exist positive constants $\beta$, $\gamma$ and $\delta$ such that

$$\max\{\|H(x_0)\|, \|S(x_0)\|\} \leq \beta, \quad \|F'(x_0)\| \leq \gamma, \quad \|F(x_0)\| \leq \delta.$$

(A2) (The Center Lipschitz Condition in the inscribed sphere with the L-average) there exist positive integrable function $L_h(u)$ and $L_s(u)$ on $[0, +\infty)$ such that for all $x, x' \in B(x_0, r)$,

$$\|H(x) - H(x')\| \leq \int_{\|x' - x_0\|}^{\|x - x_0\| + \|x' - x_0\|} L_h(u)du,$$

$$\|S(x) - S(x')\| \leq \int_{\|x' - x_0\|}^{\|x - x_0\| + \|x' - x_0\|} L_s(u)du,$$

with $\|x - x'\| + \|x' - x_0\| \leq r$.

**Remark 1.** From the condition (A2), if we choose $x' = x_0$, and assume $x \in B(x_0, r)$, we can obtain

$$\|H(x) - H(x_0)\| \leq \int_0^{\rho(x)} L_h(u)du,$$

$$\|S(x) - S(x_0)\| \leq \int_0^{\rho(x)} L_s(u)du,$$
Lemma 3.2. Let

By Assumption 3.1, Lemma 3.1. Under Assumption 3.1, if

proof of Lemma 3.3. Lemma 3.1. Lemma 3.2 is from the proof of Lemma 3.2 in [21]. And we will give a
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\[ \frac{1}{1 - \gamma} \int_0^t L(u)du \]

\[ \frac{1}{t} \int_0^t L(u)(t-u)du \]

\[ \chi(t) = \frac{1}{t} \int_0^t L(u)(t-u)du, \]

Then \( \chi \) is increasing on \((0, +\infty)\).

Lemma 3.3. Suppose that \( 0 < c \leq \omega \). Then the following assertions hold:

(i) \( \phi \) is strictly decreasing on \([0, r_0]\) and strictly increasing on \([r_0, +\infty)\) with

\[ \phi(c) > 0, \phi(r_0) = c - \omega \leq 0, \phi(+\infty) = +\infty > 0. \]

Moreover, if \( c < \omega \), \( \phi \) has two zeros, denoted respectively by \( r_1 \) and \( r_2 \), such that

\[ c < r_1 < \frac{r_0}{\omega} < r_0 < r_2, \]

and if \( c = \omega \), then \( \phi \) has a unique zero \( r_1 \) in \((c, +\infty)\) (in fact, \( r_1 = r_0 \)).

(ii) \( \{t_k\} \) is strictly monotonically increasing and converges to \( r_1 \).
Proof. (i) It is easy to get the derivative of the function $\phi(t)$

$$\phi'(t) = a \int_0^t L(u)du - b, \ t \geq 0.$$ 

Since $L(u)$ is a positive integrable function, then $\phi''(t) = aL(t) > 0$, hence $\phi'(t)$ is an increasing function on $[0, +\infty)$. Consequently, from (9), we know, $r_0$ is the unique zero of the function $\phi'(t)$ in $[0, +\infty)$, and

$$\begin{cases} 
\phi'(t) < 0, \ t \in [0, r_0), \\
\phi'(t) > 0, \ t \in (r_0, +\infty).
\end{cases}$$

Hence $\phi$ is strictly decreasing on $[0, r_0)$ and strictly increasing on $[r_0, +\infty]$.

If $c < \omega$, we have

$$\phi(r_0) = a \int_0^{r_0} L(u)(r_0 - u)du - br_0 + c = c - \omega < 0.$$

From $b = 1 - \eta$, we get $\phi(c) > 0$, and $\phi(+\infty) = +\infty$, hence $\phi(t) = 0$ has two solutions $r_1$ and $r_2$ in $(c, r_0)$ and $(r_0, +\infty)$, respectively. Using $b = 1 - \eta$ and Lemma 3.2, we can get

$$c < r_1 = \phi(r_1) + r_1 = a\chi(r_1)r_1 + \eta r_1 + c < a\chi(r_0)r_1 + \eta r_1 + c$$

$$= c + ar_1 \int_0^{r_0} L(u)(r_0 - u)du + \eta r_1$$

$$= c + br_1 - \frac{\omega}{r_0}r_1 + \eta r_1 = c + r_1 - \frac{\omega}{r_0}r_1,$$

thus $c < r_1 < \frac{r_0}{\omega}c < r_0 < r_2$.

Similarly, when $c = \omega$, we can get $\phi(r_0) = 0$, then $\phi$ has a unique zero $r_1 = r_0$ in $(c, +\infty)$.

(ii) We use inductive method to prove (ii), i.e., the following inequalities hold

$$t_k < t_{k+1} < r_1, \text{ for } k = 0, 1, \cdots.$$ \hfill (13)

For $k = 0$, from (11) and (12), we have

$$t_0 < t_1 = c < r_1,$$

hence (13) is true for $k = 0$.

Suppose that $t_{k-1} < t_k < r_1$, then we consider

$$t_{k+1} = t_k - \frac{\phi(t_k)}{\phi'(t_k)}.$$

From (i), we know $\phi(t)$ is strictly decreasing on $[0, r_1]$, and $\phi'(t_k) < 0$, hence $\phi(t_k) > 0$. Furthermore, $\varphi(t_k) < \phi'(t_k)$ implies $-\varphi(t_k) > 0$. Hence $t_{k+1} > t_k$.

On the other hand, the function $t - \frac{\phi(t)}{\phi'(t)}$ increases in $[0, r_1]$. Combining with

$$-\frac{\phi(t)}{\varphi(t)} < -\frac{\phi(t)}{\phi'(t)},$$

we have

$$t_{k+1} < r_1 - \frac{\phi(r_1)}{\varphi(r_1)} = r_1.$$

Hence, (13) is also true for $k$. Consequently, the inequalities (13) holds for all nonnegative integers. Furthermore, there exists $t_*$ such that $\lim_{k \to +\infty} t_k = t_*$. Then we can assert $t_* = r_1$ [20].
Then we can give the following semi-local convergence theorem of the Newton-HSS method under the center Lipschitz condition.

**Theorem 3.4.** Assume that Assumption 3.1 holds with
\[ c \leq a \int_0^{r_0} L(u)du, \tag{14} \]
where \( r_0 \) satisfies \( \int_0^{r_0} L(u)du = b, \) \( a = (1+\eta)\gamma, \) \( b = 1-\eta, \) \( c = 2\gamma\delta, \) \( r = \min\{r_1, r_3\}, \)
where
\[ a \int_0^{r_1} L(u)(r_1 - u)du - br_1 + c = 0, \text{ and } r_1 \in (0, r_0), \tag{15} \]
\[ \int_0^{r_3} L(u)du = 2(\alpha + \beta)\sqrt{\frac{\alpha\tau\theta}{(2 + \tau\theta)\gamma(\alpha + \beta)^2 + 1}} \tag{16} \]
and with \( l_* = \liminf_{k \to \infty} l_k \) satisfies
\[ l_* > \frac{\ln \eta}{\ln((\tau + 1)\theta)}. \]

Here \( \tau \in (0, (1-\theta)/\theta), \) and \( \theta = \theta(\alpha; x_0) = \|T(\alpha; x_0)\| < 1, \) the symbol \( \lfloor \cdot \rfloor \) is used to denote the smallest integer no less than the corresponding real number. Then for any sequence \( \{l_k\}_{k=0}^\infty, \) the iteration sequence \( \{x_k\}_{k=0}^\infty \) generated by Algorithm Newton-HSS is well defined and converges to \( x_* \in \overline{B(x_0, r)}, \) which satisfies \( F(x_*) = 0. \)

**Proof.** First of all, we will show the following estimate about the iterative matrix \( T(\alpha; x) \) of the linear solver: if \( x \in B(x_0, r), \) then
\[ \|T(\alpha; x)\| < (\tau + 1)\theta < 1. \]
In fact, from the definition of \( B(\alpha; x) \) in (5) and Assumption 3.1, denote \( \rho(x) = \|x - x_0\|, \) we can get
\[ \|B(\alpha; x) - B(\alpha; x_0)\| \]
\[ \leq \frac{1}{2} \|H(x) - H(x_0) + S(x) - S(x_0)\| \]
\[ + \frac{1}{2\alpha} \|H(x)S(x) - H(x_0)S(x_0)\| \]
\[ \leq \frac{1}{2} \int_0^{\rho(x)} L(u)du \]
\[ + \frac{1}{2\alpha} \|(H(x) - H(x_0) + H(x_0))(S(x) - S(x_0)) + (H(x) - H(x_0))S(x_0)\| \]
\[ \leq \frac{1}{2} \int_0^{\rho(x)} L(u)du + \frac{1}{2\alpha} \left( \int_0^{\rho(x)} L_h(u)du + \beta \int_0^{\rho(x)} L_s(u)du + \beta \right) \int_0^{\rho(x)} L_h(u)du \]
\[ \leq \frac{1}{2} \int_0^{\rho(x)} L(u)du + \frac{1}{2\alpha} \left( \int_0^{\rho(x)} L(u)du \right)^2 + \beta \int_0^{\rho(x)} L(u)du \]
\[ \leq \frac{1}{8\alpha} \int_0^{\rho(x)} L(u)du \left( \frac{\alpha + \beta}{2\alpha} \right) \int_0^{\rho(x)} L(u)du \tag{17} \]

Similarly, we have
\[ \|C(\alpha; x) - C(\alpha; x_0)\| \leq \frac{1}{8\alpha} \left( \int_0^{\rho(x)} L(u)du \right)^2 + \frac{\alpha + \beta}{2\alpha} \int_0^{\rho(x)} L(u)du. \tag{18} \]
Then from (6), it follows that
\[
\|B(\alpha; x_0)^{-1}\| = \|(I - T(\alpha; x_0))F'(x_0)^{-1}\| \leq (1 + \theta)\gamma < 2\gamma.
\]
Therefore from (16), we obtain
\[
\|I - B(\alpha; x_0)^{-1}B(\alpha; x)\| \leq \|B(\alpha; x_0)^{-1}\| \cdot \|B(\alpha; x) - B(\alpha; x_0)\|
\leq \gamma \left( \int_0^{r(x)} L(u)du \right)^2 + 4(\alpha + \beta) \int_0^{r(x)} L(u)du < 1.
\]
Hence using the perturbation lemma, we get \(B(\alpha; x)^{-1}\) exists, and
\[
\|B(\alpha; x)^{-1}\| \leq \frac{\|B(\alpha; x_0)^{-1}\|}{1 - \|I - B(\alpha; x_0)^{-1}B(\alpha; x)\|}
\leq \frac{8\alpha\gamma}{4\alpha - \gamma \left( \int_0^{r(x)} L(u)du \right)^2 + 4(\alpha + \beta) \int_0^{r(x)} L(u)du}.
\]
Hence, together with (16), (17), (18) and (19), the estimate about the gap between inner iterative matrix \(T(\alpha; x)\) and \(T(\alpha; x_0)\) is obtained as follows:
\[
\|T(\alpha; x) - T(\alpha; x_0)\|
= \|B(\alpha; x)^{-1}(C(\alpha; x) - C(\alpha; x_0))
- B(\alpha; x)^{-1}(B(\alpha; x) - B(\alpha; x_0))B(\alpha; x_0)^{-1}C(\alpha; x_0)\|
\leq \frac{2\gamma \left( \int_0^{r(x)} L(u)du \right)^2 + 4(\alpha + \beta) \int_0^{r(x)} L(u)du}{4\alpha - \gamma \left( \int_0^{r(x)} L(u)du \right)^2 + 4(\alpha + \beta) \int_0^{r(x)} L(u)du} < \tau \theta.
\]
Consequently,
\[
\|T(\alpha; x)\| \leq \|T(\alpha; x) - T(\alpha; x_0)\| + \|T(\alpha; x_0)\| < (\tau + 1)\theta < 1.
\]
From the value of \(l_\tau\) in the conditions, we have for \(k > 0\),
\[
\|I - T(\alpha; x_k)^{l_\tau}\| \leq 1 + ((\tau + 1)\theta)^{l_\tau} \leq 1 + \eta.
\]
Next, we prove by induction
\[
\|F(x_k)\| \leq \frac{1 - \gamma \int_0^{l_\tau} L(u)du}{(1 + \eta)\gamma} (t_{k+1} - t_k),
\]
\[
\|x_{k+1} - x_k\| \leq t_{k+1} - t_k,
\]
\[
\|x_{k+1} - x_0\| \leq t_{k+1} - t_0 \leq r_1, \text{ for } k = 0, 1, \ldots.
\]
From (7), we have
\[
\|x_1 - x_0\| \leq \|(1 - T_{l_\tau}^{l_\tau})F'(x_0)^{-1}F(x_0)\|
\leq (1 + \theta^{l_\tau})\gamma \delta
\leq 2\gamma \delta = t_1 - t_0,
\]

\[
\|F(x_0)\| \leq \delta \leq \frac{2\delta}{1 + \eta} = \frac{1 - \gamma \int_0^{l_\tau} L(u)du}{(1 + \eta)\gamma} (t_1 - t_0),
\]

(22)

we get (21) is correct for \(k = 0\).
For $k = 1$, by (8), integral mean-value theorem and Lemma 3.1, we have
\[
\|F(x_1)\| \leq \|F(x_1) - F(x_0) - F'(x_0)(x_1 - x_0)\| + \|F(x_0) + F'(x_0)(x_1 - x_0)\|
\leq \|F'(x_0 + t(x_1 - x_0)) - F'(x_0)\|(x_1 - x_0)dt + \eta\|F(x_0)\|
\leq \int_0^1 \int_0^{\|x_1 - x_0\|} L(u)dudt\|x_1 - x_0\| + \eta\|F(x_0)\|
= \int_0^{\|x_1 - x_0\|} L(u)(\|x_1 - x_0\| - u)dudt + \eta\|F(x_0)\|.
\]
(23)

Since the condition $r_1 < r_0$ in (15), we get $\gamma \int_0^{t_1} L(u)du < 1$, hence the condition of Lemma 3.1 is satisfied. And $\gamma < (1 + \eta)\gamma$ implies $\frac{1}{1 - \gamma \int_0^{t_1} L(u)du} < \frac{1}{\varphi(t)}$. Consequently, from the iterative formula (7), (20), (22), and Lemma 3.1, we get
\[
\|x_2 - x_1\| \leq \|(I - T_{t_1}^1)F'(x_1)^{-1}F(x_1)\|
\leq \frac{(1 + \eta)\gamma}{1 - \gamma \int_0^{t_1} L(u)du}\|F(x_1)\|
\leq \frac{(1 + \eta)\gamma}{1 - \gamma \int_0^{t_1} L(u)du} \left( \int_0^{t_1} L(u)(t_1 - u)du + \frac{1 - \gamma \int_0^{t_1} L(u)du}{(1 + \eta)\gamma}(t_1 - t_0) \right)
\leq \frac{a}{-\varphi(t_1)} \frac{\int_0^{t_1} L(u)(t_1 - u)du}{\varphi(t_1)} + \frac{\eta}{-\varphi(t_1)}(t_1 - t_0)
= \frac{\phi(t_1)}{-\varphi(t_1)}
= t_2 - t_1,
\]
so,
\[
\|x_2 - x_0\| \leq \|x_2 - x_1\| + \|x_1 - x_0\| \leq t_2 - t_1 + t_1 - t_0 = t_2 - t_0,
\]
thus, (21) is also correct for $k = 1$.

For $k \geq 2$, suppose that (21) holds for all nonnegative integers less than $k$. We need to prove that it holds for $k$. Because $x_k, x_{k-1} \in B(x_0, r_1)$, it follows from the integral mean-value theorem and Lemma 3.1 that, for $k = 2, 3, \cdots$,
\[
\|F(x_k) - F(x_{k-1}) - F'(x_{k-1})(x_k - x_{k-1})\|
\leq \|\int_0^1 [F'(x_{k-1} + t(x_k - x_{k-1})) - F'(x_{k-1})](x_k - x_{k-1})dt\|
\leq \int_0^1 \int_{\|x_{k-1} - x_0\|}^{\|x_k - x_{k-1}\| + \|x_{k-1} - x_0\|} L(u)dudt\|x_k - x_{k-1}\|
\leq \int_0^1 \int_{t_{k-1}}^{(t_k - t_{k-1}) + t_{k-1}} L(u)dudt(t_k - t_{k-1})
= \int_{t_{k-1}}^{t_k} L(u)(t_k - u)du.
\]
(24)

Since $t_{k-1} < t_k < r_0$, and $a \int_0^{t_0} L(u)du = b$, then $a \int_0^{t_{k-1}} L(u)du < b$. And $\gamma < (1 + \eta)\gamma$ implies $\frac{1}{1 - \gamma \int_0^{t_1} L(u)du} < \frac{1}{\varphi(t)}$. Therefore, using the inductive hypothesis
and (8), we have
\[
\frac{(1 + \eta)\gamma}{1 - \gamma \int_0^{t_k} L(u) du} \|F(x_k)\| \\
\leq \frac{(1 + \eta)\gamma}{1 - \gamma \int_0^{t_k} L(u) du} (\|F(x_k) - F(x_{k-1}) - F'(x_{k-1})(x_k - x_{k-1})\| \\
+ \|F(x_{k-1}) + F'(x_{k-1})(x_k - x_{k-1})\|) \\
\leq \frac{(1 + \eta)\gamma}{1 - \gamma \int_0^{t_k} L(u) du} \left( \int_{t_{k-1}}^{t_k} L(u)(t_k - u) du \\
+ \eta \int_0^{t_{k-1}} L(u) du (t_k - t_{k-1}) \right) \\
\leq \frac{a}{-\varphi(t_k)} \int_{t_{k-1}}^{t_k} L(u)(t_k - u) du + \frac{\eta}{-\varphi(t_k)} (t_k - t_{k-1}).
\]
Hence, from
\[
\phi(t_k) - \phi(t_{k-1}) - \varphi(t_{k-1})(t_k - t_{k-1}) = a \int_{t_{k-1}}^{t_k} L(u)(t_k - u) du + \eta(t_k - t_{k-1}),
\]
we obtain
\[
\frac{(1 + \eta)\gamma}{1 - \gamma \int_0^{t_k} L(u) du} \|F(x_k)\| \leq \frac{1}{-\varphi(t_k)} (\phi(t_k) - \phi(t_{k-1}) - \varphi(t_{k-1})(t_k - t_{k-1})) \\
= t_{k+1} - t_k.
\]
Since the condition \( r_1 < r_0 \) in (15), we get \( \gamma \int_0^{t_k} L(u) du < 1 \), hence the condition of Lemma 3.1 is satisfied. Consequently, from the iterative formula (7), (20) and Lemma 3.1, we get
\[
\|x_{k+1} - x_k\| \leq \|(I - T_{t_k}^1)F'(x_k)^{-1}F(x_k)\| \\
\leq \frac{(1 + \eta)\gamma}{1 - \gamma \int_0^{t_k} L(u) du} \|F(x_k)\| \\
\leq t_{k+1} - t_k,
\]
so that, the second inequality in (21) is also correct for \( k \). The third one in (21) is easy to get from
\[
\|x_{k+1} - x_0\| \leq \|x_{k+1} - x_k\| + \|x_k - x_{k-1}\| + \cdots + \|x_1 - x_0\| \\
\leq t_{k+1} - t_k + t_k - t_{k-1} + \cdots + t_1 - t_0 \\
\leq r_1.
\]
Hence, (21) is true for all \( k \). Since (14), then by Lemma 3.3, the sequence \( \{t_k\} \) converges to \( r_1 \), the sequence \( \{x_k\} \) also converges, to say \( x_\ast \). Because \( \|T(\alpha; x_\ast)\| < 1 \) [5], from the iteration (7), we have \( F(x_\ast) = 0 \).

The proof is complete. \( \square \)

**Remark 2.** If we assume the integrable functions \( L_k(u) \) and \( L_s(u) \) in (A2) are positive constants \( L_k \) and \( L_s \), respectively, then the center Lipschitz condition becomes usual Lipschitz condition. Therefore, Theorem 3.4 is an extension of Theorem 3.2 in [14]. If both the integrable functions are \( \frac{L}{p} u^{p-1} \), where \( 0 < p < 1 \), \( L \) is a
is the Kronecker product, and $n$-dimensional nonlinear convection-diffusion equation

$$
\begin{align*}
-(u_{xx} + u_{yy}) + q_1 u_x + q_2 u_y &= u^m, \quad (x, y) \in \Omega, \\
u(x, y) &= 0, \quad \text{on } (x, y) \in \partial \Omega,
\end{align*}
$$

(25)

where $m$ is a rational number, $\Omega = (0, 1) \times (0, 1)$, with $\partial \Omega$ is the boundary. $q_1$ and $q_2$ are positive constants used to measure magnitudes of the convective terms. By applying the centered finite difference scheme on the equidistant discretization grid $N = T_x = tridiag(-1 - Re_1, 2, -1 + Re_1)$, $T_y = tridiag(-1 - Re_2, 2, -1 + Re_2)$, here, $Re_j = \frac{1}{2} q_j h, \ j = 1, 2, \ Re = \max\{Re_1, Re_2\}$ is the mesh Reynolds number, $\otimes$ is the Kronecker product, and $n = N \times N$.

It is easy to get $F'(x) = M + mh^2 \text{diag}(x_1^{m-1}, x_2^{m-1}, \ldots, x_n^{m-1})$. We have

$$
\|F'(x) - F'(x_0)\| \leq mh^2 \|x - x_0\|^{m-1} = \int_0^{\rho(x)} L(u) du, \ x \in B(x_0, r) \subset \Omega,
$$

where $\|\cdot\|$ denotes the 2-norm, $L(u) = m(m-1)h^2 u^{m-2}$. Hence, the center Lipschitz condition in the scribed sphere with the L average is satisfied.

Thus we can obtain the convergence result of nonlinear equation (25).

**Corollary 1.** Consider (25), define $a = (1 + \eta) \gamma, \ b = 1 - \eta, \ c = 2 \gamma \delta, \ r = \min\{r_1, r_3\}$, where

$$
ah^2 r_1^m - br_1 + c = 0, \ and \ r_1 \in (0, r_0),$$

$$r_3^{m-1} = \frac{2(\alpha + \beta)}{mh^2} \left(\frac{\alpha \tau \theta}{(2 + \tau \theta) \gamma (\alpha + \beta)^2} + 1 - 1\right),$$

and $l_* = \lim \inf_{k \to \infty} l_k$ satisfies

$$
l_* > \left\lfloor \frac{\ln \eta}{\ln((\tau + 1)\theta)} \right\rfloor,
$$

(26)

where the symbol $\lfloor \cdot \rfloor$ is used to denote the smallest integer no less than the corresponding real number, $\tau \in (0, (1 - \theta)/\theta)$, and $\theta \equiv \theta(\alpha; x_0) = \|T(\alpha; x_0)\| < 1$.

If

$$c \leq a(m - 1)h^2 r_0^m,$$

**Remark 3.** Because the function $\phi$ is strictly decreasing on $[0, r_0]$, thus we can search $r_1' \in (0, r_0)$ such that $\phi(r_1') > 0$, then $r_1'$ must be less than $r_1$ in (15), consequently, it is possible to choose an appropriate $r$.  

4. **Application.** In this section, we apply the main result on the following two-dimensional nonlinear convection-diffusion equation

$$
\begin{align*}
-(u_{xx} + u_{yy}) + q_1 u_x + q_2 u_y &= u^m, \quad (x, y) \in \Omega, \\
u(x, y) &= 0, \quad \text{on } (x, y) \in \partial \Omega,
\end{align*}
$$

where $m$ is a rational number, $\Omega = (0, 1) \times (0, 1)$, with $\partial \Omega$ is the boundary. $q_1$ and $q_2$ are positive constants used to measure magnitudes of the convective terms. By applying the centered finite difference scheme on the equidistant discretization grid $N = T_x = tridiag(-1 - Re_1, 2, -1 + Re_1)$, $T_y = tridiag(-1 - Re_2, 2, -1 + Re_2)$, here, $Re_j = \frac{1}{2} q_j h, \ j = 1, 2, \ Re = \max\{Re_1, Re_2\}$ is the mesh Reynolds number, $\otimes$ is the Kronecker product, and $n = N \times N$.

It is easy to get $F'(x) = M + mh^2 \text{diag}(x_1^{m-1}, x_2^{m-1}, \ldots, x_n^{m-1})$. We have

$$
\|F'(x) - F'(x_0)\| \leq mh^2 \|x - x_0\|^{m-1} = \int_0^{\rho(x)} L(u) du, \ x \in B(x_0, r) \subset \Omega,
$$

where $\|\cdot\|$ denotes the 2-norm, $L(u) = m(m-1)h^2 u^{m-2}$. Hence, the center Lipschitz condition in the scribed sphere with the L average is satisfied.

Thus we can obtain the convergence result of nonlinear equation (25).
where \( r_0 \) satisfies \( r_0^{m-1} = \frac{b}{am^2} \), then, for equation (25), and any sequence \( \{l_k\}_{k=0}^{\infty} \), the iteration sequence \( \{x_k\} \) generated by Algorithm Newton-HSS is well defined and converges to the solution \( x^* \) which satisfies \( F(x^*) = 0 \).

Corollary 1 is the direct result of Theorem 3.4 for nonlinear equation (25). From equation (25), we can see if \( m = \frac{4}{3} \) or \( m = \frac{3}{2} \), then equation (25) becomes the equation studied in [8] and [9], respectively, hence satisfies Hölder conditions. If \( m = 2 \), thus \( L(u) = 2h^2 \) is a positive constant, and equation (25) satisfies Lipschitz condition. But if \( m > 2 \), we can’t determine whether the function \( F' \) meets the Lipschitz condition or the Hölder conditions, whereas we can use the corollary, and know the Newton-HSS method can solve the equation (25). Next, we will give case \( m = 3 \) to verify Corollary 1.

**Example 4.1.** Now let us examine the convergence criteria of the corollary. For simplicity, we choose \( m = 3 \). Let the initial guess \( x_0 \) be fixed, then the parameters \( \beta, \gamma, \delta \) can be estimated from Assumption 3.1. Take the positive constants \( q_1 = q, q_2 = 1/h, \) and adopt \( \alpha = \frac{1}{2}qh \), then \( \theta \) can be estimated from the definition of \( ||T(\alpha; x_0)|| \), and then \( \tau \). If the prescribed tolerance for controlling the accuracy of the HSS iteration is set to be \( \eta_k = \eta = 0.1 \), then the parameters \( a, b, c \) in the Corollary 1 can be computed, and \( r_0 \) can also be calculated from \( r_0^{m-1} = \frac{b}{am^2} \), at the same time, the value of \( l_* \) can be estimated by (26). The convergence corollary for equation (25) is examined for different problem sizes \( n = N \times N \), different quantities \( q \), different inner iteration tolerance \( \eta \) and different initial points \( x_0 \) from the hypothesis \( c \leq a(m - 1)h^2r_0^m \). We only list the numerical results of \( q = 600 \) and \( q = 800 \) with different \( N, x_0 \) in Tables 1-6.

| Table 1 | Parameters’ values for different initial point \( x_0 \) in the case of \( m=3, N=30, q=600 \) |
|----------|--------------------------------------------------|
| \( x_0 \) | \( \beta \) | \( \gamma \) | \( \delta \) | \( \theta \) | \( \tau \) | \( l_* \) | \( r_0 \) |
| 1 | 20.2504 | 1.1624 | 75.9105 | 0.9956 | 0.004 | 4925 | 5.0839e+04 |
| 2 | 20.2504 | 1.1542 | 151.8310 | 0.9936 | 0.006 | 5577 | 5.1564e+04 |
| 10 | 20.2504 | 0.9331 | 761.3715 | 0.9339 | 0.070 | 3322 | 7.8891e+04 |
| 20 | 20.2504 | 0.5542 | 1.5515e+03 | 0.7685 | 0.301 | 9798 | 2.2368e+05 |

| Table 2 | Parameters’ values for different initial point \( x_0 \) in the case of \( m=3, N=40, q=600 \) |
|----------|--------------------------------------------------|
| \( x_0 \) | \( \beta \) | \( \gamma \) | \( \delta \) | \( \theta \) | \( \tau \) | \( l_* \) | \( r_0 \) |
| 1 | 15.5883 | 1.9189 | 66.8682 | 0.9966 | 0.003 | 5242 | 5.7083e+04 |
| 2 | 15.5883 | 1.9062 | 133.7451 | 0.9951 | 0.004 | 2542 | 5.7845e+04 |
| 10 | 15.5883 | 1.5606 | 670.5120 | 0.9496 | 0.053 | 2492 | 8.6297e+04 |
| 20 | 15.5883 | 0.9485 | 1.3620e+03 | 0.8198 | 0.219 | 3142 | 2.3364e+05 |

| Table 3 | Parameters’ values for different initial point \( x_0 \) in the case of \( m=3, N=50, q=600 \) |
|----------|--------------------------------------------------|
| \( x_0 \) | \( \beta \) | \( \gamma \) | \( \delta \) | \( \theta \) | \( \tau \) | \( l_* \) | \( r_0 \) |
| 1 | 12.7405 | 2.8827 | 60.7730 | 0.9972 | 0.002 | 2886 | 6.0552e+04 |
| 2 | 12.7405 | 2.8643 | 121.5538 | 0.9960 | 0.003 | 2357 | 6.1334e+04 |
| 10 | 12.7405 | 2.3595 | 609.2580 | 0.9592 | 0.042 | 4785 | 9.0384e+04 |
| 20 | 12.7405 | 1.4504 | 1.2351e+03 | 0.8525 | 0.173 | 7685 | 2.3920e+05 |
Table 4 Parameters’ values for different initial point $x_0$ in the case of $m=3$, $N=30$, $q=800$

| $x_0$ | $\beta$ | $\gamma$ | $\delta$ | $\theta$ | $\tau$ | $l_*$ | $r_0$ |
|-------|---------|---------|---------|---------|-------|------|------|
| 1     | 26.6689 | 0.9065  | 100.6620| 0.9967  | 0.0030 | 6591 | 8.3595e+04|
| 2     | 26.6689 | 0.9015  | 201.3317| 0.9952  | 0.0040 | 2863 | 8.4514e+04|
| 10    | 26.6689 | 0.7627  | 1.0083e+03| 0.9500 | 0.0520 | 4083 | 1.1808e+05|
| 20    | 26.6689 | 0.4943  | 2.0385e+03| 0.8212 | 0.2170 | 3563 | 2.8113e+05|

Table 5 Parameters’ values for different initial point $x_0$ in the case of $m=3$, $N=40$, $q=800$

| $x_0$ | $\beta$ | $\gamma$ | $\delta$ | $\theta$ | $\tau$ | $l_*$ | $r_0$ |
|-------|---------|---------|---------|---------|-------|------|------|
| 1     | 20.4520 | 1.4830  | 88.3329 | 0.9974  | 0.0020 | 3983 | 9.5568e+04|
| 2     | 20.4520 | 1.4754  | 176.6724| 0.9963  | 0.0030 | 3396 | 9.6556e+04|
| 10    | 20.4520 | 1.2610  | 884.7154| 0.9619  | 0.0390 | 4261 | 1.3219e+05|
| 20    | 20.4520 | 0.8368  | 1.7854e+03| 0.8617 | 0.1600 | 5757 | 3.0013e+05|

Table 6 Parameters’ values for different initial point $x_0$ in the case of $m=3$, $N=50$, $q=800$

| $x_0$ | $\beta$ | $\gamma$ | $\delta$ | $\theta$ | $\tau$ | $l_*$ | $r_0$ |
|-------|---------|---------|---------|---------|-------|------|------|
| 1     | 16.6546 | 2.2085  | 79.9039 | 0.9979  | 0.0020 | 23235| 1.0317e+05|
| 2     | 16.6546 | 2.1976  | 159.8137| 0.9970  | 0.0020 | 2347 | 1.0419e+05|
| 10    | 16.6546 | 1.8906  | 800.2221| 0.9693  | 0.0310 | 3352 | 1.4081e+05|
| 20    | 16.6546 | 1.2714  | 1.6131e+03| 0.8873 | 0.1270 | 79278| 3.1131e+05|

From the above Tables 1-6, the inequality

$$c \leq a(m-1)h^2r_0^m,$$

holds in all situations, where $r_0$ satisfies $r_0^{m-1} = \frac{b}{a(m-1)h^2}$, even the initial point is far away from the exact solution $x^* = 0$. Hence, the convergence criteria of Corollary 1 is satisfied, then the iteration sequence $\{x_k\}_{k=0}^\infty$ generated by the Newton-HSS method will be well defined and will converge to $x^*$, which satisfies $F(x^*) = 0$.

Table 7 Numerical results for different $x_0$ and $N(m=3,q=600)$

| $x_0$ | Error estimates | CPU | Outer IT |
|-------|----------------|-----|----------|
|       | $N = 30$ | $N = 40$ | $N = 50$ | $N = 30$ | $N = 40$ | $N = 50$ | $N = 30$ | $N = 40$ | $N = 50$ |
| 1     | 6.15e-07 | 4.90e-07 | 4.56e-07 | 1.60  | 5.57  | 6.20  | 4  | 4  | 4 |
| 2     | 2.42e-07 | 1.63e-07 | 1.39e-07 | 1.849 | 2.98  | 5.73  | 5  | 5  | 5 |
| 10    | 3.64e-07 | 2.70e-07 | 1.88e-07 | 1.12  | 28.15 | 10.85 | 6  | 6  | 6 |
| 20    | 2.60e-07 | 2.31e-07 | 1.37e-07 | 3.14  | 3.83  | 162.82| 7  | 7  | 7 |

Table 8 Numerical results for different $x_0$ and $N(m=3,q=800)$

| $x_0$ | Error estimates | CPU | Outer IT |
|-------|----------------|-----|----------|
|       | $N = 30$ | $N = 40$ | $N = 50$ | $N = 30$ | $N = 40$ | $N = 50$ | $N = 30$ | $N = 40$ | $N = 50$ |
| 1     | 4.02e-07 | 3.80e-07 | 3.38e-07 | 2.02  | 3.38  | 74.69 | 4  | 4  | 4 |
| 2     | 1.41e-07 | 1.48e-07 | 1.15e-07 | 0.93  | 2.95  | 8.30  | 5  | 5  | 5 |
| 10    | 3.47e-07 | 2.16e-07 | 2.54e-07 | 1.31  | 3.73  | 12.50 | 6  | 6  | 6 |
| 20    | 1.53e-07 | 1.33e-07 | 1.06e-07 | 1.15  | 4.94  | 260.67| 7  | 7  | 7 |

In actual computation, the stopping criterion for the outer Newton method is set to be

$$\frac{\|F(x_k)\|_2}{\|F(x_0)\|_2} \leq 10^{-6},$$

and the numerical results are presented in Tables 7-8. Denote Error estimates the value of $\frac{\|F(x_k)\|_2}{\|F(x_0)\|_2}$, CPU the time in seconds, and Outer IT the outer iteration. From Tables 7-8, we can see, for different initial point $x_0$, different problem sizes $n = N \times N$, different quantity $q$, and the tolerance $\eta = 0.1$, the Newton-HSS method
can compute an approximate solution of the system of such nonlinear equation (25). Hence, the convergence criteria in Corollary 1 for equation (25) is effective.

However, from the tables, we can also see that CPU time is getting more and more by the value of \( n \) increasing, this means the Newton-HSS method is a little slower, and we can use a faster algorithm to calculate equation (25), such as Newton-MHSS, Modified Newton-MHSS and so on. But the convergence analysis of these methods under the center Lipschitz condition need to be improved.

5. Conclusion. For solving nonlinear systems, Newton-type methods are one type of the most classic and effective methods. In the case of large sparse nonlinear systems with non-Hermitian positive definite Jacobian matrices, the Newton-HSS method is a considerable method. In this paper, we study the semi-local convergence of the Newton-HSS method under the center Lipschitz condition, which is wider than the usual Lipschitz condition and Hölder condition. The convergence criteria of the Newton-HSS method under the center Lipschitz is presented, it provides the convenience for us to determine the solvability of the target equation, numerical results illustrate it’s effect. In the future, convergence analysis of the faster methods under the center Lipschitz condition can be improved.
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