A time-fractional dual-phase-lag framework to investigate transistors with TMTC channels (TiS$_3$, In$_4$Se$_3$) and size-dependent properties
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Abstract

In this study, a time fractional dual-phase-lag model with temperature jump boundary condition as a choice for the Fourier’s law replacement in thermal modeling of transistors, is utilized. In more details, the numerical simulation of heat transfer in newly proposed TMTC field effect transistors using fractional DPL equation has been investigated. Moreover, the Caputo fractional derivative is employed to formulate the finite difference scheme for discretization of the fractional DPL model. In order to obtain more precise results for the peak temperature rise, the temperature and heat flux profiles, the size-dependent thermal properties are taken into account. Also, the temperature jump boundary condition has been also applied by means of a mixed-type boundary condition. It is obtained that considering size-dependent thermal characteristics for transistors under study, results in an increase of the peak temperature rise. As an instance, considering the film dependent thermal properties for a 1-D silicone MOSFET with uniform heat generation at the upper part, makes the maximum temperature increase up to 250 percent. Furthermore, considering constant bulk thermal properties for the silicon MOSFET, certain oscillations are observed in the time-variation of the peak temperature rise for $\alpha=0.7, 0.9$ and $1$. This presents the so-called negative bias temperature instability appearing in electronic nano-semiconductor devices. Finally, the hotspot temperature has been researched in transis-
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tors containing two-dimensional materials with quasi one-dimensional band structure channels. It is obtained that among the studied FETs, titanium trisulfide with maximum temperature increase of 19.63 K exhibits the least peak temperature rise. This presents that TiS$_3$ may be an acceptable silicon channel replacement as far as the thermal issues are concerned.
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1. Introduction

The necessity for higher speed in constant power density, has decreased the size of the MOSFETs. New generation of transistors are built in sizes of less than 10 nm, in order to have more efficiency than that of the silicon-based transistors [1,2]. On the contrary, as the size of the MOSFETs shrinks, they encounter imperfections and problems which disrupt their performance. Two-dimensional materials like graphene and transition metal dichalcogenide (TMD) with chemical composition of MX$_2$ (for example MoS$_2$), due to their reduced leakage current, are suitable candidates for use as the channel in field effect transistors [3]. However, excessive reduction of the channel dimensions in these transistors makes materials such as graphene to lose their perfect properties such as low weight and high mobility. Put differently, for two dimensional materials like graphene and transition metal dichalcogenides, reducing the system size to 10 nm or less, increases the edge effects and phonon edge scattering notably. These effects ruin the performance of the transistors [4]. With an eye toward solving this problem, one can utilize quasi one-dimensional materials for which the phonon scattering effect at edges is negligible. The two dimensional transition metal trichalcogenide materials (TMTCs) [5] with chemical composition of MX$_3$ such as TiS$_3$ and In$_4$X$_3$ as an instance In$_4$Se$_3$, have quasi one-dimensional band structures and their energy gaps are about 5 ev. These quasi-one-dimensional materials have many optoelectronic properties of two-dimensional substances and also in addition has an advantage of imperceptible edge scattering effect [6]. Consequently, building a transistor with size less than 10 nm and higher reliability are more probable when one uses TMTCs instead of TMDCs or graphene-like materials.

On the other hand, as the length scale of the electronic devices shrinks to the nanoscale, the classical equations of continuum mechanics fail to endorse
the experimental data. Hence, it is necessary to develop creative models which predict more accurate results relative to the classical equations such as Fourier’s law with less computational cost and more simplicity [10, 9]. Meanwhile, the dual-phase-lag (DPL) model [7, 8] as a constitutive equation to investigate the non-Fourier heat transport in different cases of nanoscale MOSFETs has drawn attentions [11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26]. As a consequence of the easiness, straightforwardness, adaptability, and preciseness of this method, it is a reliable choice for heat transfer investigation of transistors with disparate geometries. On the other hand, in recent years, the subject concerning combination of the fractional calculus and different diffusive models in order to investigate the anomalous diffusive phenomena considering the non-local, has been the center of attention. Indeed, fractional calculus has been successfully utilized for the modification of many existing models of physical phenomena. Actually, the theory of fractional derivatives and integral has been developed in the nineteenth century. Caputo and Mainardi have made use of fractional derivatives and found an adequate agreement between the obtained results and what has been found from the experiment [27, 28, 29]. In 2010, Sherief et al. presented the fractional single-phase-lagging for the sake of viscoelastic material behavior using the fractional calculus and Caputo fractional derivative. A satisfactory consistency between the numerical results obtained from the new suggested model and the available experimental data is seen [30]. Also, Mishra and Rai have formulated the fractional single-phase-lagging (FSPL) heat conduction equation via employing the single-phase lag model and Caputo fractional derivative [31]. In this study, the discretization has been performed using the compact difference scheme. Further, the non-Fourier heat conduction within a finite thin film under the effect of a time-varying and spatially-decaying laser heating considering the Dirichlet Boundary condition, has been investigated. In 2018, Ji et al. have established a fractional dual phase lag model based on the finite difference numerical method, to investigate the heat conduction in nanoscale devices [32]. Also, they have investigated the non-Fourier heat transport in a thin two-layer film exposed to the ultrashort-pulsed laser heating applying the fractional DPL model [33].

Here, in order to investigate reliability and functionality of the titanium trisulfide (TiS₃) and tetraindium triselenide (In₄Se₃) quasi one-dimensional transistors, as an alternative to the previous generation silicon transistors, temperature distribution profile and the maximum temperature increase in these transistors are investigated using the fractional DPL model. The heat
transport through a silicon slab considering the temperature jump boundary condition, and in existence of the heat generation zone, is scrutinized. In the present study, the heat conduction in MOSFETs will be investigated. In more details, first, the one-dimensional silicon MOSFETs will be investigated and the results will be used for verification. Then, the MOSFET containing silicon channel and buried oxide will be modeled using the fractional DPL. Then, the peak temperature rise and the temperature profile for quasi one-dimensional MOSFET transistors including newly proposed transition metal trichalcogenides gates, TiS$_3$ and In$_4$Se$_3$, are studied using the fractional dual phase lag model. The MOSFET with maximum temperature increase of 19.63 K is found to have the least temperature rise. So, it can be suggested as the suitable replacement of the one-dimensional silicon channel. Moreover, the effect of size-dependent thermal conductivity on thermal behavior of the quasi-one-dimensional TMTC MOSFETs is studied.

The structure of present study is as follows. In Sec. 2, the governing equations, and the assumptions will be demonstrated. The numerical method is exhaustively discussed in Sec. 3. The validation results for different cases and the obtained results are given in Secs. 4 and 5. At last, the paper is concluded in Sec. 6.

2. Mathematical modeling

In this section, first, the derivation of fractional dual phase lag equation is presented. Then, the discretization of the governing equation, the way of applying the boundary condition, the initial conditions and the numerical finite difference scheme for discretization of the fractional DPL equation will be presented.

2.1. fractional DPL

The DPL model for the one-dimensional geometry is written as,

\[ q(x, t + \tau_q) = -kT_x(x, t + \tau_t). \] (1)

Where the \( q \) is the heat flux and \( T_x \) is the temperature gradient vector. The thermal conductivity is also presented as \( k \). On the other hand, the differential relation for energy conservation law is:

\[ \rho C_p T_t(x, t) = -q_x(x, t) + S(x, t). \] (2)
Here $\rho$, $C_p$, and $S(x, t)$, are respectively, the mass density, the specific heat and the heat source. There are points on how the heat source forms during the self-heating in a MOSFET. This electric field makes the charge carriers accelerate. So, they may scatter from each other, phonons, imperfections and interfaces. The electrons discharge energy, scattering from the phonons, while self-heating the MOSFET throughout the prominent Joule heating mechanism. Accordingly, the Joule heating results in a local temperature rise, hot spot. The local temperatures are notably higher than the average temperature. Joule heating is evidently the dominant self-heating process for low-dimensional systems, among all other heat generation mechanisms including current crowding and thermo-electrics.

In nano-electronics, the reliability is defined by the hottest region temperature of the die. So, hotspots formation mainly manages the higher-level packaging and thermal management solutions like the material selections and the design of the heat spreaders. Consequently, the nano-device and the die thermal demeanor has an important role in detecting cooling requirements and also finding the environmental effects. It means, when the temperature gets larger due to the power density increase, the performance of the nano-device will be restricted. Therefore, many works have been done to make the cooling techniques optimized for heat spreading enhancement. One can say that the channels built from materials which produce the minimum peak temperature rise are the most suitable and desired choices for the nano-electronics industry. Rightfully so, maintaining the temperature of the nano-device under the stated temperature threshold is easier for the ones with lower maximum temperatures. Subsequently, the operation of the transistors in digital devices such as laptops, tablets, and cellphones completely relies on their thermal behavior. In more detail, inefficient thermal operation of these transistors causes the temperature to increase too much. This augmentation makes the nano-device stop working perpetually. The nanoscale heat transfer can be investigated via DPL model using three methods. In the first method, the DPL equation is expanded using the Taylor series and then the heat flux is replaced utilizing the relation dragged out from the energy equation. Consequently, an equation containing only temperature as the unknown parameter is obtained [34, 11, 35]. Also, the unexpanded DPL and the energy equation can be simultaneously solved [36]. Dealing with the third method, the expanded DPL equation and the energy equation are together worked out to calculate the temperature profile and the heat flux [17]. When the thermal properties are temperature dependent, the equa-
tions are non-linear and one should use the third method. Here, the first method which considers the fractional Taylor expansion of the heat flux and the temperature gradient will be used:

\[ q(x, t + \tau_q) = q(x, t) + \frac{(\tau_q)^\alpha}{\Gamma(1 + \alpha)} C_0 D_\alpha^\alpha q(x, t) + \cdots \]

\[ T_x(x, t + \tau_t) = T_x(x, t) + \frac{(\tau_t)^\alpha}{\Gamma(1 + \alpha)} C_0 D_\alpha^\alpha T_x(x, t) + \cdots . \] (3)

In the above equations, \(0 < \alpha < 1\) and the \(C D_\alpha^\alpha\) operator is the Caputo fractional derivative of order \(\alpha\) [37]:

\[ C_0 D_\alpha^\alpha f(t) = \frac{1}{\Gamma(1 - \alpha)} \int_0^t \frac{f'(\xi)}{(t - \xi)^\alpha} d\xi. \] (4)

By substituting Eqs. (3) in Eq. (1), one can find the following relation:

\[ q(x, t) + \frac{(\tau_q)^\alpha}{\Gamma(1 + \alpha)} C_0 D_\alpha^\alpha q(x, t) = -k \left( T + \frac{(\tau_t)^\alpha}{\Gamma(1 + \alpha)} C_0 D_\alpha^\alpha T \right)_x (x, t). \] (5)

Taking the x-derivative of two sides of Eq. (1) along using the energy conversation law, the fractional DPL is obtained as:

\[ \rho C_p \left[ T_t + \frac{(\tau_t)^\alpha}{\Gamma(1 + \alpha)} C_0 D_\alpha^\alpha T \right] (x, t) = k \left( T + \frac{(\tau_t)^\alpha}{\Gamma(1 + \alpha)} C_0 D_\alpha^\alpha T \right)_x (x, t) + f(x, t). \] (6)

Here, \(f(x, t)\) is defined as

\[ f(x, t) = S(x, t) + \frac{(\tau_q)^\alpha}{\Gamma(1 + \alpha)} C_0 D_\alpha^\alpha S(x, t). \] (7)

2.2. Non-dimensional governing equations

In order to make the governing equations (6) and (7) non-dimensional, the following non-dimensional parameters are defined:
where, $\Lambda$, $L_c$, $T$, $\tau_q$ and $v$ are, respectively, the phonon mean free-path, the characteristic length, the reference temperature, the heat flux phase lag for silicon with constant bulk thermal properties, and the energy carriers’ average velocity (the sound speed). Also, the heat conduction coefficient of the solid material and the sound velocity are defined as $k = \rho C_p |v|^\frac{\Lambda}{3}$ and $|v| = \Lambda/\tau_q$. By substituting the non-dimensional parameters and using the mentioned definitions, the non-dimensional fractional DPL equation is achieved:

\[
\frac{\partial u}{\partial t^*} + C_0 D_{t^*}^{\alpha+1} u = \frac{Kn^2}{3 [\Gamma(1 + \alpha)]^{1/\alpha}} \left[ \frac{\partial^2 u}{\partial x^{*2}} + B_0^{\alpha C_0} D_{t^*}^\alpha \left( \frac{\partial^2 u}{\partial x^{*2}} \right) \right] + F(x^*, t^*). \tag{9}
\]

It is easier to ignore the * sign and write the above equation in the following form:

\[
u_t(x, t) + C_0 D_t^{\alpha+1} u(x, t) = \frac{Kn^2}{3 [\Gamma(1 + \alpha)]^{1/\alpha}} (u + B_0^{\alpha C_0} D_t^\alpha u)_{xx} (x, t) + F(x, t), \quad 0 \leq x \leq L, \quad 0 < t \leq \bar{T}. \tag{10}
\]

Also, $F(x, T)$ is defined as,

\[
F(x, t) = \frac{\tau_q}{\rho C_p T_0 [\Gamma(1 + \alpha)]^{1/\alpha}} f(x, t). \tag{11}
\]

The non-dimensional form of the Eqs. (2) and (5) are also presented as:
\[ u_t(x,t) = -\frac{Kn}{[\Gamma(1+\alpha)]^{1/\alpha}} q_x(x,t) + F(x,t), \]
\[ 0 \leq x \leq L, \quad 0 < t \leq \bar{T}. \]
\[ q(x,t) + \int_0^C D_t^\alpha q(x,t) = -\frac{Kn}{3} \left( u + B_0^\alpha D_t^\alpha u \right)_x(x,t), \]
\[ 0 \leq x \leq L, \quad 0 < t \leq \bar{T}. \] (12)

2.3. Initial and boundary conditions

Using the boundary conditions considering no temperature jump, the phonon scattering effects are ignored. Hence, the numerical solutions obtained from the DPL model, especially near the boundaries, are not accurate and are different from the ones calculated using the Boltzmann equation. Actually, the important observed phenomenon dealing with the heat transfer in micro and nano dimensions, is the creation of temperature jump at the boundaries, and also its increase with decreasing the system size. This phenomenon can be modeled, using the mixed type boundary condition, \( u_s - u_w = -\lambda Kn \frac{\partial u}{\partial n} \big|_{\Omega} \), at the boundaries of the solution field. In this relation, \( u_s, u_w, n, \Omega \) are, subsequently, the jumped temperature at the boundary, the boundary temperature, the unit vector normal to the boundary directed outward, and all the boundaries of the solution domain. Also, \( \lambda \) is a constant value, which should be determined. Using this boundary condition along the DPL model, makes the simulation of the temperature jump at the boundary more probable. The values of two unknown parameters of \( B \) and \( \lambda \) are determined such that the solution obtained from the DPL model matches that of found from the Boltzmann equation, well. For a one-dimensional geometry, the temperature jump boundary conditions at the top and bottom boundaries are correspondingly established as:

\[ -\lambda Kn u_x(0,t) + u(0,t) = \phi_1(t), \quad 0 < t \leq \bar{T} \]
\[ \lambda Kn u_x(L,t) + u(L,t) = \phi_2(t), \quad 0 < t \leq \bar{T}. \] (13)

Moreover, the initial conditions are taken to be:

\[ u(x,0) = \psi_1(x), \quad u_t(x,0) = \psi_2(x), \quad 0 \leq x \leq L. \] (14)
3. Solution technique

In this section, we will discuss how one can discretize the one-dimensional fractional DPL equation with temperature jump boundary condition. So, the spatial interval \([0, L]\) is discretized into \(M\) subintervals, and also the temporal interval \([0, \bar{T}]\) is divided to \(K\) intervals:

\[
\frac{L}{M}, \quad x_i = ih, \quad 0 \leq i \leq M
\]
\[
\frac{\bar{T}}{K}, \quad t_k = k\tau, \quad 0 \leq k \leq K.
\] (15)

In this relations, \(h\) and \(\tau\) are space and time steps. Further, as a mean to discretize the space and time derivatives, the following central finite difference operators are utilized:

\[
\delta_x u_i^k = \frac{1}{h} (u_i^k - u_{i-1}^k), \quad \delta_x^2 u_i^k = \frac{1}{h} \left( \delta_x u_{i+\frac{1}{2}}^k - \delta_x u_{i-\frac{1}{2}}^k \right)
\]
\[
\delta_t u_i^k = \frac{1}{\tau} (u_i^k - u_{i-1}^k), \quad u_i^{k-\frac{1}{2}} = \frac{1}{2} (u_i^k + u_{i-1}^k).
\] (16)

On the other hand, for the purpose of Caputo fractional derivative operator assessment, the \(L - 1\) approximation is employed. For \(0 < \alpha < 1\), this approximation leads to [32]:

\[
D_t^\alpha u_i^k = \frac{\tau^{-\alpha}}{\Gamma(2 - \alpha)} \left[ a_0 u_i^k - \sum_{n=1}^{k-1} (a_{k-n-1} - a_{k-n}) u_i^n - a_{k-1} u_i^0 \right]
\]
\[
D_t^{\alpha+1} u_i^k = \frac{\tau^{-\alpha}}{\Gamma(2 - \alpha)} \left[ a_0 \delta_t u_i^k - \sum_{n=1}^{k-1} (a_{k-n-1} - a_{k-n}) \delta_t u_i^n - a_{k-1} (u_i^0) \right]
\] (17)

The weighting factors are calculated via \(a_l = (l + 1)^{1-\alpha} - l^{1-\alpha}, \quad l \geq 0\). In similarity to the Eqs. (17), in order to approximate the Caputo fractional
derivative in $k - 1/2$ time-step, the following relations are hold:

$$
D_t^\alpha u_i^{k-\frac{1}{2}} = \frac{1}{2} (D_t^\alpha u_i^k + D_t^\alpha u_i^{k-1})
$$

$$
= \frac{\tau^{-\alpha}}{\Gamma(2 - \alpha)} \left[ a_0 u_i^{k-\frac{1}{2}} - \sum_{n=1}^{k-1} (a_{k-n-1} - a_{k-n}) u_i^{n-\frac{1}{2}} - a_{k-1} u_i^0 \right]
$$

$$
D_{t+1}^\alpha u_i^{k-\frac{1}{2}} = \frac{1}{2} (D_{t+1}^\alpha u_i^k + D_{t+1}^\alpha u_i^{k-1})
$$

$$
= \frac{\tau^{-\alpha}}{\Gamma(2 - \alpha)} \left[ a_0 \delta_t u_i^{k-\frac{1}{2}} - \sum_{n=1}^{k-1} (a_{k-n-1} - a_{k-n}) \delta_t u_i^{n-\frac{1}{2}} - a_{k-1} (u_i^0) \right]
$$

Furthermore, the second-order derivative of an arbitrary function like $g(x)$ considering $g(x) \in C[x, x_M]$ is approximated contemplating the following equation,

$$
g''_i = \frac{1}{h^2} (g_{i+1} - 2g_i + g_{i-1}) = \delta_x^2 g_i
$$

$$
g''_M = \frac{2}{h} (g'M - \frac{g_{M-1}}{h}) + \frac{h}{3} g'''_M
$$

(18)

Besides, for an arbitrary function of $f(t)$ with the assumptions $f(t) \in C[t_{k-1}, t_k]$ and $t_{k-\frac{1}{2}}$, one has,

$$
\frac{1}{2} (f'(t_{k-1}) + f'(t_k)) \approx \frac{f(t_k) - f(t_{k-1})}{\tau} = \delta_t f^{k-\frac{1}{2}}.
$$

(19)

Considering Eq. (10) in i-th node and using Eq. (18), the fractional DPL model for internal nodes are found as,

$$
\frac{d}{dt} u_i(t) + C^\alpha D_t^{\alpha+1} u_i(t) = \frac{Kn^2}{3 [\Gamma(1 + \alpha)]^{1/\alpha}} \delta_x^2 (u_i(t)) + B^\alpha C^\alpha D_t^\alpha u_i(t)
$$

(20)

In the following, considering the above equation in k-th and (k-1)-th time steps ($t = t_k$ and $t = t_{k-1}$), and taking the average of the two obtained equations and also using Eq. (19), the finite difference scheme for internal
nodes is achieved:

\[
\delta_t u_i^{k-\frac{1}{2}} + C_0 D_t^{\alpha+1} u_i^{k-\frac{1}{2}} = \frac{Kn^2}{3 \Gamma(1+\alpha)^{1/\alpha}} \delta_x^2 \left( u_i^{k-\frac{1}{2}} + B_0^\alpha D_t^\alpha u_i^{k-\frac{1}{2}} \right) \\
+ F_i^{k-\frac{1}{2}}, \quad 1 \leq i \leq M-1, \quad 1 \leq k \leq K.
\]  

(21)

Taking the x-derivative of two sides of the above equation and applying \(x \to x_0\), the following relation is obtained:

\[
\frac{Kn^2}{3 \Gamma(1+\alpha)^{1/\alpha}} \left( u + B_0^\alpha D_t^\alpha u \right)_{xxx}(x_0, t) = u_{xt}(x_0, t) + C_0 D_t^{\alpha+1} u_x(x_0, t) \\
- F_x(x_0, t).
\]  

(22)

Also, contemplating Eq. (10) in the top boundary node \((x, t)\) and using Eqs. (22), (18), and (13), the fractional DPL model for the top boundary node is found:

\[
\left(1 + \frac{h}{3\lambda Kn}\right) \left( \frac{d}{dt} u_0(t) + C_0 D_t^{\alpha+1} u_0(t) \right) = \frac{2Kn^2}{3h \Gamma(1+\alpha)^{1/\alpha}} \delta_x^2 \left( u_1^{k}(t) + B_0^\alpha D_t^\alpha u_1^{k}(t) \right) \\
- \frac{2Kn}{3h \lambda \Gamma(1+\alpha)^{1/\alpha}} \left( u_0(t) + B_0^\alpha D_t^\alpha u_0(t) \right) + W_0(t).
\]  

(23)

Here, \(W_0(t)\) is defined as,

\[
W_0(t) = \frac{2Kn}{3h \lambda \Gamma(1+\alpha)^{1/\alpha}} \left( \phi_1(t) + B_0^\alpha D_t^\alpha \phi_1(t) \right) \\
+ \frac{h}{3\lambda Kn} \left( \frac{d}{dt} \phi_1(t) + C_0^\alpha D_t^{\alpha+1} \phi_1(t) \right) + \frac{h}{3} (F_x)_0(t) + F_0(t).
\]  

(24)

In the next step, with consideration of Eq. (23) in k-th time-step \((t = t_k)\) and \((k-1)\)-th time-step \((t = t_{k-1})\), and averaging the two obtained equation, and also using Eq. (19), the finite difference scheme for the top boundary
node is obtained,

\[
\left( 1 + \frac{h}{3\lambda Kn} \right) \left( \delta_t u_0^{k-\frac{1}{2}} + C_0 D_t^{\alpha+1} u_0^{k-\frac{1}{2}} \right) = \frac{2Kn^2}{3h [\Gamma(1 + \alpha)]^{1/\alpha}} \delta_x \left( u_0^{k-\frac{1}{2}} + B_0^\alpha D_t^\alpha u_0^{k-\frac{1}{2}} \right) \\
- \frac{2Kn}{3h [\Gamma(1 + \alpha)]^{1/\alpha}} \left( u_0^{k-\frac{1}{2}} + B_0^\alpha D_t^\alpha u_0^{k-\frac{1}{2}} \right) + W_0^{k-\frac{1}{2}}, \quad 1 \leq k \leq K. \tag{25}
\]

In the above relation, \(W_0^{k-\frac{1}{2}}\) is,

\[
W_0^{k-\frac{1}{2}} = \frac{2Kn}{3h \lambda [\Gamma(1 + \alpha)]^{1/\alpha}} \left( \phi_1^{k-\frac{1}{2}} + B_0^\alpha D_t^\alpha \phi_1^{k-\frac{1}{2}} \right) \\
+ \frac{h}{3\lambda Kn} \left( \frac{d}{dt} \phi_1^{k-\frac{1}{2}} + C_0 D_t^{\alpha+1} \phi_1^{k-\frac{1}{2}} \right) + \frac{h}{3} (F_x)_0^{k-\frac{1}{2}} + F_0^{k-\frac{1}{2}}. \tag{26}
\]

Similarly, repeating the above discretization method, one acquires the finite difference scheme for the bottom boundary node,

\[
\left( 1 + \frac{h}{3\lambda Kn} \right) \left( \delta_t u_M^{k-\frac{1}{2}} + C_0 D_t^{\alpha+1} u_M^{k-\frac{1}{2}} \right) \\
= -\frac{2Kn^2}{3h [\Gamma(1 + \alpha)]^{1/\alpha}} \delta_x \left( u_M^{k-\frac{1}{2}} + B_0^\alpha D_t^\alpha u_M^{k-\frac{1}{2}} \right) \\
- \frac{2Kn}{3h \lambda [\Gamma(1 + \alpha)]^{1/\alpha}} \left( u_M^{k-\frac{1}{2}} + B_0^\alpha D_t^\alpha u_M^{k-\frac{1}{2}} \right) + W_M^{k-\frac{1}{2}}, \quad 1 \leq k \leq K. \tag{27}
\]

Where, \(W_M^{k-\frac{1}{2}}\) is calculated through,

\[
W_M^{k-\frac{1}{2}} = \frac{2Kn}{3h \lambda [\Gamma(1 + \alpha)]^{1/\alpha}} \left( \phi_2^{k-\frac{1}{2}} + B_0^\alpha D_t^\alpha \phi_2^{k-\frac{1}{2}} \right) \\
+ \frac{h}{3\lambda Kn} \left( \frac{d}{dt} \phi_2^{k-\frac{1}{2}} + C_0 D_t^{\alpha+1} \phi_2^{k-\frac{1}{2}} \right) - \frac{h}{3} (F_x)_M^{k-\frac{1}{2}} + F_M^{k-\frac{1}{2}}. \tag{28}
\]

The presented finite difference scheme for the fractional DPL model with temperature jump boundary condition, is unconditionally stable and convergent. The order of convergence based on the infinity norm, is the order of \(2 - \alpha\) and \(2\), respectively, on time and space \[32\]. When the Caputo fractional derivative operator approximation is placed in Eqs. \[21\], \[25\], and
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the finite difference discretized form of the fractional DPL model with temperature jump boundary condition is achieved,

\begin{equation}
(d_1c_1 + 2d_2c_2 + d_3c_3) u_0^k + (-2d_2c_2) u_1^k = (d_1c_1 - 2d_2c_2 - d_3c_3) u_0^{k-1} + (2d_2c_2) u_1^{k-1} + c_1 \mu \left[ \sum_{n=1}^{k-1} (a_{k-n-1} - a_{k-n}) \left( \frac{u_0^n - u_0^{n-1}}{\tau} \right) + a_{k-1} \psi_0 \right] \end{equation}

\begin{equation}
- \frac{2}{h} B^\alpha \mu c_2 \left[ \sum_{n=1}^{k-1} (a_{k-n-1} - a_{k-n}) \left( \frac{u_1^n + u_1^{n-1} - u_0^n - u_0^{n-1}}{2h} \right) + a_{k-1} \left( \frac{u_1^0 - u_0^0}{h} \right) \right] + \frac{2}{h\lambda} B^\alpha \mu c_3 \left[ \sum_{n=1}^{k-1} (a_{k-n-1} - a_{k-n}) \left( \frac{u_0^n + u_0^{n-1}}{2} \right) + a_{k-1} u_0^0 \right] + \frac{2}{h\lambda} c_3 \left\{ \frac{\phi_k + \phi_1^{k-1}}{2} \right\}
\end{equation}

\begin{equation}
+ B^\alpha \mu \left\{ \frac{a_0}{2} \left( \phi_1^k + \phi_1^{k-1} \right) - \sum_{n=1}^{k-1} (a_{k-n-1} - a_{k-n}) \left( \frac{\phi_1^n + \phi_1^{n-1}}{2} \right) - a_{k-1} \phi_1^0 \right\}
\end{equation}

\begin{equation}
+ \frac{h}{3\lambda Kn} \left\{ \frac{\phi_k^0 - \phi_1^0}{\tau} \right\} + \mu \left[ \frac{a_0}{\tau} \left( \phi_k^0 + \phi_1^{k-1} \right) - \sum_{n=1}^{k-1} (a_{k-n-1} - a_{k-n}) \left( \frac{\phi_1^n - \phi_1^{n-1}}{\tau} \right) - a_{k-1} \phi_1^0 \right]\right\}
\end{equation}

\begin{equation}
- \frac{h}{3} \left( \frac{(F_x)^k_0 + (F_x)^{k-1}_{0}}{2} \right) + \frac{F_k^0 + F_{k-1}^0}{2}, \quad 1 \leq k \leq K.
\end{equation}
\[
(-d_2 c_2) u_{i+1}^k (d_1 + 2d_2 c_2) u_i^k + (-d_2 c_2) u_{i-1}^k = (d_1 - 2d_2 c_2) u_{i}^{k-1} \\
+ d_2 c_2 (u_{i+1}^{k-1} + u_{i-1}^{k-1}) + \mu \left[ \sum_{n=1}^{k-1} (a_{k-n-1} - a_{k-n}) \left( \frac{u_n^0 - u_i^{n-1}}{\tau} \right) + a_{k-1} (\psi_2)_i \right] \\
- B^\alpha \mu c_2 \left[ \sum_{n=1}^{k-1} (a_{k-n-1} - a_{k-n}) \left( \frac{u_{i+1}^n + u_{i+1}^{n-1} - 2u_i^n - 2u_i^{n-1} + u_{i-1}^n + u_{i-1}^{n-1}}{2h^2} \right) \right] + a_{k-1} \left( \frac{u_{i+1}^0 - 2u_i^0 + u_{i-1}^0}{h^2} \right) \right\} + \frac{F_i^k + F_i^{k-1}}{2}, \quad 1 \leq i \leq M - 1, \quad 1 \leq k \leq K 
\]

(30)

\[
(d_1 c_1 + 2d_2 c_2 + d_3 c_3) u_M^k + (-d_2 c_2) u_{M-1}^k = (d_1 c_1 - 2d_2 c_2 - d_3 c_3) u_{M}^{k-1} \\
+ (2d_2 c_2) u_{M-1}^{k-1} + c_1 \mu \left[ \sum_{n=1}^{k-1} (a_{k-n-1} - a_{k-n}) \left( \frac{u_n^0 - u_M^{n-1}}{\tau} \right) + a_{k-1} (\psi_2)_M \right] \\
+ \frac{2}{h} B^\alpha \mu c_2 \left[ \sum_{n=1}^{k-1} (a_{k-n-1} - a_{k-n}) \left( \frac{u_M^n + u_{M-1}^{n-1} - u_{M-1}^n - u_{M-1}^{n-1}}{2h} \right) + a_{k-1} \left( \frac{u_M^0 - u_{M-1}^0}{h} \right) \right] \\
+ \frac{2}{h} B^\alpha \mu c_3 \left[ \sum_{n=1}^{k-1} (a_{k-n-1} - a_{k-n}) \left( \frac{u_M^n + u_{M-1}^{n-1}}{2} \right) + a_{k-1} u_M^0 \right] + \frac{2}{h} \mu c_3 \left\{ \frac{\phi_2^k + \phi_2^{k-1}}{2} \right\} \\
+ B^\alpha \mu \left[ \frac{a_0}{2} (\phi_2^k + \phi_2^{k-1}) - \sum_{n=1}^{k-1} (a_{k-n-1} - a_{k-n}) \left( \frac{\phi_n^0 + \phi_2^{n-1}}{2} \right) - a_{k-1} \phi_2^0 \right] \right\} \\
+ \frac{h}{3\lambda K} \left\{ \frac{\phi_2^k - \phi_2^{k-1}}{\tau} + \mu \left[ \frac{a_0}{\tau} (\phi_2^k - \phi_2^{k-1}) - \sum_{n=1}^{k-1} (a_{k-n-1} - a_{k-n}) \left( \frac{\phi_n^0 - \phi_2^{n-1}}{\tau} \right) \right] \right\} \\
- a_{k-1} (\phi_2(t)_0) \\
- \frac{1}{3} \left\{ \frac{(F_x)_M^k + (F_x)_M^{k-1}}{2} + \frac{F_M^k + F_{M-1}^k}{2} \right\}, \quad 1 \leq k \leq K 
\]

(31)

In the relations above, \( \mu, d_1, d_2, d_3, c_1, c_2 \) and \( c_3 \) are defined as,

\[
\mu = \frac{\tau^{-\alpha}}{\Gamma(2-\alpha)}, \quad d_1 = \frac{\mu a_0 + 1}{\tau}, \quad d_2 = \frac{B^\alpha \mu a_0 + 1}{2h^2}, \quad d_3 = \frac{B^\alpha \mu a_0 + 1}{h\lambda}, \\
\frac{1}{3\lambda K}, \quad c_2 = \frac{Kn^2}{3 \Gamma(1 + \alpha)}^{1/\alpha}, \quad c_3 = \frac{Kn}{3 \Gamma(1 + \alpha)^{1/\alpha}}. \quad (32)
\]
4. Verification

In this section, first, in order to test the accuracy of the presented finite difference scheme, five different one-dimensional cases with the temperature jump boundary condition and a source heat are investigated. The obtained results including the convergence order and the error in base of the infinity norm, are verified with the available data in [32] to be sure of accuracy of the derived procedure. Then, the results of heat transport investigation in the newly proposed quasi one-dimensional transistors will be presented. The geometry of cases which are studied in the present work are shown in Fig. 1. Also, the verifications performed for different cases and the results obtained from various states of MOSFET transistors are all gathered in Table. 1.

Table 1: Details of different cases for validation and results.

| Verification cases                        | Type of transistor | Channel material | Heat generation | Buried oxide | bulk/film properties |
|-------------------------------------------|--------------------|------------------|----------------|--------------|----------------------|
| Case one                                  | Entire transistor  | No               | Bulk           |              |                      |
| Case two                                  | Entire transistor  | No               | Bulk           |              |                      |
| Case three                                | Si                 | The beginning    | No             | Bulk         |                      |
| Case four                                 | No                 | No               | No             | Bulk         |                      |
| Case five                                 | Si                 | No               | No             | Bulk         |                      |

| Final results                             | Type of transistor | Channel material | Heat generation | Buried oxide | bulk/film properties |
|-------------------------------------------|--------------------|------------------|----------------|--------------|----------------------|
| Case I(a)                                 | Si                 | The beginning    | No             | Bulk         |                      |
| Case I(b)                                 | Si                 | The beginning    | No             | Film         |                      |
| Case II(a)                                | Si                 | The beginning    | Yes            | Bulk         |                      |
| Case II(b)                                | Si                 | The beginning    | Yes            | Film         |                      |
| Case III                                  | Si                 | The middle       | No             | Film         |                      |
| Case IV                                   | TiS\textsubscript{3} | The middle       | No             | Film         |                      |
| Case V                                    | In\textsubscript{4}Se\textsubscript{3} | The middle       | No             | Film         |                      |

4.1. Mesh/time-step size independence tests

The results of the time/step size independence test for the first geometry, Fig. 1(a), are demonstrated in Table. 2. The results are shown for three
Figure 1: Schematic geometry and corresponding boundary conditions of different modeled transistors, (a) the slab with non-uniform heat generation as a function of time and space, (b) the slab with non-uniform heat generation as a function of space, (c) the silicon slab with uniform heat generation at the upper part, (d) the slab without the source term, (e) the silicone slab without the source term, (f) the silicone MOSFET with uniform heat generation at the upper part, (g) the MOSFET with the buried oxide with uniform heat generation, (h) the silicon MOSFET with uniform heat generation at the middle part, (i) the TiS$_3$ MOSFET with uniform heat generation at the middle part, (j) the In$_4$Se$_3$ MOSFET with uniform heat generation at the middle part.
different temperatures and also for five values of position. It is found that the results for the meshes of (M=2000, K=3000) and (M=2200, K=3200) are similar. Hence, to reduce the computational cost, the mesh, M=2000, K=3000, is used to proceed the modeling.

Table 2: Results of the mesh size and the time-step size independence tests at \( t = 10 \) ps.

| \((M, K)\) | \(x = 0\) nm | \(x = 10\) nm | \(x = 20\) nm | \(x = 30\) nm | \(x = 40\) nm | \(x = 50\) nm |
|----------|--------------|--------------|--------------|--------------|--------------|--------------|
| (1000, 2000) | 307.2538 | 304.5218 | 300.9154 | 300.0286 | 300.0000 | 300.0000 |
| (1200, 2200) | 307.2537 | 304.5195 | 300.9144 | 300.0285 | 300.0000 | 300.0000 |
| (1400, 2400) | 307.2536 | 304.5179 | 300.9137 | 300.0284 | 300.0000 | 300.0000 |
| (1600, 2600) | 307.2536 | 304.5166 | 300.9132 | 300.0284 | 300.0000 | 300.0000 |
| (1800, 2800) | 307.2536 | 304.5157 | 300.9127 | 300.0283 | 300.0000 | 300.0000 |
| (2000, 3000) | 307.2535 | 304.5149 | 300.9124 | 300.0283 | 300.0000 | 300.0000 |
| (2200, 3200) | 307.2535 | 304.5142 | 300.9121 | 300.0283 | 300.0000 | 300.0000 |

4.2. Verification: Case one

Here, the one-dimensional fractional DPL model for the case containing the temperature jump boundary condition and the non-homogeneous heat source, which is presented in Fig. 1(a), is studied. The governing equation, the boundary and initial conditions for this case are respectively as,

\[
\begin{align*}
  u_t(x,t) + C^\alpha_0 D^{\alpha+1}_t u(x,t) &= \frac{Kn^2}{3[\Gamma(1+\alpha)]^{1/\alpha}} \left( u + B^{\alpha} C^\alpha_0 D^\alpha_0 u \right)_{xx} (x,t) \\
  &+ F(x,t), \quad 0 \leq x \leq 1, \quad 0 < t \leq 1 \\
  -\lambda Kn u_x(0,t) + u(0,t) &= -\pi \lambda Kn t^3, \quad 0 < t \leq 1 \\
  \lambda Kn u_x(1,t) + u(1,t) &= -\pi \lambda Kn t^3, \quad 0 < t \leq 1 \\
  u(x,0) &= 0, \quad u_t(x,0) = 0, \quad 0 \leq x \leq 1
\end{align*}
\] (33)
The considered source heat \( F(x, t) \) is,

\[
F(x, t) = \left[ 3t^2 + \frac{6}{\Gamma(3 - \alpha)} t^{2-\alpha} + \frac{\pi^2 Kn^2}{3 \Gamma(1 + \alpha)} \left( t^3 + \frac{6B^\alpha}{\Gamma(4 - \alpha)} t^{3-\alpha}\right) \right] \sin(\pi x) 
\]

(35)

Also, the analytical solution is found to be \( U(x, t) = t^3 \sin(\pi x) \) \[^{32}\]. The following relations are used to calculate the numerical errors in base of the infinity norm and the convergence order,

\[
E_\infty(h) = \| U^K - u^K \|_\infty
\]

\[
Rate_1 = \log_2 \left( \frac{E_\infty(2h)}{E_\infty(h)} \right).
\]

(36)

In order to find the convergence order, the time interval is divided into \( K = \bar{T} \left( \frac{M}{L} \frac{\pi^2}{\alpha} \right) \) subintervals. In Tab. 3, our obtained results using the infinity norm and the convergence order are compared with those calculated by Ji et al.\[^{32}\] for \( Kn = \frac{2}{\pi} < 1, \lambda = \frac{1}{5}, B = \frac{1}{2}, \) and different values of \( \alpha \). Also, analogously,

| Ji et al. \[^{32}\] | Present results | \( h \) | \( \alpha \) |
|---------------|----------------|------|------|
| \( E_\infty(h) \) | \( Rate_1 \) | \( E_\infty(h) \) | \( Rate_1 \) |
| 1.637 \times 10^{-3} | 1.840 \times 10^{-3} | 0.05 | 0.3 |
| 2.012 | 4.057 \times 10^{-4} | 2.001 | 4.597 \times 10^{-4} | 0.025 |
| 1.997 | 1.016 \times 10^{-4} | 1.998 | 1.151 \times 10^{-4} | 0.0125 |
| 2.010 | 2.522 \times 10^{-5} | 1.994 | 2.890 \times 10^{-5} | 0.00625 |
| 1.982 \times 10^{-3} | | 2.112 \times 10^{-3} | 0.05 | 0.5 |
| 2.015 | 4.902 \times 10^{-4} | 1.981 | 5.349 \times 10^{-4} | 0.025 |
| 2.002 | 1.224 \times 10^{-4} | 1.999 | 1.338 \times 10^{-4} | 0.0125 |
| 2.001 | 3.057 \times 10^{-5} | 1.999 | 3.346 \times 10^{-5} | 0.00625 |
| 2.380 \times 10^{-3} | | 2.477 \times 10^{-3} | 0.05 | 0.7 |
| 2.009 | 5.913 \times 10^{-4} | 1.993 | 6.223 \times 10^{-4} | 0.025 |
| 1.998 | 1.480 \times 10^{-4} | 1.998 | 1.558 \times 10^{-4} | 0.0125 |
| 2.000 | 3.700 \times 10^{-5} | 2.000 | 3.894 \times 10^{-5} | 0.00625 |

the numerical results comparison for the parameters \( Kn = \frac{4}{\pi} < 1, \lambda = \frac{1}{10}, \)
and $B = \frac{4}{3}$ are displayed in Tab. 4. According to Tabs. 3 and 4, as one expects, the convergence order goes to $O(h^2)$, and also as time and space steps decrease, the value of the numerical error based on the infinity norm reduces. As it is shown in Tab. 3, the average relative error between our results and the one reported in [32], for the infinity norm error and the convergence error at $Kn = \frac{2}{\pi} < 1$ are obtained. The error is calculated using the relative error formula which, here, is the difference between the obtained results and the result reported in [32], divided by the available data [32]. The infinity norm error and the convergence error are obtained, subsequently, as 9 and 0.5 percent. Also, the Tab. 4 demonstrates that the obtained errors when $Kn = \frac{4}{\pi} > 1$ holds, are less than 20 and 0.5 percent. Moreover, comparison between the analytical results and the numerical data obtained from the finite difference scheme is shown in Fig. 2. It is seen that the numerical results corresponding to $Kn = \frac{2}{\pi}$ and $Kn = \frac{4}{\pi}$ for $\alpha = 0.7$ present acceptable consistency with the analytical results, and the average relative error for both results is less than one percent.

Table 4: The infinity norm and the rate of convergence for $Kn = \frac{4}{\pi} > 1$.

|                | Ji et al. [32] | Present results | $h$   | $\alpha$ |
|----------------|---------------|-----------------|-------|---------|
| $E_\infty(h)$ |               | $E_\infty(h)$   |       |         |
| Rate$_1$      |               | Rate$_1$        |       |         |
| 2.498 $\times$ 10$^{-3}$ | 3.013 $\times$ 10$^{-3}$ | 0.05  | 0.3     |
| 1.985 $\times$ 10$^{-4}$ | 7.654 $\times$ 10$^{-4}$ | 0.025 |         |
| 1.981 $\times$ 10$^{-4}$ | 1.939 $\times$ 10$^{-4}$ | 0.0125 |         |
| 1.993 $\times$ 10$^{-5}$ | 4.912 $\times$ 10$^{-5}$ | 0.00625 |         |
| 3.087 $\times$ 10$^{-3}$ | 3.645 $\times$ 10$^{-3}$ | 0.05  | 0.5     |
| 1.997 $\times$ 10$^{-4}$ | 9.289 $\times$ 10$^{-4}$ | 0.025 |         |
| 1.993 $\times$ 10$^{-4}$ | 2.339 $\times$ 10$^{-4}$ | 0.0125 |         |
| 1.995 $\times$ 10$^{-5}$ | 5.873 $\times$ 10$^{-5}$ | 0.00625 |         |
| 3.685 $\times$ 10$^{-3}$ | 4.323 $\times$ 10$^{-3}$ | 0.05  | 0.7     |
| 2.002 $\times$ 10$^{-4}$ | 1.089 $\times$ 10$^{-3}$ | 0.025 |         |
| 1.997 $\times$ 10$^{-4}$ | 2.730 $\times$ 10$^{-4}$ | 0.0125 |         |
| 1.999 $\times$ 10$^{-5}$ | 6.832 $\times$ 10$^{-5}$ | 0.00625 |         |

4.3. Verification: Case two

In this section, the case presented in Fig. (b) has been investigated. Due to the lack of analytical solutions, the maximum numerical error and
Figure 2: Comparison of analytical and numerical results of Ji et al. [32] considering the case 1 for different values of $\alpha$, $h=0.00625$, and $\tau=0.001$. 
convergence error are calculated via,

\[ H_\infty(h) = \max \left| u^K_i(h, \tau) - u^{2K_i}(\frac{h}{2}, \frac{\tau}{2}) \right|, \quad 0 \leq i \leq M \]

\[ \text{Rate}_2 = \log_2 \left( \frac{H_\infty(2h)}{H_\infty(h)} \right) \quad (37) \]

Here, the governing equation and the boundary equations are described respectively, by Eqs. (10), (13), and (14). The maximum numerical error and the convergence order for this case when \( T = 1, L = 1, B = 0.25, \lambda = 1, \phi_1(t) = 0, \phi_2(t) = 2, \psi_1 = 0, \psi_2 = 0, F(x,t) = \sin(x), \) and \( Kn = 10. \) The obtained results are dispensed in Tab. 5. As the results suggest, as the space and time steps decrease, the value of the maximum numerical error reduces and the convergence order goes to \( O(h^2). \)

### 4.4. Verification: Case three

Here, thermal analysis of a silicon slab with uniform heat generation zone and temperature jump boundary condition like what presented in Fig. 1 has been performed using a fractional DPL model. The thermal properties of silicon are presented in Tab. 6. Again, the governing equation and the

| Ji et al. [32] | Present results | \( h \) | \( \alpha \) |
|---------------|----------------|-------|-------|
| \( H_\infty(h) \) | \( \text{Rate}_2 \) | \( H_\infty(h) \) | \( \text{Rate}_2 \) |
| 8.262 \times 10^{-6} | 1.767 \times 10^{-6} | 5.698 \times 10^{-6} | 0.05 | 0.3 |
| 2.225 | 2.261 | 1.189 \times 10^{-6} | 0.025 |
| 2.110 | 2.089 | 2.796 \times 10^{-7} | 0.0125 |
| 2.089 | 2.046 | 6.769 \times 10^{-8} | 0.00625 |
| 3.429 \times 10^{-6} | 3.819 \times 10^{-6} | 0.05 | 0.5 |
| 2.326 | 2.195 | 8.340 \times 10^{-7} | 0.025 |
| 2.279 | 2.125 | 1.912 \times 10^{-7} | 0.0125 |
| 2.208 | 2.086 | 4.502 \times 10^{-8} | 0.00625 |
| 9.569 \times 10^{-6} | 6.985 \times 10^{-6} | 0.05 | 0.7 |
| 1.938 | 1.882 | 1.895 \times 10^{-6} | 0.025 |
| 1.954 | 1.950 | 4.903 \times 10^{-7} | 0.0125 |
| 1.977 | 1.982 | 1.241 \times 10^{-7} | 0.00625 |
Table 6: Thermal properties of silicon [11]

| $\rho C_p$ (Jm$^{-3}$K$^{-1}$) | $\tau_q$(ps) | $L_z$(nm) | $\Lambda$(nm) | $L_c$(nm) | $T_0$(K) |
|-----------------------------|--------------|-----------|--------------|-----------|----------|
| 1.5 $\times$ 10$^6$         | 33.33        | 50        | 100          | 10        | 300      |

boundary equations are presented, respectively, by Eqs. (10), (13), and (14). Also, the heat source is considered as,

$$f(x, t) = \begin{cases} 
10^{19} \text{ (Js}^{-1}\text{m}^{-3}), & 0 \leq x \leq \frac{L_z}{5L_c}, \quad 0 \leq t \leq \bar{T} \\
0, & \frac{L_z}{5L_c} < x \leq \frac{L_z}{L_c}, \quad 0 \leq t \leq \bar{T}
\end{cases} \tag{38}$$

In order to numerically investigate the problem, parameters $B = 0.05$, $Kn = 10$ and $\lambda = \sqrt{0.0037 + 0.4022e^{-Kn}}$ are taken from Ghazanfarian and Abbassi [34]. Also $\phi_1(t)$, $\phi_2(t)$, $\psi_1(x)$, and $\psi_2(x)$ are zero and the maximum numerical error and convergence order for $\bar{T} = 2$ are presented in Tab. 7. As it is obvious, by halving the space and time step, maximum numerical error decreases and the convergence order tends to $O(h)$ as expected. As reported in Tab. 7 the average relative error of the maximum numerical error and the convergence order at $Kn = 10$ is almost zero and the obtained numerical results are in good agreement with that of Ji et al [32]. The temperature profile for different values of $\alpha$ at $Kn=10$ when $t=200$ ps are shown in Fig. 3. As it is seen in Fig. 3(a), when $t = 200ps$, for $\alpha$ being 0.3, 0.5, 0.7 and 0.9, the maximum temperature is respectively, 304.8, 305.4, 305.5 and 305.6 K. Also, Fig. 3(b) demonstrates the temperature distribution at $X = 7.5nm$ for different values of $\alpha$ and $Kn=10$. Evidently, for $\alpha$ being 0.7 and 0.9 there exist oscillations at the beginning of the plot that indicates temperature instability.

4.5. Verification: Case four

For the fourth case of verification, the heat transfer at a one-dimensional slab without a heat source considering the Dirichlet boundary condition, as shown in Fig. 1(d), is studied. The case is investigated for different values of the Knudsen numbers and the obtained results are compared with the data available from Basirat and Ghazanfarian [38]. Here, the governing equation
Figure 3: a) Temperature distribution for the case three of verification at $t=200$ ps, (b) temporal variation of temperature distribution at $X=7.5$ nm and $Kn=10$. 
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Table 7: The maximum value of the numerical error and the convergence order for $Kn = 10$

| Ji et al. [32] | Present results | $h$ | $\alpha$ |
|---------------|-----------------|-----|----------|
| $H_{\infty}(h)$ | $Rate_2$ | $H_{\infty}(h)$ | $Rate_2$ |
| 1.460 × 10^{-3} | 1.099 6.816 × 10^{-4} | 1.063 3.263 × 10^{-4} | 1.000 1.632 × 10^{-4} |
| 1.571 × 10^{-3} | 1.066 7.504 × 10^{-4} | 0.983 3.797 × 10^{-4} | 1.002 1.896 × 10^{-4} |
| 1.644 × 10^{-3} | 1.021 8.100 × 10^{-4} | 1.004 4.040 × 10^{-4} | 1.001 2.018 × 10^{-4} |

is Eq. 10 as well. Also the boundary and initial conditions are,

$$u(0, t) = (T_w - T_0)/T_0, \quad 0 < t \leq \bar{T}$$
$$u(1, t) = 0, \quad 0 < t \leq \bar{T}$$
$$u(x, 0) = 0, \quad u_t(x, 0) = 0, \quad 0 \leq x \leq 1.$$  \hspace{1cm} (39)

We have considered $T_0 = 300$ K and $T_w = 360$ K. The non-dimensional temperature $U = \frac{T - T_0}{T_w - T_0}$ for $Kn=1$ is plotted in Fig. 4. The comparison between the obtained non-dimensional temperature profile and the data available from the Fourier, the BDE equations, and the DPL models [38], when $Kn=1$ and $\bar{T} = 2$, is carried out. We have taken $\alpha \approx 1$ in our developed fractional DPL scheme. Fig. 4 presents an appropriate consistency with our results and the one appeared in [38]. The results present a sudden drop in temperature in the temperature distribution profile. So the obtained results present better consistency with that of the BDE model in points near to the bottom boundary. The average relative error between our results and the one obtained by Basirat et al. when $Kn=1$, $T = 2$, is less than 3% and 5%, respectively, for $B=0.01$ and $B=0.05$. 
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Figure 4: Comparison of the normalized temperature distribution using the Fourier’s law, the BDE model, the DPL model [38], and the fractional DPL model at $Kn = 1$ and $\bar{T} = 2$. 
4.6. Verification: Case five

As Fig. (e) suggests, the verification case number five deals with investigation of the one-dimensional silicon slab without heat source, including the temperature jump boundary condition. The results are verified with the data in [17]. Here, the initial temperature of the silicon slab is $T_0=300$ K and its length is $L_z=1000$ nm. As there exists no heat source, the characteristic length is equal to the slab length. Also, the thermal properties are presented in Tab. 6. In order to investigate the temperature profile in the silicon slab, the top temperature is increased up to $T_w=360$ K while the bottom boundary is kept at the environment temperature. As previously mentioned, the value of parameters $B$ and $\lambda$ along with the order of the fractional DPL model $\alpha$, for each time, should be found such that the results obtained from the fractional DPL coincides with that of the Boltzmann equation. Determining several different constants for various cases is not desirable as using them is not easy. Here, the following parameters for $B$ and $\lambda$ are obtained,

$$B = \begin{cases} 
0.1t \left[ \Gamma(1 + \alpha) \right]^{-1/\alpha}, & t \leq \left[ \Gamma(1 + \alpha) \right]^{1/\alpha} \\
0, & t > \left[ \Gamma(1 + \alpha) \right]^{1/\alpha}
\end{cases}$$

$$\lambda = \begin{cases} 
0.7t \left[ \Gamma(1 + \alpha) \right]^{-1/\alpha}, & t \leq 0.1 \left[ \Gamma(1 + \alpha) \right]^{1/\alpha} \\
0.5, & t > 0.1 \left[ \Gamma(1 + \alpha) \right]^{1/\alpha}
\end{cases}$$

(40)

Also, the parameter $\alpha=0.975$ is found to show better consistency of the results. As it is obvious, reaching the steady state, $B$ and $\lambda$ become constant. Due to slow penetration of the heat for case $Kn=0.1$, the non-dimensional temperature distributions for $\bar{T}=1$, $\bar{T}=10$, and $\bar{T}=100$ are plotted in Fig. 5. The justifiable consistency between the results calculated from fractional DPL and the available data from Shomali et al. [17] were found. While the average relative error between what obtained from the DPL and the Boltzmann models is about 13%, this error is less than 11% for the results calculated from the fractional DPL model and the Boltzmann equation. This suggests that the fractional DPL model along with the temperature jump boundary condition can predict more precious temperature profiles.

5. Results and discussions

The five cases of studies are presented in Fig. (f)-(j). The considered heat source and the boundary conditions are similar to what exists in a real
Figure 5: The non-dimensional temperature distribution obtained from Boltzmann transport equation, the DPL model [17], and fractional DPL at $Kn = 0.1$.

transistor. The initial temperature of the MOSFET is taken to be the room temperature, $T_0 = 300$ K. As Fig. 1 (f) shows, the first investigated geometry consists of a very thin silicon layer, which has a heat generation zone near the top boundary. The most generated heat is conducted towards the bottom boundary, and finally is discharged to the surrounding environment. This approximation is valid unless there exists no heat flow through the top boundary. In other words, due to creation of the oxide layer which has almost infinite thermal resistance on top of the MOSFET, the top boundary is considered isolating. The temperature at the bottom boundary is the room temperature and the heat generation zone of $Q=10^{19} \text{ W/m}^3$ and length $L_h=10 \text{ nm}$ is contemplated. The length of the transistor is $L_z=50 \text{ nm}$. This structure is investigated for two cases of (a) constant thermal properties, and (b) film-dependent thermal characteristics. The next studied geometry, Fig. 1 (g) is a transistor with a buried silicon oxide on top of the silicon layer. Other conditions in this case are similar to that of the case in Fig. 1 (f). In an additional step, the silicon channel is replaced with the newest proposed quasi-one-dimensional channels [1]. Two materials of In$_4$Se$_3$ and TiS$_3$ are taken into account. Such transistors shown in Figs. 1 (i) and (j)
are called quasi-one-dimensional transistors. Also, in order to investigate the functionality and reliability of these MOSFETs in comparison with the one including the silicon channel, the geometry in Fig. 1 (h) is also studied. As the Figs. 1 (h)-(j) suggests the temperature of the bottom boundary according to the room temperature and the temperature jump boundary condition is assumed. Also, $Q=10^{19} \text{ W/m}^3$ is located at the middle of the channel. The parameters $L_h=10 \text{ nm}$ and $L_z=50 \text{ nm}$ are also utilized. In these five studied geometries, $L_h$ is considered as the characteristic length. Also, $\lambda$ and $B$ are defined in Eq. 40. Moreover, as previously mentioned for a solid material, the thermal conductivity is $k=\rho C_p |v| \Lambda^3$. On the other hand, it should be noted that if the transistor length $L_z$ is much larger than the phonon mean free-path $\Lambda$, the limited size effects appear. Under this circumstance, the mean free path of phonons is calculated as:

$$\frac{1}{\Lambda_{eff}} = \frac{1}{\Lambda} + \frac{4}{L_z}. \tag{41}$$

As $\Lambda$ can be replaced from $\Lambda=|v| \tau$, the $\Lambda_{eff}$ is obtained as:

$$\frac{1}{\Lambda_{eff}} = \frac{\rho C_p |v|}{3k} + \frac{4}{L_z}. \tag{42}$$

Also, the thermal conductivity is calculated via:

$$\frac{1}{k_{film}} = \frac{1}{k} + \frac{12}{\rho C_p |v| L_z}. \tag{43}$$

Eq. 43 suggests that the silicon film thermal conductivity is always less than that of the bulk silicon. Considering the size effect in nano dimension, for certain, makes the obtained results more reliable. Also, the thermal properties of silicon, silicon dioxide, TiS$_3$, and In$_4$Se$_3$ are presented in Tab. 8.

5.1. Result: Cases (I) and (II)

In this section, the first case, Fig. 1 (f), is studied while the bulk and also film thermal conductivity are taken into account. For all case studies, the parameters defined in Eq. 40 are utilized. Figs. 6 (a), (c), (e) show, respectively, the temperature and heat flux distributions at $t=10$, and the maximum temperature obtained from the fractional DPL model with con-
considering the bulk thermal conductivity. Also, Figs. 6 (b), (d), (f) show the results when the film thermal characteristics are considered. As it is seen in Figs. 6 (a) and (b), considering size dependency of the thermal properties, changes the temperature distribution such that the temperature jump at the bottom boundary decreases. This decrement is due to the decrease of thermal conductivity from 150\(Wm^{-1}K^{-1}\) to 16.67\(Wm^{-1}K^{-1}\) which itself, results in reduction of the Knudsen number from 10 to 1.5. So, the temperature jump controlling term, \(\Lambda Kn\) also decreases. As the thermal conductivity decreases, the total time in which all the transistors are affected by the heat generation zone increases. Consequently, the time for reaching the steady state condition augments. Moreover, Fig. 6 (a) suggests that as the \(\alpha\) increases, the temperature jump at the bottom boundary decreases, and the whole temperature distribution plot is placed lower. This trend is recognizable for the heat flux plot. Further, for a silicon transistor with size dependent thermal characteristics where the Knudsen number decreases by 1.1, the temperature jump at the bottom boundary is not sensible for all values of \(\alpha\). Increasing \(\alpha\), the penetration heat decreases. In other words, when \(\alpha\) reaches 1, the heat penetration becomes smaller. As the temperature jump reduces, for the similar time, the temperature in all positions takes higher values. The heat flux also obeys such behavior. It is worthy to mention that when the transistor size becomes much larger than the phonon mean free-path, the difference between the results appearing from taking film dependent or constant bulk thermal properties vanishes. It is obvious that the reason is reaching the bulk limit by increasing the system size. Additionally, the time dependency of the peak temperature rise is presented in Figs. 6 (e) and (f). It is found that the maximum temperature obtained from the fractional DPL model is always larger when the size dependent thermal properties are considered. For example, at \(t=40\) ps and when \(\alpha \approx 1\), the maximum temperature rise
is 32 K and 112 K, respectively for constant bulk and size-dependent thermal characteristics. On the other hand, the maximum temperature for the same system when considering both size and temperature dependent thermal properties, calculated from the common DPL model, is reported as 55 K and 112 K [17]. Figure 6 (e) also shows that when $\alpha$ is equal to 0.7, 0.9, and almost 1, oscillations appear in maximum temperature plot which present the negative-bias temperature instability (NBTI) [45, 46, 47]. This phenomenon identified as the short-memory principle is observed in the works [33, 48]. In consequence, taking into account the bulk thermal properties for the film structures, notably underestimates the obtained temperature profiles and the peak temperature rise. So, it is important to consider the size-dependent thermal properties of the film structures, in order to calculate a more accurate temperature distribution.

In the following, the results for the second case, Fig. 1 (g), will be presented. Here, the heat generation zone is considered at the top of the transistor, at a place where there exists silicon dioxide. Using SiO$_2$ makes the effective electrical capacitance reduce, and it increases the operating speed [49]. On the other hand, the temperature increase in the oxide layer which is due to the lower thermal conductivity coefficient of SiO$_2$ relative to the Si, can cause the transistor failure. In SiO$_2$/Si transistors, the silicon layer with high thermal conductivity increases the heat transfer, and helps the generated heat in the heating source to leave. So, the buried oxide layer operates like a cage for the heat such that the heat tends to flow from the silicon body. Figures 7 (a) and (b) show the temperature profile for the SiO$_2$/Si transistors with bulk and size-dependent thermal properties. It is obvious that the low thermal conductivity of the SiO$_2$ has caused the temperature increase remarkably such that the temperature everywhere in the SiO$_2$/Si transistor is larger than that of Si transistor without any SiO$_2$ layer. At the same time, considering the limited size effect reduces the thermal conductivity of the SiO$_2$ from 1.4Wm$^{-1}$K$^{-1}$ to 1.35Wm$^{-1}$K$^{-1}$. This also causes the Knudsen number to decrease from 0.04 to 0.0394. So, considering the size-effects makes the thermal conductivity and the Knudsen number in the SiO$_2$ layer to change slightly. Consequently, As Figs. 7 (a) and (b) show, the low thermal conductivity of SiO$_2$ also makes the temperature distribution behavior very similar in SiO$_2$ parts of the transistor with both different defined thermal properties. Also, taking into account the size-effects in the silicon part of the transistor results in prominent decrement of thermal conductivity and Knudsen number, subsequently, from 150Wm$^{-1}$K$^{-1}$ to 16.67Wm$^{-1}$K$^{-1}$ and from
Figure 6: The temperature profile, heat flux distribution and variation of the peak temperature for the case (I) considering the bulk thermal conductivity are subsequently presented in (a), (c), (e). Also, the figures (b), (d), (f), show the same as (a), (c) and (e) but for case (I) with the film thermal conductivity. The figures are plotted at t=10 ps.
10 to 1.1. Accordingly, the temperature profile plots for the two cases with different bulk or size-dependent thermal properties are completely dissimilar. Besides, the size-dependent thermal specificities give rise to increment of the temperature at two-layer contact area, such that the temperature value for $\alpha \simeq 1$ increases from 301.8 K to 310.1 K.

Figure 7: Temperature distribution obtained from the fractional DPL model for the case (II) at 10 ps, (a) film properties, (b) bulk properties.

5.2. Result: Cases III-V

In this section, the obtained results for the cases presented in Figs. (h), (i), and (j), while considering the film-dependent thermal properties, are discussed. As previously mentioned, the heat generation zone is considered at the center of the transistor. In Figs. (8) (a), (c), and (e), the temperature distribution profiles obtained from fractional DPL model, respectively, for silicon, TiS$_3$, and In$_4$Se$_3$ at $t=10$ ps are given. It is obvious that the temperature of the silicon transistor presents a higher value all over the transistor relative to the TiS$_3$ and In$_4$Se$_3$ temperature, for all values of $\alpha$. Also, as $\alpha$ augments, the temperature jump value at the right boundary decreases while the temperature increases. Also, in similarity to the previously studied geometries, with $\alpha$ reduction, the heat penetration over the transistor length enhances. For $\alpha \simeq 1$, the maximum temperature rise for the silicon transistor at $t=10$, is 24.72 K. Further, as the Knudsen number is 1.1, reducing
and increasing the temperature jump at the bottom boundary, the peak temperature in early times ($t<3.28$ ps), has larger values. The temperature distribution profiles of TiS$_3$ and In$_4$Se$_3$, obtained from the fractional DPL model at $t=10$ ps for different values of $\alpha$, are respectively shown in Figs. 8 (c) and (e). It is obtained that for the same values of $\alpha$, the temperature profile for In$_4$Se$_3$ MOSFET is placed in a higher temperature range relative to TiS$_3$. This can be justified as the Knudsen number, the temperature jump, and the heat flux phase lag for In$_4$Se$_3$ ($Kn=0.083$ and $\tau_q=0.414$ ps) are smaller than that of TiS$_3$ ($\tau_q=0.447$ ps and $Kn=0.158$). Also as Fig. 8 (a) suggests, due to the larger value of the Knudsen number and the temperature jump for the silicon FET relative to the geometries presented in Fig. 4 (i) and (j), the temperature distribution around boundaries, increases in value with $\alpha$ reduction. Also comparing Figs. 8 (a), (c), and (e), one finds the heat penetration in the silicon MOSFET is higher than in titanium trisulfide and tetraindium triselenide MOSFETs. Further, the localized heating is also obvious. The maximum temperature time-variation plot of TiS$_3$ and In$_4$Se$_3$ are demonstrated in Figs. 8 (d) and (f). It is shown that the peak temperature rise when $\alpha \simeq 1$, is 19.63 and 61.48, respectively, for TiS$_3$ and In$_4$Se$_3$. Conclusively, as the results for the maximum temperature of Si, TiS$_3$ and In$_4$Se$_3$ confirm, the TiS$_3$ FET having the least peak temperature rise, has the highest reliability. Also, as Fig. 9 demonstrates, this trend is also seen for longer periods of time. So one can deduce that, the formed hot spot in the titanium trisulfide FET is cooler than the other two studied MOSFETs. So, the TiS$_3$ FET is suggested as the suitable replacement for the old-fashioned silicon transistors.

6. Conclusions

Due to the need for increasing the performance of electronic devices, reducing the sizes of these systems is inevitable. On the other hand, as the system characteristic length decreases, the Fourier law loses its validity. Instead, atomistic methods such as the molecular dynamics (MD) simulation or the phonon Boltzmann equation (PBE) are utilized. These methods have high computational costs, and also owing to their complexity, there exist limitations for applying them in complex structures. So, researchers with the help of precious results obtained from the atomistic methods can provide new models for modified classical equations like the DPL model. The new proposed models can produce accurate atomistic results with lower compu-
Figure 8: (a), (c) and (e), the temperature distribution at \( t = 10 \) ps, respectively for, silicon, TiS\(_3\), and In\(_4\)Se\(_3\) quasi-one-dimensional transistors. (b), (d), and (f), the variation of the peak temperature in the, respectively, silicon, TiS\(_3\), and In\(_4\)Se\(_3\) transistors with film thermal properties.
Figure 9: The same as Fig. 8 but when $t=50$ ps.
tational costs. In this regard, there have been many attempts to employ the DPL model for nanoscale problems. Recently, the combination of the fractional calculus and the phase lag theory, leading to more accurate results, has been the center of interest. On the other hand, the newly proposed TiS$_3$, and In$_4$Se$_3$ FETs are obtained to be suitable candidates for the silicon channel replacements.

In the present study, the fractional DPL model discretized using the finite difference scheme is utilized to investigate the one-dimensional MOSFETs and quasi-one-dimensional FETs. To fulfill this aim, first, verification of the developed fractional DPL model has been performed considering five different cases. Then the elaborated fractional DPL method is applied for the newly quasi-one-dimensional suggested transistors while the thermal properties are taken to be size-dependent. It is obtained that considering size-dependent thermal characteristics make the peak temperature rise to increase, up to 250%. In other words, considering the bulk thermal properties for film structures, remarkably underestimates the obtained temperature profiles and the temperature rise. So, it is important to consider the size-dependent thermal properties of the film structures, in order to obtain a more accurate temperature distribution. Also, it has reduced the temperature jump at the bottom boundary. The maximum temperature of the hotspot. The reliability has been investigated for the FET containing new two-dimensional proposed materials with quasi-one-dimensional band gap, named as TMT. It has been obtained that among the studied FETs, the transistor with titanium trisulfide channel presents the least temperature increase (19.63 K). Hence, TiS$_3$ can be suggested as the noteworthy substitution of the silicon channel. Also, considering $\alpha=0.975$ for $Kn=0.1$ is found to present better results.
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