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Abstract

Different from the Single Image Super-Resolution (SISR) task, the key for Video Super-Resolution (VSR) task is to make full use of complementary information across frames to reconstruct the high-resolution sequence. Since images from different frames with diverse motion and scene, accurately aligning multiple frames and effectively fusing different frames has always been the key research work of VSR tasks. To utilize rich complementary information of neighboring frames, in this paper, we propose a multi-stage VSR deep architecture, dubbed as PP-MSVSR, with local fusion module, auxiliary loss and re-align module to refine the enhanced result progressively. Specifically, in order to strengthen the fusion of features across frames in feature propagation, a local fusion module is designed in stage-1 to perform local feature fusion before feature propagation. Moreover, we introduce an auxiliary loss in stage-2 to make the features obtained by the propagation module reserve more correlated information connected to the HR space, and introduce a re-align module in stage-3 to make full use of the feature information of the previous stage. Extensive experiments substantiate that PP-MSVSR achieves a promising performance of Vid4 datasets, which achieves a PSNR of 28.13dB with only 1.45M parameters. And the PP-MSVSR-L exceeds all state of the art method on REDS4 datasets with considerable parameters. Code and models will be released in PaddleGAN 1.

1. Introduction

The task of video super-resolution (VSR) is to recover the corresponding high-resolution (HR) counterpart from a given low-resolution (LR) video. VSR technology has received greater interest from researchers in recent years as a result of the explosive growth of video data over the internet, and it has become one of the research spots. VSR is also an ill-posed problem same as single-image super-resolution (SISR). However, unlike SISR, VSR requires not only the attention of the corresponding low-resolution frame, but also the utilization of information from consecutive frames in video sequences.

With the development of CNN network, various methods have been proposed to address the problem. Some early methods continued the idea of SISR and did not make good use of continuous video frame information, which also led to unsatisfactory final results. In order to make better use of continuous video frame information, recent methods often include multiple modules, such as inter-frame fusion, alignment, propagation and reconstruction modules. According to whether the video frames are explicitly aligned, VSR method can be categorized into two main groups: methods without alignment and methods with alignment. Although the unaligned method [29, 28, 8] has a simple network structure, the restoration result for large motion videos is usually poor. To tackle this problem, a few studies [13, 11] have used 3D convolution to capture the relation between frames. To exploit similar patches across frames, MuCAN [14] employs a temporal multi-correspondence aggregation approach. These networks, on the other hand, usually have a huge number of parameters.

The sliding-window framework [1, 30, 25, 29, 24] is a

---

* Both authors contributed equally to this work.
1 https://github.com/PaddlePaddle/PaddleGAN.
prevalent solution in which each frame in the video is restored using frames from a short temporal window. Despite the fact that the input consists of numerous consecutive video frames, sliding-window is comparable to treating the restoration of each video frame as a separate task for the full video sequence. A recurrent framework [22, 7, 8, 2], in contrast to the sliding-window framework, aims to exploit long-term interdependence by propagating latent features. In comparison to the sliding-window structure, these methods allow for a more compact model. As a result, the recurrent network’s effect is highly dependent on the length of the video sequence. Recently, a few studies [6, 27] have attempted to integrate the ideas of two frameworks. They either have a large number of parameters or the restoration result isn’t very promising.

To address the aforementioned issues, we combine the idea of sliding-window framework and recurrent framework. A multi-stage framework was proposed to decompose a VSR pipeline into multiple sub-stage.

The main contributions of this paper are as follows:

1. We propose a multi-stage network that combines the idea of sliding-window VSR and recurrent VSR, which makes full use of the information from the previous stage to gradually repair the video frame.

2. We design a local fusion module as stage-1, which performs local feature fusion before feature propagation to enhance the fusion of features across frames in feature propagation.

3. We add an auxiliary loss in stage-2 to make the features obtained by the propagation module reserve more correlated information connected to the HR space. And at the latter stage, the propagation module will be aligned to this feature.

4. We propose a re-alignment module (RAM) in stage-3 that fusion the alignment information of the previous stage to further align the feature information of adjacent video frames.

2. Related Work

Sliding-window Networks. Some early VSR methods [10, 16] directly use the SISR architectures to reconstruct the video frame by frame. As a result, the temporal information between adjacent frames isn’t fully utilized. To address this problem, recent methods designed a lot of sophisticated modules. PFNL [29] proposes a progressive fusion block to fuse a short temporal frames directly. DUF [9] utilizes dynamic upsampling filters to estimate motions implicitly. TDAN [24] proposes a temporal deformable alignment network to adaptively align the neighborhood frame at the feature level. Based on TDAN, EDVR [25], the champion method of NTIRE2019 VSR competition, further utilizes deformable convolution (DCN) to design a pyramid, cascading and deformable (PCD) alignment module.

Recurrent networks. Recurrent framework, in contrast to sliding-window framework, propagates the underlying information throughout the video sequence, demonstrating more powerful potential. FRVSR [22] proposes a frame-recurrent network to utilize the previously inferred information. RSDN [7] uses structure-detail decomposition module and hidden-state adaption module to propagate details of previous frames. RRN [8] uses a residual learning to stable training and boost the VSR performance. BasicVSR [2] rethinks some components of previous methods and proposes a framework, which combines the bidirectional propagation and a simple feature alignment module, obtains excellent results on the VSR task.

Multi-Stage Approaches. Some image restoration methods [5, 15, 19, 21, 31, 32] in low level vision tasks utilize a subnetwork at each stage to restore the image in a gradual manner. Such a design is effective since it decomposes the challenging image restoration task into smaller easier sub-tasks. However, Unlike SISR, VSR often contains more complex components. How to integrate the features obtained by different components in the network at various stages is critical to the final recovery result. In EDVR [25], they train the two networks separately, and then use the two networks as separate stages to add their respective results and finally get the final result. Although the effect is improved in the end, this non-end-to-end approach is cumbersome and not practical enough. OVSR [28] combines the idea of sliding-window framework and recurrent framework by using progressive fusion block from PFNL [29]. Although it works well on specific datasets, the result may be decrease when dealing with large motion videos due to the lack of alignment modules.

Alignment. More and more methods [24, 25, 2, 3], whether sliding-window frameworks or recurrent frameworks, have proved that the alignment of video frames is critical for VSR restore tasks. For approaches with alignment, there are two main methods: motion estimation and motion compensation (MEMC) or deformable convolution (DCN). For motion estimation, FRVSR [22] and BasicVSR [2] perform alignment at the image level using Spynet [20]. For motion compensation, TDAN and EDVR use DCN to perform alignment at the feature level. Then Chan et al. [3] investigates the the principle behind DCN alignment and flow-based alignment, and proposes the offset-fidelity loss. On this basis, BasicVSR++ further proposes a flow-guided deformable alignment module, which combines the idea of two techniques, demonstrated great power.

Fusion. Effective fusion of the extracted features is another critical step in the video restoration task. Some early methods use concatenate and convolutions to fuse all fea-
3. Proposed Method

3.1. Multi-stage Network

We first introduce the core idea of multi-stage video super-resolution (PP-MSVSR). As illustrated in Figure 2, the network combines the idea of sliding-window VSR and recurrent VSR, and conducts the restoring task using a multi-stage strategy.

To be specific, let $x_i$ be the input image, $g_i$ be the feature extracted from $x_i$ by multiple residual blocks, $f_{LFM}^i$ be the feature after LFM described in Sec 3.2, where $i \in \{1, 2, \cdots, N\}$ and $N$ is the number of input frames. The network extracts features from each video frame and performs a fusion of adjacent video frames by Local Fusion Module (FLM) in the Stage-1:

$$f_{LFM}^i = \mathcal{LM}(g_{i-1}, g_i, g_{i+1}).$$

Inspired by the power of recurrent VSR network, we use the same structure as BasicVSR++ to fuse the information from different video frames and local merged features and then propagates the underlying information between each video frame at the second stage. In addition, we add a auxiliary loss to make feature more closed to HR space.

At the third stage, let $f_2^i$ be the feature after Stage-2, let $m_2^{i+1 \rightarrow i}$ be the mask in Stage-2, let $o_2^{i+1 \rightarrow i}$ be the offset in Stage-2, $f_{aligned}^i$ be the aligned feature in Stage-3. We proposed a Re-Align module (RAM), which integrate offsets and masks of the stage-2 to facilitate precise motion compensation

$$f_{aligned}^{i+1} = \mathcal{RAM}(f_2^i, f_2^{i+1}, o_2^{i+1 \rightarrow i}, m_2^{i+1 \rightarrow i}).$$

The aligned features are sequentially fused, reconstructed, and upsampled, then the restored image is obtained.

3.2. Local Fusion Module

Inspired by the idea of sliding-window VSR, we designed a local fusion module in stage-1, denoted as LFM, to perform local feature fusion before feature propagation, which can strengthen cross-frame feature fusion in feature propagation. Specifically, as shown in Figure 3, the purpose of LFM is to let the features of the current frame fuse the information of its neighboring frames first, and then send the fused features to the propagation module.
The LFM first aligns adjacent features through flow-guided deformable alignment introduced by BasicVSR++ [3], and then merges the aligned adjacent features through concate and multiple residual blocks. When fusing 3 frames, the feature \( f_{LFM}^i \) can be expressed as

\[
   f_{LFM}^i = C(A_{FGD}(g_{i-1}, g_i, g_{i+1}), A_{FGD}(g_{i+1}, g_i)).
\]  

(3)

\( A_{FGD} \) is the flow-guided deformable alignment

\[
   \hat{g}_{i-1} = A_{FGD}(g_{i-1}, g_i) = D(g_{i-1}, o_{i-1}, m_{i-1}),
\]  

where \( D \) denotes deformable convolution. \( o_{i-1} \) denotes offset between \( g_{i-1} \) and \( g_i \), which combines the optical flow calculated by the SPynet [20] network and the offset calculated by deformable convolution. And \( m_{i-1} \) denotes modulation masks. \( C \) is concate and a stack of residual blocks

\[
   C(g_{i-1}, g_i, \hat{g}_{i+1}) = R(concat(g_{i-1}, g_i, \hat{g}_{i+1})).
\]  

(5)

The fused features \( f_{LFM}^i \) will be sent to the propagation module in the stage-2.

### 3.3. Auxiliary Loss

In the stage-2, we use the bidirectional propagation structure to propagate and fuse the information from different video frame, and use the flow-guided deformable alignment to align the features.

In addition, we add an auxiliary loss to make features more closed to HR space. To be specific, let \( f_{stage2}^i \) be the feature after propagation in stage-2. Then add auxiliary loss after upsampling \( f_{stage2}^i \)

\[
   AuxLoss = \frac{1}{N} \sum_{i=0}^{N} \sqrt{||Up(f_{stage2}^i) - Y_{gt}^i||^2 + \varepsilon},
\]  

(6)

where \( Up \) denotes upsampling and \( Y_{gt}^i \) denotes the ground truth.

### 3.4. Re-Align Module

Different from SISR, in order to better integrate the information of adjacent frames, VSR usually aligns adjacent frames with the current frame. In some large motion video restoration tasks, the role of alignment is particularly obvious. In the process of using a bidirectional recurrent neural network, there are often multiple identical alignment operations. In order to make full use of the results of the previous alignment operations, we propose a Re-Align Module, denoted as RAM, that can utilize the previously aligned parameters and achieve a better alignment result.

To be specific, as showed in Figure 4, previous mask and offset is used to pre-align the features

\[
   \hat{f}_{2+1} = D(f_{2+1}^i, o_{2+1}^i, m_{2+1}^i),
\]  

(7)

where \( \hat{f}_{2+1} \) denotes the pre-aligned features, \( D \) denotes deformable convolution, \( m_{2+1}^i \) and \( o_{2+1}^i \) denotes the mask and offset in Stage-2. The aligned features are then concatenated to produce residual DCN offsets

\[
   \hat{o}_{2+1}^i, \hat{m}_{2+1}^i = Conv(concat(\hat{f}_{2+1}^i, f_{2}^i)),
\]  

(8)

Finally, two offsets are used for feature alignment

\[
   f_{aligned} = D(f_{2}^i, o_{2}^i + \hat{o}_{2}^i, m_{2}^i + \hat{m}_{2}^i).
\]  

(9)

Then the aligned features are merged to reconstruct the restored image.

### 3.5. PP-MSVSR-L

Although the PP-MSVSR with the multi-stage architecture could achieve state-of-the-art performance in the models with the same parameter level, the performance is not the
4. Experiments

4.1. Datasets

We use the two prevalent datasets for training and testing: REDS[23] and Vimeo-90K [26]. REDS is a high-quality (720p) video dataset proposed in the NTIRE19 Competition. It contains 240 training clips, 30 validation clips and 30 testing clips (each with 100 consecutive frames). To be consistent with previous methods, we use REDS4 as our test datasets, and the remaining clips are used for training. For Vimeo-90K, which is a widely used datasets in VSR task, we use Vid4 [17], UDM10[29] , and Vimeo90K-T as test sets. All models are tested with 4× downsampling using Blur Downsampling (BD).

4.2. Implementation Details

We follow the most hyper-parameters of experiment in BasicVSR++. We used Adam optimizer\[12\] by setting $\beta_1 = 0.9, \beta_2 = 0.99$. Cosine Annealing learning rate scheduler\[18\] was adopted to decay the learning rate from $2 \times 10^{-4}$ to $2 \times 10^{-7}$. The initial learning rate of the main network and the flow network are set to $2 \times 10^{-4}$ and $2 \times 10^{-5}$ respectively. The total number of iterations is 300K, and the weights of the flow network are fixed during the first 2,500 iterations. The batch size is 16 and the patch size of input LR frames is $64 \times 64$. We use Charbonnier loss\[4\] since it has better performance over the conventional L1 Loss and MSE loss. Considering the parameters and FLOPs, we use a pre-trained flow network as our flow network, which is modified from SPYNet [20] for efficient purposes. More details of modified SPYNet can be referred to in the PaddleGAN. In order to prove the effectiveness of our method, we also trained a large model with considerable parameters.

4.3. Quantitative Results

We compare PP-MSVSR and PP-MSVSR-L with several state-of-the-art VSR methods with fewer parameters and more parameters, respectively.

**Table 1.** Quantitative comparison (PSNR/SSIM). All results are calculated on Y-channel except REDS4 [23] (RGB-channel). Bold indicate the best performance. The FLOPs is computed on an LR size of 180x320. A 4× upsampling is performed following previous studies. Blanked entries correspond to results not reported in previous works.

| Method       | FLOPs (G) | REDS4[23]   | UDM10[29]  | Vimeo-90K-T [26] | Vid4 [17]   |
|--------------|-----------|-------------|------------|-----------------|-------------|
| Bicubic      | -         | 26.14/0.7292| 31.30/0.8687| 21.80/0.5246    |             |
| DRVSR[23]    | 1.72      | 28.47/0.8253| -          | 25.52/0.7600    |             |
| FRVSR[22]    | 5.1       | 37.09/0.9522| 35.64/0.9319| 26.69/0.8103    |             |
| MTUDM[30]    | 5.92      | 38.02/0.9589| -          | 26.57/0.7989    |             |
| DUF[9]       | 5.8       | 38.05/0.9586| -          | 27.34/0.8327    |             |
| EDVR-M[25]   | 3.3       | 200         | 39.40/0.9663| 27.45/0.8406    |             |
| PFNL[29]     | 3.0       | 940         | 38.74/0.9627| -               |             |
| RLSP[6]      | 4.2       | -           | 38.48/0.9403| 27.48/0.8388    |             |
| TDAN[24]     | 2.29      | -           | 38.96/0.9644| 27.69/0.8488    |             |
| RRN[8]       | 3.4       | -           | -          | -               |             |
| OVSR[28]     | 1.89      | 110         | 39.37/0.9673| 27.99/0.8599    |             |
| PP-MSVSR     | 1.45      | 31.25/0.8884| 40.06/0.9699| 37.54/0.9499    | 28.13/0.8604|

**Table 2.** Quantitative comparison (PSNR/SSIM). All results are calculated on RGB-channel. Bold indicate the best performance. A 4× upsampling is performed following previous studies.

| Method       | Parameter (M) | REDS        |
|--------------|---------------|-------------|
| EDVR[25]     | 20.6          | 31.09/0.8800|
| Iconvsr[2]   | 8.7           | 31.67/0.8948|
| BasicVSR++[3]| 7.3           | 32.39/0.9069|
| PP-MSVSR-L   | 7.4           | **32.53/0.9083**|

**Table 3.** Ablation experiments of the components. Each component brings significant improvements in PSNR, verifying their effectiveness.

| Method       | A        | B        | C        | PP-MSVSR |
|--------------|----------|----------|----------|----------|
| RAM          | √        | √        | √        |          |
| LFM          |          | √        | √        |          |
| Aux-Loss     |          |          | √        |          |
| PSNR         | 31.01    | 31.07    | 31.19    | 31.25    |
on four testing datasets: REDS4[23], UDM10[29], Vimeo-90K-T[26] and Vid4[17]. In Table 1, we provide parameter and FLOPs for each method, and provide PSNR and SSIM for each validation datasets. It can be seen that PP-MSVSR achieves state-of-the-art performance on all datasets with the lowest parameters. In particular, compared with EDVR-M, a sliding window method, our PP-MSVSR surpasses REDS-M on four datasets with nearly half parameters and FLOPs, and the PSNR on the REDS datasets is 0.7dB higher than EDVR-M, the PSNR on the Vid4 datasets is 0.7dB higher than EDVR-M. And compared to light recurrent network RRN, the PSNR of PP-MSVSR with fewer parameters is 0.44dB higher on the Vid4 datasets, and 1.1dB higher on the UDM10 datasets. Compared with the recent OVSR, our PP-MSVSR uses fewer parameters to achieve higher results.

**PP-MSVSR-L.** Compared to state-of-the-art method EDVR[25], BasicVSR[2] and BasicVSR++[3], our PP-MSVSR-L achieved better results on both REDS datasets and Vid4 datasets, as listed in Table 2. In particular, compared with the current best method BasicVSR++, PP-MSVSR-L achieved higher results with nearly the same parameters.

### 4.4. Ablation Studies

In order to understand the contribution of the proposed components, we start with the baseline and gradually insert the components. As can be seen from Table 3, each component has brought considerable improvements, RAM has increased by 0.06dB, LFM has increased by 0.12dB, Auxiliary Loss has increased by 0.06dB in RSNR.

### 5. Conclusion

In this paper, we propose multi-stage VSR deep architecture PP-MSVSR based on BasicVSR++, and design LFM, auxiliary loss and RAM for its three stages respectively to refine the enhanced result progressively. Experiments show the effectiveness of these three modules. In the small parameter model, our PP-MSVSR achieves state-of-the-art performance on all datasets with lowest parameters. And in the large model parameters, compared with the state-of-the-art method BasicVSR++, PP-MSVSR-L achieved higher results with nearly the same parameters.
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