CLASSICAL HOMOLOGICAL STABILITY
FROM THE POINT OF VIEW OF CELLS

OSCAR RANDAL-WILLIAMS

Abstract. We explain how to interpret the complexes arising in the “classical”
homology stability argument (e.g. in the framework of Randal-Williams–Wahl)
in terms of higher algebra, which leads to a new proof of homological stability
in this setting. The key ingredient is a theorem of Damiolini on the con-
tractibility of certain arc complexes. We also explain how to directly compare
the connectivities of these complexes with that of the “splitting complexes” of
Galatius–Kupers–Randal-Williams.

1. Introduction

The goal of this note is to compare the classical approach to homological stabil-
ity, specifically the formalisation of Quillen’s approach given by Wahl and myself
[17], with the more recent approach via cellular $E_k$-algebras developed by Galatius,
Kupers, and myself [7]. It is an insight of Krannich [14] that the proper generality
for the classical approach is to work in the category of $\mathbb{N}$-graded topological spaces,
and start with a right $E_1$-module $M$ over an $E_2$-algebra $R$ equipped with compat-
tible $\mathbb{N}$-gradings, a stabilising element $\sigma \in R(1)$, and then ask about homological
stability of the sequence of maps

$$M(0) \rightarrow^{\sigma} M(1) \rightarrow^{\sigma} M(2) \rightarrow^{\sigma} M(3) \rightarrow^{\sigma} \cdots$$

In practice one may often take $M = R$ with its right $R$-action, but it is clarifying
to separate the two notions: it is then clear [14, Remark 2.19] that one may as well
replace $R$ by $E_2^+(1,*)$, the free unital $E_2$-algebra on a single point in grading 1,
and just consider the induced $E_2^+(1,*)$-module structure on $M$.

Viewed in this way, the constructions and results of [17, 14] beg to be explained
from the point of view of an $E_2^+(1,*)$-module cell-structure on $M$. Our first main
result does this: in Theorem 3.1 we will show that the cofibre of Krannich’s [14, §2.2]
“canonical resolution” $|R_\bullet(M)| \rightarrow M$ may be identified with the derived $E_2^+(1,*)$-
module indecomposables of $M$, so that the high-connectivity of the “spaces of
destabilisations” $|W_\bullet(A)|$ implies a vanishing line for the $E_2^+(1,*)$-module cells of
$M$ (at least after linearising). This leads to a new proof that the high-connectivity
of the $|W_\bullet(A)|$ implies homological stability, which we explain in Section 4. It also
has consequences for homology with twisted coefficients, and for representation
stability.

Our second main result is particular to the set up of [17], where a braided
monoidal groupoid $G$ (satisfying certain axioms) yields an $E_2$-algebra $R \simeq BG$. In
this setting, for a fixed stabilising object $\sigma$ of $G$ and each object $A$ of $G$ there is the space $|W_\bullet(A)|$ of destabilisations of $A$, as well as spaces $|Z^E_1(A)|$ and $|Z^E_2(A)|$
of “$E_1$- and $E_2$-splittings of $A$”. Proposition 7.1 will show that under appropriate conditions the homological connectivities of these three spaces are essentially equivalent.
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2. Recollections

There is some tension in comparing [14] and [7], because although they both deal with $E_2$-algebras and modules over them these notions are implemented in technically different ways. Namely, in [14] Krannich considers a 2-coloured operad $O$ equivalent to a certain suboperad the Swiss cheese operad $SC_2$, whose algebras $(M, R)$ are then considered as an $E_1$-module $M$ over an $E_2$-algebra $R$. On the other hand [7] considers unital algebras $R^+$ over the little 2-cubes operad, constructs a strictification $\overline{R}$ of the underlying $E_1$-algebra to an associative monoid, and then considers modules $M$ over this monoid. While Krannich’s formulation is more elegant, to take advantage of the large amount of machinery already developed in [7] we find it necessary to work in that setting, and in Section 2.3 we will redevelop Krannich’s ideas in that setting.

As the results we explain are principally of interest in the context of [7] we will freely use the basic notation and concepts of that paper without introducing them again, and only remind the reader of the most pressing or elaborate notions.

2.1. $N$-graded spaces. We shall often work in the category $\text{Top}^N = \text{Fun}(\mathbb{N}, \text{Top})$ of $N$-graded (compactly generated weak Hausdorff) topological spaces, where $\mathbb{N}$ is considered as a category with only identity morphisms. An object $X$ of this category simply consists of a collection $\{X(n)\}_{n \in \mathbb{N}}$ of spaces. If $V$ is a space, we write $n^*(V)$ for the $N$-graded spaces which is $V$ in grading $n$ and empty otherwise.

We endow this category with the symmetric monoidal structure $\otimes$ given by Day convolution, with $\mathbb{N}$ considered as a symmetric monoidal category under addition. More prosaically, it is given by

$$(X \otimes Y)(n) = \prod_{a+b=n} X(a) \times Y(n).$$

Using $\otimes$ we can therefore talk of associative algebra objects in $\text{Top}^N$, and of modules over them. We may also talk of $E_k$-algebras in this category, as explained in [7].

2.2. The associative algebra $S$. Following [7, Section 12.2.1] we use the following model for $E_2(1,\{\ast\})$, an associative unital monoid equivalent as an $E_1$-algebra to the free unital $E_2$-algebra on one generator in grading 1. Let $C_2(n)$ denote the $n$th space in the little 2-cubes operad, i.e. the space of tuples $e_1, e_2, \ldots, e_n : I^2 \to I^2$ of rectilinear embeddings having disjoint interiors.

Definition 2.1. Let $S$ be the $\mathbb{N}$-graded space with

$$S(n) = (0, \infty) \times C_2(n)/\Sigma_n$$

for $n > 0$, and $S(0)$ given by a single point, considered as $\{(0, \emptyset)\}$. We think of $S(n)$ as the space of pairs of a $t > 0$ and a set of $n$ unordered rectilinear embeddings $I^2 \to [0, t] \times [0, 1]$ with disjoint interiors, by the evident rescaling. In this interpretation, translation and disjoint union provide maps

$$S(n) \times S(m) \to S(n+m)$$
making $S$ into an associative unital monoid in $\mathbb{N}$-graded spaces, with unit $(0,0)$. We write $\sigma := (1, \mathrm{id}_T) \in S(1)$, or equivalently $\sigma : 1_{\ast} \to S$.

There is a homotopy equivalence between $S(n)$ and the space $C_n(\mathbb{R}^2)$ of configurations of $n$ unordered points in the plane (by passing first to the subspace with $t = 1$, then considering the map which sends a collection of embeddings $\{e_i : I^2 \to [0,1]^2\}$ to the collection of their centres $\{e_i(\frac{1}{2}, \frac{1}{2}) \in (0,1)^2 \cong \mathbb{R}^2\}$, which is a fibration with contractible fibres). As such, $S(n)$ is a model for the classifying space of Artin’s braid group $\beta_n$ on $n$ strands. The map $- \cdot \sigma : S(n-1) \to S(n)$ corresponds to the homomorphism $\beta_{n-1} \to \beta_n$ which adds one strand (to the right). We record two well-known facts about these maps:

(i) The homomorphism $\beta_{n-1} \to \beta_n$ is injective for all $n$.

(ii) The homomorphism $\beta_{n-1} \to \beta_n$ induces an isomorphism on homology in degrees $\ast \leq \frac{n-1}{2}$, and an epimorphism in degrees $\ast \leq \frac{n-2}{2}$. Equivalently, the relative homology groups satisfy $H_\ast(\beta_n, \beta_{n-1}; \mathbb{Z}) = 0$ for $\ast < \frac{n}{2}$.

The latter was first proved by Arnold [1], and there are many more recent proofs. The former is easy: the homomorphism lands in the subgroup of braids where the strand that starts at the rightmost point also ends at the rightmost point, and on this subgroup there is a splitting $\beta_{n-1,1} \to \beta_{n-1}$ given by forgetting this rightmost strand.

2.3. Strictifying Kranich’s framework. Let $M$ be a right $S$-module, and let us define the analogue of Kranich’s “canonical resolution” [14, §2.2]. This is almost a semi-simplicial ($\mathbb{N}$-graded) space augmented over $M$, but is indexed on a topological category $\tilde{\Delta}_{\text{inj}}$ homotopy equivalent to, but not equal to, $\Delta_{\text{inj}}$. We must first describe this category. We will work with Moore paths, write $\omega(\gamma)$ for the end of a Moore path $\gamma$, and write $\ast$ for concatenation of Moore paths.

**Definition 2.2.** For $[q], [p] \in \Delta_{\text{inj}}$ let $U([q], [p])$ denote the space of pairs of a $d \in S(p - q)$ and a Moore path $\mu$ in $S(p + 1)$ from $\sigma^{p+1}$ to $d \cdot \sigma^{q+1}$. There is a composition-law

$$U([\ell], [q]) \times U([q], [p]) \to U([\ell], [p])$$

given by $((e, \gamma), (d, \mu)) \mapsto (d \cdot e, \mu \ast (d \cdot \gamma))$, giving the structure of a topologically enriched category $U$ with the same objects as $\Delta_{\text{inj}}$.

For a morphism $i : [q] \to [p] \in \Delta_{\text{inj}}$ there is a path component $U([q], [p])$ containing the point given by $d = \sigma^{p-q}$ and $\mu$ a Moore loop corresponding to the braid on $(p+1)$ strands where the first $q+1$ strands go behind the rest to end at $i([q]) \subset [p]$, as in Figure 1. We let $\tilde{\Delta}_{\text{inj}}([q], [p]) \subset U([q], [p])$ consist of such path components; one checks it defines a subcategory of $U$ with the same objects as $\Delta_{\text{inj}}$.

![Figure 1. The braid $\mu$, where the points $i([q])$ are shown open.](image.png)

As in [14, Lemma 2.11] the space $\tilde{\Delta}_{\text{inj}}([q], [p])$ is homotopy discrete, and the map

$$\Delta_{\text{inj}}([q], [p]) \to \pi_0 \tilde{\Delta}_{\text{inj}}([q], [p])$$
described above is a bijection. This yields a functor $\tilde{\Delta}_{inch} \to \Delta_{inch}$ which is the identity on objects, and an equivalence on morphism spaces.

**Definition 2.3.** For a right $\mathbf{S}$-module $\mathbf{M}$, let $R_p(\mathbf{M})$ denote the $\mathbb{N}$-graded space which in grading $n$ consists of pairs of a point $a \in \mathbf{M}(n-p-1)$ and a Moore path $\gamma$ in $\mathbf{M}(n)$ ending at $a \cdot \sigma^p+1$. Consider this as an enriched functor $\tilde{\Delta}_{n}^{op} \to \text{Top}$ via the maps

$$\tilde{\Delta}_{n}^{op}([g],[p]) \times R_p(\mathbf{M}) \to R_q(\mathbf{M})$$

given by $((d,\mu),(a,\gamma)) \mapsto (a \cdot d, \gamma \ast (a \cdot \mu))$. Evaluating the Moore path at 0 gives an augmentation $R_\bullet(\mathbf{M}) \to \mathbf{M}$.

One then sets

$$|R_\bullet(\mathbf{M})| := \text{hocolim}_{p} R_p(\mathbf{M})$$

by analogy with the geometric realisation of a semi-simplicial space. Krannich’s development of homological stability in this setting takes as its axiom the high-connectivity of the map $\epsilon_M : |R_\bullet(\mathbf{M})| \to \mathbf{M}$, specifically that there is a $k \geq 2$ such that this map is $(n-2k)$-connected in grading $n$, for all $n$.

3. **The Canonical Resolution and Module Indecomposables**

Our main result is the following, showing that the homotopy cofibre of the “canonical resolution” has a conceptual meaning: it is the derived $\mathbf{S}$-module indecomposables.

**Theorem 3.1.** If $\mathbf{M}$ is a right $\mathbf{S}$-module, there is an equivalence of $\mathbb{N}$-graded spaces between the homotopy cofibre of $\epsilon_M : |R_\bullet(\mathbf{M})| \to \mathbf{M}$ and $Q^p_\bullet(\mathbf{M})$.

Let us write $\mathbf{S}_{>0}$ for the sub-$\mathbb{N}$-graded space of $\mathbf{S}$ which is empty in grading 0 and agrees with $\mathbf{S}$ otherwise. The following expands upon [14, Example 2.18].

**Lemma 3.2.** The augmentation $\epsilon_S : |R_\bullet(\mathbf{S})| \to \mathbf{S}$ is an equivalence onto $\mathbf{S}_{>0}$.

*Proof.* The space $R_0(\mathbf{S})(0)$ consists of a point $a \in \mathbf{S}(-1)$ and a Moore path to $a \cdot \sigma$, so is empty, and so the fibre of $\epsilon_S$ over the point of grading 0 is indeed empty.

The homotopy fibre of $\epsilon_S$ over $b \in \mathbf{S}(n)$ with $n > 0$ is, using [5, p. 180], equivalent to the realisation of the $\tilde{\Delta}_{n}$-space given by the homotopy fibres over $b$ of the maps $R_p(\mathbf{S}) \to \mathbf{S}$, but as these maps are fibrations this is in turn the same as the realisation of the $\tilde{\Delta}_{n}$-space $F_\bullet(b)$ with $p$-simplices given by the literal fibres of these maps, i.e., an $a \in \mathbf{S}(n-p-1)$ and a Moore path from $b$ to $a \cdot \sigma^p+1$. There are maps

$$\text{hocolim}_{p} F_p(b) \to \text{hocolim}_{p} \pi_0 F_p(b) \to \text{hocolim}_{p} \pi_0 F_p(b)$$

induced by $F_\bullet(b) \to \pi_0 F_\bullet(b)$, and by the fact that the functor $\pi_0 F_\bullet(b)$ on $\tilde{\Delta}_{n}$ canonically factors through $\tilde{\Delta}_{n}^{op} \to \Delta_{n}^{op}$. The second map is an equivalence as $\Delta_{n}^{op} \to \Delta_{n}^{op}$ is an equivalence of enriched categories. The first map is an equivalence as each $F_p(b)$ is homotopy-discrete: this is because it is a homotopy fibre of the map $\mathbf{S}(n-p-1) \to \mathbf{S}(n)$, and by item (i) of Section 2.2 this is a map of $K(\pi,1)$’s which is injective on fundamental groups.

We are left with needing to show that the semi-simplicial set $[p] \mapsto \pi_0 F_p(b)$ has contractible geometric realisation. For any $b$ this is the “space of destabilisations” of [17, Definition 2.1] in the case of the braid groups, which is described in [17, Section 5.6.2] as an arc complex. By a remarkable theorem of Damiani [4, Theorem 2.48] (see [9, Proposition 3.2] for a published reference) this arc complex is contractible.

$\square$
Proof of Theorem 3.1. The augmented $\tilde{\Delta}_{inj}$-space $R_\bullet(S) \to S$ is constructed using the right $S$-module structure on $S$, so it admits a compatible left $S$-module structure via

$$ (b, (a, \gamma)) \mapsto (b \cdot a, b \cdot \gamma): S \otimes R_p(S) \to R_p(S). $$

Furthermore, contracting the Moore path gives a deformation retraction from $R_p(S)$ to the subspace where the Moore path is trivial, and this subspace is isomorphic to $S \otimes (p + 1)_\ast(\ast)$ as a $\mathbb{N}$-graded space, and as a left $S$-module.

There is a map

$$ \phi'_p : M \otimes R_p(S) \to R_p(M) $$

given by $(a, (b, \gamma)) \mapsto (a \cdot b, a \cdot \gamma)$. If $c \in S$ then the map above satisfies $\phi'_p(a \cdot c, b) = \phi'_p(a, c \cdot b)$, and hence descends to a map $\phi_p : M \otimes_S R_p(S) \to R_p(M)$ from the coequaliser. The composition

$$ B(M, S, R_p(S)) \to M \otimes_S R_p(S) \xrightarrow{\phi_p} R_p(M) $$

of the augmentation map and $\phi_p$ is an equivalence, using $R_p(M) \simeq M \otimes (p + 1)_\ast(\ast)$ as well as $R_p(S) \simeq S \otimes (p + 1)_\ast(\ast)$ and $B(M, S, S) \simeq M$. By commuting the bar construction with the homotopy colimit defining $|R_\bullet(S)|$, and using Lemma 3.2, we obtain equivalences

$$ B(M, S, S_{>0}) \xleftarrow{\sim} B(M, S, |R_\bullet(S)|) \xrightarrow{\sim} |R_\bullet(M)| $$

over $M$. This identifies the homotopy cofibre of $\epsilon_M$ with the homotopy cofibre of the composition

$$ B(M, S, S_{>0}) \to B(M, S, S) \xrightarrow{\sim} M, $$

which is equivalent to the homotopy cofibre of the first map, i.e. $B(M, S, S_{>0}) \simeq B(M, S, \epsilon)$. The latter bar construction should be interpreted as being formed in $\mathbb{N}$-graded pointed spaces, with $M$ and $S$ included in this category by implicitly adding disjoint basepoints, and with $\epsilon \simeq S/S_{>0}$ given by

$$ \epsilon(n) = \begin{cases} S^0 & n = 0 \\ S & n > 0. \end{cases} $$

By [7, Corollary 9.17] $B(M, S, \epsilon)$ agrees with $Q^S_L(M)$, as long as $S$ and $M$ are cofibrant in $\mathcal{Top}_\mathbb{N}$.

Now each $S(n)$ has the structure of a smooth manifold with corners, so is cofibrant in $\mathcal{Top}$; on the other hand the cofibrancy hypotheses in $M$ may be neglected, for the following reason. If $M \xrightarrow{\sim} M$ is a cofibrant replacement of $M$ as a $S$-module (and so in particular $M$ is cofibrant in $\mathcal{Top}$) then the above applies to give $B(M, S, \epsilon) \simeq Q^S_L(M)$. Now certainly $Q^S_L(M') \to Q^S_L(M)$ is an equivalence, but also $B_\bullet(M', S, \epsilon) \to B_\bullet(M, S, \epsilon)$ is a levelwise equivalence (cartesian product preserves equivalences between all objects in $\mathcal{Top}$) and so $B(M', S, \epsilon) \to B(M, S, \epsilon)$ is an equivalence too (geometric realisation of semi-simplicial spaces preserves equivalences between all semi-simplicial (compactly-generated) spaces [6, Theorem 2.2]).

4. Classical homological stability revisited

Theorem 3.1 leads to a new proof of homological stability in the setting of [14] or [17] (adapted as in Section 2.3), quite different from the standard proof but very similar in spirit to [7, §18]. It takes as given homological stability (of slope $\frac{1}{2}$) for the free $E_2$-algebra on one generator, i.e. configuration spaces of little cubes (or points) in the plane, or equivalently the braid groups.

In the terms we have been using, homological stability may be formulated as follows. Firstly, if $X$ is an $\mathbb{N}$-graded space then we define bigraded homology groups by
\(H_{n,d}(X) := H_d(X(n))\), and similarly reduced homology groups of \(\mathbb{N}\)-graded pointed spaces. Secondly, if \(M\) is a right \(S\)-module then we may form the composition

\[- \cdot \sigma : M \otimes 1_*(\cdot) \overset{M\otimes \sigma}{\longrightarrow} M\]

in the category of \(\mathbb{N}\)-graded spaces, and write \(M/\sigma\) for its homotopy cofibre (considered as a \(\mathbb{N}\)-graded pointed space). Using that \((M \otimes 1_*(\cdot))(n) = M(n-1)\), the associated long exact sequence on homology takes the form

\[\ldots \longrightarrow \tilde{H}_{n,d+1}(M/\sigma) \longrightarrow H_d(M(n-1)) \overset{(-\sigma)}{\longrightarrow} H_d(M(n)) \longrightarrow \tilde{H}_{n,d}(M/\sigma) \longrightarrow \ldots .\]

Thus homological stability of the sequence of maps (4.1)

\[M(0) \overset{\sim}{\longrightarrow} M(1) \overset{\sim}{\longrightarrow} M(2) \overset{\sim}{\longrightarrow} M(3) \overset{\sim}{\longrightarrow} \ldots\]

corresponds to the vanishing of the groups \(\tilde{H}_{n,d}(M/\sigma)\) for \(d \ll n\).

Henceforth \(k\) will always denote a commutative ring.

**Proposition 4.1.** Let \(M\) be a right \(S\)-module and \(f : \mathbb{N} \to \mathbb{N}\) be such that

\[H_{n,d}(M, |R_\bullet(M)|; k) = 0 \quad \text{for} \quad d < f(n).\]

Then, setting \(f(n) := \min\{[f(p) + \frac{1}{2}(n-p)]\mid 0 \leq p \leq n\}\), we have

\[\tilde{H}_{n,d}(M/\sigma; k) = 0 \quad \text{for} \quad d < \tilde{f}(n).\]

In particular, if \(f\) diverges then so does \(\tilde{f}\), i.e. (4.1) satisfies homological stability.

**Proof of Proposition 4.1.** By Theorem 3.1, the hypothesis of the proposition is equivalent to \(H_{n,d}^S(M; k) = 0\) for \(d < f(n)\). Applying the symmetric monoidal functor \((-)_k := k[\text{Sing}_\bullet(-)] : \text{Top} \to s\text{Mod}_k\) we obtain an associative monoid \(S_k\) and a module \(M_k\) over it in the category \(s\text{Mod}_k^\mathbb{N}\), satisfying \(H_{n,d}^S(M_k) = 0\) for \(d < f(n)\). By [7, Theorem 11.21] we may find a \(S_k\)-module cellular approximation \(C \sim \to M_k\), such that \(C\) only has \((n,d)\)-cells with \(d \geq f(n)\). We write \(\text{sk}(C)\) for the filtered \(S_k\)-module given by the skeletal filtration of \(C\).

By considering the functor \((-)/\sigma = (-) \otimes_{S_k} S_k/\sigma\), which preserves homotopy cofibre sequences of right \(S_k\)-modules, we obtain a filtration of \(C/\sigma\) with associated graded

\[\text{gr}(C/\sigma) \simeq \text{gr}(C)/\sigma \simeq \bigoplus_{d \geq 0} \bigoplus_{\alpha \in I_d} S^\alpha_{n,d} \otimes S_k/\sigma,\]

where \(d \geq f(n_\alpha)\) for \(\alpha \in I_d\).

By the discussion in Section 2.2 we have \(H_{n,d}(S_k/\sigma) \simeq H_d(\beta_n, \beta_{n-1}; k)\) for \(\beta_n\) the \(n\)th braid group, and by item (ii) of Section 2.2 and the Universal Coefficient Theorem this vanishes for \(d < \frac{n}{2}\). It follows that the homology of \(\text{gr}(C/\sigma)\) vanishes in bidegrees \((n,d)\) such that \(d < f(n_\alpha) + \frac{n-\alpha}{2}\) for all cells \(\alpha\), so in particular for \(d < f(n)\). The same then holds for \(C/\sigma \simeq S_k/\sigma\) by the spectral sequence for the skeletal filtration of \(C/\sigma\). \(\square\)

This is a simple application of Theorem 3.1, using only that \(S\) enjoys homological stability of slope \(\frac{1}{2}\) with integral coefficients. But the principle behind the argument above shows that \(M\) will enjoy any homological stability pattern that \(S\) does, in a range of degrees controlled by the vanishing of \(H_{*,\sigma}(M, |R_\bullet(M)|)\). (Of course this is only useful when the latter has a vanishing line of slope \(> \frac{1}{2}\): Coxeter groups [11, Section 8] and Artin monoids [2, Theorem 8.1] give good families of examples.) As the homology of \(S\) is completely known, such patterns (meaning improved homological stability ranges with \(\mathbb{Q}\)- or \(F_p\)-coefficients, or secondary and higher homological stability) can be easily analysed. A detailed analysis is given in [13, Corollary 2.12]: we will not spell out the (rather involved) formulation here.

A converse to Proposition 4.1 holds too:
Proposition 4.2. Let $M$ be a right $S$-module, and $g : \mathbb{N} \to \mathbb{N}$ be such that
\[ \tilde{H}_{n,d}(M/\sigma; \mathbb{k}) = 0 \text{ for } d < g(n). \]
Then, setting $\bar{g}(n) := \min\{g(p) + (n - p) | 0 \leq p \leq n\}$, we have
\[ H_{n,d}(M, [R_n(M)]; \mathbb{k}) = 0 \text{ for } d < \bar{g}(n). \]

In practice this is not usually sharp, in that $H_{*,*}(M, [R_n(M)]; \mathbb{k})$ often vanishes with larger slope than $\tilde{H}_{*,*}(M/\sigma; \mathbb{k})$ does. As mentioned above, this usually indicates the presence of secondary and higher order homological stability for $S$.

In view of Theorem 3.1, a highbrow proof of Proposition 4.2 is the discussion in [7, Remak 19.3], allowing oneself to be more flexible with the form of the stability ranges. A middlebrow proof is to consider the Bousfield–Kan spectral sequence for the augmented $\tilde{A}_{inj}^{op}$-space $\epsilon_M : R_\ast(M) \to M$, which—as the morphism spaces in $\tilde{A}_{inj}^{op}$ are homotopy discrete—takes the form
\[ E_1^{n,p,q} = H_{n,q}(R_p(M); \mathbb{k}) \implies H_{n,p+q+1}(M, [R_n(M)]; \mathbb{k}) \]
for $p \geq -1$ with $R_{-1}(M) := M$. As $R_p(M) \simeq M \otimes (p + 1)_\ast(*)$ we can write the $E_1$-page as $E_1^{n,p,q} \cong H_q(M(n - p - 1); \mathbb{k})$, and recognise the $d^1$-differential $d^1 : E_1^{n,p,q} \to E_1^{n,p-1,q}$ as the alternating sum of $p + 1$ copies of the stabilisation map $(\ast \cdot \sigma)_\ast$. Thus this differential is zero if $p$ is odd, and is $(\ast \cdot \sigma)$, if $p$ is even. From the assumption it is then easy to see that $E_2^{n,p,q} = 0$ for $p + q + 1 < \bar{g}(n)$. This is simply the usual spectral sequence argument for homological stability, with the logic reversed. (As with many middlebrow arguments, it even offers a slight improvement: in the definition of $\bar{g}$ one can take the minimum over those $0 \leq p \leq n$ having the same parity as $n$.)

5. AN EXTENSION OF THEOREM 3.1

The discussion of Section 3 shows that the cofibre of the canonical resolution $\epsilon_M : [R_n(M)] \to M$ is equivalent to the derived $S$-module indecomposables $Q^S(M)$, so that the high-connectivity of this cofibre means that $M$ can be constructed as a cellular $S$-module without using small-dimensional $S$-module cells in large $\mathbb{N}$-grading. Usually, such high-connectivity is proved by establishing the high-connectivity of the fibres of $\epsilon_M$; the fibre $W_{\ast}(m)$ of $\epsilon_M : R_\ast(M) \to M$ over a point $m \in M$ is called the “space of destabilisations” in [14, Definition 2.14 (ii)]. The high-connectivity of a fibre is, of course, stronger than the high-connectivity of the corresponding cofibre. As such it might be expected that the high-connectivity of the fibres $W_{\ast}(m)$ has more consequences than the high-connectivity of $Q^S(M)$.

The goal of this section is to explain how this is so.

5.1. **Formulation.** The theory in [7] is developed not only in the category $\text{Top}\mathbb{N}$ of $\mathbb{N}$-graded spaces, but more generally in $G$-graded spaces for a (symmetric or braided) monoidal groupoid $G$. This allows for the treatment of homological stability with twisted coefficients, and is also the natural context for representation stability.

Let $(G, \oplus, b, 0)$ be a braided monoidal groupoid. Let $r : G \to \mathbb{N}$ be a strong monoidal functor, called the rank, and choose an $X \in G$ with $r(X) = 1$. Assume furthermore that

(I) $0 \in G$ is the only object of rank 0, and
(II) $\text{Aut}_G(0)$ is trivial.

Endow $G$ with the braided monoidal structure given by Day convolution, and similarly $\text{sMod}_G^\oplus$.

In order to discuss $E_2$-algebras in a category which is only braided monoidal, in [7, Section 4.1] there is introduced the category $\text{Fe}_2$ of “braided finite sets”, and
the category \( \text{Top}^{\text{FB}_2} \) replaces the category of symmetric sequences. It is endowed with a composition product \([7, \text{Definition 4.3}]\), monoids for which serve as a braided version of operads. In particular there is a braided version \( C_2^{\text{FB}} \) of the non-unitary little 2-cubes operad \([7, \text{Definition 12.6}]\). This has \( C_2^{\text{FB}}(n) \) contractible for each \( n > 0 \) (and empty for \( n = 0 \)).

Using this we can make sense of \( E_2 \)-algebras in \( \text{Top}^G \) or \( s\text{Mod}_{\mathbb{Z}}^G \), and in particular we can form the free \( E_2 \)-algebra on the object \( X_*(\ast) \in \text{Top}^G \),

\[
E_2(X_*(\ast)) \in \text{Alg}_{E_2}(\text{Top}^G).
\]

We can strictify \( E_2(X_*(\ast)) \) to a unital associative algebra

\[
\tilde{S} := E_2(X_*(\ast)),
\]

which plays the role of \( S \) in this setting, and consider a right \( \tilde{S} \)-module \( \overline{M} \). The object \( \tilde{S} \) is cofibrant in \( \text{Top}^S \), and we will always assume that \( M \) is too.

Taking left Kan extension along \( r : G \to \mathbb{N} \) gives

\[
r_* \tilde{S} = r_* E_2(X_*(\ast)) = E_2(1_*(\ast)) = S \quad \text{and} \quad r_* \overline{M} =: M,
\]

(as these objects were cofibrant in \( \text{Top}^G \), this agrees with the homotopy left Kan extension) and \( M \) is a right \( S \)-module. For each object \( Y \in G \) there is a quotient map \( q : \overline{M}(Y) \to M(r(Y)) \). This puts us in the setting of Section 2.3: there is the canonical resolution \( \epsilon_M : R_*^i(M) \to M \), with fibre \( W_*(m) \) over \( m \in M \).

The following relates the spaces \( |W_*(m)| \), in particular their connectivities, with the derived \( \tilde{S} \)-module indecomposables.

**Theorem 5.1.** Let \( \overline{M} \) be a right \( \tilde{S} \)-module which is cofibrant in \( \text{Top}^G \). Then there is a morphism

\[
B(\overline{M}, \tilde{S}, \tilde{S}_{>0}) \longrightarrow \overline{M}.
\]

with homotopy cofibre \( Q^\tilde{S}_L(M) \) and homotopy fibre over \( \tilde{m} \in \overline{M} \) given by \( |W_*(q(\tilde{m}))| \).

In particular, if \( |W_*(q(\tilde{m}))| \) is \( k \)-connected for all \( \tilde{m} \in \overline{M}(Y) \), then \( Q^\tilde{S}_L(M)(Y) \) is \((k + 1)\)-connected.

**5.2. Proof of Theorem 5.1.** We prove this theorem by analogy with Theorem 3.1, and so first construct an augmented \( \tilde{\Delta}_{\text{inj}}^\text{op} \)-object \( R_q(M) \to \overline{M} \). For each object \( Y \in G \) and each \([p] \in \tilde{\Delta}_{\text{inj}}^\text{op} \) we define \( R_p(\overline{M})(Y) \) by the cartesian square

\[
\begin{array}{ccc}
R_p(\overline{M})(Y) & \longrightarrow & \overline{M}(Y) \\
\downarrow & & \downarrow q \\
R_p(M)(r(Y)) & \longrightarrow & M(r(Y)).
\end{array}
\]

Repeatedly using the universal property of pullbacks, we see that these assemble to \( R_p(M) \in \text{Top}^G \), and that in turn these assemble to an augmented \( \tilde{\Delta}_{\text{inj}}^\text{op} \)-object \( R_q(M) \to \overline{M} \) in \( \text{Top}^G \). Furthermore, when \( \overline{M} = \tilde{S} \) we see that this object consists of left \( \tilde{S} \)-modules.

As \( \overline{M} \) is assumed to be cofibrant, the quotient map \( \overline{M}(Y) \to M(r(Y))/\text{Aut}_G(Y) \) is a covering space and the latter is a union of path-components of \( M(r(Y)) \), so the right-hand vertical map in (5.2) is a fibration: thus this square is also homotopy
cartesian. It then follows that the square

\[
\begin{array}{ccc}
|R_\ast(M)|(Y) & \longrightarrow & M(Y) \\
\downarrow & & \downarrow q \\
|R_\ast(M)|(r(Y)) & \longrightarrow & M(r(Y))
\end{array}
\]

(5.3)

is also homotopy cartesian ([6, Lemma 2.13] gives this for \(\Delta_{inj}^{op}\)-objects: it follows for \(\Delta_{inj}^{op}\)-objects by first homotopy Kan extending along the equivalence of enriched categories \(\Delta_{inj}^{op} \to \Delta_{inj}^{op}\).)

If we let \(\tilde{S}_{>0} \in \text{Top}^\ast\) be the object that agrees with \(\tilde{S}\) on objects \(Y\) with \(r(Y) > 0\), and is the empty space on objects \(Y\) with \(r(Y) = 0\) (recall that we have assumed that \(0 \in G\) is the only such object), then this obtains the structure of a left \(\tilde{S}\)-module. It follows from Lemma 3.2 and the homotopy cartesian square (5.3) that the augmentation gives an equivalence \(|R_\ast(\tilde{S})| \to \tilde{S}_{>0}\) of left \(\tilde{S}\)-modules.

**Proof of Theorem 5.1.** We proceed as in the proof of Theorem 3.1. Applying \(B(\tilde{M}, \tilde{S}, -)\) to the homotopy cofibre sequence

\[\tilde{S}_{>0} \longrightarrow \tilde{S} \longrightarrow 1,\]

and using \(B(M, \tilde{S}, \tilde{S}) \sim \tilde{M}\), constructs the map (5.1) and identifies its homotopy cofibre with \(B(M, \tilde{S}, 1)\), which is equivalent to \(Q^{\tilde{S}}_\ast(M)\) by [7, Corollary 9.17].

On the other hand there are equivalences

\[B(\tilde{M}, \tilde{S}, \tilde{S}_{>0}) \sim B(\tilde{M}, \tilde{S}, |R_\ast(\tilde{S})|) \sim |R_\ast(\tilde{M})|\]

over \(\tilde{M}\), using as in the proof of Theorem 3.1 that \(R_\ast(\tilde{S}) \simeq \tilde{S} \otimes (X^{\otimes p+1})_\ast\) as a left \(\tilde{S}\)-module, and similarly for \(\tilde{M}\). Finally, the homotopy fibre of \(|R_\ast(\tilde{M})|(Y) \to M(Y)\) over \(\tilde{m} \in M(Y)\) is \(|W_\ast(q(\tilde{m}))|\) as (5.3) is homotopy cartesian. \(\square\)

### 5.3. \(E_2\)-algebras coming from groupoids.

A useful application of this result is as follows. As in [7, Section 17.1] (but replacing \(\text{sSet}\) by \(\text{Top}\)) there is a \(T \in \text{Alg}_{E_2}(\text{Top}^\ast)\) with \(T(A) \simeq \ast\) if \(r(A) > 0\) and \(T(0) = \emptyset\), which is also cofibrant in \(\text{Alg}_{E_2}(\text{Top}^\ast)\). Choosing an equivalence \(\ast \to T(X)\) we obtain by adjunction a map \(X_\ast(\ast) \to T\), which extends to an \(E_2\)-map \(f : E_2(X_\ast(\ast)) \to T\). This can be strictified to a map \(\tilde{f} : \tilde{S} = E_2(X_\ast(\ast)) \to \tilde{T}\) of unital associative monoids in \(\text{Top}^\ast\), furthermore these are cofibrant in this category by [7, Lemma 12.7 (i)]. This gives \(\tilde{T}\) the structure of a right \(\tilde{S}\)-module, cofibrant in \(\text{Top}^\ast\), to which Theorem 5.1 can be applied.

The object \(M := r_\ast \tilde{T}\) satisfies

\[M(n) \simeq \bigsqcup_{r(Y) = n} B\text{Aut}_G(Y)\]

because each \(\tilde{T}(Y)\) is contractible. If in addition

(III) the map \(- \otimes X : \text{Aut}_G(A \otimes X^{\otimes n}) \to \text{Aut}_G(A \otimes X^{\otimes n+1})\) is injective for all \(n \geq 0\), and

(IV) \(Y \otimes X^{\otimes m} \simeq A \otimes X^{\otimes n}\) with \(1 \leq m \leq n\) implies \(Y \simeq A \otimes X^{\otimes n-m}\),

then, as explained in [14, Section 7.3], for a point \(m \in B\text{Aut}_G(A \otimes X^{\otimes n}) \subseteq M\) the space \(|W_\ast(m)|\) is equivalent to the space \(|W_\ast(A, X)_\ast|\) of [17, Definition 2.1], also called “spaces of destabilisations”. The following gives a conceptual meaning to these spaces of destabilisations, analogous to that given by Theorem 3.1.

**Corollary 5.2.** Under the assumptions above there is an \(\text{Aut}_G(A \otimes X^{\otimes n})\)-equivariant equivalence between the unreduced suspension of \(|W_\ast(A, X)_\ast|\) and \(Q^{\tilde{T}}_\ast(A \otimes X^{\otimes n})\).
Proof. Apply Theorem 5.1 to $\tilde{M} = \mathbf{T}$, and use that $\mathbf{T}(Y) \simeq *$ so that the cofibre of (5.1) is the unreduced suspension of its fibre. □

Remark 5.3. In [17, Definition 2.8] there is formulated a simplicial complex $S_n(A, X)$ which is an “unordereed version” of the semi-simplicial sets $W_n(A, X)_*$, and is mainly useful when the braided monoidal groupoid $(G, \otimes, b, 0)$ is in fact symmetric monoidal. In this case $\mathbf{T}$ has the structure of an $E_\infty$-algebra, and a similar analysis to that which we have carried out so far will show that $S_n(A, X)$ is $\operatorname{Aut}_G(A \otimes X^{\otimes n})$-equivariantly equivalent to the indecomposables $Q_{E}(X, (+))\mathbf{T}(A \otimes X^{\otimes n})$ of $\mathbf{T}$ as a module over the free $E_\infty$-algebra on one generator. We leave the details of this argument to the appropriately motivated reader.

6. Coefficient systems, representation stability, and central stability

In [7, Section 19] it is discussed how to treat coefficient systems in the setting of Section 5.3. As a brief reminder, one fixes a commutative ring $\mathbb{k}$ and works in the category $\text{sMod}^G_{\mathbb{k}}$ of functors from $G$ to simplicial $\mathbb{k}$-modules. The constant functor $\mathbb{k}$ with value $\mathbb{k}$ has the structure of a commutative algebra object in this category, and a coefficient system $A$ is defined to be a right $\mathbb{k}$-module. It is called discrete if it takes values in $\mathbb{k}$-modules (considered as discrete simplicial $\mathbb{k}$-modules.)

Using $(-)_k := k[\text{Sing}_e(-)] : \text{Top} \to \text{sMod}_{\mathbb{k}}$ we can transport much of the previous discussion into the category of simplicial $\mathbb{k}$-modules. In particular there are unital associative monoids $\mathbf{S} \to \mathbf{T}$ which are cofibrant in $\text{sMod}^G_{\mathbb{k}}$, and as $\mathbf{T}$ takes contractible values there is an equivalence of unital associative monoids $\mathbf{T} \sim \mathbb{k}$.

Any coefficient system $A$ can therefore be considered as a right $\mathbf{T}_{\mathbb{k}}$-module, and if $A^c \to A$ is a cofibrant replacement as such then taking Kan extensions along $r : G \to \mathbb{N}$ gives $\mathbf{R}_A := r_*(A^c) \simeq Lr_*(A)$ the structure of a right module over $\mathbf{R} := r_*(\mathbf{T})$. By definition of homotopy Kan extension we have

$$H_{n,d}(\mathbf{R}_A) = \bigoplus_{r(Y) = n} H_d(\operatorname{Aut}_G(Y); A(Y)).$$

Using the right $\mathbf{R}$-module structure and $\sigma \in H_{1,0}(\mathbf{R})$ we can form the map $- \cdot \sigma : \mathbf{R}_A \otimes S^1 \to \mathbf{R}_A$, and homological stability for the groups $\operatorname{Aut}_G(Y)$ with coefficients in $A(Y)$ can be phrased as a vanishing line for the homology of the cofibre $\mathbf{R}_A/\sigma$.

Assuming that $A$ is a discrete coefficient system we define

$$\operatorname{Tor}^B_{\mathcal{F}, p}(A, k)(Y) := H_{Y,d}(B(A, \mathcal{F}, k))$$

and combining [7, Lemma 19.4] and [7, Theorem 19.2] shows that an appropriate vanishing line for these Tor-groups and homological stability for $\mathbf{R}_A$. A vanishing line for these Tor-groups sometimes goes under the name of derived representation stability for $A$. These Tor-groups have a clear conceptual meaning: they measure how to construct $A$ as a cellular $\mathbb{k}$-module.

(When $G$ is the category of finite sets and bijections, then a $\mathbb{k}$-module recovers the notion of an $FI$-module, and $\operatorname{Tor}^B_{\mathcal{F}}(k, A)$ recovers $FI$-homology in the sense of [3].)

There is another measure of the complexity of a coefficient system $A$, namely the central stability homology $\hat{H}_c(A)$ of Putman–Sam [16] and Patzt [15]. Our main goal here is to give a similar conceptual interpretation of these homology groups, and hence to revisit Patzt’s theorem [15, Theorem 5.7] relating $\hat{H}_c(A)$ and $\operatorname{Tor}^B_{\mathcal{F}}(A, k)$.

---

1In [7, Section 19] left modules are considered, but there is no important difference.
Proposition 6.1. A discrete coefficient system $\mathbf{A}$ may be considered as a right $\mathbf{S}_k$-module via $\mathbf{S}_k \to \mathbf{T}_k \to \mathbf{B}_k$, and then there are isomorphisms

$$H^S_{Y,d}(\mathbf{A}) = H_{Y,d}(B(\mathbf{A}, \mathbf{S}_k, k)) \cong \tilde{H}_{d-1}(\mathbf{A})_Y.$$  

Proof. Following Section 5.2, the equivalence $[\mathbf{R}_\bullet(\mathbf{S})] \to \mathbf{S}_{\geq 0}$ and the cofibre sequence $\mathbf{S}_{\geq 0} \to \mathbf{S} \to \mathbf{I}$ may be $k$-linearised, and applying $B(\mathbf{A}, \mathbf{S}_k, -)$ and using that $B(\mathbf{A}, \mathbf{S}_k, \mathbf{R}_\bullet(\mathbf{S})) \to \mathbf{A}$ then gives a homotopy cofibre sequence

$$B(\mathbf{A}, \mathbf{S}_k, [\mathbf{R}_\bullet(\mathbf{S})]) \to \mathbf{A} \to B(\mathbf{A}, \mathbf{S}_k, k).$$

We may commute homotopy colimits and write the left-hand term as $[B(\mathbf{A}, \mathbf{S}_k, \mathbf{R}_\bullet(\mathbf{S}))]$. As $R_p(\mathbf{S}_k) \simeq \mathbf{S}_k \otimes (X^{\otimes p+1})_*(k)$ as a left $\mathbf{S}_k$-module, we have $B(\mathbf{A}, \mathbf{S}_k, R_p(\mathbf{S}_k)) \simeq \mathbf{A} \otimes (X^{\otimes p+1})_*(k)$. The Bousfield–Kan spectral sequence for the augmented $\tilde{\Delta}^{op}$-object $B(\mathbf{A}, \mathbf{S}_k, R_\bullet(\mathbf{S}_k)) \to \mathbf{A}$ therefore takes the form

$$E^1_{p,q} = H_{Y,q}(\mathbf{A} \otimes (X^{\otimes p+1})_*(k)) \implies H_{Y,p+q+1}(B(\mathbf{A}, \mathbf{S}_k, k))$$

for $p \geq -1$. As $\mathbf{A} \otimes (X^{\otimes p+1})_*(k)$ is discrete this spectral sequence is supported along the line $q = 0$ and so collapses at $E^2$. By definition of Day convolution it has

$$E^2_{p,0} = \operatorname{colim}_{(Z, f), t.} \mathbf{A}(Z)$$

and by definition of the $\tilde{\Delta}^{op}$-object $R_\bullet(\mathbf{S}_k)$ the $d^1$-differential is given by the alternating sum of the maps

$$\delta_0, \delta_1, \ldots, \delta_p : \operatorname{colim}_{(Z, f), t.} \mathbf{A}(Z) \to \operatorname{colim}_{(Z', f'), t.} \mathbf{A}(Z')$$

where $\delta_i$ braids the $i$th copy of $X$ in $X^{\otimes p+1}$ in front of the others to put it first, then adds it to $Z$ to form $Z' := Z \oplus X$; it then applies $\mathbf{A}(Z) \to \mathbf{A}(Z \oplus X)$ given by the right $\mathbf{S}_k$-module structure. Using [15, Proposition 4.3] one finds the same description of the complex that calculates central stability homology, so that $H_{Y,p}(\mathbf{A})_{\mathbf{Y}} \cong E^2_{p,0} \cong H_{Y,p+1}(B(\mathbf{A}, \mathbf{S}_k, k))$ as claimed.  

For the following we strengthen assumption (III) of Section 5.3 to (III') the map $- \otimes - : \operatorname{Aut}_G(U) \times \operatorname{Aut}_G(V) \to \operatorname{Aut}_G(U \oplus V)$ is injective for all $U, V \in G$.

With the interpretations of $H^S_{Y,d}(\mathbf{T}_k)$ given by Corollary 5.2 and of $H^S_{Y,d}(\mathbf{A})$ given by Proposition 6.1, and the interpretation of a vanishing line for $\operatorname{Tor}^S_{d}(\mathbf{k}, \mathbf{A})$ in terms of a minimal $\mathbf{B}_k$-module resolution of $\mathbf{A}$, the following is then a version of Patzt’s [15, Theorem 5.7].

Theorem 6.2. Let $f : \mathbb{N} \to \mathbb{N}$ and assume that $H^S_{Y,d}(\mathbf{T}_k) = 0$ for $d < f(r(Y))$.

(i) If $g : \mathbb{N} \to \mathbb{N}$ is such that $\operatorname{Tor}^S_{d}(\mathbf{k}, \mathbf{A})(V) = 0$ for $d < g(r(V))$, then $H^S_{Y,d}(\mathbf{A}) = 0$ for $d < g(r(Y))$, where $g(n) := \min\{f(p) + g(n-p) \mid 0 \leq p \leq n\}$.

(ii) If $h : \mathbb{N} \to \mathbb{N}$ is such that $H^S_{Y,d}(\mathbf{A}) = 0$ for $d < h(r(U))$, then $H^S_{Y,d}(\mathbf{k}, \mathbf{A})(Y) = 0$ for $d < h(r(Y))$, where $h(n)$ is defined inductively by $h(0) = h(0)$ and $h(n) := \min\{h(n-1), f(p) + h(n-p) + 1 \mid 1 \leq p \leq n\}$.

Proof. Consider $B(\mathbf{B}(\mathbf{k}, \mathbf{S}_k, \mathbf{T}_k), \mathbf{T}_k, \mathbf{A})$. By interchanging geometric realisations and using $B(\mathbf{T}_k, \mathbf{T}_k, \mathbf{A}) \to \mathbf{A}$ this is equivalent to $B(\mathbf{k}, \mathbf{S}_k, \mathbf{A})$. On the other hand we may descendingly filter $B(\mathbf{k}, \mathbf{S}_k, \mathbf{T}_k)$ by rank, as in [7, Remark 19.5]. The associated graded is equivalent to $B(\mathbf{k}, \mathbf{S}_k, \mathbf{T}_k)$ but its $\mathbf{S}_k$-module structure is now
trivial (i.e. induced via the augmentation \( \tilde{S}_k \to k \)). Thus the induced filtration of 
\( B(B(k, \tilde{S}_k, \mathbf{T}_k), \mathbf{T}_k, A) \) has associated graded 
\( B(k, \tilde{S}_k, \mathbf{T}_k) \oplus B(k, \mathbf{T}_k, A) \). Using 
(III') we may apply \([7, \text{Lemma 10.6}]\) to see that the associated spectral sequence 
takes the form

\[
E^1_{i,p,q} = \text{colim}_{U \oplus \mathcal{V} \to Y} \frac{H_p + q}{r(U) = p} \left( B(k, \tilde{S}_k, \mathbf{T}_k)(U) \otimes B(k, \mathbf{T}_k, A)(V) \right) \Rightarrow H^k_{Y,p+q}(A).
\]

For such \( U \) and \( V \) there is also a Künneth spectral sequence \([7, \text{Lemma 10.5}]\)

\[
\bigoplus_{t' + r'' = q} \text{Tor}^k_{t'}(H^k_{U,t'}(\mathbf{T}_k), H^k_{V,r''}(A)) \Rightarrow H^k_{s,t}(B(k, \tilde{S}_k, \mathbf{T}_k)(U) \otimes B(k, \mathbf{T}_k, A)(V)),
\]

By assumption \( H^k_{U,t'}(\mathbf{T}_k) = 0 \) for \( t' < f(p) \) as \( r(U) = p \). As \( A \) is assumed to be 
discrete, the discussion before \([7, \text{Lemma 19.4}]\) gives \( H^k_{V,r''}(A) \cong \text{Tor}^k_{r''}(k, A)(V) \).

Supposing first that \( \text{Tor}^k_{r''}(k, A)(V) = 0 \) for all \( d < g(r(Y)) \), then the Künneth 
spectral sequence implies that

\[
H^k_{p+q}(B(k, \tilde{S}_k, \mathbf{T}_k)(U) \otimes B(k, \mathbf{T}_k, A)(V)) = 0 \quad \text{for} \quad p + q < f(p) + g(r(Y) - p),
\]

and so the first spectral sequence implies that \( H^k_{Y,p+d}(A) = 0 \) for \( d < g(r(Y)) \), by 
definition of \( g \).

Suppose now that \( H^k_{Y,p+d}(A) = 0 \) for all \( d < h(r(Y)) \). Suppose for an induction 
that \( \text{Tor}^k_{r''}(k, A)(Y') = 0 \) for all \( d < h(r(Y')) \) and all \( r(Y') < r(Y) \). The only object 
\( U \in \mathcal{G} \) with \( r(U) = 0 \) is \( U = 0 \) by (I), and \( H^k_{0,t'}(\mathbf{T}_k) = k[0] \) consists of free \( k \)-
modules. Thus the Künneth spectral sequence collapses to give \( E^1_{i,0,q} = H^k_{i,q}(A) \).

On the other hand if \( r(U) > 0 \) then \( r(V) < r(Y) \) and so by the inductive hypothesis 
\( H^k_{V,r''}(A) = 0 \) for \( r'' < h(r(V)) \); it then follows by the same argument as above that 
for \( p > 0 \) we have \( E^1_{i,0,q} = 0 \) when \( p + q < f(p) + h(r(Y) - p) \). As the differentials 
have the form \( d' : E^1_{i,0,d} \to E^1_{i',r,d'-1} \) the cokernel of the edge homomorphism

\[
H^k_{Y,p+d}(A) \to E^1_{Y,p+1,d} = H^k_{Y,p+d}(A)
\]

is trivial for \( d - 1 < \min\{f(p) + h(r(Y) - p) | 1 \leq p \leq r(Y)\} \). As the domain 
of this edge homomorphism vanishes for \( d < h(r(Y)) \), it follows that \( H^k_{Y,p+d}(A) \cong \text{Tor}^k_{r''}(k, A)(Y) \) vanishes for \( d < h(r(Y)) \).

\[\square\]

7. The space of destabilisations and the splitting complexes

In this section we continue to work in combinatorial setting of Section 5.3, and 
will explain the relationship between the connectivities of the spaces of destabilisations 
\( |W_n(0, X)| \) defined in \([17, \text{Definition 2.1}]\), and the connectivities of the 
"E₂- and E₂-splitting complexes" \( |Z_n^{E_2}(X^{\otimes n})| \) and \( |Z_n^{E_2}(X^{\otimes n})| \) defined in \([7, \text{Sections 17.2 and 17.3}]\).

**Proposition 7.1.** Let \((G, \oplus, b, 0)\) be a braided monoidal groupoid satisfying (I), (II), 
(III), and (IV), and suppose \( r : G \to \mathbb{N} \) is a bijection on isomorphism classes of 
objects, with \( X \in G \) corresponding to \( 1 \in \mathbb{N} \). Let \( f : \mathbb{N} \to \mathbb{N} \) be a function satisfying 
\( f(n) \leq n \) and \( f(n + m) \leq f(n) + f(m) \). Then the following are equivalent:

(i) the homology of \( |W_n(0, X)| \) vanishes in degrees \( * < f(n) - 1 \) for all \( n > 1 \),
(ii) the homology of \( |Z_n^{E_2}(X^{\otimes n})| \) vanishes in degrees \( * < f(n) + 1 \) for all \( n > 1 \),
(iii) the homology of \( |Z_n^{E_2}(X^{\otimes n})| \) vanishes in degrees \( * < f(n) + 2 \) for all \( n > 1 \).
Hepworth [12, Theorem 13.2] has shown that (ii) ⇒ (i) under slightly different connectivity hypotheses, see Example 7.4.

**Proof of Proposition 7.1.** We will first show that (iii) is equivalent to (i), and later the simpler statement that (iii) is equivalent to (ii). To do so we will use the abstract connectivity (cf. [7, Definition 11.1]) \( \sigma : G \to [-\infty, \infty] \) defined by \( \sigma(A) := f(r(A)) \), which by assumption satisfies \( \sigma \leq r \) and \( \sigma \ast \sigma \geq \sigma \).

As before we may linearise (via \((-)_Z := Z[Sing((-)] : Top \to sMod\mathbb{Z}\) the \(E_2\)-map \( f : E_2(X_*(\ast)) \to T \) to obtain a map \( f_Z : E_2(X_*(\ast)) \to T_Z \) of \(E_2\)-algebras in \(sMod\mathbb{Z}^0\), with \( T_Z(A) \approx \mathbb{Z} \) if \( r(A) > 0 \) and \( T_Z(0) = 0 \). By [7, Proposition 17.14] we have

\[
S^{0,2} \otimes Q^E_2(T_Z)(A) \approx \mathbb{Z}[E^*\mathbb{Z}(A)].
\]

As \( Q^E_2(E_2(X_*(\ast)) \approx X_*(\mathbb{Z}) \) is supported on the object \( X \), we have

\[
H^2_{X^m_*,d}(T_Z, E_2(X_*(\ast))) \simeq H^0_{X^m_*,d}(T_Z) \simeq \tilde{H}_{d+2}([Z^E_2(X^m_*)])
\]

as long as \( n > 1 \). On the other hand, as \( Q^E_2(E_2(X_*(\ast)) \approx 0_*(\mathbb{Z}) \) is supported on the object 0, linearising the conclusion of Corollary 5.2 gives

\[
H^2_{X^m_*,d}(T_Z, E_2(X_*(\ast))) \simeq \tilde{H}_{d-1}([W_n(0, X_*)])
\]

as long as \( n > 0 \).

The homology groups to which (iii) and (i) refer are the right-hand sides of (7.1) and (7.2) respectively: we will compare them using the interpretations given by the left-hand sides, as relative \(E_2\)-algebra indecomposables and \(E_2(X_*(\ast))\)-module indecomposables respectively.

Suppose first that \((G,\otimes, b, 0)\) is in fact symmetric monoidal. Then we may apply [7, Theorem 15.9] in the category \(C := sMod\mathbb{Z}^2\) with \( k = 2 \), because \( G \) is 3-monoidal (= symmetric monoidal) and so \( C \), with the Day convolution monoidal structure, is too. This Theorem, applied to the morphism \( f_Z : E_2(X_*(\ast)) \to T_Z \) with \( \rho = r \) and with \( \sigma \) an abstract connectivity such that \( \sigma \ast \sigma \geq \sigma \) and \( r \geq \sigma \), says the following: if \( H^2_{X^m_*,d}(T_Z, E_2(X_*(\ast))) = 0 \) whenever \( d < \sigma(X^m_*) \) then there is a morphism

\[
H^2_{X^m_*,d}(T_Z, E_2(X_*(\ast))) \to H^2_{X^m_*,d}(T_Z, E_2(X_*(\ast)))
\]

which is an isomorphism for \( d < (\sigma \ast \sigma)(X^m_*) \) and an epimorphism for \( d < (\sigma \ast \sigma)(X^m_*) + 1 \).

If \( \sigma \) is such that (iii) holds then by (7.1) the assumption for the above is satisfied, and so as \( \sigma \ast \sigma \geq \sigma \) it follows that \( H^2_{X^m_*,d}(T_Z, E_2(X_*(\ast))) = 0 \) for \( d < \sigma(X^m_*) \), so by (7.2) it follows that the homology of \( |W_n(0, X_*)| \) vanishes in degrees \( \ast < \sigma(X^m_*) - 1 \) for \( n > 1 \).

In the other direction, if \( \sigma \) is such that (i) holds then \( H^2_{X^m_*,d}(T_Z, E_2(X_*(\ast))) = 0 \) for \( d < \sigma(X^m_*) \) by (7.2). Define abstract connectivities \( \sigma_k \) by

\[
\sigma_k(X^m_*) := \begin{cases} \sigma(X^m_*) & n \leq k \\ \sigma(X^m_*) & n > k \end{cases},
\]

which satisfy \( \sigma_k \ast \sigma_k \geq \sigma_k \) and \( \sigma_k \leq r \). As \( H^2_{X^m_*,d}(T_Z, E_2(X_*(\ast))) = 0 \) for all \( n \) we have \( H^2_{X^m_*,d}(T_Z, E_2(X_*(\ast))) = 0 \) for \( d < \sigma_1(X^m_*) \), because \( \sigma(X) \leq r(X) = 1 \) by assumption. Suppose for an induction that \( H^2_{X^m_*,d}(T_Z, E_2(X_*(\ast))) = 0 \) for \( d < \sigma_k(X^m_*) \). Then by [7, Theorem 15.9] the map (7.3) is an epimorphism for \( d \leq (\sigma_k \ast \sigma_k)(X^m_*) + 1 \), and by assumption its source vanishes for \( d < \sigma(X^m_*) \), so we conclude that its target vanishes for

\[
d < \inf(\sigma, \sigma_k \ast \sigma_k + 1)(X^m_*)
\]
In particular it vanishes for \( d < \inf(\sigma, \sigma_k + 1)(X^{\otimes n}) \) and hence also for \( d < \sigma_{k+1}(X^{\otimes n}) \), as \( \sigma_{k+1} \leq \sigma \) and \( \sigma_k + 1 \leq \sigma_{k+1} \). It follows by induction that

\[
H_{X^{\otimes n}, d}(\mathbb{T}_2, E_d(X_*(\mathbb{Z}))) = 0 \quad \text{for} \quad d < \inf(X^{\otimes n}) = \sigma(X^{\otimes n}).
\]

Using (7.1) this translates to the homology of \([Z_{E_1}(X^{\otimes n})]\) vanishing in degrees \( * < \sigma(X^{\otimes n}) + 2 \) for \( n > 1 \). This finishes the proof that (iii) is equivalent to (i) if \((G, \otimes, b, 0)\) is symmetric monoidal.

If \((G, \otimes, b, 0)\) is only braided monoidal then we can not appeal directly to [7, Theorem 15.9]: it proof uses [7, Theorem 15.3] which is false if \( k = 2 \) and \( G \) is only braided monoidal (see Example A.2). However, in Appendix A we show that the conclusion of [7, Theorem 15.9] is nonetheless true when \( k = 2 \) and \( G \) is only braided monoidal. Given this, the above argument goes through to show that (iii) is equivalent to (i).

To see that (iii) and (ii) are equivalent we use the results of [7, Section 14] for transferring vanishing lines, along with

\[
(7.4) \quad H_{X^{\otimes n}, d}(\mathbb{T}_2) \cong \tilde{H}_{d+1}(\vert Z^{(n)}_{E_1}(X^{\otimes n}) \vert)
\]

from [7, Proposition 17.14]. If \( \sigma \) is such that (ii) holds then (7.4) shows that \( H_{X^{\otimes n}, d}(\mathbb{T}_2) = 0 \) for \( d < \rho(X^{\otimes n}) \) for \( n > 1 \), so letting

\[
\rho(X^{\otimes n}) := \begin{cases} 
\sigma(X^{\otimes n}) + 1 & n > 1 \\
n & n \leq 1
\end{cases}
\]

we have \( \rho \ast \rho \geq \rho \) and \( H_{X^{\otimes n}, d}(\mathbb{T}_2) = 0 \) for \( d < \rho(X^{\otimes n}) - 1 \), so by [7, Theorem 14.4] it follows that \( H_{X^{\otimes n}, d}(\mathbb{T}_2) = 0 \) for \( d < \rho(X^{\otimes n}) - 1 \) (so for \( d < \sigma(X^{\otimes n}) \) and \( n > 1 \)), which via (7.1) implies that (iii) holds. Using the same \( \rho \), [7, Theorem 14.4] shows that (iii) implies (ii).

Example 7.2. Let \((G, \otimes, b, 0)\) be the free braided monoidal groupoid on one object \( X \), so \( \text{Aut}_G(X^{\otimes n}) \cong \beta_n \) is the braid group on \( n \) strands. In this case \( \mathbb{T} \in \text{Alg}_{E_2}(\text{Top}^G) \) is the free \( E_2 \)-algebra on \( X_*(\ast) \), and so \( |Z^2_{E_2}(A)| \) is the value at \( A \in G \) of the object \( S^0 \wedge X_*(S^0) \in \text{Top}^G \). This is \( S^2 \) when evaluated at \( X \) and contractible otherwise, so in general when evaluated at \( X^{\otimes n} \) its homology vanishes in degrees \( * < n + 2 \) for all \( n > 1 \). By Proposition 7.1 it then follows that \( |W_n(0, X)_*| \) is homologically \((n-2)\)-connected. The latter may be described as an arc complex [17, Section 5.6.2]. Note however that we used this connectivity (and in fact that it is contractible) in the proof of Lemma 3.2, so this is not new information.

Example 7.3. Similarly, if \((G, \otimes, b, 0)\) be the free symmetric monoidal groupoid on one object \( X \), so \( \text{Sym}_G(X^{\otimes n}) \cong \Sigma_n \) is the \( n \)-th symmetric group, then \( \mathbb{T} \) is the free \( E_\infty \)-algebra on \( X_*(\ast) \). Thus \( |Z_{E_\infty}(A)| \cong E_\infty(X_*(S^2))(A) \) by combining [7, Theorem 13.7, 13.8, 17.4]. At \( A = X^{\otimes n} \) this evaluates to \( (E \Sigma_n)_+ \wedge \Sigma_n (S^2)^{\wedge n} \) and so has trivial homology in degrees \( * < 2n \), so in particular in degrees \( * < n + 2 \) for all \( n > 1 \). By Proposition 7.1 it then follows that \( |W_n(0, X)_*| \) is homologically \((n-2)\)-connected. The latter may be identified with the “complex of injective words”, which gives a (very complicated) new proof for the homological high-connectivity of this semi-simplicial set.

Example 7.4. That \( |Z^2_{E_1}(X^{\otimes n})| \) be \((n-1)\)-connected is called the “standard connectivity estimate” in [7, Definition 17.6], and several examples of braided monoidal groupoids are known to satisfy this: general linear groups over Dedekind domains of class number 1 [7, Section 18.2], mapping class groups of orientated surfaces [8, Theorem 3.4], automorphism groups of free groups [12, Corollary 4.5]. In this case
Proposition 7.1 applies with \( f(n) = \frac{n}{2} \) to show that \( |W_n(0, X)_\bullet| \) has trivial homology in degrees \( * < \frac{n-2}{2} \), i.e. is homologically \( \frac{n-3}{2} \)-connected. This recovers [12, Theorem 13.2] at the level of homology.

**Example 7.5.** In [17, Section 5] many examples are given of braided monoidal groupoids \((G, \otimes, 0)\) such that \( |W_n(0, X)_\bullet| \) is \( \frac{n-3}{2} \)-connected. For example, the groupoids corresponding to: automorphism groups of free groups [17, Proposition 5.3 and Theorem 2.10], general linear groups of rings having stable rank \( \leq 1 \) [17, Lemma 5.10], mapping class groups of orientable surfaces [17, Lemma 5.25] and certain 3-manifolds [17, Section 5.7]. Setting

\[
\begin{cases} \frac{n+1}{2} & n > 0 \\ 0 & n = 0, \end{cases}
\]

we have \( f(n) \leq n \) and \( f(n+m) \leq f(n)+f(m) \), and \( |W_n(0, X)_\bullet| \) has trivial homology in degrees \( * < f(n) - 1 \). By Proposition 7.1 it then follows that for \( n > 1 \) the space \( |Z^G_{\bullet}(X^{\geq n})| \) has trivial homology in degrees \( * < \frac{n-1}{2} \), in all of these cases.

**Appendix A. Comparing algebra and module cells, extended**

The goal of this technical appendix is to relax very slightly the hypotheses of [7, Theorem 15.9] in the case \( k = 2 \), as follows. (In the following \( S \) no longer denotes the free \( E_2 \)-algebra on one generator! The notation is parallel to [7, Theorem 15.9].)

**Theorem A.1.** Suppose that \( S \) satisfies [7, Axiom 11.19], and that \( G \) is braided monoidal and Artinian. Let \( \rho, \sigma : G \to [-\infty, \infty] \geq \) be abstract connectivities such that \( \rho * \rho \geq \rho, \sigma * \sigma \geq \sigma, \) and \( \rho * \sigma \geq \sigma * \sigma \). If

(i) \( R \in \text{Alg}_{E_2}(C) \) is such that \( H_{g \cdot d}^{E_2}(R) = 0 \) for \( d < \rho(g) - 1 \),

(ii) \( f : R \to S \) is an \( E_2 \)-algebra map such that \( H_{g \cdot d}^{E_2}(S, R) = 0 \) for \( d < \sigma(g) \), and

(iii) \( R \) and \( S \) are cofibrant in \( C \), 0-connective, and reduced,

then there is a map \( H_{g \cdot d}^R(S, R) \to H_{g \cdot d}^{E_2}(S, R) \) which is an isomorphism for \( d < (\sigma * \sigma)(g) \), and an epimorphism for \( d < (\sigma * \sigma)(g) + 1 \).

The only change from the \( k = 2 \) case of [7, Theorem 15.9] is that \( G \) is only required to be braided monoidal, rather than symmetric monoidal.

Let us first explain the issue. The proof of [7, Theorem 15.9] uses [7, Theorem 15.3], which when \( G \) is symmetric monoidal provides an equivalence

\[
E_2(A \vee B) \simeq E_2(A) \otimes E_2^+(S^1 \wedge A) \otimes B
\]

of left \( E_2(A) \)-modules. However, if \( G \) is only braided monoidal then there is no such equivalence.

To explain why, recall as in Section 5.1 that to discuss \( E_2 \)-algebras in a category which is only braided monoidal we use the braided version \( C_2^{FB_2} \) of the non-unitary little 2-cubes operad [7, Definition 12.6], which has \( C_2^{FB_2} \) contractible for each \( n > 0 \).

**Example A.2.** Let \( G = FB_2 \), the free braided monoidal groupoid on one generator, i.e. \( G = \bigsqcup_{n \geq 0} \{ n \} / \beta_n \), and take \( S = sMod_2 \). Let \( A = B = \{ 1 \}_*(Z) \), with \( Z \) considered to be in degree 0. Then on the left-hand side of (A.1) we have

\[
E_2(A \vee B)\{ \{ n \} \} \simeq (Z \oplus Z)^{\otimes n}.
\]

This is because, by definition of Day convolution, in \( sMod_2^G \) the object \( (A \vee B)^{\otimes n} \) is supported at \( \{ n \} \) and is here given by \( \text{Ind}_{\beta_1 \times \cdots \times \beta_1}((Z \oplus Z)^{\otimes n}) \), so when we apply \( C_2^{FB_2}(n) \times \beta_n - \) (cf. [7, Definition 12.6]) we obtain \( Z[C_2^{FB_2}(n)] \otimes (Z \oplus Z)^{\otimes n} \simeq (Z \oplus Z)^{\otimes n} \),
using that $C_{2}^{FB}(n)$ is contractible. In particular, in each grading the homology of $\mathcal{E}_{2}(A \vee B)$ is supported in degree zero.

On the other hand, the right-hand side of (A.1) contains as a retract $A \otimes (S^{1} \wedge A) \otimes B$. This is supported on the object $\{3\}$ where it is given by

$$\text{Ind}_{\beta_{1} \times \beta_{1} \times \beta_{1}}(\mathbb{Z} \otimes (S^{1} \wedge \mathbb{Z}) \otimes \mathbb{Z}),$$

which has nontrivial first homology. Thus (A.1) cannot hold.

Our solution to this issue will be that although (A.1) need not hold when $G$ is braided monoidal, a certain connectivity estimate for the natural morphism $B \to B(1, \mathcal{E}_{2}(A), \mathcal{E}_{2}(A \vee B))$ that one would deduce from (A.1) does in any case hold, and it is only this connectivity estimate that is used in the proof of [7, Theorem 15.9]. The required connectivity estimate is as follows.

**Proposition A.3.** Suppose that $S$ satisfies [7, Axiom 11.19], and that $G$ is braided monoidal and Artinian. Let $\sigma, \rho : G \to [-\infty, \infty]_{\geq}$ be abstract connectivities with $\sigma \ast \sigma \geq \sigma, \rho \ast \rho \geq \rho, \text{ and } \rho \ast \sigma \geq \sigma \ast \sigma$. If $A \in C := S^{G}$ is homologically $(\rho - 1)$-connective and $B \in C$ is homologically $\sigma$-connective then the natural map

$$B \longrightarrow B(1, \mathcal{E}_{2}(A), \mathcal{E}_{2}(A \vee B))$$

is homologically $\sigma \ast \sigma$-connective.

**Proof.** Let $\beta_{a_{1},a_{2},\ldots,a_{s}}$ denote the subgroup of the braid group $\beta_{a_{1}+a_{2}+\cdots+a_{r}}$ consisting of those braids which induce a permutation which preserves the decomposition

$$\{1,2,\ldots,a_{1}\} \sqcup \{a_{1}+1,\ldots,a_{1}+a_{2}\} \sqcup \cdots \sqcup \{a_{1}+a_{2}+\cdots+a_{r-1}+1,\ldots,a_{1}+a_{2}+\cdots+a_{r}\}.$$

In the braided monoidal category $C$ we have

$$(A \vee B)^{\otimes n} \cong \bigvee_{a+b=n} \text{Ind}_{\beta_{a,b}}(A^{\otimes a} \otimes B^{\otimes b})$$

and so

$$\mathcal{E}_{2}(A \vee B) \cong \mathbb{I} \vee \bigvee_{a+b \geq 1} \text{Res}_{\beta_{a,b}}((0, \infty) \times C_{2}^{FB}(a+b)) \land_{\beta_{a,b}} (A^{\otimes a} \otimes B^{\otimes b}).$$

Similarly $\mathcal{E}_{2}(A) \cong \mathbb{I} \vee \bigvee_{n \geq 1} ((0, \infty) \times C_{2}^{FB}(n)) \land_{\beta_{n}} A^{\otimes n}$. Using these identities we may express $B(1, \mathcal{E}_{2}(A), \mathcal{E}_{2}(A \vee B))$ as an analytic functor of the variables $A$ and $B$ in the form

$$(A \otimes B) \bigvee_{a,b \geq 0} |C(a,b)\ast | \land_{\beta_{a,b}} (A^{\otimes a} \otimes B^{\otimes b})$$

where $C(a,b)$ is the semi-simplicial pointed space (with free $\beta_{a,b}$-action) given as follows. The space $C(a,b)_{p}$ is

$$\bigvee_{a_{1}+a_{2}+\cdots+a_{p}+a_{p+1}=a} \text{Ind}_{\beta_{a_{1},\beta_{a_{2}}\times\cdots\times\beta_{a_{p}}\times\beta_{a_{p+1},b}}}(\prod_{i=1}^{p}(0, \infty) \times C_{2}^{FB}(a_{i}) \times (0, \infty) \times C_{2}^{FB}(a_{p+1}+b)),$$

with face maps given as in the two-sided bar construction.

Under the given connectivity assumptions $A^{\otimes a} \otimes B^{\otimes b}$ is $(\rho - 1)^{a} \ast \sigma^{b}$-connective, i.e. $(\rho^{a} \ast \sigma^{b} - a)$-connective. As $|C(a,b)_{p}|$ is a free $\beta_{a,b}$-space, the claim will follow from the decomposition (A.2) as long as $|C(a,b)_{p}|$ is $a$-connective, and contractible for $b = 0$. Because in this case $|C(a,b)_{p} \land_{\beta_{a,b}} (A^{\otimes a} \otimes B^{\otimes b})$ is contractible for $b = 0$, and is $(\rho^{a} \ast \sigma^{b})$-connective otherwise, so is at least $\sigma \ast \sigma$-connective except when $(a,b) = (0,1)$.

To prove this connectivity statement we observe that the $C(a,b)_{p}$ are homotopy-discrete, because $(0, \infty)$ and $C_{2}^{FB}(n)$ are all contractible, so the semi-simplicial
pointed space $C(a, b)_\bullet$ is levelwise homotopy equivalent to the semi-simplicial pointed set $\pi_0C(a, b)_\bullet$ having

$$\pi_0C(a, b)_\bullet = \bigvee_{a_1 + a_2 + \cdots + a_p + p + 1 = a} \frac{\beta_{a,b}}{\beta_{a_1} \times \beta_{a_2} \times \cdots \times \beta_{a_p} \times \beta_{a_{p+1},b}} \bigvee.$$

This semi-simplicial pointed set admits a system of degeneracies, by setting $a_i = 0$, making it a simplicial pointed set. The connectivity of this simplicial set can be analysed by the same argument as [8, Section 4], as we now explain.

---

**Figure 2.** (a) The standard configuration with $a = 5$ and $b = 2$. (b) The standard 1-simplex $\sigma(2, 1, 2)$.

---

Fix a configuration of $a$ black points and $b$ white points in $[0, a+b] \times [0, 1]$, as shown in Figure 2 (a), and let $\Sigma^{a,b}_\bullet$ denote the surface given by this square with these marked points. Let the poset $S(a, b)$ consist of the set of isotopy classes of smoothly embedded arcs $\alpha : [0, 1] \to \Sigma^{a,b}$ disjoint from the marked points and with $\alpha(0) \in [0, a+b] \times \{0\}$ and $\alpha(1) \in [0, a+b] \times \{1\}$, such that the left-hand side of the arc contains a non-zero number of points, and the right-hand side contains all white points. Say that $[\alpha] \leq [\alpha']$ if $\alpha$ and $\alpha'$ can be represented by disjoint embedded arcs with $\alpha(0) \leq \alpha'(0) \in [0, a+b]$. Let $S(a, b)_\bullet$ denote the simplicial nerve of the poset $S(a, b)$. The mapping class group of $\Sigma^{a,b}_\bullet$, where homeomorphisms must fix the boundary but are allowed to permute the black or the white marked points (but not interchange them), is the group $\beta_{a,b}$, and it acts on $S(a, b)_\bullet$. To a set of natural numbers $a_0 > 0$, $a_1, a_2, \ldots, a_{p+1} \geq 0$ there is an associated $p$-simplex $\beta(a_0, \ldots, a_{p+1}) \in S(a, b)_p$ as shown in Figure 2 (b), given by vertical arcs partitioning the black points into groups of the indicated sizes. Every $p$-simplex is in the orbit of a unique $\beta(a_0, \ldots, a_{p+1})$ (by counting the number of black points between the arcs). Furthermore, the stabiliser of this simplex under the $\beta_{a,b}$-action is the subgroup

$$\beta_{a_0} \times \cdots \times \beta_{a_p} \times \beta_{a_{p+1},b}.$$

We therefore recognise the pointed simplicial set $\pi_0C(a, b)_\bullet$ as the suspension of the simplicial set $S(a, b)_\bullet$.

When $b = 0$ the poset $S(a, 0)$ has a maximal element, given by the arc having no points to its right, and so $\pi_0C(a, 0)_\bullet$ is indeed contractible. When $b > 0$ we must show that $\pi_0C(a, b)_\bullet$ is $a$-connective, i.e. that $|S(a, b)_\bullet|$ is $(a-2)$-connected. We will do this by induction on $a$, using the Nerve Theorem as formulated in [8, Corollary 4.2]. It clearly holds for $a \leq 1$.

Let $A(\Sigma^{a,b}_\bullet)$ denote the simplicial complex with vertices the isotopy classes of smoothly embedded arcs $\gamma : [0, 1] \to \Sigma^{a,b}$ with $\gamma(0) = (0, \frac{1}{2})$ and $\gamma(1)$ a black marked point. A collection $[\gamma_0], \ldots, [\gamma_p]$ spans a simplex if the $\gamma_i$ can be realised disjointly except at $\gamma_i(0) = (0, \frac{1}{2})$. By a theorem of Hatcher and Wahl [10, Proposition 7.2] the simplicial complex $A(\Sigma^{a,b}_\bullet)$ is $(a-2)$-connected. We consider the functor

$$F : \text{Simp}(A(\Sigma^{a,b}_\bullet))^{op} \to \{\text{downwards-closed subposets of } S(a, b)^{op}\}$$

which assigns to a simplex $\{[\gamma_0], \ldots, [\gamma_p]\}$ of $A(\Sigma^{a,b}_\bullet)$ the subposet of $S(a, b)^{op}$ given by those $[\alpha]$’s such that the arcs $\alpha, \gamma_0, \ldots, \gamma_p$ can be realised disjointly: see Figure 3 (a). This is clearly a downwards-closed subposet, and defines a functor.
We apply the Nerve Theorem [8, Corollary 4.2] to this functor, with the choices
\( t_{\text{Simp}(A^2)}([\gamma_0], \ldots, [\gamma_p]) = p, t_{\text{S}(a,b)^{op}}([\alpha]) = \# \{ \text{black points to the right of } \alpha \} \),
and \( n := a - 1 \). We verify the hypotheses of this theorem:

(i) \( \text{Simp}(A^2) \) is \((a - 2)\)-connected, by Hatcher and Wahl’s theorem.
(ii) \( \text{Simp}(A^2, k) \) is the poset of simplices of the boundary of \( \Delta^2 \), so
is \((p - 2)\)-connected. The subposet \( \text{S}(a,b)^{op} \) has a maximal
element, given by an arc which has precisely the points \( \gamma_0(1), \ldots, \gamma_p(1) \) to its
left nd runs parallel to the \( \gamma_i \) as in Figure 3 (b), so is contractible.
(iii) \( \text{S}(a,b)^{op} \) is \((a - 2)\)-connected, as required.

It follows from the Nerve Theorem that \( \text{S}(a,b)^{op} \) is \((a - 2)\)-connected, as required.

\[ \square \]
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