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ABSTRACT
Short video has witnessed rapid growth in the past few years in e-commerce platforms like Taobao. To ensure the freshness of the content, platforms need to release a large number of new videos every day, making conventional click-through rate (CTR) prediction methods suffer from the item cold-start problem. In this paper, we propose GIFT, an efficient Graph-guIded Feature Transfer system, to fully take advantages of the rich information of warmed-up videos to compensate for the cold-start ones. Specifically, we establish a heterogeneous graph that contains physical and semantic linkages to guide the feature transfer process from warmed-up video to cold-start videos. The physical linkages represent explicit relationships, while the semantic linkages measure the proximity of multi-modal representations of two videos. We elaborately design the feature transfer function to make aware of different types of transferred features (e.g., id representations and historical statistics) from different metapaths on the graph. We conduct extensive experiments on a large real-world dataset, and the results show that our GIFT system outperforms SOTA methods significantly and brings a 6.82% lift on CTR in the homepage of Taobao App.

CCS CONCEPTS
• Applied computing → Online shopping; • Information systems → Personalization; Collaborative filtering.
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1 INTRODUCTION
In e-commerce platforms like Taobao, a short video produced by an author to share a lifestyle or showcase an item, will be displayed in the homepage to attract customers’ attention for their potential click and payment. In the past year, the short videos have witnessed rapid development in Taobao: the number of short videos has grown five-fold to over ten million, and the velocity of daily new video production has accelerated from tens of thousands to hundreds of thousands, which has greatly improved the richness and freshness of short videos, as well as the coverage for products.

Behind this, a click-through-rate (CTR) model plays a vital role in accurately recommending appropriate videos for a target user. Unfortunately, the item cold-start problem[6, 9] may occur when the model faces a large volume of new videos released every day. We unveil the underlying reasons for the existence of this problem: 1) Mainstream methods such as collaborative filtering algorithms[11, 18, 27] require historical user-item interactions to calculate item co-occurrence relationship, leading to an unsatisfied result that new items that has no or rare user interactions can miss the opportunity to be recommended and remain cold all the time; 2) Deep learning methods[2, 26, 29, 31] learn a meaningful id embedding for each entity with at least 5-10 occurrences[7] of that item, which is far beyond the average interaction times for the newly arrived videos; 3) An unbalanced percentage of cold-start videos in the total production has accelerated from tens of thousands to hundreds of thousands, which has greatly improved the richness and freshness of short videos, as well as the coverage for products.
the silver bullet. Alternatively, the approach we seek is expected to capture some high-level information to represent a new video more precisely with the limited information.

In this work, we present Graph-guided Feature Transfer (GIFT) system, with a straightforward idea to construct linkages to guide feature transfer from warmed-up videos to cold-start ones. The whole GIFT system is presented as in Figure 1, which consists of the graph construction module and feature transfer model (GIFT network). For each video, it has the attribute like "author" and "product", which indicates its author and the product it showcase. Firstly, the graph construction module utilizes these attribute information to build edges between warmed-up videos and cold-start videos. Specifically, we introduce the concept of attribute node to represent a specific attribute value and video node to represent a unique video. We name an edge between a video node and an attribute node as a physical linkage. By building physical linkages, we can link more than 95% of cold videos to at least one warm video, and this approach does not rely on any interaction logs limited for cold-start videos.

However, two concerns are raised about this construction way: 1) We cannot assure that all cold videos can link to enough warm videos (≥5) for the effective transfer; 2) Physical metapath does not necessarily guarantee the most similarity in semantics, i.e., the shortest vicinity in the semantic space. To this end, we use a pre-trained multi-modal model to jointly encode the title and cover image of the video into a semantic space, where a vector represents a video. By simply applying kNN search, we can retrieve the most similar top-k video nodes for each cold-start video node, which perfectly solve the above-mentioned problems. We name this relationship as semantic linkage, and the semantic metapath “V-V” indicates two videos that are semantically related.

Guided by these two types of linkages, we can transfer features from warmed-up video nodes to the cold-start ones, not only the robust id representations, but also historical statistics like page view (PV) and click-through rate (CTR), etc. For different metapaths, the linked video nodes exhibit different degree of relatedness, and different types of nodes visited along a metapath contain different information. To make the feature transfer process more precisely, we propose the GIFT network by elaborately designing the transfer function for different types of nodes visited along different metapaths. Concretely, we apply the attention mechanism[23] to extract the most informative feature from the video nodes and attribute nodes separately to ensure the awareness of different types of transferred features. Moreover, two types of physical metapaths and semantic metapath are separately modeled in the transfer process. We refer the above transfer strategy as the instance-level transfer.

In practice, we first pretrain GIFT network on the whole set of videos to acquire the the robust id representations of warmed-up videos, and then fine-tune it on the logs of cold-start videos, to make it adapt to the target domain. We refer this transfer strategy as the model-level transfer. By utilizing the above-mentioned instance- and model-based transfer strategies, GIFT achieves 1.25 AP gain of AUC over the base model, which is a huge boost for the CTR prediction task. Additionally, the whole GIFT system has been deployed on Taobao since Sep. 21, 2020, serving for the cold-start video recommendation in the homepage of Taobao App. The gain of 6.82% on CTR metric further illustrates its effectiveness.

Contributions. To summarize, the contributions are as follows:

- We propose physical and semantic linkage construction methods to guide feature transfer process, with very limited information used and no requirement for any user interaction logs.
- We elaborate design the GIFT network to force the model effectively extract and transfer id representation and statistical features to the cold-start videos.
- We conduct extensive experiments on a massive real-world dataset and Taobao’s online environment, suggesting that GIFT achieves a significant CTR improvement and satisfying time efficiency and scalability for the real-world application.

2 PRELIMINARIES

2.1 Item Cold-start Problem

We focus on addressing the item (video) cold-start problem, which is the problem that new items has no or rare prior events, like rating
or click logs, making them miss the opportunity to be recommended and remain "cold" all the time. In our application, a new or cold-start video is defined as a short video released less than 3 days (inclusive) in Taobao.

### 2.2 Workflow of Cold-start Video Recommendation System

Figure 1 is the workflow of the whole cold-start video recommendation system, which consists of four parts: video generation, data preparation, graph construction, and recommendation. Our GIFT system works for the latter two parts. In video generation process, after produced by authors and audited by the platform, new videos can be added up to the video pool and recommended to users. Then the data preparation module calculates the statistics of videos periodically, as well as other features like multi-modal representations extracted based on videos’ content. Third, our GIFT system constructs a heterogeneous graph by building physical and semantic linkages between new and warmed-up videos. The computation graph for each cold video is pre-sampled and stored in Alibaba’s iGraph database to support real-time inference. Finally, in recommendation process, we use GIFT network to enhance the robustness of video feature to precisely predict the CTR for each item given the user. A typical industrial recommendation pipeline follows a multi-stage paradigm to trade off the accuracy and computation overhead (Section 5). In each stage, the model predicts CTR for each given item and then selects top ranked ones for the following stages. In theory, GIFT network works for all the stages. In practice, we implement and deploy it in the ranking stage.

### 3 GRAPH CONSTRUCTION

Graph is a ubiquitous data structure to represent the relationships between entities in e-commerce\[3, 8, 13\]. In GIFT system, we construct a heterogeneous graph that consists of two physical metapath and one semantic metapath to guide the feature transfer process. In the graph, a video node uniquely identifies a video and an attribute node represents a specific attribute value.

#### 3.1 Physical Linkage

The overall construction of physical linkage can be divided into three sub-steps: one-hop, two-hop, and three-hop linkage construction as illustrated in Figure 2(a)-(c), where the central round yellow node represents the target cold-start video.

**One-hop linkage**: As presented in Figure 2(a), the one-hop linkages are naturally set between a target video node (yellow round) and attribute nodes (green triangle), indicating that a video has certain attribute values, e.g., a video has an attribute of author id, category id, product id of the product it showcase, and other historical statistic features like average user stay time, page view (PV) and click-through rate (CTR) that calculated based on historical user behavior logs. It should be noted that the statistics of cold-start videos are unreliable. If we directly make use of these information without expanding the computation graph outward, it is a typical implementation of the content-based methods.

**Two-hop Linkage**: As in Figure 2(b), the two-hop linkages expand to warmed-up video nodes (pink round nodes) from two certain types of attribute nodes, i.e., author id and product id. Empirically, videos photographed by the same author or showcasing the same product may have very similar content and style, thus more likely to be clicked by the same group of users and tend to have similar recommendation pattern. In our implementation, the video nodes connected by two-hop linkages are constraint as the warmed-up videos, which have been released for more than 3 days so that they are able to accumulate enough user behavior logs and the statistics are more reliable. By building the two-hop linkage we are able to link more than 95% of cold videos to at least one warm video.

**Three-hop Linkage**: If the model solely takes the two-hop computation graph as input, it can be regarded as a representation transfer model, where the transferred features are robust representations of the two-hop linked video nodes. As presented in Figure 2(c), we take a step outward by setting three-hop linkage from the outermost warmed-up video nodes to neighbored attribute nodes, just the same rule as the one-hop linkage. Three-hop linkage can link to attribute nodes that represent informative value of the warmed-up videos like historical statistics like page view (PV), average stay time, click-through rate (CTR), etc., which are exactly what cold-start video lacks and needs to be made up for.

#### 3.2 Semantic Linkage

The above method solely focuses on the linkages that physically exist, but there are still two concerns about this construction way: 1) We cannot assure that all cold-start videos can link to at least one warmed-up video; 2) Video nodes linked by physical linkages does not necessarily guarantee the shortest vicinity in the semantic space, i.e., they may not the most similar videos in content or style. Therefore, we propose the semantic linkage construction way...
to solve these two problems further. By taking two factors into account, i.e., the title and cover image of the video, we use a pre-trained multimodal model lxmert[19] to encode these two types of information into a semantic space, where a vector represents a video as presented in Figure 2(d). Consequently, kNN search can be easily applied into this space to acquire k videos that relate to the target video without any requirement of physical relationship. Moreover, the vicinity calculated through metrics like cosine distance ensures the top-k similarity in the multimodal semantic space. By taking the semantic-neighbored videos as the source node, we further links the attribute nodes one-step outward, which represents the historical statistics of PV, CTR and so on, just the same rule as the three-hop physical linkage in Section 3.1.

4 CTR PREDICTION MODEL

Existing approaches[2, 16, 28, 29] can be categorized as user-side and item-side models. In this section, the proposed GIFT network focuses on the item (video)-side designing, because it addresses the item cold-start problem. We select DIN[29] as our base user-side model, considering it is much more widely used in Taobao’s applications than some newer models like DIEN[28], MIMN[16] due to its online efficiency and effectiveness. However, it should be noted that GIFT does not couple with any user-side models and can be easily generalized to SOTA methods.

4.1 Base Model: DIN

DIN has been successfully applied in Taobao. It mainly proposes the target attention mechanism to adaptively learn the representation of user interests from historical behaviors w.r.t. the target item, as shown in the left of Figure 3. It consists of several parts:

**Embedding Layer:** The input of DIN in our scenario contains several categorical id features, e.g., video id, item id, etc. These id features cannot be directly input into the model because of their extremely high dimensionality. For instance, the number of item ids is about billions. Therefore, the widely-used embedding technique is adopted to embed the original sparse features into low-dimensional dense vectors, which significantly eases the model computing process. For user and items (both the target item and items in user behavior sequence), id embeddings are concatenated with its other continuous features together to generate the overall embedding as depicted in the left of Figure 3.

**Target Attention Mechanism:** The original DIN proposes a local activation unit to calculate the representation vector of user interests by considering the relevance of historical behaviors w.r.t. the candidate item, which means the representation vector varies over different candidate items. This local activation unit can be re-implemented under the framework of attention[23] by considering the representation of target item \( h_t \) as the query and \( H_i \) as key and value, where \( H_i = \{h_1, h_2, \ldots, h_H\} \) is the set of embedding vectors of items in the user behaviors with length of \( H \). Specifically, we formalize it as follows:

\[
H = \text{TargetAttention} \left( h_t W^Q, W^K, W^V \right)
\]  

\[
\text{TargetAttention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d}} \right) V
\]

where the projections matrices \( W^Q \in \mathbb{R}^{d \times d}, W^K \in \mathbb{R}^{d \times d}, W^V \in \mathbb{R}^{d \times d} \) are learnable parameters and \( d \) is the dimension of hidden space. \( H_i \) can be regarded as a matrix \( \in \mathbb{R}^{d \times H} \), and \( h_1 \in \mathbb{R}^d \) is the hidden representation of target item that passed through an multi-layer network. The temperature \( \sqrt{d} \) is introduced to produce a softer attention distribution for avoiding extremely small gradients.

**Loss:** The objective function used in DIN and GIFT is both the negative log-likelihood function defined as:

\[
L = - \frac{1}{N} \sum_{(x, y) \in D} (y \log f(x) + (1 - y) \log(1 - f(x)))
\]
4.2 GIFT: Graph-guided Feature Transfer

The overall structure of the GIFT network is demonstrated in Figure 3. Given the sampled computation graph for a target video node, two motivations are adopted in our model designing: 1) For different metapaths, the linked video nodes exhibit different degree of relatedness; 2) Different types of nodes visited along a metapath contain different information. To make the feature transfer process more precisely, we need to clearly distinguish different types of nodes visited along different metapaths.

**Definition 1. Metapath-guided Neighbors [3].** Given a node \( o \) and a metapath \( \rho \) (start from \( o \)) in the graph, the metapath-guided neighbors is defined as the set of all visited objects when the object \( o \) walks along the metapath \( \rho \). In addition, we denote the \( i \)-th step neighbors of object \( o \) as \( N_{\rho_i}^{(i)}(o) \). For example, given the metapath \( \rho_a = o_1 \rightarrow a(\text{author}) \rightarrow o_2 \rightarrow a \), we can get metapath-guided neighbors as \( N_{\rho_a}^{(1)}(o_1) = \{a_1, a_2\} \), \( N_{\rho_a}^{(2)}(o_2) = \{o_1, o_2, o_3\} \), \( N_{\rho_a}^{(0)}(o_3) = o_1 \) itself.

It is worth noting that a video node represents the video id of itself and the attribute node represents a certain attribute value like category id. Following this setting, we use set of nodes to describe features used in our model, e.g., \( \{v_t\} \cup N_{\rho_a}^{(i)}(v_t) \) represents the id and attributes of video \( v_t \).

**Metapath-guided Feature Transfer:** With the help of metapath-guided neighbor, it is clear to describe the following feature transfer stage. To begin with, we obtain a representation vector \( h_t \) by embedding layer to represent the original information of target video \( v_t \), which contains both id embedding and statistical features. For a cold-start item, this information is not robust due to its very limited interaction logs. Firstly, we transfer the id representation of the warmed-up video nodes to \( h_t \). The id representation of a warmed-up video is calculated based on sufficient user behavior logs, and containing abundant information to transfer. The neighbors video nodes come from \( N_{\rho_a}^{(2)}(v_t) \), \( N_{\rho_p}^{(2)}(v_t) \), and \( N_{\rho_s}^{(1)}(v_t) \). The generation of id representation \( \Xi^{(2)} \) can be formalized as:

\[
\Xi^{(2)} = \left\{ \text{Embed}(v_i) \mid v_i \in N_{\rho_a}^{(2)}(v_t) \cup N_{\rho_p}^{(2)}(v_t) \cup N_{\rho_s}^{(1)}(v_t) \right\} \tag{4}
\]

where \( \Xi^{(2)} \) can be deemed as a concatenated matrix of a set of representation vectors, and Embed(·) denotes the embedding layer operation. Then, instead of mean or sum pooling \( \Xi^{(2)} \) into a vector, we adopt the idea of target attention as follows:

\[
h^{(2)} = \text{TargetAttention}\left(h_t, W^{Q}_2, \Xi^{(2)}W^{K}_2, \Xi^{(2)}W^{V}_2\right) \tag{5}
\]

Target attention function takes \( h_t \) as the query vector, and thus pay more attention to nodes which have similar representation to \( h_t \) during pooling, making \( h^{(2)} \) contain more useful information related to the target video \( v_t \), compared to mean or sum pooling operations.

Since \( h^{(2)} \) now only include id representation information transferred from the warmed-up videos and do not contain any statistical information, we take a further step to get statistical features involved. To transfer statistical features, similarly, we generate the set of video representation \( \Xi^{(3)} \) as follows:

\[
\Xi^{(3)}_a = \left\{ \text{Embed}(v_i) \mid v_i \in N_{\rho_a}^{(2)}(v_t) \right\} \tag{6}
\]

\[
\Xi^{(3)}_p = \left\{ \text{Embed}(v_i) \mid v_i \in N_{\rho_p}^{(2)}(v_t) \right\} \tag{7}
\]

\[
\Xi^{(3)}_s = \left\{ \text{Embed}(v_i) \mid v_i \in N_{\rho_s}^{(1)}(v_t) \right\} \tag{8}
\]

where \( N_{\rho_a}^{(2)}(v_t), N_{\rho_p}^{(2)}(v_t) \) refers to the set of video nodes that two step away from \( v_t \) along the metapath \( \rho_a \) and \( \rho_p \), respectively, and \( N_{\rho_s}^{(1)}(v_t) \) refers to the set of video nodes that one step away from \( v_t \) along the metapath \( \rho_s \). \( \Xi^{(3)}_a, \Xi^{(3)}_p \) and \( \Xi^{(3)}_s \) are three corresponding feature matrices for transfer. We then apply target attention to refine the information of \( \Xi^{(3)}_a, \Xi^{(3)}_p \) and \( \Xi^{(3)}_s \) separately. The step of this transfer process can be formalized as follows:

\[
h^{(3)}_r = \text{TargetAttention}\left(h_t, W^{Q}_{3r}, \Xi^{(3)}_aW^{K}_{3r}, \Xi^{(3)}_pW^{V}_{3r}, \Xi^{(3)}_sW^{V}_{3r}\right), r \in \{a, p, s\} \tag{9}
\]

\[
h^{(3)} = h^{(3)}_a @ h^{(3)}_p @ h^{(3)}_s \tag{10}
\]

It is noted that target attention are computed separately on \( \Xi^{(3)}_r \) from metapath \( \rho_r \), as illustrated in Figure 3. This separate modeling strategy ensure the feature transfer only occurs within nodes that share a certain type of characteristic to prevent it from vanishing by mixing all the nodes together. For example, videos that showcase the same product tend to share more similar content, whereas videos produced by the same author tend to have similar photographing styles. Finally, we concatenate \( h^{(3)}_a, h^{(3)}_p, h^{(3)}_s \) into one vector to obtain the final \( h^{(3)} \) in Eq. 10, where @ denotes the concatenate operator.

Given \( v_t \)'s transferred embedding features \( h^{(2)}, h^{(3)} \) encoding different types of information from the warmed-up videos, we concatenate them with \( h_t \) and pass them through a MLP-layer to generate the final representation for \( v_t \) as follows:

\[
h'_{f_t} = \text{MLP}(h_t @ h^{(2)} @ h^{(3)}) \tag{11}
\]

Then we take \( h'_{f_t} \) as the query vector and feed it into DIN. The remaining settings of the network structure are just the same as the base model. It is noted that due to the robustness of \( h'_{f_t} \), the efficiency of target attention is enhanced.

4.3 Training Strategy

**Pre-training:** GIFT network serves for the short video newly launched on the Taobao, yet in order to acquire an effective model, we first pre-train the model on the whole set of videos, because it is needed to train robust representations for the warmed-up videos to facilitate the subsequent feature transfer. Moreover, because of the unbalanced distribution of the new and old video, user behavior logs
collected from the new video (around 1/10 daily) are insufficient to train a model with a good generalization performance.

**Fine-tuning:** However, domain bias between new and old videos not only exists in terms of data volume but also in the recommendation pattern: model trained on the logs of old videos more rely on the id embedding or historical statistics compared to the model trained on the new videos, which should assign more weights on the content information to well generalize to the cold-start videos. Therefore, we fine-tune our pre-trained model on the logs of cold-start videos collected over the past 1 month to obtain sufficient training logs. By using this adaptation strategy, our model boosts the offline performance by 0.86% in terms of AUC (Table 2).

5 SYSTEM IMPLEMENTATION

In industrial e-commerce scenarios, recommendation systems usually follow a multi-stage cascade architecture to trade off the accuracy and efficiency, *i.e.*, first to use simpler models to select a candidate set from a large size of item pool and then use more complex models to filter the candidate set further. As depicted in Figure 4, the whole process can be divided into three stages: **matching**, **pre-ranking**, and **ranking**. 1) In the matching stage, we adopt Swing[27] to calculate similarity score for item-to-item retrieval, and implement MIND[12] for user-to-item vector retrieval; 2) Pre-ranking can be seen as a simplified version of the ranking phase, considering the computation cost challenge of online serving with a larger size of the candidate set to be calculated (around tens of thousands). We implement the DNN[2] model for the pre-ranking stage in our pipeline; 3) Ranking stage plays a vital role in the whole cascade architecture. Since it tackles only hundreds of items, the model can take into account much more fine-grained features like cross-feature and adopt more intricate model architecture, like the target attention. In our implementation, the GIFT system works for the ranking stage and can be easily generalized to the matching and pre-ranking stages because it only involves calculation on the target item side. (interactive calculation between user- and item-side like target attention can not be supported by matching and pre-ranking models. Therefore, we fine-tune our pre-trained model on the logs of cold-start videos collected over the past 1 month to obtain sufficient training logs. By using this adaptation strategy, our model boosts the offline performance by 0.86% in terms of AUC (Table 2).

6 EXPERIMENTS

6.1 Dataset and Competitors

**Taobao Dataset:** Taobao dataset includes hundreds of millions of user interaction logs with short videos in the homepage of Tabao App. The dataset consists of two parts: $D_{full}$ and $D_{cold}$, where $D_{full}$ is uniformly sampled from 15-day user interaction logs of all videos, and $D_{cold}$ is a subset of $D_{full}$ that only includes user interaction logs on new videos that launched less than 3 days. Both $D_{full}$ and $D_{cold}$ are used for the training phase. We further sample the testing set $D_{test}$ from the following one-day logs after $D_{full}$ and $D_{cold}$ are collected, which also only includes logs of cold videos. It is worth noting that the collection of this dataset strictly simulates the online environment.
Table 1: Statistics of Taobao Dataset

| Dataset | # Users | # Items | # Samples | Edge Type | # Edges | Path Type | # Paths |
|---------|---------|---------|-----------|-----------|---------|-----------|---------|
| Taobao  | full    | 4.98 x 10^7 | 2.2 x 10^7 | 5.78 x 10^8 | V-A    | 2.2 x 10^7 | V-A-V  | 1.9 x 10^8 |
|         | cold    | 3.0 x 10^7  | 4.8 x 10^7  | 1.38 x 10^8 | V-P    | 2.1 x 10^7 | V-P-V  | 5.7 x 10^7  |
|         | test    | 2.1 x 10^7  | 1.2 x 10^7  | 9.4 x 10^6  | V-V    | 2.8 x 10^7 | V-V    | 2.8 x 10^8  |

Table 2: Performance Comparison

| Methods          | Metrics | AUC   | RelaImpr |
|------------------|---------|-------|----------|
| Handcrafted       | LR      | 0.7218| -13.63%  |
|                   | SVM     | 0.7339| -8.92%   |
|                   | GBDT    | 0.7377| -7.44%   |
| DNNs              | DNN     | 0.7423| -5.65%   |
|                   | Wide&Deep| 0.7465| -4.01%   |
|                   | DeepFM  | 0.7508| -2.33%   |
|                   | DIN     | 0.7568| 0.00%    |
| Cold-Start Methods| DropOutNet| 0.7573| 0.19%   |
|                   | ACCM    | 0.7550| -0.70%   |
| Ours              | GIFT    | 0.7670| 3.97%    |
|                   | GIFT1   | 0.7693| 4.87%    |

Competitors: We compare proposed GIFT network with three types of baselines: the first type is conventional machine-learning methods based on handcrafted features, like Logistic Regression (LR), Support vector machine (SVM), Gradient Boosting Decision Tree (GBDT). The second type is DNN-based methods, including:

- DNN[2]: a video recommendation approach proposed by Youtube and has been widely adopted in industrial application.
- Wide&Deep[1]: a method proposed by Google that adopted a wide model to tackle manually designed cross-product features and a deep model to capture high-order feature interactions.
- DIN[29]: our base model as described in Section 4, which uses target attention to learn the representation of user interests from historical behaviors w.r.t. the target item.

As for the third type of baselines, we implement two cold-start approaches:

- DropOutNet [24]: a method that applies dropout technique to make DNNs generalize to the missing input that is common for the cold-start items. DIN is implemented as the base model of DropOutNet.
- ACCM[17]: a hybrid model that attentively integrates id embedding and content information into one vector to adapt to both the warm and cold items. For the fairness of comparison, we re-implement its base model as DIN.

We do not put any pure content-based models into the competitors because the existing feature systems in Taobao has included abundant content information long before.

Implementation Details: We implement the DNN part of DeepFM, Wide&Deep, DNN, DIN and GIFT just the same architecture, i.e., a three-layer MLP with 512, 256 and 128 hidden units. For all attention layers in above models, we set the number of hidden units to 128. Adagrad optimizer is adopted in all the methods, the learning rate of 1e-4 is set. Batch size of 512 among 256, 512, 1024 gives the best result for all DNNs. For other baselines, the grid search strategy is applied to find the optimal hyper-parameters. For a certain type of physical linkage, we sample top-20 neighbors according to the ascending order of time interval between them and the target item; for semantic linkage, we sample top-20 neighbors according to the descending order of cosine similarity. The default value of 20 is chosen based on the observation that there are only marginal improvements when we continually increase this value.

6.2 Performance Comparison

In the field of CTR prediction, AUC value is widely used as a metric of goodness of order by ranking all the items with predicted CTR[28, 29]. We further adopt the idea of RelaImpr[29] to measure the relative improvement over models. Since for a random guesser, the value of AUC is 0.5, the RelaImpr is defined as below:

$$\text{RelaImpr} = \left( \frac{\text{AUC(measured model)}}{\text{AUC(base model)}} - 0.5 \right) \times 100\%$$

Table 2 shows the results of ten methods on the testing dataset. Obviously, all the DNNs beat non-deep learning models significantly, which demonstrates the power of deep learning in recommendation field. For DNN-based methods, Wide&Deep with elaborately designed “wide” structure outperforms DNN, and DeepFM performs better than Wide&Deep further; DIN stands out significantly among all the DNN-based methods, especially on Taobao Dataset with rich user behaviors. We also observe that two cold-start methods do not work well on Taobao dataset: DropOutNet outperforms the base model with only 0.19% of RelaImpr, ACCM performs even worse than DIN with ~0.70% of RelaImpr. Instead, GIFT achieves superior performance compared with all the competitors. The performance boost mainly comes from the graph construction and feature transfer mechanism, which can be observed by comparing GIFT and its base model DIN (0.01 absolute AUC gain and 3.97% of RelaImpr on Taobao dataset), and shows it does bring the information that cold-start videos covet most. We also compare GIFT to the GIFT that fine-tunes on the $D_{cold}$ to reduce the domain bias, and an 0.86% RelaImpr is observed on the testing set. In e-commercial recommendation systems with hundreds of millions of traffic, 0.01 absolute AUC gain is significant enough and worthy of model deployment.

6.3 Ablation Study

Feature-level Ablation: It is easy to wonder what kind of transferred features play the most crucial role in feature transfer. The transferred features can be divided into two categories as demonstrated in Table 3. The representation features of warmed-up video are dense vectors generated by the embedding layer and compensate for the inadequate training of representation feature of new videos. Statistical features represent the historical performance of the video in Taobao, which are completely absent from new videos.
In the experiment, we remove these two types of features in turn and evaluate the performance of ablated transferred features. The results are presented in Table 4, where we use (-) to denote the removed part. Specifically, R(-) means removing the representation feature from the transferred feature, and S(-) denotes removing the statistical features. From the table, we can observe that AUC drops 2.63% of RelaImpr, which means the performance boost of GIFT owes much to the id representation. We conjecture the reason is that the representation features are not only important for new videos, but also essential for attention calculation, i.e., it is difficult to calculate the accurate attention scores just based on the fixed numeric statistical features. We also observe that S(-) 1.27% of RelaImpr, which suggests that historical statistics of the warmed-up video are also a very important supplement to the original feature of new videos.

**Model-level Ablation:** We remove transferred features generated by different phases of model in turn to evaluate the performance of ablated models. Results are presented in Table 4, where \( h^{(2)}(-) \) means removing the transferred embedding \( h^{(2)} \) but keeping \( h^{(3)} \) vice versa. From the table, we can see that the performance drops when either \( h^{(2)} \) or \( h^{(3)} \) is removed (1.69% and -2.85% of RelaImpr). Removing both of them impacts the performance more significantly, suggesting that the two transferred embeddings work well together to generate more expressive video representations. Another observation is that the \( h^{(3)} \) contribute more than \( h^{(2)} \) to the final performance lift. This is reasonable because \( h^{(3)} \) only contains the video id representation of neighbored videos, but \( h^{(2)} \) includes not only other id information but also the statistical feature the cold video lacks.

**Graph-level Ablation:** We study the contribution of each type of linkages by masking a specific type of linkages in turn. The results are presented in Table 4, where \( P(\text{author})(-) \) means removing the physical linkages built by the same author relation and \( P(\text{product})(-) \) means removing edges built by the same product relation. \( P(-) \) means removing both of these two types of physical linkages, and \( S(-) \) means removing the type of semantic linkages. As we can see, the performance of \( P(\text{author})(-) \) exceeds \( P(\text{product})(-) \) with 0.42% of RelaImpr, which suggests \( P(\text{product}) \) is a stronger relationship compared to \( P(\text{author}) \) for feature transfer. We also observe that semantic linkages contribute a lot to the performance lift (the AUC drop reaches -1.80% of RelaImpr), which suggests that physical and semantic linkages can compensate for each other to conduct more feature transfer.

### 6.4 Applying GIFT to Other Models

GIFT can be generally apply to various models. To prove this, we conduct an experiment to examine whether it can bring improvements to other models. Specifically, we equip it for DNN-based models like DNN, Wide&Deep, DeepFM, DIN on Taobao dataset. The results of AUC on Taobao dataset are shown in Figure 6. First, after applying with GIFT, all the baselines achieve better performance. This shows that item-side graph feature transfer can be easily applied to improve their performance on the cold-start CTR prediction task. Second, the performance lift of DIN (3.97% of RelaImpr) exceeds other baselines. This is because GIFT can enhance the robustness of video embedding, which improve the effectiveness of target attention by calculating more accurate attention scores between the target video and videos user have clicked.

### 6.5 Study of Online A/B Test

To verify the effectiveness of the proposed method in a real-world scenario, we implement and deploy GIFT for the cold-start video recommendation of the homepage of Taobao App. The system implementation is described in Section 5, and the baseline system adopts the DIN in the ranking stage with all the other conditions remain the same. We conducted the strict online A/B test on the live application spanning from Sep. 21, 2020, to Sep. 27, 2020 and involves hundreds of millions of users per day. Online evaluation shows that GIFT has achieved 6.82% lift on CTR metric (from 4.180% to 4.465%) with the 20% of overall traffic on the test bucket and 80% on the baseline bucket, which can bring huge economic benefits to the e-commerce platform.

### 6.6 Study of Online Response Time

We evaluate GIFT’s efficiency in the real-world application by comparing the time cost between the baseline system and the system equipped with GIFT. The response time (in milliseconds) with thousands of queries per second during Sep. 23, 2020 is presented in Figure 7, where the gray and green lines represent the response time of the baseline system and our system. Empirical evidence shows that the response time of our system is only about 4 ms more than that of the baseline system on average, which is brought by the extra graph data and computational overhead boost of inference, yet the whole response time is still far below the maximum restriction of 300 ms. Since the neighbor graph information for each cold-start video is sampled offline and pre-stored in iGraph.
server, and the queries of graph data and features are asynchronous, the lift in response time brought by graph retrieving is negligible.

6.7 Study of Scalability
First, we investigate the scalability of GIFT that has been deployed on multiple workers for optimization. Figure 8(a) shows the training time of 1 million steps w.r.t. the number of workers on Taobao dataset. The figure shows that GIFT is quite scalable on the distributed platform, as the training time decreases significantly when adding up the number of workers. Finally, when the number of workers reaches 400, the training speed of GIFT is very close to that of DIN, which indicates GIFT is scalable enough to be adopted in practice. Second, we investigate the scalability of GIFT w.r.t. the maximum number of neighbors for each cold-start video. As presented in Figure 8(b), the training time cost (green line) for 1 million steps has a linear growth at the beginning of the maximum number of neighbors scales up and then reaches a limit when it is larger than 50, this is because most cold-start videos cannot be linked to more than 50 videos as the frequency of node degree follows the power-law distribution. Similar is the trend of time overhead of inference on the Taobao dataset (blue line). The empirical evidence guarantees that GIFT does not require a relatively large number of neighbors to achieve good results, thus restricting the time overhead as well.

7 RELATED WORK

Content-based Methods: content-based methods refer to the methods that exploit content information, such as item attributes, to address the cold-start dilemma. Content-based Filtering [20, 22] is proposed with the assumption that if a user likes a product, it is very likely that she/he will prefer other attribute-similar items. By building this attribute relation, the content-based filtering is able to make cold-start item recommendation without requiring any behavior logs for new items. Along this line, different kinds of side information and algorithm are explored under different scenarios[5, 31]. Another line of works is the hybrid models[10, 20] that take both cares of behavior logs and the content information. Take e-commerce recommendation[25] for example, innate attributes of item like seller, category, brand, style etc are utilized as the initial feature for the item representation learning, makes their embeddings more robust and effective, despite the missing of user’s behaviors for the cold-start items.

Transfer learning Methods: Transfer learning is widely used in the cold-start recommendation systems since it targets on applying knowledge extracted from the warmed-up items (source domain) to the cold-start items (target domain). Based on the transfer object, it can be roughly divided as instance- and model-based transfer learning. Instance-based transfer learning[14, 15, 32] aims to extract useful information from the source domain data and convert them to the target domain with weighted tricks. Methods like feature mapping[15], data sharing[32] or building explicit relationships like graph structure[14] between two domains can be used to enhance the information of the cold-start items. It is noted that the graph-based transfer method elaborated in this paper falls into this category; Model-based transfer learning[4, 21, 30] aims to transfer model parameters trained on the abundant samples of source domain to the target domain meanwhile to prevent the negative transfer caused by the distribution gap. Training techniques like pre-training and fine-tuning[30], confusion regularization[21], adversarial training[4] are applied to make the model easily adapt to the target domain.

8 CONCLUSION
In this paper, we focus on the CTR prediction task for cold-start videos in Taobao. We present an efficient graph-guided feature transfer system, GIFT, which establishes physical and semantic likages between warmed-up videos and cold-start ones, and transfer useful information to the target cold-start video guided by the graph. When evaluated on a huge real-world dataset, GIFT achieves significantly better results than other competitors. Online A/B test further verifies its effectiveness for the recommendation task of the homepage of Taobao App.
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