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Abstract: We introduce the Frobenius–Schur indicator for categories with duality to give a category-theoretical understanding of various generalizations of the Frobenius–Schur theorem including that for semisimple quasi-Hopf algebras, weak Hopf \( C^\star \)-algebras and association schemes. Our framework also clarifies a mechanism of how the “twisted” theory arises from the ordinary case. As a demonstration, we establish twisted versions of the Frobenius–Schur theorem for various algebraic objects. We also give several applications to the quantum \( SL_2 \).

Keywords: Frobenius–Schur indicator; category with duality; Hopf algebra; quantum groups

1. Introduction

The aim of this paper is to develop a category-theoretical framework to unify various generalizations of the Frobenius–Schur theorem. We first recall the Frobenius–Schur theorem for compact groups. Let \( G \) be a compact group, and let \( V \) be a finite-dimensional continuous representation of \( G \) with character \( \chi_V \). The \( n \)-th Frobenius–Schur indicator (or FS indicator, for short) of \( V \) is defined and denoted by

\[
\nu_n(V) = \int_G \chi_V(g^n) d\mu(g)
\]

where \( \mu \) is the normalized Haar measure on \( G \). The Frobenius–Schur theorem states that the value of the second FS indicator \( \nu_2(V) \) has the following meaning:

Theorem (Frobenius–Schur theorem). If \( V \) is irreducible, then we have

\[
\nu_2(V) = \begin{cases} 
+1 & \text{if } V \text{ is real} \\
0 & \text{if } V \text{ is complex} \\
-1 & \text{if } V \text{ is quaternionic}
\end{cases}
\]
Moreover, the following statements are equivalent:

(1) \( \nu_2(V) \neq 0 \).

(2) \( V \) is isomorphic to its dual representation.

(3) There exists a non-degenerate \( G \)-invariant bilinear form \( b : V \times V \to \mathbb{C} \).

If one of the above equivalent statements holds, then such a bilinear form \( b \) is unique up to scalar multiples and satisfies \( b(w, v) = \nu_2(V) \cdot b(v, w) \) for all \( v, w \in V \). In other words, \( b \) is symmetric if \( \nu_2(V) = +1 \) and is skew-symmetric if \( \nu_2(V) = -1 \).

For \( n \geq 3 \), the representation-theoretic meaning of the \( n \)-th FS indicator is less obvious than the second one and there is no such theorem involving the \( n \)-th FS indicator. Hence, the second FS indicator could be of special interest. Unless otherwise noted, we simply call \( \nu_2 \) the FS indicator and refer to \( \nu_n \) for \( n \geq 3 \) as higher FS indicators.

Generalizing those for compact groups, the FS indicator and higher ones have been defined for various algebraic objects, including (quasi-)Hopf algebras, tensor categories and conformal field theories; see [1–9]. Among others, the theory of Ng and Schauenburg [7–9] is especially important since it gives a unified category-theoretical understanding of all of [1–6]. For the case of a semisimple (quasi-)Hopf algebra, a generalization of the Frobenius–Schur theorem is also formulated and proved; see [1–3]. These results have many applications in Hopf algebras and tensor categories; see [10–17].

On the other hand, there are several generalizations in other directions. For example, the earlier result of Linchenko and Montgomery [1] can be thought, in fact, as a generalization of the Frobenius–Schur theorem for a finite-dimensional semisimple algebra with an anti-algebra involution. Based on their result, Hanaki and Terada [18] proved a generalization of the Frobenius–Schur theorem for association schemes and gave some applications to association schemes. Doi [19] reconstructed the results of [1] with an emphasis on the use of the theory of symmetric algebras. Recently, Geck [20] proved a result similar to Doi and gave some applications to finite Coxeter groups.

Unlike Hopf algebras, the representation categories of such algebras do not have a natural structure of a monoidal category and therefore we cannot understand these results in the framework of Ng and Schauenburg. Our first question is:

**Question 1.1.** Is there a good category-theoretical framework to understand the FS indicator and the Frobenius–Schur theorem for such algebras?

The second question is about the twisted versions of some of the above. Given an automorphism \( \tau \) of a finite group (or a semisimple Hopf algebra), the \( n \)-th \( \tau \)-twisted FS indicator \( \nu_\tau^n \) is defined by twisting the definition of \( \nu_n \) by \( \tau \) and the twisted version of the Frobenius–Schur theorem is also formulated and proved; see [21–23]. Our second question is:

**Question 1.2.** If there is an answer to Question 1.1, then what is its twisted version?

In this paper, we give answers to these questions. Following the approaches of [5–7], we see that the duality is what we really need to define the FS indicator. This observation leads us to the notion of a category with duality, which has been well-studied in the theory of Witt groups [24,25]. As an answer to Question 1.1, we introduce and study the FS indicator for categories with duality. Considering a suitable category and suitable duality, we can recover various generalizations of the Frobenius–Schur theorem.
for compact groups. We also introduce a method to “twist” the given duality on a category. This gives
an answer to Question 1.2: in fact, the twisted FS indicator can be understood as the “untwisted” FS
indicator with respect to the twisted duality.

1.1. Organization and Summary of Results

The present paper is organized as follows: In Section 2, following Mac Lane [26], we recall some
basic results on adjoint functors and then introduce a category with duality in terms of adjunctions. By
generalizing the definitions of [5–7], we define the FS indicator of an object of a category with duality
over a field $k$ (Definition 2.8). We also introduce a general method to “twist” the given duality by an
adjunction. Then the twisted FS indicator is defined to be the “untwisted” FS indicator with respect to
the twisted duality.

Pivotal Hopf algebras are introduced as a class of Hopf algebras whose representation category is
a pivotal monoidal category; see, e.g., [14]. Motivated by this notion, in Section 3, a pivotal algebra
is defined to be a triple $(A, S, g)$ consisting of an algebra $A$, an anti-algebra map $S : A \to A$ and an
invertible element $g \in A$ satisfying certain conditions (Definition 3.1). The representation category of a
pivotal algebra is not monoidal in general but has duality. Therefore the FS indicator of an $A$-module is
defined in the way of Section 2. In Section 3, we study the FS indicator for pivotal algebras and prove
some fundamental properties of them.

From our point of view, (1.1) is not the definition but a formula to compute the FS indicator. It is
natural to ask when such a formula exists. In Section 3, we also give a formula for a separable pivotal
algebra (Theorem 3.8); if a pivotal algebra $A = (A, S, g)$ has a separability idempotent $E$, then

$$
\nu(V) = \sum_i \chi_V \left( S(E'_i) g E''_i \right) \quad \left( E = \sum_i E'_i \otimes E''_i \right)
$$

(1.3)

for all finite-dimensional left $A$-module $V$, where $\chi_V$ is the character of $V$. The relation between
this formula and the results of [1,19,20] is discussed. By specializing (1.3), we obtain a formula for
group-like algebras (Example 3.9) and for finite-dimensional weak Hopf $C^*$-algebras (Example 3.10).
We also obtain the formula of Mason and Ng [2] for finite-dimensional semisimple quasi-Hopf algebras
and its twisted version (§3.4).

In Section 4, we introduce a copivotal coalgebra as the dual notion of pivotal algebras. Each result
of Section 3 has an analogue in the case of copivotal coalgebras. A crucial difference from the case of
algebras is that there are infinite-dimensional coseparable coalgebras. For example, the Hopf algebra
$R(G)$ of continuous representative functions on a compact group $G$ is coseparable with coseparability
idempotent given by the Haar measure on $G$. The Formula (1.1) is obtained by applying the coalgebraic
version of (1.3) to $R(G)$.

In Section 5, we apply our results to the quantum coordinate algebra $O_q(SL_2)$ and the quantized
universal enveloping algebra $U_q(\mathfrak{sl}_2)$. We first determine the FS indicator of all simple right
$O_q(SL_2)$-comodules. In a similar way, we also determine the twisted FS indicator with respect to an
involution of $O_q(SL_2)$ corresponding to the group homomorphism

$$
SL_2(k) \to SL_2(k), \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto \begin{pmatrix} a & -b \\ -c & d \end{pmatrix}
$$
in the classical limit $q \to 1$. Similar results for $U_q(\mathfrak{sl}_2)$ are also given by using the Hopf pairing between $\mathcal{O}_q(SL_2)$ and $U_q(\mathfrak{sl}_2)$.

**Remark 1.3.** To answer Question 1.1, we need to work in a “non-monoidal” setting. Since, as we have remarked, the Frobenius–Schur theory has some good applications even in non-monoidal settings, the FS indicator for categories with duality could be interesting. However, to define the higher (twisted) FS indicators, a monoidal structure seems to be necessary. At least, there is a reason why we cannot define higher FS indicators for categories with duality; see Remarks 2.6 and 2.13.

It is interesting to construct a twisted version of [7–9]. One of the referees kindly pointed out to the author that in May 2012, Daniel Sage gave a talk on a category-theoretic definition of the higher twisted FS indicators for Hopf algebras at the Lie Theory Workshop held at University of Southern California. Independently, after the submission of the first version of this paper, the author obtained a description of the higher twisted FS indicator for Hopf algebras by using the crossed product monoidal category. In this paper, we also mention higher twisted FS indicators for pivotal monoidal categories but leave the details for future work; see §2.6.

**Remark 1.4.** Linchenko and Montgomery [1] established a relation between the FS indicator and invariant bilinear forms on an irreducible representation. Unlike the case of compact groups, a relation between the FS indicator and “reality” of representations is not known in the case of Hopf algebras; in fact, as remarked in [1], the reality of a representation of a Hopf algebra is not defined since, in general, a Hopf algebra does not have a good basis like the group elements of the group algebra. In a forthcoming paper, we will introduce the notions of real, complex and quaternionic representations of a Hopf $*$-algebra and Formulate (1.2) in a Hopf algebraic context. We will also provide an exact quantum analog of the Frobenius–Schur theorem for compact quantum groups.

### 1.2. Notation

Given a category $\mathcal{C}$ and $X, Y \in \mathcal{C}$, we denote by $\text{Hom}_\mathcal{C}(X, Y)$ the set of all morphisms from $X$ to $Y$. $\mathcal{C}^{\text{op}}$ means the opposite category of $\mathcal{C}$. An object $X \in \mathcal{C}$ is often written as $X^{\text{op}}$ when it is regarded an object of $\mathcal{C}^{\text{op}}$. A similar notation is used for morphisms. A functor $F : \mathcal{C} \to \mathcal{D}$ is denoted by $F^{\text{op}}$ if it is regarded as a functor $\mathcal{C}^{\text{op}} \to \mathcal{D}^{\text{op}}$.

Throughout, we work over a fixed field $k$ whose characteristic is not two. By an algebra, we mean a unital associative algebra over $k$. Given a vector space $V$ (over $k$), we denote by $V^\vee = \text{Hom}_k(V, k)$ the dual space of $V$. For $f \in V^\vee$ and $v \in V$, we often write $f(v)$ as $(f, v)$. Unless otherwise noted, the unadorned tensor symbol $\otimes$ means the tensor product over $k$. Given $t \in V^\otimes n$, we often write $t$ as

$$t = t^1 \otimes t^2 \otimes \cdots \otimes t^n \in V \otimes V \otimes \cdots \otimes V$$

The comultiplication and the counit of a coalgebra are denoted by $\Delta$ and $\varepsilon$, respectively. For an element $c$ of a coalgebra, we use Sweedler’s notation

$$\Delta(c) = c^{(1)} \otimes c^{(2)}, \quad \Delta(c^{(1)}) \otimes c^{(2)} = c^{(1)} \otimes c^{(2)} \otimes c^{(3)} = c^{(1)} \otimes \Delta(c^{(2)}), \ldots$$
2. Categories with Duality

2.1. Adjunctions

Following Mac Lane [26], we recall basic results on adjunctions. Let $\mathcal{C}$ and $\mathcal{D}$ be categories. An \textit{adjunction} from $\mathcal{C}$ to $\mathcal{D}$ is a triple $(F,G,\Phi)$ consisting of functors $F : \mathcal{C} \to \mathcal{D}$ and $G : \mathcal{D} \to \mathcal{C}$ and a natural bijection $\Phi_{X,Y} : \text{Hom}_\mathcal{D}(F(X),Y) \to \text{Hom}_\mathcal{C}(X,G(Y))$ ($X \in \mathcal{C}, Y \in \mathcal{D}$).

Given an adjunction $(F,G,\Phi)$ from $\mathcal{C}$ to $\mathcal{D}$, the \textit{unit} $\eta : \text{id}_\mathcal{C} \to GF$ and the \textit{counit} $\varepsilon : FG \to \text{id}_\mathcal{D}$ of the adjunction $(F,G,\Phi)$ are defined by $\eta_X = \Phi_{X,F(X)}(\text{id}_{F(X)})$ and $\varepsilon_Y = \Phi_{G(Y),Y}^{-1}(\text{id}_{G(Y)})$ for $X \in \mathcal{C}$ and $Y \in \mathcal{D}$, respectively. They satisfy the counit-unit equations

\begin{equation}
\varepsilon_{F(X)} \circ F(\eta_X) = \text{id}_{F(X)} \quad \text{and} \quad G(\varepsilon_Y) \circ \eta_{G(Y)} = \text{id}_{G(Y)}
\end{equation}

for all $X \in \mathcal{C}$ and $Y \in \mathcal{D}$. By using $\eta$, the natural bijection $\Phi$ is expressed as

\begin{equation}
\Phi_{X,Y}(f) = G(f) \circ \eta_X \quad (f \in \text{Hom}_\mathcal{C}(F(X),Y))
\end{equation}

Similarly, by using $\varepsilon$, the inverse of $\Phi$ is expressed as

\begin{equation}
\Phi^{-1}_{X,Y}(g) = \varepsilon_Y \circ F(g) \quad (g \in \text{Hom}_\mathcal{D}(X,G(Y)))
\end{equation}

Note that $\circ$ at the right-hand side stands for the composition in $\mathcal{D}$. We will deal with the case where $\mathcal{D} = \mathcal{C}^{\text{op}}$, the opposite category of $\mathcal{C}$.

Each adjunction is determined by its unit and counit; indeed, let $F : \mathcal{C} \to \mathcal{D}$ and $G : \mathcal{D} \to \mathcal{C}$ be functors, and let $\eta : \text{id}_\mathcal{C} \to GF$ and $\varepsilon : FG \to \text{id}_\mathcal{D}$ be natural transformations satisfying (2.1). If we define $\Phi$ by (2.2), then the triple $(F,G,\Phi)$ is an adjunction from $\mathcal{C}$ to $\mathcal{D}$ whose unit and counit are $\eta$ and $\varepsilon$. From this reason, we abuse terminology and refer to such a quadruple $(F,G,\eta,\varepsilon)$ as an adjunction from $\mathcal{C}$ to $\mathcal{D}$.

2.2. Categories with Duality

The following terminologies are taken from Balmer [24] and Calmés-Hornbostel [25].

\textbf{Definition 2.1.} A \textit{category with duality} is a triple $\mathcal{C} = (\mathcal{C}, (-)^\vee, j)$ consisting of a category $\mathcal{C}$, a contravariant functor $(-)^\vee : \mathcal{C} \to \mathcal{C}$ and a natural transformation $j : \text{id}_\mathcal{C} \to (-)^{\vee\vee}$ satisfying

\begin{equation}
(j_X)^\vee \circ j_X^{\vee} = \text{id}_{X^{\vee}}
\end{equation}

for all $X \in \mathcal{C}$. If, moreover, $j$ is a natural isomorphism, then we say that $\mathcal{C}$ is a \textit{category with strong duality}, or, simply, $\mathcal{C}$ is strong.

Let $\mathcal{C}$ be a category with duality. We call the functor $(-)^\vee : \mathcal{C} \to \mathcal{C}$ the \textit{duality functor} of $\mathcal{C}$. A pivotal monoidal category is an example of categories with duality; see [3, Appendix]. Thus we call the natural transformation $j : \text{id}_\mathcal{C} \to (-)^{\vee\vee}$ the \textit{pivotal morphism} of $\mathcal{C}$. 
Example 2.2. Let $H$ be a Hopf algebra with antipode $S$. If $H$ is involutory, i.e., $S^2 = \text{id}_H$, then the category $\text{mod}(H)$ of left $H$-modules is a category with duality; the duality functor is given by taking the dual $H$-module and the pivotal morphism is given by the canonical map

$$
iota_V : V \to V^\vee = \text{Hom}_k(\text{Hom}_k(V,k), k), \quad \langle \iota_V(v), f \rangle = \langle f, v \rangle \quad (v \in V, f \in V^\vee) \quad (2.5)$$

The full subcategory $\text{mod}_{fd}(H)$ of $\text{mod}(H)$ of finite-dimensional left $H$-modules is a category with strong duality since $\iota_V$ is an isomorphism if (and only if) $\dim_k V < \infty$.

Let $D$ denote the duality functor of $\mathcal{C}$ regarded as a covariant functor from $\mathcal{C}$ to $\mathcal{C}^{op}$. Definition 2.1 says that the quadruple $(D, D^{op}, j, j^{op}) : \mathcal{C} \to \mathcal{C}^{op}$ is an adjunction. Hence we obtain a natural bijection

$$T_{X,Y} : \text{Hom}_{\mathcal{C}}(X, Y^\vee) = \text{Hom}_{\mathcal{C}^{op}}(D(Y), X^{op}) \to \text{Hom}_{\mathcal{C}}(Y, D^{op}(X^{op})) = \text{Hom}_{\mathcal{C}}(Y, X^\vee) \quad (X,Y \in \mathcal{C}) \quad (2.6)$$

which we call the transposition map. By (2.2), $T_{X,Y}$ is expressed as

$$T_{X,Y}(f) = f^\vee \circ j_Y \quad (f \in \text{Hom}_{\mathcal{C}}(X, Y^\vee)) \quad (2.7)$$

By (2.3), we have $T^{-1}_{X,Y}(g) = g^\vee \circ j_X = T_{Y,X}(g)$ for $g \in \text{Hom}_{\mathcal{C}}(Y, X^\vee)$. Hence we have

$$T_{Y,X} \circ T_{X,Y} = \text{id}_{\text{Hom}_{\mathcal{C}}(X,Y^\vee)} \quad (2.8)$$

Note that $j$ is not necessarily an isomorphism. By understanding a category with duality as a kind of adjunction, we obtain the following characterization of categories with strong duality.

Lemma 2.3. For a category $\mathcal{C}$ with duality, the following are equivalent:

1. $\mathcal{C}$ is a category with strong duality.
2. The duality functor $(-)^\vee : \mathcal{C} \to \mathcal{C}^{op}$ is an equivalence.

Proof. Let, in general, $(F, G, \eta, \varepsilon)$ be an adjunction between some categories. Then $F$ is fully faithful if and only if $\eta$ is an isomorphism [26, IV.3]. Now we apply this result to the above quadruple $(D, D^{op}, j, j^{op})$ as follows: If $\mathcal{C}$ is strong, then $D$ is fully faithful. Since $X \cong X^{\vee\vee} = D(X^\vee) (X \in \mathcal{C})$, $D$ is essentially surjective. Hence, $D$ is an equivalence. The converse is clear, since an equivalence of categories is fully faithful. □

Following [25], we introduce duality preserving functors and related notions:

Definition 2.4. Let $\mathcal{C}$ and $\mathcal{D}$ be categories with duality. A duality preserving functor from $\mathcal{C}$ to $\mathcal{D}$ is a pair $(F, \xi)$ consisting of a functor $F : \mathcal{C} \to \mathcal{D}$ and a natural transformation $\xi : F(X^\vee) \to F(X)^\vee$ $(X \in \mathcal{C})$ making

$$
\begin{array}{ccc}
F(X) & \xrightarrow{F(j_X)} & F(X^{\vee\vee}) \\
\downarrow j_{F(X)} & & \downarrow \xi_X \\
F(X)^{\vee\vee} & \xrightarrow{\xi_X} & F(X^\vee)^\vee
\end{array}
\quad (2.9)
$$

commute for all $X \in \mathcal{C}$. If, moreover, $\xi$ is an isomorphism, then $(F, \xi)$ is said to be a strong. If $\xi$ is the identity, then $(F, \xi)$ is said to be strict.
Now let \((F, \xi), (G, \zeta) : \mathcal{C} \to \mathcal{D}\) be such functors. A morphism of duality preserving functors from \((F, \xi)\) to \((G, \zeta)\) is a natural transformation \(h : F \to G\) making
\[
\begin{array}{ccc}
F(X^\vee) & \xrightarrow{\xi_X} & F(X)^\vee \\
\downarrow h_{X^\vee} & & \uparrow h_X \\
G(X^\vee) & \xrightarrow{\zeta_X} & G(X)^\vee
\end{array}
\]
commute for all \(X \in \mathcal{C}\).

If \((F, \xi) : \mathcal{C} \to \mathcal{D}\) and \((G, \zeta) : \mathcal{D} \to \mathcal{E}\) are duality preserving functors between categories with duality, then the composition \(G \circ F : \mathcal{C} \to \mathcal{E}\) becomes a duality preserving functor with
\[
G(F(X^\vee)) \xrightarrow{G(\xi_X)} G(F(X)^\vee) \xrightarrow{\xi_{F(X)}} G(F(X)^\vee) \quad (X \in \mathcal{C})
\]
One can check that categories with duality form a 2-category; 1-arrows are duality preserving functors and 2-arrows are morphisms of duality preserving functors. Hence we can define an isomorphism and an equivalence of categories with duality in the usual way.

Given a duality preserving functor \((F, \xi) : \mathcal{C} \to \mathcal{D}\), we define
\[
\tilde{F}_{X,Y} : \text{Hom}_\mathcal{C}(X, Y^\vee) \to \text{Hom}_\mathcal{D}(F(X), F(Y)^\vee) \quad (X, Y \in \mathcal{C})
\]
by \(\tilde{F}_{X,Y}(f) = \xi_Y \circ F(f)\) for \(f : X \to Y^\vee\). \(\tilde{F}\) is compatible with the transposition map in the sense that the diagram
\[
\begin{array}{ccc}
\text{Hom}_\mathcal{C}(X, Y^\vee) & \xrightarrow{\tilde{F}_{X,Y}} & \text{Hom}_\mathcal{D}(F(X), F(Y)^\vee) \\
\downarrow \tau_{X,Y} & & \downarrow \tau_{F(X), F(Y)} \\
\text{Hom}_\mathcal{C}(Y, X^\vee) & \xrightarrow{\tilde{F}_{X,Y}} & \text{Hom}_\mathcal{D}(F(Y), F(X)^\vee)
\end{array}
\]  
(2.10)
commutes for all \(X, Y \in \mathcal{C}\). Indeed, we have
\[
\tau_{F(X), F(Y)}(\tilde{F}_{X,Y}(f)) = (\xi_Y \circ F(f))^\vee \circ j_{F(Y)} = F(f)^\vee \circ \xi_{Y^\vee} \circ j_{F(Y)} = F(f)^\vee \circ \xi_{Y^\vee} \circ F(j_X) = \xi_Y \circ F(f^\vee) \circ F(j_X) = \tilde{F}_{X,Y}(\tau_{X,Y}(f))
\]
Now suppose that \(\mathcal{C}\) is a category with strong duality. Then:

**Lemma 2.5.** \(\mathcal{C}^{\text{op}}\) is a category with duality with the same duality functor as \(\mathcal{C}\) and pivotal morphism \((j^{-1})^{\text{op}}\). The duality functor on \(\mathcal{C}\) is an equivalence of categories with duality between \(\mathcal{C}\) and \(\mathcal{C}^{\text{op}}\).

Hence, from (2.10) with \((F, \xi) = ((-)^\vee, \text{id}_{(-)^\vee}) : \mathcal{C}^{\text{op}} \to \mathcal{C}\), we see that
\[
\begin{array}{ccc}
\text{Hom}_\mathcal{C}(X^\vee, Y) & \xrightarrow{T^\text{op}_{X,Y}} & \text{Hom}_\mathcal{C}(Y^\vee, X^{\vee\vee}) \\
\text{Hom}_\mathcal{C}(Y^\vee, X) & \xrightarrow{T^\text{op}_{Y,X}} & \text{Hom}_\mathcal{C}(X^\vee, Y^{\vee\vee})
\end{array}
\]  
(2.11)
commutes for all \(X, Y \in \mathcal{C}\), where \(T^\text{op}_{X,Y}\) is the transposition map for \(\mathcal{C}^{\text{op}}\) regarded as a map \(\text{Hom}_\mathcal{C}(X^\vee, Y) \to \text{Hom}_\mathcal{C}(Y^\vee, X)\). Explicitly, it is given by \(T^\text{op}_{X,Y}(f) = j_X^{-1} \circ f^\vee\).
**Remark 2.6.** If $C$ is a pivotal monoidal category, then there is a natural bijection

$$\text{Hom}_C(X^\vee, Y) \cong \text{Hom}_C(1, X \otimes Y)$$

$(X, Y \in C)$,

where $\otimes$ is the tensor product of $C$ and $1 \in C$ is the unit object. The diagram

$$\begin{array}{ccc}
\text{Hom}_C(X^\vee, X) & \xrightarrow{=} & \text{Hom}_C(1, X \otimes X) \\
\downarrow T_X^\circ & & \downarrow E_X^{(2)} \\
\text{Hom}_C(X^\vee, X) & \xrightarrow{=} & \text{Hom}_C(1, X \otimes X)
\end{array}$$

commutes, where the horizontal arrows are the canonical bijections and $E_X^{(2)}$ is the map used in [8] to define the FS indicator.

**2.3. Frobenius–Schur Indicator**

Recall that a category $C$ is said to be $k$-linear if each hom-set is a vector space over $k$ and the composition of morphisms is $k$-bilinear. A functor $F : C \rightarrow D$ between $k$-linear categories is said to be $k$-linear if the map $\text{Hom}_C(X, Y) \rightarrow \text{Hom}_D(F(X), F(Y))$, $f \mapsto F(f)$ is $k$-linear for all $X, Y \in C$. Note that $C^{\text{op}}$ is $k$-linear if $C$ is. Thus the $k$-linearity of a contravariant functor makes sense.

**Definition 2.7.** By a category with duality over $k$, we mean a $k$-linear category with duality whose duality functor is $k$-linear.

For simplicity, in this section, we always assume that a category $C$ with duality over $k$ satisfies the following finiteness condition:

$$\dim_k \text{Hom}_C(X, Y) < \infty \quad \text{for all } X, Y \in C \quad (2.12)$$

**Definition 2.8.** Let $C$ be a category with duality over $k$. The Frobenius–Schur indicator (or FS indicator, for short) of $X \in C$ is defined and denoted by $\nu(X) = \text{Tr}(T_{X,X})$, where $\text{Tr}$ means the trace of a linear map.

The following is a list of basic properties of the FS indicator:

**Proposition 2.9.** Let $C$ be a category with duality over $k$ and let $X \in C$.

(a) $\nu(X)$ depends on the isomorphism class of $X \in C$.

(b) $\nu(X) = \dim_k B^+_C(X) - \dim_k B^-_C(X)$, where $B^\pm_C(X) = \{ b : X \rightarrow X^\vee \mid T_{X,X}(b) = \pm b \}$.

(c) Let $X_1, X_2 \in C$. If their biproduct $X_1 \oplus X_2$ exists, then we have $\nu(X_1 \oplus X_2) = \nu(X_1) + \nu(X_2)$.

**Proof.** (a) Let $p : X \rightarrow Y$ be an isomorphism in $C$. Then

$$\text{Hom}_C(p, p^\vee) : \text{Hom}_C(Y, Y^\vee) \rightarrow \text{Hom}_C(X, X^\vee), \quad f \mapsto p^\vee \circ f \circ p$$

is an isomorphism. By the naturality of the transposition map, the diagram

$$\begin{array}{ccc}
\text{Hom}_C(Y, Y^\vee) & \xrightarrow{T_Y^Y} & \text{Hom}_C(Y, Y^\vee) \\
\downarrow \text{Hom}_C(p, p^\vee) & & \downarrow \text{Hom}_C(p, p^\vee) \\
\text{Hom}_C(X, X^\vee) & \xrightarrow{T_X^X} & \text{Hom}_C(X, X^\vee)
\end{array}$$

commutes.
commutes. Hence, we have \( \nu(X) = \text{Tr}(T_{X,X}) = \text{Tr}(T_{Y,Y}) = \nu(Y) \).

(b) The result follows from (2.8) and the fact that the trace of an operator is the sum of its eigenvalues.

(c) For \( a = 1, 2 \), let \( i_a : X_a \rightarrow X_1 \oplus X_2 \) and \( p_a : X_1 \oplus X_2 \rightarrow X_a \) be the inclusion and the projection, respectively. For \( a, b, c, d = 1, 2 \), we set

\[
T_{ab}^{cd} = p_{cd} \circ T_{X_1 \oplus X_2, X_1 \oplus X_2} \circ i_{ab} : \text{Hom}_C(X_a, X_b^\vee) \rightarrow \text{Hom}_C(X_c, X_d^\vee)
\]

where \( i_{ab} = \text{Hom}_C(p_a, p_b^\vee) \) and \( p_{cd} = \text{Hom}_C(i_c, i_d^\vee) \). By linear algebra, we have

\[
\text{Tr}(T_{X_1 \oplus X_2, X_1 \oplus X_2}) = \text{Tr}(T_{11}^{11}) + \text{Tr}(T_{12}^{21}) + \text{Tr}(T_{21}^{21}) + \text{Tr}(T_{22}^{22})
\]

(2.13)

Now, by the naturality of the transposition map, we compute

\[
T_{ab}^{cd} = \text{Hom}_C(i_a, i_b^\vee) \circ T_{X_1 \oplus X_2, X_1 \oplus X_2} \circ \text{Hom}_C(p_a, p_b^\vee)
\]

\[
= \text{Hom}_C(i_a, i_b^\vee) \circ \text{Hom}_C(p_b, p_a^\vee) \circ T_{X_a, X_b}
\]

\[
= \text{Hom}_C(p_b \circ i_a, p_a^\vee \circ i_b^\vee) \circ T_{X_a, X_b}
\]

Hence \( T_{ab}^{cd} \) is equal to \( T_{X_a, X_a} \) if \( a = b \) and is zero if otherwise. Combining this result with (2.13), we obtain \( \nu(X_1 \oplus X_2) = \nu(X_1) + \nu(X_2) \).

\[\square\]

The FS indicator is an invariant of categories with duality over \( k \). Indeed, the commutativity of (2.10) yields the following proposition:

**Proposition 2.10.** Let \((F, \xi) : C \rightarrow D\) be a strong duality preserving functor. If \( F \) is \( k \)-linear and fully faithful, then we have \( \nu(F(X)) = \nu(X) \) for all \( X \in C \).

Similarly, we obtain the following proposition from (2.11):

**Proposition 2.11.** Suppose that \( C \) is a category with strong duality over \( k \). Then, for all \( X \in C \), we have

\( \nu(X^\vee) = \text{Tr}(T_{X,X}^{\text{op}}) = \nu(X^{\text{op}}) \).

Let \( A \) be a \( k \)-linear Abelian category. Recall that a nonzero object of \( A \) is said to be simple if it has no proper subobjects. We say that a simple object \( V \in A \) is absolutely simple if \( \text{End}_A(V) \cong k \). Note that the opposite category \( A^{\text{op}} \) is also \( k \)-linear and Abelian. It is easy to see that an object of \( A \) is (absolutely) simple if and only if it is (absolutely) simple as an object of \( A^{\text{op}} \).

**Proposition 2.12.** Let \( C \) be an Abelian category with strong duality over \( k \), and let \( X \in C \).

(a) If \( X \) is a finite biproduct of simple objects, then \( \nu(X) = \nu(X^\vee) \).

(b) If \( X \) is absolutely simple, then \( \nu(X) \in \{0, \pm1\} \). \( \nu(X) \neq 0 \) if and only if \( X \) is self-dual, that is, \( X \) is isomorphic to \( X^\vee \).

**Proof.** (a) We first claim that if \( V \in C \) is simple, then \( \nu(V) = \nu(V^\vee) \). Let \( V \in C \) be a simple object. Since \((-)^\vee : C \rightarrow C^{\text{op}} \) is an equivalence, \( V^\vee \) is simple as an object of \( C^{\text{op}} \) and hence it is simple as an object of \( C \). If \( V \) is isomorphic to \( V^\vee \), then our claim is obvious. Otherwise, we have

\[
\text{Hom}_C(V, V^\vee) = 0 \quad \text{and} \quad \text{Hom}_C(V^\vee, V^{\vee\vee}) \cong \text{Hom}_C(V^\vee, V) = 0
\]
by Schur’s lemma. Therefore \( \nu(V) = 0 = \nu(V^\vee) \) follows.

Now write \( X = V_1 \oplus \cdots \oplus V_m \) for some simple objects \( V_1, \ldots, V_m \in \mathcal{C} \). By the above arguments and the additivity of the FS indicator, we have

\[
\nu(X^\vee) = \nu(V_1^\vee) + \cdots + \nu(V_m^\vee) = \nu(V_1) + \cdots + \nu(V_m) = \nu(X)
\]

(b) Suppose that \( X \in \mathcal{C} \) is absolutely simple. If \( X \) is isomorphic to \( X^\vee \), then

\[
\dim_k \text{Hom}_\mathcal{C}(X, X^\vee) = \dim_k \text{End}_\mathcal{C}(X) = 1
\]

and hence \( \nu(X) \) is either \( +1 \) or \( -1 \) by Proposition 2.9 (b). Otherwise, \( \nu(X) = 0 \) as we have seen in the proof of (a).

\( \square \)

Remark 2.13. If \( \mathcal{C} \) is a pivotal monoidal category over \( k \), then the \( n \)-th FS indicator \( \nu_n(X) \) of \( X \in \mathcal{C} \) is defined for each integer \( n \geq 2 \); see [8]. The commutativity of (2.10) implies \( \nu_2(X) = \nu(X^\vee) \) (see also Remark 2.6). However, in view of Proposition 2.12, \( \nu(X) = \nu_2(X) \) always holds in the case where \( \mathcal{C} \) is strong, Abelian, and semisimple. We prefer our Definition 2.8 since it is more convenient when we discuss the relation between the FS indicator and invariant bilinear forms.

One would like to define higher FS indicators for an object of a category with duality over \( k \) by extending that for an object of a pivotal monoidal category over \( k \). This is impossible because of the following example: For a group \( G \), we denote by \( \text{Vec}_{fd}^G \) the \( k \)-linear pivotal monoidal category of finite-dimensional \( G \)-graded vector spaces over \( k \). The \( n \)-th FS indicator of \( V = \bigoplus_{x \in \mathbb{G}} V_x \in \text{Vec}_{fd}^G \) is given by

\[
\nu_n(V) = \sum_{x \in \mathbb{G}[n]} \dim_k(V_x), \quad \text{where } \mathbb{G}[n] = \{ x \in \mathbb{G} \mid x^n = 1 \}
\]

(2.14)

Now we put

\[
\mathcal{C} = \text{Vec}_{fd}^{\mathbb{Z}_4 \times \mathbb{Z}_4} \quad \text{and} \quad \mathcal{D} = \text{Vec}_{fd}^{\mathbb{Z}_2 \times \mathbb{Z}_8}
\]

There exists a bijection \( f : \mathbb{Z}_4 \times \mathbb{Z}_4 \rightarrow \mathbb{Z}_2 \times \mathbb{Z}_8 \) such that \( f(x^{-1}) = f(x)^{-1} \) for all \( x \in \mathbb{Z}_4 \times \mathbb{Z}_4 \). \( f \) induces an equivalence \( \mathcal{C} \approx \mathcal{D} \) of categories with duality over \( k \). If we could define the \( n \)-th FS indicator for categories with duality over \( k \), then there would exist at least one equivalence \( F : \mathcal{C} \rightarrow \mathcal{D} \) such that \( \nu_n(F(X)) = \nu_n(X) \) for all \( X \in \mathcal{C} \) and \( n \geq 2 \). However, by (2.14), there is no such equivalence.

2.4. Separable Functors

Let \( H \) be an involutory Hopf algebra, e.g., the group algebra of a group \( G \). We consider the category \( \mathcal{C} = \text{mod}_{fd}(H) \) of Example 2.2. The FS indicator \( \nu(V) \) of \( V \in \mathcal{C} \) is interpreted as follows: Let \( \text{Bil}_H(V) \) denote the set of all \( H \)-invariant bilinear forms on \( V \). The transposition map induces

\[
\Sigma_V : \text{Bil}_H(V) \rightarrow \text{Bil}_H(V), \quad \Sigma_V(b)(v, w) = b(w, v) \quad (b \in \text{Bil}_H(V), v, w \in V)
\]

via the canonical isomorphism \( \text{Bil}_H(V) \cong \text{Hom}_H(V, V^\vee) \). Now let \( \text{Bil}_H^\Sigma(V) \) denote the eigenspace of \( \Sigma_V \) with eigenvalue \( \pm 1 \). Then we have

\[
\nu(V) = \text{Tr}(T_{V^\vee}) = \text{Tr}(\Sigma_V) = \dim_k \text{Bil}_H^\Sigma(V) - \dim_k \text{Bil}_H^\Sigma(V)
\]
Hence, from our definition, the relation between $\nu(V)$ and $H$-invariant bilinear forms on $V$ is clear. On the other hand, it is not obvious that $\nu(V)$ is expressed by a formula like (1.1). It should be emphasized that, from our point of view, (1.1) is not the definition of $\nu(V)$ but rather a formula to compute $\nu(V)$. We note that a similar point of view is effectively used to derive a formula of the FS indicator for semisimple finite-dimensional quasi-Hopf algebras in [3].

A key notion to derive (1.1) is a separable functor [27]; a functor $U : C \to V$ is said to be separable if there exists a natural transformation

$$\Pi_{X,Y} : \text{Hom}_V(U(X), U(Y)) \to \text{Hom}_C(X, Y) \quad (X, Y \in C)$$

such that $\Pi_{X,Y}(f) = f$ for all $f \in \text{Hom}_C(X, Y)$. Such a natural transformation $\Pi$ is called a section of $U$. Suppose that $C$ and $V$ be $k$-linear. We say that a section $\Pi$ of $U$ is $k$-linear if $\Pi_{X,Y}$ is $k$-linear for all $X, Y \in C$.

Now let $C$ be a category with duality over $k$, and let $V$ be a $k$-linear category satisfying (2.12). A $k$-linear functor $U : C \to V$ induces a $k$-linear map

$$U_{X,Y} : \text{Hom}_C(X, Y) \to \text{Hom}_V(U(X), U(Y)) \quad f \mapsto U(f) \quad (X, Y \in C)$$

If $U$ has a $k$-linear section $\Pi$, we define a linear map

$$\tilde{T}_{X,Y} : \text{Hom}_V(U(X), U(Y^\vee)) \to \text{Hom}_V(U(Y), U(X^\vee)) \quad (X, Y \in C) \tag{2.15}$$

so that the diagram

$$\begin{array}{ccc}
\text{Hom}_V(U(X), U(Y^\vee)) & \xrightarrow{\tilde{T}_{X,Y}} & \text{Hom}_V(U(Y), U(X^\vee)) \\
\downarrow^{\Pi_{X,Y^\vee}} & & \uparrow^{U_{Y,X^\vee}} \\
\text{Hom}_C(X, Y^\vee) & \xrightarrow{T_{X,Y}} & \text{Hom}_C(Y, X^\vee)
\end{array}$$

commutes. By using the well-known identity $\text{Tr}(AB) = \text{Tr}(BA)$, we have

$$\text{Tr}(\tilde{T}_{X,X}) = \text{Tr}(U_{X,X^\vee} \circ T_{X,X} \circ \Pi_{X,X^\vee}) = \text{Tr}(\Pi_{X,X^\vee} \circ U_{X,X^\vee} \circ T_{X,X}) = \text{Tr}(T_{X,X}) = \nu(X) \tag{2.16}$$

Before we explain how (1.1) is derived from (2.16), we recall the following lemma in linear algebra: Let $f : V \to W$ and $g : W \to V$ be linear maps between finite-dimensional vector spaces. We define

$$T : V \otimes W \to V \otimes W; \quad T(v \otimes w) = g(w) \otimes f(v) \quad (v \in V, w \in W)$$

**Lemma 2.14.** $\text{Tr}(T) = \text{Tr}(fg)$.

The dual of this lemma is also useful: Let $B(V, W)$ be the set of bilinear maps $V \times W \to k$ and consider the map $T^\vee : B(V, W) \to B(V, W)$, $T^\vee(b)(v, w) = b(g(w), f(v))$. Since $T^\vee$ is the dual map of $T$ under the identification $B(V, W) \cong (V \otimes W)^\vee$, we have $\text{Tr}(T^\vee) = \text{Tr}(fg)$.

**Proof.** Let $\{v_i\}$ and $\{w_j\}$ be a basis of $V$ and $W$, and let $\{v^i\}$ and $\{w^j\}$ be the dual basis to $\{v_i\}$ and $\{w_j\}$, respectively. Then we have

$$\text{Tr}(T) = \sum_{i,j} \langle v^i, g(w_j) \rangle \langle w^j, f(v_i) \rangle = \sum_j \langle w^j, f(g(w_j)) \rangle = \text{Tr}(fg)$$
Here, the first and the last equality follow from $\operatorname{Tr}(f) = \sum_i (v^i, f(v_i))$ and the second follows from $x = \sum_i (v^i, x)v_i$. 

Now, for simplicity, we assume $k$ to be an algebraically closed field of characteristic zero. Let $H$ be a finite-dimensional semisimple Hopf algebra over $k$, e.g., the group algebra of a finite group $G$. Then, by the theorem of Larson and Radford [28], $H$ is involutory. Let $\operatorname{Vec}_{fd}(k)$ denote the category of finite-dimensional vector spaces over $k$. The forgetful functor $\operatorname{mod}_{fd}(H) \to \operatorname{Vec}_{fd}(k)$ is a separable functor with $k$-linear section

$$
\Pi_{V,W} : \operatorname{Hom}_k(V,W) \to \operatorname{Hom}_H(V,W) \quad (V,W \in \operatorname{mod}(H))
$$

$$
\Pi_{V,W}(f)(v) = S(\Lambda_{(1)})f(\Lambda_{(2)}v) \quad (f \in \operatorname{Hom}_k(V,W), v \in V)
$$

where $\Lambda \in H$ is the Haar integral (i.e., the two-sided integral such that $\varepsilon(\Lambda) = 1$). Let $\operatorname{Bil}(V)$ denote the set of all bilinear forms on $V$. Instead of the map (2.15), we prefer to consider the map

$$
\tilde{\Sigma}_V : \operatorname{Bil}(V) \to \operatorname{Bil}(V), \quad \tilde{\Sigma}_V(b)(v,w) = b(\Lambda_{(1)}v, \Lambda_{(2)}w), \quad (b \in \operatorname{Bil}(V), v,w \in V)
$$

which makes the diagram

$$
\begin{array}{ccc}
\operatorname{Bil}(V) & \cong & \operatorname{Hom}_k(V,V^\vee) \\
\downarrow & & \downarrow \tau_{V,V} \\
\tilde{\Sigma}_V & \cong & \operatorname{Hom}_H(V,V^\vee) \\
\downarrow & & \downarrow \tau_{V,V} \\
\operatorname{Bil}(V) & \cong & \operatorname{Hom}_k(V,V^\vee)
\end{array}
$$

commutes; see §3, especially Theorem 3.8, for the details. Let $\rho : H \to \operatorname{End}_k(V)$ be the algebra map corresponding to the action $H \otimes V \to V$. By Lemma 2.14, we have

$$
\nu(V) = \operatorname{Tr}(\tilde{\Sigma}_V) = \operatorname{Tr} \left( \rho(\Lambda_{(1)}) \circ \rho(\Lambda_{(2)}) \right) = \chi_V(\Lambda_{(1)}\Lambda_{(2)})
$$

where $\chi_V = \operatorname{Tr} \circ \rho$. This is the FS indicator for $H$ introduced by Linchenko and Montgomery [1]. In the case where $H = kG$, we have $\nu(V) = |G|^{-1} \sum_{g \in G} \chi_V(g^2)$ since $\Lambda = |G|^{-1} \sum_{g \in G} g$. Formula (1.1) for compact groups is obtained in a similar way; see §4 for details.

2.5. Twisted Duality

To deal with some twisted versions of the Frobenius–Schur theorem, we introduce a twisting adjunction of a category with duality and give a method to twist the original duality functor by using a twisting adjunction. Our method can be thought as a generalization of the arguments in [23, §4].

Let $\mathcal{C}$ be a category with duality. Suppose that we are given an adjunction $(F,G,\eta,\varepsilon) : \mathcal{C} \to \mathcal{C}$ and a natural transformation $\xi : G(X^\vee) \to G(X)^\vee$. Define $\zeta_X$ by

$$
\zeta_X : G(X^\vee) \xrightarrow{\xi(G(X^\vee))} G(X^\vee)^\vee \xrightarrow{\xi_{X^\vee}} F(X^\vee)^\vee \xrightarrow{F(\xi_{X^\vee})} F(X)^\vee
$$

(2.17) $\zeta_X$ is a natural transformation making the following diagrams commute:

$$
\begin{array}{ccc}
F(X) & \xrightarrow{F(j_X)} & F(X^\vee) \\
\downarrow & & \downarrow \xi_{X^\vee} \\
F(X)^\vee & \xrightarrow{\zeta_X} & G(X^\vee)^\vee
\end{array}
\quad
\begin{array}{ccc}
G(X) & \xrightarrow{G(j_X)} & G(X^\vee) \\
\downarrow & & \downarrow \zeta_X \\
G(X)^\vee & \xrightarrow{\xi_X} & F(X)^\vee
\end{array}
$$

(2.18)
Indeed, the commutativity of the first diagram is checked as follows:
\[
\xi_X \circ j_{F(X)} = j_{G(X^\vee)} \circ \xi_{X^\vee} \circ F(j_X) = j_{G(X^\vee)} \circ F(j_X) = \xi_X \circ F(j_X)
\]
The commutativity of the second one is checked in a similar way as follows:
\[
\xi_X \circ G(j_X) = F(j_X^\vee) \circ \xi_{X^\vee} \circ j_{G(X^\vee)} \circ G(j_X)
\]

Now we define the twisted duality functor by \(X^\sharp = G(X^\vee)\). The problem is when \(C\) is a category with duality with this new duality functor \((-)^\sharp\).

**Lemma 2.15.** Define \(\omega : \text{id}_C \rightarrow (-)^\sharp \circ (-)^\sharp\) by
\[
\omega_X : X \xrightarrow{\eta_X} GF(X) \xrightarrow{GF(j_X)} GF(X^\vee) \xrightarrow{\xi_{X^\vee}^\sharp} G(G(X^\vee)^\vee) = X^{\sharp\sharp} \tag{2.19}
\]
The triple \((C, (-)^\sharp, \omega)\) is a category with duality if
\[
\begin{pmatrix}
FG(X^\vee) & F(G(X^\vee)^\vee) & G((\xi_{X^\vee}^\sharp)^\vee) & G\left(\xi_{X^\vee}^\sharp \circ F(j_X) \right) & \varepsilon_X^\vee
\end{pmatrix}
\]
holds for all \(X \in C\). If, moreover, \(C\) is strong, then the following are equivalent:
1. \(F\) is an equivalence.
2. \(G\) is an equivalence.
3. \((C, (-)^\sharp, \omega)\) is strong.

**Proof.** Let \(X \in C\). By (2.17), \(\omega_X\) can be expressed in two ways as follows:
\[
\omega_X = G(\xi_{X^\vee} \circ F(j_X)) \circ \eta_X = G(\xi_X \circ j_{F(X)}) \circ \eta_X
\]
For each \(X \in C\), we compute
\[
\omega_X^\sharp \circ \omega_X^\sharp = G(\omega_X^\sharp) \circ \omega_G(X^\vee) = G(\omega_X^\sharp) \circ G(\xi_{G(X^\vee)} \circ F(j_{G(X^\vee)})) \circ \eta_{G(X^\vee)}
\]
\[
= G\left(\eta_X^\sharp \circ G(\xi_X^\vee \circ j_{F(X)} \circ j_{G(X^\vee)} \circ F(j_{G(X^\vee)})) \right) \circ \eta_{G(X^\vee)}
\]
\[
= G\left(\eta_X^\sharp \circ \xi_X \circ F(j_{F(X)} \circ j_{F(X)} \circ \xi_X) \circ \eta_{G(X^\vee)} \right)
\]
\[
= G\left(\eta_X^\sharp \circ \xi_X \circ F(\xi_X) \circ \eta_{G(X^\vee)} \right) = G(\varepsilon_X^\vee) \circ \eta_{G(X^\vee)} = \text{id}_{G(X^\vee)} = \text{id}_X
\]

Here, the fourth equality follows from the naturality of \(\xi\), the fifth from (2.4), the sixth from the Assumption (2.20), and the seventh from (2.1). Now we have shown that the triple \((C, (-)^\sharp, \omega_X)\) is a category with duality.

It is easy to prove the rest of the statement; (1) \(\iff\) (2) follows from basic properties of adjunctions. To show (2) \(\iff\) (3), recall Lemma 2.3.

In view of Lemma 2.15, we call a quintuple \(t = (F, G, \eta, \varepsilon, \xi)\) satisfying (2.20) a twisting adjunction for \(C\). Given such a quintuple \(t\), we denote by \(C^t\) the triple \((C, (-)^\sharp, \omega)\) constructed in Lemma 2.15. Now we introduce an involution of a category with duality:
**Definition 2.16.** An involution of $\mathcal{C}$ is a triple $t = (F, \xi, \eta)$ such that $(F, \xi)$ is a strong duality preserving functor on $\mathcal{C}$ and $\eta$ is an isomorphism

$$\eta : (\text{id}_\mathcal{C}, \text{id}_{\mathcal{C}^\vee}) \to (F, \xi) \circ (F, \xi)$$

of duality preserving functors satisfying

$$\eta_{F(X)} = F(\eta_X)$$

for all $X \in \mathcal{C}$. We say that $t$ is strict if $\xi$ and $\eta$ are identities.

Note that (2.21) is an isomorphism of such functors if and only if

$$\eta_X^\vee \circ \xi_{F(X)} \circ F(\xi_X) \circ \eta_{X^\vee} = \text{id}_{X^\vee}$$

holds for all $X \in \mathcal{C}$.

An involution $(F, \xi, \eta)$ of $\mathcal{C}$ is a special type of twisting adjunction; indeed, by (2.22), the quadruple $(F, F, \eta, \eta^{-1})$ is an adjunction. By the definition of duality preserving functors, the natural transformation (2.17) is given by

$$\zeta_X = F(j_X)^\vee \circ \xi_X^\vee \circ j_{F(X^\vee)} = F(j_X)^\vee \circ \xi_{X^\vee} \circ F(j_X^\vee) = \xi_X$$

Since the counit is $\eta^{-1}$, (2.20) is equivalent to (2.23). Hence $(F, F, \eta, \eta^{-1}, \xi)$ is a twisting adjunction for $\mathcal{C}$. From now, we identify an involution of $\mathcal{C}$ with the corresponding twisting adjunction.

Suppose that $\mathcal{C}$ is a category with duality over $k$. Let $t = (F, G, \ldots)$ be a twisting adjunction for $\mathcal{C}$. $t$ is said to be $k$-linear if the functor $F : \mathcal{C} \to \mathcal{C}$ is $k$-linear. If this is the case, $G$ is also $k$-linear as the right adjoint of $F$ (see, e.g., [26, IV.1]) and hence $\mathcal{C}_t$ is a category with duality over $k$.

**Definition 2.17.** Let $\mathcal{C}$ be a category with duality over $k$, and let $t$ be a $k$-linear twisting adjunction for $\mathcal{C}$. The (t-)twisted FS indicator $\nu^t(X)$ of $X \in \mathcal{C}$ is defined by

$$\nu^t(X) = \nu(X^t)$$

where $X^t \in \mathcal{C}_t$ is the object $X$ regarded as an object of $\mathcal{C}_t$.

To study the twisted FS indicator, it is useful to introduce the twisted transposition map. Let $\mathcal{C}$ be a category with duality (not necessarily over $k$). Given a twisting adjunction $t = (F, G, \eta, \varepsilon, \xi)$ for $\mathcal{C}$, the (t-)twisted transposition map

$$T^t_{X,Y} : \text{Hom}_\mathcal{C}(F(X), Y^\vee) \to \text{Hom}_\mathcal{C}(F(Y), X^\vee) \quad (X, Y \in \mathcal{C})$$

is defined for $f : F(X) \to Y^\vee$ by

$$T^t_{X,Y}(f) : F(Y) \xrightarrow{F(f^\vee \circ j_Y)} F(F(X)^\vee) \xrightarrow{\xi_{F(X)}} (GF(X))^\vee \xrightarrow{\eta_X^\vee} X^\vee$$

For a while, let $T^t_{X,Y} : \text{Hom}_\mathcal{C}(X, Y^t) \to \text{Hom}_\mathcal{C}(Y, X^t)$ denote the transposition map for $\mathcal{C}_t$. One can easily check that the diagram

$$\begin{array}{ccc}
\text{Hom}_\mathcal{C}(F(X), Y^\vee) & \xrightarrow{\Delta} & \text{Hom}_\mathcal{C}(X, G(Y^\vee)) = \text{Hom}_\mathcal{C}(X, Y^t) \\
\downarrow T^t_{X,Y} & & \downarrow T^t_{X,Y} \\
\text{Hom}_\mathcal{C}(F(Y), X^\vee) & \xrightarrow{\Delta} & \text{Hom}_\mathcal{C}(Y, G(X^\vee)) = \text{Hom}_\mathcal{C}(Y, X^t)
\end{array}$$
commutes for all $X, Y \in \mathcal{C}$, where the horizontal arrows are the natural bijection given by (2.2). Hence, under the condition of Definition 2.17, we have

$$\nu^t(X) = \text{Tr}(T_{X,X}^t) = \text{Tr}(T_{X,X}^t)$$

The properties of the twisted FS indicator can be obtained as follows: Apply previous results to $\mathcal{C}^t$ and then interpret the results in terms of $\mathcal{C}$ and $t$ by using the commutative Diagram (2.25). Following this scheme, a twisted version of Proposition 2.12 is established as follows:

**Proposition 2.18.** Let $\mathcal{C}$ be an Abelian category with strong duality over $k$, let $X \in \mathcal{C}$, and let $t = (F, G, \ldots)$ be a $k$-linear twisting adjunction for $\mathcal{C}$ such that $F$ is an equivalence of categories. Then:

(a) If $X$ is a finite biproduct of simple objects, then $\nu^t(F(X)) = \nu^t(X^\vee)$.

(b) If $X$ is absolutely simple, then $\nu^t(X) \in \{0, \pm 1\}$. $\nu^t(X) \neq 0$ if and only if $F(X) \cong X^\vee$.

Now let $H$ be a finite-dimensional semisimple Hopf algebra over an algebraically closed field $k$ of characteristic zero. We give two examples of $k$-linear twisting adjunctions for $\text{mod}_t(H)$.

**Example 2.19.** An automorphism $\tau$ of $H$ induces a strict monoidal autoequivalence on $\text{mod}_t(H)$. If $\tau^2 = \text{id}_H$, then it gives rise to a strict involution of $\text{mod}_t(H)$, which we denote by the same symbol $\tau$. The study of the $\tau$-twisted FS indicator leads us to the results of Sage and Vega [23]; see §3.

**Example 2.20.** Let $L \in \text{mod}_t(H)$ be a left $H$-module such that $h_{(1)} \ell \otimes h_{(2)} \ell \otimes h_{(1)}$ holds for all $h \in H$ and $\ell \in L$. This condition implies that, for each $X \in \text{mod}_t(H)$, the map

$$\text{flip} : L \otimes X \to X \otimes L, \quad \ell \otimes x \mapsto x \otimes \ell \quad (\ell \in L, x \in X)$$

is an isomorphism of left $H$-modules. Fix a basis $\{\ell_i\}$ of $L$ and define

$$\eta_X : X \to L \otimes L^\vee \otimes X, \quad \eta_X(x) = \sum \ell_i \otimes \ell_i^\vee \otimes x$$

$$\varepsilon_X : L^\vee \otimes L \otimes X \to X, \quad \varepsilon_X(\ell_i^\vee \otimes \ell_j \otimes x) = \delta_{ij} x$$

for $x \in X$, where $\{\ell_i^\vee\}$ is the dual basis of $\{\ell_i\}$. The quadruple $(F = L^\vee \otimes (-), G = L \otimes (-), \eta, \varepsilon)$ is an adjunction on $\text{mod}_t(H)$. Moreover, if we define $\xi_X$ by

$$\xi_X : L^\vee \otimes X^\vee \xrightarrow{\cong} (X \otimes L)^\vee \xrightarrow{\text{flip}^\vee} (L \otimes X)^\vee$$

then the quintuple $t(L) := (F, G, \eta, \varepsilon, \xi)$ is a twisting adjunction for $\text{mod}_t(H)$. Since, in general, $F$ and $G$ are not monoidal, $t(L)$ is of different type of twisting adjunctions from Example 2.19.

Following the above notation, we write $X^\sharp$ for $G(X^\vee)$. To interpret the $t(L)$-twisted FS indicator $\nu(V; L) := \nu^{t(L)}(V)$, we recall that there is an isomorphism

$$\text{Hom}_H(X, Y^\sharp) = \text{Hom}_H(X, L \otimes Y^\vee) \cong \text{Hom}_H(X \otimes Y, L)$$

natural in $X, Y \in \text{mod}_t(H)$. The transposition map for $\text{mod}_t(H)^{t(L)}$ induces

$$\Sigma^L_V : \text{Hom}_H(V \otimes V, L) \to \text{Hom}_H(V \otimes V, L), \quad \Sigma^L_V(b)(v, w) = b(w, v)$$
via the above isomorphism. Hence we have \( \nu(V; L) = \dim_k B_H^+(V; L) - \dim_k B_H^-(V; L) \), where \( B_H^+(V; L) \) is the eigenspace of \( \Sigma_V^+ \) with eigenvalue \( \pm 1 \).

Let \( B(V; L) \) denote the set of all bilinear maps \( V \times V \to L \). To express \( \nu(V; L) \) by using the characters of \( V \) and \( L \), we use the map

\[
\tilde{\Sigma}_V^L : B(V; L) \to B(V; L), \quad \tilde{\Sigma}_V^L(b)(v, w) = S(\Lambda_{(1)}) \cdot b(\Lambda_{(2)}w, \Lambda_{(3)}v)
\]

which makes the following diagrams commute:

\[
\begin{array}{ccc}
B(V; L) & \cong & \text{Hom}_k(V \otimes V, L) \\
\downarrow \tilde{\Sigma}_V^L & & \downarrow \Sigma_V^L \\
B(V; L) & \cong & \text{Hom}_k(V \otimes V, L)
\end{array}
\]

Now, let, in general, \( f : A \to B, g : B \to A \) and \( h : M \to M \) be linear maps between finite-dimensional vector spaces. Then, in a similar way as Lemma 2.14, one can show that the trace of

\[
T : \text{Hom}_k(A \otimes B, M) \to \text{Hom}_k(A \otimes B, M), \quad T(\mu)(a \otimes b) = h\mu(g(b) \otimes f(a))
\]

is given by \( \text{Tr}(T) = \text{Tr}(h) \text{Tr}(fg) \). By using this formula, we have

\[
\nu(V; L) = \text{Tr}(\tilde{\Sigma}_V^L) = \chi_L(S(\Lambda_{(1)}))\chi_V(\Lambda_{(2)}\Lambda_{(3)})
\]

If \( \dim_k L = 1 \), then \( L \otimes (-) \) is an equivalence and hence Proposition 2.18 can be applied to the above example. By the above arguments, we now obtain in the following another type of twisted version of the Frobenius–Schur theorem for semisimple Hopf algebras.

**Theorem 2.21.** Let \( \alpha : H \to k \) be an algebra map such that \( \alpha(h_{(1)})h_{(2)} = \alpha(h_{(2)})h_{(1)} \) holds for all \( h \in H \) (or, equivalently, let \( \alpha \) be a central grouplike element of the dual Hopf algebra \( H^\vee \)), and let \( L \) be the left \( H \)-module corresponding to \( \alpha \). Then, for all simple module \( V \in \text{mod}_{fd}(H) \), we have

\[
\nu(V; L) = \alpha(S(\Lambda_{(1)}))\chi_V(\Lambda_{(2)}\Lambda_{(3)}) \in \{0, \pm 1\}
\]

Moreover, for a simple module \( V \in \text{mod}_{fd}(H) \), the following statements are equivalent:

1. \( \nu(V; L) \neq 0 \).
2. \( V \cong L \otimes V^\vee \).
3. There exists a non-degenerate bilinear form \( b : V \otimes V \to k \) satisfying

\[
b(h_{(1)}v, h_{(2)}w) = \alpha(h)b(v, w) \quad \text{for all } h \in H \text{ and } v, w \in V
\]

If one of the above equivalent statements holds, then such a bilinear form \( b \) is unique up to scalar multiples and satisfies \( b(w, v) = \nu(V; L)b(v, w) \) for all \( v, w \in V \).

For the case where \( H = kG \) is the group algebra of a finite group \( G \), the above theorem has been obtained by Mizukawa [29, Theorem 3.5].
2.6. Group Action on a Pivotal Monoidal Categories

We have concentrated on studying generalizations of the second FS indicator. Here we briefly explain how to define the higher twisted FS indicators for \( k \)-linear pivotal monoidal categories by generalizing those for semisimple Hopf algebras due to Sage and Vega [23]. As we have remarked in Section 1, the details are left for future work.

For a set \( S \), we denote by \( S \) the category whose objects are the elements of \( S \) and whose morphisms are the identity morphisms. If \( G \) is a group, then \( G \) is a strict monoidal category with tensor product given by \( x \otimes y = xy \) \((x, y \in G)\).

Let \( C \) be a \( k \)-linear pivotal monoidal category with pivotal structure \( j \). We denote by \( \text{Aut}_{\text{piv}}(C) \) the category of \( k \)-linear monoidal autoequivalences of \( C \) that preserve the pivotal structure in the sense of [8]. This is a strict monoidal category with respect to the composition of monoidal functors. By an action of \( G \) on \( C \), we mean a strong monoidal functor \( G \to \text{Aut}_{\text{piv}}(C) \), \( g \mapsto F_g \) \((g \in G)\).

Note that, by definition, there are natural isomorphisms \( \text{id}_C \sim F_1 \) and \( F_x \circ F_y \sim F_{xy} \) of monoidal functors. We say that an action \( G \to \text{Aut}_{\text{piv}}(C) \) is strict if it is strict as a monoidal functor and, moreover, \( F_g : C \to C \) is strict as a monoidal functor for all \( g \in G \).

Now suppose that an action of \( G \) on \( C \) is given. The crossed product \( C \rtimes G \) is a monoidal category defined as follows: As a \( k \)-linear category, \( C \rtimes G = \bigoplus_{g \in G} C \rtimes g \), where \( C \rtimes g \) is a copy of \( C \). Given an object \( X \in C \), we denote by \((X, g)\) the object \( X \) regarded as an object of \( C \rtimes g \subset C \rtimes G \). The tensor product of \( C \rtimes G \) is given by

\[
(X, g) \otimes (Y, g') = (X \otimes F_g(Y), gg')
\]

see [30] and [31] for details. We now claim:

**Lemma 2.22.** \( C \rtimes G \) is rigid. The dual object of \((X, g) \in C \rtimes g\) is given by

\[
(X, g)^\vee = (F_{g^{-1}}(X^\vee), g^{-1})
\]

Moreover, \( C \rtimes G \) is a pivotal monoidal category with pivotal structure given by

\[
(X, g) = X \xrightarrow{j_X} X^{\vee\vee} \cong F_g F_{g^{-1}}(X^{\vee\vee}) \xrightarrow{F_g (\xi_{g^{-1}, X})} F_g (F_{g^{-1}}(X^{\vee})) = (X, g)^{\vee\vee}
\]

where \( \xi_{g^{-1}, V} : F_{g^{-1}}(V^\vee) \to F_{g^{-1}}(V)^\vee \) is the duality transform [8, §1] of \( F_{g^{-1}} : C \to C \).

In the most important case for us where the action of \( G \) is strict, this lemma is easy to prove. The proof for general cases is tedious and omitted for brevity.

**Definition 2.23.** Let \( C \) be a \( k \)-linear pivotal monoidal category satisfying (2.12) and suppose that an action of \( G \) on \( C \) is given. For a positive integer \( n \) and an element \( g \in G \), we define the \( g \)-twisted \( n \)-th FS indicator \( \nu_n^g(V) \) of \( V \in C \) by \( \nu_n^g(V) = \nu_n((V, g)) \), where \( \nu_n \) in the right-hand side stands for the \( n \)-th FS indicator of Ng and Schauenburg [8] for the \( k \)-linear pivotal monoidal category \( C \rtimes G \).
For a pair of positive integers \((n, r)\), the \((n, r)\)-th FS indicator \(\nu_{n,r}\) is also defined in [8]. It is clear how to define the \(g\)-twisted \((n, r)\)-th FS indicator \(\nu_{n,r}^g\) of \(V \in \mathcal{C}\).

We explain that our definition agrees with that of Sage and Vega [23]. For simplicity, we treat all monoidal categories as if they were strict. Note that, as an object of \(\mathcal{C}\), \(g\) is an automorphism such that \(g^n = \text{id}_H\), then the map

\[\alpha : (\overline{V^n})^H \rightarrow (\overline{V^n})^H, \quad \sum_{i_1, \ldots, i_n} v_{i_1}^1 \otimes v_{i_2}^2 \otimes \cdots \otimes v_{i_n}^n \mapsto \sum_{i_1, \ldots, i_n} v_{i_1}^2 \otimes \cdots \otimes v_{i_n}^n \otimes v_{i_1}^1\]

under the canonical identification \((\overline{V^n})^H = \text{Hom}_{\mathcal{C} \rtimes G}(1_{\mathcal{C} \rtimes G}, (V, g)^{\otimes n})\). Since the twisted FS indicator of [23] is equal to the trace of the map \(\alpha [23, \text{Theorem 3.5}]\), our definition agrees with that [23] in the case where both are defined.

Recall that a pivotal monoidal category is a category with duality. If \(G = \langle a \mid a^2 = 1 \rangle\) acts on a \(k\)-linear pivotal monoidal category \(\mathcal{C}\), then the functor \(F_a : \mathcal{C} \rightarrow \mathcal{C}\) is naturally an involution of \(\mathcal{C}\) in the sense of Definition 2.16. Let \(t\) denote this involution. By using the crossed product \(\mathcal{C} \rtimes G\), the category \(\mathcal{C}^t\) constructed in Lemma 2.15 can be described as follows:

**Proposition 2.24.** \(\mathcal{C}^t \rightarrow \mathcal{C} \rtimes G, X \mapsto (X, a)\) is a \(k\)-linear fully faithful duality preserving functor.

This is clear from Lemma 2.22 and the definition of \(\mathcal{C}^t\).

### 3. Pivotal Algebras

#### 3.1. Pivotal Algebras

In this section, we introduce and study a class of algebras such that its representation category is a category with strong duality. We first recall that \(\text{mod}_{fd}(H)\) is a pivotal monoidal category if \(H\) is a pivotal Hopf algebra [14]. Note that the monoidal structure of \(\text{mod}_{fd}(H)\) is defined by using the comultiplication of \(H\). Since we do not need a monoidal structure, it seems to be a good way to consider “pivotal Hopf algebras with no comultiplication”. This is the notion of pivotal algebras, which is formally defined as follows:

**Definition 3.1.** A pivotal algebra is a triple \((A, S, g)\) consisting of an algebra \(A\), an anti-algebra map \(S : A \rightarrow A\), and an invertible element \(g \in A\) satisfying \(S(g) = g^{-1}\) and \(S^2(a) = gag^{-1}\) for all \(a \in A\).

Let \(A = (A, S, g)\) be a pivotal algebra. We denote by \(\text{mod}(A)\) the category of left \(A\)-modules and by \(\text{mod}_{fd}(A)\) its full subcategory of finite-dimensional modules. Given \(V \in \text{mod}(A)\), we can make its dual space \(V^\vee\) into a left \(A\)-module by

\[\langle af, v \rangle := \langle f, S(a)v \rangle \quad (a \in A, f \in V^\vee, v \in V)\]  

(3.1)
The assignment $V \mapsto V^\vee$ extends to a contravariant endofunctor on $\text{mod}(A)$. Now, for each $V \in \text{mod}(A)$, we define $j_V : V \to V^{\vee\vee}$ by

$$\langle j_V(v), f \rangle = \langle f, gv \rangle \quad (v \in V, f \in V^\vee)$$

(3.2)

The following computation shows that $j_V : V \to V^{\vee\vee}$ is $A$-linear:

$$\langle a \cdot j_V(v), f \rangle = \langle S(a)f, gv \rangle = \langle f, S^2(a)gv \rangle = \langle f, gav \rangle = \langle j_V(av), f \rangle$$

It is obvious that $j_V$ is natural in $V \in \text{mod}(A)$. Now we verify (2.4) as follows:

$$\langle (j_V)^\vee j_V^\vee(f), v \rangle = \langle j_V^\vee(f), j_V(v) \rangle = \langle gf, gv \rangle = \langle f, S(g)gv \rangle = \langle f, v \rangle$$

Note that $j_V$ is an isomorphism if and only if $\dim_k V < \infty$. We conclude:

**Proposition 3.2.** Let $A$ be a pivotal algebra. Then $\text{mod}(A) = (\text{mod}(A), (-)^\vee, j)$ is an Abelian category with duality over $k$. The full subcategory $\text{mod}_{fd}(A)$ is an Abelian category with strong duality over $k$.

Let $A$ and $B$ be algebras. Given an algebra map $f : A \to B$, we can make each left $B$-module into a left $A$-module by defining $a \cdot v = f(a)v \ (a \in A, v \in V)$. We denote by $f^A(V)$ the left $A$-module obtained in this way from $V$. The assignment $V \mapsto f^A(V)$ extends to a functor

$$f^A : \text{mod}(B) \to \text{mod}(A)$$

(3.3)

By restriction, we also obtain a functor

$$f^A|_{\text{mod}_{fd}(B)} : \text{mod}_{fd}(B) \to \text{mod}_{fd}(A)$$

(3.4)

It is easy to see that these functors are $k$-linear, exact and faithful. If, moreover, $f$ is surjective, then they are full.

Suppose that $A = (A, S, g)$ and $B = (B, S', g')$ are pivotal algebras. A *morphism of pivotal algebras* from $A$ to $B$ is an algebra map $f : A \to B$ satisfying $f(g) = g'$ and $S'(f(a)) = f(S(a))$ for all $a \in A$. If $f$ is such a morphism, then the Functors (3.3) and (3.4) are strict duality preserving functors.

An *involution* of $A$ is a morphism $\tau : A \to A$ of pivotal algebras such that $\tau^2 = \text{id}_A$. Such a $\tau$ gives rise to a strict involution of $\text{mod}(A)$, which is usually denoted by the same symbol $\tau$. The proof of the following proposition is straightforward and omitted.

**Proposition 3.3.** Let $A = (A, S, g)$ be a pivotal algebra, and let $\tau$ be an involution of $A$. Put $S^\tau = S \circ \tau = \tau \circ S$. Then:

(a) The triple $A^\tau = (A, S^\tau, g)$ is a pivotal algebra.

(b) $\text{id}_{\text{mod}(A)}$ is a strict duality preserving functor $\text{mod}(A^\tau) \to \text{mod}(A)^\tau$.

This implies that the $\tau$-twisted FS indicator of $V \in \text{mod}_{fd}(A)$ is equal to the untwisted FS indicator of $V$ regarded as a left $A^\tau$-module. Thus, in principle, the theory of the $\tau$-twisted FS indicator reduces to that of the untwisted FS indicator of $A^\tau$, which is again a pivotal algebra.
3.2. FS Indicator for Pivotal Algebras

Let $A = (A, S, g)$ be a pivotal algebra, and let $V \in \text{mod}_{fd}(A)$. Since $\text{mod}_{fd}(A)$ is a category with duality over $k$ satisfying (2.12), we can define $\nu(V)$ in the way of Section 2.

The FS indicator $\nu(V)$ is interpreted as follows: Let $\text{Bil}(V)$ be the set of all bilinear forms on $V$. Recall that there is a canonical isomorphism

\[ B_V : \text{Hom}_k(V, V^\vee) \rightarrow \text{Bil}(V), \quad B_V(f)(v, w) = \langle f(v), w \rangle \]  

(3.5)

Let $\text{Bil}_A(V)$ be the subset of $\text{Bil}(V)$ consisting of those $b \in \text{Bil}(V)$ such that

\[ b(av, w) = b(v, S(a)w) \quad (a \in A, v, w \in V) \]  

(3.6)

The set $\text{Bil}_A(V)$ is in fact the image of $\text{Hom}_A(V, V^\vee) \subset \text{Hom}_k(V, V^\vee)$ under the canonical isomorphism (3.5). Now we define $\Sigma_V : \text{Bil}_A(V) \rightarrow \text{Bil}_A(V)$ so that

\[ \text{Hom}_A(V, V^\vee) \xrightarrow{B_V} \text{Bil}_A(V) \xrightarrow{\tau_{V, V}} \text{Bil}_A(V) \xrightarrow{\Sigma_V} \text{Bil}_A(V) \]

commutes. If $b = B_V(f)$ for some $f \in \text{Hom}_A(V, V^\vee)$, then we have

\[ \Sigma_V(b)(v, w) = B_V(f^\vee j_V)(v, w) = \langle f^\vee j_V(v), w \rangle = \langle f(w), gv \rangle = b(w, gv) \]  

(3.7)

for all $v, w \in V$. In view of (3.7), we set

\[ \text{Bil}^+_A(V) = \{ b \in \text{Bil}_A(V) \mid b(w, gv) = \pm b(v, w) \text{ for all } v, w \in V \} \]

Then, as a counterpart of Proposition 2.9 (b), we have a formula

\[ \nu(V) = \dim_k \text{Bil}^+_A(V) - \dim_k \text{Bil}^-_A(V) \]  

(3.8)

Rephrasing the results of Section 2 by using these notations, we immediately obtain the following theorem:

**Theorem 3.4.** If $V \in \text{mod}_{fd}(A)$ is absolutely simple, then we have $\nu(V) \in \{0, \pm 1\}$. Moreover, the following are equivalent:

1. $\nu(V) \neq 0$.
2. $V$ is isomorphic to $V^\vee$ as a left $A$-module.
3. There exists a non-degenerate bilinear form $b$ on $V$ satisfying (3.6).

If one of the above statements holds, then such a bilinear form $b$ is unique up to scalar multiples and satisfies $b(w, gv) = \nu(V) \cdot b(v, w)$ for all $v, w \in V$.

We denote by $R_A$ the left regular representation of $A$. If $A$ is finite-dimensional, then the FS indicator of $R_A$ is defined. In the case where $A = kG$ is the group algebra of a finite group $G$, there is a well-known formula $\nu(R_{kG}) = \# \{ x \in G \mid x^2 = 1 \}$. This formula is generalized to finite-dimensional pivotal algebras as follows:
Theorem 3.5. Let $A = (A, S, g)$ be a finite-dimensional pivotal algebra.

(a) $\nu(R_A) = \text{Tr}(Q)$, where $Q : A \to A$, $Q(a) = S(a)g$

(b) If $A$ is Frobenius, then $R_A \cong R_A^\vee$ as left $A$-modules. Hence, $\nu(R_A) = \nu(R_A^\vee)$.

The part (b) is motivated by Remark 2.13; as we have mentioned, our definition of the FS indicator is different from that of [8]. Therefore, if, for example, $A$ is a finite-dimensional pivotal Hopf algebra, then there are two definitions of the FS indicator of the regular representation of $A$. Nevertheless they are equal since a finite-dimensional Hopf algebra is Frobenius.

Proof. (a) Recall that there is an isomorphism $\Phi : \text{Hom}_A(R_A, R_A^\vee) \to R_A^\vee$ given by $\Phi(f) = f(1)$. For $f \in \text{Hom}_A(R_A, R_A^\vee)$ and $a \in A$, we have

\[ \langle \Phi T_{A,A}(f), a \rangle = \langle (f^\vee j_V)(1), a \rangle = \langle j_V(1), f(a) \rangle = \langle f(a), g \rangle \]

Recalling that $f : R_A \to R_A^\vee$ is $A$-linear, we compute

\[ \langle f(a), g \rangle = \langle f(a \cdot 1), g \rangle = \langle a \cdot f(1), g \rangle = \langle \Phi(f), S(a)g \rangle = \langle Q^\vee \Phi(f), a \rangle \]

Hence we have $T_{A,A} = \Phi^{-1} \circ Q^\vee \circ \Phi$ and therefore

\[ \nu(A) = \text{Tr}(T_{A,A}) = \text{Tr}(Q^\vee) = \text{Tr}(Q) \]

(b) Suppose that $A$ is Frobenius. By definition, there exists $\phi \in A^\vee$ such that the bilinear map $A \times A \to k$, $(a, b) \mapsto \phi(ab)$ $(a, b \in A)$ is non-degenerate. By using $\phi$, we define a linear map $f : R_A \to R_A^\vee$ by $\langle f(a), b \rangle = \phi(S(a)b)$ $(a, b \in A)$. It is obvious that $f$ is bijective. For $a, b, c \in A$, we compute

\[ \langle f(ab), c \rangle = \phi(S(ab)c) = \phi(S(b)S(a)c) = \langle f(b), S(a)c \rangle = \langle a \cdot f(b), c \rangle \]

Thus $f$ is $A$-linear and therefore $R_A \cong R_A^\vee$ as left $A$-modules. \qed

The following Theorem 3.6 is motivated by the trace-like invariant of Hopf algebras studied in [32] and [33]. Given $V \in \text{mod}(A)$, we denote by $\rho_V : A \to \text{End}_k(V)$ the algebra map induced by the action of $A$. Let $I_V := \text{Ker}(\rho_V)$ denote the annihilator of $V$. By the definition of the dual module $V^\vee$, we have $I_{V^\vee} = S(I_V)$. Hence, if $V$ is self-dual, then $\text{Im}(\rho_V) \to \text{Im}(\rho_V)$, $\rho_V(a) \mapsto \rho_V(S(a))$ $(a \in A)$ is well-defined. We also note that if $V \in \text{mod}_{fd}(A)$ is absolutely simple, then:

The algebra map $\rho_V : A \to \text{End}_k(V)$ is surjective

(3.9)

Theorem 3.6. Let $V \in \text{mod}_{fd}(A)$ be an absolutely simple module. If $V$ is self-dual, then, by the above arguments, the map

\[ S_V : \text{End}_k(V) \to \text{End}_k(V), \quad \rho_V(a) \mapsto \rho_V(S(a)) \quad (a \in A) \]

is well-defined. By using $S_V$, we also define

\[ Q_V : \text{End}_k(V) \to \text{End}_k(V), \quad Q_V(f) = S_V(f) \circ \rho_V(g) \quad (f \in \text{End}_k(V)) \]

Then we have:

(a) $\text{Tr}(S_V) = \nu(V) \cdot \chi_V(g)$

(b) $\text{Tr}(Q_V) = \nu(V) \cdot \text{dim}_k(V)$
Proof. (a) This can be proved in the same way as [14, Proposition 4.5]. Here we give another proof: Fix an isomorphism \( p : V \to V^\vee \) of left \( A \)-modules and define \( q : V \to V^\vee \) by \( q = p^\vee \iota \), where \( \iota = \iota_V \) is the canonical isomorphism (2.5). Our first claim is

\[
S_V(f) = q^{-1} f^\vee q \quad (f \in \text{End}_k(V))
\]

Indeed, (3.9), there exists \( a \in A \) such that \( f = \rho_V(a) \) for some \( a \in A \). Hence, we compute

\[
f^\vee q = (p\rho_V(a))^\vee \iota = (\rho_V(Sa)^\vee p)^\vee \iota = p^\vee \rho_V(Sa)^\vee \iota = q\rho_V(Sa) = qS_V(f)
\]

Next, we determine the map \( V \otimes V^\vee \to V \otimes V^\vee \) induced by \( S_V \) via

\[
V \otimes V^\vee \to \text{End}_k(V), \quad v \otimes \lambda \mapsto (x \mapsto \lambda(x)v) \quad (\lambda \in V^\vee, v, x \in V)
\]

If \( f \in \text{End}_k(V) \) is the element corresponding to \( v \otimes \lambda \in V \otimes V^\vee \), then we have

\[
\langle f^\vee q(x), y \rangle = \langle p^\vee \iota(x), f(y) \rangle = \langle p(v), x \rangle \lambda(y) \quad (x, y \in V)
\]

and therefore \( S_V(f)(x) = \langle p(v), x \rangle q^{-1}(\lambda) \). This means that \( S_V(f) \) corresponds to the element \( q^{-1}(\lambda) \otimes p(v) \in V \otimes V^\vee \) via the above isomorphism.

By the above observation, we have that the trace of \( S_V \) is equal to that of

\[
V \otimes V^\vee \to V \otimes V^\vee, \quad v \otimes \lambda \mapsto q^{-1}(\lambda) \otimes p(v) \quad (v \in V, \lambda \in V^\vee)
\]

Applying Lemma 2.14, we have \( \text{Tr}(S_V) = \text{Tr}(q^{-1}p) \). Now we recall the definition of the transposition map and compute \( q = p^\vee \iota = p^\vee j_V \rho_V(g)^{-1} = T_{V,V}(p)\rho_V(g)^{-1} = \nu(V) : p \rho_V(g)^{-1} \). Hence, we conclude

\[
\text{Tr}(S_V) = \text{Tr}(q^{-1}p) = \nu(V) \text{Tr}(\rho_V(g)) = \nu(V)\chi_V(g).
\]

(b) The triple \( E = (\text{End}_k(V), S_V, \rho_V(g)) \) is a pivotal algebra and \( \rho_V : A \to E \) is a morphism of pivotal algebras. Let \( V_0 \) denote the vector space \( V \) regarded as a left \( E \)-module. By Proposition 2.10, the functor \( \rho_V^E : \text{mod}(E) \to \text{mod}(A) \) preserves the FS indicator. Since \( V = \rho_V^E(V_0) \), we have \( \nu(V_0) = \nu(V) \).

Now let \( d = \dim_k(V) \). Then we have \( R_E \cong V_0^{\oplus d} \) as left \( E \)-modules and therefore \( \nu(E) = \nu(V_0)d = \nu(V)d \) by Proposition 2.9. On the other hand, \( \nu(E) = \text{Tr}(Q_V) \) by Proposition 3.5. Thus \( \text{Tr}(Q_V) = \nu(V)d \) follows. \( \square \)

The following is a generalization of [2, Theorem 8.8 (iii)].

**Corollary 3.7.** Suppose that \( k \) is algebraically closed and that \( A = (A, S, g) \) is a finite-dimensional semisimple pivotal algebra. Let \( \{V_i\}_{i=1,\ldots,n} \) be a complete set of representatives of the isomorphism classes of simple left \( A \)-modules. Then

\[
\text{Tr}(S) = \sum_{i=1}^n \nu(V_i) \chi_i(g)
\]

where \( \chi_i = \chi_{V_i} \) is the character of \( V_i \).
Proof. Put $I = \{1, \ldots, n\}$. For $i \in I$, let $\rho_i : A \to \text{End}_k(V_i)$ denote the action of $A$ on $V_i$. By the Artin–Wedderburn theorem, we have an isomorphism

$$A \to \text{End}_k(V_1) \oplus \cdots \oplus \text{End}_k(V_n), \quad a \mapsto (\rho_1(a), \ldots, \rho_n(a))$$

of algebras. $S : A \to A$ induces an anti-algebra map

$$\tilde{S} : \text{End}_k(V_1) \oplus \cdots \oplus \text{End}_k(V_n) \to \text{End}_k(V_1) \oplus \cdots \oplus \text{End}_k(V_n)$$

via the isomorphism. For each $i \in I$, we have $\tilde{S}(\text{End}_k(V_i)) \subset \text{End}_k(V_i)$, where $i^* \in I$ is the element such that $V_i^\vee \cong V_{i^*}$. Hence we obtain

$$\text{Tr}(S) = \text{Tr}(\tilde{S}) = \sum_{i \in I, i^* = i} \text{Tr}(\tilde{S}|_{\text{End}_k(V_i)}) = \sum_{i \in I, i^* = i} \nu(V_i)\chi_i(g)$$

by Theorem 3.6. The sum in the right-hand side is equal to $\sum_{i=1}^n \nu(V_i)\chi_i(g)$ since $\nu(V_i) = 0$ unless $i = i^*$. The proof is done. \qed

3.3. Separable Pivotal Algebras

Recall that an algebra $A$ is said to be separable if it has a separability idempotent, i.e., an element $E \in A \otimes A$ such that $E^1 E^2 = 1$ and $aE^1 \otimes E^2 = E^1 \otimes E^2 a$ for all $a \in A$. If such an element exists, then the forgetful functor $\text{mod}(A) \to \text{Vec}_{fd}$ is separable with section $\Pi_{V,W} : \text{Hom}_k(V, W) \to \text{Hom}_A(V, W)$ ($V, W \in \text{mod}(A)$) given by

$$\Pi_{V,W}(f)(v) = E^1 f(E^2 v) \quad (f \in \text{Hom}_k(V, W))$$

Hence, if a pivotal algebra $A = (A, S, g)$ is separable (as an algebra), then we can apply the arguments of §2.4. This is a rationale for the following theorem:

**Theorem 3.8.** Let $A = (A, S, g)$ be a separable pivotal algebra with separability idempotent $E \in A \otimes A$. Then, for all $V \in \text{mod}_{fd}(A)$, we have

$$\nu(V) = \chi_V(S(E^1)gE^2)$$

**Proof.** Define $\Sigma_V : \text{Bil}(V) \to \text{Bil}(V)$ so that the following diagrams commute:

$$\begin{array}{ccc}
\text{Bil}(V) & \xrightarrow{B_V} & \text{Hom}_k(V, V^\vee) \\
\Sigma_V \downarrow & & \quad \quad \quad \Pi_{V,V^\vee} \downarrow \\
\text{Bil}(V) & \xleftarrow{B_V} & \text{Hom}_A(V, V^\vee)
\end{array}$$

$$\begin{array}{ccc}
\Pi_{V,V^\vee} & \xrightarrow{B_V} & \text{Hom}_A(V, V^\vee) \\
\text{inclusion} \uparrow & & \quad \quad \quad \text{inclusion} \uparrow \\
\Pi_{V,V^\vee} & \xleftarrow{B_V} & \text{Bil}_A(V)
\end{array}$$

By the arguments in §2.4, $\nu(V)$ is equal to $\text{Tr}(\Sigma_V)$. However, to make the computation easier, we prefer to compute $\text{Tr}(\tilde{\Sigma}_V)$, which is also equal to $\nu(V)$.

Let $\Pi'_V : \text{Bil}(V) \to \text{Bil}_A(V)$ be the composition of the arrows of the first row of the above diagram. If $b = B_V(f)$ for some $f \in \text{Hom}_k(V, V^\vee)$, we have

$$\Pi'_V(b)(v, w) = \left(\Pi_{V,V^\vee}(f)(v), w\right) = \left(f(E^2 v), S(E^1)w\right) = b\left(E^2 v, S(E^1)w\right)$$
Hence, by (3.7), we have
\[
\tilde{\Sigma}_V(b)(v, w) = \Sigma_V\left(\Pi'_V(b)\right)(v, w) = b\left(E^2 w, S(E^1)gv\right)
\]
Applying Lemma 2.14, we obtain \(\nu(V) = \chi_V(S(E^1)gE^2)\).
\[\square\]

We discuss the relation between Theorem 3.8 and the results of [1,19,20]. Let \(A = (A, S, g)\) be a pivotal algebra such that the algebra \(A\) is symmetric with trace form \(\phi : A \to k\). By definition, the map
\[
A \times A \to k, \quad (a, b) \mapsto \phi(ab) \quad (a, b \in A)
\]
is a non-degenerate bilinear symmetric form. Fix a basis \(\{b_i\}_{i \in I}\) of \(A\) and let \(\{b'_i\}_{i \in I}\) be the dual basis of \(\{b_i\}\) with respect to (3.10). As remarked in [19], we have
\[
\sum_{i \in I} ab_i \otimes b'_i = \sum_{i \in I} b_i \otimes b'_i a
\]
for all \(a \in A\). Hence \(v_A = \sum_{i \in I} b_i b'_i \in A\) is a central element, called the volume of \((A, \phi)\).

Now we suppose that the base field \(k\) is of characteristic zero and \(A\) is split semisimple over \(k\). Then, as Doi showed in [19], the volume \(v_A\) is invertible and hence \(E = \sum_{i \in I} b_i \otimes b'_i v_A^{-1} \in A \otimes A\) is a separability idempotent of \(A\). By Theorem 3.8, the FS indicator of \(V \in \text{Rep}(A)\) is given by
\[
\nu(V) = \sum_{i \in I} \chi_V(S(b_i)gb'_i v_A^{-1})
\]
If \(V\) is simple, then, by Schur’s lemma, \(v_A\) acts on \(V\) as \(\chi_V(v_A) \dim_k(V)^{-1} \cdot \text{id}_V\). Hence, we have
\[
\nu(V) = \frac{\dim_k(V)}{\chi_V(v_A) \sum_{i \in I} \chi_V(S(b_i)gb'_i)}
\]
(3.11)
The Schur element of a simple module \(V \in \text{Rep}(A)\) is given by \(c_V = \chi_V(v_A) \dim_k(V)^{-2}\) (see Remark 1.6 of [19]). By using the Schur element, \(\nu(V)\) is expressed as
\[
\nu(V) = \frac{1}{c_V \dim_k(V)} \sum_{i \in I} \chi_V(S(b_i)gb'_i)
\]
(3.12)
Letting \(g = 1\), we recover the results of [1,19]. Geck [20] assumed that \(g = 1\) and \(A\) has a basis \(\{b_i\}_{i \in I}\) such that \(b'_i = S(b_i)\). If this is the case, then we have
\[
\nu(V) = \frac{1}{c_V \dim_k(V)} \sum_{i \in I} \chi_V(b_i^2)
\]

**Example 3.9 (Group-like algebras).** As a generalization of the group algebra of a finite group and the adjacency algebra of an association scheme, Doi [19,34] introduced a group-like algebra; it is defined to be a quadruple \((A, \varepsilon, B, \ast)\) consisting of a finite-dimensional algebra \(A\), an algebra map \(\varepsilon : A \to k\), a basis \(B = \{b_i\}_{i \in I}\) of \(A\) indexed by a set \(I\), and an involutive map \(\ast : I \to I, i \mapsto i^*\) satisfying the following conditions:

- (G0) There is a special element \(0 \in I\) such that \(b_0 = 1\) is the unit of \(A\).
- (G1) \(\varepsilon(b_i) = \varepsilon(b_{i^*}) \neq 0\) for all \(i \in I\).
(G2) \( p_{ij}^k = p_{ji}^{k*} \) for all \( i, j, k \in I \), where \( p_{ij}^k \) is given by \( b_i : b_j = \sum_{k \in I} p_{ij}^k b_k \) (\( i, j, k \in I \)).

(G3) \( p_{ij}^0 = \delta_{ij} \varepsilon(b_i) \) for all \( i \in I \).

Now let \( A = (A, \varepsilon, B, \ast) \) be a group-like algebra. Define a linear map \( S : A \to A \) by \( S(b_i) = b_i \ast \) for \( i \in I \). One can check that the triple \( A = (A, S, 1) \) is a pivotal algebra. By an involution of \( A \), we mean an involutive map \( \tau : I \to I \) satisfying

\[
\tau(i^*) = \tau(i)^* \quad \text{and} \quad p_{\tau(i)\tau(j)}^{\tau(k)} = p_{ij}^k
\]

for all \( i, j, k \in I \). Such a map gives rise to an involution of the pivotal algebra \( (A, S, 1) \).

In what follows, we compute the \( \tau \)-twisted FS indicator \( \nu^\tau(V) \) of a simple module \( V \in \text{Rep}(A) \) under the assumption that the base field is \( \mathbb{C} \) and \( \varepsilon(b_i) > 0 \) for all \( i \in I \). Then, by the results of Doi [19], \( A \) is semisimple. Note that \( A \) is a symmetric algebra with trace form given by \( \phi(b_i) = \delta_{i0} \) and the dual basis of \( \{b_i\} \) with respect to (3.10) is given by \( b_i^* = \varepsilon(b_i)^{-1} b_{i*} \ast \). Applying (3.11) and (3.12) to \( A^\tau = (A, S \circ \tau, 1) \), we obtain the following formula:

\[
\nu^\tau(V) = \dim_{\mathbb{C}}(V) \sum_{i \in I} \frac{1}{\varepsilon(b_i)} \chi_V(b_{\tau(i)} b_i) = \frac{1}{c_V \dim_{\mathbb{C}}(V)} \sum_{i \in I} \frac{1}{\varepsilon(b_i)} \chi_V(b_{\tau(i)} b_i)
\]

In particular, applying this formula to the adjacency algebra of an association scheme, we recover the formula of Hanaki and Terada [18].

To obtain the twisted Frobenius–Schur theorem for this class of algebras, combine the above formula with Theorem 3.4; we then have \( \nu^\tau(V) \in \{0, \pm 1\} \). Moreover, \( \nu^\tau(V) \neq 0 \) if and only if there exists a non-degenerate bilinear form \( \beta \) on \( V \) such that \( \beta(b_{\tau(i)} v, w) = \beta(v, b_i \ast w) \) for all \( i \in I \) and \( v, w \in V \). Such a bilinear form \( \beta \) is symmetric if \( \nu^\tau(V) = +1 \) and skew-symmetric if \( \nu^\tau(V) = -1 \).

**Example 3.10 (Weak Hopf \( C^* \)-algebras).** We assume that the base field is \( \mathbb{C} \). A weak Hopf algebra is an algebra \( H \) which is a coalgebra at the same time such that there exists a special map \( S : H \to H \) called the antipode; see [35] and [36] for the precise definition. We note that the antipode of a weak Hopf algebra is known to be an anti-algebra map.

Let \( H \) be a finite-dimensional weak Hopf \( C^* \)-algebra; see [35, §4] for the precise definition. There exists an element \( g \in H \), called the canonical grouplike element [35, §4], satisfying \( S(g) = g^{-1}, S^2(x) = gxg^{-1} \) for all \( x \in H \), and some other good properties. In particular, the triple \((H, S, g)\) is a pivotal algebra and therefore the FS indicator \( \nu(V) \) is defined for each \( V \in \text{mod}_{fd}(H) \).

We can express \( \nu(V) \) by using the Haar integral [35, §3]; if \( \Lambda \in H \) is the Haar integral in \( H \), then \( E = S(\Lambda(1)) \otimes \Lambda(2) \) is a separability idempotent of \( H \) (cf. the proof of Theorem 3.13 of [35]). Applying Theorem 3.8, we have

\[
\nu(V) = \chi_V(S^2(\Lambda(1)) g \Lambda(2)) = \chi_V(g \Lambda(1) \Lambda(2)) \quad (3.13)
\]

Combining the above formula with Theorem 3.4, we obtain the Frobenius–Schur theorem for semisimple weak Hopf algebras. We finally give some remarks concerning this example:

(1) Takahiro Hayashi (in private communication with the author) has proved (3.13) and analogous formulas of the higher FS indicators for weak Hopf algebras in the case where \( S^2 = \text{id}_H \).

(2) The formula of Linchenko and Montgomery [1] is the case where \( H \) is an ordinary Hopf algebra. If this is the case, then the \( C^* \)-condition for \( H \) is not needed since we have \( S^2 = \text{id}_H \) by the theorem.
of Larson and Radford [28]. It is not known whether every semisimple weak Hopf algebra \( H \) has a grouplike element \( g \) such that \( S^2(h) = ghg^{-1} \) for all \( h \in H \). An affirmative answer to this question proves Conjecture 2.8 of [37], which states that every fusion category admits a pivotal structure.

(3) We do not know whether our Formula (3.13) is equivalent to [5, (4.3)] or [36, (3.70)]. In [2,5,36], formulas are proved by finding a central element \( e \) such that \( \nu(V) = \chi_V(e) \) for all \( V \). On the other hand, the element \( S(E^1)gE^2 \) of our Theorem 3.8 is not central in general. In §3.4, we give a formula of the FS indicator for quasi-Hopf algebras and its twisted version. For the above reason, it is not straightforward to derive the formula of Mason and Ng [2] from our formula.

(4) By an involution of \( H \), we mean an involutive algebra map \( \tau : H \to H \) which is also a coalgebra map. Such a map \( \tau \) is in fact an involution of the pivotal algebra \( (H, S, g) \) and the \( \tau \)-twisted FS indicator of \( V \in \text{Rep}(H) \) is given by \( \nu^\tau(V) = \chi_V(g\tau(\Lambda(1))\Lambda(2)) \). We omit the details since these results can be proved in a similar way as the case of quasi-Hopf algebras; see §3.4.

Example 3.11 (Twisting by \( L \otimes (-) \)). By using separable pivotal algebras, Theorem 2.21 can be proved as follows: Let \( H, \alpha \) and \( L \) be as in that theorem and define \( T_\alpha : H \to H \) by \( T_\alpha(h) = \alpha(h(1))S(h(2)) \) \((h \in H)\). It is easy to see that the triple \( H' = (H, T_\alpha, 1) \) is a pivotal algebra and the identity functor is a strict duality preserving functor between \( \text{mod}_{f\delta}(H)^{\Lambda(L)} \) and \( \text{mod}_{f\delta}(H') \). Hence, by Proposition 2.10 and Theorem 3.8, we have

\[
\nu(V; L) = \chi_V(T_\alpha S(\Lambda(1))\Lambda(2)) = \alpha(S(\Lambda(1)))\chi_V(\Lambda(2)\Lambda(3))
\]

for all \( V \in \text{mod}_{f\delta}(H) \). The meaning of \( \nu(V; L) \) is obtained by applying Theorem 3.4 to \( H' \).

3.4. Quasi-Hopf Algebras

We derive a formula of Mason and Ng [2] and its twisted version from our results.

Recall that a quasi-Hopf algebra [38] is a data \( H = (H, \Delta, \varepsilon, \Phi, S, \alpha, \beta) \) consisting of an algebra \( H \), algebra maps \( \Delta : H \to H \otimes H \) and \( \varepsilon : H \to k \), an anti-algebra automorphism \( S : H \to H \), elements \( \alpha, \beta \in H \) and an invertible element \( \Phi \in H^{\otimes 3} \) with inverse \( \Phi' \) satisfying numerous conditions. Let \( H_i = (H_i, \Delta_i, \varepsilon_i, \Phi_i, S_i, \alpha_i, \beta_i) \) be quasi-Hopf algebras \((i = 1, 2)\). A morphism of quasi-Hopf algebras from \( H_1 \) to \( H_2 \) is an algebra map \( f : H_1 \to H_2 \) satisfying

\[
\Delta_2 f = (f \otimes f)\Delta_1, \quad \varepsilon_2 f = \varepsilon_1, \quad \Phi_2 = (f \otimes f \otimes f)(\Phi_1) \]

\[
S_2 f = f S_1, \quad \alpha_2 = f(\alpha_1), \quad \beta_2 = f(\beta_2)
\]

Hence, by an involution of a quasi-Hopf algebra \( H \), we shall mean a morphism \( \tau : H \to H \) of quasi-Hopf algebras such that \( \tau^2 = \text{id}_H \).

If \( H \) is a quasi-Hopf algebra, then \( \text{mod}_{f\delta}(H) \) is a rigid monoidal category. Given \( V \in \text{mod}_{f\delta}(H) \), we denote by \( e_V : V^\vee \otimes V \to k \) and \( c_V : k \to V \otimes V^\vee \) the evaluation and the coevaluation, respectively. Here we need to recall that the dual module of \( V \) is defined by the same way as (3.1) and the maps \( e_V \) and \( c_V \) are given by

\[
e_V(\lambda \otimes v) = \langle \lambda, \alpha v \rangle \quad (\lambda \in V^\vee, v \in V); \quad c_V(1) = \sum_{i=1}^{n} \beta v_i \otimes v^i
\]
where \( \{ v_i \}_{i=1,...,n} \) is a basis of \( V \) and \( \{ v^i \} \) is the dual basis.

We need additional assumptions on \( H \) so that \( H \) is a pivotal algebra. In what follows, we suppose that \( k \) is an algebraically closed field of characteristic zero and \( H \) is a finite-dimensional semisimple quasi-Hopf algebra. Then \( \text{mod}_{fd}(H) \) is a fusion category [37] such that each its object has an integral Frobenius–Perron dimension. Therefore, by the results of [37], \( \text{mod}_{fd}(H) \) has a canonical pivotal structure, i.e., an isomorphism \( j : \text{id}_{\text{mod}_{fd}(H)} \rightarrow (-)^{\vee \vee} \) of \( k \)-linear monoidal functors such that, for all \( V \in \text{mod}_{fd}(H) \), the composition

\[
\begin{array}{ccc}
 k & \xrightarrow{cv} & V \otimes V^\vee \\
 j_V \otimes \text{id}_{V^\vee} & \Rightarrow & V^{\vee \vee} \otimes V^\vee \\
 e_{V^\vee} & \Rightarrow & k
\end{array}
\]

maps \( 1 \in k \) to \( \dim_k(V) \in k \). Now let \( g \in H \) be the image of \( 1 \in H \) under

\[
H \xrightarrow{j_H} H^{\vee \vee} \xrightarrow{\iota_H^{-1}} H
\]

where \( \iota_H \) is the Isomorphism (2.5). We call \( g \) the canonical pivotal element of \( H \). By definition, \( g \) is invertible and satisfies \( S(g)g = 1 \) and \( S^2(h) = gag^{-1} \) for all \( a \in H \); see [2] and [3] for details. Hence \( (H,S,g) \) is a pivotal algebra. Now we remark:

**Lemma 3.12.** Let \( f : H_1 \rightarrow H_2 \) be an isomorphism between finite-dimensional semisimple quasi-Hopf algebras. Then we have \( f(g_1) = g_2 \), where \( g_i \in H_i \) is the canonical pivotal element of \( H_i \).

**Proof.** \( f \) induces a functor \( f^2 : \text{mod}_{fd}(H_1) \rightarrow \text{mod}_{fd}(H_2) \). By the definition of morphisms of quasi-Hopf algebras, the functor \( f^2 \) is a \( k \)-linear strict monoidal equivalence. The result follows from the fact that such a functor preserves the canonical pivotal structure [8, Corollary 6.2].\qed

From this lemma, we see that an involution \( \tau \) of the quasi-Hopf algebra \( H \) is an involution of the pivotal algebra \( (H,S,g) \). As we have observed in \( \S 3.2 \), \( \tau \) gives rise to an involution of \( \text{mod}_{fd}(H) \) and hence the \( \tau \)-twisted FS indicator \( \nu^\tau(V) \) is defined for \( V \in \text{mod}_{fd}(H) \). By Theorem 3.4 applied to \( A = (H,S \circ \tau,g) \), we have the following property of \( \nu^\tau \):

**Theorem 3.13.** Let \( V \in \text{mod}_{fd}(H) \) be a simple module. Then \( \nu^\tau(V) \in \{0, \pm1 \} \) and the following statements are equivalent:

1. \( \nu^\tau(V) \neq 0 \).
2. \( \tau^2(V) \) is isomorphic to the dual module \( V^{\vee} \) as a \( H \)-module.
3. There exists a non-degenerate bilinear form \( b \) on \( V \) satisfying

\[
b(\tau(h)v,w) = b(v,S(h)w) \quad \text{for all } v,w \in V
\]

If one of the above statements holds, then such a bilinear form \( b \) is unique up to scalar multiples and satisfies \( b(w,gv) = \nu^\tau(V) \cdot b(v,w) \) for all \( v,w \in V \).

Next we express the number \( \nu^\tau(V) \) by using the character of \( V \). To that end, it is sufficient to find a separability idempotent of \( H \). Let \( \Lambda \in H \) be the Haar integral of \( H \) (see [39] and [40]). We set

\[
\begin{align*}
p_L &= \Phi^{2}S^{-1}(\Phi^1b) \otimes \Phi^3, \\
p_R &= \Phi^1 \otimes S^{-1}(\Phi^1b)S(\Phi^1), \\
q_L &= S(\Phi^1)\phi \Phi^2 \otimes \Phi^3, \\
q_R &= \Phi^1 \otimes S^{-1}(\alpha \Phi^3)\phi \Phi^2
\end{align*}
\]
and fix $p \in \{p_L, p_R\}$ and $q \in \{q_L, q_R\}$. Following [2, Lemma 3.1], we have
\begin{align}
\Lambda_1 p^1 a \otimes \Lambda_2 p^2 &= \Lambda_1 p^1 \otimes \Lambda_2 p^2 S(a) \\
S(a) q^1 \Lambda_1 \otimes q^2 \Lambda_2 &= q^1 \Lambda_1 \otimes a q^2 \Lambda_2 
\end{align}
(3.14) (3.15)
for all $a \in A$. From these identities, we see that both $S(\Lambda_1 p^1) \otimes \alpha \Lambda_2 p^2$ and $q^1 \Lambda_1 \beta \otimes S(\Lambda_2 p^2)$ are separability idempotents. Applying Theorem 3.8 to $(\nu S)$, we have
\begin{equation}
\nu^\tau(V) = \chi_V \left( S \tau S(\Lambda_1 p^1) g \alpha \Lambda_2 p^2 \right) = \chi_V \left( S \tau (q^1 \Lambda_1 \beta) g S(\Lambda_2 p^2) \right)
\end{equation}
for all $V \in \text{mod}_H(H)$. Hence, by using the former expression, we compute
\begin{align}
\nu^\tau(V) &= \chi_V(S^2(\tau(\Lambda_1 p^1)) g \cdot \alpha \Lambda_2 p^2) = \chi_V(g \cdot \tau(\Lambda_1 p^1) \cdot \alpha \Lambda_2 p^2) \\
&= \chi_V(g \cdot \tau(\Lambda_1 p^1) \tau(\alpha)) \cdot \Lambda_2 p^2)^{\text{(3.14)}} = \chi_V(g \cdot \tau(\Lambda_1 p^1) \Lambda_2 p^2 \cdot S\tau(\alpha)) \\
&= \chi_V(S\tau(\alpha) g \cdot \tau(\Lambda_1 p^1) \Lambda_2 p^2)
\end{align}
Note that the formula of Mason and Ng in [2] does not involve $g$. To exclude $g$ from the above formula of $\nu^\tau(V)$, we require:

**Lemma 3.14.** Fix $p \in \{p_L, p_R\}$ and $q \in \{q_L, q_R\}$. Then we have
\begin{equation}
g^{-1} S(\beta) = S(\Lambda_1 p^1) \Lambda_2 p^2, \quad S(\alpha) g = S(q^2 \Lambda_2) q^1 \Lambda_1
\end{equation}
(3.16)

**Proof.** The first identity is proved in [3] (where our $g$ appears as $g^{-1}$) and the second can be proved in a similar way. For the sake of completeness, we give a detailed proof of the second identity.

Let $V$ be a simple $H$-module and set $c = e_V(1)$. The map
\[ e_1 : V \otimes V^\vee \rightarrow k, \quad e_2(v \otimes f) = \langle q^2 \Lambda_2 f, q^1 \Lambda_1 v \rangle \quad (v \in V, f \in V^\vee) \]
is an $H$-linear map such that $e_1(c) = \dim_k(V)$. On the other hand, by the definition of the canonical pivotal structure, we see that
\[ e_2 : V \otimes V^\vee \xrightarrow{j_V \otimes \text{id}_{V^\vee}} V^\vee \otimes V^\vee \xrightarrow{\epsilon_V} k \]
has the same property. Since $\text{Hom}_H(V \otimes V^\vee, k) \cong \text{Hom}_H(V, V) \cong k$, we have $e_1 = e_2$. This implies that $\langle f, S(\alpha) g v \rangle = \langle f, S(q^2 \Lambda_2) t^1 \Lambda_1 v \rangle$ holds for all $f \in V^\vee$ and $v \in V$. In conclusion, $S(\alpha) g = S(q^2 \Lambda_2) q^1 \Lambda_1$ holds on each simple module $V$. Since $H$ is semisimple, the identity holds in $H$. \hfill \square

By Lemmas 3.12 and 3.14, we have $S\tau(\alpha) g = \tau(S(\alpha) g) = S(\tau(q^2 \Lambda_2)) \cdot \tau(q^1 \Lambda_1)$, where $\Lambda' = \Lambda$ is a copy of $\Lambda$. Hence we compute:
\begin{align}
\nu^\tau(V) &= \chi_V(S(\tau(q^2 \Lambda_2)) \cdot \tau(q^1 \Lambda_1)) \cdot \tau(\Lambda_1 p^1) \Lambda_2 p^2) \\
&= \chi_V(\tau(q^1 \Lambda_1 \Lambda_1 p^1) \cdot \Lambda_2 p^2 S(\tau(q^2 \Lambda_2))) \\
&= \chi_V(\tau(q^1 \Lambda_1 \Lambda_1 p^1 \tau(q^2 \Lambda_2)) \cdot \Lambda_2 p^2) \\
&= \chi_V(\tau(q^1 \Lambda_1 \Lambda_1 p^1) q^2 \Lambda_2 \Lambda_2 p^2)
\end{align}

Since $\Delta : H \rightarrow H \otimes H$ is an algebra map, we have $\Lambda_1 \Lambda_1 \otimes \Lambda_2 \Lambda_2 = \Delta(\Lambda' \Lambda) = \varepsilon(\Lambda') \Delta(\Lambda) = \Delta(\Lambda)$. Hence, we finally obtain $\nu^\tau(V) = \chi_V(\tau(q^1 \Lambda_1 p^1) q^2 \Lambda_2 \Lambda_2 p^2)$. Letting $\tau = \text{id}_H$, we recover the results of Mason and Ng [2]. Assuming $H$ to be a Hopf algebra, we recover the results of Sage and Vega [23].
4. Coalgebras

4.1. Copivotal Coalgebras

In this section, we introduce the dual notion of pivotal algebras and study the Frobenius–Schur theory for them. For the reader’s convenience, we briefly recall some basic results on coalgebras.

Given a coalgebra \( C \), we denote by \( \comod(C) \) the category of right \( C \)-comodules and by \( \comod_f(C) \) its full subcategory of finite-dimensional objects. We express the coaction of \( V \in \comod(C) \) as

\[
\rho_V : V \to V \otimes C, \quad v \mapsto v_{(0)} \otimes v_{(1)} \quad (v \in V)
\]

The convolution product of \( \lambda, \mu \in C^\vee \) is defined by \( \langle \lambda \ast \mu, c \rangle = \langle \lambda, c_{(1)} \rangle \langle \mu, c_{(2)} \rangle \) for all \( c \in C \). \( C^\vee \) is an algebra, called the dual algebra, with multiplication \( \ast \) and unit \( \varepsilon \). The algebra \( C^\vee \) acts from the left on each \( V \in \comod(C) \) by \( \cdot : C^\vee \otimes V \to V \), \( \lambda \cdot v = v_{(0)} \langle \lambda, v_{(1)} \rangle \) \( \lambda \in C^\vee, v \in V \). This defines a \( k \)-linear fully faithful functors \( \comod(C) \to \mod(C^\vee) \) and

\[
\comod_f(C) \to \mod_f(C^\vee) \tag{4.1}
\]

which are not equivalences in general. If \( C \) is finite-dimensional, then these functors are isomorphisms of categories. See, e.g., [41] for details.

Fix a basis \( \{v_i\}_{i=1,...,n} \) of \( V \in \comod_f(C) \). Then we can define \( c_{ij} \in C \) by \( \rho_V(v_j) = \sum_{i=1}^n v_i \otimes c_{ij} \) \( (j = 1, \ldots, n) \). The matrix \( (c_{ij}) \) is called the matrix corepresentation of \( V \) with respect to the basis \( \{v_i\} \).

By the definition of comodules, we have

\[
\Delta(c_{ij}) = \sum_{s=1}^n c_{is} \otimes c_{sj}, \quad \varepsilon(c_{ij}) = \delta_{ij} \tag{4.2}
\]

for all \( i, j = 1, \ldots, n \). Hence \( C_V = \text{span}_k \{c_{ij} \mid i, j = 1, \ldots, n\} \) is a subcoalgebra of \( C \). We call \( C_V \) the coefficient subcoalgebra of \( C \). \( C_V \) has a special element \( t_V = \sum_i c_{ii} \), called the character of \( V \). If we regard \( V \) as a left \( C^\vee \)-module via (4.1) and denote its character by \( \chi_V \), then we have

\[
\chi_V(\lambda) = \langle \lambda, c_{11} \rangle + \cdots + \langle \lambda, c_{nn} \rangle = \lambda(t_V) \tag{4.3}
\]

for all \( \lambda \in C^\vee \).

Now let \( V \) be a finite-dimensional vector space with basis \( \{v_i\}_{i=1,...,n} \) and let \( \{v^i\} \) denote the dual basis. Then \( \End^c(V) = V^\vee \otimes V \) has a basis \( e_{ij} = v^i \otimes v_j \) \( (i, j = 1, \ldots, n) \) and turns into a coalgebra with \( \Delta(e_{ij}) = \sum_{s=1}^n e_{is} \otimes e_{sj}, \varepsilon(e_{ij}) = \delta_{ij} \). \( \End^c(V) \) coacts on \( V \) from the right by

\[
V \to V \otimes \End^c(V), \quad v_j \mapsto \sum_{j=1}^n v_i \otimes e_{ij} \quad (j = 1, \ldots, n)
\]

Suppose that \( C \) coacts on \( V \). Let \( (c_{ij}) \) be the matrix corepresentation of \( V \) with respect to \( \{v_i\} \). By (4.2), the linear map \( \phi : \End^c(V) \to C, \phi(e_{ij}) = c_{ij} \) is a coalgebra map. Conversely, if a coalgebra map \( \phi : \End^c(V) \to C \) is given, \( V \) is a right \( C \)-comodule by

\[
\rho : V \to V \otimes C, \quad v_j \mapsto \sum_{i=1}^n v_i \otimes \phi(e_{ij}) \quad (j = 1, \ldots, n)
\]
These constructions give a bijection between the set of linear maps $\rho : V \rightarrow V \otimes C$ making $V$ into a right $C$-comodule and the set of coalgebra maps $\phi : \text{End}^c(V) \rightarrow C$.

Suppose that $V \in \text{com}_{fd}(C)$ is absolutely simple. As the dual of (3.9), we have that the corresponding coalgebra map $\phi : \text{End}^c(V) \rightarrow C$ is injective. Let $(c_{ij})$ be the matrix corepresentation of $V$ with respect to some basis of $V$. The injectivity of $\phi$ implies that the set $\{c_{ij}\}$ is linearly independent.

Now we introduce copivotal coalgebras as the dual notion of pivotal algebras:

**Definition 4.1.** A copivotal coalgebra is a triple $(C, S, \gamma)$ consisting of a coalgebra $C$, an anti-coalgebra map $S : C \rightarrow C$ and a linear map $\gamma : C \rightarrow k$ satisfying

$$S^2(c) = \langle \gamma, c(1) \rangle c(2) \langle \gamma, c(3) \rangle$$

and $\overline{\gamma} = \gamma \circ S$ for all $c \in C$, where $\overline{\gamma} : C \rightarrow k$ is the inverse of $\gamma$ with respect to $\ast$.

Let $C = (C, S, \gamma)$ be a copivotal coalgebra. If $V \in \text{com}_{fd}(C)$, then we can make $V^\vee$ into a right $C$-comodule as follows: First fix a basis $\{v_i\}$ of $V$ and let $(c_{ij})$ be the matrix corepresentation of $V$ with respect to the basis $\{v_i\}$. Then we define the coaction of $C$ on $V^\vee$ by

$$\rho_{V^\vee} : V^\vee \rightarrow V^\vee \otimes C, \quad \rho_{V^\vee}(v^j) = \sum_{i=1}^{n} v^i \otimes S(c_{ji}) \quad (i = 1, \ldots, n)$$

where $\{v^i\}$ is the dual basis of $\{v_i\}$. This coaction does not depend on the choice of the basis and has the following characterization, which is rather useful than the above explicit formula:

$$\langle f(0), v \rangle f(1) = \langle f, v(0) \rangle S(v(1)) \quad (f \in V^\vee, v \in V)$$

For each $V \in \text{com}_{fd}(C)$, we define $j_V : V \rightarrow V^{\vee\vee}$ by

$$\langle j_V(v), f \rangle = \langle f, \gamma \rightarrow v \rangle = \langle f, v(0) \rangle \langle \gamma, v(1) \rangle \quad (f \in V^\vee, v \in V)$$

In a similar way as Proposition 3.2, we prove:

**Proposition 4.2.** $\text{mod}_{fd}(C)$ is a category with strong duality over $k$.

The triple $C^\vee = (C^\vee, S^\vee, \gamma)$ is a pivotal algebra, which we call the dual pivotal algebra of $C$. Let $V \in \text{mod}_{fd}(C)$. For all $\lambda \in C^\vee$, $f \in V^\vee$ and $v \in V$, we have

$$\langle \lambda \rightarrow f, v \rangle = \langle f(0), v \rangle \langle \lambda, f(1) \rangle = \langle f, v(0) \rangle \langle \lambda, S(v(1)) \rangle = \langle f, S^\vee(\lambda) \rightarrow v \rangle$$

This implies that the Functor (4.1) is in fact a strict duality preserving functor. In what follows, we often regard $\text{com}_{fd}(C)$ as a full subcategory of $\text{mod}_{fd}(C^\vee)$.
4.2. FS Indicator for Copivotal Coalgebras

Let $C = (C, S, \gamma)$ be a copivotal coalgebra, and let $V \in \com_{fd}(C)$. We denote by $\Bil(V)$ the set of all bilinear forms on $V$ and by $\Bil_C(V)$ its subset consisting of those $b \in \Bil(V)$ satisfying

$$b(v_{(0)}, w)v_{(1)} = b(v, w_{(0)})S(w_{(1)}) \quad \text{for all } v, w \in V \quad (4.5)$$

$\Bil_C(V)$ is the image of $\Hom_C(V, V^\vee) \subset \Hom_k(V, V^\vee)$ under the canonical Isomorphism (3.5). Define $\Sigma_V : \Bil_C(V) \rightarrow \Bil_C(V)$ in the same way as before. Then, for all $b \in \Bil_C(V)$, $v, w \in V$, we have

$$\Sigma_V(b)(v, w) = b(w, \gamma \rightarrow v)$$

Now let $\Bil_C^\pm(V)$ be the eigenspace of $\Sigma_V$ with eigenvalue $\pm 1$:

$$\Bil_C^\pm(V) = \{ b \in \Bil_C(V) \mid b(w, \gamma \rightarrow v) = \pm b(v, w) \text{ for all } v, w \in V \}$$

Then we have $\nu(V) = \dim_k \Bil_C^+(V) - \dim_k \Bil_C^-(V)$ as a counterpart of Proposition 2.9 (b). Now we immediately obtain the following coalgebraic version of Theorem 3.4:

**Theorem 4.3.** If $V \in \com_{fd}(C)$ is absolutely simple, then we have $\nu(V) \in \{0, \pm 1\}$. Moreover, the following are equivalent:

1. $\nu(V) \neq 0$.
2. $V$ is isomorphic to $V^\vee$ as a right $C$-comodule.
3. There exists a non-degenerate bilinear form $b$ on $V$ satisfying (4.5).

If one of the above statements holds, then such a bilinear form $b$ is unique up to scalar multiples and satisfies $b(w, \gamma \rightarrow v) = \nu(V) \cdot b(v, w)$ for all $v, w \in V$.

We prove several statements concerning the FS indicator of $V \in \com_{fd}(C)$. The proof will be done by reducing to the case of pivotal algebras in the following way: First fix a subcoalgebra $D \subset C$ satisfying

$$\dim_k(D) < \infty, \quad C_V \subset D \quad \text{and} \quad S(D) \subset D \quad (4.6)$$

Note that such a subcoalgebra $D$ always exists. Indeed, by (4.4), we have $C_X^{\vee} = S(C_X)$ for all $X \in \com_{fd}(C)$. If $V$ is a subcomodule of $X$, then $C_V$ is a subcoalgebra of $C_X$. Therefore, since $X = V \oplus V^{\vee}$ is self-dual and has $V$ as a subcomodule, $D = C_{V^{\oplus}V^{\vee}}$ satisfies (4.6).

It is obvious that the triple $D = (D, S|_D, \gamma|_D)$ is a copivotal coalgebra and hence $D^\vee$ is a pivotal algebra. As we remarked in the above, the functor

$$F_D : \mod_{fd}(D^\vee) \xrightarrow{\cong} \com_{fd}(D) \xrightarrow{\text{inclusion}} \com_{fd}(C)$$

is a $k$-linear fully faithful strict duality preserving functor. Hence, by Proposition 2.10, $F_D$ preserves the FS indicator. By regarding $V$ as a left $D^\vee$-module, we mean taking $V_0 \in \mod_{fd}(D^\vee)$ such that $F_D(V_0) = V$ and then identifying $V_0$ with $V$.

Now we prove an analogue of Theorem 3.5. Let $R_C$ denote the coalgebra $C$ regarded as a right $C$-comodule by the comultiplication.
**Theorem 4.4.** Let \( C = (C, S, \gamma) \) be a finite-dimensional copivotal coalgebra.

(a) \( \nu(R_C^\vee) = \text{Tr}(Q) \), where \( Q : C \to C, c \mapsto S(c_{(1)})\langle \gamma, c_{(2)} \rangle \).

(b) If \( C \) is co-Frobenius, then \( R_C \cong R_C^\vee \) as right \( C \)-comodules. Hence, \( \nu(R_C) = \nu(R_C^\vee) \).

**Proof.** (a) Write \( A = C^\vee \) and regard the right \( C \)-comodule \( R_C^\vee \) as a left \( A \)-module via (4.1). To avoid confusion, we denote by \( \rightarrow \) the action of \( A \) on \( R_A \) and by \( \rightarrow \) that on \( R_C^\vee \). Since the coaction of \( \mu \in R_C^\vee \) is characterized as \( \langle \mu(0), c \rangle \mu(1) = \langle \mu, c_{(1)} \rangle S(c_{(2)}) \), the action \( \rightarrow : A \times R_C^\vee \to R_C^\vee \) is given by

\[
\langle f \rightarrow \mu, c \rangle = \langle f, S(c_{(2)}) \rangle \mu(1) \quad (f \in A, \mu \in R_C^\vee, c \in C)
\]

Consider the map \( S^\vee : R_A \to R_C^\vee \). For \( \lambda \in A, f \in R_A \) and \( c \in C \), we have

\[
\langle S^\vee(\lambda \to f), c \rangle = \langle \lambda \star f, S(c) \rangle = \langle \lambda, S(c_{(2)}) \rangle \langle f, S(c_{(1)}) \rangle
\]

and therefore \( S^\vee : R_A \to R_C^\vee \) is an isomorphism of \( A \)-modules. Applying Theorem 3.5 to \( A = C^\vee \), we see that \( \nu(R_C^\vee) = \nu(R_A) \) is equal to the trace of the map \( Q' : A \to A, \lambda \mapsto S^\vee(\lambda) \star \gamma(\lambda) \in C^\vee \). Since \( \langle Q'(\lambda), c \rangle = \langle \lambda, S(c_{(1)}) \rangle \langle \gamma, c_{(2)} \rangle = \langle \lambda, Q(c) \rangle, Q' \) is the dual map of \( Q \). Hence, we have \( \nu(R_C^\vee) = \text{Tr}(Q') = \text{Tr}(Q) \).

(b) If \( C \) is co-Frobenius, then \( A \) is Frobenius. Thus, by Theorem 3.5, there is an isomorphism \( \varphi : R_A \to R_A^\vee \) of \( A \)-modules. In the proof of (1), we see that \( S^\vee : R_A \to R_C^\vee \) is an isomorphism of \( A \)-modules. Regarding them as isomorphisms in the category \( \text{com}_A(C) \), we obtain an isomorphism

\[
R_C \xrightarrow{j} R_C^\vee \xrightarrow{S^\vee} R_A^\vee \xrightarrow{\varphi} R_A \xrightarrow{S^\vee} R_C^\vee
\]

of right \( C \)-comodules. \( \square \)

The following is a coalgebraic version of Theorem 3.6.

**Theorem 4.5.** Let \( V \in \text{com}_A(C) \) be an absolutely simple comodule and suppose that \( V \) is self-dual. Then, by (4.4), the map

\[
S_V : C_V \to C_V, \quad S_V(c) = S(c) \quad (c \in C)
\]

is well-defined. We also define

\[
Q_V : C_V \to C_V, \quad Q_V(c) = S(\gamma \to c) \quad (= S(c_{(1)})\gamma(c_{(2)})) \quad (c \in C)
\]

Then we have:

\[
(1) \text{Tr}(S_V) = \nu(V) \cdot \gamma(t_V) \quad (2) \text{Tr}(Q_V) = \nu(V) \cdot \dim_k(V)
\]

**Proof.** (1) We regard \( V \) as a left \( (C_V)^\vee \)-module and denote its character by \( \chi_V \). Applying Theorem 3.6 to the dual pivotal algebra \( (C_V)^\vee \) and by using (4.3), we have \( \text{Tr}(S_V) = \nu(V) \cdot \chi_V(\gamma) = \nu(V) \cdot \gamma(t_V) \).

(2) We regard \( C_V \) as a right \( C_V \)-comodule. Since \( C_V \cong \text{End}_V(V) \) is co-Frobenius, by Theorem 4.4, we have \( \nu(C_V) = \text{Tr}(Q_V) \). Let \( d = \dim_k(V) \). Since \( C_V \cong V^{\oplus d} \) as a right \( C \)-comodule, we have \( \nu(C_V) = \nu(V)d \). Hence, \( \text{Tr}(Q_V) = \nu(V)d \). \( \square \)

Applying Corollary 3.7 to the dual pivotal algebra of \( C \), we have:
Corollary 4.6. Suppose that $k$ is algebraically closed and that $C = (C, S, \gamma)$ is a finite-dimensional cosemisimple copivotal coalgebra. Let $\{V_i\}_{i=1,\ldots,n}$ be a complete set of representatives of the isomorphism classes of simple right $C$-comodules. Then

$$\text{Tr}(S) = \sum_{i=1}^{n} \nu(V_i) \gamma(t_i)$$

where $t_i = t_{V_i}$ is the character of $V_i$.

4.3. Coseparable Copivotal Coalgebras

A coalgebra $C$ is said to be coseparable if it has a coseparability idempotent, i.e., a bilinear form $\lambda : C \times C \rightarrow k$ satisfying $c_{(1)} c(c_{(2)}, d) = \lambda(c, d_{(1)}) d_{(2)}$ and $\lambda(c_{(1)}, c_{(2)}) = \epsilon(c)$ for all $c, d \in C$. If such a form exists, then the forgetful functor $\text{com}(C) \rightarrow \text{Vec}(k)$ is separable with section $\Pi_{V,W} : \text{Hom}_k(V,W) \rightarrow \text{Hom}_C(V,W)$ given by

$$\Pi_{V,W}(f) : V \xrightarrow{\rho_V} V \otimes C \xrightarrow{f \otimes \text{id}_V} W \otimes C \xrightarrow{\rho_W} W \otimes C \otimes C \xrightarrow{\text{id}_W \otimes \lambda} W$$

for $f \in \text{Hom}_k(V,W)$. The following theorem can be proved by the arguments of §2.4. Nevertheless, to avoid notational difficulties, we do not use $\Pi$ and prove the theorem by reducing to Theorem 3.8.

Theorem 4.7. If $C = (C, S, \gamma)$ is a coseparable copivotal coalgebra with coseparability idempotent $\lambda$, then, for all $V \in \text{com}_{\text{id}}(C)$, we have

$$\nu(V) = \lambda(S(\gamma \rightarrow t_{V(1)}), t_{V(2)}) = \lambda(S(t_{V(1)}), t_{V(3)}) \gamma(t_{V(2)})$$

Proof. Fix a subcoalgebra $D$ of $C$ satisfying (4.6). $D$ is coseparable with $\lambda_D = \lambda|_{D \times D}$. Since $D$ is finite-dimensional, there exist finite number of linear maps $\lambda_i', \lambda_i'' : D \rightarrow k$ such that

$$\lambda_D(x, y) = \sum \lambda_i'(x) \lambda_i''(y)$$

for all $x, y \in D$. It is easy to see that $E = \sum_i \lambda_i' \otimes \lambda_i''$ is a separability idempotent for the dual pivotal algebra $D^\vee$. Now we regard $V$ as a left $D^\vee$-module and denote its character by $\chi_V$. Applying Theorem 3.8 to $D$, we obtain

$$\nu(V) = \sum \chi_V(S^2_X(\lambda_i') \star \gamma \star \lambda_i'')$$

Now the desired formula is obtained by using (4.3). \(\square\)

A copivotal Hopf algebra is a Hopf algebra $H = (H, \Delta, \varepsilon, S)$ equipped with an algebra map $\gamma : H \rightarrow k$ satisfying $S^2(x) = \langle \gamma, x_{(1)}x_{(2)}\rangle \langle \gamma, S(x_{(3)}) \rangle$ for all $x \in H$. Since $\gamma$ is an algebra map, $\gamma \circ S$ is the inverse of $\gamma$ with respect to the convolution product. Therefore a copivotal Hopf algebra is a copivotal coalgebra.

A Haar functional of a Hopf algebra $H$ is a linear map $\lambda : H \rightarrow k$ satisfying $\langle \lambda, 1 \rangle = 1$ and $\langle \lambda, x_{(1)}x_{(2)} \rangle = \varepsilon(x)1 = x_{(1)} \langle \lambda, x_{(2)} \rangle$ for all $x \in H$. If $\lambda$ is a Haar functional of $H$, then the map

$$\tilde{\lambda} : H \times H \rightarrow k, \tilde{\lambda}(x, y) = \langle \lambda, S(x)y \rangle$$

$(x, y \in H)$
is a coseparability idempotent of the coalgebra $H$. Note that we have
\[
S^2(x(1))\langle \gamma, x(2) \rangle = \langle \gamma, x(1) \rangle x(2) \langle \gamma, S(x(3)) \rangle = \langle \gamma, x(1) \rangle x(2)
\]
for all $x \in H$. The following corollary is a direct consequence of Theorem 4.7:

**Corollary 4.8.** Regard a copivotal Hopf algebra $H = (H, \Delta, \varepsilon, S; \gamma)$ as a copivotal coalgebra. If there exists a Haar functional $\lambda : H \to k$ on $H$, then we have
\[
\nu(V) = \langle \gamma, t_{V(1)} \rangle \langle \lambda, t_{V(2)} t_{V(3)} \rangle
\]
for all $V \in \text{com}_{fd}(H).

We shall explain how can we obtain (1.1) from Corollary 4.8.

**Example 4.9.** We work over $\mathbb{C}$. Let $G$ be a compact group. A function $f : G \to \mathbb{C}$ is said to be representative if there exist finite number of functions $f_i, g_i : G \to \mathbb{C}$ such that $f(xy) = \sum f_i(x)g_i(y)$ for all $x, y \in G$. We denote by $R(G)$ the algebra of continuous representative functions on $G$. $R(G)$ is in fact a Hopf algebra; the comultiplication, the counit and the antipode are given by
\[
f_{(1)}(x)f_{(2)}(y) = f(xy), \quad \varepsilon(f) = f(1), \quad S(f)(x) = f(x^{-1})
\]
for $f \in R(G), x, y \in G$. Define $\lambda : R(G) \to \mathbb{C}$ by $\lambda(f) = \int_G f(x)d\mu(x)$, where $\mu$ is the normalized Haar measure on $G$. We see that $\lambda$ is a Haar functional of $R(G)$ (in fact, this is the origin of this term).

The group $G$ acts continuously from the left on each $V \in \text{com}_{fd}(R(G))$ by $x \cdot v = v_{(1)}(x) \cdot v_{(0)}$ ($x \in G, v \in V$). Conversely, if $V$ is a finite-dimensional continuous representation of $G$, then $R(G)$ coacts from the right on $V$. If we fix a basis $\{v_i\}_{i=1,\ldots,n}$ of $V$, the coaction of $R(G)$ is described as follows: Define $f_{ij} : G \to \mathbb{C}$ by
\[
x \cdot v_i = \sum_{i=1}^{n} f_{ij}(x) v_j \quad (x \in G, i = 1, \ldots, n)
\]
(4.7)

Then each $f_{ij}$ is an element of $R(G)$. The coaction of $R(G)$ on $V$ is defined by
\[
V \to V \otimes R(G), \quad v_i \mapsto \sum_{j=1}^{n} v_j \otimes f_{ij} \quad (i = 1, \ldots, n)
\]

These correspondences give an isomorphism of categories with duality over $\mathbb{C}$ between $\text{com}_{fd}(R(G))$ and the category of continuous representations of $G$.

Now let $V$ be a continuous representation of $G$ with character $\chi_V$. Regarding $V$ as a right $R(G)$-comodule via the above category isomorphism, we obtain $\nu(V) = \lambda(t_{V(1)} t_{V(2)})$ by Corollary 4.8. To compute this value, we fix a basis $\{v_i\}_{i=1,\ldots,n}$ of $V$ and define $f_{ij}$ by (4.7). Then $t_V = f_{11} + \cdots + f_{nn}$. Hence, by (4.2), we compute
\[
\nu(V) = \lambda(t_{V(1)} t_{V(2)}) = \int_G \left( \sum_{i,j=1}^{n} f_{ij}(x) f_{ji}(x) \right) d\mu(x)
\]
(4.8)

Since the action of $x \in G$ is represented by $\rho(x) = (f_{ij}(x))_{i,j=1,\ldots,n}$, we have
\[
\chi_V(x^2) = \text{Tr} \left( \rho(x)^2 \right) = \sum_{i,j=1}^{n} f_{ij}(x) f_{ji}(x)
\]
Substituting this to (4.8), we obtain (1.1).
5. Quantum $SL_2$

5.1. The Hopf Algebra $O_q(SL_2)$

In this section, we give some applications of our results to the quantum coordinate algebra $O_q(SL_2)$ and the quantized universal enveloping algebra $U_q(sl_2)$. For details on these Hopf algebras, we refer the reader to [42] and [43].

Throughout, the base field $k$ is assumed to be an algebraically closed field of characteristic zero. $q \in k$ denotes a fixed non-zero parameter that is not a root of unity. We use the following standard notations:

\[ [n]_q = \frac{q^n - q^{-n}}{q - q^{-1}}, \quad [n]_q! = [n]_q \cdot [n-1]_q! \quad (n \geq 1), \quad [0]_q! = 1 \]

for $n \in \mathbb{N}_0 = \{0, 1, 2, \ldots \}$.

The quantum coordinate algebra $O_q(SL_2)$ is a Hopf algebra defined as follows: As an algebra, it is generated by $a$, $b$, $c$ and $d$ with relations

\[ ab = qba, \quad ac = qca, \quad bd = qdb, \quad cd = qdc, \quad bc = cb \]
\[ ad - qbc = 1 = da - q^{-1}bc \]

The comultiplication $\Delta$ and the counit $\varepsilon$ are defined by

\[ \Delta(a) = a \otimes a + b \otimes c, \quad \Delta(b) = a \otimes b + b \otimes d, \quad \varepsilon(a) = 1, \quad \varepsilon(b) = 0 \]
\[ \Delta(c) = c \otimes a + d \otimes c, \quad \Delta(d) = c \otimes b + d \otimes d, \quad \varepsilon(c) = 0, \quad \varepsilon(d) = 1 \]

and the antipode $S$ is given by

\[ S(a) = d, \quad S(b) = -q^{-1}b, \quad S(c) = -qc, \quad S(d) = a \]

We define an algebra map $\gamma : O_q(SL_2) \to k$ by

\[ \gamma(a) = q^{-1}, \quad \gamma(b) = \gamma(c) = 0, \quad \gamma(d) = q \]

One can check that $O_q(SL_2)$ is a copivotal Hopf algebra with $\gamma$. In what follows, we determine the FS indicator of simple $O_q(SL_2)$-comodules.

For each $\ell \in \frac{1}{2}\mathbb{N}_0$, we put $I_{\ell} = \{-\ell, -\ell + 1, \ldots, \ell - 1, \ell\}$ and

\[ X_{\ell} = \text{span}_k \{ a^{\ell-i}b^{\ell+i} \mid i \in I_{\ell} \} \subset O_q(SL_2) \]

$X_{\ell}$ is a right coideal and hence it is a right $O_q(SL_2)$-comodule. It is known that each $X_{\ell}$ is simple and $\{X_{\ell} \mid \ell \in \frac{1}{2}\mathbb{N}_0\}$ is a complete set of representatives of the isomorphism classes of simple right $O_q(SL_2)$-comodules. This implies, in particular, that $X_{\ell}$ is self-dual.

In this section, we first prove the following result:
Theorem 5.1. $\nu(X_\ell) = (-1)^{2\ell}$.

By Theorem 4.3, this result reads as follows: For each $\ell \in \mathbb{Z}_0^+$, there exists a non-degenerate bilinear form $\beta$ on $X_\ell$ satisfying $\beta(x(y), y(x)) = \beta(x, y(y)) = (-1)^{2\ell} \cdot b(x, y)$ for all $x, y \in X_\ell$.

To prove Theorem 5.1, we need a matrix corepresentation of $X_\ell$. For each $i \in I_\ell$, we fix a square root $\mu_i \in \mathbb{Z}_0^{[\ell+i]}$ and take

$$x_i^{(\ell)} = \left[ \begin{array}{c} 2\ell \\ \ell + i \end{array} \right]^{1/2} a^{\ell-i} b^{\ell+i} \quad (i \in I_\ell),$$

where

$$\left[ \begin{array}{c} 2\ell \\ \ell + i \end{array} \right]^{1/2} := \frac{\mu_i}{\mu_i} \cdot \frac{\mu_{i-1}}{\mu_{i-1}}$$

as a basis of $X_\ell$. Define $c_{ij}^{(\ell)}$ by $\Delta(x_j^{(\ell)}) = \sum x_j^{(\ell)} \otimes c_{ij}^{(\ell)}$. The matrix $(c_{ij}^{(\ell)})$ has been explicitly determined and well-studied in relation to unitary representations of a real form of $O_q(SL_2)$; see, e.g., [43, §4]. Following loc. cit., we have

$$c_{ij}^{(\ell)} = \left\{ \begin{array}{l} N_{ij}^+ \cdot \cdot \cdot (i - j) \cdot p_{\ell+j} (\zeta; q^{-2(i-j)}, q^{2(i+j)} q^{-2}) \quad (i + j \leq 0, i \geq j) \\
N_{ij}^- \cdot \cdot \cdot (i - j) \cdot p_{\ell+i} (\zeta; q^{-2(j-i)}, q^{2(i+j)} q^{-2}) \quad (i + j \leq 0, i \leq j) \\
N_{ij}^- \cdot \cdot \cdot (i - j) \cdot p_{\ell+j}(\zeta; q^{-2(i-j)}, q^{2(i+j)} q^{-2}) \cdot \cdot \cdot (i + j \geq 0, i \geq j) \\
N_{ij}^- \cdot \cdot \cdot (i - j) \cdot p_{\ell+i}(\zeta; q^{-2(j-i)}, q^{2(i+j)} q^{-2}) \cdot \cdot \cdot (i + j \geq 0, i \leq j) \end{array} \right.$$}

and $p_m$ is the little $q$-Jacobi polynomial [43, §2]. We omit the definition of $p_m$; in what follows, we need only the fact that $p_m(\zeta; q_1, q_2 | q_3)$ ($q_i \in k$) is a polynomial of $\zeta$. Note that, since $S(\zeta) = \zeta$, we have

$$S(p_m(\zeta; q_1, q_2 | q_3)) = p_m(S(\zeta); q_1, q_2 | q_3) = p_m(\zeta; q_1, q_2 | q_3)$$

(5.1)

Since $f \mapsto (\gamma \mapsto f)$ ($f \in O_q(SL_2)$) is an algebra map, we also have

$$\gamma \mapsto p_m(\zeta; q_1, q_2 | q_3) = p_m(\gamma \mapsto \zeta; q_1, q_2 | q_3) = p_m(\zeta; q_1, q_2 | q_3)$$

(5.2)

Proof of Theorem 5.1. Let $C_{\ell}$ be the coefficient subcoalgebra of $X_\ell$. Define

$$Q_\ell : C_\ell \to C_\ell \quad Q_\ell(f) = S(\gamma \mapsto f) \quad (f \in C_\ell)$$

$Q_\ell$ is well-defined since $X_\ell$ is self-dual. By Theorem 4.5, we have

$$\nu(X_\ell) = \frac{\text{Tr}(Q_\ell)}{\dim_k(X_\ell)} = \frac{\text{Tr}(Q_\ell)}{2\ell + 1}$$

By (5.1), (5.2) and the above description of $c_{ij}^{(\ell)}$, we have

$$Q_\ell(c_{ij}^{(\ell)}) = S(\gamma \mapsto c_{ij}^{(\ell)}) = (\text{constant}) \times S(c_{ij}^{(\ell)}) = (\text{constant}) \times c_{ij}^{(\ell)}$$
for all \(i, j \in I_\ell\). Recall that \(\{c_{i,j}^{(\ell)}\}\) is a basis of \(C_\ell\) since \(X_\ell\) is simple. The above computation means that \(Q_\ell\) is represented by a generalization permutation matrix with respect to this basis.

Note that \((i, j) = (-j, -i)\) if and only if \(j = -i\). If \(i \geq 0\), then

\[
Q_\ell(c_{i,-i}^{(\ell)}) = q^{-2i} \cdot S \left( N_{i,-i}^+ \cdot e^{2i} \cdot p_{\ell-i}(\zeta; q^{-4i}, 1|q^{-2}) \right)
\]

\[
= q^{-2i} \cdot N_{i,-i}^+ \cdot p_{\ell-i}(\zeta; q^{-4i}, 1|q^{-2}) \cdot (-q)^{2i} = (-1)^{2i} \cdot c_{i,-i}^{(\ell)}
\]

Since \(\ell - i \in \mathbb{Z}\), we have \((-1)^{2i} = (-1)^{2\ell}\). In a similar way, we also have \(Q_\ell(c_{i,-i}^{(\ell)}) = (-1)^{2\ell}\) for \(i < 0\). Hence we obtain \(\text{Tr}(Q_\ell) = (-1)^{2\ell} \cdot (2\ell + 1)\).

\[\square\]

\(O_q(SL_2)\) has a Hopf algebra automorphism \(\tau\) given by

\[
\tau(a) = a, \quad \tau(b) = -b, \quad \tau(c) = -c, \quad \tau(d) = d
\]

\(\tau\) is an involution such that \(\gamma \circ \tau = \gamma\) and hence the \(\tau\)-twisted FS indicator \(\nu^\tau(X)\) is defined for each \(X \in \text{com}_{\text{fl}}(O_q(SL_2))\). Replacing \(S\) in the proof of Theorem 5.1 with \(S \circ \tau\), we have the following theorem:

**Theorem 5.2.** \(\nu^\tau(X_\ell) = +1\).

By Theorem 4.3, this result reads as follows: For each \(\ell \in \frac{1}{2}\mathbb{N}_0\), there exists a non-degenerate bilinear form \(\beta\) on \(X_\ell\) satisfying \(\beta(x(0), y)\tau(x(1)) = \beta(x, y(0))S(y(1))\) and \(\beta(w, \gamma \rightarrow v) = \beta(v, w)\) for all \(v, w \in X_\ell\).

**Remark 5.3.** The character \(t_\ell\) of \(X_\ell\) is given by

\[
t_\ell = \sum_{i \in I_\ell} c_{i,i}^{(\ell)} = \sum_{i \in I_\ell, i \geq 0} a^{2i} p_{\ell+i}(\zeta; 1, q^{-4i}|q^{-2}) + \sum_{i \in I_\ell, i > 0} p_{\ell+i}(\zeta; 1, q^{4i}|q^{-2}) d^{2i}
\]

One can prove Theorems 5.1 and 5.2 by Theorem 4.7 and its corollary (see [43, §4] for a description of the Haar functional on \(O_q(SL_2)\)). However, the computation will become more difficult than the above proof.

### 5.2. The Hopf Algebra \(U_q(\mathfrak{sl}_2)\)

The quantized enveloping algebra \(U_q(\mathfrak{sl}_2)\) is a Hopf algebra defined as follows: As an algebra, it is generated by \(E, F, K\) and \(K^{-1}\) with relations \(KK^{-1} = 1 = K^{-1}K\),

\[KEK^{-1} = q^2E, \quad KFK^{-1} = q^{-2}F \quad \text{and} \quad EF - FE = \frac{K - K^{-1}}{q - q^{-1}}\]

The comultiplication \(\Delta\), the counit \(\varepsilon\) and the antipode \(S\) are given by

\[
\Delta(K) = K \otimes K, \quad \Delta(E) = E \otimes K + 1 \otimes E, \quad \Delta(F) = F \otimes 1 + K^{-1} \otimes F
\]

\[
S(K) = K^{-1}, \quad S(E) = -EK^{-1}, \quad S(F) = -KF, \quad \varepsilon(K) = 1, \quad \varepsilon(E) = \varepsilon(F) = 0
\]

We have \(S^2(u) = KuK^{-1}\) for all \(u \in U_q(\mathfrak{sl}_2)\). Hence the Hopf algebra \(U_q(\mathfrak{sl}_2)\) is pivotal with pivotal grouplike element \(K\).
For each $\ell \in \frac{1}{2}\mathbb{N}_0$, we define a left $U_q(\mathfrak{sl}_2)$-module $V_\ell$ as follows: As a vector space, it has a basis $\{v_i\}_{i \in I_\ell}$. The action of $U_q(\mathfrak{sl}_2)$ on $V_\ell$ is defined by

$$K \cdot v_i = q^{2i}v_i, \quad E \cdot v_i = [\ell - i + 1]_q v_{i-1}, \quad F \cdot v_i = [\ell + i + 1]_q v_{i+1} \quad (i \in I_\ell)$$

where $v_{\ell+1} = v_{-(\ell+1)} = 0$.

There is a unique Hopf pairing $\langle - , - \rangle : U_q(\mathfrak{sl}_2) \times \mathcal{O}_q(SL_2) \rightarrow k$ such that

$$\langle K, a \rangle = q^{-1}, \quad \langle K, d \rangle = q, \quad \langle E, c \rangle = 1, \quad \langle F, b \rangle = 1$$

$$\langle K, b \rangle = \langle K, c \rangle = \langle E, a \rangle = \langle E, d \rangle = \langle F, a \rangle = \langle F, c \rangle = \langle F, d \rangle = 0$$

see [43, §4] and [42, V.7]. This pairing induces an algebra map $\varphi : U_q(\mathfrak{sl}_2) \rightarrow \mathcal{O}_q(SL_2)$. Since $\varphi(K) = \gamma$, $\varphi$ is in fact a morphism of pivotal algebras. Hence we obtain a $k$-linear duality preserving functor

$$\Phi : \text{com}_{fd}(\mathcal{O}_q(SL_2)) \xrightarrow{(4.1)} \text{mod}_{fd}(\mathcal{O}_q(SL_2)^\vee) \xrightarrow{\varphi^\#} \text{mod}_{fd}(U_q(\mathfrak{sl}_2))$$

One has $\Phi(V_\ell) \cong V_\ell$. In particular, $\Phi$ maps simple objects to simple objects. Since $\mathcal{O}_q(SL_2)$ is cosemisimple, the functor $\Phi$ is fully faithful and therefore $\Phi$ preserves the FS indicator. Hence, by Theorem 5.1, we have:

**Theorem 5.4.** $\nu(V_\ell) = (-1)^{2\ell}$.

By Theorem 3.8, this result reads as follows: For each $\ell \in \frac{1}{2}\mathbb{N}_0$, there exists a non-degenerate bilinear form $\beta$ on $V_\ell$ satisfying $\beta(uw, w) = \beta(v, S(u)w)$ and $\beta(w, Kv) = (-1)^{2\ell} \cdot \beta(v, w)$ for all $u \in U_q(\mathfrak{sl}_2)$ and $v, w \in V_\ell$.

$U_q(\mathfrak{sl}_2)$ has a Hopf algebra automorphism $\tau$ defined by $\tau(E) = -E$, $\tau(F) = -F$, $\tau(K) = K$. It is obvious that $\tau$ is an involution of the pivotal algebra $U_q(\mathfrak{sl}_2)$. Since $\langle \tau(u), f \rangle = \langle u, \tau(f) \rangle$ for all $u \in U_q(\mathfrak{sl}_2)$ and $f \in \mathcal{O}_q(SL_2)$, $\Phi$ also preserves the $\tau$-twisted FS indicator. Therefore we have:

**Theorem 5.5.** $\nu^\tau(V_\ell) = +1$.

This result reads as follows: For each $\ell \in \frac{1}{2}\mathbb{N}_0$, there exists a non-degenerate bilinear form $\beta$ on $V_\ell$ satisfying $\beta(\tau(u)v, w) = b(v, S(u)w)$ and $\beta(w, Kv) = b(v, w)$ for all $u \in U_q(\mathfrak{sl}_2)$ and $v, w \in V_\ell$.

6. Conclusions

As we have briefly reviewed in Section 1, the celebrated theorem of Frobenius and Schur has several generalizations. To give a category-theoretical understanding of these generalizations, in Section 2 we have introduced the FS indicator for categories with duality over a field $k$; if $C$ is a category with duality over $k$, then a linear map $T_{X,Y} : \text{Hom}_C(X, Y^\vee) \rightarrow \text{Hom}_C(Y, X^\vee)$, $f \mapsto f^\vee \circ j$ is defined for each $X, Y \in C$. We call $T_{X,Y}$ the transposition map. The FS indicator $\nu(X)$ of $X \in C$ is defined to be the trace of $T_{X,X} : \text{Hom}_C(X, X^\vee) \rightarrow \text{Hom}_C(X, X^\vee)$. We have also introduced a general method to twist the given duality by an adjunction, which is a category-theoretical counterpart of several twisted versions of the Frobenius–Schur theorem.
In Section 3, we have introduced the notion of a pivotal algebra. The representation category of a pivotal algebra has duality and therefore the FS indicator is defined for each of its representation. We have given a representation-theoretic interpretation of the FS indicator and a formula of the FS indicator for separable pivotal algebras. These results yield the Frobenius–Schur-type theorems for Hopf algebras, quasi-Hopf algebras, weak Hopf C*-algebras and Doi’s group-like algebras. The notion of pivotal algebras is useful to deal with the twisted FS indicator; as a demonstration, we have constructed the twisted Frobenius–Schur theory for quasi-Hopf algebras.

In Section 4, we have introduced the notion of a copivotal coalgebra as the dual notion of a pivotal algebra and gave results for copivotal coalgebras analogous to pivotal algebras. In particular, we have given a representation-theoretic interpretation of the FS indicator and a formula of the FS indicator for coseparable copivotal coalgebras.

In Section 5, we have applied our results to the quantum coordinate ring \(O_q(SL_2)\) and the quantum enveloping algebra \(U_q(sl_2)\). For each \(\ell \in \frac{1}{2}\mathbb{N}_0\), \(O_q(SL_2)\) has a unique simple right comodule \(X_\ell\) of dimension \(2\ell\). We have proved \(\nu(X_\ell) = (-1)^{2\ell}\) and analogous results for the twisted case and \(U_q(sl_2)\) case. As we have remarked, the Haar functional on \(O_q(SL_2)\) is not used in our proof. We expect that the FS indicator for general \(O_q(G)\) will be determined by using the Haar functional.
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