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ABSTRACT

Sound event detection is a core module for acoustic environmental analysis. Semi-supervised learning technique allows to largely scale up the dataset without increasing the annotation budget, and recently attracts lots of research attention. In this work, we study on two advanced semi-supervised learning techniques for sound event detection. Data augmentation is important for the success of recent deep learning systems. This work studies the audio-signal random augmentation method, which provides an augmentation strategy that can handle a large number of different audio transformations. In addition, consistency regularization is widely adopted in recent state-of-the-art semi-supervised learning methods, which exploits the unlabelled data by constraining the prediction of different transformations of one sample to be identical to the prediction of this sample. This work finds that, for semi-supervised sound event detection, consistency regularization is an effective strategy, especially the best performance is achieved when it is combined with the MeanTeacher model.

Index Terms—Semi-supervised learning, sound event detection, random augmentation, consistency regularization

1. INTRODUCTION

Sound event detection (SED) temporally locates and recognizes the sound event from an audio stream, which plays a critical role in automatic analysis of acoustic environments [1]. In recent years, deep neural network has become the dominant technique for SED, since its powerful data representation capability naturally match with the high complexity/diversity of acoustic data. In [2, 3], convolutional neural network (CNN) was applied on the audio spectrogram to perform sound classification, which treats spectrogram as an image. Sound classification predicts the class label of audio clips, but not the temporal location of the event, which is thus referred to as weak-prediction. [4] proposed to perform sound event temporal detection, namely providing frame-level strong-prediction, using only weakly-labelled (clip-level annotated) data. DCASE (Detection and Classification of Acoustic Scenes and Events) 2017 Challenge task 4 [5] released a similar task with [4], namely SED with weakly-labelled data. To largely scale up the dataset without increasing the annotation budget, a large amount of unlabelled data were involved for training since DCASE 2018 [6], which arose the problem of semi-supervised learning, namely only a portion of the training data are annotated. The winning system of DCASE 2018, i.e. [7], used a convolutional-recurrent neural network (CRNN) to model both the local spectra and the temporal dynamic of audio signal. To perform semi-supervised learning, [7] adopted the MeanTeacher network [8]. This architecture, i.e. CRNN plus MeanTeacher, and its variants are adopted in the baseline and top-performance systems of DCASE 2019 task 4 [9, 10], and of DCASE 2020 task 4 [11]. The major improvements over this architecture include applying data augmentation [10] and using more powerful network, such as Transformer [11].

Semi-supervised learning recently attracts lots of attention in the deep learning community [12, 13, 14]. Semi-supervised learning needs to provide an artificial label for unlabelled data. Pseudo-label [15] takes the argmax of the current network prediction as the artificial label, which transforms the most probable prediction as a hard label. This principle is also shared by entropy minimization [16] and label sharpening used in [12, 13]. Another important technique generating artificial label is to build a teacher network based on the being-trained (student) network, such as by ensembling [17] or exponentially smoothing (MeanTeacher) [8] the networks of previous training steps. The prediction of teacher network is taken as the artificial label of the student network. Data augmentation largely improves the data variability and constantly improves the system performance, which is widely adopted in recent developed semi-supervised methods [2, 3, 4, 10, 11, 12, 13, 14]. AutoAugment [18] provides an automated augmentation strategy with reinforcement learning. RandAugment [18] is one recent proposed effective and easy-to-use data augmentation mechanism. It randomly selects one transformation for each sample at each training step, which allows to exploit a large number of different types of transformations without increasing the training complexity. Consistency regularization [19] constrains the prediction of different transformations of one sample to be identical to the prediction.
of this sample, which regularizes the network parameters to be more robust to data disturbance, and becomes an important component in recent studies [13, 14, 19, 29].

The augmentation of image data has been intensively investigated for various computer vision tasks [18]. In the previous SED methods [2, 3, 4, 10, 11], different audio transformations have been tested, and the scale of each transformation is empirically set. In this work, RandAugment is studied for audio data augmentation, which considers a large number of widely used audio transformations, including signal speed-up, time shifting [10], time stretching [21], pitch shifting [21], dynamic range compression (DRC) [21], time/frequency masking [22] and mixup [23]. MeanTeacher is currently the most popular semi-supervised learning mechanism for SED. In this work, following the research trend of the state-of-the-art semi-supervised learning, consistency regularization is studied. It is found that consistency regularization performs well for audio data, it solely already outperforms MeanTeacher, and can further improve the performance when combined with MeanTeacher.

2. METHOD

In this work, the multi-class sound event detection problem is considered, which means multiple events could be concurrent. In the time-frequency domain, let \( x_t \in \mathbb{R}^{K \times 1} \) denote the feature vector of one utterance, where \( T \) and \( K \) denote the number of time frames and frequencies, respectively. Three types of data are used: i) strongly-labelled data \( \{ x_{n,t} \in [1:T], n \in \{0,1\} \} \), where \( N_s \) and \( C \) denote the number of one batch and the number of classes, respectively. The strong label \( y_{n,t,c} \) is given for each time frame \( t \). Note that the number of output classes \( T' \) could be smaller than the one of input feature, i.e. \( T \), to have a coarser time resolution; ii) weakly-labelled data \( \{ x_{n,t} \in [1:T], n \in \{0,1\} \} \), where only the weak label \( y_{n,c} \) is given for the entire utterance; and iii) unlabelled data \( \{ x_{n,t} \in \mathbb{R}^{K \times 1} \} \), where no labels available.

2.1. Semi-supervised Training Loss

For any one labelled or unlabelled utterance \( x_n \), we let \( \tilde{y}^{(s)}_{n,t,c}(x_n) \) and \( \tilde{y}^{(w)}_{n,c}(x_n) \) denote the network prediction of strong labels and weak labels for this utterance, respectively. The supervised classification loss considering both strongly-labelled and weakly-labelled data is

\[
L_{\text{super}} = \frac{1}{N_s T' C} \sum_{n=1}^{N_s} \sum_{t=1}^{T'} \sum_{c=1}^{C} H(\tilde{y}^{(s)}_{n,t,c}, y^{(s)}_{n,t,c}(x_n)) + \frac{1}{N_w C} \sum_{n=1}^{N_w} \sum_{c=1}^{C} H(\tilde{y}^{(w)}_{n,c}, y^{(w)}_{n,c}(x_n)),
\]

where \( H(\cdot) \) denotes binary cross-entropy.

To exploit the unlabelled data, MeanTeacher model [8] is used to provide pseudo labels. In practice, the pseudo labels will be applied not only to the unlabelled data, but also to the labelled data to improve the training stability. Let \( \hat{y}^{(s)}_{n,t,c}(x_n) \in [0,1] \) and \( \hat{y}^{(w)}_{n,c}(x_n) \in [0,1] \) denote the MeanTeacher strong and weak pseudo-labels, respectively. The unsupervised mean squared error is then:

\[
L_{\text{unsuper}} = \frac{1}{NT'C} \sum_{n=1}^{N} \sum_{t=1}^{T'} \sum_{c=1}^{C} (\hat{y}^{(s)}_{n,t,c}(x_n) - \hat{y}^{(s)}_{n,t,c}(x_n))^2 + \frac{1}{NC} \sum_{n=1}^{N} \sum_{c=1}^{C} (\hat{y}^{(w)}_{n,c}(x_n) - \hat{y}^{(w)}_{n,c}(x_n))^2,
\]

where \( N = N_s + N_w + N_u \). Data augmentation could largely increase the data diversity and thus improve the performance. Augmented data are generated by applying signal transformations on the original data, and inherit the labels of the original data. The supervised and unsupervised losses defined in (1) and (2) can be directly applied to the augmented data.

The augmented data have to be identified as the same class with the corresponding original data, which is implemented by consistency regularization. In practice, it is found that better performance can be achieved when consistency regularisation is applied to both the labelled and unlabelled data, and to both the strong and weak predictions. For utterance \( x_n \), let \( \alpha_p(x_n), p \in [1, P] \) denote its \( P \) different transformations. The consistency regularization term is defined as:

\[
L_{\text{cr}} = \frac{1}{NPT'C} \sum_{n=1}^{N} \sum_{p=1}^{P} \sum_{t=1}^{T'} \sum_{c=1}^{C} L(\hat{y}^{(s)}_{n,t,c}(x_n) - \hat{y}^{(s)}_{n,t,c}(\alpha_p(x_n)))^2 + \frac{1}{NPC} \sum_{n=1}^{N} \sum_{p=1}^{P} \sum_{c=1}^{C} L(\hat{y}^{(w)}_{n,c}(x_n) - \hat{y}^{(w)}_{n,c}(\alpha_p(x_n)))^2.
\]

Finally, the overall loss is set to

\[
L = L_{\text{super}} + \lambda_{\text{unsuper}} L_{\text{unsuper}} + \lambda_{\text{cr}} L_{\text{cr}},
\]

where \( \lambda_{\text{unsuper}} \) and \( \lambda_{\text{cr}} \) are predefined weights.

2.2. Random Data Augmentation

This work follows the RandAugment [24] principle. The \( P \) transformations are randomly selected from a total of \( Q \) available transformations with a uniform distribution, thus there are \( Q^P \) potential policies for one utterance. This random-selection is independently performed for each utterance at each training epoch. A number of widely used data transformations are tested. A proper distortion magnitude should be
chosen for each transformation. Searching the optimal magnitude for each individual transformation has a very large search space. In RandAugment [24], it was proposed to use a single global distortion magnitude for all the transformations, which largely reduce the search space. This work sets 10 integer distortion scales for each transformation, and the optimal global scale is set by grid-searching from 1 to 10. The audio transformation schemes used in this work include:

- Signal speeding slows down or speeds up the original signal, which were conducted by up-sampling or down-sampling the signal. This transformation changes the signal length, and also shifts the frequencies. Ten up-sampling factors are set from 1.05 to 1.5 with 0.05 increment. In addition, the factor is randomly set as its reciprocal with 0.5 probability to account for the down-sampling case.
- Time shifting rolls the signal along time [10, 25]. The rolling factor is randomly selected from 0.1 to 0.9. The distortion scale is fixed.
- Time stretching raises or lowers the speed and keeps the original pitch. The audio degradation toolkit [21] is used to conduct this transformation. The stretching factors is set as the same with the sampling factors of signal speeding.
- Pitch shifting [21] raises or lowers the pitch and keeps the original signal length. Ten positive shifting scales are set from 0.5 to 5 with 0.5 increment. The corresponding negative factors are randomly used with 0.5 probability.
- Dynamic range compression (DRC) [21]. One mode is randomly chosen for each utterance. The distortion scale is fixed.
- Time masking is a spectral augmentation technique proposed in [22] for speech recognition, which masks a period of consecutive time frames to 0. In this work, a masking unit is set as a period of consecutive time frames with the duration of 0.05 times the total signal length. The masking scales are set as taking randomly positioned 1 to 10 masking units.
- Frequency masking [22] masks frequencies to 0. The masking scales are set following the spirit of time masking.
- Mixup [23] takes the convex combination of two samples (and corresponding labels) as a new sample (and label). In this work, the sum of two utterances is considered as concurrent sound events, and the two mixed utterances are not rescaled. The mixup label is set by taking the logical alternation of the two original labels. The mixup sample is generated using two samples from the same training minibatch. In the consistency regularization loss 3, the predictions \( y_{n,t,c}(x_n) \) and \( y_{n,t,c}(\hat{x}_n) \) actually should be the mixup of the prediction of the two mixed samples, which is computed by first binarizing the prediction of the two mixed samples and then taking the logical alternation. The distortion scale is fixed for mixup.

## 3. EXPERIMENTS

In this work, we use the dataset of DCASE 2020 task 4 “Sound event detection and separation in domestic environments” [26], which includes 10 domestic sound classes: speech, dog, cat, alarm/bell/ringing, dishes, frying, blender, running water, vacuum cleaner, electric shaver/toothbrush. The training dataset (we have downloaded) consists of weakly-labelled data of 1466 clips, synthetic strongly-labelled data of 2584 clips and unlabelled in domain data of 13343 clips. The validation set includes 1168 clips of real-recorded signals with strong annotations. Out of the synthetic 2584 clips, 517 clips are used for training validation. The 1168 validation clips are used for test. The length of all these clips are 10 s.

The DCASE 2020 task 4 official baseline system [1] is adopted to develop the proposed method, which is a modification of [10]. The sampling rate is 16 kHz. The 128-dimensional feature is extracted in the short-time Fourier transform (2048 window, 255 hop size) domain with mel-scale frequency bins. The mean-teacher model [7] is adopted for semi-supervised learning. The network includes 7 layers of CNNs and two layers of GRU-RNNs [10]. A median filter with duration of 0.45 second is used for post-processing. The batch size is 24, and each batch is composed of 6 weakly-labelled, 6 strongly-labelled and 12 unlabelled samples. The number of training epochs is set to 200. In this work, the learning rate scheme is set as: rampuping to \(10^{-3}\) at epoch 50, step decaying to \(2 \times 10^{-4}\) at epoch 100, and further decaying to \(4 \times 10^{-5}\) at epoch 150. The weights \(\lambda_{\text{unsuper}}\) and \(\lambda_{\text{cr}}\) are rampupped to a constant at epoch 50, then kept invariant.

The performance is evaluated with three metrics: i) the macro-averaging event-based collar F1 score [27]. A 200 ms collar on onsets and a 200 ms and 20% of the events length collar on offsets are used for the comparison between event prediction and ground truth; ii) the macro-averaging event-based PSDS (polyphonic sound detection score) F1 score and cross-trigger (CT) PSDS F1 score [28]. To have a reliable evaluation, each of the following experiments are run three independent trials, and the averaged scores are reported.

### 3.1. SED Results

The sound event detection results are given in Table [1] MT and MT+RDA stand for the baseline MeanTeacher method without and with random data augmentation (RDA), respectively, for which \(\lambda_{\text{unsuper}} = 2\) and \(\lambda_{\text{cr}} = 0\). CR+RDA stands for consistency regularization excluding MeanTeacher, with \(\lambda_{\text{unsuper}} = 0\) and \(\lambda_{\text{cr}} = 2\), as consistency regularization itself is also an unsupervised learning strategy. Finally, MT+CR+RDA combines MeanTeacher and consistency regularization, with \(\lambda_{\text{unsuper}} = 2\) and \(\lambda_{\text{cr}} = 2\). We test two

1. [https://github.com/turpaultn/dcase20_task4](https://github.com/turpaultn/dcase20_task4)
network architectures with different activations for CNN layers, i.e. GLU (Gated Linear Units) and CG (Context Gating). It can be seen that the proposed techniques work well for both network architectures, and CG consistently performs better than GLU. MT+RDA largely improves the performance of MT, especially for the (CT) PSDs scores, which shows the efficacy of random data augmentation. CR+RDA outperforms MT+RDA. It means consistency regularization solely is even better than MeanTeacher in the sense of exploiting unlabelled data, which is consistent with the image classification results presented in [14]. MT+SC+RDA provides the best scores, which indicates that the two unsupervised losses, i.e. MeanTeacher and self-consistency, are somehow complementary.

Besides, we have also studied several other semi-supervised learning techniques, including hard pseudo-label [14, 15], entropy minimization [16, 29], information maximization [20], and their combination with others. However, we did not find a better strategy than the combination of MeanTeacher and consistency regularization. In the literature, many different combination strategies of semi-supervised learning techniques have been reported, and achieved superior performance on various tasks, especially on the computer vision tasks. However, it seems that one strategy can hardly keep on top of a wide range of tasks. One needs to carefully investigate the proper strategy for one specific task.

### 3.2. Setup for Random Data Augmentation

In this section, the random data augmentation method is studied in more detail. Based on preliminary experiments, the number of transformations applied to each sample, i.e. \( P \), is set to 1, which will not be analyzed in detail, due to the room limit. The magnitude for the audio transformations listed in Section 2.2 should be empirically set, and independently setting for each one leads to a very large search space. In RandAugment, the optimal transformation magnitude is searched with a global scale as defined in Section 2.2. Table 2 lists the grid search results with the CG MT+CR+RDA method, for the scales of 3, 4, 5 and 6. Two schemes are tested: fixed scale and random scale with a fixed upper bound. It can be seen that random scale averagely outperforms fixed scale. Random scale 5 achieves the best performance, which is thus used in all of other experiments. It was demonstrated in [24] that changing the magnitude for one transformation does not largely affect the performance. In addition, each type of the transformation should be assured to play a positive role. This is done by comparing the results using all of them and the results using all excluding each one of them. The results with the GLU CR+RDA method are given in Table 3. It is seen that excluding mixup or pitch shifting largely degrades the performance relative to the ‘all’ case, which means they are very useful. Excluding DRC or frequency masking achieves similar scores with the ‘all’ case, hence they are not really functional in this experiment. The other four transformations improve the performance to a certain extent, and thus have a medium importance.

### 4. CONCLUSIONS

This work has studied the random data augmentation strategy with a number of different audio transformations. When proper parameters are chosen, random augmentation noticeably improves the SED performance. For augmented data, consistency regularization is adopted as an effective unsupervised loss. The combination of consistency regularization and MeanTeacher achieves the best performance. Note that this work focuses only on the semi-supervised learning strategies, and many other techniques not adopted in this work may further improve the performance, such as in the DCASE 2020 winning system [11] that better network, better post-processing median filter or multi-system ensembling are used.
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