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1. Introduction

The invariant subspace problem relative to a von Neumann algebra $\mathcal{M} \subseteq B(\mathcal{H})$ asks whether every operator $T \in \mathcal{M}$ has a proper, nontrivial invariant subspace $\mathcal{H}_0 \subseteq \mathcal{H}$ such that the orthogonal projection $p$ onto $\mathcal{H}_0$ is an element of $\mathcal{M}$; equivalently, it asks whether there is a projection $p \in \mathcal{M}$, $p \notin \{0,1\}$, such that $Tp = pTp$. Even when $\mathcal{M}$ is a $\text{II}_1$–factor, this invariant subspace problem remains open. In this paper we show that the circular operator and each circular free Poisson operator (defined below) has a continuous family of invariant subspaces relative to the von Neumann algebra it generates. These operators arise naturally in free probability theory, (see the book [17]), and each generates the von Neumann algebra $\text{II}_1$–factor $L(F_\mathcal{I})$ associated to the nonabelian free group on two generators.

Given a von Neumann algebra $\mathcal{M}$ with normal faithful state $\phi$, a circular operator is $y = (x_1 + ix_2)/\sqrt{2} \in \mathcal{M}$, where $x_1$ and $x_2$ are centered semicircular elements having the same second moments and that are free with respect to $\phi$. For specificity, we will always take circular elements to have the normalization $\phi(y^*y) = 1$, which is equivalent to $\phi(x_i^2) = 1$. Voiculescu found a matrix model for a circular element, showing that if $X(n)$ is a random matrix whose entries are i.i.d. complex $(0,1/n)$–Gaussian random variables then $X(n)$ converges in $*$–moments as $n \to \infty$ to a circular element, meaning that

$$\lim_{n \to \infty} \tau_n(X(n)^{\epsilon(1)}X(n)^{\epsilon(2)} \cdots X(n)^{\epsilon(k)}) = \phi(y^{\epsilon(1)}y^{\epsilon(2)} \cdots y^{\epsilon(k)})$$

for every $k \in \mathbb{N}$ and for every choice of $\epsilon(j)$ being “$*$” or no symbol, where $\tau_n$ is the expectation of the normalized trace and where $y$ is a circular element. Using the matrix model, Voiculescu showed that if $(y_{ij})_{1 \leq i,j \leq N}$ is a $*$–free family of circular elements in a von Neumann algebra $\mathcal{M}$ with respect to a normal faithful state $\phi$, then the matrix $y = \frac{1}{\sqrt{N}}(y_{ij})_{1 \leq i,j \leq N} \in M_N(\mathcal{M})$ is circular with respect to the state $\phi_N$ given by $\phi_N((x_{ij})_{1 \leq i,j \leq N}) = \frac{1}{N} \sum_{i=1}^{N} \phi(x_{ii})$. Furthermore, he showed that the polar decomposition of a circular operator $y$ is $y = ub$ where $u$ is a Haar unitary (i.e. a unitary satisfying $\phi(u^k) = 0$ for every integer $k > 0$), where $b$ is a quarter–circular element, (i.e. having moments $\phi(b^k) = \frac{1}{\pi} \int_0^2 t^k \sqrt{4 - t^2}$) and where $u$ and $b$ are $*$–free. These and results of a similar nature have been instrumental in applications of free probability to the study of the free group factors $L(F_n)$ and related factors; some of the first of these were [14], [11], [4], [12], [5].

Voiculescu’s matrix model for the circular element is the starting point for finding invariant subspaces. Combined with a result of Dyson, it leads to upper triangular matrix models for the circular operator, namely, a sequence $Y(n)$ of upper triangular random matrices whose
∗–moments converge to those of a circular operator. In these models, the elements of $Y(n)$ that are above the diagonal are complex $(0, 1/n)$–Gaussian random variables, and we show that a number of different choices are possible for the diagonal entries. From these matrix models we show for any $N \geq 2$ that a circular operator can be realized as an $N \times N$ upper triangular matrix

$$
\frac{1}{\sqrt{N}} \begin{pmatrix}
 a_1 & b_{12} & b_{13} & \cdots & b_{1,N-1} & b_{1N} \\
 0 & a_2 & b_{23} & \cdots & b_{2,N-1} & b_{2N} \\
 0 & 0 & a_3 & \ddots & \vdots & b_{3N} \\
 \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
 0 & 0 & \cdots & 0 & a_{N-1} & b_{N-1,N} \\
 0 & 0 & \cdots & 0 & 0 & a_N
\end{pmatrix}
$$

(1)

with entries in some $W^*$–noncommutative probability space, where the collection of $N(N+1)/2$ nonzero entries is $*$–free, where the entries $b_{ij}$ lying strictly above the diagonal are circular elements and where the entries $a_j$ on the diagonal are circular free Poisson elements, ($a_j$ being circular free Poisson of parameter $j$). These latter are generalizations of the circular operator (in the family of R–diagonal elements introduced by Nica and Speicher [10]) which are quite natural from the perspective of free probability theory.

Definition 1.1. Let $(A, \psi)$ be a $W^*$–noncommutative probability space with $\psi$ faithful and let $c \geq 1$. A circular free Poisson element of parameter $c$ in $(A, \psi)$ is an element of the form $UH_c$ where $U, H_c \in A$, $U$ is a Haar unitary, $H_c \geq 0$, the pair $\{U, H_c\}$ is $*$–free and $H_c^2$ has moments equal to those of a free Poisson distribution with parameter $c$. Thus, letting $a = (1 - \sqrt{c})^2$ and $b = (1 + \sqrt{c})^2$, the moments of $H_c^2$ are equal to those of the measure $\nu_c$ that is supported on $[a, b]$, is absolutely continuous with respect to Lebesgue measure and has density

$$
\frac{d\nu_c}{d\lambda}(t) = \frac{\sqrt{(b-t)(t-a)}}{2\pi t}1_{[a,b]}(t).
$$

We hasten to point out that a circular element $z$ with normalization $\psi(z^*z) = 1$ is nothing other than a circular free Poisson element of parameter $c = 1$.

The spectrum of a circular free Poission element of parameter $c$ has been found by Haagerup and Larsen [8] to be the annulus centered at zero with radii $\sqrt{c-1}$ and $\sqrt{c}$, if $c > 1$, whereas the spectrum of the circular operator is the disk of radius 1. In the realization (1) of the circular operator, we have that the diagonal entry $a_j$ is circular free Poisson of parameter $j$. Therefore, the spectrum of the diagonal entry $a_j$ increases in modulus as $j$ increases, and the spectra of $a_j$ and $a_k$ overlap only if $|j - k| \leq 1$. These properties of the realization (1) allow general techniques for upper triangular operators to be applied in order
to find invariant subspaces of the circular operator \( y \). It turns out that for every \( 0 < r < 1 \) there is a unique projection \( p \in \mathcal{M} = \{ y \}'' \) such that

(i) \( yp = pyp \)

(ii) \( \sigma(yp) = \{ z \in \mathbb{C} \mid |z| \leq r \} \)

(iii) \( \sigma((1 - p)y) = \{ z \in \mathbb{C} \mid r \leq |z| \leq 1 \} \)

where in (ii) (respectively (iii)), the spectrum is computed relative to the algebra \( p\mathcal{M}p \), (respectively \( (1 - p)\mathcal{M}(1 - p) \)).

In fact, the techniques outlined above can be employed with very little extra effort to find invariant subspaces for every circular free Poisson operator, and the proof is presented in this generality throughout.

In §2, some theory is developed proving the existence of invariant subspaces, relative to the generated von Neumann algebras, of upper triangular operators, the spectra of whose diagonal entries satisfy certain conditions. In §3, we consider upper triangular random matrices whose entries strictly above the diagonal are i.i.d. complex Gaussian random variables which are independent of the diagonal entries. The general theme of the results in §3 is that the diagonal entries may be changed in certain ways but that as matrix size tends to infinity, the limit \(*\)-moments remain the same. In §4, we generalize asymptotic freeness results which Voiculescu originally proved [15] for Gaussian random matrices and constant diagonal matrices; we allow the diagonal matrices to be random, subject to certain conditions. In §5, the random matrix results of the previous two sections together with results of Dyson and others are used to find various upper triangular matrix models for circular free Poisson elements, and these are in turn used to find an upper triangular realization of the same, as in (1). In §6, this upper triangular realization of the circular free Poisson element is fed into the machinery of §2 to find invariant subspaces.

2. AN INVARIANT SUBSPACE FOR AN UPPER TRIANGULAR OPERATOR

Suppose \( \mathcal{H} \) is a Hilbert space and \( T : \mathcal{H} \to \mathcal{H} \) is a bounded operator. In this section we are concerned with invariant subspaces \( \mathcal{H}_0 \) for \( T \) such such that the projection from \( \mathcal{H} \) onto \( \mathcal{H}_0 \) lies in the von Neumann algebra generated by \( T \). It is easy to see (Lemma 2.1) that for every \( r \geq 0 \) the set

\[
\mathcal{H}_r(T) = \{ \xi \in \mathcal{H} \mid \limsup_{k \to \infty} \|T^k \xi\|^{1/k} \leq r \}
\]

(2)

is such an invariant subspace \( \mathcal{H}_0 \). The question is, for any given operator, whether these subspaces can be other than \( \{0\} \) or \( \mathcal{H} \). We will show (Proposition 2.2) that the answer is yes if \( T \) can be written as an upper triangular operator,

\[
T = \begin{pmatrix} * & * & * \\ 0 & * & * \\ 0 & 0 & * \end{pmatrix}
\]
with respect to a decomposition $\mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2 \oplus \mathcal{H}_3$ under a condition on the spectra of the elements in the upper left–hand and lower right–hand corners of the above matrix.

**Lemma and Definition 2.1.** Let $T : \mathcal{H} \to \mathcal{H}$ be a bounded operator on a Hilbert space $\mathcal{H}$, let $r \geq 0$ and let $\mathcal{H}_r = \mathcal{H}_r(T)$ be the subspace (2) defined above. Then $\mathcal{H}_r$ is an invariant subspace for $T$ such that the orthogonal projection $p_r = p_r(T)$ from $\mathcal{H}$ onto $\mathcal{H}_r$ lies in the von Neumann algebra $\{T\}''$ generated by $T$.

**Proof.** Consider the subset

$$E_r = E_r(T) = \{ \xi \in \mathcal{H} \mid \limsup_{k \to \infty} \| T^k \xi \|^{|1/k|} \leq r \}$$

which is dense in $\mathcal{H}_r$. To see that $\mathcal{H}_r$ is a closed subspace of $\mathcal{H}$, it will suffice to show that $E_r$ is a subspace. Let $a \in \mathbb{C}$ and $\xi_1, \xi_2 \in E_r$. Since $\| T^k (a \xi_1) \| = |a| \| T^k \xi_1 \|$ and $\| T^k (\xi_1 + \xi_2) \| \leq 2 \max(\| T^k \xi_1 \|, \| T^k \xi_2 \|)$, it is clear that $a \xi_1 \in E_r$ and $\xi_1 + \xi_2 \in E_r$. Moreover, since $\| T^k (T \xi) \| \leq \| T \| \| T^k (\xi) \|$ it is clear that $E_r$, and hence also $\mathcal{H}_r$, is invariant for $T$.

To show that $p_r \in \{T\}''$ it will be enough to show that $U p_r = p_r U$ whenever $U$ is a unitary operator on $\mathcal{H}$ such that $U T = T U$. Moreover, $U p_r = p_r U$ will follow once we show that $U \xi \in E_r$ for every $\xi \in E_r$. But this holds because

$$\| T^k U \xi \| = \| U T^k \xi \| = \| T^k \xi \|.$$ 

\[\square\]

**Proposition 2.2.** Let $T : \mathcal{H} \to \mathcal{H}$ be a bounded operator on a Hilbert space $\mathcal{H}$. Suppose that $e_1, e_2, e_3$ are orthogonal projections in $\mathcal{H}$ with $e_1 + e_2 + e_3 = 1$ and that $e_1$ and $e_1 + e_2$ are invariant for $T$. This means that $T$ is upper triangular with respect to this decomposition of $\mathcal{H}$:

$$T = \begin{pmatrix} e_1 T e_1 & * & * \\ 0 & e_2 T e_2 & * \\ 0 & 0 & e_3 T e_3 \end{pmatrix}.$$ 

Let $r \geq 0$ and suppose that

$$\sup\{ |\lambda| \mid \lambda \in \sigma(e_1 T e_1) \} \leq r < \inf\{ |\lambda| \mid \lambda \in \sigma(e_3 T e_3) \},$$

where $\sigma(e_j T e_j)$ denotes the spectrum of $e_j T e_j$ acting on $e_j \mathcal{H}$. Then the invariant subspace $\mathcal{H}_r(T)$ and its projection $p_r = p_r(T)$ defined in Lemma and Definition 2.1 satisfy

$$e_1 \leq p_r \leq e_1 + e_2.$$ 

**Proof.** If $\xi = e_1 \xi$ then $T^k \xi = (e_1 T e_1)^k \xi$ so $\| T^k \xi \|^{1/k} \leq \| (e_1 T e_1)^k \|^{1/k} \xi \|^{1/k}$ while $\lim_{k \to \infty} \| (e_1 T e_1)^k \|^{1/k} \xi \|^{1/k} \leq r$. This shows $e_1 \leq p_r$.

Suppose $\xi \in \mathcal{H}$ and $e_3 \xi \neq 0$. Then $e_3 T^k \xi = (e_3 T e_3)^k \xi$. As an operator on $e_3 \mathcal{H}$, $e_3 T e_3$ is invertible and its inverse has spectral radius $< r^{-1}$. Therefore $\| T^k \xi \| \geq \| (e_3 T e_3)^k \xi \| \geq \frac{1}{r}$. Thus,$ e_3 \leq p_r$.
\[ (e_3 T e_3)^{-k} - e_3 \xi \| \text{ and hence } \lim \sup_{k \to \infty} \| T^k \xi \|^{1/k} \geq \lim \sup_{k \to \infty} \| (e_3 T e_3)^{-k} \|^{-1/k} > r, \text{ so } \xi \notin E_r(T). \] This shows that \( E_r(T) \perp e_3 \mathcal{H}, \) and therefore that \( p_r \leq e_1 + e_2. \) \( \square \)

Invariant projections \( p_r(T) \) and the dense subspaces \( E_r(T) \) for some specific operators \( T \) are described in \( \S 6. \)

Now we show that for an element \( x \) of an abstract \( W^* \)-algebra, the projection \( p_r(x) \) is defined independently of how the \( W^* \)-algebra is represented as a von Neumann algebra acting on a Hilbert space.

**Lemma 2.3.** Let \( \mathcal{H} \) and \( \mathcal{H}' \) be Hilbert spaces, let \( T \in B(\mathcal{H}) \) and take \( r > 0. \) Then
\[
p_r(T) \otimes 1_{\mathcal{H}'} = p_r(T \otimes 1_{\mathcal{H}'}). \tag{4}
\]

**Proof.** Let \( E_r(T) \) be given by \( [3] \) and let
\[
E_r(T \otimes 1) = \{ w \in \mathcal{H} \otimes \mathcal{H}' \mid \lim \sup_{k \to \infty} \| (T^k \otimes 1_{\mathcal{H}'}) w \|^{1/k} \leq r \}.
\]
Letting \( \otimes \) denote the algebraic tensor product of vector spaces, we clearly have \( E_r(T) \otimes \mathcal{H}' \subseteq E_r(T \otimes 1), \) so the inequality \( \leq \) holds in \( [4] \). Given a unit vector \( \eta \in \mathcal{H}' \) let \( V_\eta : \mathcal{H} \to \mathcal{H} \otimes \mathcal{H}' \) be \( V_\eta(\xi) = \xi \otimes \eta. \) Then \( TV_\eta^* = V_\eta^*(T \otimes 1_{\mathcal{H}'}) \), so if \( w \in E_r(T \otimes 1) \) then \( V_\eta^* w \in E_r(T) \) for every \( \eta. \) Therefore \( E_r(T \otimes 1) \subseteq \mathcal{H}_r(T) \otimes \mathcal{H}' \) and \( \geq \) holds in \( [4] \). \( \square \)

**Lemma and Definition 2.4.** If \( \mathcal{M} \) is a von Neumann algebra, if \( \mathcal{H} \) is a Hilbert space and if \( \pi : \mathcal{M} \to B(\mathcal{H}) \) is a normal, faithful \(*\)-representation then given \( x \in \mathcal{M} \) we have, for \( r \geq 0, \) the projection
\[
p_r(\pi(x)) \in \{ \pi(x) \}'' \subseteq \pi(\mathcal{M}).
\]
Let us denote by \( p_r(x) \in \mathcal{M} \) the element so that \( \pi(p_r(x)) = p_r(\pi(x)). \) Then \( p_r(x) \) is independent of the choice of \( \mathcal{H} \) and \( \pi. \)

**Proof.** Let \( \mathcal{H}' \) be a Hilbert space and \( \pi' : \mathcal{M} \to B(\mathcal{H}') \) a normal, faithful \(*\)-representation. Using \( [3] \) Theorem 1.4.3, one finds a Hilbert space \( \mathcal{H}'' \) such that the representations \( \pi \otimes 1_{\mathcal{H}''} \) and \( \pi' \otimes 1_{\mathcal{H}''} \) are unitarily equivalent, via a unitary \( U : \mathcal{H} \otimes \mathcal{H}'' \to \mathcal{H}' \otimes \mathcal{H}'' \). Now applying Lemma 2.3 twice, we have
\[
U^* (\pi'(p_r(x)) \otimes 1) U = \pi(p_r(x)) \otimes 1 = p_r(\pi(x)) \otimes 1 = p_r(\pi(x) \otimes 1) = p_r(U^* (\pi'(x) \otimes 1) U) = U^* p_r(\pi'(x) \otimes 1) U = U^* (p_r(\pi'(x)) \otimes 1) U.
\]
Hence \( \pi'(p_r(x)) = p_r(\pi'(x)). \) \( \square \)

### 3. Upper triangular random matrices

In this section, we consider upper triangular random matrices whose entries strictly above the diagonal are i.i.d. Gaussian, and we prove that the diagonal entries can be modified.
in various ways without affecting the limiting \( * \)-moments as matrix size increases without bound. Throughout this paper, we consider random matrices whose entries have moments of all orders. Thus, let \((\Omega, \mu)\) be a usual probability space, let \(\mathcal{L} = \bigcap_{1 \leq p < \infty} L^p(\mu)\) and consider the expectation \( E(f) = \int f \, d\mu \). If \( S_1, S_2 \subseteq \mathcal{L} \) are sets of random variables, we say that \( S_1 \) and \( S_2 \) are independent sets if the two \( \sigma \)-algebras generated by \( \{ f^{-1}(A) \mid f \in S_i, A \text{ Borel subset of } C \} \) (\( i = 1, 2 \)) are independent with respect to \( \mu \), and similarly for families of sets of random variables. The \( * \)-algebra of \( n \times n \) random matrices is \( M_n = \mathcal{L} \otimes M_n(C) \) and has the trace \( \tau_n = E \otimes \text{tr}_n \), where \( \text{tr}_n \) is the trace on \( M_n(C) \) normalized so that \( \text{tr}_n(1) = 1 \). We fix a system of matrix units in \( M_n(C) \), denoted by \((e(i, j; n))_{1 \leq i, j \leq n}\).

**Notation 3.1.** Let \( \sigma^2 > 0 \) and \( n \in \mathbb{N} \).

(i) On \( C \), by Lebesgue measure we shall mean \( d(\text{Re } z) d(\text{Im } z) \), i.e., normalized so that the unit disk has measure \( \pi \). On the space \( M_n(C) \) of \( n \times n \) complex matrices, Lebesgue measure shall mean the product of Lebesgue measure on each of the \( n^2 \) complex entries. On the space \( M_n^{sa} \) of self-adjoint complex \( n \times n \) matrices, Lebesgue measure shall mean the product of Lebesgue measure on each of the \( n(n-1)/2 \) complex entries strictly above the diagonal and Lebesgue measure on each of the \( n \) real diagonal entries.

(ii) We say that a random variable \( a \in \mathcal{L} \) is a complex \((0, \sigma^2)\)-Gaussian if \( \text{Re } a \) and \( \text{Im } a \) are independent real Gaussian random variables each having first moment 0 and second moment \( \sigma^2/2 \). Thus \( E(a) = 0 \), \( E(|a|^2) = \sigma^2 \) and \( a \) has density \((\pi \sigma^2)^{-1} e^{-|z|^2/\sigma^2}\) with respect to Lebesgue measure.

(iii) Given \( T \in M_n \), we will write \( T \in \text{UTGRM}(n, \sigma^2) \), (the acronym is for “upper triangular Gaussian random matrix”) if the entries \( t_{ij} \) of \( T \) (\( 1 \leq i, j \leq n \)) satisfy that \( t_{ij} = 0 \) whenever \( i \geq j \) and that \((t_{ij})_{1 \leq i, j \leq n}\) is an independent family of random variables, each of which is complex \((0, \sigma^2)\)-Gaussian.

Our first result is that if \( T(n) \in \text{UTGRM}(n, 1/n) \), if \( D(n) \in M_n \) is a diagonal random matrix that is independent from \( T(n) \) and if the joint distribution of the diagonal entries of \( D(n) \) is permutation invariant then in the limit as \( n \to \infty \), the \( * \)-moments of \( T(n) + D(n) \) depend only on the marginal \( * \)-distributions of finite sets of the diagonal entries of \( D(n) \).

**Theorem 3.2.** For every \( n \in \mathbb{N} \) let \( T(n) \in \text{UTGRM}(n, 1/n) \) and let

\[
D_1(n) = \sum_{i=1}^{n} a(i; n) \otimes e(i, i; n) \in M_n
\]

\[
D_2(n) = \sum_{i=1}^{n} b(i; n) \otimes e(i, i; n) \in M_n
\]

be diagonal random matrices such that \( T(n) \) and \( D_1(n) \) are independent matrix-valued random variables and \( T(n) \) and \( D_2(n) \) are independent matrix-valued random variables. Let \( d\nu_i(\lambda_1, \ldots, \lambda_n) \) be the joint distribution of the diagonal entries of \( D_i \). Assume that \( d\nu_i \) is invariant under all permutations of its \( n \) variables, \( (i = 1, 2) \). Suppose that the marginal \( * \)-distributions of the diagonal entries of \( D_1(n) \) are arbitrarily close to those of \( D_2(n) \) as
$n \to \infty$; namely suppose that
\[\forall p \in \mathbb{N} \quad \forall r_1, s_1, \ldots, r_p, s_p \in \mathbb{N} \cup \{0\},\]
\[\lim_{n \to \infty} \left( E(a(1; n)^{r_1}a(1; n)^{-1}a(p; n)^{s_p}a(p; n)^{-p}) - E(b(1; n)^{r_1}b(1; n)^{-1}b(p; n)^{s_p}b(p; n)^{-p}) \right) = 0.\]

Let $Z_i(n) = D_i(n) + T(n)$. Then
\[\forall m \in \mathbb{N} \quad \forall \epsilon(1), \ldots, \epsilon(m) \in \{*, \cdot\},\]
\[\lim_{n \to \infty} (\tau_n(Z_1(n)^{\epsilon(1)} \cdots Z_1(n)^{\epsilon(m)}) - \tau_n(Z_2(n)^{\epsilon(1)} \cdots Z_2(n)^{\epsilon(m)})) = 0,\]
where we take $\epsilon(j) = \cdot$ to mean $\epsilon(j)$ is “not $*$” or “no symbol.” Therefore if $Z_1(n)$ converges in $*$-moments as $n \to \infty$ then so does $Z_2(n)$ and their limit $*$-moments coincide.

**Proof.** Write
\[T(n) = \sum_{1 \leq i < j \leq n} t(i, j; n) \otimes e(i, j; n).\]

Let us first fix $n \in \mathbb{N}$, $i \in \{1, 2\}$ and let us denote $D_i(n)$ simply by $D$, $T(n)$ by $T$, $Z_i(n)$ by $Z$ and the diagonal entries of $D$ by $d(i; n)$, $(1 \leq i \leq n)$. Now each word in $Z$ and $Z^*$ is a sum of words in $D$, $D^*$, $T$ and $T^*$; hence we will investigate words of the form
\[W = \left( T^{\epsilon(1)} \cdots T^{\epsilon(l(1))} \right) D^{\kappa(1)} \left( T^{\epsilon(l(1)+1)} \cdots T^{\epsilon(l(2))} \right) D^{\kappa(2)} \cdots \]
\[\cdots \left( T^{\epsilon(l(p-1)+1)} \cdots T^{\epsilon(l(p))} \right) D^{\kappa(p)} \left( T^{\epsilon(l(p)+1)} \cdots T^{\epsilon(q)} \right) \]
for arbitrary
\[p, q \in \mathbb{N} \cup \{0\},\]
\[\epsilon(1), \ldots, \epsilon(q), \kappa(1), \ldots, \kappa(p) \in \{*, \cdot\},\]
\[0 \leq l(1) \leq l(2) \leq \cdots \leq l(p) \leq q.\]

Now, using the independence of $T$ and $D$, we see that
\[\tau_n(W) = \]
\[ n^{-1} \sum_{i_1, \ldots, i_q \in \{1, \ldots, n\}} \left( \prod_{j=1}^{q} G^{e(j)}(i_j, i_{j+1}) \right) E \left( t^{e(1)}(i_1, i_2; n) t^{e(2)}(i_2, i_3; n) \cdots t^{e(q)}(i_q, i_{q+1}; n) \right) \cdot \]  
\[ \cdot E \left( d^{\kappa(1)}(i_{l(1)}; n) d^{\kappa(2)}(i_{l(2)}; n) \cdots d^{\kappa(p)}(i_{l(p)}; n) \right), \quad (7) \]

where we have used the convention \( i_{q+1} = i_1 \), where \( G^e(\cdot, \cdot) \) is defined by

\[ G(i_j, i_{j+1}) = \begin{cases} 1 & \text{if } i_j < i_{j+1} \\ 0 & \text{otherwise} \end{cases} \]

\[ G^*(i_j, i_{j+1}) = \begin{cases} 1 & \text{if } i_j > i_{j+1} \\ 0 & \text{otherwise} \end{cases} \]

and where

\[ t^{e(j)}(i_j, i_{j+1}; n) = \begin{cases} t(i_j, i_{j+1}; n) & \text{if } e(j) = \cdot \\ \overline{t(i_{j+1}, i_j; n)} & \text{if } e(j) = * \end{cases} \]

\[ d^{\kappa(j)}(i_j; n) = \begin{cases} d(i_j; n) & \text{if } \kappa(j) = \cdot \\ \overline{d(i_j; n)} & \text{if } \kappa(j) = * \end{cases} \]

Using that the joint distribution of \( d(1; n), \ldots, d(n; n) \) is invariant under permutation of the \( n \) variables, we see that each moment

\[ E \left( d^{\kappa(1)}(i_{l(1)}; n) d^{\kappa(2)}(i_{l(2)}; n) \cdots d^{\kappa(p)}(i_{l(p)}; n) \right) \quad (8) \]

appearing in (7) is equal to a moment

\[ E \left( d^{r(1)}(1; n) \overline{d^{s(1)}(1; n)} d^{r(2)}(2; n) \overline{d^{s(2)}(2; n)} \cdots d^{r(p)}(p; n) \overline{d^{s(p)}(p; n)} \right) \quad (9) \]

where

\[ r(1), s(1), \ldots, r(p), s(p) \in \mathbb{N} \cup \{0\}, \]

\[ r(1) + s(1) + \cdots + r(p) + s(p) = p \quad (10) \]

and by further permutation the moment (8) corresponds to a unique moment of the form (9) if we make the additional stipulation that

\[ r(1) + s(1) \geq r(2) + s(2) \geq \cdots \geq r(p) + s(p) \]

and, if \( r(j) + s(j) = r(j+1) + s(j+1) \) then \( r(j) \geq r(j+1) \).
Hence, rearranging the sum in (7) we get
\[
\tau_n(W) = n^{-1} \sum_{r(1),s(1),\ldots,r(p),s(p)} E\left(d(1;n)^{r(1)}d(1;n)_{s(1)}^{(1)} \cdots d(p;n)^{r(p)}d(p;n)_{s(p)}^{(p)}\right) \cdot \\
\cdot \sum_{i_1,\ldots,i_q} \left(\prod_{j=1}^q G^{(j)}(i_j, i_{j+1})\right) E\left(t^{(1)}(i_1, i_2; n) \cdots t^{(q)}(i_q, i_{q+1}; n)\right),
\]
where the first sum is over all \(r(1), s(1), \ldots, r(p), s(p)\) satisfying (11) and (11), and the second sum is over all \(i_1, \ldots, i_q \in \{1, \ldots, n\}\) such that there is a permutation, \(\sigma\), of \(\{1, \ldots, n\}\) for which
\[
d(\sigma(i_1); n)^{\kappa(1)}d(\sigma(i_2); n)^{\kappa(2)} \cdots d(\sigma(i_p); n)^{\kappa(p)} = \\
d(1;n)^{r(1)}d(1;n)_{s(1)}^{(1)} \cdots d(p;n)^{r(p)}d(p;n)_{s(p)}^{(p)}. (13)
\]
Let \(W_i (i \in \{1, 2\})\) denote the word on the right-hand-side of (8) where \(D\) is taken to be \(D_i\). Then
\[
\tau_n(W_1) - \tau_n(W_2) = \\
= n^{-1} \sum_{r(1),s(1),\ldots,r(p),s(p)} \left(E\left(a(1;n)^{r(1)}a(1;n)_{s(1)}^{(1)} \cdots a(p;n)^{r(p)}a(p;n)_{s(p)}^{(p)}\right) - E\left(b(1;n)^{r(1)}b(1;n)_{s(1)}^{(1)} \cdots b(p;n)^{r(p)}b(p;n)_{s(p)}^{(p)}\right)\right) \cdot \\
\cdot \sum_{i_1,\ldots,i_q} \left(\prod_{j=1}^q G^{(j)}(i_j, i_{j+1})\right) E\left(t^{(1)}(i_1, i_2; n) \cdots t^{(q)}(i_q, i_{q+1}; n)\right).
\]
Now in order to prove the lemma it will suffice to show that \(\lim_{n \to \infty} \tau_n(W_1) - \tau_n(W_2) = 0\). Since by the hypothesis (3), the difference of moments of \(a\) and \(b\) tends to zero as \(n \to \infty\), it will suffice to show that for every \(p, q \in \mathbb{N}\) and every \(r(1), s(1), \ldots, r(p), s(p) \in \mathbb{N} \cup \{0\}\), the quantity
\[
n^{-1} \sum_{i_1,\ldots,i_q} \left(\prod_{j=1}^q G^{(j)}(i_j, i_{j+1})\right) E\left(t^{(1)}(i_1, i_2; n) \cdots t^{(q)}(i_q, i_{q+1}; n)\right)
\]
remains bounded as \(n \to \infty\), where the sum is over all \(i_1, \ldots, i_q \in \{1, \ldots, n\}\) such that there is a permutation, \(\sigma\), of \(\{1, \ldots, n\}\) for which (13) holds. But this follows from the sort of counting arguments used by Voiculescu in [15]. Indeed, for any \(1 \leq i < i' \leq n\) and for any \(m, m' \in \mathbb{N} \cup \{0\}\),
\[
E\left(t(i,i'; n)^{m(i,i'; n)}\right) \neq 0
\]
implies $m = m'$. Taken together with the independence assumption on the entries of $T$, this shows that for any $i_1, \ldots, i_q \in \{1, \ldots, n\}$, a necessary condition so that
\[ E(t^{(1)}(i_1, i_2; n) \cdots t^{(q)}(i_q, i_{q+1}; n)) \neq 0 \]
is that there be a bijection, $\gamma$, from $\{1, \ldots, q\}$ to itself, without fixed points, such that $\gamma^2 = \text{id}$ and
\[ \forall j \in \{1, \ldots, q\}, \ i_{\gamma(j)} = i_{j+1}, \text{ and } i_{\gamma(j)+1} = i_j. \quad (15) \]
Moreover, there is a constant, $c_1$, depending only on $q$, such that for all $n \in \mathbb{N}$ and all choices of $i_1, \ldots, i_q$,
\[ |E(t^{(1)}(i_1, i_2; n) \cdots t^{(q)}(i_q, i_{q+1}; n))| \leq c_1 n^{-q/2}. \quad (16) \]
If $\gamma$ is a bijection of $\{1, \ldots, q\}$, let $N(\gamma, n)$ be the number of choices of $i_1, \ldots, i_q \in \{1, \ldots, n\}$ such that (15) holds. There are only finitely many bijections, $\gamma$, of $\{1, \ldots, q\}$. Hence, in light of the bound (16), in order to show that (14) is bounded as $n \to \infty$, it will suffice to show that for each bijection $\gamma$ of $\{1, \ldots, q\}$ without fixed points such that $\gamma^2 = \text{id}$, the quantity
\[ n^{-1-(q/2)} N(\gamma, n) \quad (17) \]
remains bounded as $n \to \infty$. However, $N(\gamma, n) \leq n^{d(\gamma)}$, where $d(\gamma)$ is the number of vertices in the quotient graph, $G_\gamma$, which is obtained from the $q$-gon graph by identifying the $j$th and $\gamma(j)$th edges with opposite orientations, for every $j$. The graph $G_\gamma$ has $q/2$ edges, hence at most $1 + (q/2)$ vertices, which shows that $d(\gamma) \leq 1 + (q/2)$ and hence that (17) remains bounded as $n \to \infty$. \hfill \square

Now we work on results that let us dispense with the permutation invariance supposed for the diagonal matrices of the previous theorem. Let $\mathcal{U}_2$ denote the group of unitary $2 \times 2$ complex matrices.

**Lemma 3.3.** There is a Borel function, $U : \mathbb{C}^3 \to \mathcal{U}_2$ such that for all $a, b, c \in \mathbb{C}$,
\[ U(a, b, c)^* \begin{pmatrix} a & b \\ 0 & c \end{pmatrix} U(a, b, c) = \begin{pmatrix} c & b \\ 0 & a \end{pmatrix}. \]

**Proof.** If $a = c$ then let $U(a, b, c) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$. If $a \neq c$ but $b = 0$ then let $U(a, b, c) = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$. If $a \neq c$ and $b \neq 0$ then let
\[ U(a, b, c) = \frac{1}{(|a-c|^2 + |b|^2)^{1/2}} \begin{pmatrix} b & (a-c)b/b \\ c-a & b \end{pmatrix}. \] \hfill \square
Lemma 3.4. Fix $n \in \mathbb{N}$, let $T \in \text{UTGRM}(n, \frac{1}{n})$ and let

$$D = \sum_{i=1}^{n} d(i) \otimes e(i, i; n) \in \mathcal{M}_n$$

be a diagonal random matrix. Suppose that $T$ and $D$ are independent matrix–valued random variables. Let $\pi$ be a permutation of $\{1, \ldots, n\}$ and let

$$D_\pi = \sum_{i=1}^{n} d(\pi(i)) \otimes e(i, i; n) \in \mathcal{M}_n. \quad (18)$$

Let $Z = D + T$ and $Z_\pi = D_\pi + T$. Then $Z$ and $Z_\pi$ have the same $**$–moments with respect to $\tau_n$.

Proof. We may without loss of generality assume that $\pi$ is a transposition of neighbors:

$$\begin{align*}
\pi(k) &= k + 1 \\
\pi(k + 1) &= k \\
\pi(j) &= j \quad \text{if } j \not\in \{k, k + 1\}.
\end{align*}$$

We will use Lemma 3.3 to show that there is a unitary random matrix, $V \in \mathcal{M}_n$, such that $V^* Z V$ has the same distribution as $Z_\pi$, and this will prove the theorem.

Recall that $\Omega$ is the usual probability space underlying our random matrices $\mathcal{M}_n$. For $\omega \in \Omega$ let $V(\omega)$ be the block diagonal matrix

$$V(\omega) = I_{k-1} \oplus U(d(k)(\omega), t(k, k + 1)(\omega), d(k + 1)(\omega)) \oplus I_{n-k-1}.$$ 

By this we mean that $V(\omega)$ has $k - 1$ ones down the diagonal, then a $2 \times 2$ block that is the matrix $U$ from Lemma 3.3, then $n - k - 1$ ones. Let $x(i, j)$ denote the $(i, j)$th entry of the random matrix $V^* Z V$. If we write

$$T = \sum_{1 \leq i < j \leq n} t(i, j) \otimes e(i, j; n)$$

then

$$\begin{align*}
x(i, j) &= 0 \quad \text{if } i > j \\
x(i, i) &= d(i) \quad \text{if } i \not\in \{k, k + 1\} \\
x(k, k) &= d(k + 1) \\
x(k + 1, k + 1) &= d(k) \\
x(k, k + 1) &= t(k, k + 1).
\end{align*}$$
Let
\[
\begin{pmatrix}
  u_{11} & u_{12} \\
  u_{21} & u_{22}
\end{pmatrix} = U(d(k)(\omega), t(k, k + 1)(\omega), d(k + 1)(\omega)).
\]

If \( i < k \) then
\[
x(i, k) = t(i, k)u_{11} + t(i, k + 1)u_{21}
x(i, k + 1) = t(i, k)u_{12} + t(i, k + 1)u_{22}
\]
and if \( j > k + 1 \) then
\[
x(k, j) = \overline{u_{11}}t(k, j) + \overline{u_{21}}t(k + 1, j)
x(k + 1, j) = \overline{u_{12}}t(k, j) + \overline{u_{22}}t(k + 1, j).
\]

In order to show that \( V^*ZV \) and \( Z_\pi \) have the same distribution, it is thus enough to show
(a) \( (x(i, j))_{1 \leq i < j \leq n} \) is an independent family of complex \( (0, 1/n) \)-Gaussian random variables;
(b) \( \{x(i, i) \mid 1 \leq i \leq n\} \) and \( \{x(i, j) \mid 1 \leq i < j \leq n\} \) are independent sets of random variables.

From the facts that
\[
\{d(i) \mid 1 \leq i \leq n\} \cup \{t(k, k + 1)\} \quad \text{and} \quad \{t(i, j) \mid 1 \leq i < j \leq n, (i, j) \neq (k, k + 1)\} \quad (19)
\]
are independent sets of random variables, each \( t(i, j) \) is complex \( (0, 1/n) \)-Gaussian and \( U \) is everywhere unitary and is independent from the right-hand set in (19), we see that
\[
(x(i, j))_{1 \leq i < j \leq n, (i, j) \neq (k, k + 1)} \quad (20)
\]
is an independent family of complex \( (0, 1/n) \)-Gaussian random variables. Moreover, the joint distribution of the family (20) is not changed by conditioning on the values of \( d(1), \ldots, d(n), t(k, k + 1) \). Hence
\[
\{d(i) \mid 1 \leq i \leq n\} \cup \{t(k, k + 1)\} \quad \text{and} \quad \{x(i, j) \mid 1 \leq i < j \leq n, (i, j) \neq (k, k + 1)\}
\]
are independent sets of random variables. But this implies that (a) and (b) hold. \( \square \)

**Lemma 3.5.** Let \( D \in M_n \) be a diagonal random matrix, let \( T \in UTGRM(n, \frac{1}{n}) \) and let \( Z = D + T \). Let \( \mu \) be the joint distribution of the \( n \) random variables, \( d(1), d(2), \ldots, d(n) \), in that order. For every permutation \( \pi \) of \( \{1, \ldots, n\} \) let \( \mu_\pi \) be the joint distribution of the random variables, \( d(\pi(1)), d(\pi(2)), \ldots, d(\pi(n)) \), in that order. Let \( A \) be a nonempty set of permutations of \( \{1, \ldots, n\} \) and let \( |A| \) denote the cardinality of \( A \). Consider the measure on
\[ \tilde{\mu} = \frac{1}{|A|} \sum_{\pi \in A} \mu_\pi. \]

Let \( \tilde{d}(1), \tilde{d}(2), \ldots, \tilde{d}(n) \in \mathcal{L} \) be random variables whose joint distribution is \( \tilde{\mu} \) and such that
\[
\{ \tilde{d}(i) \mid 1 \leq i \leq n \} \quad \text{and} \quad \{ t(i, j) \mid 1 \leq i < j \leq n \}
\]
are independent sets of random variables. Let
\[
\tilde{D} = \sum_{i=1}^{n} \tilde{d}(i) \otimes e(i, i; n) \in M_n
\]
and let \( \tilde{Z} = \tilde{D} + T(n) \). Then \( Z \) and \( \tilde{Z} \) have the same \( * \)-moments with respect to \( \tau_n \).

**Proof.** We may introduce a uniformly distributed \( A \)-valued random variable, \( \sigma \), that is independent from \( D \). Then \( \tilde{D} \) has the same distribution as the random matrix, \( D_\sigma \), which at a point \( \omega \in \Omega \) takes the value
\[
D_\sigma(\omega) = \sum_{i=1}^{n} d(\sigma(\omega)(i))(\omega) \otimes e(i, i; n).
\]
Now each \( * \)-moment of \( D_\sigma \) is the average over \( \pi \in A \) of the corresponding \( * \)-moments of the matrices \( D_\pi \) described in (18). By Lemma 3.4, each of these is in turn equal to the corresponding \( * \)-moment of \( D \).

Now we combine Theorem 3.2 and Lemma 3.5 to obtain this section’s main result.

**Theorem 3.6.** For each \( n \in \mathbb{N} \) let \( D_1(n), D_2(n) \in M_n \) be diagonal random matrices, let \( T(n) \in \text{UTGRM}(n, \frac{1}{n}) \) and let \( Z_i(n) = D_i(n) + T(n), (i = 1, 2) \). Suppose that \( Z_1(n) \) converges in \( * \)-moments as \( n \to \infty \). For \( i \in \{1, 2\} \) and \( n \in \mathbb{N} \) let \( \nu_i^{(n)} \) be the measure on \( C^n \) that is the joint distribution of the \( n \) diagonal entries of \( D_i(n) \), and let \( \tilde{\nu}_i^{(n)} \) be the symmetrization of \( \nu_i^{(n)} \). Suppose that for every \( p \in \mathbb{N} \) and every \( r(1), s(1), \ldots, r(p), s(p) \in \mathbb{N} \cup \{0\} \),
\[
\lim_{n \to \infty} \left( \int_{C^n} \lambda_1^{r(1)}(1) \lambda_2^{r(2)}(2) \cdots \lambda_p^{r(p)}(p) \tilde{\nu}_i^{(n)}(\lambda_1, \ldots, \lambda_n) \right. \\
- \left. \int_{C^n} \lambda_1^{r(1)}(1) \lambda_2^{r(2)}(2) \cdots \lambda_p^{r(p)}(p) \tilde{\nu}_i^{(n)}(\lambda_1, \ldots, \lambda_n) \right) = 0.
\]
Then also \( Z_2(n) \) converges in \( * \)-moments as \( n \to \infty \), and its limit \( * \)-moments are the same as those of \( Z_1(n) \).

## 4. Asymptotically Free Random Matrices

This section concerns asymptotic freeness of self-adjoint i.i.d. Gaussian random matrices \( Y(t, n) \) and certain diagonal random matrices that are independent from the \( Y(t, n) \), this
being a generalization of Voiculescu’s pioneering result \[15\], which concerned constant diagonal matrices. (See \[4\] and \[10\] for some other generalizations.) Just as, using a technique based on the polar decomposition, Voiculescu parlayed his asymptotic freeness results for Gaussian random matrices into asymptotic freeness results for Haar distributed random unitary matrices, so in this section do we prove asymptotic freeness of Haar distributed random unitary matrices $U(r, n)$ and certain random diagonal matrices that are independent from the $U(r, n)$. Finally, this section culminates in a result (Theorem \[4.6\]) about matrix models for ($\ast$–free families of) $R$–diagonal elements.

See Notation \[\ref{notations} \] for details of some terms used below.

**Notation 4.1.** (i) For a random matrix $X \in \mathcal{M}_n$, we will write $X \in \text{GRM}(n, \sigma^2)$, (the acronym is for “Gaussian random matrix”) if the entries $x_{ij}$ of $X$ ($1 \leq i, j \leq n$) satisfy that $(x_{ij})_{1 \leq i, j \leq n}$ is an independent family of random variables, each of which is complex $(0, \sigma^2)$–Gaussian. Thus $X \in \text{GRM}(n, \sigma^2)$ if and only if $X$ has density $(\pi \sigma^2)^{-n^2} \exp\left(-\frac{1}{2\sigma^2}\text{Tr}(X^*X)\right)$ with respect to Lebesgue measure on $\mathcal{M}_n(\mathbb{C})$.

(ii) Given $Y \in \mathcal{M}_n$ and $\sigma^2 > 0$, we will write $Y \in \text{SGRM}(n, \sigma^2)$ (“self–adjoint Gaussian random matrix”) if the entries $y_{ij}$ of $Y$ ($1 \leq i, j \leq n$) satisfy that $y_{ij} = \overline{y}_{ji}$ for all $i$ and $j$, that $y_{ij}$ is complex $(0, \sigma^2)$–Gaussian if $i \neq j$ and is real $(0, \sigma^2)$–Gaussian if $i = j$ and that $(y_{ij})_{1 \leq i, j \leq n}$ is an independent family of random variables. Thus $Y \in \text{SGRM}(n, \sigma^2)$ if and only if $Y$ has density $(\pi \sigma^2)^{-n^2/2} \exp\left(-\frac{1}{\sigma^2}\text{Tr}(Y^*Y)\right)$ with respect to Lebesgue measure on $\mathcal{M}_n^{sa}$.

(iii) Given $U \in \mathcal{M}_n$, we will write $U \in \text{HURM}(n)$, (“Haar unitary random matrix”) if $U$ is a random unitary matrix distributed according to Haar measure on the $n \times n$ unitary matrices.

We begin with a preliminary result that is essentially just a combination of Theorems 2.1 and 2.2 of \[13\], in the case of random diagonal matrices.

**Lemma 4.2.** Let $S$ and $T$ be sets. For any $n \in \mathbb{N}$ let $Y(s, n) \in \text{SGRM}(n, 1/n)$ ($s \in S$) and consider diagonal random matrices $D(t, n) \in \mathcal{M}_n$ ($t \in T$). Suppose that for some $t_0 \in T$, $D(t_0, n) = I_n$ ($n \in \mathbb{N}$), that $\{D(t, n) \mid t \in T\}$ is closed under multiplication ($n \in \mathbb{N}$) and that $\{D(t, n) \mid t \in T\}$ converges in moments as $n \to \infty$. Suppose that for every $n \in \mathbb{N}$

$$\left(\left\{D(t, n) \mid t \in T\right\}, \left\{\{Y(s, n)\}\right\}_{s \in S}\right) \tag{21}$$

is an independent family of sets of matrix–valued random variables. Finally, suppose that for every $m \in \mathbb{N}$, every $s_1, \ldots, s_m \in S$ and every $t_1, \ldots, t_m \in T$, the quantity

$$\left|\tau_n(Y(s_1, n)D(t_1, n) \cdots Y(s_m, n)D(t_m, n))\right| \tag{22}$$

remains bounded as $n \to \infty$. Then the following are equivalent:

(i) The family \[21\] of sets of noncommutative random variables is asymptotically free as $n \to \infty$. 

(ii) Whenever $m \in \mathbb{N}$ is even, $t_1, \ldots, t_m \in T$ are fixed and $\alpha : \{1, \ldots, m\} \to S$ is such that for every $s \in S$, $\alpha^{-1}(s)$ has either two or zero elements,

(a) if $\alpha(1) = \alpha(2)$ then

$$\lim_{n \to \infty} \left( \tau_n(Y(\alpha(1),n)D(t_1,n)Y(\alpha(2),n)D(t_2,n) \cdots Y(\alpha(m),n)D(t_m,n)) \right.$$

$$\left. - \tau_n(D(t_1,n)) \tau_n(D(t_2,n)Y(\alpha(3),n)D(t_3,n) \cdots Y(\alpha(m),n)D(t_m,n)) \right) = 0.$$

(b) If $\alpha(p) \neq \alpha(p + 1)$ for every $1 \leq p \leq m - 1$ and if $\alpha(m) \neq \alpha(1)$ then

$$\lim_{n \to \infty} \tau_n(Y(\alpha(1),n)D(t_1,n)Y(\alpha(2),n)D(t_2,n) \cdots Y(\alpha(m),n)D(t_m,n)) = 0.$$

Proof. We may without loss of generality suppose $S = \mathbb{N}$ and $T = \mathbb{N}$. That $(1) \implies (2)$ follows from the last paragraph of [13, 2.1] and the fact that the limit moments of each $Y(s,n)$ are those of a centered semicircle law with second moment 1.

To show $(2) \implies (1)$ we will use [13, 2.1] and an idea from the proof of [13, 2.2]. Let $\omega$ be a non-trivial ultraproduct on $\mathbb{N}$. On the algebra, $\mathbb{C}[\langle T_s \rangle_{s \in \mathbb{N}}, \langle A_t \rangle_{t \in \mathbb{N}}]$, of polynomials in noncommuting variables $(T_s)_{s \in \mathbb{N}}$ and $(A_t)_{t \in \mathbb{N}}$, let $\phi_\omega$ be the tracial linear functional defined by $\phi_\omega(p) = \lim_{n \to \omega} \tau_n(\pi_n(p))$, where $\pi_n : \mathbb{C}[\langle T_s \rangle_{s \in \mathbb{N}}, \langle A_t \rangle_{t \in \mathbb{N}}] \to \mathcal{M}_n$ is the algebra homomorphism defined by $\pi_n(T_s) = Y(s,n)$ and $\pi_n(A_t) = D(t,n)$. Let $\Delta$ denote the subalgebra of $\mathbb{C}[\langle T_s \rangle_{s \in \mathbb{N}}, \langle A_t \rangle_{t \in \mathbb{N}}]$ generated by 1 and $\{A_t \mid t \in \mathbb{N}\}$. We will check that the conditions 1° and 2° of [13, 2.1] hold for the sequence $(T_s)_{s \in \mathbb{N}}$ and the subalgebra $\Delta$ with respect to $\phi_\omega$. Note that every element of $\Delta$ is a linear combination of words of the form $A_{t_1}A_{t_2} \cdots A_{t_k}$ and that $\pi_n(A_{t_1}A_{t_2} \cdots A_{t_k}) = D(t,n)$ for some $t \in \mathbb{N}$. Moreover, $\pi_n(1) = D(1,n)$. Therefore $\pi_n(\Delta) = \text{span} \{D(t,n) \mid t \in \mathbb{N}\}$ and hence condition 1° of [13, 2.1] follows from the boundedness of (22) as $n \to \infty$.

To see that condition 2°a of [13, 2.1] holds, it suffices to see that if $m \in \mathbb{N}$ and if $\alpha : \{1, \ldots, m\} \to \mathbb{N}$ is such that $\alpha^{-1}(\{\alpha(1)\})$ has only one element and if $t_1, \ldots, t_m \in \mathbb{N}$ then

$$\forall n \in \mathbb{N} \quad \tau_n(Y(\alpha(1),n)D(t_1,n)Y(\alpha(2),n)D(t_2,n) \cdots Y(\alpha(m),n)D(t_m,n)) = 0. \quad (23)$$

But this follows from the independence of $Y(\alpha(1),n)$ from all the other matrices appearing in (23) and the fact that all entries of $Y(\alpha(1),n)$ have expectation zero.

Now conditions 2°b and 2°c of [13, 2.1] follow from the hypotheses (2a) and (2b). Therefore, by [13, 2.1], given an injection $\beta : \mathbb{N} \times \mathbb{N} \to \mathbb{N}$ and defining

$$X_{m,k} = k^{-1/2} \sum_{j=1}^{k} T_{\beta(m,j)},$$

...
the family of sets of noncommutative random variables,

$$\left(\Delta, \left\{ X_{m,k} \right\}_{m=1}^{\infty} \right)$$

is asymptotically free with respect to $\phi_{\omega}$ as $k \to \infty$. However, using the Gaussianity of the entries of the $Y(s, n)$, we see that for every $k \in \mathbb{N}$, $\left(\Delta, \left\{ X_{m,k} \right\}_{m=1}^{\infty} \right)$ has the same moments as $\left(\Delta, \left\{ T_{m} \right\}_{m=1}^{\infty} \right)$. Hence $\left(\Delta, \left\{ T_{m} \right\}_{m=1}^{\infty} \right)$ is free with respect to $\phi_{\omega}$. Since $\omega$ was arbitrary, and since each $Y(s, n)$ converges in moments as $n \to \infty$, this implies that

$$\left(\left\{ D(t, n) \mid t \in \mathbb{N}\right\}, \left\{ Y(s, n) \right\}_{s \in S} \right)$$

is asymptotically free as $n \to \infty$.

\[ \square \]

**Theorem 4.3.** Let $S$ and $T$ be sets. For $s \in S$ and $n \in \mathbb{N}$ let $Y(s, n) \in \text{SGRM}(n, \frac{1}{n})$. For $t \in T$ and $n \in \mathbb{N}$ let

$$D(t, n) = \sum_{i=1}^{n} d(i; n, t) \otimes e(i, i; n) \in \mathcal{M}_n$$

be a diagonal random matrix, and suppose that for some $t$ and every $n$, $D(1, n) = I_n$, that $\{D(t, n) \mid t \in T\}$ is closed under multiplication and that $\{D(t, n) \mid t \in T\}$ converges in moments as $n \to \infty$. Suppose that for every $n \in \mathbb{N}$

$$\left(\left\{ D(t, n) \mid t \in T\right\}, \left\{ Y(s, n) \right\}_{s \in S} \right)$$

is an independent family of sets of matrix–valued random variables. Assume further that

(i) for every $t \in T$ and every $1 \leq p < \infty$,

$$\sup_{n \in \mathbb{N}} \|d(i; n, t)\|_p < \infty;$$

(ii) for every $m, n \in \mathbb{N}$, $m \leq n$, every $t_1, \ldots, t_m \in T$ and every permutation, $\sigma$, of $\{1, \ldots, n\}$, the joint distribution of

$$d(1; n, t_1), d(2; n, t_2), \ldots, d(m; n, t_m))$$

is equal to the joint distribution of

$$d(\sigma(1); n, t_1), d(\sigma(2); n, t_2), \ldots, d(\sigma(m); n, t_m));$$
We will apply Lemma 4.2. Let us first show that the quantity (22) remains bounded as \( n \to \infty \) for every \( p \in \mathbb{N} \), every \( t_1, \ldots, t_p \in T \) and every \( p \)-tuple, \( (i_1, \ldots, i_p) \), of distinct, positive integers, we have

\[
\lim_{n \to \infty} \left( E(d(i_1; n, t_1)d(i_2; n, t_2) \cdots d(i_p; n, t_p)) - \prod_{j=1}^{p} E(d(i_j; n, t_j)) \right) = 0.
\]

Then the family

\[
\left( \{D(t, n) \mid t \in T\}, \{(Y(s, n))\}_{s \in S} \right)
\]

of sets of random variables converges in moments and is asymptotically free as \( n \to \infty \).

**Proof.** We will apply Lemma 4.2. Let us first show that the quantity (22) remains bounded as \( n \to \infty \). Write \( a(i, j; n, s) \) for the \((i, j)\)th entry of \( Y(s, n) \). We have

\[
\tau_n(Y(s_1, n)D(t_1, n) \cdots Y(s_m, n)D(t_m, n)) =
\]

\[
= n^{-1} \sum_{i_1, \ldots, i_m \in \{1, \ldots, n\}} E(d(i_1; n, t_1)d(i_2; n, t_2) \cdots d(i_m; n, t_m)) \cdot
\]

\[
\cdot E(a(i_0, i_1; n, s_1)a(i_1, i_2; n, s_2) \cdots a(i_{m-1}, i_m; n, s_m)),
\]

where \( i_0 = i_m \). Using the generalized Hölder inequality, we have

\[
|E(d(i_1; n, t_1) \cdots d(i_m; n, t_m))| \leq \|d(i_1; n, t_1) \cdots d(i_m; n, t_m)\|_1 \leq \prod_{j=1}^{m} \|d(i_j; n, t_j)\|_m.
\]  

But by the assumption (i), there is \( c_2 > 0 \) such that

\[
\forall n \in \mathbb{N} \quad \forall i_1, \ldots, i_m \in \{1, \ldots, n\}, \quad \prod_{j=1}^{m} \|d(i_j; n, t_j)\|_m \leq c_2.
\]

Now consider

\[
E(a(i_0, i_1; n, s_1)a(i_1, i_2; n, s_2) \cdots a(i_{m-1}, i_m; n, s_m)).
\]

From the nature of the entries \( a(i, j; n, s) \), we see that the quantity (27) can be nonzero only if there is a bijection \( \gamma : \{1, \ldots, m\} \to \{1, \ldots, m\} \) such that \( \gamma^2 = \text{id} \), \( \gamma \) has no fixed points and

\[
\forall j \in \{1, \ldots, m\}, \quad s_j = s_{\gamma(j)}, \quad i_j = i_{\gamma(j)-1}, \quad i_{j-1} = i_{\gamma(j)}.
\]

One also calculates

\[
| E(a(i_0, i_1; n, s_1)a(i_1, i_2; n, s_2) \cdots a(i_{m-1}, i_m; n, s_m)) | \leq \prod_{j=1}^{m} \|a(i_j-1, i_j; n, s_j)\|_m
\]

\[
\leq n^{-m/2} \left( \frac{m}{2} \right)!
\]
Let us call a bijection, \( \gamma \), of \( \{1, \ldots, m\} \) without fixed points and such that \( \gamma^2 = \text{id} \), a *pairing* of \( \{1, \ldots, m\} \) and for every pairing \( \gamma \) let

\[
\Theta(\gamma) = \{(i_1, \ldots, i_m) \in \{1, \ldots, n\}^m \mid \forall j \in \{1, \ldots, m\}, i_j = i_{\gamma(j)-1}, i_{j-1} = i_{\gamma(j)}\}.
\]

From the above estimates we obtain

\[
|\tau_n(Y(s_1, n)D(t_1, n) \cdots Y(s_m, n)D(t_m, n))| \leq c_2 \left(\frac{m}{2}\right)! n^{-\left(\frac{m}{2}+1\right)} \sum_{\gamma} |\Theta(\gamma)|, \tag{28}
\]

where the sum is over all pairings, \( \gamma \) of \( \{1, \ldots, m\} \). To each pairing we associate the quotient graph, \( G_\gamma \), of the clockwise oriented \( m \)-gon graph obtained by identifying with opposite orientation each pair of \( j \)th edges. The resulting graph has \( m/2 \) edges, hence at most \( \frac{m}{2} + 1 \) vertices. Consequently \( |\Theta(\gamma)| \leq n^{\frac{m}{2}+1} \), and the quantity in (28) is bounded by \( c_2 \left(\frac{m}{2}\right)! \) times the number of pairings, which is finite and independent of \( n \). This shows that the quantities (22) remain bounded as \( n \to \infty \).

We now show that (24) and (25) of Lemma 1.2 are satisfied. Let \( \alpha \) be as described there. Then

\[
\tau_n(Y(\alpha(1), n)D(t_1, n) \cdots Y(\alpha(m), n)D(t_m, n)) =
\]

\[
= n^{-1} \sum_{i_1, \ldots, i_m \in \{1, \ldots, n\}} E(d(i_1; n, t_1)d(i_2; n, t_2) \cdots d(i_m; n, t_m)) \cdot
\]

\[
E(a(i_0, i_1; n, \alpha(1))a(i_1, i_2; n, \alpha(2)) \cdots a(i_{m-1}, i_m; n, \alpha(m))},
\]

where we let \( i_0 = i_m \). Consider the clockwise oriented \( m \)-gon graph, label the edges consecutively \( e_1, e_2, \ldots, e_m \) and the vertices \( v_1, v_2, \ldots, v_m \) so that the vertices of the edge \( e_j \) are \( v_{j-1} \) and \( v_j \) (mod \( m \)). Let \( G \) be the quotient of the \( m \)-gon graph obtained by identifying edges \( j \) and \( \alpha(j) \) with opposite orientation, \( 1 \leq j \leq m \). The resulting identification of vertices of the \( m \)-gon graph gives an equivalence relation \( \sim \) on \( \{v_1, \ldots, v_m\} \) whose equivalence classes \( F_1, F_2, \ldots, F_{k(G)} \) are precisely the lists of indices labeling the \( k(G) \) vertices of \( G \). The expression

\[
E(a(i_0, i_1; n, \alpha(1))a(i_1, i_2; n, \alpha(2)) \cdots a(i_{m-1}, i_m; n, \alpha(m))}
\]

in (29) is nonzero if and only if whenever \( 1 \leq p, q \leq m \) and \( v_p \sim v_q \) then \( i_p = i_q \), and then the value of (30) is \( n^{-m/2} \). For each equivalence class \( F_j = \{v_{p(1)}, v_{p(2)}, \ldots, v_{p(r_j)}\} \) of \( \sim \) there is \( t'_j \in T \) so that \( D(t'_j, n) = D(t_{p(1)}, n)D(t_{p(2)}, n) \cdots D(t_{p(r_j)}, n) \); for \( p \in \{1, \ldots, n\} \) let \( d(p; n, t'_j) \) be the \( p \)th diagonal entry of \( D(t'_j, n) \). Thus

\[
\tau_n(Y(\alpha(1), n)D(t_1, n) \cdots Y(\alpha(m), n)D(t_m, n)) =
\]

\[
= n^{-\left(\frac{m}{2}+1\right)} \sum_{p_1, \ldots, p_{k(G)} \in \{1, \ldots, n\}} E(d(p_1; n, t'_{1})d(p_2; n, t'_{2}) \cdots d(p_{k(G)}; n, t'_{k(G)})). \tag{31}
\]
Moreover, an analysis of the quotient graph $G$ of the same notation as in (31), shows that $\alpha$ given by

$$E(d(p_1; n, t'_1)d(p_2; n, t'_2) \cdots d(p_{k(G)}; n, t'_{k(G)}))$$

in (31) are uniformly bounded in modulus. Moreover, because $G$ has $m/2$ edges, it follows that $k(G) \leq \frac{m}{2} + 1$. If $\alpha$ satisfies the hypothesis in (23) of Lemma 4.2, then every vertex of the $m$-gon graph is equivalent to at least one other vertex, so $k(G) \leq m/2$ and the quantity (31) tends to zero as $n \to \infty$, as required. We have proved that (23) of Lemma 4.2 is satisfied. (In fact, a similar analysis shows that the limit moment is zero unless the pairing of $\{1, \ldots, m\}$ given by $\alpha$ is non-crossing — this was examined in a slightly different context in [4], but unfortunately without the benefit of the idea of a non-crossing pairing.)

Suppose that $\alpha$ satisfies the hypothesis in (23) of Lemma 4.2, namely that $\alpha(1) = \alpha(2)$. We are interested in the limit of the moment (31) as $n \to \infty$. As the number of terms in the sum (31) where $p_i = p_j$ for some $i \neq j$ becomes negligibly small compared to $n^{\frac{m}{2}+1}$ as $n \to \infty$, we may in (31) sum over only all distinct choices of $p_1, \ldots, p_{k(G)} \in \{1, \ldots, n\}$. The assumption $\alpha(1) = \alpha(2)$ implies that $v_1$ is not equivalent to any other vertex under $\sim$. Therefore, renumbering if necessary, we may take $F_1 = \{v_1\}$ and hence $t'_1 = t_1$. By hypotheses (ii) and (iii), we have that

$$\delta_n \overset{def}{=} E(d(p_1; n, t'_1)d(p_2; n, t'_2) \cdots d(p_{k(G)}; n, t'_{k(G)}))$$

$$- E(d(p_1; n, t_1))E(d(p_2; n, t'_2) \cdots d(p_{k(G)}; n, t'_{k(G)}))$$

is independent of the choice of distinct $p_1, \ldots, p_{k(G)} \in \{1, \ldots, n\}$ and that $\delta_n \to 0$ as $n \to \infty$. Moreover, an analysis of the quotient graph $G$ similar to that used to obtain (31), and keeping the same notation as in (31), shows that

$$\tau_n(D(t_2, n)Y(\alpha(3), n)D(t_3, n) \cdots Y(\alpha(m), n)D(t_m, n)) =$$

$$= n^{-\frac{m}{2}} \sum_{p_2, \ldots, p_{k(G)} \in \{1, \ldots, n\}} E(d(p_2; n, t'_2) \cdots d(p_{k(G)}; n, t'_{k(G)})).$$

But then

$$n^{-\left(\frac{m}{2} + 1\right)} \sum_{p_1, \ldots, p_{k(G)} \in \{1, \ldots, n\}} E(d(p_1; n, t_1))E(d(p_2; n, t'_2) \cdots d(p_{k(G)}; n, t'_{k(G)}))$$

$$= \left(n^{-1} \sum_{p_1 = 1}^{n} E(d(p_1; n, t_1))\right) \left(n^{-\frac{m}{2}} \sum_{p_2, \ldots, p_{k(G)} \in \{1, \ldots, n\}} E(d(p_2; n, t'_2) \cdots d(p_{k(G)}; n, t'_{k(G)}))\right)$$

$$= \tau_n(D(t_1, n))\tau_n(D(t_2, n)Y(\alpha(3), n)D(t_3, n) \cdots Y(\alpha(m), n)D(t_m, n)).$$

Taking the limit as $n \to \infty$, we can at will require $p_i$’s to be distinct and then relax this requirement; using that $\delta_n \to 0$, we obtain the conclusion of (2a) of Lemma 4.2.
Following Voiculescu’s proof \cite[Theorem 3.8]{15}, we will use polar decomposition to extend the asymptotic freeness result of Theorem \ref{thm:4.3} to include also Haar distributed random unitary matrices.

**Theorem 4.4.** Let \( R, S \) and \( T \) be sets. For every \( n \in \mathbb{N} \) and \( s \in S \) let \( Z(s, n) \in \text{GRM}(n, \frac{1}{n}) \) and for every \( r \in R \) let \( U(r, n) \in \text{HURM}(n) \); furthermore, for every \( t \in T \) let

\[
D(t, n) = \sum_{i=1}^{n} d(i; n, t) \otimes e(i, i; n) \in \mathcal{M}_n
\]

be diagonal random matrices such that the family \((D(t, n))_{t \in T}\) is closed under multiplication and converges in moments as \( n \to \infty \); assume further that the entries \( d(i; n, t) \) satisfy the conditions (i), (ii) and (iii) of the statement of Theorem \ref{thm:4.3}. Suppose that

\[
\left( \{Z(s, n)\}_{s \in S}, \{U(r, n)\}_{r \in R}, \{D(t, n) \mid t \in T\} \right)
\]

is an independent family of sets of matrix–valued random variables. Then the family

\[
\left( \{Z(s, n)\}_{s \in S}, \{U(r, n)\}_{r \in R}, \{D(t, n) \mid t \in T\} \right)
\]

of sets of noncommutative random variables converges in moments and is asymptotically free as \( n \to \infty \). Furthermore, each \( Z(s, n) \) converges in \(*\)-moments to a circular element and each \( U(r, n) \) converges in \(*\)-moments to a Haar unitary, as \( n \to \infty \).

**Proof.** We shall use Theorem \ref{thm:4.3} and adapt the proof of \cite[Theorem 3.8]{15} to our situation.

**Claim 4.4.1.** The family

\[
\left( \{Z(s, n)^*, Z(s, n)\}_{s \in S}, \{D(t, n) \mid t \in T\} \right)
\]

of sets of random variables is asymptotically free as \( n \to \infty \).

**Proof.** With

\[
\begin{align*}
\text{Re } Z(s, n) &= \frac{Z(s, n) + Z(s, n)^*}{2} \\
\text{Im } Z(s, n) &= \frac{Z(s, n) - Z(s, n)^*}{2i},
\end{align*}
\]

each of \( \text{Re } Z(s, n) \) and \( \text{Im } Z(s, n) \) is in \( \text{SGRM}(n, \frac{1}{2n}) \) and

\[
\left( \{\text{Re } Z(s, n)\}_{s \in S}, \{\text{Im } Z(s, n)\}_{s \in S}, \{D(t, n) \mid t \in T\} \right)
\]

is an independent family of sets of matrix–valued random variables. Thus, by Theorem \ref{thm:4.3}, each \( \text{Re } Z(s, n) \) and each \( \text{Im } Z(s, n) \) converges in moments to a semicircular element and the family \((34)\) is asymptotically free as \( n \to \infty \). This proves Claim 4.4.1. \( \square \)
Now take $W(r,n) \in \text{GRM}(n, 1/n)$ so that

$$\left(\left\{\{W(r,n)\}\right\}_{r \in R}, \left(\{Z(s,n)\}\right)_{s \in S}, \{D(t,n) \mid t \in T\}\right)$$

is an independent family of sets of matrix–valued random variables. By Claim 4.4.1,

$$\left(\left\{(W(r,n)^*, W(r,n))\right\}_{r \in R}, \left(\{Z(s,n)^*, Z(s,n)\}\right)_{s \in S}, \{D(t,n) \mid t \in T\}\right)$$

(35)
is asymptotically free as $n \to \infty$. If $W(r,n) = V (W(r,n)^*W(r,n))^{1/2}$ is the polar decomposition of $W(r,n)$, then $V$ is almost everywhere a unitary, and is distributed according to Haar measure on the group of $n \times n$ unitaries. Therefore, letting $U(r,n)$ be the polar part, $V$, of $W(r,n)$, these random unitary matrices satisfy the hypotheses of the theorem. We will follow the proof of [15, Theorem 3.8] to show the asymptotic freeness of (33).

For $\epsilon > 0$ let $Y_t(r,n) = W(r,n)(\epsilon + W(r,n)^*W(r,n))^{-1/2}$.

**Claim 4.4.2.** For every $\epsilon > 0$, the family

$$\left(\left\{(Y_t(r,n)^*, Y_t(r,n))\right\}_{r \in R}, \left(\{Z(s,n)^*, Z(s,n)\}\right)_{s \in S}, \{D(t,n) \mid t \in T\}\right)$$

(36)
is asymptotically free as $n \to \infty$.

**Proof.** Given $A \in \mathcal{M}_n$ and $1 \leq p < \infty$, let $|A|_p = (\tau_n(A^*A)^{p/2})^{1/p}$; moreover, let $|A|_\infty$ be the essential supremum of the operator norm of $A$ evaluated at points of the underlying probability space. Let $q$ be a noncommutative monomial in $d = 2a + 2b + c$ variables (for nonegative integers $a,b,c$), with coefficient equal to 1. Let $0 < \delta \leq 1$. By Step I of the proof of [15, 3.8], letting $f$ be the function $f(t) = (\epsilon + t)^{-1/2}$, there is a polynomial $Q_\delta$ such that, letting

$$A_\delta(r,n) = W(r,n)Q_\delta(W(r,n)^*W(r,n)), $$

we have

$$\lim_{n \to \infty} \sup_{t \in T} |A_\delta(r,n) - Y_t(r,n)|_d < \delta.$$

Because $|Y_t(r,n)|_d \leq |Y_t(r,n)|_\infty \leq 1$, it follows that $|A_\delta(r,n)|_d < 1 + \delta$.

The assumption (i) of Theorem 1.3 on the entries of $D(t,n)$ implies that for all $p \geq 1$ and for all $t \in T$, $\sup_n |D(t,n)|_p < \infty$. Moreover, the convergence in $*$-moments as $n \to \infty$ of $Z(s,n)$ implies that $\sup_{n \geq 1} |Z(s,n)|_p < \infty$ whenever $p$ is an even integer; however, as $|Z(s,n)|_p$ is increasing in $p$, this holds for all $1 \leq p < \infty$. Fix $r_1, \ldots, r_a \in R$, $s_1, \ldots, s_b \in S$, $t_1, \ldots, t_c \in T$ and let

$$R_1(n,\epsilon) = q \left( (Y_t(r_i,n)^{a_{i=1}})^{a_{i=1}}, (Y_t(r_i,n)^{a_{i=1}})^{a_{i=1}}, (Z(s_i,n)^{b_{i=1}})^{b_{i=1}}, (Z(s_i,n)^{b_{i=1}})^{b_{i=1}}, (D(t_i,n)^{c_{i=1}})^{c_{i=1}} \right),$$

$$R_2(n,\epsilon,\delta) = q \left( (A_\delta(r_i,n)^{a_{i=1}})^{a_{i=1}}, (A_\delta(r_i,n)^{a_{i=1}})^{a_{i=1}}, (Z(s_i,n)^{b_{i=1}})^{b_{i=1}}, (Z(s_i,n)^{b_{i=1}})^{b_{i=1}}, (D(t_i,n)^{c_{i=1}})^{c_{i=1}} \right).$$
We may choose a constant $K$ independent of $\delta$ and large enough so that
\[
\forall i \in \{1, \ldots, b\} \quad \limsup_{n \to \infty} |Z(s_i, n)|_d < K \tag{37}
\]
\[
\forall i \in \{1, \ldots, c\} \quad \limsup_{n \to \infty} |D(t_i, n)|_d < K \tag{38}
\]
Using Hölder’s inequality we find
\[
\limsup_{n \to \infty} |R_1(n, \epsilon) - R_2(n, \epsilon, \delta)|_1 \leq 2aK^{2b+c}(1 + \delta)^{2a-1}\delta,
\]
and therefore
\[
\lim_{\delta \to 0} \limsup_{n \to \infty} |\tau_n(R_1(n, \epsilon)) - \tau_n(R_2(n, \epsilon, \delta))| = 0. \tag{39}
\]
The asymptotic freeness of
\[
\left(\{A_\delta(r, n)^*, A_\delta(r, n)\}\right)_{r \in R}, \left(\{Z(s, n)^*, Z(s, n)\}\right)_{s \in S}, \{D(t, n) | t \in T\}
\]
follows from that of (33); this together with (39) implies the asymptotic freeness of (36), and claim 4.4.2 is proved. \(\square\)

Step III of the proof of [13, 3.8] shows that for every $\theta > 0$ there is $\epsilon_0 > 0$ such that
\[
\limsup_{n \to \infty} |Y_\epsilon(r, n) - U(r, n)|_d < \theta \tag{40}
\]
whenever $0 < \epsilon \leq \epsilon_0$. Let again $q$ be a noncommutative monomial having coefficient equal to 1 and with degree $d = 2a + 2b + c$, and let $r_1, \ldots, r_a \in R$, $s_1, \ldots, s_b \in S$, $t_1, \ldots, t_c \in T$. Let
\[
R_3(n) = q\left(\left(U(r_i, n)^*\right)_{i=1}^a, \left(U(r_i, n)\right)_{i=1}^a, \left(Z(s_i, n)^*\right)_{i=1}^b, \left(Z(s_i, n)\right)_{i=1}^b, \left(D(t_i, n)\right)_{i=1}^c\right)
\]
Letting $K$ be a constant so that (37) and (38) hold, we easily see using (40) and Hölder’s inequality that if $0 < \epsilon \leq \epsilon_0$ then
\[
\limsup_{n \to \infty} |R_1(n, \epsilon) - R_3(n)|_1 \leq 2aK^{2b+c}\theta.
\]
Therefore
\[
\lim_{\epsilon \to 0} \limsup_{n \to \infty} |\tau_n(R_1(n, \epsilon)) - \tau_n(R_3(n))| = 0.
\]
This, together with Claim 4.4.2 shows that the family (33) is asymptotically free as $n \to \infty$ and finishes the proof of the theorem. \(\square\)

The following sort of result is standard, but a proof is provided here for completeness.
Lemma 4.5. Let \((A, \phi)\) be a \(W^*\)–noncommutative probability space, let \(B\) be a unital subalgebra of \(A\), let \(S\) be a set and for every \(s \in S\) let \(v_s \in A\) be a unitary with \(\phi(v_s) = 0\). Suppose the family

\[
\left( B, \{ \{v_s^*, v_s\} \}_{s \in S} \right)
\]

of \(|S| + 1\) sets of noncommutative random variables is free. Then the family

\[
(v_s B v_s^*)_{s \in S}
\]

of unital subalgebras of \(A\) is free.

Proof. From \(*\)–freeness of \(B\) and \(v_s\) we get \(\phi(v_s b v_s^*) = \phi(b)\) for every \(b \in B\). Let \(n \in \mathbb{N}\) and let \(s_1, \ldots, s_n \in S\) be so that \(s_j \neq s_{j+1}\) for every \(j \in \{1, \ldots, n - 1\}\). For every \(j \in \{1, \ldots, n\}\) let \(b_j \in B\) be such that \(\phi(b_j) = 0\). In order for freeness of \((42)\) to hold, it will suffice that

\[
\phi((v_{s_1} b_1 v_{s_1}^*)(v_{s_2} b_2 v_{s_2}^*) \cdots (v_{s_n} b_n v_{s_n}^*)) = 0.
\]

But the above equality follows directly from freeness of \((41)\).

Now we apply the asymptotic freeness results proved previously in this section to give some matrix models for \((\ast\)–free families of) \(R\)–diagonal elements.

Theorem 4.6. Let \(S\) be a set and for every \(s \in S\) let \(X_s(n) \in M_n\) and let \(\sigma_{s,n}\) be the symmetrized joint distribution of the eigenvalues of \((X_s^*(n) X_s(n))^{1/2}\). Given \(p \in \{1, \ldots, n\}\), let \(\sigma_{s,n}^{(p)}\) be the marginal distribution of \(\sigma_{s,n}\) corresponding to \(p\) of the variables. Suppose that for a compactly supported measure \(\rho_s\) on \(\mathbb{R}_+\) and for every \(p \in \mathbb{N}\), \(\sigma_{s,n}^{(p)}\) converges in moments as \(n \to \infty\) to the product measure \(\times_{1}^{p} \rho_s\). Suppose also that for any non–random \(n \times n\) unitary matrix \(U\), the distributions of \(UX_s(n)\) and of \(X_s(n)\) are the same.

(i) Fix \(s \in S\). Then \(X_s(n)\) converges in \(\ast\)–moments to an element \(u_s h_s\) of a noncommutative probability space, where \(u_s\) is a Haar unitary, \(h_s \geq 0\), \(h_s\) has the same moments as the measure \(\rho_s\) and where the pair \(\{u_s, u_s^*\}, \{h_s\}\) of sets of noncommutative random variables is free.

(ii) Suppose in addition that

\[
(X_s(n))_{s \in S}
\]

is a mutually independent family of matrix–valued random variables and that the joint \(*\)–moments of \((43)\) are the same as the joint \(*\)–moments of

\[
(U_s^{(1)} X_s(n) U_s^{(2)})_{s \in S}
\]

whenever \(U_s^{(1)}\) and \(U_s^{(2)}\) are non–random unitary matrices, \((s \in S)\). Then the family \((43)\) is asymptotically \(*\)–free as \(n \to \infty\).
Proof. For brevity we shall prove parts (i) and (ii) simultaneously; while proving (i), we may from the outset assume that the stronger hypotheses of (ii) hold, because if we require $S$ to be a single element then they will in any case be satisfied. We may write $X_s(n) = V_s(n)H_s(n)$ where $V_s(n)$ is a random unitary matrix and $H_s(n) = (X_s(n)^*X_s(n))^{1/2}$. For every $s \in S$ let $W_s(n)$ be a random unitary matrix so that $D_s(n) = W_s(n)^*H_s(n)W_s(n)$ is diagonal, so that the joint distribution of the diagonal entries of $D_s(n)$ is invariant under all permutations of the $n$ variables and so that

$$(\{D_s(n), V_s(n), W_s(n)\})_{s \in S}$$

is a mutually independent family of sets of matrix–valued random variables. Let $U_{s(1)}(n), U_{s(2)}(n) \in \text{HURM}(n)$ be so that

$$(\{H_s(n), V_s(n), W_s(n)\})_{s \in S}, (\{U_{s(1)}(n)\})_{s \in S}, (\{U_{s(2)}(n)\})_{s \in S}$$

is a mutually independent family of sets of matrix–valued random variables. It follows from the hypotheses of (ii) that

$$(U_{s(1)}(n)X_s(n)U_{s(2)}(n))_{s \in S}$$

has the same joint $*$–moments as the family $\text{[43]}$. We have

$$U_{s(1)}(n)X_s(n)U_{s(2)}(n) = (U_{s(1)}(n)V_s(n)U_{s(2)}(n))(U_{s(2)}(n)^*W_s(n)D_s(n)W_s(n)^*U_{s(2)}(n)).$$

Let

$$\tilde{V}_s(n) = U_{s(1)}(n)V_s(n)U_{s(2)}(n)$$

$$\tilde{W}_s(n) = U_{s(2)}(n)^*W_s(n).$$

Then $\tilde{V}_s(n), \tilde{W}_s(n) \in \text{HURM}(n)$ and

$$(\{D_s(n)\}_{s \in S}, (\tilde{V}_s(n))_{s \in S}, (\tilde{W}_s(n))_{s \in S})$$

is an independent family of matrix–valued random variables.

Let

$$\Delta(n) = \{I_n\} \cup \{D_{s_1}(n)D_{s_2}(n)\cdots D_{s_q}(n) \mid q \in \mathbb{N}, s_1, \ldots, s_q \in S\}.$$ 

By hypothesis, each $D_s(n)$ converges in moments as $n \to \infty$. Since $\Delta(n)$ forms a commuting family of self–adjoint random matrices, and since the family

$$(D_s(n))_{s \in S},$$

is independent, it follows that $\Delta(n)$ converges in moments as $n \to \infty$; moreover, the subfamily $\text{[10]}$ converges in $*$–moments to a family $(d_s)_{s \in S}$ is some $W^*$–noncommutative probability
We shall show that the entries of the set $\Delta(n)$ of diagonal random matrices satisfy the properties (i), (ii) and (iii) in the statement of Theorem 4.3. Let $d_s(i,n)$ denote the $i$th diagonal entry of $D_s(n)$. Note that $E(d_s(i,n)^k)$ stays bounded (in fact converges) as $n \to \infty$, for every $k \in \mathbb{N}$ and $s \in S$. This, together with the independence of the family (46), implies condition (i). Condition (ii) follows from the independence of (46) and the fact that the joint distribution of the diagonal entries of each $D_s(n)$ is invariant under permutations of the $n$ variables. Because $\sigma_s^{(p)}$ converges to a product measure, we have for every $s \in S, m \in \mathbb{N}, k_1, \ldots, k_m \in \mathbb{N}$ and every $p$–tuple $(i_1, i_2, \ldots, i_m)$ of distinct, positive integers, that

$$
\lim_{n \to \infty} \left( E(d_s(i_1,n)^{k_1}d_s(i_2,n)^{k_2} \cdots d_s(i_m,n)^{k_m}) - \prod_{j=1}^{m} E(d_s(i_j,n)^{k_j}) \right) = 0.
$$

This together with the independence of (46) implies condition (iii). Hence we conclude from Theorem 4.3 that

$$
\left( \{D_s(n) \mid s \in S\}, \left\{ \{\tilde{V}_s(n)^*, \tilde{V}_s(n)\} \right\}_{s \in S}, \left\{ \{\tilde{W}_s(n)^*, \tilde{W}_s(n)\} \right\}_{s \in S} \right)
$$

is asymptotically free as $n \to \infty$. Therefore the family (43) converges in $*$–moments to a family

$$
((d_s)_{s \in S}, (v_s)_{s \in S}, (w_s)_{s \in S})
$$

in some $W^*$–noncommutative probability space, where the joint $*$–moments of $(d_s)_{s \in S}$ are as described above, where each $v_s$ and each $w_s$ is a Haar unitary and where

$$
\left( \{d_s \mid s \in S\}, \left\{ \{v_s^*, v_s\} \right\}_{s \in S}, \left\{ \{w_s^*, w_s\} \right\}_{s \in S} \right)
$$

is free. Therefore, the family (43) converges in $*$–moments as $n \to \infty$ to the family

$$
(v_s(w_s d_s w_s^*))_{s \in S}.
$$

It is clear that $w_s d_s w_s^*$ has the same moments as $d_s$, namely the same moments as the measure $\sigma_s$. From the freeness of (48) and Lemma 1.3, it follows that the family

$$
((v_s)_{s \in S}, (w_s d_s w_s^*)_{s \in S})
$$

is $*$–free, and the theorem is proved.
5. Upper triangular representations of circular free Poisson elements

In this section, the random matrix results of §3 and §4 are used, together with results of Dyson and others, to give upper triangular matrix models of circular free Poisson elements, and finally to give an upper triangular realization of a circular free Poisson element. An outline of the contents of this section is as follows: a first intermediate goal is a unitarily invariant matrix model for a circular free Poisson element (Theorem 5.4); next, a result of Dyson is quoted (Theorem 5.5) and used to convert the unitarily invariant matrix model to an upper triangular matrix model for a circular free Poisson element (Corollary 5.6); then the diagonal elements of this upper triangular matrix model are decoupled and desymmetrized so as to yield, in the limit as matrix size increases without bound, a triangular realization of a circular free Poisson element (Theorem 5.10).

The following is due to Bronk [1]; see also [7, §5].

Theorem 5.1. Let \( c \geq 1 \) and let \( Y \) be an \( n \times n \) random matrix whose density with respect to Lebesgue measure on \( M_n(\mathbb{C}) \) is

\[
K_{c,n}^{(1)} |\det Y|^{2(c-1)n} \exp \left( -n \text{Tr}(Y^*Y) \right),
\]

where \( K_{c,n}^{(1)} \) is a constant. Then the symmetrized joint distribution of the eigenvalues of \( Y^*Y \) has density

\[
K_{c,n}^{(2)} \left( \prod_{i=1}^{n} \lambda_i \right)^{2(c-1)n} \left( \prod_{1 \leq i < j \leq n} (\lambda_i - \lambda_j)^2 \right) \exp \left( -n \sum_{i=1}^{n} \lambda_i \right)
\]

with respect to Lebesgue measure on \( (\mathbb{R}_+)^n \), where \( K_{c,n}^{(2)} \) is a constant.

The next theorem is a corollary of a result of Hewitt and Savage [8].

Theorem 5.2. Let \((\Omega, E)\) be a standard Borel space. Let \( \sigma \) be a Borel probability measure on the product set \( \Omega^\mathbb{N} = \prod_{n=1}^{\infty} \Omega \) endowed with the product topology. Let \( \sigma_1 \) and \( \sigma_2 \) be the probability measures on \( \Omega \) and \( \Omega \times \Omega \), respectively, determined by

\[
\sigma_1(A) = \sigma(A \times \Omega \times \Omega \times \cdots), \quad A \in E
\]

\[
\sigma_2(A_1 \times A_2) = \sigma(A_1 \times A_2 \times \Omega \times \Omega \times \cdots), \quad A_1, A_2 \in E.
\]

Suppose that

(i) \( \sigma \) is invariant under all finite permutations of coordinates in \( \Omega^\mathbb{N} \), (i.e. those permutations leaving all but finitely many coordinates fixed);

(ii) \( \sigma_2 = \sigma_1 \times \sigma_1 \).

Then \( \sigma \) is equal to the product measure \( \prod_{n=1}^{\infty} \sigma_1 \).

Proof. Since any noncountable standard Borel space is Borel isomorphic to the unit interval, and since \((\mathbb{N}, 2^\mathbb{N})\) is Borel isomorphic to the one–point compactification of \( \mathbb{N} \), it is no loss
of generality to assume that $\Omega$ is a separable compact Hausdorff space and $E$ is the Borel $\sigma$–algebra associated to this topology.

For any compact set $K$, let $P(K)$ denote the set of Borel probability measures on $K$. Consider the following subsets of $P(\Omega^N)$:

\[ \tilde{P} = \{ \prod_{n=1}^{\infty} \mu | \mu \in P(\Omega) \} , \]

\[ \tilde{S} = \{ \nu \in P(\Omega^N) | \nu \text{ is invariant under all finite permutations of the coordinates of } \Omega^N \} . \]

Clearly $\tilde{P} \subseteq \tilde{S}$. By [8, Theorem 7.2], every $\nu \in \tilde{S}$ has a representation

\[ \nu = \int_{P(\Omega)} \left( \prod_{n=1}^{\infty} \mu \right) d\rho(\mu) , \]

for a unique $\rho \in P(P(\Omega))$. In fact, (see [13, Theorem 3.1]), $\tilde{P}$ is the set of extreme points of the compact simplex $\tilde{S}$.

Now let $\sigma$ be as in the formulation of the theorem. Using hypothesis (i) we have

\[ \sigma = \int_{P(\Omega)} \left( \prod_{n=1}^{\infty} \mu \right) d\rho(\mu) \]

for a unique $\rho \in P(P(\Omega))$. In particular

\[ \sigma_1 = \int_{P(\Omega)} \mu d\rho(\mu) \quad \text{and} \quad \sigma_2 = \int_{P(\Omega)} (\mu \times \mu) d\rho(\mu) . \]

By the assumption on $\Omega$, the space $C(\Omega)$ of complex valued continuous functions on $\Omega$ is a separable Banach space (in the uniform norm), so we may let $F$ be a countable dense subset of $C(\Omega)$. Given $f \in C(\Omega)$ and $\lambda \in P(\Omega)$ let us write

\[ \lambda(f) = \int_{\Omega} f d\lambda . \]

With this notation, we have for all $f \in F$,

\[ \int_{P(\Omega)} |\mu(f) - \sigma_1(f)|^2 d\rho(\mu) \]

\[ = \int_{P(\Omega)} (\mu \times \mu)(f \otimes \overline{f}) d\rho(\mu) - 2 \text{Re} \left( \overline{\sigma_1(f)} \int_{P(\Omega)} \mu(f) d\rho(\mu) \right) + |\sigma_1(f)|^2 \]

\[ = \sigma_2(f \otimes \overline{f}) - 2 \text{Re} \left( \overline{\sigma_1(f)} \sigma_1(f) \right) + |\sigma_1(f)|^2 \]

\[ = \sigma_2(f \otimes \overline{f}) - |\sigma_1(f)|^2 . \]

But hypothesis (ii) shows that the above quantity is zero. Hence $\mu(f) = \sigma_1(f)$ for all $f \in F$, for $\rho$–almost all $\mu \in P(\Omega)$. Hence $\mu = \sigma_1$ for $\rho$–almost all $\mu \in P(\Omega)$, which implies $\rho = \delta_{\sigma_1}$, the Dirac measure at the point $\sigma_1$. Therefore $\sigma = \prod_{n=1}^{\infty} \sigma_1$. \qed
Lemma 5.3. Let $c \geq 1$. Given $n \in \mathbb{N}$ let $\mu_n$ be the measure having density \([49]\) with respect to Lebesgue measure on $\mathbb{R}_+^n$. Given $p \in \{1, 2, \ldots, n\}$ let $\mu_n^{(p)}$ be the marginal distribution of $\mu_n$ corresponding to the variables $\lambda_1, \ldots, \lambda_p$. Fix $p \in \mathbb{N}$. Then the distribution $\mu_n^{(p)}$ converges in the weak* topology as $n \to \infty$ to the product measure $\frac{p}{\pi} \times \tau$, where $\tau$ has density with respect to Lebesgue measure

$$\frac{d\tau}{d\lambda} = \sqrt{(\lambda - a)(b - \lambda)} \frac{1}{2\pi \lambda} 1_{[a,b]}(\lambda), \quad (50)$$

with $a = (1 - \sqrt{c})^2$ and $b = (1 + \sqrt{c})^2$. Moreover, if $f$ is a continuous function on $[0, \infty)^p$ with polynomial growth, in the sense that $f(t_1, \ldots, t_p) \leq K^{(3)}(1 + t_1^{k_1}t_2^{k_2} \cdots t_p^{k_p})$ for some constant $K^{(3)} > 0$ and positive integers $k_1, \ldots, k_p$, then

$$\lim_{n \to \infty} \int_{\mathbb{R}_+^n} f \, d\mu_n^{(p)} = \int_{\mathbb{R}_+^p} f(\frac{p}{\pi} \times \tau). \quad (51)$$

Proof. It will be more convenient to consider the measure $\sigma_n$ whose density with respect to Lebesgue measure on $\mathbb{R}_+^n$ is

$$K^{(4)}_{c,n} \left( \prod_{i=1}^{n} \lambda_i \right)^{2(c-1)n} \left( \prod_{1 \leq i < j \leq n} (\lambda_i - \lambda_j)^2 \right) \exp \left( - \sum_{i=1}^{n} \lambda_i \right),$$

for some constant $K^{(4)}_{c,n}$, thus $\sigma_n$ is the push forward measure of $\mu_n$ under the transformation $(\lambda_1, \lambda_2, \ldots) \mapsto (n\lambda_1, n\lambda_2, \ldots)$. We will find the limit as $n \to \infty$ of the marginal distributions, $\sigma_n^{(p)}$, of $\sigma_n$ corresponding to the variables $\lambda_1, \ldots, \lambda_p$. Let $\alpha = 2(c - 1)n$ and let $\phi_0^{(\alpha)}, \phi_1^{(\alpha)}, \phi_2^{(\alpha)}, \ldots$ be the polynomials obtained via Gram–Schmidt orthonormalization of $1, \lambda, \lambda^2, \ldots$ in $L^2([0, \infty), \lambda^\alpha e^{-\lambda} d\lambda)$. Thus $\phi_k^{(\alpha)}(\lambda) = \sqrt{\frac{n!}{\Gamma(\alpha+n+1)}} L_k^\alpha(\lambda)$, where $L_k^\alpha$ are the (generalized) Laguerre polynomials. Using the Vandermonde determinant we have

$$\prod_{1 \leq i < j \leq n} (\lambda_j - \lambda_i) = \det \left( \begin{array}{cccc} 1 & 1 & \cdots & 1 \\ \lambda_1 & \lambda_2 & \cdots & \lambda_n \\ \vdots & \vdots & \ddots & \vdots \\ \lambda_1^{n-1} & \lambda_2^{n-1} & \cdots & \lambda_n^{n-1} \end{array} \right)$$

$$= K^{(5)}_{\alpha,n} \det \left( \begin{array}{cccc} \phi_0^{(\alpha)}(\lambda_1) & \phi_0^{(\alpha)}(\lambda_2) & \cdots & \phi_0^{(\alpha)}(\lambda_n) \\ \phi_1^{(\alpha)}(\lambda_1) & \phi_1^{(\alpha)}(\lambda_2) & \cdots & \phi_1^{(\alpha)}(\lambda_n) \\ \vdots & \vdots & \ddots & \vdots \\ \phi_{n-1}^{(\alpha)}(\lambda_1) & \phi_{n-1}^{(\alpha)}(\lambda_2) & \cdots & \phi_{n-1}^{(\alpha)}(\lambda_n) \end{array} \right)$$

for some constant $K^{(5)}_{\alpha,n}$. Therefore, the density of $\sigma_n$ with respect to Lebesgue measure on $\mathbb{R}_+^n$ is
\[ D_n(\lambda_1, \ldots, \lambda_n) = K_{c,n}^{(6)} \left( \prod_{i=1}^{n} \lambda_i \right)^{\alpha} \left( \sum_{\pi \in S_n} \operatorname{sign}(\pi) \prod_{i=1}^{n} \phi_{\pi(i)-1}^{(\alpha)}(\lambda_i) \right)^2 \exp \left( -\sum_{i=1}^{n} \lambda_i \right), \]

for a constant \( K_{c,n}^{(6)} \). Writing

\[ \prod_{i=1}^{n} \phi_{\pi(i)-1}^{(\alpha)}(\lambda_i) = \phi_{\pi(1)-1}^{(\alpha)}(\lambda_1) \otimes \phi_{\pi(2)-1}^{(\alpha)}(\lambda_2) \otimes \cdots \otimes \phi_{\pi(n)-1}^{(\alpha)}(\lambda_n) \]

and noting that as \( \pi \) ranges over the permutation group \( S_n \) these form an orthonormal family with respect to the measure \( (\prod_{i=1}^{n} \lambda_i)^{\alpha} \exp(-\sum_{i=1}^{n} \lambda_i) d\lambda_1 \cdots d\lambda_n \) on \( \mathbb{R}_+^n \), we find \( K_{c,n}^{(6)} = (n!)^{-1} \). Moreover, the density with respect to Lebesgue measure on \( \mathbb{R}_+ \) of the marginal distribution \( \sigma_n^{(1)} \) is

\[ D_{n,1}(\lambda_1) \stackrel{\text{def}}{=} \int_{\mathbb{R}_+^{n-1}} D_n(\lambda_1, \ldots, \lambda_n) d\lambda_2 \cdots d\lambda_n = \frac{1}{n} \left( \sum_{k=0}^{n-1} \phi_k^{(\alpha)}(\lambda_1)^2 \lambda_k^\alpha e^{-\lambda_1} \right). \]

But then the treatment in §6 of [7] shows that \( \mu_n^{(1)} \) converges in the weak* topology and in moments as \( n \to \infty \) to \( \tau \).

The density with respect to Lebesgue measure on \( \mathbb{R}_+ \) of the marginal distribution \( \sigma_n^{(2)} \) is

\[ D_{n,2}(\lambda_1) \stackrel{\text{def}}{=} \int_{\mathbb{R}_+^{n-2}} D_n(\lambda_1, \ldots, \lambda_n) d\lambda_3 \cdots d\lambda_n \]

\[ = \frac{1}{n(n-1)} (\lambda_1 \lambda_2)^\alpha e^{-(\lambda_1 + \lambda_2)} \left( \sum_{0 \leq k, \ell \leq n-1, k \neq \ell} \phi_k^{(\alpha)}(\lambda_1) \phi_\ell^{(\alpha)}(\lambda_2) \left( \phi_k^{(\alpha)}(\lambda_1) \phi_\ell^{(\alpha)}(\lambda_2) - \phi_\ell^{(\alpha)}(\lambda_1) \phi_k^{(\alpha)}(\lambda_2) \right) \right) \]

\[ = \frac{n}{n-1} D_{n,1}(\lambda_1) D_{n,1}(\lambda_2) - \frac{1}{n(n-1)} (\lambda_1 \lambda_2)^\alpha e^{-(\lambda_1 + \lambda_2)} \left( \sum_{j=0}^{n-1} \phi_j^{(\alpha)}(\lambda_1) \phi_j^{(\alpha)}(\lambda_2) \right)^2. \]

As elements of \( C_0(\mathbb{R}_+^2)^* \), we thus have

\[ \| \sigma_n^{(2)} - \sigma_n^{(1)} \otimes \sigma_n^{(1)} \| \leq \]

\[ \leq \frac{1}{n-1} \int_0^\infty \int_0^\infty D_{n,1}(\lambda_1) D_{n,1}(\lambda_2) d\lambda_1 d\lambda_2 + \]

\[ + \frac{1}{n(n-1)} \sum_{j=0}^{n-1} \int_0^\infty \int_0^\infty \phi_j^{(\alpha)}(\lambda_1) \phi_j^{(\alpha)}(\lambda_2) \left( \lambda_1 \lambda_2 \right)^\alpha e^{-(\lambda_1 + \lambda_2)} d\lambda_1 d\lambda_2 \]

\[ = \frac{2}{n-1}. \]

Since we know that \( \mu_n^{(1)} \) converges in the weak* topology as \( n \to \infty \) to \( \tau \), it follows from (52) that \( \mu_n^{(2)} \) converges in weak* topology as \( n \to \infty \) to \( \tau \times \tau \).
Consider the measures $\mu_n = \mu_n \times \delta_0 \times \delta_0 \times \cdots$ on $[0, \infty)^N$ and let $\nu$ be a w* cluster point in $C_0([0, \infty)^N)^*$ of these. Let $\nu^{(p)}$ be the marginal distribution of $\nu$ corresponding to the first $p$ coordinates of $[0, \infty)^N$. Then from what we have proved above we have

- $\nu$ is invariant under finite permutations of the coordinates in $[0, \infty)^N$;
- $\nu^{(1)} = \tau$;
- $\nu^{(2)} = \tau \times \tau$.

Hence, by Theorem 5.2, $\nu = \prod_{p=1}^{\infty} \nu^{(1)}$. Since $\nu$ was an arbitrary cluster point of $(\mu_n)_{n=1}^{\infty}$, it follows that $\mu_n$ converges in weak* topology to $\prod_{p=1}^{\infty} \nu$ as $n \to \infty$. Therefore, for all $p \in \mathbb{N}$, the marginal distribution $\nu_n^{(p)}$ converges in weak* topology to the measure $\prod_{p=1}^{\infty} \nu$ as $n \to \infty$.

It remains to show that (51) holds whenever $f$ is of polynomial growth.

**Claim 5.3.1.** Let $p \in \mathbb{N}$ and let $h$ be a positive continuous function on $[0, \infty)^p$. Then

$$\liminf_{n \to \infty} \int h \, d\mu_n^{(p)} \geq \int h \, d\nu^{(p)}.$$ 

**Proof.** Choose $h_j \in C_0([0, \infty)^p)$, $h_j \geq 0$, so that $h_j$ increases pointwise to $h$ as $j \to \infty$. Then for all $j \geq 1$,

$$\liminf_{n \to \infty} \int h \, d\mu_n^{(p)} \geq \liminf_{n \to \infty} \int h_j \, d\mu_n^{(p)} = \int h_j \, d\nu^{(p)}.$$ 

But $\nu^{(p)} = \prod_{p=1}^{\infty} \nu^{(1)}$ is supported on $[a, b]^p$; therefore $\sup_j \int h_j \, d\nu^{(p)} = \int h \, d\nu^{(p)}$, and the claim is proved. 

**Claim 5.3.2.** Let $p \in \mathbb{N}$ and suppose $f$ and $g$ are continuous functions on $[0, \infty)^p$ satisfying $g \geq 0$ and $-g \leq f \leq g$, and suppose that $\lim_{n \to \infty} \int g \, d\mu_n^{(p)} = \int g \, d\nu^{(p)}$. Then

$$\lim_{n \to \infty} \int f \, d\mu_n^{(p)} = \int f \, d\nu^{(p)}.$$ 

**Proof.** Applying Claim 5.3.1 to $g - f$ gives $\limsup_{n \to \infty} \int f \, d\mu_n^{(p)} \leq \int f \, d\nu^{(p)}$, while applying Claim 5.3.1 to $g + f$ yields $\liminf_{n \to \infty} \int f \, d\mu_n^{(p)} \geq \int f \, d\nu^{(p)}$; the claim is proved.

In order to finish the proof of the lemma, it will suffice to show

$$\lim_{n \to \infty} \int \lambda_1^{k_1} \lambda_2^{k_2} \cdots \lambda_p^{k_p} \, d\mu_n^{(p)} = \int \lambda_1^{k_1} \lambda_2^{k_2} \cdots \lambda_p^{k_p} \, d\nu^{(p)},$$  

(53)

for every $p \in \mathbb{N}$ and all integers $k_1, k_2, \ldots, k_p \geq 0$. Letting $\ell = k_1 + k_1 + \cdots + k_p$, we have $0 \leq \lambda_1^{k_1} \lambda_2^{k_2} \cdots \lambda_p^{k_p} \leq 1 + \lambda_1^\ell + \lambda_2^\ell + \cdots + \lambda_p^\ell$. Moreover, because $\mu_n^{(1)}$ converges in moments to $\nu^{(1)}$, we have

$$\lim_{n \to \infty} \int (1 + \lambda_1^\ell + \lambda_2^\ell + \cdots + \lambda_p^\ell) \, d\mu_n^{(p)} = 1 + p \lim_{n \to \infty} \int \lambda_1^\ell \, d\mu_n^{(1)} = 1 + p \int \lambda_1^\ell \, d\nu^{(1)} =$$

$$= \int (1 + \lambda_1^\ell + \lambda_2^\ell + \cdots + \lambda_p^\ell) \, d\nu^{(p)}.$$ 

Now (53) follows from Claim 5.3.2, and the lemma is proved. 

\[\square\]
Theorem 5.4. Let \( c \geq 1 \) and let \( Y(n) \) be an \( n \times n \) random matrix whose density with respect to Lebesgue measure on \( M_n(\mathbb{C}) \) is

\[
K_{c,n}^{(1)} |\det Y|^{2(c-1)n} \exp\left(-n\text{Tr}(Y^*Y)\right).
\]

Then \( Y(n) \) converges in \(*\)-moments as \( n \to \infty \) to a circular free Poisson element of parameter \( c \).

Proof. Clearly for every non-random \( n \times n \) unitary matrix \( U \), the distribution of \( UY(n) \) is equal to the distribution of \( Y(n) \). Let \( \sigma_n \) be the symmetrized joint distribution of the eigenvalues of \( (Y(n)*Y(n))^{1/2} \) and let \( \mu_n \) be the symmetrized joint distribution of the eigenvalues of \( Y(n)*Y(n) \). For \( p \in \{1, \ldots, n\} \) let \( \sigma_n^{(p)} \), respectively \( \mu_n^{(p)} \), be the marginal distribution of \( \sigma_n \), respectively \( \mu_n \), corresponding to the first \( p \) variables. Given \( k_1, \ldots, k_p \in \mathbb{N} \cup \{0\} \),

\[
\int \lambda_1^{k_1} \lambda_2^{k_2} \cdots \lambda_p^{k_p} d\sigma_n^{(p)}(\lambda_1, \ldots, \lambda_p) = \int \lambda_1^{k_1/2} \lambda_2^{k_2/2} \cdots \lambda_p^{k_p/2} d\mu_n^{(p)}(\lambda_1, \ldots, \lambda_p).
\]

By Theorem 5.1 and Lemma 5.3, it follows that

\[
\lim_{n \to \infty} \int \lambda_1^{k_1} \lambda_2^{k_2} \cdots \lambda_p^{k_p} d\sigma_n^{(p)}(\lambda_1, \ldots, \lambda_p) = \prod_{i=1}^p \int \lambda_i^{k_i/2} d\nu_c(\lambda_i),
\]

where \( \nu_c \) is the free Poisson distribution of parameter \( c \). Therefore \( \sigma_n^{(p)} \) converges in moments to \( \mathcal{X}_1^\rho \), where \( \rho \) has density

\[
\frac{d\rho}{dt} = \frac{\sqrt{(d_1^2-t^2)(t^2-d_0^2)}}{\pi t} 1_{[d_0,d_1]}(t),
\]

with \( d_0 = 1 - \sqrt{c} \) and \( d_1 = 1 + \sqrt{c} \). Now Theorem 4.6 applies and finishes the proof. \( \square \)

Every complex \( n \times n \) matrix \( A \) is unitarily conjugate to an upper triangular matrix: \( A = USU^* \) where \( U \) is unitary and the \((i,j)\)th entry of \( S \) is zero if \( i > j \). If \( A \) has \( n \) distinct eigenvalues then the pair \((U,S)\) is unique up to replacement by \((UD,D^*SD)\), where \( D \) is a diagonal unitary. Given a random matrix \( X \in M_n \), one may ask for a corresponding random upper triangular matrix \( S \) and random unitary matrix \( U \) so that the distribution of \( USU^* \) is equal to the distribution of \( X \). Then \( X \) and \( S \) will have the same \(*\)-moments with respect to the functional \( \tau_n \). For specificity, we may insist that the joint distribution of the pair \((U,S)\) be the same as the joint distribution of \((UD,D^*SD)\) for every non-random diagonal unitary \( D \), (i.e. that the joint distribution of \((U,S)\) be invariant under this action of the \( n \)-torus \( \mathbb{T}^n \)). If the distribution of \( X \) is invariant under conjugation by non-random unitaries and if \((U,S)\) is the pair of random matrices as described above, then it is clear that the random unitary \( U \) is distributed according to Haar measure on the \( n \times n \) unitaries and that \( U \) and \( S \) are independent. In this case, the relevant question is only the distribution of \( S \). F. Dyson answered this question when \( X \in \text{GRM}(n, \frac{1}{n}) \). We state his result, and then make a slight
modification to give, in conjunction with Theorem 5.4, an upper triangular matrix model for a circular free Poisson element.

**Theorem 5.5** (Dyson, see [9, A.35]). Let \( T(n) \in \text{UTGRM}(n, \frac{1}{n}) \) and let \( D(n) \in \mathcal{M}_n \) be a diagonal random matrix, whose diagonal entries have joint density

\[
K_n^{(7)} \exp \left( -n \sum_{i=1}^{n} |z_i|^2 \right) \prod_{1 \leq i < j \leq n} |z_i - z_j|^2
\]

with respect to Lebesgue measure on \( \mathbb{C}^n \), for some constant \( K_n^{(7)} \). Let \( U(n) \in \text{HURM}(n) \), suppose that \( (D(n), T(n), U(n)) \) is an independent family of matrix–valued random variables and let

\[
X(n) = U(n)(D(n) + T(n))U(n)^*. 
\]

Then \( X(n) \in \text{GRM}(n, \frac{1}{n}) \). Consequently, \( D(n) + T(n) \) converges in \(*\)-moments as \( n \to \infty \) to a circular element.

**Corollary 5.6.** Let \( c \geq 1 \), let \( T(n) \in \text{UTGRM}(n, \frac{1}{n}) \) and let \( D_c(n) \in \mathcal{M}_n \) be a diagonal random matrix, whose diagonal entries have joint density

\[
K_{c,n}^{(8)} \exp \left( -n \sum_{i=1}^{n} |z_i|^2 \right) \left( \prod_{i=1}^{n} |z_i| \right)^{2(c-1)n} \prod_{1 \leq i < j \leq n} |z_i - z_j|^2
\]

with respect to Lebesgue measure on \( \mathbb{C}^n \), for some constant \( K_{c,n}^{(8)} \). Let \( U(n) \in \text{HURM}(n) \), suppose that \( (D_c(n), T(n), U(n)) \) is an independent family of matrix–valued random variables and let

\[
Y(n) = U(n)(D_c(n) + T(n))U(n)^*. 
\]

Then \( Y(n) \) has density with respect to Lebesgue measure on \( M_n(\mathbb{C}) \) equal to

\[
K_{c,n}^{(1)} \mid \det Y \mid^{2(c-1)n} \exp \left( -n \text{Tr}(Y^*Y) \right). 
\]

Consequently, \( D_c(n) + T(n) \) converges in \(*\)-moments as \( n \to \infty \) to a circular free Poisson element of parameter \( c \).

**Proof.** Let \( \mathcal{M}_n \) be the manifold of matrices in \( M_n(\mathbb{C}) \) having \( n \) distinct eigenvalues. Then \( \mathcal{M}_n \) has full Lebesgue measure in \( M_n(\mathbb{C}) \). Let \( \mathcal{U}_n \) be the Lie group of \( n \times n \) unitary matrices, and let \( \mathcal{T}_n \) be the manifold of all upper triangular \( n \times n \) complex matrices, no two of whose diagonal elements are the same. Let \( \pi : \mathcal{U}_n \times \mathcal{T}_n \to \mathcal{M}_n \) be given by \( \pi(U, S) = USU^* \). Dyson proved his result by evaluating the Jacobian of \( \pi \) (after throwing away the directions in \( \ker d\pi \)) and thereby finding the measure \( \sigma_n \) on \( \mathcal{T}_n \) such that letting \( \mu_n \) be Haar measure on \( \mathcal{U}_n \), the push–forward measure \( \pi_* (\mu_n \times \sigma_n) \) on \( \mathcal{M}_n \) has density \( K_{1,n}^{(1)} \exp \left( -n \text{Tr}(Y^*Y) \right) \) with respect to Lebesgue measure on \( \mathcal{M}_n \), i.e. the density of a random matrix \( X(n) \in \text{GRM}(n, \frac{1}{n}) \).
This measure $\sigma_n$ was found to have density

$$K_n^{(9)} \prod_{1 \leq i < j \leq n} |S_{ii} - S_{jj}|^2 \exp \left( - n \Tr(S^*S) \right)$$

(57)

with respect to Lebesgue measure on $\mathcal{T}_n$, where for a matrix $S \in \mathcal{T}_n$, $S_{ii}$ is the $i$th diagonal entry of $S$; this density (57) is that of the matrix $D(n) + T(n)$ in Theorem 5.3.

The matrix $D_c(n) + T(n)$ in the corollary has density

$$K_c^{(10)} \prod_{1 \leq i < j \leq n} |S_{ii} - S_{jj}|^2 \exp \left( - n \Tr(S^*S) \right) |\det(S)|^{2(c-1)n}$$

with respect to Lebesgue measure on $\mathcal{T}_n$; since $\det(USU^*) = \det(S)$, and building on Dyson’s calculation, it follows that the random matrix $Y(n)$ of (53) has density (56) with respect to Lebesgue measure on $\mathcal{M}_n$, as required.

An application of Theorem 5.4 shows that $Y(n)$, and hence also $D_c(n) + T(n)$, converges in $*$-moments as $n \to \infty$ to a circular free Poisson element.

The following lemma shows that the diagonal entries of $D_c(n)$ are in a specific sense asymptotically independent. This will allow their eventual decoupling; (see Remark 5.3).

**Lemma 5.7.** For $c \geq 1$ and $n \in \mathbb{N}$ let $\mu_n$ be the probability measure on $\mathbb{C}^n$ whose density with respect to Lebesgue measure is

$$D_n(z_1, \ldots, z_n) = K_c^{(8)} \exp \left( - n \sum_{i=1}^{n} |z_i|^2 \right) \left( \prod_{i=1}^{n} |z_i| \right)^{2(n-1)c} \prod_{1 \leq i < j \leq n} |z_i - z_j|^2.$$

Given $p \in \{1, 2, \ldots, n\}$ let $\mu_n^{(p)}$ be the marginal distribution of $\mu_n$ corresponding to the first $p$ variables $z_1, \ldots, z_p$. Then for every $p \in \mathbb{N}$, $\mu_n^{(p)}$ converges in weak* topology and in $*$-moments as $n \to \infty$ to the product measure $\frac{p}{1} \times \rho$, where $\rho$ is uniform distribution on the annulus $\{ z \in \mathbb{C} | \sqrt{c-1} < |z| < \sqrt{c} \}$.

**Proof.** This is quite similar to the proof of Lemma 5.3. Let $\alpha = (c-1)n$. Consider first the case $p = 1$. Let $\psi_0, \psi_1, \psi_2, \ldots$ be the polynomials obtained via Gram–Schmidt orthonormalization of the sequence $1, z, z^2, \ldots$ in $L^2(\mathbb{C}, |z|^{2\alpha} e^{-|z|^2} d(\text{Re } z) d(\text{Im } z))$. Then

$$\psi_k(z) = \sqrt{\frac{n^{k+\alpha+1}}{\pi \Gamma(k+\alpha+1)}} z^k.$$

Using the Vandermonde determinant we have

$$\prod_{1 \leq i < j \leq n} (z_j - z_i) = K_c^{(11)} \det \begin{pmatrix}
\psi_0(z_1) & \psi_0(z_2) & \cdots & \psi_0(z_n) \\
\psi_1(z_1) & \psi_1(z_2) & \cdots & \psi_1(z_n) \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{n-1}(z_1) & \psi_{n-1}(z_2) & \cdots & \psi_{n-1}(z_n)
\end{pmatrix}$$
for some constant $K^{(11)}_{c,n}$. Therefore

$$D_n(z_1, \ldots, z_n) = K^{(12)}_{c,n} \left( \prod_{i=1}^{n} |z_i| \right)^{2\alpha} \left| \sum_{\pi \in S_n} \text{sign}(\pi) \prod_{i=1}^{n} \psi_{\pi(i)-1}(z_i) \right|^2 \exp \left( -n \sum_{i=1}^{n} |z_i|^2 \right).$$

Writing

$$\prod_{i=1}^{n} \psi_{\pi(i)-1}(z_i) = \psi_{\pi(1)-1}(z_1) \otimes \psi_{\pi(2)-1}(z_2) \otimes \cdots \otimes \psi_{\pi(n)-1}(z_n)$$

and noting that as $\pi$ ranges over the permutation group $S_n$ these form an orthonormal family with respect to the measure $(\prod_{i=1}^{n} |z_i|)^{2\alpha} \exp \left( -n \sum_{i=1}^{n} |z_i|^2 \right)$ on $C^n$, we find $K^{(12)}_{c,n} = (n!)^{-1}$. Moreover, the density of $\mu^{(1)}$ with respect to Lebesgue measure on $C$ is

$$D_{n,1}(z) = \int_{C^{n-1}} D_n(z, z_2, \ldots, z_n) d(\text{Re } z_1) d(\text{Im } z_1) \cdots d(\text{Re } z_n) d(\text{Im } z_n)$$

$$= n^{n-1} \sum_{k=0}^{n-1} |\psi_k(z)|^2 \frac{\pi \sum_{k=0}^{n-1} \frac{n^k |z|^{2k+2\alpha}}{\Gamma(k+\alpha+1)} e^{-n|z|^2}}{n!!}.$$

We shall show that $\mu^{(1)}$ converges in $*$-moments to $\rho$. Clearly if $a, b \in \mathbb{N} \cup \{0\}$ and if $a \neq b$ then

$$\int_C z^{a+b} D_{n,1}(z) d(\text{Re } z) d(\text{Im } z) = 0 = \int_C z^{a+b} d\rho(z).$$

Hence we need only show

$$\lim_{n \to \infty} \int_C |z|^{2b} d\mu^{(1)}_n(z) = \int_C |z|^{2b} d\rho(z)$$

for all $b \in \mathbb{N} \cup \{0\}$. We have

$$\int_C |z|^{2b} d\mu^{(1)}_n(z) = \frac{n^{(c-1)n}}{\pi} \sum_{k=0}^{n-1} \frac{n^k}{\Gamma(k+(c-1)n+1)} \int_C |z|^{2b+k+c-1n} e^{-n|z|^2} d(\text{Re } z) d(\text{Im } z)$$

$$= \sum_{k=0}^{n-1} \frac{n^{k+c-1n}}{\Gamma(k+(c-1)n+1)} \int_0^{\infty} t^{b+k+c-1n} e^{-nt} dt.$$

Writing

$$f_n(t) = \sum_{k=0}^{n-1} \frac{n^{k+c-1n}}{\Gamma(k+(c-1)n+1)} t^{b+k+c-1n} e^{-nt},$$

we have

$$\int_C |z|^{2b} d\mu^{(1)}_n(z) = \int_0^\infty t^b f_n(t) dt = -\frac{1}{b+1} \int_0^\infty t^{b+1} f_n'(t) dt =$$
\[
\frac{1}{b+1} \left( \frac{\Gamma(cn+b+1)}{n^{b+1}\Gamma(cn)} - \frac{\Gamma((c-1)n+b+1)}{n^{b+1}\Gamma((c-1)n)} \right) = \\
\frac{1}{b+1} \left( c(c+\frac{1}{n}) \cdots \frac{c+b}{n} - (c-1)((c-1)+\frac{1}{n}) \cdots ((c-1)+\frac{b}{n}) \right) \\

\lim_{n \to \infty} \frac{1}{b+1} \left( c^{b+1} - (c-1)^{b+1} \right) = \int_C |z|^{2b} d\rho(z).
\]

Hence \( \mu_n^{(1)} \) converges in \( \ast \)-moments to \( \rho \) as \( n \to \infty \); since \( \rho \) is compactly supported it follows that \( \mu_n^{(1)} \) converges in the weak* topology to \( \rho \).

The density of \( \mu_n^{(2)} \) with respect to Lebesgue measure is

\[
D_{n,2}(z_1, z_2) = \int_{C^{n-2}} D_n(z_1, z_2, \ldots, z_n) d(\text{Re } z_3) d(\text{Im } z_3) \cdots d(\text{Re } z_n) d(\text{Im } z_n) \\
= \frac{1}{n!} \sum_{\pi,\sigma \in S_n} \text{sign}(\pi)\text{sign}(\sigma) \int_{C^{n-2}} \prod_{i=1}^n \left( \psi_{\pi(i)-1}(z_i) \overline{\psi_{\sigma(i)-1}(z_i)} |z_i|^{2\alpha} e^{-n|z_i|^2} \right) \cdot d(\text{Re } z_3) d(\text{Im } z_3) \cdots d(\text{Re } z_n) d(\text{Im } z_n) \\
= \frac{1}{n(n-1)} \sum_{0 \leq k, \ell \leq n-1, k \neq \ell} \left( |\psi_k(z_1)|^2 |\psi_\ell(z_2)|^2 - \psi_k(z_1) \psi_\ell(z_2) \overline{\psi_k(z_1)} \overline{\psi_\ell(z_2)} \right) \cdot |z_1|^{2\alpha} |z_2|^{2\alpha} e^{-n(|z_1|^2 + |z_2|^2)} \\
= \frac{n}{n-1} D_{n,1}(z_1) D_{n,1}(z_2) - \frac{1}{n(n-1)} \sum_{k=0}^{n-1} \psi_k(z_1) \overline{\psi_k(z_2)} \left( |z_1|^{2\alpha} |z_2|^{2\alpha} e^{-n(|z_1|^2 + |z_2|^2)} \right).
\]

Hence as a linear functional on \( C_0(C^2) \), the norm of \( \mu_n^{(2)} - \mu_n^{(1)} \otimes \mu_n^{(1)} \) is bounded above by \( 2/(n-1) \). Therefore \( \mu_n^{(2)} \) converges in the weak* topology as \( n \to \infty \) to \( \rho \times \rho \). Arguing as in the proof of Lemma 5.3 and using Theorem 5.2, we conclude that for every \( p \geq 1 \), \( \mu_n^{(p)} \) converges in weak* topology to \( \frac{p}{1} \rho \), which we will denote by \( \nu^{(p)} \).

It remains to show that \( \mu_n^{(p)} \) converges to \( \nu^{(p)} \) in \( \ast \)-moments, namely that

\[
\lim_{n \to \infty} \int \prod_{i=1}^{k_1, \ell_1, \ldots, k_p, \ell_p} \frac{d\mu_n^{(p)}(z_1, \ldots, z_p)}{z_1^{k_1} z_{\ell_1} \cdots z_p^{k_p} z_{\ell_p}} = \int \prod_{i=1}^{k_1, \ell_1, \ldots, k_p, \ell_p} \frac{d\nu^{(p)}(z_1, \ldots, z_p)}{z_1^{k_1} z_{\ell_1} \cdots z_p^{k_p} z_{\ell_p}}
\]

for every \( k_1, \ldots, k_p, \ell_1, \ldots, \ell_p \in \mathbb{N} \cup \{0\} \). Exactly as in the proof of Claim 5.3.1, one shows that if \( h \) is a positive continuous function on \( C^p \) then

\[
\liminf_{n \to \infty} \int h d\mu_n^{(p)} \geq \int h d\nu^{(p)}.
\]

Then, considering the real and imaginary parts separately and arguing as in the proof of Claim 5.3.2, one shows that if \( f \) and \( g \) are continuous functions on \( C^p \), if \( g \geq 0 \), if \( |f| \leq g \) and if \( \lim_{n \to \infty} \int g d\mu_n^{(p)} = \int g d\nu^{(p)} \) then \( \lim_{n \to \infty} \int f d\mu_n^{(p)} = \int f d\nu^{(p)} \). But letting \( m = k_1 + \ldots + \ell_p \)}
\[ \cdots + k_p + \ell_1 + \cdots + \ell_p, \text{ we have} \]
\[ \left| z_1^{k_1} \cdots z_p^{k_p} \right| \leq 1 + |z_1|^{2m} + \cdots + |z_p|^{2m}. \]

Moreover, because \( \mu_n^{(1)} \) converges in \(*\)-moments to \( \nu^{(1)} \), we have
\[
\lim_{n \to \infty} \int (1 + |z_1|^{2m} + \cdots + |z_p|^{2m}) d\mu_n^{(p)} = 1 + p \lim_{n \to \infty} \int |z_1|^{2m} d\mu_n^{(1)} = 1 + p \int |z_1|^{2m} d\nu^{(1)} = \int (1 + |z_1|^{2m} + \cdots + |z_p|^{2m}) d\nu^{(p)}.
\]

Hence we have (58) and the lemma is proved. \( \square \)

**Lemma 5.8.** Let \( c \geq 1 \) and for every \( n \in \mathbb{N} \) let \( \mu_n \) and \( \mu_n' \) be the probability measures on \( \mathbb{C}^n \) whose densities with respect to Lebesgue measure are, respectively,
\[
D_n(z_1, \ldots, z_n) = K_{c,n}^{(8)} \left( \prod_{i=1}^n |z_i| \right)^{2(c-1)n} \left( \prod_{1 \leq i < j \leq n} |z_i - z_j|^2 \right) \exp \left( -n \sum_{i=1}^n |z_i|^2 \right) \tag{59}
\]
\[
D_n'(z_1, \ldots, z_n) = K_{c,n}^{(13)} \left( \prod_{i=1}^n |z_i| \right)^{2(c-1)n} \left( \sum_{\pi \in S_n} \prod_{i=1}^n |z_i|^{2(\pi(i)-1)} \right) \exp \left( -n \sum_{i=1}^n |z_i|^2 \right). \tag{60}
\]

For \( p \in \{1, \ldots, n\} \) let \( \mu_n^{(p)} \) and \( (\mu_n')^{(p)} \) denote the marginal distributions of \( \mu_n \) and, respectively, \( \mu_n' \) corresponding to the variables \( z_1, \ldots, z_p \). Then for every \( p \), \( (\mu_n')^{(p)} \) is obtained from \( \mu_n^{(p)} \) by averaging over the action of the torus \( T^p \) on \( \mathbb{C}^p \) given by coordinate–wise multiplication:
\[
T^p \times \mathbb{C}^p \ni (w_1, \ldots, w_p, (z_1, \ldots, z_p)) \mapsto (w_1z_1, \ldots, w_pz_p).
\]

Consequently, \( (\mu_n')^{(p)} \) converges in \(*\)-moments and in weak* topology as \( n \to \infty \) to the measure \( \mu \times \rho^p \), where \( \rho \) is the uniform distribution on the annulus \( \{ z \in \mathbb{C} \mid \sqrt{c-1} < |z| < \sqrt{c} \} \).

**Proof.** Using the Vandermonde determinant we find
\[
\prod_{1 \leq i < j \leq n} |z_i - z_j|^2 = \sum_{\pi, \sigma \in S_n} \text{sign}(\pi)\text{sign}(\sigma) \prod_{i=1}^n z_i^{\pi(i)-1} z_i^{\sigma(i)-1}. \tag{61}
\]

Averaging (61) over the action of \( T^n \) gives
\[
\sum_{\pi \in S_n} \prod_{i=1}^n |z_i|^{2(\pi(i)-1)}.
\]

From this one easily sees that \( K_{c,n}^{(8)} = K_{c,n}^{(13)} \) and that \( \mu_n' \) is obtained from \( \mu_n \) by averaging. In order to show that \( (\mu_n')^{(p)} \) is obtained from \( \mu_n^{(p)} \) by averaging, it suffices to note that for
any measure \( \tau \) on \( C^n \), the average over the action of \( T^p \) on the marginal distribution, \( \tau^{(p)} \), corresponding to the first \( p \) variables, is equal to the marginal distribution of the average over the action of \( T^n \) on \( \tau \).

Since, by Lemma 5.7, \( \mu_n^{(p)} \) converges in \( * \)-moments and in weak\( ^* \) topology as \( n \to \infty \) to \( \times \rho \), which is invariant under the action of \( T^p \), it follows that \( (\mu'_n)^{(p)} \) converges in \( * \)-moments and in weak\( ^* \) topology to \( \times \rho \).

Remark 5.9. Our main purpose in proving the immediately preceding two lemmas was to be able to conclude that

\[
\lim_{n \to \infty} \left( \int z_1^{k_1} \cdots z_p^{k_p} d\mu_n^{(p)} - \int z_1^{k_1} \cdots z_p^{k_p} d(\mu'_n)^{(p)} \right) = 0
\]

for every \( p \in \mathbb{N} \) and every \( k_1, \ldots, k_p, \ell_1, \ldots, \ell_p \in \mathbb{N} \cup \{0\} \). It is possible to prove (62) directly using the Vandermonde determinant and combinatorial arguments, though this sort of proof is not as satisfying as the one above involving Lemma 5.7, where the limit measure is found.

**Theorem 5.10.** Let \( c \geq 1 \) and \( N \in \mathbb{N} \), and let \( (A, \phi) \) be a \( W^* \)-noncommutative probability space with random variables \( a_1, \ldots, a_N \in A \) and \( b_{ij} \in A \) (\( 1 \leq i < j \leq N \)), where \( a_j \) is a circular free Poisson element of parameter \((c - 1)N + j \), where each \( b_{ij} \) is a circular element with \( \phi(b_{ij}^* b_{ij}) = 1 \), and where the family

\[
(\{a_j^*, a_j\}_{1 \leq j \leq N}; \{b_{ij}^*, b_{ij}\}_{1 \leq i < j \leq N})
\]

is free. Consider the \( W^* \)-noncommutative probability space \( (M_N(A), \phi_N) \), where

\[
\phi_N((x_{ij})_{1 \leq i,j \leq N}) = N^{-1} \sum_{j=1}^N \phi(x_{jj}),
\]

and consider the random variable

\[
x = \frac{1}{\sqrt{N}} \begin{pmatrix}
a_1 & b_{12} & b_{13} & \cdots & b_{1,N-1} & b_{1N} \\
0 & a_2 & b_{23} & \cdots & b_{2,N-1} & b_{2N} \\
0 & 0 & a_3 & \cdots & b_{3N} & \vdots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & a_{N-1} & b_{N-1,N} \\
0 & 0 & \cdots & 0 & 0 & a_N
\end{pmatrix} \in M_N(A).
\]

Then \( x \) is a circular free Poisson element of parameter \( c \).
Proof. For every \( n \in \mathbb{N} \) let \( Y(nN) \) be an \( nN \times nN \) random matrix whose distribution has density with respect to Lebesgue measure

\[
K_{c,nN}^{(1)}[\det(Y)]^{2(c-1)nN} \exp\left(-nN\text{Tr}(Y^*Y)\right).
\]

Then by Theorem 5.4, \( Y(nN) \) converges in *-moments as \( n \to \infty \) to a circular free Poisson element of parameter \( c \). By Corollary 5.6, each \( Y(nN) \) has the same *-moments as \( S^{(1)}(nN) \overset{\text{def}}{=} D^{(1)}(nN) + T(nN) \), where \( T(nN) \in \text{UTGRM}(nN, \frac{1}{nN}) \), \( D^{(1)}(nN) \) is a diagonal \( nN \times nN \) random matrix, the distribution of whose diagonal entries has density

\[
K_{c,nN}^{(8)}\left(\prod_{i=1}^{nN} |z_i|\right)^{2(c-1)nN} \left(\prod_{1 \leq i < j \leq nN} |z_i - z_j|^2\right) \exp\left(-nN\sum_{i=1}^{nN} |z_i|^2\right)
\]

with respect to Lebesgue measure on \( \mathbb{C}^{nN} \), and where \( D^{(1)}(nN) \) and \( T(nN) \) are independent.

We will use previous results to show that also each \( S^{(k)}(nN) \overset{\text{def}}{=} D^{(k)}(nN) + T(nN) \), \( k \in \{2, 3, 4, 5, 6\} \), converges in *-moments as \( n \to \infty \) to a circular free Poisson element of parameter \( c \), where \( D^{(k)}(nN) \) is a diagonal random matrix such that \( D^{(k)}(nN) \) and \( T(nN) \) are independent and where the joint distributions of the diagonal entries of \( D^{(k)}(nN) \) have the following densities with respect to Lebesgue measure on \( \mathbb{C}^{nN} \):

For \( k = 2 \):

\[
K_{c,nN}^{(13)}\left(\prod_{i=1}^{nN} |z_i|\right)^{2(c-1)nN} \left(\sum_{\pi \in S_n} \prod_{i=1}^{nN} |z_{i_{\pi(i)}}|^2(\pi(i)-1)\right) \exp\left(-nN\sum_{i=1}^{nN} |z_i|^2\right)
\]

For \( k = 3 \):

\[
K_{c,nN}^{(14)}\left(\prod_{i=1}^{nN} |z_i|\right)^{2(c-1)nN} \left(\prod_{i=1}^{nN} |z_{i}|^{2(i-1)}\right) \exp\left(-nN\sum_{i=1}^{nN} |z_i|^2\right)
\]

For \( k = 4 \):

\[
K_{c,nN}^{(15)}\left(\prod_{j=1}^{n} \prod_{i=1}^{n} |z_{j-1+i}| \right)^{2((c-1)N+j-1)n} \left(\prod_{i=1}^{n} |z_{j-1+i}|^{2(i-1)}\right) \cdot \exp\left(-nN\sum_{i=1}^{n} |z_{j-1+i}|^2\right)
\]

For \( k = 5 \):

\[
K_{c,nN}^{(16)}\left(\prod_{j=1}^{n} \prod_{i=1}^{n} |z_{j-1+i}| \right)^{2((c-1)N+j-1)n} \left(\sum_{\pi \in S_n} \prod_{i=1}^{n} |z_{j-1+i}|^{2(\pi(i)-1)}\right) \cdot \exp\left(-nN\sum_{i=1}^{n} |z_{j-1+i}|^2\right)
\]

For \( k = 6 \):

\[
K_{c,nN}^{(17)}\left(\prod_{j=1}^{n} \prod_{i=1}^{n} |z_{j-1+i}| \right)^{2((c-1)N+j-1)n} \left(\prod_{1 \leq i < j' \leq n} |z_{j-1+i} - z_{j'-1+i'}|^2\right) \cdot \exp\left(-nN\sum_{i=1}^{n} |z_{j-1+i}|^2\right).
\]
The proof that $S^{(k)}(nN)$ converges in $*$-distribution to a circular free Poisson element relies for $k = 2$ on Lemmas 5.7 and 5.8 (see Remark 5.9), and Theorem 3.2; for $k = 3$ we use Theorem 3.6; the density for $k = 4$ is just a rewriting of that for $k = 3$; for $k = 5$ we use again Theorem 3.6; for $k = 6$ we use again Lemmas 5.7 and 5.8, and Theorem 3.2.

We may characterize the above successive transformations as follows: from (63) to $k = 2$ is decoupling; from $k = 2$ to $k = 3$ is desymmetrization; from $k = 3$ to $k = 4$ is regrouping; from $k = 4$ to $k = 5$ is partial resymmetrization; from $k = 5$ to $k = 6$ is partial recoupling.

Taking blocks of consecutive rows and columns to write $D^{(6)}(nN) + T(nN)$ as an $N \times N$ matrix of $n \times n$ random matrices, we have

$$S^{(6)}(nN) = \frac{1}{\sqrt{N}} \left( \begin{array}{cccccc}
A_1^{(6)} & B_{12}^{(6)} & B_{13}^{(6)} & \cdots & B_{1,N-1}^{(6)} & B_{1N}^{(6)} \\
0 & A_2^{(6)} & B_{23}^{(6)} & \cdots & B_{2,N-1}^{(6)} & B_{2N}^{(6)} \\
0 & 0 & A_3^{(6)} & \cdots & \vdots & \vdots \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & A_{N-1}^{(6)} & B_{N-1,N}^{(6)} \\
0 & 0 & \cdots & 0 & 0 & A_N^{(6)}
\end{array} \right),$$

where

$$\left( (A_j^{(6)}(n))_{1 \leq j \leq N}, (B_{ij}^{(6)}(n))_{1 \leq i < j \leq N} \right)$$

is an independent family of matrix-valued random variables, where $B_{ij}^{(6)}(n) \in \text{GRM}(n, \frac{1}{n})$ for every $1 \leq i < j \leq N$ and where $A_j^{(6)}(n) = D_j^{(6)}(n) + T_j(n)$ with $T_j(n) \in \text{UTGRM}(n, \frac{1}{n})$, with $D_j^{(6)}(n)$ a diagonal random matrix, the joint distribution of whose diagonal entries has density with respect to Lebesgue measure

$$K^{(8)}_{(c-1)N+j,n} \left( \prod_{i=1}^{n} |z_i| \right)^{2((c-1)N+j-1)n} \left( \prod_{1 \leq i < i' \leq n} |z_i - z_{i'}|^2 \right) \exp \left( -n \sum_{i=1}^{n} |z_i|^2 \right)$$

and with $D_j^{(6)}(n)$ and $T_j(n)$ independent.

Let $U_j(n) \in \text{HURM}(n)$, $(1 \leq j \leq N)$, be such that

$$\left( (A_j^{(6)}(n))_{1 \leq j \leq N}, (B_{ij}^{(6)}(n))_{1 \leq i < j \leq N}, (U_j(n))_{1 \leq j \leq N} \right)$$

is an independent family of matrix-valued random variables. By conjugating the matrix $S^{(6)}(nN)$ with $\text{diag}(U_1(n), U_2(n), \ldots, U_N(n))$ and by using Corollary 5.6 and the fact that the class $\text{GRM}(n, 1/n)$ is invariant under left and right multiplication by independent unitaries,
it follows that \( S^{(6)}(nN) \) has the same \(*\)-moments, as

\[
S^{(7)}(nN) = \frac{1}{\sqrt{N}} \begin{pmatrix}
A_1^{(7)} & B_{12}^{(7)} & B_{13}^{(7)} & \cdots & B_{1,N-1}^{(7)} & B_1^{(7)} \\
0 & A_2^{(7)} & B_{23}^{(7)} & \cdots & B_{2,N-1}^{(7)} & B_2^{(7)} \\
0 & 0 & A_3^{(7)} & \ddots & \vdots & \vdots \\
0 & \vdots & \ddots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & A_{N-1}^{(7)} & B_{N-1,N}^{(7)} \\
0 & 0 & \cdots & 0 & 0 & A_N^{(7)}
\end{pmatrix},
\]

where

\[
\left((A_j^{(7)}(n))_{1 \leq j \leq N}, (B_{ij}^{(7)}(n))_{1 \leq i < j \leq N}\right)
\]

is an independent family of matrix–valued random variables, where \( B_{ij}^{(7)}(n) \in \text{GRM}(n, \frac{1}{n}) \) for every \( 1 \leq i < j \leq N \) and where the distribution of \( A_j^{(7)}(n) \) has density

\[
K^{(1)}_{(c-1)N+j,n} |\det(A)|^{2((c-1)N+j-1)n} \exp(-n\text{Tr}(A^*A))
\]

with respect to Lebesgue measure on \( M_n(C) \).

If \((V_j^{(1)}(n))_{1 \leq j \leq N}, (V_j^{(2)}(n))_{1 \leq j \leq N}, (U_{ij}^{(1)}(n))_{1 \leq i < j \leq N}, (U_{ij}^{(2)}(n))_{1 \leq i < j \leq N}\), are non–random \( n \times n \) unitary matrices, then

\[
\left((V_j^{(1)} A_j^{(7)}(n)V_j^{(2)}(n))_{1 \leq j \leq N}, (U_{ij}^{(1)} B_{ij}^{(7)}(n)U_{ij}^{(2)}(n))_{1 \leq i < j \leq N}\right)
\]

continues to be an independent family of matrix–valued random variables, \( V_j^{(1)} A_j^{(7)}(n)V_j^{(2)}(n) \) has the same distribution as \( A_j^{(7)}(n) \) and \( U_{ij}^{(1)} B_{ij}^{(7)}(n)U_{ij}^{(2)}(n) \) has the same distribution as \( B_{ij}^{(7)}(n) \). Therefore, the family (65) has the same joint \(*\)-moments as the family (64). Taking into account also Theorem 5.1 and Lemma 5.3 (as in the proof of Theorem 5.4), we see that the conditions of Theorem 4.6 are fulfilled, allowing us to conclude that the family (64) is asymptotically \(*\)-free as \( n \to \infty \). Moreover, (by Theorem 5.4), each \( A_j^{(7)}(n) \) converges in \(*\)-moments to a circular free Poisson element of parameter \((c-1)N+j\), while \( B_{ij}^{(7)}(n) \) converges in \(*\)-moments to a circular element. Therefore, the entries of the matrix \( S^{(7)}(n) \) model as \( n \to \infty \) the entries of the matrix \( x \) in the statement of the theorem. As \( S^{(7)}(n) \) converges in \(*\)-moments to a circular free Poisson element of parameter \( c \), the theorem is proved.

\[\square\]

6. Invariant subspaces for a circular free Poisson element

In this section, we will apply Theorem 5.10 and the general results of §5 to exhibit invariant subspaces for a circular free Poisson element. We will rely on the result of Haagerup and Larsen 3, Example 5.2] that the spectrum of a circular free Poisson element of parameter \( c \) is \( \{ z \in C \mid \sqrt{c-1} \leq |z| \leq \sqrt{c} \} \).
Theorem 6.1. Let \((\mathcal{M}, \psi)\) be a W*-noncommutative probability space with \(\psi\) faithful, let \(c \geq 1\) and let \(y \in \mathcal{M}\) be a circular free Poisson element of parameter \(c\). Given \(r \geq 0\), let \(p_r(y) \in \mathcal{M}\) be the projection onto the invariant subspace of \(y\) as in Definition 2.4. Then

\[
\psi(p_r(y)) = \begin{cases} 
0 & \text{if } r \leq \sqrt{c-1} \\
 r^2 - (c-1) & \text{if } \sqrt{c-1} \leq r \leq \sqrt{c} \\
 1 & \text{if } r \geq \sqrt{c}.
\end{cases}
\]

(66)

Proof. We may without loss of generality assume that \(\mathcal{M} = \{y\}''\), which implies \(\mathcal{M} \cong L(F_2)\) and \(\psi\) is a trace. Let \(N \in \mathbb{N}\) and let

\[
x = \frac{1}{\sqrt{N}} \begin{pmatrix} a_1 & b_{12} & b_{13} & \cdots & b_{1,N-1} & b_{1N} \\
0 & a_2 & b_{23} & \cdots & b_{2,N-1} & b_{2N} \\
0 & 0 & a_3 & \ddots & \vdots & b_{3N} \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & a_{N-1} & b_{N-1,N} \\
0 & 0 & \cdots & 0 & 0 & a_N \end{pmatrix} \in M_N(A).
\]

be the circular free Poisson element of parameter \(c\) as in Theorem 5.10, where we take \((A, \phi)\) to be a W*-noncommutative probability space. Thus \(a_j\) is a circular free Poisson element of parameter \((c-1)N + j\), each \(b_{ij}\) is a circular element and the collection of all \(a_j\) and \(b_{ij}\) is \(*\)-free. For \(k \in \{1, \ldots, N\}\), let

\[
e_k = \text{diag}(1, \ldots, 1, 0, \ldots, 0) \in M_n(C1) \subseteq M_n(A).
\]

Another application of Theorem 5.10 shows that in the W*-noncommutative probability space

\[
(ekM_N(A)e_k, \sqrt{\frac{N}{k}}\phi_N |_{ekM_N(A)e_k}) \cong (M_k(A), \phi_k),
\]

the element \(\sqrt{\frac{N}{k}}e_ke_k\) is a circular free Poisson element of parameter \(\frac{N}{k}(c-1) + 1\). Hence by [3, Example 5.2], \(e_ke_k\) has spectrum

\[
\left\{ z \in \mathbb{C} \mid c - 1 \leq |z| \leq \sqrt{(c-1) + \frac{k}{N}} \right\}.
\]

Similarly, if \(k < N\) then denoting by \(1_N\) the identity element of \(M_N(A)\), we find that in the W*-noncommutative probability space

\[
((1_N - e_k)M_N(A)(1_N - e_k), \sqrt{\frac{N}{N-k}}\phi_N |_{(1_N - e_k)M_N(A)(1_N - e_k)}) \cong (M_{N-k}(A), \phi_{N-k})
\]
the element \( \sqrt{\frac{1}{N-k}}(1_N - e_k)x(1_N - e_k) \) is a circular free Poisson element of parameter \( \frac{N}{N-k} \). Hence \((1_N - e_k)x(1_N - e_k)\) has spectrum
\[
\left\{ z \in \mathbb{C} \mid \sqrt{(c-1)+\frac{k}{N}} \leq |z| \leq \sqrt{c} \right\}.
\]
Therefore, by Proposition 2.2, if \( k \leq N - 2 \) and if
\[
\sqrt{(c-1)+\frac{k}{N}} \leq r < \sqrt{(c-1)+\frac{k+1}{N}}
\]
then \( e_k \leq p_r(x) \leq e_{k+1} \) and consequently \( \frac{k}{N} \leq \psi(p_r(y)) \leq \frac{k+1}{N} \). Letting \( N \) grow without bound and choosing \( k \) appropriately implies (66).

Some further facts concerning these projections \( p_r(y) \) are collected below in Theorem 6.3, for the proof of which we will use the following lemma.

**Lemma 6.2.** For every \( c \geq 1 \) let \((A_c, \phi_c)\) be a \( W^* \)–noncommutative probability space and let \( y_c \in A \) be a circular free Poisson element of parameter \( c \). Given \( c_0 \geq 1 \) and a sequence \((c_n)_{1}^{\infty}\) in \([1, \infty)\) converging to \( c_0 \), we have that \( y_{c_n} \) converges in \( * \)–moments to \( y_{c_0} \) as \( n \to \infty \).

**Proof.** The positive part \( h_c \) of \( y_c \) has the same moments as the measure \( \rho_c \) on \( \mathbb{R}_+ \) whose density with respect to Lebesgue measure is
\[
\frac{d\rho_c}{dt} = \frac{\sqrt{(d^2_1 - t^2)(t^2 - d^2_0)}}{\pi t} 1_{[d_0, d_1]}(t),
\]
with \( d_0 = 1 - \sqrt{c} \) and \( d_1 = 1 + \sqrt{c} \). Since \( y_c \) has the polar decomposition \( y_c = u_c h_c \) where \( u_c \) is a Haar unitary and where \( u_c \) and \( h_c \) are \(*\)–free, the \(*\)–moments of \( y_c \) can be expressed as certain polynomials in the moments of \( \rho_c \). Clearly, the \( k \)th moment of \( \rho_{c_n} \) converges to the \( k \)th moment of \( \rho_{c_0} \) as \( n \to \infty \). \( \square \)

**Theorem 6.3.** Let \( y \) be a circular free Poisson element of parameter \( c \) in some \( W^* \)–noncommutative probability space \((\mathcal{M}, \psi)\), with \( \psi \) faithful. Then

(i) \( p_s(y) \) converges in the strong\(^*\) topology to \( p_r(y) \) as \( s \to r \).

(ii) If \( \sqrt{c-1} < r < \sqrt{c} \) then in the \( W^* \)–noncommutative probability space
\[
\left( p_r(y)\mathcal{M}p_r(y), \frac{1}{\psi(p_r(y))} \psi|_{p_r(y)\mathcal{M}p_r(y)} \right),
\]
\( \psi(p_r(y))^{-1/2}yp_r(y) \) is a circular free Poisson element of parameter \( 1 + (c-1)/\psi(p_r(y)) \). Hence the spectrum of \( yp_r(y) \) relative to \( p_r(y)\mathcal{M}p_r(y) \) is
\[
\sigma(yp_r(y)) = \{ z \in \mathbb{C} \mid \sqrt{c-1} \leq |z| \leq \sqrt{r} \}.
\]
(iii) If $\sqrt{c-1} < r < \sqrt{c}$ then in the $W^*$-noncommutative probability space

$$(1 - p_r(y))\mathcal{M}(1 - p_r(y)), \frac{1}{1 - \psi(p_r(y))} \psi(1 - p_r(y))\mathcal{M}(1 - p_r(y)),$$

$$(1 - \psi(p_r(y)))^{-1/2}(1 - p_r(y))y$$ is a circular free Poisson element of parameter $c/(1 - \psi(p_r(y)))$. Hence the spectrum of $(1 - p_r(y))y$ relative to $(1 - p_r(y))\mathcal{M}(1 - p_r(y))$ is

$$\sigma((1 - p_r(y))y) = \{z \in \mathbb{C} \mid \sqrt{r} \leq |z| \leq \sqrt{c}\}.$$

(iv) If $x$ is the upper triangular $N \times N$ matrix given in Theorem 5.10 that is a circular free Poisson element of parameter $c$, then for every $k \in \{0, 1, \ldots, N\}$ and letting $r = \sqrt{(c-1) + k/N}$, we have $p_r(x) = \text{diag}(1, \ldots, 1, 0, \ldots, 0)$. 

Proof. We know from general principles that $p_r(y) \leq p_r(y)$ if $r' < r$, and from Theorem 6.1 we have that $\lim_{s \to r} \psi(p_s(y)) = \psi(p_r(y))$; as $\psi$ is faithful we conclude (i).

Let us now prove (iv). Arguing as in the proof of Theorem 6.1, we have $e_k \leq p_r(x)$ whenever $r > \sqrt{(c-1) + k/N}$. We may take the $W^*$-noncommutative probability space $(A, \phi)$ so that $\phi$ is a faithful trace, in which case, since $\inf\{\psi(p_r(x)) \mid r > \sqrt{(c-1) + k/N}\} = k/N$, it follows that

$$e_k = \bigwedge \{p_r(x) \mid r > \sqrt{(c-1) + k/N}\}.$$ 

Thus $e_k$ is the limit in strong* topology of $p_r(x)$ as $r$ tends to $\sqrt{(c-1) + k/N}$ from above. Using (i), it follows that $e_k = p \sqrt{(c-1) + k/N}(x)$.

For (ii), let us show that $\psi(p_r(y))^{-1/2}yp_r(y)$ is circular free Poisson of the desired parameter, first in the case when $\psi(p_r(y)) = k/N$ is rational. We may take $(\mathcal{M}, \psi)$ to be $(M_N(A), \phi_N)$ and $y$ to be equal to the $N \times N$ matrix $x$ as in Theorem 5.10. By (iv), the noncommutative probability space $(\mathcal{M})$ is $(M_k(A), \phi_k)$ and

$$\frac{1}{\sqrt{\psi(p_r(y))}}yp_r(y) = \frac{1}{\sqrt{k}} \begin{pmatrix} a_1 & b_{12} & b_{13} & \cdots & b_{1,k-1} & b_{1k} \\ 0 & a_2 & b_{23} & \cdots & b_{2,k-1} & b_{2k} \\ 0 & 0 & a_3 & \cdots & b_{3,k} & \\ \vdots & \vdots & \vdots & \ddots & \vdots & \\ 0 & 0 & \cdots & 0 & a_{k-1} & b_{k-1,k} \\ 0 & 0 & \cdots & 0 & 0 & a_k \end{pmatrix},$$

where $a_j$ is circular free Poisson of parameter $(c-1)N + j$. Applying again Theorem 5.10, we obtain that $\psi(p_r(y))^{-1/2}yp_r(y)$ is circular free Poisson of parameter $1 + (c-1)/\psi(p_r(y))$. When $r$ is such that $\psi(p_r(y))$ is irrational, then using (i) we have that $yp_r(y)$ is the strong* limit of $yp_s(y)$ as $s$ tends to $r$ through rational numbers. Hence by Lemma 5.2 and the continuity in $r$ of $\psi(p_r(y))$ implied by Theorem 5.10, it follows that $\psi(p_r(y))^{-1/2}yp_r(y)$ is
circular free Poisson of parameter $1 + (c - 1)/\psi(p_r(y))$. The statement about the spectrum follows from the result of Haagerup and Larsen [6] that we’ve been using repeatedly.

Part (iii) is proved similarly. When $\psi(p_r(y)) = k/N$ is rational then we get

$$\frac{1}{\sqrt{1 - \psi(p_r(y))}}(1 - p_r(y))y = \frac{1}{\sqrt{N - k}} \left( \begin{array}{c} a_{k+1} \\ b_{k+1,k+2} \\ b_{k+1,k+3} \\ \vdots \\ b_{k+1,N-1} \\ b_{k+1,N} \\ 0 \\ a_{k+2} \\ b_{k+2,k+3} \\ \vdots \\ b_{k+2,N-1} \\ b_{k+2,N} \\ \vdots \\ \vdots \\ \vdots \\ \vdots \\ 0 \\ 0 \\ \vdots \\ 0 \\ a_{N-1} \\ b_{N-1,N} \\ 0 \\ 0 \\ \vdots \\ 0 \\ 0 \\ a_N \end{array} \right),$$

where $a_{k+j}$ is circular free Poisson of parameter $(c - 1)N + k + j$. The remaining part of the argument is like for (ii) above. \qed

The following proposition shows that $p_r(y)$ is characterized by the spectral conditions in (ii) and (iii) of Theorem 6.3.

**Proposition 6.4.** Let $Y$ be a circular free Poisson element of parameter $c \geq 1$ in a $W^*$-probability space $(\mathcal{M}, \psi)$, with $\psi$ faithful, and let $\sqrt{c - 1} < r < \sqrt{c}$. Suppose $p \in \mathcal{M}$ is a projection such that

(i) $yp = py$

(ii) $\sigma_{p,\mathcal{M}p}(yp) \subseteq \{ z \in \mathbb{C} \mid \sqrt{c - 1} \leq |z| \leq r \}$

(iii) $\sigma_{(1-p),\mathcal{M}(1-p)}((1-p)y) \subseteq \{ z \in \mathbb{C} \mid r \leq |z| \leq \sqrt{c} \}$.

Then $p = p_r(y)$.

**Proof.** Note that (i) implies $(1-p)y = (1-p)y(1-p)$. Let $\mathcal{M}$ be normally and faithfully represented on a Hilbert space $\mathcal{H}$. For $\xi \in p\mathcal{H}$ we have

$$\limsup_{n \to \infty} \|y^n\xi\|^{1/n} \leq \limsup_{n \to \infty} \|(py)p\|^{1/n} \leq r,$$

where the last inequality is because the spectral radius of $py$ is $\leq r$. Hence $p \leq p_r(y)$.

In order to prove the reverse inequality, it will suffice to show $p \geq p_s(y)$ for all $0 \leq s < r$, because $s \mapsto p_s(y)$ is strong*-continuous by Theorem 6.3(i). Let $0 \leq s < r$, $\xi \in (1-p)\mathcal{H}$ and let $\eta \in E_s(y)$, i.e.

$$\limsup_{n \to \infty} \|y^n\eta\|^{1/n} \leq s. \quad (68)$$

Set $\xi_n = \langle (1-p)y^*(1-p) \rangle^{-n} \xi$. Then $\xi_n \in (1-p)\mathcal{H}$ and, because the spectral radius of $\langle (1-p)y^*(1-p) \rangle^{-1}$ is $\leq 1/r$, we have $\limsup_{n \to \infty} \|\xi_n\|^{1/n} \leq 1/r$. Since $\langle 1-p \rangle \mathcal{H}$ is an invariant subspace for $y^*$, we have $\xi = \langle (1-p)y^*(1-p) \rangle^{n} \xi_n = (y^*)^n \xi_n$. Therefore $\langle \xi, \eta \rangle = \langle (y^*)^n \xi_n, \eta \rangle = \langle \xi_n, y^n \eta \rangle$, so using (68) and Schwarz’s inequality we have $\limsup_{n \to \infty} |\langle \xi, \eta \rangle|^{1/n} \leq s/r < 1$, which shows that $\langle \xi, \eta \rangle = 0$. Hence $(1-p)\mathcal{H} \perp E_s(y) = p_s(y)\mathcal{H}$ and therefore $p_s(y) \leq p$. \qed
Remark 6.5. The proof above shows that the subspace

\[ E_r(y) = \{ \xi \in \mathcal{K} \mid \limsup_{k \to \infty} \| y^k \xi \|^{1/k} \leq r \} \]

is closed; thus we have \( p_r(y) \mathcal{K} = E_r(y) \), without taking the closure.

The next example, however, shows that the sort of spectral decomposition found in Theorem 6.3 and closedness of the subspace \( E_r(y) \) do not always hold.

Example 6.6. Let \( \mathcal{K} = \bigoplus_{k=2}^{\infty} \mathcal{K}_k \), where \( \mathcal{K}_k \) is \( k \)-dimensional Hilbert space with orthonormal basis \( e^{(k)}_1, \ldots, e^{(k)}_k \) and let \( T = \bigoplus_{k=2}^{\infty} T_k \), where \( T_k \in B(\mathcal{K}_k) \) is the nilpotent operator

\[ T_k e^{(k)}_j = \begin{cases} 0 & j = 1 \\ e^{(k)}_{j-1} & 2 \leq j \leq k. \end{cases} \]

It is well-known that the spectrum of \( T \) is the closed unit disk \( \overline{D} \) — see for example Brown [2, Example 4.10]. However, if \( r > 0 \) then \( E_r(T) \) is dense in \( \mathcal{K} \), so \( p_r(T) = 1 \) and the spectrum of \( T p_r(T) \) is \( \overline{D} \). Moreover, if \( 0 < r < 1 \) then the vector \( \sum_{k=2}^{\infty} \frac{1}{k} e^{(k)}_k \) is not an element of \( E_r(T) \); this shows that \( E_r(T) \) is not closed. Note that \( T \in \bigoplus_{k=2}^{\infty} B(\mathcal{K}_k) \), which is a finite von Neumann algebra.
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