INTERPOLATION OF WEIGHTED SOBOLEV SPACES
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ABSTRACT. In this work we present a newly developed study of the interpolation of weighted Sobolev spaces by the complex method. We show that in some cases, one can obtain an analogue of the famous Stein-Weiss theorem for weighted $L^p$ spaces. We consider an example which gives some indication that this may not be possible in all cases. Our results apply in cases which cannot be treated by methods in earlier papers about interpolation of weighted Sobolev spaces. They include, for example, a proof that

$$W^{1,p}(\mathbb{R}^d, \omega_0), W^{1,p}(\mathbb{R}^d, \omega_1)_{\theta} = W^{1,p}(\mathbb{R}^d, \omega_1^{1-\theta} \omega_0^\theta)$$

whenever $\omega_0$ and $\omega_1$ are continuous and their quotient is the exponential of a Lipschitz function. We also mention some possible applications of such interpolation in the study of convergence in evolution equations.
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1. INTRODUCTION

1.1. Goals and aims. Consider two weighted Sobolev spaces, $W^{s_0,p_0}(U,\omega_0)$ and $W^{s_1,p_1}(U,\omega_1)$ on an open subset $U$ of $\mathbb{R}^d$. (Precise definitions of these spaces and of other notions, which are mentioned only in general terms in this subsection, will be given later). A natural question one can ask oneself is the following:

**Question 1.** If $T$ is a linear operator which is bounded on both $W^{s_0,p_0}(U,\omega_0)$ and $W^{s_1,p_1}(U,\omega_1)$, does this imply that $T$ is also bounded on various other weighted Sobolev spaces $W^{s,p}(U,\omega)$?

For certain choices of $U$, weight functions $\omega_0$, $\omega_1$, and $s_0$, $s_1$, $p_0$ and $p_1$ the answer is known to be affirmative. In most cases, the affirmation of Question 1 is obtained with the explicit, or implicit, help of Alberto Calderón’s complex interpolation spaces. As in many (but not all) papers dealing with these interpolation spaces, we will use Calderón’s notation $[A_0,A_1]_\theta$ for them. Thus, so far, the affirmation of Question 1 comes hand in hand with the affirmation of the following question:

**Question 2.** Does the complex interpolation space $[W^{s_0,p_0}(U,\omega_0),W^{s_1,p_1}(U,\omega_1)]_\theta$ coincide with $W^{s,p}(U,\omega)$ for some $s$, $p$ and $\omega$?

Our goal in this work is to investigate Question 2 further, and provide some new affirmative answers to it - thereby also finding more cases where Question 1 has an affirmative answer. We consider that our results can be potentially useful in the study of asymptotic behaviour of solutions of certain evolution equations.

Before continuing, let us recall two previously treated cases of Questions 1 and 2:

**The Stein-Weiss Theorem:** Suppose that $s_0 = s_0 = 0$, i.e., suppose that our two weighted Sobolev spaces are simply weighted $L^p$ spaces. Then a celebrated result, often referred to as the Stein-Weiss Theorem, which goes back to the paper 20 of Eli Stein and Stein’s joint paper 21 with Guido Weiss, gives a positive answer to Question 1 for all $p_0$ and $p_1$ in $[1,\infty]$ and all choices of positive measurable functions $\omega_0$ and $\omega_1$ on $U$ (and even in a more general setting, when $(U,dx)$ is replaced by an arbitrary measure space). More explicitly, in this case, the operator $T$ is bounded on $W^{0,p}(U,\omega)$ whenever $p$ and $\omega$ satisfy

\[
\frac{1}{p} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1}, \quad \text{and} \quad \omega = \omega_0^{\frac{\theta}{p_0}} \omega_1^{\frac{\theta}{p_1}}. \tag{1.1}
\]
for some $\theta \in (0,1)$. This result was obtained before Calderón developed his theory of complex interpolation spaces, but in the light of that theory the Stein-Weiss Theorem can also be expressed by the formula

$$[W^{0,p_0}(U,\omega_0), W^{0,p_1}(U,\omega_1)]_\theta = W^{0,p}(U,\omega)$$

which holds isometrically for each $\theta \in (0,1)$ and for $p$ and $\omega$ as in (1.1). (When $p_0 = p_1 = \infty$ the weight $\omega$ of course cannot be determined from (1.1) but in that case (1.2) holds for all choices of $\omega$ for a trivial reason related to the discussion below in Remarks 1.1 and 2.8.)

A result of Jörgen Löfström: In his paper [14], among various other results, Löfström gives an affirmative answer to Question 2 in the setting where $s_0$ and $s_1$ can be non-zero. However, the set $U$ must be all of $\mathbb{R}^d$ and the powers $\omega_0^{1/p_0}$ and $\omega_1^{1/p_1}$ of the given weight functions are required to satisfy a special condition which he calls “polynomial regularity”. With these conditions fulfilled, Löfström is able to use the Fourier transform and the Mihlin multiplier theorem and to define the weighted Sobolev spaces $W^{s_0,p_0}(\mathbb{R}^d,\omega_0)$ and $W^{s_1,p_1}(\mathbb{R}^d,\omega_1)$ via properties of the Fourier transforms of their elements. In this setting Löfström proves that

$$[W^{s_0,p_0}(\mathbb{R}^d,\omega_0), W^{s_1,p_1}(\mathbb{R}^d,\omega_1)]_\theta = W^{s_\theta,p}(\mathbb{R}^d,\omega)$$

to within equivalence of norms, for each $p_0$ and $p_1 \in (1,\infty)$ and each $\theta \in (0,1)$ where $s_\theta = (1-\theta)s_0 + \theta s_1$ and $p$ and $\omega$ are given by (1.1). Taking into account the particular different notation and formulation of definitions used by Löfström, one can see that this result is expressed by the formula (5.3) in Theorem 4 on page 208 of [14]. An interesting advantage of Löfström’s method is that he can extend his definition of weighted Sobolev spaces to the case where their orders of smoothness are not necessarily integers, and in fact he proves his formula (1.3) in this more general setting.

Of course, in the special case where $s_0 = s_1 = 0$, the formula (1.3) becomes the Stein-Weiss formula (1.2).

In this paper, in contrast to Löfström’s work, we shall only consider the case

$$s_0 = s_1 = 1, \quad p_0 = p_1 = p \in [1,\infty).$$

However, making these restrictions gives us much more flexibility in our choices of the set $U$ and the weight functions $\omega_0$ and $\omega_1$ than is available in [14]. We can also include the case where $p = 1$. For a relatively large class of weight functions, and for $U = \mathbb{R}^d$, we obtain that

$$[W^{1,p}(U,\omega_0), W^{1,p}(U,\omega_1)]_\theta = W^{1,p}(U,\omega_\theta)$$

to within equivalence of norms, for all $p \in [1,\infty)$ and $\theta \in (0,1)$, where here, and also in fact throughout this paper, $\omega_\theta$ is the weight function obtained, for each $\theta$, from whichever weight functions $\omega_0$ and $\omega_1$ are currently under consideration, by the formula

$$\omega_\theta = \omega_0^{1-\theta} \omega_1^{\theta}.$$
Remark 1.1. When \( p = \infty \), a case which we have not formally included in our discussion, the formula (1.4) is an uninteresting triviality (see Remark 2.8 below) which holds isometrically for all choices of the weight functions \( \omega_0 \) and \( \omega_1 \) (as can be justified later by part (iv) of Theorem 2.7).

Here is one easily formulated special case of our results, which gives some indication of the considerable flexibility we have in our choices of the weight functions \( \omega_0 \) and \( \omega_1 \): When the set \( U \) is chosen to be all of \( \mathbb{R}^d \), we can prove that (1.4) holds whenever \( \frac{\omega_0}{\omega_1} \) is the exponential of a Lipschitz function and \( \omega_0 \) and \( \omega_1 \) are continuous. In fact we can make do here with a much weaker condition than continuity which is satisfied by various functions which are not even equivalent to continuous functions.

In fact (1.4) is valid not only for \( U = \mathbb{R}^d \), but also for a certain collection of other open sets which satisfy properties which we shall specify below. Moreover, if we consider the natural subspaces \( W^{1,p}_0(U, \omega) \) of functions in \( W^{1,p}(U, \omega) \) that can be approximated by a natural class of compactly supported functions, an analogue of (1.4) for these spaces is valid for an even larger collection of open sets \( U \).

Our strategy for obtaining (1.4) will be to show that, under somewhat milder conditions on \( \omega_0 \) and \( \omega_1 \) than those imposed in Löfström’s theorem, and for appropriate choices of \( U \), the interpolation space \( [W^{1,p}(U, \omega_0), W^{1,p}(U, \omega_1)]_\theta \) satisfies the continuous inclusions

\[
W^{p}(U, \theta, r_\omega) \subset [W^{1,p}(U, \omega_0), W^{1,p}(U, \omega_1)]_\theta \subset W^{1,p}(U, \omega_\theta)
\]

for a certain space \( W^p(U, \theta, r_\omega) \) which is the intersection of \( W^{1,p}(U, \omega_\theta) \) with an appropriate weighted \( L^p \) space. These inclusions may also be of independent interest. We can then deduce that (1.4) holds under some explicitly formulated conditions (see Theorem 1.22), which ensure that \( W^{1,p}(U, \omega_\theta) \) and \( W^p(U, \theta, r_\omega) \) coincide.

Interestingly enough, we will also present a somewhat intricate example where these spaces do not coincide, but we cannot exclude the possibility that (1.4) might still hold for that example.

We are now ready, in the following subsections, to give more explicit and more detailed formulations of our results and of the definitions of the notions which play roles in them.

Remark 1.2. There are a number of other papers and books which contain other interpolation results involving weighted Sobolev spaces (and also sometimes other related spaces such as weighted Besov spaces and/or weighted Triebel-Lizorkin spaces) but the results in them do not quite correspond to the kind of results that we are seeking here. Some of them deal with the real method, rather than the complex method of interpolation. Some deal with interpolation between weighted Sobolev spaces and weighted \( L^p \) spaces. Also, in some of them, the definitions of weighted Sobolev spaces differ in some non-trivial way from the definition that we have chosen to use here. We can refer, for example, to [5, 7, 8, 9, 10, 15, 16, 17, 18, 19, 22]. Among the many other papers and some
books which deal with other aspects of weighted Sobolev spaces and some of their applications we can mention, for example, the works [11, 12, 13] of Kufner, Kufner-Opic, and Kufner-Sändig.

1.2. The setting of the problem. In what is to follow, $d$ will always be a positive integer, $p$ will always lie in the interval $[1, \infty]$, and $U$ will always denote a non-empty open subset of $\mathbb{R}^d$. For most of our results $p$ will be restricted to the range $[1, \infty)$. The letter $\omega$, with or without a subscript, will always denote a weight function on $U$, i.e. a Lebesgue measurable function $\omega: U \to (0, \infty)$.

Often the weight functions which are of interest in various applications are continuous. However, for our results here which establish the formula (1.4) in certain cases, we will not need the weight functions $\omega_0$ and $\omega_1$ to be continuous, nor even equivalent to continuous functions. Instead we will require them to satisfy a rather weaker condition which we are now about to define. (We will however need $\omega_0/\omega_1$ to have some smoothness properties.)

We will be considering weight functions $\omega: U \to (0, \infty)$ which, like continuous functions, satisfy

$$0 < \inf_{x \in K} \omega(x) \leq \sup_{x \in K} \omega(x) < \infty,$$

for every compact set $K \subset U$.

Consequently, it will sometimes be convenient to use the notation

$$m(K, \omega) := \inf_{x \in K} \omega(x), \quad \text{and} \quad M(K, \omega) := \sup_{x \in K} \omega(x).$$

**Definition 1.3.** A weight function $\omega: U \to (0, \infty)$ on an open subset $U$ of $\mathbb{R}^d$ which satisfies (1.6) will be said to satisfy the *compact boundedness condition on* $U$.

**Remark 1.4.** A weight function $\omega$ satisfying this condition can be very far from being continuous. As we already intimated above, it can, for example, have the property that, for every choice of a pair of positive constants $C_1$ and $C_2$ and of a continuous function $f$, the inequality $C_1 f(x) \leq \omega(x) \leq C_2 f(x)$ cannot hold for all $x \in U$, not even for almost all $x \in U$. As an example of this, let $U = (0, \infty)$ and let $\omega$ be the weight function on $U$ defined by $\omega(x) = \sum_{n=0}^\infty n \chi_{[2n,2n+1]} + \sum_{n=0}^\infty n^2 \chi_{[2n+1,2n+2]}$.

**Remark 1.5.** We will have occasions to use the obvious fact that, if $\omega_0$ and $\omega_1$ are weight functions which satisfy the compact boundedness condition on some set $U$, then the same is true for every power, product and quotient of these weights, and in particular for $\omega_0^{1-\theta} \omega_1^\theta$ and $\omega_0/\omega_1$.

In the literature there are two standard ways of defining weighted $L^p$ spaces with respect to a given weight $\omega$. In one of them the weighted space consists of all functions $f$ for which $\omega f$ is in the (unweighted) $L^p$ space. But here we shall choose the second way, which proceeds by replacing the ambient underlying measure, in our case Lebesgue measure $dx$, with the weighted measure $\omega(x) dx$. In fact we shall need to use weighted $L^p$ spaces of vector valued functions.
Definition 1.6. Given a weight function \( \omega \) on \( U \) and \( p \in [1, \infty) \), and \( m \in \mathbb{N} \), we define the Banach space

\[
L^p(U, \omega, \mathcal{C}^m) = \left\{ \phi : U \rightarrow \mathbb{C}^m \mid \phi \text{ is measurable and } \| \phi \|_{L^p(U, \omega, \mathcal{C}^m)} < \infty \right\}
\]

where

\[
\| \phi \|_{L^p(U, \omega, \mathcal{C}^m)} = \left( \sum_{i=1}^{m} \int_U |\phi_i(x)|^p \omega(x) \, dx \right)^{\frac{1}{p}},
\]

for each \( \phi = (\phi_1, \ldots, \phi_m) \).

We will sometimes use the abbreviated notation \( L^p(U, \omega) \) for \( L^p(U, \omega, \mathcal{C}) \), i.e. when \( m = 1 \). We will also use the notation \( L^p(U, \mathbb{C}^m) \) for the “unweighted” case, where \( \omega \) is identically 1.

As is customary in such definitions, there is a natural “limiting” extension to the case where \( p = \infty \), which in our context takes the following form:

Definition 1.7. For \( U \), \( \omega \) and \( m \) as above we define the Banach space

\[
L^\infty(U, \omega, \mathcal{C}^m) = \left\{ \phi : U \rightarrow \mathbb{C}^m \mid \phi \text{ is measurable and } \| \phi \|_{L^\infty(U, \omega, \mathcal{C}^m)} < \infty \right\}
\]

where

\[
\| \phi \|_{L^\infty(U, \omega, \mathcal{C}^m)} = \text{ess sup}_{x \in U} \left( \max_{i \in \{1,2,\ldots,m\}} |\phi_i(x)| \right),
\]

for each \( \phi = (\phi_1, \ldots, \phi_m) \).

Remark 1.8. The consequence of the choice that we made in formulating Definition 1.6 is that here the weighted \( L^\infty \) space in fact does not depend on \( \omega \) and coincides isometrically with the unweighted space \( L^\infty(U, \mathbb{C}^m) \) which we shall occasionally use below. Had we chosen the first way of defining weighted \( L^p \) spaces we would have obtained a more “interesting” space here.

We can now introduce the main spaces that we wish to study.

Definition 1.9. Given an open set \( U \) of \( \mathbb{R}^d \), a weight function \( \omega \) on \( U \) and \( p \in [1, \infty] \), we define

\[
W^{1,p}(U, \omega) = \left\{ \phi : U \rightarrow \mathbb{C} \mid \phi \text{ has a weak gradient } \nabla \phi \text{ on } U \text{ and } (\phi, \nabla \phi) \in L^p(U, \omega, \mathcal{C}^{d+1}) \right\},
\]

where the weak gradient \( \nabla \phi \) (i.e. the vector of its weak first order partial derivatives) is defined in the usual way via the theory of distributions, i.e. for every \( \psi \in C_c^{\infty}(U) \) it satisfies

\[
\int_U \nabla \psi(x) \phi(x) \, dx = - \int_U \psi(x) \nabla \phi(x) \, dx.
\]
The norm which we will define on $W^{1,p}(U, \omega)$ is given by
\[ \| \phi \|_{W^{1,p}(U, \omega)} = \| \phi, \nabla \phi \|_{L^p(U, \omega, \mathcal{C}^{d+1})}. \]

**Remark 1.10.** The requirement that $\phi$ and $\nabla \phi$ satisfy the equation (1.8) in which the integrals are evidently understood to be Lebesgue integrals, forces both of these functions to be locally integrable on $U$ (with respect to (unweighted) Lebesgue measure).

**Remark 1.11.** In the case where the weight function $\omega$ is identically equal to 1 the above weighted Sobolev spaces coincide with their original and more frequently studied “unweighted” analogues. We shall occasionally need to use these unweighted spaces here and (analogously to what we did for unweighted $L^p$ spaces) we shall use the same notation as above for them, but with $\omega$ simply omitted.

**Note (cf. Remark 1.8)** that, for every weight function $\omega$, $W^{1,\infty}(U, \omega)$ coincides isometrically with the unweighted Sobolev space $W^{1,\infty}(U)$.

The study of weighted Sobolev spaces is certainly not new. The definition which we have chosen to use for them here is only one of a number of various different definitions chosen by authors of the many papers and several books (already mentioned above in §1.1) which deal with weighted Sobolev spaces and in some cases also give or indicate various applications of them to other topics in analysis.

Consider the normed space $W^{k,p}(\Omega, \sigma)$ introduced on page 11 of [11] and also, with slightly different notation, on page 537 of [12]. In the case where $\Omega = U$ and $k = 1$ and all the elements of the vector $\sigma = \{\sigma_\alpha : |\alpha| \leq 1\}$ are chosen to be $\omega$ this space coincides isometrically with our space $W^{1,p}(U, \omega)$. (In [11] it is assumed that $p \in [1, \infty)$ and that the open set $\Omega$ is also connected.)

For most of our purposes in this paper we need the weighted Sobolev spaces with which we are working to be complete. Accordingly, most of our results here will be formulated subject to the “abstract” requirement that the weighted Sobolev spaces being considered in them are complete. When seeking to apply these results we can keep in mind that there are various “concrete” conditions on a weight function $\omega$ which are sufficient to ensure that $W^{1,p}(U, \omega)$ is complete. One of these is a condition which appears in Theorem 1.11 of [12] pp. 540–541 in the case where $p > 1$. More relevantly for us, and as we shall show below in Lemma 5.2, $W^{1,p}(U, \omega)$ is complete whenever $\omega$ satisfies the compact boundedness condition. This is a condition which will be imposed anyway, also for other purposes, on the weight functions appearing in our main theorem 1.16 and in Theorems 1.20, 1.21 and 1.22 which follow from it.

**Remark 1.12.** We have not attempted to find examples of $p$, $U$ and $\omega$ for which $W^{1,p}(U, \omega)$ is not complete. However Example 1.12 on pp. 541–543 of [12] shows explicitly that a certain variant of $W^{1,p}(U, \omega)$, where different weight functions

1Of course in this definition, and in Definitions 1.6 and 1.7, we permit ourselves the usual abuse of terminology where the word “function” really means an equivalence class of functions which are equal to each other almost everywhere.
are used for the weighted $L^p$ norms of the function and of its weak first order partial derivatives, can fail to be complete.

In some of our results we will also be requiring the weighted Sobolev spaces $W^{1,p}(U, \omega)$ appearing in them to have the property that each of their elements can be approximated by a sequence of compactly supported $C^\infty$ or Lipschitz functions. Here too there are concrete conditions on $U$ and $\omega$ which suffice to imply such properties. The interested reader can find more information about such issues in [11] and [12].

1.3. Main results. As we’ve stated in §1.1, our main goal in this work is to find settings in which an analogue of the Stein-Weiss theorem holds for weighted Sobolev spaces, or for suitable substitutes for these spaces.

In what follows, we will denote by $\text{Li p}_c(U)$, or $\text{Li p}_c$ for short, the space of all Lipschitz functions $\phi : U \to \mathbb{C}$ with compact support. To avoid any ambiguity here, we should point out that $\phi \in \text{Li p}_c(U)$ means that the closure of $\{x \in U : \phi(x) \neq 0\}$ in $\mathbb{R}^d$ is a compact subset, not only of $\mathbb{R}^d$, but also of $U$.

**Definition 1.13.** Let $\omega$ be a weight function such that $W^{1,p}(U, \omega)$ is a Banach space, containing $\text{Li p}_c(U)$. Define the Banach space $W^{1,p}_0(U, \omega)$ to be the subspace of $W^{1,p}(U, \omega)$ equipped with the same norm as that of $W^{1,p}(U, \omega)$ which is the closure of $\text{Li p}_c(U)$ with respect to that norm.

In particular we should mention that if $\omega$ satisfies the compact boundedness condition on $U$ then, as we shall show below in Lemma 5.2, $W^{1,p}(U, \omega)$ has the two above mentioned properties required to make the above definition of $W^{1,p}_0(U, \omega)$ applicable. As certain steps in the proof of our main theorem will show, $\text{Li p}_c$ is a very natural space to consider for our purposes. In addition, for many choices of the open set $U$, the subspace $C^\infty_c(U)$ of $\text{Li p}_c(U)$ can be shown to have the same closure in $W^{1,p}(U, \omega)$ norm as that of $\text{Li p}_c(U)$.

We will also sometimes need to consider functions which satisfy the following variant of the Lipschitz condition.

**Definition 1.14.** A function $\phi : U \to \mathbb{C}$ is said to be **locally Lipschitz** if, for each compact subset $K$ of $U$, the restriction of $\phi$ to $K$ is Lipschitz.

**Remark 1.15.** It is easy to verify that $\phi : U \to \mathbb{C}$ is locally Lipschitz if and only if its restriction to the set $V$ is Lipschitz whenever $V$ is an open set whose closure is a compact subset of $U$.

Let us now state our main theorem:

**Theorem 1.16.** Let $\omega_0$ and $\omega_1$ be weight functions on $U$ that satisfy the compact boundedness condition (1.6). Assume furthermore that the function $r_\omega : U \to (0, \infty)$ defined by

$$r_\omega(x) := \frac{\omega_0(x)}{\omega_1(x)}$$

(1.9)
is locally Lipschitz on $U$. For each $p \in [1, \infty)$ and $\theta \in (0, 1)$, let $\mathcal{W}^p(U, \theta, r_\omega)$ be the space

$$\mathcal{W}^p(U, \theta, r_\omega) = \{ \phi : U \rightarrow \mathbb{C} | \phi \in W^{1,p}(U, \omega_\theta), \phi \nabla \log(r_\omega) \in L^p(U, \omega_\theta) \}$$

with the norm

$$\| \phi \|_{\mathcal{W}^p(U, \theta, r_\omega)} = \left( \| \phi \|_{W^{1,p}(U, \omega_\theta)}^p + \int_U |\phi(x)|^p |\nabla \log(r_\omega(x))|^p \omega_\theta(x) \, dx \right)^{\frac{1}{p}},$$

and define $\mathcal{W}_0^p(U, \theta, r_\omega)$ to be the closure of $L^p_\omega(U)$ in $\mathcal{W}^p(U, \theta, r_\omega)$ with respect to this norm. Then, for every $p \in [1, \infty)$ and $\theta \in (0, 1)$, we have that

$$[W^{1,p}(U, \omega_\theta), W^{1,p}(U, \omega_1)]_{\theta} \subset W^{1,p}(U, \omega_\theta),$$

and

$$\mathcal{W}_0^p(U, \theta, r_\omega) \subset [W_0^{1,p}(U, \omega_\theta), W_0^{1,p}(U, \omega_1)]_{\theta}.$$

Moreover, there exists a positive constant $C_p$ which depends only on $p$, such that, for every $\phi \in \mathcal{W}_0^p(U, \theta, r_\omega)$,

$$\| \phi \|_{W^{1,p}(U, \omega_\theta)} \leq \| \phi \|_{[W^{1,p}(U, \omega_\theta), W^{1,p}(U, \omega_1)]_{\theta}} \leq C_p \| \phi \|_{\mathcal{W}^p(U, \theta, r_\omega)}$$

**Remark 1.17.** The exact value of the constant in (1.13) interests us rather less than the fact that it is independent of our choices of weight functions and $\theta$, and depends only on $p$. But we also note that the arguments that will eventually combine to give us a proof of Theorem 1.16 will also show that the said constant can be chosen to be

$$C_p = \min_{\beta > 0} 2e^\beta \max \left\{ 1, \frac{e^\beta}{p \sqrt{2\pi e}} \right\}.$$

**Remark 1.18.** From the definition of $[A_0, A_1]_{\theta}$ it is obvious (cf. part (iii) of Theorem 2.7) that

$$[W_0^{1,p}(U, \omega_\theta), W_0^{1,p}(U, \omega_1)]_{\theta} \subset [W^{1,p}(U, \omega_\theta), W^{1,p}(U, \omega_1)]_{\theta}.$$

We can thus combine this inclusion together with (1.11) and (1.12) to obtain one chain of inclusions.

Although the non-negative function $\omega_\theta |\nabla \log(r_\omega)|^p$ can assume the value 0, it will be helpful for us to permit ourselves the following slight abuse of notation:

**Definition 1.19.** Let $L^p(U, \omega_\theta |\nabla \log(r_\omega)|^p)$ denote the space of measurable functions $\phi : U \rightarrow \mathbb{C}$ for which the semi-norm, which we shall denote by

$$\| \phi \|_{L^p(U, \omega_\theta |\nabla \log(r_\omega)|^p)} = \left( \int_{\mathbb{R}^d} |\phi(x)|^p |\nabla \log(r_\omega(x))|^p \omega_\theta(x) \, dx \right)^{\frac{1}{p}},$$

is finite.
While Theorem 1.16 is quite general, it might also be desirable to have a “cleaner” version of it which deals only with spaces of the kind “$W^{1,p}$” or only with spaces of the kind “$W^{1,p}_0$” rather than a mixture of these two kinds. Such versions can indeed be obtained when suitable additional conditions are imposed on $U$ and/or on the weight functions $\omega_0$ and $\omega_1$. The following two theorems give instances of this.

**Theorem 1.20.** Let $U$, $\omega_0$ and $\omega_1$ be as in Theorem 1.16. Assume furthermore that, for some $p \in [1, \infty)$, whenever $\phi$ is an element of $W^{1,p}_0 (U, \omega_0) \cap W^{1,p}_0 (U, \omega_1)$ there exists a sequence $\{\phi_n\}_{n \in \mathbb{N}}$ of functions in $\text{Lip}_c(U)$ which converges to $\phi$ in $W^{1,p}_0 (U, \omega_0)$ or in $W^{1,p}_0 (U, \omega_1)$ and is a bounded sequence in the other space.

Then, as well as the inclusions (1.11) and (1.12), we also have that

\[
W_p^0 (U, \theta, r_\omega) \subset [W^{1,p}_0 (U, \omega_0), W^{1,p}_0 (U, \omega_1)]_{\theta} \subset W^{1,p}_0 (U, \omega_\theta)
\]

for that same value of $p$ and for all $\theta \in (0, 1)$.

**Theorem 1.21.** Let $U$, $\omega_0$ and $\omega_1$ be as in Theorem 1.16. Assume furthermore that, for some $p \in [1, \infty)$,

\[
W^{1,p}_0 (U, \omega_j) = W^{1,p} (U, \omega_j), \quad j = 0, 1,
\]

and

\[
W_p^0 (U, \theta, r_\omega) = W^p (U, \theta, r_\omega), \quad \theta \in (0, 1).
\]

Then, as well as the inclusions (1.11) and (1.12), we also have that

\[
W^p (U, \theta, r_\omega) \subset [W^{1,p}_0 (U, \omega_0), W^{1,p}_0 (U, \omega_1)]_{\theta} \subset W^{1,p} (U, \omega_\theta)
\]

for that same value of $p$ and for all $\theta \in (0, 1)$.

In particular if $U = \mathbb{R}^d$ and if $\omega_0$ and $\omega_1$ satisfy the conditions imposed in Theorem 1.16 then (1.17) and (1.18) both hold for every $p \in [1, \infty)$ and therefore so does (1.19).

With the help of Theorems 1.20 and 1.21 we are able to obtain the following theorem which identifies new conditions which suffice for a Stein-Weiss like theorem to hold for pairs of $W^{1,p}$ spaces:

**Theorem 1.22.** Let $U$ be a non-empty open subset of $\mathbb{R}^d$ and let $g : U \to \mathbb{R}$ be a Lipschitz function. Let $\omega_0$ and $\omega_1$ be weight functions on $U$ such that at least one of them satisfies the compact boundedness condition and

$$
\omega_0 (x) = \omega_1 (x) e^{g(x)}.
$$

(i) Then the conditions of Theorem 1.16 are satisfied.

(ii) If $U = \mathbb{R}^d$ then

\[
[W^{1,p} (\mathbb{R}^d, \omega_0), W^{1,p} (\mathbb{R}^d, \omega_1)]_{\theta} = W^{1,p} (\mathbb{R}^d, \omega_\theta)
\]

to within equivalence of norms, for every $p \in [1, \infty)$ and $\theta \in (0, 1)$. 

(iii) If the open set $U$ and the above two weight functions $\omega_0$ and $\omega_1$ satisfy the conditions of Theorem 1.20 then
\[
\left[ W^{1,p}_0(U, \omega_0), W^{1,p}_0(U, \omega_1) \right]_\theta = W^{1,p}_0(U, \omega_\theta)
\]
to within equivalence of norms, for every $p \in (1, \infty)$ and $\theta \in (0, 1)$.
(iv) If the number $p$, the open set $U$ and the above two weight functions $\omega_0$ and $\omega_1$ satisfy the conditions of Theorem 1.21 then
\[
\left[ W^{1,p}(U, \omega_0), W^{1,p}(U, \omega_1) \right]_\theta = W^{1,p}(U, \omega_\theta)
\]
to within equivalence of norms, for that value of $p$ and for every $\theta \in (0, 1)$.

1.4. Structure of the paper. In §2 we will recall some basic definitions and facts about interpolation spaces, and in particular Calderón’s complex interpolation spaces. In §3 we will show how a generalisation of the Stein-Weiss theorem easily implies the inclusion of \( \left[ W^{1,p}(U, \omega_0), W^{1,p}(U, \omega_1) \right]_\theta \) in \( W^{1,p}(U, \omega_\theta) \) and we shall also consider the analogous inclusion for the \( W^{1,p}_0 \) spaces. §4 is the main section of this work. In it we will discuss the more difficult inclusion of \( \mathcal{W}^{p}(U, \theta, r_\omega) \) in \( \left[ W^{1,p}(U, \omega_0), W^{1,p}(U, \omega_1) \right]_\theta \), which will eventually yield our main result. With the help of some approximation theorems which we will present in §5 we will prove our main theorem and several interesting consequences of it in §6. In §7 we will discuss further properties of \( \mathcal{W}^{p}(U, \theta, r_\omega) \), such as the fact that it can sometimes happen that \( \mathcal{W}^{p}(U, \theta, r_\omega) \) is strictly smaller than \( W^{1,p}(U, \omega_\theta) \).

In the final section §8 we will share some final thoughts about this, and future, work. These will include a discussion of potential applications to rates of convergence in evolution equations.

There is also an appendix at the end of the paper. It contains some auxiliary proofs which we felt should not hinder the flow of our presentation in the preceding sections.

Acknowledgement. A. Einav would like to thank Anton Arnold and Tobias Wöhrer for stimulating discussions about using interpolation theory to estimate rates of convergence to equilibrium in Fokker-Planck equations, which led him to start investigating the main problem presented in this work.

2. Preliminaries: Interpolation spaces and the complex interpolation method

This short section has been included for the convenience of those readers who may not be familiar with the theory of interpolation spaces, in particular of those which are generated by the complex interpolation method (sometimes referred to simply as the complex method). We briefly recall some basic definitions and some basic properties of these interpolation spaces. For more information about this subject we refer the reader to Calderón’s fundamental paper [3] or to [2] or many other excellent textbooks. The notations and definitions which we shall use are fairly standard.\(^\text{2}\)

\(^{2}\)But note that there are some differences between the notation used in [3] and in [2].
The basic setting of interpolation theory is a pair of normed vector spaces \( A_0 \) and \( A_1 \) which have the property that there exists a Hausdorff topological vector space \( \mathcal{A} \) satisfying

\[
A_0 \subset \mathcal{A}, \quad A_1 \subset \mathcal{A},
\]

where the inclusions of \( A_0 \) and \( A_1 \) in \( \mathcal{A} \) are linear and continuous. If \( A_0 \) and \( A_1 \) are also Banach spaces, then it is customary to say that \( (A_0, A_1) \) is a Banach couple, and also to sometimes use the abbreviated notation \( \overline{A} \) instead of \( (A_0, A_1) \).

**Definition 2.1.** Let \( \overline{A} = (A_0, A_1) \) be a Banach couple. A normed vector space \( A \) is called an **intermediate space** with respect to \( (A_0, A_1) \) if

\[
A_0 \cap A_1 \subset A \subset A_0 + A_1
\]

with continuous inclusions, where the norms on \( A_0 \cap A_1 \) and \( A_0 + A_1 \) are given by

\[
\|a\|_{A_0 \cap A_1} = \max\{\|a\|_{A_0}, \|a\|_{A_1}\}
\]

and

\[
\|a\|_{A_0 + A_1} = \inf\{\|a_0\|_{A_0} + \|a_1\|_{A_1} \mid a_0 + a_1 = a\}.
\]

The notation \( T: (A_0, A_1) \to (A_0, A_1) \) (or \( \overline{A} \to \overline{A} \) for short) is taken to mean that \( T \) is a linear operator which maps \( A_0 + A_1 \) into itself and also satisfies \( T(A_0) \subset A_0 \) and \( T(A_1) \subset A_1 \) and is bounded from \( A_0 \) into \( A_0 \) and from \( A_1 \) into \( A_1 \).

An intermediate space \( A \) is called an **interpolation space** with respect to \( (A_0, A_1) \) if it has the additional property that every linear operator \( T: (A_0, A_1) \to (A_0, A_1) \) is also a bounded map of \( A \) into itself.

We often need to consider a more elaborate version of the previous definition, for operators which map between the spaces of two possibly different Banach couples:

**Definition 2.2.** Let \( \overline{A} = (A_0, A_1) \) and \( \overline{B} = (B_0, B_1) \) be Banach couples. The notation \( T: (A_0, A_1) \to (B_0, B_1) \) (or \( \overline{A} \to \overline{B} \) for short) is taken to mean that \( T \) is a linear operator which maps \( A_0 + A_1 \) into \( B_0 + B_1 \) and also satisfies \( T(A_0) \subset B_0 \) and \( T(A_1) \subset B_1 \) and is bounded from \( A_0 \) into \( B_0 \) and from \( A_1 \) into \( B_1 \). Let \( A \) be an intermediate space with respect to \( (A_0, A_1) \) and let \( B \) be an intermediate space with respect to \( (B_0, B_1) \). Then we say that \( A \) and \( B \) are relative interpolation spaces with respect to \( (A_0, A_1) \) and \( (B_0, B_1) \) if every linear operator \( T: (A_0, A_1) \to (B_0, B_1) \) is a bounded map of \( A \) into \( B \).

There are many methods for creating interpolation spaces with respect to a Banach couple and relative interpolation spaces with respect to a pair of Banach couples. In our work here we will only concern ourselves with the so-called **complex method**, which was introduced and developed by Calderón in [3], and which we will now describe.

In what follows we will let \( \mathbb{S} \) denote the infinite strip \( \{z \in \mathbb{C} \mid 0 \leq \Re z \leq 1\} \) in the complex plane.
**Definition 2.3.** Let $\overline{A} = (A_0, A_1)$ be a Banach couple of complex Banach spaces. We define $\mathcal{F}(A_0, A_1)$, also denoted by $\mathcal{F}(\overline{A})$, to be the space

$$
\mathcal{F}(\overline{A}) = \{ f : \Sigma \to A_0 + A_1 | f \text{ is continuous and bounded on } \Sigma \text{ and analytic on int}(\Sigma) \}
$$

and define a norm on $\mathcal{F}(\overline{A})$ by

$$
\|f\|_{\mathcal{F}(\overline{A})} = \max \left( \sup_{t \in \mathbb{R}} \|f(it)\|_{A_0}, \sup_{t \in \mathbb{R}} \|f(1 + it)\|_{A_1} \right).
$$

It can very readily be shown (using e.g., obvious very minor modifications of the argument in paragraph 22 of [3, p. 129]) that $\mathcal{F}(\overline{A})$ with the above norm is a Banach space, and we will make use of this fact.

For each given $\theta \in [0, 1]$ we define $[A_0, A_1]_\theta$ to be the linear space of all elements of $A_0 + A_1$ for which there exists $f \in \mathcal{F}(\overline{A})$ such that $a = f(\theta)$. This space, when equipped with the norm

$$
\|a\|_{[A_0, A_1]_\theta} = \inf \left\{ \|f\|_{\mathcal{F}(\overline{A})} | f \in \mathcal{F}(\overline{A}), f(\theta) = a \right\},
$$

is a Banach space.

The basic and very useful interpolation property of the spaces defined by the previous definition is expressed by the following theorem of Calderón. (See §4 of [3, p. 115], also e.g., Theorem 4.1.2 of [2, p. 88].)

**Theorem 2.4.** Let $\overline{A} = (A_0, A_1)$ and $\overline{B} = (B_0, B_1)$ be Banach couples of complex Banach spaces. Then $[A_0, A_1]_\theta$ and $[B_0, B_1]_\theta$ are relative interpolation spaces with respect to $\overline{A}$ and $\overline{B}$ for each $\theta \in (0, 1)$. Furthermore, for each linear operator $T : \overline{A} \to \overline{B}$, the norms of $T$ as a operator from $A_0$ to $B_0$, from $A_1$ to $B_1$ and from $[A_0, A_1]_\theta$ to $[B_0, B_1]_\theta$ satisfy the inequality

$$
\|T\|_{\mathcal{B}([A_0, A_1]_\theta, [B_0, B_1]_\theta)} \leq \|T\|_{\mathcal{B}(A_0, B_0)}^{1-\theta} \|T\|_{\mathcal{B}(A_1, B_1)}^\theta.
$$

**Remark 2.5.** The above definition, describing the complex method for creating interpolation spaces, indicates why one may think of such spaces as ‘in between’ spaces. The original spaces $A_0$ and $A_1$ are somehow identified with elements of $\mathcal{F}(\overline{A})$ when restricted to Re$z = 0$ or Re$z = 1$. The $\theta$-interpolation space $[A_0, A_1]_\theta$ is identified with elements of $\mathcal{F}(\overline{A})$ restricted to the intermediate line Re$z = \theta$.

**Remark 2.6.** Our definition here of the space $\mathcal{F}(\overline{A})$, which is often, but not always, the definition chosen to appear in papers about the complex interpolation method is in fact slightly different from the original definition appearing in [3] in that we have not required that $\lim_{t \to \infty} \|f(j + it)\|_{A_j} = 0$ for $j \in (0, 1)$. However it is well known (implicit already in [3] and mentioned e.g. in [4, p. 1007]) and very
easy to check (by multiplying functions in \( \mathcal{F}(A) \) by \( e^{\beta(z-\theta)^2} \) for arbitrarily small positive \( \beta \)) that this difference does not effect the definition of \([A_0, A_1]_\theta\) nor its norm.

Here are some more properties of complex interpolation spaces which will be relevant for our purposes:

**Theorem 2.7.** Let \((A_0, A_1)\) be a Banach couple of complex Banach spaces and let \(\theta\) be a number in \((0, 1)\). Then

(i) \(A_0 \cap A_1\) is a dense subspace of \([A_0, A_1]_\theta\),

and

(ii) each element \(a\) of \(A_0 \cap A_1\) satisfies the inequality

\[
\|a\|_{[A_0, A_1]_\theta} \leq \|a\|_{A_0}^{1-\theta} \|a\|_{A_1}^\theta.
\]

(iii) Suppose, furthermore, that, for \(j \in \{0, 1\}\), \(B_j\) is a closed subspace of \(A_j\) equipped with the same norm as \(A_j\). Then \((B_0, B_1)\) is a Banach couple, and \([B_0, B_1]_\theta \subset [A_0, A_1]_\theta\), and each \(b\) of \([B_0, B_1]_\theta\) satisfies

\[
\|b\|_{[B_0, B_1]_\theta} \leq \|b\|_{[B_0, B_1]_\theta}.
\]

(iv) If \(A_0 = A_1\) with equality of norms, then \([A_0, A_1]_\theta = A_0 = A_1\) with equality of norms.

For the statement and proof of (i) we refer to page 116 and then pages 132–133 of [3], or to Theorem 4.2.2 and Lemma 4.2.3 of [2, pp. 91–92]. The rather obvious, immediate and well known proof of (ii) proceeds via the function \(f(z) = a/\|a\|_{A_0}^{1-z} \|a\|_{A_1}^z\) which is a norm one element of \(\mathcal{F}(A_0, A_1)\). Part (iii) is an immediate consequence of Definition 2.3. Part (iv) is an obvious consequence of Definition 2.3 and part (i).

**Remark 2.8.** We note that part (iv) of this theorem combined with Remark 1.11 justifies the claim made in Remark 1.1.

With the basics of interpolation theory and the complex method in hand, we can start proving our main theorem.

### 3. The Simpler Inclusion

Before beginning our systematic study of the interpolation spaces

\[
[W^{1,p}(U, \omega_0), W^{1,p}(U, \omega_1)]_\theta
\]

we of course need to be sure that

\[
(W^{1,p}(U, \omega_0), W^{1,p}(U, \omega_1))
\]

is a Banach couple, when we either assume that \(W^{1,p}(U, \omega_0)\) and \(W^{1,p}(U, \omega_1)\) are both Banach spaces or impose explicit conditions on \(U, \omega_0\) and \(\omega_1\) which guarantee that. In fact (3.1) holds under such assumptions, because both of the spaces \(W^{1,p}(U, \omega_0)\) and \(W^{1,p}(U, \omega_1)\) are continuously embedded in the Banach space \(L^p(U, \omega)\) when \(\omega\) is chosen to be the weight function \(\omega = \min\{\omega_0, \omega_1\}\).

Our main theorem, Theorem 1.16 establishes two inclusions. The reader has
probably already noticed that one of them, (1.11), is actually an obvious and almost immediate consequence of the Stein-Weiss theorem, or of a slightly generalised version of it due to Calderón. Nevertheless, we will provide an explicit proof of that inclusion in this section. We will also consider the case where this inclusion can be generalised to the $W^{1,p}_0$ spaces.

Here is the version that we need of Calderón’s generalization of the Stein-Weiss theorem.

**Theorem 3.1.** The formula
\[
\left[ L^p \left( U, \omega_0, C^m \right), L^p \left( U, \omega_1, C^m \right) \right]_\theta = L^p \left( U, \omega_\theta, C^m \right),
\]
holds with equality of norms for every $m \in \mathbb{N}$, every $p \in [1, \infty)$, every $\theta \in (0, 1)$, every open subset $U$ of $\mathbb{R}^d$, and all pairs of weight functions $\omega_0$ and $\omega_1$ on $U$, when $\omega_\theta$ is defined by (1.5).

**Remark 3.2.** In fact the formula (3.2) is a special case of the isometric formula
\[
\left[ L^{p_0} \left( U, \omega_0, C^m \right), L^{p_1} \left( U, \omega_1, C^m \right) \right]_\theta = L^{p_\theta} \left( U, \omega_\theta, p, C^m \right)
\]
which holds for every $p_0$ and $p_1$ in $[1, \infty)$ and each $\theta \in (0, 1)$ when we take $p_\theta$ and $\omega_\theta, p_0$ to be the number $p$ and the function $\omega$ specified by (1.1). This can be proved by a straightforward variant of the proof of Theorem 2 in [3]. It can also be seen to be a very special case of a result in [3].

We shall now use this theorem to easily show the aforementioned inclusion, as well as the associated norm inequality.

**Theorem 3.3.** Let $U$ be an open subset of $\mathbb{R}^d$ and suppose that $\omega_0$ and $\omega_1$ are weight functions which both satisfy the compact boundedness condition on $U$. Then, for each $p \in [1, \infty)$, we obtain that $\left[ W^{1,p} \left( U, \omega_0 \right), W^{1,p} \left( U, \omega_1 \right) \right]$ is a Banach couple and that, for each $\theta \in (0, 1)$, its complex interpolation spaces satisfy
\[
\left[ W^{1,p} \left( U, \omega_0 \right), W^{1,p} \left( U, \omega_1 \right) \right]_\theta \subset W^{1,p} \left( U, \omega_\theta \right),
\]
and
\[
\left\| \phi \right\|_{W^{1,p} \left( U, \omega_\theta \right)} \leq \left\| \phi \right\|_{W^{1,p} \left( U, \omega_0 \right), W^{1,p} \left( U, \omega_1 \right)} \left\| \phi \right\|_{W^{1,p} \left( U, \omega_0 \right), W^{1,p} \left( U, \omega_1 \right)},
\]
for every $\phi \in \left[ W^{1,p} \left( U, \omega_0 \right), W^{1,p} \left( U, \omega_1 \right) \right]_\theta$.

**Proof.** In view of Lemma 5.2, $W^{1,p} \left( U, \omega_0 \right)$ and $W^{1,p} \left( U, \omega_1 \right)$ are both Banach spaces, and therefore also, as explained at the beginning of this section, $\left( W^{1,p} \left( U, \omega_0 \right), W^{1,p} \left( U, \omega_1 \right) \right)$ is a Banach couple.

Define a linear operator
\[
T : W^{1,p} \left( U, \omega_0 \right) + W^{1,p} \left( U, \omega_1 \right) \to L^p \left( U, \omega_\theta, C^{d+1} \right) + L^p \left( U, \omega_\theta, C^{d+1} \right)
\]
It is a special case of the isometric formula $\left\| x_0(B_0), x_1(B_1) \right\|_{\theta} = x_0^{1-\theta} x_1^{\theta} \left( \left\| B_0, B_1 \right\|_{\theta} \right)$ which, as stated as the second part of the result labelled “ii)” on p. 125 of [3], holds for all choices of the Banach couple $(B_0, B_1)$ whenever $X_0$ and $X_1$ are Banach lattices of measurable functions on the same underlying $\sigma$-finite measure space and $x_0^{1-\theta} x_1^{\theta}$ has a certain property. That property holds in our case in view of the Lebesgue Dominated Convergence Theorem.
by

\[ T\phi := (\phi, \nabla \phi). \]

By the definition of \( W^{1,p}(U, \omega) \) we have that \( T\phi \) is a norm 1 map from \( W^{1,p}(U, \omega_j) \)
into \( L^p(U, \omega_j, C^{d+1}) \) for \( j = 0, 1 \). Using the standard interpolation theorem, Theorem 2.4 and Theorem 3.1 we conclude that

\[ T : [W^{1,p}(U, \omega_0), W^{1,p}(U, \omega_1)]_\theta \to L^p(U, \omega_\theta, C^{d+1}) \]

is bounded with norm less than, or equal to, 1. Thus, if \( \phi \in [W^{1,p}(U, \omega_0), W^{1,p}(U, \omega_1)]_\theta \)
then \( (\phi, \nabla \phi) \in L^p(U, \omega_\theta, C^{d+1}) \), i.e. \( \phi \in W^{1,p}(U, \omega_\theta) \). Moreover,

\[
\|\phi\|_{W^{1,p}(U, \omega_\theta)} = \|\phi, \nabla \phi\|_{L^p(U, \omega_\theta, C^{d+1})} = \|T\phi\|_{L^p(U, \omega_\theta, C^{d+1})}
= \|T\phi\|_{[L^p(U, \omega_\theta, C^{d+1}), L^p(U, \omega_\theta, C^{d+1})]_\theta} \leq \|\phi\|_{[W^{1,p}(U, \omega_0), W^{1,p}(U, \omega_1)]_\theta}.
\]

This concludes the proof of this theorem. Thus it also establishes (1.11) and the left side of the norm inequality (1.12) in the statement of Theorem 1.16. \( \square \)

Remark 3.4. It should perhaps also be pointed out that the proof of Theorem 3.5 does not require the weight functions \( \omega_0 \) and \( \omega_1 \) to satisfy the compact boundedness condition. In fact it suffices if they have any other property which ensures that \( W^{1,p}(U, \omega_0) \) and \( W^{1,p}(U, \omega_1) \) are both Banach spaces. (For example, some such properties are considered in the latter part of Lemma 5.2.) Essentially the same proof as for Theorem 3.5 also shows that, for any \( p_0 \) and \( p_1 \) in \([1, \infty)\), if \( W^{1,p_0}(U, \omega_0) \) and \( W^{1,p_1}(U, \omega_1) \) are both Banach spaces then they satisfy the norm one inclusion

\[ [W^{1,p_0}(U, \omega_0), W^{1,p_1}(U, \omega_1)]_\theta \subset W^{1,p}(U, \omega) \]

for each \( \theta \in (0, 1) \), where \( p \) and \( \omega \) are as in (1.11). This is an immediate consequence of the isometry 5.3. We have not yet considered under what conditions we can use some version of our approach to obtain the reverse of this inclusion when \( p_0 \neq p_1 \). Such a result would complement the particular case considered in Formula (5.3) of Theorem 4 of [14, p. 208] in which \( U = \mathbb{R}^d \) and \( \omega_0, \omega_1 \) and \( \omega_\theta \) are required to be so-called polynomially regular weight functions.

We still have one more task in this section, which is to consider under what conditions we can replace the spaces \( W^{1,p}(U, \omega) \) by their subspaces \( W_0^{1,p}(U, \omega) \) in the inclusion (1.11). We do this in the following theorem which will lead us eventually to Theorem 1.20.

**Theorem 3.5.** Let \( U \) be an open subset of \( \mathbb{R}^d \) and suppose that \( \omega_0 \) and \( \omega_1 \) are weight functions which both satisfy the compact boundedness condition on \( U \). Suppose further that, for some value of \( p \in [1, \infty) \), whenever \( \phi \) is an element of \( W_0^{1,p}(U, \omega_0) \cap W_0^{1,p}(U, \omega_1) \), then there exists a sequence \( \{\phi_n\}_{n \in \mathbb{N}} \) of functions in \( Lip_{C^1}(U) \) which converges to \( \phi \) in \( W^{1,p}(U, \omega_0) \) or \( W^{1,p}(U, \omega_1) \) and is a bounded sequence in the other space. Then, for that value of \( p \) and for each \( \theta \in (0, 1) \),

\[ [W_0^{1,p}(U, \omega_0), W_0^{1,p}(U, \omega_1)]_\theta \subset W_0^{1,p}(U, \omega_\theta) \]
and, furthermore,

\[(3.5)\]

\[\|\phi\|_{W_0^{1,p}(U,\omega)} \leq \|\phi\|_{[W_0^{1,p}(U,\omega_0),W_0^{1,p}(U,\omega_1)]_\theta}\]

for each \(\phi \in [W_0^{1,p}(U,\omega_0),W_0^{1,p}(U,\omega_1)]_\theta\).

**Remark 3.6.** We suspect that, given a pair of weight functions \(\omega_0\) and \(\omega_1\) which are known to both satisfy the compact boundedness condition, quite mild additional conditions might suffice to ensure that they also satisfy the second hypothesis required in Theorem 3.5. Perhaps it is even not necessary to impose any additional conditions for this to happen. Pending further investigation of this, we simply point out that this second hypothesis is obviously satisfied whenever one of the weight functions \(\omega_0\) and \(\omega_1\) is dominated by some constant multiple of the other. In that case there even exists a sequence \(\{\phi_n\}_{n \in \mathbb{N}}\) in \(Lip_c(U)\) which converges to \(\phi\) in both \(W_0^{1,p}(U,\omega_0)\) and \(W_0^{1,p}(U,\omega_1)\).

**Proof of Theorem 3.5.** As pointed out in Remark 3.5, the fact that \(\omega_0\) and \(\omega_1\) both satisfy the compact boundedness condition immediately implies that \(\omega_0\) also satisfies this condition for each \(\theta \in (0,1)\). Consequently, by Lemma 5.2, \(W_0^{1,p}(U,\omega)\) is a Banach space which contains \(Lip_c(U)\) whenever \(\omega\) is any one of the weight functions \(\omega_0\), \(\omega_1\) or \(\omega_0\). This enables us to define \(W_0^{1,p}(U,\omega)\) in accordance with Definition 1.13 for each of these choices of \(\omega\). Then the relevant definitions immediately imply (cf. part (iii) of Theorem 2.7) that \([W_0^{1,p}(U,\omega_0),W_0^{1,p}(U,\omega_1)]_\theta\) is a Banach couple, and that

\[\left[W_0^{1,p}(U,\omega_0),W_0^{1,p}(U,\omega_1)\right]_\theta \subset \left[W_0^{1,p}(U,\omega_0),W_0^{1,p}(U,\omega_1)\right]_\theta\]

and that

\[(3.6)\]

\[\|\phi\|_{[W_0^{1,p}(U,\omega_0),W_0^{1,p}(U,\omega_1)]_\theta} \leq \|\phi\|_{[W_0^{1,p}(U,\omega_0),W_0^{1,p}(U,\omega_1)]_\theta}\]

for each \(\phi \in [W_0^{1,p}(U,\omega_0),W_0^{1,p}(U,\omega_1)]_\theta\).

By definition, \(Lip_c(U)\) is contained in \(W_0^{1,p}(U,\omega_0)\) and in \(W_0^{1,p}(U,\omega_1)\) and therefore also in \(W_0^{1,p}(U,\omega_0) \cap W_0^{1,p}(U,\omega_1)\). This implies (cf. part (ii) of Theorem 2.7) that

\[Lip_c(U) \subset \left[W_0^{1,p}(U,\omega_0),W_0^{1,p}(U,\omega_1)\right]_\theta\]

In view of this inclusion and since we also know that \(Lip_c(U)\) is also contained in \(W_0^{1,p}(U,\omega_0)\), we are now ready to proceed to our next step of the proof, which will be to show that the inequality (3.5) holds for every \(\phi \in Lip_c(U)\). By definition \(\|\phi\|_{W_0^{1,p}(U,\omega_0)} = \|\phi\|_{W_0^{1,p}(U,\omega_0)}\) for such functions \(\phi\) and this, combined with the inequality (3.4) of Theorem 3.3 and (3.6), indeed accomplishes this step.

In view of the standard fact recalled in part (ii) of Theorem 2.7 we can assert that \(W_0^{1,p}(U,\omega_0) \cap W_0^{1,p}(U,\omega_1)\) is dense in \(\left[W_0^{1,p}(U,\omega_0),W_0^{1,p}(U,\omega_1)\right]_\theta\). Therefore, since \(W_0^{1,p}(U,\omega_0)\) is a Banach space, the proof of this theorem will be complete if we show that each element \(\phi\) in \(W_0^{1,p}(U,\omega_0) \cap W_0^{1,p}(U,\omega_1)\) is also in \(W_0^{1,p}(U,\omega_0)\)
and satisfies the inequality (3.5).

Let $\phi$ be an arbitrary element of $W_0^{1,p}(U,\omega_0) \cap W_0^{1,p}(U,\omega_1)$. We keep in mind that Theorem 3.3 combined with parts (ii) and (iii) of Theorem 2.7 guarantee that $\phi$ must also be in $W^{1,p}(U,\omega_0)$. Now let $\{\phi_n\} \in \mathbb{N}$ be a sequence in $L^{p,c}(U)$ with the properties guaranteed by the hypotheses of the present theorem, so that at least one of the two numerical sequences $\{\|\phi_n - \phi\|_{W^{1,p}(U,\omega_0)}\}$ and $\{\|\phi_n - \phi\|_{W^{1,p}(U,\omega_1)}\}$ converges to 0 and both are bounded. We now use the result about the complex interpolation method which is recalled in part (ii) and inequality (2.1) of Theorem 2.7. In our current context the inequality (2.1) becomes

$$\|\phi_n - \phi\|_{W_0^{1,p}(U,\omega_0), W_0^{1,p}(U,\omega_1)} \leq \|\phi_n - \phi\|_{W_0^{1,p}(U,\omega_0)}^{1-\theta} \cdot \|\phi_n - \phi\|_{W_0^{1,p}(U,\omega_1)}^\theta$$

which gives us that

$$\lim_{n \to 0} \|\phi - \phi_n\|_{W_0^{1,p}(U,\omega_0), W_0^{1,p}(U,\omega_1)} = 0,$$

and therefore also (cf. part (iii) of Theorem 2.7) that $\lim_{n \to 0} \|\phi - \phi_n\|_{W^{1,p}(U,\omega_0), W^{1,p}(U,\omega_1)} = 0$. This in turn implies, by Theorem 3.3 that

$$\lim_{n \to 0} \|\phi - \phi_n\|_{W^{1,p}(U,\omega_0)} = 0$$

and therefore $\phi$ is not only an element of $W^{1,p}(U,\omega_0)$ but also of $W_0^{1,p}(U,\omega_0)$. So we can deduce from (3.8) and Definition 1.13 that

$$\|\phi\|_{W_0^{1,p}(U,\omega_0)} = \|\phi\|_{W^{1,p}(U,\omega_0)} = \lim_{n \to 0} \|\phi_n\|_{W^{1,p}(U,\omega_0)} = \lim_{n \to 0} \|\phi_n\|_{W_0^{1,p}(U,\omega_0)}.$$ 

Since an earlier step of this proof gives us that each $\phi_n$ satisfies (3.5), the above limit must be less than or equal to the limit $\lim_{n \to 0} \|\phi_n\|_{W_0^{1,p}(U,\omega_0)}$, which exists and equals $\|\phi\|_{W_0^{1,p}(U,\omega_0), W_0^{1,p}(U,\omega_1)}$ in view of (3.7). Thus we have shown that our arbitrary element $\phi$ of $W_0^{1,p}(U,\omega_0) \cap W_0^{1,p}(U,\omega_1)$, as well as being in $W_0^{1,p}(U,\omega_0)$, also satisfies (3.5). As already explained above, this suffices to complete the proof of our theorem.

In the next section we will make the significant step towards showing the other inclusion and inequality of our main theorem. This, however, will not be as simple.

4. Towards the difficult inclusion

The goal of this section is to consider the relationship between the two spaces $W_0^p(U,\theta, r_\omega)$ and $[W_0^{1,p}(U,\omega_0), W_0^{1,p}(U,\omega_1)]$. We do not find it surprising that in general we cannot obtain an analogous relationship between the “full” spaces $W^p(U,\theta, r_\omega)$ and $[W^{1,p}(U,\omega_0), W^{1,p}(U,\omega_1)]$, and can only deal with their above mentioned smaller but “significant” respective subspaces. However, as we have
mentioned in §1, in many cases these smaller spaces are either everything, or “big” enough to warrant a theorem on their own.

We begin with a definition which specifies some conditions which may or may not be satisfied by a given pair of weight functions \( \omega_0 \) and \( \omega_1 \). As we shall see, for most of the results of this section, we will require our weight functions to satisfy these conditions.

**Definition 4.1.** We say that a pair of weight functions \((\omega_0, \omega_1)\) is a \((\theta, p)\)-admissible pair of weight functions on \(U\) (or, in short, a \((\theta, p)\)-admissible pair) for some \(\theta \in (0, 1)\) and \(p \in [1, \infty]\) if the following holds:

(i) \(W^{1,p}(U, \omega_0), W^{1,p}(U, \omega_1)\) and \(W^{1,p}(U, \omega_\theta)\) are Banach spaces that contain \(Lip_c(U)\).

(ii) The function \(\log (r_\omega(x)) = \log \left( \frac{\omega_0(x)}{\omega_1(x)} \right)\) is locally Lipschitz on \(U\).

**Remark 4.2.** In view of the inequality \(\omega_1^{-\theta} \omega_0^\theta \leq \max\{\omega_0, \omega_1\}\) it is easy to see that if \(W^{1,p}(U, \omega_0)\) and \(W^{1,p}(U, \omega_1)\) both contain \(Lip_c(U)\), then in fact it follows automatically that \(W^{1,p}(U, \omega_\theta)\) also contains \(Lip_c(U)\) for every \(\theta \in (0, 1)\).

From this point onward, till the end of this section, we will assume that we are dealing with a given fixed open set \(U\) and often we will not mention \(U\) in the notation that we use.

**Remark 4.3.** It is simple to observe that if \((\omega_0, \omega_1)\) forms a \((\theta, p)\)-admissible pair for some \(\theta \in (0, 1)\) and \(p \in [1, \infty]\), then \(W^p(\theta, r_\omega)\) also contains \(Lip_c(U)\). (Relevant definitions, i.e. of \(W^p(\theta, r_\omega)\) and of \(r_\omega\), appear in the statement of Theorem 1.16.) Indeed, given any \(\phi \in Lip_c(U)\), we first note that it is contained in \(W^{1,p}(\omega_\theta)\), in view of condition (i) of Definition 4.1. Then the other requirement for the membership of \(\phi\) in \(W^p(\theta, r_\omega)\) follows immediately from condition (ii) of the same definition, which ensures that the auxiliary function \(\phi(x) \left| \nabla \log (r_\omega(x)) \right|\) is continuous. Since that function also has compact support, it is obviously an element of \(L^p(\omega_\theta)\) as required.

**Remark 4.4.** In most of our main results in this paper we require \(\omega_0\) and \(\omega_1\) to both satisfy the compact boundedness condition. In view of Remark 4.3, Lemma 5.2 and Lemma 5.6, this implies that (ii) holds for all \(\theta \in (0, 1)\) and \(p \in [1, \infty]\). From this we see that Definition 4.1, and the results in this section which use it, are somewhat more general than they need to be for obtaining those main results. But this greater generality may be useful in future investigations where more general weight functions are considered.

Our main goal in this section is to prove the following result:

**Theorem 4.5.** Let \((\omega_0, \omega_1)\) form a \((\theta, p)\)-admissible pair for some \(\theta \in (0, 1)\) and \(p \in [1, \infty]\). Then, we have that

\[
\mathcal{W}_0^p(\theta, r_\omega) \subset \left[ W^{1,p}_0(\omega_0), W^{1,p}_0(\omega_1) \right]_\theta
\]

Moreover, there exists a positive constant \(C_p\) which depends only on \(p\), such that

\[
\|\phi\|_{\left[ W^{1,p}_0(\omega_0), W^{1,p}_0(\omega_1) \right]_\theta} \leq C_p \|\phi\|_{W^p(\theta, r_\omega)} \quad \text{for every } \phi \in \mathcal{W}_0^p(\theta, r_\omega).
\]
The proof of Theorem 4.5 has two main parts and will occupy the rest of this section. In the first part, for each given $\phi \in L^p_c$, we will construct an element $f^\phi$ of $\mathcal{F}\left(W^{1,p}_0(\omega_0), W^{1,p}_0(\omega_1)\right)$ which satisfies $f^\phi(\theta) = \phi$ and also the norm estimates necessary for showing that $\phi$ satisfies (4.2). Then, in the second part, we will extend this construction to elements $\phi$ which are in the closure of $L^p_c$ in $H^p(\theta, r_\omega)$.

Definition 4.6. Given $\theta \in (0, 1)$, an arbitrary function $\phi \in L^p_c$ and a number $\beta > 0$, we define the function

$$f^\phi_{\beta, \theta}(x, z) = e^{\frac{(z-\theta)}{p} \log(r_\omega(x)) + \beta (z-\theta)^2} \phi(x), \quad x \in U, \ z \in \mathbb{S}.$$  

(Recall, cf. (1.9) that $r_\omega$ denotes the ratio $\omega_0/\omega_1$.) Thus $f^\phi_{\beta, \theta}$ denotes the map from $\mathbb{S}$ into the space of measurable functions on $U$, which is such that the image $f^\phi_{\beta, \theta}(z)$ of each $z \in \mathbb{S}$ is the function of $x$ defined by (4.3).

The reader might be surprised by the inclusion of another parameter $\beta > 0$ in the formula (4.3). This parameter appears in the exponential factor $e^{\beta(z-\theta)^2}$ in the formula for $f^\phi_{\beta, \theta}$, and we need that factor in order to control the size of the $f^\phi_{\beta, \theta}(x, z)$ as $z$ tends to $\infty$ on the strip $\mathbb{S}$. (The same function $e^{\beta(z-\theta)^2}$ has a quite similar role elsewhere, as mentioned in Remark 2.6.) As will be evident in the course of the proofs of the results presented in this section, $\beta$ could be chosen arbitrarily, but we can also note that there is one choice of $\beta$ which will minimize the value that we can obtain for the above mentioned constant.

We begin our preparations for achieving the first of the above mentioned main parts of our proof by recalling a rather standard definition and mentioning an important theorem which we will use in several places.

Definition 4.7. For each $p \in [1, \infty]$ and each open subset $U$ of $\mathbb{R}^d$, the space $W^{1,p}_{loc}(U)$ consists of all measurable functions $f : U \to \mathbb{C}$ which have a weak gradient $\nabla f$ in $U$ and for which, for every compact subset $K$ of $U$, the functions $\chi_K f$ and $\chi_K \nabla f$ are elements, respectively, of the (unweighted) spaces $L^p(U)$ and of $L^p(U, \mathbb{C}^d)$.

We remark that it is quite straightforward, but perhaps a little tedious, to check that a function $f : U \to \mathbb{C}$ is an element of $W^{1,p}_{loc}(U)$ if and only if, for every open subset $V$ of $U$ whose closure is a compact subset of $U$, the restriction of $f$ to $V$ is an element of $W^{1,p}(V)$. We refer the interested reader to the appendix for the proof of this fact.

Theorem 4.8 (Rademacher's Theorem). Let $U$ be an open set. Then,

1. a function $\phi : U \to \mathbb{C}$ is locally Lipschitz if and only if $\phi \in W^{1,\infty}_{loc}(U)$. 


Moreover, if \( \phi \) is locally Lipschitz on \( U \), then it is differentiable almost everywhere \(^4\) and its gradient equals its weak gradient almost everywhere \(^5\).

The proof of this theorem can be obtained from material in Chapter 5 of [6] (subchapter 5.8.2 b., pages 279-281). Part (1), as pointed out in the remark on p. 280 of [6], can be obtained by an easy adaptation of the arguments of the proof of Theorem 4 on pp. 279–280. Part (2) is the case \( p = \infty \) of Theorem 5 ([6, pp. 280–281]) combined with Theorem 6 ([6, p. 281]). The alternative characterisation of \( W^{1,p}_{\text{loc}}(U) \) mentioned just after Definition 4.7 is relevant here.

**Remark 4.9.** When we use Theorem 4.8, it is sometimes helpful to also keep in mind the very obvious fact that, at every point \( x \in U \) where the pointwise gradient \( \nabla \phi(x) \) of a locally Lipschitz function \( \phi \) exists, it satisfies \( |\nabla \phi(x)| \leq L \) where \( L \) is the Lipschitz constant of the restriction of \( \phi \) to a bounded open set containing \( x \).

**Lemma 4.10.** Let \( (\omega_0, \omega_1) \) form a \( (\theta, p) \)-admissible pair for some \( \theta \in (0, 1) \) and \( p \in [1, \infty) \), and let \( \phi \in \text{Lip}_c \). Then, for each fixed \( z \in \mathbb{S} \), we have that \( f^\phi(x, z) \in \text{Lip}_c \) and consequently
\[
(4.4) \quad f^\phi(\cdot, z) \in W^{1,p}_0(\omega_0) \cap W^{1,p}_0(\omega_1) \subset W^{1,p}_0(\omega_0) + W^{1,p}_0(\omega_1).
\]

Before we begin proving this lemma, it is convenient to present a few simple facts that we will use in the proof of this lemma, as well as in subsequent proofs:

(a) If the function \( \psi : U \rightarrow \mathbb{C} \) is locally Lipschitz and has compact support, then it is Lipschitz on all of \( U \). This rather standard result is perhaps slightly less obvious than may seem at first glance. For the sake of completeness, we include its quite straightforward and short proof in the appendix.

(b) Every Lipschitz function is bounded on every compact set. Therefore every locally Lipschitz function also has this property.

(c) The pointwise product of two bounded Lipschitz functions is itself also a bounded Lipschitz function. So, by (b), the pointwise product of two locally Lipschitz functions is also locally Lipschitz.

(d) The composition of two Lipschitz functions is a Lipschitz function. Therefore the composition of two locally Lipschitz functions is a locally Lipschitz function.

(e) A function mapping \( \mathbb{R} \) to \( \mathbb{C} \) whose real and imaginary parts have bounded derivatives on every bounded interval is a locally Lipschitz function.

**Proof of Lemma 4.10.** Let us define \( g_1 : U \rightarrow \mathbb{R} \) by \( g_1(x) = \log(r_{\omega_1}(x)) \) and define \( g_2 : \mathbb{R} \rightarrow \mathbb{C} \) by \( g_2(t) = e^{\frac{\beta(t) - \theta z}{p}}). \) Then \( f^\phi(x, z) = \phi(x)g_2(g_1(x)) \) for all \( x \in U \). Since \( \phi \) has compact support so does \( \phi(x)g_2(g_1(x)) \). So, in view of fact (a) it suffices to show that \( \phi(x)g_2(g_1(x)) \) is locally Lipschitz, which we will now do

---

\(^4\)When we say "almost everywhere" we always mean with respect to \( d \)-dimensional Lebesgue measure.

\(^5\)This equality is to be understood in the following way: each component of the pointwise gradient belongs to the equivalence class of the corresponding component of the weak gradient.
with the help of the other above mentioned obvious facts. We first use (e) to show that $g_2$ is locally Lipschitz. The $(\theta, p)$–admissibility of $(\omega_0, \omega_1)$ implies that $g_1$ is also locally Lipschitz. So (d) gives us that $g_2 \circ g_1$ is locally Lipschitz. Finally, since $\phi$ is obviously locally Lipschitz, (c) completes the proof that $\phi(x)g_2(g_1(x))$ is locally Lipschitz and therefore also the proof of this lemma. \hfill \Box

Lemma 4.11. Let $(\omega_0, \omega_1)$ form a $(\theta, p)$–admissible pair for some $\theta \in (0, 1)$ and $p \in [1, \infty)$, and let $\phi \in Li_{p_c}$. Then the function $f^\phi$ is an element of the space $\mathcal{F}_{\omega_0}(W_0^{1, p}(\omega_0), W_0^{1, p}(\omega_1))$.

Proof. For reasons which the reader can quite possibly guess and which anyway will become apparent later, we begin this proof by establishing some properties of the functions $\left(\log(r_{\omega}(x))\right)^k$ and $\left(\log(r_{\omega}(x))\right)^k \phi(x)$ for each non-negative integer $k$. We first note that the $(\theta, p)$–admissibility of $(\omega_0, \omega_1)$, together with facts (d) and (e) that were stated after Lemma 4.10 ensure that, for each such $k$, the function $\left(\log(r_{\omega}(x))\right)^k$ is locally Lipschitz. Consequently, using fact (c) and then fact (a) we obtain that $\left(\log(r_{\omega}(x))\right)^k \phi(\cdot)$ is in $Li_{p_c}$. This in turn implies, again because $(\omega_0, \omega_1)$ is $(\theta, p)$–admissible, that this same function is also an element of $W_0^{1, p}(\omega_0)$ and of $W_0^{1, p}(\omega_1)$.

Our next task will be to estimate the norm of this function in each of these spaces.

The fact that $\phi$ has compact support ensures the existence of an open set $V_\phi$ whose closure is a compact subset of $U$ such that at every point $x \in U \setminus V_\phi$ we have that $\phi(x) = 0$ and also that the pointwise gradient $\nabla \phi(x)$ exists and also equals 0.

We observe that, for $j \in \{0, 1\}$,

$$\left\|\left(\log(r_{\omega}(\cdot))\right)^k \phi(\cdot)\right\|_{L^p(\omega_j)}^p = \int_U |\phi(x)|^p |\log(r_{\omega}(x))|^p \omega_j(x) dx \leq \left(\sup_{x \in V_\phi} |\log(r_{\omega}(x))|\right)^{p \cdot k} \left\|\phi\right\|_{L^p(\omega_j)}^p = \Lambda^{p \cdot k} \left\|\phi\right\|_{L^p(\omega_j)}^p,$$

where $\Lambda$ denotes the quantity

$$\Lambda := \sup_{x \in V_\phi} |\log(r_{\omega}(x))|$$

which is finite, as the supremum of a Lipschitz function on a bounded set.

Next we need to make some more preparations for performing a somewhat more elaborate calculation to estimate the size of $\left\|\nabla \left(\left(\log(r_{\omega}(\cdot))\right)^k \phi(\cdot)\right)\right\|_{L^p(\omega_j)}^p$.

We note the following:

- For any $a, b \in \mathbb{R}$ we have that

$$(|a| + |b|)^p \leq 2^p \left(|a|^p + |b|^p\right), \quad p \geq 0.$$  \hfill (4.5)
• By part (2) of Theorem 4.8 we know that the pointwise gradients $\nabla \log (r_\omega(x))$ and $\nabla \phi(x)$ of the locally Lipschitz functions $\log (r_\omega(x))$ and $\phi(x)$ both exist for all $x$ in a certain subset $U_\delta$ of $U$ which is such that $U \setminus U_\delta$ has measure 0. We shall let $\Xi$ denote the supremum

$$\Xi := \sup_{x \in V_\delta \cap U_\delta} |\nabla \log (r_\omega(x))|,$$

which is obviously finite (cf. Remark 4.9).

• Furthermore it is also obvious that the pointwise gradient of $\log (r_\omega(x))$ exists and equals $k \log (r_\omega(x))$ for every $x \in U_\delta$. As already observed above, the function $\log (r_\omega(x))$ is locally Lipschitz. So another application of Rademacher’s theorem tells us that the pointwise gradient of $\log (r_\omega(x))$ on $U_\delta$ is also its weak gradient on $U$. Analogous statements hold for the pointwise and weak gradients of the functions $\phi$ and $\log (r_\omega(x))$.

Having made these preparations, we can now see that, for $j \in \{0,1\}$ and for each $k \in \mathbb{N},$

$$\left\| \nabla \left( \log (r_\omega(\cdot)) \right)^k \phi(\cdot) \right\|_{L^p(\omega_j)}^p \leq 2^p \int_{V_\delta} |\nabla \phi(x)|^p \log (r_\omega(x)) |\log (r_\omega(x))|^p k^j \omega_j(x) \, dx$$

$$+ 2^p k^p \int_{V_\delta} |\phi(x)|^p |\nabla \log (r_\omega(x))|^p \log (r_\omega(x)) |\log (r_\omega(x))|^{p(k-1)} \omega_j(x) \, dx$$

$$\leq 2^p A^p \int_{V_\delta} \left( A^p \left\| \nabla \phi \right\|_{L^p(\omega_j)}^p + k^p \Xi^p \left\| \phi \right\|_{L^p(\omega_j)}^p \right)$$

$$\leq 2^p A^p \int_{V_\delta} \left( A^p + k^p \Xi^p \right) \left\| \phi \right\|_{W^{1,p}(\omega_j)}^p,$$

and for $k = 0$ we obviously obtain that

$$\left\| \nabla \left( \log (r_\omega(\cdot)) \right)^k \phi(\cdot) \right\|_{L^p(\omega_j)}^p \leq \left\| \phi \right\|_{W^{1,p}(\omega_j)}^p.$$
The analogue of this inequality for $k = 0$ is just the trivial fact that

$$\| \phi \|_{W^1_0} = \| \phi \|_{W^{1, p}(\omega_j)}. $$

For each $N \in \mathbb{N}$ we define the function $f_N^\phi : \mathbb{S} \to \text{Lip}_c$ by setting

$$(4.8) \quad f_N^\phi(x, z) = e^{\beta(z - \theta)^2} \sum_{k=0}^N (\log(r_\omega(x)))^k (z - \theta)^k p^k k! \phi(x).$$

Here, analogously to the convention adopted in Definition 4.6, it must be understood that $f_N^\phi$ denotes the map from $\mathbb{S}$ into the space of measurable functions on $U$, which is such that the image $f_N^\phi(z)$ of each $z \in \mathbb{S}$ is the function of $x$ defined by (4.8). For each $k \in \mathbb{N} \cup \{0\}$, the function $(\log(r_\omega(z)))^k \phi(z)$ is known to be an element of $\text{Lip}_c$ and therefore also of $W^1_0(\omega_0) \cap W^1_0(\omega_0)$. Also, a simple calculation shows that the entire function

$$z \mapsto e^{\beta(z - \theta)^2} (z - \theta)^k$$

is bounded on $\mathbb{S}$. (Later we will do this calculation in more detail, to find an explicit bound for the modulus of this function on $\mathbb{S}$.) From these two facts it is obvious that $f_N^\phi$ indeed maps $\mathbb{S}$ into $\text{Lip}_c$ and, furthermore, that it is an element of $\mathcal{F}(A_0, A_1)$, where, throughout this proof, we will take $(A_0, A_1)$ to be the Banach couple obtained by setting $A_0 = A_1 = W^1_0(\omega_0) \cap W^1_0(\omega_0)$ and letting $A_0$ and $A_1$ be normed by $\| \psi \|_{A_0} = \| \psi \|_{A_1} = \max \{ \| \psi \|_{W^1_0(\omega_0)}, \| \psi \|_{W^1_0(\omega_1)} \}$. Our next step will be to use the inequalities (4.7) to show that $\{f_N^\phi\}_{N \in \mathbb{N}}$ is a Cauchy sequence in $\mathcal{F}(A_0, A_1)$. For that it will clearly suffice to consider the quantity

$$E(M, N) := \left\| e^{\beta(z - \theta)^2} \sum_{k=M}^N (\log(r_\omega(x)))^k (z - \theta)^k p^k k! \phi(x) \right\|_{\mathcal{F}(A_0, A_1)}$$

for all integers $M$ and $N$ which satisfy $0 \leq M \leq N$ and to show that $E(M, N)$ tends to 0 when $M$ and $N$ tend to $\infty$. We see that

$$E(M, N) \leq \sum_{k=M}^N \left\| e^{\beta(z - \theta)^2} (\log(r_\omega(x)))^k (z - \theta)^k p^k k! \phi(x) \right\|_{\mathcal{F}(A_0, A_1)}$$

$$= \sum_{k=M}^N \max_{i, j} \left\| e^{\beta(j+i-\theta)^2} \frac{(j+i-\theta)^k}{p^k k!} \phi(x) \right\|_{A_j},$$

In view of (4.7) we have that

$$\left\| (\log(r_\omega(x)))^k \phi(x) \right\|_{A_0} = \left\| (\log(r_\omega(x)))^k \phi(x) \right\|_{A_1}$$

$$\leq 2^{1+\frac{1}{p}} \Lambda^{k-1} \left(2^{\frac{1}{p}} \Lambda + k \Xi \right) \max_{j \in \{0, 1\}} \left\| \phi \right\|_{W^{1, p}(\omega_j)}$$

for all $k \in \mathbb{N}$. The analogue of this for $k = 0$ is simply and obviously

$$\left\| \phi \right\|_{A_0} = \left\| \phi \right\|_{A_1} = \max_{j \in \{0, 1\}} \left\| \phi \right\|_{W^{1, p}(\omega_j)}$$
We also have, for each \( k \in \mathbb{N} \), that

\[
\max_{j=0,1} \sup_{t \in \mathbb{R}} e^{\beta(j+it-\theta)^2} (j + it - \theta)^k \leq \sup_{t \geq 0} e^{\beta(1-t^2)} (1 + t^2)^{\frac{k}{2}} = e^{2\beta} \sup_{y \geq 1} e^{-\beta y^2} y^k,
\]

and a simple computation shows that

\[
\max_{y \geq 0} y^k e^{-\beta y^2} = \left( \frac{k}{2\beta e} \right)^{\frac{k}{2}} \text{ for each } k > 0.
\]

These preceding inequalities show that

\[
E(M, N) \leq \max_{j \in \{0, 1\}} \|\phi\|_{W^{1,p}(\omega_j)} \sum_{k=M}^{N} \gamma_k
\]

where, for each \( k \in \mathbb{N} \),

\[
\gamma_k = \frac{2^{1+\frac{1}{p}} \Lambda^{k-1} \left( \frac{1}{2} \Lambda + k \Xi \right)}{p^k k!} \left( \frac{k}{2\beta e} \right)^{\frac{k}{2}} e^{2\beta},
\]

and for \( k = 0 \), since \( \max_{j=0,1} \sup_{t \in \mathbb{R}} e^{\beta(j+it-\theta)^2} \leq e^\beta \),

\[
\gamma_0 = e^{\beta}.
\]

For each \( k \in \mathbb{N} \) we have that

\[
\frac{\gamma_{k+1}}{\gamma_k} = \frac{\Lambda}{p(k+1)} \cdot \frac{\left( \frac{1}{2} \Lambda + (k+1) \Xi \right)}{\left( \frac{1}{2} \Lambda + k \Xi \right)} \cdot \frac{1}{\sqrt{2\beta e}} \left( \frac{k+1}{k} \right)^{\frac{k}{2}} \sqrt{k+1}
\]

\[
= \frac{\Lambda}{p\sqrt{2\beta e}} \cdot \frac{\left( \frac{1}{2} \Lambda + (k+1) \Xi \right)}{\left( \frac{1}{2} \Lambda + k \Xi \right)} \cdot \left( 1 + \frac{1}{k} \right)^{\frac{k}{2}} \frac{1}{\sqrt{k+1}},
\]

from which it is clear that \( \lim_{k \to \infty} \frac{\gamma_{k+1}}{\gamma_k} = 0 \). This shows that the positive term series \( \sum_{k=0}^{\infty} \gamma_k \) is convergent and this implies that \( E(M, N) \) indeed has the behaviour required to show that \( \{f_N^\phi\}_{N \in \mathbb{N}} \) is a Cauchy sequence in \( \mathcal{S}(A_0, A_1) \). Therefore \( \{f_N^\phi\}_{N \in \mathbb{N}} \) converges in \( \mathcal{S}(A_0, A_1) \) norm to an element \( g \in \mathcal{S}(A_0, A_1) \). In our setting, where \( A_0 \) and \( A_1 \) are the same space with the same norm, each element \( h \in \mathcal{S}(A_0, A_1) \) is a continuous bounded \( A_0 \) valued function on \( \mathbb{S} \) which is analytic in the interior of \( \mathbb{S} \). Therefore an obvious extension of the Phragmen-Lindelöf theorem to Banach space valued analytic functions shows that

\[
\| h(\zeta) \|_{A_0} \leq \sup_{\zeta \in \partial \mathbb{S}} \| h(\zeta) \|_{A_0} = \| h \|_{\mathcal{S}(A_0, A_1)}
\]
for each \( z \in \mathbb{S} \). In particular, this means that, for each fixed \( z \in \mathbb{S} \), \( g(z) \in A_0 \) and

\[
\lim_{N \to \infty} \left\| f_N^\phi(z) - g(z) \right\|_{A_0} = 0.
\]

Since \( g(z) \) is an element of \( A_0 \) and therefore a measurable function, or rather an equivalence class of measurable functions on \( U \), it will be convenient to let \( g(x, z) \) denote the value of \( g(z) \) at each (or almost every) point \( x \) of \( U \). It follows from (4.11) that, for each fixed \( z \in \mathbb{S} \) the sequence \( \left\{ f_N^\phi(z) \right\}_{N \in \mathbb{N}} \) converges to \( g(z) \) also in \( L^p(\omega) \) when \( \omega \) is either one of the weight functions \( \omega_0 \) and \( \omega_1 \). By standard results, a norm convergent sequence in any (weighted or unweighted) \( L^p \) space must have a subsequence which converges pointwise at almost every point of the underlying measure space. So there exists a subset \( U_z \) of \( U \) possibly depending on \( z \), and an unbounded subsequence \( \{N_k\}_{k \in \mathbb{N}} \) of positive integers, also possibly depending on \( z \), such that \( U \setminus U_z \) has measure zero and

\[
g(x, z) = \lim_{k \to \infty} f_{N_k}^\phi(x, z)
\]

for all \( x \in U_z \).

But, from the formula (4.11) we see that the “whole” sequence \( \left\{ f_N^\phi(x, z) \right\}_{N \in \mathbb{N}} \) converges pointwise for every \( x \in U \) and that its pointwise limit is

\[
e^{-\frac{\omega-\omega_0}{p} \log^2(r_n(x)) + \beta(z-0)^2} \phi(x) = f_{\beta, \theta}^\phi(x, z).
\]

This shows that \( f_{\beta, \theta}^\phi(x, z) = g(x, z) \) for every \( x \in U_z \) which means that \( f_{\beta}^\phi(z) \) and \( g(z) \) are the same element of \( W^{1,p}_0(\omega_0) \cap W^{1,p}_0(\omega_1) \) for each \( z \in \mathbb{S} \). Consequently \( f_{\beta}^\phi \) coincides with \( g \) and is therefore an element of \( \mathcal{F}(A_0, A_1) \). Since \( A_0 \) is continuously embedded in \( W^{1,p}_0(\omega_0) \) and \( A_1 \) is continuously embedded in \( W^{1,p}_0(\omega_1) \) it follows that \( \mathcal{F}(A_0, A_1) \) is continuously embedded in \( \mathcal{F}(W^{1,p}_0(\omega_0), W^{1,p}_0(\omega_1)) \) and this completes our proof of Lemma 4.11.

\[ \square \]

**Remark 4.12.** Note that the fact \( f_{\beta}^\phi(z) \) and \( g(z) \) are the same element of \( W^{1,p}_0(\omega_0) \cap W^{1,p}_0(\omega_1) \) for each \( z \in \mathbb{S} \) provides an alternative proof of the inclusion (4.14).

As well as showing that \( f_{\beta}^\phi \) is an element of \( \mathcal{F}(W^{1,p}_0(\omega_0), W^{1,p}_0(\omega_1)) \), Lemma 4.11 via its proof, also provides the means to obtain an expression which is an upper bound for \( \left\| f_{\beta}^\phi \right\|_{\mathcal{F}(W^{1,p}_0(\omega_0), W^{1,p}_0(\omega_1))} \). But that very complicated expression \footnote{It depends in quite complicated ways on \( \phi, \beta, p, \omega_0 \) and \( \omega_1 \) including dependence on expressions involving the set \( V_{\phi} \) and the numbers \( \Lambda \) and \( \Xi \) which themselves have complicated dependence on \( \phi, \omega_0 \) and \( \omega_1 \).} is not useful for our needs here. Instead we need the upper bound which will be provided by the next result:

**Proposition 4.13.** Let \((\omega_0, \omega_1)\) form a \((\theta, p)\)–admissible pair for some \( \theta \in (0, 1) \) and \( p \in [1, \infty) \), and let \( \phi \) be an element of \( L ip \).

Then the element \( f_{\beta, \theta}^\phi \) of \( \mathcal{F}(W^{1,p}_0(\omega_0), W^{1,p}_0(\omega_1)) \) defined by (4.3) satisfies

\[
\left\| f_{\beta, \theta}^\phi \right\|_{\mathcal{F}(W^{1,p}_0(\omega_0), W^{1,p}_0(\omega_1))} \leq 2e^{\beta} \max \left\{ 1, \frac{e^\beta}{p - 2\beta e} \right\} \| \phi \|_{\mathcal{F}(\theta, r_n)}.
\]

\[
\left\| f_{\beta, \theta}^\phi \right\|_{\mathcal{F}(W^{1,p}_0(\omega_0), W^{1,p}_0(\omega_1))} \leq 2e^{\beta} \max \left\{ 1, \frac{e^\beta}{p - 2\beta e} \right\} \| \phi \|_{\mathcal{F}(\theta, r_n)}.
\]
Consequently, we also obtain that
\[
\|\phi\|_{W^{1, p}(\omega_{0}), W^{1, p}_{0}(\omega_{1})} \leq C_{p} \|\phi\|^{\#(\beta, r_{\omega})} \quad \text{for every } \phi \in L^{p}_{c},
\]
for a positive constant $C_{p}$ depending only on $p$, which can be chosen to be defined as in \[(4.14).\]

**Remark 4.14.** In the statement of Proposition \[(4.13)\] we have used the notation $f_{\beta, \theta}^{\phi}$ instead of its abbreviated variant $f^{\phi}$, and we will sometimes also do this in the following proof of this proposition, in some places where it is necessary to emphasise the dependence of this element on the parameter $\beta$.

**Proof of Proposition 4.13** We first notice that
\[
|f^{\phi}(x, z)| = r_{\omega}(x)^{\frac{\beta - \theta}{p} = e^{\beta[(\text{Re} \theta - \text{Im} \theta)^{2} - (\text{Im} \theta)^{2}]} \cdot |\phi(x)|.
\]
Then we recall that, as shown just before \[(4.6)\] in the proof of Lemma 4.11 there exists a set $U_{\phi}$ (which of course depends on our given function $\phi \in L^{p}_{c}$) which is almost all of $U$ and consists of all points $x$ for which the pointwise gradients of $\log(r_{\omega}(x))$ and of $\phi(x)$ both exist. It obviously follows that, at every point $x$ in this same set $U_{\phi}$ and for each fixed $z \in \mathbb{S}$, the pointwise gradient with respect to $x$ of $f^{\phi}(x, z)$ exists and equals
\[
\nabla_{x} f^{\phi}(x, z) = e^{\frac{\beta - \theta}{p} \log(r_{\omega}(x)) + \beta(z - \theta)^{2}} \left( \nabla_{x} \phi(x) + \frac{z - \theta}{p} \phi(x) \nabla_{x} \log(r_{\omega}(x)) \right),
\]
and therefore also
\[
|\nabla_{x} f^{\phi}(x, z)| = r_{\omega}(x)^{\frac{\beta - \theta}{p} = e^{\beta[(\text{Re} \theta - \text{Im} \theta)^{2} - (\text{Im} \theta)^{2}]} \cdot |\nabla_{x} \phi(x) + \frac{z - \theta}{p} \phi(x) \nabla_{x} \log(r_{\omega}(x))|.
\]
Since $\phi \in L^{p}_{c}$, Lemma 4.10 ensures that we also have $f^{\phi}(\cdot, z) \in L^{p}_{c}$. Therefore, by \[(2)\] of Theorem 4.3, the weak gradients of each of the functions $\phi$ and $f^{\phi}(\cdot, z)$ exist and coincide almost everywhere with their respective pointwise gradients. We will need to use this fact because the norms appearing in \[(4.12)\] are defined via weak gradients, rather than pointwise gradients. We will also need to use the fact that, for all $x \in U$ and $j \in \{0, 1\}$,
\[
r_{\omega}(x)^{j - \theta} \omega_{j}(x) = \left( \frac{\omega_{0}(x)}{\omega_{1}(x)} \right)^{j - \theta} \omega_{j}(x) = \omega_{0}(x).
\]
We compute
\[
\|f^{\phi}(\cdot, j + it)\|^{p}_{L^{p}(\omega)} = \int_{U} r_{\omega}(x)^{j - \theta} e^{p_{\beta}(j - \theta)^{2} - t^{2}} |\phi(x)|^{p} \omega_{j}(x) dx
\]
\[
= \int_{U} e^{p_{\beta}(j - \theta)^{2} - t^{2}} |\phi(x)|^{p} \omega_{j}(x) dx \leq e^{p_{\beta}} \|\phi\|^{p}_{L^{p}(\omega_{0})}.
\]
Then we also see that the weak gradients of $f^{\phi}(\cdot, z)$ and of $\phi$ satisfy
\[
\|\nabla_{x} f^{\phi}(\cdot, j + it)\|^{p}_{L^{p}(\omega)} = \int_{U} r_{\omega}(x)^{j - \theta} e^{p_{\beta}(j - \theta)^{2} - t^{2}} \left| \nabla_{x} \phi(x) + \frac{z - \theta}{p} \phi(x) \nabla_{x} \log(r_{\omega}(x)) \right|^{p} \omega_{j}(x) dx
\]
\[
= \int_U e^{\beta[(j-\theta)^2-t^2]} \left| \nabla_x \phi(x) + \frac{z-\theta}{p} \phi(x) \nabla_x \log (r_\omega(x)) \right|^p \omega_\theta(x) dx
\]
which, by (4.5), does not exceed (4.14)
\[
2^p \int_U e^{\beta[(j-\theta)^2-t^2]} \left| \nabla_x \phi(x) \right|^p + \frac{(j-\theta)^2 + t^2} {p^p} \left| \phi(x) \right|^p \left| \nabla_x \log (r_\omega(x)) \right|^p \omega_\theta(x) dx.
\]
In turn, in order to estimate this expression we use the fact that \(|j-\theta| \leq 1\), for one of its terms. For the other term we recall and use the calculations of (4.9) and (4.10) which together, when \(k = 1\), give us that
\[
e^{\beta[(j-\theta)^2-t^2]} \left( (j-\theta)^2 + t^2 \right)^{\frac{1}{2}} \leq \left( \frac{1}{2\beta e} \right)^{\frac{1}{2}} e^{2\beta}.
\]
These considerations enable us to deduce that the expression (4.14) is dominated by
\[
2^p e^{\beta} \left\| \nabla_x \phi \right\|^p_{L^p(\omega_\theta)} + 2^p \frac{e^{2p\beta}}{(2\beta e)^{\frac{1}{2}}} p^p \left\| \phi \right\|^p_{L^p(\omega_\theta | \nabla \log(r_\omega)|^p)}.
\]
We conclude that
\[
\left\| f^\phi \right\|_{\mathcal{F}(W_{0}^{1,p}(\omega_\theta), W_{0}^{1,p}(\omega_1))} = \sup_{t \in \mathbb{R}} \left( \left\| f^\phi (\cdot, i t) \right\|_{W_{0}^{1,p}(\omega_\theta)}, \left\| f^\phi (\cdot, 1 + i t) \right\|_{W_{0}^{1,p}(\omega_1)} \right)
\leq \left( e^{\beta} \left\| \phi \right\|^p_{L^p(\omega_\theta)} + 2^p e^{\beta} \left\| \nabla_x \phi \right\|^p_{L^p(\omega_\theta)} + 2^p \frac{e^{2p\beta}}{(2\beta e)^{\frac{1}{2}}} p^p \left\| \phi \right\|^p_{L^p(\omega_\theta | \nabla \log(r_\omega)|^p)} \right)^{\frac{1}{2}}
\leq \left( 2^p e^{\beta} \left\| \phi \right\|^p_{W_{1}^{1,p}(\omega_\theta)} + 2^p \frac{e^{2p\beta}}{(2\beta e)^{\frac{1}{2}}} p^p \left\| \phi \right\|^p_{L^p(\omega_\theta | \nabla \log(r_\omega)|^p)} \right)^{\frac{1}{2}}.
\]
Recalling the notation introduced in (1.10), we see that the preceding expression is dominated by
\[
\left( \max \left\{ 2^p e^{\beta}, 2^p \frac{e^{2p\beta}}{(2\beta e)^{\frac{1}{2}}} p^p \right\} \right)^{\frac{1}{2}} \left\| \phi \right\|_{W_{p}(\theta, r_\omega)} = 2e^{\beta} \max \left\{ 1, \frac{e^{\beta}}{p \sqrt{2\beta e}} \right\} \left\| \phi \right\|_{W_{p}(\theta, r_\omega)}.
\]
This establishes (4.12). Since \(f^\phi_{\beta, \theta}(x, \theta) = \phi(x)\), we conclude that \(\phi \in \left[ W_{0}^{1,p}(\omega_\theta), W_{0}^{1,p}(\omega_1) \right]_\theta\) with \(\left\| \phi \right\|_{W_{0}^{1,p}(\omega_\theta), W_{0}^{1,p}(\omega_1)} \leq \left\| f^\phi_{\beta, \theta} \right\|_{\mathcal{F}(W_{0}^{1,p}(\omega_\theta), W_{0}^{1,p}(\omega_1))}\). Combining this inequality with (4.12) and taking the infimum over all values of \(\beta\) in the interval \((0, \infty)\), (an infimum which is obviously attained) establishes (4.13) when \(C_p\) is the constant defined in (4.14). This completes the proof of the proposition. 

We are finally ready to present the proof of Theorem 4.3. In fact nearly all of the tools needed for the proof have already been developed by the preceding results of this section. It remains only to use an approximation argument to
extend the result which we already have obtained for functions in $Lip_c$ to all functions in $W_0^p(\theta, r_0)$.

**Proof of Theorem 4.5** Let $\phi$ be an arbitrary function in the space $W_0^p(\theta, r_0)$. In view of the definition of this space, there exists a sequence of functions $\{\phi_n\}_{n \in \mathbb{N}} \in Lip_c$ such that

$$\|\phi - \phi_n\|_{W^p(\theta, r_0)} \to 0.$$  

Since $Lip_c \subset \left[ W_0^{1,p}(\omega_0), W_0^{1,p}(\omega_1) \right]_{\theta}$ and since, in view of (4.13),

$$\|\phi_n - \phi_m\|_{\left[ W_0^{1,p}(\omega_0), W_0^{1,p}(\omega_1) \right]_{\theta}} \leq C_p \|\phi_n - \phi_m\|_{W^p(\theta, r_0)} \to 0,$$

we find that $\{\phi_n\}_{n \in \mathbb{N}}$ is a Cauchy sequence in $\left[ W_0^{1,p}(\omega_0), W_0^{1,p}(\omega_1) \right]_{\theta}$. As $\left[ W_0^{1,p}(\omega_0), W_0^{1,p}(\omega_1) \right]_{\theta}$ is a Banach space we conclude that there exists $g \in \left[ W_0^{1,p}(\omega_0), W_0^{1,p}(\omega_1) \right]_{\theta}$ such that

$$\|\phi_n - g\|_{\left[ W_0^{1,p}(\omega_0), W_0^{1,p}(\omega_1) \right]_{\theta}} \to 0.$$  

The relevant definitions immediately imply (cf. part (iii) of Theorem 2.7) that

$$\left[ W_0^{1,p}(\omega_0), W_0^{1,p}(\omega_1) \right]_{\theta} \subset \left[ W^{1,p}(\omega_0), W^{1,p}(\omega_1) \right]_{\theta},$$

and

$$\|\cdot\|_{\left[ W^{1,p}(\omega_0), W^{1,p}(\omega_1) \right]} \leq \|\cdot\|_{\left[ W_0^{1,p}(\omega_0), W_0^{1,p}(\omega_1) \right]_{\theta}}.$$  

According to Theorem 3.3, $g \in W^{1,p}(\omega_0)$, and

$$\|\phi_n - g\|_{W^{1,p}(\omega_0)} \leq \|\phi_n - g\|_{\left[ W^{1,p}(\omega_0), W^{1,p}(\omega_1) \right]_{\theta}} \leq \|\phi_n - g\|_{\left[ W_0^{1,p}(\omega_0), W_0^{1,p}(\omega_1) \right]_{\theta}} \to 0.$$  

Therefore $\{\phi_n\}_{n \in \mathbb{N}}$ converges to $g$ in $W^{1,p}(\omega_0)$. However, since $\{\phi_n\}_{n \in \mathbb{N}}$ converges to $\phi$ in $W_0^p(\theta, r_0)$ it must also converge to $\phi$ in $W^{1,p}(\omega_0)$. As $W^{1,p}(\omega_0)$ is a Banach space due to the $(\theta, p)$-admissibility of the pair $(\omega_0, \omega_1)$, we conclude that $g = \phi$. Thus $\phi$ is an element of $\left[ W_0^{1,p}(\omega_0), W_0^{1,p}(\omega_1) \right]_{\theta}$ and $\{\phi_n\}_{n \in \mathbb{N}}$ converges to it in the norm of this space.

To complete this proof it remains only to observe that inequality (4.12) follows immediately from the facts that

$$\lim_{n \to \infty} \|\phi_n\|_{\left[ W_0^{1,p}(\omega_0), W_0^{1,p}(\omega_1) \right]_{\theta}} = \|\phi\|_{\left[ W_0^{1,p}(\omega_0), W_0^{1,p}(\omega_1) \right]_{\theta}}$$

and

$$\lim_{n \to \infty} \|\phi_n\|_{W^p(\theta, r_0)} = \|\phi\|_{W^p(\theta, r_0)},$$

together with (4.13). 

---

7In fact we already took note of and used this simple fact while proving Theorem 3.3.
5. Approximation Theorems

Theorems 3.3 and 4.5 are the principal ingredients that we require for proving our main theorem, Theorem 1.16, as well as for most of the proof of Theorem 1.21. As further preparation for these tasks, we require some approximation results that will allow us to show that the conditions imposed in Theorems 1.16 and 1.21 in fact also suffice to ensure that \( \text{Lip}_c(R^d) \) and even also \( C^\infty_c(R^d) \) are dense in \( W^{1,p}(R^d, \omega) \) and also in \( W^p(R^d, \theta, r_\omega) \).

These approximation results are the focus of this section, with the following as our main goal:

**Theorem 5.1.** Let \( \omega_0 \) and \( \omega_1 \) be weight functions that satisfy the compact boundedness condition on \( R^d \). Assume in addition that the function \( r_\omega(x) \) defined in (1.9) is locally Lipschitz on \( R^d \). Then, for each \( p \in [1, \infty) \),

\[
W^{1,p}(R^d, \omega_j) = W^{1,p}_0(R^d, \omega_j) \text{ for } j \in \{0, 1\}
\]

and

\[
W^p(R^d, \theta, r_\omega) = W^p_0(R^d, \theta, r_\omega) \text{ for each } \theta \in (0, 1).
\]

The proof of Theorem 5.1 relies on several approximation results, which we will establish via a series of lemmas. We start by showing that the space \( W^{1,p}(U, \omega) \) has two important properties whenever \( \omega \) satisfies the compact boundedness condition.

**Lemma 5.2.** Let \( U \) be an open subset of \( R^d \), let \( p \in [1, \infty) \) and let \( \omega \) be a weight function which satisfies the compact boundedness condition on \( U \). Then

(i) \( W^{1,p}(U, \omega) \) is a Banach space,

and

(ii) \( W^{1,p}(U, \omega) \) is contained in \( W^{1,p}_0(U) \).

In fact these two properties also hold if our hypothesis on the weight function \( \omega \) is replaced by the weaker requirement that

\[
\inf_{x \in K} \omega(x) > 0 \text{ for every compact subset } K \text{ of } U.
\]

Furthermore, in order to obtain that (i) holds, it suffices to assume that \( \omega \) only satisfies an even weaker condition, namely that

\[
\frac{1}{\omega^{1/p} \chi_K} \in L^p(U) \text{ for every compact subset } K \text{ of } U.
\]

where, as usual, \( 1/p + 1/p' = 1 \).

**Remark 5.3.** For \( p = \infty \) the space \( W^{1,\infty}(U, \omega) \) has both of the properties (i) and (ii) in the statement of Lemma 5.2 for all choices of the weight function \( \omega \). This is simply because, as already pointed out in Remark 1.11, \( W^{1,\infty}(U, \omega) \) coincides isometrically with the unweighted space \( W^{1,\infty}(U) \), for which (ii) is a triviality and (i) is a standard result. (Cf. e.g., Theorem 2 of [6] p. 249.)
Remark 5.4. In fact, one can also deduce that $W^{1,p}(\omega)$ is a Banach space for $p \in (1, \infty)$ from Theorem 1.11 of [12]. For $p > 1$ the condition (5.4) is just a reformulation of the condition $\omega \in B_p(\Omega)$ introduced in Definition 1.4 on page 538 of [12] with $\Omega$ in the role of our set $U$. So part (i) of this lemma and our proof of it are very closely related to the statement and proof of Theorem 1.11 of [12] pp. 540–541]. Here, unlike in that theorem, we also deal with the case where $p = 1$ and we can observe that the condition (5.4), when $p = 1$, would be the natural substitute for the condition $\omega \in B_p(\Omega)$ of [12] and in fact is exactly the same as (5.3).

Proof of Lemma 5.2. One should keep in mind that we are adopting the frequently used convention that, for each point $\alpha$ of $C^d$, $|\alpha|$ denotes the $\ell^2$ norm of $\alpha$. Since the $\ell^2$ and $\ell^p$ norms are equivalent on $C^d$ we have, for every $f \in L^p(U, \omega, C^d)$, that

$$r \|f\|_{L^p(U,\omega,C^d)} \leq \|f\|_{L^p(U,\omega)} = \left(\int_U |f(x)|^p \omega(x) dx\right)^{1/p} \leq R \|f\|_{L^p(U,\omega,\omega)}$$

for some constants $r$ and $R$ depending only on $d$ and $p$.

Using Hölder’s inequality and then (5.5), for each $f \in L^p(U,\omega,C^d)$, for each compact subset $K$ of $U$ and for each $g \in L^\infty(U)$ which vanishes on $U \setminus K$ we obtain that

$$\left| \int_U f(x)g(x)dx \right| \leq \int_U |f(x)||g(x)|dx \leq \|g\|_{L^\infty(U)} \int_U |f(x)|\chi_{K}(x)dx$$

$$\leq \|g\|_{L^\infty(U)} \|f\|_{L^p(U,\omega)} \left\| \frac{\chi_{K}}{\omega^{1/p}} \right\|_{L^p(U)}$$

$$= \|g\|_{L^\infty(U)} \|f\|_{L^p(U,\omega)} \left\| \frac{\chi_{K}}{\omega^{1/p}} \right\|_{L^p(U)}$$

Then, by quite similar reasoning, for $K$ as above, but when the function $f$ is in $L^\infty(U,\omega,C^d)$ and vanishes on $U \setminus K$ and when $g$ is an arbitrary element of $L^p(U,\omega)$, we have that

$$\left| \int_U f(x)g(x)dx \right| \leq \int_U |f(x)||g(x)|dx \leq \sqrt{d} \|f\|_{L^\infty(U,\omega)} \int_U |g(x)|\chi_{K}(x)dx$$

$$\leq \sqrt{d} \|f\|_{L^\infty(U,\omega)} \|g\|_{L^p(U,\omega)} \left\| \frac{\chi_{K}}{\omega^{1/p}} \right\|_{L^p(U)}.$$
it remains only to show that $\xi$ is the weak gradient of $\phi$ on $U$. 
Let $\psi$ be an arbitrary function in $C_c^\infty(U)$ and let $K_\psi$ denote a compact subset of $U$ on which $\psi$ is supported. We claim that

$$\lim_{n \to \infty} \int_U \psi(x) \left( \nabla \phi_n(x) - \xi(x) \right) \, dx = 0,$$

and also that

$$\lim_{n \to \infty} \int_U \nabla \psi(x) \left( \phi(x) - \phi_n(x) \right) \, dx = 0.$$

We shall obtain these two formulae with the help of the inequalities (5.6) and (5.7). We shall choose $K$ in both of these inequalities to be $K_\psi$. If we require $\omega$ to satisfy the compact boundedness condition or if we merely make do with requiring one of the weaker variants (5.3) and (5.4) of this condition, we will obtain that the quantity

$$\lim \int_U |\phi_n - \xi|^p U \, dx$$

is finite. We use this fact and substitute $f(x) = \nabla \phi_n(x) - \xi(x)$ and $g(x) = \psi(x)$ in (5.8). Since $\lim \int_U |\phi_n - \xi|^p U \, dx = 0$, this gives us (5.8). Then we substitute $f(x) = \nabla \psi(x)$ and $g(x) = \phi(x) - \phi_n(x)$ in (5.7). Since $\lim \int_U |\phi - \phi_n|^p U \, dx = 0$, this gives us (5.9).

Using (5.8) and then (5.9), we see that

$$\int_U \nabla \psi(x) \phi(x) \, dx = \lim_{n \to \infty} \int_U \nabla \psi(x) \phi_n(x) \, dx = - \lim_{n \to \infty} \int_U \psi(x) \nabla \phi_n(x) \, dx = - \int_U \psi(x) \xi(x) \, dx$$

for each $\psi \in C_c^\infty(U)$. This shows that $\xi$ is indeed the weak gradient of $\phi$ on $U$ and completes the proof of part (i) of the lemma, also when $\omega$ only satisfies (5.3) or (5.4).

We now turn our attention to part (ii). Here our hypothesis on $\omega$ is either that it satisfies the compact boundedness condition, or merely one “half” of that condition, namely (5.3).

For each compact subset $K$ of $U$ and each $\phi \in W^{1,p}(U,\omega)$ we have, recalling the notation introduced in (1.7), that

$$\| \chi_K \phi \|^p_{L^p(U)} + \| \chi_K \nabla \phi \|^p_{L^p(U,\omega)} \leq \frac{1}{m(K,\omega)^p} \left( \| \chi_K \phi \|^p_{L^p(U,\omega)} + \| \chi_K \nabla \phi \|^p_{L^p(U,\omega,c^d)} \right)$$

$$\leq \frac{1}{m(K,\omega)^p} \left( \| \phi \|^p_{L^p(U,\omega)} + \| \nabla \phi \|^p_{L^p(U,\omega,c^d)} \right)$$

$$= \frac{1}{m(K,\omega)^p} \| \phi \|^p_{W^{1,p}(U,\omega)}.$$

This establishes the inclusion claimed in part (ii), and therefore completes the proof of the lemma.

**Remark 5.5.** In the formulations of several of the following results of this section we will find it convenient to require the relevant weight function to satisfy the
compact boundedness condition, even though, just as for the preceding lemma, some of these results hold under weaker hypotheses.

**Lemma 5.6.** Let \( \omega \) be a weight function that satisfies the compact boundedness condition on an open set \( U \). Then \( L^p_c(U) \subset W^{1,p}(U, \omega) \) for each \( p \in [1, \infty) \).

**Proof.** Recalling Rademacher’s theorem, Theorem 4.3, we know that if \( \phi \in L^p_c(U) \) then it is in \( W^{1,\infty}_{loc}(U) \), and therefore has a weak gradient \( \nabla \phi \) on \( U \). Obviously (cf. Remark 4.9) \( \nabla \phi \in L^\infty(U, C^d) \) and \( \| \nabla \phi \|_{L^\infty(U, C^d)} \) is bounded by the Lipschitz constant of \( \phi \). Also \( \phi \), like every other compactly supported Lipschitz function, is bounded. This completes the proof in the case where \( p = \infty \).

To deal with the case \( p \in [1, \infty) \), we note that \( \phi \) and \( \nabla \phi \) both vanish almost everywhere on \( U \setminus \text{supp}\phi \), and that the Lebesgue measure of \( \text{supp}\phi \) is finite. Then, using the notation of (1.7), and once more the boundedness of \( \phi \) we conclude that

\[
\int_U |\phi(x)|^p \omega(x) \, dx \leq \| \phi \|_{L^\infty(U)}^p \| \text{supp}\phi \| M(\text{supp}\phi, \omega) < \infty
\]

and

\[
\int_U |\nabla \phi(x)|^p \omega(x) \, dx \leq \| \nabla \phi \|_{L^\infty(U, C^d)}^p \| \text{supp}\phi \| M(\text{supp}\phi, \omega) < \infty.
\]

This shows that \( \phi \in W^{1,p}(U, \omega) \) also for \( p \in [1, \infty) \), completing the proof. \( \square \)

**Lemma 5.7.** Let \( \omega \) be a weight function that satisfies the compact boundedness condition on an open set \( U \). Then, given \( p \in [1, \infty) \), and functions \( \phi \in W^{1,p}(U, \omega) \) and \( \xi : U \rightarrow \mathbb{C} \) such that \( \xi \) is Lipschitz on \( U \), we have that their pointwise product \( \phi \xi \) has a weak gradient which can be expressed in terms of the weak gradients of \( \phi \) and \( \xi \) by the formula

\[
\nabla (\phi \xi)(x) = \xi(x) \nabla \phi(x) + \phi(x) \nabla \xi(x) \quad \text{for almost every } x \in U.
\]

**Proof.** Much as in the proof of the previous lemma, we know, due to Rademacher’s Theorem and Remark 4.9 that \( \xi \in W^{1,\infty}_{loc}(U) \) (and in fact \( \xi \in W^{1,\infty}(U) \)), and consequently \( \xi \in W^{1,p}_{loc}(U) \) for every \( r \geq 1 \). We also note that, due to Lemma 5.2 \( \phi \in W^{1,p}_{loc}(U) \). Let \( \psi \) be an arbitrary function in \( C^\infty_c(U) \) and let \( K_\psi = \text{supp}\psi \). Standard approximation theorems which are used in the theory of Sobolev spaces (see for example Theorem 1 of [6, pp. 250-251] and its proof, which is based on Theorem 6 of [6, pp. 630-631]) enable us to find an open set \( V \) containing \( K_\psi \), whose closure is compact and contained in \( U \), and functions \( \xi_n : U \rightarrow \mathbb{C} \) whose restrictions to \( V \) are in \( C^\infty(V) \) and which satisfy

\[
(5.10) \quad \lim_{n \to \infty} \int_V |\xi_n(x) - \xi(x)|^q \, dx = 0
\]

and

\[
(5.11) \quad \lim_{n \to \infty} \int_V |\nabla \xi_n(x) - \nabla \xi(x)|^q \, dx = 0.
\]

\(^8\)Here (and also elsewhere) we use the standard notation \( |E| \) for the \( d \)-dimensional Lebesgue measure of any measurable subset \( E \) of \( \mathbb{R}^d \).
where \( q \) is the Hölder conjugate of \( p \). Since \( \psi(x)\xi_n(x) \in C_c^\infty(U) \) for each \( n \in \mathbb{N} \) we see that
\[
\int_U \phi(x)\xi_n(x)\nabla\psi(x)\,dx = \int_U \phi(x)\nabla \left( \psi(x)\xi_n(x) \right)\,dx - \int_U \phi(x)\psi(x)\nabla\xi_n(x)\,dx
\]
\[
= - \int_U \psi(x)\left( \xi_n(x)\nabla\phi(x) + \phi(x)\nabla\xi_n(x) \right)\,dx.
\]
We recall that \( \psi \) and \( \nabla\psi \) both vanish on \( U \setminus V \). Therefore, in all the integrals in the preceding calculation, we can replace the domain of integration \( U \) by \( V \).

Since \( \phi \in W^{1,p}_{loc}(U) \) (due to (ii) of Lemma 5.2), we also observe that \( \phi\nabla\psi \) and \( \psi\nabla\phi \) are both elements of \( L^p(U,\mathbb{C}_d) \) and \( \psi\phi \in L^p(U) \). So we can use (5.10), (5.11) and Hölder’s inequality to pass to the limit in the preceding calculation and thus to obtain that
\[
\int_U \phi(x)\xi(x)\nabla\psi(x)\,dx = - \int_U \psi(x)\left( \xi(x)\nabla\phi(x) + \phi(x)\nabla\xi(x) \right)\,dx.
\]
Since this holds for every \( \psi \in C_c^\infty(U) \), the proof is complete. \( \square \)

From this point onward, till the end of this section, we will only deal with the case where \( U = \mathbb{R}^d \), and, accordingly, we shall usually remove any mention of the underlying set (namely \( \mathbb{R}^d \)) from our notation.

Note that in the following lemma we will be permitting a function \( \rho \) which seems to be playing the role of a weight function to possibly also take the value 0. So, analogously to the conventions adopted in Definition 1.19 and in (1.15), it may happen that \( L^p(\rho) \) and \( \|\cdot\|_{L^p(\rho)} \) have to be understood to be, respectively, a semi-normed space and the semi-norm on that space.

**Lemma 5.8.** Let \( \rho : \mathbb{R}^d \rightarrow [0,\infty) \) and \( \phi : \mathbb{R}^d \rightarrow \mathbb{C} \) be arbitrary measurable functions which satisfy
\[
\int_{\mathbb{R}^d} |\phi(x)|^p \rho(x)\,dx < \infty,
\]
for some \( p \in [1,\infty) \). For each \( n \in \mathbb{N} \) define the function \( \xi_n : \mathbb{R}^d \rightarrow [0,\infty) \) by
\[
\xi_n(x) = \begin{cases} 
1 & |x| < n \\
2 - |x|/n & n < |x| < 2n \\
0 & |x| \geq 2n
\end{cases}
\]
Then,
\[
(i) \quad \xi_n \in Lip_c(\mathbb{R}^d) \quad \text{with Lipschitz constant} \quad \frac{1}{n}, \quad \text{and at almost every point} \quad x \in \mathbb{R}^d 
\]
the \( d \)-dimensional \( \ell^p \) norm of its weak gradient satisfies
\[
\|\nabla\xi_n(x)\|_{\ell^p} \leq \frac{d^{\frac{1}{p}}}{n}.
\]
\[
(ii) \quad \phi\xi_n \in L^p(\rho) \quad \text{and}
\]
\[
\int_{\mathbb{R}^d} |\phi(x)\xi_n(x) - \phi(x)|^p \rho(x)\,dx \xrightarrow{n \to \infty} 0.
\]
Proof. For part (i) the fact that $\xi_n$ is in $L p_c(R^d)$ with Lipschitz constant $1$ is immediate. It is also obvious that, at each point $x \in R^d$ such that $|x| \neq n$ and $|x| \neq 2n$, the pointwise gradient $\nabla \xi_n(x)$ exists and equals either $0$ or $-\frac{x}{n|x|}$.

This gives us (5.13) since every $x \in R^d$ satisfies

$$\|x\|_{L p} \leq d^{\frac{1}{p}} \|x\|_{L \infty}.$$  

For part (ii) we note that $|\phi(x)\xi_n(x)| \leq |\phi(x)|$ which ensures that $\phi\xi_n \in L^p(\rho)$. We also have

$$|\phi(x)\xi_n(x) - \phi(x)|^p = |\phi(x)|^p |1 - \xi_n(x)|^p \leq |\phi(x)|^p$$

for all $n \in N$ and for almost every $x \in R^d$. Since $|\phi|^p \rho \in L^1$ and since $\phi(x)\xi_n(x)$ converges pointwise to $\phi(x)$ we obtain (5.14) as a consequence of the Dominated Convergence Theorem. \hfill \Box

Lemma 5.9. Let $\nu$ be a weight function that satisfies the compact boundedness condition and let $\xi_n$ be as in (5.12). Then, for each $p \in [1, \infty)$ and every $\phi \in W^{1,p}(\nu)$, we have that $\phi\xi_n \in W^{1,p}(\nu)$ and

$$\|\phi - \phi\xi_n\|_{W^{1,p}(\nu)} \longrightarrow 0. \quad (5.15)$$

Proof. Our hypothesis on $\nu$ enables us to use Lemma 5.7 and so we see that $\phi\xi_n$ has a weak gradient on $R^d$, which is given by

$$\xi_n(x)\nabla \phi(x) + \phi(x)\nabla \xi_n(x).$$

Since $\xi_n$ and $\nabla \xi_n$ are bounded, for each fixed $n$, and since $\phi \in W^{1,p}(\nu)$ we see that $\phi\xi_n \in L^p(\nu)$ and $\nabla (\phi\xi_n) \in L^p(\nu, C^d)$. This implies that $\phi\xi_n \in W^{1,p}(\nu)$. Moreover, with the help of (5.13), we have that

$$\|\nabla \phi - \nabla (\phi\xi_n)\|_{L^p(\nu, C^d)} \leq \|\nabla \phi - \xi_n\nabla \phi\|_{L^p(\nu, C^d)} + \|\phi\nabla \xi_n\|_{L^p(\nu, C^d)}$$

$$\leq \left(\int_{R^d} |1 - \xi_n(x)|^p \|\nabla \phi(x)\|_{L^p(\nu)}^p v(x) dx\right) \frac{1}{n} \|\phi\|_{L^p(\nu)} + d \frac{1}{n} \|\phi\|_{L^p(\nu)}.$$

So, as in the proof of part (ii) of Lemma 5.8 the Dominated Convergence Theorem obviously provides what is needed to show that

$$\lim_{n \rightarrow \infty} \|\nabla \phi - \nabla (\phi\xi_n)\|_{L^p(\nu, C^d)} = 0.$$

And of course Lemma 5.8 also gives us that

$$\lim_{n \rightarrow \infty} \|\phi - \phi\xi_n\|_{L^p(\nu)} = 0.$$

These two conditions show that (5.15) holds, and thus complete the proof of the present lemma. \hfill \Box

A very useful feature of Lemmas 5.8 and 5.9 is the fact that the approximating sequence in the relevant semi-normed weighted $L^p$ space or weighted Sobolev space is always constructed in the same way, regardless of which $p$ or weight function we use! This fact immediately proves the following obvious extension of these two lemmas which will be essential for us when we seek to approximate functions in the normed space $\mathcal{W}^p(\theta, r_\omega)$, precisely because its norm is the
sum of the (semi-)norms of two differently weighted spaces. As in Lemma 5.8 and Definition 1.19, here again we will encounter non-negative functions acting essentially as weights. This time there will be a finite collection of possibly different non-negative functions $\rho_\beta$ and semi-normed spaces $L^{q_\beta}(\rho_\beta)$ associated with them.

**Lemma 5.10.** Let $\nu_1, \ldots, \nu_j$ be weight functions that satisfy the compact boundedness condition, and let $\rho_1, \ldots, \rho_k$ be arbitrary non-negative measurable functions. Given $j + k$ exponents $p_1, \ldots, p_j, q_1, \ldots, q_k$ in $[1,\infty)$, we let $X$ be the linear space $X = \left(\bigcap_{\alpha=1}^j W^{1,p_\alpha}(\nu_\alpha)\right) \cap \left(\bigcap_{\beta=1}^k L^{q_\beta}(\rho_\beta)\right)$ equipped with the norm

$$\|\phi\|_X := \sum_{\alpha=1}^j \|\phi\|_{W^{1,p_\alpha}(\nu_\alpha)} + \sum_{\beta=1}^k \|\phi\|_{L^{q_\beta}(\rho_\beta)}.$$

For each $n \in \mathbb{N}$, let $\xi_n$ be the function defined by (5.12). Then, for every $\phi \in X$, the function $\phi \xi_n$ is also in $X$ and

$$\lim_{n \to \infty} \|\phi - \phi \xi_n\|_X = 0.$$

Now that we know how to approximate functions of interest to us by compactly supported functions, our next step will be to approximate those approximating functions in turn by smoother functions, not merely Lipschitz functions but even elements of $C_c^\infty(\mathbb{R}^d)$. An essential ingredient for doing this is the following standard result:

**Lemma 5.11.** Let $\eta \in C_c^\infty(\mathbb{R}^d)$ be a given non-negative function which is supported in $B_1(0)$ and satisfies $\int_{\mathbb{R}^d} \eta(x) \, dx = 1$. For $p \in [1,\infty)$ let $\phi$ be a given function in $L^p(\mathbb{R}^d)$ that is compactly supported. Define:

$$\phi_n(x) := n^d \int_{\mathbb{R}^d} \eta(n(x-y)) \phi(y) \, dy = \eta_n * \phi(x),$$

where $\eta_n(x) = n^d \eta(nx)$. Then

(i) $\phi_n \in C_c^\infty(\mathbb{R}^d)$ and is supported in $D_n = \{x \in \mathbb{R}^d \mid \text{dist}(x, \text{supp}\phi) \leq \frac{1}{n}\}$.

(ii) $\phi_n$ converges to $\phi$ in $L^p(\mathbb{R}^d)$.

(iii) If in addition $\phi \in W^{1,p}(\mathbb{R}^d)$ we have that $\phi_n \in W^{1,p}(\mathbb{R}^d)$ and

$$\lim_{n \to \infty} \|\phi - \phi_n\|_{W^{1,p}(\mathbb{R}^d)} = 0.$$

We refer to standard textbooks for the standard proof of this result.

We will now obtain a variant of Lemma 5.10 as our next step towards proving our principal result in this section, Theorem 5.1. This variant will be stated in much greater generality than we need for our immediate purposes here - but that comes at no extra cost in the proof. That greater generality may well turn out to be useful in future extensions of this research.

---

9For example, it is a straightforward variant of the proof of Theorem 6 of [6, p. 630]. See relevant material on pp. 629-631 of [6] and also, for example, on pp. 148-149 of [23].
Proof of Theorem 5.1. We shall in fact prove a stronger result, namely that the proposition holds for all $n \in \mathbb{N}$ and therefore also \( \phi \in L^{p_\alpha}(\mathbb{R}^d) \) for each $\alpha \in \{1,...,j\}$. Consequently, in view of (5.16), Hölder's inequality and the fact that the support of $\phi$ is compact, we also have that $\phi \in L^{p_\alpha}(\mathbb{R}^d)$ for each $\alpha \in \{1,...,j\}$. The membership of $\phi$ in all of these unweighted $L^p$ spaces permits us to use Lemma 5.11 to obtain that the right sides of (5.17) and (5.18) tend to 0 as $n$ tends to $\infty$ for all $\alpha \in \{1,...,j\}$ and $\beta \in \{1,...,k\}$. Consequently we also have that

$$\lim_{n \to \infty} \|\phi - \phi_n\|_{X} = 0.$$ 

This shows that every compactly supported element in $X$ can be approximated in $X$ norm by a sequence of functions in $C^\infty_c(\mathbb{R}^d)$. Since we already know from Lemma 5.10 that every element in $X$ can be approximated in $X$ norm by a sequence of compactly supported functions in $X$, this completes the proof of the theorem.}

We are now ready to prove Theorem 5.1.

Proof of Theorem 5.1. We shall in fact prove a stronger result, namely that $C^\infty_c(\mathbb{R}^d)$ is dense in each of the spaces $W^{1,p}(\mathbb{R}^d,\omega_0)$, $W^{1,p}(\mathbb{R}^d,\omega_1)$, and $W^p(\mathbb{R}^d,\theta,r_\omega)$. 

\begin{align}
\max \{q_1,...,q_k\} &\leq \max \{p_1,...,p_j\}.
\end{align}

Then $C^\infty_c(\mathbb{R}^d)$ is a dense subspace of $X$. 

Proof. The inclusion $C^\infty_c(\mathbb{R}^d) \subset X$ follows immediately from the fact that all the functions $\nu_1,\ldots,\nu_j$ and $\rho_1,\ldots,\rho_k$ are bounded above on every compact set.

Let $\phi$ be an arbitrary compactly supported element of $X$ and let $\phi_n = \eta_n * \phi$ for each $n \in \mathbb{N}$, where the functions $\eta_n$ are as specified in Lemma 5.11. Then, by Lemma 5.11, all of the functions $\phi_n$ are in $C^\infty_c(\mathbb{R}^d)$ and they and their gradients vanish on the complement of the compact set $D_1 = \{x \in \mathbb{R}^d : \text{dist}(x, \text{supp} \phi) \leq 2\}$. Furthermore, our hypotheses ensure that the supremum

$$M := \sup_{x \in D_1} \{\max_{\alpha \in \{1,\ldots,j\}, \beta \in \{1,\ldots,k\}} \{\nu_\alpha(x), \rho_\beta(x)\}\}$$

is finite. This enables us to use the inequalities

\begin{align}
\|\phi - \phi_n\|_{L^{p_\nu}(\mathbb{R}^d)} &\leq M^{\frac{1}{p_\nu}} \|\phi - \phi_n\|_{L^{p_\nu}(\mathbb{R}^d)} \\
\|\phi - \phi_n\|_{W^{1,p_\nu}(\mathbb{R}^d)} &\leq M^{\frac{1}{p_\nu}} \|\phi - \phi_n\|_{W^{1,p_\nu}(\mathbb{R}^d)}
\end{align}

which hold for all $n \in \mathbb{N}$, $\alpha \in \{1,\ldots,j\}$ and $\beta \in \{1,\ldots,k\}$. The fact that $\inf_{x \in D_1} \nu_\alpha(x) > 0$ ensures that $\phi \in W^{1,p_\nu}(\mathbb{R}^d)$ and therefore also $\phi \in L^{p_\nu}(\mathbb{R}^d)$ for each $\alpha \in \{1,\ldots,j\}$. Consequently, in view of (5.16), Hölder's inequality and the fact that the support of $\phi$ is compact, we also have that $\phi \in L^{p_\nu}(\mathbb{R}^d)$ for each $\beta \in \{1,\ldots,k\}$. The membership of $\phi$ in all of these unweighted $L^p$ spaces permits us to use Lemma 5.11 to obtain that the right sides of (5.17) and (5.18) tend to 0 as $n$ tends to $\infty$ for all $\alpha \in \{1,\ldots,j\}$ and $\beta \in \{1,\ldots,k\}$. Consequently we also have that

$$\lim_{n \to \infty} \|\phi - \phi_n\|_{X} = 0.$$
This of course will imply (5.1) and (5.2), since \( C_c^\infty (\mathbb{R}^d) \subset L p_c (\mathbb{R}^d) \). We begin by applying Theorem 5.12 in the special case where
\[ j = k = 1, \quad p_1 = q_1 = p, \quad v_1 = \omega_m, \quad \rho_1 = 0 \]
and where \( m = 0 \) or \( m = 1 \). In this case the theorem shows that \( C_c^\infty (\mathbb{R}^d) \) is dense in \( X = W^{1,p} (\mathbb{R}^d, \omega_m) \). This establishes (5.1).

It remains to prove (5.2). We start by recalling (cf. Remark 1.5) that if \( \omega_0 \) and \( \omega_1 \) satisfy the compact boundedness condition, then obviously so do \( \omega_0 = \omega_0^{1-\theta} \omega_1^\theta \) and \( r_\omega \). As \( r_\omega \) is locally Lipschitz, we use Rademacher’s theorem to conclude that it is differentiable almost everywhere with essentially bounded gradient on each compact set. Consequently, due to the strict positivity of \( r_\omega \), the function \( \log r_\omega \) is also differentiable almost everywhere and its gradient, given by
\[ \nabla \log (r_\omega (x)) = \frac{\nabla r_\omega (x)}{r_\omega (x)}, \]
is also essentially bounded on each compact set.

We summarise the above:

- \( \omega_0 \) satisfies the compact boundedness condition.
- \( \omega_0 \mid \nabla \log (r_\omega) \mid^p \) is essentially bounded from above on every compact set.

These two properties are exactly what we need to enable us to apply Theorem 5.12 once more, where this time we choose \( j = k = 1, \ p_1 = q_1 = p, \ v_1 = \omega_0 \) and \( \rho_1 = \omega_0 \mid \nabla \log r_\omega \mid^p \). These choices make \( X \) coincide with \( \mathcal{W}^p (\theta, \omega_0) \) to within equivalence of norms, and so the density of \( C_c^\infty (\mathbb{R}^d) \) in \( X \), which is again guaranteed by Theorem 5.12 establishes (5.2) and therefore completes the proof of the theorem.

In all of our results in this section from Lemma 5.8 onwards we have been dealing only with the case where the underlying open set \( U \) is all of \( \mathbb{R}^d \). But let us conclude this section with the following remark about the possibility of extending our approximation theorems to the case where \( U \) is a proper open subset of \( \mathbb{R}^d \):

**Remark 5.13.** As the reader may have noticed from the various steps leading to the proof of Theorem 5.12 the two main ingredients which we used to show the theorem were the fact that we can approximate a function in \( W^{1,p} (\mathbb{R}^d, \omega) \) by a compactly supported function and Lemma 5.11. As a more general version of Lemma 5.11 can be shown to be valid for any open set \( U \subset \mathbb{R}^d \) instead of \( \mathbb{R}^d \) (see e.g. [6] pp. 629-631), we see that if the open set \( U \) and the weight function \( \omega \) are such that any \( \phi \in W^{1,p} (U, \omega) \) can be approximated by compactly supported functions, then we will have that
\[ W_0^{1,p} (U, \omega) = W_0^{1,p} (U, \omega), \quad \mathcal{W}^p_0 (U, \theta, r_\omega) = \mathcal{W}^p (U, \theta, r_\omega), \]
and also that \( C_c^\infty (U) \) is dense in \( W^{1,p} (U, \omega) \) and in \( \mathcal{W}^p (U, \theta, r_\omega) \).

This raises the question of what properties of \( U \) and \( \omega \) might suffice to ensure that compactly supported functions are dense in \( W^{1,p} (U, \omega) \). It would seem that this density property will hold if \( \omega (x) \) is required to tend to 0 sufficiently rapidly.
when \( x \) approaches the boundary of \( U \). Thus it might be natural to consider this question for weight functions which depend solely on the distance to the boundary, such as those which appear in the weighted Sobolev spaces discussed on pages 17-20 of [11].

6. PROOFS OF THE MAIN THEOREM, AND OF ITS MAIN CONSEQUENCES

In this short section we pool all the resources that we have developed in Sections §3, §4 and §5 to prove our main theorem, Theorem\[1.16\] and its main consequences: Theorems\[1.20\], \[1.21\] and \[1.22\].

**Proof of Theorem\[1.16\]** Using Theorem\[3.3\] we obtain the inclusion \[1.11\] and one side of the inequality \[1.13\]. To complete the proof it remains to establish the inclusion \[1.12\] and the other side of \[1.13\]. We start doing this by observing that, since \( \omega_0, \omega_1 \), and therefore obviously also \( \omega_\theta \), each satisfy the compact boundedness condition (cf. Remark\[1.5\]), we can apply Lemma\[5.2\] and Lemma\[5.6\] to obtain that

1. For every \( p \in [1, \infty) \), each of the spaces \( W^{1,p}(\omega_0) \), \( W^{1,p}(\omega_1) \) and also \( W^{1,p}(\omega_\theta) \), for every \( \theta \in (0, 1) \), is a Banach space that contains \( Lip_c \).

One of the hypotheses of Theorem\[1.16\] is that \( r_\omega \) is locally Lipschitz on \( U \). The strict positivity of \( r_\omega \) therefore implies that

2. The function \( \log r_\omega \) is locally Lipschitz on \( U \).

The above two conditions \( 1 \) and \( 2 \) tell us (cf. Definition\[4.1\]) that the pair \( (\omega_0, \omega_1) \) is \( (\theta, p) \)–admissible for every \( \theta \in (0, 1) \) and \( p \in [1, \infty) \). This permits us to invoke Theorem\[4.5\] which applies to any open subset \( U \) of \( \mathbb{R}^d \) and whose conclusions \( 4.1 \) and \( 4.2 \) are exactly the above mentioned inclusion and inequality which are required to complete the proof of Theorem\[1.16\].

**Proof of Theorem\[1.20\]** The first of the two inclusions in \( 1.16 \) has already been established as part of the proof of Theorem\[1.16\]. The additional condition imposed in Theorem\[1.20\] for some \( p \in [1, \infty) \) is exactly what is required to enable Theorem\[3.5\] to be applied in order to establish the second inclusion in \( 1.16 \) for that value of \( p \) and for all \( \theta \in (0, 1) \).

**Proof of Theorem\[1.21\]** The proof of Theorem\[1.16\] shows that the inclusions \( 1.11 \) and \( 1.12 \) hold also here. So, to prove the first part of Theorem\[1.21\] we simply substitute \( 1.17 \) and \( 1.18 \) in \( 1.11 \) and \( 1.12 \) to obtain \( 1.19 \). To prove the second part of the theorem, in which it is assumed that \( U = \mathbb{R}^d \), we simply apply Theorem\[5.1\] to give us that \( 1.17 \) and \( 1.18 \) both hold for all \( p \in [1, \infty) \).

**Proof of Theorem\[1.22\]** Since \( g(x) \) is continuous and the exponential function is continuous and strictly positive, we conclude that if \( \omega_1 \) (or \( \omega_0 \)) satisfies the compact boundedness condition, then so does \( \omega_0 \) (or \( \omega_1 \)). Next, we note that

\[ r_\omega(x) = e^{g(x)}, \]

which implies, as \( g(x) \) is Lipschitz and the exponential function is \( C^1 \) on \( \mathbb{R} \), that \( r_\omega(x) \) is locally Lipschitz. Thus we have shown that the conditions of Theorem
1.16 are satisfied, as claimed in part (i) of Theorem 1.22. We next show part (ii), namely that (1.20) holds to within equivalence of norms when \( U = \mathbb{R}^d \). Theorem 1.16 (or even simply Theorem 3.3) gives us “half” of (1.20), i.e. the inclusion “\( \subset \)” and the corresponding norm inequality. So we only need to show that

\[
W^{1,p}(\mathbb{R}^d, \omega_\theta) \subset \left[ W^{1,p}(\mathbb{R}^d, \omega_0) , W^{1,p}(\mathbb{R}^d, \omega_1) \right]_\theta
\]

and to obtain the reverse norm inequality corresponding to this reverse inclusion. In view of (1.12) and of Theorem 1.16 and Theorem 5.1 we can in turn reduce this task to showing that the inclusion

\[
(6.1) W^{1,p}(\mathbb{R}^d, \omega_\theta) \subset W^p(\mathbb{R}^d, \theta, r_\omega)
\]

holds and is continuous.

For any given element \( \phi \in W^{1,p}(\omega_\theta) \) we see that

\[
\|\phi\|_{L^p(\omega_\theta | |\nabla \log(r_\omega)|^p)} = \int_U |\phi(x)|^p |\nabla g(x)|^p \omega_\theta(x) \, dx
\]

\[
\leq \|\nabla g\|_{L^\infty} \|\phi\|_{L^p(\omega_\theta)}.
\]

This implies that \( \phi \) is automatically in \( W^p(\theta, r_\omega) \) and

\[
\|\phi\|_{W^p(\theta, r_\omega)} = \left( \|\phi\|_{W^{1,p}(\omega_\theta)}^p + \|\phi\|_{L^p(\omega_\theta | |\nabla \log(r_\omega)|^p)}^p \right)^{\frac{1}{p}}
\]

\[
\leq (1 + \|\nabla g\|_{L^\infty}) \|\phi\|_{W^{1,p}(\omega_\theta)}.
\]

This establishes (6.1) and the required associated norm inequality and thus takes care of part (ii). (In fact (6.2) also shows that the three norms appearing in (1.13) are equivalent to each other.) Finally we establish the remaining parts (iii) and (iv) of Theorem 1.22 by using exactly the same considerations, together with Theorems 1.20 and 1.21.

In the last two sections of the paper we will discuss additional topics related to our study, including an example of when \( W^p(\theta, r_\omega) \) is not \( W^{1,p}(\omega_\theta) \), and some potential applications and open problems.

7. More about the space \( W^p(\theta, r_\omega) \)

In this section we will discuss two more properties of the space \( W^p(\theta, r_\omega) \). Namely, we will answer the following two questions:

Question 3. Is it possible for \( W^p(\theta, r_\omega) \) to not be \( W^{1,p}(\omega_\theta) \)?

Question 4. Can we find a smaller, yet “big enough”, subspace of \( W^p(\theta, r_\omega) \) that will allow us to only consider the weight \( \omega_\theta \)?

Our answers will give us more information about the space \( [W^{1,p}(U, \omega_0), W^{1,p}(U, \omega_1)]_\theta \).
7.1. Can \( W^p(\theta, r_\omega) \) be smaller than \( W^{1,p}(\omega_0) \)? We consider it very unlikely that the Stein-Weiss like formula (1.4) could hold for all choices of the set \( U \) and weight functions \( \omega_0 \) and \( \omega_1 \). Here we shall begin some attempts towards finding a counterexample.

One might expect that when \( U \) has a very complicated structure or when some or all of the hypotheses of Theorem 1.16 do not hold, this could prevent (1.4) from holding. But the examples which we are about to present hint that maybe (1.4) can fail even when \( U \) is simply all of \( \mathbb{R}^d \) and the above mentioned hypotheses do hold.

From this point onwards we will take \( U \) to be \( \mathbb{R}^d \) and remove almost all mention of the underlying set from our notation.

As can be seen from (1.19) in Theorem 1.21, a sufficient condition for obtaining a Stein-Weiss like theorem when \( U = \mathbb{R}^d \) is that
\[
W^p(\theta, r_\omega) = W^{1,p}(\omega_0)
\]
and indeed (since obviously \( W^p(\theta, r_\omega) \subseteq W^{1,p}(\omega_0) \)) this condition is effectively what we have used in the proof of Theorem 1.22. (Cf. (6.1).) So a natural first step in searching for the above mentioned counterexample is to look for pairs of weight functions for which
\[
W^p(\theta, r_\omega) \subset W^{1,p}(\omega_0).
\]
We shall describe such pairs. In fact, for each choice of \( \theta \in (0, 1) \), we will find such a pair which satisfies the hypotheses of Theorem 1.16. But we should emphasize that at this stage we do not know whether these weight functions, which satisfy (7.1), will also turn out to provide a counterexample to (1.4). To simplify the discussion we shall make do with presenting explicit formulas for our weight functions only in the case \( p = 1 \). However it is not difficult to modify our examples so that they apply when \( p \in (1, \infty) \).

Let us start by stating the relevant properties that a function, say \( \phi \), which is in \( W^{1,p}(\omega_0) \) but not in \( W^p(\theta, r_\omega) \) must have: Since \( \phi \in W^{1,p}(\omega_0) \) we have that \( \phi \) has a weak gradient on \( \mathbb{R}^d \) and
\[
\int_{\mathbb{R}^d} |\phi(x)|^p \omega_0(x) dx < \infty, \quad \int_{\mathbb{R}^d} |\nabla \phi(x)|^p \omega_0(x) dx < \infty.
\]
On the other hand, since \( \phi \not\in W^p(\theta, r_\omega) \) we must have that
\[
\int_{\mathbb{R}^d} |\phi(x)|^p |\nabla \log (r_\omega(x))|^p \omega_0(x) dx = \infty.
\]
We shall simply choose \( \phi \equiv 1 \). Then the gradient condition in (7.2) is automatically satisfied, and conditions (7.2) and (7.3) become the following two conditions on \( \omega_0 \) and \( \omega_1 \):
\[
\omega_0 \in L^1(\mathbb{R}^d), \quad \int_{\mathbb{R}^d} |\nabla \log (\omega_0(x)/\omega_1(x))|^p \omega_0(x) dx = \infty.
\]
Let us simplify things further by also choosing \( \omega_0 \equiv 1 \). In this case
\[
\omega_1(x) = \omega_1(x)^\theta,
\]
and we can see that showing that there is a weight function \( \omega_\theta \) which satisfies (7.4) in this case is equivalent to finding a weight function \( \omega \) (which will play the role of \( \omega_\theta \)) such that:

\[
\int_{\mathbb{R}^d} \omega(x) \, dx < \infty, \quad \int_{\mathbb{R}^d} |\nabla \omega(x)|^p \omega(x)^{1-p} \, dx = \infty.
\]

It is clear that finding such a function \( \omega \) will in fact show that (7.4) can be satisfied for every choice of \( \theta \in (0, 1) \) and for the particular value of \( p \) appearing in both (7.5) and (7.4).

At this stage we shall specialise to the case \( p = 1 \). In this case (7.5) is simply the statement that \( \omega \) is a function in \( L^1(\mathbb{R}^d) \) whose gradient is not in \( L^1(\mathbb{R}^d, \mathcal{C}^d) \). For various obvious examples of integrable functions \( \omega \) which have some monotone decay at infinity (for example, like the reciprocal of a polynomial, or of an exponential) it turns out that (7.5) does not hold. However, as we shall now see, if we modify such a function by adding a term which oscillates rapidly near infinity and is suitably bounded, then the resulting function \( \omega \) does satisfy (7.5):

Consider the strictly positive \( C^1 \) function

\[
\omega(x) = \frac{1}{(1 + |x|^2)^\alpha} \left( 1 + \sin \left( |x|^\beta \right) + \frac{1}{1 + |x|^2} \right)
\]

(7.6)

We shall now show that one can easily choose positive numbers \( \alpha \) and \( \beta \) for which \( \omega \) will satisfy (7.5) for \( p = 1 \). In fact, a similar computation shows that for any \( p \in (1, \infty) \), one can find an \( \alpha \) and a \( \beta \) for which (7.6) will satisfy (7.5).

Clearly, if \( \alpha > \frac{d}{2} \) then \( \omega(x) \in L^1(\mathbb{R}^d) \) since

\[
\omega(x) \leq \frac{3}{(1 + |x|^2)^\alpha}.
\]

Next, as

\[
\nabla \omega(x) = \frac{-2\alpha}{(1 + |x|^2)^{\alpha+1}} \left( 1 + \frac{1}{1 + |x|^2} \right) x - \frac{2x}{(1 + |x|^2)^{\alpha+2}}
\]

\[
- \frac{2\alpha \sin \left( |x|^\beta \right)}{(1 + |x|^2)^{\alpha+1}} x + \beta |x|^{\beta-2} \cos \left( |x|^\beta \right) \frac{1}{1 + |x|^2} x
\]

and

\[
\left| \frac{1}{(1 + |x|^2)^{\alpha+1}} \left( 1 + \frac{1}{1 + |x|^2} \right) x \right| \leq \frac{1}{(1 + |x|^2)^\alpha},
\]

\[
\left| \frac{2x}{(1 + |x|^2)^{\alpha+2}} \right| \leq \frac{1}{(1 + |x|^2)^{\alpha+1}}
\]

and

\[
\left| \sin \left( |x|^\beta \right) \right| \leq \frac{1}{(1 + |x|^2)^\alpha}.
\]
we see that if \( \alpha > \frac{d}{2} \) then \( \nabla \omega \in L^1(\mathbb{R}^d, \mathcal{L}^d) \) if and only if
\[
I_{\alpha, \beta} := \int_{\mathbb{R}^d} \frac{|x|^{\beta-2} \cos (|x|^{\beta})}{(1 + |x|^2)^\alpha} x \, dx < \infty.
\]

We now compute
\[
I_{\alpha, \beta} = \int_{\mathbb{R}^d} \frac{|x|^{\beta-1} \cos (|x|^{\beta})}{(1 + |x|^2)^\alpha} dx
\]
\[
= \left| S^{d-1} \right| \int_0^\infty r^{\beta+d-2} \frac{|\cos (r^{\beta})|}{2^\alpha \beta} \, dr \geq \frac{\left| S^{d-1} \right|}{2^\alpha} \int_1^\infty r^{\beta+d-2-2\alpha} \frac{|\cos (r^{\beta})|}{d r}
\]
\[
= \frac{\left| S^{d-1} \right|}{2^\alpha} \int_1^\infty y^{d-1-2\alpha} \frac{|\cos (y)|}{d r}
\]

If, for example, we choose \( \alpha = d \) and \( \beta = d + 1 \), then this last integral is infinite. Since we then also have \( \alpha > \frac{d}{2} \) as required in the previous part of this discussion, this completes our proof that (7.1) can hold for \( p = 1 \) and for every \( \theta \in (0, 1) \) for suitable choices of weight functions.

**Remark 7.1.** As we already mentioned, there exist other examples of pairs of weight functions which satisfy (7.1) for \( p \in (1, \infty) \). Some of them nevertheless also satisfy (1.4). We refer the reader to the appendix where we give an example of a pair of weight functions (even in \( C^\infty(\mathbb{R}^d) \)) which in fact satisfies both (7.1) and (1.4) for every \( p \in [1, \infty) \) and \( \theta \in (0, 1) \).

### 7.2. A simpler subspace of \([W^{1,p}(U, \omega_0), W^{1,p}(U, \omega_1)]_\theta\).

The main result of this paper shows that, under relatively mild conditions, the interpolation space
\[
[W^{1,p}(U, \omega_0), W^{1,p}(U, \omega_1)]_\theta
\]
lies between \( W^{1,p}(U, \omega_0) \) and a smaller subspace \( \mathcal{W}^p(U, \theta, r_\omega) \), which can be expressed as \( W^{1,p}(U, \omega_0) \cap X \) (with an appropriate norm) where \( X \) is the semi-normed weighted space \( L^p(U, \omega_0, \|\nabla \log r_\omega\|_p) \) (see Definition 1.19).

For some applications, such as those which we will shortly discuss in 8.2 it will be convenient to find a more simply defined space \( \mathcal{X} \), which is embedded continuously in \( X \). Such a space will therefore yield the chain of inclusions
\[
W^{1,p}(U, \omega_0) \cap \mathcal{X} \subset [W^{1,p}(U, \omega_0), W^{1,p}(U, \omega_1)]_\theta \subset W^{1,p}(U, \omega_0).
\]

A simple \( \mathcal{X} \) to choose, if possible, would be a standard weighted Lebesgue space with respect to the weight function \( \omega_0 \) alone. We shall now discuss one possible way which can enable us to choose an \( \mathcal{X} \) of this kind, however with an exponent larger than \( p \). It requires us to impose one more condition on our weight functions.

**Definition 7.2.** Let \( \omega_0 \) and \( \omega_1 \) be weight functions on an open subset \( U \) of \( \mathbb{R}^d \) and let \( \omega_\theta \) and \( r_\omega \) be as defined throughout this paper (by (1.5) and (1.9)). Suppose
that \( \log r_\omega \) has a weak gradient on \( U \). For each \( q \in [1, \infty) \) and each \( \theta \in [0, 1] \) let \( M(U, \theta, r_\omega, q) \) be the quantity

\[
M(U, \theta, r_\omega, q) := \left( \int_U |\nabla \log (r_\omega(x))| q \omega_\theta(x) dx \right)^{\frac{1}{q}}.
\]

(Note that here \( \theta \) may also equal 0 or 1.) We will often use the abbreviated notation \( M(\theta, q) \) for \( M(U, \theta, r_\omega, q) \).

**Lemma 7.3.** Let \( U, \omega_0, \omega_1, \omega_\theta \) and \( r_\omega \) have the properties stated in Definition 7.2. Suppose, furthermore, that there exist \( q \in (p, \infty) \) and \( \theta \in (0, 1) \) for which \( M(\theta, q) < \infty \). Then, in terms of the notation of Definition 7.2, we have that

\[
L^{q\theta p}(U, \omega_\theta) \subset L^p(U, \omega_\theta |\nabla \log (r_\omega)|^p)
\]

and

\[
\|\|_{L^p(U, \omega_\theta |\nabla \log (r_\omega)|^p)} \leq M(\theta, q) \|\|_{L^{q\theta p}(U, \omega_\theta)}
\]

for these values of \( q \) and \( \theta \).

**Proof.** Using Hölder’s inequality with the exponent \( \frac{q}{p} \) we find that

\[
\int_U |\phi(x)|^p |\nabla \log (r_\omega(x))|^p \omega_\theta(x) dx \\
\leq \left( \int_U |\nabla \log (r_\omega(x))|^q \omega_\theta(x) dx \right)^{\frac{1}{q}} \left( \int_U |\phi(x)|^\frac{p}{q} \omega_\theta(x) dx \right)^{\frac{q}{p}} \frac{q}{p}.
\]

This proves both the inclusion and (7.8). \( \square \)

With this in hand we can deduce the following:

**Theorem 7.4.** Let \( \omega_0 \) and \( \omega_1 \) be a pair of weight functions on \( U \) that satisfy the compact boundedness condition. Assume furthermore that

\[ r_\omega(x) = \frac{\omega_0(x)}{\omega_1(x)} \]

is locally Lipschitz on \( U \), and that \( U, \omega_0 \) and \( \omega_1 \) are such that the conditions of Theorem 7.2 hold. Then, if \( M(\theta, q) \), defined by (7.7), is finite for some \( q > p \), we have that

\[
W^{1,p}(U, \omega_\theta) \cap L^{q\theta p}(U, \omega_\theta) \subset \left[ W^{1,p}(U, \omega_0), W^{1,p}(U, \omega_1) \right]_\theta.
\]

Moreover, there exists a constant \( C_p > 0 \) which depends only on \( p \), such that for any \( \phi \in W^{1,p}(U, \omega_\theta) \cap L^{q\theta p}(U, \omega_\theta) \),

\[
\|\|_{[W^{1,p}(U, \omega_0), W^{1,p}(U, \omega_1)]_\theta} \leq C_p \left( \|\|_{W^{1,p}(U, \omega_\theta)}^p + M(\theta, q)^p \|\|_{L^{q\theta p}(U, \omega_\theta)}^p \right)^{\frac{1}{p}}.
\]

**Proof.** This theorem is an immediate consequence of Theorem 7.2 and Lemma 7.3. The inequality (7.9) follows immediately from (1.13) of Theorem 1.16 and (7.8). \( \square \)
Obviously, a modification of the above theorem can be made to accommodate the more general case of Theorem 1.16 when we start considering appropriate closures.

We conclude this subsection, and section, with the following remark:

**Remark 7.5.** A simple application of Hölder’s inequality shows that if \( M(0, q) \) and \( M(1, q) \) are finite then

\[
M(\theta, q) \leq M(0, q)^{1-\theta} M(1, q)^{\theta} < \infty \quad \text{for every } \theta \in (0, 1).
\]

8. **Final Remarks**

In this last section of our work, we reflect on possible generalisations of our main results via notions of equivalence of weight functions, and possible applications to evolution equations. Then, finally, we discuss some further possibilities for research related to the issue of interpolation of weighted Sobolev spaces.

8.1. **Equivalence of weights.** As our main results of this work depend strongly on the underlying weights of our respective spaces, one natural question can arise:

**Question 5.** Can one change the weight under consideration to a ‘better one’ (i.e. suitable for our theorems) without changing the underlying Sobolev space?

The answer to that is in the affirmative - in the obvious case when one deals with *equivalent weights*.

**Definition 8.1.** Adopting standard terminology, we say that two strictly positive measurable functions \( \omega \) and \( \eta \) are equivalent, if there exists a constant \( A > 0 \) such that

\[
A^{-1} \eta(x) \leq \omega(x) \leq A \eta(x).
\]

It is immediate to check that if \( \omega_0 \) and \( \omega_1 \) satisfy the compact boundedness condition, and are equivalent, respectively, to \( \eta_0 \) and \( \eta_1 \), then the latter functions also satisfy the same condition. Moreover, \( W^{1, p}(\omega) \) and \( W^{1, p}(\eta) \) are isomorphic to each other for equivalent weights. (Remark 1.4 has some relevance in this context.)

Accordingly, one can immediately state and almost immediately prove more general versions of our main theorem and its main consequences, in which the weight functions \( \omega_0 \) and \( \omega_1 \) are required merely to be equivalent to other weight functions which satisfy the requirements in the current statements of those theorems.

8.2. **Possible applications to evolution equations.** Many linear evolution equations of the form

\[
\partial_t f(t, x) = \mathcal{L}(f)(t, x)
\]

give rise to an evolution semigroup, \( \{T(t)\}_{t \geq 0} \), which acts smoothly on several spaces simultaneously. Moreover, in fields such as parabolic PDEs and kinetic theory, one frequently encounters evolution semigroups whose action on the
initial datum of the problem produces functions which have increased smoothness, decay and integrability (hypercontractivity). One good example of semigroups with such behaviour are the so-called Markov semigroups. We refer the reader to [1] for more information on the subject.

In many cases, one is interested in the decay, or convergence to equilibrium as $t$ tends to $\infty$, of the solution at time $t$ of (8.1) with respect to an appropriate norm, such as $\| \cdot \|_{W^{1,p}(\mathbb{R}^d, \omega)}$.

Under suitable hypotheses, Theorem 1.21 together with observations that we made in §7.2 allows us to interpolate rates of decay/convergence between two different weighted Sobolev spaces to an intermediate space of the same kind. More explicitly, if we know that for a given semigroup $\{T(t)\}_{t \geq 0}$ the solution to (8.1) decays or converges to an equilibrium at rates that are given by the norms of $T(t)$ on appropriate subspaces of both $W^{1,p}(U, \omega_0)$ and $W^{1,p}(U, \omega_1)$, then it may be possible to deduce analogous information about the norm of $T(t)$ on a suitable subspace of $W^{1,p}(U, \omega_\theta)$, for $\theta \in (0, 1)$.

We shall now give one example of a setting where this can be done. Here we assume that the norms of $T(t)$ decay to zero. The underlying open set for all of the spaces is to be understood to be $\mathbb{R}^d$.

**Theorem 8.2.** Let $(\omega_0, \omega_1)$ be a pair of weight functions that satisfy the compact boundedness condition on $\mathbb{R}^d$, and such that $r_\omega$, defined by (1.9), is locally Lipschitz on $\mathbb{R}^d$. Consider a semigroup of operators $\{T(t)\}_{t \geq 0}$ such that, for some fixed $p \in [1, \infty)$,

$$
T(t) : \{W^{1,p}(\omega_0), W^{1,p}(\omega_1)\} \to \{W^{1,p}(\omega_0), W^{1,p}(\omega_1)\} \quad \text{for each } t > 0.
$$

Assume furthermore that there exist $q \in (p, \infty)$, $\theta \in (0, 1)$, $t_0 > 0$ and a class of initial data $\mathcal{G}$ such that for every $g \in \mathcal{G}$

$$
T(t_0)g \in W^{1,p}(\omega_\theta) \cap L^{\frac{q p}{p \theta}}(\omega_\theta).
$$

Suppose furthermore that $M(\theta, q)$, defined in (7.7), is finite for these values of $\theta$ and $q$. Then we have, for every $g \in \mathcal{G}$ and $t > t_0$, that $T(t)g \in W^{1,p}(\omega_0)$ and also that

$$
\left\| T(t)g \right\|_{W^{1,p}(\omega_0)} \leq C \left\| T(t - t_0) \right\|_{\mathcal{G}}^{1 - \theta} \left\| T(t - t_0) \right\|_{\mathcal{G}}^\theta \left( \left\| T(t_0)g \right\|_{W^{1,p}(\omega_\theta)} + M(\theta, q) \left\| T(t_0)g \right\|_{L^{\frac{q p}{p \theta}}(\omega_\theta)} \right)
$$

where the constant $C$ depends only on $p$.

**Proof.** We start by noting that, due to Theorem 7.4 for each $g \in \mathcal{G}$ we have that

$$
T(t_0)g \in \left[ W^{1,p}(\omega_0), W^{1,p}(\omega_1) \right]_\theta.
$$

Recalling Theorem 5.3 and the semigroup property

$$
T(t) = T(t - t_0)T(t_0)
$$
which holds for every \( t \geq t_0 \), we see that for each \( g \in \mathcal{G} \) and \( t > t_0 \) we have that
\[
T(t) g \in \left[ W^{1,p}(\omega_0), W^{1,p}(\omega_1) \right]_\theta \subset W^{1,p}(\omega_0).
\]
Furthermore, using this and \((3.4)\) together with \((8.2)\) and Theorem 2.4, we obtain that
\[
\|T(t)g\|_{W^{1,p}(\omega_0)} \leq \|T(t)g\|_{[W^{1,p}(\omega_0),W^{1,p}(\omega_1)]_\theta} = \|T(t-t_0)(T(t_0)g)\|_{[W^{1,p}(\omega_0),W^{1,p}(\omega_1)]_\theta} \\
\leq \|T(t-t_0)\|_{\mathcal{C}(W^{1,p}(\omega_0))} \|T(t-t_0)\|_{\mathcal{C}(W^{1,p}(\omega_1))} \|T(t_0)g\|_{[W^{1,p}(\omega_0),W^{1,p}(\omega_1)]_\theta}.
\]
Using \((7.9)\) yields the inequality required to complete the proof of this theorem.

8.3. **Future research and open problems.** We feel excited about future possibilities in continuing to try and understand whether or not one can obtain a Stein-Weiss like theorem for weighted Sobolev spaces under more general hypotheses on the underlying set and the weight functions. In particular, some of the problems which we think are worth investigating are the following:

*Question.* Can one find an open set \( U \) and weights \( \omega_0 \) and \( \omega_1 \) on it for which
\[
\mathcal{W}^p(U, \theta, r_\omega) \subset \left[ W^{1,p}(U, \omega_0), W^{1,p}(U, \omega_1) \right]_\theta?
\]

*Question.* Can one find necessary and sufficient conditions under which
\[
W^{1,p}_0(U, \omega) = W^{1,p}(U, \omega) \quad \text{and} \quad \mathcal{W}^p_0(U, \theta, r_\omega) = \mathcal{W}^p(U, \theta, r_\omega)\?
\]

Let us mention that pages 550-554 of [11] contain a discussion of the closure of \( C^\infty_c(U) \) (there denoted by \( C^\infty_0(U) \)) in various weighted Sobolev spaces. A different but somewhat related topic is considered on pages 43-49 of [11].

*Question.* Can one obtain similar results to Theorems 1.16, 1.20, 1.21, and 1.22 for weighted homogeneous Sobolev spaces \( W^{1,p}(U, \omega) \) (i.e. where we only consider the norm of the weak gradient)?

(The answer is evidently yes for each \( p \in [1, \infty) \) in the very special case where \( d = 1 \) and \( U = \mathbb{R} \) and both of the weight functions satisfy the compact boundedness condition. In that case the maps \( \phi \mapsto \phi' \) and its inverse \( \psi \mapsto \int_0^T \psi(t) dt \) give us an isometric identification between the two couples
\[
\left\{ W^{1,p}(\mathbb{R}, \omega_0), W^{1,p}(\mathbb{R}, \omega_1) \right\} \quad \text{and} \quad \left\{ L^p(\mathbb{R}, \omega_0), L^p(\mathbb{R}, \omega_1) \right\}
\]
and so we can apply the “classical” Stein-Weiss theorem. A more detailed explanation can be found in the appendix.)

We are confident that more can be done (and asked), and will be done in the next few years.

**Appendix A. Additional Proofs**

In this appendix we include some additional proofs that we felt would hinder the flow of the main body of the paper.
A.1. An alternative characterization of the space $W^{1,p}_{loc}(U)$. In this part of the appendix we will provide some rather straightforward arguments which can be used to justify the following claim, made immediately after Definition A.1.

Claim A.1. $f \in W^{1,p}_{loc}(U)$ if and only if, for every open subset $V$ of $U$ whose closure is a compact subset of $U$, the restriction of $f$ to $V$ is an element of $W^{1,p}(V)$.

In order to prove this claim, we require the following notation: For a given open set $U$, and each $n \in \mathbb{N}$ we define the open set

$$U_n = \{x \in U \mid \text{dist}(x, \partial U) > 1/n\} \cap B_n(0)$$

(where $B_n(0)$ is the open ball of radius $n$ in $\mathbb{R}^d$ centred at the origin). The closure of $U_n$ is contained in $U$ and in $B_n(0)$ and is therefore a compact subset of $U$.

Proof of Claim A.1. Suppose that the function $f : U \to \mathbb{C}$ has the property that, for each $n \in \mathbb{N}$, its restriction $f_n := f|_{U_n}$ to $U_n$ has a weak gradient on $U_n$. Let us denote this weak gradient by $g_n$. We do not yet need to suppose also that $f_n \in W^{1,p}(U_n)$ but later, when we do, we will also be able to assert that $g_n \in L^p(U_n, \mathbb{C}^d)$.

Due to the uniqueness of the weak gradient, and the fact that $U_n \subset U_{n_1} \subset U$ for all $n_1 > n$, we see that if $n_1 > n$ we have that $g_n|_{U_n} = g_n$. For each $n \in \mathbb{N}$ let $v_n : U \to \mathbb{C}^d$ be the function which coincides with $g_n$ on $U_n$ and equals $\tilde{0}$ on $U \setminus U_n$. Thus we have that

$$v_{n_1}(x) = g_{n_1}(x) = g_{n_1}(x)|_{U_n} = g_n(x) = v_n(x)$$

(A.1)

for all $x \in U_n$ and all $n_1 > n$ and all $n \in \mathbb{N}$.

This shows that, for each fixed $n \in \mathbb{N}$, the pointwise limit $\lim_{k \to \infty} v_k(x)$ exists for all $x \in U_n$. Since $U = \bigcup_{n \in \mathbb{N}} U_n$ this in turn implies that this same pointwise limit $\lim_{k \to \infty} v_k(x)$ exists for all $x \in U$ and so we can define a new function $g : U \to \mathbb{C}^d$ by setting

$$g(x) := \lim_{k \to \infty} v_k(x) \quad \text{for all} \quad x \in U.$$

In view of (A.1) we have that, for each $n \in \mathbb{N}$,

$$g(x) = g_n(x) \quad \text{for all} \quad x \in U_n$$

(A.2)

We will now show that $f$ has a weak gradient on $U$ and that $g$ is that gradient. Given an arbitrary $\phi \in C_c^\infty(U)$ let $K$ be a compact set contained in $U$ such that $\phi$ and therefore also $\nabla \phi$ both vanish on $U \setminus K$. There exists $n \in \mathbb{N}$ such that $K \subset U_n$, and therefore the restriction of $\phi$ to $U_n$ is in $C_c^\infty(U_n)$. We also have that

$$\phi(x) = 0 \quad \text{and} \quad \nabla \phi(x) = \tilde{0} \quad \text{for all} \quad x \in U \setminus U_n.$$

Consequently, using (A.3), then the definitions of $f_n$ and $g_n$ and then (A.2) and then (A.3) again, we obtain that

$$\int_U f \nabla \phi \, dx = \int_{U_n} f \nabla \phi \, dx = \int_{U_n} f_n \nabla \phi \, dx = -\int_{U_n} \phi g_n \, dx = -\int_{U_n} \phi g \, dx = -\int_U \phi g \, dx.$$
Since the preceding argument holds for every \( \phi \in C^0_c(U) \), this shows that \( g \) indeed is the (necessarily unique) weak gradient of \( f \) on \( U \).

Suppose now that \( f \) has the property that, for every open subset \( V \) of \( U \) such that \( \overline{V} \) is a compact subset of \( U \), the restriction of \( f \) to \( V \) is an element of \( W^{1,p}(V) \). Then the preceding argument shows that \( f \) has a weak gradient \( \nabla f \) on \( U \) which equals the function \( g \) obtained above. Furthermore, the functions \( f_n \) and \( g_n \) defined as above now satisfy \( f_n \in W^{1,p}(U_n) \) and \( g_n \in L^p(U_n, \mathbb{C}^d) \) and they coincide with the restrictions of \( f \) and of \( g \) respectively to the set \( U_n \). Thus we have \( \chi_{U_n} f \in L^p(U) \) and \( \chi_{U_n} \nabla f \in L^p(U, \mathbb{C}^d) \). Let \( K \) be an arbitrary compact subset of \( U \). For some \( n \in \mathbb{N} \) we have that \( K \subset U_n \) and so \( \chi_K f \in L^p(U) \) and \( \chi_K \nabla f \in L^p(U, \mathbb{C}^d) \). This shows that \( f \in W^{1,p}_{\text{loc}}(U) \).

We now prove the reverse implication. Suppose that \( f \in W^{1,p}_{\text{loc}}(U) \) and that \( \nabla f \) denotes its weak gradient on \( U \). Let \( V \) be an arbitrary open subset of \( U \) whose closure \( K := \overline{V} \) is a compact subset of \( U \).

Let \( g = f \big|_V \) and let \( \nabla g \) denote the \( \mathbb{C}^d \)-valued function defined only on \( V \) which is the weak gradient of \( g \) on \( V \). The fact that \( f \in W^{1,p}_{\text{loc}}(U) \) implies that \( \chi_K f \) and \( \chi_K \nabla f \) are elements, respectively of \( L^p(U) \) and \( L^p(U, \mathbb{C}^d) \). The restriction of \( \chi_K f \) to \( V \) must of course equal \( g \). Furthermore, by the definition of weak gradients and by their uniqueness, the restriction to \( V \) of \( \chi_K \nabla f \) must equal \( \nabla g \). The fact that \( f \in W^{1,p}_{\text{loc}}(U) \) implies that \( \chi_K f \) and \( \chi_K \nabla f \) are elements, respectively of \( L^p(U) \) and \( L^p(U, \mathbb{C}^d) \). Therefore \( g \) and \( \nabla g \) are in \( L^p(V) \) and \( L^p(V, \mathbb{C}^d) \) respectively. In other words \( g \in W^{1,p}(V) \), and this completes our proof of Claim A.1. \( \square \)

**A.2. From locally Lipschitz to globally Lipschitz - A proof of Fact [9]**. In this part of the appendix we will prove the following claim, which was formulated as the fact [9] just after the statement of Lemma 4.10.

**Claim A.2.** If the function \( \psi : U \to \mathbb{C} \) is locally Lipschitz and has compact support, then it is Lipschitz on all of \( U \).

**Proof.** Suppose that \( \psi : U \to \mathbb{C} \) is locally Lipschitz and has compact support. Then there exists a compact subset \( K \) of \( U \) such that \( \psi \) vanishes on \( U \setminus K \). The number \( \delta := \text{dist}(K, \mathbb{R}^d \setminus U) \) is strictly positive and we let \( K_1 \) be the set

\[
K_1 = \left\{ x \in \mathbb{R}^d : \text{dist}(x, K) \leq \frac{\delta}{2} \right\}.
\]

Obviously \( K_1 \subset U \). The compactness of \( K \) implies that \( K_1 \) is closed and bounded and therefore also compact. Our hypotheses on \( \psi \) and the compactness of \( K_1 \) ensure that the quantities

\[
C_1 := \sup \left\{ \frac{|\psi(x) - \psi(y)|}{|x - y|} : x, y \in K_1, x \neq y \right\}
\]

and

\[
C_2 := \sup \{ |\psi(x)| : x \in K_1 \}
\]
are both finite. To complete the proof we will show that

\[ |\psi(x) - \psi(y)| \leq |x - y| \max \left\{ C_1, \frac{2C_2}{\delta} \right\} \]

for every \( x \) and \( y \) in \( U \). The left side of (A.4) equals 0 whenever \( x \) and \( y \) are both in \( U \setminus K_1 \) and it is bounded by \( C_1 |x - y| \) whenever \( x \) and \( y \) are both in \( K_1 \). Thus we only need to consider what happens when \( x \in K_1 \) and \( y \in U \setminus K_1 \).

- If \( x \notin K \) then we again have \( |\psi(x) - \psi(y)| = 0 \).
- If \( x \in K \) then \( |x - y| > \delta/2 \) and so
  \[ |\psi(x) - \psi(y)| = |\psi(x)| \leq C_2 \frac{2C_2}{\delta} \frac{\delta}{2} \leq \frac{2C_2}{\delta} |x - y|. \]

We conclude that (A.4) indeed holds for all \( x \) and \( y \) in \( U \) and our proof is complete. \( \square \)

### A.3. A Stein-Weiss like theorem in the case where \( r_\omega \) is not Lipschitz.

In this subsection of the appendix we will focus on showing that there exist weight functions, \( \omega_0 \) and \( \omega_1 \), for which one can obtain a Stein-Weiss like theorem, (i.e. for which (1.4) is valid) even though \( r_\omega \), defined in (1.9), is not Lipschitz. This will show that Theorem 1.22 gives a sufficient yet not necessary condition for obtaining such a result.

Our starting point for finding such an example is the following simple lemma:

**Lemma A.3.** Let \( \rho_0 \) and \( \rho_1 \) be weight functions on \( \mathbb{R}^d \) which satisfy the hypotheses of Theorem 1.22. (In particular this implies that the function \( \log \left( \frac{\rho_0}{\rho_1} \right) \)) is Lipschitz on \( \mathbb{R}^d \). Let \( \omega_1 \) be a weight function on \( \mathbb{R}^d \) which satisfies

\[ c\rho_1(x) \leq \omega_1(x) \leq C\rho_1(x) \]

for two positive constants \( c \) and \( C \). If we set \( \omega_0 = \rho_0 \), then we have that

\[ \left[ W^{1,p}(\mathbb{R}^d, \omega_0), W^{1,p}(\mathbb{R}^d, \omega_1) \right] = W^{1,p}(\mathbb{R}^d, \omega_0) \]

to within equivalence of norms.

**Proof:** This is an immediate consequence of Theorem 1.22 combined with the observations made in Subsection 8.1. \( \square \)

Lemma A.3 gives us a possible approach for constructing our desired example: We start with a pair of weights that satisfy our Stein-Weiss like theorem, Theorem 1.22 and modify one of the weights in a way that keeps the new weight equivalent to the original weight, but violates the Lipschitz condition on \( r_\omega \). We shall do that now.

Consider the weight functions \( \rho_0 = 1 \) and \( \rho_1(x) = e^{-\sqrt{1 + |x|^2}} \). It is obvious that \( \rho_0 \) and \( \rho_1 \) both satisfy the compact boundedness condition and that

\[ \log \left( \frac{\rho_0(x)}{\rho_1(x)} \right) = \sqrt{1 + |x|^2} \]
is Lipschitz on $\mathbb{R}^d$. Thus, we conclude that $\rho_0$ and $\rho_1$ satisfy the conditions of Theorem 1.22.

Now, let $\omega_1$ be the function

$$\omega_1(x) = e^{-\sqrt{1 + |x|^2} \sin(e^{x^2})}.$$ 

Clearly $\omega_1$ satisfies (A.5) with $c = 1/e$ and $C = e$.

Since $r_\omega = \omega_0/\omega_1 = 1/\omega_1$ we see that

$$\nabla \log (r_\omega(x)) = \nabla \left( \sqrt{1 + |x|^2 + \sin(e^{x^2})} \right) = \frac{x}{\sqrt{1 + |x|^2}} + 2x e^{x^2} \cos(e^{x^2}).$$

The above is unbounded on $\mathbb{R}^d$, which gives us the example we needed.

In fact, one can do more with this example. One can even use it to show that this pair of weight functions has the property that:

$$\mathcal{W}^p(\mathbb{R}^d, \theta, r_\omega)$$

is strictly smaller than $W^{1,p}(\mathbb{R}^d, \omega_\theta)$ for every $p \in [1, \infty)$ and $\theta \in (0, 1)$.

We leave the proof of this claim to the reader.

This example also leads us naturally to ask:

**Question.** Can one find weight functions $\omega_0$ and $\omega_1$ on $\mathbb{R}^d$, that are not equivalent to weights that satisfy the conditions of Theorem 1.22 but for which we nevertheless have (1.4)?

We'd like to conclude this subsection by noting that a theme common to this example and the one presented in Subsection 7.1 is that they both use weight functions which are the product of a “well behaved” function with a highly oscillatory but bounded function.

**A.4. A comment about homogeneous weighted Sobolev spaces of univariate functions.** In this last subsection we will show that, when the open set $U$ is $\mathbb{R}$, one can easily obtain a Stein-Weiss like theorem for the homogeneous weighted Sobolev spaces, $W^{1,p}(\mathbb{R}, \omega)$, as a direct consequence of the regular Stein-Weiss theorem (as we claimed at the end of Subsection 8.3).

We start with a definition

**Definition A.4.** For each weight function $\omega : \mathbb{R} \to (0, \infty)$ and each $p \in [1, \infty]$ let $W^{1,p}(\mathbb{R}, \omega)$ be the space of equivalence classes modulo constants of measurable functions $f : \mathbb{R} \to \mathbb{C}$ which have a weak derivative $f'$ in $L^p(\mathbb{R}, \omega)$. This space is normed by $\|f\|_{W^{1,p}(\mathbb{R}, \omega)} = \|f'\|_{L^p(\mathbb{R}, \omega)}$.

Suppose that $\omega$ satisfies the compact boundedness condition, or at least that it satisfies the weaker condition (5.4) which we used in Lemma 5.2. Then every function $g$ in $L^p(\mathbb{R}, \omega)$ is locally integrable and therefore the function

$$G(x) := \int_0^x g(t) \, dt$$

is defined for all $x \in \mathbb{R}$ and is absolutely continuous on every bounded interval. Moreover, its pointwise derivative $G'$ exists almost everywhere and coincides with $g$ almost everywhere. The fact that $g$ is also the weak derivative of $G$
is immediate due to the fact that we are on \( \mathbb{R} \) and \( G \) is absolutely continuous. From all the above we see that the map \( T \) defined by

\[
Tg(x) = \int_0^x g(t) \, dt
\]

is a continuous linear map from \( L^p(\mathbb{R}, \omega) \) onto \( W^{1,p}(\mathbb{R}, \omega) \). The inverse mapping of \( W^{1,p}(\mathbb{R}, \omega) \) onto \( L^p(\mathbb{R}, \omega) \) is of course simply the derivative map \( D \) defined by \( Df = f' \). It is also clear that \( T \) and \( D \) are both isometries. Since \( L^p(\mathbb{R}, \omega) \) is complete, we conclude that \( W^{1,p}(\mathbb{R}, \omega) \) is complete for all weight functions \( \omega \) which satisfy (5.4).

Now, given \( p_0 \) and \( p_1 \) in \([1, \infty)\) and weight functions \( \omega_0 \) and \( \omega_1 \) on \( \mathbb{R} \) which both satisfy the compact boundedness condition (as we saw, we can also make do with somewhat weaker assumptions), we see that \( (W^{1,p_0}(\mathbb{R}, \omega_1), W^{1,p_1}(\mathbb{R}, \omega_1)) \) is a Banach couple. We use Theorem 2.4 to obtain that the operators \( T \) and \( D \) satisfy

\[
T : [L^{p_0}(\mathbb{R}, \omega_0), L^{p_1}(\mathbb{R}, \omega_1)]_\theta \rightarrow [W^{1,p_0}(\mathbb{R}, \omega_1), W^{1,p_1}(\mathbb{R}, \omega_1)]_\theta
\]

and

\[
D : [W^{1,p_0}(\mathbb{R}, \omega_1), W^{1,p_1}(\mathbb{R}, \omega_1)]_\theta \rightarrow [L^{p_0}(\mathbb{R}, \omega_0), L^{p_1}(\mathbb{R}, \omega_1)]_\theta,
\]

with norms that do not exceed 1. Since the weight function \( \omega_{\theta,p_0} \) defined by (1.1) also has the compact boundedness property, we see that \( T \) and \( D \) are also isometries, respectively, of \( L^{p_0}(\mathbb{R}, \omega_{\theta,p_0}) \) onto \( W^{1,p_0}(\mathbb{R}, \omega_{\theta,p_0}) \) and of \( W^{1,p_0}(\mathbb{R}, \omega_{\theta,p_0}) \) onto \( L^{p_0}(\mathbb{R}, \omega_0) \). Combining these facts with the formula (3.3) shows that

\[
[W^{1,p_0}(\mathbb{R}, \omega_1), W^{1,p_1}(\mathbb{R}, \omega_1)]_\theta = W^{1,p_0}(\mathbb{R}, \omega_{\theta,p_0}),
\]

with equality of norms.
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