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We study the energy minimization problem for an elastic interface in a random potential plus a quadratic well. As the position of the well is varied, the ground state undergoes jumps, called shocks or static avalanches. We introduce an efficient and systematic method to compute the statistics of avalanche sizes and manifold displacements. The tree-level calculation, i.e. mean-field limit, is obtained by solving a saddle-point equation. Graphically, it can be interpreted as a sum of all tree graphs. The 1-loop corrections are computed using results from the functional renormalization group. At the upper critical dimension the shock statistics is described by the Brownian Force model (BFM), the static version of the so-called ABBM model in the non-equilibrium context of depinning. This model can itself be treated exactly in any dimension and its shock statistics is that of a Levy process. Contact is made with classical results in probability theory on the Burgers equation with Brownian initial conditions. In particular we obtain a functional extension of an evolution equation introduced by Carraro and Duchon, which recursively constructs the tree diagrams in the field theory.
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I. INTRODUCTION: MODEL AND METHOD

Complex systems, as well as systems with quenched disorder, often respond non-smoothly, with jumps or avalanches, to a change in external parameters, as e.g. an applied field. This is seen as Barkhausen noise in magnets [1], earthquakes in the motion of tectonic plates [2, 3], wetting of a disordered substrate [4, 5], dry friction [6], cracks in brittle material [7, 8], vortices in superconductors [9, 10] and many more.

Quite generally, these systems can be modeled by an elastic interface pinned by disorder [3, 9–18, 57]. In a previous work [19, 20] we have obtained the probability distribution of the sizes of static avalanches for an elastic interface in a random pinning potential. The interface is parameterized by a one-component displacement field \( u(x) \), where \( x \) is the \( d \)-dimensional internal coordinate. The interface is submitted to an additional quadratic well centered at \( w \) (e.g. a spring acting on it) and the ground state of the interface, \( u(x; w) \) experiences discontinuous jumps as the center-of-well position \( w \) is varied. These static avalanches, also called shocks because of interesting connections with the Burgers equation in the limit \( d = 0 \) [21–27], are characterized by their size, i.e. \( S := \int u(x; w) \frac{dx}{d} \) where \( \int u \equiv \int d^d x \). In [19, 20] we obtained the distribution \( P(S) \) from a combination of graphical and analytical methods, first at tree, i.e. mean-field level, valid for \( d \geq d_{uc} \), where the upper critical dimension is \( d_{uc} = 4 \) for the usual short-range elasticity, and then to first order in a dimensional expansion in \( \epsilon = 4 - d \), by resumming all 1-loop corrections. This calculation was technically rather complicated as it required to sum an infinite set of diagrams, both of the types of static avalanches for an elastic interface in a random pinning potential. In a previous work [3, 9–18, 57].

\( (i) \) Elastic objects where the displacements \( u(x) \) have more than one component [33, 34]. This new method accounts for the (relatively) simple structures unveiled in [20], via a saddle-point equation and dressed propagators. It also allows to derive a more precise picture of the structure of avalanches around the upper critical dimension \( d_{uc} \). In particular we find that their statistics at \( d_{uc} \) is given in the statics by a Brownian force model (BFM) which we study here, closely related to the so-called ABBM model [35] that we also recently showed to describe interfaces at \( d_{uc} \) near depinning [29].

In the second part of this article we make connection to the work by Carraro and Duchon [36], as well as Bertoin [37]. These authors use methods of probability theory to study the Burgers equation with Brownian initial conditions, which is the \( d = 0 \) limit of the BFM for the interface. Their description in terms of Levy processes is extended to interfaces and we unveil a new connection between evolution equations for these Levy processes in Burgers dynamics, and the mean-field theory for pinned interfaces.

Our model is defined by the standard energy for a disordered elastic interface:

\[
H[u] = H_0[u] + \int_x V(u(x), x)
\]

\[
H_0[u] = \frac{1}{2} \int_{x'x} g_{xx'}^{-1}(u(x) - w_x)[u(x') - w_{x'}],
\]

where \( g_{xx'} = \int_q g_q e^{q(x-x')} \) and the elastic energy kernel is, in the simplest case of short-range elasticity, \( g_q^{-1} = q^2 + m^2 \) (we denote \( \int_q \equiv \int_{(2\pi)^d} \)). A quadratic external potential of curvature \( m^2 \) and centered at \( w_x \) has been added and acts as a large-scale (infrared) cutoff. In all cases \( g_{q=0} = \int_q g_{xx'} = m^{-2} \). \( V(u, x) \) is a centered Gaussian random potential with correlator

\[
V(u, x)V(u', x') = R_0(u - u') \delta^d(x - x').
\]
At finite temperature one considers the canonical partition sum $Z = \int \mathcal{D}[u] e^{-\mathcal{H}[u]/T}$ in a given disorder realization (sample). Disorder averages are denoted by $\mathbb{E}$, and thermal ones by $\langle \cdots \rangle$.

To study the statics of this model, one introduces replica $u_a(x)$, $a = 1, \ldots, n$ and considers the replicated action functional denoted $S_{R_0}[u] \equiv \mathcal{S}[u] \equiv \mathcal{S}([u_a(x)])$:

$$
\mathcal{S}[u] = \frac{1}{T} \sum_a \mathcal{H}_a[u_a] - \frac{1}{2T^2} \sum_{a,b} \int_x R_0(u_a(x) - u_b(x))
$$

The correlation functions of the disordered model are obtained from those of the replicated theory in the limit of $n \rightarrow 0$, implicit in all formulas below.

Let us now sketch the principle of the method, starting with a simple example. Since we are interested in probability distributions of observables, we need to compute averages of the form

$$
\langle e^{f_x \lambda_x u_1(x)} \rangle = \lim_{n \rightarrow 0} \left( \frac{\langle e^{f_x \lambda_x u_1(x)} \rangle}{\mathcal{S}[u]} \right)
$$

where $u_1(x)$ designates one of the $n$ replica. One defines

$$
\langle O[u] \rangle_S := \frac{\int \mathcal{D}[u] O[u] e^{-\mathcal{S}[u]}}{\int \mathcal{D}[u] e^{-\mathcal{S}[u]}}
$$

and since for $n = 0$ the denominator equals one, it can be dropped. Eq. (5) is a generating function from which one can, at least in principle, extract via Laplace inversion a probability distribution, here the distribution of the displacement field, and Burgers equation. In Section VI we derive the general-ized Carraro-Duchon equation which encodes the mean-field theory of interfaces.

The appendices contain details and extensions: In appendix A we study a non-uniform deformation $w_x$. Appendix B derivates useful formulas for the diagonalization of replica-matrices. Appendix C calculates $\Gamma[u,v]$. Appendix D gives a diagrammatic interpretation of the loop corrections. Appendix E contains a detailed derivation of many-point correlations in the BFM. Appendices F and H recall the derivation of the Carraro-Duchon formula and its connection to the exact RG equations. In Appendix I we discuss the (near absence of) loop corrections in the BFM model and we prove that it is an attractive fixed point of the RG. Finally in Appendix J we recall how the statistics of shocks depends on their correlations.

II. TREE-LEVEL (MEAN-FIELD) CALCULATION

A. Avalanche Observables

Let us recall the avalanche observables introduced in [20]. Unless stated otherwise the considerations below are valid in all generality (i.e. beyond mean field).

At $T = 0$, the minimal energy configuration of the interface $u(x; w)$, and its center of mass $u(w) := L^{-d} \int_x u(x; w)$, advances by jumps as the position of the center of the parabola,
\( w = w_x \) (taken uniform for now), is increased:

\[
\begin{aligned}
u(x; w) &= \sum_i S_i(x) \theta(w - w_i) \\
u(w) &= L^{-d} \sum_i S_i \theta(w - w_i).
\end{aligned}
\]

Here \( w_i \) is the position, and \( S_i := \int_S S_i(x) \) the total size of the \( i \)-th shock. One defines \( \rho(S) := \rho_0 P(S) = \sum \delta(S - S_i) \theta(w - w_i) \), where \( \rho(S) \) is the shock-size density, \( P(S) \) the shock-size probability distribution (normalized to unity) and \( \rho_0 \) the total shock density. From \( \int_S w \text{d}w \) it follows that \( \rho_0 \langle S \rangle = L^d \) whenever all motion occurs in shocks (which is the case here in the limit of interest, \( m \to 0 \)). We denote size moments as \( \langle S^p \rangle := \int dS S^p P(S) \). It was also shown in [20] that for \( S_0 \ll S \), \( P(S) \) takes the general form

\[
P(S) = \left( \frac{S}{S_m} \right) \rho(S)/S_m \ .
\]

Here \( S_m \sim m^{-d-\epsilon} \) is the scale of the large avalanches, and \( S_0 \ll S_m \) a microscopic cutoff. The function \( \rho(s) \) is universal with \( \int_0^\infty ds s \rho(s) = 1 \) and \( \int_0^\infty ds s^2 \rho(s) = 2 \).

As detailed in [20] the shock-size moments can be extracted from the generating function:

\[
\hat{Z}(\lambda) := L^{-d} \partial_w e^{\lambda L^d[u(w/2) - w - u(-w/2)]}
\]

\[
\hat{Z}(\lambda) = \left( \frac{e^{\lambda S}}{S} - 1 - \lambda \langle S \rangle \right) .
\]

This formula follows from the fact that in a small window of width \( w > 0 \) the probability that there is a shock is \( \rho_0 w \), in which case the field \( u(w) - w \) jumps by \( S \). We used that due to statistical translation invariance, we can without loss of generality consider the interval \([-w/2, w/2]\). Equation (15) can be compared to (5) with a uniform \( \lambda_x = \lambda \); however, while (5) encodes only the one point probability of \( u(w) \) say at \( w = 0 \), Eq. (15) depends on the two-point joint probability distribution of the field \( u(w) \) at two values of \( w \) (denoted \(-w/2, w/2\), as required to study shocks. Furthermore, in \( d = 0, m^2(w - u(w)) \) is the velocity field of the decaying Burgers equation at space point \( w \) [21, 22, 25] and Eq. (15) is thus the generating function of the distribution of velocity differences at two points in space distant by \( w \). We retain below this terminology of \( p \)-point distributions.

We now recall the results obtained at mean-field level in [20] by resumming the tree diagrams. There it was shown that \( Z(\lambda) \equiv Z + Z^2(\lambda) \) satisfies the self-consistent equation

\[
Z(\lambda) = \lambda + \frac{R''(0^+)}{m^4} Z(\lambda)^2 .
\]

This quadratic equation is easily solved,

\[
Z_{\text{tree}}(\lambda) \equiv Z_{\text{MF}}(\lambda) = \frac{1}{2S_m} \left( 1 - \sqrt{1 - 4S_m \lambda} \right) ,
\]

where

\[
S_m = \frac{R''(0^+)}{m^4}
\]

is the characteristic avalanche size introduced in Eq. (14). Taylor-expanding Eq. (17) in \( \lambda \), \( Z(\lambda) = \lambda + S_m \lambda^2 + \ldots \), and comparing to the definition (15), allows to identify \( S_m = \frac{1}{2} \langle S^2 \rangle / \langle S \rangle \), also stated in Eq. (14).

Inverse Laplace transforming Eq. (17), one obtains the mean-field avalanche-size distribution, valid for \( d \geq d_{\text{uc}} \)

\[
p_{\text{tree}}(s) \equiv p_{\text{MF}}(s) = \frac{1}{2\sqrt{\pi s^{3/2}}} e^{-s/4} .
\]

We now recover these results, and more, by introducing a method which does not use a graphical expansion.

### B. Saddle-Point Equation

Here we show how to evaluate, at tree level, the slightly more general generating function for the joint probability of the field \( u(x; w) \) at two “points” \( w_x/2 \) and \( -w_x/2 \). It corresponds to moving the center of the parabola from \(-w_x/2\) to \( w_x/2 \). While this is not the most general non-uniform move, its symmetry simplifies the analysis below. For future convenience, we denote here the full disorder correlator (which contains loop corrections to all orders), by \( R \), i.e. we consider the improved action \( S_R \). This is an improved tree approximation, i.e. it is the sum of all tree diagrams in \( R \); in \( R_0 \) it is the sum of all tree diagrams plus those loop diagrams in \( R_0 \) correcting \( R \) itself.

Generalizing Eq. (9) requires to introduce two sets of \( n \) replicated fields denoted \( u_1, v_n, a = 1, \ldots, n \), subject to the same disorder. We find that

\[
\left\langle e^{\lambda_x [u(x; w_x/2) - w_x - u(-x; w_x/2)]} \right\rangle_{\text{tree}} = e^{-S_A[w^a, v^n]} ,
\]

where (dropping the superscript \( \lambda \)):

\[
-S_A[u, v] = \lambda_x [u_1(x) - w_x - v_1(x)]
\]

\[
- \sum_a \int_{x, x'} \frac{g_{xx'}^{2a}}{2T} \left[ \left[ u_a(x) - \frac{w_x}{2} \right] \left[ u_a(x') - \frac{w_{x'}}{2} \right] + \left[ v_a(x) + \frac{w_x}{2} \right] \left[ v_a(x') + \frac{w_{x'}}{2} \right] \right]
\]

\[
+ \frac{1}{2T^2} \sum_{ab} \int_{x, x'} \left[ R(u_a(x) - u_b(x)) + R(v_a(x) - v_b(x)) + 2R(u_a(x) - v_b(x)) \right] .
\]

---

1 These formula correspond to an infinite density of avalanches. For discrete displacements \( u \) as illustrated in Appendix A, \( \rho_0 \) is finite, and \( Z(\lambda) \) is cut at large negative \( \lambda \), equivalent to a small \( S = S_{\text{min}} \) for \( P(S) \). This is further discussed in [20].

2 Here \( u(x; w_x) \) is a functional of the field \( w_x \). For simplicity however we do not use the square bracket notation.
$u_a(x)$ and $v_a(x)$ are extrema of $S_\lambda$, i.e. solution of

$$T\lambda_2 \delta_{a1} = g_{xx'}^{-1} \left[ u_a(x') - \frac{w_{x'}}{2} \right]$$

$$- \frac{1}{T} \sum_c \left[ R'(u_a(x) - u_c(x)) + R'(u_a(x) - v_c(x)) \right]$$

(22)

together with a similar equation for $v$, obtained by $(u, \lambda, w) \leftrightarrow (v, -\lambda, -w)$.

One can also write the functional derivative of (20),

$$\frac{\partial}{\partial w_{x'}} \left( \frac{g_{xx'}^{-1}}{2T} \left[ u_a(y') - w_{y'} - v_a(y') \right] \right)_{\text{tree}}$$

$$= \left\{ -\lambda y + \sum_a \int_{y'} \frac{g_{yy'}^{-1}}{2T} \left[ u_a(y') - w_{y'} - v_a(y') \right] \right\} e^{-S_\lambda[u^a,v^a]}$$

(23)

Due to the saddle-point equations (22), only the explicit dependence on $w$ appears.

By parity, the solution of the saddle-point equation satisfies $v_a(x) = -u_a(x)$, which we use from now on. Since only replica 1 is singled out, we look for a (replica symmetric) solution where all replica $a \neq 1$ assume the same value. We denote

$$u_a(x) = u_1(x) - T U(x) \quad , \quad a \neq 1$$

(24)

which at this stage is just a definition. The saddle-point equations for the two functions $u_1(x)$ and $U(x)$ become

$$\lambda x T = g_{xx'}^{-1} [u_1(x') - \frac{w_{x'}}{2}]$$

$$+ \frac{1}{T} \left[ R'(T U(x)) + R'(2u_1(x) - T U(x)) - R'(2u_1(x)) \right]$$

$$\lambda x T = T \int_{x'} g_{xx'}^{-1} U(x') - \frac{1}{T} R'(2u_1(x) - 2T U(x))$$

$$+ \frac{1}{T} \left[ 2R'(2u_1(x) - T U(x)) - R'(2u_1(x)) \right].$$

(25)

(26)

Note that the second equation has been obtained by subtracting (22) the equation for $a \neq 1$ from the one for $a = 1$. In both equations the sum over replica indices has been performed using (24), i.e. $\sum_a F(u_a) = F(u_1) + (n-1) F(u_1 - T U_1)$, and then setting $n \to 0$. We have also used that $R'(u)$ is an odd function with $R'(0) = 0$. Once these equations are solved, the solution can be used to compute the generating functions:

$$\left\langle e^{\int_{x'} \lambda_x u(x;w/2) - w_x - u(x;w/2)} \right\rangle_{\text{tree}} = e^{-S_\lambda}$$

$$\left\langle \frac{\partial}{\partial w_{x'}} \left( \frac{g_{xx'}^{-1}}{2T} \left[ u_a(y') - w_{y'} - v_a(y') \right] \right)_{\text{tree}} \right\rangle = \left\{ -\lambda y + \sum_a \int_{y'} \frac{g_{yy'}^{-1}}{2T} \left[ u_a(y') - w_{y'} - v_a(y') \right] \right\} e^{-S_\lambda}$$

(27)

with

$$-S_\lambda := -S_\lambda[u, -u]$$

$$= \int x \lambda_x (2u_1(x) - w_x)$$

$$+ \int_{x'} g_{xx'}^{-1} \left[ -U(x)(2u_1(x') - w_{x'}) + TU(x)U(x') \right]$$

$$+ \frac{1}{T^2} \int_x \left[ 2R(0) - 2R(TU(x)) + R(2u_1(x) - 2TU(x)) \right.$$

$$+ \left. R(2u_1(x)) - 2R(2u_1(x) - TU(x)) \right].$$

The limit $n = 0$ has been taken everywhere. This result is equivalent to the graphical summation of all tree diagrams, in terms of either $R_0$ or $R$, depending on whether bare or renormalized perturbation theory is used. It is valid for any $T$ and $w_x$, hence in principle it allows to compute at tree level a rather general 2-point correlation function of the field $u(x; w)$ at any temperature $T$.

In the absence of disorder, the saddle point is $u_1(x) - w_{x}/2 = T U(x) = T \int_{x'} g_{xx'} \lambda_x$ and one obtains $-S_\lambda = T \int_{x'} g_{xx'} \lambda_x \lambda_x$. The tree formula (27) is then exact and corresponds to two copies with uncorrelated thermal fluctuations. In presence of disorder, but for $\lambda_x = 0$, one must have $S_\lambda = 0$. This is indeed the case, as the saddle point is then $U(x) = 0$ and $u_1(x) = w_{x}/2 = 0$. When there could be several solutions to the saddle-point equation, the correct one should reduce to that one in the small-$\lambda$ limit. The saddle-point solution can also be obtained order by order in $\lambda$ from perturbation theory, i.e. a well-defined expansion of $u_1(x)$ and $U(x)$ in powers of $\lambda$ must exist.

C. $T = 0$ limit of the saddle-point equations

We can now study the system at $T = 0$. Then $R(u)$ is non-analytic, more precisely it exhibits a linear cusp in its second derivative, $R''(0^+) > 0$. This cusp is related to the second moment of avalanche sizes, as shown in [20], via $R''(0^+) = m^4 \langle S^2 \rangle / 2 \langle S \rangle$. We will recover this relation here.

In the $T \to 0$ limit we obtain a consistent solution assuming that $U$ and $u_1$ are going to a finite limit, as we show now. Expanding (25) and (26) in powers of $T$ we obtain to lowest order:

$$\int x' g_{xx'}^{-1} [u_1(x') - \frac{w_{x'}}{2}] + [R''(0) - R''(2u_1(x))] U(x)$$

$$= 0$$

(29)

$$\int x' g_{xx'}^{-1} U(x') - R'''(2u_1(x)) U(x)^2 = \lambda_x$$

(30)

The generating functions are, omitting the thermal averages
\[ \ldots \), since we are studying } T = 0, \nonumber \]
\[ e^{\int_x \lambda_x [u(x;w/2) - u_x - u(x;w/2)]} = e^{-S_{\lambda}} \tag{31} \]
\[ \partial_{u} e^{\int_x \lambda_x [u(x;w/2) - u_x - u(x;w/2)]}_{\text{tree}} \]
\[ = \left[ -\lambda_y + \int g_{yy}^{-1}(y') \right] e^{-S_{\lambda}} \tag{32} \]
\[ - S_{\lambda} = \int_{x} \left[ u_1(x) - \frac{w_x}{2} \right] \left[ 2\lambda_x - \int_{x'} g_{xx}^{-1}(x') \right], \tag{33} \]
where (29) has been used to simplify \( S_{\lambda} \). These formulae are valid for arbitrary \( w_x \).
We now analyze these equations in several cases.

**D. Uniform case: avalanches of center of mass**

Let us start with the simplest case of both \( \lambda_x = \lambda \) and \( w_x = w \) uniform, corresponding to the generating function (15). Then \( u_1(x) = u_1 \) and \( U(x) = U \) satisfy
\[ m^2( u_1 - w/2) + [R''(0) - R''(2u_1)] U = 0 \tag{34} \]
\[ m^2 U - R''(2u_1) U^2 = \lambda \tag{35} \]
\[ L^{-d} \partial_u e^{\lambda \lambda d [u(w/2) - u(-w/2)]}_{\text{tree}} \]
\[ = \left[ -\lambda + m^2 U \right] e^{-S_{\lambda}}, \tag{36} \]
\[ - S_{\lambda} = \lambda^2 (2\lambda + m^2 U) \left( u_1 - \frac{w}{2} \right). \tag{37} \]
These equations can be studied for any \( w \).

We now consider the limit \( w \to 0^+ \) from which avalanche observables can be extracted. We look for a solution of the form
\[ u_1 = \frac{w}{2} + O(w^2), \tag{38} \]
which implies that \( S_{\lambda} = O(w) \). Hence
\[ L^{-d} \partial_u e^{\lambda \lambda d [u(w/2) - u(-w/2)]}_{\text{tree}} \bigg|_{w=0^+} = -\lambda + m^2 U. \tag{39} \]
Assuming \( y > 0 \) we obtain from (34) and (35)
\[ y \left( 1 - \frac{2R''(0^+)}{m^2} \right) = 1 \tag{40} \]
\[ m^2 U - R''(0^+) U^2 = \lambda. \tag{41} \]
Comparing the definition (15) and the result (39) we see that we can identify
\[ Z(\lambda) \equiv \lambda + \hat{Z}(\lambda) = m^2 U. \tag{42} \]
Our self-consistent equation (41) is indeed the same as the one obtained in [20], namely (16). Its physical solution, which vanishes at \( \lambda = 0 \), is \( m^2 U = Z(\lambda) = Z_{MF}(\lambda) \) given in (17). Note that
\[ y = \frac{1}{\sqrt{1 - 4S_m \lambda}} \tag{43} \]
is indeed positive for this solution. The breakdown at \( \lambda \geq 1/(4S_m) \) signals that the Laplace transform of \( P(S) \) does not exist beyond that value of \( \lambda \), due to the exponential tail at large \( S \) in (19).

**E. Non-uniform case: Local structure of avalanches**

To obtain spatial information about avalanches one may consider both \( \lambda_x \) and \( w_x \) non-uniform. We specify \( w_x = \hat{w} \) from and vary \( \hat{w} \) from \( \hat{w} = -\frac{w}{2} \) to \( \hat{w} = +\frac{w}{2} \) for a fixed \( f(x) \). In the limit of small positive \( w \) we look for a solution of the form
\[ u_1(x) = y(x) \frac{w}{2} + O(w^2). \tag{44} \]
Again one finds \( S_{\lambda} = O(w) \), hence
\[ \partial_u e^{\int_x \lambda_x [u_x(w/2) - u_x(-w/2)]}_{\text{tree}} \bigg|_{w=0^+} = \int x f(x) \left[ -\lambda + \int g_{xx}^{-1}(x') \right]. \tag{45} \]
The field \( U(x) \) satisfies Eq. (30), i.e.
\[ \int g_{xx}^{-1}(x') - R''(y(x)w) U(x)^2 = \lambda_x. \tag{46} \]
Here we assume that \( y(x) > 0 \), a more general discussion is given in Appendix A. Then in the limit of \( w \to 0^+ \), one can replace \( R'' \) by \( R''(0^+) \) and (46) becomes a closed equation for \( U(x) \), independent of \( y(x) \).
\[ \int g_{xx}^{-1}(x') - R''(0^+) U(x)^2 = \lambda_x. \tag{47} \]
This is a classical equation for a cubic field theory, which admits instanton solutions, from which local size distributions can be extracted, as discussed in [20]. Here we will not study again these applications, but simply make contact with the notations used there. For that purpose we identify
\[ Z_x(\lambda) = \int g_{xx}^{-1}(x'), \tag{48} \]
in terms of which the self-consistent equation becomes
\[ Z_x(\lambda) = \lambda_x + R''(0^+) \int_{x_1, x_2} g_{xx_1} g_{xx_2} Z_{x_1}(\lambda) Z_{x_2}(\lambda). \tag{49} \]
These are Eqs. (204) (in unrescaled form) and (F8) of [20]. The space-dependent generating function can then be written as
\[ \partial_w e^{\int_x \lambda_x [u_x(w/2) - u_x(-w/2)]}_{\text{tree}} \bigg|_{w=0^+} = Z_y(\lambda) - \lambda_x = \hat{Z}_y(\lambda). \tag{50} \]
Note that a rescaled version of \( U(x) \) was denoted \( Y(x) \) in [20].
$Z_y(\lambda)$ is connected to local avalanche-size distributions. Assuming that for fixed $L$ as $w \to 0^+$ the probability of a shock during a change of $w_x$ is $\rho_0(w)$, we can write from Eq. (45)

$$\rho_{0}^{f} \left( e^{x \lambda_{x} S_{x}} - 1 - \int_{x}^{x} \lambda_{x} S_{x} \right) = \int_{x} f(x) \left[ -\lambda_{x} + \int_{x}^{x} g_{x}^{-1} U(x') \right] .$$

The subscript $f$ reminds us that we use a non trivial $f(x)$. In addition, one can show that $\frac{\int_{x} f(w)}{\int_{x} f(w)} = 1$, which also implies $\rho_{0}^{f}(S) = \lambda^{d}$. Note that the size distribution, whose Laplace transform is given by $L^{x}$, is a constant, and in Section VI is a constant, and in Section VI $\lambda_{x}$, which also implies $\rho_{0}^{f}(S) = \lambda^{d}$. Note that the size distribution, whose Laplace transform is given by (51), a priori depends on the function $f(x)$; the case $f(x) = 1$ was studied in [20].

F. Multi-point correlations of center-of-mass displacement

1. Discrete version

We now indicate how to compute, at tree level (i.e. as a sum of all tree diagrams), the correlations of the center-of-mass displacement field $w(w)$, at an arbitrary number of discrete points $w_i$. For this we introduce a generating function, parameterized by $\lambda_i$:

$$e^{L w} \sum_{w} \lambda_{w(w)-w} \left\{ \lambda_{w(w)-w} \right\} \right\} = e^{T \lambda_{w(w)-w}} \left\{ \lambda_{w(w)-w} \right\} \right\}$$

The fields $w_{ai}$ are solutions of the saddle-point equations

$$m^{2}(u_{ai} - w_{i}) - \frac{1}{T} \sum_{cj} R'(u_{ai} - u_{cj}) = T \lambda_{i} \delta_{i1} .$$

As above, we look for a replica-symmetric saddle point $u_{ai} = u_{i}$ for $a \neq 1$. Define $u_{i} := u_{i} - T U_{i}$, and subtract the equation for $a = 2$ from the one for $a = 1$:

$$m^{2}(u_{1i} - w_{i}) + \frac{1}{T} \sum_{j} \left[ R'(u_{1i} - u_{1j} + TU_{j}) - R'(u_{1i} - u_{1j}) \right] = T \lambda_{i}$$

$$m^{2}TU_{i} + \frac{1}{T} \sum_{j} \left[ R'(u_{1i} - u_{1j} + TU_{j}) - R'(u_{1i} - u_{1j}) \right] + R'(u_{1i} - u_{1j} - TU_{j}) - R'(u_{1i} - u_{1j} - TU_{i}) + T U_{j} \right]$$

$$= T \lambda_{i} .$$

Note that in the second equation the terms $i = j$ can be excluded. Taking the limit $T \to 0$, we find

$$m^{2}(u_{1i} - w_{i}) + \sum_{j} R'(u_{1i} - u_{1j}) U_{j} = 0$$

$$m^{2}U_{i} + \sum_{j \neq i} R'(u_{1i} - u_{1j}) U_{j} U_{j} = \lambda_{i} .$$

One must solve these equations for $U_{i}$ and $u_{i}$, and insert the result into

$$e^{L w} \sum_{w}(\lambda_{w(w)-w})^{tree} = e^{T \lambda_{w(w)-w}} \left\{ \lambda_{w(w)-w} \right\} \right\}$$

which has been simplified using the saddle-point equations. Note that one recovers the 2-point equations (35) from the solution $u_{12} = -u_{11}$ and $U_{2} = -U_{1}$ valid for $\lambda_{2} = -\lambda_{1}$.

2. Continuous version

It is instructive to perform the same calculation in a continuum framework. We again restrict to the center of mass and compute

$$\left\{ e^{L w} \lambda^{w(w)-w} \right\}^{tree} = e^{T \lambda_{w(w)-w}} \right\} \right\}$$

for a test function $\lambda(w)$, depending on $w$ but uniform in space. Here and below $\int_{w} = \int_{-\infty}^{\infty} dw$. We now introduce replica fields $u_{ai} \to u_{a}(w)$ and then extremize the action:

$$L^{-d} S_{\lambda} = \int_{w} \lambda (w) [u_{1i}(w) - w]$$

$$- \int_{w} \sum_{a} m^{2}(u_{a}(w) - w)^{2}$$

$$- \frac{1}{2T} \int_{w,w'} \sum_{a} R(u_{a}(w) - u_{a}(w')) .$$

We will not repeat all the above manipulations. The saddle-point equations w.r.t. $u_{a}(w)$ in the limit $T \to 0$ lead to

$$m^{2}[u_{1i}(w) - w] + \int_{w'} R'(u_{1i}(w) - u_{1i}(w')) U(w') = 0$$

$$m^{2}U(w) + \int_{w'} R''(u_{1i}(w) - u_{1i}(w')) U(w) U(w') = \lambda(w) .$$

Its solution is inserted into

$$-L^{-d} S_{\lambda} = \int_{w} [\lambda (w) - \frac{m^{2}}{2} U(w)] [u_{1i}(w) - w] .$$

The general analysis of these multi-point correlations, and their discrete analog (56) is left for the future. Below we study them, in Section V and Appendix E, for a simpler model, where $R''(w)$ is a constant, and in Section VIG for periodic disorder. We also discuss, in Section VI another powerful method to generate multi-point correlations.

---

1 The generalization with space dependence would involve $\lambda_x(w)$ and replica fields $u_a(x, w)$.
G. Displacement correlations for finite $w$: Absence of correlations for $d \geq d_{uc}$

The two-point correlation function of the center-of-mass displacement,
\[ u_{L} \equiv u_{m} \left[ u(w/2) - u(-w/2) \right] \rightarrow e^{-S_{\lambda}} \]
(62)
can also be evaluated within tree level at finite $w > 0$ by setting $u_{1} = y u / 2$, and solving the saddle-point equations (35) for $y$ and $U$, denoting $y_{w}$ and $U_{w}$ these solutions. This can be done, e.g. order by order in $w$. Here we give the small-$w$ expansion up to $O(w^{4})$. It is convenient to introduce the rescaled (dimensionless) variables $\bar{w}$ and $\bar{\lambda}$,
\[ \bar{w} = m^{d} S_{m} \bar{w}, \quad \lambda = \bar{\lambda} / S_{m}. \]  (63)
Defining $\bar{Z}_{w} = m^{2} S_{m} U_{w}$, one finds
\[ -S_{\lambda} = \bar{w} \bar{Z}_{w} + m - \epsilon R^{\prime \prime \prime}(0) \bar{w}^{2} \bar{Z}^{2} + \bar{w}^{3} \bar{Z}^{2} m^{-2} \epsilon \left[ R^{\prime \prime \prime}(0) \bar{Z} (1 - \bar{Z}) + \frac{R^{\prime \prime \prime}(0) R^{(5)}(0)}{6(1 - 2 \bar{Z})^{3}} \right] + O(\bar{w}^{4}) \]
(64)
\[ \bar{Z} \equiv \bar{Z}_{tree}(\bar{\lambda}) \left( 1 - \sqrt{1 - 4 \bar{w}} \right) \]  (65)
More generally, one can introduce the dimensionless rescaled renormalized disorder correlator,
\[ R^{\prime \prime \prime}(u) = A_{d} m^{-2} \epsilon \bar{R}^{\prime \prime \prime}(u m^{d} \bar{w}), \]  (66)
where $A_{d} = 1 / (\epsilon \bar{I}_{2})$, and for short-ranged disorder $\epsilon = 4 - d$ and
\[ \bar{I}_{2} = \int \frac{1}{(1 + k^{2})^{2}} \]  (67)
is an amplitude; for details see [17], and for generalization to long-range disorder [16, 44, 45]. It is known that as $m \rightarrow 0$, $\bar{R}^{\prime \prime \prime}(u)$ goes to a fixed-point function in any $d$, measured in [46]. Then, in any $d$, and within the tree approximation,
\[ -S_{\lambda} = \frac{\bar{w}}{m L} \bar{Z} \equiv F(\bar{\lambda}, \bar{w}) = (y - 1)(\bar{\lambda} - \frac{1}{2} \bar{Z}) \bar{w} \]  (68)
takes a scaling form, obtained by eliminating $y \equiv y_{w}$ and $\bar{Z} \equiv Z_{w}$ in the rescaled saddle-point equations:
\[ (y - 1) A_{d} \bar{R}^{\prime \prime \prime}(0) \bar{w} + \bar{R}^{\prime \prime \prime}(0) + \frac{R^{\prime \prime \prime} y A_{d} \bar{R}^{\prime \prime \prime}(0) \bar{w}}{R^{\prime \prime \prime}(0)} \bar{Z} = 0 \]
\[ \bar{Z} - \bar{R}^{\prime \prime \prime}(y A_{d} \bar{R}^{\prime \prime \prime}(0) \bar{w}) \bar{Z}^{2} = \bar{\lambda}. \]  (69)
While these equations for the tree approximation can be written for any $d < d_{uc}$, they are expected to become exact as $d \rightarrow d_{uc}$ and in $d > d_{uc}$. For $d = d_{uc} - \epsilon, \epsilon > 0$, the rescaled disorder $\bar{R}^{\prime \prime \prime}(u)$ is uniformly of order $\epsilon$. In (69) the argument of the functions is $O(\epsilon)$ which justifies an expansion of the system for small $w$. This is because the scaling variable is
\[ w = A_{d} \bar{R}^{\prime \prime \prime}(0) m^{-c} \bar{w} \equiv S_{m} m^{d} \bar{w}. \]  (70)
Hence near $d = d_{uc}$ one can focus on (64). Since
\[ m^{-c} R^{\prime \prime \prime}(0) = A_{d} \bar{R}^{\prime \prime \prime}(0) = O(\epsilon), \]
\[ m^{-2} \epsilon R^{\prime \prime \prime}(0) R^{(5)}(0) = O(\epsilon^{2}), \]
we arrive (in terms of the unrescaled variables) for $w > 0$ at the result
\[ e^{-L d \lambda [u(w/2) - u(-w/2)]} \equiv e^{L d w Z(\lambda) + O(\epsilon)}. \]  (73)
The interpretation of this result is that, for $d \geq d_{uc}$ the increments in the displacements in the center of mass become uncorrelated. It will further be discussed in Section V B in terms of Levy processes.

Below $d_{uc}$, in $d = d_{uc} - \epsilon$, we expect correlations. They only exist on a distance $\bar{w} = O(1)$, i.e. $w = O(\epsilon) m^{-c}$, a very small layer as $\epsilon \rightarrow 0$. The above result (64) allows to compute the first correction in $\epsilon$; however one may also get contributions at one loop of the same order. This calculation is performed elsewhere.

III. GRAPHICAL INTERPRETATION

Here, we sketch a short graphical interpretation of the mean-field saddle-point equations. We work in $d = 0$ for simplicity. The results apply to the center-of-mass variable in any $d$, after restoring the necessary factors of $L^{d}$. For easier comparison with section VI we use the notations
\[ \Delta(u) = -R^{\prime \prime \prime}(u), \quad t = \frac{m}{2}. \]  (74)
We define
\[ e^{Z(\lambda, w)} := e^{L \lambda [u(w) - u(0)]}. \]  (75)
Thus $\bar{Z}(\lambda, w) = Z(\lambda, w) - w \lambda$ is the generating function of the connected moments $\frac{d^{n} R^{(n)}(w)}{n!}$, which in Eq. (41) of [20] were called the Kolmogorov-cumulants. In [20], a graphical derivation of the recursion relation for the $O(w)$ term $Z(\lambda)$ was given, noting
\[ Z(\lambda, w) = Z(\lambda) w + O(w^{2}). \]  (76)
At tree level, $Z^{MF}(\lambda, w)$ is the sum of all connected tree diagrams. The generating function $Z^{MF}(\lambda)$ as a function of the bare action can be written as a sum of particularly simple tree graphs, namely the ones of the form
\[ Z^{MF}(\lambda) = K \sum \frac{1}{z} \]  (77)
where dotted lines represent the bare disorder $\Delta_0$. Each graph represents correlations of the $\lambda[w_i(w_i) - w_i]$ fields at different points $w_i$ (external lines on the top, each coming with a factor of $\lambda$). The linear operator $K$ identifies $w_i$ with $w$ or $0$, in order to build the Kolmogorov cumulants. The disorder vertex on the bottom contributes a factor of $\Delta_0(w) - \Delta_0(0)$ to $Z(\lambda, w)$, which has been expanded to first order in $w$ to obtain $Z(\lambda)$, hence it must be counted as $\Delta_0(0^+)$ in (77). Equivalently, one can include a factor of $\partial_w|_{w=0}$ in $K$. For more details of these graphical rules see [20], section V.C. They are also further used below in Section VI and appendix D. The improved generating function $Z^{MF,R}(\lambda)$ is the same sum of tree diagrams with $\Delta$ at each vertex, hence, if reexpressed in terms of the bare disorder $\Delta_0$, it is now a sum of graphs of the form:

$$Z^{MF,R}(\lambda) = K \sum_{\text{tree diagrams}}. \tag{78}$$

It contains all loop corrections to the 2-point disorder vertex, while loop corrections to higher-point disorder vertices are neglected. Explicit formulas for low-order contributions can be found in [20].

The mean-field self-consistency equation for $Z(\lambda) = Z^{MF,R}(\lambda)$ reads

$$Z(\lambda) = \lambda - t^2 \Delta'(0^+) Z(\lambda)^2. \tag{79}$$

It is graphically written as [20]

$$Z(\lambda) = \text{graph}. \tag{80}$$

As indicated, the blob denotes $Z(\lambda)$ itself, while the lowest disorder vertex counts as a $\Delta'(0^+)$ and the lines entering the two blobs from below do not come with differentiations. This self-consistent equation yields the desired sum of tree diagrams with only one lower disorder vertex, i.e. a term $\Delta(w) - \Delta(0)$ expanded into $w \Delta'(0^+)$, which is sufficient to obtain the $O(w)$ part in (76) as explained in [20].

We now want to construct a recursion relation for $Z(\lambda, w)$, which yields its complete $w$ dependence. We thus need to sum all tree diagrams. To generate them, it seems natural to write

$$Z(\lambda, w) = \text{graph}. \tag{81}$$

Now the lower vertex is $\Delta(w) - \Delta(0)$ and the line entering a blob $Z(\lambda, w)$ from below acts as derivative w.r.t. $w$.

However, a new difficulty arises: One may have two or more lower vertices, as e.g. in

$$\text{graph}. \tag{82}$$

Unfortunately, the self-consistency equation (81) is then incorrect, as it leads to an over-counting since there are several ways to construct the same graph. Fortunately this can be corrected. Let us explain the source of the problem, and its correction on an example:

$$\text{graph}. \tag{83}$$

On the l.h.s. we have plotted the contribution to $Z(\lambda, w)$, with the correct combinatorial factor. The first two terms on the r.h.s. appear in a recursion relation of the form (81), plotting the added vertex in Eq. (81) red (fat in black-and-white). This leads to an over-counting, which can be corrected by subtracting the last term, which has two marked (red/fat) vertices.

In the case of three lower vertices, the recursion reads

$$\text{graph}. \tag{84}$$

Now pairs of lower vertices are subtracted, leading to a cancellation of all terms, and consequently the triplet of lower vertices has to be added. This can be generalized, replacing the self-consistency condition (81) by

$$\lambda w = \lim_{\nu \to 0} \nu \ln \left( e^{\nu[\Delta(w) - \Delta(0)]} \partial_w^2 \partial_{w'} \partial_{w''} \mathbb{E} \left[ Z(\lambda, w) \right] \right). \tag{85}$$

The dots around the first exponential function indicate that the derivatives act only on $Z(\lambda, w)$, not on $\Delta(w)$. This can be written as

$$\lambda w = \lim_{\nu \to 0} \nu \ln \left( e^{\nu[\Delta(w) - \Delta(0)]} \partial_w^2 \partial_{w'} \partial_{w''} \mathbb{E} \left[ Z(\lambda, w) \right] \right) \Big|_{w=w'.} \tag{86}$$

The limit of $\nu \to 0$ selects the tree diagrams, and the ln selects a single connected component. Note that $e^{\nu[\Delta(w) - \Delta(0)]} \partial_w^2 \partial_{w'} \partial_{w''}$

\footnote{Note that in [20] a factor of $|\Delta'(0^+)| = -\Delta'(0^+)$ has been absorbed in $\lambda$, whereas here it is explicitly written, resulting in a seemingly opposite sign.}
is defined by its series expansion in $t$, thus the limit $\nu \to 0$ is
done term by term in the expansion in powers of $t$.

To proceed, we observe that independent of $\nu$ and for all
functions $f(u)$ which are infinitely differentiable$^5$
\begin{equation}
    e^{\nu[\Delta(w) - \Delta(0)]^2 \partial_\nu \partial_\nu f(u)} \bigg|_{u=w} \equiv \frac{1}{\sqrt{4\pi \nu |\Delta(w) - \Delta(0)|^2}} \int_{-\infty}^{\infty} du e^{-\frac{(u-w)^2}{4\nu(\Delta(w) - \Delta(0))^2}} f(u) .
\end{equation}

Inserting this relation into (86) yields
\begin{equation}
    \lambda w = \lim_{\nu \to 0} \nu \ln \left( \frac{1}{\sqrt{4\pi \nu |\Delta(w) - \Delta(0)|^2}} \times \int_{-\infty}^{\infty} du e^{-\frac{(u-w)^2}{4\nu(\Delta(w) - \Delta(0))^2}} e^{\frac{1}{2}Z(\lambda, u)} \right) .
\end{equation}

In the limit of $\nu \to 0$ to be taken here, the integral is dominated
by its saddle point, and we get
\begin{equation}
    w\lambda = Z(\lambda, u) + [\Delta(0) - \Delta(w)]^2 [\partial_\nu Z(\lambda, u)]^2 \quad \text{(89)}
\end{equation}
\begin{equation}
    u = w + 2t^2 [\Delta(w) - \Delta(0)] \partial_\nu Z(\lambda, u) . \quad \text{(90)}
\end{equation}

The new variable $u$ has to be eliminated between these two equations. Note that it is an independent variable not to be
confused with $u(w)$.

We remark that passing from (86) to the self-consistent set of equations (89)-(90) is a quite common feature in
tree-resummation problems. It also appears in the large-$N$ resummation for the disorder itself, where the links are the 1-loop
momentum integral, and which therefore are termed cactus-
diagrams, see [47, 48].

Below we devise another method to compute $Z(\lambda, w)$ and we have checked to high orders, $\sim \lambda^{100}$, that (89) reproduces
the solution Eq. (210), e.g. (212) as well as the lowest-order
Kolmogorov cumulants (62)-(66) in [20].

One needs the derivative $\frac{du}{dw}$, obtained by deriving (90)
\begin{equation}
    \frac{du}{dw} = \frac{1 + 2t^2 \Delta'(w) \partial_\nu Z(\lambda, u)}{1 + 2t^2 [\Delta(0) - \Delta(w)] \partial_\nu^2 Z(\lambda, u)} . \quad \text{(91)}
\end{equation}

Deriving Eq. (89) w.r.t. $w$, and using (91) yields the astonishingly
rather similar equation,
\begin{equation}
    \lambda = \partial_\nu Z(\lambda, u) + \Delta'(w)^2 [\partial_\nu Z(\lambda, u)]^2 . \quad \text{(92)}
\end{equation}

We now make contact to the results given in Eq. (34). Since
$u$ and $w$ are simply variables, and we are more interested in
$Z(\lambda, w)$ than in $Z(\lambda, u)$, one can exchange their names, to
obtain a second set of equations,
\begin{equation}
    u\lambda = Z(\lambda, w) + [\Delta(0) - \Delta(u)]^2 [\partial_\nu Z(\lambda, w)]^2 \quad \text{(93)}
\end{equation}
\begin{equation}
    w - u = 2t^2 [\Delta(w) - \Delta(0)] \partial_\nu Z(\lambda, w) \quad \text{(94)}
\end{equation}
\begin{equation}
    \lambda = \partial_\nu Z(\lambda, w) + \Delta'(u)^2 [\partial_\nu Z(\lambda, w)]^2 . \quad \text{(95)}
\end{equation}

Eq. (95) is redundant, or can be used instead of (93). We have
explicitly checked that up to order $t^4$, both expressions are
correct.

Graphically, the interpretation of Eqs. (89)-(92) is rather
different from that of Eqs. (93)-(95). To see this, recursively
replace $u$ in Eq. (89) by its value given by Eq. (90). This yields
a perturbative expansion in $t$ of $\lambda w$, which can be read as
a self-consistent equation for $Z(\lambda, w)$. Graphically, it contains
links made out of $[\Delta(w) - \Delta(0)]^2$, which end in vertices
made out of $Z(\lambda, w)$. If $n$ links enter into such a vertex
$Z(\lambda, w)$, it means to take $n$ derivatives.

The picture is different when replacing recursively in Eq.
(93) $u$ by its value given by Eq. (94), thus constructing again
a perturbative expansion in $t$ for $Z(\lambda, w)$. Apart from a single
term $Z(\lambda, w)$, all other terms are proportional to powers of
$\partial_\nu Z(\lambda, w)$, and no higher derivative of $Z(\lambda, w)$ appears.
The objects with more derivatives are $(n - 2)$-nd derivatives of the
decay $[\Delta(w) - \Delta(0)]^2$, which have $n$ outgoing lines which
don’t end in a disorder, a $\partial_\nu Z(\lambda, w)$ or $\lambda$. This will in more
detail be discussed in [33].

Identifying
\begin{equation}
    \partial_\nu Z(\lambda, w) = n^2 U \quad \text{(96)}
\end{equation}
\begin{equation}
    u = 2u_1 \quad \text{(97)}
\end{equation}

shows that Eq. (95) is equivalent to Eq. (35), and (94) to (34). We still have to check expression (37). We know that
$Z(\lambda, w) = Z(\lambda, u) - \lambda w = -S_\lambda$. Multiplying Eq. (94) with $\lambda$, and adding the result to (93) gives
\begin{equation}
    Z(\lambda, w) - \lambda w = [\Delta(u) - \Delta(0)]^2 [\partial_\nu Z(\lambda, w)]^2 - 2t^2 \lambda [\Delta(u) - \Delta(0)] \partial_\nu Z(\lambda, w) \quad \text{(98)}
\end{equation}

The r.h.s. is nothing but $-S_\lambda$, given in Eq. (37).

\section{IV. BEYOND MEAN FIELD: 1-LOOP CALCULATION}

\subsection*{A. Simpler example: 1-point probability}

\subsubsection*{1. Perturbation around mean field}

We start with the simpler case of a 1-point probability, e.g.
as given by Eqs. (7) and (8). As we explain in detail below,
in the dimensional expansion around mean field, the effective
action can be written as
\begin{equation}
    \Gamma[u] = S[u] + \Gamma_1[u] . \quad \text{(99)}
\end{equation}

Here $S[u] \equiv S_{\text{tree}}[u]$ is the improved action, and $\Gamma_1[u]$ is
“small” in a sense to be specified below. Hence we can expect
that $u^0$ and $u^{\lambda, \text{tree}}$, the solutions of (8) and (10), are close to
each other. Schematically we write
\begin{equation}
    S'[u^0] + \Gamma_1'[u^0] = \lambda \quad \text{(100)}
\end{equation}
\begin{equation}
    S'[u^{\lambda, \text{tree}}] = \lambda . \quad \text{(101)}
\end{equation}

Inserting into Eqs. (7) and (8) and expanding to lowest order, i.e.
in the differences $u^0 - u^{\lambda, \text{tree}} \sim O(\Gamma_1)$ and $\Gamma_1$, we find
\begin{equation}
    \left\langle e^{\nu x} \lambda u_1(x) \right\rangle_S = \left\langle e^{\nu x} \lambda u_1(x) \right\rangle_{S_{\text{tree}}} e^{-\nu \Gamma_1[u^{\lambda, \text{tree}}]} . \quad \text{(102)}
\end{equation}
Hence to compute this generating function to lowest order around the tree result we only need to evaluate \( \Gamma_1 \) at the tree saddle point.

2. Effective action for the pinned interface

The (replica) effective action \( \Gamma[u] \) associated to the (bare) action (4) of the pinned interface takes the form

\[
\Gamma[u] = S_\text{el}[u] - \sum_{p=2}^{\infty} \frac{1}{p!} \sum_{a_1, \ldots, a_p} S^{(p)}[u_{a_1}, \ldots, u_{a_p}].
\]  

(103)

Here \( S_\text{el}[u] = \frac{1}{T} \sum_a H_a[u_a] \) arises from the elastic and quadratic well energy, defined in (2). The \( p \)-replica terms, \( S^{(p)} \), are the \( p \)-th cumulants of the renormalized disorder\(^6\). The local part (i.e. \( u_a(x) = u_a \)) of the second cumulant, \( S^{(2)}[u_a, u_b] = L^2 R(u_{ab}) \), \( u_{ab} = u_a - u_b \) defines the renormalized disorder correlator \( R(u) \).

Let us now consider \( T \rightarrow 0 \). As \( m \rightarrow 0 \), \( R(u) \) flows to a fixed-point function \( R = O(e) \) where \( e = d_{\text{uc}} - d \). In general \( \Gamma[u] \) can be computed in an expansion in powers of \( R \), i.e. of \( e \). For \( p = 2 \) one has [17, 25]:

\[
S^{(2)}[u_a, u_b] = \int_x \sum_{a,b} R(u_{ab}(x))
\]

(104)

\[
+ \frac{1}{2} \int_x \int_y (g_{xy}^2 - \delta_{xy}g_z^2) R''(u_{ab}(x)) R''(u_{ab}(y)) + O(R^3),
\]

where here and below we denote \( R''(u) := R''(u) - R''(0) \). Purely nonlocal parts are thus \( O(e^2) \) and higher. For \( p \geq 3 \), each \( S^{(p)} \) is of order \( O(R^p) = O(e^p) \). They were computed previously [20, 49]; the result can be summarized by Eq. (99) with

\[
\Gamma_1[u] = \frac{1}{2} \text{Tr} \ln (g^{-1} \delta_{ab} - W^0_{ab}) - \frac{1}{2} \text{Tr} \ln (g^{-1} \delta_{ab} - W^0_{ab}) - \frac{I^2}{4} \text{Tr} [(W^1)^2 - (W^0)^2]
\]

(105)

\[
W^\infty_{ab,xy} = \frac{1}{T} \delta_{xy} \sum_c R''(u_{ac}(x)) - \kappa R''(u_{ab}(x))]
\]

(106)

where \( I_n = \int_k g_n^k \). (105) has the usual expression of a 1-loop effective action, \( \frac{1}{2} \text{Tr} \ln S'' \) apart from a subtraction of the 1-loop graphs leading to \( p + 1 \) replica terms, proportional to \( T \) (second term on first line) and of the \( p = 2 \) part, already taken into account in (104), thus expressing \( \Gamma_1[u] \) as a functional of the renormalized instead of the bare disorder. (Note that as written \( \Gamma_1 \) also contains the bilocal \( O(e^2) \) part of \( p = 2 \) in Eq. (104)). Upon expanding the \( \text{Tr} \ln \), which acts both on replica and space indices, the \( S^{(p)} \) are recovered to \( O(W^p) \); see e.g. formula (113) in [20]. Note that the two \( O(W) \) terms cancel (using \( n = 0 \)).

3. 1-loop probability-distribution of displacements

Let us compute the 1-point generating function to lowest order beyond mean field,

\[
\langle e^{I_x \lambda_x u(x,w)} \rangle = \langle e^{I_x \lambda_x u(x,w)} \rangle^{\text{tree}} e^{-\Gamma_1[u_x(x)]}.
\]

(107)

Here \( u_x(x) \) satisfies the tree-level saddle-point equation

\[
\int_x g_{xx'}^{-1} u_x(x') - w_{xx'} - \Gamma_1[x] = T \lambda_x \delta_{11}.
\]

(108)

Supposing that there are exactly two different fields \( u_1 \) and \( u_0 \) for \( a > 1 \), this gives

\[
\int_x g_{xx'}^{-1} u_1(x') - w_{xx'} + \frac{1}{T} \sum_a R'(u_{ac}(x)) = T \lambda_x
\]

(109)

\[
\int_x g_{xx'}^{-1} u_2(x') - w_{xx'} - \frac{1}{T} R'(u_{21}(x)) = 0
\]

(110)

Note that in the first line we have dropped the term \( \sim R'(0) = 0 \), and the sign change comes from the factor of \( (n-1) \) replica. On the other hand, from the sum in the second line, only the term \( e = 1 \) survives, while all other terms are \( \sim R'(0) = 0 \).

As in equation (24), we now look for a solution \( u_a = u_1 - TU \) for \( a \neq 1 \). Eq. (109) and the difference between Eqs. (109) and (110) become

\[
T \lambda_x = \int_x g_{xx'}^{-1} u_1(x') - w_{xx'} + \frac{1}{T} R'(TU(x))
\]

(111)

\[
U_a = \int_x g_{xx'} \lambda_a
\]

(112)

In the limit of \( T \rightarrow 0 \), the first equation is expanded as

\[
u_1(x) = w_x - R'(0) \int_x g_{xx} U'(x) + O(T)
\]

(113)

\[
u_a(x) = w_x - R'(0) \int_x g_{xx} \lambda_a + O(T).
\]

This gives the tree contribution at \( T = 0 \),

\[
\langle e^{I_x \lambda_x u(x,w)} \rangle^{\text{tree}}_{T=0} = e^{I_x \lambda_x w_x - R''(0) \int_x \lambda_x g_{xx} \lambda_x}.
\]

(114)

It is a Gaussian distribution for the displacements at tree level (recall \( R''(0) < 0 \)).

Let us now compute the 1-loop corrections to mean field. Here we restrict to uniform \( \lambda_x = \lambda \) and uniform \( w_x = w \). Since we consider a 1-point function, \( w = 0 \) can be chosen. The saddle point is uniform \( u_x(x) = u_x \), and

\[
\Gamma_1[u] = \frac{1}{2} \int_k \text{Tr} \ln (g^{-1} \delta_{ab} + M^1_{ab}) - \frac{1}{2} \int_k \text{Tr} \ln (g^{-1} \delta_{ab} + M^0_{ab})
\]

(115)

\[
+ \frac{I^2}{4} \text{Tr} [(M^1)^2 - (M^0)^2]
\]

\[
M^a_b = \frac{1}{T} \delta_{ab} \left[ R''(u_{ac}) - R''(u_{ab}) \right] + \kappa R''(u_{ab})
\]

(116)

\(^6\) Due to statistical tilt symmetry, the term \( p = 1 \) is a constant, dropped here.
Here $\tau$ refers to replica indices, and we have used the saddle-point properties denoting by $c$ any index with $c \neq 1$. More explicitly, $M^\kappa$ is a replica matrix, where replica 1 is singled out, and which is symmetric in the other $n - 1$ replica $\alpha \neq 1$. It thus has (for any $n$) four distinct components (denoting with $a, b$ indices different from $\alpha, \beta$):

\begin{align}
M_{11}^\kappa &= \frac{1}{T} \left[ R''(TU) + (\kappa - 1) R''(0) \right] \\
M_{ab}^\kappa &= M_{ba}^\kappa = \frac{1}{T} \kappa R''(TU) \\
M_{ab}^\kappa &= \delta_{ab} M_1^\kappa + M^\kappa \\
M^\kappa &= \frac{1}{T} R''(0) \tag{171}
\end{align}

The field $U$ is $U = \lambda / m^2$, see Eq. (112). The diagonalization of this matrix is performed in Appendix B. The eigenvalues are given in Eqs. (B3) and (B6). In the limit $n \to 0$ they are:

(i) a $(-2)$-dimensional space with eigenvalue $\mu = M_1$: since $M_1^\kappa$ is independent of $\kappa$, its contribution cancels between the two first lines of (115).

(ii) a 2-dimensional space with eigenvalues given in (B6). Since $\mu^\kappa = M_{11}^\kappa + M_2^\kappa - M^\kappa = 0$, the eigenvalues in (B6) are $\mu^\kappa = \pm \frac{1}{T} \sqrt{\lambda^2 B^2}$. The latter vanishes for $\kappa = 1$, while for $\kappa = 0$ one has $A^\kappa = B^\kappa$. Their contribution can be regrouped leading to

\[ \Gamma_1[u] \bigg|_{L^d} = -\frac{1}{2} \int_k \left[ \ln \left( 1 - \frac{g_k^2}{T^2} [R''(TU) - R''(0)]^2 \right) + \frac{g_k^2}{T^2} (R''(TU) - R''(0))^2 \right] . \tag{172} \]

The limit of $T \to 0$ can then be taken unambiguously, i.e. independent of the sign of $U$:

\[ \Gamma_1[u] \bigg|_{L^d} = -\frac{1}{2} \int_k \left[ \ln \left( 1 - R''(0)^2 g_k^2 U^2 \right) + R''(0)^2 g_k^2 U^2 \right] . \tag{173} \]

This gives the final result for the characteristic function of the probability distribution of the center of mass $u(w = 0)$ of the interface, to lowest order in $\epsilon = d_{\text{uc}} - d$:

\[ \frac{1}{L^d} \ln \langle e^{i \lambda \sigma u(0)} \rangle = -R''(0) \frac{\lambda^2}{2 m^4} + \frac{1}{2} \int_k \left[ \ln \left( 1 - R''(0)^2 g_k^2 \frac{\lambda^2}{m^4} \right) + R''(0)^2 g_k^2 \frac{\lambda^2}{m^4} \right] . \tag{174} \]

This result is in agreement with Eq. (G2) in [20]. At depinning, the distribution is different, see Eq. (42) of [50].

### B. 2-point probabilities and avalanche-size distribution

#### 1. General considerations

Following similar arguments as in Section IV A 1, the 2-point generating function can be computed as

\[ e^{i \int S_k \lambda \sigma u(x) w(x) - u(x)/2} \]

\[ = e^{i \int S_k \lambda \sigma u(x) w(x) - u(x)/2} - \Gamma \bigg|_{\text{tree}} \]

\[ e^{-\Gamma^{\text{tree}} u^\lambda - u^\lambda} \]

In the second line, which is exact, $u^\lambda$, $v^\lambda$ denote the saddle-point solutions obtained from $\Gamma[u, v]$. Here $\Gamma[u, v] = S[u, v] + \Gamma_1[u, v] + O(\epsilon^2)$ is the effective action of $S[u, v]$ given by (21), setting $\lambda = 0$. The third line is only correct to 1-loop order (i.e. lowest order in $\epsilon = d_{\text{uc}} - d$), and requires the evaluation of $\Gamma_1$ at the tree-level saddle point; hence we can set $u^\lambda = u^\lambda_{\text{tree}}$, and $v^\lambda = v^\lambda_{\text{tree}}$. Note that this symmetry property carries over to the effective action, hence one can set from the outset $\Gamma[u^\lambda, v^\lambda] \to \Gamma[u^\lambda, -u^\lambda]$. An important property is that the dependence on $w$ of $\Gamma[u, v]$ is the same as the one of $S[u, v]$, i.e. only through the elastic energy $\mathcal{E}$ in (21). We can thus derive (125) w.r.t. $w$, to obtain two alternative expressions:

\[ \partial_w \int S_k \lambda \sigma u(x) w(x) - u(x)/2 \bigg|_{w \to 0} = \]

\[ = -\lambda y + \sum_a \int y \left[ \frac{g_{uu}}{T} u_a(y) \right] \]

\[ = -\lambda y + \sum_a \int y \left[ \frac{g_{uu}}{T} u_a^{\text{tree}}(y) - \partial_w \Gamma_1[u^{\text{tree}} w] \right] \bigg|_{w \to 0} \tag{176} \]

The first one (126) is exact in terms of the exact saddle point, hence only explicit derivatives w.r.t. $w$ are needed. The second is expressed in terms of the tree saddle point and is true to 1-loop order. $\Gamma_1$ has no explicit $w$ dependence, hence the last derivative acts only on the dependence on $w$ of the tree solution (emphasized in the notation).

#### 2. Computation of $\Gamma_1$

The general expression of $\Gamma_1[u, v]$ is given in Appendix C. Again we restrict to uniform $\lambda_y = \lambda$ and uniform $w_x = w$, thus we only need the expression for $\Gamma_1[u, -u]$ at the uniform
tree saddle point. Dropping the superscripts $\lambda$ and tree, this is
\[
\frac{\Gamma_1[u, -u]}{L^d} = \frac{1}{2} \text{Tr} \ln \left( g^{-1} \delta_{ab} II + M^0_{ab} \right) \\
= \frac{1}{2} \text{Tr} \ln \left( g^{-1} \delta_{ab} II + M^0_{ab} \right) \\
+ \frac{\sqrt{2}}{4} \text{Tr} \left[ (M^1)^2 - (M^0)^2 \right]
\]
with
\[
M^0_{ab} = \begin{pmatrix} M^0_{ab} & P^0_{ab} \\ P^0_{ab} & M^0_{ab} \end{pmatrix} \\
= \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}
\]
\[
M^1_{ab} = \frac{1}{T} \left[ \delta_{ab} (-R''(u_{a1}) + R''(u_{ac}) - R''(u_a + u_1)) + R''(u_a + u_1) \right] \\
P^0_{ab} = \frac{1}{T} R''(u_a + u_b)
\]
Here $\text{Tr}$ refers to a trace over replica and $u, v$ indices (space),
and $c$ to $c \neq 1$. More explicitly, the matrices $M^\kappa$ and $P^\kappa$ have
for any $n$ again each four distinct components (denoting $a, b$
indices different from 1),
\[
M^\kappa_{11} = \frac{1}{T} \left[ R''(TU) - R''(2u_1) + R''(2u_1 - TU) \right] \\
+ (\kappa - 1) R''(0) \]
\[
M^\kappa - M^\kappa_{a1} = M^\kappa_{1a} = \frac{\kappa}{T} R''(TU) \]
\[
M^\kappa_{ab} = \delta_{ab} M^\kappa + M^\kappa \\
M^\kappa = \frac{1}{T} \left[ R''(0) - R''(TU) - R''(2u_1 - TU) \right] \\
+ R''(2u_1 - 2TU) \]
\[
M^\kappa = \frac{\kappa}{T} R''(0)
\]
and
\[
P^\kappa_{11} = \frac{\kappa}{T} R''(2u_1) \\
P^\kappa_{a1} = P^\kappa_{1a} = \frac{\kappa}{T} R''(2u_1 - TU) \]
\[
P^\kappa_{ab} = \delta_{ab} P^\kappa + P^\kappa \\
P^\kappa = 0 \]
We recall that $U$ and $u_1$ are solutions of (34).

The matrix $M^\kappa$ is diagonalized in Appendix C for $n = 0$. It has
(i) with multiplicity $-4$ the eigenvalue $M^\kappa$ (since $P^\kappa = 0$).
Since $M^\kappa$ in (136) does not depend on $\kappa$, the contribution of
these eigenvalues to (128) cancels between $\kappa = 1$ and $\kappa = 0$.
(ii) 2 eigenvalues each for $\sigma = \pm 1$, of the form $\mu = \frac{1}{2}(\bar{\mu}_\sigma \pm \sqrt{\alpha_{\sigma} B_{\sigma}})$, where $\bar{\mu}_\sigma$, $A_\sigma$, and $B_{\sigma}$ will be calculated below.

Regrouping in Eq. (128) we get
\[
\frac{\Gamma_1[u, -u]}{L^d} = \frac{1}{2} \int_k \sum_{\sigma = \pm 1} \left\{ \ln \left[ \left[ g_{k}^{-1} + \frac{1}{2} \bar{\mu}^2 \right] - \frac{1}{4} A_{\sigma} B_{\sigma} \right] \right\} - \frac{1}{2} \ln \left( \left[ g_{k}^{-1} + U R''(2u_1) \right] - \frac{1}{4} A_{\sigma} B_{\sigma} \right) - \text{quadratic part} \right\}. \tag{143}
\]
We find using formula (B15), (B16) of appendix B
\[
\bar{\mu}_\sigma = \frac{1}{T} \left[ R''(2u_1 - 2TU) - R''(2u_1) \right] (1 - \sigma \kappa)
= 2 U R''(2u_1)(\sigma \kappa - 1) + O(T) \tag{144}
\]
\[
A_{\sigma} = \frac{1}{T} \left[ R''(2u_1 - 2TU) - R''(2u_1 - 2TU) \right] + 2 U R''(2u_1 - 2TU) + O(T^2) \tag{145}
\]
\[
B_{\sigma} = B_{\sigma} = \frac{1}{T} \left[ R''(2u_1 - 2TU) - R''(2u_1 - 2TU) \right] + 2 U R''(2u_1 - 2TU) + O(T^2) \tag{146}
\]

In Eq. (143) appears the product $A_0^2 B_0^2$, which, contrary to
each factor, has no ambiguity at $T = 0$,
\[
A_0^2 B_0^2 = 4 R''(0)^2 U^2. \tag{148}
\]

Putting everything together we obtain
\[
\frac{\Gamma_1[u, -u]}{L^d} = \frac{1}{2} \int_k \left\{ 2 \ln g_{k}^{-1} + \ln \left[ \left[ g_{k}^{-1} - 2 U R''(2u_1) \right] - 2 U^2 R''(2u_1) \right] \right\} \\
- 2 \ln \left( \left[ g_{k}^{-1} - U R''(2u_1) \right] - R''(0)^2 U^2 \right) - \text{quadratic part} \right\}, \tag{149}
\]
where subtraction of terms quadratic in \( U \), or equivalently in \( g_k \), is indicated. Inserting into formula (125) this gives the correction to the tree expression for the 2-point generating function for arbitrary \( w \), the distance between the points. It is expressed in terms of \( U \) and \( u_1 \) which, we recall, are solutions of (34). Since \( u_1 \to 0^+ \) as \( w \to 0^+ \) we check that \( \Gamma_1[u, -u] \) indeed vanishes as \( w \to 0^+ \) as it should from (125). The linear term in \( w \) contains the information about avalanches as we discuss now.

3. Limit of \( w \to 0^+ \) and generating function of avalanche moments

We now want to use formula (127), i.e.

\[
\dot{Z} = L^{-d} \partial_w e^{L^w (u(w/2) - u(-w/2))} \bigg|_{w \to 0^+} = -\lambda + m^2 U - L^{-d} \partial_w \Gamma_1[u, -u] \bigg|_{w \to 0^+} \tag{150}
\]

In Eq. (149) the dependence on \( w \) is only contained in \( U \) and \( u_1 \). Since \( \Gamma_1[u, -u] \) vanishes for any \( U \) as \( w \to 0^+ \), it is of the form \( \Gamma_1[u, -u] = w f(U) + O(w^2) \); hence the dependence of \( U \) on \( w \) is not needed and we can consider \( U \) as its \( w \to 0^+ \) limit, i.e the solution of \( m^2 U - R''''(0^+) U^2 = 0 \). To obtain (150) we thus replace \( u_1 = y w/2 \), expand to linear order in \( w \) using the \( w \to 0^+ \) limit given in (40),

\[
y = \left[ 1 - 2 R''''(0^+) m^2 U \right]^{-1}.
\]

We find \( Z = Z - \lambda \), with

\[
Z = Z_{\text{tree}} + y R''''(0^+) R''''(0^+) \times \int_k \frac{U^2}{\left[ g_k^{-1} - 2 U R''''(0^+) \right]^2} + \frac{2 U^2 g_k}{g_k^{-1} - 2 U R''''(0^+)} - 3 g_k^2 U^2
\]

with \( Z_{\text{tree}} = m^2 U \). Specifying to \( g_k^{-1} = k^2 + m^2 \), and rescaling \( k \to k m \) yields

\[
Z = Z_{\text{tree}} + \frac{R''''(0^+) m^4 Z_{\text{tree}}}{1 - 2 S_m Z_{\text{tree}}} \times \int_k \frac{Z_{\text{tree}} S_m}{(k^2 + 1 - 2 Z_{\text{tree}} S_m)^2} + \frac{1}{k^2 + 1 - 2 S_m Z_{\text{tree}} S_m} - \frac{1}{k^2 + 1} - 3 \frac{Z_{\text{tree}} S_m}{(1 + k^2)^2} + O(\epsilon^2) \tag{152}
\]

where the terms appear in the same order as in (151). We have abbreviated the characteristic scale of avalanches,

\[
S_m = \frac{R''''(0^+)}{m^4} \tag{153}
\]

already introduced in (14). \( R''''(0^+) \sim \epsilon \) is the small expansion parameter, and as indicated subleading terms are of order \( \epsilon^2 \). Equation (152) has the form

\[
\left( Z - Z_{\text{tree}} \right) \left( 1 - 2 S_m Z_{\text{tree}} \right) = \epsilon \delta Z(Z_{\text{tree}}) + O(\epsilon^2) \tag{154}
\]

and since \( Z - Z_{\text{tree}} \sim \epsilon \), it can be rewritten as

\[
\left( Z - Z_{\text{tree}} \right) \left[ 1 - S_m (Z + Z_{\text{tree}}) \right] = \epsilon \delta Z(Z) + O(\epsilon^2) \tag{155}
\]

Rearranging gives

\[
Z = S_m Z^2 + Z_{\text{tree}} (1 - S_m Z_{\text{tree}}) + \epsilon \delta Z(Z) + O(\epsilon^2)
\]

Explicitly, this is

\[
Z = \lambda + S_m Z^2 + R''''(0^+) m^d Z \times \int_k \left[ \frac{Z S_m}{(k^2 + 1 - 2 Z S_m)^2} + \frac{1}{k^2 + 1 - 2 Z S_m} - \frac{1}{k^2 + 1} - 3 \frac{Z S_m}{(1 + k^2)^2} \right] + O(\epsilon^2) . \tag{157}
\]

We see that \( Z S_m \) always appear together. It is therefore useful to introduce the dimensionless function \( \tilde{Z} \) of the dimensionless argument \( \lambda S_m \).

\[
\tilde{Z}(\lambda S_m) := Z(\lambda) S_m . \tag{158}
\]

Inserting into the above equation yields

\[
\tilde{Z} = \lambda + \tilde{Z}^2 + \frac{1}{\epsilon I_2} R''''(0^+) m^d \times \int_k \left[ \frac{\tilde{Z}^2}{(k^2 + 1 - 2 \tilde{Z})^2} + \frac{\tilde{Z}}{k^2 + 1} - 3 \frac{\tilde{Z}^2}{(1 + k^2)^2} \right] + O(\epsilon^2) , \tag{159}
\]

where the combination

\[
\alpha := \frac{1}{\epsilon I_2} R''''(0^+) m^d \equiv \tilde{R''''}(0^+) \tag{160}
\]

is the fourth derivative of the rescaled renormalized disorder, and \( I_2 \), defined in equation (67), is the (dimensionless) 1-loop integral used to eliminate the normalization of \( \tilde{f_k} \). The result (159) is equivalent to Eq. (151) of [20], noting that the force-force correlator used in Eq. (143) of [20] is \( \Delta''(0) = -R''''(0^+) \).

The generalization to a more general elastic kernel is straightforward, and can be obtained replacing \( k^2 + 1 \to g_k^{-1} \), as detailed in Appendix E of [20], and for the contact-line experiment in [45].

C. Avalanche-size distribution

Let us recall the results for the normalized probability-distribution function \( p(s) \), defined in Eq. (13), as obtained in [19, 20] for standard elasticity: For \( d \geq 4 \), the tree or MF result is relevant. It reads

\[
p_{\text{MF}}(s) = \frac{1}{2 \sqrt{\pi}} e^{-s/4} . \tag{161}
\]
For dimension $d$ smaller than 4, loop corrections are relevant. The 1-loop result, obtained by inverse-Laplace transforming (159) is

$$p(s) = \frac{A}{2\sqrt{\pi}} \exp\left(C\sqrt{s} - \frac{B}{4}s^\delta\right),$$  

with exponents

$$\tau = \frac{3}{2} + \frac{3}{8} \alpha = \frac{3}{2} - \frac{1}{8}(1 - \zeta_1)\epsilon \quad (163)$$

$$\delta = 1 - \frac{\alpha}{4} = 1 + \frac{1}{12}(1 - \zeta_1)\epsilon$$  

where $\alpha = -\frac{1}{4}(1 - \zeta_1)\epsilon$ and $\zeta_1 = 1/3$ for the RF class, relevant to the present study. The constants $A$, $B$ and $C$ depend on $\epsilon$, and must satisfy the normalization conditions

$$\int_0^\infty ds s p(s) = 1 \quad (165)$$

$$\int_0^\infty ds s^2 p(s) = 2.$$  

At first order in $\epsilon$ they are

$$A = 1 + \frac{1}{8}(2 - 3\gamma_E)\alpha \quad (167)$$

$$B = 1 - \alpha(1 + \frac{\gamma_E}{4}) \quad (168)$$

$$C = -\frac{1}{2}\sqrt{\pi}\alpha.$$  

where $\gamma_E = 0.577216\ldots$ is Euler’s constant.

V. UNCORRELATED AVALANCHES: THE BROWNIAN FORCE MODEL (BFM)

A. The BFM model

In this section we study the Brownian-force model (BFM), which corresponds to a Gaussian bare disorder with a force correlator in Eq. (3) of

$$-R_{00}(u) = -R_{00}(0) + \sigma|u|, \quad R_{00}(u) = \sigma\text{ sign}(u)$$  

(170)

For a point, i.e. in $d = 0$, $V'(u)$ performs a Brownian motion in $u$. The potential $V(u)$ is thus given by a so-called random acceleration process [51–53]. In the present framework we assume that the distribution of $V'(u)$ has statistical translational invariance, hence the model needs a regularization. It can for instance be defined in a periodic box $V(u + W) = V(u)$ with $W \to \infty$, the increments $V'(u_1) - V'(u_2)$ being those of the Brownian motion,

$$[V'(u_1) - V'(u_2)]^2 = \sigma|u_1 - u_2|.$$  

The zero mode then has very large fluctuations, i.e. $R_{00}(0) = O(W)$. The generalization to an interface is straightforward with $V'(u, x)$ being a set (indexed by $x$) of mutually uncorrelated Brownian motions along $u$. Note that a dynamical version of this model was studied in the context of non-equilibrium depinning [29, 54]. In $d = 0$, it is known as the ABBM model (see [54] for a review).

A remarkable property of this model defined in the continuum, is that it appears to be an exact fixed point of the FRG in any dimension $d$, i.e. the renormalized disorder correlator $\tilde{R}(u)$ (for its definition see Section IV A 2 and Sections II and III of Ref. [20]) remains of the same form as (170). More precisely

$$R''(u) = \sigma\text{ sign}(u), \quad \tilde{R}''(u) = \tilde{\sigma}\text{ sign}(u),$$  

(172)

where the rescaled disorder correlator was defined in (66). Its flow, i.e. its dependence on $m$, is given by the FRG equation

$$-m\partial_m \tilde{R}''(u) = (\epsilon - \zeta)\tilde{R}''(u) + \beta[R]''(u).$$  

(173)

The $\beta$-function, taken for $u > 0$, contains only higher derivatives which vanish for (172), and this to any loop order. This property is detailed in Appendix I, together with a stability analysis, which shows that this fixed point is attractive. More precisely, it is at least linearly attractive up to 2-loop order. The roughness exponent for the BFM can be read off from Eq. (173) to be $\zeta = \epsilon = 4 - d$. Hence $\sigma = \lambda_0\tilde{\sigma}$ with $\lambda_0 = 1/4$. At this stage, this remarkable property is not rigorously established for arbitrary $d$. In fact, some of the statements have to be qualified, see Appendix I. It should be considered as a (quite solid) conjecture.

In $d = 0$, this model has been studied in the context of the 1D Burgers equation [36, 37, 41]. Let us recall the connection. It is convenient to denote space by $w$ and consider the time dependent velocity field $v \equiv v_t(w)$ satisfying the Burgers equation

$$\partial_t v + \frac{1}{2}\partial_w v^2 = \nu\partial^2_w v$$  

(174)

in the inviscid limit $\nu = 0^+$. It is solved via the Cole-Hopf transformation [55]

$$v_t(w) = \frac{1}{\nu} [w - u(w)] = \hat{V}'(w),$$  

(175)

where $u(w)$ realizes the minimum of

$$\hat{V}(w) = \min_u \frac{1}{2\nu} [w - u]^2 + V(u).$$  

(176)

Hence this is exactly the disordered model in $d = 0$ with the (Burgers) “time” $t = 1/\nu$, taken at temperature $T = \nu/2 = 0^+$ (minimization condition), identical to the inviscid limit. At initial time $t = 0$, $\hat{V} = V$, hence the initial velocity field is $v_{t=0}(w) = V'(w)$. The Burgers velocity correlator thus equals the renormalized disorder correlator,

$$t^2 v_t(w_1)v_t(w_2) = -R''(w_1 - w_2),$$  

(177)
with \( R = R_0 \) at \( t = 0 \) (i.e. \( m = \infty \)).

Until now, these statements were completely general. The BFM corresponds to a choice of a random initial velocity \( v_{\tau=0}(w) \) with the same increments as the Brownian motion. As a consequence, \( \hat{R}''(u) \) is for all times given by \( (172) \).

**B. Shock in the BFM and Levy processes**

If we admit that there are no loop-corrections for the BFM, then we can conjecture that the (improved) tree level (i.e. mean field) result is exact for the BFM in any dimension \( d \). From the fact that \( \hat{R}''(u) = \sigma \) (for \( u > 0 \)), i.e. all higher derivatives vanish, the results of Section II G then show that, for \( w > 0 \),

\[
e^{-L^2 \hat{\lambda} \left[ u(w/2) - w - u(-w/2) \right]} = e^{L^d w \hat{Z}(\lambda)}.
\]

(178)

This should hold in any \( d \) for the two-point correlation of the center-of-mass displacements. In \( (178) \) \( \hat{Z}(\lambda) \) takes the tree expression \( \hat{Z}(\lambda) = Z_{\text{tree}}(\lambda) - \lambda \) from \( (17) \)

\[
\hat{Z}(\lambda) = \frac{1}{2 S_m} \left( 1 - 2 S_m \lambda - \sqrt{1 - 4 S_m \lambda} \right),
\]

(179)

with \( S_m = \sigma/m^4 = \sigma t^2 \). In Appendix E we show, from our saddle-point method, that the same holds for an arbitrary number of ordered points \( w_1 < w_2 < \ldots < w_p \),

\[
e^{-L^2 \sum_{i=1}^p \lambda_i \left[ u(w_i) - w_i \right]} = e^{L^d \sum_{i=1}^p (w_i - w_i) \hat{Z}(\mu_i)}
\]

(180)

with \( \sum_{i=1}^p \lambda_i = 0 \) and \( \mu_i = -\sum_{j=1}^i \lambda_j \). It admits a more general formulation

\[
e^{-L^2 \int dw \mu(w) u(w)} = e^{L^d \int dw \hat{Z}(\mu(w))}
\]

(181)

for any function \( \mu(w) \) which vanish at \( w = \pm \infty \), derived in Appendix F. Inserting \( \mu(w) = -\sum_i \lambda_i \theta(w - w_i) \) one recovers \( (180) \).

Let us now make contact with a remarkable set of results obtained by Carraro-Duchon and Bertoin for the Burgers equation, i.e. the case \( d = 0 \) [36, 37].

We recall the definition of a (homogeneous) Levy process. It is a real random function \( X(w) \), continuous on the right with a limit on the left, i.e. it can have jumps. It is a real random function \( \omega \). It has homogeneous and independent increments, i.e. \( \{X(w_{i+1}) - X(w_i)\}_{i=1,\ldots,p} \) are independent random variables for any ordered set \( w_1 < w_2 < \ldots < w_p \) and any \( p \); and for all \( w < \omega \) the law of \( X(w' - w) - X(w) \) is the same as the law of \( X(\omega - w) - X(\omega) \). Its characteristic function satisfies, for \( w > 0 \), and \( \omega \in i \mathbb{R} \),

\[
e^{-\omega X(w) - X(0)} = e^{w \phi(\omega)}.
\]

(182)

A Levy process is thus fully determined by its Levy exponent \( \phi(\omega) \), with \( \phi(0) = 0 \). More generally,

\[
e^{-\int dw \omega(w) X(w)} = e^{\int dw \phi(\omega(w))}
\]

(183)

for any function \( \omega(w) \) which vanishes at \( \omega = \pm \infty \). \( (182) \) is recovered using \( \omega(w) = \omega(\omega - \omega(v) \theta(v). \) The Levy-Khintchine theorem [56] then establishes that \( X(\omega) \) is a sum of a Brownian motion (with drift) and an independent jump process, with measure \( n(s) \)ds. (We use sans-serif \( s \) in order not to confuse with \( s = S/S_m \) used earlier.) Here we need the case of (i) only positive or zero jumps (resp. only negative jumps); (ii) finite first and second moments \( \int \max(s, s^2) n(s) ds < \infty \). In that case

\[
\phi(\omega) = b \omega + \int_{s>0} (e^{-\omega s} - 1) n(s) ds.
\]

(184)

(The same formula holds with \( s \to -s \) for only negative jumps). In \( (184) \) \( \omega \) can be taken in a domain of convergence which includes \( \Re(\omega) \geq 0 \) (but usually is larger).

A remarkable theorem by Carraro and Duchon [36] establishes that if the velocity field \( \xi(w) = v_{\tau}(w) \) of the inviscid Burgers equation is a Levy process (with only negative jumps) at initial time (with \( \phi'(0) \geq 0 \)), then (i) it remains a Levy process with only negative jumps for all times; (ii) its associated Levy exponent \( \phi_t(\omega) \) satisfies itself a Burgers equation

\[
\partial_t \phi + \phi \partial_\omega \phi = 0.
\]

(185)

We recall in Appendix F a simple-minded derivation of this formula. Its solution for \( \omega > 0 \) is obtained by inverting

\[
\phi_t(\omega + t \phi_0(\omega)) = \phi_0(\omega),
\]

(186)

i.e. \( \phi_t(\omega) = \phi_0(\xi_t(\omega)) \) where \( \xi_t(\omega) \) is the inverse function of \( \omega \to \omega + t \phi(\omega) \). This was applied to the case of the initial Brownian velocity

\[
\phi_0(\omega) = \frac{\alpha^2}{2} \omega^2,
\]

(187)

leading to [36, 37]

\[
\phi_t(\omega) = \frac{1 + a^2 \omega t - \sqrt{1 + 2 a^2 \omega^2 t}}{a^2 t^2},
\]

(188)

\[
\frac{\omega}{t} + \int_{s<\omega} (e^{-ws} - 1) n(s) ds
\]

\[
n(s) = \frac{1}{a \sqrt{2 \pi t s^{3/2}}} e^{-\frac{w^2}{2s^2}},
\]

(189)

This is the same law for the shock-size distribution as the mean-field result \( (179) \) for the interface!

We can now identify the results from our present method with those in \( d = 0 \). Since Eq. \( (175) \) gives \( v_{\tau}(w) = \frac{w - u(w)}{t} \) in \( d = 0 \) the process \( u(w) - w \) in the BFM is a Levy process with only positive jumps. This is consistent with the above, Eq. \( (179) \), noting

\[
\hat{Z}(\lambda) = \phi_t(\omega = -\lambda t)
\]

(190)

\[\text{In Bertoin [37] } \phi \text{ is called } \psi \text{ and } \omega \text{ is called } q.\]
where we recall \( t = 1/m^2 \). The result (189) then gives the \( P(S) \) of Eqs. (13), (19) with \( s = -m^2 S \) and \( a^2 = 2\sigma \).

To conclude, we conjecture that the BFM model for the interface in any \( d \) has center-of-mass displacements given by a Levy process with positive jumps, i.e. perfectly uncorrelated shocks. In \( d = 0 \) this was proven in [36, 37]. Since we argue that for interfaces for more general disorder (i.e. not restricted to the BFM model but with shorter-ranged correlations) the mean-field theory becomes exact for \( d \geq d_{uc} \), we conclude that at (and above) the upper critical dimension the BFM becomes a good description (with \( \zeta = 0 \)) and the center of mass of the interface undergoes a Levy process. The \( \epsilon \) expansion then allows to compute deviations from the independent-avalanche properties.

### VI. GENERALIZATION: TREE-LEVEL DIFFERENTIAL EQUATION FOR AN ARBITRARY DISORDER CORRELATOR

We have seen in the previous section that in the case where \( |R^w(u)| \) is a constant, (i) the generating functions for the joint probabilities of \( u(w) - w \) at an arbitrary number of points is easily computed, from the one at 2 points, (ii) the (Levy) exponent of the 2-point generating function itself satisfies the Burgers equation, as shown by Carraro-Duchon [36].

Here we show an even more striking result: We find a generalization of the differential equation, satisfied at tree level, to an arbitrary number of points, and for any disorder correlator \( R(u) \). This equation encodes the complete mean-field results developed in this paper. Here we show how it arises. The question of its solution, and further applications, will be examined elsewhere, but for illustration we discuss an explicit solution for periodic disorder at the end of this section.

#### A. Observable

The observable of interest is

\[
e^\hat{Z}_t[\lambda] := e^{\int \lambda(w)[u(w) - w]},
\]

(191)
a slight generalization of (75) since it is now a functional of \( \lambda(w) \) (hence the notation with a square bracket) and contains information about multiple-point correlations. As in Section III we work in dimension \( d = 0 \) or equivalently (up to the volume factor of \( L^d \)) we study the center-of-mass displacement in any \( d \). We compute it in (improved) tree approximation, i.e. it is the sum of all connected tree graphs (for details of the graphical rules see section VI C below):

\[
\hat{Z}_t[\lambda] := e^{\int \lambda(w)[u(w) - w]}^{c,\text{tree}},
\]

(192)

\[\begin{array}{c}
\hat{Z}_t[\lambda] = \sum_G e^{\int \lambda(w)[u(w) - w]}^{c,\text{tree}}
\end{array}\]

### TABLE I: Conventions used for the various sources and generating functions.

| Equation                           | Description                                      |
|------------------------------------|-------------------------------------------------|
| \( t = \frac{1}{m^2} \)           |                                                  |
| \( \lambda(w) = -\nu'(w) = -\frac{\Omega(w)}{t} = \frac{\omega'(w)}{t} \) |                                                  |
| \( e^{\hat{Z}_t[\lambda]} := e^{\int \lambda(w)[u(w) - w]} \) |                                                  |
| \( \hat{Z}_t[\lambda] = \hat{Z}_t[\lambda = -\Omega/t] = \hat{Y}_t[\Omega, u]|_{u(w)=w} \) |                                                  |
| \( \hat{Z}(\lambda, w) = Z(\lambda)w + O(w^2) \) |                                                  |
| \( \hat{Z}(\lambda, w) = Z(\lambda)w - \lambda w \) |                                                  |

It is obtained by the expansion of \( e^{\int \lambda(w)[u(w) - w]} \), where the external lines on the top link to the external \( u(w_i) - w_i \) fields at various \( w_i \), following the graphical rules defined in section V.C of [20]. It will be convenient to use the notation,

\[
\Omega(w) = -\lambda(w)t, \quad t = 1/m^2
\]

(193)

and loosely denote by the same symbol

\[
\hat{Z}_t[\Omega] := \hat{Z}_t[\lambda = -\Omega/t].
\]

(194)

It contains information about all \( n \)-point cumulants \( \hat{C}^{(n)} \) of the displacement, or equivalently in \( d = 0 \) of the Burgers velocity (see table I for the conventions used). \( \hat{Z}_t[\Omega] \) can be expanded as

\[
\hat{Z}_t[\Omega] = \sum_{p=2}^{\infty} \frac{1}{p!} \int_{w_1, \ldots, w_p} \Omega(w_1) \ldots \Omega(w_p) \hat{C}^{(p)}(w_1, \ldots, w_p)
\]

(195)

where the cumulants

\[
(-t)^p \hat{C}^{(p)}(w_1, \ldots, w_p) = [u(w_1) - w_1] \ldots [u(w_p) - w_p]
\]

(196)

were defined in [20]. There we have seen how to calculate them at tree level as a sum over all connected tree graphs \( G \) as in (192) and obtained them explicitly for \( p \leq 4 \).

#### B. Differential equation

Here we show that \( \hat{Z}_t[\Omega] \) can be obtained very elegantly from a suitable (functional) generalization of the Carraro-Duchon equation which naturally sums up all tree graphs in the field theory. The idea is to write an evolution equation in the variable \( t \); hence we have emphasized the dependence on this variable.

To achieve this, one needs to generalize \( \hat{Z}_t[\Omega] \) into a func-
tional $\hat{Y}_t(\Omega, u)$ of two variables $u$ and $w$, defined as
\[
\hat{Y}_t(\Omega, u) = \sum_{n=2}^{\infty} \frac{1}{n!} \times \int \Omega(w_1) \ldots \Omega(w_n) C^n_t(u(w_1), \ldots, u(w_n)).
\]
Hence it depends on a background field $u(w)$, not to be confused with $u(w)$, the center of mass of the manifold in a given disorder realization, the fluctuating field which is averaged over. Then the following property holds:
\[
\hat{Y}_t(\Omega, u) \text{ is the solution of the flow equation}
\]
\[
\partial_t \hat{Y}_t(\Omega, u) = -\int_w \frac{\delta}{\delta u(w)} \hat{Y}_t(\Omega, u) \frac{\delta}{\delta (\Omega(w))} \hat{Y}_t(\Omega, u)
\]
with initial condition
\[
\hat{Y}_{t=0}(\Omega, u) = \frac{1}{2} \int_{w,w'} \Omega(w)\Omega(w')\Delta(u(w) - u(w')).
\]
\[
\text{C. Graphical proof}
\]
By definition one has:
\[
\hat{Y}_t(\Omega, u) = e^{-\int_w \Omega(w) t^{-1}[u(w) - w]}^{\text{tree}}
\]
\[
= \sum_{\mathcal{G}} \ldots (200)
\]
By the notation $\hat{=} \Rightarrow$ we mean to use the graphical rules extending the ones defined in [20] Sec. V.C. as follows:

1. Draw all connected tree diagrams obtained by the expansion of $e^{-\int_w \Omega(w)t^{-1}[u(w) - w]}$.
2. Each external point is a contracted variable $-\int_w \Omega(w)t^{-1}[u(w) - w]$, i.e. will contribute a factor of $-\int_w \Omega(w)/t$, hence it does not depend on the background field $u$.
3. Each dashed line is a disorder correlator, $R(u(w_1) - u(w_2))$, with $n_1$ derivatives taken w.r.t. $u(w_1)$ and $n_2$ derivatives taken w.r.t. $u(w_2)$, where $n_1$ and $n_2$ are the number of lines entering the left and right vertex respectively.
4. Each solid line is a correlation function at zero momentum, $\delta_{\mathcal{G}=0} = 1/m^2 = t$. All points connected with such a line have the same argument $w_i$. In the drawing of Eq. (200), we have distinguished external propagators, i.e. lines which end in a $\Omega(w)$ (in green/grey/thin) from internal ones (bold, black). The reason is that the factor of $t$ on an external line cancels with the factor of $1/t$ which comes with each $\Omega(w)$. Thus only internal lines carry a factor of $t$.
5. Once $\hat{Y}(\Omega, u)$ has been evaluated, one sets $u(w) \rightarrow w$ to get $\hat{Z}_t(\Omega)$,
\[
\hat{Z}_t(\Omega) = \hat{Y}(\Omega, u)|_{u(w) = w}. \quad (201)
\]
In order to allow for a recursion relation, we perform this last step only at the end.

We now show that there exists a recursion relation for derivatives w.r.t. internal lines:
Consider $\partial_\Omega \hat{Y}(\Omega, u)$. Since each internal line carries a factor of $t$, graphically this means a sum over all possibilities $\mathcal{M}$ to mark an internal line (here dotted, red),
\[
\partial_\Omega \hat{Y}_t(\Omega, u) = \sum_{\mathcal{M}} \ldots (202)
\]
One realizes that above and below the marked propagator appear functional derivatives of $\hat{Y}(\Omega, u)$ itself: $\frac{\delta}{\delta \Omega(w)} \hat{Y}_t(\Omega, u)$ at the top, and $-\frac{\delta}{\delta \Omega(w)} \hat{Y}_t(\Omega, u)$ at the bottom. This implies equation (198). The initial condition (199) is then made to recover the exact second cumulant $C^{(2)}$, i.e. the quadratic term in the graphical expansion.

D. Consequences and particular cases

The above mean-field differential equation is remarkable in several respects. First it allows to compute explicitly the $n$-point function $C^{(n)}$ by integration of (198) in a small-$t$ expansion. One immediately checks that the terms of order $\Omega^3$ and $\Omega^4$ coincide with the expressions (59)–(61) of [20].

We now analyze some special cases, for which the above equations simplify. Suppose we want to compute the $p$-point expectation
\[
e^{-\int_w \Omega(w) t^{-1}[u(w) - w]} = e^{-\frac{1}{t} \sum_{i=1}^{n} \omega_i [u(w_i) - w_i]} (203)
\]
within the tree approximation. We can use the above formalism with the choice
\[
\delta_{\mathcal{G}=0}(\omega_i, w_i) = \frac{\prod_{i=1}^{n} \omega_i (w_i - w_i)}{\prod_{i=1}^{n} \omega_i (w_i - w_i)} (204)
\]
The two functions $\Omega(w)$ and $u(w)$ have been replaced by the two sets of discrete variables $\omega_i$ and $w_i$. The variation w.r.t. $u(w)$ gets replaced by the derivative w.r.t. $w_i$, s.t. one can write the recursion relation directly for $\hat{Z}_t$,
\[
\hat{Z}_t(\{\omega_i, w_i\}) = e^{-\frac{1}{t} \sum_{i=1}^{n} \omega_i [u(w_i) - w_i]}^{\text{tree}} \ldots (205)
Rule 3 now gives \( R(w_1 - w_2) \) instead of \( R(u(w_1) - u(w_2)) \). The functional differential Eq. (198) simplifies to an ordinary differential equation,

\[
\partial_t \hat{Z}_t(\{\omega, w\}) = -\sum_{i=1}^p \frac{\partial}{\partial w_i} \hat{Z}_t(\{\omega, w\}) \frac{\partial}{\partial \omega_i} \hat{Z}_t(\{\omega, w\}).
\]  

The initial condition to this equation is

\[
\hat{Z}_{t=0}(\{\omega, w\}) = 1 - \frac{1}{2} \sum_{i,j=1}^p \omega_i \omega_j \Delta(w_i - w_j).
\]  

Solving Eq. (206) iteratively in powers of \( t \) reproduces again the \( n \)-point functions of [20], Eqs. (59)–(61). Indeed one also has, from (195) and (204):

\[
\hat{Z}_t(\{\omega, w\}) = \sum_{n=2}^{\infty} \frac{1}{n!} \sum_{i_1, \ldots, i_n=1}^p \omega_{i_1} \cdots \omega_{i_n} \hat{C}_t^{(n)}(w_{i_1}, \ldots, w_{i_n}).
\]  

Formula (206) simplifies even more for the \( p = 2 \) generating function expressed as a function of the position-difference,

\[
e^{-\frac{1}{2} [u(w) - u(0) - w]}. \]  

Equation (206) and the initial condition become

\[
\partial_t \hat{Z}_t(\omega, w) = -\frac{\partial}{\partial w} \hat{Z}_t(\omega, w) \frac{\partial}{\partial \omega} \hat{Z}_t(\omega, w),
\]

\[
\hat{Z}_{t=0}(\omega, w) = \omega^2 [\Delta(0) - \Delta(w)].
\]  

As an example, we give the solution up to order \( t^2 \),

\[
\hat{Z}_t(\omega, w) = \omega^2 \left[ \Delta(0) - \Delta(w) \right] + 2\omega^2 t \Delta'(w) \Delta(0) - \Delta(w)] + \omega^4 t^2 \left[ 5(\Delta(0) - \Delta(w)) \Delta'(w)^2 - 2(\Delta(0) - \Delta(w))^2 \Delta''(w) \right] + O(t^3).
\]  

This recursion easily reproduces the 6 first connected Kolmogorov cumulants, explicitly calculated in [20], Eqs. (62)-(66).

There is an interesting property related to the expansion in \( w \): If one writes

\[
\hat{Z}_t(\omega, w) = \sum_{n=1}^{\infty} w^n z_n(\omega, t),
\]  

then the equations for the \( z_p(\omega, t), p \leq n \), close, i.e.

\[
\partial_t z_1 + z_1 \partial_\omega z_1 = 0,
\]

\[
\partial_t z_2 + 2z_1 \partial_\omega z_1 + z_1 \partial_\omega z_2 = 0,
\]

\[
\partial_t z_3 + 3z_1 \partial_\omega z_1 + 2z_1 \partial_\omega z_2 + z_1 \partial_\omega z_3 = 0.
\]  

More generally

\[
\partial_t z_n + \sum_{q=1}^{n} q z_q \partial_\omega z_{n-q+1} = 0,
\]  

with initial conditions \( z_n(\omega, t = 0) = -\frac{1}{n!} \omega^2 \Delta^{(n)}(0) \).

One particular solution of these equations is \( z_n(\omega, t = 0) = 0 \) for \( n \geq 2 \). It corresponds to the BFM (where \( \Delta^{(n)}(t^+) = 0 \) for \( n \geq 2 \), discussed in the previous section, and thus to the equation (185) originally derived by Carraro and Duchon [36]. It describes a Levy process with exponent \( z_1(\omega, t) = \phi(t, \omega) \).

The initial condition is

\[
z_1(\omega, t = 0) = \phi(0, \omega) = -\omega^2 \Delta'(0^+) = \omega^2 \sigma.
\]  

\( z_1 \) is uniquely determined by its initial condition, hence we can use the result (189)

\[
z_1(\omega, t) = 1 + 2\sigma \omega t - \sqrt{1 + 4\sigma \omega t}.
\]  

Inserting into (215) we find the general solution for \( z_2 \),

\[
z_2(\omega, t) = \frac{F(\frac{1+4\sigma \omega t}{4\omega \sigma})}{1 + 4\omega \sigma t}.
\]  

This can be seen by introducing \( a = \ln \omega \) and \( b = \ln(1 + \sqrt{1 + 4\sigma \omega t}) \) in which variables one gets \( (\partial_\omega + \partial_b)z_2 = \frac{1}{2} z_2 \). The function \( F(x) \) is determined by the initial condition as

\[
F(x) = \frac{1}{8\sigma^2} \Delta''(0^+),
\]  

Hence

\[
z_2(\omega, t) = -\frac{2\Delta''(0^+) \omega^2}{(1 + \sqrt{1 + 4\sigma \omega t})^2}.
\]  

Now one can check that \( z_1 \) and \( z_2 \) reproduce the terms \( O(w) \) and \( O(w^2) \) in (64) obtained there by a completely different method. For the general case one can determine the \( z_n \) recursively. Their systematic study is left for the future.

### E. Connection with Exact RG equations

One easily sees that the generalized Carraro-Duchon equation (198) together with the definition (197) is equivalent to the following RG equation for the cumulants

\[
\partial_t \hat{C}_t^{(n)}(w_1, \ldots, w_n) = - \sum_{p,q; p+q=n+1} \eta_n \left\{ \frac{n!}{(p-1)!(q-1)!} \times (\hat{C}_t^{(p)}(w_1, w_2, \ldots, w_p) \partial_\omega \hat{C}_t^{(q)}(w_1, w_{p+1}, \ldots, w_n)) \right\}.
\]  

Here \([\ldots] \) means symmetrization over the \( n \) variables \( w_1, \ldots, w_n \). The summation over \( p, q \) is for \( p, q \geq 2 \) in case of STS and \( p, q \geq 1 \) in the absence of STS. One can show that if \( \hat{C}_t^{(1)} = 0 \) at \( t = 0 \), it remains so. In that case the equation for \( \hat{C}_t^{(n)} \) involves only \( \hat{C}_t^{(n-1)} \). In appendix I we recall the Exact RG (ERG) equations in \( d = 0 \), and show that neglecting one term in these equations (which corresponds to loop corrections) we indeed recover (223) which hence appears as a tree approximation.
F. Including loops

It is shown in Appendix G 2 that \( \hat{\mathbb{E}}_t[\Omega] \) satisfies a more general evolution equation

\[
\partial_t \hat{\mathbb{E}}_t = \frac{1}{2} \int_w \partial_t \left[ \frac{\delta^2 \hat{\mathbb{E}}_t}{\delta \Omega(w)^2} + \frac{\delta \hat{\mathbb{E}}_t}{\delta \Omega(w)} \frac{\delta \hat{\mathbb{E}}_t}{\delta \Omega(w)} \right].
\]  

(224)

This equation is exact (i.e., valid beyond the tree approximation) and equivalent to the ERG equations given in Appendix H. Neglecting the first term corresponds to the tree approximation, and is equivalent to the recursion of moments (223). As shown in Appendix G 2, Eq. (224) can also be obtained by replacing the tree level equation (198) by the equivalently exact equation

\[
\partial_t \hat{\mathbb{E}}_t[\Omega, u] = -\int_\omega \lim_{w \to w} \left[ \frac{\delta}{\delta \Omega(w)} \frac{\delta}{\delta u(w)} \hat{\mathbb{E}}_t[\Omega, u] \right]
\]

(225)

The first term generates all loop corrections.

We now consider the BFM, with statistical translation invariance. In Appendix G 2 we show that then a solution for \( \hat{\mathbb{E}}_t \) can be obtained from

\[
\hat{\mathbb{E}}_t = f_t(\omega_\infty) + \int_{w_1} \phi_t(\omega(w_1), \omega_\infty)
\]

(226)

\[
\omega(w) = \int_w dw' \Omega(w'), \quad \omega_\infty = \int_\omega \Omega(w)
\]

(227)

\[
\partial_t \phi_t(x, y) = -\phi_t(x, y) \partial_t \phi_t(y, y)
\]

(228)

\[
\partial_t f_t(y) = \frac{1}{2} \left[ \partial_t \phi_t(0, y) + \partial_t \phi_t(y, y) \right]
\]

(229)

where \( \partial_t \) denotes the partial derivative w.r.t. the first argument. The initial condition for the BFM is

\[
\phi_{t=0}(x, y) = \sigma x^2 - \sigma xy,
\]

(230)

\[
f_{t=0}(y) = \frac{1}{2} \Delta(0) y^2.
\]

(231)

The solution of the system (228)–(229) with this initial condition is

\[
\phi_t(x, y) = \frac{1}{2\sigma t^2} \left[ 1 + 2\sigma t \left( x - \frac{y}{2} \right) \right]
\]

(232)

\[
\quad \quad + \sqrt{1 + 4\sigma t \left( x - \frac{y}{2} \right) + 4\sigma^2 t^2 y^2}
\]

\[
f_t(y) = \frac{1}{2} \ln(1 - t^2\sigma^2y^2) + \frac{1}{2} \Delta_0(0)y^2.
\]

(233)

The ln term corresponds to 1-loop corrections, while for this model higher loop contributions identically vanish, as discussed in appendices G 2 and I 2.

G. Periodic case

In the periodic case in any dimension it is conjectured that \( R^0(u) = R^0(0) = R^0(0^+)u(1 - u) \). Noting \( \sigma := R^0(0^+) \), we have \( \sigma := R^0(0^+) = -2\sigma \).

Here we compute (in \( d = 0 \) for simplicity but extension is straightforward) the most general 2-point generating function using an arbitrary value for \( \sigma \). The calculation performed in Appendix K. The general result for any function \( \lambda(w) = -\mu(w) \) on the interval \([0^+, 1^+]\) (this is sufficient since \( u(w) \) is periodic) with \( \mu(0) = \mu(1) \) is

\[
\left\{ \phi_{\mu(w)}[u(w) - u] \right\}^{\text{tree}} = e^{-S\lambda}
\]

(234)

\[
- S\lambda = -\int_0^1 dw [\mu(w) + m^2V(w)] + \sigma A^2.
\]

(235)

\[\]

\[
V(w) = \frac{m^2 - 2\sigma A}{2\sigma} \left( \sqrt{1 - \frac{4\sigma}{(m^2 - 2\sigma A)^2} \mu(w) - 1} \right).
\]

(236)

A is given by the self-consistent equation

\[
A = \int_0^1 dw \frac{m^2V(w)}{m^2 - 2\sigma A + 2\sigma V(w)}.
\]

(237)

From this the 2-point function is obtained by taking \( \mu(w') = \lambda(0 < w' < w) \):

\[
\left\{ \phi_{\mu(w)}[u(w) - u(0)] \right\}^{\text{tree}} = e^{-S\lambda}
\]

(238)

\[
- S\lambda = -\int_0^1 dw \left[ \lambda + m^2V \right] + \sigma A^2.
\]

(239)

\[\]

\[
V \text{ and } A \text{ both depend on the length of the interval } w, \text{ and the function } V(w') \text{ introduced above is } V(w') = \theta(0 < w' < w)V. \text{ The self-consistent equations are}
\]

\[

\]

\[\]

\[
V \frac{m^2 - 2\sigma A}{2\sigma} + \sigma A^2 = -\lambda
\]

(240)

\[\]

\[
A = \frac{m^2 - 2\sigma A + 2\sigma V}{wVm^2}.
\]

(241)

\[\]

\[\]

\[\]

\[\]

\[\]

\[\]

\[\]

\[\]

This is in agreement both with our previous expansions in (64) (up to order \( w^3 \)) and with (212).

VII. CONCLUSION

In this paper we have presented novel and efficient algebraic tools to study multi-point correlations of the displacement field of an elastic manifold of internal dimension \( d \) in a random potential, upon variation of an external parameter. In \( d = 0 \) these identify with the correlations of the Burgers velocity field with random initial conditions (playing the
role of the disorder). Such correlations are of interest in the field of turbulence. In both cases, they yield the statistics of avalanches, i.e., shocks in Burgers.

The first method uses replica. The saddle-point equations obtained at $T = 0$ resum all tree diagrams and yield among others the avalanche-size distribution in the mean-field limit, i.e. for $d \geq d_{uc}$. We have then extended this method to compute the 1-loop corrections. It allowed us to derive the 1-loop avalanche-size distribution more systematically than in our previous work [20], providing an independent check of the latter. This method has a natural extension to the dynamics, which allows to compute the distribution of velocities in an avalanche near the depinning transition [29, 32, 58]. Apart from the avalanche-size distribution, other distributions, which were obtained by a resummation of diagrams, as the width of an interface [59, 60], or the distribution of critical forces at depinning [50], should now be obtainable in a purely algebraic way.

The second method arises from the study of the Brownian force model (BFM). That model has the unique property that “its mean-field treatment is exact”, i.e. summation of tree diagram yields (almost) the exact result. We have argued that this property holds in any $d$. We also proved the stability, i.e. attractive character of this model under RG to one loop, but we believe it to be valid more generally. In $d = 0$ this model identifies with the Burgers equation with a (stationary) Brownian initial condition. We recalled results from the mathematical literature: at all times the velocity field remains a Levy process, implying that the shocks are uncorrelated. Furthermore it was shown that the Levy exponent of this process obeys itself a Burgers evolution equation in time, the Carraro-Duchon equation. We then pointed out a more general connection between the Carraro-Duchon equation and the mean-field theory of elastic manifolds, not restricted to the BFM, which allowed us to: (i) show that avalanches in elastic manifolds at and above their upper critical dimension are described by a Levy process; (ii) derive a Generalized Carraro-Duchon functional equation, which is in essence the exact RG equation satisfied by the mean-field theory, i.e. the sum of all tree graphs. This allows in particular to recover very efficiently most of the results of the first method at the level of the mean-field theory. Extensions including loop corrections were presented, and for a useful discussion on Levy processes. We thank J.L. Jacobsen for an inspiring discussion on tree resummations.

### Appendix A: General non-uniform $w_s$

In the general case of the 2-point function (45) at points $w_s = \pm \frac{w}{2} f(x)$ we need to analyze Eq. (29). Expanding for small $w$, we find

$$ \int_{x'} g_{xx'}^{-1} |y(x') - f(x')| = 2 R''(0^+) |y(x)| U(x) \ . \quad (A1) $$

The other equation to be satisfied is

$$ \int_{x'} g_{xx'}^{-1} U(x') - R''(0^+) \text{sgn}(y(x)) U(x)^2 = \lambda_x \ . \quad (A2) $$

These equations can first be studied as an expansion in small $\lambda_x$:

$$ y(x) = f(x) + 2 R''(0^+) \int_{x'x''} g_{xx''} |f(x')| g_{x'x''} \lambda_{x''} + \ldots \quad (A3) $$

$$ U(x) = g_{xx} \lambda_x + R''(0^+) g_{xx} \text{sgn}(f(x')) (g_{x'x''} \lambda_{x''})^2 + \ldots \ . \quad (A4) $$

The second-order part of $U(x)$ allows to retrieve the second moment of local avalanche sizes, from (51),

$$ \rho_0 \langle S_x S_{x'} \rangle = 2 R''(0^+) g_{x'x''} [f(x'')] \ . \quad (A5) $$

These equations were studied in [20] in the case $f(x) = 1$ and $\lambda_x = \lambda \delta(x)$. In that case $\rho_0 \langle S_x S_{x'} \rangle$ does not change sign and the equation (A2) can be studied separately. More generally however, we see from (A3) that if $f(x)$ changes sign, $\rho_0 \langle S_x S_{x'} \rangle$ will also change sign (at least for small enough $\lambda_x$), but not necessarily at the same location. A general analysis of these equations demands a more thorough study.

### Appendix B: Diagonalization of replica matrices

#### 1. 1-point formulas

Consider a replica matrix $M$ as in (117) specified by the four components $M_{11}$, $M_{1a} = M_{a1} := M_1$ for $a \neq 1$, $M_{aa} := : M_c + M$ and $M_{ab} := : M$, where $a \neq b$ are two arbitrary replica indices distinct from 1. The eigenspaces can be split into two groups:

(i) a 2-dimensional subspace of vectors of the form

$$ V = \begin{pmatrix} v_1 \\ v \end{pmatrix} \ , \ \bar{V} = \begin{pmatrix} 1 \\ \vdots \\ 1 \end{pmatrix} \ . \quad (B1) $$

There the action of $M$ reduces to a simple $2 \times 2$ matrix:

$$ MV = \begin{pmatrix} v'_1 \\ v' \end{pmatrix} \ , \quad \begin{pmatrix} v'_1 \\ v' \end{pmatrix} = \begin{pmatrix} M_{11} & (n-1)M_1 \\ M_1 & M_c + (n-1)M \end{pmatrix} \begin{pmatrix} v_1 \\ v \end{pmatrix} \ . \quad (B2) $$

(ii) a $(n-1)$-dimensional subspace of vectors of the form
The remaining four eigenvalues are according to (B3) the M"{a}trix task reduces to finding the eigenvalues of
\( W \) with
\( n \)

\( \omega \)

\( \pm \mu = \mu \), multiplicity 1 for each sign (B6)
\[ \mu = \frac{1}{2}(\mu \pm \sqrt{AB}) , \quad \text{multiplicity 1 for each sign} \] (B6)

To summarize, the eigenvalues and multiplicities are for \( n \to 0 \)
\[ \mu = M_c \text{, multiplicity } 2 \] (B5)
\[ \mu = 1 (\mu \pm \sqrt{AB}) , \quad \text{multiplicity 1 for each sign} \] (B6)

2. 2-point formulas

The same analysis can be repeated for the \( 2n \times 2n \) symmetric matrix \( M \), with
\[ \mathcal{M}_{ab}^\kappa = \begin{pmatrix} M_{ab}^\kappa & P_{ab}^\kappa \\ P_{ab}^\kappa & M_{ab}^\kappa \end{pmatrix} . \] (B10)

Since the \( 2 \times 2 \) structure is obviously diagonalized by the symmetric \( \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix} \) and antisymmetric \( \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix} \) combination, the task reduces to finding the eigenvalues of \( P \kappa \pm M \kappa \); hence the first \(-4\) eigenvalues are for \( n \to 0 \) obtained from (B5),
\[ \mu = M_c + P_c \text{, multiplicity } 2 \] (B7)
\[ \mu = M_c - P_c \text{, multiplicity } 2 \] (B8)

The remaining four eigenvalues are according to (B3) the eigenvalues of the two following \( 2 \times 2 \) matrices
\[ U_+ = \begin{pmatrix} M_{11} + P_{11} & -(M_1 + P_1) \\ M_1 + P_1 & M_c - M + P_c - P \end{pmatrix} , \] (B13)
\[ U_- = \begin{pmatrix} M_{11} - P_{11} & -(M_1 - P_1) \\ M_1 - P_1 & M_c - M - P_c + P \end{pmatrix} . \] (B14)

These four eigenvalues are
\[ \mu_{\sigma,\pm} = \frac{1}{2}(\mu_{\sigma} \pm \sqrt{A_{\sigma} B_{\sigma}}) , \] (B15)
with \( \sigma = \pm 1 \), and
\[ \mu_{\sigma} = M_{11} + M_c - M + \sigma(P_{11} + P_c - P) \] (B16)
\[ A_{\sigma} = M_{11} + M - M_c - 2M_1 + \sigma(P_{11} + P - P_c - 2P_1) \]
\[ B_{\sigma} = M_{11} + M - M_c + 2M_1 + \sigma(P_{11} + P - P_c + 2P_1) . \]

Appendix C: \( \Gamma_1[u, v] \)

The general expression of \( \Gamma_1[u, v] \) for 2-point observables is an extension of (105):
\[ \Gamma_1[u, v] = \frac{1}{2} \text{Tr} \ln (g^{-1} \delta_{ab} I - W_{ab}^\kappa) \] (C1)
\[ - \frac{1}{2} \text{Tr} \ln (g^{-1} \delta_{ab} I - W_{ab}^0) \]
\[ + \frac{1}{4} \text{Tr} \left[ (W_1)^2 - (W_0)^2 \right] \] (C2)
\[ W_{ab,xy}^{\kappa,uv} = \frac{1}{2} \delta_{xy} \left[ \delta_{ab} \sum_c R''(u_{ac}(x)) - \kappa R'(u_{ab}(x)) \right. \]
\[ + \left. \delta_{ab} \sum_c R''(u_{ac}(x) - v_c(x)) \right] \] (C3)
\[ W_{ab,xy}^{\kappa,uv} = \frac{1}{2} \delta_{xy} \left[ \delta_{ab} \sum_c R''(v_{ac}(x)) - \kappa R'(v_{ab}(x)) \right. \]
\[ + \left. \delta_{ab} \sum_c R''(v_{ac}(x) - u_c(x)) \right] \] (C4)
\[ W_{ab,xy}^{\kappa,uv} = - \frac{1}{2} \delta_{xy} R''(u_{ab}(x) - v_b(x)) = W_{ab,xy}^{\kappa,uv} \] (C5)

Appendix D: Diagrammatic representation of 1-loop corrections

Let us recall the graphical interpretation of the (improved) tree-level self-consistency equation. As already discussed in the text \( Z_{\text{MF}} = \lambda + S_m Z^2_{\text{MF}} \) is graphically written as
\[ Z_{\text{MF}} = \begin{array}{c}
\vdots
\vdots
\hline
\vdots
\end{array} \] (D1)

As indicated, the blob denotes \( Z \) itself. Note that we work in rescaled variables, where \( \Delta'(0^+) = -1 \), and in order to lighten the notation, we count the lower vertex as the text
\[ Z_{\text{MF}} = \begin{array}{c}
\vdots
\vdots
\hline
\vdots
\end{array} \] (D2)

Let us now consider loop corrections. More details can be found in [20]. A graphical interpretation of the dressed propagator \( 1/(k^2 + m^2 - 2S_m Z) \), appearing e.g. in (157) is
The notation on the r.h.s. of the equation is as follows: The left vertex of each disorder is at 0, the right one at \( w \). This is a graphical representation of the antiferromagnetic rule described in [20]. The outgoing lines all end in a factor of \( Z \) which is explicitly drawn.

There appear two classes of diagrams, corresponding to the first and second line (of the integral) in Eq. (157). The first class, denoted \( C_1 \) in [20], can be written as:

\[
C_1 = \begin{array}{c}
\ldots \quad \ldots \quad \ldots
\end{array}
\]

\[
= \Delta''(0)[\Delta(w) - \Delta(0)] \int_k \frac{Z^2}{(k^2 + m^2 - 2Z)^2} + \mathcal{O}(w^2) .
\]

The diagrams on the second line (of the integral) of Eq. (159) are termed class \( C_2 \) in [20]. They look like a correction to the critical force and can be represented as follows:

\[
C_2 = \begin{array}{c}
\ldots
\end{array}
\]

\[
= [\Delta'(w) - \Delta'(0^+)] \int_k \frac{Z}{(k^2 + m^2 - 2Z)} - \frac{Z}{k^2 + m^2} .
\]

Indeed it should be viewed as a loop of \( \Delta' \), of which exactly one is expanded in \( w \), leading to a loop with one marked vertex. This is the vertex drawn above. Note that the double line needs at least one \( \Delta'(w) \) otherwise it cannot start at 0 and go to \( w \) as indicated. This leads to the last term in (D4) being subtracted.

If one wants the expression in terms of the renormalized disorder, one has to subtract the contribution proportional to \( \int_k \frac{1}{2Z} \), giving an additional term \(-[\Delta'(w) - \Delta'(0^+)] \int_k \frac{1}{2Z} \).

### Appendix E: Brownian force model: Many point correlations

In this Appendix we derive the correlation function of the center-of-mass displacement for the BFM model for an arbitrary number of points, thereby giving another derivation of its Levy process character discussed in the text. We provide both a discrete derivation (of the 3-point correlation) and a continuum one (functional average). To simplify notations, we set \( d = 0 \), which amounts to omitting the factor of \( L^d \), restored in the main text. Of course this is achieved within tree-level, since we have argued that this be exact for the BFM.

1. **Discrete calculation**

We start with the tree-level equations (56), derived for arbitrary \( R(u) \) and specify them to \( R'''(u) = \sigma \operatorname{sign}(u) \). In this section, for notational simplicity we set \( m^2 = 1 \, R'''(0^+) = \sigma = 1 \) and denote \( \Delta(0) := -R''(0) \). We must solve the following system of equations for \( U_i \) and \( u_{ij} \):

\[
\begin{align*}
 u_{1i} - u_i + \sum_j u_{1j} - u_{ij} U_j &= \Delta(0) \sum_j U_j \\
 U_i + \sum_{j \neq i} \operatorname{sgn}(u_{1i} - u_{ij}) U_i U_j &= \lambda_i .
\end{align*}
\]

(E1)

Insert the result in

\[
e^{\sum_i \lambda_i [u_{i}(w_i) - w_i]_{\text{tree}}} = e^{\sum_i (\lambda_i - \frac{1}{2} U_i) (u_{i1} - w_i)} .
\]

(E2)

We choose the \( w_i \) ordered as \( w_1 < w_2 < \ldots < w_n \). The second equation above implies \( \sum U_i = \sum \lambda_i \). Hence we can shift \( u_{1i} \rightarrow u_{1i} + \Delta(0) \sum j \lambda_j \) and eliminate \( \Delta(0) \) without changing the equations. Thus the dependence on \( \Delta(0) \) is trivial, and we now compute the rest setting \( \Delta(0) = 0 \):

\[
e^{\sum_i \lambda_i [u_{i}(w_i) - w_i]_{\text{tree}}} = e^{\sum_i \lambda_i u_{ij}}
\]

(E3)

The solution of the first equation of (E1) for \( n \) points satisfies

\[
u_{i+1} - u_i = \frac{u_{i+1} - u_i}{1 + \sum_{j=1}^i U_j - \sum_{j=i+1}^n U_j} , \quad 1 \leq i \leq n - 1 .
\]

(E4)

The second set of equations in (E1) can be rewritten as

\[
\lambda_i = U_i \left( 1 + \sum_{j=1}^{i-1} U_j - \sum_{j=i+1}^n U_j \right) , \quad 1 \leq i \leq n .
\]

(E4)

Its solution is

\[
2U_1 = -1 + \sum_{j=1}^n \lambda_j + \sqrt{\Delta_1}
\]

(E5)

\[
2U_i = \sqrt{\Delta_i} - \sqrt{\Delta_{i-1}} , \quad 2 \geq i \geq n - 1
\]

(E6)

\[
2U_n = 1 + \sum_{j=1}^n \lambda_j - \sqrt{\Delta_{n-1}}
\]

(E7)

with

\[
\Delta_i = 1 + \left( \sum_{j=1}^n \lambda_j \right)^2 + 2 \left( \sum_{j=1}^i \lambda_j - \sum_{j=i+1}^n \lambda_j \right) .
\]

(E8)

Hence we find

\[
u_{i+1} - u_i = \frac{u_{i+1} - u_i}{\sqrt{\Delta_i}} .
\]

(E9)
This allows to rewrite
\[ - \frac{1}{2} \sum_{ij} (\lambda_i U_j + \lambda_j U_i - U_i U_j) |u_{ij} - u_{ij}| \] (E10)
\[ = - \sum_{i=1}^{n-1} u_{i+1,i} \left[ \sum_{j=1}^{i} \lambda_j \sum_{j=i+1}^{n} U_j + \sum_{j=1}^{n} U_j \sum_{j=i+1}^{n} (\lambda_j - U_j) \right] \]
\[ = - \sum_{i=1}^{n-1} \frac{w_{i+1,i}}{4\sqrt{\Delta_i}} \left[ \sum_{j=1}^{n} \lambda_j^2 + (1 - \sqrt{\Delta_i})^2 \right. \]
\[ \left. + 2(1 - \sqrt{\Delta_i})(\sum_{j=1}^{i} \lambda_j - \sum_{j=i+1}^{n} \lambda_j) \right] \]
Using now twice the definition of \( \Delta_i \), it can be rewritten and simplified to
\[ e^{\sum_{i=1}^{n-1} \lambda_i [u(w_i) - w_i]} = e^{\frac{1}{2} \Delta(0)(\sum_i \lambda_i)^2} \]
\[ \times e^{\frac{1}{2} \sum_{i=1}^{n-1} \lambda_i u_{i+1,i} + (1 + \sum_{j=1}^{n-1} \lambda_j) - \sum_{j=i+1}^{n} \lambda_j - \sqrt{\Delta_i}} \] (E11)
This proves formula (180) in the main text.
Consider now \( X_i = u(w_i) - w_i \) and choose
\[ \lambda_1 = -\mu_1 + \frac{1}{2} \mu, \lambda_2 = \mu_1 - \mu_2, \ldots, \lambda_n = \mu_{n-1} + \frac{1}{2} \mu . \] (E12)
We then find
\[ e^{\sum_{i=1}^{n-1} \lambda_i (X_{i+1} - X_i)} = e^{\frac{1}{2} \Delta(0)(\sum_i \lambda_i)^2} \]
\[ \times e^{\frac{1}{2} \sum_{i=1}^{n-1} \lambda_i u_{i+1,i} + (1 - \mu_i - \sqrt{\mu^2 - 4\mu})} , \] (E13)
i.e. the variables \( X_{i+1} - X_i \) are still independent for fixed \( \mu \), but are not independent of \( X_1 + X_n \). However, if one considers the rescaled variable \( (X_1 + X_n)/\sqrt{\Delta(0)} \), then for large \( \Delta(0) \) one recovers statistical independence. A similar result holds with \( (X_1 + X_2 + \ldots + X_n)/\sqrt{\Delta(0)} \).

2. Continuous version

Let us consider equations (60), (61) in the main text, and specify to the BFM model, with \( \sigma = R''(0^+) \). One must solve
\[ m^2 (u_1(w) - w) + \sigma \int_{w'} |u_1(w') - u_1(w')| U(w') = \Delta(0) \int_{w'} U(w') \]
\[ = m^2 U(w) + \sigma \int_{w'} \text{sign}(u_1(w) - u_1(w')) U(w) U(w') = \lambda(w) , \]
and insert into
\[ -S_\lambda = \int_w [\lambda(w) - m^2/2 U(w)] [u_1(w) - w] \] (E16)
and take a derivative w.r.t. \( w \), leading to
\[ u'_1(w) = \frac{m^2}{m^2 + 2\sigma V(w)} . \] (E20)
Hence monotonicity holds indeed as long as \( -1 < \frac{2\sigma}{m^2} V(w) \), which we now assume, and discuss below. The second equation gives
\[ V'(w) \left[ m^2 + \sigma \int_{w'} \text{sign}(u_1(w) - u_1(w')) V'(w') \right] = \lambda(w) . \] (E21)
Using monotonicity (E19) and integration by parts yields
\[ V'(w) \left[ m^2 + 2\sigma V(w) \right] = \lambda(w) = -\mu'(w) . \] (E22)
Hence
\[ m^2 V(w) + \sigma V(w)^2 = -\mu(w) , \] (E23)
which can be solved as
\[ V(w) = \frac{m^2}{2\sigma} \left[ 1 - \frac{4\sigma}{m^2} \mu(w) - 1 \right] . \] (E24)
Note that \( m^2 V(w) = -Z(\mu(w)) \) with \( Z \) given in (17). Integrating by parts we find
\[ -S_\lambda = \int_w \left[ -\mu'(w) - \frac{m^2}{2} V'(w) \right] [u(w) - w] \]
\[ = 2\sigma \int_w [u(w) - \frac{m^2}{2} V(w)] V(w) \]
\[ = \sigma \int w V(w)^2 = \int w \hat{Z}(\mu(w)) . \] (E25)
Here \( \hat{Z}(\mu) = \frac{m^4}{\sigma} \hat{Z}(\frac{\sigma}{m^2} \mu) \) and
\[ \hat{Z}(\mu) = \frac{1}{2} \left( 1 - 2\mu - \sqrt{1 - 4\mu} \right) . \] (E26)
which shows formula (181) in the text. Note that the above monotonicity condition for \( u_1(w) \) is equivalent to \( \frac{m^2}{\sigma} \mu(w) < 1 \), the usual analyticity domain where the generating function is convergent.
3. Cumulants of $u(w) - w$ (Burgers velocity)

It is equivalently interesting to obtain, for the BFM model, the expression for the cumulants of the renormalized pinning force. These were defined in [20], Section III B, as

$$m^2 h_1 h_2 . . . h_n^{-c} = L^{-(n-1)d} (-1)^n \hat{C}(n) (w_1, . . . , w_n)$$

(E27)

$$h_i := u(w_i) - w_i .$$

(E28)

We will choose $w_1 < . . . < w_n$. For simplicity, we use dimensionless units setting $m = 1$, $R^{0+}(0^+) = 1$, and $d = 0$, all factors being easily recovered. The lowest moments can be computed using the tree-level formula (61) in [20], which should be the exact result for the BFM model according to our conjecture, giving the following simple expressions:

$$\hat{C}(2)(w_1, w_2) = w_1 - w_2 - R''(0)$$

(E29)

$$\hat{C}(3)(w_1, w_2, w_3) = 2 (w_1 - 2 w_2 + w_3)$$

(E30)

$$\hat{C}(4)(w_1, w_2, w_3, w_4) = 3! (w_1 - 3 w_2 + 3 w_3 - w_4)$$

(E31)

Higher cumulants have been re-calculated and we find that the general result can be written as:

$$(-1)^n \hat{C}(n) (w_1, . . . , w_n) = (n - 1)! \sum_{i=1}^{n} \binom{n-1}{i-1} (-1)^{i+1} w_i .$$

(E32)

Equivalently

$$(-1)^n C_n (w_1, . . . , w_n) = (n - 1)! a(1-a)^{n-1} \Big| w_i \rightarrow w_i ,$$

(E33)

where the rule $a^i \rightarrow w_i$ means to expand in powers of $a$, and to replace the $i$-th power of $a$ by $w_i$. This formula has been checked against the Kolmogorov-cumulants $K_n(w) := (\langle h_2 - h_1 \rangle)^n = a_n (w_2 - w_1)$ obtained in (96) of [20].

We have also checked that this result is consistent with the result for the $n$-point generating function (E11).

Appendix F: Derivation of the Carraro-Duchon formula

In this Appendix we give a physicist’s derivation of Eq. (185) entering (183). For a mathematical derivation see [36]. We use the notation $\int_w = \int_{-\infty}^{\infty} dw$, and recall that our conventions are summarized in table I.

Consider the Burgers velocity field to be a Levy process at time $t$. Then the Levy-Khintchine theorem [56] implies that

$$e^{\int_w \nu_t(w) \Omega(w)} = e^{\int_w C_t(w) \Omega(w)}$$

(F1)

$$\Omega(w) = -\omega(w) , \quad \omega(w) = \int_w^{\infty} dw_\Omega(\omega(w))$$

for any function $\omega(w)$ such that $\omega(\pm\infty) = 0$. Below we also assume that $\omega(w)$ vanishes (sufficiently fast) at infinity.

Let us assume that it remains of this form at all times, and check that it is correct provided that $\phi_t$ satisfies some differential equation. To show this, first take $\partial_t$ on both sides and use the Burgers equation $\partial_t \nu_t(w) + \frac{1}{2} \partial_{\omega} [\nu_t(w)^2] = 0$. This leads to

$$\int_w \partial_t \phi_t (\omega(w)) e^{\int_w \nu_t(w) \Omega(w)}$$

(F2)

$$= \int_w \Omega(w) \partial_t \nu_t(w) e^{\int_w \nu_t(w) \Omega(w)}$$

$$= -\frac{1}{2} \int_w \Omega(w) \partial_w \nu_t(w) e^{\int_w \nu_t(w) \Omega(w)}$$

$$= \frac{1}{2} \int_w \Omega(w) \nu_t(w)^2 e^{\int_w \nu_t(w) \Omega(w)}$$

$$= \frac{1}{2} \int_w \Omega(w) \frac{\delta^2}{\delta \Omega(w)^2} e^{\int_w \nu_t(w) \Omega(w)}$$

$$= \frac{1}{2} \int_w \int_w \Omega(w) \frac{\delta}{\delta \Omega(w)} \theta(w-w_1) \phi_t (\omega(w_1)) e^{\int_w \nu_t \Omega(w)}$$

(F3)

where we have divided by $e^{\int_w \nu_t \phi_t (\omega(w))}$. Integration by parts leads to

$$\int_w \partial_t \phi_t (\omega(w))$$

$$= \int_w \Omega(w) \nu_t(w) \phi_t (\omega(w))$$

$$+ \frac{1}{2} \int_w \nu_t(w) \phi_t (\omega(w))$$

$$= \int_w \Omega(w) \nu_t(w) \phi_t (\omega(w))$$

$$+ \frac{1}{2} \int_w \nu_t(w) \phi_t (\omega(w))$$

$$= -\int_w \phi_t (\omega(w)) \phi_t (\omega(w))$$

(F4)

since $\omega(w)$ vanishes at infinity (and $\phi_t$ vanishes in zero). Since this is true for any function $\omega(w)$, it implies

$$\partial_t \phi_t (\omega) + \phi_t (\omega) \partial_{\omega} \phi_t (\omega) = 0 .$$

(F5)

This is nothing but Eq. (185).
Appendix G: Beyond the Carraro-Duchon formula: including loops

1. Evolution equation

We now give the more general evolution equation, valid beyond Levy processes. We define, as in the text,

$$e^{\hat{Z}_t} := e^{\int_w \Omega(w) \delta \omega} ,$$

(G1)

where $\hat{Z}_t$ is a priori an arbitrary functional of $\Omega(w)$, and we only assume that $\Omega(w)$ vanishes at infinity (i.e. $\int_w \Omega(w)$ is not necessarily zero). Similar manipulations as above in (F2), (F3) using Burgers’ equation yield the exact evolution equation

$$\partial_t \hat{Z}_t = \frac{1}{2} \int_w \Omega'(w) \left[ \frac{\delta^2 \hat{Z}_t}{\delta \Omega(w)^2} + \frac{\delta \hat{Z}_t}{\delta \Omega(w)} \frac{\delta \hat{Z}_t}{\delta \Omega(w)} \right] .$$

(G2)

Inserting (195) and expanding in $\Omega$, this equation provides yet another derivation of the exact RG equations (223) for the cumulants $\tilde{C}^{(n)}$. (See Appendix H for a derivation using replica).

To make contact with our equation (198), we note that $\Omega(w)$ and $u(w)$ always appear together, and thus

$$\frac{\delta}{\delta u(w)} \tilde{Y}_t[w, u] = \frac{\Omega(w)}{u(w)} \frac{\partial}{\partial u(w)} \tilde{Y}_t[w, u] .$$

(G3)

Setting $\tilde{Y}_t[\Omega, u]|_{u(w)=w} = \hat{Z}_t[\Omega]$ (possible since we no longer derive w.r.t. $u(w)$), inserting this into (198) and integrating by part yields the second term in (G2).

The first term in (G2) corresponds to loop corrections and to the first term in the more general equation (225). One can see that these are equivalent as follows:

$$- \int_w w' \to \to \omega \left[ \frac{\delta}{\delta \Omega'(w')} \Omega(w) \frac{\partial}{\partial \Omega(w')} \tilde{Y}_t[w, \Omega, u] \right]$$

$$= - \int_w \Omega(w) \frac{\partial}{\partial \Omega'(w')} \left[ \frac{\partial}{\partial \Omega(w')} \Omega(w) \frac{\partial}{\partial \Omega(w')} \tilde{Y}_t[w, \Omega, u] \right]$$

$$= - \int_w \Omega(w) \frac{\partial}{\partial \Omega'(w')} \Omega(w) \frac{\partial}{\partial \Omega(w')} \tilde{Z}_t[w, \Omega]$$

$$= - \frac{1}{2} \int_w \Omega'(w) \frac{\partial}{\partial \Omega'(w')} \Omega(w) \frac{\partial}{\partial \Omega(w')} \tilde{Z}_t[w, \Omega] .$$

(G4)

Replacing $u(w) \to w$ (possible since we no longer derive w.r.t. $u(w)$) yields

$$- \int_w \Omega'(w) \frac{\partial}{\partial \Omega'(w')} \Omega(w) \frac{\partial}{\partial \Omega(w')} \tilde{Z}_t[w, \Omega]$$

$$= - \frac{1}{2} \int_w \Omega'(w) \frac{\partial}{\partial \Omega'(w')} \Omega(w) \frac{\partial}{\partial \Omega(w')} \tilde{Z}_t[w, \Omega]$$

$$= - \frac{1}{2} \int_w \Omega'(w) \frac{\partial}{\partial \Omega'(w')} \Omega(w) \frac{\partial}{\partial \Omega(w')} \tilde{Z}_t[w, \Omega]$$

Thus (G4) is the 1-loop correction (in $d = 0$) to be added to (198).

2. Levy processes and Brownian force model

We now study some particular solutions of the evolution equation (G2). The first one corresponds to the Levy processes discussed above. Suppose one restricts to the case where $\int_w \Omega(w) = 0$, and where $\hat{Z}_t$ is a function of $\omega(w) = \int_w \omega(w) \Omega(w)$,

$$\hat{Z}_t = \int_w \phi_t(\omega(w)) .$$

(G6)

Using that $\frac{\delta \hat{Z}_t}{\delta \Omega(w)} = \int_0^\omega \frac{\delta \Omega(w') \delta \Omega(w)}{\Omega(w')}$, one recovers equation (F5). Equation (G2) could thus be used to study deviations from Levy processes.

For a Levy process, we note that the first term in (G2) vanishes when $\int_w \Omega(w) = 0$, i.e. there are no loop corrections to averages of velocity differences, and the tree approximation is exact for such observables.

An interesting generalization, within Levy processes, is to allow for $\int_w \Omega(w) \neq 0$, i.e. study observables which involve the full velocity and not simply velocity differences. In particular, we want to know the full solution for the BFM. In the case of discrete $p$-point correlations of the BFM this was done in Appendix E. A generalization of the Carraro-Duchon approach allows to treat that case for continuum observables such as $\hat{Z}_t[\Omega]$. An interesting output is that we will recover quite simply the full loop corrections for this model obtained via ERG in Appendix H.

We define as before $\omega(w) = \int_0^\omega \Omega(w)$, but now $\omega(-\infty) = \omega_\infty := \int_{-\infty}^\infty \Omega(w)$ may be non-zero, while $\Omega(w)$ still vanishes at infinity. We show that (178) is replaced by

$$\hat{Z}_t = f_t(\omega_\infty) + \int_{w_1} \phi_t(\omega(w_1), \omega_\infty) .$$

(G7)

For the integral over $w_1$ to be convergent at $\pm \infty$ we need the function $\phi_t(x, y)$ to satisfy

$$\phi_t(0, y) = 0 , \quad \phi_t(y, y) = 0 ,$$

(G8)

which we assume from now on, and which our solution (G20) given below satisfies. Upon differentiation this also implies $\partial_2 \phi_t(0, y) = 0$ and $\partial_1 \phi_t(y, y) + \partial_2 \phi_t(y, y) = 0$, which we use below.9

---

9 Note that assuming the disorder to be statistically translational invariant (STI) can be expressed as a Ward identity

$$\int_w \Omega'(w) \frac{\delta \hat{Z}_t}{\delta \Omega(w)} = 0 .$$

(G9)

obtained by performing the change of variables $w \to w + a$ in all $w$ integrals appearing in $\hat{Z}_t$, e.g. in its definition (195). It implies that if $\hat{Z}_t$ is a solution of (G2) then $\hat{Z}_t + F(\int_0^\omega \Omega(w))$, where $F(y)$ is an arbitrary function, is also a solution, with a different initial condition. This invariance corresponds to adding the so-called Larkin random force in the language of interface pinning. One easily checks that STI is satisfied by our ansatz. Inserting (G7) into (G9) one finds that it vanishes after integration by part because of (G8).
Let us first compute the loop contributions, using that $\int \Omega'(w) = 0$, and $\frac{\partial}{\partial w_1} [A(\omega(w), \omega_\infty)] = -\Omega(w) \frac{\partial}{\partial \omega_1} A(\omega(w), \omega_\infty)$:

$$\frac{1}{2} \int \Omega'(w) \frac{\delta^2 \hat{Z}_\Omega}{\delta \Omega(w)^2} = -\frac{1}{2} \int \Omega(w) \left[ \partial^2_1 \phi_1(\omega(w), \omega_\infty) + 2 \partial_1 \partial_2 \phi_1(\omega(w), \omega_\infty) \right]$$

$$= \frac{1}{2} \left[ \partial_1 \phi_1(0, \omega_\infty) + 2 \partial_2 \phi_1(0, \omega_\infty) \right] - \partial_1 \phi_1(\omega_\infty, \omega_\infty) - 2 \partial_2 \phi_1(\omega_\infty, \omega_\infty)$$

$$= \frac{1}{2} \left[ \partial_1 \phi_1(0, \omega_\infty) + \partial_1 \phi_1(\omega_\infty, \omega_\infty) \right] \quad (\text{G12})$$

We now compute the tree contribution

$$\frac{1}{2} \int \Omega'(w) \frac{\delta^2 \hat{Z}_\Omega}{\delta \Omega(w)^2} = A + B:$$

$$A = \left[ f'_1(\omega_\infty) + \int \partial_2 \phi_1(\omega(w_1), \omega_\infty) \right]$$

$$\times \int \Omega(w) \theta(w - w_2) \partial_1 \phi_1(\omega(w_2), \omega_\infty)$$

$$= \left[ f'_1(\omega_\infty) + \int \partial_2 \phi_1(\omega(w_1), \omega_\infty) \right]$$

$$\times \phi_1(0, \omega_\infty) - \phi_1(\omega_\infty, \omega_\infty) = 0 , \quad (\text{G13})$$

$$B = \frac{1}{2} \int \Omega'(w) \theta(w - w_1) \theta(w - w_2)$$

$$\times \partial_1 \phi_1(\omega(w_1), \omega_\infty) \partial_1 \phi_1(\omega(w_2), \omega_\infty)$$

$$= - \int \Omega(w) \phi_1(\omega(w_1), \omega_\infty) \partial_1 \phi_1(\omega(w_1), \omega_\infty)$$

$$\times \partial_1 \phi_1(\omega(w_2), \omega_\infty)$$

$$= - \int \phi_1(\omega(w), \omega_\infty) \partial_1 \phi_1(\omega(w), \omega_\infty) . \quad (\text{G14})$$

Hence we find that if the unknown functions $\phi_1(x, y)$ and $f_1(y)$ satisfy the following two equations, then (G2) is satisfied:

$$\partial_1 \phi_1(x, y) = -\phi_1(x, y) \partial_1 \phi_1(x, y) \quad (\text{G15})$$

$$\partial_1 f_1(y) = \frac{1}{2} \left[ \partial_1 \phi_1(0, y) + \partial_1 \phi_1(y, y) \right] . \quad (\text{G16})$$

Consider now the BFM. The initial condition is

$$\phi_{t=0}(x, y) = \sigma x^2 - \sigma xy \quad (\text{G17})$$

$$f_{t=0}(y) = \frac{1}{2} \Delta(0)(y)^2 . \quad (\text{G18})$$

This can be seen by rewriting

$$Z_0[\Omega] = \frac{1}{2} \int \Omega(w_1) \Omega(w_2) \Delta(w_1 - w_2)$$

$$= \frac{1}{2} \Delta(0) \left( \int \Omega^2 - \sigma \int \Omega(w_1) \Omega(w_2)(w_1 - w_2) \right)$$

$$= \frac{1}{2} \Delta(0) \left( \int \Omega^2 - \sigma \int \Omega(w_1) \Omega(w_2) \right) + \sigma \left[ \omega(w_1) \Omega(w_2)(w_1 - w_2) \right]_{w_1=\infty}^{w_2=\infty} . \quad (\text{G19})$$

Using that $\omega(\infty) = 0$, the boundary term is zero and one obtains (G17), (G18).

The solution of the system (G15)-(G16) with this initial condition is

$$\phi_t(x, y) = \frac{1}{2 \sigma t^2} \left[ 1 + 2 \sigma t \left( x - \frac{y}{2} \right) \right]$$

$$- \sqrt{1 + 4 \sigma t \left( x - \frac{y}{2} \right) + \sigma^2 t^2 y^2} \quad (\text{G20})$$

$$f_t(y) = \frac{1}{2} \ln(1 - t^2 y^2) + \frac{1}{2} \Delta_0(y)^2 . \quad (\text{G21})$$

One checks that $\phi_t(x, y)$ satisfies the conditions (G8), and that this recovers the loop corrections obtained by the ERG method in (H8)-(H13).

**Appendix H: ERG equations and their mean-field version**

It is instructive to compare the equations (223) with the known exact RG equations; we restrict here to $d = 0$. In Ref. [25] section IV.A.2 (arXiv version) the ERG equations for the cumulant of the renormalized potential $S^{(n)}(w_1, \ldots, w_n) = (-1)^n \bar{V}(w_1) \ldots \bar{V}(w_n)$ were obtained. It was shown that the function

$$\bar{U}(w_a) = \sum_n \frac{1}{n! T^n} \sum_{a_1 \ldots a_n} \bar{S}^{(n)}(w_{a_1}, \ldots, w_{a_n}) \quad (\text{H1})$$

satisfies

$$2 \partial_a \bar{U} = T \sum a \left( \partial_a^2 \bar{U} + \sum_a (\partial_a \bar{U})^2 \right) . \quad (\text{H2})$$

Hence the $\bar{S}^{(n)}$ satisfy at $T = 0$:

$$2 \partial_a \bar{S}^{(n)}(w_1, \ldots, w_n) = n \bar{S}^{(n+1)}(w_1, w_2, \ldots, w_n) + \sum_{p, q, p+q = n+1} \left( \frac{p-1}{(q-1)!} \right) \times$$

$$\times \left[ \bar{S}^{(p)}(w_{p+1}, \ldots, w_n) \bar{S}^{(q)}(w_1, w_{p+1}, \ldots, w_n) \right] . \quad (\text{H3})$$
where we have used that
\[
\sum_{a_1, \ldots, a_p} \delta_{a_1}^2 \hat{S}^{(p)}(w_{a_1}, \ldots, w_{a_p}) \quad (H4)
\]
\[
= p \sum_{a_1, \ldots, a_p} \delta_{a_1} \hat{S}^{(p)}_{20\ldots0}(w_a, w_{a_1}, \ldots, w_{a_p}) + p(p-1) \sum_{a_1, \ldots, a_p} \delta_{a_1} \delta_{a_2} \hat{S}^{(p)}_{110\ldots0}(w_a, w_{a_1}, w_{a_2}, \ldots, w_{a_p}).
\]

We now use that
\[
\hat{C}^{(n)}(w_1, \ldots, w_n) = (-1)^n \partial_{w_1} \cdots \partial_{w_n} \hat{S}^{(n)}(w_1, \ldots, w_n)
\]
\[
\partial_t \hat{C}^{(n)}(w_1, \ldots, w_n) = \frac{n}{2} \partial_{w_1} \hat{C}^{(n+1)}(w_1, w_1, w_n) - \frac{1}{2} \sum_{p, q, p+q=n+1} (p-1)(q-1) \times [\partial_{w_1}(\hat{C}^{(p)}(w_1, \ldots, w_p) \hat{C}^{(q)}(w_1, w_1, \ldots, w_n))], \quad (H5)
\]
This formula works when the \( \hat{C} \) are continuous functions of their arguments\(^{10} \). Hence we see here that if one takes out the first term one recovers exactly the mean-field RG equation (223) of the main text. Hence this provides a further derivation of this equation.

In the STS case the lowest-order ERG equations (including loops) are:
\[
\partial_t \hat{C}^{(2)}(w_1, w_2) = \frac{1}{2} \partial_{w_1} \hat{C}^{(3)}(w_1, w_1, w_2) - \frac{1}{2} \partial_{w_2} \hat{C}^{(3)}(w_1, w_2, w_2)
\]
\[
\partial_t \hat{C}^{(3)}(w_1, w_2, w_3) = -\frac{1}{2} \partial_{w_1} \hat{C}^{(4)}(w_1, w_1, w_1, w_2, w_3)
\]
\[
-\frac{1}{2} \partial_{w_2} \hat{C}^{(4)}(w_1, w_2, w_2, w_3)
\]
\[
-\frac{1}{2} \partial_{w_3} \hat{C}^{(4)}(w_1, w_3, w_3)
\]
\[
-\partial_{w_1} \hat{C}^{(2)}(w_1, w_2) \hat{C}^{(2)}(w_1, w_3)
\]
\[
-\partial_{w_1} \hat{C}^{(2)}(w_2, w_3) \hat{C}^{(2)}(w_1, w_3)
\]
\[
-\partial_{w_2} \hat{C}^{(2)}(w_1, w_2) \hat{C}^{(2)}(w_2, w_3). \quad (H7)
\]
An exact solution including loop corrections exists for all \( \hat{C}^{(n)} \) in the STS-Brownian case (stationary BFM discussed in Section V). It reads:
\[
\hat{C}^{(1)}(w_1) = 0 \quad (H8)
\]
\[
\hat{C}^{(2)}(w_1, w_2) = \sigma(w_1 - w_2) - \sigma^2 t^2 \quad (H9)
\]
\[
\hat{C}^{(3)}(w_1, w_2, w_3) = -2t^2 \sigma^2 (w_1 - w_2 - w_3 - w_2) \quad (H10)
\]
\[
\hat{C}^{(4)} = 3t^2 \sigma^3 (w_1 - 2w_2 + 3w_3 - 4w_4 - 3w_4 - w_5) \quad (H11)
\]
\[
\hat{C}^{(5)} = -4t^3 \sigma^4 (w_1 - 4w_2 + 6w_3 - 4w_4 + w_5) \quad (H12)
\]
\[
\hat{C}^{(6)} = 12t^4 \sigma^5 (w_1 - 5w_2 + 10w_3 - 10w_4 + 5w_5 - 6w_6 - 6w_7 - 6w_8) \quad (H13)
\]
One has thus a constant part \(-c_n \sigma^n t^n\) with \(c_n = (n-1)!\) for \(n\) even and \(c_n = 0\) for \(n\) odd. If one sets \(c_n\) to zero one recovers the expressions in (E33). The fact that this simple exact solution exists in that case is a consequence of the property that \(\Gamma = S\) in the sense discussed in Section I2.

Appendix I: FRG properties of the BFM model

1. Stability of the BFM fixed point

Let us express the FRG equation using the rescaled force correlator \(\Delta(u) = -R''(u)\) defined in (66). To one loop (first 2 lines) and 2 loops (third line) the FRG flow for \(\Delta'(u)\), derived in [15–17] is
\[
-m \partial_u \Delta'(u) = (\epsilon - \zeta) \Delta'(u) + \zeta u \Delta''(u) \quad (I1)
\]
\[
-3 \Delta''(u) \Delta''(u) - \Delta''(u) \left[ \Delta'(u) - \Delta'(0) \right] + \frac{1}{2} \frac{1}{u^2} \left[ \left( \Delta'(u) - \Delta'(0) \right) \left( \Delta'(u)^2 - \lambda \Delta'(0)^2 \right) \right]
\]
with \(\lambda = 1\) for the statics (the BFM model studied here) and \(\lambda = -1\) for depinning (the ABBM model generalized to an interface). In both cases, there is a fixed point corresponding to \(\zeta = \epsilon\) with
\[
\Delta'(u) = -\sigma \text{ sign}(u) , \quad \Delta'(0) - \Delta'(u) = \sigma |u| \quad (12)
\]
We note that 1- and 2-loop corrections identically vanish for the flow of \(\Delta'(u)\) at this fixed point – even for its generalization to a \(N\)-component field [61]. This is in fact more general, and we claim it to be true to all loop orders. Indeed, it is easy to see that higher loops bring more derivatives, hence vanishing contributions. For the statics, it can be checked to four loops in \(d = 0\) [25]. Hence we conjecture that this property holds for any \(d\).

Note that some parts of the effective action are flowing. For instance, one has, in the BFM model,
\[
-m \partial_u \Delta'(0) = -\epsilon \Delta'(0) - \sigma^2. \quad (13)
\]
Hence \(\Delta'(0) = C \epsilon m^\epsilon - \frac{\sigma^2}{2}\), i.e. \(\Delta'(0) = C = \frac{\sigma^2}{2m_{\text{eff}}}\), and the constant \(C = \Delta(0)\) has to be chosen sufficiently large. This is consistent with the fact that the model, defined with\(^{10}\) We study only the case with STS (translation invariance). The non-STS case, e.g. a two-sided Brownian force landscape starting at zero violates this condition at the origin, and requires a special treatment, which is left for the future.
statistical translational invariance, must be defined with a regularization, e.g. a periodic box of size much larger than any other scale, as discussed in the text. Another regularization would be to choose a Brownian force with origin at \( u = 0 \), i.e. \( V'(0) = 0 \) but this leads to a different FRG equation which we leave for future investigations.

Let us now show that the above fixed point is attractive, at least for a class of perturbations (defined precisely below) which are at most of the same range than the BFM model. It thus defines a universality class in any \( d \). The stability analysis is performed to first order in \( \epsilon = 4 - d \), within the 1-loop FRG equation. We look for perturbations of the form

\[
\Delta'(u) = -\tilde{\sigma} + g(u) .
\]

Physically acceptable solutions for \( g(u) \) must vanish at infinity and have a regular Taylor expansion in powers of \(|u|\) at \( u = 0 \). One then obtains to linear order in \( g(u) \)

\[-m\partial_m g(u) = (\epsilon - \zeta)g(u) + \zeta u g'(u) + 3\tilde{\sigma}g'(u) + g''(u)\tilde{\sigma}|u| .\]

Using \( \zeta = \epsilon \) we can rescale \( a \rightarrow ea, \tilde{\sigma} \rightarrow e\tilde{\sigma} \) and \( u \rightarrow \tilde{\sigma}u \). Thus one must solve for \( n = \infty \)

\[-m\partial_m g(u) = (u + 3)g'(u) + u g''(u) = -ag(u) .\]

As indicated, we search for eigenvalues \( a \), where \( a > 0 \) are stable and \( a < 0 \) unstable modes. We must then obtain a solution, noting \( L_n^a(x) \) the generalized Laguerre-L polynomial and \( U(a, b, z) \) the confluent hypergeometric function

\[ g(u) = C_1 e^{-u} U(3-a, 3, u) + C_2 e^{-u} L_{a-3}^2(u) .\]

The first solution \( e^{-u} U(3-a, 3, u) \) behaves as \( u^{-a} \) at small \( u \) (not physically acceptable), except when \( a - 3 = 0, 1, \ldots \) is a positive integer, in which case the two solutions are linearly dependent. Hence we set \( C_1 = 0 \). The remaining solution is the second independent function, indexed by \( a \),

\[ g_a(u) := e^{-u} L_{a-3}^2(-u) \equiv L_{a-3}^2(-u) .\]

which has a regular Taylor-expansion at \( u = 0 \) for all \( a \). It is thus a physically acceptable solution. For non-integer \( a \),

\[ g_a(u) \sim u^{-a} \quad \text{for} \quad u \rightarrow \infty .\]

Thus for \( a > 0 \) this is a long-ranged (attractive) perturbation of (I2). The cases of integer \( a > 0 \) must be treated separately, because then \( L_{a-3}^2(-u) \) either vanishes identically, or is a short-ranged solution (see below). Taking the derivative of Eq. (I6) w.r.t. \( a \) with the solution (I8) in mind yields

\[-m\partial_m [\partial_a g_a(u)] = -a [\partial_a g_a(u)] - g_a(u) .\]

For \( a = 1, 2, g_a(u) \) vanishes, and \( \partial_a g_a(u) \) is a long-range correlated eigenfunction of the RG flow. For \( a = 3, 4, 5, \ldots \) we can restrict our analysis to the 2-dimensional space spanned by \( g_a(u) \) and \( \partial_a g_a(u) \). It has a Jordan block structure and the general solution of the flow equation is

\[ g_a(u) = c_1(m) [\partial_a g_a(u)] \bigg|_{m=m_0} + c_2(m) g_a(u) \bigg|_{m=m_0} \]

with

\[
\begin{align*}
  c_1(m) &= \left( \frac{m}{m_0} \right)^a c_1(m_0) \\
  c_2(m) &= \left( \frac{m}{m_0} \right)^a \left[ c_2(m_0) + \ln \left( \frac{m}{m_0} \right) c_1(m_0) \right] .
\end{align*}
\]

Note that for \( a = 3, 4, 5, \ldots \), \( \partial_a g_a(u) \sim u^{-a} \) for \( u \rightarrow \infty \), whereas \( g_a(u) \) is short-ranged, as we discuss now:

\[
\begin{align*}
  g_{a=3}(u) &= e^{-u} \\
  g_{a=4}(u) &= e^{-u}(3 - u) \\
  g_{a=5}(u) &= e^{-u}(6 - u)(2 - u) .
\end{align*}
\]

The functions \( g_a(u) \) for \( a = 1, 2 \) vanish. For negative \( a \), there are polynomial solutions, consistent with the asymptotic behavior (I9),

\[
\begin{align*}
  g_{a=-1}(u) &= 3 + u \\
  g_{a=-2}(u) &= \frac{1}{2}(2 + u)(6 + u) \\
  g_{a=-3}(u) &= \frac{u^3}{6} + \frac{5u^2}{2} + 10u + 10 .
\end{align*}
\]

These solutions are unstable and physically unacceptable, since they grow stronger than \(|u|\) at large \( u \). They correspond to models with even longer-ranged correlations than the BFM.

For instance the leading short-ranged eigenmode \( a = 3 \) reads

\[
\Delta(0) - \Delta(u) = \epsilon |u| + b(1 - e^{-|u|})
\]

\[
= \int \frac{dq}{2\pi} \left( \frac{2\epsilon}{q^2 + \frac{2b}{q^2 + 1}} \right) [1 - \cos(qu)]
\]

hence it has a positive Fourier transform (as long as \( b > -\epsilon \)), and thus corresponds to a physical disorder direction.

The question remains whether we have found the complete spectrum for all physically allowed perturbations. We argue that this is indeed the case: First of all, we have found a complete basis for short-ranged perturbations, the functions \( g_a(u) \) for integer \( a \). Functions decaying as a power-law can be expanded in the basis \( g_a(u) \) for non-integer \( a \), or \( \partial_a g_a(u) \) for integer \( a \). As perturbations depending on \( m \), they decay to 0, either as a power-law (non-integer \( a \)), or with additional logarithmic corrections (integer \( a \)). In conclusion, the BFM fixed point is stable w.r.t. perturbations of \( R^{\text{ct}}(u) \) which decay at least as a power law at infinity.

2. More on loop expansion

To obtain a deeper understanding of the properties of the BFM we must look at its replicated effective action functional \( \Gamma[u] \), with \( u \equiv \{ u_a(x) \}_{a=1,\ldots,n} \in \mathbb{R}^d \). The statement that the (improved) tree level is exact means that for any replica field \( u_a(x) \)

\[ \Gamma[u] = \mathcal{S}_R[u] .\]
The flow of the exact $R(u)$ was discussed above, with the claim that $R''''(u) = \sigma \sigma(u)$ does not flow (i.e. is independent of $m$), while $R'''(0)$ flows, but its flow is unimportant. (It is part of the regularization required to define the model).

Let us examine the meaning and validity of the property \((I21)\). The exact RG flow (as a function of $m$ in any $d$) of the $p$-replica part of $\Gamma[u], S^{(p)}(u_{12\ldots 1p})$ was written in [25], see Eqs. (384), (385) of the arXiv version. We want to study the force correlator (corresponding in $d = 0$ to the Burgers velocity) hence look at $\partial_{u_1} \ldots \partial_{u_p} S^{(p)}(u_{12\ldots 1p}) \equiv \partial^p S^{(p)}$. By analogy with the second moment, where we found that $\partial^2 S^{(2)} = R''$ does not flow (away from coinciding arguments), we want to examine $\partial^{p+1} S^{(p)}$. If we assume that all $\partial^4 R$ and higher derivatives vanish, it is clear from these equations that the feeding term for this quantity vanishes. The natural conclusion is thus that $\partial^{p+1} S^{(p)}$ is zero for all $p \geq 3$ for the BFM model. Hence (I21) holds in the sense of derivatives, i.e. up to terms $O(u^p)$ in the $p$-replica terms. These terms are called random force terms since they can be set to zero by a STS transformation $u'(x) \rightarrow u''(x) + g_{xx}'f(x')$ where $f(x)$ is a (Larkin) random force, coupling linearly to the displacement field. In $d = 0$ this is sufficient to ensure that the tree calculation is exact for the BFM model. Recently we also showed this property for the dynamics in $d = 0$ [29].

In $d > 0$ one should worry about e.g. space dependent fields, i.e. non-local parts of the functionals $S^{(p)}$. From Eq. (104), (see also (461) of [25], arXiv version) where the complete local+nonlocal two-replica functional $p = 2$ is obtained from the exact RG equations to order $R^2$, one finds for the BFM model

$$R''_{xy}[u_{ab}] = \sigma^2 g_{xy}^{2} \text{sign}(u_{ab}(x))\text{sign}(u_{ab}(y)). \quad (I22)$$

If we take a third derivative it vanishes away from the singular points. Thus naively there is no nonlocal part for $\partial^4 S^{[2]}$ and the same will be true for higher $p$. This leaves open the question of how the derivatives act on the singular points (where two replica fields coincide for some values of their argument $x$). We will not attempt to answer this question here, but leave it for future research. However, we emphasize that the fact that the tree level is exact for “sufficiently reasonable”, i.e. uniform or nearly uniform, field configurations is sufficient for computing e.g. center of mass observables using tree-level formulas. This can be seen from (I22) since if $u_{ab}(x)$ does not change sign, i.e. the replica are in partially ordered configurations, taking a third derivative again gives zero. Hence we can safely assume that (I21) holds in any $d$ for: (i) the needed derivatives of the $p$-replica part; (ii) partially ordered configurations. This is sufficient to argue that tree calculations are exact for the BFM model in most applications.

**Appendix J: Toy model: Markovian and Poisson process for avalanches**

In this Appendix we describe two simple toy models: (i) avalanche positions being a Markov process, (ii) avalanche positions and sizes being a totally uncorrelated process (Poisson process).

First consider a Markovian model where the location $w_n$ of avalanche $n$ depends only on the previous one, with the “waiting time”, or interval between avalanches $\ell = w_{n+1}-w_n$ distributed according to a distribution $Q(\ell)$ with $\int_0^\infty \text{d}Q(\ell) = 1$. Given that a first avalanche occurs in $w_1$, the probability that the $n$ subsequent ones occur in $\prod_{i=2}^n [w_i, w_i + dw_i]$ is thus $Q(w_{n-1})Q(w_{n-1})\ldots Q(w_{2})d\omega_2\ldots d\omega_n$, also normalized to unity. Also assume statistical translation invariance with a uniform density of avalanches, noted $\rho_0$, hence a given avalanche can occur anywhere with the same probability.

For this model one shows that the probability that the interval $[0, w]$ with $w > 0$ contains $n$ avalanches and that their positions are $0 < w_1 < w_2 < \ldots < w_n < w$, is given for $n \geq 1$ by

$$p^{(n)}(w_1, \ldots, w_n) = \frac{1}{(\ell)!} \int dw_0 dw_{n+1}(-w_0) \times (-w_{n+1} - w)_n \prod_{i=0}^{n} Q(w_{i+1,i}) \quad (J1)$$

$$= \frac{1}{(\ell)!} Q(w_1) \prod_{i=1}^{n-1} Q(w_{i+1,i}) Q(w_{i+1,i-1}) \quad (J2)$$

$$\int_0^\infty \text{d}Q(\ell) \quad (J3)$$

These expression are easier written Laplace transformed, and one finds for $p_n(s) = \int_0^\infty dw e^{-sw} p^{(n)}(w)$

$$p_n(s) = \frac{1}{(\ell)!} \frac{1}{s^2} (1 - Q(s))^2 Q(s)^{n-1} \quad \text{for } n \geq 1 \quad (J4)$$

$$p_0(s) = \frac{1}{(\ell)!} \frac{1}{s^2} \left(Q(s) - 1 + sQ(s)\right) \quad (J5)$$

with $Q(s) = \int_0^\infty dw e^{-sw} Q(w)$ and $\langle \ell \rangle = -Q'(0)$, which satisfy the normalization $\sum_{n=0}^\infty p_n(s) = 1/s$, i.e. $\sum_{n=0}^\infty p^{(n)}(w) = 1$.

The case where avalanches are fully independent events, i.e. a Poisson process of density $\rho_0$, corresponds to $Q(w) = \rho_0 e^{-\rho_0 w}$ and $\langle \ell \rangle = 1/\rho_0$. Then $Q(s) = \frac{\rho_0}{s + \rho_0}$ and one finds $p_n(s) = \frac{\rho_0^n}{(s + \rho_0)^n}$ and, not surprisingly

$$p^{(n)}(s) = \frac{1}{n!} \rho_0^n e^{-\rho_0 w} \quad (J6)$$
for $n \geq 0$, i.e. the Poisson distribution for the number of shocks in the interval. More precisely one finds

$$p_{n}^{(w)}(w_{1}, \ldots, w_{n}) = \rho_{0}^{n} e^{-\rho_{0} w} \theta(0 < w_{1} < \ldots < w_{n} < w),$$

i.e. a uniform distribution for the positions of the shocks.

Let us now add information about avalanche sizes. Assume the process contains only positive jumps $u(w) - u(0) = \sum_{i} S_{i,\theta}(0 < w_{n} < w)$, then

$$\frac{e^{\lambda(u(w)-u(0))}}{\sum_{n=0}^{\infty} e^{\lambda(u(w)-u(0))}} = \sum_{n=0}^{\infty} \int_{w_{1}, S_{i}} p^{(n)}(w_{1}, \ldots, w_{n}; S_{1}, \ldots, S_{n}) e^{\lambda(S_{1} + \ldots + S_{n})}.$$

If we further assume that the avalanche sizes are independent events uncorrelated with their location,

$$p^{(n)}(w_{1}, \ldots, w_{n}; S_{1}, \ldots, S_{n}) = p^{(n)}(w_{1}, \ldots, w_{n}) \prod_{i=1}^{n} P(S_{i}),$$

where $P(S)$ is a normalized probability distribution, one finds

$$e^{\lambda(u(w)-u(0))} = \sum_{n=0}^{\infty} \rho_{w}^{n} \langle e^{\lambda S} \rangle_{n}$$

$$\langle e^{\lambda S} \rangle = \int dS \ P(S) e^{\lambda S}.$$  

The case of a general $Q(w)$ can be solved in Laplace,

$$\int_{0}^{\infty} dw \ e^{-sw} e^{\lambda(u(w)-u(0))} = \frac{1}{s} + \frac{1}{\langle \ell \rangle s^{2}} \left[ 1 - Q(s) \right] \frac{\langle e^{\lambda S} \rangle - 1}{1 - \langle e^{\lambda S} \rangle}.$$  

For the Poisson process, we find that (J12) simplifies into $(s + \rho_{0}(1 - \langle e^{\lambda S} \rangle))^{-1}$, hence

$$e^{\lambda(u(w)-u(0))} = e^{\rho_{0} w} \int dS \ P(S) (e^{\lambda S} - 1)$$

$$= e^{w} \int dS \ \rho(S) (e^{\lambda S} - 1) = e^{\rho_{0} w} Z(\lambda).$$

in agreement with our general result (we have set $d = 0$). Although here we have assumed $\rho_{0}$ finite (which is the case, e.g. in numerical simulations [28]) the above formula remains valid when the total density of shocks is infinite as long as the density for a given size $\rho(S)$ (also noted $n(s)$ in the text) is finite and $\int dS \ S \rho(S)$ is finite. One then recovers the Levy process formula for the case of only positive jumps. For a proper mathematical formulation see [36, 37].

We observe that in the Poisson case (for $d = 0$) $Z(\lambda) \to -\rho_{0} L^{-d}$ at large negative $\lambda$. This is dominated by the probability that there is no avalanche in the interval $w$. This limit can also be written as $Z(-\infty) = -1/S$. Hence the mean-field formula (17) is valid only for $\lambda > -1/S_{\text{min}}$, where $S_{\text{min}}$ is a typical small-scale cutoff for the avalanche size, as discussed in Sec. V.E of [20].

### Appendix K: Periodic case

We now solve the equations (60) and (61) for the case where $R(u)$ is periodic. It is sufficient to choose $\lambda(w) = -\mu'(w)$ on the interval $[0, 1]$ with $\mu(0) = \mu(1)$. Indeed since in the periodic case we know that $u_{1}(w) - w$ is periodic of period 1, we can write:

$$\left\langle e^{\int_{0}^{1} dw \ \lambda(w) [u_{1}(w) - w)] \right\rangle = \left\langle e^{\int_{0}^{1} dw \ [u_{1}(w) - w] \lambda(w)} \right\rangle$$

$$\sum_{n} \lambda(w + n) = \tilde{\lambda}(w)$$

with $\int_{0}^{1} dw \ \tilde{\lambda}(w) = 0$. Using $u_{1}(w + n) = u_{1}(w) + n$ one finds for $w \in [0, 1]$ that the equations (60) and (61) hold where all integrals are over $w' \in [0, 1]$ and $U(w) \to \tilde{U}(w)$. We define again for $w \in [0, 1]$

$$\tilde{\lambda}(w) = -\mu'(w), \quad \tilde{U}(w) = V'(w).$$

Note that since $\tilde{\lambda}(0) = \tilde{\lambda}(1)$ and $\int_{0}^{1} dw \ \tilde{\lambda}(w) = 0$ one has $\mu(0) = \mu(1)$ and similarly $V(0) = V(1)$. The second equation in (60) gives after integration by part

$$V'(w) \left[ m^{2} + \int_{0}^{1} dw' R'''(u_{1}(w) - u_{1}(w')) u'_{1}(w') V(w') \right]$$

$$= -\mu'(w).$$

The boundary term $[R'''(u_{1}(w) - u_{1}(w'))V(w')]_{0}^{1}$ vanishes only if the integral goes from $0^{-}$ to $1^{-}$, i.e. contains the delta function at 0, a convention which we use here. Noting that for the periodic case

$$R'''(u) = R'''(0) + \sum_{n} 2 R'''(0^{+}) \delta(u - n)$$

we obtain for $w \in [0, 1]$:

$$\left[ m^{2} + R'''(0) \int_{0}^{1} dw' u'_{1}(w') V(w') + 2R'''(0^{+}) V(w) \right]$$

$$\times V'(w) = -\mu'(w).$$

Integration yields

$$V(w) \left[ m^{2} + R'''(0) \int_{0}^{1} dw' u'_{1}(w') V(w') \right] + R'''(0^{+}) V^{2}(w) = -\mu(w).$$

(Note that a possible integration constant has been dropped since it does not enter any physical observable.) The first equation in (60) gives after integration by part

$$m^{2}[u_{1}(w) - w]$$

$$+ \int_{0}^{1} dw' R'''(u_{1}(w) - u_{1}(w')) u'_{1}(w') V(w') = 0.$$
Taking a derivative and using again Eq. (K5), we finally arrive at the system of two equations:

\[
\begin{align*}
\mathcal{J}'(w) & = \frac{m^2}{m^2 + R'''(0)} \int_0^1 dw' u'_r(w')V(w') + 2R'''(0^+)V(w) \\
V(w) & \left[ m^2 + R''''(0) \int_0^1 dw' u'_r(w')V(w') \right] \\
& + R'''(0^+)V(w)^2 = -\sigma(w).
\end{align*}
\]  

(K9)

Noting \( \sigma = R'''(0) \) and \( r_4 = R'''(0) \) we obtain, multiplying \( u'_r(w) \) from (K9) with \( V(w) \) given by (K10)

\[
\begin{align*}
u'_r(w)V(w) &= \frac{-m^2\mu}{m^2 + r_4A + 2\sigma V(w)}[m^2 + r_4A + \sigma V(w)].
\end{align*}
\]  

(K11)

We have defined \( A = \int_0^1 dw' u'_r(w')V(w') \). We can now close the system of equations. This gives the result quoted in the text with \( r_4 = -2\sigma \). The action becomes

\[
\begin{align*}
-S_\Lambda &= \int_0^1 dw \left[ -\mu'(w) - \frac{m^2}{2}V''(w) \right] [u_1(w) - w] \\
& = \int_0^1 dw \left[ \mu(w) + \frac{m^2}{2}V(w) \right] [u'_1(w) - 1] \\
& = -\int_0^1 dw [\mu(w) + m^2V(w)] - \frac{1}{2}r_4A^2 \\
&\end{align*}
\]  

(K12)

as quoted in the text.
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