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Abstract—5th Generation Mobile Communication Technology (5G) utilizes the Access Traffic Steering, Switching, and Splitting (ATSSS) rule to enable multi-path data transmission, which is currently being standardized. Recently, the 3rd Generation Partnership Project (3GPP) SA1 and SA2 have been working on the multi-path solution for possible improvement from different perspectives. However, the existing 3GPP multi-path solution has some limitations on ultra-reliable low-latency communication (URLLC) traffic in terms of reliability and latency requirements. In order to capture the potential gains of multi-path architecture in the context of URLLC services, this paper proposes a novel traffic splitting technique that can more efficiently enjoy the benefit of multi-path architecture in reducing user equipment (UE) uplink (UL) end-to-end (E2E) latency. In particular, we formulate an optimization framework that minimizes user’s UL E2E latency via the joint optimization on the ratio of traffic assigned to each path and their corresponding transmit power. The performance of the proposed scheme is evaluated via well-designed simulations.

Index Terms—ATSSS, E2E, Multi-path, URLLC, Latency.

I. INTRODUCTION

NOWADAYS a mobile device may establish multiple data paths simultaneously with the same application using different access technologies (e.g., 5G, 4G, WiFi, Satellite, etc.). Even connecting through different networks (e.g., private network, public network) to improve user quality of service (QoS) is becoming one of the feasible and desirable deployment options in beyond 5G (B5G). 3Grd Generation Partnership Project (3GPP) SA1 and SA2 have been working on end-to-end (E2E) multi-path solution since Release 16 and the work will be continued on Release 18 and 19. Specifically, redundant transmission for high-reliability communication was first introduced [2]. The Phase 3 of further enhancing Access Traffic Steering, Switching and Splitting (ATSSS) has started in Release 18 [3]. More recently, Release 19 studied the upper layer ATSSS over dual 3GPP access [4].

Although 3GPP has paid particular attention to the E2E multi-path solution for data transmission, it still has some limitations in the following aspects: 1) The current solution only takes into consideration between 3GPP access and non-3GPP access. However, Release 19 has planned to consider the ATSSS between two 3GPP access; 2) It does not satisfy the latency and the reliability requirement of URLLC traffic because all traffic is split and steered based on a static policy; 3) It lacks holistic and intelligent view on E2E QoS assurance, e.g., UE and network function (NF) make individual decisions based on simple inputs and relative static policy.

The recent research literature has focused on the multi-path work to fulfill the latency and reliability requirements of data transmission [5]–[11]. In particular, the authors in [8] investigated an optimization problem for traffic scheduling in NR and WLAN aggregation (NWA) which is mainly focused on enhanced mobile broadband (eMBB) services and does not take into consideration of specific requirements of URLLC services. The literature [9] studied a multi-path transmission control protocol (MPTCP) scheduler, providing a good user experience for latency-sensitive applications when interface quality is asymmetric. However, this work considers the multi-path only from the transport layer perspective. In addition, machine learning (ML) based algorithms have been applied in the multi-path architecture. A joint power control and channel allocation scheme was developed in [12] to reduce interference adaptively based on combining a reinforcement learning (RL) algorithm from the radio link side rather than the E2E side.

Motivated by the aforementioned issues, this paper proposes a novel E2E multi-path solution for URLLC data transmission. The major contributions of this paper are summarized as follows.

• We propose an optimization framework that minimizes the latency of user equipment (UE) uplink (UL) URLLC traffics by jointly optimizing the traffic ratio of each path and associated transmit power.
• The proposed optimization framework is a dynamic policy because the decision in each time interval is determined by the combination of particular network conditions, traffic characteristics, and latency requirements.
• We compare the proposed multi-path solution with potential baselines under different scenarios, showing the advantages of the proposed multi-path solution.

The rest of this paper is organized as follows: Sec II introduces the system architecture. The system model is illustrated in Sec III. In Sec IV we compare the multi-path solution with proposed baseline solutions in terms of the instant latency and the average latency via the simulation. Finally, section V draws the conclusions for this paper.

II. SYSTEM ARCHITECTURE

As Fig. 1 shows, we consider an E2E system architecture where a single UE that has multiple traffic types for UL transmission connects to an application server (AS) via radio access network (RAN) and core network (CN) [13]. UE connects to each base
station (BS) via a wireless link (i.e., Uu interface), and each BS is connected to the user plane function (UPF) via an N3 link. The UPF then connects to the AS via an N6 link. We assume that the UE is always in the coverage overlapping area of two BSs by constantly walking between them. As a result, the UE always has two paths that are established between the UE and UPF via BS1 and BS2, respectively. We consider an optimization framework where UE makes decisions for all UL traffic types by considering the joint optimization on the traffic ratio allocated to two paths and the associated transmit power. To formulate such an optimization framework, we consider a time-slotted system where each time interval has a fixed duration, $t_s$ and UE makes optimization decisions at the beginning of each time interval, e.g., $t_1, t_1 + t_s, t_2 + t_s, \cdots$. It is assumed that the optimization decision, which is determined at the beginning of this time interval, will last for the entire time interval. Notice that different traffic types should have different transmission decisions made by UE within a time interval due to different traffic characteristics.

We denote $R_{UL}^1$ (bits/sec) and $R_{UL}^2$ (bits/sec) be the UL data rate of the wireless link at the beginning of each time interval on path 1 and path 2, respectively. Denote the QoS flow data rate of traffic type $i \in I$ over N3 links between BS and UPF on two paths as $c_1^i$ and $c_2^i$ (bits/sec), respectively. Note that $R_{UL}^1, R_{UL}^2, c_1^i$ and $c_2^i$ can be obtained at the UE side through the feedback from the BSs. The data rate of radio links ($R_{UL}^1$ or $R_{UL}^2$) is always assumed to be the bottleneck when compared with the data rate of QoS flow ($c_1^i$ or $c_2^i$). Therefore, the impact of queuing at the BSs on the UL optimization decision is almost negligible.

III. SYSTEM MODEL

In this section, we provide a system model for the proposed E2E multi-path solution. Let $0 \leq \alpha_i \leq 1, \alpha_i \in \mathbb{R}$ be the portion of traffic type $i \in I, |I| = N_I$ routed to path 1 and $1 - \alpha_i$ be the portion of traffic type $i$ routed to path 2. As mentioned in Section II at the beginning of each time interval, the UE optimization solver decides the traffic ratio $\alpha_i$ for traffic type $i$ and the traffic ratio $1 - \alpha_i$ for traffic type $i \in I$ on path 1 and path 2, respectively.

According to Fig. 1, the UL E2E latency on each path includes the latency over the wireless link and the latency over the N3 link. Let’s assume the number of arrival packets of traffic type $i$ is random variable $\lambda_i^{UL}$ which follows a Poisson distribution with the given mean $E[\lambda_i^{UL}] = \lambda_i^{UL}$. The packet size of traffic type $i$ is $M_i$ (number of bits) where the packet sizes are assumed to be identical for each traffic type. Meanwhile, we denote the number of packets of traffic type $i$ at UE queue at the beginning of each time interval as $n_i^t$, which also follows a Poisson distribution with the given mean $E[n_i^t] = n_i^t$. Therefore, the estimated instant latency of traffic type $i$ over the wireless link on path 1 at the beginning of a time interval is given by

$$T_1^\alpha(\alpha_i, P_1) = \frac{\alpha_i(\lambda_i^{UL} + n_i^t)M_i}{R_{UL}^1(P_1)},$$

where $R_{UL}^1(P_1)$ is the data rate of wireless link on path 1 at the beginning of the time interval, which is a function of transmit power $P_1$ allocated to path 1. $R_{UL}^1(P_1)$ can be expressed as

$$R_{UL}^1(P_1) = B_1 \log_2\left(1 + \frac{P_{RX}(P_1)}{N}\right),$$

where $B_1$ is the bandwidth assigned by BS 1. $N$ is the average noise power, and $P_{RX}(P_1)$ is the receiver (RX) power at the BS 1.

Meanwhile, the estimated instant latency of traffic type $i$ over N3 link on path 1 is

$$D_1^\alpha(\alpha_i) = \frac{\alpha_i(\lambda_i^{UL} + n_i^t)M_i}{c_1^i},$$

where $c_1^i$ (bits/sec) is the guaranteed bit rate (GBR) of traffic type $i$ over N3 link on path 1, which is assumed to follow a uniform distribution characterized by a lower bound and an upper bound. As a result, the estimated total instant UL latency of transmitting data for traffic type $i \in I$ via path 1 is given by

$$u_1^\alpha(\alpha_i, P_1) = T_1^\alpha(\alpha_i, P_1) + D_1^\alpha(\alpha_i).$$

Similarly, the estimated total instant UL latency of transmitting data for traffic type $i \in I$ via path 2 is

$$u_2^\alpha(\alpha_i, P_2) = T_2^\alpha(\alpha_i, P_2) + D_2^\alpha(\alpha_i),$$

where $T_2^\alpha(\alpha_i, P_2)$ is the instant latency of traffic type $i$ over the wireless link on path 2 at the beginning of a time interval which is expressed as

$$T_2^\alpha(\alpha_i, P_2) = \frac{(1 - \alpha_i)(\lambda_i^{UL} + n_i^t)M_i}{R_{UL}^2(P_2)},$$

where $R_{UL}^2(P_2)$ is the data rate of the wireless link on path 2 at the beginning of a time interval, which is a function of transmit power $P_2$ allocated to path 2. Then $R_{UL}^2(P_2)$ is expressed as

$$R_{UL}^2(P_2) = B_2 \log_2\left(1 + \frac{P_{RX}(P_2)}{N}\right),$$

where $B_2$ is the bandwidth assigned by BS 2, and $P_{RX}(P_2)$ is the RX power at the BS 2, given that the allocated transmit power from UE is $P_1$.

Meanwhile, the estimated instant latency of traffic type $i$ over the N3 link on path 2 is

$$D_2^\alpha(\alpha_i) = \frac{(1 - \alpha_i)(\lambda_i^{UL} + n_i^t)M_i}{c_2^i},$$

where $c_2^i$ (bits/sec) is the QoS flow guaranteed rate (GGR) of traffic type $i$ over N3 link on path 2, which also follows the rule of large scale fading, which considers both the pathloss and shadowing effects.
Problem 1 (Proposed UL E2E Multi-path Solution),

\begin{equation}
\arg\min_{\alpha_i, P_1, P_2} \sum_{i=1}^{N_t} \max \left( u_1^i(\alpha_i, P_1), u_2^i(\alpha_i, P_2) \right)
\end{equation}

s.t. \hspace{1cm} C1 : 0 \leq u_1^i(\alpha_i, P_1) \leq T_i^{max}, \hspace{0.5cm} i \in I,

C2 : 0 \leq u_2^i(\alpha_i, P_2) \leq T_i^{max}, \hspace{0.5cm} i \in I,

C3 : 0 \leq \alpha_i \leq 1, \hspace{0.5cm} i \in I,

C4 : 0 \leq P_1 \leq P_{tot},

C5 : 0 \leq P_2 \leq P_{tot},

C6 : P_1 + P_2 = P_{tot},

where $T_i^{max}$ is the maximum latency constraint of traffic type $i$. $N_t$ is the number of traffic types. $u_1^i(\alpha_i, P_1)$ and $u_2^i(\alpha_i, P_2)$ are expressed in Eq. (4) and Eq. (5), respectively. As the instantaneous latency of a traffic type in each time interval is determined by the maximum one between two paths, we thereby use \max \left( u_1^i(\alpha_i, P_1), u_2^i(\alpha_i, P_2) \right) to represent the estimated instantaneous latency of traffic type $i$. The constraints C1 and C2 indicate that the estimated instantaneous latency of traffic type $i$ on each path should not exceed the maximum latency constraint $T_i^{max}$. C3 defines the range of traffic ratio on path 1. It should be noted that $\alpha_i = 0$ is the case when entire UL traffic goes via path 2, while $\alpha_i = 1$ is the case when entire UL traffic goes via path 1. The constraints C4 and C5 define the range of the transmit power allocated to each path, and C6 indicates that the sum of allocated transmit power should be the total transmit power $P_{tot}$. Since the optimization decision is made at the UE side, UE only optimizes the UE’s transmit power and traffic ratio of each traffic type. Hence, optimization on the bandwidth assigned by the BS side is not considered in the solution.

IV. Simulation

In this section, we test the proposed UL E2E multi-path solution by conducting various simulations in Matlab. We propose two baseline solutions to justify the effectiveness of our proposed solution, which are described as follows:

- **Single-path solution**: UE uses a fixed path (i.e., path 1 or path 2) for all traffic types in all time intervals;
- **Path-selection solution**: UE dynamically selects a better path between two paths for all traffic types in each time interval.

In our simulation scenario, UE does a 2-D random walk between the two fixed BSs, and UE is always in their coverage overlapping areas. To investigate the performance difference between the multi-path and baselines, we consider the following more detailed scenarios:

- **Scenario 1**: UE walks around the center of two BSs;
- **Scenario 2**: UE walks around one of BSs (e.g., BS2) in most time.

The main simulation setup is summarized in Table I, where the used two traffic types have different characteristics. The proposed solution is solved by using Matlab CVX. For a fair comparison between the proposed multi-path solution and the baselines, UE assigns the whole transmit power $P_{tot}$ to the selected path under the path-selection solution and the fixed path under the single-path solution. Meanwhile, BS1 and BS2 are assumed to have equal bandwidth (i.e., $B_1 = B_2$), and each BS has the half of total bandwidth under the multi-path solution and the path-selection solution. By contrast, the single BS utilizes the total bandwidth for the fixed path under the single-path solution. The GBR in each time interval under each solution keeps the same.

A. Multi-path performance under scenario 1

We first provide an example (Total bandwidth = 100 MHz) to compare the performance of the proposed multi-path solution with baselines under scenario 1. In this scenario, the initial UE’s proximity to each BS is set to 250 meters.

Table II shows the average latency of two traffics among all solutions under scenario 1. Under this simulation setup, multi-path solution performs the best, while the single-path solutions perform the worst in terms of the average latency of both traffics. Fig. 2 provides more performance details of the proposed multi-path solution. Fig. 2 (a) and (b) show the instant latency cumulative distribution function (CDF) of traffic type X and Y, respectively. We can observe that the single-path solutions have long tails, which indicates that the UE suffers from extraordinarily higher latency compared with the multi-path and the path-selection. This is because the multi-path and path-selection always can leverage a higher quality path between the two paths while the single-path solution sticks with the only path for data transmission. Once the quality of the fixed path in a time interval is really bad, the instant latency of that time interval becomes extremely high. As a result, the average latency under the single-path increases. Note that the path-selection solution can be considered as a special case of the multi-path solution, i.e., the total transmit power and

| Parameter | Value |
|-----------|-------|
| Packet size, $M_t$ (bytes) | Traffic X: 100/900 |
| Average packet arrival rate (packets) | Traffic Y: 200/90 |
| Average number of outgoing packets, $n_t$ | Traffic Y: 100 |
| Latency constraint, $T_i^{max}$ (second) | Traffic X: 0.9/0.25 |
| Noise PSD, $N$ (dBm/Hz) | -174 |
| Center frequency band (MHz) | -2.6222 |
| Total transmit power, $P_i$ (dBm) | -2 |
| Total bandwidth (MHz) | [10, 50, 100] |
| Paths (dir) | Uma NLOS (5) |
| Shadowing, $s$ (dB) | -7.8 |
| GBR range on path 1, $c_1$ (Mbps) | Traffic X: [100, 140]/[100, 200] |
| GBR range on path 2, $c_2$ (Mbps) | Traffic Y: [110, 130]/[180, 200] |
| Speed of UE (m/s) | 10 |
| Time interval duration, $t_i$ (second) | 0.5 |
| Simulation time (second) | 500 |
| CPU | Intel Core i7 CPU at 2.6GHz |

Table II shows the average latency of two traffics among all solutions under scenario 1. Under this simulation setup, multi-path solution performs the best, while the single-path solutions perform the worst in terms of the average latency of both traffics. Fig. 2 provides more performance details of the proposed multi-path solution. Fig. 2 (a) and (b) show the instant latency cumulative distribution function (CDF) of traffic type X and Y, respectively. We can observe that the single-path solutions have long tails, which indicates that the UE suffers from extraordinarily higher latency compared with the multi-path and the path-selection. This is because the multi-path and path-selection always can leverage a higher quality path between the two paths while the single-path solution sticks with the only path for data transmission. Once the quality of the fixed path in a time interval is really bad, the instant latency of that time interval becomes extremely high. As a result, the average latency under the single-path increases. Note that the path-selection solution can be considered as a special case of the multi-path solution, i.e., the total transmit power and
the total traffic ratio are allocated to the better path. Therefore, the optimal solution of the multi-path solution always performs better than the path-selection in terms of the average latency and instant latency.

Fig. 2 (c) and (d) show the optimization decision results under scenario 1. Under the previous simulation setup, the traffic ratios allocated to two paths of both traffics are almost overlapping because the wireless link quality of the two paths is similar due to the approximate pathloss effects. Meanwhile, the average transmit power allocated to Path 2 is subtly higher than that allocated to Path 1. According to Table. III, the average latency of Path 1 only is higher than that of Path 2 only, indicating that the wireless link quality of Path 2 is generally better than that of Path 1. Hence UE is prone to allocate more transmit power to Path 2 in the proposed multi-path solution.

**B. Multi-path performance under scenario 2**

We further study an example (Total bandwidth = 100 MHz) under scenario 2. In such a scenario, the initial UE’s proximity to BS1 and BS2 is 475 and 25 meters, respectively.

**TABLE III:** Average latency (ms) under scenario 2.

| Traffic type | Multi-path | Single-path (path 1 only) | Single-path (path 2 only) | Path-selection |
|--------------|------------|----------------------------|--------------------------|----------------|
| X            | 0.7778     | 10.5526                    | 0.8460                   | 0.9297         |
| Y            | 0.4787     | 8.1722                     | 0.4738                   | 0.5423         |

Table III shows the average latency of two traffics among all solutions under scenario 2. Under this simulation setup, the multi-path solution performs close to the single-path solution (i.e., path 2 only), while the path-selection solution performs the worst. As is shown in Fig 3 (a) and (b), the instant latency CDF of the multi-path solution has a shorter tail for traffic type X while a longer tail for traffic type Y compared with the single-path solution. As Fig. 3 (c) and (d) show, first, the traffic ratios allocated to two paths of both traffics under scenario 2 are such that the traffic ratio allocated to Path 2 is close to 1 while the ratio to Path 1 is close to 0 in most time. This is because the wireless link quality of Path 2 becomes much better than that of Path 1 due to less pathloss effects. Second, since UE is quite close to BS2, UE is prone to allocate more transmit power to Path 2 in the proposed multi-path solution.

**C. Average latency v.s. Bandwidth**

Notice that the previous examples under two scenarios only consider a high bandwidth. We further explore the effects of bandwidth on the average latency. For simplicity, a single traffic type is considered in the simulation, where the packet size is 500 bytes and the average packet arrival rate is 50 packets/sec. Fig. 4 shows the average latency of a single traffic type with different bandwidths under two scenarios. Under scenario 1, i.e.,
when UE walks around the center of two BSs, the proposed multi-path solution performs the best whichever the bandwidth is. By contrast, when UE walks around BS2 in most time under scenario 2, the single-path solution performs the best, especially under the lower bandwidth. However, the multi-path solution gets higher gains when increasing the bandwidth compared with the single-path solution.

### D. Average latency v.s. UE’s distance to the BS

Afterwards, we investigate the effects of UE’s distance to the BS on the average latency of the single traffic type of which the characteristics are the same as part C. Fig. 5 shows the average latency with different distances to BS2. When UE is getting away from BS2, the single-path solution gets lower gains than other solutions because the average latency under the single-path solution increases more rapidly regardless of the total bandwidth.

![Fig. 5: Average latency v.s. UE’s distance to BS2 under different total bandwidths.](image)

**E. Average latency v.s. Packet size**

Finally, we study the effects of packet size on the average latency under different bandwidths, which is shown in Fig. 6. Given the shown simulation setup, the average latency increases almost linearly with the increasing packet size regardless of the bandwidth. In addition, the multi-path solution performs the best when UE walks around the center of two BSs while the single-path generally performs the best when UE walks around one BS, especially under the lower bandwidth.

![Fig. 6: Average latency v.s. Packet size under different bandwidths.](image)

### V. CONCLUSION

In this paper, we proposed an E2E multi-path solution that minimizes the UE’s UL latency of multiple traffic types through the joint optimization of the traffic ratio of each traffic type on each path and the associated transmit power. We also compared the performance of the proposed E2E multi-path solution with that of the proposed baselines in terms of the instant latency in each time interval and the average latency. Particularly, given the described simulation setup, our key observations are

- Multi-path solution performs the best in the situation in which UE is constantly moving between two BSs such that the pathloss effects of two paths are approximate.
- Single-path solution usually performs the best in the situation in which UE is constantly moving around one BS such that the pathloss of the closer BS is much lower than that of the other.
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