REGULARITY ESTIMATES FOR NONLOCAL SPACE-TIME MASTER EQUATIONS IN BOUNDED DOMAINS

ANIMESH BISWAS AND PABLO RAÚL STINGA

Abstract. We obtain sharp parabolic interior and global Schauder estimates for solutions to nonlocal space-time master equations \((\partial_t + L)^s u = f\) in \(\mathbb{R} \times \Omega\), where \(L\) is an elliptic operator in divergence form, subject to homogeneous Dirichlet and Neumann boundary conditions. In particular, we establish the precise behavior of solutions near the boundary. Along the way, we prove a characterization of the correct intermediate parabolic Hölder spaces in the spirit of Sergio Campanato.

1. Introduction

We study interior and global Schauder estimates for solutions \(u\) to nonlocal space-time master equations
\begin{equation}
H^s u \equiv (\partial_t - \text{div}(A(x)\nabla x))^s u = f \quad \text{in } \mathbb{R} \times \Omega,
\end{equation}
where \(f = f(t,x) : \mathbb{R} \times \Omega \to \mathbb{R}\) is a given datum and \(\Omega \subset \mathbb{R}^n, n \geq 1,\) is a bounded Lipschitz domain. Here \(H^s = (\partial_t - \text{div}(A(x)\nabla x))^s\) is the fractional power of order \(0 < s < 1\) of the parabolic operator \(H = \partial_t - \text{div}(A(x)\nabla x)\). The coefficients in (1.1) are symmetric \(A(x) = (A_{ij}(x)) = (A_{ji}(x))\) for \(i,j = 1, \ldots, n,\) bounded and measurable, and satisfy the uniform ellipticity condition \(\Lambda_1 |\xi|^2 \leq A(x)\xi \cdot \xi \leq \Lambda_2 |\xi|^2\), for all \(\xi \in \mathbb{R}^n\) and almost every \(x \in \Omega,\) for some ellipticity constants \(0 < \Lambda_1 \leq \Lambda_2.\) The problem is subject to either homogeneous Dirichlet or Neumann boundary conditions, that is,
\begin{align*}
u = 0 \quad \text{or} \quad \partial_A u & \equiv A(x)\nabla_x u \cdot \nu = 0 \quad \text{on } \mathbb{R} \times \partial \Omega
\end{align*}
where \(\nu\) is the exterior unit normal to \(\partial \Omega.\)

Master equations as in (1.1) arise in several different physical applications such as the phenomenon of osmosis in semipermeable membranes, in diffusion models for biological invasions, in financial mathematics, in the Signorini problem of elasticity in heterogeneous materials and also in probability, among others, see, for instance, [1, 3, 5, 6, 9, 17, 26] and references therein. All these phenomena are governed by a master equation given in generalized form as
\begin{equation}
\int_{\mathbb{R}^n} \int_0^\infty (u(t - \tau, z) - u(t, x)) K(t, x, \tau, z) \, d\tau \, dz = f(t, x)
\end{equation}
for \(t \in \mathbb{R}\) and \(x \in \mathbb{R}^n,\) for some kernel \(K.\)

In terms of regularity, Caffarelli and Silvestre proved Hölder estimates of viscosity solutions to (1.2) with bounded right hand side, see [9]. They assumed conditions on the kernel \(K\) that ensure that (1.2) is an equation of fractional order \(s\) in time and \(2s\) in space. On the other hand, in [26], Stinga and Torrea studied the problem \((\partial_t - \Delta)^s u = f,\) for \(0 < s < 1,\) which is the most basic form of a master equation. The systematic study
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of weak solutions to master equations as in (1.1) was initiated in [7], where a precise definition of the fractional power operator $H^s$ is given. In particular, in [7], the pointwise formula and weak formulation for $H^s u$ are obtained, see (3.1) below. In addition, it is shown that nonnegative solutions to $H^s u = 0$ satisfy interior and boundary parabolic Harnack inequalities and Hölder estimates.

We continue the development of the regularity theory for (1.1). We obtain interior and boundary parabolic Schauder estimates for the solution $u$ to (1.1) in the cases when $f$ is Hölder continuous, see Theorems 1.1, 1.3, 1.4 and 1.5 and also when $f$ is just $L^p$ integrable, for $p$ large depending on $s$ and $n$, see Theorems 1.2 and 1.6. For these results, the coefficients $A(x)$ are assumed to be at least continuous. In particular, to establish the boundary behavior of solutions we need to perform a precise asymptotic analysis of half space solutions. Furthermore, in order to apply our method, which is based on energy estimates and compactness arguments and is nonlinear in nature, we need to prove a characterization of parabolic Hölder spaces in the spirit of Campanato.

In the following we present our main results. From now on, we fix $T_1 < T_2$ and we call $I = (T_1, T_2)$. We refer the reader to Section 2 for the definition of parabolic Hölder spaces. In the first two statements, we present the interior regularity when $f$ is parabolically Hölder continuous in $I \times \Omega$ and when $f$ is in $L^p(I \times \Omega)$, respectively, under precise continuity assumptions on $A(x)$. Interior regularity in both cases does not depend on the prescribed boundary conditions nor on the regularity of the boundary.

**Theorem 1.1** (Interior regularity for $f$ Hölder). Let $0 < \alpha < 1$ and suppose that $f \in C_t^{\alpha/2, \alpha}(I \times \Omega)$. Let $u \in \text{Dom}(H^s)$ be a weak solution to (1.1) such that $u = 0$ or $\partial_A u = 0$ on $\mathbb{R} \times \partial \Omega$.

(i) Assume that $0 < \alpha + 2s < 1$ and that $A(x)$ is continuous in $\Omega$. Then

$$u \in C_t^{(\alpha+2s)/2, \alpha+2s}(I \times \Omega)$$

and for any open subset $K \subset I \times \Omega$ we have the estimate

$$\|u\|_{C_t^{(\alpha+2s)/2, \alpha+2s}(K)} \leq C (\|u\|_{\text{Dom}(H^s)} + \|f\|_{C_t^{\alpha/2, \alpha}(I \times \Omega)}).$$

(ii) Assume that $1 < \alpha + 2s < 2$ and that $A(x) \in C_0^{0, \alpha+2s-1}(\Omega)$. Then

$$u \in C_t^{(\alpha+2s)/2, 1+(\alpha+2s-1)}(I \times \Omega)$$

and for any open subset $K \subset I \times \Omega$ we have the estimate

$$\|u\|_{C_t^{(\alpha+2s)/2, 1+(\alpha+2s-1)}(K)} \leq C (\|u\|_{\text{Dom}(H^s)} + \|f\|_{C_t^{\alpha/2, \alpha}(I \times \Omega)}).$$

The constants $C > 0$ above depend only on $s, \alpha, K, I \times \Omega$ and the modulus of continuity of $A(x)$.

**Theorem 1.2** (Interior regularity for $f$ in $L^p$). Suppose that $f \in L^p(I \times \Omega)$ for some $2 \leq p < \infty$. Let $u \in \text{Dom}(H^s)$ be a weak solution to (1.1) such that $u = 0$ or $\partial_A u = 0$ on $\mathbb{R} \times \partial \Omega$.

(i) Assume that $(n+2)/(2s) < p < (n+2)/(2s-1)$ and that $A(x)$ is continuous in $\Omega$. Then

$$u \in C_t^{\alpha/2, \alpha}(I \times \Omega)$$

where $\alpha = 2s - (n+2)/p \in (0, 1)$ and, for any open subset $K \subset I \times \Omega$, we have the estimate

$$\|u\|_{C_t^{\alpha/2, \alpha}(K)} \leq C (\|u\|_{\text{Dom}(H^s)} + \|f\|_{L^p(I \times \Omega)}).$$
(ii) Assume that \( s > 1/2, \ p > (n + 2)/(2s − 1) \) and that \( A(x) \in C^{0,\alpha}(\Omega) \) for \( \alpha = 2s − (n + 2)/p − 1 \in (0,1) \). Then
\[
u \in C^{(1+\alpha)/2,1+\alpha}_{t,x}(I \times \Omega)
\]
and for any open subset \( K \subset I \times \Omega \) we have the estimate
\[
\|\nu\|_{C^{(1+\alpha)/2,1+\alpha}_{t,x}(K)} \leq C (\|\nu\|_{\text{Dom}(H^s)} + \|f\|_{L^p(I \times \Omega)}).
\]
The constants \( C > 0 \) above depend only on \( s, \ p, I \times \Omega \) and the modulus of continuity of \( A(x) \).

Next we state our results on global regularity. The first one, Theorem 1.3, deals with solutions satisfying the Dirichlet boundary condition \( u = 0 \) on \( \mathbb{R} \times \partial\Omega \) when \( f \) is Hölder continuous in \( I \times \Omega \) and, in addition, is allowed to be nonzero on the boundary \( I \times \partial\Omega \). The fact that \( f \) is nonzero on the boundary will affect the global regularity of the solution. Instead, when \( f \) is identically zero on the boundary, we get better global regularity which is consistent with the interior estimates of Theorem 1.1, see Theorem 1.4. This is in high contrast with the local case of parabolic equations, namely, when \( s = 1 \), see [20]. Such feature had already been observed in the case of fractional elliptic equations in divergence form in [10]. Our statements are also precise in terms of the sharp regularity of the coefficients and the boundary \( \partial\Omega \).

**Theorem 1.3** (Global regularity for Dirichlet and \( f \) Hölder). Let \( 0 < \alpha < 1 \) and suppose that \( f \in C^{\alpha/2,\alpha}_{t,x}(I \times \Omega) \). Let \( u \in \text{Dom}(H^s) \) be a weak solution to \( (1.1) \) such that \( u = 0 \) on \( \mathbb{R} \times \partial\Omega \).

(i) Assume that \( 0 < \alpha + 2s < 1, \partial\Omega \) is \( C^{1,\alpha} \) and that \( A(x) \in C^{0,\alpha}(\Omega) \). Then
\[
u(t,x) \sim \text{dist}(x,\partial\Omega)^{2s} + v(t,x) \quad \text{for all } t \in I
\]
where
\[
v \in C^{(\alpha+2s)/2,\alpha+2s}_{t,x}(I \times \Omega)
\]
and we have the estimate
\[
\|v\|_{C^{(\alpha+2s)/2,\alpha+2s}_{t,x}(I \times \Omega)} \leq C (\|u\|_{\text{Dom}(H^s)} + \|f\|_{C^{\alpha/2,\alpha}_{t,x}(I \times \Omega)}).
\]

(ii) Assume that \( s = 1/2, \partial\Omega \) is \( C^{1,1+\epsilon} \) and that \( A(x) \in C^{0,1+\epsilon}(\Omega) \), for some \( \epsilon > 0 \) such that \( 0 < \alpha + \epsilon < 1 \). Then
\[
u(t,x) \sim \text{dist}(x,\partial\Omega)\text{log dist}(x,\partial\Omega) + v(t,x) \quad \text{for all } t \in I
\]
where
\[
v \in C^{(1+\alpha)/2,1+\alpha}_{t,x}(I \times \Omega)
\]
and we have the estimate
\[
\|v\|_{C^{(1+\alpha)/2,1+\alpha}_{t,x}(I \times \Omega)} \leq C (\|u\|_{\text{Dom}(H^s)} + \|f\|_{C^{\alpha/2,\alpha}_{t,x}(I \times \Omega)}).
\]

(iii) Assume that \( s > 1/2, 1 < \alpha + 2s < 2, \partial\Omega \) is \( C^{1,\alpha+2s−1} \) and that \( A(x) \in C^{0,\alpha+2s−1}(\Omega) \). Then
\[
u(t,x) \sim \text{dist}(x,\partial\Omega) + v(t,x) \quad \text{for all } t \in I
\]
where
\[
v \in C^{(\alpha+2s)/2,1+(\alpha+2s−1)}_{t,x}(I \times \Omega)
\]
and we have the estimate
\[
\|v\|_{C^{(\alpha+2s)/2,1+(\alpha+2s−1)}_{t,x}(I \times \Omega)} \leq C (\|u\|_{\text{Dom}(H^s)} + \|f\|_{C^{\alpha/2,\alpha}_{t,x}(I \times \Omega)}).
\]
The constants \( C > 0 \) above depend only on \( n, s, \alpha \) and the modulus of continuity of \( \partial\Omega \) and \( A(x) \).
Theorem 1.4 (Global regularity for Dirichlet and $f$ Hölder, $f \equiv 0$ on the boundary). Let $0 < \alpha < 1$ and suppose that $f \in C^{\alpha/2,\alpha}(I \times \Omega)$ is such that $f = 0$ on $I \times \partial \Omega$. Let $u \in \text{Dom}(H^s)$ be a weak solution to \[[1.1]\) such that $u = 0$ on $\mathbb{R} \times \partial \Omega$.

(i) Assume that $0 < \alpha + 2s < 1$, $\partial \Omega$ is $C^1$ and that $A(x)$ is continuous in $\overline{\Omega}$. Then

$$u \in C^{(\alpha+2s)/2,\alpha+2s}_t(\overline{I \times \Omega})$$

and we have the estimate

$$\|u\|_{C^{(\alpha+2s)/2,\alpha+2s}_t(\overline{I \times \Omega})} \leq C \left( \|u\|_{\text{Dom}(H^s)} + \|f\|_{C^{\alpha/2,\alpha}_t(\overline{I \times \Omega})} \right).$$

(ii) Assume that $1 < \alpha + 2s < 2$, $\partial \Omega$ is $C^{1,\alpha+2s-1}$ and that $A(x) \in C^{0,\alpha+2s-1}(\overline{\Omega})$. Then

$$u \in C^{(\alpha+2s)/2,1+(\alpha+2s-1)}_t(\overline{I \times \Omega})$$

and we have the estimate

$$\|u\|_{C^{(\alpha+2s)/2,1+(\alpha+2s-1)}_t(\overline{I \times \Omega})} \leq C \left( \|u\|_{\text{Dom}(H^s)} + \|f\|_{C^{\alpha/2,\alpha}_t(\overline{I \times \Omega})} \right).$$

The constants $C > 0$ above depend only on $n, s, \alpha$ and the modulus of continuity of $\partial \Omega$ and $A(x)$.

In the following we turn our attention to global regularity results for the case of the Neumann boundary condition $\partial_\nu u = 0$ on $\mathbb{R} \times \partial \Omega$, when $f$ is Hölder continuous. In contrast with the case of Dirichlet boundary condition, here the global estimates do not depend on the values of $f$ on the boundary and, therefore, are consistent with the interior regularity obtained in Theorem 1.1.

Theorem 1.5 (Global regularity for Neumann and $f$ Hölder). Let $0 < \alpha < 1$ and suppose that $f \in C^{\alpha/2,\alpha}_t(\overline{I \times \Omega})$. Let $u \in \text{Dom}(H^s)$ be a weak solution to \[[1.1]\) such that $\partial_\nu u = 0$ on $\mathbb{R} \times \partial \Omega$.

(i) Assume that $0 < \alpha + 2s < 1$, $\partial \Omega \subset C^1$ and that $A(x)$ is continuous in $\overline{\Omega}$. Then

$$u \in C^{(\alpha+2s)/2,\alpha+2s}_t(\overline{I \times \Omega})$$

and we have the estimate

$$\|u\|_{C^{(\alpha+2s)/2,\alpha+2s}_t(\overline{I \times \Omega})} \leq C \left( \|u\|_{\text{Dom}(H^s)} + \|f\|_{C^{\alpha/2,\alpha}_t(\overline{I \times \Omega})} \right).$$

(ii) Assume that $1 < \alpha + 2s < 2$, $\partial \Omega \subset C^{1,\alpha+2s-1}$ and that $A(x) \in C^{0,\alpha+2s-1}(\overline{\Omega})$. Then

$$u \in C^{(\alpha+2s)/2,1+(\alpha+2s-1)}_t(\overline{I \times \Omega})$$

and we have the estimate

$$\|u\|_{C^{(\alpha+2s)/2,1+(\alpha+2s-1)}_t(\overline{I \times \Omega})} \leq C \left( \|u\|_{\text{Dom}(H^s)} + \|f\|_{C^{\alpha/2,\alpha}_t(\overline{I \times \Omega})} \right).$$

The constants $C > 0$ above depend only on $n, s, \alpha$ and the modulus of continuity of $\partial \Omega$ and $A(x)$.

Finally, we state our global Schauder estimates for the case of $L^p$ right hand side, which are in accordance with the interior estimates of Theorem 1.2.

Theorem 1.6 (Global regularity for $f$ in $L^p$). Suppose that $f \in L^p(I \times \Omega)$ for some $2 \leq p < \infty$. Let $u \in \text{Dom}(H^s)$ be a weak solution to \[[1.1]\) such that $u = 0$ or $\partial_\nu u = 0$ on $\mathbb{R} \times \partial \Omega$. 

(i) Assume that \((n + 2)/(2s) < p < (n + 2)/(2s - 1)\), \(\partial \Omega \in C^1\) and that \(A(x)\) is continuous in \(\Omega\). Then

\[ u \in C^{\alpha/2,\alpha}_{t,x}(I \times \Omega) \]

where \(\alpha = 2s - (n + 2)/p \in (0, 1)\) and we have the estimate

\[ \|u\|_{C^{\alpha/2,\alpha}_{t,x}(I \times \Omega)} \leq C(\|u\|_{\text{Dom}(H^s)} + \|f\|_{L^p(I \times \Omega)}). \]

(ii) Assume that \(s > 1/2\), \(p > (n + 2)/(2s - 1)\) and that \(A(x) \in C^{0,\alpha}(\Omega)\) for \(\alpha = 2s - (n + 2)/p - 1 \in (0, 1)\). Then

\[ u \in C^{(1+\alpha)/2,1+\alpha}_{t,x}(I \times \Omega) \]

and we have the estimate

\[ \|u\|_{C^{(1+\alpha)/2,1+\alpha}_{t,x}(I \times \Omega)} \leq C(\|u\|_{\text{Dom}(H^s)} + \|f\|_{L^p(I \times \Omega)}). \]

The constants \(C > 0\) above depend only on \(n, s, p\) and the modulus of continuity of \(\partial \Omega\) and \(A(x)\).

The main technique to prove our Schauder estimates is to use the parabolic extension problem, which turns the nonlocal equation (1.1) into a local degenerate parabolic problem with Neumann boundary condition. This result for \(H^s\) was proved in [7]. Such an extension problem is in the spirit of the famous Caffarelli–Silvestre extension problem for the fractional Laplacian [8]. As the extension problem localizes the equation, we can prove energy estimates with appropriate test functions and then apply compactness arguments in the local parabolic equation. Indeed, we first prove a counterpart of the parabolic Caccioppoli inequality in Lemma 4.1. For this the Steklov averages are an essential tool. Second, the compactness provided by the Aubin–Lions lemma [4], together with the energy estimate, give us that there is a solution \(W\) to a degenerate heat equation (4.6) that is ‘close’ to our solution \(U\) in \(L^2\), see Corollary 4.2. This approximation is applied at any scale to finally transfer the regularity from \(W\) to \(U\).

For the last step above, we need to use an appropriate characterization of parabolic Hölder spaces in terms of approximations of solutions by linear polynomials. The definition of the space \(C^{\delta/2,\delta}_{t,x}\) is clear in the case when \(0 < \delta < 1\), namely, when there are no derivatives in time and space. It is also clear how to define the space \(C^{1+\delta/2,2+\delta}_{t,x}\), that is, when we have one derivative in time and two derivatives in space. But it is not immediate how to define the appropriate intermediate Hölder space \(C^{(1+\delta)/2,1+\delta}_{t,x}\), that is, the one that corresponds to one derivative in space. In [18], N. V. Krylov used interpolation results to suggest a definition. Indeed, in Remark 8.8.7 he claims that “with respect to the parabolic metric, one derivative in \(t\) is worth two derivatives in \(x\). This suggests that \(C^{(1+\delta)/2,1+\delta}({\mathbb{R}^{d+1}})\) should be defined as the space of all functions with finite norm \(\|u\|_0 + \|u_x\|_{\delta/2,\delta} + \sup_{s \neq t} \frac{|u(t,x) - u(s,y)|}{|t-s|^{(1+\delta)/2}}\)” Stinga and Torrea showed that this definition for the intermediate Hölder space \(C^{(1+\delta)/2,1+\delta}_{t,x}\) is correct in terms of the Poisson semigroup generated by the heat operator, see [26] Theorem 7.2. They used such a semigroup characterization to prove Schauder estimates for solutions to \((\partial_t - \Delta)^{1+s}u = f\). In turn, here we show in Theorem 2.12 that Krylov’s definition of intermediate parabolic Hölder space is also the correct one for bounded domains in terms of approximations by linear polynomials that depend only on space. This is a Campanato-type characterization that, up to the best of our knowledge, has not been proved in the literature. Notice that in the case of no derivative in time and space, or one derivative in time and two derivatives in space, such characterizations are very well known, see [20] [21].
There are some intricate issues in the proof of global regularity, in particular, in Theorem 1.3 We have already pointed out that regularity is improved when $f$ is zero on the boundary. This fact is better explained by computing particular one dimensional pointwise solutions to $(\partial_{t} - D_{xx}^{+})^{s}u = f$ in $\mathbb{R} \times \mathbb{R}_{+}$, given $u(t,0) = 0$ in $\mathbb{R}$, when $f$ is nonzero on the boundary. Here $D_{xx}^{+}$ is the Dirichlet Laplacian in the positive half line $\mathbb{R}_{+}$. On one hand, this one dimensional particular solution has the same regularity as the difference $u - v$ in Theorem 1.3 On the other hand, due to this solution, for $s \leq 1/2$, we need a little bit more regularity on the boundary $\partial \Omega$ and on the coefficients $A(x)$ to get $C_{t,x}^{(\alpha+2s)/2,1+(\alpha+2s-1)/(2r)}(\overline{\Omega})$ regularity for $v$. Therefore, in this paper we also need to prove sharp estimates on the behavior of half space solutions, both for Dirichlet and Neumann boundary conditions.

This paper is organized as follows. We give the definition of intermediate parabolic Hölder spaces and state the Campanato-type characterization in Section 2. Then, in Section 3 we go through a brief review of the definition and some properties of the operator $H^s$, including fundamental solutions, and where we also define the weak solution to the extension problem for $H^s$. In Section 4 we prove a parabolic Caccioppoli inequality using Steklov averages for the extension problem. The proofs of interior and global Schauder estimates for the solution of (1.1) are given in Sections 5 and 7 respectively. In between, we present the boundary regularity for the fractional heat equation, see Section 6. In addition, we give a detailed study of the behavior of particular one dimensional pointwise solutions to $(\partial_{t} - D_{xx}^{+})^{s}u = f$, in $\mathbb{R} \times \mathbb{R}_{+}$. Finally, in Section 8 we provide the proof of Theorem 2.1.

2. Notation and parabolic Hölder spaces

**Notation.** Throughout this paper we will use the following notation. For $(t,x) \in \mathbb{R} \times \mathbb{R}^n$ and $r > 0$, we define

$$B_{r}(x) = \{z = (z_1, z_2, \ldots, z_n) \in \mathbb{R}^n : |x - z| < r\} \subset \mathbb{R}^n$$

$$Q_{r}(t,x) = \{(\tau, z) \in \mathbb{R} \times \mathbb{R}^n : |t - \tau| < r^2, |x - z| < r\}$$

$$= (t - r^2, t + r^2) \times B_{r}(x) \subset \mathbb{R} \times \mathbb{R}^n$$

$$B_{r}(x)^s = \{(z, y) \in \mathbb{R}^n \times (0, \infty) : z \in B_{r}(x), 0 < y < r\}$$

$$= B_{r}(x) \times (0, r) \subset \mathbb{R}^{n+1}$$

$$Q_{r}(t,x)^s = \{(\tau, z, y) \in \mathbb{R} \times \mathbb{R}^n \times (0, \infty) : |t - \tau| < r^2, z \in B_{r}(x), 0 < y < r\}$$

$$= Q_{r}(t,x) \times (0, r) \subset \mathbb{R} \times \mathbb{R}^{n+1}.$$  

We write $B_{r}$, $Q_{r}$, etc, when $(t,x) = (0,0)$. If we let

$$B_{r}^+ = B_{r} \cap \{x_n > 0\} \subset \mathbb{R}^n$$

then we can also define $Q_{r}^+$, $(B_{r}^+)^s$ and $(Q_{r}^+)^s$ analogously. The fractional power $s \in (0,1)$ and we will always denote

$$a = 1 - 2s \in (-1,1).$$

Finally, $x \in \Omega \subset \mathbb{R}^n$, $y > 0$, $X = (x,y) \in \Omega \times (0, \infty)$ and div and $\nabla$ denote the divergence and gradient with respect to the variable $X$, respectively.

**Parabolic Hölder spaces.** Let $\Omega \subset \mathbb{R}^n$ be a bounded Lipschitz domain with Lipschitz constant $M > 0$, and let $I \subset \mathbb{R}$ be a bounded interval. Fix any $0 < \beta \leq 1$.

The classical parabolic Hölder space $C^{\beta/2,\beta}_{t,x}(I \times \overline{\Omega})$ is the set of continuous functions $u = u(t,x) : I \times \overline{\Omega} \rightarrow \mathbb{R}$ such that

$$\|u\|_{C^{\beta/2,\beta}_{t,x}(I \times \overline{\Omega})} = \|u\|_{L^\infty(I \times \overline{\Omega})} + \|u\|_{C^{\beta/2,\beta}_{t,x}(I \times \overline{\Omega})} < \infty$$
where
\[ [u]_{C^{0,2}_{1,0}(I \times \Omega)} = \sup_{t, \tau \in I, \ x, z \in \Omega} \frac{|u(t, x) - u(\tau, z)|}{\max(|t - \tau|^{1/2}, |x - z|)^2}. \]

It is also customary to define the space \( C^{(1+\beta)/2,2+\beta}_{1,0}(I \times \Omega) = C^{(0,1+\beta)}_{1,0}(I \times \Omega) \) by requiring that \( u_t, D^2 u \in C^{\beta/2,1+\beta}_{1,0}(I \times \Omega) \). For these two definitions see [18, Chapter 8].

We define the space \( C^{(1+\beta)/2,2+\beta}_{1,0}(I \times \Omega) \), as the set of continuous functions \( u = u(t, x) : I \times \Omega \to \mathbb{R} \) such that

- \( u \) is \((1 + \beta)/2\)-Hölder continuous in \( t \) uniformly in \( x \), that is,
  \[ [u]_{L_\infty(\Omega; C^{(1+\beta)/2}(I))} = \sup_{x \in \Omega} |u(\cdot, x)|_{C^{(1+\beta)/2}(I)} = \sup_{x \in \Omega} \sup_{t, \tau \in I} \frac{|u(t, x) - u(\tau, x)|}{|t - \tau|^{(1+\beta)/2}} < \infty. \]

- \( \nabla_x u \in C(I \times \Omega) \) and
  \[ [\nabla_x u]_{L_\infty(\Omega; C^{(1+\beta)/2}(I))} = \sup_{t, \tau \in I, \ x, z \in \Omega} \frac{|\nabla_x u(t, x) - \nabla_x u(\tau, z)|}{\max(|t - \tau|^{1/2}, |x - z|)^{\beta}} < \infty. \]

The norm in \( C^{(1+\beta)/2,2+\beta}_{1,0}(I \times \Omega) \) is given by
\[
||u||_{C^{(1+\beta)/2,2+\beta}_{1,0}(I \times \Omega)} = ||u||_{L_\infty(I \times \Omega)} + \|\nabla_x u\|_{L_\infty(I \times \Omega)} + [u]_{L_\infty(\Omega; C^{(1+\beta)/2}(I))} + [\nabla_x u]_{L_\infty(\Omega; C^{(1+\beta)/2}(I))}.
\]

For a point \((t, x) \in \mathbb{R}^{n+1}\) and \( r > 0 \) recall that \( Q_r(t, x) = (t - r^2, t + r^2) \times B_r(x) \). Notice that \( |Q_r(t, x)| = C_n r^{n+2} \), for some universal constant \( C_n > 0 \). For the rest of this section we let
\[
r_0 = \min\{|I|^{1/2}, \operatorname{diam}(\Omega)\} > 0.
\]

Observe that there exists a constant \( C > 0 \) depending on \( n \) and \( M \) such that for any \((t, x) \in I \times \Omega\) and \( 0 < r \leq r_0 \) we have (see, for instance, [12, eq. (1.1)])
\[
|Q_r(t, x) \cap (I \times \Omega)| = |(t - r^2, t + r^2) \cap I| |B_r(x) \cap \Omega| \geq C_n r^{n+2}.
\]

Let \( P_1 \) be the set of polynomials of degree 1 in \( x \), that is,
\[
P_1 = \{ P(z) = A_0 + A_1 \cdot z : A_0 \in \mathbb{R}, A_1 \in \mathbb{R}^n \}.
\]

**Theorem 2.1** (Campanato-type characterizations). Let \( 0 < \beta \leq 1 \). Suppose that \( u = u(t, x) \in L^2(I \times \Omega) \). Then:

1. \( u \in C^{\beta/2,2}_{1,0}(I \times \Omega) \) if and only if there is a constant \( C > 0 \) such that
   \[
   \inf_{c \in \mathbb{R}} \frac{1}{|Q_r(t, x) \cap (I \times \Omega)|} \int_{Q_r(t, x) \cap (I \times \Omega)} |u(\tau, z) - c|^2 \ d\tau \ dz \leq C r^{2\beta}
   \]
   for all \((t, x) \in I \times \Omega\) and \( 0 < r \leq r_0 \) small. In this case, if we denote by \( C_* > 0 \) the least constant for which the inequality above holds, then \( ||u||^2_{L^2(I \times \Omega)} + C_* \) is equivalent to \( ||u||^2_{C^{\beta/2,2}_{1,0}(I \times \Omega)} \).

2. \( u \in C^{(1+\beta)/2,2+\beta}_{1,0}(I \times \Omega) \) if and only if there is a constant \( C > 0 \) such that
   \[
   \inf_{P \in P_1} \frac{1}{|Q_r(t, x) \cap (I \times \Omega)|} \int_{Q_r(t, x) \cap (I \times \Omega)} |u(\tau, z) - P(\tau)|^2 \ d\tau \ dz \leq C r^{2(1+\beta)}
   \]
   for all \((t, x) \in I \times \Omega\) and \( 0 < r \leq r_0 \) small. In this case, if we denote by \( C_{**} > 0 \) the least constant for which the inequality above holds, then \( ||u||^2_{L^2(I \times \Omega)} + C_{**} \) is equivalent to \( ||u||^2_{C^{(1+\beta)/2,2+\beta}_{1,0}(I \times \Omega)} \).

We postpone the proof of Theorem 2.1 until Section 8.
3. Existence of weak solutions, fundamental solution and extension problem

In this section we present the precise definition of $H^s u(t, x) = (\partial_t + L)^s u(t, x)$. Let $\Omega \subset \mathbb{R}^n$ be a bounded Lipschitz domain and

$$Lu = -\text{div}(A(x) \nabla_x u) \quad \text{in } \Omega$$

where $A(x) = (A^{ij}(x))$ is as in the introduction. Let $f \in L^2(\Omega)$. For $u \in L^2(\Omega)$, $Lu = f$ in $\Omega$ in the weak sense means that $\nabla_x u \in L^2(\Omega)$ and

$$\int_{\Omega} A(x) \nabla_x u \nabla_x v \, dx = \int_{\Omega} f v \, dx,$$

for every $v \in C_c^\infty(\Omega)$. It is well known that, under homogeneous Dirichlet boundary condition $u = 0$ on $\partial \Omega$, $L$ has a countable family of nonnegative eigenvalues and eigenfunctions $(\lambda_k, \phi_k)^\infty_{k=0}$ such that the set $\{\phi_k\}^\infty_{k=0}$ forms an orthonormal basis for $L^2(\Omega)$. In the case of homogeneous Neumann boundary condition $\partial_A u = 0$ on $\partial \Omega$, a similar statement is true but the first eigenvalue $\lambda_0 = 0$ and we will still denote the corresponding eigenfunctions as $\phi_k$. In this situation we will assume that all the functions involved have zero spatial mean. In particular, $L\phi_k = \lambda_k \phi_k$, for all $k \geq 0$ in the weak sense. Therefore, if we define

$$H^1_\lambda(\Omega) \equiv \text{Dom}(L) = \left\{ u \in L^2(\Omega) : \sum_{k=0}^\infty \lambda_k |u_k|^2 < \infty \right\}$$

where $u_k = \int_{\Omega} u \phi_k \, dx$, then, for any $u, v \in H^1_\lambda(\Omega)$,

$$\int_{\Omega} A(x) \nabla_x u \nabla_x v \, dx = \sum_{k=0}^\infty \lambda_k u_k v_k.$$

Thus, if $L$ is endowed with homogeneous Dirichlet boundary condition, then $H^1_\lambda(\Omega) = H^1(\Omega)$, while if $L$ is endowed with homogeneous Neumann boundary condition, then $H^1_\lambda(\Omega) = H^1(\Omega)$. With this, any function $u(t, x) \in L^2(\mathbb{R} \times \Omega)$ can be written as

$$u(t, x) = \frac{1}{(2\pi)^{1/2}} \int_{\mathbb{R}} \sum_{k=0}^\infty \hat{u}_k(\rho) \phi_k(x) e^{i\rho t} \, d\rho$$

where, for almost every $t \in \mathbb{R}$,

$$u_k(t) = \int_{\Omega} u(t, x) \phi_k(x) \, dx$$

and $\hat{u}_k(\rho)$ is the Fourier transform of $u_k(t)$ with respect to the variable $t \in \mathbb{R}$:

$$\hat{u}_k(\rho) = \frac{1}{(2\pi)^{1/2}} \int_{\mathbb{R}} u_k(t) e^{-i\rho t} \, dt.$$

The domain of the fractional operator $H^s \equiv (\partial_t + L)^s$, $0 \leq s \leq 1$, is defined as

$$\text{Dom}(H^s) = \left\{ u \in L^2(\mathbb{R} \times \Omega) : \| u \|_{\text{Dom}(H^s)}^2 := \int_{\mathbb{R}} \sum_{k=0}^\infty |i\rho + \lambda_k|^s |\hat{u}_k(\rho)|^2 \, d\rho < \infty \right\}.$$

This is a complex Hilbert space with norm $\| \cdot \|_{\text{Dom}(H^s)}$. For $u \in \text{Dom}(H^s)$ we define $H^s u \in \text{Dom}(H^s)^*$ as acting on any $v \in \text{Dom}(H^s)$ by

$$\langle H^s u, v \rangle \equiv \int_{\mathbb{R}} \sum_{k=0}^\infty (i\rho + \lambda_k)^s \bar{\hat{u}_k(\rho)} \hat{v}_k(\rho) \, d\rho.$$
where $\overline{\hat{v}_k(\rho)}$ denotes the complex conjugate of $\hat{v}_k(\rho)$.

As the family of eigenfunctions $\{\phi_k\}_{k \geq 0}$ is an orthonormal basis of $L^2(\Omega)$, we can write the semigroup $\{e^{-tL}\}_{t \geq 0}$ generated by $L$ as

$$\langle e^{-tL}\varphi, \psi \rangle_{L^2(\Omega)} = \sum_{k=0}^{\infty} e^{-t\lambda_k} \varphi_k \psi_k = \int_{\Omega} \int_{\Omega} W_{\tau}(x, z) \varphi(z) \psi(x) \, dz \, dx$$

for any $\varphi, \psi \in L^2(\Omega)$, where $\varphi_k = \int \varphi \phi_k \, dx$ and $\psi_k = \int \psi \phi_k \, dx$. The heat kernel for $L$ is symmetric and nonnegative:

$$W_{\tau}(x, z) = W_{\tau}(z, x) \geq 0 \quad x, z \in \Omega, \quad \tau > 0$$

see [10]. We define, for any $u \in L^2(\mathbb{R} \times \Omega)$,

$$e^{-\tau H}u(t, x) = e^{-\tau L}(e^{-\tau \partial_t}u)(t, x) = e^{-\tau L}(u(t, \cdot))(x)$$

in the sense that, for any $v \in L^2(\mathbb{R} \times \Omega)$,

$$\langle e^{-\tau H}u, v \rangle_{L^2(\mathbb{R} \times \Omega)} = \int_{\mathbb{R}} \int_{\Omega} \int_{\Omega} e^{-\tau(\rho + \lambda_k)} \overline{\hat{v}_k(\rho)} \hat{v}_k(\rho) \, dp$$

$$= \int_{\mathbb{R}} \int_{\Omega} e^{-\tau \lambda_k} u_k(t - \tau) v_k(t) \, dt$$

$$= \int_{\mathbb{R}} \int_{\Omega} W_{\tau}(x, z) u(t - \tau, z) v(t, x) \, dz \, dx \, dt.$$

**Lemma 3.1** (See [7]). Let $0 < s < 1$. If $u \in \text{Dom}(H^s)$ then

$$H^s u = \frac{1}{\Gamma(-s)} \int_{0}^{\infty} (e^{-\tau H}u - u) \frac{d\tau}{\tau^{1+s}}$$

in the sense that, for any $v \in \text{Dom}(H^s)$,

$$\langle H^s u, v \rangle = \frac{1}{\Gamma(-s)} \int_{0}^{\infty} \left( \langle e^{-\tau H}u, v \rangle_{L^2(\mathbb{R} \times \Omega)} - \langle u, v \rangle_{L^2(\mathbb{R} \times \Omega)} \right) \frac{d\tau}{\tau^{1+s}}.$$

**Theorem 3.2** (See [7]). If $u, v \in \text{Dom}(H^s) \cap C^\infty_c(\mathbb{R} \times \Omega)$ then

$$\langle H^s u, v \rangle = \langle (\partial_t + L)^s u, v \rangle$$

$$= \int_{\mathbb{R}} \int_{\Omega} \int_{\Omega} \int_{\mathbb{R}} K_{s}(\tau, x, z)(u(t - \tau, x) - u(t, \tau, z))(v(t, x) - v(t, z)) \, dz \, dx \, dt \, d\tau$$

$$+ \int_{0}^{\infty} \left[ \int_{\mathbb{R}} \int_{\Omega} \frac{1 - e^{-\tau L}1(x)}{\Gamma(-s)\tau^{1+s}} u(t, x) v(t, x) \, dx \, dt \right] \, d\tau$$

$$- \int_{\mathbb{R}} \int_{\Omega} e^{-\tau L}1(x) \frac{(u(t - \tau, x) - u(t, x))}{\Gamma(-s)\tau^{1+s}} v(t, x) \, dx \, dt$$

where

$$K_{s}(\tau, x, z) = \frac{W_{\tau}(x, z)}{2\Gamma(-s)\tau^{1+s}}$$

and

$$e^{-\tau L}1(x) = \int_{\Omega} W_{\tau}(x, z) \, dz.$$

**Remark 3.3** (Fundamental solution). Given $f \in L^2(\mathbb{R} \times \Omega)$, the solution $u \in \text{Dom}(H^s)$ to $H^s u = f$ is given by

$$u(t, x) = H^{-s} f(t, x) = \frac{1}{(2\pi)^{1/2}} \int_{\mathbb{R}} \sum_{k=1}^{\infty} (i\rho + \lambda_k)^{-s} \overline{\hat{f}_k(\rho)} \phi_k(x) e^{i\rho t} \, d\rho.$$
Using the Gamma function identity
\[(i\rho + \lambda_k)^{-s} = \frac{1}{\Gamma(s)} \int_0^\infty e^{-\tau (i\rho + \lambda_k)} \frac{d\tau}{\tau^{1-s}}\]
and the heat kernel \(W_\tau(x, z)\) for \(L\), we readily find that
\[u(t, x) = H^{-s} f(t, x) = \frac{1}{\Gamma(s)} \int_0^\infty e^{-\tau L} f(t - \tau, x) \frac{d\tau}{\tau^{1-s}}\]
\[= \int_{-\infty}^{\infty} \int_{\Omega} K_{-s}(\tau, x, z) f(t - \tau, z) \, dz \, d\tau\]
where
\[K_{-s}(\tau, x, z) = \chi_{\tau>0} \frac{W_\tau(x, z)}{\Gamma(s) \tau^{1-s}} \sum_{k=0}^{\infty} e^{-\tau \lambda_k} \phi_k(x) \phi_k(z)\]
is the fundamental solution for \(H^s\). We can estimate this kernel by applying known estimates for the heat kernel for \(L\).

(a) If the coefficients \(A(x)\) are bounded and measurable then, by [16], we find that
\[K_{-s}(\tau, x, z) \leq \frac{C}{\tau^{n/2+1-s}} e^{-|x-z|^2/(c\tau)} \quad x, z \in \Omega, \ \tau > 0\]
for some constants \(C, c > 0\).

(b) If the coefficients \(A(x)\) are bounded and measurable in \(\Omega = \mathbb{R}^n\) then, by Aronson’s estimates [2],
\[\frac{C_1}{\tau^{n/2+1-s}} e^{-|x-z|^2/(c_1 \tau)} \leq K_{-s}(\tau, x, z) \leq \frac{C_2}{\tau^{n/2+1-s}} e^{-|x-z|^2/(c_2 \tau)} \quad x, z \in \mathbb{R}^n, \ \tau > 0\]
for some constants \(C_1, c_1, C_2, c_2 > 0\).

(c) If the coefficients \(A(x)\) are Hölder continuous with exponent \(\alpha \in (0, 1)\) and \(L\) is endowed with homogeneous Dirichlet boundary conditions then, from [22, Theorem 2.2], there exist positive constants \(c, c_1, c_2\) and \(\eta \leq 1 \leq \nu\) depending only on \(n, \alpha, \Omega\) and ellipticity, with \(c\) depending also on \(s\), such that
\[c^{-1} \tau^{s-1} \min \left(1, \frac{\phi_0(x) \phi_0(z)}{\max(1, \tau^\eta)}\right) e^{-\lambda_0 \tau} e^{-c_1 |x-z|^2/(c_2 \tau)} \leq K_{-s}(\tau, x, z) \leq c \tau^{s-1} \min \left(1, \frac{\phi_0(x) \phi_0(z)}{\max(1, \tau^\eta)}\right) e^{-\lambda_0 \tau} e^{-c_2 |x-z|^2/(c_2 \tau)}\]
for all \(x, z \in \Omega, \ \tau > 0\).

(d) Under the hypotheses of (c), if in addition we assume that \(\Omega\) is a \(C^{1, \gamma}\) domain for some \(0 < \gamma < 1\), then the estimate above is true for \(\eta = \nu = 1\) and the constant \(c\) depending also on \(\gamma\). In particular, the estimate holds when \((\partial_t + L)^s = (\partial_t - \Delta_D)^s\), the fractional power of the heat operator with Dirichlet Laplacian in a \(C^{1, \gamma}\) domain.

(e) For the case of Neumann boundary conditions, if \(\Omega\) is an inner uniform domain then two-sided Gaussian estimates for the Neumann heat kernel hold and we obtain
\[\frac{C_1}{\tau^{n/2+1-s}} e^{-d(x,z)^2/(c_1 \tau)} \leq K_{-s}(\tau, x, z) \leq \frac{C_2}{\tau^{n/2+1-s}} e^{-d(x,z)^2/(c_2 \tau)} \quad x, z \in \Omega, \ \tau > 0\]
where \(d(x, z)\) denotes the geodesic distance between \(x\) and \(z\) in \(\Omega\), see [23].

In [7] it was also proved that if \(U\) solves
\[\begin{cases}
\partial_t U = y^{-a} \text{div}(y^a B(x) \nabla U) & \text{in } \mathbb{R} \times \Omega \times (0, \infty) \\
U(t, x, 0) = u(t, x) & \text{on } \mathbb{R} \times \Omega \\
U(t, x, y) = 0 \quad \text{or} \quad \partial_3 U(t, x, y) = 0 & \text{on } \mathbb{R} \times \partial \Omega \times (0, \infty)
\end{cases}\]
then, for some explicit constant $c_a > 0$,
\[- \lim_{y \to 0^+} y^a U_y(t, x, y) = c_a H^s u\]
where
\[B(x) = \begin{bmatrix} A(x) & 0 \\ 0 & 1 \end{bmatrix}\]
is also uniformly elliptic. To state this claim precisely, we need some notation. Let us
denote $D = \{(x, y) : x \in \Omega, y > 0\} \subset \mathbb{R}^{n+1}$. Consider the weight $w(x, y) = |y|^a$, which
belongs to the Muckenhoupt class $A_2(\mathbb{R}^{n+1})$. Define $H^1_{L,a}(D)$ as the set of functions
\[w = w(x, y) \in L^2(D, y^a dx dy)\] such that
\[|w|^2_{H^1_{L,a}(D)} := \int_0^\infty \int_\Omega y^a A(x) \nabla_x w \nabla_x w \, dx \, dy + \int_0^\infty \int_\Omega y^a |\partial_y w|^2 \, dx \, dy\]
\[= \int_0^\infty y^a \sum_{k=0}^\infty \lambda_k |w_k(y)|^2 \, dy + \int_\Omega \int y^a |\partial_y w|^2 \, dx \, dy < \infty,\]
where $w_k(y) = \int w(x, y) \phi_k(x) \, dx$, under the norm
\[||w||^2_{H^1_{L,a}(D)} = ||w||^2_{L^2(D, y^a dx dy)} + ||w||^2_{H^1_{L,a}(D)}.

**Theorem 3.4** (Extension problem). Let $u \in \text{Dom}(H^s)$. For $(t, x) \in \mathbb{R} \times \Omega$ and $y > 0$ we
define
\[U(t, x, y) = \int_0^\infty \frac{y^{2s}}{4^s \Gamma(s)} e^{-y^2/(4r)} e^{-rH} u(t, x) \, dr \]
\[= \int_0^\infty \frac{y^{2s}}{4^s \Gamma(s)} e^{-rH} u(t, x) \, dr \]
\[= \int_0^\infty \frac{y^{2s}}{4^s \Gamma(s)} e^{-rH} (H^s u)(t, x) \, dr \]
Then $U$ belongs to $L^2(\mathbb{R}; H^1_{L,a}(D)) \cap C^\infty((0, \infty); L^2(\Omega)) \cap C([0, \infty); L^2(\mathbb{R} \times \Omega))$ and
is a weak solution to the parabolic extension problem
\[
\begin{aligned}
\partial_t U - y^{-a} \text{div}(y^a B(x) \nabla U) &= 0 & & \text{for } (t, x, y) \in \mathbb{R} \times \Omega \times (0, \infty) \\
-y^a \partial_y U &\bigg|_{y=0^+} = \frac{\Gamma(1-s)}{4^{s-1/2} \Gamma(s)} \partial_y^s u & & \text{for } (t, x) \in \mathbb{R} \times \Omega \\
U(t, x, 0) &= u(t, x) & & \text{for } (t, x) \in \mathbb{R} \times \Omega
\end{aligned}
\]
with the boundary condition $U = 0$ or $\partial_y U = 0$ on $\mathbb{R} \times \partial \Omega \times (0, \infty)$, depending whether $L$
is endowed with homogeneous Dirichlet or Neumann boundary conditions, respectively.
Namely, for any $V(t, x, y) \in C^\infty_c(\mathbb{R} \times \Omega \times [0, \infty))$, in case of Dirichlet; or for any
$V(t, x, y) \in C^\infty_c(\mathbb{R} \times \Omega \times [0, \infty))$ with compact support in $t$ and $y$, in case of Neumann,
\[
\int_\mathbb{R} \int_\Omega U \partial_t V \, dx \, dt = - \int_\mathbb{R} \int_\Omega A(x) \nabla_x U \nabla_x V \, dx \, dt
\]
\[- \int_\mathbb{R} \int_\Omega \left( \frac{\partial_y}{y} \partial_y + \partial_{yy} \right) U V \, dx \, dt
\]
\[\lim_{y \to 0^+} U(t, x, y) = u(t, x) \text{ in } L^2(\mathbb{R} \times \Omega) \text{ and}
\]
\[\int_0^\infty \int_\Omega y^a U \partial_t V \, dx \, dt \, dy = \int_0^\infty \int_\Omega y^a B(x) \nabla U \nabla V \, dx \, dt \, dy
\]
\[- \int_\mathbb{R} \int_\Omega \left( \frac{\partial_y}{y} \partial_y + \partial_{yy} \right) U V \, dx \, dt \]
\[\frac{\Gamma(1-s)}{4^{s-1/2} \Gamma(s)} \langle H^s u, V(t, x, 0) \rangle.
\]
By density, these identities hold for test functions \( V \) in \( L^2(\mathbb{R}; H^1_{L,a}(D)) \). In addition, we have the estimate

\[
\|U\|_{L^2(\mathbb{R}; H^1_{L,a}(D))} \leq C\|u\|_{\text{Dom}(H^\ast)}
\]

where \( C > 0 \) depends only on \( s \).

**Remark 3.5** (Fundamental solution using extension problem). We can also get an estimate for the fundamental solution of \( H^\ast \) by the extension method. Let \( K_{-s}(\tau, x, z) \) be the fundamental solution of \( H^s \) with pole at \( \tau = 0 \) and \( z = x \). For fixed \( x \), let \( U_0(x, \tau, z, y) \) be the solution to the following extension problem

\[
\begin{align*}
    y^a \partial_\tau U_0 - \text{div}(y^a B(z) \nabla U_0) &= 0 \quad \text{in } \mathbb{R} \times \Omega \times (0, \infty) \\
    \lim_{y \to 0} y^a (U_0)_{y}(\tau, z, y) &= c_\ast \delta_{(0,x,0)} \quad \text{on } \mathbb{R} \times \Omega
\end{align*}
\]

with the appropriate boundary condition on \( \mathbb{R} \times \partial \Omega \times [0, \infty) \). Here \( \delta_{(0,x,0)} \) denotes the Dirac delta at \( \tau = 0, x \in \Omega \) and \( y = 0 \). Then

\[
K_{-s}(\tau, x, z) = U_0(x, \tau, z, 0).
\]

Let \( \tilde{U}_0 \) be the even reflection of \( U_0 \) with respect to the variable \( y \), that is, \( \tilde{U}_0(\tau, z, y) = U_0(\tau, z, |y|) \). Then, exactly as in [7, Lemma 4.2], we find that \( \tilde{U}_0 \) solves

\[
\begin{align*}
    |y|^a \partial_\tau \tilde{U}_0 - \text{div}(|y|^a B(z) \nabla \tilde{U}_0) &= c_\ast \delta_{(0,x,0)} \quad \text{in } \mathbb{R} \times \Omega \times (0, \infty) \\
    \lim_{y \to 0} |y|^a (\tilde{U}_0)_{y}(\tau, z, y) &= c_\ast \delta_{(0,x,0)} \quad \text{on } \mathbb{R} \times \Omega
\end{align*}
\]

with the corresponding boundary conditions. Clearly, for \( U_0(\tau, z, y) = \chi_{\tau \geq 0} \tilde{U}_0(\tau, z, y) \), we have

\[
\begin{align*}
    |y|^a \partial_\tau U_0 - \text{div}(|y|^a B(z) \nabla U_0) &= 0 \quad \text{in } (0, \infty) \times \Omega \times (-\infty, \infty) \\
    \lim_{y \to 0} U_0(\tau, z, y) &= c_\ast \delta_{(0,x,0)}
\end{align*}
\]

Then \( U_0 \) is the heat kernel associated with the elliptic operator \( \text{div}(|y|^a B(x) \nabla) \) with pole at \( (\tau, z, y) = (0, 0, 0) \). Thus, from known heat kernel estimates for degenerate parabolic operators, we can derive bounds for the fundamental solution \( K_{-s}(\tau, x, z) \).

Suppose that \( \Omega = \mathbb{R}^n \), denote \( X = (x, x_{n+1}) \), \( Z = (z, y) \in \mathbb{R}^{n+1} \) and let \( W_\tau(X, Z) \) be the heat kernel for \( \text{div}(|y|^a B(x) \nabla) \) with pole at \( \tau = 0 \) and \( Z = X \). From [15], we have the Gaussian estimate

\[
|W_\tau(X, Z)| \leq \frac{C}{\sqrt{w_\tau(X)} \sqrt{w_\tau(Z)}} e^{-c|x-Z|^2/\tau}
\]

where \( w(Z) = |y|^a \) is an \( A_2 \) Muckenhoupt weight, \( w_\tau(Z) \) is the \( w \)-volume of the ball centered at \( Z \) with radius \( \sqrt{\tau} \) in the usual metric in \( \mathbb{R}^{n+1} \) and \( C, c > 0 \) depend on \( s, n \) and ellipticity. It is easy to check that \( w_\tau((z, 0)) \sim \tau^{n/2+1+s} \). Therefore, the fundamental solution for \( H^s \) in \( \Omega = \mathbb{R}^n \) verifies

\[
K_{-s}(\tau, x, z) = W_\tau((x, 0), (z, 0)) \leq \frac{C}{\tau^{n/2+1+s}} e^{-c|x-z|^2/\tau} \quad \tau > 0
\]

for \( C, c > 0 \) depending only on \( s, n \) and ellipticity. Compare this estimate with those in Remark 3.3.

**Proposition 3.6.** Let \( U \) be as in (3.2) and assume that \( f = H^s u \in L^2(\mathbb{R} \times \Omega) \). Then \( U_t \in L^2(\mathbb{R}; H^1_{L,a}(D)) \) and, in particular, \( U \in C(\mathbb{R}; L^2(D, y^a dX)) \). Furthermore, for every \( \phi \in H^1([-1, 1]; L^2(B_1^1, y^a dX)) \cap L^2([-1, 1]; H^1_{L,a}(B_1^1)) \) such that \( \phi = 0 \) on \( \partial Q^1 \setminus (Q_1 \times \{0\}) \) and a.e. \( t_1, t_2 \in [-1, 1] \), we have

\[
\int_{B_1^1} y^a [U \phi]_{t=t_2}^{t=t_1} dX - \int_{t_1}^{t_2} \int_{B_1^1} y^a U \partial_t \phi dX dt + \int_{t_1}^{t_2} \int_{B_1^1} y^a B(x) \nabla U \nabla \phi dX dt
\]
\[
Whence, multiplying by \psi \in C^\infty_c(\mathbb{R}) and any \phi(x,y) \in H^1_{\alpha,\mathcal{R}},
\]
This gives that
\[
U = y^{-a} \text{div}(y^a B(x) \nabla U) \in (H^1_{\alpha,\mathcal{R}}(\mathcal{D}))^*.
\]
in the weak sense, namely, for any \psi(t) \in C^\infty_c(\mathbb{R}) and any \phi(x,y) \in H^1_{\alpha,\mathcal{R}},
\[
\int_0^\infty y^a \int_\Omega \left( \int_\mathbb{R} U \psi(t) \, dt \right) \phi \, dx \, dy = \int_\mathbb{R} \int_0^\infty \int_\Omega y^a B(x) \nabla U \nabla \phi \, dx \, dy \, c_s \int_\mathbb{R} \int_\Omega f(t,x) \phi(x,0) \, dx \, dy.
\]
Indeed, notice that, by Theorem 3.4, \(U \in L^2(\mathbb{R}; H^1_{\alpha,\mathcal{R}}(\mathcal{D}))\), so that
\[
U_t(\psi) = -\int_\mathbb{R} U \psi(t) \, dt \in H^1_{\alpha,\mathcal{R}}(\mathcal{D}).
\]
Therefore,
\[
[U_t(\psi)](\phi) = -\int_0^\infty y^a \int_\Omega \left( \int_\mathbb{R} U \psi(t) \, dt \right) \phi \, dx \, dy
\]
is well defined. On the other hand, for a.e. \(t \in \mathbb{R},\)
\[
[y^{-a} \text{div}(y^a B(x) \nabla U)](\phi) = -\int_0^\infty \int_\Omega y^a B(x) \nabla U \nabla \phi \, dx \, dy \, c_s \int_\Omega f(t,x) \phi(x,0) \, dx
\]
is a well defined bounded linear functional on \(H^1_{\alpha,\mathcal{R}}(\mathcal{D}),\) because \(U \in L^2(\mathbb{R}; H^1_{\alpha,\mathcal{R}}(\mathcal{D})),\)
\(f \in L^2(\mathbb{R} \times \Omega)\) and the trace inequality \(\|\phi\|_{L^2(\Omega)} \leq C_s \|\phi\|_{H^1_{\alpha,\mathcal{R}}(\mathcal{D})}\) holds true. On the other hand, from Theorem 3.4 we see that
\[
-\left[ U_t(\psi) \right](\phi) = \int_\mathbb{R} \left[ \int_0^\infty \int_\Omega y^a B(x) \nabla U \nabla \phi \, dx \, dy - c_s \int_\Omega f(t,x) \phi(x,0) \, dx \right] \psi(t) \, dt.
\]
Thus, (3.4) holds.

Moreover, it is clear that
\[
\left\| \int_0^\infty \int_\Omega y^a B(x) \nabla U \nabla \phi \, dx \, dy - c_s \int_\Omega f(t,x) \phi(x,0) \, dx \right\|_{L^2(\mathbb{R})} \leq C(\|U\|_{L^2(\mathbb{R}; H^1_{\alpha,\mathcal{R}}(\mathcal{D}))} + \|f\|_{L^2(\mathbb{R} \times \Omega)}) \|\phi\|_{H^1_{\alpha,\mathcal{R}}(\mathcal{D})}.
\]
This gives that \(U_t \in L^2(\mathbb{R}; (H^1_{\alpha,\mathcal{R}}(\mathcal{D}))^*)\) and (3.4) holds a.e., namely,
\[
\int_0^\infty y^a \int_\Omega U_t \phi \, dx \, dy = \int_0^\infty \int_\Omega y^a B(x) \nabla U \nabla \phi \, dx \, dy - c_s \int_\Omega f(t,x) \phi(x,0) \, dx
\]
for a.e. \(t \in \mathbb{R}.
\]
For the second claim, notice that \(U \in H^1([-1,1]; (H^1_{\alpha,\mathcal{R}}(\mathcal{D}))^*)\). Then, for any \(\psi \in C^\infty_c(-1,1)\) and a.e. \(t_1, t_2 \in (-1,1),\) by using a standard mollifier argument, we have
\[
[U \psi]_{t_1}^{t_2} = (U \psi)(t_2) - (U \psi)(t_1) = \int_{t_1}^{t_2} U_t \psi \, dt + \int_{t_1}^{t_2} U \psi_t \, dt
\]
Whence, multiplying by \(\psi\) and integrating from \(t_1\) to \(t_2\) in (3.4), we find that
\[
\int_0^\infty y^a \int_\Omega [U \psi]_{t_1}^{t_2} \phi \, dx \, dy - \int_0^\infty y^a \int_\Omega U \psi_t \phi \, dx \, dy
\]
\[
= \int_{t_1}^{t_2} \int_0^\infty y^a B(x) \nabla U \nabla \phi \, dx \, dy \, \psi(t) \, dt - c_s \int_{t_1}^{t_2} \int_\Omega f(t,x) \phi(x,0) \, dx \, \psi(t) \, dt.
\]
The conclusion is true by approximation. \qed

4. Caccioppoli estimate and approximation

In view of Proposition \[3.1\] we define weak solutions to the extension problem in \(Q^*_1\) in the following way. Consider the problem

\[
\begin{cases}
y^a \partial_t U - \text{div}(y^a B(x)\nabla U) = - \text{div}(y^a F) & \text{in } Q^*_1 \\
y^a U|_{y=0} = f & \text{on } Q_1.
\end{cases}
\]

Here \(F = F(t,x) = (F_1, \ldots, F_n, F_{n+1})\) is an \(\mathbb{R}^{n+1}\)-valued vector field on \(Q^*_1\) with \(F_{n+1} = 0\), and \(f = f(t,x) \in L^2(Q_1)\). We say that \(U \in C([-1,1]; \mathcal{L}^2(B^*_1; y^a dX)) \cap L^2([-1,1]; \mathcal{H}^1_{L,a}(B^*_1))\) is a weak solution to \((4.1)\) if for every \(-1 < t_1 < t_2 < 1\)

\[
\int_{B^*_1} y^a U|_{t=t_1}^{t=t_2} dX - \int_{t_1}^{t_2} \int_{B^*_1} y^a U \partial_t \phi dX d\tau + \int_{t_1}^{t_2} \int_{B^*_1} y^a B(x) \nabla U \nabla \phi dX d\tau \\
= \int_{t_1}^{t_2} \int_{B^*_1} f(t,x) \phi(t,x,0) dX d\tau + \int_{t_1}^{t_2} \int_{B^*_1} y^a F \nabla \phi dX d\tau
\]

holds for every \(\phi \in \mathcal{H}^1([-1,1]; \mathcal{L}^2(B^*_1; y^a dX)) \cap L^2([-1,1]; \mathcal{H}^1_{L,a}(B^*_1))\) such that \(\phi = 0\) on \(\partial Q^*_1 \setminus (Q_1 \times \{0\})\). Any such \(\phi\) will be called a test function.

**Lemma 4.1.** Suppose that \(U\) is a weak solution to \[(4.1)\] in the sense of \[(4.2)\] with \(F\) as described above. Then, for any \(\eta \in C_c^\infty(Q_1 \times [0,1])\) and for any \(-1 < t_1 < t_2 < 1\),

\[
\sup_{t_1 < t < t_2} \int_{B^*_1} y^a U^2 \eta^2 dX + \int_{t_1}^{t_2} \int_{B^*_1} y^a \eta^2 |\nabla U|^2 dX dt \\
\leq C \left[ \int_{t_1}^{t_2} \int_{B^*_1} y^a \left( |\partial_t (\eta^2)| + |\nabla \eta|^2 U^2 + |F|^2 \eta^2 \right) dX dt \\
+ \int_{t_1}^{t_2} \int_{B^*_1} (\eta(t,x,0))^2 |U(t,x,0)||f(t,x)| dX dt \right] + \int_{B^*_1} y^a U^2(t_1,X) \eta^2(t_1,X) dX
\]

where \(C > 0\) depends only on ellipticity, \(n\) and \(s\).

**Proof.** First we will define the Steklov averages of \(U\) and state some of their properties (see, for example, \[19\]). Let \(-1 < t < 1\) and \(h > 0\) such that \(t + h < 1\). We define

\[
U_h(t,x,y) = \frac{1}{h} \int_{t}^{t+h} U(\tau,x,y) d\tau \quad \text{for } t \in (-1,1-h)
\]

and \(U_h(t,x,y) = 0\) for \(t > 1-h\), for all \((x,y) \in B^*_1\). Since \(U(\cdot, x, y) \in \mathcal{L}^2([-1,1])\) for almost every \((x,y) \in B^*_1\), it follows that \(U_h\) is differentiable almost everywhere in \((-1,1)\), for almost every \((x,y) \in B^*_1\), and

\[
\partial_t U_h(t,x,y) = \frac{U(t+h,x,y) - U(t,x,y)}{h} \in \mathcal{L}^2([-1,1])
\]

Moreover, since \(U \in C([-1,1]; \mathcal{L}^2(B^*_1; y^a dX))\), we have that

\[
\lim_{h \to 0} U_h = U \quad \text{in } \mathcal{L}^2(B^*_1; y^a dX), \quad \text{for every } t \in (-1,1-h)
\]

for any \(\delta \in (0,2)\). Additionally, for any \(\delta \in (0,2)\),

\[
\lim_{h \to 0} U_h = U \quad \text{in } \mathcal{L}^2([-1,1-\delta]; \mathcal{L}^2(B^*_1; y^a dX)).
\]
Now we see that $U_h$ satisfies

$$\int_{B_1^t} [y^a(U_h) t \varphi + y^a B(x) \nabla U_h \nabla \varphi] \, dX$$

(4.3)

$$= \int_{B_1} f_h(t, x) \varphi(x, 0) \, dx + \int_{B_1^t} y^a F_h \nabla \varphi \, dX$$

for almost every $-1 < t < 1-h$ and for every $\varphi = \varphi(x, y) \in H^1(B_1^t)$ such that $\varphi = 0$ on $\partial B_1^t \setminus (B_1 \times \{0\})$, where $F_h, f_h$ are defined in the similar fashion. This follows by choosing $t_1 = t$ and $t_2 = t + h$ such that $[t_1, t_2] \subseteq [-1, 1]$ and $\varphi = \varphi$ (which is independent of the time variable) in the weak formulation (4.2).

Next, fix a subinterval $[t_1, t_2] \subseteq [-1, 1]$ such that $t_2 + h < 1$. In (4.3) we take $\varphi = \phi$, where $\phi = \phi(t, x, y)$ is a test function as in the definition of the weak formulation (4.2). Then (4.3) holds for almost every $t \in (-1, 1-h)$ and, if we integrate in the $t$-variable over $[t_1, t_2]$ and use integration by parts in $t$, we finally get

$$\int_{t_1}^{t_2} \int_{B_1^t} [y^a U_h \phi]_{t_1}^{t_2} \, dX + \int_{t_1}^{t_2} \int_{B_1^t} [-y^a U_h \phi_t + y^a B(x) \nabla U_h \nabla \phi] \, dX \, dt$$

(4.4)

$$= \int_{B_1} f_h(t, x) \phi(t, x, 0) \, dx + \int_{B_1^t} y^a F_h \nabla \phi \, dX \, dt.$$

Observe that, from the earlier properties of Steklov average, by taking $h \to 0$ in (4.4) one arrives to (1.2).

For the proof of the Caccioppoli inequality, let $\phi = \eta^2 U_h$ in (4.4). Since

$$\int_{t_1}^{t_2} \int_{B_1^t} y^a U_h \partial_t (\eta^2 U_h) \, dX \, dt = \int_{t_1}^{t_2} \int_{B_1^t} y^a U_h^2 \partial_t (\eta^2) \, dX \, dt + \frac{1}{2} \int_{t_1}^{t_2} \int_{B_1^t} y^a \eta^2 \partial_t (U_h^2) \, dX \, dt$$

$$= \frac{1}{2} \int_{t_1}^{t_2} \int_{B_1^t} y^a U_h^2 \partial_t (\eta^2) \, dX \, dt + \frac{1}{2} \int_{B_1^t} [y^a \eta^2 U_h^2]_{t_1}^{t_2} \, dX$$

it follows that

$$\int_{B_1}^{t_2} \int_{B_1^t} [y^a \eta^2 U_h^2]_{t_1}^{t_2} \, dX \leq \frac{1}{2} \int_{t_1}^{t_2} \int_{B_1^t} y^a B(x) \eta^2 \nabla U_h \nabla U_h \, dX \, dt$$

$$= \frac{1}{2} \int_{t_1}^{t_2} \int_{B_1^t} y^a U_h^2 \partial_t (\eta^2) \, dX \, dt - \frac{1}{2} \int_{t_1}^{t_2} \int_{B_1^t} y^a B(x) \eta U_h \nabla U_h \nabla \eta \, dX \, dt$$

$$+ \int_{t_1}^{t_2} \int_{B_1^t} y^a \eta^2 F_h \nabla U_h \, dX \, dt + \frac{1}{2} \int_{t_1}^{t_2} \int_{B_1^t} y^a F_h \eta \nabla \eta \, dX \, dt$$

$$+ \int_{t_1}^{t_2} \int_{B_1^t} (\eta(t, x, 0)^2 U_h(t, x, 0) f_h(t, x) \, dx \, dt.$$
where 
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such that

\[ \int_{Q_1} y^a U \partial_t \phi \, dx dt + \int_{Q_1} y^a B(x) \nabla U \nabla \phi \, dx dt \]
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\[ = \int_{Q_1} f(t,x)\phi(t,x,0) \, dx dt + \int_{Q_1} y^a F \nabla \phi \, dx dt. \]

Conversely, if \( U \) satisfies (4.5) for all such \( \phi \) then, by using arguments similar to Proposition 3.6, we get that (4.2) holds. Therefore, when referring to weak solutions to (4.1), we will mean that (4.2) or, equivalently, (4.5), hold for the corresponding test functions.

**Corollary 4.2.** Let \( U \) be a weak solution to (4.1). Suppose that

\[ \int_{Q_1} U(t,x,0)^2 \, dx dt + \int_{Q_1} y^a U^2 \, dx dt \leq 1. \]

Then for every \( \varepsilon > 0 \) there exists \( \delta = \delta(\varepsilon) > 0 \) such that if

\[ \int_{Q_1} f^2 \, dx dt + \int_{Q_1} y^a |F|^2 \, dx dt + \int_{B_1} |A(x) - I|^2 \, dx \leq \delta^2 \]

where \( I \) denotes the identity matrix, then there exists a weak solution \( W \) to

\[ \begin{cases} y^a \partial_t W - \text{div}(y^a \nabla W) = 0 & \text{in } Q_{3/4}^* \\ -y^a W_y |_{y=0} = 0 & \text{on } Q_{3/4}^* \end{cases} \]

(4.6)

such that

\[ \int_{Q_{3/4}^*} y^a |U - W|^2 \, dx dt < \varepsilon^2. \]

**Proof.** We will prove this by contradiction. Let us assume that there exists \( \varepsilon > 0 \), coefficients \( A_k(x) \), data \( f_k \), vector fields \( F^k \) and solutions \( U_k \) in \( Q_1^* \), \( k \geq 1 \), such that

\[ \int_{Q_1} U_k^2 \, dx dt + \int_{Q_1} y^a U_k^2 \, dx dt \leq 1, \]

\[ \int_{Q_1} f_k^2 \, dx dt + \int_{Q_1} y^a |F_k|^2 \, dx dt + \int_{B_1} |A_k(x) - I|^2 \, dx < \frac{1}{k^2} \]

and such that, for any weak solution \( W \) to (4.6),

\[ \int_{Q_{3/4}^*} y^a |U_k - W|^2 \, dx dt \geq \varepsilon^2. \]

(4.7)
If in Lemma 4.1 we choose \( \eta \) such that \( \eta \equiv 1 \) in \( Q_{3/4}^* \), \( 0 \leq \eta \leq 1 \) in \( Q_1^* \), and we let \( t_1 \to -1 \) and \( t_2 \to 1 \), then we find that

\[
\int_{Q_{3/4}^*} y^a |\nabla U_k|^2 \, dX dt \leq C
\]

for all \( k \geq 1 \). Let us define \( T_1 = -9/16 \), \( T_2 = 9/16 \). The previous estimate says that the sequence \( \{U_k\}_{k=1}^\infty \) is bounded in \( L^2([T_1, T_2]; H^1(B_{3/4}^*, y^a dX)) \). By the Aubin–Lions Lemma, this space is compactly embedded in \( L^2([T_1, T_2]; L^2(B_{3/4}^*, y^a dX)) \), so that there exists a subsequence, again denoted by \( \{U_k\}_{k=1}^\infty \), and a function \( U_\infty \) such that

\[
U_k \to U_\infty \text{ strongly in } L^2([T_1, T_2]; L^2(B_{3/4}^*, y^a dX))
\]

\[
U_k \to U_\infty \text{ weakly in } L^2([T_1, T_2]; H^1(B_{3/4}^*, y^a dX)).
\]

We show next that \( U_\infty \) is a solution to (4.0) and this will give a contradiction to (4.7). Indeed, for any \( k \geq 1 \) and any test function \( \phi \),

\[
- \int_{Q_{3/4}^*} y^a U_k \partial_t \phi \, dX dt + \int_{Q_{3/4}^*} y^a B_k(x) \nabla U_k \nabla \phi \, dX dt
\]

\[
= \int_{Q_{3/4}^*} f_k(t, x) \phi(t, x, 0) \, dx dt + \int_{Q_{3/4}^*} y^a F \nabla \phi \, dX dt.
\]

By letting \( k \to \infty \), the equation above reduces to

\[
- \int_{Q_{3/4}^*} y^a U_\infty \partial_t \phi \, dX dt + \int_{Q_{3/4}^*} y^a \nabla U_\infty \nabla \phi \, dX dt = 0
\]

as desired. □

Similarly as with (4.1)–(4.2), we can define the notion of weak solutions to

\[
\begin{cases}
y^a \partial_t U - \text{div}(y^a B(x) \nabla U) = -\text{div}(y^a F) & \text{ in } (Q_1^*)^* \\
y^a U_{y} \big|_{y=0} = f & \text{ on } Q_1^* \\
U = 0 \text{ or } \partial_A U = 0 & \text{ on } Q_1^* \cap \{x_n = 0\}
\end{cases}
\]

(4.8)

with test functions \( \phi \) such that \( \phi = 0 \) on \( \partial(Q_1^*)^* \setminus (Q_1^* \times \{0\}) \) (for Dirichlet boundary condition), or \( \phi = 0 \) on \( \partial(Q_1^*)^* \setminus ([Q_1^* \times \{0\}) \cup (Q_1^* \cap \{x_n = 0\}) \) (for Neumann boundary condition). Then, exactly as with Corollary 4.2, we can prove the following approximation result up to the boundary.

**Corollary 4.3.** Let \( U \) be a weak solution to (4.3). Suppose that

\[
\int_{Q_1^*} U(t, x, 0)^2 \, dx dt + \int_{(Q_1^*)^*} y^a U^2 \, dX dt \leq 1.
\]

Then for every \( \varepsilon > 0 \) there exists \( \delta = \delta(\varepsilon) > 0 \) such that if

\[
\int_{Q_1^*} f^2 \, dx dt + \int_{(Q_1^*)^*} y^a |F|^2 \, dX dt + \int_{B_1^+} |A(x) - I|^2 \, dx \leq \delta^2
\]

where \( I \) denotes the identity matrix, then there exists a weak solution \( W \) to

\[
\begin{cases}
y^a \partial_t W - \text{div}(y^a \nabla W) = 0 & \text{ in } (Q_{3/4}^*)^* \\
y^a W_y \big|_{y=0} = 0 & \text{ on } Q_{3/4}^* \\
W = 0 \text{ or } \partial_x W = 0 & \text{ on } Q_{3/4}^* \cap \{x_n = 0\}
\end{cases}
\]
We have proof. The proof of (1) follows as in the proof of Corollary 1.13 of [26].

For each $Q_r(t_0, x_0) \subset Q_1$, it is easy to check that $V$ is controlled by its $L^1$-norm.

Then following estimates hold.

(1) For every integer $k \geq 0$, multi-index $\beta \in \mathbb{N}_0^n$ and each $Q_r(t_0, x_0) \subset Q_1$, we have

$$
\sup_{Q_{r/2}(t_0, x_0) \times [0, r/2]} |\partial_t^k D_\beta^y W| \leq \frac{C(n, s)}{r^{k+|\beta|}} \osc_{Q_r(t_0, x_0) \times [0, r]} W.
$$

(2) For each $Q_r(t_0, x_0) \subset Q_1$,

$$
\max_{Q_{r/2}(t_0, x_0) \times [0, r/2]} |W| \leq C(r, n, s)\|W\|_{L^2(Q_r(t_0, x_0) \times [0, r], y^a dX dt)}.
$$

(3) We have

$$
\sup_{(t, x) \in Q_1/2} |W_y(t, x, y)| \leq C(n, s)\|W\|_{L^2(Q_1, y^a dX dt)} y \quad \text{for all } 0 \leq y < 1/2.
$$

Proof. The proof of (1) follows as in the proof of Corollary 1.13 of [26].

To prove (2), we see from [26] and [7] that $\tilde{W}(t, x, y) = W(t, x, |y|)$ is a weak solution to $|y|^a \partial_t \tilde{W} - \text{div}(|y|^a \nabla \tilde{W}) = 0$ in $Q_1 \times (-1, 1)$. Then, by [14], $W$ is locally bounded and controlled by its $L^2$-norm.

To prove (3), we see that, since the coefficients of the equation in (4.9) are smooth in $Q_1^*$, we can differentiate through to get

$$
y^a \partial_t W - y^a \left(\Delta_x W + \frac{a}{y} W_y + W_{yy}\right) = 0 \quad \text{in } Q_1^*.
$$

It is easy to check that $V = y^a W_y$ is a weak solution to

$$
\begin{cases}
  y^{-a} \partial_t V - \text{div}(y^{-a} \nabla V) = 0 & \text{in } Q_1^* \\
  V|_{y=0} = 0 & \text{on } Q_1
\end{cases}
$$

(the test functions for this equation vanish on $\partial Q_1^*$). Let

$$
\tilde{V}(t, x, y) = \begin{cases}
  V(t, x, y) & \text{for } y > 0 \\
  -V(t, x, -y) & \text{for } y \leq 0.
\end{cases}
$$

Then $\tilde{V}$ is a weak solution to the degenerate parabolic equation

$$
|y|^a \partial_t \tilde{V} - \text{div}(|y|^a \nabla \tilde{V}) = 0 \quad \text{for } (t, x, y) \in Q_1 \times (-1, 1).
$$

Since $|y|^a$ is a Muckenhoupt $A_2$-weight, it follows that $\tilde{V}$ is locally Hölder continuous [14]. Therefore, $y^a W_y \to 0$ locally uniformly as $y \to 0^+$. Now, by substituting $z = \left(\frac{y}{r-a}\right)^{1-a}$ in the equation for $W$ above, we find that

$$
\partial_t W - (\Delta_x W + z^a W_{zz}) = 0
$$
for \( z > 0 \) small, where \( \alpha = -\frac{2n}{1-n}. \) Additionally, \( y^aW_y = W_z \), so that \( W \) is differentiable with respect to \( z \) up to the boundary \( z = 0 \), with \( W_z |_{z=0} = 0 \). Next, for \( z > 0 \) small, by (1) and (2),

\[
|W_{zz}| \leq \left| \frac{-\partial_z W + \Delta_z W}{z^\alpha} \right| \leq C \frac{\|W\|_{L^2(Q_1^+, g^a dX)}}{|z|^{\alpha}}
\]

which in turn implies that, for \( z_0 > 0 \) small,

\[
|W_z(t, x, z_0)| = \left| \int_0^{z_0} W_{zz}(t, x, z) \, dz \right| \leq C \|W\|_{L^2(Q_1^+, g^a dX)} z_0^{1-\alpha}
\]

for all \((t, x) \in Q_1^/2\). After transforming back to \( y \) we get the final result. \( \square \)

**Corollary 4.5.** Let \( W \) be a weak solution to

\[
\begin{cases}
\begin{align*}
y^a \partial_t W - \text{div}(y^a \nabla W) &= 0 & \text{in } (Q_1^+)^* \\
-y^a W_y |_{y=0} &= 0 & \text{on } Q_1^+ \\
W &= 0 & \text{or } \partial_{x_n} W = 0 & \text{on } Q_1^+ \cap \{x_n = 0\}.
\end{align*}
\end{cases}
\]

Then Proposition 4.4 holds for this \( W \) if we replace the cubes \( Q \) by half-cubes \( Q^+ \) in all the estimates there.

**Proof.** This is an immediate consequence of Proposition 4.4. Indeed, the odd reflection of \( W \) with respect to \( x_n \) (for Dirichlet boundary condition) and the even reflection of \( W \) with respect to \( x_n \) (for Neumann boundary condition) are weak solutions to 4.9. \( \square \)

**Lemma 4.6** (Trace inequality). There exists a constant \( C > 0 \), depending only on \( n \) and \( s \), such that, for any \( U \in L^2((-1, 1); H^1_{L, a}(B_1^+)) \),

\[
\int_{-r^2}^{r^2} t^{2-2s} \|U(t, \cdot, 0)\|_{L^2(B_r)}^2 \, dt 
\leq C \int_{-r^2}^{r^2} t^2 \left( \|U(t, \cdot, \cdot)\|_{L^2(B_r^+, g^a dX)}^2 + r^2 \|\nabla U(t, \cdot, \cdot)\|_{L^2(B_r^+, g^a dX)}^2 \right) \, dt
\]

for all \( 0 < r < 1 \). The same is true if we replace \( B_r \) by \( B_r^+ \).

**Proof.** The general estimate follows by scaling from the case \( r = 1 \). From [21], we have that, for a.e \( t \in (-1, 1) \), \( \|U(t, \cdot, 0)\|_{L^2(B_1)}^2 \leq C \|U(t, \cdot, \cdot)\|_{H^1(B_1^+ \setminus B_1) g^a dX}^2 \). Then we just integrate in time. \( \square \)

## 5. Interior Regularity

In this Section we prove Theorems 1.1 and 1.2.

We say that a function \( f \in L^2(Q_1) \) is in \( L^{n/2, \alpha}(0, 0) \), for \( 0 < \alpha \leq 1 \), whenever

\[
|f|_{L^{n/2, \alpha}(0, 0)}^2 = \sup_{0<r \leq 1} \frac{1}{r^{n+2+2\alpha}} \int_{Q_r} |f - f(0, 0)|^2 \, dx < \infty
\]

where \( f(0, 0) \leq \lim_{r \to 0} \frac{1}{|Q_r|} \int_{Q_r} f(t, x) \, dx \). In view of Theorem 2.1 we see that if \( f \) satisfies this property uniformly in balls centered at points close to the origin then \( f \) is parabolically \( \alpha \)-Hölder continuous at the origin. Furthermore, Theorem 1.1 will follow directly from the following statement after rescaling and translation, and by using estimate (2.7).

**Theorem 5.1.** Let \( u \in \text{Dom}(H^s) \) be as in Theorem 1.1, with \( f \in L^2(\mathbb{R} \times \Omega) \). Suppose that \( B_1 \subseteq \Omega \) and that \( f \in L^{n/2, \alpha}(0, 0) \), for some \( 0 < \alpha < 1 \).
Assume that $0 < \alpha + 2s < 1$. There exist $0 < \delta < 1$, depending only on $n$, ellipticity, $\alpha$ and $s$, and a constant $C_1 > 0$ such that if
\[
\sup_{0 < r \leq 1} \frac{1}{r^n} \int_{B_r} |A(x) - A(0)|^2 \, dx < \delta^2
\]
then there exists a constant $c$ such that
\[
\frac{1}{r^{n+2}} \int_{Q_r} |u(t, x) - c|^2 \, dt \, dx \leq C_1 r^{2(\alpha + 2s)}
\]
for all $r > 0$ small. Moreover,
\[
|c| + C_1^{1/2} \leq C_0 \left( \|u\|_{\text{Dom}(H')} + |f(0, 0)| + [f]_{L^{\alpha/2, \alpha}(0, 0)} \right)
\]
where $C_0 > 0$ depends on $A(x)$, $n$, $s$, $\alpha$ and ellipticity.

Assume that $1 < \alpha + 2s < 2$. There exists $0 < \delta < 1$, depending only on $n$, ellipticity, $\alpha$ and $s$, and a constant $C_1 > 0$ such that if
\[
\sup_{0 < r \leq 1} \frac{1}{r^{n+2(\alpha + 2s - 1)}} \int_{B_r} |A(x) - A(0)|^2 \, dx < \delta^2
\]
then there exists a linear function $f(x) = A + B \cdot x$ such that
\[
\frac{1}{r^{n+2}} \int_{Q_r} |u(t, x) - f(x)|^2 \, dt \, dx \leq C_1 r^{2(\alpha + 2s)}
\]
for all $r > 0$ small. Moreover,
\[
|A| + |B| + C_1^{1/2} \leq C_0 \left( \|u\|_{\text{Dom}(H')} + |f(0, 0)| + [f]_{L^{\alpha/2, \alpha}(0, 0)} \right)
\]
where $C_0 > 0$ depends on $A(x)$, $n$, $s$, $\alpha$ and ellipticity.

We say that a function $f \in L^2(Q_1)$ is in $L^{-s+\alpha/2, -2s+\alpha}(0, 0)$, for $0 < \alpha < 1$, whenever
\[
[f]_{L^{-s+\alpha/2, -2s+\alpha}(0, 0)} = \sup_{0 < r \leq 1} \frac{1}{r^{n+2+2(-2s+\alpha)}} \int_{Q_r} |f(t, x)|^2 \, dt \, dx < \infty
\]
and that is in $L^{-s+(1+\alpha)/2, -2s+\alpha+1}(0, 0)$ whenever
\[
[f]_{L^{-s+(1+\alpha)/2, -2s+\alpha+1}(0, 0)} = \sup_{0 < r \leq 1} \frac{1}{r^{n+2+2(-2s+\alpha+1)}} \int_{Q_r} |f(t, x)|^2 \, dt \, dx < \infty.
\]

Then we have the following consequences

- If $f \in L^2(Q_1)$ is also in $L^p(Q_1)$, for $(n + 2)/(2s) < p < (n + 2)/(2s - 1)^+$, then $[f]_{L^{-s+\alpha/2, -2s+\alpha}(0, 0)} \leq C_n \|f\|_{L^p(Q_1)}$ for $\alpha = 2s - (n + 2)/p$.

- If $s > 1/2$ and $f \in L^p(Q_1)$ for $p > (n + 2)/(2s - 1)$, then $[f]_{L^{-s+(1+\alpha)/2, -2s+\alpha+1}(0, 0)} \leq C_n \|f\|_{L^p(Q_1)}$ for $\alpha = 2s - (n + 2)/p - 1$.

In view of these observations, Theorem 1.2 will follow immediately from the next result.

**Theorem 5.2.** Let $u \in \text{Dom}(H')$ be as in Theorem 1.2, with $f \in L^2(\mathbb{R} \times \Omega)$. Suppose that $B_1 \subset \Omega$ and let $0 < \alpha < 1$.

1. Assume that $f \in L^{-s+\alpha/2, -2s+\alpha}(0, 0)$. Then there exist $0 < \delta < 1$, depending only on $n$, ellipticity, $\alpha$, $s$, and a constant $C_1 > 0$ such that if
\[
\sup_{0 < r \leq 1} \frac{1}{r^n} \int_{B_r} |A(x) - A(0)|^2 \, dx < \delta^2
\]
then there exists constant $c$ such that
\[
\frac{1}{r^{n+2}} \int_{Q_r} |u(t, x) - c|^2 \, dt \, dx \leq C_1 r^{2\alpha}
\]
for all \( r > 0 \) small. Moreover,
\[
|c| + C_1^{1/2} \leq C_0 \left( \|u\|_{\text{Dom}(H^s)} + |f|_{L^{s+\alpha/2,-2s+\alpha}(0,0)} \right) 
\]
where \( C_0 > 0 \) depends on \( A(x), n, s, \alpha \) and ellipticity.

(2) Assume that \( f \in L^{s+1(1+\alpha)/2,-2s+\alpha+1}(0,0) \). Then there exist \( 0 < \delta < 1 \), depending only on \( n, s, \alpha, \alpha, s, \) and a constant \( C_1 > 0 \) such that if
\[
\sup_{0 < r \leq 1} \frac{1}{r^{n+2\alpha}} \int_{B_r} |A(x) - A(0)|^2 \, dx < \delta^2 
\]
then there exists a linear function \( \ell(x) = A + B \cdot x \) such that
\[
\frac{1}{r^{n+2}} \int_{Q_r} |u(t, x) - \ell(x)|^2 \, dt \, dx \leq C_1 |r^{2(1+\alpha)}
\]
for all \( r > 0 \) small. Moreover,
\[
|A| + |B| + C_1^{1/2} \leq C_0 \left( \|u\|_{\text{Dom}(H^s)} + |f|_{L^{s+1(1+\alpha)/2,-2s+\alpha+1}(0,0)} \right) 
\]
where \( C_0 > 0 \) depends on \( A(x), n, s, \alpha \) and ellipticity.

Therefore, the rest of this section is devoted to the proofs of Theorems 5.1 and 5.2.

### 5.1 Proof of Theorem 5.1 (1).
In view of the extension problem characterization in Theorem 4.3, we only need to prove the theorem for \( u(t, x) = U(t, x, 0) \), where \( U \) is a solution to (4.1) in \( Q^*_t \) with \( F \equiv 0 \). We will consider normalized solutions \( U \) as defined next. Without loss of generality, we can assume that \( A(0) = I \) and \( f(0, 0) = 0 \) (otherwise, one needs to take \( U - \frac{y^a - \alpha}{1 - \alpha} f(0, 0) \)). Given \( \delta > 0 \), we say that \( U \) is a \( \delta \)-normalized solution if the following conditions hold:

1. \( \sup_{0 < r \leq 1} \frac{1}{r^n} \int_{B_r} |A(x) - I|^2 \, dx < \delta^2 \);
2. \( |f|_{L^{n/2}(0,0)}^2 = \sup_{0 < r \leq 1} \frac{1}{r^{n+2+2\alpha}} \int_{Q_r} |f|^2 \, dt \, dx < \delta^2 \);
3. \( \int_{Q_1} U(t, x, 0)^2 \, dt \, dx + \int_{Q^*_1} y^n U^2 \, dt \, dX \leq 1 \).

Notice that (1) can always be assumed by scaling, while (2) and (3) hold after normalizing
\[
U(x, y) \left( \int_{Q_1} U(t, x, 0)^2 \, dt \, dx + \int_{Q^*_1} y^n U^2 \, dt \, dX + \frac{1}{\delta} |f|_{L^{n/2}(0,0)}^2 \right)^{-1}.
\]

#### Lemma 5.3.
Given \( 0 < \alpha + 2s < 1 \), there exist \( 0 < \delta, \lambda, \alpha < 1 \) depending on \( n, s \) and ellipticity, a constant \( c \) and a universal constant \( D > 0 \) such that, for any \( \delta \)-normalized solution \( U \) to (4.1),
\[
\frac{1}{\lambda^{n+2}} \int_{Q_{\lambda}} |U(t, x, 0) - c|^2 \, dt \, dx + \frac{1}{\lambda^{n+3+\alpha}} \int_{Q^*_{\lambda}} y^n |U - c|^2 \, dt \, dX < \lambda^{2(\alpha + 2s)}
\]
and \( |c| \leq D \).

**Proof.** Let \( 0 < \varepsilon < 1 \) be fixed. We use Corollary 4.2 to get a function \( W \) which satisfies (4.0). Then, since \( U \) is a normalized solution,
\[
\int_{Q_{1/2}} y^n |W|^2 \, dt \, dX \leq 2 \int_{Q_{1/2}} y^n |U - W|^2 \, dt \, dX + 2 \int_{Q_{1/2}} y^n U^2 \, dt \, dX \leq 2\varepsilon^2 + 2 \leq 4.
\]
Define \( c = W(0, 0, 0) \). Hence, by Proposition 4.4 (2), we get that \( |c| \leq D \), for some universal constant \( D \). Now, for any \( (t, X) \in Q^*_{1/4} \), by Proposition 4.4
\[
|W(t, X) - c| \leq |W(t, x, y) - W(t, x, 0)| + |W(t, x, 0) - W(0, 0)| + |W(0, 0) - c|
\]
for some universal constant \( N > 0 \). Then for any \( 0 < \lambda < 1/4 \),

\[
\frac{1}{\lambda^{n+3+a}} \int_{Q_\lambda^*} y^a |U - c|^2 \, dt \, dX \leq \frac{2}{\lambda^{n+3+a}} \int_{Q_\lambda} y^a |U - W|^2 \, dt \, dX + \frac{2}{\lambda^{n+3+a}} \int_{Q_\lambda} y^a |W - c|^2 \, dt \, dX
\]

\[
\leq \frac{2\varepsilon^2}{\lambda^{n+3+a}} + \frac{2N^2}{\lambda^{n+3+a}} \int_{Q_\lambda^*} y^a (|X|^2 + |t|) \, dt \, dX
\]

\[
\leq \frac{2\varepsilon^2}{\lambda^{n+3+a}} + c_{n,a} \lambda^2.
\]

Next we apply the trace inequality of Lemma 4.1 to \((U - c)\) to get

\[
\lambda^{1+a} \int_{Q_\lambda^*} |U(t, x, 0) - c|^2 \, dt \, dx \leq C \int_{Q_\lambda^*} y^a |U - c|^2 \, dt \, dX + C\lambda^2 \int_{Q_\lambda^*} y^a |\nabla U|^2 \, dt \, dX
\]

\[
\leq 2C\varepsilon^2 + Cc_{n,a} \lambda^{n+5+a} + C\lambda^2 \int_{Q_\lambda^*} y^a |\nabla U|^2 \, dt \, dX.
\]

Now we estimate the last integral by applying Lemma 4.1 to \((U - c)\). For this purpose, take \( \eta \) such that \( \eta = 1 \) in \( Q_\lambda^* \), \( \eta = 0 \) outside \( Q_{2\lambda}^* \), and \(|\partial \eta| + |\nabla \eta| \leq \frac{\varepsilon}{3}\) in \( Q_{2\lambda}^* \). Then

\[
\lambda^2 \int_{Q_\lambda^*} y^a |\nabla U|^2 \, dt \, dX
\]

\[
\leq C\lambda^2 \left( \int_{Q_{2\lambda}} y^a \frac{1}{\lambda^2} |U - c|^2 \, dt \, dX + \int_{Q_{2\lambda}} |U(t, x, 0) - c||f(t, x)| \, dt \, dx \right)
\]

\[
\leq C \int_{Q_{2\lambda}} y^a |U - c|^2 \, dt \, dX + C \left( \|U(\cdot, 0)\|_{L^2(Q_{2\lambda})} + |c||Q_{2\lambda}|^{1/2} \right) \|f\|_{L^2(Q_{2\lambda})}
\]

\[
\leq 2C\varepsilon^2 + Cc_{n,a} \lambda^{n+5+a} + C(1 + |c|)\delta.
\]

Thus, for any \( 0 < \lambda < 1/8 \),

\[
\frac{1}{\lambda^{n+2}} \int_{Q_\lambda} |U(t, x, 0) - c|^2 \, dt \, dx + \frac{1}{\lambda^{n+3+a}} \int_{Q_\lambda^*} y^a |U - c|^2 \, dt \, dX
\]

\[
< \frac{C\varepsilon^2}{\lambda^{n+3+a}} + c_{n,a} \lambda^2 + \frac{C\delta}{\lambda^{n+3+a}}.
\]

Next if we make \( \lambda \) sufficiently small we have \( c_{n,a} \lambda^2 \leq \frac{1}{3}\lambda^{2(a+2s)} \). Then we can choose \( \varepsilon \) small such that \( \frac{C\varepsilon^2}{\lambda^{n+3+a}} \leq \frac{1}{3}\lambda^{2(a+2s)} \). Finally, with this \( \varepsilon \) in Corollary 4.1, we can let \( \delta \) small enough such that \( C(1 + |c|)\delta \leq \frac{1}{3}\lambda^{2(a+2s)} \).

\[ \square \]

**Lemma 5.4.** Assume the conditions on Lemma 5.3. Then there exist a sequence of constants \( c_k, k \geq 0 \), and a universal constant \( D > 0 \) such that

\[
|c_k - c_{k+1}| \leq D\lambda^{k(a+2s)}
\]

and

\[
\frac{1}{\lambda^{k(n+2)}} \int_{Q_{\lambda^k}} |U(t, x, 0) - c_k|^2 \, dt \, dx + \frac{1}{\lambda^{k(n+3+a)}} \int_{Q_{\lambda^k}} y^a |U - c_k|^2 \, dt \, dX < \lambda^{2k(a+2s)}
\]

for all \( k \geq 0 \).
Proof. We prove this lemma by induction. First we consider the base \( k = 0 \). We let \( c_0 = 0 \) and notice that the estimates on \( U \) hold because \( U \) is a normalized solution. Next, we let \( c_1 \) be the constant \( c \) from Lemma 5.3 so clearly the conclusion holds in this case. Now we assume that the lemma is true for some \( k \geq 1 \). We define

\[
\hat{U}(t, X) = \frac{U(\lambda^{2k}t, \lambda^kX) - c_k}{\lambda^{k(\alpha+2s)}}
\quad \text{for } (t, X) \in Q_1^*.
\]

Recall that, in particular, \( U \) satisfies

\[
-\int_{Q_{\lambda_k}^*} y^a U \partial_t \phi \, dX dt + \int_{Q_{\lambda_k}^*} y^a B(x) \nabla U \nabla \phi \, dX dt = \int_{Q_{\lambda_k}} f(t, x) \phi(t, x, 0) \, dx dt
\]

for suitable test functions \( \phi \). Therefore, by changing variables here, it is easy to see that \( \hat{U} \) satisfies

\[
-\int_{Q_1^*} y^a \hat{U} \partial_t \hat{\phi} \, dX dt + \int_{Q_1^*} y^a \hat{B}(x) \nabla \hat{U} \nabla \hat{\phi} \, dX dt = \int_{Q_1} \hat{f}(t, x) \hat{\phi}(t, x, 0) \, dx dt
\]

where \( \hat{\phi}(t, X) = \phi(\lambda^{2k}t, \lambda^kX) \), \( \hat{B}(x) = B(\lambda^kx) \), \( \hat{f}(t, x) = \lambda^{-k\alpha} f(\lambda^{2k}t, \lambda^kx) \). Furthermore, \( \hat{A}(0) = I, \hat{\phi}(0, 0) = 1 \) and, by changing variables and using the induction hypotheses,

\[
\frac{1}{r^n} \int_{B_r} (\hat{A}(x) - I)^2 \, dx + \frac{1}{r^{n+2+2\alpha}} \int_{Q_r} |\hat{f}(t, x)|^2 \, dt \, dx < \delta^2
\]

and

\[
\int_{Q_1} \hat{U}(t, x, 0)^2 \, dx dt + \int_{Q_1^*} y^a \hat{U}^2 \, dX dt \leq 1.
\]

In other words, \( \hat{U} \) is a \( \delta \)-normalized weak solution to

\[
\begin{align*}
\begin{cases}
y^a \partial_t \hat{U} - \text{div}(y^a \hat{B}(x) \nabla \hat{U}) = 0 & \text{in } Q_1^* \\
y^a \hat{U} |_{y=0} = \hat{f} & \text{on } Q_1.
\end{cases}
\end{align*}
\]

Thus we can apply Lemma 5.3 to \( \hat{U} \) to get the existence of a constant \( c \) such that

\[
\frac{1}{\lambda^{n+2}} \int_{Q_{\lambda}^*} |\hat{U}(t, x, 0) - c|^2 \, dt \, dx + \frac{1}{\lambda^{n+2+\alpha}} \int_{Q_{\lambda}^*} y^a |\hat{U} - c|^2 \, dX dt < \lambda^{2(\alpha+2s)}.
\]

If we change variables back we obtain

\[
\frac{1}{\lambda^{(n+2)(k+1)}} \int_{Q_{\lambda}^{k+1}} |U(t, x, 0) - c_k - c\lambda^{k(\alpha+2s)}|^2 \, dt \, dx + \frac{1}{\lambda^{(n+2+\alpha)(k+1)}} \int_{Q_{\lambda}^{k+1}} y^a |U - c_k - c\lambda^{k(\alpha+2s)}|^2 \, dX dt < \lambda^{2(k+1)(\alpha+2s)}.
\]

Defining \( c_{k+1} = c_k + \lambda^{k(\alpha+2s)} \) we see that \( |c_{k+1} - c_k| \leq D\lambda^{k(\alpha+2s)} \).

**Proof of Theorem 5.1.** If \( \{c_k\}_{k \geq 0} \) is the sequence of constants from Lemma 5.4 then we see that \( c_\infty = \lim_{k \to \infty} c_k \) exists and is finite. Given any \( 0 < r < 1/8 \), let \( k \geq 0 \) such that \( \lambda^{k+1} < r < \lambda^k \). Then, by Lemma 5.3

\[
\frac{1}{r^{n+2}} \int_{Q_r} |U(t, x, 0) - c_\infty|^2 \, dt \, dx
\]

\[
\leq \frac{2}{r^{n+2}} \int_{Q_r} |U(t, x, 0) - c_k|^2 \, dt \, dx + 2C_\alpha |c_k - c_\infty|^2
\]

\[
\leq \frac{2}{\lambda^{n+2}} \frac{1}{\lambda^{k(\alpha+2)}} \int_{Q_{\lambda_k}} |U(t, x, 0) - c_k|^2 \, dt \, dx + \frac{C_\alpha}{(1 - \lambda^{(\alpha+2s)})^2} \lambda^{2(k(\alpha+2s)} \leq C_1 r^{2(\alpha+2s)}
\]

where \( C_1 = C_1(n, \lambda, D, \alpha, s) > 0 \).
5.2. **Proof of Theorem 5.1(2).** As before, we will prove Theorem 5.1(2) for \( u(t, x) = U(t, x, 0), \) where \( U \) is a solution to (4.1) in \( Q_1^+ \). We will consider normalized solutions \( U \) as defined next. Again, without loss of generality, we can assume that \( A(0) = I \) and \( f(0, 0) = 0 \). Given \( \delta > 0 \), we say that \( U \) is a \( \delta \)-normalized solution (with \( F \) not identically 0) if the following conditions hold:

1. \( \sup_{0 < r \leq 1} \frac{1}{r^{n+2(\alpha+2s-1)}} \int_{B_r} |A(x)|^2 \, dx < \delta^2; \)
2. \( \sup_{0 < r \leq 1} \frac{1}{r^{n+2+2\alpha}} \int_{Q_r} |f|^2 \, dt \, dx < \delta^2; \)
3. \( \frac{1}{\lambda^2} \int_{Q_1^+} y^a |F|^2 \, dX < \delta^2; \)
4. \( \int_{Q_1} U(t, x, 0)^2 \, dx + \int_{Q_1^+} y^a U^2 \, dX \leq 1. \)

Notice that (1) can always be assumed by scaling, and (2), (3) and (4) hold after an appropriate normalization, see (5.1).

**Lemma 5.5.** Given \( 1 < \alpha + 2s < 2 \), there exist \( 0 < \delta, \lambda < 1 \) depending on \( n, s \) and ellipticity, a linear function \( \ell(x) = A + B \cdot x \) and a universal constant \( D > 0 \) such that for any \( \delta \)-normalized solution \( U \) to (4.1),

\[
\frac{1}{\lambda^{n+2}} \int_{Q_1} |U(t, x, 0) - \ell(x)|^2 \, dx + \frac{1}{\lambda^{n+3+a}} \int_{Q_1^+} y^a |U - \ell(x)|^2 \, dX < \lambda^2(\alpha+2s)
\]

and \( |A| + |B| \leq D. \)

**Proof.** Let \( 0 < \varepsilon < 1 \). Then, as in Lemma 5.3, there exists a function \( W \) which satisfies Corollary 4.2 and also

\[
\int_{Q_{1/2}^+} y^a |W|^2 \, dX \leq 4.
\]

Now define

\[
\ell(x) = W(0, 0, 0) + \nabla_x W(0, 0, 0) \cdot x = A + B \cdot x.
\]

By Proposition 4.4 there exists a universal constant \( D \) such that \( |A| + |B| \leq D \). Next, for any \( (t, X) \in Q_{1/4}^+ \), we have

\[
|W(t, x, y) - \ell(x)| \leq |W(t, x, y) - W(t, x, 0)| + |W(t, x, 0) - W(0, x, 0)| + |W(0, 0, 0) - \nabla_x W(0, 0, 0) \cdot x|
\]

\[
\leq C\varepsilon^2 + Ct + C|x|^2 \leq N(|X|^2 + t)
\]

for some universal constant \( N > 0 \). Then, for any \( 0 < \lambda < 1/4 \),

\[
\frac{1}{\lambda^{n+3+a}} \int_{Q_1^+} y^a |U - \ell(x)|^2 \, dX
\]

\[
\leq \frac{2}{\lambda^{n+3+a}} \int_{Q_1^+} y^a |U - W|^2 \, dX + \frac{2}{\lambda^{n+3+a}} \int_{Q_1^+} y^a |W - \ell(x)|^2 \, dX
\]

\[
\leq \frac{2\varepsilon^2}{\lambda^{n+3+a}} + \frac{2N^2}{\lambda^{n+3+a}} \int_{Q_1^+} y^a (|X|^4 + |t|^2) \, dX
\]

\[
\leq \frac{2\varepsilon^2}{\lambda^{n+3+a}} + c_{n,a}\lambda^4.
\]

In the next step, we apply the trace inequality (Lemma 4.9) to \( U - \ell \). Hence, for \( 0 < \lambda < 1/8 \),
Lemma 4.1, where the vector field $k$

Proof.

and $

where the last inequality follows by first choosing $

Assume the conditions on Lemma 5.5. Then there exists a sequence of

Thus,

Thus,

\[
\frac{1}{\lambda^{n+2}} \int_{Q_\lambda} |U(t, x, 0) - \ell(x)|^2 \, dt \, dx + \frac{1}{\lambda^{n+3+a}} \int_{Q_\lambda} y^a |U - \ell(x)|^2 \, dt \, dx \\
\leq \frac{C \varepsilon^2}{\lambda^{n+3+a}} + c_{n,a} \lambda^4 + \frac{C \delta}{\lambda^{n+3+a}} < \lambda^{2(\alpha+2s)}
\]

where the last inequality follows by first choosing $\lambda$ small, then $\varepsilon$ sufficiently small and, for this $\varepsilon > 0$, a $0 < \delta < 1$ in Lemma 4.2 small enough.

\[\square\]

Lemma 5.6. Assume the conditions on Lemma 5.3. Then there exist a sequence of linear functions $\ell_k(x) = \mathcal{A}_k + \mathcal{B}_k \cdot x$, $k \geq 0$, and a universal constant $D > 0$ such that

\[|\mathcal{A}_k - \mathcal{A}_{k+1}| + \lambda^k |\mathcal{B}_k - \mathcal{B}_{k+1}| \leq D \lambda^{k(\alpha+2s)}\]

and

\[\frac{1}{\lambda^{k(n+2)}} \int_{Q_{\lambda k}} |U(t, x, 0) - \ell_k|^2 \, dt \, dx + \frac{1}{\lambda^{k(n+3+a)}} \int_{Q_{\lambda k}} y^a |U - \ell_k|^2 \, dt \, dx < \lambda^{2k(\alpha+2s)}\]

for all $k \geq 0$.

Proof. The proof is by induction. For the base step $k = 0$, we set $\ell_0(x) = 0$ and hence the estimates on $U$ are true because $U$ is a $\delta$-normalized solution. For $k = 1$ we choose $\ell_1(x) = \ell(x)$ from Lemma 5.3 and obviously the conclusion holds. Suppose the result is true for some $k \geq 1$. Define

\[\tilde{U}(t, x) = \frac{U(\lambda^k t, \lambda^k x) - \ell_k(\lambda^k x)}{\lambda^{k(\alpha+2s)}} \quad \text{for } (t, x) \in Q_1^*.
\]
Recall that $U$ satisfies
\[
\int_{Q_{\lambda k}^1} g^\alpha U \partial_t \phi \, dt \, dX + \int_{Q_{\lambda k}^1} g^\beta B(x) \nabla U \nabla \phi \, dt \, dX = \int_{Q_{\lambda k}^1} \gamma F \nabla \phi \, dt \, dX + \int_{Q_{\lambda k}^1} f(t, x) \phi(t, x, 0) \, dt \, dx
\]
for suitable test functions $\phi$. Now, by the change of variables $X = \lambda^k X, t = \lambda^{2k} t$, we find that $\tilde{U}$ is a weak solution to
\[
\begin{align*}
&\gamma \phi \partial_t \tilde{U} - \text{div}(g^\alpha \tilde{B}(x) \nabla \tilde{U}) = -\text{div}(g^\beta (\tilde{F} + \tilde{G})) & \text{in } Q_1^1 \\
&-g^\alpha \tilde{U}|_{y = 0} = \tilde{f} & \text{on } Q_1
\end{align*}
\]
where $\tilde{B}(x) = B(\lambda^k x), \tilde{F}(t, X) = \lambda^{-k(\alpha + 2s - 1)} F(\lambda^{2k} t, \lambda^k X), \tilde{f}(t, x) = \lambda^{-k \alpha} f(\lambda^{2k} t, \lambda^k x)$ and
\[
\tilde{G} = \left( \frac{I - \tilde{B}(x)}{\lambda^k(\alpha + 2s - 1)} \nabla x \ell_k(\lambda^k x), 0 \right)
\]
with $\tilde{G}(0) = 0$.

Moreover, by the hypotheses on $f, A(x)$ and $F$,
\[
\frac{1}{r^{n+2+2\alpha}} \int_{Q_r} |\tilde{f}|^2 \, dx < \delta^2
\]
and
\[
\frac{1}{r^{n+3+\alpha + 2(\alpha + 2s - 1)}} \int_{Q_r} \gamma |\tilde{F} + \tilde{G}|^2 \, dX \\
\leq \frac{2}{(\lambda^k r)^{n+3+\alpha + 2(\alpha + 2s - 1)}} \int_{Q_{\lambda k}^1} \gamma (|F|^2 + |I - B(x)|^2 |B_k|^2) \, dX \\
\leq 2(1 + D^2 C^2) \delta^2
\]
where we used that
\[
|B_k| \leq \sum_{j=1}^{k} |B_j - B_{j-1}| \leq D \sum_{j=0}^{\infty} \lambda^{j(\alpha + 2s - 1)} \leq DC
\]

Additionally, by changing variables and the induction hypothesis,
\[
\int_{Q_1} \tilde{U}(t, x, 0) \, dt \, dx + \int_{Q_1^1} \gamma \partial_t \tilde{U}^2 \, dX \leq 1
\]
so that $\tilde{U}$ is a $\delta$-normalized solution. Whence, by Lemma 5.5, there exists a linear function $\ell(x)$ such that
\[
\frac{1}{\lambda^{n+2}} \int_{Q_1} |\tilde{U}(t, x, 0) - \ell(x)|^2 \, dt \, dx + \frac{1}{\lambda^{n+3+\alpha}} \int_{Q_1^1} \gamma |U - \ell|^2 \, dX < \lambda^{2(\alpha + 2s)}.
\]

By changing variables back,
\[
\frac{1}{\lambda^{(k+1)(n+2)}} \int_{Q_{\lambda k+1}} |U(t, x, 0) - \ell_{k+1}(x)|^2 \, dt \, dx \\
+ \frac{1}{\lambda^{(k+1)(n+3+\alpha)}} \int_{Q_{\lambda k+1}} \gamma |U - \ell_{k+1}|^2 \, dX < \lambda^{2(k+1)(\alpha + 2s)}
\]
where $\ell_{k+1}(x) = \ell_k(x) + \lambda^{k(\alpha + 2s)} \ell(\lambda^{-k} x)$. Then
\[
|\ell_{k+1}(x) - \ell_k(x)| = \lambda^{k(\alpha + 2s)} |\ell(\lambda^{-k} x)| \leq D \lambda^{k(\alpha + 2s)} (1 + \lambda^{-k}|x|)
\]
so that $|\mathcal{A}_{k+1} - \mathcal{A}_k| = |\ell_{k+1}(0) - \ell_k(0)| \leq D\lambda^{k(\alpha+2s)}$ and, by construction, $|\mathcal{B}_{k+1} - \mathcal{B}_k| \leq \lambda^{k(\alpha+2s-1)}|\mathcal{B}| \leq D\lambda^{k(\alpha+2s-1)}$. \hfill \qed

**Proof of Theorem 5.1.** It follows the same procedure as the proof of Theorem 5.1, but instead we need to use now Lemmas 5.3 and 5.6. \hfill \qed

**5.3. Proof of Theorem 5.2.** The proof follows very similar lines to those for Theorem 5.1 with minor changes. Indeed, in the proof of Theorem 5.1(1) we need to replace the exponent $\alpha$ by $-2s+\alpha$, while in the proof of Theorem 5.1(2) we substitute the exponent $\alpha$ by $-2s+\alpha+1$. Notice also that we do not need the normalization $f(0,0) = 0$.

6. **Boundary Regularity for fractional heat equations**

In this Section we perform a detailed analysis of boundary regularity and asymptotic behavior of half space solutions for master equations driven by fractional powers of heat operators. First we state known estimates for the fractional heat operator from [26].

**Proposition 6.1.** Let $u, f \in L^\infty(\mathbb{R}^{n+1})$ be such that

$$ (\partial_t - \Delta)^s u = f \quad \text{in } \mathbb{R}^{n+1}. $$

(1) Suppose that $f \in C^{\alpha/2,\alpha}(\mathbb{R}^{n+1})$ for $0 < \alpha \leq 1$.

(a) If $\alpha + 2s$ is not an integer then $u \in C^{\alpha/2+s,\alpha+2s}(\mathbb{R}^{n+1})$, with the estimate

$$ \|u\|_{C^{\alpha/2+s,\alpha+2s}(\mathbb{R}^{n+1})} \leq C\left( \|f\|_{C^{\alpha/2,\alpha}(\mathbb{R}^{n+1})} + \|u\|_{L^\infty(\mathbb{R}^{n+1})} \right). $$

(b) If $\alpha+2s$ is an integer then $u(t,x)$ is in the Hölder–Zygmund space $\Lambda^{\alpha/2+s,\alpha+2s}(\mathbb{R}^{n+1})$, with the estimate

$$ \|u\|_{\Lambda^{\alpha/2+s,\alpha+2s}(\mathbb{R}^{n+1})} \leq C\left( \|f\|_{C^{\alpha/2,\alpha}(\mathbb{R}^{n+1})} + \|u\|_{L^\infty(\mathbb{R}^{n+1})} \right). $$

The constants $C > 0$ above depend only on $n$, $s$ and $\alpha$.

(2) Suppose that $f \in L^\infty(\mathbb{R}^{n+1})$.

(a) If $s \neq 1/2$ then $u \in C^{s,2s}(\mathbb{R}^{n+1})$, with the estimate

$$ \|u\|_{C^{s,2s}(\mathbb{R}^{n+1})} \leq C\left( \|f\|_{L^\infty(\mathbb{R}^{n+1})} + \|u\|_{L^\infty(\mathbb{R}^{n+1})} \right). $$

(b) If $s = 1/2$ then $u$ is in the Hölder–Zygmund space $\Lambda^{1/2,1}(\mathbb{R}^{n+1})$, with the estimate

$$ \|u\|_{\Lambda^{1/2,1}(\mathbb{R}^{n+1})} \leq C\left( \|f\|_{L^\infty(\mathbb{R}^{n+1})} + \|u\|_{L^\infty(\mathbb{R}^{n+1})} \right). $$

The constants $C > 0$ above depend only on $n$ and $s$.

**6.1. Boundary regularity in the half space – Dirichlet.** In the half space $\mathbb{R} \times \mathbb{R}^n_+$, we consider the heat operator $\partial_t - \Delta_D^+$, where $\Delta_D^+$ is the Dirichlet Laplacian in $\mathbb{R}^n_+ = \{x \in \mathbb{R}^n : x_n > 0\}$. For a function $u(t,x)$ defined on $\mathbb{R} \times \mathbb{R}^n_+$ with $u(t,x',0) = 0$ and $0 < s < 1$ we define

$$ (\partial_t - \Delta_D^+)^s u(t,x) = \frac{1}{1(-s)} \int_0^\infty \left( e^{\tau \Delta_D^+} u(t-\tau,x) - u(t,x) \right) \frac{d\tau}{\tau^{1+s}} $$

where $\{e^{\tau \Delta_D^+}\}_{\tau \geq 0}$ is the semigroup generated by $\Delta_D^+$. Let $x^* = (x',-x_n)$ for $x \in \mathbb{R}^n$ and $u_0(t,x)$ be the odd extension of $u(t,x)$ about the $x_n$ axis given by

$$ u_0(t,x) = \begin{cases} u(t,x) & \text{if } x_n \geq 0 \\ -u(t,x^*) = -u(t,x',-x_n) & \text{if } x_n < 0. \end{cases} $$

Now

$$ e^{\tau \Delta_D^+} u(t-\tau,x) = e^{\tau \Delta} u_0(t-\tau,x) = \frac{1}{(4\pi \tau)^{n/2}} \int_{\mathbb{R}^n_+} \left( e^{-|x-z|^2/(4\tau)} - e^{-|x'-z^*|^2/(4\tau)} \right) u(t-\tau,z) dz $$
for any $\tau > 0$, $x \in \mathbb{R}^n_+$. Hence, for $x \in \mathbb{R}^n_+$,

$$(\partial_t - \Delta_D^+)^su(t, x) = \frac{1}{(4\pi)^{n/2} \Gamma(-s)} \int_0^\infty \int_{\mathbb{R}^n_+} \left( e^{-|x-z|^2/(4\tau)} - e^{-|x-z'|^2/(4\tau)} \right) \frac{u(t - \tau, z) - u(t, x)}{\tau^{n/2+1+s}} dz d\tau$$

and

$$(\partial_t - \Delta_D^+)^{-s} f(t, x) = \frac{1}{(4\pi)^{n/2} \Gamma(s)} \int_0^\infty \int_{\mathbb{R}^n_+} \left( e^{-|x-z|^2/(4\tau)} - e^{-|x-z'|^2/(4\tau)} \right) \frac{f(t - \tau, z) - f(t, x)}{\tau^{n/2+1-s}} dz d\tau.$$  

**Theorem 6.2** (Boundary regularity in half space – Dirichlet). Let $u, f \in L^\infty(\mathbb{R} \times \mathbb{R}^n_+)$ be such that

1. Suppose that $f \in C^{\alpha/2, \alpha}(\mathbb{R} \times \mathbb{R}^n_+)$ for some $0 < \alpha \leq 1$. In addition, assume that $f(t, x', 0) = 0$, for all $t \in \mathbb{R}$, $x' \in \mathbb{R}^{n-1}$.
   a. If $\alpha + 2s$ is not an integer then $u \in C^{\alpha/2+s, \alpha+2s}(\mathbb{R} \times \mathbb{R}^n_+)$, with the estimate

   $$\|u\|_{C^{\alpha/2+s, \alpha+2s}(\mathbb{R} \times \mathbb{R}^n_+)} \leq C \left( \|f\|_{C^{\alpha/2, \alpha}(\mathbb{R} \times \mathbb{R}^n_+)} + \|u\|_{L^\infty(\mathbb{R} \times \mathbb{R}^n_+)} \right).$$

   b. If $\alpha+2s$ is an integer then $u(t, x)$ is in the H"older–Zygmund space $\Lambda^{\alpha/2+s, \alpha+2s}(\mathbb{R} \times \mathbb{R}^n_+)$, with the estimate

   $$\|u\|_{\Lambda^{\alpha/2+s, \alpha+2s}(\mathbb{R} \times \mathbb{R}^n_+)} \leq C \left( \|f\|_{C^{\alpha/2, \alpha}(\mathbb{R} \times \mathbb{R}^n_+)} + \|u\|_{L^\infty(\mathbb{R} \times \mathbb{R}^n_+)} \right).$$

The constants $C > 0$ above depend only on $n, s$ and $\alpha$.

2. Let $f \in L^\infty(\mathbb{R} \times \mathbb{R}^n_+)$.  
   a. If $s \neq 1/2$ then $u \in C^{s, 2s}(\mathbb{R} \times \mathbb{R}^n_+)$ with the estimate

   $$\|u\|_{C^{s, 2s}(\mathbb{R} \times \mathbb{R}^n_+)} \leq C \left( \|f\|_{L^\infty(\mathbb{R} \times \mathbb{R}^n_+)} + \|u\|_{L^\infty(\mathbb{R} \times \mathbb{R}^n_+)} \right).$$

   b. If $s = 1/2$ then $u$ is in parabolic H"older-Zygmund space $\Lambda^{1/2, 1}(\mathbb{R} \times \mathbb{R}^n_+)$ with the estimate

   $$\|u\|_{\Lambda^{1/2, 1}(\mathbb{R} \times \mathbb{R}^n_+)} \leq C \left( \|f\|_{L^\infty(\mathbb{R} \times \mathbb{R}^n_+)} + \|u\|_{L^\infty(\mathbb{R} \times \mathbb{R}^n_+)} \right).$$

The constants $C > 0$ above depend only on $n$ and $s$.

**Proof.** This result follows by observing that if $f_0$ and $u_0$ are the odd reflections of $f$ and $u$ with respect to the variable $x_n$, respectively, then $(\partial_t - \Delta)^su_0 = f_0$ in $\mathbb{R}^{n+1}$. Thus we can invoke Proposition 6.1. From the pointwise formula we see that $(\partial_t - \Delta)^su_0(t, x) = (\partial_t - \Delta_D^+)^su(t, x) = f(t, x) = f_0(t, x)$ when $x \in \mathbb{R}^n_+$. Now, for some $(t, x)$ such that $x_n < 0$ we have

$$(\partial_t - \Delta)^su_0(t, x) = \frac{1}{\Gamma(-s)} \int_0^\infty \left( e^{\tau}u_0(t, x) - u_0(t, x) \right) \frac{d\tau}{\tau^{1+s}}$$

$$= \frac{1}{\Gamma(-s)} \int_0^\infty \left( u(t, x^*) - e^{\tau}u_D^+(t, x^*) \right) \frac{d\tau}{\tau^{1+s}}$$

$$= -((\partial_t - \Delta_D^+)^su(t, x^*) = -f(t, x^*) = f_0(t, x).$$
Also we can see that if \((t,x)\) is such that \(x_n = 0\) then \(u_0(t,x) = 0\) and
\[
(\partial_t - \Delta)^s u_0(t,x) = \frac{1}{(4\pi)^{n/2} \Gamma(-s)} \int_0^\infty \int_{\mathbb{R}^n} e^{-|z|^2/(4\tau)} \tau^{n/2 + 1 + s} u_0(t - \tau, x - z) \, dz \, d\tau = 0
\]
because \(u_0(t - \tau, x - z)\) is an odd function in the variable \(z_n\). \(\square\)

6.2. Boundary behavior in the half space – Dirichlet. We collect some particular one dimensional pointwise solutions that will be useful in our proofs. Consider the problem
\[
\begin{cases}
(\partial_t - D_{xx}^+) u = f & \text{in } \mathbb{R} \times \mathbb{R}_+ \\
u(t,0) = 0 & \text{in } \mathbb{R}
\end{cases}
\]
where \(D_{xx}^+\) denotes the Dirichlet Laplacian in the half line \([0, \infty)\) and
\[
f(t, x) = \begin{cases} 1 & \text{when } 0 < s < 1/2 \\
\chi_{[0,1]}(x) & \text{when } 1/2 \leq s < 1.
\end{cases}
\]
Since \(f\) is independent of \(t\), we have that \(u\) is also independent of \(t\) and solves
\[
\begin{cases}
(- D_{xx}^+) u = f & \text{in } \mathbb{R}_+ \\
u(0) = 0.
\end{cases}
\]
Then we have the following results (see also [10]).

Case 1: \(0 < s < 1/2\). There exists a constant \(c_s > 0\) such that
\[
u(t,x) = c_s x^{2s} \quad \text{for } (t,x) \in \mathbb{R} \times \mathbb{R}_+.
\]

Case 2: \(s = 1/2\). We have
\[
u(t,x) = c \int_0^1 \left( \log |x + z| - \log |x - z| \right) \, dz
= cx \int_0^{1/x} \left( \log |1 + \omega| - \log |1 - \omega| \right) \, d\omega.
\]
For \(0 < x < 1\),
\[
u(t,x) = cx \int_0^1 \left( \log(1 + \omega) - \log(1 - \omega) \right) \, d\omega + cx \int_{1}^{1/x} \left( \log(1 + \omega) - \log(\omega - 1) \right) \, d\omega
= c ((1 + x) \log(1 + x) - (1 - x) \log(1 - x) - 2x \log x).
\]
Hence, there exists \(C > 0\) such that, for any \(0 < x < 1\),
\[
u(t,x) = -Cx \log x + \eta_1(x)
\]
where \(\eta_1(x) \sim x\) as \(x \to 0\). Therefore,
\[
u(t,x) \sim -x \log x \quad \text{as } x \to 0, \text{ uniformly in } t \in \mathbb{R}.
\]
On the other hand, if \(x \geq 1\) then,
\[
u(t,x) = cx \int_0^{1/x} \left( \log(1 + \omega) - \log(1 - \omega) \right) \, d\omega
= c x \left[ \left( \frac{1}{x} + 1 \right) \log(1/x + 1) + (1 - 1/x) \log(1 - 1/x) \right].
\]
Hence, for any \(x \geq 1\),
\[
u(t,x) = x \eta_2 \left( \frac{1}{x} \right)
\]
where
\[
\eta_2(x) = c \left[ (1 + x) \log(1 + x) + (1 - x) \log(1 - x) \right].
\]
To study the behavior of $u(t, x)$ near infinity we need to study the behavior of $\eta_2(x)$ near 0. Using the series expansion for $\log(1 \pm x)$ we see that $\eta_2(x) \sim x^2$ as $x \to 0$. Therefore,

$$u(t, x) \sim \frac{1}{x} \quad \text{as} \quad x \to \infty.$$ 

**Case 3**: $1/2 < s < 1$. We have

$$u(t, x) = c \int_0^1 (|x - z|^{2s-1} - |x + z|^{2s-1}) \, dz$$

$$= cx^{2s} \int_0^{1/x} (|1 - \omega|^{2s-1} - (1 + \omega)^{2s-1}) \, d\omega.$$ 

Let us consider $0 < x < 1$. Then

$$u(t, x) = cx^{2s} \left[ \int_0^1 (1 - \omega)^{2s-1} \, d\omega + \int_1^{1/x} (\omega - 1)^{2s-1} \, d\omega - \int_0^{1/x} (1 + \omega)^{2s-1} \, d\omega \right]$$

$$= c_s [2x^{2s} + (1 - x)^{2s} - (1 + x)^{2s}].$$

On the other hand, if $x \geq 1$, then

$$u(t, x) = cx^{2s} \int_0^{1/x} (1 - \omega)^{2s-1} - (1 + \omega)^{2s-1} \, d\omega$$

$$= c_s x^{2s} [2 - (1 - 1/x)^{2s} - (1 + 1/x)^{2s}].$$

Whence, there exists $c_s > 0$ such that

$$u(t, x) = \begin{cases} 2c_s x^{2s} + \eta_{s1}(x) & \text{if } 0 < x < 1, \\ c_s x^{2s} (2 - \eta_{s2}(1/x)) & \text{if } x \geq 1, \end{cases}$$

where $\eta_{s1}$ and $\eta_{s2}$ are smooth up to $x = 0$. Using the series expansions of $(1 \pm x)^{2s}$, we get

$$\eta_{s1}(x) \sim -4sx \quad \text{and} \quad \eta_{s2}(x) \sim 2 + 2s(2s - 1)x^2 \quad \text{as} \quad x \to 0.$$ 

Using these estimates we conclude that

$$u(t, x) \sim x \quad \text{as} \quad x \to 0, \quad \text{uniformly in} \quad t \in \mathbb{R},$$

and

$$u(t, x) \sim x^{2s-2} \quad \text{as} \quad x \to \infty, \quad \text{uniformly in} \quad t \in \mathbb{R}.$$

Consider next the problem in a higher dimensional half space

$$\begin{cases} (\partial_t - \Delta_D^+)^s w = g & \text{in} \quad \mathbb{R} \times \mathbb{R}^n_+ \\ w(t, x', 0) = 0 & \text{on} \quad \mathbb{R} \times \partial \mathbb{R}^n_+ \end{cases}$$

where

$$g(t, x) = \begin{cases} 1 & \text{when } 0 < s < 1/2 \\ \chi_{[0,1]}(x_n) & \text{when } 1/2 \leq s < 1. \end{cases}$$

The study of these solutions relies on the following observation. Suppose that $g: \mathbb{R}^{n+1} \to \mathbb{R}$ is a function depending only on the $x_n$ variable, that is, $g(t, x) = \phi(x_n)$ for some function $\phi: \mathbb{R} \to \mathbb{R}$, for all $(t, x) \in \mathbb{R}^{n+1}$. Let $w$ satisfy

$$(\partial_t - \Delta)^s w = g \quad \text{in} \quad \mathbb{R}^{n+1}.$$ 

Then $w$ is a function that depends only on $x_n$. More precisely, $w(t, x) = \psi(x_n)$ for all $(t, x) \in \mathbb{R}^{n+1}$, where $\psi: \mathbb{R} \to \mathbb{R}$ solves the one dimensional problem

$$(-D_{xx})^s \psi = \phi \quad \text{in} \quad \mathbb{R}.$$
Indeed, that \( w \) does not depend on \( t \) is clear because \( g \) does not depend on \( t \). Then \( w \) will satisfy \((-\Delta)^w = g\) and therefore the conclusion follows as in (10).

Thus, the pointwise solution \( w(t, x) \) to (6.2) with \( g \) as in (6.3) will be

\[
(6.4) \quad w(t, x) = \begin{cases} 
  c_s x_n^{2s} & \text{if } 0 < s < 1/2, \\
  -C x_n \log x_n + \eta_1(x_n) & \text{for } 0 < x_n < 1, \text{ if } s = 1/2, \\
  x_n \eta_2\left(\frac{1}{x_n}\right) & \text{for } x_n \geq 1, \text{ if } s = 1/2, \\
  2c_s x_n^{2s} + \eta_3 a(x_n) & \text{for } 0 < x_n < 1, \text{ if } 1/2 < s < 1 \\
  c_s x_n^{2s} \left(2 - \eta_2\left(\frac{1}{x_n}\right)\right) & \text{for } x_n \geq 1, \text{ if } 1/2 < s < 1 
\end{cases}
\]

for some constants \( c_s, C > 0 \).

Now, if we consider the following extension problem

\[
(6.5) \quad \begin{cases} 
  y^n \partial_t W - \text{div}(y^n \nabla W) = 0 \quad \text{in } \mathbb{R} \times \mathbb{R}^n_+ \times (0, \infty) \\
  -y^n W|_{y=0} = \theta g \quad \text{on } \mathbb{R} \times \mathbb{R}^n_+ \times \{0, \infty\} \\
  W = 0 \quad \text{on } \mathbb{R} \times \partial \mathbb{R}^n_+ \times [0, \infty) 
\end{cases}
\]

with \( g \) as in (6.3) and \( \theta \in \mathbb{R} \), then the pointwise solution \( W(t, x, y) \) will satisfy

\[ W(t, x, 0) = \theta w(t, x) \quad \text{for all } (t, x) \in \mathbb{R} \times \mathbb{R}^n_+ \]

where \( w(t, x) \) is as in (6.4). Though these solutions \( W \) can be computed explicitly, we will only need bounds for them and their derivatives in the \( x_n \)-direction (see the proof of the following Lemmas).

**Lemma 6.3.** The solution \( W(t, x, y) \) to (6.5) satisfies the following estimates.

1. If \( s < 1/2 \) then \( |W(t, x, y)| \leq C|\theta|x_n^{2s} \) for all \( (t, x, y) \in \mathbb{R} \times \mathbb{R}^n_+ \times (0, \infty) \), where \( C > 0 \) depends only on \( s \).
2. If \( s \geq 1/2 \) then \( \|W\|_{L^\infty(\mathbb{R} \times \mathbb{R}^n_+ \times (0, \infty))} \leq C|\theta| \), where \( C > 0 \) depends only on \( s \).

**Proof.** After dividing by \( \theta \), we can assume that \( \theta = 1 \). Recall that the solution \( W \) to (6.5) is given by

\[ W(t, x, y) = \frac{y^{2s}}{4^s n!} \int_0^\infty e^{-y^{s}/(4\tau)} e^{s\Delta t} w_0(t - \tau, x) \frac{d\tau}{\tau^{1+s}} \]

where \( w_0 \) denotes the odd reflection of \( w \) with respect to the \( x_n \)-variable.

Consider first the case of \( s < 1/2 \). Then \( w(t, x) = c_s x_n^{2s} \) and

\[ e^{s\Delta t} w_0(t - \tau, x) = C \frac{c_s x_n^{2s}}{\tau^{1/2}} \left[ \int_{-\infty}^\infty e^{-z_n^{2}/(4\tau)} (x_n - z_n)^{2s} dz_n - \int_{x_n}^\infty e^{-z_n^{2}/(4\tau)} (z_n - x_n)^{2s} dz_n \right] \]

\[ = C \frac{x_n^{2s+1}}{\tau^{1/2}} \left[ \int_{-1}^1 e^{-x_n^2\omega^2/(4\tau)} (1 - \omega)^{2s} d\omega - \int_{1}^\infty e^{-x_n^2\omega^2/(4\tau)} (\omega - 1)^{2s} d\omega \right] \]

\[ = C \frac{x_n^{2s+1}}{\tau^{1/2}} \left[ \int_{-1}^1 e^{-x_n^2\omega^2/(4\tau)} (1 + \omega)^{2s} d\omega - \int_{1}^\infty e^{-x_n^2\omega^2/(4\tau)} (\omega - 1)^{2s} d\omega \right] \]

\[ \leq C \frac{x_n^{2s+1}}{\tau^{1/2}} \left[ \int_{-1}^1 e^{-x_n^2\omega^2/(4\tau)} d\omega + \int_{1}^\infty e^{-x_n^2\omega^2/(4\tau)} [(1 + \omega)^{2s} - (\omega - 1)^{2s}] d\omega \right] \]

The first integral above can be estimated by

\[ \int_{-\infty}^\infty e^{-x_n^2\omega^2/(4\tau)} d\omega = C \frac{1}{x_n^{2s}}. \]
For the second integral we use the mean value theorem to estimate \((1+\omega)^{2s}-(\omega-1)^{2s}\) 
\(\leq C\), whenever \(2 < \omega < \infty\). Therefore, by applying again \((6.6)\), we conclude that
\(e^{\tau\Delta w_0(t-\tau,x)} \leq C_s x_n^{2s}\).

Hence, from the explicit formula for \(W\) we conclude \((1)\).

For the case when \(s \geq 1/2\), notice that \(w\) in \((5.3)\) is bounded, so that there exists \(C_s > 0\) such that \(|e^{\tau\Delta w(t-\tau,x)}| \leq C_s\) for all \(t \in \mathbb{R}\), \(\tau > 0\) and \(x \in \mathbb{R}^n_+\). Whence \((2)\) follows from the explicit formula for \(W\).

**Lemma 6.4.** The solution \(W(t,x,y)\) to \((6.5)\) satisfies the following estimates,

1. If \(s < 1/2\), then \(|\partial_x W(t,x,y)| \leq C y^{2s-1}\) for all \((t,x,y) \in (Q^+_1)^*\), where \(C > 0\) depends only on \(s\) and \(\theta\).
2. If \(s = 1/2\) then \(|\partial_x W(t,x,y)| \leq C|\log(x_n^2 + y^2)|\) for all \((t,x,y) \in (Q^+_1)^*\), where \(C > 0\) depends only on \(s\) and \(\theta\).
3. If \(s > 1/2\) then \(|\partial_x W(t,x,y)| \leq C\) for all \((t,x,y) \in (Q^+_1)^*\), where \(C > 0\) depends only on \(s\) and \(\theta\).

**Proof.** The solution \(W\) to \((6.5)\) for \(\theta = 1\) is given by
\[
W(t,x,y) = \frac{y^{2s}}{4^s \Gamma(s)} \int_0^\infty e^{-y^2/(4t)} e^{\tau\Delta w(t-\tau,x)} \frac{d\tau}{\tau^{1+s}}.
\]

(6.7)

Consider first the case of \(s < 1/2\). Using the second formula in \((6.7)\) and the fact that \(f\) depends only on \(x_n\), we get that
\[
W(t,x,y) = C_s \int_0^\infty e^{-y^2/(4t)} \int_0^\infty \left( e^{-(x_n-z_n)^2/(4\tau)} - e^{-(x_n+z_n)^2/(4\tau)} \right) f(z_n) \frac{dz_n}{\tau^{1-s}}.
\]

We would like to apply Fubini’s Theorem above. Since \(f\) is bounded and \(x_n, z_n > 0\), we only need to check that
\[
0 \leq I := \int_0^\infty e^{-y^2/(4t)} \int_0^{\infty} \left( e^{-(x_n-z_n)^2/(4\tau)} - e^{-(x_n+z_n)^2/(4\tau)} \right) dz_n \frac{d\tau}{\tau^{1-s}} < \infty.
\]

Indeed
\[
I = \int_0^\infty e^{-y^2/(4\tau)} \left[ \int_0^\infty e^{-(x_n-z_n)^2/(4\tau)} dz_n - \int_{-\infty}^0 e^{-(x_n-z_n)^2/(4\tau)} dz_n \right] \frac{d\tau}{\tau^{1-s}}
\]
\[
= \int_0^\infty e^{-y^2/(4\tau)} \left[ \int_{x_n/(2\sqrt{t})}^\infty e^{-\omega^2} d\omega - \int_{-\infty}^0 e^{-\omega^2} d\omega \right] \frac{d\tau}{\tau^{1-s}}
\]
\[
= \int_0^\infty e^{-y^2/(4\tau)} \text{erf}(x_n/(2\sqrt{t})) \frac{d\tau}{\tau^{1-s}}
\]

where we have denoted \(\text{erf}(r) = \int_{-r}^r e^{-\omega^2} d\omega\). One one hand, if \(0 < \tau < 1\) then \(\text{erf}(x_n/(2\sqrt{t})) < C\), so that
\[
\int_0^1 e^{-y^2/(4\tau)} \text{erf}(x_n/(2\sqrt{t})) \frac{d\tau}{\tau^{1-s}} \leq C \int_0^1 \frac{d\tau}{\tau^{1-s}} < \infty.
\]

On the other hand, when \(\tau\) is large, by using the Taylor expansion of \(e^{-\omega^2}\), we can estimate \(\text{erf}(x_n/(2\sqrt{t})) \sim C x_n/(2\sqrt{t})\) so we have
\[
\int_1^\infty e^{-y^2/(4\tau)} \text{erf}(x_n/(2\sqrt{t})) \frac{d\tau}{\tau^{1-s}} \leq C x_n \int_1^\infty \tau^{s-1/2} d\tau < \infty.
\]
Hence \( I \) is convergent. Thus, for each fixed \((t, x, y)\), after Fubini’s Theorem,
\[
W(t, x, y) = C_s \int_0^\infty f(z_n) \int_0^\infty \left( \frac{e^{-(y^2 + |x_n - z_n|^2)/(4\tau)}}{\tau^{1/2 - s}} - \frac{e^{-(y^2 + |x_n + z_n|^2)/(4\tau)}}{\tau^{1/2 - s}} \right) \frac{dr}{\tau} dz_n
\]
\[= C_s \int_0^\infty \left( \frac{1}{(y^2 + (x_n - z_n)^2)(1-2s)/2} - \frac{1}{(y^2 + (x_n + z_n)^2)(1-2s)/2} \right) dz_n.
\]
Since \( s < 1/2 \), it is easy to check that we can differentiate inside the integral to finally obtain
\[
\partial_{x_n} W(t, x, y) = \frac{C_s}{(x_n^2 + y^2)(1-2s)/2}
\]
from which the estimate in (1) follows.

For \( s = 1/2 \), we use the second formula in (6.7) and a similar computation as in [25] to find that, since \( f_o \) is independent of \( t \) and has zero mean,
\[
W(t, x, y) = \frac{1}{2\pi} \int_0^\infty \int_{-\infty}^{\infty} e^{-(y^2 + z_n^2)/(4\tau)} f_o(t - \tau, x_n - z_n) dz_n \frac{dr}{\tau}
\]
\[= \frac{1}{2\pi} \int_0^\infty \int_{-\infty}^{\infty} e^{-r(y^2 + z_n^2)} f_o(x_n - z_n) dz_n \frac{dr}{r}
\]
\[= \frac{1}{2\pi} \int_0^\infty \int_{-\infty}^{\infty} \left( e^{-r(y^2 + z_n^2)} - \chi(0,1)(r) \right) f_o(x_n - z_n) dz_n \frac{dr}{r}
\]
\[= -\frac{1}{2\pi} \int_0^\infty \log \left( (x_n - z_n)^2 + y^2 \right) f_o(z_n) dz_n + \frac{1}{2\pi} \int_0^\infty \left[ \log \left( (x_n + z_n)^2 + y^2 \right) - \log \left( (x_n - z_n)^2 + y^2 \right) \right] f(z_n) dz_n.
\]
Next, since \( f(z_n) = \chi(0,1)(z_n) \), by using integration by parts,
\[
W(t, x, y) = (1 + x_n) \log((1 + x_n)^2 + y^2) - (1 - x_n) \log((1 - x_n)^2 + y^2) - 2x_n \log(x_n^2 + y^2)
\]
\[+ 2y \arctan((1 + x_n)/y) - 2y \arctan((1 - x_n)/y) - 4y \arctan(x_n/y)
\]
Therefore,
\[
\partial_{x_n} W(t, x, y) = \log((1 + x_n)^2 + y^2) + \log((1 - x_n)^2 + y^2) - 2\log(x_n^2 + y^2)
\]
from which (2) follows.

To prove (3) for \( s > 1/2 \), we notice that
\[
w(t, x) = \begin{cases} c_s \left[ 2x_n^{2s} + (1 - x_n)^{2s} - (1 + x_n)^{2s} \right] & \text{for } 0 < x_n < 1, \\
c_s x_n^{2s} \left[ 2 - (1 - 1/x_n)^{2s} - (1 + 1/x_n)^{2s} \right] & \text{for } x_n \geq 1 \end{cases}
\]
Then, for \( 0 < x_n < 1 \),
\[
\partial_{x_n} w(t, x) = c_s \left[ 2x_n^{2s-1} - (1 - x_n)^{2s-1} - (1 + x_n)^{2s-1} \right]
\]
and, for \( x_n \geq 1 \),
\[
\partial_{x_n} w(t, x) = c_s x_n^{2s-1} \left[ 2 - (1 - 1/x_n)^{2s} - (1 + 1/x_n)^{2s} \right]
\]
\[+ c_s x_n^{2s-2} \left[ (1 - 1/x_n)^{2s-1} + (1 + 1/x_n)^{2s-1} \right].
\]
Now using the estimate for \( \eta_{s_2}(1/x_n) \) in (6.1), we conclude that \( \partial_{x_n} w \sim C \) as \( x_n \to 0 \), and \( \partial_{x_n} w \sim x_n^{2s-2} \) as \( x_n \to \infty \). Then we see that \( |\partial_{x_n} w| \) is bounded everywhere. From here and the first formula in (6.7), it is easy to check that \( |\partial_{x_n} (e^{\tau A_B} w(t - \tau, x))| \leq C \) for all \( \tau > 0 \) and \((t, x) \in \mathbb{R} \times \mathbb{R}_+^n \), which in turn establishes (3). \( \Box \)
6.3. Boundary regularity in the half space – Neumann. In the half space $\mathbb{R} \times \mathbb{R}^n_+$ we consider the heat operator $\partial_t - \Delta^+_N$, where $\Delta^+_N$ is the Neumann Laplacian in $\mathbb{R}^n_+$. For a function $u(t,x)$ defined on $\mathbb{R} \times \mathbb{R}^n_+$ with $u_{x_n}(t,x',0) = 0$ and $0 < s < 1$ we define

$$(\partial_t - \Delta^+_N)^s u(t,x) = \frac{1}{\Gamma(s)} \int_0^\infty e^{\tau \Delta^+_N} u(t, x) - u(t, x) d\tau,$$

where $\{e^{\tau \Delta^+_N}\}_{\tau \geq 0}$ is the semigroup generated by $\Delta^+_N$. As before, let $x^* = (x', -x_n)$ for $x \in \mathbb{R}^n$. Denote by $u_c(t,x)$ the even extension of $u(t,x)$ about the $x_n$ axis given by

$$u_c(t,x) = \begin{cases} u(t,x) & \text{if } x_n \geq 0 \\ u(t,x') = u(t,x',-x_n) & \text{if } x_n < 0. \end{cases}$$

Now

$$e^{\tau \Delta^+_N} u(t, x) = e^{\tau \Delta} u_c(t, x) = \frac{1}{(4\pi \tau)^{n/2}} \int_{\mathbb{R}^n_+} \left( e^{-|x-z|^2/(4\tau)} + e^{-|x-z|^2/(4\tau)} \right) u(t,\tau,z) dz$$

for any $\tau > 0$, $x \in \mathbb{R}^n_+$. Hence, for $x \in \mathbb{R}^n_+$,

$$\left( \partial_t - \Delta^+_N \right)^s u(t,x) = \frac{1}{(4\pi)^{n/2}\Gamma(-s)} \int_0^\infty \int_{\mathbb{R}^n_+} \left( \frac{e^{-|x-z|^2/(4\tau)} + e^{-|x-z|^2/(4\tau)}}{\tau^{n/2+1+s}} \right) u(t,\tau,z) - u(t,x) d\tau dz$$

and

$$\left( \partial_t - \Delta^+_N \right)^{-s} f(t,x) = \frac{1}{\Gamma(s)} \int_0^\infty e^{-\tau(\partial_t - \Delta^+_N)} f(t,x) d\tau$$

$$= \frac{1}{(4\pi)^{n/2}\Gamma(s)} \int_0^\infty \int_{\mathbb{R}^n_+} \left( \frac{e^{-|x-z|^2/(4\tau)} + e^{-|x-z|^2/(4\tau)}}{\tau^{n/2+1-s}} \right) f(t,\tau,z) d\tau dz.$$

**Theorem 6.5** (Boundary regularity in half space – Neumann). Let $u, f \in L^\infty(\mathbb{R} \times \mathbb{R}^n_+)$ be such that $\int_{\mathbb{R}^n_+} f(t,x) dx = 0$ for all $t \in \mathbb{R}$ and

$$\begin{cases} (\partial_t - \Delta^+_N)^s u = f & \text{in } \mathbb{R} \times \mathbb{R}^n_+ \\ -u_{x_n} = 0 & \text{on } \mathbb{R} \times \partial \mathbb{R}^n_+. \end{cases}$$

1. Suppose that $f \in C^{\alpha/2,\alpha}(\mathbb{R} \times \mathbb{R}^n_+)$ for $0 < \alpha \leq 1$.
   - (a) If $\alpha + 2s$ is not an integer then $u \in C^{\alpha/2+s,\alpha+2s}(\mathbb{R} \times \mathbb{R}^n_+)$ with the estimate
     $$\|u\|_{C^{\alpha/2+s,\alpha+2s}(\mathbb{R} \times \mathbb{R}^n_+)} \leq C \left( \|f\|_{C^{\alpha/2,\alpha}(\mathbb{R} \times \mathbb{R}^n_+)} + \|u\|_{L^\infty(\mathbb{R} \times \mathbb{R}^n_+)} \right).$$
   - (b) If $\alpha + 2s$ is an integer then $u(t,x)$ is in the Hölder-Zygmund space $\Lambda^{\alpha/2+s,\alpha+2s}(\mathbb{R} \times \mathbb{R}^n_+)$ with the estimate
     $$\|u\|_{\Lambda^{\alpha/2+s,\alpha+2s}(\mathbb{R} \times \mathbb{R}^n_+)} \leq C \left( \|f\|_{C^{\alpha/2,\alpha}(\mathbb{R} \times \mathbb{R}^n_+)} + \|u\|_{L^\infty(\mathbb{R} \times \mathbb{R}^n_+)} \right).$$

The constants $C > 0$ depend only on $n$, $s$ and $\alpha$.

2. Let $f \in L^\infty(\mathbb{R} \times \mathbb{R}^n_+)$.
   - (a) If $s \neq 1/2$ then $u \in C^{s,2s}(\mathbb{R} \times \mathbb{R}^n_+)$ with the estimate
     $$\|u\|_{C^{s,2s}(\mathbb{R} \times \mathbb{R}^n_+)} \leq C \left( \|f\|_{L^\infty(\mathbb{R} \times \mathbb{R}^n_+)} + \|u\|_{L^\infty(\mathbb{R} \times \mathbb{R}^n_+)} \right).$$
(b) If $s = 1/2$ then $u$ is in the Hölder-Zygmund space $\Lambda^{1/2, 1}(\mathbb{R} \times \mathbb{R}^n_+)$ with the estimate

$$\|u\|_{\Lambda^{1/2, 1}(\mathbb{R} \times \mathbb{R}^n_+)} \leq C (\|f\|_{L^\infty(\mathbb{R} \times \mathbb{R}^n_+)} + \|u\|_{L^\infty(\mathbb{R} \times \mathbb{R}^n_+)})$$

The constants $C > 0$ above depend only on $n$ and $s.$

**Proof.** We show this result by noticing that if $f_e$ and $u_e$ are the even reflections of $f$ and $u$ with respect to the variable $x_n,$ respectively, then $(\partial_t - \Delta)^s u_e = f_e$ in $\mathbb{R}^{n+1},$ so that Proposition 6.1 applies. From the pointwise formula we see that $(\partial_t - \Delta)^s u_e(t, x) = (\partial_t - \Delta_N^t)^s u(t, x) = f(t, x) = f_e(t, x)$ for $x \in \mathbb{R}^n_+.$ Now, for $x \in \mathbb{R}^n$ is such that $x_n < 0,$

$$(\partial_t - \Delta)^s u_e(t, x) = \frac{1}{\Gamma(-s)} \int_0^\infty (e^{\tau \Delta} u_e(t - \tau, x) - u_e(t, x)) \frac{d\tau}{\tau^{1+s}} = \frac{1}{\Gamma(-s)} \int_0^\infty (e^{\tau \Delta_N^t} u(t - \tau, x^s) - u(t, x^s)) \frac{d\tau}{\tau^{1+s}} = (\partial_t - \Delta_N^t)^s u(t, x^s) = f(t, x^s) = f_e(t, x).$$

\[\square\]

7. Global regularity

In this Section we present the proofs of Theorems 1.3, 1.4, 1.5 and 1.6.

We assume that $\Omega \subset \mathbb{R}^n_+$ is a bounded domain such that its boundary contains a flat portion on $\{x_n = 0\}$ in such a way that $B^+_1 \subset \Omega.$

We say that $f \in L^2(Q^+_1)$ is in $L^{\alpha/2, \alpha}(0, 0), 0 < \alpha \leq 1,$ if

$$[f]_{L^{\alpha/2, \alpha}(0, 0)}^2 := \sup_{0 < r \leq 1} \frac{1}{r^{n+2+2\alpha}} \int_{Q^+_r} |f - f(0, 0)|^2 \, dt \, dx < \infty$$

where $f(0, 0) = \lim_{r \to 0} \frac{1}{|Q^+_r|} \int_{Q^+_r} f(t, x) \, dt \, dx.$

Theorem 1.3 follows from the next result after flattening the boundary, translation and rescaling, and by taking into account estimate [3.3] and the properties of half space solutions, see subsection 2.2 and Theorem 2.1.

**Theorem 7.1.** Let $u \in \text{Dom}(H^s)$ be a solution to (1.1) with Dirichlet boundary condition and assume that $f \in L^{\alpha/2, \alpha}_+(0, 0),$ for some $0 < \alpha < 1.$ Let $w$ be the half space solution to (6.2).

1. Assume that $0 < \alpha + 2s < 1.$ There exist $0 < \delta < 1,$ depending only on $n,$ ellipticity, $\alpha$ and $s,$ and a constant $C_1 > 0$ such that if

$$\sup_{0 < r \leq 1} \frac{1}{r^{n+2s}} \int_{B^+_r} |A(x) - A(0)|^2 \, dx < \delta^2$$

then

$$\frac{1}{r^{n+2}} \int_{Q^+_r} |u(t, x) - f(0, 0)w(t, x)|^2 \, dt \, dx \leq C_1 r^{2(\alpha + 2s)}$$

for all $r > 0$ small. Moreover,

$$C_1^{1/2} \leq C_0 (1 + \|u\|_{\text{Dom}(H^s)} + |f(0, 0)| + [f]_{L^{\alpha/2, \alpha}_+(0, 0)})$$

where $C_0 > 0$ depends on $A(x),$ $n,$ $s,$ $\alpha$ and ellipticity.
(2) Assume that \( s = 1/2 \) and \( 1 < \alpha + 2s < 2 \). Let \( 0 < \varepsilon < 1/2 \) such that \( 0 < \alpha + \varepsilon < 1 \).

There exists \( 0 < \delta < 1 \), depending only on \( n \), ellipticity, \( \alpha \) and \( s \), and a constant \( C_1 > 0 \) such that if

\[
\sup_{0 < r \leq 1/2} \frac{1}{r^{n+2(\alpha+\varepsilon)}} \int_{B^+_r} |A(x) - A(0)|^2 \, dx < \delta^2
\]

then there exists a linear function \( l(x) = B \cdot x \) such that

\[
\frac{1}{r^{n+2}} \int_{Q^+_r} |u(t, x) - f(0, 0)w(t, x) - l(x)|^2 \, dt \, dx \leq C_1 r^{2(\alpha+1)}
\]

for all \( r > 0 \) small. Moreover,

\[
C_1^{1/2} + |B| \leq C_0 (1 + \|u\|_{\text{Dom}(H^\alpha)} + |f(0, 0)| + |f|_{L^{\alpha/2,\alpha}(0,0)})
\]

where \( C_0 > 0 \) depends on \( A(x), n, s, \alpha \) and ellipticity.

(3) Assume that \( s > 1/2 \) and \( 1 < \alpha + 2s < 2 \). There exists \( 0 < \delta < 1 \), depending only on \( n \), ellipticity, \( \alpha \) and \( s \), and a constant \( C_1 > 0 \) such that if

\[
\sup_{0 < r \leq 1} \frac{1}{r^{n+2(\alpha+2s-1)}} \int_{B^+_r} |A(x) - A(0)|^2 \, dx < \delta^2
\]

then there exists a linear function \( l(x) = B \cdot x \) such that

\[
\frac{1}{r^{n+2}} \int_{Q^+_r} |u(t, x) - f(0, 0)w(t, x) - l(x)|^2 \, dt \, dx \leq C_1 r^{2(\alpha+2s)}
\]

for all \( r > 0 \) small. Moreover,

\[
C_1^{1/2} + |B| \leq C_0 (1 + \|u\|_{\text{Dom}(H^\alpha)} + |f(0, 0)| + |f|_{L^{\alpha/2,\alpha}(0,0)})
\]

where \( C_0 > 0 \) depends on \( A(x), n, s, \alpha \) and ellipticity.

Similarly, Theorem 7.4 is a direct consequence of the following result.

**Theorem 7.2.** Let \( u \in \text{Dom}(H^\alpha) \) be a solution to (11) with Dirichlet boundary condition and assume that \( f \in L^{\alpha/2,\alpha}_+(0,0) \), for some \( 0 < \alpha < 1 \), and that \( f(t,0) = 0 \) for all \( t \in [-1,1] \).

(1) Assume that \( 0 < \alpha + 2s < 1 \). There exist \( 0 < \delta < 1 \), depending only on \( n \), ellipticity, \( \alpha \) and \( s \), and a constant \( C_1 > 0 \) such that if

\[
\sup_{0 < r \leq 1} \frac{1}{r^n} \int_{B^+_r} |A(x) - A(0)|^2 \, dx < \delta^2
\]

then

\[
\frac{1}{r^{n+2}} \int_{Q^+_r} |u(t, x)|^2 \, dt \, dx \leq C_1 r^{2(\alpha+2s)}
\]

for all \( r > 0 \) small. Moreover,

\[
C_1^{1/2} \leq C_0 (\|u\|_{\text{Dom}(H^\alpha)} + |f|_{L^{\alpha/2,\alpha}(0,0)})
\]

where \( C_0 > 0 \) depends on \( A(x), n, s, \alpha \) and ellipticity.

(2) Assume that \( 1 < \alpha + 2s < 2 \). There exists \( 0 < \delta < 1 \), depending only on \( n \), ellipticity, \( \alpha \) and \( s \), and a constant \( C_1 > 0 \) such that if

\[
\sup_{0 < r \leq 1} \frac{1}{r^{n+2(\alpha+2s-1)}} \int_{B^+_r} |A(x) - A(0)|^2 \, dx < \delta^2
\]

then there exists a linear function \( l(x) = B \cdot x \) such that

\[
\frac{1}{r^{n+2}} \int_{Q^+_r} |u(t, x) - l(x)|^2 \, dt \, dx \leq C_1 r^{2(\alpha+2s)}
\]
for all $r > 0$ small. Moreover,

$$C_{1}^{1/2} + |B| \leq C_{0} \left( \|u\|_{\text{Dom}(H^{s})} + |f|_{L_{+}^{\alpha/2,\alpha}(0,0)} \right)$$

where $C_{0} > 0$ depends on $A(x)$, $n$, $s$, $\alpha$ and ellipticity.

Theorem 1.5 follows from the next result.

**Theorem 7.3.** Let $u$ be a solution to (1.1) with Neumann boundary condition. Assume that $f \in L_{+}^{\alpha/2,\alpha}(0,0)$ for some $0 < \alpha < 1$.

(1) Assume that $0 < \alpha + 2s < 1$. There exist $0 < \delta < 1$, depending only on $n$, ellipticity, $\alpha$ and $s$, and a constant $C_{1} > 0$ such that if

$$\sup_{0 < r \leq 1} \frac{1}{r^{n+2}} \int_{B_{r}^{+}} |A(x) - A(0)|^{2} dx < \delta^{2}$$

then there exists a constant $c$ such that

$$\frac{1}{r^{n+2}} \int_{Q_{r}^{+}} |u(t,x) - c|^{2} dt dx \leq C_{1} r^{2(\alpha + 2s)}$$

for all $r > 0$ small. Moreover,

$$C_{1}^{1/2} + |A| + |B| \leq C_{0} \left( \|u\|_{\text{Dom}(H^{s})} + |f(0,0)| + [f]_{L_{+}^{\alpha/2,\alpha}(0,0)} \right)$$

where $C_{0} > 0$ depends on $A(x)$, $n$, $s$, $\alpha$ and ellipticity.

(2) Assume that $1 < \alpha + 2s < 2$. There exists $0 < \delta < 1$, depending only on $n$, ellipticity, $\alpha$ and $s$, and a constant $C_{1} > 0$ such that if

$$\sup_{0 < r \leq 1} \frac{1}{r^{n+2(\alpha + 2s - 1)}} \int_{B_{r}^{+}} |A(x) - A(0)|^{2} dx < \delta^{2}$$

then there exists a linear function $l(x) = A + B \cdot x$ such that

$$\frac{1}{r^{n+2}} \int_{Q_{r}^{+}} |u(t,x) - l(x)|^{2} dt dx \leq C_{1} r^{2(\alpha + 2s)}$$

for all $r > 0$ small. Moreover,

$$C_{1}^{1/2} + |A| + |B| \leq C_{0} \left( \|u\|_{\text{Dom}(H^{s})} + |f(0,0)| + [f]_{L_{+}^{\alpha/2,\alpha}(0,0)} \right)$$

where $C_{0} > 0$ depends on $A(x)$, $n$, $s$, $\alpha$ and ellipticity.

We say that a function $f \in L^{2}(Q_{1}^{+})$ is in $L_{+}^{-s+\alpha/2,-2s+\alpha}(0,0)$, for $0 < \alpha < 1$, whenever

$$[f]_{L_{+}^{-s+\alpha/2,-2s+\alpha}(0,0)} = \sup_{0 < r \leq 1} \frac{1}{r^{n+2(2s-\alpha)}} \int_{Q_{r}^{+}} |f(t,x)|^{2} dt dx < \infty$$

and that is in $L_{+}^{-s+(1+\alpha)/2,-2s+\alpha+1}(0,0)$ whenever

$$[f]_{L_{+}^{-s+(1+\alpha)/2,-2s+\alpha+1}(0,0)} = \sup_{0 < r \leq 1} \frac{1}{r^{n+2(2s-\alpha+1)}} \int_{Q_{r}^{+}} |f(t,x)|^{2} dt dx < \infty.$$

By Hölder’s inequality (see the remarks before Theorem 5.2), it is clear that Theorem 1.6 will follow from the next result.

**Theorem 7.4.** Let $u \in \text{Dom}(H^{s})$ be a solution to (1.1) with either Dirichlet or Neumann boundary condition and let $0 < \alpha < 1$. 

(1) Assume that $f \in L^{s+\alpha/2, -2s+\alpha}_{p}(0, 0)$. There exist $0 < \delta < 1$, depending only on $n$, ellipticity, $\alpha$, $s$ and a constant $C_1 > 0$ such that if

$$\sup_{0 < r \leq 1} \frac{1}{r^n} \int_{B_r^+} |A(x) - A(0)|^2 \, dx < \delta^2$$

then there exists a constant $c$ such that

$$\frac{1}{r^{n+2\alpha}} \int_{Q_r^+} |u(t, x) - c|^2 \, dt \, dx \leq C_1 r^{2\alpha}$$

for all $r > 0$ small. Moreover,

$$C_1^{1/2} \leq C_0 \left( \|u\|_{\text{Dom}(H^s)} + |f|_{L^{s+\alpha/2, -2s+\alpha}(0, 0)} \right)$$

where $C_0 > 0$ depends on $A(x)$, $n$, $s$, $\alpha$ and ellipticity.

(2) Assume that $f \in L^{s+(1+\alpha)/2, -2s+\alpha+1}_{p}(0, 0)$. There exist $0 < \delta < 1$, depending only on $n$, ellipticity, $\alpha$, $s$, and a constant $C_1 > 0$ such that if

$$\sup_{0 < r \leq 1} \frac{1}{r^{n+2\alpha}} \int_{B_r^+} |A(x) - A(0)|^2 \, dx < \delta^2$$

then there exists a linear function $l(x) = A + B \cdot x$ such that

$$\frac{1}{r^{n+2\alpha}} \int_{Q_r^+} |u(t, x) - l(x)|^2 \, dt \, dx \leq C_1 r^{2(1+\alpha)}$$

for all $r > 0$ small. Moreover,

$$C_1^{1/2} + |A| + |B| \leq C_0 \left( \|u\|_{\text{Dom}(H^s)} + |f|_{L^{s+(1+\alpha)/2, -2s+\alpha+1}(0, 0)} \right)$$

where $C_0 > 0$ depends on $A(x)$, $n$, $s$, $\alpha$ and ellipticity.

In particular, for the case of Dirichlet boundary condition, $c = 0$ and $A = 0$ above.

The rest of the Section is devoted to the proofs of Theorems 7.1, 7.2, 7.3 and 7.4.

7.1. **Proof of Theorem 7.1 (1).** Let $U$ be the solution to the extension problem for $u$, so that $U$ is a weak solution to

$$\begin{align*}
&y^a \partial_t U - \text{div}(y^a B(x) \nabla U) = 0 \quad \text{in} \ (Q^+_1)^* \\
&-y^a U |_{y=0} = f \quad \text{on} \ Q^+_1 \\
&U = 0 \quad \text{on} \ Q_1 \cap \{x_n = 0\}.
\end{align*}$$

Without loss of generality, we can assume that $B(0) = I$. We need to compare $U$ with the solution $W$ to the extension problem for the half space solution $w$. Let $W$ solve (6.5) with $\theta = f(0, 0)$, so that it is a weak solution to

$$\begin{align*}
&y^a \partial_t W - \text{div}(y^a \nabla W) = 0 \quad \text{in} \ (Q^+_1)^* \\
&-y^a W |_{y=0} = f(0, 0) \quad \text{on} \ Q^+_1 \\
&W = 0 \quad \text{on} \ Q_1 \cap \{x_n = 0\}.
\end{align*}$$

Let $V = U - W$. Then $V$ is a weak solution to

$$\begin{align*}
&y^a \partial_t V - \text{div}(y^a B(x) \nabla V) = -\text{div}(y^a F) \quad \text{in} \ (Q^+_1)^* \\
&-y^a V |_{y=0} = h \quad \text{on} \ Q^+_1 \\
&V = 0 \quad \text{on} \ Q_1 \cap \{x_n = 0\}.
\end{align*}$$

(7.1)

where $F = (I - B(x)) \nabla W$, $F_{n+1} = 0$ and $h = f - f(0, 0)$, $h(0, 0) = 0$.

We observe that $F$ satisfies a certain Morrey condition.
When \( s < 1/2 \), by Lemma 6.4,

\[
[F]^{2}_{α,s} := \sup_{0<r\leq 1} \frac{1}{r^{n+3α+2(α+2s-1)}} \int_{(Q_{t}^{+})^{r}} y^{α} |F|^{2} \, dt \, dx \\
= \sup_{0<r\leq 1} \frac{1}{r^{n+3α+2(α+2s-1)}} \int_{(Q_{t}^{+})^{r}} y^{α} |(I - B(x)) \nabla W|^{2} \, dt \, dx \\
\leq \sup_{0<r\leq 1} \frac{C_{s}}{r^{n+3α+2(α+2s-1)}} \int_{B_{t}^{+}} \int_{-r}^{r} \int_{0}^{r} y^{α} |(I - A(x))|^{2} y^{4s-2} \, dy \, dx \\
= \sup_{0<r\leq 1} \frac{C_{s}}{r^{n+2α}} \int_{B_{t}^{+}} |(I - A(x))|^{2} \, dx < C_{s} \delta^{2}
\]

We say that, given \( δ > 0 \), \( V \) is a \( δ \)-normalized solution to (7.1) if the following conditions hold:

1. \( \sup_{0<r\leq 1} \frac{1}{r^{n+2α}} \int_{B_{t}^{+}} |A(x) - I|^{2} \, dx < δ^{2} \);
2. \( [h]^{2}_{L^{n/2,α}(0,0)} := \sup_{0<r\leq 1} \frac{1}{r^{n+2α}} \int_{(Q_{t}^{+})^{r}} |h|^{2} \, dx < δ^{2} \);
3. \( [F]^{2}_{α,s} = \sup_{0<r\leq 1} \frac{1}{r^{n+3α+2(α+2s-1)}} \int_{(Q_{t}^{+})^{r}} y^{α} |F|^{2} \, dt \, dx < δ^{2} \);
4. \( \int_{(Q_{t}^{+})^{r}} V(t,x,0)^{2} \, dt \, dx + \int_{(Q_{t}^{+})^{r}} y^{α} V^{2} \, dt \, dx \leq 1 \).

By scaling and by considering

\[
V(t,x,y) \left( \left( \int_{(Q_{t}^{+})^{r}} V(t,x,0)^{2} \, dt \, dx + \int_{(Q_{t}^{+})^{r}} y^{α} V^{2} \, dt \, dx \right)^{1/2} + \frac{1}{δ} ([F]_{α,s} + [h]_{L^{n/2,α}(0,0)}) \right)^{-1}
\]

we can always assume that \( V \) is a \( δ \)-normalized solution.

Now we follow similar steps as in the proof of Lemma 5.3 with necessary changes. Namely, we replace balls by half-balls and use Corollaries 4.4.3 and 4.5 and Lemma 4.6. There is another change in the computation we need to consider because, unlike the proof of Theorem 5.1 here we have \( F \neq 0 \). Indeed, we perform the following estimate:

\[
λ^{2} \int_{(Q_{t}^{+})^{r}} y^{α} |\nabla V|^{2} \, dt \, dx \\
\leq Cλ^{2} \left( \int_{(Q_{2λ}^{+})^{r}} y^{α} \frac{1}{λ^{2}} |V - c|^{2} \, dt \, dx + \|F\|^{2}_{L^{2}(Q_{2λ}^{+})^{r}} + \int_{Q_{2λ}^{+}} |V(t,x,0) - c| |h(t,x)| \, dt \, dx \right) \\
\leq C \int_{(Q_{2λ}^{+})^{r}} y^{α} |V - c|^{2} \, dt \, dx + Cδ^{2} + C \left( \|V(\cdot,\cdot,0)\|^{2}_{L^{2}(Q_{2λ}^{+})} + |c||Q_{2λ}^{+}|^{1/2} \right) \|h\|^{2}_{L^{2}(Q_{2λ}^{+})} \\
\leq 2C\varepsilon^{2} + C_{n,a}λ^{n+5+a} + C(1 + |c|)δ.
\]

Therefore, we obtain the existence of \( 0 < δ, λ < 1 \) such that if \( V \) is a \( δ \)-normalized solution then

\[
\frac{1}{λ^{n+2}} \int_{Q_{λ}^{+}} |V(t,x,0)|^{2} \, dt \, dx + \frac{1}{λ^{n+3+a}} \int_{(Q_{λ}^{+})^{r}} |V|^{2} \, dt \, dx < λ^{2(α+2s)}
\]

Notice that here \( c = V(0,0,0) = 0 \). Using the above result, if we follow similar steps as in the proof of Lemma 5.4 with similar necessary changes as above, and setting \( c_{k} = 0 \)
for all induction step $k$, and we can prove that

$$
\frac{1}{r^{n+2}} \int_{Q_r^+} |V(t, x, 0)|^2 \, dt \, dx < C_1 r^{2(\alpha + 2s)}
$$

for all $r > 0$ sufficiently small. The constant $C_1$ satisfies the following bound

$$
C_1 \leq C_0^2 \left( \int_{Q_1^+} U(t, x, 0)^2 \, dt \, dx + \int_{(Q_1^+)^*} y^a U^2 \, dX + \int_{Q_1^+} W(t, x, 0)^2 \, dt \, dx \right.
$$

$$
+ \int_{(Q_1^+)^*} y^a W^2 \, dX + \frac{1}{\delta^2} [F]^2_{a, 0} + \frac{1}{\delta^2} [f]^2_{L^{2/\alpha, 0}(0, 0)} \right).
$$

Notice that, from Lemma 6.3,

$$
\int_{Q_1^+} W(t, x, 0)^2 \, dt \, dx + \int_{(Q_1^+)^*} y^a W^2 \, dX
$$

$$
\leq C |f(0, 0)|^2 \int_{Q_1^+} x_4^s \, dx + C |f(0, 0)|^2 \int_{(Q_1^+)^*} y^a x_4^s \, dx = C |f(0, 0)|^2,
$$

so we conclude that the estimate for $C_1$ in the statement holds.

7.2. Proof of Theorem 7.1(2). Let $U$, $V$, $F$ and $h$ be as in the proof of Theorem 7.1(1). Observe that, by Lemma 6.3, $F$ now satisfies the following Campanato-type condition:

$$
[F]_{a, 1/2}^2 := \sup_{0 < r \leq 1/2} \frac{1}{r^{n+3+2\alpha}} \int_{(Q_r^+)^*} |(I - A(x)) \nabla_x W|^2 \, dt \, dX
$$

$$
\leq \sup_{0 < r \leq 1/2} \frac{C}{r^{n+3+2\alpha}} \int_{(Q_r^+)^*} |(I - A(x))|^2 \log y |^2 \, dt \, dX
$$

$$
\leq \sup_{0 < r \leq 1/2} \frac{C}{r^{n+3+2\alpha}} \int_{(Q_r^+)^*} |(I - A(x))|^2 y^{-2 \epsilon} \, dt \, dX
$$

$$
= \sup_{0 < r \leq 1/2} \frac{C}{r^{n+2(\alpha + \epsilon)}} \int_{B_r^+} |(I - A(x))|^2 \, dx < C \delta^2.
$$

By scaling and normalization, we can assume that $V$ is a $\delta$-normalized solution to (7.1) in the sense that

1. $\sup_{0 < r \leq 1/2} \frac{1}{r^{n+2(\alpha + \epsilon)}} \int_{B_r^+} |A(x) - I|^2 \, dx < \delta^2$;

2. $[h]^2_{L^{n/2, \alpha}(0, 0)} := \sup_{0 < r \leq 1/2} \frac{1}{r^{n+2+2\alpha}} \int_{Q_r^+} |h|^2 \, dt \, dx < \delta^2$;

3. $[F]_{a, 1/2}^2 = \sup_{0 < r \leq 1/2} \frac{1}{r^{n+3+2\alpha}} \int_{(Q_r^+)^*} |F|^2 \, dt \, dX < \delta^2$;

4. $\int_{Q_1^+} V(t, x, 0)^2 \, dt \, dx + \int_{(Q_1^+)^*} V^2 \, dX \leq 1$.

Then we follow the proof of Theorem 5.1(2). We have a linear polynomial $\ell(x)$ such that $V - \ell$ is a weak solution to

$$
\begin{align*}
\partial_t V - \text{div}(B(x) \nabla V) &= -\text{div}(F + G) \quad \text{in } (Q_{1/2}^+)^* \\
-(V - \ell)_{y=0} &= h \quad \text{on } (Q_{1/2}^+)
\end{align*}
$$

where the vector field $G$ is given by

$$
G = ((I - A(x)) \nabla_x \ell, 0) \quad \text{and} \quad G(0) = 0.
$$
Then we can see that \( G \) also satisfies the same Campanato-type condition as \( F \). Indeed, as \( |\nabla \ell| \leq C \),
\[
[G]^{2}_{\alpha,1/2} = \sup_{0<r \leq 1/2} \frac{1}{r^{n+3+2\alpha}} \int_{(Q_{r}^{+})^{*}} |(I - A(x)) \nabla \ell|^{2} \, dt \, dX 
\leq \sup_{0<r \leq 1/2} \frac{C}{r^{n+2\alpha}} \int_{B_{r}^{+}} |(I - A(x))|^{2} \, dx \leq C \delta^{2} .
\]
With this we can continue as in the proof of Theorem 5.1(2) and get \( l_{\infty}(x) = B_{\infty} \cdot x \) such that
\[
\frac{1}{r^{n+2}} \int_{Q_{r}^{+}} |V(t,x,0) - l_{\infty}(x)|^{2} \, dt \, dx \leq C_{1} r^{2(\alpha+2s)}
\]
for \( r > 0 \) sufficiently small. As in Theorem 7.1(1),
\[
C_{1}^{1/2} + |B_{\infty}| \leq C_{0} (1 + \|u\|_{\text{Dom}(H^{s})} + |f(0,0)| + [f]_{L^{2,2\alpha}(0,0)})
\]
where \( C_{0} \) depends on \( \delta, n, s, \alpha \) and ellipticity. In this particular case we observe that, the term \( A \) from Lemma 5.5 will be 0 because the our approximating function \( W = 0 \) at the origin and hence \( A_{\infty} \) will be 0.

7.3. Proof of Theorem 7.1(3). Let \( U, V, F \) and \( h \) be as in the proof of Theorem 7.1(1). Observe that, by Lemma 6.4, \( F \) satisfies the following Campanato-type condition:
\[
[F]^{2}_{\alpha,s} \leq \sup_{0<r \leq 1} \frac{C}{r^{n+3+a+2(\alpha+2s-1)}} \int_{(Q_{r}^{+})^{*}} y^{a}|(I - A(x))|^{2} \, dt \, dX 
\leq \sup_{0<r \leq 1} \frac{C}{r^{n+2(\alpha+2s-1)}} \int_{B_{r}^{+}} |(I - A(x))|^{2} \, dx \leq C \delta^{2} .
\]
Then again we can normalize \( V \) and follow the proof of Theorem 5.1(2). Details are left to the interested reader.

7.4. Proof of Theorem 7.2. The proof is very similar to the proof of Theorem 5.1 with minor changes. If we replace \( Q_{r} \) by \( Q_{r}^{+} \) and follow the other steps then we get our result.

7.5. Proof of Theorem 7.3. We prove the regularity of the solution for the extension problem about the origin like we did in the case of Dirichlet boundary condition. The extension problem is
\[
\begin{align*}
 y^{a} \partial_{t} U - \text{div}(y^{a} B(x) \nabla U) &= 0 \quad \text{in } (Q_{1}^{+})^{*} \n -y^{a} U_{y}\big|_{y=0} &= f \quad \text{on } Q_{1}^{+} \n \partial_{A} U &= 0 \quad \text{on } Q_{1}^{+} \cap \{x_{n} = 0\}.
\end{align*}
\]
Then the proof follows the similar steps as in the proof of Theorem 5.1 except we need to replace the \( Q_{r} \) by \( Q_{r}^{+} \).

7.6. Proof of Theorem 7.4. The proof follows very similar lines to those for Theorem 5.2 with minor changes, by replacing \( Q_{r} \) by \( Q_{r}^{+} \).

8. Proof of Theorem 2.1

In this last Section, we prove the Campanato characterization of parabolic Hölder spaces, Theorem 2.1 (see Theorem 8.9).

8.1. Proof of Theorem 2.1(1). This is a classical result, see, for example, [20, 24].
8.2. Proof of Theorem 2.1(2). We have the following preliminary result.

Lemma 8.1. There exists a constant \( c = c_{n,\Omega} > 0 \) such that for any \( P(z) \in \mathcal{P}_1, (t_0, x_0) \in \bar{I} \times \Omega \) and \( 0 < r \leq r_0 \),

\[
|P(x_0)|^2 \leq \frac{c}{r^{n+2}} \int_{Q_r (t_0, x_0) \cap (I \times \Omega)} |P(z)|^2 \, dz \, d\tau.
\]

and, for any \( i = 1, \ldots, n \),

\[
|\partial_i P(x_0)|^2 \leq \frac{c}{r^{n+2}} \int_{Q_r (t_0, x_0) \cap (I \times \Omega)} |P(z)|^2 \, dz \, d\tau.
\]

Proof. Observe that if \( \beta \) is a multi-index with \( |\beta| \leq 1 \) then

\[
\frac{1}{r^{n+2+2|\beta|}} \int_{Q_r (t_0, x_0) \cap (I \times \Omega)} |P(z)|^2 \, dz \, d\tau = \frac{|(t_0 - r^2, t_0 + r^2) \cap I|}{r^{n+2+2|\beta|}} \int_{B_r(x_0) \cap \Omega} |P(z)|^2 \, dz
\]

\[
\geq \frac{1}{2r^{n+2+2|\beta|}} \int_{B_r(x_0) \cap \Omega} |P(z)|^2 \, dz.
\]

Notice that there is a constant \( A = A_{I,\Omega} > 0 \) such that \( |E| = |B_r(x_0) \cap \Omega| \geq Ar^n \). Then, by [12, Lemma 2.1], there is a constant \( c > 0 \), depending only on \( n \) and \( A \) such that

\[
\frac{c}{r^{n+2+2|\beta|}} \int_{B_r(x_0) \cap \Omega} |P(z)|^2 \, dz \geq |D^\beta P(x_0)|^2.
\]

\[\square\]

It is easy to see that the infimum for the integral quantity in (2.1) is achieved at a unique polynomial (see [12]). Therefore, (2.1) is restated as follows: for any \( (t, x) \in \bar{I} \times \Omega \) and \( 0 < r \leq r_0 \) there is a unique polynomial \( P(z, (t, x), r, u) \in \mathcal{P}_1 \) such that

\[
\frac{1}{|Q_r (t, x) \cap (I \times \Omega)|} \int_{Q_r (t, x) \cap (I \times \Omega)} |u(t, z) - P(z, (t, x), r, u)|^2 \, d\tau \, dz \leq C r^{2(1+\beta)}
\]

A generic polynomial \( P \in \mathcal{P}_1 \) is written as

\[
P(z) = a_0 + \sum_{j=1}^{n} a_j (z_j - x_j).
\]

For the unique polynomial \( P(z, (t, x), r) \equiv P(z, (t, x), r, u) \) above we have

\[
a_0 ((t, x), r) = P(z, (t, x), r) \big|_{z=x}
\]

and

\[
a_i ((t, x), r) = \left[ \partial_i P(z, (t, x), r) \right] \big|_{z=x} \quad \text{for } i = 1, \ldots, n.
\]

Lemma 8.2. Let \( u \) satisfy (2.1). There exists \( c = c(n, \beta) > 0 \) such that for any \( (t_0, x_0) \in \bar{I} \times \Omega \), \( 0 < r \leq r_0 \) and \( k \geq 0 \), we have

\[
\int_{Q_{r/2^{k+1}}(t_0, x_0) \cap (I \times \Omega)} |P(z, (t_0, x_0), r/2^k) - P(z, (t_0, x_0), r/2^{k+1})|^2 \, d\tau \, dz
\]

\[
\leq C_{**} c(r/2^k)^{n+2+2(1+\beta)}.
\]

Proof. We have

\[
\int_{Q_{r/2^{k+1}}(t_0, x_0) \cap (I \times \Omega)} |P(z, (t_0, x_0), r/2^k) - P(z, (t_0, x_0), r/2^{k+1})|^2 \, d\tau \, dz
\]

\[
\leq 2 \int_{Q_{r/2^k}(t_0, x_0) \cap (I \times \Omega)} |P(z, (t_0, x_0), r/2^k) - u(t, z)|^2 \, d\tau \, dz
\]
Lemma 8.3. Let \( u \) satisfy (2.1). There exists \( c = c(n, \beta, \Omega) > 0 \) such that for any \( (t_0, x_0), (s_0, y_0) \in 
abla T \times \Omega \), if we denote by \( d_0 = \max(|t_0 - s_0|^{1/2}, |x_0 - y_0|) \leq r_0 \), then
\[
|a_0((t_0, x_0), 2d_0) - a_0((s_0, x_0), 2d_0)|^2 \leq cC_*|t_0 - s_0|^{1+\beta}
\]
and, for \( i = 1, \ldots, n \),
\[
|a_i((t_0, x_0), 2d_0) - a_i((s_0, y_0), 2d_0)|^2 \leq cC_*d_0^{2\beta}.
\]

Proof. Consider first the case \( i = 0 \) and the polynomial
\[
P(z) \equiv P(z, (t_0, x_0), 2d_0) - P(z, (s_0, x_0), 2d_0).
\]
By Lemma 8.1 with \( r = d_0 \),
\[
|a_0((t_0, x_0), 2d_0) - a_0((s_0, x_0), 2d_0)|^2 = |P(x_0, (t_0, x_0), 2d_0) - P(x_0, (s_0, x_0), 2d_0)|^2
\]
\[
\leq \frac{c}{d_0^{n+2}} \int_{Q_{2d_0}(t_0, x_0) \cap (I \times \Omega)} |P(z, (t_0, x_0), 2d_0) - P(z, (s_0, x_0), 2d_0)|^2 \, d\tau \, dz
\]
\[
\leq \frac{2c}{d_0^{n+2}} \int_{Q_{2d_0}(t_0, x_0) \cap (I \times \Omega)} |P(z, (t_0, x_0), 2d_0) - u(\tau, z)|^2 \, d\tau \, dz
\]
\[
+ \frac{2c}{d_0^{n+2}} \int_{Q_{2d_0}(s_0, x_0) \cap (I \times \Omega)} |u(\tau, z) - P(z, (s_0, x_0), 2d_0)|^2 \, d\tau \, dz
\]
\[
\leq cC_*d_0^{2(1+\beta)} = cC_*|t_0 - s_0|^{1+\beta}.
\]
For \( i = 1, \ldots, n \), the proof is similar using Lemma 8.1 \qed

Lemma 8.4. Let \( u \) satisfy (2.1). There exists \( c = c(n, \beta, \Omega) > 0 \) such that for any \( (t_0, x_0) \in 
abla T \times \Omega \), \( 0 < r \leq r_0 \) and \( k \geq 0 \),
\[
|a_0((t_0, x_0), r) - a_0((t_0, x_0), r/2^k)| \leq c(C_*)^{1/2} \sum_{j=0}^{k-1} (r/2^j)^{1+\beta}
\]
and, for \( i = 1, \ldots, n \),
\[
|a_i((t_0, x_0), r) - a_i((t_0, x_0), r/2^k)| \leq c(C_*)^{1/2} \sum_{j=0}^{k-1} (r/2^j)^{\beta}.
\]

Proof. By applying Lemmas 8.1 and 8.2 for \( i = 1, \ldots, n \),
\[
|a_i((t_0, x_0), r) - a_i((t_0, x_0), r/2^k)| \leq \sum_{j=0}^{k-1} |a_i((t_0, x_0), r/2^j) - a_i((t_0, x_0), r/2^{j+1})|
\]
\[
= \sum_{j=0}^{k-1} \left| \partial_s P(x_0, (t_0, x_0), r/2^j) - \partial_s P(x_0, (t_0, x_0), r/2^{j+1}) \right|
\]
\[
\leq c \sum_{j=0}^{k-1} \left[ \frac{c}{(r/2^{j+1})^{n+2+2}} \int_{Q_{r/2^{j+1}}(t_0, x_0) \cap (I \times \Omega)} |P(z, (t_0, x_0), r/2^j) - P(z, (t_0, x_0), r/2^{j+1})|^2 \, dz \, d\tau \right]^{1/2}
\]
\[
\leq c(C_*)^{1/2} \sum_{j=0}^{k-1} (r/2^j)^{\beta}.
\]
The case $i = 0$ follows the same lines.

**Lemma 8.5.** Let $u$ satisfy (2.1). Then there exists a family of functions \( \{v_i(t, x)\}_{i=0}^n \) defined in $\Omega \times \Omega$ such that for all $0 < r \leq r_0$,

\[
|a_0((t_0, x_0), r) - v_0(t_0, x_0)| \leq C(C_{ss})^{1/2} r^{1+\beta}
\]

and, for all $i = 1, 2, \ldots, n$,

\[
|a_i((t_0, x_0), r) - v_i(t_0, x_0)| \leq C(C_{ss})^{1/2} r^\beta.
\]

Moreover, for all $i = 0, 1, \ldots, n$,

\[
\lim_{r \to 0} a_i((t_0, x_0), r) = v_i(t_0, x_0)
\]

uniformly with respect to $(t_0, x_0)$.

**Proof.** Using Lemma 8.4 for $i = 1, 2, \ldots, n$, if $j < k$ then we find that

\[
|a_i((t_0, x_0), r/2^j) - a_i((t_0, x_0), r/2^k)| \leq c(C_{ss})^{1/2} \sum_{m=j}^{k-1} (r/2^m)^\beta.
\]

If $j, k$ are large then the sum above can be made very small. Hence the limit

(8.1) \[
\lim_{k \to \infty} a_i((t_0, x_0), r/2^k) = v_i(t_0, x_0)
\]

exists. We claim that the limit does not depend on $r$. Indeed, let $0 < r_1 < r_2 < r_0$. Then we have,

\[
|a_i((t_0, x_0), r_1/2^k) - a_i((t_0, x_0), r_2/2^k)|^2
\]

\[
= |\partial_z, P(x_0, (t_0, x_0), r_1/2^k) - \partial_z, P(x_0, (t_0, x_0), r_2/2^k)|^2
\]

\[
\leq \frac{c2^{k(n+4)}}{r_1^{n+4}} \int_{Q_{r_1/2^k}(t_0, x_0) \cap (I \times I)} |P(z, (t_0, x_0), r_1/2^k) - P(z, (t_0, x_0), r_2/2^k)|^2 d\tau dz
\]

\[
\leq \frac{c2^{k(n+4)+2}}{r_1^{n+4}} \int_{Q_{r_1/2^k}(t_0, x_0) \cap (I \times I)} |P(z, (t_0, x_0), r_1/2^k) - u(\tau, z)|^2 d\tau dz
\]

\[
+ \frac{c2^{k(n+4)+2}}{r_1^{n+4}} \int_{Q_{r_1/2^k}(t_0, x_0) \cap (I \times I)} |u(\tau, z) - P(z, (t_0, x_0), r_2/2^k)|^2 d\tau dz
\]

\[
\leq \frac{c2^{2k}}{r_1^2} \int_{Q_{r_1/2^k}(t_0, x_0) \cap (I \times I)} |P(z, (t_0, x_0), r_1/2^k) - u(\tau, z)|^2 d\tau dz
\]

\[
+ \frac{c2^{2k}2^{n+2}}{r_1^{n+4}} \int_{Q_{r_1/2^k}(t_0, x_0) \cap (I \times I)} |u(\tau, z) - P(z, (t_0, x_0), r_2/2^k)|^2 d\tau dz
\]

\[
\leq cC_{ss} \left( \frac{r_1}{2^k} \right)^{2\beta} + cC_{ss} \left( \frac{1}{2^k} \right) \frac{2^\beta r_1^{n+2+2(1+\beta)}}{2^{2k\beta} r_1^{n+4}} = cC_{ss} \frac{r_1^{n+4+2\beta}}{2^{2k\beta} r_1^{n+4}} + r_1^{n+4+2\beta}
\]

Hence,

\[
\lim_{k \to \infty} |a_i((t, x), r_1/2^k) - a_i((t, x), r_2/2^k)| = 0
\]

and the limit (8.1) does not depend on $r$. Now, recall that we have

\[
|a_i((t_0, x_0), r) - a_i((t_0, x_0), r/2^k)| \leq c(C_{ss})^{1/2} \sum_{j=0}^{k-1} (r/2^j)^\beta.
\]

Then taking the limit $k \to \infty$, \( |a_i((t_0, x_0), r) - v_i(t_0, x_0)| \leq c(C_{ss})^{1/2} r^\beta. \) For $i = 0$, the proof is the same. \( \square \)
**Theorem 8.6.** Let $u$ satisfy (2.1) and define $v_i$ as in Lemma 8.5 for $i = 1,2,\ldots,n$. Then $v_i$ is in $C^{\beta/2,\beta}_{t,x}((\Gamma \times \Omega)$ and for every $(t,x),(s,y) \in \Gamma \times \Omega$ we have

$$|v_i(t,x) - v_i(s,y)| \leq C(C_*\beta)^{1/2}\max(|t-s|^{1/2},|x-y|)^\beta.$$ 

**Proof.** Let $(t,z),(s,y) \in \Gamma \times \Omega$ such that $d = \max(|t-s|^{1/2},|x-y|) < r_0/2$. Then, by Lemmas 8.3 and 8.5

$$|v_i(t,x) - v_i(s,y)| \leq |v_i(t,x) - a_i((t,x),2d)|$$

$$+ |v_i(s,y) - a_i((s,y),2d)| + |a_i((t,x),2d) - a_i((s,y),2d)|$$

$$\leq C(C_*\beta)^{1/2}d^\beta = C(C_*\beta)^{1/2}\max(|t-s|^{1/2},|x-y|)^\beta.$$ 

In the case when $d = \max(|t-s|^{1/2},|x-y|) \geq r_0/2$, then we can construct a polygonal connecting $(t,x)$ and $(s,y)$, contained in $\Gamma \times \Omega$, whose segments have length less than $r_0/2$. After that we can apply the inequality above to each pair of consecutive vertices. Again notice that the number of segments needed for any pair of points $(t,x)$ and $(s,y)$ can be universally bounded in terms of the size of $I \times \Omega$, see [13, p. 149]. □

**Theorem 8.7.** Let $u$ satisfy (2.1) and define $v_i$ as in Lemma 8.5 for $i = 0,1,\ldots,n$. Then, for every $(t,x) \in I \times \Omega$$$

$$\frac{\partial v_0(t,x)}{\partial x_i} = v_i(t,x) \text{ for } i = 1,\ldots,n.$$ 

**Proof.** Let $(t,x) \in I \times \Omega$ be any point and $r > 0$ sufficiently small such that $Q_r(t,x) \subset I \times \Omega$. Now we see that

$$a_0((t,x + re_i),2r) = P(z,(t,x + re_i),2r)|_{z=x+re_i}.$$ 

Using Taylor series expansion we can write,

$$P(z,(t,x + re_i),2r)|_{z=x} = P(z,(t,x + re_i),2r)|_{z=x+re_i} - \partial_z P(z,(t,x + re_i),2r)|_{z=x+re_i}r$$

$$= a_0((t,x + re_i),2r) - ra_i((t,x + re_i),2r).$$

Then,

$$\frac{a_0((t,x + re_i),2r) - a_0((t,x),2r)}{r} = \frac{P(z,(t,x + re_i),2r)|_{z=x} - P(z,(t,x),2r)|_{z=x} + a_i((t,x + re_i),2r)}{r}$$

Now using Lemma 8.1 we see that

$$\left| P(z,(t,x + re_i),2r)|_{z=x} - P(z,(t,x),2r)|_{z=x} \right|$$

$$= \frac{1}{r^2} \left| P(z,(t,x + re_i),2r)|_{z=x} - P(z,(t,x),2r)|_{z=x} \right|^2$$

$$\leq \frac{c}{r^{2+n+2}} \int_{Q_r(t,x) \cap (I \times \Omega)} \left| P(z,(t,x + re_i),2r) - P(z,(t,x),2r) \right|^2 d\tau dz$$

$$\leq \frac{c}{r^{2+n+2}} \int_{Q_r(t,x + re_i) \cap (I \times \Omega)} \left| P(z,(t,x + re_i),2r) - u(\tau,z) \right|^2 d\tau dz$$

$$+ \frac{c}{r^{2+n+2}} \int_{Q_r(t,x) \cap (I \times \Omega)} \left| u(\tau,z) - P(z,(t,x),2r) \right|^2 d\tau dz$$

$$\leq \frac{cC_{\ast\ast}r^{n+2(1+\beta)}}{r^{n+4}} + cC_{\ast\ast}r^{2\beta} \to 0.$$
as \( r \to 0 \). Next we see that, by Lemma 8.3 and since \( v_i \) are continuous functions (see Theorem 8.6),
\[
|a_i((t, x + re_i), 2r) - v_i(t, x)| \leq |a_i((t, x + re_i), 2r) - v_i(t, x + re_i)| + |v_i(t, x + re_i) - v_i(t, x)| \\
\leq c(C_*)^{1/2}r^\beta + |v_i(t, x + re_i) - v_i(t, x)| \to 0
\]
as \( r \to 0 \). Thus, it follows in (8.2) that
\[
\lim_{r \to 0} \frac{a_0((t, x + re_i), 2r) - a_0((t, x), 2r)}{r} = v_i(t, x).
\]
But now observe that
\[
\lim_{r \to 0} \frac{a_0((t, x + re_i), 2r) - a_0((t, x), 2r)}{r} = \lim_{r \to 0} \frac{v_0(t, x + re_i) - v_0(t, x)}{r} = \partial_{x_i}v_0(t, x)
\]
because, by Lemma 8.5,
\[
\left| \frac{v_0(t, x + re_i) - a_0((t, x + re_i), 2r)}{r} \right| \leq c(C_*)^{1/2}r^\beta
\]
and
\[
\left| \frac{v_0(t, x) - a_0((t, x), 2r)}{r} \right| \leq c(C_*)^{1/2}r^\beta.
\]

The following result is a direct consequence of Theorems 8.6 and 8.7.

**Corollary 8.8.** Let \( u \) satisfy (2.1). If \( v_0 \) is as in Lemma 8.7 then \( v_0 \in C^{(1+\beta)/2,1+\beta}_t (\overline{T \times \Omega}) \) with the estimate
\[
[v_0]_{L^\infty(C^{(1+\beta)/2}_t)} + [\nabla v_0]_{C^{\beta/2,\beta}_t} \leq c(C_*)^{1/2}.
\]

**Proof.** Let \((t, x), (s, x) \in \overline{T \times \Omega}\) such that \( d = |t - s|^{1/2} < r_0/2 \). Then, by Lemmas 8.3 and 8.5
\[
|v_0(t, x) - v_0(s, x)| \leq |v_0(t, x) - a_0((t, x), 2d)| + |v_0(s, x) - a_0((s, x), 2d)| + |a_0((s, t), 2d)| + |a_0((s, x), 2d)|
\]
\[
\leq C(C_*)^{1/2}d^{1+\beta} = C(C_*)^{1/2}t - s|^{(1+\beta)/2}.
\]
In the case when \( d > r_0/2 \) we can apply a polygonal argument as in [12, p. 149]. Also we have already shown that, \( v_i = \frac{\partial v}{\partial x_i} \) is in \( C^{\beta/2,\beta}_t \) for each \( i = 1, 2, \ldots, n \) and
\[
|v_i(t, x) - v_i(s, y)| \leq C(C_*)^{1/2} \max(|t - s|^{1/2}, |x - y|)^\beta.
\]
See Theorems 8.7 and 8.6. Hence by definition of \( C^{(1+\beta)/2,1+\beta}_t \) we have
\[
v_0 \in C^{(1+\beta)/2,1+\beta}_t (\overline{T \times \Omega})
\]
with the corresponding estimate. \( \square \)

**Theorem 8.9.** Let \( u \) satisfy (2.1). Then \( u \in C^{(1+\beta)/2,1+\beta}_t (\overline{T \times \Omega}) \) with the estimates
\[
[u]_{L^\infty(C^{(1+\beta)/2}_t)} + [\nabla u]_{C^{\beta/2,\beta}_t} \leq c(C_*)^{1/2}
\]
and
\[
\|u\|_{L^\infty(I \times \Omega)} + \|\nabla u\|_{L^\infty(I \times \Omega)} \leq c((C_*)^{1/2} + \|u\|_{L^2(I \times \Omega)}).
\]
Proof. For any \((t_0, x_0) \in I \times \Omega\), we have, by Lebesgue differentiation theorem,

\[
\lim_{r \to 0} \frac{1}{|Q_r(t_0, x_0) \cap (I \times \Omega)|} \int_{Q_r(t_0, x_0) \cap (I \times \Omega)} |u(t, x) - u(t_0, x_0)|^2 \, dt \, dx = 0
\]

see [11]. Then, for any \(0 < r \leq r_0\),

\[
|a_0((t_0, x_0), r) - u(t_0, x_0)|^2 \leq \frac{C}{r^{n+2}} \int_{Q_r(t_0, x_0) \cap (I \times \Omega)} |P(x, (t_0, x_0), r) - a_0((t_0, x_0), r)|^2 \, dt \, dx
\]

\[
+ \frac{C}{r^{n+2}} \int_{Q_r(t_0, x_0) \cap (I \times \Omega)} |P(x, (t_0, x_0), r) - u(t, x)|^2 \, dt \, dx
\]

\[
+ \frac{C}{r^{n+2}} \int_{Q_r(t_0, x_0) \cap (I \times \Omega)} |u(t, x) - u(t_0, x_0)|^2 \, dt \, dx.
\]

Now, using \([2.1]\) and the following equation,

\[
P(x, (t_0, x_0), r) = a_0((t_0, x_0), r) + \sum_{j=1}^n a_j((t_0, x_0), r)(x_j - (x_0)_j)
\]

We get

\[
\frac{1}{r^{n+2}} \int_{Q_r(t_0, x_0) \cap (I \times \Omega)} |P(x, (t_0, x_0), r) - a_0((t_0, x_0), r)|^2 \, dt \, dx \leq C \sum_{j=1}^n |a_j((t_0, x_0), r)|^2 r^2.
\]

For a fixed \((t_0, x_0)\), \(|a_j((t_0, x_0), r)|^2\) converges as \(r \to 0\), see Lemma \([8.5]\). Hence, as \(r \to 0\), using all the previous results and estimates we see that

\[
v_0(t_0, x_0) = \lim_{r \to 0} a_0((t_0, x_0), r) = u(t_0, x_0).
\]

Finally, using Corollary \([8.8]\) seminorm estimates follow.

For the boundedness of \(u\) and \(\nabla u\), we use Lemmas \([8.1]\) and \([8.5]\) to bound in the following way. On one hand,

\[
|u(t, x)|^2 \leq C|u(t, x) - a_0((t, x), r_0)|^2 + C|a_0((t, x), r_0)|^2
\]

\[
= C|v_0(t, x) - a_0((t, x), r_0)|^2 + C|P(x, (t, x), r_0)|^2
\]

\[
\leq cC_{ss} r_0^{2(1+\beta)} + \frac{C}{r_0^{n+2}} \int_{Q((t, x), r_0) \cap (I \times \Omega)} |P(z, (t, x), r_0)|^2 \, dz \, d\tau
\]

\[
\leq cC_{ss} r_0^{2(1+\beta)} + \frac{C}{r_0^{n+2}} \int_{Q((t, x), r_0) \cap (I \times \Omega)} |P(z, (t, x), r_0) - u(\tau, z)|^2 \, dz \, d\tau
\]

\[
+ \frac{C}{r_0^{n+2}} \int_{I \times \Omega} |u(\tau, z)|^2 \, dz \, d\tau
\]

\[
\leq cC_{ss} r_0^{2(1+\beta)} + \frac{C}{r_0^{n+2}} \|u\|_{L^2(I \times \Omega)}^2.
\]

Similarly,

\[
|u_x(t, x)|^2 \leq C|u_x(t, x) - a_1((t, x), r_0)|^2 + C|a_1((t, x), r_0)|^2
\]

\[
\leq cC_{ss} r_0^{2\beta} + \frac{C}{r_0^{n+4}} \|u\|_{L^2(I \times \Omega)}^2.
\]

\(\square\)
References

[1] M. Allen, L. A. Caffarelli and A. Vasseur, A parabolic problem with a fractional time derivative, *Arch. Ration. Mech. Anal.* 221 (2016), 605–630.

[2] D. G. Aronson, Bounds for the fundamental solution of a parabolic equation, *Bull. Am. Math. Soc.* 73 (1967), 890–896.

[3] I. Athanasopoulos, L. A. Caffarelli, and E. Milakis, On the regularity of the non-dynamic parabolic fractional obstacle problem, *J. Differential Equations* 265 (2018), 2614–2647.

[4] J. P. Aubin, Un théorème de compacité, *C. R. Acad. Sci. Paris* 256 (1963), 5042–5044.

[5] A. Banerjee, D. Danielli, N. Garofalo and A. Petrosyan, The structure of the singular set in the thin obstacle problem for degenerate parabolic equations, [arXiv:1902.07457](https://arxiv.org/abs/1902.07457) (2019), 46pp.

[6] H. Berestycki, J.-M. Roquejoffre and L. Rossi, The influence of a line with fast diffusion on Fisher-KPP propagation, *J. Math. Biol.* 66 (2013), 743–766.

[7] A. Biswas, M. De León-Contreras, P. R. Stinga, Harnack inequalities and Hölder estimates for master equations, [arXiv:1806.10072](https://arxiv.org/abs/1806.10072) (2018), 25pp, submitted.

[8] L. A. Caffarelli, L. Silvestre, An extension problem related to the fractional Laplacian, *Comm. Partial Differential Equations* 32 (2007), 1245–1260.

[9] L. A. Caffarelli and L. Silvestre, Hölder regularity for generalized master equations with rough kernels, in: *Advances in analysis: the legacy of Elias M. Stein*, 63–83, Princeton Math. Ser. 50, Princeton Univ. Press, Princeton, NJ, (2014).

[10] L. A. Caffarelli, P. R. Stinga, Fractional elliptic equations, Caccioppoli estimates and regularity, *Ann. Inst. H. Poincaré Anal. Non Linéaire* 33 (2016), 767–807.

[11] A. P. Calderón, Estimates for singular integral operators in terms of maximal functions, *Studia Mathematica* 44 (1972), 563–582.

[12] S. Campanato, Proprietà di hölderianità di alcune classi di funzioni, *Ann. Scuola Norm. Sup. Pisa (3)* 17 (1963), 175–188.

[13] S. Campanato, Proprietà di una famiglia di spazi funzionali, *Ann. Scuola Norm. Sup. Pisa (3)* 18 (1964), 137–160.

[14] F. Chiarenza and R. Serapioni, A remark on a Harnack inequality for degenerate parabolic equations, *Rend. Sem. Mat. Univ. Padova* 73 (1985), 179–190.

[15] D. Cruz-Uribe and C. Rios, Corrigendum to “Gaussian bounds for degenerate parabolic equations”, *J. Funct. Anal.* 255 (2008), 283–312.

[16] E. B. Davies, *Heat Kernels and Spectral Theory*, Cambridge Tracts in Mathematics 92, Cambridge University Press, Cambridge, 1990.

[17] G. Duvaut and J.-L. Lions, *Inequalities in Mechanics and Physics*, Grundlehren der Mathematischen Wissenschaften 219, Springer-Verlag, Berlin-New York, 1976.

[18] N. V. Krylov, *Lectures on Elliptic and Parabolic Equations in Hölder Spaces*, Graduate Studies in Mathematics 12, American Mathematical Society, Providence, RI, 1996.

[19] O. A. Ladyženskaja, V. A. Solonnikov and N. N. Ural’ceva, *Linear and Quasilinear Equations of Parabolic Type*, translations of Mathematical Monographs 23, American Mathematical Society, Providence, RI, 1968.

[20] G. Lieberman, *Second Order Parabolic Differential Equations*, World Scientific Publishing Co., Inc., River Edge, NJ, 1996.

[21] A. Nekvinda, Characterization of traces of the weighted Sobolev space $W^{1,p}(\Omega, \delta_M)$ on $M$, *Czechoslovak Math. J.* 43 (1993), 695–711.

[22] L. Riahi, Estimates for Dirichlet heat kernels, intrinsic ultracontractivity and expected exit time on Lipschitz domains, *Commun. Math. Anal.* 15 (2013), 115–130.

[23] L. Saloff-Coste, The heat kernel and its estimates, in: *Probabilistic Approach to Geometry, Adv. Stud. Pure Math.* 57, 405–436, Math. Soc. Japan, Tokyo, 2010.

[24] W. Schlag, Schauder and $L^p$ estimates for parabolic systems via Campanato Spaces, *Comm. Partial Differential Equations* 21 (1994), 1141–1175.

[25] P. R. Stinga, User’s guide to the fractional Laplacian and the method of semigroups, in: *Handbook of Fractional Calculus with Applications* 2, 235–265, De Gruyter, Berlin, 2019.

[26] P. R. Stinga and J. L. Torrea, Regularity theory and extension problem for fractional nonlocal parabolic equations and the master equation, *SIAM J. Math. Anal.* 49 (2017), 3893–3924.

Department of Mathematics, Iowa State University, 396 Carver Hall, Ames, IA 50011, United States of America

E-mail address: animbisw@iastate.edu, stinga@iastate.edu