Near, far, wherever you are: simulations on the dose efficiency of holographic and ptychographic coherent imaging
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Abstract

Different studies in x-ray microscopy have arrived at conflicting conclusions about the dose efficiency of imaging modes involving the recording of intensity distributions in the near (Fresnel regime) or far (Fraunhofer regime) field downstream of a specimen. We present here a numerical study on the dose efficiency of near-field holography versus ptychography, a variant of far-field coherent diffraction imaging (CDI) involving multiple overlapping finite illumination positions. Unlike what has been reported for single-illumination CDI, we find that the quality, measured by spatial resolution and mean error, of reconstructed images from ptychography is similar (though slightly better) to what one can obtain from near-field holography at identical fluence on the specimen. These results support the concept that, if the experiment and image reconstruction are done properly, the sample can be near, or far; wherever you are, photon fluence on the specimen sets one limit to spatial resolution.

1 Introduction

X-ray microscopy provides a unique combination of short wavelength radiation (with the potential for nanoscale imaging), with high penetration. However, X rays ionize atoms, so radiation damage often sets a limit on the achievable resolution, especially when studying soft or biological materials [1, 2]. This becomes quite important as one seeks finer spatial resolution $\delta_r$, since for isotropic objects there is a tendency [3] for the required number of photons per area incident on the specimen (the fluence $n_{ph}$) to obtain an image with sufficient signal-to-noise ratio to increase as $n_{ph} \propto (\delta_r)^{-4}$. Since fluence leads directly to the absorbed radiation dose $D$, it is important to use low-fluence methods for high resolution imaging.

One of the methods for low-fluence and low-dose x-ray imaging is to use phase contrast. That is because the phase shift imparted on an x-ray wavefront scales like $\rho Z \lambda^2$, while beam absorption scales like $\rho Z \lambda^4$, where $\rho$ is the density, $Z$ is the atomic number, and $\lambda$ is the wavelength. As a result, phase contrast often leads to reduced radiation dose for the same feature detectability, especially at shorter wavelengths [7].

While the phase of an x-ray wave cannot be measured directly, it can be inferred by mixing with a reference wave so that phase changes are encoded as intensity differences. This can be done using the Zernike method with x-ray zone plates [8], or by using beam propagation. Over short propagation distances, one or a few Fresnel fringes can be interpreted using approaches such as the transport of intensity [9], while at intermediate distances a large number of Fresnel fringes allow for in-line holographic reconstruction [10].

If the beam is allowed to propagate to a distance that meets the far-field or Fraunhofer condition, x-ray images of phase objects can be recovered from coherent diffraction patterns with no wave mixing required [12]. This can be done in a single illumination approach now called coherent diffraction imaging or CDI [13] where one uses finite support iterative phase retrieval [14]. Alternatively, it can be done using multiple finite-sized overlapping coherent illumination spots in a method called ptychography [15, 16], where one...
again uses an iterative phase retrieval algorithm \cite{17} to obtain an image with a spatial resolution much finer than the size of the illumination spot \cite{18}.

Are there fundamental differences in photon exposure requirements depending on whether one mixes the specimen wave with a reference to get intensities, or measures the specimen wave diffraction intensities alone? One might think that by mixing a strong reference wave $R$ with a weak specimen wave $S$ one might have a multiplying effect due to the net intensity recording being $|R|^2 + RS^* + R^*S + |S|^2$, and indeed it has been claimed that near-field x-ray holography is especially dose-efficient \cite{19, 20}. However, the quantum noise is still limited by the specimen wave, leading to the following conclusion by Richard Henderson \cite{21} in the context of electron microscopy: “It can be shown that the intensity of a sharp diffraction spot containing noise is still limited by the specimen wave, leading to the following conclusion by Richard Henderson [21] in the context of electron microscopy: “It can be shown that the intensity of a sharp diffraction spot containing a certain number $N$ of diffracted quanta will be measured with the same accuracy ($\sqrt{N}$) as would the amplitude (squared) of the corresponding Fourier component in the bright field phase contrast image that would result from interference of this scattered beam with the unscattered beam \cite{22}. The diffraction pattern, if recorded at high enough spatial resolution, would therefore contain all the intensity information on Fourier components present in the image.” That is, the reconstruction of a certain spatial frequency of the object should be equally accurate for far-field diffraction, and for near-field phase contrast imaging, provided both use the same fluence $n_{ph}$ on the specimen.

One could argue that the act of recovering phases from far-field diffraction patterns can introduce extra noise. Indeed, Henderson followed the comments above \cite{21} with this statement: “It [the diffraction pattern] would lack only the information concerning the phases of the Fourier components of the image which are of course lost. Thus, for the same exposure, holography should be equal to normal phase contrast in performance, and diffraction methods inferior because of the loss of the information on the phases of the Fourier components of the image.” However, diffraction patterns are affected by the phase of Fourier components. Consider the example of a transverse shift of one subregion of a coherently illuminated object: the shift theorem of the Fourier transform makes it clear that one would change the phase of that subregion’s contribution to a specific point in the entire object’s complex diffraction amplitude. Therefore the intensity of the diffraction pattern produced by the object would undergo some redistribution (that is, the speckle pattern would change), showing that diffraction methods do indeed involve the encoding of phase. This is perhaps why a number of studies on iterative phase retrieval methods have indicated that the phase retrieval process seems not to add additional noise to the reconstructed image beyond that present in the diffraction pattern itself \cite{14, 23, 24, 25, 26}.

We would therefore conclude that the fluence $n_{ph}$ on the object limits resolution, rather than the use of near-field versus far-field imaging methods. However, conventional CDI is particularly challenging as a far-field imaging method. The reconstruction of complex objects from their single coherent diffraction patterns is not always straightforward, as one needs precise knowledge of the specimen’s support $S$ (the subregion within which the object is restricted to lie \cite{27, 28}). In addition, other experimental limitations like the loss of a significant subset of strong, low-spatial-frequency intensity values can complicate object reconstruction \cite{29, 28}. These complications may have played a role in a simulation study that showed that near-field holography yields superior images at the same fluence $n_{ph}$ when compared to standard CDI as a far-field imaging method \cite{20}.

The problems noted above for standard CDI are greatly mitigated in ptychography, where the finite coherent illumination spot provides several benefits. Ptychography allows one to accurately determine a finite support not due to the characteristics of the object, but instead due to the characteristics of the probe function, which is recovered from the data. Object subregions that are present in the overlap between two probe positions provide a sort of holographic reference between the two resulting diffraction patterns \cite{30}. Finally, the spreading of the unmodulated probe function in the far field (due to its finite extent at the object’s plane) helps distribute intensities out of the central, zero-spatial-frequency pixel on the diffraction detector, especially when the probe is a convergent beam provided by the focus of a lens \cite{31}. Therefore while standard CDI often shows imperfections in image reconstruction beyond those provided by fluence, one has hope that ptychography can provide a method for a more robust comparison between the fluence requirements of near-field versus far-field coherent imaging methods. It is for these reasons that we have carried out a simulation study comparing near-field holography against ptychography as a far-field imaging method.
Figure 1: The 512 × 512 pixel phantom cell object used for our computational experiments (a), along with the simulated experimental intensities for near-field holography with propagation by a distance corresponding to a per-pixel Fresnel number (Eq. 3) of $10^{-3}$ (b), and standard far-field coherent diffraction imaging (CDI) for the entire object illuminated at once (c) shown here on a logarithmic intensity scale. In fact, a set of far-field diffraction intensity patterns were simulated for a series $k$ of different illumination or probe positions across the sample, which is the type of dataset one obtains in ptychography. The object is the same pure-phase cell phantom used in a prior study [20], so that one can compare directly with those results. The only difference is that we used the complex conjugate of the phantom so as to have positive rather than negative phase shifts, since x-ray phase is advanced rather than retarded in materials [38].

2 Image reconstruction method

In order to compare near-field holography against ptychography, we have chosen to use the same optimization-based reconstruction method for the two imaging approaches as will be described below, so as reveal only the inherent differences between them. The work of Hagemann and Salditt [20] used the relaxed averaged alternating reflections or RAAR algorithm [32] for reconstruction. While we have chosen to make use of the same simulated object that they used (Fig. 2(a) of [20]), in our case, we have chosen to use a more basic cost function minimization approach, in which one defines a forward model for how incident illumination interacts with a present guess of the specimen to produce a measurable intensity distribution, after which one seeks adjust the guess so as to minimize the difference between the result of this forward model and the actual measured intensity distribution (we refer to this difference as the cost function $C$). One can also include regularizers in this approach as will be described below. In order to efficiently minimize the cost function $C$ for the two different imaging methods of near-field holography and far-field ptychography, we have chosen to use an automatic differentiation (AD) approach [33] so that we do not need to calculate gradients of $C$ by hand for the two imaging methods and regularizers. The use of AD in coherent diffraction imaging was suggested before powerful parallelized toolkits were widely available [34], but it has since been used for image reconstruction in ptychography [35], in Bragg and near-field ptychography [36], and in near-field holography of thick specimens [37].

Our approach is to minimize the cost function $C$ by adjusting the object function $n$ which contains the complex refractive index of the sample. For x-ray imaging, we used a 2D grid of the x-ray refractive index $n(x, y) = 1 - \delta(x, y) - i\beta(x, y)$ distribution multiplied by the projection object thickness $t(x, y)$ to yield an optical modulation of $\exp\{k[\delta(x, y) - \beta(x, y)]t(x, y)\}$ in the sign convention where forward propagation is $\exp[-ikz]$. In our case, we used the same 512 × 512 pixel pure-phase cell phantom (shown here in Fig. 1(a)) as was used in prior work [20], with the modification of taking its complex conjugate so that it had positive rather than negative phase values since x-ray phase is advanced rather than retarded in materials [38]. Within the 19.4% of the pixels that define the support $S$ of the object, it produces an optical modulation $n_0$ on the incident illumination with a mean phase of

$$\bar{\varphi} = 0.643 \text{ radians},$$

a variance of $\sigma_\varphi = 0.037 \text{ radians}$, and a bound of 0 to 1 radians (this object phase contrast is representative of what one might have in soft x-ray imaging; the contrast is usually lower in hard x-ray imaging). The
cost function $C$ is the mean squared difference between the modulus of the wave at the detector plane as predicted by the forward model $f(n, k, d)$ for the present guess $n$ of the object, and the “measured” intensity $y_k$ of

$$y_k = |f(n_0, k, d)|^2,$$

(2)

where $d$ is the free-space propagation distance $z$ in terms of a Fresnel number

$$d = \frac{\Delta^2}{\lambda z}$$

(3)

for an object pixel size $\Delta$ (so that far-field diffraction has $d = 0$). Fresnel propagation $f(n, k, d)$ of the wavefield leaving the specimen to the detector plane was accomplished via convolution with a propagator function in the Fourier domain [39]. Poisson noise was incorporated in recorded intensity values $y_k$ as will be described below. We then had a least-square or LSQ cost function $C_{\text{LSQ}}$ between the intensities one would expect from the present guess of the object, versus the measured intensities $y_k$, of

$$C_{\text{LSQ}} = \frac{1}{N_p N_k} \sum_{i=1}^{N_p N_k} \left| |f(n, k, d)|^2 - \sqrt{y_i} \right|^2.$$  

(4)

where $N_p$ represents the number of pixels in the detector, and $N_k$ represents the number of illumination spots $k$ ($N_k = 1$ for the single, full-area illumination in holography).

The formulation of the cost function in Eq. [4] is straightforward: by minimizing the cost function, we update the object function $n$ so that the Euclidean distance between the diffraction images generated by $n$ and the actual measurements is reduced. A least square (LSQ) cost function like this is more appropriate for images containing Gaussian noise which is generally available with relatively high photon fluences [40], but is unable to accurately account for the shot noise at low photon fluences. When the object is illuminated by a limited number of photons, the total probability of observing the entire set of experimental measurement given the object function $n$ is better described by a Poisson distribution as

$$p(y|n) = \prod_{i=1}^{N_p N_k} \frac{e^{-|f(n, k, d)|^2} |f(n, k, d)|^{2y_i}}{y_i!}.$$  

(5)

Eq. [5] is also known as the Poisson likelihood function, and the true object function should be one that maximizes the likelihood. In practice, the negative logarithm of Eq. [5] is often taken, so that the maximization of a serial product can be turned into the more tractable problem of minimizing a sum. In this way, the Poisson cost function is written as

$$C_{\text{Poisson}} = \frac{1}{N_p N_k} \sum_{i=1}^{N_p N_k} \left( |f(n, k, d)|^2 - 2y_i \log |f(n, k, d)|_i \right).$$  

(6)

In ptychography, the lack of scattering that takes place when the illuminating probe function is outside the object’s boundary means that it is quite natural for a reconstruction algorithm to seek solutions for such regions that are empty, even under conditions of limited illumination. To add a similar constraint to near-field hologram reconstructions, we added to the cost function of Eq. [4] a regularizer consisting of a finite support mask $S$. This yields an update $n'$ to the object of

$$n' = \arg \min_n C_j(n)$$

subject to

$$n_w = 0 \text{ for } n_w \notin S \text{ and } n \geq 0 \text{ for } n \in S$$

where $m \in \{\text{LSQ, Poisson}\}$

so that both ptychography and holography should seek solutions that minimize fluctuations in regions outside the support. A finite support constraint also suppresses the twin-image in in-line holography [41].

With the forward model as described above, and the finite support constraint added to near-field holography, we were able to obtain reconstructed images by minimization of the cost function $C$, using either the LSQ or the Poisson cost function. The partial derivative of $C$ with regards to the elements of $n$ was calculated using automatic differentiation (AD) as implemented as a cost function in TensorFlow [42], so that both experiments (holography and ptychography) and both cost function types (LSQ and Poisson) could be treated in the same way simply by varying the Fresnel number $d$. The ADAM optimizer [43] in TensorFlow was used to update the object function using the calculated gradients.
3 Numerical experiments

For direct comparison with prior work [20], we used the same 512 × 512 pixel simulated cell phantom phase object described above, and the same value of the Fresnel number (Eq. 3) of $d = 10^{-3}$ for near-field holography. This corresponds to $z = 40.3 \text{ mm}$ with $\Delta = 10 \text{ nm}$ pixel size at a soft x-ray photon energy of 500 eV, or $z = 807 \text{ mm}$ at a hard x-ray photon energy of 10 keV. In the case of holography, the object was padded by 256 pixels on each side before optical propagation is carried out in order to prevent fringe wraparound due to the periodic array nature of discrete Fourier transforms. For ptychography, we assumed a probe function that was Gaussian in both magnitude and phase, with a standard deviation of 6 pixels and a phase that varied from 0 to 0.5 radians. The shift between probe positions was set to 15 pixels so that there was good probe overlap at high fluence as is required for robust ptychographic reconstructions [30].

This led to a square scan grid with 33 × 34 probe positions, and for each probe position a 72 × 72 pixel subset of the object array was extracted before multiplication with the probe function and calculation of the resulting 72 × 72 pixel diffraction pattern.

X-ray microscopes use ionizing radiation, so it is important with many specimen types to limit the photon fluence $n_{\text{ph}}$ (incident photons per pixel) and consequent radiation dose that the specimen receives. However, must supply sufficient fluence in order to successfully image small, low contrast features. For phase contrast imaging of a non-absorbing, low-contrast specimen with thickness $t_f$ and phase-shifting part of the refractive index $\delta_f$ for feature-containing pixels and $\delta_b$ for background (feature-free) pixels, one can estimate that the fluence required to obtain an image with a signal to noise ratio of SNR is given by Eq. 39 of [6], which we rewrite here as

\[
n_{\text{ph}} = \frac{\text{SNR}^2}{2} \frac{1}{k^2|\delta_f - \delta_b|^2t_f^2}
\]  

where $k \equiv 2\pi/\lambda$ is the wavenumber. Since $k|\delta_f - \delta_b|t_f$ is the mean phase shift within the object compared to the object-free region, we can substitute this with $\bar{\varphi} = 0.643 \text{ radians}$ from Eq. 1 and obtain an estimate that we require a fluence of

\[
n_{\text{ph}} = \frac{\text{SNR}^2}{2(\bar{\varphi})^2}.
\]

Given that the variance about the mean phase within the object was $\sigma_{\varphi} = 0.037 \text{ radians}$, we would expect that a signal to noise ratio of about $|\bar{\varphi}|/\sigma_{\varphi} = 17.4$ would begin to give very faithful, low noise representations of the true object, which corresponds to a fluence estimate of $n_{\text{ph}} = 350$ photons per pixel (and with higher fluences giving increasing image fidelity).

We therefore carried out simulations with values of $n_{\text{ph}}$ that bracketed a value of $n_{\text{ph}} = 350$/pixel on an approximately logarithmic scale. Starting from the noise-free “recorded” intensities $y_k$ of Eq. 2 for both the single large hologram intensity and for the set of ptychographic diffraction intensity patterns, we incorporated Poisson noise to $y_k$ for a specified total fluence $n_{\text{ph}}$ in photons per pixel on the specimen.

Because we expect $n_{\text{ph}} = 350$/pixel to be the nominal dividing line between “high-dose” and “low-dose” regimes, datasets with $n_{\text{ph}}$ beyond that were reconstructed using the LSQ cost function which approximates photon noise using a quasi-Gaussian model that works well at high photon fluence. On the other hand, data with $n_{\text{ph}}$ below 350/pixel were reconstructed using both the LSQ and the Poisson cost function. Two separate, independent random noise datasets were generated for each experiment type, fluence, and loss function type; reconstructed images from one of these two instances are shown in Fig. 2. This figure shows that both near-field holography and ptychography yield high quality reconstructions at high photon fluence. As the fluence decreases to $n_{\text{ph}} = 350$/pixel incident photons per pixel or less, the images begin to show a degradation in quality, but in different ways. In near-field holography, the images begin to take on a “salt and pepper” or speckle-like noise appearance as one would expect in a direct coherent imaging experiment. Switching to the Poisson cost function does not help significantly with improving the quality. In ptychography at low fluence, one will have relatively few photons scattered outside the numerical aperture of the probe function, so the image appears to show a loss of spatial resolution going towards the probe resolution but with less “salt and pepper” noise appearance. At very low fluences in ptychography, there are relatively few photons in the overlap regions between probe positions, so one starts to see the scan grid artifacts that can arise due to insufficient probe overlap when using the LSQ cost function [30, 44]. The Poisson cost function, however, is able to effectively suppress the grid artifacts, and gives sharper boundaries of features compared to the LSQ cost function, especially for $n_{\text{ph}}$ below 35/pixel. Nevertheless, results of the Poisson
Figure 2: Reconstructed images of the cell phantom shown in Fig. 1(a) obtained for both near-field holography, and ptychography, at the photon fluences $n_{ph}$ indicated. For a photon fluence higher than 350 photons per pixel, only results obtained using the least square (LSQ) cost function are shown; for fluences on or below that, we show the reconstructions yielded by both the LSQ cost function (Eq. 4) and the Poisson cost function (Eq. 6), which are placed side-by-side. At high photon fluence, both holography and ptychography yield high quality images. However, their behaviors differ at low fluence. For holography, the images gain a more salt-and-pepper appearance as one would expect from low photon statistics. The use of the Poisson noise model does not significantly improve the reconstruction quality. In ptychography, the decrease in photons scattered beyond the illumination probe’s numerical aperture at low fluence means the images tend more and more towards the probe’s limit towards spatial resolution; in addition, at very low fluence there are few photons in the “tails” of the probe function so one begins to see a scan grid artifact associated with insufficient probe overlap when the image is reconstructed using the LSQ cost function [30, 44]. On the other hand, the grid artifact is effectively suppressed in the results of the Poisson cost function, and the features retain more of their sharpness, though sometimes one also sees fringe-like artifacts such as what is highlighted in the yellow box at a fluence of 35/pixel.
cost function at relatively high photon fluences incorporate fringe-like artifacts, such as in the region marked
by the yellow dashed box in the image with \( n_{\text{ph}} = 35 / \text{pixel} \). Even when reconstructing noise-free data, this
kind of artifact still exists, which proves that the Poisson cost function is not always a superior choice than
LSQ and Gaussian cost functions. Another observation adding to this conclusion is that the Poisson cost
function generally takes more iterations to converge, especially in the case of ptychography.

In order to better quantify the reconstruction quality, we now consider metrics one can obtain from noisy
images. If one has two images \( I_1 \) and \( I_2 \) of the same object with two different instances of noise, one can
calculate an overall image correlation coefficient \( r \) of

\[
 r = \frac{\langle (I_1 - \langle I_1 \rangle)(I_2 - \langle I_2 \rangle)^\dagger \rangle}{\sqrt{\langle (I_1 - \langle I_1 \rangle)^2 \rangle \langle (I_2 - \langle I_2 \rangle)^2 \rangle}}
\] (10)

One can then use this correlation coefficient to calculate an overall image signal-to-noise ratio \( \text{SNR} \) or SNR
of

\[
 \text{SNR} = \sqrt{\frac{r}{1 - r}}
\]

where the expression of Eq. (11) is correct for intensity images \( I_1 \) and \( I_2 \), as confirmed by the as-expected
scaling of \( \text{SNR} \propto \sqrt{n_{\text{ph}}} \). The result of using this measure within the finite support regions is shown in
Fig. 3(a). The least-square-fit slopes for near-field holography and ptychography reconstructed using LSQ
are both near 0.5 as expected for \( \text{SNR} \propto \sqrt{n_{\text{ph}}} \), though the ptychography reconstructions show a higher
SNR. At low fluences especially, this higher SNR may be due in part to a correlation of low-probe-overlap
scan grid artifacts along with the correlation of image features; this may also explain why the slope is slightly
below 0.5 for ptychography. As one compares the results yielded by the two types of cost functions, it can
be found that while the SNR of near-field holography is slightly enhanced at \( n_{\text{ph}} = 0.8 \) and 2 /pixel, the SNR
of ptychography reconstructions with Poisson cost function is actually lower than those with LSQ, and the
disparity increases at higher \( n_{\text{ph}} \). This observation seems to contradict the visual appearance of images in
Fig. 2 where Poisson reconstructions give sharper feature boundaries under low dose conditions; however, it
is in fact reasonable because the artifacts in Poisson reconstructions are more uncorrelated compared to the
dot-grids and blurriness of LSQ reconstructions. In Poisson reconstructions, the fringe artifacts are heavily
dependent on the initial guess. As the initial guess was created by Gaussian noise, the positions and amounts
of the fringes can vary even for two reconstructions corresponding to the same \( n_{\text{ph}} \). As a result, the SNR
metric of Eq. (11) tends to interpret the artifacts in ptychography reconstructions with Poisson cost function
as uncorrelated noise.

Since the phantom cell is a pure phase object with a well-defined support \( S \) (which was used in the
near-field holography reconstruction to suppress the twin image), another whole-image metric we can use is
the within-support mean squared error (SMSE) on the phase of

\[
 \text{SMSE} = \frac{1}{\sum(n \in S)} \sum_{n \in S} || \text{arg(phantom)} - \text{arg(reconstruction)} ||^2
\]

where \( n \) is a pixel index. This is the same \( \ell_2 \)-norm metric defined by Eq. 9 in prior work [20], where it was
found that near-field holography gave a higher SMSE at fluences below about 100 quanta per pixel when
compared to far-field CDI, but that holography then gave a lower SMSE at higher fluences. Our results
for the SMSE for near-field holography and ptychography are shown in Fig. 3(b), which shows virtually the
same trend and relation as in Fig. 3(a): first, ptychography provides results with lower error compared to
holography; and second, use of the Poisson cost function (Eq. 6) gives slightly better results than LSQ (Eq. 4)
for holography, but appears to result in larger SMSE for ptychography, again due to the more uncorrelated
artifacts in Poisson reconstructions.

Although whole-image SNR and SMSE measurements show that ptychography slightly outperforms near-field
holography at low photon fluence, they also seem to indicate improved results for ptychography when using
the LSQ cost function (Eq. 4) instead of the Poisson cost function (Eq. 6) which seems to contradict the
visual appearance of the reconstructed images shown in Fig. 2. We therefore compared the performance
of the two ptychography reconstructions for reconstructing a small, bright feature indicated by a yellow
arrow in Fig. 4. For each reconstructed image, a Gaussian fit was carried out on this feature with a 2D
Figure 3: Whole image metrics of image reconstructed image quality as a function of fluence $n_{ph}$. At top (a) is shown the signal-to-noise ratio (SNR) as calculated using Eq. 11 for near-field holography and for ptychography. The image correlation was calculated within the finite support area of the object, since this was used as an enforced constraint in near-field holography (Eq. 8) while in ptychography the lack of object scattering when the probe is illuminating areas outside the support constraint produces a similar effect. At each photon fluence $n_{ph}$ and for each cost function type, two separate instances of Poisson noise were generated. The slope for both least square (LSQ) error curves is near 0.5, indicating that the SNR increases roughly as $\sqrt{n_{ph}}$, as one might expect. In ptychography, the SNR at lower exposure levels might be artificially high due to the low-fluence scan grid artifact noted in Fig. 2, which is a correlated artifact adding to correlated image information. At bottom (b) is shown the within-support mean squared error (SMSE) of Eq. 12 which again shows improved performance at low fluences for ptychography compared to near-field holography. However, both plots show slightly worse performance of the Poisson cost function (Eq. 6) compared to LSQ (Eq. 4) even at low $n_{ph}$. 
Figure 4: Standard deviation of the fitted Gaussian 2D profile for the small bright-spot-like feature pointed to by the yellow arrow. For photon fluences below 2/pixel, the curves are greatly influenced by uncertainties, but meaningful results start to appear at higher photon fluences (with one outlier removed at $n_{ph} = 35$ for holography). While the results conform with our observation that ptychography generally leads to better resolution under low dose conditions, it also agrees with the visual appearance of the reconstructions shown in Fig. 2, where features appear sharper when using the Poisson cost function at low photon fluence.

An increase in the standard deviation of the Gaussian fitting function thus measures the blurriness of the reconstructed image, since a sharper feature will have a smaller standard deviation. At very low photon fluence, the overall resolution of the images is low, and the fitted standard deviation may suffer from significant uncertainty. With $n_{ph} > 2$/pixel, the results start to show less fluctuation (one outlier for holography at $n_{ph} = 35$/pixel has been removed from the plot). For $n_{ph} < 200$/pixel, ptychography gives a sharper image of specimen features, which agrees with the previous conclusions drawn from SNR and SMSE analyses. In addition, the Gaussian spread of the feature in Poisson-ptychography is smaller than LSQ-ptychography, which indicates that the former gives a sharper appearance to the feature being investigated. This agrees with visual perception of the results shown in Fig. 2.

Another important metric for evaluating two separate instances of equally noisy images is to examine the correlation of their Fourier transforms as a function of radial spatial frequency $u_r$, leading to the Fourier shell correlation for 3D images or the Fourier ring correlation (FRC) for 2D images [48, 49] given by

$$\text{FRC}_{12}(u_r) = \frac{\sum_{u_r \in u_r,i} F_1(r) \cdot F_2(r)^\dagger}{\sqrt{\sum_{u_r \in u_r,i} F_1(r)^2 \cdot \sum_{u_r \in u_r,i} F_2(r)^2}}.$$  

(13)

High resolution, low noise images will show strong correlation at high spatial frequencies, while lower res-
olution, noisier images will show poorer correlation at high spatial frequencies. It is common to assign a spatial resolution value based on the crossing of the FRC with a half-bit threshold value \[50\]. The resulting FRC analysis (plotted only for LSQ results) shown in Fig. 5 indicates that both near-field holography and ptychography deliver full-resolution images at high photon fluences, but that ptychography gives slightly superior results. This figure also highlights the half-bit resolution FRC crossing point with a red circle for the case of an incident fluence of 8 quanta per pixel for each imaging method. This measure of the spatial resolution as a fraction of the \(1/(2\Delta r)\) Nyquist spatial frequency is shown in Fig. 5(a), where one can see that both imaging methods approach full resolution at a fluence near the estimate of 350 quanta per pixel found using Eq. 9. Because of the noise fluctuations present in the FRC curves, the FRC/half-bit crossing fraction may show some variations depending on the particular instances of data Poisson noise; this explains the non-smooth trend of the FRC crossing values shown in Fig. 6(a).

Upon comparing the results drawn from the LSQ and Poisson cost functions, one may again observe the seemingly inferior performance of using the Poisson cost function for ptychography, despite the sharper appearance of features in Poisson results perceived visually. This is because the spatial resolution determined in this way measures the spatial frequency at which correlative signals are overwhelmed by uncorrelated noise. Although Poisson ptychography results contain more high-frequency components in their the signal, the FRC-resolution measure is degraded by high-frequency “noise” due to artifacts such as the fringes shown in the yellow box in Fig. 2. It follows that although the use of a Poisson cost function in ptychography indeed provides sharper features, the fringe artifacts coming along the features can cause misinterpretations to the reconstructed objects in realistic cases when one does not have the prior knowledge that the object is stepwise-constant (that is, for general unknown objects, rather than the phantom cell used in this paper). Thus, a Poisson cost function might not always be the best option, even at low dose conditions.

The fraction of the Nyquist limit spatial frequency shown in Fig. 6(a) was calculated by FRC analysis from two separate instances of Poisson noise at each fluence value and each imaging mode. However, a prior study has carried out FRC analysis by comparing a noisy image against the ground-truth image of the noise-free cell phantom \[20\]. We have therefore calculated this “ground truth” FRC crossing value, as well as tracing the curves shown in Fig. 4(a) of this previous analysis \[20\] for both near-field holography and for far-field CDI (where the latter involves a single diffraction pattern from illuminating the entire object array, and the use of a finite support in iterative phase retrieval). We therefore show in Fig. 6(b) up to three FRC/half-bit crossing curves for each experiment type: the same curve from Fig. 6(a) for two noise instances, the crossing obtained by comparing one low-fluence image with the ground truth image, and the traced values from Fig. 4(a) of the previous analysis \[20\]. As can be seen, there is reasonable agreement between our FRC crossing results and those of the previous analysis \[20\] for the case of near-field holography with a ground-truth reference, even though the previous analysis used a slightly different reconstruction algorithm (the relaxed averaged alternating reflections or RAAR algorithm \[32\]). In addition, both ptychography and near-field holography show improved performance relative to far-field CDI, which suffers from well-known difficulties \[51, 29, 23, 28\]. Another point worthwhile noticing is that, when the FRCs are calculated with regards to the ground truth, the relation between results reconstructed using the LSQ and the Poisson cost function become inverted. This indicates that the Poisson results, especially at low dose conditions, correlate better with the true object in Fourier components with higher spatial frequency. This observation matches visual perception of Fig. 2.

While the above analyses and discussions seem to suggest that ptychography delivers slightly better reconstructed images at low photon fluence, it should also be noted that ptychography is not a replacement for other imaging methods when certain factors in experimental practices are considered. Ptychography acquisition is often more time consuming, and relies on the accurate recording or refinement of probe positions. Also, all our ptychography results shown above were reconstructed with a known probe function. In reality, it is often the case that the probe needs to be reconstructed along with the object, and an imperfectly retrieved probe can lead to artifacts, usually in the form of grids.

4 Conclusion

We have used the same automatic-differentiation-based optimization method for image reconstruction to compare the performance of near-field holography and ptychography at low specimen fluence values. Though this
Figure 5: Fourier ring correlation (FRC) curves for two images reconstructed from separate instances of Poisson-noise-included simulated datasets, both for near-field holography (a) and for ptychography (b). Only results obtained using the least square (LSQ) cost function of Eq. 4 are shown. Each curve is labeled with the fluence $n_{ph}$ in quanta per pixel. Also shown on the plot is the 1/2-bit threshold curve that is commonly used to define the achieved spatial resolution based on the spatial frequency of the crossing with the experimental FRC curve [50], as indicated by red circles for a fluence of 8 in both plots. These FRC-crossing normalized spatial frequencies are used in Fig. 6. In near-field holography, the curves shown here exhibit a fairly uniform decline with decreased fluence until one reaches very poor correlation at fluences of 2 or below. In the case of ptychography at low fluence, “spikes” in the FRC curves appearing at a normalized spatial frequency of about 0.2 and harmonics above it are presumably reflective of the strong correlation of the low-fluence scan grid artifact seen in Fig. 2.
Figure 6: Values for the crossing between the Fourier ring correlation (FRC) curves of Fig. 5 and the half-bit resolution criterion, shown as a fraction of the Nyquist spatial frequency limit of $1/(2\Delta r)$. In (a), this is shown for the FRC analysis between reconstructed images obtained from two instances of Poisson noise, as normally required. The curves are not entirely smooth due to the sensitivity of the FRC crossing on the exact noise instance of the FRC curves shown in Fig. 5, but they show that one achieves full spatial resolution at fluences near the value of 350 quanta per pixel (shown with a vertical dashed line) estimated after Eq. 9. In prior work, the FRC crossing analysis was done by comparison of one noise instance with the “(ground truth)” object of the cell phantom, so (b) shows our results for an equivalent “(ground truth)” analysis as dashed lines next to the two-noise-instance analysis results (the same results shown in (a)) as solid lines. Also shown in (b) are the approximate results of the previous study labeled as “H&S (ground truth)” as obtained by tracing of the published figure. (The previous study plotted the FRC crossing as a function of $1/(\Delta r)$, so we have multiplied the FRC crossing fractions by a factor of 2). As can be seen, our “(ground truth)” results and the “H&S (ground truth)” are reasonably consistent for the case of near-field holography. The previous study also considered far-field CDI, where the entire object array is illuminated and a finite support constraint is applied during iterative reconstruction.
reconstruction algorithm is slightly different than what was used in a previous study [20] that compared near-field holography with single-exposure far-field coherent diffraction imaging (CDI), we have obtained quite similar results for near-field holography as shown in Fig. 6(b), as well as in a comparison of our Fig. 3(b) with Fig. 4(c) of the previous study. The previous study showed that near-field holography gives greatly superior results compared to far-field CDI, but far-field CDI is known to be very challenging due to the experimental difficulty of obtaining an object that has truly zero scattering outside of a defined region (the finite support), and due to the sensitivity of the reconstruction to the correct “tightness” of the support and the accuracy of recording the strong, low-spatial-frequency diffraction signal [51, 29, 23, 28]. Ptychography removes the requirement that the object be limited to being within a finite support constraint, and if a lens focus is used to provide the scanned coherent illumination spot the spreading of the signal in the far-field diffraction pattern helps reduce the dynamic range demands placed on the detector [31]. In addition, the partitioning of data recording into a set of distinct regions of the object may provide some additional information beyond what one obtains when illuminating the entire object in one exposure, which may be why we observe slightly improved performance from ptychography relative to near-field holography in this computational study.

We conclude that the imaging method used does play some role in the quality of an image that one can obtain from a given fluence on the specimen. (We also note that if an optic were to be used to record a direct image with no reconstruction algorithm required, one would need to increase the fluence to account for the focusing efficiency of the optic [24] which is often below 20% for the case of Fresnel zone plates used for x-ray microscopy [22]). However, it is still photon fluence that dominates the achievable reconstruction, as has long been suggested based on theoretical analyses [38, 3, 4, 6]. While previous experiments using near-field holography claimed that one could obtain images at reduced radiation dose compared to far-field imaging methods [19], they did not include a systematic analysis of resolution versus fluence. Such an analysis was included in a prior computational study [20], but it compared near-field holography with far-field CDI rather than with a more robust far-field method like ptychography. We therefore conclude that the sample can be near, or far; wherever you are, photon fluence on the specimen sets a fundamental limit to spatial resolution.
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