ATDN vSLAM: An All-Through Deep Learning-Based Solution for Visual Simultaneous Localization and Mapping
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Abstract
In this paper, a novel solution is introduced for visual Simultaneous Localization and Mapping (vSLAM) that is built up of Deep Learning components. The proposed architecture is a highly modular framework in which each component offers state of the art results in their respective fields of vision-based Deep Learning solutions. The paper shows that with the synergic integration of these individual building blocks, a functioning and efficient all-through deep neural (ATDN) vSLAM system can be created. The Embedding Distance Loss function is introduced and using it the ATDN architecture is trained. The resulting system managed to achieve 4.4% translation and 0.0176 deg/m rotational error on a subset of the KITTI dataset. The proposed architecture can be used for efficient and low-latency autonomous driving (AD) aiding database creation as well as a basis for autonomous vehicle (AV) control.
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1 Introduction
Mobile robotics is a field that has seen ongoing scrutiny in the past several decades. A few of the most important tasks to be solved during the operation of autonomous robotic agents is positioning and understanding their environments as well as navigation. Simultaneous Localization and Mapping (SLAM) attempts to solve the above functions in a concurrent manner [1, 2].

With the appearance of the endeavor for modernizing traffic automation and the creation of self-driving passenger and transportation vehicles, SLAM research has surged into the spotlight in the past few years [3, 4]. A crowdsourcing-based mapping solution, such as CrowdMapping [5], whose purpose is to offer low latency and accurate map updates for autonomous vehicles, can be supported and aided using robust SLAM technologies. One well-researched subfield of SLAM is visual SLAM, or vSLAM [6–8] for short, wherein localization, mapping and sometimes path planning is achieved using visual information. That information may be supplied in the form of strictly 2D images – e.g., passive monocular camera RGB image streams or stereo camera systems – or 3D image information provided by specific sensors – e.g., light detection and ranging (LiDAR) sensors or active RGB + Depth (RGB-D) cameras. The visual information is often supplemented with data prescribing the motion of the robot or agent carrying the image acquisition device – for example via an inertial measurement unit (IMU).

Monocular, passive vSLAM methods can be categorized based on the number of points identified and analyzed in the environment [7]. A number of methods are classified as feature-based [9–11], i.e. the resulting maps are based on a relatively small number of feature points in the depicted environment. Another category is direct [12–15], wherein the results are calculated based on information available for each pixel of the input image. As part of direct methods, semi-dense and hybrid [16, 17] techniques have also been gaining attention: these solution types combine the advantages of the two previously mentioned solution types.

The above methods differ in their ways of reaching a result; however, they share the same foundations, in that they are all monocular visual simultaneous localization and mapping techniques. These methods usually have a pipeline structure of the following components:

- initialization;
- visual odometry and pose estimation;
- mapping;
- map refinement via new information.
As a result of the currently observable immense progress of the scientific fields surrounding machine learning, and particularly Deep Learning (DL), many approaches have appeared that are able to supply solutions for each of the above listed sub-tasks of a vSLAM framework. However, to the best of our knowledge, no previous research paper has been published that offers an all-through DL pipeline. Such a pipeline combines the advances that novel machine learning methods offer in contrast to traditional, hand-crafted algorithms, while also offering close to state-of-the-art results for the measurable subtasks of dense vSLAM methods.

Our contributions in this paper are as follows:
• we present an all-through Deep Learning-based pipeline for direct monocular dense vSLAM calculation that comprises of a visual odometry, and a map encoding component (Fig. 1);
• we introduce the step-by-step and overall training processes for this framework – we experiment with a novel Variational UNet core module;
• we propose a novel loss function that we call Embedding Distance Loss (EDL). We use this function to train the mapping component of our system;
• we show our results achieved on common benchmarks and compare them to the state-of-the-art.

This paper is constructed as follows: in Section 2, we describe related works and technical literature, and then in Section 3, we introduce our methods and the main considerations behind our work. Then in Section 4, we present our results and compare them to state-of-the-art methods. In Section 5, we discuss our results, and then conclude our paper in Section 6.

2 Related work

In Section 2, we briefly summarize the technical results and other seminal works that are related to our scientific contributions described in this paper.

2.1 Simultaneous Localization and Mapping
Simultaneous Localization and Mapping methods – SLAM for short – have been a thoroughly researched area in computer science and in mobile robotics for the past few decades. The basis of the technology concerns itself with a topic that is of utmost importance in robotics, namely navigating the robot in a previously unknown environment using data that is collected by the robot during its operation [1, 2, 18, 19]. The navigation requires the robot to understand and chart its surroundings while localizing itself in the environment and thus constantly gaining information and expanding its knowledgebase.

Although, early solutions of SLAM had utilized traditional robotics sensor elements, such as IMU, and versatile distance and waypoint detectors, with more recent advances in the field of visual informatics and machine vision, another subgenre – often referred to as visual SLAM or vSLAM – has been established [7]. Modern

Fig. 1 Our all-through deep neural (ATDN) vSLAM architecture
vision-based SLAM methods can be categorized into three classes based on the data obtained by the sensors: visual-only SLAM (see Sub-subsection 2.1.1), Visual-Inertial SLAM or VI-SLAM [20–22], and RGB-Depth SLAM or RGB-D SLAM [23–25].

Since the solution introduced in this paper is based solely on monocular visual information, the following parts of Section 2 present a more in-depth review of visual-only SLAM methods with particular emphasis put on techniques utilizing Deep Neural Networks (DNNs).

2.1.1 Feature-based and direct monocular vSLAM
Because of the low cost and high availability of regular RGB cameras, visual-only SLAM solutions have been well-researched in the past years. Based on the number of cameras used, there are different solutions in the literature using monocular and stereo camera systems. In this paper, we are describing our method that only makes use of monocular RGB cameras. Monocular visual-only SLAM methods can be partitioned into two main categories:

- **Feature-based methods** rely on a certain number of keypoints – or points of interest – extracted from the input images. Based on feature points appearing on consecutive images, the motion of the camera as well as the sparse environment can be calculated via matching the descriptors of these frames. Davison et al. [9] proposed the first truly monocular vSLAM method using keypoints and an extended Kalman filter. The usage of keyframes and bundle adjustment for a feature-based solution was introduced by Klein and Murray [11]. ORB-SLAM2 [26], the successor of ORB-SLAM [10], is considered the state-of-the-art monocular feature-based vSLAM method. This technique introduces parallel calculation of tracking, local mapping, and loop closure via bundle adjustment.

- **Direct methods** use all pixels of the input images to compare them and calculate the photometric error. The environment mapping is based on the minimized error, resulting in a dense, semi-dense, or sparse reconstruction. Dense Tracking And Mapping (DTAM) [12], which is based on PTAM [11], is the first direct method proposed, combining the tracking portion of PTAM with a dense tracking step that enables the calculation of depth maps. As the name suggests, DTAM produces dense reconstructions. DTAM was advanced and optimized by Ondruska et al. [27] to use GPU acceleration for mobile devices. Engel et al. [13] introduced a semi-dense reconstruction method in large-scale direct SLAM (LSD-SLAM), where tracking and keyframe selection is based on motion stereo constraints. The direct sparse odometry (DSO) [15] technique introduces a sparse direct reconstruction method for mapping. Gao et al. [28] advanced DSO with loop closure and pose-graph optimization. Tateno et al. introduced CNN-SLAM [14], a dense direct vSLAM solution that made use of convolutional neural networks for depth estimation, semantic segmentation, and pose-graph optimization. It was the first work to gain international attention that used Deep Learning in its core functionality.

2.2 Deep Learning and vSLAM
Neural networks can be applied in many different parts of a vSLAM framework. These approaches can be categorized according to the different tasks in a vSLAM method [29].

2.2.1 Visual Odometry
Visual Odometry (VO) [30] is one of the most essential components of a vSLAM pipeline. As described in previous works [31], vSLAM pipelines are combinations of VO and global optimization steps.

For visual odometry, Deep Learning can be applied in an end-to-end manner or in a hybrid way. We can differentiate between supervised and unsupervised Deep Learning methodologies in general, a categorization that also holds for visual odometry. Previous results [14], and the works discussed below [32–35] managed to show that scale-cor rect results can be assured through supervised learning – in contrast with the traditional VO methods, which did not manage to solve scale-ambiguity without the introduction of various scale-defining inputs, such as dimensions of known objects in an image. Training a neural network for the solution of VO given a metrically labeled training dataset also solves the problems of scale drift and pure rotation.

Wang et al. [32] showed that through training a VO network in the supervised manner, it is possible to achieve real world metric results if the ground truth data is also measured in a real-world reference. Another key solution is presented in [33]: CLVO introduces curriculum learning with a windowed composition layer which ensures the long-term consistency of odometry estimations.

A possible solution for unsupervised learning VO, is to simultaneously learn and optimize depth estimation with odometry. This can cause stronger correlation with the 3D reconstruction, for example with a point-cloud-based solution [34].

Currently, state-of-the-art results can also be achieved with the so-called hybrid approaches which take the best qualities of the classical methodologies and Deep Learning solutions.
A good example is the D3VO architecture [35], which achieves high performance in the visual odometry field. Although hybrid solutions can currently outperform fully learned odometry, the good separation of the two approaches and the choice of algorithms can thoroughly affect the results.

2.2.2 Mapping

Besides odometry, another task in the vSLAM pipeline is mapping. Mapping is the process when the explored environment is converted into a format that is easy to store and to reuse later for relocalization and optimization. Mapping methods can be distinguished by the representation of the created map. One of the most straightforward ways is to store and process the environment using a 3D geometry representation. While some 3D representations can be acceptable for SLAM purposes, others have more limitations in the field.

Voxel representation is the 3D equivalent of pixels; therefore, we can approach the processing of these structures similarly to the image processing field. It is also true for Deep Learning: convolutional kernels for pixels have their equivalents for voxels. One limitation of 3D filtering and convolution is in the number of optimizable parameters: while the number of weights in a 2D image convolution kernel is usually the square of the kernel width (with the exception of non-quadratic kernels), the voxel kernel scales with the third power of the dimensions. This makes the relatively small kernel size 3 (width, height, and depth alike) which creates 9 weights in a 2D convolution, a mid-sized layer with 27 weights in the 3D space. On the other hand, it should be considered that the activations of voxel convolution must be calculated in an additional dimension, which also greatly increases computational needs. While this representation has the advantage of having exact neighboring points, this also brings a disadvantage, namely that no empty space can be eliminated for computation and memory optimization.

Another option for representing 3D geometry is the point cloud (PC) representation. A PC is made of a set of 3D points in space, usually with location and color information. PCs give a lightweight representation of 3D, leaving out empty spaces, however this brings the disadvantage of no obvious neighboring points. In the field of point clouds, Deep Learning is a limited methodology for there is no order or explicit connection between the points. Despite the limitations, there are a few approaches aiming at achieving 3D processing with point clouds [12, 36].

Mesh representation of 3D can be familiar from the computer graphics field; however, it is worth the investigation as a possible candidate of vSLAM mapping format. Mesh representation can propose the advantage of point clouds having no unnecessary empty spaces stored and the advantage of the voxels having exact neighboring points inside an object. With these positive attributes, mesh representation can be an ideal choice for experimental Deep Learning-based mapping and map processing methods.

Another possibility for scene understanding is using semantic information. Semantic segmentation is one of the main research fields in computer vision and Deep Learning. Numerous solutions are available in the literature with constantly increasing performance [36].

A new mapping solution came with the introduction of neural networks in the SLAM pipeline. General Map is a special type, which is represented by the output of a network. A general map does not explicitly represent any of the previously mentioned 3D or semantic constructions, as it is an embedding of the explored environment.

The most straightforward way to generate a general map is the usage of autoencoders. These systems can reduce the dimensionality of the input data with minimal loss of representative data. The code that represents a view (an image) in the environment is the embedding, which is generated by the bottleneck layer of the autoencoder.

With this approach, the weights of the trained network can be interpreted as the map of the exploration. Learning the latent space (the space of possible codes generated by the encoder part) can be useful for later use of the latent space vector – e.g., for relocalization purposes.

However, basic autoencoders are not bound to generate a continuous latent space. This problem can be solved with the application of a variational autoencoder. According to experimental results, general maps (the complexity of the encoding network) scale better than linear with increasing explorable environment [37]. This can be a significant advantage for a solution, where map data transfer speed is critical – e.g., in an automotive environment.

Global localization is the task during which the SLAM algorithm associates global coordinates of the camera pose from one or more input images. Localization is dependent on the mapping methodology. Using a general map, two options are possible: the embedding difference comparison or a further neural network for global pose regression.

Besides the above-mentioned building blocks, a SLAM system can contain other optimization algorithms that can further improve the consistency of the output of the separate tasks.
2.2.3 vSLAM methods with Deep Learning components

One SLAM solution that utilizes Deep Learning is CNN-SLAM [14]; In this work, neural networks are used to predict depth and semantic labels from input images. The depth estimation calculated by the convolutional network is fused with traditional depth prediction: the neural network-based depth is calculated for the keyframes and is refined by small baseline stereo depth estimation.

CodeSLAM [38] is another neural network-based SLAM solution, which takes advantage of Deep Learning mainly in the mapping process. The solution proposes a compact scene geometry representation by conditioning depth for an autoencoder with image intensity. This proposed SLAM method can be used in a keyframe-based solution, where newly registered keyframes have a code representing the local scene geometry. The code is only required to represent those geometric properties, which cannot be predicted from the input image.

3 Methods

In Section 3, the basic methods behind our proposed solution are introduced, including the all-through Deep Learning vSLAM pipeline, the novel Embedding Distance Loss (EDL) function and the individual Deep Learning-based components together with their training methods.

3.1 All-through deep neural monocular vSLAM pipeline

The proposed network architecture (Fig. 2) solves two of the main tasks with the use of deep neural networks. Visual Odometry tends to provide increasingly accurate results in mid-range scenarios like the one presented by the KITTI odometry dataset sequences. The second main field is the mapping process, during which we encode the keyframes of the explored environment in a way that other images, which did not take part in the training process, could be recognized. For this task, autoencoders and other similar encoding architectures are in focus. Variational autoencoders can be useful, because of the continuous latent space they generate for the encoded vectors. However, not strictly latent spaces have the potential to be usable in a vSLAM mapping, wherein the distances of the generated latent space vectors can represent the distances of the actual codes. For this purpose, a loss component can be introduced. The Embedding Distance Loss (EDL) component is formulated as follows:

\[
\text{EDL} = \frac{E_i - E_{i+12}^2}{E_{i+2} - E_{i+12}^2} \cdot \frac{p_i - p_{i+12}^2}{p_{i+2} - p_{i+12}^2},
\]

where \( p_i \) represents the ground truth (or the odometry based estimation) for the camera positions of the corresponding input image, and \( E_i \) is the generated latent space vector.

EDL measures the difference in distance rates instead of direct distances. The advantage of this approach is that it does not force the network to generate codes with the exact same distances, only the rate of the differences is important.

Another advantage is that using only this loss term can eliminate the need of an autoencoder-like structure, therefore eliminating the residual error that a decoder generates while trying to reconstruct a high-resolution input image. By using EDL, the network can generate codes without any limitation on their magnitude. The hardship lies in the application of this function: at least three latent space vectors and points are needed.

The Embedding Distance Loss component can be used to force the autoencoder to generate the latent space vectors of the separate images having distances proportional with the difference of the camera positions. Further experiments are required to inspect whether an initial odometry estimate like the output of the proposed network is accurate enough to gain vector distances useful for robust loop closure detection. Using only EDL could not cause robust convergence in the network training, however it can be useful if the initial odometry estimate is accurate enough.

For our initial experiments, a CNN based encoder was used with only the ED loss component and the images were given in the batch dimension. Results with this experimental setup showed minimal or no convergence. A reason of this phenomenon is that the network is unable to extract embeddings with only the differences as an objective.

![Fig. 2 Network architecture used for visual odometry and mapping](image-url)
One possible solution can be reorganizing the network to extract the differences between the latent space vectors. This can be achieved with an LSTM, a transformer or with the images concatenated in the channel dimension. The other possible use of the loss is to use it as a secondary regularization component in the training of an autoencoder-like structure.

Besides odometry and mapping, global localization remains the third core functionality that the proposed vSLAM system aims to solve. While in this system the odometry works together with the mapping in a loosely coupled way, the localization task can be solved both in a loosely and a more tightly coupled way.

The loosely coupled solution takes advantage of the distances of the latent space vectors. After the mapping network is trained, embeddings are computed for all keyframes. With the calculated embedding the relocalization process took three steps. First, the embedding has to be computed of the image to be localized. Second, the magnitude of difference must be determined between the new embedding and all stored keyframe embeddings. The keyframe with minimal difference can be determined as the closest keyframe to the current position. To further optimize relocalization precision, an odometry estimation can be calculated between the estimated keyframe and the new frame.

Our experimental results shown in Section 4 were achieved using the loosely coupled method.

The tightly coupled alternative for relocalization is the construction of a dense neural network that estimates position and orientation directly from mapping embeddings.

The remaining framework focuses on the orchestration and synchronization of these core elements and managing further optimizations.

3.2 Datasets
There are several datasets commonly used in training, validating, and evaluating vision-based autonomous vehicle-related technologies, such as vSLAM methods. These include KITTI [39], KITTI360 [40], The Oxford RobotCar Dataset [41], and recently the ApolloScape Dataset [42], Waymo Dataset [43]. One of the most used datasets, however, is still the KITTI [39] dataset that enables benchmarking individual solutions, too.

Many novel methods publish results achieved on this latter database. Therefore, during our research, we mainly used this dataset for training as well as for testing and comparison of our solution with the state-of-the-art.

3.3 Network training
Odometry training was mainly done on the KITTI odometry dataset 00 sequence. To take advantage of the transfer learning based optical flow and make the training faster, optical flow values are precomputed and stored, therefore memory and processing time is reduced as GMA is not used during training time. As mentioned above, the CLVO paper introduces curriculum learning with a windowed composition layer. Our experiments showed that increasing sequence length results in better performance than the scaling of the composition loss. For training, the AdamW optimizer was used with a cosine annealing learning rate (lr) schedule starting at $lr = 10^{-3}$ and with a final rate of $lr = 10^{-6}$. For the training, we used an Nvidia Titan X GPU with 12 GB memory and coupled with an Intel i5 8600 K 2.8 GHz CPU. With this hardware setup, the average epoch time was 28.5 minutes. One stage consists of 5 to 10 epochs: the first two stages ($\alpha = 1$ and $\alpha = 0.7$) were 5 epochs, the third and fourth ($\alpha = 0.3$) were 10 epochs. The learning rate schedule restarted for every stage. The $\alpha$ parameter denotes the long-term consistency component of the loss function applied for curriculum learning as used by [33].

The mapping network is an autoencoder having a bottleneck with variational ability. The variational part can be turned on and off. If turned off, only the mean is given to the decoder. The network was trained using the same machine on the chosen keyframes for 10 epochs with a batch size of 8. The Adam optimizer is used with cosine annealing learning rate scheduler starting with $lr = 10^{-3}$ and ending with $lr = 10^{-5}$.

3.3.1 Depth estimation
Depth estimation can play a supporting role in the ATDN vSLAM architecture. The current structure can benefit from depth information in the neural network-based blocks: the odometry and the localization. In both cases, depth can be added as a separate channel for the input convolution and the network can learn to pay more attention to the parts of the input images which represent a part of the environment that is closer to the camera. In case of the autoencoder, depth can also be used as a regularization component, therefore closer parts are meant to be reconstructed more precisely. However, in this work, we opted not to use depth estimation as part of our pipeline shown in Fig. 1, as it did not show notable improvements in the results.

3.3.2 VAE
Variational autoencoders (VAE) are a subset of autoencoder architectures. Autoencoders are usually used for
supervised learning scenarios, such as data complexity reduction. Generally, an autoencoder is built of three main parts: an encoder, a bottleneck layer, and a decoder. The decoder and the bottleneck layer generate the latent space vector which is the reduced representation of the input data. The decoder part is necessary for the supervised training: it aims to reconstruct the input and therefore prove that the latent space vector is a valid representation of the input data. The main advantage of the variational autoencoder in comparison with a basic autoencoder is that a VAE system generates continuous latent space vector which can be useful for the relocalization segment of a vSLAM architecture.

3.3.3 VO
In case of visual odometry, a CLVO-based solution is implemented and used with the pretrained GMA optical [44, 45] flow estimator network. With this solution, learning optical flow estimation can be a pretrained block of a transfer learning process. To eliminate most of the unnecessary computations, and reduce training time, optical flow values are computed as a dataset generation process and are saved in the tensor file representation of the used library for reusability. With this, only one-time optical flow calculation is needed for the training. Of course, for odometry inference, the GMA flow block is needed as an active part of the odometry estimator structure (Fig. 2).

4 Results
In Section 4, the results of the odometry and mapping part of our solution are presented. In Fig. 3, the X, Y, Z propagation of the data acquisition vehicle can be seen over the images taken from the KITTI 00 sequence. The estimations provided by our solution are close to the ground truth data with regard to the values provided for X and Z values (top and bottom graphs in Fig. 3, respectively), however, the Y estimate (middle graph in Fig. 3) gains a more significant difference from the training data. This deviation has a noteworthy impact on the results of the quantitative evaluation – shown in Table 1.

Fig. 4 provides an easily interpretable result of the odometry output of our solution, as it shows the actual route of the data acquisition vehicle (denoted as gt for ground truth) and the predicted route given as the output of our solution (denoted as pred for prediction). This representation provides a birds-eye-view map of the route, which was driven and used for sequence 00 of the KITTI dataset. We have also evaluated our solution for relocalization on the same sequence. For this experiment, a random keyframe was selected from the sequence, whose embedding was then calculated. Using the embedding distance calculation, similarity of the embedding of the selected keyframe, and embeddings of the keyframes were calculated. The results of this similarity evaluation can be seen in the top diagram of Fig. 5.

The bottom illustration of Fig. 5 shows the histogram of these embedding distances. When a keyframe is chosen as the test frame, the resulting embedding distance is 0, validating the correct functionality of our solution.
Fig. 6 shows the embedding distances and the distance histogram of a randomly chosen frame – which was not a keyframe, thereby wasn't included in the training process of the mapping network. For the relocalization of non-keyframe input images, the minimum distance has to be determined to find the matching location on the learned map. There are some cases where it is a more difficult task, because there may be several similar keyframes with low embedding distances from the selected frame. However, it is visible on the histogram shown in Fig. 6, that the lowest embedding distance is still considerably lower than the mean distance of all the keyframes. An outlier search

Table 1 Comparing the results of our methods with state-of-the-art monocular RGB odometry solutions from the KITTI benchmark [39] (↓ denotes that lower numbers are better). The runtime results of our solution are provided with and without online optical flow calculation. Traditional feature point extraction SLAM methods are denoted with an asterisk (*).

| Method          | Error       | Runtime | Environment |
|-----------------|-------------|---------|-------------|
|                 | Translation [%] | Rotation [deg/m] | [s] |                      |
| ORB-SLAM 2*     | 1.15        | 0.0027  | 0.06        | 2 CPU cores @ >3.5 GHz |
| ESVO*           | 1.42        | 0.0048  | 1           | 1 CPU core @ 2.5 GHz   |
| D3VO            | 0.88        | 0.0021  | 0.1         | 1 CPU core @ 2.5 GHz   |
| GenPa-SLAM      | 3.48        | 0.121   | 0.1         | GPU @ 2.5 GHz          |
| Deep-AVO        | 4.1         | 0.0125  | 0.01        | GPU @ 3.0 GHz          |
| CUDA-Ego-Motion | 4.36        | 0.0052  | 0.001       | GPU @ 2.5 GHz          |
| D3DLO           | 5.4         | 0.0154  | 0.1         | GPU @ 2.5 GHz          |
| Ours (w/ OF)    | 4.4016      | 0.0176  | 0.27        | GPU @ 2.8 GHz          |
| Ours (w/o OF)   | 0.006       |         |             |                         |

Fig. 4 Results of mapping: X-Z map of the KITTI 00 sequence - "gt" denotes ground truth, while "pred" denotes the output of our solution.

Fig. 5 Results of relocalization: embedding distances between embedding of a randomly selected keyframe (frame index: 2372) and all keyframes – as a function of the keyframe index (top) and the distribution shown as a histogram (bottom).
therefore is able to provide us with the best candidates, out of which a recursive match-search can yield the closest keyframe for relocalization.

The results of our method are compared to the state-of-the-art (SOTA) shown in Table 1. It can be seen from Table 1, that while the error of our solution is en par with some SOTA solutions, its structure and high modularity might result in it achieving a considerably lower runtime. Our results come from the experimental training, which was only evaluated on the 00 sequence of the KITTI dataset. Results of other solutions are from the official KITTI benchmark which were evaluated on the test sequences. For our solution, a significant performance drop can be expected for other sequences. To solve this, generalization is required: one solution candidate is training our system on a larger and more diverse set of sequences to attain more robust results.

Table 1 shows that the odometry head without the optical flow network can achieve remarkable inference speeds. The lightweight manner of the network can also be seen from the approximately 1GB of GPU VRAM it uses without the optical flow part. With online optical flow calculations, memory usage rises to 1.6 GB which is also tolerable. The more critical issue in this case is the speed drop which can later be mended with a more lightweight flow estimator than GMA.

5 Discussion
We have introduced a novel framework for all through Deep Learning based visual SLAM calculation. Our results have shown that our method is capable of producing results that are en par with the SOTA. For that, we used our state machine-like architecture shown in Fig. 1.

An important feature of our solution is that we used transfer learning based on a pretrained modern optical-flow estimator, namely GMA. Thanks to its modularity, our solution can be modified to make use of any other optical flow estimator solution. In our first experiments, we calculated the optical flow fields offline, and during inference we used the pre-calculated estimates as inputs. End-to-end training of the VO portion could yield better results, while resulting in longer execution times—we have experimented with this solution briefly, but more testing is still required.

It is important to note that the current solution does not contain loop closure detection, which is an important element of the mapping component of SLAM algorithms. We expect significant efficiency improvement from introducing this addition.

As mentioned previously, the results for our solution are shown in Table 1 were obtained from the KITTI dataset website. In our experiments, we have only used sequence 00 of the KITTI dataset. It is important to note that this might result in some generality limitations. A proof of this assumption is that the qualitative evaluation of running our algorithm on other sequences resulted in poor or hardly recognizable trajectories. In our future work, we plan to put more emphasis on generalization as well and evaluate our proposed solution on other sequences of the KITTI benchmark as well as other datasets.

Future development opportunities also include the parallelization of the separately executed sections of our framework. Through the invocation of several GPUs, the execution time of our solution could be significantly decreased while leaving the efficiency and accuracy of the results unaffected.

Another development possibility is to use the same data sequence for odometry training but with reversed order so the network could learn backward movements as well. This could be favorable for such an optimization process wherein
first the forward propagation is done on a sequence, then the same sequence is used to calculate the odometry in reverse mode and the average of the two estimates (the backward converted to a forward estimate) is used.

The method introduced here is one of the key building blocks of the CrowdMapping framework presented in [5]. The integration of ATDN vSLAM with the autonomous traffic-aiding database-creation framework is in progress.

6 Conclusion
In this paper, we have introduced a novel, highly modular, all-through deep neural (ATDN) architecture for vSLAM. We have introduced the Embedding Distance Loss (EDL) function, which we used during the training process for the ATDN vSLAM architecture. We have presented the results of our system on the widely used KITTI dataset, where it achieved 4.4% translation and 0.0176 deg/m rotational error with an impressive 0.006 s runtime without and a still manageable 0.27 s runtime with online optical flow calculation. We have also shown the comparison between the results of our system and those of state-of-the-art solutions using the KITTI benchmark. We have identified key areas where our architecture can be further developed, including the lack of generalization for the entire KITTI dataset or other datasets, the introduction of loop closure for better mapping results, and module parallelization for better performance.

Acknowledgement
The research was supported by the Ministry of Innovation and Technology NRDI Office within the framework of the Artificial Intelligence National Laboratory Program.

References
[1] Chaitha, R., Laumond, J. “Position referencing and consistent world modeling for mobile robots”, In: Proceedings. 1985 IEEE International Conference on Robotics and Automation, St. Louis, MO, USA, 1985, pp. 138–145. https://doi.org/10.1109/ROBOT.1985.1087373
[2] Leonard, J. J., Durrant-Whyte, H. F. “Simultaneous map building and localization for an autonomous mobile robot”, In: Proceedings IROS ’91: IEEE/RSJ International Workshop on Intelligent Robots and Systems ’91, Osaka, Japan, 1991, pp. 1442–1447. ISBN 0-7803-0067-X https://doi.org/10.1109/IROS.1991.174711
[3] Cadena, C., Carlone, L., Carrillo, H., Latif, Y., Scaramuzza, Neira, J., Reid, I., Leonard, J. J. “Past, Present, and Future of Simultaneous Localization and Mapping: Toward the Robust-Perception Age”, IEEE Transactions on Robotics, 32(6), pp. 1309–1332, 2016. https://doi.org/10.1109/TRO.2016.2624754
[4] Werner, M. “Simultaneous Localization and Mapping in Buildings”, In: Indoor Location-Based Services, Springer Cham, 2014, pp. 181–201. ISBN 978-3-319-10699-1 https://doi.org/10.1007/978-3-319-10699-1_8
[5] Szántó, M. Vajta, L. “Introducing CrowdMapping: A Novel System for Generating Autonomous Driving Aiding Traffic Network Databases”, In: 2019 International Conference on Control, Artificial Intelligence, Robotics & Optimization (ICCAIRO), Athens, Greece, 2019, pp. 7-12. ISBN 978-1-7281-3573-1 https://doi.org/10.1109/ICCAIRO47923.2019.00010
[6] Taketomi, T., Uchiyama, H., Ikeda, S. “Visual SLAM algorithms: a survey from 2010 to 2016”, IPSJ Transactions on Computer Vision and Applications, 9(1), 16, 2017. https://doi.org/10.1886/s41074-017-0027-2
[7] Macario Barros, A., Michel, M., Moline, Y., Corre, G., Carrel, F. “A Comprehensive Survey of Visual SLAM Algorithms”, Robotics, 11(1), 24, 2022. https://doi.org/10.3390/robotics11010024
[8] Saputra, M. R. U., Markham, A., Trigoni, N. “Visual SLAM and Structure from Motion in Dynamic Environments: A Survey” ACM Computing Surveys, 51(2), 37, 2019. https://doi.org/10.1145/3177853
[9] Davison, A. J., Reid, I. D., Molton, N. D., Stasse, O. “MonoSLAM: Real-Time Single Camera SLAM”, IEEE Transactions on Pattern Analysis and Machine Intelligence, 29(6), pp. 1052–1067, 2007. https://doi.org/10.1109/tpami.2007.1049
[10] Mur-Artal, R., Montiel, J. M. M., Tardós, J. D. “ORB-SLAM: A Versatile and Accurate Monocular SLAM System”, IEEE Transactions on Robotics, 31(5), pp. 1147–1163, 2015. https://doi.org/10.1109/tro.2015.2463671
[11] Klein, G., Murray, D. "Parallel Tracking and Mapping for Small AR Workspaces", In: 2007 6th IEEE and ACM International Symposium on Mixed and Augmented Reality, Nara, Japan, 2007, pp. 225-234. ISBN 978-1-4244-1749-0 https://doi.org/10.1109/ISMAR.2007.4538852
[12] Newcombe, R. A., Lovegrove, S. J., Davison, A. J. “DTAM: Dense tracking and mapping in real-time”, In: 2011 International Conference on Computer Vision, Barcelona, Spain, 2011, pp. 2320–2327. ISBN 978-1-4577-1101-5 https://doi.org/10.1109/ICCV.2011.6126513
[13] Engel, J., Schöps, T., Cremers, D. "LSD-SLAM: Large-Scale Direct Monocular SLAM", In: Computer Vision – ECCV 2014, Zurich, Switzerland, 2014, pp. 834–849. ISBN 978-3-319-10605-2 https://doi.org/10.1007/978-3-319-10605-2_54
[14] Tateno, K., Tombari, F., Laina, I., Navab, N. "CNN-SLAM: Real-Time Dense Monocular SLAM with Learned Depth Prediction", In: 2017 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Honolulu, HI, USA, 2017, pp. 6565–6574. ISBN 978-1-5386-0458-8 https://doi.org/10.1109/CVPR.2017.695
[15] Engel, J., Koltun, V., Cremers, D. “Direct Sparse Odometry”, IEEE Transactions on Pattern Analysis and Machine Intelligence, 40(3), pp. 611–625, 2018. https://doi.org/10.1109/tpami.2017.2658577
[38] Bloesch, M., Czarnowski, J., Clark, R., Leutenegger, S., Davison, A. J. "CodeSLAM - Learning a Compact, Optimisable Representation for Dense Visual SLAM", [cs.CV] arXiv:1804.00874, Cornell University, Ithaca, NY, USA, 2019. [online] Available at: https://arxiv.org/abs/1804.00874v2 [Accessed: 09 May 2022]

[39] Geiger, A., Lenz, P., Urtasun, R. "Are We Ready for Autonomous Driving? The KITTI Vision Benchmark Suite", [pdf] Karlsruhe Institute of Technology, Karlsruhe, Germany, 2012. Available at: http://www.cvlibs.net/publications/Geiger2012CVPR.pdf [Accessed: 09 May 2022]

[40] Liao, Y., Xie, J., Geiger, A. "KITTI-360: A Novel Dataset and Benchmarks for Urban Scene Understanding in 2D and 3D", [cs.CV] arXiv:2109.13410, Cornell University, Ithaca, NY, USA, 2021. [online] Available at: https://arxiv.org/abs/2109.13410 [Accessed: 09 May 2022]

[41] Maddern, W., Pascoe, G., Linegar, C., Newman, P. "1 year, 1000 km: The Oxford RobotCar dataset", The International Journal of Robotics Research, 36(1), pp. 3–15, 2017. https://doi.org/10.1177/0278364916679498

[42] Huang, X., Cheng, X., Geng, Q., Cao, B., Zhou, D., Wang, P., Lin, Y., Yang, R. "The ApolloScape Dataset for Autonomous Driving", In: 2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition Workshops (CVPRW), Salt Lake City, UT, USA, 2018, pp. 1067–10676. ISBN 978-1-5386-6101-7 https://doi.org/10.1109/CVPRW.2018.00141

[43] Sun, P., Kretzschmar, H., Dotiwalla, X., Chouard, A., Patnaik, V., Tsui, P., Guo, J., ..., Anguelov, D. "Scalability in Perception for Autonomous Driving: Waymo Open Dataset", In: 2020 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Seattle, WA, USA, 2020, pp. 2443–2451. ISBN 978-1-7281-7169-2 https://doi.org/10.1109/CVPR42600.2020.00252

[44] Jiang, S., Campbell, D., Lu, Y., Li, H., Hartley, R. "Learning to Estimate Hidden Motions with Global Motion Aggregation", [cs.CV] arxiv:2104.02409, Cornell University, Ithaca, NY, USA, 2021. [online] Available at: https://arxiv.org/abs/2104.02409 [Accessed: 09 May 2022]

[45] McCormac, J., Handa, A., Davison, A., Leutenegger, S. "SemanticFusion: Dense 3D Semantic Mapping with Convolutional Neural Networks", [cs.CV] arXiv:1609.05130, Cornell University, Ithaca, NY, USA, 2016. [online] Available at: https://arxiv.org/abs/1609.05130 [Accessed: 09 May 2022]