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ABSTRACT

It is preferred that feature selectors be stable for better interpretability and robust prediction. Ensembling is known to be effective for improving the stability of feature selectors. Since ensembling is time-consuming, it is desirable to reduce the computational cost to estimate the stability of the ensemble feature selectors. We propose a simulator of a feature selector, and apply it to a fast estimation of the stability of ensemble feature selectors. To the best of our knowledge, this is the first study that estimates the stability of ensemble feature selectors and reduces the computation time theoretically and empirically.

1 Introduction

Feature selection is a generic term for selecting useful features, from a set of features, for machine learning tasks. Removing noisy features avoids the curse of dimensionality and improves the prediction performance (Khaire and Dhanalakshmi, 2019). An important benefit of feature selection is to promote interpretability prediction results. That is, feature selection provides a better understanding of the underlying process that generated the data (Guyon and Elisseeff, 2003). One approach for improving the interpretability of feature selection is to make the feature selection algorithm stable or, in other words, robust (Dunne et al., 2002; Kalousis et al., 2005; 2007). Generally, feature selection results vary owing to the variability of the feature selection algorithm and dataset (Yang et al., 2013). The term stable means that the feature selection results do not vary significantly by such randomness. It is reported that the lack of the stability of the feature selection algorithm makes it difficult to interpret its results, especially when we handle high-dimensional data such as gene expression measurements (Ein-Dor et al., 2006; Davis et al., 2006).

Ensemble feature selection is an often-used approach to improve the stability of feature selectors (Saes et al., 2008). The idea of ensemble feature selection is similar to that of ensemble learning. An ensemble feature selector integrates the results of multiple feature selectors, which we call weak selectors in this paper. For a feature to be selected by the final ensemble feature selector, it needs to be selected by most of the weak selectors. Therefore, like in ensemble learning, ensemble feature selectors are expected to be stable to the noise inherent in weak selectors and dataset. Bagging is an example ensemble algorithm. Given a single feature selector, bagging makes the copies of the selector, feeds a sub-sampled dataset to each copy, and aggregates the results.

Measuring the stability of ensemble feature selectors in advance is challenging. Thus far, in order to calculate it, we have had to actually use them many times. However, ensemble feature selectors are computationally expensive. If an ensemble feature selector uses m weak feature selectors, it is typically m times slower than a single feature selector. The computation costs of standard feature selection
algorithms, such as random forest importance score and the minimum redundancy maximum relevance (mRMR) feature selection (Ding and Peng [2005]), are high. This problem becomes even more pronounced when we ensemble such costly algorithms. To the best of our knowledge, no studies have focused on the fast computation of stability. Another problem with ensemble selection is that it only provides a qualitative account of how an ensemble makes the final feature selector stable. Indeed, many studies reported that an ensemble increases the stability of feature selectors [Saeys et al. 2008, Yang et al. 2013, Pes 2020]. However, to the best of our knowledge, no study has quantitatively analyzed the conditions under which an ensemble is effective. Because of this, we cannot decide whether an ensemble helps improve the stability of the feature selector until we try it many times. This is a major constraint on the practical application of ensemble selectors.

To address these problems, we propose a fast simulation-based method for estimating the stability of ensemble selectors. We construct a simulated feature selector that emulates a real selector using two parameters, i.e., the number of features \( n_{\text{useful}} \) that the feature selector prefers to select, and the probability \( p \), which reflects the uncertainty of the feature selectors and the dataset. The main advantage of this method is that we can estimate the stability before applying real ensemble selectors to real data. Normally, to calculate the stability of an ensemble selector, it needs to be run \( O(m_{\text{stability}} \times m_{\text{ensemble}}) \) times. Here, \( m_{\text{stability}} \) is the number of copies of the feature selector for calculating its stability, and \( m_{\text{ensemble}} \) is the number of weak selectors for constructing an ensemble selector. Our proposed method only needs to run the feature selector \( O(m_{\text{stability}} + m_{\text{ensemble}}) \) times. These two explainable parameters enable us to understand in what way the characteristics of the dataset and feature selector affect the stability of the ensemble selector. We applied the proposed method to three different cancer datasets and confirmed the validity and computational efficiency of our proposed method.

2 Method

2.1 Problem Settings

Consider the problem to select \( n_{\text{target}} \) features from the feature set \( S \) consisting of \( n_{\text{feature}} \) features. We assign indices to the feature set as \( S = \{1, \ldots, n_{\text{feature}} \} \). A dataset \( D \), a base feature selector \( f \), and an ensemble algorithm \( E \) are provided. We construct \( m_{\text{ensemble}} \) weak selectors from \( f \), and build the final ensemble selector using \( E \) by integrating the results of the weak selectors. The goal of the task is to estimate the stability of the ensemble selector.

The feature subsets that are selected by weak selectors can vary depending on the algorithmic randomness. For instance, in bagging, each weak selector is obtained by applying the base selector to the sub-dataset that is randomly sampled from the dataset \( D \). The algorithm randomness is observed also in feature selectors themselves, such as the importance scores of random forest.

We impose the following assumptions on the problem—
(1) The feature selector \( f \) ranks (i.e., gives a total order to) the features in \( S \), (2) The ensemble algorithm \( E \) takes an arbitrary number of ranked feature sets, and outputs a subset of features consisting of \( n_{\text{target}} \) features, and (3) The stability computation takes an arbitrary number of feature subsets, each of which consists of \( n_{\text{target}} \) features, as an input, and outputs a real value. The concrete implementation is described in Section 3.1.

2.2 Model

2.2.1 Overview

To solve this problem, we propose a simulation-based estimation method. The idea is to build a feature selector simulator that mimics the behavior of the base selector and to estimate the stability using the simulated ensemble feature selector instead of the real one. Algorithm 1 shows the pseudocode for the proposed method, which uses the simulated selector as elaborated in Algorithm 2. The algorithm constructs simulated selectors \( f_1, \ldots, f_{m_{\text{ensemble}}} \) that...
We assume that the parameter $p$ is the same for all the weak selectors $f_m$ and is determined by the base selector $f$ and dataset $D$. If $p = 1$, the top $n_{\text{target}}$ features of the rank determined by $f_m$ are $S_m$ since we have $|S_m| = n_{\text{target}}$. Therefore, $S_m$ can be considered as the feature set selected by $f_m$ under the ideal situation with no noise in the dataset. However, the reality is $p < 1$, implying that $f_m$ chooses other features with a relatively low probability.

### 2.2.3 Configuration of Feature Set $S_m$

It is natural to assume that the feature subsets selected by the weak selectors are likely to have large overlaps. To model this, we set the feature set $S_m$ as follows. Let $S' = \{1, \ldots, n_{\text{useful}}\} \subset S$ be a pool of features from which the base feature selectors are likely to select. For each $m$, we uniformly randomly sample $n_{\text{target}}$ features from $S'$ and form the feature subset $S_m$. Note that we defined $S'$ as the first $n_{\text{useful}}$ indices of $S$ to simplify the algorithm. Any subset of $S$ with $n_{\text{useful}}$ elements is eligible for $S'$.

#### 2.3 Model Parameter Estimation

In this section, we propose a method to estimate that two parameters: $n_{\text{useful}}$ and $p$.

##### 2.3.1 Estimation of Parameter $n_{\text{useful}}$

We define the uniform feature selector by a feature selector that chooses a feature subset of size $n_{\text{target}}$ uniformly randomly from $S$. Recall that the parameter $n_{\text{useful}}$ represents the number of features that are useful for the task. The key to estimating $n_{\text{useful}}$ is that, when $p$ is large, any feature in $S'$ is chosen by the simulated feature selector more likely than by the uniform feature selector. Mathematically, the following theorem claims that the first iteration of Algorithm 3 selects a feature from $S'$ more likely than from $S \setminus S'$.

**Theorem 1.** Suppose we choose one feature $s$ from $S$ by the following process. First, we choose $n_{\text{target}}$ features from $S$ uniformly randomly (we denote the set of selected features by $S_0$). Then, we choose a feature $s$ uniformly randomly from $S_0$ with probability $p$ and from $S \setminus S_0$ with probability $1 - p$. If $p > n_{\text{target}}/n_{\text{feature}}$, then, for any feature in $S'$, the probability that the feature is chosen as $s$ is higher than $1/n_{\text{feature}}$. If $p < n_{\text{target}}/n_{\text{feature}}$, the opposite is true.

We give the proof of Theorem 1 in Section B.1 in the supplementary. On the basis of this consideration, we propose to estimate $n_{\text{useful}}$ by the following procedure. We run the uniform feature selector the same number of times as the number of weak selectors (i.e., $m_{\text{ensemble}}$ times). Let $t_{\text{uniform}}$ be the number of times the most frequent feature is selected. Then, we run the base feature selector $m_{\text{ensemble}}$ times. Let $c_t$ be the number of times the $i$-th feature is chosen for the feature selectors. We define $n_{\text{useful}}$ by the number of $c_t$ that is larger than $t_{\text{uniform}}$, that is,

$$t_{\text{uniform}} = \max\{c_t' | i = 1, \ldots, n_{\text{feature}}\},$$

$$n_{\text{useful}} = \sum_{i=1}^{n_{\text{feature}}} 1[c_t > t_{\text{uniform}}].$$

Here, $c_t'$ is the number of uniform feature selectors that selected the $i$-th feature, and $1[\cdot]$ is an indicator function, i.e., $1[P] = 1$ if the proposition $P$ is true and 0 otherwise.
2.3.2 Estimation of Parameter $p$

The parameter $p$ is estimated from the stability of the base selector and $n_{useful}$ that was determined in Section 2.3.1. As explained in Section 3.5, we observe a monotonic relationship between $p$ and the stability value: the smaller $p$ is, the lower the stability is. This is intuitively explained as follows. On the one hand, as $p$ becomes large, feature selectors select features more often from the feature set $S'$. On the other hand, in a high-dimensional setting, we usually expect that the number of useful features is much smaller than the feature dimension, that is, $n_{useful} \ll n_{feature}$. For instance, it is estimated that $n_{useful} = |S'|$ is approximately 60 and is much smaller than $n_{feature} = |S| = 2000$ in Colon dataset used in the experiments of Section 3. Under the condition $n_{useful} \ll n_{feature}$, the more likely feature selectors select from $|S'|$, the larger the overlap between the outputs of the feature selectors will be, implying that the stability increases.

Using this monotonic relationship between $p$ and the stability value, we propose to estimate the parameter $p$ as follows: we apply a series of simulated ensembles (Algorithm 3) for discrete values of $p$, and choose the parameter $p$ whose estimated stability is the closest to that of the real selector. In this study, we used the nine values of $p = 0.1, 0.2, \ldots, 0.9$.

2.3.3 Verification of Parameter $n_{useful}$

In this section, we propose another method that estimates $p$ and simultaneously verifies the estimated $n_{useful}$ at the cost of additional simulations. We need this method because the estimation method in Section 2.3.1 may overestimate $n_{useful}$ when $p$ is small, as suggested by Theorem 1. We can intuitively understand it as follows. When $p$ is small, the algorithm generates many false negatives (i.e., features that are in $S'$ but are not selected less frequently compared with the threshold $t_{uniform}$), and false positives (i.e., features that are not in $S'$ but are selected more frequently than the threshold). Under the condition $|S'| \ll |S|$, it is expected that false negatives occur more likely than false positives, which results in the overestimation of $n_{useful}$. We verify this analysis empirically in Section 3.4.

Given the parameters $p$ and $n_{useful}$, we can recompute $n_{useful}$ by comparing the uniform feature selector and the simulated selector constructed from these parameters. More specifically, we use the same algorithm to estimate $n_{useful}$ as the one described in Section 2.3.1 except that we use the simulated selector instead of the real selector. Let $f_{n_{useful}, p}$ be the simulated selector constructed from the parameters $n_{useful}$ and $p$, and $A[f']$ be the algorithm for computing the $n_{useful}$ value using the feature selector $f'$ (Section 2.3). If the simulated selector perfectly models the feature selector, it should satisfy the following fixed point equation:

$$n_{useful} = A[f_{n_{useful}, p}]. \quad (1)$$

Therefore, by running the estimation algorithm $A$ repeatedly, we can obtain the calibrated estimation of $n_{useful}$ under certain conditions such that the iteration converges.

In the experiments below, we only run the algorithm once and confirm that Equation (1) holds, i.e., the initial estimation $n'_{useful}$ and the re-estimated value $n_{useful} = A[f_{n_{useful}, p}]$ are identical (here, $v$ in the notation means the verification of $n_{useful}$).

2.4 Computational Complexity

In the total workflow of the proposed algorithm, the key measure of computational complexity is how many times we run the real selectors. The algorithm executes the real selector $O(n_{stability} \times m_{ensemble})$ times. If we compute the stability of the ensemble selectors naively, we need to run the feature selector $O(n_{stability} \times m_{ensemble})$ times. See Section B.2 in the supplementary for the derivation.

3 Results

3.1 Experiment Settings

To demonstrate the applicability of the proposed method with various data types, we conducted the experiments using three datasets of microarray gene expression data: Colon (Ding and Peng 2005), Lymphoma (Ding and Peng 2005), and Prostate (Nie et al. 2010) datasets. Table 1 shows the specifications of the datasets we used for the experiments. These datasets differ in the type of feature vectors (discrete/continuous) and labels (binary/multi-class). All datasets are included in the scikit-feature package (Li et al. 2018).

We used a trained random forest as a base feature selector. The trained model gives an importance score to each feature. We used another random forest as a predictor for evaluating the performance of the selected features. We employed the mean of the rank in aggregating the results of the weak selectors as an ensemble algorithm as this is a common choice (Saey et al. 2008, He and Yu 2010).

We employed the pair-wise Jaccard similarity as the stability index. Since all the datasets in this study are for classification problems, we used the accuracy as a $K$-classification task for the prediction performance when the dataset has $K$ label types.

See Sections C.1–C.3 for the evaluation details.

In the main article, we mostly explain the results for Colon dataset. We refer to Section D in the supplementary for the results of the other datasets (Lymphoma, Prostate). We

| Name     | Feature Type | Label Type       | Dim. | Sample Size |
|----------|--------------|------------------|------|-------------|
| Colon    | Discrete     | Binary           | 2000 | 62          |
| Lymphoma | Discrete     | Multi-class (9)  | 4026 | 96          |
| Prostate | Continuous   | Binary           | 5966 | 102         |

Table 1: Dataset specification.
have additional discussions not included in the main article in Sections E and F of the supplementary.

3.2 Parameter Setting of $n_{\text{target}}$

We set $n_{\text{target}} = 20, 40,$ and $60$ for Colon, Lymphoma, and Prostate datasets, respectively, and ran the ensemble selector consisting of random forest feature selectors. Figure 1 (left) shows the prediction accuracy scores for Colon dataset, with various parameter settings. Since, the classifier achieved high accuracy regardless of the number of trees in the random forest feature selector (referred to as $n_{\text{tree}}$ hereafter), we use these $n_{\text{target}}$ values in the following experiments.

3.3 Estimation of Parameter $n_{\text{useful}}$

3.3.1 Determination of Threshold $t_{\text{uniform}}$

We first determine the threshold $t_{\text{uniform}}$, which is needed to estimate $n_{\text{useful}}$. Figure 1 (right) compares the distribution of the frequency counts of the real and uniform selectors in a single estimation of $t_{\text{uniform}}$ for Colon dataset (see Figure 7 for Lymphoma and Prostate datasets). We set $n_{\text{tree}} = 500$ for the random forest used as a feature selector. When we used the uniform selector, the distribution was concentrated at low frequencies. On the contrary, the distribution was more heavy-tailed when we used the real selector. These distributions differed significantly as expected. This implies that we can find the features that the real selectors prefer to choose.

Recall that the threshold $t_{\text{uniform}}$ is the maximum frequencies chosen by uniform selectors. When we computed the threshold 1000 times, the mean and standard deviation of the threshold was $t_{\text{uniform}} = 4.640 \pm 0.636$ for Colon dataset. Since we estimated $n_{\text{useful}}$ by the number of features that were selected more frequently than $t_{\text{uniform}}$, the stability of $t_{\text{uniform}}$ could affect the robust estimation of $n_{\text{useful}}$. As the standard deviation was relatively small, we see that this method determined $t_{\text{uniform}}$ in a stable manner.

3.3.2 Effect of Feature Selector Models on Estimation of Parameter $n_{\text{useful}}$

Table 2 shows the estimated value of $n_{\text{useful}}$ for various numbers of trees $n_{\text{tree}}$ in a random forest feature selector. We estimated the value of $n_{\text{useful}}$ 1000 times using the same values of $t_{\text{uniform}}$ as those in Section 3.3.1 and computed its mean and standard deviation.

We observed that $n_{\text{useful}}$ depended not only on the dataset but also on the complexity of the feature selector. More specifically, in Prostate dataset, the estimated $n_{\text{useful}}$ monotonically decreased as $n_{\text{tree}}$ increased. However, no trend of monotonic changes was observed in $n_{\text{useful}}$ with respect to $n_{\text{tree}}$ for Colon and Lymphoma datasets. We discuss the relation of $n_{\text{tree}}$ and $n_{\text{useful}}$ in more detail in Section E.1.2 in the supplementary.

Based on this result, we set $n_{\text{useful}} = 60, 150,$ and $200$ for Colon, Lymphoma, and Prostate datasets, respectively in the following experiments. They correspond to the random forest feature selector with 300 trees for Colon and Lymphoma datasets and with 100 – 200 trees for Prostate dataset.

3.4 Estimation of Parameter $p$ and Verification of Parameter $n_{\text{useful}}$

Figure 2 (left) shows the relationship between the initial estimate of $n_{\text{useful}}$ and its corresponding re-estimated value $n_{\text{v-useful}}$. These two quantities agreed when they are small. However, $n_{\text{v-useful}}$ decreased when $n_{\text{useful}}$ was large. In addition, as the parameter $p$ became smaller, $n_{\text{v-useful}}$ started to deviate from $n_{\text{useful}}$ at a smaller value. This fact agrees with the qualitative discussion in Section 2.3.3.

Figure 2 (right) plots the parameter pairs $n_{\text{useful}}$ and $p$ that are compatible with the real selectors in terms of stability for Colon dataset. More concretely, we first computed the stability values for the single real feature selector, which were 0.1. Next, we computed the stability of the simulated selector for various combinations of $n_{\text{useful}}$ and $p$. Then, we selected the parameters whose stability value was close to that of the real selector (blue triangles in Figure 2 (right)). Similarly, we computed the $n_{\text{v-useful}}$ values and selected the parameters whose $n_{\text{v-useful}}$ was close to $n_{\text{useful}}$ (orange circles in Figure 2 (right)). The intersections of the blue triangles and the orange circles are the desired parameters in terms of the stability and estimation of $n_{\text{useful}}$.

Table 2: Estimation of the parameter $n_{\text{useful}}$

| $n_{\text{tree}}$ | Colon     | Lymphoma | Prostate |
|------------------|-----------|----------|----------|
| 50               | 45.6 ± 7.1| 140.0 ± 20.3| 210.3 ± 16.8|
| 100              | 53.0 ± 8.2| 140.4 ± 14.8| 210.8 ± 15.9|
| 200              | 56.8 ± 6.0| 158.3 ± 15.4| 190.5 ± 12.1|
| 300              | 60.1 ± 6.1| 153.2 ± 14.9| 186.9 ± 12.7|
| 400              | 56.2 ± 7.2| 155.4 ± 13.9| 179.6 ± 10.2|
| 500              | 59.1 ± 6.6| 154.5 ± 10.2| 179.0 ± 10.8|
We compared the graph of $p$-values $n_{useful}$ were compatible in the sense that they satisfied Equation (1). In addition, we observe that $p$-values were both 60, implying that the parameter $p$ and $n_{useful}$ were compatible in the sense that they satisfied Equation (1). We discuss results for the other datasets (Lymphoma, Prostate) in detail in Section 4 in the supplementary.

3.5 Stability Estimation of Ensemble Feature Selectors

Figure 3 (left) shows the stability of the simulated selectors constructed from $n_{useful}$, which were estimated in Section 3.3 and verified in Section 3.4. Although $p$ was already determined as a single value 0.7, we plotted the estimated stability values for various different $p$ for later use. Figure 3 (right) appears similar to Figure 3 (left), but was obtained from the real selector using various $n_{tree}$. We compared the graph of $p = 0.7$ in Figure 3 (left), estimated in Section 3.4 and the graph of $n_{tree} = 300$ in Figure 3 (right), corresponding $n_{useful} = 60$ as estimated in Section 3.3.2. We observed that they behaved similarly, implying that the simulated selector with $p = 0.7$ simulated effectively the stability of the real selectors with $n_{tree} = 300$. We estimated $p = 0.7$ for Colon dataset from Figure 2 (right). In addition, we observe that $n_{useful}$ and $n_{useful}$ were both 60, implying that the parameters $p$ and $n_{useful}$ were compatible in the sense that they satisfied Equation (1). We discuss results for the other datasets (Lymphoma, Prostate) in detail in Section 4 in the supplementary.

3.6 Computational Time

We compared the computational time of the proposed stability estimation method with the stability calculation using the real selectors. For a fair comparison, when we measured the time of the real selectors, we neither trained the random forest classifiers nor evaluated their prediction performance, as these were not performed for the simulated selectors either. Note that we measured the time required to run the simulated weak selectors for the given parameters $n_{useful}$ and $p$. Therefore, we needed additional time for estimating the parameters, which is theoretically faster than the naive computation of the real selector (Section 3.4). A single CPU was used for the computation. In particular, weak selectors were performed sequentially. Figure 4 shows the elapsed time to calculate the stability for the real feature selectors and the stability estimation by simulation, respectively. We used the parameters for Colon dataset. See Figures 12 and 13 in the supplementary for the results for Lymphoma and Prostate datasets. Note that the scales of the vertical axes are different between the results for the real and the simulated ensemble feature selectors. This shows that our proposed method is much faster than the actual stability computation. For the real selectors, the computation time was almost proportional to the number of weak selectors (Figure 4 left). By contrast, we observed a moderate increase in time for the case of simulated selectors when we add weak selectors (Figure 4 right).

4 Conclusion

In this paper, we proposed a fast estimation method for the stability of ensemble feature selectors. The idea is to construct simulators which mimic weak selectors using two interpretable parameters and to ensemble simulated feature selectors instead of real ones. Theoretically, the proposed method reduces the number of executions of the real feature selectors. Using three cancer datasets, we demonstrated that the proposed method can accurately...
estimate the stability of the ensemble feature selectors with a small amount of computation. Our method helps judge whether an ensemble feature selection algorithm is effective in terms of stability without actually run it many times. Thus, it extends the applicability of ensemble feature selection.
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A Notation Table

Table 3 explains the notations we adopted throughout the paper. Here, |A| denotes the cardinality of the set A (i.e., the number of elements in A).

B Additional Analyses

B.1 Proof of Theorem 1

In this section, we give a proof for Theorem 1 which gives an intuitive justification of the estimation method for the parameter n_{useful} that we explained in Section 2.3.1.

Proof of Theorem 1 For notational simplicity, we denote n_f = n_{feature}, n_m = n_{useful}, and n_t = n_{target}, respectively. Taking a feature x in S. We find that the probability that x is in S_0 is \frac{n_f}{n_m}. Therefore, the probability p_0 that the feature x is selected is

\[ p_0 = \frac{n_f}{n_m} \times p \times \frac{1}{n_t} + \left(1 - \frac{n_f}{n_m}\right) \times (1 - p) \times \frac{1}{n_t - n_f} \]

\[ = \frac{(n_f - n_m)p + (n_m - n_f)(n_f p - n_f)}{n_m(n_f - n_t)}. \]

The probability that the uniform feature selector selects x is \( p_1 = \frac{1}{n_t} \). By direct calculation, we have

\[ p_0 - p_1 = \frac{n_f - n_m}{n_m(n_f - n_t)}(n_f p - n_t). \]

Therefore, \( p_0 > p_1 \) if and only if \( p > \frac{n_f}{n_t} \). \qed

Let us consider the situation where we run the same number of the base feature selectors and uniform feature selectors, and count the number of times each feature is top-ranked. Suppose that the simulated feature selector can perfectly simulate the base feature selector and that the parameter \( p \) is large. Then, Theorem 1 suggests that, if we run a sufficient number of feature selectors, the base feature selectors select features in S more often than the uniform feature selectors do with high probability.

B.2 Computational Complexity

We review the whole process and count the total number of executions. The algorithm runs the real feature selectors \( m_{ensemble} \) times to estimate \( n_{useful} \) (Section 2.3.1). In the estimation of \( p \), the algorithm compares the stability of the real and simulated feature selectors (Section 2.3.2). To do so, the algorithm runs the real feature selector \( m_{stability} \) times to compute the stability of the real feature selector, and run the simulated feature selector \( m_{stability} \times k_p \) times to compute the stability values of the simulated feature selector. Here, \( k_p \) is the number of possible values that the parameter \( p \) can take. In our setting, since we used \( p = 0.1, \ldots, 0.9 \), we have \( k_p = 9 \). For the verification of \( n_{useful} \), we do not have to run the real feature selectors (Section 2.3.3). Similarly, in the computation of the stability of the simulated ensemble feature selectors, the algorithm does not run the real feature selector and only runs the simulated feature selector \( n_{useful} \times m_{stability} \) times.

In summary, the algorithm executes the real feature selector \( O(m_{stability} + m_{ensemble}) \) times. If we compute the stability of the ensemble feature selectors naively, we need to run the feature selector \( O(m_{stability} \times m_{ensemble}) \) times. Therefore, we can significantly reduce the computational time. Although the algorithm runs the simulated feature selectors \( O(m_{stability} \times (k_p + m_{ensemble})) \) times, because the simulation is faster than the actual feature selector, this overhead is comparably small, as can be seen in Section 3.6.

C Additional Experiment Settings

C.1 Evaluation Procedure

Figure 5 is a schematic diagram of how to evaluate the stability and the prediction performance of a real feature selector. We split a whole dataset into a training dataset for feature selection (training dataset 1), a training dataset for a predictor (training dataset 2), and a test dataset for evaluating the predictor (test dataset). Because the sample size of the datasets was small, we employed the leave-one-out cross-validation to evaluate the predictor in this study. That is, the sample size of the test dataset was 1. We split the remaining data into two training datasets of approximately equal size.

We employed the pair-wise Jaccard similarity as the index of the stability. The pairwise Jaccard similarity \( J \) of a feature selector is defined as follows:

\[ J = \frac{2}{U(U - 1)} \sum_{i=1}^{U} \sum_{j=i+1}^{U} \frac{|s_i \cap s_j|}{|s_i \cup s_j|}. \]

Here, \( U = m_{stability} \) is the number of copies of a feature selector used for calculating its stability and \( s_i \subseteq S \) is the feature selection result of the \( i \)-th copy of the feature selector. Because all the datasets we dealt with in this study are classification problems, we used the accuracy as a \( K \)-classification task for the prediction performance when the dataset has \( K \) label types. If we use simulated feature selectors, we skip the training and evaluation of the predictor because they do not output the feature selection results.
C.2 Dataset

The followings are the details of the datasets we used in the experiments in the main article.

C.2.1 Colon

Colon dataset consists of discrete feature vectors and binary labels. The sample consists of 22 tumor and 40 normal cells. The feature vectors are 2000-dimensional, and their elements are discretized into three values \{-2, 0, 2\}. The source of the dataset is [Alon et al., 1999].

C.2.2 Lymphoma

Lymphoma dataset consists of 96 data points, each with a discrete feature vector and a multi-class label. The sample has 102 data points consisting of 52 tumor and 50 normal cells, respectively. Each feature is a 5966-dimensional continuous vector. The source of the dataset is [Singh et al., 2002].

C.2.3 Prostate

Prostate dataset consists of a continuous feature vector as continuous values and a binary label. The sample has 102 data points consisting of 52 tumor and 50 normal cells, respectively. Each feature is a 2000-dimensional continuous vector. The source of the dataset is [Alizadeh et al., 2000].

C.3 Implementation Details

We used Python 3 for all implementations of the models used in this study. Feature selectors and machine learning models are based on the implementation of the scikit-learn library [Pedregosa et al., 2011]. Specifically, we used the RandomForestClassifier module as an implementation of the random forest model. We used the Gini index as a function for measuring the quality of a split in the algorithm. We computed the importance score from the feature_importance_ attribute of the RandomForestClassifier module.

D Additional Experiment Results

D.1 Parameter Settings of \( n_{\text{target}} \)

Figure 3 shows the values of the prediction accuracy when the ensemble feature extractor is applied to Colon, Lymphoma, and Prostate datasets. We chose \( n_{\text{target}} = 20, 40, 60 \) for Colon, Lymphoma, and Prostate datasets as the number of selected features \( n_{\text{target}} \), respectively. We confirmed that the classifier achieved high accuracy regardless of the number of trees \( n_{\text{tree}} \) in the random forest classifier.

D.2 Estimation of the Parameter \( n_{\text{useful}} \)

Figure 7 compares the distribution of the frequency counts of the real and uniform feature selectors in a single estimation of \( n_{\text{useful}} \) for Colon, Lymphoma, and Prostate datasets.

Table 4 shows the mean and standard deviation of the threshold \( t_{\text{uniform}} \) computed 1000 times for Colon, Lymphoma, and Prostate datasets.

D.3 Estimation of the Parameter \( p \) and Verification of the Parameter \( n_{\text{useful}} \)

Figure 8 plots the parameter pairs \( p \) and \( n_{\text{useful}} \) that are compatible with the real feature selectors in terms of stability for Colon, Lymphoma, and Prostate datasets. Figure 9 is the estimation of stability of the simulated ensemble feature selectors for these datasets. Figure 10 is the actual stability value of the real ensemble feature selectors for these datasets. Since we discussed the results of Colon dataset in the main article, we address the other two datasets in this section.

The stability value of the real feature selector, which is needed for the parameter estimation, was 0.1 for Lymphoma and 0.2 for Prostate datasets, respectively.

D.3.1 Lymphoma Dataset

We estimated from Figure 8 (middle) that \( p = 0.8 \) and confirmed that the parameters \( p \) and \( n_{\text{useful}} \) are compatible in the sense that \( n_{\text{useful}} \) satisfies the fixed point equation (1). Figure 9 (middle) shows the estimated stability of the simulated ensemble feature selection. Figure 10 (middle) shows the values of the stability when the real ensemble feature selector was applied to Lymphoma dataset.

D.3.2 Prostate Dataset

We compared the simulated ensemble feature selectors in Figure 9 (bottom) and the real ones in Figure 10 (bottom). Similarly to the case of Colon dataset, both feature selectors increased the stability values as we increased the number of weak feature selectors, except for the simulation cases where \( n_{\text{ensemble}} = 1 \) and \( p \) is greater than or equal to 0.7. However, the stability values differed when we ensembled a sufficient number of weak feature selectors: approximately 0.17 for the simulation and 0.3 for the real feature selector when \( n_{\text{tree}} = 100 \) and 200 (corresponding to the estimated \( n_{\text{useful}} = 200 \), as estimated in Section 3.3.2).

We hypothesize that this inconsistency in stability values was due to the failure in estimating \( n_{\text{useful}} \) in Section 3.4. Figure 11 is the stability estimation results for the Prostate dataset. Differently from Figures 8 and 9, \( n_{\text{useful}} \) is changed from 200 to 130 in Figure 11. We observe from Figure 11 (top) that the equation \( n_{\text{useful}} = n_{\text{ensemble}}^p \) holds. This implies that \( n_{\text{useful}} = 130 \) satisfies the fixed point equation (1). Figure 11 (bottom) is the stability estimation...
of the simulated ensemble feature selectors using the corrected value $n_{\text{useful}} = 130$. The simulated stability value for a sufficiently large $m_{\text{ensemble}}$ value was 0.3 in this configuration. This value is close to that for the real ensemble feature selectors we observed in Figure 9 (bottom). From this analysis, we conclude that the inconsistency can be fixed by appropriately finding $n_{\text{useful}}$ such that Equation (1) holds.

D.4 Computational Time

Figure 12 shows the computation time of the real ensemble feature selector for Colon, Lymphoma, and Prostate datasets. Figure 13 shows the computation time of the simulated ensemble feature selector for the same datasets.

E Discussion

E.1 Effect of the Base Models on Parameter Estimation

We investigated how the hyperparameters of the base feature selectors changed the estimation of the simulation parameters $n_{\text{useful}}$ and $p$. Among the various hyperparameters of random forest feature selectors, we considered $mtry$, which is the number of features used for separating a node in a tree. We paid attention to the $mtry$ parameter because it is known to critically affect the performance of random forest predictors (Probst et al., 2019). Because we evaluated the effect of $mtry$ using several datasets with different feature dimensions, we employed the normalized $mtry$, which we define as the $mtry$ value divided by the feature dimension, as a hyperparameter. In the implementation of the scikit-learn library, we can configure the normalized $mtry$ using the max_features option. Previous studies have shown that the square root of the feature dimension is a preferable choice as $mtry$ (hence, the normalized $mtry$ is the inverse square root of the feature dimension) (Bernard et al., 2009). Our analysis in Section 3 also employed this value.

Figure 14 shows the estimation of the parameters $n_{\text{useful}}$ and $p$ for different normalized $mtry$ values. On one hand, when the normalized $mtry$ was small (0.01), both $n_{\text{useful}}$ and $p$ changed as we changed the number of trees $n_{\text{tree}}$ (Figure 14 top). On the other hand, when the normalized $mtry$ was relatively large (0.1), the estimated $n_{\text{useful}}$ was approximately 55 regardless of the number of trees $n_{\text{tree}}$ (Figure 14 bottom).

In the setting of Table 2, the normalized $mtry$ was small. Specifically, the normalized $mtry$ values were $1/\sqrt{2000} \approx 0.022$, $1/\sqrt{4026} \approx 0.015$, and $1/\sqrt{5966} \approx 0.012$ for Colon, Lymphoma, and Prostate datasets, respectively. Therefore, the situations were similar to those in Figure 14 (top). Accordingly, the estimated $n_{\text{useful}}$ changed as we changed $n_{\text{tree}}$ in Table 2.

From these observations, we expect that $n_{\text{useful}}$ is highly dependent on the complexity of the feature selectors in the small-normalized-$mtry$ regime.

E.2 Simulation with Almost Constant $n_{\text{useful}}$ Value

Let us first recap our analyses so far. On one hand, the stability value of the simulated ensemble feature selector is almost independent of the number of trees $n_{\text{tree}}$. Figure 14 shows the estimation of the parameters $n_{\text{useful}}$ and $p$ for different normalized $mtry$ values. On the other hand, the estimated $n_{\text{useful}}$ significantly depends on $n_{\text{tree}}$ when the normalized $mtry$ is small and vice versa (Figure 14). Considering these two observations, we hypothesize that the discrepancy in behaviors of the real and simulation ensemble feature selectors observed in Figures 9 and 10 is caused by the difference in the $n_{\text{useful}}$ value for different $n_{\text{tree}}$ values (Table 2).

To validate this hypothesis, we computed the stability in the large-normalized-$mtry$ regime. Figure 15 shows the stability of the real ensemble feature selectors, with the configuration being the same as that in Figure 10 except that the normalized $mtry$ is set to 0.1 instead of the inverse squared root of the feature dimension. We observe that the estimated stability value for the large $m_{\text{ensemble}}$ is almost the same for all $n_{\text{tree}}$ values as expected. This behavior is in contrast to what we observed in Section 3.5 (more specifically, Table 2 and Figure 10), where both the estimated $n_{\text{useful}}$ and the stability value of the real ensemble feature selector change as we increase the number of trees $n_{\text{tree}}$.

These observations support the aforementioned hypothesis.

Next, we focus on the relationship between the parameter $p$ and the stability value when $n_{\text{useful}}$ is an almost constant value. From Figure 14 (bottom), the parameter $p$ is estimated as $p = 0.55, 0.65, 0.8, 0.8, 0.8$ for $n_{\text{tree}} = 50, 100, 200, 300, 400, 500$ for Colon dataset, respectively. In particular, the estimated $p$ value is the same for $n_{\text{tree}} \geq 200$. Correspondingly, the stability values for $n_{\text{tree}} = 200$ to 500 behaves similarly, except that the stability of $n_{\text{tree}} = 500$ is higher than the other $n_{\text{tree}}$ when $m_{\text{ensemble}} = 30$ (Figure 14 top). It implies that the parameter $p$ explains the behavior of actual ensemble feature selector well.

In conclusion, the simulator accurately reflects the behavior of the stability value of the ensemble feature selectors, using the simulator parameters $n_{\text{useful}}$ and $p$.

F Limitations and Future Directions

F.1 Limitations

The simulated weak feature selector enables us to estimate the stability of both single and ensemble feature selectors efficiently, as well as to provide a way to treat various
feature selector algorithms in a unified manner. However, it only models how many features a feature selector specifically chooses, and does not consider which features are preferably chosen by a feature selector. Therefore, the simulated feature selector does not provide the feature selection results.

Algorithm 3 selects one feature per iteration until it ranks all the features. However, Theorem 1 only considers its first iteration. It is assumed that calculating only the first iteration is sufficient because the high-ranked features determine most of the ensemble result. It would be a good future direction to extend Theorem 1 to the late stage of the algorithm.

Our proposed stability estimation is agnostic to the feature selection algorithm. However, our experiments only used the random forest feature selector, which is standard in current bioinformatics research. It is another good future work to investigate the efficacy of the proposed method in other feature selection algorithms such as the Hilbert-Schmidt independence criterion (HSIC) Lasso (Yamada et al., 2014) and other importance score-based selection algorithms such as the permutation importance and the Shapley additive explanations (SHAP) (Lundberg and Lee, 2017).

F.2 Future Extensions

As explained in Section 2.2.1, we assumed that the ensemble algorithm requires weak feature selectors to rank the features. Instead, we can extend the proposed method to the case where the ensemble algorithm requires weak feature selectors to output a subset of features as the feature selection results. Specifically, we should modify the simulation of $f_m$ to pass $n_{\text{target}}$ features with the highest ranks to the ensemble algorithm.

In this study, we performed a simulated ensemble for all candidate $p$ values (and for all $n_{\text{useful}}$ if we verify it) and adopted it as the value of $p$ that is closest to the measured value of stability. However, as we have seen in Section 3.4 and Section 3.5, the value of stability is a decreasing function with respect to $p$ when $n_{\text{useful}}$ is constant. Therefore, we can estimate the parameter $p$ using a binary search. This reduces the time complexity of the $p$ estimation from $O(k_p)$ to $O(\log k_p)$, where $k_p$ is the number of possible values that $p$ takes.

Figure 6: Prediction accuracy for Colon (top), Lymphoma (middle), and Prostate (bottom) datasets.
Figure 7: Histogram of features’ frequencies selected by the random forest feature selector and the uniform feature selector for Colon (top), Lymphoma (middle), and Prostate (bottom) datasets.

Figure 8: Estimation of the parameter $p$ for the configuration of Colon (top), Lymphoma (middle), and Prostate (bottom) datasets. The blue triangle points are parameter pairs $(n_{\text{useful}}, p)$ such that the estimated stability value is within $0.1 \pm 0.01$ (Colon), $0.1 \pm 0.01$ (Lymphoma), and $0.2 \pm 0.02$ (Prostate), respectively. The orange circle points are parameter pairs whose $n_{\text{useful}}$ value is within $60 \pm 2$ (Colon), $150 \pm 2$ (Lymphoma), and $150 \pm 2$ (Prostate), respectively. $n_{\text{useful}}$ ranges over $n_{\text{useful}} = 20, \ldots, 810$ (Colon), $n_{\text{useful}} = 40, \ldots, 360$ (Lymphoma) and $n_{\text{useful}} = 60, \ldots, 260$ (Prostate), respectively. $p$ ranges over $p = 0.01, \ldots, 1.00$ for all datasets.
Figure 9: Estimation of stability of the simulated ensemble feature selectors for Colon (top), Lymphoma (middle) and Prostate (bottom) datasets.

Figure 10: Stability of the real ensemble feature selectors for Colon (top), Lymphoma (middle), and Prostate (bottom) datasets.
Figure 11: Experiments using the Prostate dataset when the parameter \( n_{\text{useful}} \) is set to 130. (Top) Estimation of \( p \) and verification of \( n_{\text{useful}} \). (Bottom) the stability estimation of the simulated ensemble feature selectors.

Figure 12: Computation time of the real ensemble feature selectors for Colon (top), Lymphoma (middle), and Prostate (bottom) datasets.
Figure 13: Computation time of the simulated ensemble feature selectors for Colon (top), Lymphoma (middle), and Prostate (bottom) datasets.

Figure 14: Parameter estimation with different normalized \( m_{\text{try}} \) values for Colon dataset when normalized \( m_{\text{try}} \) is 0.01 (top) and 0.1 (bottom).
Figure 15: Stability of the real ensemble feature selectors when the normalized mtry is 0.1 for the Colon (top), Lymphoma (middle), and Prostate (bottom) datasets.

Table 3: Notation table. * indicates a user-specified variable.

| Variable | Definition |
|----------|------------|
| $D$ | Dataset*. |
| $f$ | Base feature selector*. |
| $\mathcal{E}$ | Ensemble algorithm*. |
| $f_m$ | $m$-th weak feature selector. |
| $m_{\text{ensemble}}$ | Number of weak feature selectors*. |
| $m_{\text{stability}}$ | Number of feature selectors, single or ensemble, that are used for calculating stability values*. |
| $S$ | Set of features. Determined by the dataset $D$. |
| $S_m$ | Feature subset of $S$ from which the $m$-th weak feature selector is likely to choose. |
| $S'$ | Feature subset of $S$ from which feature selectors are likely to choose. |
| $n_{\text{feature}}$ | $|S|$. |
| $n_{\text{target}}$ | Number of selected features. $|S_m|$ is set to this value*. |
| $n_{\text{useful}}$ | $|S'|$. |
| $n_{\text{useful}}$ | Verification value for $n_{\text{useful}}$. |
| $p$ | Probability parameter integrating the uncertainty of both datasets and feature selectors. |
| $k_p$ | The number of possible values that the parameter $p$ can take*. |
| $t_{\text{uniform}}$ | Threshold determined by the uniform feature selectors for estimating $n_{\text{useful}}$. |
| $\text{rank}_m$ | Ranking of features determined by the $m$-th weak feature selector. Mathematically, $\text{rank}_m$ is the permutation of $\{1, \ldots, n_{\text{feature}}\}$. |

| Dataset | Colon | Lymphoma | Prostate |
|---------|-------|----------|----------|
| $t_{\text{uniform}}$ | $4.640 \pm 0.636$ | $6.029 \pm 0.668$ | $6.455 \pm 0.703$ |