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Abstract

This paper presents versions of integral input-to-state stability and integral input-to-integral-state stability for nonlinear sampled-data systems, under the low measurement rate constraint. In particular, we compensate the lack of measurements using an estimator approximately reconstructing the current state. Interestingly, under certain checkable conditions, we establish that a controller that semiglobally practically integral input-to-(integral-) state stabilizes an approximate discrete-time model of a single-rate nonlinear sampled-data system, also stabilizes the exact discrete-time model of the nonlinear sampled-data system in the same sense implemented in a dual-rate setting. Numerical simulations are given to illustrate the effectiveness of our results.
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I. INTRODUCTION

Sampled-data systems consist of a continuous-time plant/process controlled by a digital controller interfaced through analogue-to-discrete (A/D) and discrete-to-analogue (D/A) converters. When the plant is nonlinear, analysis and design of sampled-data systems present significant challenges and has attracted significant research attention; e.g., [1], [2], [3], [4], [5].

Sampled-data systems can be designed by emulation [6], [7], [8] or in discrete-time [9], [10], [11]. In the emulation approach, a continuous-time controller is first designed for the continuous-time plant and then the controller is discretized using any available technique for numerical integration. In the discrete-time approach, on the other hand, first the plant model is discretized and then a controller is designed for the resulting discrete-time plant.

In general, the emulation approach presents the disadvantage that requires high sampling rates in order to recover the properties of the analog design and guarantee stability and desired performance. The discrete-time approach can usually offer similar results at lower sampling rates compared to emulation-based controllers. Unfortunately, however, finding the exact discrete-time model of a continuous-time plant requires solving an initial value problem whose solution does not exist in closed-form for any practical nonlinear plant model. A remedy for this issue is to conclude stability properties and/or system performance of the exact discrete-time model from an approximate model of the system. This treatment has received considerable attention over the last two decades; e.g., [12], [13], [14], [15]. It should be noted that there have been other approaches such as [1], [4], where smoothness conditions on the model describing the system is required.

In the discrete-time approach, it is usually assumed that all signals in the loop are sampled regularly at the same sampling rate. Practical considerations, however, make the use of different sampling rates for inputs and outputs highly desirable or even mandatory. In [16], Polushin and
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Marquez consider the dual-rate sampled-data stabilization problem assuming low measurement rates and propose a multirate controller that approximates state trajectories between samples based on a fast numerical integration scheme. In [17], the work [16] is extended to include the effect of disturbances, using the concept of input-to-state stability (ISS) [18]. Furthermore, extensions to multi-rate output feedback control problem are reported in [19], [3].

Major outcome of this body of work is the understanding of under what conditions stability properties of a digital design based on an approximate discrete-time model of a sampled-data system, are also true for the exact (not available to the designer) discrete-time model of the system. Particularly relevant to this work is the preservation of the important notions of ISS, and integral input-to-state stability (iISS) [20]. Both concepts are of fundamental importance in control. Informally, ISS and iISS capture the notion that the state system remains small, regarding the initial conditions, provided that the input (ISS) or integral of the input (iISS) are small. In [13], the authors consider the single-rate sampled-data systems and provide sufficient conditions under which a discrete-time controller that input-to-state stabilizes an approximate discrete-time model of a nonlinear plant with disturbances also input-to-state stabilizes the exact discrete-time plant model. In [17], the authors consider low measurement frequency restriction and generalize the ISS idea to the dual-rate case. Integral versions of ISS, called semiglobal practical integral input-to-state stability (SP-iISS) and semiglobal practical integral input-to-integral-state stability (SP-iIiSS), of single-rate sampled-data systems via approximate models are considered in [21].

In this paper, our main interest is the study of dual rate iISS nonlinear sampled-data systems. As we will see later, this is a source of difficulties with which this work is concerned. Specially, we use an approximate discrete-time model of the plant to estimate inter-sampled values used by the controller working at the higher rate. Then we show SP-iI(i)SS for the exact discrete-time model of single-rate sampled-data systems via approximate models are considered in [21].

The rest of this paper is organized as follows: Section II defines the notation used throughout the paper. Problem statement is given in Section III and the main results are provided in Section IV. An illustrative example is given in Section V. Finally, concluding remarks are provided as the last section.

II. Notation

Throughout the paper, \( \mathbb{R}_{\geq 0}(\mathbb{R}_{>0}) \) and \( \mathbb{Z}_{\geq 0}(\mathbb{Z}_{>0}) \) denote the nonnegative (positive) real and nonnegative (positive) integer numbers, respectively. We denote the standard Euclidean norm by \(|\cdot|\). A function \( \rho: \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \) is positive definite (\( \rho \in \mathcal{P}D \)) if it is continuous, zero at zero and positive elsewhere. A positive definite function \( \alpha \) is of class \( \mathcal{K} (\alpha \in \mathcal{K}) \) if it is strictly increasing. It is of class \( \mathcal{K}_\infty (\alpha \in \mathcal{K}_\infty) \) if \( \alpha \in \mathcal{K} \) and also \( \alpha(s) \to +\infty \) if \( s \to +\infty \). A continuous function \( \beta: \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \) is of class \( \mathcal{KL} (\beta \in \mathcal{KL}) \), if for each \( s \geq 0, \beta(\cdot, s) \in \mathcal{K} \), and for each \( r \geq 0, r(\cdot, \cdot) \) is decreasing and \( \lim_{s \to +\infty} \beta(r, s) \to 0 \). For a given function \( w: \mathbb{R}_{\geq 0} \to \mathbb{R}^p \), \( w[k] \) represents the restriction of the function \( w(\cdot) \) to the interval \([kT, (k+1)T]\), where \( k \in \mathbb{Z}_{\geq 0} \) and \( T > 0 \). Given \( \gamma \in \mathcal{K} \) and a measurable function \( w: \mathbb{R}_{\geq 0} \to \mathbb{R}^d \), we define \( |w|_\gamma := \int_0^{+\infty} \gamma(|w(s)|) \, ds \). We denote the set of all functions with \( |w|_\gamma < +\infty \) by \( \mathcal{L}_\gamma \). Also, if \( |w|_\gamma < r \) for some \( r \in \mathbb{R}_{>0} \), we write \( w \in \mathcal{L}_\gamma(r) \). Similarly, \( w: \mathbb{R}_{\geq 0} \to \mathbb{R}^d \) be a measurable function such that \( |w|_\infty := \sup_{t \geq 0} |w(t)| < +\infty \). We denote the set of all such functions by \( \mathcal{L}_\infty \). Also, if \( |w|_\infty < r \) for some \( r \in \mathbb{R}_{>0} \), we write \( w \in \mathcal{L}_\infty(r) \).
Consider the following plant model
\[ \dot{x}(t) = f(x(t), u(t), w(t)), \] (1)
where \( x(t) \in \mathbb{R}^n, u(t) \in \mathbb{R}^m \) and \( w(t) \in \mathbb{R}^p \) are the state, the control input and the disturbance input, respectively. The function \( f: \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^p \to \mathbb{R}^n \) is locally Lipschitz and \( f(0, 0, 0) = 0 \). Moreover, we assume that \( w(.) \) is measurable and locally essentially bounded.

We consider the scenario where the plant (1) is connected to a computer control via a zero-order hold (ZOH) and a sampler. Thus the control signal is held constant during the sampling intervals, that is, \( u(t) = u(kT) \) for all \( t \in [kT, (k + 1)T), k \in \mathbb{Z}_{\geq 0} \), where \( T > 0 \) is the sampling period. For simplicity, we abuse our notation and write \( u(k) := u(kT) \) and \( x(k) := x(kT) \). By \( T \) and \( T_s \), we, respectively, denote the sampling periods of the ZOH and the sampling devices. We assume that \( T_s = \ell T \) for some integer \( \ell \geq 1 \). Note that \( \ell = 1 \) implies the case of single-rate fashion which does not often hold in practice. The exact discrete-time plant model can be obtained from (1) as follows
\[ x(k + 1) = x(k) + \int_{kT}^{(k+1)T} f(x(\tau), u(k), w(\tau))d\tau =: F^e_T(x(k), u(k), w_T[k]). \] (2)

Unfortunately, this requires solving the initial value problem (2) which does not have a closed-form solution, in most cases of interest. Consistent with the literature on sampled-data systems, we use a family of approximate discrete-time models
\[ x(k + 1) = F^a_T(x(k), u(k), w_T[k]), \] (3)
where \( h \) is the parameter of the numerical integration and used to enhance the accuracy between the approximate discrete-time model (3) and the exact discrete-time model (2). Although one can simply take \( h = T \) and use some classic approximation methods such as the Euler method, it is more appropriate to choose \( h \) different from \( T \), as shown in [14] for instance.

The mismatch between the exact discrete-time model (2) and the approximate discrete-time model (3) is required to be small in the following sense.

**Definition 1:** (22, 17) The family \( F^a_T, h \) is said to be one-step consistent with \( F^e_T \) if for any real numbers \( (\Delta_x, \Delta_u, \Delta_w) \) there exist a function \( \rho \in \mathcal{K}_{\infty} \) and \( T^* > 0 \) such that for each fixed \( T \in (0, T^*) \) there exists \( h^* \in (0, T] \) such that the following holds
\[ |F^e_T(x, u, w_T) - F^a_T(x, u, w_T)| \leq T\rho(h) \]
for all \( x \in \mathbb{R}^n, u \in \mathbb{R}^m, w \in \mathcal{L}_\infty \) with \( |x| \leq \Delta_x, |u| \leq \Delta_u, |w_T|_\infty \leq \Delta_w \) and all \( h \in (0, h^*) \). □

Sufficient checkable conditions under which the one-step consistency is guaranteed are given in [13, 14].

Assuming full access to the state \( x \), we consider a family of controllers given by
\[ u(k) = u_{T,h}(x_c(k)), \quad u_{T,h}(0) = 0, \] (4)
where
\[ x_c(k) = \begin{cases} x(k), & k = i\ell, i \in \mathbb{Z}_{\geq 0} \\ F^a_{T,h}(x_c(k - 1), u(k - 1), 0) & \text{with } x_c(i\ell) = x(i\ell), \text{ otherwise.} \end{cases} \] (5)

In other words, the controller uses the sampled value of the state every \( T_s \) seconds; however, to compensate for the lack of information in the inter-samples the controller uses estimated state values obtained from the disturbance-free plant model. It should be noted that the family of controllers (4) and (5) reduces to
\[ u(k) = u_{T,h}(x(k)), \quad u_{T,h}(0) = 0, \] (6)
when \( \ell = 1 \).
The following definition ensuring a so-called uniform local boundedness of $u_{T,h}$ [12], [17] is required for proofs of the main results (Theorems 7 and 8 below).

**Definition 2:** ([17]) The control law $u_{T,h}$ is said to be uniformly locally Lipschitz if for any $\Delta_x > 0$ there exist positive real numbers $T^*$ and $\tilde{L}$ such that for each fixed $T \in (0, T^*)$ there exists $h^* \in (0, T]$ such that

$$|u_{T,h}(x_2) - u_{T,h}(x_1)| \leq \tilde{L}|x_2 - x_1|$$

for all $h \in (0, h^*)$ and all $x_1, x_2 \in \mathbb{R}^n$ with $\max\{|x_1|, |x_2|\} \leq \Delta_x$.

We conclude iISS of the dual-rate sampled-data system based on the following Lyapunov stability property of the approximate discrete-time model of the single-rate sampled-data system (13) and (16) that is denoted by

$$x(k + 1) = \mathcal{F}^T_{T,h}(x(k), w_T[k]).$$

**Definition 3:** The family of systems (17) is Lyapunov semiglobally practically integral-input-to-state stable (Lyapunov-SP-iISS) if there exist functions $\alpha, \overline{\alpha} \in \mathcal{K}_\infty$, $\alpha \in \mathcal{P}D$ and $\gamma \in \mathcal{K}$ with the following properties:

For any positive real numbers $(\Delta_1, \Delta_2, \Delta_3, \delta_1)$ there exist $T^* > 0$ and $M > 0$ such that for any fixed $T \in (0, T^*)$ there exists $h^* \in (0, T]$ such that for all $h \in (0, h^*)$ there exists a continuous function $V_{T,h}: \mathbb{R}^n \rightarrow \mathbb{R}_{\geq 0}$ such that for all $x \in \mathbb{R}^n$ with $|x| \leq \Delta_1$ and all $w \in \mathcal{L}_\infty(\Delta_2) \cap \mathcal{L}_\gamma(\Delta_3)$ the following hold

$$\underline{\alpha}(|x|) \leq V_{T,h}(x) \leq \overline{\alpha}(|x|),$$

$$V_{T,h}(\mathcal{F}^{\alpha}_{T,h}(x, w_T)) - V_{T,h}(x) \leq T \left[-\alpha(|x|) + \frac{1}{T} \int_{kT}^{(k+1)T} \tilde{\gamma}(|w(s)|)ds + \delta_1\right];$$

moreover,

$$|V_{T,h}(x_1) - V_{T,h}(x_2)| \leq M|x_1 - x_2|$$

for all $x_1, x_2 \in \mathbb{R}^n$ with $\max\{|x_1|, |x_2|\} \leq \Delta_1$, all $T \in (0, T^*)$ and all $h \in (0, h^*)$. The function $V_{T,h}$ is also called a SP-iISS-Lyapunov function for the family of systems (7).

Specially, if the previous conditions hold with $\alpha \in \mathcal{K}_\infty$, then the family of systems (7) is Lyapunov semiglobally practically integral-input-to-integral-state stable (Lyapunov-SP-iISS) and the corresponding function $V_{T,h}$ is called a SP-iISS-Lyapunov function for the family of systems (7).

We note that special case of Definition 3 where $h = T$ has been given in [21].

Denote the exact discrete-time model of the dual-rate sampled-data system (2), (4) and (5) by

$$x(k + 1) = \mathcal{F}^T_{T,h}(x(k), w_T[k]).$$

We are interested in stability properties of the family of systems (11), that are defined below.

**Definition 4:** The family of systems (11) is said to be semiglobally practically integral-input-to-state stable (SP-iISS) if there exist $\alpha \in \mathcal{K}_\infty$, $\beta \in \mathcal{K}L$ and $\gamma \in \mathcal{K}$ such that for any positive real numbers $(\Delta_x, \Delta_{w_1}, \Delta_{w_2}, \delta)$, there exists $T^* > 0$ such that for each $T \in (0, T^*)$ there exists $h^* \in (0, T]$ such that for all $w \in \mathcal{L}_\infty(\Delta_{w_1}) \cap \mathcal{L}_\gamma(\Delta_{w_2})$, all $x(0) \in \mathbb{R}^n$ with $|x(0)| \leq \Delta_x$ and all $h \in (0, h^*)$, each solution to (11) exists and satisfies

$$\alpha(|x(k)|) \leq \beta(|x(0)|, k, \delta) \int_0^{kT} \gamma(|w(s)|)ds + \delta$$

for all $k \in \mathbb{Z}_{\geq 0}$.

**Definition 5:** The family of systems (11) is said to be semiglobally practically integral-input-to-integral-state stable (SP-iISS) if there exist $\alpha, \chi \in \mathcal{K}_\infty$ and $\gamma \in \mathcal{K}$ such that for any positive real numbers $(\Delta_x, \Delta_w, \delta)$, there exists $T^* > 0$ such that for each $T \in (0, T^*)$ there exists $h^* \in (0, T]$
such that for all \(w \in \mathcal{L}_\infty(\Delta_w)\), all \(x(0) \in \mathbb{R}^n\) with \(|x(0)| \leq \Delta_x\) and all \(h \in (0, h^\ast)\), each solution to (11) exists and satisfies
\[
T \sum_{i=0}^{k-1} \alpha(|x(i)|) \leq \chi(|x(0)|) + \int_0^{kT} \gamma(|w(s)|)ds + Tk\delta
\]
for all \(k \in \mathbb{Z}_{\geq 0}\).

\[\square\]

Remark 6: Regarding Definition 4 different versions of semiglobal iISS have been also reported in [23], where the gain functions \(\beta\) and/or \(\gamma\) depend on the positive real numbers \((\Delta_x, \Delta_w)\).

\[\square\]

IV. MAIN RESULTS

This section provides sufficient conditions for SP-i(i)SS of the family of systems (11). In particular, our first contribution establishes SP-iISS of the exact discrete-time models (11) of the dual-rate sample-data under checkable conditions obtained from the single-rate approximate discrete-time model of the system.

Theorem 7: Assume that the following hold

i) The family of the approximate discrete-time models (7) is Lyapunov-SP-iISS;

ii) \(F_{T,h}\) is one-step consistent with \(F_{T,h}\);

iii) \(w_T\) is uniformly locally Lipschitz.

Then the family of exact discrete-time models (11) is SP-iISS.

Proof: Let positive real numbers \((\Delta_x, \Delta_{w1}, \Delta_{w2}, \delta)\) be given. Also, let \(\alpha \in \mathcal{P}D\) and \(\tilde{\gamma} \in \mathcal{K}\) come from item \([1]\) of the theorem. According to [20, Lemma IV.1], there exist \(\hat{\rho}_1 \in \mathcal{K}_\infty\) and \(\hat{\rho}_2 \in \mathcal{L}\) such that \(\alpha(\cdot) \geq \hat{\rho}_1(\cdot)\hat{\rho}_2(\cdot)\). Denote \(\rho_1(\cdot) := \hat{\rho}_1 \circ \overline{\alpha}(\cdot)\) and \(\rho_2(\cdot) := \hat{\rho}_2 \circ \alpha^{-1}(\cdot)\). Take \(\Delta_1 := \alpha^{-1}(\overline{\alpha}(\Delta_x) + \Delta_{w2} + \delta + 1)\) and \(\Delta_2 := \Delta_1\), \(\Delta_3 := \Delta_{w2}\) and \(\delta_1 := \frac{\rho_1(\delta/2)\rho_2(\Delta_1)}{4}\). Let \(\Delta_1\) generate \(T_1^\ast, h_1^\ast\) and \(L\) from item \([11]\). Let the data \((\Delta_1, \Delta_2, \Delta_3, \delta_1)\) generate \(T_2^\ast, h_2^\ast\) and a SP-iISS Lyapunov for the family \(F_{T,h}^0\). By slight abuse of notation, denote \(V_k := V_{T,h}(x(k))\), \(V_{k+1} := V_{T,h}(F_{T,h}(x(k), w_T[k]))\) and \(V_{k+1}^a := V_{T,h}(F_{T,h}^a(x(k), w_T[k]))\) for all \(k \in \mathbb{Z}_{\geq 0}\). Take any \(\varepsilon_1 > 0\). Let \((\Delta_1, \Delta_2, \varepsilon_1)\) generate \(T_3^\ast, h_3^\ast\) and \(L\) from Lemma \([12]\) (see \([A]\)). By item \([1]\), there exist \(T_4^\ast > 0\), \(h_4^\ast > 0\) and \(\Delta_u > 0\) such that \(|w_T(x)| \leq \Delta_u\) for all \(x \in \mathbb{R}^n\) with \(|x| \leq \Delta_1\), all \(T \in (0, T_4^\ast)\) and all \(h \in (0, h_4^\ast)\). Also, let \((\Delta_1, \Delta_u, \Delta_3)\) generate \(\rho, T_5^\ast\) and \(h_5^\ast\) from item \([11]\). Take \(T_6^\ast\) and \(h_6^\ast\) such that
\[
M \left[\rho(h_6^\ast) + \tilde{L}(e^{LT_6^\ast} - 1) (T_6^\ast \varepsilon_1 + Le^{L(\ell-1)T_6^\ast} (\ell - 1)\Delta_2)\right] \leq \delta_1.
\]

Pick \(T_7^\ast\) and \(h_7^\ast\) small enough such that
\[
T_7^\ast \left[\tilde{\gamma}(\Delta_2) + \delta_1 + M\left[\rho(h_7^\ast) + \tilde{L}(e^{LT_7^\ast} - 1) (T_7^\ast \varepsilon_1 + Le^{L(\ell-1)T_7^\ast} \Delta_3)\right]\right] \leq \frac{\tilde{\delta}}{2}.
\]

Let \(\tilde{\delta} > 0\) be such that \(\alpha^{-1}(\overline{\alpha}(\Delta_x) + \Delta_3 + \delta + \tilde{\delta}) \leq \alpha^{-1}(\overline{\alpha}(\Delta_x) + \Delta_3 + \delta) + 1/2\). Let \(T_8^\ast\) and \(h_8^\ast\) be such that
\[
T_8^\ast \left[\rho(h_8^\ast) + \tilde{L}(e^{LT_8^\ast} - 1) (T_8^\ast \varepsilon_1 + (\ell - 1)Le^{L(\ell-1)T_8^\ast} \Delta_2)\right] \leq \frac{1}{2}.
\]

Take \(T_9^\ast\) such that \((\tilde{\gamma}(\Delta_2) + \delta_1)T_9^\ast \leq \tilde{\delta}\). Denote \(T^\ast := \min\{\min_{i \in \{1, \ldots, 9\}} T_i^\ast, 1\}\) and \(h^\ast := \min\{\min_{i \in \{1, \ldots, 9\}} h_i^\ast, T^\ast\}\).

Pick an arbitrary \(x(k)\) such that \(V_k \leq \overline{\alpha}(\Delta_x) + \Delta_3 + \tilde{\delta}\). It follows from the fact that the family of the approximate discrete-time model \(F_{T,h}\) is Lyapunov-SP-iISS that
\[
V_{k+1}^a - V_k = V_{k+1} - V_k + V_{k+1} - V_{k+1}^a \leq T \left[-\alpha(|x(k)|) + \frac{1}{T} \int_{kT}^{(k+1)T} \tilde{\gamma}(|w(s)|)ds + \delta_1\right] + |V_{k+1}^a - V_{k+1}^a|.
\]
From item \( \mathbb{I} \) of the theorem and our choice of \( T^*_6 \), we have
\[
\alpha(\| \mathcal{F}^a_{T,h}(x,w_T) \|) \leq V^a_{k+1} \leq V_k + T(\hat{\gamma}(\Delta_2) + \delta_1) < \tilde{\alpha}(\Delta_x) + \Delta_3 + \delta + \tilde{\delta}.
\]
So we get
\[
| \mathcal{F}^a_{T,h}(x,w_T) | \leq \alpha^{-1}(\tilde{\alpha}(\Delta_x) + \Delta_3 + \delta + \tilde{\delta}).
\]
It follows from the choice of \( \tilde{\delta} \) and the definition of \( \Delta_1 \) that
\[
| \mathcal{F}^a_{T,h}(x,w_T) | \leq \alpha^{-1}(\tilde{\alpha}(\Delta_x) + \Delta_3 + \delta) + \frac{1}{2} < \Delta_1. \tag{12}
\]
We note that
\[
| \mathcal{F}^a_{T,h}(x,w_T) - \tilde{\mathcal{F}}^a_{T,h}(x,w_T) | \leq | \tilde{\mathcal{F}}^a_{T,h}(x,w_T) - \mathcal{F}^a_{T,h}(x,w_T) | + | \mathcal{F}^a_{T,h}(x,w_T) - \mathcal{F}^a_{T,h}(x,w_T) |,
\]
where \( \tilde{\mathcal{F}}^a_{T,h}(x,w_T) \) describes the exact discrete-time model of the single-rate sampled-data system (2) and (6), that is, \( x(k+1) = \tilde{\mathcal{F}}^a_{T,h}(x(k),w_T[k]). \) By application of the standard version of Gronwall inequality \([24]\) and item \( \mathbb{III} \) of the theorem, we have
\[
| \mathcal{F}^a_{T,h}(x(k),w_T[k]) - \tilde{\mathcal{F}}^a_{T,h}(x(k),w_T[k]) | \leq \hat{L}(e^{LT} - 1) | x(k) - x_c(k) |. \tag{13}
\]
It follows from \( T^*_4, h^*_4, T^*_5 \) and \( h^*_5 \) that
\[
| \tilde{\mathcal{F}}^a_{T,h}(x(k),w_T[k]) - \mathcal{F}^a_{T,h}(x(k),w_T[k]) | \leq T \rho(h). \tag{14}
\]
Given (13) and (14), we have
\[
| \mathcal{F}^a_{T,h}(x(k),w_T[k]) - \mathcal{F}^a_{T,h}(x(k),w_T[k]) | \leq T(\rho(h) + \hat{L}(e^{LT} - 1) | x(k) - x_c(k) |). \tag{15}
\]
Applying Lemma \( \mathbb{II} \) to the right-hand side of (15) yields
\[
| \mathcal{F}^a_{T,h}(x,w_T) - \tilde{\mathcal{F}}^a_{T,h}(x,w_T) | \\
\leq T \left( \rho(h) + \hat{L}(e^{LT} - 1) \left( T \varepsilon_1 + L \sum_{i=0}^{\ell-2} e^{L(i+1)T} \int_{(k-i-1)T}^{(k-i)T} | w(s) | ds \right) \right) \\
\leq T \left( \rho(h) + \hat{L}(e^{LT} - 1) \left( T \varepsilon_1 + L e^{L(\ell-1)T} \sum_{i=0}^{\ell-2} \int_{(k-i-1)T}^{(k-i)T} | w(s) | ds \right) \right).
\]
It follows from the fact that \( w \in \mathcal{L}_\infty(\Delta_2) \cap \mathcal{L}_1(\Delta_3) \) that
\[
| \mathcal{F}^a_{T,h}(x,w_T) - \mathcal{F}^a_{T,h}(x,w_T) | \leq T \left( \rho(h) + \hat{L}(e^{LT} - 1) \left( T \varepsilon_1 + (\ell - 1) Le^{LT} \Delta_2 \right) \right). \]
From the choice of \( T^*_8 \) and \( h^*_8 \), we get
\[
| \mathcal{F}^a_{T,h}(x,w_T) - \mathcal{F}^a_{T,h}(x,w_T) | \leq \frac{1}{2}. \tag{16}
\]
Exploiting the first inequality of (12) and (16) gives
\[
| \mathcal{F}^a_{T,h}(x,w_T) | \leq | \mathcal{F}^a_{T,h}(x,w_T) | + | \mathcal{F}^a_{T,h}(x,w_T) - \mathcal{F}^a_{T,h}(x,w_T) | \\
\leq \alpha^{-1}(\tilde{\alpha}(\Delta_x) + \Delta_3 + \delta) + \frac{1}{2} + \frac{1}{2}.
\]
From the definition of \( \Delta_1 \), we have
\[
| \mathcal{F}^a_{T,h}(x,w_T) | \leq \Delta_1. \tag{17}
\]
By (10), the second inequality of (12) and (17), we get
\[ V_{k+1}^e - V_k \leq T \left[ -\alpha(|x(k)|) + \frac{1}{T} \int_{kT}^{(k+1)T} \dot{\gamma}(|w(s)|) ds + \delta_1 \right] + M \left| \mathcal{F}_{T,h}^c(x, w_T) - \mathcal{F}_{T,h}^c(x, w_T) \right|. \]
It follows from (15) that
\[ V_{k+1}^e - V_k \leq T \left[ -\alpha(|x(k)|) + \frac{1}{T} \int_{kT}^{(k+1)T} \dot{\gamma}(|w(s)|) ds + \delta_1 \right] + M \left[ T \rho(h) + \tilde{L}(e^{LT} - 1) |x(k) - x_e(k)| \right]. \]
By Lemma 12 we have
\[ V_{k+1}^e - V_k \leq T \left[ -\alpha(|x(k)|) + \frac{1}{T} \int_{kT}^{(k+1)T} \dot{\gamma}(|w(s)|) ds + \delta_1 \right] + M \left[ T \rho(h) + \tilde{L}(e^{LT} - 1) \left( T \varepsilon_1 + L e^{L(i+1)T} \sum_{i=0}^{\ell-2} \int_{(k-i-1)T}^{(k-i)T} |w(s)| ds \right) \right]. \]
Given the fact that \( w \in L_\infty(\Delta_2) \cap L_\dot{\gamma}(\Delta_3) \), we obtain
\[ V_{k+1}^e - V_k \leq T \left[ -\alpha(|x(k)|) + \frac{1}{T} \int_{kT}^{(k+1)T} \dot{\gamma}(|w(s)|) ds + \delta_1 \right] + TM \left[ \rho(h) + \tilde{L}(e^{LT} - 1) \left( \varepsilon_1 + L e^{L(i+1)T} (\ell - 1) \Delta_2 \right) \right]. \]
By the definitions of \( T_6^* \) and \( h_6^* \), we get
\[ V_{k+1}^e - V_k \leq T \left[ -\alpha(|x(k)|) + \frac{1}{T} \int_{kT}^{(k+1)T} \dot{\gamma}(|w(s)|) ds + 2\delta_1 \right]. \]
It follows from the choice of \( \tilde{\alpha}_1(\cdot) \) and \( \tilde{\alpha}_2(\cdot) \), and the definitions of \( \alpha_1(\cdot) \) and \( \alpha_2(\cdot) \) that
\[ V_{k+1}^e - V_k \leq T \left[ -\alpha_1(V_k) \alpha_2(V_k) + \frac{1}{T} \int_{kT}^{(k+1)T} \dot{\gamma}(|w(s)|) ds + 2\delta_1 \right]. \]
Without loss of generality assume that \( \alpha \), coming from item 4, satisfies \( \alpha(s) \leq s \) for all \( s \geq 0 \). Then from the definition of \( \Delta_1 \) and the choice of \( x(k), \alpha^{-1}(V_k) < \Delta_1 \) implies \( V_k < \alpha(\Delta_1) \leq \Delta_1 \).
It follows from the fact that \( \alpha_1(s) \alpha_2(s) \geq 4\delta_1 \) for all \( s \in [\delta/2, \Delta_1] \) that
\[ V_{k+1}^e - V_k \leq T \left[ -\frac{1}{2} \alpha_1(V_k) \alpha_2(V_k) + \frac{1}{T} \int_{kT}^{(k+1)T} \dot{\gamma}(|w(s)|) ds \right] \tag{18} \]
when \( \Delta_1 \geq V_k \geq \frac{\delta}{2} \). Furthermore, with the choice of \( T_7^* \) and \( h_7^* \), we have
\[ V_{k+1}^e \leq V_{k+1}^e + |V_{k+1}^e - V_{k+1}^a| \leq V_k + \frac{\delta}{2}. \tag{19} \]
Define $w_k := \int_0^{kT} \hat{\gamma}(|w(s)|)ds$ and $y_k := V_k - w_k$. We emphasize that $w_0 = 0$ and $w_k$ is nondecreasing. Denote $\tilde{\rho}(\cdot) := \frac{1}{2}\rho_1(\cdot)\rho_2(\cdot)$. From the definitions of $w_k$ and $y_k$, (19) and the fact that $V_{k+1} - w_{k+1} \leq V_{k+1} - w_k$, we have

$$y_{k+1} \leq y_k + \frac{\delta}{2}.$$ 

Moreover, $V_k \geq \frac{\delta}{2}$ implies that $y_k \geq \frac{\delta}{2} - w_k \geq \frac{\delta}{2}$. This together with (18) gives

$$y_{k+1} - y_k \leq -T\tilde{\rho}(\max\{y_k + w_k, 0\})$$

whenever $y_k \leq \overline{\alpha}(\Delta_x) + \delta$. It should be pointed out that $y_k \geq -\Delta_3$ for all $k \in \mathbb{Z}_{\geq 0}$ because $V_k \geq 0$ and $w_k \leq \Delta_3$. With the same arguments as those in [21], for any $y_0 \in [0, \overline{\alpha}(\Delta_x) + \delta]$ we have that $y_k \in [-\Delta_3, \overline{\alpha}(\Delta_x) + \delta]$ for all $k \in \mathbb{Z}_{\geq 0}$. This implies that $V_k \leq \overline{\alpha}(\Delta_x) + \Delta_3 + \delta$ for all $k \in \mathbb{Z}_{\geq 0}$ and thus we can repeat all the above arguments for each $k$. Moreover, all conditions of [21, Lemma 3] are met with $\Delta_y = \overline{\alpha}(\Delta_x) + \delta$, $c_1 = c_2 = \frac{\delta}{2}$ and $k^* = +\infty$ therein. Therefore, there exists $\beta \in KL$ such that the following holds

$$y_k \leq \beta(y_0, kT) + w_k + \frac{\delta}{2} + \frac{\delta}{2} \quad \forall k \in \mathbb{Z}_{\geq 0}.$$ 

It follows from the definitions of $y_k$ and $w_k$, the fact that $y_0 = V_0$, and the second inequality of (8) that

$$\alpha((x(k))) \leq \beta(\overline{\alpha}(|x(0)|), kT) + 2 \int_0^{kT} \hat{\gamma}(|w(s)|)ds + \delta$$

for all $k \in \mathbb{Z}_{\geq 0}$. This completes the proof. \hfill \blacksquare

Next, in the following theorem, we show SP-iiSS of the exact discrete-time models (11).

**Theorem 8:** Assume that the following hold

i) The family of the approximate discrete-time models (7) is Lyapunov-SP-iiSS;

ii) $F^T_{\tau,h}$ is one-step consistent with $F^T$;

iii) $u_{T,h}$ is uniformly Lipschitz.

Then the family of exact discrete-time models (11) is SP-iiSS.

**Proof:** Take any positive real numbers $(\Delta_x, \Delta_w, \delta)$. Denote $\Delta_x := \alpha^{-1}(\overline{\alpha} \circ \alpha^{-1}(\Delta_w + \delta) + 1)$, $\Delta_w := \max\{\Delta_w, \tilde{\gamma}^{-1} \circ \alpha(\Delta_x)\}$ and $\delta := \delta$. Let the data $(\Delta_x, \Delta_w, \delta)$ generate $T^*_1, h^*_1$ and the family of Lyapunov functions $V_{T,h}$ coming from Lemma 13 (see A). Take $T^*_2$ such that $T^*_2[\tilde{\gamma}(\Delta_w) + \delta] < 1$. Let $T^* := \min\{T^*_1, T^*_2, h^*_1, T^*_2\}$. It follows from the second inequality of (8) and the monotonicity of $\alpha$ that

$$V_{T,h}(F^T_{\tau,h}(x(k), u_T[k])) - V_{T,h}(x(k)) \leq T \left[ -\alpha \circ \overline{\alpha}^{-1}(V_{T,h}(x(k))) + \frac{1}{T} \int_{kT}^{(k+1)T} \hat{\gamma}(|w(s)|)ds + \delta \right]$$

(20)

for all $h \in (0, h^*)$ associated with each fixed $T \in (0, T^*)$, all $|x(k)| \leq \Delta_x$ and all $w \in \mathcal{L}_\infty(\Delta_w)$. Take an arbitrary $x(0)$ with $|x(0)| \leq \Delta_x$. It follows from the definition of $\Delta_w$ and the monotonicity of $\alpha$ that $V_{T,h}(x(0)) \leq \overline{\alpha}(\Delta_x) \leq \overline{\alpha} \circ \alpha^{-1}(\tilde{\gamma}(\Delta_w) + \delta)$. Now show that for any $x(0)$ with $V_{T,h}(x(0)) \leq \overline{\alpha} \circ \alpha^{-1}(\tilde{\gamma}(\Delta_w) + \delta)$, we have $|x(k)| \leq \Delta_x$ for all $k \in \mathbb{Z}_{\geq 0}$. To see this, note that from (20), the fact that $w \in \mathcal{L}_\infty(\Delta_w)$ and the choice of $T^*_2$, we have

$$V_{T,h}(x(1)) \leq V_{T,h}(x(0)) + T(\Delta_w + \delta) < \overline{\alpha} \circ \alpha^{-1}(\tilde{\gamma}(\Delta_w) + \delta) + 1.$$ 

It follows from the first inequality of (8) and the definition of $\Delta_x$ that $|x(1)| < \Delta_x$. Then $x(1)$ is such that either $V_{T,h}(x(1)) \leq \overline{\alpha} \circ \alpha^{-1}(\tilde{\gamma}(\Delta_w) + \delta)$ or $\overline{\alpha} \circ \alpha^{-1}(\tilde{\gamma}(\Delta_w) + \delta) \leq V_{T,h}(x(1)) < \overline{\alpha} \circ \alpha^{-1}(\tilde{\gamma}(\Delta_w) + \delta) + 1$. In the former case, with the same arguments as above we see $V_{T,h}(x(2)) <
\[ \alpha \circ \alpha^{-1}(\hat{\gamma}(\Delta_w) + \delta) + 1. \]

In the latter case, it follows from (20), the fact that \( w \in \mathcal{L}_\infty(\Delta_w) \) and the choice of \( T_2^* \) that

\[
V_{T,h}(x(2)) \leq V_{T,h}(x(1)) - T \alpha \circ \alpha^{-1} \circ \alpha^{-1}(\hat{\gamma}(\Delta_w) + \delta) + T(\hat{\gamma}(\Delta_w) + \delta)
\]

\[
< \alpha \circ \alpha^{-1}(\hat{\gamma}(\Delta_w) + \delta) + 1.
\]

Repeating the same procedure yields \( V_{T,h}(x(k)) < \alpha \circ \alpha^{-1}(\hat{\gamma}(\Delta_w) + \delta) + 1 \) for all \( k \in \mathbb{Z}_{\geq 0} \).

This together with the first inequality of (8) and the definition of \( \Delta_x \) gives \( |x(k)| < \Delta_x \) for all \( k \in \mathbb{Z}_{\geq 0} \).

Therefore, (20) holds for all \( k \in \mathbb{Z}_{\geq 0} \).

Taking a sum of (20) from 0 to \( k \) gives

\[
V_{T,h}(x(k)) - V_{T,h}(x(0)) = \sum_{i=0}^{k-1} \left[ V_{T,h}(x(i+1)) - V_{T,h}(x(i)) \right]
\]

\[
\leq -T \sum_{i=0}^{k-1} \alpha \circ \alpha^{-1}(V_{T,h}(x(i))) + \int_0^{kT} \hat{\gamma}(|w(s)|)ds + Tk\delta.
\]

It follows from (8) that

\[
T \sum_{i=0}^{k-1} \alpha \circ \alpha^{-1} \circ \alpha(\Delta(|x(i)|)) \leq T \sum_{i=0}^{k-1} \alpha \circ \alpha^{-1}(V_{T,h}(x(i)))
\]

\[
\leq \alpha(\Delta(|x(0)|)) + \int_0^{kT} \hat{\gamma}(|w(s)|)ds + Tk\delta.
\]

This complete the proof.

Remark 9: Note that all of our results are valid if we set \( h = T \). This case not only because of its simplicity but also because several approximation methods (such as the classic Euler approximation) preserve the structure and types of nonlinearities of the continuous-time system and, hence, may be preferable to the designer. It should be noted that our results also hold for this special case.

Remark 10: Throughout the paper we the full information case in which all the state variables of the plant are measurable. This restriction can be relaxed using an output-based dynamic controller along the lines in [3]. In this case, however, the results can be proved at the expense of possibly more restrictive assumptions including a uniform global Lipschitz condition on \( F_\gamma \).

Remark 11: Here are two points which can be observed from the proofs of our results:

- Because of dealing with a multi-rate scheme, more complicated derivation and analysis are required in comparison with those in [21]. In particular, the mismatch between the plant state \( x \) and the estimator state \( x_c \) produces an additional term in equation (15), compared with its single-rate counterpart in proof of Theorem 1 in [21]. This term, in turn, leads to nontrivial difficulties in the following equations and analysis of the system.
- Based on the definition of \( T^* \) given in the proofs of our results, there is a trade-off between the values of \( \ell \) and \( T^* \). In other words, the slower sampler (the larger \( \ell \)) is, the smaller maximum value should be chosen for \( T \) to guarantee the properties of the system.

V. Example

Consider the following continuous-time plant

\[
\dot{x}_1 = -\frac{x_1}{1+x_1} + x_1x_2,
\]

\[
\dot{x}_2 = u + w,
\]

(21)
where \( x = (x_1, x_2) \) is the state, \( u \) is the control input and \( w \) is the disturbance input that is given by

\[
w(t) = \begin{cases} 
1 & 2k \leq t < (2k + 1), \\
-1 & 2k + 1 \leq t < 2(k + 1), \\
0 & t \geq 6,
\end{cases}
\]

for \( k = 0, 1, 2 \).

Assume that the plant is located between a sampler and a ZOH device. Given the case \( h = T \), we use the following approximate model for controller design [13], [25]

\[
x_1(k + 1) = x_1(k) + T \left( -\frac{x_1(k)}{1 + x_2(k)} + x_1(k) x_2(k) \right),
\]

\[
x_2(k + 1) = x_2(k) + T u(k) + \int_{kT}^{(k+1)T} w(s) ds.
\]

The above model is one-step consistent with the corresponding exact model. Following the Lyapunov-based controller redesign for sampled-data systems developed in [26], the control law is given by

\[
u_T,h(x) = \frac{2x_1^2}{1 + x_1^2} - c_1 x_2 - T c_2 x_2 x_1^2,
\]

where \( c_1, c_2 > 0 \). Note that the control law (24) is uniformly locally Lipschitz. Let

\[
V(x_1, x_2) = \ln(1 + x_1^2) + \frac{1}{2} x_2^2
\]

be the SP-iISS Lyapunov candidate for the approximate model of the single-rate sampled-data system (23) and (24). It is straightforward to see that for any positive real numbers \( (\Delta_1, \Delta_2, \Delta_3, \delta) \), there exists \( T^* > 0 \) such that for all \( T \in (0, T^*) \) and all \( x \in \mathbb{R}^{n_x} \) with \( |x| \leq \Delta_1 \) the following holds

\[
V(x(k + 1)) - V(x(k)) \leq T \left[ -\frac{2x_1^2}{1 + x_1^2} - (c_1 - 1/2) x_2^2 - T c_2 x_2 x_1^2 + \frac{1}{T} \int_{kT}^{(k+1)T} |w(s)| ds + \delta_1 \right]
\]

with \( w(\cdot) \) defined by (22). To evaluate the efficiency, both single-rate, which is developed in [21], and multi-rate schemes are implemented for the above system and the results are compared. The parameters in the control law (24) are set as \( c_1 = 6 \) and \( c_2 = 1 \). Simulations are carried out for different values of sampling times. Note that for the single-rate scheme, the ZOH and sampler sampling times are set equal to \( T_s \). On the other hand, for the multi-rate scheme, these values are non-equal and denoted by \( T \) and \( T_s \), respectively. Following the arguments in [13] Example III.1, in each set of simulations, an estimated region of initial conditions is obtained \( i.e. \ |x_0| \leq R_T \), for which the state \( x \) stays bounded. This region is denoted as region of boundedness (ROB). The results are given in Table I. As it is clear, generally, for the same value of sampling time, the multi-rate systems guarantee a larger ROB, compared to the single-rate system. In particular, by lowering the ZOH sampling time in multi-rate scheme, one can guarantee a larger ROB for the closed-loop system. Indeed, raising the sampling period from 0.3 to 0.34 would render the single-rate case unstable, while this margin for both the multi-rate cases is 0.38.

| TABLE I: Radius of ROB \((i.e. R_T)\) for different values of sampler \((T_s)\) and ZOH \((T)\) sampling times. |
| --- | --- | --- | --- | --- | --- |
| | \( T_s \) | \( T \) | \( T_s \) | \( T \) | \( T_s \) | \( T \) |
| SR Scheme | 24 | 11.5 | 7.1 | 0 | 0 |
| MR Scheme \((T = 0.05)\) | 27.5 | 13.4 | 8.5 | 7 | 0 |
| MR Scheme \((T = 0.01)\) | 30.2 | 14.7 | 9.4 | 8.2 | 0 |
To compare the results of systems from a performance point of view, state trajectories are obtained for all three multi-rate and single-rate cases given in Table I with \( T_s = 0.3 \) s, and identical initial conditions \( x_0 = [1.2, -5.9]^\top \). The state response is depicted in Figure 1, where the trajectories of the both multi-rate schemes look quite similar. The single-rate scheme, however, deteriorates the state performance and leads to a larger overshoot and longer settling time.

VI. CONCLUSIONS

In this paper, we investigated the properties of SP-iISS and SP-iiSS for dual-rate nonlinear sampled-data systems. In particular, we extended single-rate results in [21] to the case of the low measurement rate constraint. Towards this end, we compensated the lack of measurements using an estimator approximately reconstructing the current state. Then we provided sufficient conditions under which a controller that semiglobally practically integral input-to-(integral-)state stabilizes the family of approximate discrete-time models of the single-rate nonlinear sampled-data system, also stabilizes the family of exact discrete-time models of the nonlinear sampled-data system in the same sense implemented in the dual-rate setting. As a verification of our results, numerical simulations were given.

Our results can be further extended to accommodate output feedback control problem, transmission delays and message dropouts; e.g., see [3], [15], [27] for more details.
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Lemma 12: Let any positive real numbers \((\Delta_x, \Delta_w, \varepsilon)\) be given. There exist \(T^* > 0\) and \(L > 0\) such that for any fixed \(T \in (0, T^*)\) there exists \(h^* \in (0, T)\) such that for all \(h \in (0, h^*), |x(0)| \leq \Delta_x\) and \(w \in L_\infty(\Delta_w)\), the following holds

\[
|x(k) - x_e(k)| \leq T \varepsilon + L \sum_{i=0}^{\ell-2} e^{L(i+1)T} \int_{(k-i-1)T}^{(k-i)T} |w(s)| \, ds
\]

whenever \(\max_{i \in \{0, 1, \ldots, k\}} |x(i)| \leq \Delta_x\) for some \(k \in \mathbb{Z}_{\geq 0}\).

Proof: The proof follows the same arguments as those in the proof of [17, Claim 1] and, hence, is omitted.
Lemma 13: Let items 1 to 4 of Theorem 8 hold. Given any positive real numbers \( (\Delta_x, \Delta_w, \delta) \), there exists \( T^* > 0 \) such that for each fixed \( T \in (0, T^*) \) there exists some \( h^* \in (0, T] \) such that

\[
V_{T,h}(F_{T,h}^e(x(k), w_T[k])) - V_{T,h}(x(k)) \leq T \left[-\alpha(|x(k)|) + \frac{1}{T} \int_{kT}^{(k+1)T} \hat{\gamma}(|w(s)|)ds + \delta \right]
\]

(25)

for all \( h \in (0, h^*) \), all \( |x(k)| \leq \Delta_x \) and all \( w \in \mathcal{L}_\infty(\Delta_w) \).

Proof: Let positive real numbers \( (\Delta_x, \Delta_w, \delta) \) be given. Denote \( \Delta_1 := \max\{\Delta_x, \alpha^{-1}(\overline{\gamma}(\Delta_x)) + 1\} \), \( \Delta_2 := \Delta_w \), \( \Delta_3 := \overline{\gamma}(\Delta_w) \) and \( \delta_1 := \frac{\delta}{\Delta_1} \). Let \( \Delta_1 \) generate \( T^*_1, h^*_1 \) and \( \tilde{L} \) from item 3. Let the quadruple \( (\Delta_1, \Delta_2, \Delta_3, \delta_1) \) generate \( T^*_2, h^*_2 \), \( M \) and a SP-iISS Lyapunov function from item 1 of Theorem 8. Take any \( \varepsilon_1 > 0 \). Let the quadruple \( (\Delta_1, \Delta_2, \varepsilon_1) \) generate \( T^*_3, h^*_3 \) and \( L \) from Lemma 12. By item 3 of Theorem 8 there exist \( T^*_4 > 0 \), \( h^*_4 > 0 \) and \( \Delta_u > 0 \) such that \( |u_{T,h}(x)| \leq \Delta_u \) for all \( x \in \mathbb{R}^n \) with \( |x| \leq \Delta_1 \), all \( T \in (0, T^*_4) \) and all \( h \in (0, h^*_4) \). Also, let \( (\Delta_1, \Delta_u, \Delta_2) \) generate \( \rho, T^*_5 \) and \( h^*_5 \) from item 3 of Theorem 8. Take \( T^*_6 \) and \( h^*_6 \) such that

\[
M \left[ \rho(h^*_6) + \tilde{L}(e^{LT^*_6} - 1) \left( \varepsilon_1 + Le^{(\ell-1)T^*_6}(\ell - 1)\Delta_3 \right) \right] \leq \delta_1.
\]

Let \( T^*_7 \) and \( h^*_7 \) be such that

\[
T^*_7 \left[ \rho(h^*_7) + \tilde{L}(e^{LT^*_7} - 1) \left( \varepsilon_1 + Le^{(\ell-1)T^*_7}(\ell - 1)\Delta_3 \right) \right] \leq 1.
\]

Let \( T^*_8 \) be such that \( T^*_8(\overline{\gamma}(\Delta_2) + \delta_1) < 1 \). Denote \( T^* := \min\{\min_{i \in \{1, \ldots, 8\}} T^*_i, 1\} \) and \( h^* := \min\{\min_{i \in \{1, \ldots, 8\}} h^*_i, T^* \} \).

Pick an arbitrary \( x(k) \) such that \( |x(k)| \leq \Delta_x \). From the fact that \( \mathcal{L}_\infty(\Delta_w) = \mathcal{L}_\infty(\Delta_2) \cap \mathcal{L}_\infty(\Delta_3) \) for all signals defined over a time interval of less than one unit of time, we have that for all \( h \in (0, h^*_2) \) associated with each fixed \( T \in (0, T^*_2) \), all \( |x(k)| \leq \Delta_x \) and all \( w \in \mathcal{L}_\infty(\Delta_w) \)

\[
V^a_{k+1} - V_k \leq T \left[-\alpha(|x(k)|) + \frac{1}{T} \int_{kT}^{(k+1)T} \hat{\gamma}(|w(s)|)ds + \delta_1 \right].
\]

So we get

\[
V^e_{k+1} - V_k = V^e_{k+1} - V^e_{k} + V^e_{k+1} - V^a_{k+1} \leq T \left[-\alpha(|x(k)|) + \frac{1}{T} \int_{kT}^{(k+1)T} \hat{\gamma}(|w(s)|)ds + \delta_1 \right] + |V^a_{k+1} - V^a_{k+1}|.
\]

From item 3 of Theorem 8 and our choice of \( T^*_8 \), we have

\[
\alpha(|F^a_{T,h}(x, w_T)|) \leq V^a_{k+1} \leq V_k + T(\overline{\gamma}(\Delta_2) + \delta_1) \leq \overline{\alpha}(\Delta_x) + 1.
\]

(26)

It follows from the definition of \( \Delta_1 \) that

\[
|F^e_{T,h}(x, w_T)| < \Delta_1.
\]

(27)

With the same arguments as those in proof of Theorem 7 (cf. (13) and (14)), we have

\[
|F_{T,h}^e(x(k), w_T[k]) - F_{T,h}^a(x(k), w_T[k])| \leq T(\rho(h) + \tilde{L}(e^{LT} - 1)|x(k) - x_c(k)|).
\]

(28)

Applying Lemma 12 to the right-hand side of (28) yields

\[
\left| F_{T,h}^e(x, w_T) - F_{T,h}^a(x, w_T) \right| \leq T \left( \rho(h) + \tilde{L}(e^{LT} - 1) \left(T\varepsilon_1 + Le^{L(\ell-1)T} \sum_{i=0}^{\ell-2} e^{L(i+1)T} \int_{(k-i)T}^{(k-i+1)T} |w(s)|ds \right) \right).
\]
It follows from the fact that \( w \in \mathcal{L}_\infty(\Delta_2) \) that

\[
|\mathcal{F}_{T,h}^e(x, w_T) - \mathcal{F}_{T,h}^o(x, w_T)| \leq T \left( \rho(h) + \tilde{L}(e^{LT} - 1) \left( T \varepsilon_1 + L(\ell - 1) e^{L(\ell - 1)T} \Delta_2 \right) \right).
\]

From the choice of \( T^*_h \) and \( h^*_h \), we obtain

\[
|\mathcal{F}_{T,h}^e(x, w_T) - \mathcal{F}_{T,h}^o(x, w_T)| \leq 1. \tag{29}
\]

Exploiting the last inequality of (26) and (29) gives

\[
|\mathcal{F}_{T,h}^e(x, w_T)| \leq |\mathcal{F}_{T,h}^o(x, w_T)| + |\mathcal{F}_{T,h}^e(x, w_T) - \mathcal{F}_{T,h}^o(x, w_T)|
\leq \alpha^{-1}(\alpha(\Delta_2) + 1) + 1 \leq \Delta_1. \tag{30}
\]

By (10), (27) and the last inequality of (30), we get

\[
V_{k+1}^e - V_k \leq T \left[ -\alpha(|x(k)|) + \frac{1}{T} \int_{kT}^{(k+1)T} \tilde{\gamma}(|w(s)|)ds + \delta_1 \right]
+ M \left[ T \left( \mu(h) + \tilde{L}(e^{LT} - 1) |x(k) - x_e(k)| \right) \right].
\]

It follows from (28) that

\[
V_{k+1}^e - V_k \leq T \left[ -\alpha(|x(k)|) + \frac{1}{T} \int_{kT}^{(k+1)T} \tilde{\gamma}(|w(s)|)ds + \delta_1 \right]
+ M \left[ T \mu(h) + \tilde{L}(e^{LT} - 1) |x(k) - x_e(k)| \right].
\]

By Lemma 12 we have

\[
V_{k+1}^e - V_k \leq T \left[ -\alpha(|x(k)|) + \frac{1}{T} \int_{kT}^{(k+1)T} \tilde{\gamma}(|w(s)|)ds + \delta_1 \right]
+ M \left[ T \mu(h) + \tilde{L}(e^{LT} - 1) \left( T \varepsilon_1 + \sum_{i=0}^{\ell - 2} e^{L(\ell - i + 1)T} \int_{(k-i-1)T}^{(k-i)T} |w(s)| ds \right) \right]
\leq T \left[ -\alpha(|x(k)|) + \frac{1}{T} \int_{kT}^{(k+1)T} \tilde{\gamma}(|w(s)|)ds + \delta_1 \right]
+ M \left[ T \mu(h) + \tilde{L}(e^{LT} - 1) \left( T \varepsilon_1 + e^{L(\ell - 1)T} \sum_{i=0}^{\ell - 2} \int_{(k-i-1)T}^{(k-i)T} |w(s)| ds \right) \right].
\]

It follows from the fact that \( w \in \mathcal{L}_\infty(\Delta_2) \) that

\[
V_{k+1}^e - V_k \leq T \left[ -\alpha(|x(k)|) + \frac{1}{T} \int_{kT}^{(k+1)T} \tilde{\gamma}(|w(s)|)ds + \delta_1 \right]
+ T M \left[ \mu(h) + \tilde{L}(e^{LT} - 1) \left( \varepsilon_1 + e^{L(\ell - 1)T} (\ell - 1) \Delta_2 \right) \right].
\]

By the choice of \( T^*_6 \) and \( h^*_6 \), we obtain

\[
V_{k+1}^e - V_k \leq T \left[ -\alpha(|x(k)|) + \frac{1}{T} \int_{kT}^{(k+1)T} \tilde{\gamma}(|w(s)|)ds + 2\delta_1 \right].
\]

This completes the proof.