Turbulence in stratified atmospheres: implications for the intracluster medium
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ABSTRACT

The gas motions in the intracluster medium (ICM) are governed by turbulence. However, since the ICM has a radial profile with the centre being denser than the outskirts, ICM turbulence is stratified. Stratified turbulence is fundamentally different from Kolmogorov (isotropic, homogeneous) turbulence; kinetic energy not only cascades from large to small scales, it is also converted into buoyancy potential energy. To understand the density and velocity fluctuations in the ICM, we conduct high-resolution (1024² × 1536 grid points) hydrodynamical simulations of subsonic turbulence (with rms Mach number $M \approx 0.25$) and different levels of stratification, quantified by the Richardson number $R_i$, from $R_i = 0$ (no stratification) to $R_i = 13$ (strong stratification). We quantify the density, pressure and velocity fields for varying stratification because observational studies often use surface brightness fluctuations to infer the turbulent gas velocities of the ICM. We find that the standard deviation of the logarithmic density fluctuations ($\sigma_s$, where $s = \ln(\rho/\langle \rho \rangle)$), increases with $R_i$. For weakly stratified subsonic turbulence ($R_i \lesssim 10, M < 1$), we derive a new $\sigma_s - M - R_i$ relation, $\sigma_s^2 = \ln(1 + b^2 M^4 + 0.09 M^2 R_i H_P / H_S)$, where $b = 1/3$–1 is the turbulence driving parameter, and $H_P$ and $H_S$ are the pressure and entropy scale heights respectively. We further find that the power spectrum of density fluctuations, $P(\rho_k/\langle \rho \rangle)$, increases in magnitude with increasing $R_i$. Its slope in $k$-space flattens with increasing $R_i$ before steepening again for $R_i \gtrsim 1$. In contrast to the density spectrum, the velocity power spectrum is invariant to changes in the stratification. Thus, we find that the ratio between density and velocity power spectra strongly depends on $R_i$, with the total power in density and velocity fluctuations described by our $\sigma_s - M - R_i$ relation. Pressure fluctuations, on the other hand, are independent of stratification and only depend on $M$.
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1 INTRODUCTION

An interplay between turbulence and gravity is observed in several terrestrial and astrophysical fluid systems, starting from the earth’s atmosphere and oceans to hot ionised plasma in clusters of galaxies (Stein 1967; Mac Low & McCray 1988; Fernando & Hunt 1996; Parmentier et al. 2013). All these phenomena are governed by the physics of stratified turbulence. In our study we focus on stratified turbulence in the regimes relevant to the intracluster medium (ICM), which is moderately stratified in the gas density, i.e., the ratio of buoyancy and the turbulent shear forces on the driving scale - defined as the Richardson number ($R_i$) is $\lesssim 10$. Based on their entropy profiles, clusters can be broadly divided into cool cores (CCs) and non-cool cores (NCCs). CC clusters are relaxed with a high (low) central gas density (entropy), and NCCs are typically undergoing mergers. In Figure 1 we show the typical $R_i$ profile for these two types of clusters.

Recent observations (Zhuravleva et al. 2014a; Hitomi Collaboration 2016; Zhuravleva et al. 2018) have tried to measure turbulent velocities in cluster cool cores, which is important to infer details about gas motions and thermodynamics. Hitomi Collaboration measured the gas velocities directly by looking at Doppler line-broadening of Fe\textsubscript{xxv} and Fe\textsubscript{xxvi} lines, but such direct measurements will only be
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available in a few years.\footnote{\url{https://global.jaxa.jp/projects/sas/xrism/}} We can infer the turbulent velocities indirectly if we can relate them to density fluctuations, which are easier to measure from X-ray surface brightness maps (e.g., Zhuravleva et al. 2014a). Other than cool cores, on larger scales such as cluster outskirts, turbulent pressure is a key component of the non-thermal pressure support. Estimating turbulent velocities is again important in calculating the hydrostatic mass bias of clusters (George et al. 2009; Bautz et al. 2009; Cavaliere et al. 2011; Nelson et al. 2014). On these scales, pressure fluctuations obtained from Sunyaev-Zeldovich effect (SZ) observations can also be used to estimate gas velocities (Zeldovich & Sunyaev 1969; Khatri & Gaspari 2016; Mroczkowski et al. 2019). Thus, a detailed study of density, pressure and velocity fluctuations in a stratified medium is important to obtain reliable scaling relations between different observables and velocities (see Simionescu et al. 2019 for a review on ICM gas velocities).

Many current turbulence studies of the ICM typically ignore the effects of gravity (and hence stratification), and model it using homogeneous isotropic turbulence (Brunetti & Lazarian 2007; Banerjee & Sharma 2014; Mohapatra & Sharma 2019; Grete et al. 2019). However, the gas distribution in the ICM is neither homogeneous nor isotropic. Instead, the density distribution is stratified and is in rough hydrostatic equilibrium with the gravitational profile. Stratified turbulence itself is fundamentally different from homogeneous isotropic turbulence, in that it opens up a new channel of energy exchange. While in homogeneous isotropic turbulence, kinetic energy cascades down through eddies of decreasing sizes and is ultimately dissipated on the viscous length scale (Frisch 1995), in stratified turbulence energy can also be channeled back and forth between kinetic energy and gravitational potential energy (Bolgiano 1962; Verma 2018). Due to these fundamental differences $\ell_t$, the rate of transfer of kinetic energy on length scale $\ell$ can vary as a function of $\ell$. This can change the interpretation of important statistical tools used to analyse turbulence, such as velocity and density distributions, power spectra of velocity and density and their correlation functions.

In most current theoretical and computational studies of stratified turbulence, driving is generally perpendicular to the direction of gravity. (Carnevale et al. 2001a; Lindborg 2006; Brethouwer & Lindborg 2008; Herring & Kimura 2013; Kumar et al. 2014). They are designed to model stratified turbulence in planetary atmosphere and oceans. However turbulence in the cluster cores is driven more isotropically. Thus, we consider driving by mergers with $L_{\text{div}} = 10$ kpc and $v_{\text{div}} = 300$ km/s (Hitomi Collaboration 2016). For NCC clusters, we consider driving by mergers with $L_{\text{div}} = 1$ Mpc and $v_{\text{div}} = 1000$ km/s. Here we use the Brunt-Vaisala frequency $N$ from figure 1 in Shi & Zhang (2019). Note that $Ri = N^2 L_{\text{div}}^2 / v_{\text{div}}^2$ is sensitive to the choice of $L_{\text{div}}$ and $v_{\text{div}}$. Moderately stratified turbulence with $Ri \lesssim 10$ governs both cool and non-cool core clusters.

In this study, we analyse turbulence by varying the stratification parameter $Ri$ in our simulations. We model the ICM using hydrodynamic equations with gravity and turbulent forcing as additional source terms in their models. However, these simulations mostly cannot resolve the Ozmidov length $l_o$ (the length scale where turbulent shear and stratification terms are equal in magnitude) within the inertial range of turbulence. Even when this length scale is resolved, there is a lack of a detailed parameter study of how turbulence varies with the changing strength of stratification parameterised by $Ri$.

In this study, we analyse turbulence by varying the stratification strength in the parameter space relevant to the ICM (i.e. $0.001 \lesssim Ri \lesssim 10$, see Table 1) and compare some key turbulence statistics (such as probability distribution functions (PDFs) of velocity, density, power spectra of density and velocity). The paper is organised as follows: in section 2 we describe our setup and methods, we present our results and their interpretations in section 3, we compare our results with the literature and discuss the caveats of our work in section 4, and we conclude in section 5.

2 METHODS

2.1 Model equations

We model the ICM using hydrodynamic equations with gravity and turbulent forcing as additional source terms in the momentum and energy equations. We solve the following
This gives us the condition for the entropy scale height
\[ H_S = \left( \frac{\gamma}{\gamma - 1} \right) H_P. \] (5)
This condition is satisfied for all our simulations, which locally mimic the stably stratified ICM.

2.3 Calculating the Richardson number (Ri)
Consider a parcel of gas with density \( \rho' \) and pressure \( P' \) at \( z = z \), moving with \( v_z > 0 \). As the parcel rises subsonically to \( z + \delta z \), it is in pressure equilibrium with its surroundings, but does not exchange energy with it. Thus the gas parcel is adiabatic. The Lagrangian changes in the pressure and density of the parcel, respectively, are
\[ \Delta P' = P'(z + \delta z) - P'(z) = \frac{\partial P'}{\partial z} \delta z. \] (6a)
\[ \Delta \rho' = \left( \frac{\partial \rho'}{\partial P'} \right)_s \Delta P', \] (6b)
Since the ambient density \( \rho(z) \) itself changes as a function of \( z \), the Eulerian overdensity at \( z + \delta z \) is given by:
\[ \delta \rho = \frac{\partial P' \delta z}{\partial P' \partial \rho} \] (6c)
The quantity inside the square brackets should be positive for a stable stratification. The buoyancy acceleration acting on the displaced parcel is \( \delta \rho' g / \rho \) and the equation of motion for the gas parcel is
\[ \frac{d^2 \delta z}{dt^2} = -\frac{g \delta z}{\gamma d\rho} \ln \left( \frac{\rho'}{\rho^2} \right) \delta z = -N^2 \delta z, \] (6d)
where \( N^2 \) is the square of the Brunt-Vaisala (BV) frequency. The condition for stable stratification is \( N^2 > 0 \), or
\[ \left( \frac{\gamma}{H_P} - \frac{1}{H_P} \right) > 0, \text{ or } H_p/H_P < \gamma, \] (7)
as mentioned earlier.

The scale-dependent turbulent Richardson number \( R_i \) at a length scale \( \ell \) is defined as
\[ R_i = \frac{N^2}{\nu \ell}, \] (8)
where \( \nu \ell \) is the velocity on length scale \( \ell \). On large scales, stratification is expected to be dominant over turbulence so we can have \( R_i > 1 \), while on small enough length scales, turbulence dominates to give \( R_i < 1 \). The length scale on which \( R_i = 1 \) is called the Ozmidov length scale \( l_o \) (\( R_i l_o = 1 \)).

Table 1 shows the different choices of \( H_p \) and \( H_P \) for different simulations and the Richardson number \( R_i \) on the driving scale \( L_{\text{drive}} \), which we shall refer to as \( R_i \) from now on. An equivalent dimensionless number, the Froude number \( (Fr = R_i^{-1/2}) \) is sometimes used to describe turbulence in stratified fluids.

2.4 Normalisation
In order to compare density, pressure and velocity fluctuations in stably stratified turbulence, we first normalise these fluctuations to construct dimensionless variables \( \bar{\rho} \), \( \bar{P} \) and \( s \). These variables are given by
\[ \bar{\rho} = \frac{\rho}{\langle \rho(z) \rangle}, \] (9a)
\[ \bar{P} = \frac{P}{\langle P(z) \rangle}, \] (9b)
\[ M = \left( \frac{v}{c_{s,\text{rms}}} \right) \] and
\[ s = \ln(\bar{\rho}), \] (9d)
where \( \langle \rho(z) \rangle \) and \( \langle P(z) \rangle \) are the average density and pressure at \( z = z \) slice, respectively, \( v \) is the amplitude of velocity and \( c_{s,\text{rms}} \) is the local speed of sound.
On substituting the expressions for mass is given by with dimensions of velocity. The potential energy per unit
potential energy (per unit mass) is thus given by

\[ \text{N} \]

oscillate about its mean position like a harmonic oscillator
in the absence of continuous turbulence driving, this parcel would
Equation (6d) shows that a gas parcel experiences a restor-
2.5 Calculating the potential energy \( (E_{\text{up}}) \)

Equation (6d) shows that a gas parcel experiences a restoring
force when displaced in the vertical direction. In the
absence of continuous turbulence driving, this parcel would
oscillate about its mean position like a harmonic oscillator
with a natural frequency \( N \) (Chapter 4, Lighthill 1978).
The potential energy (per unit mass) is thus given by

\[ N^2 \delta v^2 / 2 = g^2 \delta \rho / \rho^2 / 2N^2, \tag{10} \]

using eqs. (6c) and (6d). We define a quantity \( u_b = g \delta \rho / \rho \)
with dimensions of velocity. The potential energy per unit mass is
given by

\[ E_{\text{up}} = u_b^2 / 2. \tag{11} \]

On substituting the expressions for \( g \) and \( N \) from eqs. (3b)
and (6d) for the two profiles, we obtain

\[ E_{\text{up}} = \frac{P}{2\rho H_P \frac{\partial P}{\partial E} - \frac{1}{\gamma}} \delta \rho^2. \tag{12} \]

As usual, the fluctuating kinetic energy per unit mass is
\( E_u = \delta v^2 / 2 \), where \( \delta v \) is the magnitude of the fluctuating
velocity at a given height.

\[ \]
i.e. on half of the box size (for simplicity, we have dropped the wavenumber unit $2\pi/L$ in the rest of the paper). Turbulence on scales $k \geq 3$ develops self-consistently, and is not directly driven. We set the autocorrelation time-scale on the driving scale, $\tau_{\text{turb}} = L/(2 \sigma_v)$, where $\sigma_v$ is the standard deviation of velocity on the integral scale, $L/2$. Our driving is solenoidal, i.e., the acceleration field has zero divergence and non-zero curl. Compressive forcing can give rise to larger density perturbations (Federrath et al. 2008), which we do not include in this study. We use the same forcing field for all of our simulations. For further details of the forcing method, refer to section 2.1 of Federrath et al. (2010).

To minimise any anomalous effects of the reflective boundary conditions in the $z$ direction, we apply a window function on the turbulence acceleration field. This window function slowly decays the external acceleration amplitude to zero close to the reflective boundaries in the $z$ direction (for all three components of acceleration). The window function is given by

$$w(z) = 1 \text{ for } |z| < 0.625,$$

$$= \exp(-|z| - 0.625)/0.125 \text{ for } |z| > 0.625. \quad (13)$$

Note that $w(z) = 1$ for the central cube ($|z| < 0.5$) of the simulation domain. Thus, the driving amplitude is reduced exponentially, only very close to the computational domain boundaries in $z$.

### 2.8 Relevance to the ICM

Although we work with dimensionless units, our results can easily be scaled to model the ICM. If we take $L = 40$ kpc, then the driving scale ranges between $10 - 20$ kpc. If the sound speed $c_s \approx 500$ km/s, then with $M \approx 0.25$, $v_{\text{turb}} \approx 125$ km/s. The gas temperature profile is given by

$$T = T_0 \exp\left(-z \left[ \frac{1}{H_\parallel} - \frac{1}{H_\perp} \right] \right), \quad (14)$$

where $T_0 \approx 1$ keV. The scale height of density $H_\rho$ varies between $10 - 600$ kpc and $H_\rho = 2H_\rho$ for various runs. For modelling galaxy clusters, we choose $H_\rho > H_\parallel$ such that $T$ decreases with increasing $z$. Although the temperature increases with radius in cool cores, our results are applicable there too because the buoyant response depends on the entropy gradient rather than the temperature gradient. In the presence of thermal conduction (both isotropic and anisotropic) the physics of stratified turbulence is modified, and temperature fluctuations and gradients become important (McCourt et al. 2011; Gaspari et al. 2014). This investigation is beyond the scope of the present paper.

### 3 RESULTS AND DISCUSSION

Here we describe the results of our simulations and discuss their possible implications in the context of clusters, and stratified turbulence in general. Table 1 lists the different simulation parameters for our runs. We use an identical acceleration field to drive turbulence in all our simulations. Thus, all our simulations have approximately the same subsonic $M = 0.25$ in steady state. We run the simulations for a total of 8 eddy turnover times ($t_{\text{eddy}} = t_{\text{turb}}$) on the driving scale. We have chosen a standard set of runs - R10, R10.003, R10.05, R10.2, R11.0 and R113 (Ri denoted by the number in the label) for our analysis.

Figure 2 shows the time evolution of $M$, $\sigma_\rho$, $E_{\text{th}}$, and $E_{\text{kin}}$ ($\sigma_\rho$ in standard deviation in $s$ over the entire analysis cube). All these quantities reach a steady state at around $t = 3 t_{\text{turb}}$. Thus, we start analysing turbulence at this time and we have a total duration of $5 t_{\text{turb}}$ for statistical averaging (from 3 $t_{\text{turb}}$ to 8 $t_{\text{turb}}$). The gas only heats up slightly due to viscous dissipation of energy, increasing the sound speed with time. However, this change is not significant ($\lesssim 10\%$) and $M$ roughly remains constant for the entire duration of the analysis and statistical averaging, as shown in the top panel of Figure 2.

#### 3.1 Evolution of density perturbations, and potential and kinetic energies

X-ray surface brightness fluctuations are used to calculate density perturbations in the ICM, and these are further used to constrain turbulent gas velocities (Zhuravleva et al. 2014b). Turbulence alone can produce density fluctuations (e.g., Passot & Vázquez-Semadeni 1998; Federrath et al. 2008). However, with stratification, turbulence gives rise to a new kind of density perturbations. When a parcel of gas moves to higher (lower) $z$, it has higher (lower) density compared to the local profile and appears as positive (negative) density perturbation at the parcel’s new location. For unstratified subsonic turbulence, the density perturbations are much smaller and increase roughly quadratically with the Mach number (Mohapatra & Sharma 2019).

The second panel of Figure 2 shows that the amplitude of density fluctuations $\sigma_\rho$ increases with increasing strength of the stratification. For $\text{Ri} \gtrsim 0.05$, these buoyancy-induced density fluctuations are larger than the density fluctuations produced by unstratified turbulence, as seen in effectively unstratified turbulence runs with $\text{Ri} = 0$ and 0.003. Column 7 of Table 1 lists $\sigma_\rho$ for different runs. We discuss more about $\sigma_\rho$ and $\text{Ri}$ in section 3.5.

The vertical motions of parcels of gas also convert $z$-direction kinetic energy into gravitational potential energy due to work done against the buoyancy force. This mechanism of energy transfer is absent in unstratified turbulence. The third and fourth panels of Figure 2 show that $E_{\text{th}}$, $\sigma_\rho$, and the ratio $E_{\text{th}}/E_{\text{kin}}$ increases with increasing stratification, as more and more of the driven energy is converted into potential energy. An increasing potential energy with increasing $\text{Ri}$ is expected from a simple model of a driven-damped harmonic oscillator.

#### 3.2 Volume and column density structure

Here we present mock observables such as column density (similar to X-ray surface brightness if density fluctuations are small as in the present case) and the relative fluctuations thereof. We also plot density slices to look into the effect of integrating along the line of sight (LOS) and superimpose the corresponding velocity field.

The left panel of Figure 3 shows the density and velocity fields integrated perpendicular to the stratification direction (along $x$ direction, for simulations R10, R10.2, R11, and R113 (from top to bottom), i.e., from pure turbulence (top) to...
In Figure 3, we find that observables and their dependence on the ICM and the X-ray surface brightness observations. provide a sense of comparison between the 3D structure of $\Sigma$ in the line of sight (LOS) direction. These panels, Figure 2). During a run, we observe layered stratified structures in $\delta \Sigma_x$ and $\delta \rho_x$.

3.3 Velocity distribution

The velocity field in normal unstratified turbulence is expected to follow a nearly Gaussian distribution, even for supersonic turbulence (Figure A1 in Federrath 2013), and the velocity magnitudes of different components are supposed to be isotropic. Here we study the effect of stratification on the velocity distribution in different directions.

In Figure 4, we show the PDFs of the different velocity components for two different $\text{Ri} = 0.2$ and $\text{Ri} = 13$. Clearly, all the individual component PDFs for both the simulations are nearly Gaussian. For $\text{Ri} = 0.2$, all the three component-PDFs nearly overlap with each other and have the same standard deviation. From now on, we use $\sigma_{vz}$ to denote the standard deviation of the velocity component along $z$. For $\text{Ri} = 0.2$, $\sigma_{vz}$ is only slightly lower than $\sigma_{vx}$ and $\sigma_{vy}$ whereas for $\text{Ri} = 13$, the standard deviation of velocity in different directions is clearly anisotropic, with $\sigma_{vz} < \sigma_{vx}, \sigma_{vy}$.

This analysis shows that the velocity distribution is largely unaffected by stratification if $\text{Ri} \lesssim 1$. However, for $\text{Ri} \gtrsim 1$, stratification strongly affects the velocity distribution by suppressing vertical motions. Also, strong gravity prevents turbulent mixing among different vertical layers (by flattening out the eddies along gravity), resulting in a small number of big two-dimensional eddies. This can lead to a difference between even $\sigma_{vx}$ and $\sigma_{vy}$ (see bottom panel in Figure 3).

3.4 PDF of density perturbations

For unstratified subsonic turbulence, the density is supposed to follow a log-normal distribution (Passot & Vázquez-Semadeni 1998; Federrath et al. 2008; Nolan et al. 2015) with some intermittency corrections (Hopkins 2013). Since our density distribution will be affected by stratification, we instead show the time-averaged volume-weighted distribution of $s$ and fit the function $p_{\text{HK}}(s)$ proposed by Hopkins (2013). It is defined as:

$$p_{\text{HK}}(s) = l_1 \left(2\sqrt{\text{Iaw}(s)}\right) \exp\left(-\lambda + w(s)\right) \frac{\lambda}{\sqrt{2\pi w(s)}},$$

$$\lambda = \sigma_x^2/(2w^2), \quad w(s) = \lambda/(1 + \theta) - s/\theta(w \geq 0),$$

where $l_1(s)$ is the first-order modified Bessel function of the first kind. For further discussion on eq. (15), refer to Hopkins (2013). Figure 5 shows these fits with the y axis in log scale for different stratification runs. Clearly, density fluctuations are larger for stronger stratification, corroborating the trends.
Figure 3. First column: $\Sigma_x$, the density projection along $x$ (perpendicular to the stratification direction), for runs Ri0, Ri0.2, Ri1 and Ri13 at $t = 6 \, t_{\text{turb}}$. The arrows indicate the integrated velocity field in the $yz$ plane. The density gradient along $z$ is stronger for stronger stratification. Second column: Corresponding $\Sigma_x$ perturbations $\delta\Sigma_x$ for different runs. These are obtained by dividing the observed density snapshot by the average density profile for that time and subtracting 1 from it. Column density perturbations are significantly stronger for stronger stratification runs. Third column: Normalised density perturbation slices $\delta\bar{\rho}_x$ taken in $x = 0$ plane. These plots show more small-scale features and are of larger amplitude than $\delta\Sigma_x$. 
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seen in Figures 2 and 3. The density PDFs at lower levels of stratification ($R_i \lesssim 0.1$) show a low-density tail, which is not well accounted for by the fitting function. The value of the intermittency parameter $\theta$ is small for all different levels of stratification – which implies that the distributions are close to log-normal. For $\theta = 0$, Hopkins’ non-log normal PDF $\approx$ log-normal PDF. There is a lot of variation in the lower and higher density tails. We have confirmed that this variability is not affected by limited numerical resolution (Figure A1). For $R_i \gtrsim 1$, the PDFs do not show an asymmetric tail on the low-density side. This could be a result of density fluctuations being dominated by buoyancy oscillations instead of turbulent motions.

The low-density tail is known to be a feature of the density PDFs when the adiabatic index $\gamma > 1$. Hopkins (2013) fit was shown to be a good fit for density PDF of gas following an isothermal equation of state, which has $\gamma = 1$. We expect $\gamma$ to be a parameter of the distribution function (Nolan et al. 2015).

### 3.5 Density fluctuation $\sigma_s$ as a function of $R_i$

Here we study the effect of stratification, parameterised by $R_i$, on the density fluctuation--Mach number $(\sigma_s - R_i)$ relation, and try to derive a theoretical scaling relation between the two. Other than its theoretical importance, these relations can be useful for estimating the velocity fluctuations from X-ray brightness observations of clusters. Once the rms density fluctuations are known from surface brightness maps, the velocity fluctuation can be calculated using these relations or similar relations between their spectra (Zharavleva et al. 2013).

For our simulations with $R_i \gtrsim 1$, the local $R_i$ changes with $z$. Thus, we first create bins uniform in $\log_{10}(R_i)$. If for a particular simulation, the $R_i$ value range falls in two different consecutive bin-ranges, we split the data at $z = z_0$, where $R_i(z_0) = R_{i, \text{bin boundary}}$ between the two bins. These two datasets are cuboids with $-L/2 \leq z < z_0$ and $z_0 \leq z \leq L/2$. We then calculate $\sigma_s$ for these datasets separately. This method takes the variation of $R_i$ as a function of $z$ within the simulation domain into account.

The upper panel of Figure 6 shows $\sigma_s$ as a function of $R_i$. We see that $\sigma_s$ increases with $R_i$ for $R_i \gtrsim 0.01$ and the increase seems to slow down around $R_i \gtrsim 1$. In the remaining part of this subsection, we attempt to derive a fitting function for this relation. We focus on the weakly stratified turbulence regime, with $0.01 \lesssim R_i \lesssim 1$. The net density perturbations can be written as a sum of fluctuations due to unstratified turbulence and stratification, given by

$$\delta \rho^2 = \delta \rho_{\text{buoyancy}}^2 + \delta \rho_{\text{turb}}^2.$$

In Mohapatra & Sharma (2019), we showed that $\delta \rho_{\text{turb}}^2 \propto M_\delta^4$. Here we attempt to derive an expression for $\delta \rho_{\text{buoyancy}}^2$. 

---

**Figure 4.** Time-averaged volume-weighted velocity-component PDFs with Gaussian fits for $R_i = 0.2$ (top) and $R_i = 13$ (bottom). The PDFs are Gaussian for all three components, but the velocity fluctuation is anisotropic for $R_i \gtrsim 1$.

**Figure 5.** Volume-weighted PDF of $s$, fit using eq. (15). The fluctuations (as characterised by the width of the PDF) are larger for stronger stratification. The intermittency parameter is close to 0, as is expected for subsonic turbulence.
Substituting $N^2$ from eq. (6d) in eq. (6c), we obtain

$$\left\langle \delta \rho^2_{\text{buoyancy}} \right\rangle = \frac{N^4}{\gamma} \left\langle \delta \rho^2 \right\rangle. \quad (17)$$

We assume that the rms displacement of a parcel of gas in the turbulence dominated regime ($\text{Ri} < 1$) is proportional to the driving length scale. Thus, we substitute $\left\langle \delta \rho^2 \right\rangle = \zeta^2 L_{\text{div}}^2$, where $L_{\text{div}}$ is the turbulence driving length scale and $\zeta$ is a dimensionless constant. $N^2 = \frac{\gamma \delta \rho^2}{\delta \rho^2} = \frac{\delta \rho^2}{\delta \rho^2}$.

This gives us

$$\left\langle \delta \rho^2_{\text{buoyancy}} \right\rangle = \frac{\zeta^2 L_{\text{div}}^2}{\gamma^2 H_S^2}, \quad (18d)$$

$$= \frac{\zeta^2 \text{Ri} M^2 L_{\text{div}}^2}{N^2 \gamma^2 H_S^2} \quad \text{(using eq. (8))} \quad (18b)$$

$$= \zeta^2 M^2 \text{Ri} \frac{H_P}{H_S} \quad \text{(substituting N from eq. (6d))}. \quad (18c)$$

Inspired by the density fluctuation-Mach number relations in Nolan et al. (2015); Mohapatra & Sharma (2019) we combine the two rms values of density perturbations and propose a new relation:

$$\sigma_s^2 = \ln \left( 1 + b^2 M^4 + \zeta^2 M^2 \text{Ri} \frac{H_P}{H_S} \right), \quad (19)$$

where $b$ stands for the turbulence driving parameter and $b = 1/3$ for solenoidal forcing (Federrath et al. 2008, 2010). We use $\zeta^2$ in eq. (19) as a fitting parameter for Figure 6 and obtain $\zeta^2 = 0.09 \pm 0.02$.

For $\text{Ri} = 0$ (unstratified turbulence), this reduces to $\sigma_s^2 = \ln \left( 1 + b^2 M^4 \right)$, which reproduces the $\sigma_{\text{Ri}} \propto M^2$ scaling relation in Mohapatra & Sharma (2019). This relation for unstratified turbulence was motivated for subsonic flows by assuming the flow to be close to incompressible. In such a case, taking the divergence of eq. (1b) gives the Poisson equation $\nabla^2 \rho = \nabla \cdot (\nabla \cdot (\rho \nabla \psi)) = \rho \nabla^2 \psi$, which on simplifying gives $\delta \rho \sim \rho v^2 / \gamma^2$, or $\delta \rho \sim \gamma^2 \rho v^2 / \gamma^2 \sim \gamma M^2$. Now since these fluctuations are adiabatic (Mohapatra & Sharma 2019), $\delta \rho = \sigma_{\text{Ri}} \gamma \delta \rho^2 / \gamma \propto M^2$. Comparing this relation to the gamma-dependent $\sigma_{\text{Ri}}$ relation of Nolan et al. (2015) for $\gamma = 5/3$, we obtain $\sigma_s^2 = \ln \left( 1 + b^2 M^{2(8/9)} \right) \propto \ln \left( 1 + b^2 M^{3.1} \right).$ which is shallower compared to our proposed relation. This discrepancy arises because our simulations are subsonic while their fits are obtained for the transonic regime. A flattening of $\sigma_s$ versus $M$ for $M \sim 1$ is also seen in Figure 1 of Mohapatra & Sharma (2019).

Taking the ratio of the two types of density fluctuations, we obtain

$$\frac{\delta \rho^2_{\text{buoyancy}}}{\delta \rho^2_{\text{turb}}} = \frac{0.09 \text{Ri} H_P}{b^2 M^2 H_S} \approx 30 \text{Ri}, \quad (20)$$

inserting all other parameters which are constant for our simulations. Thus the effects of stratification should start dominating for $\text{Ri} \gtrsim 0.03$, which is exactly what we see in our simulations.

For $\text{Ri} \gtrsim 1$, the eddies start becoming flatter in the $z$ direction (see fig. 3, fourth row panels), so $\zeta$ should depend on $\text{Ri}$. We expect $\zeta$ to decrease with increasing $\text{Ri}$ but we have not obtained a functional form for its dependence. Also for simulations with $\text{Ri} \gtrsim 1$, both $\text{Ri}$ and $M$ show large variations within the simulation domain as a function of $\zeta$. Obtaining an accurate and reliable $\sigma_s - M - \text{Ri}$ relation for $\text{Ri} \gtrsim 1$ is beyond the scope of the current study.

In order to check the dependence of $\sigma_s$ on $H_P / H_S$, we have run three simulations with grid resolution $256^3 \times 384$ and different values of this parameter (Table 2). We use a constant value of $H_P / H_S$ (corresponding to $H_P / H_S = 2$) in fitting $\sigma_s - M - \text{Ri}$ relation shown in the upper panel of fig. 6. To compare with our fit based on high resolution runs with $H_P / H_S = 2$, we scale $\sigma_s$ values from these simulations to $\sigma_s \text{-scaled}$, which accounts for a different $H_P / H_S$ in Equation (19). The scaled $\sigma_s$ is given by

$$\sigma_s \text{-scaled} = \ln \left[ 1 + b^2 M^4 + f_{\text{scale}} \left( \exp(\sigma_s) - \left( 1 + b^2 M^4 \right) \right) \right], \quad (21)$$

where $f_{\text{scale}} = \frac{H_P / H_S \mu_{\text{Ri}} \mu_{H_S}}{H_P / H_S \mu_{\text{Ri}} \mu_{H_S}}$

This scaling is equivalent to multiplying $\delta \rho^2_{\text{buoyancy}}$ with $f_{\text{scale}}$ (see Equation (18c)). Shi & Zhang (2019) study the decay of a turbulent velocity field in a stratified medium and find that normalised density dispersion $\sigma_{\rho}$ is smaller than the saturated value initially, stays roughly constant, and saturates after $t \gtrsim 1/N$ to $\sigma_{\rho} = 0.59 M$ as turbulence decays with time and $M$ decreases (see their figure 8). Their temporal behaviour is consistent with our $\sigma_s - M - \text{Ri}$ relation, since the density fluctuations due to buoyancy with moderate stratification only depend on the driving scale and the entropy scale height (Eq. 18a). These are held fixed while $M$ decreases and $\text{Ri}$ increases with time in decaying turbulence. At late times $\text{Ri} \gtrsim 10$, $\sigma_s$ decreases linearly with a decreasing $M$ (figure 8 of Shi & Zhang 2019) as we enter the strongly stratified regime.

Table 2. Simulation parameters for very low resolution runs

| Label     | $\text{Ri}$ | $H_P$ | $H_S$ | $\sigma_s$ | $\sigma_s \text{-scaled}$ |
|-----------|-------------|------|-------|------------|---------------------------|
| Ri.2VLowRes | 0.2 ± 0.1   | 1.5  | 1.25  | 0.03 ± 0.01 | 0.06 ± 0.03              |
| Ri.2VLowRes | 1.2 ± 0.4   | 0.75 | 0.75  | 0.06 ± 0.03 | 0.11 ± 0.06              |
| RiV4LowRes  | 14.8 ± 20   | 0.25 | 0.25  | 0.11 ± 0.03 | 0.20 ± 0.05              |

Notes: All these simulations have grid resolution $256^3 \times 384$ and $M = 0.25$. The columns (2) - (5) have their usual meanings. For these runs, $H_P / H_S \neq 2$, unlike our runs in Table 1. In column 6, we show $\sigma_s \text{-scaled}$, which we calculate using eq. (21).
on stratification. Pressure fluctuations can be inferred from the SZ observations of clusters – using this relation, we can estimate turbulent velocities on cluster outskirts scales ($\gtrsim 500$ kpc) (Khatri & Gaspari 2016; Simionescu et al. 2019; Mroczkowski et al. 2019). A measurement of the turbulent velocity dispersion is required to calculate the level of non-thermal pressure support and thus the hydrostatic mass bias in clusters (Cavaliere et al. 2011; Nelson et al. 2014).

In the lower panel of fig. 6, we show $\sigma_{\ln}(\bar{\rho})$ as a function of $\text{Ri}$. Here $\sigma_{\ln}(\bar{\rho})$ is the standard deviation of $\ln(\bar{\rho})$ distribution and is analogous to $\sigma_s$ for density. We find that $\sigma_{\ln}(\bar{\rho})$ is almost independent of the stratification. Among the two kinds of density fluctuations, $\delta\bar{\rho}_{\text{buoyancy}}$ is isobaric so $\delta\bar{\rho}_{\text{buoyancy}} = 0$, whereas $\delta\bar{\rho}_{\text{turb}}$ is adiabatic, so $\delta\bar{\rho}_{\text{turb}} = \gamma \delta\bar{\rho}_{\text{turb}}$. Thus, the expression for the relation becomes:

$$\sigma_{\ln}(\bar{\rho}) = \ln\left[1 + b^2 \gamma^2 M^4\right].$$

which is independent of $\text{Ri}$. For $\text{Ri} \gtrsim 1$, we see some variations in $\sigma_{\ln}(\bar{\rho})$. Since these simulations have large temperature gradients within the simulation domain (check table 1 for $H_P$ and $H_S$), the Mach number can vary as a function of $z$ even if we drive a homogeneous isotropic velocity field. This may cause $\sigma_{\ln}(\bar{\rho})$ to overshoot or undershoot.

While the $\sigma_{\varphi} - M$ fluctuation relation also depends on other parameters such as $H_P/H_S$ and $\text{Ri}$, the $\sigma_{\ln}(\bar{\rho}) - M$ relation is independent of the stratification strength and the pressure and entropy scale heights. In Mohapatra & Sharma (2019), we showed that the $\sigma_{\varphi} - M$ relation depended on the thermodynamics (heating and cooling) whereas the $\sigma_{\varphi} - M$ relation was independent of the thermodynamics, and still followed the same relation as homogeneous isotropic turbulence. Thus, pressure fluctuations are independent of the thermodynamics and the stratification strength – thus they appear more reliable for estimating the velocity dispersion. This has important implications for different methods of measuring velocities and estimating the non-thermal pressure component in cluster outskirts. Higher resolution SZ observation of clusters in future can also help us get velocities on smaller scales – which are more relevant for understanding cool cores.

### 3.7 Correlation between $v_z$ and density perturbations

In the run Ri0.2, one can observe a correlation between the signs of $v_z$ and the column density perturbations (second row from top, second and third columns, Figure 3). The
red regions ($\delta x > 0$ and $\delta \rho_x > 0$) are more populated with upward facing arrows ($v_z > 0$) and the blue regions ($\delta x < 0$ and $\delta \rho_x < 0$) are more populated with downward facing arrows ($v_z < 0$). To look more into this, in Figure 7 we show two-dimensional volume-weighted probability distribution functions (2D PDFs) of normalised density fluctuations ($\delta \rho$) and $v_z$. For unstratified turbulence ($R_i = 0$), $\rho$ and $v_z$ are not locally correlated since turbulence is homogeneous and isotropic. As the stratification strength increases, the PDF starts rotating anticlockwise, showing a positive correlation between the direction of $v_z$ and the sign of $\delta \rho$. However, for the strongest stratification runs, this correlation disappears. The spread in $v_z$ becomes narrower with increasing $R_i$ and the spread in $\rho$ increases.

A positive correlation between density fluctuations and vertical velocities is a consequence of the work done against the buoyancy force which converts kinetic energy into potential energy. It is a hallmark of stably stratified turbulence (Verma 2018). For very strong stratification with $R_i > 10$, the $\delta P - v_z$ correlation disappears, since now BV oscillations are generated by turbulent motions. This second transition is seen in the last two panels of Figure 7. Further, turbulent motions along the $z$ direction are heavily suppressed due to strong stratification. When we catch a parcel of gas with $\delta z > 0$ and $\delta \rho > 0$, we are equally likely to catch it in the rising and falling parts of its oscillatory motion and $v_z$ and $\delta z$ are not correlated. This is reminiscent of the phase plot (a plot of position versus velocity) of a simple harmonic oscillator.

### 3.8 Nature of density perturbations

X-ray observations of clusters have been used to characterise brightness fluctuations (caused by density fluctuations) according to their equation of state (Zhuravleva et al. 2018). By comparing the emission in hard and soft X-ray bands, Zhuravleva et al. were able to categorise these fluctuations into adiabatic, isobaric or isothermal density fluctuations.

We aim to distinguish between the two kinds of density perturbations in our simulations - the first caused by unstratified turbulence ($\delta P_{\text{unh}}$) and the second introduced due to buoyancy and stratification ($\delta P_{\text{buoyancy}}$). We can do so by differentiating between the nature (the effective equation of state or EOS) of these perturbations. Without stratification, $\delta P = \delta P_{\text{unh}}$. In this case, we expect density fluctuations due to subsonic turbulence to be adiabatic ($\delta P / \rho = \gamma \delta \rho / \rho$) (Mohanaptra & Sharma 2019). This is simply a consequence of a fluid element conserving its entropy over a time shorter than the turbulent turnover time.

As we increase $R_i$, we expect the contribution of $\delta P_{\text{buoyancy}}$ to increase. To understand the nature of these buoyant density fluctuations, consider the parcel from section 2.3 again. When this parcel of gas rises, it is in constant pressure equilibrium with its surroundings (as its motion is subsonic). So $\delta P = 0$ for the parcel in its new environment. The movement of the parcel only causes an overall change in its density with respect to its immediate surroundings. Hence density fluctuations caused by buoyancy should be effectively isobaric in nature.

To confirm our two hypotheses, we show 2D PDFs of $\delta P$ and $\bar{\rho}$ and look for possible correlations between them (Figure 8). The two dashed lines indicate the relations between density and pressure if the fluctuations were adiabatic ($\delta P = \gamma \delta \rho$) and isobaric ($\delta P = 0$), respectively. The total density fluctuations can be given by eq. (16). As expected, the PDF for unstratified turbulence closely follows the adiabatic EOS fit with little spread. Further on increasing stratification, the PDF starts spreading out horizontally due to the increasing contribution of isobaric density fluctuations. This is because the contribution of $\delta P_{\text{buoyancy}}$ to $\delta \rho$ increases, in agreement with what we expected.

Zhuravleva et al. (2018) find that for most clusters, the density fluctuations in the inner half of cool-cores are either isothermal or isobaric. We propose that density fluctuations caused by turbulent motion of gas in a stratified medium can be a key contributor to the isobaric density fluctuations. Thermal conduction can make density fluctuations isothermal at small scales, but a detailed investigation of this is beyond the scope of the present study.

### 3.9 Power spectra

While all the 1D and 2D PDFs tell us about different global statistics of stratified turbulence, we are also interested in the spatial scaling of density and velocity perturbation fields. One way to study the scale dependence is by computing power spectra of these fields. Recent observational works such as Zhuravleva et al. (2014a, 2018) have used power spectra to calculate density and velocity fluctuations of ICM gas as a function of scale. Theoretical studies such as Chu-
razov et al. (2012); Zhuravleva et al. (2013); Gaspari et al. (2014) have tried to model these relations between density and velocity power spectra - but they have used cosmological simulations or large-scale cluster simulations. However, in Figure 1 we showed that Ri can vary significantly with radial distance from the cluster centre. Hence we need to study the power spectra on local scales, so that we can study the dependency (if any) of these power spectra on Ri. Then we can use these models to relate density and velocity spectra based on Ri as a function of radius in the ICM.

By following different binning methods in k-space, we can also study the effect of stratification-induced anisotropy on the distribution of power in different directions (perpendicular and parallel to the stratification direction).

### 3.9.1 Velocity power spectra

We show the power spectrum of the local Mach number (velocity in units of the local sound speed) $P(M_k)$ in the top panel of Figure 9. To evaluate these spectra, we bin power in Fourier space in spherical shells of width $\delta k = 1$ centered at $k = 0$. We can use these models to relate density and velocity spectra based on Ri as a function of radius in the ICM.

In order to understand the trends in the spectra and to look at the distribution of power perpendicular and parallel to the stratification direction, we bin the squared Fourier amplitudes separately along slabs of constant $k_z$, with $\delta k_z = 1$, centered at $k_z = 0$, where $i$ can be $x$, $y$, or $z$. We denote these as $P(M_{k_z})$. We also compute the ratio of power parallel and perpendicular to the stratification direction, denoted by $R(M_{k_{z=\pm 1}})$, where $R(M_{k_{z=\pm 1}}) = P(M_{k_{z=\pm 1}})/(0.5(P(M_{k_{z=0}})+P(M_{k_{z}})))$. We show $P(M_{k_z})$ in the middle panel of Figure 9, compensated by $k_z^{-5/3}$. In the lower panel, we show $R(M_{k_{z=\pm 1}})$. One can infer the scaling perpendicular to $k_z$ and the amplitude of velocity fluctuations by dividing the slopes of the middle panel by those in the lower panel.

From the middle panel of Figure 9, we observe that while the amplitude of the power spectrum remains almost the same, the slope of $P(M_{k_z})$ steepens around $\text{Ri} \gtrsim 1$. This is due to anisotropy effects - the eddies in strongly stratified turbulence are flattened (like pancakes) parallel to the direction of gravity (see lower panel of Figure 3). Thus, $k_z \gg k_x, k_y$ and the power spectrum $P(M_{k_z})$ becomes steeper with increasing Ri for $\text{Ri} > 1$. It can be clearly seen in the lower panel of Figure 9, where $R(M_{k_{z=\pm 1}})$ is almost flat for $\text{Ri} < 1$ and steepens significantly for $\text{Ri} \gtrsim 1, k \lesssim 20$.

### 3.9.2 Density power spectra

Now we study the effect of stratification and anisotropy on the amplitude of density perturbations over different scales. We do so by computing the power spectrum of $\tilde{\rho}$ (compensated by $k^{-5/3}$ Corrsin 1951 scaling of passive scalars), in the top panel of Figure 10 for different runs. As expected, the amplitude of the power spectrum increases with increasing
stratification, by almost two orders of magnitude, as quantified in detail in section 3.5. The density power spectrum for unstratified turbulence overlaps with the weakly stratified run with Ri = 0.003.

As for the velocity power spectra, we study the effects of anisotropy by computing $P(\bar{\rho}_{k_z})$, where $i = x, y$ or $z$, binned similar to $P(M_{k_z})$ along $k_z$. We also compute the ratio of power parallel and perpendicular to the stratification direction, denoted by $R(\bar{\rho}_{k_{z,xy}}) = P(\bar{\rho}_{k_z})/(0.5(P(\bar{\rho}_{k_x}) + P(\bar{\rho}_{k_y}))$. We show $P(\bar{\rho}_{k_z})$ in the middle panel of Figure 10, compensated by $k_z^{-5/3}$. In the lower panel, we show $R(\bar{\rho}_{k_{z,xy}})$. For $P(\bar{\rho}_{k_z})$, we see the same trend as for $P(\bar{\rho}_{k})$, in the sense that it increases in amplitude and the power spectrum first becomes shallower with increasing Ri and then starts becoming steeper again for Ri ≥ 1. For $R(\bar{\rho}_{k_{z,xy}})$, the slope remains close to zero for Ri < 1 and becomes steeper for Ri ≥ 1, which is very similar to what we observed for $R(M_{k_{z,xy}})$.

We show $\alpha$, the spectral index of $P(\bar{\rho}_{k})$ in Figure 11. For low Ri ≤ 0.01, $\alpha$ is more negative than the theoretically predicted Corrsin (1951) scaling (k$^{-5/3}$). With increasing stratification, the value of $\alpha$ initially starts to rise, peaks at Ri ~ 1 and then falls again for Ri > 1.

The above trends reflect the two transitions we observe as we increase Ri from ≈ 0.001 to ≈ 13. The first transition occurs around 0.001 < Ri < 0.01, when $\delta \rho_{\text{turb}}$ starts dominating over $\delta \rho_{\text{magn}}$. As seen in the power spectrum, unstratified turbulence by itself is unable to drive small-scale density perturbations very efficiently, due to which $P(\bar{\rho}_{k})$ is much steeper than the velocity power spectrum. However, with weak stratification, when the velocity distribution is still quite isotropic, $\delta \rho$ is locally correlated to $v_z$, and the slope of the power spectrum becomes shallower and closer to the slope of the velocity power spectrum. On increasing stratification beyond Ri > 1, the eddies become more pancake-like in shape. This leads to a decrease in $v_z$, and $k_z > k_x, k_y$. Since the vertical motions of gas are still the dominant contributor to the total density fluctuations ($\delta \rho_{\text{magn}} > \delta \rho_{\text{turb}}$ for Ri > 0.03), the overall power spectrum also becomes steeper.

One can calculate the slopes of the perpendicular density power spectrum ($P(\bar{\rho}_{k_{z,xy}}) = 0.5(P(\bar{\rho}_{k_x}) + P(\bar{\rho}_{k_y}))$ by dividing the slope of the middle panel by the corresponding slopes of the lower panel. The slope of $P(\bar{\rho}_{k_{z,xy}})$ only becomes shallower till Ri ≈ 1 and then saturates at that value. This shows that strong stratification affects density modes only in the direction parallel to the stratification.

Gaspari & Churazov (2013) also derive the relation between gas density and velocity power spectra in their simulations. They find that normalised density fluctuations vary with the Mach number as $\delta \rho \simeq 1/4 M$. However, they use a fixed stratification profile for all their simulations. Their
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relation. Clearly, different terms in our relation will dominate in parts of the cluster.

3.9.3 Ratio between density and velocity power spectra
Zhuravleva et al. (2014b) derive the relation between density and velocity power spectra, and show that the ratio of the normalised power spectra, given by \( \eta_k = P(\tilde{\rho} k)/P(M_k) \) is a constant \( \eta_k \approx 1.0 \pm 0.3 \) independent of length scale and \( M \).

We show \( \eta_k^2 \) in Figure 12 and find that it increases with the stratification strength, with \( 0.01 \lesssim \eta_k^2 \lesssim 1 \) for our simulations, and its amplitude increases with increasing Ri. The ratio \( \eta_k \) is roughly independent of \( k \) only for \( 0.05 \lesssim \text{Ri} \lesssim 1 \), when the density and velocity power spectra are parallel due to the correlation we discussed in section 3.7. Thus, most importantly, the conversion of density perturbations into velocity perturbations is not universal.

Our conclusion that \( \eta_k^2 \) increases with Ri can be reconciled with previous works that find it to be universal, if the latter are in the strongly stratified (Ri \( \gtrsim 10 \)) limit. This interpretation is also consistent with the stratified decaying simulations of Shi & Zhang (2019), who find a saturation of \( \eta_k^2 \) as the atmosphere becomes strongly stratified (see their figure 8).

4 COMPARISONS, CAVEATS AND FUTURE WORK
Kumar et al. (2014) study the passive scalar power spectrum in stratified turbulence. Several other studies (e.g., Carnevale et al. 2001b; Lindborg 2006; Deusebio et al. 2013) discuss the transition between buoyancy and inertial length scale in the power spectra of velocity and passive scalars at the Bolgiano length scale \( \ell_B \). In Bolgiano-Obukhov phenomenology, for \( \ell > \ell_B \), buoyancy effects dominate the turbulent scaling relations and for \( \ell < \ell_B \), turbulence dominates. Our simulations have enough resolution to resolve the Ozmidov length scale \( \ell_O \) within the inertial range of turbulence (i.e., see the top panel of Figure 9; bottleneck effects dominate for \( |k| \gtrsim 20 \)). But as shown in Alam et al. (2019), \( \ell_B \ll \ell_O \), and is difficult to resolve in numerical simulations with our setup. Although we do not observe a scaling transition within the same power spectrum (probably due to a lack of resolution), we observe a transition in the power spectrum slope at around \( \text{Ri} \sim 1 \), which corresponds to \( \ell_O \approx L_{\text{driv}} \). This transition is even more evident in \( P(\tilde{\rho} k_\perp) \) and \( P(M_k) \), and the corresponding ratios \( R(\tilde{\rho} k_\perp, z) \) and \( R(M_k, z) \), which become steeper for \( \text{Ri} \gtrsim 1 \).

There is a major difference between our simulations and those in the above studies – the forcing field we use has components along all three directions (both perpendicular and parallel to the stratification profile), whereas the others have components only perpendicular to the profile. The difference in driving is mainly because the above studies model the stratified turbulence in the earth’s atmosphere and oceans, while we are motivated by the turbulence in the ICM, where driving by AGN jets is not limited to directions perpendicular to the stratification profile. In order to test the dependence of our results on the driving, we conducted two simulations (Ri0.6NV and Ri10NV; see Tab. 1) with turbulent driving only perpendicular to the stratification profile. We compare \( \sigma_2 \) and \( \alpha \) (slope of density power spectrum) of these runs to corresponding runs Ri9.5 and Ri13 which have isotropic driving. We find that \( \sigma_2 \) and \( \alpha \) for both these simulations lie within error bounds of each other (see Table 1 for \( \sigma_2 \) and \( \alpha \)). Even with 2D forcing, due to Kelvin-Helmholtz instability, the flow breaks down into 3D turbulence and similar results are obtained for 2D and 3D forcing. Even with horizontal driving, we see significant anisotropy in both velocity and density fields only for \( \text{Ri} \gtrsim 1 \).

We propose a new relation between \( \sigma_2 \), \( M \), and \( \text{Ri} \), where density fluctuations depend on Mach number, Richardson number, and the ratio of entropy and pressure scale heights \((M, \text{Ri} \text{ and } H_S/H_P)\). But we have only exhaustively scanned the parameter space of \( \text{Ri} \). Following up on this, it is important to test this relation for different values of all the three dimensionless numbers. We also need to extend the fitting function to \( \text{Ri} \gtrsim 1 \) (which is also relevant for clusters) and quantify the anisotropy in the velocity distribution.

For \( \text{Ri} \gtrsim 1 \) runs, we have large variations in Ri and temperature \( T \) along the stratification direction. This prevents us from conducting a simulation for a particular Ri and having uniform \( M \) throughout the box. The setup also prevents us from simulating highly stratified turbulence with \( \text{Ri} \sim 100 \), which should be around the upper limit of the strength of stratification for clusters.

Cooling and thermal instability, thermal conduction, and magnetic fields are some of the physics that are important for a realistic ICM and are not a part of this study. These effects can affect the density power spectrum, as seen in Gaspari et al. (2014); Mohapatra & Sharma (2019). While conduction tries to eliminate density fluctuations and gradients, stratification and cooling do quite the opposite. A parameter scan of different levels of cooling and thermal
5 CONCLUSIONS

In this study, we have conducted idealised simulations of stratified turbulence with different levels of stratification using high-resolution hydrodynamic simulations. We have covered the parameter space $0.001 \lesssim \text{Ri} \lesssim 10$. \text{Ri} - 1 is most relevant for modelling subsonic stratified turbulence in the ICM, which we have sampled with 9 simulations (Table 1).

The following are the main conclusions of our study:

- The amplitude of density fluctuations (denoted in log-scale by $\sigma_\rho$) is dependent on the Richardson number ($\text{Ri}$), and it increases with increasing $\text{Ri}$ for $\text{Ri} \lesssim 10$. For weakly stratified subsonic turbulence (with $\text{Ri} \lesssim 1$, $\mathcal{M} < 1$), we derive a new relation $\sigma_\rho^2 = \ln \left( 1 + b_1^2 \mathcal{M}^4 + 0.09 \mathcal{M}^2 \text{Ri} \mathcal{H}_P / \mathcal{H}_S \right)$. Thus, we find that the density fluctuations in a weakly stratified medium (the last term in the previous expression) depend on three dimensionless parameters: $\mathcal{M}$, $\text{Ri}$ and $\mathcal{H}_P / \mathcal{H}_S$.

- For $\text{Ri} \gtrsim 10$, the magnitude of density fluctuations may become independent of $\text{Ri}$.

- The amplitude of pressure fluctuations is independent of $\text{Ri}$ for $\text{Ri} \lesssim 10$. For subsonic turbulence with $\text{Ri} \lesssim 10$, we show that $\sigma_{\text{P}}(\vec{\rho}) = \ln \left( 1 + b_2^2 \gamma^2 \mathcal{M}^4 \right)$. This implies that thermal SZ fluctuations are easier to convert to velocity fluctuations as compared to X-ray surface brightness fluctuations. This is also true in the presence of thermal instability, as discussed in Mohapatra & Sharma (2019).

- Density fluctuations are predominantly adiabatic in homogeneous, isotropic, unstratified turbulence. However, we find that they become increasingly isobaric in strongly stratified turbulence.

- The 3D velocity power spectrum is mostly independent of $\text{Ri}$. However, binning along different $k$ directions separately shows that $P(\mathcal{M}_k)$ becomes steeper on increasing $\text{Ri}$ beyond 1. Velocity component PDFs also show significant anisotropy for $\text{Ri} \gtrsim 1$.

- The power spectrum of density fluctuations $P(\vec{\rho})$ varies both in amplitude and slope with $\text{Ri}$. The slope of the power spectrum $\alpha$ initially becomes shallower with $\text{Ri}$, peaks at around $\text{Ri} \sim 1$ and then becomes steeper again for $\text{Ri} \gtrsim 1$.

- The normalised density ($\bar{\rho} = \rho / \langle \rho(z) \rangle$) distribution is close to log-normal.
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In the next plot, we justify our choice of $1024^2 \times 1536$ as the resolution for most of our simulations. From both upper and lower panel of Figure A2, we can note that the spectral slopes of $Ri_{0.05}$ and $Ri_{0.05HighRes}$ are convergent whereas $Ri_{0.05LowRes}$ gives us different slopes. Doubling the resolution gives us a longer inertial range but also consumes more compute time. This plot shows that $1024^2 \times 1536$ has enough resolution to calculate velocity and density power spectra - as it gives the same slopes as the $2048^2 \times 3072$.

**ADDITIONAL LINKS**

The time evolution of fig. 3 is available at this link.
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Figure A2. Compensated power spectra of $\bar{\rho}$ (upper panel) and $M$ (lower panel) for different resolutions at $Ri = 0.05$. The slopes converge for $Ri0.05$ and $Ri0.05\text{HighRes}$. $Ri0.1\text{LowRes}$ has insufficient inertial range.