RKKY couplings in the Lieb lattice: flat-band induced frustration
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Despite their dispersion-less character, flat bands (FBs) are often at the heart of remarkable physical phenomena. Because, FBs may be responsible for unconventional quantum electronic transport, our purpose is to investigate their impact on the RKKY couplings $J(R)$. As a good candidate, we choose the Lieb lattice which consists of one four-fold coordinated atom (A) and two two-fold coordinated atoms (B,C) per unit cell. As in graphene, at the neutrality point, $J(R)$ is found to fall off as $1/R^2$. The coupling between a pair of impurities on sublattice A are found ferromagnetic and isotropic. In contrast, for impurities on the two-fold coordinated sites, $J(R)$ reveals (i) a strong angular anisotropy and (ii) can be both ferromagnetic (F) or antiferromagnetic (AF). The AF character introduced by the FB can largely dominate, and introduces frustration effects. The FB is found to have a drastic impact on $J(R)$ for impurities located on (B,C) sublattices. We have also addressed the effect of tuning the carrier density that reveals remarkable features as well.

PACS numbers: 75.50.Pp, 75.10.-b, 75.30.-m

INTRODUCTION

Over the past decade, systems which possess flat or dispersionless bands in their electronic band structure have gained a considerable attention. This novel family of emerging systems do not cease to challenge and fascinate the condensed matter physics community. In these systems, the flatness of the bands results from destructive quantum interferences that lead to a vanishing electron group velocity, and thus, to the quenching of the kinetic energy. Flat bands are at the heart of a plethora of remarkable and intriguing quantum physical phenomena. Because, flat bands conceal many exotic properties –

worth mentioning that it has been recently reported that the Lieb lattice could be experimentally designed, realized, in the framework of covalent-organic compounds [15]. Flat bands, also explain the origin of the unusual ferromagnetism observed in a wide family of non magnetic systems and also known as $d^0$ ferromagnetism [16–19]. Among the other fascinating physical phenomena associated to flat bands, we can quote the existence of non trivial topological phases [20–26], the Wigner crystallization phenomenon [27, 28] and even the possibility of super-metallic phases where one would expect insulating ones [29]. The wealth and the intriguing physics that take place in these exotic systems motivate the search for efficient procedures and strategies for flat-band material engineering [30–34].

Because, flat bands conceal many exotic properties and hosts counter intuitive phenomena, our purpose is to address the nature of the RKKY couplings [35–37] in a system that has a flat band (FB) in its electronic band structure. More precisely, one of the main goals is to understand how the couplings are affected by the presence of the FB and another is to evaluate quantitatively the contribution to the couplings that originates from the off-diagonal matrix elements (inter-band) that involve the FB. A good candidate to investigate such an issue is the Lieb lattice. The Lieb lattice consists of 3 atoms per unit cell, one is four fold coordinated (A site) and the other two have only two nearest neighbors as it is illustrated in Fig. 1. The Lieb lattice naturally possess a FB at $E^0(k) = 0$ and two symmetric dispersive bands $E^+(k)$ and $E^-(k)$, with $E^+(k) = -E^-(k)$ that result from particle-hole symmetry. It is worth noticing that the Lieb lattice can be seen as a 25% depleted square lattice, where only A-type sites are removed. Recently, it has been reported that the electronic transport properties at the FB energy in various systems, including the Lieb lattice, are of unconventional type. It was shown, that the FB is responsible for the existence of a superme-
tallic phase (with a vanishing Drude weight), that is both robust against (i) disorder and (ii) the presence of a gap between the FB and the dispersive bands [29]. Thus, we believe that the FB should also have a remarkable impact on the nature of the magnetic couplings.

Electrons on the Lieb lattice are modeled by a nearest neighbor tight binding Hamiltonian that reads,

$$\hat{H} = -t \sum_{\langle ij \rangle, \sigma} c_{ij}^\dagger c_{js} + h.c.,$$  \hspace{1cm} (1)

where $t$ is the hopping integral, $\langle ij \rangle$ denotes nearest neighbor pairs ((A,B) and (A,C)), $c_{ij}^\dagger$ creates an electron with spin $\sigma$ at site $R_i$, and we consider the absence of A-A, B-B or C-C hoppings (next nearest neighbor hopping) in order to focus on the effect of a true flat band. In what follows, we will also ignore the spin label, irrelevant here, and consider spinless fermions.

**THE RKKY COUPLINGS IN THE LIEB LATTICE**

The RKKY coupling between two impurities located respectively at site $R_i$ of sub-lattice $\alpha$ and $R_j$ of sub-lattice $\beta$ reads [38],

$$J_{ij}^{\beta \alpha} = -J^2 \sum_{\omega} G_{ij}^{\alpha \beta}(\omega)G_{ji}^{\beta \alpha}(\omega) f(\omega) d\omega,$$  \hspace{1cm} (2)

where $J$ denotes the local coupling between the spin of the magnetic impurity and that of the itinerant carrier.

Figure 1. (Color online) (a) An illustration of the Lieb lattice that consists of a square lattice with 3 atoms/unit cell (A,B and C). The first Brillouin zone (BZ) is depicted in (b). The dispersion of the bands, $E^\pm$ (valence band), $E^+$ (conduction band), and $E^0$ (flat-band) along the BZ path $\Gamma \rightarrow X \rightarrow M \rightarrow \Gamma$ is represented in (c). A typical flat-band eigenstate (plaquette state) is illustrated in (d), it has non vanishing weight on 4 sites only, labelled from 1 to 4.

Figure 2. (Color online) $J_{ij} R^3$ as a function of $R/a$, the distance between pairs of impurities located on different sub-lattices. $J_{ij}$ are the couplings between the (B,A) and (B,C) pairs. Positive (resp. negative) couplings correspond to antiferromagnetic (resp. ferromagnetic) exchanges. The chemical potential is set to $\mu = 0$ and the couplings are expressed in unit of $J_0 = \frac{\hbar^2}{2m}$. 

$$f(\omega) = (e^{\frac{\omega - E_F}{k_B T}} + 1)^{-1}$$ is the Fermi distribution and the Green’s function $G_{ij}^{\alpha \beta}(\omega) = \langle i | (\omega + i\eta)^{-1} | j \rangle$.

In this section, we will also ignore the spin label, irrelevant here, and consider spinless fermions. In Fig. 3 and Fig. 4, we observe significant differences between $J_{ij}^{BB}$ and $J_{ij}^{AA}$. As in previous cases, both couplings reveal a $1/R^3$ decay, as it will be confirmed analytically in the next section, but $J_{ij}^{AA}$ is
free from oscillation and stays ferromagnetic. More precisely, from a fit of the data for large distances, we find \( J^{AA} \approx -2.5 \cdot 10^{-3} a^2 \frac{J_0}{\pi^2} \) where we have defined \( J_0 = J/F \).

In contrast, \( J^{BB} \) can be either ferromagnetic or antiferromagnetic. However, the antiferromagnetic couplings are found strongly oscillating as the distance varies, they can reach much larger values, almost one order of magnitude, than the ferromagnetic ones. This feature is in contrast with what has been reported in the case of graphene, where the couplings between impurities are always ferromagnetic (resp. antiferromagnetic) when they are located on the same (resp. different) sublattices \cite{39-41}.

As it will be seen in the next section, the presence of the flat band is at the origin of this crucial difference.

To have a better understanding of the nature of the magnetic couplings, we have realized in Fig. 4, a two-dimensional color plot. The horizontal and vertical axis correspond to the spatial coordinates of the second magnetic impurity, assuming that the first one is located at the origin. The color indicates the value and the sign (F or AF) of the coupling. We define \( \theta \) the angle between \( \mathbf{R} = \mathbf{R}_i - \mathbf{R}_j \) and the horizontal axis (\( x \)-axis). In the color plot we have restricted ourselves to \( 0 \leq \theta \leq \frac{\pi}{4} \), the couplings for the other angles can be deduced from the lattice symmetries. A first glance at Fig. 4, reveals that both \( J^{BB} \) and \( J^{AB} \) are asymmetric with respect to the \( \theta = \frac{\pi}{4} \) line, as it could have been anticipated from the Lieb lattice symmetry. Let us now discuss each panel individually. The (AA) panel reveals a uniform color that confirms what has been seen in Fig. 3, \( J^{AA} \) is ferromagnetic and fully isotropic. This is in contrast with the case of graphene where \( J^{AA} \) depends on the factor \( (1 + \cos((\mathbf{K} - \mathbf{K}') \cdot \mathbf{R})) \) where \( \mathbf{K} \) and \( \mathbf{K}' \) are the two inequivalent Dirac points in the honeycomb lattice BZ \cite{39-41}.

In graphene, the oscillations result from inter-valley matrix elements. In the Lieb lattice, the situation differs, the 3 bands cross each other at a single point, the M point \( (M = (\frac{\pi}{a}, \frac{\pi}{a})) \) located at the corner of the Brillouin zone, as it is illustrated in Fig. 1. We now discuss the case of the \( J^{BB} \) couplings as they are depicted in the (BB) panel. For a fixed distance \( R \), we clearly note a strong directional anisotropy of the couplings. Below the \( (1,1) \) line (or \( \theta = \frac{\pi}{4} \)), the couplings are ferromagnetic while antiferromagnetic above this line. The ferromagnetic couplings reach their maximum at \( \theta \approx \frac{\pi}{8} \), where \( J^{BB} \approx -3 \cdot 10^{-3} a^2 \frac{J_0}{\pi^2} \). Above the \( (1,1) \) line, the coupling changes sign and rapidly increases as \( \theta \) approaches \( \frac{\pi}{4} \) (\( y \)-axis) where its maximum is reached. The amplitude of the variation of \( J^{BB} R^3 \) is only about \( 3 \cdot 10^{-3} J_0 a^3 \) in the ferromagnetic region, while it is approximately \( 24 \cdot 10^{-3} J_0 a^3 \) for the antiferromagnetic couplings, in agreement with what has been observed in Fig. 3. Below the \( (1,1) \) line, we notice that the maximum of \( J^{BB} R^3 \) is reached at \( \theta \approx \frac{\pi}{8} \). Remark as well that the \( J^{CC} \) couplings can be directly obtained from (BB)-couplings by applying a rotation around the \( z \)-axis (perpendicular to the Lieb lattice plane): \( \theta \rightarrow \frac{\pi}{4} - \theta \). Thus, in this case, the couplings are ferromagnetic above the \( (1,1) \) line. In the next panel of Fig. 4 (\( 'AB' \)), it is found that the AF \( J^{AB} \) couplings are also asymmetric with respect to \( \theta = \pi/4 \) and decrease gradually as \( \theta \) increases. For a fixed distance \( R \), the maximum is along the \( x \)-direction and the minimum along the \( y \)-direction. The
amplitude of variation of $J^{AB}R^3$ is about $8 \times 10^{-3}J_0a^3$. Again, $J^{AC}$ couplings can be deduced by a $\pi/2$ rotation. Regarding the AF $J^{BC}$ couplings, the situation is different, we recover, as it could have been anticipated the lattice symmetry with respect to the (1,1) direction. The minimum of $J^{BC}R^3$ (for a given $R$) is reached for both $\theta = 0$ and $\pi$ and its maximum is along the (1,1) axis. In this case, the amplitude of variation of $J^{BC}R^3$ is found to be approximately $9 \times 10^{-3}J_0a^3$.

We summarize the main findings of this section. If we ignore for a moment the existence of a FB, by analogy with the case of graphene we would have expected that both $J^{BC}$ and $J^{BB}$ to be of ferromagnetic nature. In contrast, we find the opposite for $J^{BC}$ and even more intriguing results for $J^{BB}$, which (i) reveal a very strong angular anisotropy and (ii) both, a weak ferromagnetic couplings region and strong AF one. At this stage, it is interesting to discuss the role and impact of the presence of the flat-band at $E = 0$.

**ANALYTICAL EXPRESSION OF THE RKKY COUPLINGS AND EFFECTS OF THE FLAT-BAND**

In this section, our aim is to clarify the origin of unexpected features found in Fig. 4. For that purpose, we propose to analyze in details the different contributions to the couplings and derive the analytical expressions of the couplings as well.

Because, the Fermi level is $E_F = 0^\tau$ (results are identical for $E_F = 0^-$), we are left with two different contributions to the exchange. One can write,

$$J_{ij}^{\alpha\beta} = -2J^2\left(\sum_{kk'} \frac{1}{e^0(k)} C_{\alpha\beta}^{l\ell}(k, k', R) + \sum_{kk'} \frac{1}{e^0(k) + e^0(k')} C_{l\ell}^{+\ell}(k, k', R)\right),$$

(3)

where the matrix element $C_{\alpha\beta}^{\lambda\lambda'}(k, k', R) = \langle 0|\Phi^\lambda_k(\psi_{k'}^{\lambda'})|j|j\beta|\Phi^\lambda \rangle^* \langle \psi_{k'}^{\lambda'}|0\rangle$ with $\lambda, \lambda' = (+, -)$ or 0, where the label $\varepsilon$ corresponds to the valence band, $\varepsilon$ to the conduction band and $\varepsilon'$ to the FB. The second term in eq. (3) is the inter-dispersive band contribution and the first one is the flat-band contribution. Notice also that the matrix element $C_{\alpha\beta}^{l\ell}$ is zero if at least one of the two impurities is located in a A-site. Thus, the contribution due to the flat-band affects only the (B,B), (C,C) and (B,C) pairs. The expressions of $C_{\alpha\beta}^{l\ell}$ can be found in the appendix A.

In what follows, we define $J_1^{\alpha\beta}(R)$ (resp. $J_2^{\alpha\beta}(R)$ ) as the first (resp. second) term in eq. (3) To allow the analytical calculations of the couplings, we start with the linearization of the dispersions in the vicinity of the neutrality point (M point in the BZ). The details are provided in the Appendix B. For a pair of impurities located respectively on the $\alpha$ and $\beta$-sublattices, we write,

$$J_l^{\alpha\beta}(R) = -\frac{J_0}{8\pi^2 R^3} f_1^{\alpha\beta}(\theta),$$

(4)

where $l = 1, 2$ and we recall that $\theta$ is the angle between the $x$-axis and $R$.

For a (A,A) pair, we have obtained $f_1^{AA}(\theta) = 0$ (as expected) and $f_2^{AA}(\theta) = C$, and for a (B,B) pair we have found $f_1^{BB}(\theta) = 2\sin(\theta)\cos(2\theta)$ and $f_2^{BB}(\theta) = (\frac{\pi}{4} + 4C)\sin^2(\theta) + 2C(-3\cos^2(\theta) + 1)$ where $C = 1 - \frac{\pi}{4}$. The analytical expression of $f_1^{\alpha\beta}(\theta)$ for the couplings for the other type of pairs is given in the appendix B. Let us discuss our findings. First, in all cases the analytical calculations confirm the $1/R^3$ decay of the couplings. To ease the discussion, in Fig. 5, is plotted $J_1R^3$ and $J_2R^3$, as a function of the angle $\theta$ for different kind of pairs ($\alpha, \beta$). Again, in the case of a (A,A) pair the only contribution is the inter-dispersive band one. It is $\theta$-independent as found numerically before, and the analytical expression gives $J^{AA}R^3 = -2.7 \times 10^{-3}J_0a^3$ which is very close to the value obtained from the full calculation (exact dispersions), $J^{AA}R^3 = -2.5 \times 10^{-3}J_0a^3$. In the case of $J^{AB}$ that also reduces to the $J_2$ contribution, the coupling is anti-ferromagnetic and has a clear $\theta$-dependence. Its reaches its maximum along the $x$-direction and vanishes along the $y$-axis. On the other hand, as it is the case for $J^{AA}$, $J^{BB}$ is ferromagnetic which is what we would have expected in the absence of the FB, but it is strongly anisotropic as well. For a fixed $R$, this coupling is maxi-
mum (in amplitude) at \( \theta = \pi/2 \) with a value almost twice that of \( J_{AA} \) and its minimum is along the \( x \)-direction. However, the non zero FB contribution behaves very differently. Below \( \theta_1 = \pi/4 \) and above \( \theta_2 = 3\pi/4, J^{BB}_{1} \) is ferromagnetic and antiferromagnetic for \( \theta \) between these two specific angles. The largest antiferromagnetic coupling is almost ten times larger than the ferromagnetic one, as it was observed in the numerical calculations in the previous section. The maximum of \( J^{BB}_{1} \) is reached at \( \theta = \pi/2 \), direction perpendicular to the (ABAB..) chains. In the case of a \( (B,C) \) pair, \( J_{BC}^{C} \) and \( J_{BC}^{B} \) have exactly the same \( \theta \)-dependence, but their sign differ, the first one is ferromagnetic while the other is antiferromagnetic and almost 4 times larger than the former. The details of the calculations can be found in the Appendix B. Thus the B-C coupling is entirely dominated by the antiferromagnetic FB contribution.

To estimate the validity of the linearization of the dispersive bands, we propose to compare the values found analytically with those obtained from the full numerical calculations. As it is illustrated in table 1 for the B-B couplings, the agreement between the analytical calculations and the full numerical calculations is very good, they differ by less than 5-6%. Notice, for \( \theta = 0 \), the discrepancy between the full calculations and the analytical result. Indeed, from the full calculation, \( J^{BB}_{1} \) fall as off as \( 1/R^2 \) while the analytical calculations predicts a vanishing coupling. The origin of this disagreement should be the linearization of the bands that leads only to the \( 1/R^3 \) contribution. Thus one should include the quadratic term in the analytical calculations to obtain the \( 1/R^2 \) decay.

To conclude this section devoted to the nature of the couplings at \( E_F = 0 \), we observe that when we ignore the flat-band contribution contribution, the couplings between impurities belonging to the same sublattice are all ferromagnetic, including the B-C couplings and those between \((A,B)\) and \((A,C)\) are antiferromagnetic. This would support a ferrimagnetic ordering of the spins, e.g. the magnetization of the localized spins on sublattice A is the antiparallel to that of the two fold coordinated sites \((B,C)\). However, when we include the flat-band contribution the picture changes entirely. The couplings between \((B,B)\) (resp. \((C,C)\)) pairs are drastically affected by this additional contribution which is strongly antiferromagnetic for \( \theta \in [\pi/4, 3\pi/4] \) (resp. \( \theta \in [-\pi/4, \pi/4] \)). Similarly, the couplings between \((B,C)\) pairs, largely dominated by the FB term, switch to antiferromagnetic for any values of the angle \( \theta \). Thus, when impurities are randomly distributed in the Lieb lattice, the \( J^{BB}_{1} \) contribution introduces frustration effects, the ferrimagnetic ground-state becomes unstable. Instead, we expect a spin-glass ground-state if the localized spins are randomly distributed on the two fold coordinated sites. Ferrimagnetism is only possible if the magnetic impurities are distributed on the sublattice A only.

### EFFECTS OF THE DOPING ON THE RKKY COUPLINGS

In this last section, we propose to address the issue of the effects of tuning the Fermi energy. One can find the details of the analytical calculations in the Appendix D. We first consider the case of the A-A couplings.

For \( x = k_F R \ll 1 \) (\( k_F = E_F / v_F \)), where \( v_F = a t \) is the Fermi velocity of the dispersive bands at the M point, we find,

\[
J^{AA}_{E_F}(R) = J^{AA,0}(R) \left( 1 + \frac{32}{9\pi} (k_F R)^3 \left( 1 - 3\gamma - 3 \ln \left( \frac{k_F R}{2} \right) \right) \right),
\]

where \( \gamma = 0.577 \) is the Euler-Mascheroni constant. To obtain this expression, we have used the small \( x \) expansion of \( J_0(x) \) and \( Y_0(x) \), the Bessel functions of first and second kind. Thus, the doping leads to a small \((k_F R)^3\) correction as it has also been found in the case of graphene.

On the other hand, in the opposite limit \( k_F R \to \infty \), and using the asymptotic forms of \( J_0(y) \) and \( Y_0(y) \), we obtain,

\[
J^{AA}_{E_F}(R) = \frac{2}{\pi} J^{AA,0}(R) \left( 4k_F R \sin(2k_F R) \right. \\
\left. + \cos(2k_F R) \right).
\]

Thus, for large distances and finite doping, the couplings are found to fall off as \( 1/R^2 \) and oscillate with a period \( \lambda_F = \frac{\pi}{k_F} \). This characterizes the standard RKKY behavior in two dimensional systems. Notice, that these results are also similar to those found in the case of graphene since in the case of A-A couplings the flat-band has no impact.

As it will be seen in what follows, in the case of the B-B (C-C and B-C) couplings the situation is very different. Let us start, with the \( G^{BB}(R, z) \) Green’s function that can be put into the form,

\[
G^{BB}(R, z) = \frac{a^2}{2\pi v_F^2} \cos^2(\theta) K_0(-iz R/v_F) + \\
\frac{i a^2}{2\pi R v_F} \cos(2\theta) K_1(-iz R/v_F),
\]
when are depicted the B-B couplings as a function of the distance between impurities for four different angles $\theta$. Figure 6. (Color online) $J_{BB}R^2$ as a function of $R$ for 4 different values of $\theta$ ($0, \pi/4, 3\pi/8, \pi/2$) where $\theta$ is the angle between $R = R_0 - R_1$ ($R_0$ and $R_1$ being the impurity positions) and the $x$-axis. In each case ($\theta$ fixed), the Fermi energy $E_F$ is tuned: $E_F = 0$ (dark grey), $0.05t$ (blue), $0.1t$ (yellow) and $0.2t$ (light green). The $J_{BB}$ couplings are expressed in units of $J'_0 = \frac{J^2}{8\pi}$. To shed some light on these features observed in Fig. 6, we propose to derive the analytical expression of the couplings in both limits $k_FR \ll 1$ (low doping/short distance) and $k_FR \gg 1$ (high doping/long distance). Using the fact that $F_{00}(0) = 1/16$, $F_{11}(0) = -1/2$ and $F_{01}(0) = -1/2$ (see Appendix D), one finds the analytical expression of the couplings for $k_FR \ll 1$,

$$J_{BB,E_F}(R) = J_{BB,0}(R) + \frac{J^2}{8\pi^2 R^3} \left( \frac{a^3}{2} \cos^4(\theta) x \sin(2x) + \frac{1}{8} \cos^2(\theta) (8 - 15 \cos^2(\theta)) \cos(2x) + o(\frac{\sin(2x)}{x}) + o(\frac{\cos(2x)}{x}) \right),$$

(11)

where $x = k_FR$.

Thus, for $R \leq \Lambda_F$, and in contrast to the A-A couplings, the correction to $J_{BB,R}$ due to the finite doping is linear in $k_FR$ and $\theta$ dependent. Thus, the doping has a much stronger pronounced effect on the B-B (or C-C) couplings than on the A-A ones. This is again due to presence of the flat-band that directly contribute to the former couplings. One could check that the origin of this linear correction should be the $J_{BB}$ contribution, while $J_{BB}$ should give the standard $k_FR^2$ correction. Notice also that for the specific angles $\theta = \pi/4$ or $3\pi/4$ the linear correction vanishes.

Let us now consider the behavior of the B-B couplings in the opposite limit, $k_FR \gg 1$. Using both eqs. (D.15) and (D.16) and the large argument expansion of the Bessel functions $Y_i(y)$ and $J_i(y)$ ($i = 0, 1$), we find,

$$J_{BB,E_F}(R) = \frac{-J^2}{8\pi^2 R^3} \left( \frac{a^3}{2} \cos^4(\theta) x \sin(2x) + \frac{1}{8} \cos^2(\theta) (8 - 15 \cos^2(\theta)) \cos(2x) + o(\frac{\sin(2x)}{x}) + o(\frac{\cos(2x)}{x}) \right),$$

(11)

where $x = k_FR$.

Thus, for $\theta \leq \frac{\pi}{2}$ the coupling fall off as $\frac{1}{R^2}$ and the amplitude of the oscillations appears to scale as $\cos^4(\theta)$. This equation explains both the period of oscillations found for a fixed $\theta$ and the rapid drop of the amplitude as it has been observed in Fig. 6 when $\theta$ approaches $\pi/2$. For this particular angle, the first two terms on the right side of eq. (11) vanish, thus the couplings decay even more rapidly than in the undoped case. More precisely, along the $y$-axis direction, $J_{BB,E_F}$ falls off as $\frac{1}{R^2}$. Notice again, that the doping effects on C-C couplings can be straightforwardly obtained by changing $\theta$ in $\frac{\pi}{2} - \theta$ in eq. (11).

CONCLUSION

Motivated by the unconventional quantum electronic transport properties found in the Lieb lattice, we have addressed the effects of the flat band on the RKKY couplings. It has been shown that the presence of the flat band has drastic impacts in the couplings and lead to
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\[ E^\pm(k) = \pm 2t f_0(k), \]
\[ E^0(k) = 0. \]

where \( f_0(k) = \sqrt{\cos^2(k_x a/2) + \cos^2(k_y a/2)} \). The associated eigenvectors are,

\[ |\Psi^\pm_k\rangle = \frac{\pm F_x(k)|Bk\rangle \pm F_y(k)|Ck\rangle + |Ak\rangle}{\sqrt{2}}, \]
\[ |\Psi^0_k\rangle = -F_y(k)|Bk\rangle + F_x(k)|Ck\rangle, \]

where \( F_x(k) = \cos(k_x a/2)/f_0(k) \) (\( \lambda = x, y \) and \( |\alpha k\rangle = \sum_k e^{ik_R} |\alpha\rangle \), \( \alpha = A, B \) and \( C \), \( N \) is the number of unit cells.

Find below the list of the matrix elements defined by,

\[ C_{\alpha\beta}^{\lambda\lambda'\sigma}(k, k', R) = \langle \alpha | \Psi^\lambda_k | \Psi^\lambda_{k'} \rangle \langle \beta | \Psi^\lambda'_{k'} | \Psi^\lambda'_{k} \rangle, \]

where \( \alpha \) and \( \beta \) are the sublattice index, and \( \lambda \) and \( \lambda' \) the band index:

\[ C_{AA}^{+0}(k, k', R) = \frac{1}{4N^2} F_x(k) F_y(k') e^{i|q|R}, \]
\[ C_{AA}^{0+}(k, k', R) = 0, \]
\[ C_{BB}^{+0}(k, k', R) = \frac{1}{4N^2} F_x^2(k) F_y^2(k') e^{i|q|R}, \]
\[ C_{BB}^{0+}(k, k', R) = \frac{1}{2N^2} F_y^2(k) F_y(k') e^{i|q|R}, \]
\[ C_{AB}^{+0}(k, k', R) = \frac{1}{4N^2} F_x(k) F_y(k') e^{i|q|R}, \]
\[ C_{AB}^{0+}(k, k', R) = 0, \]  

\[ C_{BC}^{+0}(k, k', R) = \frac{1}{4N^2} F_x(k) F_y(k) F_y(k') e^{i|q|R}, \]
\[ C_{BC}^{0+}(k, k', R) = -\frac{1}{2N^2} F_x(k) F_y(k) \times F_x(k') F_y(k') e^{i|q|R}, \]

where, \( R = R_i - R_j \) and \( q = k - k' \). The missing \( C_{AC}^{\lambda\lambda'} \) and \( C_{CC}^{\lambda\lambda'} \) can be straightforwardly calculated.

**APPENDIX B**

In this appendix, we derive the analytical expressions of the two different contributions to the couplings between pairs of magnetic impurities: the inter-dispersive band term and the FB contribution.

The exchange between two impurities located respectively on a site of type \( \alpha \) and the other on a \( \beta \)-type reads,

\[ J_{ij}^{\alpha\beta} = -2J^2 \int_{-\pi}^{\pi} dq dq' \int_{-\pi}^{\pi} \sin^2(\theta_q \cos(\theta_{q'})) e^{i|q|R \cos(\theta_{q', R})}. \]

The first contribution is associated to the matrix elements that involve the flat-band and the conduction band. The second term originates from matrix elements between pairs of magnetic impurities: the inter-dispersive band term and the FB contribution.

\[ J_{ij}^{\beta\beta} = -2J^2 \int_{-\pi}^{\pi} dq dq' \int_{-\pi}^{\pi} \sin^2(\theta_q \cos(\theta_{q'})) e^{i|q|R \cos(\theta_{q', R})}. \]
kind, $J_0(x)$ and $J_1(x)$, and after performing a change of variables, we can re-express $F_a(R)$ and $F_b(R)$ as follows,

$$F_a(R) = \frac{a^2}{2\pi R^2}e^{i\pi R} \left( \cos^2(\theta) I_1 + \cos(2\theta) I_2 \right),$$

$$F_b(R) = \frac{a}{2\pi R}e^{i\pi R} \left( \sin^2(\theta) I_3 - \cos(2\theta)(-I_3 + I_4) \right).$$

where $I_1 = \int_0^\infty J_0(u)du$, $I_2 = \int_0^\infty J_1(u)du$, $I_3 = \int_0^\infty J_0(u)du$ and $I_4 = \int_0^\infty (J_1(u)/u)du$. It can be shown that $I_1 = 0$ and $I_2 = I_3 = I_4 = 1$ \[43\]. Notice that we have also used the fact that,

$$\frac{d^2J_0}{du^2} = -J_0(u) + \frac{J_1(u)}{u}. \quad (B.5)$$

Thus, we finally find for the FB contribution,

$$J_{1}^{BB}(R) = \frac{-a^3}{4\pi^2 R^3} \sin^2(\theta) \cos(2\theta) \frac{J_2^2}{t}. \quad (B.6)$$

We now proceed further with the case of $J_{2}^{BB}$. After linearization of the dispersion of the valence and conduction bands, one obtains,

$$J_{2}^{BB}(R) = -\frac{a^3 J^2}{8\pi^2 R^3t} \int \frac{u v}{u + v} \int_0^\infty dq dq' \sin(q) \sin(q')$$

$$\cos^2(\theta_q) \cos^2(\theta_{q'}) \sin(q) \sin(q') e^{iqRcos(\theta_{\rho,\rho'})} e^{iq'Rcos(\theta_{\rho',\rho'})}. \quad (B.7)$$

Here, the single $\int$ sign means that $q$ and $q'$ are integrated from 0 to $\infty$ and $\theta_q$ and $\theta_{q'}$ from $-\pi$ to $\pi$. As before, the introduction of the Bessel functions leads to,

$$J_{2}^{BB}(R) = -\frac{a^3 J^2}{8\pi^2 R^3t} \left( A_\theta \int_0^\infty J_0(u) + \frac{J_1(u)}{u} \right)$$

$$B_\theta \int_0^\infty J_0(u) + \frac{J_1(u)}{u} \right)$$

$$-\frac{a^3 J^2}{8\pi^2 R^3t} \sum_{n,p=0}^{n,p=1} I_{n,p} A_\theta 2^{-n-p} (B_\theta)^{n+p}, \quad (B.8)$$

where $A_\theta = \cos^2(\theta)$ and $B_\theta = -\cos(2\theta)$ and,

$$J_{2}^{BB}(R) = -\frac{a^3 J^2}{8\pi^2 R^3t} \left( \left( \frac{\pi}{16} + 4C \right) \cos^4(\theta) + 2C(-3\cos^2(\theta) + 1) \right). \quad (B.10)$$

where $C = 1 - \frac{\pi}{4}$.

Following this procedure, we can derive the expression of the other couplings as well,

$$J_{2}^{AA}(R) = -\frac{1}{128\pi} \left( \frac{a}{R} \right)^3 \frac{J_2^2}{t}, \quad (B.11)$$

$$J_{2}^{AB}(R) = \frac{3}{128\pi} \left( \frac{a}{R} \right)^3 \cos^2(\theta) \frac{J_2^2}{t}, \quad (B.12)$$

$$J_{2}^{BC}(R) = -\frac{1}{32\pi^2} \left( \frac{a}{R} \right)^3 \sin^2(\theta) \frac{J_2^2}{t}, \quad (B.13)$$

In addition, $J_{1}^{AA}(R) = 0$ and $J_{1}^{AB}(R) = 0$, since there is no flat band contribution if one of the magnetic impurity site is of type $A$.

### APPENDIX C

This appendix is devoted to the analytical expressions of the following set of integrals,

$$J_{\mu\nu}^{nl} = \int_0^\infty \int_0^\infty \frac{u^{\mu}v^{\nu}}{u + v} J_\mu(u)J_\nu(v). \quad (C.1)$$

As it has been done in the case of graphene \[44\], we first define the following function with $s \geq 0$,

$$F(s) = \int_0^\infty \int_0^\infty e^{-s(u+v)} \frac{u^{n}v^{l}}{u + v} J_\mu(u)J_\nu(v). \quad (C.2)$$

Its derivative can be written,

$$\frac{dF(s)}{ds} = -L(x^n J_\mu(x))L(x^l J_\nu(x)), \quad (C.3)$$

where the Laplace transform is defined by,

$$L(J_\mu(x)) = \int_0^\infty dx e^{-sx} J_\mu(x). \quad (C.4)$$

According to Ref. [43] the Laplace transform can be put into the form,

$$L(J_\mu(x)) = \frac{(\sqrt{s^2 + 1} - s)^n}{\sqrt{s^2 + 1}}. \quad (C.5)$$

Thus,

$$L(x^n J_\mu(x)) = (-1)^n \frac{d^n}{ds^n} \left( \frac{(\sqrt{s^2 + 1} - s)^n}{\sqrt{s^2 + 1}} \right). \quad (C.6)$$

As a first case, we can now calculate $I_{1,0}$. In eq. (C.3), we set $\mu = 0$, $\nu = 1$, $n = 1$ and $l = 0$. Using (C.5) we find,

$$\frac{dF(s)}{ds} = -\frac{s}{(s^2 + 1)^{3/2}} + \frac{s^2}{(s^2 + 1)^2}. \quad (C.7)$$

Since $\lim_{s \to \infty} F(s) = 0$, the integration of this equation leads to,

$$F(s) = \frac{1}{(s^2 + 1)^{1/2}} - \frac{1}{2} \frac{s}{(s^2 + 1)^{1/2}} + \frac{1}{2} \tan^{-1}(s) - \frac{\pi}{4}. \quad (C.8)$$
We finally obtain,
\[
J_{01}^{10} = F(0) = I_{01} = I_{10} = 1 - \frac{\pi}{4},
\] (C.9)
where the integral $I_{\alpha p}$ is defined in Eq. (B.9). Following this procedure, we also find,
\[
I_{00} = \frac{\pi}{16},
\] (C.10)
\[
I_{11} = 2I_{01}.
\] (C.11)

**APPENDIX D**

In this appendix, we address the effects of electron/hole doping in the couplings. We first consider the case of (A,A) couplings. We start with the Green’s function $G^{AA}(R, z)$ that can be written,
\[
G^{AA}(R, z) = \frac{z a^2}{2\pi} \int_0^\infty dq d\mathbf{q} \frac{1}{z^2 - q^2} J_0(qR),
\] (D.1)
where $z = E + i\eta$, $v_F = c\tau$ is the Fermi velocity of the dispersive bands at the M point (we set $\hbar = 1$). Using the fact that, for both $\alpha > 0$ and $\Re(k) > 0$ [49],
\[
\int_0^\infty dx \frac{x J_0(\alpha x)}{x^2 + k^2} = K_0(\alpha k),
\] (D.2)
where $K_0$ is the modified Bessel function of second kind. Then, we can write,
\[
G^{AA}(R, z) = -\frac{a^2}{2\pi v_F} K_0(-i \frac{zR}{v_F}).
\] (D.3)

We now re-express $K_0$ in terms of $J_0$ and $Y_0$, the ordinary Bessel functions of first and second kind,
\[
K_0(-iz) = \frac{\pi}{2} (iJ_0(z) - Y_0(z)).
\] (D.4)

Thus, one finds,
\[
\Im(G^{AA}(R, z)^2) = -\frac{1}{8\pi^2} \frac{a^2}{v_F^2} J_0(y)Y_0(y),
\] (D.5)
where we have introduced the reduced variable $y = \frac{zR}{v_F}$. Thus, the couplings between (A,A) pairs for a fixed Fermi energy can be written,
\[
J^{AA,EE}(R) = J^{AA,00}(R) + \frac{J^2 a^3}{8\pi R^3} \int_0^{k_F R} dy y^2 J_0(y)Y_0(y),
\] (D.6)
where $J^{AA,00}(R)$ is the coupling calculated in the appendix B at $E_F = 0$. To obtain $J^{AA,EE}$ for $k_F R \ll 1$, we can use the small $y$ expansion of $J_0(y)$ and $Y_0(y)$, this leads to,
\[
y^2 J_0(y)Y_0(y) = \frac{2}{\pi} \left( \ln \left( \frac{y}{2} \right) y^2 + \gamma y^2 \right) + o(y^4),
\] (D.7)
where $\gamma = 0.577$ is the Euler-Mascheroni constant. After few straightforward steps, we obtain,
\[
J^{AA,EE}(R) = J^{AA,00}(R) \left( 1 + \frac{32}{9\pi} (k_F R)^3 (1 - 3\gamma - 3\ln \left( \frac{k_F R}{2} \right)) \right),
\] (D.8)

Now, to derive the couplings in the opposite limit, $k_F R \gg 1$. We first re-express eq. (D.6) in the following form, $J^{AA,EE}(R) = \frac{J^2 a^3}{8\pi R^3} \int_0^\infty dy y J_0(y)Y_0(y)$ and use the asymptotic forms of $J_0(y)$ and $Y_0(y)$,
\[
J_0(x) = \sqrt{\frac{2}{\pi x}} \left( \cos(x - \frac{\pi}{4}) + \frac{1}{8} \sin(x - \frac{\pi}{4}) + o(1/x^{3/2}) \right),
\]
\[
Y_0(x) = \sqrt{\frac{2}{\pi x}} \left( \sin(x - \frac{\pi}{4}) - \frac{1}{8} \cos(x - \frac{\pi}{4}) + o(1/x^{3/2}) \right).
\] (D.9)

We finally get,
\[
J^{AA,EE}(R) = \frac{2}{\pi} J^{AA,00}(R) \left( 4k_F R \sin(2k_F R) + \cos(2k_F R) \right),
\] (D.10)

Notice that to calculate properly the large $k_F R$ expression of $J^{AA,EE}$, it is essential to include in the expansion of $J_0(x)$ and $Y_0(x)$ the $1/x^{3/2}$ terms.

We now proceed further and consider the case of $J^{BB,EE}$. Starting with the definition of $G^{BB}(R, z)$, and after few elementary steps, one can write,
\[
G^{BB}(R, z) = I_1 + I_2,
\] (D.11)
where, after performing the integration over $\theta_q$, one finds,
\[
I_1 = \frac{z a^2}{2\pi} \int_0^\infty dq d\mathbf{q} \frac{q}{z^2 - (v_F q)^2} f_1(q, \theta),
\]
\[
I_2 = \frac{a^2}{2\pi z} \int_0^\infty \mathbf{q} df_2(q, \theta),
\] (D.12)
where, $f_1(q, \theta) = \cos^2(\theta) J_0(q R) - \cos(2\theta) \frac{J_1(q R)}{q R}$ and $f_2(q, \theta) = \sin^2(\theta) J_0(q R) + \cos(2\theta) \frac{J_2(q R)}{q R}$.

From eq. (D.2) and its derivative with respect to $\alpha$, we end up with the following expression for $G^{BB}(R, z)$,
\[
G^{BB}(R, z) = -\frac{a^2}{2\pi v_F} \cos^2(\theta) K_0(-i \frac{z R}{v_F}) + \frac{i a^2}{2\pi v_F} \cos(2\theta) K_1(-i \frac{z R}{v_F}).
\] (D.13)

Using eq. (D.4) and the fact that $K_1(-iz) = -\frac{\pi}{2} (iJ_1(z) + Y_1(z))$, we obtain for the calculation of the B-B couplings,
\[
\Im(G^{BB}(R, z)^2) = -\frac{\pi^2}{2} \left( \alpha^2 J_0(z_1)Y_0(z_1)E^2 + \beta^2 J_1(z_1)Y_1(z_1) + \alpha \beta J_0(z_1)Y_1(z_1) + J_1(z_1)Y_0(z_1)E \right).
\] (D.14)
where the new variable $z_1 = \frac{x}{\sqrt{x^2 + y^2}}$, and the $\theta$ dependent functions are respectively $\alpha = -\frac{1}{2\pi y^2} \cos^2(\theta)$ and $\beta = \frac{1}{2\pi y^2} \cos(2\theta)$. We finally obtain,

$$J_{BB,E_F}(R) = -\frac{J^2}{8\pi^2 l R^3} \left( \cos^4(\theta) F_{00}(k_F R) + \cos^2(2\theta) F_{11}(k_F R) - \cos(2\theta) \cos^2(\theta) F_{01}(k_F R) \right).$$

(D.15)

We have introduced $F_{nl}$ functions ($n, l = 0, 1$) that are defined as follows,

$$F_{nl}(k_F R) = \int_{k_F R}^{\infty} dy y^{2-n-l}(J_n(y)Y_l(y) + J_l(y)Y_n(y)) c_{nl},$$

(D.16)

where, $c_{nl} = 1/2$ if $n = l$, otherwise $c_{nl} = 1$.

For the small doping behavior of $J_{BB,E_F}$, one needs the values of $F_{nl}(0)$, that are respectively, $F_{00}(0) = 1/16$, $F_{11}(0) = -1/2$ and $F_{01}(0) = -1/2$. The details of the calculations are available in the Appendix E. With these values of $F_{nl}(0)$ and the small argument expansion of $J_n(y)$ and $Y_l(y)$, we find,

$$J_{BB,E_F}(R) = J_{BB,0}(R) + J^2 \frac{a^3}{8\pi^2 l R^3} \cos(2\theta) k_F R + o((k_F R)^3).$$

(E.17)

We now calculate the B-B couplings in the opposite limit, e.g. $k_F R \gg 1$. For large values of the argument $x$,

$$J_1(x) = \sqrt{\frac{2}{\pi}} \left( \cos(x - \frac{3\pi}{4}) - \frac{3}{8} \sin(x - \frac{3\pi}{4}) + o(1/\sqrt{x}) \right),$$

$$Y_1(x) = \sqrt{\frac{2}{\pi}} \left( \sin(x - \frac{3\pi}{4}) + \frac{3}{8} \cos(x - \frac{3\pi}{4}) + o(1/\sqrt{x}) \right).$$

(E.18)

The large argument expansion of $J_0(x)$ and $Y_0(x)$ are already given in Eq.(D.9). Finally, combining both Eq.(D.15) and Eq.(D.16) leads to,

$$J_{BB,E_F}(R) = -\frac{J^2}{8\pi^2 l R^3} \left( \frac{1}{2} \cos^4(\theta) x \sin(2x) + \frac{1}{8} \cos^2(\theta)(8 - 15 \cos^2(\theta)) \cos(2x) \right. \left. + o(\frac{\sin(2x)}{x}) + o(\frac{\cos(2x)}{x}) \right).$$

(D.19)

**APPENDIX E**

In this appendix we calculate the values of $F_{nl}(0)$ as defined in Eq.(D.16). From the expression of $J_{AA,0}$ as it is given in Eq.(B.11) and the other one that could be directly derived from Eq.(D.5), one can unambiguously conclude that $F_{00}(0) = 1/16$.

Using the fact that [43],

$$\int_0^{\infty} dy J_n(y)Y_n(y) = \frac{1}{2a^2}$$

(E.1)

one immediately gets,

$$\int_0^{\infty} dy y J_n(y)Y_n(y) + J_l(y)Y_n(y)) = -\frac{1}{2a^2}$$

(E.2)

where, this equation is simply obtained by the derivation of Eq. (E.1) with respect to $a$. Thus, we conclude that $F_{11}(0) = -1/2$ and $F_{01}(0) = -1/2$, both needed for the calculation of the couplings.

---
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