Minimum Mapping from EMG Signals at Human Elbow and Shoulder Movements into Two DoF Upper-Limb Robot with Machine Learning
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Abstract: This research focuses on the minimum process of classifying three upper arm movements (elbow extension, shoulder extension, combined shoulder and elbow extension) of humans with three electromyography (EMG) signals, to control a 2-degrees of freedom (DoF) robotic arm. The proposed minimum process consists of four parts: time divisions of data, Teager–Kaiser energy operator (TKEO), the conventional EMG feature extraction (i.e., the mean absolute value (MAV), zero crossings (ZC), slope-sign changes (SSC), and waveform length (WL)), and eight major machine learning models (i.e., decision tree (medium), decision tree (fine), k-Nearest Neighbor (KNN) (weighted KNN, KNN (fine), Support Vector Machine (SVM) (cubic and fine Gaussian SVM), Ensemble (bagged trees and subspace KNN). Then, we compare and investigate 48 classification models (i.e., 47 models are proposed, and 1 model is the conventional) based on five healthy subjects. The results showed that all the classification models achieved accuracies ranging between 74–98%, and the processing speed is below 40 ms and indicated acceptable controller delay for robotic arm control. Moreover, we confirmed that the classification model with no time division, with TKEO, and with ensemble (subspace KNN) had the best performance in accuracy rates at 96.67, recall rates at 99.66, and precision rates at 96.99. In short, the combination of the proposed TKEO and ensemble (subspace KNN) plays an important role to achieve the EMG classification.
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1. Introduction

Electromyography (EMG) has been considered an important area for study, especially as biological signal control to promote quality of life and self-reliance. There are several areas of applications of EMG, such as disease diagnosis, rehabilitation evaluation, and control strategy for the assistive device. EMG provides rich information obtained by muscle contractions [1–9]. Recent research developments in the field of robots have led to robotic arm control with very complex mechanical capabilities, sensor technology, and control algorithms that do not necessarily make it easier for users to intuitively control robots [2–4,10]. Hand gesture recognition (HGR) is an important part of human–robot interaction that studies to recognize commands from humans by the development of robot technology. HGR models are human–computer systems that predict what motions or gestures were conducted and when a human conducted the gesture [3–5,7,8,10]. Human–robot interactions (HRI) are a wide research field. Currently, those systems are used in many applications and researches such as robot control systems [11–23], medical recognitions and rehabilitations [24–27], and intelligence assistive devices [5,12,15,28–34].
There are several issues related to the process of controlling the robotic arm using the EMG signal. Noise, motion artifact, and crosstalk have an impact on the prediction intention. The high variability of EMG signal amplitude estimation is a challenge in developing the control system [3,23,35–38]. Ideally, an assistive upper limb robotic arm system should fulfill several criteria such as an intuitive interface for the user; robust system; adaptive to the user; minimal number of sensors and not sensitive to the precise muscle placement; short and easy training/calibration (possibly without training); provide feedback (closed-loop control); low cost and simple computational; and produce good estimation with perceivable delays (real-time) [4,8,14,25,29,39]. Laksono et al. [9] proposed a model mapping for three EMG channels from three different muscles to control the robotic arm to predict three movements of the upper arm. This simple model can discriminate against three upper arm movements by considering the influence of the targeted muscle position when doing the movement; the characteristics of the muscles that perform the activity will play an important role in carrying out the movement. Even though the model was capable of performing motion mapping, the overall reported accuracy in 76.64% was still not optimal. The existing research on the classification of hand movements based on EMG signals still faces many challenges such as weak robustness, the minimum number of sensors, short training data, low computational process, and good prediction with perceivable time delay [2,4,10,34,39–43]. To address these challenges, we propose models for classifying upper arm movements that conducted 1- and 2-degrees of freedom (DoF) motions using machine learning. The HGRs include three movements (elbow extension, shoulder extension, combined shoulder and elbow extension), and a case with no movement (default condition). Simultaneous and independent control of multi degrees of freedom (DoF), such as elbow and shoulder joints, is the main target of the machine learning-based model for controlling robotic arm using electromyography (EMG) signal [44]. This research also focused on the positioning of the EMG sensor on the target muscles that are directly involved in the movement of the upper arm. In this research, we introduce machine-learning models for controlling the robot arm that EMG signals are obtained from three muscles as a multi-channel (three channels of input). This three-motion produced four class predictions consist of motion 1, motion 2, motion 3, and no motion.

Machine learning has been used extensively in HGR and other EMG-related studies targeting different functionalities. Several kinds of research focusing particularly on elbow and shoulder movements have been reported in Triwiyanto et al. [13], Antuvan et al. [14], Martinez et al. [16], Hassan, Abou-Loukh, and Ibraheem [19], Young et al. [45], Jiang et al. [46], and Tsai et al. [47], classification of upper limb motion using extreme learning machines by Antuvan et al. [39], using Support Vector Machine (SVM) [6,8,19,48], investigation of shoulder muscle activation pattern recognition using machine learning by Jiang et al. [46], and detection movements using EMG signal for upper limb exoskeletons in reaching tasks by Trigili et al. [49]. These papers verify the suitability of EMG signals for biopotential intelligent robot control.

The key to any EMG control is the measurement system in use. As expected, accurate EMG signal recording increases the performance of the pattern recognizing model. In this paper, the experiment was conducted systematically to investigate the impact of using Teager–Kaiser energy operator (TKEO) and variable segmentation levels of EMG signal input. To get better classification performance and try to tackle the challenges, we propose the following framework to classify EMG signals for controlling a robotic arm. The use of multi-channels for data retrieval has aided in recognition as it covers more muscle areas. Hence, in this research the focus of EMG data collection is in three positions, namely brachioradialis, biceps brachii, and deltoid to move the robotic arm. EMG processes such as data segmentation had similarly been shown to better the results of discriminative models [34]. We performed three levels of data segmentation. On the first level, no segmentation was performed. On the second and third level, the EMG signal was split into two or three segments of data and treated as distinct input to feature extraction process. To overcome muscle activation signals, TKEO was used for onset detection [47,50,51]. TKEO
method has been mainly used to enhance the magnitude and frequency of time-domain signals without requiring the conversion of those signals to the frequency domain [41]. The other preprocessing processes, such as normalization, rectification, and smoothing signals using moving average, are commonly used by many researchers [47,52–54].

Feature extractions take an important role in machine learning. Features were extracted from the different EMG signal sources. The feature of EMG signals commonly includes time-domain (TD) and frequency-domain (FD) feature. Feature extraction proposed in this paper was multi-feature TD, which includes the mean absolute value (MAV), zero crossings (ZC), slope-sign changes (SSC), and waveform length (WL) [47,52–55]. A calibration phase was utilized to acquire training phase data. From this, we evaluated the features as well as extent of the sampled data. In total, four classes (motion 1, motion 2, motion 3, and no motion) were classified. Machine learning model classifiers were used as a feasible decoder to predict the four movements. The results obtained in this study were applied online for real-time implementation. The performance shown includes a fairly accurate and consistent prediction accuracy. Three metric performances; accuracy, recall, and precision were evaluated for evaluation of performance. In real-time processing, there were various optimal controller delays in the literature review that reported below 500 ms which is still feasible for real-time robotic control [4,8].

In this paper, we deployed a teleoperation HRI cooperating between surface EMG and an upper-arm robotic, to fast-detect the user’s hand gesture intention. We implemented an offline supervised machine-learning algorithm, using a set of five subject-independents. The proposed system established various scenarios consisting of three-level variables of segmentation signal, using TKEO, and classification types of the machine-learning model, such as decision tree, k-Nearest Neighbor (KNN), SVM, and Ensemble. All machine-learning algorithms are provided in the classification learner application in Matlab®. The significant contribution of this study is to provide the results of investigations regarding the optimal performance of the supervised machine-learning model using limited data training to classify upper arm motions based on three EMG signal channel inputs from three different target muscles and to control the robotic arm in teleoperation HRI simultaneous.

2. Materials and Methodology

Five healthy subjects participated as volunteers for the experiment. All of the participants provided written informed consent letters following approval procedures (number 27–226) issued by the Gifu University ethics committee and complying with the Helsinki declaration. This experiment explored machine-learning approaches that can be useful in the prediction of elbow and shoulder joint movements classification as an alternative to the modeled equation for robotic controlling. The proposed experiment system used to describe the process of controlling the robotic arm using EMG signal classification is illustrated in Figure 1. The subjects conducted upper limb motion which was similar to our previous research. The experimental setup that included EMG measurements system, muscle position, data acquisition, data analysis, and robotic control is described by Laksono et al. [9].

![Figure 1. The proposed system for electromyography (EMG) controlled robotic arm.](image-url)
2.1. Feature Extraction Stage

EMG signals are easily corrupted by the environment in the data acquisition process. Motions artifacts, crosstalk, baseline offset, and power line frequency may lead to distortion in the process classification [41,48,52,54,56,57]. We used an isolator to reduce the powerline frequency noise. Three EMG sensors were used to capture EMG signals and then they were used as inputs for the learning process. Teager–Kaiser energy operator (TKEO) was used for enhancing the amplitude and frequency of TD EMG signals without converting those signals to the FD [41–43]. TKEO was performed to enhance muscle activation detection. The TKEO is denoted in Equation (1):

$$\gamma[x(i)] = x^2(i) - x(i + 1) \times (i - 1)$$  (1)

Then, the conventional EMG feature extraction methods were employed to extract meaningful information for EMG signal classification. Each of them is explained below.

Mean absolute value (MAV) was used as an onset index to detect muscle activity. MAV is the average absolute value of EMG signal amplitude. MAV is a popular feature used in EMG hand movement recognition applications [55]. It is defined as

$$MAV = \frac{1}{M} \sum_{i=1}^{M} |X_i|$$  (2)

Waveform length (WL): WL is the cumulative length of the waveform overtime segment. WL is similar to waveform amplitude, frequency, and time [55]. The WL can be formulated as

$$WL = \sum_{i=1}^{M-1} |X_i + 1 - X_i|$$  (3)

Zero crossing (ZC) is the number of times that the amplitude values of EMG signal cross zero in the x-axis. In the EMG feature, the threshold condition is used to avoid background noise. ZC provides an approximate estimation of frequency domain properties [55]. The calculation is defined as

$$ZC = \sum_{n=1}^{N-1} \left[ f(x_n - x_{n+1}) \cap |x_n - x_{n+1}| \geq \text{threshold} \right]$$

$$f(x) = \begin{cases} 1, & \text{if } x \geq \text{threshold} \\ 0, & \text{otherwise} \end{cases}$$  (4)

Slope-sign change (SSC): SSC is related to ZC. It is another method to represent the frequency domain properties of EMG signal calculated in the time domain. The number of changes between positive and negative slope among three sequential segments is performed with threshold function for avoiding background noise in EMG signal [55]. It is given by

$$SSC = \sum_{n=2}^{N-1} \left[ f[(x_n - x_{n-1}) \times (x_n - x_{n+1})] \right]$$

$$f(x) = \begin{cases} 1, & \text{if } x \geq \text{threshold} \\ 0, & \text{otherwise} \end{cases}$$  (5)

2.2. Machine Learning (ML) Stage

The classification started with preparing data for the learning process. Data was generated from three EMG channels recorded at a sampling rate of 2000 Hz with recording times varying between 1.5–3 s per motion stored in the workspace. In total, five subjects performed three motions. The data were segmented as follows; 60% for training and 40% for performance validation.
As mentioned, 40% of the data was reserved for testing/inferencing. The machine learning models operate as shown in Figure 2. In this case, the learning algorithm is fed with a pair of training data, which conventionally includes a response signal and a corresponding correct signal, which acts as a teacher. After the learning phase, inferencing can be made with the generated model. This output prediction based on weightings of the learned model for accurate inferencing; the data supplied should be novel to the model and hence the separation into testing data employed in the model.

![Figure 2. Classification models for comparative evaluation.](image)

Figure 2 shows the proposed machine learning model subdivision (six scenario models) utilized in the systematic investigation of optimal controller. The data is subdivided into two groups; processed with TKEO and without TKEO dataset. For each of the datasets, three variations of data are applied with the variation of dividing the signal into no segment, two segments, and three segments as inputs for training. Feature extraction is performed on each of the models to arrive at a trained model. A total of 48 types of trained models were investigated.

We used four features (MAV, WL, ZC, and SSC as multi-features from each channel) for training in one segment as an input. As such, 13 predictor signals (features) and one correct “teacher” signal were fed to the training model. For the second data input (using two segments input for each channel), we used similar features resulting in 25 predictors. Then, three segments were input in 37 predictors. It is worth noting that the same data was fed to the two distinct groups for comparison purposes. In both cases, we used five-fold cross-validation for accuracy estimation and to avoid overfitting.

A Matlab classification learner application that performs multiclass error-correcting output code with the different learner models was employed. In this case, eight types of machine learning learner models were employed; decision tree (medium), decision tree (fine), KNN (weighted and fine), SVM (cubic and fine Gaussian SVM), Ensemble (bagged trees and subspace KNN) were used. The hyperparameters for each classifier were initialized with the default setting. All ML methods performed training data properly. Based on the prediction performance (see Table 1), KNN (fine) and ensemble (subspace KNN) algorithms had the best accuracy for the method using TKEO and the method without using TKEO, respectively. These models were used for further analysis, shown in the next section.

Ensemble classifier is a system made by combining different classifiers to produce more safe and stable predictions [58]. The system is built with the N classifier that can be single or multiple, while the classification is appropriate to the feature vector, for each feature vector 1, each classifier yields the output value (the resulting output value is counted). Then, the output of the ensemble classifier is determined by the number of votes.
If the number of classifiers is, in fact, the average value of the classifier’s decision, it is rounded off, and the ensemble classifier decision is determined. All feature vectors are applied by this process [59]. We used the ensemble (subspace KNN) method using six dimensions subspace and learner nearest neighbors using 30 learners.

One of the classifications of machine learning methods with advisory learning is KNN. Under the structure from the training dataset, the classification is carried out according to the nearest distance to points in a training data set. In this study, we used model type fine KNN with \( k = 1 \) selected, and Euclidean distance calculation formulas were used.

**Table 1.** Accuracy of machine learning training model prediction performance.

| Model | Decision Tree (Medium) | Decision Tree (Fine) | KNN (Weighted) | KNN (Fine) | SVM (Cubic) | SVM (Fine Gaussian) | Ensemble (Bagged Trees) | Ensemble (Subspace KNN) |
|-------|------------------------|----------------------|---------------|------------|-------------|---------------------|--------------------------|------------------------|
| 1     | 80.5%                  | 80.5%                | 89%           | 89%        | 89%         | 82%                 | 84.5%                   | 92.5%                  |
| 2     | 74.5%                  | 74.5%                | 92%           | 95.5%      | 92%         | 75.5%               | 89.5%                   | 96%                    |
| 3     | 77%                    | 77%                  | 93.5%         | 94%        | 95%         | 74%                 | 86%                     | 95%                    |
| 4     | 90%                    | 90%                  | 94.5%         | 96.5%      | 95%         | 95.5%               | 91.5%                   | 96%                    |
| 5     | 82%                    | 82%                  | 93%           | 96.5%      | 93%         | 92%                 | 90%                     | 96%                    |
| 6     | 85%                    | 85%                  | 93.5%         | 97.5%      | 95.5%       | 94%                 | 93.5%                   | 98%                    |

2.3. Performance Analysis

The performance of six trained models was compared based on classification accuracy. The performance of the ML for each model is shown in Table 1 below. From the table, accuracy ranged between 80.5–98%. The highest accuracy was selected as the target model for evaluation. As such, Ensemble (subspace KNN) was chosen for model 1, 2, 3, and 6 while KNN (fine) was chosen for model 4 and 5.

The confusion matrix for five subjects is plotted in Figure 3. From the figure, all models achieved significant performance with regard to accuracy. Motion prediction comparison shows that the rank of accuracy class 2 (motion 2) is higher than the others, and class 3 (motion 3) is the lowest rank. The best accuracy is having a bigger number of true-positive rates (TPR) than others and a smaller number of false-negative rates (FNR). Mostly all training models have the value of TPR about 74–96.5% and the value of FNR about 0–16%. Compared with 65 primary studies reviewed by Jaramillo-Yanez et al. regarding the use of ML on HGR using the EMG signal, the accuracy of the classification model resulted in a range of 70–100% [8]. We showed that all ML training models are working and predicting properly.

The prediction performances in every motion were computationally analyzed using three performance metrics: accuracy, recall, and precision. The classification accuracy metric (see Equation (6)) is the ratio of motions perceived correctly among all of the test data. The classification recall metric (Equation (7)) is the fraction of motions predicted correctly for a class among the test data of this class. The precision metric (Equation (8)) is the ratio of motion realized correctly from a class among the motions recognized by the ML model as this class [8].

\[
\text{Accuracy}_{user(i)} = \frac{\sum_{j,k=1}^{g} n_{i,j,k}}{\sum_{j=1}^{g} \sum_{k=1}^{g} n_{i,j,k}}
\]  

(6)

\[
\text{Recall}_{user(i)\text{class}(k)} = \frac{n_{i,k,k}}{\sum_{j=1}^{g} n_{i,j,k}}
\]  

(7)

\[
\text{Precision}_{user(i)\text{class}(j)} = \frac{n_{i,j,j}}{\sum_{k=1}^{g} n_{i,j,k}}
\]  

(8)

where \( n_{i,j,k} \) is the number of motions conducted by the subject \( i \), which were recognized by the model as \( j \), but they were \( k, i \in \{ i_1, i_2, ..., i_u \} \) is the set of test subjects, \( j \in \{ j_1, j_2, ... \} \).
\( j_g \) is the set of predicted classes, \( k \in k_1, k_2, \ldots, k_g \) is the set of actual classes, \( u \) is the total number of test subjects, and \( g \) is the number of classes.

\[ j_g \]

\[ k \in k_1, k_2, \ldots, k_g \]

\[ u \]

\[ g \]

---

**Figure 3.** Confusion matrix of six scenario models.

### 3. Results and Discussion

Identifying multiple hand motions using a few EMG sensors and muscles is one of the challenges for improving high levels of usability in controlling robotic hands, which we are attempting to solve. The experiment was conducted systematically, and the results are shown below.

The overall performance comparison for five subjects shows that the users could achieve the acceptable percentage of performances, including accuracy (Figure 4), recall
(Figure 5), and precision rates (Figure 6). The development of a machine learning model that is used to discriminate EMG signals from three sensor inputs of three muscles for three kinds of movements shows promising results. Scenarios of six models were used based on the level of the frequency cut-out factor in the segmentation, whether or not using TKEO is used, and the model classification. The results of the classifications performance percentage of the five subjects are, for the accuracy rate, in the range of 65–100%, for the recall rate, in the range 91–100%, while for the precision rate, in the range of 70–100%.

![Figure 4. Average classification accuracy percentages over five subjects with six models.](image)

![Figure 5. Average classification recall percentages over five subjects with six models.](image)

Subject D reports the highest consistent accuracy results than the others, model 1 achieved the highest average percentages of accuracy at 97.67%, while model 6 obtained the lowest at 86.33% (see Table 2). At least all the subjects reported consistent results for recall rate, ranging from 96.97% to 99.67%. Subject A had the most consistent precision with model 1 which reported an average precision of 96.99%. The reasons why the performances are varied are because of motion artifacts and inconsistent motion issues.
Table 2. Total performance index.

| Model | Accuracy  | Recall  | Precision |
|-------|-----------|---------|-----------|
| 1     | 96.67%    | 99.66%  | 96.99%    |
| 2     | 94%       | 99.64%  | 94.31%    |
| 3     | 96%       | 99.29%  | 96.62%    |
| 4     | 86.67%    | 99.57%  | 86.92%    |
| 5     | 83.67%    | 97.7%   | 85.49%    |
| 6     | 86.33%    | 96.97%  | 89.31%    |

Figure 6. Average precision percentages over five subjects with six models.

Table 3 shows the processing time required for the different ML model classification. The measured delay controller for the HGR model must reach optimal timing. Overall, all the models that are used by the five subjects require less than 40 ms for processing speeds of time data analysis (see Figure 7). The fastest average processing time is obtained by model 4 at 2.7 ms, while the longest time is acquired by model 3 at 36.5 ms (see Table 3). If the data collection time is less than 200 ms and the data analysis time is added, the embedded system should be quite relevant to categorize as the real-time system [4,8,60,61].

Table 3. Average processing speed time of six models.

| Model | Average Time (s) | SD   |
|-------|------------------|------|
| 1     | 0.0314           | 0.0019 |
| 2     | 0.0345           | 0.0022 |
| 3     | 0.0365           | 0.0033 |
| 4     | 0.0027           | 0.0005 |
| 5     | 0.0031           | 0.0005 |
| 6     | 0.0020           | 0.0020 |

Based on the performance accuracy rates, recall rates, precision rates, and processing time, model 1 (TKEO processing with no division inputs per channel using ensemble subspace KNN) classification achieved the best performance. Model 1 hit accuracy rates in 96.67%, recall rates 99.66%, and precision rates 96.99%, while model 5 (without using TKEO, two segments input per channel, and four features with ensemble (subspace KNN classifier)) had the worst performance. Model 5 had performance accuracy rates, recall rates, and precision rates of 86.33%, 96.97%, and 89.31%. Subject D showed more consistent performance than others. Based on this study, using TKEO achieved better performance results. However, inconsistent motions and motion artifacts are the main issue. Improving
experiment setup for participants, such as giving a proper explanation and monitoring of participants, can be done to decrease inconsistency.

Table 3 shows the processing time required for the different ML model classification. The measured delay controller for the HGR model must reach optimal timing. Overall, all the models that are used by the five subjects require less than 40 ms for processing speeds of time data analysis (see Figure 7). The fastest average processing time is obtained by model 4 at 2.7 ms, while the longest time is acquired by model 3 at 36.5 ms (see Table 3).

If the data collection time is less than 200 ms and the data analysis time is added, the embedded system should be quite relevant to categorize as the real-time system [4,8,60,61].

Table 3. Average processing speed time of six models.

| Model | Average Time (s) | SD       |
|-------|-----------------|----------|
| 1     | 0.0314          | 0.0019   |
| 2     | 0.0345          | 0.0022   |
| 3     | 0.0365          | 0.0033   |
| 4     | 0.0027          | 0.0005   |
| 5     | 0.0031          | 0.0005   |
| 6     | 0.0020          | 0.0020   |

Figure 7. Average processing speed time over five subjects with six models.

4. Conclusions

We designed 48 classification models for discriminating three EMG signals at three upper limb motions and compared and evaluated the minimum parameters of feature extractions and machine learning models with five healthy subjects’ data. The results showed that all the proposed models achieved accuracy rates in the range of 74–98% and the processing speed was below 40 ms, which is an acceptable delay for controlling a robotic arm. Then, the best classification model was discriminated with 12-parameter-ensemble (subspace KNN) accuracy rates of 96.67, recall rates of 99.66, and precision rates of 96.99. The difference between the best model and the conventional model was TKEO. It seemed that TKEO functioned to make the results of MAV, ZC, SSC, and WL stand out. Further research will deal with classifying more than three upper motions with three EMG sensors.
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