Disturbance Observer-Based Offset-Free Global Tracking Control for Input-Constrained LTI Systems with DC/DC Buck Converter Applications
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Abstract: This paper presents an offset-free global tracking control algorithm for the input-constrained plants modeled as controllable and open-loop strictly stable linear time invariant (LTI) systems. The contribution of this study is two-fold: First, a global tracking control law is devised in such a way that it not only leads to offset-free reference tracking but also handles the input constraints using the invariance property of a projection operator embedded in the proposed disturbance observer (DOB). Second, the offset-free tracking property is guaranteed against uncertainties caused by plant-model mismatch using the DOB’s integral action for the state estimation error. Simulation results are given in order to demonstrate the effectiveness of the proposed method by applying it to a DC/DC buck converter.
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1. Introduction

Although stabilization of dynamic systems is one of main objectives of feedback control design, output reference tracking is much more important in practice. In addition, since most control systems are subject to input constraints, it is essential to design a feedback control scheme for output reference tracking of input-constrained systems. The objective of this paper is to develop a disturbance observer (DOB) based feedback control scheme for offset-free output reference tracking of stable linear systems with input constraints and model uncertainties. If the control objective is to stabilize the system, the problem is easy to solve since zero input is a feasible stabilizing control owing to the open loop stability of the system. However, if the feedback control aims to achieve the offset-free tracking for the uncertain input-constrained system, the problem is not trivial [1–5].

Robust tracking MPC (Model Predictive Control) can be a candidate solution to the problem [6–10] since it is effective to deal with the input constraints and also capable of handling model uncertainties to some extent. On the other hand, proper computational power has to be supported in order to implement the MPC. If it is required to design a feedback control without asking computational power, a low gain feedback control can be an alternative solution [11–16]. However, since the low gain controls are devised mainly for stabilization, an integral action needs to be added on top of the low gain feedback control. In other words, in order to apply the low gain control to the output tracking problem, the tracking error dynamics between the original state equation and its desired steady state equation is computed first, and the integrator dynamics is augmented with the error dynamics. As the last step, the low gain control is designed for the augmented system. If there are no
model uncertainties, the small gain control with the integral action can solve the tracking problem, but it can suffer from both the steady state tracking error and fulfilling the input constraints if there is plant-model mismatch. In addition to the MPC and low gain control approaches, there have been attempts to solve the tracking problem under consideration [17–19].

In order to design a robust feedback control scheme for reference tracking of stable linear systems with input constraints and model uncertainties, we propose a feedback control equipped with a DOB. The proposed DOB consists of a state observer estimating the system state and a projection operator which helps identify the steady state of the uncertain system and meet the input constraints. Thanks to the steady state of the uncertain system identified by the proposed DOB, the feedback control can achieve offset-free output reference tracking by stabilizing the tracking error dynamics, which takes the identified steady state into account. Besides, the projection operator embedded in the DOB makes the steady state control input satisfy the input constraints.

Compared with existing results in the literature, the proposed scheme has several advantages: (a) the proposed control scheme can be implemented without heavy computational power, although the input constraints are satisfied; (b) in terms of stability, the closed loop system by the proposed control results in constrained global asymptotic tracking by restricting the initial conditions of the DOB; and (c) offset-free output tracking is achieved with an improved disturbance rejection performance, even for systems with model uncertainties owing to the proposed DOB. Especially, the first and second contributions correspond to the sharp contrast with the existing results, such as input-constrained MPCs and integral controls. Constrained global asymptotic tracking means that, for an admissible reference, the offset-free tracking is achieved, fulfilling the input constraints with the plant state in \( \mathbb{R}^n \) and the controller state in a bounded set. Note that, although the system under consideration is open loop stable, global stability is only possible when there is only one integrator, due to the input constraints. In order to demonstrate performance of the proposed control, the simulation study is done for reference tracking of a DC/DC buck converter, despite the input constraints and the load variations.

2. Problem Formulation

Consider the LTI systems described by

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) + d, \\
y(t) &= Cx(t), \quad \forall t,
\end{align*}
\]  

where \( x(t) \in \mathbb{R}^n \), \( y(t) \in \mathbb{R}^m \), and \( u(t) \in \mathbb{R}^m \) denote the state, output, and control input, respectively, \( d \in \Omega^o \subseteq \mathbb{R}^n \) is an unknown constant, and \( \Omega^o \) is the interior of a known convex set \( \Omega \) defined in Section 3.1. For this system, the following assumptions are made:

**Assumption 1.**

1. The matrices \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{n \times m} \) are known.
2. The output matrix \( C \in \mathbb{R}^{m \times n} \) is in the form of either

\[
C = \begin{bmatrix} 0_{m \times (n-m)} & I_{m \times m} \end{bmatrix}
\]  

or

\[
C = \begin{bmatrix} I_{m \times m} & 0_{m \times (n-m)} \end{bmatrix}
\]  

3. The system matrix \( A \) is strictly stable, i.e., all eigenvalues of the matrix \( A \) lie in the open left half plane.
4. The pair \((A, B)\) is controllable.
5. The dimensions of the input \( u(t) \) and the output \( y(t) \) are the same.
6. The control input must satisfy the input constraints, i.e.,

\[ u(t) \in U := \left\{ u \mid u \preceq u \preceq \bar{u} \right\}, \forall t, \]  

where, for any \( x, y \in \mathbb{R}^n \), \( x \preceq y \) is defined as

\[ x_i \leq y_i, \quad i = 1, 2, \cdots, m, \]

and \( x_i \) and \( y_i \) denote the \( i \)th element of \( x \) and \( y \), respectively.

**Definition 1.** Constrained global asymptotic output tracking is said to be achieved if the controller results in the following properties:

C1. It holds that

\[ \lim_{t \to \infty} y(t) = r, \quad \forall x(0) \in \mathbb{R}^n, \]

for a given output reference signal \( r \).

C2. The state of the closed loop system is always bounded.

C3. The input constraints (5) is satisfied for all time.

The objective of the paper was to develop a DOB-based controller achieving the constrained global asymptotic output tracking for system (1)–(2) under Assumption 1.

**Remark 1.** This paper is only concerned with the case (3) because the controller design procedure is the same as the case of (4).

**Remark 2.** Since system (1) is open loop asymptotically stable, it is likely to think that the problem is easy to solve, even under the input constraints. This is true only when the control problem is a stabilization problem. Since this paper is concerned with an offset-free tracking problem, it is not so easy. Besides, in order to solve the tracking problem under consideration, one makes an attempt to design the Luenberger observer for the following augmented system:

\[
\begin{bmatrix}
\dot{x}(t) \\
\dot{d}(t)
\end{bmatrix} =
\begin{bmatrix}
A & I_{n \times n} \\
0_{n \times n} & 0_{n \times n}
\end{bmatrix}
\begin{bmatrix}
x(t) \\
d(t)
\end{bmatrix} +
\begin{bmatrix}
B \\
0_{n \times m}
\end{bmatrix} u(t), \quad y(t) =
\begin{bmatrix}
C \\
0_{m \times n}
\end{bmatrix}
\begin{bmatrix}
x(t) \\
d(t)
\end{bmatrix}
\]

and a feedback law based on the estimated state if there are no input constraints and no model uncertainties. However, if there are input constraints and even model uncertainties, then the attempt suffers from the steady state error in general.

### 3. Controller Law

This section presents an offset-free constrained global tracking controller by combining the classical state-feedback controller with a DOB equipped with the projection operator. To this end, Section 3.1 derives the steady state control law for the tracking error dynamics reflecting the tracking control objective. Section 4.2 devises a state-feedback controller including a switching feedback gain and projection operator-based DOB in order to force the tracking errors to be globally convergent in the presence of input constraints.
3.1. Desired Steady State Control for Constrained Output Tracking

Considering the system model and structure of the output matrix $C$ in (3), the constrained output tracking problem (6) is tackled if we can solve the corresponding state tracking problem defined by

$$\lim_{t \to \infty} x(t) = x^0(r, d), \quad \forall x(0) \in \mathbb{R}^n,$$

(7)

where $x^0(r, d)$ denotes the desired steady state which is a solution of the the steady state equation of the state Equation (2). In other words, it is a solution of the equation

$$0 = Ax^0(r, d) + Bu^0(r, d) + d$$

(8)

where $A_{11} \in \mathbb{R}^{(n-m) \times (n-m)}$, $A_{12} \in \mathbb{R}^{(n-m) \times m}$, $A_{21} \in \mathbb{R}^{m \times (n-m)}$, $A_{22} \in \mathbb{R}^{m \times m}$, $B_1 \in \mathbb{R}^{(n-m) \times m}$, $B_2 \in \mathbb{R}^{m \times m}$, and $u^0(r, d)$ denotes the steady state value of the control input $u(t)$. The steady state can be written as

$$x^0(r, d) = \begin{bmatrix} x^0_1(r, d) \\ x^0_2(r, d) \end{bmatrix} = \begin{bmatrix} x^0_1(r, d) \\ y^0 \end{bmatrix} = \begin{bmatrix} x^0_1(r, d) \\ r \end{bmatrix}, \quad x^0_1(r, d) \in \mathbb{R}^{n-m}, \quad x^0_2(r, d) \in \mathbb{R}^m,$$

(9)

and $y^0$ denotes the steady state value of the output $y(t)$ under the input constraint (5). Furthermore, the steady state equation can be equivalently rewritten as

$$\begin{bmatrix} x^0_1(r, d) \\ u^0(r, d) \end{bmatrix} = -\begin{bmatrix} A_{11} & B_1 \\ A_{21} & B_2 \end{bmatrix}^{-1} \begin{bmatrix} A_{12} \\ A_{22} \end{bmatrix} r + d$$

(10)

if the matrix $\begin{bmatrix} A_{11} & B_1 \\ A_{21} & B_2 \end{bmatrix}^{-1}$ exists, where the matrices $Z_{ij}$, $i, j = 1, 2$, can be obtained by using the matrix inversion lemma [20] as

$$Z_{11} = -A_{11} + B_1 B_2^{-1} A_{21},$$

$$Z_{12} = (A_{11} - B_1 B_2^{-1} A_{21})^{-1} B_1 B_2^{-1},$$

$$Z_{21} = B_2^{-1} A_{21} (A_{11} - B_1 B_2^{-1} A_{21})^{-1},$$

$$Z_{22} = -B_2^{-1} A_{21} (A_{11} - B_1 B_2^{-1} A_{21})^{-1} B_1 B_2^{-1}.$$

The relation (10) allows the steady state control $u^0(r, d)$ to be expressed as in the analytic form:

$$u^0(r, d) = Dr + Z_2 d,$$

(11)

where

$$D := (Z_{21} A_{12} + Z_{22} A_{22}), \quad Z_2 := \begin{bmatrix} Z_{21} \\ Z_{22} \end{bmatrix}.$$

For the rest of the paper, it is assumed that the matrix $\begin{bmatrix} A_{11} & B_1 \\ A_{21} & B_2 \end{bmatrix}$ is invertible for the existence of the steady state control $u^0(r, d)$. Note that, in order to satisfy the input constraint condition (5), it is required that $u^0(r, d) \in U$. In this study, a stronger assumption is made:
Assumption 2.

\[ u^0(r, d) \in U_c \subseteq U, \]

where \( U_c \) is the largest circle contained in the input constraint set \( U \) with the center point \( u_c \) and the radius \( r_c \), i.e.,

\[
U_c = \left\{ u \in \mathbb{R}^m \mid \| u - u_c \| \leq r_c \right\} \subseteq U.
\]

It follows from Assumption 2 that the unknown constant \( d \) described in Section 2 is contained the interior \( \Omega^0 \) of the convex set \( \Omega \) defined by

\[
\Omega := \left\{ d \in \mathbb{R}^n \mid f(r, d) \leq 0 \right\}
\]

with the convex function \( f : \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{R} \) given by

\[
f(r, d) := \|Dr + Z_2d - u_c\|^2 - r_c^2 = \|u^0(r, d) - u_c\|^2 - r_c^2
\]

for a given reference \( r \). Therefore, it reveals that, since the constant \( d \) is unknown, it is reasonable to consider the reference signals \( r \) making the steady state control \( u^0(r, d) \) feasible, i.e., \( u^0(r, d) \in U_c \). The reference \( r \) is called admissible when it renders the steady state control \( u^0(r, d) \) to satisfy Assumption 2 for the rest of this paper.

3.2. Control Law

For the purpose of achieving offset-free global tracking, this section designs state feedback controller equipped with the DOB considering the input constraints (5). To this end, consider the steady state Equation (10) with \( d = \hat{d}(t) \)

\[
\begin{bmatrix}
\dot{x}_1^0(t) \\
\dot{u}_1^0(t)
\end{bmatrix}
= \begin{bmatrix}
x_1^0(r, d) \\
u_1^0(r, d)
\end{bmatrix}igg|_{d=\hat{d}(t)}
= \begin{bmatrix}
Z_{11} & Z_{12} \\
Z_{21} & Z_{22}
\end{bmatrix}
\begin{bmatrix}
A_{12} \\
A_{22}
\end{bmatrix}
r + \begin{bmatrix}
Z_{11} & Z_{12} \\
Z_{21} & Z_{22}
\end{bmatrix}
\hat{d}(t), \forall t,
\]

in which another expression is given by

\[
\begin{bmatrix}
x_1^0(r, t) \\
\hat{u}_1^0(r, t)
\end{bmatrix}
= \begin{bmatrix}
x_1^0(r, d) \\
u_1^0(r, d)
\end{bmatrix}
- \begin{bmatrix}
Z_{11} & Z_{12} \\
Z_{21} & Z_{22}
\end{bmatrix}
e_1(t), \forall t,
\]

where the estimated disturbance \( \hat{d}(t) \) comes from the full-order DOB given by

\[
\dot{x}(t) = Ax(t) + Bu(t) + \hat{d}(t) + L_1e_1(t),
\]

\[
\dot{\hat{d}}(t) = \text{Proj}\left(L_2e_0(t)\right), \forall t,
\]
with \( \hat{x}(t) \) and \( \hat{d}(t) \) representing the estimates of the state \( x(t) \) and the unknown constant \( d \), respectively. The state estimation error \( e_o(t) \) is defined as \( e_o(t) := x(t) - \hat{x}(t), \forall t, \) and \( L_i = L_i^T > 0, i = 1, 2 \), represent the DOB gain matrices, and \( Proj \) denotes the projection operator [21] defined by

\[
Proj\left(L_2e_o(t)\right) := \begin{cases} L_2e_o(t), & \text{if } \hat{d}(t) \in \Omega^0 \text{ or } \nabla f^T L_2e_o(t) \leq 0, \\ L_2e_o(t) - L_2 \frac{\nabla f^T}{\nabla f^T L_2} L_2e_o(t), & \text{if } \hat{d}(t) \in \partial \Omega \text{ and } \nabla f^T L_2e_o(t) > 0, \end{cases}
\]

(19)

where \( \partial \Omega \) is the boundary of the set \( \Omega \),

\[
\nabla f := \frac{\partial f(r, \hat{d}(t))}{\partial \hat{d}(t)}, \forall t,
\]

and the convex function \( f \) is defined in (14). This projection operator is used for constraining the estimated signal \( \hat{d}(t) \) into the convex set \( \Omega \).

Using the DOB (17)–(19), the global-tracking control law handling the input constrains is proposed as

\[
u(t) = K_{sw} \hat{e}(t) + \hat{u}^0(r, t), \forall t,
\]

(20)

where

\[
\hat{e}(t) := x(t) - \hat{x}^0(r, t), \quad \hat{x}^0(r, t) := x^0(r) \bigg|_{d=\hat{d}(t)} = \begin{bmatrix} \hat{x}_i^0(r, t) \\ r \end{bmatrix},
\]

\[
K_{sw} := \begin{cases} K, & \text{if } K\hat{e}(t) + \hat{u}^0(r, t) \in U, \\ 0, & \text{otherwise}, \end{cases}
\]

\( K := YQ^{-1} \), and \( Y \) and \( Q \) are solutions of LMIs

\[
QA^T + Y^T B^T + AQ + BY + \beta Q \leq 0,
\]

(21)

\[
QA^T + AQ + \beta Q \leq 0,
\]

(22)

for some \( \beta > 0 \) which is a design parameter. Figure 1 depicts the implemented closed-loop system.

![Implemented Closed-Loop System](image)

Figure 1. The implemented closed-loop system.

Note that the combination of DOB (17)–(19) and switching feedback gain \( K_{sw} \) critically plays the critical role in guaranteeing the global tracking and offset-free properties. See Section 4 for details.

4. Stability Analysis

This section asserts the global-tracking and offset-free properties from the proposed control law (20) including the DOB (17)–(19). Section 4.1 analyzes a DOB with a projection operator not only removing the steady state tracking error but also making the control input feasible for all time by using
the projection operator. Section 4.2 proves the global-tracking and convergence properties. The proof of removal steady state errors is accomplished in Section 4.3.

4.1. DOB

The subtraction of (17) and (18) from (1) results in the error dynamics:

\[
\begin{align*}
\dot{e}_o(t) &= -L_1 e_o(t) + e_d(t), \\
\dot{e}_d(t) &= -\text{Proj}(L_2 e_d(t)), \quad \forall t,
\end{align*}
\]

where \(e_d(t) \equiv d - \hat{d}(t)\), \(\forall t\). Note that, because the estimation error dynamics (23)–(24) is not in the form of LTI system due to the projection operator in (24), it is not obvious to find the stabilizing DOB gains \(L_1\) and \(L_2\). Theorem 1 provides a guideline on how to choose stabilizing DOB gains for the estimation error dynamics (23)–(24).

**Theorem 1.** *The estimation error dynamics comprised of (23)–(24) is globally asymptotically stable for any given \(L_1 = L_1^T > 0, L_2 = L_2^T > 0\).*

**Proof.** In order to analyze the stability of the estimation error dynamics, consider a scalar function given by

\[
\begin{align*}
V_o(e_z(t)) &= \frac{1}{2}\|e_o(t)\|^2 - l e_o^T(t) e_d(t) + \frac{1}{2} e_d^T(t) L_2^{-1} e_d(t) \\
&=: \frac{1}{2} e_z^T(t) P_o(l)e_z(t), \quad \forall e_o(0), \hat{d}(0) \in \mathbb{R}^n,
\end{align*}
\]

where

\[
l \in (0, \min\{\frac{1}{\sqrt{\lambda_{\text{max}}(L_2)}}, \frac{\lambda_{\text{min}}(L_1)}{\lambda_{\text{max}}(L_2 + \frac{1}{4} L_1^T)}\}),
\]

\[
e_z(t) := \begin{bmatrix} e_o(t) \\ e_d(t) \end{bmatrix}, \quad P_o(l) := \begin{bmatrix} I_{n \times n} & -I_{n \times n} \\ -I_{n \times n} & L_2^{-1} \end{bmatrix}.
\]

Then, its time derivative along the trajectory of the state estimation error dynamics (23)–(24) becomes

\[
\begin{align*}
\dot{V}_o(e_z(t)) &= e_o^T(t) \dot{e}_o(t) - l e_o^T(t) e_d(t) - l e_o^T(t) \dot{e}_d(t) + e_d^T(t) L_2^{-1} e_d(t) \\
&= e_o^T(t) \left(-L_1 e_o(t) + e_d(t)\right) - l \left(-L_1 e_o(t) + e_d(t)\right)^T e_d(t) \\
&\quad + le_d^T(t) \text{Proj}(L_2 e_o(t)) - e_d^T(t) L_2^{-1} \text{Proj}(L_2 e_o(t)).
\end{align*}
\]

Note that it is easily verified that

\[
\begin{align*}
e_o^T(t) \text{Proj}(L_2 e_o(t)) &\leq e_o^T(t) L_2 e_o(t), \\
-e_d^T(t) L_2^{-1} \text{Proj}(L_2 e_o(t)) &\leq -e_d^T(t) L_2^{-1} L_2 e_o(t), \quad \forall t,
\end{align*}
\]

using the definition of the projection operator (19). For details of the two properties (27)–(28), see Appendix E in Reference [21]. It follows from the two properties (27)–(28) that

\[
\begin{align*}
\dot{V}_o(e_z(t)) &\leq -e_o^T(t) \left(L_1 - l L_2\right) e_o(t) + le_d^T(t) L_1 e_d(t) - l \|e_d(t)\|^2 \\
&=: -e_z^T(t) Q_o(l)e_z(t),
\end{align*}
\]
where

\[ Q_o(l) := \begin{bmatrix} L_1 - lL_2 & -\frac{1}{2}L_1 \\ -\frac{1}{2}L_1 & \frac{1}{2}l \end{bmatrix}. \]

Note that \( Q_o(l) \) is also positive definite with \( l \) in (26). Therefore, this means that the DOB (17)–(18) makes the estimation error dynamics (23)–(24) globally asymptotically stable with \( l \) in (26). As a matter of fact, the interval in (26) is determined such that both \( P_o(l) \) and \( Q_o(l) \) become positive definite for any constant \( l \) in the interval (this can be proved easily).

**Remark 3.** Although the DOB works with any positive definite \( L_1 \) and \( L_2 \), there can be many different ways to choose them. For instance, it is possible to find stabilizing DOB gains \( L_1 \) and \( L_2 \) for maximizing the decay rate of the estimation error. By letting the projection operator of (18) the identity function, the estimation error dynamics (23)–(24) can be written as

\[ \dot{e}_{obs}(t) = (A_{obs} - L_{obs}C_{obs})e_{obs}(t), \quad \forall t, \tag{30} \]

where

\[ e_{obs}(t) = \begin{bmatrix} e_o(t) \\ e_d(t) \end{bmatrix}, \quad A_{obs} = \begin{bmatrix} 0_{n \times n} & I_{n \times n} \\ 0_{n \times n} & 0_{n \times n} \end{bmatrix}, \quad C_{obs} = \begin{bmatrix} I_{n \times n} & 0_{n \times n} \end{bmatrix}, \quad L_{obs} = \begin{bmatrix} L_1 \\ L_2 \end{bmatrix}. \]

Then, the optimization problem given by

\[ \max_{\alpha > 0} \alpha \quad \text{subject to} \quad \alpha \geq \alpha^*, P_{obs} = P_{obs}^T > 0, L_i = L_i^T > 0, i=1,2 \]

\[ A_{obs}^T P_{obs} - C_{obs}^T Y_{obs} + P_{obs} A_{obs} - Y_{obs} C_{obs} + \alpha P_{obs} \leq 0 \tag{32} \]

yields the optimal DOB gain \( L_{obs}^* = (P_{obs}^*)^{-1} Y_{obs}^* \) maximizing the decay rate of the estimation error \( e_{obs}(t) \) of (30) where \((\alpha^*, P_{obs}^*, Y_{obs}^*)\) represents the optimizer of the optimization problem (31).

**4.2. Input Constrained Offset-Free Global Tracking Controller**

The estimated steady state and control (16) play the pivotal role in proving both the closed-loop stability and feasibility for all time. On the other hand, the estimated nominal steady state input \( \hat{u}_0^0(r,t) \) can be interpreted as an estimated steady state input based on the estimated signal \( \hat{d}(t) \). Hence, it is important for \( \hat{u}_0^0(r,t) \) to be feasible for admissibility. In fact, the projection operator in the DOB makes \( \hat{u}_0^0(r,t) \) feasible for all time. Moreover, the projection operator in the DOB guarantees that

\[ \forall \hat{d}(0) \in \Omega^o \implies \hat{d}(t) \in \Omega, \forall t, \tag{33} \]

owing to the projection operator [21]. Due to this invariance property, \( \hat{u}_0^0(r,t) \) becomes feasible for all time as shown in Lemma 1.

**Lemma 1.** For an admissible reference \( r \), assuming that the initial condition \( \hat{d}(0) \) is constrained into \( \Omega^o \), it holds that

\[ \hat{u}_0^0(r,t) \in U, \forall t. \]
Proof. Using the property (33), the following chain implications hold:
\[
\forall \mathbf{d}(0) \in \Omega^o \Rightarrow \mathbf{d}(t) \in \Omega, \ \forall t. \quad \Leftrightarrow \quad f(r, \mathbf{d}(t)) \leq 0, \ \forall t. \\
\Leftrightarrow \quad \| \mathbf{D} \mathbf{r} + \mathbf{Z}_2 \dot{\mathbf{d}}(t) - \mathbf{u}_e \| \leq r_u, \ \forall t. \\
\Leftrightarrow \quad \| \mathbf{u}_0^0(\mathbf{r}, t) - \mathbf{u}_e \| \leq r_u, \ \forall t. \\
\Leftrightarrow \quad \hat{\mathbf{u}}^0(\mathbf{r}, t) \in \mathcal{U}_e \subseteq \mathcal{U}, \ \forall t. \\
\Rightarrow \quad \mathbf{u}_e(\mathbf{r}, t) \in \mathcal{U}, \ \forall t,
\]
where the third implication comes from (15). \(\square\)

Now it is ready to show the global convergence of the closed-loop error dynamics.

**Theorem 2.** For an admissible reference \( \mathbf{r} \) and any given \( \mathbf{L}_1 = \mathbf{L}_1^f > 0, \mathbf{L}_2 = \mathbf{L}_2^f > 0, \mathbf{d}(0) \in \Omega^o, \) and \( \mathbf{x}(0) \in \mathbb{R}^n, \) suppose that the two LMIs (21)–(22) are feasible. Then, the proposed controller (20) guarantees to achieve the constrained global asymptotic output tracking property described in Definition 1.

Proof. Since \( \dot{\mathbf{d}}(0) \in \Omega^o, \) Lemma 1 holds true. Therefore, the control input is always feasible (C3 of Definition 1). In addition, the proposed controller (20) can be written by applying the two equalities (16) as
\[
\mathbf{u}(t) = \mathbf{K}_{sw} \dot{\mathbf{e}}(t) + \mathbf{u}_0^0(\mathbf{r}, t) \\
= \mathbf{K}_{sw} \mathbf{e}(t) + \mathbf{u}_0^0(\mathbf{r}, \mathbf{d}) + \mathbf{K}_{sw} (\mathbf{x}_e^0(\mathbf{r}, \mathbf{d}) - \dot{\mathbf{x}}_e^0(\mathbf{r}, t)) - (\mathbf{u}_0^0(\mathbf{r}, \mathbf{d}) - \mathbf{u}_0^0(\mathbf{r}, t)) \\
=: \mathbf{K}_{sw} \mathbf{e}(t) + \mathbf{u}_0^0(\mathbf{r}, \mathbf{d}) + \mathbf{T}(t) \mathbf{e}_d(t), \ \forall t,
\]
where
\[
\mathbf{e}(t) := \mathbf{x}(t) - \mathbf{x}_e^0(\mathbf{r}, \mathbf{d}), \quad \mathbf{T}(t) := \mathbf{K}_{sw} \begin{bmatrix} \mathbf{Z}_{11} & \mathbf{Z}_{12} \\ 0_{m \times (n-m)} & 0_{m \times m} \end{bmatrix} - \begin{bmatrix} \mathbf{Z}_{21} & \mathbf{Z}_{22} \end{bmatrix}, \ \forall t.
\]

Note that, since the control gain \( \mathbf{K}_{sw} \) is a kind of a time-varying signal, the matrix \( \mathbf{T}(t) \) is also defined as a time-varying signal. Then, the corresponding closed-loop error dynamics is obtained as
\[
\dot{\mathbf{e}}(t) = (\mathbf{A} + \mathbf{B} \mathbf{K}_{sw}) \mathbf{e}(t) + \mathbf{B} \mathbf{T}(t) \mathbf{e}_d(t), \ \forall t,
\]
where \( \mathbf{e}_d(t) \) satisfies the differential equation described in (18). This error dynamics is a switched linear system owing to the switching gain \( \mathbf{K}_{sw} \). Therefore, in order to analyze the switched system, consider the positive definite function as a candidate for the common Lyapunov function in the following:
\[
\mathbf{V}(\mathbf{e}(t), \mathbf{e}_d(t)) := \frac{1}{2} \mathbf{e}^T(t) \mathbf{P} \mathbf{e}(t) + k \mathbf{V}_o(\mathbf{e}_d(t)) \\
= \frac{1}{2} \mathbf{e}^T(t) \mathbf{P} \mathbf{e}(t) + \frac{k}{2} \mathbf{e}_d^T(t) \mathbf{P}_o(l) \mathbf{e}_d(t),
\]
where \( \mathbf{P} := \mathbf{Q}^{-1} \), the positive constant \( k \) will be defined later in order to ensure \( \mathbf{V}(\mathbf{e}(t), \mathbf{e}_d(t)) \) to be monotonically decreasing for all time, and the parameter \( l \) is chosen to be in the interval of (26) so that the two matrices \( \mathbf{P}_o(l) \) and \( \mathbf{Q}_o(l) \) are both positive definite for given \( \mathbf{L}_1 = \mathbf{L}_1^f > 0 \) and \( \mathbf{L}_2 = \mathbf{L}_2^f > 0. \) It should be noticed that the initial condition \( \dot{\mathbf{d}}(0) \) is constrained into the set \( \Omega^o \) for guaranteeing the
feasibility of the proposed control input (see Lemma 1). Then, it follows from the Equation (34) and the inequality (29) of Theorem 1 that

$$
V \leq \frac{1}{2} e^T(t) \left( (A + BK)T P + P(A + BK) \right) e(t) + e^T(t) T(t) B^T P B(t) e_\delta(t) - k e^T_\delta(t) Q_0(l) e_\delta(t). \tag{36}
$$

Note that the first linear matrix inequality (LMI) (21) leads to

$$
\left[ (A + BK)T P + P(A + BK) \right]_{K_{sw} = K = YQ^{-1}} \leq (A + BK)T P + P(A + BK) \leq -\beta P
$$

and the second LMI (22) does

$$
\left[ (A + BK)T P + P(A + BK) \right]_{K_{sw} = 0} = A^T P + PA \leq -\beta P.
$$

Hence, $V$ satisfies that

$$
V \leq -\frac{\beta}{2} e^T(t) P e(t) + e^T(t) T(t) B^T P B(t) e_\delta(t) - k e^T_\delta(t) Q_0(l) e_\delta(t)
\leq -\frac{\beta}{4} e^T(t) P e(t) + \frac{\|T(t) T B^T P B(t)\|^2}{\beta \lambda_{\min}(P)} \|e(t)\|^2 - k e^T_\delta(t) Q_0(l) e_\delta(t), \tag{37}
$$

where the second inequality comes from

$$
\|e_\delta(t)\|^2 \leq \|e_\delta(t)\|^2, \forall t,
$$

and the Young’s inequality [22], i.e.,

$$
e^T(t) T(t) B^T P B(t) e_\delta(t) \leq \frac{\lambda_{\min}(P) \beta}{4} \|e(t)\|^2 + \frac{\|T(t) T B^T P B(t)\|^2}{\lambda_{\min}(P) \beta} \|e_\delta(t)\|^2
\leq \frac{\beta}{4} e^T(t) P e(t) + \frac{\|T(t) T B^T P B(t)\|^2}{\lambda_{\min}(P) \beta} \|e_\delta(t)\|^2, \forall t.
$$

$\lambda_{\min}((\cdot))$ and $\lambda_{\max}((\cdot))$ denote the minimum and maximum eigenvalues of the given square matrix $(\cdot)$, respectively. Defining the positive constant $k$ as

$$
k := \left( \eta + \max_{T} \left\{ \frac{\|T(t) T B^T P B(t)\|^2}{\beta \lambda_{\min}(P) \lambda_{\min}(Q_0(l))} \right\} \right), \forall \eta > 0,
$$

we have

$$
\dot{V} \leq -\frac{\beta}{2} e^T(t) P e(t) - \eta e^T_\delta(t) Q_0(l) e_\delta(t) < 0, \forall x(0), e_\delta(0) \in \mathbb{R}^n, \forall \delta(0) \in \Omega^0, \forall t, \tag{38}
$$

which means that $V$ is indeed a common Lyapunov function for the switched system and that

$$
\lim_{t \to \infty} x(t) = x^0(r, d), \forall x(0) \in \mathbb{R}^n \ (C2 \ of \ Definition \ 1).
$$

It consequently results in

$$
\lim_{t \to \infty} y(t) = r, \forall x(0) \in \mathbb{R}^n \ (C1 \ of \ Definition \ 1).
$$
Therefore, the proposed control law (20) ensures the constrained global asymptotic output tracking property. □

Remark 4. The assumptions on the two matrices $A$ and $B$ are necessary for the proposed method to be applicable since the controllability of the pair $(A, B)$ and the stability of the matrix $A$ ensure the solvability of the two inequalities (21) and (22), respectively.

Remark 5. It is easy to see that the nominal proposed controller (20), $u(t) \Big|_{\hat{d}(k)=d}$, gives the closed-loop error dynamics given by

$$\dot{e}(t) = (A + BK_{\text{sw}})e(t), \forall t.$$ 

In this case, the two inequalities (21)–(22) renders the positive definite function

$$V(e(t)) = \frac{1}{2}e^T(t)Pe(t), \forall t,$$

to satisfy

$$\dot{V}(e(t)) \leq -\beta \frac{1}{2}V(e(t)), \forall t,$$

where $P = Q^{-1}$. Therefore, it is desirable to choose the two matrices $Q$ and $Y$ by solving the optimization problem

$$\max_{\beta > 0, Q=Q^T > 0, Y} \beta \quad \text{subject to} \quad (21), (22),$$

for maximizing the decay rate of the tracking error.

Theorem 2 asserts that the proposed controller achieves the constrained global asymptotic output tracking property if there is no plant-model mismatch. In the next section, it is shown that the proposed controller actually results in offset-free tracking, as well, even for the case where there is plant-model mismatch.

4.3. Offset Error Rejection for Plant-Model Mismatched Case

Theorem 3 claims that the proposed controller (20) guarantees the offset-free property as long as the implemented closed-loop system eventually reaches a steady state as the time goes to infinity, i.e.,

$$\lim_{t \to \infty} x_p(t) = x_{p,\infty}, \quad \lim_{t \to \infty} \hat{x}(t) = \hat{x}_{\infty},
$$

$$\lim_{t \to \infty} u(t) = u_{\infty}, \quad \lim_{t \to \infty} \hat{d}(t) = \hat{d}_{\infty} \in \Omega^0,$$

where $x_p(t)$ represents the state trajectory of the implemented closed-loop system in Figure 1.

Theorem 3. Suppose that the all assumptions of Theorem 2 hold and that the implemented closed-loop system shown in Figure 1 satisfies the condition (40) in the steady state. Then, it holds that

$$y_{p,\infty} = r, \forall x(0) \in \mathbb{R}^n$$

if matrix $W$ is invertible where the matrix $W$ is defined as

$$W := K_{\infty} \begin{bmatrix} Z_{11}A_{12} + Z_{12}A_{22} \\ I_{m \times m} \end{bmatrix} - Z_{21}A_{12} - Z_{22}A_{22},$$

and $K_{\infty}$ is the steady state value of $K_{\text{sw}}$, i.e., either 0 or $YQ^{-1}$. 
Proof. In the steady state described as (40), the DOB (17)–(18) and the Equation (15) can be written as

\[ 0 = Ax_{p,\infty} + Bu_{\infty} + \dot{d}_{\infty} + L_1(x_{p,\infty} - \hat{x}_{\infty}), \]  

(42)

\[ 0 = \text{Proj}\left(L_2(x_{p,\infty} - \hat{x}_{\infty})\right), \]  

(43)

\[
\begin{bmatrix}
\hat{x}^0_{1,\infty} \\
\hat{u}^0_{\infty}
\end{bmatrix} = 
\begin{bmatrix}
Z_{11} & Z_{12} \\
Z_{21} & Z_{22}
\end{bmatrix}
\begin{bmatrix}
A_{12} \\
A_{22}
\end{bmatrix}
y + 
\begin{bmatrix}
Z_{11} & Z_{12} \\
Z_{21} & Z_{22}
\end{bmatrix}
d_{\infty}.
\]  

(44)

Since \( \hat{d}_{\infty} \in \Omega^2 \), it follows from the Equation (43) that

\[ L_2(x_{p,\infty} - \hat{x}_{\infty}) = 0. \]

It implies that

\[ x_{p,\infty} = \hat{x}_{\infty} \]  

(45)

since the matrix \( L_2 \) is invertible. It is easy to see that the property (45) makes it possible for the Equation (42) to be written as

\[ 0 = Ax_{p,\infty} + Bu_{\infty} + \hat{d}_{\infty}. \]

Since this equation can be equivalently expressed as

\[
\begin{bmatrix}
x_{p1,\infty} \\
u_{\infty}
\end{bmatrix} = 
\begin{bmatrix}
Z_{11} & Z_{12} \\
Z_{21} & Z_{22}
\end{bmatrix}
\begin{bmatrix}
A_{12} \\
A_{22}
\end{bmatrix}
y + 
\begin{bmatrix}
Z_{11} & Z_{12} \\
Z_{21} & Z_{22}
\end{bmatrix}
d_{\infty},
\]  

(46)

subtracting (44) from (46), we have

\[
\begin{aligned}
x_{p1,\infty} - \hat{x}^0_{1,\infty} &= (Z_{11}A_{12} + Z_{12}A_{22})(y_{\infty} - r), \\
u_{\infty} - \hat{u}^0_{\infty} &= (Z_{21}A_{12} + Z_{22}A_{22})(y_{\infty} - r).
\end{aligned}
\]  

(47)

(48)

Now consider the control input in the steady state as follows:

\[
\begin{aligned}
u_{\infty} &= \lim_{k \to \infty} K_{sw}(\hat{e}(t) + \hat{u}^0(r, t)) \\
&= K_{\infty}(x_{p,\infty} - \hat{x}^0_{\infty}) + \hat{u}^0_{\infty} \\
&= K_{\infty}
\begin{bmatrix}
x_{p1,\infty} - \hat{x}^0_{1,\infty} \\
y_{\infty} - r
\end{bmatrix} - (u_{\infty} - \hat{u}^0_{\infty}) + u_{\infty}.
\end{aligned}
\]

It implies, together with the Equations (47), that

\[
\begin{aligned}
u_{\infty} - \hat{u}^0_{\infty} &= K_{\infty}
\begin{bmatrix}
x_{p1,\infty} - \hat{x}^0_{1,\infty} \\
y_{\infty} - r
\end{bmatrix} \\
&= K_{\infty}
\begin{bmatrix}
Z_{11}A_{12} + Z_{12}A_{22} \\
Z_{21}A_{12} + Z_{22}A_{22}
\end{bmatrix}_{m \times m}
(y_{\infty} - r).
\end{aligned}
\]  

(49)

It follows from equating (48) and (49) that

\[
\begin{aligned}
(K_{\infty}
\begin{bmatrix}
Z_{11}A_{12} + Z_{12}A_{22} \\
Z_{21}A_{12} - Z_{22}A_{22}
\end{bmatrix}_{m \times m}
(y_{\infty} - r) &= W(y_{\infty} - r) \\
&= 0.
\end{aligned}
\]

Therefore, the invertibility of the matrix \( W \) guarantees that \( y_{\infty} = r. \) \( \square \)
In this theorem, it is shown that the steady state offset is indeed removed by the proposed DOB based control even for uncertain systems as long as the uncertain system reaches at a steady state.

5. An Application for a DC/DC Buck Converter

Using the proposed method, this section designs a state-feedback controller for a DC/DC buck converter to control the output voltage under the inherent input constraints and performs the simulations to show the effectiveness of the proposed method using the PowerSIM (PSIM) software (9.1, Powersim Inc, Rockville, MD, USA).

5.1. Description of a DC/DC Converter

Figure 2 describes the topology of the DC/DC buck converter which is utilized for lowering the source DC voltage to the desired DC voltage by controlling the switch device $Q_1$ [23, 24].

![DC/DC Buck Converter Topology](image)

Figure 2. The DC/DC buck converter topology.

In this system, the pulse width modulation (PWM) of the switching action is considered as the control input, i.e., if the duty ratio is $D \in [0, 1]$, the switch turns on for a period of $DT$ and turns off for a period of $(1 - D)T$, where $T$ is the PWM period. Therefore, the averaged model of this buck converter is obtained as follows:

$$\dot{x}(t) = Ax(t) + Bu(t) + d(t),$$

where $u(t) := D \in [0, 1]$,

$$x(t) := \begin{bmatrix} i_L(t) \\ v_L(t) \end{bmatrix}, \quad v := \begin{bmatrix} v_g \\ v_D \end{bmatrix}, \quad d(t) := B_v v + B_d v_o(t),$$

$$A := \begin{bmatrix} -\frac{R}{L} & -\frac{1}{L} \\ \frac{1}{C} & 0 \end{bmatrix}, \quad B := \begin{bmatrix} \frac{1}{L}(v_g + v_D) \\ 0 \end{bmatrix},$$

$$B_v := \begin{bmatrix} 0 & -\frac{1}{L} \\ 0 & 0 \end{bmatrix}, \quad B_d := \begin{bmatrix} 0 \\ -\frac{1}{C} \end{bmatrix}.$$  

$v_D$ represents the diode voltage.

In order to control the output voltage $v_o(t)$, define the output variable

$$y(t) := Cx(t),$$

where $C := \begin{bmatrix} 0 & 1 \end{bmatrix}$. Because, in general, since it is possible to assume that the load current $i_o(t)$ is unknown but constant [25], the vector $d(t)$ can be considered as the unknown constant $d$ as in (1).

Note that, since the open-loop system matrix $A$ is stable for any $R > 0$, $L > 0$, $C > 0$, and that the pair $(A, B)$ is controllable, the necessary condition for finding the solution of the optimization problem (39) is satisfied. The minimum and maximum duty ratio 0 and 1 correspond to the lower
and upper input constraint $u$ and $\bar{u}$, respectively, and the control objective for the buck converter is to design the control input $u(t)$ so that
\[
\lim_{t \to \infty} y(t) = r
\]
for a given output voltage reference $r$ under the input constraints (5).

5.2. Simulations

The DC/DC buck converter parameters are given by
\[
R = 0.1 \Omega, \quad L = 3 \text{ mH}, \quad C = 2000 \mu F, \quad v_g = 250 \text{ V}, \quad v_D = 0.67 \text{ V}.
\]

It was checked that the optimization problem (39) yields the optimal solution $\beta^* = 33$ with
\[
Q^* = 10^3 \begin{bmatrix}
6.65 & -0.33 \\
-0.33 & 9.96
\end{bmatrix} \quad \text{and} \quad Y^* = \begin{bmatrix}
-63.74 \\
-0.033
\end{bmatrix}.
\]

The estimation gain matrices of the DOB are obtained
\[
L_1 = 3.2 \times 10^3 I_{2 \times 2}, \quad L_2 = 6.3 \times 10^5 I_{2 \times 2}
\]
by solving the optimization problem (31). In this application, bearing the input constraint $u(t) \in [0, 1]$ in mind, the convex function $f$ and the convex set $\Omega$ for the projection operator are constructed as
\[
f(r, d) = \|Dr + Z_2d - 0.5\|^2 - 0.5^2, \quad \Omega = \{d | f(r, d) \leq 0\}.
\]

The corresponding $\nabla f$, $\partial \Omega$, and $\partial \Omega$ are given by
\[
\nabla f = 2Z_2^T(Dr + Z_2d - 0.5), \quad \partial \Omega = \{d | f(r, d) < 0\}, \quad \partial \Omega := \{d | f(r, d) = 0\}.
\]

Together with these settings, the projection operator was implemented according to its definition (19), and the proposed controller (20) with the DOB (17)–(18) were implemented by using the DLL block in the PSIM software with the sampling time of 0.1 ms, and the PWM switching frequency was chosen as 10 kHz. For zero steady state errors as stated in Theorem 3, we also checked the matrix $W$ defined in (41) is invertible using the parameters used in this simulation.

In order to compare the closed-loop performance, we consider the saturated global stabilizing integral controller in Reference [15], given by
\[
u_{int}(t) = -sat\left(kB_{int}^T P_{int} z_{int}(t)\right), \quad k > 0, \quad \forall t,
\]
with the tuned design parameter $k = 10$ for the best convergence rate with $\pm 10\%$ overshoot through ad-hoc method, where the saturation function $sat(x)$ is defined as
\[
sat(x) = \begin{bmatrix}
sat(x_1) \\
\vdots \\
sat(x_n)
\end{bmatrix}^T
\]
with
\[
sat(x_i) = \begin{cases}
 u_{max}, & x_i > u_{max} \\
 x_i, & u_{min} \leq x_i \leq u_{max} \\
 u_{min}, & x_i < u_{min}
\end{cases}
\]
for any given $x \in \mathbb{R}^n$, $B_{int} = \begin{bmatrix} B^T & 0 \end{bmatrix}^T$, the matrix $P_{int}$ is chosen to be

$$P_{int} = 10^{-4} \begin{bmatrix} 0.2 & 0 & -1.2 \\
0 & 0.1 & -0.1 \\
-1.2 & -0.1 & 387.5 \end{bmatrix} \quad (= P_{int}^T > 0)$$

so that it satisfies the inequality

$$A_{int}^T P_{int} + P_{int} A_{int} \leq 0$$

with $A_{int} = \begin{bmatrix} A & 0_{2 \times 1} \\ -C & 0 \end{bmatrix}$, $z_{int}(t) = \begin{bmatrix} x^T(t) & s(t) \end{bmatrix}^T$, and $s(t)$ is the integral state governed by the dynamics:

$$\dot{s}(t) = r - y(t), \forall t.$$

Furthermore, for more realistic simulations, we used the perturbed parameters $R_p$, $L_p$, and $C_p$ given by

$$R_p = 0.05 \Omega (= 0.5 R), \quad L_p = 4 \text{mH} (= 1.3 L), \quad C_p = 1700 \mu F (= 0.85 C),$$

instead of their true parameters $R$, $L$, and $C$, respectively.

Under these settings, the simulation scenario is given by

1. The control commences with the output voltage reference $r = 230$ V and with the resistive load $R_L = 10 \Omega$ at $t = 0$ s,
2. The output voltage reference $r$ is decreased from $r = 230$ V to $r = 30$ V at $t = 0.2$ s,
3. The output voltage reference $r$ is increased from $r = 30$ V to $r = 230$ V at $t = 0.4$ s,
4. The resistive load is decreased from $R_L = 10 \Omega$ to $R_L = 5 \Omega$ at $t = 0.6$ s, and
5. The resistive load value is decreased from $R_L = 5 \Omega$ to $R_L = 2.5 \Omega$ at $t = 0.8$ s.

Figure 3 compare the output voltage tracking performances between the proposed controller and the integral controller. This result shows that the proposed method provides an effective output tracking performance without any offset error in the presence of a plant-model mismatch as comparing the integral controller. In particular, it was observed that the proposed method keeps the output voltage tracking performance satisfactory as comparing the integral control method, despite the severe load variations.

![Figure 3. The output voltage tracking performance comparison.](image-url)
Figure 4 shows the corresponding control input behavior and the state estimation errors. The control input satisfies the input constraints for all time and that the DOB effectively estimates the real states in the realistic simulations, thanks to the integrator in (18), respectively.

![Figure 4](image-url)  
**Figure 4.** The behaviors of control input and state estimation.

Under the same simulation scenario used in the first one, the second simulation was performed to show the saturation effect of the control input. To this end, the matrices $Q$ and $Y$ for the control gain were selected as

$$
Q = 10^{-3} \begin{bmatrix} 0.1 & -0.005 \\ -0.005 & 0.15 \end{bmatrix} \quad \text{and} \quad Y = \begin{bmatrix} -9 \\ 0 \end{bmatrix}
$$

to satisfy the inequalities in (22) so that the resulting control gain makes the closed-loop system oscillatory. The output voltage response is shown in Figure 5, respectively.

![Figure 5](image-url)  
**Figure 5.** The output tracking performance.

Figure 6 shows that the corresponding control input still satisfies the input constraint for all time where the right panel magnifies the control input behavior in the left panel during the starting transient period 0~0.3 s.
6. Conclusions

In this study, we propose an offset-free global tracking state-feedback control algorithm for the controllable and strictly stable LTI systems, considering the input constraints. The proposed controller is very simple in such a way that it feedbacks the estimated tracking error and steady state control using an estimated state of the DOB; any online numerical optimization process is not included. It is shown that the proposed controller ensures the global output tracking property in the presence of input constraints, thanks to the invariance property of the projection operator, and that the steady state errors in the output can be removed if some rank condition is satisfied. Furthermore, by performing the realistic simulations using the DC/DC buck converter, it is also verified that the proposed control method can be an effective solution to the global output tracking problem of the LTI systems under the input constraints. In the future, we plan to apply the proposed method to the open-loop unstable systems with the experimental verification using a prototype hardware, such as power converters and motor drives.
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