THREE-DIMENSIONAL SUPersonic flows of Euler-Poisson System for Potential Flow
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Abstract. We prove the unique existence of supersonic solutions of the Euler-Poisson system for potential flow in a three-dimensional rectangular cylinder when prescribing the velocity and the strength of electric field at the entrance. Overall, the main framework is similar to [1], but there are several technical differences to be taken care of vary carefully. And, it is our main goal to treat all the technical differences occurring when one considers a three dimensional supersonic solution of the steady Euler-Poisson system.

1. Introduction and the main problem. Given a positive function \( b(x) \) representing the density of fixed, positively charged background ions, the steady Euler-Poisson system

\[
\begin{align*}
\text{div}(\rho u) &= 0 \\
\text{div}(\rho u \otimes u + p I_n) &= \rho \nabla \Phi \\
\text{div} \left( \rho (E + \rho \frac{\rho}{\rho}) u \right) &= \rho u \cdot \nabla \Phi \\
\Delta \Phi &= \rho - b
\end{align*}
\]

yields a \( n \)-dimensional hydrodynamic model of semiconductor devices or plasmas, where \( I_n \) represents the \( n \times n \) identity matrix. Here, the functions \( \rho = \rho(x) \), \( u = \sum_{j=1}^{n} u_j(x) \mathbf{e}_j \), \( p = p(x) \), and \( E = E(x) \) represent the macroscopic particle electron density, velocity, pressure, and the total energy, respectively, at \( x \in \mathbb{R}^n \). The function \( \Phi = \Phi(x) \) is the electric potential generated by the Coulomb force of particles.
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The ultimate goal of this work is to lay the foundation for the study of three dimensional supersonic flow of Euler-Poisson system in the regime of Helmholtz decomposition. And, we take the very first step in this paper by studying a simple problem of three dimensional supersonic solution to a potential flow model of steady Euler-Poisson system.

The potential flow model that we consider is derived from (1.1) under the assumption of $u = \nabla \varphi$ for a scalar function $\varphi$, and under the constitutive relations of

$$
p = \rho^\gamma, \quad \mathcal{E} + \frac{p}{\rho} = \frac{1}{2} |u|^2 + i(\rho)
$$

for $i(\rho)$ given by

$$
i(\rho) = \begin{cases} 
\frac{\gamma(\rho^\gamma - 1)}{\gamma - 1} & \text{for } \gamma > 1, \\
\ln \rho & \text{for } \gamma = 1.
\end{cases}
$$

The case of $\gamma > 1$ concerns the ideal polytropic gas, and the case of $\gamma = 1$ concerns the isothermal gas. Under all the conditions stated in the above, if $\rho > 0$ is assumed additionally, then the steady Euler-Poisson system (1.1) is simplified as follows:

$$
\begin{aligned}
\text{div} (\rho \nabla \varphi) &= 0 \\
\nabla \left( \frac{1}{2} |\nabla \varphi|^2 + i(\rho) - \Phi \right) &= 0 \\
\Delta \Phi &= \rho - b.
\end{aligned}
$$

We replace the second equation in the above by

$$
\frac{1}{2} |\nabla \varphi|^2 + i(\rho) - \Phi = 0,
$$

and solve it for $\rho$ to obtain that

$$
\rho = \hat{\rho}(\Phi, \nabla \varphi) := \begin{cases} 
1 + \frac{\gamma - 1}{\gamma} (\Phi - \frac{1}{2} |\nabla \varphi|^2) & \text{for } \gamma > 1, \\
e^{\Phi - \frac{1}{2} |\nabla \varphi|^2} & \text{for } \gamma = 1.
\end{cases}
$$

So, for a fixed $\gamma \geq 1$, we can further simplify the system (1.2) as

$$
\begin{aligned}
\text{div} (\hat{\rho}(\Phi, \nabla \varphi) \nabla \varphi) &= 0 \\
\Delta \Phi &= \hat{\rho}(\Phi, \nabla \varphi) - b.
\end{aligned}
$$

As a second order quasi-linear system for $(\varphi, \Phi)$, the system (1.4) is a hyperbolic-elliptic mixed system if and only if $|\nabla \varphi|^2 > \gamma \hat{\rho}^{\gamma - 1}(\Phi, \nabla \varphi)$, and is an elliptic system if and only if $|\nabla \varphi|^2 < \gamma \hat{\rho}^{\gamma - 1}(\Phi, \nabla \varphi)$. As an analogy of the case of steady Euler system, the case of $|\nabla \varphi|^2 > \gamma \hat{\rho}^{\gamma - 1}(\Phi, \nabla \varphi)$ corresponds to a supersonic flow, and the case of $|\nabla \varphi|^2 < \gamma \hat{\rho}^{\gamma - 1}(\Phi, \nabla \varphi)$ corresponds to a subsonic flow. In this paper, we are aimed to construct a three dimensional supersonic solution to (1.4). Even though the main framework would be similar to [1], there are several technical differences to be taken care of, and it is our main goal to treat all the technical differences occurring when one considers a three dimensional supersonic solution of the steady Euler-Poisson system. This work may seem as a simple extension of [1] by adding a few technical changes. But we must emphasize that this work is a keystone to investigate a three dimensional supersonic solution to (1.1) with a nonzero vorticity in the regime of Helmholtz decomposition. Furthermore, the system (1.4) is a natural example of a quasi-linear hyperbolic-elliptic mixed system of second order arising from the study of physical phenomena, therefore the main
result obtained from this paper can provide a footstone in the study of a nonlinear hyperbolic-elliptic mixed type system of second order partial differential equations in a multidimensional domain. Moreover, we remove the extra compatibility conditions given in [1] in this paper.

For a fixed constant $L > 0$, we define a nozzle $\Omega_L$ of length $L$ with a rectangular cross section $D := (-1, 1) \times (-1, 1) \subset \mathbb{R}^2$ by

$$\Omega_L := \{(x_1, x_2, x_3) \in \mathbb{R}^3 : 0 < x_1 < L, (x_2, x_3) \in D\}.$$ (1.5)

The boundary of $\Omega_L$ consists of the entrance $\Gamma_0$, the wall $\Gamma_w$, and the exit $\Gamma_L$ given respectively by

$$\Gamma_0 := \{0\} \times \mathbb{R}, \quad \Gamma_w := (0, L) \times \partial D, \quad \Gamma_L := \{L\} \times \mathbb{R}.$$

Suppose that $(\bar{\phi}, \bar{\Phi})(x_1)$ solves (1.4) with $b = b_0$ for some constant $b_0 > 0$, and let us set

$$u(x_1) := \bar{\phi}'(x_1), \quad E(x_1) := \bar{\Phi}'(x_1), \quad \rho(x_1) := \tilde{\rho}(\bar{\Phi}, \bar{\phi}') (x_1).$$ (1.6)

Then it can be directly checked that $(u, E, \rho)$ solves the following ODE system:

$$\begin{cases}
u' = \frac{u^\gamma E}{u^\gamma + 1 - \gamma J_0^\gamma} \\ E' = \frac{J_0}{u} - b_0 \\ \rho = \frac{J_0}{u}
\end{cases}$$ (1.7)

for some constant $J_0 > 0$ provided that $u > 0$. Note that the system (1.4) is derived from (1.1) under the assumption of $\rho > 0$. Given a constant $J_0 > 0$, it can be directly checked that the state of $(u, E, \rho)$ is supersonic if and only if $\rho < \rho_s$, and subsonic if and only if $\rho > \rho_s$ for $\rho_s$ given by

$$\rho_s = \left(\frac{J_0^2}{\gamma} \right)^{\frac{\gamma}{\gamma - 1}}.$$

Let us fix two constants $\gamma \geq 1$ and $J_0 > 0$. And, assume that the constant $b_0$ in (1.7) satisfies

$$0 < b_0 < \rho_s.$$ (1.8)

**Remark 1.1.** The assumption of (1.8) yields a description of a class of solutions to (1.7). But the rest of argument for a multidimensional supersonic solution given in this paper is still valid even if this assumption is removed.

For two constants $E_0 \in \mathbb{R}$ and $u_0$ fixed with

$$u_0 > \frac{J_0}{\rho_s} =: u_s,$$

let us consider the initial value problem

$$\begin{cases}
u' = \frac{u^\gamma E}{u^\gamma + 1 - \gamma J_0^\gamma} \\ E' = \frac{J_0}{u} - b_0
\end{cases} \quad \text{with} \quad \begin{cases}u(0) = u_0 \\ E(0) = E_0\end{cases}$$ (1.9)

on an interval $[0, L]$ for $L > 0$ to be specified later.
Lemma 1.2 (One dimensional supersonic solutions [1, 12]). For any small constant \( \delta > 0 \), there exists a constant \( L_1 > 0 \) depending on \((\gamma, J_0, b_0, u_0, E_0)\) so that the initial value problem (1.9) has a unique smooth solution \((u, E)\) on \([0, L_1]\) with \( u(x_1) \geq u_s + \delta \). In other words, the solution \((u, E)\) provides a supersonic flow on the interval \([0, L_1]\).

A proof of Lemma 1.2 can be easily given from [1, Lemma 1.1] or [12] so we skip it in this paper. Instead, we add a brief comment on how \( L_1 \) in this paper varies depending on \((u_0, E_0)\). Any \( C^1 \) solution \((u, E)\) to (1.9) satisfies
\[
\frac{1}{2} E^2(x_1) - H(u(x_1)) = \frac{1}{2} E_0^2 - H(u_0)
\]
for
\[
H(u) = \int_{u_0}^u \frac{b_0}{t^n} \left( t^\gamma + 1 - u^\gamma + 1 \right) \left( \frac{J_0}{b_0} - t \right) \, dt.
\]
If \( \frac{1}{2} E_0^2 - H(u_0) < 0 \) holds, then \((u, E)\) is periodic and we have \( u > u_s \) for all \( x_1 > 0 \), and this implies that \( L_1 \) in Lemma 1.2 can be arbitrarily large. If \( \frac{1}{2} E_0^2 - H(u_0) \geq 0 \) holds, on the other hand, the analysis on [1, Lemma 1.1] or [12] shows that \( L_1 \) in Lemma 1.2 is finite. We point out that this property of \( L_1 \) is given due to the assumption of (1.8).

For the smooth supersonic solution \((u, E)\) to the initial value problem (1.9), the vector field \((\bar{\varphi}, \bar{\Phi})\) in (1.6) given by
\[
\bar{\varphi}(x_1) := \int_0^{x_1} u(t) \, dt, \quad \bar{\Phi}(x_1) := \frac{1}{2} u_0^2 + \left( \frac{J_0}{u_0} \right) + \int_0^{x_1} E(t) \, dt
\]
provides a one dimensional solution to (1.4) in \( \Omega_L \) for any \( L \in (0, L_1] \). Let us define
\[
\varphi_0(x) := \bar{\varphi}(x_1), \quad \Phi_0(x) := \bar{\Phi}(x_1) \quad \text{for} \quad x = (x_1, x_2, x_3) \in \Omega_L.
\]
The main goal of this work is to construct a supersonic solution to (1.4) as a small perturbation of \((\varphi_0, \Phi_0)\) in \( \Omega_L \) by solving the problem stated in the following:

Problem 1.3. Given functions \( b \in C^2(\overline{\Omega_L}), u_{en} \in C^3(\overline{\Gamma_0}), E_{en} \in C^4(\overline{\Gamma_0}), \) and \( \Phi_{ex} \in C^3(\overline{\Gamma_L}) \), we prescribe the boundary conditions for \((\varphi, \Phi)\) as follows:
\[
\varphi = 0, \quad \partial_t \varphi = u_{en}, \quad \partial_1 \Phi = E_{en} \quad \text{on} \quad \Gamma_0, \\
\partial_n \varphi = 0, \quad \partial_n \Phi = 0 \quad \text{on} \quad \Gamma_w, \\
\Phi = \Phi_{ex} \quad \text{on} \quad \Gamma_L,
\]
where \( n \) represents the inward unit normal on \( \Gamma_w \). And, let us set
\[
\sigma(b, u_{en}, E_{en}, \Phi_{ex}) := \|b - b_0\|_{C^2(\overline{\Omega_L})} + \|u_{en} - u_0\|_{C^3(\overline{\Gamma_0})} + \|E_{en} - E_0\|_{C^1(\overline{\Gamma_0})} + \|\Phi_{ex} - \Phi_0\|_{C^0(\overline{\Gamma_L})}.
\]
For \( \sigma(b, u_{en}, E_{en}, \Phi_{ex}) \) sufficiently small, solve (1.4) in \( \Omega_L \) with the boundary conditions stated in (1.11).

Remark 1.4. For \( x \in \Gamma_w \cap \{|x_2| = 1 \text{ and } |x_3| = 1\} \), we interpret the slip boundary condition \( \partial_n \varphi = 0 \) in the following sense:
\[
\lim_{y \to x} \int_{|x_2| = 1 \text{ and } |x_3| = 1} \varphi(y) = 0.
\]
And, the slip boundary condition \( \partial_n \Phi = 0 \) on \( \Gamma_w \) is interpreted in the same sense. In other words, we expect for a solution \((\varphi, \Phi)\) of Problem 1.3 to satisfy the conditions
\[
\partial_{x_k} \varphi = 0, \quad \text{and} \quad \partial_{x_k} \Phi = 0 \quad \text{on} \quad \Gamma_w \cap \{|x_2| = 1 \text{ and } |x_3| = 1\} \quad \text{for} \quad k = 2, 3.
\]
Theorem 1.5. Given a small constant $\delta > 0$, let the constant $L_1$ be from Lemma 1.2. Then, there exists a constant $L_1^* \in (0, L_1]$ depending on $\gamma, J_0, u_0, E_0, b_0$, and $\delta$ so that the following properties hold: For a fixed $L < L_1^*$, one can fix a small constant $\bar{\sigma} > 0$ depending on $\gamma, J_0, u_0, E_0, b_0, \delta$, and $L$ so that if
\[
\sigma(b, u_{en}, E_{en}, \Phi_{ex}) \leq \bar{\sigma},
\]
and if the following compatibility conditions hold:
\[
\begin{align*}
\partial_n b &= 0 \quad \text{on } \Gamma_w, \\
\partial_n u_{en} &= 0, \quad \partial_n^k E_{en} &= 0 \quad \text{on } \Gamma_w \cap \Gamma_0 \text{ for } k = 1, 3, \\
\partial_n^k \Phi_{ex} &= 0 \quad \text{on } \Gamma_w \cap \Gamma_L \text{ for } k = 1, 3,
\end{align*}
\]
then Problem 1.3 has a unique solution $(\varphi, \Phi) \in [H^4(\Omega_L)]^2$ that satisfies the estimate
\[
\|\varphi - \varphi_0\|_{H^1(\Omega_L)} + \|\Phi - \Phi_0\|_{H^1(\Omega_L)} \leq C\sigma(b, u_{en}, E_{en}, \Phi_{ex})
\]
for a constant $C > 0$ depending only on $(\gamma, J_0, b_0, u_0, E_0, \delta, L)$.

Before we proceed to prove Theorem 1.5, we first add a few remarks on Theorem 1.5.

Remark 1.6. It follows from (1.13) and the generalized Sobolev inequality that the solution $(\varphi, \Phi)$ in Theorem 1.5 is a $C^2$ classical solution of Problem 1.3.

Remark 1.7 (The restriction on $L$ and the dependence of $\bar{\sigma}$ on $L$). For readers familiar with the study on three dimensional supersonic solution of steady Euler system, the additional restriction of $L \in (0, L_1^*]$ in Theorem 1.5 may seem strange or redundant even. We must emphasize that the restriction on $L$ is given in order to establish a priori $H^1$ energy estimate for hyperbolic-elliptic coupled system of second order. And, this is the main difference of the Euler-Poisson system from the Euler system. Namely, the equation $\Delta \Phi = \rho - b$ for the electric potential $\Phi$, which is elliptic, is coupled with the rest of the Euler-Poisson system in a nonlinear way, and it causes many technical challenges ranging from an appropriate choice of a solution space to developing a method to establish a priori energy estimate for solutions.

Remark 1.8. It is our ultimate goal to achieve the well-posedness of a boundary value problem for a supersonic flow of full Euler-Poisson system with nonzero vorticity in a three or higher dimensional cylindrical domain with an arbitrary cross section. In a three or higher dimensional cylindrical domain with an arbitrary cross section, it is well known that one can construct a smooth supersonic solution to the steady Euler system for potential flow as long as appropriate compatibility conditions for boundary data are prescribed at Lipschitz corners of the cylindrical domain. But it is not the case for the steady Euler-Poisson system (1.1)(or (1.4)) mainly because the elliptic equation $\Delta \Phi = \rho - b$ for the electric potential $\Phi$ has a nonlocal effect to the rest of equations in (1.1) as the density $\rho$ is determined depending on $\Phi$. So it is difficult to find a supersonic solution to (1.1) or (1.4) with satisfying the compatibility conditions. As an initiative work, we consider a potential flow in a rectangular cylinder in this paper. Supersonic flows of Euler-Poisson system with nonzero vorticity in a cylindrical domain with a more general cross sections will be studied in the forthcoming works in the regime of Helmholtz decomposition, for which the study of a potential flow model is crucial.
We explain how to prove Theorem 1.5 in the next section. Since the proof is more or less similar to the proof of [1, Theorem 1.7] except that a priori $H^s$ estimate of approximate solutions for $s = 1, \cdots, 4$ is more complicated, we provide an outline of a proof in Section 2.1 first, then we discuss further details on the technical differences in a priori $H^s$ estimates for the three dimensional case.

2. Proof of Theorem 1.5.

2.1. Outline. For $\hat{\rho}$ given by (1.3), let us define $\hat{c}$ by

$$
\hat{c}(\Phi, \nabla \varphi) := \sqrt{\gamma \hat{\rho}^{-1}}(\Phi, \nabla \varphi).
$$

(2.1)

For $z \in \mathbb{R}$, $p = (p_1, p_2, p_3) \in \mathbb{R}^3$, $q = (q_1, q_2, q_3) \in \mathbb{R}^3$ with $z - \frac{1}{2}|q|^2 > 0$, define

$$
A_{ij}(z, q) := \frac{\hat{c}^2(z, q) \delta_{ij} - q_i q_j}{\hat{c}^2(z, q) - q_1^2}
$$

for $i, j = 1, 2, 3$,

$$
B(z, p, q) := \frac{p \cdot q}{\hat{c}^2(z, q) - q_1^2}.
$$

(2.2)

Here, $\delta_{ij}$ represents the Kronecker delta, that is, $\delta_{ij} = 1$ for $i = j$, and 0 otherwise.

As we seek a classical solution $(\varphi, \Phi)$ to (1.4) with satisfying (1.13) for $\sigma(b, u_{en}, E_{en}, \Phi_{ex})$ sufficiently small, we expect that

$$
\hat{c}^2(\Phi, \nabla \varphi) - (\partial_1 \varphi)^2 < 0 \text{ in } \overline{\Omega_L}.
$$

So we rewrite (1.4) as

$$
\begin{cases}
\sum_{i,j=1}^{3} A_{ij}(\Phi, \nabla \varphi) \partial_{ij} \varphi + B(\Phi, \nabla \Phi, \nabla \varphi) = 0, \\
\Delta \Phi = \hat{\rho}(\Phi, \nabla \varphi) - b.
\end{cases}
$$

(2.3)

Next, we further rewrite (2.3) in terms of the perturbations

$$(\psi, \Psi) := (\varphi - \varphi_0, \Phi - \Phi_0).$$

A lengthy but straightforward computation yields that

$$
\begin{cases}
\sum_{i,j=1}^{3} a_{ij}(\Psi, \nabla \psi) \partial_{ij} \psi + a_{11} \partial_1 \psi + a_{12} \partial_1 \Psi + a_{22} \Psi = f_1(\Psi, \nabla \Psi, \nabla \psi), \\
\Delta \Psi - \bar{h}_1 \Psi - \bar{h}_2 \partial_1 \psi = f_2(\Psi, \nabla \psi),
\end{cases}
$$

(2.4)

where $a_{ij}$ for $1 \leq i, j \leq 3$, $\bar{a}_1$, $\bar{b}_1$, $\bar{b}_2$ and $f_k$ for $k = 1, 2$ are given as follows:

$$
\begin{align*}
a_{ij}(\xi, \zeta) &:= A_{ij}(\xi + \Phi_0, \zeta + \nabla \varphi_0), \\
(a_{11}, \bar{a}_1, \bar{b}_2) &:= (\partial_{q_1}, \partial_{p_1}, \partial_{z})B(z, p, q)|(z, p, q) = (\Phi_0, \nabla \Phi_0, \nabla \varphi_0), \\
(h_1, \bar{h}_2) &:= (\partial_{z}, \partial_{q_1})\hat{\rho}(z, q)|(z, q) = (\Phi_0, \nabla \varphi_0), \\
f_1(\xi, \eta, \zeta) &:= -B(\Phi_0 + \xi, \nabla \Phi_0 + \eta \nabla \varphi_0 + t \zeta)|_{t=0} + a_{11} \zeta + \bar{b}_1 \eta + \bar{b}_2 \xi, \\
f_2(\xi, \eta, \zeta) &:= \hat{\rho}(\Phi_0 + \xi, \nabla \Phi_0 + \eta \nabla \varphi_0 + t \zeta)|_{t=0} - (b - b_0) - \bar{h}_1 \xi - \bar{h}_2 \zeta.
\end{align*}
$$

(2.5)

(2.6)

(2.7)

for $z, \xi, \eta, \zeta \in \mathbb{R}^3$.

In the above, $z$ and $\xi$ are symbols for functions given in $\overline{\Omega_L}$. And, $p, q, \eta$ and $\zeta$ are symbols for gradients of the functions. So, at each $x \in \overline{\Omega_L}$, we presume that $(\Phi_0, \nabla \Phi_0, \nabla \varphi_0)$ are evaluated at $x$ thus $a_{ij}$, $\bar{a}_1$, $\bar{b}_2$ and $f_k$ are functions given in $\overline{\Omega_L}$ once $(\xi, \eta, \zeta)$ are fixed as $(\Psi, \nabla \Psi, \nabla \psi)$.
Fix two functions  and  in  . For later use, we define two linear operators  and  associated with  by

\[
L_1(\tilde{\psi}, \Psi) := \sum_{i,j=1}^{3} a_{ij}(\tilde{\Psi}, \nabla \tilde{\psi}) \partial_{ij} \tilde{\psi} + \bar{a}_1 \partial_1 \tilde{\psi} + b_1 \partial_1 \Psi + b_2 \Psi,
\]

\[
L_2(\psi, \Psi) := \Delta \Psi - \bar{h}_1 \Psi - \bar{h}_2 \partial_1 \psi.
\] (2.8)

We will further specify a class of  so that  is well defined in .

Theorem 1.5 can be proved by solving the following boundary value problem:

\[
\begin{align*}
L_1(\psi, \Psi) &= f_1(\Psi, \nabla \Psi), & L_2(\psi, \Psi) &= f_2(\Psi, \nabla \psi) & \text{in } \Omega_L, \\
(\psi, \partial_1 \psi) &= (0, g_1), & \partial_1 \Psi &= E_{\text{en}} - E_0 &=: g_2 & \text{on } \Gamma_0, \\
\Psi &= \Phi_{\text{en}} - \Phi_0(L, \cdot) =: \Psi_{\text{ex}} & \text{on } \Gamma_L, \\
\partial_n \psi &= 0, & \partial_n \Psi &= 0 & \text{on } \Gamma_w.
\end{align*}
\] (2.9)

Without any technical details, we first outline how to solve (2.9).

Fix a small constant  and let the constant  be from Lemma 1.2. For a fixed , one can fix a small constant  such that , satisfying

\[
\begin{align*}
(L_1(\psi, \Psi), \Psi) &= (0, \cdot) \text{ from Lemma 1.2}, & \partial_1 \Psi &= E_{\text{en}} - E_0 &=: g_2 & \text{on } \Gamma_0, \\
\Psi &= \Phi_{\text{en}} - \Phi_0(L, \cdot) =: \Psi_{\text{ex}} & \text{on } \Gamma_L, \\
\partial_n \psi &= 0, & \partial_n \Psi &= 0 & \text{on } \Gamma_w.
\end{align*}
\] (2.10)

Proposition 2.1. There exists a constant  depending on , , , , , and  such that if  is given by (2.10) for  satisfying  and , then, for each  in  and any given functions  from  depending on , , , , and  and  in  with the compatibility conditions

\[
\begin{align*}
\partial_n f_1 &= 0, & \partial_n f_2 &= 0 & \text{on } \Gamma_w, & \partial_n g &= 0 & \text{on } \Gamma_0 \cap \Gamma_w,
\end{align*}
\] (2.12)

the following linear boundary value problem

\[
\begin{align*}
L_1(\psi, \Psi) &= f_1, & L_2(\psi, \Psi) &= f_2 & \text{in } \Omega_L, \\
(\psi, \partial_1 \psi) &= (0, g), & \partial_1 \Psi &= 0 & \text{on } \Gamma_0, \\
\Psi &= 0 & \text{on } \Gamma_L, \\
\partial_n \psi &= 0, & \partial_n \Psi &= 0 & \text{on } \Gamma_w
\end{align*}
\] (2.13)

has a unique solution  that satisfies the estimate

\[
\|\psi\|_{H^4(\Omega_L)} \leq C \left( \|f_1\|_{H^3(\Omega_L)} + \|f_2\|_{H^3(\Omega_L)} + \|g\|_{C^2(\Gamma_0)} \right),
\]
\[ \|\Psi\|_{H^4(\Omega_L)} \leq C \left( \|f_1\|_{H^2(\Omega_L)} + \|f_2\|_{H^2(\Omega_L)} + \|g\|_{C^2(\Gamma_0)} \right), \quad (2.14) \]

for the estimate constant \( C > 0 \) depending only on \((\gamma, J_0, b_0, u_0, E_0, \delta, L)\).

Note that it is actually sufficient to assume that \( f_2 \in H^2(\Omega_L) \) in Proposition 2.1. If it is assumed that \( f_2 \) is \( H^3 \) in \( \Omega_L \), then the compatibility condition \( \theta_n f_2 = 0 \) on \( \Gamma_w \) should be considered in the sense of trace. Since \( f_2(W, \nabla \phi) \) from (2.11) is \( H^3(\Omega_L) \) for \((\phi, W) \in J_{\varepsilon, L}\), we assume in Proposition 2.1 that \( f_2 \) is \( H^3 \) in \( \Omega_L \) for simplicity.

The following lemma yields useful properties of the coefficients of the linear operator \( \mathcal{L}_1^{(\phi, W)} \) for \((\phi, W) \in J_{\varepsilon, L}\).

**Lemma 2.2.** Given a small constant \( \delta > 0 \), let \( L_1 \) be from Lemma 1.2.

(a) For \( a_{ij}(\xi, \zeta) \) given by (2.5), let us set \( \bar{a}_{ij}(x) := a_{ij}(0, 0) \) for \( 1 \leq i, j \leq 3 \). Then, \( \bar{a}_{ij} \) for \( 1 \leq i, j \leq 3 \), \( \bar{b}_l \) and \( \bar{h}_k \) for \( k = 1, 2 \) are smooth in \( \overline{\Omega}_L \), and for each \( l \in \mathbb{N} \), there exists a constant \( M_l > 0 \) depending only on \((\gamma, J_0, b_0, u_0, E_0, \delta, l)\) to satisfy

\[ \|(\bar{a}_{ij}, \bar{a}_1, \bar{b}_k, \bar{h}_k)\|_{C^l(\overline{\Omega}_L)} \leq M_l. \]

Furthermore, there exists a constant \( \mu_1 \in (0, 1) \) depending only on \( \gamma, J_0, b_0, u_0, E_0 \) and \( \delta \) so that the inequalities

\[ \mu_1 \leq -\bar{a}_{jj}(x) \leq \frac{1}{\mu_1} \]

hold in \( \overline{\Omega}_L \) for \( j = 2, 3 \). Note that \( \bar{a}_{11} \equiv 1 \) in \( \Omega_L \).

(b) There exists a constant \( \varepsilon_1 > 0 \) so that if \( \varepsilon \leq \varepsilon_1 \) in (2.10), then for each \( (\phi, W) \in J_{\varepsilon, L} \), the coefficients \( a_{ij}(W, \nabla \phi) \) given by (2.5) for \( 1 \leq i, j \leq 3 \) satisfy

\[ a_{ij}(W, \nabla \phi) = a_{ij}(W, \nabla \phi) \quad \text{for} \quad 1 \leq i, j \leq 3, \]

\[ \sup_{1 \leq i, j \leq 3} \|a_{ij}(W, \nabla \phi) - \bar{a}_{ij}\|_{H^3(\Omega_L)} \leq C\varepsilon, \]

for some constant \( C > 0 \). Moreover, the matrix \(-[a_{ij}(W, \nabla \phi)]_{i,j=2}^{3}\) is positive definite in \( \Omega_L \) with

\[ \frac{\mu_1}{2} \leq -[a_{ij}(W, \nabla \phi)]_{i,j=2}^{3} \leq \frac{2}{\mu_1} \quad \text{in} \quad \Omega_L. \]

Here, the constants \( \varepsilon_1 \) and \( C \) can be fixed depending only on \( \gamma, J_0, b_0, u_0, E_0 \) and \( \delta \).

Once Proposition 2.1 is proved, Theorem 1.5 can be proved by employing a method of iteration. One can refer to [1, Proof of Theorem 1.6] for further details on how to apply Proposition 2.1 in implementing the iteration process. In this paper, we focus on how to prove Proposition 2.1. In particular, we intend to point out technical difficulties that one may confront in dealing with a three dimensional cylindrical domain with an arbitrary cross section, and how to resolve the issues for a special case at the moment. More details are discussed in the next section.

### 2.2. A remark on a Proposition 2.1.

Fix a small constant \( \delta > 0 \), and let \( L_1 > 0 \) be from Lemma 1.2. And, let us assume that \( 0 < L \leq L_1 \). Given \((\phi, W) \in J_{\varepsilon, L}\), let \( a_{ij}(W, \nabla \phi) \) be given by (2.5). To simplify notations, we let \( a_{ij} \) denote \( a_{ij}(W, \nabla \phi) \) unless otherwise specified. And, we let \( \mathcal{L}_1 \) denote the linear operator \( \mathcal{L}_1^{(\phi, W)} \) given
by (2.8). Take functions $f_1 \in H^3(\Omega_L)$, $f_2 \in H^3(\Omega_L)$ and $g \in C^3(\overline{\Gamma_0})$ with the compatibility conditions
\[
\partial_n f_1 = 0, \quad \partial_n f_2 = 0 \quad \text{on} \quad \Gamma_w, \quad \text{and} \quad \partial_n g = 0 \quad \text{on} \quad \Gamma_0 \cap \Gamma_w. \tag{2.15}
\]
And, we consider the following linear boundary value problem for $(\psi, \Psi)$:
\[
\begin{aligned}
L_1(\psi, \Psi) &= f_1, & L_2(\psi, \Psi) &= f_2 & \text{in} & \Omega_L, \\
(\psi, \partial_1 \psi) &= (0, g), & \partial_1 \Psi &= 0 & \text{on} & \Gamma_0, \\
\Psi &= 0 & \text{on} & \Gamma_L, \\
\partial_n \psi &= 0, & \partial_n \Psi &= 0 & \text{on} & \Gamma_w.
\end{aligned} \tag{2.16}
\]
The linear operators $L_1$ and $L_2$ are second order differential operators with respect to $\psi$ and $\Psi$, respectively, therefore we determine their types depending on their second order derivative terms. According to Lemma 2.2, the operator $L_1$ is hyperbolic type with respect to $\psi$ if $\varepsilon$ is fixed sufficiently small in the definition of the iteration set $J_{\varepsilon,L}$ so the following lemma is obtained:

**Lemma 2.3.** There exists a constant $\varepsilon_2 \in (0, \varepsilon_1]$ for $\varepsilon_1$ from the statement (b) of Lemma 2.2 so that if $\varepsilon \leq \varepsilon_2$ in the definition (2.10) of the iteration set $J_{\varepsilon,L}$, then the linear boundary value problem (2.16) is a hyperbolic-elliptic coupled system.

In order to solve the linear boundary value problem (2.16), we establish a priori $H^4$ estimates of $(\psi, \Psi)$ and apply the method of Galerkin’s approximations. Note that we seek for a $H^4$ solution of (2.16) as we intend to find a $\mathcal{C}^2$ classical solution of (2.16). Also, we discover that seeking for a $H^3$ solution of (2.16) is not possible at least by applying the method developed in [1] and this paper because we heavily use the generalized Hölder inequality and Sobolev inequality in a delicate way, and this approach fails if we seek for a $H^3$ solution.

The main difference of this work from [1] is that we find a general structure of the operator $L_1$ so that a priori $H^4$ estimates of solutions to (2.16) can be established in any dimensional domain. What we mean by the general structure is not only the hyperbolicity of $L_1$ but also a particular structure of the coefficients $a_{ij}$. The quasi-nonlinearity of the first equation in (2.3) with respect to $\varphi$ leads to the fact that $a_{ij}$ depends on $\nabla \varphi$ for $(\varphi, W) \in J_{\varepsilon,L}$ satisfying the slip boundary condition $\partial_n \varphi = 0$ on $\Gamma_w$. Thanks to this useful structure, the computation for a priori $H^1$ energy estimate given in [1] can be extended to any dimensional domain by a careful treatment.

2.3. A brief description on how to prove Proposition 2.1. The rest of the paper is devoted to provide more technical details which must be clarified for the three dimensional domain $\Omega_L$ of our consideration so that they can be easily cooperated with the results from [1] in order to prove Proposition 2.1. Once the details are given in this paper, then readers can refer to [1] to complete to prove Proposition 2.1 thus prove Theorem 1.5, the main result of this paper.

2.3.1. Approximated linear boundary value problem. To avoid any technical constraint of weak regularity in implementing various computations towards $H^4$ a priori estimates, we first approximate the coefficients $a_{ij}$ by smooth functions via the method of extensions. In order to keep a useful property of $a_{ij}$, we provide smooth extensions of $(\varphi, W) \in J_{\varepsilon,L}$ first, then use them to have smooth approximations of $a_{ij}$. Even though the following procedure is somewhat typical, we put details as they contribute to simplify the definition (2.10) of the iteration set $J_{\varepsilon,L}$ more
Given \( \phi \in \mathcal{I}_{\varepsilon,L} \) we define its first extension \( \phi_{(1)} \) onto \( \Omega^{(1)}_L := \{ x \in \mathbb{R}^3 : 0 < x_1 < L, |x_2| < \frac{3}{2}, |x_3| < 1 \} \) by

\[
\phi_{(1)}(x) := \begin{cases} 
\phi(x) & \text{for } x \in \overline{\Omega^{(1)}_L} \cap \{|x_2| < 1\} (= \overline{\Omega_L}), \\
\sum_{k=1}^5 c_k \phi (x_1, \text{sgn} x_2 (1 + \frac{1}{k}) - \frac{x_2}{k}, x_3) & \text{for } x \in \Omega^{(1)}_L \cap \{|x_2| > 1\},
\end{cases}
\]

for constants \( c_1, \ldots, c_5 \) satisfying the equations

\[
\sum_{k=1}^5 c_k \left( -\frac{1}{k} \right)^m = 1, \quad m = 0, 1, \ldots, 4. \tag{2.17}
\]

It can be directly checked that the linear system (2.17) has a unique solution of \((c_1, c_2, c_3, c_4, c_5) = (15, -640, 3645, -6144, 3125)\). Next, we extend \( \phi_{(1)} \) onto \( \Omega^{ex}_L := \{ x \in \mathbb{R}^3 : 0 < x_1 < L, |x_2| < \frac{3}{2}, |x_3| < \frac{3}{2} \} \) as follows:

\[
\phi_{ex}(x) := \begin{cases} 
\phi_{(1)}(x) & \text{for } x \in \overline{\Omega^{ex}_L} \cap \{|x_3| < 1\} (= \overline{\Omega^{(1)}_L}), \\
\sum_{k=1}^5 c_k \phi_{(1)} (x_1, x_2, \text{sgn} x_3 (1 + \frac{1}{k}) - \frac{x_3}{k}) & \text{for } x \in \Omega^{ex}_L \cap \{|x_3| > 1\}.
\end{cases}
\]

For each \( r \in (0, \frac{1}{2}) \), let \( \chi_r \) be a radially symmetric standard mollifier with a support in a ball of radius \( r > 0 \). Then, a function \( \phi^{(r)} \) given by

\[
\phi^{(r)} := \phi_{ex} * \chi_r \quad \text{in } \Omega_L
\]

provides a smooth approximation of \( \phi \) in \( \Omega_L \), and we have \( \lim_{r \to 0^+} \| \phi - \phi^{(r)} \|_{H^1(\Omega_L)} = 0 \). Furthermore, each \( \phi^{(r)} \) satisfies the slip boundary condition

\[
\partial_n \phi^{(r)} = 0 \quad \text{on } \Gamma_w. \tag{2.18}
\]

For each \((\phi, W) \in \mathcal{J}_{\varepsilon,L}\), let \((\phi^{(r)}, W^{(r)})\) represent the smooth approximation of \((\phi, W)\) given by the procedure described in the above. And, for each \( r \in (0, \frac{1}{3}) \), let \( a^{(r)}_{ij} \) be given by

\[
a^{(r)}_{ij} := a_{ij}(W^{(r)}, \nabla \phi^{(r)}) \quad \text{in } \Omega_L. \tag{2.19}
\]

Then, from Lemmas 2.2 and 2.3, the following lemma is directly given:

**Lemma 2.4.** For the constant \( \varepsilon_2 \) from Lemma 2.3, suppose that \( \varepsilon \leq \frac{\varepsilon_2}{2} \) in the definition of \( \mathcal{J}_{\varepsilon,L} \) given in (2.10). Then, there exists a small constant \( \bar{r} > 0 \) depending on \((\gamma, J_0, b_0, u_0, E_0, \delta)\) so that, for each \( r \in (0, \bar{r}) \), the approximated coefficients \( a^{(r)}_{ij} \) for \( 1 \leq i, j \leq 3 \) satisfy the following properties:

(a) For the constant \( \mu_1 > 0 \) from Lemma 2.2, it holds that

\[
\frac{\mu_1}{2} \leq -a^{(r)}_{jj} \leq \frac{2}{\mu_1} \quad \text{in } \Omega_L
\]

for \( j = 2, 3 \). Note that \( a^{(r)}_{11} = 1 \);

(b) For \( 1 \leq i, j \leq 3 \), we have \( a^{(r)}_{ij} = a_{ji}^{(r)} \).
If $r \in (0, \bar{r}]$ is sufficiently small (depending on $\varepsilon$), then it holds that
\[
\sup_{1 \leq i,j \leq 3} \|a_{ij}^{(r)} - \bar{a}_{ij}\|_{H^{3}(\Omega_L)} \leq C\varepsilon
\]
for a constant $C > 0$ depending only on $(\gamma, J_0, b_0, u_0, E_0, \delta)$. Moreover, the matrix $-[a_{ij}^{(r)}]_{1\leq i,j\leq 2}$ is positive definite in $\Omega_L$ with
\[
\frac{\mu_1}{4} \leq -[a_{ij}^{(r)}]_{1\leq i,j\leq 2} \leq 4 \frac{\mu_1}{\mu_1}
\]
in $\Omega_L$ for the constant $\mu_1 > 0$ from Lemma 2.2.

By adjusting the smooth extension argument in the above, we can also approximate $(f_1, f_2)$ by smooth functions $(f^{(r)}_1, f^{(r)}_2)$ so that we have
\[
\partial_{\mathbf{n}} f_k^{(r)} = 0 \quad \text{on } \Gamma_w, \quad \text{for } k = 1, 2.
\]
and
\[
\lim_{r \to 0^+} \|f_k - f_k^{(r)}\|_{H^{3}(\Omega_L)} = 0 \quad \text{for } k = 1, 2.
\]

2.3.2. Approximated linear boundary value problem and its a priori $H^1$ estimate. Suppose that $\varepsilon \leq \frac{\varepsilon_2}{2}$ in (2.10) so that Lemma 2.4 holds, and let us fix $r \in (0, \bar{r}]$. For $a_{ij}^{(r)}$ given by (2.19), we define a linear operator $L^{(r)}_1$ by
\[
L^{(r)}_1(\psi, \Psi) := \sum_{i,j=1}^{3} a_{ij}^{(r)} \partial_{ij} \psi + \bar{a}_1 \partial_1 \psi + \bar{b}_1 \partial_1 \Psi + \bar{b}_2 \Psi.
\]
Assume that $\psi$ and $\Psi$ are smooth in $\bar{\Omega}_L$, and that they solve the following linear boundary value problem:

\[
\begin{cases}
L^{(r)}_1(\psi, \Psi) = f^{(r)}_1, & \text{in } \Omega_L, \\
L^{(r)}_2(\psi, \Psi) = f^{(r)}_2, & \text{in } \Omega_L, \\
(\psi, \partial_{\mathbf{n}} \psi) = (0, g), & \partial_{\mathbf{n}} \Psi = 0 \quad \text{on } \Gamma_0, \\
\Psi = 0 & \text{on } \Gamma_L, \\
\partial_{\mathbf{n}} \psi = 0, & \partial_{\mathbf{n}} \Psi = 0 \quad \text{on } \Gamma_w.
\end{cases}
\]  

(2.21)

For the rest of Section 2.3, we let $a_{ij}$ and $f_k$ denote $a_{ij}^{(r)}$ and $f_k^{(r)}$, respectively for $i, j = 1, 2, 3$, and $k = 1, 2$ unless otherwise specified.

Now we write down a detailed computation to get a priori $H^1$ estimate of $(\psi, \Psi)$. We emphasize that the focus of this paper is to show how to utilize the structure of the coefficients $a_{ij}^{(r)}$ and the slip boundary conditions for $\phi$ (an element from the iteration set $J_{r,L}$) and for $\psi$ (a part of solution to (2.21)) so that the well-posedness of the boundary value problem (2.21) can be achieved in a cylindrical domain of any dimension. For a smooth function $W(x_1)$, which we call an energy weight, let us define $I_H(\psi, \Psi)$ by
\[
I_H(\psi, \Psi) := \int_{\Omega_L} W \psi_1 L^{(r)}_1(\psi, \Psi) \, dx
\]
\[
= \int_{\Omega_L} \sum_{i,j=1}^{3} a_{ij} \psi_1 \psi_1 \, dx + \int_{\Omega_L} (\bar{a}_1 \psi_1 + \bar{b}_1 \Psi_1 + \bar{b}_2 \Psi) \psi \, dx =: I_H^0 + I_H^{\text{tot}}.
\]  

(2.22)
Next, we take a closer look at the principal part \( I_H^p \) of \( I_H(\psi, \Psi) \). We again split \( I_H^p \) as follows:

\[
I_H^p = \sum_{i=1}^{3} \int_{\Omega_L} \sum_{j=1}^{3} a_{ij} \psi_j \mathcal{W} \psi_1 \, dx =: \sum_{i=1}^{3} P_i. \tag{2.23}
\]

By the divergence theorem and the boundary condition \( \psi_1 = g \) on \( \Gamma_0 \), we have

\[
P_1 = \int_{\Omega_L} \sum_{j=1}^{3} a_{ij} \mathcal{W} \partial_j \left( \frac{\psi_1^2}{2} \right) \, dx \\
= \int_{\Omega_L} \nabla \cdot \left( a_{ij} \mathcal{W} \frac{\psi_1^2}{2} \right) - \frac{\psi_1^2}{2} \nabla \cdot (\mathcal{W} a_{ij}) \, dx \\
= \int_{\Gamma_L} a_{ij} \mathcal{W} \frac{\psi_1^2}{2} \, dS - \int_{\Gamma_0} a_{ij} \mathcal{W} \frac{\psi_1^2}{2} \, dS - \int_{\Gamma_w} \mathcal{W} \frac{\psi_1^2}{2} (a_{ij}) \cdot n \, dS - \int_{\Omega_L} \frac{\psi_1^2}{2} \nabla \cdot (\mathcal{W} a_{ij}) \, dx.
\]

Moreover, it directly follows from (2.5), (2.18) and (2.19) that

\[
(a_{ij}) \cdot n = \frac{(\partial_1 \varphi_0 + \phi_1^{(r)}) (\nabla \varphi_0 + \nabla \phi^{(r)}) \cdot n}{c^2(\Phi_0 + W^{(r)}, \nabla \varphi_0 + \nabla \phi^{(r)}) - (\partial_1 \varphi_0 + \phi_1^{(r)})^2} = 0 \quad \text{on } \Gamma_w,
\]

and this yields that

\[
P_1 = \int_{\Omega_L} a_{ij} \mathcal{W} \psi_1 \cdot \nabla (\psi_1) \, dx. \tag{2.24}
\]

To compute \( P_2 + P_3 \), one needs more endeavor. Fix \( i = 2, 3 \), and let us consider \( P_i \). By regarding \( (a_{ij} \mathcal{W} \psi_1)_{j=1}^{3} \) as a three dimensional vector field, we have

\[
P_i = \int_{\Omega_L} (a_{ij} \mathcal{W} \psi_1) \cdot \nabla (\psi_1) \, dx.
\]

Similar to the case of \( P_1 \), we integrate by parts and apply the divergence theorem to get

\[
P_i = \int_{\partial \Omega_L} \left( \sum_{j=1}^{3} a_{ij} \mathbf{e}_j \right) \cdot \mathbf{n}_{\text{out}} \mathcal{W} \psi_1 \psi_1 \, dS - \int_{\Omega_L} \sum_{j=1}^{3} \partial_j (a_{ij} \mathcal{W} \psi_1) \psi_1 \, dx =: P_i^{\text{bd}} - R_i
\]

for the outward unit normal \( \mathbf{n}_{\text{out}} \) on \( \partial \Omega_L \). By (2.5), (2.18) and (2.19), we have

\[
\left( \sum_{j=1}^{3} a_{ij} \mathbf{e}_j \right) \cdot \mathbf{n}_{\text{out}} = \frac{c^2(\Phi_0 + W^{(r)}, \nabla \varphi_0 + \nabla \phi^{(r)}) \mathbf{n} \cdot \mathbf{e}_i}{c^2(\Phi_0 + W^{(r)}, \nabla \varphi_0 + \nabla \phi^{(r)}) - (\partial_1 \varphi_0 + \phi_1^{(r)})^2} \quad \text{on } \Gamma_w. \tag{2.25}
\]

Since \( \mathbf{n} \cdot \mathbf{e}_1 = 0 \) on \( \Gamma_w \), we obtain that

\[
\sum_{i=2}^{3} \frac{c^2 \mathbf{n} \cdot \mathbf{e}_i}{c^2 - (\partial_1 \varphi_0 + \phi_1^{(r)})^2} \mathcal{W} \psi_1 \psi_1 = \frac{c^2 \mathcal{W} \psi_1 \nabla \psi \cdot \mathbf{n}}{c^2 - (\partial_1 \varphi_0 + \phi_1^{(r)})^2} = 0 \quad \text{on } \Gamma_w
\]

for \( \tilde{c} = \tilde{c}(\Phi_0 + W^{(r)}, \nabla \varphi_0 + \nabla \phi^{(r)}) \), and this yields that

\[
\sum_{i=2}^{3} P_i^{\text{bd}} = \sum_{i=2}^{3} \int_{\Gamma_L} a_{ij} \mathcal{W} \psi_1 \psi_1 \, dS
\]

because \( \psi_1 = 0 \) holds on \( \Gamma_0 \).
Now, we compute $R_2 + R_3$. First, for each $i = 2, 3$, we check that
\[
\partial_1 (a_{i1} W \psi_1) \psi_i = \partial_1 (a_{i1} W \psi_1 \psi_i) - a_{i1} W \left( \frac{\psi_1^2}{2} \right)_i
\]
\[
= \partial_1 (a_{i1} W \psi_1 \psi_i) - \partial_i \left( a_{i1} W \frac{\psi_1^2}{2} \right) + \partial_i (a_{i1} W) \frac{\psi_1^2}{2}.
\]
Then we integrate by parts to obtain that
\[
\sum_{i=2}^{3} \int_{\Omega_L} \partial_1 (a_{i1} W \psi_1) \psi_i \, dx = \sum_{i=2}^{3} \int_{\Gamma_L} a_{i1} W \psi_1 \psi_i \, dS + \sum_{i=2}^{3} \int_{\Omega_L} \partial_i (a_{i1} W) \frac{\psi_1^2}{2} \, dx \quad (2.26)
\]
by using the boundary condition $\psi = 0$ on $\Gamma_0$ and (2.25). Next, we apply Lemma 2.4(b) to obtain that
\[
\sum_{i,j=2}^{3} \int_{\Omega_L} \partial_j (a_{ij} W \psi_1) \psi_i \, dx
\]
\[
= \sum_{i,j=2}^{3} \int_{\Omega_L} (a_{ij} \psi_j + \partial_j a_{ij} \psi_j) W \psi_i \, dx
\]
\[
= \sum_{i,j=2}^{3} \int_{\Omega_L} \frac{1}{2} (a_{ij} W \psi_i \psi_j) - \frac{1}{2} \partial_1 (a_{ij} W) \psi_i \psi_j + \partial_j a_{ij} \psi_i \psi_j \, dx.
\]
Due to the boundary condition $\psi = 0$ on $\Gamma_0$, we get that
\[
\sum_{i,j=2}^{3} \int_{\Omega_L} \partial_j (a_{ij} W \psi_1) \psi_i \, dx
\]
\[
= \sum_{i,j=2}^{3} \int_{\Gamma_L} a_{ij} W \psi_i \psi_j \, dS + \sum_{i,j=2}^{3} \int_{\Omega_L} \partial_j a_{ij} W \psi_1 \psi_i - \frac{1}{2} \partial_1 (a_{ij} W) \psi_i \psi_j \, dx. \quad (2.27)
\]
We combine (2.26) and (2.27) to have
\[
R_2 + R_3
\]
\[
= \sum_{i=2}^{3} \int_{\Gamma_L} a_{i1} W \psi_1 \psi_i \, dS + \sum_{i=2}^{3} \int_{\Omega_L} \partial_i (a_{i1} W) \frac{\psi_1^2}{2} \, dx
\]
\[
+ \sum_{i,j=2}^{3} \int_{\Gamma_L} a_{ij} W \psi_i \psi_j \, dS + \sum_{i,j=2}^{3} \int_{\Omega_L} \partial_j a_{ij} W \psi_1 \psi_i - \frac{1}{2} \partial_1 (a_{ij} W) \psi_i \psi_j \, dx,
\]
so we finally obtain that
\[
P_2 + P_3 \quad (2.28)
\]
\[
= -\sum_{i=2}^{3} \int_{\Omega_L} \partial_i (a_{i1} W) \frac{\psi_1^2}{2} \, dx
\]
\[
- \sum_{i,j=2}^{3} \int_{\Gamma_L} a_{ij} W \psi_i \psi_j \, dS - \sum_{i,j=2}^{3} \int_{\Omega_L} \partial_j a_{ij} W \psi_1 \psi_i - \frac{1}{2} \partial_1 (a_{ij} W) \psi_i \psi_j \, dx.
\]
Note that \( a_{11} \equiv 1 \) in \( \Omega_L \). By \((2.24)\) and \((2.28)\), the term \( I_H \), given by \((2.22)\), is written as

\[
I_H(\psi, \Psi) = \int_{\Gamma_L} (\psi_1^2 - \sum_{i,j=2}^{3} a_{ij} \psi_i \psi_j) \frac{W}{2} dS - \int_{\Gamma_0} W \frac{g^2}{2} dS + \int_{\Omega_L} \left( \bar{a}_1 W - \frac{1}{2} \partial_1 W \right) \psi_1^2 dx + \sum_{i,j=2}^{3} \int_{\Omega_L} \frac{1}{2} \partial_1 (a_{ij} W) \psi_i \psi_j dx + \int_{\Omega_L} (\bar{b}_1 \Psi_1 + \bar{b}_2 \Psi) \psi_1 dx - \sum_{i=2}^{3} \int_{\Omega_L} \partial_i a_{1i} \psi_i^2 dx - \sum_{i,j=2}^{3} \int_{\Omega_L} \partial_j a_{ij} \psi_1 \psi_i dx.
\]

One can directly observe that the computations given in the above to obtain \((2.29)\) can be easily adjusted for a cylindrical domain of any dimension with an arbitrary cross section. In fact, we do not require any condition for the cross section of a domain as long as its boundary is Lipschitz continuous so that the divergence theorem can be applied. Now that \((2.29)\) is given, one can repeat the argument in \([1, \text{Proof of Proposition 2.4}]\) to establish a priori \(H^1\) estimate of \((\psi, \Psi)\). Note that this is the essential part to prove Proposition 2.1. Let us define \( J_E(\psi, \Psi) \) by

\[
J_E(\psi, \Psi) := - \int_{\Omega_L} \psi L_2(\psi, \Psi) dx = \int_{\Omega_L} |\nabla \Psi|^2 + \bar{h}_1 \Psi^2 + \bar{h}_2 \psi_1^2 dS.
\]

Then we have

\[
I_H(\psi, \Psi) + J_E(\psi, \Psi) = \int_{\Omega_L} f_1 W \psi_1 - f_2 \Psi dx
\]

which is equivalent to the following:

\[
\int_{\Gamma_L} (\psi_1^2 - \sum_{i,j=2}^{3} a_{ij} \psi_i \psi_j) \frac{W}{2} dS + \int_{\Omega_L} \left( \bar{a}_1 W - \frac{1}{2} \partial_1 W \right) \psi_1^2 dx + \sum_{i,j=2}^{3} \int_{\Omega_L} \frac{1}{2} \partial_1 (a_{ij} W) \psi_i \psi_j dx + \int_{\Omega_L} (\bar{b}_1 \Psi_1 + \bar{b}_2 \Psi) \psi_1 dx - \sum_{i=2}^{3} \int_{\Omega_L} \partial_i a_{1i} \psi_i^2 dx - \sum_{i,j=2}^{3} \int_{\Omega_L} \partial_j a_{ij} \psi_1 \psi_i dx + \int_{\Gamma_0} W \frac{g^2}{2} dS + \int_{\Omega_L} f_1 W \psi_1 - f_2 \Psi dx.
\]

Now we explain how to find the energy weight \( W \) so that we have

\[
\text{The left-hand side of } (2.30) \geq \lambda_0 \int_{\Omega_L} |\nabla \psi|^2 + |\nabla \Psi|^2 + \Psi^2 dx
\]

for some constant \( \lambda_0 > 0 \).

Note that each \( a_{ij} \) is close to \( \bar{a}_{ij} \) provided that the constant \( \varepsilon \) in the definition of \( J_{\varepsilon,L} \) given in \((2.10)\) and the constant \( \bar{\varepsilon} \) in Lemma 2.4 are fixed sufficiently small. Let us first assume that

\[
a_{ij} = \bar{a}_{ij} \text{ in } \Omega_L.
\]
And, we apply Cauchy-Schwarz inequality to estimate the coupling term $(\bar{b}_1 \Psi_1 + \bar{b}_2 \Psi) \psi \psi_1 + \bar{h}_2 \Psi \psi_1$ as

$$|\langle \bar{b}_1 \Psi_1 + \bar{b}_2 \Psi \rangle \psi \psi_1 + \bar{h}_2 \Psi \psi_1| \leq \frac{1}{8} \Psi_1^2 + \frac{\kappa_0}{4} \Psi^2 + q_0(W) \frac{\psi_1^2}{2}$$

with

$$\kappa_0 := \inf_{x \in [0, L_1]} \bar{h}_1(x_1), \quad q_0(W) := 4 \left( \left( \frac{\bar{b}_1^2 + \bar{b}_2^2}{\kappa_0} \right) W + \frac{\bar{h}_2^2}{\kappa_0} \right)$$

for the constant $L_1$ from Lemma 1.2. Note that it can be directly checked from (2.5) and Lemma 1.2 that $\kappa_0 > 0$. So we get

The left-hand side of (2.30) under the assumption of (2.32)

$$\geq \int_{\Gamma_L} (\psi_1^2 - \sum_{i,j=2}^3 a_{ij} \psi_i \psi_j) \frac{W}{2} dS$$

$$+ \int_{\Omega_L} \left( \bar{a}_1 W - \frac{1}{2} W' - \frac{1}{2} q_0(W) \right) \psi_1^2 + \sum_{i=2}^3 \frac{1}{2} \partial_1 (\bar{a}_{22} W) \psi_i^2 dx$$

$$+ \frac{3}{4} \int_{\Omega_L} |\nabla \Psi|^2 + \bar{h}_1 \Psi^2 dx$$

where we use the fact that $\bar{a}_{ij} = 0$ for $i \neq j$ and $\bar{a}_{22} = \bar{a}_{33}$ in $\Omega_L$. Then we require the following conditions for $W$ to satisfy:

(i) $\min_{x_1 \in [0, L]} W(x_1) > 0$;

(ii) $\bar{a}_1 W - \frac{1}{2} W' - \frac{1}{2} q_0(W) > 0$;

(iii) $\frac{1}{2} \partial_1 (\bar{a}_{22} W) > 0$.

The existence of $W$ can be proved by setting up a differential equation for $W$ so that its solution satisfies all the three conditions stated in the above. Further details can be found in [1, Step 3 in the proof of Proposition 2.4] so we state the following lemma without a proof.

Lemma 2.5. Let us set $A(x_1)$ as

$$A(x_1) := \min \{W(x_1), \bar{a}_1(x_1) W(x_1) - \frac{1}{2} W'(x_1) - \frac{1}{2} q_0(W(x_1)), \frac{1}{2} \partial_1 (\bar{a}_{22} W)(x_1) \}.$$ 

Given a small constant $\delta > 0$, let the constant $L_1 > 0$ be from Lemma 1.2. Then there exists a constant $L_1^* \in (0, L_1]$ depending on $\gamma$, $J_0$, $u_0$, $E_0$, $b_0$, and $\delta$ so that one can find a smooth function $W$ on $[0, L_1]$ with the following properties:

(a) $\min_{x_1 \in [0, L]} A(x_1) \geq 0$;

(b) $\min_{x_1 \in [0, L]} A(x_1) > 0$ for any $L \in (0, L_1^*)$.

For the rest of the paper, we fix $L \in (0, L_1^*)$. Then Lemma 2.5 implies that there exists a constant $\lambda_0 > 0$ depending on $\gamma$, $J_0$, $u_0$, $E_0$, $b_0$, $\delta$, and $L$ so that we have

The left-hand side of (2.30) under the assumption of (2.32)

$$\geq \lambda_0 \int_{\Omega_L} |\nabla \psi|^2 + |\nabla \Psi|^2 + \Psi^2 dx$$

By Lemma 2.4, one can fix a small constant $\omega_0 > 0$ depending on $\gamma$, $J_0$, $u_0$, $E_0$, $b_0$, $\delta$, and $L$ so that if the constant $\varepsilon$ in the definition of the iteration set $J_{\varepsilon, L}$, given
by (2.10), satisfies
\[ \varepsilon \leq \omega_0, \]
then any smooth solution \((\psi, \Psi)\) to the linear boundary value problem (2.21) associated with \((\phi, W) \in \mathcal{J}_{\varepsilon, L}\) satisfies the estimate
\[ \text{The left-hand side of (2.30)} \geq \frac{\lambda_0}{2} \int_{\Omega_L} |\nabla \psi|^2 + |\nabla \Psi|^2 + \Psi^2 \, dx, \]
from which the following a priori \(H^1\) estimate of \((\psi, \Psi)\) is obtained:
\[ \|\psi\|_{H^1(\Omega_L)} + \|\Psi\|_{H^1(\Omega_L)} \leq C \left( \|g\|_{L^2(\Gamma_0)} + \sum_{k=1}^{2} \|f_k\|_{L^2(\Omega_L)} \right) \tag{2.33} \]
for a constant \(C > 0\) chosen depending on \(\gamma, J_0, u_0, E_0, b_0, \delta,\) and \(L\).

2.3.3. A brief discussion on higher order derivative estimates of \((\psi, \Psi)\).

Once a priori \(H^1\) estimate of \((\psi, \Psi)\) is achieved, higher order derivative estimates are given by a bootstrap argument. First of all, we rewrite \(L_1^{(r)}(\psi, \Psi) = f_1\) and \(L_2(\psi, \Psi) = f_2\) as
\[ L_1 \psi := \sum_{i,j=1}^{3} a_{ij} \psi_{ij} + \bar{a}_1 \psi_1 = f_1 - \bar{b}_1 \psi_1 - \bar{b}_2 \Psi =: F_1, \]
\[ L_2 \Psi := \Delta \Psi - \bar{h}_1 \Psi = f_2 + \bar{h}_2 \psi_1 =: F_2. \tag{2.34} \]

We regard \(\Psi\) as a solution to the linear boundary value problem
\[ L_2 \Psi = F_2 \quad \text{in} \quad \Omega_L, \]
\[ \psi_1 = 0 \quad \text{on} \quad \Gamma_0, \quad \partial_n \psi = 0 \quad \text{on} \quad \Gamma_w, \quad \Psi = 0 \quad \text{on} \quad \Gamma_L, \tag{2.35} \]
and apply the method of reflection and the standard elliptic theory (a local \(H^2\) estimate of weak solution to elliptic boundary value problem) to obtain that
\[ \|\Psi\|_{H^2(\Omega_L)} \leq C (\|F_2\|_{L^2(\Omega_L)} + \|\Psi\|_{L^2(\Omega_L)}). \tag{2.36} \]

Once the estimate (2.36) is obtained, we move on to the boundary value problem
\[ L_1 \psi = F_1 \quad \text{in} \quad \Omega_L, \]
\[ (\psi, \psi_1) = (0, g) \quad \text{on} \quad \Gamma_0, \quad \partial_n \psi = 0 \quad \text{on} \quad \Gamma_w. \tag{2.37} \]

To estimate \(H^2\)-norm of \(\psi\), we apply the method of standard hyperbolic estimate. For each \(t \in (0, L]\), let us define
\[ \Omega_t := \Omega_L \cap \{ x_1 < t \}, \quad \Gamma_t := \partial \Omega_t \cap \{ x_1 = t \}, \]
and consider the following expression:
\[ \int_{\Omega_t} \psi_{11} \partial_t (L_1 \psi) \, dx = \int_{\Omega_t} \partial_t F_1 \psi_{11} \, dx. \tag{2.38} \]

Let us set
\[ \mathcal{R} := \|f_1\|_{H^1(\Omega_L)} + \|f_2\|_{L^2(\Omega_L)} + \|g\|_{C^1(\Gamma_0)}. \]

Then, by a lengthy but straightforward computation with a careful integration by parts and using (2.33), one can derive from (2.38) that
\[ \int_{\Gamma_t} |\nabla \psi_1|^2 \, dx \leq \alpha \int_{\Omega_t} |\nabla \psi_1|^2 + |D_{(x_2,x_3)} \psi_1|^2 \, dx + \beta \mathcal{R}^2 \tag{2.39} \]
for constants $\alpha > 0$ and $\beta > 0$ fixed depending only on $\gamma$, $J_0$, $u_0$, $E_0$, $b_0$, $\delta$, and $L$. In order to estimate $\|D^2_{(x_2,x_3)}\psi\|_{L^2(\Omega_s)}$, an additional step is necessary. On $\Gamma_s(\subset \mathbb{R}^2)$ for $s \in (0, L)$, $\psi$ satisfies

$$\sum_{i,j=2}^{3} \bar{a}_{ij}\psi_{ij} = F_1 - \bar{a}_1\psi_1 - \sum_{1 \leq i,j \leq 3} a_{ij}\psi_{ij} + \sum_{i,j=2}^{3} (\bar{a}_{ij} - a_{ij})\psi_{ij} =: \mathfrak{f}_1. \quad (2.40)$$

And, on $\partial \Gamma_s(= \{s\} \times \partial \mathcal{D})$, $\psi$ satisfies the slip boundary condition

$$\partial_n \psi = 0. \quad (2.41)$$

We regard (2.40) and (2.41) as a two dimensional elliptic boundary value problem for $\psi$ on a square $\Gamma_s$, and apply the method of reflection and the standard elliptic theory to obtain that

$$\|D^2_{(x_2,x_3)}\psi\|_{L^2(\Gamma_s)} \leq C_* (\|F_1\|_{L^2(\Gamma_s)} + \|\psi_1\|_{L^2(\Gamma_s)} + \|\nabla \psi_1\|_{L^2(\Gamma_s)} + \epsilon \|D^2_{(x_2,x_3)}\psi\|_{L^2(\Gamma_s)})$$

for a constant $C_*$ > 0 depending only on $\gamma$, $J_0$, $u_0$, $E_0$, $b_0$, and $\delta$. So if $\epsilon > 0$ is fixed small depending on $\gamma$, $J_0$, $u_0$, $E_0$, $b_0$, and $\delta$, it follows from the estimate right above that

$$\|D^2_{(x_2,x_3)}\psi\|_{L^2(\Gamma_s)} \leq 2C_* (\|F_1\|_{L^2(\Gamma_s)} + \|\psi_1\|_{L^2(\Gamma_s)} + \|\nabla \psi_1\|_{L^2(\Gamma_s)}). \quad (2.42)$$

By substituting this estimate into (2.39), it is obtained that

$$\int_{\Gamma_1} |\nabla \psi_1|^2 d\mathbf{x} \leq \alpha' \int_{\Omega_1} |\nabla \psi_1|^2 d\mathbf{x} + \beta' R^2$$

for constants $\alpha' > 0$ and $\beta' > 0$ fixed depending only on $\gamma$, $J_0$, $u_0$, $E_0$, $b_0$, $\delta$, and $L$. And, this combined with Gronwall’s inequality yields that

$$\|\nabla \psi_1\|_{L^2(\Omega_L)} \leq C\mathcal{R} \quad (2.43)$$

for a constant $C > 0$ depending only on $\gamma$, $J_0$, $u_0$, $E_0$, $b_0$, $\delta$, and $L$. Next, we integrate the inequality (2.42) in $x_1$-direction over the interval $(0, L)$ and apply the estimate (2.43) to conclude that

$$\|\psi\|_{H^2(\Omega_L)} \leq C\mathcal{R}. \quad (2.44)$$

A priori $H^3$ or $H^4$ estimates can be obtained similarly. But there is one issue to be checked carefully for higher order derivative estimates. Note that $\Omega_L$ is a Lipschitz domain because its cross section is a square. As we have already mentioned in the a priori $H^2$ estimate of $(\psi, \Psi)$ (even though no detail is given), the method of reflection is applied so that the corner points in the set $\{x = (x_1, x_2, x_3) \in \partial \Omega_L : |x_2| = |x_3| = 1\}$ can be treated as interior points. Since the slip boundary conditions are prescribed for both $\psi$ and $\Psi$ on $\Gamma_w$, we use even extensions of $\psi$ and $\Psi$ about either $|x_2| = 1$ or $|x_3| = 1$.

Thankfully, a priori $H^3$ estimate of $(\psi, \Psi)$ can be directly given by the method of reflection just as in a priori $H^2$ estimate. In order to get a priori $H^3$ estimate of $\psi$, we need for the even extension of $F_2$ about $|x_2| = 1$ or $|x_3| = 1$ to be $H^1$ across $|x_2| = 1$ (or $|x_3| = 1$). In order to get a priori $H^3$ estimate of $\psi$, a similar condition is required but it is a bit more complicated. For each $s \in (0, L)$, the function $\mathfrak{g}_1(s, \cdot)$ given in (2.40) is defined on a square $\mathcal{D}$, the cross section of $\Omega_L$. As a function of $(x_2, x_3)$, if the even extension of $\mathfrak{g}_1(s, \cdot)$ about $|x_2| = 1$ (or $|x_3| = 1$) is $H^1$ across $|x_2| = 1$ (or $|x_3| = 1$), then one can establish a priori estimate of $\|D^3_{(x_2,x_3)}\psi\|_{L^2(\Gamma_*)}$. Once this estimate is achieved, a priori $H^3$ estimate of $\psi$ can
be obtained by adjusting the computations given to get a priori $H^2$ estimate of $\psi$ although a few more extra steps may be needed. Finally, it is not hard to check that an even extension of a $H^1$ function is still $H^1$ across the reflection boundary. So a priori $H^s$ estimate of $(\psi, \Psi)$ can be given without any complication.

A priori $H^4$ estimate of $(\psi, \Psi)$ requires a more endeavor though. It is same as $H^3$ estimate in that we apply the method of reflection to get a priori $H^4$ estimate of $\Psi$ by using the boundary value problem (2.35). For $H^4$ estimate, however, we additionally need for the even extension of $F_2$ about $|x_2| = 1$ (or $|x_3| = 1$) to be $H^2$ across $|x_2| = 1$ (or $|x_3| = 1$). By using the compatibility condition of $f_2$ stated in (2.20), the definition of $F_2$ given in (2.34) and the slip boundary condition of $\psi$ on $\Gamma_w$, one can directly check that $\partial_n F_2 = 0$ on $\Gamma_w$. From this, it can be directly checked that the even extension of $F_2$ about $|x_2| = 1$ (or $|x_3| = 1$) is $H^2$ across $|x_2| = 1$ (or $|x_3| = 1$) thus a priori $H^4$ estimate of $\Psi$ can be achieved in $\Omega_L$. Now, the remaining question is whether the even extension of $\tilde{f}_1(s, \cdot)$ about $|x_2| = 1$ (or $|x_3| = 1$) is $H^2$ across $|x_2| = 1$ (or $|x_3| = 1$) as a two variable function of $(x_2, x_3)$ for each $s \in (0, L)$. Alternatively, can we show that $\partial_n \tilde{f}_1 = 0$ on $\Gamma_w$? If the answer is yes, then we can establish a priori estimate of $\|D^{4}_{(x_2,x_3)} \psi\|_{L^2(\Gamma_s)}$ for each $s \in (0, L)$ thus establish a priori $H^4$ estimate of $\psi$ in $\Omega_L$. Fortunately, the answer is yes. But, in order to verify it, a lengthy computation must be done. In this paper, we do not put any further details as the computation is very straightforward. Instead, we list two important points of the computation:

(i) The compatibility condition (2.18) and the particular structure of $a^{(r)}_{ij}$ given by (2.19) must be collaborated in a subtle way;

(ii) The slip boundary condition $\partial_n \psi = 0$ on $\Gamma_w$ must be used appropriately.

Finally, we note that all the arguments stated in the above can be extended into a cylindrical domain with a rectangular cross section in $\mathbb{R}^n$ for any $n \geq 3$. Also, they can be applied to a cylindrical domain if a cross section has a geometrically symmetric property such as an axisymmetric property for instance. This case will be studied in the forthcoming work. Of course, more important question is what happens if a cross section is in an arbitrary shape. Can we still prove the well-posedness of the boundary value problem (2.13) in $H^4$? At the moment, the answer is unknown. But this is certainly an important problem to be studied in the future.

2.3.4. A brief description on how to establish the existence of a $H^4$ solution to the boundary value problem (2.13). In §2.3.2–§2.3.3, we have explained how to establish a priori $H^4$-estimate of $(\psi, \Psi)$ by assuming that $(\psi, \Psi)$ is smooth in $\Omega_L$ up to the boundary, and that it solves (2.21). For readers who are familiar with the results in [1], they would immediately see how to complete a proof of Proposition 2.1 by using the argument given in §2.3.2–§2.3.3. To make this paper self-contained, we briefly explain how to complete a proof of Proposition 2.1. Overall, we take the following steps:

Step 1: Fix $r > 0$ sufficiently small. Given $(\phi, W) \in \mathcal{J}_{r,L}$ and $(f_1, f_2)$, we approximate them as $(\phi^{(r)}, W^{(r)})$ and $(f_1^{(r)}, f_2^{(r)})$ by following the argument given in §2.3.1. Then, we set up an approximated linear boundary value problem (2.21).

Step 2: (Galerkin approximation) Let $\xi := \{\omega_k\}_{k=0}^{\infty} \subset \mathbb{R}_+$ be the collection of all eigenvalues to the following two dimensional eigenvalue problem

$$-\Delta_{(x_2, x_3)} \eta = \omega \eta \quad \text{in} \quad \mathcal{D}, \quad \partial_n \eta = 0 \quad \text{on} \quad \partial \mathcal{D}, \quad (2.45)$$
and let $\mathcal{E} := \{ \eta_k \}_{k=0}^{\infty} \subset C^\infty(D)$ be the collection of all eigenfunctions satisfying $-\Delta(x_2, x_3)\eta_k = \omega_k \eta_k$ for each $k = 0, 1, 2, \cdots$. One can choose the set $\mathcal{E}$ so that it forms an orthonormal basis in $L^2(D)$ and an orthogonal basis in $H^1(D)$.

Define the standard inner product $\langle \cdot, \cdot \rangle$ in $L^2(D)$ by

$$\langle \zeta_1, \zeta_2 \rangle = \int_D \zeta_1(x')\zeta_2(x') dx' \quad \text{for} \quad x' = (x_2, x_3) \in D.$$ 

Fix $m \in \mathbb{N}$. For $x = (x_1, x') \in \Omega_L$, let us set $(\psi_m, \Psi_m)$ as

$$\psi_m(x_1, x') := \sum_{j=0}^{m} \theta_j(x_1)\eta_j(x'),$$

$$\Psi_m(x_1, x') := \sum_{j=0}^{m} \Theta_j(x_1)\eta_j(x').$$

For each fixed $m \in \mathbb{N}$, we find $(\theta_j(x_1), \Theta_j(x_1))$ for $j = 0, \cdots, m$ so that it satisfies

$$\langle \mathcal{L}_1^{(r)}(\psi_m, \Psi_m), \eta_k \rangle = \langle f_1^{(r)}, \eta_k \rangle, \quad \langle \mathcal{L}_2(\psi_m, \Psi_m), \eta_k \rangle = \langle f_2^{(r)}, \eta_k \rangle$$

(2.46)

for all $k = 0, 1, \cdots, m$, and

$$\left\{ \begin{array}{ll}
\psi_m = 0, & \partial_1\psi_m = \sum_{j=0}^{m} (g_j)\eta_j, \quad \partial_1\Psi_m = 0 \quad \text{on} \quad \Gamma_0, \\
\Psi_m = 0 \quad \text{on} \quad \Gamma_L.
\end{array} \right.$$ (2.47)

From (2.46), a system of ordinary differential equations for $\{(\theta_j, \Theta_j)\}_{j=0}^{m}$ is given on the interval $(0, L)$. And, (2.47) yields boundary conditions for $\{(\theta_j, \Theta_j)\}_{j=0}^{m}$ at $x_1 = 0$ and $L$. Since all the coefficients of the differential equations, $(f_1^{(r)}, f_2^{(r)})$ and the eigenfunctions $\{\eta_j\}_{j=0}^{\infty}$ are smooth, if the boundary value problem for $\{(\theta_j, \Theta_j)\}_{j=0}^{m}$ has a solution then it is smooth on $[0, L]$ thus $(\psi_m, \Psi_m)$ is smooth in $\Omega_L$. Most importantly, a priori $H^1$ estimate of a smooth solution to (2.21), discussed in §2.3.2, is used in establishing the well-posedness of the boundary value problem for $\{(\theta_j, \Theta_j)\}_{j=0}^{m}$. The unique existence of smooth function $(\psi_m, \Psi_m)$ satisfying (2.46) and (2.47) can be proved by combining the results given in §2.3.2–§2.3.3 and Fredholm alternative theorem applied to the system of ODEs for $\{(\theta_j, \Theta_j)\}_{j=0}^{m}$.

Step 3: Finally, we take the limit $m \to \infty$ of $\{(\psi_m, \Psi_m)\}_{m \in \mathbb{N}}$ in order to obtain a $H^4$ solution to the approximated boundary value problem (2.21), then take another limit $r \to 0$ to obtain a $H^4$ solution to the boundary value problem (2.13). The uniqueness of a solution is directly given from (2.14), thus Proposition 2.1 is proved.

In the three steps described in the above, Step 2 is obviously the most important step. The approach using the Galerkin’s approximation may seem as a standard method. But we must emphasize that this approach is possible thanks to the slip boundary conditions $\partial_\nu \psi = 0$ and $\partial_\nu \Psi = 0$ on $\Gamma_w$, given in (2.13) because the same boundary conditions prescribed for $\psi$ and $\Psi$ enable us to describe $(\psi, \Psi)$ as the $H^4$ limit of their finite dimensional approximations in the eigenfunction space $\mathcal{E}$. Also, we remark that the compatibility condition $\partial_\nu g = 0$ on $\Gamma_0 \cap \Gamma_w$ (that corresponds to the compatibility condition for $u_en$ stated in (1.12)), which we have never mentioned so far, plays a crucial role in Step 2.

Finally, we explain how the compatibility conditions (1.12) given for $(b, E_en, \Phi_en)$ are used. One may notice that the nonlinear boundary value problem (2.9) contains the nonhomogeneous boundary conditions for $\Psi$, and so does its approximated linear
boundary value problem (2.11). The boundary conditions become homogeneous by replacing \(\Psi\) with \(\Psi - (x_1 - L)g_2(x_2, x_3) + \Psi_{ex}\), therefore all of \((b, E_{en}, \Phi_{ex})\) are part of the nonhomogeneous terms of \((f_1, f_2)\). Then the compatibility conditions (1.12) given for \((b, E_{en}, \Phi_{ex})\) are contributed to satisfy the compatibility conditions (2.12).
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