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Abstract—The electrocardiogram (ECG) has always been an important biomedical test to diagnose cardiovascular diseases. Current approaches for ECG monitoring are based on body attached electrodes leading to uncomfortable user experience. Therefore, contactless ECG monitoring has drawn tremendous attention, which however remains unsolved. In fact, cardiac electrical-mechanical activities are coupling in a well-coordinated pattern. In this paper, we achieve contactless ECG monitoring by breaking the boundary between the cardiac mechanical and electrical activity. Specifically, we develop a millimeter-wave radar system to contactlessly measure cardiac mechanical activity and reconstruct ECG without any contact in. To measure the cardiac mechanical activity comprehensively, we propose a series of signal processing algorithms to extract 4D cardiac motions from radio frequency (RF) signals. Furthermore, we design a deep neural network to solve the cardiac related domain transformation problem and achieve end-to-end reconstruction mapping from RF input to the ECG output. The experimental results show that our contactless ECG measurements achieve timing accuracy of cardiac electrical events with median error below 14ms and morphology accuracy with median Pearson-Correlation of 90% and median Root-Mean-Square-Error of 0.081mv compared to the groudtruth ECG. These results indicate that the system enables the potential of contactless, continuous and accurate ECG monitoring.
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1 INTRODUCTION

The world has witnessed an increasing number of deaths caused by chronic and cardiovascular diseases (CVDs) [1], [2]. The Electrocardiogram (ECG) is one of the most significant biomedical signals, which is utilized to describe the activity of human heart and provides important information for the diagnosis of heart diseases. Experimental evidence has shown that many CVDs could be better diagnosed, controlled and prevented through continuous monitoring and analysis of ECG [3], [4], [5]. Current approaches for ECG monitoring are based on body electrodes, which detect the small electrical changes that are a consequence of cardiac muscle depolarization followed by repolarization during each cardiac cycle. With advances in sensor and communication technology, continuous and real-time monitoring of ECG signals has been developed using various low-power biomedical sensors and energy efficient wireless transmission, which allows the lightweight system integration of miniaturized components attached to body directly [6], [7]. Although those electrode-based schemes could achieve continuous monitoring, practical experiences suggest that the nature of skin attachment in electric measurement restricts the reliability, adaptability and continuity of monitoring. First, sticky electrodes and intrusive monitoring system might make patient feel uncomfortable, which decreases subjective willingness of wearing such device. Second, CVDs need long-time continuous monitoring of ECG to capture occasional cardiac disfunction event. However, the battery limitation and electrode falling deteriorate the continuity and reliability of the monitoring. Additionally, in some scenarios, such as for burned patients, highly infected patients, and premature babies, attaching adhesive ECG electrodes would not be feasible. To resolve the aforementioned challenges, wireless sensing innovation could play an important role in addressing contactless cardiac monitoring. However, early research in this area focused on monitoring heart rate [8], heart period [9] or even more specific vibration signals from micro-cardiac events [10] rather than direct ECG signals. In all, contactless ECG monitoring to identify patients at risk and provide accurate diagnoses is very important but currently still remains unaddressed.

Cardiac activity describes a series of events that take place in the heart. From the perspective of cardiac mechanical motion, cardiac activity represents repeating mechanical motions resulting in the sequence systole and diastole alternation over the atria and ventricle. This precise mechanical coordination ensures that blood is efficiently pumped by the heart and circulated throughout the body. Many techniques have been investigated to study this motion directly, including tagged magnetic resonance imaging (tagged MRI) [11], tissue Doppler imaging (TDI) [12], speckle tracking imaging [13], seisomcardiography (SCG) [14] and gyrocardiography (GCG) [15]. From the electrical conduction point of view, cardiac activity represents the cycling transmission of electrical impulses from the sinoatrial node to the whole heart, which in turn results in the orderly repolarization.
and depolarization over atria and ventricle. This orderly pattern of electrical activity gives rise to the characteristic ECG measurement and tracing, which conveys a large amount of information about the structure and function of the heart.

Research focusing on cardiac mechanical and electrical activity have been investigated over years for cardiac monitoring purpose and plenty of studies have revealed that both methods provide essential information for clinical diagnosis and healthcare applications. Moreover, the research of the cardiac excitation-contraction coupling (ECC) mechanism [16], [17] and its further modeling research [18], [19] not only provide a comprehensive understanding of the heart function in the cardiac electrical and mechanical activity integrated framework but also indicate there is a relation mapping between these two types of representation of cardiac activity.

In this study, we extend a new dimension of wireless sensing by designing a contactless ECG monitoring system with millimeter-wave radar that exploits the relation between cardiac mechanical activity and cardiac electrical activity. Specifically, the system depends on contactless sensing of cardiac mechanical activity and transforming it to the ECG representation. The radar is utilized to scan the heart by transmitting signals and receiving the reflections which are modulated by the cardiac motions. We design a series of signal processing algorithms to extract the 4D cardiac motion signals to comprehensively describe the cardiac mechanical activity. To do so, we firstly separate the reflections coming from different parts of torso by beamforming. Then we perform micro-motion amplification to eliminate the stronger motion interference (i.e., breath) and improve the SNR of cardiac motions. Next, the cardiac signal focusing and spatial filtering are performed to discover the cardiac reflections, suppress the random noise and finally extract the cardiac motion. To solve the ECG transformation problem, we propose a data-driven deep neural network with encoder-decoder architecture which leverages the temporal-spatial features of RF input and adapt the physiological mechanism of cardiac electrical conduction.

We evaluate our system using commodity radar sensor and conduct 200 experimental trials over 35 participants, 4 different physiological status (normal-breath, irregular-breath, post-exercise and sleep). The total dataset consists 720000 frames (10 hours) of radar measurements and its corresponding ECG ground truth. We evaluate the performance in terms of cardiac events timing accuracy and morphology accuracy. The timing analysis shows that our contactless ECG measurements can timing the Q-peaks, R-peaks, S-peaks, T-peaks with median error of 14ms, 3ms, 8ms, 10ms, respectively. The morphology analysis shows that our results achieve the median Pearson-Correlation of 90% and median Root-Mean-Square-Error of 0.081mv compared to the ground truth ECG. The leave-one-out experiments indicate that the system performance over unseen patients achieves timing accuracy between 4ms-54ms, 3ms-9ms, 3ms-40ms 6ms-45ms for Q, R, S, T peak, RMS error 0.04mv-0.17mv, correlation between 65%-97%. In addition, the median error of 3ms, 90-percentile error of 9ms for timing R-R interval demonstrate the system potential for heart arrhythmias diagnosis.

The main contribution of this paper can be summarized as follows:

1) To the best of our knowledge, we are the first to exploit the relation between cardiac mechanical activity and cardiac electrical activity through designing a contactless ECG monitoring system. The experimental results demonstrate that such a system enables the potential of contactless, long-term continuous and accurate ECG monitoring, which could facilitate the applications in a variety of clinical and daily-life environments.

2) We propose to comprehensively describe the cardiac mechanical activity with 4D cardiac motion signals. To do so, we design a series of signal processing algorithms to extract the 4D cardiac motion signals from the raw RF signals.

3) We propose to learn the domain transformation from the cardiac mechanical domain to the cardiac electrical domain. A hierarchical deep neural network is utilized to exploit the temporal and spatial features of RF input and incorporate the physiological domain knowledge.

4) We collect 10 hours of radar data and its corresponding ECG data from 35 participants under 4 different physiological status, which will be public to the research community. We believe that this dataset would facilitate future research of wireless sensing.

2 Related Work

ECG Monitoring: Experimental evidence has shown that many of the CVDs could be better diagnosed, controlled, and prevented through continuous monitoring, as well as analysis of ECG signals [3], [4], [5]. As a result, ECG monitoring systems have been developed and plenty of devices are being used in the healthcare sector for the past few decades. Generally, these methods could be categorized into mobile-based, wearable-based, and sensor-based ones [7]. Mobile-based devices for ECG monitoring involve a wide range of devices, including smartphones and pocket ECG monitors. [20] evaluated the effectiveness of using a smartphone-based ECG monitoring device. Various research initiatives proposed to measure ECG with wearable devices. The authors in [21] proposed a modified Lewis ECG lead system for wireless monitoring of atrial arrhythmia, while [22] explored a wearable on-body ECG patch to increase the possible device wearing time. Another category of ECG monitoring system utilizes innovative sensors to retrieve ECG signals without disturbing the patient’s comfort. [23] proposed a system consisting of capacitive coupled electrodes embedded in an armband. In [24], washable long-term wearable sensors for fitness and activity monitoring is designed. The author of [25] designed smart jacket-based continuous monitoring systems for prematurely born babies in the neonatal ICU. Different from all aforementioned works which require sensor attached on the user, our proposed solution is based on millimeter wave radar, which does not require any contact between user and sensor and thus provides a more comfortable user experience.

RF-Based Sensing: Recent years have witnessed much interest in human sensing by RF signals. By leveraging the
mechanism that body radio reflections are modulated by human motions, multiple RF sensing projects are dedicated for people localization [26], [27], [28], [29], monitoring walking speed [30], [31], gesture recognition [32], [33], events detection [34], [35], commodity WiFi sensing [36], [37], [38], human pose and skeleton estimation [39], [40]. Previous works have also tried to monitor vital signs by RF sensing. [41] proposed an RF-based vital sign estimation system, which can accurately estimate the breath and heartbeat rate in the single-person scenarios. [8] proposed MTrack system, which could measure the breath and heartbeat rate in the multi-person scenarios. [42] demonstrated extracting individual heartbeats from RF-signals in the emotion recognition task. Particularly, these works are limited to extracting the average heart rate or the heartbeat period. With the development of millimeter-wave radar, recent works focus on observing the cardiovascular events. [43] proposed a noncontact measurement of cardiogram with the diastole and systole periods of cardiac cycle. [10] focused on recovering the morphology of the two dominant heart sounds (S1 and S2) found in PCG signals, achieving correlation coefficients of 80-82% for each of them. More recently, [44] contactless captured the SCG recordings and timed five key cardiac events with a median error between 0.26%-1.29%. [45] measured the heart rate variability in daily-life environment with a median error of 28ms. The past works demonstrated the RF-based method could monitor the cardiovascular conditions with respect to the mechanical motion perspective. However, these works conducted solely from the perspective of cardiac mechanical activity (i.e., SCG, PPG), and thus were limited in large-scale clinical applications where ECG is still the golden standard to diagnosis CVDs.

In this study, we extend a new dimension of wireless sensing to the ECG monitoring by exploiting the relation between cardiac mechanical activity and cardiac electrical activity. In contrast to the previous work, the 4D cardiac motion measurements in radar are proposed to represent the cardiac mechanical activity comprehensively. A deep neural network model is further proposed to solve the cardiac domain transformation problem to output the ECG with RF input.

3 SYSTEM DESIGN

3.1 Working Principle and System Overview

Although the electrical signals are hard to be measured without the electrode attachment, the relation between the cardiac electrical and mechanical activities opens a window for ECG monitoring based on indirect measurements of cardiac mechanical activities. Specifically, this relation is driven by the cardiac ECC mechanism and their further body conduction process. In ECC, the ions within the heart bridge the electrical and mechanical representation of cardiac activity in a high nonlinear relation[16], [17]. The experimental evidence has supported this correlation[46], [47]. Also, the development of ECC modeling has demonstrated the forward/inverse mechano-electrical reconstruction can be resolved[18], [19]. From the further electrical conduction point of view, the cardiac electrical activities are conducted forward through the inner body and spread to the body surface, which could be measured in ECG[48]. The forward problem can be modeled and calculated in a nonlinear projection by using biodomain model[49], [50]. From the mechanical conduction point of view, the pressure variation caused by heart mechanical motion pushes the damped elastic wave propagation to spread over the body surface resulting in the body surface mechanical motion, which also could be nonlinearly modeled depending on the viscoelastic properties in the thorax[51], [52].

In conclusion, as show in Fig. 1, the ECC mechanism bridges the electrical and mechanical representation of homology cardiac activity X. Considering their further mechanical conduction and electrical conduction to the body surface, there is a nonlinear relation between the resulting electrical potential $Y_e = f_e(X)$ and mechanical motion $Y_m = f_m(X)$ on the body surface. Inspired by the analysis above, our contactless ECG monitoring system is designed as illustrated in Fig. 1. Technically, our system mainly depends on contactless sensing of cardiac mechanical motion, modeling
the cardiac mechanical-electrical conduction process and recovering the ECG information from the mechanical motion by domain transformation \( Y_r = f_r(f_m^{-1}(Y_m)) \).

Cardiac conducted mechanical motions are ranging with 0.2-0.5mm [53]. It is also worth noticing that heart structure is often described as the size of 120mm in length, 80mm in width and 60mm in thickness approximately [54] and the mechanical motions induced from the cardiac cycle are distributed in various parts of the precordial area around chest [55]. Therefore, we not only need to measure the cardiac motions in precision of sub-millimeter but also should be capable of separating different motions spatially.

To achieve contactless sensing, our solution is based on the radio frequency (RF) signals emitted by millimeter-wave radar. When the radio signals reach torso around chest, reflections occur which modulate the cardiac motions to the echo signals. Specifically, we utilize a 77GHz millimeter-wave radar with 4 Ghz bandwidth using a combination of a 2D antenna array and FMCW chirps to scan the entire 3D space for torso around the chest. The core idea to sense cardiac micro-motions with the radar sensor is to extract the phase of the received signal reflected from the target, which is given by the following equation:

\[
\phi(t) = 2\pi \frac{d(t)}{\lambda},
\]

where \( \lambda \) is the wavelength of the RF signals, \( d(t) \) is the distance between the radar sensor and the position of reflection occurs, and \( t \) is sensing time. The millimeter wavelength of 3.8mm endows high sensitivity to cardiac micro-motion. Also, this approach does not require participants to take off their clothes, since millimeter-wave signals can traverse through clothes. The 2D antenna array with horizontal and vertical components will be used by the beamforming in the next section to separate reflections coming from the different positions.

As a proof of concept, we demonstrate the radar measurement of surface motion that is induced by the cardiac mechanical activity in Fig. 2. During the radar measurements, the subject is asked to hold their breath and remain quasi-static to avoid the interference from other motions like breath and body movements. The radar is placed above the precordial area within around 400mm. After 3D beamforming, the signals that have max reflected energy along the radar radial direction for different azimuth and elevation are selected to form the body surface reflection signals.

The surface motions are extracted by the signal phase measurements which are linearly related to the radial distance variations between the torso surface and the radar sensor. In Fig. 2, the body surface motions around thorax within a cardiac cycle are represented in x-y plane for surface position and z axis for the corresponding phase measurement. It is clear that our radar sensor can observe the cardiac motions of the entire thorax with temporal-spatial resolution since the propagation of surface wave is observed during the atrial/ventricular systole and diastole states. When we look into the specific surface point marked by red circle, its corresponding phase variation over time is shown in Fig. 2. We observe that the cardiac motion variation is consistent with the heartbeat cycle of ECG and the motion in different heartbeat cycles are similar with each other. From another perspective, the consistency of the periodicity of the cardiac motion for different positions of body surface and the consistency between the spatially distributed surface motion variation and the systole/diastole state in the cardiac cycle prove that our radar sensor can measure the cardiac motions with temporal-spatial resolution.

As for the domain transformation, technically, deep-learning method works based on multiple levels of representation, obtained by composing simple but non-linear modules that each transforms the representation at one level into a representation of more abstract feature level. With the composition of enough such transformations, very complex transformation functions can be learned. Therefore, we extend the boundary of deep-learning to the cardiac related domains transformation.

In general, we utilize the millimeter-wave radar sensor to measure the cardiac mechanical motions and the domain transformation is solved by the data-driven deep neural network. Once the training process finished, the network learned the mapping function and the radar cardiac motion measurements could be transformed to the cardiac electrical measurements in ECG. The key challenge with this idea is two fold:

First, how to capture the cardiac motions with precision and robustness. The reflections of RF signals are very sensitive to the body posture. Even if a tiny body twist could make the reflections completely different. Also, the reflections of body are strongly subject dependent, which means there is no consistent characterization of body reflection signal from different subjects. Moreover, cardiac motions are within the sub-millimeter scale, making it difficult to be captured robustly in the presence of other sources of motion (like breath and body movement) in practice.
Second, how to design the network model to solve the transformation problem. The cardiac motion measurements in RF space are full of noise and distortion. Also, the physiological domain knowledge of cardiac mechanical and electrical conduction should be considered in the design of the network model.

To overcome these challenges, we present the design of our contactless ECG monitoring system with processing flow shown in Fig. 1, which incorporates two key modules:

1) **Cardiac Motion Measurements in Radar**: This module consists of a series of signal processing algorithms to robustly extract the cardiac motions with temporal-spatial resolution by separating the reflections from different positions of the torso, amplifying the micro-motions, focusing the cardiac related reflections, and spatial filtering for cardiac signals respectively.

2) **Deep Neural Network for Domain Transformation**: This module consists of an encoder-decoder based network architecture to solve the domain transformation problem. A hybrid Convolutional Neural Network (CNN)-Transformer based encoder is designed to exploit the temporal-spatial features of RF input. A temporal convolutional network (TCN) based decoder is designed to adapt the physiological mechanism of cardiac electrical conduction and model the conditional distribution of future ECG output.

### 3.2 Cardiac Motion Measurements in Radar

The goal of cardiac motion measurements in radar is to extract the motion signals reflected from the area where the cardiac mechanical activity happens. However, the reflections of human torso are very complicated, which are believed to be influenced by skin thickness and water content, resulting in the quantitative variations in the torso reflectance among locations and individuals [56]. The presence of reflection variance might cause the interference between different reflected signals. This can be explained by considering that the stronger reflection could leak the power to the surrounding weaker signals, modulate the motions and blur the information behind the signals, leading to the inaccuracy or even discontinuity of measurements. Moreover, the cardiac induced motion itself is masked by other motions like breathing, whose magnitude is significantly larger than the micro-motions induced from cardiac movements. Therefore, it is essential to measure the cardiac motions with reasonably spatial resolution and signal-to-noise-ratio (SNR). As shown in Fig. 3, the proposed technique mainly consists of four signal processing algorithms: 3D beamforming, micro-motion amplification, cardiac signals focusing, and spatial filtering for cardiac signals respectively.

#### 3.2.1 3D Beamforming

Our radar sensor utilizes a combination of a 2D antenna array and FMCW to scan the 3D space for RF reflections. Each voxel in 3D space can be uniquely identified by its Cartesian coordinates \((x, y, z)\). By projecting propagation path of the received signals into phase variations, the coherent combination of multiple phases provides a discriminative representation from a particular 3D voxel. Specifically, the signals received on all channels are combined using the following equation [57]

\[
S(x, y, z, t) = \sum_{n=1}^{N} \sum_{t=1}^{T} y_{n,t} e^{j2\pi r(x,y,z,n)} e^{-j2\pi r(x,y,z,n)/\lambda},
\]

where \(N\) is the number of virtual channels formed by the pairs of transmitting and receiving antennas, \(y_{n,t}\) is the
channel signal received at time \( t \), \( k \) denotes the frequency modulation slope, \( \lambda \) denotes the wave length and \( r(x, y, z, n) \) denotes the round-trip distance through the voxel \((x, y, z)\) to the transmit-receive antenna pair in channel \( n \).

After applying this 3D beamforming, we separate reflections coming from different parts of torso into different voxels, as shown in Fig. 3a. Also, each of projections is a time-series signal along the frame sequence. It then looks at the phase of the signal which is related to the traveled distance. In Fig. 3b, we show different motion waveform sensed by radar distributed in different voxels.

### 3.2.2 Micro-Motions Amplification

The variations in the phase correspond to the mixed motion caused by breathing, cardiac motion, and other random motion of human joints. Note that the motions from torso around chest are predominant by the inflation and deflation of the lungs during the breathing cycle. These movements ranging from 4-12 mm with a frequency range of 0.2-0.34Hz (12-20 breaths per minute) [53] are stronger and slower compared to the cardiac induced motions, which have amplitude of 0.2-0.5mm and higher frequency (heart rate is in the frequency range of 60-90 beats per minute) [58]. Therefore, the RF phase signals are mostly dominated by breathing. In such a case, one straightforward method to mitigate the influence of breath motion and extract the heartbeat signals is to utilize the frequency-domain filtering. However, the nature of the filter pre-setting manner, the signal distortion problem caused by mismatched filter settings, and nearby frequency power leakage, together lead to the difficulty in applying frequency-domain filtering method robustly. Note that the acceleration of breathing is smaller than that of heartbeats since breathing is usually slow while a heartbeat involves rapid contraction of the muscles. Thus, similar to [42], we can mitigate breathing and amplify the micro-motions by extracting acceleration signal as opposed to displacement directly. Considering the amplification of random system phase noise in high frequency band caused by the RF hardware during acceleration extraction, we utilize the differentiator with improved noise suppression based on least-squares smoothing in [59] to extract the acceleration in lower frequency band while mitigate the high-frequency system noise:

\[
s''_0 = \frac{(s_{-3} + s_3) + 2(s_{-2} + s_2) - (s_{-1} + s_1) - 4s_0}{16h^2},
\]

where \( s''_0 \) refers to the second derivative at a particular time sample, \( s_i \) refers to the value of the time series \( i \) samples away, \( h \) is the frame periodicity between consecutive samples.

In Fig. 3c, we demonstrate the micro-motion amplification process could improve SNR of cardiac motion, suppress the breathing effect and noise. When we look at the voxels (like point A) close to the human heart, breathing is dominant in RF phase signals and overwhelm the cardiac motion. In contrast, in the micro-motion amplified signal, clearly periodic pattern corresponding to each cardiac cycle could be observed. For signals (like point B) far away from the heart, the energy conducted by the heart’s motion is consumed during the pathway, and the amplified signal has only meaningless noise.

### 3.2.3 Cardiac Signals Focusing

To capture the cardiac conducted motion completely, the 3D beamforming scanner is deployed in a redundant space for the torso. Therefore, we need to focus on the signals which carry the cardiac cycle information. The challenge is that we do not know exactly how the cardiac motions look like. To analyze the measured cardiac motion variation, we select a voxel which has similar periodic pattern of micro-motion compared with the cardiac cycle and aligned them into beats with the ECG R-peaks timing. The ensemble averaged trend and raw micro-motions over 80 seconds are overlaid and shown in Fig. 4. We observe that the morphology of averaged trend has a high similarity with the cardiac cycle aligned micro-motions. Therefore, we make an assumption that the morphology of cardiac motion is changing among subjects and locations, but the successive human cardiac cycle leads to similarity and periodicity of cardiac motion morphology from the same locations and same subjects. In other words, the cardiac motion related voxels should be those voxels whose time-domain micro-motion signals exhibit temporal similarity and periodicity. With such an intuition, we propose to utilize the periodicity based pattern matching method to identify the cardiac motion related voxels.

Specifically, for time-series micro-motion signals, we identify the periodic morphology similarity by aligning the time series with a specific template, which can be stretched, to achieve a reasonable fit. Given the micro-motion measurements \( S = s(1), ..., s(n) \) with length \( n \), we formulate the pattern matching process as solving the dynamic time warping (DTW) problem [60]. The pattern detection task involves searching a time series \( S \) for instances of a template \( T = t(1), ..., t(m) \) with length \( m \). A warping path \( W = w_1, ..., w_p \) aligns the elements of \( S \) and \( T \), where each \( w_k \) corresponds to a point \((i, j)_k\) indicating that \( s_i \) is aligned with \( t_j \). The DTW distance between \( S \) and \( T \) is defined as:

\[
\text{DTW}(S, T) = \min_W \sum_{k=1}^{p} \delta(w_k),
\]

where

\[
\delta(w_k) = \delta(i, j) = (s(i) - t(j))^2.
\]

Let \( \mathcal{S} = \{S_1, S_2, ..., S_i\} \) denote the partition of sequence \( S \) into non-overlapping contiguous segments. The final
periodicity based cardiac motion pattern matching score can be stated as follows:

$$P(S) = \min_{T \in S} \frac{1}{l} \sum_{S_i \in S} DTW(T, S_i).$$

(6)

However, the optimization problem above is hard to solve since the simultaneously optimization of $S$ and $T$ leading to the exponential complexity. We simplify this iterative optimization into 2 sequential sub-problems solving: segments updating and template updating.

Segments updating is simplified by the human cardiac related prior. First, the valid segmentation length can be constrained within $[h_{min}, h_{max}]$, which corresponds to the valid range of human heart beat duration. Considering the 200HZ radar sample rates and valid human rate in between 60 BPM to 120 BPM, $h_{min} = 100$ (120BPM/0.5 seconds) and $h_{max} = 200$ (60BPM/1 seconds). Second, given the periodic morphology-similar signals with the periodicity constrain $[h_{min}, h_{max}]$, we can easily reach the prior that any segment with $h_{max}$ length of signal has at least one periodic pattern in itself. And this segment can be periodic aligned with the sequence and form an overlapping segmentation. Moreover, the start indexes of every two consecutive overlapping segments could be utilized to align new non-overlapping segmentation and represent the real periodicity of signals.

Inspired by the above prior information, we simplify segments updating optimization as follows: (1) Divide the original motion signals into multiple non-overlap $h_{max}$ length of segments as the coarse template candidates $T_C$; (2) Rewrite the optimization problem into overlapping segmenting version and calculate the best overlapping matching segmentation $S^*$ based on the given coarse template candidates $T_C$:

$$S^* = \arg \min_{S} \sum_{S_i \in S} DTW(T, S_i),$$

s.t. $h_{min} \leq \tau(S_{i+1}) - \tau(S_i) \leq h_{max},$

$$|S_i| = h_{max}, T \in T_C,$$

(7)

where $\tau(S_i)$ and $|S_i|$ denote the start index and the length of segment $S_i$, respectively. The constraint terms denote that the length of real heartbeat is valid within $[h_{min}, h_{max}]$ and the fact that for the periodic morphology-similar signals, there must be a complete pattern included in arbitrary segment with $h_{max}$ length; (3) Utilize start indexes of every two consecutive segments $S_i^l$ and $S_{i+1}^l$ in overlapping matching segmentation $S^*$ to reform the final non-overlapping segmentation $S_i^f = \{S_i^l, S_{i+1}^l, ..., S_i^f\}$ as follows:

$$S_i^f = \{S(\tau(S_i^l)), ..., S(\tau(S_{i+1}^l))\}, S_i^f \in \bar{S}^*, i = 1, 2, ...$$

(8)

Once we get the segmentation $S_i^f$ of sequence non-overlapping segments, the template updating can be stated as follows:

$$T_i^f = \arg \min_{T} \sum_{S_i^f \in \bar{S}^*} DTW(T, S_i^f).$$

(9)

To further reduce computational complexity, during template updating process, we replace dynamic time warping with linear time warping and the optimization is equal to a weighted least squares problem with the following closed-form solution:

$$T_i^l = \frac{1}{l} \sum_{S_i \in S} DTW(S_i^l, h_{max}),$$

(10)

where $LTW(S_i^l, h_{max})$ denotes the linear time warping process, which are realized by linear interpolation of segment $S_i^l$ into length $h_{max}$. Then the final cardiac motion pattern matching score can be calculated by following equation:

$$P(S) = \frac{1}{l} \sum_{S_i^f \in \bar{S}^*} DTW(T_i^f, S_i^f).$$

(11)

The Fig. 5 shows the pattern matching result of micro-motion signals in a specific voxel. It can be seen that the cardiac motion pattern repeating along cardiac cycles is segmented and extracted. Also, the length of segmented cardiac cycle is synchronised with cardiac cycle as denoted by the ECG R-peaks. The signal is considered as the cardiac related, which has periodic pattern similar to the segmented signals. In contrast, the signal is identified as noise when the pattern matching process fails. The results of evaluation for all voxels are back projected to the 3D beamforming space as shown in Fig. 3d. Note that the higher matching score voxels distributes around the chest and the scores decreases gradually with voxels away from the heart in distance. Finally, we only focus on the cardiac related reflections which are identified by valuable pattern matching process. Specifically, in our system we set a threshold $thr_f$ empirically, and the signals that have matching score less than $thr_f$ are eliminated for the subsequent process. By aligning those spatial distributed micro-motion waveform in uniform time sequence, we analyze the morphology feature of the focused cardiac motion signals. From comparison result in Fig. 3e, there are multiple morphology trends among all the waveform and each trend is surrounded by waveform with displacements variation. The result of these radar cardiac measurements difference both in spatial distribution and morphology variance are consistent with the mechanism of cardiac mechanical conduction. Therefore, it is clear to show the necessity and radar ability of measuring cardiac motion by observing the cardiac motion in a redundant sensing space including the entire thorax and its surrounding parts of torso.
3.2.4 Spatial Filtering for Cardiac Signals

The implementation of spatial filtering is intuitively come up with the fact that the cardiac signals are spread over the entire body surface and have similar motion trends with spatially nearby signals. Considering the spatial resolution limitation of radar sensing, the measurements sampled from the beamforming voxels are easily interfered by noise. By utilizing the spatial-similarity-based clustering, we can merge similar noisy signals to improve the robustness and SNR of the radar cardiac sensing statistically. We therefore develop a K-means clustering [61] based spatial filter to merge and filter radar cardiac signals spatially. We perform K-means signal clustering within the constraints of position, reflected energy, and time-domain signal correlation. During filtering, the cardiac motion related signals around the 3D space are divided into pre-defined distinct non-overlapping clusters and the signals within clusters are merged to centroid. Specifically, we pre-define \( N \) clusters and define the objective function for clustering as follows:

\[
J = \sum_{i=1}^{m} \sum_{k=1}^{K} \left( w_{i,k} \rho_{s} \| s_{i} - \mu_{k} \|^{2} + w_{i,k} \rho_{l} \| l_{i} - l_{\mu_{k}} \|^{2} \right),
\]

\[
\mu_{k} = \frac{\sum_{i=1}^{m} w_{i,k} p_{i} s_{i}}{\sum_{i=1}^{m} w_{i,k} p_{i}}, \quad l_{\mu_{k}} = \frac{\sum_{i=1}^{m} w_{i,k} p_{i} l_{i}}{\sum_{i=1}^{m} w_{i,k} p_{i}} \quad (12)
\]

where \( w_{i,k} = 1 \) for cardiac motion \( s_{i} \) if it belongs to cluster \( k \), otherwise, \( w_{i,k} = 0 \). \( \mu_{k} \) is the centroid of cluster \( k \), \( l_{i} \) is the 3D location of the motion \( s_{i} \); \( l_{\mu_{k}} \) is the 3D location of cluster \( k \) centroid. The objective function consists of the distance of motion difference \( \| s_{i} - \mu_{k} \|^{2} \) and the distance of position difference \( \| l_{i} - l_{\mu_{k}} \|^{2} \), \( \rho_{s} \) and \( \rho_{l} \) are balanced ratio for distance of motion difference and position difference respectively. We use common Expectation-Maximization(EM) method to solve the optimization problem. The cluster centroid \( \mu_{k} \) and location of centroid \( l_{\mu_{k}} \) are updated by the signal power \( p_{i} \) weighted normalizing of motion signals \( s_{i} \) and corresponding positions \( l_{i} \) within the cluster respectively.

As shown in Fig. 3f, the focused signals are further merged to the cluster center. With the spatial filtering, the signals in the same cluster are merged to promote the SNR and robustness of the radar sensing. The Fig. 3g shows that the spatially filtered signal is more distinguishable in the time-domain representation, unlike the previous step where many neighboring signals gather together in time-domain. Also the compressed spatial redundancy has been utilized to improve the accuracy of motion measurements in radar.

The motion signals are obtained mainly based on the phase extraction from the quadrature I/Q signals. However, this non-linear operation causes the information of reflection power lost, which is a reliable indicator of signal quality for radar measurements. For signals within a cluster, the power weighted spatial filter help us focusing on the signal with high SNR and suppress the noise interference.

Finally, the 4D cardiac motion measurements are extracted after this sequence of signal processing algorithms, which can be expressed in the representation as \( C_{S} = \{ \mu_{n}, l_{n} \}, \forall n \in 1, 2, ..., N \), where \( \mu_{n} \) is a cardiac motion measurement sequence with \( k \) frames respect to the 3D location \( l_{\mu_{n}} \).

3.3 Deep Neural Network for Domain Transformation

The application of deep neural network has found widespread to the discipline of biomedical engineering. Most of those works are driven by human cognition purpose, such as medical image analysis [62], disease diagnosis [63] and even predicting the effects of gene expression [64], which have demonstrated the advantage of allowing real world data to guide cognitive representation through deep-learning training process. Considering the relation between mechanical conduction and electrical conduction from the cardiac cycle, we hypothesize that they share the same hidden feature, which are encoded separately from the same cardiac activity. Therefore, we extend the boundary of deep-learning to the cardiac related domains transformation and design a hierarchical deep-neural network that learns the reconstruction between cardiac electrical conduction and cardiac mechanical conduction, achieves end-to-end reconstruction mapping from RF input to the ECG output.

Fig. 6 shows the detailed structure of our deep-learning network. Specifically, our deep-learning architecture based on encoder-decoder framework consists of 2 main parts: cardiac temporal-spatial features encoder, ECG reconstruction decoder. The input to the neural network is the 4D cardiac motion measurements. The output of the network is the corresponding ECG measurements. During the model training process, the network learns the mapping functions from RF signals to cardiac hidden feature and hidden feature back to the ECG separately.

Cardiac cycle induced motions are driven by timing events of heart beat and its corresponding mechanical conduction in torso space jointly. Therefore, the underlying relation between the hidden feature representations and input signal data need to be encoded across all 4 dimensions.
(3D space and time dimension). We employ a hybrid CNN [65]-Transformer [66] architecture of encoder to extract both temporal and spatial features. The 1D CNN based encoder extracts the embedding features along time dimension, compresses the disorganized time-series information into high-level time-dependent abstract representation and learns a semantic temporal feature map for every signal in voxels. The following transformer blocks encode those spatially distributed temporal features and their corresponding spatial information from relative location collectively. With the self-attention mechanism and multi-head layer design, all the global and local spatial relation between voxels in 3D space could be extracted and represented in spatial feature map. Besides, by deep-learning the dynamic contribution of the spatial features to the final reconstruction task, the transformer blocks also help us fuse spatial feature map and temporal feature map jointly into the 4D cardiac feature $h$.

Since the cardiac cycle consists of cardiac events followed by the time order, the current cardiac state is only determined by prior information from previous states and the current cardiac related information. Correspondingly, given the encoded hidden feature $h_t$ at time $t$, the ECG reconstruction process is formulated as estimating the conditional distribution $p(X | h)$ as follows:

$$p(X | h) = \prod_{t=1}^{T} p(x_t | x_1, ..., x_{t-1}, h_t).$$ (13)

Each ECG measurement $x_t$ is therefore conditioned on the sequence samples at previous timesteps and current hidden feature $h_t$. Motivated by the TCN [67][68], we model this conditional distribution with a stack of dilated convolutional blocks that receives $X_{1:T}$ and $h_t$ as inputs and outputs a distribution over possible $x_t$. All the ECG measurements are then computed in one forward sequence to sequence (Seq2Seq) pass. By using dilated casual convolutions, we make sure the model cannot violate the ordering in which we formulate the reconstruction process. The reconstruction emitted by the model at timestep $t$ cannot depend on any of the future timesteps. Also, the dilation factors increase exponentially to ensure a sufficiently large temporal context window to take advantage of the long-range dependencies of the ECG data. Considering the ECG data with 200Hz sample frequency, 12 TCN blocks stacking could provide us at least 20 seconds (4096 samples) receptive field with better control of the model’s memory size. However, in this case of long input sequence, other recurrent network architecture designed for Seq2Seq problem, such as LSTMs and GRUs, can easily use up a lot of memory to store the partial results for their multiple cell gates [68]. At training time, the conditional reconstructions for multiple timesteps can be made in parallel since the same convolution filter is used in each layer, instead of sequentially as in other recurrent architectures. Also its back propagation path is different from the temporal direction of the sequence avoiding the problem of exploding/vanishing gradients.

The deep neural network is trained based on data-driven method by minimizing the error between the reconstructed ECG and the ground truth ECG. As shown in Fig. 7a, there are five consecutive feature waves named P, Q, R, S, T, which represent the electrical depolarization and repolarization throughout the cardiac cycle. Characteristic ECG tracing is defined by the variation of amplitude and interval respect to these waves. However the amplitudes of these waves are different statistically. For example, R peak usually has a much larger amplitude than other waves, since the R wave represents the rapid depolarization of the right and left ventricles which have a large muscle mass compared to the atria. Considering these statistical amplitude difference under different cardiac activities, the common loss functions for autoregressive learning task such as mean absolute error play much attention to the large amplitude variation (i.e., R-peak variation) and ignore the small amplitude variation (i.e., P-peak variation). To avoid such uneven penalty during learning, we apply a $\mu$-law companding transformation [69] to the ground-truth ECG data first, and then quantize it to 256 possible value:

$$f(x_t) = \text{sign}(x_t) \frac{\ln (1 + \mu |x_t|)}{\ln (1 + \mu)},$$ (14)

where $x_t$ is ground truth ECG at time $t$ and normalized in $-1 < x_t < 1$, $\mu = 255$. We show a result of $\mu$-law transformation of one cycle of ECG and the distribution difference between raw ECG and quantized ECG over the entire ECG dataset in Fig. 7. This non-linear quantization enlarges the ECG amplitude with small numerical changes, shrinks the amplitude with larger numerical changes and makes the amplitude distribution more even. We propose to use softmax distribution rather than the continuous numerical regression to represent the conditional distribution of the next ECG value and choose cross-entropy as the final loss function. The reasons is that a categorical distribution is more flexible and can more easily model arbitrary distributions without assumptions about their shape.

4 EXPERIMENTS

4.1 Experimental Setup

Considering the common scenarios of ECG monitoring in hospital, we perform our contactless monitoring system in a clinically relevant setting as shown in Fig. 8. During data acquisition, the participants are asked to lie in the supine position and remain quasi-static status. The radar sensor is placed above the torso chest within 0.4-0.5m and the main
lobe of the antennas is directed to the sternum approximately. The ground truth ECG measurements were collected simultaneously with the radar measurements by an ECG monitor (TI ADS1292 evaluation board).

Since training a deep neural network model requires a large amount of data with balanced distribution, we conducted 200 experimental trials over 35 participants (22 males and 14 females) between the ages of 18 and 65. The trials are designed consisting of 4 different physiological status: normal-breath, irregular-breath, post-exercise (for instance, jumping jacks) and sleep to expand the diversity of cardiac rhythms (including arrhythmia, bradycardia, tachycardia, normal rhythm) in the datasets. Also, this experimental setting helps us evaluate the overall performance considering common physiological conditions in daily life. Each trial lasts for 3 minutes. Given the 200 Hz sampling frequency of cardiac motions in radar, the total dataset consists around 720000 frames of radar measurements and its corresponding ECG ground truth (around 40000 cardiac cycles with 50-125 beats per minute (BPM) heart rate variance) in total.

4.2 Implementations Details

4.2.1 Radar Configuration

We implement our contactless ECG monitoring system by using TI AWR1843 millimeter-wave radar and DCA1000 real-time data acquisition board. We activate 3 transmitters (Tx) and 4 receivers (Rx) to achieve a virtual 2D antenna array with 12 channels. Time division multiplexing strategy is exploited to achieve signal orthogonal in time among multiple Tx antennas. During one frame of radar sensing, all the 3 Tx transmit chirps of RF signal successively with 45µs interval to acquire the baseband signal from one channel to the entire 4 Rxs. The detailed configuration of chirp and frame parameters are shown in Table 1. Under these settings, the radar achieves a frame rate of 200Hz, total 3.32Ghz bandwidth.

| Parameter | Value |
|-----------|-------|
| Start frequency | 77GHz |
| Frequency slope | 65MHz/µs |
| Idle time | 10µs |
| Ramp end time | 60µs |
| Sample points | 256 |
| Sample rate | 5MHz |
| Frame periodicity | 5ms |

**Fig. 8. Experimental setting for contactless ECG monitoring.**

| 4.2.2 Signal Processing |

Radar signal processing algorithm is performed offline using Matlab. The 3D beamforming is conducted in a radar relative coordinate. For computational efficiency, we crop the 3D sensing grid into a size of $-0.4m < x < 0.4m$, $-0.4m < y < 0.4m$, $0.35m < z < 0.6m$, which are quantified and represented in a $9\times17\times9 = 1377$ voxels. The x, y, z axis are parallel to the direction of body height, body width, and vertical to chest approximately. The cropping space is redundant for the cardiac motion measurements considering the distance between the radar and the torso as well as the size of the human body in our experimental setting. The centroid number N of K-means clustering is set as 50.

4.2.3 Network Implementation

The first CNN network includes 4 repeated layers of two 1D convolutions with kernal size of 7 (padded convolutions). Each convolution is followed by a rectified linear unit (ReLU) and batch normalization. The output from the layers follows a $1 \times 2$ max-pooling operation with stride 2 for down sampling.

In our implementation, we set the time sample length $l = 640$. Considering the N=50 output signals of the signal processing, the input data size is $50 \times 1 \times 640$ and the temporal encoder output size is $50 \times 32 \times 80$. The spatial encoder includes 3 blocks of transformer. At first, the input temporal feature are linear projected to the size of transformer input with $50 \times 32$. And the corresponding paired 3D position information are embedded linearly: $50 \times 3 \rightarrow 50 \times 32$. We set the transformer block with 4 heads of attention, dimension of $Q/K/V = 64$, feed-forward dimension of 128. The final extracted spatial features have size with $50 \times 32$. To bridge the encoder and decoder networks, we expand the dimension of both temporal and spatial features. As for the temporal features, the expansion is followed by the second CNN which consists of 4 layers of convolutions. And each layer is started with an up-sampling by the transposed convolution and two convolutions with kernal of 7 that halve the number of features. With a temporal feature of $50 \times 32 \times 80$, the data flow of the temporal feature maps leads to final dimension of $50 \times 4 \times 640$. As for spatial feature, linear projection is utilized to expand the dimension same with: $50 \times 4 \times 640$. The final cardiac features are fused by dot producting between expanded temporal feature and spatial feature. Then the size of cardiac feature is reshaped to $4 \times 640$ by linear projecting. We deploy a 9 stacks of TCN with dilations factor of 2, which provides a receptive field of 512. During training, the ECG reconstructions can be made in parallel with step equals to 128 (input time series size – receptive filed size), while during inference, the ECG reconstructions are made in autoregressive way with single step.

We implement the network by using the PyTorch library [70], and use the Adam optimizer [71] to minimize the loss function and to update the network parameters iteratively. A learning rate of 0.001 and a mini-batch size of 64 are used. Data samples are segmented in length of 640 with sample step = 30. Considering the 200Hz sample frequency, every 3 minutes data provides 1100 training samples.
4.3 System Performance

Our system is expected to have integral ECG monitoring potential. Therefore, we need to analyze the system ability in the scope of contactless ECG. In practical ECG diagnosis, any deviation from the normal tracing is potentially pathological and therefore of clinical significance. In this study, we focus on the quantifiable accuracy of cardiac events timing (Q, R, S, T waves) and waveform morphology, which are basics in ECG diagnosis and also provide clinically important information.

The accuracy of events timing in reconstructed ECG is determined by comparing the delineation between the ground truth and reconstructed ECG, which includes the identification and timing of those consecutive waves. To guarantee the independence and objective during this evaluation, we delineate both the ground-truth and reconstructed ECG by using Neurokit2 [72], an open source package for ECG process routine. To quantify the accuracy of morphology between reconstructed ECG and the ground truth, we compute the Pearson-Correlation and Root-Mean-Square-Error (RMSE). Specifically, we calculate the correlation and RMS with respect to the reconstructed waveform segmented by the ground truth heart beat cycles.

Moreover, it is important to investigate the system performance under unseen patients. To do so, we divide our dataset into training set and testing set. For each participant, the model is trained on 34 other participants and evaluated on the untrained participant. This 35-fold cross validation ensures that the training and testing are mutually exclusive.

4.3.1 Overall Performance

We first evaluate the system capability for monitoring ECG. According to the recommendations of the Association for Medical Instrumentation, it is considered that an onset, peak or an offset are detected correctly, if their deviation from the true annotations does not exceed in the absolute tolerance value of 150 ms [73]. Therefore, we define the heart beat intervals in reconstructed ECG has correct monitoring result, if the consecutive waves within the beat cycle have clear waveform representation of onset, offset, peak and could be delineated by the Neurokit within 150 ms time error compared to the groundtruth ECG. Otherwise, the intervals are considered as false monitoring results. We calculate the ratio of number of heart beats which have false result to the total number of heart beats for every 3 minutes trials. Fig. 9a plots the cumulative distribution function (CDF) of the false monitoring ratio for 4 physiological status. It is shown that the system can achieve 0.5%, 1.2%, 2%, 3.5% 90-percentile false monitoring ratio during sleep, normal-breath, irregular-breath, post-exercise respectively. We recall those failed results and find out that the source of false results is due to interference from other random body motions which degrades the performance of the radar sensing of cardiac micro-motion and finally leads to the meaningless result. Fig. 9b shows the reconstruction result when the participant shakes his body. As shown in Fig. 9c, during the torso shaking, the radar measurements are corrupted, which also leads to the messy ECG reconstruction result. It can be seen that the radar measurements return to stable state while the participant keeps quasi-static again and followed by the reasonable ECG reconstruction. This also explains the difference in the CDF plot, since the normal-breath, irregular-breath and post-exercise bring more and more random body motions compared to the static sleep state.

4.3.2 Timing Accuracy for Cardiac Events

Based on the reconstructed ECG, we further evaluate the precision of ECG events timing. We normalize the events timing error by computing ratio of the error as the time difference between the reconstructed ECG timing and the groundtruth ECG timing to the heartbeat period. Fig. 10a shows ECG events timing error cross 4 physiological status. Each cluster represents one of the component waves peak and their corresponding statistic timing accuracy. The median normalized error of Q peak during normal-breath, irregular-breath, sleep, post-exercise status are observed as 1.85%, 1.5%, 2.4%, 1.9%, respectively. The median normalized error of R peak are 0.4%, 0.5%, 0.5%, 0.7%, respectively. The median normalized error of S peak are 1%, 1.2%, 1%, 1%, respectively. The median normalized error of T peak are 1.1%, 1%, 2%, 1.5%, respectively. We note that timing error during 4 status remain closely respect to the Q, R, S, T peak, which demonstrates that our system can achieve consistent timing performance with different chest motion interference. We also observe that the timing of R peak is better than that for the T peak, while both R peak and T peak are better for Q peak and S peak.

The reason for such performance difference is that the discrepancy of amplitudes distribution among those peaks still exist even the $\mu$-law transformation is applied leading the neural network pay more attention to the larger amplitude variation (i.e., R peaks). To thoroughly evaluate the delineation accuracy in reconstructed ECG, Fig. 10b plots the CDF of the overall absolute timing error for the 4 peaks.
Each of the CDFs in the figure corresponds to the combined error across all subjects and all physiological status. The median error in absolute timing are: 14ms (Q-peak), 3ms (R-peak), 8ms (S-peak), 10ms (T peak). The 90-percentile error in absolute timing is 38ms (Q-peak), 9ms (R-peak), 36ms (S-peak), 28ms (T-peak). Similar to our earlier analysis, our system has higher accuracy in timing R peak compared to the T peak, Q peak and S peak. It is worth noticing that the best-case accuracy is limited by the temporal resolution of the radar cardiac sensing which results from its sampling period (200Hz/5 ms). We make the following remarks:

- Beyond these numerical accuracies of cardiac events timing, the results provide further implications in the scope of clinical diagnosis. For example, the R-R interval analysis is the golden standard for diagnosing heart arrhythmia and an abnormally Q-T interval is associated with abnormal heart rhythms and sudden cardiac death. The above clinical indicators are calculated by corresponding cardiac events timing directly.

- Considering that the loss function of the network implementation focuses on the categorical distribution of the predicted ECG values with no emphasis penalty on the timing accuracy, it demonstrates that our data-driven domain transformation design could find the relation mapping since the results reveal the meaningful information of cardiac electrical activities rather than the cycling waveform variation. Therefore, the performance difference over Q, R, S, T timing could probably be solved by a timing-accuracy-oriented loss function design in our future research. For example, we can decompose the ECG groundtruth to sub-waveforms that only contain single cardiac event morphology and calculate the loss separately to avoid the discrepancy of amplitudes distribution among those event peaks.

4.3.3 Morphology Accuracy

Then, we analyze the morphology accuracy of the reconstructed ECG. In Fig. 11a, we show two segments of contactless ECG monitoring results and the corresponding ground truth. It can be seen that the reconstructed ECG are basically same with the ground truth when its has low RMS error and high correlation. Fig. 11b shows the correlation and RMS accuracy between the reconstructed ECG and groundtruth ECG cross 4 physiological status. The system achieves median correlation of 91%, 91%, 87%, 91% and median RMS error of 0.075mv, 0.079mv, 0.096mv, 0.078mv during normal breath, irregular breath, sleep and post exercise respectively. Similar to the result of the timing analysis, the morphology accuracy still remains closely, as expected to the consistent performance over different physiological status. Fig. 11c plots the CDF of the overall RMS error. The median RMS error is 0.081mv and the 90-percentile RMS error is 0.143mv. Fig. 11d plots the CDF of the overall correlation. The median correlation is 90% and 90-percentile correlation is 74%. Thus, our contactless system provides contactless monitoring of the ECG with strongly correlation and low RMS error compared to the groundtruth. We make the following remark:

- Cardiac activity is rather complex. The further interpretation and diagnosis of ECG morphology are sophisticated and mainly are achieved subjectively by cardiologists. For example, an unusually tall QRS complex may represent left ventricular hypertrophy while a very low-amplitude QRS complex may represent a pericardial effusion or myocardial disease. Although the proposed system is evaluated concerning the fundamental accuracy of morphology, the evaluation in this work is not comprehensive in the clinical application scope. As the research evolves, it would be interesting to evaluate the system’s applicable range to clinical diagnosis focusing on cardiac disease patients.
4.3.4 Clinical Usage Potential Analysis
After analyzing the timing and morphology accuracy, it is important to demonstrate the potential of clinical usage for our contactless ECG monitoring system. We first evaluate the system performance for unseen participants based on our 35-fold cross-validation strategy. In Fig. 12, we plot the mean value of timing and morphology accuracy across 35 untrained participants. Fig. 12a shows that the system achieves timing accuracy between 4ms-54ms, 3ms-9ms, 6ms-45ms for Q, R, S, T peaks respectively across all participants. In Figs. 12b and 12c, we demonstrate the system ability of monitoring ECG with RMS error between 0.04mv-0.17mv and correlation between 65%-97%. Similar to our earlier result, the system has better accuracy in timing R peaks than other peaks. Generally, the system can maintain timing accuracy bellow 54ms and RMS error bellow 0.17mv across all participants and high correlation (> 0.8) for 26 out of 35 participants. It is worth noticing that the timing and morphology accuracy have same variation trend respect to the participant. For example, for the 11th participant, system exceeds the overall performance with timing accuracy in 11ms, 4ms, 5ms, 10ms for Q, R, S, T peaks and morphology accuracy in RMS error of 0.05mv and correlation of 95%. However, the 24th participant has relatively degraded performance with coordinated timing and morphology accuracy decreases. The faulty signaling causes the tachycardia, bradycardia or irregularly heatbeats. There are plenty of heart arrhythmia instances in our dataset, since the experimental setting of 4 different physiological status could expand the diversity of heartbeat and stimulate different kinds of arrhythmias. Considering that analysis of the heart rate variability has been proved to be a powerful tool to assess heart arrhythmia [74], we analyze the R-R interval accuracy of our result. Fig. 14a shows the CDF of absolute timing error for R-R interval over the entire dataset. The median of timing R-R interval is 3ms and the 90-percentile error is 9ms. We also investigate the timing accuracy under different heart rate conditions. As shown in Fig. 14b, our system can achieve the consistent performance of timing R-R interval since the error distributions remain almost the same when BPM < 100 and for BPM > 100 condition, the system still has the same median timing error but with larger 75-percentile error of 8ms. In Fig. 14c, we show the ECG reconstruction results under the condition of bradycardia, tachycardia, arrhythmia, respectively. The analysis above indicates great robustness and accuracy of timing R-R interval and clinical potential for arrhythmias diagnosis. We make the following remark:

- Limited by the resolution of the radar device, the proposed system could be affected by the interference. The existence of interference could lead to reflected signal distortion and finally result in the lower SNR of cardiac mechanical motion measurements. In such a case, the domain transformation would misunderstand the cardiac motion situation considering the motion signal distortion caused by interference and generate low accuracy results (“flattening” artifacts in Fig. 14c) or even meaningless results in Fig. 9b with interference levels increasing. It would be valuable to
expand the system’s capability in dealing with interference so that it can improve the accuracy and robustness of the system in our future research.

### 4.3.5 Daily Life Usage Analysis

The system is expected to apply to daily life environment. Therefore, it is essential to analyze the system constriction considering the impact of interference from adjacent people’s activity and measurement distance. To do so, we conduct contactless ECG monitoring over five new participants (not in the database) in a new environment with variation of adjacent interference and measurement distance.

We first examine the impact of adjacent interference. In this experiment, monitoring is implemented under situation of clean environment, people walking closely around the bed, and people walking around the bed 1 meter away to stimulate different interference level. As shown in Figs. 15a and 15b, the best performance is acquired in the clean environment. The performance of R, S, T timing and correlation deteriorate under the adjacent people’s interference. And the deterioration alleviates as the interference distance is away from the participant.

Then, we examine the impact of measurement distance. We conduct experiments for measuring with different sensing distance. As shown in Figs. 15c and 15d, it is clear that the system achieves the best performance at around 0.5m. The performance decreases as the distance increases. The reason is that the path attenuation of RF signals and the deterioration of spatial resolution decreases the SNR of cardiac mechanical measurements. Also, it is interesting that the system performance decreases as the distance decreases from 0.5m, which is inconsistent with the intuition that closer radar sensing leads to higher SNR measurements. Such a phenomenon is due to the following reason. According to [75], the AWR1843 radar has

6dB-beamwidth of ±50 and ±20 degrees in horizontal and vertical respectively, and the reflections outside from the beamwidth space is hard to be sensed by the system. Then, it can be derived that at 0.3m distance the radar only could capture 20 × 70 cm² space, which is not sufficient to cover the entire torso surface. Therefore, the incomplete cardiac radar measurements also lead to the performance degradation.

According to the analysis above, the system achieves the best performance in a clean environment at around 0.5m sensing distance. However, depending on the performance requirements of a specific application, the system could work properly with a wide range of setting.

### 5 Conclusion

We have demonstrated a novel ECG monitoring system that offered contactless, accurate and continuous monitoring of cardiac electrical activity from RF signal, adding a new dimension to the sensing range of radar. This system exploited high accuracy sensing of cardiac mechanical activity with well designed signal processing algorithms, learned cardiac related domain transformation through deep learning and reconstructed ECG output with RF input in an end-to-end manner. We provided the evidence of the feasibility and potential of such contactless ECG monitoring system through extensive experiments. Our evaluation in this paper has focused on healthy individuals. As the research evolves, it would be very interesting to evaluate the system’s accuracy in medical applications.
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