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ABSTRACT
We present an implementation of physically motivated thermal conduction including the anisotropic effects of magnetic fields for smoothed particle hydrodynamics (SPH). The diffusion of charged particles and therefore thermal conduction is mainly proceeding parallel to magnetic field lines and suppressed perpendicular to the field depending on the local properties of the plasma. We derive the SPH formalism for the anisotropic heat transport and solve the corresponding equation with an implicit conjugate gradient scheme. We discuss several issues of unphysical heat transport in the cases of extreme anisotropies or unmagnetized regions and present possible numerical workarounds.

We implement our new algorithm into the cosmological N-body / SPH simulation code GADGET and study its behaviour in several fully three dimensional test cases. Our test setups include step-functions as well as smooth temperature distributions allowing us to investigate the stability and accuracy of our scheme. In general, we reproduce the analytical solutions of our idealised test problems, and obtain good results in cosmological simulations of galaxy cluster formations. Within galaxy clusters, the anisotropic conduction produces a net heat transport similar to an isotropic Spitzer conduction model with an efficiency of one per cent. In contrast to isotropic conduction our new formalism allows small-scale structure in the temperature distribution to remain stable, because of their thermal decoupling caused by surrounding magnetic field lines. Compared to observations, isotropic conduction with more than 10 per cent of the Spitzer value leads to an oversmoothed temperature distribution within clusters, while the results obtained with anisotropic thermal conduction reproduce the observed temperature fluctuations well.

A proper treatment of heat transport including the suppression by perpendicular magnetic fields is crucial especially in the outskirts of clusters and also in high density regions. It’s connection to the local dynamical state of the cluster also might contribute to the observed bimodal distribution of cool core and non cool core clusters. Our new scheme significantly advances the modelling of thermal conduction in numerical simulations and overall gives better results compared to observations.
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1 INTRODUCTION
Galaxy clusters are the largest gravitationally bound systems in our Universe. They typically contain hundreds of galaxies and are detected in a broad range of frequencies. In particular, we observe strong X-ray radiation from the hot intra cluster medium (ICM), which is mainly caused by continuous free-free emission of thermal electrons and discrete metal lines. Observations show that clusters contain roughly ten per cent of their total mass in a hot baryonic gas component with temperatures up to several $10^8$ K (corresponding to about 15 keV) at typical densities of $10^{-3}$ cm$^{-3}$.

The state of the ICM and its related physical properties are crucial to investigate and learn about the formation and evolution of galaxy clusters. The gas is partially heated at the virial shock by the gravitational infall and furthermore...
raised in temperature by shocks within the ICM. Galactic winds driven by the star formation process and feedback of active galactic nuclei (AGN) inject additional kinetic and thermal energy to the hot cluster medium. Radiative processes within the ICM, such as thermal bremsstrahlung or metal lines (Peterson & Fabian 2006) allow the gas to cool and lose energy. Furthermore, all galaxy clusters are known to host magnetic fields with strengths up to several $\mu$G (Kronberg 1994, Taylor et al. 2006), which influences the dynamics of the hot plasma. The structure and the amplitude of the cluster magnetic fields guide the propagation of charged particles and contribute to the equation of motion via the Lorentz force. The magnetic field lines are assumed to be highly tangled and twisted on small scales, which then will contribute of the heating of the plasma by magnetic reconnection (e.g. Fabian 1994). Little is know about the magnetic field structure as its mapping is observationally challenging (Fabian 2002; Sarazin 2008; Komarov et al. 2014).

We discuss the influence of the anisotropic magnetic field on plasma transport processes and in particular on thermal conduction. From a microscopic point of view thermal conduction is the heat transport due to collisions of electrons. Therefore, it strongly depends on temperature, which allows us to use probes of the hot ICM to study large-scale transport of heat. From a macroscopic point of view thermal conduction can be modelled as a diffusion process redistributing internal energy. Usually, the so called Spitzer conduction (see Spitzer 1956) is used as a general formulation and multiplied with an efficiency factor, which changes with and depends on the astrophysical environment. This original formulation assumes an isotropic movement of electrons and corresponding distribution of collisions. As galaxy clusters host significantly strong magnetic fields the influence of the magnetic fields onto thermal conduction has to be taken into account. Since particle movement perpendicular to magnetic field lines is restricted, the assumption of isotropic collisions does not hold any longer and thermal conduction is coupled to the magnetic field topology. This result in different heat transport timescales parallel and perpendicular to the magnetic field. However, the magnetic fields need to be sufficiently strong to dominate the mean free path (Rechester & Rosenbluth 1978).

Observational evidence in galaxy clusters of suppressed perpendicular heat transport is found in so called cold fronts, i.e. regions with a rather stable temperature gradient, but no pressure gradient (Owers et al. 2009, 2011). This phenomenon demonstrates the insulation of gas with respect to conduction most probably through magnetic fields (Peterson et al. 2008). Moreover, turbulent magnetic fields also become a very interesting case to study giving rise to different ways to estimate efficiency factors averaging the suppression effect over volume. For example Chandran & Cowley (1998) proposed that Spitzer conduction should be suppressed by a factor of about 1/300, while Narayan & Medvedev (2001) claimed that conduction can still be efficient up to 1/5 of the Spitzer value in highly turbulent environments.

Thermal conduction was frequently discussed as a heating source to balance cooling losses in galaxy clusters in order to explain why hot gas is observed despite the cooling times being smaller than the cluster life times. However, the impact of this effect is questioned and even less significant, when the anisotropies of the magnetic field are included. For detailed discussions of this problem we refer to Binney & Couch (1983), Bregman & David (1989), Fabian (2002), Loeb (2002), Zakamska & Narayan (2003), Vogl (2004) and Fabian et al. (2006).

In pioneering work, usually a factor of 1/3 is multiplied onto the Spitzer value as a correction for the influence magnetic fields (e.g. Dolag et al. 2004), supported by work presented in Rosner & Tucker (1984). We present a numerical implementation of the anisotropic heat transport equation including the seeding and evolution of magnetic fields applied to cosmological simulations of galaxy clusters.

A solver for anisotropic thermal conduction is already part of several commonly used grid based codes, which solve the equations of magnetohydrodynamics (MHD). For implementation details and cluster simulations see for example Parrish & Stone (2005), Bogdanović et al. (2009), Avara et al. (2013) (ATHENA code), Ruszkowski et al. (2011) (FLASH code) or Vazza et al. (2010) (ENZO code). However, we present the first implementation of anisotropic thermal conduction into a smoothed particle magnetohydrodynamics (SPMHD) code. In contrast to the Eulerian methods, which discretise the volume, SPH discretises the mass and is commonly used in simulations of structure formation. The Lagrangian nature of SPH ensures the conservation of energy, momentum and angular momentum and allows to resolve large density gradients. For a recent review on the SPH method we refer to Price (2012).

In this paper we present simulations performed with the N-body / SPH code GADGET (Springel et al. 2001, Springel 2005) with the non-ideal MHD implementation based on Dolag et al. (2009a) and Bonafede et al. (2011). The SPH code evolves entropy as the thermodynamical variable of choice (Springel & Hernquist 2002). Additionally, we include several improvements for SPH such as the Wendland kernel functions (Dehnen & Aly 2012). Our cosmological simulations include sub-grid models for radiative cooling, star formation and supernova feedback as described by Springel & Hernquist (2003). Furthermore, we employ a supernova seeding scheme for the magnetic field (Beck et al. 2013) in contrast to previous simulations using uniform initial magnetic fields (e.g. Beck et al. 2012). We use and extend the existing implementation of isotropic thermal conduction by Jubelgas et al. (2004) with the conjugate gradient solver described in Petkova & Springel (2009).

The paper is structured as follows. In section 2 we explain the physics behind (anisotropic) thermal conduction, and describe our SPH implementation in section 3. Section 4 presents several test problems before we analyse simulations of galaxy cluster formation in section 5.

2 PHENOMENOLOGY OF THERMAL CONDUCTION

We start with a brief introduction in the physical properties and concepts of isotropic as well as anisotropic conduction.

2.1 Review of isotropic thermal conduction

According to Spitzer (1956) we can write down a conduction heat flux resulting from a temperature gradient as
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\[ Q = -\kappa \nabla T \]  
(1)

with the conduction coefficient \( \kappa \). For an idealized Lorentz gas we can assume Spitzer conductivity, which equals a coefficient of

\[ \kappa_{sp} = 20 \left( \frac{2}{\pi} \right)^{3/2} \frac{k_B T_e}{m_e} \frac{1}{e^2} \left( \frac{2}{Z} \right) \frac{1}{\ln \Lambda} \]  
(2)

with \( Z \) the average proton number of the plasma, the Coulomb logarithm \( \ln \Lambda \) and electron temperature \( T_e \), mass \( m_e \) and elementary charge \( e \). Most important is the strong dependence of conductivity on the electron temperature. Therefore, we assume that thermal conduction has an important influence mainly on very hot gas, as for example in the central regions of massive galaxy clusters where the plasma reaches temperatures up to about 10^8 K.

In fact, we need to multiply the idealized Spitzer conductivity by an additional factor \( \delta \):

\[ \kappa = \delta \cdot \kappa_{sp}. \]  
(3)

This factor has been calculated by Spitzer & Härm (1953) and is highly dependent on the average proton number of the plasma. \( \delta = 0.225 \) for a pure proton electron plasma and rises up close to 1 for large values of \( Z \).

Spitzer & Härm (1953) describe a way to calculate the average proton number by summation over all ions in the plasma. Applying a primordial hydrogen-helium plasma, they find a value of \( Z \approx 1.136 \). Using the tabulated values in Spitzer (1952), we obtain a factor of \( \delta \approx 0.3 \).

When used for cosmological simulations one often assumes a primordial gas distribution. A typical value for an effective conductivity \( \kappa \) is e.g. given by Sarazin (1986):

\[ \kappa = 1.31 \cdot n_e \lambda_e \frac{k_B T_e}{m_e} \left( \frac{T_e}{10^9 K} \right)^{5/2}, \]  
(4)

or

\[ \kappa = 4.6 \cdot 10^{13} \left( \frac{T_e}{10^9 K} \right)^{5/2} \frac{\text{erg s cm K}}{\ln \Lambda} \]  
(5)

with the electron number density \( n_e \) and the mean free path of the electrons \( \lambda_e \). Because of the inverse dependence on mass we infer that electrons give a much stronger contribution to heat conduction than protons. This is reasonable since lighter particles have higher thermal velocities at a fixed temperature and can be accelerated much easier. Therefore, the amount of collisions in a given time span are drastically increased for low mass particles. Consequently, only electrons are considered in the calculation and we omit the index \( e \) in our equations hereafter.

We neglect any dependency of the Coulomb logarithm on temperature and electron density and use \( \ln \Lambda = 37.8 \), which is a fairly good approximation for typical plasmas in our study. More precise calculations for different collision events (e.g. electron-electron or electron-proton) can be found for example in Huba (2011). What remains is the strong dependence on temperature to the power of 5/2.

Furthermore, we need to apply an important correction. So far we assumed, that the typical length scale of the temperature gradient \( l_T = T / |\nabla T| \) is always much larger than the mean free path. However, for very low density plasmas one cannot expect a high conductivity even if the temperature rises a lot, since scatterings and therefore energy transfer events happen only at a very low rate. Cowie & McKee (1977) have calculated the saturated heat flux for this case as

\[ Q_{sat} = 0.4 n_e k_B T \left( \frac{2 k_B T}{\pi m_e} \right)^{1/2}. \]  
(6)

Interpolating between these findings and the common Spitzer conduction coefficient we estimate a corrected heat flux as

\[ Q_{tot} = \frac{\kappa \cdot T}{l_T + 4.2 \lambda (|\nabla T|)}, \]  
(7)

Alternatively, we can redefine the conduction coefficient as

\[ \kappa = \frac{\kappa_{sp}}{1 + 4.2 \lambda / l_T}. \]  
(8)

This modified Spitzer conduction is applicable to galaxy clusters and giant elliptical galaxies if magnetic fields are not taken into account. For a detailed discussion we refer to Rosner & Tucker (1983).

Finally, we can write the effect of thermal conduction as a change of specific internal energy

\[ \frac{du}{dt} = -\frac{1}{\rho} \nabla \cdot Q = \frac{1}{\rho} \nabla \cdot (\kappa \nabla T), \]  
(9)

which depends on the density \( \rho \) and on the heat flux directed anti-parallel to the temperature gradient.

2.2 Description of anisotropic conduction

Next, we add magnetic fields to the picture. As previously mentioned, thermal conduction is based on Coulomb collisions of charged particles. Except these collisions particles are allowed to move freely in the plasma. However, in the presence of magnetic fields the movement perpendicular to the field lines is restricted. The electrons move on spiral trajectories around the field lines. The frequency of the circular motion, which depends on the strength of the magnetic field \( B \), is called Larmor- or gyrofrequency:

\[ \omega_g = \frac{e B}{m_e}. \]  
(10)

To see how this affects the capability of electrons to transport energy, we present some phenomenological ideas and scaling relations on how a general electron diffusion process is affected by magnetic fields, following Frank-Kamenezk (1967). Due to the similar microscopic origin we infer the same relations to hold also for thermal conduction. This connection is motivated through some scaling relations starting with the ideal gas law

\[ p V = N k_B T. \]  
(11)

Assuming a more or less constant density we infer

\[ \nabla p \approx n k_B \nabla T. \]  
(12)

Knowing that the source of a heat flux corresponds to the time evolution of pressure and using Eq. (1) we obtain

\[ \frac{\partial p}{\partial t} \sim \nabla \cdot Q \rightarrow n k_B \frac{\partial T}{\partial t} \sim \nabla \cdot (\kappa \nabla T). \]  
(13)

Discretising the derivatives by typical length and time scales we get for the conduction coefficient

\[ \kappa \sim \frac{p}{T} \cdot n k_B \sim D \cdot n k_B, \]  
(14)
where we can identify the diffusion coefficient \( D \). According to this relation, the two coefficients behave similarly and we can therefore apply the following scaling relations on an implementation of anisotropic thermal conduction.

### 2.2.1 Coefficient proportional to \( B^{-2} \)

At first, we connect the mean free path and collision time via the particle’s velocity \( \lambda \approx v \tau \). A typical diffusion coefficient of units \( \text{cm}^2 \text{s}^{-1} \) can be defined as

\[
D \approx \frac{\lambda^2}{\tau} \approx \lambda v \approx v^2 \tau.
\]

Since particle movement parallel to the magnetic field is not restricted, the diffusion along the field lines should not be affected, which corresponds to \( D_\parallel = D \).

We assume that motion of particles perpendicular to magnetic field lines is only possible by jumps between cyclotron trajectories, which results in a diffusion coefficient like

\[
D_\perp \approx \frac{v^2}{\omega_g^2} \approx \frac{\lambda v}{v_g^2 \tau^2}.
\]

Therefore, the relation between the two coefficients is

\[
\frac{D_\perp}{D_\parallel} \approx \frac{1}{1 + \omega_g^2 \tau^2}.
\]

This is however only valid if \( \omega_g \tau \gg 1 \), else if the gyroradius is much smaller than the mean free path. In other words, we need the magnetic field to impose a notable restriction onto the electrons movement. In the regime of \( \omega_g \tau \sim 1 \) we have to change the relation in order to ensure \( D_\perp \leq D_\parallel \):

\[
\frac{D_\perp}{D_\parallel} \approx \frac{1}{1 + \omega_g^2 \tau^2}.
\]

To evaluate this relation for a given system we require the collision time or the corresponding frequency

\[
\frac{1}{\tau} = \nu = \frac{\omega_{pl}}{n \lambda_D^2},
\]

with the plasma frequency

\[
\omega_{pl} = \sqrt{\frac{4\pi ne^2}{m}}
\]

and the Debye length

\[
\lambda_D = \sqrt{\frac{k_B T}{4\pi ne^2}}.
\]

Putting these relations together we finally obtain

\[
\frac{1}{\omega_g \tau} = \frac{16\pi^2 e^3 \sqrt{m n}}{(k_B T)^{3/2} B} \approx 10^{-5} \frac{B}{T^{3/2}} \approx 10^{-5} \frac{B}{10^8 \text{ K}} \text{ cm}^{3/2} \text{ G}.
\]

To check the order of magnitude of the fraction of perpendicular and parallel diffusion coefficient, we use typical values for the magnetic field strength, temperature and density in galaxy clusters (see section 4). Eq. (15) results in a factor of \( D_\perp/D_\parallel \sim 10^{-28} \) which means that conduction perpendicular to the magnetic field is typically extremely suppressed in the ICM.

In a different approach, Rosner & Tucker (1989) derive a criterion for the minimum magnetic field which is needed for anisotropic conduction of

\[
B > B_{\text{crit}} \approx 9.2 \times 10^{-11} \left(\frac{n}{10^{-3} \text{ cm}^{-3}}\right)^{2/3} \left(\frac{T}{10^8 \text{ K}}\right)^{-1/6} \text{G},
\]

which makes it easier to validate the criterion.

### 2.2.2 Coefficient proportional to \( B^{-1} \)

However, these relations are only phenomenological estimates. Additionally, perpendicular diffusion is usually overlaid with turbulence transport processes, which are extremely difficult to describe. However, laboratory experiments show, that the scaling with the magnetic field effectively changes from \( B^{-2} \) to \( B^{-1} \), which characterises so-called Bohm diffusion. According to the calculations above we construct a scaling relation for this kind of behaviour of

\[
D_\perp \approx \frac{v^2}{\omega_g} \approx \frac{k_B T c}{e B}.
\]

We assume an electrons movement with their thermal speed \( v \approx \sqrt{k_B T/m} \) and neglect further influences for example by plasma instabilities. We get in total

\[
\frac{D_\perp}{D_\parallel} \approx \frac{1}{\omega_g \tau},
\]

which allows a much stronger diffusion orthogonal to the magnetic field lines for typical values. A more detailed analysis with similar results is given for example in Golant et al. (1980).

For highly tangled magnetic fields Pistiner & Shaviv (1996) discuss if the coherence length should replace the gyroradius. However, they find that this assumption is wrong. This matches the considerations of Rosner & Tucker (1989) who present that tangled magnetic fields do not suppress thermal conduction very strongly, despite general believe. Their results state a reduction factor of \( \langle \cos \theta \rangle^2 \) which is an average over the local angles between magnetic field lines and the temperature gradient. We briefly analyse this behaviour for totally random magnetic field configurations in section 4.3.

Summing up, thermal conduction perpendicular to magnetic field lines with reasonable field strengths is in general almost totally suppressed. When we come into a regime where we need to apply scaling relations regarding the magnetic fields, the ratio \( \kappa_\perp/\kappa_\parallel \) scales either like \( B^{-2} \) or \( B^{-1} \).

### 2.3 The anisotropic conduction equation

We finalize our considerations and derive the anisotropic conduction equation. In principle, there are different possible approaches. We briefly repeat the immediate requirements for the resulting scheme:

- Unchanged isotropic conduction if the magnetic field is parallel to the temperature gradient,
- Strong suppression of energy transfer via conduction if the magnetic field is perpendicular to the temperature gradient,
- Scaling of the suppression factor inverse with the magnetic field strength to some power.

The first two requirements are easily fulfilled by multiplying the projection of the magnetic field onto the temperature gradient to the conduction coefficient.
\[ Q = -\kappa \frac{\nabla T \cdot B}{\nabla T \cdot B} \nabla T \approx: - (\kappa \cos \theta) \nabla T. \]  

(26)

This approach has the advantage that it requires barely any change in the existing numerical scheme presented in Jubelgas et al. (2004) and does not cost much additional computation time. However, it does not fulfill the third requirement. Here we have no possibility to introduce a scaling of the suppression dependent on the actual strength of the magnetic field. We therefore would have to assume a sufficiently strong magnetic field, which can not be guaranteed in the whole computational domain at all times. Problems arise especially in combination with a magnetic seeding mechanism when no initial magnetic field is present.

Instead we follow a different derivation by splitting up the conduction equation into a part parallel and a part perpendicular to the magnetic field and assign different conduction coefficients to both parts

\[ \frac{d\eta}{dt} = \frac{1}{\rho} \nabla \left[ \kappa_\parallel (\hat{B} \cdot \nabla T) \hat{B} + \kappa_\perp (\nabla T - (\hat{B} \cdot \nabla T) \hat{B}) \right]. \]  

(27)

With \( \hat{B} \) being the normalised magnetic field vector.

Please note, that we can easily regain the isotropic equation from this by setting \( \kappa_\parallel = \kappa_\perp \) or \( \hat{B} = \mathbf{0} \). Plugging in the relation between parallel and perpendicular diffusion we derived earlier, it can be seen that all of our requirements are fulfilled.

We re-shuffle the terms for better handling.

\[ \frac{d\eta}{dt} = \frac{1}{\rho} \nabla \cdot \left[ (\kappa_\parallel - \kappa_\perp) (\hat{B} \cdot \nabla T) \hat{B} + \kappa_\perp \nabla T \right] \]  

(28)

From section 2.2 we know that within galaxy clusters mainly \( \kappa_\perp \ll \kappa_\parallel \). However, we can not simply neglect the second term along the temperature gradient. Comparing the absolute values of the two terms we see, that except of \( \kappa_\parallel \ll \kappa_\parallel \) the first term contains a \( \cos \theta \) which can be arbitrarily small and make both terms comparable in magnitude. If the magnetic field and the energy gradient are almost totally perpendicular, the second term dominates and can not be neglected.

\section{NUMERICAL IMPLEMENTATION}

In this section we derive our numerical representation of anisotropic thermal conduction.

Before transforming Eq. (25) into SPH formalism we note that the second term can be handled similar to the isotropic implementation just with a different coefficient. For details we refer to Jubelgas et al. (2004). Here we discuss only on the first term.

\subsection{A fully consistent derivation}

Initially, the term suggests a split-up of the calculation of temperature gradient and divergence. However, this requires a large amount of additional computation time, since it needs an additional SPH loop, but also leads to further numerical errors due to the effective second kernel derivative introduced (see Brookshaw 1984). Furthermore, chaining SPH discretisations can introduce strongly growing numerical errors and should be avoided.

Instead, we derive a consistent formulation with only one SPH loop following the example of Petkova & Springel (2004), who developed an SPH scheme for a similar diffusion equation in radiative transfer. In the following calculations latin indices like \( i, j, k \) always denote particles while greek indices like \( \alpha, \beta \) indicate components of tensors.

Before we start discretising the modified conduction equation, we have to find a better estimate for mixed second derivatives. The derivation is at first similar to the one presented by Jubelgas et al (2004), but gets more complicated since we also need mixed derivatives.

Consider an arbitrary quantity \( Q \) at \( x_j \) which we expand around \( x_i \)

\[ Q(x_j) \approx Q(x_i) + \nabla Q \cdot \delta x_i + \frac{1}{2} \sum_{\alpha,\beta} \frac{\partial^2 Q}{\partial x_\alpha \partial x_\beta} \delta x_i \delta x_j \cdot (x_{ij})_{\alpha} (x_{ij})_{\beta} + O((x_{ij})^3). \]  

(29)

With the distance vector \( x_{ij} = x_i - x_j \).

We multiply both sides by \( \frac{|x_{ij}|}{|x_{ij}|^2} \frac{\partial W_{ij}}{\partial x_\alpha} \) and integrate over \( d^3 x_j \).

The first order term vanishes due to antisymmetry of the integrand and we solve for the second order term. More detailed calculations are presented in appendix A. Assuming \( Q \) is a second order tensor quantity, we can rewrite the equation to

\[ \sum_{\alpha,\beta} \frac{\partial^2 Q(x_j)_{\alpha\beta}}{\partial x_\alpha \partial x_\beta} = 2 \int d^3 x_j \frac{x_j \cdot \hat{Q}_j - \hat{Q}_i}{|x_{ij}|^2} \nabla W_{ij} \]  

(30)

and

\[ \sum_{\alpha,\beta} (Q(x_i)_{\alpha\beta}) \frac{\partial^2 T_k}{\partial x_\alpha \partial x_\beta} = 2 \int d^3 x_j \frac{x_j \cdot \hat{Q}_j}{|x_{ij}|^2} [T_j - T_i] \nabla W_{ij} \]  

(31)

with the substituted tensor

\[ \hat{Q} = \frac{5}{2} Q - \frac{1}{2} \frac{\kappa}{\rho} (Q \cdot 1). \]  

(32)

This is a very compact and neat formulation and we use Jubelgas et al. (2004) to check this formula for consistency.

Consider \( Q = Q \cdot 1 \). Then we get

\[ \hat{Q} = \frac{5}{2} Q \cdot 1 - \frac{1}{2} Q \cdot 3 \cdot 1 = Q \cdot 1 \]  

(33)

Putting this into Eq. (30) or (31) we recover the result which can be obtained for the isotropic implementation, where only non-mixed second derivatives are needed:

\[ \sum_{\alpha} \frac{\partial^2 Q(x_j)_{\alpha}}{\partial x_\alpha^2} = 2 \int d^3 x_j (Q_j - Q_i) \frac{x_j \cdot \nabla W_{ij}}{|x_{ij}|^2}. \]  

(34)

Before we further analyse the properties of these approximation formulas let us at first review our basic equation.

As previously mentioned we consider only the part of Eq. (25) parallel to the magnetic field (the first term). The term conducting along the temperature gradient can be handled isotropically, which is described in Jubelgas et al. (2004).

We start by writing the equation in component form:

\[ \frac{du}{dt}_{\parallel} = \frac{1}{\rho} \sum_{\alpha,\beta} \frac{\partial}{\partial x_\alpha} \left[ (\kappa_\parallel - \kappa_\perp) \hat{B}_\alpha \hat{B}_\beta \frac{\partial}{\partial x_\beta} T \right]. \]  

(35)

Furthermore, we define the components of a tensor \( A \) as
\[ A_{\alpha\beta} := (\kappa_{\parallel} - \kappa_{\perp}) \hat{B}_{\alpha}\hat{B}_{\beta}. \]  \hspace{1cm} (36)

Next, we write the equation only in terms of mixed second derivatives:
\[
\frac{du}{dt}_{\text{1st}} = \frac{1}{2\rho} \sum_{\alpha,\beta} \left( \frac{\partial^2 A_{\alpha\beta} T}{\partial x_\alpha \partial x_{\beta}} - T \frac{\partial^2 A_{\alpha\beta}}{\partial x_\alpha \partial x_{\beta}} + A_{\alpha\beta} \frac{\partial^2 T}{\partial x_\alpha \partial x_{\beta}} \right). \hspace{1cm} (37)
\]

Now we use Eq. (30) and (31) to estimate the second derivatives in Eq. (37). Re-factoring the terms leads to a compact expression for particle \( i \):\[
\frac{du_i}{dt}_{1\text{st}} = \frac{1}{\rho_i} \int d^3x_j \frac{|x_{ij}|^2}{\sigma_{ij}} \left( \hat{A}_j + \hat{A}_i \right) (T_j - T_i) \nabla_i W_{ij}. \hspace{1cm} (38)
\]

Finally, we discretise the integral and rewrite the temperature to specific internal energy:
\[
\frac{du_i}{dt}_{1\text{st}} = \frac{\sigma_{ij}}{\rho_i} \sum_{j=1}^{N_{\text{nb}}} \frac{m_j}{\rho_j} x_{ij}^T \left( \hat{A}_j + \hat{A}_i \right) (u_j - u_i) \nabla_i W_{ij}. \hspace{1cm} (39)
\]

with the mean molecular mass \( \mu \) and the adiabatic index \( \gamma \). This equation allows us to calculate the effects of anisotropic conduction without an additional SPH loop.

One convenient property is that we managed to generate the term \( (T_j - T_i) \) like in the isotropic conduction case. This ensures only conduction if the temperatures of two particles differ and the sign takes care of the heat flux’ direction.

### 3.2 Ensuring the 2nd law of thermodynamics

There might still be a problem with this approximative formula. To ensure the correct flow of internal energy from hot to cold (according to the second law of thermodynamics) the tensor \( \hat{A}_j + \hat{A}_i \) must be positive definite. However, from the definition of a variable with tilde (Eq. (32)) we see, that this tensor does not necessarily fulfill this condition. For a very anisotropic setup heat flows in the wrong direction. In addition to a violation of classical thermodynamics this leads to numerical instabilities. To overcome this problem we have basically two options which are both artificial and therefore might negatively influence onto our discretisation formula in general:

(i) Implement a limiter in the code, which checks for non physical heat flows.

(ii) Change the tensor to a more isotropic version, which is always positive definite.

Since it is more straightforward and computationally cheaper we follow Petkova & Springel (2009) and use the second option: We add an isotropic component to the anisotropic tensor in order to prevent temperature flowing from cold to warm regions. We already have a pure isotropic component which is however proportional to \( \kappa_{\parallel} \), and it is not clear if this is already sufficient. Therefore, we do not forget about this fully anisotropic formulation, but further investigate the behaviour in our tests and cluster simulations in the next sections.

We add an artificial isotropic component and replace the tensor \( \hat{A} \) by
\[
\hat{A} \rightarrow \alpha \hat{A} + \frac{1}{3} (1 - \alpha) \text{tr} (\hat{A}) \hat{1}. \hspace{1cm} (40)
\]

Calculations carried out by Petkova & Springel (2009) show that we need to set \( \alpha \geq \frac{2}{3} \). We use the minimum value to prevent a large error in the estimate. This leads to \( \hat{A} \rightarrow \hat{A} \), which is computationally very cheap since we have to compute \( \hat{A} \) for each particle, anyway. We call this formulation the isotropised discretisation.

We can check, that \( \hat{A} \) itself is positive definite by diagonalising it:
\[
\text{diag}(\hat{A}) \propto \text{diag} \left( \hat{B} \otimes \hat{B} \right) = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}. \hspace{1cm} (41)
\]

Similar problems of non physical heat fluxes arise also in grid code solutions and are not an intrinsic problem of SPH formulations (see e.g. Sharma & Hammel 2007).

### 3.3 Solving the differential equation

Finally, we address the time integration of the resulting equation. Jubelgas et al. (2004) show how to apply a symmetry enforcing finite difference scheme. This is a fairly simple and computationally cheap approach, however, they conclude that a kernel averaging of the temperature is required to suppress the effects of small-scale noise in the temperature distribution. Therefore, an additional SPH loop is required, which greatly increases the computational cost.

In contrast, Petkova & Springel (2009) considered an implicit integration scheme. That requires again an additional SPH loop but has the advantage of much more accurate results for larger conduction time steps, therefore reducing the computational cost. They chose the so called conjugate gradient (CG) method which is basically an algorithm to solve a matrix inversion problem. Instead of fully inverting the matrix, it is also used as an iterative approximation method with very good convergence properties. A detailed discussion of the algorithmic properties is for example given by Saad (2003).

Due to the advantages in overall computational cost and precision we use the conjugate gradient method to solve the anisotropic conduction equation. At first, we need to ensure, that our equation suffices the requirements of the CG solver.

To discuss the properties consider the following equation which we want to solve for the vector \( \mathbf{u} \):
\[
\mathbf{C} \cdot \mathbf{u} = \mathbf{b}. \hspace{1cm} (42)
\]

For the algorithm to succeed, we place a few constraints on the matrix \( \mathbf{C} \): It needs to be real, symmetric and positive definite. Because the equations do not contain imaginary parts, the first condition is always fulfilled.

Symmetry corresponds to conservation of energy, which should always be fulfilled for an energy transport scheme. If this was not the case self-consistently from the derivation, we would have to symmetrise the result afterwards. We see if this property is fulfilled after writing down the equation explicitly as a matrix inversion problem.

The positive definitens can be argued as follows: In

\footnote{Please note that we would have to consider the real internal energy, hence the equations for \( u_i \) derived above have to be multiplied by \( m_i \).}
the continuous limit the matrix becomes diagonal. Positive definiteness is definite for a symmetric and real matrix means that the eigenvalues are positive. In our case this corresponds to heat being transported only anti-parallel to the temperature gradient following the 2nd law of thermodynamics. We argued about positive definiteness already in section 3.3. The fully anisotropic formulation can violate this condition, which can therefore lead to non-physical heat flows as well as numerical instabilities, since the CG method in principle requires it to be given. The isotropised version is constructed such that it definitely fulfils positive definiteness.

Now we show how to write Eq. (39) in CG formalism. Discretising the timestep using
\[
\frac{du_i}{dt} \to \frac{\Delta u_i}{\Delta t} = \frac{u_i^{n+1} - u_i^n}{\Delta t}
\]
we get for the part along the magnetic field lines
\[
u_i^{n+1} = u_i^n + \sum_{j=1}^{N_{\text{ ngh}}} c_{ij} \left( u_j^{n+1} - u_j^{n+1} \right)
\]
with
\[
c_{ij} = \frac{(\gamma - 1) \mu}{k_B} \frac{m_j \Delta t}{\rho_i \rho_j} \frac{|\mathbf{x}_{ij}|}{|\mathbf{x}_{ij}|} \left( \mathbf{A}_i + \mathbf{A}_j \right) \nabla_i W_{ij}.
\]

We can then write this as the matrix equation \( \mathbf{C} \cdot \mathbf{x} = \mathbf{b} \) with:
- \( C_{ij} := \delta_{ij} \left( 1 - \sum_k c_{ik} \right) + c_{ij} \)
- \( x_j := u_j^{n+1} \)
- \( b_i := u_i^n \)

Now, we check again if the energy is conserved properly (except for numerical errors). \( \mathbf{A} \) and therefore \( \mathbf{C} \) and \( \mathbf{b} \) are symmetric, which is exactly the property we identified with energy conservation. For the isotropised version we get the same equations just without the tilde above each \( \mathbf{A} \) and therefore same argumentation holds.

4 TESTS FOR THE NEW CODE

Next, we carry out several tests for the different implementations. We use rather simple test cases for which we can verify the behaviour analytically, before we apply it to a physically challenging problem like galaxy cluster evolution.

For all of the following tests we use initial conditions with "glass-like" particle distributions. Therefore, we rule out any alignment effects which arise by the definition of a grid. Even if the test setups could be done in one or two dimensions, we perform all tests in a fully three dimensional set-up.

Furthermore, we run the simulations with gas only and disable any accelerations on the SPH particles which would come from self-gravity or the MHD equations. With this approach, we ensure that hydrodynamical properties like the density and the internal energy are computed correctly in their respective SPH loops, but we evolve only the conduction equation to thoroughly test the behaviour of our implementations.

We always start by describing a test case and the derivation of an analytic solution. We are only be able to derive an analytic solution for a constant conduction coefficient, which we enforce in our code for the test problems instead of using Spitzer conduction. Afterwards we show the behaviour of the existing code (i.e. isotropic conduction) with a reference run and further present our results with the new anisotropic approaches (fully anisotropic and isotropised).

Finally, we present a more complicated test, where we allow a temperature dependent Spitzer conduction and check the influence of different prescriptions for perpendicular suppression.

4.1 Temperature step problem

At first, we reproduce the first test of [Jubelgas et al. 2004] and slightly modify it, so that we can apply it to the new anisotropic conduction implementation. The basic idea is to set-up a temperature step and let the particles exchange heat. We fix the particle positions (and also the magnetic field, which we add later) and therefore only evolve the conduction equation. Also considering a fixed conduction coefficient instead of Spitzer conduction we can pull the \( \kappa \) out of the divergence and get
\[
\frac{du_i}{dt} = \frac{\kappa}{\rho} \Delta T.
\]

This simplified conduction equation can be solved analytically (depending on the initial conditions) and we compare to the simulation results. We assume a gas with constant density and use
\[
u = \mathcal{C}_v \cdot T.
\]

with the specific heat capacity \( \mathcal{C}_v \). We rewrite Eq. (46) to
\[
\frac{du_i}{dt} = \alpha \cdot \Delta u
\]
with the so called thermal diffusivity \( \alpha = \kappa / \mathcal{C}_v \rho = \text{const} \), which is simply a diffusion coefficient, as discussed in section 2.2. For this temperature step problem it is sufficient to solve the equation in one dimension. The more general solution can be inferred later and basically differs only in some pre-factors. Following [Jubelgas et al. 2004] and [Landau & Lifschitz 2007] this equation can be solved through Fourier transformation. For details please see appendix D.

We describe the initial internal energy distribution with the following step function:
\[
u_0(x') = \begin{cases} 
\frac{u_0 - \Delta u}{2} & \text{for } x' < x_m \\
\frac{u_0 + \Delta u}{2} & \text{for } x' > x_m. 
\end{cases}
\]

with \( x_m \) being the position of the temperature step, \( \Delta u \) the height and \( u_0 \) the mean value. We get in total
\[
u(t, x) = u_0 + \frac{\Delta u}{2} \cdot \text{erf} \left( \frac{x - x_m}{2 \sqrt{\alpha t}} \right).
\]

At first, we cross check our calculations with the existing implementation of isotropic conduction. The result is shown in Fig. B. The SPH particles are directly plotted as black points without any binning or additional smoothing. The result matches well with the analytic solution. Therefore, the existing implementation works even for sudden temperature jumps.
4.1.1 Diagonal magnetic field

The next step is to include a magnetic field into the test problem to check the new anisotropic implementation. For simplicity we keep the magnetic field fixed. We introduce a homogeneous field in direction \((x, y, z) = (1/\sqrt{2}, 1/\sqrt{2}, 0)\). Hence, there is an angle of 45° between the \(B\)-field and the energy gradient, which is in our set-up parallel to the \(x\)-axis.

The results of the fully anisotropic conduction version are plotted in Fig. 2 in the top left box. This implementation reproduces the analytic solution quite well; however, we get more scatter than in the run with isotropic conduction. It is still not yet clear what the origin for this noise exactly is, but for a cosmological simulation this is of less importance, since thermal conduction is not the dominating effect modifying and the scatter is smoothed out. Probably, this formulation does not ensure a positive definite transport matrix, which induces errors into the conjugate gradient solver. However, we see that for a 45° magnetic field we do not need an artificial isotropisation to obtain a stable solution.

The top right panel shows the results using the isotropised formulation. Clearly, we never get the exact analytic result, since the isotropisation is artificially added into the numerics, but our result is close to the real solution. In contrast to the fully anisotropic formulation we get less scatter since the anisotropic part of the equation is mixed with an isotropic component and therefore has a weaker effect. Furthermore, we ensure positive definiteness of the transport matrix which guarantees stability of the algorithm.

4.1.2 Parallel and perpendicular magnetic field

So far we performed all tests with a magnetic field 45° to the temperature gradient. To exclude the arbitrariness of this choice and to study in more detail the different implementations we carry out the tests also with two other setups:

- A magnetic field along the temperature gradient to check if the isotropic case can be recovered with the new code at sufficient accuracy.
- The other extreme case of a magnetic field perpendicular to the temperature gradient to see if the different implementations really recover total suppression of heat flux.

In the middle row of Fig. 2 we show the results for a parallel magnetic field again for both implementations. The fully anisotropic implementation recovers the analytic solution very well, however, with some noise. The amount of noise is about the same as with a diagonal magnetic field. Since we have no difference to isotropic conduction in the case of a parallel magnetic field we see, that the noise can not origin from computational instability due to a non positive definite transport matrix. In comparison, we find less scatter but the same expected offset in the isotropised run as before.

In the bottom row we show similar plots for a magnetic field perpendicular to the temperature gradient. From our preconditions we expect no conduction in this case, so the initial conditions should stay constant except for numerical noise. For the fully anisotropic derivation we find a rather stable solution, as expected. However, we encounter the regime, where the anisotropy is strong enough for heat to flow in the wrong direction. We expected that behaviour and therefore, implemented the isotropised variation. We do not expect to see this behaviour any more in simulations,
where other processes are included and immediately damp the instabilities.

The isotropised approach can by construction not show a stable solution for this setup. The anisotropic part may be suppressed, but the isotropic part continues to work independently of the magnetic field. We find that while the conduction parallel to magnetic field lines is damped, we gain an amplification of the perpendicular component. These violate the initial assumptions of our derivation for the sake of enforcing a physical heat flux. We consider different test setups to find out, which formulation should be used.

4.1.3 Random magnetic field

At last, we check whether our implementation reproduces the common idea to approximate anisotropic conduction by an isotropic implementation damped by a factor of 1/3. We imprint a random magnetic field onto our initial problems and fit the analytic solution with fitting parameter \( \kappa \) to it. We find factors of about 0.33 at different times matching our expectations. The fully anisotropic approach usually shows slightly smaller values than the isotropised version, however the difference is very small. We emphasize that besides scatter, the shape of the analytic solution is reproduced very well. We conclude that unphysical errors like in the bottom left part of Fig. 2 will probably not arise in simulations with turbulent magnetic fields.

4.2 Smooth temperature distribution

Since the temperature step test contained an artificial discontinuity we test the code also with a similar setup but taking a smooth temperature distribution. Following Cleary & Monaghan (1999) we take a sinusoidal temperature distribution at \( t = 0 \). At first, we derive the analytic solution for the initial conditions:

\[
  u_0(x) = u_0 \cdot \sin(kx)
\]

with a generic wavenumber \( k \). The result is:

\[
  u(t, x) = u_0 \sin(kx) e^{-\alpha k^2 t}.
\]

Assuming periodic boundary conditions we need to add an initial offset to prevent negative energies:

\[
  u(t, x) = u_0 + u_0 \sin\left(\frac{2\pi x}{L}\right) e^{-2\alpha t/L^2}.
\]

We chose the arbitrary values of \( u_1 = 1500 \text{ erg/g} \) and \( u_0 = 1000 \text{ erg/g} \). Including a magnetic field we expect a reduced conduction with coefficient \( \kappa' = \kappa \cdot \cos^2 \angle (B, \nabla T) \).

We perform this test with both implementations of anisotropic conduction and three magnetic field configurations with \( 0^\circ \), \( 45^\circ \) and \( 90^\circ \) to the \( x \)-axis. The results are shown in Fig. 3.

Basically, we find a similar behaviour as for the temperature step problem: The isotropised impelmentation shows always an offset from the analytic solution (weaker conduction parallel and stronger conduction perpendicular to the magnetic field), while the fully anisotropic implementation reproduces the solution very well. We emphasise two main differences to our previous results:

The amount of scatter for the fully anisotropic implementation is similar to what we get for the isotropised run. Since there is no strong discontinuity in this setup the amount of scatter is way lower than for the temperature step test.

Furthermore, we do not get any numerical artifacts in our results and even full suppression of conduction with a perpendicular magnetic field for the fully anisotropic implementation. Therefore, this approach produces the best results as long as there are no sudden temperature jumps.

4.3 Hot gas sphere

Next, we test how the code behaves for a more complex scenario. Similar to the second test from Jubelgas et al. (2004) we set-up a sphere of hot gas. We use spherical symmetric initial conditions for the internal energy in the form of

\[
  u_0(r) = u_0 e^{-\beta r}.
\]

For this test case we only show a qualitative comparison of the different runs, to see if the anisotropy is reproduced well. In Fig. 4 we show our test results using isotropic conduction and both anisotropic approaches for a magnetic field in the \( x \)-direction. The comparison shows well the different overall effect of the three implementations. The more anisotropy the approach contains the lower the temperature decline in the inner region. Additionally, we see the stronger anisotropy in the middle panel compared to the right one through the ellipticity of the resulting profile.

In total, this agrees with our previous findings. Again there are no strange artifacts visible in any of the runs. We conclude that the fully anisotropic approach should be fairly unproblematic to use while it gives us more exact results according to the properties we formulated at the beginning. Therefore, we consider only this formulation.

4.4 Temperature step with perpendicular Conduction

Finally, we again set up a temperature step problem but now investigate the behaviour of the suppression mechanism described in section 2. We use typical values for temperature and density as they are found in hot regions of galaxy clusters and use a homogeneous magnetic field of the form \( B = \{B_0, B_0, B_0\} \) with \( B_0 \in [10^{-12} \text{G}, 10^{-17} \text{G}] \). The results are shown in Fig. 3.

At the beginning we set up the temperature step at \( x = 50 \text{ kpc} \). The generally expected behaviour is, that the discontinuity propagates to the low temperature regime while the two levels close in on the mean temperature. We have run the different set-ups with either totally suppressed conduction perpendicular to the magnetic field and both phenomenologically motivated scaling relations presented in section 2.

We can identify the following different behaviours when varying the magnetic field strength:

- \( B_0 \geq 10^{-13} \text{G} \): The magnetic field is strong enough to fully suppress perpendicular conduction no matter which prescription we use.
- \( B_0 \sim 10^{-14} \text{G} \): The linear scaling relation results in an increased net conduction while the quadratic scaling still suppresses perpendicular conduction strongly.
Figure 3. Testing a wave like temperature distribution as initial conditions using both the full anisotropic approach (upper row) and the isotropised version (lower row) with three different magnetic field configurations: 45° to the temperature gradient (left column), parallel (middle column) and perpendicular (right column), all at the same simulation time. Basically, the results are the same as for the temperature step test. However, we see less scatter in our plots for this smooth setup. Even the error which we saw for the perpendicular magnetic field earlier does not appear in this test.

Figure 4. Testing a spherical symmetric temperature distribution with a radial gradient. The left plot shows the reference run with isotropic conduction, while the middle and right plot show the fully anisotropic and isotropised implementations both with a magnetic field in x direction, again all at the same time. One can see, that the overall conduction increases with isotropy of the implementation. The much stronger anisotropic approach in the middle plot can be seen through higher ellipticity of isotherms (illustrated by white circles).

- $B_0 \sim 10^{-15}$G: Both prescriptions allow a certain amount of perpendicular conduction however there is no clear relation between both. The denominator of the suppression factor on the higher energy level is larger than one which results in a stronger suppression when the factor is squared. However, it is smaller than one for the low energy level. This is illustrated by Fig. 4

- $B_0 \sim 10^{-16}$G: The relation between linear and quadratic scaling has fully flipped: While both allow for a lot of perpendicular conduction now we get more net conduction with the quadratic formula

- $B_0 \leq 10^{-17}$G: The magnetic field is so weak that it can not suppress perpendicular conduction any more with either of the discussed scaling relations.

In total, we see that a proper treatment of perpendicular conduction is important mostly for very small magnetic field strengths. We can not judge from this test which prescription is the better, however, it is important to include a prescription if small magnetic fields require proper treatment. Additionally, we note that even if we take into account only hot gas, the suppression is still also dependent on density, which means that also particles with stronger magnetic fields can require this proper description.

4.5 Summary of test results

After all tests we come to the following conclusions:
magnetic field strengths where the relation between linear and quadratic suppression flips concerning which prescription results in higher net conduction. One can clearly identify the initial conditions with \( B \text{Number of particles per suppression factor bin for Figure 6.} \)

The isotropised formulation for anisotropic conduction ensures that the solving algorithm is stable and does not lead to non-physical heat conduction. However, it violates the prerequisites we used to derive an anisotropic formulation.

- We find that the fully anisotropic formulation behaves sufficiently well for adequately smooth temperature distributions. Since the degree of instability should be small in comparison to hydrodynamical effects we only apply this formulation in our cosmological simulations.
- We have briefly investigated the effects of different scalings for perpendicular suppression and further inquire their behaviour in simulations of galaxy clusters.

\[ \text{Initial conditions} \]

\[ \text{Figure 6.} \]

\[ \text{Figure 5.} \]

5 APPLICATION TO GALAXY CLUSTERS

In this section we present zoomed in re-simulations of massive COMA-like galaxy clusters selected from large Gpc sized cosmological boxes, where the parameters for a ΛCDM cosmology with \( \Omega_m = 0.24, \Omega_{\Lambda} = 0.04, \Omega_b = 0.76 \) and \( h = 0.72 \). We select five clusters from the original set of simulations presented in [Bonafede et al. (2011)] to study the effect of thermal conduction within galaxy clusters. These galaxy clusters have virial mass \( M_{\text{vir}} > 10^{15} M_\odot/h \) corresponding to virial radii of typically \( r_{\text{vir}} \sim 2.5 \text{ Mpc}/h \). Calculated virial properties for all runs are listed in Table 2. More details about the selection of the galaxy clusters and the generation of the initial conditions can be found in [Bonafede et al. (2011)].

At first, we select one isolated and relaxed looking galaxy cluster (g5699764) to perform several simulations testing different settings for the implementation of thermal conduction. Fig. 4 displays projected temperature maps of 5 Mpc wide and thick slices through the cluster, demonstrating the effect of thermal conduction on the temperature structure. The upper left panel shows the reference run without any thermal conduction. Then, from left to right and top to bottom the suppression factor is reduced (i.e. the conduction efficiency is increased) for the case of isotropic heat conduction. The last panel bottom right shows the result for anisotropic heat conduction, where we include the linearly scaling perpendicular suppression factor as displayed before (see section 2.2).

As shown already in [Dolag et al. (2004)], where similar simulations have been carried out with an earlier version of the implementation of isotropic heat conduction, we see that in such massive (and therefore hot) galaxy clusters, isotropic conduction has a strong effect on the temperature distribution. With less suppression of thermal conduction, more heat gets transported from the central part of the cluster to the outskirts and even more dramatically visible, local temperature fluctuations get smoothed out. In contrast, the simulation with anisotropic heat conduction shows only a very mild smoothing of the temperature fluctuations compared to the control run.

This can also be seen in Fig. 8 where we show the emissivity distributions for all the isotropic and one anisotropic run. The larger the isotropic conduction coefficient the more the distribution is tailored around the mean temperature, (e.g. the cluster gets more isothermal), while the peak increases and shifts to slightly higher temperatures.

To investigate the effect of details in the different treatment of perpendicular conduction for the anisotropic heat conduction, Fig. 9 shows temperature maps zooming onto the central 2.5 Mpc of our test cluster. Here we compare the isotropic thermal conduction with a suppression factor of \( \kappa = 0.01 \) with three anisotropic runs with different treatment of the perpendicular component: fully suppressed (Aniso), linear (AnisoPerp) and quadratic (AnisoPerpQ) proportionality to the magnetic field strength. It is clearly visible that the detailed choice of treatment of the perpendicular component has a quite significant effect on the out-

\[ ^{2} \text{Here we define virial properties based on the averaged density as predicted by the top-hat spherical collapse model, corresponding to 95 times the critical density for our chosen cosmology.} \]
Figure 7. Shown are the mass weighted temperature maps (5 Mpc × 5 Mpc) of the relaxed cluster g5699754 at z=0. The upper left panel shows the simulation without any thermal conduction. The other maps (from upper left to lower right) show the sequence for isotropic thermal conduction when changing the suppression factor as indicated in the maps. The lower right one shows the run with anisotropic thermal conduction where the perpendicular term is evaluated proportional to the magnetic field strength.

Figure 8. Shown are the emissivity distribution of the ICM within the virial radius as function of the temperature for different treatments of the thermal conduction. Good to see the trend to shrink the distribution around the mean temperature with increasing level of the coefficient.

come. Still, none of the anisotropic runs show such a strong smoothing of local temperature fluctuations as the isotropic conduction simulation, even if we allow for conduction to become rather isotropic for weak magnetic fields. It also makes a notable difference if we use the linear or the quadratic formula to calculate the perpendicular suppression factor.

This gets again more clear when looking at the emissivity distributions for the different anisotropic runs shown in Fig. 10. While including a perpendicular suppression coefficient proportional to $B^{-1}$ shrinks the distribution a bit, since it contains overall more conduction, we see clearly a different picture for the case proportional to $B^{-2}$. We find that this prescription suppresses conduction perpendicular stronger for most particles which results in less conduction compared to the linear case. Therefore, we see the emissivity distribution broadening again, even beyond the case with zero thermal conduction.

A more quantitative analysis is shown in Fig. 11 where the scaled, radial temperature profiles are presented in the upper panel. Here it can be clearly seen that the stronger we choose the isotropic conduction coefficient, the more internal energy is transported outwards beyond the virial radius. In agreement with previous studies in (Dolag et al. 2004), isotropic thermal conduction at a level of 1/3 of the Spitzer value already leads to an isothermal temperature distribution in the inner part of the galaxy cluster. Regarding anisotropic conduction we include two runs, the one with full suppression perpendicular to magnetic field lines as well as the one using the linearly scaling suppression factor. While the totally suppressed run resembles almost zero level of
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Figure 9. Shown are the mass weighted temperature maps (2.5 Mpc × 2.5 Mpc) of the inner part of the relaxed cluster at $z = 0$. The upper left panel shows the simulation with isotropic conduction for $\kappa = 0.01$. The other three maps show the runs with anisotropic thermal conduction for different treatment of the perpendicular case (see section 2.2).

Figure 10. Shown are the emissivity distribution of the ICM within the virial radius as function of the temperature for runs with anisotropic thermal conduction for the different treatments of the perpendicular case (see section 2.2).

Figure 11. Shown are radial temperature (upper panel) and entropy (lower panel) profiles for g5699764 with several different conduction settings at $z = 0$. The temperature profiles are normalized by the mean temperature within the virial radius for each respective run.

isotropic thermal conduction, the temperature profile of the latter one lies somewhere between $\kappa \approx 0.01$ and $\kappa \approx 0.03$ for isotropic thermal conduction. The entropy profiles in the lower panel are in general more difficult to interpret. Here, already the reference run builds up a significant entropy core (in line with what was reported for the non ideal MHD simulations in Bonafede et al. (2011)). Their shape is rather similar for all runs and due to combined effects including the different implementations of thermal conduction the trends are not easy to interpret and seem to depend on the local dynamical structures in the core of the galaxy cluster.

Finally, we can compare the simulated cluster to a sample of observations with XMM-Newton presented by Frank et al. (2013), where they measured the width of the temperature fluctuations within the central part (e.g. within $R_{2500}$) of a sample of galaxy clusters. Fig. 12 shows these observational data points over plotted with results for our different implementations of thermal conduction within our simulations. Please note that here we not only use the central galaxy cluster but also make use of a smaller galaxy cluster present within our simulation, which has a temperature of roughly 1 keV. For the case of isothermal conduction we see that the high isotropic conduction coefficients (e.g. $\kappa = 0.3$ and $\kappa = 0.1$) produce results which are below the observed
temperature fluctuations for the high temperature system, similar to the findings in Rasia et al. (2014). For the low temperatures all implementations are consistent with the observations. In contrast, the anisotropic runs are matching with the simulations without thermal conduction. Interestingly, the simulation with the quadratic dependency of the suppression factors shows the largest temperature fluctuations, in line with the broader temperature distribution shown before.

To enforce the idea of a proper treatment of perpendicular conduction we display the range of suppression factors for all hot particles in one of our simulations in Fig. 13 at several redshifts. Since conduction scales strongly with the temperature of the plasma, we take into account only the most important contributors to thermal conduction, selecting particles within the hot atmosphere of groups and clusters by requesting their temperatures \( T \) to exceed \( 10^7 \) K. As the typical formation time of clusters and groups is around \( z = 1 \), the amount of particles within this hot gas phase increases significantly until the redshift approaches \( z = 1 \). While either suppression formulation results in fairly low suppression factors for the bulk of particles, there are significant differences in the amount of particles which have moderate suppression factors up to the regime of almost unsuppressed conduction. Furthermore, it seems that the quadratic formula produces in general lower factors and therefore less net suppression factors up to the regime of almost unsuppressed factors for the bulk of particles, there are significant differences in the amount of particles which have moderate suppression factors up to the regime of almost unsuppressed conduction. Ultimately, including magnetic fields, the fraction of condensed baryons in form of stars and cold gas changes with the treatment of thermal conduction. For further cross reference our initial conditions with the numbering used by Bonafede et al. (2011).

To further investigate the effect of the different treatments of thermal conduction we select the same four, Coma like galaxy clusters (g0272097, g1657050, g4606589 and g6802296) as in Bonafede et al. (2011) and simulate them with zero thermal conduction, isotropic conduction at a level of \( \kappa = 0 \) and anisotropic thermal conduction using the linear scaling for the perpendicular case. Table 1 lists the general properties of the resulting galaxy clusters.

While the virial properties of the halo are basically unchanged, the amount of condensed baryons in form of stars and cold gas changes with the treatment of thermal conduction. This fraction slightly grows with increasing net conduction, similar to previous findings (Dolag et al. 2004), again indicating that thermal conduction alone is not able to prevent cooling in the centers of cluster. Although, due to the inclusion of magnetic fields, the fraction of condensed baryons is smaller than in previous numerical studies, it is still larger than previous observations (Balogh et al. 2001, Lin et al. 2003; Andreon 2010). However, more recent observational studies by Kravtsov et al. (2014) indicate a significantly larger amount of stars in the central galaxies of clusters than previously thought. Ultimately, including anisotropic thermal conduction seems not to change the amount of cold baryons in the center of simulated galaxy clusters significantly.

The respective temperature maps for all five clusters and groups, almost all particles have magnetic fields at \( \mu \text{G} \) levels. Still particles sitting in extreme density peaks can also contribute to this opposite behaviour.

| Cluster | Bon. | Cond. \( \kappa \) | \( r_{\text{vir}} \) [Mpc/h] | \( m_{\text{vir}} \) \( \times 10^{15} \) M\(_{\odot}/h \) | \( f_{\text{col}} \) |
|---------------------------|-----------------|----------------------|------------------|------------------|------------------|
| g5699754 D17 | 0 | 2.568 | 1.739 | 0.184 |
| 0.001 | 2.566 | 1.736 | 0.183 |
| 0.003 | 2.569 | 1.742 | 0.175 |
| 0.01 | 2.569 | 1.742 | 0.175 |
| 0.03 | 2.566 | 1.735 | 0.181 |
| 0.1 | 2.569 | 1.741 | 0.188 |
| 0.3 | 2.564 | 1.732 | 0.191 |
| Aniso | 2.553 | 1.710 | 0.197 |
| AnisoPerp | 2.562 | 1.727 | 0.188 |
| AnisoPerpQ | 2.553 | 1.709 | 0.183 |
| g0272097 D2 | 0 | 2.375 | 1.3989 | 0.179 |
| 0.3 | 2.378 | 1.393 | 0.185 |
| AnisoPerp | 2.310 | 1.280 | 0.267 |
| g1657050 D5 | 0 | 2.397 | 1.427 | 0.185 |
| 0.3 | 2.387 | 1.410 | 0.191 |
| AnisoPerp | 2.380 | 1.398 | 0.193 |
| g4606589 D13 | 0 | 2.145 | 1.025 | 0.174 |
| 0.3 | 2.153 | 1.037 | 0.191 |
| AnisoPerp | 2.154 | 1.038 | 0.180 |
| g6802296 D20 | 0 | 2.062 | 0.909 | 0.172 |
| 0.3 | 2.054 | 0.899 | 0.204 |
| AnisoPerp | 0.202 | 8.566 | 0.211 |

Table 1. Calculated virial masses \( 10^{15} M_{\odot}/h \), virial radii [Mpc/h] and mass fraction of collapsed baryons (stars + gas with \( T < 3 \times 10^8 \) K) for all runs. Different conduction settings do not alter the global halo properties significantly. The fraction of collapsed baryons seems to grow slightly with increasing net conduction.
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Figure 13. This plot shows distribution of linear and quadratic suppression factors calculated for all particles of the run AnisoPerp with temperatures higher than $10^7$ K for several redshifts. (see section 2.2).

with the three settings for thermal conduction are shown in Fig. 14. The four additional clusters show a very similar behaviour as we saw before in the relaxed one. Temperature is transported outwards with the isotropic conduction using $\kappa = 0.3$, while substructures are strongly smoothed out, while as the run with anisotropic conduction shows only mild smoothing of temperature fluctuations. One interesting aspect gets clearly visible in Fig. 15, where we present the corresponding radial temperature profiles for five clusters for the three different runs. Again, we see that isotropic conduction leads to a significant flattening of the temperature profile embedding a cold core with varying size and moderate temperature. The simulations without thermal conduction show a rising temperature profile towards the center with a much larger drop of temperature within the central core. The simulations with anisotropic thermal conduction where we used the linear scaling for the perpendicular component shows a more bimodal temperature profile. Some clusters show very similar temperature profiles compared to the simulations without any thermal conduction, some have a very pronounced cold core. The sample is much too small to draw robust conclusions but this indicates that in the case of anisotropic thermal conduction the amount of heat transport is strongly varying with the current dynamical state of the cluster and therefore might contribute to the observed bimodality of cool core and non cool core clusters. The temperature for all runs drops lower than the specific mean temperature of gas inside the virial radius at about 40 to 45 per cent of the virial radius.

Finally, we compare the temperature fluctuations of the full set of our simulations to the XMM-Newton observations presented by Frank et al. (2013). Similar as before, beside the central, massive cluster we also take other clusters found in the high resolution region into account, allowing us to get

Figure 16. Comparing the temperature fluctuations within $R_{2500}$ as inferred from observations by Frank et al. (2013) with the one predicted for the set of simulated clusters, including also some less massive ones which are found within the high resolution region of the zoomed simulations. The different colors correspond to the simulations without thermal conduction (black), isotropic thermal conduction with $\kappa = 0.3$ (red) and anisotropic thermal conduction, where the perpendicular term is evaluated using the linear scaling (pink).
Figure 14. Shown are the mass weighted temperature maps (5 Mpc × 5 Mpc) of the five simulated clusters at z=0. The upper left row shows the simulation without thermal conduction. The middle maps show the simulations with isotropic thermal conduction for $\kappa = 0.3$ and the lower row shows the runs with anisotropic thermal conduction, where the perpendicular term is evaluated with the linear scaling.

Figure 15. Radial temperature profiles for all five clusters as in Fig. 14. Dashed lines indicate the first crossing of $T = < T >$. 
also some objects with various temperatures, sampling the low temperature region. Fig. [10] shows the comparison of the data with our simulations without thermal conduction, with isotropic conduction using \( \kappa = 0.3 \) and with anisotropic conduction including linear scaling for the perpendicular component. While the simulated clusters with isotropic conduction using \( \kappa = 0.3 \) fall significantly below the bulk of data points for clusters above 5 keV, the simulations without thermal conduction and with anisotropic thermal conduction seem to represent the observed data points reasonably well. Still a more clearly selected set of simulated galaxy clusters across the whole temperature range as well as observations in the high temperature regime are needed to draw more robust conclusions.

6 SUMMARY AND CONCLUSIONS

We derive and discuss a numerical scheme for anisotropic thermal conduction in the presence of magnetic fields. We present a discretisation for SPH and implement our new method into the cosmological simulation code GADGET. We show a variety of standard tests as well as cosmological simulations of galaxy cluster formation with different choice of conduction parameters, where we combined the new conduction implementation with a supernova seeding scheme for the magnetic field (Beck et al. 2013), leading to a self consistent evolution of magnetic fields within the cosmic structures.

Our numerical scheme for anisotropic conduction in SPH solves the corresponding equations using a conjugate gradient solver, and therefore need only a very small amount of extra computational effort in the MHD version of GADGET. However, the straightforward derivation can violate the second law of thermodynamics in cases of strong anisotropies and large jumps in temperature. Additionally, this can cause an unstable behaviour of the conjugate gradient solver in the presence of extremely sharp jumps of temperature. Typically, this problem is solved by introducing a correction which ensures positive definiteness of the linear equation system by adding an artificial isotropic component. However, this correction can lead to significant, artificial heat flow perpendicular to the magnetic field and it is therefore questionable if such a numerical correction is useful in a realistic environment, where it can hide the effect of anisotropic conduction. In general, for any realistic situation, our anisotropic implementation with fully suppressed perpendicular term is already stable enough so that we do not have to add an artificial, destructive isotropisation term. However, a closer look at the term of the perpendicular conduction coefficient reveals that the amount of suppression of the perpendicular conduction coefficients can scale with either with \( B^{-1} \) or with \( B^{-2} \) (Huba 2011). Depending on other plasma properties, these two scalings can have different relative effect on the amount of perpendicular heat transport. To test them, we perform cosmological simulations of the formation of galaxy clusters with different implementations of the perpendicular transport coefficients. We also compare the results with a fully isotropic implementation of heat transport for different values of the suppression of thermal conduction with respect to the classical Spitzer value. Our main results can be summarised as follows:

- Temperature maps from simulated galaxy clusters show that isotropic thermal conduction not only transports heat outwards, but also smoothes small-scale features. Anisotropic conduction seems to resemble isotropic transport with coefficients like \( \kappa \sim 0.01 \cdot \kappa_{Sp} \); however, prominent substructures in the temperature distribution survive due to insulation by magnetic field lines.
- Radial temperature profiles change differently when applying anisotropic thermal conduction depending on the dynamical evolution of the cluster. Some profiles are very similar to those without thermal conduction showing a rising profile with a large drop towards the center while others show a very pronounced cool core. In contrast, isotropic conduction produce flattened, almost isothermal temperature profiles in the central regions.
- We show the relevance of a proper treatment of perpendicular conduction instead of only parallel transport. At all times we find a significant amount of particles with temperatures \( T > 10^7 \) K for which a non negligible perpendicular component is assigned. These particles sit either in regions with negligible magnetic field or at gas density peaks.
- We calculate emissivity distributions and compare to observed temperature fluctuations of Frank et al. (2013). We find that simulations with either zero or anisotropic conduction reflect the observational data points best, whereas isotropic conduction with \( \kappa > 0.1 \) shows a clear lack of temperature fluctuations compared to the observational data points. In comparison, although clearly visible, the differences for the different descriptions for perpendicular conduction show only mild changes in the amount of temperature fluctuations. Here a significant increase of number of simulated galaxy clusters as well as many more observations of high temperature clusters will be needed to discriminate between them.
- We compare the fractions of cold gas and stars in different simulations and find a weak dependence on the conduction parameters. Conduction seems not to play a key role in suppressing cooling in galaxy clusters, but due to the coupling of the suppression factors to the local dynamical state of the cluster, the anisotropic conduction might contribute to the observed bimodality of cool core and non cool core systems.

In conclusion, anisotropic thermal conduction is not a dynamically dominant process within galaxy clusters, but can influence the evolution of small-scale structure. In contrary to isotropic heat conduction, it produces a reasonable amount of temperature fluctuations compared to observations and still allows locally for transport of heat. In general, it comes only with a small amount of computational cost for cosmological SPMHD codes and eliminates the need for a free efficiency parameter. In the future, a sample of cosmological boxes will allow a better statistical analysis of the detailed temperature structure and the role of anisotropic thermal conduction in galaxy clusters. This will help to gain further knowledge about the scaling relations of perpendicular conduction or the importance of small-scale plasma instabilities.
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APPENDIX A: SOLVING THE TAYLOR APPROXIMATION FOR THE SECOND ORDER TERM

We show the solution of the modified Eq. (29) solved for the second order term, which we need to compute the mixed second derivatives in the conduction equation. At first, the kernel derivative is expressed as

$$\frac{\partial W_i}{\partial (x_j)} = -W_{ij} \frac{(x_i)}{|x_j|}.$$  \hspace{1cm} (A1)
Looking at the first order error term of the modified Eq. (29), we see, that
\[ \int d^3x \frac{(x_{ij})_\alpha (x_{ij})_\beta}{|x_{ij}|^2} \cdot \left( -\frac{(x_{ij})_\delta}{|x_{ij}|} W'_{ij} \right) = 0, \]  
(A2)
since for all possibilities of \( \alpha, \gamma \) and \( \delta \) there is always at least one component, where the integral vanishes because of an antisymmetric integrand. All indices range from 1 to 3, so there is always one component with an odd amount of \( x_{ij} \). The denominator and \( W'_{ij} \) are even with respect to \( x_{ij} \), so the integral vanishes.

The next step is to calculate the integrals of the second order error term with a substitute as
\[ T_{\alpha\beta\gamma\delta} = \int d^3x \frac{(x_{ij})_\alpha (x_{ij})_\beta (x_{ij})_\delta (x_{ij})_\epsilon}{|x_{ij}|^5} W'_{ij}. \]  
(A3)

We distinguish between the following three cases, which we address one after another:

1. At least three indices are unequal
2. All indices are equal
3. The indices form two pairs, e.g. \( \alpha = \beta \) and \( \gamma = \delta \)

### 1. At least three indices are unequal

If at least three of the four indices are unequal, then there is at least one integration where the integrand contains only a single \( x_{ij} \) component. Since the denominator and \( W'_{ij} \) are even functions with respect to \( x_{ij} \), the integrand for this component is in total an odd function which vanishes when integrating over the whole (symmetric) domain. Therefore, the integral is zero.

### 2. All indices are equal

If all indices are equal, we start the calculations with substituting the integration variable \( x_{ij} \rightarrow x_{ij} \) without further implications on the integration. Then Eq. (A3) simplifies to
\[ T_{\alpha} = \int d^3x \frac{(x_{ij})^4_\alpha}{|x_{ij}|^3} W'_{ij}, \]  
(A4)
where we used the short hand notation \( T_{\alpha} := T_{\alpha\alpha\alpha\alpha}. \)

Since \( W'_{ij} \) is only dependent on \( |x_{ij}| \) we choose spherical coordinates for \( x_{ij} \). We can arbitrarily choose the rotation of our coordinate system. For simplicity we let \( (x_{ij})_\alpha \) be along the z-axis of the coordinate system. This results in
\[ T_{\alpha} = \int dr \int d\phi \int d\theta r^2 \sin \theta \cdot (r \sin \theta \cos \phi)^4 \cdot W'(r). \]  
(A5)

We can easily perform the \( \phi \) and \( \theta \) integrations and obtain
\[ T_{\alpha} = \frac{4\pi}{5} \int dr r^3 W'(r). \]  
(A6)

Next, we perform a partial integration, where the boundary term vanishes, since the kernel is monotonically decreasing towards zero. It remains:
\[ T_{\alpha} = -\frac{12\pi}{5} \int dr r^2 W'(r) = -\frac{3}{5}, \]  
(A7)
because of the kernel normalisation condition.

### 3. The indices form two pairs

This last case can be calculated pretty similar, except that we have to chose two indices, which have to be unequal. We choose \( \alpha = 1 \) and \( \beta = 3 \). Again, written in spherical coordinates we get
\[ T_{\alpha\beta} = \int dr \int d\phi \int d\theta r^2 \sin \theta \cdot (r \sin \theta \cos \phi)^2. \]  
(A8)

Using the results from the \( r \)-integration before we calculate
\[ T_{\alpha\beta} = -\frac{4}{5} \]  
and the total result is:
\[ T_{\alpha\beta\gamma\delta} = \begin{cases} 
-\frac{1}{5} & \text{if } \alpha = \beta = \gamma = \delta \\
-\frac{1}{5} & \text{if } \alpha = \beta \neq \gamma = \delta \\
-\frac{1}{5} & \text{if } \alpha = \gamma \neq \beta = \delta \\
0 & \text{else}
\end{cases} \]  
(A9)

So basically \( T \) is only non zero, if we have two pairs of indices.

### All cases combined

Plugging everything back into the modified Eq. (29) gives:
\[ I_{\gamma\delta} := 2 \int d^3x \frac{Q(x_{ij}) - Q(x_{ij})_{\gamma} \partial W_{ij}}{|x_{ij}|^5} \]  
\[ = -\sum_{\alpha\beta} T_{\alpha\beta\gamma\delta} \frac{\partial^2 Q}{\partial x_{ij} \partial x_{\alpha\beta}} |_{x_{ij}}. \]  
(A10)

To infer a general behaviour we take a look at an example with \( \gamma = \delta = 0 \)
\[ I_{00} = \frac{3}{5} \frac{\partial^2 Q}{\partial x^2_0} |_{x_{ij}} + \frac{1}{5} \frac{\partial^2 Q}{\partial x^2_1} |_{x_{ij}} + \frac{1}{5} \frac{\partial^2 Q}{\partial x^2_2} |_{x_{ij}}. \]  
(A11)

Since we want to infer an approximation for second order mixed derivatives of \( Q \), we have to linearly combine terms for different choices of \( \gamma \) and \( \delta \). It can be found that,
\[ \frac{\partial^2 Q}{\partial x^2_0} = 2 \cdot I_{00} - \frac{1}{2} \cdot I_{11} - \frac{5}{2} \cdot I_{22} \]  
\[ = 2 \cdot \frac{5}{4} \cdot I_{00} - \frac{1}{2} \cdot I_{00} - \frac{1}{2} \cdot I_{11} - \frac{1}{2} \cdot I_{22} \]  
(A12)

and cyclic permutation for other second derivatives. A similar formula applies for mixed derivatives. Consider for example
\[ I_{01} = \frac{1}{5} \frac{\partial^2 Q}{\partial x_{0} \partial x_{1}} |_{x_{ij}} + \frac{1}{5} \frac{\partial^2 Q}{\partial x_{1} \partial x_{0}} |_{x_{ij}}. \]  
(A13)

It is better to keep both parts separated to explicitly indicate the symmetry for simplicity in the assembly process.

From this example we get directly
\[ \frac{\partial^2 Q}{\partial x_{0} \partial x_{1}} = \frac{5}{4} \cdot I_{01} + \frac{5}{4} \cdot I_{10} \]  
(A14)

and cyclic permutations.

Combining the equations (A12) and (A14) we see that all \( I_{ij} \) occur times a factor of \( 5/2 \) minus a trace term times \( 1/2 \). This finding is represented by the substition Eq. (A9) in our final result.
APPENDIX B: ANALYTIC SOLUTION FOR THE TEMPERATURE STEP PROBLEM

We show the derivation of the analytic solution of the conduction equation for the temperature step test (section 4.1).

We start with the Fourier transformation of the specific internal energy in both directions:

\[ u(t, x) = \int_{-\infty}^{\infty} u_k(t) e^{ikx} \frac{dk}{2\pi} \]  

(B1)

and

\[ u_k(t) = \int_{-\infty}^{\infty} u(t, x) e^{-ikx} dx. \]  

(B2)

The conduction equation expressed in Fourier space is

\[ \frac{du_k(t)}{dt} = -\alpha k^2 u_k(t) \]  

(B3)

with the simple solution

\[ u_k(t) = u_{k0} e^{-\alpha k^2 t}. \]  

(B4)

Using \( u(t = 0, x) = u_0(x) \) we express the unknown coefficient in terms of the initial condition in real space

\[ u_{k0} = \int_{-\infty}^{\infty} u_0(x') e^{-ikx'} dx'. \]  

(B5)

We insert this result into the reverse Fourier transformation (Eq. (B1)) and obtain

\[ u(t, x) = \int dx' \int_{-\infty}^{\infty} \frac{dk}{2\pi} u_0(x') e^{-\alpha k^2 t} e^{ik(x-x')}. \]  

(B6)

At first, we perform the integration over \( dk \). For this we rewrite the exponentials completing the square to bring them into Gaussian form, which is a simple integration and get

\[ u(t, x) = \frac{1}{2\sqrt{\pi \alpha t}} \int_{-\infty}^{\infty} dx' \ u_0(x') \exp\left(-\frac{(x-x')^2}{4\alpha t}\right). \]  

(B7)

At this point we need to use the specific initial conditions of our problem. For the temperature step they are defined as

\[ u_0(x') = \begin{cases} 
    u_0 - \frac{\Delta u}{2} & \text{for } x' < x_m \\
    u_0 + \frac{\Delta u}{2} & \text{for } x' > x_m,
\end{cases} \]  

(B8)

with \( x_m \) being the position of the temperature step.

Inserting this into Eq. (B7) we get two integrals to perform:

\[ u(t, x) = \frac{1}{2\sqrt{\pi \alpha t}} \left[ \int_{-\infty}^{x_m} dx' \ \left( u_0 - \frac{\Delta u}{2} \right) e^{-y^2} + \int_{x_m}^{\infty} dx' \ \left( u_0 + \frac{\Delta u}{2} \right) e^{-y^2} \right], \]  

(B9)

where we substituted \( y \equiv y(x') = \sqrt{\frac{(x-x')^2}{4\alpha t}} \).

We split this expression into two parts: One which is multiplied by \( u_0 \) and one which is multiplied by \( \Delta u/2 \). The \( u_0 \) term can be simply integrated, since it is again only a gaussian integral, which results in \( 2\sqrt{\alpha \pi t} \cdot u_0 \). For a little

consistence check consider \( \Delta u = 0 \) then we get \( u(t, x) = u_0 \), which is what we would expect for a isothermal region without any other effects than thermal conduction.

To integrate the second term, with \( \Delta u \), one has to rewrite the integrals to resemble the definition of error functions. The final result reads

\[ u(t, x) = u_0 + \frac{\Delta u}{2} \cdot \text{erf} \left( \frac{x-x_m}{\sqrt{2\alpha t}} \right). \]  

(B10)