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Abstract

We present a self-supervised learning framework to estimate the individual object motion and monocular depth from video. We model the object motion as a 6 degree-of-freedom rigid-body transformation. The instance segmentation mask is leveraged to introduce the information of object. Compared with methods which predict pixel-wise optical flow map to model the motion, our approach significantly reduces the number of values to be estimated. Furthermore, our system eliminates the scale ambiguity of predictions, through employing the pre-computed camera ego-motion and the left-right photometric consistency. Experiments on KITTI driving dataset demonstrate our system is capable to capture the object motion without external annotation, and contribute to the depth prediction in dynamic area. Our system outperforms earlier self-supervised approaches in terms of 3D scene flow prediction, and produces comparable results on optical flow estimation.

1. Introduction

Imagining a driving scenario in real world. The driver may encounter many dynamic objects (e.g. moving vehicles). The knowledge of their movements is of vital importance for the driving safety. We aim to solve the motion of individual object from video in the context of autonomous driving (e.g. the video is taken by a camera installed on a moving car). However, due to the entanglement of object movement and camera ego-motion, it is difficult to estimate the individual object motion from video.

This difficulty can be tackled by introducing the information of surrounding structure, e.g. a per-pixel depth map. Depth estimation from image is a fundamental problem in computer vision. Recently the view-synthesis based approach provides a self-supervised learning framework for depth estimation, without supervision of depth annotation. Strong baselines of depth prediction have been established in [9, 20, 36], most of which jointly train a depth and a pose network (for predicting camera ego-motion).

The depth and camera ego-motion can only explain the pixel displacement in static background. To model the dynamic object motion, Yin et al. [35] proposes to jointly estimate the optical flow. Similar pipeline is used in EPC++ [20] and achieves impressive performance.

In this paper, we propose a self-supervised learning framework for estimating the individual object motion and the monocular depth from video. Our first contribution is to model and predict the object motion in the form of 6 dof...
(degree-of-freedom) rigid-body transform. Previous self-supervised approaches use dense 2D optical flow, or 3D scene flow [2] to model the motion, meaning a pixel-wise flow map is predicted. By contrast, our approach predicts a 6 dof rota-translation for the motion of individual object. The number of values to be estimated is significantly reduced from a pixel-wise prediction to 6 scalars per instance.

Our second contribution is to solve the scale ambiguity in the view-synthesis based framework, using the pre-computed absolute camera ego-motion and the left-right photometric loss. Self-supervised learning framework based on view synthesis suffers from scale ambiguity, meaning the predicted motion and depth are only up-to-scale. We solve this problem by estimating the absolute camera ego-motion in advance, and synthesizing a view together with the depth prediction. In this process the scale information is introduced. We also impose the left-right photometric loss which encodes scale information from the stereo image pair.

We perform evaluations of our framework on KITTI dataset. The result manifests the effectiveness of our system to predict individual object motion. Our system outperforms other self-supervised approaches in scene flow prediction, and improve the depth prediction in dynamic area of the image. We also produce optical flow prediction which is comparable to results of earlier approaches.

2. Related work

Our system is developed to solve the individual object motion from video, and provide monocular depth estimation. In this section we firstly present works related to depth estimation from image. Then some methods which address the object motion are introduced.

**Supervised Depth Estimation** The depth estimation is formulated as a regression problem in most supervised approaches, where the difference between the predicted depth and its ground truth is minimized. The manually defined feature is used in early work. Saxena et al. [27] propose to estimate the single-view depth by training Markov random field(MRF) with hand-crafted features. Liu et al. [19] integrate semantic labels with MRF learning. Ladicky et al. [16] improve the performance by combining the semantic labeling with the depth estimation.

Deep convolutional neural network (CNN) is good at extracting features and inspires many other methods. Eigen et al. [5] propose a CNN architecture to produce dense depth map. Based on this architecture, many variants have been proposed to improve the performance. Li et al. [18] improve the estimation accuracy by combining the CNNs with the conditional random field(CRF), while Laina et al. [17] use the more robust Huber loss as the loss function. Patil et al. [29] produce a more accurate depth estimation by exploiting spatiotemporal structures of depth across frames.

**Self-supervised Depth Estimation** However, it is expensive and time-consuming to collect large amounts of depth ground truth. One alternative is to build a self-supervised learning framework where the network is supervised by the image reconstruction loss. This loss is a function of depth prediction. Zhou et al. [35] proposed to jointly train two networks for estimating dense depth and camera ego-motion. The image is synthesized from the network output, following the traditional Structure-from-motion procedure. Various constraints have been introduced to improve the performance, like the surface normal consistency [34], the edge consistency [33] or the temporal depth consistency [22]. Godard et al. [10] achieved a significant improvement by compensating for image occlusion.

Besides estimating depth from the monocular video, [10, 20] have proposed to synthesize stereo image pairs for depth estimation. Here the stereo image pairs have been calibrated in advance, the pose network is thus no longer necessary. Depth prediction from this set-up is free of scale ambiguity issue, since the scale information is introduced from the calibrated stereo image pairs.

**Compensation for Object Motion** Most self-supervised monocular depth estimation approaches are subject to rigid scene assumption: scene captured by the video are assumed to be rigid. This assumption is generally not true in autonomous driving scenario, where many moving objects are presented.

The object motion can be solved by introducing the optical flow map. Yin et al. [35] proposed to estimate the residual flow on top of the rigid flow, which is computed from the predicted depth and camera ego-motion. This residual flow can only correct for small error but generally fail for big pixel displacement, e.g. when the object is moving fast. Luo et al. [20] proposed to jointly train networks for depth, camera ego-motion, optical flow and motion segmentation, with enforcing the consistency between each prediction. In [25] a similar architecture is adopted, while the system is trained in a competitive collaboration manner. Both approaches have achieved SoTA performance on KITTI dataset.

Beyond the scope of self-supervised learning, the estimation of optical flow has been addressed through end-to-end deep regression based methods [4,12]. PWC-Net [23] further improves the efficiency by integrating the pyramid processing and cost volume into their system. Besides optical flow, scene flow has been introduced to solve the object motion. Scene flow [30] describes the 3D motion of a point. [31, 32, 24] estimate the scene flow by fitting a piece-wise rigid representations of motion. They decompose the scene into small rigidly moving plane and solve their motion by enforcing some constraints, like appearance or constant velocity consistency in [31]. DRISF [21] formulates the scene flow estimation as energy minimization in a deep structured...
model, which can be solved efficiently and outperforms all other approaches.

In this work we try to solve the object motion by modeling it as a rigid-body transform. Similar idea is proposed in [3], where the pre-computed instance segmentation masks are utilized for individual object-motion prediction. We propose a self-supervised learning framework inspired from their work, with significant modifications summarized as following: (1) Our system estimates the combined transformation, encapsulating both the camera ego-motion and the object motion. By contrast, Casser et al. [3] estimate the object motion on top of the camera ego-motion, predicted by the Pose-net. Thus the accuracy of their object motion prediction is dependent on the performance of their Pose-net. (2) Our system predicts absolute object motion which can be used to transform the object in 3D space directly. By contrast, Casser et al. only predict an up-to-scale object motion. This means the magnitude of object movement is missing in their prediction.

3. Method

Here we propose a framework for jointly training an object-motion network (ObjMotion-net) and a depth network (Depth-net). We firstly explain the view synthesis for dynamic objects, then provide an overview of our framework. Our networks are supervised by four losses, which are detailed in Sec 3.3.

3.1. Theory of View Synthesis

View synthesis is to synthesize the target frame $I_{tgt}$ from the source frame $I_{src}$. For each pixel $p_{tgt}$ in $I_{tgt}$, its correspondence $p_{src}$ in $I_{src}$ is required. The photometric consistency between the synthesized view $I_{tgt}$ and its reference $I_{tgt}$ serves as the primary supervision in our system.

**Synthesis for Static Area** Suppose two consecutive frames from a video are given: the target frame $I_{tgt}$ captured at time $t$, and the source frame $I_{src}$ captured at time $t+1$. For pixel $p_{tgt}$ in the static area of $I_{tgt}$, its correspondence $p_{src}$ in $I_{src}$ is computed from Eq. 1:

$$h(p_{src}) \sim KT_{t \rightarrow s}X^t(p_{tgt})$$

$$X^t(p_{tgt}) = \hat{D}(p_{tgt})K^{-1}h(p_{tgt}) \quad p_{tgt} \in S_0(I_{tgt})$$ (1)

where $h(p)$ denotes the homogeneous pixel coordinates, $K$ is the camera intrinsics, $T_{t \rightarrow s}$ is the camera ego-motion for the reference system $C_{tgt}$ and $C_{src}$ (see Fig. 1), $X^t(p_{tgt})$ is the projected 3D point of $p_{tgt}$ in the reference system $C_{tgt}$, $\hat{D}(p_{tgt})$ denotes the depth prediction scalar at $p_{tgt}$, $S_0(I_{tgt})$ refers to the static area of $I_{tgt}$.

**Synthesis for Dynamic Area** Pixel correspondence for dynamic object is computed from Eq. 2. Here the 3D point $X^t(p_{tgt})$ is further transformed by a rigid-body transform $\hat{T}_{i_{obj}} \in SE(3)$ (6 dof, 3 translations and 3 Euler angles). This process is illustrated in Fig. 2.

$$h(p_{src}) \sim KT_{t \rightarrow s}\hat{T}_{i_{obj}}X^t(p_{tgt}) \quad p_{tgt} \in S_i(I_{tgt})$$ (2)

Here $S_i(I_{tgt})$ refers to pixels in the dynamic area of $I_{tgt}$, whose 3D motion is described as $T_{i_{obj}}$. Suppose there are $n$ moving objects in the scene, we estimate $\hat{T}_{i_{obj}}(i = 1, \ldots, n)$ for each individual object. Then the target frame $I_{tgt}$ is synthesized separately for static pixels according to Eq. 1 and for dynamic pixels according to Eq. 2.

Note we only focus on objects whose movement can be described by a rigid-body transform. These include cars, buses and trucks, etc. Objects like pedestrians are not considered since their movement is too complicated to be described by a rigid-body transform.

3.2. Framework Overview

Fig. 3 provides an overview of our framework. It illustrates how the image is synthesized from the network output: depth and object-motion for all instances in the scene. We distinguish between the static and dynamic area based on image segmentation mask. Acquired from the pretrained Mask R-CNN model, the segmentation mask highlights instances which are potentially, but not necessarily dynamic (e.g. when vehicle stops for the traffic light).

The segmentation mask also distinguishes between different instances in the scene. We align the instance mask across time, and segment the temporal image sequence by this instance-aligned mask. One masked sequence example is shown as $I_{t-1}$, $I_t$ and $I_{t+1}$ in Fig. 3. This serves as the network input to predict the motion $\hat{T}_{t \rightarrow t-1}$ and $\hat{T}_{t \rightarrow t+1}$ for this specific object.

In implementation, the actual network prediction is the product of the camera ego-motion and the object-motion:
Object Motion Network

The ObjMotion-net is designed to predict individual object movement. The idea is inspired by the Pose-net. Both networks take image sequence as input, and output 6 motion parameters. As shown in [36], Pose-net is capable to infer the camera ego-motion. This indicates Pose-net can conduct feature extraction and matching which are indispensable procedures for motion inference. We suppose ObjMotion-net, which adopts a similar architecture, also has the capability to extract and match features, and can infer the individual object motion based on these information.

The ObjMotion-net takes the masked image sequence (shown in Fig. 3) as input. All information irrelevant with the target object is excluded. Besides, one control signal is fed into the network. This control signal encodes the information of the object movement magnitude, which is missing in the monocular image sequence. The control signal \( F_{i}^{t-t+1} \) for the \( i \)-th object between time \( t \) to \( t+1 \) is computed as Eq. 3:

\[
F_{i}^{t-t+1} = \tilde{X}_{i}^{t+1} - \tilde{X}_{i}^{t} \\
\tilde{X}_{i}^{m} = \left| \sum X_{i}^{m}(p) \right| \quad p \in S_{i}(I_{m}), m \in \{t, t+1\} \\
X_{i}^{m}(p) = \tilde{D}^{m}(p)K^{-1}h(p) \quad m \in \{t, t+1\}
\]

\( F_{i}^{t-t+1} \) is actually the vector from the 3D object center \( \tilde{X}_{i}^{t} \) to \( \tilde{X}_{i}^{t+1} \). Here \(|\cdot|\) refers to the mean operator. \( X_{i}^{m}(p) \) is the projected 3D point of pixel \( p \) in the reference system \( C_{m} \), while \( S_{i}(I_{m}) \) is the \( i \)-th object area of image \( I_{m} \), with \( m \in \{t, t+1\} \) denoting the image capture time.

3.3. Loss Function

Our framework employs four loss terms: photometric loss \( L_{p} \), left-right photometric loss \( L_{lrp} \), control constraint loss \( L_{cc} \) and disparity smoothness loss \( L_{disp} \).

The photometric loss \( L_{p} \) penalizes the photometric inconsistency between the synthesized view \( \hat{I} \) and its reference view \( I \). \( \hat{I} \) is synthesized based on the prediction from Depth-net and ObjMotion-net, thus \( L_{p} \) provides gradient on both networks. We adopt a robust image similarity measurement SSIM for \( L_{p} \) as formulated in Eq. 4, with \( \alpha = 0.85 \). The depth is predicted and supervised at multi-scale level to overcome the gradient locality [36].

\[
L_{p} = \alpha \frac{1 - SSIM(I, \hat{I})}{2} + (1 - \alpha)\|I - \hat{I}\|_{1} \quad (4)
\]

Note we distinguish the static and dynamic area for the synthesized view \( \hat{I} \) when we compute its photometric loss. Instead of averaging the per-pixel photometric difference over the whole image, we average the difference in static and dynamic area separately, and formulate the \( L_{p} \) by summing them. Separation of photometric loss can compensate the unbalance between the static and dynamic image area, and contribute to the training of network.

The left-right photometric loss \( L_{lrp} \) is imposed to solve the scale ambiguity of the monocular depth prediction. The direct output of our Depth-net is actually the disparity. It can be used to synthesize the left image from its right counterpart, or vice versa. \( L_{lrp} \) penalizes the photometric difference of the synthesized stereo images. This provides supervision to solve the scale ambiguity of disparity predictions.

During experiments we find the translation of object-motion tends to be predicted as small values. This issue can be fixed by imposing the control constraint loss \( L_{cc} \). \( L_{cc} \) is the L1-norm of the difference between the predicted translation of object-motion \( \hat{t}_{i} \) and the computed control signal \( t_{i} \) (defined in Eq. 3).

\[
L_{cc} = \sum_{i=1}^{n} \|\hat{t}_{i} - t_{i}\|_{1} \quad \hat{t}_{i} = [\hat{x}_{i}, \hat{y}_{i}, \hat{z}_{i}] \quad (5)
\]

Here \( n \) is the number of instances appeared in the input image sequence. \( L_{cc} \) encodes the magnitude information of
the object movements. The issue of the small translation prediction can then be fixed.

The disparity smoothness loss $L_{\text{disp}}$ is enforced to penalize a fluctuated disparity prediction. An edge-aware smoothness term is imposed as formulated in Eq. (6). Here the disparity smoothness ($\partial_x d$ and $\partial_y d$) is weighted by the exponential image gradient ($e^{\|\partial_x I\|}$ and $e^{\|\partial_y I\|}$), $x$ and $y$ refers to the gradient along the horizontal or vertical direction.

$$L_{\text{disp}} = |\partial_x d|e^{\|\partial_x I\|} + |\partial_y d|e^{\|\partial_y I\|} \quad (6)$$

Our final objective is a sum of all loss terms stated above, weighted by their corresponding weight:

$$L_{\text{final}} = \lambda_p \cdot L_p + \lambda_{\text{lrp}} \cdot L_{\text{lrp}} + \lambda_{\text{cc}} \cdot L_{\text{cc}} + \lambda_{\text{disp}} \cdot L_{\text{disp}} \quad (7)$$

4. Experiments

In this section, we firstly describe the implementation details, and demonstrate evaluation results on object motion, scene flow, optical flow and depth estimation. Experiments are mainly conducted on KITTI [7], a dataset provides driving scenes in real-world scenario. Synthetic dataset Virtual KITTI [6] is also used to test our system.

4.1. Implementation Details

Dataset and preprocessing KITTI raw dataset provides videos which cover various scenes. We resize all images into a fixed size 192 $\times$ 640, and format a temporal image sequence by concatenating $I_{t-1}$, $I_t$ and $I_{t+1}$ together. Scenes covered by the test set are excluded during training. Finally 23310 training samples and 2658 validation samples are formatted for training the depth network, where the Eigen split [5] is adopted to determine scenes to be excluded.

For the ObjMotion-net, we evaluate on the training split of KITTI flow 2015 dataset, which provides the ground truth for disparity, optical flow and scene flow. We format 40820 samples and 2070 samples for training and validation respectively. Besides the raw dataset, we format another training set from the test split of the multi-view extension of KITTI flow 2015 dataset. Scenes in this split contain more moving vehicles, which benefit the training of ObjMotion-net. There are 6512 training examples and 364 validation examples in this split.

The camera ego-motion is required for view synthesis. Instead of training a pose network, we use the Libviso2 [8], an library of visual odometry, to estimate the camera ego-motion. The segmentation mask for image is generated from the pre-trained Mask R-CNN model [11]. We segment objects which move rigidly (their movement can be described by a 6 dof rota-translation) in the scene, like car, bus or truck. The segmented mask is aligned across the temporal image sequence. This means the mask

4.2. Training Details

Our system is implemented using TensorFlow framework [1]. Color augmentation is performed on the fly. The network is optimized using Adam optimizer, with $\beta_1 = 0.9$ and $\beta_2 = 0.999$ respectively. Our system is trained on a single TitanXP GPU. A stage-wise training strategy is adopted, with training Depth-net alone at the beginning, and then jointly training Depth-net and ObjMotion-net.

Training Depth-net We firstly train the Depth-net, since an accurate control signal (necessary for the training of ObjMotion-net) requires accurate depth prediction. In the first stage the Depth-net is trained on the formatted
Bird View 3D Box

| Method   | Bird View | 3D Box   |
|----------|-----------|----------|
| Rigid    | 45.02%    | 43.67%   |
| GeoNet [35] | 57.54%    | 56.00%   |
| Ours     | 70.69%    | 69.10%   |

Figure 5. Visualization of Bird’s View Box and 3D Bounding Box. Our results (top row) and results from GeoNet [35] (bottom row) are presented. The ground truth is in red while the prediction is in blue. Our predictions have a larger overlapping with the ground truth box.

KITTI raw dataset, supervised by the left-right photometric consistency $L_{lcp}$ and disparity smoothness $L_{disp}$. Their weights are set to be $\lambda_{lcp} = 1.0$ and $\lambda_{disp} = 0.5$. The learning rate and the batch size are 0.0002 and 4 respectively. After training 300K iterations, the model is trained on Cityscapes dataset for 200K steps (for better generalization as indicated in [9]), and is fine-tuned on KITTI again for 100K steps. The learning rate is 0.0001 and $\lambda_{disp} = 50$ in this stage.

Training ObjMotion-net with Depth-net We then jointly optimize the Depth-net and ObjMotion-net. Besides the $L_{lcp}$ and the $L_{disp}$, the photometric consistency $L_p$ is imposed on the dynamic warped image. The object motion prediction is constrained by the control signal through imposing $L_{cc}$. The loss weights are set to be $\lambda_p = \lambda_{lcp} = 1.0$, $\lambda_{disp} = 50$, and $\lambda_{cc} = 0.1$. The learning rates for Depth-net and ObjMotion-net are 0.0001 and 0.0002 respectively, and the batch size is 2.

After training on the KITTI raw dataset for 180K iteration, we fine-tune the ObjMotion-net on the test split of KITTI flow dataset 2015, with fixing the parameters of Depth-net. All hyper-parameters remain the same. The ObjMotion-net is trained for 100K iterations in this stage.

4.3. Individual Object Motion Evaluation

Our system predicts individual object motion in 3D space. To demonstrate the effectiveness of our system, we present the Intersection over Union (IoU) of the bird’s view box and 3D bounding box. Take the example of 3D bounding box: the 3D bounding box for object $i$ at time $t$, denoted as $B_{i}^{t}$, is transformed by its object motion prediction $\hat{T}_{i+1}$. Then the predicted location of box at time $t+1$, $\hat{B}_{i+1}$ is obtained. We compute the IoU between $\hat{B}_{i+1}$ and its ground truth $B_{i+1}$. This IoU can serve as a performance indicator for our ObjMotion-net.

The ground truth of bird’s view box and 3D bounding box is provided in KITTI tracking dataset [7]. We evaluate on 80 temporal image pairs ($I_{t}$ and $I_{t+1}$), which are included in both the training split of KITTI tracking and flow dataset. Objects in scenes are segmented by pre-trained Mask R-CNN model [11]. We do not compute the IoU for objects that the Mask R-CNN fails to segment. In total 204 objects are selected from these 80 image pairs.

In Fig. 5 we compare our qualitative results with results from GeoNet [35]. It can be seen that our predicted bounding boxes have a higher overlapping with the ground truth. Quantitative results in Table 1 also show our system has a higher average IoU, with 70.69% for bird’s view box and 69.10% for 3D bounding box. This demonstrates the effectiveness of our system to predict the individual object motion.

Different with our system, traditional self-supervised approaches like GeoNet does not predict a 6 dof rotation. Nevertheless, these approaches provide disparity and optical flow predictions, from which we can compute the pixel-wise scene flow vector in 3D space. The transformation of 3D bounding box (also the bird’s view box) from time $t$ to $t + 1$ can then be inferred from the scene flow prediction.

4.4. Scene Flow Evaluation

We present the evaluation results on 3D scene flow in Table 2. Scene flow vector encapsulates the information of object motion. The evaluation conducts on the predicted disparity for two consecutive frames: $\hat{D}(I_{t})$ and $\hat{D}(I_{t+1})$, and the 2D optical flow map $\hat{F}_{t\rightarrow t+1}$. In our system, we do not have a component to explicitly predict the pixel-wise
Figure 6. Visualization of optical flow on images of KITTI flow 2015 training split. The error magnitude of the last column is encoded into different colors according to the legend at the right-hand side. Basically good pixel is in blue while bad pixel is in orange/red. The top four rows show some successful samples, where the error of most pixels in dynamic region are below 3px. The bottom two rows show two imperfect examples, with bad pixel percentages are relatively high.

Table 2. Bad pixel percentage of scene flow prediction, evaluated on the training split of KITTI flow 2015. Fg and bg are short for foreground (dynamic area) and background (static area) respectively. For the evaluation of Mono + Geo, the disparity from Monodepth2 [10] and the flow prediction from GeoNet [35] are used.

| Method      | bg  | fg  | all |
|-------------|-----|-----|-----|
| GeoNet [35] | 66.8% | 90.4% | 70.7% |
| Mono + Geo  | 39.4% | 70.9% | 44.7% |
| EPC++ [20]  | > 22.8% | > 70.4% | > 60.3% |
| Ours        | 35.3% | 58.7% | 39.3% |

Table 3. Average End-point error (EPE) of optical flow prediction on the training split of KITTI flow 2015 dataset. Noc is short for evaluation in Non-occluded area, while All refers to evaluation over the whole image.

| Method       | Noc  | All  |
|--------------|------|------|
| GeoNet [35]  | 8.05 | 10.81|
| DSTFlow [26] | 6.96 | 16.79|
| SIGNet [23]  | 7.66 | 13.91|
| Janai et al. | -    | 7.04 |
| EPC++ [20]   | -    | 5.43 |
| CC-uft [25]  | -    | 5.66 |
| Ours         | 5.14 | 7.00 |

4.5. Optical Flow Evaluation

Optical flow describes dense pixel correspondence between two images. The 3D motion of object is also reflected in the 2D optical flow map. We provide quantitative (Table 3) and qualitative (Fig. 6) results of optical flow prediction. We evaluate on the training split of KITTI flow 2015 dataset. The average End-point error (EPE) is reported. EPE is the L2-norm of the optical flow prediction error, which is a 2-dimensional vector representing the error along horizontal and vertical direction.

Our results outperform all other three methods. In foreground we achieve a percentage of 58.7%, compared with 70.9% from Mono+Geo, and 90.4% from GeoNet. EPC++ [20] does not provide the scene flow evaluation, so we can only provide a lower bound based on their disparity and optical flow results. It is important to note that both GeoNet and EPC++ predict a pixel-wise optical flow map. By contrast, our system models the individual object motion using a 6 dof rota-translation. Our system significantly reduces the number of values to be estimated, while still yields a better scene flow evaluation result.

Example at the bottom row of Fig. 6 shows the other imperfect examples, with bad pixel percentages are relatively high.
### Method

| Method      | Train | Lower the better | Higher the better |
|-------------|-------|------------------|-------------------|
|             |       | Abs Rel | Sq Rel | RMSE | RMSE log | δ < 1.25 | δ < 1.25² | δ < 1.25³ |
| Zhou [36]   | M     | 0.183   | 1.395   | 6.709 | 0.270    | 73.4%    | 92.0%     | 95.9%     |
| GeoNet [35] | M     | 0.153   | 1.328   | 5.737 | 0.232    | 82.0%    | 94.8%     | 97.2%     |
| EPC++ [20]  | S     | 0.127   | 0.936   | 5.008 | 0.209    | 84.1%    | 94.6%     | 97.9%     |
| Monodepth [9] | S   | 0.124   | 1.076   | 5.311 | 0.219    | 84.7%    | 94.4%     | 97.3%     |
| Monodepth2 [10] | S | 0.106   | 0.818   | 4.750 | 0.196    | 87.4%    | 95.3%     | 97.9%     |
| Ours        | S     | 0.123   | 0.921   | 5.050 | 0.205    | 85.4%    | 94.9%     | 97.7%     |

Table 4. Self-supervised monocular depth results evaluated on the Eigen split of KITTI. The best results are in **bold**, the second best are underlined. Here M and S in Train are short for monocular or stereo supervision during training.

| Method          | Bad Pixel Percentage |
|-----------------|----------------------|
| Monodepth2 [10] | 18.60% 44.47% 22.50% |
| EPC++ [20]      | 22.76% 26.63% 23.84% |
| Ours            | 22.84% **18.33%** **22.15%** |

Table 5. Bad pixel percentage of disparity prediction, evaluated on KITTI stereo split.

### 4.6. Monocular Depth Evaluation

We present depth evaluation on KITTI dataset using two different test splits: Eigen split in Table 4 and KITTI stereo split in Table 5. The ground truth of Eigen split is obtained by projecting Velodyne laser points onto the image plane. KITTI stereo split provides 200 high-quality disparity maps in the training split of scene flow 2015 dataset.

We compare our depth results with other self-supervised approaches in Table 4. Our result achieves a comparable performance with EPC++ [20], but is inferior to Monodepth2 [10]. In Table 5 we present the bad pixel percentage of disparity prediction on KITTI stereo split. Our results outperform Monodepth2 and EPC++ in terms of foreground and overall bad pixel percentage. We achieve a lower value of 18.33% in foreground, which is better than percentage of Monodepth2 (44.47%) and EPC++ (26.63%). This suggests our ObjMotion-net can contribute to the depth prediction for dynamic objects.

### 4.7. Evaluation on Virtual KITTI Dataset

Virtual KITTI [6] is a synthetic video dataset. It contains 50 monocular videos, varying in their scenes, weather conditions (fog, rain, etc.) and imaging conditions (camera orientation). We formulate a test split with 200 images, by randomly sampling 4 images from each video.

We present the average end-point error of the optical flow prediction in the foreground (dynamic) area of the image in Table 5. We do not fine-tune our model on virtual KITTI dataset. Our system achieves a 12.90 error compared with 13.23 of GeoNet. However, our performance is inferior to the results of GeoNet. Some qualitative results are shown in Figure 7. Our system produces visually similar results with the ground truth. This shows our system is able to solve the general object motion in virtual KITTI, but performs poorly on capturing pixel-level displacement.

### 5. Conclusion

We have presented a self-supervised learning framework for individual object motion inference and depth estimation. The object motion is modelled as a rigid-body transformation. Our system is able to infer the object motion from video. This contributes to scene flow and optical flow prediction, and improve the depth estimation in dynamic area of the scene.

It would be interesting to explore the following questions in future: 1) Integrate scale information from other sources. In our system the scale information of object motion is extracted from the depth prediction (the control signal). It would be difficult to apply our system in case where the depth prediction is not reliable. In future we can try to integrate scale information from other sources, like stereo image pairs, or sparse depth ground truth from Lidar. 2) Estimate the motion of pedestrians. Currently we focus on the object motion which can be described by a rigid-body transformation. While non-rigid motion, like the movement of pedestrians, is also common in driving scenario. We may dissect pedestrians into smaller parts which is moving rigidly, or try to model its motion in a different way.
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