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Abstract

We study the connection between PDEs and Lévy processes running with clocks given by time-changed Poisson processes with stochastic drifts. The random times we deal with are therefore given by time-changed Poissonian jumps related to some Frobenious-Perron operators $K$ associated to random translations. Moreover, we also consider their hitting times as a random clock. Thus, we study processes driven by equations involving time-fractional operators (modelling memory) and fractional powers of the difference operator $I - K$ (modelling jumps). For this large class of processes we also provide, in some cases, the explicit representation of the transition probability laws. To this aim, we show that a special role is played by the translation operator associated to the representation of the Poisson semigroup.
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1 Introduction and preliminary results

The aim of this paper is to study a real-valued version of the Poisson process, defined as follows

$$ N(t) + a \mathcal{S}_{t}^{\alpha, \beta}, \ t > 0, \ a \geq 0, \ \alpha, \beta \in (0, 1], $$

(1.1)

where $N$ denotes the standard Poisson process. The drift is defined through the following random composition

$$ \mathcal{S}_{t}^{\alpha, \beta} = \mathcal{S}_{t}^{\alpha}, \ t > 0 $$

(1.2)

independent from $N$, where $\mathcal{S}_{t}^{\alpha}$, $t > 0$ is an $\alpha$-stable subordinator and $\mathcal{L}_{t}^{\beta} = \inf\{s \geq 0 : \mathcal{S}_{s}^{\beta} > t\}$, $t > 0$ is the inverse to a stable subordinator of order $\beta \in (0, 1)$, all independent from each other.

The process (1.1) can resemble the compensated Poisson process, defined as $N(t) - \lambda t$ (where $\lambda$ is the parameter of $N(t)$) see e.g. [1]. We want to remark here that the two processes are completely different since (1.1) is, for any $\alpha, \beta \in (0, 1]$, a non decreasing process.

We further generalize (1.1) by considering a "fractional version" of it, obtained by a random time-change of $N$, i.e. as

$$ N(\mathcal{S}_{t}^{\gamma, \beta}) + a \mathcal{S}_{t}^{\alpha, \beta}, \ t > 0, \ a \geq 0, \ \alpha, \gamma, \beta \in (0, 1]. $$

(1.3)

As particular cases of (1.3), when the drift coefficient is equal to zero, we can derive two fractional Poisson processes already studied in the literature. For $a = 0$ and $\gamma = 1$, it reduces to the time-fractional Poisson process $N_{\beta}(t)$, $t > 0$ which is studied in [13], [12], [2]: indeed it is proved in [11]
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that $N_β$ coincides with $N(2_β^2)$. On the other hand, for $α = 0$ and $β = 1$, the process (1.3) reduces to the space-fractional Poisson process studied in [13], which can be defined as $N(2_β^β)$. Subordinated Poisson semigroups have been also investigated in [7] where measures of the form

$$\int_0^∞ P_t μ(dt) = ∑_{k=0}^∞ a_k δ_k$$

($δ_k$ is the Dirac measure at $k$) with

$$P_t = e^{-t} ∑_{k=0}^∞ \frac{t^k}{k!} δ_k$$

have been characterized in terms of the properties of the sequence $\{a_k\}_{k∈\mathbb{N}_0}$.

Throughout the paper, we are interested in studying the fractional differential equation satisfied by the density of the processes defined above. These equations will be expressed in terms of the translation operator defined as

$$e^{θx} f(x) = f(x + θ)$$ (1.4)

for $x, θ ∈ \mathbb{R}$ and an analytic function $f : \mathbb{R} → \mathbb{R}$. The rule (1.4) can be formally obtained by considering the Taylor expansion of $f$ near $x$ written as

$$f(θ) = ∑_{k=0}^∞ \frac{(θ - x)^k}{k!} f^{(k)}(x)$$

and therefore

$$f(x + θ) = ∑_{k=0}^∞ \frac{θ^k}{k!} \frac{∂^k}{∂x^k} f(x) = ∑_{k=0}^∞ \frac{(θ^k)^k}{k!} f(x) = e^{θx} f(x).$$

The Taylor series can be considered also for the class of bounded continuous functions on $(0, +∞)$ (see for example [6, 8]), so that we extend the rule (1.4) to such class of functions.

Let $N(t), t > 0$ be a Poisson process with rate $λ > 0$; we write its distribution as follows

$$p_k(t) = (−λ∂_λ)^k \frac{k!}{k!} e^{-λt},$$

which solves the differential equation

$$\frac{∂p_k}{∂t} = −λ(I - B) p_k(t)$$

$$= −λ(p_k(t) - p_{k-1}(t)), \quad k ∈ \mathbb{N}_0, \quad t > 0$$

with

$$p_k(0) = \begin{cases} 1, & k = 0 \\ 0, & k ≤ 1 \end{cases}.$$

We denote by $B$ the (discrete) backward difference operator, i.e. $Bu(x) = u(x-1)$ for all integers $x$. By means of (1.4) we can also rewrite the well-known probability generating function of $N(t), t > 0$, as follows

$$E u^N(t) = ∑_{k=0}^∞ \frac{(−λu∂_λ)^k}{k!} e^{-λt} = e^{-λu∂_λ} e^{-λt} = e^{-λt(1-u)}.$$ 

Let us denote the waiting time of the $k$-th event for $N$, as

$$T_k = \inf \{t ≥ 0 : N(t) > k\}.$$ (1.6)
We will study the analogues of (1.6) for the processes (1.1) and (1.3) and obtain their governing equations.

Further in the paper we will consider the solution to the Poisson driven stochastic differential equation, for well-defined functions $b$ and $f$ (see for example [16])

$$dY_t = b(Y_t)dt + f(Y_t)dN_t$$

with $\mathbb{E}dN_t = \lambda dt$ and

$$dN_t = \begin{cases} 
1, & \text{Poisson arrival at time } t, \\
0, & \text{elsewhere.}
\end{cases}$$

Here, the function $f$ plays the role of jump function. The partial differential equation corresponding to (1.7) is a transport equation of the form

$$\frac{\partial u}{\partial t} = - \frac{\partial}{\partial x} \left( b(x)u \right) - \lambda (I - K)u$$

where $I$ is the identity operator and $K$ is the Frobenius-Perron operator associated with the transformation $x \mapsto x - f(x)$. If $f \neq 1$, then we have a generalized jump which equals $f$ at each Poisson arrival as equation (1.7) entails.

In Section 2 we consider a Lévy process time-changed with a Poisson process with deterministic drift, i.e.

$$X(N(t) + at),$$

where $X(t), t > 0$ is a Lévy process independent from $N$. Indeed the composition (1.10) is meaningful since the process representing the time is positive and real-valued. Section 3 is devoted to the analysis of the Poisson process time-changed by the process (1.2) : we find connections with fractional and higher-order equations and derive explicit representations for the density of the hitting time. In Section 4 we study the time-changed Poisson process with random drift (1.3) and its hitting time. Finally in Section 5 we consider more general versions of (1.10) where $X$ is time-changed by the process (1.3) and also by the (independent) hitting time process of (1.3) with $\beta = 1$. In both cases we derive the governing equations.

## 2 Poisson process with drift

In order to consider the Poisson process with continuous drift we introduce the shift operator, which we define as

$$K u(x) = \begin{cases} 
  e^{-\partial_x} u(x), & \text{if } x \in \mathbb{R}_+ \setminus \mathbb{Z}_+ \\
  B u(x), & \text{if } x \in \mathbb{Z}_+
\end{cases}$$

where $B$ is the backward difference operator and $e^{-\partial_x}$ is defined in (1.4).

**Theorem 1.** The process

$$N(t) + at, \quad t > 0, \quad a > 0$$

has probability law

$$p_x(t) = e^{-\lambda t} \sum_{k=0}^{\infty} \frac{(\lambda t)^k}{k!} \delta(x - k - at), \quad x \geq at, \quad a > 0, \quad t > 0,$$

which is the solution to the transport equation

$$\left( \frac{\partial}{\partial t} + a \frac{\partial}{\partial x} \right) p_x(t) = - \lambda (I - K) p_x(t)$$
\[ = -\lambda(p_x(t) - p_x(t-1)) \]

with initial and boundary conditions

\[
\begin{cases}
p_x(0) = \delta(x) \\
p_0(t) = \delta(at)e^{-\lambda t}
\end{cases}
\]

where \( \delta \) is the Dirac delta function.

**Proof.** The Laplace transform of (2.1) is given by

\[
\mathbb{E}e^{-\xi N(t)-\xi at} = e^{-\xi at}e^{-\xi N(t)} = \exp\left(-\xi at - \lambda t(1 - e^{-\xi})\right).
\]

We can prove that (2.2) is the law of (2.1) by checking that

\[
\tilde{p}_\xi(t) = \int_0^\infty e^{-\xi x}p_x(t)dx
\]

\[
= e^{-\xi at - \lambda t} \sum_{k=0}^{\infty} \frac{(\lambda t)^k}{k!}e^{-\xi k}
\]

\[
= \exp\left(-\xi at - \lambda t + \lambda te^{-\xi}\right)
\]

coincides with (2.4). We observe that

\[
\int_0^\infty e^{-\xi x} (I - K)p_x(t)dx = \int_0^\infty e^{-\xi x}(p_x(t) - p_{x-1}(t))dx = (1 - e^{-\xi})\tilde{p}_\xi(t),
\]

so that the Laplace transform of equation (2.3) takes the form

\[
\frac{\partial \tilde{p}_\xi}{\partial t}(t) = (-a\xi - \lambda(1 - e^{-\xi}))\tilde{p}_\xi(t).
\]

We immediately get

\[
\tilde{p}_\xi(t) = \exp\left(-a\xi t - \lambda t(1 - e^{-\xi})\right)
\]

since \( \tilde{p}_\xi(0) = 1 \).

\[ \Box \]

**Remark 1.** In Theorem 1 we have considered a series representation involving the generalized delta function. Let us consider an absolutely integrable function \( f \) with compact support in the positive real line. We notice that

\[
P_t f(x) = \mathbb{E}f(x - N(t) - at) = e^{-\lambda t} \sum_{k=0}^{\infty} \frac{(\lambda t)^k}{k!}f(x - k - at)
\]

is the transition semigroup associated to the process (2.1) with initial datum \( f \in L^1(\mathbb{R}_+) \). Furthermore, we get that

\[
\tilde{P}_t \tilde{f}(\xi) = \tilde{f}(\xi) \tilde{p}_\xi(t).
\]

The homogeneous Poisson process is one of the most well-known Lévy processes. Let us consider the one-dimensional Lévy process \( X(t) \), \( t > 0 \) with Lévy symbol

\[
\Psi(\xi) = ib\xi + \frac{1}{2}\xi^2 - \int_{\mathbb{R} - \{0\}} (e^{i\xi y} - 1 - i\xi y 1_{|y| \leq 1})M(dy)
\]
\( M \) is the so-called Lévy measure and \( b \in \mathbb{R} \) is a drift coefficient) and infinitesimal generator
\[
\mathcal{A}f(x) = -\frac{1}{2\pi} \int_{\mathbb{R}} e^{-i\xi x} \Psi(\xi) \hat{f}(\xi) d\xi
\] (2.7)
for all functions in the domain
\[
D(\mathcal{A}) = \left\{ f \in L^2(\mathbb{R}, dx) : \int_{\mathbb{R}} \Psi(\xi)|\hat{f}(\xi)|^2 d\xi < \infty \right\}
\] (2.8)
(\( \hat{f} \) is the Fourier transform of \( f \)). Therefore, \(-\Psi\) is the Fourier multiplier of \( \mathcal{A} \) and \( \exp i\xi X(t) = \exp -t\Psi(\xi) \). We recall that \( M \) is a Borel measure on \( \mathbb{R}^d - \{0\} \) such that
\[
\int (y^2 \wedge 1) M(dy) < \infty \quad \text{or equivalently} \quad \int \frac{y^2}{1+y^2} M(dy) < \infty
\] (2.9)
where \( a \wedge b = \min\{a, b\} \). If \( \mathcal{D}_t, t > 0 \) is a non-decreasing Lévy process, that is a subordinator (not necessarily stable), then its Lévy symbol is written as
\[
\psi(\xi) = ib\xi + \int_0^{\infty} (e^{i\xi y} - 1) M(dy)
\] (2.10)
Thus, we get that \( \mathbb{E} \exp \left( -\xi \mathcal{D}_t \right) = \exp (t\psi(i\xi)) \) and \( -\psi(i\xi) \) is the Laplace exponent of \( \mathcal{D}_t, t > 0 \).

Let \( P_t = e^{tA} \) be the semigroup of \( X(t) \). Then, \( P_t \) is a Feller semigroup (invariant in \( C_\infty \) and a strongly continuous contraction semigroup on the Banach space \( (C_\infty, | \cdot |_\infty) \) of the infinitely differentiable functions under the sup-norm). In particular, we are able to compute the semigroup and its generator as pseudo-differential operators (as in formulas (2.7) and (2.8)) and we say that \( \hat{P}_t = e^{-t\Psi} \) is the symbol of \( P_t \).

We now focus on the time-changed process
\[
X(N(t) + at), \quad t \geq 0, \ a \geq 0
\] (2.11)
involving a continuous time-change with Poissonian jumps and such that \( X(0) = 0 \).

**Lemma 1.** The infinitesimal generator of (2.11) is
\[
\mathcal{L}f(x) = a\mathcal{A}f(x) - \lambda \int_{\mathbb{R}} (f(x+y) - f(x)) F_X(dy)
\] (2.12)
where \( F_X(dy) = f_X(y)dy \) and \( f_X \) is the density law of \( X(1) \).

**Proof.** We get that
\[
\mathbb{E}e^{i\xi(X(N(t)+at))} = \mathbb{E}e^{-i\xi(N(t)+at)\Psi(\xi)} = e^{-at\Psi(\xi)} \mathbb{E}e^{-\Psi(\xi)N(t)}
\]
\[
= \exp \left( -at\Psi(\xi) - \lambda t \left( 1 - e^{-\Psi(\xi)} \right) \right)
\]
\[
= \exp (\,-t\Phi(\xi))
\] (2.13)
and therefore,
\[
\mathcal{L}f(x) = -\frac{1}{2\pi} \int_{\mathbb{R}} e^{-i\xi x} \Phi(\xi) \hat{f}(\xi) d\xi
\]
is the infinitesimal generator of (2.11). Indeed, we immediately see that \(-\Phi\) is the Fourier multiplier of (2.12). \( \square \)
We notice that $F_X$ in (2.12) is a non singular measure. Thus,

$$\int_{\mathbb{R}} (f(x + y) - f(x)) F_X(dy) = \int_{\mathbb{R}} f(x + y)F_X(dy) - f(x) = e^A f(x) - f(x) = (P_t - P_0) f(x).$$

In Section 5 we will extend this result to the case where the time-change in (2.11) is represented by the process (1.3).

### 3 Time-changed Poisson process

We begin our analysis by studying the following composition

$$\tilde{X}^\alpha,\beta_t = A^\alpha L^\beta_t, \ t > 0 \quad (3.1)$$

where $L^\beta_t, t > 0$ is the inverse of the stable subordinator $A^\beta_t, t > 0$. The stable process $A^\alpha_t, t > 0$ is a Lévy process with non-negative increments and therefore non-decreasing paths. Therefore, the inverse to a stable subordinator $L^\alpha_t, t > 0$ can be regarded as a hitting time. Indeed, we define the inverse process by writing

$$Pr\{L^\alpha_t < x\} = Pr\{A^\alpha_x > t\} \quad (3.2)$$

From the fact that

$$E e^{-\xi A^\alpha_t} = e^{-t \xi^\alpha} \quad (3.3)$$

after some algebra, formula (3.2) says that

$$E e^{-\xi L^\alpha_t} = E_{\alpha(-t^\alpha \xi)}, \quad (3.4)$$

where $E_{\rho}$ is a special case (for $\varrho = 1$) of the generalized Mittag-Leffler function

$$E_{\rho,\varrho}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\rho k + \varrho)}, \quad \Re\{\rho\} > 0, \ \rho, \varrho, z \in \mathbb{C}. \quad (3.5)$$

The density of the inverse process $L^\alpha_t, t > 0$, can be written in terms of the Wright function

$$W_{\rho,\varrho}(z) = \sum_{k=0}^{\infty} \frac{z^k}{k! \Gamma(\rho k + \varrho)}, \quad \Re\{\rho\} > 0, \ \rho > -1, \ z \in [0, \infty)$$

as follows

$$l_\alpha(x,t) = \frac{1}{t^\alpha} W_{\alpha,1-\alpha} \left( -\frac{x}{t^\alpha} \right), \quad x \geq 0, \ t > 0$$

whereas, for the density of $A^\alpha_t, t > 0$ we can write

$$h_\alpha(x,t) = \frac{\alpha t}{x} l_\alpha(t,x).$$

Let

$$f_t^{\alpha,\beta}(x) = \int_{0}^{\infty} h_\alpha(x,s) l_\beta(s,t) ds, \quad x \geq 0, \ t > 0, \ \alpha, \beta \in (0,1) \quad (3.6)$$
be the law of the process \( \mathbb{S}_t^{\alpha, \beta}, t > 0 \). Then it is easy to check that the governing equation of (3.6) is given by

\[
\left( D_t^{\beta} - \partial_x^\alpha \right) f_t^{\alpha, \beta}(x) = 0, \quad x \geq 0, \quad t > 0
\]

(3.7)

subject to the initial and boundary conditions

\[
\begin{aligned}
f_0^{\alpha, \beta}(x) &= \delta(x), \\
f_t^{\alpha, \beta}(0) &= 0,
\end{aligned}
\]

where

\[
D_t^{\beta} u = \partial_t^\beta u - u(0^+) \frac{t^{-\beta}}{\Gamma(1 - \beta)}
\]

is the Dzhrbashyan-Caputo fractional derivative and

\[
\partial_z^\alpha u = \frac{\partial^\alpha u}{\partial z^\alpha} = \frac{1}{\Gamma(1 - \alpha)} \frac{\partial}{\partial \xi} \int_0^z u(s) ds (z - s)^{\alpha - 1}
\]

is the Riemann-Liouville fractional derivative.

The following result will turn out to be useful further in the text.

**Lemma 2.** The Laplace transform of (3.6) is given by

\[
E e^{-\xi^{\alpha, \beta} t} = \beta(\xi^t - t^\beta \xi^\alpha)
\]

(3.8)

and satisfies the following equation

\[
\frac{\partial}{\partial t} E e^{-\xi^{\alpha, \beta} t} = \beta \xi^t \frac{\partial}{\partial \xi} E e^{-\xi^{\alpha, \beta} t}, \quad \xi, \ t > 0.
\]

(3.9)

**Proof.** Since \( \mathbb{S}_t^{\alpha, \beta} \) has non-negative increments, the Laplace transform exists, i.e.

\[
E e^{-\xi^{\alpha, \beta} t} < \infty
\]

and can be easily written as in (3.8). In order to check (3.9) we recall that

\[
\frac{d}{dz} \beta(t) = \sum_{k=0}^{\infty} \frac{(-z)^k}{k!(\beta k + 1)} = -\frac{1}{\beta} \beta(\beta, \beta)(-z),
\]

so that

\[
t \frac{\partial}{\partial t} \beta(-t^\beta \xi^\alpha) = -\xi^t \beta \beta(\beta, \beta)(-t^\beta \xi^\alpha)
\]

(3.10)

and

\[
\xi \frac{\partial}{\partial \xi} \beta(-t^\beta \xi^\alpha) = -\frac{\alpha}{\beta} \xi^t \beta(\beta, \beta)(-t^\beta \xi^\alpha)
\]

(3.11)

Thus, by considering (3.10) and (3.11) together, we obtain

\[
\alpha t \frac{\partial}{\partial t} \beta(-t^\beta \xi^\alpha) = \beta \xi \frac{\partial}{\partial \xi} \beta(-t^\beta \xi^\alpha)
\]

which coincides with (3.9).
Let us consider the exit time of \((3.1)\) from the interval \((0, t)\), i.e.
\[
T_{t}^{\alpha, \beta} = \inf \{ s \geq 0 : \mathcal{F}_{s}^{\alpha, \beta} \notin (0, t) \}, \quad t > 0.
\]
Since \(\mathcal{F}_{s}^{\alpha, \beta}\) has non-decreasing paths, we can argue that it satisfies the relation
\[
Pr\{T_{t}^{\alpha, \beta} < x\} = Pr\{\mathcal{F}_{x}^{\alpha, \beta} > t\}.
\]

**Lemma 3.** For \(\alpha, \beta \in (0, 1)\), the following result holds true
\[
T_{t}^{\alpha, \beta} \overset{law}{=} \delta_{t}^{\beta, \alpha}
\]
and thus
\[
\delta_{t}^{\beta, \alpha} \overset{law}{=} \inf \{ s \geq 0 : \mathcal{F}_{s}^{\alpha, \beta} \notin (0, t) \},
\]
where \(\overset{law}{=}\) denotes the equality of the finite dimensional distributions.

**Proof.** Considering together \((3.3)\) and
\[
\int_{0}^{\infty} e^{-\mu t} \frac{Pr\{\mathcal{S}_{x}^{\alpha, \beta} \in dx\}}{dx} dt = \mu^{\alpha-1} e^{-x \mu^{\alpha}},
\]
the composition
\[
\delta_{t}^{\beta, \alpha} = \delta_{t}^{\beta, \alpha}, \quad t > 0
\]
has double Laplace transform given by
\[
\int_{0}^{\infty} e^{-\mu t} E e^{-\xi \delta_{t}^{\beta, \alpha}} dt = \frac{\mu^{\alpha-1}}{\mu^{\alpha} + \xi^{\beta}}.
\]

We now assume that \((3.13)\) holds. By applying \((3.12)\), we get that
\[
\frac{Pr\{\delta_{t}^{\beta, \alpha} \in dx\}}{dx} = -\frac{\partial}{\partial x} Pr\{\mathcal{F}_{x}^{\alpha, \beta} < t\}.
\]

The Laplace transform of \((3.15)\) reads
\[
\int_{0}^{\infty} e^{-\mu t} \frac{Pr\{\delta_{t}^{\beta, \alpha} \in dx\}}{dx} dt = -\frac{\partial}{\partial x} \mu^{\alpha-1} E_{\beta, \beta}(-x^{\beta} \mu^{\alpha}),
\]
while its double Laplace transform is given by
\[
\int_{0}^{\infty} e^{-\xi x} \int_{0}^{\infty} e^{-\mu t} Pr\{\delta_{t}^{\beta, \alpha} \in dx\} dt = \mu^{\alpha-1} E_{\beta, \beta}(-x^{\beta} \mu^{\alpha}) dx
\]
\[
= \frac{\mu^{\alpha-1}}{\mu^{\alpha} + \xi^{\beta}}.
\]

Formula \((3.10)\) coincides with \((3.14)\) and this proves the claim \((3.13)\).
Remark 2. We observe that

\[ W_{\beta} = \begin{cases} +\infty & \beta > \alpha \\ 0 & \beta < \alpha \end{cases} \quad (3.17) \]

where \( W \) represents the ratio of two independent stable subordinators of order \( \alpha \) and possesses Lamperti distribution (see for example [9]). The convergence in (3.17) must be understood in distribution as we can immediately verify by looking at

\[ \mathbb{E} \exp \left( -\mu \frac{\tilde{\mathcal{F}}_{\alpha,\beta}^t}{t} \right) = \mathbb{E}_\beta( -\mu^\beta t^{\beta - \alpha} ). \]

Indeed, it is easy to check that \( \mathbb{E}_\beta( -\infty ) = 0 \) and \( \mathbb{E}_\beta(0) = 1 \). Thus, for \( t \to \infty \), we have that

\[ \Pr \{ \tilde{\mathcal{F}}_{\alpha,\beta}^t > t \} = 1, \quad \text{if} \quad \beta > \alpha, \]

\[ \Pr \{ \tilde{\mathcal{F}}_{\alpha,\beta}^t < t \} = 1, \quad \text{if} \quad \beta < \alpha. \]

We study now the time-changed Poisson process. We refer to \( N(t), t > 0 \) as the base process and to \( \tilde{\mathcal{F}}_{\alpha,\beta}^t \) as the time-change process. Thus, the resulting composition

\[ N(\tilde{\mathcal{F}}_{\alpha,\beta}^t), \quad t > 0, \quad \alpha, \beta \in (0, 1] \quad (3.18) \]

is a time-changed Poisson process with probability law

\[ \Pr \{ N(\tilde{\mathcal{F}}_{\alpha,\beta}^t) = k \} = p_k(t; \alpha, \beta) = \int_0^\infty p_k(s) f_t^{\alpha,\beta}(s) ds, \]

where we use the following notation

\[ p_k(t; \alpha, \beta) = \mathbb{E} \left( -\lambda \partial_\lambda \right)^k e^{-\lambda \tilde{\mathcal{F}}_{\alpha,\beta}^t} = \frac{(-\lambda \partial_\lambda)^k}{k!} \mathbb{E} e^{-\lambda \tilde{\mathcal{F}}_{\alpha,\beta}^t} = \frac{(-\lambda \partial_\lambda)^k}{k!} \mathbb{E}_\beta( -t^\beta \lambda^\alpha ). \quad (3.19) \]

The probability generating function of \( N(\tilde{\mathcal{F}}_{\alpha,\beta}^t), t > 0 \), is given by

\[ G_{\alpha,\beta}(u, t) = \mathbb{E} u^N(\tilde{\mathcal{F}}_{\alpha,\beta}^t) = \sum_{k=0}^\infty \frac{(-u \lambda \partial_\lambda)^k}{k!} \mathbb{E} e^{-\lambda \tilde{\mathcal{F}}_{\alpha,\beta}^t} = e^{-u \lambda \partial_\lambda} \mathbb{E} e^{-\lambda \tilde{\mathcal{F}}_{\alpha,\beta}^t} = \mathbb{E}_\beta( -t^\beta \lambda^\alpha (1 - u)^\alpha ). \quad (3.20) \]

Theorem 2. The probability law \((3.19)\) of the time-changed Poisson process \((3.18)\) is the solution to the fractional differential equation

\[ \left( D_t^\beta + \lambda^\alpha (I - B)^\alpha \right) p_k(t; \alpha, \beta) = 0, \quad k = 0, 1, 2 \ldots, t > 0 \quad (3.21) \]

with initial condition

\[ p_k(0; \alpha, \beta) = \begin{cases} 0, & k \geq 1, \\ 1, & k = 0, \end{cases} \]

where

\[ (I - B)^\alpha = \sum_{j=0}^\infty (-1)^j \binom{\alpha}{j} B^j. \]
Furthermore, the waiting time of the $k$-th event of $N(\mathcal{G}_t^{\alpha,\beta})$, $t > 0$, i.e.

$$T_k^{\alpha,\beta} = \inf \{ s \geq 0 : N(\mathcal{G}_s^{\alpha,\beta}) > k \}$$

has density given by

$$Pr\{T_k^{\alpha,\beta} \in dt \} = \frac{\beta k (-\lambda \partial_h)^k}{\alpha t} E_\beta(-t^\beta \lambda^\alpha) = \frac{\beta k}{\alpha t} p_k(t; \alpha, \beta)$$

and

$$T_k^{\alpha,\beta} \xrightarrow{law} \mathcal{G}_t^{\beta,\alpha}, \quad k = 1, 2, \ldots$$

**Proof.** From the probability generating function (3.20) we get that

$$\lambda \xrightarrow{law} \mathcal{G}_t^{\beta,\alpha}, \quad k = 1, 2, \ldots$$

since the Mittag-Leffler is an eigenfunction for the Dzhrbashyan-Caputo fractional derivative. Let us consider the auxiliary function $f \in L^1(\mathbb{R}_+)$. By considering the Bernstein function

$$x^\alpha = \frac{\alpha}{\Gamma(1 - \alpha)} \int_0^\infty \left(1 - e^{-sx}\right) ds$$

we formally write

$$(I - B)^\alpha f = \frac{\alpha}{\Gamma(1 - \alpha)} \int_0^\infty \left( f - e^{-s(I - B)f} \right) ds$$

$$= \frac{\alpha}{\Gamma(1 - \alpha)} \int_0^\infty \left( f - P_s f \right) ds$$

where we denote by $P_s$ the transition semigroup

$$P_s f(x) = E(f(x - N(s))) = \sum_{k=0}^{\infty} f(x - k) \frac{s^k}{k!} e^{-s}$$

as in Remark 1 with $a = 0$ and $\lambda = 1$. The Laplace transform of (3.23) is given by

$$\tilde{P}_s f(\xi) = \hat{f}(\xi) e^{-s\Psi(id)} = \hat{f}(\xi) \mathbb{E} e^{-sN(s)}$$

where $\Psi(\xi) = (1 - e^{i\xi})$ and $N$ is now a Poisson process with $\lambda = 1$. For $0 < u < 1$, we immediately get

$$\tilde{P}_s f(-\log u) = \hat{f}(-\log u) e^{-s(1-u)} = \hat{f}(-\log u) \mathbb{E} u^{N(s)}$$

and therefore, we have that

$$(I - B)^\alpha f(-\log u) = \frac{\alpha}{\Gamma(1 - \alpha)} \int_0^\infty \left( \tilde{f}(-\log u) - \tilde{P}_s f(-\log u) \right) ds$$

$$= \frac{\alpha}{\Gamma(1 - \alpha)} \int_0^\infty \left( 1 - e^{-s(1-u)} \right) ds$$

$$= (1 - u)^\alpha \tilde{f}(-\log u).$$

We now consider a function $f(x, t)$ such that $|\frac{\partial}{\partial t}f(x, t)| \leq t^{\gamma-1}g(x)$ with $\gamma > 0$ and $g \in L^\infty(\mathbb{R}_+)$ which is, as a function of $x$, consistent with the previous assumption. Thus, by imposing that

$$-\lambda^\alpha (I - B)^\alpha f(-\log u, t) = -\lambda^\alpha (1 - u)^\alpha \tilde{f}(-\log u, t) = D_t^\beta \tilde{f}(-\log u, t)$$
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and considering that \( G^\alpha_\beta (u,0) = 1 \), we get
\[
\tilde{f}(-\log u, t) = G^\alpha_\beta (u, t),
\]
which proves that equation (3.21) is satisfied. The fact that \( |\frac{\partial f}{\partial t} | \leq t^{\gamma - 1} \) for some \( \gamma > 0 \) is a standard requirement for the existence of \( D^\gamma_t \) which comes directly from the definition of the fractional derivative. Furthermore, the Laplace techniques ensure uniqueness.

Now we focus on the waiting time \( T^\alpha_\beta k \), \( k \in \mathbb{N} \): its probability distribution function can be written as
\[
Pr\{ T^\alpha_\beta k \leq t \} = Pr\{ N(\delta^\alpha_\beta t) \geq k \} = \sum_{m=k}^{\infty} \frac{(-\lambda)^m}{m!} \partial^m_\lambda \frac{E e^{-\lambda \delta^\alpha_\beta t}}{\lambda}.
\]
Since
\[
\partial^m_\lambda \lambda f(\lambda) = \partial^m_\lambda \left[ 1 + \lambda \partial^1_\lambda \right] f(\lambda) = \partial^m_\lambda \left[ 2 \partial^1_\lambda + \lambda \partial^2_\lambda \right] f(\lambda) = \left[ \text{for any } k \leq m \right] = \partial^m_\lambda \left[ k \partial^{k-1}_\lambda + \lambda \partial^k_\lambda \right] f(\lambda) = \left[ m \partial^{m-1}_\lambda + \lambda \partial^m_\lambda \right] f(\lambda),
\]
we can write that
\[
Pr\{ T^\alpha_\beta \leq t \} = \sum_{m=k}^{\infty} \frac{(-\lambda)^m}{m!} \left[ m \partial^{m-1}_\lambda + \lambda \partial^m_\lambda \right] \frac{E e^{-\lambda \delta^\alpha_\beta t}}{\lambda} = -\lambda \sum_{m=k}^{\infty} \frac{(-\lambda \partial^1_\lambda)^{m-1}}{(m-1)!} \frac{(-\lambda \partial^m_\lambda)^{m}}{m!} \frac{E e^{-\lambda \delta^\alpha_\beta t}}{\lambda} = -\lambda \frac{(-\lambda \partial^1_\lambda)^{k-1}}{(k-1)!} \frac{E e^{-\lambda \delta^\alpha_\beta t}}{\lambda}.
\]
Therefore, we get
\[
Pr\{ T^\alpha_\beta \in dt \} = \frac{\partial}{\partial t} E e^{-\lambda \delta^\alpha_\beta t} = \frac{\partial}{\partial t} \left( \frac{\beta k}{\alpha t} \frac{E e^{-\lambda \delta^\alpha_\beta t}}{k!} \right).
\]
As a second step we show that
\[
T_k^{\alpha, \beta} \overset{\text{law}}{=} T_k^{\beta, \alpha}, \quad k = 1, 2, \ldots.
\]

Let us consider the density
\[
Pr\{T_k^{\beta, \alpha} \in dt\}/dt = \frac{\beta k}{\alpha t} p_k(t; \alpha, \beta).
\]

This concludes the proof.

**Remark 3.** Orsingher and Polito [13] proved that the solution to (3.21) can be written as follows
\[
p_k(t; \alpha, \beta) = \left(\frac{-\lambda}{\alpha t}\right)^{k} \sum_{r=0}^{\infty} \left(\frac{-\lambda t^{\beta} \alpha^{r}}{\Gamma(\beta r + 1)} \frac{\Gamma(r + 1)}{\Gamma(\alpha r + 1 - k)}\right), \quad k \geq 0, \quad \alpha \in (0, 1], \quad \beta \in (0, 1].
\]

After some calculation, we can see that (3.24) coincides with our compact representation given in (3.19).

As special cases for \(\alpha = 1\) or \(\beta = 1\), we can obtain from Theorem 2 some results on well-known processes. Indeed, in the first case, the subordinated Poisson process coincides with the time-fractional Poisson process studied in [14, 2, 12, 11].

**Corollary 1.** For \(\alpha = 1\), the probability law of the time-changed Poisson process \(N(\mathbb{F}_{t}^{1, \beta}) = N(t^{\beta}, t)\), \(t > 0, \beta \in (0, 1]\), i.e.
\[
p_k(t; 1, \beta) = Pr\{N(t^{\beta}) = k\} = \frac{(-\lambda t^{\beta})^{k}}{k!} E_{\beta}(-t^{\beta} \lambda)
\]

satisfies the following equation
\[
\left(D_{t}^{\beta} + \lambda(I - B)\right) p_k(t; 1, \beta) = 0, \quad k \in \mathbb{N}_0, \quad t > 0
\]

After some calculation, we can see that (3.24) coincides with our compact representation given in (3.19).
subject to the initial condition
\[ p_k(0; 1, \beta) = \begin{cases} 0, & k \geq 1, \\ 1, & k = 0. \end{cases} \]

Furthermore, for the hitting time we have that
\[ T_{1, \beta}^k \overset{\text{law}}{=} \mathfrak{A}_{T_k}^\beta \] (3.25)

and
\[ \Pr\{T_{1, \beta}^k \in dt\} = \frac{\beta (-\lambda \partial_\lambda)^k}{t (k - 1)!} \mathcal{E}_\beta(-t^\beta \lambda). \]

Moreover, for the subordinated Poisson process \( N(\mathfrak{A}_{1, \beta}^\tau) \), we can prove the following result on its hitting time (3.25).

**Theorem 3.** The following holds
\[ \sum_{k=0}^{N_t} T_{1, \beta}^k = \sum_{k=0}^{N_t} \mathfrak{A}_{T_k}^\beta = \int_0^t \mathfrak{A}_{s}^\beta \, dN_s \overset{\text{law}}{=} \mathfrak{A}_{\sum_t}^\beta \]

where
\[ \sum_{N_t > k} = \sum_{T_k < t} \mathfrak{A}_{T_k}^\beta \]

**Proof.** From the fact that
\[ \sum_{N_t > k} = \sum_{T_k < t} \mathfrak{A}_{T_k}^\beta \]

we can write
\[ \mathbb{E} \exp \left( -\xi \sum_{T_k < t} \mathfrak{A}_{T_k}^\beta \right) = \mathbb{E} \prod_{T_k < t} \mathbb{E} \left[ \exp \left( -\xi \mathfrak{A}_{T_k}^\beta \right) | T_k \right] \]
\[ = \mathbb{E} \prod_{T_k < t} \exp \left( -\xi \mathfrak{A}_{T_k}^\beta \right) \]
\[ = \mathbb{E} \exp \left( -\xi \sum_{T_k < t} T_k \right) \]
\[ = \mathbb{E} \exp \left( -\xi \sum_{T_k < t} \mathfrak{A}_{T_k}^\beta \right) \]

where
\[ \Xi_t = \sum_{T_k < t} T_k = \int_0^t s \, dN_s \]

and this concludes the proof.

In the other special case, i.e. for \( \beta = 1 \), the time-changed Poisson process \( N(\mathfrak{A}_{1, \beta}^\tau) \) reduces to the space-fractional Poisson process studied in [13].

**Corollary 2.** For \( \beta = 1 \), the probability law of the time-changed Poisson process \( N(\mathfrak{A}_{1, \beta}^\tau) \) satisfies
\[ p_k(t; \alpha, 1) = \mathbb{P}\{N(\mathfrak{A}_{1}^\tau) = k\} = \frac{(\lambda \partial_\lambda)^k}{k!} e^{-t \lambda} \] (3.26)
satisfies the following equation

\[
\left( \frac{d}{dt} + \lambda \alpha (I - B) \right) p_k(t; \alpha, 1) = 0, \quad k = 0, 1, 2, \ldots, t > 0
\]

subject to the initial condition

\[
p_k(0; \alpha, 1) = \begin{cases} 
0, & k \geq 1, \\
1, & k = 0.
\end{cases}
\]

Furthermore, the hitting time can be written as

\[
T_k^{\alpha, 1} = \mathcal{L}_k^{\alpha}
\]

and

\[
\Pr\{T_k^{\alpha, 1} \in dt\}/dt = \frac{1}{\alpha t} \frac{(-\lambda \alpha) k}{(k - 1)!} e^{-t \lambda \alpha}.
\]

We prove now that the process \( N(A^{\alpha} t) \) is governed also by an alternative fractional differential equation, of order \( 1/\alpha > 1 \). In this case we use the left-sided Riemann-Liouville fractional derivative, defined as

\[
\frac{d^\nu}{d(-x)^\nu} f(x) = \frac{1}{\Gamma(m - \nu)} \left( -\frac{d}{dx} \right)^m \int_x^{+\infty} f(s) ds \frac{(s - x)^{1+\nu-m}}{(s-x)^{1+\nu}}
\]

\( m - 1 < \nu < m. \)

**Theorem 4.** The distribution \( p_k(t; \alpha, 1) \) of \( N(A^{\alpha} t) \) is the solution to the following equation

\[
\left( \frac{d^{1/\alpha}}{d(-t)^{1/\alpha}} - \lambda (I - B) \right) p_k(t; \alpha, 1) = 0, \quad k = 0, 1, 2, \ldots, t > 0, \quad \alpha \in (0, 1]
\]

subject to the initial conditions

\[
p_k(0; \alpha, 1) = \begin{cases} 
0, & k \geq 1, \\
1, & k = 0.
\end{cases}
\]

and

\[
\left. \frac{d^j}{dt^j} p_k(t; \alpha, 1) \right|_{t=0} = (-1)^j \lambda^{\alpha j} \frac{\Gamma(\alpha j + 1)}{k! \Gamma(\alpha j + 1 - k)}, \quad j = 1, \ldots, \lfloor 1/\alpha \rfloor - 1.
\]

**Proof.** We start by proving that the density \( h_\alpha(x,t) \) of the subordinator \( A^{\alpha} t \) satisfies the fractional differential equation (of order \( 1/\alpha \) greater than one)

\[
\left( \frac{\partial^{1/\alpha}}{\partial (-t)^{1/\alpha}} - \lambda \right) h_\alpha(x,t) = 0, \quad x, t \geq 0,
\]

with initial conditions

\[
\begin{cases}
  h_\alpha(x,0) = \delta(x), & x \geq 0 \\
  h_\alpha(0,t) = 0, & t \geq 0 \\
  \left. \frac{\partial^j}{\partial t^j} h_\alpha(x,t) \right|_{t=0} = (-1)^j \Phi_{\alpha j+1}(x), & j = 1, \ldots, \lfloor 1/\alpha \rfloor - 1
\end{cases}
\]

where \( \Phi_{\alpha j+1}(z) = \frac{z^{\alpha j+1-1}}{\Gamma(-\alpha j)} \) for \( z > 0 \). For the Laplace transform of \( h_\alpha(x,t) \), we get

\[
\int_0^\infty e^{-\xi t} \frac{\partial^{1/\alpha}}{\partial (-t)^{1/\alpha}} h_\alpha(x,t) dx = \Phi_{\alpha j+1}(\xi)/\xi.
\]

\[14\]
\[ \frac{\partial^{1/\alpha}}{\partial(-t)^{1/\alpha}} e^{-\xi \alpha t} = [\text{by (2.2.15) in [10]}] \]
\[ = \xi e^{-\xi \alpha t} = [\text{by (3.30)}] = \int_0^\infty e^{-\xi x} \frac{\partial}{\partial x} h_\alpha(x, t) dx. \]

The third condition in (3.30) can be checked by noting that
\[ \int_0^\infty e^{-\xi x} \frac{\partial}{\partial x} h_\alpha(x, t) \bigg|_{t=0} dx = \frac{\partial}{\partial \xi} \phi_{\alpha+1}(x) \]
\[ = (-1)^j \int_0^\infty e^{-\xi x} x^{-\alpha j - 1} \frac{\Gamma(\alpha j - k)}{\Gamma(\alpha j + 1)} dx = (-1)^j \int_0^\infty e^{-\xi x} \Phi_{\alpha j+1}(x) dx, \]
while the others are immediately verified. The result given in (3.29)-(3.30) generalizes, to any \( \alpha \in (0, 1) \), Theorem 2 in [4], which has been proved in the special case \( \alpha = 1/n \).

We now prove equation (3.27):
\[ \frac{\partial^{1/\alpha}}{\partial(-t)^{1/\alpha}} \frac{\partial}{\partial(-t)^{1/\alpha}} \frac{\partial}{\partial(-t)^{1/\alpha}} p_k(t; \alpha, 1) \]
\[ = \frac{\partial}{\partial(-t)^{1/\alpha}} \int_0^\infty p_k(z) h_\alpha(z, t) dz = [\text{by (3.30)}] \]
\[ = \int_0^\infty p_k(z) \frac{\partial}{\partial z} h_\alpha(z, t) dz = [\text{by (3.30)}] \]
\[ = - \int_0^\infty \frac{d}{dz} p_k(z) h_\alpha(z, t) dz = \lambda(I - B)p_k(t; \alpha, 1). \]

Condition (3.28) is obtained as follows
\[ \frac{\partial^j}{d t^j} p_k(t; \alpha, 1) \bigg|_{t=0} = \int_0^\infty p_k(z) \frac{\partial^j}{d t^j} h_\alpha(z, t) \bigg|_{t=0} dz = [\text{by (3.30)}] \]
\[ = \frac{\lambda^j}{k!} \int_0^\infty e^{-\lambda z} z^{-\alpha j - 1} \frac{\Gamma(-\alpha j + k)}{\Gamma(-\alpha j + 1)} dz = \frac{\lambda^j}{k!} \frac{\Gamma(1 + \alpha j)}{\Gamma(1 + \alpha j - k)} \]
\[ = \frac{\lambda^j}{k!} \frac{\Gamma(1 + \alpha j)}{\Gamma(1 + \alpha j - k)} \frac{\sin(-\pi \alpha j)}{\sin(-\pi \alpha j + \pi k)} \]
\[ = (-1)^j \frac{\lambda^j}{k!} \frac{\Gamma(1 + \alpha j)}{\Gamma(1 + \alpha j - k)}, \quad j = 1, ..., \lfloor 1/\alpha \rfloor - 1 \]
and it is satisfied by \( p_k(t; \alpha, 1) \), as can be checked by differentiating formula (3.24). The other conditions are immediately verified.

Let us introduce the following differential operator
\[ D_\psi f(x) = \int_0^\infty (P_s f(x) - f(x)) M(ds) \quad (3.31) \]
where $P_s$ is the semigroup (of a Lévy process previously introduced) associated to the infinitesimal generator $A$ and $M(\cdot)$ is the Lévy measure of the subordinator $\mathcal{D}_t, t > 0$ with symbol $\psi$. From (2.9), we immediately get that

$$
\hat{\mathcal{D}}\psi f(\xi) = \int_0^\infty (e^{-s\Psi(\xi)} \hat{f}(\xi) - \hat{f}(\xi)) M(ds) = \psi(\Psi(\xi)) \hat{f}(\xi).
$$

(3.32)

Indeed, $e^{-t\Psi}$ is the symbol of $P_t = e^{tA}$. An alternative form can be given as follows

$$
\mathcal{D}\psi f(x) = \int_0^\infty (P_s f(x) - f(x)) M(ds)
$$

$$
= \int_0^\infty (\mathbb{E}f(X^x_s) - f(x)) M(ds)
$$

$$
= \int_0^\infty \int_\mathbb{R} (f(y) - f(x)) \text{Pr}\{X^x_s \in dy\} M(ds)
$$

$$
= \int_\mathbb{R} (f(y) - f(x)) J(x,y) dy
$$

when the integral $J(x,y) dy = \int_0^\infty \text{Pr}\{X^x_s \in dy\} M(ds)$ converges. We now consider the differential operator (3.31) where $P_s$ is the semigroup of the Poisson process $N(t), t > 0$.

Our aim in the present paper is to investigate the time-changed Poisson processes presented so far. Nevertheless, we are able to state the following general result which refers to the case where a general subordinator $\mathcal{D}_t, t > 0$, is used as time argument.

**Theorem 5.** Let $\mathcal{D}_t, t \geq 0$ be a subordinator with symbol (2.9). Let $\mathcal{L}_t^\beta, t \geq 0$ be the inverse to a stable subordinator of order $\beta \in (0,1]$. The time-changed Poisson process

$$
N(\mathcal{D}_{\mathcal{L}_t^\beta}), t \geq 0
$$

has probability distribution function

$$
p^\psi_k(t; \beta) = \frac{(-\lambda \partial_\lambda)^k}{k!} E_\beta(-t^\beta \psi(\lambda)), \quad k = 0, 1, 2, \ldots
$$

(3.34)

Furthermore, (3.34) is the solution to

$$
\left(\mathcal{D}_t^\beta - \mathcal{D}_\psi\right) p^\psi_k(t; \beta) = 0, \quad t > 0, k = 0, 1, 2, \ldots
$$

(3.35)

subject to the initial condition

$$
p^\psi_k(0; \beta) = \begin{cases} 1, & k = 0, \\ 0, & k \geq 1 \end{cases}
$$

where

$$
\mathbb{D}_\psi u_k = -\int_0^\infty \mathbb{E}\left( u_k - B^{N(s)} u_k \right) M(ds) = -\psi(\lambda(I - B)) u_k.
$$

(3.36)

and $B u_k = u_{k-1}$ as usual.

**Proof.** We have that

$$
\mathbb{E}\exp\left( -\lambda \mathbb{D}_{\mathcal{L}_t^\beta} \right) = \mathbb{E}\exp\left( -\psi(\lambda) \mathcal{L}_t^\beta \right) = E_\beta(-t^\beta \psi(\lambda))
$$

(3.37)
and therefore
\[ p_k^\psi(t; \beta) = \frac{(-\lambda \partial_z)^k}{k!} \mathbb{E} \exp \left( -\lambda \mathcal{D}_t^\beta \right) = \mathbb{E} \left[ \frac{(-\lambda \partial_z)^k}{k!} \exp \left( -\lambda \mathcal{D}_t^\beta \right) \right] \]
\[ = \int_0^\infty \frac{(-\lambda \partial_z)^k}{k!} e^{-\lambda s} P \left\{ \mathcal{D}_t^\beta \in ds \right\} = \int_0^\infty P \{ N(s) = k \} P \left\{ \mathcal{D}_t^\beta \in ds \right\} \]
\[ = P \{ N(\mathcal{D}_t^\beta) = k \}. \]

Furthermore, from (3.37),
\[ \mathbb{E} \exp \left( i \xi N(\mathcal{D}_t^\beta) \right) = \mathbb{E} \exp \left( -\lambda (1 - e^{i \xi}) \mathcal{D}_t^\beta \right) = \mathbb{E} \left[ \psi \left( \lambda (1 - e^{i \xi}) \right) \right] \]
It is well-known that \( E_\beta \) is an eigenfunction for \( \mathcal{D}_t^\beta \); in particular, from (3.32) we can write
\[ \mathcal{D}_t^\beta \mathbb{E} \left[ \psi \left( \lambda (1 - e^{i \xi}) \right) \right] = \mathbb{E} \left[ \psi \left( \lambda (1 - e^{i \xi}) \right) \right]. \]
The symbol \( \psi \left( \lambda (1 - e^{i \xi}) \right) \) is the Fourier multiplier of \( \mathcal{D}_\psi \) when \( \Psi(\xi) = \lambda (1 - e^{i \xi}) \), that is the Lévy process \( X \) is the Poisson process \( N \).

We now show that (3.36) holds true. It suffices to see that
\[ \mathbb{E} \left( u_k - B N(s) u_k \right) = \left( u_k - \mathbb{E} B N(s) u_k \right) \]
\[ = \left( u_k - e^{-s \lambda} \sum_{n=0}^{\infty} \frac{(s \lambda B)^n}{n!} u_k \right) \]
\[ = \left( u_k - e^{-s \lambda (1-B)} u_k \right) \]
\[ = (u_k - P_s u_k). \]

From (3.32) (or (2.9)) we get the claim. \( \square \)

**Remark 4.** Concerning the solution (3.34), it is worth to recall that
\[ (-\partial_z)^k \psi(z) \leq 0 \quad \text{and} \quad (-\partial_z)^k E_\beta(-z) \geq 0. \]
Indeed, \( \psi \) is a Bernstein function and therefore its derivative is completely monotone, whereas the Mittag-Leffler is completely monotone. Furthermore, \( E_\beta(0) = 1 \) and there exists a unique probability measure \( m \) such that \( E_\beta(-\xi) = \int_0^\infty e^{-\xi^2 m(dx)} \). In particular, we have seen before that \( m(dx) = l_\beta(x,1) dx \). We notice that, if \( f \) is a Bernstein function on \((0, \infty)\), then \( g(f) \) is completely monotone for every completely monotone \( g \) (see Theorem 3.6 of [15]). This means that \( p_k^\psi \geq 0 \) for all \( k \geq 0 \).

## 4 Poisson process with random drift

We consider now the process defined in (1.3) where \( F_{\gamma, \beta}^\gamma = A_{\gamma, \beta}^\gamma t \) and \( F_{\alpha, \beta}^\alpha = A_{\alpha, \beta}^\alpha t \) are independent from \( N(t) \).

**Theorem 6.** The drifted process
\[ N(\mathfrak{g}_t^{\gamma, \beta}) + a \mathfrak{g}_t^{\alpha, \beta}, \quad t > 0, \ a \geq 0, \ \alpha, \gamma, \beta \in (0, 1] \]
has probability law

\[
\Pr\{N(\mathfrak{F}^{\gamma,\beta}_t) + a\mathfrak{L}^{\alpha,\beta}_t \in dx\}/dx = \sum_{k=0}^{\infty} \frac{(-\lambda \partial \lambda)^k}{k!} \int_0^\infty e^{-s\lambda} h_{\alpha}(x-k, a\alpha) l_{\beta}(s, t) ds
\]

\[
= \sum_{k=0}^{\infty} \frac{(-\lambda \partial \lambda)^k}{k!} E \left[ \exp(-\lambda \gamma \mathfrak{L}^{\beta}_t) h_{\alpha}(x-k, a\alpha) \mathfrak{L}^{\beta}_t \right]
\]

which is the solution to the equation

\[
\left( D_{t}^{\beta} + a^\alpha \partial_{x}^{\alpha} + \lambda^{\gamma} (I - K)^{\gamma} \right) u(x, t) = 0, \quad x \in \mathbb{R}^+_0, \quad t > 0
\]

(4.3)

with initial condition \( u(x, 0) = \delta(x) \), where

\[
(I - K)^{\gamma} = \sum_{j=0}^{\infty} (-1)^j \binom{\gamma}{j} K^j
\]

(4.4)

and

\[
K^j = \begin{cases} 
  e^{-j \partial_x}, & \text{if } a > 0 \\
  B_j, & \text{if } a = 0
\end{cases}
\]

is the shift operator.

**Remark 5.** We observe that the solution (4.2) can be represented as follows

\[
\Pr\{N(\mathfrak{F}^{\gamma,\beta}_t) + a\mathfrak{L}^{\alpha,\beta}_t \in dx\}/dx = e^{\lambda t} P_t \varphi(x, t)
\]

where \( P_t \) is the Poisson semigroup (2.5) and

\[
\varphi(x, t) = E \left[ \exp(-\lambda \gamma \mathfrak{L}^{\beta}_t) h_{\alpha}(x, a\alpha) \mathfrak{L}^{\beta}_t \right].
\]

By using the fact that \( h_{\alpha}(x, t) = \frac{\alpha t}{x} l_{\alpha}(t, x) \) where \( l_{\alpha} \) is the density law (3.5), we get

\[
\varphi(x, t) = E \left[ \frac{\alpha t}{x} \exp(-\lambda \gamma \mathfrak{L}^{\beta}_t) l_{\alpha}(a\alpha \mathfrak{L}^{\beta}_t, x) \right].
\]

**Proof of Theorem** We first observe that

\[
E e^{-\xi N(\mathfrak{F}^{\gamma,\beta}_t) - a\xi \mathfrak{L}^{\alpha,\beta}_t} = E \left[ E \left( e^{-\xi N(\mathfrak{F}^{\gamma,\beta}_t)} e^{-a\xi \mathfrak{L}^{\alpha,\beta}_t} \right) | \mathfrak{L}^{\beta}_t \right]
\]

where

\[
E \left[ e^{-a\xi \mathfrak{L}^{\alpha,\beta}_t} | \mathfrak{L}^{\beta}_t \right] = \exp \left( -a\xi \mathfrak{L}^{\beta}_t \right)
\]

and

\[
E \left[ e^{-\xi N(\mathfrak{F}^{\gamma,\beta}_t)} | \mathfrak{L}^{\beta}_t \right] = E \left[ E \left( e^{-\xi N(\mathfrak{F}^{\gamma,\beta}_t)} | \mathfrak{L}^{\gamma,\beta}_t \right) | \mathfrak{L}^{\beta}_t \right]
\]

\[
= E \left[ \exp \left( -\lambda (1 - e^{-\xi}) \mathfrak{F}^{\gamma,\beta}_t \right) | \mathfrak{L}^{\beta}_t \right] = \exp \left( -\lambda^\gamma (1 - e^{-\xi}) \mathfrak{L}^{\beta}_t \right)
\]
Therefore we obtain that
\[
\mathbb{E}e^{-\xi N(\tilde{\gamma}_t^\alpha, \beta) - a \xi \tilde{\gamma}_t^\alpha} = \mathbb{E} \exp \left(-\xi^\alpha \xi_t^\beta - \lambda^\gamma \left(1 - e^{-\xi^\gamma}\right)^\gamma \right) \\
= E_{\beta} \left(-t^\beta a^\alpha \xi^\gamma - t^\beta \lambda^\gamma \left(1 - e^{-\xi^\gamma}\right)^\gamma \right). 
\] (4.5)

The density can be obtained by considering that
\[
\Pr\{N(\tilde{\gamma}_t^\alpha, \beta) + a \tilde{\gamma}_t^\alpha, \beta \in A\} = \sum_{k=0}^{\infty} \Pr\left\{\tilde{\gamma}_t^\alpha, \beta \in \frac{A - k}{a}\right\} \Pr\{N(\tilde{\gamma}_t^\alpha) = k\} 
\]
for every Borel set \(A \in \mathcal{B}(\mathbb{R}_+)\) and
\[
\Pr\{N(\tilde{\gamma}_t^\alpha, \beta) + a \tilde{\gamma}_t^\alpha, \beta \in A|\tilde{\gamma}_t^\alpha = s\} = \sum_{k=0}^{\infty} \Pr\left\{\tilde{\gamma}_t^\alpha \in \frac{A - k}{a}\right\} \Pr\{N(\tilde{\gamma}_t^\alpha) = k\} 
\]
\[
= \sum_{k=0}^{\infty} \frac{(-\lambda \partial_\lambda)^k}{k!} e^{-s \lambda^\gamma} \Pr\left\{\tilde{\gamma}_t^\alpha \in \frac{A - k}{a}\right\} 
\]
\[
= \sum_{k=0}^{\infty} \frac{(-\lambda \partial_\lambda)^k}{k!} e^{-s \lambda^\gamma} \Pr\{\tilde{\gamma}_t^\alpha, \beta \in A - k\} 
\]
\[
= \int_A \sum_{k=0}^{\infty} \frac{(-\lambda \partial_\lambda)^k}{k!} e^{-s \lambda^\gamma} h_\alpha(x - k, a^\alpha s) dx. 
\]

By integrating with respect to \(\Pr\{\tilde{\gamma}_t^\alpha \in ds\}\), we obtain
\[
\Pr\{N(\tilde{\gamma}_t^\alpha, \beta) + a \tilde{\gamma}_t^\alpha, \beta \in A\} = \int_A \sum_{k=0}^{\infty} \frac{(-\lambda \partial_\lambda)^k}{k!} \int_0^\infty e^{-s \lambda^\gamma} h_\alpha(x - k, a^\alpha s) l_\beta(s,t) ds dx. 
\]

and thus
\[
\Pr\{N(\tilde{\gamma}_t^\alpha, \beta) + a \tilde{\gamma}_t^\alpha, \beta \in dx\} = \sum_{k=0}^{\infty} \frac{(-\lambda \partial_\lambda)^k}{k!} \int_0^\infty e^{-s \lambda^\gamma} h_\alpha(x - k, a^\alpha s) l_\beta(s,t) ds dx. 
\] (4.6)

A further check involves the Laplace transform
\[
\int_0^\infty \int_0^\infty e^{-\xi x} e^{-s \lambda^\gamma} h_\alpha(x - k, a^\alpha s) l_\beta(s,t) ds dx 
\]
\[
= e^{-\xi k} \int_0^\infty e^{-s \lambda^\gamma - a^\alpha s \xi^\alpha} l_\beta(s,t) ds = e^{-\xi k} E_{\beta}(-t^\beta(\lambda^\gamma + a^\alpha \xi^\alpha)). 
\]

Due to the action of the shift operator we arrive at
\[
\int_0^\infty e^{-\xi x} \Pr\{N(\tilde{\gamma}_t^\alpha, \beta) + a \tilde{\gamma}_t^\alpha, \beta \in dx\} = \sum_{k=0}^{\infty} \frac{(-\lambda \partial_\lambda)^k}{k!} e^{-\xi k} E_{\beta}(-t^\beta(\lambda^\gamma + a^\alpha \xi^\alpha)) 
\]
\[
= e^{-\xi \lambda \partial_\lambda} E_{\beta}(-t^\beta(\lambda^\gamma + a^\alpha \xi^\alpha)) 
\]
\[
= E_{\beta}(-t^\beta(\lambda^\gamma (1 - e^{-\xi^\gamma}) + a^\alpha \xi^\alpha)) 
\]
which coincides with (4.3).
We now study the governing equation (4.3). From representation (4.4), where $K$ is the translation operator for both continuous and discrete supported functions, we get that

$$
\int_{0}^{\infty} e^{-\xi x} (I - K)^{j} u(x, t) dx = \sum_{j=0}^{\infty} (-1)^{j} \left( \frac{\gamma}{j} \right) \int_{0}^{\infty} e^{-\xi x} K^{j} u(x, t) dx
$$

$$\begin{align*}
&= \sum_{j=0}^{\infty} (-1)^{j} \left( \frac{\gamma}{j} \right) \int_{0}^{\infty} e^{-\xi x} u(x - j, t) dx \\
&= \sum_{j=0}^{\infty} (-1)^{j} \left( \frac{\gamma}{j} \right) e^{-j\xi} \int_{0}^{\infty} e^{-\xi x} u(x, t) dx \\
&= (1 - e^{-\xi}) \gamma \int_{0}^{\infty} e^{-\xi x} u(x, t) dx.
\end{align*}
$$

Let us write

$$
\tilde{u}(\xi, \mu) = \int_{0}^{\infty} e^{-\mu t} \int_{0}^{\infty} e^{-\xi x} u(x, t) dx dt,
$$

Equation (4.3) becomes

$$
\mu^\beta \tilde{u}(\xi, \mu) - \mu^{3-1} \tilde{u}_0(\xi) + a^\alpha \xi^\alpha \tilde{u}(\xi, \mu) = -\lambda^\gamma (I - e^{-\xi}) \gamma \tilde{u}(\xi, \mu)
$$

from which we obtain

$$
\tilde{u}(\xi, \mu) = \frac{\mu^{\beta-1}}{\mu^\beta + a^\alpha \xi^\alpha + \lambda^\gamma (1 - e^{-\xi}) \gamma} \tilde{u}_0(\xi)
$$

(4.7)

where, obviously

$$
\tilde{u}_0(\xi) = \int_{0}^{\infty} e^{-\xi x} u(x, 0) dx.
$$

From (4.5) we obtain the double Laplace transform

$$
\int_{0}^{\infty} e^{-\mu t} \mathbb{E} \left[ e^{-\xi N(\delta^\gamma \alpha, t) - a^\alpha \xi^\alpha \alpha t} \right] dt = \frac{\mu^{\beta-1}}{\mu^\beta + a^\alpha \xi^\alpha + \lambda^\gamma (1 - e^{-\xi}) \gamma}
$$

(4.8)

For $u_0 = \delta$, formula (4.7) coincides with (4.8) and therefore we obtain the claimed result.

For $\beta = 1$, the composition (4.1) becomes

$$
N(\delta^\gamma \alpha, t) + a^\alpha \alpha t, \quad t > 0
$$

(4.9)

and coincides, for $\gamma = 1$, with $N(t) + a^\alpha \alpha$, For the latter we present the following results, concerning its governing equation and its hitting time. We remark that, for $\alpha = 1$, it reduces to the drifted Poisson process whereas, for $a = 0$, it coincides with the standard Poisson process.

**Corollary 3.** The Poisson process with subordinated drift

$$
N(t) + a^\alpha \alpha, \quad t > 0, \quad a \geq 0, \quad \alpha \in (0, 1]
$$

(4.10)

has probability law

$$
Pr \{ N(t) + a^\alpha \alpha \in dx \} / dx = e^{-\lambda t} \sum_{k=0}^{\infty} \frac{\lambda t}{k!} h_{\alpha} (x - k, a^\alpha t) \mathbf{1}_{(k<x)}
$$

(4.11)
which solves the fractional equation
\[
\left( \frac{\partial}{\partial t} + a^\alpha \frac{\partial}{\partial x} + \lambda(I - K) \right) u(x,t) = 0, \quad x \geq 0, \ t > 0
\]
subject to the initial condition \( u_0 = \delta \).

**Proof.** From the fact that
\[
\Pr\{N(t) + aA^\alpha t < x\} = \sum_{k=0}^{\infty} \Pr\{A^\alpha t < \frac{x-k}{a}\} p_k(t) \mathbf{1}_{(k<x)}
\]
we immediately get that
\[
\Pr\{N(t) + aA^\alpha t \in dx\} = \frac{1}{a} \sum_{k=0}^{\infty} h_{\alpha} \left( \frac{x-k}{a}, t \right) p_k(t) \mathbf{1}_{(k<x)}
\]
which coincides with (4.11) by the autosimilarity of the stable process \( A^\alpha_t, \ t > 0 \).

**Theorem 7.** Let us consider \( b \geq 0, \ \beta, \gamma \in (0, 1) \). The density \( h(x,t) = \Pr\{H_t \in dx\} \) of the hitting time
\[
H_t = \inf \left\{ s \geq 0 : N(A^\alpha s) + bA^\beta s \not\in (0, t) \right\}, \ t \geq 0 \quad (4.12)
\]
is the solution to the following equation
\[
b^\beta D^\beta_t u + \lambda\gamma(I - K)^\gamma u = -\frac{\partial u}{\partial x}, \quad x > 0, \ t > 0 \quad (4.13)
\]
with initial and boundary conditions
\[
u(x,0) = \delta(x), \quad u(0,t) = -\frac{\gamma\lambda^\gamma}{\Gamma(1 - \gamma)} \sum_{k=0}^{\infty} \frac{\Gamma(k - \gamma)}{k!} H(t-k) 
\]
where \( H(\cdot) \) is the Heaviside step function and
\[
K = \left\{ \begin{array}{ll}
e^{-\theta b}, & \text{if } a > 0, \\
B, & \text{if } a = 0 
\end{array} \right.
\]
is the shift operator.

**Remark 6.** We observe that, for \( \gamma = 1 \) in (4.14), the boundary condition reduces to
\[
u(0,t) = \lambda [H(t) - H(t-1)].
\]

Indeed, for \( \gamma \notin \mathbb{N} \), we can write
\[
u(0,t) = \lambda^\gamma \left[ H(t) - \gamma H(t-1) - \frac{\gamma(1-\gamma)}{2} H(t-2) - \frac{\gamma(1-\gamma)(2-\gamma)}{3!} H(t-3) - \ldots \right]
\]
and, for \( \gamma = 1 \), we get the claim.
Proof of Theorem 7. By definition, we can write
\[
\int_{0}^{+\infty} e^{-\xi t} \Pr\{\mathcal{F}_t > x\} dt = \int_{0}^{+\infty} e^{-\xi t} \Pr\{N(\mathcal{A}_t^\gamma) + b\mathcal{A}_t^\beta < t\} dt
\]
\[=\xi^{-1} \int_{0}^{+\infty} e^{-\xi t} \frac{\partial}{\partial t} \Pr\{N(\mathcal{A}_t^\gamma) + b\mathcal{A}_t^\beta < t\} dt
\]
\[=\xi^{-1} e^{-b^2\xi^2 x - \lambda^\gamma x (1 - e^{-\xi})}.\]

Therefore we obtain
\[
\int_{0}^{+\infty} e^{-\xi t} h(x,t) dt = -\int_{0}^{+\infty} e^{-\xi t} \frac{\partial}{\partial x} \Pr\{\mathcal{F}_t > x\} dt
\]
\[=\xi^{-1} \left[ b^2\xi^2 + \lambda^\gamma (1 - e^{-\xi}) \right] e^{-b^2\xi^2 x - \lambda^\gamma x (1 - e^{-\xi})}
\]
\[=\xi^{-1} \left[ b^2\xi^2 + \lambda^\gamma (1 - e^{-\xi}) \right] e^{-b^2\xi^2 x - \lambda^\gamma x (1 - e^{-\xi})}.\]

We immediately get that
\[
\tilde{h}(x,\xi) = \int_{0}^{\infty} e^{-\mu x} \tilde{h}(x,\xi) dx = \frac{\xi^{-1} \left[ b^2\xi^2 + \lambda^\gamma (1 - e^{-\xi}) \right]}{\mu + b^2\xi^2 + \lambda^\gamma (1 - e^{-\xi})}
\]
Let us now focus on the equation (4.13). We have that
\[
\int_{0}^{+\infty} e^{-\xi t} \left[ b^2\xi^2 u(x,t) + \lambda^\gamma (I - K)\gamma u(x,t) \right] dt = b^2\xi^2 \tilde{u}(x,\xi) - b^2\xi^2 \delta(x) + \lambda^\gamma (1 - e^{-\xi}) \gamma \tilde{u}(x,\xi)
\]
and therefore, equation (4.13) takes the form
\[
b^2\xi^2 \tilde{u}(x,\xi) - b^2\xi^2 \delta(x) + \lambda^\gamma (1 - e^{-\xi}) \gamma \tilde{u}(x,\xi) = -\frac{\partial \tilde{u}}{\partial x}(x,\xi).
\]
Furthermore,
\[
\int_{0}^{\infty} e^{-\mu x} \frac{\partial \tilde{u}}{\partial x}(x,\xi) dx = \mu \tilde{u}(0,\xi) - \tilde{u}(0,\xi)
\]
where
\[
\tilde{u}(0,\xi) = \int_{0}^{\infty} e^{-\xi t} u(0,t) dt = \xi^{-1} \lambda^\gamma (1 - e^{-\xi})^\gamma.
\]
Indeed, considering that
\[
-\frac{\gamma}{\Gamma(1 - \gamma)} \sum_{k=0}^{\infty} \frac{\Gamma(k - \gamma)}{k!} H(t - k) = H(t) - \frac{\gamma}{\Gamma(1 - \gamma)} \sum_{k=1}^{\infty} \frac{\Gamma(k - \gamma)}{k!} H(t - k)
\]
we can write
\[
\int_{0}^{\infty} e^{-\xi t} \left[ \lambda^\gamma H(t) - \frac{\gamma \lambda^\gamma}{\Gamma(1 - \gamma)} \sum_{k=1}^{\infty} \frac{\Gamma(k - \gamma)}{k!} H(t - k) \right] dt
\]
\[=\lambda^\gamma \xi - \frac{\lambda^\gamma}{\Gamma(1 - \gamma)} \sum_{k=1}^{\infty} \frac{\Gamma(k - \gamma)}{k!} \frac{e^{-\xi k}}{\xi} = [\text{by (3.22)}].\]
where we used once again formula (4.13). By collecting all pieces together, formula (4.13) with initial and boundary conditions becomes

\[ b^\beta \xi^\gamma \tilde{u}(\mu, \xi) - b^\beta \xi^\beta - 1 + \lambda^\gamma (1 - e^{-\xi})^\gamma \tilde{u}(\mu, \xi) = -\mu \tilde{u}(\mu, \xi) + \xi^{-1} \lambda^\gamma (1 - e^{-\xi})^\gamma. \]

Thus, we get that

\[ \tilde{u}(\mu, \xi) = \frac{b^\beta \xi^\beta - 1 + \xi^{-1} \lambda^\gamma (1 - e^{-\xi})^\gamma}{\mu + b^\beta \xi^\beta + \lambda^\gamma (1 - e^{-\xi})^\gamma}. \] (4.16)

By observing that \( \tilde{u} = \tilde{h} \), we get the claimed result. \( \square \)

5 Lévy processes with drifted Poisson time change

We consider now the Lévy process \( X \) time-changed by an independent random time defined as in (4.9). This can be considered as a generalization of the result given in Lemma \[\text{II} \]

**Theorem 8.** Let \( X(t), t \geq 0, \) be the Lévy process previously introduced. Let \( X_j, j = 1, 2, \ldots \) be i.i.d. random variables such that \( X_j \sim X(1) \) for all \( j \). Then, for \( \gamma, \alpha \in (0,1] \), we have that

\[ X(N(\mathbb{A}_t^\gamma) + a\mathbb{A}_t^\alpha) \overset{law}{=} \sum_{j=1}^{N(\mathbb{A}_t^\gamma)} X_j + X(a\mathbb{A}_t^\alpha), \quad t \geq 0, \quad a \geq 0 \] (5.1)

where \( \mathbb{A}_t^\gamma \) and \( \mathbb{A}_t^\alpha \) are independent stable subordinators. Furthermore, the infinitesimal generator of (5.1) is written as

\[ L^{\gamma, \alpha} f(x) = -(-aA)^\alpha f(x) - \lambda^\gamma (I - K)^\gamma f(x) \] (5.2)

where \( K = e^A \) is a shift operator and

\[ -(-aA)^\alpha f(x) = \frac{\alpha a^\alpha}{\Gamma(1 - \alpha)} \int_0^\infty (P_s f(x) - f(x)) \frac{ds}{s^{\alpha+1}} \] (5.3)

with \( P_s = e^{sA} \), which is the semigroup of the Lévy process \( X(s), s \geq 0 \).

**Proof.** We first recall that \( \mathbb{A}_t^1 = t \) is the elementary subordinator. Thus, for \( \gamma = \alpha = 1 \), the characteristic function of the right-hand side of (5.1) is given by

\[ \mathbb{E} \exp \left( i \xi \sum_{j=1}^{N(t)} X_j + i \xi X(at) \right) = e^{-\alpha T(\xi)} \mathbb{E} \exp(\xi X(1)N(t)) \]

Thus, we get that

\[ \tilde{u}(\mu, \xi) = \frac{b^\beta \xi^\beta - 1 + \xi^{-1} \lambda^\gamma (1 - e^{-\xi})^\gamma}{\mu + b^\beta \xi^\beta + \lambda^\gamma (1 - e^{-\xi})^\gamma}. \] (4.16)

By observing that \( \tilde{u} = \tilde{h} \), we get the claimed result. \( \square \)

5 Lévy processes with drifted Poisson time change

We consider now the Lévy process \( X \) time-changed by an independent random time defined as in (4.9). This can be considered as a generalization of the result given in Lemma \[\text{II} \]

**Theorem 8.** Let \( X(t), t \geq 0, \) be the Lévy process previously introduced. Let \( X_j, j = 1, 2, \ldots \) be i.i.d. random variables such that \( X_j \sim X(1) \) for all \( j \). Then, for \( \gamma, \alpha \in (0,1] \), we have that

\[ X(N(\mathbb{A}_t^\gamma) + a\mathbb{A}_t^\alpha) \overset{law}{=} \sum_{j=1}^{N(\mathbb{A}_t^\gamma)} X_j + X(a\mathbb{A}_t^\alpha), \quad t \geq 0, \quad a \geq 0 \] (5.1)

where \( \mathbb{A}_t^\gamma \) and \( \mathbb{A}_t^\alpha \) are independent stable subordinators. Furthermore, the infinitesimal generator of (5.1) is written as

\[ L^{\gamma, \alpha} f(x) = -(-aA)^\alpha f(x) - \lambda^\gamma (I - K)^\gamma f(x) \] (5.2)

where \( K = e^A \) is a shift operator and

\[ -(-aA)^\alpha f(x) = \frac{\alpha a^\alpha}{\Gamma(1 - \alpha)} \int_0^\infty (P_s f(x) - f(x)) \frac{ds}{s^{\alpha+1}} \] (5.3)

with \( P_s = e^{sA} \), which is the semigroup of the Lévy process \( X(s), s \geq 0 \).

**Proof.** We first recall that \( \mathbb{A}_t^1 = t \) is the elementary subordinator. Thus, for \( \gamma = \alpha = 1 \), the characteristic function of the right-hand side of (5.1) is given by

\[ \mathbb{E} \exp \left( i \xi \sum_{j=1}^{N(t)} X_j + i \xi X(at) \right) = e^{-\alpha T(\xi)} \mathbb{E} \exp(\xi X(1)N(t)) \]
which coincides with (2.13). From the uniqueness of the Laplace transform
\[ E \exp (-g(\Phi(\xi))) \mathfrak{A} \]
(for some well-behaved \( g \)) we obtain the equality in distribution (5.1). Indeed,
\[ -\partial_t \exp \left( -a \Psi(\xi) \mathfrak{A}^\alpha - \lambda \left( 1 - e^{-\Psi(\xi)} \right) \mathfrak{A}^\gamma \right) \bigg|_{t=0} = (a \Psi(\xi))^\alpha + \lambda \gamma \left( 1 - e^{-\Psi(\xi)} \right)^\gamma \]
is the Fourier symbol of the process which appears in the right-hand side of (5.1). Let us write the Fourier symbol as
\[ g_{\alpha,\gamma}(\xi) = (a \Psi(\xi))^\alpha + \lambda \gamma \left( 1 - e^{-\Psi(\xi)} \right)^\gamma. \]
We now show that \(-g_{\alpha,\gamma}(\xi)\) is the Fourier multiplier of the infinitesimal generator of the left-hand side of (5.1). The Fourier transform of (5.3) is given by
\[ \hat{\mathcal{A}}_{\alpha,\gamma}(\xi) = (a \Psi(\xi))^\alpha + \lambda \gamma \left( 1 - e^{-\Psi(\xi)} \right)^\gamma. \]

By (4.4), we get the Fourier transform
\[ \hat{\mathcal{A}}_{\alpha,\gamma}(\xi) = \sum_{j=0}^{\infty} (-1)^j \binom{\gamma}{j} \hat{K}^j \hat{f}(\xi), \]
where we recall that \( e^{-a \Psi(\xi)} \) is the symbol of the semigroup \( P_t \) associated to the infinitesimal generator \( A \) and
\[ M(ds) = \frac{\alpha ds}{\Gamma(1-\alpha)} s^{-1+1} \]
is the Lévy measure of a stable subordinator of order \( \alpha \in (0,1) \). As we have shown before, we also have that
\[ \int_{\mathbb{R}} e^{\xi x} x^\gamma (I-K)^\gamma f(x) dx = \lambda \gamma \left( 1 - e^{-\xi} \right)^\gamma \hat{f}(\xi) \]
iff \( K = e^{-\partial_x} \) is the translation operator.

Now we show that
\[ (1-e^A)^\gamma f = (1-e^{-\Psi(\xi)})^\gamma \hat{f}. \]

By (5.3), we get the Fourier transform
\[ (1-K)^\gamma f = \sum_{j=0}^{\infty} (-1)^j \binom{\gamma}{j} \hat{K}^j \hat{f}. \]

For \( K = e^A = P_t \), where \( P_t \) is the semigroup with symbol \( e^{-t\Psi} \), we obtain (5.6).

**Remark 7.** We observe that \( K = e^A \) is a translation operator. Furthermore, it represents a Frobenious-Perron operator associated with the transformation \( x \mapsto x - f(x) \) where \( f(x) \) is a random jump with generator \( A \). If \( A = -\partial_x \), then the jump equals \( f = 1 \).

Moreover we notice that, for \( \alpha = \gamma = 1 \) and \( a \geq 0 \), we have that
\[ X(N(t)+at) \overset{law}{=} \sum_{j=1}^{N(t)} X_j + X(at) \]
where \( X_j \sim X(1) \) are independent for all \( j \) and the process \( X(t), t \geq 0 \) is governed by the equation

\[
\frac{\partial u}{\partial t} = Au.
\]

As a different time argument we consider now the hitting time defined in \( (4.12) \) and thus we apply the result of Theorem 7 in order to define a new time-changed Lévy process.

**Theorem 9.** Let \( X(t), t > 0 \) be a Lévy process with symbol \( \gamma \) independent from \( \mathcal{D}_t \), \( t > 0 \). The governing equation of

\[
X(\mathcal{D}_t), \quad t > 0
\]

is given by

\[
b^\beta \mathcal{D}_t^\beta u(x, t) + \lambda^\gamma (I - K_1)^\gamma u(x, t) = Au(x, t), \quad x \in \mathbb{R}, \; t > 0
\]

subject to the initial and boundary conditions \( (4.14) \).

**Proof.** Let us consider the double Laplace transform \( (4.16) \). Since \(-\Psi\) is the Fourier multiplier of \( A \), the Fourier transform of \( (5.8) \) is written as

\[
b^\beta \mathcal{D}_t^\beta \tilde{u}(\mu, \xi) + \lambda^\gamma (I - K_1)^\gamma \tilde{u}(\mu, t) = -\Psi(\mu)\tilde{u}(\mu, t).
\]

By passing to the Laplace transform of \( (5.9) \) and following the same arguments as in the proof of Theorem 7, we get that formula \( (4.16) \) leads to

\[
\tilde{u}(\mu, \xi) = \frac{b^\beta \xi^{\beta-1} + \xi^{-1}\lambda^\gamma(1 - e^{-\xi})^\gamma}{\Psi(\mu) + b^\beta \xi^{\beta} + \lambda^\gamma(1 - e^{-\xi})^\gamma}
\]

which is the Laplace-Fourier transform of the solution to \( (5.8) \) subject to the conditions \( (4.14) \). With the Laplace transform \( (4.15) \) at hand, we also get that

\[
\int_0^\infty e^{-\xi t} \mathbb{E} e^{\mu X(t)} dt = \int_0^\infty e^{-\xi t} e^{-h_1(\mu, t)} dt = \int_0^\infty e^{-x \Psi(\mu)} \tilde{h}(x, \xi) dx
\]

equals \( (5.10) \) and therefore we obtain the claimed result.

Finally, as a further generalization, we write

\[
\mathcal{E}_t^{(j)} = \mathcal{N}_j(\mathcal{Q}_t^{\gamma_j}) + b_j \mathcal{A}_t^{\theta_j}, \quad t > 0, \quad j = 1, 2
\]

with \( \gamma_j, \theta_j \in (0, 1] \) for all \( j \) and

\[
\mathcal{D}_t^{(j)} = \inf\{s \geq 0 : \mathcal{E}_s^{(j)} \notin (0, t)\}, \quad t > 0, \quad j = 1, 2
\]

where \( b_j \geq 0 \), \( \mathcal{N}_j(t), t > 0 \) is a Poisson process with rate \( \lambda_j > 0 \), \( j = 1, 2 \), whereas, we still denote by \( \mathcal{D}_t^{(j)} \) the hitting time defined in \( (4.12) \). All the processes are independent from each other. Moreover, we consider here the processes \( (5.12) \) and \( (5.13) \) with \( \theta_1 = \beta \) and \( \theta_2 = \alpha \) to streamline the notation.

**Theorem 10.** Let \( X(t), t > 0 \) be a Lévy process with symbol \( \gamma \) independent from \( \mathcal{E}_t^{(1)}, t > 0 \) and \( \mathcal{D}_t^{(2)}, t > 0 \). The governing equation of the process

\[
X(\mathcal{E}_t^{(2)}), \quad t > 0
\]

is written as

\[
\left( b^\beta \mathcal{D}_t^\beta + \lambda_1^\gamma (I - K_1)^\gamma + (-b_2 A)^\alpha + \lambda_2^\gamma (I - K_2)^\gamma \right) u(x, t) = 0, \quad x \in \mathbb{R}, \; t > 0
\]

where \( K_1 = e^{-\theta_1} \) and \( K_2 = e^\alpha \), subject to the initial and boundary conditions \( (4.14) \).
Proof. We start once again from (4.16). By considering the Fourier transform of (5.15), from the previous results and by formula (5.4), we get that
\[ g_{\alpha,\gamma_2}(\mu) = \int_{\mathbb{R}} e^{i\mu x} \left[ -(-b_2 A)^{\alpha} u(x, t) - \lambda_2^{\gamma_2} (I - K_2)^{\gamma_2} u(x, t) \right] dx \]
\[ = b_2^{\alpha} (\Psi(\mu))^{\alpha} + \lambda_2^{\gamma_2} \left( 1 - e^{-\Psi(\mu)} \right)^{\gamma_2} \]
and (see the proof of the previous theorem)
\[ \tilde{u}(\mu, \xi) = \frac{b_2^{\alpha} \xi^{\beta-1} + \xi^{-1} \lambda_2^{\gamma_2} (1 - e^{-\xi})^{\gamma_2}}{g_{\alpha,\gamma_2}(\mu) + b_2^{\alpha} \xi^{\beta} + \lambda_2^{\gamma_2} (1 - e^{-\xi})^{\gamma_2}} \]
which is the Laplace-Fourier transform of the solution to (5.15) subject to the conditions (4.14).

Now, it remains to see that
\[
E \exp \left( i \mu X \left( \mathcal{E}_{\delta t}^{(2)} \right) H_{\delta t}^{(1)} t \right) = E \exp \left( - \left( \mathcal{E}_{\delta t}^{(2)} \right) \Psi(\mu) \right) \\
= \left[ \text{see formula (4.5) with } a = b_2, \lambda = \lambda_2, \gamma = \gamma_2, \beta = 1 \right] \\
= E \exp \left( - \left( H_{\delta t}^{(1)} \right) \left( b_2^{\alpha} (\Psi(\mu))^{\alpha} + \lambda_2 (1 - e^{-\Psi(\mu)})^{\gamma_2} \right) \right) \\
= \int_0^\infty \exp \left( -xg_{\alpha,\gamma_2}(\mu) \right) Pr \{ H_{\delta t}^{(1)} \in dx \} \\
= \int_0^\infty \exp \left( -xg_{\alpha,\gamma_2}(\mu) \right) h(x, t) dx.
\]
By considering the Laplace transform \( \tilde{h}(x, \xi) = \int_0^\infty e^{-\xi t} h(x, t) dt \) we get that
\[
\int_0^\infty e^{-\xi t} E \exp \left( i \mu X \left( \mathcal{E}_{\delta t}^{(2)} \right) H_{\delta t}^{(1)} t \right) dt = \int_0^\infty \exp \left( -xg_{\alpha,\gamma_2}(\mu) \right) \tilde{h}(x, \xi) dx
\]
as in the Laplace transform (5.11). Therefore, by the same arguments as in the proof of Theorem 9 we conclude the proof.

References

[1] D. Applebaum. Lévy Processes and Stochastic Calculus. Cambridge Studies in Advanced Mathematics 93, Cambridge University Press, 2004

[2] L. Beghin, E. Orsingher. Fractional Poisson Processes and Related Planar Random Motions. Electronic Journal of Probability 14.(61): 1790 - 1826, 2009.

[3] L. Beghin, E. Orsingher. Poisson-type processes governed by fractional and higher-order recursive differential equations. Electronic Journal of Probability. 15 (22): 684 - 709, 2010.

[4] M. D’Ovidio. On the fractional counterpart of higher-order equations. Statistics and Probability Letters, 81, 1929-1939, 2011.

[5] M. D’Ovidio. Wright functions governed by fractional directional derivatives and fractional advection diffusion equations. Submitted, arXiv:1204.3502v1.
[6] W. Feller. *An introduction to probability theory and its applications*, v.2. Wiley, New York, 2nd ed., 1971.

[7] G. Forst. Subordinates of the Poisson semigroup. *Zeitschrift für Wahrscheinlichkeitstheorie und Verwandte Gebiete*, 55(1), 35 - 40, 1981.

[8] E. Hille and R.S. Phillips. Functional analysis and semi-groups. *AMS Colloquium Publications, American Mathematical Society*, 31: 300 - 327, 1957.

[9] L.F. James. Lamperti type laws. *Ann. Appl. Probab.*, 20 (4): 1303-1340, 2010.

[10] A.A. Kilbas, H.M. Srivastava, J.J. Trujillo. *Theory and Applications of Fractional Differential Equations*, Elsevier, 2007.

[11] M.M. Meerschaert, E. Nane, P. Veillassamy. The fractional Poisson process and the inverse stable subordinator. *Electronic Journal of Probability*, 59: 1600 - 1620, 2011.

[12] F. Mainardi, R. Gorenflo, E. Scalas. A fractional generalization of the Poisson processes. *Vietnam Journ. Math.*, 32: 53 - 64, 2004.

[13] E. Orsingher, F. Polito. The space-fractional Poisson process. *Statistics & Probability Letters*, 82:852 - 858, 2012.

[14] O.N. Repin, A.I. Saichev. Fractional Poisson law. *Radiophysics and Quantum Electronics*. 43 (9): 738 - 741, 2000.

[15] R. L. Schilling, R. Song and Z. Vondracek. *Bernstein functions. Theory and applications*. Second edition, de Gruyter Studies in Mathematics, 37. Walter de Gruyter & Co., Berlin, 2012.

[16] J. Traple. Markov semigroups generated by a Poisson driven differential equation. *Bull. Polish Acad. Math.*, 44: 161 - 182, 1996.