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A generic polynomial $f(x, y, z)$ with a prescribed Newton polytope defines a symmetric spatial curve $f(x, y, z) = f(y, x, z) = 0$. We study its geometry: the number, degree and genus of its irreducible components, the number and type of singularities, etc. and discuss to what extent these results generalize to higher dimension and more complicated symmetries.

As an application, we characterize generic one-parameter families of complex univariate polynomials, whose Galois group is a complete symmetric group.
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1. INTRODUCTION

Symmetric spatial curves. Consider the complex torus $T \simeq (\mathbb{C}^*)^3$ and its character lattice $M \simeq \mathbb{Z}^3$. A finite set $A \subset M$ gives rise to the space $\mathbb{C}^A$ of (Laurent) polynomials supported at $A$:

$$f(u, v, w) = \sum_{a=(a_1,a_2,a_3) \in A} c_a u^{a_1} v^{a_2} w^{a_3}$$

(or $f(x) = \sum_{a \in A} c_a x^a$, $x \in T$, in a coordinate-free form).
For two given support sets \( A \) and \( B \subset M \), the classical results by Kouchniirenko, Bernstein, Khovanskiĭ and others describe the geometry of the smooth spatial curve \( f = g = 0 \) given by generic equations \((f,g) \in \mathbb{C}^A \times \mathbb{C}^B\): particularly the number, degree and genus of the components of this curve: see \([B75]\), \([K78]\), \([K16]\) or e.g. \([E24e, \text{Section 2}]\) for an overview.

Let us now impose the symmetry with respect to the involution \( I : T \to T \) given by the formula \((u,v,w) \mapsto (v,u,w)\) in a coordinate system \((u,v,w) : T \to (\mathbb{C}^*)^3\), and the corresponding involution \( I : M \to M \) (denoted by the same letter despite a small abuse of notation).

From now on, we assume that \( B := I(A) \) and \( g(x) := f(I(x)) \). In this case, the aforementioned classical results almost never apply to the symmetric curve \( f = g = 0 \) even for generic \( f \in \mathbb{C}^A \); to start with, the curve is not smooth in general.

The big picture is as follows (see Figure 1): for most of finite sets \( A \subset M \), the curve \( f = g = 0 \) consists of several disjoint “simple” smooth components (such as the one given by the equations \( f(x) = 0 \) and \( x = I(x) \)) that we call diagonal, and one more “complicated” smooth component, intersecting the diagonal ones without tangency and called the proper component. The diagonal components are by definition simple in the sense that they are isomorphic to a generic plane curve with a certain prescribed Newton polygon; their geometry is thus clear from the classical theory of Newton polytopes. The proper component is not of this form, and its study (most notably, irreducibility) constitutes a major part of our paper.

The exceptional sets \( A \subset M \), for which the above picture fails, can be classified explicitly and studied separately. In particular, all of their components turn out to be “simple” in the aforementioned sense.

Remark 1.1. The latter observation may be of crucial importance for further research on symmetric complete intersections. A priori, we have two seemingly unrelated sets:

a) \{support sets \( A \) for which the symmetric curve has more than one non-diagonal component\}; this set is relatively difficult to describe (to a large extent, our paper is devoted to this description).

b) \{support sets \( A \) for which every component of the symmetric curve is simple in the aforementioned sense\}; this set is relatively easy to describe, see Proposition 4.11.

Unexpectedly, upon describing them both, we observe \textit{a posteriori} that (a) is contained in (b), and even almost coincide with it. If this inclusion could be proved \textit{a priori}, it would greatly simplify our work. If this inclusion extends to higher dimensions and codimensions or larger symmetry groups (see Conjecture 6.6), this would allow to extend our results to those more general settings.

The structure of the paper. The background for our story is the theory of Newton polytopes, i.e. the classical facts about the subvarieties defined in algebraic tori by systems of generic equations with prescribed support sets (colloquially known as the Kouchniirenko–Bernstein–Khovanskiĭ toolkit).

Introducing the symmetry to this classical story in Section 3, we first classify the exceptional symmetric curves and describe their geometry case by case, and secondly, describe uniformly the singularities and irreducible components of all the other (non-exceptional) ones. The facts regarding singularities and components then proved in Sections 4 and 5 respectively. They are valid under some explicit genericity assumption on \( f \), called \( I \)-nondegeneracy (Definition 3.21). In the proof, we make use of a formula for the number of singularities and the Euler
Figure 1. On the left, the lattice of monomials with the support $A$ and its symmetric $I(A)$ with respect to the invariant plane $M^I$. On the right, the corresponding symmetric curve $f = f \circ I = 0$ in the complex torus, with its proper and diagonal parts.

characteristics of a symmetric complete intersection (Theorem 3.23), which was obtained in Theorem 5.6, [E24e], for arbitrary dimension of the ambient algebraic torus.

Finally, in Section 6, we discuss the numerous possible generalizations of these facts to the ambient torus of higher dimension, symmetric complete intersections of higher codimension, more complicated symmetries (leading e.g. to questions on geometry of zero loci of Schur polynomials), and, importantly, other ground fields beyond $\mathbb{C}$.

Prior to all of this, Section 2 is devoted to an application of the geometry of symmetric curves to Galois theory: we characterize generic one-parameter families of complex univariate polynomials, whose Galois group is a complete symmetric group.

An application: Galois groups of polynomials depending on a parameter. Polynomials of this kind were studied by many authors from the perspective of Galois theory, especially in finite characteristics. A remarkable project in this direction initiated by Abhyankar in [A57] lead to many beautiful results such as [ASP92]. It can borrow the name from one of its papers: “Nice equations for nice groups” [A94] and deals with Galois groups of trinomials, whose coefficients are monomials of the parameter.

We study the same problem over the complex numbers, but in full generality — for polynomials with arbitrary supports. More specifically, we study how one can permute the non-zero roots of a univariate Laurent polynomial $\varphi(x) = \sum_{j=n}^{N} c_j x^j$, whose coefficients $c_j = c_j(t)$ are generic Laurent polynomials of a parameter $t$ with prescribed support sets $A_j \subset \mathbb{Z}^1$, $j = n, \ldots, N$. As we vary $t \in \mathbb{C}$ along all possible loops (avoiding the finitely many bifurcation values of $t$ at which the polynomial $\varphi$ has less than $N - n$ roots), the corresponding permutations of the $N - n$ non-zero roots of $\varphi$ form a subgroup $G \subset S_{N-n}$, referred to as the Galois group of $\varphi$. 
Alternatively, given a generic curve $C$ in the $(x,t)$-plane, whose equation $\phi(x,t) = 0$ is supported at the prescribed set $A = \bigcup_{j=1}^{N} \{j\} \times A_j \subset \mathbb{Z}^2$, the projection of $C$ to the $t$-axis is a ramified covering, and we study its monodromy group $G$.

In order to express $G$ in terms of $A$ (or the $A_j$’s), let $d$ be the maximal integer such that $\phi$ can be represented as $x^m \psi(x^d)$, with $\psi$ a Laurent polynomial. Combinatorially, $d$ is the GCD of the pairwise differences of all $j$’s such that $c_j(t) \not\equiv 0$ (i.e. $A_j \neq \emptyset$).

**Remark 1.2.** Since the non-zero roots of $\phi(x) = x^m \psi(x^d)$ split into $N-n$ necklaces of length $d$ (invariant under multiplication by $d\sqrt{1}$), at most we can expect to permute these necklaces.

Thus, whenever $N-n > d > 1$ (more than one non-trivial necklace) or $N-n = d > 2$ (the length of the necklace is greater than 2), the Galois group is not full symmetric.

Similarly, if $d = 1$, and $A$ is contained in an affine line, then $\phi(x,t)$ up to a monomial multiplier can be represented as $\psi(xt^a)$ for a polynomial $\psi$ and integer $a$. In this case, the covering is trivial, and so is the monodromy.

These obvious obstructions for the Galois group to be full symmetric are the only ones.

**Theorem 1.3.** The Galois group $G$ of a generic polynomial $\phi \in \mathbb{C}^A$ equals $S_{N-n}$ if and only if

- $d = 1$, and $A$ is not in an affine line, or
- $d = N-n = 2$, and $A$ consists of two points whose barycenter is not in the lattice.

See the next section for the proof and the exact assumption of general position on $\phi$ (Definition 2.2 and Remark 2.4). Moreover, in [EL22] we compute the Galois group for an arbitrary support set $A$. However, that paper relies more heavily on topological methods, making it difficult to generalize to arbitrary ground fields and to several variables. For the techniques of the present paper, this looks more realistic: see the very end of the paper for a sketch of extension to fields different from $\mathbb{C}$, and Section 5 of [E24e] for what is already known for several variables. For now, applying Theorem 1.3 to the rational function $\varphi(x,t) = q_1(x) + q_2(x)t$, we get the following.

**Corollary 1.4.** Let $\psi(x) = q_1(x)/q_2(x)$ be a rational function with generic numerator and denominator $q_i \in \mathbb{C}^{B_i}$, $B_i \subset \mathbb{Z}^1$. Then the monodromy group of the ramified covering $\psi : \mathbb{C}^1 \to \mathbb{C}^1$ equals the full symmetric group if and only if the set $B_1 \cup B_2$ can not be shifted to a proper sublattice or can be shifted to $\{0, 2\}$.

We start with proving Theorem 1.3, illustrating how symmetric curves in $\mathbb{C}^3$ come into play.

2. **Generic families of polynomials whose Galois group is full symmetric**

**Proof of Theorem 1.3.**

If $A$ does not satisfy the conditions in the theorem, then the Galois group is not full symmetric by Remark 1.2. If $A$ satisfies the second condition, then the Galois group clearly equals $S_{2}$. So now, it remains to treat the case $d = 1$, $N-n > 2$, and $\varphi$ is generic.

We study the ramified covering given by the projection $\pi$ of the curve $\varphi(x,t) = 0$ in the $(x,t)$-plane to the $t$-axis.

The fiber product of $\pi$ with itself is the projection $\pi^2$ of the curve

$$\varphi(x_1,t) = \varphi(x_2,t) = 0 \quad (*)$$
in the \((x_1, x_2, t)\)-space to the \(t\)-axis.

Then, by Definition 3.9, Observation 3.8 and Theorem 3.15 below, the symmetric curve \((\star)\) consists of a single diagonal component (given by the equations \(x_1 = x_2\) and \(\varphi(x_1) = 0\)) and one more irreducible component for the proper part.

Thus, for any generic \(t\), every two points \((x_1, x_2, t), x_1 \neq x_2\), and \((x_1', x_2', t), x_1' \neq x_2'\), of the proper part of \((\star)\) can be connected with a path \(\gamma\) that avoids the singular locus of \((\star)\) and whose image \(\tilde{\gamma}\) under \(\pi^2\) avoids the branching points of \(\pi^2\). In particular, the monodromy of \(\pi^2\) along the loop \(\tilde{\gamma}\) sends the point \((x_1, x_2, t)\) of the fiber of \(\pi^2\) over \(t\) to the point \((x_1', x_2', t)\) of the same fiber.

In terms of the initial covering \(\pi\), this means that the monodromy of \(\pi\) along \(\tilde{\gamma}\) sends \(x_1\) to \(x_1'\) and \(x_2\) to \(x_2'\). We have proved that any pair of distinct points \(x_1 \neq x_2\) in the fiber of \(\pi\) over \(t\) can be sent to any other pair of distinct points \(x_1' \neq x_2'\) in the same fiber by a suitable element of the monodromy group of \(\pi\) (in this situation the monodromy group is said to be 2-transitive).

In particular, the monodromy group contains the transposition \((x_1, x_2)\) if and only if it contains any other transposition \((x_1', x_2')\), i.e. is full symmetric. Thus it is enough to prove the following lemma.

**Lemma 2.1.** For a generic polynomial \(\varphi\) supported at the set \(A \subset \mathbb{Z}^2\) not contained in an affine line and with \(d = 1\), the ramified covering \(\pi\) has at least one branching point whose local monodromy is a transposition.

Before we prove the lemma, let us discuss exact conditions of general position on the polynomial \(\varphi\) (Definition 2.2), which assure that the Galois group is full symmetric.

Let \(n, n + q, N - Q\) and \(N\) be the two smallest and the two largest numbers in the set \(B := \{j \mid A_j \neq \emptyset\}\).

Assuming that the closure \(\bar{C} \subset \mathbb{C}P^1 \times \mathbb{C}^*\) is smooth, its projection to the \(t\)-axis \(\mathbb{C}^*\) has the following critical points:

(i) a point \((0, t)\) for \(c_n(t) = 0\), of order at least \(q\), if \(q > 1\);
(ii) a point \((\infty, t)\) for \(c_N(t) = 0\), of order at least \(Q\), if \(Q > 1\);
(iii) a point \((x, t)\) for \(\varphi(x, t) = \partial f / \partial x(x, t) = 0, x \in \mathbb{C}^*\), of order at least 2.

(Note that the order of a critical point \((x_0, t_0)\) for us is the multiplicity of the root \((x_0, t_0)\) of the function \(t - t_0\) restricted to the curve \(\bar{C}\); in particular, order 1 means no critical point.)

**Definition 2.2.** A polynomial \(\varphi \in \mathbb{C}^A\) is said to be \(t\)-nondegenerate, if:

1) The closure of \(\bar{C}\) in the \(A\)-toric variety is smooth and transversal to the orbits;
2) all of the listed critical points of the projection \(\bar{C} \to \mathbb{C}^*\) have minimal possible orders;
3) the critical values at any two of these points are distinct, with the necessary exception that every critical point \((x, t)\) of type (iii) has \(d - 1\) more critical points of the form \((\sqrt[d]{t} \cdot x, t)\) have the same critical value \(t\).

**Lemma 2.3.** 1) \(t\)-nondegenerate polynomials \(\varphi\) are generic, i.e. form a non-empty Zariski open subset in \(\mathbb{C}^A\).
2) The ramified coverings \(\bar{C} \to \mathbb{C}^*\) have the same monodromy group for all \(t\)-nondegenerate polynomials \(\varphi\).

**Proof of Part 1.** Genericity of condition (1) in the definition of nondegeneracy is well known. To verify genericity of conditions (2, 3), we can assume wlog that \(d = 1\) (letting \(x^d\) to be the
new variable $\tilde{x}$). Under this assumption, the space $\mathbb{C}^B$ of all univariate polynomials supported at $B := \{ \gamma \mid A_j \neq \emptyset \}$ contains:

- the discriminant hypersurface $D$, defined as the closure of the set of all polynomials having a multiple root in $\mathbb{C}^*$;

- the coordinate hyperplane $H_j$ defined as the set of all polynomials with zero coefficient at the monomial $x^j$.

The polynomial $\varphi$ defines the map $\Phi : \mathbb{C}^* \to \mathbb{C}^B$ sending $t$ to $\varphi(\cdot, t) \in \mathbb{C}^B$. For generic $\varphi$, this map is transversal to $D \cup H_n \cup H_{n+q} \cup H_{N-Q} \cup H_N$ (see Theorem 6.6 and Corollary 6.7 in [ESV23]). Transversality ensures that $\varphi$ is $t$-nondegenerate in the sense of the preceding definition:

- transversality to $D$ implies that the curve $C$ is smooth: indeed, $D$ is the discriminant of the projection $p$ of the smooth set $S = \{(f, x) \mid f(x) = 0\} \subset \mathbb{C}^B \times \mathbb{C}^*$ to $\mathbb{C}^B$, so the transversality of $\Phi$ to $D$ implies its transversality to the map $\pi$, thus the fiber product $p \times_{\mathbb{C}^B} \Phi \simeq C$ is smooth;

- avoiding $H_n \cap H_{n+q}$ and $H_{N-Q} \cap H_Q$ implies that type (i) and (ii) critical points have orders $q$ and $Q$ respectively;

- avoiding the pairwise intersections of $H_n$, $H_N$ and $D$ implies that critical points of different types cannot have equal critical values.

**Proof of Part 2.** If $\varphi \in \mathbb{C}^A$ is $t$-nondegenerate, then every nearby $\psi \in \mathbb{C}^A$ is $t$-nondegenerate. Because of this, the ramified covering $\{ \psi = 0 \} \to \mathbb{C}^*$ has the same ramification profile as $\{ \varphi = 0 \} \to \mathbb{C}^*$, and thus the same monodromy. Indeed, choose small loops $\gamma_i$ generating $\pi_1(\{ t \in \mathbb{C}^* : \# \{ \varphi(x, t) = 0 \} = N - n \})$ and notice that they generate $\pi_1(\{ t \in \mathbb{C}^* : \# \{ \psi(x, t) = 0 \} = N - n \})$ and give the same monodromy permutations in the fibers of $\{ \varphi = 0 \} \to \mathbb{C}^*$ and $\{ \psi = 0 \} \to \mathbb{C}^*$.

We have proved that the monodromy group is locally constant as a function of $t$-nondegenerate $\varphi \in \mathbb{C}^A$. Then it is globally constant, since the set of $t$-nondegenerate polynomials in $\mathbb{C}^A$ is a non-empty Zariski open subset, and therefore connected. □

**Proof of Lemma 2.1.** We shall prove the lemma for an arbitrary $t$-nondegenerate $\varphi$. This is enough, because generic polynomials are $t$-nondegenerate by Lemma 2.3.1.

Denote the number of branching points of types (i), (ii) and (iii) of the ramified covering $\tilde{C} \to \mathbb{C}^*$ by $\tilde{\gamma}_1, \tilde{\gamma}_2$ and $\tilde{\gamma}_3$ respectively. Since the points of types (i) and (ii) correspond to the roots of the polynomials $c_n \in \mathbb{C}^A_n$ and $c_N \in \mathbb{C}^{A_N}$ respectively, we have

$$\tilde{\gamma}_1 = \text{Vol}_A(A_n) \text{ and } \tilde{\gamma}_2 = \text{Vol}_A(A_N),$$

where $\text{Vol}_Z$ is the integer length of the convex hull of a set in $\mathbb{Z}^1$. By the Riemann-Hurwitz formula, the quantity

$$-(q - 1) \cdot \tilde{\gamma}_1 - (Q - 1) \cdot \tilde{\gamma}_2 - \tilde{\gamma}_3$$

equals the Euler characteristics of the curve $\tilde{C}$, which in turn equals

$$-\text{Vol}_Z(A) + \text{Vol}_Z(A_N) + \text{Vol}_Z(A_n)$$
by the BKK formula applied to the curve \( C = \{ \phi = 0 \} \). Here \( \text{Vol}_Z(A) \) is the lattice area of the convex hull of \( A \) (defined as the Euclidean area times \( 2! \)).

As a result, we have
\[
\sharp_3 = \text{Vol}_Z(A) - Q \text{Vol}_Z(A_N) - q \text{Vol}_Z(A_n),
\]
which is strictly positive for \( d = 1 \) and \( N - n > 1 \), unless \( A \) is contained in an affine line. Thus we have at least one type (iii) ramification point, and the local monodromy at this point is a transposition.

\( \square \)

Remark 2.4. 1. This concludes the proof of Theorem 1.3 for generic \( \phi \), without explicit genericity conditions. But actually we can take \( \phi \) to be \( t \)-nondegenerate as our genericity assumption in Theorem 1.3. Indeed, since all \( t \)-nondegenerate polynomials \( \phi \) have the same Galois group by Lemma 2.3.2, and almost all of them have the full symmetric Galois group by Theorem 1.3, so do all of them. Thus Theorem 1.3 is valid for all \( t \)-nondegenerate \( \phi \).

2. If we regard \( \phi \) as a polynomial of \( x, t \) and one more dummy variable \( \tilde{x} \), then its \( I \)-nondegeneracy with respect to the involution \( I(x, \tilde{x}, t) = (\tilde{x}, x, t) \) (Definition 3.21) is the same thing as its \( t \)-nondegeneracy in the sense of Definition 2.2. This clarifies the geometric meaning of the involved Definition 3.21 and deepens the relation between the Galois theory of \( \phi \) and the symmetric curve \( \phi(x, t) = \phi(\tilde{x}, t) = 0 \).

3. Of course \( \phi \) does not have to be \( t \)-nondegenerate in order to have the full symmetric Galois group. Similarly, the symmetric curve does not have to be \( I \)-nondegenerate in order to have the minimal possible number of irreducible components. It would be interesting to find significantly weaker but still controllable versions of \( t \)-nondegeneracy and \( I \)-nondegeneracy. For \( t \)-nondegeneracy, the problem is addressed in \([EL22, \text{Section 2.6}]\).

3. Components and singularities of symmetric curves: rules and exceptions

If \( f \) and \( g \) are generic polynomials with prescribed support sets \( A \) and \( B \subset M \simeq \mathbb{Z}^3 \), then the geometry of the curve \( f = g = 0 \) in the torus \( T \simeq (\mathbb{C}^*)^3 \) is described by the Bernstein-Kouchnirenko-Khovanski toolkit (see e.g. Section 2 in \([E24c]\) for a review).

We now start to study what happens to this theory, if the curve is symmetric with respect to an involution \( I : T \to T \) given by the formula \((u, v, w) \mapsto (v, u, w)\) in a coordinate system \((u, v, w)\). More specifically, from now on we study the curve \( C \subset T \) given by the equations \( f(x) = 0 \) and \( g(x) := f(I(x)) = 0 \) for generic \( f \) supported at a given set \( A \subset M \simeq \mathbb{Z}^3 \), \( 1 < |A| < \infty \). Recall that the second equation \( g \) is supported at the symmetric set \( B := I(A) \), where the symmetry \( I : M \to M \) induced by \( I : T \to T \) is denoted by the same letter to a small abuse of notation.

3.1. Dimension. First of all, the symmetric “curve” \( f = g = 0 \) may have the wrong dimension even for a generic polynomial \( f \in \mathbb{C}^4 \). We start with examples of such sets \( A \subset M \).

The fixed point planes \( T^I \subset T \) and \( M^I \subset M \) of the involution \( I \) are defined by the equations \( m(x) = 1 \) for some monomial \( m \in M \) and \( t = 0 \) for some surjective linear function \( t : M \to \mathbb{Z} \).

We can and will choose \( m \) and \( t \) so that \( t(m) = 2 \) (rather than \(-2\)). More specifically, choosing respective coordinate systems \((u, v, w) : T \to (\mathbb{C}^*)^3 \) and \((u, v, w) : M \to \mathbb{Z}^3 \) so that \( I(u, v, w) = (v, u, w) \) and \( I(u, v, w) = (v, u, w) \), we can set \( m(u, v, w) = uv^{-1} \) and \( t(u, v, w) = u - v \).
The monomial $m$ generates a 1-dimensional sublattice $M^{-I}$ (which is the fixed point line $u + v = w = 0$ of the involution $-I : M \to M$), and $t \in M^*$ generates the one-parametric subgroup $\exp(\mathbb{C} \cdot t) = \{uv = w = 1\} \subset T$ that will be denoted by $T^{-I}$.

**Definition 3.1.** The planes $M^I$ and $T^I$ will be called the diagonal planes of the lattice and the torus respectively, and the lines $M^{-I}$ and $T^{-I}$ will be called the antidiagonal lines.

**Example 3.2.** (Type D) Let $A$ belong to a plane parallel to $M^I$, then $f/g$ is a monomial, and the set $f = g = 0$ is actually the surface $f = 0$. The geometry of this surface for generic $f \in \mathbb{C}^A$ is described by the BKK toolkit.

(**Type E**) Let $A$ belong to a line parallel to $M^{-I}$, then $I(A)$ is contained in the same line, and the set $f = g = 0$ is empty for generic $f \in \mathbb{C}^A$.

**Theorem 3.3.** Unless $A$ is of type D or E, the set $f = g = 0$ is a non-empty curve for generic $f \in \mathbb{C}^A$.

See Section 4.4 for the proof. In what follows, we never consider such exceptional support sets $A$.

### 3.2. Connected components.

Even if $f = g = 0$ is a curve, it may not be connected. To give such examples, recall that a connected subgroup $S$ of the torus $T$ is called a subtorus, and its coset $g \cdot S = \{gs | s \in S\}$ for any $g \in T$ will be called a shifted subtorus.

A codimension one subtorus can be given by an equation $\mu(x) = 1$ for a primitive monomial $\mu \in M$ (recall that an element $\mu$ of a lattice $M$ is said to be primitive if it is not divisible by an integer number greater than 1, or, equivalently, the quotient group $M/\mu$ is a lattice).

The character lattice of the subtorus $\mu(x) = 1$ defined by a primitive monomial $\mu \in M$ is naturally isomorphic to the quotient lattice $M/\mu$. The support of a generic polynomial $f \in \mathbb{C}^A$ restricted to this subtorus equals the image of $A$ under the projection $M \to M/\mu$, which we denote by $A/\mu$.

Dually, a 1-dimensional subtorus can be represented as $\exp(\mathbb{C} \cdot s)$, where $\exp(s_1, s_2, s_3) = (e^{s_1}, e^{s_2}, e^{s_3})$ is the exponential map from the Lie algebra of $T$, and $s = (s_1, s_2, s_3)$ is an element of this Lie algebra (or, equivalently, a linear function $s_1u + s_2v + s_3w$ on $M$).

**Example 3.4.** (See Figure 2 below.) Assume that $A$ is not of type D or E.

(**Type C1**) Let $A$ belong to a plane parallel to $M^{-I}$, then $B = I(A)$ is contained in the same plane. The containing plane can be defined by the equation $s = s_0$ for a surjective linear function $s : M \to \mathbb{Z}$ and $s_0 \in \mathbb{Z}$. Then the curve $f = g = 0$ is the (disjoint) union of several shifted copies of the one-dimensional subtorus $\exp(\mathbb{C} \cdot s)$. The number of these copies for generic $f \in \mathbb{C}^A$ equals the lattice mixed area of $A$ and $B$ (understood as the mixed area of their copies shifted to the same two-dimensional lattice $s = s_0$).

(**Type C2**) Let $A$ belong to the union of a plane parallel to $M^I$ and a line parallel to $M^{-I}$, then the Newton polytope of $f - g$ is a segment of lattice length $q > 0$ in $M^{-I}$. In coordinates, we have $f - g = \prod_{i=1}^q (u - \alpha_i v)$ up to a monomial multiplier for pairwise different $\alpha_i \in \mathbb{C}$, thus $f - g = 0$ is the (disjoint) union of $q$ shifted copies of the subtorus $T^I$. In each of these copies, the equation $f = 0$ defines a plane curve supported at $A/m$. The geometry of this generic plane curve with a given support is described by the BKK toolkit.
Remark 3.5. In coordinates, if \( I(u, v, w) = (v, u, w) \), then examples of a line parallel to \( M^{-I} \) include \( u + v = w = 0 \) and \( u + v = w = 1 \). Note that they cannot be sent to each other by an affine automorphism of the lattice commuting with the involution \( I \), but any other integer line parallel to \( M^{-I} \) can be sent to one of these two with a parallel translation of the lattice commuting with the involution \( I \). Indeed, the intersection of such a line with \( M \) has the form either \( \mu \) or \( \mu + (1/2, 1/2, 1) \) for some \( \mu \in M \cong \mathbb{Z}^3 \), so the parallel translation by \(-\mu\) will do.

Similarly, examples of a plane containing the line \( M^{-I} \) include \( w = 0, u + v = 0 \), and \( u + v = 1 \). They cannot be sent to each other with an affine automorphism of the lattice commuting with the involution \( I \), but any other plane containing \( M^{-I} \) can be sent to one of these three.

Theorem 3.6. Unless \( A \) suits one of the preceding examples (D, E, C1 or C2) up to a shift, the set \( \{f = g = 0\} \) is a connected curve for generic \( f \in \mathbb{C}^A \).

See Section 4.4 for the proof.

Remark 3.7. 1. Note that the curves from the two parts of Example 3.4 are connected as well, if \( q \) or the mixed area of \( A \) and \( B \) respectively equals 1. One can easily classify all sets \( A \) satisfying these conditions.

2. It would be interesting to classify all 3-dimensional Newton polytopes of symmetric non-connected curves, i.e. all lattice polytopes in \( \mathbb{R}^3 \), whose intersection with \( \mathbb{Z}^3 \) is contained in \( M^I \cup M^{-I} \) and does not suit part 1 of this remark. This problem of lattice geometry resembles (and contains) the problem of classifying empty pyramids, well known from the theory of multidimensional continued fractions [K13].

3.3. Diagonal components and singularities. Even if the curve \( f = g = 0 \) is connected, it is rarely irreducible, because it usually has diagonal components.

Observation 3.8. Assume that \( A \) is not of type D, E, or C1.

1) The set \( \{f = g = 0\} \cap T^I \) is an algebraic curve contained in \( \{f = g = 0\} \). Moreover, for generic \( f \in \mathbb{C}^A \), it is an irreducible component of the curve \( \{f = g = 0\} \).

Indeed, it is a generic plane curve supported at \( A/m \). The geometry of such curves is described by the classical BKK toolkit: in particular, they are irreducible unless \( A/m \) is contained in a line, i.e. \( A \) is contained in a plane parallel to \( M^{-I} \), which is one of the exceptional types of sets \( A \) that we have excluded from our consideration.

2) More generally, there are extra irreducible components similar to the above one. To see this, define the integer \( d \) in the following equivalent ways:

- as the index of the lattice generated by \( A + I(A) + M^I \) in \( M \);
- as the largest \( d \) such that the integers \( t(a), a \in A \), are pairwise equal modulo \( d \);
- as the largest \( d \) such that \( \mu f - (\mu f) \circ I \) is divisible by \( u^d - v^d \) for some monomial \( \mu \).

Recall that \( m \in M \) is the primitive monomial defining the diagonal plane \( T^I = \{m = 1\} \), and consider the (disjoint) union of \( d \) shifted copies of the diagonal plane defined by the equation \( m^d = 1 \). Then the intersection of the curve \( \{f = g = 0\} \) with each of these shifted copies is a shifted copy of the curve \( \{f = g = 0\} \cap T^I \). In particular, it is an irreducible component of \( \{f = g = 0\} \) for generic \( f \in \mathbb{C}^A \).
**Definition 3.9.** Assume that $A$ is not of type D so that $\{f = g = 0\}$ is a (possibly empty) curve, see Theorem 3.3.
1) The number $d$ is called the denominator of the set $A$.
2) The union of the irreducible components $\{f = g = 0\} \cap \{m^d = 1\}$ of the curve $\{f = g = 0\}$ from the preceding Observation will be referred to as the diagonal part of the symmetric curve.
3) The union of the other irreducible components (i.e. the closure of $\{f = g = 0\} \setminus \{m^d = 1\}$) will be called the proper part of the symmetric curve.

**Remark 3.10.** Note that, for the support set $A$ of type C1 or C2, every irreducible component of the curve $f = g = 0$ is contained in a certain shifted copy of the diagonal subtorus $\{m = c\}, c \in \mathbb{C}^\ast$. However, we do not consider all of them diagonal components: for generic $f \in \mathbb{C}^A$, the diagonal ones are exactly those for which $c$ is a root of unity.

However, this occurs only for types C1 and C2: for any other symmetric curve, non-diagonal irreducible components never belong to a shifted copy of the diagonal subtorus (see Theorem 3.15 below).

For some support sets $A$, the proper part and the diagonal part do not intersect. Besides the types $D$, $E$, $C1$ and $C2$, there is one more such exceptional type.

**Example 3.11. (Type I10)** Let $A$ be not of types $D$, $E$, $C1$ and $C2$, but contained in the union of two lines parallel to each other and to $M^I$. Then the proper part of the curve $\{f = g = 0\}$ is empty for generic $f \in \mathbb{C}^A$ (and thus does not intersect the diagonal part).

Indeed, up to a shift, we can take $f = p + \mu q$ where $p$ and $q$ are univariate polynomials in some monomial $u^a v^b w^c$ and $\mu = w^{\alpha - \beta} \gamma$ is some monomial. Thus the system $f = g = 0$ is equivalent to $f = f - g = 0$ which in turn is equivalent to $p - \mu q = (\mu - \mu \circ I) \cdot q = 0$. If $q = 0$, then so is $p$ but the set $\{q = p = 0\}$ is generically empty. The other alternative $\mu - \mu \circ I = 0$ leads to solutions in $\{m^{\alpha - \beta} = 1\}$, that is in the diagonal part.

**Theorem 3.12.** Consider the symmetric curve $f = g = 0$, defined by a generic polynomial $f \in \mathbb{C}^A$, whose support set $A$ is not of type $D$, $E$, $C1$, $C2$ or I10.

1) The proper part and the diagonal parts of the curve are not empty.
2) The intersection of each of the proper components with each of the diagonal components is non-empty, and has the same cardinality. In particular, the symmetric curve is connected.
3) The proper and diagonal parts of the curve are smooth curves, intersecting transversally (i.e. without tangency) at finitely many points.

See Section 4.4 for the proof. The exact number of the intersection points for the proper and the diagonal parts is computed in the subsequent Theorem 3.23.

3.4. Irreducibility. Even the proper part of the curve $f = g = 0$ may be reducible.

**Example 3.13.** (See Figure 2.) Assume that $A$ is not of type D, E, C1 or C2.

**Example I1** Let $A$ belong to the union of two planes parallel to $M^I$ (this includes supports sets of type I10). Denoting the intersections of these planes with $A$ by $A_1$ and $A_2$, the polynomial $f$ decomposes into the sum $f_1 + f_2, f_i \in \mathbb{C}^{A_i}$.

The proper part of the curve $f = g = 0$ is given by the equations $f_1 = f_2 = 0$ since, up to a shift, we can write $f_1 = f_1(\mu, w)$ and $f_2 = \mu \cdot f_2(\mu, w)$ for some monomial $\mu$. Thus the proper part splits into several shifted copies of the one-dimensional subtorus $T^{-I}$. The
number of copies equals the lattice mixed area of \( A_1 \) and \( A_2 \) (which makes sense, because both \( A_1 \) and \( A_2 \) up to a shift belong to the same two-dimensional lattice \( M^I \)).

**(Type I2)** Let, up to a shift, \( A \) belong to the union of the plane \( M^I \), some line \( L \) parallel to it, and the symmetric line \( I(L) \). Denoting the intersection of the plane with \( A \) by \( A_0 \) and the intersection of the two lines with \( A \) by \( A_{\pm} \) respectively, the polynomial \( f \) decomposes into the sum \( f_- + f_+ + f_0 \), with \( f_\bullet \in \mathbb{C}^A_\bullet \).

One can easily see that the proper part of the curve \( f = g = 0 \) is given by the equations \( f_+(x) - f_-(I(x)) = f(x) = 0 \), supported at \( A_+ \cup I(A_-) \subset L \) and \( A_0 \) respectively. The convex hull of the first support set is a segment of the form \( \{a', a' + m', a' + 2m', \ldots, a' + d'm'\} \) for some integer \( d' \geq 1 \), so, for generic \( f \in \mathbb{C}^A \), the first equation \( f_+(x) = f_-(I(x)) \) defines \( d' \) shifted copies \( T_j \) of the two-dimensional subtorus \( m' = 1 \). In each of these shifted subtori, the second equation \( f = 0 \) defines a generic plane curve supported at \( A/m' \). The geometry of such curves is governed by the BKK toolkit: in particular, they are smooth and irreducible, because \( A/m' \) is not contained in a line. The proper part of the curve \( f = g = 0 \) is the (disjoint) union of these curves.

**Definition 3.14.** If \( A \) is of one of the types D, E, C1, C2, I1 or I2, then it is called **exceptional**, as well as the symmetric curve \( f = g = 0 \) defined by a generic polynomial \( f \in \mathbb{C}^A \) supported at such \( A \).

**Figure 2.** The exceptional types C1, C2, I1 and I2. In the first row, we picture the support \( A \) in the lattice of monomials. In the second row, we picture the corresponding symmetric curve, with the proper part in blue and the symmetric part in red.
Theorem 3.15. Unless $A$ is exceptional, the proper part of the curve $f = g = 0$ for generic $f \in \mathbb{C}^A$ is (1) irreducible, and (2) does not belong to a proper subtorus of $T$.

See Section 4.4 for the proof of part (2) and Section 5 for part (1). An explicit sufficient genericity condition for this theorem is given in Definition 3.21 below.

Remark 3.16. 1. In what follows, we never consider exceptional support sets and curves, unless we explicitly specify the contrary.

2. The notation $D$, $E$, $C_1$, $C_2$, $I_1$ and $I_2$ comes from “the wrong Dimension”, “Empty” and “several Connected or Irreducible components contained in shifted 1 or 2-dimensional subtori”, respectively.

3.5. Geometry of the support set. For what follows, we need some vocabulary associated to the support set $A \subset M \simeq \mathbb{Z}^3$.

Warning: when we say about such finite set $A$ something that makes little sense for finite sets (like having a certain dimension or a certain volume or being parallel to a certain plane), we always imply to say this about the convex hull of $A$. In particular, a subset $B$ of a finite set $A \subset M \simeq \mathbb{Z}^n$ is called its face if it is the intersection of $A$ with a face of its convex hull.

We say that the faces $B_i \subset A_i$ for a collection of finite sets $A_i \subset M$ are compatible, if there exists a linear function $\gamma : M \to \mathbb{Z}$, whose restriction to $A_i$ attains its maximal value exactly at the points of the face $B_i$ for every $i$ (or, equivalently, if $\sum_i B_i$ is a face of $\sum_i A_i$).

Definition 3.17. 1. For $b \in \mathbb{Z}$, denote $A_b := A \setminus \{t = b\}$ and $\hat{A} := (A + IA) \setminus \{t = 0\}$.

2. An edge $E \subset A$ is called a blinder if $E + IE$ is an edge of $A + IA$.

3. The blinder $E \subset A$ is compatible with a unique symmetric face $\hat{E} \subset \hat{A}$ such that $\hat{E} = I \hat{E}$.

4. Choose the linear surjection $\gamma : M \to \mathbb{Z}$ such that $\gamma(\hat{E}) = \max \gamma(\hat{A})$.

The multiplicity $h_E \geq 1$ of the blinder $E$ is the difference $\max \gamma(A + IA) - \max \gamma(\hat{A})$.

5. The projection along $E$ is an affine surjection $p_E : \mathbb{Z}^3 \to \mathbb{Z}^2$ sending $E + IE$ to 0.

6. The link polygon $P_E$ is the nonconvex lattice polygon $(\mathbb{R}_+ \cdot p_E(A + IA)) \setminus (\mathbb{R}_+ \cdot p_E \hat{A})$.

Remark 3.18. 1. The symmetric face and multiplicity are defined unless $A$ is of type D (in the latter case we it is convenient to define $\hat{E} := \emptyset$ and thus $h_E = +\infty$).

2. A blinder $E$ is contained in the plane $\{t = b\}$ for some $b \in \mathbb{Z}$. Its every compatible face $F \subset \hat{A}$ is the Minkowski sum of $E$ and the face $F - E$ of the set $A_b \cup (I(A_b) - d \cdot m)$.

Definition 3.19. 1) The tropical fan $[A]$ consists of the exterior normal cones to the edges of $A$ with weights equal to the lattice length of the edge.

2) For $A$ and $B \subset \mathbb{Z}^3$, the intersection product $[A] \cdot [B]$ consists of exterior normal rays to the facets $P + Q \subset A + B$ with weights equal to $\text{MV}(P, Q)$ (where $P \subset A$ and $Q \subset B$ are the corresponding compatible faces, and the mixed volume is taken in the affine span of $P + Q$).

Example 3.20. If $A$ is a segment of lattice length $d$, then $[A]$ is its normal hyperplane $H$ with weight $d$, and $[A] \cdot [B]$ equals $d \cdot [\text{projection of } B \text{ along } A]$ in $H$.

3.6. Enumerative results and genericity conditions. They are obtained in Theorem 5.6, [E24c], for a symmetric complete intersection $f(x_1, x_2, x_3, \ldots, x_n) = f(x_2, x_1, x_3, \ldots, x_n) = 0$ for any $n$. We cite them here, because they significantly simplify for $n = 3$, and this simplified version is used to prove classification results of the preceding sections. Let $0 \in A \subset M \simeq \mathbb{Z}^3$. 
Definition 3.21. The polynomial \( f \in \mathbb{C}^A \) and the curve \( f = f \circ I = 0 \) are called \( I \)-nondegenerate (to be distinguished from nondegeneracy, see e.g. [E24e], Definition 1.1), if:

1) for compatible non-blinder faces \( P \subset A \) and \( Q \subset IA \), the system of equations \( f|_P(u, v, w) = f|_Q(v, u, w) = 0 \) is regular (i.e. all of its roots are regular);
2) for a blinder \( E \subset A \) and a compatible face \( F \subset A \), the system of equations \( f|_E(u, v, w) = f|_F(u, v, w) = 0 \) is regular (defining \( d \) as in Observation 3.8);
3) the system of equations \( f(u, v, w) = f(u, v, w) - (u/v)^d f(v, u, w) = 0 \) is regular (in particular, it is smooth at every point of intersection with a 2-dimensional orbit, and avoids Zariski open sets

Remark 3.22. The expression in the square bracket is supported at the last set in Remark 3.18.2. The following is the summary of Sections 5.3 and 3.3 in [E24e] for \( n = 3 \).

Theorem 3.23. 1. All polynomials \( f \in \mathbb{C}^A \setminus \) an algebraic hypersurface are \( I \)-nondegenerate, for all of them the proper part of the symmetric curve \( \{ f(u, v, w) = f(u, v, w) = 0 \} \) is smooth and has the same topological type.

2. It intersects a generic plane of the form \( \{ u = cv \} \), including each of its \( d \) diagonal components, at \( \mathbb{A} \) many points, where \( \mathbb{A} \) equals

\[
MV(\mathbb{A}/m, A/m) = Vol_Z(A/m) - \sum_{\text{blinder } E \subset A} h_E \cdot Vol_Z E = Vol_Z(A/m) - \sum_{b \in \mathbb{Z}} (Vol_Z(A/m) - MV(A/m, A_0/m)).
\]

\( (*) \)

3. Its Euler characteristics equals \( d \cdot \mathbb{A} \) minus

\[
MV(\mathbb{A}, A, A)+MV(\mathbb{A}, A, A)-d \cdot MV(\mathbb{A}/m, A/m) = Vol_Z(A+IA) - \sum_{\text{blinder } E \subset A} Vol_Z(E) \cdot Vol_Z P_E.
\]

4. It is irreducible if \( A + \{ 0, d \cdot m \} \) can be shifted to the interior of \( \mathbb{A} \).

5. Its tropical fan equals \( [\mathbb{A}] \cdot [A] - [A] \cdot [A] - [A] \cdot D \), where \( D \) is the diagonal plane with weight \( d \) (this holds even if we drop assumption (3) in the definition of \( I \)-nondegeneracy).

6. The closure of the symmetric curve in the \( \mathbb{A} \)-toric variety intersects its orbits transversally (in particular, it is smooth at every point of intersection with a 2-dimensional orbit, and avoids other orbits).

Remark 3.24. 1. In particular, this gives the genus of the proper part: for any schön curve \( C \subset (\mathbb{C}^*)^n \), we have \( 2 - 2g(C) = e(C) + (\text{the total multiplicity of the rays of Trop } C) \).

2. Part (1) implies that whatever we prove about the number of components or other topological invariants of symmetric curves for generic \( f \in \mathbb{C}^A \) (i.e. for all \( f \) in a non-empty Zariski open \( U \subset \mathbb{C}^A \)), this holds in particular for all \( I \)-nondegenerate \( f \). This is because the Zariski open sets \( U \) and \( V : = \{ I \text{-nondegenerate polynomials} \} \) overlap, and any topological invariant of the symmetric curve is constant as a function on \( V \) according to part (1).

Example 3.25. To illustrate the above theorem and subsequent results, it may be helpful to consider the example of a generic quadratic form \( f \in \mathbb{C}^A, A = \{ u \geq 0, v \geq 0, w \geq 0, u + v + w \leq 2 \} \). In this case, \( A \) has a blinder edge \( E \) at the \( w \)-coordinate axis, and the symmetric curve \( f = g = 0 \) is a union of two plane conics: one is the diagonal part in the plane \( u = v \), and the other one (in a perpendicular plane) is the proper part. The two conics intersect each other in

\[
Vol_Z(A/m) - h_E \cdot Vol_Z(E) = 4 - 1 \cdot 2 = MV(A/m, A_0/m) = 2
\]
points, because \( b/m = A/m \) unless \( b = 0 \), so the terms for \( b \neq 0 \) vanish in Theorem 3.23.2.

4. Connectivity and singularities of symmetric curves: the proofs

In this section and the next one, we prove theorems of Section 3.

4.1. Singularities do exist.

**Lemma 4.1.** The number of intersection points \( ΞA \) in the setting of Theorem 3.23 is strictly positive unless \( A \) is of type D, E, C1, C2 or I10.

**Proof.** We recall that the main ingredient in the quantity \( ΞA \) is \( A \mapsto A/m =: B \), the image of \( A \) under the projection \( M \to M/M^I \). The image of a blinder edge \( E \subset A \) under this projection will be called a blinder edge of \( \text{conv}(B) \).

In order to prove that \( ΞA \) is positive, we shall construct non-overlapping pieces of \( \text{conv}(B) \), whose area estimates from above the subtrahend in (*)

In order to construct such pieces, denote by \( B_1, \ldots, B_q \) the connected components of the union of the blinder edges of \( \text{conv}(B) \), and consider three cases: \( q > 2, q = 2 \) and \( q = 1 \) (note that for \( q = 0 \) the sought number \( ΞA \) is positive by definition under our assumptions on \( A \)).

**a)** \( q > 2 \). Let \( V_i \in B \setminus B_i \) be the boundary point of \( B \) closest counterclockwise to the polygonal chain \( B_i \) (see Figure 3).

Note that the preimage of \( B_i \cap B \) under the projection \( A \to B \) is contained in a plane parallel to \( M^I \), while the preimage of \( V_i \) is not entirely contained in this plane. Thus \( h_E \cdot \text{Vol}_Z(E) \) for a blinder \( E \subset B_i \) is at most the lattice area of the triangle with base \( E \) and vertex \( V_i \).

Then \( ΞA \) is at least the lattice area of \( B \) minus the lattice areas of the triangles \( \text{conv}(B_i \cup \{V_i\}) \). The interior of latter triangles do not overlap and do not cover the interior of \( \text{conv}(B) \). Thus the number of singularities is the lattice area of a lattice polygon with non-empty interior. It is therefore strictly positive.

**b)** If \( q = 1 \), then the preimage of \( B_1 \cap B \) under the projection \( A \to B \) is contained in one plane \( L \) parallel to \( M^I \), and the image of \( A \setminus L \) under this projection will be denoted by \( B' \subset B \) (see Figure 3). For every blinder \( E \subset B_1 \), we can choose a triangle with the base \( E \), one more vertex in \( B' \), no other points of \( B' \) in it, and the area at least \( h_E \cdot \text{Vol}_Z(E) \), so that these triangles do not overlap. These triangles do not cover \( \text{conv}(B) \), because \( B' \) contains more than one point (otherwise \( A \) would have exceptional type \( C2 \)). Thus the difference of the lattice area of \( B \) and the lattice area of the union of these triangles does not exceed \( ΞA \) and exceeds 0.

**c)** The case \( q = 2 \) can be resolved similarly with a mixture of observations from (a) and (b): in this case, the number of singularities is positive, unless each of \( B_1 \) and \( B_2 \) consists of one blinder, these blinders are parallel, and together they cover \( B \). In the latter case, \( A \) is contained in a pair of lines parallel to each other and to the plane \( M^I \), i.e. has type \( I10 \).

**4.2. Toric spans of proper components.**

**Definition 4.2.** The toric span of a connected subset \( S \) of the algebraic torus \( T \) is the smallest subtorus \( G \subset T \) such that \( g \cdot S \subset G \) for some \( g \in T \).

Note that such minimal subtorus always exists: it is the intersection of all algebraic subgroups containing \( S \) up to a shift, and this subgroup is connected, because \( S \) is connected.
Proposition 4.3. 1) All proper irreducible components of a generic non-exceptional symmetric curve have the same toric span.

2) The number of intersection points of a proper component with a diagonal component of a generic non-exceptional symmetric curve is positive and does not depend on the choice of the components.

The proof will require the following observation.

Lemma 4.4. Unless the support set $A$ is of type $D$ or a point $x \in T$ satisfies $m^d(x) = 1$, with $d \geq 1$ defined as in Observation 3.8, the equations

$$f(x) = f(I(x)) = 0$$

(regarded as linear equations on $f \in \mathbb{C}^A$ for the fixed point $x$) are linearly independent.

Proof. We work in the standard coordinates $x = (u, v, w)$ in the algebraic torus, so that $I(u, v, w) = (v, u, w)$, and $m(x) = u/v$. Since the statement is invariant under shifts of $A$, assume w.l.o.g that $0 \in A$ and assume to the contrary that every $2 \times 2$ minor of the above system of linear equations vanishes.

For the minor corresponding to the constant coefficient of $f$ and its coefficient at another monomial $\mu \in A$, this implies $\mu(x)/\mu(I(x)) = 1$. The latter quotient has the form $(u/v)^{d_\mu}$ for some $d_\mu \in \mathbb{Z}$. Since GCD($d_\mu$, $\mu \in A$) = $d$ for $d_\mu$ so defined, the equalities $(u/v)^{d_\mu} = 1$ imply $(u/v)^d = m^d(x) = 1$. \qed

Proof of part 1 of Proposition 4.3. For a subtorus $G \subset T$ and a polynomial $f \in \mathbb{C}^A$, let $G_f$ be the union of all irreducible components of the curve $\{ f(x) = f(I(x)) = 0 \}$ having toric span $G$. Let $G_A$ be the closure of the union $\bigcup_{f \in \mathbb{C}^A} \{ f \} \times G_f$ in the product $\mathbb{C}^A \times \{ m^d \neq 1 \}$.

Consider the inclusions:

$$G_A \subset \{(f, x) \mid f(x) = f(I(x)) = 0\} \subset \mathbb{C}^A \times \{ m^d \neq 1 \}$$

1) If $G_f \neq \emptyset$ for generic $f \in \mathbb{C}^A$, then the set on the left has codimension 2 in the set on the right, at every point $(f, x)$ for generic $f$. 

Figure 3. The proof of Lemma 4.1
(2) The projection of the set in the middle to \( \{ m^d \neq 1 \} \) is a vector bundle, whose fiber has codimension 2 in \( \mathbb{C}^A \) (by Lemma 4.4), thus the set in the middle is itself irreducible of codimension 2 in the set on the right.

From (1) and (2), we deduce that the set on the left has a codimension 2 component and is contained in the middle set, which is irreducible and of codimension 2. Thus the two sets are equal: if a generic symmetric curve has a proper component with a toric span \( G \), then all of its proper components have toric span \( G \).

**Remark 4.5.** Notice how this reasoning fails if we try to extend it to diagonal components: in order to do so, we should substitute the set \( \{ m^d \neq 1 \} \) with the whole torus \( T \). In this case, looking at the display formula in the proof, the projection of the middle set to \( T \) would have fibers of codimension 2 over \( \{ m^d \neq 1 \} \) and codimension 1 over \( \{ m^d = 1 \} \), failing to be a vector bundle.

**Proof of part 2.** Similarly to part 1, for a given diagonal component \( H \subset \{ m^d = 1 \} \), integer \( k \in \mathbb{Z} \) and \( f \in \mathbb{C}^A \), let \( k_f \) be the union of all irreducible components of the symmetric curve \( \{ f(x) = f(I(x)) = 0 \} \) intersecting \( H \) at \( k \) points, and let \( k_A \) be the closure of the union \( \bigcup_{f \in \mathbb{C}^A} \{ f \} \times k_f \) in the product \( \mathbb{C}^A \times \{ m^d \neq 1 \} \). Consider the inclusions:

\[
k_A \subset \{ (f, x) | f(x) = f(I(x)) = 0 \} \subset \mathbb{C}^A \times \{ m^d \neq 1 \}
\]

Again, if \( k_f \neq \emptyset \) for generic \( f \in \mathbb{C}^A \), then the set on the left has codimension 2 in the set on the right at its generic point. Since the set in the middle is irreducible of codimension 2 (see part 1), it equals the set on the left: if a generic symmetric curve has a proper component intersecting the diagonal component \( H \) at \( k \) points, then all of its proper components intersect \( H \) at \( k \) points.

Thus the proper part of the symmetric curve intersects the diagonal component \( H \) at \( k \times \) (the number of proper components) points. By Theorem 3.23, the latter quantity is independent on the choice of \( H \), and by Lemma 4.1 it is positive, thus every proper component intersects every diagonal component at the same positive number of points.

**Corollary 4.6.** A proper component of a generic non-exceptional symmetric curve is itself symmetric with respect to the involution \( I \).

**Proof.** Assume that a proper component \( C_1 \) is symmetric to another proper component \( C_2 \). By Proposition 4.3, \( C_1 \) intersects the diagonal \( m = 1 \) at some point \( x \). Since \( x \in C_2 \) as well by symmetry, the proper part of the symmetric curve is not locally irreducible at \( x \), and hence is not smooth, which contradicts Theorem 3.23.

**4.3. Flat proper components.** Our next goal is to understand for which \( A \) a proper component of the generic symmetric curve is flat, i.e. its toric span is strictly smaller than \( T \).

**Lemma 4.7.** Given a monomial \( \mu \in M^I \) and an I-nondegenerate polynomial \( f \in \mathbb{C}^A \), for generic \( c \in \mathbb{C} \) the system of equations \( f(x) = f(I(x)) = \mu(x) = 0 \) is nondegenerate (see e.g. Definition 1.1 in [E24c]).

**Remark 4.8.** We shall see from the proof that the system is nondegenerate at infinity (i.e. the condition of Definition 1.1 in [E24c] is satisfied for all non-zero \( l \)) once \( f \) satisfies a
Proof. Denote the system that we study by \( f = g = h = 0 \), and the face of \( A \) at which a linear function \( l : M \to \mathbb{R} \) attains its maximum, by \( A^l \). We want to prove that, for every non-zero \( l \in M^* \), the system \( f^l = g^l = h^l = 0 \) has no roots in \( T \) (see Definition 1.1 in [E24e] for notation).

For any \( l \in M^* \) such that \( l \cdot \mu \neq 0 \), the polynomial \( h^l \) is a monomial, thus has no roots in \( T \).

For any \( l \in M^* \) such that \( l \cdot \mu = f \cdot m = 0 \), and \( A^l \) is a blinder, \( g^l = h^l = 0 \) has no roots for generic \( c \in \mathbb{C} \), as the Newton polytopes of \( g^l \) and \( h^l \) are parallel segments.

For any other non-zero \( l \in M^* \), the polynomials \( f^l = f|_{A^l} \) and \( g^l = g|_{(IA)^l} \) define a complete intersection, thus so do \( f^l = g^l = h^l = 0 \). \( \square \)

Remark 4.9. 1. In the setting of Lemma 4.7, the number of solutions of the system equals the mixed volume of the support sets (by the Bernstein formula, see [B75] or e.g. Sections 2.4-2.5 in [E24e]). This in turn equals the mixed area of the projections \( \hat{A}/\mu \) and \( I(A)/\mu \) (e.g. by Remark 2.20 in [E24e]), as soon as \( \mu \in M \) is primitive.

2. How many of these solutions belong to the diagonal components of the symmetric curve? To find this, we should solve the system \( f(x) = m(x)^d - 1 = \mu(x) - c = 0 \). It is nondegenerate for generic \( f \) and \( c \) by the same considerations, so the number of roots equals the mixed volume of \( A \) and the support segments of the two binomials. This equals

\[
d \cdot h,
\]

where \( h \) is the lattice length of the image of the convex hull of \( A \) under its projection \( M \to M/L \simeq \mathbb{Z}^1 \) along the plane \( L \) spanned by \( m \) and \( \mu \in M \).

3. From (1) and (2), we deduce the inequality \( MV(A/\mu, I(A)/\mu) \geq d \cdot h \). We now classify for what \( A \) it becomes an equality (or, equivalently, \( \{ \mu = c \} \) does not intersect the proper part of the symmetric curve for generic \( c \), i.e. \( \mu \) is constant on every proper component).

Lemma 4.10. Let \( J : \mathbb{Z}^2 \to \mathbb{Z}^2 \) be the involution \( (x, y) \mapsto (x, -y) \). Let \( P \) be a lattice polygon, and \( L(P) \) the length of its projection to the horizontal axis. Then we have

\[
MV(P, J(P)) > 2L(P),
\]

except for the following cases (see Figure 4):

- \( P \) is contained in a vertical line;
- \( P \) is up to a shift contained in the stripe \( 0 \leq y \leq 1 \);
- \( P \cap \mathbb{Z}^2 \) is up to a shift contained in the set \( \{ y = 0 \} \cup \{(0, 1), (0, -1)\} \).

One can already recognize that the three exceptional cases of this lemma are the shadows of exceptional support sets of types C1, I1 and I2.

Proof. The sought inequality can be directly verified if \( P \) has one of the following four types up to reflections w.r.t. the coordinate axes:

1. A triangle with vertices \((0, 0), (a, 0), (b, c), a \geq b \geq 0, |c| > 1\);
2. A triangle with vertices \((0, 0), (a, 1), (b, -1), a > b \geq 0\);
3. A quadrilateral with vertices \((0, 0), (a, 1), (b, -1), (c, 0), c \geq a > b \geq 0\);
4. A segment with end points \((0, 0)\) and \((a, b), a > 0, b \geq 2\).
Now, coming back to arbitrary $P$, let $S$ be a segment connecting one of its leftmost vertices to one of its rightmost vertices. Taking the convex hull of $S$ and one or two more points of $P$, we can find a lattice polygon $P'$ of type (1-4) so that $S \subset P' \subset P$, unless $P$ is of one of the exceptional types from the statement of the lemma. Notice that $L(S) \leq L(P') \leq L(P) = L(S)$ implies $L(P') = L(P)$. Now we have (by the monotonicity of the mixed volume):

$$
\text{MV}(P, J(P)) \geq \text{MV}(P', J(P')) > 2L(P') = 2L(P).
$$

\[ \square \]

**Proposition 4.11.** If the toric span of some irreducible component of the proper part of a generic symmetric curve supported at $A$ is not the full torus, then $A$ is exceptional.

**Proof.** If the toric span $T'$ of some (hence every by Proposition 4.3) proper irreducible component of a generic symmetric curve is not the full torus, then it is contained in the subtorus $m' = 1$ for some primitive monomial $m'$.

First assume $m' \in M^{-I}$, i.e. $m' = -m$, then the shifted subtorus $\{m'(x) = c\}$ does not intersect the diagonal $\{m^d(x) = 1\}$ (unless it coincides with one of the components of the diagonal). This implies that the proper component with the toric span $\{m'(x) = c\}$ does not intersect the diagonal components, thus $A$ is exceptional by Proposition 4.3.2.

So from now on we may assume $m' \notin M^{-I}$, and, as a consequence, $m'$ and $I(m')$ generate a sublattice $L$ (of dimension 1 or 2) that non-trivially intersects the plane $M^I$.

Thus we may moreover assume with no loss of generality that $m' \in M^I$: Corollary 4.6 ensures that the toric span $T'$ belongs both to the subtorus $m' = 1$ and $I(m') = 1$. In this case, changing $m'$ to a primitive element in the (non-trivial) intersection of the plane $M^I$ and $L$, the toric span $T'$ still belongs to the subtorus $m' = 1$.

By Proposition 4.3, we now see that every proper component is contained in a shifted torus of the form $m' = c_i$. Thus a shifted torus $m' = c$ for generic $c \neq c_i$, intersects the symmetric curve only at its diagonal points.

In particular, the number of solutions $\sharp_1$ of the system $f(x) = f(I(x)) = m'(x) - c = 0$ for generic $c$ equals the number of solutions $\sharp_2$ of the system $f(x) = m(x)^d - 1 = m'(x) - c = 0$.

The numbers $\sharp_1$ and $\sharp_2$ are computed in Remark 4.9 and can be compared by Lemma 4.10: define the linear map $\Phi : M \to \mathbb{R}^2$ by sending the monomials $u, v$ and $m'$ to $(1,1/d), (1,-1/d)$ and $(0,0)$ respectively, and apply Lemma 4.10 to the convex hull $P$ of the image of $A$ (note that, by the definition of the denominator $d$, the polygon $P$ is a lattice polygon as soon as $A$
is shifted to contain 0). We shall see that
\[ \sharp_1 = \text{MV}(A/m', I(A)/m') = \begin{vmatrix} 1 & -1/d \\ d & 1/d \end{vmatrix} \cdot \text{MV}(P, J(P)) > d \cdot L(P) = d \cdot h = \sharp_2, \]
unless \( P \) is one of the exceptions in Lemma 4.10.
Since we know that \( \sharp_1 = \sharp_2 \), we conclude that \( P \) is one of the exceptions in Lemma 4.10. This implies that \( A \) is of the exceptional type \( E, D, C_1, I_1 \) or \( I_2 \).

4.4. **Proof of Theorems 3.3, 3.6, 3.12 and 3.15(2) for \( I \)-nondegenerate \( f \in \mathbb{C}^A \).** For the exceptional types of \( A \), to which these theorems apply, their statements can be directly verified (see Remarks 3.4 and 3.13). So we assume that \( A \) is not exceptional.

By Definition 3.21, the symmetric curve \( f(x) = f(I(x)) = 0 \) is a union of two transversal smooth curves: the diagonal part \( f(u, v, w) = u^d - v^d = 0 \) and the proper part (the rest).

By Lemma 4.1 and Proposition 4.3, every proper component intersects every diagonal component by the same positive number of points, hence their union is connected, and neither of the two parts is empty. By Proposition 4.11, no component of the proper part is contained in a proper subtorus of \( T \).

5. **Irreducibility of the proper part of a symmetric curve**

5.1. **The plan.** Our strategy to prove Theorem 3.15(1) will be as follows:

1) Classify all minimal (by inclusion) non-exceptional support sets;
2) Collect a bag of tricks to prove irreducibility for each of them.
3) Deduce irreducibility for all the other non-exceptional support sets inductively, starting from a minimal non-exceptional support set, and adding further lattice points one by one.

**Remark 5.1.** This approach to the proof requires a significant amount of serendipity: one should “guess from nowhere” the list \( (E) \) of all exceptional support sets on one hand, and the list \( (M) \) of all minimal non-exceptional sets on the other hand. Once we have both of them, it is relatively straightforward to check the three facts comprising the base of the induction in the step 3 of the plan above:

- for every support set in \( (E) \), the symmetric curve has a reducible proper part;
- for every set from \( (M) \), the symmetric curve has an irreducible proper part;
- every set outside \( (E) \) contains a set from \( (M) \).

Of course, the dearest wish here is to invent a proof that would not require serendipity and produce the list \( (E) \) (and \( (M) \) if necessary) automatically. Of them, the list \( (E) \) can be guessed beforehand from Remark 1.1. So the key problem is to invent a proof that would not require the list \( (M) \) at all, or invent a way to guess the list \( (M) \) beforehand as well.

The first step of the plan will require the discussion of concrete configurations of lattice points in a special position with respect to the involution \( I \). To facilitate this discussion, we shall use the notation that we allow ourselves to introduce by an example rather than by a (tedious) general description. By writing that the finite lattice set \( A = \{b_0, \ldots, b_4\} \subset M \) has
the shape

\[
\begin{array}{c|ccc}
\text{b}_0 & \text{c}_0 & \text{e}_0 & \\
\text{b}_1 & \text{c}_1 & \text{e}_1 & \\
\text{b}_2 & \text{c}_2 & \text{e}_2 & * \\
\text{b}_3 & \text{c}_3 & \text{e}_3 & * \\
\text{b}_4 & \text{c}_4 & \text{e}_4 & 1
\end{array}
\]

we mean the following:

– under the projection \( M \to M/M^I \), the points \( \text{b}_0 \) and \( \text{b}_1 \) go to \( \text{c}_1 \), and \( \text{b}_i \) to \( \text{c}_i \) for \( i > 1 \);

– the order of the images \( \text{c}_1, \ldots, \text{c}_4 \) in the line \( M/M^I \) is as in the bottom row of the table (and in particular \( \text{c}_i \neq \text{c}_j \) for \( i \neq j \); we do not care about the orientation of \( M/M^I \) and the direction in which we read the bottom line);

– under the projection \( M \to M/M^{-I} \), the points \( \text{b}_3 \) and \( \text{b}_4 \) go to \( \text{e}_3 \), and \( \text{b}_i \) to \( \text{e}_i \) for \( i < 3 \);

– the last column says that the affine span of \( \text{e}_2 \) and \( \text{e}_3 \) is one-dimensional (i.e. \( \text{e}_2 \neq \text{e}_3 \)), the second last column says that the affine span of \( \text{e}_1, \text{e}_2, \text{e}_3 \) is one-dimensional as well (i.e. \( \text{e}_1 \) is on the line through \( \text{e}_2 \) and \( \text{e}_3 \)), and the third last column says that the affine span of \( \text{e}_0, \text{e}_1, \text{e}_2, \text{e}_3 \) is two-dimensional (i.e. \( \text{e}_0 \) is not on the line through \( \text{e}_2 \) and \( \text{e}_3 \)).

Note that we allow any affine dependencies between \( \text{e}_i \)'s that are not prohibited by the last columns of the table, e.g. \( \text{e}_1 \) may coincide with \( \text{e}_2 \) or \( \text{e}_3 \) in our example.

If we do not want to give names to the projected points, then we write * instead of \( \text{c}_i \)'s and \( \text{e}_j \)'s in the table.

**Remark 5.2.** Before proceeding to our plan to prove irreducibility, we briefly discuss how known methods fail to work here. Most notably, [K16] claims that the algebraic set \( V \subset (\mathbb{C}^*)^n \) given by the nondegenerate equations \( f_1 = \cdots = f_k = 0 \) supported at \( A_1, \ldots, A_k \subset \mathbb{Z}^n \) is irreducible, unless \( m \) of the \( A_i \)'s can be shifted to the same \( m \)-dimensional sublattice (for an explanation of this obvious exception, see e.g. Examples 2.16-2.17 in [E24e]).

We could try to apply this to the study of symmetric curves in the following two ways.

1) Apply [K16] to the system of equations \( f = f \circ I = 0 \). This is impossible, because the symmetric curve is singular in most cases (Theorem 3.12), rendering the system \( f = f \circ I = 0 \) degenerate.

2) Assuming \( 0 \in A \) with no loss of generality, apply [K16] to the system

\[
f = g = 0, \quad g(u, v, w) := \frac{f(u, v, w) - f(v, u, w)}{u^d - v^d} = 0,
\]

which describes the symmetric part of the curve. This is impossible too: once the support set \( A \) has an edge \( E \) disjoint from the plane \( M^I \), the support set of \( g \) contains the segment \( E' := E - (d, d, 0) \). In many cases (including whenever \( E \) is a blinder), \( E \) and \( E' \) are compatible edges of the support sets of \( f \) and \( g \), and \( f|_E \) coincides with \( g|_{E'} \) up to a monomial multiplier.

In Section 6 we discuss possible approaches to adapting the classical technique of [K16] to symmetric complete intersections; in this section we stick to the plan presented in its beginning.

**Remark 5.3.** It is never mentioned in [K16] that the nondegeneracy of the complete intersection is a sufficient genericity assumption for the irreducibility theorem 17 therein. One can derive it carefully examining the proofs (starting from the proof of Lemma 28). However, it is easier to see that the nondegeneracy implies the irreducibility from the facts that
1) all nondegenerate complete intersections are smooth and homeomorphic to each other (see e.g. Corollary 2.16 in [E24s]), and

2) almost all of them are connected by [K16, Theorem 17] (because the connectedness is equivalent to the irreducibility for smooth varieties).

5.2. Inductive irreducibility. We start with a statement that connectivity of a generic curve or irreducibility of its proper part for a certain support set \(A\) implies irreducibility for the larger support set \(A \cup \{a\}\) under some conditions on \(A\) and \(a\). On one hand, it will offer an inductive step for stage (3) of our plan, and on the other hand it will offer one of the tricks for stage (2), because it allows to deduce irreducibility for some minimal non-exceptional support sets from connectivity of exceptional ones.

**Proposition 5.4 (Inductive irreducibility).** Consider support sets \(A \subset A' \subset M\) such that \(A' = A \cup \{a\}\) is not exceptional, and their convex hulls have the same projection along \(M^I\). Denote \(d := d(A)\) and \(d' := d(A')\) the respective denominators (see Definition 3.9). Assume one of the two:

1) \(d' = d\), and the proper part of the generic symmetric curve supported at \(A\) is irreducible and non-empty;

2) \(d' < d\), and the generic symmetric curve supported at \(A\) is connected (i.e. not of type D, E, C1, C2 or I10 according to Theorem 3.6).

Then the proper part of the generic symmetric curve supported at \(A'\) is irreducible.

**Proof of Part 1.** From the assumption, we can choose a primitive monomial \(m' \in M^I\) such that the convex hulls of \(A\) and \(A'\) have the same projections along the line generated by \(m'\). Indeed, observe that \(A'/M^I\) has dimension 1 since it is not of type D. If \(\text{conv}(A')\) has dimension at most 2, any \(m'\) orthogonal to it will do. If \(\text{conv}(A')\) has dimension 3, any \(m'\) will do if \(a\) is not a vertex of \(\text{conv}(A')\), otherwise take \(m'\) whose scalar product with \(A'\) has a strict maximum at \(a\).

By Proposition 4.11, since \(A'\) is not exceptional, a generically shifted torus \(m' = c\) transversally intersects every proper irreducible component of the generic symmetric curve supported at \(A'\) at some point \(x_i\). So it is enough to prove that the points \(x_i\) can be connected with a path in the smooth part of this curve.

In order to construct such a path, choose a generic polynomial \(f \in \mathbb{C}^A\) and generic \(c \in \mathbb{C}\), and consider the perturbation \(f_\varepsilon(x) = f(x) + \varepsilon a(x) \in \mathbb{C}^{A'}\). By Remark 4.9, the systems

\[
\begin{aligned}
f_\varepsilon(x) &= f_\varepsilon(I(x)) = m'(x) - c = 0 \\
f_\varepsilon(x) &= f_\varepsilon(I(x)) = 0.
\end{aligned}
\]

have the same number of solutions \(N\) for all small \(\varepsilon\) (including \(\varepsilon = 0\)) and among them the same number of solutions \(N' \leq N\) belong to the diagonal part of the curve

\[
\begin{aligned}
f_\varepsilon(x) &= f_\varepsilon(I(x)) = 0.
\end{aligned}
\]

Since the roots of the system \((\ast_\varepsilon)\) are BKK-nondegenerate by Lemma 4.7, we have germs of analytic curves

\[
x_i : (\mathbb{C}, 0) \to T, \varepsilon \mapsto x_i(\varepsilon), i = 1, \ldots, N,
\]

such that \(x_i(\varepsilon), i = 1, \ldots, N\), are the roots of the system \((\ast_\varepsilon)\), and those with \(i = 1, \ldots, N'\) belong to the diagonal part of the curve \((\ast_\varepsilon)\).

Any roots \(x_i(0)\) and \(x_j(0)\) in the proper part of the curve \((\ast_0)\) (i.e. for \(N' < i < j \leq N\)) can be connected to each other with a path \(\gamma_0\) in the smooth part of this curve, because its
proper part is irreducible by assumption. Now the crucial observation is that for a small \( \varepsilon \) we can construct the perturbation \( \gamma_\varepsilon \) of \( \gamma_0 \) connecting \( x_i(\varepsilon) \) to \( x_j(\varepsilon) \) in the smooth part of the curve (**\( \varepsilon \)).

**Proof of Part 2.** The difference with the part 1 is that we may be unable to connect \( x_i(0) \) and \( x_i(0) \) in the smooth part of the curve (**0). However, in this case it is enough to connect them via the set \( S := \{f_0(x) = f_0(I(x)) = 0\} \setminus \{m^d = 1\} \) with a path that we shall denote by \( \gamma_0 \). This is possible, because \( d' < d \) ensures that \( S \) contains some diagonal component of the curve (**0), and every its diagonal component intersects every its proper component by Proposition 4.3.2. If the resulting path \( \gamma_0 \) passes through singular points \( z_k \in S \), this should not frighten us, because these singularities will smooth out (with connected Milnor fibers \( M_k \)) as we perturb \( \varepsilon \). Splitting the path \( \gamma_0 \) into pieces \( \gamma_k \) at the singular points \( z_k \), we can perturb these pieces into the paths \( \gamma_k^{\varepsilon} \), connecting the Milnor fibers \( M_k \) in the smooth part of the curve (**\( \varepsilon \)). Then we can connect the paths \( \gamma_k^{\varepsilon} \) via the connected Milnor fibers \( M_k \) into one path \( \gamma_\varepsilon \) connecting \( x_i(\varepsilon) \) and \( x_i(\varepsilon) \) in the smooth part of the curve (**\( \varepsilon \)). \( \square \)

5.3. **Minimal non-exceptional support sets.** For every such \( A \), one might hope to deduce the irreducibility of the proper part of the generic symmetric curve \( f(x) = f(I(x)) = 0, f \in \mathbb{C}^A \), by Inductive irreducibility as follows.

**Example 5.5. (The skew tetrahedron, Figure 5)** Let \( A' \) have the shape

\[
\begin{array}{cccc|ccc}
& b_1 & & b_3 & & b_4 \\
& & b_2 & & & \\
& & & c_1 & c_2 & \frac{c_1+c_4}{2} & c_4 \\
& & & & & 2 & 1 & 1
\end{array}
\]

Then the corresponding symmetric curve has irreducible proper part by Proposition 5.4.2, applied to \( A = \{b_1, b_2, b_4\} \subset A' \). Indeed, it is clear from the \( c_i \)'s that \( A \) cannot be of type D, E and I1 and I2. The first two columns on the right guarantee that \( b_3 \) does not belong to the plane parallel to \( M^{-I} \) containing \( b_1 \) and \( b_4 \), that is \( A \) is not of type C1. Considering the last column, we deduce that any line parallel to \( M^{-I} \) contains at most one point in \( A \) and that \( A \) is not of type C2. Eventually, we can assume, up to a shift, that \( c_1 = 0 \). Thus \( d = |c_4/2| \) and \( d' = \text{GCD}(d, c_2) < d \).

However, some non-exceptional support sets \( A' \) cannot be split into \( A \cup \{a\} \) fitting the assumptions of the Inductive irreducibility.

**Example 5.6. (The high tetrahedron, Figure 5)** Let \( A' \) have the shape

\[
\begin{array}{cccc|c|c|}
& b_1 & b_4 & e_1 \\
& & b_3 & e_2 \\
& & & e_3 \\
& c_1 & c_2 & c_3 & c_4 & 2
\end{array}
\]

Then there is no three-point subset \( A \subset A' \) to which the Inductive irreducibility would be applicable. Indeed, removing either \( b_2 \) or \( b_3 \) leads to a support \( A \) of type C1. In particular Proposition 5.4.2 never applies. According to Remark 3.4, the proper part of the generic
symmetric curve supported on \( A \) is reducible in general so that Proposition 5.4.1 does not apply either. Removing either \( b_0 \) or \( b_3 \) changes the projection along \( M^I \) and is therefore not allowed.

**Example 5.7. (The low tetrahedron, Figure 5)** Let \( A' \) have the shape

\[
\begin{array}{c|ccc}
& e_1 & * & \\
b_1 & \text{c} & e_2 & *\\
b_2 & e_3 & * & \\
b_3 & e_4 & * & *\\
b_4 & c_1 + c_4 & c_2 & \\
\end{array}
\]

Then there is no three-point subset \( A \subset A' \) to which the Inductive irreducibility would be applicable. Removing either \( b_1 \) or \( b_2 \) leads to a case where \( d = d' \) and \( A \) is of type I2. According to Remark 3.13, the proper part of the generic symmetric curve supported on \( A \) is reducible in general. Removing \( b_4 \) is not allowed since it would change the projection along \( M^I \). Eventually, removing \( b_3 \) leads to a case where \( d' = d/2 \) and \( A \) is of type I10.

**Example 5.8. (The triangle)** Let \( A' \) have the shape

\[
\begin{array}{c|c|c|c}
& & & \\
b_1 & e_1 & * & \\
b_2 & e_2 & * & \\
b_3 & e_3 & & \\
\end{array}
\]

Then there is no two-point subset \( A \subset A' \) to which the Inductive irreducibility would be applicable.

Fortunately, these examples are the only ones.

**Lemma 5.9.** A set \( A' \) is non-exceptional, if and only if it contains a subset \( B \) of one of the preceding four types, such that the projections of \( \text{conv}(A') \) and \( \text{conv}(B) \) along \( M^I \) coincide.

**Figure 5.** The tetrahedra of Examples 5.5, 5.6 and 5.7
Proof. It is the easy direction to check that exceptional sets \( A' \) do not contain a subset \( B \) of one of the preceding four types: just compare each of the five exceptional types with each of the four preceding examples.

We now discuss the hard direction: a non-exceptional \( A' \) contains a subset \( B \) of one of the preceding four types. Let \( Q \) be the projection of \( A' \) along \( M^I \). Note that \( Q \) has more than one point since \( A' \) is not of type D.

1) Assume that each of the two end points of \( Q \) has exactly one preimage \( b_1, b_4 \in A' \), and these two points have the same projection along \( M^{-I} \). In this case, if every pair of points in \( A' \setminus \{b_1, b_4\} \) were contained in a given plane containing \( \{b_1, b_4\} \), then \( A' \) itself would be contained in this plane, i.e. it would have the exceptional type C1. If every pair of points in \( A' \setminus \{b_1, b_4\} \) were contained in a given plane parallel to \( M^I \), then \( A' \setminus \{b_1, b_4\} \) itself would be contained in this plane, i.e. it would have the exceptional type C2. Thus one can find a pair of points \( b_2, b_3 \in A' \setminus \{b_1, b_4\} \) unlike the aforementioned pairs. Then \( \{b_1, b_2, b_3, b_4\} \) is a high tetrahedron.

2) Otherwise, pick preimages \( b_1, b_4 \in A' \) of the two end points of \( Q \) so that their projections along \( M^{-I} \) are different, denote the plane through \( b_1 \) and \( b_4 \) parallel to \( M^{-I} \) by \( L \), and denote the set of the middle and the end points of \( Q \).

2.1) Assume that all the points of \( A' \), whose projection along \( M^I \) is not the middle of the segment \( Q \), belong to the plane \( L \). Since \( A' \) is not of exceptional type I2, it contains a point \( b_2 \) whose projection to \( A \) is not in \( S \). Since \( A' \) is not of exceptional type C1, it contains a point \( b_3 \notin L \), and this point has to project to the middle of \( Q \). Thus \( \{b_1, b_2, b_3, b_4\} \) is a skew tetrahedron.

2.2) Otherwise \( A' \) has a point \( b_2 \) outside the plane \( L \), whose projection to \( Q \) is not the middle of \( Q \). If the projection of at least one such \( b_2 \) to \( Q \) is not in \( S \), then \( \{b_1, b_2, b_4\} \) is a triangle. Otherwise there is to be \( b_3 \in L \) projecting to the middle of \( Q \), since type I1 is forbidden. Moreover the projection of \( b_3 \) and \( b_4 \) along \( M^{-I} \) are distinct since type C2 is forbidden. Thus \( A' \) contains a low tetrahedron.

\[ \square \]

5.4. Proof of Theorem 3.15(1) for an \( I \)-nondegenerate \( f \in \mathbb{C}^A \).

Lemma 5.10. For \( A' \) as in each of the four preceding examples, the proper part of the corresponding symmetric curve is irreducible.

Proof. If \( A' \) is the triangle \( \{b_1, b_2, b_3\} \) (shifted for convenience so that \( b_2 \in M^I \)), the proper part of the symmetric curve is defined by the system

\[ f = g = 0, \quad g(u, v, w) := \frac{f(u, v, w) - f(v, u, w)}{u^d - v^d}. \tag{*} \]

The Newton polygons of these two equations are a triangle and a quadrangle that have no parallel edges and do not belong to parallel planes.

In order to show that [K16, Theorem 17] is applicable to this system of equations, we should check the following two conditions.

1) No \( k \) of the support sets of the equations can be shifted to the same \( k \)-dimensional subspace: this is obvious from the description of the support sets in our special case.

2) The system of equations is nondegenerate. This condition is trivially satisfied for all restricted systems except for the following two (by “trivially” we mean that it is satisfied with trivial genericity assumptions, i.e. for every trinomial \( f \) at all):

\[ \square \]
– the system (\(\ast\)) itself;
– the system \(f|_E = g = 0\) for the edge \(E\) with the end points \(b_1\) and \(b_3\).

For both of them, the absence of degenerate roots follows from Theorem 3.23.

The other three cases, the low, skew and high tetrahedra, have an edge disjoint from the plane \(M^I\), no matter how we shift them. Moreover, the system (\(\ast\)) is always degenerate by Remark 5.2, and we cannot apply [K16, Theorem 17] in the same way as for the triangle above.

However, if \(A'\) is the low tetrahedron \(\{b_1, b_2, b_3, b_4\}\) (shifted and reflected for convenience so that \(b_3 \in M^I\), and \(b_4\) is separated from the monomial \(u\) by the plane \(M^I\)),

we can transform the system (\(\ast\)) to the equivalent one \(f - udg = g = 0\), inheriting the same properties: it defines the proper part of the symmetric curve and has no degenerate roots.

The Newton polygons of the latter system are a pair of triangles with no parallel edges. This again implies nondegeneracy, making [K16, Theorem 17] applicable to the latter system (in contrast to the initial one (\(\ast\))).

If \(A'\) is a skew or high tetrahedron, we are not aware of any similar tricks reducing the question to [K16, Theorem 17]. However, for the skew tetrahedron, the proof of irreducibility is given in the corresponding example, and the high one is covered by Theorem 3.23.

\[\square\]

Proof of theorem 3.15(1) proceeds by the cardinality of the support set \(A\): the base of the induction is provided by Lemma 5.10, the induction step by Proposition 5.4, and Lemma 5.9 ensures that the induction exhausts all non-exceptional support sets. \[\square\]

6. Discussion: what next?

The problem that we study obviously extends to complete intersections with an arbitrary finite group of symmetries

\[G \subset S_m \wr \text{Aff} \mathbb{Z}^n.\]

Recall that \(\text{Aff} \mathbb{Z}^n\) is the group of affine automorphisms of the lattice \(\mathbb{Z}^n\), and an element of its wreath product is a permutation \(\sigma\) of \(\{1, \ldots, m\}\) together with automorphisms \(g_1, \ldots, g_m \in \text{Aff} \mathbb{Z}^n\).

The collection of support sets \(A_1, \ldots, A_m \subset \mathbb{Z}^n\) is said to be symmetric with respect to the group \(G\), if, for every element \((\sigma, g_1, \ldots, g_m)\) of the group we have

\[A_{\sigma(i)} = g_i A_i, \ i = 1, \ldots, m.\]

Sending every monomial \(m \in A_i\) to the monomial \(g_i(m) \in A_{\sigma(i)}\) extends by linearity to the map \(\mathbb{C}^{A_i} \to \mathbb{C}^{A_{\sigma(i)}}\) that we shall denote by \(g_i\).

For a group of symmetries \(G\), its given character \(\chi: G \to \mathbb{C}\), and a symmetric collection \(A = (A_1, \ldots, A_m)\), we can consider the space \(\mathbb{C}^{A}_{G, \chi}\) of all collections of polynomials \(f_i \in \mathbb{C}^{A_i}, \ i = 1, \ldots, m\), symmetric with respect to every element \(g = (\sigma, g_1, \ldots, g_m) \in G\) in the sense that

\[f_{\sigma(i)} = \chi(g) \cdot g_i(f_i), \ i = 1, \ldots, m.\]

Problem 6.1. Describe the geometry of the algebraic set \(f = 0\) in the torus \((\mathbb{C}^*)^n\) for generic \(f \in \mathbb{C}^{A}_{G, \chi}\).

This paper is devoted to the special case when \(n = 3, m = 2\), and \(G \simeq \mathbb{Z}/\mathbb{Z}_2\) has the only non-trivial element \(((1, 2), I, I)\), \(I(u, v, w) = (v, u, w)\). We now discuss what happens as we push the (numerous) boundaries of this setting, from simple to complex.
Involution-symmetric spatial curves: different involutions. Even for \( n = 3 \) (and all the more so for higher dimensions), we have many (though finitely many) different symmetry groups \( G \) isomorphic to \( \mathbb{Z}/2\mathbb{Z} \). They may differ both by lattice automorphisms (such as \((1, 2), J, J)\) for \( J(u, v, w) = (-u, v, w) \) or \((-u, -v, w)\) and permutations (such as \((\text{Id}, I, I)\), \( I(u, v, w) = (v, u, w) \)). The examples in the parentheses lead to other kinds of spatial symmetric curves in \((\mathbb{C}^*)^3\). The first and the last ones are similar to the one that we have studied, but the second one is already quite different, because the diagonal is not a (hyper)plane, and our elementary trick with passing from \( f(u, v, w) = f(v, u, w) = 0 \) to \( (f(u, v, w) - f(v, u, w))/(u^d - v^d) = 0 \) won’t work.

Involution-symmetric complete intersections in higher dimension. As the dimension \( n \) grows, even for the same number of equations \( m = 2 \) we have more and more involutions of the lattice \( \mathbb{Z}^n \). To deal with this diversity, it is important that most of the involutions of \( \mathbb{Z}^n \) come from involutions of smaller lattices \( \mathbb{Z}^k \), multiplying them by \( \mathbb{Z}^{n-k} \) with a trivial automorphism.

Problem 6.2. 1) To what extent one could deduce from the solution of Problem 6.1 for an action of \( G \) on \( \mathbb{Z}^k \) the solution of the same problem for the trivial extension of this action on \( \mathbb{Z}^k \oplus \mathbb{Z}^{n-k} \)?

2) In particular, to what extend one could deduce from the results of the present paper similar results on complete intersections \( f(x_1, x_2, x_3, \ldots, x_n) = f(x_2, x_1, c_3, \ldots, x_n) = 0 \) for any \( n \)?

We expect the combinatorial part of the answer to the second question to be more challenging than the geometric one (for the geometric part, see e.g. Proposition 5.1 in [E24e] that is already done for arbitrary \( n \)).

Involution-symmetric complete intersections in higher codimension. As soon as \( m > 2 \), Problem 6.1 becomes drastically more complicated even for our simplest involution \( I(x_1, x_2, x_3, \ldots, x_n) = (x_2, x_1, c_3, \ldots, x_n) \). E.g. even for \( m = n = 4 \) (so that the proper part of our complete intersection \( f = 0 \) is 0-dimensional), it is already far from trivial to count the points in the proper part, because the diagonal part has the “wrong” dimension 1, and because this complete intersection is not schön in the sense of [E24s] and [E24e]. In case \( A_i \)'s belong to a coordinate hyperplane, this problem is equivalent to counting the self-intersection of a plane projection of a spatial complete intersection curve (see [V19]).

Problem 6.3. Generalize [V19] to the case when \( A_i \)'s do not belong to a hyperplane.

The study of involution-symmetric generic complete intersections incorporates many other natural questions as special cases: for instance, the classification of collections of lattice polytopes \( A_1, \ldots, A_n \subset \mathbb{Z}^n \) of mixed volume 1 ([EG15]) is the classification of generic complete intersections of the form
\[
y_i - f_i(x_1, \ldots, x_n) = y_i - f_i(x'_1, \ldots, x'_n) = 0, \quad f_i \in \mathbb{C}^{A_i}, \quad i = 1, \ldots, n,
\]
which are exceptional in the sense that their proper part is empty (the involution is \( I(x, x', y) = (x', x, y) \) here). This extends to higher values of the mixed volume once we proceed from involutions to more complicated symmetries.

Beyond involutions: Schur polynomials. For every dimension \( n \) and every number of equations \( m \), we have finitely many possible finite subgroups \( G \) (up to conjugation). Solving
Problem 6.1 for each of them even in the simplest case of a planar curve \((m = 1, n = 2)\) is highly non-trivial. Let e.g. \(G \subset S_1 \setminus \text{Aff } \mathbb{Z}^2 = \text{Aff } \mathbb{Z}^2\) be the group of symmetries \(S_3\) of the standard hexagon \(|u| \leq 1, |v| \leq 1, |u + v| \leq 1\), and let \(\chi(\sigma) = \text{sgn} \sigma\).

The simplest \(A\) invariant under this action of \(S_3\) consists of 6 points, and \(f \in \mathbb{C}^A_{S_3, \text{sgn}}\) for such \(A\), up to a monomial multiplier, has the form

\[
\det \begin{pmatrix}
1 & 1 & 1 \\
1 & x^a & x^b \\
1 & y^a & y^b
\end{pmatrix}.
\]

Modulo the multiplier \((x - y)(x - 1)(y - 1)\), this is a Schur polynomial. Irreducibility of Schur polynomials is an important recent result in [DZ09]. From it, similarly to the methods of Sections 4 and 5, one can make conclusions about singularities and components of the curve \(f = 0\) for generic \(f \in \mathbb{C}^A_{S_3, \text{sgn}}\) with an arbitrary \(S_3\)-symmetric support set \(A\), thus approaching the following problem.

**Problem 6.4.** 1) Understand the components, the singularities and the genus of an \(S_3\)-symmetric plane curve given by a generic polynomial \(f \in \mathbb{C}^A_{S_3, \text{sgn}}\) for an arbitrary \(S_3\)-symmetric support set \(A\).

2) Do the same for \(f \in \mathbb{C}^A_{S_3,1}\) (starting from the case of the “Schur permanent” for a 6-point support set \(A\)).

3) Extend this to symmetries of tori of higher dimension, related in a similar way to Schur polynomials and permanents of more variables.

Since the other groups of symmetries of \(\mathbb{Z}^2\) are abelian and thus much simpler than \(S_3\), this sketches the approach to completely understand plane symmetric curves (in our sense) for all possible symmetries of \(\mathbb{Z}^2\).

**Irreducibility vs planarity.** The following conjecture may be key to solving Problem 6.1.

**Definition 6.5.** An irreducible component of the set \(f = 0\) for \(f \in \mathbb{C}^A_{G, \chi}\) is:

1) said to be planar, if it can be shifted to a proper subtorus of \((\mathbb{C}^*)^n\);
2) said to be diagonal, if it can be shifted to a proper subtorus of \((\mathbb{C}^*)^n\) invariant under the action of some non-unit element \(g \in G\). Non-diagonal components are called proper.

Consider exceptional and planar support sets:

- \(\mathcal{E}_{G, \chi} := \{A\} | \text{ for a generic } f \in \mathbb{C}^A_{G, \chi} \text{ the set } f = 0 \text{ has more than one proper component}\};
- \(\mathcal{P}_{G, \chi} := \{A\} | \text{ for a generic } f \in \mathbb{C}^A_{G, \chi} \text{ all components of } f = 0 \text{ are planar}\).

**Conjecture 6.6** (cf Question 1.5 in [E24s]): \(\mathcal{E}_{G, \chi} \subset \mathcal{P}_{G, \chi}\).

The conjecture (even if confirmed only for some dimensions and symmetry groups) may greatly facilitate the classification of respective exceptional support sets, since planar support sets are much more attainable to classify.

**Remark 6.7.** For and idea of how to approach the classification of planar support sets, see Proposition 4.11 devoted to this classification in our simplest case \((n = 3, G = \mathbb{Z}_2, \chi = \text{id})\).

For an idea why (philosophically) planar support sets are much more attainable to classify than exceptional support sets, one may notice that irreducibility is a global property of an algebraic set, while having every irreducible component planar is a local property.
Other ground fields. Over $\mathbb{R}$, already the symmetry $I(u, v) = (v, u)$ for plane curves of a given small degree is difficult and important to study, see e.g. [OS02] and [B04] for surveys and key results.

Problem 6.8. It would be interesting to extend these classification techniques to real plane curves of small degree with the other symmetry groups ($\mathbb{Z}/3\mathbb{Z}$, $S_3$, etc.).

Another natural question is to find a way to constructively (not appealing to the Lefschetz transfer principle) extend our results to arbitrary algebraically closed fields. First of all, this would require to eliminate topological methods in our paper.

We use topology in two key points. First, it is the Morse theory in the proof of the irreducibility in Theorem 3.23, if we trace it back to [E24s]. An alternative cohomological technique here is to count the Dolbeault cohomology of the toric variety with coefficients twisted by the line bundle, corresponding to the divisor of zeros and poles of the rational function $f(x)/(x_1^d - x_2^d)$ (to which we apply the Morse theory over $\mathbb{C}$ in this paper).

Another topological key step in our paper is when we deduce Proposition 5.4 from Proposition 4.11. Instead of this, we can notice that the reducibility of the proper part of the symmetric curve is preserved when we switch from the ground field $\mathbb{C}$ to the field of Puiseaux series. Over this field, in the notation of Proposition 5.4, we can consider a generic symmetric curve given by the polynomial $f \in \mathbb{C}^d$ whose coefficients have trivial valuation except for the coefficient of the monomial $a$. For the corresponding curve $f = f \circ I = 0$, we can see the absence of components with the non-trivial toric span $T$, looking at its tropicalizations. It follows from a non-trivial, but purely combinatorial observation:

Remark 6.9. If the intersection of tropical fans of $f = 0$ and $f \circ I = 0$ (for $f$ as above) contains a 1-dimensional tropical curve avoiding 0, then this tropical curve is contained in a plane.

Corollary 6.10. Proposition 5.4.1 is valid over any field of characteristic 0.

We can summarize this outline as follows.

Problem 6.11. 1) Prove the irreducibility in theorem 3.23 computing the relevant Dolbeault cohomology.

2) Deduce from this the irreducibility of the proper part of an arbitrary symmetric curve by tropical methods, as in Remark 6.9.

3) More generally, given a generic enough symmetric complete intersection over the field of Puiseaux series, to what extent can one tell the topology and singularities of its proper part from its tropicalization?
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