Latencies in Power Systems: A Database-Based Time-Delay Compensation for Memory Controllers
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Abstract: Time-delay is inherent to communications schemes in power systems, and in a closed loop strategy the presence of latencies increases inter-area oscillations and security problems in tie-lines. Recently, Wide Area Measurement Systems (WAMS) have been introduced to improve observability and overcome slow-rate communications from traditional Supervisory Control and Data Acquisition (SCADA). However, there is a need for tackling time-delays in control strategies based in WAMS. For this purpose, this paper proposes an Enhanced Time Delay Compensator (ETDC) approach which manages varying time delays introducing the perspective of network latency instead dead time; also, ETDC takes advantage of real signals and measurements transmission procedure in WAMS building a closed-loop memory control for power systems. The strength of the proposal was tested satisfactorily in a widely studied benchmark model in which inter-area oscillations were excited properly.
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1. Introduction

Wide Area Measurement Systems (WAMS) bring information to the control center in modern power systems to improve observability for achieving stability and security [1,2]. WAMS are integrated by Phasor Measurement Units (PMU) and a sophisticated communication infrastructure [3–7]. This communication infrastructure is based on several standards, interoperability of devices, language, and agents involved in the procedure. Also, this infrastructure involves protocols such as TCP/IP and UDP/IP to provide redundancy, guarantee information integrity, solve traffic problems, and tackle failures of some links [8–11]. For observability purposes, WAMS is better than traditional supervisory control and data acquisition (SCADA). Unfortunately, the measurements managed by WAMS reach the control center with time-delay due to the size of large power systems monitored as well as procedures such as filtering, digitalization, time stamping, and labeling [8,12]. The time-delay is problematic in closed loop control for power systems; i.e., time-lapse in the backward channel is an important issue that emerges with undesirable effects on the performance of transferred power due to inter-area oscillations and frequency oscillations, among others [13–17].

There are many authors who are committed to tackling the time-delay problem in power systems, but the main problem remains unsolved. In the most common perspective, the time compensators were used considering time-lapse as a dead-time phenomenon.
In this direction, one of the first time-delay strategies for compensation was the Smith Predictor (SP), primarily used in chemical processes [18–20]. In [19], Chaudhuri et al. implemented a unified SP to design a damping control, but its success depended strongly on the exactitude of the model. Then, they proposed a unified Smith phasorial time-delay compensator which runs fast with few calculations; nonetheless, it only works well for small values of delay [21]. Moktari developed a time compensator based on fuzzy logic, which works well for higher values of time delays close to tens of milliseconds; however, it fails in cases of disturbances associated with tripping lines [22]. Another more sophisticated perspective considers the complexities of actual WAMS. For instance, [23] obtains time-delay values from isolated arriving signals using time-stamp from the data package. The authors of [10] employ the knowledge of the WAMS only to simulate the communication procedure in a Hardware In the Loop (HIL) test but leave these data out of the compensation strategy. The first perspective presented above fails because it considers time-delays as a dead-time phenomenon, as in a chemical process; in the second perspective, the complexity of WAMS is considered, but no capitalization of the valuable information available from the communication process is carried out. Generally, recent investigations suffer from misconceptions in modeling and simulating scenarios of time-delay performance [24–26]. Following with the literature revision, the authors in [27] obtain worthy results using buffers and a wide-area power oscillation damper (WPOD) to compensate for delays and packet dropouts; nevertheless, the implementation is based on a straightforward model for single-input single-output applied in a Double-Fed Induction Generator (DFIG). Another drawback in the proposal: it takes a long time to stabilize signals (more than 20 seconds) with dangerous power explorations (more than one hundred percent and negative values). Consequently, the main gap in the literature to be filled is the absence of a definitive proposal to face power system oscillations increased by time-delays, considering a more realistic performance of WAMS with high values for network latencies [10,28–31].

There are previous contributions to the aforementioned gap: our early works include an adapted Model Predictive Control (MPC) capable of dealing with the nonlinear large-scale nature of delayed power system (power systems with delays in WAMS) to maintain stability; then, we introduced time-delay compensation suitable for tackling fixed and varying values of latencies [32–34]. This paper contributes in time compensation strategies for reaching a memory closed loop control in delayed power systems; furthermore, this work details the WAMS' performance to offer the background needed for the proposal (to run more realistic simulations). The strategy is named Enhanced Time-Delay Compensation (ETDC): it features a Kalman-based time-compensator and a time-organized database of measurements. The ETDC introduces the concept of the Most Updated Available (MUA) information, which is the key value to feed the MPC. The inclusion of historic data in the control closed loop leads to a memory controller to face latencies.

The paper is organized as follows: Section 2 summarizes the general problem of latencies in communications, including some details of their behavior, typical values, and shape. Subsequently, a typical performance of time-delays is illustrated, which will be considered for simulations. Section 3 describes the model of power systems with delays in the backward channel to offer a better picture of the control problem from a math perspective, thereby allowing us to hypothesize the possible solution. Then, in Section 3.2, the Enhanced Time-Delay Compensation is introduced, and some statements are made to study the convenience of the solution. Finally, the results of the simulation (Section 4), conclusions, and further works (Section 5) are presented.

2. Latencies in WAMS Communications Infrastructure: Reaching a More Realistic Model

2.1. The General Delayed Communication Infrastructure

At present, energy management systems (EMS) have been improved with the introduction of Phasor Measurement Units (PMUs) and their supporting infrastructure. PMUs are fundamental elements of the modern Wide Area Measurement Systems (WAMS),
whose capabilities allow the development of Wide Area Monitoring and Control Systems (WAMCS) [3,34–36].

Secondly, signals from several PMUs installed in different locations are gathered with Phasor Data Concentrators (PDCs) to run an additional routine of synchronization; then, each PDC sends the new data packet to the super PDC (SPDC) or directly to the control center. However, these signals do not arrive at the same time due to the inherent latency of communication channels. For this reason, before running the synchronization, PDC manages the absence of simultaneity of the arrival of signals with the assistance of either TCP/IP or UDC/IP protocol. Despite this compensatory mechanism, the total latency increases [8,9].

The measurements are taken with electrical sensors in substations and main buses; then, they are synchronized with PMUs and sent to the control center. The resulting information packet complies with C.37.117.7 and IEC 61850 standards [37]. This procedure includes not only metering but also filtering, processing, digitalization, and time-stamp labelling. Obviously, this procedure add delays to the signal and it is considered the first component of the latency in WAMS.

In cases of a wide area power system, the utilities gather the information of PMUs and other regional PDCs through a Super PDC (SPDCs). Then the SPDCs send the signals to the control center. The time spent by the SPDCs in this process increases the time-delay [8,9,38]. Finally, at the control center, all the signals are gathered to allow control in Wide Area Monitoring Protection and Control (WAMPaC) [6,9].

Another important component of latencies is the signal flying time to travel through the medium and routers at each link. Their stochastic behaviour contributes to the total time delay [35].

In addition to the aforementioned physical infrastructure, the TCP/IP protocol, as well as C.37.117.7 and IEC 61850 standards, are introduced in power system communications to provide flexible, reliable, and standardized communications [8,37]. Standards C.37.117.7 and IEC 61850 provide values of satellite-synchronized time-stamp for each measurement in the WAMS. This time stamp is valuable in the proposal because it allows to determine each signal latency value, which is subsequently included in the compensation scheme. Now, the TCP/IP protocol is responsible for the information interchange among the agents in the communication network. Based on the protocol, the sender always guarantees the reception of the data packets in the final destination. Despite this guaranteed reception, some authors have focused their efforts on the need to face a non-existent loss of data packets [39].

The aforementioned WAMS description shows the capabilities of the power systems’ communication infrastructure. In WAMS, the well-structured packets transferred with TCP/IP should be organized in databases due to their useful information (e.g., time stamps), with the purpose of improving power system control and time compensators.

2.2. Behavior and Modeling of the Random Time Delays in the Pmu Communication Infrastructure

The communication infrastructure can be understood as a net of devices interconnected through communication links. They collect and process information in some topological nodes. Two major delay components are considered to describe the latency. Firstly, \( \tau_v \) denotes the total time delay produced by the devices mentioned in the previous section (PMU, PDC, SPDC). Secondly, \( \tau_{\text{link}} \) is the total additional latency due to the links of the communication process; \( \tau_{\text{link}} \) is related to the weather conditions and the medium and is generally greater than \( \tau_v \) [35]. The sum of these values is given by:

\[
\tau_d = \tau_v + \tau_{\text{link}},
\]

Table 1 shows the typical corresponding ranges of \( \tau_d \) for different communication links in power systems.
The development of tools to deal with delayed systems requires clarity of the network latencies. The time-delay is stochastic and unpredictable; however, it is possible to model time delays with a probability density function as in [8]. The authors in [8] gathered empirical data, and then they made a goodness-of-fit test. They found that Gaussian shape properly models the time delay behavior of $\tau_d$ with a formal math representation given by:

$$\tau_d = \mathcal{N}(\mu_G, \sigma_G),$$ (2)

The advantages of the $\tau_d$ representation in (2) are a better description of the varying time-delay and the possibility of running more realistic simulations. Figure 1 illustrates an example: the histogram of events called $D_G$ with a mean value $\mu_G = 300$ ms and standard deviation $\sigma_G = 60$ ms. The maximum value for the time delay in this set is close to 550 ms. Typical values $\mu_G$ and $\sigma_G$ presented in [8,40] were adapted for this research to include the effects of the latencies in the simulation of the power systems’ behavior.

![Figure 1. Typical behavior of latencies in a Phasor Measurement Unit (PMU)-based communication system.](image)

3. The Enhanced Time-Delay Compensator for Time-Delayed Power Systems Control: Modeling the Problem to Propose a Solution

In this section, we derive the math model of the closed loop considering the power system with its nonlinearities because the proposed control must act over the actual nonlinear power system. The math model includes the behavior of network latencies in the feedback channel and the control law based on the estimated delayed states. Based on this model, it was possible to determine the complexities involved in the whole problem to hypothesize a solution. Then, in Section 3.2, the structure of the ETDC is described, taking into consideration the WAMS’ description in Section 2 and the math model in Section 3.1. Following this, ETDC consistency and stability are studied trough some statements at the end of Section 3.2.
3.1. Time-Delayed Power Systems Modeling

The present paper proposes a formal model to include the nonlinearities of power systems and the variability of time-delays, which is made with the purpose to provide a more appropriate representation of the WAMS communications infrastructure. The formulation for modeling the dynamic behavior of nonlinear power systems is as described by (3)–(7):

$$\dot{x}(t) = f(x(t), u(t)), \quad (3)$$

In this case, $u(t)$ denotes the feedback control law. Basically, Equation (3) describes a memoryless closed loop strategy and if the control law is $u(t) = \gamma(x(t))$, then it turns into:

$$\dot{x}(t) = f(x(t), \gamma(x(t))), \quad (4)$$

Equation (4) represents the ideal case with a proper control law and accessibility to actualized states. Hence, considering the latency in communications in the feedback channel affecting $u(t)$, the nonlinear problem formulation turns into the autonomous model:

$$\dot{x}(t) = (x(t), \gamma(x(t - \tau_d))), \quad (5)$$

Now, by including the expression for $\tau_d$ denoted by (2):

$$\dot{x}(t) = (x(t), \gamma(x(t - N(\mu_G, \sigma_G))))), \quad (6)$$

Equation (6) gathers two emerging difficulties to be tackled in real applications on power systems. The first is the power system’s nonlinear nature (including parameter-changing, uncertainties and its large number of variables); the second is associated with time delays in the closed loop control strategy. In this regard, although the nonlinearity was successfully addressed in [32,33], the dead time misconception is yet to be faced.

Finally, the computation of the control law in Equation (4) requires the values of $x(t)$. The typical way to obtain the states in such a complex system is by using state estimators like Kalman filters. Basically, estimators derive estimated values of states $\hat{x}(t)$, from output signals $y(t)$. Hence, Equation (6) turns into:

$$\dot{x}(t) = (x(t), \gamma(\hat{x}(t - N(\mu_G, \sigma_G))))), \quad (7)$$

Note the following: Equation (7) establishes the complexity of the problem, which is highly nonlinear, and the controller must use estimated states $\hat{x}(t)$ instead of actual states $x(t)$. In addition, it is included the stochastic behaviour of the time-delay trough $N(.)$. From this point, a valuable strategy must keep values of (7) as close as possible from (4) to achieve a good performance.

3.2. The Enhanced Time-Delay Compensator

This section shows an improved time compensator named Enhanced Time-Delay Compensator (ETDC), which is more suitable for practical power systems and represents a major improvement when compared to previous research in two main aspects: (a) it manages varying values of latencies under a new paradigm that re-evaluates the dead time misconception and (b) incorporates real WAMS operational elements.

As mentioned in the introduction, time-delay compensation is a strategy included in the closed loop controllers to obtain actualized states for the feedback control law in which signals reach the controller with a retard [18–20,41,42]. The main objective of a time compensator is to reduce the error $e(t_i) = \hat{x}(t_i) - x(t_i)$ at a given time $t_i$, where $\hat{x}(t_i)$ is calculated by the time compensator and $x(t_i)$ represents the actual and unknown states. In the compensation strategy, the vector $\hat{x}(t_i)$ is calculated from the delayed values $x(t_i - \tau_d)$ [18–20]. Most compensators work satisfactorily under two main conditions: the precise model of the system and the knowledge of the constant time-delay value.
However, it is almost impossible to have an exact model of the system. Consequently, the implementation of those compensators in real systems has been thwarted: instabilities emerge even with small errors in the model [18,41,43]. The challenge at this regard is identifying how to compensate delayed signals without adding instabilities: here ETDC plays an important role. In Figure 2, the traditional scheme of compensations is illustrated.

The proposed ETDC is composed by two main components to be presented: the Sliding Prediction Block, and the added database. By this way, in the closed loop control the ETDC compensates the network latencies; next, signals are delivered to the control strategy. Then, control signals are sent to the power system.

The first component of the ETDC is the Sliding Prediction Block. The authors have been developing tools for damping oscillations in power systems with delays in their communication [33]. As a previous contribution, a time-delay compensator called Sliding Prediction Block (SPB) has been developed. It performs properly with the Model Predictive Control (MPC) strategy adapted to power systems. The SPB is as follows: the classic Kalman filter is fed by the couple \( y(t_i) - u(t_i) \) to obtain \( \hat{x}(t_i) \). The novelty here is: SPB is fed by the delayed states \( \hat{x}(t_i - \tau_d) \) and the known historical control sequence \( U(t_i) = [u(t_i - \tau_d) \ldots u(t_i - \tau_m) \ldots u(t_i)] \). The values of \( \hat{x}(t_i - \tau_d) \) are obtained by a previous Kalman filter fed by \( y(t_i - \tau_d) - u(t_i - \tau_d) \). Another Kalman filter stage is used recursively to obtain \( \hat{x}(t_i) \) from \( \hat{x}(t_i - \tau_d) \). Then, the states are brought to the control strategy.

The second main component of the ETDC is the database which allows keep old measurements. Discrete time is considered for the description. The database takes arriving signals \( \{\hat{x}(k_i - \theta_d); \theta_d\} \) and lists them according to the value of the time delay (here, \( \theta_d \) is the corresponding time-delay for the delayed signal \( \hat{x}(k_i - \theta_d) \)). The less-delayed data packet is allocated at the top of the list and denoted by \( \{\hat{x}(k_i - \theta_{dm}); \theta_{dm}\} \). This packet will become the Most Updated Available state, \( \hat{x}_{MUA} \), and it allows the building of a memory control strategy for delayed power systems. Then, \( \hat{x}_{MUA} \) is delivered to the SPB for the time-compensation. The listing procedure is possible owing to the processing of signals during PMU measurements in compliance with IEEE C37.118 data formatting. Basically, from a specific signal, the PMU takes measurements and organizes them into data packets. Within the information included in the data packet, the time stamp is crucial for both the listing and time compensation.

The Algorithm 1 illustrates the ETDC with the two components. As shown, the simplicity of the procedure allows fast calculations and easy-implementation; also, it is highly scalable. In brief, the strength of the ETDC lies in his simplicity, with very good results.
Algorithm 1: Enhanced Time-delay Compensator.

Data: Read the information of the power system.

1 Require: Delayed states $\hat{x}(k_i - \theta_d)$; Time Delay $\theta_d$; Buffered Control Signal $U(k_i)$;
2 Ensure: Estimated states $\hat{x}(k_i)$;
3 Initialize: $\text{iter} = 1$;
4 $\theta_d; \hat{x}_{DEL} \leftarrow \hat{x}(k_i - \theta_d)$;
5 if $\text{iter} = 1$ then
6 \hspace{1em} $x_{MUA} \leftarrow \hat{x}_{DEL}$;
7 \hspace{1em} $\theta_{dm} \leftarrow \theta_d$;
8 \hspace{1em} $\text{iter} = \text{iter} + 1$;
9 else
10 \hspace{1em} BEGIN Database sorting and Listing;
11 \hspace{2em} read database $(\theta_{dm}, x_{MUA})$;
12 \hspace{2em} if $\theta_{dm} + 1 \geq \theta_d$ then
13 \hspace{3em} $x_{MUA} \leftarrow \hat{x}_{DEL}$;
14 \hspace{3em} $\theta_{dm} \leftarrow \theta_d$;
15 \hspace{2em} else
16 \hspace{3em} $x_{MUA} \leftarrow x_{MUA}$;
17 \hspace{3em} $\theta_{dm} \leftarrow \theta_{dm} + 1$;
18 \hspace{1em} END Database sorting and Listing BEGIN Sliding Prediction Procedure;
19 \hspace{2em} for $j = k_i - \theta_d$ to $j = k_i - 1$ do
20 \hspace{3em} $x(j + 1) = A(j) + Bu(j)$;
21 \hspace{3em} $\hat{x}(k_i) \leftarrow x(j + 1)$;
22 \hspace{2em} end
23 \hspace{1em} END Sliding Prediction Procedure
24 \hspace{1em} end
25 \hspace{1em} $\text{iter} = \text{iter} + 1$;
26 Result: Return $\hat{x}(k_i)$

Now, once the signals are compensated by the ETDC, the signals are brought to the robust control strategy. In the case of this work, it was used Model Predictive Control (MPC). As illustrated below, all the strategy is coherently implemented considering the functioning of the MPC. According to Figure 3, the outputs of the Power System are measured, then, data packages are sent to the control center; and they arrive with network latencies. The output and control signals are used by the Kalman filter to obtain the states. Here, ETDC acts to compensate the time-delay in order to obtain an estimation of the current states. This work’s main contribution is providing a very good estimation that allows a good performance of the closed control loop strategy. The MPC receives the estimated states to create the control sequence.

Model Predictive Control is responsible for the control task. The MPC strategy creates a time evolution of the states in a horizon of prediction using as initial condition the values of $\hat{x}(k_i)$ and the state-space model of the power system [44,45]. There, the evolution of the states are dependent from the control signals $U(k)$. Thereby, an optimal control problem is built considering an objective function and several constraints. The objective function includes minimization of efforts in control signals and the error in reference, the variable of interest here is the control signal. Physical limits and other considerations are included in the set of constrains. In this way, we derive a convex problem to be solved by any optimization technique [45–47]. The solution is a sequence of control signals in time, the first of which is applied to the power system. This procedure is made recursively at each sampling time using values of $\hat{x}(k_i)$ by the ETDC as the initial condition [44,45].

The whole compensation scheme proposed here, including database and SPB, is illustrated in Figure 3.
Due to the ETDC, values of time-delay for the compensation strategy has quantitative reductions that can be established by comparison of the datasets from ˆx_DEL and ˆx_MUA (see signals in Figure 3). As an example, we took the Gaussian test-data called $D_G$ of the Section 2 (Figure 1) and built with all the signals ˆx_DEL (in Figure 3). Those signals were processed by the proposed storage block of the ETDC; so a new set of data $D_W$ was obtained (corresponding to the set of signals ˆx_MUA in Figure 3). The resulting histogram of events for the $D_W$ dataset had Weibull shape with lower means values than the original sets. The dataset $D_W$ (obtained with the MUA processing) has mean value $\mu_W = 254$ ms being almost 50 ms smaller than the mean value $\mu_G = 300$ ms for the dataset $D_G$ (without the MUA processing). The data dispersion of the same set of data is also reduced and the maximum value for the latencies after the MUA processing is less than 400 ms, as Figure 4 shows. That is, while a traditional compensator is fed by signals with time-delays around 550 ms (histogram without MUA processing), with the same dataset, the ETDC will feed the SPB with time-delays under 400 ms (histogram of latencies with MUA processing) improving the performance of the compensator.

**Figure 3.** The Enhanced Time-Delay Compensator scheme.

**Figure 4.** Time Delay shape after using enhanced time delay compensator (ETDC) compared with Sliding Prediction Block (SPB).
The use of the \( \hat{x}_{\text{MUA}} \) information not only provokes changes in the shape of the data, but also enhances the performance of the SPB. Time-compensator routines are related with the time delay that needs to be compensated for; hence, the computational burden is lowered because \( \hat{x}_{\text{MUA}} \) are less delayed. Additionally, the error in prediction is improved due to the reduction of the horizon time.

In order to offer information about the convenience of the solution based on the database added to the SPB compensation strategy, some statements are made by the authors.

Firstly, for the compensation procedure in discrete time \( k \), a possible statement is: let \( \Omega \) be an invariant set for \( x(k) \) and \( \hat{x}(k) \), let \( X \) be the time evolution of real states for the autonomous system \( x(k+1) = f(x(k), \gamma(x(t))) \), and \( \hat{X} \); the resulting trajectory of the time compensator with a representation \( \hat{x}(k+1) = F(\hat{x}(k)) \); both \( X \) and \( \hat{X} \) exist in the interval of time \([k_i, k_i + T_{\text{he}}]\) and have \( x_0 = x(k_i) \in \Omega \) as the initial condition. \( T_{\text{he}} \) represents the horizon of evolution. Additionally, the relationship between \( f(\cdot) \) and \( F(\cdot) \) includes the error \( E(\cdot) \):

\[
f(\cdot) = F(\cdot) + E(\cdot),
\]

Given a small scalar \( \varepsilon > 0 \), and with associated value \( \delta > 0 \), which defines a set of functions \( \beta \):

\[
\beta = \{ E(\hat{x}(k)) \left\| F(\hat{x}(k)) - f(x(k), \gamma(x(k))) \right\| < \delta \}, \quad \forall k \in [k_i, k_i + T_{\text{he}}],
\]

(9)

The states trajectory derived by the compensator satisfies the following:

\[
\| \hat{X} - X \| \leq \varepsilon, \quad \forall k \in [k_i, k_i + T_{\text{he}}],
\]

(10)

As such, with limited \( E(\cdot) \), it corresponds to an appropriate representation \( F(\cdot) \) of the real system \( f(\cdot) \). Then, \( \hat{X} \) and \( X \) are close trajectories remaining in the invariant set \( \Omega \).

Secondly, regarding the error in the compensation, a statement could be formulated: let \( \zeta = \| \hat{x}(k_i + T_{\text{he}}) - x(k_i + T_{\text{he}}) \| \) be the error between \( \hat{x}(k_i + T_{\text{he}}) \) and \( x(k_i + T_{\text{he}}) \) at the end of the time interval \([k_i, k_i + T_{\text{he}}]\). Let \([k_i, k_i + T_{\text{db}}]\) be a new interval for the evolution of \( x(k) \) and \( \hat{x}(k) \). Given a small scalar value for \( \zeta > 0 \), and with the same associated value of \( \delta > 0 \) for the same compact set of functions \( \beta \) (see Equation (9)), the final values obtained by the compensator satisfy:

\[
\| \hat{x}(k_i + T_{\text{db}}) - x(k_i + T_{\text{db}}) \| < \zeta, \; \forall T_{\text{db}} < T_{\text{he}},
\]

(11)

This means that although the trajectories \( \hat{X} \) and \( X \) are close in the time interval \([k_i, k_i + T_{\text{he}}]\), there is a small value \( \zeta > 0 \), due to the error \( E(\cdot) \) in the model representation. In addition, for shorter horizons of evolution \( T_{\text{db}} \), the difference between the values \( \hat{x}(k_i + T_{\text{db}}) \) and \( x(k_i + T_{\text{db}}) \) at the end of the interval is limited by \( \zeta \), according to Equation (11).

In practical terms: the shorter the horizons of evolution to be compensated, the lower the error in the compensated signal.

The previous statements support an important achievement owing to the ETDC reducing the value of network latencies; the compensated signals are closer to the real ones, hence they accomplish the reduction of the error.

Finally, the block diagram of Figure 5 includes the proposed ETDC into the power system control of the control center. The closed loop is built with the communication system feeding the control center, which, in turn, acts over the nonlinear power system (Equations (3)–(6)). The state estimator is also illustrated; and since the state estimator receives delayed measurements values, \( y(t - \tau_d) \), it obtains delayed values of the states \( \hat{x}(t - \tau_d) \). With the incorporation of the database, the strategy leads to a kind of nonlinear memory controller \([48,49]\).
4. Application Test

4.1. Test System and Scenarios

Kundur’s benchmark system was used to validate the approach [1]. Despite its small size, this test system performs well in real inter-area oscillations due to time-delays in a single channel; in this system, we can create a scenario with oscillations specifically provoked by time-delays in WAMS. The IEEE 14 bus system and NETS 39-Bus system could be used to validate multiple channel time-delay and to control multiple sources of oscillations in further works. Kundur’s test system has two coherent generation areas with four machines (Figure 6), each one with its corresponding governor and Automatic Voltage Regulator (AVR). Two tie-lines guarantee power interchange between both areas; in case of a tie-line tripping, the other one preserves the connectivity. Using the time-delay model from Section 2, the simulations for the communications of the monitoring loop were run with latencies varying from 100 ms to 500 ms [8]. During the monitoring process, a single PMU collected and transmitted data to the control center.

Figure 5. ETDC + Model Predictive Control (MPC) scheme for time delayed Power Systems.

Figure 6. Kundur’s test system with the control strategy.
As illustrated in Figure 7, the block diagram of the power system to be managed is a Multiple Input Single Output (MISO) representation, in that we have a power system with four inputs (supplementary signals sent by the control scheme to the four generators) and one output measured by the WAMS (inter-area power flow).

![Block Diagram of Power System](image)

**Figure 7.** Multiple Input Single Output (MISO) representation of the power system.

In order to control the test system, the centralized scheme was employed with the proposed approach described in Section 3.2. As illustrated in Figure 6, the centralized controller receives the measure from the inter-area power flow, then it sends four supplementary control signals to G1, G2, G3, G4.

Two strong disturbances were simulated for the power system in a steady state. The first one consisted of a three-phase fault with a tie-line tripping; the inter-area oscillation modes took place in the test system. Then, the steady state was reached, and an additional level of higher stress was provoked with an abrupt change of power reference in the non-tripped tie line. In Figure 8, the inter-area oscillation modes are shown, excited due to the three-phase fault; the figure shows power flow response in low frequency oscillations with and without Power System Stabilizer (PSS).

![Power Flow Response](image)

**Figure 8.** Inter-area oscillations in power flow after three-phase fault.

### 4.2. Performance Comparison between Spb + Mpc and Etdc + Mpc

Simulations were run with the same test system controlled by two different strategies: (a) the SPB + MPC and (b) the proposal of this paper ETDC + MPC. Both faced three different sequential conditions of operation: (1) initial steady state with a transferred power of 413 MW, (2) a three-phase failure at \( t = 1 \) s, (transient condition I) and (3) change of power reference with \( \Delta P = +25 \) MW at \( t = 10 \) s (transient condition II), once the system returns to steady state.
In the case of SPB + MPC, the compensation scheme considers the arriving signal with its corresponding time delay to obtain the current states without using databases. Hence, it works as a memoryless scheme of compensation and control.

Using SPB + MPC (case a), and due to the failure with line tripping, the active power flow reached a dangerous overshoot of 13.8% at \( t = 2.5 \) s, with real value of 471 MW (Figure 9). Subsequently, SPB + MPC stabilized the power flow close to the initial pre-fault value in a time close to \( t = 6.2 \) s. With respect to the power system behavior following the change of reference \( (\Delta P = +25 \text{ MW}) \), the power flow reached a steady state with a new reference of 438 MW after undergoing a second overshoot of 2.66% (calculated with the new reference).

![Figure 9. Comparative performance using SPB + MPC and the enhanced ETDC + MPC.](image)

Secondly, using ETDC + MPC (case b), the overshoot was 8.4% at \( t = 2.5 \) s, with a real value of 447.6 MW (Figure 9). After the first overshoot, the ETDC + MPC reached a steady state \( t = 3.8 \) s. Then, once the reference was changed, the overshoot reached a value of 2.5% followed by the settling time at 15 s. Table 2 illustrates the values.

| Transient Condition | Overshoot (%) | Settling Time (s) |
|---------------------|---------------|-------------------|
|                     | SPB + MPC     | EDTC + MPC       | SPB + MPC | ETDC + MPC |
| I                   | 13.8          | 8.4               | 6.2       | 3.8        |
| II                  | 2.66          | 2.5               | 17.4      | 15.2       |

Next, five different tests were performed with different changes of power reference to add more stress to the controller. The aforementioned test conditions (1)–(3) (Section 4.2) are kept for the sake of comparison. In all the cases, the overshoot after failure was less abrupt (8.9% variation close to 450 MW); then, the active power reached a steady state value close to the initial power reference (see Figure 10). The error after some seconds was less than 4 MW with a downward tendency as in the previous test. At time \( t = 10 \) s, Figure 10 depicts the behavior of the power flow in the face of reference changes. The five changes in the references and their respective errors are reported in Table 3. The approach can even manage changes in references with \( \Delta P = 30 \text{ MW} \).
Figure 10. Power flow controlled by ETDC + MPC.

Table 3. Errors obtained changing references.

| New Reference and $\Delta P$ (MW) | Associated Error (MW) |
|-----------------------------------|-----------------------|
| 390 ($\Delta P = -23$)            | 2.8                   |
| 400 ($\Delta P = -13$)            | 2.6                   |
| 413 ($\Delta P = 0$)              | 2.5                   |
| 423 ($\Delta P = 10$)             | 2.5                   |
| 438 ($\Delta P = 25$)             | 3.0                   |
| 443 ($\Delta P = 30$)             | 3.2                   |

5. Conclusions and Future Works

The communication infrastructure in power systems based on PMUs, PDCs, SPDCs, protocols, and standards create a complex but useful monitoring system. Thus, WAMS, WAC, WAMC, and finally WAMPaC can be supported by that infrastructure.

The communication infrastructure has an inherent delay due to both the devices and the links, and this issue produces instability problems in the closed loop control strategy. The model of the total latency is not deterministic but stochastic, and the shape of the time delays in typical power communication systems is Gaussian.

Use of the database derived from the MUA concept yields a delayed signal preprocessing to reduce the maximum time delay and mean values. The resulting shape of time delays after using MUA is Weibull. This implies less effort for the time compensation strategies, and, especially, the reduction of latencies leads to better convergence and performance of both the time compensator and the MPC. Improvements achieved are backed up by the results.

The database introduced complies with IEC C.37.117.7, IEC 61850 and TCP/IP, which is the underlying path of the proposed memory controller. Hence, delays were faced as network latencies instead of dead time.

The MPC with the time compensation scheme increases the transfer capabilities in tie lines on the test system; but with the enhanced time delay compensator (ETDC + MPC), it is possible to reduce overshoots and dangerous power excursions. In fact, the achieved reduction of overshoot (almost 39%) implies less stress over the thermal limits and less risk of isolating due to the activation of protection relays.

Further works should examine the performance of the tool considering larger power systems, with several channels (each one with its own stochastic time delay behavior). It is also important to consider the time delay in the control signals during the sending procedure from the control center to generators.
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Abbreviations

Acronyms and variables

MPC Model Predictive Control
PDC Phasor Data Concentrator
SPDC Super Phasor Data Concentrator
SPB Sliding Prediction Block
PMU Phasor Measurement Unit
ETDC Enhanced Time Delay Compensator
\( \tau_d \) Time delay
\( u(t) \) Control signal
\( x(t) \) states of the power system
\( x(t - \tau_d) \) delayed states
\( \hat{x}(t - \tau_d) \) delayed estimated states
WAMS Wide Area Monitoring System
WAMC Wide Area Monitoring and Control
WAMPaC Wide Area Monitoring Protection and Control
PSS Power System Stabilizer
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