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Abstract

Uncertainty estimation bears the potential to make deep learning (DL) systems more reliable. Standard techniques for uncertainty estimation, however, come along with specific combinations of strengths and weaknesses, e.g. with respect to estimation quality, generalization abilities and computational complexity. To actually harness the potential of uncertainty quantification, estimators are required whose properties closely match the requirements of a given use case. In this work, we propose a framework that, firstly, structures and shapes these requirements, secondly, guides the selection of a suitable uncertainty estimation method and, thirdly, provides strategies to validate this choice and to uncover structural weaknesses. By contributing tailored uncertainty estimation in this sense, our framework helps to foster trustworthy DL systems. Moreover, it anticipates prospective machine learning regulations that require, e.g. in the EU, evidences for the technical appropriateness of machine learning systems. Our framework provides such evidences for system components modeling uncertainty.
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1 Introduction

Uncertainty estimation in neural networks aims at telling apart two types of statistical concepts: those that the model learned during its optimization and those it did not “internalize”. A proper uncertainty estimator “recognizes” if the statistical concepts of unseen data inputs are (un-)familiar to the network and thus how trustworthy the respective network outputs are. Uncertainty quantification is in that sense about constructing accurate “self-assessment” mechanisms for models that are learned from data. This renders them a cornerstone of trustworthy (safe) machine learning, a sub-field of machine learning (ML) that tackles model insufficiencies, such as lack of reliability, which prevent recent neural networks, despite their potential, from being deployed in safety-critical applications (see e.g. Amodei et al. (2016); Koopman (2018); Houben et al. (2021)). While larger training sets may help to reduce the model’s uncertainty (Vapnik, 2000) and thus the need to accurately model it, we can still not hope for data to “come to the rescue” given the sheer size of the model input spaces (especially for real-world applications) and irreducible data noise.

Let us exemplify the practical relevance of uncertainty estimation by introducing two central classes of applications: uncertainty for safety (e.g. Truong-Le et al. (2018); Shafaei et al. (2018); Aravantinos & Schlicht (2020)) and uncertainty for (semi-)automation (e.g. Thrun et al. (2005); Giannetti (2017); Sündershauf et al. (2018); Papananias et al. (2019)), respectively. The already above mentioned safety-critical applications (uncertainty for safety) comprise use cases that range from recommendation engines, e.g. in the medical context, to cyber-physical systems such as robots, drones or vehicles. A domain expert’s notion of a “good” uncertainty mechanism in these fields is likely given
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by a high-level requirement, e.g. “do not provide a semantic segmentation of a computed tomography (CT) image unless you are 99.5% certain about it” (in a medical application) or even more abstract such as “contribute to defensive driving and compliance with the traffic law” (in the case of an automated vehicle).

Apart from these safety-critical applications, uncertainty quantification can be important for (semi-)automation, e.g. when phasing in ML systems for quality assurance (QA) in an industrial production plant or to (partially) automate the classification of texts (Lewis & Gale, 1994). For QA purposes, an image-processing model could decide whether or not the surface of a (mass) product is sufficiently homogeneous and undamaged. If the model is uncertain regarding its decision, the product is inspected by a human expert to ensure high quality standards. A practitioners’ requirement regarding this QA model might be that “uncertainty estimates allow to flexibly maximize the degree of automated quality inspection such that less than 1 in 10,000 products leaves the plant despite being in a defect state”. In case of the automated text annotator one might similarly ask for “accurate uncertainty estimates that allow to hand over difficult examples to a human annotator such that the results of the ML annotation tool (with occasional human overrule) have the same quality as the ones of a fully manual annotation process”.

This practitioner’s view on uncertainty estimators varies from the perspective of ML researchers putting forward novel concepts to modeling and testing uncertainty estimates. Not only does a complexity gap occur between lab-oriented scientific proposals and actual industrial applications, the practitioner’s focus is moreover on the alignment of the actual technical state-of-the-art with a “desired state”, i.e. the respective application requirements. Such a systematic alignment is a prerequisite for responsibly deploying ML systems, i.e. in a way that mitigates their risks and thus allows their strengths to play out safely. We contribute to this alignment by providing a framework for the development and testing of neural uncertainty estimators based on high-level requirements, aiming at ML applications with tailored uncertainty mechanisms. By doing this, we bridge the gap between, on the one hand, industry researchers and safety engineers who develop standards and set high-level requirements for safe ML such as the sub-committee 42 of ISO’s and IEC’s joint technical committee 1 (ISO/IEC JTC 1/SC 42, 2017) and, on the other hand, scientific ML researchers developing uncertainty mechanisms and testing algorithms. To the best of our knowledge, this is the first work that systematically links these two perspectives on neural uncertainty estimation.

Developing and testing learned neural models is qualitatively different from developing and testing (traditional) complex systems that are manually assembled. This becomes evident when comparing three complex objects, each composed of tens of thousands smaller units: a car, programmed software and a neural network. While we understand the role of a battery, an electric motor and tires in a car (and the classes and objects in an object-oriented software solution) and how they interplay, such knowledge about the “semantic” inner workings is inherently inaccessible for a neural network. It is a non-interpretable black box that is optimized using meta-algorithms.

These properties of neural models necessitate novel approaches to testing. While traditional hardware and software systems have been specified (Dwyer et al., 1999; Tahat et al., 2001; Grunske, 2008; Pandey et al., 2010; Meth et al., 2015) and tested (Kropp et al., 1998; Tahat et al., 2001; Nebut et al., 2003; Majzoobi et al., 2008; Klein et al., 2009; Kavitha et al., 2010; Esteve et al., 2012) for decades, sometimes even with the help of mathematical proofs (Hartman, 2006), respective approaches (often) rely on splitting a complex system into smaller “semantic” units (e.g. unit testing to debug software). Smaller units are easier to safeguard, their roles (in a logical or physics-based cause-and-effect model) and failures are easier to understand and can either be mitigated by understanding (and removing) the cause or by adding redundancy as a fail-safe. A deep neural network (DNN) on the contrary is not composed of semantic building blocks and thus does not become “safer” by adding an additional (or redundant) layer. Moreover, the (effective) input spaces in classical engineering (e.g. the forces and torques a machine part is exposed to) are small compared to, e.g., the (often) million-dimensional input spaces an image-processing ML model operates on. Such smaller input spaces allow for more comprehensive testing, i.e. sampling the input space in ways such that most application scenarios can be seen as interpolations of these sample points. Furthermore, the physics-based (or logical) models that describe such assembled systems “ensure” a certain stability and thus predictability of the system behavior in these interpolation cases. This is in contrast to (many) ML systems that are optimized on extremely sparse data samples of high-dimensional spaces such that distinctions between inter- and extrapolation are hardly possible. These purely data-
based models provide moreover less stable generalization as their outputs are highly susceptible to certain types of small changes in input space (see adversarial attacks (Goodfellow et al., 2015)).

This combination of non-interpretable models and high-dimensional input spaces renders it hardly possible to exhaustively test semantic and high-level requirements for real-world ML models. Nevertheless, testing does yield insights into multiple aspects of the qualitative and quantitative behavior of an ML function within a given computing and cost budget.

While these considerations hold for neural models in general, they also apply in the special case of developing and testing neural uncertainty estimators that are integrated into deep learning (DL) models. Accurate uncertainty estimators provide an implicit description of the model’s domain of proper functioning which makes them promising tools for safe ML. Testing uncertainties therefore differs from ML performance testing (e.g. of a specifically designed layout of a hidden layer) not only by the considered metrics (e.g. uncertainty calibration measures that are “orthogonal” to performance metrics) but also in the data selection strategies (by putting a focus on transitions to out-of-data or safety-critical scenarios).

In this work, we provide a framework for systematically breaking down high-level requirements onto uncertainty modeling techniques and uncertainty test cases. Following the top-down structure of the framework ensures compatibility with many requirement-based development approaches used also for non-ML systems and components. In detail, we contribute

- by categorizing potential requirements, for instance w.r.t. uncertainty quality, generalization ability (e.g. extrapolation) or technical aspects (e.g. when building upon previous systems),
- by analyzing how and to which extend requirements can be addressed by the differing paradigms of uncertainty modeling and thus, which type of uncertainty estimator to choose for a given DL use case,
- by providing a hierarchy of model tests to evaluate whether the uncertainty requirements are met by the selected estimator, and whether systematic weaknesses exist which might hinder its further use or deployment.

The paper is organized as follows: first, we contextualize our work in the fields of trustworthy ML and ML testing in section 2. Next, we lay out the structure of our uncertainty framework in section 3. Caveats regarding neural uncertainty estimators and best practices on how to address them are presented for each of the five steps of the framework in sections 4 to 8. An outlook in section 9 concludes the work.

2 Related work

As a technical tool to establish safe ML systems, uncertainty estimation may form a cornerstone to satisfy demands of upcoming ML regulations and standards some of which are outlined in the first “paragraph”. Next, we sketch already existing approaches to operationalize trustworthy ML as well as challenges that practitioners face when building reliable ML systems (second “paragraph”). Subsequently, algorithmic techniques that increase the reliability of learned systems are reviewed (third “paragraph”). An important class of algorithmic approaches are neural uncertainty estimators. We present their technical foundations, namely modeling techniques and evaluation schemes, in the last “paragraph”.

Trustworthy ML from a regulatory perspective Both official institutions and industry are about to set rules for ML systems. Aiming for an effective protection of basic rights in an era of ubiquitous ML systems, several countries put forward law initiatives and guidelines for regulating ML models. In November 2020, the White House released guidelines for public authorities in the US on how to regulate artificial intelligence (AI) systems (Executive Office of the President, 2020). In April 2021, the EU commission published a “proposal for a regulation laying down harmonized rules on AI” (European Commission, 2021) that (among others) classifies and handles ML applications according to their “criticality”. The proposal moreover asks for technical documentations that detail how such critical ML systems function. Aside these official regulations (and, if applicable, in accordance with them), industry and standardization bodies define minimal requirements,
interfaces and liability regimes as prerequisites for functioning technological markets. International standards are e.g. developed by the sub-committee 42 of ISO’s and IEC’s joint technical committee 1 (ISO/IEC JTC 1/SC 42, 2017) that issued technical reports e.g. on the trustworthiness in AI (ISO/IEC TR 24028:2020, ISO/IEC JTC 1/SC 42 (2020)) and on the assessment of the robustness of neural networks (ISO/IEC TR 24029-1:2021, ISO/IEC JTC 1/SC 42 (2021a)). Actual standards e.g. for AI management systems (ISO/IEC CD 42001, ISO/IEC JTC 1/SC 42 (2021b)) are under way. These international initiatives build on standardization efforts on national level, see e.g. the German standardization roadmap on AI (Wahlster & Winterhalter, 2020), and harmonize them. Moreover, application-specific norms come into existence, for instance, the ANSI/UL 4600 standard for safety for the evaluation of autonomous products (Underwriters Laboratories, 2020) that, among others, targets applications in the field of autonomous mobility. For the specific context of safe AI for road vehicles, see ISO TC 22/SC 32 (2021).

Trustworthy ML from a practitioners’ perspective When developing industry-scale ML applications from (newly invented) ML modeling techniques, corporate researchers and practitioners face challenges that are often not addressed by basic research in machine learning: Holstein et al. (2019), for instance, survey ML product teams w.r.t. to fairness in ML and identify challenges such as the unavailability of both high-quality datasets and tools for fairness-focused debugging. Broadening the focus, Lwakatare et al. (2020) provide a literature review of obstacles such as adaptability and scalability that ML practitioners encounter when developing and maintaining ML-based systems. Similarly, Ishikawa & Yoshioka (2019) survey ML engineers to identify ML-specific challenges from a software-engineering perspective. Sculley et al. (2015) compile ML-specific risk factors, e.g. boundary erosion and hidden feedback loops, that are likely to cause technical debt when operating application-scale ML models.

At the same time, applied researchers and practitioners propose hands-on approaches to operationalize trustworthy ML. For instance, the concept of model reporting by means of model cards (Mitchell et al., 2019), and comparatively, the idea of providing fact sheets that outline relevant attributes of an ML service (Arnold et al., 2019). Operationalizations of trustworthy ML for safety-critical systems take these approaches a step further and require specific (statistical) evidences (e.g. quantitative tests) that are bound together by an overarching safety argumentation which motivates their setup and configuration (Koopman et al., 2019; Mock et al., 2021). An important example for such structured, qualitative arguments are so-called safety assurance cases (that have their roots in classical safety engineering, see ISO standard 15026 (ISO/IEC JTC 1/SC 7, 2019)). For concrete approaches to mitigate safety concerns (and thus contributing to safety argumentations), see e.g. Koopman & Osyk (2019); Willers et al. (2020).

Algorithmic approaches to trustworthy ML On a technical level, the trustworthiness and reliability of models is fostered by a broad range of machine learning techniques. Apart from uncertainty estimators, that are discussed below, this entails: interpretability methods (on the level of pixels (Selvaraju et al., 2017; Brendel & Bethge, 2019) or semantic concepts (Kim et al., 2018)), mechanisms to enhance (individual or group) fairness (e.g. Adel et al. (2019)) and techniques to reduce the susceptibility of ML models w.r.t. adversarial attacks (e.g. by means of robust training (Madry et al., 2018)). For a survey on practical methods for ML safety, see e.g. Houben et al. (2021).

Systematically evaluating the effectiveness of such safe-ML components is crucial to determine whether they are sufficient w.r.t. high-level requirements. Extensive surveys of the broad body of work on ML testing are provided by Zhang et al. (2020), Riccio et al. (2020) and Braiek & Khomh (2020), respectively. Zhang et al. (2020) analyze testing properties, testing components and testing workflows and identify (among others) a lack of research on how different assessment metrics correlate with one another and with the test’s ability to uncover faults of the model, respectively. Numerous algorithmic tools to unveil (and debug) model weaknesses were put forward, e.g. DeepXplore (Pei et al., 2017) and TensorFuzz (Odena et al., 2019) both of which adapt coverage-guided techniques from software testing to neural models.

Uncertainty estimation in neural networks It is common to distinguish uncertainties by their source. The two main sources are data-intrinsic (or aleatoric) uncertainty (e.g. a dice roll or a noisy measurement) and model weight (or epistemic) uncertainty which is due to a lack of training data.
They are complemented by model class risk. For a detailed taxonomy of uncertainty types, see e.g. Hüllermeier & Waegeman (2021).

Several paradigms of modeling such uncertainties exist, each of which containing a multitude of concrete uncertainty modeling techniques (see e.g. Kabir et al. (2018); Gawlikowski et al. (2021); Abdar et al. (2021) for extensive reviews). One group of approaches directly models uncertainty estimates as network outputs using softmax statistics (for classification tasks, see e.g. Guo et al. (2017)) and confidence scores (for regression tasks, see e.g. Wu et al. (2017)) or by means of distributional parameters such as Gaussian parametric uncertainty (Nix & Weigend, 1994), evidential regression (Amini et al., 2020) or prior networks (Malinin & Gales, 2018). Most of these direct modeling approaches target data-intrinsic (aleatoric) uncertainty. Implicit (or non-parametric) uncertainty estimation in contrast relies either on local modifications of model parameters (e.g. Monte-Carlo (MC) dropout (Gal & Ghahramani, 2016) or SWAG (Maddox et al., 2019)) or on ensembling (e.g. deep ensembles (Lakshminarayanan et al., 2017), mixtures like masksembles (Durasov et al., 2021)) exist. These approaches typically approximate epistemic uncertainty. State-of-the-art approaches often employ combinations of parametric and non-parametric approaches to flexibly handle compounds of aleatoric and epistemic uncertainty.

Since explicit uncertainty labels are rarely available, point-wise uncertainty quality can often only be determined relative to the model prediction using e.g. the negative log-likelihood (NLL) (Nix & Weigend, 1994). It is a hybrid between performance and uncertainty quality measure, fulfilling the properties of a proper scoring rule (Gneiting & Raftery, 2007). Most “pure” uncertainty measures however are statistics over (sub-)datasets and quantify how well the distribution of uncertainty estimates matches the distribution of actually occurring model errors. To this end, the fractions of absolute model errors and uncertainty estimates are considered, the so-called normalized residuals.

Building on them, the expected calibration error (ECE, see e.g. Guo et al. (2017) and Kuleshov et al. (2018)) and its variants such as the marginal calibration error (MCE, Kumar et al. (2019)) for (multi-class) classification are widely applied to determine calibration quality. Other measures focus on specific aspects of the uncertainty estimate distribution, e.g. the expected tail loss (ETL, Rockafellar & Uryasev (2002)) that allows to analyze worst cases of uncertainty quality (Sicking et al., 2021b), a relevant property for many safety-critical use cases. Further properties of the outlined uncertainty modeling techniques and evaluation measures are discussed in sections 5 and 6, respectively.

A stepping stone towards reliable uncertainty quantification are publicly available open-source code repositories on neural uncertainties like UQ360 (Ghosh et al., 2021) and uncertainty-toolbox (Chung et al., 2021). They ease the implementation and evaluation of uncertainty estimators and foster their fair comparison, see Pintz et al. (2022) for a review. While being promising, for now, these frameworks do not contain methods that are specifically developed for more complex architectures like convolutional and recurrent DNNs and support task-specific approaches and measures (e.g. for autonomous driving (AD)) only in a limited fashion.

3 A framework for developing and testing neural uncertainty estimators

While established frameworks for requirement-based development and testing (see e.g. ISO/IEC JTC 1/SC 7 (2014); ISO/TC 22/SC 32 (2018)) provide a hull that remains applicable to ML systems, these learned models require novel technical realizations (see introduction). For the task of estimating uncertainties in neural networks, we analyze these conceptual challenges and propose best practices for tackling them. While the choice of the DNN architecture is, of course, central to the successful utilization of ML, we focus on the “self-assessment” capabilities of the learning system, as they are, to a certain degree, more agnostic to the task at hand. Based on our practical observations, the features and development processes of ML models are typically driven from two sides: on the one hand, from an application-oriented direction governed by the needs and requirements of a given (or future) product. On the other hand, by dedicated ML researchers and developers who are focused on feasibility and the state-of-the-art in the field. The proposed development and testing framework is intended as a structural aid for the interplay between these points of view.

For our purposes, subdividing the framework into five steps provides sufficient granularity. These steps and their intermediate results are visualized as a flow chart in Fig. 1. In the following, we describe the purpose of each step and name some of their key elements:
Figure 1: A structured approach to obtain an uncertainty estimator that is tailored to a given deep learning application. The proposed framework is subdivided into five steps in which uncertainty requirements are collected and quantified (steps 1 and 2), an uncertainty mechanism is selected or constructed (step 3) and the quality of its uncertainty estimates is systematically tested (steps 4 and 5), see the following sections for details. The uncertainty acceptance criteria (step 2) provide the basis for both uncertainty modeling (step 3) and test strategy (step 4). Inconsistent or failing tests may entail changes of the test cases, of the testing strategy or of the uncertainty mechanism (see light blue dashed backward arrows).

1. First, we grasp the initial demand for an uncertainty estimator by means of high-level (e.g. textual) requirements. Understanding the intended purpose as well as the technical modalities of the underlying ML system poses the basis for uncertainty modeling and testing. Moreover, the operational domain of the uncertainty estimator is specified, i.e. the set of inputs on which it is supposed to function properly.

2. Next, we structure and refine the high-level requirements by means of requirement categories that we lay out. Heading towards measurable (and thus testable) acceptance criteria, the quantitative requirements are “translated” into 3-tuples of semantic data specification, measure of uncertainty quality and threshold value.

3. We then choose an uncertainty mechanism that seems suitable to meet the acceptance criteria, based on mappings of mechanism-specific characteristics onto the requirement categories. Apart from the complexity of the mechanism (“off-the-shelf” or custom), its ability to model the predominant types of uncertainty is a key property.

4. Given both uncertainty acceptance criteria and uncertainty mechanism, we set the scope and structure of uncertainty testing. To this end, we introduce a hierarchy of tests that builds on semantic and non-semantic data selection strategies. For each acceptance criterion, a testing “depth” in this hierarchy is determined and focus points of testing are chosen.

5. Based on the selected testing focuses for each acceptance criterion, we finally instantiate, run and evaluate uncertainty test cases. This requires to select concrete test datasets and e.g. specific search strategies and their initial parameters. Once executed, the binary results of the test cases are aggregated to decide whether the uncertainty estimator fulfills the uncertainty acceptance criteria.

We detail on each of the five steps of the framework in the following sections.

4 Initial demand for an uncertainty estimator

Many factors, for instance regulatory contexts and technical specifications, influence uncertainty modeling. In subsection 4.1, we study how these boundary conditions affect (directly or indirectly) the desired properties of an uncertainty estimator. The underlying ML use case moreover determines the operational design domain (ODD), i.e. the sets of inputs on which the uncertainty estimator is supposed to function (see subsection 4.2). These input sets are described by semantic dimensions that need to be identified. Technical specifications may pose additional constraints, e.g. on the uncertainty estimator’s depth of integration into the ML model (see subsection 4.3). These constraints
and the desired uncertainty properties from subsection 4.1 pose requirements that guide the choice of the uncertainty estimation technique in a later step of the framework.

4.1 Purpose and desired properties of an uncertainty estimator

We broadly distinguish between external and internal purposes of an uncertainty estimator. External purposes range from regulatory requirements over industry standards to company guidelines. Alternatively, they may originate from a surrounding ML system or the need for backward compatibility. Such external purposes are likely to pose additional constraints on modeling and validating uncertainty functionalities. One may think of regulations of the financial industry where detailed technical guidelines for quantitative modeling exist, limiting e.g. the use of complex model classes.

Internal purposes in contrast may be the goal to reach better functional performance (uncertainty for performance) or to employ well-calibrated uncertainty “sensors” that could be used to propagate uncertainty information along a chain of ML models or to initiate a hand-over to a backup system or a human (remote) operator. Such internal purposes likely go along with less restrictions on modeling compared to external purposes.

Uncertainty estimators are moreover employed as passive or active system components. Passive components monitor the state of the ML system, collecting information that is e.g. used for long-term system optimization without having a direct impact in the recent situation. Active uncertainty components, on the contrary, may trigger subsequent actions or changes of the system behavior. The desired properties of these types of uncertainty estimators may vary accordingly: for the passive observer, a high sensitivity to abrupt changes or extreme events might be less relevant as long as the uncertainty estimates are on average accurate and bias-free. A dynamic bias, however, might be welcome for an active uncertainty component as e.g. a slight overestimation of the uncertainty could provide an additional safety margin. While such an uncertainty actor might be inactive for most input scenarios, it is expected to act accurately in individual critical scenarios (as opposed to an on-average accurate behavior, see above). In case uncertainty estimates are used to safeguard against several types of undesired model behavior (e.g. false positives and false negatives in a classification setting), the individual “risk profile” of the use case determines how to balance them appropriately.

4.2 Operational design domain of the uncertainty estimator

Next, we approach the intended operational design domain (ODD) of the uncertainty mechanism, i.e. the areas of input space where it is supposed to work reliably (see e.g. NHTSA (2017); Koopman & Fratrik (2019)). Specifying these areas is especially challenging in open-world settings where input data is not fully under the control of the operator. In the case of AD systems, for instance, examples for under-specified ODDs could be geographical ones like fixed routes (e.g. of a regular bus), lanes exclusively for automated traffic or geo-fenced areas as well as “situational” ones like driving under stop-and-go traffic conditions. However, specifying an ODD in a complex high-dimensional space is not only approximate and incomplete by its very nature, the specifications may moreover have varying degrees of detail and are sometimes even contradictory.

To at least partially account for this fundamental problem, we propose to determine the ODD of an uncertainty estimator by using two techniques that complement each other and that furthermore may allow to identify (potentially occurring) contradictions and inconsistencies: on the one hand, by setting semantic boundaries and, on the other hand, by a scenario-based (or edge-case-based) approach where various in-domain-, out-of-domain- and “borderline” input scenarios are compiled. The former approach seeks to describe and threshold relevant semantic dimensions of the input space. Taking, for instance, an ML application that processes traffic images, such descriptions comprise scene parameters ranging from the type of traffic over lighting conditions to numbers and positions of traffic participants. One may furthermore build on existing ontologies or knowledge graphs in the considered field of application if such representations are available and appropriate. The latter technique builds on collections of in-domain and out-of-domain input scenarios as an exploratory tool to sharpen and improve on the ODD as constructed above. Comparing these scenario sets with the identified semantic boundaries, may reveal wrongly or unspecified semantic dimensions, e.g. by analyzing whether the selected “borderline” scenarios are consistent with the chosen semantic thresholds.
Figure 2: Schematic illustration of the ODD of an ML model (green interval) and the ODD of its uncertainty estimator (blue interval) in an input space that is sketched as a 2D plane. While the x-axis is considered to be semantically interpretable, the y-axis is non-semantic and thus not specifiable. The chosen semantic boundaries of the uncertainty ODD are wider compared to the model ODD, i.e. in this example it is supposed to function properly in a larger area of input space. Moreover, the complementary technique of compiling in-domain (gray crosses) and out-of-domain (red crosses) input points is in accordance with the chosen semantic borders in this toy illustration: no red crosses are within the uncertainty ODD and no gray crosses outside of it. The non-semantic y-coordinates of these input points cannot be specified and thus fluctuate randomly.

One can moreover build on the ODD specification of the underlying DNN if given. Typically, however, the uncertainty estimator is supposed to also function reliably outside the original (performance) ODD of the DNN (see Fig. 2). Put differently, the uncertainty ODD is often larger than the performance ODD which may still provide a reasonable ODD “core”. Both the performance ODD and the areas of the uncertainty ODD not overlapping with it will be addressed in testing. For those non-overlapping areas of the uncertainty ODD, a focus of testing are estimates of epistemic uncertainty.

4.3 Modeling uncertainties

Technical specifications not only impact, as outlined, the desired properties and the operational design domain of an uncertainty estimator. Here, we investigate how they may constrain uncertainty modeling e.g. when using third-party ML components. Aside, we analyze how ML model chains determine the “flows” of uncertainty information through one of their models (see second “paragraph”). Lastly, output granularities of DL systems and uncertainty estimators are studied (third “paragraph”), as well as trade-offs and technical modeling constraints (last “paragraph”).

Depth of integration into the ML model To intertwine an uncertainty estimator with an ML model, the access restrictions the ML model is subject to need to be known as they impact both uncertainty modeling and testing. Such restrictions typically originate either from the state of model development (see next paragraph) or from black-box components with (to us) unknown architectures and weights that are employed in the ML system (see paragraph after next).

State of model development As the development of a model progresses from initial planning over engineering its architecture towards optimization and evaluation, a deep integration of an uncertainty mechanism into it becomes less likely: for a model under development, uncertainty modeling considerations may affect central building blocks of a DNN like architecture or objective function. An almost “finalized” ML model, on the contrary, that cannot be modified any longer, constrains uncertainty estimators to be pre- or post-processing units. Such a limitation may also result from requirements on backward compatibility that ask e.g. to re-use previously employed model components.

Black-box components Many (pre-made) ML models underlie access restrictions, e.g. black-box models from third parties with (to us) unknown structure and parameter values. For such models a negative correlation between the extent of the restrictions and the depth of integration of the uncertainty estimator can be expected. As for “finalized” ML models (see above), one may rely on pre- or
Figure 3: Prototypical “flows” of uncertainty information (blue arrows) along a chain of ML models (gray blocks and gray arrows). While uncertainty estimates for the entire chain are relevant (see d), we focus on uncertainty estimation for a single model in the chain (turquoise block, see a, b, c, e). In a) and b), output uncertainties are modeled and propagated to the subsequent model. The uncertainty estimator is integrated into the model (a) or a separate post-processing unit (b), respectively. An uncertainty estimator may incorporate propagated uncertainty information from preceding models (see c and d). Internal uncertainty estimates, on the contrary, are not propagated but generated and used within a model (see e) e.g. to improve the quality of its output.

post-processing mechanisms or, for a model in a model chain (see below), on bypassing the uncertainty estimates from preceding ML components. In contrast to the state of model development, the use of black-box components with access constraints directly impacts testing as they exclude testing methodologies that require knowledge about the internal state of a DNN.

Flow of uncertainty information In many real-world ML systems, an ML model is not stand-alone but part of a model pipeline (see e.g. Sculley et al. (2015)). Think e.g. of a (prototypical) AD module stack that detects and characterizes vulnerable road users (VRUs), positions them in a 3D model of the recent traffic scene and predicts their future positions and velocities. Given the information flow along this model chain, various ways exist to enrich it with uncertainty information. In autonomous driving, for instance, this information flow may be pedestrian proposals that are passed to a pedestrian classification network or, further down the AD stack, the 3D phase space coordinates of a detected pedestrian that serve as input for a motion prediction model. Adding uncertainty information, the VRU detections may be accompanied by confidence estimates and predicted future VRU positions (the mean estimates) may go along with estimated standard deviations. For such flows of uncertainty information along a model chain, we provide a taxonomy (see Fig. 3) and discuss how the desired type of uncertainty flow impacts the development and testing of the uncertainty estimator.

We broadly distinguish between input, output and internally used uncertainties. Adding an uncertainty estimate to a model output (see a) and b) in Fig. 3) is a standard scenario of uncertainty quantification. The two sketches in Fig. 3 differ by the estimator’s depth of integration into the considered (turquoise) model (see discussion in the previous “paragraph”). While the estimator in a) is an integral part of the model, the estimator in b) is a post-processor, i.e. a calculation routine which “extracts” an uncertainty estimate from the model’s standard outputs. It may, for instance, calculate the entropy of a classifier’s softmax output that poses a simple measure of inter-class uncertainty. Alternatively, an already existing uncertainty flow could be re-calibrated, using routines like temperature or Platt scaling (Guo et al., 2017).

Incorporating input uncertainties into a model’s uncertainty estimation is crucial for many practical applications as such a propagation of uncertainty allows to eventually evaluate the behavior of an ML application as a whole, assuming a sufficiently high quality of the uncertainty estimates. Re-
search on the propagation of uncertainties (Wright et al., 2000; Ji et al., 2019) has to deal with the limited availability of real-world datasets containing uncertainty-enhanced input features and the fact that such chains of ML models are highly application-specific, rendering them no typical object of study for a broad scientific community. For information-restricted black-box models, uncertainty propagation can be realized by bypassing uncertainty information, i.e. by circumventing the considered ML model and instead piping the uncertainty information directly from the previous model to the subsequent one in the chain. A conservative uncertainty margin for the black-box model might be added. Instead of modeling only one “segment” of this uncertainty flow (Fig. 3, c), some use cases require to “zoom out” and consider the entire model chain (Fig. 3, d). A critical capability of such a chain could be to incorporate external uncertainty information from surrounding software systems e.g. to flexibly react to early indicators of a changing environment (such as a confusing traffic situation ahead). In the remainder of this work, however, we focus on one ML model in such a model chain.

Finally, some ML models employ uncertainty estimates internally, i.e. neither the model inputs nor its outputs carry uncertainty information and thus there is no uncertainty information flow along the chain. The uncertainty estimates are instead generated and processed within the ML model. In such cases, uncertainty information is typically used to improve the model’s performance, either directly for indirectly, e.g. as a regularizer. Henaff et al. (2019) perform uncertainty-based regularization for trajectory prediction. He et al. (2019) construct a two-stage object detection network whose region-proposal network uses a so-called var-voting scheme, i.e. final detections are obtained by location-confidence-based aggregation of neighboring detections. Preliminary detections with low uncertainty thus have a higher impact on the final detection proposals.

Widening the focus, the flow of uncertainty information moreover influences quantitative testing (see sections 7 and 8). Thoroughly evaluating, for instance, a setup like Fig. 3 c) requires the availability of realistic input uncertainty data, while a setup like Fig. 3 e) may have a focus on performance testing, rendering aspects like uncertainty calibration less important compared to most other uncertainty use cases.

**Uncertainty granularity** Given the types of uncertainty propagation presented above, we detail on the kind of information that flows and its dynamics. Specifically, we compare the operation modes and the output granularities of the DNN and its uncertainty mechanism as they may diverge. For an image-processing DNN, for instance, that operates frame-wise and at a constant frame rate, the uncertainty estimator may generate estimates at another frame rate, change-based or solely for inputs that are structurally different from its training data. This holds true for output granularity where the desired granularity of uncertainty information could be higher or lower compared to the one of the DNN outputs. While, for instance, a segmentation network generates outputs on pixel level, uncertainty information might be required on the level of objects, image parts or entire images. Contrarily, one may think of a pedestrian detection network to be equipped with uncertainty estimates on body-part level. Such real-world ML systems often process structured information i.e. both model inputs and outputs contain intrinsic (e.g. spatio-temporal) dependencies, think e.g. of image-processing DNNs that predict scene graphs or semantic segmentations. Uncertainty modeling ought to reflect these dependencies, i.e. ideally generates uncertainty estimates that e.g. change steadily along a semantic segment, as opposed to estimates that strongly fluctuate from pixel to pixel.

**Trade-offs and technical constraints** Requirements are often at odds with one another, e.g. the functional and the uncertainty-related requirements for an ML model. In most cases, uncertainty requirements must not be met at the expense of considerably decreased functional quality and at most small deteriorations are tolerable. Moreover, we might face trade-offs between uncertainty estimators and other safe-ML techniques (that foster e.g. interpretability or fairness) as all of them share the same neural capacities. Further technical constraints for modeling uncertainties range from system complexity over storage to latency and vary strongly from use case to use case. Boundary conditions regarding time and resources not only apply to the uncertainty estimator itself but moreover to its development process where a simple “off-the-shelf” mechanism on the one hand and a scientifically novel custom estimator on the other hand mark extreme positions.
4.4 Results and remarks

The technical boundaries of the last section together with the above discussed aspects of intended functionality pose the high-level requirements the uncertainty estimator is subject to. All of them can be collected, either in an unstructured way or more formalized, using a requirement specification language (see e.g. Reinkemeier et al. (2011)). While these requirements reflect the initial demand for uncertainty estimation (see Fig. 1), they reside on various levels of abstraction and thus require further concretization to base the development and testing of uncertainty mechanisms on them. In contrast, the operational design domain of the uncertainty estimator is already fully specified, i.e. relevant semantic dimensions have been determined and value ranges along these dimensions were set.

5 Towards uncertainty acceptance criteria

In this section, we take steps to derive formalized acceptance criteria from the above collected high-level requirements. For application-size ML systems, these requirements are often complex and thus “translate” into a variety of acceptance criteria. These “translations”, like any modeling, go along with simplifications and assumptions that inevitably stress and neglect certain aspects of the original requirements. To reduce resulting “blind spots”, modeling ideally involves experts from different technical and non-technical domains (e.g. safety engineers, ML researchers and product owners). The diversity of the acceptance criteria is further increased by formulating them redundantly, i.e. by different experts who work independently of each other (also compare the qualitative “Swiss cheese” model in risk management (Perneger, 2005)). While these practices may increase the completeness of the acceptance criteria, it is beneficial to explicitly analyze whether completely fulfilled acceptance criteria actually capture the gist of the underlying requirements or whether they can be “hacked” (compare reward “hacking” in reinforcement learning (Hadfield-Menell et al., 2017)).

We help to structure and sharpen uncertainty requirements by providing a categorization of desirable uncertainty properties in subsection 5.1. While selected qualitative requirements can already be considered as acceptance criteria, the quantitative ones should be further formalized. For those, we introduce a formal notation of acceptance criteria as 3-tuples consisting of \( (\text{semantic data specification}, \text{measure of quality}, \text{threshold value}) \) in subsection 5.2.

5.1 Categorizing uncertainty requirements

Despite being case-specific at the level of details, qualitative and quantitative requirements for uncertainty estimation can be broadly categorized. We identify 10 categories, the first three of which capture different aspects of uncertainty quality. Categories four and five target conceptual properties of uncertainty estimation while categories six to nine focus on technical characteristics. They are complemented by a residual category for application-specific requirements that do not fit elsewhere.

In the following, we detail these requirement categories and highlight the benefits of fulfilling them:

*Aspects of uncertainty quality*

- **calibration** Uncertainty estimates are calibrated when their distribution matches the distribution of actual model errors (DeGroot & Fienberg, 1983; Naeini et al., 2015). These matchings are typically calculated across an entire dataset, rendering calibration a dataset-wide (or global) property. Global calibration is quantified by measures like ECE and desirable for both in-data (ID) inputs, i.e. inputs from within the ODD (or more concretely, from a dataset approximating it) and out-of-data (OOD)\(^1\) inputs. A small ECE e.g. assures that uncertainty estimates statistically resemble the model errors. While it does not imply that each individual large uncertainty estimate goes along with a large model error and vice versa, it allows to assess the on-average quality of the uncertainty mechanism and provides a foundation for more detailed statistical analyses (see subsequent categories).

- **local calibration / heteroscedasticity** Uncertainty estimates are *locally* calibrated when they probabilistically match prediction confidence for each data point. This allows local

\(^1\)Be aware that the abbreviations ODD and OOD bear the risk of confusion. While ODD is the operational design domain, OOD stands for out-of-data, i.e. they refer to diverging concepts that are (in a qualitative sense) even contrary to one another.
inference on the model’s trustworthiness for a given input. As most datasets do not provide ground truth uncertainties, local calibration is typically subject to resolution limits. An assessable proxy measure is ECE calculated on (local) data subsets, e.g., on a subset of safety-critical scenes. A high ECE on such inputs could reveal weaknesses of an uncertainty estimator that remained undiscovered when calculating the ECE averaged over a large dataset as, e.g., underestimated uncertainties for safety-critical inputs might have been balanced by overestimated uncertainties for not safety-critical inputs. While even input-independent, constant uncertainty estimates could lead to small global ECE values (DeGroot & Fienberg, 1983), local calibration is closely linked to input-dependent heteroscedastic uncertainty estimates. Local calibration is desirable for ID data points and a variety of OOD scenarios. It is a strict criterion that implies global calibration and the ability to solve downstream tasks (see next category).

- **ability to solve downstream tasks** In case an uncertainty estimator is used as an active component in an ML system, its estimates are often used as input for downstream decision making, especially whether safe and reliable operations of the system can be ensured on the current inputs. The choice of the concrete downstream task to solve is highly application-specific and may, for instance, be the detection of inputs that are structurally different from training data (ID-OOD detector) to enable, e.g., for AD systems, safe stopping if necessary. Another example from automated perception is the recognition of false detections (e.g., of VRU reflections in windows) which are then no longer considered, e.g., for motion planning. In an industrial context, automated inspections that go along with high uncertainty estimates might trigger manual re-evaluations of individual work pieces. Technically, sufficiently strong correlations between uncertainty estimates and actual model errors are required to enable this kind of “self-assessment”. Compared to calibration (see above), less attention is paid to specific distributional properties of the uncertainty estimates. Instead, they are employed as a tool that often remains useful even when some desirable distributional properties are not met.

**Conceptual properties**

- **argumentatively substantiated** Broad scientific analyses, both theoretical and empirical, help to draw a realistic picture of the strengths and weaknesses of an uncertainty mechanism. On the one hand, theoretical justification allows for a more thorough understanding of the mechanism and thus enables more confident predictions of its behavior (e.g., on previously unseen data). In the long run, these investigations aim for theoretical verifications of DNN-based estimates (see e.g., Salman et al. (2019)). A large number of empirical analyses, on the other hand, render unknown structural weaknesses of a mechanism less likely. Thus, for critical use cases, algorithms are favorable that are both theoretically and empirically substantiated.

- **attribution to type of uncertainty** Better understanding what causes (unacceptably) high uncertainty estimates allows to take appropriate countermeasures. Attribution is typically given w.r.t. either epistemic or aleatoric uncertainty, see related work in section 2. The former corresponds to model-weight uncertainty and may be reduced by adding further input scenarios to the training data. The latter one, data-intrinsic uncertainty, is more difficult to handle and may require changes to the data collection process or the modeling task. For many real-world uncertainty use cases, clear distinctions between epistemic and aleatoric uncertainty are difficult since their training datasets are very sparse samples from high-dimensional input spaces.

**Technical characteristics**

- **applicability to large neural networks** Most real-world ML systems employ DNNs with millions of parameters. Applicability to, in that sense, large networks might thus be a desirable practical prerequisite for uncertainty estimation techniques.

---

2 Assuming however a dataset that comes along with ground truth uncertainties $\sigma_{gt,i}$, i.e., data points with labels $(\mu_{gt,i}, \sigma_{gt,i})$, and a model with predictions $(\mu_i, \sigma_i)$, the model’s local calibration could be evaluated, e.g., by means of a Wasserstein distance, i.e., as $\sum_i (\mu_i - \mu_{gt,i})^2 + (\sigma_i - \sigma_{gt,i})^2$. 

• **minimal overhead** Calculating uncertainty estimates often requires additional numerical operations (e.g. for sampling-based approaches) or extensions to the neural model (e.g. for ensembling-based techniques). As many applications underlie resource constraints (especially mobile systems such as phones or drones) and more generally for sustainability reasons, it is favorable to keep the “foot prints” of uncertainty estimators minimal w.r.t. storage and computing.

• **minimal trade-offs** While uncertainty quality and model performance are (in most cases) orthogonal requirements, there may be trade-offs between them in practice. This can be seen, for instance, on mechanisms that share weights to perform both task- and uncertainty-related predictions. It might therefore be desirable to use an uncertainty mechanism that leads to only minimal deteriorations in performance or other safety-relevant metrics.

• **technical simplicity** Being technically simple facilitates the integration of an uncertainty mechanism into neural architectures. Estimators, on the contrary, that require substantial changes to a network like additional layers or that rely on specifically annotated training data are harder to implement. They therefore incur a larger technical debt, which might make maintenance more challenging and increase the risk of programming errors.

**Application-specific requirements**

• Depending on the use case various additional requirements may exist. Semantic segmentation tasks, for instance, generate highly granular uncertainty outputs that render the following two requirements plausible: first, one may ask for coherent uncertainty estimation for the pixels belonging to a single object in an image, and second, one may expect pixel classification uncertainty to increase when approaching a “boundary” between semantic segments as such boundaries go along with irreducible data uncertainty. For the related computer vision task of object detection, it seems natural to ask for a positive correlation between estimated uncertainty and the degree of occlusion of a VRU. In case of combined segmentation and object detection, one could require high segmentation uncertainties for image areas that contain undetected objects (false negatives).

This categorization scheme allows to more clearly delineate the initial requirements, e.g. by splitting or merging them. It might moreover help to identify additional requirements that extend the initial set. While some of these requirement categories are qualitative, e.g. “being argumentatively substantiated”, others are quantifiable, e.g. “being globally calibrated”. The (relative) importance of the different requirement categories is moreover not fixed but varies for each uncertainty use case. In the following, we focus on the quantifiable uncertainty requirements and take steps to derive acceptance criteria from them.

5.2 Formalizing uncertainty acceptance criteria

Having disentangled the textual requirements using the categorization above we further address those sub-parts that are specifically quantitative, e.g. issues of calibration. Concretely, we “translate” each quantitative requirement into an acceptance criterion that consists of three key elements: first, a *semantic data specification* that reflects those regions of the input space that are relevant for a given requirement. Second, a *measure of quality* that quantifies to which degree a requirement is fulfilled and, lastly, a *threshold value* that determines whether this degree of fulfillment is sufficient for the given DL system. While for some requirements, e.g. “minimal overhead”, measures of quality are not uncertainty-related, e.g. run time, we focus on uncertainty-related aspects in the subsequent exposition. Please note that one uncertainty requirement may map onto several acceptance criteria.

**Semantic data specification** The semantic data specification of an acceptance criterion can be obtained based on the semantic dimensions that were used to describe the uncertainty ODD (see subsection 4.2). For each of these semantic attributes, it is checked whether the uncertainty requirement renders it necessary to focus on certain value ranges and to exclude others. Requiring, for instance, that an autonomous car overtakes a cyclist only if it is highly certain that a safety distance of at least 1m can be kept at any point of this maneuver, might translate into a data specification that not only requires at least one cyclist per image but moreover a focus on short distances between cyclist and vehicle. The traffic participants aside, the road type of the input scenario is to be specified: while highways and country roads are not irrelevant, a clear focus for overtaking maneuvers
is on urban environments. In a subsequent step (see section 7), the accordingly specified regions of the input space are mapped onto concrete datasets. In the following, we focus on the two other components of uncertainty acceptance criteria and provide best practices for choosing uncertainty measures (next subsection) and their respective threshold values (subsection after next).

**Measures of uncertainty quality**  To determine to which degree requirements like global and local calibration are fulfilled and to quantify potential trade-offs between model performance and uncertainty estimation, scores of uncertainty quality are needed. Mathematically, these scores aim at concise descriptions of the mismatches between (often) high-dimensional probability distributions, mostly by means of scalar scores. These reductions of dimensionality bring about different sensitivities and distortions, compare e.g. 2D map projections of a 3D globe where no map preserves areas, shapes and distances at the same time. Considering multiple uncertainty metrics, however, allows to “construct” a more complete picture. This is of special relevance when optimizing a model on an uncertainty-related measure like negative log-likelihood (NLL, see section 2). The resulting NLL-optimized model may neglect aspects of uncertainty that are not captured by NLL and alternative measures like ECE can be used to detect such overfitting to the optimization metric (in some fields also known as Goodhart’s law (Chrystal et al., 2003)).

Aspects to differentiate between uncertainty measures are (among others) their sensitivity to underestimated and overestimated uncertainties as well as their sensitivity to outliers (in both directions). NLL, for instance, is unbounded and thus more sensitive to outliers compared to the bounded ECE. While this insensitivity of ECE to strongly deviating uncertainty estimates limits its ability to resolve quality differences for a broad range of models, such outlier suppression might be acceptable for analyses that aim at measuring on-average uncertainty quality. Outliers aside, NLL is more sensitive to under-estimated uncertainties (asymptotically \( \propto \frac{1}{\sigma^2} \)) compared to over-estimated ones (\( \propto \log(\sigma) \)). This implies that NLL-optimized models (on average) tend to overestimate uncertainties; a conservative behavior that might be considered advantageous from a safety perspective. ECE on the contrary treats over- and underestimated uncertainties roughly equivalent.

Taking a testing perspective, a point-wise measure like NLL has favorable properties compared to set-based measures like ECE. Search-based test (SBT) strategies explore the input data space to detect e.g. input regions for which the model’s uncertainty quality is low. For NLL, each new input data point provides a feedback on the (local) “success” of the search strategy as the point can be compared to its predecessors along the search trajectory. ECE in contrast requires a local data sample or the stored recent history of the search trajectory. However, NLL is not a calibration measure and thus not suited for the related requirement categories, namely global and local calibration.

Both NLL and ECE capture on-average properties of uncertainty estimators as opposed to scores that “zoom in” and put emphasize on specific (safety-relevant) quantile ranges of uncertainty distributions. The expected tail loss (ETL, see section 2), for instance, measures the “depth” of distributional tails.

Besides these generally applicable scores, task-specific uncertainty measures like probability-based detection quality (PDQ, Hall et al. (2020)) for object detection and area under the sparsification error curve (AUSE, Ilg et al. (2018)) for optical flow estimation exist. Reflecting the respective structures of inputs and outputs, they capture task-specific aspects of uncertainty and thus complement the generally applicable measures. For complex uncertainty use cases, one may additionally construct custom uncertainty measures, e.g. to involve prior knowledge about image segments or object types.

Finally, the standard versions of most uncertainty scores assume Gaussianity for model errors and uncertainty estimates, e.g. NLL and ECE. While these assumptions are (partially) justified for some modeling techniques or technical limits, empirical testing is called to analyze their validity for a given DL system.

**Thresholding uncertainty measures**  To get from quantitative uncertainty measures to uncertainty tests that are typically formulated as binary decision rules, we require threshold values that indicate whether a test succeeds or fails. This binarization “transforms” statistical evaluations, that ask how good the quality of an estimator is, into semantic evaluations, asking whether the quality of an estimator is good enough for an application context. The following edge cases illustrate how strongly the notion of a semantically appropriate threshold value varies from use case to use case. For gambling, on the one hand, a win rate of 50.1% (for a binary game) may suffice to generate a profit
on average, assuming the absence of fees and unlimited scalability. Critical ML applications, on the other hand, could require safe operations in each individual situation. In this case even well-functioning in 99.9% of all scenarios could indicate that in 1 out of 1000 situations a subsequent safety strategy should be considered.

Moreover, the already discussed challenges for breaking down high-level requirements become especially apparent for threshold values as these are typically formulated on a system level. To derive, for instance, a threshold value for an object detection (OD) network from a high-level requirement such as a maximum tolerable VRU collision rate, this threshold value, the collision rate, can be propagated along the AD model stack to the considered OD network, an inevitably qualitative process that requires various additional assumptions.

For a given DL system, an uncertainty metric may go along with several threshold values as the latter ones are set on the level of acceptance criteria and thus depend on their data specifications, e.g. whether the entire ODD, parts of it or transitions towards out-of-data are considered (see section 7 for discussions on test datasets). Setting a threshold value for the negative log-likelihood (NLL) is especially challenging as it is a hybrid measure of network performance and uncertainty quality. A threshold value thus has to reflect both performance- and uncertainty-related requirements.

5.3 Results and remarks

The threshold values together with the above discussed uncertainty measures and semantic data specifications compose the quantitative acceptance criteria. Each quantitative requirement (from section 4) should be formalized accordingly. Please recall that while uncertainty measures and threshold values are already fixed, the data specifications are still qualitative. Test datasets will be derived from them at the level of test cases in section 8. These quantitative acceptance criteria, together with the qualitative ones, provide the “gold standard” for the next steps of the framework: first, the actual selection and adaptation of an uncertainty mechanism (step 3) and second, its quantitative testing (steps 4 and 5, compare respective arrows in Fig. 1).

6 Choosing an uncertainty mechanism

Comparing the desirable uncertainty properties outlined in the previous section with the actual properties of modern uncertainty modeling techniques, allows to choose suitable uncertainty estimators. To this end, we mirror the structure of subsection 5.1 and analyze if and how well the 10 qualitative and quantitative requirement categories are addressed by representative uncertainty mechanisms.

Aspects of uncertainty quality

- **calibration** Self-assessing model performance involves comprehensive uncertainty quantification, i.e. modeling both aleatoric and epistemic uncertainty. For transitions from ID to OOD, the importance of epistemic uncertainty (relative to aleatoric uncertainty) increases, rendering its modeling important for open-world uncertainty use cases. While post-calibration routines, that often adjust a small number of global model parameters, help to improve uncertainty calibration in-distribution, this benefit does not necessarily carry over to out-of-distribution data (see e.g. Snoek et al. (2019)). More advanced methods like MC dropout applied to networks that output the parameters of a Gaussian distribution (Kendall & Gal, 2017) and deep ensembles (Lakshminarayanan et al., 2017) improve on both ID and OOD calibration by combining parametric approaches that are optimized to capture ID aleatoric uncertainty with matching-based strategies for modeling epistemic uncertainty.

- **local calibration / heteroscedasticity** Aleatoric uncertainties are typically heteroscedastic, i.e. the data-intrinsic noise varies from datapoint to datapoint. While a homoscedastic modeling of heteroscedastic aleatoric uncertainty (like MC dropout) allows to grasp the average level of data noise, it is more common to model it more flexibly e.g. by means of network outputs that are interpreted as the parameters of a Gaussian distribution (as is done by an extension of MC dropout due to Kendall & Gal (2017)). Such parametric approaches aside, non-parametric approaches to modeling heteroscedastic aleatoric uncertainty exist,
such as the second-moment loss (Sicking et al., 2021a) and Wasserstein dropout (Sicking et al., 2021b) that reflect the datapoint-dependent noise in the width of the network's output distribution that is generated by sampling sub-networks. While model-inherent (epistemic) uncertainty is in general also heteroscedastic, it typically increases, unlike aleatoric uncertainty, when leaving the training data distribution. The above outlined (implicit) ensembling methods model epistemic uncertainty by the “spread” of their sub-networks. On training data, these (sub-)networks are “matched”, resulting in a small “spread”. Under data shifts, these “matchings” do not hold, the (sub-)networks “disperse” and thus yield larger uncertainty estimates.

- **ability to solve downstream tasks** While the evaluation of uncertainty estimators by means of downstream tasks is common in research, the exact tasks considered vary from method to method, rendering many results not readily comparable. Common types of tasks are the detections of misclassifications and outliers as well as distinctions between in- and out-of-distribution data. The latter task is specifically suited for uncertainty as it touches on the problem of uncertainty attribution (see respective category). Some methods explicitly learn to distinguish between different types of uncertainty (see e.g. Malinin & Gales (2018)) and thus simplify downstream OOD detection. However, approaches in that spirit work only for low-dimensional data as, in many cases, explicit OOD data is needed. In high dimensions, comparisons between ID and OOD are often realized by evaluations on structurally different datasets (see e.g. Snoek et al. (2019)). These analyses pose rather rough approximations of the continuous data shifts typically encountered in the real world.

**Conceptual properties**

- **argumentatively substantiated** Many uncertainty estimation techniques (e.g. stochastic gradient Langevin dynamics (Welling & Teh, 2011), MC dropout (Gal & Ghahramani, 2016), deep evidential regression (Amini et al., 2020)) have their roots in Bayesian statistics and are, to varying degree, motivated in this regard, giving them a theoretical basis. Other techniques like deep ensembles take a frequentist perspective. Deep ensembles as well as MC dropout are considered to be among the most established uncertainty modeling techniques when judged by the high numbers of related publications and open-source implementations.

- **attribution to type of uncertainty** Attributing an uncertainty estimate to uncertainty sources requires a mechanism that models several types of uncertainty in the first place, especially aleatoric and epistemic uncertainty. As stressed in the related work, most such mechanisms internally employ combinations of “atomic” uncertainty mechanisms each of which modeling one type of uncertainty. Attributing uncertainty comes for such approaches “free of charge”, e.g. for deep ensembles or MC dropout applied to networks that output the parameters of a learned Gaussian distribution. A fully parametric approach that provides a comparably easy decomposition is deep evidential regression. Prior networks for classification (Malinin & Gales, 2018) take uncertainty-source attribution one step further as they allow to moreover distinguish distributional uncertainty from data and model uncertainty.

**Technical characteristics**

- **applicability to large neural networks** The methods discussed in the related work (section 2) were pre-selected having a sufficient scaling behavior to be employed for application-size ML systems. Ensembling- and subsampling-based mechanisms, for instance, scale linearly with model size. For use cases employing small DNNs, the scope of practically applicable uncertainty mechanisms broadens as various Bayesian neural network (BNN) approximations (e.g. Liu et al. (2019)) become affordable.

- **minimal overhead** We analyze the overheads of uncertainty mechanisms w.r.t. numerical operations (processing time) and storage. Depending on the context, further “dimensions” may be considered such as the transmitted data volume in federated-learning applications (see e.g. McMahan et al. (2017); Kamp et al. (2018)). Regarding numerical operations, parametric methods (Nix & Weigend, 1994) cause virtually no overhead as opposed to subsampling- and ensembling-based methods whose overhead is (typically) linear in the number of subsamples and model components, respectively. Similar considerations hold
for networks like probabilistic U-net (Kohl et al., 2018) that introduces an additional network branch and relies on sampling in a latent space. Efficiency-optimized versions of subsampling mechanisms such as last-layer variants (Snoek et al., 2019) and approximate analytical moment propagation (Postels et al., 2019) allow for noteworthy reductions of the numerical operations and thus processing time. Regarding storage, (non-weight-sharing) ensemble methods (and approaches in that spirit that add e.g. a network branch (Kohl et al., 2018)) require additional resources. Subsampling approaches (e.g. MC dropout or masksamples), i.e. in a sense weight-sharing ensembles, do not introduce any additional storage overhead.

- **minimal trade-offs** Uncertainty mechanisms impact network performance, in most cases, by modifying either the network capacity or its optimization objective. A parametric model for a regression task, for instance, does the latter as it optimizes Gaussian likelihoods (NLL) instead of squared errors (RMSE). This simultaneous optimization of mean and variance typically causes a certain decrease of performance (at least on training data). On the contrary, both subsampling- and ensembling-based methods change the network capacity, however, in opposite directions: subsampling limits the capacity as for each forward pass weights are omitted while ensembling increases the capacity as multiple models are learned for the same task. Trade-offs (or synergies) between uncertainty estimators and other trustworthy-ML components can be expected (see section 2), but are difficult to quantify due to the large variety of the latter ones.

- **technical simplicity** Being technically simple is a driving factor for the wide adoption of an uncertainty mechanism. The modifications on code level induced by standard approaches such as subsampling-based, ensembling-based and parametric ones are in most cases minimal. For the mentioned approaches, the network is slightly modified (subsampling), a loop over model training is added (ensembling) and the objective function is modified (parametric), respectively. Examples for more involved techniques are SWAG (Maddox et al., 2019) and probabilistic U-net (Kohl et al., 2018) that aggregate statistics along the training trajectory and require an additional network branch, respectively.

**Application-specific ones**

- The main types of uncertainty estimators are flexibly enough to be employed in a variety of neural architectures and allow to estimate uncertainties at different granularity levels. Of special importance are low-level uncertainty information e.g. on pixel level, as they allow to construct custom uncertainty aggregates for ML applications that require non-standard uncertainty “entities”. Approaches like probabilistic U-net (ibid.) help to strengthen the coherence between such pixel-level uncertainty estimates. To further improve the susceptibility of a segmentation model w.r.t. critical “segments” such as VRUs, one may weight the segmentation outputs with pixel-resolved prior class probabilities (see e.g. Chan et al. (2019)).

Many state-of-the-art uncertainty estimators combine different types of mechanisms to mitigate conceptual weaknesses and to leverage their respective strengths, e.g. to describe both aleatoric and epistemic uncertainty. Complex use cases may require an adaption of existing mechanism combinations or even the construction of new ones. One may further analyze whether an uncertainty mechanism introduces (steerable) trade-off relations between some of the 10 requirement categories.

### 6.1 Results and remarks

Having picked an uncertainty mechanism, it should be optimized. Some mechanisms render post-training of the ML model or even re-training from scratch necessary, for others a less involved post-processing routine suffices (see e.g. temperature scaling (Guo et al., 2017)). The “original” network without uncertainty estimator may be kept for comparisons e.g. to detect “side effects” of integrating the uncertainty mechanism such as potentially occurring reduced task performance.
7 Scope and structure of uncertainty testing

Given an optimized uncertainty estimator, we are headed to test whether it fulfills the uncertainty acceptance criteria (see section 5). Before we construct concrete test cases in section 8, we introduce a test hierarchy that builds on semantic and non-semantic test data selection strategies and discuss how it aids in the testing of the uncertainty acceptance criteria. We focus on quantitative testing as qualitative acceptance criteria (e.g. being theoretically justifiable or allowing for uncertainty attribution) were (in most cases) already addressed when choosing an uncertainty mechanism in the previous section. The goal of this step in the framework (recall Fig. 1) is to determine the test “depth” and the test focuses for each quantitative acceptance criterion.

Different from testing programmed software, approaches that cut a DNN in smaller pieces are challenging due to the highly interacting non-linear (black-box) nature of these models, also referred to as “changing anything changes everything” (CACE, see Sculley et al. (2015)). We therefore consider the entire DNN as a single unit for testing. Thus, test hierarchies from classical software testing (from unit over integration to system tests) are not easily transferable (see e.g. Gannamaneni et al. (2021)). The complexity of (real-world) ODDs moreover renders comprehensive testing of (uncertainty) acceptance criteria difficult (see outline in section 1). Diverse testing types and testing methods however yield a broad overview of the strengths and weaknesses of an uncertainty estimator within a given computing budget.

We propose a test hierarchy that builds on iteratively refined test data selection strategies, as it is mostly not possible to conclusively map the ODD (or representative parts of it) onto a dataset. The data selection hierarchy is a practical vehicle serving a twofold purpose: on the one hand, it allows to broadly cover the entire ODD and, on the other hand, to conduct deep-dive analyses exploring challenging and (safety-)critical regions of it. Specifically, we distinguish four hierarchy levels:

- **Technical tests** (subsection 7.1) that check elementary technical properties of an uncertainty estimator. The semantics of the employed test inputs are (largely) irrelevant.
- **Global uncertainty tests** (subsection 7.2) that focus on global properties of an uncertainty estimator such as its on-average quality within and outside the performance ODD.
- **Subset and point-wise uncertainty tests** (subsection 7.3) analyze worst-case behaviors (and other quantile ranges) of the uncertainty estimate distribution and how well an uncertainty estimator functions for individual (application-critical) input scenarios.
- **Complementary uncertainty tests** (subsection 7.4) are an open residual test set to explore more involved uncertainty properties as well as novel testing methods.

For a schematic visualization of the test data selection concepts on the four hierarchy levels, see Fig. 4. Before introducing the test hierarchy in detail, we stress that it is applied to each (quantitative) uncertainty acceptance criterion separately: first, we determine the test depth for the criterion, i.e. the levels of the test hierarchy to be considered for adequately addressing it. Each of these test hierarchy levels in turn contains several test types, each of which putting a focus on another relevant characteristic of uncertainty estimates. These test types are finally broken down onto concrete test cases (see section 8).

7.1 Technical tests

A first step towards thoroughly examined uncertainty estimates is testing their basic technical properties. We begin by checking the interfaces for uncertainty information, especially whether they comply with the flows and granularities determined in subsection 4.3. The data types of the interfaces are relevant as they set the ranges and resolutions of the uncertainty estimates. Given the interfaces, we test how an estimator handles undefined or invalid inputs, e.g. a corrupted negative uncertainty estimate from a previous ML model in a model chain and whether explicit sanity checks for uncertainty outputs are implemented, e.g. whether a flag is raised for negative or close-to-zero estimates. For black-box ML models with access constraints, these output-related checks cannot be conducted as they require knowledge about the model’s inner workings. Some uncertainty mechanisms (applicable to “white-box” networks) go along with additional model parameters (e.g. ensembling methods, see section 4.3). Such mechanisms call for analyses of whether these additional
Figure 4: Schematic visualization of the data selection concepts on the different levels of the test hierarchy. The heatmap shows a fictitious data density (violet is low, red is high). Simple technical tests (left panel) are based on a coarse data selection. Global uncertainty tests in contrast (second panel), rely on a broad, density-appropriate sampling of the input space. Subsequent subset and point-wise uncertainty testing (third panel) focuses on particular input scenarios and regions. Complementary uncertainty tests (right panel) finally evaluate more complex properties of uncertainty estimates. The actually conducted tests strongly depend on the uncertainty use case, see the following subsections for details.

parameters were properly adjusted by network (re-)training, i.e. if their values are e.g. continuously distributed or that none of them is undefined.

Running an uncertainty mechanism on a larger test dataset allows to examine its processing time distribution that provides insights on average processing times (especially relative to the processing times of the same DNN without an uncertainty estimator) and potentially occurring latency “tails” that need to be handled. Finally, one may require uncertainty estimators to be deterministic for test reproducibility. As many uncertainty mechanisms rely on sampling routines, this requirement translates into the question of whether all employed pseudo-number generators are seeded.

7.2 Global uncertainty tests

Recalling section 4.2, the uncertainty ODD is, in most cases, intended to be a superset of the DNN’s performance ODD, i.e. the uncertainty estimator is expected to reliably predict the model’s confidence on inputs from both within (ID) and outside (OOD) the model’s training distribution. Therefore, global uncertainty tests investigate the general functioning of an uncertainty estimator on the broader uncertainty ODD and are conducted on accordingly compiled datasets. Intermediate test results per data point are (typically) aggregated to provide dataset-wide uncertainty quality figures.

For testing within the performance ODD, one may build, if available, on the datasets used for the performance evaluation of the network or otherwise on structurally similar datasets.³ Possibly occurring performance degradation due to the inclusion of an uncertainty estimator (performance-uncertainty trade-off) should be investigated. While further insights on performance may arise during the global tests, they are not the primary focus.

Next, we examine the uncertainty estimator’s quality in the “outer” areas of the uncertainty ODD, i.e. on data structurally different from the training data. Such data shifts introduce additional epistemic uncertainty and can be characterized by the types of concepts they change and the degree to which concepts are changed, respectively. An example are the discrete data shifts that occur when model and uncertainty mechanism are trained on simulated inputs (as virtual open worlds allow e.g. to generate arbitrarily many critical scenarios) and evaluated on real-world data. The

³In general, we assume that both network and uncertainty estimator are (concurrently) trained on the same dataset. Assuming further that the uncertainty estimator captures epistemic uncertainty, we expect its “domain of proper functioning” to be larger compared to the one of network performance.
Table 1: Four technical approaches to subset and point-wise uncertainty testing that are categorized based on data selection strategy (x-axis) and their (non-)semantic nature (y-axis), respectively. See subsection 7.3 for details.

| subset and point-wise uncertainty testing | distributional | search-based / curated |
|------------------------------------------|-----------------|------------------------|
| non-semantic                             | output-uncertainty-based testing | testing with uncertainty-based search strategies |
| semantic                                 | testing along semantic dimensions | testing critical semantic input scenarios |

(simulation-based) StreetHazards anomaly segmentation dataset (Hendrycks et al. (2019)) on the other side introduces high-level shifts as it modifies the semantics of traffic scenes by placing unknown unknowns (random objects like sheep and airplanes) into them. For a given uncertainty use case, the data specifications of e.g. the uncertainty ODD (see subsection 4.2) and the acceptance criteria (see subsection 5.1) help to select relevant data shifts. Low-level distortions like noising, blurring or changed colors and contrasts are of interest for most uncertainty estimators as they imitate flawed measurements and (likely) increase the aleatoric uncertainty of the input.

For ML models that process, for instance temporal, input streams, we test the (temporal) consistency of uncertainty estimates, i.e. whether the change rates of uncertainty estimates reflect the input change rates. If scenes are, for instance, only very slowly changing, one would expect the uncertainty estimates to decrease over time while sudden changes in a scene would expectably lead to an increase in uncertainty.

7.3 Subset and point-wise uncertainty tests

An uncertainty estimator that is insufficient w.r.t. the above tests of “global” functioning is likely to be discarded. Successfully passing those tests, however, is not a sufficient but only a necessary condition as they solely check aggregated uncertainty quality. Many uncertainty use cases, in contrast, require proper functioning in individual situations, especially in (potentially) critical ones.

One way to study such critical inputs is revisiting the “global” tests, more concretely, their point-wise intermediate results (e.g. normalized residuals or NLL values). Instead of averaging them (e.g. by means of ECE or mean NLL), one may stay at a level of higher granularity and focus on individual quantiles or quantile ranges of these distributions. For details on such output-uncertainty-based testing, see the paragraphs below.

Datasets can not only be sliced based on numerical uncertainty scores but moreover based on high-level annotations, assuming that such information is available for each input data point. Accordingly derived semantic-dimension-based tests (see below) reveal high-level strengths and weaknesses of an uncertainty mechanism and moreover allow to evaluate how well its domain of “proper functioning” covers the desired uncertainty ODD as specified in subsection 4.2.

Going one step further, one may not only slice given datasets but curate (or even create) potentially critical inputs based on semantics. The sampling-based approach of determining the uncertainty ODD in subsection 4.2 guides these data compilations that provide the basis for testing uncertainty properties in critical semantic scenarios (see below).

Moreover, critical input scenarios may be generated by following “hints” on low local uncertainty quality. Such uncertainty-based search strategies (see below) allow to explore the input space to uncover regions of insufficient “self-assessment”. Given the sparsity of most datasets and the in-
Figure 5: Symbolic illustration of three out of four data selection strategies on the testing hierarchy level of subset and point-wise tests. The data selection for output-uncertainty-based testing is trivial as it builds on the standard test dataset used for global testing (see above) and is thus not shown. The high-dimensional input space is sketched as a 2D plane with a semantic and a non-semantic axis. Testing along a semantic dimension (orange arrow) requires (in most cases) a simulation environment that allows to systematically vary the corresponding input attribute while keeping all other input properties unchanged. However, in many real-world use cases, relevant regions of the input space (blue “cloud”) are too complex to fully capture them this way. Instead, they can be represented e.g. by expert-curated datasets. Search strategies finally do not require semantic information and may, for instance, be driven by gradients of local uncertainty quality (green trajectory). For details on all data selection strategies, see subsection 7.3.

complete nature of semantic specifications, this test type poses a promising technical approach to reduce “blind spots” of subset and point-wise uncertainty testing.

We detail on these four testing techniques (see Tab. 1) in the following paragraphs. Fig. 5 illustrates the differences between the sketched testing strategies by means of a symbolic 2D input space with a semantic and a non-semantic axis.

Output-uncertainty-based testing Slicing a dataset based on local output uncertainty quality requires a point-wise uncertainty measure, rendering set-based (calibration) metrics like ECE unsuited. More appropriate candidates are absolute values of uncertainty estimates and measures that put point-wise uncertainty estimates and (absolute) model errors into relation, like NLL values or normalized residuals. The choice of the measure is guided by the uncertainty acceptance criteria (see section 5).

Calculating the width of an uncertainty-output distribution (its variance or, for multi-dimensional output distributions, its covariance) provides insights on the meaningfulness of on-average uncertainty figures for individual input scenarios as these “width” scores measure the (average) deviation from mean behavior. Going beyond average deviations, we next focus on sub-datasets that cause strongly diverging uncertainty estimates and thus contribute to the tails of the uncertainty-output distribution. For point-wise measures like NLL and normalized residuals, these tails correspond to uncertainty estimates that severely under- or overestimate the actual model errors. As discussed above, one may argue for the special practical relevance of under-estimated uncertainties, i.e. of over-confident model predictions. These worst-case scenarios w.r.t. uncertainty quality are measured by quantile values (e.g. 1% or 99%) or measures that are sensitive to the “depth” of the distributional tails, such as conditioned mean values (e.g. the ETL). Since these measures allow to detect deviations from Gaussianity (see e.g. Sicking et al. (2020) for an analysis of these deviations), they may help to identify (overly) simplifying modeling assumptions and thus provide an additional safeguard.

For ML models processing structured input, it may be insightful to attribute output uncertainty to input features. Input modifications like obfuscations allow to analyze the sensitivity of output uncertainties w.r.t. input regions (such as image patches, frequency bands or sub-graphs) and how susceptible an uncertainty estimator is w.r.t. local and global input features (e.g. if or how strongly an object-level uncertainty changes when a far-off image patch is modified).
Relying on output uncertainty estimates, these tests do not require (high-level) meta-information. Being available however such semantic information may allow for an efficient and human-understandable description of the selected sub-datasets. In contrast, the availability of high-level meta-information is a prerequisite for testing along semantic dimensions (see the next paragraph).

**Testing along semantic dimensions** Real-world ML systems likely encounter inputs at inference that are statistically novel compositions of known concepts (e.g. of known object types) and moreover structurally new concepts (unknown unknowns). Analyzing how uncertainty quality changes in the presence of increased epistemic uncertainty due to varied scene semantics provides a high-level understanding of the estimator’s extrapolation capabilities and its borders of functioning. Concretely, one may study an ID-OOD transition along a semantic “direction”; e.g. whether object-level uncertainty estimates for VRUs are sufficiently calibrated as a function of their distance to the vehicle and how calibration quality may decrease for far away (and thus “small”) VRUs. Another example of a semantic dimension in the field of AD are (labeled) body parts of VRUs that allow to analyze whether uncertainty quality diminishes for various kinds and degrees of VRU occlusion (another ID-OOD transition).

Such tests allow to compare the actual abilities of an uncertainty estimator with its ODD specification which e.g. may ask for properly calibrated uncertainty estimates for VRUs that are within the breaking distance of a vehicle. Technically, such analyses are based on either richly annotated real-world data or simulated data. While the latter ones allow for a systematic variation along a semantic dimension as well as for “zooming” into critical sections (as arbitrary amounts of data can be generated), artificial data comes at the cost of a domain gap between, on the one hand, the accordingly conducted tests and, on the other hand, the actual usage of the ML model in the real world.

Moreover, these variations along only one semantic “axis” at a time constrain the variability of the “reachable” inputs (one may think of a “basis” scene that is, one after the other, deflected in various directions). While these semantic-axis tests provide a first understanding of high-level properties of an uncertainty estimator, further testing on more realistic input scenarios is required.

**Testing critical semantic input scenarios** Critical input scenarios are barely represented in standard datasets. Moreover, they are often too complex to encounter them when varying a single semantic dimension of a basic input scenario using e.g. a simulation engine (see previous “paragraph”). Both aspects, their rare occurrence and their complexity, render a decrease in model performance likely and thus large uncertainty estimates desirable. Datasets of such critical input scenarios (Chan et al., 2016; Yao et al., 2019; Bao et al., 2020) can either be curated by domain and safety experts (e.g. Jermakian & Zuby (2011)) or semi-automatically generated using e.g. probabilistic scene grammars (Kar et al., 2019) that set up scenes based on pre-defined probability distributions. The sampling-based approach to determining the ODD from subsection 4.2 provides a notion of what constitutes a critical scene for an uncertainty use case and is thus a natural starting point for data curation or data modeling. Also, critical historical scenarios can be included if available (e.g. data of historical human-induced crashes in the field of AD (Scanlon et al., 2021)).

For ML models processing spatio-temporal data streams, one may moreover consider critical scenarios in the temporal domain such as abrupt changes of lighting conditions in the case of AD, e.g. when driving in a tunnel or when the sun breaks through the clouds, and test whether uncertainty estimates change accordingly.

**Testing with uncertainty-based search strategies** Available datasets typically capture only a small “volume” of the input space and thus reveal only a potentially small fraction of the actual weaknesses of an uncertainty estimator. To enlarge the data base, one could synthesize additional input points e.g. by interpolating between or extrapolating from given test data points. More systematic however compared to such untargeted data acquisition strategies, are “pro-active” searches for input space regions that cause e.g. large or ill-calibrated uncertainty estimates.

Various algorithmic search strategies to explore input data spaces exist (e.g. Pei et al. (2017); Odena et al. (2019); Klischat & Althoff (2019)). They (typically) follow “hints” of weak model performance e.g. by means of gradient descent in a latent space. Adversarial attacks fall into this category

---

5We consider only modifications along one semantic “axis” at a time to avoid combinatorial explosions.

6The parameter distributions are either directly or indirectly (when learned from curated data) set by experts.
as well as coverage-based strategies (see related work in section 2). While most such approaches focus on model performance, we advocate for search strategies that are guided by uncertainty quality. They require point-wise uncertainty measures such as NLLs or normalized residuals and target larger regions of input space compared to performance testing due to the (in most cases) larger uncertainty ODD. Depending on the type of uncertainty estimator, detected large uncertainty estimates can be attributed to either aleatoric or epistemic uncertainty.

Relying on numerical (point-wise) uncertainty scores, search-based tests (SBTs) do not require any meta-information, unlike testing along semantic dimensions and testing of critical input scenarios. However, non-semantic SBTs may still benefit from high-level annotations as the latter ones allow for (approximate) semantic descriptions of detected weaknesses (compare output-uncertainty-based testing).

7.4 Complementary uncertainty tests

The discussed testing approaches (see Tab. 1) are by no means definitive and further (especially application-specific) tests should be considered. The complementary uncertainty tests are intended as an open residual set where as one example we present “cross-analysis” examinations. We outline two variants of such tests: firstly, combinations of the uncertainty testing techniques discussed above, e.g. quantile range uncertainty analyses on a curated dataset of critical input scenarios. Secondly, “cross-analysis” tests in the sense that uncertainty estimates (and not the “task outputs” of the model) are analyzed w.r.t. other “dimensions”, such as interpretability or fairness. Considering e.g. the fairness of uncertainty estimates, one may test whether uncertainty quality is comparably good across the values of sensitive input attributes.

7.5 Results and remarks

The above presented testing hierarchy facilitates structured testing of uncertainty estimators where the sketched testing methodologies help to cover a broad range of relevant input space regions, paying attention to both their semantic and non-semantic aspects. More concretely, we choose an appropriate test “depth” (in the test hierarchy) for each quantitative uncertainty acceptance criterion. For the respective selected hierarchy levels relevant focus points of testing can be determined e.g. testing of low-level sensory distortions (on the hierarchy level of “global tests”) and testing along semantic dimensions (on the hierarchy level of “subset and point-wise tests”).

8 Instantiating, running and evaluating uncertainty test cases

To enable statistical testing, the identified focus points of uncertainty testing (see previous section) need to be mapped onto concrete uncertainty test cases. Best practices for formulating such test cases are outlined in subsection 8.1. Aspects of running the specified uncertainty tests are sketched in subsection 8.2. Given the (binary) results of the test cases, we provide guidelines on how to derive an overall evaluation of an uncertainty estimator w.r.t. the uncertainty acceptance criteria in subsection 8.3.

8.1 Instantiating uncertainty test cases

Uncertainty test cases can be understood as instantiations of high-level testing focuses (see section 7). Similarly to the derivation of uncertainty acceptance criteria from qualitative requirements, these uncertainty tests are best formulated redundantly and collaboratively, i.e. involving both domain and ML experts, to reduce “blind spots”. Each testing focus is typically addressed by several test cases. Guided by the uncertainty acceptance criteria, the data bases, threshold values\(^7\) and technical configurations (e.g. the meta-parameters) for these test cases are determined. Such specifications may vary between test cases, even between those that address the same acceptance criterion. Uncertainty tests building on search strategies generate the test dataset during test execution and thus do not require fully pre-specified datasets. Instead, their meta-parameters need to be set.\(^7\)

\(^7\)While the threshold value is in general given by the underlying acceptance criterion, it might be refined for some test cases, especially for subset-based ones. When investigating e.g. worst-case scenarios of a given dataset, average values no longer hold.
A prerequisite for a test to be conceptually meaningful, is its statistical significance that involves, among others, the following two aspects: first, whether a test dataset contains a broad set of relevant concepts (for the use and test case at hand) such that evidence-based conclusions can be drawn regarding the quality of the ML model at inference. Second, whether the outcome of the test critically depends on low-level technical parameters such as random seeds for initialization. Insights in this regard may be gained by repeatedly executing the test in varying configurations and analyzing the sensitivities of the according test outcomes. Apart from statistical considerations, one may estimate the “foot print” of a test w.r.t. computation or storage, i.e. the resources its preparation and execution consume. While the result in absolute terms may determine whether a test is affordable, relative results are helpful for test ordering and prioritization.

Comparing two test cases, each of their components (test dataset, uncertainty measure, threshold value, technical specification) might introduce overlaps or discrepancies between them. While certain overlaps are desirable (see above), we raise awareness for less obvious (implicit) dependencies between test cases: These range from test data bases that have superset-subset relations or are strongly overlapping over measures of uncertainty quality that are correlated to threshold values that might be at odds. Finally, one may analyze whether the “union” of all test cases sufficiently addresses the chosen focus points of testing or whether unaddressed “blind spots” remain.

8.2 Running uncertainty test cases

Since the uncertainty test cases are constructed to be (largely) independent of one another, they may be executed in an arbitrary order. Following the structure of the test hierarchy, from general technical tests to specific complementary tests, may however be beneficial as potentially occurring severe weaknesses are detected at an early stage (in the worst case, “fail fast”). Having executed the uncertainty tests, their outcomes are uncertainty values that either exceed or fall below the threshold value of the respective test thus providing a binary test result (“passed” or “failed”). In case of conflicting results for conceptually similar tests, it may be worthwhile to investigate whether the diverging outcomes are, at least to some extent, attributable to a specific difference in their test setups, e.g. to varying sensitivities of uncertainty measures. Such insights may result in better designed or additional test cases (compare respective backward arrow in Fig. 1).

8.3 Evaluating uncertainty test cases

Addressing uncertainty acceptance criteria by means of test focuses (organized in test levels) that are in turn mapped onto a set of test cases, introduces hierarchical tree-like structures. Once the (final) set of tests is executed and all binary test results are available, these information at the “leaves” of the logical trees must be aggregated to obtain an overall evaluation of an uncertainty mechanism w.r.t. the acceptance criteria (the roots of the logical trees). Aggregating the binary uncertainty test results and, in a second step, the uncertainty acceptance criteria requires a qualitative, highly application-specific argumentation that could be formulated using e.g. a goal structuring notation (Kelly & Weaver, 2004). Depending on the uncertainty use case and the “level” of the acceptance criteria, such argumentations may be strict, i.e. all acceptance criteria must be fulfilled (and maybe even all tests must be passed successfully) or more flexible, i.e. a custom argumentation (employing e.g. weightings of tests and a custom “merging” logic) allows for a positive overall evaluation despite a few non-fulfilled acceptance criteria (or at least despite a few failed tests).

8.4 Results and remarks

Insights during testing and test result aggregation may trigger (iterative) adaptations of its scope and structure. In the case that a “converged” testing strategy, i.e. one leading to consistent test outcomes, results in an overall negative evaluation of an uncertainty estimator, uncertainty modeling may start all over again (compare respective backward arrows in Fig. 1). If, however, testing leads to an overall positive evaluation of an estimator w.r.t. the uncertainty acceptance criteria, the end point of the proposed development and testing framework is reached. In the case that high-level requirements change at a later date, e.g. due to external influences such as novel technical regulations, it may be necessary to re-apply the uncertainty framework. In these situations, its modularity allows for the re-use of results from the previously conducted development and testing steps.
9 Outlook

Uncertainty estimation can help to improve the safety of ML systems. While various technical uncertainty mechanisms were put forward, less light is shed on how to systematically address application demands with them. We propose a framework that approaches uncertainty quantification from a practitioners’ perspective, i.e. starting from the various high-level requirements an uncertainty estimator is subject to. These range from the underlying use case that predetermines its desired properties and operational design domain to technical specifications that may limit its depth of integration into the ML model. For a more systematic analysis, each requirement is grouped into one of ten requirement categories. Formalizing the requirements as acceptance criteria with semantic data specification, uncertainty measure and threshold value yields the “gold standard” for the subsequent modeling and testing steps. While a custom uncertainty modeling technique may be constructed to fulfill these uncertainty acceptance criteria, it is often worthwhile to use established uncertainty modeling techniques as “building blocks”. We guide this construction of a tailored estimator by matching the uncertainty requirement categories with central technical properties of uncertainty modeling (e.g. modeled uncertainty types, generalization ability, attribution to uncertainty source). The resulting requirements-informed uncertainty mechanism is systematically tested to uncover (potentially existing) structural weaknesses. Technically, this is achieved by combinations of semantic and non-semantic testing approaches that are organized in a test hierarchy. For each acceptance criterion, a test “depth” (according to the hierarchy) and test focuses are determined. Instantiating these test focuses as concrete test cases allows to finally obtain (binary) test results. An overall evaluation of these results yields an answer whether the uncertainty estimator meets the uncertainty acceptance criteria, and thus, whether it is suitable for the given DL system. These individual steps within the framework have well-defined hand-over points that allow for a strong degree of encapsulation. This can be beneficial for larger projects where multiple mechanisms are being developed concurrently or where comparable testing approaches are needed for multiple products.

Furthermore, several steps of our conceptual framework can be operationalized and automatized in software frameworks. For instance, the selection of uncertainty models and metrics, as is done in existing frameworks like UQ360 (Ghosh et al., 2021) and uncertainty-toolbox (Chung et al., 2021). Testing and artifact management may be made traceable and reproducible using ML lifecycle platforms like MLflow*. Desirable enhancements of such tools might moreover contain components such as requirement templates, building blocks for qualitative (safety) arguments and backlogs of standard tests. Particularly, the (semi-)automation and optimization of quantitative testing bears potential. Promising technical approaches in this regard range from ML-based strategies to speed-up a concrete test case (e.g. by predicting, right after starting the test, whether its outcome will be negative), over the (e.g. Bayesian) generation of the best follow-up test configuration for a predefined test type to the development of heuristics on how to effectively react on failing test cases. Such software frameworks may moreover enable effective test-driven design and development of uncertainty estimators. Gained insights and uncovered weaknesses could even fuel research on novel uncertainty modeling techniques.

While our framework structures the testing of a single model, industry applications often have a multi-step development approach. It might be worthwhile to investigate to which extend early, and therefore easier to obtain, test results are indicative for success or failure of later stages of development. The proposed encapsulation of testing from development might help in the necessary transfer of results. Achieving a strong correlation, for instance with respect to qualitative uncertainty properties, may help to streamline the development process or to identify critical conceptual building blocks of the DL system.

Technical requirements aside, various official regulations for learned systems are about to emerge, especially in the EU (European Commission, 2021), where, likely from 2025 on, newly created and substantially changed DL applications will be regulated by an “AI Act” if the respective application type is considered to be critical. Our framework may be of help for associated product and process examinations, especially those concerning model reliability and the handling of unknown inputs. It might also serve as a structural aid for the technical documentations required by the prospective EU regulations.

*https://github.com/mlflow/mlflow.
While uncertainty estimates help to fulfill requirements for trustworthy ML, there are multiple other ways to either increase reliability, e.g. robustified training (Madry et al., 2018), or other aspects of trustworthiness, for instance fairness or interpretability. The proposed framework, despite its specific focus on uncertainty quantification, remains applicable in these cases. The main difficulties it addresses, namely the black-box nature of the neural models and their high-dimensional input spaces, are common to most safe-ML techniques and approaches. The proposed hierarchical test strategy, for instance, is transferable as it addresses the high-dimensional input spaces by specific combinations of (semantic and non-semantic) testing methodologies and test data selection routines. Moreover, the ways how underlying use case and technical specifications predetermine the conception and implementation of the safe-ML techniques carry over to other “dimensions” of safe ML. At a level of technical properties, however, some requirement categories like “calibration” or “attribution to type of uncertainty” as well as mechanisms and measures are uncertainty-specific and need to be replaced by appropriate (statistical) concepts for the respective “dimension” of safe ML (e.g. by “interpretable-by-design” for qualitative interpretability requirements or “group and individual fairness” as a quantitative demand for fair ML models).

Such procedures for developing and testing safe-ML tools may be complemented, especially in larger organizations, by a role-based access and rights management that builds on the encapsulation of our approach and enhances the interfaces between the various steps and the respectively involved teams (e.g. development and product). Distributing responsibilities in that way seems especially advantageous for the development and testing of ML components: development teams, for instance, may not have access to the concrete test cases to avoid model optimization that “overfits” to these cases. Alternatively, a part of the test cases may be hidden from the developers while others are still accessible to them. This may be compared to the public and private datasets of ML challenges. Taking inspiration from IT security (Roy et al., 2010; Zhang & Zhuang, 2019), testing teams could moreover act as “attackers” that continuously challenge the uncertainty estimators developed by the modeling team, a competitive serious game that may result in more robust ML systems.

In many real-world applications, the deployed DL systems are not static but further improve during operations, either due to continuous learning or, and more likely for most safety-critical applications, after scheduled updates that are reviewed before going into production. For such an updated model the question arises whether testing and validation needs to be done all over again or whether existing test results from previous versions of the model can be re-used. In particular, an interesting aspect could be to figure out whether mild deviations in high-level tests of the hierarchy can yield insights on the “transferability” of previous results on the deeper parts of the hierarchy. Should this hold the testing hierarchy may contribute to more efficient model validation in the long run.

By proposing the presented framework, we contribute a holistic, application-driven perspective on uncertainty estimation in deep learning models. We hope that our guidelines assist in a more appropriate choice or development of uncertainty estimators, allowing for a use of this promising modeling technique that is tailored to match application demands. The multi-staged testing procedure may not only help to satisfy upcoming ML regulations but may increase the overall reliability, and thus the quality, of the DL systems.
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