Evolutionary modeling algorithm of ordinary differential equations based on genetic modeling
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Abstract. Differential equations are often used to describe complex systems and nonlinear systems related to time, but it is difficult to establish an ideal model for such systems based on some observed data. Especially when dealing with unknown chaotic system data, it is blind and difficult to combine existing nonlinear analysis results with relevant experience. In this paper, through the study of genetic modeling, the optimization process of model parameters using GA is embedded in the optimization process of model structure using GP, and the local search process of neighborhood solution generated by GP-based standard mutation operator is carried out for some individuals in each evolution generation, and the evolution modeling algorithm of ordinary differential equations is designed and implemented, and an application example is given.

Keywords: Genetic modeling; Ordinary differential equation; Modeling; Genetic programming

1. Introduction

Traditional mathematical methods to solve the problem of formula discovery include curve fitting, regression analysis and approximation theory. However, it is very difficult to establish an ideal model for this kind of system based on some observation data. Traditional methods often require complex parameter selection process and sufficient modeling experience, and their adaptability is narrow [1]. Neural network and polynomial are two commonly used global modeling tools [2-3]. However, most of these global modeling methods can not give a concise and intuitive model expression, especially when dealing with unknown chaotic system data, which is blind and difficult to combine the existing nonlinear analysis results and related experiences. The established one-time model can not reflect the real-time characteristics of data, but in practical application, it is often necessary to constantly modify the structure and parameters of the model with the update of observation data in order to achieve the effect of real-time modeling and forecasting [4].

The basic structure and characteristics of evolutionary algorithm determine that it is especially suitable for large-scale parallelism. Bethke started the earliest research work on parallel genetic algorithm in 1976 [5-6]. Since then, people have studied various types of parallel GA according to different models, including global parallel GA, coarse-grained parallel GA, fine-grained parallel GA...
and hybrid parallel GA [7]. Literature [8] puts forward a model structure optimized by traditional genetic programming, which embeds the process of model parameter optimization by genetic algorithm during evolution, and can obtain a better model by adaptive evolution in a short time. The new technology combining genetic programming with local search is used to optimize the model structure. By applying the new algorithm to population modeling and chemical reaction modeling, the effectiveness of the new algorithm is demonstrated by comparing the modeling results of the models obtained by the old and new algorithms running many times.

2. Genetic modeling description

Genetic modeling is composed of function set and endpoint set of the problem, and its main operators are composed of selection operator, exchange operator and mutation operator. Traditional genetic operators inherit the idea of genetic algorithm. Each individual is given a score according to the calculation content, and the score is the main content to guide the environment. Because the complex performance of chaotic systems is often dominated by simple low-dimensional deterministic motion laws, and often includes positive feedback links, switching links, delay links or interaction links, etc. Different from the standard GP technology, each chromosome here is represented as a multi-tree structure to represent a differential equation system model; Accordingly, individual hybridization can be divided into individual level and tree level.

Operators are described as follows:

1. Selection operator: select the next generation with smaller error according to a certain selection algorithm in the group;
2. Exchange operator: select two parents according to probability, randomly select exchange points, exchange two subtrees on the exchange points, and join the next generation population;
3. Mutation operator: according to the probability, select the mutated individual, randomly select the mutation point for mutation, and add the mutated individual to the next iteration.

Formula discovery is defined as follows [9]:

\[ \text{Give a set of observation data } D = \{(X_i, y_i) | X_i \in R^n, y_i \in R, i = 1, 2, \ldots, N\} \]

The finding formula is:

\[ f : R^n \rightarrow R \quad (1) \]

\[ \sum |f(X_i) - y_i| \approx 0 \quad (2) \]

According to the definition of formula discovery, genetic modeling is applied to formula discovery, which is defined as follows:

Let \( \{(x, y), x \in X, y \in Y, i \in I\} \) be a given input-output pair, where \( X, Y \) is a subset in a finite dimensional space and \( I \) is an index set;

If \( F \) is a subset of \( C(X) \), \( C(X) \) is the whole of all continuous functions on \( X \), and \( \rho \) is the distance defined on the product space \( \prod Y \), then the modeling problem is to determine a function \( f^* \in F \) so that there is any \( f \in F \)

\[ \rho(\{f^*(x_i), \{y_i\}\}) \leq \rho(\{f(x_i), \{y_i\}\}) \quad (3) \]

Equation (3) holds, or makes for a given \( \varepsilon > 0 \)

\[ \rho(\{f^*(x_i), \{y_i\}\}) \leq \varepsilon \quad (4) \]

From the expressions (3) and (4), the modeling problem can be regarded as the following optimization problem

\[ \min_{f \in F} \rho(\{f(x_i), \{y_i\}\}) \quad (5) \]
3. Problem description and coding method

If a dynamic system can be represented by \( n \) time-related functions \( x_1(t), x_2(t), \ldots, x_n(t) \), and the data observed at \( m \) time points are:

\[
X = \begin{bmatrix}
x_1(t_0) & x_2(t_0) & \cdots & x_n(t_0) \\
x_1(t_1) & x_2(t_1) & \cdots & x_n(t_1) \\
\vdots & \vdots & \ddots & \vdots \\
x_1(t_m) & x_2(t_m) & \cdots & x_n(t_m)
\end{bmatrix}
\]

(6)

Where \( t_0 \) is the starting time, \( t_i = t_0 + i \times \Delta t \), \( i = 0, 1, \ldots, m \), \( \Delta t \) is the time interval, and \( x_j(t_i) \) is the observation value of variable \( x_j \) at \( t_i \) time. Note:

\[
X(t) = [x_1(t), x_2(t), \ldots, x_n(t)]
\]

(7)

\[
f(t, X) = [f_1(t, X), f_2(t, X), \ldots, f_n(t, X)]
\]

(8)

In which \( f_j(t, X) = f_j(t, x_1(t), x_2(t), \ldots, x_n(t)) \), \( j = 1, 2, \ldots, n \) is represented by the compound function of elementary functions. Remember that the space composed of such functions is \( F \).

The modeling problem of ordinary differential equations is to find the function expression \( f(t, X^*) \) and satisfy it

\[
dX^*/dt = f(t, X^*)
\]

(9)

And minimize \( \|X^* - X\| \), where

\[
\|X^* - X\| = \sqrt{\sum_{i=0}^{m} \sum_{j=0}^{n} (x_j(t_i) - x_j(t_i))^2}
\]

(10)

According to the established model, we can forecast the \( X(t)(t > t_m) \) at the later time.

4. Hybrid evolutionary modeling algorithm

4.1 Hybrid GP technology

O'Reilly et al. have studied the hybrid algorithm combining genetic programming (GP) with other search techniques, and obtained some experimental results superior to the standard GP technique [10-11]. Inspired by this, in the process of optimizing the model structure, we use the "mountain climbing" technology to search for some new solutions obtained by GP genetic operation, in which the mutation operator in GP is used to generate neighborhood solutions. The process can be described in C-like language as follows:

GP+ L S _ MU algorithm: hybrid gp technology optimizes model structure

\{
\begin{align*}
&\text{for } (i = 0; i < MAX; i ++) \\
&\text{Randomly select the individual } P \text{ in } P(t); \text{ for } (k = 0; k < L; k ++) \\
&\text{Generating a variant solution } P^* \text{ of } P; \\
&\text{The adaptive value } \text{fitness} (P^*) \text{ of } P^* \text{ is calculated; } \\
&\text{if } (\text{fitness} (P^*) < \text{fitness} (P)) P = P^*; \}
\end{align*}
\}

Among them, \( P(t) \) is the model population of GP after genetic manipulation of \( t \) generations, \( MAX \) is the number of individuals selected for local search in each generation, and \( L \) is the maximum
number of individual variations.

4.2 GP+ GA algorithm
This kind of algorithm adopts the idea of two-level evolutionary modeling proposed in literature [12], optimizes the structure of the model by genetic programming and optimizes the parameters of the model by genetic algorithm. The difference is that a more effective genetic algorithm is used here, that is, genetic algorithm based on subspace search. It is simple, stable and efficient. Assuming that each equation of the ordinary differential equation system (10) contains \( l_i(i:1-n) \) parameters, each individual \( V \) in the parameter population can be expressed as a column vector form composed of \( n \) dimensional \( l_i \) row vectors.

\[
V = (C_1C_2\cdots C_n)^T \in D \subset R^k
\]  

(11)

In which \( C_i = (c_{i1}, c_{i2}, \cdots, c_{il_i}) \), \( D \) is a parameter space. Then \( M \) test points (vectors) in the parameter space can be expressed as \( V_1, V_2, \cdots, V_M \) (they are not necessarily linearly independent).

Assuming that \( M \) random coefficients \( \alpha(i:1-M) \) satisfy the conditions \( a \leq \alpha \leq b (a < 0, b > 1) \) and \( \sum_{i=1}^{M} \alpha = 1 \), and the subspace \( S = V = \sum_{i=1}^{M} \alpha V_i \) determined by the random nonconvex combination of \( M \) test points is set as \( F(x) \), the GA algorithm for parameter optimization can be described in class c language as follows:

**GA algorithm:**

\{ t = 0; 

Initialize parameter population \( Q(t) = (V_1(t), V_2(t), \cdots, V_N(t)) \);  

Among them \( V_i(t) (i:1 \sim N) \in \);  

Calculation \( F(Q(t)) = (F(V_1), F(V_2), \cdots, F(V_N)) \);  

while (Termination conditions are not met)  

\{ \( M \) different individuals \( V_i(i:1 \sim) \) are randomly selected from \( Q(t) \);  

Generate \( M \) random coefficients \( \alpha(i:1 \sim) \);  

Generate a new individual \( V = \sum_{i=1}^{M} \alpha V_i \);  

The adaptive value \( F(V) \) of \( V \) is calculated; \( F_{max} = F(V_{max}) = \max_{1 \leq i \leq N} F(V_i) \);  

if \( F(V)<F_{max} \) \( V_{max} = V \);  

\( t = t + 1; \}\}

The essence of this algorithm is a random search process based on subspace \( S \) determined by multiple parents. The difference between this algorithm and simple genetic algorithm is that the search space is determined by more points instead of two points. The adjustable parameters in this algorithm include \( N, M, a, b \), and its optimal setting depends on specific problems.

4.3 Calculation of model output
When the model structure, model parameters and model input are determined, the model expression can
be analyzed and the model output can be calculated. For the sake of convenient implementation, MSE is still used as the standard to measure whether the model sequence is close to the measured sequence in GP stage. We set \( n \) tree structures in the local bulletin board to record the node information of the algorithm tree of winners in the convergence process, which is called information tree. Usually, the generated formula can be formed by some simple operators through finite number of operations and compounding. Because modeling describes the problem of hierarchy and no fixed pattern, we use binary tree to describe the modeling operator.

Every evolutionary generation, the node information of the winner is recorded in these \( n \) information trees, and then a new generation of individuals is produced under the guidance of them. Therefore, non-winners can obtain the node information of winners according to a certain probability to complete the learning process. Two new trees are obtained by exchanging the corresponding subtrees with the hybridization point as the root node, and any new tree whose depth does not exceed \( D \) is selected as the hybrid offspring. Considering that the maximum Lyapunov index describes the exponential divergence rate of the adjacent tracks in the chaotic system, the longest prediction time \( L \) can be taken as the reciprocal of \( \lambda \), that is, \( L \approx \frac{1}{\lambda} \) can be taken as the upper time bound of the deterministic prediction of the system [12]. \( L \) can be appropriately larger when the data accuracy is relatively high.

### 4.4 Evaluation of model individuals

The evaluation strategy of model individual determines the evolution direction of GP. In GPM, the fitness value of individual \( i \) is determined by the following formula

\[
\text{fitness}(i) = \frac{1}{1 + \text{precision}(i)} \cdot \alpha(h)
\]

\( \text{fitness}(i) = \sum_{k=1}^{n} [x(k) - \hat{x}(k)] \)

Among them, \( x(k) \) represents the accuracy of the model represented by the individual, \( x(k) \) is the measured sequence, \( \hat{x}(k) \) is the output sequence of the model, and the inversion of change \( 1/(1 + \text{precision}(i)) \) makes the individual with smaller model error have higher fitness value.

At the same time, it can smooth the sharp fluctuation of model error and make GP run better. \( \alpha(h) \) is the adjustment factor, which is determined by the tree depth \( h \) and controls the complexity of the model, which makes GPM tend to look for those models with simple structure:

\[
\alpha(h) = \begin{cases} 
\text{abs}(h - h')/2^{h-2} & h \geq 4 \\
\text{abs}(h - h') \times 4 & h \leq 2 \\
\text{abs}(h - h') & \text{else}
\end{cases}
\]

\( h' \) indicates the expected tree depth, which is taken as 2.5 here.

### 5. Experimental analysis

In order to compare the effects of using different algorithms to build the ordinary differential equation system model of dynamic system, we take two actual time series as examples to build the American population growth model and the kinetic model of thermal decomposition reaction of chlorinated cyclohexane. For each example, the above algorithms were independently run for 25 times, and the average results were counted. All experiments were carried out on Pentium II microcomputer (266MHz).

GP algorithm and GA algorithm are used to run independently for 25 times, and the statistical
results shown in Table 1 are obtained, in which the complexity of the model is described by the number of nodes in the tree representation of differential equation.

| Algorithm | Average error | Minimum error | Maximum error | Average time /s |
|-----------|---------------|---------------|---------------|-----------------|
|           | Fitting error | Prediction error | Fitting error | Prediction error |                  |                  |                  |                  |
| GP        | 33.21045      | 32.05711      | 10.22821      | 2.37124         | 55.24711        | 54.63121        | 19              |
| GA        | 27.14250      | 29.30781      | 9.963277      | 3.37120         | 54.12729        | 53.67118        | 22              |

It can be seen from Table 1 that with the gradual improvement of the algorithm, the most obvious change is that the obtained model is getting more and more stable and better. On the one hand, the average fitting error and average prediction error of the model are obviously reduced, and on the other hand, the different model structures obtained from multiple runs are becoming less and less.

The fitting and prediction results of the model with the best parameter optimization are shown in Figure 1.

![Fig.1 Model fitting and prediction results](image)

It can be seen from Figure 1 that this model has good fitting and prediction results.

6. Conclusion
The research on evolution modeling of ordinary differential equations is still in the initial stage, and there are many unsolved problems, such as which ordinary differential equations numerical algorithm is the most suitable when calculating the fitness value of the model, and how to select their parameters (such as step size, starting header, etc.). The combination of GP technology and traditional search technology can enhance the performance of GP, but whether it can improve the performance of traditional search algorithm is not certain. After embedding the parameter optimization process of the model in GP, the performance has been significantly improved, which is far superior not only to the simple GP algorithm, but also to all traditional search algorithms and their combination classes. Of course, these conclusions are based on the specific problems we have solved, which can not be strictly proved in theory. Whether they are applicable to parallel GP researchers in solving other problems remains to be further verified. We hope that the research in this paper can provide some guidance for the algorithm design of these researchers.
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