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Abstract. In this paper, we consider a cognitive radio network with multiple secondary users (SUs). The SU packets in the system can be divided into two categories: SU1 packets and SU2 packets, where SU1 packets have transmission priority over SU2 packets. Considering the absolute priority of the primary users (PUs), the PU packets have the highest priority in the system to transmit. In order to guarantee the Quality of Service (QoS) of the network users, as well as reduce the average delay of the SU2 packets, we propose an adjustable access control scheme for the SU2 packets. A newly arriving SU2 packet can access the system with an access probability related to the total number of packets in the system. A variable factor is also introduced to adjust the access probability dynamically. Based on the working principle of the adjustable access control scheme, we build a discrete-time queueing model with a finite waiting room and an adjustable joining rate. With a steady-state analysis of the queueing model, using a three-dimensional Markov chain, we derive some performance measures, such as the total channel utilization, the interruption rate, the throughput, and the average delay of the SU2 packets. Moreover, we show the influence of the adjustment factor on different system performance measures by using numerical results. Finally, considering the trade-off between the throughput and the average delay of the SU2 packets with respect to the adjustment factor, we build a net benefit function and show an optimal algorithm to optimize the adjustment factor.

1. Introduction. An increasing demand for spectrum resources is posing new challenges for modern communication. As a means of resolving the problem of a scarcity of spectrum resources, new technology in the form of cognitive radio networks has emerged [9, 10]. In cognitive radio networks, the secondary users (SUs) can make opportunistic use of the spectrum when the spectrum is not occupied by any primary users (PUs) [12, 14]. This kind of opportunistic spectrum occupying scheme can effectively enhance spectrum utilization.
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In cognitive radio networks, PU packets have a higher priority than SU packets. However, large numbers of SU packets in the system may influence the transmission of the PU packets in some cases [1]. In [1], the authors analyzed the transmission service outage and degradation of the PU packets caused by the packet access of the SUs with non-ideal spectrum sensing. Therefore, in order to guarantee the Quality of Service (QoS) of the PU packets, it is necessary to control the system access of the SU packets. On the other hand, to reduce the average delay of the SU packets, it is also necessary to limit the access of large numbers of SU packets into the system. In [11], the authors have presented a survey of perspectives related to the design of medium access control protocols for the SU packets in cognitive radio networks.

In [8], in order to control the access of the SU packets, a threshold for the newly arriving SU packets was set in a cognitive radio network. When the number of SU packets in the system was above the threshold, the newly arriving SU packets would leave. The authors also optimized the threshold by using Nash equilibrium theory, and showed the numerical results for the optimal threshold.

In [6], the authors proposed an adaptive access control scheme for the SU packets in a cognitive radio network by using a single channel. They assumed that the SU packets would be admitted to join the system with a certain probability, which was inversely proportional to the total number of packets in the system. By building a two-dimensional Markov chain, they derived the throughput and the average delay of the SU packets.

However, as mentioned above, most research relating to controlling the access of SU packets in cognitive radio networks did not attribute different priority levels to SUs. We note that there are different types of transmission requests in practical communication networks. To be consistent with real communication networks, it is necessary to consider the different prioritization among SUs. Recently, only a few studies have focused on the performance analysis of cognitive radio networks with prioritized SUs.

In [7], the authors divided the SU calls into SU1 calls and SU2 calls in a cognitive radio network with multiple channels. They assumed the SU1 calls have a higher priority than the SU2 calls. By building a three-dimensional Markov chain, they derived some performance measures, such as the forced termination probability of the SU1 call and the SU2 call, respectively.

In [16], the authors proposed a non-preemptive priority scheme in a cognitive radio network with multiple SUs. By constructing a three-dimensional Markov chain, they obtained the steady-state distribution of the system model. Accordingly, they derived the interruption rate of the SU1 packets and the SU2 packets, respectively.

However, the above research relating to cognitive radio networks with multiple SUs did not consider introducing an access control scheme for the SU packets with a lower priority.

In this paper, we consider three types of packets to access a single channel in a cognitive radio network. In order to control the system access of the SU2 packets and reduce the average delay of the SU2 packets adaptively, we propose an adjustable access control scheme for the SU2 packets in cognitive radio networks with multiple SUs. A newly arriving SU2 packet can access the system with an access probability that is related to the number of packets in the system. Also, we specifically introduce an adjustment factor to dynamically adjust the access probability. By building a queueing model with a finite waiting room and an adjustable joining rate, we derive the expressions of some important system performance measures. With numerical
results, we show the change trends of the performance measures with different parameter settings.

We note that this paper is an extended version of our conference paper presented in [17] and is substantially different from [17] in that gives some new expressions for many more performance measures, such as the total channel utilization, the blocking rate, the throughput and the average delay of the SU2 packets with additional analysis of the system performances. Specifically, in this paper, we add optimization analysis to show how to set the adjustment factor to balance the throughput and the average delay of the SU2 packets.

The remainder of this paper is organized as follows. The system model and model analysis are demonstrated in Section 2. In Section 3, different performance measures, such as the total channel utilization, and the blocking rate, the interruption rate, the throughput and the average delay of the SU2 packets are derived. In Section 4, numerical results for different performance measures are presented to show the influence of the adjustment factor. In Section 5, the optimization for the adjustment factor is given. Finally, conclusions are drawn in Section 6.

2. System model and model analysis.

2.1. System model. A cognitive radio network with a single channel is considered in this paper. There are three types of packets in the system, they are PU packets, SU1 packets and SU2 packets. The PU packets have the highest priority and the SU2 packets have the lowest priority. In practical real applications, the SU packets with real-time transmission can be considered to be the SU1 packets, and the other SU packets (such as non-real-time data) can be considered to be the SU2 packets.

A buffer with finite capacity $K$ ($K > 0$) is allocated for the SU2 packets. In order to reduce the average delay of the PU packets and the SU1 packets, there are no buffer settings for the PU packets and the SU1 packets. In cognitive radio networks, if a PU packet accesses a channel but the channel is being used by an SU packet, in order to avoid interference to the PU packet, the SU packet will release the channel and the transmission of this SU packet will be interrupted [9, 15]. In this model, we assume that a newly arriving PU packet can interrupt the transmission of an SU1 packet or an SU2 packet, even if the SU1 or SU2 packet is occupying the channel. However, when a PU packet arrives at the system, if the channel is being occupied by another PU packet, the newly arriving PU packet will be blocked and leave the system. In parallel, a newly arriving SU1 packet can interrupt the transmission of an SU2 packet that is occupying the channel.

In order to control the system access of the SU2 packets adaptively, we propose an adjustable access control scheme for the SU2 packets. The working principle of the proposed adjustable access control scheme can be depicted in Fig. 1.

Just as shown in Fig. 1, in this adjustable access control scheme, a newly arriving SU2 packet will be admitted access to the system with an access probability related to the total number of packets in the system. Moreover, an adjustment factor is also introduced to control the weight of the number of packets in the access probability. We can denote the access probability as $q_i = 1/(i\tau + 1)$, where $i$ is the total number of packets in the system, and $\tau$ is the adjustment factor. We note that if an SU2 packet is admitted access to the system but finds the buffer is full, this SU2 packet will be blocked by the system.

Moreover, considering the higher priority of the PU packets and the SU1 packets, the transmission of the SU2 packets may be interrupted. In order to reduce the
adverse influence arising from any interrupted SU2 packets, we assume that the interrupted SU2 packets will be forced to leave the system.

In queueing theory, given the model assumptions outlined above, the three types of packets can be considered to be three types of customers with different priorities in queueing theory. Based on the working principle of the proposed cognitive radio network, we can build a priority queueing model with a finite waiting room and an adjustable joining rate.

We assume an early arrival system with a slotted timing structure, and a time axis ordered by \( t = 1, 2, \ldots \). In order to avoid complexity without loss of generality, we assume that whether an SU2 packet arriving during the interval \((n, n^+)\) can be admitted access to the system or not is dependent on the number of packets in the system at the instant \( t = n^- \).

We assume that the arrival intervals of the PU packets, the SU1 packets and the SU2 packets follow geometric distributions with parameters \( \lambda_1, \lambda_{21} \) and \( \lambda_{22} \), respectively. Similarly, we assume that the transmission time of a PU packet, an SU1 packet and an SU2 packet follow geometric distributions with parameters \( \mu_1, \mu_{21} \) and \( \mu_{22} \), respectively.

We denote \( L_n \) as the total number of packets in the system at the instant \( t = n^- \). We also denote \( L_n^{(1)} \) and \( L_n^{(21)} \) as the number of PU packets and SU1 packets in the system at the instant \( t = n^- \), respectively. \( \{L_n, L_n^{(21)}, L_n^{(1)}\} \) constitutes a three-dimensional discrete-time Markov chain with the state space \( \Omega \) as follows:

\[
\Omega = (0, 0, 0) \cup \{(i, 0, 0) \cup (i, 1, 0) \cup (i, 0, 1) : 1 \leq i \leq K + 1\}.
\] (1)

2.2. **Model analysis.** We define \( P \) as the state transition probability matrix of \( \{L_n, L_n^{(21)}, L_n^{(1)}\} \), and \( P \) can be given in a block-structure form as follows:

\[
P = \begin{pmatrix}
P_{0,0} & P_{0,1} & P_{0,2} & \cdots & P_{0,K-1} & P_{0,K} & P_{0,K+1} \\
P_{1,0} & P_{1,1} & P_{1,2} & \cdots & P_{1,K-1} & P_{1,K} & P_{1,K+1} \\
P_{2,0} & P_{2,1} & P_{2,2} & \cdots & P_{2,K-1} & P_{2,K} & P_{2,K+1} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
P_{K-1,0} & P_{K-1,1} & P_{K-1,2} & \cdots & P_{K-1,K-1} & P_{K-1,K} & P_{K-1,K+1} \\
P_{K,0} & P_{K,1} & P_{K,2} & \cdots & P_{K,K-1} & P_{K,K} & P_{K,K+1} \\
P_{K+1,0} & P_{K+1,1} & P_{K+1,2} & \cdots & P_{K+1,K-1} & P_{K+1,K} & P_{K+1,K+1}
\end{pmatrix}
\] (2)
where $P_{u,v}$ is the transition probability matrix for the total number of packets changing from $u$ to $v$, $u = 0, 1, \ldots, K + 1$, $v = 0, 1, \ldots, K + 1$. We note here that the structure of $P$ is similar to that presented in [16]. However, considering the adjustable access control scheme proposed in this paper, each non-zero block in $P$ is much more complicated than that presented in [16].

In following paper, for compactness of presentation, we introduce a notation
\[
\alpha_u = \frac{\lambda_2}{(\tau_u + 1)}, \quad u = 0, 1, 2, \ldots, K + 1.
\]
Moreover, we also introduce the overbar notation to denote the probability of a complement event, for instance, $\bar{\alpha}_u = 1 - \alpha_u$.

We discuss each non-zero block in $P$ as follows.

1. $P_{0,0}$ is the one-step transition probability for the total number of packets in the system being fixed at 0. When the total number of packets in the system is 0, the only one possibility is that there are no PU packets, SU1 packets or SU2 packets in the system. Therefore $P_{0,0}$ is a vector with a scalar value given as follows:
\[
P_{0,0} = \bar{\lambda}_1 \bar{\lambda}_2 \lambda_2.
\]

2. $P_{0,1}$ is the one-step transition probability matrix for the total number of packets in the system being increased from 0 to 1. When the total number of packets in the system is 1, there are three possibilities for the packets in the system. Firstly, there is only one SU2 packet in the system. Secondly, there is only one SU1 packet in the system. Thirdly, there is only one PU packet in the system. Therefore $P_{0,1}$ is a $1 \times 3$ matrix given as follows:
\[
P_{0,1} = \begin{pmatrix}
\bar{\lambda}_1 \bar{\lambda}_2 \lambda_2 \\
\bar{\lambda}_1 \lambda_2 \lambda_2 \\
\bar{\lambda}_1 \lambda_2 \lambda_2
\end{pmatrix}.
\]

3. $P_{0,2}$ is the one-step transition probability matrix for the total number of packets in the system being increased from 0 to 2. When the total number of packets in the system is 2, there are three possibilities for the packets in the system. Firstly, there are two SU2 packets in the system. Secondly, there is an SU1 packet and an SU2 packet in the system. Thirdly, there is a PU packet and an SU2 packet in the system. Therefore, $P_{0,2}$ is a $1 \times 3$ matrix given as follows:
\[
P_{0,2} = \begin{pmatrix}
\bar{\lambda}_1 \lambda_2 \\
\lambda_1 \lambda_2 \lambda_2 \\
\lambda_1 \lambda_2 \lambda_2
\end{pmatrix}.
\]

4. $P_{1,0}$ is the one-step transition probability matrix for the total number of packets in the system being decreased from 1 to 0. As stated in (1)-(3), $P_{1,0}$ is a $3 \times 1$ matrix given as follows:
\[
P_{1,0} = \begin{pmatrix}
\lambda_1 \lambda_2 \bar{\alpha}_u \mu_2 \\
\lambda_1 \lambda_2 \bar{\alpha}_u \mu_2 \\
\lambda_1 \lambda_2 \bar{\alpha}_u \mu_2
\end{pmatrix}.
\]

5. $P_{u,u-1}$ $(2 \leq u \leq K + 1)$ is the one-step transition probability matrix for the total number of packets in the system being decreased from $u$ to $u - 1$. When the total number of packets in the system is $u$, there are three possibilities for the packets in the system. Firstly, there are $u$ SU2 packets in the system. Secondly, there is an SU1 packet and $u - 1$ SU2 packets in the system. Thirdly, there is a PU packet and $u - 1$ SU2 packets in the system. Therefore, $P_{u,u-1}$ is a $3 \times 3$ matrix given as follows:
\[
P_{u,u-1} = \begin{pmatrix}
\lambda_1 \lambda_2 \bar{\alpha}_u \mu_2 \\
\lambda_1 \lambda_2 \bar{\alpha}_u \mu_2 \\
\lambda_1 \lambda_2 \bar{\alpha}_u \mu_2
\end{pmatrix}.
\]
influence of both the PU packets and the SU1 packets. When there is no packet in the system, the channel will be used by any packet. When there is no packet in the system, the channel will

Therefore, in this section, we focus on analyzing the performance measures of the SU2 packets. We firstly derive the expression for the total channel utilization, then we show the expressions of some performance measures of the SU2 packets, such as the average queue length, the access rate, the blocking rate, the interruption rate, the throughput, and the average delay.

The total channel utilization $\delta$ is defined as the probability that the channel is being used by any packet. When there is no packet in the system, the channel will

3. Performance measures. In this section, with the steady-state distribution obtained in Section 2, we derive the expressions of some important system performance measures. We note that the admission control scheme proposed in this paper is focused on controlling the access of the SU2 packets. On the other hand, in the proposed adjustable access control scheme, the performance of the SU2 packets will be influenced by both the PU packets and the SU1 packets.

Therefore, in this section, we focus on analyzing the performance measures of the SU2 packets. We firstly derive the expression for the total channel utilization, then we show the expressions of some performance measures of the SU2 packets, such as the average queue length, the access rate, the blocking rate, the interruption rate, the throughput, and the average delay.

The total channel utilization $\delta$ is defined as the probability that the channel is being used by any packet. When there is no packet in the system, the channel will
be idle. Therefore, we can give the expression for the total channel utilization $\delta$ as follows:

$$\delta = 1 - \pi_{0,0,0}. \quad (12)$$

The average queue length $E_{SU2}$ of the SU2 packets is defined as the average number of SU2 packets in the system in the steady state. With the steady-state distribution $\pi_{i,j,k}$, we can give the expression for the average queue length $E_{SU2}$ of the SU2 packets as follows:

$$E_{SU2} = \sum_{i=0}^{K+1} i \pi_{i,0,0} + \sum_{i=1}^{K+1} (i-1)(\pi_{i,1,0} + \pi_{i,0,1}). \quad (13)$$

The access rate $\phi$ of the SU2 packets is defined as the number of newly arriving SU2 packets that are admitted access to the system per slot. We can give the expression for the access rate $\phi$ of the SU2 packets as follows:

$$\phi = \lambda_{22} \pi_{0,0,0} + \sum_{i=1}^{K+1} \frac{\lambda_{22}}{\tau_{i} + 1} (\pi_{i,0,0} + \pi_{i,1,0} + \pi_{i,0,1}). \quad (14)$$

The blocking rate $\beta$ of the SU2 packets is defined as the number of SU2 packets that are admitted access to the system but are blocked by the system per slot. We can give the expression for the blocking rate $\beta$ of the SU2 packets as follows:

$$\beta = \frac{\lambda_{22}}{\tau(K+1) + 1} (\bar{\mu}_{22} + \mu_{22}(1 - \tilde{\lambda}_{1}\tilde{\lambda}_{21}))\pi_{K+1,0,0}$$

$$+ \frac{\lambda_{22}}{\tau(K+1) + 1} (\bar{\mu}_{21} + \mu_{21}(1 - \tilde{\lambda}_{1}\tilde{\lambda}_{21}))\pi_{K+1,1,0}$$

$$+ \frac{\lambda_{22}}{\tau(K+1) + 1} (\bar{\mu}_{1} + \mu_{1}(1 - \tilde{\lambda}_{1}\tilde{\lambda}_{21}))\pi_{K+1,0,1}. \quad (15)$$

The interruption rate $\gamma$ of the SU2 packets is defined as the number of SU2 packets whose transmissions are interrupted by the PU packets or the SU1 packets per slot. We can give the expression for the interruption rate $\gamma$ of the SU2 packets as follows:

$$\gamma = \sum_{i=1}^{K+1} \bar{\mu}_{22}(1 - \tilde{\lambda}_{1}\tilde{\lambda}_{21})\pi_{i,0,0}. \quad (16)$$

The throughput $\theta$ of the SU2 packets is defined as the number of SU2 packets that are transmitted completely per slot. We can give the expression for the throughput $\theta$ of the SU2 packets as follows:

$$\theta = \phi - \beta - \gamma. \quad (17)$$

The average delay $\sigma$ of the SU2 packets is defined as the average time length for an SU2 packet sojourning in the system. By using Little’s law [13], we can give the expression for the average delay $\sigma$ of the SU2 packets as follows:

$$\sigma = \frac{E_{SU2}}{\phi - \beta} \quad (18)$$

where $E_{SU2}$ is the average queue length of the SU2 packets defined in Eq. (13).
4. **Numerical results.** In this section, we show the change trends for different performance measures of the SU2 packets with numerical results. In the following numerical results, in order to verify the effectiveness of the proposed adjustable admission control scheme compared to the available access scheme without admission control [16], we reference the parameter settings in [16]. In the following numerical results, some common parameters can be set as follows: \(K = 5, \mu_1 = \mu_{21} = \mu_{22} = 0.5\).

Figure 2 shows how the total channel utilization \(\delta\) changes with respect to the adjustment factor \(\tau\).

![Figure 2. Total channel utilization \(\delta\) vs. adjustment factor \(\tau\)](image)

From Fig. 2, we find that as the adjustment factor \(\tau\) increases, the total channel utilization \(\delta\) will decrease. This is because as the adjustment factor increases, the possibility for an SU2 packet being admitted to join the system will decrease. This means the possibility of the channel being occupied by an SU2 packet will decrease, leading to a decrease in the total channel utilization.

On the other hand, we find that as the arrival rate of any type of packet (PU packet, SU1 packet, or SU2 packet) increases, the total channel utilization \(\delta\) will increase. The reason may be that as the arrival rate of any packet increases, the number of packets in the system will increase, and then the possibility for the channel being occupied will also increase. This will lead to an increase in the total channel utilization.

Figures 3-5 show how the interruption rate \(\gamma\), the throughput \(\theta\) and the average delay \(\sigma\) of the SU2 packets changes with respect to the adjustment factor \(\tau\).

From Figs. 3-5, we can find that as the adjustment factor \(\tau\) increases, the interruption rate \(\gamma\), the throughput \(\theta\) and the average delay \(\sigma\) of the SU2 packets all show decreasing tendencies. This is because as the adjustment factor increases, the access probability for the SU2 packets will decrease, resulting in greater number of SU2 packets being refused access to the system. As a result, the number of SU2 packets in the system will be decreased, and the number of SU2 packets being
interrupted or being transmitted completely will also be decreased. Therefore, the interruption rate, the throughput and the average delay of the SU2 packets will decrease as the adjustment factor increases.

From Figs. 3-5, we conclude that as the arrival rate $\lambda_1$ of the PU packets or the arrival rate $\lambda_{21}$ of the SU1 packets increases, the interruption rate $\gamma$ and the average delay $\sigma$ of the SU2 packets will increase and the throughput $\theta$ of the SU2 packets will decrease. The reason for these change trends is that as the arrival rate of the PU packets or the arrival rate of the SU1 packets increases, more PU packets
or more SU1 packets will arrive at the system. This means the transmission of more SU2 packets will be interrupted, and at the same time, more SU2 packets will have to wait in the buffer. Therefore, the interruption rate and the average delay of the SU2 packets will increase. Furthermore, as the arrival rate of the PU packets or the arrival rate of the SU1 packets increases, the possibility of the SU2 packets being transmitted will decrease, and the throughput of the SU2 packets will also decrease.

Moreover, from Figs. 3-5, we conclude that as the arrival rate $\lambda_{22}$ of the SU2 packets increases, the interruption rate $\gamma$, the throughput $\theta$ and the average delay $\sigma$ of the SU2 packets all show a tendency to increase. The reason for these change trends is that the higher the arrival rate of the SU2 packets is, the more SU2 packets will gain access to the system, the more SU2 packets will have to wait in the buffer, and the greater the average delay of the SU2 packets will be. On the other hand, as the number of SU2 packets in the system increases, the possibility of the SU2 packets being transmitted will increase. However, the possibility for the transmission of SU2 packets being interrupted will also increase. Therefore, both the throughput and the interruption rate of the SU2 packets will increase as the arrival rate of the SU2 packets increases.

Notably, when the adjustment factor $\tau$ is equal to 0 in the numerical results, the system performance of the conventional access scheme without access control [16] can be obtained. Compared to conventional access scheme, the admission control scheme proposed in this paper can decrease the interruption rate and the average delay of the SU2 packets effectively. However, the throughput of the SU2 packets will also decrease. Therefore, in practical network management, we should set the adjustment factor based on different network running environments. For example, for networks with a higher throughput requirement, the adjustment factor should be set lower. While for networks that are sensitive to average delay of packets, the adjustment factor should be set higher.
5. Optimization for adjustment factor. Based on the numerical results shown in Section 4, we find that as the adjustment factor increases, the average delay of the SU2 packets will decrease. This is what we want to see. However, adversely, as the adjustment factor increases, the throughput of the SU2 packets will decrease. This is what we don’t want to see. In cognitive radio networks, the throughput and the average delay are the most important performance measures when evaluating the system performance. In this section, considering the trade-off between the throughput and the average delay of the SU2 packets, we firstly build a net benefit function $B(\tau)$ with respect to the adjustment factor $\tau$ as follows:

$$B(\tau) = C_1\theta - C_2\sigma$$

(19)

where $\theta$ is the throughput of the SU2 packets, $\sigma$ is the average delay of the SU2 packets. $C_1$ and $C_2$ are the impact factors for the net benefit function $B(\tau)$. $C_1$ can be seen as the reward for the throughput of the SU2 packets, and $C_2$ can be seen as the cost for the SU2 packets sojourning in the system. We note that $C_1$ and $C_2$ can be set based on different network requirements in practice. For example, for the networks with a higher need for throughput, $C_1$ can be set higher, while for the networks with a lower tolerance for delay, $C_2$ should be set higher.

From Eq. (19), the optimal adjustment factor $\tau^*$ can be given as follows:

$$\tau^* = \arg \max_{0 \leq \tau \leq 1} \{B(\tau)\}$$

(20)

where “arg max” stands for the argument of the maximum [4].

We note that it is difficult to prove the convex property of the net benefit function $B(\tau)$ and then derive the analytical results for the optimal adjustment factor $\tau^*$ because of the high complexity of the throughput $\theta$ and average delay $\sigma$ of the SU2 packets in the net benefit function $B(\tau)$. Due to the fact the adjustment factor $\tau$ is a continuous quantity, we attempt to obtain an approximate (local) optimal solution $\tau^*$ by using a steepest descent method [3] for different parameter settings. We note that the steepest descent method is an unconstrained minimization technique. However, the value range of the adjustment factor $\tau$ is $0 \leq \tau \leq 1$ and the optimization objective is maximizing the net benefit function. In order to implement the steepest descent method in our optimization algorithm, by referencing the penalty function method [3], we firstly construct a penalty function $F(\tau)$ as follows:

$$F(\tau) = -B(\tau) + \eta\omega(\tau).$$

(21)

In Eq. (21), $\eta > 0$ is called a penalty factor and $\omega(\tau)$ is called a penalty term. Considering the value range $0 \leq \tau \leq 1$ of the adjustment factor $\tau$, we can give the penalty term $\omega(\tau)$ as follows:

$$\omega(\tau) = 1/(\tau - 0) + 1/(1 - \tau).$$

(22)

With the penalty function $F(\tau)$, we give an optimal algorithm to obtain the optimal adjustment factor $\tau^*$ as follows:

In Algorithm 1 mentioned above, the step size $\psi$, the decline coefficient $\vartheta$ and the tolerance $\epsilon$ in line numbers 3-5 can be set based on the accuracy requirement of the optimal algorithm. Moreover, considering the complexity of the net benefit function, the differential operation for $F(\tau)$ in line number 3 can be approximated numerically as follows:

$$\frac{dF(\tau)}{d\tau} \approx \frac{F(\tau + \varsigma) - F(\tau)}{\varsigma}$$

(23)

where $\varsigma$ is an arbitrary small number (for example, $\varsigma = 10^{-6}$).
Algorithm 1 Optimal algorithm to obtain the optimal adjustment factor $\tau^*$.

Input: $C_1, C_2, K, \lambda_1, \lambda_{21}, \lambda_{22}, \mu_1, \mu_{21}, \mu_{22}$

Output: $\tau^*$

1: Begin
2: Set the initial value $\tau_0$ of the adjustment factor $\tau$ with $n = 0$;
3: Calculate $\tau_{n+1} = \tau_n - \psi \frac{dF(\tau)}{d\tau}|_{\tau = \tau_n}$, where $\psi$ is called the step size;
4: Calculate $|F(\tau_{n+1}) - F(\tau_n)|$ and $|\tau_{n+1} - \tau_n|$. Go to line number 5 if $|F(\tau_{n+1}) - F(\tau_n)| < \epsilon$ as well as $|\tau_{n+1} - \tau_n| < \epsilon$, where $\epsilon$ is tolerance; Otherwise, set $n = n + 1$ and repeat line number 3;
5: Calculate $\eta\omega(\tau_n)$. Go to line number 6 if $\eta\omega(\tau_n) < \epsilon$; Otherwise, go back to line number 2 by setting $\tau_0 = \tau_n$, $\eta = \eta\vartheta$, where $\vartheta$ is the decline coefficient of the penalty factor $\eta$;
6: Obtain $\tau^* = \tau_n$, and compute the corresponding $B(\tau^*)$;
7: Return $\tau^*$.
8: End

Moreover, the convergence for Algorithm 1 can reference the analysis and proof for the steepest descent method and the penalty function method given in [3].

In order to verify the feasibility of Algorithm 1, with the same parameter settings in Section 4, by setting $C_1 = 113$, $C_2 = 3$, $K = 5, 10$ in the optimization algorithm as an example, we obtain the optimal adjustment factor $\tau^*$ and the maximum net benefit $B(\tau^*)$ for different parameter settings in Table 1.

**Table 1. Optimal adjustment factor $\tau^*$ and the maximum net benefit $B(\tau^*)$**

| Buffer capacity | Arrival rates of packets | Optimal adjustment factor $\tau^*$ | Maximum net benefit $B(\tau^*)$ |
|-----------------|--------------------------|-----------------------------------|---------------------------------|
| $K$             | $\lambda_1, \lambda_{21}, \lambda_{22}$ |                                    |                                 |
| 5               | $\lambda_1 = 0.1, \lambda_{21} = 0.1, \lambda_{22} = 0.2$ | 0.0006                            | 7.4084                          |
| 5               | $\lambda_1 = 0.2, \lambda_{21} = 0.1, \lambda_{22} = 0.2$ | 0.1178                            | 3.5230                          |
| 5               | $\lambda_1 = 0.2, \lambda_{21} = 0.2, \lambda_{22} = 0.2$ | 0.3232                            | 0.0113                          |
| 5               | $\lambda_1 = 0.2, \lambda_{21} = 0.2, \lambda_{22} = 0.3$ | 0.5887                            | 2.4589                          |
| 10              | $\lambda_1 = 0.1, \lambda_{21} = 0.1, \lambda_{22} = 0.2$ | 0.0252                            | 7.3280                          |
| 10              | $\lambda_1 = 0.2, \lambda_{21} = 0.1, \lambda_{22} = 0.2$ | 0.1341                            | 3.4942                          |
| 10              | $\lambda_1 = 0.2, \lambda_{21} = 0.2, \lambda_{22} = 0.2$ | 0.3342                            | 0.0031                          |
| 10              | $\lambda_1 = 0.2, \lambda_{21} = 0.2, \lambda_{22} = 0.3$ | 0.6012                            | 2.4494                          |

From Table 1, we find that as the buffer capacity $K$ of the SU2 packets changes from 5 to 10, the optimal adjustment factor $\tau^*$ shows an obvious increasing change trend. The reason is that as the buffer capacity increases, more SU2 packets can access the buffer and wait in the system, then the average delay of the SU2 packets will increase. In order to reduce the average delay of the SU2 packets, we should increase the adjustment factor to decrease the access probability of the SU2 packets.

On the other hand, looking at Table 1, we find that as the arrival rate $\lambda_1$ of the PU packets or the arrival rate $\lambda_{21}$ of the SU1 packets increases, the optimal adjustment factor $\tau^*$ will also increase. The reason may be that as the arrival rate
of the PU packets or the arrival rate of the SU1 packets increases, the possibility of the SU2 packets being transmitted will decrease, and a large number of SU2 packets have to wait in the system. In order to reduce the average delay of the SU2 packets, the adjustment factor should be set higher.

Moreover, from Table 1, we conclude that as the arrival rate $\lambda$ of the SU2 packets increases, the optimal adjustment factor $\tau^*$ will increase. This is because as the arrival rate of the SU2 packets increases, more SU2 packets will gain access to and wait in the system. In order to control the access of the SU2 packets, the adjustment factor should be set higher.

6. Conclusions. In this paper, in order to guarantee the QoS of the network users in the system, we proposed an adjustable access control scheme for the SU2 packets in cognitive radio networks with multiple SUs. We built a discrete-time pre-emptive priority queuing model with a finite waiting room and an adjustable joining rate to capture the working principle of the proposed adjustable access control scheme. With steady-state analysis, we derived the analytical solution for the total channel utilization, the interruption rate, the throughput, and the average delay of the SU2 packets. We also presented numerical results to show the influence of the adjustment factor on the system performance. From the numerical results, we concluded that the adjustment factor had an important effect on the system performance. Moreover, we concluded that compared to the conventional access scheme without admission control, the adjustable admission control scheme proposed in this paper can decrease the interruption rate and the average delay of the SU2 packets effectively. Finally, considering the trade-off between the throughput and the average delay of the SU2 packets, we built a net benefit function and put forward an optimal algorithm to optimize the adjustment factor.

In this paper, we focused on proposing an access control scheme in a cognitive radio network with a single channel. When multiple channels are considered, the system model and model analysis will be more complicated. As a future work, we will expand our research by analyzing a system with multiple channels.
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