Bias correction and statistical downscaling of earth system models using quantile delta mapping (QDM) and bias correction constructed analogues with quantile mapping reordering (BCCAQ)
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Abstract. Earth System Models (ESM) is a model that can simulate, predict climate change that occurred in the past, present, and create climate change scenarios in the future. ESM output has not been able to represent local scale climate. Statistical Downscaling (SD) is a static downscaling process in which data on a large-scale grids in a certain period and time period is used as a basis for determining data on small-scale grids. SD results still have a sizeable bias, so we need a method that works to reduce the bias. The bias correction method used in this research is Quantile Delta Mapping (QDM) and bias correction constructed analogues with quantile mapping reordering (BCCAQ). This study downscale rainfall and maximum temperature data generated from Beijing Normal University Earth System Model (BNU-ESM) and ERA-Interim as the proxy of the observation. The skill is verified by means of Taylor Diagram showing the correlation value, the Root Mean Square Error (RMSE), and standard deviation. Based Taylor Diagram the QDM has better performance compared to the BCCAQ method. The performance of downscaling and bias correction during September-October-November (SON) is the best compared to other seasons.

1. Introduction

Earth System Models (ESM) are models that can simulate climate and predict future climate change. The ESM generates output on global scale with low resolution does not represent local climate characteristic. Downscaling technique is a technique that is able to change the grid with large scale units into grids with smaller scale units [1]. There are two types of dynamic downscaling techniques and downscaling statistics. Statistical downscaling techniques provide an efficient and effective computational way to produce sensible hydroclimatoloty from large Global Climate Model (GCM) ensembles [2]. The simplest and easiest method of downscaling is the interpolation method [3]. In recent years, several methods have been developed that combine downscaling statistics with bias correction to better represent the local climate. [4]. The bias correction and statistical downscaling technique have been applied by many researchers [5,6,7,8].

The quantile mapping correction algorithm is used to correct the systematic distribution bias in the output of rainfall from the climate model. Although effective in reducing bias, damage to the projection trends of future models is found as a result of quantile mapping [9]. Therefore Cannon et al. [9] introduced the Quantile Delta Mapping (QDM) method which explicitly maintains relative
changes in rainfall. Bias Correction / Constructed Analogues with Quantile Mapping (BCCAQ) is a hybrid downscaling method that uses the output from CA and quantile mapping at high-scale resolution. Constructed Analogues (CA) and Climate Imprint (CI) algorithms plus QDM are run independently. The BCCAQ provides a better representation than analogue constructed bias correction (BCCA), double BCCA (DBCCA), bias correction ans spatial downscaling (BCSD), BCSD using minimum / maximum temperature (BCSDX), climate imprint method (CI), and corrected bias (BCCI) [10]. BCCAQ method is applied to downscale and correct the bias of the daily simulation scale of temperature and rainfall of 10 km to 800m, the result is that BCCAQ is able to reduce the observation error [11].

This study focuses on evaluating the skills of the bias correction method and statistical downscaling QDM and BCCAQ in reducing bias in the ESM output data. The skill evaluated based on correlation values, Root Mean Square Error (RMSE), and standard deviation. Correlation aims to determine the pattern of the relationship between the results of correction bias (QDM and BCCAQ) with observation. RMSE aims to determine the closeness or similarity between the results of the bias corrected (QDM and BCCAQ) with observational data. The ESM output used in this study is Solar Radiaton Management (SRM) scenario generated from Beijing Normal University Earth System Models (BNU-ESM) with a grid resolution of 2.8˚×2.8˚. The BNU-ESM models can simulate Southeast Asia weather well. The observational data in this study are Era-Interim reanalysis dataset from the European Center for Medium-Range Weather Forecast (ECMWF) with a resolution of 0.25˚×0.25˚. The variables used in this study are rainfall and maximum temperature.

2. Literature Review

Bias Correction / Analog Construction with Quantile Mapping Reordering (BCCAQ) is a downscaling method that combines several methods including Climate Analogues (CA), Climate Imprint (CI), Quantile Delta Mapping, and Quantile Mapping (QM). The process of BCCAQ method are to combine the daily QDM output of each high-scale grid and rearrange it according to the daily CA rank[10].

2.1. Climate imprint (CI) for rainfall and temperature

Multiplication of interpolated rainfall with the average monthly rainfall getting daily rainfall,

\[ P_{\text{daily}} = P_{\text{interpolated}} \times P_{\text{monthly}} \]  \hspace{1cm} (1)

where \( P_{\text{interpolated}} \) is the bilinear interpolation output from the daily rainfall ratio of GCM (\( P_{\text{ratio}} \)). \( P_{\text{ratio}} \) is daily rainfall divided by monthly rainfall. The daily temperature is obtained from the average monthly temperature minus the interpolation temperature,

\[ T_{\text{daily}} = T_{\text{monthly}} - T_{\text{interpolated difference}} \]  \hspace{1cm} (2)

where \( T_{\text{interpolated difference}} \) is the bilinear interpolation output from the difference in ESM output temperature(\( T_{\text{difference}} \)). \( T_{\text{difference}} \) is obtained from the difference between the monthly temperature and the daily temperature.

2.2. Constructed analogues (CA)

The analogue method has been used in the predictions of seasons and seasons since 1969 by Lorenz but produces unfavorable results. This is because analogues are chosen from a database of rough atmospheric patterns [12]. While the use of analogue methods for the downscaling process itself began [13]. One of the goals of the downscaling method is to obtain statistical data that is suitable for the atmosphere's scale [14]. The equation of CA [15]:

\[ \hat{P}_{\text{downscaled}} = P_{\text{analogues}} \left[ \left( Z_{\text{analogues}} Z_{\text{analogues}}^\top \right)^{-1} Z_{\text{analogues}} \right] Z_{\text{obs}} \]  \hspace{1cm} (3)
where $\hat{P}_{\text{downscaled}}$ is constructed high-resolution analogue, $P_{\text{analogues}}$ is a series of historical high-resolution analogues, $Z_{\text{analogues}}$ is a matrix of column vectors consisting of subsets of low resolution. Vector dimension of $P_{\text{analogues}}$ and $\hat{P}_{\text{downscaled}}$ are $p_{\text{VIC}} \times 1$, where $p_{\text{VIC}}$ the number of grids in a high-resolution. The dimension of the $Z_{\text{analogues}}$ are $p \times n$. Dimension of matrix $Z'_{\text{analogues}} Z_{\text{analogues}}$ is $n \times n$.

2.3. Quantile mapping and quantile delta mapping

Equating the cumulative distribution (CDF) function between ESM outcomes ($F_{m,h}$) and observation ($F_{o,h}$) is the basic idea of quantile mapping (QM), where $x_{o,h}$ is a representation historical observation data, and $x_{m,h}$ is historical model data. Following is the correction bias formula for the model projection data,

$$\hat{x}_{m,p}(t) = F_{o,h}^{-1}\left[F_{m,h}\left[x_{m,p}(t)\right]\right]$$

(4)

where $\hat{x}_{m,p}$ is the correction bias for the ESM output projection at time $t$. If the projection value is outside the historical range, then the Wood et al. [4] parametric distribution approach or the Boé et al. [16] constant correction approach, then the equation becomes,

$$\hat{x}_{m,p}(t) = F_{o,h}^{-1}\left[F_{m,h}\left[\frac{x_{m,h}x_{m,p}(t)}{\bar{x}_{m,p}(t)}\right]\right]$$

(5)

where $\bar{x}_{m,h}$ is the mean ESM output of the historical period, while $\bar{x}_{m,p}(t)$ represents the average output of ESM in the projected period at time $t$. The basic idea of Quantile Delta Mapping (QDM) is to maintain relative changes in climate simulation models.

$$\tau_{m,p}(t) = F_{m,h}^{-1}\left[x_{m,p}(t)\right], \tau_{m,p}(t) \in [0,1]$$

(6)

The probability that no continuation is related to the value at time $t$ is represented by $\tau_{m,p}$. The relative change in ESM output at time $t$ is then given by,

$$\Delta_m(t) = \frac{F_{m,h}^{-1}\left[\tau_{m,p}(t)\right]}{F_{m,h}^{-1}\left[\tau_{m,p}(t)\right]} = \frac{x_{m,p}(t)}{\bar{x}_{m,p}(t)}$$

(7)

The inverse of CDF estimated from the value observed $x_{o,h}$ over the historical period is a quantile correction at time $t$,

$$\hat{x}_{o,m,h,p}(t) = F_{o,h}^{-1}\left[\tau_{m,p}(t)\right]$$

(8)

The multiplicative process is applied to relative changes $\Delta_m(t)$ to correct for bias in future projections,

$$\hat{x}_{m,p}(t) = \hat{x}_{o,m,h,p}(t)\Delta_m(t)$$

(9)

equation 7 and equation 8 are substituted for equation 9,

$$\hat{x}_{m,p}(t) = F_{o,h}^{-1}\left[F_{m,h}\left[x_{m,p}(t)\right]\right]\left[\frac{x_{m,p}(t)}{F_{m,h}^{-1}\left[F_{m,h}\left[x_{m,p}(t)\right]\right]}\right]$$

(10)

ADDITIVES are applied to equations 7 and 9 for temperature variables.

2.4. Evaluate skills

To evaluate skills resulting from bias correction and statistical downscaling using Taylor diagrams that show correlation coefficients, root mean square error (RMSE) and standard deviations (SD).
\[
R_{xx} = \frac{\frac{1}{N} \sum_{i=1}^{N} (\hat{X}_i - \bar{X})(X_i - \bar{X})}{SD_{\hat{X}} SD_X}
\]

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( \frac{\hat{X}_i - \bar{X}}{N} \right)^2}
\]

\[
SD_{\hat{X}} = \sqrt{\frac{\sum_{i=1}^{N} (\hat{X}_i - \bar{X})^2}{N}}
\]

\[
SD_X = \sqrt{\frac{\sum_{i=1}^{N} (X_i - \bar{X})^2}{N}}
\]

Where, \( X_i \) = the ERA-Interim of \( i \), \( \hat{X}_i \) = corrected value of \( i \) (results of bias correction).

### 3. Methodology

This research uses daily rainfall data and maximum daily temperature from two sources. The first source is the historical scenario of the climate change experiment ensemble Coupled Model Intercomparison Project Phase 5 (CMIP5). Historical scenario has several models, in this study the model chosen is the Beijing Normal University Earth System Model (BNU-ESM) with a grid resolution of 2.8° × 2.8°. The BNU-ESM model began in 1950–2005. The second source is the ERA-Interim reanalysis from the European Mid-Term Weather Forecast Center (ECMWF) with a grid resolution of 0.25° × 0.25°. Era-Interim reanalysis began in 1979–2005. This research will be analyzed separately between daily rainfall and maximum daily temperature. The resolution of the BNU-ESM model will be downscaled to the ERA-Interim resolution using the CI method to obtain local-scale climate. QDM and BCCAQ methods are used to reduce bias. The bias correction method skills in this study were assessed using Taylor diagrams. The steps of analysis are described as follows.

1. Downsampling the historical scenario data using the CI method.
2. Correcting the bias of CI downscale results on ERA-Interim reanalysis data using the QDM method.
3. Applying bias correction with the QDM method.
4. Downsampling the historical scenario using the CA method.
5. Correcting the bias of CA downscale results in the ERA-Interim reanalysis data using the QM method.
6. QDM bias correction results (step 2) at each high-scale grid point are rearranged in a particular month according to the QM bias correction results rank (step 5).
7. Applying bias correction with the BCCAQ method.
8. Dividing the results of the BCCAQ, QDM, and ERA-Interim dataset into December-January-February (DJF), March-April-May (MAM), June-July-August (JJA), and September-October-November (SON).
9. Evaluating skill methods per season (DJF, MAM, JJA, and SON) and all period using correlation coefficient and RMSE in Taylor diagram.

### 4. Results and Discussion

This section will explain the results of the QDM and BCCAQ methods, and evaluate the skills of the QDM and BCCAQ methods using the Taylor diagram.
4.1. Rainfall and maximum temperatures patterns

Time series plot is used to determine whether there are seasonal patterns or recurring events in each year, month, or day of data. Figure 1 is a time series plot for monthly rainfall and the maximum monthly temperature model of the BNU-ESM and ERA-Interim from 1995-2005.

![Time series plots](image)

**Figure 1.** Time series plots (a) rainfall (mm) (b) maximum temperature (°C).

Based on Figure 1, the highest rainfall from the BNU-ESM and ERA-Interim models occurs in December to February for each year due to the rainy season period. The decrease in rainfall occurs after February and rises again in December. The highest maximum temperatures of the BNU-ESM and ERA-Interim models occur in April to August for each year. The rainfall and maximum temperature in BNU-ESM and ERA-Interim is similar from year to year in most months with different intensities. The difference in rainfall between the BNU-ESM and the ERA-Interim is very clear, the BNU-ESM rainfall is higher than the ERA-Interim, as well as at the maximum temperature. This difference clearly shows a very large bias between BNU-ESM and ERA-Interim. The bias in rainfall tends to be greater than the bias at maximum temperature. To reduce bias, we applied statistical downscaling and correction bias methods (QDM and BCCAQ).

4.2. The result of bias corrections

The bias correction results are shown in Figure 2 of the rainfall map and Figure 3 of the maximum temperature map.

![Rainfall and temperature maps](image)

**Figure 2.** (a) BNU-ESM raw data (b) ERA-Interim raw data (c) result of BCCAQ method (d) result of QDM method.
Based on Figure 2, there is a similarity between rainfall results from downscaling and bias correction with ERA-Interim. The highest rainfall was happened on the Papua Island, parts of Kalimantan Island, and parts of Sulawesi Island. Based on Figure 3, the average highest maximum temperatures happened in southern Papua Island, Bali Island, East Nusa Tenggara Island, West Nusa Tenggara Island, and Ambon Island. The highest average maximum temperature is between 27-28°C. The lowest maximum temperature is in Sumatra Island, part of Kalimantan Island, part of Sulawesi Island, Java Island, and central Papua Island.

4.3. Evaluation skill
In order to evaluate the skill, RMSE and correlation are calculated. Figure 4 is map of correlation between result of downscaling and bias correction methods (QDM and BCCAQ) for ERA-Interim.

Based on Figure 4, the highest correlation for rainfall and maximum temperature is in southern part of Indonesia. Correlation maps cannot be used to determine the best method because there are no
significant differences results and hence, therefore a Taylor diagram is needed. The closeness of the ESM output to observations is illustrated by Taylor's diagram which is verified in terms of correlation, root mean square error (RMSE), and standard deviation [17].

Figure 5. Taylor Diagram for rainfall (a) All Period (b) season.

Figure 6. Taylor Diagram for maximum temperature (a) All Period (b) season.

Based on Figures 5 and 6, the dashed yellow line shows the value of RMSE, the gray line shows the correlation value, and the dashed black line indicates the standard deviation value. The best method is the method nearby to the point marked "observed" on the x-axis. Based on Figure 5 and 6, the best methods for bias correction is QDM in DJF, MAM, JJA, SON, and all periods. The optimum result is obtained during SON, with the correlation is about 0.39, RMSE is about 1.2, and standard deviation is about 1.3, as well as for maximum temperature, with correlation coefficient is about 0.40, RMSE is about 0.46, and standard deviation is about 0.50. If apart from the season, the maximum temperature has better than rainfall, with correlation coefficient 0.5, standard deviation is about 0.5 and RMSE is about 1.4.

5. Conclusion
The bias correction method and downscaling statistics can reduce the bias between BNU-ESM and ERA-Interim. There are similarities in the pattern between the results of BCCAQ and QDM with ERA-Interim. The southern part of Indonesia is a region that has a high correlation. Taylor Diagram results show QDM has better performance than BCCAQ to correct bias. SON is a season that has better performance than other seasons. Although QDM skills are not bad, other methods might be
applied to improve downscaling and bias correction skills. Besides trying other methods, a suggestion for future research is to be able to use ERA-5 reanalysis data to improve downscaling and bias correction skills, because ERA-5 is a reconciliation of ERA-Interim reanalysis.
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