Testing the $R_h = ct$ Universe Jointly with the Redshift-dependent Expansion rate and Angular-diameter and Luminosity Distances
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Abstract

We use three different data sets, specifically $H(z)$ measurements from cosmic chronometers, the HII-galaxy Hubble diagram, and reconstructed quasar-core angular-size measurements, to perform a joint analysis of three flat cosmological models: the $R_h = ct$ Universe, $\Lambda$CDM, and $w$CDM. For $R_h = ct$, the $1\sigma$ best-fit value of the Hubble constant $H_0$ is $62.336 \pm 1.464$ km s$^{-1}$ Mpc$^{-1}$, which matches previous measurements ($\sim 63$ km s$^{-1}$ Mpc$^{-1}$) based on best fits to individual data sets. For $\Lambda$CDM, our inferred value of the Hubble constant, $H_0 = 67.013 \pm 2.578$ km s$^{-1}$ Mpc$^{-1}$, is more consistent with the Planck optimization than the locally measured value using Cepheid variables, and the matter density $\Omega_m = 0.347 \pm 0.049$ similarly coincides with its Planck value to within $1\sigma$. For $w$CDM, the optimized parameters are $H_0 = 64.718 \pm 3.088$ km s$^{-1}$ Mpc$^{-1}$, $\Omega_m = 0.247 \pm 0.108$ and $w = -0.693 \pm 0.276$, also consistent with Planck. A direct comparison of these three models using the Bayesian Information Criterion shows that the $R_h = ct$ universe is favored by the joint analysis with a likelihood of $\sim 97\%$ versus $\lesssim 3\%$ for the other two cosmologies.
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1. Introduction

We are witnessing a surge in activity finding new ways to test the observational signatures of competing cosmological models. These include tests based on the measurement of the expansion rate $H(z)$ with cosmic chronometers [1, 2] and baryon acoustic oscillations (BAO) [3], the HII Hubble diagram constructed from the luminosity distance to HII galaxies [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15], and the angular-diameter distance inferred from the angular-size of compact cores in quasars [16, 17, 18, 19]. These, and other recent observations, are revealing some tension between the predictions of the standard model $\Lambda$CDM and the actual measurements, including the value of the Hubble constant, $H_0$, measured locally with Cepheid variables and at high redshift with Planck [20]; $\sigma_8$ [21, 22, 23, 24] and the structure growth rate measured by 2dFGRS [25], VVDS [26], quasar clustering [27, 28, 29], and peculiar velocity studies [30, 31]; the anomalously early appearance of galaxies [32] and massive quasars [33, 34]; and the redshift-dependent halo-mass distribution function [35, 36].

There is therefore some motivation to consider new physics, or alternative cosmological models. Thus far, arguably the most successful competitor to $\Lambda$CDM has been the $R^2 = ct^2$ universe [37, 38, 39]. In this model, (i) the observed constraint of our gravitational horizon, i.e., $R_h(t_0) = ct_0$, is upheld for all cosmic time $t$ which, however, would not be entirely consistent with $\Lambda$CDM, or any other cosmological model we know of [37], (ii) the expansion rate, $\dot{a}$, is constant, where $a$ is the scale factor and the overdot signifies differentiation with respect to $t$, and (iii) the pressure $p$ and energy density $\rho$ satisfy the zero active mass condition in general relativity, $p = -\rho/3$, which appears to be a requirement for the simplified form of the metric in the Friedmann-Robertson-Walker (FRW) spacetime [40].

But up until now, all of the tests carried out for this model have been based on the use of individual data sets (see Table 1 in ref. [41]). In this paper, for the first time, we consider a joint analysis and test of this model using three very different kinds of measurement, including the redshift-dependent expansion rate, and the angular-diameter and luminosity distances. Other recent model comparisons have shown that the data favor predominantly the
standard and $R_h = ct$ cosmologies [20, 42], so in this paper we streamline our comparative analysis by ignoring other models sometimes used for model selection, including Einstein-de Sitter and the Milne universe.

We shall introduce the measurements of $H(z)$ based on cosmic chronometers, the HII-galaxy Hubble diagram, and the angular size of quasar cores in Section 2. Then, in Section 3, we shall compare the predicted expansion rates and distances in these three models with the data. The joint analysis and results of our comparison will be presented in Section 4 and we shall discuss the outcome in Section 5. Section 6 presents our conclusions and future prospects.

2. Data

2.1. $H(z)$ measurements

There are two predominant methods used to measure $H(z)$: cosmic chronometers [11, 2] and the baryon acoustic oscillation (BAO) scale [3]. The former is based on a direct determination of the relative ages of adjacent galaxies, and is model independent. As discussed more extensively in [43], however, the $H(z)$ measurements extracted from the BAO scale often require the pre-assumption of a specific cosmological model in order to separate the ever-present redshift space distortions from the actual redshift width and position of the BAO peak. In addition, this method depends on how “standard rulers” evolve with redshift, rather than how cosmic time changes locally with $z$. Unfortunately, the expansion rates measured in these different ways are sometimes combined to produce an overall $H(z)$ versus $z$ diagram, but they cannot be used to test different models because, as noted, the BAO approach necessarily adopts a particular cosmology and is therefore model-dependent. Thus, unlike other recent attempts at using measurements of $H(z)$ for cosmological work [44], we use only cosmic chronometers in this paper, as listed in Table 1 of ref. [45] (assembled from various published sources cited in that work).

2.2. HII-Galaxy Hubble Diagram

We use a total sample of 156 sources (25 high-$z$ HII galaxies, 107 local HII galaxies, and 24 giant extragalactic HII regions), assembled by [15]. A detailed description of these objects, their relevant properties and the methodology used to derive them, was given in refs. [15, 47, 48, 49, 50, 51].
With these data\footnote{We also point out that an incorrect reference was previously given for the H$\beta$ flux of the three sources Q2343-BX660, HoyosD2-5, and HoyosD2-1 in Table 1 of ref. [46]. The correct attribution should have been ref. [15].} the H$\beta$ luminosity may be calculated according to the expression

$$L(\text{H}\beta) = 4\pi d_L^2(z) F(\text{H}\beta), \quad (1)$$

where $d_L$ and $F(\text{H}\beta)$ are the cosmological model-dependent luminosity distance at redshift $z$ and the reddening-corrected H$\beta$ flux, respectively.

The emission-line luminosity versus ionized-gas velocity dispersion correlation ($L - \sigma$) reads \cite{14, 51, 15}

$$\log L(\text{H}\beta) = \alpha \log \sigma(\text{H}\beta) + \kappa, \quad (2)$$

where $\alpha$ is the slope of the function and $\kappa$ is a constant representing the logarithmic luminosity at $\log \sigma(\text{H}\beta) = 0$. This empirical correlation for $L(\text{H}\beta)$ has been used as a luminosity indicator for cosmology (e.g., \cite{14, 15}), but the cosmological parameters $\alpha$ and $\kappa$ are unknown and must be considered as free parameters to be optimized simultaneously with those of the cosmological model.

The expression for the observed distance modulus of an HII galaxy was deduced by ref. [52], based on their fittings to their observed $L - \sigma$ relation. Combining their Equations (1) and (2), one may write the distance modulus as

$$\mu_{\text{obs}} = 2.5 \left[ \kappa + \alpha \log \sigma(\text{H}\beta) - \log F(\text{H}\beta) \right] - 100.2, \quad (3)$$

and its error $\sigma_{\mu_{\text{obs}}}$ can be calculated by error propagation, i.e.,

$$\sigma_{\mu_{\text{obs}}} = 2.5 \sqrt{(\alpha \sigma_{\log \sigma})^2 + (\sigma_{\log F})^2}, \quad (4)$$

where $\sigma_{\log \sigma}$ and $\sigma_{\log F}$ are the 1$\sigma$ uncertainties of $\log \sigma(\text{H}\beta)$ and $\log F(\text{H}\beta)$, respectively.

By comparison, the theoretical distance modulus $\mu_{\text{th}}$ is defined as

$$\mu_{\text{th}} \equiv 5 \log \left[ \frac{d_L(z)}{\text{Mpc}} \right] + 25. \quad (5)$$

This is the expression we compare with Equation (3) to determine the quality of the fit in each model.
Table 1: Quasar-Core Data

| \( z \)  | \( \theta_{\text{core}} \) (mas) | \( \sigma \theta_{\text{core}} \) (mas) |
|----------|---------------------------------|---------------------------------|
| 0.5180   | 2.3990                          | 0.6643                          |
| 0.6320   | 1.9330                          | 0.3737                          |
| 0.7255   | 1.4540                          | 0.2243                          |
| 0.8370   | 1.7300                          | 0.4597                          |
| 0.9365   | 1.4740                          | 0.4087                          |
| 1.0325   | 1.5440                          | 0.2782                          |
| 1.1045   | 1.3990                          | 0.4172                          |
| 1.1715   | 1.2770                          | 0.4492                          |
| 1.2450   | 1.5440                          | 0.3838                          |
| 1.2920   | 1.2000                          | 0.4595                          |
| 1.3290   | 1.3870                          | 0.5055                          |
| 1.3900   | 0.7580                          | 0.3794                          |
| 1.4525   | 1.3300                          | 0.2510                          |
| 1.5245   | 1.2800                          | 0.2917                          |
| 1.6255   | 1.4310                          | 0.3751                          |
| 1.7325   | 1.4640                          | 0.3213                          |
| 1.8120   | 1.1360                          | 0.4476                          |
| 1.9490   | 1.3960                          | 0.2804                          |
| 2.0785   | 1.5960                          | 0.5076                          |
| 2.4960   | 1.4560                          | 0.1858                          |
2.3. Quasar cores

Jackson et al. [53] assembled a sample of ultra-compact radio sources, extracted from an old 2.29 GHz VLBI survey of [54] and additions by [55]. A mixed population of AGNs and quasars, however, makes it difficult to disentangle systematic differences from true cosmological variations. Fortunately, this issue has been overcome by a recent introduction of an additional luminosity restriction applied to these sources, used in conjunction with the constraint on the spectral index $\epsilon$ that was used earlier by [16]. The exclusion of sources with low luminosities $L$ could mitigate the dependence of the intrinsic core size on $L$ and redshift $z$ [56]. The physical core size $\ell_{\text{core}}$ strongly depends on luminosity both at the low and high ends [18, 19]. It appears that a sub-sample of [53] with spectral index $-0.38 < \epsilon < 0.18$ and intermediate luminosity $10^{27}$ W/Hz < $L$ < $10^{28}$ W/Hz has a reliable standard linear size. Here, to partially minimize an additional degree of scatter that would otherwise appear using the individual data points, we bin these sources into groups of 7 and select the median value in each bin to represent the angular size $\theta_{\text{core}}$ [57]. The resulting 20 data points are listed in Table 1, along with their 1σ errors estimated assuming Gaussian variation within each bin. The theoretical angular size of the compact quasar core is given as

$$\theta_{\text{th}}_{\text{core}} = \frac{\ell_{\text{core}}}{d_A(z)},$$

where $d_A$ is the model-dependent angular diameter distance.

3. Models and Observational Signatures

In this paper, we consider three flat cosmological models:

1. The $R_n = ct$ Universe (an FRW cosmology with zero active mass and equation of state, EoS, $\rho + 3p = 0$ [37, 40, 58]). In this model, the Hubble parameter $H(z)$, luminosity distance $d_L$ and angular-diameter distance $d_A$ are given, respectively, as

$$H(z) = H_0(1 + z),$$

$$d_L(z) = \frac{c}{H_0} (1 + z) \ln(1 + z),$$

and

$$d_A(z) = \frac{c}{H_0} \frac{1}{1 + z} \ln(1 + z),$$
where $c$, $z$ and $H_0$ are the speed of light, redshift and Hubble constant, respectively.

2. Flat ΛCDM, with matter density parameter $\Omega_m$, a constant dark energy (DE) density parameter $\Omega_\Lambda$ and EoS $w_\Lambda = -1$. For this model,

$$H(z) = H_0 \sqrt{\Omega_m(1+z)^3 + \Omega_\Lambda}$$

(ignoring the insignificant contribution from radiation in the local Universe),

$$d_L(z) = \frac{c}{H_0}(1+z) \int_0^z \frac{dz'}{\sqrt{\Omega_m(1+z')^3 + \Omega_\Lambda}},$$

and

$$d_A(z) = \frac{c}{H_0(1+z)} \int_0^z \frac{dz'}{\sqrt{\Omega_m(1+z')^3 + \Omega_\Lambda}}.$$  

3. Flat $w$CDM, which differs from ΛCDM by having a variable DE EoS, so that

$$H(z) = H_0 \sqrt{\Omega_m(1+z)^3 + \Omega_{de}(1+z)^{3(1+w_{de})}},$$

$$d_L(z) = \frac{c}{H_0}(1+z) \int_0^z \frac{dz'}{\sqrt{\Omega_m(1+z')^3 + \Omega_{de}(1+z')^{3(1+w_{de})}}},$$

and

$$d_A(z) = \frac{c}{H_0(1+z)} \int_0^z \frac{dz'}{\sqrt{\Omega_m(1+z')^3 + \Omega_{de}(1+z')^{3(1+w_{de})}}}.$$  

4. Joint Analysis and Results

We begin by first describing our model selection procedure, based on the Bayes Information Criterion (BIC). This approach maximizes the joint likelihood function for all of the fitting parameters, which can be viewed as a function to be maximized, or as a multiplicative factor modifying an assumed Bayesian prior. Since the uncertainties for both the $H(z)$ measurements and the angular-sizes of quasar cores $\theta_{core}$ are known, based on flat Bayesian priors, their likelihood functions can be presented as follows:

$$L_{H(z)} \propto \exp \left[ -\sum_i \frac{[H_{\text{obs},i} - H_{\text{th}}(z_i)]^2}{2\sigma_{H_{\text{obs},i}}^2} \right],$$

where $H_{\text{obs},i}$ and $H_{\text{th}}(z_i)$ are the observed and predicted values of $H(z)$, respectively, and $\sigma_{H_{\text{obs},i}}$ is the uncertainty in the observed value.
and

\[ \mathcal{L}_{\theta_{\text{core}}} \propto \exp \left[ - \sum_{i} \frac{[\theta_{\text{core},i} - \theta_{\text{th core}}(z_i)]^2}{2\sigma_{\theta_{\text{core},i}}^2} \right], \tag{17} \]

where \( H_{\text{obs},i} \) and \( \theta_{\text{core},i} \) are the observed expansion rates and quasar core angular-sizes, respectively, along with their 1σ uncertainties (see Table 1). Also, \( H_{\text{th}}(z_i) \) and \( \theta_{\text{th core}}(z_i) \) are the theoretical values of \( H(z) \) and \( \theta_{\text{core}} \) evaluated at redshift \( z_i \). For the HII galaxies, however, the error \( \sigma_{\mu_{\text{obs}}} \) depends on the value of \( \alpha \) (see Eq. 4), so the likelihood function is instead

\[ \mathcal{L}_{\text{HII}} = \prod_{i} \frac{1}{\sqrt{2\pi} \sigma_{\mu_{\text{obs}},i}} \times \exp \left[ - \frac{(\mu_{\text{obs},i} - \mu_{\text{th}}(z_i))^2}{2\sigma_{\mu_{\text{obs}},i}^2} \right]. \tag{18} \]

The joint likelihood function used in this analysis is therefore

\[ \mathcal{L}_{\text{joint}} = \mathcal{L}_{H(z)} \mathcal{L}_{\theta_{\text{core}}} \mathcal{L}_{\text{HII}}. \]

From the resulting model-specific likelihood function \( \mathcal{L}_{\text{joint}} \), which may also be viewed as a Bayesian posterior, we optimize the parameters by maximizing over their joint space. Such a procedure can be biased, so to avoid this, we also consider the shape of the function \( \mathcal{L}_{\text{joint}} \) near its maximum, as described below.

In addition to optimizing these parameters by maximizing \( \mathcal{L}_{\text{joint}} \), we treat this joint likelihood function in a Bayesian fashion as an unnormalized probability density function on the joint parameter space, including the coefficients \( \alpha \) and \( \kappa \), and employ the pure-Python implementation of an affine invariant Markov chain Monte Carlo (MCMC) ensemble sampler called emcee \[59\] to generate a large random sample of points from this space, distributed according to the probability density function. This procedure allows us to determine the 1-D probability distributions and 2-D confidence regions with 1-2σ contours for all the free parameters in each model, and these are shown in Figs. 1-3 along with a comparison for all three models in Fig. 4.

In statistics, the Bayesian information criterion (BIC) is commonly used for model selection among a finite set of models. The BIC is formally defined as

\[ \text{BIC} = k \ln(n) - 2 \ln(\mathcal{L}_{\text{joint}}), \tag{19} \]

where \( k \) is the number of free parameters and \( n \) is the number of data points. According to \[43\], in a comparison between three cosmologies, model \( \alpha \) has a likelihood

\[ \mathcal{L}_{\alpha} = \frac{\exp(-\text{BIC}_{\alpha}/2)}{\exp(-\text{BIC}_1/2) + \exp(-\text{BIC}_2/2) + \exp(-\text{BIC}_3/2)} \tag{20} \]
Figure 1: 1-2σ confidence regions of the parameters $H_0$, $\alpha$, $\kappa$, and $\ell_{\text{core}}$ for the $R_h = ct$ Universe, along with their probability distributions.
Figure 2: 1-D probability distributions and 2-D regions with 1-2σ contours for the parameters $H_0$, $\alpha$, $\kappa$, $\ell_{\text{core}}$, and $\Omega_m$ for flat ΛCDM.
of being the best choice. The best-fit values of the free parameters in each model, the BIC value for the optimized fit, and the corresponding probabilities, are listed in Table 2.

The use of the BIC is especially motivated when the samples are very large \[43\], which approximates the computation of the (logarithm of the) ‘Bayes factor’ for deciding between models \[60, 61\]. It is important to emphasize here that in the limit of large sample size \(n\), particularly when \(n \gg k\), the posterior distribution typically becomes increasingly peaked and Gaussian in shape. Kass & Raftery \[61\] used this property to justify the BIC, which is often cited in the statistics literature. As long as the parameters have a unimodal distribution that is roughly Gaussian, which turns out to be the case for the analysis in this paper, the Bayes factor between competing models can be calculated to high accuracy from the ratio of their respective (maximized) likelihoods. In the Kass & Raftery argument, the definite integrals of increasingly peaked integrands are approximated using Laplace’s method, similar to Stirling’s approach of calculating an asymptotic approximation to \(n!\) when \(n \gg 1\), as seen in his well-known formula. For the samples we use here, \(n \gg 1\), which is deep in the asymptotic regime.

From Equation (20), we thus recognize an obvious Bayesian interpretation: \(\exp(-\text{BIC}_\alpha/2)\) is a large-sample \((n \to \infty)\) approximation to an integral over the joint parameter space of model \(\alpha\), of its joint likelihood function \(L_{\text{joint}}\). This integral could be evaluated by brute-force numerical calculations in low-dimensional cases. But to see that our approximation here is reasonable, suppose that \(L_{\text{joint}}\) is Gaussian near its maximum, where it equals \(L_{\text{joint}}^*\), and the \(k\) parameters, called \(\theta_1, \ldots, \theta_k\) for the moment, statistically decouple. Then

\[
L_{\text{joint}} \approx L_{\text{joint}}^* \exp \left[ -\sum_{i=1}^{k} \frac{(\theta_i - \hat{\theta}_i)^2}{2\sigma_i^2} \right],
\]

(21)

where \(\sigma_i\) is the standard error of the estimate \(\hat{\theta}_i\). Our integration of \(L_{\text{joint}}\) over the \(k\)-dimensional parameter space yields \(L_{\text{joint}}^* \prod_{i=1}^{k} (\sqrt{2\pi}\sigma_i)\). When the sample is very large, each \(\sigma_i\) shrinks like \(n^{-1/2}\), giving rise to an \(n^{-k/2}\) factor, as seen in Eq. (19), which may equivalently be written

\[
\exp(-\text{BIC}/2) \equiv n^{-k/2} L_{\text{joint}}^*.
\]

(22)

This is the reason why many data sets being analyzed today in cosmology utilize the BIC, which comes from Bayesian statistical inference, approximating the outcome of a Bayesian procedure for deciding between models,
Table 2: Model Selection Based on the Joint Analysis of $H(z)$, HII-Galaxy and Quasar-Core Data

| Model      | $H_0$ (km s$^{-1}$ Mpc$^{-1}$) | $\Omega_m$ | $w_\Lambda$ | $\alpha$ | $\kappa$ | $\ell_{core}$ (pc) | BIC     | Prob (%) |
|------------|--------------------------------|-------------|--------------|----------|-----------|-------------------|---------|----------|
| $R_h = ct$ | $62.336 \pm 1.464$             | -           | -            | -        | 4.889 $\pm$ 0.077 | 33.491 $\pm$ 0.123 | 11.709 $\pm$ 0.667 | 611.1228 | 96.7     |
| $\Lambda$CDM | $67.013 \pm 2.578$           | 0.347 $\pm$ 0.049 | -1 (fixed) | 4.956 $\pm$ 0.085 | 33.340 $\pm$ 0.143 | 11.684 $\pm$ 0.659 | 617.0843 | 3.1      |
| $w$CDM     | $64.718 \pm 3.088$            | 0.247 $\pm$ 0.108 | -0.693 $\pm$ 0.276 | 4.922 $\pm$ 0.088 | 33.415 $\pm$ 0.154 | 11.700 $\pm$ 0.665 | 623.4201 | 0.2      |

with an accuracy that improves with increasing $n$. The precision typically becomes very high when $n \gg k$, as we have in this paper [60, 61].

5. Discussion

A joint analysis allows us to obtain the best-fit results for more free parameters than are available when using a single data set. For example, when using just the measurements of $H(z)$, the optimization in $R_h = ct$ yields just the value of $H_0$ [43]. With the combined analysis, the value of $H_0$ must be rendered consistently with all three data sets and the other variables, such as $\alpha$, $\kappa$, and $\ell_{core}$. While the additional variables offer added flexibility, the fact that critical parameters, such as $H_0$, must optimize the fits of diverse data sets yields a tighter constraint on the model itself. An important outcome of our work is a demonstration that $H_0$ evaluated in this fashion is fully consistent (to within 1$\sigma$) with previously optimized values of the Hubble constant based on the analysis of single data sets [43, 46]. An additional benefit of using a joint analysis, e.g., with $H(z)$ and HII galaxies, is that one can separate the optimization of $\kappa$ and $H_0$, which is otherwise not possible using just the HII galaxies by themselves [46].

Our analysis in this paper has used three very different kinds of measurement: the expansion rate, the angular-diameter distance, and the luminosity distance, of diverse sources, so the fact that the optimized results are self-consistent provides a more compelling conclusion regarding the suitability and viability of the cosmological models. It is one thing to demonstrate consistency with one observational signature at a time, but when three different signatures are shown to be consistent with a single set of optimized parameters, principally $H_0$, the result is much more compelling. The optimized
Figure 3: 1-2σ constraints on $H_0$, $\alpha$, $\kappa$, $\ell_{\text{core}}$, $\Omega_m$, and $w_\Lambda$ for the flat $w$CDM model.
value of $H_0$ in $R_h = ct$ is fully consistent with all 4 previous measurements of this constant [43, 34, 20, 42], i.e., $\sim 63$ km s$^{-1}$ Mpc$^{-1}$. Likewise, the inferred values of $\Omega_m$ and $w_{de}$ are consistent with their Planck optimizations to within 1σ [62]. Perhaps more importantly, our inferred value of $H_0$, especially for $\Lambda$CDM, is much more consistent with the Planck optimization than the locally measured value using Cepheid variables [63]. This reinforces the view held by some workers that the difference between the high- and low-redshift measurements of $H_0$ is real and may be due to the effects of a local Hubble bubble that alters the dynamics of expansion within a distance of $\sim 300$ pc of us (corresponding to $z \lesssim 0.07$) [64].

6. Conclusion

The results of this joint analysis affirm the viability of the $R_h = ct$ cosmology. The joint analysis favors this model with a significantly higher probability than the standard model, or its variant $w$CDM. Should $R_h = ct$ eventually emerge as the correct cosmology, many important consequences would follow. Clearly, it represents a significant step forward in helping us to understand the nature of dark energy. For one thing, it could not be a cosmological constant. It would have to be dynamic, probably representing new physics beyond the standard model of particle physics.

Most importantly, $R_h = ct$ does not have a horizon problem, so it does not need inflation. Given how difficult it has been to find a self-consistent and complete model of inflation even after 30 years since its introduction, the viability of $R_h = ct$ may allow us to completely avoid this poorly understood phenomenon altogether, because it simply may have never happened.

This paper has affirmed the benefits of carrying out model selection based on the joint analysis of various, diverse kinds of data. This clearly calls for broadening the scope of this kind of work, with the inclusion of other observations at both low- and high-redshifts. Ideally, one would wish to include all of the available data in such a joint analysis, but this goal will require a great deal of effort. As we have discussed in this manuscript, the work reported here makes the first serious attempt beyond simpler comparative studies based solely on single data sets. We have included three distinct kinds of measurement here. The difficulty with this procedure, of course, is finding data that are completely model independent or, at least, using them in a way that does not bias one model over another. We are currently working towards that goal, and constructive steps are being taken going forward.
Figure 4: A comparison of the probability distributions and 1-2σ confidence regions for $H_0$, $\alpha$, $\kappa$, and $l_{\text{core}}$, for all three models.
The outcome of this expanded analysis will be reported elsewhere. For the time being, however, the results presented in this manuscript constitute a significant advance over previous model comparisons, promising even more compelling results from future work.
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