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Abstract

In this report we describe the technical details of our submission to the EPIC-Kitchens Action Recognition 2020 Challenge. To participate in the challenge we deployed spatio-temporal feature extraction and aggregation models we have developed recently: Gate-Shift Module (GSM) \cite{1} and EgoACO, an extension of Long Short-Term Attention (LSTA) \cite{2}. We design an ensemble of GSM and EgoACO model families with different backbones and pre-training to generate the prediction scores. Our submission, visible on the public leaderboard with team name FBK-HUPBA, achieved a top-1 action recognition accuracy of 40.0\% on S1 setting, and 25.71\% on S2 setting, using only RGB.

1. Introduction

Egocentric action recognition is a challenging problem with some differences to third-person action recognition. In egocentric videos, only the hands and the objects that are manipulated under an action are visible. In addition, the motion in the video is a mixture of scene motion and ego-motion caused by the frequent body movements of the camera wearer. This ego-motion may or may not be representative of the action performed by the observer. Another peculiarity of egocentric videos is that there is typically one ‘active object’ among many in the scene. To identify which among the candidate objects in a cluttered scene is going to be the ‘active object’ requires strong spatio-temporal reasoning. Egocentric action recognition is generally posited as a multi-task learning problem to predict verb, noun and action labels which are related to each other.

To participate in the challenge, we put in place two spatio-temporal feature encoding techniques we have developed, that exhibit some complementarity from a video representation learning perspective:

- GSM \cite{1} performs early (and deep) spatio-temporal aggregation of features;
- EgoACO \cite{3} performs late (and shallow) temporal aggregation of frame-level or snippet-level features.

We have developed variants of both approaches for the challenge, by changing their backbone CNNs and pre-training techniques. We compiled an ensemble out of this pool of trained models to generate the verb-noun-action scores on the test set. Our submission, visible on the public leaderboard at https://competitions.codalab.org/competitions/20115\#results was obtained by averaging classification scores from ensemble members.

2. Models

In this section we briefly overview the two model classes utilized for participating in the challenge. More details can be found in the cited papers. Reference implementations of the models in PyTorch framework can be accessed at https://github.com/swathikirans.

2.1. Gate-Shift Module

Gate-Shift Module (GSM) \cite{1} is a light weight feature encoding module capable of converting a 2D CNN into an efficient and effective spatio-temporal feature extractor, see Figure\cite{1}. GSM first applies spatial convolution on the layer input; this is the operation inherited from the 2D CNN base model where GSM is build in. Then, grouped spatial gating is applied, that is, gating planes are obtained for each of two channel groups, and applied on them. This separates the 2D convolution output into group-gated features and residual. The gated features are group-shifted forward and backward in time, and zero-padded. These are finally fused (added) with the residual and propagated to the next layer. This way, GSM selectively mixes spatial and temporal information through a learnable spatial gating.
A Gate-Shift Network is instantiated by plugging GSM modules inside each of the layers of a 2D CNN, e.g., into an Inception style backbone pretrained on ImageNet. The network can be trained for egocentric action recognition in a multi-task setting for verb-noun-action prediction. In the classification layers, we linearly map the action scores into data dependent biases for verb and noun classifiers, as detailed in [2].

2.2. EgoACO

EgoACO is an extension of our previous conference publication, LSTA [2]. LSTA is a recurrent neural unit that extends ConvLSTM with built-in spatial attention and an enhanced output gating. LSTA can be used as frame-level or snippet-level feature sequence aggregator to obtain a video clip descriptor for egocentric action classification. The recurrent spatial attention mechanism enables the network to identify the relevant regions in the input frame or snippet and to maintain a history of the relevant feature regions seen in the past frames. This enables the network to have a smoother tracking of attentive regions. The enhanced output gating constraints LSTA to expose a distilled view of the internal memory. This allows for a smooth and focused tracking of the latent memory state across the sequence, which is used for verb-noun-action classification.

An overview of EgoACO expanding on LSTA is shown in Figure 2.

EgoACO uses LSTA to perform temporal reasoning to encode a feature sequence \( x \) into an action descriptor \( d_{act} \). Furthermore, the same feature \( x \) is used to generate two other clip descriptors, a scene context descriptor \( d_{ctx} \) and an active object descriptor \( d_{obj} \). The object descriptor encoding applies a frame level or snippet level attention as in [4] but in a temporally coherent manner, and we replace recurrent aggregation with parameter free temporal average pooling. The scene context descriptor \( d_{ctx} \) is generated by applying spatial attention on frame-level features independently, with an average pooled temporal aggregation. We use \( d_{obj} \) for noun prediction and \( d_{act} \) for verb prediction while all three descriptors are concatenated for action prediction. We apply action score as bias to verb and noun classifiers as done with GSM models.

3. Ensembling Design

The clip representations developed by the two model families, GSM and EgoACO, are complementary by design. GSM performs deep spatio-temporal fusion of features at each layer of a backbone CNN. Thus, the features encoded by GSM are highly discriminative for spatio-temporal reasoning. On the other hand, EgoACO relies on the features generated from a pre-trained backbone CNN with narrow temporal receptive field, and learns to combine these frame-level or snippet-level features to develop effective clip level representations. To participate in the challenge, we ensemble models from the two approaches to benefit from their complementarity. We instantiated several variants of the two model families by changing backbone CNNs and using different pre-training strategies.

3.1. GSM Variants

GSM variants are obtained in the following ways:

- **Backbone**: we used InceptionV3 and BNInception 2D CNNs;
- **Pre-training**: we used ImageNet and EPIC-Kitchens pre-trained models.

**Training.** The entire network is trained end-to-end using SGD with a momentum of 0.9 and a weight decay of \( 5 \times 10^{-4} \). We use a cosine learning rate schedule with linear warmup for 10 epochs. The initial learning rate is 0.01 and the network is trained for 60 epochs. A dropout of 0.5 is used to avoid overfitting. We use random flipping, scaling and cropping for data augmentation. For the EPIC-Kitchens pre-trained model, we first trained InceptionV3 with EPIC-Kitchens in a TSN fashion. For EPIC-Kitchens pre-trained BNInception, we used the backbone CNN from [7]. We sample 16 RGB frames from the input video for training and inference. We used the full training set for learning, without validation. We use the model parameters at epoch 60 for testing.

**Testing.** We perform spatially fully-convolutional inference, following [8]. The shorter side of the frames are
scaled to 256 for BNInception and 261 for InceptionV3 backbones. We also sample 2 clips from each video and the predictions of the two clips are averaged to obtain the final score.

3.2. EgoACO Variants

EgoACO variants are obtained in the following ways:

- **Backbone:** we used ResNet-34, ResNet-101, ResNet-152, InceptionV3, R(2+1)D ResNet-34, GSM-BNInception and GSM-InceptionV3;
- **Pre-training:** We used ImageNet and IG-65M+Kinetics [9] pre-trained models.

**Training.** We cloned the top layer of the pretrained CNN three times. The features from these three heads are used for predicting $d_{obj}$, $d_{ctx}$ and $d_{act}$. We train the network in three stages. In the first stage, the weights of the backbone CNN are frozen while parameters of all the other layers are updated. In stage 2 the parameters of the three heads of the backbone CNN are trained together with the layers trained in stage 1. In stage 3, we train the parameters of conv4_x for ResNet based models and the last three layers of Inception based models, together with the layers trained in stage 2. SGD with momentum 0.9 and weight decay $5e^{-4}$ is used as the optimizer. We use a cosine learning rate schedule for adjusting the learning rate during training. Stages 1 and 2 are trained with an initial learning rate of 0.01 for 60 epochs while stage 3 is trained for 30 epochs with an initial learning rate of $1e^{-4}$. For LSTA we use a memory size of 512 and 300 output pooling classes. A dropout of 0.5 is applied to prevent overfitting. Random scaling, cropping and flipping are applied as data augmentation. 20 RGB frames sampled from the videos are applied as input to the network for the 2D CNN based backbones. For R(2+1)D based model, we sample 20 snippets consisting of 3 RGB frames while for GSM based models, we sample 16 RGB frames as input. We used the full training set for learning, without validation. We use the model parameters at epoch 30 of stage 3 for testing.

**Testing.** We use the center crop of the video frame, along with 2 clip sampling strategy during inference.

4. Results and Discussion

Figure 3 tracks our submission history to the EPIC-Kitchens evaluation server. We started off this year’s challenge with our third place score from EPIC-Kitchens Action Recognition 2019 challenge. Our participation to the challenge can be divided into three phases. The first one corresponds to the development of GSM followed by the development of EgoACO. The third phase concerns with the development of the different variants of the two model families and their ensembling. Our final score is from the last submission.

Table 1 lists the models that were used as part of our ensemble. We chose the models based on the variability in pre-training, backbones and feature encoding approaches. The best single model is EgoACO with R(2+1)D ResNet-34 backbone that achieves a top-1 action accuracy of 37.32% on S1 and 23.35% on S2 setting. The result obtained from the submission server for each of the three ensembles is listed in Table 2. Model ensembling is done by averaging the prediction scores of the individual models. Our best performing ensemble, ensemble 3, results in a top-1 action accuracy of 40.0% and 25.71% in seen and unseen settings, respectively.

**Acknowledgements**

This research was supported by AWS Machine Learning Research Awards and ICREA under the ICREA Academia programme.
Table 1: List of individual models used as part of the ensembles.

| Method         | Backbone   | Pre-training | Ensemble 1 | Ensemble 2 | Ensemble 3 |
|----------------|------------|--------------|------------|------------|------------|
| EgoACO         | IncV3      | ImageNet     | ✓          | ✓          | ×          |
|                | Res-34     | ImageNet     | ✓          | ✓          |            |
|                | Res-101    | ImageNet     | ✓          | ✓          | ✓          |
|                | Res-152    | ImageNet     |            | ✓          | ✓          |
|                | R(2+1)D Res-34 | IG-65M + Kin. | ×          | ✓          | ✓          |
| GSM            | BNInc      | EPIC         | ✓          | ✓          | ✓          |
|                | IncV3      | ImageNet     | ✓          |            | ✓          |
|                | IncV3      | EPIC         |            | ✓          | ✓          |
| GSM+EgoACO     | BNInc      | EPIC         | ✓          | ✓          |            |
|                | IncV3      | EPIC         |            | ✓          | ✓          |
| Ensemble 1     | -          | -            | -          | ✓          |            |
| Ensemble 2     | -          | -            |            | ✓          | ✓          |

Table 2: Comparison of recognition accuracies obtained with various ensembles of models in EPIC-Kitchens dataset.

| Method | Top-1 Accuracy (%) | Top-5 Accuracy (%) | Precision (%) | Recall (%) |
|--------|--------------------|--------------------|---------------|------------|
|        | Verb   | Noun  | Action | Verb   | Noun  | Action | Verb   | Noun  | Action | Verb   | Noun  | Action |
| S1     | Ensemble 1 | 66.98 | 47.21  | 37.28  | 89.71 | 71.05  | 58.18  | 57.91 | 43.25  | 18.84 | 45.41 | 43.96  | 22.70  |
|        | Ensemble 2 | 68.41 | 48.76  | 38.80  | 90.54 | 72.41  | 60.41  | 59.64 | 44.74  | 21.40 | 47.45 | 45.56  | 23.78  |
|        | Ensemble 3 | 68.68 | 49.35  | 40.00  | 90.97 | 73.45  | 60.23  | 60.63 | 45.45  | 21.82 | 47.19 | 45.84  | 24.34  |
| S2     | Ensemble 1 | 54.15 | 31.38  | 23.63  | 80.81 | 56.54  | 41.99  | 27.72 | 24.43  | 12.02 | 23.50 | 28.46  | 17.71  |
|        | Ensemble 2 | 55.96 | 32.23  | 24.79  | 81.56 | 58.83  | 44.14  | 32.97 | 26.43  | 12.84 | 25.16 | 29.56  | 18.31  |
|        | Ensemble 3 | 56.67 | 33.90  | 25.71  | 81.87 | 59.68  | 44.42  | 30.72 | 27.25  | 12.74 | 25.09 | 29.46  | 17.93  |
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