Connecting defects and amorphization in UiO-66 and MIL-140 metal–organic frameworks: a combined experimental and computational study†
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The mechanism and products of the structural collapse of the metal–organic frameworks (MOFs) UiO-66, MIL-140B and MIL-140C upon ball-milling are investigated through solid state 13C NMR and pair distribution function (PDF) studies, finding amorphization to proceed by the breaking of a fraction of metal–ligand bonding in each case. The amorphous products contain inorganic–organic bonding motifs reminiscent of the crystalline phases. Whilst the inorganic Zr6O4(OH)4 clusters of UiO-66 remain intact upon structural collapse, the ZrO backbone of the MIL-140 frameworks undergoes substantial distortion. Density functional theory calculations have been performed to investigate defective models of MIL-140B and show, through comparison of calculated and experimental 13C NMR spectra, that amorphization and defects in the materials are linked.

Introduction

Crystalline metal–organic frameworks (MOFs) continue to be of interest to the scientific community due to their high surface areas and related potential for gas sorption, separations, drug delivery and catalysis.1,2 Comparatively little attention is however focused on their amorphous counterparts, i.e. those which do not exhibit long range crystallographic order, yet still consist of three-dimensional arrays of connected inorganic nodes and organic ligands.3–5 The use of pressure, temperature or shear stress to induce transitions between crystalline and amorphous states is of particular intrigue,6–8 due to possible uses in reversible sorption, delivery and catalysis.1,2 Comparatively little attention is however previously been linked to the low shear moduli of the family, 17 although recent reports have emerged that appear to contradict this argument.18,19

The zirconium-based MOF UiO-66 [Zr6O4(OH)4(O2C-C6H4-CO2)6] crystallizes in the space group Fm3m, and consists of Zr6O4(OH)4 octahedra connected together by benzene-1,4-dicarboxylate (bdc) linkers in three dimensions.21 The inorganic cluster has a twelve-fold coordination and each Zr4+ is connected to four intra-cluster oxygen atoms, and four distinct carboxylate linkers (Fig. 1a and b).22 The presence of such high coordinate inorganic centers is thought to confer a large shear modulus upon the framework, though rapid amorphization upon ball-milling is still observed.18

The two related MOFs, MIL-140B [ZrO(O2C-C10H6-CO2)] and MIL-140C [ZrO(O2C-C12H8-CO2)], also collapse relatively quickly upon ball-milling. Respectively crystallizing in the space groups Cc and C2/c, each contains seven-coordinate Zr4+ ions,
which are connected to four 2,6-naphthalene dicarboxylate (ndc) and 4,4′-biphenyldicarboxylate (bpdc) ligands respectively. Purely inorganic ZrO chains line the c-axis of the cells and delimit triangular channels (Fig. 1c), which are larger in MIL-140C due to the larger bpdc organic linker used (Fig. 1e). Whilst π-stacking along the c-axis between all bpdc ligands (i.e. those bisecting the lozenge-shaped channels) is observed in MIL-140C, only 50% of the corresponding ndc ligands in MIL-140B participate in this stabilization (Fig. 1d and f).

Connections between the mechanical properties of MOFs and their defect content are of interest. UiO-66 has previously been demonstrated to be prone to linker vacancies, the extent of which can be tuned to yield differential adsorption and thermo-mechanical properties. Specifically, recent work has pointed to the direct coordination of H$_2$O and solvent molecules to Zr$^{4+}$ nodes in defective UiO-type structures. Differences between simulated and experimental cell parameters of solvothermally synthesized MIL-140B point towards the presence of defects in this framework, though microwave based syntheses are recorded as producing a defect free material. UiO-66 framework. Overall, we find a quantifiable partial breakage of metal–ligand bonding in each case, though, perhaps surprisingly, the backbone ZrO chains of the MIL-140 frameworks are also damaged in the process. The [Zr$_6$O$_4$(OH)$_4$] clusters of UiO-66 however remain intact.

**Experimental**

**Materials selection and synthesis**

Samples were synthesized according to previous procedures.

**Ball milling**

50 mg of each sample was placed in a 10 mL stainless steel jar along with one 9 mm diameter stainless steel ball. The material was then ball-milled for the specified time in a Retsch MM400 grinder mill operating at 20 Hz.

**Computational details**

All geometry optimization calculations were based on density functional theory (DFT) and performed using the Vienna Ab initio Simulation Package (VASP). Lattice parameters and atomic positions were optimized until the forces on all atoms were smaller than 0.01 eV Å$^{-1}$ and the SCF convergence criteria is below $1 \times 10^{-5}$ eV. A plane-wave basis set with an energy cutoff of 600 eV was employed, along with the Perdew–Burke–Ernzerhof (PBE) exchange–correlation functional. The long-range weak dispersion interactions were taken into account by different schemes: (1) the DFT-D method of Grimme (DFT-D2) and (2) one of the non-local van der Waals functionals of Langreth and Lunquist, namely the optB88-vdW functional. The electron-ion interactions were described by the projector augmented wave (PAW) method in the implementation of Kresse and Joubert. The Brillouin zone integration was performed using a ($1 \times 1 \times 1$) Monkhorst–Pack grid.

The NMR chemical shift calculations were performed at the VASP optimized geometries using the QUANTUM-ESPRESSO software. The PBE generalized gradient approximation was used and the valence electrons were described by norm conserving pseudopotentials in the Kleinman–Bylander form. The wave functions are expanded on a plane wave basis set with a kinetic energy cut-off of 816 eV and the convergence threshold for the SCF energy was set to $1.36 \times 10^{-8}$ eV. The integrals over the first Brillouin zone are performed at the Γ point for the charge density and chemical shift tensor calculations.

The shielding tensor is computed using the GIPAW approach which permits the reproduction of the results of a fully converged all-electron calculation. The isotropic chemical shift $\delta_{iso}$ is defined as $\delta_{iso} = -[\sigma - \sigma_{ref}]$ where $\sigma$ is the isotropic shielding and $\sigma_{ref}$ is the isotropic shielding of the same nucleus in a reference system. In the present case, the comparison between the experimental $\delta_{iso}$ and calculated $\delta_{iso}$ 13C chemical
shift values for carboxylate of benzoic acid\textsuperscript{43} ($\delta_{\text{iso}} = 172.0$ ppm)$^{44}$ allowed to determine $\sigma^{13}$C for this nucleus.

Characterization of materials

**Powder X-ray diffraction.** Room temperature PXRD data ($2\theta = 5–30^\circ$) were collected with a Bruker-AXS D8 diffractometer using Cu K\textsubscript{\alpha} ($\lambda = 1.540598$ Å) radiation and a LynxEye position sensitive detector in Bragg–Brentano parafocusing geometry.

**Nuclear magnetic resonance spectroscopy.** Solid state $^{13}$C NMR spectra were acquired on a Bruker Avance I, 9.4T spectrometer operating at 400 MHz for $^1$H and 100 MHz for $^{13}$C with the following acquisition parameters: magic angle spinning (MAS) frequency 10 kHz, 4 mm outer diameter zirconia rotors, $^1$H π/2 pulse 2.5 μs, ramped cross polarization from $^1$H to $^{13}$C (CP) 2.5 ms at 70 kHz matching RF fields, 100 kHz $^1$H spin-64 decoupling during acquisition, repetition time 30 s, chemical shifts referenced relative to external $\alpha$-glycine methylene signal at 43.1 ppm.

**Total scattering measurements.** Room temperature X-ray data were collected at the I15 beamline at Diamond Light Source, UK, at a wavelength of $\lambda = 0.1722$ Å (72 keV). Finely powdered samples (crystalline and amorphous) of UiO-66, MIL-140B and MIL-140C were carefully loaded into 1.0 mm diameter fused silica capillaries. Data were collected in the range $0.5 < Q < 22$ Å$^{-1}$ and data from an empty instrument and capillary were also collected for background subtraction. Corrections for background, multiple scattering, container scattering, Compton scattering and absorption were applied using the GudrunX program.\textsuperscript{45} The corrected and normalized reciprocal space data were then converted to the PDFs using Fourier transform within GudrunX.

Results and discussion

**Powder X-ray diffraction and infrared spectroscopy**

Consistent with prior work, ball-milling of crystalline samples of UiO-66 (10 min), MIL-140B (15 min) and MIL-140C (20 min) resulted in the disappearance of Bragg peaks from the powder X-ray diffraction patterns (Fig. 2). We term the products amUiO-66 and amMIL-140C, where the subscript m refers to amorphization by mechanochemical means. An asterisk denotes the retention of some Bragg peaks in the diffraction pattern of MIL-140B after milling (amMIL-140B*, Fig. 2b inset). Infrared spectroscopy revealed the emergence of a band centered at ca. 1700 cm$^{-1}$ upon amorphization of the MIL-140 samples, which is assigned to the uncoordinated carbonyl stretching frequency (Fig. 2). An increase in intensity of this band was also noted upon collapse of UiO-66, where uncoordinated bdc ligands within the pores result in a small feature at 1700 cm$^{-1}$ in the crystalline sample.\textsuperscript{46}

**Nuclear magnetic resonance spectroscopy**

NMR has proven a valuable tool in the detailed structural characterization of MOFs.\textsuperscript{47–52} The qualitative observation of partial destruction of metal–ligand bonding motivated us to perform solid-state $^{13}$C MAS NMR on the compounds.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig2}
\caption{CuK\textsubscript{\alpha} powder X-ray diffraction patterns, and IR spectra, of crystalline and (inset) amorphous samples (left hand plots), complete with IR spectra of the region 1450–1750 cm$^{-1}$ (right hand plots). (a) UiO-66: dark blue, amUiO-66: light blue, amUiO-66 after 20 minutes ball milling: broken light blue, (b) MIL-140B: red, amMIL-140B*: orange, (c) MIL-140C: green, amMIL-140C: brown.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3}
\caption{$^{13}$C MAS NMR spectra of crystalline (black) and amorphous (red) samples of (a) UiO-66, (b) MIL-140B and (c) MIL-140C. (d) Magnified view of the 150–200 ppm region of the amorphous samples.}
\end{figure}
The experimental spectrum of UiO-66 (Fig. 3a) contains three peaks. Based on prior work, resonances at 128 ppm and 137 ppm are assigned to the two types of carbon on the bdc aromatic ring, whilst the carboxylate-binding group gives rise to the signal at 170 ppm. The $^{13}$C NMR spectrum of MIL-140B (Fig. 3b) is significantly more complicated, containing multiple signals in the 120–140 ppm region and two distinct resonances at 173.5 ppm and 175 ppm. A further increase in complexity is noted in the $^{13}$C MAS NMR spectrum of MIL-140C (Fig. 3c), which now contains three resonances in the region 170–175 ppm.

Upon amorphization, significant peak broadening of all signals is observed in the experimental spectra, though an indication of retention of the bdc ligand in $a_{\text{am}}$UiO-66 is given by the two identifiable signals which make up the broad peak at low chemical shift (Fig. 3a). Coalescence of the signals belonging to non-carboxylate carbon atoms in $a_{\text{am}}$MIL-140B is observed (Fig. 3b), while three distinct features in the 120–145 ppm $^{13}$C spectrum of $a_{\text{am}}$MIL-140C remain apparent (Fig. 3c). Loss of chemically distinct ligand environments in the MIL-140 frameworks was confirmed by coalescence of carboxylate peaks at ca. 170 ppm in each case.

A small additional feature at ca. 182.5 ppm appears upon amorphization for all three samples (Fig. 3d). The higher chemical shift of this peak is consistent with loss of carboxylate coordination to the Zr$^{4+}$ ions upon structural collapse. Integration of the high frequency signals in the amorphous samples yields the approximate ratio of this emergent peak to the main peak. In $a_{\text{am}}$UiO-66, the new feature was found to account for ca. 6.8% of the total intensity from the carboxylate carbon, suggesting a low degree of Zr–OOC bond breaking. This is raised to ca. 13.2% and 11.0% respectively in MIL-140B and MIL-140C, implying a higher degree of coordinate bond breaking in these samples upon amorphization.

### Non-defective modeling of MIL-140B

In order to understand and better assign individual features in the experimental $^{13}$C NMR spectra of MIL-140B and MIL-140C, DFT calculations were performed using their previously reported crystal structures, which were derived using a computationally assisted strategy from the crystal structure of MIL-140A (the bdc-based isoreticular structure); the only one solved by Rietveld refinement of X-ray powder diffraction data.

Simulated cell parameters and volumes for MIL-140B and MIL-140C were obtained in the present work upon fully relaxing coordinates and cell parameters, using four different DFT approaches: one with no dispersion correction (PBE), two with dispersion correction using the DFT-D approach of Grimme by means of D2 and D3 corrections (PBE-D2$^{33}$ and PBE-D3$^{34}$), and one employing one of the non-local van der Waals functionals (optB88-vdw)$^{35,36}$. We first discuss attempts at structural optimization of alternative, non-defective MIL-140B structures, before considering defective MIL-140B models and their relative energetics, and then their respective calculated $^{13}$C NMR responses.

Upon comparison of DFT results with the experimental values for MIL-140B (Table 1), all employed DFT schemes converge systematically to a larger cell volume than the experimental one (7.5% error). This mainly emanates from the recurrent overestimation of the lattice constant $a$ found at ~28±5 (4.8% error), while $b$ and $c$ are predicted with excellent accuracy (within 1.5% error). This cell expansion occurs when dispersion corrections are omitted (PBE entry), and is surprisingly maintained when they are taken into account, a result which is not sensitive to the methodology by which the dispersion is calculated (PBE-D2, -D3 and optB88-vdw entries). A further geometry optimization of MIL-140B, constraining its cell parameters to the experimentally determined values (PBE-D3/exp entry), reveals it is much less stable by 1.57 eV than its relaxed MIL-140B counterpart (PBE-D3 entry) pointing towards an inconsistency between the structural model used and the experimentally determined cell parameters. Expectedly, the simulated $^{13}$C spectrum of MIL-140B is in very poor agreement with the experimental one, in both regions of carboxylate and aromatic carbons (Fig. S1a, ESI$^{†}$), supporting a hypothesis of a different, or defective MIL-140B structure not captured in the initial model of ref. 23.

The situation is markedly different with MIL-140C, with excellent predictions from DFT structure optimizations (Table 1 and Fig. S2, ESI$^{†}$). While dispersion correction-free DFT calculations slightly overestimate the $a$ cell parameter (1.6% error) and cell volume, $V$ (6.0% error), all dispersion-corrected DFT calculations yield excellent agreement when compared to experimental, particularly the optB88-vdw entry with errors reduced to 0.4% and 0.6% for $a$ and $V$, respectively. As in all MIL-140B calculations, the $c$ parameter is systematically very well predicted. This reflects the structural rigidity associated with the inorganic subunit of the zirconium oxide chains along that direction. Taking the dispersion effects into account improves the simulation of the MIL-140C crystal structure and

### Table 1: Cell parameters of experimental and optimized crystal structures of MIL-140B, MIL-140B(r) and MIL-140C.

| Compound | $a$ (Å) | $b$ (Å) | $c$ (Å) | $\alpha$ (°) | $\beta$ (°) | $\gamma$ (°) | V (Å³) | E (eV) |
|----------|---------|---------|---------|-------------|-------------|-------------|--------|-------|
| MIL-140B | Exp. ref. 23 | 26.71 | 13.30 | 7.79 | 90 | 92.56 | 90 | 2763.2 |
| PBE | 28.05 | 13.49 | 8.02 | 90 | 94.26 | 90 | 3024.7 |
| PBE-D2 | 28.05 | 13.46 | 7.87 | 90 | 93.40 | 90 | 2964.7 |
| PBE-D3 | 27.95 | 13.46 | 7.91 | 90 | 93.34 | 90 | 2970.7 |
| PBE-D3/exp | 26.71 | 13.30 | 7.79 | 90 | 92.56 | 90 | 2763.2 |
| optB88-vdw | 28.00 | 13.44 | 7.89 | 90 | 90 | 93.82 | 90 | 2963.3 |
| MIL-140B(r) | PBE-D2 | 27.65 | 13.41 | 7.84 | 90 | 89.32 | 90 | 2908.1 |
| PBE-D3 | 27.56 | 13.41 | 7.88 | 90 | 90.34 | 90 | 2909.8 |
| MIL-140C | Exp. ref. 23 | 31.03 | 15.51 | 7.82 | 90 | 93.26 | 90 | 3756.6 |
| PBE | 31.52 | 15.63 | 7.97 | 90 | 87.06 | 90 | 3918.3 |
| PBE-D2 | 31.29 | 15.58 | 7.78 | 90 | 89.67 | 90 | 3794.7 |
| PBE-D3 | 31.25 | 15.59 | 7.82 | 90 | 89.32 | 90 | 3810.9 |
| optB88-vdw | 31.16 | 15.59 | 7.78 | 90 | 89.90 | 90 | 3778.8 |

$^{†}$ Table 1. Cell parameters of experimental and optimized crystal structures of MIL-140B, MIL-140B(r) and MIL-140C. MIL-140B(r) refers to a defective model imposing a 180° rotation around the b-axis to ndc linkers (see text for details). PBE-D2, PBE-D3, optB88-vdw represent dispersion corrected schemes. PBE-D3/exp entry refers to a geometry optimization of MIL-140B at the experimental lattice parameters.
highlights the importance of the π-stacking stabilizing interactions along the c-axis, which take place with the involvement of all bpdcligands at regular center-to-center distances of 3.9 Å (Fig. 1f). The simulated NMR spectra provide significantly better agreement with observed NMR shifts, supporting a consistent initial structural model (Fig. S2, ESI†).

The failure of DFT calculations to predict the correct cell volume and lattice parameters for MIL-140B reveals that its stabilization at the smaller observed cell parameters emanates from additional structural features. This together with NMR discrepancies prompted us to an in-depth investigation of the structure and defects in MIL-140B, as a case study.

Enhanced π-stacking in MIL-140B

A first variant of the reported MIL-140B structure, hereby referred to as MIL-140B(r), where (r) indicates the partial rotation of linkers, was therefore constructed by imposing a 180° rotation around the b-axis to the ndc linkers not participating in the π-stacking (Fig. 4a). The resultant MIL-140B(r) model is hence one in which a full π-stacking of ndc linkers along the c-axis occurs. As a result, the fully relaxed MIL-140B(r) model is 0.38 eV lower in energy than the parent MIL-140B, compared at the same level of theory (Table 1, PBE-D3 entry). This stabilization is assigned mainly to the now enhanced π-stacking along c. In addition, the sole rotation of these ndc linkers induces a large contraction along the a-axis, of 0.4–0.7 Å depending on the level of theory, with an error reduced to 2–3%.

Addition of uncoordinated H2O

While being closer to experimental findings, MIL-140B(r) still exhibits overestimated cell parameters. Given recent reports of the defects in UiO-materials being caused by H2O or solvent molecules,27,53 we thus further constructed several non-defective structures, where low concentrations of water are introduced as adsorbed molecules. Table 2 summarizes the optimized cell parameters and their relative energies obtained at the PBE-D3 level of theory.

Two hydrated models were derived from MIL-140B and MIL-140B(r), respectively (labelled “H2O”), by adding one adsorbed water molecule per cell (Fig. 4b and d). Upon full relaxation, the water molecule preferentially forms hydrogen bonds with two carboxyl oxygen atoms (1.99 and 1.95 Å) of two neighbouring ndc linkers stacked along c, with minor change in cell volumes. The rotated hydrated model was found to be of lower energy (by 0.35 eV) than the non-rotated one, which is ascribed entirely due to the enhanced π-stacking in MIL-140B(r) (see Table 1). Addition of a second uncoordinated water to both models (labelled 2H2O), to a site at the opposite end of the organic linker to the first molecule, did not result in any cell modification nor further stabilization.

Defect modelling

H2O coordination to Zr combined with linker displacement. In further models, H2O was allowed to coordinate to Zr4+ ions,
forming defective MIL-140B structures. Four possible defect incorporation pathways, (a)–(d) were considered [Fig. 5], respectively leading to models A–D (Fig. S3, ESI†). Models arising from the original MIL-140B structure are given the subscript ‘0’, and those arising from MIL-140B(r), are given the subscript ‘r’, e.g. A₀ and A_r respectively for pathway ‘a’.

In pathway ‘a’, one end of an ndc linker was displaced into a monodentate state, allowing coordination of one H₂O molecule to the newly created defect site. Upon relaxation, the chemisorbed water remained bound to Zr and established hydrogen bonds with its two surrounding carboxyl oxygen atoms (1.80 Å). Interestingly, model A₀ is isoenergetic to the relative ground state MIL-140B H₂O structure (0.02 eV): the energy penalty for breaking Zr–O(linker) bond and altering the π-stacking is compensated by the coordination of the water molecule to Zr. In addition, unlike the (non-coordinating) adsorption of water, the chemisorption of water on the Zr-center in A₀ leads to a significant cell contraction along a (up to ~0.3 Å) when compared to the water-free model, making A₀ a promising defective model candidate.

Extension of this defect with a second coordinated H₂O molecule along the a-axis (model A_re) induces a relatively low energetic penalty (~0.40 eV). More importantly, this results in a further cell contraction of this defective MIL-140B model along the a lattice constant (a = 26.63 Å), in excellent agreement with the experimentally determined value for the MIL-140B structure of 26.71 Å. Identical treatment of MIL-140B H₂O, the non-rotated system, gave rise to models Aᵦ₀ and A_re, which are only 0.21 eV and 0.37 eV higher in energy than the reference ground state of MIL-140B with uncoordinated water molecule, respectively, with however poor agreement in lattice parameters.

Turning to defect B, we considered translation of the entire ndc linker induced by the chemisorption of two water molecules on the opposite Zr-centers (pathway ‘b’ in Fig. 5). As a result, the linker becomes monodentate on one side and bidentate on the other. The resultant models, B₀ and B_r, are ~0.26 and ~0.54 eV higher in energy than the reference model.

A third type of defect yielded model C₀ (pathway ‘c’, in Fig. 5). Whilst the defect resembles that in pathway ‘b’, the linker binds to two neighbouring Zr-centers along the c direction. This structure was deemed unfavourable by ~0.82 eV with respect to the reference defect-free model MIL-140B 2H₂O.

A fourth defect structure, modelled by following pathway ‘d’ in Fig. 5, yields D₀. In this structure both ends of an ndc linker were displaced into a monodentate position, allowing coordination of a H₂O molecule to each of the two newly created defective Zr sites. It can form with an energy cost of 0.37 eV and shows significant shrinking of the lattice vector a to 27.10 Å.

Overall, this series of calculations tend to suggest that the formation of defects in MIL-140B may occur through the coordination of water molecules to Zr centers together with the displacement of the linker and that such defects are associated with relatively low energy penalties. They also indicate that defect pathways allowing the enhancement of π-stacking of ndc linkers along c direction might be favoured, exemplified in ‘r’ type models.

Comparison of predicted 13C NMR shifts from defective models. 13C NMR chemical shift calculations were performed on our defective MIL-140B variants in order to evaluate the accuracy of these models with respect to available experimental data. Calculation of the 13C NMR chemical shifts for the MIL-140B(r) model yielded significantly better agreement with the experimentally observed shifts than those attained directly from MIL-140B (Fig. S1b, ESI†). This is most notable in the increased complexity of the splitting pattern in the aromatic carbon region that covers more consistently the whole range of observed peaks. The concordance of such splitting between the experimental data and this MIL-140B(r) model suggests that rotation of ndc linkers might indeed occur so as to favor π-stacking locally. This improved agreement in the 120–140 ppm aromatic region is retained in hydrated models, i.e. A_re, B_r and D_r, in which H₂O is introduced directly to the Zr coordination sphere. The region of the NMR spectra attributed to carboxylate shifts (170–190 ppm) of A_re, B_r and D_r, however, shows a lower level of agreement with the experimental spectra of MIL-140B with a large dispersion of the calculated values compared to the experimental ones.

Whilst possible, defect-incorporating models (A_re, B_r and D_r) for the reported MIL-140B structure have been suggested, it is equally interesting that some of the features in the predicted NMR shifts agree well with those of amMIL-140B. The range of chemical shifts across the spectra observed shows excellent agreement with those for the amorphized MIL-140B sample. The predicted 13C NMR spectrum of model B_r, however, is the only one to exhibit a peak in the region 185–190 ppm, which is identified to be a fingerprint of one carboxylate end being bound in a bidentate fashion to Zr⁴⁺. Since this is closely reminiscent of the feature which appears upon amorphization, it provides some evidence as to the introduction of defects upon ball-milling of the structure.
Pair distribution function studies

Analysis of the pair distribution function, or the weighted histogram of atom-atom distances,\(^{54}\) of amorphous inorganic zeolites\(^{25}\) and MOFs,\(^{12}\) has in the past yielded useful information on the chemical structure of complex amorphous systems. Room temperature total scattering data were therefore collected on crystalline and amorphous samples using synchrotron radiation (\(\lambda = 0.1722 \text{ Å}, Q_{\text{max}} = 22 \text{ Å}^{-1}\)). The resultant structure factors \(S(Q)\) (Fig. S4–S6, ESI\(^+\)) of \(\text{a}_\text{m}\text{UiO-66}\) and \(\text{a}_\text{m}\text{MIL-140C}\) are devoid of Bragg peaks, confirming the amorphous sample nature. Expectedly, that of \(\text{a}_\text{m}\text{MIL-140B}^*\) contains some features due to Bragg scattering. After suitable corrections using the GudrunX software,\(^{45}\) the data were converted to the corresponding PDFs by Fourier transform.\(^{36}\)

Due to the difficulties in obtaining reliable data below \(\sim 1\) Å from X-ray total scattering instruments, the first peak in the PDF of crystalline \(\text{UiO-66}\) belonging to a physical atom-atom correlation appears at \(\sim 1.3\) Å, which corresponds to C–C or C–O direct linkages (A, Fig. 6a). Other features below 6 Å (B–F) are assigned to various Zr–Zr and Zr–O inter-cluster separations. At longer distances, overlapping contributions from similarly spaced Zr–C atom pairs results in peak broadening and renders precise assignment of the features at \(\sim 6.5\) Å and \(\sim 8.6\) Å challenging. The large relative scattering cross-section of Zr results in sharp features above 10 Å (G–K) in the PDF of \(\text{UiO-66}\), which can be ascribed to Zr atom pairs joined through a bdc linker (Fig. 6b).

Below 6 Å, the PDF of \(\text{a}_\text{m}\text{UiO-66}\) is very similar to \(\text{UiO-66}\), with peaks A–F appearing invariant in position between the two and thus confirming the presence of the \(\text{Zr}_6\text{O}_4(\text{OH})_4\) structural building unit in \(\text{a}_\text{m}\text{UiO-66}\). Coalescence of the double peaks centered at \(\sim 6.5\) Å and \(\sim 8.6\) Å occurs upon amorphization, yielding two broad features in the PDF of \(\text{a}_\text{m}\text{UiO-66}\). The reduction in intensity and severe broadening of these peaks, and those labelled G–K, in \(\text{a}_\text{m}\text{UiO-66}\) is indicative of the loss of long range-order of the framework. The presence however of some intensity does suggest at least the partial retention of the structural linkage, though substantial changes to Zr–Zr correlations would be expected if only one Zr–O bond were to break. The observable extent of order in \(\text{a}_\text{m}\text{UiO-66}\) may extend beyond \(15.9\) Å, though this is the last distance at which correlations can be unambiguously assigned to Zr–Zr atoms separated by the organic linker.

The PDF of \(\text{MIL-140B}\) (Fig. 7a) contains the expected peaks (L–N) belonging to nearest neighbour C–C/C–O, Zr–O and Zr–Zr distances at \(ca.\) 1.3 Å, 2 Å and 3.3 Å, whilst at further distances below 8 Å (O–R), non nearest neighbour correlations of Zr–Zr and Zr–O atoms also elicit sharp features. These corresponding chemical distances relating to L–R are indicated in the inset of Fig. 7a, and all relate to the inorganic ZrO backbone chain. Sharp features associated with crystalline order continue to be observed in the PDF of \(\text{MIL-140B}\) to distances up to 20 Å, as expected. Key features (S–U) at these longer \(r\) values agree well with Zr–Zr distances separated by the 2,6-ndc linker (Fig. 7b).

Features L and M are located in the same position in the PDF of \(\text{a}_\text{m}\text{MIL-140B}^*\) (Fig. 7a), though N, which corresponds to the nearest Zr–Zr distance in the inorganic backbone, appears to lengthen from 3.3 Å to 3.5 Å upon amorphization. Another noticeable change in the PDF of \(\text{a}_\text{m}\text{MIL-140B}^*\) is the loss in intensity of peaks O–Q, which correspond to non-nearest neighbour Zr and O distances in the ZrO backbone chains. Somewhat surprisingly, the peak at 7.8 Å, labelled R, disappears entirely on going from \(\text{MIL-140B}\) to \(\text{a}_\text{m}\text{MIL-140B}^*\), suggesting the rigid ZrO inorganic chain no longer remains intact when longer Zr–Zr correlations are considered. Indeed, changes are apparent at even shorter Zr–Zr length scales, with substantial deterioration of the intensity of the Zr–O–Zr (O) peak intensity at 4.5 Å, which suggests that some Zr–O bonds have been broken during the ball-milling process, causing the chain to twist. Given this partial destruction of the continuous ZrO backbone, it is surprising that pair correlations relating to Zr atoms separated by the organic linker (S, T and U) persist in \(\text{a}_\text{m}\text{MIL-140B}^*\), with some degree of correlated order extending to \(ca.\) 15.9 Å. Above this distance, the PDF of \(\text{a}_\text{m}\text{MIL-140B}^*\) is featureless, in sharp contrast to its crystalline counterpart.

The near-identical nature of the \(\text{MIL-140C}\) framework, aside from the slightly longer organic linker, led to the labelling of corresponding distances in the PDFs with the same notation as that used in the \(\text{MIL-140B}\) PDF. Similar differences between amorphous and crystalline frameworks are observed in the PDFs of \(\text{MIL-140C}\) and \(\text{a}_\text{m}\text{MIL-140C}\) (Fig. 7c and d). In particular, the same lengthening of nearest Zr–Zr distances (N) upon amorphization is witnessed. In addition, very similar reductions in the intensity of the peak belonging to nearest neighbour Zr–O correlations at 4.5 Å (O) are also observed whilst there is very little intensity in further Zr–O correlations (P–R).

This observation provides confidence that the ZrO backbone shared by both \(\text{MIL-140B}\) and \(\text{MIL-140C}\), undergoes significant
distortion during ball-milling, though some order persists in the PDF of amMIL-140C, to 17.6 Å (S, T and U). These distances, as in amMIL-140B*, correspond to two Zr atoms separated by the larger bpdc organic linker (Fig. 7d).

Conclusions

The results further contribute to the area of non-crystalline metal–organic frameworks and provide insight into the relationship between defects and amorphization. We have identified possible modes of defect incorporation into the structure of MIL-140B; defects investigated include coordinated water to Zr centers combined with linker displacement. Such defective models provide significantly better agreement with the experimentally observed structural cell parameters than the defect free ones. DFT calculations of the chemical shifts of some models also show similar features to those witnessed experimentally upon amorphization of MIL-140B. We anticipate that the occurrence of such defects might be applicable to other MOFs, given the prevalence of carboxylate linkers in this family.

In addition to solid state NMR, we have used pair distribution function analysis to show that the amorphization of the prototypical UiO-66 framework proceeds via partial breakage of Zr-carboxylate bonds, though the rigid Zr₆O₄(OH)₄ inorganic building unit appears to remain intact. This is in stark contrast to MIL-140B and MIL-140C, where in addition to metal–carboxylate bond breaking, the inorganic backbone is also heavily damaged during the ball-milling process. This mechanism bears a large similarity to the changes seen in the ball-milling of zeolites, where M–O (M = Si, Al) bonds are observed to be broken, whilst the inorganic distortions are to be expected given that pure zirconia undergoes phase transitions and eventual amorphization when subjected to ball-milling.

The different behaviour of the two inorganic units is ascribed to the larger interconnected nature of the inorganic clusters in UiO-66, where 24 Zr–O bonds hold the unit together. This is in contrast to the ZrO chains of the MIL-140 frameworks, where in a unit containing the same number of Zr ions, only 16 Zr–O bonds hold the chain together. Whilst structural defects will also play a role in determining mechanical stability, the research here may be combined with increasing metal–ligand bond strengths, to yield 'strong' MOFs capable of resisting external stresses.
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