Supervised learning by extreme learning machines resp. neural networks with random weights is studied under a non-stationary spatial-temporal sampling design which especially addresses settings where an autonomous object moving in a non-stationary spatial environment collects and analyzes data. The stochastic model especially allows for spatial heterogeneity and weak dependence. As efficient and computationally cheap learning methods (unconstrained) least squares, ridge regression and $\ell_p$-penalized least squares (including the LASSO) are studied. Consistency and asymptotic normality of the least squares and ridge regression estimates as well as corresponding consistency results for the $\ell_p$-penalty are shown under weak conditions. The results also cover bounds for the sample squared prediction error.
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1 Introduction

A growing number of instances of machine learning takes place in real time by (autonomous) objects with limited computing resources, which move in a spatial domain and collect target and explanatory observations from sensors and other sources. Examples of this data sampling and learning setting are (electric) cars using data from sensors (and cameras) for autonomous driving or optimizing usage of attached photovoltaic modules, pedestrians with wearable sensors or flying objects (drones, planes) collecting environmental data, but also tiny sensors for drug monitoring in patients and future applications such as devices for focused drug application in cancer treatment. Such a setting leads to nonstationary dependent samples, for example due to possible interactions with the environment resulting in spatial-temporal dependencies and heterogeneous dispersion.

For supervised learning, i.e. regression problems, artificial neural networks (including deep learners) with random weights, dating back to [31] and studied as extreme learning machines (ELMs), [14, 15], random Fourier feature bases and random kitchen sinks, [26, 27, 28], are an attractive approach due to their extremely fast learning by reducing the optimization part to the output layer, where random features calculated by hidden layers resp. nonlinear feature functions are linearly combined. That last step is often implemented by least squares or ridge regression. The aim and contribution of this paper is to establish consistency results, bounds for the sample prediction error and asymptotic normality results under a nonstationary model for the errors covering the above setting of a moving object going beyond the classical i.i.d.
framework. The estimation methods under investigation are least squares estimation, ridge regression (Tikhonov regularization) and $\ell_s$-penalized least squares for $1 \leq s \leq 2$ (thus covering the LASSO) are studied. Due to the close relationship of machine learning with ELMs and random features with multivariate regression, the results contribute to both areas.

Our approach to model data acquisition and supervised least squares learning by a moving object is as follows. It is assumed that the object moves through a $q$-dimensional spatial domain, typically $q = 3$, and observes at discrete time instants $t = 1, \ldots, T$ input vectors $z_t$ and $d$-dimensional responses $Y_t$. The inputs $z_t$ are either used as regressors or they are processed by a neural network with random weights (ELM) yielding (random) features $x_t$ collected in a $T \times p$ data matrix $X_T$. The data is then used to train an ELM respectively to fit a regression model using the estimation methods mentioned above.

The proposed model is defined in terms of an underlying continuous-domain spatial-temporal random field which models the (maximal) set of space-time trajectories of an object travelling through the spatial landscape. The random field is given in terms of underlying (unobservable) factor processes. The model can be seen as an extension of space-time models obtained by smoothing underlying spatial Gaussian processes as studied in spatial statistics, see [12] and the references given there. It allows, however, for non-normal data, a flexible dependence structure with respect to time and nonlinearity and thus goes beyond [12] and similar models. The model is also related to (nonlinear) factor models, which have been extensively studied in time series analysis as well as for spatial data, see, e.g., [29] for hierarchical factor models using a low-rank predictive approach, and the references given there. But the model used in this paper differs from classical factor models in that it introduces a weighting scheme and allows for a nonlinear relationship given by a Lipschitz continuous mapping. In this work, the factors are used to model non-stationarity and possible interactions of the object with its (local) environment. They may represent physical objects of the landscape, such as sources of emission when considering environmental monitoring, or virtual factors (without physical meaning), used to span a rich class of non-stationary models. The factors are located at certain (fixed) spatial positions, either on a regular grid or at arbitrary positions. There is no need to know these locations, neither is it the goal to estimate them or the model. We introduce weights depending on the distance of the moving object to those factor locations determining the influence of each factor. Therefore, when the factors are arranged on a grid spanning the spatial domain, the resulting model provides a flexible framework to allow for spatially inhomogenous correlations, and this approach has the advantage that it also allows to interpret the model as a means to explain the stochastic relationship between the moving object and the factors (sources).

The paper is organized as follows. In Section 2 the multivariate supervised learning problem is defined and ELMs are briefly reviewed and put in the framework of our results. We further show that under general conditions the theoretical solution of the least squares problem corresponding to the first $T$ observations converges to a well defined quantity. Section 3 introduces and explains the proposed model in greater detail and gives the main assumptions. The asymptotic theory is presented in Section 4 whereas proofs are provided in Section 5.
2 Problem Setup and Machine Learning for Representable Learning Problems

The problem of supervised regression learning for an object moving in a stochastic environment as outlined in the introduction can be formulated as follows: The moving object observes data at discrete time points \( t = 1, \ldots, T \) with associated spatial locations \( s_1, \ldots, s_T \),

\[
(Y_t^T, Z_t^T, s_t^T)^T, \quad t = 1, \ldots, T,
\]
defined on a common probability space. The inputs \( Z_t \) are either processed by a randomized neural network with linear output activation function or analyzed by a multivariate linear regression model using regressors \( X_t \in \mathbb{R}^p, p \in \mathbb{N} \), which may be functions of \( Z_t \). We assume a signal plus noise model introduced and discussed in Section 3. Throughout the paper the \( \nu \)-th coordinate of the multivariate noise \( \epsilon \) will be denoted by \( \epsilon_t^{(\nu)}, \nu = 1, \ldots, d \). \( \mu_t(s, x) \) is an underlying (conditional) mean function which is only observed and modeled at the relevant trajectory \( (s_1, x_1), \ldots, (s_T, x_T) \) by an ELM or a regression model. Extreme learning machines as well as multivariate regression models can be formulated by modeling the \( d \)-dimensional response vectors \( Y_t \) given \( p \)-dimensional explanatory variables \( x_t, p, d \in \mathbb{N} \), by

\[
Y_t = \mu_t + \epsilon_t, \quad t = 1, \ldots, T,
\]
where \( \mu_t = \mu_t(s_t, x_t) \in \mathbb{R}^d \) and \( \epsilon_t = \epsilon_t(s_t) \) is a \( d \)-variate mean zero spatial-temporal noise introduced and discussed in Section 3. Throughout the paper the \( \nu \)-th coordinate of the error process \( \epsilon_t \) will be denoted by \( \epsilon_t^{(\nu)}, \nu = 1, \ldots, d \). \( \mu_t(s, x) \) is an underlying (conditional) mean function which is only observed and modeled at the relevant trajectory \( (s_1, x_1), \ldots, (s_T, x_T) \) by an ELM or a regression model. Extreme learning machines as well as multivariate regression models can be formulated by modeling the \( d \)-dimensional response vectors \( Y_t \) given \( p \)-dimensional explanatory variables \( x_t, p, d \in \mathbb{N} \), by

\[
Y_t^T = x_t^T \mathbb{B} + \epsilon_t^T, \quad t = 1, \ldots, T,
\]
where \( Y_t \) is the \( d \)-dimensional response vector, \( \mathbb{B} = [\beta_1, \ldots, \beta_d] \) is an unknown \( p \times d \) matrix of regression parameters and \( \epsilon_t \) the \( d \)-vector of mean zero errors. In case of an ELM \( x_t \) is the output of the last hidden layer, as reviewed below.

The ridge regression estimator \( \hat{\mathbb{B}}_T^{(R)} = (\hat{\beta}_{T,1}^{(R)}, \ldots, \hat{\beta}_{T,d}^{(R)}) \) for \( \mathbb{B} \) minimizes

\[
\hat{\mathbb{B}} \mapsto ||Y_T - \mathbb{X}_T \hat{\mathbb{B}}||_2^2 + \lambda \| \hat{\mathbb{B}} \|_2^2 = \sum_{\nu=1}^{d} ||Y_T^{(\nu)} - \mathbb{X}_T \hat{\beta}_\nu||_2^2 + \frac{\lambda}{2} \sum_{\nu=1}^{d} \| \hat{\beta}_\nu \|_2^2, \quad \hat{\mathbb{B}} \in \mathbb{R}^{p \times d},
\]
for some regularization parameter \( \lambda \geq 0 \). For \( \lambda = 0 \) one obtains classical least squares. Here, \( \mathbb{X}_T = (x_1, \ldots, x_T)^T \in \mathbb{R}^{T \times p} \) is assumed to be of full rank, \( Y_T = (Y_1, \ldots, Y_T)^T \) is the \( T \times d \) matrix of the responses and \( \mathbb{B} = [\beta_1, \ldots, \beta_d] \). For some common activation functions [21] have shown explicitly that the output matrix \( \mathbb{X}_T \) of the last hidden layer has full rank. The estimator is given by

\[
\hat{\mathbb{B}}_T^{(R)} = (\mathbb{X}_T^T \mathbb{X}_T + \lambda \mathbb{I})^{-1} \mathbb{X}_T^T Y_T,
\]
where \( \mathbb{I} \) denotes the \( p \times p \) identity matrix, and thus can be calculated column-by-column by simply solving linear equations. Here the \( \nu \)-th column corresponds to the model

\[
Y_t^{(\nu)} = x_t^{\top} \beta_\nu + \epsilon_t^{(\nu)}, \quad t = 1, \ldots, T, \nu = 1, \ldots, d,
\]
where \( \epsilon_t^{(\nu)} \) denotes the \( \nu \)-th coordinate of the multivariate noise \( \epsilon_t \), which is fitted by minimiz-
ing $\|Y_T^{(\nu)} - X_T\tilde{b}_{\nu}\|_2^2 + \frac{1}{2}\|\tilde{b}\|_2^2$, $\tilde{b} \in \mathbb{R}^p$, leading to solution $\hat{\beta}_{T,\nu}^{(R)}$. Throughout the paper the least squares solution is denoted $\hat{\beta}_T^{(\nu)}$.

It is well known that the ridge estimator shrinks the estimates towards the grand mean and, if the models contain an intercept term, usually by putting $x_{t1} = 1$ for all $t$, then the coefficients of the regressors are shrunk towards zero. It converges to $\bar{Y}_T = T^{-1}\sum_{t=1}^T Y_t$ if $\lambda \to \infty$.

Ridge regression is attractive due to its low computational costs and thus is often used to train randomized neural networks. A LASSO penalty, however, has the advantage that it automatically selects the best fitting neurons from the last hidden layers which represent the final features of the net. These best fitting neurons are then linearly combined at the output layer.

Therefore, we also study the $\ell_s$-norm penalized least squares problem, $1 \leq s \leq 2$, in the following specification: The $\nu$th model (2.2) is fitted by minimizing

$$\tilde{b} \mapsto \|Y_T^{(\nu)} - X_T\tilde{b}\|_2^2 + \text{pen}_\lambda(\tilde{b}), \quad \tilde{b} \in \mathbb{R}^p,$$

where the penalty term is given by

$$\text{pen}_\lambda(\tilde{b}) = \lambda\|\tilde{b}\|_s, \quad \tilde{b} \in \mathbb{R}^p.$$

For $s = 1$ we obtain the LASSO estimate for $\beta_{\nu}$. The corresponding $d$-dimensional separable $\ell_s$-penalized least squares problem is to minimize

$$\tilde{B} \mapsto \|Y_T - X_T\tilde{B}\|_2^2 + \lambda\sum_{\nu=1}^d \|\tilde{b}\|_s, \quad \tilde{B} \in \mathbb{R}^{p \times d}.$$

The LASSO of [34] dates back to [4], where it has been called basis pursuit, and has been studied quite extensively for independent data. For fixed $p$ [17] provided consistency and asymptotic distributions. High-dimensional settings were studied by [22], [23] and [3].

2.1 Extreme learning machine and randomized neural networks

Extreme learning machines are a popular approach to machine learning based on artificial neural networks, see [16] for a review, belonging to the class of randomized neural networks. They are very fast to train, rank among the best classifiers in large scale comparison studies using real data, [8], and therefore have been chosen as a benchmark classifier for the extended MNIST data set of handwritten characters, [5]. Originally developed for supervised learning as studied here, [14, 15], they have been applied to numerous problems and extended to various other learning problems including semi- and unsupervised learning problems, see [13], and multi layer networks, [33]. Here we focus on single hidden layer feedforward networks and multi-layered feedforward nets for deep learning. In [21] it has been shown that, for i.i.d. learning data, the generalization bounds known for feedforward neural networks, see [11], essentially carry over to ELMs for nice activation functions.

An extreme learning machine resp. neural networks with random weights, [30] and [14], with $q$ input nodes, $p$ hidden neurons and $d$-dimensional output in the form of a single hidden layer feedforward network with activation function $g$ computes the output of the $j$th neuron
of the hidden layer for an input vector \( z_t \in \mathbb{R}^q \) by

\[
x_{tj} = g \left( b_j + \mathbf{w}_j^\top z_t \right), \quad j = 1, \ldots, p, \ t = 1, \ldots, T,
\]

where \( \mathbf{w}_j \in \mathbb{R}^q \) are the weights connecting the input nodes and the hidden units, and \( b_j \in \mathbb{R} \) are bias terms, \( j = 1, \ldots, p \). Typical choices for the activation function \( g(u) \) are squashing functions such as the classical sigmoid function \( 1/(1 + e^{-u}) \), the ReLU function \( g(u) = \max(0, u) \) or the algebraic polynomial \( g(u) = u^p \).

A multilayer (deep) learning neural network is given by a composition (concatenation)

\[
\text{Deep learners are often not fully connected and use specialized (fixed) topologies. For example, convolutional layers and pooling layers are heavily used in deep learners processing image data. If the \( k \)-th layer is a convolutional layer, the input \( x_{t(k-1)}^j \) (where \( x_{t(0)}^j = z_t \)) is structured in \( n_k \) subvectors of dimensions \( n_{k1}, \ldots, n_{kn_k} \), such as \( x_{t(k-1)}^j = (x_{t(k-1)}^j, \ldots, x_{t(k-1)}^j) \), and the \( j \)-th node computes \( n_k \) convolutions of the \( j \)-th subvector with weights \( \mathbf{w}_{tj}^k \in \mathbb{R}^{n_k,n_j} \),
\]

| Examples of convolutional layers and pooling layers are typically followed by pooling layers computing the mean or max feature activation to aggregate those convolved features over certain regions.

Let \( x_t = (x_{t1}, \ldots, x_{tp})^\top \) be the output of the last hidden layer. The output layer now processes these values using the linear activation function, such that the output \( o_t^{(c)} \in \mathbb{R} \) of
the \( \nu \)th output neuron is given by
\[
o_t^{(\nu)} = x_t^\top \beta_\nu, \quad t = 1, \ldots, T, \tag{2.5}
\]
for \( p \)-dimensional weighting vectors \( \beta_\nu, \nu = 1, \ldots, d \). Here we assume, for simplicity of presentation, that the first elements of the \( x_t \)'s are ones, such that the bias term is absorbed into \( \beta_\nu \). The \( d \)-dimensional net output for an input sample \((Y_t, z_t), t = 1, \ldots, T, \) can be written as
\[
o_t = (o_t^{(1)}, \ldots, o_t^{(d)}) = x_t^\top \mathbb{B}, \quad t = 1, \ldots, T,
\]
when defining the \( p \times d \) weighting matrix \( \mathbb{B} = (\beta_1, \ldots, \beta_d) \), and by stacking these \( T \) rows we may write
\[
O_T = \mathbb{X}_T \mathbb{B},
\]
where \( O_T = (o_1, \ldots, o_T)^\top \) is the \( T \times d \) output matrix. The output layer of a single hidden layer network is parameterized by the \( p \times d \) weighting matrix \( \mathbb{B} \), and the whole network is parameterized by \( \vartheta = (b, \mathbb{W}, \mathbb{B}) \) where \( b = (b_1, \ldots, b_p) \) and \( \mathbb{W} = (w_1, \ldots, w_r) \in \mathbb{R}^{q \times p} \). A multilayer network is parameterized, for a fixed topology of the net, by \( \vartheta = (\mathbb{W}^{(i)}, b_j : j = 1, \ldots, r) \).

An ELM uses random weights for all layers except the output layer and thus optimizes only the output weights. Usually, independent and identically distributed random biases and random weights are generated to connect the inputs and the hidden neurons. For example \( b_j \sim \mathcal{N}(0, \sigma_b^2) \) and \( \mathbb{W}^{(i)} \sim \mathcal{N}(0, \sigma_w^2 I), j = 1, \ldots, r \), for \( \sigma_b^2, \sigma_w^2 > 0 \). See [7] for some tuned choices of the probability distributions for the weights depending on the activation function. As the law of the weights is chosen by the user, one can easily implement networks with sparse weights. The random choice of the connection weights generates samples of neuron outputs \((x_{1j}, \ldots, x_{Tj}), j = 1, \ldots, p, \) which are independent respectively conditionally independent given the inputs \( z_t \), since the weights of each neuron are generated independently at random.

The weights of the output layer of an ELM are optimized by minimizing a (penalized) least squares criterion, as proposed by [14] without referring to a stochastic regression model. But as well known, this is equivalent to a (penalized) least squares regression of the model
\[
\mathbb{Y}_T = \mathbb{O}_T + \varepsilon_T, \tag{2.6}
\]
where \( \mathbb{Y}_T = (Y_T^{(1)}, \ldots, Y_T^{(d)}) \) is the \( T \times d \) matrix of target value, \( Y_T^{(\nu)} = (Y_1^{(\nu)}, \ldots, Y_T^{(\nu)})^\top \) is the available sample of the \( \nu \)th target variable and \( \varepsilon_T \) is a \( T \times d \) random matrix of mean zero errors.

I.i.d. sampling of the random weights is a common approach, but there are two reason to allow for non-i.i.d. sample, especially dependent sampling:

**Remark 2.1.** Attaching random \( \ell_1 \)-weights is attractive to achieve sparsity of the network weights and can be easily achieved by using a Dirichlet distribution.

**Remark 2.2.** We conjecture that dependent sampling may improve the performance considerably. For example, if the the data splits into two groups depending on the value of one input variable, generating at the last but one layer groups of neurons which generate multivariate Gaussian distributions strongly concentrated around different subspaces may simplify the separation of the subsamples at the output layer.
2.2 Representable learning problems under nonstationarity

To simplify presentation, let us fix $\nu \in \{1, \ldots, d\}$. Assume for a moment that $(X, Y^{(\nu)}), (X_t, Y_t^{(\nu)}), t = 1, 2, \ldots,$ is a strictly stationary sequence defined on a common probability space $(\Omega, \mathcal{F}, P)$. Denote the expectation w.r.t $P$ by uniform integrability. Here $E$ is the results of the following sections, but it is insightful and also clarifies the role of the true parameters $\beta_\nu$, $\nu \geq 1$.

Let us drop the stationarity assumption. Instead, we essentially assume ergodicity in the form of the strong law of large numbers (SLLN). These conditions are sufficient and avoid convergence of the process itself. Precisely, we assume that for all $\nu \geq 1$

$$\{X_t Y_t^{(\nu)}\} \text{ satisfies the SLLN and } |X_t Y_t^{(\nu)}| \leq W, t \geq 1, \text{ for some } W \text{ with } E_{Y|X}(W) < \infty, \quad (2.7)$$

Here $E_{Y|X}$ denotes the conditional expectation given $X_t, t \geq 1$. Recall that a sufficient condition for the second assumption is $\sup_{t \geq 1} E|X_t Y_t^{(\nu)}|^1+\delta$ for some $\delta > 0$. It can also be replaced by uniform integrability.

For a sample $\xi_1, \ldots, \xi_T$ of random vectors denote the associated empirical measure by $P_T(A) = \frac{1}{T} \sum_{t=1}^{T} 1_{A}(\xi_t)$. $P_T$ defines an expectation operator for random vectors $Z$ and vector- or matrix-valued mappings $h$ such that $\int h(u) \, dP_T(u)$ exists elementwise, namely

$$E_T(h(Z)) = \int u \, dP_T(u) = \frac{1}{T} \sum_{t=1}^{T} h(\xi_t),$$

i.e., the mean of $h(Z)$ under $Z \sim P_T$. In addition, introduce the operator

$$E_T^* (h(Z)) := E_{Y|X}(E_T(h(Z))) = \frac{1}{T} \sum_{t=1}^{T} E_{Y|X}(h(\xi_t)), \quad (2.8)$$

the average of conditional expectations. Now put $\xi_t = (Y_t^{(\nu)}, X_t), t \geq 1$. $E_T^*$ serves as an appropriate analogon for $E$. Thus, consider the least squares criteria

$$E_T^*(Y - X^\top b)^2 = \frac{1}{T} \sum_{t=1}^{T} E_{Y|X}(Y_t^{(\nu)} - X_t^\top b)^2$$

and the associate multivariate versions $E_T^* \left\| Y_T - X_T \beta_\nu \right\|_2^2 = \sum_{\nu=1}^{d} E_T^* \left\| Y^{(\nu)} - X^\top \beta_\nu \right\|_2^2$. Differentiating$^1$ with respect to $b$ leads to the equation

$$[E_T^*(X X^\top)] \beta_T = E_T^*(X Y^{(\nu)})$$

$^1$Use $\frac{\partial}{\partial x} a^\top x = a^\top$ and observe that $x^\top \beta_\nu x = xx^\top \beta_\nu.$
for the optimal solution $\beta_{T\nu}$. If $E_T^s(XX^\top) = T^{-1} \sum_{t=1}^T X_t X_t^\top$ is invertible, we obtain

$$
\beta_{T\nu} = [E_T^s(XX^\top)]^{-1} E_T^s(XY^{(\nu)}) = \left( \frac{1}{T} \sum_{t=1}^T X_t X_t^\top \right)^{-1} \left( \frac{1}{T} \sum_{t=1}^T E_{Y|X}(X_t Y_t^{(\nu)}) \right).
$$

The following result studies the asymptotic limit of these least squares problems naturally associated to a nonstationary sequence $(Y_t^{(\nu)}, X_t)$, as $T, p \to \infty$. Since at this point we are mainly interested in identifying appropriate limits, we impose somewhat top-level assumptions. Results and assumptions in Section 4 are more tailored to the assumed non-stationary model of Section 3. For a matrix $A$ the operator norm associated to the vector $2$-norm $\| \cdot \|_2$ is denoted by $\|A\|_2$.

**Theorem 2.1.** Supose that (2.7) holds. Then

$$
E_T(XY^{(\nu)}) \to E(XY^{(\nu)})
$$

elementwise, as $T, p \to \infty$. If (2.9) holds w.r.t. $\| \cdot \|_2$, $\| E_T(XX^\top) - \Sigma_x \|_2 = o(1)$ for some regular matrix $\Sigma_x$ with $\| \Sigma_x^{-1} \|_2 = O(1)$, and if additionally

$$
\|E(XY^{(\nu)})\|_2 = O(1),
$$

then

$$
\| \beta_{T\nu} - \beta_{\nu} \|_2 \to 0, \quad \beta_{\nu} = \Sigma_x^{-1} E(XY^{(\nu)}),
$$

as $T, p \to \infty$.

**Proof.** Observe that $E_T(XY^{(\nu)}) = E_{Y|X} \left( \frac{1}{T} \sum_{t=1}^T X_t Y_t^{(\nu)} \right)$. Since $T^{-1} \sum_{t=1}^T X_t Y_t^{(\nu)} - E(X_t Y_t^{(\nu)})$ is dominated by $2W$, the SLLN and dominated convergence yield

$$
E_T^*(XY^{(\nu)}) - E(E_T(XY^{(\nu)})) = E_{Y|X} \left( \frac{1}{T} \sum_{t=1}^T [X_t Y_t^{(\nu)} - E(X_t Y_t^{(\nu)})] \right) \to 0, \quad a.s.,
$$

as $T, p \to \infty$, and using $E = E E_{Y|X}$ we also obtain

$$
E(E_T(XY^{(\nu)})) - E(XY^{(\nu)}) = E \left( \frac{1}{T} \sum_{t=1}^T X_t Y_t^{(\nu)} - E(XY^{(\nu)}) \right) \xrightarrow{T \to \infty} 0,
$$

if $T, p \to \infty$. Next write

$$
[E_T^s(XX^\top)]^{-1} E_T^s(XY^{(\nu)}) - \Sigma_x^{-1} E(XY^{(\nu)}) = [E_T^s(XX^\top)]^{-1}(E_T^s(XY^{(\nu)}) - E(XY^{(\nu)})) + ([E_T^s(XX^\top)]^{-1} - \Sigma_x^{-1}) E(XY^{(\nu)}).
$$

We obtain

$$
\| [E_T^s(XX^\top)]^{-1} E_T^s(XY^{(\nu)}) - \Sigma_x^{-1} E(XY^{(\nu)}) \|_2 \leq R_{T1} + R_{T2},
$$
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where
\[ R_{T1} = \| [E_T^*(XX^\top)]^{-1} (E_T^*(XY^{(\nu)}) - E(XY^{(\nu)}) \|_2 \]
\[ \leq \left( \| [E_T^*(XX^\top)]^{-1} - \Sigma_x^{-1} \|_2 + \| \Sigma_x^{-1} \|_2 \right) \| E_T^*(XY^{(\nu)}) - E(XY^{(\nu)}) \|_2 \]
\[ = o(1), \]
and
\[ R_{T2} = \| ([E_T^*(XX^\top)]^{-1} - \Sigma_x^{-1}) E(XY^{(\nu)}) \|_2 \leq \| ([E_T^*(XX^\top)]^{-1} - \Sigma_x^{-1}) \|_2 \| E(XY^{(\nu)}) \|_2 = o(1), \]
as \( T, p \to \infty. \]

Condition (2.10), which will also play a role when studying the ridge estimator, can also be justified as follows. Observe that \( X^\top \beta_\nu = X^\top \Sigma_x^{-1} E(XY^{(\nu)}) \) is the orthogonal projection of \( Y^{(\nu)} \) onto the span of the entries \( X_1, \ldots, X_p \) of \( X \) and \( \beta_\nu \) are the corresponding coefficients. For many problems it is reasonable to assume that the signal (target) \( Y^{(\nu)} \) has a \( L_2 \)-representation in terms of the variables \( X_j, j = 1, 2, \ldots, \) i.e.

\[ Y^{(\nu)} = \sum_{j=1}^{\infty} \theta_j^{(\nu)} X_j + \epsilon^{(\nu)}, \quad \epsilon^{(\nu)} \perp \text{span}\{X_1, X_2, \ldots\}, \tag{2.11} \]
in mean square, where \( \theta_j^{(\nu)} \) is the \( j \)th element of \( [(E(X_kX_j))]_{j,k \geq 1}^{-1} (E(Y^{(\nu)}X_j))_{j=1}^{\infty} \) provided that the infinite-dimensional matrix \( (E(X_kX_j))_{j,k \geq 1} \) has absolutely summable columns and defines a bijective mapping \( \mathbb{R}^{\infty} \to \mathbb{R}^{\infty} \). Thus, the solution \( \beta_\nu = \Sigma_x^{-1} E(XY^{(\nu)}) \) can be seen as an approximation of \( \theta_{\nu, 1:p} = (\theta_1, \ldots, \theta_p) \). For an orthonormal system we simply have

\[ \theta_j^{(\nu)} = E(Y^{(\nu)}X_j), \quad j \geq 1. \]

If the system \( (X_j)_{j=1}^{\infty} \) spans \( L_2(\Omega, \mathcal{F}, \mathbb{P}) \), then the term \( \epsilon^{(\nu)} \) in (2.11) vanishes, of course. It is natural to impose decay conditions on the coefficients \( \theta_\nu = (\theta_j^{(\nu)})_{j=1}^{\infty} \). For example, \( \| \theta_\nu \|_{\ell_0} = s < \infty \) or an \( \ell_2 \)-condition,

\[ \theta_j^{(\nu)} = O(j^{-\gamma}), \tag{2.12} \]
for some \( \gamma > 1/2 \), such that the projection coefficients have finite \( \ell_2 \)-norm, \( \sum_j (\theta_j^{(\nu)})^2 < \infty \). The \( L_2 \) representation of a signal \( Y^{(\nu)} \) implies that the limit of the related least squares solution yields the first \( p \) coefficients of the series representation.

**Definition 2.1.** \( Y^{(\nu)} \) is called representable in terms of \( X_1, X_2, \ldots \), if (2.11) holds. It is called \( \ell_2 \)-representable if (2.11) holds and \( \| \theta_\nu \|_{\ell_2} < \infty \).

We shall provide consistency results for the ridge estimator, see Theorem 4.6, under the assumption that

\[ \| \Sigma_x \beta_\nu \|_2 = \| E(XY^{(\nu)}) \|_2 = O(1), \tag{2.13} \]

\[ \text{If } Y^{(\nu)} = X^\top \eta \text{ for some } \eta \in \mathbb{R}^p, \text{ then } X^\top \beta_\nu = X^\top \Sigma_x^{-1} E(XX^\top) \eta = X^\top \eta. \]
which is a natural one in view of the above discussion, cf. (2.10). Contrary, the consistency results for the \( \ell_s \)-penalized least squares solution requires a sparsity constraint on \( \beta_v \).

3 Model and assumptions

For simplicity of presentation, we assume that the spatial domain is given by the unit interval \([0, 1]\) in the \( q \)-dimensional space.

3.1 Non-stationary model

We model the data by a discretely sampled spatial-temporal process modeling a space-time environment. So, let us assume we are given a \( d \)-dimensional process

\[
Y_t(s, x) = \mu_t(s, x) + \epsilon_t(s), \quad s \in [0, 1], x \in \mathbb{R}^p, t = 1, \ldots, T, \tag{3.1}
\]

where \( \mu_t(s, x) \in \mathbb{R}^d \) is the mean of \( Y_t \),

\[
\epsilon_t(s) = H(U_t(s), \ldots, U_{t-m}(s)) - \mathbb{E}H(U_t(s), \ldots, U_{t-m}(s)) \tag{3.2}
\]

for some \( m \in \mathbb{N}_0 \) and a function \( H : \mathbb{R}^{d \times m} \rightarrow \mathbb{R}^d \) are error terms, where

\[
U_t(s) = \Phi(s)F_t + E_t, \quad s \in [0, 1], x \in \mathbb{R}^p, t = 1, \ldots, T \tag{3.3}
\]

with

\[
\Phi(s) = (\phi_{l \ell}(d(s, r_{l \ell})))_{l \leq l \leq L}, \quad F_t = (F_t(r_1), \ldots, F_t(r_L))^\top.
\]

for (factor loading) coefficients \( \phi_{l \ell} \in \mathbb{R} \) and \( d \)-variate mean zero factor processes \( F_t(r_{l \ell}) \), \( \ell = 1, \ldots, L \), modeling the \( L \) sources of randomness distributed over the spatial domain at sites \( r_1, \ldots, r_L \in [0, 1] \). \( d : [0, 1] \times [0, 1] \) is a given function, such that \( d(s, r_{l \ell}) \) models the effect of factor \( l \) on a moving object located at \( s \), and \( E_t \) is the idiosyncratic noise with mean zero. This means, at site \( s \) and time \( t \) the non-random spatial-temporal mean \( \mu_t(s, x) \) is disturbed by a nonlinear process (dependent on \( s \) and \( t \)). For \( m = 0 \) and \( H = id \) it is given by

\[
(\sum_{l=1}^L \phi_{l \ell} d(s, r_{l \ell}) F_t(r_{l \ell})) + E_t, \quad s \in [0, 1], x \in \mathbb{R}^p, t = 1, \ldots, T
\]

a linear combination of spatially distributed factors plus a noise process common to all spatial sites, but in general it may depend on \( m \) lagged values in a nonlinear way. The above random field is sampled at location \( s_t \) yielding the error term

\[
\epsilon_t = \epsilon_t(s_t) = H(U_{t,m}) - \mathbb{E}H(U_{t,m}), \quad t = 1, \ldots, T,
\]

where \( U_{t,m} = (U_t, \ldots, U_{t-m}) \) with \( U_t = U_t(s_t) \). Observe that this model is related to classical factor models but differs in several aspects: In a classical factor model \( \Phi_f \) each coordinate uses the same \( d \)-variate factors \( f_t \) but different weights (loadings) to combine them. In model (3.3) each coordinate uses different factors and the loadings may depend on the distance to the spatial location of the factors. Further, by allowing for a nonlinear transformation \( H \) model (3.2) covers for more complicated error models such as \( \epsilon_t = h(U_{t-1})U_t \) for some positive function \( h \) such that the past value \( U_{t-1} \) affects the scale of the time \( t \) noise.

In model (3.3) \( d(u, v), u, v \in [0, 1] \), is a nonincreasing function of the distance \( \|u - v\| \) taking values in the unit interval \([0, 1]\) and attaining its maximal value on the diagonal, i.e.,
Figure 1: Four consecutive time points of a simulated trajectory of model (3.2) for $H = \text{id}$ using the exponential function (3.4). The locations of the $L = 10$ factor sources are marked by red points on the error surface.

d(u, u) = 1$ for all $u \in [0, 1]$. Natural choices are the function

$$d(u, v) = 1 - \|u - v\|/M, \quad u, v \in [0, 1],$$

where $M = \sup\{|u - v| : u, v \in [0, 1]|$, or, for some positive constant $c_d$,

$$d(u, v) = \frac{1}{1 + c_d \|u - v\|}, \quad u, v \in [0, 1],$$

or the exponential

$$d(u, v) = \exp(-a \|u - v\|), \quad (3.4)$$

for a constant $a \geq 0$ determining the smallest weight, where $\|\cdot\|$ denotes an arbitrary vector norm.

The factor processes in (3.3) are assumed to be given by $d$-variate linear processes

$$F^{(\ell)}_t(r_\ell) = \sum_{j=0}^{\infty} C^{(\ell)}_j \varepsilon^{(\ell)}_{t-j}, \quad t = 1, \ldots, T, \ell = 1, \ldots, L,$$

for $d \times d$ coefficient matrices $C^{(\ell)}_j = (c^{(\ell,1)}_j, \ldots, c^{(\ell,d)}_j)\top$ with rows $c^{(\ell,\nu)}_j, \quad \nu = 1, \ldots, d$. In addition, the idiosyncratic noise is modelled as

$$E_t = \sum_{j=0}^{\infty} c^{(0)}_j \varepsilon^{(0)}_{t-j}, \quad t = 1, \ldots, T.$$

A simulated trajectory of the noise model (for $d = 1$) is depicted in Figure 1.
3.2 Assumptions on the errors

The assumptions on the error terms, the coefficients of the processes and the nonlinearity $H$ are as follows. It is assumed that

\begin{equation}
\{\epsilon^{(\ell)}_t : t \in \mathbb{Z}, \ell = 1, \ldots, L\}, \text{are } L \text{ independent sequences of independent random}
\end{equation}

vectors $\epsilon^{(\ell)}_t = \Sigma^{(\ell)}_t u^{(\ell)}_t$, $t \in \mathbb{Z}$, for $d$-dimensional mean zero random vectors $u^{(\ell)}_t$ with independent coordinates,

for symmetric $d \times d$ matrices $\Sigma^{(\ell)}_t > 0$, and

\begin{equation}
\sup \max_{t \in \mathbb{Z}} \max_{1 \leq \ell \leq L, 1 \leq \nu \leq d} \mathbb{E}|\epsilon^{(\ell,\nu)}_t|^2 + \delta < \infty, \quad t \in \mathbb{Z}, \ell = 0, \ldots, L,
\end{equation}

for some $\delta > 0$, where $\epsilon^{(\ell,\nu)}_t$ denotes the $\nu$th element of the random vector $\epsilon^{(\ell)}_t$.

For the special case $d = 1$, we assume possibly inhomogenous but uniformly bounded variances $\sigma^2_{t\ell} = \mathbb{E}(\epsilon^{(\ell)}_t)^2$, i.e.,

\begin{equation}
C_V = \sup_{t \in \mathbb{Z}} \sigma^2_{t\ell} < \infty.
\end{equation}

The variances of the idiosyncratic noise are bounded away from zero,

\begin{equation}
\sigma^2_{0\ell} \geq \sigma^2_0 > 0,
\end{equation}

whereas for general $d > 1$ the latter assumption is replaced by

\begin{equation}
\lambda_{\min}(\Sigma^{(\ell)}_t) \geq \lambda_{\min} > 0
\end{equation}

for some constant $\lambda_{\min}$. Further, we assume that all $\epsilon^{(\ell,\nu)}_t$s attain densities $p^{(\ell,\nu)}_t$ satisfying

\begin{equation}
\sup_{t \geq 1} \int_{\mathbb{R}} |p^{(\ell,\nu)}_t(z + x) - p^{(\ell,\nu)}_t(z)| \, dz = O(|x|).
\end{equation}

This condition is satisfied, if the densities are of bounded variation.

The coefficients of the linear processes are assumed to satisfy the algebraic weak dependence decay condition

\begin{equation}
\max_{1 \leq \ell \leq L} \|C^{(\ell)}_j\|_\infty = \max_{1 \leq \ell \leq L} \max_{1 \leq \nu \leq d} \|c^{(\ell,\nu)}_j\|_\infty \leq C \max(j, 1)^{-7/2 - \theta}
\end{equation}

for some $\theta > 0$. Obviously, it then holds $\max_{1 \leq \ell \leq L} \|C^{(\ell)}_j \Sigma^{(\ell)}_t\|_\infty = O(\max(j, 1)^{-7/2 - \theta})$ as well. Therefore, one can absorb the matrices $\Sigma^{(\ell)}_t^{1/2}$ into the coefficient matrices $C^{(\ell)}_j$ and hence assume that the innovations are independent with independent coordinates, since our results only require to impose condition (3.11) on the coefficient matrices.

Lastly, we impose the following regularity condition on $H$. The coordinate functions $H_\nu$ of $H = (H_1, \ldots, H_d)$ are Lipschitz continuous with constant $L_H$,

\begin{equation}
\sup_{x \neq y} \frac{|H_\nu(x) - H_\nu(y)|}{\|x - y\|_F} \leq L_H
\end{equation}
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and there exists a random $d \times (m + 1)$ matrix $\Xi = (\xi_0, \ldots, \xi_m)$ which is independent of $\{U_t\}$ with $\sup_{\nu \geq 1} \mathbb{E}[\|H_\nu(\Xi)\|^p]^{1/2} < \infty$, where $\delta$ is as in Assumption (3.6). This implies
\[
\sup_{\nu \geq 1} \mathbb{E}[e_\nu(\nu)]^2 < \infty. \tag{3.13}
\]
In (3.12) $\|A\|_F = \left(\sum_{i=1}^{n_1} \sum_{j=1}^{n_2} a_{ij}^2\right)^{1/2}$ denotes the Frobenius matrix norm of a $n_1 \times n_2$ matrix $A = (a_{ij})_{ij}$. The operator matrix norm associated to the Euclidean vector 2-norm, the spectral norm, is denoted $\|A\|_2$. Recall that $\|A\|_2 = \sqrt{\lambda_{\text{max}}(A^TA)}$, where $\lambda_{\text{max}}(\cdot)$ denotes the largest eigenvalue, and that it is given by the spectral radius $\rho(\Lambda) = \lambda_{\text{max}}(\Lambda)$ if $\Lambda$ is symmetric. Also recall that both matrix norms are submultiplicative and satisfy $\|A\|_2 \leq \|A\|_F \leq \sqrt{r(A^TA)}\|A\|_2$, where $r(\Lambda) = \min(n_1, n_2)$ denotes the rank of $\Lambda$.

### 3.3 Assumptions on the regressors

Throughout the rest of the paper, for simplicity of presentation, we change our notation and denote by $P = P|X$ the conditional probability given $X_t = x_t$, $t \geq 1$. Concerning the regressors and their relationship with the errors, we need to impose further regularity assumptions. We assume that the regressors are bounded and satisfy for positive definite $\Sigma_x \in \mathbb{R}^{p \times p}$, constants $0 \leq \eta, C < \infty$ and a compact interval $A \subset (0, \infty)$
\[
\left\|\frac{1}{T} \sum_{t=1}^T x_t x_t^\top - \Sigma_x\right\|_2 \leq C \frac{p^\eta}{\sqrt{T}} \quad \text{and spec}(T^{-1}X_T^\top X_T) \subset A. \tag{3.14}
\]
For fixed $p$ the convergence is for $T \to \infty$ and the condition on the spectra of the Gram matrices $T^{-1}X_T^\top X_T$ then follows from $0 < \lambda_1(\Sigma_x) \leq \cdots \leq \lambda_p(\Sigma_x) < \infty$. Compactness of the spectrum is a common assumption in the literature, see e.g. [20]. If $p$ grows as $T \to \infty$, (3.14) assumes compactness of the spectra of $T^{-1}X_T^\top X_T$, $T, p \geq 1$, and a convergence rate for the associated Gram matrices. Our condition is mild in view of the known results about convergence rates of covariance matrices. Especially, if the rows of $X_T$ are realizations of independent subgaussian random vectors, then (3.14) holds for $\eta = 1/2$ with high probability of at least $1 - 2c_1(p+T^{1/2})\varepsilon_2$, for arbitrarily small $\varepsilon_1, \varepsilon_2 > 0$, see [35 Th. 4.7.1] and the subsequent discussion or [36]. The necessity of the condition $p = o(T)$ has also been identified and studied, see [18 Th. 3.1], in the sense of consistency.

The central limit theorem for the least squares estimates $\hat{\beta}_T^{(\nu)}$ needs an assumptions on the matrices
\[
\bar{\Gamma}_T^{(\nu)} = \frac{1}{T} \sum_{s=1}^T \sum_{t=1}^T x_s x_t^\top \text{Cov}(\varepsilon_s^{(\nu)}, \varepsilon_t^{(\nu)}), \tag{3.15}
\]
namely that, a.s.,
\[
0 < \liminf_{T \to \infty} \lambda_{\text{min}}(\bar{\Gamma}_T^{(\nu)}) < \limsup_{T \to \infty} \lambda_{\text{max}}(\bar{\Gamma}_T^{(\nu)}) < \infty, \tag{3.16}
\]
where $\lambda_{\text{min}}(\hat{\Lambda})$ $(\lambda_{\text{max}}(\hat{\Lambda}))$ denotes the smallest (largest) eigenvalue of a symmetric matrix $\hat{\Lambda}$. Assumption (3.16) on the asymptotic variance of the scaled average of the $x_t \varepsilon_t^{(\nu)}$ is technical but typical. If, for example, $X_t$ and $\varepsilon_t^{(\nu)}$ are independent i.i.d. sequences, then $\bar{\Gamma}_T$ simplifies to $\bar{\Gamma}_T^{(\nu)} = (T^{-1} \sum_{t=1}^T x_t x_t^\top) \sigma_t^2$. Then (3.16) follows from (3.14).
4 Asymptotic results

The results of this section deal with the consistency of the least squares, ridge and $\ell_s$-penalized estimators in terms of element-wise weak and $L_1$-consistency as well as bounds for the sample prediction error. For least squares we provide consistency results under weak moment conditions and allowing for unbounded errors. To achieve this, the method of proof avoids Bernstein-type concentration inequalities. A further result considers slowly decaying dependence, expressed by the coefficients of the linear processes, in the sense of the algebraic decay condition (3.11). In this case the number of hidden units, $p$, may grow only very slowly. When considering the common assumption of geometric weak dependence, the result in terms of $p$ can be strengthened to $p \log(p) = o(T)$ up to a logarithmic factor, whereas our new result requires $p = o(T)$ under a mild and natural condition on the design matrix. We also establish asymptotic normality for the non-stationary setting.

For ridge estimation we show that under weak general assumptions, namely mean zero errors with variances bounded by the sample size and a regularization parameter $\lambda_T = o(T)$, the ridge estimator is asymptotically equivalent to the least squares estimate up to a $o_P(1/\sqrt{T})$ term. Consequently, the results for least squares estimation essentially carry over. A further result allows for a random regularization parameter, thus being more relevant in view of applications where $\lambda_T$ is often selected in a data-adaptive way. The CLT also carries over, essentially as long as the mild condition $E(\lambda_T) = o(1)$ holds.

Lastly, we study $\ell_s$-penalized estimation extending and complementing known results for i.i.d. and stationary errors.

Recall that, for brevity, $\mathbb{P} = P_{Y|X}$. Many of the results of this section, however, immediately carry over to statements w.r.t. $P = P_X P_{Y|X}$ or w.r.t. $P_{\Theta|X} P_{Y|X}$. The later is of interest for an artificial neural network with random weights $\Theta = (\Theta^{(1)}, \ldots, \Theta^{(r)}, b_1, \ldots, b_r)$ where we have $P_X = P_Z \otimes P_{\Theta}$.

4.1 Least squares

Let us first study the consistency of the least squares solution $\hat{\beta}_T = (\hat{\beta}_T^{(\nu)})$, i.e. consistency of the tuned weights connecting the hidden layer and the $\nu$-th output of the neural network. The first result provided below assumes $p^{2n} < T$ and $p^{2n} = o(T)$ as common in asymptotic studies. These conditions typically guarantee the existence of the inverse of $T^{-1}X^T X_T$. Especially, $p = o(T)$ is known to be a necessary condition for the convergence to $\Sigma_x$ even for i.i.d. samples, see [18, Th. 3.1]. That condition is also not not restrictive for ELMs, as deep learners are typically applied to large data sets. It is worth recalling at this point that $p$ is number of hidden units of the output layer, and the results below allow for multilayer networks covering deep learners as well as fully connected networks: The number of parameters is essentially not constrained.

The first result establishes consistency under the following growth of sum moment assumption describing the growth of the absolute moments of $\sum_{t=1}^N x_t \epsilon_t^{(\nu)}$, $\nu \geq 1$, as a function of $N$:

There exists a constant $C_\nu < \infty$ and $\gamma' \geq 2$ such that for all $2 \leq \gamma \leq \gamma'$ and all $N \in \mathbb{N}$

$$\sup_{1 \leq j} \mathbb{E} \left| \sum_{t=1}^N x_t \epsilon_t^{(\nu)} \right|^{\gamma} \leq C_\nu N^{\gamma'/2}. \quad (4.1)$$
Assumption (4.1) is rather mild and holds for many weakly dependent series. Especially, it holds for the model in Section 3.2 under a slightly strengthened condition on the algebraic weak dependence condition on the coefficients, see Theorem 4.1 (ii) and Section 5 for details.

The result under (4.1) for least squares supervised learning by regression and (multilayer) ELMs is as follows:

**Theorem 4.1.** *(Consistency Under Limited Growth of Sum Moment)*

Suppose that Assumption (3.14)

(i) If (4.1) holds and the sample size $T$ ensures

\[
\begin{cases}
T \geq p, p = o(T), & \text{if } 0 \leq \eta \leq 1/2, \\
p^{2\eta} = o(T), & \text{if } \eta > 1/2,
\end{cases}
\]

then for each $\delta > 0$

\[
P(\|\hat{\beta}_{T\nu} - \beta_{\nu}\|_2 > \delta) \leq KC_{\nu} \left(\sqrt{\frac{p}{T}}\right)^{\gamma - \gamma'},
\]

for some constant $K > 0$, especially implying

\[
\hat{\beta}_{T\nu} = \beta_{\nu} + O_p \left(\sqrt{\frac{p}{T}}\right),
\]

and

\[
E\left\|\hat{\beta}_{T\nu} - \beta_{\nu}\right\|_2^2 \leq \left(C_{\nu} \frac{p^\eta}{\sqrt{T}} + \lambda_{\min}\right) C_{\nu} \left(\frac{p}{T}\right),
\]

for a constant $C$, where $\lambda_{\min} = \inf_{T,p} \text{spec}(T^{-1}X_T^T X_T)$ and the upper bound is $o(1)$.

(ii) If Assumptions (3.5)-(3.12) on the error process hold with $\delta = 2$ in (3.5), i.e., the innovations of the linear process have a finite fourth moment, and (3.11) holds with $\theta = 3/2$, i.e., the coefficients $c_{j,\nu}^{(\ell)}$ decay algebraically as $j^{-5-\delta'}$ for some $\delta' > 0$, then (4.1) is fulfilled with $\gamma' = 2$, such that the assertions of (i) hold.

(iii) Let an ELM be specified by a single hidden layer neural net (2.3) respectively a multilayer deep learning network (2.5) with errors satisfying Assumptions (3.5)-(3.12). If (3.5) holds with $\delta = 2$ and if (3.11) holds with $\theta = 3/2$, i.e., $c_{j,\nu}^{(\ell)} = O(j^{-5-\delta'})$ for some $\delta' > 0$, then (4.1) holds with $\gamma' = 2$, such that the assertions of (i) hold.

The above results imply bounds and thus consistency statements for the full estimate $\hat{B}_T$ as well. But here the choice of a norm matters, of course. For example, the following corollary follows easily from the union bound.

**Corollary 4.1.** Under the conditions of Theorem 4.1 (i)

\[
P(\|\hat{B}_T - B\|_F > \delta) \leq \frac{K^2}{\delta^2} \left(\sum_{\nu=1}^d C_{\nu}\right) \frac{p}{T},
\]

for some constant $K$. 
The results of Theorem 4.1 can also be used to bound the empirical mean-square prediction error

$$\hat{MSPE}_T = 1 \sum_{t=1}^{T} |x_t^\top \beta_{T\nu} - x_t^\top \hat{\beta}_{T\nu}|^2$$

used to estimate the mean-square prediction error

$$MSPE_T = 1 \sum_{t=1}^{T} E(\hat{Y}_T^{(\nu)} - Y_T^{(\nu)})^2,$$

where $\hat{Y}_T^{(\nu)} = x_t^\top \hat{\beta}_{T\nu}$.

**Corollary 4.2.** Under the assumptions of Theorem 4.1 it holds

$$\hat{MSPE}_T = O_P\left(\frac{p}{T}\right)$$

The above estimate immediately follows by noting that $\hat{MSPE}_T = \frac{1}{T} \|x_T^\top (\hat{\beta}_{T\nu} - \beta_{\nu})\|^2$, so that

$$\hat{MSPE}_T \leq \lambda_{\max}(T^{-1}x_T^\top x_T)\|\hat{\beta}_{T\nu} - \beta_{\nu}\|^2 = O_P\left(\frac{p}{T}\right).$$

**Remark 4.1.** Our convergence rates for least squares estimation under dependence are in qualitative agreement with related results for least squares function approximation for linear vector spaces under i.i.d. sampling, see e.g. [11].

Theorem 4.1 uses (4.1) to bound the estimation error instead of following the popular approach to rely on an exponential (Hoeffding- or Bernstein-type) concentration inequality, which requires stronger assumptions on the degree of dependence for nice results. The following theorem works under the algebraic weak dependence condition on the coefficients. It allows for increasing dimension $p$, but only at a very slow unsatisfactory rate.

**Theorem 4.2.** (Consistency Under Algebraic Weak Dependence)

Suppose that Assumptions (3.5)-(3.12) and (3.14) are fulfilled and $|x_{tj}^{(\nu)}| \leq 1$ for all $t$, $j = 1, \ldots, p$ and $\nu \geq 1$. Then

$$\hat{\beta}_{T\nu} \rightarrow \beta_{\nu},$$

as $T, p \rightarrow \infty$, in probability, if

$$\log(p)\sqrt{p} = o\left(\log^{1-a}(T)\right),$$

for $0 < a < 1$.

For geometrically decaying weak dependence the situation is much better and the above result can be improved in terms of the convergence rate.

**Theorem 4.3.** (Consistency Under Geometric Weak Dependence)

Suppose that Assumptions (3.5)-(3.10), (3.12) and (3.14) are fulfilled and the coefficients decay geometrically, i.e. $c_j^{(\ell,\nu)} = O(p^\ell)$ for some $0 \leq \rho < 1$, and $|x_{tj}^{(\nu)}| \leq 1$ for all $t$, $j = 1, \ldots, p$ and $\nu \geq 1$. Then

$$\hat{\beta}_{T\nu} \rightarrow \beta_{\nu},$$

as $T, p \rightarrow \infty$, in probability, if $p\log(p)/T = o(1)$ and $\log^2(T)/\sqrt{p} = o(1)$. 
Let us now study the asymptotic distribution theory. In our general setting we need the notion of asymptotic normality. Recall that a sequence, $Z_n, n \geq 1$, of random vectors is called asymptotically normal with centering vectors $\mu_n$ and asymptotic covariance matrices $\Sigma_n$, denoted by $AN(\mu_n, \Sigma_n)$, if for every vector $a$ with $a^T \Sigma_n a > 0$ for sufficiently large $n$ the univariate sequence $a^T Z_n, n \geq 1$, is asymptotically normal. If $\mu_n \to \mu$ and $\Sigma_n \to \Sigma$, as $n \to \infty$, then the multivariate central limit theorem (CLT) $Z_n \to_{D} N(\mu, \Sigma), n \to \infty$, follows.

The following theorem provides asymptotic normality under weak algebraic dependence. If, additionally, $\Gamma^{(v)}_T$ converges w.r.t. $\| \cdot \|_2$ or $\| \cdot \|_F$, it implies the central limit theorem.

**Theorem 4.4.** Suppose that Assumptions (3.5)-(3.12) are satisfied. Then the following assertions hold.

(i) $(T v^2_\nu)^{-1/2} \sum_{t=1}^{T} \epsilon_t^{(\nu)} \overset{d}{\to} N(0,1)$, as $T \to \infty$, where $v^2_\nu = \lim_{T \to \infty} v^2_{T,\nu} > 0$ with $v^2_{T,\nu} = \text{Var} (T^{-1/2} \sum_{t=1}^{T} \epsilon_t^{(\nu)})$ needs to be assumed if $H \neq \text{id}$.

(ii) $W_T = T^{-1/2} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)} \sim AN(0, \Gamma_T)$, as $T \to \infty$.

(iii) Under Assumption (3.16), the least squares estimator $\hat{\beta}_{T,\nu}$ of $\beta_\nu$ is asymptotically normal,

$$\sqrt{T} (\hat{\beta}_{T,\nu} - \beta_\nu) \sim AN(0, \Sigma_{x}^{-1} \Gamma^{(1)}_{T,\nu} \Sigma_{x}^{-1}),$$

for $\nu = 1, \ldots, d$.

### 4.2 Ridge regression

The following first result provides the consistency of the ridge estimator, provided the 2-norm of true (conditional) mean $\bbeta_T \beta_\nu$ (the true net output) is $O(T)$, if $T, p \to \infty$. This holds true, if, for example, the true parameter $\beta_\nu$ is $t_0$-sparse, i.e. if $\| \beta_\nu \|_{t_0} = s$ for $s \in \mathbb{N}$. The result asserts that under surprisingly weak conditions on the errors the ridge estimator is asymptotically equivalent to the least squares estimator with convergence rate $1/\sqrt{T}$. Consequently, any additional set of sufficient conditions for consistency of least squares yields consistency of the ridge estimator. In this section we assume $\lambda_T > 0$ for all $T$.

**Theorem 4.5.** Suppose that the spectrum of $T^{-1} \bbeta_T \bbeta_T^\top$ is covered by a compact interval not containing 0 for large enough $T$,

$$\| \bbeta_T \beta_\nu \|_2 = O(T) \quad (4.2)$$

if $T, p \to \infty$, and $\epsilon_{t^{(\nu)}}, t \geq 1$, are mean zero error terms with $\text{Var} (\epsilon_{t^{(\nu)}}) = O(T)$. If the regularization parameter $\lambda_T$ is non-random and satisfies

$$\lambda_T = o(T),$$

or is random and satisfies

$$\mathbb{E}(\lambda_T^2) = o(1),$$

then the ridge estimator is asymptotically equivalent to the least squares solution,

$$\beta_{T,\nu} = \hat{\beta}_\nu + o_P(1/\sqrt{T}),$$

as $T, p \to \infty$. The assertions of Theorems 4.1-4.3 carry over to the ridge estimator under the assumptions stated there, especially then it holds $\beta_{T,\nu}^{(R)} = \beta_\nu + o_P(1)$, as $T, p \to \infty$ with
• $p/T = o(1)$ under Theorem 4.1 (i), if $0 \leq \eta \leq 1/2$, resp. $p^{2\eta} = o(T)$, if $1/2 < \eta$, (limited growth of sum moments),

• $\log(p)\sqrt{p} = o(\log^{1-a}(T))$ under Theorem 4.2 (algebraic weak dependence) resp.

• $p\log(p)/T = o(1)$ and $\log^2(T)/\sqrt{p} = o(1)$ under Theorem 4.3 (geometric weak dependence).

The next result replaces the condition (4.2) by a sparseness condition on the true asymptotic solution $\beta_\nu$ and the asymptotic covariance matrix $\Sigma_x$, which holds for a $\ell_2$-representable learning problem. It also allows for the case that $\lambda_T/T$ converges to some non-zero limit.

**Theorem 4.6.** Suppose that the assumption

$$||\Sigma_x\beta_\nu||_2 = O(1)$$

holds.

(i) If $\lambda = \lambda_T$ is (potentially randomly) selected such that

$$\frac{\lambda_T}{T} = o_P(1/\sqrt{p}),$$

then the assertions of Theorems 4.1-4.3 hold true for the ridge estimator $\hat{\beta}^{(R)}_{T\nu}$, under the assumptions stated in these theorems. Especially,

$$\hat{\beta}^{(R)}_{T\nu} = \beta_\nu + o_P(1).$$

(ii) If $\frac{\lambda_T}{T} \to \lambda^0$ for some constant $\lambda^0$, then

$$\hat{\beta}_{T\nu} = (\Sigma_x + \lambda^0I)^{-1}\Sigma_x\beta_\nu + o_P(1).$$

**Remark 4.2.** In Theorem 4.6 the dimension $p$ of the regressors may increase with the sample size $T$. Hence, Assumption (3.14) implicitly assumes a convergence rate, so that the $p \times p$ dimensional matrix $T^{-1}X_T^\top X_T$ still converges in the Frobenius matrix norm.

**Remark 4.3.** At first glance condition (4.3) may look restrictive, but it is a natural one for representable signals as already discussed in Section 2.

The consistency of the ridge estimator for linear regression models has been studied in the statistical literature to some extent. [19] shows its consistency for i.i.d. errors when using the plug-in estimator for $\lambda^*$, i.e. $\hat{\lambda} = p\hat{\sigma}^2_T/||\hat{\beta}_T||_2^2$ where $\hat{\sigma}^2_T$ is the usual estimator for $\sigma^2$ and $\hat{\beta}_T$ the least squares estimator, under the assumption that $\lambda_{\max}[(T^{-1}X_T^\top X_T)^{-1}] = 1/\lambda_{\min}(T^{-1}X_T^\top X_T) = o(1)$, which is, however, not reasonable for regressors satisfying the natural condition $T^{-1}X_T^\top X_T \to \Sigma_x$ imposed in (3.14). Contrary, our results assume (3.14) and allow for dependent non-stationary errors as well as increasing dimension $p$. Further, they cover choices $\lambda_T = o(T)$ of the regularization parameter ensuring improved estimation in finite samples and consistency as $T \to \infty$ and the validity of a central limit theorem, see below. Consistency results assuming sparsity, condition (3.14), Gaussian i.i.d. error terms and non-random sequences of regularization parameters can also be found in [20].

Lastly, the following results provide asymptotic normality.
Theorem 4.7. Suppose that the conditions of Theorem 4.4 are fulfilled and assume that the variances of the idiosyncratic errors are bounded.

(i) If the regularization parameter \( \lambda_T \geq 0 \) is non-random and satisfies

\[
\lambda_T = o(1),
\]

then the assertions of Theorem 4.4 carry over to the estimator \( \hat{\beta}_T^{(R)} \). Especially,

\[
\sqrt{T}(\hat{\beta}_T^{(R)} - \beta_{\nu}) \sim \mathcal{AN}(0, \Sigma_x^{-1} \Sigma_x^{-1}).
\]

for \( \nu = 1, \ldots, d \).

(ii) If the regularization parameter \( \lambda_T \geq 0 \) is random and converges to 0 in mean-square, i.e.

\[
E(\lambda_T^2) = o(1),
\]

as \( T \to \infty \), then

\[
\sqrt{T}(\hat{\beta}_T^{(R)} - \beta_{\nu}) \sim \mathcal{AN}(0, \Sigma_x^{-1} \Sigma_x^{-1}).
\]

for \( \nu = 1, \ldots, d \).

The assertion and the condition on \( \lambda_T \) in Theorem 4.7 (i) are in agreement with the results obtained in [20], which consider Gaussian i.i.d. errors and non-random choices of \( \lambda_T \). Assertion (ii) provides a convenient criterion when the regularization parameter is estimated from data. Especially, since

\[
\|\lambda_T\|_{L_2} \leq \|\lambda_T - E(\lambda_T)\|_{L_2} + E(\lambda_T),
\]

condition (4.4) is fulfilled and the ridge estimator is asymptotically normal, if \( \lambda_T \) converges to its expectation in mean-square and \( E(\lambda_T) = o(1) \).

4.3 \( \ell_s \)-penalized estimation (LASSO)

Let us now study the \( \ell_s \)-norm penalized least squares estimator by providing bounds for the sample MSPE. Our results improve upon [3], where such results are shown for the lasso estimator and Gaussian resp. i.i.d. errors. For independent errors it is known that \( \lambda \) needs to be selected proportional to \( \sqrt{\log(p)/T} \). For dependent errors the rate is worse and needs to be proportional to \( \sqrt{p \log(p)/T} \).

Theorem 4.8. Suppose that Assumptions (3.5)-(3.10) and (3.12) are fulfilled and the coefficients decay geometrically, i.e. \( c_j^{(\ell_s)} = O(\rho^j) \) for some \( 0 \leq \rho < 1 \), and \( |x_{ij}e_{i}^{(\nu)}| \leq 1 \) for all \( t, j = 1, \ldots, p \) and \( \nu \geq 1 \). If the regularization parameter is chosen as

\[
\lambda = C^{-1/2} \sqrt{\log \left( \frac{2p}{\alpha} \right) + \frac{p}{T} + \sqrt{p \log^2(T)/T}},
\]

for some constant \( C \) depending on \( \rho \), then for large enough \( T \) and with probability at least \( 1 - \alpha \), \( \alpha \in (0, 1) \), the sample prediction error associated to the \( \ell_s \)-penalized least squares estimator;
$1 \leq s \leq 2,$ can be bounded by

$$\overline{MSE}^{(\ell_s)}_T = \frac{1}{T} \sum_{t=1}^{T} (x_t^\top \hat{\beta}^{(\ell_s)}_T - x_t^\top \beta_\nu)^2 \leq 2C^{-1/2} \sqrt{\log \left( \frac{2p}{\alpha} \right) \left( \frac{p}{T} + \sqrt{p \log^2(T)} \right)} \|\beta_\nu\|_s. \tag{4.6}$$

Therefore, MSPE-consistency follows if $p = o(T)$ and $\|\beta_\nu\|_s = O(1)$, or if $\beta_\nu$ satisfies the sparsity assumption

$$\|\beta_\nu\|_s = o \left( \left[ \frac{1}{2} \log \left( \frac{2p}{\alpha} \right) \left( \frac{p}{T} + \sqrt{p \log^2(T)} \right) \right]^{-1/2} \right),$$

as $T, p \to \infty$.

We obtain the following corollary.

**Corollary 4.3.** Suppose the conditions of Theorem 4.8 are satisfied, the learning problem is $\ell_s$-representable for some $1 \leq s \leq 2$ and satisfies

$$\|\Sigma^{-1}_x\|_{s,op} = O(1)$$

and

$$\|\theta_{\nu,1:p}\|_s = o \left( \left[ \frac{1}{2} \log \left( \frac{2p}{\alpha} \right) \left( \frac{p}{T} + \sqrt{p \log^2(T)} \right) \right]^{-1/2} \right).$$

Then the bound (4.6) holds and $\overline{MSE}^{(\ell_s)}_T = o_P(1)$.

The above result requires boundedness of the inverse $\Sigma_x$ with respect to the operator norm $\|A\|_{s,op}$ associated to the $\ell_s$-norm.

The above results require geometrically decaying coefficients of the underlying linear processes. By using approach and results of Theorem 4.1 that condition can be weakened to an algebraic decay yielding the following theorem.

**Theorem 4.9.** Under the assumptions of Theorem 4.1 (ii) the choice

$$\lambda = \left( \frac{C_\nu}{1 - \alpha} \right)^{1/\gamma} \sqrt{\frac{p}{T}}$$

for some $\alpha \in (0, 1)$ ensures that with probability at least $1 - \alpha$ the $\ell_s$-penalized least squares estimator, $1 \leq s \leq 2$, can be bounded by

$$\overline{MSE}^{(\ell_s)}_T \leq 2 \left( \frac{C_\nu}{1 - \alpha} \right)^{1/\gamma} \sqrt{\frac{p}{T}} \|\beta_\nu\|_s$$

and MSPE-consistency follows, if $p = o(T)$ and $\|\beta_\nu\|_s = O(1)$ or for unconstrained $p, T \to \infty$

$$\|\beta_\nu\|_s = o \left( \left[ \left( \frac{C_\nu}{1 - \alpha} \right)^{1/\gamma} \sqrt{\frac{p}{T}} \right]^{-1} \right).$$
5 Proofs

Let us first show (3.13). Using the $C_r$-inequality we get for $1 \leq \ell \leq 2 + \delta$

$$E[|\xi(t)|^\ell] = E[H_{\nu}(U_{t,m}) - H_{\nu}(\xi)] - [E H_{\nu}(U_{t,m}) - H_{\nu}(\xi)]^\ell \leq 2^{\ell-1}E[H_{\nu}(U_{t,m}) - H_{\nu}(\xi)]^\ell + 2^{\ell-1}E[H_{\nu}(\xi) - E(U_{t,m}H_{\nu}(U_{t,m}))]^\ell,$$

where by Assumption (3.12) $E[H_{\nu}(U_{t,m}) - H_{\nu}(\xi)]^\ell \leq L_H E[\|\xi - U_{t,m}\|_F^\ell]$ and, by independence of $\xi$ and $U_{t,m}$,

$$E[H_{\nu}(\xi) - E(U_{t,m}H_{\nu}(U_{t,m}))]^\ell \leq L_H E[\|\xi - U_{t,m}\|_F^\ell].$$

Further, $E[\|\xi - U_{t,m}\|_F^\ell] = O(E[\|\xi\|_F^\ell] + E[\|U_{t,m}\|_F^\ell])$, where by Jensen’s inequality

$$E[\|U_{t,m}\|_F^\ell] = E\left(\sum_{j=0}^{m} \sum_{\nu=1}^{d} |U_{t,j}^{(\nu)}|^2\right)^{\ell/2} \leq (m+1)d^{\ell/2-1} \sum_{j=0}^{m} \sum_{\nu=1}^{d} E[|U_{t,j}^{(\nu)}|^\ell] < \infty,$$

observing that $E[|Z_{t,j}^{(\nu)}|^\ell] < \infty$ follows from (3.6) since $d$ and $L$ are fixed in our treatment.

Recall that $\xi_n = O_F(r_n)$, if $P(|\xi_n|/r_n > \delta)$ is arbitrarily small for all $n$ if $\delta$ is large enough.

Lemma 5.1. If $P(|\xi_n| > \delta) \leq C r_n/\delta^\gamma$ for some $\gamma > 0$, for all $n$ and $\delta > 0$ and some constant $C$, then $\xi_n = O_F(r_n^{1/\gamma})$.

Lemma 5.2. Let $A$ and $B$ be square matrices with $\lambda_{\text{min}}(A) > 0$ and $\lambda_{\text{min}}(B) > 0$. Then for any submultiplicative matrix norm $\|\cdot\|$ which is dominated by the spectral matrix norm $\|\cdot\|_2$

$$\|A^{-1} - B^{-1}\| \leq \frac{\|A - B\|}{\lambda_{\text{min}}(A)\lambda_{\text{min}}(B)}.$$

5.1 Proof of Theorem 4.1

Let us consider the representation

$$\hat{\beta}_{T} = \beta_{T} + \left(T^{-1}\mathbf{1}_{T}^T \mathbf{X}_T\right)^{-1} \frac{1}{T} \sum_{t=1}^{T} \mathbf{x}_t \epsilon_t^{(\nu)}.$$

By Jensen’s inequality it holds for $\gamma \geq 2$

$$E \left( \frac{1}{T} \sum_{t=1}^{T} \mathbf{x}_t \epsilon_t^{(\nu)} \right)^\gamma = T^{-\gamma} p^{\gamma/2} E \left( \frac{1}{p} \sum_{j=1}^{p} \left| \sum_{t=1}^{T} x_{tj} \epsilon_t^{(\nu)} \right|^\gamma \right) \leq T^{-\gamma} p^{\gamma/2-1} \sum_{j=1}^{p} E \left( \sum_{t=1}^{T} x_{tj} \epsilon_t^{(\nu)} \right)^\gamma,$$
such that Assumption (4.1) yields
\[
\mathbb{E} \left\| \frac{1}{T} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)} \right\|_2^\gamma \leq C_\nu T^{-\gamma/2} p^{\gamma/2}.
\] (5.2)
for some constant \( C \). Consequently, for any \( \delta > 0 \) we have
\[
\mathbb{P} \left( \left\| \frac{1}{T} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)} \right\|_2 > \delta \right) \leq C_\nu \left( \frac{p}{T} \right)^{\gamma/2} \delta^{-\gamma}.
\] (5.3)
Observe that with \( a = \inf_{p,T \geq 1} \text{spec}(T^{-1}X_T^T X_T) \) in view of (5.1)
\[
\| \hat{\beta}_T - \beta \|_2 \leq \| (T^{-1}X_T^T X_T)^{-1} \|_2 \left\| T^{-1} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)} \right\|_2 \leq \left( \| (T^{-1}X_T^T X_T)^{-1} - \Xi_x \|_2 + \| \Xi_x \|_2 \right) \left\| T^{-1} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)} \right\|_2 \leq \left( C \frac{p^\eta}{T} + a \right) \left\| T^{-1} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)} \right\|_2,
\] (5.4)
for some constant \( C < \infty \), where in the last step Assumption 3.14 is used. By Markov’s inequality we can now estimate
\[
\mathbb{P}(\| \hat{\beta}_T - \beta \|_2 > \delta) \leq \mathbb{P} \left( \left\| \frac{1}{T} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)} \right\|_2 > \delta \right) \leq \mathbb{E} \left\| \frac{1}{T} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)} \right\|_2^\gamma \left( C \frac{p^\eta}{T} + a \right)^\gamma \leq \frac{C_\nu}{\delta^{\gamma}} \left( \frac{p}{T} \right)^{\gamma/2} \left( C \frac{p^\eta}{T} + a \right)^\gamma.
\]
Case \( 0 \leq \eta \leq 1/2 \): In this case \( T \geq p \) and \( p/T = o(1) \). Then \( \left( C \frac{p^\eta}{\sqrt{T}} + a \right)^\gamma \) is bounded by \( K = (C + a)^\gamma \), since
\[
\frac{p^\eta}{\sqrt{T}} = \left( \frac{p}{T} \right)^\eta (T^{\eta-1/2}) \leq 1,
\]
such that
\[
\mathbb{P}(\| \hat{\beta}_T - \beta \|_2 > \delta) \leq K \frac{C_\nu}{\delta^{\gamma}} \left( \frac{p}{T} \right)^{\gamma/2} \rightarrow 0, \quad p, T \rightarrow \infty,
\]
follows.
Case \( 1/2 < \eta \): Then, by assumption, \( p^{2\eta} = o(T) \), which implies \( p = o(T) \) and \( \left( C \frac{p^\eta}{\sqrt{T}} + a \right)^\gamma \rightarrow a^\gamma \). Therefore,
\[
\mathbb{P}(\| \hat{\beta}_T - \beta \|_2 > \delta) \leq \frac{C_\nu}{\delta^{\gamma}} \left( \frac{p}{T} \right)^{\gamma/2} \left( C \frac{p^\eta}{\sqrt{T}} + a \right)^\gamma \rightarrow 0, \quad p, T \rightarrow \infty.
\]
Since in both cases $P(\|\hat{\beta}_{T\nu} - \beta_{\nu}\|_2 > \delta) = O((p/T)^{\gamma/2})$, Lemma 5.1 implies

$$\|\hat{\beta}_{T\nu} - \beta_{\nu}\|_2 = O_P\left(\sqrt{\frac{p}{T}}\right).$$

Lastly, the estimates used to obtain (5.4) also yield

$$E\|\hat{\beta}_{T\nu} - \beta_{\nu}\|_2^2 \leq \left(C p \eta \sqrt{T} + a\right) E\|\sum_{t=1}^{T} x_t \epsilon_t^{(\nu)}\|_2^2 \leq \left(C p \eta \sqrt{T} + a\right) C_{\nu}\left(\frac{p}{T}\right),$$

where the upper bound is $o(1)$ as $p, T \to \infty$, if $T \geq p$ and $p = o(T)$. This completes the proof of (i).

Next, let us show assertion (ii). We use the following result which is a special case of [6, Th. 2, p. 26].

**Lemma 5.3.** Let $\{\xi_t\}$ be a sequence of possibly non-stationary zero mean random variables with $E|\xi_t|^{2+\varepsilon} < \infty$ for all $t, \varepsilon > 0$, and $\alpha$-mixing coefficients $\alpha_{\xi}(r), r \in \mathbb{N}$. If

$$\sum_{r=1}^{\infty} [\alpha_{\xi}(r)]^{\frac{\varepsilon}{2+\varepsilon}} < \infty,$$

then

$$E\left|\sum_{t \in I} \xi_t\right|^2 = O(|I|),$$

for any finite index set $I$.

As shown below in detail, see (5.11), the mixing coefficients $\alpha(r)$ of the process $\xi_t = x_t \epsilon_t^{(\nu)}$ satisfy

$$\alpha(r) = O(r^{-1-\frac{3\theta}{2}})$$

under Assumption (3.11). Consequently, $\alpha(r)^{\frac{\varepsilon}{2+\varepsilon}}$ is summable, if $(1 + 2\theta/3)^{\frac{\varepsilon}{2+\varepsilon}} > 1$. Select $\varepsilon = 2$, corresponding to the fourth order moment condition, we obtain the condition $\theta > 3/2$ to ensure Assumption (4.1) by applying the above auxiliary lemma.

It remains to show (iii): Fix $\gamma > 0$ and $G$ denote the distribution of the randomly chosen weights of the ELM and let $Q_{Z_T}$ be the law of the input variables $Z_T = (z_1, \ldots, z_T)$. Then, by independence of weights, inputs and errors and since $x_{tj} = g(b_j + w_j^T z_t)$, Markov's inequality
and Theorem \[4.1\] there exists a constant \( C > 0 \) such that for any \( \delta > 0 \)
\[
\mathbb{P} \left( \frac{1}{T} \sum_{t=1}^{T} x_{tj} \epsilon_t^{(\nu)} > \delta \right) \leq \delta^{-\gamma} \mathbb{E} \left( \frac{1}{T} \sum_{t=1}^{T} x_{tj} \epsilon_t^{(\nu)} \right) ^{\gamma} \\
= \delta^{-\gamma} \int \int \mathbb{E} \left( \sum_{t=1}^{T} g(b_j + w_j^T z_t) \epsilon_t^{(\nu)} \right) ^{\gamma} \, dG(w_j, b_j) dQ(z_1, \ldots, z_T) \\
\leq \delta^{-\gamma} \int \int C T^{\gamma/2} \, dG dQ(z_T) \\
= O(T^{\gamma/2}),
\]
where \( \mathbb{E} \{\epsilon(\nu)\}_{t=1}^{T} \) indicates that the expectation is w.r.t. the error process. For a deep ELM,
\[
x_{tj} = g_r(\nu_j^{(r)}, b_{jk}) \circ g_{r-1}(\nu_j^{(r-1)}, b_{r-1}) \circ \ldots \circ g_1(\nu_j^{(1)}, b_1)(z_t)
\]
is random but bounded, say, by 1 for each random draw of the random weights \( \nu_j^{(k)}, b_{jk}, k = 1, \ldots, r \), see (2.4). Therefore, again conditioning on \( \nu_j^{(k)}, b_{jk}, k = 1, \ldots, r \), by independence,
\[
\mathbb{E} \left( \frac{1}{T} \sum_{t=1}^{T} x_{tj} \epsilon_t^{(\nu)} \right) ^{\gamma} = \int \int \mathbb{E} \left( \sum_{t=1}^{T} g_r(\nu_j^{(r)}, b_{jk}) \circ g_{r-1}(\nu_j^{(r-1)}, b_{r-1}) \circ \ldots \circ g_1(\nu_j^{(1)}, b_1)(z_t) \epsilon_t^{(\nu)} \right) ^{\gamma} \, dP_{\nu_j^{(r)}} dQ(z_T)
\]
where \( dP_{\nu_j^{(r)}} = \otimes_{k=1}^{r} dG_{k} \) with \( dG_{k} \) the distribution of the random weights (connection weights and biases) of the \( k \)th hidden layer. Now the integrand can be estimated as for a single hidden layer net.

### 5.2 Proof of Theorem \[4.2\]

The proof relies on the following exponential inequality for algebraically decaying \( \alpha \)-mixing sequences, see [6, p. 34, Remark 7 c)].

**Lemma 5.4.** Let \( \{\xi_t\} \) be a sequence of mean zero random variables with \( |\xi_t| \leq 1 \) and \( \alpha \)-mixing coefficients \( \alpha_{\xi}(k), k \in \mathbb{N} \), satisfying \( \alpha_{\xi}(k) = O(k^{-v}) \) for some real \( v > 0 \). Then for any \( 0 < a < 1 \) there exists some real \( b > 0 \), such that for large enough \( n \)
\[
\mathbb{P} \left( \left| \sum_{t=1}^{n} \xi_t \right| > x \sqrt{n} \right) \leq 2 \exp \left( -\frac{b x \log^{1-a}(n)}{\sqrt{n}} \right)
\]

Recall the representation
\[
\hat{\beta}_{T\nu} - \beta_{\nu} = (T^{-1} \mathbf{x}_T^T \mathbf{x}_T)^{-1} \frac{1}{T} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)}.
\]
In view of (??), consistency now follows if we show that
\[
\left\| \frac{1}{T} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)} \right\|_2 \xrightarrow{P} 0,
\]
as \( T \to \infty \). The union bound and Lemma 5.4 yields for \( \delta > 0 \)
\[
P \left( \left\| \frac{1}{T} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)} \right\|_2 > \delta \right) = P \left( \sum_{j=1}^{p} \left| \frac{1}{T} \sum_{t=1}^{T} x_{tj} \epsilon_t^{(\nu)} \right|^2 > \delta^2 \right)
\leq P \left( p \max_j \left| \frac{1}{T} \sum_{t=1}^{T} x_{tj} \epsilon_t^{(\nu)} \right|^2 > \delta^2 \right)
\leq \sum_{j=1}^{p} P \left( \left| \sum_{t=1}^{T} x_{tj} \epsilon_t^{(\nu)} \right| > \delta T \sqrt{\frac{1}{p}} \right)
\leq 2 \exp \left( \log(p) - \frac{b \delta \log_{1-a}(T)}{\sqrt{p}} \right)
\]
A sufficient condition ensuring that the latter expression has the order \( o(1) \) is given by
\[
\log(p) \sqrt{\frac{1}{p}} = o \left( \log^{1-a}(T) \right),
\]
which completes the proof.

5.3 Proof of Theorem 4.3

To establish Theorem 4.3 observe that in view of (5.11), which holds for linear processes with coefficients depending on \( t \), the exponential decay of the coefficients implies geometrically decaying \( \alpha \)-mixing coefficients of the non-stationary and bounded sequences \( \{ x_{tj} \epsilon_t^{(\nu)} : t \geq 1 \} \), uniformly in \( j = 1, \ldots, p \). Recall the following results due to [25]; see [24, Corollary 24] for a related maximal inequality.

Lemma 5.5. Let \( \{ \xi_t : t \geq 1 \} \) be a sequence of mean zero random variables bounded by \( M \) and with \( \alpha \)-mixing coefficients \( \alpha_{\xi}(k) \), \( k \geq 1 \), satisfying \( \alpha_{\xi}(k) = O(\exp(-\gamma k)) \) for some \( \gamma > 0 \). Then there exists a constant \( C \) depending on \( \gamma \), such that for all \( n \geq 4 \) and all \( x \geq 0 \)
\[
P \left( \left| \sum_{t=1}^{n} \xi_t \right| > x \right) \leq 2 \exp \left( -\frac{nM^2 + Mx \log n}{nM^2 + Mx(\log n)(\log \log n)} \right).
\]
The union bound yields
\[
P \left( \left\| \frac{1}{T} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)} \right\|_2 > \delta \right) \leq \sum_{j=1}^{p} P \left( \left| \sum_{t=1}^{T} x_{tj} \epsilon_t^{(\nu)} \right| > \delta T \sqrt{\frac{1}{p}} \right)
\]
and hence by Lemma 5.5

\[
P \left( \left\| \frac{1}{T} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)} \right\|_2 > \delta \right) \leq 2 \exp \left( -\frac{C}\lambda^2 T/p \frac{\delta^2}{1 + \frac{\delta^2}{p^{3/2}} (\log \log T)} + \log(p) \right) \\
 \leq 2 \exp \left( -\frac{C}{1 + \frac{\delta^2}{p^{3/2}} \log^2 T} + \log(p) \right) \quad (5.5)
\]

as \( T \to \infty \), if \( p \log(p)/T = o(1) \) and \( \log^2(T)/\sqrt{p} = o(1) \), since then, for any sequence \( f_T \to f > 0 \) (take \( f_T = C \delta^2/(1 + \delta \log^2(T)/\sqrt{p}) \)), \( f_T^{-1} \log(p)/T < c < 1 \) for large enough \( T \), which implies \( f_T^{-1} p/T < 1 / \log(p) \leftrightarrow f_T T/p > \log(p) \) and hence \( T/p = \log(p)/(T/(p \log(p))) \to \infty \).

### 5.4 Proof of Theorem 4.8

As a preparation, recall the exponential bound in (5.5). For \( \lambda \leq 1 \) we have

\[
P \left( \left\| \frac{1}{T} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)} \right\|_2 > \lambda \right) \leq 2 \exp \left( -\frac{C}{1 + \frac{\delta^2}{p^{3/2}} \log^2 T} + \log(p) \right).
\]

Therefore, for \( \alpha \in (0, 1) \) the choice

\[
\lambda = C^{-1/2} \sqrt{\log \left( \frac{2p}{\alpha} \right)} \left( \frac{p}{T} + \sqrt{p \log^2(T)/T} \right)
\]

guarantees

\[
P \left( \left\| \frac{1}{T} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)} \right\|_2 \leq \lambda \right) \geq 1 - \alpha.
\]

In what follows, we draw on some standard arguments to bound the prediction error, see, for example, [3]. Since \( \tilde{\beta}_{T\nu}^{(\nu)} \) minimizes \( \beta \to T^{-1} \| Y_T^{(\nu)} - \mathbb{X}_T \tilde{\beta} \|_2^2 + \text{pen}_\lambda(\beta) \), we have

\[
T^{-1} \| Y_T^{(\nu)} - \mathbb{X}_T \tilde{\beta}_{T\nu}^{(\nu)} \|_2^2 + \text{pen}_\lambda(\tilde{\beta}_{T\nu}^{(\nu)}) \leq T^{-1} \| Y_T^{(\nu)} - \mathbb{X}_T \beta_\nu \|_2^2 + \text{pen}_\lambda(\beta_\nu).
\]

Using \( Y_T^{(\nu)} - \mathbb{X}_T \tilde{\beta}_{T\nu}^{(\nu)} = -\mathbb{X}_T (\tilde{\beta}_{T\nu}^{(\nu)} - \beta_\nu) + \epsilon^{(\nu)} \), the latter inequality is equivalent to

\[
T^{-1} \{ \epsilon^{(\nu)} \top \epsilon^{(\nu)} - 2 \epsilon^{(\nu)} \top [\mathbb{X}_T (\tilde{\beta}_{T\nu}^{(\nu)} - \beta_\nu)] + (\beta_\nu - \tilde{\beta}_{T\nu}^{(\nu)}) \top \mathbb{X}_T (\beta_\nu - \tilde{\beta}_{T\nu}^{(\nu)}) + \text{pen}_\lambda(\tilde{\beta}_{T\nu}^{(\nu)}) \} \leq \epsilon^{(\nu)} \top \epsilon^{(\nu)} + \text{pen}_\lambda(\beta_\nu).
\]

Collecting terms we obtain

\[
-(2/T) \epsilon^{(\nu)} \top [\mathbb{X}_T (\tilde{\beta}_{T\nu}^{(\nu)} - \beta_\nu)] + T^{-1} \| \mathbb{X}_T (\tilde{\beta}_{T\nu}^{(\nu)} - \beta_\nu) \|_2^2 + \lambda \| \tilde{\beta}_{T\nu}^{(\nu)} \|_2^2 \leq \text{pen}_\lambda(\beta_\nu) - \text{pen}_\lambda(\tilde{\beta}_{T\nu}^{(\nu)}),
\]

and eventually arrive at

\[
T^{-1} \| \mathbb{X}_T (\tilde{\beta}_{T\nu}^{(\nu)} - \beta_\nu) \|_2^2 \leq (2/T) \| \mathbb{X}_T \epsilon^{(\nu)} \|_2^2 \leq \mathbb{X}_T (\tilde{\beta}_{T\nu}^{(\nu)} - \beta_\nu) + \text{pen}_\lambda(\beta_\nu) - \text{pen}_\lambda(\tilde{\beta}_{T\nu}^{(\nu)}).
\]
We may now conclude that with probability at least $1 - \alpha$
\[
T^{-1}||\tilde{X}_T(\hat{\beta}_{T\nu}^{(\ell_s)} - \beta_\nu)||_2^2 \leq \lambda||\tilde{\beta}_{T\nu}^{(\ell_s)} - \beta_\nu||_2 + \text{pen}_\lambda(\beta_\nu) - \text{pen}_\lambda(\tilde{\beta}_{T\nu}^{(\ell_s)})
\]
Recalling that $\text{pen}_\lambda(\cdot) = \lambda||\cdot||_s$ with $1 \leq s \leq 2$, the triangle inequality and the fact that $||x||_2 \leq ||x||_s$ for $1 \leq s \leq 2$ now provide the bound
\[
T^{-1}||\tilde{X}_T(\hat{\beta}_{T\nu}^{(\ell_s)} - \beta_\nu)||_2^2 \leq 2\lambda||\beta_\nu||_s.
\]
Lastly, consistency follows when $||\beta_\nu||_s$ is of smaller order than $\lambda$.

5.5 Proof of Theorem 4.9

The result follows along the lines of the proof of Theorem 4.8 using the bound (5.3) with $\delta = \lambda$, equating the right-hand side with $1 - \alpha$ and solving for $\lambda$. The rest of the proof is unchanged.

5.6 Proof of Theorem 4.5

The result can be shown arguing as in [20]. Consider the SVD of
\[
\tilde{X}_T = \frac{1}{\sqrt{T}}X_T = \mathbb{U}\mathbb{D}\mathbb{V}^T
\]
where $\mathbb{U}$ is a $T \times T$ orthogonal matrix, $\mathbb{V}$ a $p \times p$ orthogonal matrix and
\[
\mathbb{D} = \text{diag}(\rho_1, \ldots, \rho_p)
\]
the diagonal matrix of the eigenvalues of $\tilde{X}_T^\top\tilde{X}_T = T^{-1}X_T^\top X_T$. The ridge estimator attains the representation
\[
\hat{\beta}_{T\nu}^{(R)} = \frac{1}{\sqrt{T}} \left(\tilde{X}_T^\top\tilde{X}_T + \frac{\lambda_T}{T}\mathbb{I}\right)^{-1}\tilde{X}_T^\top Y(\nu)
\]
Observing that $\tilde{X}_T^\top\tilde{X}_T + \frac{\lambda_T}{T}\mathbb{I} = \mathbb{V}(\mathbb{D}^2 + \frac{T}{T}\mathbb{I})\mathbb{V}^\top$ with inverse $\mathbb{V}\text{diag}\left(\frac{1}{\rho_1^2 + \lambda_T/T}, \ldots, \frac{1}{\rho_p^2 + \lambda_T/T}\right)\mathbb{V}^\top$, some algebra shows that
\[
\hat{\beta}_{T\nu}^{(R)} = \mathbb{V}\text{diag}\left(\frac{\rho_1}{\rho_1^2 + \lambda_T/T}, \ldots, \frac{\rho_p}{\rho_p^2 + \lambda_T/T}\right)\mathbb{U}^\top Y(\nu).
\]
Since, similarly,
\[
\hat{\beta}_{T\nu} = \mathbb{V}\text{diag}\left(1/\rho_1, \ldots, 1/\rho_T\right)\mathbb{U}^\top Y(\nu),
\]
we obtain
\[
\sqrt{T}(\hat{\beta}_{T\nu}^{(R)} - \hat{\beta}_{T\nu}) = \mathbb{V}\text{diag}\left(-\frac{T\lambda_T}{T\rho_1(T\rho_1 + \lambda_T)}, \ldots, -\frac{T\lambda_T}{T\rho_p(T\rho_1 + \lambda_T)}\right)\mathbb{U}^\top Y(\nu),
\]
such that
\[
\|\sqrt{T}(\hat{\beta}_{T\nu}^{(R)} - \hat{\beta}_{T\nu})\|_2^2 \leq \left\| \text{diag}\left(-\frac{T\lambda_T T \rho_1 (T \rho_1 + \lambda_T)}{T \rho_1 (T \rho_1 + \lambda_T)}, \ldots, -\frac{T\lambda_T}{T \rho_p (T \rho_1 + \lambda_T)}\right) \right\|_2^2 \\
\leq \max_{1 \leq j \leq p} \frac{\lambda_j^2}{T^2 \rho_j^2} \|\mathbf{Y}(\nu)\|_2^2 \\
\leq \frac{T^2 \lambda_{\min}^4 (T^{-1}X_T^T X_T)}{T^2 \lambda_{\min}^4 (T^{-1}X_T^T X_T)} \|\mathbf{Y}(\nu)\|_2^2.
\]

Since \(\|X_T \beta\| = O(T)\) and \(E\|\epsilon(\nu)\|_2^2 = \sum_{t=1}^T E(\epsilon_t(\nu))^2 = O(T)\), if \(T, p \to \infty\), in view of the assumption that \(\text{Var}(\epsilon_t(\nu)) = O(1)\), we may conclude, for any \(\delta > 0\), by Markov’s inequality
\[
P\left(\|\sqrt{T}(\hat{\beta}_{T\nu}^{(R)} - \hat{\beta}_{T\nu})\|_2 > \delta\right) \leq \frac{\lambda_T^2}{T^2 \lambda_{\min}^4 (T^{-1}X_T^T X_T)} \frac{E(\|\mathbf{Y}(\nu)\|_2^2)}{\delta^2} \\
= O\left(\frac{\lambda_T^2}{T^2} E(\|\mathbf{Y}(\nu)\|_2^2)\right) \\
= O\left(\lambda_T^2\right).
\]

For random regularization parameters \(\lambda_T\) the bound
\[
\|\sqrt{T}(\hat{\beta}_{T\nu}^{(R)} - \hat{\beta}_{T\nu})\|_2 \leq \frac{\lambda_T}{T \lambda_{\min}^2 (T^{-1}X_T^T X_T)} \|\mathbf{Y}(\nu)\|_2
\]
and Markov’s inequality yield
\[
P\left(\|\sqrt{T}(\hat{\beta}_{T\nu}^{(R)} - \hat{\beta}_{T\nu})\|_2 > \delta\right) \leq P\left(\frac{\lambda_T \|\mathbf{Y}(\nu)\|_2}{T \lambda_{\min}^2 (T^{-1}X_T^T X_T)} > T \delta\right) \\
= O\left(\sqrt{\frac{E(\lambda_T^2)}{T \delta}}\sqrt{\frac{E(\|\mathbf{Y}(\nu)\|_2^2)}{T \delta}}\right) \\
= O\left(\sqrt{\frac{E(\lambda_T^2)}{T \delta}}\right),
\]
which is \(o(1)\), if \(E(\lambda_T^2) = o(1), T, p \to \infty\).

5.7 Proof of Theorem 4.6

We have the representation
\[
\hat{\beta}_{T\nu}^{(R)} = (X_T^T X_T + \lambda_T \mathbb{I})^{-1}X_T^T \mathbf{Y}(\nu) \\
= \left(T^{-1}X_T^T X_T + \frac{\lambda_T}{T} \mathbb{I}\right)^{-1}T^{-1}X_T^T \mathbf{Y}(\nu) + \left(T^{-1}X_T^T X_T + \frac{\lambda_T}{T} \mathbb{I}\right)^{-1}T^{-1}X_T^T \mathbf{e}(\nu).
\]
First, observe that since \(|\lambda_T/T - \lambda^0| = o_p(1/\sqrt{p})\), by Assumption (3.14) and since \(||\|_F = \sqrt{p},
\begin{equation}
\|T^{-1}\mathbf{x}_T^\top\mathbf{x}_T + \frac{\lambda_T}{T} \mathbf{I} - (\Sigma_x + \lambda^0 \mathbf{I})\|_2 \leq C \frac{p^\eta}{\sqrt{T}} + \frac{\lambda_T}{T} - \lambda^0 \sqrt{p} = o_p(1),
\end{equation}
and by Lemma 5.2
\begin{equation}
\left\| \left( T^{-1}\mathbf{x}_T^\top\mathbf{x}_T + \frac{\lambda_T}{T} \right)^{-1} - (\Sigma_x + \lambda^0 \mathbf{I})^{-1} \right\|_2 \leq C \frac{p^\eta}{\sqrt{T}} + \frac{\lambda_T}{T} - \lambda^0 \sqrt{p} = o_p(1),
\end{equation}
as well. To treat the first term in the above representation of \(\hat{\beta}_{T \nu}^{(R)}\) apply the inequality
\begin{equation}
\|A_T \mathbf{B}_T - A \mathbf{B}\|_2 \leq \|A_T - A\|_2 (\|\mathbf{B}_T - \mathbf{B}\|_2 + \|A\|_2 - \|\mathbf{B}_T - \mathbf{B}\|_2)
\end{equation}
with \(A_T = \left( T^{-1}\mathbf{x}_T^\top\mathbf{x}_T + \frac{\lambda_T}{T} \right)^{-1}, A = (\Sigma_x^{-1} + \lambda^0 \mathbf{I})^{-1}, \mathbf{B}_T = T^{-1}\mathbf{x}_T^\top\mathbf{x}_T \beta \nu\) and \(\mathbf{B} = \Sigma_x \beta \nu\). Observe that the spectrum of \(\Sigma_x(\lambda^0) = \Sigma_x + \lambda^0 \mathbf{I}\) is the spectrum of \(\Sigma_x\) shifted by \(\lambda^0\), such that \(\|\Sigma_x(\lambda^0)||_2 = O(1)\) and \(\|\Sigma_x(\lambda^0)\|_2 = O(1)\). Since \(\beta\nu\) ensures by assumption that \(\|\mathbf{B}\|_2 = \|\Sigma_x \beta \nu\|_2 = O(1)\), we may conclude that under the assumptions of assertion (ii)
\begin{equation}
\left\| \left( T^{-1}\mathbf{x}_T^\top\mathbf{x}_T + \frac{\lambda_T}{T} \right)^{-1} T^{-1}\mathbf{x}_T^\top\mathbf{x}_T \beta \nu - (\Sigma_x + \lambda^0 \mathbf{I})^{-1} \Sigma_x \beta \nu \right\|_2 = o_p(1) \tag{5.6}
\end{equation}
and
\begin{equation}
\left\| \left( T^{-1}\mathbf{x}_T^\top\mathbf{x}_T + \frac{\lambda_T}{T} \right)^{-1} - (\Sigma_x^{-1} + \lambda^0 \mathbf{I})^{-1} \right\|_2 = o_p(1). \tag{5.7}
\end{equation}
Consequently,
\(\hat{\beta}_{T \nu} = (\Sigma_x + \lambda^0 \mathbf{I})^{-1} \Sigma_x \beta \nu + o_p(1)\), provided \(\left\| T^{-1} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)} \right\|_2 = o_p(1)\), which holds under the stated assumptions, as shown in (5.3). This verifies assertion (ii). To show (i) observe the representation
\(\hat{\beta}_{T \nu}^{(R)} - \beta \nu = \left[ \left( T^{-1}\mathbf{x}_T^\top\mathbf{x}_T + \frac{\lambda_T}{T} \right)^{-1} T^{-1}\mathbf{x}_T^\top\mathbf{x}_T - \mathbf{I} \right] \beta \nu + \left( T^{-1}\mathbf{x}_T^\top\mathbf{x}_T + \frac{\lambda_T}{T} \right)^{-1} \frac{1}{T} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)}\).
In view of \(\left\| \frac{1}{T} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)} \right\|_2 = o_p(1)\), assertion (i) follows, if we show
\begin{equation}
\left\| \left[ \left( T^{-1}\mathbf{x}_T^\top\mathbf{x}_T + \frac{\lambda_T}{T} \right)^{-1} T^{-1}\mathbf{x}_T^\top\mathbf{x}_T - \mathbf{I} \right] \Sigma_x \beta \nu \right\|_2 = o(1) \tag{5.8}
\end{equation}
and
\begin{equation}
\left\| T^{-1}\mathbf{x}_T^\top\mathbf{x}_T + \frac{\lambda_T}{T} \right\|_2 = O(1). \tag{5.9}
\end{equation}
The latter follows directly from (3.14), the estimate
\[ \| T^{-1}X_T^T X_T \|_2 \leq \| T^{-1}X_T^T X_T - \Sigma_x \|_2 + \| \Sigma_x \|_2 = O(1) \]
and
\[ \left\| \frac{\lambda_T}{T} \right\|_F = \frac{\lambda_T \sqrt{p}}{T} = o_P(1). \]

Also observe that
\[ \left\| T^{-1}X_T^T X_T + \frac{\lambda_T}{T} \right\|_2 \leq \left\| T^{-1}X_T^T X_T - \Sigma_x \right\|_2 + \frac{\lambda_T \sqrt{p}}{T} \leq C \frac{p}{\sqrt{T}} + o_P(1), \]
i.e., \( T^{-1}X_T^T X_T + \frac{\lambda_T}{T} \to \Sigma_x \) in probability in the operator norm. Again applying Lemma 5.2 we get
\[ \left\| \left( T^{-1}X_T^T X_T + \frac{\lambda_T}{T} \right)^{-1} - \Sigma_x^{-1} \right\|_2 \leq C \frac{p}{\sqrt{T}} + o_P(1). \]

Now consider (5.8). Write
\[
\mathbb{R}_T = \left( T^{-1}X_T^T X_T + \frac{\lambda_T}{T} \right)^{-1} T^{-1}X_T^T X_T \Sigma_x^{-1} - \Sigma_x^{-1} \Xi_x \beta_y,
\]
\[ = \left\{ \left( T^{-1}X_T^T X_T + \frac{\lambda_T}{T} \right)^{-1} - \Sigma_x^{-1} \right\} T^{-1}X_T^T X_T \Sigma_x^{-1} + \Sigma_x^{-1} \left( T^{-1}X_T^T X_T \Sigma_x^{-1} - \Sigma_x \Sigma_x^{-1} \right) \Xi_x \beta_y. \]

Then,
\[ \| \mathbb{R}_T \|_2 \leq \left\| \left( T^{-1}X_T^T X_T + \frac{\lambda_T}{T} \right)^{-1} - \Sigma_x^{-1} \right\|_2 \| T^{-1}X_T^T X_T \Sigma_x^{-1} \|_2 \| \Xi_x \beta_y \|_2 + \| \Sigma_x^{-1} \|_2 \| T^{-1}X_T^T X_T - \Sigma_x \|_2 \| \Sigma_x^{-1} \|_2 \| \Xi_x \beta_y \|_2. \]

In view of (3.14) \( \| T^{-1}X_T^T X_T \|_F = O(1) \), and \( \| \Sigma_x^{-1} \|_2 = 1/\lambda_{\min}(\Sigma_x) = O(1) \) as well. Therefore, \( \| T^{-1}X_T^T X_T \Sigma_x^{-1} \|_2 = O(1) \). Combining these facts with the assumption \( \| \Sigma_x \beta_y \|_2 = O(1) \), we obtain \( \| \mathbb{R}_T \|_2 = o_P(1) \), as \( T, p \to \infty \), which completes the proof.

5.8 Proof of Theorem 4.4 and Theorem 4.7

We shall first consider the case \( m = 1 \) and \( H = \text{id} \) of a linear factor model for the errors. By using an interlacing embedding technique as in [32], we will show that \( \epsilon_i = Z_i \) is a strongly mixing linear process with coefficients decaying as \( O(j^{-3/2-\delta}) \). This implies that the nonlinear process \( H(Z_t, \ldots, Z_{t-m}) \) is \( \alpha \)-mixing as well with the same decay of the mixing coefficients and finite absolute moments of order \( 2 + \delta \). Consequently, central limit theorems as well as exponential inequalities (as given above) can be applied for \( H = \text{id} \) as well as \( H \neq \text{id} \) under Assumption (3.12).

By interlacing, we may write the \( \nu \)th coordinate \( \epsilon_i^{(\nu)} \) of \( \epsilon_i \) as a linear process with respect to the independent mean zero sequence \( \ldots, \epsilon_{i-1}^{(0)} \top, \ldots, \epsilon_{i-1}^{(1)} \top, \ldots, \epsilon_i^{(0)} \top, \ldots, \epsilon_i^{(L)} \top \), denoted by \( Z_{tL-k} \), \( k \geq 0 \), where \( L' = (L+1)d \) is the length of the blocks of the interlaced \( L + 1 \) processes. At this point, recall the discussion following Assumption (3.11). To simplify notation,
absorb the distances into the coefficients and thus put \( \tilde{c}_j^{(ℓ,ν)} = \phi_{νℓ}(d_{ℓj})^{c_j^{(ℓ,ν)}} \) if \( ℓ = 1, \ldots, L \) and \( c_j^{(0,ν)} = c_j^{(0,ν)} \). Recalling that \( \epsilon_t^{(ν)} = \sum_{j=0}^{∞} \sum_{ℓ=0}^{L} \tilde{c}_j^{(ℓ,ν)\top} \epsilon_{ℓ-j}^{(ℓ)} \), the interlacing is now implemented by stacking the innovations of the \( L + 1 \) processes,

\[
(..., \epsilon_{ℓ-1}^{(0)\top}, \ldots, \epsilon_{ℓ-1}^{(L)\top}, \epsilon_ℓ^{(0)\top}, \ldots, \epsilon_ℓ^{(L)\top}) =: (..., Z_{(ℓ-1)L'-L'-1}, \ldots, Z_{(ℓ-1)L'}, Z_{ℓL'-L'-1}, \ldots, Z_{ℓL'}),
\]

and matching the associated interlaced coefficients \( ..., \tilde{c}_1^{(0,ν)\top}, \ldots, \tilde{c}_1^{(L,ν)\top}, \tilde{c}_0^{(0,ν)\top}, \ldots, \tilde{c}_0^{(L,ν)\top} \) denoted by \( d_{ℓL',k}, k \geq 0 \), i.e.

\[
(..., \tilde{c}_1^{(0,ν)\top}, \ldots, \tilde{c}_1^{(L,ν)\top}, \tilde{c}_0^{(0,ν)\top}, \ldots, \tilde{c}_0^{(L,ν)\top}) =: (...d_{ℓL',L'+L'}, \ldots, d_{ℓL',L'+1}, d_{ℓL',L'}, \ldots, d_{ℓL',0})
\]

Then we have the representations

\[
\epsilon_t^{(ν)} = \sum_{j=0}^{∞} \sum_{ℓ=0}^{L} \tilde{c}_j^{(ℓ,ν)\top} \epsilon_{ℓ-j}^{(ℓ)} = \tilde{ε}_{ℓL'}, \quad \text{with} \quad \tilde{ε}_s = \sum_{k=0}^{∞} d_{s,k} Z_{s-k},
\]

and

\[
(\epsilon_1^{(ν)}, \ldots, \epsilon_k^{(ν)}) = (\epsilon_{L'}, \ldots, \epsilon_{kL'})
\]

for all \( k \geq 1 \). Since \( L \) is finite, the decay condition on the \( c_j^{(ℓ)} \)'s carries over to the \( d_{ℓk} \), such that \( d_{ℓk} = O(k^{-1/2-δ}) \).

Let \( \{ξ_i : i ∈ Z^q \} \) be a random field. Let \( I, J ⊂ Z^q \) and define the associated mixing coefficient

\[
α_ξ(I, J) = \sup \{ |P(A ∩ B) − P(A)P(B)| : A ∈ σ(ξ_i : i ∈ I), B ∈ σ(ξ_j : j ∈ J) \},
\]

Further, for \( a, b ∈ \mathbb{N} \cup \{∞\} \) let

\[
α_{a,b}(k) = \{ α_ξ(I, J) : |I| ≤ a, |J| ≤ b, d(I, J) ≥ k \}
\]

where \( d(I, J) \) denotes the distance of the sets \( I, J \). We use the following CLT for non-stationary random fields and time series, see [1] and [10, Th. 3.3.1]. It is worth mentioning the recent CLT of [2] under Lindeberg’s condition and weak assumptions on the strong mixing coefficient, but the latter coefficient is with respect to half spaces and not studied for general linear random fields.

**Theorem 5.1.** A possibly non-stationary array \( ξ_i, i ≥ 1, \) with mixing coefficients \( α_{a,b}(m) \) satisfies

\[
\frac{S_n}{\sqrt{Var(S_n)}} \xrightarrow{d} N(0,1),
\]

as \( n → ∞ \), where \( S_n = \sum_{1 ≤ i ≤ n} ξ_i, n ≥ 1, \) and

\[
\lim_{n → ∞} \sup \text{Var}(|n|^{-1/2} S_n) = \lim_{n → ∞} \frac{1}{|n|} \sum_{1 ≤ i,j ≤ n} |Cov(ξ_i, ξ_j)| < ∞,
\]

if

(CLT-i) \( \sup_{i ≥ 1} E|ξ_i|^{2+δ} < ∞, \)
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\((\text{CLT-ii})\) \(\sum_{m=1}^{\infty} \alpha_{a,b}(m) < \infty\) for \(a + b \leq 4\), \(\alpha_{1,\infty}(m) = o(m^{-1})\) and for some \(\delta > 0\)
\[
\sum_{m=1}^{\infty} (\alpha_{1,1}(m))^{\delta/(2+\delta)} < \infty,
\]
e.g. \(\alpha_{a,b}(k) = O(k^{-2-\theta})\) for some \(\theta > 0\) and \(\delta = 2\),

\((\text{CLT-iii})\) \(\liminf_{n \to \infty} \text{Var}(|n|^{-1/2}S_n) > 0\).

For dimension \(q = 1\) of the index domain one can replace the mixing coefficient \(\alpha_{1,\infty}(m)\) in (CLT-ii), since it is only used to estimate the \(L_1\)-norm of the term \(\sum_{j=1}^{n} \xi_j e^{i\lambda(S_n - S_{j,n})}\), where \(S_n - S_{j,n} = (\sigma_n + o(1))^{-1/2} \sum_{i:j - i > m}\), using the estimate \(E[\xi_j e^{i\lambda(S_n - S_{j,n})}] \leq n\alpha_{1,\infty}(m_n)\), see the proof of [10 Theorem 3.3.1]. But the latter bound can be replaced by
\[
E[\xi_j e^{i\lambda(S_n - S_{j,n})}] \leq n\alpha^*(m_n),
\]
where for \(m \in \mathbb{N}\),
\[
\alpha^*(m) := \sup_i \alpha(\{\xi_i\}, \sigma(\{\xi_j : |i - j| > m\}))
\]
\[
\leq \sup_i \max\{\alpha(\sigma(\xi_j : j \leq i), \sigma(\xi_j : j \geq i + m), \alpha(\sigma(\xi_j : j \geq i), \alpha(\sigma(\{\xi_j : j \leq i - m\}))\}
\]
\[
\leq \sup_i \max\{\alpha(F_{i-\infty}, F_{i+m}), \alpha(F_{i-\infty}, F_{i+m})\}
\]
\[
= \alpha(m),
\]
as already been noted in [11] (without derivation).

Fix \(\nu\) and let us check the above conditions for \(\xi_t = \epsilon_t^{(\nu)}\). By Assumption (3.6) (CLT-i) holds, and by (3.5), (3.6) and (3.10) we can bound the \(\alpha\)-mixing coefficients by
\[
\alpha_{a,b}(2m) = O\left(b \left[\sup_{s \geq 1} \sum_{j>m} d^2_{s,j}\right]^{1/3}\right),
\]
and
\[
\alpha(m) = O\left(\sup_{s \geq 0} \sum_{i=m}^{\infty} \left[\sum_{k=1}^{\infty} d^2_{s,k}\right]^{1/3}\right),
\]

cf. [9], [6 Corollary 1, p.78] and [10 Corollary 1.7.3]. Next observe that, by assumption (3.11), \(\max_{1 \leq l \leq L} |\epsilon_i^{(l)}| = O(j^{-7/2-\theta})\), such that the coefficients of the embedding series inherit this decay: \(\sup_{s \geq 1} |d_{s,j}| = O(j^{-7/2-\theta})\). One can now easily check that this yields
\[
ma(m) = O(m^{-20/3})
\]
and
\[
\alpha_{a,b}(2m) = O(m^{-2-20/3})
\]
for all \(a, b \in \mathbb{N}\), thus verifying (CLT-ii).
Therefore, we may conclude that

$$\frac{1}{\sqrt{T v_T}} \sum_{t=1}^{T} \epsilon_t^{(\nu)} \overset{d}{\to} N(0, 1),$$

as $T \to \infty$, where $v_T^2 = \text{Var} \left( T^{-1/2} \sum_{t=1}^{T} \epsilon_t^{(\nu)} \right)$, since, by independence and (3.8), for $d = 1$

$$v_T^2 = \text{Var} \left( \sum_{t=1}^{T} \frac{1}{\sqrt{T}} \sum_{l=1}^{L} \phi_{\nu l} d(s_t, r_t) F_l^{(\nu)} + \frac{1}{\sqrt{T}} \sum_{t=1}^{T} E_t^{(\nu)} \right)$$

$$\geq \text{Var} \left( \frac{1}{\sqrt{T}} \sum_{t=1}^{T} E_t^{(\nu)} \right)$$

$$\to \sum_{j=0}^{\infty} (c_j^{(0, \nu)})^2 \sigma_{t0}^2$$

$$\geq c^{(0, \nu)} (1)^2 \sigma_{t0}^2 > 0.$$

For $d > 1$ one uses (3.9) and argues analogously.

To show assertion (ii) of the theorem, fix $a \neq 0$ and consider the statistic

$$W_T = \frac{1}{\sqrt{T}} \sum_{t=1}^{T} a^\top x_t \epsilon_t^{(\nu)}.$$

Clearly, $a^\top x_t \epsilon_t^{(\nu)}$, $t \geq 0$, is a non-stationary linear combination of the underlying linear processes where all coefficients, $c_j^{(\nu)}$, are multiplied by $a^\top x_t$. By boundedness of $x_t$, the associated coefficients $d_{l_{l'}, k_t}$ decay at the same rate $O(k^{-7/2-\theta})$ and therefore the $\alpha$-mixing coefficients, $\alpha'_{a,b}(m)$, of $a^\top x_t \epsilon_t^{(\nu)}$, $t \geq 0$, decay as $O(m^{-2-2\theta/3})$, since (5.10) and (5.11) allow for linear random fields with coefficients depending on $t$. This shows (CLT-ii). Further, condition (CLT-i) holds, because

$$\text{E} |a^\top x_t \epsilon_t^{(\nu)}|^{2+\delta} \leq C_x \|a\|_2 \text{E} |\epsilon_t^{(\nu)}|^{2+\delta},$$

where $C_x$ is a norm bound for the regressors. Observe that $\text{E}(a^\top \epsilon_t^{(\nu)}) = 0$ and

$$\text{Cov} (a^\top x_s \epsilon_s^{(\nu)}, a^\top x_t \epsilon_t^{(\nu)}) = \text{E}(a^\top x_s \epsilon_s^{(\nu)} a^\top x_t \epsilon_t^{(\nu)})$$

$$= \text{E}(a^\top x_s \epsilon_s^{(\nu)} \epsilon_t^{(\nu)} x_t^\top a)$$

$$= a^\top \left( x_s x_t^\top \text{E}(\epsilon_s^{(\nu)} \epsilon_t^{(\nu)}) \right) a.$$

Therefore, $\eta_T^2 = \text{Var} (W_T)$ is given by

$$\eta_T^2 = \eta_T^2(a) = a^\top \Gamma^{(\nu)}_T a,$$

by definition of $\Gamma^{(\nu)}_T$, and thus (3.16) ensures that $\lim_{T \to \infty} \eta_T > 0$, which verifies condition
(CLT-iii). It follows that
\[
W_T = \frac{1}{\sqrt{T}} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)} \sim \mathcal{AN} \left( 0, \Gamma^{(\nu)}_T \right).
\]

We proceed by showing that \( W_T = O_P(1) \). To see this, recall that there exists a constant \( c_p > 0 \) such that \( \| \cdot \|_2 \leq c_p \| \cdot \|_\infty \). This gives
\[
P \left( \| W_T \|_2 > M \right) \leq P \left( \max_j \left\{ \frac{1}{\sqrt{T}} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)} \right\} > \frac{M}{c_p} \right) \leq \sum_{j=1}^{p} P \left( \frac{1}{\sqrt{T}} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)} > \frac{M}{c_p} \right).
\]

But, since \( \eta_{Tj}^2 = \eta_T^2(e_j) \leq \lambda_{\max}(\Gamma^{(\nu)}_T) \leq K \) for some constant \( K \), where \( e_j \) denotes the \( j \)th unit vector,
\[
P \left( \left\| \frac{1}{\sqrt{T}} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)} \right\| > \frac{M}{cK} \right) \leq P \left( \left\| \frac{1}{\eta_{Tj}} \sqrt{T} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)} \right\| > \frac{M}{cK} \right).
\]
The right-hand side can be made arbitrarily small for large \( M \), because
\[
\frac{1}{\eta_{Tj}} \sqrt{T} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)} \xrightarrow{d} N(0, 1),
\]
as \( T \to \infty \). Now observe the representation
\[
\sqrt{T}(\hat{\beta}_{T\nu} - \beta_\nu) = (T^{-1}X_T^\top X_T)^{-1} \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \epsilon_t^{(\nu)} x_t.
\]
Since matrix inversion is a continuous transformation, (3.14) implies
\[
\left\| (T^{-1}X_T^\top X_T)^{-1} - \Sigma_x^{-1} \right\|_F = o(1),
\]
as \( T \to \infty \). Combining this with \( \| W_T \|_2 = O_P(1) \) we obtain
\[
\left\| (T^{-1}X_T^\top X_T)^{-1} W_T - \Sigma_x^{-1} W_T \right\|_F \leq \left\| (T^{-1}X_T^\top X_T)^{-1} - \Sigma_x^{-1} \right\|_F \| W_T \|_2 = o_P(1),
\]
as \( T \to \infty \). Consequently,
\[
\sqrt{T}(\hat{\beta}_{T\nu} - \beta_\nu) = \Sigma_x^{-1} \frac{1}{\sqrt{T}} \sum_{t=1}^{T} x_t \epsilon_t^{(\nu)} + o_P(1)
\]
\[
= \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \Sigma_x^{-1} x_t \epsilon_t^{(\nu)} + o_P(1).
\]
Repeating the above arguments to verify (CLT-i)-(CLT-iii) with \( x_t \) replaced by \( \Sigma_x^{-1} x_t \) (and hence \( a^\top x_t \) replaced by \( b^\top x_t \) with \( b^\top = a^\top \Sigma_x^{-1} \neq 0 \) since \( \Sigma_x > 0 \)), we obtain the asymptotic
normality of $\sqrt{T}(\hat{\beta}_{Tj} - \beta_j)$ with asymptotic covariance matrices $\Sigma^{-1} x T (\nu)\Sigma^{-1} x$.

The asymptotic normality for the ridge estimator follows with minor modifications: In view of the representation

$$\sqrt{T}(\hat{\beta}^{(R)}_{T\nu} - \beta_\nu) = (X_T X_T + \frac{\lambda T}{T} I)^{-1} \frac{1}{\sqrt{T}} \sum_{t=1}^{T} x_t \epsilon^{(\nu)}_t,$$

we have by continuity of matrix inversion,

$$\sqrt{T}(\hat{\beta}^{(R)}_{T\nu} - \beta_\nu) = [(\Sigma_x + \lambda 0 I)^{-1} + o_{\|\cdot\|_F}(1)] \frac{1}{\sqrt{T}} \sum_{t=1}^{T} x_t \epsilon^{(\nu)}_t.$$

Therefore, the results follows using the same arguments as above.
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