Quantitative wave function analysis for excited states of transition metal complexes
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Abstract

The character of an electronically excited state is one of the most important descriptors employed to discuss the photophysics and photochemistry of transition metal complexes. In transition metal complexes, the interaction between the metal and the different ligands gives rise to a rich variety of excited states, including metal-centered, intra-ligand, metal-to-ligand charge transfer, ligand-to-metal charge transfer, and ligand-to-ligand charge transfer states. Most often, these excited states are identified by considering the most important wave function excitation coefficients and inspecting visually the involved orbitals. This procedure is tedious, subjective, and imprecise. Instead, automatic and quantitative techniques for excited-state characterization are desirable. In this contribution we review the concept of charge transfer numbers—as implemented in the TheoDORE package—and show its wide applicability to characterize the excited states of transition metal complexes. Charge transfer numbers are a formal way to analyze an excited state in terms of electron transitions between groups of atoms based only on the well-defined transition density matrix. Its advantages are many: it can be fully automatized for many excited states, is objective and reproducible, and provides quantitative data useful for the discussion of trends or patterns. We also introduce a formalism for spin-orbit-mixed states and a method for statistical analysis of charge transfer numbers. The potential of this technique is demonstrated for a number of prototypical transition metal complexes containing Ir, Ru, and Re. Topics discussed include orbital delocalization between metal and carbonyl ligands, nonradiative decay through metal-centered states, effect of spin-orbit couplings on state character, and comparison among results obtained from different electronic structure methods.
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1. Introduction

Transition metal complexes (TMCs) are a very rich class of molecules with a vast array of possible applications. One very interesting aspect of TMCs is their collection of exceptional excited-state properties—i.e., their spectroscopic, photophysical, and photochemical properties. Due to these properties, various classes of TMCs are actively employed, or show high potential, for a large number of innovative technological applications [1]. They are used in devices which convert solar energy, either directly to electrical current in dye-sensitized solar cells [2–5], to chemical energy of fuels in artificial photosynthesis [6, 7], or to complex chemicals in TMC-based photocatalysis [8–10]. Furthermore, TMCs are useful in photodynamic therapy [11–13], where light activates therapeutically beneficial chemical reactions that initiate apoptosis. TMCs can also be used to produce light, either for illumination or display purposes in organic light-emitting diodes (OLEDs) [4, 14–16], or for various kinds of luminescent probes in biochemical research [9, 17–19], biological imaging [13, 20], or sensoring [13]. Moreover, TMCs can also be used to modify light, by means of their non-linear optical properties [4, 21] or photoswitching abilities [22, 23].

From a chemical point of view, TMCs provide a highly flexible toolbox: by varying the central metal atom or the ligand sphere, the complexes can be functionalized in order to fine-tune properties and integrate them into different chemical or biological environments. The specific interaction between the metal and the different ligands leads to several distinct “textbook” classes of excited states in TMCs—metal-centered states (MC), intra-ligand states (IL), metal-to-ligand charge transfer states (MLCT), ligand-to-metal charge transfer states (LMCT), and ligand-to-ligand charge transfer states (LLCT)—whose properties and interplay are of central importance [24–28]. Actually, most of the above-mentioned applications are based on achieving some favorable properties of particular excited states [16, 29, 30]. For example, redox photocatalysis exploits the fact that MLCT states can be both better electron acceptors and electron donors than the ground state [9]. TMC-based OLEDs rely on MLCT states which provide ultrafast
excited-state dynamics—internal conversion (IC) and intersystem crossing (ISC)—and a long life time of the lowest excited state \([15, 16]\). On the other hand, the population of MC states often leads to highly efficient nonradiative decay to the ground state or to the dissociation of metal-ligand bonds \([15, 31, 32]\). Which type of electronic states are involved upon excitation is also relevant for sensing/imaging/photolabeling applications because states of MLCT and LLCT character often show a high sensitivity to the environment, leading, e.g., to solvato-\([33]\) or rigidochromism \([34]\). Moreover, in certain TMCs, such as metal carboxyls, the population of MLCT or MC states affects the vibrational spectra such that these states can be conveniently probed with IR spectroscopy \([35]\).

Due to the very large interest in the excited states of TMCs, there is an effort to describe these states accurately, mostly in terms of their transition energies, optical intensity, and state character. Theoretically, two general approaches can be distinguished to this aim \([16]\). Phenomenological or semi-empirical methods—like the ligand-/f_ield theory \([36–38]\)—excel at providing simple, unified, and qualitative models with significant predictive power \([16]\). In contrast, quantum chemistry, based either on wave function approaches or density functional theory (DFT), allows for quantitative predictions related to individual compounds. Nowadays, quantum chemical computations can be considered the main work horse for the theoretical prediction of excited-state properties of TMCs. However, to boil down the large amount of computed data into simple and general statements is challenging because comprehensive analysis tools are not as developed as the quantum chemical methods themselves.

That the accurate computational description of excited states of TMCs is a formidable challenge is evidenced by the large amount of literature devoted to this topic, see, e.g., Refs \([1, 25–27, 39–47]\). The different classes of excited states depend to a different extent on the description of electronic correlation and exchange effects, necessitating a well-balanced method. Among the many electronic structure methods available, two approaches are most often applied to TMCs. One are multi-configurational/multi-reference methods \([41, 44, 46]\), including complete active space self-consistent field (CASSCF) \([48]\), CAS second-order perturbation theory (CASPT2) \([49]\), as well as the related NEVPT2 \([50]\) or MRPT2 \([51]\), and multi-reference configuration interaction (MRCI) \([52]\). The other avenue is to employ DFT with its excited-state extension TD-DFT (time-dependent DFT) \([53–56]\), which is the standard practice due to its favorable balance between accuracy, computational cost, and usability \([25, 41, 46]\). A detailed description of these methods is beyond the scope of this work. However, regardless of the method chosen, several computational aspects are important to describe accurately TMCs \([26]\). Foremost, metal atoms induce strong relativistic effects due to their large nuclear charge, especially scalar relativistic effects and spin-orbit coupling (SOC), and those should be included in the calculations \([57, 58]\). Additionally, environment effects can be critical in obtaining results with predictive power regarding experimental observables \([59]\).

Once an accurate calculation of the excited states has been performed, detailed insight into the excited-state characters is indispensable in order to tune TMCs for technological applications. In TMCs, such an analysis of the excited-state wave functions is very demanding, as often the excited states are represented as linear combinations of different configurations composed of delocalized orbitals whose character is not well defined. In this context, it should be remembered that these orbitals are simply a way to represent the many-electron wave function, whereas it is “fallacious to confine the molecular orbitals with anything in the real world” \([16]\). Moreover, a given computed state might be a non-trivial linear combination of the “textbook” classes of excited states \([29]\), making assignment difficult. Also, the comparison between excited-state properties computed using wave function methods and DFT is not an easy task and encounters limitations, as, e.g., illustrated for third-row TMCs \([58, 60]\).

The factors above challenge the analysis of excited-state computations, so that in many cases quantitative or even qualitative insight from the computational results is difficult to obtain. In this direction, recent developments have been proposed—mostly focused on the DFT framework—for rationalizing and interpreting charge transfer excited-states properties \([61–69]\). These methods are very suitable for analyzing the strength of charge transfer of low lying states in molecular systems with a clear donor-acceptor structure. However, in TMCs different parts of the system could act as donors or acceptors and thus it not enough to quantify the charge transfer character but also to specify its direction, i.e., to clearly discriminate between MLCT, LMCT and LLCT states.

With the goal to ameliorate this situation, an automatic procedure to analyze wave functions as well as electron densities has been recently designed, providing a variety of visual and quantitative exploration methods for excited-state computations \([70–74]\). This comprehensive toolbox has shown to be useful whenever a large number of excited
states is to be analyzed, e.g., ensemble calculations of spectra, trajectory simulations, or higher excited states [75–78]. Therefore, it is expected to be particularly helpful in the case of TMCs where a high density of electronic excited states of various characters is present. One additional advantage of these quantitative tools is that they eliminate the role of subjective reasoning in the discussions. State characters are defined based on well-defined equations rather than on the individual subjective interpretation of a molecular orbital (MO). Quantitative tools can also reveal subtle trends, such as “substitution at some position by a fluorine atom increases the MLCT character of a state by 5%.” Last but not least, the application of sophisticated analysis tools has allowed identifying physical phenomena such as excitonic correlation [79, 80] and secondary orbital relaxation [81], which could otherwise not be understood even qualitatively in the canonical MO picture.

These wave function analysis tools are implemented in the TheoDORE package [82], which provides interfaces to a wide range of quantum chemistry programs and electronic structure methods. As part of this work, we report a new interface between the TheoDORE and ADF [83] program packages that allows for a quantitative analysis of large-scale TD-DFT computations and also provides the possibility of analyzing spin-orbit coupled states. In addition, we use integrated analysis utilities in the Q-Chem [71, 84] and Molcas [85, 86] program packages in connection with wave function-based single- and multi-reference methods, where appropriate.

The goal of this review is to present a variety of powerful ways in which wave function analysis can be applied to TMC excited-state computations. First, we shall introduce several orbital transformation techniques which can be used to represent excitations (Section 2). By means of descriptors like single-excitation contribution, charge transfer numbers, or entanglement measures we move away from orbital visualization to a purely numeric representation of the excitations and we show how these descriptors can be used to compactly depict large number of excited states (Section 3.1 and 3.2). We also show that a statistical analysis of the numeric descriptors can lead to further insight, which is otherwise not attainable by simple inspection of the wave functions (Section 3.3).

The applicability of these tools will be demonstrated in a series of calculations on prototypical TMCs containing Ir(III), Ru(II), and Re(I) centers (Section 4). Five case studies will illustrate the potential of quantitative analysis techniques at deciphering the excited state characters in different situations, such as: (i) How are the excited-state characters affected by nuclear relaxation? (ii) How does SOC change the mixing ratios between the different classes of excited states? (iii) How are the excited-state characters influence by the ligand substitution? (iv) How can the interaction of the metal center and the ligands be quantified? (v) And finally, how does the electronic structure method affect the electronic excited states, and how can one easily compare a multitude of electronic states computed at differing levels of theory?

2. Visual inspection of orbitals

For pedagogical purposes, we begin reviewing qualitative procedures to analyze electronic wave functions. Without any doubt, the most common way to do so is by inspecting visually the involved orbitals. Despite this being an intuitive procedure, it should be remembered that the orbitals are only mathematical objects without a direct physical meaning [16]. As a consequence, there is not one “true” set of orbitals but a number of different visualization techniques that can be applied, leading to different sets of orbitals. Depending on the visualization technique chosen, the orbital shapes and, thus, the apparent state characters can be quite different. Hence, we commence this section by introducing the different techniques available to carry out a qualitative wave function analysis, based on the visual inspection of MOs. The goal could be formulated as identifying the “textbook” state character of a given electronic excited state. For this purpose, we shall focus on linear-response (LR) TD-DFT, but most of the techniques described in this and the following sections can be applied to states computed with other electronic structure methods as well.

In TD-DFT, one considers the response of the electronic density of some molecule to a small time-dependent perturbation [53–55]. The excitation energies $E^i$, i.e., the energy of the excited state relative to the ground state, can then be obtained by finding frequencies of the time-dependent perturbation where the density response function has a pole. By considering only the linear density response, it is then possible to find a non-Hermitian eigenvalue
problem whose solutions are the poles of the response function. This eigenvalue problem can be written as:

\[
\begin{pmatrix}
A & B \\
B & A
\end{pmatrix}
\begin{pmatrix}
X^i \\
Y^i
\end{pmatrix}
= E^i
\begin{pmatrix}
1 & 0 \\
0 & -1
\end{pmatrix}
\begin{pmatrix}
X^i \\
Y^i
\end{pmatrix},
\]

(1)

Here, the matrices A and B are called orbital rotation Hessians [87], and depend on orbital energy differences and integrals over the two-electron Coulomb and exchange operators. Once a solution to (1) has been found, in addition to the excitation energy \(E^i\) one also obtains the response vector \((X^i, Y^i)\). This vector is similar to the CI vector from a configuration interaction or multi-reference calculation. The vector \(X^i\) corresponds to excitations from occupied to virtual orbitals, e.g., vector element \(X^i_{ia}\) is the coefficient corresponding to an excitation from an occupied orbital \(i\) to a virtual orbital \(a\). The vector \(Y^i\) corresponds to "de-excitations" from virtual into occupied orbitals. These de-excitations, which follow from the derivation of LR TD-DFT equations, do not possess a clear physical meaning [40] and are usually dismissed in the discussions. Ignoring the de-excitations in equation (1) is known as the Tamm-Damcoff approximation (TDA) [88]:

\[
AX^i = E^iX^i.
\]

(2)

The TDA is often applied in TD-DFT for computational efficiency reasons, as it replaces a non-Hermitian eigenvalue problem by a Hermitian eigenvalue problem of half the size. Even more, it has been pointed out that the TDA sometimes leads to improved results by avoiding triplet instabilities for range-separated hybrid functionals [89]. For these reasons, we will restrict ourselves to the TDA in the following. More information regarding wave function analysis for full TD-DFT can be found in Ref. [90] and regarding mathematical considerations relevant to de-excitations in Ref. [91].

One of the complexes considered in this tutorial is \([\text{Ir(ppy)}_3]\) (ppy=2-phenylpyridyl), which is a strongly phosphorescent compound used in OLED design [92] (for a more comprehensive introduction of this complex, see Section 4.1). Its frontier orbitals, i.e., the ones mainly involved in the low-lying excitations, are depicted in Figure 1. The three highest occupied orbitals \((H_a, H_{e1}, H_{e2})\) are combinations of metal 5d orbitals and ligand \(\pi\) orbitals, whereas the three lowest unoccupied orbitals \((L_a, L_{e1}, L_{e2})\) are linear combinations of ligand \(\pi^*\) orbitals with little metal contributions. These frontier orbitals are characteristic for many pseudo-octahedral complexes with \(D_3\) or \(C_3\) symmetry [16]. Note, however, that although our calculations used a symmetric geometry, the calculations were performed without symmetry—as is practiced often.

In order to perform an analysis of the computed excited state, the excitation vector \(X^i\) is needed. Most commonly, the excited states are analyzed by identifying the largest contributions \(X^i_{ia}\) to the excitation vector. By manual inspection, the orbitals \(i\) and \(a\) are then assigned to some orbital class—e.g., metal-centered or ligand centered. Then, if \(i\) is a metal-centered orbital and \(a\) is a ligand-centered orbital, the electronic state is characterized as an MLCT state. In Table 1, we compile the excitation energies, symmetries, and leading excitations for the first six triplet states of \([\text{Ir(ppy)}_3]\). As can be seen, the lowest six triplet states are very close in energy (within 0.3 eV), and due to the symmetry of the molecule, are grouped into (near-)degenerate sets of states. The states \(T_4\) to \(T_6\) are actually so close in energy that it is not possible to identify which is the \(A\) state and which are the \(E\) states, and thus are labeled as a linear combination of both. Table 1 lists all the contributions with a weight \(|X^i_{ia}|^2\) of at least 0.15. These contributions represent at least 58% of each of the shown states and it is thus possible to provide a qualitative state assignment based on this table. Because the occupied orbitals are mixed metal-/ligand-centered and the virtual orbitals are mostly ligand-centered, it can be said that the six triplet states all have mixed MLCT, IL, and LLCT character.

Beyond this basic qualitative finding, it is hard to gain further knowledge from the coefficients in Table 1. It is difficult to discern any differences between these six states, as they are complicated linear combinations of different excitations. Moreover, it is very hard to answer questions like "Are the ligand-centered contributions combinations of local excitations (IL) or charge transfer (LLCT) excitations?" It is also not clear from Table 1 whether the states shown are actually multi-configurational states, or whether an orbital representation could be found where a single configuration is sufficient to describe one of the states.

One of the basic problems of the above analysis is that, when expressed in the basis of the canonical Kohn-Sham orbitals, the excited states are often linear combinations of many different excitations with similar weights—as
Table 1: Excitation energies ($E$), symmetry (Sym.), and leading excitations with coefficients $X_{ia}$ for the six lowest triplet states of $[\text{Ir(ppy)}_3]$. (TDA-B3LYP/TZP-DZ(P), COSMO(water))

| $T$  | $E$ (eV) | Sym. | Leading excitations                                                                 |
|------|----------|------|------------------------------------------------------------------------------------|
| $T_1$| 2.89     | $A$  | $+0.85H_aL_a +0.32H_{e1}L_{e2} +0.32H_{e2}L_{e1}$                                 |
| $T_2$| 2.93     | $E$  | $+0.58H_aL_{e1} +0.49H_aL_{e2}$                                                   |
| $T_3$| 2.93     | $E$  | $+0.58H_aL_{e2} -0.49H_aL_{e1}$                                                   |
| $T_4$| 3.17     | $A+E$| $+0.48H_{e1}L_{e1} +0.44H_{e2}L_{e1} +0.41H_{e1}L_a$                            |
| $T_5$| 3.17     | $A+E$| $+0.56H_{e2}L_a +0.46H_{e2}L_{e2} -0.42H_{e2}L_{e1}$                            |
| $T_6$| 3.17     | $A+E$| $-0.56H_{e1}L_a +0.53H_{e1}L_{e2} +0.45H_aL_{e2}$                              |

In such a case, the actual state character is determined by the (non-trivial) interference patterns between the excitations, as visible by the different signs of the coefficients in the table. In order to simplify the interpretation, it is advantageous to seek an orbital representation which is more suitable to express the excited states in a simple and compact form. Ideally, this representation should also be method independent, because there are subtle differences in the interpretation of, e.g., canonical Kohn-Sham orbitals versus Hartree-Fock or CASSCF orbitals, and between the response vector from TD-DFT versus the configuration interaction vectors from wave function-based methods [40, 93].

To this end, in the following we will heavily use the one-electron transition density matrix (1TDM) $T^{IJ}$, whose elements in general can be defined as [71]:

$$T^{IJ}_{rs} = \langle \Psi | \hat{a}_r^\dagger \hat{a}_s | \Psi \rangle.$$  \hspace{1cm} (3)

Here, $\hat{a}_r^\dagger$ is the creation operator for orbital $\phi_r$, $\hat{a}_s$ the annihilation operator for orbital $\phi_s$, and $I$ and $J$ are two excited state indices. We will mostly consider transition density matrices between the ground state and an excited

Figure 1: Depiction of the frontier canonical orbitals for $[\text{Ir(ppy)}_3]$. The figure also defines the orbital labels $H_a$, $H_{e1}$, $H_{e2}$ for the highest occupied orbitals, and $L_a$, $L_{e1}$, $L_{e2}$ for the lowest unoccupied orbitals. (TDA-B3LYP/TZP-DZ(P), COSMO(water); see Appendix A for full computational details)
state $I$, which we write as $T^I$. Such a 1TDM is closely related to physical observables like the transition dipole moment [71], showing that the 1TDM is a suitable basis for a more physically meaningful analysis of excited-state character. For methods which allow describing higher excitations (multi-reference, quadratic response, etc) there will also be two-electron and higher transition density matrices, but these contribute only little for states which are predominantly described as single-excitations.

In TD-DFT, which employs a single-determinant ground state, the 1TDM $T^I$ is directly related to the response vector. Within the TDA, the following assignment is made:

$$T^I_{ia} = X_{ia}^I,$$

where $i$ runs over the occupied orbitals and $a$ over the virtual ones.

With the 1TDM defined, we can now introduce the concept of natural transition orbitals (NTOs) [70, 94, 95]. These are obtained by a singular value decomposition of the 1TDM:

$$T^I = V^I \left( \begin{array}{c} \lambda_1^I \\ \lambda_2^I \\ \vdots \end{array} \right) W^{I\dagger}.$$

(5)

Analogously, it can be stated that the unitary matrices $V^I$ and $W^I$ contain the eigenvectors of the hole and particle density matrices ($T^I T^{I\dagger}$ and $T^{I\dagger} T^I$, respectively) [71]. From the matrix $V^I$ one can construct the NTOs of the excitation hole by summing over the appropriate occupied orbitals

$$\psi^{h, I}_p (r) = \sum_{i \in \text{occ}} V_{ip}^I \phi_i (r).$$

(6)

and from the matrix $W^I$ the NTOs of the excited electron by summing over the virtual orbitals

$$\psi^{e, I}_p (r) = \sum_{a \in \text{virt}} W_{ap}^I \phi_a (r).$$

(7)

The value $(\lambda_p^I)^2$ then gives the weight of the excitation $\psi^{h, I}_p \rightarrow \psi^{e, I}_p$ in the excited state $I$. The strength of the NTO transformation is that usually, only a few $(\lambda_p^I)^2$ are significantly larger than zero, and by considering only those few excitations, a very compact representation for the excited state can be obtained. The number of significant NTOs contributing to a given state can be quantified by the NTO participation ratio (PR) [70]:

$$\text{PR}^{I}_{\text{NTO}} = \frac{\left( \sum_p (\lambda_p^I)^2 \right)^2}{\sum_p (\lambda_p^I)^4},$$

(8)

which is a measure of how many single-particle excitations are necessary to describe a state and, thus, its multi- configurational character. This value is always greater or equal to one. PR_{NTO} has an important practical implication, i.e., it shows how many orbitals should be visualized. More importantly, the number of non-vanishing NTO amplitudes have a clear physical meaning that can be interpreted in the context of static electron correlation [96], exciton formation [70, 97], and entanglement between the electron and hole quasiparticles [98]. The PR_{NTO} value has been applied practically to quantify charge resonance interactions during excimer formation of organic molecules [70, 99] and to understand the intermediate states involved in two-photon absorption [100].

In Figure 2, we plot the most important NTOs for the six triplet states discussed above. The NTOs represent the excitations more compactly than the canonical orbitals did, as can be seen from the sums of weights. Indeed, for all states, the shown NTOs represent at least 90%, which is much better than the 58% represented in Table 1. Whereas each individual state can be represented with few NTO pairs, it is now necessary to plot (generally different) NTOs for each state, so that a large number of NTOs will be needed to represent a large set of excited states.
Figure 2: Depiction of the leading NTO pairs for the first six triplet states of [Ir(ppy)$_3$], with the weights of the NTO pairs given above the arrows. The labels under each set of NTOs indicate the shown state, the excitation energy, and the PR$_{NTO}$ in parenthesis. (TDA-B3LYP/TZP-DZP, COSMO(water))

The analysis of the NTOs in Figure 2 allows obtaining qualitative insight into the state characters beyond the insight gained from Table 1. First, PR$_{NTO}$ allows judging the multi-configurational character of the states, showing that the first three triplets are indeed multi-configurational—as could be anticipated above. On the contrary, $T_4$, $T_5$, and $T_6$ are identified as virtually single-configurational states—a fact that could hardly be expected from the canonical orbital representation. Moreover, in the NTO basis we can qualitatively distinguish between IL and LLCT transitions. $T_1$, $T_2$, and $T_3$ seem to mostly involve local IL excitations, besides the MLCT character. This is unexpected, since in the canonical representation, $T_2$ and $T_3$ were mixtures of excitations from the $H_a$ orbital, which is fully delocalized. The higher triplets constitute a set of LLCT states—again with some MLCT admixture—where the electron is excited counterclockwise (in the used orientation and for the employed enantiomer of [Ir(ppy)$_3$]) from one ligand to another one. Hence, the six triplet states can be described as a set of three MLCT/IL states and three higher-energy LLCT/MLCT states.

On a side note, $T_4$, $T_5$, and $T_6$ do not reflect the proper symmetry of the molecule because our calculation did not consider explicit symmetry. This symmetry breaking can be explained by the fact that the three states are nearly degenerate and therefore can mix. Now, apparently, the computation converged to three states where the excitations are clearly localized. Oppositely, one can expect that the properly symmetrized states would be more delocalized, forming one $A$ state which is a positive linear combination of the three states, and a pair of $E$ states. Nevertheless, these symmetrized states would still retain their counterclockwise CT characters, even though this might not be immediately visible in the NTO representation of the symmetrized states. This discussion shows that in this complex the states have a tendency to easily break symmetry.

Whereas the NTOs contain the full information of the initial TDA computation, there are also ways to reduce this information and represent the excitation in an even more compact way. A weighted sum of the electron and hole NTOs leads to the electron and hole densities [71]

$$
\rho^e_h(r) = \sum_p (\lambda_p^e)^2 \left(\psi^e_p(r)\right)^2
$$  \hspace{1cm} \hspace{1cm} (9)

$$
\rho^h_e(r) = \sum_p (\lambda_p^h)^2 \left(\psi^h_p(r)\right)^2
$$  \hspace{1cm} \hspace{1cm} (10)

also termed (unrelaxed) attachment and detachment densities [101]. The difference between these two leads to the
unrelaxed difference density

\[ \rho_{\text{I diff}}(r) = \rho_{\text{I h}}(r) - \rho_{\text{I e}}(r), \tag{11} \]

while the sum

\[ \rho_{\text{I spin}}(r) = \rho_{\text{I h}}(r) + \rho_{\text{I e}}(r), \tag{12} \]

corresponds to the spin-density in a high-spin triplet computation.

If one goes beyond the TDA, e.g., with full TD-DFT, wave function based methods, or by including orbital relaxations as present in the theory of analytical energy gradients [102], these simple rules connecting the NTOs with the difference and spin densities no longer apply and a wealth of new information can be extracted from the deviations of these quantities, provided suitable analysis methods are chosen [71]. In particular, a comparison of the NTOs with the eigenvectors of the relaxed difference density matrix—termed natural difference orbitals—proved to be very useful for analyzing secondary orbital relaxation effects accompanying the main excitation process [103]. It was shown that these effects were particularly pronounced for the MLCT states of a small model iridium complex, where the occupied \( d \)-orbitals contracted after one electron was removed [81].

3. Quantification of excited state localization and charge transfer

In the following section, we show how it is possible to identify state characters based on the computation of descriptors, while avoiding entirely the visual inspection of orbitals. As alluded to in the introduction, a numerical characterization of excited states promises several advantages: it allows avoiding laborious manual work and can be automatized for a large number of excited states; it is objective, reproducible, and more precise; it allows spotting small differences, trends, or continuous changes; and finally, can reveal physics which cannot be represented through orbital pictures.

One such descriptor, the PR\(_{\text{NTO}}\) value of equation (8), was already introduced above. In the following, we will introduce another kind of descriptor, the charge transfer number [70, 104], which will be our main tool for the remainder of the text. The following subsections will first generally outline the underlying theory and show examples for the most common case of non-relativistic (or scalar relativistic) wave functions. Subsequently, we will present the first application of the same methodology to spin-orbit coupled relativistic states. Finally, motivated by the fact that in certain situations the different computed charge transfer numbers are strongly correlated, we present a novel clustering ansatz which allows automatically dividing a molecule into chromophoric subunits.

3.1. Charge transfer numbers

Excited states are usually discussed in terms of where the excitation originates—i.e., where the excitation hole is localized—and where it goes to—i.e., where the excited electron is localized. For example, the excitation in an MLCT state originates at a metal orbital and goes to one or more ligands; an IL state originates at a ligand and goes to a different orbital at the same ligand. The purpose of the charge transfer numbers is to formalize this concept. Again, the 1TDM \( T^I \) is considered as the central object, but instead of visualizing it, we partition it among different fragments of the molecular system under study. Mathematically speaking, the fragments are mutually disjoint subsets of the atoms of the molecule. Usually, the fragments are defined by chemical intuition, e.g., each ligand of a complex is treated as a separate fragment, but later on we will also discuss strategies for automatic fragmentation.

The first step is a transformation of the 1TDM from the MO basis to the atomic orbital (AO) basis

\[ T^I = CT^I C^T, \tag{13} \]

where \( C \) is the MO-coefficient matrix. The square of an element of this matrix, \((T^I_{\mu \nu})^2\), measures the contribution of an excitation originating on the atomic orbital (AO) \( \chi_\mu \) and going to the AO \( \chi_\nu \). The charge transfer number \( \Omega^I_{AB} \) is now intended to measure the total contributions of excitations that originate at any AO centered on an atom of fragment \( A \) and go to any AO on fragment \( B \). In a naive implementation, one could simply sum over all \((T^I_{\mu \nu})^2\)
elements where \( \mu \) lies on \( A \) and \( \nu \) lies on \( B \). However, for a rigorous computation it is necessary to apply a population analysis scheme that takes into account the non-orthogonality of the AOs. There is no unique way of dividing the density among atoms and a number of different population analysis schemes have been devised [105]. Two such analysis schemes were adapted for analyzing the 1TDM [71, 106] and implemented in TheoDORE. First, it is possible [71] to partition the 1TDM in the spirit of a Mulliken analysis

\[
\Omega_{AB}^I = \frac{1}{2} \sum_{\mu \in A} \sum_{\nu \in B} \left[ (\hat{T}^I S)_{\mu \nu} (ST^I)_{\mu \nu} + \hat{T}^I_{\mu \nu} (ST^I S)_{\mu \nu} \right],
\]

(14)

where \( S \) is the AO overlap matrix, yielding an equation that is related to Mayer’s bond order [107]. Alternatively, a Löwdin orthogonalization can be applied to \( \hat{T}^I \) [106], leading to the orthogonal matrix

\[
\hat{T}^I = S^{1/2} \tilde{T}^I S^{1/2},
\]

(15)

which can be directly used for summation

\[
\Omega_{AB}^I = \sum_{\mu \in A} \sum_{\nu \in B} (\tilde{T}^I_{\mu \nu})^2.
\]

(16)

In the implementation used here, the Löwdin orthogonalization proceeds by using the following identity

\[
\tilde{T}^I = S^{1/2} \hat{T}^I S^{1/2} = (PQ^T) \hat{T}^I (PQ^T)^T
\]

(17)

where \( P \) and \( Q \) are the matrices containing the left and right singular vectors of the MO-coefficient matrix \( C \). It is, thus, possible to evaluate Equation (16) without knowledge of the AO overlap matrix \( S \), and a similar consideration [70] also applies for Equation (14). Whereas Equation (14) was initially implemented in TheoDORE, it is advisable to rather apply the Löwdin style partitioning of Equation (16) since it is computationally more efficient and in most cases numerically more stable (i.e., the \( \Omega_{AB}^I \) values are strictly positive, which is not necessarily the case for the Mulliken partitioning). It is in principle possible to extend this formalism to other, more involved, population analysis schemes, but this has not been attempted yet.

Finally, the quantity

\[
\Omega^I = \sum_{AB} \Omega_{AB}^I = \sum_{rs} (T^I_{rs})^2 = \sum_p (\lambda^I_p)^2,
\]

(18)

which is equivalent to the Frobenius norm of \( T \) (or \( \hat{T} \)), can be defined [71, 108]. In the case of a normalized CIS or TDA wave function this value is always equal to 1, whereas it is generally less than 1 for correlated \( ab \) \( initio \) methods [103, 109]. In the latter case, the \( \Omega^I \) value can be applied as a method-independent measure for the single-excitation character where \( \Omega^I = 1 \) corresponds to a pure singly excited state and smaller values indicate contributions from double or higher excitations. The physical meaning of \( \Omega^I \) is that it allows making some statements about transition properties of one-electron operators [108]. Specifically, from \( \Omega^I = 0 \) it follows that \( \langle \Psi^0 | \hat{O}^{(1)} | \Psi^I \rangle = 0 \) for any possible one-electron operator \( \hat{O}^{(1)} \), for example the dipole moment operator or a spin-orbit operator in a mean field approximation.

For a system of \( n_{\text{frag}} \) fragments, the charge transfer number analysis produces an \( n_{\text{frag}} \times n_{\text{frag}} \) matrix with all the possible contributions. Here, the diagonal elements \( \Omega^I_{AA} \) correspond to local excitations on fragment \( A \), while \( \Omega^I_{AB}, A \neq B \) are charge transfer contributions. The matrix elements \( \Omega^I_{AB} \) can be directly plotted in the form of a two-dimensional matrix plot (sometimes called electron-hole pair correlation plot), as has been discussed, for example, in Refs [79, 110–112].

Such matrix plots are shown in Figure 3 for the \( T_1 - T_6 \) states of [Ir(ppy)$_3$], denoting the three ppy ligands as \( L^1, L^2 \) and \( L^3 \). Starting with the \( T_1 \) state (Figure 3a), it is observed that the three strongest contributions (16% each) are situated on the diagonal, corresponding to local excitations on each of the three ligands. In addition, three contributions (13% each) are seen corresponding to \( \text{Ir} \rightarrow \text{L} \) excitations. The same types of transitions are also present for the \( T_2 \) and \( T_5 \) (Figure 3b-c) states with the exception that the symmetry is broken and the ligands do not contribute
equally to these states. The states \( T_4 \) to \( T_6 \) (Figures 3d-f) show distinctly different plots as opposed to the first three states. In these cases, only one column of the matrix shows significant contributions, meaning that the excited electron is localized on one of the ligands. The excitation hole always has its strongest contribution on Ir (46%), the second contribution (22%) is of LLCT type, \( (L^i \rightarrow L^j, i \neq j) \), and only the third contribution (14–15%) is of IL type \( (L^i \rightarrow L^j) \).

While the plots shown in Figure 3 provide a compact and rigorous representation of the excitations, it is often convenient to further compress the information. For this purpose, for each state partial sums are computed over all the contributions that correspond to one of the five classes of TMC excited states: MC, MLCT, LMCT, IL, and LLCT. Here, the Ir→Ir matrix element gives the MC contribution to the state, the sum of the Ir→L\(^i\) elements gives the MLCT contribution, and so on. This generic partitioning of the charge transfer number matrix is shown in Figure 4. It can be applied to homoleptic complexes, or more generally to TMCs where all ligands are treated as equivalent. Instead of plotting the whole matrix of \( \Omega_{AB} \), it is now possible to identify one or two dominant contributions and represent them in tabular form. Naturally, the downside of this compression is that some information is lost—in this case the information about excitation localization on the individual ligands. Hence, one should carefully decide on the degree of data compression depending on the application.

For the six triplets of \([\text{Ir}(ppy)_3]\), the results of this analysis are shown in Table 2. It can be readily seen that the six states form two strongly related sets of states: \( T_1 \), \( T_2 \), and \( T_3 \) have almost identical state character contributions, and the three other states likewise. Furthermore, it can be argued that the obtained numeric values provide more insight than that gained above from the NTOs. Accordingly, it can be seen that the three lowest-lying triplet states are predominantly ligand-centered, with around 50% IL character, and only around 35% MLCT. In contrast, the higher states are of predominant MLCT (50%) character and possess LLCT character as a secondary contribution (31%).

The information contained in the table can also be depicted in compact form, as shown in Figure 5, where the energy is depicted with horizontal bars, the main state character is indicated by the color of these horizontal bars, and the contributions to the state character are shown in stacked bar plots. The advantage of this figure is that it can be easily scaled to a relatively large number of states by simply making the bars narrower. For instance, 30–50 states can be depicted in a figure of similar size (as will be shown below), while a table conveying the same information for 50 states would probably take more than half a page. Moreover, spotting trends or patterns within the table would be much more cumbersome than glancing at the colors of the figure.
Figure 4: Division of the charge transfer matrix of \([\text{Ir(ppy)}_3]\) into the five text-book classes of TMC excited states.

Table 2: Excitation energies \(E\), symmetry (Sym.), and most important state character contributions for the six lowest triplet states of \([\text{Ir(ppy)}_3]\). (TDA-B3LYP/TZP-DZ(P), COSMO(water))

| \(E\) (eV) | Sym. | State character |
|-----------|------|----------------|
| \(T_1\) 2.89 | A    | 49% IL 38% MLCT |
| \(T_2\) 2.93 | E    | 53% IL 35% MLCT |
| \(T_3\) 2.93 | E    | 53% IL 35% MLCT |
| \(T_4\) 3.17 | A+E  | 49% MLCT 31% LLCT |
| \(T_5\) 3.17 | A+E  | 50% MLCT 31% LLCT |
| \(T_6\) 3.17 | A+E  | 50% MLCT 32% LLCT |

In summary, the presented protocol enables a completely automatized, quantitative, and reproducible assignment of state characters in TMCs. In Sections 4.1 to 4.5 we will show that the methodology can be applied beneficially in cases where a larger number of states are to be analyzed, where detailed understanding of ligand effects is needed, or to rationalize the effects of geometric modifications.

3.2. Charge transfer numbers for spin-mixed states

In TMCs, SOC is very relevant due to the large nuclear charge of the metal atom. SOC is often included in the electronic Hamiltonian as a perturbation \([41, 113–116]\)

\[
\hat{H}^{el} = \hat{H}^{MCH} + \hat{H}^{SOC},
\] (19)
where $\hat{H}^{\text{MCH}}$ is the molecular Coulomb Hamiltonian (MCH) \[117\], which contains the (scalar relativistic) kinetic energy and Coulomb potential energies of the electrons. In practice, one usually first computes a number of eigenstates of the MCH ($\Psi^{\text{MCH}}$; also called spin-free states), e.g., singlets and triplets, and subsequently evaluates the SOC matrix elements within this set of states. The spin-orbit-coupled states (or diagonal states) can then be obtained in a perturbative fashion by a diagonalization of the Hamiltonian matrix, where the diagonal elements contain the energies of the MCH states, and the off-diagonal elements are the SOCs. The approximation of this step is neglecting the SOC matrix elements with all higher states not computed in the first step. The diagonalization of $\hat{H}^{\text{MCH}}$—with elements $H_{ij}^{\text{MCH}} = \langle \Psi_i^{\text{MCH}} | \hat{H} | \Psi_j^{\text{MCH}} \rangle$—can be written as

$$\hat{H}^{\text{diag}} = \mathbf{U}^\dagger \hat{H}^{\text{MCH}} \mathbf{U},$$

(20)

where $\mathbf{U}$ is the eigenvector matrix of $\hat{H}^{\text{MCH}}$. The matrix $\mathbf{U}$ allows reconstructing the wave function of the diagonal state in terms of the MCH states:

$$| \Psi^\text{diag}_\alpha \rangle = \sum_\mathbf{I} | \Psi^{\text{MCH}}_\mathbf{I} \rangle U_{\alpha \mathbf{I}}.$$

(21)

Assuming that the ground state $\Psi_0$ is not affected by this transformation, which is often a good approximation, the 1TDM between the ground state and an excited diagonal state is given by

$$T^\mathbf{I}_{\alpha \nu} = \langle \Psi_0 | \hat{a}_\mu^\dagger \hat{a}_\nu | \Psi^\text{diag}_\alpha \rangle,$$

(22)

which after insertion of Equation (21) reads

$$T^\mathbf{I}_{\alpha \nu} = \sum_\mathbf{I} \langle \Psi_0 | \hat{a}_\mu^\dagger \hat{a}_\nu | \Psi^{\text{MCH}}_\mathbf{I} \rangle U_{\alpha \mathbf{I}} = \sum_\mathbf{I} T^\mathbf{I}_{\alpha \nu} U_{\alpha \mathbf{I}}.$$

(23)

Insertion into Equation (17) shows that the same relations also holds for the orthogonalized matrices, i.e.,

$$\tilde{T}^\mathbf{I}_{\alpha \nu} = \sum_\mathbf{I} \tilde{T}^\mathbf{I}_{\alpha \nu} U_{\alpha \mathbf{I}}$$

(24)

and Equation (16) finally leads to

$$\Omega^\mathbf{I}_{\alpha \nu} = \sum_\mathbf{I} \sum_\mathbf{J} U_{\alpha \mathbf{I}} U_{\nu \mathbf{J}} \sum_{\mu \in A, \nu \in B} \tilde{T}^\mathbf{I}_{\mu \nu} \tilde{T}^{\mathbf{J} \mu \nu} = \sum_\mathbf{I} \sum_\mathbf{J} U_{\alpha \mathbf{I}} U_{\nu \mathbf{J}} \Omega^{\mathbf{I} \mathbf{J}}_{\alpha \nu}.$$

(25)

Here, the diagonal elements $\Omega^{\mathbf{I} \mathbf{J}}_{\alpha \nu}$ are equivalent to the charge transfer numbers $\Omega^{\mathbf{I} \mathbf{J}}_{\alpha \nu}$ of the MCH states, as defined above, and the off-diagonal $\Omega^{\mathbf{I} \mathbf{J}}_{\alpha \nu}$ terms are computed in an analogous fashion using the 1TDMs of two different states. Importantly, the evaluation of Equation (25) does not require any significant additional computational effort when compared to the MCH case, since all required $\tilde{T}^\mathbf{I}$ matrices are already available. This transformation has been newly implemented into TheoDORE in the course of this work and we will illustrate its potential below.

In order to visualize the resulting data, we first consider a plot of the energies versus oscillator strengths. Figure 6 shows these two quantities for the lowest excited states of [Ir(ppy)$_3$]. The spin-pure (singlet and triplet) states in the MCH representation are denoted by open rings and the spin-mixed states in the diagonal representation by filled circles. As the diagonal states do not have a well-defined total spin value, we indicate the total spin expectation value of these states by color. Additionally, we draw arrows between the MCH and diagonal states, in such a way that it can be discerned which MCH states contribute to which diagonal states. In that way, the plot can be used to analyze the electronic structure of the diagonal states in a visual way. At first glance, the complexity of the diagonal states can be appreciated, i.e., in most cases the diagonal states are a linear combination of a large number of different MCH states.

The reason to show energies versus oscillator strengths is that for [Ir(ppy)$_3$] and related complexes, the character of the lowest diagonal triplet state (the sublevels of the $T_1$) is decisive for its phosphorescence properties. Ideally, the lowest triplet sublevel should have significant oscillator strength in order to facilitate fast and efficient phosphorescent decay. It has been shown by theoretical arguments \[16, 118\] that for pseudo-octahedral complexes of trigonal
symmetry, the lowest triplet sublevel is forbidden from decaying radiatively while the higher sublevels are allowed to phosphoresce. This result is recovered in our calculations, as can be seen in Figure 6, where the lowest diagonal state (labeled "X_1") has an oscillator strength of zero. The plot also shows that some of the other sublevels of T_1, T_2, and T_3 indeed acquire small oscillator strengths. Figure 6 also reveals that the intensity of these states does not originate from the lowest singlet states S_1 - S_3, as one might have assumed initially, but it actually derives from the relatively bright S_4 and S_5 state pair (not shown due to scale). A possible explanation for this finding is given by the general properties of the spin-orbit operator which govern the magnitude of the SOCs [114]. Accordingly, in a TMC one can expect very large SOCs between a singlet I and a triplet J if the transition I \rightarrow J is a one-electron
excitation localized on the metal atom. For example, SOCs will be large if \( I \) and \( J \) are two MLCT states involving different \( d \) orbitals and the same \( \pi^* \) orbital. Now, \( S_1 - S_3 \) and \( T_1 - T_3 \) all constitute excitations out of the \( H_a \) orbital (see Figure 1), leading to rather small SOCs between these states, and therefore to only minor intensity borrowing.

In Figure 7, we show the results of a charge transfer number analysis including SOC. The figure is analogous to the previous one, but it plots the MLCT contribution against the energy of the states. The most interesting aspect of Figure 7 is to see which states exchange MLCT character and how the energy is affected by that. For the low-energy group of triplet states \( (T_1, T_2, \text{ and } T_3) \), it can be seen that when they spin-orbit couple to the higher states, they acquire additional MLCT contributions, whereas the higher states (specifically, \( T_{4-6} \)) lose MLCT contributions. Another observation is that states with less MLCT character (on the bottom) do not get shifted in energy as much as the states with larger MLCT contributions (on the top). This is a well-known effect [15, 16], but here it is plotted in a comprehensive way. Finally, it can be seen that, in general, the MCH states show more extreme positions on the MLCT scale, i.e., the MCH states can be found at very low and very high MLCT percentages, whereas the diagonal states are generally more “average”.

3.3. Correlations between charge transfer numbers

In the case of multiple excited states, the charge transfer numbers constitute a three-dimensional \( n_{\text{states}} \times n_{\text{frag}} \times n_{\text{frag}} \) array. With such a data set, it is possible that some of the charge transfer numbers are linearly correlated with each other, i.e., if one charge transfer number is large for any state, another number will also be large for that state, and vice versa. Such correlations might be due to different reasons, for example due to the fact that excitations between MOs are delocalized over multiple fragments, or due to simultaneous, coupled excitations involving multiple fragments.

In order to illustrate the presence of such correlations, we start by scrutinizing the excited states of the complex \( \text{[Re(Cl)(CO)\textsubscript{3}(bipy)]} \) (\textsubscript{bipy}=2,2’-bipyridine); this rhenium carbonyl diimine complex will be more thoroughly examined later in section 4.5. For now, it is sufficient to mention that the excited-state characters of this and related complexes are discussed in the literature due to the strong mixing between \( \text{Re} \rightarrow \text{L} \) and \( \text{(CO)}_3 \rightarrow \text{L} \) excitations [29, 57], and in the case of halogeno-complexes also \( \text{X} \rightarrow \text{L} \), with \( \text{X} \) being the halogen and \( \text{L} \) the diimine ligand (e.g., bipy) [119, 120].

This strong mixing is clearly appreciated in Figure 8, which displays charge transfer numbers for the first 20 singlets and first 20 triplets of \( \text{[Re(Cl)(CO)\textsubscript{3}(bipy)]} \). For the charge transfer analysis we have divided the molecule into four fragments: (i) \( \text{Re} \), (ii) \( \text{Cl} \), (iii) \( \text{(CO)}_3 \), and (iv) bipy. The resulting types of excitations are represented in different colors. As can be seen, 31 out of the 40 shown states are a mixture of three excitation types: \( \text{Re} \rightarrow \text{bipy} \) (in light gray), \( \text{Cl} \rightarrow \text{bipy} \) (in light red), and \( \text{(CO)}_3 \rightarrow \text{bipy} \) (in light blue). Moreover, it can also be seen that the three types are correlated, in the sense that if one is small, the others tend to be small, too. This is particularly notable for the \( \text{Re} \rightarrow \text{bipy} \) and \( \text{(CO)}_3 \rightarrow \text{bipy} \) contributions.

These correlations are best identified in a scatter plot like shown in Figure 9, which plots pairs of charge transfer numbers (i.e., contributions to the state characters) for all states. In (a) it can be seen that the \( \text{Re} \rightarrow \text{bipy} \) and \( \text{(CO)}_3 \rightarrow \text{bipy} \) contributions are very well linearly correlated, with a (Pearson) correlation coefficient of \( r = 0.98 \). As a contrasting example, in (b) one can see that \( \text{Re} \rightarrow \text{bipy} \) and \( \text{Cl} \rightarrow \text{bipy} \) are not correlated at all; the correlation coefficient here is \( r = -0.14 \). Other pairs of charge transfer numbers are also correlated in a similar manner (not shown), e.g., \( \text{Re} \rightarrow \text{Cl} \) with \( \text{(CO)}_3 \rightarrow \text{Cl} \), or \( \text{Re} \rightarrow \text{Re} \) with \( \text{(CO)}_3 \rightarrow \text{Re} \), which suggests that the fragments \( \text{Re} \) and \( \text{(CO)}_3 \) are themselves correlated.

The correlation between the different charge transfer numbers shows that the choice of the fragments is not necessary straightforward. Because the fragments \( \text{Re} \) and \( \text{(CO)}_3 \) are almost perfectly correlated, no significant information is gained by computing their charge transfer numbers separately. Instead, one could merge the two fragments into a \( \text{Re(CO)}_3 \) unit, keeping all essential information, while removing redundant information by reducing the total number of fragments for this molecule from four to three (i.e., \( \text{Re(CO)}_3 \), \( \text{Cl} \), and \( \text{bipy} \)). Besides achieving a reduction of data, the example above shows that splitting \( \text{Re(CO)}_3 \) into two fragments is not adequate from a chemical viewpoint. It is well known that metal carbonyls have strongly covalent metal-carbon bonds and significant backbonding from metal \( d \) orbitals to \( \text{CO} \ \pi^* \) orbitals. This bonding situation leads to orbitals which are delocalized
Figure 8: Excitation energies (horizontal bars), oscillator strength (shading behind horizontal bars), and charge transfer numbers (stacked bar plots) for the first 20 singlet and 20 triplet states of [Re(Cl)(CO)\textsubscript{3}(bipy)]. Note that some charge transfer contributions (e.g., Re→Cl, Cl→Cl, (CO)\textsubscript{3}→Cl) are omitted for clarity; therefore, the stacked bars do not add up to exactly one. (TDA-B3LYP/TZP-DZ(P), gas phase)

Based on the above reasoning, the correlation between different fragments can be used as a measure to decide how to choose the fragments in a charge transfer analysis. In general, one would like to form fragments whose charge transfer numbers do not significantly correlate, in order to maximize the amount of information contained. This is especially interesting for situations where the choice of fragments is not immediately obvious, or where the chemically motivated, intuitive fragmentation might not be optimal.

Here, we propose a new scheme which finds correlations between charge transfer numbers from any given fragmentation, and suggests how these fragments could be combined to form a smaller set of fragments for further consideration. This new scheme consists of three steps: (i) compute the full correlation matrix between all fragments, (ii) perform a hierarchical clustering [121, 122] based on the correlation matrix, and (iii) cut the cluster hierarchy at a desired level to learn which fragments could be merged.

For this scheme, we first need a way to quantify the correlation between fragments. This has to be distinguished...
from the correlations above, which were between pairs of charge transfer numbers. The difference is in the fact that each fragment is involved in multiple charge transfer numbers. To find correlations between fragments, we propose the following. To compute the correlation between fragments \( A \) and \( B \), we need to consider all excitations \( A \to X \) and \( B \to X \), for all fragments \( X \); in this way, we can find whether the holes on \( A \) and \( B \) are correlated. This leads to the following equation for the hole covariance matrix \( \mathbf{V}^h \):

\[
\mathbf{V}^h_{AB} = \frac{1}{N_{\text{states}}} \sum_X \sum_I \mathbf{\Omega}^{I}_{AX} \mathbf{\Omega}^{I}_{BX} - \frac{1}{N_{\text{states}}} \sum_X \left( \sum_I \mathbf{\Omega}^{I}_{AX} \right) \left( \sum_I \mathbf{\Omega}^{I}_{BX} \right),
\]

(26)

which is more precisely the covariance matrix of the hole, summed over all possible electron positions \( X \). Here, index \( I \) runs over the excited states included in the statistical analysis, and \( A, B, \) and \( X \) run over the atomic fragments. The matrix element \( V^h_{AB} \) describes whether fragments \( A \) and \( B \) tend to simultaneously release electron density to the same acceptor fragment during excitation.

Likewise, for the electron correlation between \( A \) and \( B \), we need to look at all excitations \( X \to A \) and \( X \to B \), for all fragments \( X \). This gives rise to a similar equation for \( \mathbf{V}^e \), just with the following index replacements: \( AX \Rightarrow XA \) and \( BX \Rightarrow XB \). The matrix element \( V^e_{AB} \) then describes whether \( A \) and \( B \) tend to simultaneously receive part of the excited electron from the same donor fragment.

By normalization, one can obtain the hole correlation matrix:

\[
C^h_{AB} = \frac{V^h_{AB}}{\sqrt{V^h_{AA} \ V^h_{BB}}},
\]

(27)

which contains the Pearson correlation coefficients (called \( r \) above) which measure the linear correlations between all pairs of fragments \( A \) and \( B \). The electron correlation matrix \( C^e \) can be computed analogously.

Based on these two matrices, in principle one could find if any of the fragments behave identically in all excited states (\( C^h_{AB} = 1 \) or \( C^e_{AB} = 1 \)), and one could redefine these two fragments as a single one. However, in general, it is not trivial to find such pairs, and a manual inspection of the correlation matrices might be subjective and inefficient. Instead, we propose to employ hierarchical clustering analysis to find the groups of correlated fragments. In order to do this, we need to define a metric, which allows converting the correlation matrices into distance matrices:

\[
R^h_{AB} = \sqrt{\frac{1}{2} (1 - C^h_{AB})},
\]

(28)

and analogously for the electron distance matrix \( \mathbf{R}^e \). If the correlation coefficient \( C_{AB} \) is 1, then the distance \( R_{AB} \) will be zero, and for smaller correlation coefficients, the distance will increase. The usage of the square root in the definition ensures that the computed distances follow the triangular inequality \([123]\), which is helpful for the clustering step. Basically, it ensures that if (i) \( A \) and \( B \) have a small distance, and (ii) \( B \) and \( C \) have a small distance, then (iii) \( A \) and \( C \) also have a sufficiently small distance.

With the distance matrix at hand, we can now carry out the hierarchical clustering algorithm. We employ the common agglomerative algorithm, where initially, all fragments are separate clusters and are merged sequentially, until only one cluster remains. A description of the algorithm and further details are given in the Computational Details section in appendix A.

Figure 10 shows an example of such a hierarchical clustering analysis, based on the data presented for \([\text{Re(Cl)}(\text{CO})_3\text{(bipy)}]\) in Figure 8. The figure contains three parts: (i) a depiction of the molecular geometry, with the fragmentation indicated by the numbering of the atoms, (ii) a matrix plot of the correlation matrix of the excitation hole \( C^h \), and (iii), the dendrogram which presents the result of the hierarchical clustering step. In the dendrogram, it is shown how the six fragments are subsequently merged to yield intermediate clusters which eventually are all merged to a single system. Importantly, the horizontal (to the left) axis depicts the \( r \) value between the merged clusters. For example, fragments 4 and 5 (the \( \text{CO}_{eq} \) fragments) have a correlation coefficient of about 0.99 (most likely due to symmetry), whereas the value for fragments 2 and 3 is about 0.75. Moreover, the correlation coefficient between fragment 1 (Re)
Hole analysis

Figure 10: Example of the hierarchical clustering of \([\text{Re}(\text{Cl})(\text{CO})_3(\text{bipy})]\) using the correlations between the excitation hole of all fragments. The definition of the six fragments is shown on the top, where fragment 1 is Re, 2 is Cl, 3/4/5 are the three CO molecules, and 6 is bipy. The bottom part shows the correlation matrix \(C_h\) as a color-coded matrix plot. Next to the matrix is the dendrogram showing the clustering of the matrix. The black vertical line divides this dendrogram, thus forming the three clusters (blue, green, and gray), which are also indicated in the molecular geometry plot. (TDA-B3LYP/TZP-DZ(P), gas phase)

and cluster 4+5 (CO_{eq})₂ is approximately 0.85. The larger clusters 1+4+5 (Re(CO)₂), 2+3 (COCl), and 6 (bipy) are not correlated at all, with values which are slightly negative. This indicates a negative correlation between the large clusters, which is due to the fact that the sum of all charge transfer numbers is equal to 1 (at least in the present TDA calculations), so that as one number grows larger, all other values tend to decrease.

Based on the dendrogram, the final step of the analysis is to extract a sensible clustering of the fragments. In order to do so, one defines a threshold value at which the dendrogram is cut. In the given example, this threshold is indicated by the black vertical line within the dendrogram, at a value of about \(r = 0.45\). For this particular dendrogram, of course choosing a value anywhere between 0.0 and 0.75 would have accomplished the same partitioning, so the actual problem is to choose above which merger the cut should be performed. Here, we employ a heuristic which looks for the largest gap between two subsequent mergers, and defines the threshold accordingly. In this way, one can separate highly correlated clusters from uncorrelated clusters.

The clustering analysis performed in Figure 10 is quite interesting, as it proposes yet another fragmentation scheme, different from the one chosen in Figure 9. In the automatic clustering approach, it appears that the Cl atom is mostly correlated with the trans-standing carbonyl, whereas the equatorial carbonyls are correlated with the metal. The reason for this different finding is that Figure 9 initially considers all CO molecules as a single fragment, whereas Figure 10 considers them separately.

Both Figures 9 and Figure 10 only consider correlation matrix for the excitation hole, but a similar analysis should
be done for the excited electron, so that in the end one obtains two independent clusterings. Since this might be inconvenient, we suggest to combine the hole and electron distance matrices in

$$R_{MN}^{combined} = \min (R_{MN}^{electron}, R_{MN}^{hole}),$$  \hspace{1cm} (29)

and perform the clustering with this combined distance measure. In this way, one obtains only a single clustering, which considers both hole and electron correlation. Here, the use of the minimum function ensures that two fragments are already considered as correlated if only hole or electron are correlated.

In order to obtain an unbiased clustering of the molecule, it is best to provide as little as possible prior knowledge about the fragmentation to the clustering procedure. This can be achieved by calculating the charge transfer numbers for an atomic fragmentation scheme, and let the clustering procedure figure out all correlations between the atoms; this could be called an “ab initio” fragmentation scheme. An example is presented in Figure 11. There, the [Re(Cl)(CO)₃(bipy)] molecule is initially divided into 20 fragments—each non-hydrogen atom is treated as a separate fragment. The hydrogens are included in the fragments of the atom to which they are bonded, because hydrogens are not significantly participating in the excitations, hence do not correlate with any other atom, and consequently would be clustered incorrectly.

Admiringly, the automatic “ab initio” fragmentation procedure fully recovered the results of the above manual fragmentation. It detected the bipy molecule as one independent subunit of the complex. The Re(Cl)(CO)₃ moiety was identified as a second subunit, where Re and (CO)₃ show tighter correlation than Cl with either of the two.

Figure 11: Example of the full-atomic hierarchical clustering of [Re(Cl)(CO)₃(bipy)] using the combined correlations of excitation hole and excited electron. The definition of the 20 fragments is shown on the right, where fragment 1 is Re, 2 is Cl, 3+6/4+7/5+8 are the three CO molecules, and fragments 9 to 20 make up bipy. The left part shows the correlation matrices $C_h$ (lower left triangular matrix) and $C_e$ (upper right) as color-coded matrix plots. Next to the matrices are the dendrograms showing the clustering of the matrices, yielding different results for the two analyzes. On the top right, the dendrogram of the combined analysis is presented, where the black vertical line forms two clusters (blue and green), which are also indicated in the molecular geometry plot. The orange lines in the molecular geometry plot indicate which atoms correlate well with each other. (TDA-B3LYP/TZP-DZ(P), gas phase)
The fact that Re(Cl)(CO)$_3$ is a strongly correlating subunit is consistent with previous experimental findings in the Ref. [120]. There, the authors used the vibrationally active pseudohalide NCS, showing that in [Re(NCS)(CO)$_3$(NN)] (NN=diimine) there is mixing between Re→NN and NCS→NN excitations.

The combined analysis also shows that the correlation level of Cl with Re(CO)$_3$ is similar to some of the correlations inside the bipy ligand. This could indicate that by subdividing the bipy into smaller fragments, one could get additional information from the charge transfer number analysis which might allow distinguishing excited states by the location of the excited electron on the bipy. This can be understood in the sense that there are multiple $\pi^*$ orbitals on bipy which can participate in the excitation process, and these orbitals show slightly different localization on the different atoms.

We should note that the statistical analysis of the fragment correlations depends on the input data, and in particular on the number and energy range of the states considered in the analysis. This is especially relevant for systems where one state character appears only at low energies and another character only at high energies. In such a case, including only the low-energy states in the correlation analysis is likely to lead to different results than would be obtained with the full set of states. However, when the correlation analysis is done in order to find a fragmentation scheme to be used subsequently, it is best to perform the analysis with the same set of states as will be analyzed later (e.g., in molecular dynamics). Furthermore, it might be advantageous to include computations at multiple geometries in the correlation analysis, to remove any possible bias coming from the choice of the geometry.

4. Case studies

The quantification of excited state-localization and charge transfer by means of TheoDORE analysis was already exemplified in Sections 3.1 and 3.2 for [Ir(ppy)$_3$]. In the following, the usefulness of this analysis is showcased for five different aspects of excited-state quantum chemistry which affects the state characters: (i) influence of nuclear relaxation, (ii) influence of SOCs, (iii) influence of the ligand sphere, (iv) influence of the metal center, and (v) influence of the electronic structure method.

4.1. Influence of nuclear relaxation: nonradiative decay of [Ir(ppy)$_3$]

Among phosphorescent emitters, organometallic Ir(III) complexes have been demonstrated to be exceptionally useful [15, 16] due to their relatively short radiative triplet lifetime (about 1.6 $\mu$s in the high-temperature limit [15]) and high phosphorescence quantum yields (about 90% [15]). The emission wavelength of Ir(III) complexes significantly depends on the ligands and their substituents, which can be used to control their properties [124–129]. Luminescent Ir(III) complexes can be used as well in light-emitting electrochemical cells [130] or as biological probes, imaging reagents, and photocytotoxic agents [131].

In the past decades, a number of theoretical studies, mainly based on TD-DFT with or without inclusion of SOCs, have been devoted to this class of complexes [81, 128, 129, 132–144]. This huge research activity has provided important insight into the character and emissive properties of the low-lying triplet states, which are responsible for the usefulness of the complexes.

A critical property of [Ir(ppy)$_3$] is its very long nonradiative decay time (about 15–30 $\mu$s in the high-temperature limit [15]), which is a prerequisite for a useful phosphorescence yield [15, 16, 118]. In this and related TMCs, one of the most important nonradiative decay pathway leads from the $T_1$ minimum of MLCT or IL/LLCT character to states of MC character. Computational studies [15, 145–147] showed that these MC states involve strong elongation or breaking of metal-ligand bonds, accompanied by the formation of a trigonal-bipyramidal metal coordination, and hence lead to easily accessible $T_1$/S$_0$ crossings. These nonradiative decay routes are one of the main limitations of blue emitters, because there the emissive states are shifted to higher energies such that they come closer to the MC states. Hence, in this section, we investigate the contamination of the lowest triplet state by MC states along a possible nonradiative decay route.
Figure 12: Analysis of the nonradiative decay pathway of [Ir(ppy)$_3$]. On the top, the four optimized geometries of [Ir(ppy)$_3$] (S$_0$ minimum, T$_1$ minimum, S$_0$/T$_1$ crossing point, and S$_0$/T$_1$ minimum energy crossing point; see the supporting information for coordinates) are shown. Red shade marks the regions where the most significant geometric changes (e.g., bond elongation) occur. The upper plot shows the energy profiles of the few lowest states of [Ir(ppy)$_3$] along a linear interpolation in internal coordinates, with the black dots indicating where the minima or crossing points are located. The middle bar plot shows the composition of the T$_1$ state along the scan according to a TheoDORE analysis. The bottom plot shows the Re–C and Re–N bond lengths along the interpolation scan, where the bond length of the dissociating bond is truncated for the sake of visibility. (TDA-B3LYP/TZP-DZ(P), gas phase)

Figure 12 shows a potential energy profile for the nonradiative decay pathway of [Ir(ppy)$_3$], from the S$_0$ minimum to the T$_1$ minimum and further on to two T$_1$/S$_0$ crossing points. These four critical points are indicated in Figure 12 by four black dots. The S$_0$ minimum has $C_3$ symmetry (left-most black dot), whereas the T$_1$ minimum is slightly non-symmetric due to a localization of the excitation on one of the ligands, denoted here as L$^2$. While locating the T$_1$/S$_0$ crossing points, the optimization yielded two qualitatively different crossing geometries. The first geometry (denoted as S$_0$/T$_1$ XP; XP=crossing point) is not a true minimum on the crossing seam, but is significant because it is a (relatively low-energy) crossing point where the octahedral coordination of Ir is retained. Nevertheless, this XP shows a strong elongation of the Ir-N bond to L$^1$, and additionally an out-of-plane puckering of the N atom of L$^2$. The second crossing geometry corresponds to a minimum on the crossing seam (hence denoted as S$_0$/T$_1$ MXP; MXP=minimum energy crossing point), and shows a trigonal bipyramidal geometry, where one of the pyridine groups is detached from the Ir, rotated, and stacked on top of one of the other ligands.

The SOC between T$_1$ and S$_0$ are approximately 400 cm$^{-1}$ at the XP and 1100 cm$^{-1}$ at the MXP, showing that both
points might enable ISC if accessed. The energy profile shows that the first XP is approximately 1 eV above the \( T_1 \) minimum. The MXP is only 0.25 eV above the \( T_1 \) minimum; however, there might be a large barrier (0.7 eV according to the linear interpolation scan, which gives a upper bound) between the XP and MXP. Hence, both crossing points are too high in energy to be relevant even at room temperature. The barriers are also significantly larger than the ones previously reported in the literature: Treboux et al.\cite{145} reported a barrier of 0.28 eV to reach an MC state from the \( T_1 \) minimum based on a relaxed scan, and Sajoto et al.\cite{146} reported a value of 5000 cm\(^{-1}\) (0.6 eV), estimated from computed and experimental data of related complexes. However, it should be noted that here we actually optimized a \( T_1/S_0 \) crossing point (for the first time for this complex, to the best of our knowledge), and that the values are therefore not necessarily comparable. Another possible reason for this discrepancy might be that our linear-interpolation-in-internal coordinate scan leads to a too large barrier, and there is actually a lower-energy pathway from the \( T_1 \) minimum to the MXP.

In their report on the nonradiative decay pathway of [Ir(ppy)\(_3\)], Treboux et al.\cite{145} remarked "The precise assignation of the respective characters of MLCT and LC is complicated by the presence of a strong metal-ligand mixing in the orbitals ..." Consequently, the charge transfer analysis of TheoDORE is ideally suited to disentangle this complicated electronic structure situation. In the bottom panel of Figure 12, we decompose the transition density (from \( S_0 \) to \( T_1 \)) into the ten most important contributions, using four fragments (Ir and each ppy separately) which were found to be weakly correlated by a correlation analysis like in Section 3.3. As already seen in Section 3.1, at the \( S_0 \) minimum geometry, the \( T_1 \) state is a mixture of 40\% MLCT character and 50\% IL character, both equally distributed among the three ligands (\( L^1 \), \( L^2 \), \( L^3 \)). It is very interesting to note that, as soon as the trigonal symmetry is broken (moving from the left-most data point to the right), the excitation very quickly localizes on \( L^2 \), as those ligand’s bond lengths are changed. Hence, the \( T_1 \) character becomes a mixture of 30\% Ir\( \rightarrow L^2 \) and 60\% \( L^2 \rightarrow L^2 \).

When approaching the \( T_1/S_0 \) XP, the wave function composition changes again, with a shift towards a larger Ir\( \rightarrow L^2 \) contribution (40\%). The previously large \( L^2 \rightarrow L^2 \) contribution of the \( T_1 \) minimum is changed to an equal mixture of \( L^1 \rightarrow L^2 \), \( L^2 \rightarrow L^2 \), and \( L^3 \rightarrow L^2 \). Interestingly, at this \( T_1/S_0 \) geometry there is almost no contribution (3\%) of MC states to the \( T_1 \). Instead, the excitation can be regarded as an excitation from a partially metal-localized orbital to an orbital on the strongly puckered pyridine unit of \( L^2 \). This kind of puckering of aromatic systems is more commonly known from smaller organic molecules, for example nucleobases \cite{148}. An interesting ansatz for controlling nonradiative decay in TMCs might thus be to modify the ligands such that puckering is suppressed.

The situation is notably different at the MXP geometry. Here, the \( T_1 \) wave function acquires a 20\% contribution of MC excitations, as well as 17\% of LMCT excitations. Furthermore, the MLCT and IL/LLCT excitations become less localized on the \( L^2 \) ligand, as can be seen by the reappearance of contributions like Ir\( \rightarrow L^1 \) and Ir\( \rightarrow L^3 \). Qualitatively, this excitation could be regarded as an MC excitation with significant mixing of the \( d \) orbitals with ligand orbitals.

### 4.2. Influence of spin-orbit coupling: state character mixing in [Ir(Cl)(CO)(ppy)\(_3\)]

Relativistic effects play an important role in the photophysics of Ir(III) complexes \cite{15, 16, 118, 137, 140, 149}, because only through these effects can the lowest-energy triplet states acquire any radiative decay rate. It was shown that the mixing of close-lying low-energy MLCT and IL states is critical for the radiative decay properties \cite{15, 16, 118} because the MLCT states lead to enhanced SOCs and the IL states provide a large transition dipole moment. Hence, the degree of state character mixing is very relevant for this kind of TMCs, and besides the mixed state character observed without SOC, additional mixing is expected when spin-orbit effects are taken into account. The analysis of the spin-orbit excited-state character becomes particularly challenging due to this additional mixing, as illustrated by the TD-DFT results reported for [Ir(ppy)\(_3\)] and [Ir(Cl)(CO)(ppy)\(_2\)] in Ref. \cite{140}. Here, we report a detailed analysis of the SOC effects on the excited state character of [Ir(Cl)(CO)(ppy)\(_2\)]. The case of this molecule is particularly instructive, because this complex is characterized by a high density of low-lying singlet and triplet states of mixed XLCT/MLCT character \cite{140} and it is interesting to follow the evolution of the XLCT/MLCT (XLCT = halogen-to-ligand charge transfer) ratio, as well as the MLCT/IL mixing, when applying SOC effects.

In Figure 13, we present the state characters for the first 60 singlet and 60 triplet states of [Ir(Cl)(CO)(ppy)\(_2\)] on the left, and the characters of the resulting 240 spin-mixed states on the right. Due to the properties of the spin-free–spin-mixed transformation (Equation (21)), the total contribution of each state character to all states (i.e.,
Figure 13: Characters of the states of $[\text{Ir(Cl)(CO)(ppy)}_2]$, without (a) and with (b) SOC included. In (a), all triplet components are present (note the triply identical entries), so that both figures have the same number of states. States are ordered according to energy, but for reasons of clarity the bars are equally spaced; hence, the energies cannot be read from the plot. For a discussion of the labeled states see the text. (TDA-B3LYP/TZP-DZ(P), COSMO(water))
the total area filled by each color) is the same in both panels. However, the inclusion of SOC leads to a redistribution of the contributions among the electronic states.

The characters of the lowest states—from $S_1$ to $S_4$ and from $T_1$ to $T_6$, which are all below 3.5 eV (above 354 nm)—are not drastically affected when SOC is included. The well-separated $T_1$ and $T_2$ are relatively pure IL states, although the minor MLCT and XLCT contributions are slightly enhanced when activating SOC effect. The subsequent states ($S_5$ to $S_6$ and $T_3$ to $T_6$) are predominantly mixed MLCT/XLCT states, with some significant IL contributions, where MLCT character tends to be more predominant for lower states. When SOC is taken into account, the state characters become slightly mixed, but the general picture is unaffected.

At higher energies—till states $S_{10}$ and $S_{11}$ at about 4.0 eV (311 nm)—SOC perturbation of the spectrum is more important. For instance, there are two triplets ($T_{10}$ and $T_{11}$) with the dominant MC/XMCT (halogen-to-metal CT) character. Upon SOC mixing, the lower one of these two triplets changes order with several IL states, and the upper one shows very strong zero-field splitting such that the three components become interspersed by other states. Furthermore, for $T_{19}$, significant de-mixing can be seen, as this state has notable MLCT and XLCT contributions (30% in total), but after including SOC becomes a very pure LLCT (>88%) state. Among the remaining states, a clear redistribution of the XLCT and IL contributions and a decrease of the LLCT character can be discerned.

Above $S_{11}$, the analysis of the characters shows the occurrence of ppy$^+$ → CO and ppy$^+$ → Ir contributions, as well as excitations towards carbonyl orbitals (Ir → CO, Cl → CO). Additionally, a large number of the states shows major LLCT and IL contributions, whereas XLCT contributions are relatively rare in this range of states and only reappear around $T_{50}$. The effect of SOC at the top range of the calculated states (i.e., above $T_{50}$) is mostly to make all states more similar—as can be seen, these states are all a mixture of MLCT, XLCT, LLCT, and IL.

It goes without saying that the presented results and discussion are valid only at the Franck-Condon geometry used for the presented excited-state calculation, and for the B3LYP functional employed, within the limitations of TD-DFT. Multi-reference electronic structure methods—which provide more flexibility, treat charge transfer character differently, and go beyond single excitations—could exhibit a different picture. Some aspects of the influence of the electronic structure method on the excited-state character will be discussed in Section 4.5.

Also worth noting is that a correlation analysis (analogous to the one in Figure 10) for [Ir(Cl)(CO)(ppy)$_2$] shows that the metal atom and the carbonyl group are relatively independent units ($r = 0.5$). Actually, the complex shows almost no charge transfer contributions originating at the carbonyl group. Furthermore, contributions like Cl → CO or ppy$^+$ → CO only appear in certain regions of the spectrum. These findings are in contrast to the strong metal-carbonyl correlation of the Re(CO)$_3$ unit discussed above for [Re(CI)(CO)$_3$(bipy)].

### 4.3. Influence of the ligands: charge transfer analysis of [Ru(L)$_2$(dppz)]$^{2+}$ (L= bipy, phen, tap)

A very interesting class of TMCs is based on the complex [Ru(bipy)$_2$(dppz)]$^{2+}$ (bipy = 2,2′-bipyridine, dppz = dipyrido[3,2-a:2′,3′-c]phenazine), which has been reported as a molecular light switch for DNA in 1990 [150]. Since then, a huge research activity has developed in this field, both experimentally [151–160] and theoretically [59, 160–167]. The main goal of these studies was to understand the impact of the ligand sphere on the photophysics of [Ru(bipy)$_2$(dppz)]$^{2+}$ does not luminesce in water, however, it is slightly luminescent in acetonitrile and highly luminescent in the presence of DNA. Similarly, [Ru(phen)$_2$(dppz)]$^{2+}$ (phen = 1,10-phenanthroline) is characterized by a rapid, nearly nonradiative decay (time constant of 250 ps) in water [151], and by a moderate luminescence in acetonitrile that increases drastically in DNA [151, 153, 168, 169]. In contrast to the bipy- and phen-substituted complexes, [Ru(tap)$_2$(dppz)]$^{2+}$ (tap=1,4,5,8-tetraazaphenanthrene) [170, 171] is luminescent in water and in organic solvents, but interestingly it has its luminescence quenched in DNA by electron transfer.

It has been shown, both experimentally [156, 172] and theoretically [59, 167], that the relative energies of the low-lying triplet states of different nature—MLCT$_{\text{anc}}$, MLCT$_{\text{prox}}$, and MLCT$_{\text{dis}}$ (localized on the dppz ligand, see Figure 14a)—govern the luminescence properties of this class of complexes. This effect can be traced to the different sensitivity of the different states to the environment and to substituents effects.
In order to quantify the different types of transitions underlying the photophysics of [Ru(bipy)₂(dppz)]²⁺, [Ru(phen)₂(dppz)]²⁺, and [Ru(tap)₂(dppz)]²⁺, we have performed a charge transfer analysis of the 50 lowest singlet and triplet states of each molecule. Figure 15 shows the excitation energies, oscillator strengths, and charge transfer character for the three complexes, where they have been divided into three fragments: (i) Ru, (ii) L₂, and (iii) dppz, as suggested by automatic fragmentation and consistency with previous theoretical studies [59, 167].

For all three complexes, it can be seen that the low-energy states are dominated by MLCT states, involving either the ancillary ligands L₂ (orange) or the dppz ligand (yellow). Which ligands are involved in the lowest singlet (S₁) and lowest triplet (T₁) states depends on the kind of ancillary ligands present, as bipy, phen, and tap differ considerably in their electron acceptor strength. Hence, for L=bipy or phen, the S₁ and T₁ are MLCT states towards the dppz ligand, whereas for L=tap, these states involve the ancillary ligands. More generally, for L=bipy, the MLCT states involving bipy tend to be higher in energy than the MLCT states involving dppz. For L=phen, both types of MLCT states are at similar energies (nicely visible on the left of panel (b)), whereas for L=tap, the MLCT states involving dppz are shifted upwards relative to the MLCT states involving tap.

The lowest non-MLCT singlet is only located at around 3.4 eV, making it the S₁₅ to S₂₀ depending on L. For L=bipy/phen, this lowest non-MLCT state has IL→dppz character, whereas for L=tap it has dppz→L₂ character. For the triplet states, the situation is different, as the lowest non-MLCT state has an energy of only 2.6 eV, which is only slightly higher than the lowest triplet state (at 2.5 eV). For all three molecules, this low-lying non-MLCT state is of
Figure 15: Compact depiction of the results of vertical excitation calculations for [Ru(L)2(dppz)]2+ (L=bipy, phen, tap), each with 50 singlets and 50 triplets. For each molecule, the top portion of the respective panel shows the energies (horizontal bars; energy range equivalent to 275–500 nm), oscillator strength (gray shading behind bars), and state character (color of the bars). The bottom part of each panel shows the contributions to each state, as computed with TheoDORE (TDA-B3LYP/TZP-DZP, COSMO(water)).

IL-dppz character. The low energy of this triplet is due to the fact that such ππ* transitions typically have a very large singlet-triplet splitting due to large exchange interactions.

At higher energies, a large number of IL and LLCT states appear in all three molecules. However, there are important differences, which can be conveniently extracted from the figure. For example, states of L2 → L2 character (medium green) are very rare for L=bipy, and gain importance when going to L=phen or L=tap. For L=tap, there is actually a set of 8 nearly degenerate L2 → L2 (6 IL and 2 LLCT states) states at 4.0–4.1 eV. Similarly, for L=bipy/phen, there are some L2 → dppz states (light green), whereas L=tap does not exhibit such states, only a large number of dppz → L2 states. Of course, this different behavior of the L=tap complex is related to the well-established strong π* acceptor character of tap as compared to bipy or phen.
Figure 16: Compact depiction of the results of vertical excitation calculations for [Ru(L)₂(dppz)]²⁺ (L=bipy), each with 50 singlets and 50 triplets. In this plot, we only show the MLCT contributions—distinguishing between the proximal and distal parts of dppz—and the different IL contributions. In Figure 14a, the different charge transfer types are depicted in a similar color code. (TDA-B3LYP/TZP-DZP, COSMO(water))

One very important aspect of the MLCT and IL states of the [Ru(L)₂(dppz)]²⁺ complexes is their localization on the dppz ligand. In particular, it was found that these complexes exhibit states which mostly involve the part of dppz close to the metal atom (called “proximal” subunit [156]) and states which involve the other part (“distal” [156]). Using the charge transfer numbers, one can also investigate with more detail the relationship between these two subunits of dppz. We first employed the correlation analysis to quantify how much the two subunits are actually decoupled. In order to do so, in Figure 14b we show the correlation coefficients between the proximal and distal parts of dppz, depending on where the two units are divided. A low correlation coefficient indicates that the two units are more independent, i.e., that they participate in different electronic states. In that sense, the optimal division of dppz results in a bipyridine unit (proximal) and a phenazine unit (distal), which is consistent with chemical intuition. This finding is the same irrespective of L (bipy, phen, or tap) and solvent (acetonitrile or water), and the same result was also obtained for a completely different dppz-containing complex, namely [Re(CO)₃(py)(dppz)]⁺ (py=pyridine). Furthermore, ab initio fragmentation analyzes (i.e., starting from atomic fragments) of the dppz in the Ru and Re complexes also suggest a division in bipyridine and phenazine units.

With the optimal division of dppz established, it is possible to analyze the excited-state characters of the complexes, shown in Figure 16 for the lowest 50 singlet and 50 triplet states of [Ru(bipy)₂(dppz)]²⁺. Most importantly, the figure shows how the MLCT₃ₚₚ contributions are split into Ru→prox (yellow) and Ru→dist (black) contributions, and how the IL₃ₚₚ contribution is composed. It can be seen that for MLCT states, the proximal part of dppz is the better electron acceptor. For IL₃ₚₚ states, it is found that the lower-energy states are mostly local dist→dist excitations, whereas the higher states involve dist→prox contributions.

The presented data can also be used to generally quantify the electron donor and acceptor properties of the proximal and distal parts, by calculating the average contribution of, e.g., the sum over all prox→any excitations. It is found that the proximal unit participates more as acceptor, with an average contribution of 28% to all states, compared to 17% for the distal unit. On the contrary, the distal part is a better donor (18%) than the proximal part (12%). Using either the detailed analysis of the states or these donor/acceptor descriptors, it should be possible to design substituted dppz ligands, where the proximal/distal contributions can be controlled to tailor the charge transfer character of the low-lying excited states for different applications, as mentioned above.

4.4. Influence of the metal center: metal-carbonyl interaction in [M(CO)₅(im)(phen)]⁺ (M=Mn, Tc, Re)

Metal carbonyl diimine complexes [M(CO)₅(L)(NN)]⁴⁺ (NN=diimine, L=axial ligand) of group 7 (M=Mn, Tc, Re) have received increased attention due to their electronic flexibility and the possibility to be incorporated in different environments—like polymers, proteins, or DNA. They are employed in solar cells, photocatalysis, luminescent materials, conformational probes, radiopharmacy or diagnostic and therapeutic tools at the interfaces between chemistry, physics, and biology [30, 173, 174].
Figure 17: Charge transfer numbers for the first 50 singlets and 50 triplets of \([\text{M(CO)}_3(\text{im})(\text{phen})]^+\) (M=Mn, Tc, Re), based on 20 geometries sampled from the ground state nuclear vibrational density distribution. In the left column (panels (a), (c), (e)), the correlation between the charge transfer numbers \(\Omega_{\text{M-Y}}\) and \(\Omega_{\text{(CO)}_3-Y}\) is shown, thus presenting a correlation analysis for the hole. In the right panels ((b), (d), (f)), the correlations are shown for the electron. The \(r\) and \(a\) values in the panels are the Pearson correlation coefficient and slope from a fit with 

\[ f(x) = ax. \]  

(TDA-B3LYP/TZP-DZP, COSMO(water))

For rhenium derivatives \([\text{Re(CO)}_3(\text{L})(\text{NN})]^+\), recent ultrafast spectroscopic experiments [175–178] and theoretical investigations [57, 58, 60, 179–181] have provided a comprehensive picture of their optical and photophysical properties. The imidazole (im) derivative \([\text{Re(CO)}_3(\text{im})(\text{phen})]^+\) is employed in the study of electron transfer in proteins [18, 173, 182, 183]. In this particular complex, it has been often noted that the optical orbitals are delocalized over the metal and the carbonyls, thus giving rise to mixed MLCT/LLCT states [29, 57]. As this situation is very similar to that encountered in \([\text{Re(Cl)(CO)}_3(\text{bipy})]\) in section 3.3, this molecule seems very suitable to challenge wave function analysis. In particular, we would like to investigate whether this is an effect specific to the rhenium, or whether it can be encountered in other metals of the same group. Accordingly, we shall investigate the correlation between the metal center and the carbonyl ligands in the series \([\text{M(CO)}_3(\text{im})(\text{phen})]^+\) (M=Mn, Tc, Re). To this aim, we divided the molecule into four fragments: M, (CO)_3, im, and phen, and in each case we computed the first 50 singlet and 50 triplet states for a set of 20 randomly generated geometries (sampled from the ground state nuclear vibrational density distribution, see Computational Details), i.e., forming a set of 2000 excited states for each molecule.

The correlation analyses are shown in Figure 17. The left panels show the correlation between the excitations
out of the orbitals of M or (CO)$_3$. Very strong correlations are observed in all three cases, with Pearson correlation coefficients of 0.98 or above. This strong correlation is certainly not accidental, as it is found for all 2000 states at 20 different geometries, with energies ranging from below 3 eV up to 6 eV, and with widely differing state characters. Basically, the correlation tells that independent of the state character, the charge transfer contribution of (CO)$_3$ is always a fixed portion of the charge transfer contribution of the metal.

The figure correlates four principally independent pairs of charge transfer numbers: $\Omega_{M \rightarrow M}$ with $\Omega_{(CO)_3 \rightarrow M}$ (orange); $\Omega_{M \rightarrow (CO)_3}$ with $\Omega_{(CO)_3 \rightarrow (CO)_3}$ (red); $\Omega_{M \rightarrow \text{Im}}$ with $\Omega_{(CO)_3 \rightarrow \text{Im}}$ (light blue); and $\Omega_{M \rightarrow \text{Phen}}$ with $\Omega_{(CO)_3 \rightarrow \text{Phen}}$ (dark blue). Accordingly, we see that not only is MLCT correlated with LLCT, but likewise is MC correlated with LMCT. Moreover, it is interesting to see that the strong correlation is found regardless of the metal atom, although the slopes of the correlations are different. For Mn, the shown slope is very shallow (0.28), which indicates that the charge transfer states originate mostly from the metal center, and the participation of the carbonyls is relatively weak. For the intermediate metal Tc, the slope is already 0.38, whereas for Re it is 0.47. Hence, with increasing size of the metal center, the participation of the carbonyls in the electronic excitations increase. In the Re complex, in all charge transfer states, two thirds of the excited electron density comes from the metal and one third comes from the three carbonyls.

The situation is different if the correlations of excitations into the orbitals of M and (CO)$_3$ are investigated (right panels). In this case, the correlations are much weaker, in particular for M=Mn. This finding indicates that the virtual orbitals are more localized on either M or (CO)$_3$, unlike the delocalized occupied orbitals, and that for M=Re the virtual orbitals are mostly localized on (CO)$_3$.

4.5. Influence of the method: exchange- and correlation effects in [Re(\text{Cl})(CO)$_3$(bipy)]

As a final application of the wavefunction analysis, we investigate here the influence of the exchange- and correlation functionals on the energies and state characters of the example [Re(\text{Cl})(CO)$_3$(bipy)]. More than often, it is necessary to assess the quality of the results of some excited-state calculation against another excited-state calculation using a different—possibly more reliable—electronic structure method. A simple comparison of the excitation energies is in most cases not sufficient, because the order of the states (in terms of state character) might change [184]. Hence, wave function analysis techniques can be very useful, especially in TMCs with their very high density of states.

Excited-state calculations for [Re(\text{Cl})(CO)$_3$(bipy)] have been performed with TD-DFT using the functionals PBE [185], B3LYP [186], PBE0 [187], CAMY-B3LYP [188], M06-2X [189], and oB97 [190]). The results of these functionals will be compared to the ones from the ab initio ADC(3) [191–193] and CASPT2(12,12) [48, 49] methods. Details on these calculations can be found in the Computational Details section. Figure 18 compactly shows the resulting energies of the excited states on the vertical axis, with colored horizontal bars indicating the state character. The different TD-DFT results are correlated (gray lines) using overlap calculations [74, 194].

Generally speaking, there are three classes of excited states visible in the plot: mixed MLCT/XLCT states (indicated in shades of blue), MC states (orange; might contain admixtures of XMCT states in red), and IL states (green). Here, we consider Re and (CO)$_3$ as one fragment because they are correlated (see Section 3.3). The lowest excited states with all methods are several MLCT/XLCT states, even though the energy of this class of states depends heavily on the employed method and generally increases when more Hartree-Fock exchange is considered in the TD-DFT calculations (from left to right). Moreover, the ratio between MLCT and XLCT depends significantly on the method, where more Hartree-Fock exchange tends to decrease the XLCT contribution; for the two ab initio methods, the XLCT contribution is also relatively small. The MC states only appear at higher energies—around 4 eV—but their energies are far less sensitive to the method. Only few IL states were computed, although among the triplets this class of states is more common due to the strong triplet stabilization of the IL states.

For this particular complex, it can also be followed from Figure 18, that for TD-DFT calculations a relatively large amount of Hartree-Fock exchange is necessary in order to obtain results consistent with the correlated ab initio methods. Compared to the ADC(3) exchange, the TD-DFT computations using CAMY-B3LYP and M06-2X provided the best results. On the contrary, the CASPT2 results are qualitatively reproduced by oB97, although the CASPT2 calculations did not provide any MC states due to active space restrictions.
Without attempting to discuss which result is better (that goes beyond the intention and scope of this review) the previous example shows the easiness in comparing results obtained from different methods when using quantitative wave function analysis.

5. Concluding remarks

We have reviewed a quantitative wave function analysis technique based on the concept of charge transfer numbers. Charge transfer numbers are a mathematical tool based on the transition density matrix for the analysis of excited states in terms of electronic transitions between groups of atoms. This tool—which is implemented in the TheoDORE software package and interfaced to several quantum chemistry programs—allows quantifying the localization and charge transfer character in an automatized way, without looking at any orbital. Charge transfer numbers provide significant advantages compared to traditional state characterization based on orbital visualization. These advantages include efficient analysis of large numbers of states, reproducibility, objectivity, and quantification which allows spotting chemical trends. In the case of transition metal photochemistry, where a high density of states
and the many different state characters are encountered, such a quantitative excited-state analysis is particularly
helpful.

In this contribution we also report the extension of charge transfer numbers to the case of spin-orbit-coupled
states and introduce a novel clustering approach which allows automatically partitioning the molecule into sensible
chromophoric units. This machinery was subsequently applied to various prototypical transition metal complexes,
in a number of case studies devoted to Ir(III) phosphorescent emitters, Ru(II) dipyrido-phenazine photo-switches,
and Re(I) α-diimine carbonyl complexes. The case studies demonstrated the potential of the charge transfer number
concept for investigating different aspects of transition metal quantum chemistry: (i) the effect of modification of
the nuclear geometry along a reaction coordinate, (ii) the effect of spin-orbit-induced mixing, (iii) the effect of the
ligand sphere, (iv) the effect of the metal center, and (v) the effect of the electronic structure method. The presented
case studies are primarily intended as exploratory and tutorial-like, as the results depend on the chosen underlying
electronic structure method and on the considered nuclear geometry. Nevertheless, the case studies show beautifully
the complexity of the photophysics and photochemistry of the investigated transition metal complexes.

More elaborate applications of the presented analysis tools can be envisaged. In a very general sense, automatic
wave function analysis can aid in the design of metal complexes for specific photonic applications, for example by
serving as an optimization target. Regarding excited-state dynamics simulations, automatic analysis can tremendously
help in tracking the electronic states of interest along the nuclear trajectory. Moreover, it might even be possible
to employ the charge transfer numbers in automatized diabatization schemes, by transforming the states such
that the descriptors change as little as possible. Applications are also imaginable in theoretical chemistry method
development. Charge transfer numbers could be used to aid in the design of sensible active spaces for multi-
configurational calculations, based on results from less costly TD-DFT computations. They also might help to
understand the failure of some electronic structure methods at describing charge transfer states. Finally, charge
transfer numbers could be employed to parametrize point charges for excited-state force fields for molecular dynamics
or hybrid quantum mechanics/molecular mechanics calculations. Hence, we expect that the presented analysis
techniques will be very useful for future theoretical investigations of transition metal complexes.
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Appendix A. Computational details

Electronic structure packages

The quantum chemical calculations were performed with ADF 2017 [83] for DFT and TD-DFT, with QChem
5.0 [84] for ADC(3) [193], and with a development version of MOLCAS 8.1 [85] for CASSCF/CASPT2 [48, 49]. The
charge transfer number analyzes were done using a development version of TheoDORE 1.5 [82]. For ADF, a newly
developed interface between TheoDORE and ADF was used (see below). Integrated analysis utilities in Q-Chem [71]
and Molcas [86] were used to preprocess the output from these programs.

Interface between TheoDORE and ADF

For the purpose of this work, a new interface between the TheoDORE program package and ADF was implemented.
This interface proceeds by reading all required information (geometries, response vectors, MO-coefficients, locations
of the basis functions) from the binary “TAPE21” files produced by ADF. In the case of full TD-DFT computations (rather than TDA), generally the right eigenvectors, i.e., $X + Y$ (Equation (1)), are analyzed. For the purpose of analyzing spin-orbit coupled charge transfer numbers, the spin-orbit Hamiltonian was extracted from the TAPE21 file and subsequently diagonalized to yield the coefficients $U_{ijr}$, which were inserted into Equation (25). The described TheoDORE–ADF interface will be made available within the next TheoDORE release along with utility scripts that help in generating the plots shown in this work.

Hierarchical clustering

The agglomerative hierarchical clustering algorithm [121, 122] is employed to automatically analyze the correlations between the fragments, which are quantified with Equations (26), (27), and (28). The clustering algorithm takes the distance matrix $R$ as main input. In each iteration of the algorithm, the smallest value $R_{AB}$ ($A \neq B$) in the distance matrix is looked up, and the two clusters $A$ and $B$ are subsequently merged. To do this, the columns and rows $A$ and $B$ are deleted from the distance matrix, and instead a new column $C$ is added, holding the effective distances from the just-formed cluster $C = A \cup B$ to all other clusters in the matrix. The effective distances are computed as a function of the original distances, so in order to compute the distance $R_{CD}$, one computes $R_{CD} = f(R_{xy}, x \in C, y \in D)$. Here, different choices for $f$ are possible, for example using the minimum of the distances (the algorithm is then called single-linkage clustering), the maximum of the distances (complete-linkage clustering), or the average of the distances (average-linkage clustering). Among these choices, complete-linkage clustering is generally reported to be very sensitive to outliers, whereas single-linkage clustering has a tendency to yield chain-like clusters. Hence, we employ average-linkage clustering for our purposes.

Level of theory

The single point calculation for the analysis presented in Sections 2, 3.1, and 3.2 for [Ir(ppy)$_3$] was performed using the geometry reported in Ref. [81], which has $C_3$ symmetry. For the TD-DFT calculation, the following basis sets were used: TZP for Ir, DZP for C and N, and DZ for H for H (denoted as “TZP-DZ(P)” in the main text). We used the B3LYP functional and COSMO (for water, with non-equilibrium solvation with $\varepsilon_{\text{sol}} = 1.77$) to compute 30 excited singlet states and 30 triplet states, although in Sections 2 and 3.1 only the lowest six triplets are discussed.

The calculation for the correlation analysis of the complex [Re(Cl)(CO)(ppy)] in Section 3.3 was carried out with the geometry reported in [180], which is of $C_\sigma$ symmetry. TZP for Re, DZP for C, N, and Cl, and DZ for H were used together with the B3LYP functional. The computation was done in the gas phase, and 20 singlets plus 20 triplets were computed.

The potential energy scan of [Ir(ppy)$_3$] in Section 4.1 was carried out using the geometry reported in Ref. [81] as the $S_0$ minimum. The $T_1$ minimum was optimized with UKS, whereas the $T_1/S_0$ minimum energy path (MXP) was optimized with TD-DFT; both optimizations started from the $S_0$ geometry. The crossing points were located with the algorithm described in Ref. [195], employing the gradients provided by ADF and the ORCA [196] optimizer, as ADF does not allow optimizing crossing points. The non-minimum crossing point (XP) in Figure 12 was taken from the optimization iterations, such that the $T_1 - S_0$ gap was $< 0.02$ eV, the octahedral coordination was retained, and the energy was as low as possible. Subsequently, a linear interpolation in internal coordinates was carried out between $S_0$ minimum, $T_1$ minimum, the XP, and the MXP. Both optimizations and the single point calculations for the interpolated geometries were done in the gas phase, with TZP for Re, DZP for CN, DZ for H, and the B3LYP functional.

The single point calculation for [Ir(Cl)(CO)(ppy)$_2$] in Section 4.2 employed the geometry reported by Brahim et al. [140], using the geometry data denoted as “cis-[Ir(ppy)$_2$(CO)(Cl)]$^2$” in the supporting information; (note that in the main text of [140], structure 2a is erroneously labeled as the trans conformer). The calculation was performed with B3LYP, TZP for Re, DZP for C, N, O, Cl, and DZ for H in the gas phase and requesting 60 singlets and 60 triplets.

The three computations for [Ru(L)$_2$(dppz)]$^{2+}$, $L=$bipy, phen, or tap, in Section 4.3 are based on geometries optimized in $C_2$ symmetry with B3LYP/TZP and COSMO (water), the one for [Re(CO)$_3$(py)(dppz)]$^+$ on a geometry in
were computed for each of the complexes. The vibrational frequencies and normal modes, which together fully specify the harmonic ground state potential energy surface around the minimum. From that, we computed the density distribution of the nuclear vibrational ground state wave function [197, 198], from which for each 20 complex geometries were randomly sampled. For each of these 60 geometries, we then computed 50 singlet and 50 triplet states using B3LYP, TZP for Re, and DZP for C, N, O, and H.

Finally, the computations in Section 4.5 contrasting quantum chemical methods in [Re(Cl)(CO)₃(bipy)] also employed the C₃ symmetric geometry of Ref. [180]. For the TD-DFT calculations, TZP for Re, DZP for C, N, O, Cl, and DZ for H were used. Excited states were computed with the following functionals: PBE [185], B3LYP [186], PBE0 [187], CAM-Y3LYP [188], M06–2X [189], and ωB97 [190] using 30 singlets and 30 triplets. The ADC(3) computations used Ahlrichs’ def2-TZVP basis set with the corresponding ECP for Re, and def2-SV(P) for the remaining atoms [199, 200]. In this case, 40 states were computed in total, each 10 for 1A′, 1A″, 3A′, and 3A″. The CASCCF/CASPT2 computations [48, 49] used the ANO-RCC basis set [201] with a 12s10p6d11f4g8s7p5d2f1g contraction scheme for Re, [17s12p5d|4s3p1d] for Cl, [14s9p4d|3s2p1d] for C, N, O, and [8s|2s] for H. In the CAS(12,12) calculation the active space contains abd3×πCO orbitals. The CASPT2 uses the default IPEA shift [202] of 0.25 a.u., an imaginary level shift of 0.2 a.u., and 54 frozen occupied orbitals. State-averaging in the CASCCF computations was performed over 19 singlet states and state-specific CASPT2 corrections were computed for each state.

All the geometries employed in this contribution, both taken from the literature or optimized within the present work, are reported in the supporting information. This also contains the active space orbitals of the CASPT2 calculation on [Re(Cl)(CO)₃(bipy)].
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Supporting Information

CASSCF active space orbitals

Figure 19 shows the active space orbitals employed for the CASPT2(12,12) calculations on Re(CO)$_3$(Cl)(bipy) in Sections 3.3 and 4.5.

Molecular geometries

On the following pages, all geometries used for calculations in this work are given in XYZ file format.
| Atom | X          | Y          | Z          |
|------|------------|------------|------------|
| Ir   | -0.05534   | 0.191782   | 0.11663    |
| N    | 0.785806   | -1.406075  | 0.1821181  |
| N    | -1.33183   | -1.322071  | -1.375523  |
| C    | -0.880124  | 1.761613   | 1.158638   |
| C    | 1.868610   | -2.470966  | 0.638323   |
| C    | 1.850271   | -2.383582  | 0.521883   |
| N    | 0.924180   | 1.836364   | 0.946279   |
| N    | -1.078257  | 1.255725   | -1.38888   |
| N    | 0.466889   | 0.035130   | -0.44861   |
| C    | -0.212558  | 3.030587   | 0.731885   |
| C    | 2.932014   | -0.36843   | 0.362633   |
| C    | 2.477685   | 0.716005   | 0.448379   |
| N    | 3.645865   | 0.401144   | 2.135583   |
| C    | 4.233541   | -0.844066  | 1.964215   |
| C    | 3.661638   | -1.775208  | 1.129972   |
| C    | 2.295715   | -3.694618  | -0.890829  |
| C    | 1.572176   | -4.366790  | -1.836101  |
| C    | 6.434818   | -3.791854  | -2.391673  |
| C    | 0.057874   | -2.520951  | -1.978999  |
| C    | 1.734961   | 0.696203   | -2.01666   |
| C    | 3.213799   | 2.785381   | -2.628285  |
| C    | 2.046699   | 4.052320   | -2.131241  |
| C    | 2.171368   | 4.196092   | -1.832826  |
| C    | -0.573172  | 4.166825   | 0.437868   |
| N    | -1.399713  | 4.067009   | 2.552798   |
| C    | -1.874214  | 2.829042   | -2.966213  |
| C    | -1.518487  | 1.943880   | -2.071751  |
| C    | -2.975854  | -2.700064  | 0.839143   |
| C    | -2.618552  | -3.348995  | 2.020817   |
| C    | 1.494774   | -2.957567  | 2.734551   |
| C    | -0.718635  | -0.902122  | -2.205096  |
| C    | -1.868554  | 0.962618   | -2.254509  |
| C    | -3.672264  | -0.823865  | -1.523792  |
| C    | -3.878695  | -0.001955  | -2.679801  |
| C    | -2.868473  | 0.987275   | -2.899244  |
| C    | 2.048486   | 1.700781   | 1.578946   |
| C    | -1.181834  | 1.477610   | -2.777266  |
| C    | 5.146178   | -0.088322  | 2.511516   |
| C    | 4.135382   | -2.745494  | 1.040356   |
| C    | 3.199012   | -0.074625  | -0.450254  |
| C    | -0.896132  | -5.353696  | -2.135524  |
| C    | -0.159960  | -3.328710  | -1.327912  |
| C    | -0.813953  | -2.005659  | -2.363151  |
| C    | 0.891659   | 0.680464   | 0.335266   |
| C    | 2.972608   | 2.642326   | 0.483177   |
| C    | 2.479558   | 4.393790   | 0.597996   |
| C    | 9.993312   | 5.172291   | -0.638575  |
| C    | 8.282394   | 5.149283   | 1.133863   |
| C    | -1.679373  | 4.964219   | 0.905887   |
| C    | -2.528788  | 7.358504   | 0.828897   |
| C    | -1.906767  | 0.715702   | 2.583563   |
| C    | -3.840919  | -3.050386  | 0.284322   |
| C    | -3.222606  | -4.181470  | 2.372377   |
| C    | -1.213596  | -3.474008  | 0.546478   |
| C    | -0.177858  | -1.604821  | 2.786918   |
| C    | -0.936426  | 1.707703   | -2.415169  |
| C    | -4.452743  | -4.190081  | -1.146084  |
| C    | -4.863382  | 0.031122   | -3.108628  |
| C    | -3.045736  | 1.791947   | -3.600586  |
| Atom | Coordinates | Atom | Coordinates |
|------|-------------|------|-------------|
| H    | -1.997318, +3.304541, -4.489593 | H    | -2.618753, +3.809839, -2.148707 |
| H    | +0.658281, +0.273137, -2.987369 | H    | -3.451157, +4.450630, +2.250512 |
| H    | -2.401900, +2.899950, +3.894334 | H    | -2.951059, +4.211943, -0.145515 |
| H    | -0.856061, +1.143678, +3.136255 | H    | +2.132433, -1.701353, +5.524807 |
| H    | +0.255975, -2.894572, +4.407875 | H    | +3.992756, +1.885902, +3.336007 |
| C    | -0.604082, +1.748249, -3.928887 | C    | -1.537281, +2.748712, +3.928887 |
| C    | -1.885902, +1.273373, +3.928887 | C    | -1.373373, -4.126532, +3.928887 |
| N    | +1.897397, +1.520647, +0.725439 | N    | -0.878233, -0.094186, +1.337039 |
| C    | +2.477168, +1.266785, +1.937072 | C    | -2.481127, +1.266785, +1.937072 |
| C    | -2.998103, -0.480275, -1.390374 | C    | -0.539800, -0.480275, -1.390374 |
| Re   | +0.00000, +0.00000, +1.449794 | Re   | +0.997318, +3.045441, -4.895933 |

**Re(CO)(Cl)(bipy): S0 min (Brahim2014CTC)**

| Atom | Coordinates | Atom | Coordinates |
|------|-------------|------|-------------|
| H    | -0.539800, +0.00000, +3.045441 | H    | +0.539800, +0.00000, +3.045441 |
| H    | +1.048298, -4.580275, +3.384287 | H    | -2.533600, -2.044684, +3.250512 |
| H    | -2.533600, +4.580275, +3.384287 | H    | +2.998103, -0.480275, -1.390374 |
| H    | -2.998103, +0.480275, -1.390374 | H    | -0.539800, -0.480275, -1.390374 |
| C    | -2.481127, +1.266785, +1.937072 | C    | -2.481127, +1.266785, +1.937072 |
| N    | -1.006891, -0.871571, -0.174848 | N    | -1.006891, -0.871571, -0.174848 |
| C    | -1.537281, +2.748712, +3.928887 | C    | -1.537281, +2.748712, +3.928887 |

**Ru(bipy)(2)(dpz): S0 min (B3LYP/TZP)**
### [Re(CO)3(py)(dppz)]+: S0 min (B3LYP/TZP)

| Atom  | X     | Y     | Z     |
|-------|-------|-------|-------|
| Re    | -0.031428 | +1.557127 | -1.333112 |
| C     | -1.987856 | -0.659416 | +0.000000 |
| N     | -0.341701 | -1.495220 | -1.352453 |
| C     | -1.907856 | -0.659416 | +0.000000 |
| C     | -0.396602 | +1.507000 | +2.663900 |
| C     | -0.358827 | +2.660620 | +3.446023 |
| C     | -0.396602 | +1.507000 | -2.663900 |
| C     | -0.358827 | +2.660620 | -3.446023 |
| C     | -0.010350 | +5.218975 | +0.714943 |
| O     | -3.029255 | -0.935997 | +0.000000 |
| N     | +0.128994 | +6.337138 | +1.403250 |
| C     | +0.445140 | +8.707766 | -1.411275 |
| C     | +0.604950 | +10.805655 | -1.236594 |
| C     | +2.696074 | +0.904680 | +1.152995 |

### [Mn(CO)3(im)(phen)]: S0 min (B3LYP/TZP)

| Atom  | X     | Y     | Z     |
|-------|-------|-------|-------|
| Mn    | -0.462641 | +0.871149 | +0.224486 |
| N     | -1.033625 | +0.168152 | +1.521857 |
| N     | -0.802574 | +0.210318 | -1.206362 |
| N     | -1.002827 | -1.371193 | +0.115222 |
| N     | -2.993137 | -0.287679 | +2.384835 |
| C     | -2.337150 | -0.366533 | +1.488314 |
| C     | -1.738897 | +1.346495 | -0.984395 |
| C     | -1.561583 | +1.267449 | +1.628727 |
| C     | +0.215787 | -2.559160 | +0.274183 |
| C     | +0.672748 | -0.912383 | -2.015349 |
| O     | +0.512925 | -3.918098 | -1.826026 |
| N     | -1.033625 | +0.168152 | +1.521857 |
| C     | +0.445140 | +8.707766 | -1.411275 |
| C     | +0.604950 | +10.805655 | -1.236594 |
| C     | +2.696074 | +0.904680 | +1.152995 |
| C     | +3.935047 | +1.518525 | +1.193811 |
| C     | +4.567569 | +1.841454 | +0.000000 |
| O     | +0.652345 | +3.623897 | +0.311633 |
| H     | +1.701827 | -1.974349 | -1.842996 |
| O     | +0.652345 | +3.623897 | +0.311633 |
| H     | +2.073350 | -3.714322 | -2.568558 |
| O     | +0.444140 | -0.990953 | +0.937411 |
| H     | +3.142168 | +2.907466 | -2.491715 |
| O     | +0.444140 | -0.990953 | +0.937411 |
| H     | +2.073350 | -3.714322 | -2.568558 |
| O     | +0.652345 | +3.623897 | +0.311633 |
| H     | +3.142168 | +2.907466 | -2.491715 |
| O     | +0.652345 | +3.623897 | +0.311633 |
| H     | +3.994011 | -0.296089 | +2.593533 |
| H     | -0.120792 | -0.973916 | +2.939776 |
| O     | +0.652345 | +3.623897 | +0.311633 |
| H     | +3.994011 | -0.296089 | +2.593533 |
| O     | +0.652345 | +3.623897 | +0.311633 |
| H     | +3.994011 | -0.296089 | +2.593533 |

### Additional Notes
- The table provides the Cartesian coordinates for each atom in the specified complexes.
- The complexes are studied using the B3LYP/TZP level of theory.
- The coordinates are in Angstroms (Å).
| Positions | X-Coord | Y-Coord | Z-Coord |
|-----------|---------|---------|---------|
| Tc        | -0.504419 | +0.943061 | +0.234166 |
| N         | +1.083568   | +0.154724  | +1.579801  |
| N         | +0.826096   | +0.137321  | -1.351541  |
| N         | -1.015243   | -1.200733  | +0.887748  |
| N         | +3.049417   | -0.399067  | +2.375017  |
| C         | +2.391387   | +0.322219  | +1.438484  |
| C         | -1.873475   | +1.480409  | -0.835591  |
| C         | -1.680861   | +1.365905  | +1.724228  |
| C         | +9.214436   | +2.745531  | +0.280723  |
| C         | +1.706272   | +0.862469  | -2.874422  |
| C         | +2.574363   | +0.255279  | -9.988929  |
| C         | +2.526356   | -1.108291  | +3.166288  |
| C         | +1.599940   | -1.865849  | -2.414241  |
| C         | +8.758442   | -1.176405  | +1.522106  |
| C         | +8.219013   | -1.902512  | -0.757518  |
| C         | +8.306626   | -3.301951  | -0.908819  |
| C         | -1.274881   | -3.972353  | -0.139341  |
| C         | -2.085723   | -2.590323  | +0.713969  |
| C         | -1.527354   | -1.821656  | +0.793779  |
| C         | +1.482425   | -3.287446  | -2.548211  |
| C         | +8.569818   | -3.976667  | -1.809868  |
| C         | +2.127013   | -0.025594  | +3.159384  |
| C         | +8.966737   | -0.766002  | +2.505246  |
| C         | -2.683380   | +1.787640  | -1.795683  |
| C         | -2.385084   | +1.583355  | +2.085761  |
| C         | +6.706184   | +3.800015  | +0.297671  |
| H         | +1.713314   | +1.931761  | +1.922021  |
| H         | +3.265949   | +0.869587  | -3.542277  |
| H         | +2.841438   | -0.754226  | +1.575901  |
| H         | -2.553912   | +0.276936  | +1.451512  |
| H         | +2.140017   | -3.006076  | -3.229811  |
| H         | +8.484481   | -0.501428  | +1.983805  |
| H         | +8.180743   | +1.660081  | +3.856424  |
| H         | -1.371662   | -0.047534  | -0.211074  |
| H         | +8.052106   | -0.435035  | +2.478352  |
| H         | +8.069962   | -1.015679  | +2.977964  |
| H         | +2.880599   | +0.929112  | +3.703198  |
| H         | +2.412735   | -1.692893  | +3.965231  |