I. SUMMARY

Phase-modulation fluorometry is the frequency-domain analogue of time-resolved fluorescence spectroscopy. During the past three years we witnessed the development of variable-frequency phase-modulation fluorometers with modulation frequencies from 1 to 220 MHz. These instruments provide impressive resolution of multi or non-exponential fluorescence decays. To introduce these instruments we describe their design and operational principles. To illustrate the obtainable resolution we present results for the resolution of two and three-component mixtures of fluorophores, the resolution of complex anisotropy decays from non-spherical...
molecules and the determination of time-resolved emission spectra in the presence of time-dependent spectral relaxation. At present, the resolution obtainable with the frequency-domain fluorometers appears to be at least equivalent to that obtained with pulsed mode-locked laser sources with single photon counting. These mode-locked sources can also be used for phase fluorometry, as described elsewhere in this volume by Gratton and co-workers.

II. INTRODUCTION

Fluorescence spectroscopy is often used in biochemical research because of its high inherent sensitivity and the suitable time scale of the phenomenon [1,2]. Fluorescence emission typically occurs within nanoseconds of light absorption, which is also the timescale of many dynamic processes in biochemical samples. These processes include decay of the fluorescence intensity, rotational diffusion of proteins and membrane-bound fluorophores and spectral relaxation of biopolymer-bound fluorophores. Because of the complexity of biological macromolecules or heterogeneous samples it is often necessary to resolve multi-exponential decays of fluorescence intensity or anisotropy. For example, the decay times of fluorophores are sensitive to their local environment. Also, biological macromolecules often contain fluorophores in several distinct locations. It is desirable to resolve the emitting species, which is accomplished by resolution of the decay law of the fluorescence emission. Similarly, the rotational diffusion of macromolecule-bound fluorophores depends upon the size, shape and rigidity of the rotating unit. These dynamic properties of the macromolecule can be revealed by the time-resolved decays of fluorescence anisotropy.

In principle, resolution of the time-dependent decays of intensity or anisotropy can be accomplished using either time domain or frequency domain measurements. In the time-domain one
measures the time-dependent response of the sample following pulsed excitation. In the frequency-domain one measures the phase angle and modulation of the emission relative to the intensity modulated incident light. During the past 15 years there has been considerable progress and emphasis on time-domain measurements. This is because of the sensitivity and accuracy of time-correlated single-photon counting [3,4], continued advances in time resolution and precision resulting from the use of mode-locked and cavity-dumped laser light sources [5-9], and because of the use of microchannel plate photomultiplier tubes with subnanosecond response times. Recent instruments are now capable of resolving closely spaced fluorescence lifetimes [6,7].

At present, phase-modulation fluorometry is less widely utilized for the resolution of complex fluorescence decays. This is somewhat surprising in that phase-modulation fluorometers were constructed prior to the development of time-domain instruments [10-14]. It is rather easy to measure small phase shifts with good precision. Hence, phase fluorometers are especially useful for measurement of subnanosecond lifetimes. However, until recently, these instruments operated at only one to three fixed frequencies. Even with very precise data, the limited number of frequencies did not allow the resolution of complex decays of intensity or anisotropy [15]. We note that some successful resolutions have been accomplished [16-18]. In this respect, phase sensitive detection has been found particularly useful [17,19], and recently it has become possible to resolve three lifetime components using phase sensitive spectra at a single modulation frequency [20]. However, the resolution of multiple lifetimes using phase sensitive spectra relies upon knowing, at least approximately, the steady state spectra of the individual components. Because of these limitations phase-modulation fluorometers have not provided, in a general way, for the resolution of complex decay laws.

Recently, several laboratories described phase-modulation fluorometers capable of operation at continuously variable
frequencies [21-25]. The designs described by Gratton [21] and Lakowicz [22] which use a laser source and an electrooptic modulator provide good precision in the phase and modulation data, and hence good resolution of the fluorescence decays. For instance, instruments based on this design have been used to resolve two and three decay times from mixtures of fluorophores [22,26], to resolve three component decays of anisotropy [27], to measure rotational correlation times as short as 47 psec [22], and to construct time-resolved emission spectra of membrane and protein-bound fluorophores [28-29].

In the following sections we summarize the operational features of our frequency-domain fluorometer. Such instruments can be easily constructed using commercially available components. Only a minor amount of specialized circuitry is required. Additionally, we present data which illustrates the methods of data analysis and the resolving power of the frequency-domain method. Our approach to analysis is based on nonlinear least squares [30-31]. Fitting is performed directly in the frequency domain [32].

**A FREQUENCY-DOMAIN FLUOROMETER**

Since the technique of frequency-domain is relatively new, we briefly describe our instruments. Additional details may be found elsewhere [21-22]. A schematic description of the instrument is shown in Figure 1. The output of a CW-laser is intensity modulated in an approximate sinusoidal manner at a frequency F. The intensity modulated light excites the sample, and the emission is observed using a photomultiplier. Another PMT is placed near a quartz beam splitter and is used as a phase reference. This PMT can also be positioned in the T-format location for differential polarized phase measurements. Measurement of the phase angle difference between the sample and reference emission is accomplished by rotation of a turret. The phase angle difference
Schematic of the Variable-Frequency Phase-Modulation Fluorometer.

P, polarizer; B, Soleil-Babinet compensator; F, frequency; \( \delta F \), cross-correlation frequency; PMT, photomultiplier tube. From [22].
($\phi_{m}$) and the relative modulation of the sample ($m_{rj}$) can be measured relative to either scattered light or a reference fluorophore [33]. The subscript $\omega$ refers to the modulation frequency, expressed in radians per second ($\omega = 2\pi F$). Detection of the emission is performed using the cross correlation principle [14]. Generation of the cross-correlation frequency is accomplished differently than originally described by Spencer and Weber (14) and provides superior resolution [21,22]. Specifically, the gain of the PMTs is modulated at the frequency $F + 25$ Hz, where $F$ is the modulation frequency of the incident light. The phase and modulation are measured at the 25 Hz cross correlation frequency by a time-interval counter and a ratio digital volt meter, respectively. The two closely spaced frequencies are provided by two frequency synthesizers which are each driven by the same crystal reference source (phase locked). The data are averaged and stored by an interfaced Apple IIe computer. Measurement at 20 modulation frequencies typically requires 1 hour.

Intensity modulation of the laser light is accomplished using an electro-optic modulator. In response to an applied electric field these devices change linearly polarized light into circularly polarized light. The theory and operation of these devices has been described previously [34-35]. The electro-optic modulator is placed between crossed polarizers (Figure 2). We use a Soleil-Babinet compensator (SB) to provide an optical bias. An advantage of the SB compensator compared to a fixed retardation plate is that any degree of bias can be obtained at any wavelength. This is functionally equivalent to the voltage bias shown in Figure 3.

The functional properties of the modulator and its associated optics are shown in Figure 3. If an RF voltage is applied to the modulator, and no optical or electrical bias is applied, then the transmitted light is modulated at twice the applied frequency (Figure 3 top). We have not used this doubling procedure because
Optical Arrangement for an Electro-Optic Modulator.

P, polarizer; SB, Soleil-Babinet Compensator; RF, radio frequency signal. From [22].

Modulated Intensity from an Electro-Optic Modulator.

The upper drawing shows the modulated intensity without an electrical or optical bias, the lower drawing includes a $\lambda/4$ bias. From [22].
we consistently obtained higher modulation with a comparable frequency range with the non-doubling mode. We use the modulators in the approximate linear mode (Figure 3 bottom). This can be accomplished using either a voltage bias or an optical bias. The linearly polarized light is transformed into elliptically polarized light by the SB compensator (Figure 2). If the SB compensator is adjusted to the \( \lambda/4 \) position then the light incident on the modulator is circularly polarized. When a voltage is applied the polarization is rotated further. Hence, the transmission is varied, and the incident light is modulated at the applied frequency (Figure 3).

**ANALYSIS OF FREQUENCY-DOMAIN DATA**

**A. Resolution of Multi-Exponential Decays of Intensity**

We presently use the method of nonlinear least squares for estimation of the decay times from the frequency-domain data. For a mixture of \( n \) fluorophores, each of which displays a single lifetime, the impulse function \( (I(t)) \) is a sum of exponential decays

\[
I(t) = \sum_{i}^{n} \alpha_i e^{-t/\tau_i}.
\]

In this expression \( \tau_i \) is the decay of the \( i^{th} \) component and \( \alpha_i \) is the preexponential factor of this component. The fractional contribution of each component to the steady state intensity is given by

\[
f_i = \frac{\alpha_i \tau_i}{\sum_{j} \alpha_j \tau_j}
\]

At each modulation frequency the expected values of the phase angle \( \phi_{C\omega} \) and the modulation \( m_{C\omega} \) are given by \([36,37]\)
\[ \phi_{c\omega} = \arctan \left( \frac{N}{D} \right) \] (3)

\[ m_{c\omega} = \left( N^2 + D^2 \right)^{1/2} \] (4)

where \( \omega = 2 \pi \times \text{frequency (in cycles per second)}, \) and

\[ N_{J} = \sum_{i}^{n} \frac{\alpha_{i}}{1 + \omega^2 \tau_{i}^2} \tau_{i}^{2} \] (5)

\[ D_{J} = \sum_{i}^{n} \frac{\alpha_{i}}{1 + \omega^2 \tau_{i}^2} \tau_{i}^{2} \] (6)

and

\[ J = \sum_{i}^{n} \alpha_{i} \tau_{i}. \] (7)

The goodness of fit between the measured values and an assumed model is judged by the value of \( \chi^2 \), which is given by

\[ \chi^2 = \sum_{\omega} \frac{1}{2} \left( \phi_{\omega} - \phi_{c\omega} \right)^2 + \sum_{\omega} \frac{1}{2} \left( m_{\omega} - m_{c\omega} \right)^2 \] (8)

In this expression \( \sigma_{\phi\omega} \) and \( \sigma_{m\omega} \) are the errors of the measured phase and modulation values under the chosen experimental conditions.

A more familiar measure of the goodness-of-fit is the value of reduced \( \chi^2 \),

\[ \chi^2_R = \frac{\chi^2}{V} = \frac{\chi^2}{2N - p} \] (9)

where the number of degrees of freedom is given by \( V = 2N - p \). \( N \) is the number of modulation frequencies and \( p \) is the number of
floating parameters. If the assumed model is appropriate for the sample, and if the errors are random and properly estimated by $\sigma_{\phi\omega}$ and $\sigma_{m\omega}$, then $X^2_R$ is expected to be near unity.

8. **Decays of Fluorescence Anisotropy**

Time-resolved anisotropies can be determined from the phase difference ($\Delta_\omega$) between the perpendicular ($\phi_\perp$) and parallel ($\phi_\parallel$) components of the modulated emission ($\Delta_\omega = \phi_\perp - \phi_\parallel$) and the amplitude ratio ($\Lambda_\omega$) of the parallel ($m_\parallel$) and the perpendicular ($m_\perp$) components of the modulated emission ($\Lambda = m_\parallel / m_\perp$). The decays of the parallel ($\parallel$) and perpendicular ($\perp$) components of the emission are given by

\[ I_\parallel(t) = \frac{1}{3} I(t) (1 + 2r(t)) \]  
\[ I_\perp(t) = \frac{1}{3} I(t) (1 - 2r(t)) \]

where $r(t)$ is the time-resolved decay of anisotropy. Generally, $r(t)$ can be described as a multi-exponential decay,

\[ r(t) = r_0 \sum_i g_i e^{-t/\theta_i} \]  

where $r_0$ is the limiting anisotropy in the absence of rotational diffusion and $\theta_i$ are the rotational correlation times. The expected values of $\Delta_\omega$ ($\Delta_{C\omega}$) and $\Lambda_\omega$ ($\Lambda_{C\omega}$) can be calculated from the sine and cosine transforms of the individual polarized decays [2,36,37].

\[ N_i = \int_0^\infty I_i(t) \sin \omega t \, dt \]  
\[ D_i = \int_0^\infty I_i(t) \cos \omega t \, dt \]
Where \( i \) can be the parallel or perpendicular component of the decay. The frequency-dependent values of \( \Delta_\omega \) and \( \Lambda_\omega \) are given by

\[
\Delta_{c\omega} = \arctan \left( \frac{D_{\parallel} N_{\perp} - N_{\parallel} D_{\perp}}{N_{\parallel} N_{\perp} + D_{\parallel} D_{\perp}} \right) \tag{15}
\]

\[
\Lambda_{c\omega} = \left( \frac{N_{\parallel}^2 + D_{\parallel}^2}{N_{\perp}^2 + D_{\perp}^2} \right)^{1/2} \tag{16}
\]

where the \( N_i \) and \( D_i \) are calculated at each frequency. The parameters describing the anisotropy decay are obtained by minimizing the squared deviations between measured and calculated values,

\[
\chi^2 = \sum_\omega \frac{1}{\sigma_{\Delta_\omega}} (\Delta_\omega - \Delta_{c\omega})^2 + \sum_\omega \frac{1}{\sigma_{\Lambda_\omega}} (\Lambda_\omega - \Lambda_{c\omega})^2 \tag{17}
\]

In this expression \( \sigma_{\Delta_\omega} \) and \( \sigma_{\Lambda_\omega} \) are the estimated experimental uncertainties in the measured quantities (\( \Delta_\omega \) and \( \Lambda_\omega \)).

We used two models to describe the decays of anisotropy. For an isotropic rotator we used

\[
r(t) = r_0 e^{-t/\theta}. \tag{18}
\]

For the anisotropic rotator perylene we used an anisotropy decay law with two or three correlation times,

\[
r(t) = r_0 \sum_i g_i e^{-t/\theta_i}. \tag{19}
\]

with \( \sum_i g_i = 1 \), \( g_i \) as floating parameters and \( r_0 \) fixed. In some cases the floating parameters were \( r_0 g_i \). More details are given in [27].
C. Time-Resolved Emission Spectra

Construction of time-resolved emission spectra from the frequency-domain data is a straightforward extension of the analysis of multi-exponential decays. The time-resolved emission spectra can be calculated from the impulse response functions, if these are known at each emission wavelength. In our case the impulse response functions were determined using measurements of the phase ($\phi_\omega(\lambda)$) and modulation ($m_\omega(\lambda)$) of the emission, over a range of emission wavelengths ($\lambda$) and modulation frequencies ($\omega$). Typically, we used about 10 emission wavelengths and 10 modulation frequencies for each wavelength. These data were fit, using the method of non-linear least squares to the function

$$I(\lambda,t) = I(\lambda,0) e^{-t/\tau}$$

The decay at each emission wavelengths $\lambda$ is probably more complex than a sum of exponentials. However, we found that a three-exponential decay was quite adequate to represent the measured quantities, and hence adequate for the construction of the time-resolved spectra.

Calculation of the time-resolved emission spectra requires that the impulse response functions be normalized [38,2]. Specifically, the total intensity at each wavelength must be normalized to the steady state intensity at this same wavelength ($F(\lambda)$). Let

$$H(\lambda) = \frac{F(\lambda)}{\int_0^\infty I(\lambda,t) \, dt}$$

$$= \frac{F(\lambda)}{\alpha_1(\lambda) \tau_1 + \alpha_2(\lambda) \tau_2 + \alpha_3(\lambda) \tau_3}$$
Then, the appropriately normalized functions are given by

\[ I'(\lambda, t) = H(\lambda) I(\lambda, t) \]  
\[ = \sum_i \alpha_i(\lambda) e^{-t/\tau_i} \]

where \( \alpha_i(\lambda) = H(\lambda) \alpha_i(\lambda) \). For any desired time \( t_i \), the time-resolved emission spectrum is obtained by plotting the values of \( I'(\lambda, t_i) \) for all the measured wavelengths. In these spectra we normalized the peak intensities to allow easy visualization of the time-dependent spectral shifts.

III. RESULTS AND DISCUSSION

A. Single Exponential Decays of Intensity

The data in Figure 4 illustrates the use of frequency-domain data for measurement of single exponential decay times. The data are for fluorescein in water (4.3 nsec) and for rose bengal in ethanol (0.83 nsec) and in water (0.13 nsec). At any given frequency larger phase angles and smaller modulations are seen for the longer lifetimes. The phase angles increase and the modulation decreases with increasing modulation frequency. The solid lines (top panel) represent the theoretical curves calculated for the lifetimes which yielded minimum value of \( x_R^2 \). Obviously, the calculated values for single exponential decay accurately reproduce the measured values (○, o, △). The agreement between the measured and calculated data is further illustrated in the lower panel of Figure 4, which shows the deviations between the measured data and the calculated values. The deviations are randomly distributed around zero. This indicates that the single exponential model is adequate to account for the data, and that the measurements are free of systematic errors. The average deviations are near 0.2 degrees for phase and 0.002 for
Phase and Modulation Data for Single-Component Solutions.

Data are shown for fluorescein in water (0.02M tris, pH = 8) (●), rose bengal in ethanol (○) and in water (△). The lower panel shows the deviations between the measured and calculated values. From [22].
modulation, using the instrument described in [22]. Somewhat higher random deviations were found using the earlier measurements (21,26), probably due to our limited experience with the instruments. We found these random errors, or smaller, to be the apparent level of random error for most of our measurements. These values were used for the calculation of $\chi_R^2$. In contrast to photon counting data [3,39], the random errors in phase and modulation are not be estimated on the basis of counting statistics. Rather, we estimate the level of random error by comparison of the data with the calculated values for cases in which the assumed decay law is appropriate. The fact that $\chi_R^2$ are often less than unity indicates that the actual level of random error is less than 0.2 degrees of phase and less than 0.002 in modulation.

We attempted to fit the data for fluorescein and rose bengal to double exponential decays of intensity. The values of $\chi_R^2$ did not substantially decrease, and the amplitude of the assumed second component was negligible. Such results demonstrate that inclusion of an additional component is not justified from the data. These results illustrate the precision and accuracy of our measurements. They do not appear to be any significant systematic errors which result in the apparent detection of small additional components in the decay law. We note that these measurements were performed without use of standard fluorophores [33], indicating the absence of significant color or geometric artifacts in the time response of the photomultiplier tubes (21,22).

B. Resolution of Multi-Exponential Decays

In our opinion the major challenge is not measurement of the shortest lifetimes. In biochemical research it is more important to resolve closely spaced decay times. Since the decay times ($\tau_i$) and preexponential factors ($\alpha_i$) are correlated parameters, one requires precise measurements to obtain reliable estimates of $\alpha_i$
and \( \tau_i \). To illustrate the resolution obtainable from the frequency-domain measurements we examined several two-component mixtures [22,26]. One such resolution is shown in Figure 5 for a mixture of POPOP (1.32 nsec) and 9-cyanoanthracene, (9-CYANT, 12.12 nsec). Obviously, a good fit to the measured data (○) is provided by an assumed two-component decay law (— — —), whereas the single component decay law is completely inadequate to account for the data (— —).

The lower panels show the deviations between the measured and calculated values for the best fit obtainable using a single (---○---) and double (-o-) exponential decay law. For this mixture, in which the decay times differ by 10-fold, the experimental deviations found using a single decay time are about 20 to 100-fold larger than the random error level of the measurements. For the single-component fit the deviations vary systematically with the frequency, indicating that the deviations are not due to random error and are probably due to an inappropriate decay law [32]. Additionally, the value of \( \chi_R^2 = 421 \) is clearly unacceptable. The inclusion of a second component in the decay law results in a 600-fold decrease in \( \chi_R^2 \) to 0.80, and the deviations become small and randomly distributed around zero. Importantly, the calculated decay times and fractional intensities (1.36 and 12.05 nsec, 0.47 and 0.53) are in good agreement with the expected values (1.32 and 12.12 nsec, \( f_1 = f_2 = 0.5 \)).

We note that lifetimes more closely spaced than 1.3 and 12.1 nsec can also be resolved. For instance, we resolved two lifetimes which differed by only 50% (4.1 and 6.3 nsec) with a 50-fold decrease in \( \chi_R^2 \) [22]. Furthermore, using a method analogous to the Global method of Brand and co-workers [40], we resolved a two component decay with lifetimes differing by only 8%, 4.1 and 4.4 nsec [22]. To the best of our knowledge these are the most closely spaced lifetimes which have been resolved to date, excluding those resolved by phase sensitive detection in which the emission spectra of the components were known.
Phase and Modulation Data for a Mixture of POPOP and 9-Cyanoanthracene

The dashed line indicate the best one-component fit, and the solid line the best two-component fit. The values not in parenthesis are the experimental values and those in parenthesis are from measurements on the pure components. From [26].
It is well known that the resolution of a three-component decay is considerably more difficult than a two-component decay [41]. Hence, it was of interest to test our instrument using a three-component mixture. We examined three-component mixtures of POPOP (1.32 nsec), methylanthracene (4.44 nsec) and 9-cyanoanthracene (12.12 nsec). The resolution of a 3-component mixture with a 10-fold range of lifetimes is a difficult problem. Figure 6 shows the two and three-component fits to the three-component mixture. The two-component fit is easily judged to be unsuccessful because of the systematically varying deviations and the large value of $\chi^2_R$. The two-component fit displays deviations which are about 5-fold larger than the expected level of random error. Inclusion of the third component yields a 21-fold decrease in $\chi^2_R$ and more random deviations.

C. Determination of Subnanosecond Anisotropy Decays

Frequency-domain fluorometry is uniquely suited for the measurement of anisotropy decays. This is because it allows for direct measurement of the phase angle different between the parallel ($\parallel$) and the perpendicular ($\perp$) components of the emission. This feature can be compared with time-correlated photon counting, in which it is necessary to calculate the intensity difference between the polarized components following the individual measurements. The advantage of direct determination of the difference signal is evident from the measurements of subnanosecond anisotropy decays.

To illustrate this ability of frequency-domain fluorometry we examined POPOP in low viscosity solvents. The phase angle different ($\Delta_\phi$) between the perpendicular ($\phi_\perp$) and parallel ($\phi_\parallel$) components of the emission ($\Delta_\phi = \phi_\perp - \phi_\parallel$) are shown in Figure 7. The differential polarized phase angle ($\Delta_\phi$) is dependent upon the rotational rate. For a single correlation time a plot of $\Delta_\phi$ versus log $\omega$ is nearly Lorentzian in shape. This is not evident in Figure 7 because the rotational rate of POPOP is fast in these solvents, and the maximum value of $\Delta_\phi$ is displaced beyond our
Phase and Modulation Data for a Three-Component Mixture of POPOP, 9-Methylanthracene and 9-cyanoanthracene.

The fractional intensities of the three components are equal \( f_1 = f_2 = f_3 = 0.33 \). See Figure 5 for details. From [26].
maximum frequency of 200 MHz. The solid lines represent the calculated values of Δω for the correlation times shown on Figure 7. We could easily determine correlation times as short as 0.11 and 0.047 nsec for POPOP in ethanol and hexane at 45°C, respectively. To the best of our knowledge this is the shortest correlation time which has been directly measured, including measurements performed with mode-locked laser sources. For such rapid diffusive motions it is difficult to know if the decay of anisotropy is single or double exponential. In our measurements there was no substantial improvement in XR^2 upon inclusion of an additional correlation time. It seems probable that the frequency range of our instrument can be extended to 400 MHz. Hence, the measurements may soon be directly comparable with molecular dynamics calculations on proteins.

D. Resolution of Multi-Exponential Decays of Fluorescence Anisotropy

There are many instances in which the anisotropy decay is expected to be more complex than a single exponential. Two important cases are due to the asymmetrical shapes of proteins and to the complex diffusive motions of probes in lipid bilayers. In these instances one attempts to recover the anisotropy decay parameters in order to characterize shape of the protein or the microenvironment in the membrane.

Preliminary data indicate that the frequency-domain fluorometry provides adequate resolution to determine the axial ratios of globular proteins. This is illustrated in Figure 8, which shows data for 9-aminoacridine in glycerol. Visually, the distinction between the one and two-correlation time fits to these data was modest. Statistically, the differences were substantial. At each temperature the value of XR^2 decreased about 3-fold upon inclusion of the second correlation time. Additionally, at each temperature the ratio of the two correlation times was about 1.6. This result is significant in several ways. First, the
Differential Polarized Phase Angles for POPOP in Fluid Solvents.

Data are shown for POPOP in ethanol at 25°C (•) and 41°C (○), and in hexane of 40°C (▲). From [22].

correlation times are in good agreement with those obtained by Barkley, Brand and co-workers [42]. However, these workers did not observe significant decreases in $\chi R^2$, whereas our two correlation time fits are strongly supported by the analysis. We note that our results were significant without using Global analysis [40], whereas Brand and co-workers needed Global (multi-experiment) analysis to resolve the correlation times in a statistically significant manner. Secondly, many proteins have axial ratios in the range of 1.5 and above. Consequently, we expect the frequency-domain method to provide useful measurements of these axial ratios.

As our final example of a complex anisotropy decay we examined the anisotropic molecule perylene in DMPC bilayers [27]. Previous studies from this laboratory [43] indicated that below the transition temperature (<25°C) the rotational motions of perylene were hindered by the bilayer. Since perylene is itself
Differential Polarized Phase Angles and Modulation Ratios for 9-Aminoacridine in Glycerol.

At each temperature the ratio of the two correlation times is near 1.6, and $x_R^2$ decreases about 3-fold for the two correlation time fit, relative to the one correlation time fit. From [22].

asymmetric, we predicted that three correlation times could be present. These data and fits are shown in Figure 9. The hindered model (---) was completely inadequate to account for the data ($x_R^2 = 106$). Even the fit with two correlation times (——) is easily judged to be inadequate ($x_R^2 = 14.4$). The three-correlation time fit provides a reasonable value of $x_R^2 = 0.5$, and reasonable correlation times (0.2, 1.5 and 47 nsec). We attribute the two
Differential Polarized Phase Angles and Modulation Ratios for Perylene in DMPC Vesicles at 5°C.

The best fits are shown to the data (•) using the three correlation time model (_____, $\chi_R^2 = 0.5$), the two-correlation time model (-----, $\chi_R^2 = 14.4$) and the hindered model (---, $\chi_R^2 = 106$). From [27].

shorter correlation times to rapid motions of perylene within the non-hindered environment, and the 47 nsec correlation time to the hindered motion. It is remarkable that one could obtain a 28-fold decrease in $\chi_R^2$ for distinguishing two versus three rotational correlation times. To the best of our knowledge this is the first published resolution of there rotational rates.
E. Time-Resolved Emission Spectra

Fluorophores in the excited state often undergo time-dependent interactions with their surroundings. For solvent-sensitive fluorophores such interactions result in time-dependent spectral shifts to lower energies or longer wavelengths [39,44-45]. A generally held view is that only pulse fluorescence methods are capable of yielding time-resolved emission spectra. We now know that frequency-domain fluorometry can reveal considerable detail about time-dependent spectral shifts [28-29]. To illustrate the capability of frequency-domain fluorometry for the determination of time-resolved emission spectra we present data for spectral relaxation of the probe TNS (2-p-toluidinyl-5-naphthalenesulfonic acid) in the viscous solvent glycerol and when bound in the heme site of apomyoglobin.

Frequency-dependent phase and modulation data for TNS dissolved in glycerol and bound to apomyoglobin are shown in Figure 10. These values are strongly dependent upon the emission wavelength. Larger phase angles and lower modulation are observed on the long wavelength side of the emission.

An important feature of these data is that the phase angles exceed 90°, which unambiguously demonstrate the presence of an excited state process which occurs subsequent to excitation [46]. This excited state process is the origin of the emission at longer wavelengths. We attribute the time-dependent spectral shift to reorientation of polar moieties of the solvent or protein in response to creation of the excited state of TNS.

Phase and modulation data were measured at 20-nm intervals from 400 to 540 nm. At each emission wavelength the data were analyzed in terms of a multi-exponential decay of fluorescence intensity. The solid lines in Figure 10 are calculated using three decay times. Clearly, the measured values can be closely approximated using this decay law. At the longest wavelengths (540 and 520 nm) the decay is almost a two-component decay with
equal and opposite values of $\alpha_i$ [28]. These amplitudes indicate that the observed fluorescence intensity is from the product of an excited state process, with minimum contribution from the initially excited state [47].

Time-resolved emission spectra can be calculated using the steady-state emission spectra (not shown) and the impulse response functions (Figure 11). The frequency-domain data permitted
Figure 11

Time-Resolved Emission Spectra of TNS in Glycerol and TNS Bound to Apomyoglobin. From [27].

calculation of these spectra for times ranging from 0.1 nsec to several times the average lifetime. The emission spectra of TNS in glycerol appear to relax more rapidly than that of TNS-labeled apomyoglobin. This difference is evident from the emission spectra shown at 3 nsec for TNS in glycerol and at 30 nsec for TNS-apomyoglobin. The spectra shift is about 50% complete at 3
and 30 nsec for these different samples. The spectral decay is more easily visualized by examining the time-dependent center-of-gravity, $\bar{v}(t)$. This parameter is proportional to the average energy of the emission. The decay of $\bar{v}(t)$ is more rapid in glycerol than for TNS bound to apomyoglobin (Figure 12). A greater total decay (in \(\text{kK}\)) is seen for TNS in glycerol than for TNS bound to apomyoglobin. Additionally, the center-of-gravity of TNS-apomyoglobin shows an initially more rapid decay, followed by a slower process which continues for at least 45 nsec. It is difficult to precisely determine $\bar{v}(t)$ at these longer times, so the observation of this slower process in apomyoglobin must be regarded as preliminary. These results are in qualitative and quantitative agreement with time-resolved measurements on similar samples [48].

Figure 12

Time-Resolved Emission Center-of-Gravity of TNS in Glycerol and Bound to Apomyoglobin. From [27].
IV. CONCLUSION

Frequency-domain fluorometry provides impressive resolution of complex fluorescence decay kinetics, and is thus widely useful in chemical and biochemical research. The instrumentation is easily constructed from commercially-available components.
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