A Classification: using Back Propagation Neural Network Algorithm to Identify Cataract Disease
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Abstract. Artificial Neural Networks are often used in the fields of pattern recognition, speech, and image recognition, where high levels of computation are needed. One method that can be used is the Back-propagation Neural Network. The method can be used to identify several diseases, one of which is a cataract. A cataract is one of the most significant diseases that can cause blindness. Cataracts consist of three levels, namely mature cataracts, immature cataracts, and hyper-mature cataracts. The testing method uses two parameter values, namely epoch with value 1000, 5000, 10000 and learning rate with value 0.01, 0.05, 0.1. From the test, it was found that the best parameters of the above trial results were epoch with a value of 10000 and learning rate with a value of 0.1 on 80 experimental data. In experiments conducted to identify normal, mature, immature, and hyper mature obtained an accuracy of 100%, 95%, 85%, and 90%. The percentage value of the accuracy of the test results using the BPN method is 92.5%.

1. Introduction

Visual impairment and blindness are still a health problem in Indonesia. Based on sensory health surveys from 1993 to 1996 conducted by the Ministry of Health of the Republic of Indonesia showed that 1.5% of the Indonesian population experienced blindness caused by cataracts (52%), glaucoma (13.4%), refractive abnormalities (9.5%), disorders retina (8.5%), corneal abnormalities (8.4%), and other eye diseases.

The cataract is a disease that can cause blindness. This disease is characterized by blurred vision, blurry or dim, difficulty seeing at night, sensitive to light, seeing “halos” around lights, double vision in one eye, white stains that will continue to cover the lens so that the black part of the eye will become white. Generally, cataracts are related to aging[1],[2]. Cataracts often occur in older people. Cataracts are divided into three levels, namely mature cataracts, immature cataracts, and hyper-mature cataracts[3]. Therefore, there is a system that can be used to diagnose cataracts and can reduce errors in diagnosis. In this case, a method is needed to identify the cataract using the Artificial Neural Network. Artificial neural networks are widely used to solve complex problems and the backpropagation algorithm has great advantage of simple implementation.

Artificial Neural Networks (ANN) is a unit of information processing in the fields of pattern recognition, speech, and image recognition where a high level of computation is needed. ANN has been studied for years in the hope that it can resemble the performance of the human brain[3],[4]. ANN has many algorithms to identify one of them is the Back-propagation Neural Network[7]. A backpropagation
neural network (BPN) is an algorithm in ANN that is often used in finding optimal weights. BPN is a learning algorithm that is used to classify several criteria by trying to learn a data set[8]. BPN learning also has special criteria, namely learning to reduce the level of error by adjusting the weight based on differences in output and desired targets[7]. Artificial neural networks are widely used to solve complex problems and the backpropagation algorithm has great advantage of simple implementation [14].

This paper consists of several sections. The first section discusses the background, and the method used to detect cataracts. The second section discusses previous research on the detection of cataracts and the application of the BPN algorithm. The third section discusses the method used in this research. The fourth section is about experimenting using the BPN method to get the result. The fifth is about an explanation or summary based on the result of this research.

2. Related Work

Based on [1], the application is used to detect cataracts to calculate accuracy values. Based on the test results on 50 data cases, an accuracy value of 78% was obtained[1]. This application uses preprocessing to improve the image and segmentation of all images to classify cataracts. The classification has been done on 30 data and has 3.33% error[2]. In [9] using Back Neural Network Propagation in the Classification of High-Resolution Remote Sensing Image. This application is used for image classification of High-Resolution Remote Sensing Image on the BP neural network can output the simulation results quickly by setting the momentum constant and the learning rate, and the total classification reaches 93%[9].

3. Research Methodology

3.1. Digital Image

Digital images are images that have image file types and sizes that can be processed by a computer. Each pixel has x and y coordinates. X-axis (horizontal): column and y-axis (vertical): line. Each pixel has a value that indicates a gray intensity of the pixel[10].

3.2. Grayscale

Grayscale is a series of monochromatic (gray) patterns, ranging from pure white at the brightest end to pure black at the opposite end. Therefore, a grayscale image contains only shades of gray and no color. Grayscale only contains lighting information (brightness), which is why maximum white lighting and zero black lightings; everything in between is gray.

3.3. Thresholding

Thresholding is a simple but effective way of partitioning an image into a foreground and background. Image thresholding is most effective in images with high levels of contrast. This image analysis method is a type of image segmentation that isolates objects by converting grayscale images into binary images.

3.4. Zoning

Zoning is a technique where the image of a character is divided into several areas, then its density is calculated by the number of foreground pixels divided by the total pixels in the zone. From this zoning technique, a feature with a size of a predetermined area is produced[11].

\[
d(i) = \frac{\text{Number of foreground pixels in zone} \; i}{\text{Total number of pixels in zone} \; i}
\]  

(1)

3.5. Back-propagation Neural Network
In Back-propagation Neural Network procedures of model identification using are initialize parameters, normalization process, and backpropagation process[12]. The procedures are explained as follows[13]:

3.5.1. Initialize Parameters.
In back-propagation process must including the weights and biases as parameter initialization.

3.5.2. Normalization Process.
Apply the normalization process so that the data is converted to the interval (-1,1) using the equation below.

\[ x = \frac{2(x_p - \text{min}(x_p))}{\text{max}(x_p) - \text{min}(x_p)} - 1 \]  

(2)

Where \( x \) is data normalization value, \( x_p \) is data value before normalization process, \( \text{min}(x_p) \) is minimum data value before normalization process, and \( \text{max}(x_p) \) is maximum data value before normalization process.

3.5.3. Backpropagation Process.
Back-propagation consists of feed-forward and back-propagation of the error process.

- **Feedforward.** The steps of the feedforward process are explained as follows:
  a. Each hidden unit is a sum of the input signal with its weight and bias:

\[ z_{inj} = v_{0j} + \sum_{i=1}^{n} x_i v_{ij} \]  

(3)

And then using the activation function that is used to calculate the output signal and hidden unit:

\[ z_j = f(z_{inj}) \]  

(4)

Then send the output signal to the entire output unit.

b. Each output unit is a sum of the input signal with its weight and bias:

\[ y_{in_k} = w_{0k} + \sum_{j=1}^{p} z_j w_{jk} \]  

(5)

Furthermore, using the activation function to calculate the output signal and the output unit:

\[ y_k = f(y_{in_k}) \]  

(6)

- **Back-propagation of Error.** The steps of the back-propagation of error process are as follows:
  a. Each output unit receives a certain target that is qualified as a fit to training input data to calculate the error between target and output:

\[ \delta_k = (t_k - y_k)f'(y_{in_k}) \]  

(7)

As the input data of training, output data of training \( t_k \) has also been scaled according to the activation function that is currently used. Factor \( \delta_k \) is used to calculate the error correction \( (\Delta w_{jk}) \) that is used to update the weights, \( w_{jk} \):

\[ \Delta w_{jk} = \alpha \delta_k z_j \]  

(8)
Furthermore, \( \Delta w_{0k} \), weight correction is calculated to be used to update weights, \( w_{0k} \):

\[
\Delta w_{0k} = \alpha \delta_k
\]  

(9)

b. Each hidden unit sums the delta input:

\[
\delta_{in_j} = \sum_{k=1}^{m} \delta_k w_{jk}
\]  

(10)

Then multiplied with a differential of the activation function to calculate the error information:

\[
\delta_j = \delta_{in_j} f'(z_{in_j})
\]  

(11)

Then calculate weights correction:

\[
\Delta v_{ij} = \alpha \delta_j x_i
\]  

(12)

The bias weights correction, \( \Delta v_{0j} \), is also calculated to update \( v_{0j} \):

\[
\Delta v_{0j} = \alpha \delta_j
\]  

(13)

c. Each output unit updates the weights and bias:

\[
\Delta w_{jk}(new) = w_{jk}(old) + \Delta w_{jk}
\]  

(14)

Moreover, each input unit updates the weights and bias:

\[
\Delta v_{ij}(new) = v_{ij}(old) + \Delta v_{ij}
\]  

(15)

4. Results and Discussion

The accuracy measurement is performed to measure the correct output following medical record data from experts. Testing phase is done by using one digital image where each image will be training by a network. The network parameters used are learning rate and epoch number, as can be seen in table 1.

| Table 1. Network Parameters Testing Algorithm |
|-----------------|-----------------|
| Network Parameters | Value           |
| Epoch            | 1000, 5000, 10000 |
| Learning Rate    | 0.01, 0.05, 0.1  |

The test results are done by using parameters in table 1, with the number of tests 80 patient data for all parameters can be seen as in table 2.

| Table 2. Cataract Identification Testing Result |
Inaccuracy testing 80 patient data were used by comparing them with expert data on the system. Testing the accuracy of the BPN algorithm in the detection of cataracts can be seen in the table. To calculate the percentage of data that is appropriate or accurate can be calculated using the formula:

\[
\% \text{Accuracy} = \frac{\text{True Data}}{\text{Amount of test data}} \times 100\% \tag{16}
\]

| No | E    | LR  | R  | N |
|----|------|-----|----|---|
| 1  | 1000 | 0.01| 70 | 10|
| 2  | 1000 | 0.05| 60 | 20|
| 3  | 1000 | 0.1 | 50 | 30|
| 4  | 5000 | 0.01| 55 | 25|
| 5  | 5000 | 0.05| 73 | 7 |
| 6  | 5000 | 0.1 | 65 | 15|
| 7  | 10000| 0.01| 72 | 8 |
| 8  | 10000| 0.05| 62 | 18|
| 9  | 10000| 0.1 | 74 | 6 |

Explanation:
E = Epoch\hspace{1cm} LR = Learning Rate\hspace{1cm} R = Recognized\hspace{1cm} NR = Not Recognized

From the test results in table 3, data can be obtained as follows:

\[
\% \text{Accuracy} = \frac{20}{20} \times 100\% = 100\% \tag{17}
\]

| No | Name  | Output | Result |
|----|-------|--------|--------|
| 1  | Ms. Hipsah | Normal | True   |
| 2  | Ms. Ifnah | Normal | True   |
| 3  | Mr. Dimas | Normal | True   |
| 4  | Mr. Hermawan | Normal | True   |
| ... | ... | ... | ... |
| 18 | Ms. Elmawati | Normal | True   |
| 19 | Ms. Lina | Normal | True   |
| 20 | Mr. Rio | Normal | True   |

From the test results in table 4, data can be obtained as follows:

\[
\% \text{Accuracy} = \frac{20}{20} \times 100\% = 100\% \tag{17}
\]

| No | Name   | Output | Result |
|----|--------|--------|--------|
| 1  | Ms. Nanda | Mature | True   |
| 2  | Ms. Ira | Mature | True   |
| 3  | Mr. Putra | Mature | True   |
| 4  | Mr. Tiko | Mature | True   |
| ... | ... | ... | ... |
| 18 | Mr. Radit | Normal | False  |
| 19 | Ms. Tika | Mature | True   |
| 20 | Mr. Surya | Mature | True   |
\[ \text{%Accuracy} = \frac{19}{20} \times 100\% = 95\% \] (18)

**Table 5. Data Test Accuracy Immature**

| No | Name   | Output       | Result |
|----|--------|--------------|--------|
| 1  | Mr. Anto | Immature     | True   |
| 2  | Ms. Tuti | Immature     | True   |
| 3  | Mr. Gilang | Hyper-mature | False  |
| 4  | Mr. Rodhi | Immature     | True   |
| ...| ...     | ...          | ...    |
| 18 | Ms. Risma | Hyper-mature | False  |
| 19 | Ms. Lena  | Hyper-mature | False  |
| 20 | Mr. Adit  | Immature     | True   |

From the test results in table 5, data can be obtained as follows:

\[ \text{Accuracy} = \frac{17}{20} \times 100\% = 85\% \] (19)

**Table 6. Data Test Accuracy Hyper-mature**

| No | Name   | Output       | Result |
|----|--------|--------------|--------|
| 1  | Ms. Layla | Hyper-mature | True   |
| 2  | Ms. Citra | Immature     | False  |
| 3  | Mr. Santo | Hyper-mature | True   |
| 4  | Mr. Julian | Hyper-mature | True   |
| ...| ...     | ...          | ...    |
| 18 | Ms. Nina  | Immature     | True   |
| 19 | Ms. Lola  | Hyper-mature | True   |
| 20 | Mr. Benny  | Hyper-mature | True   |

From the test results in table 6, data can be obtained as follows:

\[ \text{Accuracy} = \frac{18}{20} \times 100\% = 90\% \] (20)

From the test results, all data can be obtained as follows:

\[ \text{Accuracy} = \frac{74}{80} \times 100\% = 92.5\% \] (21)

From the above calculation, the percentage value of the accuracy of the test results using the BPN method is 92.5%.

### 5. Conclusion

Based on the table of the implementation and testing of the Back-propagation Neural Network to identify eye disease cataracts, we conclude several point as follows:

- In this experiment we use two parameters epoch with value 1000,5000,10000 and learning rate with value 0.01, 0.05, 0.1. The best parameters of trial results are epoch with a value of 10000 and learning rate with a value of 0.1 on 80 experimental data. In experiments conducted to identify normal, mature, immature, and hyper mature obtained an accuracy of 100%, 95%, 85%, and 90%.
Experiments on immature cataracts have lower accuracy than mature and hyper mature cataracts because the data sets of immature and hyper mature cataracts have similarities to its thick cataract membranes. The percentage value of the accuracy of the test results using the BPN method is 92.5%.
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