POINT OF CARE IMAGE ANALYSIS FOR COVID19
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ABSTRACT

Early detection of COVID-19 is key in containing the pandemic. Disease detection and evaluation based on imaging is fast and cheap and therefore plays an important role in COVID-19 handling. COVID-19 is easier to detect in chest CT, however, it is expensive, non-portable, and difficult to disinfect, making it unfit as a point-of-care (POC) modality. On the other hand, chest X-ray (CXR) and lung ultrasound (LUS) are widely used, yet, COVID-19 findings in these modalities are not always very clear. Here we train deep neural networks to significantly enhance the capability to detect, grade and monitor COVID19 patients using CXRs and LUS. Collaborating with several hospitals in Israel we collect a large dataset of CXRs and use this dataset to train a neural network obtaining above 90% detection rate for COVID-19. In addition, in collaboration with ULTRA (Ultrasonic Laboratory Trento, Italy) and hospitals in Italy we obtained POC ultrasound data with annotations of the severity of disease and trained a deep network for automatic severity grading.

1. INTRODUCTION

Coronavirus Disease 2019 (COVID-19) was declared a global pandemic [1], and has had severe economic, social and healthcare consequences. In order to contain the disease, an immediate concern is to rapidly identify and isolate SARS-CoV-2 carriers. This requires means for mass testing of the general population, with low cost, high sensitivity and fast processing times. The prevalent test today is Reverse Transcription Polymerase Chain Reaction (RT-PCR) [2,3], which suffers from a number of problems: Testing reagents and kits are expensive and suitable for single-use only, processing the samples requires dedicated personnel and equipment, and it can take hours or days to obtain results. Most significantly, the test has a limited sensitivity rate of as low as 71% [4,5]. Due to these shortcomings, finding alternative testing and identification methods is crucial. A strong candidate is diagnosis of patients based on medical imaging of the chest, since COVID-19 presents primarily in the lower respiratory tract. Medical imaging, specifically computerized tomography (CT) scans, chest X-ray (CXR), and lung ultrasound (LUS), can provide an alternative approach, affording advantages that can readily complement the testing capabilities of RT-PCR. In the case of COVID-19, disease characteristics such as consolidations and ground-glass opacities can be identified in images of the lung [6,7] which raises the possibility of using chest and lung imaging for detection and severity grading of COVID-19 patients.

Physiological pulmonary properties of COVID-19 on CT scans are typically detectable and clear to see [6]. However, the availability of CT equipment is limited both by its price and operational requirements such as rooms and staff. Moreover, there is a need to decontaminate the machine between suspected COVID-19 patients, a lengthy process that results in a very slow rate of scanning. In contrast, with portable X-ray and ultrasound machines, imaging can be done rapidly and without needing to bring patients into radiography rooms. These machines are also less costly, use less radiation, and can be readily distributed and deployed to point-of-care (POC) locations outside hospitals and primary care centers. The drawback of these modalities is that their analysis requires qualified personnel and the unique characteristics of the prognostic properties of the images can make them much harder to analyze than CT scans.

In this paper we consider a combination of signal processing and deep learning tools to develop deep network architectures that can lead to high detection rates of COVID-19 and to severity grading of disease from POC imaging using X-ray and ultrasound. Early approaches to develop detection methods based on X-ray used data from publicly available image sources relied on limited data containing compressed images with lack of detail, and coming from many different makes and models of x-ray machines [8,9,10]. This illustrates one of the main challenges in this field, namely the collection of large amounts of COVID-19 positive and negative images of full resolution and similar sources. Notably, one recent effort has shown more reliable results based on a larger dataset
that was more uniformly sourced and comes closer to the goal of developing tools that can be used in clinical settings \[11\]. They achieved a sensitivity of 88% with a specificity of 79%.

Here, we collected a large dataset of images from portable X-rays and used them to train a network that can detect COVID-19 with high reliability. Our algorithm adds external information in the form of lung segmentation based on a deep learning model, which together with several other pre-processing methods, boosts performance to over 90% detection rate. We further develop a tool for retrieving CXR images that are similar to a given query image based on that image’s embedding in a low-dimensional space generated by the model.

For LUS, our goal is to develop a network with high reliability to grade disease severity. To this end, we rely on ICLUS dataset presented in Roy et al. [12]. There, the authors propose a sophisticated neural network to automatically predict the severity grade from annotated LUS frames, which results in an F1 score (the harmonic mean of precision and recall) of 65.1%. Here we enhance their method by developing a signal processing approach to “rectify” images taken by convex probes, and then similar to the X-ray network, we input both the original and rectified images, creating a channel of “side information”. This results in an F1 score of 68.7%.

In the following sections we detail the approach taken in developing the networks for both the X-ray and LUS data. In both cases signal processing tools are used to pre-process the data and to form an additional input channel that boosts the network results.

2. COVID-19 DETECTION BASED ON X-RAY

Deep learning approaches have shown impressive abilities in image related tasks, including in many radiological contexts [13] [14]. However, despite their potential in assisting COVID-19 management efforts, these methods require large amounts of training data. In order to address this challenge, a large dataset of images from portable X-rays was sourced and used to train a network that can detect COVID-19 in the images with high reliability, and to develop a tool for retrieving CXR images that are similar to each other. We rely on a combination of deep learning tools including standard pre-processing and augmentations of the images and additional information in the form of an extra lung segmentation channel.

We collected CXR images from 1384 patients, 360 with a positive COVID-19 diagnosis and 1024 negative, totaling 2426 CXRs. All COVID-19 negative images come from before the start of the pandemic. Patients’ COVID-19 positive labels were determined according to positive RT-PCR testing. The COVID-19 positive images include all CXRs performed with portable X-ray machines on patients admitted to four hospitals in Israel. For the non COVID-19 images we obtained CXRs taken by the same X-ray machines prior to December 2019. These are patients without COVID-19, typically with another respiratory disease. The test set was taken from the full CXR dataset and contains 350 CXR (15%) of which 179 (51%) are positive for COVID-19 and 171 (49%) are negative. Many patients have multiple images. To deal with this, each patient’s images were used either for the test set or for the train set, but never for both. This is done to prevent the model from identifying patient-specific image features (e.g., medical implants) and associating them with the label. In the analysis, 4% (101/2426) of the images were excluded due to lateral positioning, or due to rectangular artifacts in the image, of these 98 were COVID-19 positive.

2.1. Image Processing and Network architecture

The model pipeline (Fig. 1), begins with a series of pre-processing steps, including augmentation, normalization, and segmentation of the images. Augmentations are transformations that change features such as image orientation and brightness. These properties are irrelevant for correct classification, but may vary during image acquisition, and can affect the training performance of the network because of its rigid registration with respect to orientation and pixel values. Importantly, augmentations should correspond to normal variation in CXR acquisition; to ensure this we consulted with radiologists when defining the augmentation parameters. Not all augmentations are applied each time, but rather each augmentation has a certain probability of being applied, represented by p: brighten (p=0.4); gamma contrast (p=0.3); CLAHE (p=0.4); rotate $d \in [-7\degree, 7\degree]$ (p=0.4); shear $d \in [-7\degree, 7\degree]$ (p=0.4); scale up to 0.2 on each axis (p=0.4); flip from left to right (p=0.5); either sharpen or apply Gaussian blur; horizontal flip (p =0.5).

The normalization process consisted of cropping black edges, standardizing the brightness and scaling the size of each image to 1024X1024 pixels using bilinear interpolation.

To enhance performance we created an additional image channel using lung segmentation via a U-net [15] pre-trained on a different dataset. This network produces a pixel-mask
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Table 1. Performance of different models: Comparison of accuracy, sensitivity and specificity of various deep networks trained and tested on the same test set.

| Model                   | Accuracy | Sensitivity | Specificity |
|-------------------------|----------|-------------|-------------|
|                         | % (350)  | % (179)     | % (171)     |
| ResNet34                | 89.4     | 87.1        | 91.8        |
| ResNet50                | 89.7     | 87.1        | 92.4        |
| ResNet50 - No preprocessing | 85.1     | 82.1        | 88.3        |
| ResNet152               | 86.0     | 83.2        | 90.6        |
| Chexpert                | 84.0     | 86.5        | 81.2        |
| VGG16                   | 87.7     | 87.1        | 88.3        |
| Ensemble                | 90.5     | 91.1        | 90.0        |

Table 2. Model performance: (a) Receiver Operating Characteristic (ROC) curve. The area under the ROC curve is 0.96 and the classification threshold we used is marked, where true positive rate (TPR) is 91.1% and false positive rate (FPR) is 10%; (b) Precision-Recall curve. The area under the curve is 0.96 and the classification threshold we used is marked where the model achieved precision of 90% and recall of 91%.
3. SEVERITY GRADING USING ULTRASOUND

It has been recently shown that Lung Ultrasound (LUS) can be used to assess the severity of COVID19 patients. Soldati et al. devised a 4-scale grading system for POC LUS scans. The grades are based on observing both anatomical features, (e.g., integrity of the pleural line and presence of consolidations) as well as sonographic artifacts (aka “A-lines” and “B-lines”). Roy et al. proposed a sophisticated neural network to automatically predict the proposed 4-scale clinical score from LUS frames, for frames captured by both linear and convex probes. They treat all frames in the same manner and rely on a Spatial Transformer Network to focus on relevant parts of the frame and overcome the difference between “convex” and “linear” frames. They collected a dataset of 58,924 LUS frames of which 78% were captured using a convex probe, and used this data to train and evaluate their network.

In this work we took a more explicit approach to deal with the discrepancy between frames captured with linear and convex probes and suggest a simpler network with improved performance. We noted that frames captured with convex probes are formed to depict the anatomy as accurate as possible. However, forming the frames this way results in tilting the sonographic artifacts making them appear diagonal rather than axis-aligned. Therefore, one can rectify the frame using its underlying polar coordinates, making the sonographic artifacts appear axis-aligned, as in frames captured using a linear probe. This process is exemplified in Fig. 4b. Once we make the artifacts axis aligned it is easier for a standard convolutional architecture to handle this type of information.

We then trained an ensemble of two Resnet-18 networks: One receives the original frames as input and the second processes the rectified frames (for frames captured with a linear probe we treated the rectification as an identity). We used the same dataset and train/test split as in [12]. Table 2 compares F1 scores of our proposed system to that of [12]. The results shows that explicitly treating the problematic alignment of the sonographic artifacts allows us to achieve better F1 scores with a simpler architecture compared to [12]. This demonstrates the potential of LUS as a method for grading the severity of patients.

4. CONCLUSION

In this paper we showed how a combination of signal processing and machine learning tools can enhance imaging in COVID-19 patients. We first demonstrated how proper preprocessing and lung segmentation combined with transfer learning can lead to a simple deep network for COVID19 detection based on portable X-ray images, reaching a detection rate of over 90%. We then showed how proper rectification of ultrasound images can result in an efficient deep network for grading severity from LUS data. We believe this work can pave the way to a wider use of available POC modalities in treating COVID-19 patients.
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