Abstract

We study a system of \( N \) particles interacting through the Kac collision, with \( m \) of them interacting, in addition, with a Maxwellian thermostat at temperature \( \frac{1}{\beta} \). We use two indicators to understand the approach to the equilibrium Gaussian state. We prove that i) the spectral gap of the evolution operator behaves as \( \frac{m}{N} \) for large \( N \) ii) the relative entropy approaches its equilibrium value (at least) at an eventually exponential rate \( \sim \frac{m}{N^2} \) for large \( N \). The question of having non-zero entropy production at time 0 remains open. A relationship between the Maxwellian thermostat and the thermostat used in [2] is established through a van Hove limit.

1 Introduction

Mark Kac introduced a stochastic model of \( N \) identical particles interacting through binary collisions [12]. The particles are constrained in 1 dimension and are uniformly distributed in space. Hence, the phase space consists of 1-dimensional velocities \( \mathbf{v} = (v_1, ..., v_N) \) that evolve when the particles undergo random collisions as follows: Two particles \( i, j \) are chosen uniformly among the \( \binom{N}{2} \) pairs, and \( \theta \in [0, 2\pi) \) is chosen uniformly. The outgoing velocities \( v_i^* \) and \( v_j^* \) are given by

\[
\begin{align*}
    v_i^* &= v_i \cos \theta + v_j \sin \theta, \\
    v_j^* &= -v_i \sin \theta + v_j \cos \theta,
\end{align*}
\]

respectively, where \( v_i \) and \( v_j \) are the incoming velocities of particles \( i \) and \( j \).

This collision preserves the kinetic energy and hence \( \mathbf{v} \) lies on the constant energy sphere \( S^{N-1}(\sqrt{NE}) \), where \( E \), the energy per particle, is determined by the initial condition. The system is modeled as a Markov jump process with collision times that are exponentially distributed with mean \( \frac{1}{N\lambda} \).

A probability density \( f(\mathbf{v}, t) \) on the phase space evolves through the corresponding Kolmogorov forward equation, called the Kac master equation:

\[
\frac{\partial f}{\partial t} = N\lambda (Q - I)f
\]

where \( Q = \frac{1}{(2)} \sum_{i<j} Q_{ij} \) is the Kac operator with

\[
Q_{ij} f = \int_0^{2\pi} f(..., v_i \cos \theta + v_j \sin \theta, ..., -v_i \sin \theta + v_j \cos \theta, ...) \, d\theta
\]
The unique equilibrium state is the uniform distribution on the sphere.

In his paper, Kac precisely formulates Boltzmann’s Stosszahlansatz (molecular chaos hypothesis), which says that for a dilute gas in the large particle limit, the incoming velocities of colliding particles are uncorrelated. Kac proved for his model that this property propagates in time. This notion, now known as “propagation of chaos”, enabled him to rigorously derive a space-homogeneous Boltzmann equation for his model [12] (see also [15]). In fact, one of Kac’s motivations was to study approach to equilibrium for the Boltzmann equation using the linear N particle master equation (1). In particular, Kac conjectured that the spectral gap of \( N \lambda (I - Q) \) is bounded below, away from 0, uniformly in \( N \). This was proved by Janvresse [11] and the exact gap was found by Carlen, Carvalho, and Loss in [3] and independently by Maslen [14]. It follows from their work that \( ||f(\vec{v}, t) - 1||_2 \leq e^{-\frac{\lambda}{2} t}||f(\vec{v}, 0) - 1||_2 \), where \( f(\vec{v}, t) \) satisfies (1), and the norm is in \( L^2(S^{N-1}(\sqrt{NE}), d\sigma) \), where \( d\sigma \) is the normalized uniform measure on the sphere.

It turns out that the relative entropy \( S(f|1) = \int f \log f \, d\sigma \), being an extensive quantity, is a more favorable measure of distance to equilibrium in the large particle limit. For the Kac model, entropic approach to the equilibrium at an exponential rate of order \( \frac{1}{N} \) is shown by Villani in [16]. This rate was shown to be essentially optimal near \( t = 0 \) by Einav in [9], by constructing states in which a macroscopic fraction of the kinetic energy was contained in a fraction \( \sim N^{-\alpha} \) of the particles, for \( \alpha > 0 \) suitably chosen.

In this paper, we take the model in [2] but let only \( m < N \) of the particles be thermostated, and use a simpler model for the thermostat: the Maxwellian thermostat given by (3). (We will refer to the Maxwellian thermostat as the strong thermostat, and to the thermostat used in [2] (see (2)) as the weak thermostat.) The motivation for our study is two-fold. First, studying partially thermostated systems is a step towards introducing spatial inhomogeneity in Kac-type models, by viewing the \( m \) thermostated particles as situated “closer” to the heat bath. These \( m \) particles act as the medium of heat exchange between the other particles and the reservoir. Second, the convergence to equilibrium in [2] persisted even without the interparticle interaction, which did not play a role in the slowest decay modes. By thermostating only a subset of the particles, the interparticle interaction become necessary for the system to approach the canonical equilibrium and hence their role can be better understood. Using the spectral gap, we show that (strongly) thermostating a macroscopic fraction of particles i.e. \( m = \alpha N \) guarantees approach to equilibrium in the \( L^2 \) distance uniformly in \( N \). We also obtain a weaker convergence result in terms of the relative entropy of the system.

**Description of Model and Results**

We have \( N \) particles interacting via the Kac collision, with \( m \) among them interacting, in addition, with a Maxwellian thermostat at inverse temperature \( \beta \). We fix \( N \geq 2, 1 \leq m < N \) (The case \( m = N \) has been studied in [2], using the weak thermostat.) When particle \( k \in \{1, \ldots, m\} \) is thermostated, it forgets its precollisional velocity \( v_k \) and is given a new velocity from the Gaussian distribution at the temperature of the heat bath. Physically, this could model the behavior of
a particle colliding a large number of times with particles from the heat bath. This can also be thought of as a particle in the system being replaced with one from the heat bath.

The collision times with the heat bath for particles \( \{1, \ldots, m\} \) are independent and exponentially distributed with parameter \( \mu \). The master equation for the evolution of a phase space probability density \( f(v, t) \) is given by

\[
\frac{\partial f}{\partial t} = N\lambda(Q - I)f + \mu \sum_{k=1}^{m}(R_k - I)f , \tag{2}
\]

where the operator

\[
R_k f := \sqrt{\frac{\beta}{2\pi}} e^{-\frac{\beta v_k^2}{2}} \int dw f(v_1, v_2, \ldots, v_{k-1}, w, v_{k+1}, \ldots, v_N) \tag{3}
\]

corresponds to the thermostat acting on the \( k \)-th particle. Recall that phase space is \( \mathbb{R}^N \) since our system is non-isolated and energy is not conserved. We assume that the particles \( 1, 2, \ldots, m \) and the particles \( m+1, \ldots, N \) are indistinguishable, i.e. \( f(v, t) \) is symmetric under exchange of variables \( v_1, \ldots, v_m \) and under the exchange of variables \( v_{m+1}, \ldots, v_N \). The evolution preserves this symmetry. The interplay between the thermostat-interaction and the Kac collisions that distribute the energy to the non-thermostated particles lead the system to equilibrium.

As we will see, the unique equilibrium of eq. (2) is the Gaussian

\[
\gamma(v) := \prod_{k=1}^{N} g(v_k) := \prod_{k=1}^{N} \sqrt{\frac{\beta}{2\pi}} e^{-\frac{\beta v_k^2}{2}} .
\]

The evolution operator in eq. (2) is not self-adjoint on \( L^2(\mathbb{R}^N) \), and to this end we make the ground-state transformation

\[
f(v) = \gamma(v)(1 + h(v)) , \tag{4}
\]

where \( \int h \gamma = 0 \). The evolution equation for \( h(v, t) \) becomes

\[
\frac{\partial h}{\partial t} = N\lambda(Q - I)h + \mu \sum_{k=1}^{m}(P_k - I)h \ , \tag{5}
\]

where

\[
P_k h := \int dw g(w) h(v_1, \ldots, v_{k-1}, w, v_{k+1}, \ldots, v_N)
\]

is a function independent of \( v_k \). In the Hilbert space \( L^2(\mathbb{R}^N, \gamma) \), the operators \( P_k, Q \) and hence \( L_{N,m} := N\lambda(I - Q) + \mu \sum_{k=1}^{m}(I - P_k) \) associated with the evolution, are self-adjoint. In fact, each \( P_k \) is a projection.

The rate at which \( h \) tends to its equilibrium value 0 in the space \( L^2(\mathbb{R}^N, \gamma) \) is given by the spectral gap \( \Delta_{N,m} \) (see (12)). Theorem 2.2 states that \( \Delta_{N,m} \sim \frac{m}{N} \) for large \( N \). It turns out that the kinetic energy \( K(t) := \int (\sum_{j=1}^{N} v_j^2) f(v, t) dv \) also behaves similarly for large \( N \). More precisely, \( K(t) \), which is not conserved since the \( N \)-particle system is not isolated, tends to its equilibrium value \( \frac{N}{2\beta} \) at a rate \( \sim \frac{m}{N} \) when \( N \) is large.
Remark. The behavior of the kinetic energy is indicative of the action of the operator $\mathcal{L}_{N,m}$ on polynomials of the form $v_j^2$. Moreover, for $N = 2, m = 1$, we show in Appendix A that the gap eigenfunction - the slowest rate of decay in the space $L^2(\mathbb{R}^2, \gamma)$ - is a second degree polynomial. One may thus wonder if the gap eigenfunction is a second degree polynomial for other values of $N$ too. However, currently we only have asymptotic bounds on $\Delta_{N,m}$.

Next, we study the behavior of the relative entropy $S(f|\gamma)$ (defined in (23)). To obtain a quantitative rate for the decay in the relative entropy (we use the opposite sign for the relative entropy), one could try to prove Cercignani’s conjecture [6] applied to our system:

$$- \frac{dS(f(., t)|\gamma)}{dt} \geq kS(f(., 0)|\gamma)$$

for some $k > 0$, which would yield an exponential bound

$$S(f(., t)|\gamma) \leq e^{-kt}S(f(., 0)|\gamma)$$

for the entropy. The quantity $- \frac{dS}{dt}$ is called the entropy production. Parenthetically, note that the spectral gap imposes a condition on how big $k$ can be: linearizing (6) and comparing lowest order terms gives

$$k \leq 2\Delta_{N,m}.$$  \hspace{1cm} (7)

For our problem, finding a bound for the entropy production appears to be hard because the familiar methods to obtain such estimates fail (we demonstrate why at the end of Section 4). Instead, we show in Theorem 4.1 that the entropy at time $t$ satisfies

$$S(f(., t)|\gamma) \leq D_{N,m}(t)S(f(., 0)|\gamma)$$

where $f(., t)$ is the solution of (2) with initial condition $f(., 0)$ and

$$D_{N,m}(t) = \left( -\frac{\delta_- e^{-\delta_+ t}}{\delta_+ - \delta_-} + \frac{\delta_+ e^{-\delta_- t}}{\delta_+ - \delta_-} \right).$$

For large $N$ and $t$, $D_{N,m}(t) \sim \exp(-\frac{m\lambda\mu}{(N-1)(N\lambda+\mu)}t)$. Note that (8) is weaker than (6). For instance, (8) does not yield an entropy production bound at time 0, since $D_{N,m}'(0) = 0$. We prove the Theorem by employing the convexity of $S(f|\gamma)$ directly. The idea is similar to a method used in [2] to study the entropy of a particle acted on by the weak thermostat.

The generator $U$ of the weak thermostat is defined as follows:

$$U[f(v)] := \int dw\int_0^{2\pi} d\theta f(v \cos \theta + w \sin \theta)g(-v \sin \theta + w \cos \theta)$$

where $g(v) = \sqrt{\frac{\beta}{2\pi}}e^{-\beta v^2/2}$.

The following entropy decay bound for the process is shown in [2]:

$$S(e^{\eta(U-I)t}f |g) \leq e^{-\eta t/2}S(f|g), \text{ or}$$

$$\frac{dS}{dt} \leq -\frac{\eta}{2}S.$$ \hspace{1cm} (11)
As an aside, we show in Appendix B that the bound in (10) is optimal by using an optimizing sequence similar to that used in [1, 4, 9].

One can interpret the weak thermostat as a particle interacting with an infinite heat bath at temperature $\frac{1}{\beta}$ via the Kac-collision. The velocity distribution $g(v)$ of the particles in the heat bath is not affected by the collisions by virtue of the infinite size of the bath. This picture shows why it is weaker than the strong thermostat: In order for a particle from the system to forget its incoming velocity and pick a new one from the distribution $g(v)$, it has to undergo a large number of weak-thermostat interactions. The strong thermostat achieves this in one step [2]. Although the weak thermostat mimics heat bath interactions more naturally, the strong thermostat is advantageous to use as a first step since the corresponding operator is idempotent and thus mathematically simpler. Moreover, we demonstrate in Theorem 3.1 that the weak thermostat can be obtained from the strong thermostat via a van Hove limit.

The paper is organized as follows: We show approach to equilibrium in $L^2$ in Section 2, compute the van Hove limit in Section 3, and show approach to equilibrium in relative entropy in Section 4.

2 Approach to equilibrium in $L^2$

From this point on, we set $\beta = 1$ without loss of generality.

In concurrence with the ground-state transformation (4), let $X_N := \{u \in L^2(\mathbb{R}^N, \gamma) : \langle u, 1 \rangle = 0\}$, where $\langle ., . \rangle$ denotes the inner product in the $L^2$ space with weight $\gamma$. The condition $\langle u, 1 \rangle = \int u(v)\gamma(v)dv = 0$ corresponds to the normalization of the probability density $f$.

Lemma 2.1.

- $L_{N,m} \geq 0$ on $X_N$.
- $L_{N,m}h = 0 \iff h = 0$.

Proof. We know from [12, 2] that $(I - Q) \geq 0$ and $(I - Q)h = 0 \iff h$ is radial. Each $(I - P_k)$ is a projection with kernel precisely the subspace of functions in $X_N$ that are independent of $v_k$. The only function in $X_N$ that belongs to the kernel of $\sum_{k=1}^m (I - P_k)$ and is also radial is 0. Hence, the Lemma is proved.

The spectral gap of the operator $L_{N,m}$ is defined as:

$$\Delta_{N,m} := \inf\{\langle h, L_{N,m}[h] \rangle : ||h|| = 1, h \in X_N\} . \quad (12)$$

Lemma 2.1 implies that initial states in $X_N$ decay to equilibrium at an exponential rate $\Delta_{N,m}$.

Remark. Gaussian states of temperature greater than twice the temperature of the heat bath cannot be represented by a function $h \in X_N$.

The observation that $L_{2,1}$ is simply a linear combination of two projections ($Q \equiv Q_{12}$ is an orthogonal projection onto radial functions in $\mathbb{R}^2$) lets us compute the whole spectrum in this case. This is done in Appendix A. We see that the spectral gap is the lower root of the quadratic $x^2 - (2\lambda + \mu)x + \lambda\mu:$

$$\Delta_{2,1} := \frac{(2\lambda + \mu) - \sqrt{4\lambda^2 + \mu^2}}{2} \quad (13)$$
with gap eigenfunction
\[
\frac{2\lambda}{2\lambda + \mu - \Delta_{2,1}} H_2(v_1) + \frac{2\lambda}{2\lambda - \Delta_{2,1}} H_2(v_2),
\]
where \(H_2\) is the monic Hermite polynomial (with weight \(\gamma\)) of degree 2.

For general \(N, m\), we have the following theorem:

**Theorem 2.2.** Assume \(\lambda, \mu > 0\). Then
\[
\frac{m}{N-1} \Delta_{2,1} \leq \Delta_{N,m} \leq \frac{m}{N-1} \frac{2\lambda \mu}{\mu + \lambda}.
\]  

**Proof.** The proof is based on an inductive argument that follows in essence the one in [3] in which the spectral gap of the Kac model is computed exactly. We first prove the following claim for \(1 \leq m < N\):
\[
\Delta_{N,m} \geq \frac{N - m - 1}{N - 1} \Delta_{N-1,m} + \frac{m}{N - 1} \Delta_{N-1,m-1}.
\]  

We let \(L^{(k)}_{N,m}\) be the evolution operator \(L_{N,m}\) with the \(k^\text{th}\) particle removed:
\[
L^{(k)}_{N,m} = \frac{(N-1)\lambda}{(\binom{N}{2})} \sum_{i<j}^N (I - Q_{ij}) + \mu \sum_{l=1}^m (I - P_l),
\]
where \(i, j \neq k\) \(i, j \neq k\)

\[\text{Remark 2.3.} \quad L^{(k)}_{N,m} \text{ is also self-adjoint in } L^2(\mathbb{R}^N, \gamma), \text{ and will have } m \text{ or } m - 1 \text{ thermostats in it, depending on whether } k > m \text{ or } k \leq m, \text{ respectively. Also, the coefficient of the Kac term corresponds to collisions among } N - 1 \text{ particles.}\]

Next we show that
\[
L_{N,m} = \frac{1}{N-1} \sum_{k=1}^N L^{(k)}_{N,m}.
\]  

This follows, since
\[
\sum_{k=1}^N L^{(k)}_{N,m} = \sum_{k=1}^N \left( \frac{2\lambda}{N-2} \sum_{i<j}^N (I - Q_{ij}) + \mu \sum_{l=1}^m (I - P_l) \right)_{i, j \neq k} = 2\lambda \sum_{i<j}^N (I - Q_{ij}) + (N-1)\mu \sum_{l=1}^m (I - P_l) = (N-1)L_{N,m}.
\]  

Then
\[ \langle h, \mathcal{L}_{N,m}[h] \rangle = \frac{1}{N-1} \sum_{k=1}^{N} \langle h, \mathcal{L}^{(k)}_{N,m}[h] \rangle \]  

(17)

At this point, we want to introduce the gaps \( \Delta_{N-1,m} \) and \( \Delta_{N-1,m-1} \) for \( N-1 \) particles into the right hand side; for this, we will need the functions to be orthogonal to 1 in the space \( L^2(\mathbb{R}^{N-1}, \gamma(\hat{v}_k)) \), where \( \gamma(\hat{v}_k) \) is the Gaussian \( \gamma \) with the variable \( v_k \) missing. To this end, we define the projections

\[ \pi_k[h] := \int h \gamma(\hat{v}_k) \, dv_1 \ldots dv_{k-1} dv_{k+1} \ldots dv_N \]

and write, for each \( k, \langle h, \mathcal{L}^{(k)}_{N,m}[h] \rangle = \langle (h - \pi_k h), \mathcal{L}^{(k)}_{N,m}(h - \pi_k h) \rangle \). This holds because the range of the projection \( \pi_k \) is exactly the kernel of \( \mathcal{L}^{(k)}_{N,m} \), and the operator \( \mathcal{L}^{(k)}_{N,m} \) is self-adjoint. Thus, from (17),

\[ \Delta_{N,m} = \frac{1}{N-1} \inf \sum_{k=1}^{N} \langle (h - \pi_k h), \mathcal{L}^{(k)}_{N,m}(h - \pi_k h) \rangle \]

where the infimum is over \( h \in \mathcal{X}_N \), \( \|h\| = 1 \) as per the definition of the spectral gap. Since \( (h - \pi_k h) \) is orthogonal to the constant function 1 in \( L^2(\mathbb{R}^{N-1}, \gamma(\hat{v}_k)) \) by construction, we use the definition of the spectral gap to write

\[ \begin{align*}
\Delta_{N,m} & \geq \frac{1}{N-1} \inf \left( \sum_{k=m+1}^{N} \Delta_{N-1,m}(|h - \pi_k h|^2) + \sum_{k=1}^{m} \Delta_{N-1,m-1}(|h - \pi_k h|^2) \right) \quad \text{(by Remark 2.3)} \\
& = \frac{1}{N-1} \inf \left( \Delta_{N-1,m} \sum_{k=m+1}^{N} (|h|^2 - ||\pi_k h||^2) + \Delta_{N-1,m-1} \sum_{k=1}^{m} (|h|^2 - ||\pi_k h||^2) \right) \\
& \geq \frac{N-m}{N-1} \Delta_{N-1,m} + \frac{m}{N-1} \Delta_{N-1,m-1} - \frac{1}{N-1} \max \{ \Delta_{N-1,m}, \Delta_{N-1,m-1} \} \sup \sum_{k=1}^{N} ||\pi_k h||^2 ,
\end{align*} \]

where we have used symmetry among 1, ..., \( m \) and \( m+1, ..., N \) and the fact that the infimum is over functions with norm 1.

First, we note that \( \Delta_{N-1,m} \geq \Delta_{N-1,m-1} \) since \( (I - P_m) \geq 0 \). Next, \( \sup \{ \sum_{k=1}^{N} ||\pi_k h||^2, h \in \mathcal{X}_N \} \) equals \( \sup \mathcal{X}_N \langle h, \sum_{k=1}^{N} \pi_k h \rangle \). Since \( \{ \pi_k \}_{1}^{N} \) is a collection of commuting projection operators, \( \sum_{k=1}^{N} \pi_k \) is a projection and the supremum is 1.

We then get

\[ \Delta_{N,m} \geq \frac{N-m}{N-1} \Delta_{N-1,m} + \frac{m}{N-1} \Delta_{N-1,m-1} - \frac{1}{N-1} \Delta_{N-1,m}, \]

which implies claim (15).

We now prove the first inequality in Theorem 2.2. The region of interest is \( \{ (N, m) : 1 \leq m \leq N-1 \} \). We will use induction on \( N \geq 2 \).

- The base case \( N = 2, m = 1 \) is the trivial statement \( \Delta_{2,1} \geq \Delta_{2,1} \).
- Now suppose

\[ \Delta_{N,m} \geq \Delta_{2,1} \frac{m}{N-1} \]  

(18)
for all $m$ such that $1 \leq m \leq N-1$. To show that $\Delta_{N+1,m} \geq \Delta_{2,1} \frac{m}{N}$ for all $m$ such that $1 \leq m \leq N$, consider the following two cases:

- $m = 1$: We need to show that $\Delta_{N+1,1} \geq \frac{\Delta_{2,1}}{N}$. From (15), we deduce that

  $$\Delta_{N+1,1} \geq \frac{N-1}{N} \Delta_{N,1} + \frac{1}{N} \Delta_{N,0} = \frac{N-1}{N} \Delta_{N,1}.$$ 

  In the above, we have $\Delta_{N,0} = 0$ because when none of the particles are thermostated, the ground-state is degenerate (any radial function in $\mathbb{R}^N$ is an equilibrium for the Kac part). Applying (18) with $m = 1$ then completes the proof of this case.

- $1 < m \leq N$:

  $$\Delta_{N+1,m} \geq \frac{N-m}{N} \left( \frac{m \Delta_{2,1}}{N-1} \right) + \frac{m}{N} \left( \frac{(m-1) \Delta_{2,1}}{N-1} \right) \quad \text{(using (15) and (18))}$$

  $$= \Delta_{2,1} \frac{m}{N(N-1)} (N - m + m - 1) = \Delta_{2,1} \frac{m}{N}.$$

This proves the first inequality in (14). We prove second inequality in (14), by finding an upper bound proportional to $\frac{m}{N-1}$, for $\Delta_{N,m}$. This can be done by finding a (possibly crude) upper bound on the eigenvalues of $L_{N,m}$ on the space of second degree Hermite polynomials with weight $\gamma$.

This space is invariant under $L_{N,m}$ and its action on it with basis $\{\sum_{k=m+1}^{N} H_2(v_k), \sum_{k=1}^{m} H_2(v_k)\}$ can be described by the following matrix (as mentioned before, this is related to the evolution of kinetic energy of the system). We use the identities $Q_{ij} H_2(v_i) = (H_2(v_i) + H_2(v_j))/2$ and $Q_{ij} H_2(v_k) = H_2(v_k)$ for $i, j \neq k$ in obtaining the entries.

$$
\begin{pmatrix}
\frac{\lambda_m}{N-1} & -\frac{\lambda_m}{N-1} + \mu \\
\frac{-\lambda_m}{N-1} & \frac{\lambda_m}{N-1} + \mu \\
\end{pmatrix}
$$

Its smallest eigenvalue is $\frac{1}{2} \left( \mu + \frac{N\lambda}{N-1} \right) \left( 1 - \sqrt{1 - \frac{4m \lambda \mu}{(\mu + \frac{N\lambda}{N-1})^2}} \right)$. Hence, by definition of the gap,

$$\Delta_{N,m} \leq \frac{1}{2} \left( \mu + \frac{N\lambda}{N-1} \right) \left( 1 - \sqrt{1 - \frac{m}{N-1} \left( \frac{4\lambda \mu}{(\mu + \frac{N\lambda}{N-1})^2} \right)} \right)$$

For $N$ large enough, we can write

$$\Delta_{N,m} \leq \frac{1}{2} \left( \mu + \frac{N\lambda}{N-1} \right) \frac{m}{N-1} \frac{4\lambda \mu}{(\mu + \frac{N\lambda}{N-1})^2}$$

or

$$\Delta_{N,m} \leq \frac{m}{N-1} \frac{2\lambda \mu}{\mu + \lambda}$$

Thus, as we are close to equilibrium, $h \to 0$ in $L^2(\mathbb{R}^N, \gamma)$ at an exponential rate $\Delta_{N,m}$, which for large $N$, is proportional to the fraction of thermostated particles.
van Hove Limit

In this section, we relate the strong and weak thermostats by studying the two-particle system \((N = 2, m = 1)\) described by eq. (2):

\[
\frac{\partial f^\lambda}{\partial t} = -2\lambda (I - Q_{12}) f^\lambda - \mu (I - R_1) f^\lambda =: -\mathcal{G}^\lambda f^\lambda,
\]  

(19)

Here the superscript makes it explicit that the solution depends on \(\lambda\).

Particle 2 interacts through the Kac collision with Particle 1, which is given the Gaussian distribution \(g(v) = \sqrt{\frac{1}{2\pi}} e^{-\frac{v^2}{2}}\) at random times due to the action of the strong thermostat \(R_1\). We increase the rate \(\mu\) at which the strong thermostat acts relative to the rate of the Kac collision \(2\lambda\). This can be achieved by increasing the time scale of the Kac operator \(\frac{1}{\lambda} \rightarrow \infty\) and sampling at longer time intervals \(\tau := t/\lambda\). Thus, the thermostat, operating on a much smaller time-scale, becomes powerful in the limit. The result is that by passing through a van Hove (weak-coupling, large time) limit of this system, Particle 2 gets thermostated “weakly”, via its interaction with Particle 1 whose distribution is essentially always \(g(v)\).

We are interested in the evolution of \(\tilde{\tilde{f}}^\lambda(v_1, v_2, \tau) := \tilde{f}^\lambda(v_1, v_2, \frac{\tau}{\lambda})\) in the limit \(\lambda \rightarrow 0\). Here \(f^\lambda(v_1, v_2, t)\) satisfies (19) above. The equation satisfied by \(\tilde{\tilde{f}}^\lambda(v_1, v_2, \tau)\) is then:

\[
\frac{\partial \tilde{\tilde{f}}^\lambda}{\partial \tau} = -2(I - Q_{12}) \tilde{\tilde{f}}^\lambda - \frac{\mu}{\lambda} (I - R_1) \tilde{\tilde{f}}^\lambda =: -\frac{\mathcal{G}^\lambda}{\lambda} \tilde{\tilde{f}}^\lambda
\]  

(20)

We have the following theorem, which states that the diagram in Figure 1 commutes.

**Theorem 3.1.**

Let \(\tilde{\tilde{f}}^\lambda\) satisfy eq. (20) with initial condition \(\tilde{\tilde{f}}^\lambda(v_1, v_2, 0) = \phi(v_1, v_2) \in L^1(\mathbb{R}^2)\). Then for \(\tau > 0\), \(\lim_{\lambda \rightarrow 0} \tilde{\tilde{f}}^\lambda =: g(v_1) \tilde{f}(v_2, \tau)\) exists in \(L^1(\mathbb{R}^2)\), where \(\tilde{f}\) satisfies the equation

\[
\frac{\partial \tilde{f}}{\partial \tau} = -2(I - U_2) \tilde{f}
\]  

(21)

together with the initial condition \(\tilde{f}(v_2, 0) = \frac{R_1 \phi(v_1, v_2)}{g(v_1)}\). \(U_2\) is the weak thermostat (9) acting on \(v_2\).

\[
\phi(v_1, v_2) \xrightarrow{e^{-\frac{\mu}{\lambda} \tau} g^\lambda} \tilde{\tilde{f}}^\lambda(v_1, v_2, \tau) \xrightarrow{R_1} \tilde{f}(v_1, v_2, 0) \xrightarrow{e^{-2\tau(I - U_2)}} g(v_1) \tilde{f}(v_2, \tau) \xrightarrow{\lambda \rightarrow 0} \phi(v_1, v_2)
\]

**Figure 1:** van Hove Limit

**Proof.** We can write \(e^{-\frac{\mu}{\lambda} \tau (I - R_1)} = I + (I - R_1)(e^{-\mu \tau / \lambda} - 1)\) because \((I - R_1)\) is idempotent. This implies that

\[
\|e^{-\frac{\mu}{\lambda} \tau (I - R_1)} - R_1\|_1 = e^{-\mu \tau/\lambda} \|I - R_1\|_1 \leq 2e^{-\mu \tau/\lambda}.
\]  

(22)
For each $\lambda$, the operators in $\frac{1}{\lambda}G^\lambda$ are bounded. Thus, the Dyson expansion (the infinite series version of the Duhamel formula) corresponding to the evolution in $[20]$ gives $e^{-\frac{t}{\lambda}G^\lambda} \phi = \sum_{k=0}^{\infty} b_k(\phi)$ where

\[
b_0(\phi) = e^{-\frac{t}{\lambda}(I-R_1)\tau} \phi, \\
b_1(\phi) = \int_{t_1=0}^{\tau} e^{-\frac{t}{\lambda}(I-R_1)(\tau-t_1)} [-2(I-Q_{12})] e^{-\frac{t}{\lambda}(I-R_1)t_1} \phi \, dt_1, \text{ and} \\
b_k(\phi) = \int_{\{0 \leq t_k \leq t_{k-1} \leq \tau\}} e^{-\frac{t}{\lambda}(I-R_1)(\tau-t_1)} [-2(I-Q_{12})] e^{-\frac{t}{\lambda}(I-R_1)(t_1-t_2)} \cdots [-2(I-Q_{12})] e^{-\frac{t}{\lambda}(I-R_1)(t_k)} \phi \, dt \\
\]

Using (22) and the identity $R_1Q_{12}R_1 = R_1U_2 = U_2R_1$, we show that $\forall k$, $b_k(\phi)$ converges to

\[
\int_{\{0 \leq t_k \leq t_{k-1} \leq \tau\}} R_1[-2(I-Q_{12})]R_1 \cdots [-2(I-Q_{12})]R_1 \phi \, dt \overset{k}{\longrightarrow} \frac{1}{k!} (-2(I-U_2))^k (R_1 \phi) \\
\]

in $L^1$ as $\lambda \to 0$.

Finally, we use the fact that for each $u \geq 0$, $\|e^{-\frac{t}{\lambda}(I-R_1)u} \phi\|_1 = \|\phi\|_1$ and $\|I-Q_{12}\phi\|_1 \leq 2\|\phi\|_1$ so that $\|b_k(\phi)\| \leq 4^k \int_{\{0 \leq t_k \leq t_{k-1} \leq \tau\}} dt_1 \cdots dt_k \|\phi\|_1 = \frac{4^k k!}{k!} \|\phi\|_1$, independently of $\lambda$. Therefore the dominated convergence theorem can be applied to give

\[
\lim_{\lambda \to 0} e^{-\frac{t}{\lambda}G^\lambda} \phi = \lim_{\lambda \to 0} \sum_{k=0}^{\infty} b_k(\phi) = \sum_{k=0}^{\infty} \lim_{\lambda \to 0} b_k(\phi) \\
= \sum_{k=0}^{\infty} (-2(I-U_2))^k \frac{\tau^k k!}{k!} (R_1 \phi) = e^{-2(I-U_2)\tau} (R_1 \phi).
\]

The above proof can be generalized to give the following van Hove results for the $N$-particle case.

We will use the statement “the van Hove limit of $\{A(\lambda) : \lambda > 0\}$ as $\lambda \to 0$ is $A^*$ with idempotent operator $B^*$ to mean $\lim_{\lambda \to 0} e^{-\frac{t}{\lambda}A(\lambda)} \phi = e^{-\tau A^*} (B \phi) = B e^{-\tau A^*} \phi$ for all $\tau > 0$ and all $\phi \in L^1$.

- The van Hove limit of $\{\lambda \sum_{j=2}^{N} (I-Q_{1j}) + \mu(I-R_1)\}$, acting on $L^1(\mathbb{R}^N)$, is $\sum_{j=2}^{N} (I-U_j)$ with idempotent operator $R_1$.
- The van Hove limit of $\{N\lambda(I-Q) + \mu(I-R_1)\}$, acting on $L^1(\mathbb{R}^N)$ is $\frac{2N^2}{N-1} \sum_{j=2}^{N} (I-U_j) + \frac{N-2}{N-1} (N-1)(I-Q^{(1)})$ with idempotent operator $R_1$. Here $Q^{(1)} = \frac{2N}{N-1} \sum_{2 \leq i < j} (I-Q_{ij})$ is the Kac operator acting on particles $2, \ldots, N$.
- Let $\alpha = \frac{2N}{N-1}$. The van Hove limit of $\{\lambda \alpha 2N(I-Q_{2N}) + \mu \sum_{i=N+1}^{N} (I-R_i)\}$, acting on $L^1(\mathbb{R}^2N)$, is $N(I-Q_{(N)}) + \frac{2N}{N-1} \sum_{i=1}^{N} (I-U_i)$, with idempotent operator $R_{N+1}R_{N+2} \cdots R_{2N}$. Here $Q_{(N)}$ and $Q_{(2N)}$ are the Kac operators acting on particles $v_1, \ldots, v_N$ and $v_1, \ldots, v_{2N}$ respectively.

The first two results show that having one strongly thermostated particle is sufficient to “weakly” thermostat each particle colliding with it in the van Hove limit. The strength of this thermostat will be $O\left(\frac{1}{N}\right)$ under the usual Kac collision unless $\sim N$ strongly thermostated particles are used, as in the third result.
**Remark 3.2.** The third result shows that up to a constant in the thermostat terms, it is possible to obtain the model in [2] as a van Hove limit of models in which half the particles are strongly thermostated.

### 4 Approach to Equilibrium in Entropy

In this section, we study the behavior of the relative entropy functional

$$S(f|\gamma) := \int f \log \frac{f}{\gamma} d\nu$$

under the evolution (2). This is a standard way to track the approach to equilibrium since it satisfies $S(f|\gamma) \geq 0$ and $S(f|\gamma) = 0 \iff f = \gamma$. For our model, we show below that $S(f(.,t)|\gamma) \to 0$ as $t \to \infty$, provided the initial distribution $f(.,0)$ has finite relative entropy.

Set $f = \gamma h$ (this is slightly different from the ground-state transformation (4)), and restrict to $h \geq 0, \int h\gamma d\nu = 1$. The evolution equation obeyed by $h(\nu, t)$ is eq. (5), which we restate below:

$$\frac{\partial h}{\partial t} = N\lambda (Q - I) h + \mu \sum_{k=1}^{m} (P_k - I) h = -\mathcal{L}_{N,m} h.$$  

The relative entropy then becomes $\int h \log h \gamma d\nu$, which we denote by $S(h)$ (overloading the notation) for the remainder of this section.

Now,

$$\frac{dS}{dt} = \int \frac{\partial h}{\partial t} \log h \gamma d\nu + \int h \frac{\partial h}{\partial t} \gamma d\nu = \int \frac{\partial h}{\partial t} \log h \gamma d\nu,$$

where the second term vanishes because the normalization $\int h \gamma d\nu = 1$ is preserved by the evolution. Hence,

$$\frac{dS}{dt} = \int (N\lambda (Q - I) h + \mu \sum_{k=1}^{m} (P_k - I) h) \log h \gamma d\nu.$$

We know (from [12]) that $\int N(Q - I) h \log h \gamma d\nu \leq 0$. Also,

$$\int P_k h \log h \gamma d\nu = \int P_k h \nu_k (\log h) \gamma d\nu \quad \text{(by self-adjointness of $P_k$ as observed in Section [2])}$$

$$\leq \int (P_k h) \log (P_k h) \gamma d\nu \quad \text{(by concavity of log and averaging property of $P_k$)}$$

$$\leq \int h \log h \gamma d\nu \quad \text{(by convexity of $x \log x$)}$$

Thus $\frac{dS}{dt} \leq 0$. The following theorem indicates how fast the relative entropy decays under the evolution.

**Theorem 4.1.** Assume $1 \leq m < N$ and let $h(\nu, t)$ be the solution of (5). Then we have that

$$S(h(\nu, t)) \leq \left( \frac{\delta_+ e^{-\delta_+ t} + \delta_- e^{-\delta_- t}}{\delta_+ - \delta_-} \right) S(h(\nu, 0))$$

(24)

where $\delta_{\pm} \equiv \delta_{\pm}(N, m) = \left( \frac{N\lambda + \mu}{2} \pm \frac{1}{2} \sqrt{(N\lambda + \mu)^2 - 4m\lambda \mu/(N-1)} \right)$.  
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We first state a few observations on the above bound. Let us define

\[ D(t) := \frac{\delta_- e^{-\delta_+ t}}{\delta_+ - \delta_-} + \frac{\delta_+ e^{-\delta_- t}}{\delta_+ - \delta_-}. \]

As expected, \( D(t) \) is identically equal to 1 when \( \lambda \) or \( \mu \) is 0. For \( \lambda, \mu > 0 \), \( \lim_{t \to \infty} D(t) = 0 \), \( D(t) \) is equal to 1 at \( t = 0 \) and it is a decreasing function of \( t > 0 \). The last claim can be seen by computing

\[ \frac{dD}{dt} = \frac{\delta_- \delta_+}{\delta_+ - \delta_-} \left( e^{-\delta_+ t} - e^{-\delta_- t} \right) \leq 0 \quad (25) \]

since \( \delta_- < \delta_+ \). For large \( t \), the dominant term in the bound (24) is \( e^{-\delta_- t} \), and for large \( N \), \( \delta_- \sim \frac{m^2 \mu}{(N-1) (N \lambda + \mu)} \). Hence, we obtain an eventually exponential decay of relative entropy through this bound, albeit with decay constant \( \sim \frac{m^2}{N^2} \).

In this paragraph, we make a few remarks about the bound for the special case \( N = 2, m = 1 \). Observe that \( \delta_-(2,1) = \Delta_{2,1} \) is the spectral gap of \( 2\lambda(I-Q) + \mu(I-P_1) \) (see [13]). As an aside, note that this is in accordance with (7). Upon making the transformation \( (\mu, \lambda) \to \left( \frac{\mu}{\lambda}, 1 \right) \) corresponding to the van Hove limit (see eq. (20)), we obtain \( D(t) \to e^{-t} \) as \( \lambda \to 0 \). This is exactly the optimal entropy production bound (10) for the weak thermostat (Note: the weak thermostat here appears with a factor of 2, owing to the \( 2\lambda \) term).

The Theorem is proved as follows: we write \( h(v, t) \) explicitly in terms of the exponential of the generator of the evolution, expand the latter using the Dyson series and use the convexity of the entropy. We exploit the entropic contraction of terms of the form \( P_j Q \) in the expansion. These steps will yield a non-trivial bound for the entropy at time \( t \) in terms of the initial entropy.

The following lemmas build up to the evolution operator \( e^{-L_{N,m} t} \) in steps. For instance, Lemma 4.2 bounds some of the terms obtained by decomposing the Kac operator in the expression \( S(P_1 Q h) \).

Throughout, we assume that \( h \in L^1(\mathbb{R}^N, \gamma) \) and \( h \geq 0 \).

**Lemma 4.2.** We have

\[ \sum_{j=2}^{N} S(P_1 Q_{1,j} h) \leq ((N-1) - \frac{1}{2}) S(h) \]

**Proof.** In the following proof, we will apply the continuous version of Han’s inequality [10] (this also follows from the Loomis-Whitney inequality [13]) for the entropy rewritten to suit our situation:

\[ \sum_{j=1}^{N} S(P_j h) \leq (N-1) S(h) \quad (26) \]

Note that if \( h \) is symmetric in its arguments, this amounts to saying that for each \( j = 1, ..., N \),

\[ S(P_j h) \leq \frac{N-1}{N} S(h) \quad (27) \]

For \( j > 1 \),

\[ S(P_1 Q_{1,j} h) = \int P_1 Q_{1,j} h \log(P_1 Q_{1,j} h) \gamma dv \]

\[ = \int P_1(\frac{Q_{1,j} h}{P_1 P_j h}) \log(\frac{Q_{1,j} h}{P_1 P_j h}) P_1 P_j h \gamma dv + \int P_1 Q_{1,j} h \log(P_1 P_j h) \gamma dv \]
where we use that $P_1 P_j h$ does not depend on $v_1$. Since the argument of the logarithm in the last term is also independent of $v_j$, we can integrate $P_1 Q_{ij} h$ with respect to those variables and use that $\int P_1 Q_{ij} h \, g(v_1) g(v_j) dv_1 dv_j = \int h g(v_1) g(v_j) dv_1 dv_j = P_1 P_j h$ to write:

$$S(P_1 Q_{ij} h) = \int P_1 \left( \frac{Q_{ij} h}{P_1 P_j h} \right) \log \left( \frac{Q_{ij} h}{P_1 P_j h} \right) P_1 P_j h \, \gamma dv + \int P_1 P_j h \log(P_1 P_j h) \, \gamma dv$$

Now, we apply the symmetric version of Han’s inequality (27) to $\frac{Q_{ij} h}{P_1 P_j h}$ as a function of $v_1$ and $v_j$ to get:

$$S(P_1 Q_{ij} h) \leq \frac{1}{2} \int \frac{Q_{ij} h}{P_1 P_j h} \log \left( \frac{Q_{ij} h}{P_1 P_j h} \right) P_1 P_j h \, \gamma dv + \int P_1 P_j h \log(P_1 P_j h) \, \gamma dv$$

$$= \frac{1}{2} S(Q_{ij} h) - \frac{1}{2} \int Q_{ij} h \log(P_1 P_j h) \, \gamma dv + \int P_1 P_j h \log(P_1 P_j h) \, \gamma dv$$

$$= \frac{1}{2} S(Q_{ij} h) + \frac{1}{2} S(P_1 P_j h)$$

where, to get to the last step, we have used that $Q_{ij}$ is self-adjoint and $P_1 P_j$ is independent of $v_1$ and $v_j$.

Now, summing these terms, and noting that $S(Q_{ij} h) \leq S(h)$ by the averaging property of $Q_{ij}$, we get

$$\sum_{j=2}^{N} S(P_1 Q_{ij} h) \leq \frac{N - 1}{2} S(h) + \frac{1}{2} \sum_{j=2}^{N} S(P_j P_1 h).$$

We invoke Han’s inequality (26) on $P_1 h \equiv (P_1 h)(v_2,...v_N)$, i.e. $\sum_{j=2}^{N} S(P_j P_1 h) \leq (N - 2) S(P_1 h) \leq (N - 2) S(h)$ to complete the proof.

**Lemma 4.3.**

$$S(e^{\mu(P_1 - I)^t} Q h) \leq \left( 1 - \frac{1 - e^{-\mu}}{N(N-1)} \right) S(h).$$

**Proof.**

$$S(e^{\mu(P_1 - I)^t} Q h) = S(e^{-\mu} Q h + (1 - e^{-\mu}) P_1 Q h) \quad \text{since } P_1 \text{ is a projection}$$

$$\leq e^{-\mu} S(Q h) + (1 - e^{-\mu}) S(P_1 Q h)$$

$$\leq e^{-\mu} S(h) + (1 - e^{-\mu}) \frac{1}{N(N-2)} \sum_{i<j} S(P_1 Q_{ij} h)$$

$$= e^{-\mu} S(h) + (1 - e^{-\mu}) \frac{1}{N(N-2)} \left( \sum_{i<j,i,j\neq 1} S(P_1 Q_{ij} h) + \sum_{j=2}^{N} S(P_1 Q_{1j} h) \right)$$

$$\leq e^{-\mu} S(h) + (1 - e^{-\mu}) \frac{1}{N(N-2)} \left( \sum_{i<j,i,j\neq 1} S(h) + (N - 1 - \frac{1}{2}) S(h) \right)$$

$$= \left( 1 - \frac{1 - e^{-\mu}}{N(N-1)} \right) S(h),$$

where we use Lemma [4.2] in the last inequality. We use the convexity of the entropy and the averaging property of $P_1$ and $Q$ in the previous steps.
Lemma 4.4. Let $1 \leq m < N$. Then
\[
S \left( \exp \left( \mu \sum_{k=1}^{m-1} (P_k - I)t \right) Qh \right) \leq \left( 1 - \frac{m(1 - e^{-\mu})}{N(N-1)} \right) S(h). \tag{28}
\]

Proof. We prove the above by induction on $m$. The base case $m = 1$ (and any $N > 1$) was shown in the previous Lemma. We restrict to $\{(N, m) : 2 \leq m < N\}$ for the rest of the proof. Assume that the Lemma is true for $m - 1$ (and any $N > m - 1$). To infer from this its validity for the case $m$ (and any $N > m$), we analyze below the entropy of $P_m \exp \left( \mu \sum_{k=1}^{m-1} (P_k - I)t \right)$, where we expand the Kac operator $Q$, split it into terms that contain $m$ and those that do not, and utilize the convexity of the entropy.

\[
S \left( P_m \exp \left( \mu \sum_{k=1}^{m-1} (P_k - I)t \right) Qh \right) \leq \left( 1 - \frac{2}{N} \right) S \left( \exp \left( \mu \sum_{k=1}^{m-1} (P_k - I)t \right) \sum_{i < j \neq m \atop i,j \neq m} Q_{ij} P_m h \right) + \frac{2}{N} S \left( \exp \left( \mu \sum_{k=1}^{m-1} (P_k - I)t \right) P_m \sum_{l \neq m} Q_{lm} h \right).
\]

In the first term\(^2\), we also use the commutativity of $P_m$ with $Q_{ij}$ when neither $i$ nor $j$ equal $m$. Next, we treat the terms as follows:

- **Term 1**: We apply the induction hypothesis for $m - 1$, $N - 1$ since $P_m h$ is a function of $N - 1$ variables and $\left( \begin{array}{c} N-1 \\ 2 \end{array} \right)^{-1} \sum_{i < j \neq m \atop i,j \neq m} Q_{ij}$ is the Kac operator acting on $N - 1$ variables.

- **Term 2**: We use the averaging property of $\exp \left( \mu \sum_{k=1}^{m-1} (P_k - I)t \right)$, convexity, and Lemma \(^{12}\)

We obtain
\[
S(P_m \exp \left( \mu \sum_{k=1}^{m-1} (P_k - I)t \right) Qh) \leq \left( 1 - \frac{2}{N} \right) \left( 1 - (m - 1) \frac{1 - e^{-\mu}}{(N - 1)(N - 2)} \right) S(h) + \frac{2}{N} \frac{1}{N - 1} (N - \frac{3}{2}) S(h). \tag{29}
\]

Now starting with the left-hand side of (28) and using convexity plus the fact that $P_m$ is a projection, write
\[
S \left( \exp \left( \mu \sum_{k=1}^{m} (P_k - I)t \right) Qh \right) = S \left( e^{-\mu} I + (1 - e^{-\mu}) P_m \exp \left( \mu \sum_{k=1}^{m-1} (P_k - I)t \right) Qh \right) \\
\leq e^{-\mu} S \left( \exp \left( \mu \sum_{k=1}^{m-1} (P_k - I)t \right) Qh \right) + (1 - e^{-\mu}) S \left( P_m \exp \left( \mu \sum_{k=1}^{m-1} (P_k - I)t \right) Qh \right)
\]

\(^2\)This term is non-zero only when $N > 2$, which is the case here.
Using the induction hypothesis for the case $m - 1$, $N$ for the first term, and the bound (29) for the second term, the Lemma follows through some algebraic simplification.

In the following, denote $A(t) := 1 - \frac{m(1-e^{-\mu t})}{N(N-1)}$.

**Proof of Theorem 4.1.** Expanding $e^{-E_{N,m}t}$ using the Dyson series with $Q$ as the perturbation:

$$e^{N\lambda(Q-t) + \mu \sum_k (P_k - I) t} = e^{-N\lambda t} e^{N\lambda Q t + \mu \sum(P_k - I) t}$$

$$= e^{-N\lambda t} \left\{ e^{\mu \sum(P_k - I) t} + \int_0^t dt_1 e^{\mu \sum(P_k - I)(t-t_1)} N\lambda Q e^{\mu \sum(P_k - I)t_1} + \int_0^t dt_1 \int_0^{t_1} dt_2 e^{\mu \sum(P_k - I)(t-t_1)} N\lambda Q e^{\mu \sum(P_k - I)(t_1-t_2)} N\lambda Q e^{\mu \sum(P_k - I)t_2} + \ldots \right\}$$

Therefore, using the convexity of entropy, and Lemma 4.4

$$S(h(.,t)) \leq e^{-N\lambda t} \left( 1 + N\lambda \int_0^t dt_1 A(t-t_1) + (N\lambda)^2 \int_0^t dt_1 \int_0^{t_1} dt_2 A(t-t_1)A(t_1-t_2) + \ldots \right) S(h(.,0))$$

$$= e^{-N\lambda t} \left( 1 + N\lambda (A*1) + (N\lambda)^2 (A*A*1) + \ldots \right) S(h(.,0))$$

where $*$ is the Laplace-convolution operation. Thus we have that

$$S(h(.,t)) \leq e^{-N\lambda t} \varphi(t) S(h(.,0)) \quad (30)$$

where $\varphi$ is defined through the series above. We compute $\varphi(t)$ using its Laplace transform $\tilde{\varphi}(s)$. Then:

$$\tilde{\varphi}(s) = \frac{1}{s} \sum_{k=0}^{\infty} (N\lambda \tilde{A}(s))^k$$

where $\tilde{A}(s) = \frac{1}{s} - \frac{m}{N(N-1)} \left( \frac{1}{s} - \frac{1}{s+\mu} \right)$ is the Laplace transform of $A(t)$.

Summing the geometric series (the sum converges if we assume, for instance, that $\tilde{\varphi}(s)$ is defined on the domain $s > N\lambda$),

$$\tilde{\varphi}(s) = \frac{s + \mu}{s^2 + (\mu - N\lambda)s - N\mu\lambda(1 - \frac{m}{N(N-1)})}$$

The inverse Laplace transform of the above is

$$\frac{\delta_- e^{(N\lambda-\delta_-)t}}{\sqrt{(N\lambda + \mu)^2 - 4m\lambda\mu/(N-1)}} + \frac{\delta_+ e^{(N\lambda-\delta_+)t}}{\sqrt{(N\lambda + \mu)^2 - 4m\lambda\mu/(N-1)}}$$

Now we invoke the uniqueness of the Inverse Laplace Transform: No two piecewise continuous, locally bounded functions of exponential order can have the same Laplace transform (see e.g. [7]). Since $\varphi(t)$ (see eq. (30)) belongs to this space, we get

$$\varphi(t) = -\frac{\delta_- e^{(N\lambda-\delta_-)t}}{\sqrt{(N\lambda + \mu)^2 - 4m\lambda\mu/(N-1)}} + \frac{\delta_+ e^{(N\lambda-\delta_+)t}}{\sqrt{(N\lambda + \mu)^2 - 4m\lambda\mu/(N-1)}}$$

Plugging this into (30), we obtain the desired result (24). □
Remarks.

- From (25), one notices that $\frac{dD}{dt}|_{t=0} = 0$. This implies, in particular, that Theorem 4.1 does not give us a bound like (6) on the entropy production. This results from the fact that the significant bounds used in the proof, from Lemma 4.2, required the presence of the second-order term $\sum_k (P_k - I)Q$. Note that $\frac{d^2D}{dt^2}|_{t=0} < 0$.

- The main bound (Lemma 4.2) was obtained by estimating terms of the form $S(P_1 Q_{ij} h)$, and we ignored any possible contribution from many other terms e.g. $S(Q_{ij} Q_{kl} h)$. Thus, there may be scope for a better bound.

- In particular, we hope to obtain an entropy decay rate that scales as $\frac{m}{N}$ (as we had for the spectral gap). We were able to obtain a decay rate scaling as $\frac{1}{N}$ for a modified model: a system of $N$ particles where one of them is thermostated (through a Maxwellian thermostat) and the Kac collision interaction is replaced by the (much stronger) projection onto radial functions. Thus, the role of the Kac interaction in the equilibration process needs to be better understood.

Finally, we demonstrate why it is not easy to find an entropy production bound in our problem. Consider the case $N = 2$, $m = 1$ with $\lambda = \frac{1}{2}$, $\mu = 1$. Here, one could write

$$\frac{dS(h)}{dt} = \int P_1 h \log h \gamma d\nu + \int Qh \log h \gamma d\nu - 2S(h)$$

$$\leq \int P_1 h \log P_1 h \gamma d\nu + \int Qh \log Qh \gamma d\nu - 2S(h).$$

We use in the last step that $P_1, Q$ are projections and $\log x$ is concave. Bounding this from above by $-kS(h)$ (for some $k > 0$) would be sufficient to obtain an entropy production bound. This idea has worked, e.g., for a sum of mutually orthogonal projections like strong thermostats acting on different particles. However, in our case, we can find, for every $\epsilon > 0$, a density $h_{\epsilon}$ such that

$$\int \frac{P_1 h_{\epsilon} \log P_1 h_{\epsilon} \gamma d\nu + \int Qh_{\epsilon} \log Qh_{\epsilon} \gamma d\nu}{S(h_{\epsilon})} \geq 2 - \epsilon$$

The idea is to take $h$ proportional to the characteristic function of the set $[-a, a] \times [R-a, R+a]$. As $R \rightarrow \infty$, the ratio above asymptotically approaches the value 2. The intuition behind this construction is that as $R \rightarrow \infty$, $h$ is supported approximately in the intersection of the supports of $P_1 h$ (a “band” of width $2a$ parallel to the $v_1$ axis) and $Qh$ (an annulus around the origin). It is the tangential nature of this intersection that precludes the application of Han’s inequality [10] to improve the bound $S(P_1 h) + S(Qh) \leq 2S(h)$. We are not, however, ruling out the possibility of using a different method to obtain an entropy production bound.

5 Conclusion

Our results imply that if a macroscopic fraction of particles is thermostated, the kinetic energy and the $L^2$ norm decay exponentially to their respective equilibrium values at a rate independent of $N$. However, our entropy bound [24] yields a decay rate that vanishes as $\frac{1}{N}$ in the thermodynamic limit. Hence, at least under a suitable class of initial conditions, we think it should be possible to improve [24] to reflect the physical situation.

The question of entropy production at $t = 0$ (and any $N$) remains unsettled. The bound [24] does not preclude the possibility of zero entropy production at time 0. However, we do not know if it actually occurs in the model for some initial conditions.
One could wonder how the notion of propagation of chaos (which was the main motivation behind the formulation of the Kac model) adapts to our situation. When $m$ is finite, the coupling to the heat bath becomes insignificant in the thermodynamic limit. On the other hand, when $m = \alpha N$ for some $\alpha < 1$, preliminary calculations indicate that in the limit, a coupled Boltzmann equation system should result. The Stosszahlansatz needs to be reformulated in a precise manner to account for different distributions of the thermostated and the non-thermostated particles. Moreover, generalizations of our model could bring about connections to previously studied thermostated Boltzmann equations [5].

Lastly, the results in Section 3 suggest that it should be possible to extend our analysis to the case of systems partially coupled to the weak thermostat.
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A Appendix: Spectrum of Evolution Operator for $N = 2, m = 1$

We analyze the spectrum of the self-adjoint evolution operator $L_{2,1} = 2\lambda(I - Q) + \mu(I - P_1)$, in the space $L^2(\mathbb{R}^2, \gamma(v)dv)$, and deduce its spectral gap stated in (13). For simplicity, we denote the operators $L_{2,1}$ and $P_1$ by $L$ and $P$.

Notice that $L$ is a linear combination of two projections ($Q \equiv Q_{12}$ is an orthogonal projection onto radial functions in $\mathbb{R}^2$). The condition $\langle h, 1 \rangle = 0$ corresponding to the normalization of $f = \gamma(1+h)$, the leads us to work in the space of Hermite polynomials $\{H_\alpha(v)\}_{\alpha=0}^\infty$ with weight $g(v)$. The space of interest $X_2$ is spanned by $\{K_{i,j} : i, j \in \mathbb{N}, (i,j) \neq (0,0)\}$, where $K_{i,j} := H_i(v_1)H_j(v_2)$. Without loss of generality, we work with monic Hermite polynomials.

The action of $P$ is as follows:

$$PK_{i,j} = \begin{cases} 0 & : i \neq 0 \\ K_{0,j} & : i = 0 \end{cases}$$

Since each term in $K_{i,j}$ is odd in either $v_1$ or $v_2$ when either $i$ or $j$ is odd, we have that $QK_{i,j} = 0$ when either $i$ or $j$ is odd. We deduce the action of $Q$ on $K_{2\alpha_1,2\alpha_2}$ from its action on $v_1^{2\alpha_1}v_2^{2\alpha_2}$ using the following Lemma from [2], which applies to $Q$ as it is a projection onto radial functions.

Lemma A.1. [2] Let $A$ be a self-adjoint operator on $L^2(\mathbb{R}^N, \gamma(v)dv)$ that preserves the space $P_{2l}$ of homogeneous even polynomials in $v_1, ..., v_N$ of degree $2l$. If

$$A(v_1^{2\alpha_1}...v_N^{2\alpha_N}) = \sum_{\alpha_i=\sum \beta_i} c_{\beta_1...\beta_N}v_1^{2\beta_1}...v_N^{2\beta_N},$$

we get

$$A(H_{2\alpha_1}(v_1)...H_{2\alpha_N}(v_N)) = \sum_{\alpha_i=\sum \beta_i} c_{\beta_1...\beta_N}H_{2\beta_1}(v_1)...H_{2\beta_N}(v_N).$$

Let $n := \alpha_1 + \alpha_2$ and $\Gamma_{\alpha_1,\alpha_2} := \int_0^{2\pi} \cos^{2\alpha_1} \theta \sin^{2\alpha_2} \theta d\theta = \frac{(2\alpha_1-1)!!(2\alpha_2-1)!!}{2^{\alpha_1+n_2}(\alpha_1+\alpha_2)!!}$, with the standard definition $(-1)!! = 1$. Then we have
\[ QK_{i,j} = \begin{cases} 0 & : i \text{ or } j \text{ odd} \\ \Gamma_{\alpha_1, \alpha_2} \sum_{n=0}^{\infty} \binom{n}{m} K_{2m, 2n-2m} & : i = 2\alpha_1, j = 2\alpha_2 \end{cases} \]

Now a case-by-case analysis, using the fact that \( L_{2n} := \text{Span}\{H_{2\alpha_1}(v_1)H_{2\alpha_2}(v_2) : \alpha_1 + \alpha_2 = n\} \) are invariant subspaces for \( L \), yields the following for the spectrum of \( L \):

| Eigenvalue     | Eigenfunction |
|----------------|---------------|
| \( 2\lambda + \mu \) | \( K_{i,j}, i \text{ or } j \text{ odd, } i \neq 0 \) |
| \( 2\lambda \) | \( \sum_{i=1}^{n} c_i K_{2i, 2n-2i} \) where \( \sum_{i=1}^{n} c_i \Gamma_{i,n-i} = 0 \) |
| \( x^{\pm, n} \) | \( \sum_{i=0}^{n} c_i^{\pm,n} K_{2i, 2n-2i} \) and eq. (31) |

**Remark A.2.** The first row corresponds to functions that belong to the kernels of both \( Q \) and \( P \), and the second row to functions that belong to the kernels of \( Q \) and \( I - P \).

Here,

\[
x^{\pm, n} = \frac{(2\lambda + \mu) \pm \sqrt{(2\lambda + \mu)^2 - 8\lambda \mu (1 - \Gamma_{0,n})}}{2}
\]

and

\[
c_0^{\pm,n} = \frac{2\lambda}{2\lambda - x^{\pm,n}} \quad \text{and} \quad c_i^{\pm,n} = \frac{2\lambda \binom{n}{i}}{x^{\pm,n}} \quad \text{for } i \neq 0
\]

(31)

Using the fact that \( \Gamma_{0,n} = \frac{1}{2\pi} \int_0^{2\pi} \cos^{2n} \theta d\theta \) is decreasing in \( n \), it is easy to see that the smallest eigenvalue is \( x^{-1} \). The corresponding eigenfunction is \( \frac{2\lambda}{2\lambda - x^{-1}} K_{0,2} + \frac{2\lambda}{2\lambda - x^{-1}} K_{2,0} \).

**B Appendix: Entropy Bound Optimizer for the Weak Thermostat**

In [2], the convexity of entropy is employed to show that if \( f(v, t) \) satisfies

\[
\frac{\partial f}{\partial t} = \eta(Uf - f)
\]

where \( U \) is the weak thermostat, then (11) holds true.

We remark here that if \( \phi_{\delta}(v) := (1 - \delta)M_x(v) + \delta M_y(v) \), where \( x = \frac{1}{\beta(1-\delta)} \), \( y = \frac{1}{\beta\delta} \) and \( M_a(v) = \frac{1}{\sqrt{2\pi a}} e^{-v^2/2a} \), then

\[
\lim_{\delta \to 0} \frac{1}{S(\phi_{\delta})} \frac{dS}{dt}(\phi_{\delta}) \geq -\frac{\eta}{2}
\]

thereby showing that (11) is an optimal bound. \( \phi_{\delta} \) is a convex combination of Maxwellians, one of which approaches the distribution of the heat bath \( M_1 \) and the other corresponds to a very high energy distribution (albeit with a vanishing weight) as \( \delta \to 0 \). These types of functions have been used in [11, 4, 9] as examples of distributions that are away from equilibrium (in the sense of the entropy) and yet have vanishingly low entropy production (in magnitude).
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