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Abstract. In the first part of this paper, a statistical analysis of the noise in the image, as a result of the insertion of the watermark by Liu and Tan algorithm, was performed. After that, using the base of test image the noise model was created. Based on the model, an algorithm for estimating the statistical parameters of noise, LTWM algorithm, ($\mu$ and $\sigma^2$) in the image with a watermark, was created. In the second part of this paper there is a description of the experiment in which a comparative analysis of the accuracy of estimating statistical parameters by the proposed LTWM algorithm and Algorithms from [3], [6] - [8], was performed. Algorithms have been applied on watermarked images from the NRCS base. The results of MAE and MSE between true and estimated variance are shown in tables and diagrams. In addition, the execution time of the tested algorithms was measured. A detailed comparative analysis has shown that the proposed LTWM algorithm was more precise, and has a shorter execution time, compared to the analysed algorithms.

1. Introduction

The efficiency of algorithms for digital image processing (edge detection, resizing, translation, rotation and geometric correction, scaling, improve image quality, image compression, image watermarking, visual pattern recognition, face recognition, object classification,...) [1], [2] can be highly degraded due to noise presence in the image. The degree of degradation of efficiency of the algorithms is directly proportional to the intensity of the noises in the image. In most cases, the noise can be modeled by Gaussian distribution and presented by statistical parameters, the mean $\mu$ and the variance $\sigma^2$ (e.g. the amplifier noise, the shot noise, the grain noise of photographic film...) [3], [4]. In the image denoising literature, noise is often assumed to be zero-mean additive white Gaussian noise (AWGN) [3], [5]. The first step in denoising is the estimation of noise parameters (e.g. Algorithm from [6], [7], Algorithm from [8], Algorithm from [3], and many others [9] - [11]).

Inserting a digital watermark leads to degradation of the visual characteristics of the image. The degree of degradation is directly dependent on the insertion factor. Decreasing the insertion factor leads to a decreasing of visual image degradation. However, the problem of reliable watermark extraction is related with the watermark low insertion factor. The level of image noise depends of the inserted watermark structure, i.e. of the percentage of white pixels in the watermark. Many transformations are used to insert the watermark into the image: a) Discrete Cosine Transform (DCT) [12], b) Discrete Wavelet Transform (DWT) [13], c) Singular Value Decomposition (SVD) [14], d) Schur Decomposition, (SD) [15], and others. A commonly used algorithm for inserting a watermark is the Liu and Tan (LT) algorithm, based on the SVD transformation [16].
The authors of this paper tried to answer the questions: a) whether the noise caused from the insertion of a watermark by LT algorithm could be modeled? and b) whether prediction of noise parameters can be made based on the noise model? The answers to the asked questions were obtained through realization of the experiments. Based on the results of the experiments, it was shown that the images noise caused by inserted watermark, inserted with the LT algorithm (LTWM noise), can be modeled as Gaussian noise. Based on that, in order to predict the statistical parameters (μ, σ²), an noise (LTWM) model was created. The LTWM model was created based on statistical parameters of standard test images from the base I. The accuracy of the estimation of the noise parameters was made by a comparative analysis with the estimation results of: a) the Algorithm from [6], [7], b) the Algorithm from [8] and c) the Algorithm from [3]. The mean absolute error (MAE) and mean square error (MSE) was used as a measure of comparing the estimation accuracy. In addition, a comparative analysis of the execution time (Tₑ) of algorithms was performed. In the experiment images from the NRCS base (https://photogallery.sc.egov.usda.gov/photogallery/#/) [17], [18] was used.

The paper is organized as follows. In the section 2, analysis of the noise parameters has been performed. Section 3 shows the LTWM model creation proceeding. Section 4 describes the algorithm for estimating the parameters of the LTWM noise. The section 5 describes the experimental results and analysis of the results. Section 6 is a conclusion.

2. The algorithm for estimation LTWM noise statistical parameters
In this chapter an algorithm for estimating the statistical parameters of the noise, which is effect of watermark insertion with LT algorithm, has been described. Confirmation that the LTWM noise can be modeled by Gaussian distribution, was obtained by comparing the true histogram and the histogram obtained based on the estimated parameters μ and σ². The algorithm for estimating the statistical parameters of the LTWM noise, is carried out as follows:

**Input:** Host image X, binary watermark W, image dimensions M × N, insertion factor α, percentage p of white pixels in the watermark.

**Output:** μ, σ².

**Step 1:** SVD decomposition of the image X:

\[ X = U \cdot D \cdot V' \] (1)

where \( U \) is the left orthogonal matrix (\( M \times M \)), \( V \) is the right orthogonal matrix (\( N \times N \)), and \( D \) is the diagonal singular matrix (\( M \times N \)).

**Step 2:** Generating the watermark W, with the p percentage of the white pixels spatially uniformly distributed.

**Step 3:** Inserting the watermark W into the matrix D, with the insertion factor α:

\[ D' = D + \alpha \cdot W , \] (2)

**Step 4:** Creating the watermarked image:

\[ X_W = U \cdot D' \cdot V' , \] (3)

**Step 5:** The LTWM noise matrix is:

\[ N_{XW} = X - X_W , \] (4)

**Step 6:** Statistical parameters of the \( N_{XW} \) noise are:

\[ \mu = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} N_{XW} (i, j) , \] (5)

and
\[ \sigma^2 = \frac{1}{MN-1} \sum_{i=1}^{M} \sum_{j=1}^{N} (N_{XW}(i,j) - \mu)^2. \]  

**Step 7:** Based on the estimated statistical parameters \((\mu, \sigma^2)\), the Gaussian distribution is modeled:

\[ f(x) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x-\mu)^2}{2\sigma^2}}. \]

Applying the described algorithm to the test images from base \(I\), the results are obtained and presented by histograms. In Fig. 1 are shown images: a) Lena (Fig. 1.a), b) watermark \(W\) (Fig. 1.b), and c) histograms (Fig. 1.c) (the distribution of the noise pixel intensity (4) (marker: '○'), and calculated Gaussian distribution (7) (solid line) for the test image Lena). Used watermark (Fig. 1.b) was generated with \(p = 50\%\) white spatially uniformly distributed pixels. Presented results are for inserted watermark \(W\), with the insertion factor \(\alpha = 25\).

![Figure 1. The image Lena (a), Watermark (b), and distribution of the pixel intensity of the LTWM noise and the Gaussian distribution for presented test image (c).](image)

### 3. Creating of the LTWM model

In this section describes the algorithm for creating the LTWM model. The LTWM model has been created on the basis of the results obtained by Section 2. The algorithm is carried out as follows:

**Input:** Image base \(I\), with \(B\) images, image dimensions \(M \times N\), insertion factor \(\alpha_{\text{min}}, \Delta\alpha, \alpha_{\text{max}}\), percentage of white pixels \(p_{\text{min}}, \Delta p, p_{\text{max}}\), luminance \(Y_{r_{\text{min}}}, \Delta Y_r, Y_{r_{\text{max}}}\).

**Output:** LTWM model \(X_m\).

**FOR** \(y_r = Y_{r_{\text{min}}}: \Delta Y_r: Y_{r_{\text{max}}}\)

**FOR** \(i = 1: B\)

**Step 1:** Loading the image \(X_i\) from the base \(I\).

**Step 2:** Determining the luminance of the image \(X_i\):

\[ y_i = \frac{1}{M \cdot N} \sum_{i=1}^{M} \sum_{j=1}^{N} X_{i,j}, \]  

**Step 3:** Generating the image \(X\) with the luminance \(y_r\)

\[ X = k \cdot X_i, \]  

where \(k = y_r / y_i\).

**FOR** \(\alpha = \alpha_{\text{min}}: \Delta\alpha: \alpha_{\text{max}}\)

**FOR** \(p = p_{\text{min}}: \Delta p: p_{\text{max}}\)

**Step 4:** Generating the binary watermark \(W\) with percentage of white pixels \(p\);
Step 5: Creating an watermarked image \( X_W \) with the insertion factor \( \alpha \) (equations (1) - (3));

Step 6: LTWM noise is \( N_{XW} = X - X_W \), equation (4), with statistical parameters \( \mu \), equation (5), and \( \sigma^2 \), equation (6), \( \implies Q(\alpha, p, i, y_r) = \mu \), and \( S(\alpha, p, i, y_r) = \sigma^2 \).

END \( \alpha \)

END \( \mu \)

END \( \sigma \)

Step 7: Generating LTWM model \( X_m = \{ X_{m\mu}, X_{m\sigma^2}\} \), where \( X_{m\mu} = \frac{X_{mp}}{B} \) and \( X_{m\sigma^2} = \frac{X_{ms^2}}{B} \) are components of the model.

Components of the LTWM model \( X_m \), for the image with \( Y = 30 \), are shown in Fig. 2.a (component \( X_{m\mu} \)) and Fig. 2.b (component \( X_{m\sigma^2} \)). The parameters of the algorithm for creating LTWM model (Section 3) are \( \alpha_{\min} = 1 \), \( \Delta \alpha = 1 \), \( \alpha_{\max} = 50 \), \( p_{\min} = 1 \), \( \Delta p = 5 \), \( p_{\max} = 100 \), \( Y_{r,\min} = 10 \), \( \Delta Y_r = 10 \) and \( Y_{r,\max} = 250 \).

4. Estimation of the LTWM noise

The section describes algorithm for estimating of the LTWM noise parameters of the image \( X \), for mean illumination \( Y \), to which the binary watermark \( W \) is inserted. The algorithm for estimation LTWM noise (LTWM algorithm) consists of the following steps:

Input: Test image \( X \), binary watermark \( W \), LTWM model \( X_m = \{ X_{m\mu}, X_{m\sigma^2}\} \), insertion factor \( \alpha \).

Output: LTWM noise statistic parameters ( \( \mu_e \), \( \sigma^2_e \)).

Step 1: Luminance of the image \( X \) (without a watermark) is \( Y = \overline{X} \).

Step 2: Percentage \( p \) of the white pixels in the watermark \( W \) is:

\[
p = \left( \frac{N_W}{MN} \right) \cdot 100 \, [\%],
\]

where \( N_W \) – is the number of white pixels in the watermark.

Step 3: Estimation of the LTWM noise parameters by using the components of the LTWM model:

\[
\mu_e \leftarrow X_{mp}[p, \alpha, Y], \quad \sigma^2_e \leftarrow X_{ms^2}[p, \alpha, Y].
\]

5. Experimental results and analysis

This accuracy of the statistical parameters estimation of the LTWM noise by using the LTWM model (Section 4) was determined by the following experiment.

5.1. Experiment
The experiment was carried out, within which the estimation of the statistical parameters of the LTWM noise $p, \sigma^2$ was performed using the algorithm for comparative analysis. The estimation was performed using the LTWM algorithm (Section 4) on the LTWM model (Section 3). The noise matrix $N_{xyw}$, equation (4), was created from the watermarked image $X_w$, and the statistical parameters were calculated, equation (5) and equation (6), which were considered as the accurate values in the further analysis. After that, the accuracy of the parameter estimation was tested and compared with the estimation results of the noise parameters in the watermarked image $X_w$, using the algorithms shown in [6], [7], [8] and [3]. As a measure of quality, the the mean absolute error MAE and MSE were used. In addition to the accuracy of the estimation, the analysis of the time $T_o$ of execution of the tested algorithms was performed. The algorithms were performed in Matlab on the personal computer: processor Intel(R) Core(TM) i5 - 3230M CPU @ 2.6 GHz, RAM memory 8 GB, 64-bit OS.

5.2. Comparative analysis

Comparative analysis of the estimation accuracy of the statistical parameters of the LTWM noise consists of the following steps:

**Input:** Image base $P = \{X_1, X_2, \ldots, X_B\}$, number of tested images $B$, LTWM model $X_m$, insertion factor limits $a_{\text{min}}, a_{\text{max}}$, iterative step $\Delta a$, percentage of white pixels in the watermark $p$.

**Output:** Estimation errors of LTWM $\text{MAE}_X$, Algorithm from [6], [7] $\text{MSE}_P$, Algorithm from [8] $\text{MSE}_G$, and Algorithm from [3] $\text{MSE}_W$ algorithms.

**FOR** $i = 1 : B$

**Step 1:** Selecting the image $X_i$ from the image base $P$: $X_i \leftarrow P = \{X_1, X_2, \ldots, X_i, \ldots, X_B\}$, and determining the luminance $Y$, equation (8), of selected image.

**Step 2:** Generating the binary watermark $W_p$ with $p \%$ of white pixels uniformally spatially distributed, FOR $\alpha = a_{\text{min}} : \Delta a : a_{\text{max}}$.

**Step 3:** Creating an watermarked image $X_w$ by inserting the binary $W_p$ into the image $X_i$ with the insertion factor $\alpha$, by using the LT algorithm, equations (1) - (3): $X_w \leftarrow LT(X_i, W_p, \alpha)$.

**Step 4:** Determining variance $\sigma^2_{\text{est}_i}$, equation (6), (true value), noise matrix $N_{xyw}$, equation (4).

**Step 5:** Estimation variance of the LTWM noise using:

a) LTWM algorithm (Section 4) (LTWM model $X_m$, component $X_{m_{\alpha}}$);

\[ \sigma^2_{\text{est}_{\alpha}}(\alpha) \leftarrow X_{m_{\alpha}}(p, \alpha, Y), \]

b) Algorithm from [6], [7]:

\[ \sigma^2_{\text{est}_f}(\alpha) \leftarrow \text{Algorithm}[6],[7](X_w), \]

c) Algorithm from [8]:

\[ \sigma^2_{\text{est}_G}(\alpha) \leftarrow \text{Algorithm}[8](X_w), \]

d) Algorithm from [3]:

\[ \sigma^2_{\text{est}_W}(\alpha) \leftarrow \text{Algorithm}[3](X_w). \]

**Step 6:** Absolute error of estimated variance $\Delta \sigma^2_{\text{al}_i}(\alpha) = \left| \sigma^2_{\text{est}_i}(\alpha) - \sigma^2_{\text{al}_i}(\alpha) \right| \Rightarrow a) \Delta \sigma^2_{\text{LT}_i}, \ b) \Delta \sigma^2_{\text{LT}_f}, \ c) \Delta \sigma^2_{\text{LT}_G}, \ \text{and} \ d) \Delta \sigma^2_{\text{LT}_w} \Rightarrow \text{END} \ a$.

**Step 7:** Sum of absolute error of estimated variances for all images $\Sigma \Delta \sigma^2_{\text{al}_i}(i) = \Sigma \Delta \sigma^2_{\text{al}_f} + \Sigma \Delta \sigma^2_{\text{al}_G} \Rightarrow a) \Sigma \Delta \sigma^2_{\text{LT}_f}, \ b) \Sigma \Delta \sigma^2_{\text{LT}_G}, \ c) \Sigma \Delta \sigma^2_{\text{LT}_G}, \ \text{and} \ d) \Sigma \Delta \sigma^2_{\text{LT}_w}$.

**Step 8:** Sum of estimated variances $\Sigma \sigma^2_{\text{al}_i}(i) = \Sigma \sigma^2_{\text{al}_f} + \Sigma \sigma^2_{\text{al}_G} \Rightarrow a) \Sigma \sigma^2_{\text{LT}_f}, \ b) \Sigma \sigma^2_{\text{LT}_G}, \ c) \Sigma \sigma^2_{\text{LT}_G}, \ \text{and} \ d) \Sigma \sigma^2_{\text{LT}_w}$.

**END** $i$

**Step 9:** Mean absolute error (MAE) of estimated variance $\text{MAE}_{\text{al}_i} = \Sigma \Delta \sigma^2_{\text{al}_i} / B \Rightarrow a) \text{MAE}_{\text{LT}_f}, \ b) \text{MAE}_{\text{LT}_G}, \ c) \text{MAE}_{\text{LT}_G}, \ \text{and} \ d) \text{MAE}_{\text{LT}_w}$.  

5
Step 10: Mean of estimated variances
\[ \overline{\sigma^2_{alg}} = \frac{1}{B} \sum_{i=1}^{B} \sigma^2_{alg} \]

\[ \Rightarrow \text{a) } \overline{\sigma^2_{LT}}, \text{ b) } \overline{\sigma^2_{T}}, \text{ c) } \overline{\sigma^2_{G}}, \text{ and d) } \overline{\sigma^2_{W}}. \]

Step 11: MSE of estimated variance
\[ \text{MSE}_{alg} = \frac{1}{\alpha_{max} - \alpha_{min}} \sum_{\alpha = \alpha_{min}}^{\alpha_{max}} \left( \sigma^2_{\tau}(\alpha) - \sigma^2_{alg}(\alpha) \right)^2 \]

\[ \Rightarrow \text{a) } \text{MSE}_{LT}, \text{ b) } \text{MSE}_{T}, \text{ c) } \text{MSE}_{G}, \text{ and d) } \text{MSE}_{W}. \]

5.3. Experimental Base
For purpose of the realization the experiments, image bases were created:

a) the image base of the standard test images \( I = \{ \text{Lena, Girl, Baboon, Peppers, Barbara, Boat} \} \), used to create the LTWM model \( X_m \),

b) the image base \( P \), formed from 100 images from NRCS base [17], [18],

c) binary watermark with \( p \) [%] white, uniformly distributed pixels.

5.4. Results
The following results were obtained by applying the algorithm for comparative analysis (Section 5) with the parameters: \( \alpha_{min} = 1 \), \( \alpha_{max} = 50 \), \( \Delta \alpha = 1 \), \( p = 50\% \) on the image base \( P = \{ X_1, X_2, ..., X_B \} \), \( B = 100 \) (images from NRCS base \( P \)), and by using LTWM model \( X_m \). On the figures are shown results of applied measures, which represents mean value for \( B = 100 \) images.

Fig. 3.a shows the estimated variances \( \overline{\sigma^2_{LT}} \) of LTWM noise for: a) True value (marker: ‘●’) (4), b) LTWM (marker: ‘■’), c) Algorithm from [6], [7] (marker: ‘▼’), d) Algorithm from [8] (marker: ‘▲’), and e) Algorithm from [3] (marker: ‘♦’), for \( \alpha = \alpha_{min} : \Delta \alpha : \alpha_{max} \). Fig. 3.b shows a part of the diagram from Fig. 3.a, for \( \alpha = 0 - 10 \), where LTWM noise are not visible in the watermarked image.

Fig. 4.a shows the mean absolute errors MAE of estimated variances: a) LTWM algorithm \( \text{MAE}_{LT} \) (marker: ‘●’), b) Algorithm from [6], [7] \( \text{MAE}_T \) (marker: ‘▲’), c) Algorithm from [8] \( \text{MAE}_G \) (marker: ‘■’) and d) Algorithm from [3] \( \text{MAE}_W \) (marker: ‘♦’)) for \( \alpha = \alpha_{min} : \Delta \alpha : \alpha_{max} \). Fig. 4.b shows a part of the diagram from Fig. 4.a, for \( \alpha = 0 - 10 \), where LTWM noise are not visible in the watermarked image.

Table 1. shows mean square error MSE of estimated variance, for parts of insertion factor: a) \( \alpha = 0 - 50 \) (MSE\(_{0-50}\)), b) \( \alpha = 0 - 10 \) (MSE\(_{0-10}\)) where noise is not visible in the watermarked image, and c) \( \alpha = 11 - 50 \) (MSE\(_{11-50}\)) where noise is visible in the watermarked image. Table 2. shows the execution time for: a) LTWM \( (T_{LTWM}) \), b) Algorithm from [8] \( (T_G) \), c) Algorithm from [6], [7] \( (T_T) \), and d) Algorithm from [3] \( (T_W) \) algorithms.

| Algorithm              | MSE\(_{0-30}\) | MSE\(_{0-10}\) | MSE\(_{11-30}\) |
|------------------------|----------------|----------------|----------------|
| LTWM                   | 804.94         | 0.4303         | 1026.2         |
| Algorithm from [6], [7]| 20931          | 2.4574         | 26687          |
| Algorithm from [8]     | 24319          | 1.4384         | 31006          |
| Algorithm from [3]     | 24837          | 1210.8         | 31335          |

| Algorithm              | \( T_e \) (s)  |
|------------------------|----------------|
| LTWM                   | \( T_{e,LTWM} = 0.0176 \) |
| Algorithm from [8]     | \( T_{e,G} = 0.0260 \) |
| Algorithm from [6], [7]| \( T_{e,T} = 0.3831 \) |
| Algorithm from [3]     | \( T_{e,W} = 0.61285 \) |
5.5. Analysis of the results

Based on the results shown in Fig. 3 and Fig. 4 and in Table 1., and Table 2., it is concluded that:

a) the mean estimated variance $\sigma_e^2$ curve for the LTWM algorithm is more closed to curve of true value, relative to other three compared algorithms. Mean absolute errors MAE of estimated variances is smaller value for all values $\alpha$. MSE of estimated variance of LTWM algorithm in relation to other algorithms is 6 (Alg. from [8]), 30.21 (Alg. from [6], [7]) and 3.86 (Alg. from [3]) times smaller.

b) in the range where the LTWM noise is not visible ($\alpha = 0 \div 10$), the mean estimated variance $\sigma_e^2$ curve for the LTWM algorithm is more closed to curve of true value, relative to other three compared algorithms. Mean absolute errors MAE of estimated variances is smaller value for all values $\alpha$. MSE of estimated variance of LTWM algorithm in relation to other algorithms is 5.71 (Alg. from [8]), 3.34 (Alg. from [6], [7]) and 2813.3 (Alg. from [3]) times smaller.

c) in the range where the LTWM noise is visible ($\alpha = 11 - 50$), the mean estimated variance $\sigma_e^2$ curve for the LTWM algorithm is more closed to curve of true value, relative to other three compared algorithms. Mean absolute errors MAE of estimated variances is smaller value for all values $\alpha$. MSE of estimated variance of LTWM algorithm in relation to other algorithms is 26 (Alg. from [8]), 30.2 (Alg. from [6], [7]) and 30.5 (Alg. from [3]) times smaller.

d) execution time of the LTWM algorithm in relation to other algorithms is 1.48 (Alg. from [8]), 21.77 (Alg. from [6], [7]), 34.82 (Alg. from [3]), times smaller.

Based on the conducted comparative analysis of the results, it is concluded that the proposed LTWM algorithm has the greatest precision in estimating the variance of the LTWM noise. In addition, the LTWM algorithm has the shortest execution time. The obtained results recommend the implementation of the LTWM algorithm in system for real-time regime.

6. Conclusions

The modelling of the noise, caused by the insertion of the watermark into the image by the LT algorithm, was performed in this paper. It was shown that the noise could be modelled by Gaussian distribution. The LTWM model was described, with which it was possible to estimate the parameters of LTWM noise ($\mu$, $\sigma^2$). The detailed analysis showed that mean absolute errors (MAE) of estimated variance of LTWM algorithm, proposed in this paper, in relation to other algorithms, is smaller in all
range of insertion factor. Further, the detailed analysis showed that mean square errors (MSE) in relation to the estimation accuracy in the application: a) Alg. from [8], b) Alg. from [6], [7] and c) Alg. from [3], was smaller than 6, 30.21 and 3.86 times, respectively. In relation to: a) Alg. from [8], b) Alg. from [6], [7] and c) Alg. from [3], it took less execution time $T_e$ for the LTWM algorithm, 1.48, 21.77 and 34.82 times, respectively. Based on the above mentioned results, it is concluded that the LTWM algorithm has high accuracy of estimation variance and short execution time. The mentioned performances give a recommendation for the implementation of the LTWM algorithm in systems for real-time regime.
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