SPATIAL PATTERN FORMATION IN ACTIVATOR-INHIBITOR MODELS WITH NONLOCAL DISPERAL
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Abstract. The stability of a constant steady state in a general reaction-diffusion activator-inhibitor model with nonlocal dispersal of the activator or inhibitor is considered. It is shown that Turing type instability and associated spatial patterns can be induced by fast nonlocal inhibitor dispersal and slow activator diffusion, and slow nonlocal activator dispersal also causes instability but may not produce stable spatial patterns. The existence of nonconstant positive steady states is shown through bifurcation theory. This suggests a new mechanism for spatial pattern formation, which has different instability parameter regime compared to Turing mechanism. The theoretical results are applied to pattern formation problems in nonlocal Klausmeier-Gray-Scott water-plant model and Holling-Tanner predator-prey model.

1. Introduction. Reaction-diffusion models have been proposed to describe the emergence of self-organized pattern formations observed in the natural world or scientific experiments. Turing’s pioneer work [50] suggested that different diffusion rates of activator and inhibitor in a biological system can lead to the generation of spatially inhomogeneous patterns, and such diffusion-induced instability (Turing instability) has been credited as the driving mechanism of pattern formations in chemistry [25, 37], developmental biology [14, 22, 45, 46], and ecology [19, 40, 41]. Mathematical theory of linear stability and symmetry-breaking bifurcation have...
been applied to the such reaction-diffusion models to rigorously establish the existence and stability of spatial patterns, see \[16, 17, 27, 35, 38, 52, 53, 54\] and references therein. In the framework of reaction-diffusion model, it is well-established that the condition for spatial pattern formation in two-species model is to have a slow diffusion rate for activator and a fast diffusion rate for inhibitor \[14, 23\].

While the diffusion equation with Laplace operator is the most commonly used mathematical model for substance passive movement in space, other spatial movement models have been identified and proposed in recent years. Usually such models are of nonlocal nature contrasting to the local one for the linear diffusion equation. In nonlocal dispersal models, the movement of individuals of biological species is often described by a linear integral operator in a continuous spatial landscape, and the underlying physical mechanism and mathematical theory are quite different from the ones for linear diffusion equation.

A commonly used integral operator for nonlocal dispersal is

\[
\mathcal{P}u := c \left[ \frac{1}{l} \int_{-\infty}^{\infty} k \left( \frac{x-y}{l} \right) u(y)dy - u(x) \right],
\]

where \(l\) is a spatial scale representing the dispersal distance; \(k\) is a non-negative symmetric function satisfying \(\int_{-\infty}^{\infty} k(x)dx = 1\), and \(k(x-y)\) is the probability to jump from one location \(x\) to another \(y\). This nonlocal diffusion operator (1) could be used to model plant seed dispersal \[39\], weed dispersal \[2, 3\], disease spread \[34\] or population movements \[30\], see \[1, 5, 12, 15, 24\] for studies of spatial population models with nonlocal dispersal.

As pointed out in \[26\], the nonlocal dispersal operator \(\mathcal{L}\) could be approximated by the standard diffusion operator (respectively, the “spatial averaging” dispersal operator) for small \(l\) (respectively, large \(l\)). For the case that \(l\) is small,

\[
\mathcal{P}u = c \left[ \frac{1}{l} \int_{-\infty}^{\infty} k \left( \frac{x-y}{l} \right) u(y)dy - u(x) \right] = c \left[ \frac{1}{l} \int_{-\infty}^{\infty} k(z)u(x-zl)dz - u(x) \right] = cl^2 \left( \int_{-\infty}^{\infty} k(z)z^2dz \right) \frac{\partial^2 u}{\partial x^2} + O(l^3).
\]

Then, formally,

\[
\frac{1}{l} \sum_{i=-\infty}^{\infty} k \left( \frac{x+il}{l} \right) \rightarrow \frac{1}{L} \int_{-\infty}^{\infty} k(y)dy = \frac{1}{L},
\]

as \(l \to \infty\). Therefore, for the large spreading scale \(l\), the nonlocal dispersal could be approximated by the following “spatial averaging” dispersal operator

\[
\mathcal{P}_L u = c \left( \frac{1}{L} \int_{0}^{L} u(y)dy - u(x) \right).
\]
This simplified nonlocal dispersal operator $P_1$ means biologically that the movement distance of the species is much larger than the diameter of the habitat or the size of home range, see [26].

A natural question is how the nonlocal dispersal affects the spatial pattern formation and whether the nonlocal dispersal could also induce complex patterns as the Turing instability theory for the diffusion type dispersal. In this paper, we give an affirmative answer to this question for the simplified nonlocal dispersal operator $P_1$. For simplicity we assume the spatial domain to be one-dimensional. We propose the following reaction-diffusion model with one species disperses nonlocally and general kinetic.

\[
\begin{align*}
\frac{\partial u}{\partial t} &= c \left( \frac{1}{L} \int_0^L u(y,t)dy - u(x,t) \right) + f(u,v), \quad 0 \leq x \leq L, \quad t > 0, \\
\frac{\partial v}{\partial t} &= dv_{xx} + g(u,v), \quad 0 < x < L, \quad t > 0, \\
v_x(0, t) &= v_x(L, t) = 0, \quad t > 0,
\end{align*}
\]

where $u(x,t)$ and $v(x,t)$ are the density functions of two biological or chemical species at time $t$ and location $x$, and the spatial domain is an interval $[0,L]$ for some $L > 0$; the first species $u$ disperses following the nonlocal averaging strategy $\frac{1}{L} \int_0^L u(y,t)dy - u(x,t)$ with a dispersal coefficient $c > 0$, and the second species $v$ follows the passive diffusion strategy $v_{xx}(x,t)$ with diffusion coefficient $d > 0$; and the functions $f(u,v), g(u,v)$ are smooth ones defined for $u,v \geq 0$ which describe chemical reactions or biological growth and interactions. The nonlocal dispersal in (3) was used in [4, 26] for a Lotka-Volterra competition model with nonlocal dispersal, and a reaction-diffusion water-plant interaction model with plant nonlocal dispersal in form of (3) was considered in [12]. The system (3) is in a more general form allowing all possible reaction or interaction dynamics. We also assume that the model (3) has a constant positive steady state $(u_\ast, v_\ast)$ satisfying $f(u_\ast, v_\ast) = g(u_\ast, v_\ast) = 0$, which is linearly stable for the corresponding ODEs. The question is whether a combination of the nonlocal dispersal of $u$ and local dispersal of $v$ can produce non-trivial spatial patterns.

The model (3) is compared to the corresponding classical reaction-diffusion activator inhibitor system:

\[
\begin{align*}
\frac{\partial u}{\partial t} &= cu_{xx} + f(u,v), \quad 0 < x < L, \quad t > 0, \\
\frac{\partial v}{\partial t} &= dv_{xx} + g(u,v), \quad 0 < x < L, \quad t > 0, \\
u_x(0, t) &= u_x(L, t) = 0, \quad v_x(0, t) = v_x(L, t) = 0, \quad t > 0.
\end{align*}
\]

If $(u_\ast, v_\ast)$ is linearly stable with respect to the corresponding ODE kinetic system, then

\[f_u(u_\ast, v_\ast) + g_v(u_\ast, v_\ast) < 0, \quad f_u(u_\ast, v_\ast)g_v(u_\ast, v_\ast) - f_v(u_\ast, v_\ast)g_u(u_\ast, v_\ast) > 0.\] (5)

For simplicity of notations, throughout this paper, we use $f_u, f_v, g_u$ and $g_v$ to represent the first order partial derivatives of $f$ and $g$ at $(u_\ast, v_\ast)$ respectively. If the Turing instability occurs for (4), the Jacobian matrix

\[
J = \begin{pmatrix}
  f_u & f_v \\
  g_u & g_v
\end{pmatrix}
\] (6)
at \((u_*, v_*)\) must have the one of the following sign patterns:

\[
(a) \begin{pmatrix} + & + \\ - & - \end{pmatrix}, \quad (b) \begin{pmatrix} + & - \\ + & - \end{pmatrix}, \quad (c) \begin{pmatrix} - & + \\ - & + \end{pmatrix}, \quad (d) \begin{pmatrix} - & - \\ + & + \end{pmatrix}. \tag{7}
\]

Here \(f_u\) and \(g_v\) have opposite signs, and we call \(u\) (respectively, \(v\)) an activator if \(f_u\) (respectively, \(g_v\)) is positive, whereas \(u\) (respectively, \(v\)) is a inhibitor if \(f_u\) (respectively, \(g_v\)) is negative. That is, the activator activates its own production while inhibitor inhibits its own production. For \((4)\), pattern (b) and (c) are equivalent if one switches the labelling of \(u\) and \(v\), and it is called activator-inhibitor type; and (a) and (d) are equivalent if one switches the labelling of \(u\) and \(v\), and it is called activator-depletion (or substrate depletion) type [14, 42].

For both the activator-inhibitor type and activator-depletion type, the constant steady state loses the stability when the diffusion of activator is slow and the one for inhibitor is fast, and spatially non-constant steady states (patterns) of the reaction-diffusion system \((4)\) bifurcate from the constant one, see [6, 16, 17, 27, 28, 35, 38] and references therein. Our main results for spatial pattern formation in the model with nonlocal dispersal \((3)\) can be summarized as follows:

- When the dispersal of the activator is nonlocal and the one for the inhibitor is diffusive (schemes (a) or (b) in \((7)\)), the constant steady state \((u_*, v_*)\) is always linearly stable with respect to \((3)\) if the activator dispersal is fast, and it is always linearly unstable if the activator dispersal is slow. Here the diffusion rate of the inhibitor does not affect the stability. But the instability caused by slow activator dispersal in this case may not lead to spatial pattern formation as the unstable space of the constant steady state is always infinite dimensional, and any non-constant steady states generated from symmetry-breaking bifurcations are unstable as well. This is similar to the pattern formation scenario of coupled ODE-PDE systems, which corresponds to the case of immobile activator with no dispersal, see [29, 32].

- When the dispersal of the activator is diffusive and the one for the inhibitor is nonlocal (schemes (c) or (d) in \((7)\)), the constant steady state \((u_*, v_*)\) is always linearly stable with respect to \((3)\) if the inhibitor dispersal is slow or the inhibitor dispersal is fast and the activator diffusion is also fast, and it is linearly unstable if the inhibitor dispersal is fast and the activator diffusion is slow. The latter case is similar to the Turing instability for the classical reaction-diffusion model \((4)\). The unstable space of the constant steady state is finite dimensional, and the non-constant steady states generated from symmetry-breaking bifurcations could be stable ones. Hence the fast nonlocal dispersal of the inhibitor and slow activator diffusion can induce spatial pattern formation, which is a pattern-forming mechanism different from the Turing mechanism.

We point out that the nonlocal dispersal with other assumptions on the kernel has also been investigated, see [8, 9, 13, 44, 47, 48] and references therein.

The rest of the paper is organized as follows. In Section 2, we obtain the existence of nonconstant positive steady states of model \((3)\) through bifurcation theory, and show the effect of dispersal rate on the diffusion-induced bifurcations. In Section 3, we apply the obtained theoretical results in Section 2 to the nonlocal Klausmeier-Gray-Scott model and Holling-Tanner predator-prey model, and some numerical simulations are given to show the complex pattern formation. Throughout the paper, we denote the set of complex numbers by \(\mathbb{C} = \{x + iy : x, y \in \mathbb{R}\} , \mathbb{C}^- = \)
the existence of nonconstant positive steady states of model (3), which satisfy Steady states and bifurcation analysis.

2. Steady states and bifurcation analysis. In this section, we aim to consider the existence of nonconstant positive steady states of model (3), which satisfy

\[
\begin{align*}
\frac{1}{L} \int_0^L u(y)dy - u(x) &= f(u(x), v(x)), \quad 0 \leq x \leq L, \\
\frac{1}{L} \int_0^L v(y)dy - v(x) &= g(u(x), v(x)), \quad 0 < x < L, \\
v'(0) = v'(L) &= 0.
\end{align*}
\]

(8)

We assume that system (3) has a positive constant steady state \((u_*, v_*)\) which is linearly stable with respect to the corresponding ODE system, that is, the Jacobian matrix \(J\) in (6) satisfies (5). Moreover if the Turing instability could occur with respect to the reaction-diffusion system (4), the sign pattern of the Jacobian matrix (6) at \((u_*, v_*)\) must belong to one of the four schemes \((a), (b), (c)\) or \((d)\) defined in Eq. (7).

Let \(X = C([0, L]) \times C^2([0, L])\) and \(Y = C([0, L]) \times C([0, L]),\) where

\[
C^2([0, L]) = \{ u \in C^2([0, L]) : u'(0) = u'(L) = 0 \}.
\]

Denote the linearized operator of (8) at \((u_*, v_*)\) by

\[
\mathcal{L} \left( \begin{array}{c} \phi \\ \psi \end{array} \right) = \left( \begin{array}{c} cK\phi + f_u \phi + f_v \psi \\ d\psi'' + g_u \phi + g_v \psi \end{array} \right),
\]

where

\[
K\phi = \frac{1}{L} \int_0^L \phi dx.
\]

(9)

Clearly, \(\mathcal{L}\) is a closed linear operator in \(Y\) with domain \(D(\mathcal{L}) = X\). We first consider the spectrum of operator \(K\) for further application.

**Lemma 2.1.** Let \(K : C([0, L]) \to C([0, L])\) be defined in Eq. (10). Then \(\sigma(K) = \sigma_p(K) = \{0, -1\}\).

**Proof.** Define \(K_1 : C([0, L]) \to C([0, L])\) by

\[
K_1 \phi = \frac{1}{L} \int_0^L \phi dx.
\]

(11)

Then \(K_1\) is a compact operator on \(C([0, L]),\) which implies that

\[
0 \in \sigma(K_1), \quad \text{and} \quad \sigma(K_1) \setminus \{0\} = \sigma_p(K_1) \setminus \{0\}.
\]

Clearly,

\[
\mathcal{N}(K_1) = \left\{ \phi \in C([0, L]) : \frac{1}{L} \int_0^L \phi dx = 0 \right\} \neq \emptyset,
\]

which yields \(0 \in \sigma_p(K_1)\). Let \(\lambda \in \sigma_p(K_1) \setminus \{0\},\) and let \(\phi \in C([0, L])\) be the corresponding eigenfunction associated with \(\lambda\). Then

\[
\frac{1}{\lambda L} \int_0^L \phi dx = \phi,
\]

for further application.
and consequently, there exists a nonzero constant \( c \in \mathbb{C} \) such that \( \phi \equiv c \). Therefore, \( \lambda = 1 \), and \( \sigma(K_1) = \sigma_p(K_1) = \{0, 1\} \). It follows that \( \sigma(K) = \sigma_p(K) = \{0, -1\} \). This completes the proof. \( \square \)

Next we consider the spectrum of the linearized operator \( \mathcal{L} \) by using Lemma 2.1 and methods motivated by the ones in [29].

**Theorem 2.2.** Assume that \((u_*, v_*)\) is a constant positive steady state of model (3). Suppose that \( c, d > 0 \), \( f_c g_u \neq 0 \), and let \( \ell_n = \frac{n^2 \pi^2}{L^2} \) for \( n = 1, 2, 3, \ldots \). Then \( \sigma(\mathcal{L}) = S_1 \cup S_2 \), where \( S_1 \) and \( S_2 \) satisfy the following.

(i) \( S_1 = \sigma_p(\mathcal{L}) = \{\lambda_n\}_{n=0}^\infty \cup \{\mu_n\}_{n=0}^\infty \), where

\[
\begin{align*}
\lambda_0 &= \frac{1}{2} \left( f_v + g_v - \sqrt{(f_u - g_u)^2 + 4f_c g_u} \right), \\
\mu_0 &= \frac{1}{2} \left( f_v + g_v + \sqrt{(f_u - g_u)^2 + 4f_c g_u} \right), \\
\lambda_n &= \frac{1}{2} \left( f_v + g_v - c - d\ell_n - \sqrt{(f_u + d\ell_n - c - g_u)^2 + 4f_c g_u} \right), \\
\mu_n &= \frac{1}{2} \left( f_v + g_v - c - d\ell_n + \sqrt{(f_u + d\ell_n - c - g_u)^2 + 4f_c g_u} \right),
\end{align*}
\]

for \( n = 1, 2, 3, \ldots \). Furthermore,

\[
(\phi_{n-}, \psi_{n-}) = \left( \frac{f_v}{\lambda_n - f_u}, 1 \right), \quad (\phi_{n+}, \psi_{n+}) = \left( \frac{f_v}{\mu_n - f_u}, 1 \right)
\]

are eigenfunctions corresponding to \( \lambda_n \) and \( \mu_n \) respectively, and for \( n \geq 1 \),

\[
(\phi_{n-}, \psi_{n-}) = \left( \frac{f_v}{\lambda_n + c - f_u} \cos \frac{n\pi x}{L} \cos \frac{n\pi x}{L} \right),
\]

\[
(\phi_{n+}, \psi_{n+}) = \left( \frac{f_v}{\mu_n + c - f_u} \cos \frac{n\pi x}{L} \cos \frac{n\pi x}{L} \right)
\]

are eigenfunctions corresponding to \( \lambda_n \) and \( \mu_n \) respectively.

(ii) \( S_2 = \{f_u - c\} \). Furthermore, \( S_2 = \sigma_c(\mathcal{L}) \) if \( c(g_v - f_u + c) - f_c g_u \neq 0 \), and if \( c(g_v - f_u + c) - f_c g_u = 0 \), then \( f_u - c = \lambda_0 \) or \( \mu_0 \), and \( f_u - c \in \sigma_p(\mathcal{L}) \).

**Proof.** Consider the linear resolvent equation,

\[
\mathcal{L} \left( \begin{array}{c} \phi \\ \psi \end{array} \right) = \lambda \left( \begin{array}{c} \phi \\ \psi \end{array} \right) + \left( \begin{array}{c} \tau_1 \\ \tau_2 \end{array} \right), \quad \text{where} \quad (\tau_1, \tau_2) \in Y,
\]

which is equivalent to

\[
\begin{align*}
c\mathcal{K}\phi + f_u \phi + f_v \psi &= \lambda \phi + \tau_1, \\
d\phi'' + g_u \phi + g_v \psi &= \lambda \psi + \tau_2, \\
\psi'(0) &= \psi'(L) = 0.
\end{align*}
\]

It follows from Lemma 2.1 that if \( \lambda \notin \{f_u, f_u - c\} \), then \( c\mathcal{K} + (f_u - \lambda)I \) has a bounded inverse, where \( I : C([0, L]) \to C([0, L]) \) is the identity operator, and if \( \lambda = f_u \) or \( f_u - c \), then \( c\mathcal{K} + (f_u - \lambda)I \) does not have a bounded inverse. Therefore, we will divide our discussion into three cases.
Case 1. We first consider the case of $\lambda = f_u$. Substituting $\lambda = f_u$ into (16), we have

\[
\begin{cases}
    c \left( \frac{1}{L} \int_0^L \phi dy - \phi \right) + f_v \psi = \tau_1, \\
    d\psi'' + g_u \phi + (g_v - f_u) \psi = \tau_2, \\
    \psi'(0) = \psi'(L) = 0.
\end{cases}
\]  

Integrating the first two equations of (17) over $[0, L]$, we have

\[
\int_0^L \psi dx = \frac{f_0}{f_v} \int_0^L \tau_1 dx \quad \text{and} \quad g_u \int_0^L \phi dx + (g_v - f_u) \int_0^L \psi dx = \int_0^L \tau_2 dx,
\]

which yield

\[
\int_0^L \phi dx = \frac{1}{g_u} \left( \int_0^L \tau_2 dx - \frac{g_v - f_u}{f_v} \int_0^L \tau_1 dx \right).
\]  

This, combined with the first equation of (17), implies that

\[
\phi = -\frac{\tau_1}{c} + \frac{f_v g_u}{c} \psi + \frac{1}{g_u L} \left( \int_0^L \tau_2 dx - \frac{g_v - f_u}{f_v} \int_0^L \tau_1 dx \right).
\]

Substituting (19) into the second equation of (17), we get

\[
J_1 \psi := d\psi'' + \frac{f_v g_u}{c} \psi + (g_v - f_u) \psi = \tau_2 + \frac{g_u \tau_1}{c} - \frac{1}{L} \left( \int_0^L \tau_2 dx - \frac{g_v - f_u}{f_v} \int_0^L \tau_1 dx \right).
\]  

The following discussion for this case is divided into three subcases.

Subcase 1a. If $c(g_v - f_u - dl_n) + f_v g_u \neq 0$ for any $n = 0, 1, 2, \cdots$, the operator $J_1$ has a bounded inverse on $C([0, L])$, which implies that $\mathcal{L} - f_u I$ has a bounded inverse $(\mathcal{L} - f_u I)^{-1}$ on $Y$, and it follows that $f_u \in \rho(\mathcal{L})$.

Subcase 1b. If $c(g_v - f_u) + f_v g_u = 0$, then the integral of the right hand side of Eq. (20) over $[0, L]$ is zero. Note that the operator $J_1$ has a bounded inverse on $\{ \phi \in C([0, L]) : \int_0^L \phi dx = 0 \}$. Then, in this case, we also obtain that $\mathcal{L} - f_u I$ has a bounded inverse $(\mathcal{L} - f_u I)^{-1}$ on $Y$, and $f_u \in \rho(\mathcal{L})$.

Subcase 1c. If $c(g_v - f_u - dl_n) + f_v g_u = 0$ for some positive integer $n$, letting $\tau_1 \equiv \tau_2 \equiv 0$ in (17), we see that the kernel of $\mathcal{L} - f_u I$ is

\[
\mathcal{N}(\mathcal{L} - f_u I) = \text{span} \left\{ \left( \frac{f_v}{c} \cos \frac{n\pi x}{L}, \cos \frac{n\pi x}{L} \right) \right\},
\]

and consequently, $f_u \in \sigma_p(\mathcal{L})$ and $\left( \frac{f_v}{c} \cos \frac{n\pi x}{L}, \cos \frac{n\pi x}{L} \right)$ is the corresponding eigenfunction with respect to $\lambda = f_u$.

Case 2. Next we consider the case that $\lambda = f_u - c$. Substituting $\lambda = f_u - c$ into (16), we have

\[
\begin{cases}
    \frac{c}{L} \int_0^L \phi dx + f_v \psi = \tau_1, \\
    d\psi'' + g_u \phi + (g_v - f_u + c) \psi = \tau_2, \\
    \psi'(0) = \psi'(L) = 0.
\end{cases}
\]  

\[
\begin{cases}
    \frac{c}{L} \int_0^L \phi dy - \phi = \lambda \psi, \\
    d\psi'' + g_u \phi + (g_v - f_u + c) \psi = \tau_2, \\
    \psi'(0) = \psi'(L) = 0.
\end{cases}
\]
Integrating the first two equations of (21) over [0, L], we have
\[
\begin{align*}
\frac{c}{L} \int_0^L \phi dx + f_v \int_0^L \psi dx &= \int_0^L \tau_1 dx, \\
g_u \int_0^L \phi dx + (g_v - f_u + c) \int_0^L \psi dx &= \int_0^L \tau_2 dx.
\end{align*}
\] (22)

The following discussion for this case is also divided into two subcases.

**Subcase 2a.** If \(c(g_v - f_u + c) - f_v g_u \neq 0\), then
\[
\begin{align*}
\int_0^L \phi dx &= \frac{f_v \int_0^L \tau_2 dx - (g_v - f_u + c) \int_0^L \tau_1 dx}{f_v g_u - c(g_v - f_u + c)}, \\
\int_0^L \psi dx &= \frac{g_u \int_0^L \tau_1 dx - c \int_0^L \tau_2 dx}{f_v g_u - c(g_v - f_u + c)}.
\end{align*}
\] (23)

Substituting Eq. (23) into (21), we have
\[
\begin{align*}
\psi &= \frac{\tau_1}{f_v} - \frac{c}{f_v L} \int_0^L \frac{\tau_2 dx - (g_v - f_u + c) \int_0^L \tau_1 dx}{f_v g_u - c(g_v - f_u + c)}, \\
\phi &= \frac{1}{g_u} [\tau_2 - (g_v - f_u + c) \psi - d\psi'].
\end{align*}
\] (24)

It follows that \(\mathcal{L} - (f_u - c) I\) is injective and the range \(\mathcal{R}(\mathcal{L} - (f_u - c) I) = \mathcal{C}^1([0, L]) \times \mathcal{C}(\mathbb{R})\), which is dense in \(Y\). Therefore \(\lambda = f_u - c\) is in the continuous spectrum \(\sigma_{c}(\mathcal{L})\).

**Subcase 2b.** Now we consider the case that \(c(g_v - f_u + c) - f_v g_u = 0\). Let \(\tau_1 = \tau_2 \equiv 0\) in (21), and then we see that \(\phi\) and \(\psi\) are constant functions, which implies that the kernel of \(\mathcal{L} - (f_u - c) I\) is
\[
\mathcal{N}(\mathcal{L} - (f_u - c) I) = \text{span} \left\{ \left(-\frac{f_v}{c}, 1\right) \right\},
\]
and \(\lambda = f_u - c \in \sigma_{p}(\mathcal{L})\).

**Case 3.** Finally, we consider the case that \(\lambda \not\in \{f_u, f_u - c\}\). Then
\[
\phi = [c\mathcal{K} + (f_u - \lambda) I]^{-1} [\tau_1 - f_v \psi].
\] (25)

Substituting Eq. (25) into the second equation of (16), we get
\[
d\psi'' + g_u [c\mathcal{K} + (f_u - \lambda) I]^{-1} [\tau_1 - f_v \psi] + g_v \psi = \lambda \psi + \tau_2,
\]
which is equivalent to
\[
\mathcal{J}_2 \psi = \hat{\tau},
\] (26)

where
\[
\mathcal{J}_2 \psi := d\psi'' + \frac{c}{L} (f_u - \lambda) \int_0^L \psi dx + \frac{(g_v - \lambda)(f_u - c - \lambda) - g_u f_v \psi}{f_u - \lambda - c},
\]
\[
\hat{\tau} := \frac{1}{f_u - \lambda - c} [c\mathcal{K} + (f_u - \lambda) I] \tau_2 - \frac{g_u}{f_u - \lambda - c} \tau_1.
\] (27)

Note that \(\mathcal{K}_1 \psi = \frac{1}{L} \int_0^L \psi dx\) is a bounded linear operator in \(\mathcal{C}([0, L])\). It follows from [36, Chapter 3, Proposition 1.4 and Corollary 2.2] that \(\mathcal{J}_2\) is the infinitesimal generator of an analytic and compact semigroup on \(\mathcal{C}([0, L])\) with domain \(\mathcal{D}(\mathcal{J}_2) = \mathcal{C}^1([0, L])\).
Then, we obtain that \( \sigma(J_2) = \sigma_p(J_2) \) from [36, Chapter 2, Corollary 3.7]. A direct calculation implies that

\[
\sigma_p(J_2) = \{s_0\} \cup \{s_n\}_{n=1}^\infty,
\]

where

\[
s_0 = \frac{1}{f_u - \lambda - c} \begin{vmatrix}
\lambda - f_u & -f_v \\
-g_u & \lambda - g_v
\end{vmatrix},
\]

\[
s_n = \frac{1}{f_u - \lambda - c} \begin{vmatrix}
\lambda + c - f_u & -f_v \\
-g_u & \lambda + d\ell_n - g_v
\end{vmatrix},
\]

for \( n = 1, 2, 3, \ldots \). Then the following discussion for this case is divided into two subcases.

**Subcase 3a.** If \( 0 \notin \sigma(J_2) \), that is

\[
\lambda^2 - (f_u + g_v)\lambda + f_u g_v - f_v g_u \neq 0
\]

and

\[
\lambda^2 - (f_u + g_v - c - d\ell_n)\lambda + (c - f_u)(d\ell_n - g_v) - f_v g_u \neq 0 \quad \text{for} \quad n = 1, 2, 3, \ldots,
\]

then \( J_2 \) has a bounded inverse \( J_2^{-1} \) on \( C([0, L]) \) and

\[
\|\psi\|_\infty \leq \frac{1}{f_u - \lambda - c} \|J_2^{-1}\| \|[(2c + |f_u - \lambda|)]\|_{\tau_2} \|g_u\|_\tau \|\|\tau_1\|_\infty,
\]

and consequently,

\[
\|\phi\|_\infty \leq \|[cK + (f_u - \lambda)I]^{-1}\| \|\|\tau_1\|_\infty + |f_v|\|\psi\|_\infty\).
\]

Therefore, \( L - \lambda I \) has a bounded inverse \( (L - \lambda I)^{-1} \) on \( Y \), and it follows that \( \lambda \in \rho(L) \).

**Subcase 3b.** If \( 0 \in \sigma(J_2) \), then \( \lambda \) satisfies the characteristic equation

\[
\lambda^2 - (f_u + g_v)\lambda + f_u g_v - f_v g_u = 0,
\]

or

\[
\lambda^2 - (f_u + g_v - c - d\ell_n)\lambda + (c - f_u)(d\ell_n - g_v) - f_v g_u = 0
\]

for some integer \( n \geq 1 \). A direct computation implies that Eq. (30) has two roots \( \lambda_0 \) and \( \mu_0 \), and Eq. (31) has two roots \( \lambda_n \) and \( \mu_n \) for \( n \geq 1 \), where \( \lambda_n, \mu_n \) (\( n = 0, 1, 2, \ldots \)) are defined in Eq. (12). It follows from \( f_v g_u \neq 0 \) that \( \lambda_0, \mu_0 \neq f_u \) and \( \lambda_n, \mu_n \neq f_u - c \) for any \( n \geq 1 \). Clearly, \( f_u \) satisfies Eq. (31) for some positive integer \( n \) if and only if \( c(g_v - f_u - d\ell_n) + f_v g_u = 0 \) for some positive integer \( n \). It follows from Subcase 1c that if \( c(g_v - f_u - d\ell_n) + f_v g_u = 0 \) for some positive integer \( n \), then \( f_u = \lambda_n \) or \( \mu_n \), and \( \lambda_n, \mu_n \in \sigma_p(L) \). Moreover, \( f_u - c \) satisfies Eq. (30) if and only if \( c(g_v - f_u + c) - f_v g_u = 0 \). It follows from Subcase 2b that if \( c(g_v - f_u + c) - f_v g_u = 0 \), then \( f_u - c = \lambda_0 \) or \( \mu_0 \), and \( \lambda_0, \mu_0 \in \sigma_p(L) \). Therefore, \( \lambda_n, \mu_n \) (\( n = 0, 1, 2, 3, \ldots \)) are the eigenvalues of \( L \), \((\phi_0, -\psi_0, -)\) and \((\phi_0, +, +)\) (defined in Eq. (13)) are the eigenfunctions corresponding to \( \lambda_0 \) and \( \mu_0 \) respectively, and for \( n \geq 1 \), \((\phi_{n, -}, \psi_{n, -})\) and \((\phi_{n, +}, \psi_{n, +})\) (defined in Eq. (14)) are the eigenfunctions corresponding to \( \lambda_n \) and \( \mu_n \) respectively.

It follows from the above three cases that \( \sigma(L) = S_1 \cup S_2 \), and \( S_1 \) and \( S_2 \) satisfy (i) and (ii).
Theorem 2.2 shows that the spectrum of the linearized operator $L$ of (8) at a constant equilibrium can be completed determined. Note that the eigenvalues $\lambda_n, \mu_n \ (n = 0, 1, 2, 3, \ldots)$ defined in Eq. (12) are not necessarily real numbers. The corresponding constant equilibrium $(u_*, v_*)$ is linearly stable if all spectrum points have negative real parts, that is, $\sigma(L) \subset \mathbb{C}^-$. Otherwise it is unstable. Then immediately from Theorem 2.2 (ii), we have

**Corollary 1.** Assume that $(u_*, v_*)$ is a constant positive steady state of model (3). If $c < f_u$, then $(u_*, v_*)$ is always unstable.

The instability stated in Corollary 1 holds for any constant steady state as long as the strength of the nonlocal dispersal is smaller than some threshold value. And it is also a generalization of Corollary 2.2 of [33], which is the case that $c = 0$. Note that this result holds regardless of the stability of $(u_*, v_*)$ with respect to the ODE dynamics, and it is also independent of $d$, the diffusion coefficient of the passive diffusive species.

Now we apply the general results in Theorem 2.2 to the activator-inhibitor system (3). First we consider the schemes (a) and (b) in (7), where the dispersal of the activator is nonlocal while the inhibitor has a diffusive dispersal. We have the following result on the stability of $(u_*, v_*)$.

**Theorem 2.3.** Assume that $(u_*, v_*)$ is a constant positive equilibrium of model (3), the sign pattern of the Jacobian matrix (6) at $(u_*, v_*)$ is either scheme (a) or (b) defined as in (7), and (5) is satisfied. Then the spectral set

$$\sigma(L) = \{\lambda_n\}_{n=0}^\infty \cup \{\mu_n\}_{n=0}^\infty \cup \{f_u - c\},$$

where $\lambda_n, \mu_n \ (n = 0, 1, 2, \ldots)$ are the eigenvalues defined in Eq. (12). Furthermore

(i) If $c > f_u$, then $\sigma(L) \subset \mathbb{C}^-$ and $(u_*, v_*)$ is linearly stable.

(ii) If $c = f_u$, then $\sigma(L) = \sigma_p(L) \cup \sigma_c(L)$, where $\sigma_p(L) = \{\lambda_n\}_{n=0}^\infty \cup \{\mu_n\}_{n=1}^\infty \subset \mathbb{C}^-$, and $\sigma_c(L) = \{0\}$.

(iii) If $c < f_u$, then $\sigma(L) = \sigma_p(L) \cup \sigma_c(L)$, where $\sigma_c(L) = \{f_u - c\}$, $\sigma_p(L) = \{\lambda_n\}_{n=0}^\infty \cup \{\mu_n\}_{n=1}^\infty$, and $\sigma_p(L) \cap \mathbb{C}^+$ has infinitely many elements. Furthermore, there exists a positive sequence $\{d_n\}_{n=1}^\infty$ defined by

$$d_n = \frac{f_u g_v - g_u f_v - c g_v}{(f_u - c) \ell_n} \text{ for } n = 1, 2, 3, \ldots,$$

such that $\mu_n > 0 > \lambda_n$ for any $n \geq 1$ when $d > d_1$, and when $d \in (d_{n+1}, d_n),$ $\mu_j > 0 > \lambda_j$ for any $j \geq n + 1$ and $0 > \mu_j > \lambda_j$ for any $j \leq n$.

**Proof.** It follows from Eq. (5) that if $c \leq f_u$, then $c(g_v - f_u + c) - f_v g_u > 0$. This, combined with Theorem 2.2, implies that $\sigma_c(L) = \{f_u - c\}$ if $c \leq f_u$. From Eq. (12) (or (28)), we see that, for $n \geq 1$, $\lambda_n$ and $\mu_n$ satisfy

$$\lambda_n + \mu_n = f_u + g_u - c - d \ell_n < 0,$$

$$\lambda_n \mu_n = D_n := d \ell_n (c - f_u) - c g_v + f_u g_v - g_u f_v.$$  \hspace{1cm} (34)

Note that $f_u g_v - f_v g_u > 0$, and for schemes (a) and (b), $f_u > 0$ and $g_v < 0$. Then if $c \geq f_u$, $D_n > 0$ for any $n \geq 1$, which implies that $\lambda_n$ and $\mu_n$ both have negative real parts for any $n \geq 1$, and (i) and (ii) are proved.

If $c < f_u$, then for each $n \geq 1$, $D_n$ is decreasing with respect to $d$, $D_n = 0$ for $d = d_n$, and $D_n < 0$ for $d > d_n$. Therefore $\mu_n > 0 > \lambda_n$ when $d > d_n$, and (iii) holds. \hfill $\Box$
Remark 1. We remark that it follows from Theorem 2.3 that for the activator-inhibitor models with a nonlocal activator dispersal and a diffusive inhibitor dispersal, a large nonlocal activator dispersal rate inhibits the formation of patterns. However, when the dispersal rate \( c \) is small, the spectrum of the linearized operator \( \mathcal{L} \) with respect to \((u_*, v_*)\) is similar to the one of ODE-PDE coupled models (which corresponds to the case \( c = 0 \)), see [29, 32, 33]. Specifically, the constant positive steady state \((u_*, v_*)\) is always linearly unstable, and it could be linearly stable against small disturbances with any wave numbers when the diffusion rate \( d \) decreases.

On the other hand, we have the following results for the stability of \((u_*, v_*)\) under the schemes (c) and (d), where the dispersal of the inhibitor is nonlocal and the activator has a diffusive dispersal.

Theorem 2.4. Assume that \((u_*, v_*)\) is a constant positive steady state of model (3), the sign pattern of the Jacobian matrix (6) at \((u_*, v_*)\) is either scheme (c) or (d) defined as in (7), and (5) is satisfied. Then

\[
\sigma(\mathcal{L}) = \sigma_p(\mathcal{L}) \cup \sigma_c(\mathcal{L}),
\]

where \( \sigma_p(\mathcal{L}) = \{\lambda_n\}_{n=0}^{\infty} \cup \{\mu_n\}_{n=1}^{\infty} \), \( \lambda_n, \mu_n \) \( n = 0, 1, 2, \ldots \) are defined in (12), and \( \sigma_c(\mathcal{L}) = \{f_u - c\} \). Furthermore

(i) If \( c \leq \frac{f_u g_v - g_u f_v}{g_v} \), then \( \sigma(\mathcal{L}) \subset \mathbb{C}^- \) and \((u_*, v_*)\) is linearly stable.

(ii) If \( c > \frac{f_u g_v - g_u f_v}{g_v} \), then there exists a positive sequence \( \{\tilde{d}_n\}_{n=1}^{\infty} \), where

\[
\tilde{d}_n = \frac{cg_v - f_u g_v + g_u f_v}{(c-f_u)\ell_n} \quad \text{for} \quad n = 1, 2, 3, \ldots,
\]

such that \( \sigma(\mathcal{L}) \subset \mathbb{C}^- \) and \((u_*, v_*)\) is linearly stable for \( d > \tilde{d}_1 \), and when \( d \in (\tilde{d}_{n+1}, \tilde{d}_n) \), \( \mu_j > 0 > \lambda_j \) for any \( 1 \leq j \leq n \) and \( 0 > \mu_j > \lambda_j \) for any \( j \geq n + 1 \).

Proof. Since the sign pattern of the Jacobian matrix (6) is either scheme (c) or (d), it follows that \( g_v - f_u > 0 \), which implies that \( c(g_v - f_u + c) - f_u g_v > 0 \). Then, from Theorem 2.2, we see that \( \sigma(\mathcal{L}) = \sigma_p(\mathcal{L}) \cup \sigma_c(\mathcal{L}) \), where \( \sigma_p(\mathcal{L}) = \{\lambda_n\}_{n=0}^{\infty} \cup \{\mu_n\}_{n=1}^{\infty} \), and \( \sigma_c(\mathcal{L}) = \{f_u - c\} \). It follows from Eq. (12) (or (28)) that for \( n \geq 1 \), \( \lambda_n \) and \( \mu_n \) satisfy

\[
\lambda_n + \mu_n = f_u + g_v - c - d\ell_n < 0,
\]

\[
\lambda_n \mu_n = D_n := d\ell_n(c - f_u) - cg_v + f_u g_v - g_u f_v.
\]

Note that for schemes (c) and (d), \( f_u < 0 \) and \( g_v > 0 \). Then if \( c \leq \frac{f_u g_v - g_u f_v}{g_v} \), \( D_n > 0 \) for any \( n \geq 1 \), which implies that \( \lambda_n \) and \( \mu_n \) are both negative for any \( n \geq 1 \), and (i) is proved.

If \( c > \frac{f_u g_v - g_u f_v}{g_v} \), then for each \( n \geq 1 \), \( D_n \) is increasing with respect to \( d \), \( D_n = 0 \) for \( d = \tilde{d}_n \), and \( D_n < 0 \) for \( d < \tilde{d}_n \). Hence (ii) holds. \( \Box \)

Remark 2. Theorem 2.4 shows that for the activator-inhibitor models with a nonlocal dispersal of the inhibitor and a diffusive dispersal of the activator, a small nonlocal inhibitor dispersal rate \( c \) inhibits the formation of patterns, which is similar to the nonlocal activator and diffusive inhibitor case considered in theme (a) and
(b). However, when the nonlocal inhibitor dispersal rate \( c \) is large, the spectrum of the linearized operator \( \mathcal{L} \) with respect to \((u_*, v_*)\) is similar to that of classical reaction-diffusion model (4). Specifically, the constant positive steady state \((u_*, v_*)\) is linearly stable for the large diffusion rate \( d \), and it could be linearly unstable against small disturbances of certain wave numbers when the diffusion coefficient \( d \) decreases. The number of unstable modes is finite, and it suggests the formation of spatial patterns in these unstable modes.

In the following we will show that \( \{d_j\}_{j=1}^\infty \) and \( \{\tilde{d}_j\}_{j=1}^\infty \) defined in Theorem 2.3 and 2.4 are all bifurcation points, where nonconstant positive steady states of (3) bifurcate from the constant one. Define the map \( F : X \times \mathbb{R}^+ \rightarrow Y \) by

\[
F(U, d) = \left( c \left( \frac{1}{L} \int_0^L u(y)dy - u \right) + f(u, v) \right) \text{ for } U = (u, v) \in X, \ d \in \mathbb{R}^+.
\]

Then \( F(U_*, d) = 0 \) for any \( d > 0 \), where \( U_* = (u_*, v_*) \), and \( \mathcal{L} = \partial_U F(U_*, d) \), which is the Fréchet derivative of \( F \) with respect to \( U \) at \((U_*, d)\). Furthermore, we define \( \mathcal{L}_j = \partial_U F(U_*, d_j) \) and \( \tilde{\mathcal{L}}_j = \partial_U F(U_*, d_j) \) for \( j \geq 1 \). Then, when the activator has a nonlocal dispersal, we have the following results on the existence of nonconstant positive steady states.

**Theorem 2.5.** Suppose that the assumptions in Theorem 2.3 are satisfied, and \( c < f_u \). Then, for each positive integer \( j \), the solutions of (8) near \((d_j, u_*, v_*)\) consist precisely of the curves \( \{(d, u_*, v_*) : d > 0\} \) and \( \{(d_j(s), u_j(s), v_j(s)) : s \in I = (-\delta, \delta)\} \), where \( d_j(s), u_j(s) \) and \( v_j(s) \) are continuously differentiable functions such that

\[
d_j(0) = d_j, \quad (u_j(0), v_j(0)) = (u_*, v_*), \quad \text{and} \quad (u'_j(s), v'_j(s)) = (\phi_{j, +}, \psi_{j, +}),
\]

where

\[
(\phi_{j, +}, \psi_{j, +}) = \left\{ \frac{f_u}{c - f_u} \cos \frac{j \pi x}{L}, \cos \frac{j \pi x}{L} \right\}.
\]

**Proof.** It follows from Lemma 2.2 that the kernel of \( \mathcal{L}_j \) is

\[
\mathcal{N}(\mathcal{L}_j) = \mathcal{N}(\partial_U F(U_*, d_j)) = \text{span}\{\phi_{j, +}, \psi_{j, +}\},
\]

where \( \phi_{j, +} \) and \( \psi_{j, +} \) are defined as in Eq. (14) with \( \mu_j = 0 \). Then we consider the range of \( \mathcal{L}_j \), denoted by is \( \mathcal{R}(\mathcal{L}_j) \). From Case 3 in Theorem 2.2, we see that Eq. (16) with \( \tilde{d} = d_j \) and \( \lambda = \mu_j = 0 \) has a solution if and only if Eq. (26) with \( d = d_j \) and \( \lambda = \mu_j = 0 \) has a solution. Plugging \( d = d_j \) and \( \lambda = \mu_j = 0 \) into Eq. (26), we see that (26) has a solution if and only if \( \int_0^L \tau_{j, +}dx = 0 \), which is equivalent to

\[
\int_0^L \left[ (f_u - c)\tau_2 - g_u \tau_1 \right] \cos \frac{j \pi x}{L} dx = 0.
\]

Therefore,

\[
\mathcal{R}(\mathcal{L}_j) = \left\{ (\tau_1, \tau_2) \in Y : \int_0^L \left[ (f_u - c)\tau_2 - g_u \tau_1 \right] \cos \frac{j \pi x}{L} dx = 0 \right\},
\]

and consequently \( \text{codim} \mathcal{R}(\mathcal{L}_j) = 1 \). A direct calculation yields

\[
\partial_{du} F(U_*, d_j) = \begin{pmatrix} 0 & 0 \\ 0 & \frac{d^2}{dx^2} \end{pmatrix},
\]

\[
\partial_{dv} F(U_*, d_j)(\phi_{j, +}, \psi_{j, +})^T = (0, \psi_{j, +}'') = (0, -\ell_j \cos \frac{j \pi x}{L}).
\]
Then \(-\int_0^L (f_u - c) \ell_j \cos^2 \frac{j \pi x}{L} \, dx \neq 0\), which implies that
\[
\partial_{u_j} F(U_*, d_j)(\phi_{j,+}, \psi_{j,+})^T \not\in \mathcal{R}(\mathcal{L}_j).
\]

By virtue of the bifurcation from a simple eigenvalue theorem ([10, Theorem 1.7]), we can complete the proof.

Here we remark that the bifurcating nonconstant positive steady states obtained in Theorem 2.5 are all linearly unstable from Theorem 2.3 and the eigenvalue perturbation result in [11]. So these nonconstant steady state solutions are not stable patterns which persist for all time.

Similarly, we have the following bifurcation results when the inhibitor has a nonlocal dispersal, and the proof is similar to that of Theorem 2.5 thus it is omitted.

**Theorem 2.6.** Suppose that the assumptions in Theorem 2.4 are satisfied, and \(c > \frac{f_u g_v - g_u f_v}{g_v}\). Then, for each positive integer \(j\), the solutions of (8) near \((d_j, u_*, v_*)\) consist precisely of the curves \(\{(d, u_*, v_*) : d > 0\}\) and \(\{(d_j(s), u_j(s), v_j(s)) : s \in I = (-\delta, \delta)\}\), where \(d_j(s), u_j(s)\) and \(v_j(s)\) are continuously differentiable functions such that
\[
d_j(0) = \tilde{d}_j, \quad (u_j(0), v_j(0)) = (u_*, v_*), \quad \text{and} \quad (u_j'(s), v_j'(s)) = (\phi_{j,+}, \psi_{j,+}),
\]
where
\[
(\phi_{j,+}, \psi_{j,+}) = \left\{ \frac{f_u}{c - f_u} \cos \frac{j \pi x}{L}, \cos \frac{j \pi x}{L} \right\}.
\]

The bifurcating nonconstant positive steady states at \(\tilde{d}_1\) obtained in Theorem 2.6 could be linearly stable from Theorem (2.4) and the eigenvalue perturbation result in [11]. From Theorems 2.4 and 2.6, the spatial pattern formation for (3) under the schemes (c) and (d) is possible for the dispersal parameter pair \((c, d)\) is in the instability region
\[
R_2 := \left\{ (c, d) : c > \frac{f_u g_v - g_u f_v}{g_v}, \quad d > 0 \right\}. \quad (39)
\]

And Theorem 2.4 and (36) show that if \((c, d) \in R_2\), then \((u_*, v_*)\) is unstable in the mode\(-n\) (corresponding to \(\cos(n \pi x/L)\)) when the spatial scale satisfies
\[
L > n \pi \sqrt{\frac{d(c - f_u)}{c g_v - f_u g_v + g_u f_v}}, \quad n = 0, 1, 2, 3, \cdots. \quad (40)
\]

To compare the pattern formations in nonlocal dispersal model (3) with the classical reaction-diffusion activator-inhibitor model (4), we revisit the reaction-diffusion activator-inhibitor model (4) and compare the instability regions with respect to parameters \(c\) and \(d\) for both models (3) and (4), where spatial scale \(L\) could induce unstable modes. Here we suppose that all the assumptions for \(f\) and \(g\) in Theorem 2.4 are satisfied. The characteristic equations with respect to \((u_*, v_*)\) for model (4) take the following form:
\[
\begin{vmatrix}
\lambda + c \ell_n - f_u & -f_v \\
-g_u & \lambda + d \ell_n - g_v
\end{vmatrix}
= \lambda^2 - (f_u + g_v - c \ell_n - d \ell_n) \lambda + \tilde{D}(\ell_n) = 0,
\]
for \(n = 0, 1, 2, \cdots\), where \(\ell_n = \frac{\pi^2 n^2}{L^2}\) and
\[
\tilde{D}(p) = c d p^2 - (c g_v + d f_u) p + f_u g_v - g_u f_v. \quad (42)
\]
Clearly, if \(\Delta(c,d) := (cg_v + df_u)^2 - 4cd(f_ag_v - g_a f_v) > 0\) and \(cg_v + df_u > 0\), then \(\hat{D}(p) = 0\) has two positive roots

\[
p_{\pm} = \frac{cg_v + df_u \pm \sqrt{(cg_v - df_u)^2 + 4cdg_uf_v}}{2cd},
\]

such that \(D(p) < 0\) for \(p \in (p_-, p_+)\). Therefore, the instability region with respect to parameters \(c\) and \(d\) for model (4), where the spatial scale could induce instability, takes the following form

\[
R_1 := \{(c,d) : c,d > 0, \Delta(c,d) > 0, cg_v + df_u > 0\} = \{(c,d) : c > d/\alpha_1\},
\]

where

\[
\alpha_1 = \frac{f_ag_v - 2g_af_v - 2\sqrt{(-g_of_v)(f_ag_v - g_a f_v)}}{f_a^2} > 0.
\]

If \((c,d) \in R_1\), \((u_*, v_*)\) is unstable in the mode \(-n\) (corresponding to \(\cos(n\pi x/L)\)) when the spatial scale \(L\) satisfies

\[
\frac{n\pi}{\sqrt{p_+}} < L < \frac{n\pi}{\sqrt{p_-}}, \quad n = 1, 2, 3, \cdots.
\]

We have the following result on the spectral set of linearized equation of (4) and associated stability problem.

**Theorem 2.7.** Assume that \((u_*, v_*)\) is a constant positive steady state of model (4), the sign pattern of the Jacobian matrix (6) at \((u_*, v_*)\) is either scheme (c) or (d) defined as in (7), and (5) is satisfied. Then

\[
\sigma(\hat{L}) = \sigma_p(\hat{L}) = \{\hat{\lambda}_n\}_{n=0}^\infty \cup \{\hat{\mu}_n\}_{n=0}^\infty,
\]

where \(\hat{L}\) is defined by

\[
\hat{L} \begin{pmatrix} \phi \\ \psi \end{pmatrix} = \begin{pmatrix} c\phi'' + f_a\phi + f_v\psi \\ d\psi'' + g_a\phi + g_v\psi \end{pmatrix},
\]

and \(\hat{\lambda}_n\) and \(\hat{\mu}_n\) \((n = 0, 1, 2, 3, \cdots)\) are defined by

\[
\hat{\lambda}_n = \frac{1}{2} \left( f_u + g_v - c\ell_n - d\ell_n - \sqrt{(f_u + d\ell_n - c\ell_n - g_v)^2 + 4f_v g_u} \right),
\]

\[
\hat{\mu}_n = \frac{1}{2} \left( f_u + g_v - c\ell_n - d\ell_n + \sqrt{(f_u + d\ell_n - c\ell_n - g_v)^2 + 4f_v g_u} \right).
\]

Furthermore

(i) If \(c < d/\alpha_1\), then \(\sigma(\hat{L}) \subseteq \mathbb{C}^-\) and \((u_*, v_*)\) is linearly stable.

(ii) For any \(c > 0\), there exists a sequence \(\{\hat{d}_n\}_{n=n_0}^\infty\), where

\[
n_0 = \min\{n \in \mathbb{Z} : n > 0, cg_v\ell_n - (f_ag_v - f_v g_a) > 0\},
\]

\[
\hat{d}_n = \frac{cg_v\ell_n - f_ag_v + f_v g_a}{(c\ell_n - f_a)\ell_n} \quad \text{for} \quad n = n_0, n_0 + 1, n_0 + 2, \cdots,
\]

such that \(\sigma(\hat{L}) \subseteq \mathbb{C}^-\) and \((u_*, v_*)\) is linearly stable for \(d > \max\{\hat{d}_n\}\), and when \(d < \max\{\hat{d}_n\}\), \(\sigma(\hat{L}) \cap \mathbb{C}^+\) has finitely many elements and \((u_*, v_*)\) is linearly unstable.

Comparing Theorems 2.4 and 2.7, we find that the sets of dispersal parameter pair \((c,d)\) so that the constant steady state \((u_*, v_*)\) is linearly stable are different: when the inhibitor dispersal is diffusive, the stable parameter set is \(S_1 = \{(c,d) : c < d/\alpha_1\}\); and when the inhibitor dispersal is nonlocal, the set is \(S_2 = \{(c,d) : c < (f_ag_v - f_v g_a)/g_v\}\). On the other hand, in the complemenatal set \(R_1\) (defined in
(44)) or \( R_2 \) (defined in (39)) (see Fig. 1), spatial pattern formation is possible but the pattern depends on the spatial scale \( L \). For a fixed mode-\( n \), the range of spatial scale for pattern formation in classical reaction-diffusion model (4) is a bounded one (see (45)), while the one for nonlocal dispersal is an unbounded one (see (40)).

**Figure 1.** Diagram for parameters regions \( R_1 \) and \( R_2 \). Here only nonlocal model (3) could exhibit complex patterns in region (I), only reaction-diffusion model (4) could exhibit complex patterns in region (II), and both model (3) and (4) could exhibit complex patterns in region (III).

3. **Applications.** In this section, we apply the theoretical results in Section 3 to two examples: the Klausmeier-Gray-Scott model of water-plant interaction with nonlocal plant dispersal and the Holling-Tanner predator-prey model with nonlocal predator dispersal.

First, we consider the following Klausmeier-Gray-Scott model of water-plant interaction with nonlocal plant dispersal:

\[
\begin{align*}
\frac{\partial u}{\partial t} &= u^2 v - bu + c \left( \frac{1}{L} \int_0^L u(y,t)dy - u(x,t) \right), \quad 0 \leq x \leq L, \ t > 0, \\
\frac{\partial v}{\partial t} &= A - v - u^2 v + dv_{xx}, \quad 0 < x < L, \ t > 0, \\
\nu_x(0,t) &= \nu_x(L,t) = 0, \quad t > 0, \\
u(x,0) &= u_0(x) \geq 0, \ v(x,0) = v_0(x) \geq 0.
\end{align*}
\]

This is based on the model of water-plant interaction firstly proposed in [19], with \( u(x,t) \) being the density of plant and \( v(x,t) \) the density of water. Here \( A > 0 \) is the precipitation, \( b > 0 \) is the plant mortality rate, and \( c, d > 0 \) are the dispersal coefficients. In the original model in [19], the dispersal of plant is diffusive and the one for water is advective. The Gray-Scott model from chemical reaction also has the same functional form [7, 21, 20, 37, 43, 51], so the system (50) is also termed as Klausmeier-Gray-Scott model. A variety of models with the same reaction scheme but other dispersals have been considered: both diffusive [18], and diffusive water
dispersal and nonlocal plant dispersal [1, 12]. The model (50) is a special case of the one in [12] with no advection of water.

The steady states of Eq. (50) satisfy
\[
\begin{align*}
-c \left( \frac{1}{L} \int_0^L u(y)dy - u \right) &= u^2v - bu, & 0 \leq x \leq L, \\
-dv'' &= A - v - u^2v, & 0 < x < L, \\
v'(0) &= v'(L) = 0.
\end{align*}
\] (51)

If \( A > 2b \), then model (50) has two constant positive steady states \((u_1, v_1)\) and \((u_2, v_2)\), where
\[
\begin{align*}
u_1 &= \frac{A + \sqrt{A^2 - 4b^2}}{2b}, & v_1 &= \frac{A - \sqrt{A^2 - 4b^2}}{2}, \\
u_2 &= \frac{A - \sqrt{A^2 - 4b^2}}{2b}, & v_2 &= \frac{A + \sqrt{A^2 - 4b^2}}{2}.
\end{align*}
\]

The Jacobian matrix with respect to \((u, v)\) \((i = 1, 2)\) takes the following form:
\[
\begin{pmatrix}
  f_u & f_v \\
g_u & g_v
\end{pmatrix}_{(u_i, v_i)} = \begin{pmatrix}
b & u_i^2 \\
-2b & -(u_i^2 + 1)
\end{pmatrix},
\]
and model (50) is an activator-inhibitor model with a nonlocal dispersal for the activator. It follows from [12] that \((u_1, v_1)\) is locally asymptotically stable for the corresponding ODEs if \(u_i^2 > \max\{1, b - 1\} \). Since \(u_1 > 1\) and \(u_2 < 1\), it follows that \((u_2, v_2)\) is unstable for the corresponding ODEs, and \((u_1, v_1)\) is locally asymptotically stable for the corresponding ODEs if
\[
\left( A + \sqrt{A^2 - 4b^2} \right)^2 > 4b^2(b - 1).
\] (52)

Clearly, if \( b < 2 \), Eq. (52) holds. Then, based on Theorems 2.3 and 2.5, we have the following results.

**Proposition 1.** Suppose that \( A > 2b \) and Eq. (52) hold, and \( \mathcal{L} \) is the linearized operator with respect to \((u_1, v_1)\). Then \( \sigma(\mathcal{L}) = \{\lambda_n\}_{n=0}^\infty \cup \{\mu_n\}_{n=1}^\infty \cup \{b - c\} \), where \( \lambda_n, \mu_n \) \((n = 0, 1, 2, 3, \cdots)\) are eigenvalues defined in Eq. (12) with \( f_u = b, \ f_v = u_i^2 \), \( g_u = -2b \) and \( g_v = -(u_i^2 + 1) \). Furthermore, we have the following three statements.

(i) If \( c > b \), then \( \sigma(\mathcal{L}) \subset \mathbb{C}^- \) and \((u_1, v_1)\) is linearly stable.

(ii) If \( c = b \), then \( \sigma(\mathcal{L}) = \sigma_p(\mathcal{L}) \cup \sigma_c(\mathcal{L}) \), where \( \sigma_p(\mathcal{L}) = \{\lambda_n\}_{n=0}^\infty \cup \{\mu_n\}_{n=1}^\infty \subset \mathbb{C}^- \), and \( \sigma_c(\mathcal{L}) = \{0\} \).

(iii) If \( c < b \), then \( \sigma(\mathcal{L}) = \sigma_p(\mathcal{L}) \cup \sigma_c(\mathcal{L}) \), where \( \sigma_c(\mathcal{L}) = \{b - c\} \), \( \sigma_p(\mathcal{L}) = \{\lambda_n\}_{n=0}^\infty \cup \{\mu_n\}_{n=1}^\infty \), and \( \sigma_p(\mathcal{L}) \cap \mathbb{C}^+ \) has infinitely many elements, so \((u_1, v_1)\) is unstable with an infinite dimensional unstable space. Furthermore, there exists a sequence \( \{d_j\}_{j=1}^\infty \), where
\[
d_j = \frac{(b + c)u_i^2 - b + c}{(b - c)\ell_j}
\] for \( j = 1, 2, 3, \cdots \),

such that \( \mu_n > 0 > \lambda_n \) for any \( n \geq 1 \) when \( d > d_1 \), and when \( d \in (d_{j+1}, d_j) \), \( \mu_n > 0 > \lambda_n \) for any \( n \geq j + 1 \) and \( 0 > \mu_n > \lambda_n \) for any \( n \leq j \). For each positive integer \( j \), the solutions of (51) near \((d_j, u_1, v_1)\) consist precisely of the curves \( \{(d, u_j, v_j) : d > 0\} \) and \( \{(d_j(s), u_j(s), v_j(s)) : s \in I = (-\delta, \delta)\} \).

Here \( d_j(s) \), \( u_j(s) \) and \( v_j(s) \) are \( C^\infty \) functions such that
\[
d_j(0) = d_j, \quad (u_j(0), v_j(0)) = (u_1, v_1), \quad \text{and} \quad (u_j'(s), v_j'(s)) = (\phi_{j+}, \psi_{j+}),
\]
where
\[
(\phi_{j,+}, \psi_{j,+}) = \left( \frac{u_1^2}{c-b} \cos \frac{j\pi x}{L}, \cos \frac{j\pi x}{L} \right).
\]

We show some numerical simulations for model (50). We see that a large nonlocal activator dispersal rate inhibits the formation of patterns, see Fig. 2, and complex patterns could occur for small nonlocal activator dispersal rate. Moreover, there exist spike solutions, and the number of spikes could increase as spatial domain \(L\) increases, see Figs. 3-4. We remark that similar spike solutions has been investigated in [31] for a nonlocal model without diffusion, which is the case of (50) with \(c = 0\). We conjecture that such spike solutions are indeed unstable.

**Figure 2.** The solution of model (50) converges to the constant positive equilibrium \((u_1, v_1)\) for \(c > b\). Here \(d = 6, A = 4, b = 1.8, L = 1, c = 10\), and the initial values \(u(x, 0) = 1.5 + 0.001x(1-x)\), and \(v(x, 0) = 1.1 + 0.001\cos x\). (Left) \(u(x, t)\); (Right) \(v(x, t)\).

Next we consider the activator-inhibitor model with a nonlocal dispersal for the inhibitor, and choose the following nonlocal Holling-Tanner predator-prey model as an example:

\[
\begin{align*}
\frac{\partial u}{\partial t} &= c \left( \frac{1}{L} \int_0^L u(y, t) dy - u \right) + su \left( 1 - \frac{u}{v} \right), \quad 0 \leq x \leq L, \quad t > 0, \\
\frac{\partial v}{\partial t} &= dv_{xx} + v(1 - \beta v) - \frac{muv}{v + 1}, \quad 0 < x < L, \quad t > 0, \\
v_x(0, t) &= v_x(L, t) = 0, \quad t > 0, \\
u(x, 0) &= u_0(x) > 0, \quad v(x, 0) = v_0(x) > 0,
\end{align*}
\]

where \(u(x, t)\) and \(v(x, t)\) represent the densities of the predator and prey at location \(x\) and time \(t\) respectively, and parameters \(\beta, m, c, d\) and \(s\) are all positive, see [49] for more detailed biological meanings. The steady states of model (54) satisfy

\[
\begin{align*}
-c \left( \frac{1}{L} \int_0^L u(y) dy - u \right) &= su \left( 1 - \frac{u}{v} \right), \quad 0 \leq x \leq L, \\
-dv'' &= v(1 - \beta v) - \frac{muv}{v + 1}, \quad 0 < x < L, \\
v'(0) &= v'(L) = 0.
\end{align*}
\]

Clearly, model (54) has a unique constant positive steady state for any \(c, d > 0\), denoted by \((u_*, v_*)\), where \(v_*\) satisfies \((1 - \beta v_*)(1 + v_*) = mv_*\), and \(u_* = v_*\).
Figure 3. The solution of model (50) forms a one-spike spatial pattern for \( c < b \), and the upper panels show the profile of \( u \) and \( v \) at time \( t = 12 \) and \( t = 30 \), respectively. Here \( d = 6, A = 4, b = 1.8, L = 1, c = 1 \), and the initial values \( u(x, 0) = 1.5 + 0.001x(1 - x) \), and \( v(x, 0) = 1.1 + 0.001 \cos x \). (Left) \( u(x, t) \); (Right) \( v(x, t) \).

It follows from [28] that the Jacobian matrix with respect to \((u_*, v_*)\) takes the following form:

\[
\begin{pmatrix}
 f_u & f_v \\
 g_u & g_v
\end{pmatrix}_{(u_*, v_*)} = \begin{pmatrix}
 -s & s \\
 -mv_1 + v_0 & s_0
\end{pmatrix},
\]

the determinate \((f_u g_v - f_v g_u)(u_*, v_*) = \frac{s(1 + \beta v_*)^2}{1 + v_*} > 0\), \( s_0 = -\beta v_* + \frac{mv_*^2}{(v_* + 1)^2} \), and \( s_0 > 0 \) if and only if \( \beta < 1 \) and \( m > \frac{(1 + \beta)^2}{2(1 - \beta)} \).

Similarly, based on Theorems 2.4 and 2.6, we have the following results.

**Proposition 2.** Suppose that \( \beta \) and \( m \) satisfy Eq. (56), \( s > s_0 \), and \( \mathcal{L} \) is the linearized operator with respect to \((u_*, v_*)\). Then

\[
\sigma(\mathcal{L}) = \sigma_p(\mathcal{L}) \cup \sigma_c(\mathcal{L}),
\]

where \( \sigma_p(\mathcal{L}) = \{\lambda_n\}_{n=0}^{\infty} \cup \{\mu_n\}_{n=1}^{\infty} \), \( \lambda_n, \mu_n (n = 0, 1, 2, \ldots) \) are defined in (12) with \( f_u = -s, f_v = s, g_u = -\frac{mv_*}{1 + v_*} \) and \( g_v = s_0 \), and \( \sigma_c(\mathcal{L}) = \{f_u - c\} \). Furthermore,
Figure 4. The solution of model (50) forms to a two-spike spatial pattern for \( c < b \), and the upper panels show the profile of \( u \) and \( v \) at time \( t = 13 \) and \( t = 30 \), respectively. Here \( d = 6, A = 4, b = 1.8, L = 2, c = 1, \) and the initial values \( u(x,0) = 1.5 + 0.001x(2 - x), \) and \( v(x,0) = 1.1 + 0.001 \cos x. \) (Left) \( u(x,t); \) (Right) \( v(x,t). \)

(i) If \( c \leq c_0 := \frac{s(1 + \beta v^2)}{s_0(1 + v_*)} \), then \( \sigma(L) \subset C^- \).

(ii) If \( c > c_0 \), then there exists a sequence \( \{\tilde{d}_j\}_{j=1}^\infty \), where

\[
\tilde{d}_j = \frac{1}{(c + s)\ell_j} \left[ cs_0 - \frac{s(1 + \beta v^2)}{s(1 + v_*)} \right] \quad \text{for } j = 1, 2, 3, \ldots, \tag{58}
\]

such that \( \sigma(L) \subset C^- \) for \( d > \tilde{d}_1 \), and \( \mu_n > 0 > \lambda_n \) for any \( n \leq j \) and \( 0 > \mu_n > \lambda_n \) for any \( n \geq j + 1 \) when \( d \in (\tilde{d}_{j+1}, \tilde{d}_j) \). Moreover, for each positive integer \( j \), the solutions of (55) near \( (\tilde{d}_j, u_*, v_*) \) consist precisely of the curves \( \{(d, u_j(s), v_j(s)) : s \in I = (-\delta, \delta)\} \), where \( d(s), u_j(s) \) and \( v_j(s) \) are \( C^\infty \) functions such that

\[
d(0) = \tilde{d}_j, \quad (u_j(0), v_j(0)) = (u_*, v_*), \quad \text{and} \quad (u_j'(s), v_j'(s)) = (\phi_{j,+}, \psi_{j,+}),
\]

where

\[
(\phi_{j,+}, \psi_{j,+}) = \left( \frac{s}{c + s} \cos \frac{j\pi x}{L}, \cos \frac{j\pi x}{L} \right).
\]

Now, we give some numerical simulations for model (54), and it is different from model (50). For this case, a small nonlocal dispersal rate \( c \) inhibits the formation of patterns, and complex patterns could occur for a large nonlocal dispersal rate.
Furthermore, we also show that if \((c,d) \in R_2 \setminus R_1\), where \(R_1\) and \(R_2\) are defined as in Eqs. (44) and (39) respectively, then a large spatial scale will induce complex patterns for the nonlocal model (54), whereas \((u_*, v_*)\) is locally asymptotically stable for the corresponding reaction-diffusion model.

\[
\begin{align*}
\frac{\partial u}{\partial t} &= cu_{xx} + su \left(1 - \frac{u}{v}\right), \quad 0 \leq x \leq L, \ t > 0, \\
\frac{\partial v}{\partial t} &= dv_{xx} + v \left(1 - \beta v\right) - \frac{muw}{v+1}, \quad 0 < x < L, \ t > 0, \\
u_x(0,t) = u_x(L,t) = v_x(0,t) = v_x(L,t) = 0, \quad t > 0, \\
u(x,0) = u_0(x) > 0, \quad v(x,0) = v_0(x) > 0,
\end{align*}
\]

see Fig. 6.

4. Discussion. In this paper, we consider the spatial pattern formation for activator-inhibitor models with nonlocal dispersal. The nonlocal dispersal is chosen to be the “spatial averaging” dispersal, which is an approximation of a general nonlocal dispersal with large dispersal scale.

It is shown that if the dispersal of the activator is nonlocal and the one for the inhibitor is diffusive, then a large nonlocal activator dispersal rate \(c\) inhibits the formation of spatial patterns, and a small activator dispersal rate \(c\) induces the instability, and complex spatial patterns could occur. Similar to the pattern formation scenario of coupled ODE-PDE systems, these non-constant steady states generated from symmetry-breaking bifurcations are unstable. But for the Klausmeier water-plant model, spike layer solutions are still numerically observed, and the number of spikes increases as the size \(L\) of the spatial domain increases, see Fig. 3 and 4. The persistence mechanism of such spike layer solutions requires further investigation.

On the other hand, if the dispersal of the activator is diffusive and the one for the inhibitor is nonlocal, then a small nonlocal inhibitor dispersal rate \(c\) inhibits the formation of spatial patterns; while a large nonlocal inhibitor dispersal rate \(c\) induces instability, and complex spatial patterns could occur. This pattern formation scenario is similar to the Turing instability for the classical reaction-diffusion model (4), and the non-constant steady states generated from symmetry-breaking bifurcations could be stable ones. However, the nonlocal dispersal induced pattern formation occurs in a different instability parameter regime compared to the Turing mechanism, so that is a new mechanism for spatial pattern formation. We should point out that the theoretical results obtained in this paper could also apply to models in a higher dimensional domain as along as the eigenvalues of the Laplacian operator are simple.

The pattern formation mechanism revealed in this paper applies to the case when the dispersal scale of either the activator or the inhibitor is large (or nonlocal), while in the original Turing reaction-diffusion model, the dispersal scales of both the activator and the inhibitor are small (or local). Our results show the effect of these two different dispersal scenarios on the formation of spatial patterns. It should be noted that here the dispersal is assumed to be symmetric and there is no population loss in the dispersal. In reality the wind directions may produce non-symmetric distribution, and the population loss occurring in the dispersal could also affect the spatial patterns. Moreover, the analysis in this paper cannot work for other kernel functions, since the methods here works as the constant kernel induces a rank-1 linear mapping. The nonlocal dispersal will make the associated solution
Figure 5. The solution of model (54) converges to the constant steady state (respectively, a nonconstant stationary pattern) for \( c < c_0 \) (respectively, \( c > c_0 \)), and the lower panel show the profile of the nonconstant stationary pattern with \( c = 4 \). Here \( \beta = 0.2, m = 2, L = \pi, s = 1, d = 0.03 \), and the initial values \( u(x,0) = 0.5 + 0.05 \cos x \), and \( v(x,0) = 0.3 + 0.02 \cos x \). (Upper) \( c = 2 \); (Middle) \( c = 4 \); (Left) \( u(x,t) \); (Right) \( v(x,t) \).

semiflow noncompact, and consequently it will bring some difficulties to analyze the global dynamics of model (3). These questions will be considered in the future investigations.

Acknowledgments. We would like to thank the anonymous reviewer for helpful comments which improve the manuscript.
Figure 6. The solution converges to a nonconstant stationary pattern for the nonlocal model (54), whereas the solution converges to the constant steady state for the reaction-diffusion model (59). Here the initial values $u(x, 0) = 0.3 + 0.05 \cos x/2$, and $v(x, 0) = 0.5 + 0.03 \cos x/2$, $\beta = 0.2$, $m = 2$, $L = 2\pi$, $s = 1$, $d = 0.15$, $c = 4$, and $(c, d) \in R_2 \setminus R_1$, where $R_1$ and $R_2$ are defined as in Eqs. (44) and (39), respectively. (Left) $u(x, t)$; (Right) $v(x, t)$.
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