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We consider the problem of allocating $m$ indivisible chores to $n$ agents with additive disvaluation (cost) functions. It is easy to show that there are picking sequences that give every agent (that uses the greedy picking strategy) a bundle of chores of disvalue at most twice her share value (maximin share, MMS, for agents of equal entitlement, and anyprice share, APS, for agents of arbitrary entitlement). Aziz, Li and Wu (2022) designed picking sequences that improve this ratio to $\frac{5}{3}$ for the case of equal entitlement. We design picking sequences that improve the ratio to $1.733$ for the case of arbitrary entitlement, and to $\frac{8}{5}$ for the case of equal entitlement. (In fact, computer assisted analysis suggests that the ratio is smaller than $1.543$ in the equal entitlement case.) We also prove a lower bound of $\frac{3}{2}$ on the obtainable ratio when $n$ is sufficiently large.

Our results trivially imply that (for additive valuation over chores) in the arbitrary entitlement case, there always is an allocation that gives every agent at most $1.733$APS, and in the equal entitlement case, there always is a distribution over allocations that gives every agent at most $1.6$MMS ex-post, and at most the proportional share ex-ante. Neither of these implications were previously known to hold.

Additional contributions of our work include improved guarantees in the equal entitlement case when $n$ is small; introduction of the chore share as a convenient proxy to other share notions for chores; introduction of ex-ante notions of envy for risk averse agents, and enhancements to our picking sequences that eliminate such envy.

CCS Concepts: • Theory of computation → Algorithmic game theory.

Additional Key Words and Phrases: Fair division, allocation of indivisible chores, maximin share, anyprice share, chore share.

ACM Reference Format:
Uriel Feige and Xin Huang. 2023. On picking sequences for chores. In Proceedings of the 24th ACM Conference on Economics and Computation (EC ’23), July 9–12, 2023, London, United Kingdom. ACM, New York, NY, USA, 30 pages. https://doi.org/10.1145/3580507.3597783

1 INTRODUCTION

We consider a setting of allocation of a set $M$ on $m$ indivisible items to $n$ agents. An allocation $A = (A_1, \ldots, A_n)$ is a partition of $M$ into $n$ disjoint bundles of items (some of the bundles might be empty), with the interpretation that for every $i$, agent $i$ gets bundle $A_i$. Every agent $i$ has a valuation function $v_i : 2^M \rightarrow R$, assigning values to bundles of items. The utility of an allocation $A = (A_1, \ldots, A_n)$ for agent $i$ is $v_i(A_i)$. Our allocation setting does not involve money (agents do not pay for the items, and cannot transfer utilities among themselves by paying each other). Consequently, we wish our allocation to satisfy some fairness properties. The fairness notions that we consider are discussed in Section 1.1. Here we just alert the reader that in defining these fairness notions, we shall consider both the common special case in which agents have equal entitlement to the items, and the general case of arbitrary (possibly unequal) entitlements. The entitlement of
agent $i$ is denoted by $b_i$, and entitlements satisfy $b_i \geq 0$ and $\sum_{i=1}^{n} b_i = 1$. In the special case of equal entitlement, $b_i = \frac{1}{n}$ for every agent $i$.

In this paper we shall assume that all valuation functions are additive, meaning that for every $S \subset M$, $v_i(S) = \sum_{e \in S} v_i(\{e\})$. Consequently, for every agent $i$ and item $e$, we can classify the item as a good if $v_i(e) \geq 0$, or as a chore $v_i(e) \leq 0$ (if $v_i(e) = 0$ we may classify the item either way). We shall further assume in this paper that the allocation instance is either an instance in which this assumption does not hold are referred to as mixed manna, see [Livanos et al. 2022].

In settings of allocation of chores it will be convenient to think of items as having positive disvalue instead of negative value. We shall denote disvaluation functions by $c_i$ (where $c$ stands for cost), to distinguish them from the corresponding valuation function $v_i$ (where $v_i = -c_i$). In the context of chores we sometimes use the term responsibility instead of entitlement, so that agents with higher responsibility are expected to take upon themselves more of the chores. The notation $b_i$ will be used both for entitlements and for responsibility.

The focus of our work will be a special class of allocation mechanisms, referred to as picking sequences. To design a picking sequence for an allocation instance with a set $N$ of $n$ agents and a set $M$ of $m$ items, one only needs to know the vector $(b_1, \ldots, b_n)$ of entitlements for the agents, but not the valuations $v_i$. One introduces a set $\Pi$ of identifiers for pickers, with $|\Pi| = |N| = n$. A picking sequence is then a vector $\pi = (\pi_1, \ldots, \pi_m) \in \Pi^m$. To use the picking sequence, there are two stages. In the preliminary stage, one chooses a bijection $f$ between agents $N$ and pickers $\Pi$. If both sets are $\{1, \ldots, n\}$ (which we denote by $[n]$), the bijection will often simply be the identity bijection, $f(i) = i$. However, we shall sometimes employ a more elaborate preliminary stage (see Section 1.2). Thereafter, in the main stage of using the picking sequences, there are $m$ rounds. In each round $r$, the agent $f^{-1}(\pi_r)$ whose identity is mapped to the identity of the picker $\pi_r$ gets to pick whichever single item she desires among those items not yet picked in previous rounds.

Picking sequences are used in practice. In combination with an appropriate preliminary stage, they are often perceived as fair. For example, they are used in order to allocate housing units to eligible individuals in the “Mechir Lamishtaken” housing initiative in Israel (see https://www.dira.moch.gov.il/, in Hebrew). There, the setting is largely that of equal entitlement, and the preliminary stage involves choosing a random permutation as the bijection between $N$ and $\Pi$. (This permutation is slightly modified later, to account for some aspects of unequal entitlement, but they are not of significant relevance to the current paper.) As another example, picking sequences are used by NBA teams to draft eligible basketball players (see https://www.nba.com/draft/2022). In this setting, agents (the NBA teams) have unequal entitlement (which depends on their performance in the past season), and the bijection between $N$ and $\Pi$ is partly deterministic (based on the entitlements), and partly random (the mapping to first four pickers is determined by a lottery, biased towards agents with higher entitlement).

Picking sequences have several advantages that make them attractive allocation mechanisms. The reporting burden that they enforce on agents is rather light: agents simply need to report those items that they pick when it is their turn to pick, and do not need to report their full valuation function (and not even the value that they assign to those items that they pick). Moreover, the computational burden for deciding which items to choose is often relatively small. In unit demand setting (such as the housing example above) in which an agent picks only once, all the agent needs to compute is which is the most preferred single item among the remaining items, and choosing this item is a dominant strategy for the agent (in our model, in which we assume no externalities and no collusion). In settings with additive valuations (as in this paper) and multiple picks per agent, a risk averse agent (who fears that other agents will pick those items that the agent values most)
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has a simple optimal strategy (in a max-min sense, maximizing the value of the worst possible resulting received bundle): in every round in which it is the agents’s turn to pick, pick the item of highest value among those remaining. We refer to this strategy as the greedy picking strategy. Another advantage of picking sequences is that they are easy to understand and transparent: an agent that receives a bundle understands how it came about that this is the particular bundle that she received.

Though picking sequences are attractive allocation mechanisms, they are not optimal in terms of the guarantees that they offer. Even in the special case of unit demand valuations, where the use of random order picking sequences (also referred to as random serial dictatorship, RSD) is very common, there are allocation mechanisms such as the Eating mechanism of [Bogomolnaia and Moulin 2001] whose utility to the agents stochastically dominate RSD, for some allocation instances. For additive valuations over goods, no picking sequence guarantees that every agent will get at least a constant fraction of her maximin share (MMS, see Definition in Section 1.1). As one of our major goals in this paper is to offer constant approximation for share notions such as the MMS and the APS (the anyprice share, see Definition in Section 1.1), most of the current paper will not be concerned with allocation of goods, but rather with allocation of chores. For chores, it is quite straightforward to design picking sequences that provide a factor 2 approximation to standard share notions (the MMS for equal entitlement, the APS for arbitrary entitlement). Moreover, as shown in [Aziz et al. 2022a], one can obtain approximation ratios better than 2 (specifically, $\frac{5}{3}$) in the case of equal entitlement. This last paper serves as an inspiration for the current work. Our main technical contributions will be the design of picking sequences for chores that improve over the ratio of 2 (compared to APS) for the arbitrary entitlement case, and improve over the ratio of $\frac{5}{3}$ (compared to MMS) in the equal entitlement case.

1.1 Fairness notions

We shall distinguish between ex-post fairness notions, and ex-ante fairness notions. Ex-post fairness notions refer to properties of the final allocation, regardless of how the allocation was obtained. Ex-ante fairness notions refer to the whole range of allocations that the allocation mechanism might produce (not only the one actually produced), where the range of allocations may depend on randomness of the allocation mechanism, and various (possibly strategic) choices made by the agents when reporting their preferences to the allocation mechanism.

No single fairness notion is universally agreed upon as being the correct definition of fairness. So instead, we shall define properties that are associated with fairness, with emphasize on those properties that are used in this paper.

1.1.1 Share based fairness. Share based fairness notions translate the entitlement of the agent and her valuation function into a value, and this value serves as a constraint to the allocation mechanism. Formally, a share $s$ is a function that maps a pair $(v_i, b_i)$ to a real value. An allocation is considered acceptable (with respect to the corresponding share notion) if it gives each agent $i$ a bundle $A_i$ satisfying $v_i(A_i) \geq s(v_i, b_i)$. In share based fairness notions, the agent is concerned only with the bundle that she herself receives, and is not concerned with how the remaining items are partitioned among the remaining agents. Note that the share only determines which allocations are acceptable. If there are several different acceptable allocations, one still needs a rule for selecting an allocation among the acceptable ones (or a distribution over acceptable allocations). This selection rule may be guided by the share notion (e.g., attempting to give agents a high as possible multiple of their shares), but may also be guided by other principles (e.g., maximizing welfare). In this section we mostly present various share notions, and do not address selection rules.
The maximin share (MMS) was formally defined in [Budish 2011]. It applies only to setting with equal entitlement (namely, \( b_i = \frac{1}{n} \)).

**Definition 1.** The MMS of agent \( i \) is the minimum value of a bundle according to \( v_i \), if agent \( i \) were to partition \( M \) into \( n \) bundles so as to maximize this minimum. Formally,

\[
\text{MMS}(v_i, \frac{1}{n}) = \max_{A=\{A_1,\ldots,A_n\}} \min_{j \in [n]} [v_i(A_j)]
\]

where \( A \) ranges over all \( n \)-partitions of \( M \).

The anyprice share (APS) was introduced in [Babaioff et al. 2021b], and applies to setting with arbitrary entitlements. Let \( P_m \) denote the family of all vectors \( P = (p_1, \ldots, p_m) \) of prices for the items, where \( p_j \geq 0 \) for every \( j \in [m] \), and \( \sum_{j=1}^{m} p_j = 1 \). We view the entitlement of the agent as a budget \( b_i \).

**Definition 2.** For goods (and an agent with valuation function \( v_i \) and entitlement \( b_i \)), the APS is the highest value that the agent is guaranteed to be able to afford to buy, no matter how the goods are priced. Formally, the APS for goods is:

\[
\text{APS}(v_i, b_i) = \min_{P \in P_m} \max_{S \subseteq M \mid \sum_{j \in S} p_j \leq b_i} v_i(S).
\]

For chores (and an agent with disvaluation function \( c_i \) and responsibility \( b_i \)), the APS is the lowest disvalue that the agent is guaranteed to be able to spend her entire budget on, no matter how the chores are priced. Formally,

\[
\text{APS}(c_i, b_i) = \max_{P \in P_m} \min_{S \subseteq M \mid \sum_{j \in S} p_j \geq b_i} c_i(S).
\]

In this paper we introduce another notion of a share, that we refer to as the chore share (CS). This share is applicable only for additive disvaluation functions over chores, which is the main class of valuation functions that we consider in this paper. For this class, the CS serves as a convenient lower bound for the APS.

**Definition 3.** Consider an agent \( i \) with additive disvaluation function \( c_i \) and responsibility (entitlement) \( b_i \). Order the chores from highest disvalue (chores \( e_1 \) to lowest disvalue (chores \( e_m \)) according to \( c_i \). The chore share of agent \( i \), denoted by \( \text{CS}_i \), is the maximum among the following three quantities:

1. \( b_i \cdot v_i(M) \). (The chore share is at least the proportional share.)
2. \( v_i(e_1) \). (The chore share is at least the disvalue of the item with highest disvalue.)
3. \( v_i(e_k) + v_i(e_{k+1}) \), where \( k = \lfloor \frac{1}{b_i} \rfloor \). (For example, if \( b_i = 0.3 \), then \( z \geq v_i(e_3) + v_i(e_4) \). Note that \( \text{AP}_i \geq v_i(e_3) + v_i(e_4) \), by pricing each of the first four items at 0.25.)

As an example of a gap between the \( \text{CS}_i \) and \( \text{AP}_i \), consider an agent \( i \) of entitlement \( \frac{1}{n} \), and \( 2n + 1 \) chores, each of value \( \frac{n}{2n+1} \). In this example \( \text{CS}_i = 1 \), whereas \( \text{AP}_i = \text{MMS}_i = \frac{3n}{2n+1} \).

We remark that for chores, the following inequalities follow quite easily from the respective definitions (the first inequality is applicable if and only if \( \frac{1}{b_i} \) is an integer, as otherwise the MMS is not defined), and each inequality is sometimes strict:

\[
\text{MMS}(c_i, b_i) \geq \text{APS}(c_i, b_i) \geq \text{CS}(c_i, b_i)
\]

None of the share notions introduced above (MMS, APS, CS) is feasible: there are allocation instances with additive valuations over chores in which no allocation gives every agent her MMS [Aziz et al. 2017; Feige et al. 2021]. Hence the share notions that we shall consider are approximate versions of the above shares. For goods and \( \alpha \leq 1 \), the \( \alpha \)-MMS and \( \alpha \)-APS are shares whose value equals \( \alpha \) times the corresponding share value. For chores and \( \beta \geq 1 \), the \( \beta \)-MMS, \( \beta \)-APS and \( \beta \)-CS...
are shares whose value equals $\beta$ times the corresponding share value. In the current work, we design picking sequences for chores that give each agent no more than her $\beta$-CS, for some value of $\beta < 2$.

1.1.2 Envy based fairness. In envy based fairness notions, an agent is concerned with the bundle that she herself receives, and also with the bundles that other agents receive (how the remaining items are partitioned into bundles among the other agents). The standard definitions of envy freeness apply most naturally to settings with equal entitlement. There, an allocation is said to be envy free if every agent weakly prefers her own bundle over each of the other bundles allocated to the other agents. For indivisible items, envy free allocations often do not exist (e.g., if there are fewer goods than agents), and relaxations of envy freeness (such as envy free up to one item [Budish 2011], and others) are sometimes considered instead. In this paper we shall not be concerned with these relaxations. Instead, we shall consider ex-ante notions of envy freeness, which are feasible in settings with indivisible items.

The standard notion of envy freeness is not suited for settings with arbitrary entitlements, as it is natural that agents with low entitlement will envy the bundle received by agents of higher entitlement (when allocating goods). There have been attempts to extend definitions of envy freeness to settings on unequal entitlement in some quantitative manner (considering ratios of values of bundles), but we shall follow a different approach here, which is qualitative rather than quantitative. For agents of unequal entitlement, we shall only require that the agent of higher entitlement does not envy the agent of lower entitlement. Likewise, for agents of unequal responsibility (for chores), we shall only require that the agent of lower responsibility does not envy the agent of higher responsibility.

The notion of ex-ante envy freeness is more subtle than that of ex-post envy freeness, as it involves beliefs of the agents as to what allocation (or distribution of allocations) the allocation mechanism will produce. Allocation mechanisms that are based on picking sequences are often implemented as a multi-round game among the agents (in each round, one agent picks an item), rather as a one shot game in which all agents provide their valuation functions to some central authority, and this authority declares an allocation (as in the revelation principle). In these multi-round settings, the behavior of agents may depend on how they believe other agents will behave, and hence the output allocation is determined not only by the valuation functions of the agents, but also by their beliefs. Consequently, our ex-ante envy notion involves some modeling of the agents (beyond just modeling them as having additive valuation functions). Specifically, we model them as being risk averse, in the sense that they believe that other agents are adversarial. For the case of allocation mechanisms based on a picking sequence $\pi$ (the case considered in this paper), this entails that an agent $i$ with additive valuation $v_i$ ex-ante envies agent $j$ if and only if $v_i(B_j) > v_i(B_i)$ holds, for the bundles $B_i$ and $B_j$ that are defined as follows. Sort the items from highest value to lowest value according to $v_i$. Let $f(i)$ and $f(j)$ denote the identifiers associated with agents $i$ and $j$ in the picking sequence. Then $B_i$ (or $B_j$, respectively) contains those items that in the sorted order appear in the same locations as the rounds in which $f(i)$ (of $f(j)$, respectively) picks in the picking sequence $\pi$. We shall refer to our ex-ante envy freeness notion as EF-RA (“Envy Free for Risk Averse agents”). See more details in Section B.

1.2 The preliminary stage for picking sequences
Recall that in the preliminary stage we map identities of agents $\mathcal{N}$ to identities of pickers $\Pi$ in the picking sequence. We distinguish between three types of preliminary stages.

- **Adversarial.** The choice of bijection between $\mathcal{N}$ and $\Pi$ is constrained by the vector of entitlements of the agents (the picker identity that an agent may assume may depend on the
entitlement of the agent), and one may think of the given bijection as if chosen by an adversary from the set of all allowable bijections. This type of preliminary stage is mainly used for analysing ex-post share guarantees of picking sequences.

- **Oblivious.** As in the adversarial case, there is a set of allowable bijections, but now there is a probability distribution over these bijections, and the given bijection is chosen randomly according to this probability distribution. This type of preliminary stage is mainly used for achieving improved ex-ante guarantees for picking sequences (without hurting the ex-post guarantees).

- **Strategic.** Here, the picking identities \( \Pi \) are thought of as items to be allocated to agents (where the allocation needs to be a bijection), and one employs some strategic allocation mechanism for choosing the bijection. Unlike the oblivious case, the valuation functions of agents may affect which identity they get. This type of preliminary stage is introduced and used in our work in order to improve over the ex-ante guarantees offered by an oblivious preliminary stage.

1.3 Our results

Some of the contributions of our work are conceptual. One such contribution is the introduction of the notion of a **chore share**, which serves as a convenient proxy for other share notions (MMS and APS) when agents have additive disvaluations over chores. Another such contribution is the introduction of a strategic preliminary stage for picking sequences, and illustrating its use for augmenting picking sequences that have strong ex-post share based guarantees so that they also have ex-ante envy-freeness guarantees.

For agents with arbitrary entitlements, our main result concerning ex-post guarantees is the following.

**Theorem 1.** When allocating indivisible chores to agents with additive valuations and arbitrary entitlements, for every vector of entitlements there is a picking sequence (that can be computed in polynomial time) in which every agent (that follows the greedy picking strategy) gets a bundle of disvalue at most \( 1.733 \) times her chore share (and hence disvalue at most \( 1.733 \) times her APS).

We remark that Theorem 1 is the first to show that when allocating indivisible chores to agents with additive valuations and arbitrary entitlements, there is an allocation that gives every agent a bundle of value at most \( \rho \) times her APS, for some \( \rho < 2 \). (For allocation of goods, a value of at least 0.6 times the APS was shown in [Babaioff et al. 2021b].)

For agents with equal entitlements, our main result concerning ex-post guarantees is the following improvement over a previous result of [Aziz et al. 2022a], who designed picking sequences that guarantee a \( \frac{5}{3} \) approximation to the MMS.

**Theorem 2.** When allocating indivisible chores to agents with additive valuations and equal entitlements, there is a picking sequence (that can be computed in polynomial time) in which every agent (that follows the greedy picking strategy) gets a bundle of disvalue at most 1.6 times her chore share (and hence disvalue at most 1.6 times her MMS).

We remark that the 1.6 approximation ratio to the chore share in Theorem 2 is not best possible. For small \( n \) we show better bounds, and in particular, an upper bound of \( \frac{13}{7} \) for \( n = 4 \) (and a lower bound of \( \frac{3}{2} \)). For general \( n \), computer assisted analysis that we performed suggests that the true ratio of our picking sequences is better than 1.543 (for the bound of 1.6 claimed in the theorem we present a full proof verifiable by hand). The following Theorem presents a lower bound on the best possible approximation ratio achieved by picking sequences.
Theorem 3. When allocating indivisible chores to $n$ agents with equal entitlements, for sufficiently large $n$ and $m$, for every picking sequence and agents that follow the greedy picking strategy, there are input instances under which some agent gets a bundle of disvalue at least 1.5 times her MMS (and hence, also disvalue at least 1.5 times her APS, and disvalue at least 1.5 times her chore share).

Being based on picking sequences, our results concerning ex-post guarantees easily extend to best of both worlds (BoBW) type results that offer both ex-post guarantees and ex-ante guarantees. This is done by including an appropriate preliminary stage. For ex-ante envy freeness guarantees, we use the notion of EF-RA (envy free for risk averse agents), defined in Section B.

For arbitrary entitlement, using a strategic preliminary stage, we get the following corollary.

Corollary 1. When allocating indivisible chores to agents with additive valuations and arbitrary entitlements, for every vector of entitlements there is an allocation mechanism with the following properties:

- It is ex-ante EF-RA (envy free for risk averse agents).
- Every agent (that follows the greedy picking strategy) gets ex-post a bundle of disvalue at most 1.733 times her chore share.

For equal entitlements, using an oblivious preliminary stage (a random bijection between $N$ and $\Pi$), we obtain a stronger corollary that also includes ex-ante share based guarantees.

Corollary 2. When allocating indivisible chores to agents with additive valuations and equal entitlements, for every vector of entitlements there is an allocation mechanism with the following properties:

- It is ex-ante EF-RA.
- Every agent (that follows the greedy picking strategy) gets ex-ante a bundle of expected disvalue at most her proportional share $\frac{4}{9}c_i(M)$.
- Every agent (that follows the greedy picking strategy) gets ex-post a bundle of disvalue at most 1.6 times her chore share. (As noted above, computer assisted analysis suggests that the ratio is in fact at most 1.543.)

Previously, a similar corollary was stated in [Babaioff et al. 2021a], but with a weaker ex-post ratio of $\frac{3}{5}$ instead of $\frac{8}{5}$ (and without referring to EF-RA, as that notion was not defined at the time).

1.4 Related work

The maximin share (MMS) was defined by Budish [Budish 2011] in studying allocation problems to agents with equal entitlements. Kurokawa, Procaccia and Wang [Kurokawa et al. 2018] showed that there are allocation instances in which agents have additive valuations, yet no MMS allocation exists. They initiated the study of allocations that give each agent at least a $\rho$ fraction of her MMS, for $\rho$ as close to 1 as possible. Following several works [Amanatidis et al. 2015; Barman et al. 2018; Feige et al. 2021; Garg et al. 2019; Garg and Taki 2020; Ghodsi et al. 2018], the highest value of $\rho$ known for additive valuations over goods is $\frac{3}{4} + \frac{1}{12n}$, whereas there are examples in which a value higher than $\frac{39}{40}$ is not attainable. For the case of chores, following several works [Aziz et al. 2017; Barman and Krishnamurthy 2020; Feige et al. 2021; Huang and Lu 2021], the lowest value of $\rho$ known for additive valuations is $\frac{11}{9}$, whereas there are examples in which a value lower than $\frac{44}{43}$ is not attainable.

The Anyprice share (APS) was defined by Babaioff, Ezra and Feige [Babaioff et al. 2021b], and is applicable also to allocation problems in which agents have unequal entitlements. For additive valuations over goods they gave an allocation algorithm that gives every agent at least $\frac{3}{4}$ of her
APS, whereas for additive valuations over chores they observed that known techniques provide allocations in which every agent gets a bundle of disvalue at most twice her APS.

In our work we study picking sequences for agents with additive valuations over chores, and derive approximation guarantees for them with respect to the MMS (for the case of equal entitlements) and the APS (for the case of arbitrary entitlements). Our study was inspired by the work of Aziz, Li and Wu [Aziz et al. 2022a] who designed picking sequences for the equal entitlements case that give each agent a bundle of disvalue at most $\frac{5}{3}$ times her MMS. In our work, we design new picking sequences, improving the approximation ratio in the equal entitlements case, and getting the first nontrivial ratios (better than 2) in the arbitrary entitlement case.

Picking sequences for agents with arbitrary entitlements were studied in [Chakraborty et al. 2021], but the fairness notions considered there (such as WEF1 and WPROP1) are different than those considered in the current paper. For additive valuations, these fairness notions do not imply a constant approximation to the MMS or APS in the case of goods, and only imply an approximation ratio of 2 in the case of chores. In contrast, the goal in our paper is to design picking sequences for chores with approximation ratios strictly better than 2.

Additional themes in the study of fair allocation of indivisible items can be found (for example) in the survey [Aziz et al. 2022b]. We briefly mention some of these themes. There are fairness notions not based on shares, and among them those based on variations on envyfreeness (such as EF1 and EFX) receive much attention (see for example [Berger et al. 2022; Caragiannis et al. 2016; Chaudhury et al. 2020, 2021]). Besides setting with either only goods or only chores, there are studies of fair allocation of mixed manna that contain both goods and chores [Aziz et al. 2019; Livanos et al. 2022]. There are also studies of fair allocation in settings in which the valuation functions of agents go beyond additive. See for example [Chaudhury et al. 2022; Ghodsi et al. 2022; Li et al. 2022].

2 OVERVIEW OF OUR PROOF TECHNIQUES

Our main technical results involve picking sequences for chores for agents with additive disvaluation functions. In this section we provide an overview for the main ideas used in our proofs for these results.

2.1 The chore share

Rather than analyse the approximation ratios of our picking sequences directly compared to the APS, we introduce the chore share (CS, see Definition 3), which is a lower bound on the APS (for additive disvaluation functions over chores). Hence, an approximation of $\rho$ with respect to the CS is also an approximation ratio of $\rho$ with respect to the APS (recall, that agents wish to receive a bundle of small disvalue). The advantage of using the CS as a proxy to the APS is that it simplifies the analysis, compared to direct use of the APS.

2.2 Identically ordered (IDO) instances

When agents have additive disvaluations (and likewise, additive valuations), identical ordering (IDO) input instances are of special interest.

**Definition 4.** We say that an input instance with additive disvaluation functions over indivisible chores has identical ordering (IDO) if the disvaluation functions of agents are such that for every disvaluation function $c_i$ and every two items $e_j$ and $e_k$ with $j < k$, it holds that $c_i(e_j) \geq c_i(e_k)$.

For picking sequences for chores when agents have additive disvaluation functions, we consider the greedy picking strategy: at every round in which it is the agent’s round to pick, she picks the item of smallest disvalue among those remaining.
Lemma 1. For every picking sequence and every disvaluation function of an agent, the worst case for an agent who uses the greedy picking strategy (in terms of the disvalue of the final bundle received) is when the input instance is IDO and all other agents also use the greedy picking strategy.

Proof. For IDO instances, when all agents use the greedy picking strategy, in every round \( r \) in which it is the agent’s turn to pick, the selection of chores remaining to pick from is the worst possible (the \( m - r + 1 \) chores of highest disvalue).

We analyse the approximation guarantee compared to the chore share for agents that follow the greedy picking strategy. By Lemma 1, we may assume for this purpose that the input instance is an IDO instance, and all agents follow the greedy picking strategy. (By a well known lemma from [Bouveret and Lemaître 2016], this assumption can be made also when the allocation mechanism is not based on a picking sequence.) Under this assumption, there is a one to one correspondence between picking sequences and allocations. The agent picking in round \( r \) gets item \( e_{m-r+1} \) in the allocation, and conversely, the agent that gets item \( i \) is the one who picks in round \( m - i + 1 \). This leads to the following corollary.

Corollary 3. Consider an arbitrary allocation instance with \( n \) agents and \( m \) chores \( e_1, \ldots, e_m \). Consider an arbitrary allocation \( A = (A_1, \ldots, A_n) \), and associate with it a picking sequence \( \pi \) in which every agent \( i \) picks in those rounds \( r \) for which \( e_{m-r+1} \in A_i \). Let \( \rho_i(A) \) be the worst possible approximation ratio \( \frac{c_i(A_i)}{APS_i} \) over all additive disvaluation functions for agent \( i \) with respect to which the input instance is an IDO instance (\( c_i(e_j) \geq c_i(e_k) \) for every \( j < k \)). Let \( \rho_i(\pi) \) be the worst possible approximation ratio (of the disvalue of the bundle received compared to the APS) for agent \( i \) that follows the greedy picking strategy in picking sequence \( \pi \), taken over all additive disvaluation functions \( c_i \), and over all picking strategies for the other agents. Then \( \rho_i(A) = \rho_i(\pi) \). Moreover, the same equality holds with \( APS_i \) replaced by \( MMS_i \).

With Corollary 3 in mind, when describing our picking sequences, we shall sometimes describe them as allocations (e.g., agent 1 gets item \( e_1 \)) rather than as picking sequences (e.g., agent 1 gets to pick in round \( m \)).

2.3 Picking sequences for chores for agents with arbitrary entitlements

We now present an overview for the proof of Theorem 1. We assume without loss of generality that the instance is IDO. Then, we consider a fractional allocation of the chores, and round this fractional allocation to get an integral allocation. By Corollary 3, this integral allocation defines a picking sequence (the agent getting chore \( e_j \) in the integral allocation gets to pick in round \( m - j + 1 \)) in the picking sequence. Lemma 2 (in Section 3), which is fairly standard (similar lemmas have been previously used in related contexts), connects between the properties of the fractional allocation and the approximation guarantees of the resulting picking sequence. Starting from the proportional fractional allocation (in which every agent \( i \) gets a fraction \( b_i \) of each chore), Lemma 2 implies that after rounding, the picking sequence will approximate the chore share within a ratio no worse than 2. Our contribution is that we improve over the ratio of 2. To do so, we modify the proportional fractional allocation gradually to a mixed allocation (partly integral, partly fractional), in which the first \( n \) items are allocated integrally, and the remaining items are allocated fractionally. We show that this can be done in such a way that applying Lemma 2 to the mixed allocation gives an improved approximation ratio of 1.733.

The approach that we use for handling the arbitrary entitlement case (rounding a fractional allocation using Lemma 2) has the advantage that the analysis does not get too complicated (despite the fact that we need to handle arbitrary vectors of entitlements \((b_1, \ldots, b_n)\)). However, it does not lead to best possible approximation ratios.
2.4 Picking sequences for chores for agents with equal entitlements

We present an approach for constructing picking sequences that has the potential to produce best possible approximation ratios. Analysing this approach is rather complicated, and hence we use this approach only in the simpler case of agents with equal entitlements. This approach is used in the proof of Theorem 2.

Our approach for proving Theorem 2 is as follows. As in the proof of Theorem 1, we assume without loss of generality that the input instance is IDO. Recall the correspondence between picking sequences and allocations (Corollary 3). Our picking sequences correspond to allocations that start with what we shall refer to as a ridge. Namely, the first $n$ items are given to agents 1 to $n$ (in increasing order), and the next $n$ items are given to agents $n$ to 1 (in decreasing order). In other words, among the first $2n$ items, every agent $i$ gets items $e_i$ and $e_{2n-i+1}$. We refer to allocations that start with a ridge as ridge picking orders. (The distinction that we make between picking orders and picking sequences is that in picking orders it is assumed that agents select in their turn the worst possible chore instead of the best possible chore. See Section 4.1.) For every fixed $n$, among all ridge picking orders (that differ from each other by the allocation of chores not in the ridge), we attempt to design the ridge picking order with best approximation ratio  $\hat{r}_n$ compared to the chore share. For fixed small $n$, we determine $\hat{r}_n$ exactly, whereas for large $n$, we obtain upper bounds on $\hat{r}_n$.

To determine the best possible value $\hat{r}_n$, we design a procedure that checks for a candidate value $r$ whether there is a ridge picking order with approximation ratio no worse than $r$ (and thus establish that $\hat{r}_n \leq r$).

In our ridge picking orders, every agent $i$ is associated with a period $p_i$ for receiving items. This period need not be an integer. The period $p_i$ determines a sequence of thresholds on the indices of items that agent is allowed to receive. That is, the $t$th item that agent $i$ receives has index no smaller than the $t$th threshold in her sequence of thresholds. The period $p_i$ of each agent $i$ is chosen as the smallest possible value that ensures that the disvalue of the chores received by the agent does not exceed $r$ times her chore share.

Our choice of periods $p_i$ will need to ensure that all items can be allocated, without violating any of the thresholds. Equivalently, it will need to ensure that for every $j$, the number of thresholds of value at most $j$ in all lists is at least $j$. We refer to this as the covering constraints. A necessary requirement for the covering constraint to hold (when $m$ tends to infinity) is that $\sum_{i=1}^{n} 1/p_i \geq 1$. We refer to this as the fractional covering constraint. However, satisfying the fractional covering constraint is not a sufficient condition for satisfying all integer covering constraints. Moreover, there does not seem to be a simple characterization for those choices of periods $(p_1, \ldots, p_n)$ that satisfy the covering constraints for ridge orders. This is the main technical difficulty in determining the approximation ratios obtainable by ridge picking orders.

We employ the following approach to obtain a nearly tight upper bound on $\hat{r} = \sup \hat{r}_n$. We prove in Lemma 5 that for every $n$, $\hat{r}_n \leq \hat{r}_{2n}$. Consequently, $\hat{r}_n \leq \hat{r}_{2k \cdot n}$ for every integer $k \geq 0$. Then, in Lemma 6 we prove that for every $n$ divisible by 8, $\hat{r}_n \leq \frac{8}{3}$. The proof of this lemma involves partitioning the agents into 8 blocks of super agents, and designing a picking order for the super agents that can be lifted back to a picking order for the original agents, without losing in the approximation ratio. The combination of the two lemmas then implies that for every $n$, $\hat{r}_n \leq \hat{r}_{8n} \leq \frac{8}{3}$.

Our approach can lead to improved bounds by considering values of $n$ divisible by higher powers of 2 (instead of by 8, as is done in Lemma 6). However, then the picking orders become longer to describe, and verifying correctness by hand becomes tedious. Running a computer program written for the purpose of designing and verifying these picking orders shows that $\hat{r} \leq 1.543$ (see Section A.4), but we have not produced a readable proof for such a claim.
2.5 A lower bound
In the proof of Theorem 3, we make use of ridge picking orders and of the fractional covering constraint, both described in Section 2.4. We first observe that for every \( n \geq 2 \), if the picking order is not a ridge picking order, then the approximation ratio compared to the MMS is no better than \( \frac{3}{2} \). Hence for the purpose of proving Theorem 3, we may consider only ridge picking orders. Then, using the fractional covering constraint, we prove that for sufficiently large \( n \), there is no ridge picking order with approximation ratio better than 1.52, compared to the chore share. (In contrast, for small \( n \), ridge picking orders do achieve approximation ratios better than 1.5.) Finally, we note that as \( m \) grows, the MMS for our negative examples approaches the chore share, and hence when \( m \) is sufficiently large, the 1.52 approximation lower bound holds also with respect to the MMS.

2.6 BoBW results
In the proof of Corollary 1, we add a preliminary strategic stage so as to enhance the picking sequence designed for Theorem 1 by an ex-ante EF-RA property. A risk averse agent \( i \) translates a picking sequence \( \pi \) and an identity \( j \) in the picking sequence to a bundle \( A_j \) (for every round \( r \) in which \( j \) picks an item according to \( \pi \), the bundle \( A_j \) contains chore \( e_{m-r+1} \)). Hence agent \( i \) may think of each identity \( j \) as an "item" of disvalue \( c_i(A_j) \). To prevent ex-ante envy among risk averse agents of equal entitlement, we may simply assign identities to agents via a uniformly random bijection, as their ex-post guarantee holds regardless of which identity in \( \pi \) gets assigned to them (this is used in the proof of Corollary 2). For the case of arbitrary entitlement (or responsibility, for chores), we need agents of low responsibility not to envy agents of high responsibility. This is achieved by a strategic preliminary phase composed of a picking sequence for identities, where in this preliminary picking sequence agents of low responsibility get to pick an identity in \( \pi \) before agents of high responsibility (and for agents of equal responsibility, the order among them in the preliminary picking sequence is determined uniformly at random). We may refer to this preliminary picking sequence as priority random serial dictatorship (PRSD). Crucially, the ex-post guarantees that the original picking sequence \( \pi \) offers each agent still hold when using PRSD.

Two remarks are in order here. One is that the use of a strategic PRSD preliminary stage (or just RSD, in this case) may be useful even if all agents have equal entitlements (in our proof of Corollary 2 we just use a random bijection), as its outcome for assigning identities to agents stochastically dominates that of a random bijection (if agents are risk averse and associate disvalues with identities as explained above). The other is that the use of a preliminary PRSD stage may be useful also for picking sequences for goods, not only for chores. (For goods, picking sequences do not offer good ex-post guarantees compared to the APS, but nevertheless, they might still be used in practice).

2.7 Full proofs of all results
Due to space limitations, the main part of the paper contains only the full proof of Theorem 1 (Section 3) that concerns arbitrary entitlement, and a detailed description of the principles used in the construction of ridge picking sequences (Section 4.2), which are used in our results concerning equal entitlement. All remaining proofs appear in the appendix.

3 PICKING SEQUENCES FOR ARBITRARY ENTITLEMENTS
In this section we consider \( n \) agents with arbitrary entitlements and additive disvaluation functions over \( m \) indivisible chores. The entitlement (also referred to as responsibility) of agent \( i \) is denoted by \( b_i \), her disvaluation function is denoted by \( c_i \), and her chore share (see Definition 3) is denoted by \( CS_i \). We assume (without loss of generality) that the instance is an IDO instance (see Definition 4),
and hence $c_i(e_j) \geq c_i(e_k)$ for every agent $i$ and every $j < k$. We also assume (without loss of generality) that agents are ordered in order of increasing entitlement $(b_1 \leq b_2 \ldots \leq b_n)$.

In constructing our picking sequences, we shall consider fractional allocations. Let us first introduce some notation. Fix the entitlements $(b_1, \ldots, b_n)$ of the agents. A fractional allocation $A^f$ is a collection of nonnegative coefficients $\{a_{ij}\}_{i \in N, j \in M}$, where $a_{ij}$ denotes the fraction of item $e_j$ allocated to agent $i$, and for every item $e_j$, $\sum_i a_{ij} = 1$. For each agent $i$, let $f_i$ denote the index of the first item $e_k$ for which $a_{ik} \neq (0, 1)$ (i gets a strict fraction of $e_k$). We may assume without loss of generality that $f_i$ indeed exists for every $i$ (for example, by adding to the instance a single chore $e_{m+1}$ of disvalue 0 to all agents, and setting $a_{i,m+1} = b_i$ for every agent $i$).

We use the following lemma.

**Lemma 2.** Consider arbitrary entitlements $(b_1, \ldots, b_n)$ for the agents and an arbitrary fractional allocation $A^f$, and recall the notation above. Fix some $\rho > 1$. Suppose that for every $i$, for every additive disvaluation function $c_i$ (that one can associate with agent $i$) it holds that

$$c_i(e_{f_i}) + \sum_{e_j \in M} a_{ij} \cdot c_i(e_j) \leq \rho \cdot CS_i$$

Then there is a picking sequence for $n$ agents and entitlements $(b_1, \ldots, b_n)$ in which every agent $i$ with an additive disvaluation function that uses the greedy picking strategy gets a bundle of disvalue at most $\rho \cdot CS_i$. Moreover, given $A^f$, such a picking sequence can be designed in polynomial time.

**Proof.** Given a fractional allocation $A^f$, we design a family $F$ of picking sequences, and every member of the family will satisfy the conclusions of the lemma. Recall (from Section 2.2) that there is a one to one correspondence between picking sequences and allocations for IDO instances. We shall present our picking sequences by describing their corresponding allocations.

For every agent $i$ and $t \geq 1$, let $n_i^t$ denote the number of chores received by agent $i$ among the first $t$ chores, with $n_i^0 = 0$. Then a picking sequence is in $F$ if and only if, for every $t \geq 1$, the agent who receives chore $e_t$ is an agent $i$ for which the inequality $\sum_{j=1}^{t-1} a_{ij} > n_i^{t-1}$ holds.

The above indeed defines a picking sequence in which all items are allocated. Namely, for every $t \geq 1$, there is an agent $i$ for which the inequality $\sum_{j=t}^{t-1} a_{ij} > n_i^{t-1}$ holds. This holds by an averaging argument, observing that $\sum_{i \in N} n_i^{t-1} = t - 1$ whereas $\sum_{i \in N} \sum_{j \leq t} a_{ij} = t > t - 1$.

We now prove that every agent $i$ receives a bundle $A_i$ of disvalue at most $v_i(e_{f_i}) + \sum_{e_j \in M} a_{ij} \cdot v_i(e_j)$ (and hence at most $\rho \cdot CS_i$). Fixing $i$, consider only nonzero variables $a_{ij}$. Let $q$ denote the number of variables $a_{ij}$ of value 1 whose $j$ index precedes $f_i$. Let $i_1, i_2, \ldots$ be the indices of chores in $A_i$ (hence, $A_i = \{e_{i_1}, e_{i_2}, \ldots\}$). Then by the definition of $F$ it holds that $i_{q+1} \geq f_i$. Remove chore $e_{i_{q+1}}$ from $A_i$. We can now have a fractional matching in which every item $e_{ik}$ in $A_i \setminus \{e_{i_{q+1}}\}$ is matched with one unit $u_{ik} = 1$, where $u_{ik}$ is obtained as a sum of fractions of items in $M$ whose index is not larger than $i_k$, and moreover, for every item $e_t \in M$ the sum of fractions of $e_t$ that is matched is at most $a_{it}$. This matching combined with the fact that the instance is ordered implies that the sum of disvalues of items picked by agent $i$, excluding item $e_{i_{q+1}}$, is at most $\sum_{e_j \in M} a_{ij} \cdot c_i(e_j)$. Using the fact that $i_{q+1} \geq f_i$ we have that $c_i(e_{q+1}) \leq c_i(e_{f_i})$, and thus $c_i(A_i) \leq c_i(e_{f_i}) + \sum_{e_j \in M} a_{ij} \cdot c_i(e_j)$.

We now construct fractional allocations satisfying the condition of Lemma 2 with $\rho$ smaller than 2. Recall that the chore share CS has the following properties (for every agent $i$ with entitlement $b_i$):

- $CS_i \leq APS_i$.
- $c_i(e_1) \leq CS_i$.
- $c_i(e_k) \leq \frac{1}{2} CS_i$ for every item $k$ with $k > \lfloor \frac{1}{b_i} \rfloor$.
- $CS_i \geq b_i \cdot v_i(M)$.  


To simplify notation and terminology, and without affecting the generality of the results, we assume that \( CS_i = 1 \) (this can be obtained by scaling \( c_i \) by a multiplicative factor), and that \( CS_i = b_i \cdot c_i(M) \) (this can be obtained by raising the values of some low valued items, and thus every bundle that now has value at most \( \rho \cdot CS_i \) also had such a value before the raise). Hence the properties above become:

- \( CS_i = 1 \leq APS_i \).
- \( c_i(e_k) \leq 1. \)
- \( c_i(e_k) \leq \frac{1}{2} \) for every item \( k \) with \( k > \lceil \frac{1}{b_i} \rceil \).
- \( CS_i = b_i \cdot c_i(M) \). (The chore share equals the proportional share.)

For vectors \( \bar{a} = (a_1, \ldots, a_n) \) and \( \bar{\beta} = \{\beta_1, \ldots, \beta_n\} \) we refer to a fractional allocation \( A^f \) as a \((\bar{a}, \bar{\beta})\) allocation if for every agent \( i \) it holds that \( \sum_{j \in M} a_{ij} \cdot c_i(e_j) \leq a_i \cdot CS_i \) and \( c_i(e_j) \leq \beta_i \cdot CS_i \). Using the convention that \( CS_i = 1 \) this becomes \( \sum_{j \in M} a_{ij} \cdot v_i(e_j) \leq a_i \) and \( v_i(e_j) \leq \beta_i \).

Observe that Lemma 2 implies that every \((\bar{a}, \bar{\beta})\) fractional allocation can be transformed into a picking sequence with \( \rho \leq \max_i [a_i + \beta_i] \). For the proportional fractional allocation (every agent \( i \) gets a \( b_i \) fraction of every item) we have that \( a_i, \beta_i \leq 1 \) and hence this gives a picking sequence with \( \rho \leq 2 \) (for agents with arbitrary entitlements). We now present an algorithm (running in polynomial time) that transforms the proportional fractional allocation into a new fractional allocation with \( a_i + \beta_i \leq 1.733 \). Crucially, the algorithm only uses the entitlements \( b_i \), but not the disvaluation functions \( c_i \) (so that Lemma 2 can be applied on this fractional allocation). Denoting the vector \((b_1, \ldots, b_n)\) of entitlements by \( b \), we denote our fractional allocation by \( A^f(\bar{b}) \).

We present the steps of constructing the fractional allocation \( A^f(\bar{b}) \). To clarify these steps, we shall have two running examples. In example \( E1 \) there are \( n \) agents of equal entitlement. In example \( E2 \) there are \( n = 3 \) agents with entitlements \((\frac{1}{8}, \frac{3}{8}, \frac{1}{2})\). In both cases, the number of items can be thought of as infinite (by adding items of 0 value), and the instance is ordered (earlier items have disvalue at least as high as later items, for all agents).

Preliminary step:

- Sort the agents in order of increasing entitlement \( b_1 \leq b_2 \leq \ldots \leq b_n \). For every \( i \leq n \) we set \( B_i = \sum_{j \leq i} b_j \). In \( E1 \), \( B_i = \frac{i}{n} \) for every \( 1 \leq i \leq n \). In \( E2 \), \( B_1 = \frac{1}{8}, B_2 = b_1 + b_2 = \frac{1}{2}, \) and \( B_3 = b_1 + b_2 + b_3 = 1 \).

Main steps:

1. Start with the proportional fractional allocation (in which every agent \( i \) gets a fraction \( b_i \) of every item). We refer to this initial allocation as \( A^1 \). In \( E1 \) every agent gets a \( \frac{1}{8} \) fraction of every item. In \( E2 \), of every item, the agents get fractions \( \frac{1}{8}, \frac{3}{8}, \frac{1}{2} \), respectively.

2. Modify \( A^1 \) into a fractional allocation \( A^2 \), where \( A^2 \) is possibly not a legal fractional allocation, in the sense that for some items the total fraction allocated might be more than 1 (they have a surplus), and for some other items it might be less than 1 (they have a deficit). \( A^2 \) is the sum of two allocations, an integral allocation \( A^{2I} \) and a fractional allocation \( A^{2f} \).

   a. In the integral allocation \( A^{2I} \), for every \( 1 \leq i \leq n \), item \( e_i \) is given to agent \( i \) integrally, whereas all other items are not allocated.

   b. The fractional allocation \( A^{2f} \) is a modification of the proportional fractional allocation \( A^1 \).

   In this modification, every agent \( i \) gives up fractions of items that total 1, starting from \( e_1 \) (and thus ending at item \( e_j \) for \( j = \lceil \frac{1}{b_i} \rceil \)).

   We now describe \( A^{2f} \) and the resulting \( A^2 \) for our two running examples.

   - In \( E1 \), allocation \( A^1 \) gives every agent a fraction of \( \frac{1}{n} \) in every item. Consequently, in \( A^{2f} \) every agent gives up her fractions in the first \( n \) items. Thus \( A^{2f} \) does not allocate any of the
first $n$ items, and allocates each of the remaining items in a proportional way. Consequently, $A^2 = A^{2l} + A^{2f}$ is a legal fractional allocation.

- For $E2$, in allocation $A^{2f}$ agent 1 gives up her fraction in the first 8 items, agent 2 gives up her fraction in the first two items, and also decreases her fraction in item $e_3$ from $\frac{3}{8}$ to $\frac{1}{8}$, and agent 3 gives up her fraction in the first two items. Consequently, $A^2 = A^{2l} + A^{2f}$ is not a legal fractional allocation. In $A^{2l}$, items $e_1$ and $e_2$ are each allocated once (in $A^{2l}$), but item $e_3$ is allocated to an extent of $1 + \frac{5}{8}$ (allocated once in $A^{2l}$, and $0 + \frac{1}{8} + \frac{1}{2} = \frac{5}{8}$ in $A^{2f}$), whereas each of items $\{e_4, \ldots, e_8\}$ is allocated only to the extent of $\frac{7}{8}$ ($0 + \frac{3}{8} + \frac{1}{2} = \frac{7}{8}$ in $A^{2f}$).

Hence item $e_3$ has a surplus of $\frac{3}{8}$, and each of items $\{e_4, \ldots, e_8\}$ has a deficit of $\frac{3}{8}$. Observe that by construction, the sum of surpluses equals the sum of deficits.

(3) In this step, we modify $A^2$ to a legal allocation $A^3$. The modification is done by moving fractions from items with surpluses (the fractions moved from these items are the fractions contributed by $A^{2f}$, so that the respective item remains allocated integrally according to $A^{2l}$) to items with deficits in an arbitrary way, so as to eliminate all surpluses and deficits. For $E1$, this modification step is empty, because $A^2$ was legal, and then $A^3 = A^2$. For $E2$ we need to move the surplus of $0 + \frac{1}{8} + \frac{1}{2} = \frac{5}{8}$ from $e_3$ to cover the deficits of $\{e_4, \ldots, e_8\}$. For concreteness, we choose to move the fraction associated with agent 2 to item $e_4$, and to partition the fraction associated with agent 3 among the items $\{e_5, \ldots, e_8\}$. Hence allocation $A^3$ is as follows. Items $\{e_1, e_2, e_3\}$ are allocated integrally to agents 1, 2 and 3. Item $e_4$ is allocated in ratios $(\frac{1}{2}, \frac{1}{2})$ to agents 2 and 3. Each of items $\{e_5, \ldots, e_8\}$ is allocated in ratios $(\frac{5}{8}, \frac{5}{8})$ to agents 2 and 3. Each of the remaining items is allocated in ratios $(\frac{1}{6}, \frac{1}{6}, \frac{1}{2})$ to the three agents.

(4) In this step we modify the legal fractional allocation $A^3$ to an illegal fractional allocation $A^4$. Crucially, $A^4$ will be illegal only in the sense that items $e_j$ with $j > n$ may have a surplus, but no item will have a deficit, a fact that will be proved in Lemma 3. The modification is as follows. The allocation of the first $n$ items does not change (recall that they are allocated integrally according to $A^{2l}$). As to the remaining items $e_j$ (with $j > n$), for every agent $i$, her fractional allocation is scaled by a multiplicative factor. This multiplicative factor is a function of $B_i$ (recall the definition of $B_i$ from the preliminary step), and this function will be denoted by $s(x)$. For the purpose of illustrating this step on our examples $E_1$ and $E_2$, we shall tentatively use the function $s(x) = \frac{1}{2} + x$. Hence for $j > n$ we have $A^4_{ij} = (\frac{1}{2} + B_i)A^3_{ij}$. We alert the reader that the actual function $s(x)$ used in constructing our fractional solution is a function different than $\frac{1}{2} + x$, and will be described later. (The choice $s(x) = \frac{1}{2} + x$ can be shown to imply an approximation ratio of $\rho \leq \frac{37}{32}$, and our later choice of $s(x)$ is designed so as to give an even lower value of $\rho$.)

For $E1$, for every $j > n$ and agent $i$, item $e_j$ is allocated in $A^4$ to an extent of $(\frac{1}{2} + \frac{1}{n}A^3_{1n}) \leq 1$ to agent $i$. Hence the item is allocated to an extent of $\sum_{j=1}^{n} (\frac{1}{2} + \frac{1}{n}) \frac{1}{n} = \frac{1}{2} + \frac{1}{n} \cdot \frac{n(n+1)}{2} = 1 + \frac{1}{2n}$, and has a surplus of $\frac{1}{2n}$ (that tends to 0 as $n$ grows).

For $E2$ the scaling factors for the agents are $\frac{1}{2} + \frac{1}{8} = \frac{5}{8}$, $\frac{1}{2} + 1 = 1$, and $\frac{1}{2} + 1 = \frac{3}{2}$, respectively. Hence item $e_4$ is allocated in fractions $(\frac{1}{2}, \frac{1}{2})$ to agents 2 and 3, each of items $\{e_5, e_6, e_7, e_8\}$ is allocated in fractions $(\frac{5}{8}, \frac{13}{16})$ to agents 2 and 3, and every item $e_j$ with $j > 8$ is allocated in ratios $(\frac{5}{64}, \frac{3}{8}, \frac{3}{4})$. Observe that indeed every item $e_j$ with $j > n = 3$ has a surplus.

(5) In this step we modify the illegal fractional allocation $A^4$ to a legal fractional allocation $A^5$, that will serve as our final fractional allocation $A^f(b)$. For every item that has a surplus, reduce in an arbitrary way the fractional allocations of that item until there is no surplus. For $E1$, this can be done by reducing the fractional allocation of agent $n$ from $\frac{3}{2n}$ to $\frac{1}{n}$ for
every item $e_j$ with $j > n$. For $E2$, this can be done by allocating every item $e_j$ with $j > n = 3$ in ratios $(\frac{3}{8}, \frac{3}{8})$ to agents 2 and 3 (and then agent 1 gets only item $e_1$).

**Lemma 3.** Suppose that the function $s(x)$ is monotone non-decreasing for $0 \leq x \leq 1$, and moreover, that $\int_0^1 s(x) \, dx \geq 1$. Then in the procedure described above, the final fractional allocation $A^5$ is a legal allocation (every item is allocated exactly once).

**Proof.** Inspection of the procedure above shows that the only nontrivial part of the lemma is to prove that in allocation $A^4$, no item has a deficit. For this, we partition the items into three classes.

1. Items $\{e_1, \ldots, e_n\}$. In $A^4$, each of these items is allocated integrally as in $A^{2f}$, and hence has no deficit.

2. Items $e_j$ with $j > \lceil \frac{1}{b_i} \rceil$. For these items, $A^3$ allocated them in a proportional way ($b_i$ fraction to agent $i$). Hence the fractions allocated in $A_4$ are

$$\sum_{i=1}^n s(B_i) \cdot b_i = \sum_{i=1}^n s(\sum_{j=1}^i b_j) \cdot b_i \geq \int_0^1 s(x) \, dx \geq 1$$

To verify that the first inequality above, observe that $\sum_{i=1}^n s(\sum_{j=1}^i b_j) \cdot b_i$ is the area under a histogram with bars of width $b_i$ and height $s(\sum_{j=1}^i b_j)$, with total width $\sum_{i=1}^n b_i = 1$. As $s(x)$ is monotone non-decreasing, the height of the histogram at every point $x$ is at least $s(x)$.

3. Items $e_k$ with $n < k \leq \lceil \frac{1}{b_i} \rceil$. For each of these items, the allocation in $A^3$ is no longer proportional (in particular, agent 1 does not get a $b_i$ fraction of these items), but it dominates a proportional allocation in the sense that for every suffix of agents, the total fraction of the item allocated to these agents under $A^3$ is at least as large as it is under the proportional allocation. (This is a consequence of the fact that in the process of creating $A^3$ from $A^2$, a surplus that covers a deficit always involves a surplus of a later agent covering a deficit of an earlier agent.) As later agents are scaled by larger fractions than earlier agents, it follows that the extent to which item $e_k$ is covered in $A^4$ is at least as large as items $e_j$ with $j > \lceil \frac{1}{b_i} \rceil$, implying that $e_k$ has no deficit.

We next show that $A^5$ is an $(\tilde{\alpha}, \tilde{\beta})$ fractional allocation with $\max_i [\alpha_i + \beta_i] \leq \rho$, for some $\rho < 2$. But first, we give some intuition regarding why such a statement may be true.

For the fractional allocation $A^1$, every agent $i$ receives a fraction $b_i$ of item $e_1$. Hence $\alpha_i = 1$. As $1 < b_1 < 1$, we have that $f_i = 1$. If $\alpha_i(e_1) = 1$, then $\beta_i = 1$ as well, and then $\alpha_i + \beta_i = 2$, which is too large.

Allocation $A^2$ has the property that $f_i > \lceil \frac{1}{b_i} \rceil$ for every agent $i$. Consequently, by the properties of the chore share we have that $\alpha_i(e_k) \leq \frac{1}{3}$, and consequently $\beta_i \leq \frac{1}{3}$. However, the total fractional value of allocation $A^2$ to agent $i$ might be larger than that of $A^1$, and consequently it might be that $\alpha_i > 1$. Hence, it is not clear whether $\alpha_i + \beta_i \leq \rho < 2$ for all agents. The value of $\alpha_i$ with respect to $A^2$ is one aspect that we shall need to address in our proof. Here we make a qualitative observation, which is that the difficulties with $\alpha_i$ only arise for small values of $i$, but not for large values of $i$. The extremes are $\alpha_i$ which might be as large as $2 - b_i$ (if $\alpha_i(e_1) = 1$ and all remaining items are equally valuable, with their number tends to infinity), which approaches 2 for small $b_i$, and $\alpha_n$ which cannot be larger than 1 (because for agent $n$, all items for which fractional values were decreased in $A^{2f}$ are at least as valuable than $e_n$).

Allocation $A^3$ causes no difficulties, because agents only replace fractions of items by fractions of less valuable items. Hence neither the value of $\alpha_i$ not the value of $\beta_i$ increases compared to their value in $A^2$. 
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If \( s(x) \) is monotone non-decreasing with \( \int_0^1 s(x) = 1 \), then allocation \( A^4 \) modifies \( A^3 \) by decreasing the fractional value for the early agents (those are the agents that might enter this stage with large \( \alpha_i \) and hence need it to be decreased) and increasing the fractional value for the late agents (those are the agents that enter this stage with small \( \alpha_i \) and can afford to have it increased). This is done in such a way that no item suffers a deficit (as is proved in Lemma 3). In our proof we show that for every agent \( i \), the combined effect of steps 2 and 4 is good for the agent. That is, all agents improve \( \beta_i \) in step 2. The early agents suffer an increase of \( \alpha_i \) in step 2, but they are compensated for it in step 4 to a sufficient extent, leading to \( \alpha_i + \beta_i \leq \rho \). The late agents are very happy after step 2 (the inequality \( \alpha_i + \beta_i \leq \rho \) is satisfied with slackness), and the loss that they suffer in step 4 is not larger than the slackness.

**Lemma 4.** Suppose that \( s(x) \) is monotone non-decreasing with \( s(1) \leq 2 \), and \( s(x) \) satisfies both \((1-x)s(x) \leq 1 \) and \( 1+s(x)-xs(x) \leq s(1) \), for every \( 0 \leq x \leq 1 \). Then in allocation \( A^5 \) the inequality \( \alpha_i + \beta_i \leq 1 + \frac{s(1)}{2} \) holds for every agent \( i \), for every additive valuation function over indivisible chores.

**Proof.** Let \( k = \max[n, \frac{1}{b_i}] + 1 \). Then with respect to \( A^5 \), \( f_i \geq k \). Namely the first item that \( A^5 \) allocates to agent \( i \) in a strictly fractional manner (neither 0 nor 1) comes no earlier than \( e_k \). Consequently \( \beta_i \leq v_i(e_k) \). Recall that \( v_i(e_k) \leq \frac{1}{2} \) (because \( k \geq \frac{1}{b_i} + 1 \)).

Consider first the case that \( i \geq \lceil \frac{1}{b_i} \rceil \). (This necessarily holds for \( i = n \), and maybe also for some smaller \( i \).) In this case, the value of \( A^{2f} \) to agent \( i \) is no larger than \( 1 - v_i(e_i) \) (because every item whose fractional value was reduced in \( A^{2f} \) comes no later than \( e_i \)). Consequently, the fractional value of \( A^4 \) is no larger than \( v_i(e_i) + s(B_i)(1 - v_i(e_i)) \leq v_i(e_i) + s(1)(1 - v_i(e_i)) \). As \( \beta_i \leq v_i(e_k) \) we have that \( \alpha_i + \beta_i \leq s(1) + (1 - s(1))v_i(e_i) + v_i(e_k) \leq s(1) + (2 - s(1))v_i(e_k) \) (the last inequality holds because \( s(1) \geq 1 \), and because \( k > i \) implies that \( v_i(e_k) \leq v_i(e_i) \)) As \( v_i(e_k) \leq \frac{1}{2} \) we have that \( \alpha_i + \beta_i \leq 1 + \frac{s(1)}{2} \).

Consider now the case that \( i < \lceil \frac{1}{b_i} \rceil \). (This necessarily holds for \( i = 1 \), and maybe also for some larger \( i \).) In this case, the value of \( A^{2f} \) to agent \( i \) is no larger than \( 1 - i \cdot b_i \cdot v_i(e_i) - \frac{1}{b_i} \cdot b_i \cdot v_i(e_k) = 1 - v_i(e_k) - ib_i(v_i(e_i) - v_i(e_k)) \). Consequently, the fractional value of \( A^4 \) is no larger than \( v_i(e_i) + s(B_i)(1 - v_i(e_k)) - ib_i(v_i(e_i) - v_i(e_k)) \). As \( B_i \leq ib_i \) and \( v_i(e_i) \geq v_i(e_k) \) we have that \( \alpha_i \leq v_i(e_i) + s(B_i)(1 - v_i(e_k)) - B_i(v_i(e_i) - v_i(e_k)) \). Using \( \beta_i \leq v_i(e_k) \) and rearranging we have:

\[
\alpha_i + \beta_i \leq s(B_i) + (1 - B_i s(B_i))v_i(e_i) + (1 - s(B_i) + B_i s(B_i))v_i(e_k)
\]

As \((1-x)s(x) \leq 1\) for every \( 0 \leq x \leq 1 \), the worst case is when \( v_i(e_k) \) is as large as possible (and recall that we have the constraint \( v_i(e_k) \leq \frac{1}{2} \)). If \( 1 \geq B_i s(B_i) \) then the worst case requires also \( v_i(e_i) \) to be as large as possible (and recall that we have the constraint \( v_i(e_i) \leq 1 \). We get that \( \alpha_i + \beta_i \leq s(B_i) + (1 - B_i s(B_i)) + \frac{1}{2}(1 - s(B_i) + B_i s(B_i)) = 1 + \frac{1}{2}(1 + s(B_i) - B_i s(B_i)) \leq 1 + \frac{s(1)}{2} \) (using our assumption that \( 1 + s(x) - xs(x) \leq s(1) \) for all \( 0 \leq x \leq 1 \). If \( 1 < B_i s(B_i) \) then the worst case requires \( v_i(e_i) \) to be as small as possible, but we have the constraint \( v_i(e_i) \geq v_i(e_k) \). Setting equality in that constraint, we get that \( \alpha_i + \beta_i \leq s(B_i) + (2 - s(B_i))v_i(e_k) \). This is maximized (subject to the constraints \( v_i(e_k) \leq \frac{1}{2} \) and \( B_i \leq 1 \), and the assumption that \( s(1) \leq 2 \)) when \( v_i(e_k) = \frac{1}{2} \) and \( B_i = 1 \), giving \( \alpha_i + \beta_i \leq 1 + \frac{s(1)}{2} \). \( \square \)

Given the conditions imposed on \( s(x) \) in Lemmas 3 and 4, we choose \( s(x) \) to be of the following form, with \( 1 \leq t \leq 2 \) to be chosen later:

\[
s(x) = \begin{cases} 
\frac{t-1}{1-x} & 0 \leq x \leq \frac{1}{t} \\
t & \text{for } x > \frac{1}{t}
\end{cases}
\]
One may easily see that \( s(x) \) is monotone non-decreasing in the range \( 0 \leq x \leq 1 \), that \( f(1) \leq 2 \) (for \( t \leq 2 \)). Lemma 4 requires that \( (1 − x)s(x) \leq 1 \), and this holds because \( (1 − x)s(x) \leq t − 1 \leq 1 \). Lemma 4 further requires that \( 1 + s(x) − xs(x) \leq s(1) \). For \( x \leq \frac{1}{t} \) this translates to \( 1 + t − 1 \leq t \) which holds with equality, and for \( x > \frac{1}{t} \) this translates to \( 1 + t − xt \leq t \) which holds with strict inequality.

Lemma 3 requires that \( \int_0^1 s(x) \, dx \geq 1 \), or equivalently, \( (1 − t)\ln(1 − \frac{1}{t}) + t − 1 \geq 1 \). Solving the inequality numerically we get that it holds when \( t \geq 1.466 \). As Lemma 4 shows an approximation ratio is \( 1 + \frac{s(1)}{2} = 1 + t/2 \), we shall choose \( t \) as small as possible, namely, \( t = 1.466 \).

We can now prove Theorem 1.

**Proof.** Choose \( s(x) \) as above with \( t = 1.466 \), and recall that \( s(1) = t \). As shown above, this choice of \( s(x) \) satisfies all conditions of Lemmas 3 and 4. Hence \( A^5 \) is a legal fractional allocation, and in \( A^5 \), the inequality \( a_i + b_i \leq 1 + \frac{s(1)}{2} = 1.733 \) holds for every agent \( i \). By Lemma 2, \( A^5 \) can be transformed (in polynomial time) into a picking sequence satisfying the guarantees of the theorem. \( \square \)

4 **PICKING SEQUENCES FOR EQUAL ENTITLEMENTS**

Agents are ordered from 1 to \( n \) arbitrarily. We shall assume that the instance is an IDO instance, an assumption that can be made without loss of generality (see Section 2.2). The items are ordered from highest value \( e_1 \) to lowest value \( e_m \). For each \( n \), our respective picking sequence will be designed for an infinite number of items, and for every finite number of items \( m \), one can take the prefix of length \( m \) of our sequence.

4.1 **Notation, conventions, and picking orders**

We use \( v_i \) (rather than \( c_i \)) to denote the disvaluation function of agent \( i \). As noted above, we may assume that the instance is IDO \((v_i(e_j) \geq v_i(e_k) \) for every agent \( i \) and every \( j < k \)). Recall that the chore share is \( \max[v_i(e_1), v_i(e_n) + v_i(e_{n+1}), \frac{1}{n} \sum_{j=1}^n v_i(e_j)] \). Scaling \( v_i \) so that the chore share is 1, we have that \( v_i(e_1) \leq 1, v_i(e_{n+1}) \leq \frac{1}{2} \), and \( \sum_{j=1}^n v_i(e_j) \leq n \). We show that under such conditions our picking sequences never give an agent a bundle of value more than \( \rho \), implying that \( \rho \) is (an upper bound on) the approximation ratio of the allocation compared to the chore share. The approximation ratio compared to the MMS is at least as good, as the MMS is at least as large as the chore share.

We shall use the following notation. For \( n \) agents and \( m \) items and a picking sequence \( S \), \( \rho_{n,m}(S) \) denotes the approximation ratio of \( S \) compared to the MMS. When comparing to the chore share, we shall use the notation \( r_{n,m} \) instead. Observe that \( \rho_{n,m}(S) \leq r_{n,m}(S) \). We use \( \rho_{n,m} \) to denote \( \min_S[\rho_{n,m}(S)], \) the approximation ratio of the best picking sequence. We note that for every fixed \( n \), both sequences \( r_{n,m} \) and \( \rho_{n,m} \) are nondecreasing as a function of \( m \), as we can always pad a set of \( m \) items by additional items of value 0. Hence \( \sup_m[\rho_{n,m}] = \lim_{n \to \infty} \rho_{n,m} \) (and similarly for \( r_{n,m} \)).

In describing our picking sequences, we shall use the correspondence between picking sequences and allocations for IDO instances, as described in Corollary 3. For convenience, we shall describe these allocations as if they are the result of what we shall refer to as picking orders. In contrast to picking sequences, in picking orders we assume that agents pick in their turns the worst possible chores (instead of best possible chores). The picking sequences that correspond to these allocations under Corollary 3 are not the picking orders, but rather the reverse of these picking orders (e.g., the agent who picks in round 1 in the picking order picks in round \( m \) in the picking sequence).
4.2 Ridge picking orders

Our allocations can be described by picking orders that start with what we shall refer to as a *ridge*. Namely, the first $n$ items are given to agents 1 to $n$ (in increasing order), and the next $n$ items are given to agents $n$ to 1 (in decreasing order). In other words, every agent $i$ gets items $e_i$ and $e_{2n-i+1}$. We refer to picking orders that start with a ridge as *ridge picking orders*. When restricting attention to ridge picking orders, we use notation of $\hat{\rho}$ and $\hat{r}$ instead of $\rho$ and $r$. Note that $\hat{\rho}_n \geq \rho_n$ and $\hat{r}_n \geq r_n$.

We shall show how, given a value of $n$, one can design the ridge picking order $S$ for which $\hat{r}_n(S) = \hat{r}_n$. Namely, this $S$ is the ridge picking order with best approximation ratio compared to the chore share. For fixed small $n$, this will allow us to determine $\hat{r}_n$ exactly, whereas for large $n$, we shall obtain upper bounds on $\hat{r}_n$. Of course, these upper bounds hold also for $r_n$ and for $\rho_n$.

Our approach also allows to determine $\hat{r}_{n,m}$ (for finite $m$), but our presentation will focus on the more difficult case of $\hat{r}_n$ in which $m$ is not bounded, leading to ridge picking orders of infinite length.

In our ridge picking orders, every agent $i$ is associated with a period $p_i$ for picking items. This period need not be an integer. The period $p_i$ determines a sequence of thresholds on the rounds in which an agent is allowed to pick items. That is, agent $i$ is not allowed to pick her $r$th item at a round earlier than the $r$th threshold in her sequence of thresholds. The sequence of thresholds for the agents are listed below. For this purpose, the agents are partitioned into three classes.

- **Class 0** contains agents of intermediate values of $i$, and for them the period starts immediately.

  $[p_i], \lfloor 2p_i \rfloor, \lfloor 3p_i \rfloor, \ldots$

  Importantly, two *ridge constraints* will hold for every agent $i$ in class 0. The constraints are $i \geq \lfloor p_i \rfloor$ and $2n - i + 1 \geq \lfloor 2p_i \rfloor$ (as $i$ is an integer, we may remove the ceiling notation), indicating that the ridge does not violate the sequence of thresholds.

- **Class 1** contains agents of small values of $i$, and for them the period starts after they get their first item.

  $i, i + \lfloor p_i \rfloor, i + \lfloor 2p_i \rfloor, i + \lfloor 3p_i \rfloor, \ldots$

  For every agent $i$ in class 1 one ridge constraint is required to hold. The constraint is $2n - i + 1 \geq i + \lfloor p_i \rfloor$, indicating that the ridge does not violate the sequence of thresholds.

- **Class 2** contains agents of high values of $i$, and for them the period starts after they get their second item.

  $i, 2n - i + 1, 2n - i + 1 + \lfloor p_i \rfloor, 2n - i + 1 + \lfloor 2p_i \rfloor, 2n - i + 1 + \lfloor 3p_i \rfloor, \ldots$

  Our choice of periods $p_i$ will need to ensure that that all items can be allocated, without violating any of the thresholds. Equivalently, it will need to ensure that for every $j$, the number of thresholds of value at most $j$ in all lists is at least $j$. We refer to this as the *covering constraints*. Observe that for $j \leq 2n$ the respective covering constraint holds (due to the ridge constraints). We will need to ensure that the covering constraints holds also for $j > 2n$. A necessary requirement for the covering constraint to hold (when $m$ tends to infinity) is that $\sum_{i=1}^{n} \frac{1}{p_i} \geq 1$. We refer to this as the *fractional covering constraint*.

Recall that $v_i$ denotes the disvaluation function of agent $i$, and that her chore share is assumed to be 1. In addition to the covering constraints, we have for each agent $i$ a constraint $F_i$, specifying that the agent got a bundle of cost at most $\rho_i$. Define $x_i = v_i(e_i), y_i = v_i(e_{2n-i+1})$. Note that necessarily $x_i \leq 1$ and $y_i \leq \frac{1}{2}$, and that $x_i \geq y_i$. We also define $a_i = \sum_{j=1}^{i} v_i(e_j)$ (the disvalue of the prefix),
We shall present the analysis for
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\[
b_i = \sum_{j=i+1}^{2n-i+1} v_j(e_j) \quad \text{(the disvalue of the middle portion)} \quad \text{and} \quad c_i = \sum_{j=2n-i+2}^{m} v_i(e_j) \quad \text{(the disvalue of the suffix)}. \quad \text{Then} \quad a_i + b_i + c_i \leq n.
\]

The expression for (an upper bound on) the cost of the bundle received by agent \(i\) depends on the class of the agent. This affects the form of the constraints \(F_i\). For agent \(i\) in class 0, the constraint \(F_i\) is \(\frac{a_i}{p_i} \leq \rho\), for agent \(i\) in class 1 the constraint \(F_i\) is \(x_i + \frac{b_i+c_i}{p_i} \leq \rho\), and for agent \(i\) in class 2 the constraint \(F_i\) is \(x_i + y_i + \frac{c_i}{p_i} \leq \rho\). In particular, as \(c_i\) might be arbitrarily close to \(n\) (as \(a_i\) and \(b_i\) can be arbitrarily small, if \(m\) is sufficiently large), the constraint \(p_i \geq \frac{n}{\rho}\) is implied. In general, the constraint \(F_i\) pushes the value of \(p_i\) to be large, whereas the covering constraints push the \(p_i\) values to be small. We wish to find the smallest value of \(\rho\) for which these two contradicting goals are feasible.

To test whether an approximation ratio of \(\rho\) is feasible (for a particular number \(n\) of agents), we first extract from each constraint \(F_i\) a value of \(p_i\) that ensures that the constraint \(F_i\) holds for the particular value of \(\rho\). Thereafter, we check if the covering constraints are satisfied with these \(p_i\) values. If they are, then \(\rho\) is feasible. Else, \(\rho\) is not feasible (for ridge picking orders). In this paper, we shall present the analysis for \(m\) tending to infinity. We remark that the same principles can be used for any fixed finite \(m\), and the value of \(\rho\) would be no larger (and possibly smaller) than the value derived for infinite \(m\).

Let us now explain how we determine which agents belong to which class, and how \(p_i\) is computed for each class.

- **Class 0.** Here we set \(p_i = \frac{n}{\rho}\). Recall that the ridge constraints require that \(i \geq p_i\) and \(2n - i + 1 \geq 2p_i\). Hence an agent \(i\) belongs to class 0 if \(\frac{n}{\rho} \leq i \leq 2n - 1 - \frac{2n}{\rho}\).

- **Class 1.** Here \(i \leq \frac{n}{\rho}\). To give some intuition for our choice of \(p_i\) in this case, suppose that \(x_i = 1\) and that \(y_i\) is negligible (we shall soon explain why these are worst case values for \(x_i\) and \(y_i\), for our choice of \(p_i\)). Then \(F_i\) becomes \(1 + \frac{n-i}{p_i} \leq \rho\), implying that \(p_i \geq \frac{n-i}{\rho-1}\). We choose the smallest possible \(p_i\) (with an eye towards satisfying the covering constraint), namely, \(p_i = \frac{n-i}{\rho-1}\). Note that for this choice of \(p_i\) (and \(i \leq \frac{n}{\rho}\)) we have that \(p_i \geq i\). This justifies making \(x_i\) as large as possible, as from the prefix we select with higher frequency than from the suffix.

The ridge constraint for class 1 is \(p_i \leq (2n - i + 1) - i\). For \(p_i = \frac{n-i}{\rho-1}\) the ridge constraint becomes \(\rho \geq \frac{3n-3i+1}{2n-2i+1}\). For large \(n\) we shall have \(\rho \geq \frac{3}{2}\) and then the ridge constraint holds. (For small \(n\) the ridge constraint will be checked by hand.) The ridge constraint justifies making \(y_i\) as small as possible, as from the middle portion we select with lower frequency than from the suffix.

- **Class 2.** Here \(i > 2n - 1 - \frac{2n}{\rho}\). To give some intuition for our choice of \(p_i\) in this case, suppose that \(x_i = y_i\) and that \(y_i\) is as large as possible (we shall soon explain why these are worst case values for \(x_i\) and \(y_i\), for our choice of \(p_i\)). The largest possible value for \(y_i\) is \(\frac{1}{2}\). Then \(F_i\) becomes \(1 + \frac{i+1}{2p_i} \leq \rho\), implying that \(p_i \geq \frac{i+1}{\rho-1}\), and we choose \(p_i \geq \frac{i+1}{\rho-1}\). From the combination of the prefix and middle we select at a higher frequency than from the suffix, justifying making \(y_i\) as large as possible. From the prefix we select at a lower frequency than from the suffix, justifying making \(x_i\) as large as possible (conditioned on first maximizing \(y_i\)).

Due to space limitations, the actual ridge picking sequences that we obtain using the above principles are described in the appendix (Section A).
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A PROOFS FOR PICKING SEQUENCES WITH EQUAL ENTITLEMENT

A.1 A lower bound on the approximation ratio

In this section we prove Theorem 3.

A family of picking orders (one for each value of n) referred to as Sesqui Round Robin (SesquiRR) is considered in [Aziz et al. 2022a]. It achieves \( \rho_2(\text{SesquiRR}) = \frac{3}{2} \) and \( \rho_3(\text{SesquiRR}) = \frac{4}{3} \). Both ratios are best possible. For \( n = 4 \) it achieves \( \rho_4(\text{SesquiRR}) = \frac{3}{2} \). It is claimed in [Aziz et al. 2022a] that SesquiRR is not optimal for \( n \geq 4 \), and that \( 1.405 < \rho_4 < 1.499 \) (the proof is omitted from that paper). For larger values of \( n \), it is proved that \( \rho_n(\text{SesquiRR}) \leq \frac{3}{2} \). We note that for \( n \leq 3 \) SesquiRR is a ridge picking order, but for \( n \geq 4 \) it is not.

**Proposition 1.** For every \( n \geq 2 \) and \( m \geq 2n \), if a picking order \( S \) is not a ridge picking order, then \( \rho_{n,m}(S) \geq \frac{3}{2} \).

**Proof.** For a given value of \( n \) and \( m \geq 2n \), consider a picking order \( S \) for which \( \rho_{n,m}(S) < \frac{3}{2} \).

It cannot be that in \( S \) some agent picks two items among the first \( n \), as then her approximation ratio will be \( 2 \) if each of the first \( n \) items has disvalue 1. Hence we may assume that for every \( i \leq n \), agent \( i \) picks item \( i \).

It cannot be that in \( S \) some agent picks three items among the first \( 2n \), as then her approximation ratio will be \( \frac{3}{2} \) if each of the first \( 2n \) items has disvalue \( \frac{1}{2} \). Hence we may assume that each agent picks only one item from items \( \{e_{n+1}, \ldots, e_{2n}\} \).

It cannot be that in \( S \), for some \( i \), the second item picked by agent \( i \) is strictly earlier than \( 2n - i + 1 \), as then her approximation ratio will be \( \frac{2}{3} \) if each of the first \( i \) items has value \( 1 \), and the next \( 2(n - i) \) items each has value \( \frac{1}{2} \).

The above implies that \( S \) is a ridge picking order. This can be proved by observing that the only agent that can pick item \( e_{n+1} \) is agent \( n \), then the only agent that can pick \( e_{n+2} \) is agent \( n - 1 \), and so on.

**Corollary 4.** If \( \rho_{n,m} \leq \frac{3}{2} \), then \( \rho_{n,m} = \hat{\rho}_{n,m} \). In other words, ridge picking orders are optimal for those values of \( n \) (and \( m \)) for which at approximation ratio no worse than \( \frac{3}{2} \) is possible.

**Proposition 2.** For every \( \rho \leq 1.524 \), there is a sufficiently large \( n_\rho \) such that for every \( n \geq n_\rho \), \( \hat{\rho}_n \geq \rho \). That is, for sufficiently large \( n \), ridge picking orders do not offer an approximation ratio better than 1.524 (when \( m \) is sufficiently large).

**Proof.** We show that for large \( n \), if \( \rho \) is too small then the implied periods \( p_i \) do not satisfy the fractional covering constraint. This implies that as \( m \) tends to infinity, the number of items picked by at least one agent \( i \) is at least \( \frac{n}{p_i} \), where \( p_i' \leq p_i - \epsilon \), for some \( \epsilon \) that depends only on \( \rho \). We then fit a valuation function \( v_i \) as follows. In \( v_i \), if \( i \) is of class 0 then all items have the same value, if \( i \) is of class 1 then the first \( i \) items each has value 1 and the remaining items all have the same value,
and if \( i \) is of class 2 then the first \( 2n - i + 1 \) items each has value \( \frac{1}{2} \) and the remaining items all have the same value. For this \( v_i \) the MMS is at most \( 1 + O(\frac{1}{m}) \), but agent \( i \) gets a bundle of disvalue at least \( \rho(1 + \Omega(\varepsilon)) \), which is larger than \( \rho(1 + O(\frac{1}{m})) \) when \( m \) is sufficiently large.

The assumption that \( n \) is very large allows us to approximate the sum in the fractional covering constraint by an integral. We shall denote \( \frac{i}{n} \) by \( \alpha \), and so \( i = \alpha n \). We shall also assume that \( \rho \geq \frac{3}{4} \), and so we know that the ridge constraint for class 1 holds. (The analysis indeed gives \( \rho > \frac{3}{4} \), confirming this assumption.)

Approximating the fractional covering constraint by an integral, doing integration by parts, and omitting terms that effect the end result only by an \( O(\frac{1}{n}) \) additive terms from the periods, and terms of order \( O(\frac{1}{m}) \) from ranges of integration, we can rewrite the fractional covering constraint as:

\[
\int_0^{\frac{1}{\rho}} \frac{\rho - 1}{1 - \alpha} d\alpha + \int_{\frac{1}{\rho}}^{\frac{2(\rho - 1)}{\rho}} \rho d\alpha + \int_{\frac{2(\rho - 1)}{\rho}}^{\frac{1}{\rho}} \frac{2(\rho - 1)}{\alpha} d\alpha \geq 1
\]

The first summand is the contribution of class 1, the second is the contribution of class 0, and the third is the contribution of class 2.

After integration this gives:

\[
(\rho - 1) \ln \frac{\rho}{\rho - 1} + 2\rho - 3 + 2(\rho - 1) \ln \frac{\rho}{2(\rho - 1)} \geq 1
\]

By WolframAlpha, the smallest value of \( \rho \) that satisfies the above is \( \rho \approx 1.52408 \).

The following corollary is a restatement of Theorem 3.

**Corollary 5.** There is some \( n_0 \) such that for every \( n \geq n_0 \), \( \rho_n \geq \frac{3}{4} \). In other words, if \( n \) and \( m \) are sufficiently large, then there is no picking sequence with an approximation ratio better than \( \frac{3}{2} \).

**Proof.** Follows by combining Proposition 1 and Proposition 2. \( \Box \)

### A.2 Very small number of agents

For \( n = 2 \) our ridge picking order gives periods \( p_1 = 3 \) and \( p_2 = \frac{3}{2} \). The ridge picking order is 221(221)*, and the approximation ratio is \( \frac{4}{3} \).

For \( n = 3 \) our ridge picking order gives periods \( p_1 = 5 \) and \( p_2 = p_3 = \frac{5}{2} \). The ridge picking order is 12323(232321)*, and the approximation ratio is \( \frac{7}{5} \).

In both \( n = 2 \) and \( n = 3 \) the picking orders and approximation ratios are exactly as in [Aziz et al. 2022a], and are optimal.

For \( n = 4 \) the SesquiRR picking order presented in [Aziz et al. 2022a] is (123443)*, giving a ratio of \( \frac{3}{2} \). It is claimed in [Aziz et al. 2022a] that there are other picking sequences giving a ratio better than 1.499, and that no picking sequence can give a ratio better than 1.405. We show that ridge picking orders get a ratio better than 1.499, even compared to the chore share.

**Proposition 3.** For picking sequences over indivisible chores, \( \hat{r}_4 = r_4 = \frac{13}{9} < 1.445 \), whereas \( \rho_n \geq \frac{10}{7} > 1.428 \). In other words, a ridge picking order (explicitly given) achieves an approximation ratio of \( \frac{13}{9} \) compared to the chore share, and no picking sequence can achieve an approximation ratio better than \( \frac{10}{7} \) compared to the MMS.

**Proof.** As \( r_4 \leq \frac{3}{2} \), ridge picking orders attain the best approximation ratios among picking sequences.
Let $r$ be the approximation ratio of the ridge picking order. Then the constraints that we derive are based on agents 1 and 2 being of class 1, agent 3 being of class 0, and agent 4 being of class 2.

- $1 + \frac{3}{p_1} = r$.
- $1 + \frac{2}{p_2} = r$.
- $\frac{4}{p_3} = r$. (This will turn out to imply also that $1 + \frac{1}{p_3} = r$, and hence agent 3 is not of class 3.)
- $1 + \frac{3}{2p_4} = r$.

Solving together with the fractional covering constraint ($\sum \frac{1}{p_i} = 1$) we get $r = \frac{10}{7}$, $p_1 = 7$, $p_2 = \frac{14}{3}$, $p_3 = \frac{14}{5}$ and $p_4 = \frac{7}{2}$. For each agent this gives a sequence of thresholds, but unfortunately, it cannot be translated to a schedule that covers all items. Specifically, the covering constraint for $j = 11$ is not satisfied. After 12344321, in the next 3 locations we cannot put agents 1 or 2, and we can put each of agents 3 and 4 only once. Hence the item at location 11 cannot be covered without decreasing one of the periods. Choosing to decrease the period for agent 2 (this turns out to be optimal), we get the schedule 12344321 (4324331 4324321)$^\dagger$, with an approximation ratio no worse than $1 + \frac{1}{y}$. The worst case for this schedule with respect to the chore share is when for agent 2 the first two items are each worth 1, and the next nine items are each worth $\frac{2}{y}$.

\[\text{\bf A.3 Upper bounds on the approximation ratio}\]

Here we develop upper bounds on $\hat{r}_n$ that hold simultaneously for all $n$. Much of the difficulty in developing such bounds stems from the covering constraints. The proof of Proposition 2 indicates that dealing with the fractional covering constraint is tractable. However, as is evident from the proof of Proposition 3, the (integral) covering constraints are strictly more demanding than the fractional covering constraint. For every fixed $n$, we can use an approach similar to that of Section A.2 in order to satisfy the covering constraints and determine $\hat{r}_n$. Here we develop a technique that handles the covering constraints for all values of $n$ simultaneously. It is based on a combination of Lemma 5 and Lemma 6.

\text{\bf Lemma 5.} For ridge picking orders and every $n \geq 4$, it holds that $\hat{r}_n \leq \hat{r}_{2n}$.

\text{\bf Proof.} Let $r = \hat{r}_{2n}$. Then for every agent $i$ ($1 \leq i \leq 2n$), this $r$ determines a period $p_i$ as in Section 4.2, such that with these $p_i$ values the (integral) covering constraint holds. Each $p_i$ determines a sequence $t_i$ of thresholds $\{t^1_i, t^2_i, t^3_i, \dotsc \}$ such that agent $i$ is not allowed to pick her $j$th item before round $t^j_i$. Importantly, these sequences of thresholds have the domination property that for every $i$, either for all $j \geq 3$ it holds that $t^j_{2i-1} \geq t^j_{2i}$ (e.g., this happens if $2i-1$ is of class 1), or for all $j \geq 3$ it holds that $t^j_{2i-1} \leq t^j_{2i}$ (e.g., this happens if $2i$ is of class 2). Note that for $n \geq 4$, the number $2n$ of agents is such that class 0 is non-empty, and hence there is no $i$ for which $2i-1$ is of class 1 and $2i$ is of class 2.

Using these sequences of thresholds (that apply to a ridge picking order over $2n$ items), we set values for the thresholds $t^j'_i$ for an infinite ridge picking order over $n$ items. Specifically, we set $t^j'_i = \frac{1}{2} \min[t^j_{2i-1}, t^j_{2i}]$. Observe that as the $2n$ threshold sequences $(t_1, \dotsc , t_{2n})$ come from a ridge picking order, the $n$ threshold sequences $(\tau_1, \dotsc , \tau_n)$ also allow for a prefix that is a ridge (namely, $\tau^j_i \geq i$ and $\tau^j_i \geq 2n-i+1$). The domination property above, together with the fact that $\lceil \frac{1}{2} t^j_{2i-1} \rceil = \lceil \frac{1}{2} t^j_{2i} \rceil$ and $\lceil \frac{1}{2} t^j_{2i-1} \rceil = \lceil \frac{1}{2} t^j_{2i} \rceil$, implies that for every $i$, there is $i' \in \{2i-1, 2i\}$ such that for every $j$, $\tau^j_{i'} = \frac{1}{2} t^j_{i'}$.

We first show that $(\tau_1, \dotsc , \tau_n)$ satisfy the covering constraint. For a round $j$ and an agent $i$, let $\#\tau^j_{\leq i}$ denote the number of thresholds in sequence $\tau_j$ whose value is at most $j$. For the sake of contradiction, assume that that $(\tau_1, \dotsc , \tau_n)$ do not satisfy the covering constraint. Then there is an
earliest round $j$ such that $\sum_i t_i^{\leq j} \leq j - 1$. Observe that $j > 2n$, because the threshold sequences $(t_1, \ldots, t_n)$ allow for a prefix that is a ridge. Consider now round $2j$ with respect to $(t_1, \ldots, t_{2n})$, and let $\#(t_i^{\leq j})$ denote the number of thresholds in sequence $t_i$ whose value is at most $2j$. The fact that $2j$ is even and larger than $2n$ implies that for every $i \leq n$, $2\#(t_i^{\leq j}) \geq 2(t_{2i-1}^{\leq j} + t_{2i}^{\leq j})$. Hence $\sum_{i=1}^{2n} \#(t_i^{\leq j}) \geq 2 \sum_{i=1}^{n} \#(t_i^{\leq j}) \leq 2j - 2$, contradicting the assumption that the covering constraints hold for $(t_1, \ldots, t_{2n})$.

We now show that for every agent $i \leq n$, the respective sequence $\tau_i$ of thresholds satisfies the constraint $F_i$ (defined in Section 4.2), when we substitute $r$ for $\rho$. Assume for the sake of contradiction that for some $i$, constraint $F_i$ does not hold. Namely, there is a disvaluation function $v_i$ (with $v_i(e_1) \leq 1$, $v_i(e_{n+1}) \leq \frac{1}{2}$ and $\sum_j v_i(j) \leq n$) such that $\sum_j v_i(e_i) > r$. Recall that there is some $i' \in \{2i - 1, 2i\}$ such that for every $j$, $t_i' = \lceil \frac{1}{2} t_i' \rceil$. Define a valuation function $v_i'$ satisfying $v_i'(e_{2j-1}) = v_i'(e_{2j}) = v_i(e_j)$ for every $j$. This valuation function obeys the constraints for the share covering over $2n$ agents, namely $v_i'(e_1) \leq 1$, $v_i'(e_{2n+1}) \leq \frac{1}{2}$ and $\sum_j v_i'(j) \leq 2n$. Moreover, $\sum_j v_i'(e_j) = \sum_j v_i(e_j) > r$, contradicting the assumption that $r = \hat{r}_{2n}$.

**Corollary 6.** For ridge picking orders, every $n \geq 4$ and every integer $k \geq 0$, it holds that $\hat{r}_n \leq \hat{r}_{2^k n}$.

**Proof.** Apply Lemma 5 consecutively $k$ times.

**Lemma 6.** Let $n$ be divisible by 8. Then $\hat{r}_n \leq \frac{8}{5}$.

**Proof.** Suppose that $n$ is divisible by 8, that is $n = 8\ell$. Partition the agents into 8 blocks of size $\ell$, named $\{a, b, c, d, e, f, g, h\}$. Each block can be thought of as a super agent. Likewise, after sorting chores from highest value to smallest value, the sequence of chores is also partitioned into blocks of size $\ell$, where each block is referred to as a super item. We shall design a picking order in which super agents pick super items. We want this picking order for super agents to have the property that it can be lifted to a picking order with $\rho \leq 1.6$ for the original instance. The lifting is done by giving a distinct item from the super item to every distinct agent from the super agent that picked the item. For simplicity of the analysis (that is made possible by the fact that we take $\rho = 1.6$, whereas a smaller value of $\rho$ would probably suffice for a more complicated analysis), we assume a worst case scenario in which for every super agent, there is one agent within the super agent that always receives the item of highest disvalue (when allocating chores of a super item to the agents of the super agent). For this reason, we assume that $\ell$ tends to infinity, and take the period of the picking orders for the super agent to be that of the first agent within the super agent (even though later agents could have shorter periods). For example, for super agent $a$ that takes super item 1, had we been in the situation that $n = 8$ we would make the worst case assumption that item 1 has disvalue 1 and the disvalue left is 7. Then the period $p_a$ would satisfy $1 + \frac{7}{p_a} = \frac{8}{5}$, giving $p_a = \frac{35}{3}$. However, for $n = 8\ell$ for large $\ell$, the value taken by the first agent in the super agent is negligible. To accommodate for this, we take a longer period satisfying $1 + \frac{\ell}{p_a} = \frac{5}{3}$, namely, $p_a = \frac{40}{3}$.

The periods for our picking orders for every super agent are listed below.

Super agents of class 1 (first pick super item $i$ and then start a period):

- $a$: 1, $p_a = \frac{40}{3} < 14$.
- $b$: 2, $p_b = \frac{35}{3} < 12$.
- $c$: 3, $p_c = 10$.
- $d$: 4, $p_d = \frac{25}{3} < 9$.
- $e$: 5, $p_e = \frac{20}{3} < 7$.
- $f$: 6, $p_f = 5$. (Though super agent $f$ appears to be of class 1, the agents making up super agent $f$ are in fact of class 0.)
Super agents of class 2 (first pick super items $i$ and $16 - i + 1$ and then start a period):

- $g$: 7, 10, $p_g = \frac{35}{6} < 6$.
- $h$: 8, 9, $p_h = \frac{20}{3} < 7$.

We claim that with the above periods, the covering constraints hold. As a sanity check, we first verify that the fractional covering constraint holds. As the sum of rates is $1473/1400 > 1.05$, this is indeed the case. We now design a picking order based on the given periods.

Our picking order has a periodic subsequence of length 40, starting at round 11 (namely, after all periods begin, including those of class 2). We list below the thresholds (up to round 50) for each (super) agent, given their own respective periods. In our periodic subsequence we enforce the restriction that the number of picks of an agent is not larger than her rate times 40, rounded down to the nearest integer. This restriction is needed so that we can indeed repeat the periodic subsequence. The actual rounds in which picks are made appear in parenthesis.

- $a$: 1, $p_a = \frac{40}{3}$. 15(16), 28(29), 41(43).
- $b$: 2, $p_b = \frac{32}{3}$. 14(15), 26(27), 37(39), 49.
- $c$: 3, $p_c = 10$. 13(14), 23(25), 33(35), 43(45).
- $d$: 4, $p_d = \frac{25}{3}$. 13(13), 21(21), 29(31), 38(40), 46.
- $e$: 5, $p_e = \frac{20}{3}$. 12(12), 19(20), 25(26), 32(34), 39(41), 45(47).
- $f$: 6, $p_f = 5$. 11(11), 16(19), 21(22), 26(28), 31(33), 36(37), 41(44), 46(48).
- $g$: 7, 10, $p_g = \frac{35}{6}$. 16(18), 22(23), 28(30), 34(36), 40(42), 45(49).
- $h$: 8, 9, $p_h = \frac{20}{3}$. 16(17), 23(24), 29(32), 36(38), 43(46), 49(50).

The agents picking in rounds 1 up to 50 are listed below, where the suffix of length 40 repeats itself indefinitely.

```
abcdefgfhg (fedcbahgfe dfghcebfag dhfecnfhbd egafchefgh)∗
```

\[ \square \]

**Theorem 4.** For every $n$, $\hat{r}_n \leq \frac{8}{5}$.

**Proof.** The case of $n \leq 4$ is addressed in Section A.2. For $n \geq 4$, Corollary 6 implies that $\hat{r}_n \leq \hat{r}_{8n}$, and Lemma 6 implies that $\hat{r}_{8n} \leq \frac{8}{5}$. \[ \square \]

### A.4 Computer assisted analysis of approximation ratio

Our proof of Theorem 4 is based on designing picking orders for 8 super agents (Lemma 6). The value of 8 was chosen as it is sufficiently large so as to give good bounds (a ratio of $\frac{8}{5}$) that improve over previously known results, yet not too large, and thus the analysis could be completed and verified by hand. However, it is clear that as the number of super agents grows, the bounds will improve further. In this section we use computer assisted analysis to explore to what extent they can be improved. We find that the best approximation ratio that our picking orders can give compared to the chore share is somewhere between 1.542 and 1.543. We describe here how we performed the computer assisted analysis, and report the results that we got. We encourage interested readers to perform independent confirmation of our results, by using the principles described here to write their own code and run it.

The proof of Lemma 6 designs a covering sequence that is ultimately periodic. In contrast, the computer program tests whether for a given target approximation ratio $\rho$, there is a sequence that covers the first $t$ super chores, where $t$ is chosen based on the number of super agents and $\rho$. We prove that if the picking order can cover first $t$ super chores for our choice of $t$, then it can be extended to cover any number of super chores (while maintaining an approximation ratio no worse than $\rho$).
Recall that the target value $\rho$ dictates a period $p_i$ for each agent $i$. Among other constraints, these periods need to satisfy the fractional covering constraint, $\sum_i \frac{1}{p_i} \geq 1$. We define the covering ratio as $r = \sum_i \frac{1}{p_i}$. The larger $r$ is, the more slackness we have in the fractional covering constraint.

Given a target ratio $\rho$, let $P(i, k)$ be the total number of chores that agent $i$ can pick among the first $k$ chores (without violating $\rho$). A picking order exists if the (integer) covering constraint $\sum_i P(i, k) \geq k$ holds for every $k$.

**Proposition 4.** Suppose that there are $n$ super agents and target ratio $\rho$ for which the associated periods satisfy the fractional covering constraint with covering ratio $r > 1$. If the (integer) covering constraints hold for all $k \leq 2n + \frac{n}{r-1}$ chores, then there is a picking order with approximation ratio at most $\rho$.

**Proof.** The first $2n$ chores are covered by default. Each agents start counting her period at some chore among the first $2n$ chores. Thus, for each agent $i$, we have

$$P(i, k) \geq 2 + \left\lfloor \frac{k - 2n}{p_i} \right\rfloor \geq 1 + \frac{k - 2n}{p_i}.$$

When $k \geq 2n + \frac{n}{r-1}$, we have

$$\sum_i P(i, k) \geq n + \sum_i \frac{k - 2n}{p_i} = n + (k - 2n) \cdot r = k - n + (k - 2n) \cdot (r - 1) \geq k - n + \frac{n}{r - 1} \cdot (r - 1) = k.$$

This means that, when $k \geq 2n + \frac{n}{r-1}$, the associated covering constraint is satisfied. Hence it suffices to check the first $2n + \frac{n}{r-1}$ covering constraints.

Proposition 4 implies that $t = 2n + \frac{n}{r-1}$ suffices. Consequently, we design the following algorithm.

---

**Algorithm 1: Ratio test**

**Input:** The number of super agents $n$, a target approximation ratio $\rho$

**Output:** Pass or Fail

1. Based on $\rho$, compute the period $p_i$ of each super agent $i$;
2. Compute the covering ratio $r = \sum_i \frac{1}{p_i}$;
3. for $k \rightarrow 2n$ to $2n + \frac{n}{r-1}$ do
   4. Test the covering constraint $\sum_i P(i, k) \geq k$;
   5. if Test Failed then
      6. return Fail
6. return Pass

---

We ran the algorithm with $n = 2^{14} = 16384$ super agents and $\rho = 1.543$. This gave values of $r \approx 1.03448$ and $t \approx 30.9991 \cdot n \leq 507890$. The result was Pass. To verify that increasing the number of super agents will not significantly improve the value of $\rho$, we ran the algorithm with $n = 2^{14} = 16384$ agents (not super agents) and $\rho = 1.542$. This gave $r \approx 1.03277$ and $t \approx 32.5166 \cdot n \leq 532752$. The result was Fail (at $k = 42465$).
In this section we consider picking sequences for agents with additive valuations, and items might be either goods or chores.

A picking sequence $\pi$ specifies for every label $i$ the set of picking rounds $R_i$ in which the agent who gets the label $i$ picks items. A picking sequence is an allocation mechanism. As such, it induces a game between the agents. A strategy $s_i$ for agent $i$ in such a game specifies which item to pick in each of her picking rounds, given the history of picks in all rounds up to that round. A picking sequence $\pi$ together with the vector $(s_1, \ldots, s_n)$ of strategies for the agents determines the resulting allocation $B_1, \ldots, B_n$. The value of this allocation to agent $i$ is $v_i(B_i)$. For an agent $i$, the choice of which strategy to use may depend on her valuation function $v_i$, on her beliefs concerning which strategies other agents will be using, and possibly on other factors (e.g., computational constraints, cognitive biases, random noise, etc.). In particular, as other agents are free to choose their own strategies, an agent $i$ who knows only $s_i$ and $\pi$ does not know which bundle she will get. Likewise, an agent $i$ that knows only $\pi$ and $v_i$ does not know which strategy $s_i$ will give her the best bundle.

We say that agent $i$ is risk averse if her goal is to maximize her guaranteed utility (equivalently, minimize her worst possible disutility, in the case of chores). That is, for every strategy $s_i$ the agent assumes that the vector of strategies that the other agents pick is such that it minimizes the utility of $i$, given that $i$ uses strategy $s_i$. Under this assumption, the agent wishes to pick a strategy $s_i$ that maximizes her utility. Luckily, for picking sequences, the optimal risk averse strategy is straightforward (when agents have additive valuations). It is the greedy strategy that in every one of the agent’s picking rounds picks the most desirable item among those remaining (breaking ties arbitrarily). The value guaranteed to the agent $i$ who uses the greedy strategy in a picking sequence in which $R_i = \{r_1, r_2, \ldots\}$ is the set of her picking rounds is that of the bundle that contains those items of indices $\{r_1, r_2, \ldots\}$, if items are sorted in order of decreasing desirability (increasing disutility) for the agent.

In this section we consider potential sources of envy among agents, and ways of addressing, or at least partly addressing, such concerns.

We first classify types of envy that we will be considering. We shall consider envy of an agent $p$ towards an agent $q$. Our classification involves two attributes. The first attribute refers to the entitlement, stating whether $p$ and $q$ have equal entitlement, and if not, which of the two has higher entitlement. The second attribute refers to the timing of the envy. Ex-post envy means that after the allocation is complete, agent $p$ prefers the bundle $B_q$ received by $q$ over her own bundle $B_p$. Ex-ante envy refers to envy before the allocation mechanism is actually run. As it involves the beliefs of the agent concerning what would happen when the mechanism is run, we need to model this belief. In this paper we assume that the agent is risk averse, aiming to maximize her guaranteed utility. (This assumption is made when the allocation mechanism is deterministic. We shall later extend this definition to randomized allocation mechanisms.) For picking sequences, this means that agent $p$ envies agent $q$ if the value (under valuation function $v_p$) guaranteed by the greedy strategy on the set $R_q$ of picking rounds is strictly better than the value guaranteed on the set $R_p$.

Sometimes, when given a picking sequence $\pi$, we shall consider allocation mechanisms that include a preliminary phase in which it is determined for each agent which label of the picking sequence she gets. In this case, the allocation mechanism includes two phases (the preliminary one, and then the item picking phase). Ex-ante considerations refer to the stage before the first phase. Likewise, risk aversion refers to the complete strategy over both phases.
B.1 Envy for agents with equal entitlement

Ex-post envy is unavoidable. There are allocation instances with equal entitlement that do not have any envy-free allocation that allocates all items (e.g., an instance with only one item). Hence we shall not be concerned with ex post envy for our picking sequences (in settings with equal entitlement).

Ex-ante envy is avoidable. Any picking sequence $\pi$ can be made ex-ante envy free by adding a preliminary phase in which one picks a random permutation over the names of the agents, so that each agent has probability $\frac{1}{n}$ of getting each of the $n$ labels associated with the picking sequence. Using this preliminary phase, risk averse agents do not envy other agents ex-ante, and also receive in expectation a bundle of value not worse than their proportional share (regardless of the strategies of other agents).

A picking sequence for labels. In a picking sequence $\pi$ there are $n$ labels, each associated with a single agent. Here we propose a preliminary phase that we refer to as random picking sequence for labels. First select a uniformly random permutation $\sigma$ over the agents. Thereafter, each agent in her turn (according to $\sigma$) selects a label among those labels that are still available. This completes the preliminary phase. Thereafter, in the item picking phase, the picking sequence $\pi$ is used, where every agent selects items in the rounds associated with her label in $\pi$.

Let us present an example for the use of a picking sequence for labels. Suppose that there are two agents ($A$ and $B$), three indivisible chores ($e_1, e_2, e_3$), and the picking sequence (for items) $(1, 1, 2)$ (the agent labeled one first picks two chores, and the agent labeled 2 gets the remaining chore). Suppose that the additive valuations (disutilities) over the chores are $(6, 4, 4)$ for agent $A$ and $(6, 2, 2)$ for agent $B$. Then whichever agent gets label 1, that agent will pick items $e_2$ and $e_3$, and the other agent will get item $e_1$.

If we just use $\pi$ arbitrarily, we might give agent $A$ label 1, and then agent $A$ suffers a disutility of 8, whereas agent $B$ suffers a disutility of 6.

If we decide at random which agent gets label 1 (eliminating ex-ante envy), then in expectation agent $A$ gets a disutility of 7, whereas agent $B$ gets a disutility of 5. Hence the ex-ante disutility levels decrease (to the proportional share), whereas the ex-post guarantees are not harmed.

If we use a random picking sequence for labels, then a risk averse agent $A$ will pick label 2 and a risk averse agent will $B$ pick label 1. (The two agents have the same ordinal preference over items – the instance is IDO. However, they have different cardinal preferences, and this causes them to prefer different labels.) Then, using $\pi$, agent $A$ gets a disutility of 6, whereas agent $B$ gets a disutility of 4. Hence the ex-ante disutility is even smaller than the proportional share, and likewise for the ex-post utility.

Proposition 5. Let $\pi$ be a picking sequence for allocation of $m$ indivisible chores to $n$ agents who have additive disvaluation functions. If we employ a preliminary phase of a random picking sequence for labels, then the resulting mechanism has the following properties:

1. Every risk averse agent has no ex-ante envy towards any other agent.
2. The expected disvalue of the bundle received by a risk averse agent is no worse than her proportional share, regardless of the strategies of all other agents.
3. There are IDO instances such that ex-post every agent gets a bundle of value strictly better than her proportional share.

Proof. We address below the three properties.

1. Ex-ante (before the preliminary phase) the roles of all agents are symmetric, and hence a risk averse agent has no ex-ante envy. (An agent $i$ that is not risk averse according to our definitions might have envy. For example, $i$ might believe that some other agent $j$ has the
same valuation function as $i$ does, and that all other agents intend to use strategies that give $j$ the best bundle possible. An agent $i$ with such beliefs envies $j$, in the sense that she would like to switch identities with $j$. But a risk averse $i$ would not care about switching identities with $j$, because she believes that regardless of her identity, the strategies of other agents are those that will minimize her utility.)

(2) Fix a risk averse agent $i$. For each label $j$, let $v^j_i$ denote the value that the greedy picking strategy guarantees to agent $i$ if in the picking order $\pi$ agent $i$ has label $j$. Then the expected value of $v^j_i$ (over a uniformly random choice of $j$) equals the proportional share of $i$. Order the labels in order of decreasing order of $v^j_i$ (so that $v^1_i \geq v^2_i \geq \ldots \geq v^n_i$). The risk averse agent $i$ employs a greedy picking strategy in the preliminary phase of random picking sequence for labels, meaning that when it is her turn to pick a label, she picks the best among the remaining labels. Under this strategy, the distribution over labels that agent $i$ obtains stochastically dominates the uniform distribution (for every $j$, she has probability at least $\frac{j}{n}$ of getting one of her $j$ most preferred labels). Consequently, in expectation, the value of the bundle that $i$ receives is no worse than her proportional share.

(3) We have seen such an example with two agents before the proposition. The example generalizes to any number $n$ of agents as follows. There are $n+1$ chores. Each of the first $n-1$ chores has disutility 3 for every agent. For $n-1$ agents, the last two chores each has disutility 2, whereas for one agent, they each have disutility 1. In the picking order, the first labeled agent picks two items, and then each of the remaining agents picks one item. (A similar example can be designed for goods.)

Corollary 2 is proved by combining Theorem 2 with Proposition 5.

B.2 Envy for agents with unequal entitlement

For allocation of goods, we expect agents with higher entitlement to get bundles of higher value than agents with lower entitlements. Consequently, it is natural that agents of low entitlement envy the agents of high entitlement, and we do not attempt to eliminate such envy. However, it seems inappropriate that in a given allocation, agents of high entitlement envy agents of lower entitlement. Hence this is the type of envy that we would like to avoid. Likewise, for allocation of chores, we wish there to be no envy of agents of low responsibility towards agents of high responsibility.

For picking sequences over chores for agents with arbitrary responsibility (and additive disvaluations), there is a necessary and sufficient condition that ensures that there is no envy of one agent towards the other. (An analogous condition holds for the case of goods but is omitted here.)

**Proposition 6.** Let $\pi$ be a picking sequence for chores. Then a risk averse picker $i$ (with an additive disvaluation function) does not envy picker $j$ (not even ex-post) if in every suffix of $\pi$, picker $j$ has at least as many picks as agent $i$. (For goods the condition is that in every prefix of $\pi$, picker $j$ has at least as many picks as agent $i$.) Moreover, if the condition fails to hold, then there is a choice of additive disvaluation function for picker $i$ under which $i$ envies $j$.

**Proof.** We only explain why the condition is necessary. Suppose that in a suffix of length $\ell$ agent $i$ has $k \geq 1$ picks whereas agent $j$ has fewer picks (without loss of generality, $k - 1$ picks). Then if the additive disvaluation function of $i$ is such that $m - \ell$ items have disvalue 0 and each of the remaining $\ell$ items has disvalue 1, picker $i$ envies picker $j$. □
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For an arbitrary vector of responsibilities, it is not difficult to design picking sequences in which no risk averse agent envies an agent of higher responsibility, and moreover, every risk averse agent gets a bundle of disvalue at most twice her APS. Start with the proportional fractional allocation, and round it to a picking sequence as in Lemma 2 (this ensures a factor two approximation to the APS). In this rounding (as described in the proof of the lemma), in every round $t$, if there is a choice of several eligible pickers, use the one of highest responsibility. This will satisfy the conditions of Proposition 6, ensuring no envy (not even ex-post) of agents of low responsibility towards agents of high responsibilities.

However, if we wish to have approximation factors $\rho < 2$ (for a fixed $\rho$ independent of $n$) compared to the APS, this conflicts with ex-post envy freeness.

**Proposition 7.** Consider picking sequences for allocating indivisible chores to agents with additive disvaluation functions. For every $n$, there is a vector of responsibilities for the agents, such that for every picking sequence, either an agent with lower responsibility might envy an agent with higher responsibility, or an agent might get a bundle of disvalue $(2 - O(1/n))$ times her APS.

**Proof.** Consider $n \geq 3$ agents, $m = kn+1$ chores (where $k = n-2$), and the vector $(\frac{k+1}{m}, \frac{k}{m}, \ldots, \frac{k}{m})$ of responsibilities. We show that in every picking sequence, either an agent with responsibility $\frac{k+1}{m}$ might envy the agent with responsibility $\frac{k}{m}$, or the agent of responsibility $\frac{k+1}{m}$ might get a bundle of disvalue $2 - \frac{4}{n}$ times her APS.

We refer to the agent with responsibility $\frac{k+1}{m}$ as agent 1. If no agent with lower responsibility envies agent 1, then by Proposition 6, in the picking sequence agent 1 picks in round $m$, and also at least $k$ times in the other rounds. Consider a disvaluation function $v_1$ for agent 1 in which chore $e_1$ has disvalue $k$, and each of the $kn$ other chores has disvalue 1. In the picking sequence, agent 1 might get a bundle of disvalue $2k$, whereas her APS is at most $k + 2$. (In any pricing function in which chore prices sum up to $kn + 1$, either $e_1$ is priced at least $k + 1$, or the $k + 2$ other chores of highest price have total price at least $(k + 2) \frac{kn+1-(k+1)}{kn} = k + 1$, where equality holds because $k = n - 2$.)

As we do want to get approximation ratios better than 2 compared to the APS, we shall allow for ex-post envy of an agent towards an agent of higher responsibility. However, given any picking sequence $\pi$, such ex-ante envy can be eliminated by the use of an auxiliary picking sequence $\sigma$ for picking identities. Specifically, $\sigma$ orders the agents from lowest responsibility to highest, breaking ties uniformly at random. Risk averse agents will not have ex-ante envy towards agents with higher or equal entitlement. This together with Theorem 1 proves Corollary 1.