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ABSTRACT. For each prime number $p$ one can associate a Fekete polynomial with coefficients $-1$ or $1$ except the constant term, which is $0$. These are classical polynomials that have been studied extensively in the framework of analytic number theory. In a recent paper, we showed that these polynomials also encode interesting arithmetic information. In this paper, we define generalized Fekete polynomials associated with quadratic characters whose conductors could be composite numbers. We then investigate the appearance of cyclotomic factors in these generalized Fekete polynomials. Based on this investigation, we introduce a compact version of Fekete polynomials as well as their trace polynomials. We then study the Galois groups of these Fekete polynomials using modular techniques. In particular, we discover some surprising extra symmetries which imply some restrictions on the corresponding Galois groups. Finally, based on both theoretical and numerical data, we propose a precise conjecture on the structure of these Galois groups.
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1. INTRODUCTION

Fekete polynomials are classical polynomials whose history can be traced to the 19th century in relation to the studies of Dirichlet $L$-functions. In fact, as explained very nicely in [20, Chapter 10, Section 3] these polynomials already played a significant role in Gauss’s original sixth proof of the quadratic reciprocity law.

We recall that for each prime $p$, the Fekete polynomial $F_p(x)$ associated with $p$ is defined by

$$F_p(x) = \sum_{a=1}^{p-1} \left( \frac{a}{p} \right) x^a.$$ 

Here $\left( \frac{a}{p} \right)$ is the Legendre symbol which is equal to, for $1 \leq a \leq p - 1$, the value 1 if $a$ is a quadratic residue modulo $p$ and the value -1 if $a$ is not a quadratic residue modulo $p$.

In our previous work [23], we have studied the arithmetic of these Fekete polynomials. We also described briefly some early history of Fekete polynomials and their role in the studies of some $L$-functions. Additionally, we also introduced their cousin which we called reduced Fekete polynomials $g_p(x)$. Our main theorems in [23] show that these polynomials contain interesting arithmetic information such as the class numbers or the
orders of certain $K$-groups. Furthermore, our experimental data suggests that the Galois group of $f_p(x)$ and $g_p(x)$ are as large as possible (see \cite{23} Conjecture 4.9, Conjecture 4.13).

F. Lemmermeyer in \cite{20} Page 231] naturally extended Fekete polynomials for general Dirichlet characters $\chi$. When $\chi$ is a primitive quadratic Dirichlet character with conductor equals to a prime number $p$, Lemmermeyer’s definition specializes to $F_p(x)$ that we have recalled above. Note that when $p = 2$, $F_2(x) = x$ and hence we can restrict our attention to $p$ odd. We remark also that these Fekete polynomials also appear implicitly in the work of Baker and Montgomery about quadratic $L$-functions (see \cite{8} Page 24).

In this paper, we adopt Lemmermeyer’s approach. We shall call these polynomials generalized Fekete polynomials $F_\Delta(x)$. These are polynomials associated with a (quadratic) character $\chi = \chi_\Delta$ where the conductor $D = |\Delta|$ of $\chi$ is not necessarily a prime number (see \S2 for the precise definition). We will study the factorization of $F_\Delta(x)$, which leads to the definitions of the generalized Fekete polynomial $f_\Delta(x)$ and their reduced version $g_\Delta(x)$. In this present article, we will mostly focus on the precise determination of $f_\Delta(x)$ and $g_\Delta(x)$ and their Galois groups. Further arithmetical properties of $f_\Delta(x)$ and $g_\Delta(x)$ will be discussed in a separate paper in preparation. We shall see that studying these polynomials presents a rich opportunity to extend considerably arithmetic and Galois theoretic considerations of a new class of polynomials with interesting properties. We make considerable effort to make our article as self-contained as possible and we provide all key definitions and motivations. Some of our proofs are involved and intricate and we attempt to explain them with all details in a lucid way. We hope that our article opens a new interesting area of number theory and related areas. In particular, our investigation in the last section about the conjectural Galois groups of Fekete’s polynomials suggests that it would be interesting to study the irreducibility of these polynomials using their special values. For some related references regarding this approach see \cite{5, 12, 13, 25}.

The structure of this article is as follows. In Section 2, we recall some basic definitions in algebraic number theory including the Legendre, Jacobi, and Kronecker symbols and their relations with quadratic fields. We will also prove some lemmas about $\mathbb{Q}$-bases of cyclotomic extensions. In Section 3, we introduce the generalized Fekete polynomial $F_\Delta(x)$ and their modified version when the conductor is even. Using the theory of Gauss sums, we discuss some cyclotomic factors of the generalized Fekete polynomials. Section 4 will focus on the multiplicity of $x = 1$ and $x = -1$ in $F_\Delta(x)$. Section 5 and Section 6 will discuss some partial results about the appearance of cyclotomic factors in $F_\Delta(x)$. We will then focus exclusively on the case where $\Delta$ has a few prime factors. More specifically, we will discuss the case $\Delta \in \{4p, -4p, 3p, -3p\}$ in Section 7-10. This is done by an extensive study of cyclotomic factors of $F_\Delta(x)$. The calculations in these sections lead to the precise definition of the Fekete polynomial $f_\Delta(x)$ and its trace polynomial $g_\Delta(x)$. 
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In the final section, we provide some numerical data for the Galois groups of $f_\Delta(x)$ and $g_\Delta(x)$. In particular, we discuss some cases where a surprising extra symmetry appears, hence putting some restrictions on the Galois group of $f_\Delta(x)$. Additionally, we discuss some tests to detect the Galois group of a reciprocal polynomial, which might be of independent interest. Finally, we propose a precise conjecture on the structure of the Galois groups of $f_\Delta(x)$ and $g_\Delta(x)$ based on our experimental data.

2. BACKGROUND IN ALGEBRAIC NUMBER THEORY

2.1. Legendre symbol, Jacobi symbol, and Kronecker symbol. In this section, we recall the definition and basic properties of the Legendre, Jacobi, and Kronecker symbols. Our main references for this section are [19] and [22, Chapter 9].

We first recall the definition of the Legendre symbol. Let $a$ be an integer and $p$ a prime number. The Legendre symbol $(\frac{a}{p})$ is defined as follows.

$$ (\frac{a}{p}) = \begin{cases} 
0 & \text{if } p|a \\
1 & \text{if } a \text{ is a square modulo } p \\
-1 & \text{else.} 
\end{cases} $$

The Legendre symbol is multiplicative. In fact, it is a Dirichlet character with conductor $p$. The Jacobi symbol $(\frac{a}{b})$, where $b$ is an odd positive integer, is a generalization of the Legendre symbol. Specifically, suppose that $b$ has the following prime factorization $b = p_1^{e_1} p_2^{e_2} \ldots p_r^{e_r}$. Then the Jacobi symbol $(\frac{a}{b})$ is defined as follow

$$ (\frac{a}{b}) = (\frac{a}{p_1})^{e_1} (\frac{a}{p_2})^{e_2} \ldots (\frac{a}{p_r})^{e_r}, $$

where $(\frac{a}{p_i})$ is the Legendre symbol. Finally, we recall the Kronecker symbol, which generalizes both the Legendre and the Jacobi symbols. To do so, we first define the following conventions

$$ (\frac{a}{-1}) = \begin{cases} 
1 & \text{if } a \geq 0 \\
-1 & \text{if } a < 0 
\end{cases} \quad (\frac{a}{2}) = \begin{cases} 
0 & \text{if } 2|a \\
1 & \text{if } a \equiv \pm 1 \pmod{8} , \quad (\frac{a}{0}) = \begin{cases} 
1 & \text{if } a = \pm 1 \\
0 & \text{otherwise.} 
\end{cases} 
\end{cases} $$

Let $a, n$ be integers. Suppose that $n$ has the following factorization into the product of distinct prime numbers

$$ n = \text{sgn}(n) p_1^{e_1} p_2^{e_2} \ldots p_r^{e_r}. $$

Here sgn$(n)$ is the sign of $n$, which is 1 if $n > 0$ and $-1$ otherwise. Then, the Kronecker symbol $(\frac{a}{n})$ is defined as

$$ (\frac{a}{n}) = (\frac{a}{\text{sgn}(n)}) (\frac{a}{p_1})^{e_1} (\frac{a}{p_2})^{e_2} \ldots (\frac{a}{p_r})^{e_r}. $$
We note that the Kronecker symbol is defined for all integers \( a, n \).

2.2. **Quadratic characters.** Let \( d \) be a squarefree integer. Let \( \Delta \) be the discriminant of the quadratic extension \( \mathbb{Q}(\sqrt{d})/\mathbb{Q} \), which is given by

\[
\Delta = \begin{cases} 
  d & \text{if } d \equiv 1 \pmod{4} \\
  4d & \text{if } d \equiv 2, 3 \pmod{4}.
\end{cases}
\]

From this definition, we can see that \( \Delta \) necessarily determines the quadratic extension \( \mathbb{Q}(\sqrt{d})/\mathbb{Q} \). We have the following theorem.

**Theorem 2.1.** ([22, Theorem 9.13]) Let \( \chi_{\Delta} : \mathbb{Z} \to \mathbb{C}^\times \) be the function given by

\[
\chi_{\Delta}(a) = \left( \frac{\Delta}{a} \right),
\]

where \( \left( \frac{\Delta}{a} \right) \) is the Kronecker symbol introduced in the previous section. Then \( \chi_{\Delta} \) is a primitive quadratic character of conductor \( D = |\Delta| \). Furthermore, every primitive quadratic character is given uniquely this way.

2.3. **Cyclotomic polynomials.** We recall some properties of cyclotomic polynomials that we will use throughout this article. For a more detailed treatment, interested readers are encouraged to see [26, Sections 46 and 48]. For a more recent survey on both coefficients and higher-order derivatives of cyclotomic polynomials, we recommend [15].

Let \( n \) be a positive integer. The \( n \)-th cyclotomic polynomial \( \Phi_n(x) \) is defined as

\[
\Phi_n(x) = \prod_{\zeta}(x - \zeta),
\]

where \( \zeta \) runs over the set of all primitive \( n \)-roots of unity. It is known that \( \Phi_n(x) \) is a polynomial of degree \( \varphi(n) \) where \( \varphi(n) \) is the Euler totient function. Additionally, we have the following factorization

\[
x^n - 1 = \prod_{d|n} \Phi_d(x).
\]

We have the following identities.

**Proposition 2.2.** ([26, Section 46])

Let \( n \) be a positive integer and \( p \) a prime number. We have the following statements.

1. If \( \gcd(p, n) = 1 \), then \( \Phi_{np}(x)\Phi_n(x) = \Phi_n(x^p) \).
2. If \( p|n \) then \( \Phi_{np}(x) = \Phi_n(x^p) \).
3. If \( n \) is odd and \( n > 1 \) then \( \Phi_{2n}(x) = \Phi_n(-x) \), and \( \Phi_{4n}(x) = \Phi_{2n}(x^2) = \Phi_n(-x^2) \).
4. Additionally \( \Phi_4(x) = x^2 + 1 = \Phi_2(x^2) = -\Phi_1(-x^2) \).

Here are some examples of cyclotomic polynomials.
Example 2.3. \( \Phi_1(x) = x - 1, \Phi_2(x) = x + 1 \). If \( p \) is an odd prime number then
\[
\Phi_p(x) = \frac{x^p - 1}{x - 1} = \sum_{k=0}^{p-1} x^k, \Phi_{2p}(x) = \Phi_p(-x), \Phi_{4p}(x) = \Phi_p(-x^2),
\]
We have the following observation.

Lemma 2.4. \( \Phi_1(x)^2 \) and \( \Phi_n(x) \), for \( n \geq 2 \), are reciprocal polynomials.

Proof. For the first statement, we note that \( \Phi_1(x)^2 = (x - 1)^2 = x^2 - 2x + 1 \). This is clearly a reciprocal polynomial. If \( n = 2 \) then \( \Phi_2(x) = x + 1 \). This is also clearly a reciprocal polynomial. Let us assume now that \( n > 2 \). By definition, we have \( \Phi_n(x) = \prod \zeta(x - \zeta) \), where \( \zeta \) runs over the set of all primitive \( n \)-root of unity. Therefore
\[
\Phi_n(x) = \prod_{\zeta} (1 - x), \Phi_x(x) = \prod_{\zeta} (1 - x \zeta) = (-1)^{\phi(n)} \prod_{\zeta} \prod_{\zeta} (x - \zeta^{-1}).
\]
Note that \( \zeta \) is a primitive \( n \)-root of unity if and only if \( \zeta^{-1} \) is. Furthermore, as long as \( n > 2, \zeta \neq \zeta^{-1} \). Therefore, we can partition the set of all primitive \( n \)-root of unity into pairs \( \{ \zeta, \zeta^{-1} \} \). This shows that \( \phi(n) \) is even, \( \prod_{\zeta} \zeta = 1 \), and \( \prod_{\zeta} (x - \zeta) = \prod_{\zeta} (x - \zeta^{-1}) \). We then conclude that \( \Phi_n(x) = \Phi_n(x) \). In other words, \( \Phi_n(x) \) is a reciprocal polynomial.

Next, we discuss some results about \( Q \)-bases of the cyclotomic extension \( Q(\zeta_n)/Q \). We first have the following classical theorem.

Lemma 2.5. Let \( n \) be a squarefree positive integer. Then the set of all primitive \( n \)-roots of unity, namely \( \{ \zeta_n^k \mid \gcd(k, n) = 1 \} \), is \( Q \)-linear independent.

A proof of this lemma can be found in [18]. Interested readers are encouraged to look at the thread [8] on Mathoverflow for another proof provided by Keith Conrad as well as some interesting historical discussions. We will use Conrad’s argument to prove the following lemmas.

Lemma 2.6. Let \( p \) be an odd prime. Then the set \( \{ \zeta_{4p}^k \mid 1 \leq k \leq 2p, (k, 2p) = 1 \} \) is \( Q \)-linearly independent.

Proof. We have \( \phi(4p) = 2(p - 1) \) and the set \( S = \{ \zeta_{4p}^k \mid 1 \leq k \leq 2p - 2 \} \) is a \( Q \)-basis of \( Q(\zeta_{4p}) \). Since \( \Phi_{4p}(x) = \sum_{j=0}^{p-1} (-1)^j x^{2j} \), one has
\[
\sum_{j=0}^{p-1} (-1)^j \zeta_{4p}^{2j+1} = \zeta_{4p}^{p} \Phi_{4p}(\zeta_{4p}) = 0.
\]
Hence \( \zeta_{4p}^{p} \) is a linear combination of \( \{ \zeta_{4p}^{2j+1} \mid j = 0, \ldots, p - 1 \} \). So if we replace \( \zeta_{4p}^{p} \) in the set \( S \) by \( \zeta_{4p}^{2p-1} \), we still have a \( Q \)-basis of \( Q(\zeta_{4p}) \). In other words, \( \{ \zeta_{4p}^k \mid 1 \leq k \leq 2p - 1, k \neq p \} \) is a \( Q \)-basis of \( Q(\zeta_{4p}) \). In particular, the set \( \{ \zeta_{4p}^k \mid 1 \leq k \leq 2p, (k, 2p) = 1, 1 \leq j \leq p, (j, p) = 1 \} \) is \( Q \)-linearly independent. 

\[ \Box \]
**Lemma 2.7.** Let $m$ be an odd squarefree positive integer. Then the set \(\{\frac{1}{2} \binom{k}{m} \mid 1 \leq k \leq 2m, (k, 2m) = 1\}\) is $\mathbb{Q}$-linearly independent.

**Proof.** We proceed by induction on the number of prime factors of squarefree integer $m$. We show that the statement is true for an odd squarefree integer $m$. We know that \(\{\frac{1}{2} \binom{k}{m} \mid (k, 2m) = 1\}\) is $\mathbb{Q}$-linearly independent, \(\{\zeta_p \mid 1 \leq j \leq p, (j, p) = 1\}\) is a $\mathbb{Q}$-basis of $\mathbb{Q}(\zeta_p)$. Since $\mathbb{Q}(\zeta_{4m}) \cap \mathbb{Q}(\zeta_p) = \mathbb{Q}$, the set
\[
S = \{\frac{1}{2} \binom{k}{4m} \zeta_p^j \mid 1 \leq k \leq 2m, (k, 2m) = 1, 1 \leq j \leq p, (j, p) = 1\}
\]
is $\mathbb{Q}$-linearly independent. Inside $\mathbb{Q}(\zeta_{4mp})$ we can use $\zeta_{4m} = \zeta_p^{4m}$ and $\zeta_p = \zeta_{4mp}$.

Then $\frac{1}{2} \binom{k}{4m} \zeta_p^j = \frac{1}{2} \binom{k+4m}{4mp} \zeta_{4mp}^j$. By taking modulo $4m$ and $p$, we see that $kp + 4mj$ is coprime to $4mp$. Let $l$ be the residue of $kp + 4mj$ modulo $4mp$. Then $l$ is coprime to $2mp$ and $\frac{1}{2} \binom{k+4m}{4mp} = \zeta_{l4p}$. If $l > 2mp$ then $l' = l - 2mp$ is coprime to $2mp$, $1 \leq l' \leq 2mp$ and $\frac{1}{2} \binom{k+4m}{4mp} = -\zeta_{l'4p}$.

Note that if $kp + 4mj \equiv k'p + 4mj' \pmod{4mp}$, then $k \equiv k' \pmod{2m}$ and $j \equiv j' \pmod{p}$. Hence the cardinality of $S$ is $\phi(2m)\phi(p)$, which is equality to the set \(\{\zeta_{4mp}^l \mid 1 \leq l \leq 2mp, (k, 2mp) = 1\}\). This implies that the latter set is $\mathbb{Q}$-linearly independent. 

\[\square\]

### 3. Generalized Fekete polynomials

In this section, we introduce the generalized Fekete polynomials (see also [20, Page 231] and [3, Page 24].)

**Definition 3.1.** Let $\chi : (\mathbb{Z}/D)^\times \rightarrow \mathbb{C}^\times$ be a primitive Dirichlet character of conductor $D$. The generalized Fekete polynomial associated with $\chi$ is given by
\[
F_\chi(x) = \sum_{a=1}^{D-1} \chi(a)x^a.
\]

In this article, we will focus on the case of real primitive Dirichlet characters.

**Definition 3.2.** Let $d$ be a squarefree integer. Let $\Delta$ be the fundamental discriminant of the quadratic extension $\mathbb{Q}(\sqrt{d})/\mathbb{Q}$ and $\chi_\Delta$ the associated quadratic character. The generalized Fekete polynomial associated with $\mathbb{Q}(\sqrt{d})/\mathbb{Q}$ is given by
\[
F_\Delta(x) = F_{\chi_\Delta}(x) = \sum_{a=1}^{D-1} \chi_\Delta(a)x^a = \sum_{a=1}^{D-1} \left( \frac{\Delta}{a} \right) x^a.
\]

Note that in the above definition, we index $F$ by $\Delta$ instead of $D$ because $\mathbb{Q}(\sqrt{d})/\mathbb{Q}$ is determined by $\Delta$ and not necessarily by $D$. For example, $\mathbb{Q}(\sqrt{2})$ and $\mathbb{Q}(\sqrt{-2})$ both have $D = 8$. More generally, if $2m$ is a squarefree number, then $\mathbb{Q}(\sqrt{2m})$ and $\mathbb{Q}(\sqrt{-2m})$ both have $D = |\Delta| = 8m$. 
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We recall that the $L$-function associated with a primitive Dirichlet character $\chi$ with conductor $D$ is defined as

$$L(\chi, s) = \sum_{n=1}^{\infty} \frac{\chi(n)}{n^s}.$$ 

There is a direct relationship between the generalized Fekete polynomial $F_\Delta(x)$ and values of the $L$-function associated with $\chi$. More precisely

**Proposition 3.3.**

$$\Gamma(s)L(\chi, s) = \int_0^1 \frac{(-\log(t))^{s-1}}{t} \frac{F_\chi(t)}{1-t^D} dt,$$

where $\Gamma(s)$ is the Gamma function.

**Proof.** For $0 < m \leq 1$, we recall that the Hurwitz zeta function $\zeta(s, m)$ is defined by

$$\zeta(s, m) = \sum_{n=0}^{\infty} \frac{1}{(n+m)^s}.$$ 

By [1, Section 12.1], we have

$$L(s, \chi) = \frac{1}{D^s} \sum_{a=1}^{D-1} \chi(a) \zeta(s, \frac{a}{D}).$$

Furthermore, by [1, Theorem 12.2], the Hurwitz zeta function $\zeta(s, m)$ has the following integral representation

$$\Gamma(s)\zeta(s, m) = \int_0^\infty \frac{x^{s-1}e^{-mx}}{1-e^{-x}} dx.$$ 

Apply this formula for $m = \frac{a}{D}$ we have

$$\Gamma(s)\zeta(s, \frac{a}{D}) = \int_0^\infty \frac{x^{s-1}e^{-\frac{a}{D}x}}{1-e^{-x}} dx.$$ 

Let $t = e^{-\frac{a}{D}x}$. Then $x = -D \log(t)$ and $dx = \frac{-D}{t} dt$. We then have

$$\Gamma(s)\zeta(s, \frac{a}{D}) = \int_0^1 \frac{D^s(-\log(t))^{s-1}t^a}{t(1-t^D)} dt.$$ 

Combining Equation 1 and Equation 2 we have

$$\Gamma(s)L(s, \chi) = \sum_{a=1}^{D-1} \chi(a) \int_0^1 \frac{D^s(-\log(t))^{s-1}t^a}{t(1-t^D)} dt = \int_0^1 \frac{(-\log(t))^{s-1}}{t} \frac{F_\chi(t)}{1-t^D} dt \quad \square.$$ 

**Remark 3.4.** For some further discussions regarding real zeroes of $F_\Delta(x)$ over the interval $(0, 1)$ and complex zeroes of $F_\Delta(x)$ on the unit circle, we refer the readers to [3, 9].

Our numerical data suggests that some care must be taken when $\Delta$ is even. More precisely, when $\Delta$ is even, $\chi_\Delta(a) = 0$ if $a$ is even. Consequently, $F_\Delta(x)/x$ is a polynomial in $x^2$. In order to define and study the Fekete polynomials $f_\Delta(x)$ and the reduced Fekete polynomial $g_\Delta(x)$ associated with $\Delta$ (see [23] in the case $D = |\Delta|$ is a prime number), we introduce the following modification.
**Definition 3.5.** Suppose that $\Delta$ is an even number. The modified Fekete polynomial $\tilde{F}_\Delta(x)$ associated with $\Delta$ is given by

$$F_\Delta(x) = x\tilde{F}_\Delta(x^2).$$

Concretely

$$\tilde{F}_\Delta(x) = \sum_{a=0}^{D/2-1} \left( \frac{\Delta}{2a+1} \right) x^a.$$

**Remark 3.6.** We motivate this definition by a concrete example; namely when $\Delta = 4 \times 11$. In this case, $F_\Delta(x)$ has the following factorization

$$F_\Delta(x) = x(x-1)^2(x+1)^2\Phi_4(x)\Phi_{11}(x)\Phi_{22}(x)(x^{16} - x^{14} + 2x^{12} + 3x^8 + 2x^4 - x^2 + 1) = x\Phi_1(x^2)^2\Phi_2(x^2)\Phi_{11}(x^2)\Phi_{22}(x),$$

where $f_\Delta(x) = x^8 - x^7 + 2x^6 + 3x^4 + 2x^2 - x + 1$. By definition, we have

$$\tilde{F}_\Delta(x) = \Phi_1(x)^2\Phi_2(x)\Phi_{11}(x)f_\Delta(x).$$

Philosophically speaking, we want to define the Fekete polynomial $f_\Delta(x)$ in such a way that $f_\Delta(x)$ is as simple as possible (and that $f_\Delta(x)$ contains all essential information about $F_\Delta(x)$ and hence $\tilde{F}_\Delta(x)$.) This shows that, we should define

$$f_\Delta(x) = x^8 - x^7 + 2x^6 + 3x^4 + 2x^2 - x + 1.$$

Note that $f_\Delta(x)$ is a reciprocal polynomial and its trace polynomial is given by (see [23, Section 3] for the definition)

$$g_\Delta(x) = x^4 - x^3 - 2x^2 + 3x + 1.$$

The polynomials $f_\Delta(x)$ and $g_\Delta(x)$ will be the main subjects of investigation in our work.

Finally, we also observe that $F_\Delta(x)$ satisfies the following symmetry.

**Proposition 3.7.** Let $\chi = \chi_\Delta$ be a quadratic Dirichlet character with conductor $D$. Then we have

$$x^DF_\Delta \left( \frac{1}{x} \right) = \chi(-1)F_\Delta(x).$$

If $D$ is even then

$$x^{D-1}\tilde{F}_\Delta \left( \frac{1}{x} \right) = \chi(-1)\tilde{F}_\Delta(x).$$

**Proof.** We have

$$x^DF_\chi \left( \frac{1}{x} \right) = x^D \sum_{a=1}^{D} \chi(a) \left( \frac{1}{x} \right)^a = \sum_{a=1}^{D-1} \chi(a)x^{D-a}$$

$$= \sum_{a=1}^{D-1} \chi(D-u)x^a = \chi(-1) \sum_{u=1}^{D-1} \chi(u)x^u = \chi(-1)F_\chi(x).$$

When $D$ is even, the second equality follows directly from the above equation and the definition $\tilde{F}_\Delta(x)$. \qed
Let $\chi_\Delta$ be a quadratic Dirichlet character of conductor $D$ and $b$ an integer. Let $\zeta_D = \exp \left( \frac{2\pi i}{D} \right)$ be a primitive $D$-root of unity.

**Definition 3.8.** ([2] Chapter V) The Gauss sum $G(b, \chi_\Delta)$ is defined as follow

$$G(b, \chi_\Delta) = \sum_{a=1}^{D-1} \chi_\Delta(a) \zeta_D^a F(a).$$

We have the following fundamental property [2, Theorem 4.12, page 312]

$$G(b, \chi_\Delta) = \chi_\Delta(b) G(1, \chi_\Delta).$$

A direct consequence of this property is that if $\gcd(b, D) > 1$ then $F(\zeta_D^b) = 0$ (in fact, in the proof of [2, Theorem 4.12, page 312], it was shown that if $\gcd(b, D) > 1$ then $G(b, \chi_\Delta) = 0$). In other words, if $n | D$ and $n \neq D$ then $F(\zeta_n) = 0$. On the other hand, we have [2, Theorem 4.13, Page 313]

$$|F(\zeta_D)|^2 = |G(1, \chi_\Delta)|^2 = D.$$

This shows that $\zeta_D$ is not a root of $F_\Delta(x)$. In light of these properties and the results in [23], the following question seems natural.

**Question 3.9.** Let $n$ be a positive integer. What is the multiplicity of $\zeta_n$ as a root of $F_\Delta(x)$? Equivalently, we can rephrase this question as a question about the multiplicity of $\Phi_n(x)$ in $F(x)$.

We remark that in the above question, we do not require $n$ to be a divisor of $D$. For simplicity, we will write $r_\Delta(\Phi_n) = r_\Delta(n)$ (respectively $\tilde{r}_\Delta(\Phi_n) = \tilde{r}_\Delta(n)$) for the multiplicity of $\Phi_n(x)$ in $F_\Delta(x)$ (respectively $\tilde{F}_\Delta(x)$.) Quite surprisingly, the multiplicity is not always 1. Furthermore, sometimes there are other exceptional zeros. For example, if $\Delta = 3p$ with $p \equiv 2 \pmod{3}$ and $p \equiv 3 \pmod{4}$, then $\zeta_6$ is a simple root and $\zeta_3$ is a double root of $F_\Delta(x)$ (see Proposition [9,2] for the precise statements and their proofs.)

We also note that when $\Delta$ is even and $n$ is odd, $\Phi_n(x)$ and $\Phi_{2n}(x) = \Phi_n(-x)$ come in pair. This is a consequence of the following general fact.

**Lemma 3.10.** Let $F \in \mathbb{Z}[x]$ be a polynomial in $x^2$; namely $F(x) = \tilde{F}(x^2)$ with $F(x) \in \mathbb{Z}[x]$. Suppose that $p(x)$ is an irreducible factor of $F(x)$ with multiplicity $m$.

1. If $p(x) \neq p(-x)$, then $p(-x)$ is also a factor of $F(x)$ with the same multiplicity.
2. Assume that $p(x) = p(-x)$ and $p(x) = \bar{p}(x^2)$. Then the multiplicity of $p(x)$ in $F(x)$ is equal to the multiplicity of $\bar{p}(x)$ in $\tilde{F}(x)$.

**Proof.** Because $p(x)$ is a factor of $F(x)$, we can write $F(x) = p(x)q(x)$. Take $x = -x$ and use the fact that $F(x) = F(-x)$, we have $F(x) = p(-x)q(-x)$. This shows that $p(-x)$ is a factor of $F(x)$. 
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Let us first consider the case \( p(x) \neq p(-x) \). In this case, \( p(x) \) and \( p(-x) \) are distinct factors of \( F(x) \). Let us write \( F(x) = p(x)^m_1 p(-x)^m_2 h(x) \), where \( h(x) \in \mathbb{Z}[x] \) such that \( \gcd(h(x), p(x)p(-x)) = 1 \). Take \( x = -x \) again, we have \( F(x) = F(-x) = p(-x)^m_1 p(x)^m_2 h(-x) \). Consequently \( p(x)^m_1 p(-x)^m_2 h(x) = p(-x)^m_1 p(x)^m_2 h(-x) \). We conclude that \( m_1 = m_2 \).

Let us now consider the second case, namely \( p(x) = \tilde{p}(x^2) \). Let \( m \) be the multiplicity of \( p(x) \) in \( F(x) \). We can write \( \tilde{F}(x^2) = F(x) = p(x)^m q(x) = \tilde{p}(x^2)^m q(x) \). Here \( q(x) \in \mathbb{Z}[x] \) and \( \gcd(q(x), p(x)) = 1 \). From this equation, we see that \( q(x) = \tilde{q}(x^2) \) for some \( \tilde{q}(x) \in \mathbb{Z}[x] \); and hence \( \tilde{F}(x) = \tilde{p}(x)^m \tilde{q}(x) \) and \( \gcd(\tilde{q}(x), \tilde{p}(x)) = 1 \). This shows that the multiplicity of \( \tilde{p}(x) \) in \( \tilde{F}(x) \) is \( m \) as well. \(\square\)

By Proposition \( \ref{proposition:2} \), we know that when \( n \) is odd \( \Phi_{2n}(x) = \Phi_n(-x) \) and \( \Phi_n(x) \Phi_{2n}(x) = \Phi_n(x^2) \). Additionally, when \( n = 2m \) is even, we have \( \Phi_{4m}(x) = \Phi_{2m}(x^2) \). As a corollary, we have the following

**Corollary 3.11.** Suppose that \( \Delta \) is even and \( n \) is odd.

1. If \( \Phi_n(x) \) is a factor of \( \tilde{F}_\Delta(x) \) then \( \Phi_{2n}(x) \) is a factor of \( F_\Delta(x) \). These factors have the same multiplicity.
2. The multiplicity of \( \Phi_n(x) \) and \( \Phi_{2n}(x) \) in \( F_\Delta(x) \) is the same as the multiplicity of \( \Phi_n(x) \) in \( \tilde{F}_\Delta(x) \); namely \( r_\Delta(\Phi_n) = r_\Delta(\Phi_{2n}) = \tilde{r}_\Delta(\Phi_n) \).
3. For any positive integer \( m \), \( r_\Delta(\Phi_{4m}) = \tilde{r}_\Delta(\Phi_{2m}) \).

**Proof.** Let \( m \) be the multiplicity of \( \Phi_n(x) \) in \( F_\Delta(x)/x = \tilde{F}_\Delta(x^2) \). Then by Lemma \( \ref{lemma:3} \), \( m \) is also the multiplicity of \( \Phi_{2n}(x) \) in \( F_\Delta(x) \). In other words, we can write

\[
\tilde{F}_\Delta(x^2) = F_\Delta(x)/x = \Phi_n(x)^m \Phi_{2n}(x)^m q(x) = \Phi_n(x^2)^m q(x).
\]

Here \( q(x) \in \mathbb{Z}[x] \) is a polynomial which is relatively prime to \( \Phi_n(x) \Phi_{2n}(x) = \Phi_n(x^2) \). We also note that the quotient of two polynomials in \( x^2 \) is another polynomial in \( x^2 \). Therefore, we can write \( q(x) = \tilde{q}(x^2) \) where \( \tilde{q}(x) \in \mathbb{Z}[x] \) and \( \gcd(\tilde{q}(x), \Phi_n(x)) = 1 \). We then conclude that \( \tilde{F}_\Delta(x) = \Phi_n(x)^m \tilde{q}(x^2) \). From this equation, we see that the multiplicity of \( \Phi_n(x) \) in \( \tilde{F}_\Delta(x) \) is \( m \) as well. \(\square\)

4. **The multiplicity \( \Phi_1(x) \) and \( \Phi_2(x) \) in \( F_\Delta(x) \) and \( \tilde{F}_\Delta(x) \).**

We first investigate Question \( \ref{question:3.9} \) in the simplest cases; namely the multiplicity of \( x = 1 \) and \( x = -1 \). First, we have \( F_\Delta(1) = \sum_{a=1}^{D-1} \chi_\Delta(a) = 0 \). Therefore, \( x = 1 \) is a root of \( F_\Delta(x) \).

As before, let \( r_\Delta(\Phi_1) = r_\Delta(1) \) be the multiplicity of the root \( x = 1 \).

To study \( r_\Delta(\Phi_1) \), we need the following lemma.

**Lemma 4.1.**
\[
(a) \sum_{a=1}^{D-1} \chi_\Delta(a)a = \begin{cases} 
 0 & \text{if } \chi_\Delta \text{ is even} \\
 1 & \text{if } \chi_\Delta \text{ is odd}.
\end{cases}
\]
(b) \( \sum_{a=1}^{D-1} \chi(a) a^2 \neq 0. \)

We first recall that the Bernoulli polynomials \( B_n(x) \) and Bernoulli numbers \( B_n, n \geq 0, \) are defined as (see ([16, pp. 7-9])

\[
\frac{te^{xt}}{e^t - 1} = \sum_{n=0}^{\infty} B_n(x) \frac{t^n}{n!}, \text{ and } B_n(x) = \sum_{k=0}^{n} \binom{n}{k} B_k x^{n-k}, \quad n \geq 0.
\]

For example, \( B_0(x) = 1, B_1(x) = x + \frac{1}{2}, B_2(x) = x^2 + x + \frac{1}{6}. \)

One can also define the generalized Bernoulli numbers \( B_{n,\chi} \) and Bernoulli polynomials \( B_{n,\chi}(x), n \geq 0, \) for a Dirichlet character \( \chi \) with conductor \( f = f_\chi \) as (see [16, pages 8-9])

\[
\sum_{a=1}^{\infty} \frac{\chi(a)te^{(a+x)t}}{e^t - 1} = \sum_{n=0}^{\infty} B_{n,\chi}(x) \frac{t^n}{n!}, \text{ and } B_{n,\chi}(x) = \sum_{k=0}^{n} \binom{n}{k} B_k \chi^{n-k}, \quad n \geq 0.
\]

**Proof of Lemma 4.7** Let \( \chi \) be the quadratic character \( \chi_\Delta. \) One has ([16 page 10])

(3) \[
B_{n,\chi}(x) = D^{n-1} \sum_{a=1}^{D-1} \chi(a) B_n \left( \frac{a-D+x}{D} \right).
\]

Substituting \( n = 1 \) and \( x = 0 \) in (3), one obtains

\[
B_{1,\chi} = \sum_{a=1}^{D-1} \chi(a) B_1 \left( \frac{a}{D} - 1 \right) = \sum_{a=1}^{D-1} \chi(a) \left( \frac{a}{D} - \frac{1}{2} \right)
= \frac{1}{D} \sum_{a=1}^{D-1} \chi(a) a - \frac{1}{2} \sum_{a=1}^{D-1} \chi(a) = \frac{1}{D} \sum_{a=1}^{D-1} \chi(a) a.
\]

Hence

(4) \[
\sum_{a=1}^{D-1} \chi(a) a = DB_{1,\chi} = \begin{cases} 0 & \text{if } \chi \text{ is even} \\ \neq 0 & \text{if } \chi \text{ is odd}. \end{cases}
\]

The last statement follows from [16 pages 12-13, Theorem 2].

Substituting \( n = 2 \) and \( x = 0 \) in (3), one obtains

\[
B_{2,\chi} = D \sum_{a=1}^{D-1} \chi(a) B_2 \left( \frac{a}{D} - 1 \right) = D \sum_{a=1}^{D-1} \chi(a) \left( \frac{a^2}{D^2} - \frac{a}{D} + \frac{1}{6} \right)
= \frac{1}{D} \sum_{a=1}^{D-1} \chi(a) a^2 - \sum_{a=1}^{D-1} \chi(a) a + \frac{1}{6} \sum_{a=1}^{D-1} \chi(a) = \frac{1}{D} \sum_{a=1}^{D-1} \chi(a) a^2 - \sum_{a=1}^{D-1} \chi(a) a.
\]

Hence

\[
\sum_{a=1}^{D-1} \chi(a) a^2 = DB_{2,\chi} + D \sum_{a=1}^{D-1} \chi(a) a.
\]
If \( \chi \) is even, then \( \sum_{a=1}^{D-1} \chi(a)a^2 = DB_2\chi \neq 0 \) (by [16] pages 12-13, Theorem 2). If \( \chi \) is odd, then \( \sum_{a=1}^{D-1} \chi(a)a^2 = D \sum_{a=1}^{D-1} \chi(a)a = D^2B_1\chi \neq 0 \) (by [16] pages 12-13, Theorem 2).

We are now ready to compute \( r_\Delta(\Phi_1) \) explicitly.

**Proposition 4.2.** \( r_\Delta(\Phi_1) = \begin{cases} 
1 & \text{if } \chi_\Delta \text{ is odd} \\
2 & \text{if } \chi_\Delta \text{ is even.}
\end{cases} \)

*Proof.* For simplicity, we will write \( \chi \) for \( \chi_\Delta \). One has \( F'_\Delta(1) = \sum_{a=1}^{D-1} \chi(a)a \). By Lemma 4.1 (a), \( r_\Delta(\Phi_1) = 1 \) if \( \chi \) is odd and \( r_\Delta(\Phi_1) \geq 2 \) if \( \chi \) is even.

Now we suppose that \( \chi \) is even. By Lemma 4.1, one has

\[
F''_\Delta(1) = \sum_{a=1}^{D-1} \chi(a)a(a-1) = \sum_{a=1}^{D-1} \chi(a)a^2 - \sum_{a=1}^{D-1} \chi(a)a = \sum_{a=1}^{D-1} \chi(a)a^2 \neq 0.
\]

Hence \( r_\Delta(\Phi_1) = 2 \).

By Corollary 3.11 we have the following.

**Corollary 4.3.** Suppose that \( \Delta \) is even. Let \( \tilde{F}_\Delta(x) \) be the modified Fekete polynomial as defined in Definition 3.5. Then \( r_\Delta(\Phi_2) = r_\Delta(\Phi_1) = \begin{cases} 
1 & \text{if } \chi_\Delta \text{ is odd} \\
2 & \text{if } \chi_\Delta \text{ is even.}
\end{cases} \)

Next, let us investigate whether \( x = -1 \) is a root of \( F_\Delta(x) \). We have the following observation.

**Proposition 4.4.** Suppose that \( D \) is odd.

1. If \( \chi_\Delta \) is even then \( x = -1 \) is a root of \( F_\Delta(x) \).
2. If \( \chi_\Delta \) is odd then \( x = -1 \) is not a root of \( F_\Delta(x) \).

*Proof.* For simplicity, we will write \( \chi \) for \( \chi_\Delta \). First, let us consider the case \( \chi \) is even. We have

\[
F_\Delta(-1) = \sum_{a=1}^{D-1} \chi(a)(-1)^a = \sum_{a=1}^{D-1} \left[ \chi(a)(-1)^a + \chi(D-a)(-1)^{D-a} \right] = \sum_{a=1}^{D-1} \chi(a) \left[ (-1)^a + (-1)^{D-a} \right] = 0.
\]

Next, let us investigate whether \( x = -1 \) is a root of \( F_\Delta(x) \). We have the following observation.

**Proposition 4.4.** Suppose that \( D \) is odd.

1. If \( \chi_\Delta \) is even then \( x = -1 \) is a root of \( F_\Delta(x) \).
2. If \( \chi_\Delta \) is odd then \( x = -1 \) is not a root of \( F_\Delta(x) \).

*Proof.* For simplicity, we will write \( \chi \) for \( \chi_\Delta \). First, let us consider the case \( \chi \) is even. We have

\[
F_\Delta(-1) = \sum_{a=1}^{D-1} \chi(a)(-1)^a = \sum_{a=1}^{D-1} \left[ \chi(a)(-1)^a + \chi(D-a)(-1)^{D-a} \right] = \sum_{a=1}^{D-1} \chi(a) \left[ (-1)^a + (-1)^{D-a} \right] = 0.
\]
Now, let us consider the case $\chi$ is odd. Note that in this case $\Delta < 0$ and $\Delta \equiv 1 \pmod{4}$ and hence $D = -\Delta \equiv 3 \pmod{4}$. We have
\[
F_\Delta(-1) = \sum_{a=1}^{D-1} \chi(a)(-1)^a = \sum_{a=1}^{D-1} \left[ \chi(2a)(-1)^{2a} + \chi(D - 2a)(-1)^{D-2a} \right]
= 2 \sum_{a=1}^{D-1} \chi(2a) = 2\chi(2)\sum_{a=1}^{D-1} \chi(a).
\]

By [28, Table 3, page 199], we have $\sum_{a=1}^{D-1} \chi(a) = \frac{1}{c}h(-D)$, where $h(-D)$ is the class number of the imaginary quadratic field $\mathbb{Q}(\sqrt{-D})$ and $c = \begin{cases} 1 & \text{if } D \equiv 7 \pmod{8} \\ \frac{1}{3} & \text{if } D \equiv 3 \pmod{8} \end{cases}$. Therefore,
\[
F_\Delta(-1) = 2\chi(2)\frac{1}{c}h(-D).
\]

We conclude that $F_p(-1) \neq 0$ if $\chi$ is odd. \qed

**Lemma 4.5.** Suppose $\chi = \chi_\Delta$ is even. Then $\sum_{a=1}^{D-1} \chi(a) = 0$.

**Proof.** We have $0 = \sum_{a=1}^{D-1} \chi(a) = \sum_{a=1}^{D-1} \left[ \chi(a) + \chi(D - a) \right] = 2 \sum_{a=1}^{D-1} \chi(a)$. Hence $\sum_{a=1}^{D-1} \chi(a) = 0$. \qed

**Proposition 4.6.** If $D$ is odd and $\chi_\Delta$ is even then $x = -1$ is a simple root of $F_\Delta(x)$.

**Proof.** First note that in the case that $\chi = \chi_\Delta$ is even, $D = \Delta \equiv 1 \pmod{4}$. We already show that $F_\Delta(-1) = 0$. To show that $x = -1$ is a simple root of $F_\Delta(x)$, we need to show $F'_\Delta(-1) \neq 0$. We have $F'_\Delta(-1) = \sum_{a=1}^{D-1} \chi(a)a(-1)^{a-1} = -\sum_{a=1}^{D-1} (-1)^a\chi(a)a$. Therefore, it is enough to show that $\sum_{a=1}^{D-1} \chi(a)a(-1)^a \neq 0$. We have
\[
\sum_{a=1}^{p-1} (-1)^a\chi(a)a = \sum_{a=1}^{D-1} \left[ (-1)^{2a}\chi(2a)(2a) + (-1)^{D-2a}\chi(D - 2a)(D - 2a) \right]
= \sum_{a=1}^{D-1} \chi(2a)(4a) - D\chi(2)\sum_{a=1}^{D-1} \chi(a) = 4\chi(2)\sum_{a=1}^{D-1} \chi(a)a.
\]

By [28, page 28], we have $\sum_{a=1}^{D-1} \chi(a)a = \frac{\bar{\chi}(2) - 4}{4}B_{2\chi} \neq 0$. Consequently, $F'_\Delta(-1) \neq 0$. We conclude that $x = -1$ is a simple root of $F_\Delta(x)$. \qed

In summary, we have the following.
Proposition 4.7. Suppose that $\Delta$ is odd. Then $r_\Delta(\Phi_2) = \begin{cases} 0 & \text{if } \chi \text{ is odd} \\ 1 & \text{if } \chi \text{ is even}. \end{cases}$

5. SOME GENERAL RESULTS ABOUT $r(\Phi_n)$ AND $\tilde{r}(\Phi_n)$ FOR BIG N AND $n \mid D$

In this section, we discuss some general results about $r(\Phi_n)$ and $\tilde{r}(\Phi_n)$ for big $n$. We first have the following theorem.

Theorem 5.1. Suppose that $\Delta = dn$ is odd and $n > d > 1$. Then $\zeta_n$ is a simple root of $F_\Delta(x)$. In other words, $r_\Delta(\Phi_n) = 1$.

Proof. Recall that $F_\Delta(x) = \sum_{a=\Delta}^{a=\Delta-1} \left( \frac{\Delta}{a} \right) x^a$. We already know that $F_\Delta(\zeta_n) = 0$. We need to show that $F_\Delta'(\zeta_n) \neq 0$. We have $F_\Delta'(x) = \sum_{a=\Delta}^{a=\Delta-1} a \left( \frac{\Delta}{a} \right) x^{a-1}$. We then see that

$$\zeta_n F_\Delta'(\zeta_n) = \sum_{a=\Delta}^{a=\Delta-1} \left( \frac{\Delta}{a} \right) a \zeta_n^a = \sum_{a=\Delta}^{a=\Delta-1} \left( \frac{\Delta}{a} \right) a \sum_{m=1}^{m=\Delta} \left( \frac{\Delta}{a} \right) a \zeta_n^m = \sum_{m=1}^{m=\Delta} A_m \zeta_n^m,$$

where

$$A_m = \sum_{a=\Delta}^{a=\Delta-1} \left( \frac{\Delta}{a} \right) a, \quad 1 \leq m \leq n.$$

We know that $A_m = 0$ for every $m$ with $(m, n) > 1$. Now suppose that $F_\Delta'(\zeta_n) = 0$. Because $n$ is squarefree, the set $\{ \zeta_n^m \mid (m, n) = 1, 1 \leq m \leq n \}$ is a $\mathbb{Q}$-linearly independent (see Lemma 2.5). Hence $A_m = 0$ for every $m$ with $(m, n) = 1$.

We observe that we can rewrite $A_m$ as follows

$$A_m = \sum_{k=0}^{k=d-1} (kn + m) \left( \frac{\Delta}{kn + m} \right) = \sum_{k=0}^{k=d-1} (kn + m) \left( \frac{kn + m}{dn} \right) = \left( \frac{m}{n} \right) \sum_{k=0}^{k=d-1} (kn + m) \left( \frac{kn + m}{d} \right).$$

We note that $\{kn + m\}_{k=0}^{k=d-1}$ is a complete system of residues modulo $d$. Therefore

$$\sum_{k=0}^{k=d-1} \left( \frac{kn + m}{d} \right) = 0.$$

Consequently, we have

$$E_m = \sum_{k=0}^{k=d-1} \left( \frac{kn + m}{d} \right) k = \sum_{k=1}^{k=d-1} \left( \frac{kn + m}{d} \right) k = 0, \forall 1 \leq m \leq n - 1.$$

Let $\tilde{m}$ be the unique number in $\{0, 1, \ldots, d - 1\}$ such that $\tilde{m}n \equiv m \pmod{d}$ (in other words $\tilde{m} = n^{-1}m \pmod{d}$). We then have

$$E_m = \left( \frac{n}{m} \right) \sum_{k=0}^{k=d-1} \left( \frac{k + \tilde{m}}{d} \right) k = \left( \frac{n}{m} \right) \sum_{k=0}^{k=d-1} \left( \frac{k + \tilde{m}}{d} \right) (k + \tilde{m}).$$
The last inequality follows from the fact that \(\sum_{k=0}^{d-1} \left( \frac{k+m}{d} \right) = 0.\) Let
\[
C_{\tilde{m}} = \sum_{k=0}^{d-1} \left( \frac{k+m}{d} \right) (k + \tilde{m}).
\]
Then \(C_{\tilde{m}} = 0\) by our assumption (note that \(\tilde{m}\) depends on \(m\)). Under the assumption that \(n > d\), let us consider \(m = n - d\). Then \(\tilde{m} = 1\). We have
\[
C_1 = \sum_{k=0}^{d-1} \left( \frac{k+1}{d} \right) (k+1) = \sum_{u=1}^{d-1} \left( \frac{u}{d} \right) u = dB_{1,\chi_d},
\]
Here \(d^* = (-1)^{\frac{d-1}{2}}d\). If \(d^* < 0\) then \(C_1 \neq 0\). In this case, we are done. Now suppose \(d^* > 0\).

We have the following small lemma.

**Lemma 5.2.** There exists \(m\) such that \(1 \leq m < n\), \(\gcd(m, n) = 1\) and \(2n \equiv m \pmod{d}\). For this \(m\), \(\tilde{m} = 2\).

**Proof.** Let us write \(n = qd + r\), with \(1 \leq r \leq d - 1\). Under the condition, \(n > d\), we have \(q \geq 1\). We will look for of the form \(m = hd + 2r\) for some \(0 \leq h \leq q - 1\). Note that for this choice of \(m\), conditions (1) and (3) are satisfied. We will look for an \(h\) such that \(m\) satisfies condition (2) as well. We have
\[
gcd(n, m) = \gcd(n, hd + 2r) = \gcd(n, 2n - (hd + 2r))
\]
\[
= \gcd(n, (2q-h)d) = \gcd(n, 2q - h).
\]
Note that \(q + 1 \leq 2q - h \leq 2q\). We claim that there exists an integer \(t\) such that \(q + 1 \leq 2^t \leq 2q\). In fact, let \(s\) be the largest integer such that \(2^s \leq q + 1\). If \(q + 1 = 2^s\), we can take \(t = s\). Otherwise, \(2^s < q + 1\). Hence \(2^{s+1} < 2(q + 1) = 2q + 2\). From this, we can easily see that \(2^{s+1} \leq 2q\). In this case, we can take \(t = s + 1\).

Now, let \(0 \leq h \leq q - 1\) be the number such that \(2q - h = 2^t\). Let \(m = hd + 2r\). Our argument shows that \(\gcd(n, m) = \gcd(n, 2^t) = 1\).

For this choice of \(m\), \(\tilde{m} = 2\). Let us consider
\[
C_2 = \sum_{k=0}^{d-1} \left( \frac{k+2}{d} \right) (k+2) = \sum_{u=2}^{d+1} \left( \frac{u}{d} \right) u
\]
\[
= \sum_{u=1}^{d} \left( \frac{u}{d} \right) u - 1 + \left( \frac{d+1}{d} \right) (d+1) = dB_{1,\chi_d^*} + d = d \neq 0.
\]
This completes the proof.

When \(\Delta < 0\), the situation becomes a bit easier.

**Theorem 5.3.** If \(\Delta < 0\) and \(n\) is a squarefree proper divisor of \(\Delta\) then \(\zeta_n\) is a simple root of \(F_\Delta\).
Proof. We already know that \( F_\Delta(\zeta_n) = 0 \). We need to show that \( F'_\Delta(\zeta_n) \neq 0 \). We have
\[
F'_\Delta(x) = \sum_{a=1}^{\Delta-1} a \left( \frac{\Delta}{a} \right) x^{a-1}.
\]
We then see that
\[
\zeta_n F'_\Delta(\zeta_n) = \sum_{a=1}^{\Delta-1} a \left( \frac{\Delta}{a} \right) a \sum_{k=1}^n \sum_{a \equiv k \pmod{n}} \left( \frac{\Delta}{a} \right) \zeta_n^k = \sum_{k=1}^n A_k \zeta_n^k,
\]
where
\[
A_k = \sum_{a \equiv k \pmod{n}} \left( \frac{\Delta}{a} \right) a, \quad 1 \leq k \leq n.
\]
We know that \( A_k = 0 \) for every \( k \) with \( (k, n) > 1 \). Now suppose that \( F'_\Delta(\zeta_n) = 0 \). Because \( n \) is squarefree, the set \( \{ \zeta_n^k \mid (k, n) = 1, 1 \leq k \leq n \} \) is a \( \mathbb{Q} \)-basis of \( \mathbb{Q}(\zeta_n) \). Hence \( A_k = 0 \) for every \( k \) with \( (k, n) = 1 \). This implies that \( F'_\Delta(1) = \sum_{m=1}^n A_m = 0 \). This contradicts to Proposition 4.2. Therefore \( F'_\Delta(\zeta_n) \) must be nonzero, as required. \( \square \)

When \( \Delta \) is negative and even, we have the following partial result.

**Theorem 5.4.** If \( \Delta = -4d < 0 \), where \( d \) is odd squarefree and \( d \equiv 1 \pmod{4} \). Assume that \( d = mq \) where \( q \) is a prime number and \( m \) is a positive number. Let \( S_m = \{ 1 \leq k \leq 2m \mid \gcd(2m, k) = 1 \} \). Let us assume further that \( S_m \) contains at least \( q/2 \) distinct residues modulo \( q \). Then \( \zeta_{4m} \) is a simple root of \( F_\Delta(x) \).

**Proof.** Let \( n = 4m \). We already know that \( F_\Delta(\zeta_n) = 0 \). We need to show that \( F'_\Delta(\zeta_n) \neq 0 \). We have
\[
\zeta_n F'_\Delta(\zeta_n) = \sum_{a=1}^{\Delta-1} a \left( \frac{\Delta}{a} \right) a \sum_{k=1}^n \sum_{a \equiv k \pmod{n}} \left( \frac{\Delta}{a} \right) \zeta_n^k = \sum_{k=1}^n A_k \zeta_n^k,
\]
where
\[
A_k = \sum_{a \equiv k \pmod{n}} \left( \frac{\Delta}{a} \right) a, \quad 1 \leq k \leq n.
\]
Note that \( \zeta_n^k = -\zeta_n^{k+2m} \). Hence \( \zeta_n F'_\Delta(\zeta_n) = \sum_{k=1}^{2m} (A_k - A_{k+2m}) \zeta_n^k \). We know that \( A_k = 0 \) for every \( k \) with \( (k, n) > 1 \). Now suppose that \( F'_\Delta(\zeta_n) = 0 \). By Lemma 2.7 the set \( \{ \zeta_n^k \mid (k, 2m) = 1, 1 \leq k \leq 2m \} \) is \( \mathbb{Q} \)-linearly independent in \( \mathbb{Q}(\zeta_n) \). Hence \( A_k = A_{k+2m} \) for every \( k \) with \( (k, 2m) = 1 \) and \( 1 \leq k \leq 2m \).

From our assumption, we have \( d = mq \). We then have
\[
A_k - A_{k+2m} = \sum_{a \equiv k \pmod{4m}} \left[ \left( \frac{-4mq}{a} \right) - \left( \frac{-4mq}{a+2m} \right) \right] a - 2m \sum_{a \equiv k \pmod{4m}} \left( \frac{-4mq}{a+2m} \right).
\]
Let us write \( a = k + 4mt \) for \( 0 \leq t \leq q - 1 \). We have
\[
\left( \frac{-4mq}{a} \right) = \left( \frac{-4mq}{k + 4mt} \right) = \left( \frac{-qm}{k + 4mt} \right) = (-1)^{\frac{k-1}{2}} \left( \frac{k + 4mt}{qm} \right)
\]
\[
= (-1)^{\frac{k-1}{2}} \left( \frac{k + 4mt}{q} \right) \left( \frac{k + 4mt}{m} \right) = (-1)^{\frac{k-1}{2}} \left( \frac{k + 4mt}{q} \right) \left( \frac{k}{m} \right).
\]
Similarly
\[
\left( \frac{-4mq}{a + 2m} \right) = \left( \frac{-4mq}{k + 2m + 4mt} \right) = (-1)^{\frac{k-1}{2} + m} \left( \frac{k + 2m + 4mt}{q} \right) \left( \frac{k + 2m}{m} \right)
\]
\[
= -(-1)^{\frac{k-1}{2}} \left( \frac{k}{m} \right) \left( \frac{k + 2m + 4mt}{q} \right).
\]
Because \( \{k + 2m + 4mt\}_{t=0}^{q-1} \) is a complete residue system modulo \( q \), we have
\[
\sum_{a \equiv k \mod 4m} \left( \frac{-4mq}{a + 2m} \right) = -(-1)^{\frac{k-1}{2}} \left( \frac{k}{m} \right) \sum_{0 \leq t \leq q-1} \left( \frac{k + 2m + 4mt}{q} \right) = 0.
\]
Therefore, we conclude that
\[
A_k - A_{k+2m} = (-1)^{\frac{k-1}{2}} \left( \frac{k}{m} \right) \sum_{0 \leq t \leq q-1} \left[ \left( \frac{k + 4mt}{q} \right) + \left( \frac{k + 2m + 4mt}{q} \right) \right] (k + 4mt)
\]
\[
= (-1)^{\frac{k-1}{2}} \left( \frac{k}{m} \right) 4m \sum_{0 \leq t \leq q-1} \left[ \left( \frac{k + 4mt}{q} \right) + \left( \frac{k + 2m + 4mt}{q} \right) \right] t.
\]
The second equality follows from the fact that
\[
\sum_{0 \leq t \leq q-1} \left( \frac{k + 4mt}{q} \right) = \sum_{0 \leq t \leq q-1} \left( \frac{k + 2m + 4mt}{q} \right) = 0.
\]
By our assumption, \( A_k - A_{k+2m} = 0 \). Hence
\[
\sum_{0 \leq t \leq q-1} \left[ \left( \frac{k + 4mt}{q} \right) + \left( \frac{k + 2m + 4mt}{q} \right) \right] t = 0.
\]
Note that all terms in the above sum are even, except the case where either \( \left( \frac{k+4mt}{q} \right) \) or \( \left( \frac{k+2m+4mt}{q} \right) \) is zero. Let \( t_{1,k}^* \) (respectively \( t_{2,k}^* \)) be the unique integer in \( \{0, 1, 2, \ldots, q - 1\} \) such that \( q | 4mt_{1,k}^* + k \) (respectively \( q | 4mt_{2,k}^* + 2m + k \)). Then
\[
0 = \sum_{0 \leq t \leq q-1} \left[ \left( \frac{k + 4mt}{q} \right) + \left( \frac{k + 2m + 4mt}{q} \right) \right] t \equiv t_{1,k}^* - t_{2,k}^* \pmod{2}.
\]
We remark that by our definition \( q | 4m(t_{1,k}^* - t_{2,k}^*) - 2m \). Equivalently \( q | 2(t_{1,k}^* - t_{2,k}^*) - 1 \). We conclude that either \( t_{1,k}^* - t_{2,k}^* = \frac{q+1}{2} \) or \( t_{1,k}^* - t_{2,k}^* = \frac{1-q}{2} \). Furthermore, the first case happens if \( t_{1,k}^* > q/2 \) and the second case happens otherwise. Under the assumption
that $S_m$ contains at least $q/2$ distinct residues modulo $q$, we know that there exist $k_1, k_2 \in S_m$ such that $t_{1,k_1} > q/2$ and $t_{1,k_2} < q/2$. In the first case

$$0 \equiv t_{1,k_1}^* - t_{2,k_1}^* \equiv \frac{q+1}{2} \quad \text{(mod 2)}.$$ 

In the second case

$$0 \equiv t_{1,k_2}^* - t_{2,k_2}^* \equiv \frac{1-q}{2} = 1 + \frac{q+1}{2} \quad \text{(mod 2)}.$$ 

This is a contradiction. \hfill \square

We provide below a concrete example where the condition on $S_m$ is satisfied.

**Lemma 5.5.** Let $m = p_1 \cdots p_r$. Assume that $\min\{p_1, p_2, \ldots, p_r\} > q$. Then $S_m$ contains at least $q/2$ residues modulo $q$.

**Proof.** Let us consider the following set $S = \{1, 3, \ldots, q\} = \{2k + 1 | 1 \leq 2k + 1 \leq q\}$. We can see that $|S| = \frac{q+1}{2} > q/2$. Furthermore, by our assumption $S \subset S_m$. Consequently, $|S_m| > q/2$. \hfill \square

6. **Partial results on $r(\Phi_n)$ when $n \nmid \Delta$.**

**Lemma 6.1.** Let $R$ be a (unital) ring and $I$ is an ideal of $R$. If $a^m - 1$ and $a^n - 1$ are in $I$, where $m$ and $n$ are positive integers, then $a^d - 1$ is also in $I$, where $d = \gcd(m, n)$.

**Proof.** We may suppose $m \geq n$. Write $m = nq + r$, where $0 \leq r < b$. We have $a^m - 1 = a^r(a^{nq} - 1) + a^r - 1$. This implies that $a^r - 1$ is also in $I$. By repeating this argument, we conclude that $a^d - 1$ is in $I$. \hfill \square

**Proposition 6.2.** Let $D = |\Delta| = p$ be a prime number and $m$ an positive integer. If $\gcd(m, p - 1) < \phi(m)$, then $F_\Delta(\zeta_m) \neq 0$.

**Proof.** One has $F_\Delta(x) \equiv x + x^2 + \cdots + x^{p-1} = x \frac{x^{p-1} - 1}{x - 1} \quad \text{(mod 2)}$. Suppose that $F_\Delta(\zeta_m) = 0$. Then one has $\zeta_m^{p-1} - 1 \in I$, where $I = 2\mathbb{Z}[\zeta_m]$. Clearly, $\zeta_m^{p-1} - 1 = 0 \in I$. By previous lemma, $\zeta_m^d - 1 \in I$, where $d = \gcd(m, p - 1) < \phi(m)$. Therefore

$$\zeta_m^d = 1 + 2(a_0 + a_1\zeta_m + \cdots + a_{\phi(m)}\zeta_m^{\phi(m) - 1}).$$

Since $\{\zeta_m^k | k = 0, 1, \ldots, \phi(m) - 1\}$ is a Q-basis of $\mathbb{Q}(\zeta_m)$, this implies that $1 = 2a_d$, a contradiction. \hfill \square

**Proposition 6.3.** Let $D = |\Delta| = p$ be a prime number and $m$ an positive integer. If $\frac{m}{\gcd(m, p - 1)}$ is an odd integer greater than 1, then $F_\Delta(\zeta_m) \neq 0$. In particular, if $m$ is odd and $m$ does not divide $p - 1$ then $F_\Delta(\zeta_m) \neq 0$.
Proof. Let \( d = \gcd(m, p - 1) \) and let \( r = m/d \). Suppose that \( F_\Delta(\zeta_m) = 0 \). As in the previous proof, \( \zeta_m^d - 1 \in I := 2\mathbb{Z}[\zeta_m] \). Write \( \zeta_m^d = 1 + 2a \), for some \( a \in \mathbb{Z}[\zeta_m] \). Note that \( a \neq 0 \) because \( r > 1 \). One has \( 1 = (\zeta_m^r)^r = 1 + \sum_{k=1}^{r-1} \binom{r}{k}(2a)^k \). Hence \( r = \sum_{k=1}^{r-1} \binom{r}{k}(2a)^{k-1} \in I \). Since \( r \) is odd, this implies that \( 1 \) is in \( I \), a contradiction. \( \square \)

7. Generalized Fekete polynomials with \( \Delta = 4p, p \equiv 3 \pmod{4} \)

Before we discuss the proofs for our results in this and the following sections, we would like to explain our general strategy for computation of \( r_\Delta(\Phi_n) \) in the case \( n|\Delta \).

First, we know that by the theory of Gauss sums (see the discussion after Definition 3.8), if \( n|\Delta \) and \( n \neq |\Delta| \) then \( r_\Delta(\Phi_n) \geq 1 \). By definition, \( r_\Delta(\Phi_n) \) is equal to the positive integer \( k \) such that \( F_\Delta(\zeta_n) = F_\Delta^i(\zeta_n) = \ldots = F_\Delta^{(k-1)}(\zeta_n) = 0 \) and \( F_\Delta^{(k)}(\zeta_n) \neq 0 \). It turns out that the values \( F_\Delta(\zeta_n) \) for \( 1 \leq i \leq k \) can often be expressed in terms of Bernoulli numbers and hence special values of \( L \)-functions. Using this relationship, we obtain information about the vanishing and non-vanishing of \( F_\Delta^{(i)}(\zeta_n) \). Schematically, our strategy can be summarized by the following diagram

\[
\text{Higher derivatives of } F_\Delta(x) \quad \text{Bernoulli numbers} \quad \text{Special values of } L\text{-functions}
\]

This strategy will be applied repeatedly in Sections 7 – 10. We will explain in detail our prototype calculations in Section 7. For the other sections, we will keep the essential parts of our proofs and omit minor details in order to avoid repetition.

7.1. Cyclotomic factors of \( F_\Delta(x) \). By Corollary 4.3 in Section 4 we know that

\[ r_\Delta(\Phi_1) = r_\Delta(\Phi_2) = r_\Delta(\Phi_3) = 2. \]

We next determine the multiplicity of \( \Phi_p(x), \Phi_{2p}(x) \) in \( F_\Delta(x) \). We first recall the definition of \( F_\Delta^i(x) \)

\[ F_\Delta^i(x) = \sum_{a=0}^{2p-1} \left( \frac{4p}{2a+1} \right) x^a. \]

By the reciprocity law, we have

\[ \left( \frac{4p}{2a+1} \right) = \left( \frac{p}{2a+1} \right) = \left( \frac{2a+1}{p} \right) \left( -1 \right)^{\frac{a(p-1)}{2}} = (-1)^a \left( \frac{2a+1}{p} \right). \]

Note also that \( \left( \frac{2a+1}{p} \right) = \left( \frac{2}{p} \right) \left( \frac{a+p+1}{2} \right) \). Combining these facts, we have

\[ F_\Delta(x) = \left( \frac{2}{p} \right) \sum_{a=0}^{2p-1} \left( \frac{a+p+1}{2} \right) (-1)^a x^a = \left( \frac{2}{p} \right) \sum_{a=0}^{p-1} \left( \frac{a+p+1}{2} \right) \left[ (-1)^a x^a - (-1)^a x^{a+p} \right]. \]
Proposition 7.1. \( r_{\Delta}(\Phi_p) = r_{\Delta}(\Phi_{2p}) = \bar{r}_{\Delta}(\Phi_p) = 1. \)

Proof. We have
\[
\bar{F}'_{\Delta}(x) = \left( \frac{2}{p} \right) \sum_{a=1}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) \left[ (-1)^{a}ax^{a-1} - (-1)^{a}(a + p)x^{a+p-1} \right].
\]
Hence
\[
\bar{F}'_{\Delta}(\zeta_p) = \left( \frac{2}{p} \right) \sum_{a=1}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) \left[ (-1)^{a}\zeta_{p}^{a-1} - (-1)^{a}(a + p)\zeta_{p}^{a+p-1} \right]
= - \left( \frac{2}{p} \right) p \sum_{a=1}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) (-1)^{a}\zeta_{p}^{a-1}.
\]
By Lemma [2.5] we know that \( \{ \zeta_p, \zeta_p^2, \ldots, \zeta_p^{p-1} \} \) is \( \mathbb{Q} \)-linearly independent. Therefore, we can conclude that \( \bar{F}'_{\Delta}(\zeta_p) \neq 0 \) and the above statement holds.

For the multiplicity of \( \Phi_4(x) \), we have the following.

Proposition 7.2. \( r_{\Delta}(\Phi_4) = \bar{r}_{\Delta}(\Phi_2) = \begin{cases} 3 & \text{if } p \equiv 7 \pmod{8} \\ 1 & \text{if } p \equiv 3 \pmod{8} \end{cases} \)

Proof. We have
\[
\bar{F}'_{\Delta}(-1) = \left( \frac{2}{p} \right) \sum_{a=0}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) (-a - (a + p)) = -2 \sum_{a=0}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) a - p \sum_{a=0}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right)
= -2 \sum_{a=0}^{p-1} \left( \frac{a + \frac{1}{2}}{p} \right) a = -2 \sum_{a=0}^{p-1} \left( \frac{a + \frac{1}{2}}{p} \right) a - 2 \sum_{a=0}^{p-1} \left( \frac{a + \frac{1}{2}}{p} \right)
= -2 \sum_{u=\frac{1}{2}}^{p-1} \left( \frac{u}{p} \right) (u - \frac{p+1}{2}) - 2 \sum_{u=\frac{1}{2}}^{p-1} \left( \frac{u}{p} \right) (u + \frac{1}{2})
= -2 \sum_{u=1}^{p-1} \left( \frac{u}{p} \right) u + (p+1) \sum_{u=\frac{1}{2}}^{p-1} \left( \frac{u}{p} \right) - (p-1) \sum_{u=1}^{p-1} \left( \frac{u}{p} \right)
= -2 \sum_{u=1}^{p-1} \left( \frac{u}{p} \right) u + 2p \sum_{u=1}^{p-1} \left( \frac{u}{p} \right) = 2ph(-p) - 2p \left( 2 - \left( \frac{2}{p} \right) \right) h(-p)
= \begin{cases} 0 & \text{if } p \equiv 7 \pmod{8} \\ -4ph(-p) & \text{if } p \equiv 3 \pmod{8} \end{cases}.
\]

For the second to the last equality we use the fact that for \( p \equiv 3 \pmod{4} \), one has...
Now we suppose that \( p \equiv 7 \mod 8 \). We have

\[
\left( \frac{2}{p} \right) \tilde{F}''_\Delta(-1) = 2 \sum_{a=0}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) (a(a-1) + (a+p)(a+p-1))
\]
\[
= 2 \sum_{a=0}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) (a^2 + (a+p)^2)
\]
\[
= 4 \sum_{a=0}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) a^2 + 4p \sum_{a=0}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) a + 2p^2 \sum_{a=0}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right)
\]
\[
= 4 \sum_{a=0}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) a^2 = 4 \sum_{u=\frac{p+1}{2}}^{p-1} \left( \frac{u}{p} \right) (u - \frac{p+1}{2})^2 + 4 \sum_{u=1}^{p-1} \left( \frac{u}{p} \right) (u + \frac{p-1}{2})^2
\]
\[
= 4 \sum_{u=0}^{p-1} \left( \frac{u}{p} \right) u^2 - 4(p+1) \sum_{u=\frac{p+1}{2}}^{p-1} \left( \frac{u}{p} \right) u + 4(p-1) \sum_{u=1}^{p-1} \left( \frac{u}{p} \right) u
\]
\[
+ (p+1)^2 \sum_{u=\frac{p+1}{2}}^{p-1} \left( \frac{u}{p} \right) + (p-1)^2 \sum_{u=1}^{p-1} \left( \frac{u}{p} \right)
\]
\[
= 4 \sum_{u=0}^{p-1} \left( \frac{u}{p} \right) u^2 + 4p(p+1)h(-p) - 4ph(-p)
\]
\[
= 0.
\]

Here, we use (for \( p \equiv 7 \mod 8 \)):

\[
\sum_{u=1}^{\frac{p-1}{2}} \left( \frac{u}{p} \right) u = 0 \quad \text{([4] Corollary 13.4], \sum_{u=1}^{p-1} \left( \frac{u}{p} \right) u = -ph(-p) \quad \text{(see [14 Equation 3])},}
\]
\[
\sum_{u=1}^{p-1} \left( \frac{u}{p} \right) = h(-p) \quad \text{([4] Corollary 3.4]),}
\]
\[
\sum_{u=0}^{p-1} \left( \frac{u}{p} \right) u^2 = \frac{-\sqrt{p}p^2}{\pi}L(1, \chi_p) = -p^2h(-p) \quad \text{([4] Theorem 13.15])},
\]

Now we consider \( \tilde{F}''_\Delta(-1) \). We have

\[
\left( \frac{2}{p} \right) \tilde{F}''_\Delta(-1) = 2 \sum_{a=0}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) (-a(a-1)(a-2) - (a+p)(a+p-1)(a+p-2))
\]
Hence, by [4, Theorem 13.15],
\[ a + \frac{a + 1}{p} \sum_{u=0}^{p-1} \left( \frac{u}{p} \right)^3 = -4 \sum_{a=0}^{p-1} \left( \frac{a + 1}{p} \right) a^3 \]
\[ = -4 \sum_{a=0}^{p-1} \left( \frac{a + 1}{p} \right) (a - \frac{a + 1}{2})^3 - 4 \sum_{a=0}^{p-1} \left( \frac{a + 1}{p} \right) (a + \frac{p - 1}{2})^3 \]
\[ = -4 \sum_{u=0}^{p-1} \left( \frac{u}{p} \right) u^3 + 6(p + 1) \sum_{u=0}^{p-1} \left( \frac{u}{p} \right) u^2 - 3(p + 1)^2 \sum_{u=0}^{p-1} \left( \frac{u}{p} \right) u + \frac{(p + 1)^3}{2} \sum_{u=0}^{p-1} \left( \frac{u}{p} \right) \]
\[ - 6(p - 1) \sum_{u=0}^{p-1} \left( \frac{u}{p} \right) u^2 - 3(p - 1)^2 \sum_{u=0}^{p-1} \left( \frac{u}{p} \right) u - \frac{(p - 1)^3}{2} \sum_{u=0}^{p-1} \left( \frac{u}{p} \right). \]

We have (for \( p \equiv 7 \pmod{8} \))
\[
L(3, \chi_p) = \frac{i \sqrt{p}}{2i} \left( \frac{2\pi}{p} \right)^3 \frac{L(-2, \chi_p)}{\Gamma(3) \cos(\pi)} \quad \text{(see [16, page 5])}
\]
\[ = -2 \sqrt{p} \frac{\pi^3}{p^3} L(-2, \chi_p) = \frac{2 \sqrt{p} \pi^3}{3p^3} B_{3, \chi} \quad \text{(see [16, Theorem 1])}. \]

Hence, by [4, Theorem 13.15],
\[ \sum_{u=0}^{p-1} \left( \frac{u}{p} \right) u^2 = -7 \frac{\sqrt{p} \pi^2}{8p^3} L(3, \chi_p) = -7 \frac{7}{12} B_{3, \chi}, \]
and
\[ \sum_{u=0}^{p-1} \left( \frac{u}{p} \right) u^2 = -p^2 h(-p) + \frac{7}{12} B_{3, \chi}. \]
Thus
\[ 6(p + 1) \sum_{u=0}^{p-1} \left( \frac{u}{p} \right) u^2 - 6(p - 1) \sum_{u=0}^{p-1} \left( \frac{u}{p} \right) u^2 = -6(p + 1)p^2 h(-p) + 7p B_{3, \chi}. \]

One also has
\[ -3(p + 1)^2 \sum_{u=0}^{p-1} \left( \frac{u}{p} \right) u + \frac{(p + 1)^3}{2} \sum_{u=0}^{p-1} \left( \frac{u}{p} \right) - 3(p - 1)^2 \sum_{u=0}^{p-1} \left( \frac{u}{p} \right) u - \frac{(p - 1)^3}{2} \sum_{u=0}^{p-1} \left( \frac{u}{p} \right) \]
\[ = 3(p + 1)^2 ph(-p) - (p^3 + 3p) h(-p) = (2p^3 + 6p^2) h(-p). \]

On the other hand, by [16, page 10]
\[ B_{3, \chi_p} = p^2 \sum_{u=0}^{p-1} \left( \frac{u}{p} \right) B_3 \left( \frac{u}{p} - 1 \right) = p^2 \left[ \sum_{u=0}^{p-1} \left( \frac{u}{p} \right)^3 - 3 \sum_{u=0}^{p-1} \left( \frac{u}{p} \right)^2 + \frac{p - 1}{2} \sum_{u=0}^{p-1} \left( \frac{u}{p} \right) \right]. \]

Thus
\[ \sum_{u=0}^{p-1} \left( \frac{u}{p} \right)^3 = pB_{3, \chi} + \frac{3}{2} p \sum_{u=0}^{p-1} \left( \frac{u}{p} \right) a^2 - \frac{1}{2} p^2 \sum_{u=0}^{p-1} \left( \frac{u}{p} \right) a \]
\[ = pB_{3, \chi_p} - \frac{3}{2} p^3 h(-p) + \frac{1}{2} p^3 h(-p) = pB_{3, \chi_p} - p^3 h(-p). \]
Therefore
\[
\left(\frac{2}{p}\right) \tilde{F}_{\Delta}'''(-1) = -4(pB_{3,x} - p^3 h(-p)) - 6(p + 1)p^2 h(-p) + 7pB_{3,\chi} + (2p^3 + 6p^2) h(-p) \\
= 3pB_{3,\chi} \neq 0.
\]

\(\square\)

Surprisingly, the exceptional factor \(\Phi_{12}(x)\) can happen in this case.

**Proposition 7.3.** \(r_{\Delta}(\Phi_{12}) = \tilde{r}_{\Delta}(\Phi_{6}) = \begin{cases} 1 & \text{if } p \equiv 7 \pmod{8} \\ 0 & \text{if } p \equiv 3 \pmod{8} \end{cases} \)

**Proof.** We have
\[
\tilde{F}_{\Delta}(-\xi_3) = \left(\frac{2}{p}\right) \sum_{a=0}^{p-1} \left(\frac{a + \frac{p+1}{2}}{p}\right) \left[(-1)^a (-\xi_3)^a - (-1)^a (-\xi_3)^{a+p}\right] \\
= \begin{cases} -\left(\frac{2}{p}\right) \sum_{a=0}^{p-1} \left(\frac{a + \frac{p+1}{2}}{p}\right) \xi_a^2 & \text{if } p \equiv 1 \pmod{3} \\ -\left(\frac{2}{p}\right) \sum_{a=0}^{p-1} \left(\frac{a + \frac{p+1}{2}}{p}\right) \xi_a^2 & \text{if } p \equiv 2 \pmod{3} \end{cases} \\
= A + B\xi_3 + C\xi_3^2.
\]

Note that \(A + B + C = 0\) and \(1 + \xi_3 + \xi_3^2 = 0\). Hence \(\tilde{F}_{\Delta}(-\xi_3) = 0\) if and only if \(A = B = C = 0\).

**Case 1:** \(p \equiv 3 \pmod{8}\) and \(p \equiv 1 \pmod{3}\). In this case, \(p\) is of the form \(p = 19 + 24k\), for some integer \(k\) and
\[
B = -\left(\frac{2}{p}\right) \sum_{\substack{a=2 \pmod{3} \leq a \leq p-1 \leq 2 \pmod{3}}} \left(\frac{a + \frac{p+1}{2}}{p}\right) = -\left(\frac{2}{p}\right) \left(\frac{3}{p}\right) \sum_{b=4+4k}^{9+12k} \left(\frac{b}{p}\right) \\
= -\left(\frac{6}{p}\right) \left[\sum_{0 \leq b \leq p/2} \left(\frac{b}{p}\right) - \sum_{0 \leq b \leq p/6} \left(\frac{b}{p}\right)\right] = -4h(-p).
\]

The last equality follows form the following facts (see [4 Corollary 3.4])
\[
\sum_{0 \leq b \leq p/2} \left(\frac{b}{p}\right) = \left(2 - \left(\frac{2}{p}\right)\right) h(-p) = 3h(-p),
\]
and (see [4 Theorem 6.1])
\[
\sum_{0 \leq b \leq p/6} \left(\frac{b}{p}\right) = \frac{h(-p)}{2} \left(1 + \left(\frac{2}{p}\right) + \left(\frac{3}{p}\right) - \left(\frac{6}{p}\right)\right) = -h(-p).
\]

Thus \(B \neq 0\) and \(\tilde{F}_{\Delta}(-\xi_3) \neq 0\).
Case 2: $p \equiv 3 \pmod{8}$ and $p \equiv 2 \pmod{3}$. In this case, we have

$$B = -\left(\frac{2}{p}\right) \sum_{a \equiv 0 \mod{3}}^{a \equiv 2 \mod{3}} \sum_{0 \leq a \leq p-1} \left(\frac{a + \frac{p+1}{2}}{p}\right) = -\left(\frac{6}{p}\right) \left[ \sum_{0 < b < p/2} \left(\frac{b}{p}\right) - \sum_{0 < b < p/6} \left(\frac{b}{p}\right) \right] = 2h(-p).$$

The last equality follows from the facts (see [4, Corollary 3.4])

$$\sum_{0 < b < p/2} \left(\frac{b}{p}\right) = \left(2 - \left(\frac{2}{p}\right)\right) h(-p) = 3h(-p),$$

and (see [4, Theorem 6.1])

$$\sum_{0 < b < p/6} \left(\frac{b}{p}\right) = \frac{h(-p)}{2} \left(1 + \left(\frac{2}{p}\right) + \left(\frac{3}{p}\right) - \left(\frac{6}{p}\right)\right) = h(-p).$$

Thus $B \neq 0$ and $\tilde{F}_\Delta(-\zeta_3) \neq 0$.

Case 3: $p \equiv 7 \pmod{8}$ and $p \equiv 1 \pmod{3}$. In this case, we have

$$B = -\left(\frac{2}{p}\right) \sum_{a \equiv 0 \mod{3}}^{a \equiv 2 \mod{3}} \sum_{0 \leq a \leq p-1} \left(\frac{a + \frac{p+1}{2}}{p}\right) = -\left(\frac{6}{p}\right) \left[ \sum_{0 < b < p/2} \left(\frac{b}{p}\right) - \sum_{0 < b < p/6} \left(\frac{b}{p}\right) \right] = 0.$$

The last equality follows from the facts (see [4, Corollary 3.4])

$$\sum_{0 < b < p/2} \left(\frac{b}{p}\right) = \left(2 - \left(\frac{2}{p}\right)\right) h(-p) = h(-p),$$

and (see [4, Theorem 6.1])

$$\sum_{0 < b < p/6} \left(\frac{b}{p}\right) = \frac{h(-p)}{2} \left(1 + \left(\frac{2}{p}\right) + \left(\frac{3}{p}\right) - \left(\frac{6}{p}\right)\right) = h(-p).$$

We also have

$$C = -\left(\frac{2}{p}\right) \sum_{a \equiv 0 \mod{3}}^{a \equiv 2 \mod{3}} \sum_{0 \leq a \leq p-1} \left(\frac{a + \frac{p+1}{2}}{p}\right) = -\sum_{b \equiv 1 \mod{3}}^{b \equiv 1 \mod{3}} \sum_{p/2 < b < p} \left(\frac{b}{p}\right) - \sum_{b \equiv 1 \mod{3}}^{b \equiv 1 \mod{3}} \sum_{p < b < 3p/2} \left(\frac{b}{p}\right)$$

$$= \sum_{b \equiv 0 \mod{3}}^{b \equiv 0 \mod{3}} \sum_{p/2 < b < p} \left(\frac{p-b}{p}\right) - \sum_{b \equiv 0 \mod{3}}^{b \equiv 0 \mod{3}} \sum_{p < b < 3p/2} \left(\frac{p-b}{p}\right) = \sum_{b \equiv 0 \mod{3}}^{b \equiv 0 \mod{3}} \left(\frac{b}{p}\right) - \sum_{b \equiv 0 \mod{3}}^{b \equiv 0 \mod{3}} \left(\frac{b}{p}\right) = 0.$$

Hence $C = 0$. This implies that $A = 0$ and $\tilde{F}_\Delta(-\zeta_3) = 0.$
On the other hand, we have

\[
\left(\frac{2}{p}\right) F'_{\Delta}(-\zeta_3) = \sum_{a=0}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) \left( -a\zeta_3^{a-1} - (a + p)\zeta_3^{a+p-1} \right) 
\]

\[
= -\sum_{a=0}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) a(\zeta_3^{a-1} + \zeta_3^a) - \sum_{a=0}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) \zeta_3^a 
\]

\[
= \sum_{a=0}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) a\zeta_3^{a+1} - \sum_{a=0}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) \zeta_3^a = E + F\zeta_3 + G\zeta_3^2,
\]

here

\[
E = \sum_{0 \leq a \leq p-1 \atop a \equiv 2 \pmod{3}} \left( \frac{a + \frac{p+1}{2}}{p} \right) a - \sum_{0 \leq a \leq p-1 \atop a \equiv 0 \pmod{3}} \left( \frac{a + \frac{p+1}{2}}{p} \right) = \sum_{0 \leq a \leq p-1 \atop a \equiv 2 \pmod{3}} \left( \frac{a + \frac{p+1}{2}}{p} \right) a,
\]

\[
F = \sum_{0 \leq a \leq p-1 \atop a \equiv 0 \pmod{3}} \left( \frac{a + \frac{p+1}{2}}{p} \right) a - \sum_{0 \leq a \leq p-1 \atop a \equiv 1 \pmod{3}} \left( \frac{a + \frac{p+1}{2}}{p} \right) = \sum_{0 \leq a \leq p-1 \atop a \equiv 0 \pmod{3}} \left( \frac{a + \frac{p+1}{2}}{p} \right) a,
\]

\[
G = \sum_{0 \leq a \leq p-1 \atop a \equiv 1 \pmod{3}} \left( \frac{a + \frac{p+1}{2}}{p} \right) a - \sum_{0 \leq a \leq p-1 \atop a \equiv 2 \pmod{3}} \left( \frac{a + \frac{p+1}{2}}{p} \right) = \sum_{0 \leq a \leq p-1 \atop a \equiv 0 \pmod{3}} \left( \frac{a + \frac{p+1}{2}}{p} \right) a.
\]

Note that \(E + F + G = \sum_{0 \leq a \leq p-1 \atop a \equiv 2 \pmod{3}} \left( \frac{a + \frac{p+1}{2}}{p} \right) a = -\frac{1}{2} \left( \frac{2}{p} \right) F'_{\Delta}(-1) = 0\). Hence \(F'_{\Delta}(-\zeta_3) = 0\) if and only if \(E = F = G = 0\).

By considering modulo 2, we have

\[
G \equiv \sum_{0 \leq a \leq p-1 \atop a \equiv 1 \pmod{3}} \left( \frac{a + \frac{p+1}{2}}{p} \right) \equiv \sum_{0 \leq a \leq p-1 \atop a \equiv 1 \pmod{6}} 1 = \frac{p-1}{6} \equiv 1 \pmod{2}.
\]

In particular, \(G \neq 0\) and thus \(F'_{\Delta}(-\zeta_3) \neq 0\).

**Case 4**: \(p \equiv 7 \pmod{8}\) and \(p \equiv 2 \pmod{3}\). In this case, we have

\[
B = -\left( \frac{2}{p} \right) \sum_{a \equiv 0 \pmod{3}}^{\left\lfloor \frac{p-1}{6} \right\rfloor} \left( \frac{a + \frac{p+1}{2}}{p} \right) = -\left( \frac{6}{p} \right) \left[ \sum_{0 < b < p/2} \left( \frac{b}{p} \right) - \sum_{0 < b < p/6} \left( \frac{b}{p} \right) \right] = 0.
\]

The last equality follows from the facts (see [4, Corollary 3.4])

\[
\sum_{0 < b < p/2} \left( \frac{b}{p} \right) = \left( 2 - \left( \frac{2}{p} \right) \right) h(-p) = h(-p)
\]

and (see [4, Theorem 6.1])

\[
\sum_{0 < b < p/6} \left( \frac{b}{p} \right) = \frac{h(-p)}{2} \left( 1 + \left( \frac{2}{p} \right) + \left( \frac{3}{p} \right) - \left( \frac{6}{p} \right) \right) = h(-p).
\]
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We also have

\[ A = -\left(\frac{2}{p}\right) \sum_{a \equiv 2 \mod 3}^{p-1} \left(\frac{a + \frac{p+1}{2}}{p}\right) = -\sum_{b \equiv 2 \mod 3}^{p-1} \left(\frac{b}{p}\right) - \sum_{b \equiv 2 \mod 3}^{p-1} \left(\frac{b}{p}\right) = 0. \]

This implies that \( C = 0 \) and \( \tilde{F}_\Delta(-\zeta_3) = 0. \)

On the other hand, we have

\[ \left(\frac{2}{p}\right) \tilde{F}'_\Delta(-\zeta_3) = \sum_{a=0}^{p-1} \left(\frac{a + \frac{p+1}{2}}{p}\right) \left(-a\zeta_3^{a-1} - (a + p)\zeta_3^{a+p-1}\right) \]

\[ = -\sum_{a=0}^{p-1} \left(\frac{a + \frac{p+1}{2}}{p}\right) a(\zeta_3^{a-1} + \zeta_3^{a+1}) - p \sum_{a=0}^{p-1} \left(\frac{a + \frac{p+1}{2}}{p}\right) \zeta_3^{a+1} \]

\[ = \sum_{a=0}^{p-1} \left(\frac{a + \frac{p+1}{2}}{p}\right) a\zeta_3^a - p \sum_{a=0}^{p-1} \left(\frac{a + \frac{p+1}{2}}{p}\right) \zeta_3^{a+1} = E + F\zeta_3 + G\zeta_3^2, \]

here

\[ E = \sum_{0 \leq a \leq p-1 \atop a \equiv 0 \mod 3} \left(\frac{a + \frac{p+1}{2}}{p}\right) a, \quad F = \sum_{0 \leq a \leq p-1 \atop a \equiv 1 \mod 3} \left(\frac{a + \frac{p+1}{2}}{p}\right) a, \]

\[ G = \sum_{0 \leq a \leq p-1 \atop a \equiv 2 \mod 3} \left(\frac{a + \frac{p+1}{2}}{p}\right) a. \]

We have

\[ E = \sum_{0 \leq a \leq p-1 \atop a \equiv 0 \mod 3} \left(\frac{a + \frac{p+1}{2}}{p}\right) a = 3 \sum_{0 \leq m < p/3} \left(\frac{m + \frac{p+1}{6}}{p}\right) m \]

\[ = 3 \sum_{p/6 < u < p/2} \left(\frac{u}{p}\right) u - \frac{p+1}{6} \sum_{p/6 < u < p/2} \left(\frac{u}{p}\right). \]

By [23, Page 23], \( \sum_{p/6 < u < p/2} \left(\frac{u}{p}\right) = S_{12} - S_{16} = h(-p) - h(-p) = 0. \) Therefore \( E = 3 \sum_{p/6 < u < p/2} \left(\frac{u}{p}\right) u. \)

Recall from [4, Section 13] that \( S_{ij}(\chi_p, 1) = \sum_{(i-1)/j < p < pi/j} \chi_p(a) a. \) By [4, Theorem 13.3] and the fact that \( p \equiv 7 \mod 8), S_{12}(\chi_p, 1) = 0 \) and hence \( E + 3S_{16}(\chi_p, 1) = 0. \)
By [4 Formula 12.2], applying for \( \chi = \chi_{-p}, f(x) = x, c = 0 \) and \( d = p/6 \), we have

\[
S_{16}(\chi, 1) = -\frac{2iG(\chi)}{p} \sum_{n=1}^{\infty} \frac{\chi(n)}{n} \int_{c}^{d} x \sin \left( \frac{2\pi nx}{p} \right) dx
\]

\[
= \frac{2iG(\chi)}{p} \sum_{n=1}^{\infty} \frac{\chi(n)}{n} \frac{p^2}{12\pi^2 n^2} \left( \pi n \cos \left( \frac{\pi n}{3} \right) - 3 \sin \left( \frac{\pi n}{3} \right) \right)
\]

We have

\[
\sum_{n=1}^{\infty} \frac{\chi(n)}{n} \cos \left( \frac{\pi n}{3} \right) = \frac{1}{2} \sum_{n=1}^{\infty} \frac{\chi(n)}{n} - \frac{1}{2} \sum_{n=1}^{\infty} \frac{\chi(n)}{n} - \sum_{n=1}^{\infty} \frac{\chi(n)}{n}
\]

\[
- \frac{1}{2} \sum_{n=4}^{\infty} \frac{\chi(n)}{n} + \frac{1}{2} \sum_{n=5}^{\infty} \frac{\chi(n)}{n} + \sum_{n=0}^{\infty} \frac{\chi(n)}{n}
\]

\[
= \frac{1}{2} L(\chi, 1) - \frac{\chi(2)}{2} L(\chi, 1) - \frac{3\chi(3)}{3} L(\chi, 1) + \frac{3\chi(6)}{6} L(\chi, 1) = 0.
\]

Hence

\[
S_{16}(\chi, 1) = -\frac{2iG(\chi)}{p} \frac{p^2}{12\pi^2 n^2} \times 3 \sum_{n=1}^{\infty} \frac{\chi(n)}{n} \sin \left( \frac{\pi n}{3} \right) = \frac{p \sqrt{p}}{2\pi^2} \sum_{n=1}^{\infty} \frac{\chi(n)}{n^2} \sin \left( \frac{\pi n}{3} \right).
\]

Note that

\[
\sum_{n=1}^{\infty} \frac{\chi(n)}{n^2} \sin \left( \frac{\pi n}{3} \right) = \frac{1}{2} \left( \frac{\chi(1)}{1} + \frac{\chi(2)}{2^2} - \frac{\chi(4)}{4^2} - \frac{\chi(5)}{5^2} + \cdots \right)
\]

\[
\geq \frac{\sqrt{3}}{2} \left( 1 + \frac{1}{4} - \sum_{n \geq 4} \frac{1}{n^2} \right) = \frac{\sqrt{3}}{2} \left( 1 + \frac{1}{4} - \frac{\pi^2}{6} + 1 + \frac{1}{2^2} + \frac{1}{3^2} \right) > 0.
\]

Therefore \( E < 0 \) and thus \( F_{\Delta}(\tilde{\zeta}_3) \neq 0. \)

7.2. The Fekete polynomials \( f_\Delta(x) \) and \( g_\Delta(x) \). From the results discussed in the previous section, we introduce the following definition.

**Definition 7.4.** Let \( \Delta = 4p \) with \( p \equiv 3 \pmod{4} \). The Fekete polynomial \( f_\Delta(x) \) is given by the following formula

\[
f_\Delta(x) = \begin{cases} 
\frac{\tilde{F}_\Delta(x)}{\Phi_1(x)^2\Phi_2(x)\Phi_p(x)} & \text{if } p \equiv 3 \pmod{8} \\
\frac{\Phi_1(x)^2\Phi_2(x)^3\Phi_6(x)\Phi_p(x)}{28} & \text{if } p \equiv 7 \pmod{8}.
\end{cases}
\]
We have the following observation.

**Proposition 7.5.** \( f_\Delta(x) \) is a reciprocal polynomial of degree

\[
\deg(f_\Delta) = \begin{cases} 
  p - 7 & \text{if } p \equiv 7 \pmod{8} \\
  p - 3 & \text{if } p \equiv 3 \pmod{8}.
\end{cases}
\]

**Proof.** By definition \( \tilde{F}_\Delta(x) \) is a polynomial of degree \( D/2 - 1 = 2p - 1 \). The degree of \( f_\Delta \) described above follows from its definition. Furthermore, by Proposition 3.7 we know that \( \tilde{F}_\Delta(x) \) is a reciprocal polynomial. Additionally, by Lemma 2.4 we also know that \( \Phi_n(x) \) is a reciprocal polynomial if \( n \geq 2 \). We conclude that \( f_\Delta \) is a reciprocal polynomial as well.

\[ \square \]

We then define the reduced Fekete polynomial \( g_\Delta(x) \) as the trace polynomial of \( f_\Delta(x) \).

**Definition 7.6.** The reduced Fekete polynomial \( g_\Delta(x) \in \mathbb{Z}[x] \) is defined as

\[
f_\Delta(x) = x^{\deg(f_\Delta)} g_\Delta(x + 1/x).
\]

8. Generalized Fekete polynomials with \( \Delta = -4p \), \( p \equiv 1 \pmod{4} \)

8.1. **Cyclotomic factors of \( \tilde{F}_\Delta(x) \).** Similar to the case \( \Delta = 4p \), we know the following equality (see Corollary 4.3)

\[
r_\Delta(\Phi_1) = r_\Delta(\Phi_2) = \tilde{r}_\Delta(\Phi_1) = 1.
\]

We next determine the multiplicity of \( \Phi_p(x), \Phi_{2p}(x) \) in \( F_\Delta(x) \). We first recall the definition of \( \tilde{F}_\Delta(x) \)

\[
\tilde{F}_\Delta(x) = \sum_{a=0}^{2p-1} \left( \frac{-4p}{2a+1} \right) x^a.
\]

By the reciprocity law, we have

\[
\left( \frac{-4p}{2a+1} \right) = \left( \frac{-1}{2a+1} \right) \left( \frac{p}{2a+1} \right) = (-1)^a \left( \frac{2a+1}{p} \right).
\]

We can then deduce that

\[
\tilde{F}_\Delta(x) = \left( \frac{2}{p} \right) \sum_{a=0}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) \left[ (-1)^a x^a - (-1)^a x^{a+p-1} \right].
\]

**Proposition 8.1.** \( r_\Delta(\Phi_p) = r_\Delta(\Phi_{2p}) = \tilde{r}_\Delta(\Phi_p) = 1. \)

**Proof.** We have \( \tilde{F}_\Delta(x) = \left( \frac{2}{p} \right) \sum_{a=1}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) \left[ (-1)^a x^a - (-1)^a x^{a+p-1} \right] \). Hence

\[
\tilde{F}_\Delta(\xi_p) = - \left( \frac{2}{p} \right) p \sum_{a=1}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) (-1)^a \xi_p^{a-1}.
\]
By Lemma 2.5 we know that \( \{\zeta_p, \zeta_p^2, \ldots, \zeta_p^{p-1}\} \) is \( \mathbb{Q} \)-linearly independent. Therefore, we can conclude that \( \tilde{F}_\Delta(\zeta_p) \neq 0 \) and the above statement holds.

Regarding the multiplicity of \( \Phi_4(x) \), we have the following

**Proposition 8.2.** \( r_\Delta(\Phi_4) = \tilde{r}_\Delta(\Phi_2) = 2 \).

**Proof.** We need to show that \( \tilde{F}_\Delta(-1) = \tilde{F}'_\Delta(-1) = 0 \) and \( \tilde{F}''_\Delta(-1) \neq 0 \). We have

\[
\tilde{F}_\Delta(-1) = 2 \left( \frac{2}{p} \right) \sum_{a=0}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) = 0.
\]

We also have

\[
\left( \frac{2}{p} \right) \tilde{F}'_\Delta(-1) = \sum_{a=0}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) (-2a - p) = -2 \sum_{a=0}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) a - 2 \sum_{a=\frac{p+1}{4}}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) a
\]

\[
= -2 \sum_{u=\frac{p+1}{4}}^{p} \left( \frac{u}{p} \right) (u - \frac{p+1}{2}) - 2 \sum_{u=1}^{\frac{p-1}{2}} \left( \frac{u}{p} \right) (u + \frac{p-1}{2}) = -2 \sum_{u=1}^{\frac{p-1}{2}} \left( \frac{u}{p} \right) u = 0.
\]

For the second to the last equality we use the fact that for \( p \equiv 1 \) (mod 4) (see [23, Lemma 2.2]),

\[
\sum_{u=\frac{p+1}{2}}^{p} \left( \frac{u}{p} \right) = \sum_{u=1}^{\frac{p-1}{2}} \left( \frac{u}{p} \right) = 0.
\]

Finally, we have

\[
\left( \frac{2}{p} \right) \tilde{F}''_\Delta(-1) = 2 \sum_{a=0}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) (a^2 + (a + p)^2)
\]

\[
= 4 \sum_{a=0}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) a^2 + 4p \sum_{a=0}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) a + 2p^2 \sum_{a=\frac{p+1}{4}}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) a
\]

\[
= 4 \sum_{a=0}^{p-1} \left( \frac{a + \frac{p+1}{2}}{p} \right) a^2 = 4 \sum_{u=0}^{\frac{p-1}{2}} \left( \frac{u}{p} \right) \left( u - \frac{p+1}{2} \right)^2 = 4 \sum_{u=0}^{\frac{p-1}{2}} \left( \frac{u}{p} \right) u^2 \neq 0.
\]

The last equation follows from [23, Lemma 2.2]).

For the exceptional factor \( \Phi_{12}(x) \), we have

**Proposition 8.3.** \( r_\Delta(\Phi_{12}) = \tilde{r}_\Delta(\Phi_6) = \begin{cases} 0 & \text{if } p \equiv 1 \pmod{8} \\ 1 & \text{if } p \equiv 5 \pmod{8} \end{cases} \).
Proof. We have
\[
\tilde{F}_{\Delta}(-\zeta_3) = \left(\frac{2}{p}\right) \sum_{a=0}^{p-1} \left(\frac{a + \frac{p+1}{2}}{p}\right) [\zeta_3^a + \zeta_3^{a+p}]
\]
\[
= \begin{cases} 
- \left(\frac{2}{p}\right) \sum_{a=0}^{p-1} \left(\frac{a + \frac{p+1}{2}}{p}\right) \zeta_3^{a+2} & \text{if } p \equiv 1 \pmod{3} \\
- \left(\frac{2}{p}\right) \sum_{a=0}^{p-1} \left(\frac{a + \frac{p+1}{2}}{p}\right) \zeta_3^{a+1} & \text{if } p \equiv 2 \pmod{3}
\end{cases}
\]
\[
= A + B\zeta_3 + C\zeta_3^2.
\]

Note that \(A + B + C = 0\) and \(1 + \zeta_3 + \zeta_3^2 = 0\). Hence \(\tilde{F}_{\Delta}(-\zeta_3) = 0\) if and only if \(A = B = C = 0\).

Case 1: \(p \equiv 1 \pmod{8}\) and \(p \equiv 1 \pmod{3}\). In this case, \(B = h(-3p) \neq 0\) and \(\tilde{F}_{\Delta}(-\zeta_3) \neq 0\).

Case 2: \(p \equiv 1 \pmod{8}\) and \(p \equiv 2 \pmod{3}\). In this case, \(B = -h(-3p) \neq 0\) and \(\tilde{F}_{\Delta}(-\zeta_3) \neq 0\).

Case 3: \(p \equiv 5 \pmod{8}\) and \(p \equiv 1 \pmod{3}\). In this case, \(B = C = 0 = A\) and \(\tilde{F}_{\Delta}(-\zeta_3) = 0\).

On the other hand, we have
\[
\left(\frac{2}{p}\right) F'_{\Delta}(-\zeta_3) = \sum_{a=0}^{p-1} \left(\frac{a + \frac{p+1}{2}}{p}\right) (-a\zeta_3^{a-1} - (a + p)\zeta_3^{a+p-1})
\]
\[
= \sum_{a=0}^{p-1} \left(\frac{a + \frac{p+1}{2}}{p}\right) a\zeta_3^{a+1} - p \sum_{a=0}^{p-1} \left(\frac{a + \frac{p+1}{2}}{p}\right) \zeta_3^a = E + F\zeta_3 + G\zeta_3^2,
\]

where
\[
E = \sum_{0 \leq a \leq p-1 \atop a \equiv 2 \mod{3}} \left(\frac{a + \frac{p+1}{2}}{p}\right) a,
\]
\[
F = \sum_{0 \leq a \leq p-1 \atop a \equiv 0 \mod{3}} \left(\frac{a + \frac{p+1}{2}}{p}\right) a,
\]
\[
G = \sum_{0 \leq a \leq p-1 \atop a \equiv 1 \mod{3}} \left(\frac{a + \frac{p+1}{2}}{p}\right) a.
\]

One can check that \(E = -3\sqrt{p} \frac{\sqrt{p}}{\pi^2} L(\chi_p, 2) < 0\) and hence \(F'_{\Delta}(-\zeta_3) \neq 0\).

Case 4: \(p \equiv 5 \pmod{8}\) and \(p \equiv 2 \pmod{3}\). In this case, \(B = C = 0 = A\) and \(\tilde{F}_{\Delta}(-\zeta_3) = 0\).
On the other hand, we have
\[
\left(\frac{2}{p}\right) \tilde{F}'_{\Delta}(-\zeta_3) = \sum_{a=0}^{p-1} \left(\frac{a + p+1}{2} \right) (-a\zeta_3^{a-1} - (a + p)\zeta_3^{a+p-1})
\]
\[
= \sum_{a=0}^{p-1} \left(\frac{a + p+1}{2} \right) a - \sum_{a=0}^{p-1} \left(\frac{a + p+1}{2} \right) \zeta_3^{a+1} = E + F\zeta_3 + G\zeta_3^2,
\]
here
\[
E = \sum_{0 \leq a \leq p-1 \atop a \equiv 0 \mod 3} \left(\frac{a + p+1}{2} \right) a, \quad F = \sum_{0 \leq a \leq p-1 \atop a \equiv 1 \mod 3} \left(\frac{a + p+1}{2} \right) a, \quad G = \sum_{0 \leq a \leq p-1 \atop a \equiv 2 \mod 3} \left(\frac{a + p+1}{2} \right) a.
\]
By considering modulo 2, we have
\[
F \equiv \sum_{0 \leq a \leq p-1 \atop a \equiv 1 \mod 3} \left(\frac{a + p+1}{2} \right) a \equiv \sum_{0 \leq a \leq p-1 \atop a \equiv 1 \mod 6} 1 \equiv \frac{p-1}{6} \equiv 1 \pmod{2}.
\]
In particular, \(F \neq 0\) and thus \(\tilde{F}'_{\Delta}(-\zeta_3) \neq 0\). □

8.2. The Fekete polynomials \(f_\Delta(x)\) and \(g_\Delta(x)\). We introduce the following definition.

**Definition 8.4.** Let \(\Delta = -4p\) with \(p \equiv 1 \pmod{4}\). The Fekete polynomial \(f_\Delta(x)\) is given by the following formula
\[
f_\Delta(x) = \begin{cases} 
-\tilde{F}_{\Delta}(x) & \text{if } p \equiv 5 \pmod{8} \\
\Phi_1(x)\Phi_2(x)^2\Phi_6(x)\Phi_p(x) & \text{if } p \equiv 1 \pmod{8} 
\end{cases}
\]
We have the following observation.

**Proposition 8.5.** \(f_\Delta(x)\) is a reciprocal polynomial of degree
\[
\deg(f_\Delta) = \begin{cases} 
p - 5 & \text{if } p \equiv 5 \pmod{8} \\
p - 3 & \text{if } p \equiv 1 \pmod{8}. 
\end{cases}
\]
**Proof.** This follows from Lemma 2.4 and Proposition 3.7. □

As before, we define \(g_\Delta(x) \in \mathbb{Z}[x]\) to be the trace polynomial of \(f_\Delta(x)\); namely
\[
f_\Delta(x) = x^{\deg(f_\Delta)}g_\Delta(x + \frac{1}{x}).
\]
9. Generalized Fekete polynomial with $\Delta = 3p$, $p \equiv 3 \pmod{4}$

In this section, we discuss the case $\Delta = 3p$ with $p \equiv 3 \pmod{4}$. We first have the following simple observation.

**Proposition 9.1.** $r_\Delta(\Phi_p) = 1$.

**Proof.** This follows from Proposition 5.1. \qed

**Proposition 9.2.** Let $p \equiv 3 \pmod{4}$ be a prime number.

(a) The number $\zeta_3$ is a double root of $F_\Delta$ if $p \equiv 2 \pmod{3}$ and a simple root if $p \equiv 1 \pmod{3}$. In other words, $r_\Delta(\Phi_3) = \begin{cases} 2 & \text{if } p \equiv 2 \pmod{3} \\ 1 & \text{if } p \equiv 1 \pmod{3}. \end{cases}$

(b) The number $-\zeta_3$ is a simple root of $F_\Delta$ if $p \equiv 2 \pmod{3}$ and it is not a root if $p \equiv 1 \pmod{3}$. In other words, $r_\Delta(\Phi_6) = \begin{cases} 1 & \text{if } p \equiv 2 \pmod{3} \\ 0 & \text{if } p \equiv 1 \pmod{3}. \end{cases}$

**Proof.** (a) One has $F'_\Delta(x) = \sum_{k=1}^{p} (3k-2) \left( \frac{3p}{3k-2} \right) x^{3k-3} + \sum_{k=1}^{p} (3k-1) \left( \frac{3p}{3k-1} \right) x^{3k-2}$. Hence

$$F'_\Delta(\zeta_3) = \sum_{k=1}^{p} (3k-2) \left( \frac{3p}{3k-2} \right) + \zeta_3 \sum_{k=1}^{p} (3k-1) \left( \frac{3p}{3k-1} \right) = A + B\zeta_3,$$

where

$$A = \sum_{k=1}^{p} (3k-2) \left( \frac{3p}{3k-2} \right) = \sum_{k=1}^{p} (3k-2) \left( \frac{3k-2}{p} \right)$$

and

$$B = \sum_{k=1}^{p} (3k-1) \left( \frac{3p}{3k-1} \right) = \sum_{k=1}^{p} (3k-1) \left( \frac{3k-1}{p} \right).$$

Suppose that $p \equiv 1 \pmod{3}$. Then $p = 12n + 7$ for some integer $n$. Note that $3k-2$ is odd if and only if $k = 2l + 1$ for some $l$. In this case $3k-2 = 6l + 1$. Hence

$$A \equiv \sum_{l=0}^{6n+3} \left( \frac{6l+1}{p} \right) \pmod{2}.$$

Note also that the set $\{6l+1\}_{l=0}^{6n+3}$ contains exactly one element which is divisible by $p$, namely the element $6(2n+1) + 1 = p$. Hence the set $\left\{ \left( \frac{6l+1}{p} \right) \right\}_{l=0}^{6n+3}$ has exactly one element equal to 0. The other elements must be $\pm 1$. Thus

$$A \equiv \sum_{l=0}^{6n+3} \left( \frac{6l+1}{p} \right) \equiv 6n + 3 \equiv 1 \pmod{2}.$$

Therefore $A \neq 0$ and $F'_\Delta(\zeta_3) \neq 0$. 


Now suppose that \( p \equiv 2 \pmod{3} \). Then

\[
A = \sum_{a=1}^{p-1} a \left( \frac{a}{p} \right) + \sum_{a=1}^{p} a \left( \frac{a}{p} \right) + \sum_{a=1}^{p} a \left( \frac{a}{p} \right)
\]

\[
= \sum_{a=1}^{p-1} a \left( \frac{a}{p} \right) + \sum_{a=2}^{p} \left( p + a \right) \left( \frac{p + a}{p} \right) + \sum_{a=0}^{p-1} \left( 2p + a \right) \left( \frac{2p + a}{p} \right)
\]

\[
= \sum_{a=1}^{p-1} a \left( \frac{a}{p} \right) + p \left[ \sum_{a=2}^{p-1} \left( \frac{a}{p} \right) + \sum_{a=0}^{p-1} \left( \frac{a}{p} \right) \right] + p \sum_{a=0}^{p-1} \left( \frac{a}{p} \right).
\]

One has \( \sum_{a=1}^{p-1} a \left( \frac{a}{p} \right) = -ph(-p) \) (see [14, Equation 3]), and

\[
\sum_{a=2}^{p-1} \left( \frac{a}{p} \right) + \sum_{a=0}^{p-1} \left( \frac{a}{p} \right) = \sum_{a=2}^{p-1} \left( \frac{a}{p} \right) + \sum_{a=0}^{p-1} \left( \frac{p-a}{p} \right) = 0,
\]

and

\[
\sum_{a=0}^{p-1} \left( \frac{a}{p} \right) = \frac{3}{p} \sum_{0 \leq a < p/3} \left( \frac{a}{p} \right) = \frac{1}{2} \left( 3 - \left( \frac{3}{p} \right) \right) h(-p) = h(-p) \quad ([11, Corollary 4.3]).
\]

Hence \( A = 0 \). On the other hand, \( F'_{\Delta}(1) = A + B = 0 \). Thus \( B = 0 \) and \( F''_{\Delta}(\zeta_3) = 0 \). Now we are going to show that \( F''_{\Delta}(\zeta_3) \neq 0 \). We have

\[
F''_{\Delta}(x) = \sum_{a=2}^{p} \left( 3a - 2 \right) \left( 3a - 3 \right) \left( \frac{3p}{3a - 2} \right) x^{3a-4} + \sum_{a=1}^{p} \left( 3a - 1 \right) \left( 3a - 2 \right) \left( \frac{3p}{3a - 1} \right) x^{3a-3}.
\]

Hence \( F''_{\Delta}(\zeta_3) \) is of the form \( F''_{\Delta}(\zeta_3) = C + D\zeta_3^2 \), for some integers \( C \) and \( D \). Since \( F''_{\Delta}(1) = C + D \neq 0 \), this implies that \( C \) and \( D \) cannot be both 0. Hence \( F''_{\Delta}(\zeta_3) \neq 0 \).

(b) Suppose \( p \equiv 2 \pmod{3} \). One has \( F'_{\Delta}(-\zeta_3) \) is of the form \( E + F\zeta_3 \) for some integers \( E, F \). Since \( F'_{\Delta}(-1) = E + F \neq 0 \), this implies that \( E \) and \( F \) cannot be both 0. Hence \( F'_{\Delta}(-\zeta_3) \neq 0 \).

Now suppose that \( p \equiv 1 \pmod{3} \). Then \( p = 12n + 7 \) for some integer \( n \). One has

\[
F_{\Delta}(-\zeta_3) = A\zeta_3 + B\zeta_3^2,
\]

where \( A \) and \( B \) are integers and

\[
A = -\sum_{a=1}^{p} \left( \frac{3p}{a} \right) + \sum_{a=4}^{p} \left( \frac{3p}{a} \right) = -\sum_{a=1}^{p-1} \left( \frac{a}{p} \right) + \sum_{a=4}^{p} \left( \frac{a}{p} \right)
\]

\[
= -\sum_{a=0,1,5}^{p} \left( \frac{a}{p} \right) + \sum_{a=2,3,4}^{p} \left( \frac{a}{p} \right) = 2 \sum_{a=2}^{p} \left( \frac{a}{p} \right) = 2(2n + 1) \equiv 2 \pmod{4}.
\]
Hence $A \neq 0$ and $F_\Delta(-\zeta_3) \neq 0$. \hfill \square

9.1. **The Fekete polynomials $f_\Delta(x)$ and $g_\Delta(x)$.** We introduce the following definition.

**Definition 9.3.** Let $\Delta = 3p$ with $p \equiv 3 \pmod{4}$. The Fekete polynomial $f_\Delta(x)$ is given by the following formula

$$f_\Delta(x) = \begin{cases} \frac{F_\Delta(x)}{x\Phi_1(x)\Phi_2(x)\Phi_3(x)\Phi_6(x)\Phi_p(x)} & \text{if } p \equiv 2 \pmod{3} \\ \frac{F_\Delta(x)}{x\Phi_1(x)\Phi_2(x)\Phi_3(x)\Phi_p(x)} & \text{if } p \equiv 1 \pmod{3}. \end{cases}$$

We have the following observation.

**Proposition 9.4.** $f_\Delta(x)$ is a reciprocal polynomial of degree

$$\deg(f_\Delta) = \begin{cases} 2(p - 5) & \text{if } p \equiv 2 \pmod{3} \\ 2(p - 3) & \text{if } p \equiv 1 \pmod{3}. \end{cases}$$

*Proof.* This follows from Lemma 2.4 and Proposition 3.7. \hfill \square

As before, we define $g_\Delta(x) \in \mathbb{Z}[x]$ to be the trace polynomial of $f_\Delta(x)$; namely

$$f_\Delta(x) = x^{\deg(f_\Delta)} g_\Delta(x + \frac{1}{x}).$$

10. **Generalized Fekete polynomial with $\Delta = -3p, p \equiv 1 \pmod{4}$.**

In this section, we discuss the case $\Delta = -3p$ with $p \equiv 1 \pmod{4}$. We first have the following observation.

**Proposition 10.1.** $r_\Delta(\Phi_p) = r_\Delta(\Phi_3) = 1$.

*Proof.* This follows from Prop 5.3. \hfill \square

**Proposition 10.2.** Let $p \equiv 1 \pmod{4}$ be a prime number. The number $\zeta_3$ is a simple root of $F_\Delta$. In other words, $r_\Delta(\zeta_3) = 1$.

*Proof.* One has $F'_\Delta(x) = \sum_{k=1}^{p} (3k-2) \left( \frac{3p}{3k-2} \right) x^{2k-3} + \sum_{k=1}^{p} (3k-1) \left( \frac{3p}{3k-1} \right) x^{2k-2}$. Hence

$$F'_\Delta(\zeta_3) = \sum_{k=1}^{p} (3k-2) \left( \frac{3p}{3k-2} \right) \zeta_3^3 + \sum_{k=1}^{p} (3k-1) \left( \frac{3p}{3k-1} \right) = A + B\zeta_3,$$

where

$$A = \sum_{k=1}^{p} (3k-2) \left( \frac{3p}{3k-2} \right) = \sum_{k=1}^{p} (3k-2) \left( \frac{3k-2}{p} \right),$$

$$B = \sum_{k=1}^{p} (3k-1) \left( \frac{3p}{3k-1} \right) = \sum_{k=1}^{p} (3k-1) \left( \frac{3k-1}{p} \right).$$
Suppose that \( p \equiv 2 \pmod{3} \). Then \( p = 12n + 5 \) for some integer \( n \). Note that \( 3k - 2 \) is odd if and only if \( k = 2l + 1 \) for some \( l \). In this case \( 3k - 2 = 6l + 1 \). Hence \( A \equiv \sum_{l=0}^{6n+2} \left( \frac{6l+1}{p} \right) \pmod{2} \). Note also that the set \( \{6l + 1\}^{6n+2} \) contains no element divisible by \( p \). Hence the values of \( \{\left( \frac{6l+1}{p} \right)\}, l = 0, \ldots, 6n + 3, \) are \pm 1. Thus
\[
A \equiv \sum_{l=0}^{6n+2} \left( \frac{6l+1}{p} \right) \equiv 6n + 3 \equiv 1 \pmod{2}.
\]

Therefore \( A \neq 0 \) and \( F_{\Delta}'(\zeta_3) \neq 0 \).

Now suppose that \( p \equiv 1 \pmod{3} \). Then
\[
A = \sum_{a=1}^{p-1} \frac{a}{p} + \sum_{a=1}^{p-1} \frac{a}{p} + \sum_{a=1}^{p-1} \frac{a}{p} \\
= \sum_{a=0}^{p-1} \frac{a}{p} + \sum_{a=0}^{p-1} \frac{a}{p} + \sum_{a=0}^{p-1} \frac{a}{p} \\
= \sum_{a=0}^{p-1} \frac{a}{p} + \sum_{a=0}^{p-1} \frac{a}{p} + \sum_{a=0}^{p-1} \frac{a}{p} \\
= \sum_{a=0}^{p-1} \frac{a}{p} + \sum_{a=0}^{p-1} \frac{a}{p} + \sum_{a=0}^{p-1} \frac{a}{p}.
\]

One has \( \sum_{a=0}^{p-1} \frac{a}{p} = 0 \) (see [14 Equation 3]). Set
\[
C = \sum_{0<3a<p} \frac{3a}{p}, \quad D = \sum_{0<3a+1<p} \frac{3a+1}{p}, \quad E = \sum_{0<3a+2<p} \frac{3a+2}{p}.
\]

Then \( C + D + E = 0 \) and \( C = \sum_{0<3a<p} \frac{3a}{p} = \sum_{0<3a+3<p} \frac{p-3a}{p} = D \). Hence \( E = -2C \) and \( A = p(C + 2E) = -3pC \). By [4 Corollary 4.3], \( C = \frac{1}{2} h(-3p) \). Thus \( A = -\frac{3p}{2} h(-3p) \neq 0 \).

10.1. The Fekete polynomials \( f_\Delta(x) \) and \( g_\Delta(x) \). We introduce the following definition.

**Definition 10.3.** Let \( \Delta = -3p \) with \( p \equiv 1 \pmod{4} \). The Fekete polynomial \( f_\Delta(x) \) is given by the following formula
\[
f_\Delta(x) = \frac{-F_\Delta(x)}{x \Phi_1(x) \Phi_3(x) \Phi_p(x)}.
\]

We have the following observation.

**Proposition 10.4.** \( f_\Delta(x) \) is a reciprocal polynomial of degree \( 2(p - 2) \).

**Proof.** This follows from Lemma 2.4 and Proposition 3.7. \( \square \)
As before, we define \( g_\Delta(x) \in \mathbb{Z}[x] \) to be the trace polynomial of \( f_\Delta(x) \); namely

\[
f_\Delta(x) = x^{\deg(f_\Delta)} g_\Delta(x + \frac{1}{x}).
\]

Our data seems to suggest the following conjectures.

**Conjecture 10.5.** If \( \Delta < 0 \) and odd then every irreducible cyclotomic factors of \( F_\Delta(x)/x \) is of the form \( \Phi_n(x) \) where \( n \) is a proper divisor of \( \Delta \). Furthermore, these factors have multiplicity one and the polynomial

\[
f_\Delta(x) = \frac{F_\Delta(x)}{x \prod_{n|\Delta} \Phi_n(x)}
\]

is irreducible.

**Conjecture 10.6.** For each \( n \geq 1 \), let \( r_\Delta(n) \) be the multiplicity of \( \Phi_n(x) \) in \( F_\Delta(x)/x \), here multiplicity 0 is allowed. One has

\[
F_\Delta(x) = \pm x \left( \prod_{n=1}^{\infty} \Phi_n(x)^{r_\Delta(n)} \right) f(x),
\]

for some monic irreducible polynomial \( f(x) \in \mathbb{Z}[x] \).

### 11. Galois Theory for \( f_\Delta(x) \) and \( g_\Delta(x) \).

We note that the Galois group of \( g_\Delta(x) \) acts on the set of roots of \( g_\Delta(x) \), so it is naturally a subgroup of \( S_{h_\Delta} \) where \( h_\Delta = \deg(g_\Delta(x)) \). Additionally, the Galois group of \( f_\Delta \) fits into the following exact sequence

\[
1 \to \text{Gal}(\mathbb{Q}(f_\Delta)/\mathbb{Q}(g_\Delta)) \to \text{Gal}(\mathbb{Q}(f_\Delta)/\mathbb{Q}) \to \text{Gal}(\mathbb{Q}(g_\Delta)/\mathbb{Q}) \to 1.
\]

By definition, \( \text{Gal}(\mathbb{Q}(f_\Delta)/\mathbb{Q}(g_\Delta)) \) is naturally a subgroup of \((\mathbb{Z}/2\mathbb{Z})^{h_\Delta}\). We then conclude that the Galois group \( \text{Gal}(\mathbb{Q}(f_\Delta)/\mathbb{Q}(g_\Delta)) \) is a subgroup of the semi-direct product \((\mathbb{Z}/2\mathbb{Z})^{h_\Delta} \rtimes S_{h_\Delta}\). Note that \((\mathbb{Z}/2\mathbb{Z})^{h_\Delta} \rtimes S_{h_\Delta}\) is also naturally a subgroup of \( S_{2h_\Delta} \), the symmetric group on \( 2h_\Delta \) letters (see [11, Section 2]). We have the following commutative diagram.

![Diagram](image)

**Lemma 11.1.**

\[
(S/2S)^{h_\Delta} \rtimes S_{h_\Delta} \xrightarrow{\Sigma} S_{2h_\Delta} \xrightarrow{\text{sgn}} \mathbb{Z}/2
\]

Here \( \text{sgn} \) is the signature map and \( \Sigma \) is the following summation map

\[
\Sigma(a_1, a_2, \ldots, a_{h_\Delta}, \sigma) = \prod_{i=1}^{h_\Delta} a_i.
\]
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Proof. Let \( n = h_\Delta \). We consider \((\mathbb{Z}/2\mathbb{Z})^n \rtimes S_n\) as a subgroup of the symmetric group of \((-n,-(n-1),\ldots,-1,1,\ldots,(n-1),n)\) as follows: an element \(((a_1,\ldots,a_n),\sigma)\) of \((\mathbb{Z}/2\mathbb{Z})^n \rtimes S_n\) is considered as a permutation \(\tilde{\sigma}\) which is defined by

\[
\tilde{\sigma}(k) = a_{\sigma(k)}\sigma(k), 1 \leq k \leq n, \\
\tilde{\sigma}(-k) = -a_{\sigma(k)}\sigma(k), 1 \leq k \leq n.
\]

To prove the commutativity of the diagram, it is enough to consider the case \(\sigma = (1\ 2)\). We consider the cyclic decomposition of \(\tilde{\sigma}\). One has

\[
1 \mapsto a_2 \mapsto a_1a_2 \mapsto a_2 \mapsto 1 \\
-1 \mapsto -a_2 \mapsto -a_1a_2 \mapsto -a_2 \mapsto -1 \\
k \mapsto a_k \quad \text{for} \ 3 \leq k \leq n \\
-k \mapsto -a_k \quad \text{for} \ 3 \leq k \leq n
\]

Note that for \(k \geq 3\), if \(a_k = 1\) then \((k)\) is a 1-cycle and its signature is 1 and if \(a_k = -1\) then \((k a_k k)\) is a 2-cycle and its signature is -1. In any case, \(\text{sgn}((k a_k k)) = a_k\) if \(k \geq 3\).

If \(a_1 = a_2 = 1\) then one has two 2-cycles \((1\ 2)\) and \((-1\ 2)\) and the product of their signature is 1 = \(a_1 a_2\). If \(a_1 = a_2 = -1\) then one has two 2-cycles \((1\ -2)\) and \((-1\ 2)\) and the product of their signature is 1 = \(a_1 a_2\). If \(a_1 = 1, a_2 = -1\) then one has one 4-cycle \((1\ -2\ 2\ -1)\) and its signature is -1 = \(a_1 a_2\). If \(a_1 = -1, a_2 = 1\) then one has one 4-cycle \((2\ 1\ 2\ 1)\) and its signature is -1 = \(a_1 a_2\).

Thus \(\text{sgn}(\tilde{\sigma}) = a_1 a_2 a_3 \cdots a_n\), as desired. \(\square\)

A direct corollary of this lemma is the following.

**Corollary 11.2.** Suppose that the discriminant \(\text{disc}(f_\Delta)\) of \(f_\Delta\) is a non-zero perfect square. Then the Galois group of \(f_\Delta\) is contained in the kernel of the map

\[
\Sigma: (\mathbb{Z}/2\mathbb{Z})^{h_\Delta} \rtimes S_{h_\Delta} \to \mathbb{Z}/2.
\]

Note further that the kernel is isomorphic to \(\text{ker}(\Sigma') \rtimes S_{h_\Delta}\), where \(\Sigma'\) is the summation map

\[
\Sigma': (\mathbb{Z}/2)^{h_\Delta} \to \mathbb{Z}/2.
\]

Proof. Let \(u_1, u_2, \ldots, u_{2h_\Delta}\) be all the roots of \(f_\Delta\). Let \(A = \sqrt{\text{disc}(f)} = \prod_{i<j}(u_j - u_i)\). For \(\sigma \in \text{Gal}(\mathbb{Q}(f_\Delta)/\mathbb{Q})\), we have \(\sigma(A) = \text{sgn}(\sigma) A\). By our assumption, \(A \in \mathbb{Z}\), so \(\sigma\) must be an even permutation. By Lemma [11.1] we conclude that \(\sigma \in \ker(\Sigma)\). \(\square\)

**Remark 11.3.** A quite interesting consequence of this corollary is that when \(\text{disc}(f)\) is a perfect square, even though \(f_\Delta\) is expected to be irreducible over \(\mathbb{Z}\), it is reducible over \(\mathbb{F}_q\) for all prime \(q\). In fact, if \(f_\Delta\) is irreducible modulo \(q\) then the Galois group of \(f_\Delta\) must contain a \(2h_\Delta\)-cycle. Since an \(2h_\Delta\)-cycle is an odd permutation, this contradicts the fact that all elements of the Galois group of \(f_\Delta\) are even.
Regarding the discriminant of \( f_\Delta(x) \), we recall the following proposition.

**Proposition 11.4.** ([23] Proposition 4.4) Let \( f \) be a reciprocal polynomial of even degree \( 2n \) over a field of characteristics different from 2. Let \( g \) be the trace polynomial associated with \( f \). Let \( s = \left(-1\right)^nf(1)f(-1) \). Then

\[
\text{disc}(f) = s \times \text{disc}(g)^2.
\]

Consequently, if \( s \) is a perfect square then so is \( \text{disc}(f) \).

In [23], we conjectured that the Galois group of \( f_\Delta(x) \) and \( g_\Delta(x) \) are as large as possible when \( D = |\Delta| \) is a prime number (see [23, Conjecture 4.9, Conjecture 4.13]); namely the Galois group of \( g_\Delta \) is \( S_{h_\Delta} \) and the Galois group of \( f_\Delta \) is \((\mathbb{Z}/2\mathbb{Z})^{h_\Delta} \rtimes S_{h_\Delta}\). It is tempting to make a similar conjecture for all discriminant \( \Delta \). Unfortunately, in our investigation, we found that it is not always the case. After some further investigation, we realize that this issue arises from the fact that, occasionally, there is an extra symmetry that puts some constraints on the Galois group of \( f_\Delta \). More specifically, we discover some cases where the discriminant of \( f_\Delta \) is a perfect square. By Corollary 11.2, the Galois group of \( f_\Delta \) is contained in the kernel of the map \( \Sigma \). On the other hand, we also find that within the range of our data, it is always the case that the Galois group of \( g_\Delta(x) \) is \( S_{h_\Delta} \). In this section, we provide some extensive data about the Galois groups of \( f_\Delta(x) \) and \( g_\Delta(x) \).

To deal with the case where the discriminant of \( f \) is a square as discussed in Corollary 11.2, we need the following proposition which is a variant of [23 Proposition 4.14]. We first introduce a lemma.

**Lemma 11.5.** Let \( H \) be a subgroup of \((\mathbb{Z}/2\mathbb{Z})^n \rtimes S_n \subset S_{2n}\) such that

1. The natural projection map \( H \to S_n \) is surjective.
2. \( H \) contains a product of a 2-cycle and another 4-cycle (these two cycles are disjoint).

Then \( H \) contains \( \ker(\Sigma') \rtimes S_n \) where \( \Sigma' \) is the summation map

\[
\Sigma' : (\mathbb{Z}/2\mathbb{Z})^n \to \mathbb{Z}/2.
\]

**Proof.** We recall that we consider \((\mathbb{Z}/2\mathbb{Z})^n \rtimes S_n \) as a subgroup of the symmetric group of \(\{-n, -(n-1), \ldots, -1, 1, \ldots, (n-1), n\} \) by the following rules: an element \(((a_1, \ldots, a_n), \sigma)\) of \((\mathbb{Z}/2\mathbb{Z})^n \rtimes S_n \) is considered as a permutation \(\tilde{\sigma}\) which is defined by

\[
\tilde{\sigma}(k) = a_{\sigma(k)} \sigma(k), 1 \leq k \leq n, \text{ and } \tilde{\sigma}(-k) = -a_{\sigma(k)} \sigma(k), 1 \leq k \leq n.
\]

We can see that for all \(k\),

\[
(6) \quad \tilde{\sigma}(-k) = -\tilde{\sigma}(k).
\]
By the second assumption, we can assume that, up to an ordering, \( H \) contains an element \( \sigma = (a_1, a_2, \ldots, a_n, \delta) \) of the form \( \sigma = (n, -n)(k_1, k_2, k_3, k_4) \), where \( k_i \) are distinct and \( |k_i| \in \{1, \ldots, n-1\} \) for \( 1 \leq i \leq 4 \). By Equation \( 6 \), the 4-cycle \((-k_1, -k_2, -k_3, -k_4)\) is a factor of \( \sigma \) as well. Therefore, we must have
\[
(k_1, k_2, k_3, k_4) = (-k_1, -k_2, -k_3, -k_4).
\]
We remark that \( |k_1| \neq |k_2| \); otherwise \( k_1 \to k_2 \to k_1 \). Therefore, either \( k_3 = -k_1 \) or \( k_4 = -k_1 \). The second case cannot happen because it will force \( k_2 = -k_2 \). So, \( k_3 = -k_1 \) and consequently \( k_4 = -k_2 \). In other words, \( \sigma \) is of the form
\[
\sigma = (n, -n)(k_1, k_2, -k_1, -k_2).
\]
We then have \( \sigma^2 = (k_1, -k_1)(k_2, -k_2) \in H \). Let \( 1 \leq i < j \leq n \). By the first assumption, we can find an element \( \tau = (b_1, b_2, \ldots, b_n, \tau) \in H \) such that \( \tau = (k_1, i)(k_2, j) \). We can see that
\[
\tau \sigma^2 \tau^{-1} = (\tau(k_1), \tau(-k_1))(\tau(k_2), \tau(-k_2) = (i, -i)(j, -j).
\]
This shows that the element \((c_1, c_2, \ldots, c_n, 1) \in H \) where \( c_i = c_j = -1 \) and \( c_k = 0 \) if \( k \notin \{i, j\} \). Consequently, \( H \) contains \( \ker(\Sigma') \times 1 \). By our assumption, the natural map \( H \to S_n \) is surjective, we can conclude that \( H \) contains \( \ker(\Sigma') \times S_n \). \( \Box \)

We then have the following proposition.

**Proposition 11.6.** Let \( f(x) \) be a monic reciprocal polynomial with integer coefficients of even degree \( 2n \). Let \( g \) be the trace polynomial of \( f \). Assume that

1. The Galois group of \( g \) is \( S_n \).
2. There exists a prime number \( q \) such that \( f(x) \) has the following factorization in \( \mathbb{F}_q(x) \)
\[
f(x) = p_2(x)p_4(x)h(x),
\]
where \( p_2(x) \) is an irreducible polynomial of degree \( 2 \), \( p_4(x) \) is an irreducible polynomial of degree \( 4 \), and \( h(x) \) is a product of distinct irreducible polynomials of odd degrees.

Then the Galois group of \( f \) contains \( \ker(\Sigma') \times S_n \). Furthermore

1. If the discriminant of \( f \) is a perfect square then the Galois group of \( f \) is \( \ker(\Sigma') \times S_n \).
2. If the discriminant of \( f \) is not a perfect square then the Galois group of \( f \) is \( (\mathbb{Z}/2)^n \times S_n \).

**Proof.** Let \( H \) be the Galois group of \( f \). The first condition and the second condition imply that \( H \) satisfies the hypothesis described in Lemma 11.5. Therefore, \( H \) contains \( \ker(\Sigma') \times S_n \). If the discriminant of \( f \) is a perfect square then Corollary 11.2 implies the Galois group of \( f \) is contained in \( \ker(\Sigma') \times S_n \). Since we have inclusion on both ways, we conclude that \( H = \ker(\Sigma') \times S_n \). If the discriminant of \( f \) is not a prefect square then \( H \) is strictly larger than \( \ker(\Sigma') \times S_n \). Therefore, it must be \( (\mathbb{Z}/2)^n \times S_n \). \( \Box \)

**Corollary 11.7.** Assume that \( f \) satisfies the hypotheses described in Proposition 11.6. Then \( f \) is irreducible.
Proof. First, suppose that $f$ is a product of two reciprocal polynomials, say $f_1 f_2$ of degree $m_1, m_2$ respectively. We can assume that $m_1, m_2$ are both even. In fact, we have $(-1)^{m_1} f_1(-1) = f_1(-1)$ if $m_1$ is odd, then $f(-1) = 0$. Consequently, we can rewrite $f(x) = h_1(x) h_2(x)$, where $h_1(x) = \frac{h_1(x)}{x-1}$ and $h_2(x) = (x+1) f_2(x)$. We can see that both $h_1(x)$ and $h_2(x)$ are reciprocal polynomials of even degrees.

Now assume that both $m_1, m_2$ are even. Let $g(x), g_1(x), g_2(x)$ be the reciprocal polynomials of $f, f_1, f_2$ respectively. Then we have $g(x) = g_1(x) g_2(x)$. This is a contradiction because as the Galois group of $g$ is $S_n$, $g$ must be irreducible. Now, suppose that $f$ is not a product of two reciprocal polynomials. Then by [7, Lemma 6], either $f$ is irreducible over $\mathbb{Z}[x]$ or $f$ is of the form $f = ax^n h(x) h(\frac{1}{x})$, where $h \in \mathbb{Q}[x]$ and $a \in \mathbb{Q}^\times$. However, this implies that the splitting field of $f$ is the same as the splitting field of $h$. Consequently, the Galois group of $f$ is at most $S_n$. This contradicts the fact that the Galois group of $f$ is $\ker(\Sigma') \rtimes S_n$ as shown in Proposition [11.6].

We remark that by a similar argument, we have the following lemma.

**Lemma 11.8.** Let $H$ be a subgroup of $(\mathbb{Z}/2)^n \rtimes S_n \subset S_{2n}$ such that

1. The natural projection map $H \rightarrow S_n$ is surjective,
2. $H$ contains a 2-cycle.

Then $H = (\mathbb{Z}/2)^n \rtimes S_n$.

**Proof.** By the second assumption, we can assume that, up to an ordering, $H$ contains an element $\bar{\sigma}$ of the form $\bar{\sigma} = (n, -n)$. Let $1 \leq i \leq n$. By the first assumption, we can find an element $\bar{\tau} = (b_1, b_2, \ldots, b_n, \tau) \in H$ such that $\tau = (n, i)$. We can see that $\bar{\sigma} \bar{\tau}^{-1} = (i, -i)$. This shows that the element $(c_1, c_2, \ldots, c_n, 1) \in H$, where $c_i = -1$ and $c_k = 0$ if $k \notin \{i\}$. Consequently, $H$ contains $(\mathbb{Z}/2)^n \rtimes 1$. By our assumption, the natural map $H \rightarrow S_n$ is injective, we can conclude that $H$ equals $(\mathbb{Z}/2)^n \rtimes S_n$.

As a consequence, we have another test to detect the Galois group of $f_\Delta$ when its Galois group is $(\mathbb{Z}/2)^h x S_h$.

**Proposition 11.9.** Let $f(x)$ be a monic reciprocal polynomial with integer coefficients of even degree $2n$. Let $g$ be the trace polynomial of $f$. Assume that

1. The Galois group of $g$ is $S_n$.
2. There exists a prime number $q$ such that $f(x)$ has the following factorization in $\mathbb{F}_q(x)$

$$f(x) = p_2(x) h(x),$$

where $p_2(x)$ is an irreducible polynomial of degree 2, and $h(x)$ is a product of distinct irreducible polynomials of odd degrees.

Then the Galois group of $f$ is $(\mathbb{Z}/2)^n \rtimes S_n$.

**Remark 11.10.** We note that Proposition [23, Proposition 4.14] and Proposition [11.9] look quite similar from a theoretical point of view. However, from a computational point of
view, Proposition [11.9] is more effective since the degree of \( g \) is half of the degree of \( f \). For example, using the criterion described by [23, Proposition 4.14], we are able to compute the Galois group of \( f_\Delta \) for \( p \) at most 700 (taking into account the running time of our algorithms). However, if we use the criterion mentioned in Proposition [11.9] we are able to compute the Galois group for larger \( p \) (currently for \( p \leq 1000 \)). Furthermore, the running time is also faster.

The data required to compute the Galois groups of \( f_\Delta \) and \( g_\Delta \) with \( \Delta \in \{-4p, 4p, -3p, 3p\} \) is available on the Github repository [24]. Specifically, the data consists of the triple \((q_1, q_2, q_3)\) discussed [23, Proposition 4.10] whenever it exists (it seems that it always exists). It also contain the quadruple \((q_1, q_2, q_3, q_4)\) described by Proposition [11.6] and Proposition [11.9]. Due to the computational complexity of our algorithms, we will restrict our search to the range

\[
\max \{q_1, q_2, q_3, q_4\} < 10^5.
\]

Below we described some concrete examples for the calculation of the Galois groups of \( f_\Delta \) and \( g_\Delta \).

11.1. \( \Delta = 4p \) where \( p \equiv 3 \pmod{4} \). We first search for the quadruple \((q_1, q_2, q_3, q_4)\) as required by Proposition [11.9].

**Remark 11.11.** For most primes \( p \leq 547 \), except \( p = 19 \), we can always find the quadruple \((q_1, q_2, q_3, q_4)\). It turns out that Galois group of \( f_\Delta \), where \( \Delta = 4 \times 19 \), is not \((\mathbb{Z}/2\mathbb{Z})^8 \rtimes S_8 \). In this case

\[
f_\Delta(x) = x^{16} + x^{15} + 2x^{14} + 3x^{12} - x^{11} + 2x^{10} + 3x^8 + 2x^6 - x^5 + 3x^4 + 2x^2 + x + 1.
\]

We also observe that \( f_\Delta(1)f_\Delta(-1) = 18^2 \). Consequently, by Lemma [11.4] we know that the discriminant of \( f_\Delta \) is a perfect square. By Corollary [11.2] we conclude that the Galois group of \( f_\Delta \) is a subgroup of the semi-direct product \( \ker(\Sigma') \rtimes S_8 \) where \( \Sigma' \) is the summation map

\[
\Sigma' : (\mathbb{Z}/2\mathbb{Z})^8 \to \mathbb{Z}/2.
\]

To compute the Galois group of \( f_\Delta \), we will use Proposition [11.6]. In fact, Table 3 shows that the Galois group of \( g_\Delta \) is \( S_8 \). Additionally, at \( q = 227 \), the factorization of \( f_\Delta \) is

\[
(x^2 + 153x + 1)(x^4 + 177x^3 + 43x^2 + 177x + 1) \times
\]

\[
(x^5 + 44x^4 + 148x^3 + 23x^2 + 196x + 207)(x^5 + 81x^4 + 101x^3 + 38x^2 + 134x + 34).
\]

Therefore, by Proposition [11.6] we conclude that the Galois group of \( f_\Delta \) is exactly \( \ker(\Sigma') \rtimes S_8 \).

11.2. **The case** \( \Delta = -4p \) with \( p \equiv 1 \pmod{4} \). In this case, we observe that for \( p < 1000 \), the Galois group of \( f_\Delta(x) \) and \( g_\Delta(x) \) are both as large as possible.
11.3. The case $\Delta = 3p$ with $p \equiv 3 \pmod{4}$. From the data in [24] and Proposition 11.9, we conclude that for $p < 1000$, the Galois groups of $f_\Delta(x)$ and $g_\Delta(x)$ are both as large as possible.

11.4. The case $\Delta = -3p$ with $p \equiv 1 \pmod{4}$. It turns out that when $p \equiv 5 \pmod{8}$, there is an extra symmetry which puts some constraints on the Galois group of $f_\Delta$. More precisely, we have the following proposition.

**Proposition 11.12.** If $p \equiv 5 \pmod{8}$ and $\Delta = -3p$ then $\text{disc}(f_\Delta)$ is a perfect square.

**Proof.** One has $xf_\Delta(x) = \frac{F_\Delta(x)}{\Phi_1(x) \Phi_3(x) F_p(x)}$. Taking the limit when $x \to 1$, one obtains

$$f_\Delta(1) = \frac{F'_\Delta(1)}{\Phi_3(1) \Phi_p(1)} = \frac{B_1}{D} = B_{1,\chi}.$$  

Here, the last equality follows from Equation (4).

One has $B_{1,\chi} = -h(-D)$, where $h(-D)$ is the class number of the quadratic imaginary field $\mathbb{Q}(\sqrt{-D})$. This follows from the formula ([27] Theorem 4.9 (i)), $L(1, \chi) = -\frac{\pi}{\sqrt{D}}B_{1,\chi}$, and the Dirichlet class number formula for a quadratic imaginary field (see e.g. [10] Formula (15), page 49]), $h(-D) = \frac{\sqrt{D}}{\pi}L(1, \chi)$.

On the other hand,

$$f_\Delta(-1) = \frac{F_\Delta(-1)}{(-1) \cdot (-2) \cdot 1 \cdot 1} = \frac{F_\Delta(-1)}{(-1) \cdot (-2)} = \frac{F_\Delta(-1)}{2} = \frac{\chi(2)h(-D)}{c},$$

here the last equality follows from Equation (5). Recall that $c = 1$ if $D \equiv 7 \pmod{8}$, and $c = 1/3$ if $D \equiv 3 \pmod{8}$. Hence, by Proposition 11.4

$$\text{disc}(f_\Delta) = (-1)^p f_\Delta(1) f_\Delta(-1) \text{disc}(g_\Delta)^2 = \frac{\chi(2)}{c}h(-D)^2 \text{disc}(g_\Delta)^2.$$  

If $p \equiv 5 \pmod{8}$ then $D = 3p \equiv 7 \pmod{8}$ and thus $c = 1$ and $\chi(2) = 1$. Hence

$$\text{disc}(f_\Delta) = h(-D)^2 \text{disc}(g_\Delta)^2,$$

which is a perfect square. \hfill \Box

**Corollary 11.13.** Assume that $p \equiv 5 \pmod{8}$. Then the Galois group of $f_\Delta$ is a subgroup of of $\ker(\Sigma') \rtimes S_{p-2}$. Here $\Sigma'$ is the summation map

$$\Sigma' : (\mathbb{Z}/2\mathbb{Z})^{p-2} \to \mathbb{Z}/2.$$  

11.5. A conjecture. From these experimental data, it seems reasonable to make the following prediction.

**Conjecture 11.14.** Let $\Delta \in \{4p, -4p, 3p, -3p\}$ and $h_\Delta$ be the degree of $g_\Delta$. Then

1. If $\text{disc}(f_\Delta)$ is not a perfect square then the Galois group of $f_\Delta$ is equal to $(\mathbb{Z}/2\mathbb{Z})^{h_\Delta} \rtimes S_{h_\Delta}$.  
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(2) If \( \text{disc}(f_{\Delta}) \) is a perfect square then the Galois group of \( f_{\Delta} \) is equal to \( \ker(\Sigma') \times (\mathbb{Z}/2)^{h_{\Delta}} \) where \( \Sigma' \) is the summation map

\[
\Sigma' : (\mathbb{Z}/2)^{h_{\Delta}} \to \mathbb{Z}/2.
\]

In particular, the Galois group of \( g_{\Delta}(x) \) is \( S_{h_{\Delta}} \).

**Remark 11.15.** Our experimental data in [24] shows that Conjecture 11.14 holds for \( p \leq 1000 \).
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