Application of Posture Recognition Service System Based on Information Fusion Smart Sensor in Dance Training
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1. Introduction

1.1. Research Background and Significance. The Internet of Things technology can combine the sensor personnel and terminal equipment by using local network and other communication technologies to realize the connection of people and things to form an intelligent network for remote management and control. It can provide targeted services for dance training under the condition of realizing resource sharing. Connecting dance training with the gesture recognition service platform is of great significance to the dance training process and results. In the current dance training process, the learner usually achieves the purpose of training by watching the video repeatedly or by seeking corrective guidance from the coach himself. This not only consumes a lot of time and energy but also brings certain difficulties and challenges to the trainer. Therefore, this article combines the posture recognition service platform based on information fusion smart sensors to collect standard dance moves, analyze the gap between the trainer and the standard dance, so that the trainer can intuitively feel the gap, and help the trainer discover themselves in time during dance training. By combining dance training with information fusion smart sensors to recognize postures, apply information fusion smart sensors and other technologies to capture the entire training movement and collect dance movement data and then match and compare with standard movements to analyze user movements and standards. The size of the gap in the direction of the action bones allows the user to find the gap more intuitively. This method enables the majority of dance teaching workers, dancers, and dance learners who have a strong demand in teaching and self-study to make accurate adjustments to their unstandardized dance gestures, thereby ensuring the accuracy of dance gestures in training.
At the same time, it is not restricted by time and geographical location and can be trained at any convenient time and place, which broadens the teaching methods.

1.2. Related Content. With the development of the Internet of Things technology, related research on the Internet of Things has also become an important focus. Zamanifar et al. proposed a distributed self-healing motion prediction scheme for IoT applications, namely, DSHMP-IOT, to predict the motion direction of mobile IP-based sensors in multiuser environments (such as healthcare systems) [1]. This is the first time that an AI solution has been applied to predict the direction of mobile nodes in an IP-based mobile network. The proposed scheme utilizes an implicit semi-Markov model (HSMM) to predict the direction of motion with high accuracy and low overhead. A previous work for estimating the direction of a mobile node in an IP-based mobile network was based on AOA (a hardware-specific method) [2]. Compared with similar methods, his scheme has advantages in power consumption, switching delay, and packet loss. However, there are limitations in identifying differences [3, 4]. Wilson and Bobick proposed a new method for representing, recognizing, and interpreting parametric poses [5]. The so-called parameterized posture refers to the posture that shows the spatial change of the system; the first is the point posture, where the relevant parameter is the two-dimensional direction. His method is to extend the standard hidden Markov model method of gesture recognition by including global parameter changes in the output probability of the HMM state [6]. He used the visually obtained and directly measured three-dimensional body position measurement value as input. The results he gave proved the recognition advantage of PHMM over standard HMM technology and the parameter estimation compared with the noise in the input feature and higher pertinence [7, 8]. His method is pertinent, but not universal. Chakraborty et al. found that intensive whole-body dance training may cause the fibers connecting different brain regions to spread out in a larger fan shape, increase the cross fibers, or increase the axon diameter [9]. In contrast, musicians show lower diffusion and greater fiber coherence in similar areas. Crucially, diffusion measures are related to performance in dance and music tasks, thereby distinguishing groups. This shows that dance and music training have opposite effects on the structure of WM [10, 11]. Therefore, music training may result in a more focused focus on a specific approach to the effector. This finding emphasizes that different types of training can have different long-term effects on brain structure, thereby expanding the understanding of brain plasticity [12]. However, there is no comparative study from other aspects, and there is a certain degree of one-sidedness.

1.3. Main Content and Innovation. Through the human body detection, computer interactive calculation, and the establishment of standard dance poses, the posture recognition method based on the angle of the human joint points is improved, which can automatically collect and recognize the dance movements of the trainer. Evaluate the dance posture of the trainer in two aspects of the angle formed by the joints, and give an action comparison chart and guidance suggestions. The innovation of this paper is to use the combination of smart sensors and gesture recognition services and make full use of the advantages of smart sensors of the Internet of Things to give play to the construction and use of the gesture recognition service platform, thereby providing assistance to dance training and promoting the combined development of dance field and technology [13, 14].

2. Establish a Database and Research Methods

2.1. Boosting Algorithm. Each training set selected by the Boosting algorithm depends on the results of the previous learning. In sampling and calculation according to the error rate, it can effectively combine the errors of the last dance in dance training to achieve dance training progress [15, 16]. The Boosting algorithm can significantly reduce model prediction bias. Since the entire Boosting model is a serial combination of multiple base learners, resulting in a strong correlation between the models, the Boosting algorithm generally cannot significantly reduce the prediction variance [17]. By changing the weight distribution, the classifier can strengthen the learning of data that is defined as difficult to classify and then integrate multiple weak classifiers into a strong classifier. The algorithm deviation value is shown by

\[ \text{Bias} = E\left( \sum_{n=1}^{N} y_n \cdot f_n \right) = y \cdot \sum_{n=1}^{N} E(f_n). \] (1)

Among them, Bias represents the parameter of Boosting, \( E \) represents the number of dances, and \( f_n \) represents the dancer’s mastery of the dance.

2.2. Establish a Standard Dance Movement Database. The human body is represented as a whole that is rigidly connected by multiple joint points. Each joint point is connected by a rigid body, and each joint point represents a characteristic point, and the length of the rigid connection body is unchanged, so the human body can be. Movement is simplified to the movement of the human skeleton. In order to correct the dance moves of the trainer, there must be a standard dance move as a comparison template. In this part, by acquiring the dance moves of the dance coach, the joint points of the body are detected to form standardized motion data [18, 19]. This article invites professional dance coaches to demonstrate standard dance moves, collects dance movement data using the gesture recognition service platform, marks each group of data with the corresponding action name, and saves it as movement information as a comparison template for trainers. The database records the standard movements of teachers of different dance styles, which can meet the training needs of beginners, and its service platform can also record new standard movements according to the different needs of trainers in the later stage.

2.3. Questionnaire Method. This article conducted a satisfaction survey on the safety of the dance studio’s gesture recognition service platform. The survey respondents included dance teachers, trainers, and trainers’ parents. Among them,
there were 50 dance teachers and 100 trainers and trainers’ parents. The survey questions are mainly about the satisfaction and opinions of the safety reminder service.

3. Gesture Recognition Processing Technology and Processing Flow

3.1. Key Points of Gesture Recognition. In dance, gesture recognition mainly relies on the recognition of joints for gesture recognition. By dividing the dancer’s hand steps to be composed of nodes, using sensors to collect the key nodes of the hand, the dancer’s hand data can be obtained. Through comparison, the accuracy of the dancer’s hand movements can be effectively improved. The joint points of the human body are to connect the human body through the joint points. The key to joint recognition is as follows:

It can be seen from Table 1 that the key points have four parts, namely, input model diagram, extraction of body part distribution points, body joint point detection, and output of human skeleton. In this way, the dancer’s posture can be more comprehensively identified and analyzed.

3.2. Gesture Recognition Processing Model. This article selects three operations of rotation, scaling, and flipping. Assuming that the position of the person in the input image has been detected, this formula is calculated by recognizing the posture. The data enhancement is generated in a given detection frame [20]. Rotation includes clockwise or counterclockwise rotation around the center position. Take the first pixel in the upper left corner as the origin of the coordinates, specify the origin coordinates as $(1, 1)$, rotate the original picture with the size $(G_x, G_y)$ around the center, and convert the labels of each key point into the rotated coordinate system:

$$x'_i = (x - \frac{G_x}{2}) \cos \theta - (y - \frac{G_y}{2}) \sin \theta + \frac{G_x}{2}. \quad (2)$$

$$y'_i = (y - \frac{G_y}{2}) \cos \theta + (x - \frac{G_x}{2}) \sin \theta + \frac{G_y}{2}. \quad (3)$$

Scaling means that the image is enlarged or reduced. The image size will be larger than the original size when it is enlarged, and it needs to be cropped according to the original image size; when it is reduced, it is necessary to make assumptions about things outside the image boundary, resulting in a variety of scale transformations [21, 22]. Flip includes horizontal flip and vertical flip. It is a kind of mirror-like flip. Vertical flipping of the posture of the human body will make the human body upside down. Therefore, this article chooses horizontal flip to change the posture of the human body left and right. Suppose the coordinates $(x, y)$ of a certain key point in the original image are flipped to obtain the corresponding $j$-th key point coordinates:

$$\begin{aligned}
    x'_j &= G'_x - x'_j, \\
    y'_j &= y'_j.
\end{aligned} \quad (4)$$

Flip in the last step to reduce the operation cost, and increase the data set while seeing the potential changes of the image; the authenticity is higher. The horizontal flip does not affect the coordinate changes of the joint points of the head, but the marking order of the corresponding joints is changed in the wrist, elbow, and other parts. By using rotation, scaling, and flipping operations on the image data, the training set of the image is enriched, so that the model has as many samples as possible, avoiding the over-fitting of a limited number of samples and improving the generalization ability of the model [23, 24].

3.3. Human Target Detection without Pose Restriction. Human gesture recognition can generally be divided into direct methods and indirect methods. The direct method is to establish a human body pose model, compare the collected human body data with the model one by one, and find the most similar human body pose. The indirect method is a method based on predictive generative model, which predicts the characteristic contour according to the collected human body data and recognizes the human posture according to the characteristic contour.

First, quickly find many candidate human bodies from the image to be detected. Due to the influence of noise, etc., there are many nonfalse positive human targets in the candidate body. Then, we calculate the HOG descriptors of the candidate body coverage area in the image and input the calculated HOG features into the support vector machine for classification, so that the false positive sample points of the candidate body set obtained in the first step can be removed [25]. Use the shape context to quickly detect the human target from the inside and outside of the contour image of the shape to obtain a set of points. The shape of the object in the image can be represented by these discrete points. To describe these points, they proposed a shape context descriptor. Comparing whether two points are similar can be achieved by comparing the shape context descriptors of the two points, and the similarity of the two shapes can be judged by matching the context descriptors of a discrete point set. The context descriptor of a discrete point $p_i$ on the shape $S$ is represented by a histogram $h_i$ of the relative coordinates of $p_i$ and other points:

$$h_{i(k)} = \# \{ q \neq p_i : (q - p_i) \in \text{bin}(k) \}. \quad (5)$$
Next, we describe the process of applying shape context descriptor matching. We have used the human body image set to establish three human body shape templates from different perspectives [26]. For each shape template, we obtain a point set through sampling and then calculate the shape context descriptor of each point in the point set and use this set of context descriptors as the human body shape feature. Randomly sample from the image boundary to get \( S_s \) (approximately take the set of 1/8 points of the total boundary pixels). For any point \( p_i \) of the set \( S_s \), calculate the matching degree with any point \( q_j \) in the template shape \( T \). The distance is defined as follows:

\[
C_{ij} = \frac{1}{2} \sum \left( \frac{h_i(k) - h_j'(k)}{h_i(k) + h_j'(k) + \varepsilon} \right)^2.
\] (6)

In formula (2), \( h_i \) and \( h_j \) are the shape context descriptors of the point \( p_i \) on the image to be detected and the point on the template image \( q_j \), respectively, and \( h_i(k) \) and \( h_j(k) \) are the \( k \)-th component of the descriptor. To prevent the denominator on the right side of the formula from being zero, add a small positive value to the denominator. In the scene with noisy background, the boundary obtained by applying the edge detection algorithm contains a large number of noise points [27]. In order to reduce the influence of noise, we modify the matching cost function of formula (2). In formula (2), if \( h_i(k) \) is equal to zero and \( h_j(k) \) is not equal to zero, we discard the difference of this component and redefine the matching distance:

\[
C_{ij} = \frac{1}{2} \sum \left( h_i(k) - h_j'(k) \right)^2 \left( h_i(k) + h_j'(k) + \varepsilon \right).
\] (7)

In formula (3), \( h' \) is the modified shape context descriptor, which is defined as follows:

\[
h'_i(k) = \begin{cases} 
0, & \text{if } h'_i(k) = 0, \\
h_i(k), & \text{else}.
\end{cases}
\] (8)

The lines in the two images have similar shapes and are located at corresponding positions. The distance between the shape context descriptors should be as small as possible. The distance calculated by formula (3) is calculated by using our modified descriptor. Since the influence of noise points in the image is removed, the distance between the two descriptors is small, which is much smaller than the former. Therefore, through comparative analysis, we can effectively suppress the influence of image noise points on shape context matching by modifying the distance calculation formula. In this way, the dance form can be accurately judged.

3.4. Boosting Algorithm Flow. It can be seen from Figure 1 that the process is as follows: first, set the same weight value for each training sample, and train a weak divider under this training sample distribution. Use the weak classifier to update the weight of each sample, classify incorrectly classified samples as difficult to classify, and increase their weight, while reducing the weight of correctly classified samples to form a new weight distribution; under the new weight distribution, train a new weak classifier and update the weight
value with reference to the second step. Repeat the above process \( T \) times to obtain \( T \) new weak classifiers. By changing the weight distribution, the classifier can strengthen learning for those data that are defined as difficult to classify. And then integrate multiple weak classifiers into a strong classifier.

4. Dance Training Effect and Safety Satisfaction

4.1. Dance Posture Correction Training. The correction training collects the joint coordinates of each movement of the trainer and then compares it with the standard movement of the dance instructor, as shown in the figure below. By comparing the movement trajectory of the joint points, the gap between the trainer and the standard movement can be found intuitively, and then, the learner’s dance posture can be corrected.

It can be seen from Table 2 that the position coordinates of the head, neck, shoulders, and hands of the trainer and the standard dance. The dance position of the trainer’s head, neck, and left shoulder is not much different from the standard dance position, and they are all within plus or minus 50 of the standard dance position. However, there is a big difference between the trainer’s hand and right shoulder and the standard dance. The ordinate of the left hand differs by 50 points, and the abscissa and ordinate of the right hand differ by 200 and 290 points, respectively. At the same time, the right shoulder the ordinate also differs by 400 points. This shows that the ascending height of the trainer’s arm does not meet the standard requirements, and the ascending height should be increased, and the closing movement is too fast, and it does not agree with the standard movement, resulting in a difference in the right shoulder. Therefore, trainers can follow up their own training adjustments according to the dance posture recognition service platform, perfect one’s dancing posture, correct their unqualified dance postures, and reach a higher level of dance.

4.2. Strengthen the Learning of Difficult Dances. It can be seen from Figure 2 that the error rate before the assist of the flip dance is 30%, the error rate after the assist is reduced to 20%, the error rate of the air horse is reduced from 40% to 25%, and the error rate of the rotating dance is reduced from 35%. It is 20%. It can be seen that the learning of difficult dance poses has been assisted by the dance recognition service platform, which reduces the difficulty and error rate of difficult dance learning, making the dancer’s learning more intuitive and simple, and can easily find errors and timely correct your mistakes and show perfect dance.

4.3. Ensure the Safety of Dance Training. The dancing posture recognition service system has a calculation of the distance of the safe joint points. The safety of the dancing posture is judged by the human body in the shape context and the distance between the joint point and the joint line. When the safe distance is exceeded, the dancing posture service
platform will use the camera and the connected mobile phone to perform safety reminder. The picture below is a satisfaction survey on the safety dance reminder service.

Figure 3 shows that the number of satisfied dance teachers is 30, the number of trainers is 80, and the number of parents of trainers is 90. Those who feel average and dissatisfied are only a very small part of the survey population. It can be explained that the safety reminder service style in the dancing posture recognition service platform has been recognized by everyone. Especially, parents have the highest satisfaction. It also shows that the safety of dance training is an aspect that everyone attaches great importance to.

5. Discussion

In this paper, a dance assisted training system is designed, which can analyze and evaluate the trainer’s movements from the joint point coordinates and the angle formed by the joint and provide the trainer with intuitive error correction prompts. Experiments show that the system can accurately give the difference between the trainer’s movement and the standard movement, and the trainer can adjust the movement posture according to the prompts, improve the dance level, and achieve the purpose of auxiliary training. With the rapid development of technologies such as human-computer interaction, smart sensors will be widely used in various aspects such as competitive sports, rehabilitation therapy, and somatosensory games. In addition, the safe posture detection in the posture recognition service system provides real-time tripartite joint reminders, which provides a safety guarantee for the safety of dance postures in dance training. This system only collects the basic dance training movement information of some dance coaches and cannot meet the needs of a large number of dance movement training. In the future, more professional coaches’ dance moves can be collected to enrich the database.
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