We investigate low-density parity-check code design for discrete multitone channels over power lines. Discrete multitone channels are well modeled as nonuniform channels, that is, different bits experience various channel parameters. We propose a coding system for discrete multitone channels that allows for using a single code over a nonuniform channel. The number of code parameters for the proposed system is much greater than the number of code parameters in conventional channels. Therefore, search-based optimization methods are impractical. We first formulate the problem of optimizing the rate of an irregular low-density parity-check code, with guaranteed convergence over a general nonuniform channel, as an iterative linear programming which is significantly more efficient than search-based methods. Then we use this technique for a typical power-line channel. The methodology of this paper is directly applicable to all decoding algorithms for which a density evolution analysis is possible.

1. INTRODUCTION

Discrete multitone (DMT) modulation is widely used in power-line communications. DMT modulation is almost always used in conjunction with channel coding, which is called coded DMT. In the past few years, some of the modern coding techniques such as low-density parity-check (LDPC) coding and turbo coding are proposed for coded DMT systems [1–5]. The motivation for using these codes has been their phenomenal performance with practical complexity.

In previous works on applying turbo and LDPC codes to power-line and general DMT channels, the channel is usually assumed to be uniform over all frequency tones. In practice, however, the channel SNR varies from one frequency tone to another. That is to say, if all the frequency tones are assigned to a single binary code, different bits of the codeword are received with different qualities at the receiver. This can seriously harm the iterative decoding process.

The method proposed in [5] mitigates the effects of nonuniformity in the DMT channels by using QAM constellations of possibly different sizes in different frequency tones. The size of the QAM constellation is selected according to the SNR of the tone. Then a certain number of least significant bits from each QAM constellation (2 bits in this case) are Gray labeled and all higher bits are Ungerboeck labeled. The Gray-labeled bits are then assigned to a single binary LDPC code. The Ungerboeck-labeled bits are coded separately with other codes (hence they do not contribute to the length of the LDPC code). The reason for using constellations of different sizes and using Gray labeling is to obtain equivalent bit-channels that have similar quality. This way, they can be assigned to a single LDPC code.

Although high coding gains are reported in [5], the proposed technique has some down sides. First, it does not use a single code for all the bits and only two bits of each constellation size are assigned to the LDPC code. Therefore, the maximum possible code length for a given tolerable buffer delay is not used. Using different codes for Ungerboeck-labeled bits also increases the system complexity. Moreover, using many different constellation sizes may not be an attractive solution for systems that cannot tolerate the required signalling and detection complexity.

If constellations of different sizes could not be used, the quality of the soft information at the receiver can significantly vary from one frequency tone to another. Thus, one has to consider the nonuniformity of the channel in the code design process.

A nonuniform DMT channel can be modeled as a number of parallel uniform channels (referred to as subchannels in the remainder of this paper). The transmission of a codeword, therefore, can be thought as transmission of bits over these parallel subchannels. Thus, some of the bits of the codeword are received with a good quality at the receiver and some are received with a poor quality. All the bits, however,
are decoded together in a single LDPC code decoder. The code is designed with a perfect knowledge of the parallel sub-channels and the portion of bits that are passed through each sub-channel.

The problem of LDPC coding for parallel channels is studied in [6]. The central observation is that by breaking the variable node degree distribution of an LDPC code to sub-degree distributions, LDPC codes can be designed for parallel channels. That is to say, the degree distribution defines the fraction of edges connected to variable nodes of different degrees at the output of different subchannels. We call this solution allotted LDPC coding in contrast with conventional LDPC coding. Apparently, in order to employ allotted codes, one needs channel state information at the transmitter side.

The number of design parameters is significantly increased for allotted LDPC codes. Thus, a design method, which is primarily based on a search in the space of the design parameters, would be quite inefficient [7]. To tackle this problem, the authors of [6] propose semirregular codes where the output of each subchannel is assigned to nodes of one degree. This notably reduces the search space, but unfortunately may not result in the optimal solution.

In this work, we show that the problem of designing irregular LDPC codes for parallel channels can be solved by iterative linear programming (LP). Hence, an efficient global optimization of the degree distribution is made possible without limiting ourselves to semirregular codes. Since semirregular codes are special cases of irregular codes, irregular codes can only do better than semirregular codes. It should be noted that LP has already been proposed for designing conventional LDPC codes [8, 9]. The extension to nonuniform channels requires new considerations that will be discussed in the sequel.

In this work, after formulating code design as an iterative LP, we propose a system structure and coding solution for DMT channels that are encountered in power-line communications. We then perform code design according to the iterative LP approach and compare the performance of our codes with conventional codes which are optimized for the same channel. Although our primary focus is on DMT channels for power-lines, the code optimization method is presented in a general setup. So, the method can directly be applied to other systems with nonuniform channels.

This paper is organized as follows. In Section 2, we briefly review the required background of nonuniform channels and LDPC coding for uniform and nonuniform channels. Section 3 discusses the channel model. In Section 4, the code design technique is discussed. Section 5 presents the overall structure of the coded DMT system based on LDPC coding for parallel channels. A numerical example for a typical power-line channel is also presented in this section. Finally, Section 6 concludes the paper.

2. BACKGROUND

2.1. Coding over nonuniform channels

There has been much work on the design of codes over different channel models. It is usually assumed that the channel is uniform, that is, all the transmitted bits experience the same channel parameters. However, many communication systems can be modeled as a group of parallel subchannels with different qualities. Therefore, different transmitted bits may experience different channel parameters. For example, a DMT system consists of different frequency tones that each has its own SNR.

The model we use in this work for a nonuniform channel is a channel made up of $K$ parallel subchannels. Subchannels have independent statistical behaviour and they are isolated, that is, data passing through one subchannel does not affect other subchannels. The number of bits that pass through each subchannel in every channel use can be different. Usually this number is dictated by the signaling used for subchannels. The signaling may be chosen according to the capacity of subchannels, which is called bit loading.

The most basic coding scheme is to use separate codes for the data transmitted over different subchannels. The main benefit of this approach is that if the capacity of each subchannel is achieved by its corresponding code, then the overall capacity of the channel is achieved. However, capacity approaching codes, such as LDPC codes, can approach the capacity only at very long block lengths. When one long code is used for each subchannel, the buffer fill delay will be intolerable for delay-sensitive applications. Moreover, this method requires separate encoders/decoders for each subchannel which adds to the complexity of the system.

Therefore, a solution that utilizes one single code for all of the subchannels is more attractive. The problem is that different parts of the codeword go through different subchannels with different qualities. Nevertheless, the existing knowledge on the quality of subchannels may be used in both the code design process and during the encoding/decoding in order to allow for near-capacity performance. The main challenge is to take this knowledge into consideration in the design process.

2.2. LDPC coding

Among different channel coding methods, low-density parity-check (LDPC) coding [10] has been considered the most powerful one. This family of codes can achieve the capacity of the binary erasure channel (BEC) [11] and can approach the capacity of many other channel models [12]. LDPC coding is also attractive because of the flexibility of code parameters.

Conventional irregular LDPC codes, in the simplest form, are characterized by their variable node and check node degree distributions [13]. The variable node degree distribution is usually denoted by $\lambda = \{\lambda_2, \lambda_3, \ldots\}$, where $\lambda_i$ is the fraction of edges in the Tanner graph [14] (or factor graph [15]) of the code, incident to variable nodes of degree $i$. Similarly, the check node degree distribution is denoted by $\rho = \{\rho_2, \rho_3, \ldots\}$. The decoding of LDPC codes is based on iterative message passing on the Tanner graph. Each message is a belief about the adjacent variable node.

When the code length is large, the performance of an LDPC code on a given channel is only a function of $\lambda$ and
Using a technique called density evolution [16], one can study whether or not a degree distribution can clear errors introduced by a given channel. Therefore, by LDPC code design we usually mean finding a variable node and a check node degree distribution which optimizes an objective function, while guaranteeing convergence to a target error rate [7].

It is shown that fixing $\rho$ (and in many cases putting all the weight on one degree) and optimizing $\lambda$ is an effective design method without considerable performance degradation [11, 16]. This way the design parameters are $\lambda$’s, Optimization of $\rho$ has also been considered in the literature [17].

Decoding of LDPC codes is based on message passing. A message is a belief about the value of the adjacent bit in the graph of the code. Usually the messages that are passed on the edges of the graph of the code are log-likelihood ratios (LLR). If bit $x$ is sent and $y$ is received, the LLR is

$$\text{LLR} = \log \frac{p(x = 0 \mid y)}{p(x = 1 \mid y)}.$$  

Since density evolution is based on the assumption that all zero codeword is transmitted, the negative tail of the density of LLR shows the fraction of messages that are carrying a wrong belief. This means that the negative tail of the density is equal to message error rate.

The problem of LDPC code design for nonuniform channel has been studied in [6, 18, 19]. The main idea is that because different subchannels have different qualities, in order to use a single code for all bits, one should specify which bits of the codeword are sent through each subchannel. In the context of LDPC codes, one way to do this allotment, as [6] suggests, is to break the variable node degree distribution of an LDPC code to subdegree distributions. In other words, the degree distribution specifies the fraction of edges connected to variable nodes of different degrees at various subchannels, that is, $\Lambda = \{\Lambda_i^{(j)} \ldots \}$, where $\Lambda_i^{(j)}$ is the fraction of edges that are connected to variable nodes of degree $i$ that are transmitted via subchannel $j$. Notice that $\Lambda$ can be shown by a matrix whose different rows represent degree distribution for different subchannels, whereas $\lambda$ is a vector.

Allotted codes become more appealing when the quality of subchannels varies over a broad range. This is the case for data communication over power-lines.

### 3. CHANNEL MODEL AND SIGNALLING

The channel model used is a set of $K$ parallel memoryless subchannels with different parameters. Subchannels can be specified by their conditional probabilities. Suppose symbol $X$ is transmitted over subchannel $j$, $1 \leq j \leq K$, the probability density function (pdf) of receiving $Y$, that is, $P_Y(Y \mid X)$ defines subchannel $j$. Also, suppose that subchannel $j$ carries $y_j$ fraction of bits. That is, if the whole channel carries $N$ coded bits in every channel use, $y_j N$ bits are to be sent through subchannel $j$ and $\sum_j y_j = 1$.

#### 3.1. Signalling

DMT channels that are encountered in power-line communications usually have frequency tones within a broad range of quality. In order to make use of the subchannels with good quality, higher order modulations should be employed. Capacity approaching codes such as turbo codes and LDPC codes, however, are more attractive when used as binary codes. This is because the decoding complexity increases exponentially with the alphabet size of the code. A possible solution is to employ multilevel coding which allows for using binary codes with nonbinary modulations.

The idea of multilevel coding [20, 21] is that for a non-binary constellation $A = \{a_0, a_1, \ldots, a_{M-1}\}$ of $M = 2^l$, $l > 1$, points, constellation points can be labeled with $l$-bit binary sequences $(b_0, b_1, \ldots, b_{l-1})$. A binary code can then be used to protect these address bits.

There is a one-to-one mapping between address bits and the constellation points. This means that the mutual information between received and transmitted signals is the same as the mutual information between the received signal and address bits of the transmitted signal. Suppose $A$ and $Y$ represent the random variables corresponding to the transmitted and received signals, respectively, and $(B_0, B_1, \ldots, B_{l-1})$ is the vector random variable representing the address vector. We have

$$I(Y; A) = I(Y; B_0, B_1, \ldots, B_{l-1}).$$

Equivalently, we have

$$I(Y; A) = I(Y; B_0, B_1, \ldots, B_{l-1})$$

$$= I(Y; B_0) + I(Y; B_1 \mid B_0) + \cdots$$

$$+ I(Y; B_{l-1} \mid B_0, B_1, \ldots, B_{l-2}).$$

In other words, transmission of a symbol $a_i \in A$, $i = 0, 1, \ldots, M - 1$, is equivalent to the transmission of a binary address $(b_0, b_1, \ldots, b_{l-1}) \in b$, which in turn can be thought as separated transmission of individual bits.

One multilevel coding solution is based on considering every term in the right hand side of (3) as an equivalent bit-channel [21]. This would require sequential decoding of bits. The capacity of different bit-channels depends on the labeling scheme, and these bit-channel capacities can be significantly different from one another [22]. However, when Gray labeling is used, these capacities are very close [23]. More importantly, as shown in [23], if Gray labeling is used, one can interleave $(b_0, b_1, \ldots, b_{l-1})$ and decode them together—and not sequentially. Since the bits are not decoded sequentially, one code can be used for all of them. This technique is called bit-interleaved coded modulation (BICM) which has a performance almost identical to multilevel coding at high SNR.

On a nonuniform channel, even if BICM is adopted, the problem of nonuniform quality of bit-channels is not fully resolved. Although BICM, for a particular frequency tone, results in bit-channels that have almost equal capacity, the bit-channel capacity may still significantly vary from one frequency tone to another due to the varying SNR of different
frequency tones. Therefore, transmission of a DMT symbol over a frequency selective channel has to be modeled as transmission of bits over parallel channels whose capacities are not equal. Adopting BICM is still practically important, because it removes a need for sequential decoding and allows for using a single code. In Section 5, when we propose a system structure for data transmission on power-line channels, we use BICM.

Note that when BICM is employed, the channel may not be symmetric. Nevertheless, density evolution is possible in the following way [24]. One can transmit all different signals on the constellation, but when LLRs are calculated, the sign of the LLR corresponding to bits whose original value has been 1 should be inverted. This way, from the point of view of the LDPC code (and only for the purpose of density evolution and not actual decoding), the all-zero codeword is transmitted. This allows for a valid all-zero assumption in density evolution.

### 3.2. Bit-channels

Once the signalling is specified, without loss of generality, instead of dealing with K subchannel, we can use the corresponding bit-channels [20]. There are N bit-channels with possibly different qualities. In fact, since every variable node in the Tanner graph represents one bit, it is more convenient to use bit-channels instead of the actual subchannels.

The large number of bit-channels, however, increases the complexity of design and system in general. To avoid this, one can group bit-channels according to their capacity into K’ groups (K’ ≪ N). Note that from the code design perspective, there is no difference between the actual subchannels and the groups of bit-channels. Therefore, in the sequel, K is always used as one of the dimensions of design parameters, whether it shows the number of subchannels or it shows the number of groups of bit-channels.

### 4. CODE DESIGN

We consider transmission of N LDPC-coded bits (N → ∞) over K independent subchannels, where subchannel j, 1 ≤ j ≤ K, passes yj fraction of the bits. That is, if the code length is N bits, yjN bits of every codeword go through subchannel j. The goal is to find the irregular LDPC code which achieves the highest rate of data transmission over this channel.

As stated earlier, density evolution is a technique for analyzing LDPC codes. The task of density evolution algorithm is to track the evolution of the probability density function of extrinsic messages in the decoder iteration by iteration. Whenever the density of extrinsic messages in the decoder is completely describable by a single parameter, we say the decoding algorithm is one dimensional, otherwise, we say the decoding algorithm is multidimensional. As we will see, the design procedure is simpler for one-dimensional decoding algorithms. For many practical purposes, however, neither an exact nor an acceptable approximate one-dimensional description of the decoder is available and those cases have to be dealt with separately.

In this work, first, assuming that an exact one-dimensional description of the decoder is possible, we show that the code design problem can be solved through an iterative LP approach. Then, we modify our method to allow for an LP-based code design for the general case of multidimensional decoder.

#### 4.1. One-dimensional decoders

When the density of extrinsic messages in the decoder can be described by a single parameter, for example, when a Gaussian approximation is used [25], density evolution is simplified to tracking the evolution of that single parameter. Moreover, density evolution is based on the assumption that the all-zero codeword is transmitted, so an error rate can be associated to the decoders extrinsic messages [7]. Therefore, tracking the evolution of the message error rate iteration by iteration is equivalent to density evolution. The main benefit of tracking the message error rate is that the message error rate at the output of variable nodes, p_{out}, can be written as

\[ p_{out} = \sum_i \sum_j A_i^{(j)} \cdot p_{out,i}^{(j)} \]  \hspace{1cm} (4)

where \( p_{out,i}^{(j)} \) is the message error rate at the output of degree i nodes that are assigned to subchannel j. Notice that \( p_{out,i}^{(j)} \) is a function of the message error rate at the input of the iteration, \( p_{in} \). Also, notice that \( p_{in} \) is the same for all nodes as the structure of the LDPC code interleaves all the messages from the previous iteration. Therefore, we rewrite (4) as

\[ p_{out}(p_{in}) = \sum_i \sum_j A_i^{(j)} \cdot p_{out,i}^{(j)}(p_{in}). \]  \hspace{1cm} (5)

For every \( p_{in} \), fixing the check degree distribution, one can find \( p_{out,i}^{(j)}(p_{in}) \) for different values of i. Hence, the task of code design is to find \( A_i^{(j)} \)'s that result in the maximum-rate code for which convergence to zero error rate is guaranteed. That is,

\[ p_{out}(p_{in}) < p_{in}, \hspace{1cm} \forall p_{in} \in (0, p_0]. \]  \hspace{1cm} (6)

Here, \( p_0 \) is the initial message error rate dictated by the channel quality. This means that after each iteration of decoding, the number of errors should be decreased. Typically, the number of design parameters can be K times more than the case of conventional LDPC codes, making a search-based code design practically infeasible.

The rate of the code in terms of its degree distribution is

\[ R = 1 - \sum_i \frac{p_i/i}{\sum_i \sum_j A_i^{(j)}/i}. \]  \hspace{1cm} (7)
Since, the check degree distribution is fixed and the design parameters are $\Lambda_i^{(j)}$'s, maximizing the code rate is equivalent to maximizing

$$\sum_i \sum_j \frac{\Lambda_i^{(j)}}{i}.$$  

(8)

Notice that this is a linear function of the design parameters.

There are a number of constraints on the design parameters as follows. The first constraint is for all $i, j$, $\Lambda_i^{(j)} \geq 0$. The second constraint is $\sum_i \sum_j \Lambda_i^{(j)} = 1$. In addition, since $y_j$ is the fraction of nodes assigned to channel $j$, another constraint comes into play. To formulate this constraint, let us assume that there are $E$ edges in the factor graph of the code. The number of degree $i$ nodes connected to channel $j$ is then

$$N_i^{(j)} = \frac{\Lambda_i^{(j)}}{i} \cdot E.$$  

(9)

Therefore, the total number of nodes connected to channel $j$ is

$$N_j = \sum_i \Lambda_i^{(j)} \cdot E,$$  

(10)

and the total number of nodes (code length) is

$$N = \sum_i \sum_j \Lambda_i^{(j)} \cdot E.$$  

(11)

The number of nodes connected to channel $j$ should form $y_j$ fraction of the code length, hence,

$$\sum_i \frac{\Lambda_i^{(j)} \cdot E}{i} - y_j \sum_i \sum_j \frac{\Lambda_i^{(j)} \cdot E}{i} = 0, \quad \forall j, 1 \leq j \leq K.$$  

(12)

Now it is possible to eliminate $E$ and form the following $K$ linear constraint on $\Lambda_i^{(j)}$'s:

$$\sum_i \frac{\Lambda_i^{(j)}}{i} - y_j \sum_i \frac{\Lambda_i^{(j)}}{i} = 0, \quad \forall j, 1 \leq j \leq K.$$  

(13)

It is not hard to see that out of this $K$ constraints, a maximum of $K - 1$ of them can be linearly independent.

Moreover, since convergence to zero error rate has to be guaranteed, (6) is another constraint to be satisfied. Using (5), we need

$$\sum_i \sum_j \Lambda_i^{(j)} p_{\text{out}}(p_{\text{in}}) < p_{\text{in}},$$  

which is another linear constraint. In practice, since we want to have finite number of constraints, the latter constraint cannot be forced for all continuous values of $p_{\text{in}}$, but usually a finite set of $p_{\text{in}}$'s serves the purpose of design [13].

All the constraints are linear functions of the design parameters (essential for an LP formulation of the problem).

However, there is a minor difficulty with this formulation. In a conventional channel, we require $p_{\text{out}} < p_{\text{in}}$ for all $p_{\text{in}} \in (0, p_0]$, where $p_0$ is the intrinsic message error rate (the channel error rate), and is independent of the code. This is because, at the first iteration, all the variable nodes propagate the channel observation on their incident edges. Hence, the error rate of the decoder messages is initially equal to $p_0$. In the case of nonuniform channels, no unique $p_0$ is defined.

In fact, the initial decoder message error rate, $p_0^+$, is also affected by the degree distribution of the code. To see why, notice that if a variable node of degree $i$ is assigned to subchannel $j$, immediately (at the beginning of the iterative decoding), the output of this subchannel is copied over $i$ edges. So the message error rate of these $i$ edges depends on the parameters of channel $j$. It is evident here that $p_0^+$ in the case of nonuniform channels is a function of $\Lambda_i^{(j)}$'s.

### 4.2. Solution strategy

The objective function as well as all the constraints are linear functions of the design parameters. But the problem cannot be cast as an LP because $p_0^+$ is not independent of $\Lambda_i^{(j)}$’s.

For the sake of clarification of the details, we write the optimization problem for the case of $K$ BEC with erasure rates $p_1$ to $p_k$ under belief propagation similar to a standard LP. For a check degree distribution $\rho = \{\rho_2, \rho_3, \ldots\}$, we define $\rho(x) = \sum \rho_i x^{i-1}$. It can be seen [11] that if the message error rate at the input of check nodes is $p_{\text{in}}$ after check node operations, the erasure error rate is

$$p_{\text{ch}} = 1 - \rho(1 - p_{\text{in}}).$$  

(15)

Therefore, at the output of a degree $i$ variable node connected to subchannel $j$, the erasure error rate is

$$p_{\text{out},i}^{(j)} = p_{\text{ch}} \cdot (1 - \rho(1 - p_{\text{in}}))^{j-1}.$$  

(16)

Hence, the optimization can be formulated as

maximize $\sum_i K \sum_j \Lambda_i^{(j)}$

subject to

$$\forall i, j, \quad \Lambda_i^{(j)} \geq 0,$$

$$\sum_i K \Lambda_i^{(j)} = 1,$$

$$\forall j, \quad \sum_{i=2}^{D_v} \frac{\Lambda_i^{(j)}}{i} - y_j \sum_{i=2}^{D_v} \sum_{j=1}^{K} \frac{\Lambda_i^{(j)}}{i} = 0,$$

$$\forall p_{\text{in}} \in (0, p_0^+], \sum_{i=2}^{D_v} \sum_{j=1}^{K} \Lambda_i^{(j)} p_j (1 - \rho(1 - p_{\text{in}}))^{j-1} < p_{\text{in}}.$$  

(17)

Here, $D_v$ is the maximum variable node degree allowed in the code and $p_0^+$ is the initial message erasure rate which can be
computed as
\[ p_0^* = \sum_i \sum_j \Lambda_i^{(j)} \cdot p_j. \]  
(18)

One strategy for solving this optimization problem is to overlook the dependency of \( p_0^* \) on the design parameters; start with some approximation of \( p_0^* \), solve the problem as if it is an LP, and after finding the optimum \( \Lambda_i^{(j)} \)'s, update \( p_0^* \). Now, we can solve the problem with the updated \( p_0^* \) again. If the solution is not very sensitive to \( p_0^* \), this approach will converge in only a few rounds. This is because the change in \( p_0^* \) only adds or removes a few constraints and most of the constraints in the LP remain unchanged. In fact, experiments show that this is a very effective method and in many cases it requires only a couple of rounds of LP.

Similar formulation can be done for other one-dimensional decoding algorithms. The only difference will be in the relation between \( p_m \) and \( p_{out,i}(p_m) \).

### 4.3. Multidimensional decoding algorithms

There are cases for which density evolution cannot be simplified to the evolution of a single parameter. In other words, the decoding algorithm is not one dimensional. In some cases, a one-dimensional approximate analysis is acceptable. Clearly, in such cases, our methodology is applicable without any changes. If a one-dimensional approximation is not accurate enough, however, one can still formulate the problem as an LP.

To see how this works, notice that after performing \( n \) iterations of density evolution, it is possible to visualize the convergence behavior of the decoder by plotting the message error rate of iteration \( m, m \in \{1, 2, \ldots, n\} \), versus the message error rate of iteration \( m-1 \). This gives \( p_{out} \) as a function of \( p_m \), in a set of \( n \) discrete points. Recall that in the LP formulation, we need \( p_{out,i}(p_m) \) at a discrete set of points. Any iteration of density evolution defines a unique \( p_m \) and also gives the density of messages at the output of degree \( i \) nodes of subchannel \( j \). As a result, \( p_{out,i}(p_m) \), which is the negative tail of the density, can be computed. Therefore, \( p_{out,i}(p_m) \) is known at \( n \) values of \( p_m \). Hence, one can run the LP using this \( n \) values of \( p_m \), or can use interpolation to add intermediate points to the set of \( p_m \)’s.

There is only one minor technical problem which should be addressed. The value of \( p_{out,i}(p_m) \) is itself a function of the design parameters \( \Lambda_i^{(j)} \). In other words, \( p_{out} \) is affected by any \( \Lambda_i^{(j)} \) in two ways. Once, like previous case, through the linear combination of (5) as a multiplying factor and also through the direct effect of \( \Lambda_i^{(j)} \) in \( p_{out,i}(p_m) \). For conventional channels, it is shown in [26] that the direct effect of degree distribution on \( p_{out} \) is much less than the effect through (5). Therefore, one can overlook dependency of \( p_{out,i}(p_m) \) on \( \Lambda_i^{(j)} \)’s when \( \Lambda_i^{(j)} \)’s undergo a small change.

Hence the problem can be cast as an LP if the changes made in \( \Lambda_i^{(j)} \)’s are small. This constraint can be imposed in various ways, but we are only interested in linear constraints. The simplest way is to guaranty that every \( \Lambda_i^{(j)} \) changes smaller than a certain value \( \epsilon \). So, if the value of the design parameters is \( \Lambda^* \), we have the following set of constraints for every element of \( \Lambda \):

\[ \Lambda_i^{(j)} \leq (1 + \epsilon)\Lambda_i^{(j)*}, \]
\[ \Lambda_i^{(j)} \geq (1 - \epsilon)\Lambda_i^{(j)*}. \]

(19)

This will add \( K \times D_p \) new constraints. Using the inner product of the current and previous values is a slightly simpler way to make sure that \( \Lambda_i^{(j)} \)’s will change as small as we want. Let us define \( \Lambda \) as a vector whose entries are \( \Lambda_i^{(j)} \)’s in some order. Also consider another vector \( \Lambda^* \), and assume that we want \( \Lambda \) to be close to \( \Lambda^* \). We also assume that \( \|\Lambda\| \approx \|\Lambda^*\| \), which is a valid assumption if \( \Lambda \) and \( \Lambda^* \) are close to each other. If \( \theta \) is the angle between these two vectors, we want \( \cos(\theta) \approx 1 \), or in other words, for some small \( \epsilon > 0 \) we want

\[ \left(\Lambda, \Lambda^*\right) \geq \|\Lambda\|\|\Lambda^*\|(1 - \epsilon), \]

(20)

where \( (\cdot, \cdot) \) is the inner product of two vectors and is defined as \( \sum_i \sum_j \Lambda_i^{(j)} \Lambda_i^{(j)*} \). Therefore, for a given \( \Lambda^* \) and \( \epsilon \) we have

\[ \sum_i \sum_j \Lambda_i^{(j)} \Lambda_i^{(j)*} \geq \|\Lambda^*\|^2(1 - \epsilon), \]

(21)

which is a linear constraint in \( \Lambda_i^{(j)} \)’s.

If \( \epsilon \) is very small, we need to repeat the LP quite a number of times, to find the optimum \( \Lambda \). One efficient approach is to choose larger \( \epsilon \)’s and change them whenever the result is a code whose density evolution does not converge to the objective error rate.

Finally, it has to be pointed out that similar method could be used to optimize \( \rho \). It is only needed to track the error probability at the output of check nodes rather than variable nodes. This, however, will not make a considerable difference because the degradation caused by a carefully chosen regular \( \rho \) is negligible.

### 4.4. Example

To show how the proposed algorithm works, a simple example of a BEC is solved here. Consider data transmission over two binary erasure subchannels with \( p_1 = 0.2 \) and \( p_2 = 0.4 \) and assume \( y_1 = 0.5 \) and \( y_2 = 0.5 \). We seek the highest-rate LDPC code which achieves convergence over this channel with a maximum node degree of 10 in the code.

For the initial value of \( p_0^* \), we use \( p_0^* = \sum_j y_j p_j \). This reflects the average error (erasure) rate on the variable nodes, which can be a reasonable initial estimate of the error (erasure) rate on the edges. After finding the optimum \( \Lambda_i^{(j)} \)’s for this \( p_0^* \), we find the actual value of \( p_0^* \) using (18), and repeat the procedure as discussed before. In fact, since \( \Lambda_i^{(j)} \)’s are not very sensitive to \( p_0^* \), only two iterations of LP are required to obtain the optimum code.
The results of the optimization program are \( \Lambda_2^{(1)} = 0.3228, \Lambda_3^{(2)} = 0.1135, \Lambda_3^{(2)} = 0.1207, \Lambda_4^{(2)} = 0.1342, \Lambda_{10} = 0.3088, \) and \( d_e = 10 \) with a rate of \( R = 0.6902 \). The capacity of this channel is \( C = 0.7 \). Therefore, with this simple code, 98.6% of the capacity is achieved.

5. SYSTEM DESIGN FOR POWER-LINE CHANNELS

In this section, first we describe the overall structure of an LDPC coded DMT over power-line, and then perform LDPC code optimization. We also design a conventional LDPC code to show the improvement obtained by optimized allotted LDPC codes.

The overall structure of the coding system is shown in Figure 1. The LDPC encoder takes \( R \cdot N \) bits from the source and produces \( N \) coded bits regardless of the nonuniformity of the channel. Here \( R \) is the code rate. The \( N \) coded bits are then broken to \( N/l \) sequences. Each sequence has \( l \) bits and represents one of the \( 2^l \) points of a QAM constellation. These \( N/l \) sequences are assigned to equivalent bit-channels according to \( \Lambda \).

Once all the binary sequences for all tones are ready, each binary sequence is mapped to a complex symbol (according to the labeling scheme), and using inverse fast Fourier transform (IFFT), a DMT symbol is created. Notice that one LDPC codeword may consist of multiple DMT symbols. Since the number of bits in a DMT symbol depends on the channel realization, the length of the LDPC may not be an integer multiple of DMT symbols. However, the code block length \( N \) is usually much larger than the number of bits in one DMT symbol. Therefore, one can fill the LDPC codeword with as many as possible DMT symbols and fill the remainder of the codeword with zeros.

At the receiver, this process is reversed. When the LLR value for every bit of the codeword is computed, the decoding process starts. Similar to the encoding, the decoding is also independent of the nonuniform channel. Hence, no modification on the decoder and the encoder of the code is required.

There are many iterative decoding algorithms available for LDPC codes. Sum-product decoding is the most accurate one. Although in the next section we optimize the LDPC code under sum-product decoding, our methodology based on the proposed recursive LP is quite general and can be applied to any decoding algorithm for which a density evolution analysis [16] is possible.

We use the channel model proposed in [27] for power-line communication and 64-QAM constellation for all tones. The distribution of SNR in different tones is shown in Figure 2. Note that the effects of impulse noise are neglected here. While the channel model of [27] considers water filling, it has to be mentioned that water filling does not affect our approach as the coding solution is based on the channel SNR distribution.

In order to avoid bit-channels with a very low capacity, tones that have an SNR less than a threshold should carry no information. For 64-QAM signalling, we may decide not to use any tone with an SNR less than 1.2 dB. This way, there will be no bit-channel with a capacity less than 0.2 bits/symbol.

This approach has minor effect on the overall performance of the system, because low-capacity bit-channels have minor effect on the overall capacity of the system. Moreover, since the signal energy in these frequency tones can be reduced to zero, the signal energy in active frequency tones can be increased. This approach is employed just to reduce the overall complexity. For example, instead of having 1000 bit-channels with average capacity of 0.42, we would rather have 800 bit-channels with average capacity of 0.5. This leads to a considerable reduction of complexity with a slight degradation. It should be emphasized that even without this consideration, the proposed coding solution works perfectly.

Since the number of active tones is relatively large, if \( K \) (the number of parallel subchannels) is relatively small, one can expect an average behavior in almost all channel realizations. Therefore, the coding solution will be robust to changes in the channel as long as \( K \ll (\text{number of active frequency tones}) \).

We use \( K = 4 \) and the capacity ranges for subchannels are selected to be \([0.2, 0.4), [0.4, 0.6), [0.6, 0.8), \) and \([0.8, 1) \). On a 64-QAM signalling, these capacity ranges map to the following SNR ranges, respectively, \([1.2 \text{ dB}, 6.5 \text{ dB}), [6.5 \text{ dB}, 10.8 \text{ dB}), [10.8 \text{ dB}, 14.8 \text{ dB}), \) and \([14.8 \text{ dB}, +\infty) \). From the distribution of the SNR (Figure 2), it can be easily found that \( \gamma_1 = 0.3364, \gamma_2 = 0.2949, \gamma_3 = 0.2022, \) and \( \gamma_4 = 0.1665 \).

When the channel condition, the constellation size, and the labeling scheme are known, the density of LLR messages of the channel can be found via Monte Carlo simulation. This provides an accurate analysis for a DMT system whose frequency tones are distributed according to the typical distribution depicted in Figure 2. Then LLR distribution is used in density evolution.

All of the codes in this section are designed so that they converge to target error rate of \( 10^{-7} \) in less than 400 iterations of sum-product decoding with 11-bit precision. The effect of 11-bit decoding and 400 iterations is in implementation of “discrete density evolution” [12]. Choice of 400 iterations and 11-bit decoding is arbitrary and the approaches of this work are readily applicable to other numbers if needed.

Allowing a maximum node degree of 10 in the code, the optimized degree distribution for the channel is \( \rho = \{ \rho_8 = 1 \} \) and \( \Lambda = \{ \Lambda_1^1 = 0.0058, \Lambda_1^2 = 0.1794, \Lambda_1^{10} = 0.2003, \Lambda_2^2 = 0.1449, \Lambda_3^2 = 0.0994, \Lambda_4^3 = 0.0099, \Lambda_6^{10} = 0.3603 \} \). This code has a rate of \( R = 0.4916 \). This means that more than 96% of the average capacity of bit-channels (0.5077 bits per channel) is achieved.

The above code was designed on a simplified channel because of the \( K = 4 \) assumption. In order to have a sound comparison with conventional codes, the code is tested on the actual channel with successful convergence.

To see how an optimized allotted LDPC code can outperform a conventional LDPC code, we do similar optimization for a conventional LDPC code. The result is \( \rho = \{ \rho_8 = 1 \} \) and \( \Lambda = \{ \Lambda_2 = 0.2564, \lambda_1 = 0.0443, \lambda_10 = 0.6993 \} \). This code has a rate of \( R = 0.4129 \) which is no more than 81.3% of the capacity of the channel. Notice that in this case the
nonuniformity of the channel is still used. In fact, the channel state information is used at the receiver to calculate correct LLRs. That is to say, the receiver recognizes different frequency tones and knows their correct SNRs. So, the only difference is that all subchannels are forced to use the same degree distribution.

This comparison shows that for a practical maximum degree of 10, the conventional LDPC code performs well below allotted LDPC codes. It is interesting that the improvement is obtained at almost no extra cost. Nevertheless, it should be pointed out that the difference becomes less significant if one allows impractical degree distributions.

Repeating the optimization with a maximum variable-node degree of 25, we obtained a rate 0.4707 code with \( \rho = \{\rho_8 = 1\} \) and \( \lambda = \{\lambda_2 = 0.2612, \lambda_3 = 0.1971, \lambda_5 = 0.0244, \lambda_6 = 0.1057, \lambda_{12} = 0.0204, \lambda_{35} = 0.3912\} \). This rate is closer to capacity but still less than the rate of an allotted code with much less complexity.

Considering that channel state information is available at the transmitter and the receiver in power-line DMT channels, allotted LDPC codes seem to be the natural choice.

6. CONCLUSION

We proposed an iterative LP method to design allotted LDPC codes for DMT channels. The method is general and can be used for every nonuniform channel. This method allows for design of optimized LDPC codes which outperform conventional LDPC codes. In DMT systems that are used for power-lines, usually the channel state information is available at the transmitter for the purpose of water filling. So, the improvement obtained by using allotted LDPC codes incurs almost no extra cost.

The proposed solution in this work removes the need for bit loading as the nonuniformity of the channel quality is dealt with in the code design. This results in major complexity saving in the system. Moreover, DMT channels are often made up of frequency tones over a broad range of SNRs. This makes the difference between allotted and conventional LDPC codes more significant.

We also presented an overall structure for a typical DMT system over power-line and designed both allotted and conventional LDPC codes. The results comply with the previous discussion and show significant difference for practical codes in favour of allotted codes.
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