Analytical solutions for rheological processes around bores and tunnels
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Abstract Five analytical solutions are presented for processes of linear viscoelastic, homogeneous, and isotropic solids around freshly opened bores / tunnels in various initial stress fields. The solutions are obtained via a simple and direct realization of Volterra’s principle. This realization is based on an appropriate decomposition of the known solution of the corresponding elastic problem and leads to ordinary differential equations in the time variable in the viscoelastic case. Fairly rich temporal behaviors are revealed.
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1 Introduction

Creating a bore or tunnel in a solid medium modifies the mechanical state, and this change is usually investigated in the modeling framework of elasticity (see, e.g., [1–9]). However, as opposed to prompt elastic response, opening a tunnel may in reality induce changes that occur at a time scale of years and can evolve to quite problematic situations—as illustrated by images in [10–14]—, and the medium in the neighborhood of the tunnel typically exhibits rheological, delayed and damped, behavior. While there can be various reasons behind this, a frequently useful modeling of such changes is provided by linear viscoelastic extensions of elasticity. Especially, even without detailed knowledge about the reasons, one can have an effective model that is a natural choice among the many mathematically existing possibilities: A systematic derivation of such models [15] reveals that there is a universal hierarchy within the possible rheological extensions of elasticity, among which the level-1 complexity is manifested by the Kluitenberg–Verhás model family, which includes the well-known and classic Kelvin–Voigt, Maxwell, Poynting–Thomson–Zener (a.k.a. standard), and Jeffreys models. The coefficients of the model family have to be
fitted based on experimental data, as is done, for example, in the Anelastic Strain Recovery method of determining 3D in situ stress [16–18], where all the Kluitenberg–Verhás coefficients have been found to be needed, both in the deviatoric part of stress and strain and in the spherical part.

Various other fields of engineering also find such rheological models relevant, for solid materials like plastics, asphalt, biomaterials, etc., Pressurizing of thick-walled plastic tubes (an example that also turns out to be related to the present paper, as revealed at the end of the Conclusions) is just one example among the many, and the damping and delaying properties of such materials are not necessarily disadvantageous but can also be technologically benefitted, as utilized, for instance, for absorbing vibration [19]. All these motivate the development of solution methods for rheology and, as part of it, for linear viscoelasticity.

A known general treatment of linear viscoelastic problems is based on integral equations [20–23]. Within this framework, Volterra’s principle [24] has also been realized. Volterra’s principle says, in brief, that the solution of a linear viscoelastic problem can be derived from the solution of the corresponding elastic one. This integral equation-based approach has been utilized to find various numerical solutions. Obtaining analytical solutions is far less straightforward since an operator inverse is to be calculated analytically.

In order to achieve analytical solutions, the strong heuristic power of Volterra’s principle has recently been revealed to have simpler and more direct manifestation in certain examples [25]. In these cases, the viscoelastic solution has been obtained by replacing the elasticity coefficients of the corresponding elastic solution by time-dependent functions and by determining these time dependencies from the emerging ordinary differential equations. In one of the treated examples, the result has proved to reproduce the known solution gained by direct means in [26] (while the other cases appear to be new results).

The realizations presented in [25] have, however, enabled to treat only a limited range of problems. Here, we present a considerable generalization that—while still not being as general as the integral equation-based formulation—is shown here to cover numerous practically interesting situations.

The approach introduced here can be summarized as follows:

1. we decompose the known stress and strain solutions of the elastic problem corresponding to the fully opened bore/tunnel according to different dependencies on the elastic coefficients,
2. we model the gradual opening of the bore/tunnel via time-dependent rescaling of the boundary conditions and rescale the components of the elastic solution accordingly,
3. we assume the solution of the viscoelastic problem as a time-dependent linear combination of the identified elastic components and solve the emerging set of linear ordinary differential equations,
4. the displacement field is derived from the strain solution via Cesàro’s formula.

In Sect. 2 of the paper, the framework is specified, including the basic equations and the aspect of boundary conditions. Section 3 describes the method in general terms. Then, in Sect. 4, five applications are provided, with figures that demonstrate the characteristics of the obtained solutions. Section 5 closes the paper with conclusions and an outlook.

2 Elasticity, viscoelasticity, and the class of problems to treat

We consider purely mechanical problems of homogeneous and isotropic continuous media, and our aim is to determine the displacement field \( u \), the strain field \( \varepsilon \) and the stress field \( \sigma \) (where both \( \varepsilon \) and \( \sigma \) are symmetric tensors). We work in the force equilibrial approximation, i.e., when acceleration is neglected:

\[
\sigma \cdot \nabla = -\varrho g, \tag{1}
\]

1 This step can be readily done by hand, in each of the examples treated here.

2 Accordingly, wave phenomena are omitted from our scope. Nevertheless, nontrivial time-dependent processes will emerge, as an interplay between the time-dependent boundary conditions and the viscoelastic material model.
where \( \varrho \) is mass density and \( \varrho g \) is volumetric force density (assumed to be time independent), and \( \vec{\nabla} \) and \( \overrightarrow{\nabla} \) are the nabla operators acting to the left and to the right, respectively (reflecting proper tensorial order\(^3\)).

Concerning \( \varepsilon \), we stay in the small-strain approximation, which then imposes the geometric compatibility equation in the form

\[
\vec{\nabla} \times \varepsilon \times \overrightarrow{\nabla} = 0. \tag{2}
\]

According to mathematics, to a symmetric tensor field \( \varepsilon \) with property (2), there exists a vector field \( \mathbf{u}^{\text{Cauchy}} \)—called hereafter Cauchy vector potential—from which \( \varepsilon \) can be obtained as

\[
\varepsilon = \frac{1}{2} \left( \mathbf{u}^{\text{Cauchy}} \otimes \vec{\nabla} + \vec{\nabla} \otimes \mathbf{u}^{\text{Cauchy}} \right). \tag{3}
\]

The Cauchy vector potential is not unique for a given \( \varepsilon \), and all Cauchy vector potentials can be derived from the strain field according to Cesàro’s formula (see, e.g., [27]).

\[
\mathbf{u}^{\text{Cauchy}}(t, r) = \mathbf{u}_0(t) + \mathbf{\Omega}(t) (\mathbf{r} - \mathbf{r}_0) + \int_{\mathbf{r}_0}^{\mathbf{r}} \left\{ \varepsilon(t, \mathbf{\tilde{r}}) + 2 \left[ \varepsilon(t, \mathbf{\tilde{r}}) \otimes \vec{\nabla} \right]^{\text{A1,3}} (\mathbf{r} - \mathbf{\tilde{r}}) \right\} d\mathbf{\tilde{r}} \tag{4}
\]

with \( \text{A1,3} \) denoting antisymmetrization in the first and third tensorial indices, where each of the position vector \( \mathbf{r}_0 \), the path of integration, the vector function \( \mathbf{u}_0(t) \), and the antisymmetric tensor function \( \mathbf{\Omega}(t) \) is arbitrary. The displacement field \( \mathbf{u} \) is one of these Cauchy vector potentials so when we wish to reconstruct \( \mathbf{u} \) from the strain field then we need to fix these uncertainties (this rigid-body motion freedom) using symmetry arguments and other physically plausible considerations.

In case of linear elasticity (for a homogeneous and isotropic medium), connection between stress and strain is provided by Hooke’s law,

\[
\sigma = \sigma^d + \sigma^s, \quad \sigma^d = E^d \varepsilon^d, \quad \sigma^s = E^s \varepsilon^s \tag{5}
\]

in the deviatoric–spherical separation, where \( \sigma^s = \frac{1}{3} (\text{tr} \sigma) \mathbf{1} \) denotes the spherical part—which is proportional to the identity tensor \( \mathbf{1} \)—, while \( \sigma^d = \sigma - \sigma^s \) is the deviatoric (traceless) part; furthermore, \( E^d = 2G \) is the deviatoric elasticity coefficient and \( E^s = 3K \) is the spherical one (\( G \) being the shear modulus and \( K \) the bulk modulus).

For linear viscoelastic models of solids, one can generalize Hooke’s law by replacing the elasticity coefficients with polynomials of the time derivative operator. Namely,

\[
S^d \sigma^d = E^d \varepsilon^d, \quad S^s \sigma^s = E^s \varepsilon^s, \tag{6}
\]

where the stress-related operators \( S^d, S^s \), and the strain related ones \( E^d, E^s \) are

\[
S^d = 1 + \tau^1_1 \frac{\partial}{\partial t} + \tau^2_2 \frac{\partial^2}{\partial t^2} + \cdots, \quad E^d = E^d_0 + E^d_1 \frac{\partial}{\partial t} + E^d_2 \frac{\partial^2}{\partial t^2} + \cdots, \tag{7}
\]

\[
S^s = 1 + \tau^s_1 \frac{\partial}{\partial t} + \tau^s_2 \frac{\partial^2}{\partial t^2} + \cdots, \quad E^s = E^s_0 + E^s_1 \frac{\partial}{\partial t} + E^s_2 \frac{\partial^2}{\partial t^2} + \cdots \tag{8}
\]

with constant coefficients \( \tau^d_i, \tau^s_i, E^d_i, E^s_i \). Each time derivative term brings in a time scale (via its coefficient).
For an illustration of what viscoelastic material models are covered by (6)–(8), see Appendix A, where it is shown that models given in a Prony series form can all be re-expressed as (6)–(8).

In our applications, we concentrate on the Kluitenberg–Verhás model family \cite{15,28}

\[
\sigma^d + \tau^d \dot{\sigma}^d = E^d_0 \varepsilon^d + E^d_1 \dot{\varepsilon}^d + E^d_2 \ddot{\varepsilon}^d, \quad \sigma^s + \tau^s \dot{\sigma}^s = E^s_0 \varepsilon^s + E^s_1 \dot{\varepsilon}^s + E^s_2 \ddot{\varepsilon}^s;
\]

hereafter, overdot abbreviates partial time derivative. (Note that the small-strain assumption allows to approximate the substantial time derivative with the partial time derivative.)

In the case of elasticity, equations (1), (2), and (5) form the system of equations to be solved. Together with appropriate boundary conditions imposed at the boundaries of the spatial domain considered, the solution exists and is unique; however, to obtain this solution is not necessarily simple, since (5) poses separate conditions for the deviatoric and spherical parts, while (1), (2), and the boundary conditions prescribe the requirements for the sum of the deviatoric and spherical parts.

When one deals with the above-described viscoelastic generalization of the problem then, in addition to (1), (2), (6) and the boundary conditions (which may be time dependent in general), initial conditions are also required to ensure uniqueness of the solution, since the constitutive equations contain time derivatives [see (7) and (8)]. In the viscoelastic case, all fields are functions of both time and space, and all equations and boundary conditions have to be satisfied for all time instants, which raises an even more complicated task than for the elastic counterpart. Hence, inspired by Volterra’s above-mentioned idea, we wish to utilize the fact that the elastic solution satisfies all the spatial requirements so, by relying on the structure of the elastic solution, we reduce the problem to solving a set of temporal differential equations.

As the first step, we separate the effect of the force density by subtracting some such time-independent fields \(\bar{\sigma}\) and \(\bar{\varepsilon}\)—henceforth: primary fields—that satisfy the equations

\[
\bar{\sigma} \cdot \vec{\nabla} = -\varrho g, \quad \bar{\varepsilon} \times \vec{\nabla} \times \vec{\nabla} = 0,
\]

\[
\bar{\sigma}^d = E^d_0 \bar{\varepsilon}^d, \quad \bar{\sigma}^s = E^s_0 \bar{\varepsilon}^s
\]

[...note that, for time-independent stress and strain fields, (6) gets simplified to Hooke’s law with \(E^d = E^d_0\), \(E^s = E^s_0\), cf. (7)–(8)...]

Then the difference fields—henceforth: complementary fields—

\[
\hat{\sigma} := \sigma - \bar{\sigma}, \quad \hat{\varepsilon} := \varepsilon - \bar{\varepsilon}
\]

satisfy the homogeneous equations

\[
\hat{\sigma} \cdot \vec{\nabla} = 0, \quad \vec{\nabla} \times \hat{\varepsilon} \times \vec{\nabla} = 0, \quad S^d \hat{\sigma}^d = \dot{\varepsilon}^d, \quad S^s \hat{\sigma}^s = \dot{\varepsilon}^s.
\]

Naturally, in general, this transformation modifies the initial and boundary conditions, which are to be taken into account during the calculations.

If the spatial domain filled with the medium has more than one boundary (more than one connected boundary surface) then the problem can be divided into subproblems in which only one boundary condition is nonzero (the boundary condition is nonzero only on one connected boundary surface). Henceforth, we always analyze one such subproblem. Thanks to linearity of all equations involved, the sum of such subsolutions yields solution for a whole problem.
In order to provide models for tunnels, we consider problems with boundary conditions that are specified for stress rather than displacement. More closely, the normal component of stress is to be prescribed as the function of time. This time dependence will be allowed with the limitation that it must mean a space-independent rescaling $\lambda(t)$ of the boundary condition—like gradual loading/unloading of a surface where loading may be space dependent but the ratio of normal stress values at two different boundary points is time independent. In other words, the boundary condition must realize a homogeneous amplification/tuning along the boundary. The time-dependent multiplier $\lambda(t)$ can be quite arbitrary, the only restriction being that it be sufficiently many times differentiable. For gradual switching on, like when modeling drilling, it can be chosen as

$$
\lambda(t) = \begin{cases} 
0 & \text{if } t \leq t_1, \\
1 & \text{if } t \geq t_2, \\
\text{smooth in between.} & 
\end{cases}
$$

(17)

Corresponding to such a time-dependent homogeneous rescaling of the boundary condition, the solution of the elastic problem also gets rescaled—space independently rescaled—by the factor $\lambda(t)$.

Another remarkable property of the elastic solution (at any fixed $t$) is that, based on dimensional reasoning, dependence of the stress solution on $E^d$ and $E^s$ must be such that stress only depends on the dimensionless ratio $\eta := \frac{E^d}{E^s}$.

(18)

In other words, it depends only on the Poisson’s ratio $\nu$, which is related to $\eta$ as

$$
\nu = \frac{1 - \eta}{2 + \eta}.
$$

(19)

This property is, naturally, directly visible in the examples considered below. Accordingly, it proves beneficial to use, instead of strain, a multiple of it that has the dimension of stress. This can be simply achieved by

$$
\zeta := E^s \varepsilon,
$$

(20)
called hereafter stress-dimensioned strain. (Note that, for solids, $E^s$ is always positive.) Correspondingly,

$$
\hat{\zeta} = E^s \hat{\varepsilon}.
$$

(21)

The compatibility equation (15) remains in the same form for $\hat{\zeta}$:

$$
\nabla \times \hat{\varepsilon} \times \nabla = 0.
$$

(22)

With $\hat{\zeta}$, Hooke’s law is simplified to

$$
\hat{\sigma}^d = \eta \hat{\zeta}^d , \quad \hat{\sigma}^s = \hat{\zeta}^s.
$$

(23)

Then, it is apparent that, in a solution of an elastic problem with stress boundary condition, $\hat{\zeta}$ also depends on the elasticity coefficients through $\eta$ only [see (18)]. It is to be emphasized that, while customarily one only focuses on the space dependence of an elastic solution, for the solution method described here, dependence on the elasticity coefficients $E^d, E^s$—more closely, on $\eta$—will also be of central importance.
In parallel, the viscoelastic problem characterized by (16) imposes

\[ S^d \sigma^d(t, \mathbf{r}) = Z^d \zeta^d(t, \mathbf{r}), \quad S^s \sigma^s(t, \mathbf{r}) = Z^s \zeta^s(t, \mathbf{r}) \]  

(24)

between stress and stress-dimensioned strain, where \( Z^d \) and \( Z^s \) are given by

\[ Z^d = \eta + E^d_1 \frac{\partial}{\partial t} + E^d_2 \frac{\partial^2}{\partial t^2} + \cdots, \quad Z^s = 1 + E^s_1 \frac{\partial}{\partial t} + E^s_2 \frac{\partial^2}{\partial t^2} + \cdots \]  

(25)

(as has been mentioned earlier, \( E^d_0 \) of the viscoelastic case plays the role of \( E^s \) of the Hooke case).

3 The method of four elastic spatial pattern sets

For a fixed \( \eta \), the elastic solution satisfies the spatial requirements (14), (22), and the boundary condition (at a given instant). This holds for any allowable \( \eta \) so the idea is to seek for the viscoelastic solution as a linear combination of elastic solutions with various \( \eta \)'s (the sum of their weights being 1, to fulfill the boundary condition). If the initial conditions can also be given as such a linear combination—and this is the case whenever the initial state of the continuum is a static, therefore, elastic one\(^\text{4}\)—and if the time-dependent weights respect the temporal condition (6) then we have obtained the solution of the viscoelastic problem.

Although continuously many allowable \( \eta \)s exist, the corresponding elastic solutions may not be linearly independent. In order to explore the range of freedom we have, we decompose the elastic solution (for the boundary condition at some given instant):

\[ \hat{\sigma}_{\text{el}}(\eta, \mathbf{r}) = \sum_{i=1}^{I} a_i(\eta) \alpha_i(\mathbf{r}), \quad \hat{\zeta}_{\text{el}}(\eta, \mathbf{r}) = \sum_{j=1}^{J} b_j(\eta) \beta_j(\mathbf{r}), \]  

(26)

\[ \hat{\zeta}_{\text{el}}^d(\eta, \mathbf{r}) = \sum_{k=1}^{K} c_k(\eta) \gamma_k(\mathbf{r}), \quad \hat{\zeta}_{\text{el}}^s(\eta, \mathbf{r}) = \sum_{l=1}^{L} d_l(\eta) \delta_l(\mathbf{r}), \]  

(27)

where \( I, J, K, \) and \( L \) are some integers—assumed finite throughout this paper—, \( a_i(\eta) \)'s are linearly independent coefficient functions, \( \alpha_i(\mathbf{r}) \)'s are linearly independent space dependencies—called hereafter ‘spatial patterns’—, \( b_j(\eta) \)'s are also a set of linearly independent coefficient functions [not necessarily the same ones as the \( a_i(\eta) \)'s], \( \beta_j(\mathbf{r}) \)'s are also linearly independent spatial patterns [not necessarily the same ones as the \( \alpha_i(\mathbf{r}) \)'s], and the \( c_k(\eta) \)'s, \( d_l(\eta) \)'s, \( \gamma_k(\mathbf{r}) \)'s, \( \delta_l(\mathbf{r}) \)'s are analogous function sets.

These decompositions are different from expansions (Fourier etc.) where the expansion happens with respect some standard predefined function set. Here, the spatial patterns are specific to the given problem. Nevertheless, in practice, the decompositions may be straightforward to perform (as is the case in each of the examples considered below, as we will see): one needs to identify linearly independent \( \eta \) dependencies, and the corresponding \( \mathbf{r} \) dependencies—the spatial patterns—follow uniquely.

From (27), the expansions

\[ \hat{\sigma}_{\text{el}}^d(\eta, \mathbf{r}) = \sum_{k=1}^{K} \eta c_k(\eta) \gamma_k(\mathbf{r}), \quad \hat{\sigma}_{\text{el}}^s(\eta, \mathbf{r}) = \sum_{l=1}^{L} d_l(\eta) \delta_l(\mathbf{r}), \]  

(28)

\(^4\) Note that, in such cases, the complementary fields and their time derivatives are zero initially.
follow due to Hooke’s law (23). Further relationships among the expansions are less direct, e.g., in all the examples presented in Sect. 4, the spherical parts of the $\alpha_i(r)$’s are already linearly dependent and, hence, are ineligible as the independent spatial patterns $\delta_i(r)$ in $\hat{\zeta}^s_{el}$ and $\hat{\sigma}^s_{el}$. Nevertheless, in all the examples, the decompositions can be readily performed. In parallel, the general conditions $K \leq I$, $L \leq J$, $I \leq K + L$, $J \leq K + L$ are also easy to find: the first two follow from that taking the deviatoric (or spherical) part of linearly independent tensor-valued functions may decrease but cannot increase the number of linearly independent tensor-valued functions (accidental coalescences may happen), while the two remaining inequalities are due to that adding $K$ terms and $L$ terms may produce at most $K + L$ linearly independent terms.

When the boundary condition is multiplied by the time-dependent factor $\lambda(t)$, the elastic solution gets rescaled accordingly:

$$\hat{\sigma}_{el,\lambda}(t, \eta, r) = \lambda(t) \hat{\sigma}_{el}(\eta, r), \quad \hat{\zeta}_{el,\lambda}(t, \eta, r) = \lambda(t) \hat{\zeta}_{el}(\eta, r).$$  \hfill (29)

Next, the solution of the viscoelastic problem \( \hat{\sigma}_{rheol}(t, r), \hat{\zeta}_{rheol}(t, r) \) is sought for in a form where the $\eta$-dependent factors of the spatial patterns are replaced by time-dependent factors. Now we see that, in spite of the continuously many possible $\eta$’s, the range of freedom is only finite dimensional: at most $I$ dimensional in $\hat{\sigma}$, $J$ dimensional in $\hat{\zeta}$, $K \leq I$ dimensional in $\hat{\sigma}^d$ and $\hat{\zeta}^d$, and $L \leq J$ dimensional in $\hat{\sigma}^s$ and $\hat{\zeta}^s$.

Since the $I$ functions $a_i(\eta)$ are linearly independent, we can fix $I$ values $\eta_1, \eta_2, \ldots, \eta_m, \ldots, \eta_I$ for the stress solution and, analogously, $J$ values $\eta_1, \eta_2, \ldots, \eta_n, \ldots, \eta_J$ for the stress-dimensional strain solution (whichever $\eta$ sequence is the longer) where the functions $\hat{\sigma}_{el}(\eta_m, r)$ are linearly independent and expand the range of freedom spanned by the possible $\hat{\sigma}_{el}(\eta, r)$’s, and the $\hat{\eta}_{el}(\eta_n, r)$’s act analogously for $\hat{\zeta}_{el}(\eta, r)$. The sequence $\eta_1, \eta_2, \ldots, \eta_m, \ldots, \eta_{\max(I, J)}$ can be chosen arbitrarily: if the viscoelastic solution is fixed by the initial conditions uniquely then it will be invariant under the choice of the $\eta$ sequence. The advantage of the $I$ functions $\hat{\sigma}_{el}(\eta_m, r) = \sum_{i=1}^I a_i(\eta_m) \alpha_i(r)$ over the $I$ spatial patterns $\alpha_i(r)$ themselves is that the former ones satisfy the spatial condition (14) and, analogously, the $\hat{\zeta}_{el}(\eta_n, r)$’s respect (22). Accordingly, our ansatz

$$\hat{\sigma}_{rheol}(t, r) = \sum_{m=1}^I \varphi_m(t) \hat{\sigma}_{el}(\eta_m, r) = \sum_{m,j=1}^I \varphi_m(t) a_i(\eta_m) \alpha_i(r),$$ \hfill (30)

$$\hat{\zeta}_{rheol}(t, r) = \sum_{n=1}^J \psi_n(t) \hat{\zeta}_{el}(\eta_n, r) = \sum_{n,j=1}^J \psi_n(t) b_j(\eta_n) \beta_j(r)$$ \hfill (31)

for the viscoelastic problem obeys both (14) and (22). The boundary condition imposes

$$\sum_{m=1}^I \varphi_m(t) = \lambda(t),$$ \hfill (32)

and the only remaining requirement on the unknown coefficient functions $\varphi_m(t), \psi_n(t)$ is (24).

For discussing (24), we need the relationship between the deviatoric part of the expansion of $\hat{\sigma}_{el}(\eta, r)$ given in (26) and that of $\hat{\sigma}_{el}^d(\eta, r)$ seen in (28): the $\alpha_i^d(r)$’s may not be linearly independent but the $\gamma_k(r)$’s are, hence, any $\alpha_i^d(r)$ must be expressible as a linear combination of the $\gamma_k(r)$’s. Analogous statements apply to the $\beta_j^d(r)$’s, $\alpha_j^s(r)$’s, and $\beta_j^s(r)$’s so altogether

$$\alpha_i^d(r) = \sum_{k=1}^K A_{ik} \gamma_k(r), \quad \beta_j^d(r) = \sum_{k=1}^K B_{jk} \gamma_k(r),$$ \hfill (33)
\[ \alpha_i^s(r) = \sum_{l=1}^{L} C_{il} \delta_l(r), \quad \beta_j^s(r) = \sum_{l=1}^{L} D_{jl} \delta_l(r) \]  

(34)

hold with appropriate matrices \(A_{ik}, B_{jk}, C_{il},\) and \(D_{jl}.\) Substituting these into the deviatoric and spherical parts of (30) yields

\[ \hat{\sigma}_{\text{rheol}}^d(t, r) = I \sum_{m,i=1}^{I} \left[ \varphi_m(t) a_i(\eta_m) \sum_{k=1}^{K} A_{ik} \gamma_k(r) \right], \]  

(35)

\[ \hat{\xi}_{\text{rheol}}^d(t, r) = J \sum_{n,j=1}^{J} \left[ \psi_n(t) b_j(\eta_n) \sum_{k=1}^{K} B_{jk} \gamma_k(r) \right], \]  

(36)

\[ \hat{\sigma}_{\text{rheol}}^s(t, r) = I \sum_{m,i=1}^{I} \left[ \varphi_m(t) a_i(\eta_m) \sum_{l=1}^{L} C_{il} \delta_l(r) \right], \]  

(37)

\[ \hat{\xi}_{\text{rheol}}^s(t, r) = J \sum_{n,j=1}^{J} \left[ \psi_n(t) b_j(\eta_n) \sum_{l=1}^{L} D_{jl} \delta_l(r) \right]. \]  

(38)

The viscoelastic conditions (24) generate the system of equations

\[ S^d \sum_{m,i=1}^{I} \sum_{k=1}^{K} \varphi_m(t) a_i(\eta_m) A_{ik} \gamma_k(r) = Z^d \sum_{n,j=1}^{J} \sum_{k=1}^{K} \psi_n(t) b_j(\eta_n) B_{jk} \gamma_k(r), \quad k = 1, \ldots, K, \]  

(39)

\[ S^s \sum_{m,i=1}^{I} \sum_{l=1}^{L} \varphi_m(t) a_i(\eta_m) C_{il} \delta_l(r) = Z^s \sum_{n,j=1}^{J} \sum_{l=1}^{L} \psi_n(t) b_j(\eta_n) D_{jl} \delta_l(r), \quad l = 1, \ldots, L. \]  

(40)

Since both the \(\gamma(r)\)'s and \(\delta(r)\)'s are linearly independent sets, the equality of the corresponding coefficients follows:

\[ \sum_{m,i=1}^{I} \varphi_m(t) a_i(\eta_m) A_{ik} = \sum_{n,j=1}^{J} \psi_n(t) b_j(\eta_n) B_{jk}, \quad k = 1, \ldots, K, \]  

(41)

\[ \sum_{m,i=1}^{I} \varphi_m(t) a_i(\eta_m) C_{il} = \sum_{n,j=1}^{J} \psi_n(t) b_j(\eta_n) D_{jl}, \quad l = 1, \ldots, L. \]  

(42)

This is the set of temporal ordinary differential equations one has to solve for the \(\varphi_m(t)\)'s and \(\psi_n(t)\)'s. Altogether, we have \(K + L + 1\) equations for the \(I + J\) unknowns (the +1 is (32)). In all the examples considered in Sect. 4, \(K + L + 1 = I + J\) so the viscoelastic problem can be solved uniquely.
4 Examples

Five concrete examples follow, with figures that demonstrate the typical behavior revealed. We use

\[
\lambda(t) = \begin{cases} 
0 & \text{if } t \leq t_1, \\
\frac{1}{2} \left[ 1 + \sin \left( \frac{\pi (t - t_1 + t_2)}{t_2 - t_1} \right) \right] & \text{if } t_1 \leq t \leq t_2, \\
1 & \text{if } t_2 \leq t
\end{cases}
\]

for the function \( \lambda(t) \) that switches the boundary condition on [cf. (17)]. Three practically interesting different cases are considered:

- when the switch-on \( \lambda(t) \) is very slow—i.e., the switch-on time scale \( t_2 - t_1 \) is small—compared to the viscoelastic time scales,
- when the switch-on time scale is comparable to the viscoelastic time scales,
- when the switch-on \( \lambda(t) \) is very fast compared to the viscoelastic time scales.

In the figures below, the functions

\[
\Phi^d_k(t) = \sum_{m,i=1}^{l} \varphi_m(t) a_i(\eta_m) A_{ik}, \quad \Phi^e_i(t) = \sum_{m,i=1}^{l} \varphi_m(t) a_i(\eta_m) C_{il},
\]

\[
\Psi^d_k(t) = \sum_{n,j=1}^{J} \psi_n(t) b_j(\eta_n) B_{jk}, \quad \Psi^e_l(t) = \sum_{n,j=1}^{J} \psi_n(t) b_j(\eta_n) D_{jl}
\]

(44)

(45)

denote the time-dependent factors of the spatial patterns \( \gamma_k(r) \) and \( \delta_l(r) \), read off from (39)–(40). As already indicated, while there is arbitrariness in the choice of the \( \eta_k \)'s, the spatial patterns themselves have been fixed uniquely at the level of the elastic solution so the coefficients of the patterns do not contain any arbitrariness.

The displacement field—understood, naturally, with respect to the primary initial state of the continuum—is, via (4),

\[
u(t, r) = u_0(t) + \Theta(t)(r - r_0) + \frac{1}{E_s} \sum_{k=1}^{K} \Psi^d_k(t) \int_{r_0}^{r} \left\{ \gamma_k(\tilde{r}) + 2 \left[ \gamma_k(\tilde{r}) \otimes \nabla \right]^{A_{1,3}} (r - \tilde{r}) \right\} d\tilde{r} + \frac{1}{E_s} \sum_{l=1}^{L} \Psi^e_l(t) \int_{r_0}^{r} \left\{ \delta_l(\tilde{r}) + 2 \left[ \delta_l(\tilde{r}) \otimes \nabla \right]^{A_{1,3}} (r - \tilde{r}) \right\} d\tilde{r},
\]

(46)

where the rigid-body like displacement-and-rotation freedom is fixed by prescribing \( u \to 0 \) for asymptotically distant points in the first two examples and, in the further three examples, by the heuristically analogous condition that the highest points of the ground level have no vertical displacement.

For the plots, two concrete viscoelastic models are considered. Since, according to experience, viscoelastic material behavior is more prevalent in the deviatoric part, we take Hooke’s elasticity model for the spherical part. For the deviatoric part, our two choices are the Kelvin model and the Kluitenberg–Verhás model. Remarkably, already the deviatoric Kelvin model leads to a Poynting–Thomson–Zener behavior in uniaxial loadings, exhibiting creep and stress relaxation.

In case of the Kelvin model in the deviatoric part and Hooke model spherically,

\[
\sigma^d = \eta \xi^d + (E^d_1/E^s) \dot{\xi}^d, \quad \sigma^s = \xi^s,
\]

(47)
the viscoelastic time scale of the model is \( \frac{E_d}{E_s} / \eta \). Using this as the unit of time, in the plotted examples, slow switch-on of the boundary condition is represented by \( t_2 - t_1 = 5 \), the medium case by \( t_2 - t_1 = 1 \), and fast switch-on by \( t_2 - t_1 = 0.1 \). The plots are calculated with \( \eta = E_d / E_s = E_d^0 / E_s^0 = 0.4 \) [to which the Poisson’s ratio \( \nu = 0.25 \) corresponds, cf. (19)].

When taking the Kluitenberg–Verhás model in the deviatoric part, for simplicity, we choose zero for the coefficient of \( \dot{\sigma} \) —in this case the index of inertia (see [15]) is necessarily positive, so (damped) viscoelastic oscillation will be present—:

\[
\sigma^d = \eta \xi^d + (E_1^d / E_s) \dot{\xi}^d + (E_2^d / E_s) \ddot{\xi}^d, \quad \sigma^s = \xi^s. \tag{48}
\]

Again, \( \eta = 0.4 \) [Poisson’s ratio \( \nu = 0.25 \)] and the time unit \( \frac{E_1^d / E_s}{\eta} \) are used. Regarding the coefficient of the second time derivative term, \( \frac{E_2^d / E_s}{\eta} = 1 \) is taken. Notably, models with positive index of inertia may be relevant for materials with remarkable micro- or mesoscopic inertia (similarly to micropolar continua).

Since the bore/tunnel reaches its fully open final state within finite time, the viscoelastic solution is expected to asymptotically tend to the elastic counterpart. For the coefficient functions (44)–(45) (the time-dependent factors of \( y_k(r) \) and \( \delta_l(r) \), respectively), this tells, in view of (28) resp. (27),

\[
\Phi_k^d \rightarrow \eta c_k(\eta), \quad \Phi_l^s \rightarrow d_l(\eta), \quad \Psi_k^d \rightarrow c_k(\eta), \quad \Psi_l^s \rightarrow d_l(\eta). \tag{49}
\]

In each of the examples below, we have performed this consistency check and found agreement. The details are presented for the first example below.

4.1 Cylindrical tunnel opened in infinite, homogeneous, and isotropic stress field

In an infinite, homogeneous, and isotropic stress field \( \hat{\sigma} \), we open an infinite cylindrical tunnel with radius \( R \) (see Fig. 1). In cylindrical coordinates, the boundary conditions specifying the elastic solution for the completely open bore are

\[
\sigma_{rr}(R, \varphi, z) = 0, \quad \lim_{r \to \infty} \sigma(r, \varphi, z) = \hat{\sigma}, \tag{50}
\]

which are rewritten for the complementary field as

\[
\hat{\sigma}_{rr}(R, \varphi, z) = -\sigma_{rr}, \quad \lim_{r \to \infty} \hat{\sigma}(r, \varphi, z) = 0. \tag{51}
\]

The solution of the elastic problem, for this completely opened bore, is well known (see, e.g., [4, p. 155] or [5,6]):

\[
\hat{\sigma}_{el}(r) = \hat{\sigma} \begin{pmatrix} -\frac{R^2}{r^2} & 0 & 0 \\ 0 & \frac{R^2}{r^2} & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \hat{\sigma}_{el}^d(r) = \hat{\sigma}_{el}(r), \quad \hat{\sigma}_{el}^s(r) = 0, \tag{52}
\]

\[
\hat{\xi}_{el}(\eta, r) = \frac{1}{\eta} \hat{\sigma}_{el}(r), \quad \hat{\xi}_{el}^d(\eta, r) = \hat{\xi}_{el}(\eta, r), \quad \hat{\xi}_{el}^s(\eta, r) = 0. \tag{53}
\]
Comparison with the general formulae (26) and (34) finds

\[ I = 1, \quad a_1(\eta) = 1, \quad \alpha_1(r) = \hat{\sigma}_{el}(r), \quad J = 1, \quad b_1(\eta) = \frac{1}{\eta}, \quad \beta_1(r) = \hat{\sigma}_{el}(r), \]  

(54)

\[ K = 1, \quad c_1(\eta) = \frac{1}{\eta}, \quad \gamma_1(r) = \hat{\sigma}_{el}(r), \quad L = 0, \]  

(55)

\[ A_{ik} = 1, \quad B_{jk} = 1, \quad C_{il} = 0, \quad D_{jl} = 0 \]  

(56)

Then, substituting into (41), (42), and (32), one obtains the following system of differential equations for the viscoelastic problem:

\[ S^d \varphi(t) = Z^d \psi(t) \frac{1}{\eta}, \]  

(57)

\[ \varphi(t) = \lambda(t), \]  

(58)

two equations for the two unknowns \( \varphi(t), \psi(t) \).

For this example, the outcome [i.e., (57)–(58)] can be checked against an already known result. Namely, the same problem has already been solved in [26], there via a different approach. As one can check, the present outcome is in agreement with the result found in [26] (i.e., Eq. (56) of [26]): the obtained differential equations are the same, with the same initial conditions.\(^5\)

Figure 1 illustrates the solution.

The consistency check (49) says for this example

\[ \Phi_1^d \rightarrow \eta c_1(\eta) = \eta \frac{1}{\eta} = 1, \quad \Psi_1^d \rightarrow c_1(\eta) = \frac{1}{\eta} \]  

(59)

(and there are no nonzero coefficient functions \( \Phi_i^d, \Psi_j^d \)). Reassuringly, Fig. 1, which has been prepared with \( \eta = 0.4, \quad \frac{1}{\eta} = 2.5 \), is consistent with these asymptotic values 1 and 2.5, respectively.

As a further illustration, Appendix 1 presents, for this example, a comparison of the analytically determined coefficient functions to numerically calculated ones (and also finds good agreement).

4.2 Cylindrical tunnel opened in an infinite and homogeneous but anisotropic stress field

Next, we generalize the previous example by allowing the initial stress field to be anisotropic.

The stress solution of the elastic problem for the fully opened bore, as can be checked explicitly (or taken, e.g., from [29]), is

\[ \hat{\sigma}_{el}(\eta, r) = \frac{1-\eta}{2+\eta} \alpha_1(r) + \alpha_2(r) \]  

(60)

with

\[ \alpha_1(r) = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & -4 \left( \frac{a}{r} \right)^2 \tilde{\sigma}_-(\varphi) \end{pmatrix}, \]  

(61)

\(^5\) For the subsequent further examples, the authors are not aware of a known solution with which the result obtained here could be compared.
Fig. 1 Outline and typical results for a cylindrical bore (tunnel) opened in an infinite, homogeneous, and isotropic stress field in a Kelvin–Hooke (deviatorically Kelvin – spherically Hooke) material. Upper right: Time evolution tendency of the displacement field (displacements are enlarged for visibility), for a fast opening (blue: original boundaries; green, yellow, orange, and red: later snapshots of the boundaries). Second and third rows: Time evolution of the coefficient functions for slow (left column), medium-speed (middle column), and fast (right column) openings (indices: d1 black, there are no other nonzero coefficients). In this simplest problem, nothing surprising is visible. (Color figure online)

\[ \alpha_2(r) = \begin{pmatrix} -\left( \frac{R}{r} \right)^2 \sigma_+ - \left[ 4 \left( \frac{R}{r} \right)^2 - 3 \left( \frac{R}{r} \right)^4 \right] \sigma_- (\varphi) & \left[ 2 \left( \frac{R}{r} \right)^2 - 3 \left( \frac{R}{r} \right)^4 \right] \sigma_{\varphi\varphi} (\varphi) - \left( \frac{R}{r} \right)^2 \sigma_{\varphi z} (\varphi) \\ \left[ 2 \left( \frac{R}{r} \right)^2 - 3 \left( \frac{R}{r} \right)^4 \right] \sigma_{\varphi\varphi} (\varphi) & \left( \frac{R}{r} \right)^2 \sigma_+ - 3 \left( \frac{R}{r} \right)^4 \sigma_- (\varphi) - \left( \frac{R}{r} \right)^2 \sigma_{\varphi z} (\varphi) & \left( \frac{R}{r} \right)^2 \sigma_{\varphi\varphi} (\varphi) \end{pmatrix} \right] \]

where we use the following notations related to the primary field \( \tilde{\sigma} \):\(^6\)

\[ \sigma_+ = \frac{1}{2} (\tilde{\sigma}_{xx} + \tilde{\sigma}_{yy}) , \quad \sigma_- (\varphi) = \frac{1}{2} (\tilde{\sigma}_{xx} - \tilde{\sigma}_{yy}) \cos (2\varphi) + \tilde{\sigma}_{xy} \sin (2\varphi) , \]

\[ \sigma_{\varphi\varphi} (\varphi) = -\frac{1}{2} (\tilde{\sigma}_{xx} - \tilde{\sigma}_{yy}) \sin (2\varphi) + \tilde{\sigma}_{xy} \cos (2\varphi) , \]

\[ \sigma_{\varphi z} (\varphi) = \tilde{\sigma}_{xz} \cos \varphi + \tilde{\sigma}_{yz} \sin \varphi , \quad \sigma_{\varphi\varphi} (\varphi) = -\tilde{\sigma}_{xz} \sin \varphi + \tilde{\sigma}_{yz} \cos \varphi . \]  

\(^6\) The anisotropy of the primary stress field is embodied by the fact that all the components \( \tilde{\sigma}_{xx}, \tilde{\sigma}_{yy}, \tilde{\sigma}_{zz}, \tilde{\sigma}_{xz}, \tilde{\sigma}_{yz} \) may be arbitrary.
Hence, the expansion of $\hat{\sigma}_{el}(\eta, r)$ in (26) holds with

$$I = 2, \quad a_1(\eta) = \frac{1-\eta}{2+\eta}, \quad a_2(\eta) = 1. \quad (64)$$

Taking the deviatoric part yields the expansion of $\hat{\sigma}^d_{el}(\eta, r)$ with

$$K = 2, \quad c_1(\eta) = \frac{1-\eta}{\eta(2+\eta)}, \quad c_2(\eta) = \frac{1-\eta}{\eta}, \quad \gamma_1(r) = \alpha_1^d(r), \quad \gamma_2(r) = \alpha_2^d(r). \quad (65)$$

Since $\alpha_1^d(r) = \alpha_2^s(r)$, the expansion of $\hat{\sigma}^s_{el}(\eta, r)$ only contains one term:

$$L = 1, \quad d_1(\eta) = \frac{3}{\eta^2}, \quad \delta_1(r) = \alpha_1^s(r) = \alpha_2^s(r). \quad (66)$$

Putting $\hat{\zeta}_{el}(\eta, r) = \frac{1}{\eta} \hat{\sigma}^d_{el}(\eta, r)$ and $\hat{\zeta}^s_{el}(\eta, r) = \hat{\sigma}^s_{el}(\eta, r)$ together provides the expansion of $\hat{\zeta}_{el}(\eta, r)$:

$$J = 2, \quad b_1(\eta) = \frac{1-\eta}{\eta(2+\eta)}, \quad b_2(\eta) = \frac{3}{\eta^2}, \quad \beta_1(r) = \gamma_1(r) + 2\gamma_2(r), \quad \beta_2(r) = \gamma_2(r) + \delta_1(r). \quad (67)$$

The matrices in the linear relationships (34) can be identified as

$$A = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad B = \begin{pmatrix} 1 & 2 \\ 0 & 1 \end{pmatrix}, \quad C = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad D = \begin{pmatrix} 0 \\ 1 \end{pmatrix}. \quad (68)$$

All these together specify the two deviatoric viscoelastic equations

$$S^d \{ a_1(\eta_1) \psi_1(t) + a_2(\eta_2) \psi_2(t) \} = Z^d \{ b_1(\eta_1) \psi_1(t) + b_1(\eta_2) \psi_2(t) \}, \quad (69)$$

$$S^d \{ a_2(\eta_1) \psi_1(t) + a_2(\eta_2) \psi_2(t) \} = Z^d \{ [2b_1(\eta_1) + b_2(\eta_1)] \psi_1(t) + [2b_1(\eta_2) + b_2(\eta_2)] \psi_2(t) \} \quad (70)$$

and the spherical equation

$$S^s \{ [a_1(\eta_1) + a_2(\eta_2)] \psi_1(t) + [a_1(\eta_2) + a_2(\eta_2)] \psi_1(t) \} = Z^s \{ b_2(\eta_1) \psi_1(t) + b_2(\eta_2) \psi_2(t) \}. \quad (71)$$

These are supplemented by the requirement from the boundary condition,

$$\varphi_1(t) + \varphi_2(t) = \lambda(t). \quad (72)$$

See Figs. 2 and 3 for typical solutions.

### 4.3 Cylindrical tunnel opened in a homogeneous medium under the action of gravity

The remaining three examples discuss the viscoelastic process of a semi-infinite gravitating domain (also called “dead load”) weakened by a bore/tunnel, for three lateral pressure coefficients. The elastic solution of the problem can be found in [1–3].

The primary stress field, in an appropriate Cartesian coordinate system (see the outline in

---

7 As an unplanned consistency check of our approach, we have found that, in Eq. (2.188) of page 133 of [2], the radial and azimuthal stress components are mistakenly interchanged.
Fig. 2 Outline and typical results for a cylindrical bore (tunnel) opened in an infinite and homogeneous but anisotropic stress field in a Kelvin–Hooke material. Upper right: (Enlarged) time evolution tendency of the displacement field, for a fast opening (blue: original boundaries; green, yellow, orange, and red: later snapshots of the boundaries). Such distortions are not uncommon for tunnels, see [10–13]. Second and third rows: Time evolution of the coefficient functions for slow (left column), medium-speed (middle column), and fast (right column) openings (indices: d1 black, d2 green, s1 red). In addition to the anisotropic distortion of the contours, note the nontrivial time dependencies depicted by the greenish lines in the middle and right columns: they start with opposite sign with respect to the later and asymptotically taken sign. This leads to temporary counter-intuitive motion components. (Color figure online)

(73)

\[
\bar{\sigma} = \gamma (y - d) \begin{pmatrix} k & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & k \end{pmatrix},
\]

where \( \gamma = \rho g \) describes the homogeneous force density, \( d \) is the depth of the center of the bore from the surface, and parameter \( k \) is the lateral pressure coefficient. [1] gives the solution of the problem for three different values of \( k \):

- When one considers a hydrostatic pressure distribution for the primary field then \( k = 1 \).
- When the dilatation of the medium is laterally inhibited then the strain components \( \bar{e}_{xx} \) and \( \bar{e}_{zz} \) are zeros so one can derive \( k = \frac{\nu}{1-\nu} = \frac{1-\eta}{1+2\eta} \).
- When the dilatation of the medium is laterally free then the stress components \( \bar{\sigma}_{xx} \) and \( \bar{\sigma}_{zz} \) are zeros so \( k = 0 \).
Fig. 3 Time dependencies when the material model presented in Fig. 2 is generalized to the Kluiten–Verhás one (48) (indices: d1 black, d2 green, s1 red). In addition to the sign change observed in Fig. 2, strong oscillations are present, which get damped only slowly. (Color figure online)

Transforming (73) to a cylindrical coordinate system yields the stress components

\[
\begin{align*}
\bar{\sigma}_{rr} &= \frac{\gamma r}{4} \left[ (3 + k) \sin \varphi + (k - 1) \sin 3\varphi \right] - \frac{\gamma d}{2} \left[ (1 + k) - (1 - k) \cos 2\varphi \right], \\
\bar{\sigma}_{\varphi\varphi} &= \frac{\gamma r}{4} \left[ (1 + 3k) \sin \varphi - (k - 1) \sin 3\varphi \right] - \frac{\gamma d}{2} \left[ (1 + k) + (1 - k) \cos 2\varphi \right], \\
\bar{\sigma}_{r\varphi} &= \frac{\gamma r}{4} (1 - k) (\cos \varphi - \cos 3\varphi) - \frac{\gamma d}{2} (1 - k) \sin 2\varphi, \\
\bar{\sigma}_{zz} &= \gamma r k \sin \varphi - \gamma d k, \\
\bar{\sigma}_{rz} &= \bar{\sigma}_{\varphi z} = 0.
\end{align*}
\]

The boundary conditions are prescribed for the contour of the cylinder and for the plane surface—the horizontal boundary—after the drilling; on these boundaries, the normal component of stress is zero.

Mindlin gives the solution in form of an infinite series in the bipolar coordinate system that suits to both the cylinder and the plane [1]. If the ratio of the depth \(d\) of the center of the bore and the radius \(R\) of the cylinder satisfies \(d/R > 1.5\)—large-depth approximation—then it suffices to take the leading order term from the infinite series.

This first term is transformed to cylindrical coordinate system in [2,3]:

\[
\begin{align*}
\sigma_{rr} &= \frac{\gamma R}{4} \left\{ \left(3 + k\right) \left(\frac{r}{R}\right) - \frac{4 + 5\eta}{1 + 2\eta} \frac{R}{r} + \left(\frac{1 - \eta}{1 + 2\eta} - k\right) \frac{R^3}{r^3} \right\} \sin \varphi \\
&\quad + \left[ (k - 1) \frac{r}{R} + 5 (1 - k) \frac{R^3}{r^3} + 4 (k - 1) \frac{R^5}{r^5} \right] \sin 3\varphi \right\} \\
&\quad - \frac{\gamma d}{2} \left[ (1 + k) \left(1 - \frac{R^2}{r^2}\right) + (1 - k) \left(-1 + 4 \frac{R^2}{r^2} - \frac{3 R^4}{r^4}\right) \cos 2\varphi \right], \\
\sigma_{\varphi\varphi} &= \frac{\gamma R}{4} \left\{ \left(1 + 3k\right) \frac{r}{R} + \frac{3\eta}{1 + 2\eta} \frac{R}{r} + \left(\frac{k - \eta}{1 + 2\eta} \right) \frac{R^3}{r^3} \right\} \sin \varphi
\end{align*}
\]
The entries of the complementary field (having a plane strain situation) are

\[ \sigma_{rr} = \frac{\gamma R}{4} \left\{ -\frac{4 + 5\eta}{1 + 2\eta} \frac{R}{r} + \left( \frac{1 - \eta}{1 + 2\eta} - k \right) \frac{R^3}{r^3} \right\} \sin \varphi + \left\{ 5 (1 - k) \frac{R^3}{r^3} + 4 (k - 1) \frac{R^5}{r^5} \right\} \sin 3\varphi \]

\[ - \frac{\gamma d}{2} \left\{ -(1 + k) \frac{R^2}{r^2} + (1 - k) \left( 4 \frac{R^2}{r^2} - 3 \frac{R^4}{r^4} \right) \cos \varphi \right\}, \]

\[ \sigma_{\varphi\varphi} = \frac{\gamma R}{4} \left\{ \frac{3\eta}{1 + 2\eta} \frac{R}{r} + \left( k - \frac{\eta}{1 + 2\eta} \right) \frac{R^3}{r^3} \right\} \sin \varphi + \left\{ (k - 1) \frac{R^3}{r^3} + 4 (1 - k) \frac{R^5}{r^5} \right\} \sin 3\varphi \]

\[ - \frac{\gamma d}{2} \left\{ (1 + k) \frac{R^2}{r^2} + 3 (1 - k) \frac{R^4}{r^4} \cos \varphi \right\}, \]

\[ \sigma_{r\varphi} = \frac{\gamma R}{4} \left\{ -\frac{3\eta}{1 + 2\eta} \frac{R}{r} + \left( k - \frac{\eta}{1 + 2\eta} \right) \frac{R^3}{r^3} \right\} \cos \varphi + \left\{ 3 (k - 1) \frac{R^3}{r^3} + 4 (1 - k) \frac{R^5}{r^5} \right\} \cos 3\varphi \]

\[ - \frac{\gamma d}{2} \left\{ (1 - k) \left( 2 \frac{R^2}{r^2} - 3 \frac{R^4}{r^4} \right) \sin 2\varphi \right\}, \]

\[ \sigma_{zz} = \frac{\gamma R}{4} \left\{ \frac{1 - \eta}{1 + 2\eta} \frac{R}{r} + \frac{2 + \eta}{1 + 2\eta} \frac{R}{r} \sin \varphi + 4 (1 - k) \frac{R^3}{r^3} \sin 3\varphi \right\} - 2 \gamma d \left( 1 - k \right) \frac{R^2}{r^2} \cos 2\varphi \]

\[ \sigma_{rz} = \sigma_{z\varphi} = 0. \]

The three above-mentioned special cases \( k = 1, k = \frac{\nu}{1+\nu} = \frac{1-\eta}{1+2\eta}, k = 0 \) are discussed in the following three subsections.

### 4.3.1 Gravitating solid, hydrostatic initial stress state (k = 1)

In this case, the complementary field can be written as

\[ \sigma_{\text{el}}(\eta, \mathbf{r}) = \alpha_1(\mathbf{r}) + \frac{1-\eta}{1+2\eta} \alpha_2(\mathbf{r}) \]

\( \odot \) Springer
The resulting deviatoric viscoelastic equations are

\[
\alpha_1(r) = \begin{pmatrix}
\frac{\gamma R}{4} \left( 3 \frac{R}{r} + \frac{R^3}{r^3} \right) \sin \varphi + \gamma d \frac{R^2}{r^2} & \frac{\gamma R}{4} \left( -\frac{R}{r} + \frac{R^3}{r^3} \right) \cos \varphi & 0 \\
\frac{\gamma R}{4} \left( -\frac{R}{r} + \frac{R^3}{r^3} \right) \cos \varphi & \frac{\gamma R}{4} \left( \frac{R}{r} + \frac{R^3}{r^3} \right) \sin \varphi - \gamma d \frac{R^2}{r^2} & 0 \\
\frac{\gamma R}{4} \left( -\frac{R}{r} + \frac{R^3}{r^3} \right) \cos \varphi & 0 & -\frac{\gamma R}{r^2} \sin \varphi
\end{pmatrix},
\]

(86)

\[
\alpha_2(r) = \begin{pmatrix}
\frac{\gamma R}{4} \left( -\frac{R}{r} + \frac{R^3}{r^3} \right) \sin \varphi & \frac{\gamma R}{4} \left( \frac{R}{r} - \frac{R^3}{r^3} \right) \cos \varphi & 0 \\
\frac{\gamma R}{4} \left( \frac{R}{r} - \frac{R^3}{r^3} \right) \cos \varphi & -\frac{\gamma R}{r^2} \sin \varphi & 0 \\
0 & 0 & -\frac{\gamma R}{r^2} \sin \varphi
\end{pmatrix},
\]

(87)

so there are two expansion coefficients,

\[
l = 2, \quad a_1(\eta) = 1, \quad a_2(\eta) = \frac{1-\eta}{1+2\eta}.
\]

(88)

The deviatoric part of \( \hat{\sigma}_{el}(\eta, r) \) delivers the expansion of \( \hat{\sigma}_{el}^{d}(\eta, r) \),

\[
\hat{\sigma}_{el}^{d}(\eta, r) = \gamma_1(r) + \frac{1-\eta}{1+2\eta} \gamma_2(r),
\]

(89)

with

\[
K = 2, \quad c_1(\eta) = \frac{1}{\eta}, \quad c_2(\eta) = \frac{1-\eta}{\eta(1+2\eta)}, \quad \gamma_1(r) = \alpha_1^{d}(r), \quad \gamma_2(r) = \alpha_2^{d}(r).
\]

(90)

In parallel, the spherical parts merge again,

\[
\hat{\sigma}_{el}^{s}(\eta, r) = \frac{3}{1+2\eta} \delta_1(r)
\]

(91)

with

\[
L = 1, \quad d_1(\eta) = \frac{3}{1+2\eta}, \quad \delta_1(r) = 2\alpha_1^{s}(r) = \alpha_2^{s}(r).
\]

(92)

Correspondingly, \( \hat{\xi}_{el}(\eta, r) \) is

\[
\hat{\xi}_{el}(\eta, r) = \frac{1}{\eta} \left[ \gamma_1(r) + 2\gamma_2(r) \right] + \frac{3}{1+2\eta} \left[ -\gamma_2(r) + \delta_1(r) \right].
\]

(93)

telling

\[
J = 2, \quad b_1(\eta) = \frac{1}{\eta}, \quad b_2(\eta) = \frac{3}{1+2\eta},
\]

\[
\beta_1(r) = \gamma_1(r) + 2\gamma_2(r), \quad \beta_2(r) = -\gamma_2(r) + \delta_1(r).
\]

(94)

Reading off the matrices yields

\[
A = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad B = \begin{pmatrix} 1 & 2 \\ 0 & -1 \end{pmatrix}, \quad C = \begin{pmatrix} \frac{1}{2} \\ 1 \end{pmatrix}, \quad D = \begin{pmatrix} 0 \\ 1 \end{pmatrix}.
\]

(95)

The resulting deviatoric viscoelastic equations are

\[
S_{d} \{ a_1(\eta_1) \varphi_1(t) + a_1(\eta_2) \varphi_2(t) \} = z_{d} \{ b_1(\eta_1) \psi_1(t) + b_1(\eta_2) \psi_2(t) \},
\]

(96)
Fig. 4 Outline and typical results for a cylindrical bore (tunnel) opened in a homogeneous Kelvin–Hooke medium under gravity, with hydrostatic initial stress state ($k = 1$). Upper right: (Enlarged) time evolution tendency of the displacement field, for a fast opening (blue: original boundaries; green, yellow, orange, and red: later snapshots of the boundaries). Second and third rows: Time evolution of the coefficient functions for slow (left column), medium-speed (middle column), and fast (right column) openings (indices: d1 black, d2 green, s1 red). The observable nontrivial time dependencies resemble the ones seen for the anisotropic problem (see Fig. 2). Plausibly, gravity qualitatively acts as a kind of anisotropy. (Color figure online)

$$S^d \{a_2(\eta_1) \varphi_1(t) + a_2(\eta_2) \varphi_2(t)\} = Z^d \{[b_1(\eta_1) - b_2(\eta_1)] \psi_1(t) + [b_1(\eta_2) - b_2(\eta_2)] \psi_2(t)\}, \quad (97)$$

while the spherical equation is

$$S^s \left[\left[\frac{1}{2}a_1(\eta_1) + a_2(\eta_1)\right] \varphi_1(t) + \left[\frac{1}{2}a_1(\eta_2) + a_2(\eta_2)\right] \varphi_1(t)\right] Z^s \{b_2(\eta_1) \psi_1(t) + b_2(\eta_2) \psi_2(t)\}. \quad (98)$$

Finally, the boundary condition imposes

$$\varphi_1(t) + \varphi_2(t) = \lambda(t). \quad (99)$$

Typical outcomes are visible in Fig. 4.
4.3.2 Gravitating solid, no lateral deformations \( \left( k = \frac{\nu}{1-\nu} = \frac{1-\eta}{1+2\eta} \right) \)

In this case, the complementary stress field reads

\[
\hat{\sigma}_{\text{el}}(\eta, \mathbf{r}) = a_1(\eta)\mathbf{\alpha}_1(\mathbf{r}) + a_2(\eta)\mathbf{\alpha}_2(\mathbf{r}) + a_3(\eta)\mathbf{\alpha}_3(\mathbf{r})
\]  

(100)

with

\[
I = 3, \quad a_1(\eta) = \frac{1-\eta}{1+2\eta}, \quad a_2(\eta) = \frac{2+\eta}{1+2\eta}, \quad a_3(\eta) = \frac{3(1-\eta)}{2(1+\eta)(1+2\eta)},
\]

(101)

\[
\alpha_{1,rr}(\mathbf{r}) = \frac{\nu R}{\eta} \sin \varphi - \left( \frac{5R_3}{r^2} - 4\frac{R_5}{r^2} \right) \sin 3\varphi + \gamma d \left( 4\frac{R_2}{r^2} - 3\frac{R_4}{r^2} \right) \cos 2\varphi,
\]

(102)

\[
\alpha_{1,\varphi\varphi}(\mathbf{r}) = \frac{\nu R}{\eta} \sin \varphi + \left( \frac{5R_3}{r^2} - 4\frac{R_5}{r^2} \right) \sin 3\varphi + 3\gamma d \frac{R_2}{r^2} \cos 2\varphi,
\]

(103)

\[
\alpha_{1,rr}(\mathbf{r}) = \frac{\nu R}{\eta} \cos \varphi + \left( 3\frac{R_3}{r^2} - 4\frac{R_5}{r^2} \right) \cos 3\varphi + \gamma d \left( 2\frac{R_2}{r^2} - 3\frac{R_4}{r^2} \right) \sin 2\varphi,
\]

(104)

\[
\alpha_{1,zz}(\mathbf{r}) = -\frac{\nu R}{\eta} \cos \varphi, \quad \alpha_{1,\varphi z}(\mathbf{r}) = \alpha_{1,\varphi z}(\mathbf{r}) = 0,
\]

(105)

\[
\alpha_{2,rr}(\mathbf{r}) = \frac{\nu R}{4} \left[ -3\frac{R_3}{r^2} \sin \varphi + \left( \frac{5R_3}{r^2} - 4\frac{R_5}{r^2} \right) \sin 3\varphi \right] - \frac{\nu d}{2} \left[ 4\frac{R_2}{r^2} - 3\frac{R_4}{r^2} \right] \cos 2\varphi - \frac{R_2}{r^2},
\]

(106)

\[
\alpha_{2,\varphi\varphi}(\mathbf{r}) = \frac{\nu R}{4} \left[ \frac{R_3}{r^2} \sin \varphi - \left( \frac{5R_3}{r^2} - 4\frac{R_5}{r^2} \right) \sin 3\varphi \right] - \frac{\nu d}{2} \left( \frac{3R_2}{r^2} \cos 2\varphi + \frac{R_2}{r^2} \right),
\]

(107)

\[
\alpha_{2,rr}(\mathbf{r}) = \frac{\nu R}{4} \left[ -R_3 \cos \varphi - \left( 3\frac{R_3}{r^2} + 4\frac{R_5}{r^2} \right) \cos 3\varphi \right] - \frac{\nu d}{2} \left( \frac{2R_2}{r^2} - 3\frac{R_4}{r^2} \right) \sin 2\varphi,
\]

(108)

\[
\alpha_{2,zz}(\mathbf{r}) = \alpha_{2,\varphi z}(\mathbf{r}) = \alpha_{2,\varphi z}(\mathbf{r}) = 0,
\]

(109)

\[
\alpha_3(\mathbf{r}) = \begin{pmatrix}
0 & 1 & 2 \\
1 & 0 & 0 \\
2 & 0 & 0
\end{pmatrix} R \sin 3\varphi - 2\gamma d \frac{R_2}{r^2} \cos 2\varphi
\]

(110)

The deviatoric part leads to

\[
K = 3, \quad c_1(\eta) = \frac{1-\eta}{\eta(1+2\eta)}, \quad c_2(\eta) = \frac{2+\eta}{\eta(1+2\eta)}, \quad c_3(\eta) = \frac{3(1-\eta)}{2(1+\eta)(1+2\eta)},
\]

(111)

\[
\gamma_1(\mathbf{r}) = \alpha_1^d(\mathbf{r}), \quad \gamma_2(\mathbf{r}) = \alpha_2^d(\mathbf{r}), \quad \gamma_3(\mathbf{r}) = \alpha_3^d(\mathbf{r}).
\]

(112)

In parallel, one finds that \( \alpha_2^c = \alpha_1^c + 3\alpha_3^c \) so there is again one spherical spatial pattern less than deviatoric:

\[
L = 2, \quad d_1(\eta) = \frac{3}{1+2\eta}, \quad d_2(\eta) = \frac{6}{2+\eta} + \frac{3}{1+2\eta},
\]

(113)

\[
\delta_1(\mathbf{r}) = \alpha_1^c(\mathbf{r}), \quad \delta_2(\mathbf{r}) = \alpha_3^c(\mathbf{r}).
\]

(114)

The expansion of \( \hat{\xi}_{\text{el}}(\eta, \mathbf{r}) \) proves to be

\[
J = 3, \quad b_1(\eta) = \frac{1-\eta}{\eta(1+2\eta)}, \quad b_2(\eta) = \frac{2+\eta}{\eta(1+2\eta)}, \quad b_3(\eta) = \frac{6}{2+\eta},
\]

(114)

\[
\beta_1(\mathbf{r}) = \gamma_1(\mathbf{r}) - 2\gamma_3(\mathbf{r}) - 2\delta_1(\mathbf{r}) - 2\delta_2(\mathbf{r}),
\]

(115)

\[
\beta_2(\mathbf{r}) = \gamma_2(\mathbf{r}) + \gamma_3(\mathbf{r}) + \delta_1(\mathbf{r}) + \delta_2(\mathbf{r}),
\]

(116)

\[
\beta_3(\mathbf{r}) = -\frac{1}{2}\gamma_3(\mathbf{r}) + \delta_2(\mathbf{r})
\]

(117)
The corresponding matrices are
\[
A = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad B = \begin{pmatrix} 1 & 0 & -2 \\ 0 & 1 & 1 \\ 0 & 0 & -\frac{1}{2} \end{pmatrix}, \quad C = \begin{pmatrix} 1 & 0 \\ 1 & 3 \\ 0 & 1 \end{pmatrix}, \quad D = \begin{pmatrix} -2 & -2 \\ 1 & 1 \\ 0 & 1 \end{pmatrix}.
\] (118)

The resulting viscoelastic equations read
\[
\mathcal{S}^d \{a_1(\eta_1) \varphi_1(t) + a_1(\eta_2) \varphi_2(t) + a_1(\eta_3) \varphi_3(t)\} = \mathcal{Z}^d \{b_1(\eta_1) \psi_1(t) + b_1(\eta_2) \psi_2(t) + b_1(\eta_3) \psi_3(t)\},
\]
\[
\mathcal{S}^d \{a_2(\eta_1) \varphi_1(t) + a_2(\eta_2) \varphi_2(t) + a_2(\eta_3) \varphi_3(t)\} = \mathcal{Z}^d \{b_2(\eta_1) \psi_1(t) + b_2(\eta_2) \psi_2(t) + b_2(\eta_3) \psi_3(t)\},
\]
\[
\mathcal{S}^d \{a_3(\eta_1) \varphi_1(t) + a_3(\eta_2) \varphi_2(t) + a_3(\eta_3) \varphi_3(t)\} = \mathcal{Z}^d \{[-2b_1(\eta_1) + b_2(\eta_1) - \frac{1}{2}b_3(\eta_1)]\psi_1(t) + [-2b_1(\eta_2) + b_2(\eta_2) - \frac{1}{2}b_3(\eta_2)]\psi_2(t) + [-2b_1(\eta_3) + b_2(\eta_3) - \frac{1}{2}b_3(\eta_3)]\psi_3(t)\},
\]
\]
\[
\mathcal{S}^a \{[a_1(\eta_1) + a_2(\eta_2) \varphi_1(t) + a_1(\eta_2) + a_2(\eta_3) \varphi_2(t) + [a_1(\eta_3) + a_2(\eta_3)] \varphi_3(t)\} = \mathcal{Z}^a \{[-2b_1(\eta_1) + b_2(\eta_1) + 3a_1(\eta_2) + a_2(\eta_2) \varphi_1(t) + [-2b_1(\eta_2) + b_2(\eta_2) + 3a_1(\eta_3) + a_2(\eta_3)] \varphi_2(t) + [-2b_1(\eta_3) + b_2(\eta_3) + 3a_1(\eta_3)] \varphi_3(t)\},
\]
\[
\mathcal{S}^a \{[a_3(\eta_1) + a_2(\eta_2) \varphi_1(t) + a_3(\eta_2) + a_2(\eta_3) \varphi_2(t) + [a_3(\eta_3) + a_2(\eta_3)] \varphi_3(t)\} = \mathcal{Z}^a \{[-2b_1(\eta_1) + b_2(\eta_1) + b_3(\eta_1)]\psi_2(t) + [-2b_1(\eta_2) + b_2(\eta_2) + b_3(\eta_2)]\psi_2(t) + [-2b_1(\eta_3) + b_2(\eta_3) + b_3(\eta_3)]\psi_3(t)\},
\]
\]
\[
while from the boundary condition, we have
\[
\varphi_1(t) + \varphi_2(t) + \varphi_3(t) = \lambda(t).
\] (124)

Figures 5 and 6 illustrate the solutions.

4.3.3 Gravitating solid, free lateral deformations (k = 0)

In this case, the complementary stress field consists of three independent spatial patterns again:
\[
\tilde{\sigma}_{el}(\eta, \mathbf{r}) = a_1(\eta)\mathbf{a}_1(\mathbf{r}) + a_2(\eta)\mathbf{a}_2(\mathbf{r}) + a_3(\eta)\mathbf{a}_3(\mathbf{r}),
\] (125)

with
\[
I = 3, \quad a_1(\eta) = 1, \quad a_2(\eta) = \frac{1-\eta}{2+\eta}, \quad a_3(\eta) = \frac{1-\eta}{1+2\eta},
\] (126)
\[
\alpha_{1,rr}(\mathbf{r}) = \frac{\gamma R}{4} \left[-3 \frac{R}{r^2} \sin \varphi + \left(5 \frac{R^3}{r^2} - 4 \frac{R^5}{r^4}\right) \sin 3\varphi\right] + \frac{\gamma_d}{4} \left[\frac{R^3}{r^2} - \left(4 \frac{R^2}{r^4} + 3 \frac{R^4}{r^6}\right) \cos 2\varphi\right],
\] (127)
\[
\alpha_{1,\varphi\varphi}(\mathbf{r}) = \frac{\gamma R}{4} \left[\frac{R}{r^2} \sin \varphi - \left(\frac{R^3}{r^2} - 4 \frac{R^5}{r^4}\right) \sin 3\varphi\right] - \frac{\gamma_d}{4} \left(\frac{R^2}{r^4} + 3 \frac{R^4}{r^6} \cos 2\varphi\right),
\] (128)
Fig. 5 Outline and typical results for a cylindrical bore (tunnel) opened in a homogeneous Kelvin–Hooke medium under gravity, with no lateral deformations allowed in the primary field (\( k = \frac{\nu_1}{1-\nu_1} = \frac{1-\eta}{1+\eta} \)). Upper right: (Enlarged) time evolution tendency of the displacement field, for a fast opening (blue: original boundaries; green, yellow, orange, and red: later snapshots of the boundaries). Second and third rows: Time evolution of the coefficient functions for slow (left column), medium-speed (middle column), and fast (right column) openings (indices: d1 black, d2 green, d3 orange, s1 red, s2 blue). The more elaborate initial condition yields a richer structure of spatial patterns, some of which start with opposite sign compared to the asymptotic equilirbal one. (Color figure online)

\[
\alpha_{1,\psi}(r) = \frac{\gamma R}{4} \left[ -\frac{R}{r} \cos \psi - \left( \frac{3 R^3}{r^2} - 4 \frac{R^5}{r^4} \right) \cos 3\psi \right] - \frac{\gamma d}{2} \left( \frac{2 R^2}{r^2} - 3 \frac{R^4}{r^4} \right) \sin 2\psi, \tag{129}
\]

\[
\alpha_{1,zz}(r) = \alpha_{1,\psi z}(r) = \alpha_{1,\phi z}(r) = 0, \tag{130}
\]

\[
\alpha_2(r) = \begin{pmatrix}
0 & 0 \\
0 & 0 \\
0 & \gamma R \frac{R^3}{r^2} \sin 3\psi - 2\gamma d \frac{R^2}{r^4} \cos 2\psi
\end{pmatrix}, \tag{131}
\]

\[
\alpha_3(r) = \begin{pmatrix}
\frac{\gamma R}{4} \left( \frac{R}{r} + \frac{R^3}{r^3} \right) \sin \phi & \frac{\gamma R}{4} \left( \frac{R}{r} - \frac{R^3}{r^3} \right) \cos \phi & 0 \\
\frac{\gamma R}{4} \left( \frac{R}{r} - \frac{R^3}{r^3} \right) \cos \phi & -\frac{\gamma R}{4} \left( \frac{R}{r} + \frac{R^3}{r^3} \right) \sin \phi & 0 \\
0 & 0 & -\frac{\gamma R}{2} \frac{R}{r} \sin \phi
\end{pmatrix}. \tag{132}
\]
Taking the deviatoric part yields the expansion of $\hat{\sigma}^d_{\text{el}}(\eta, \mathbf{r})$ with

\begin{align*}
K = 3, & \quad c_1(\eta) = \frac{1}{\eta}, \quad c_2(\eta) = \frac{1-\eta}{\eta(2+\eta)}, \quad c_3(\eta) = \frac{1-\eta}{\eta(1+2\eta)}, \quad (133) \\
\gamma_1(\mathbf{r}) = \alpha_1^d(\mathbf{r}), & \quad \gamma_2(\mathbf{r}) = \alpha_2^d(\mathbf{r}), \quad \gamma_3(\mathbf{r}) = \alpha_3^d(\mathbf{r}). \quad (134)
\end{align*}

In parallel, the spherical part gives one less spatial pattern again, as follows from $\alpha_3^s(\mathbf{r}) = 2 \left[ \alpha_1^s(\mathbf{r}) - \alpha_2^s(\mathbf{r}) \right]$:

\begin{align*}
L = 2, & \quad d_1(\eta) = \frac{3}{1 + 2\eta}, \quad d_2(\eta) = \frac{3(\eta-1)}{(2+\eta)(1+2\eta)}, \quad (135) \\
\delta_1(\mathbf{r}) = \alpha_1^s(\mathbf{r}), & \quad \delta_2(\mathbf{r}) = \alpha_2^s(\mathbf{r}). \quad (136)
\end{align*}

The resulting expansion of $\hat{\xi}_{\text{el}}(\eta, \mathbf{r})$ has

\begin{align*}
J = 3, & \quad b_1(\eta) = \frac{1}{\eta}, \quad b_2(\eta) = \frac{1-\eta}{\eta(2+\eta)}, \quad b_3(\eta) = \frac{3}{1 + 2\eta}, \quad (137) \\
\beta_1(\mathbf{r}) = \gamma_1(\mathbf{r}) + \gamma_3(\mathbf{r}) + \delta_2(\mathbf{r}), & \quad (138) \\
\beta_2(\mathbf{r}) = \gamma_2(\mathbf{r}) - 2\delta_2(\mathbf{r}), & \quad (139) \\
\beta_3(\mathbf{r}) = -\gamma_3(\mathbf{r}) + \delta_1(\mathbf{r}) - \delta_2(\mathbf{r}). & \quad (140)
\end{align*}

The matrices prove to be

\begin{align*}
A = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}, & \quad B = \begin{pmatrix}
1 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & -1
\end{pmatrix}, & \quad C = \begin{pmatrix}
1 & 0 \\
0 & 1 \\
2 & -2
\end{pmatrix}, & \quad D = \begin{pmatrix}
0 & 1 \\
0 & -2 \\
1 & -1
\end{pmatrix}. \quad (141)
\end{align*}

With these, the deviatoric viscoelastic equations are

\[ S^d \{ a_1(\eta_1) \varphi_1(t) + a_1(\eta_2) \varphi_2(t) + a_1(\eta_3) \varphi_3(t) \} \]
Analytical solutions for rheological processes...

\[ S^d\{a_2(\eta_1)\varphi_1(t) + a_2(\eta_2)\varphi_2(t) + a_2(\eta_3)\varphi_3(t)\} = Z^d\{b_2(\eta_1)\psi_1(t) + b_2(\eta_2)\psi_2(t) + b_2(\eta_3)\psi_3(t)\}, \]
\[ S^d\{a_3(\eta_1)\varphi_1(t) + a_3(\eta_2)\varphi_2(t) + a_3(\eta_3)\varphi_3(t)\} = Z^d\{[b_1(\eta_1) - b_3(\eta_1)]\psi_1(t) + [b_1(\eta_2) - b_3(\eta_2)]\psi_2(t) + [b_1(\eta_3) - b_3(\eta_3)]\psi_3(t)\}. \]

and the spherical ones are

\[ S^s\{[a_1(\eta_1) + 2a_3(\eta_1)]\varphi_1(t) + [a_1(\eta_2) + 2a_3(\eta_2)]\varphi_1(t) + [a_1(\eta_3) + 2a_3(\eta_3)]\varphi_3(t)\} = Z^s\{b_3(\eta_1)\psi_1(t) + b_3(\eta_2)\psi_2(t) + b_3(\eta_3)\psi_3(t)\}, \]
\[ S^s\{[a_2(\eta_1) - 2a_3(\eta_1)]\varphi_1(t) + [a_1(\eta_2) - 2a_3(\eta_2)]\varphi_1(t) + [a_2(\eta_3) - 2a_3(\eta_3)]\varphi_3(t)\} = Z^s\{[b_1(\eta_1) - 2b_2(\eta_1) - b_3(\eta_1)]\psi_1(t) + [b_1(\eta_2) - 2b_2(\eta_2) - b_3(\eta_2)]\psi_2(t) + [b_1(\eta_3) - 2b_2(\eta_3) - b_3(\eta_3)]\psi_3(t)\}. \]

The boundary condition requires to fulfill

\[ \psi_1(t) + \psi_2(t) + \psi_3(t) = \lambda(t). \]

Solutions are displayed in Fig. 7.

5 Conclusions

Viscoelastic properties of solids can lead, around a freshly opened bore/tunnel, not only to delayed and damped response but—even in the simplest ‘deviatoric Kelvin–spherical Hooke’ case—to direction dependent and temporarily counter-intuitive motion, as the above figures illustrate. Analytical solutions provide means to easily explore such and other related features, qualitatively and, depending on situation, quantitatively as well. When some of the viscoelastic coefficients are unknown or only vaguely known, the explicit formulae allow for fast evaluation for many trial coefficient values.

When a numerical—primarily, finite-element—solution is also available, it can be validated using the analytical solution. This is actually one of our plans for the future: to realize the problems presented here numerically as well, and after satisfactory agreement, the numerical version is safe to generalize to settings where the geometry or some other aspect make the analytical approach unfeasible. Here, as a first step, we have provided numerical—finite-difference—comparison to the analytical result obtained for one of the example problems (cf. Sect. 4.1 and Appendix 1). For problems with less geometric symmetry, a finite-element approach appears more feasible. This, however, is not straightforward as finite-element softwares prefer to consider viscoelastic problems with boundary conditions on displacement (see, e.g., the manual [30] of the software Abaqus, which realizes approaches taken from [31, 32], among others) while our analytical results are for boundary conditions on stress. Another nontrivial issue regarding comparison of analytical and numerical results is numerical error: simulating complex geometries for many time steps at small numerical error (to make the comparison to the analytical prediction meaningful) in a stress-oriented—rather than displacement-oriented—finite-element realization requires very many discrete degrees of freedom, rendering the simulation severely resource-intensive. Some suitable efficient approach is necessary, and this is the direction we plan to pursue in future.
Fig. 7 Outline and typical results for a cylindrical bore (tunnel) opened in a homogeneous Kelvin–Hooke medium under gravity, with free lateral deformations in the primary field ($k = 0$). Upper right: (Enlarged) time evolution tendency of the displacement field, for a fast opening (blue: original boundaries; green, yellow, orange, and red: later snapshots of the boundaries). Second and third rows: Time evolution of the coefficient functions for slow (left column), medium-speed (middle column), and fast (right column) openings (indices: d1 black, d2 green, d3 orange, s1 red, s2 blue). A remarkable difference from the previous two examples is that, here, the contour of the tunnel expands in the horizontal direction. (Color figure online)

In parallel, further investigation would be beneficial for the analytical solution method (presented here) itself, exploring the possibilities of generalization, for example, in the direction of infinitely many expansion terms (see e.g., [1,9]) with a hierarchy so any finite truncation of the expansion would lead to informative approximation of the full result. Here, we have initiated this truncation methodology by creating the solution of the gravity-related problems at the level of the first term of such an expansion. Such a hierarchic approach is not obvious to realize in the general integral equation formalism.

At last, it is worth repeating that the approach and solutions presented here (and the solutions for thick-walled tubes and spherical tanks and hollows in [25] and in the preprint [33]) find applications in other fields of engineering and technology as well, for describing plastics, asphalt, biomaterials, composites, and structured materials, etc..
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Appendix A: The differential operator formulated equivalent of a viscoelastic Prony series model

Here, we show that linear viscoelastic models given in the widely used Prony series form (see, e.g., [34]; it is also a built-in material modeling option in commercial softwares like Ansys and Abaqus) are covered by the material model (6)–(8). With notations in conform with the rest of the paper, the Prony series based material relationship is

\[
\sigma^d(t) = \int_0^t \tilde{E}^d(t-\tau) \frac{d\varepsilon^d}{d\tau} d\tau, \quad \tilde{E}^d(t) = \tilde{E}^d(0) + \sum_{i=1}^{n^d} \tilde{E}^d_i e^{-t/\tau^d_i},
\]

(148)

\[
\sigma^s(t) = \int_0^t \tilde{E}^s(t-\tau) \frac{d\varepsilon^s}{d\tau} d\tau, \quad \tilde{E}^s(t) = \tilde{E}^s(0) + \sum_{i=1}^{n^s} \tilde{E}^s_i e^{-t/\tau^s_i},
\]

(149)

with positive constants \(\tilde{E}^d_i, \tau^d_i, \tilde{E}^s_i, \tau^s_i\) \(\tau^d_i\)‘s being \(n^d\) different time scales and \(\tau^s_i\)’s also being \(n^s\) different time scales] and with \(\sigma(0) = 0, \varepsilon(0) = 0\) assumed; position dependence is suppressed as it does not play any role in what follows. For definiteness, steps are shown for the spherical part—the deviatoric part can be treated analogously. The following calculation does not rely on the Laplace transform—a customary tool in the field—but introduces differential operators directly.

Corresponding to the \(n^s + 1\) terms of \(\tilde{E}^s(t)\), we can define and find

\[
\sigma^s_{(0)}(t) := \int_0^t \tilde{E}^s_{(0)} \frac{d\varepsilon^s}{d\tau} d\tau = \tilde{E}^s_{(0)}[\varepsilon^s(t) - \varepsilon^s(0)] = \tilde{E}^s_{(0)} \varepsilon^s(t),
\]

(150)

\[
\sigma^s_{(i)}(t) := \int_0^t \tilde{E}^s_{(i)} e^{-(t-\tau)/\tau^s_{(i)}} \frac{d\varepsilon^s}{d\tau} d\tau = \tilde{E}^s_{(i)} e^{-(t-\tau)/\tau^s_{(i)}} \int_0^t e^{\tau/\tau^s_{(i)}} \frac{d\varepsilon^s}{d\tau} d\tau,
\]

(151)

\[
\frac{d}{dt} \sigma^s_{(i)}(t) = \frac{d}{dt} \left[ \tilde{E}^s_{(i)} e^{-(t-\tau)/\tau^s_{(i)}} \right] \int_0^t e^{\tau/\tau^s_{(i)}} \frac{d\varepsilon^s}{d\tau} d\tau + \tilde{E}^s_{(i)} e^{-(t-\tau)/\tau^s_{(i)}} \frac{d\varepsilon^s}{d\tau}
\]

\[
= \frac{\tilde{E}^s_{(i)}}{\tau^s_{(i)}} \int_0^t \tau^s_{(i)} \frac{d\varepsilon^s}{d\tau} d\tau + \tilde{E}^s_{(i)} \frac{d\varepsilon^s}{d\tau}
\]

\[
= -\frac{\tilde{E}^s_{(i)}}{\tau^s_{(i)}} \int_0^t \tau^s_{(i)} \frac{d\varepsilon^s}{d\tau} d\tau + \tilde{E}^s_{(i)} \frac{d\varepsilon^s}{d\tau} = \frac{1}{\tau^s_{(i)}} \sigma^s_{(i)}(t) + \tilde{E}^s_{(i)} \frac{d\varepsilon^s}{d\tau},
\]

(152)

\[
\sigma^s_{(i)}(t) + \tau^s_{(i)} \frac{d}{dt} \sigma^s_{(i)}(t) = \tilde{E}^s_{(i)} \tau^s_{(i)} \frac{d\varepsilon^s}{d\tau}, \quad \left[\begin{array}{c}
1 + \tau^s_{(i)} \frac{d}{dt} \\
\tau^s_{(i)} \frac{d}{dt}
\end{array}\right] \sigma^s_{(i)}(t) = \tilde{E}^s_{(i)} \tau^s_{(i)} \frac{d\varepsilon^s}{d\tau}.
\]

(153)

In short, we have

\[
\sigma^s_{(0)} = \tilde{E}^s_{(0)} \varepsilon^s_{(0)}, \quad S^s_{(i)} \sigma^s_{(i)} = \tilde{E}^s_{(i)} \varepsilon^s \quad (i = 1, \ldots, n^s),
\]

(154)

where \(S^s_{(i)} \), \(S^s_{(j)} \) \(i \neq j\) are relative prime operator polynomials as \(\tau^s_{(i)} \neq \tau^s_{(j)}\).
Taking the sum of
\[
\begin{align*}
S_0^s(s_{(1)}^s S_{(2)}^s \cdots S_{(n^s)}^s \sigma_{(0)}^s) &= \hat{E}_{(0)}^s S_{(1)}^s S_{(2)}^s \cdots S_{(n^s)}^s \epsilon_{(0)}^s, \\
S_{(2)}^s(s_{(3)}^s \cdots S_{(n^s)}^s \sigma_{(1)}^s) &= \hat{E}_{(1)}^s S_{(2)}^s S_{(3)}^s \cdots S_{(n^s)}^s \epsilon_{(1)}^s, \\
S_{(1)}^s S_{(3)}^s \cdots S_{(n^s)}^s \sigma_{(2)}^s &= S_{(1)}^s S_{(2)}^s S_{(3)}^s \cdots S_{(n^s)}^s \epsilon_{(2)}^s, \\
&\vdots \\
S_{(1)}^s S_{(2)}^s \cdots S_{(n^s-1)}^s \sigma_{(n^s)}^s &= S_{(1)}^s S_{(2)}^s S_{(3)}^s \cdots \epsilon_{(n^s)}^s
\end{align*}
\]
(155)

yields
\[
S^s \sigma = \mathcal{E}^s \epsilon^s
\]
(159)

[the form seen in (6)] with the degree-\(n^s\) operator polynomials
\[
\begin{align*}
S^s &= S_{(1)}^s S_{(2)}^s \cdots S_{(n^s)}^s + S_{(2)}^s S_{(3)}^s \cdots S_{(n^s)}^s + S_{(1)}^s S_{(3)}^s \cdots S_{(n^s)}^s \\
&\quad + \cdots + S_{(n^s-1)}^s S_{(n^s)}^s,
\end{align*}
\]
(160)

\[
\mathcal{E}^s = \hat{E}_{(0)}^s S_{(1)}^s S_{(2)}^s \cdots S_{(n^s)}^s + \hat{E}_{(1)}^s S_{(2)}^s S_{(3)}^s \cdots S_{(n^s)}^s + \hat{E}_{(2)}^s S_{(3)}^s \cdots S_{(n^s)}^s \\
&\quad + \cdots + \hat{E}_{(n^s-1)}^s S_{(n^s)}^s.
\]
(161)

Hence, we have reached our aim. In passing, we can see a limitation of the Prony series formulation: it cannot represent cases where \(S^s\) and \(\mathcal{E}^s\) (or, analogously, \(S^d\) and \(\mathcal{E}^d\)) are different-degree operator polynomials.

**Appendix B: Numerical illustration of the example discussed in Sect. 4.1**

Here, for comparison, a numerical solution is presented to the problem of a cylindrical tunnel opened in infinite, homogeneous and isotropic stress field, considered in Sect. 4.1.

The infinite domain around the bore is truncated to \(R \leq r \leq 30R\), this region is divided into 1000 equidistant layers radially, and the boundary condition of zero large-distance normal complementary stress is imposed at \(r = 30R\). Time is discretized via a time step of 0.005 times the time unit \(E_t^d/E_n^s\).

A finite-difference scheme is applied, according to the following algorithm. At a given time instant, we impose the actual value of the time-dependent boundary condition on \(\hat{\sigma}_{rr}\) at \(r = R\). In parallel, a trial value of \(\hat{\sigma}_{\varphi\varphi}\) at \(r = R\) is taken. From these two values, the deviatoric and spherical components \(\hat{\sigma}_{rr}^d\) and \(\hat{\sigma}_{rr}^s\) are calculated there. (47) is used to determine the next-in-time \(\hat{\varphi}_{rr}^d\) and \(\hat{\varphi}_{rr}^s\), and these provide \(\hat{\varphi}_{rr}\) and \(\hat{\varphi}_{\varphi\varphi}\).

Having all these at the innermost layer at \(r = R\), we step one layer outward: finite-difference discretized versions of (14) and of (22) determine \(\hat{\sigma}_{rr}^d\) and \(\hat{\varphi}_{\varphi\varphi}\), respectively, at the neighboring layer. (47) determines the next-in-time \(\hat{\varphi}_{rr}^d\), which enables to obtain \(\hat{\varphi}_{rr}^s\) and \(\hat{\varphi}_{rr}^d\). (47) delivers \(\hat{\varphi}_{rr}\), and then we can determine \(\hat{\varphi}_{rr}^d\) and thus \(\hat{\varphi}_{rr}^d\).

This way we iterate layer-by-layer outward, until we reach the outermost layer at \(r = 30R\). The obtained value of \(\hat{\sigma}_{rr}\) at \(r = 30R\) is, in general, nonzero (since the value of \(\hat{\varphi}_{\varphi\varphi}\) at \(r = R\) was just a guess). That’s why we try another guess for \(\hat{\varphi}_{\varphi\varphi}\) at \(r = R\) as well, and from the two outputs of \(\hat{\varphi}_{rr}\) at \(r = 30R\), we can identify the value of \(\hat{\varphi}_{rr}\) at \(r = R\) that leads to zero \(\hat{\varphi}_{rr}\) output at \(r = 30R\).

Finally, taking into account the space dependence (52)–(53), the coefficients \(\Phi, \Psi\) can be extracted, at any chosen \(r\). If the extracted values prove \(r\) independent (up to numerical uncertainty), and match with the analytically predicted values, then the agreement between numerical and analytical calculation is found (up to that numerical uncertainty). As Fig. 8 shows, the numerical results are indeed satisfactorily close to the analytical ones. The deviation has been found to decrease with finer time and space step and with larger spatial domain considered, as expected.
Finite-difference numerical results compared to the analytical results, for the cylindrical tunnel opened in infinite, homogeneous, and isotropic stress field. Up to numerical error, a good agreement can be observed.
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