Influence of Variable Selection and Forest Type on Forest Aboveground Biomass Estimation Using Machine Learning Algorithms

Yingchang Li 1, Chao Li 1, Mingyang Li 1,* and Zhenzhen Liu 2

1 Co-Innovation Center for Sustainable Forestry in Southern China, College of Forestry, Nanjing Forestry University, Nanjing 210037, China; lychang@njfu.edu.cn (Y.L.); gislichao@njfu.edu.cn (C.L.)
2 College of Forestry, Shanxi Agricultural University, Jinzhong 030801, China; lzz88312@sxau.edu.cn
* Correspondence: lmy196727@njfu.edu.cn; Tel.: +86-025-8542-7327

Received: 20 October 2019; Accepted: 21 November 2019; Published: 25 November 2019

Abstract: Forest biomass is a major store of carbon and plays a crucial role in the regional and global carbon cycle. Accurate forest biomass assessment is important for monitoring and mapping the status of and changes in forests. However, while remote sensing-based forest biomass estimation in general is well developed and extensively used, improving the accuracy of biomass estimation remains challenging. In this paper, we used China’s National Forest Continuous Inventory data and Landsat 8 Operational Land Imager data in combination with three algorithms, either the linear regression (LR), random forest (RF), or extreme gradient boosting (XGBoost), to establish biomass estimation models based on forest type. In the modeling process, two methods of variable selection, e.g., stepwise regression and variable importance-base method, were used to select optimal variable subsets for LR and machine learning algorithms (e.g., RF and XGBoost), respectively. Comfortingly, the accuracy of models was significantly improved, and thus the following conclusions were drawn: (1) Variable selection is very important for improving the performance of models, especially for machine learning algorithms, and the influence of variable selection on XGBoost is significantly greater than that of RF. (2) Machine learning algorithms have advantages in aboveground biomass (AGB) estimation, and the XGBoost and RF models significantly improved the estimation accuracy compared with the LR models. Despite that the problems of overestimation and underestimation were not fully eliminated, the XGBoost algorithm worked well and reduced these problems to a certain extent. (3) The approach of AGB modeling based on forest type is a very advantageous method for improving the performance at the lower and higher values of AGB. Some conclusions in this paper were probably different as the study area changed. The methods used in this paper provide an optional and useful approach for improving the accuracy of AGB estimation based on remote sensing data, and the estimation of AGB was a reference basis for monitoring the forest ecosystem of the study area.
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1. Introduction

The forest ecosystem plays a critical role in the global terrestrial carbon cycle, and it is the research topic of major scientific projects, such as the International Geosphere-Biosphere Program, the World Climate Research Programme, and an International Programme of Biodiversity Science [1,2]. Forest biomass can directly reflect the status and changes of forest ecosystem, and it is the basis for the rational utilization of forest resources and for improving the ecological environment [3,4]. Accurate and rapid estimation of forest biomass is particularly important for improving the efficiency of time, capital, and labor of forest resource investigation and studying the carbon cycle of the terrestrial ecosystem in large areas [5,6].
The traditional field measurement for forest aboveground biomass (AGB), which is more accurate for a small forest stand, cannot be used at the regional scale because it is too costly, labor intensive, and time consuming [7,8]. Remote sensing data, which have fast, real-time, dynamic, and regional-scale characteristics, are a frequently used data source for monitoring the dynamics of forests with the development of remote sensing technology [9,10]. Previous studies have shown that remote sensing data had a high correlation with AGB and can effectively predict and monitor forest biomass at the regional scale; thus, various types of remote sensing systems have been used for AGB estimation [11,12]. Among all available satellites, Landsat is currently the only satellite program to provide consistent, cross-calibrated data spanning more than 40 years for global surface observation [13,14]. The advantages of the global coverage reflective with increasing spectral and spatial fidelity, the unique record of the land surface and its change over time, the 40+ year coherent and temporally overlapping observatories and cross-sensor calibration, and free and open data access policy greatly stimulate new science and applications of Landsat [15,16]. Many countries have used the Landsat archive to carry out institutional systematic mapping and monitoring of forests in large areas, e.g., Canada used Landsat TM and ETM+ data in 2002 to produce the Earth Observation for Sustainable Development map of forests [17]; Australia used Landsat 5 and 7 data for national-scale carbon inventories [18]; and Brazil’s National Institute for Space Research used Landsat data to monitor the annual deforestation rates of the Amazon since 1988 [19]. Landsat 8 was successfully launched on 11 February 2013, to ensure the continuity of the Landsat record. In addition to being consistent with the Landsat legacy, the significantly improved signal-to-noise ratio of Landsat 8 promises to enable better sensitivity of vegetation targets [16]. Therefore, Landsat 8 was used frequently to monitor the status, disturbance, and recovery of forests [20,21].

For remote sensing-based biomass estimation, multiple types of variables such as spectral bands, vegetation indices, and texture measures can be used as predictor variables for modeling [22,23]. The previous studies have testified the importance of selecting appropriate variables in improving AGB modeling [24,25]. Variable selection (also known as feature selection) can select a most effective variable subset from the full variable set to reduce variable space dimension, and improve the generalization and intelligibility of the model [26]. Variable selection is one of the most important steps in AGB modeling. Stepwise regression, which is the most commonly used method of variable selection of linear regression model, is simple and easy to perform [27]. Many variable selection algorithms (such as the random forest algorithm) include variable ranking based on some evaluation strategies as a principal or auxiliary selection mechanism because of their simplicity, scalability, and good empirical success [28,29].

In addition to variable selection, it is crucial to select a suitable algorithm to establish AGB estimation models. The traditional statistical regression algorithm, which can build a linear relationship between forest AGB and remote sensing data, is simple and easy to calculate. One of the traditional regression algorithms, the linear regression (LR) method was the most widely used method for AGB estimation in the previous studies [9,30]. However, the traditional statistical regression method cannot effectively express the complex relationship between forest AGB and remote sensing data under an indeterminate distribution of data. Therefore, the machine learning algorithms, such as K-nearest neighbor (KNN), support vector machine, artificial neural network, and decision tree, are applied to the remote sensing-based AGB estimation for improving the nonlinear estimation ability of the biomass model [31–34]. Previous studies have indicated that algorithms based on the decision tree, such as random forest (RF) and gradient boosting (GB), have an excellent performance in biomass estimation [35,36]. The RF is not only a variable selection algorithm but is also used as a nonlinear regression algorithm for AGB estimation because of its advantages of fewer adjustable parameters, high speed and efficiency, and the ability of variable importance calculation and permutation [37,38]. The extreme gradient boosting (XGBoost), as an advanced GB system, is widely used by data scientists and has provided state-of-the-art results for many fields, especially the financial field, such as credit risk assessment [39], but its potential has not been fully utilized in forestry.
The importance of field investigation for remote sensing-based AGB modeling is self-evident. Since 1973, China has conducted a continuous forest inventory, and in this process has established a comprehensive database covering many aspects of forest resources, including forest health, timber production, and forest ecosystem services. The National Forest Continuous Inventory (NFCI), which is the first level of the forest inventory system of China, was designed to provide reliable data of the current status of and changes in the forests in the form of an integrated spatial database [40]. The NFCI survey is carried out every five years at the provincial scale. The sample plots have been systematically located at the graticule intersection of the national topographic map (scale of 1:100,000 or 1:50,000) [41]. Each tree with a diameter at breast height greater than or equal to 5 cm in the sample plot was tagged and permanently numbered for remeasurement in subsequent inventory periods. The NFCI is important for the formulation and refinement of state forest planning, management, and policy [42]. Therefore, the NFCI was widely used in many studies, including assessment and monitoring of forest status, conditions and changes, carbon sink and source identification, biomass estimation, and biodiversity [30,43].

In this paper, we used the NFCI data and Landsat 8 Operational Land Imager (OLI) data in combination with the LR and two machine learning algorithms, e.g., RF and XGBoost, to establish models for AGB estimation under the condition of known forest types and then created the AGB map for the study area using the optimal models. The specific objectives of this study were as follows: (1) to explore the influence of variable selection for the LR, RF, and XGBoost; (2) to validate the ability of the RF and XGBoost for estimating AGB; (3) to compare the accuracy of the LR, RF, and XGBoost models of different forest types; and (4) to draw the AGB map for the study area.

2. Study Area

Hunan Province \((21.18 \times 10^4 \text{ km}^2, 24°38' \text{ N–}30°08' \text{ N, 108°47' E–}114°15' \text{ E})\) is situated in the south-central region of China (Figure 1). Most of the study areas are located in a subtropical monsoon humid climate zone, and the annual average temperature, rainfall, and sunshine duration are 14.80–18.50 °C, 1200–1800 mm, and 1238.7–1868.7 h, respectively. Therefore, the abundant resources of sunlight, water, and heat, with rain and heat over the same period, can promote the rapid growth of trees and enhance the ability of natural regeneration. The forestland area is \(13.00 \times 10^4 \text{ km}^2\), accounting for 61.37% of the study area; its forest coverage is 59.68%, and the total standing forest stock is \(5.48 \times 10^8 \text{ m}^3\) [44]; it is one of the key forest areas and major timber production bases in Southern China.
3. Data

3.1. Inventory Data

The eighth NFCI data of Hunan Province, which were surveyed in 2014, were used in this study. The size of each square plot is 25.82 × 25.82 m (approximately 0.0667 ha), and the plots were systematically allocated based on a grid of 4 km × 8 km. Note that the plots, which were situated on non-forestry land (such as cropland, water area, urban land, and bare land), or were covered by cloud in the remote sensing images, were eliminated. Finally, 3886 plots, which recorded around 149,000 trees, were used for modeling in this study (Figure 1).

The AGB of a tree was calculated by using the general one-variable aboveground biomass model, which can be expressed as [45]:

\[ M_a = a \times D^{7/3} \]  \hspace{1cm} (1)

\[ a = 0.3 \times p \]  \hspace{1cm} (2)

where \( M_a \) (kg) is the AGB of a tree, \( D \) (cm) is the diameter at breast height, \( a \) is the parameter of a tree species, and \( p \) (g/cm\(^3\)) is the basic wood density (Table A1). The plot AGB was converted to per hectare biomass (Mg/ha).
The plots were classified into three types, namely coniferous, broadleaf, and mixed forest, based on the species standing volume according to the technical regulation for forest continuous inventory of China (Table 1). In general, the average AGB of all plots with non-classification of forest types (abbreviated as “All” in all tables and figures) was 50.06 Mg/ha, within the range of 5.48–268.60 Mg/ha, with a standard deviation of 35.34 Mg/ha; the average AGB values of coniferous, broadleaf, and mixed forest were 48.71, 46.63, and 59.43 Mg/ha, respectively (Table 2).

Table 1. Classification standard of forest types.

| Forest Type   | Standard of Division                                      |
|---------------|----------------------------------------------------------|
| Coniferous    | Pure coniferous forest (single coniferous species stand volume ≥ 65%) | Coniferous mixed forest (coniferous species total stand volume ≥ 65%) |
| Broadleaf     | Pure broadleaf forest (single broad-leaved species stand volume ≥ 65%) | Broadleaf mixed forest (broad-leaved species total stand volume ≥ 65%) |
| Mixed         | Broadleaf-coniferous mixed forest (total stand volume of coniferous or broad-leaved species accounting for 35%–65%) |

Compared with the digital elevation model, the high value of AGB is mainly distributed in the southeastern and western regions with a high altitude and steep slope and has a high vegetation coverage, low population density, less human interference, and poor economic condition. By contrast, the low value of AGB is mainly distributed in the low hills and valleys, with a low altitude and gentle slope; the conditions are opposite, especially in the middle region, which is the valley of Xiangjiang River with many towns and villages, and cropland. The spatial distribution trend of AGB is consistent with the topographic features and socio-economic conditions of the study area.

3.2. Landsat 8 Data

The Landsat Surface Reflectance products, which were derived from Landsat 8 OLI satellite images, were used in this study. The images, which were acquired in October 2015, were downloaded from the United States Geological Survey (USGS) website (https://earthexplorer.usgs.gov/, accessed on 20 October 2019). There were 30 screen images (Figure 1).

Radiometric and atmospheric correction of the Landsat Surface Reflectance images was performed by USGS [46]. For the areas of complex topography and with a great difference in elevation, terrain correction can effectively eliminate the shadow of the terrain as well as the difference in spectral features between a sunny slope and a shaded slope due to the topographic relief, preferably reflecting the true spectral feature of the object [47]. The terrain correction used the C-correction algorithm [48]. Then, the images were resampled to a pixel size of 25.82 m, the same as the inventory plot. The texture images were calculated using a grey-level co-occurrence matrix algorithm with 3 × 3, 5 × 5, and 7 × 7-pixel windows [49]. In addition, 20 vegetation indices were generated for this study (Appendix A). Landsat 8 OLI data were processed by the Environment for Visualizing Images software (Version 5.3.1, Boulder, CO, USA).

Finally, the remote sensing predictor variables, which were extracted for each plot center, included the primal images of 6 Landsat Surface Reflectance band images as well as the generated images of 20 vegetation index images and 144 texture images (Table 3).
Table 2. Distribution of the plot AGB values (Mg/ha) of the different forest types.

| Forest Type | Count | Minimum | Maximum | Mean | Standard Deviation | 5–30 | 30–60 | 60–90 | 90–120 | 120–270 |
|-------------|-------|---------|---------|------|--------------------|------|-------|-------|--------|--------|
| Coniferous  | 1839  | 7.68    | 223.12  | 48.71| 26.57              | 27.90| 45.62 | 19.03 | 5.22   | 2.23   |
| Broadleaf   | 1535  | 5.48    | 268.60  | 46.63| 43.81              | 44.36| 26.78 | 14.07 | 7.62   | 7.17   |
| Mixed       | 512   | 18.60   | 219.95  | 59.43| 34.21              | 20.31| 38.87 | 24.61 | 9.38   | 6.84   |
| All         | 3886  | 5.48    | 268.60  | 50.06| 35.34              | 33.40| 37.29 | 17.81 | 6.72   | 4.79   |

Table 3. Summary of predictor variables including Landsat Surface Reflectance band images, vegetation indices, and texture images for AGB estimation.

| Variable Type  | Variables Number | Variable Name | Description |
|----------------|------------------|---------------|-------------|
| Band Image     | 6                | Band2, Band3, Band4, Band5, Band6, Band7 | Landsat 8 Bands 2–7: Blue, Green, Red, NIR, SWIR1, SWIR2 |
| Vegetation Index | 20            | ARVI, DVI, EVI, GARI, CDVII, GNDVI, GRVI, GVI, IPVI, LAI, MNLVI, MSRVI, NDLVI, OSAVI, RDVI, RVI, SAVI, TDVI, VARI | Atmospherically Resistant Vegetation Index, Difference Vegetation Index, Enhanced Vegetation Index, Green Atmospherically Resistant Index, Green Difference Vegetation Index, Green Normalized Difference Vegetation Index, Green Ratio Vegetation Index, Green Vegetation Index, Infrared Percentage Vegetation Index, Leaf Area Index, Modified Non-Linear Vegetation Index, Modified Simple Ratio Vegetation Index, Normalized Difference Vegetation Index, Non-Linear Vegetation Index, Optimized Soil Adjusted Vegetation Index, Renormalized Difference Vegetation Index, Ratio Vegetation Index, Soil Adjusted Vegetation Index, Transformed Difference Vegetation Index, Visible Atmospherically Resistant Index |
| Texture Image  | 144              | BiTjCon, BiTjDis, BiTjMea, BiTjHom, BiTjSeM, BiTjEnt, BiTjVar, BiTjCor | Landsat bands 2–7 texture measurement using gray-level co-occurrence matrix |

Note: BiTjXXX represents a texture image developed in the Landsat Surface Reflectance band i (2–7) using the texture measure XXX with a \( j \times j \) \((3, 5, 7)\) pixel window, where XXX is Con (contrast), Dis (dissimilarity), Mea (mean), Hom (homogeneity), SeM (angular second moment), Ent (entropy), Var (variance), or Cor (correlation).
3.3. Land Cover Image

The European Space Agency (ESA) Climate Change Initiative (CCI) project, of which the objective is to realize the full potential of the long-term global earth observation archives as a significant and timely contribution to the Essential Climate Variables databases required by United Nations Framework Convention on Climate Change, delivered consistent global Land Cover (LC) maps at a 300 m spatial resolution on an annual basis from 1992 to 2015 [50]. There is a highly positive result of the accuracy of the different classes: the highest user accuracy values are found for the classes of cropland (0.89–0.92), broadleaf forest (0.94–0.96), urban areas (0.86–0.88), bare (0.86–0.88), water bodies (0.92–0.96), and permanent snow and ice (0.96–0.97); the mixed and coniferous forest has a relatively low user accuracy value with 0.79–0.81 and 0.82–0.83, respectively [50]. The CCI-LC map for 2014 was downloaded from the ESA website (http://maps.elie.ucl.ac.be/CCI/viewer/index.php, accessed on 20 October 2019) for this study.

The typology of CCI-LC was defined using the Land Cover Classification System developed by the Food and Agriculture Organization of the United Nations, Rome, Italy. The map was consolidated into seven types based on the typology of CCI-LC: coniferous, broadleaf, and mixed forests, cropland, urban, water, and other types (non-forestry land, included bare land, grassland, etc.) (Figure 2). Then, the CCI-LC map was resampled to 25.82 m and snapped to the grid of Landsat 8 images.

For validation of the accuracy and consistency of classification between NFCI and CCI-LC, the attribute of the CCI-LC map was extracted by the NFCI plot center. The result indicated that the producer accuracies of the CCI-LC map of coniferous, broadleaf, and mixed forests were 0.91, 0.88, and 0.82, respectively, and the user accuracies were 0.93, 0.91, and 0.92, respectively; the overall accuracy and kappa coefficient of coniferous, broadleaf and mixed forests were 0.92 and 0.88, respectively (Table 4). Therefore, the classified accuracy of the CCI-LC map can satisfy the research needs of this paper.

Table 4. Confusion matrix of classification between CCI-LC and NFCI.

| Forest Type | Classification of CCI-LC | Producer Accuracy |
|-------------|--------------------------|-------------------|
|             | Coniferous | Broadleaf | Mixed | Cropland | Urban | Water | Other |
| Classification based on NFCI data | Coniferous | 1649 | 76 | 33 | 29 | 7 | 3 | 11 | 0.91 |
| Broadleaf | 62 | 1150 | 20 | 53 | 4 | 6 | 14 | 0.88 |
| Mixed | 54 | 43 | 627 | 31 | 2 | 5 | 7 | 0.82 |
| User Accuracy | 0.93 | 0.91 | 0.92 | – | – | – | – | – |
4. Methods

4.1. Algorithms of AGB Estimation

4.1.1. Linear Regression

The LR can quantitatively describe the correlation and significance between variables. The LR, which assumes a linear relationship between a response and a set of explanatory variables, can be expressed by the following model [30]:

\[ Y = \alpha_0 + \alpha_1 X_1 + \alpha_2 X_2 + \cdots + \alpha_n X_n + \epsilon \]  \hspace{1cm} (3)

where \( Y \) is the value of AGB, \( X_1, X_2, \ldots, X_n \) are the predictor variables, \( \alpha_0 \) is a constant, \( \alpha_1, \alpha_2, \ldots, \alpha_n \) are the regression coefficients associated with the corresponding variables, \( n \) is the number of the predictor variables, and \( \epsilon \) is the error term.

4.1.2. Random Forest

Decision trees are popular because they represent information in a way that is intuitive and easy to visualize and also have several other advantageous properties. The RF and XGBoost models, two ensemble techniques that combine the separate decision tree models to improve the ability of models, were considered in this paper.

RF is a classification and regression algorithm based on decision tree proposed by Breiman [51] in 2001. RF is one of the most common approaches to capture the complex relationship between a response and a set of explanatory variables with the following advantages: robustness to reduce over-fitting, ability to determine variable importance, higher accuracy, fewer parameters that need to be tuned, lower sensitivity to tuning of the parameters, fast training speed, and anti-noise property [25].

RF randomly collects a new dataset from the original sample dataset by bootstrapping. Generally, about \( \frac{2}{3} \) of the original sample data are selected in one bootstrap sample, and the remaining \( \frac{1}{3} \) of the data are used as out-of-bag data. Then, each bootstrap sample is used to establish a corresponding decision tree and combines multiple trees to improve the prediction performance [51]. When RF was used for regression, the mean of all decision tree prediction results was taken as the final prediction result. RF has been applied extensively as a classification algorithm [52] and has been used for time series forecasting in large-scale regression-based spatial applications [25,53].

4.1.3. Extreme Gradient Boosting

XGBoost, which was proposed by Chen et al. [54] and is very popular in data mining and machine learning competitions all over the world, is an improved gradient boosting decision tree (GBDT). Compared with the GBDT, XGBoost performs a second-order Taylor expansion for the objective function and uses the second derivative to accelerate the convergence speed of the model while training [55]. Unlike the independent decision trees of RF, XGBoost can correct the residual error to generate a new tree based on the previous tree [56].

The advantages of XGBoost include [54]:

1. Using the second-order Taylor expression for the objective function, making the definition of the objective function more precise, and the optimal solution can be easily found;
2. The addition of a regularization term into the objective function to control the complexity of the tree to obtain a simple model and to avoid overfitting;
3. The use of sampling of the column feature to reduce the calculation amount and prevent overfitting; and
4. The use of an effective cache-aware block structure for out-of-core tree learning to parallel and distributed computing makes learning faster for hundreds of millions of examples.
Generally, XGBoost is a highly scalable tree structure enhanced model, which can handle sparse
and missing data well and can greatly improve the speed of the algorithm and compress computational
memory in large-scale data training.

4.2. Methods of Variable Selection

Variable selection is the process of selecting the minimal and most effective variable subset from
the original variable set to reduce the dimension of variable space and maximize the evaluation
criteria [29]. Generally, the variable selection algorithm should determine four elements as follows:
search starting point and direction, search strategy, evaluation function, and stopping criterion [57],
but the algorithms mainly focus on the search strategy and evaluation function. In this paper, the
stepwise regression approach was used to select the variable for LR, and the variable importance-based
method was used for RF and XGBoost.

4.2.1. Stepwise Regression Approach

Stepwise regression is an important analysis method in LR analysis, which is mainly used to solve
the problem of how to select explanatory variables when the number of explanatory variables is too
many in the LR model so that all explanatory variables significantly impact the response variable in the
regression equation [27]. Stepwise regression is used to introduce the explanatory variables one by one
into the regression equation according to the contribution for the response variable. An introduced
explanatory variable will be removed from the regression equation if it becomes non-significant due
to the introduction of the subsequent new explanatory variable. After each explanatory variable is
introduced or excluded, the F-test based on the sum of squares of partial regression is performed to
ensure that only significant explanatory variables are included in the regression equation. This process
is repeated until no non-significant explanatory variables are selected in the regression equation and
no significant explanatory variables are removed from the regression equation to ensure that the final
set of explanatory variables is optimal.

In this paper, stepwise regression was performed in SPSS software (Version 25, Armonk, NY,
USA), and the probability of the F-test was set to 0.05 and 0.10 for entry and removal, respectively.

4.2.2. Variable Importance-Based Method

Each RF and XGBoost algorithm define two measures for variable importance, which can be
used to rank variables. For RF, the first measure, which is computed from permuting out-of-bag data,
is the percent increase in the mean square error (%IncMSE) of the prediction for each tree, and the
second measure is the total decrease in node impurities (IncNodePurity) from splitting on the variable
averaged over all trees, which is measured by the residual sum of squares [58]. Higher %IncMSE and
IncNodePurity values indicate a more important predictor variable. For XGBoost, the first measure is
calculated by the fractional contribution (Gain) of each feature to the model based on the total gain of
this variable’s splits, and the second measure is calculated by the relative number (Frequency) of times
a feature be used in trees [59]. A higher percentage of Gain and Frequency means a more important
predictor variable.

The acquisition of the optimal variable subset is a continuous search process, which would
generally include four steps [60]:

(1) Subset generation: generate a candidate variable subset according to a certain search strategy.
In this paper, the generalized sequential backward selection approach was used. The start point of
the search is the original full variable set. The dataset was input into the RF and XGBoost models to
obtain the variable importance and descending order, respectively, according to the measures. Then, a
certain number (10%) of variables, which were the most unimportant, were removed to generate a
variable subset.

(2) Subset evaluation: evaluate the prediction performance of the variable subset through an
evaluation function. The generated subset was input into RF and XGBoost models, and the prediction
accuracy was evaluated using the coefficient of determination ($R^2$). In this paper, there were two evaluation results in each round, so the corresponding variable subset with high $R^2$ was compared and then selected as the selected variable subset in this round.

(3) Stopping criterion: determine when the variable search algorithm should stop. After the subset evaluation, the stopping criterion should be determined. If there is no stopping criterion, the search process cannot be stopped. In this paper, two stopping criteria were set: first if the number of variables of the subset was not larger than the set number, which was equal to the number of selected variables by stepwise regression for different forest types; and, second, if the $R^2$ of the prediction of the subset did not improve for three consecutive rounds.

(4) Subset validation: used to verify the validity of the selected variable subset. In this paper, a 10-fold cross-validation approach was performed to evaluate the performance of the variable subset in each round; therefore, the subset validation was not an independent step in the process.

In this paper, the modeling and variable selection of RF and XGBoost were implemented by the R packages randomForest [58] and xgboost [59], respectively. The workflow of variable selection is shown in Figure 3.

![Figure 3. Workflow of the variable selection based on variable importance for RF and XGBoost models.](image)

4.3. Variable Interactions

The two-way interactions between predictor variables graphically using the three-dimensional partial dependence plot, which was presented by Elith et al. [61], were used in this paper. In these plots, two of the predictor variables from the model, which are plotted on the $x$ and $y$ axes, are used to produce a grid of possible combinations of predictor variable values over the range of both variables, and the remaining predictor variables from the model are fixed at either their means (for continuous predictors) or their most common value (for categorical predictors). Model predictions are generated over this grid and plotted as the $z$-axis. The “model.interaction.plot” function of the R package ModelMap develops these plots, which can work with both continuous and categorical predictor variables [62].

4.4. Evaluation of AGB Models

The correlation test between the predictor variables and AGB was performed using the Pearson correlation coefficient in SPSS Statistics software.

In addition to the coefficient of determination ($R^2$), the root-mean-square error (RMSE) and the percentage root-mean-square error (RMSE%) were also used to evaluate the performance of the final models:

$$R^2 = 1 - \frac{\sum_{i=1}^{n}(y_i - \hat{y}_i)^2}{\sum_{i=1}^{n}(y_i - \bar{y})^2}$$

(4)
where \( y_i \) is the observed AGB value, \( \hat{y}_i \) is the predicted AGB value based on models, \( \bar{y} \) is the arithmetic mean of all the observed AGB values, and \( n \) is the sample number. In general, a higher \( R^2 \) value and lower RMSE and RMSE% values indicate a better estimation performance of the model.

In addition, the difference of prediction between LR, RF, and XGBoost for different forest types was evaluated using the F-test.

5. Results

5.1. Role of Predictor Variables

5.1.1. Variable Importance

The result of the Pearson correlation coefficients between the predictor variables and AGB indicated that 144 variables had a significance level of 0.01 with the AGB, and the texture image variables had a significant correlation with the AGB. The variable with the highest correlation coefficient was \( B4T7Mea \), with a value of \(-0.42\).

Twenty-nine LR models were established using the selected predictor variables by stepwise regression for three forest types (i.e., coniferous, broadleaf, and mixed forest) and all plots with non-classification of forest types (Table 5). The results indicated that the performance of the models was improved when the count of predictor variables increased, and the models of different forest types worked better than the models of all forest plots (\( R^2 \) values of models for the coniferous, broadleaf, mixed, and all forest plots were 0.32, 0.37, 0.34, and 0.30, respectively).

The four best models (i.e., model numbers 7, 15, 21, and 29) were selected as the base to compare the performance of other types of models for the coniferous, broadleaf, and mixed forest (Table 6). The predictor variables of the LR models were different, and the collinearity statistics of the predictor variables were less than 5.50, which showed that the selected variables were effective. The predictor variables of these models were dominated by the image texture information. The standardized coefficients and the significance levels of the models showed that the texture-type variables contributed more than other variable types, which indicated that the texture variables were very important for the AGB estimation using the LR model in this study.

Figure 4 shows the selected predictor variables based on variable importance for the different forest types of RF and XGBoost models. The predictor variables of the RF and XGB models were not similar, and the main variables were the texture variables; the correlation and mean were included in all models, which indicated that the texture images had sufficient information to enhance the performance of models for AGB estimation. The texture of bands 5, 7, or both with a 7 × 7-pixel window were frequently involved in the models, indicating the significant roles of these two band texture variables in AGB estimation.
### Table 5. Performance of LR models based on stepwise regression of different forest types.

| Forest Type | Model No. | Count of Variables | $R^2$ | RMSE | RMSE% | Forest Type | Model No. | Count of Variables | $R^2$ | RMSE | RMSE% |
|-------------|-----------|--------------------|-------|------|--------|-------------|-----------|--------------------|-------|------|--------|
| Coniferous  | 1         | 1                  | 0.28  | 34.24| 70.29  | Mixed       | 16        | 1                  | 0.23  | 35.42| 59.6   |
|             | 2         | 2                  | 0.29  | 32.64| 67.01  |             | 17        | 2                  | 0.28  | 33.09| 55.68  |
|             | 3         | 3                  | 0.3   | 31.1 | 63.85  |             | 18        | 3                  | 0.3   | 30.94| 52.06  |
|             | 4         | 4                  | 0.31  | 30.79| 63.21  |             | 19        | 4                  | 0.32  | 30.25| 50.9   |
|             | 5         | 5                  | 0.32  | 30.59| 62.8   |             | 20        | 5                  | 0.33  | 30.01| 50.5   |
|             | 6         | 6                  | 0.32  | 30.26| 62.12  |             | 21        | 6                  | 0.34  | 29.65| 49.89  |
| Broadleaf   | 7         | 7                  | 0.32  | 30.16| 61.92  | All         | 22        | 1                  | 0.26  | 34.57| 69.06  |
|             | 8         | 1                  | 0.32  | 30.47| 65.34  |             | 23        | 2                  | 0.27  | 34.33| 68.58  |
|             | 9         | 2                  | 0.34  | 29.73| 63.76  |             | 24        | 3                  | 0.28  | 34.2 | 68.32  |
|             | 10        | 3                  | 0.34  | 29.87| 64.06  |             | 25        | 4                  | 0.28  | 33.44| 66.8   |
|             | 11        | 4                  | 0.35  | 28.92| 62.02  |             | 26        | 5                  | 0.29  | 32.61| 65.14  |
|             | 12        | 5                  | 0.35  | 28.31| 60.71  |             | 27        | 6                  | 0.29  | 31.9 | 63.72  |
|             | 13        | 6                  | 0.36  | 27.97| 59.98  |             | 28        | 7                  | 0.29  | 31.48| 62.88  |
|             | 14        | 7                  | 0.37  | 27.32| 58.59  |             | 29        | 8                  | 0.3   | 31.12| 62.17  |

### Table 6. The predictor variable selection and estimation of the highest accuracy of LR models (Model Nos. 7, 15, 21, and 29 in Table 5) of different forest types.

| Forest Type | Predictor Variable | Standardized Coefficients | Estimate (t-Test) | Significance (p-Value) | Collinearity Statistics | Forest Type | Predictor Variable | Standardized Coefficients | Estimate (t-Test) | Significance (p-Value) | Collinearity Statistics |
|-------------|--------------------|---------------------------|-------------------|-----------------------|-------------------------|-------------|--------------------|---------------------------|-------------------|-----------------------|-------------------------|
| Coniferous  | B4T7Mea            | −0.20                     | −6.74             | 0                     | 1.66                    | Mixed       | SAVI               | 0.22                      | 4.24              | 0                     | 1.41                    |
|             | B5T7Cor            | −0.10                     | −4.06             | 0                     | 1.11                    | B3T7Cor     | 0.14               | 3.13                      | 0                 | 1.08                  |                         |
|             | B7T5Cor            | 0.07                      | 2.8               | 0.01                  | 1.15                    | B7T3Dis     | 0.11               | 2.24                      | 0.03              | 1.38                  |                         |
|             | B4T3Ent            | −0.19                     | −3.82             | 0                     | 4.69                    | B6T3Cor     | 0.1                | 2.31                      | 0.02              | 1.08                  |                         |
|             | B4T5Hom            | −0.13                     | −2.59             | 0.01                  | 4.96                    | B5T3Con     | 0.16               | 2.54                      | 0.01              | 2.18                  |                         |
|             | B3T7Cor            | 0.05                      | 2.1               | 0.04                  | 1.06                    | B5T7Hom     | 0.13               | 1.89                      | 0.05              | 2.44                  |                         |
|             | GVI                | −0.05                     | −2.01             | 0.05                  | 1.31                    |             |                   |                           |                   |                       |                         |
| Broadleaf   | B5T7Mea            | −0.13                     | −3.06             | 0                     | 3.11                    | All         | B4T7Mea            | −0.14                     | −4.25             | 0                     | 4.62                    |
|             | LAI                | 0.29                      | 7.26              | 0                     | 2.63                    | B3T7Cor     | 0.08               | 4.8                       | 0                 | 1.04                  |                         |
|             | B3T7Cor            | 0.07                      | 2.97              | 0                     | 1.02                    | B4T7SeM     | 0.04               | 2.23                      | 0.03              | 1.49                  |                         |
|             | B4T5SeM            | −0.25                     | −4.22             | 0.02                  | 3.82                    | LAI         | 0.18               | 4.82                      | 0                 | 5.37                  |                         |
|             | B7T3Mea            | 0.18                      | 2.81              | 0                     | 4.99                    | B7T3Mea     | 0.1                | 3.66                      | 0                 | 3.4                   |                         |
|             | B6T7Mea            | −0.14                     | −2.02             | 0.04                  | 2.52                    | GDVI        | −0.08              | −2.17                      | 0.03              | 5.15                  |                         |
|             | B6T3Var            | −0.05                     | −1.83             | 0.05                  | 1.09                    | B5T7Cor     | −0.03              | −1.97                      | 0.05              | 1.03                  |                         |
However, the selected variables were different for the different forest types. The spectral bands, vegetation indices, and texture variables played a significant role in the broadleaf, mixed, and coniferous forest RF models, respectively. The species and canopy layers of broadleaf and mixed forests were multiple, which could be expressed by abundant spectral information; thus, the spectral and vegetation index variables could account sufficiently for the AGB estimation; the species composition of the coniferous forest was relatively single, which mainly consisted of fir and pine, and there was no obvious difference in the spectrum, whereas the texture information could well explain the AGB estimation [24,63]. This phenomenon of variable selection is more obvious in RF models than in XGBoost models. Unlike RF models, besides the texture variables, the spectral variables were also important for XGBoost models; especially Band4, which was the most important variable in all XGBoost models. Previous studies have shown that Band4, where the chlorophylls have peak absorption, had a strong relationship with biomass [64].

In addition, the relationship between the selected predictor variables was calculated using the Pearson correlation coefficient. We found that RF models mostly split the importance among the correlated multiple variables, whereas XGBoost models are inclined to centralize the importance at a single variable. For example, Band4 was significantly correlated with VARI at a significance level of 0.01 with a value of −0.77; they had a similar importance in the RF model, but the importance was concentrated on Band2 in the XGBoost model for the coniferous forest. This conclusion is the same as that reported by Freeman et al. [65].

5.1.2. Variable Interactions

The result indicated, surprisingly, that Band4, VARI, or both were involved in almost models, especially in XGBoost models (Figure 4). Figure 5 shows how Band4 and VARI interact for the AGB estimation of the XGBoost models. We did not find significant interaction effects in these models, but we did find subtle interactions. These figures show that Band4 mainly affected the interval with a low value (<300), but the effect of VARI was different. For the model of the coniferous forest, the high values of predicted AGB were mainly concentrated in the interval with a low value of VARI (<0.0), and there were some significant differences with the adjacent interval. In contrast, the high values of predicted AGB were dispersed in all intervals of VARI with a low interval of Band4, but there were hardly any high values in other intervals for the model of the broadleaf forest. However, the effects of VARI and Band4 for the mixed forest model were significantly different from the models of the coniferous and broadleaf forests. Although the high values of predicted AGB were also concentrated in the interval with high values of VARI (>0.4), there were many higher values of predicted AGB that were distributed in other intervals of Band4. For the model of all forest plots, the effect of Band4 and VARI was more similar to the combination of the models of coniferous, broadleaf, and mixed forests.
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Figure 5. Interaction plots for VARI and Band4 for the XGBoost models based on different forest types. The interaction plots examine the effects of the two predictor variables with the remaining variables fixed at their mean value for continuous predictors (or the most common value for categorical predictors). The plots illustrated that they were seemingly more dependent on VARI than Band4 in these two-way interactions, although Band4 was the most important predictor in the estimation models. Compared with the model of all forest plots, each model of the coniferous, broadleaf, and mixed forests has distinct characteristics, which is beneficial for establishing AGB models with a high accuracy.

5.1.3. Performance of Variable Selection

The forward selection approach, which increases variables step-by-step, was used in stepwise regression; whereas the backward selection approach, which deletes variables step-by-step, was used in the variable selection of RF and XGBoost models. For the LR models, the performance of the models was improved when the number of predictor variables increased (Table 5). Figure 6 illustrates how the R^2 values change with the number of selected variables for RF and XGBoost models. Each line represents an independent model, and the different colors indicate the different forest types. The result indicated that the R^2 values of models increased when the number of predictor variables decreased. Generally, the most dramatic change was the line of the mixed forest, followed by the lines of coniferous and broadleaf forests, whereas the line of all forest plots exhibited the smallest change in both RF and XGBoost models, although the variation degree of each line was different between RF and XGBoost models.

Contrasting the lines of the two algorithms, besides that the performance of XGBoost was better than that of RF, the influence of the number of predictor variables on the performance of models was also different. For RF, the influence of the number of predictor variables was relatively low, which manifested in a smooth change of the lines, whereas the influence was dramatic for XGBoost, with jagged peaks and valleys of the lines. This also indicated the variable selection was more important for XGBoost than for RF.
5.2. Evaluation of AGB Models

After the variable selection, we obtained the 12 best models of LR, RF, and XGBoost for different forest types. The performance of models was expressed by scatterplots, which showed the relationship between the predicted AGB values and observed AGB values (Figure 7). The plots showed that the RF model worked better than the LR model, and the XGBoost model worked better than the RF model for the same forest type. The results also indicated that the model of the broadleaf forest had the highest accuracy, followed by the models of mixed and coniferous forests, whereas the performance of the model for all forest plots was the worst for the same algorithm.

Figure 6. The accuracy of RF and XGBoost models with the selected variable number changing based on different forest types.

Figure 7. Scatter plot of the predicted and observed AGB of the LR, RF, and XGBoost models based on different forest types.
We found that problems of underestimation and overestimation, which also existed in the previous studies, were experienced by all models [30,66,67]. Intuitively, the predicted value was higher than the centerline when the biomass was low but lower when it was high in the figures. This means that the problem of overestimation and underestimation of remote sensing AGB estimation had no a fundamental solution, although the performance of models had a significant improvement based on forest type.

To further verify whether the models differed significantly, the F-test was used (Figure 8). The confidence level was set at 95%. In Figure 8, the numbers are the p-values, which are from the F-test, and the color of the checkerboard shows the levels of significance. The F-test results showed that there were significant differences of the predicted AGB between the LR, RF, and XGBoost models at a confidence level of 95%, although the p-values were different for these models (especially the p-value of all forest plots, which was higher than that of the other models).

**Figure 8.** The comparisons (F-test) of the LR, RF, and XGBoost models based on forest type. The labels of the vertical and horizontal axes represent the models using a different algorithm. XGB represents the XGBoost model.

5.3. Mapping AGB

Finally, we drew the two AGB maps for the study area using the XGBoost models: first by estimating the AGB of the coniferous, broadleaf, and mixed forests according to the forest types in Figure 2, then combining these into one map (Figure 9a); second by estimating the AGB using all plots with non-classification of forest types (Figure 9b).

**Figure 9.** The predicted AGB using XGBoost models based on the different forest types, including (a) AGB map based on forest type and (b) AGB map based on all plots with non-classification of forest type.
In Figure 9, two maps of AGB had a similar trend in spatial distribution, which is consistent with the AGB distribution trend of the inventory plots in Figure 1. The results indicated that the ranges of predicted AGB for the two maps were different. The values ranged from 3.10 to 235.50 Mg/ha with a mean of 53.84 Mg/ha for the AGB map based on the forest type (Figure 9a), and the distribution and range of values were in close proximity to the inventory values in Figure 1. However, the range of values was from 6.50 to 210.30 Mg/ha with a mean of 52.39 Mg/ha for the AGB map based on all plots with non-classification of forest type (Figure 9b). In addition, the values of AGB in Figure 9a were higher than those in Figure 9b in the same area with a high value and were lower in the same area with a low value. This indicated that the ability of AGB estimation based on forest type was clearly improved for the high and low values. This improvement is also what we expected.

The degrees of overestimation and underestimation of the two maps were different, although the problems of overestimation and underestimation still existed. To further verify this conclusion, we sorted the values of the predicted AGB into three ranges based on the distribution of values: low (3 < predicted AGB < 25), medium (25 ≤ predicted AGB < 65), and high (65 ≤ predicted AGB < 236) values (Figure 10). The corresponding values of predicted AGB for the two maps and the AGB difference (Figure 9a minus Figure 9b) were obtained by the overlaying operations. In the low range of predicted AGB, most of the values of AGB prediction based on forest types (abbreviated as “Classification” in Figure 10) were lower than the values of AGB prediction of all plots with non-classification of forest type (abbreviated as “Non-classification” in Figure 10), and the values of the difference were mainly distributed from −10 to 2 Mg/ha (Figure 10a); therefore, the “Classification” map had a better prediction performance. In the medium range, the distribution of the AGB difference approximated a normal distribution, indicating that two maps had a similar performance for medium values of AGB (Figure 10b). In the high range, the values of “Classification” were clearly higher than those for “Non-classification”, indicating that the “Classification” map also had better performance with respect to the high AGB values (Figure 10c). In summary, the map, which was predicted based on forest type, better estimated the AGB value than the map with the non-classification of forest type irrespective of high or low AGB.

Figure 10. Histograms illustrating the difference in pixel number in three ranges. Note that the vertical axis labels represent the range of the prediction difference between two AGB maps (Figure 9a minus Figure 9b); Classification: values from Figure 10a, Non-classification: values from Figure 9b. (a) 3 < Predicted AGB ≤ 25, (b) 25 ≤ Predicted AGB < 65, (c) 65 ≤ Predicted AGB < 236.

6. Discussion

Through this experiment, we increased our understanding of the importance of variable selection, which can influence the performance of machine learning algorithms. Variable selection is one of the most important processes in modeling, which can reduce data dimension and the storage space of data, speed the estimation process, and improve the interpretability and performance of models [29]. Multiple predictor variables, such as spectral bands, vegetation indices, and textures, were extracted from remote sensing images and were used for modeling AGB in this paper. However,
these predictors cannot all be used for modeling due to their high correlations and high numbers. The performance of models was significantly impacted by the number of selected predictor variables (Figure 6, Table 5). Through the variable selection, the number of predictor variables was reduced from hundreds to several, which makes it easier to interpret the model. In this study, the Red (Band4), NIR (Band5), SWIR (Band7) bands, and the derived variables played a more important role than other bands. In models of AGB estimation, the SWIR band is more sensitive to the shadow of vegetation and humidity of soil and is less influenced by the atmospheric conditions [16,22,68]; the NIR band of Landsat 8, of which the wavelength range was adjusted to 0.845–0.885 µm to exclude the effect of water-vapor absorption at 0.825 µm, is more sensitive to vegetation of different types [13,69]; and the red band is usually used to distinguish the vegetation type [21,64,70]. We cannot ignore the fact that the vegetation index variables were also selected frequently, especially VARI, which exists in all XGBoost models. Compared with other vegetation indices, VARI is minimally sensitive to the atmospheric effect, and the estimation error of vegetation affected by the atmosphere is less than 10% in a large area [71,72].

In addition, the textures, which are dominant in all models, were also critical for AGB estimation, although the importance of the texture predictor variables was different from that in previous studies [24,30,66]. However, for the different forest types, texture variables and spectral variables played different roles in AGB models (Figure 4). For example, the spectral variables were more important than texture variables in the RF model of the broadleaf forest, while the texture variables were more important in the RF model of the coniferous forest. This illustrated that the role of texture variables and spectral variables was dependent on forest structure: in the broadleaf and mixed forest with multiple species and complex structure, the models tended to select the spectral variables, while in the coniferous forest with relatively fewer species and simple structure, the models tended to choose texture variables [63,64,73].

Due to the different characters between spectral variables and texture variables, their combination is beneficial to improve the performance of AGB models, and this improvement was evident in all models. Moreover, the influence of variable selection was different for RF and XGBoost. We found that the accuracy of the XGBoost algorithm varied greatly with the number of selected variables compared with RF (Figure 6). The RF algorithm can be regarded as a parallel ensemble algorithm because the decision tree of RF is independent; thus, RF is not sensitive to inclusion of the noisy predictor variables [74,75], whereas the decision tree of XGBoost is generated based on the previous tree; thus, the noisy predictor variables will influence the accuracy of the subsequent new tree [76,77].

The LR algorithm, which assumes a linear relationship between predictor and predicted variables, was used frequently in most early biomass estimation studies due to the interpretability of LR [30,78]. However, the relationship between remote sensing data and AGB is complex; thus, the traditional statistical regression algorithm cannot efficiently describe the relationship between them. Therefore, machine learning algorithms such as random forest and gradient boosting, which can establish a complex non-linear relationship between vegetation information and remote sensing images with an indeterminate distribution of data, were introduced to improve the accuracy of AGB estimation [79].

In our study, we extracted 170 predictor variables from Landsat 8 images; then, a few variables were selected from these through the variable selection process to build RF and XGBoost models (Figure 4). We found that the machine learning algorithms prevented overfitting and significantly improved the estimation accuracy compared with the LR models, and the result also indicated that the XGBoost model worked better than the RF model (Figure 7). The XGBoost algorithm, which is a highly flexible algorithm with the ability to correct the residual error to generate a new tree based on the previous tree, provided an improvement in processing a regularized learning objective to avoid overfitting [54].

Before this study, few studies had used the XGBoost algorithm to estimate AGB. Li et al. [30] used a linear mixed-effects model and linear dummy variable model to estimate AGB in the western Hunan Province of China; the R² values of total vegetation were 0.41; Zhu et al. [6] used multiple
algorithms (LR, KNN, logistic regression) to estimate AGB for the Xiangjiang River, and the results indicated the machine learning algorithm had a good performance for AGB estimation. In contrast, the results obtained by machine learning methods in this study were better, and the XGBoost algorithm had a good performance in AGB estimation and could reduce underestimation and overestimation to some extent.

In this paper, we established the models based on forest type to improve the accuracy of AGB estimation, and the results indicated this method was valuable. We found that the models based on forest type had a better performance at the lower and higher values compared to the models of all plots with non-classification of forest types, especially XGBoost (Figures 7 and 9). In addition, the problem of overestimation and underestimation, which are the main factors influencing AGB modeling performance, was not completely solved, although the performance of models had a significant improvement compared with the previous studies. As to this problem, it is decided by the algorithm itself on one hand. The decision trees, which are the key components of the RF and XGBoost methods, cannot extrapolate outside the training set. On the other hand, it is related to the remote sensing data. For plots with low AGB values, the shrubs, grass, and bare soil will influence the reflectance of bands; the pixel of Landsat 8 with relatively low spatial resolution (30 × 30 m) is a mixed pixel, which cannot accurately express the spectral information of land cover. For plots with high AGB values, the saturation in multispectral sensors such as Landsat 8 OLI is the main reason for underestimation of AGB [80,81]. Therefore, remote sensing data with higher spatial and radiometric resolution such as LIDAR data and hyperspectral data, or the approach of mixed pixel decomposition, may be solutions for AGB estimation. Meanwhile, a modeling approach based on the AGB range may be a useful method for improving the prediction of AGB, but it needs more sample plots.

The subtropical forests of China are distributed in 13 provinces, including Zhejiang, Jiangsu, Anhui, Fujian, Jiangxi, Hubei, Hunan, Guangdong, Guangxi, Hainan, Guizhou, Sichuan, and Yunnan. They are one of the dominant distribution areas of forest resources in China. It is necessary to monitor the subtropical forest change because the forests have been influenced by the improved silviculture, woody encroachment, climate change, and human activities. The forest biomass estimation based on traditional field measurements is a relatively accurate method, but it is impossible to implement for such large areas of subtropical forests. Therefore, remote sensing-based estimation of forest biomass change is a very important method. The NFCI data, which has been checked and revised many times by the state and provincial forest departments before it is released, is the only available data with highest quality in the provincial scale at present. However, the residual atmospheric effects and calibration errors in satellite data cannot be completely eliminated. Therefore, until the more effective satellite data are available, we can only hope to improve the accuracy of forest biomass estimation by using new modeling methods. Despite certain inaccuracies, the performance of the biomass estimation method used in this study exceeds our expectations, and the selected modeling method of XGBoost seems to be more effective. The results show that the NFCI data in combination with Landsat 8 can be successfully applied to biomass estimation. Although the XGBoost models had the relatively high RMSE and RMSE% values, the total accuracies of models were significantly increased with the variable selection, and it is still manifested that the methods in this paper were very important and useful for the provincial-scale accurate estimation of forest biomass, and these methods can also be used to other similar areas. In addition, we must admit that there are still many sections that could be improved in our research, such as methods of variable selection, variable data cleaning, and parameter optimization for machine learning. We will do further research in these aspects in the future.

7. Conclusions

In this study, we selected the subtropical region of Hunan Province, China, as a case study area to analyze the AGB estimation based on forest type using different modeling algorithms, namely, LR, RF, and XGBoost. The results indicated the following: (1) Variable selection is a very important part of machine learning algorithms. In this study, variable selection had a significant effect on the
performance of XGBoost compared with that of RF. (2) Machine learning algorithms have advantages in AGB estimation. In this paper, the XGBoost and RF models significantly improved the estimation accuracy compared with the LR models, and the XGBoost algorithm reduced overestimation and underestimation to a certain extent, although the problem was not fully eliminated. (3) The method of AGB estimation based on forest type is a very useful approach to improve the accuracy of AGB estimation, and the models had a better performance at the lower and higher values compared with the models using all plots with non-classification of forest types. In this paper, we provided a new approach when establishing similar models. The result and conclusion may be different for other areas, but we hope to pay attention to variable selection when using machine learning algorithms in the future and will try to use various remote sensing data and algorithms to improve the accuracy of biomass estimation.
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Appendix A

Table A1. The wood density of the tree species or groups.

| Tree Species/Groups | Wood Density (p) | Tree Species/Groups | Wood Density (p) |
|---------------------|------------------|---------------------|------------------|
| Abies               | 0.3464           | Pinus massoniana    | 0.4476           |
| Betula              | 0.4848           | Pinus tabuliformis  | 0.4243           |
| Cinnamomum          | 0.4600           | Pinus taiwanensis   | 0.4510           |
| Cryptomeria         | 0.3493           | Pinus yunnanensis   | 0.3499           |
| Cunninghamia lanceolata| 0.3098       | Populus             | 0.4177           |
| Cupressus           | 0.5970           | Quercus             | 0.5762           |
| Eucalyptus          | 0.5820           | Robinia pseudoacacia| 0.6740           |
| Fraxinus mandshurica| 0.4640           | Salix               | 0.4410           |
| Larix               | 0.4059           | Schima superba      | 0.5563           |
| Liquidambar formosana| 0.5035         | Tilia               | 0.3200           |
| Paulownia           | 0.2370           | Ulmus               | 0.4580           |
| Picea               | 0.3730           | Other conifers      | 0.3940           |
| Pinus armandii      | 0.3930           | Other pines         | 0.4500           |
| Pinus densata       | 0.4720           | Other hardwood broadleaves | 0.6250 |
| Pinus elliottii     | 0.4118           | Other softwood broadleaves | 0.4430 |

Note: The total relative error of the tree species or groups was 2.10%, not exceeding the common allowance of 3%, and the average of the absolute relative error was 6.37%, less than the error allowance of 10% [45].
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