Development of a research platform for BEPC II accelerator fault diagnosis
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Abstract
Background BEPC II is an electron–positron collider with a beam energy of 1.89 GeV and luminosity of $1 \times 10^{33}$ cm$^{-2}$ s$^{-1}$. Being a complex accelerator, fault diagnostics both in an accurate manner and in time are often challenging during its operation.

Purpose The fault diagnosis research platform is capable of locating and resolving faults on time, thus can largely improve the operation of BEPCII by reducing downtime due to machine fault and consequently satisfying the demand for fault diagnosis of a complex system.

Methods Making full use of the existing large-scale hardware foundation, abundant data resources and previous experiences, a fault diagnosis research platform was built by applying data mining, machine learning and other related algorithms to carry out specific fault analysis on the entire system.

Conclusion The fault diagnosis research platform has been developed with implemented functions of data query, statistics and analysis. Partial fault diagnoses of the three subsystems have been realized. The 4W1 power supply fault has been successfully discovered, and effective solutions have been subsequently provided.
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Introduction
The Beijing Electron Positron Collider II (BEPC II) is a large scientific project in China, consisting of a 202 m long linac, a transportation line, two 237.5 m long storage rings, the Beijing Spectrometer (BES), the Beijing Synchrotron Radiation Facility (BSRF) and a computer center [1]. Being a complex system, BEPCII consists of considerable amount of data, such as real-time data and historical data, as well as various kinds of software and hardware parameters. However, it lacks dedicated tools for fault data analysis and research.

Since 1980s, fault diagnosis researches on large particle accelerators have been paid much more attention from scholars and experts worldwide. In 2014, the British Spallation Neutron Source built the First-Line Diagnosis tool, FLDt. With 220 fault paths, it uses a hierarchical fault flowchart to evaluate and feedback through wireless or wired connections and finally present to the user in a web page [2]. The application of FLDt maintains the sustainability of the equipment and facilitates periodic trend analysis, which is easy to understand the physical characteristics of the machine, improves the machine diagnosis rate, reduces fault-finding time and so on. In 2016, Shanghai Institute of Applied Physics used Matlab to read the individual signals of some devices on the beamline, to realize research on the alarm of beamline equipment, but it only used Matlab neural network to conduct the alarm analysis of the data, which is a preliminary attempt of fault diagnosis [3]. Its structure model object is relatively simple, and only suitable for individual running state, but not for the whole system structure with a large amount of data.

The fault diagnosis of massive operation data is mainly divided into three aspects: knowledge driven, data driven and value driven. Based on the investigation of a large number of relevant data, the design and implementation of the research platform for BEPC II accelerator fault diagnosis were completed by using the value-driven fault diagnosis method.
According to BEPC II operation data, the platform completes data acquisition, establishes historical database, develops web application procedure, builds Hadoop cloud platform, adds Kettle, HDFS, Elastic Search and other technologies. It does self-test analysis, classified recording and alarm display of the historical data to form statistical charts of the data operation state. With the adoption of modular design, it has classification on BEPC II statistical data of subsystem and extraction for modeling, and then, according to the different states, it makes related sample data set. It can realize the fault diagnosis and analysis of 4W1 power supply with the adoption of DBSCAN (density-based spatial clustering of applications with noise) algorithm [4].

System framework design

BEPC II fault diagnosis research platform mainly uses Java; the system framework includes four parts: BEPC II historical database, data acquisition and query system, data statistics system and data analysis system.

BEPC II historical database can organize, store and manage all data, and users can add, query, update, delete and other operations the data in the file. The system can realize the data extraction, storage and retrieval functions, and implement data cleaning and migration, and complete data preprocessing. Through the modular design of this system, it establishes standard interface, separates the logical field, selects the method for analysis and realizes targeted fault diagnosis analysis.

System development

BEPC II fault diagnosis research platform uses the SSM (Spring MVC + Spring + MyBatis) integration framework as the model for development [5]. As shown in Fig. 1, the frame structure model consists of three main frames: Spring MVC, Spring and MyBatis with Spring frame as the core to integrate other frames. The development environment is Windows system, Java version is JDK 8, the server is Apache Tomcat, the foreground interface is jquery-easyui-1.2.6, and the theme is ui-sunny.

Spring is a lightweight container framework of IoC (inversion of control) and AOP (aspect-oriented programming), which can integrate all major frameworks and reduce software dependence. Spring MVC separates the controller, model object and distributor, which makes them easier to customize. MyBatis is a semiautomated ORM (object relational mapping) framework, which is less difficult to develop than Hibernate, and can be written manually as SQL (Structured Query Language). Therefore, users can freely control the size of fields queried and returned by association and can easily modify them in XML (Extensible Markup Language) files. JQuery EasyUI is a set of jQuery based foreground plug-in assemblies, providing a complete set of components for creating cross-browser web pages which include powerful data grid, tree grid, panel, combo, etc. The page supports all kinds of themes, is lighter and supports two rendering methods—JavaScript method and HTML marking method. And it supports HTML5.

The software functions are mainly divided into presentation layer, business logic layer, data persistence layer and domain module layer. The presentation layer is based on the Spring MVC frame, controlled by Spring MVC development page as view container, and JQuery EasyUI development view page to control business jump. MyBatis is used as the data persistence layer to persist the database data and provide data support; as the core management, Spring manages Spring MVC and MyBatis, providing JQuery EasyUI page injection and data injection. The Spring framework uses Spring IoC to inject instances into interfaces to realize loose coupling.

The whole framework model realizes mapping of data tables and configuration of database connection information through configuration XML files, configuration Java Bean and automatic annotation functions in the application-context.xml files realize dependency search and instance injection.
BEPC II historical database

This BEPC II historical database is based on MySQL database, adopts table space and table partition technology and extends BEPC II existing database table structure. Currently, the data archiving tool used by BEPC II local station is Channel Archiver which is a text file-based data archiving tool in EPICS system. Its main function is to
receive and store the physical variables data transmitted from IOC through Channel Access [6]. On the BEPC II local server, mysql_schema.txt is applied to generate Archive database, corresponding ALARM_MYSQL.sql and MYSQL_USER.sql are applied to generate Archive table structure, and ArchiveConfigTool is used to import the written configuration file into MySQL database. It can write the required amount of PV profile and import it into MySQL database.

Figure 2 shows BEPC II historical database table structure. Application Archiver exports and sorts out the operation data from the local station from October 2014 to now (5 rounds in total) with a total size of 3.4T which includes 8 subsystems and 1269 variables.

**Data acquisition and query system**

The data acquisition and query system use Hadoop for big data analysis. The development environment is Linux SLC 6.7 system; the platform is Hadoop-3.0.3.

As shown in Fig. 3, BEPC II historical data acquisition and query system stores the structured data in different subsystems into the database system after the ETL (extract transform load) process is associated and assembled, stores the independent documents and so on into HDFS (Hadoop distributed file system), generates a keyword library after word segmentation processing and establishes an index on the basis. After the user sends out the request, the system judges the application type according to the user’s demand and calls the corresponding function. Among them, Kettle is used to realize system data extraction, conversion and loading functions, HDFS technology is used to realize distributed storage of archive data. Elastic Search distributed association retrieval technology is adopted to realize retrieval application, and the data mining and analysis functions are realized by Apache Spark [7].

**Data statistics system**

As shown in Fig. 4, data extraction is implemented by the open-source tool Kettle. Through the front desk interface, physical variables from different data sets can be managed
and data extraction is efficient and stable. The extraction process is implemented through transformation and job scripts, in which transformation completes the data conversion and job completes the control of the whole workflow.

Transformation can realize data migration between the diagnostic platform or databases, export physical variables from BEPC II local databases to files, import large-scale physical variables to historical databases, and clean and integrate physical variables into the diagnostic platform. According to the data filtering conditions, the physical variables data is filtered and converted and then loaded into the storage structure. Besides, job mode or operating system scheduling is used to execute a conversion file or job file, which is deployed on multiple servers in a cluster mode to realize distributed retrieval function, establishing a field mapping table to establish a corresponding relationship between physical variables and extracted data.

**Data analysis system**

As shown in Fig. 5, the functions of the data analysis system include statistical analysis and some machine learning.

After the requirement proposed by users, it can select the physical variables name and specific time to be analyzed, and according to their relationship, the system can establish logical combination. The system checks the physical variables group and quantity. After confirmation, the system selects the corresponding analysis method for users, sets the corresponding gold parameter and performs the validity check. After confirmation, the system can have a data query request and execute it, and execute the corresponding related analysis algorithm. After obtaining the analysis result, it can store the model and present diagram report.

**Fault diagnosis research platform**

As shown in Fig. 6, according to the specific requirements of the system, functions such as account login, modification, management, cancelation and so on, data query (single or multiple physical variables changes with time), data statistics (data set), data analysis (classification, clustering and other machine learning results) and so on are realized. After testing, IE11, Firefox, Google Chrome and 360 browsers can be used for normal access and have good compatibility.
Data preprocessing

All data are preprocessed first and divided according to variable group time. Since the exported file size cannot exceed the limit of 2G, each group of variables divides the data into different periods such as daily, every 5 days, every half month, every month, every half year, every year and so on according to its actual size and then stores the data. When storing, unifying the data format of continuous analog data is to unify the time and frequency of the data. The unified data recording time is once per second. If there are more than one data in one second in the original data, the average value in one second is taken as the recorded data in this second. If there is only one data recorded for more than one second, the data is recorded according to the next full second of data recording. Because of the limitation of local command characters, the cryogenic (CRYO) data is divided into three groups accord-
Fig. 11 SRWM:I and SRWT:I clustering results

Fig. 12 SRWM:I and R1OBPM15 clustering results

Fig. 13 SRWM:I and R4OBPM16 clustering results

First, the physical variables data is read and processed by files, then it is made into sample data set, and its characteristic variables, category variables and so on are determined. The data sets currently processed include R3O:BI:DCCT:CUR, R4O:BI:DCCT:CUR, R1OBPM15, R4OBPM16 horizontal and vertical data, 4W1 main power data and so on.

Figure 7 shows the sample data set at X and Y position of the outer ring BPM15 on October 1, 2018. And Fig. 8 shows the sample data set at X and Y position of the outer ring BPM16 on October 1, 2018. Among them, data points in different colors indicate different density distributions in this data space.

4W1 power supply fault diagnosis

During the last two rounds of BEPC II, R1OBPM15 and R4OBPM16 horizontal readings fluctuate periodically and the fluctuation is about 80% of the normal period. As shown in Fig. 9, the R1OBPM15 horizontal reading is blue and the R4OBPM16 horizontal reading is red. Because of this phenomenon, the specific fault problem is analyzed and solved.

The representative BPM data set from October 2 to 8, 2018, is made, and the DBSCAN algorithm is applied to compare the clustering results with the optimal parameters. The clustering results will divide all the data into different colors, all the points with the same color represent a cluster formed after clustering, and different colors represent different clusters. Then, the color in the clustering result graph is the same meaning and will not be expressed again.

As shown in Fig. 10, with the selection of the optimal parameters $\epsilon_{\text{opt}} = 0.004$ and $\text{min}\_\text{sample} = 3$, the left graph...
Fig. 14 R1OBPM15 and R4OBPM16 readings in horizontal direction

gets 16 clusters and the running time is 15.48 s; the right graph gets 27 clusters and the running time is 16.44 s.

At the same time, the clustering conditions of other relevant variables in the same period are extracted [8]. As shown in Fig. 11, with the selection of the optimal parameters \( \text{eps} = 0.05 \) and \( \text{min}_\text{sample} = 4 \), the graph gets 61 clusters, and the running time is 120.60 s. It is found that the main power supply (SRWM:1) and auxiliary power supply (SRWT:1) of 4W1 wiggler magnet have the same type of separated clusters in the same period.

According to this finding, the data set of main power supply (SRWM:1) and R1OBPM15 was made and cluster analysis was carried out to obtain Fig. 12. As shown in Fig. 12, with the selection of the optimal parameters \( \text{eps} = 0.1 \) and \( \text{min}_\text{sample} = 3 \), the graph gets 20 clusters, and the running time is 12.29 s. The data set of main power supply (SRWM:1) and R4OBPM16 was made, and cluster analysis was carried out to obtain Fig. 13. As shown in Fig. 13, with the selection of the optimal parameters \( \text{eps} = 0.1 \) and \( \text{min}_\text{sample} = 3 \), the graph gets 27 clusters, and the running time is 16.25 s.

It is found that the large amplitude fluctuation of R1OBPM15 and R4OBPM16 is caused by the large amplitude fluctuation (2%) of 24 h in the main power supply of the wiggler magnet. After the power supply was repaired on October 9, as shown in Fig. 14, the large-scale periodic fluctuation of the orbit in horizontal direction disappeared and the problem was solved. The R1OBPM15 horizontal reading is blue and the R4OBPM16 horizontal reading is red.

Conclusions

A fault diagnosis research platform has been developed for BEPCII. Data mining, machine learning and other related algorithms have been implemented to carry out fault analysis, evaluation of machine performance and research on machine reliability. These provided a reference direction for fault diagnosis and resolution of the problems. Partial fault diagnoses of the three subsystems have been realized. The 4W1 power supply fault has been successfully discovered, later analyzed and eventually solved.
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