Phase transitions as a manifestation of spontaneous unitarity violation
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Abstract

Spontaneous symmetry breaking is well understood under equilibrium conditions as a consequence of the singularity of the thermodynamic limit. How a single global orientation of the order parameter dynamically emerges from an initially symmetric state during a phase transition, however, is not captured by this paradigm. Here, we present a series of symmetry arguments suggesting that singling out a global choice for the ordered state is in fact forbidden under unitary time evolution, even in the presence of an environment and infinitesimal symmetry breaking perturbations. We thus argue that the observation of phase transitions in our everyday world presents a manifestation of the unitarity of quantum dynamics itself being spontaneously broken. We argue that this agrees with the observation that Schrödinger’s time dependent equation is rendered unstable for macroscopic objects owing to the same singular thermodynamic limit that affects equilibrium configurations.
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1. Dedication

This article is dedicated to Sir Michael Berry, in celebration of his 80th birthday. It is also very much inspired by Sir Michael. The main physical concept used is the singularity of the thermodynamic limit, which I first learned to appreciate during my MSc research in Leiden, when I read Sir Michael’s excellent introduction to singular limits in Physics Today [1]. The elegantly
presented ideas in that feature, and especially its parable of the apple and the maggot, inspired much of my own research since then. The description below, of the unavoidable consequences of spontaneous unitarity violations in the thermodynamic limit, is a direct application of the idea that quantum dynamics itself may be subject to a singular limit [2]. It results in a particular instance of the quantum to classical crossover—a topic of research that has been much influenced by Sir Michael [3–6]. The aspect of this crossover highlighted below first became clear to me after giving a colloquium at the University of Bristol about a related subject [7]. During my talk, Sir Michael asked a series of questions comparing the quantum dynamics I was describing to its classical counterpart. We did not fully agree on the differences between the two, and during dinner afterwards I continued discussing with Sir Michael. In true fashion, the matter was eloquently resolved when we agreed that in quantum mechanics, an ensemble of measurements is not necessarily the same as measuring an ensemble. The article below follows through on this argument, and presents one of its implications in the context of phase transitions and the singular thermodynamic limit.

2. Introduction

The Landau paradigm describing phase transitions in terms of the spontaneous breakdown of symmetry is one of the cornerstones of modern condensed matter physics [8, 9]. The ordered, symmetry-broken state emerges from a disordered, symmetric state upon going through a phase transition, either as a function of temperature or by tuning an external control parameter. The establishment of an order parameter and the ability of the system to end up in a state with lower symmetry than its Hamiltonian are well-understood in equilibrium [10], where we compare instantaneous ground states or preferred configurations without wondering how the system manages to arrive in these states. The symmetry-broken configuration is then a linear combination of symmetric states, whose collapsing tower of energy levels provide an instability or divergent susceptibility in the singular limit of infinite system size [10–15].

The dynamics of phase transitions, describing the time evolution from one phase of matter into another, has likewise been studied extensively in both classical and quantum settings [16, 17]. This led, for example, to the modern understanding of criticality, nucleation, phase separation, defect formation, and much more. Nevertheless, we argue below that although the evolution of internal degrees of freedom during phase transitions is well-studied, the dynamics of establishing a symmetry breaking orientation for the global order parameter in quantum systems is not captured by these theories. In fact, we suggest that it cannot be described with any unitary time evolution governed by Schrödinger’s equation. The presence of phase transitions in our everyday world is therefore a testament to the potential of the singular thermodynamic limit to generate time evolution with a lower symmetry than that dictated by the Hamiltonian [2]. In other words, it gives rise to an instability or divergent susceptibility in Schrödinger dynamics, which results in the simultaneous spontaneous breakdown of both the symmetry of the disordered phase and the unitarity of time evolution.

Below, we first briefly review the workings of spontaneous symmetry breaking in equilibrium and emphasize the role played by the singular limits of infinite system size and vanishing perturbations. We then give a series of symmetry arguments for why the time dependent dynamics of the order parameter during a phase transition cannot be described with unitary time evolution, even in the presence of a decohering environment. Finally, we give a brief recount of a recent proposal for the emergence of spontaneous unitarity violations in the thermodynamic limit, and argue that it provides a necessary ingredient for any full description of the dynamics of phase transitions.
Figure 1. Balancing a pencil on its tip yields an instability in which the rotational symmetry can be spontaneously broken. The projection $\vec{r}$ of the center of mass on the horizontal plane acts as an order parameter. It obtains a nonzero value if the base radius $b$ is decreased to zero in the presence of any infinitesimal perturbation $\phi_0$, but is strictly zero even with only infinitesimal base area for a perfectly balanced pencil. That these limits do not commute, signals the infinitesimal susceptibility of the balanced pencil towards symmetry breaking perturbations.

3. Spontaneous symmetry breaking

Recall that in classical physics, a Hamiltonian with a given symmetry may have multiple symmetry-breaking ground states that are related by the symmetry operation [10]. In that case, a symmetric configuration may exist as a metastable state. A classic example is that of a sharp, perfectly cylindrical pencil balancing on its tip (see figure 1). The balanced state is invariant under rotations around the normal to the table, while all states of the pencil after falling flat on the table are possible ground states and these are all related by rotations around the normal.

For the symmetric metastable state to be reduced to one of the possible ground states, it needs to break the rotational symmetry and pick a direction to fall towards. We can describe the breakdown of symmetry by considering the vector connecting the tip of the pencil to its centre of mass. Taking the projection $\vec{r}$ of that vector onto the table and writing it in polar coordinates, the angular coordinate $r_\theta$ indicates the direction into which the pencil falls and the symmetry is broken, while the magnitude $r = |\vec{r}|$ varies between zero and a maximum value $r_{\text{max}}$ and indicates the extent to which the symmetry is broken.

The balanced state is metastable if the pencil is not infinitely sharp, as indicated by the non-zero base radius $b$ in figure 1. As we consider ever sharper pencils, the balanced state becomes ever more susceptible to symmetry breaking perturbations, until finally an infinitely sharp pencil breaks the symmetry in response to even an infinitesimally small perturbation. Indicating the perturbation $\phi_0$ as a deviation of the initial state away from being perfectly balanced (as shown in figure 1), the diverging susceptibility of the sharp pencil is signalled mathematically by the non-commuting nature of the two involved limits:
\[
\lim_{b \rightarrow 0} \lim_{\phi_0 \rightarrow 0} r / r_{\text{max}} = 0 \\
\lim_{\phi_0 \rightarrow 0} \lim_{b \rightarrow 0} r / r_{\text{max}} = 1.
\]

The fact that these limits do not commute indicates that the pencil being infinitely sharp is a singular limit [1].

The infinite sensitivity to perturbations of infinitely sharp pencils makes it impossible in practice to avoid a symmetry-breaking response, and we thus say the symmetry is broken spontaneously. Notice however that actual pencils are never perfectly sharp, nor perfectly balanced, and neither of the two limits in equation (1) is ever realised in practice [10]. What these limits indicate is that it is always possible to make a pencil sufficiently sharp for it to be impossible to balance the pencil with any practical, imperfect means.

This standard picture of symmetry breaking in classical physics explains why an equilibrium symmetry-broken state is unavoidable in any practical situation. For quantum mechanical objects, the standard picture is slightly more evolved.

3.1. Symmetry breaking in quantum mechanics

Just as in classical physics, a quantum mechanical Hamiltonian being symmetric implies that it has a ground state manifold with states related by the symmetry operation. Unlike classical physics however, the possibility for quantum systems to gain kinetic energy from tunnelling between states generically causes the ground state of quantum systems to be unique and non-degenerate [10]. In that case, the ground state of a quantum system is forced to carry the same symmetries as its Hamiltonian. If the balanced pencil were a quantum system, for example, its Hamiltonian might allow it to tunnel between states lying on the table at different angles. For any finite system size, there would then be a non-degenerate, symmetric ground state composed of an equal-weight superposition of all symmetry-broken states:

\[
|gs\rangle = \int |r_\phi = \pi/2, r_\theta\rangle dr_\theta.
\]

In this particular case, the symmetric superposition corresponds to a state of zero angular momentum.

In fact, superpositions of classical, symmetry-breaking states occur as exact ground states in quantum descriptions of almost all macroscopic objects in our everyday world, including crystals, antiferromagnets, Bose–Einstein condensates, and superconductors [10–13, 18–21]. All these systems in practice choose a particular way of breaking their symmetry—picking an angle for the quantum pencil to fall along, a position for the crystal to localise in, a direction for the antiferromagnet’s sublattice magnetisation, and a value for the global phase of Bose–Einstein condensates and superconductors. In doing so, however, these quantum systems go beyond their classical analogues and realise a stable symmetry-broken state that is not an eigenstate of their governing Hamiltonian.

This quantum version of spontaneous symmetry breaking is made possible by the presence of low-energy collective excitations in the spectrum of the symmetric Hamiltonian [18]. In the example of the quantum mechanical pencil, these states are labelled by the eigenvalues \( \ell \) of the operator \( L^2 \) for the total (global) angular momentum, which commutes with the Hamiltonian. The excitation energies of these states are proportional to \( 1/N \) with \( N \) the number of particles making up the pencil. In the thermodynamic limit \( N \rightarrow \infty \), this tower of

\[1\] The only exceptions are ferromagnets and ferrimagnets, which have a degenerate ground state manifold and which behave like classical systems as far as symmetry breaking is concerned.
states collapses onto the ground state \([11]\). Precisely in that limit, it then becomes possible to compose a ground state from a superposition of angular momentum eigenstates in such a way that it breaks the rotational symmetry and points along a particular angular direction: 

\[
|r_\theta⟩ = \sum_m ψ(ρ, m)|l_z = m⟩.
\]

For finite-sized systems, the superposition of angular momentum states corresponds to a state with minimal angular uncertainty, and is an eigenstate of the system only upon adding an external symmetry breaking field. As the number of particles increases, an ever lower strength \(B\) of the symmetry breaking field is required to stabilise the minimum-uncertainty state, until in the thermodynamic limit, a true symmetry breaking state can be realised in the presence of even an infinitesimally weak field. The singularity of this limit is once again signalled by the appearance of non-commuting limits:

\[
\lim_{N→∞} \lim_{B→0} |⟨gs|e^{i\hat{θ}}|gs⟩| = 0
\]

\[
\lim_{B→0} \lim_{N→∞} |⟨gs|e^{i\hat{θ}}|gs⟩| = 1.
\]

(2)

Here, \(|gs⟩\) is the ground state of the Hamiltonian in the presence of a symmetry breaking field of strength \(B\), and \(\hat{θ}\) is the angular operator canonically conjugate to \(\hat{L}_z\). The operator \(e^{i\hat{θ}}\) acts as an order parameter, since it has zero expectation value in the \(l_z = 0\) symmetric state and obtains its maximum modulus in the symmetry broken configuration.

The tower of low-energy symmetric collective states spanning a manifold of symmetry broken configurations in the thermodynamic limit, the scaling of their energies with system size, and the resulting infinite susceptibility to symmetry breaking perturbations described by equation (2) are all general features of spontaneous symmetry breaking in quantum mechanics. They have been shown to stabilise the symmetry broken configuration of crystals, antiferromagnets, superconductors, and more \([18–20]\). It should be noted, however, that as in the case of classical symmetry breaking, neither of the two limits in equation (2) is ever realised in practice. What they indicate is that it is always possible to consider a quantum object that is sufficiently large for it to be impossible to avoid a symmetry broken ground state using any practical, imperfect means.

This concludes the standard, equilibrium understanding of spontaneous symmetry breaking in both classical and quantum settings. From this well-known equilibrium basis, we can now turn attention to how symmetry-breaking configurations can be realised dynamically, as a function of time. One of the most natural places to look is in phase transitions, whose hallmark feature is the (dynamical) emergence of a symmetry-broken state from a symmetric starting point.

4. Phase transitions

Heating a low-temperature symmetry broken system can often cause the order to melt and yield a high-temperature symmetric configuration. Conversely, starting from a high-temperature state that is invariant under symmetry transformations, a particular symmetry breaking configuration will be spontaneously chosen as the system is cooled across a phase transition. In terms of Landau’s free energy expansion, this corresponds to the transition from a high-temperature free energy with a global minimum at the point of vanishing order parameter, to the system choosing one of the symmetry-related minima with nonzero order parameter at low temperatures \([8, 9]\). Classically, which minimum is chosen in any particular experiment depends on fluctuations encountered in the exact cooling procedure. The infinite susceptibility of the
classical metastable symmetric state in equilibrium can in this case be directly translated into an unavoidable dynamical evolution into one of the symmetry broken configurations. The required symmetry breaking perturbation is infinitesimally small and cannot be avoided in any practical setup.

Quantum mechanically, however, extending the understanding of why symmetry-broken states can be stable in equilibrium to understanding how they arise dynamically, is a lot less straightforward. To begin with, just the description of how to cool a quantum system requires due consideration. Entropy is strictly conserved in any closed quantum system under unitary time evolution, and so is internal energy\(^2\) [22]. As long as the system remains closed, a (mixed) high temperature symmetric state can therefore not be cooled to lower temperatures, let alone to a symmetry-breaking configuration.

4.1. Open quantum systems

That enacting a phase transition (dynamically, as a function of time) requires a quantum system to be open, reflects the fact that either internal energy or information needs to be dissipated in order to reach a symmetry broken state. To allow for this, consider the object of interest interacting with a second quantum mechanical system, often called the environment or bath, so that energy and information can be exchanged between the two. If the bath is sufficiently large, the energy or information flowing into it may take such a long time to return that it may be considered lost for all practical purposes [23]. This mechanism allows a high-temperature symmetric quantum system to evolve into an entangled state with the bath, which looks mixed—and typically thermal at the bath temperature—after the bath states have been traced out [24, 25].

The final step in this description, that of tracing out the bath, hides the true structure of the final state [26]. The coupling between system and bath should respect the symmetry of the system up to at most vanishingly small perturbations, otherwise the symmetry is broken explicitly rather than spontaneously, and a symmetry-broken state is favoured already at high temperatures. Considering first the case of purely symmetric coupling, the unitary evolution of the combined system and bath will conserve the symmetry of the system, and the final state after an arbitrarily long time of interacting with the bath can be schematically written as:

\[ |\psi\rangle = \sum_{\theta} |\theta\rangle \otimes |B_{\theta}\rangle. \tag{3} \]

Here, the angular variable \(\theta\) labels different symmetry-broken states of the system, and the states \(|B_{\theta}\rangle\) indicate distinct configurations of the (infinitely large) bath affected by the system being in state \(|\theta\rangle\). Notice that the full state \(|\psi\rangle\) is an equal-weight, symmetric, superposition over all possible symmetry-broken states \(|\theta\rangle\). It also does not contain any other system states, since we assume the bath to be sufficiently large to allow the draining of all available free energy, reducing the system to its lowest-energy states only.

The final state in equation (3) is an entangled state containing macroscopically distinct system and bath configurations. Tracing out the bath degree of freedom, the reduced density matrix for only the system becomes diagonal. On its own, it could then be interpreted as a mixed state with equal probability for finding any one of the symmetry broken system configurations. One can ignore the bath and use this reduced density matrix to calculate expectation values for

\(^2\) The internal energy can be changed only by externally applied classical fields, which would violate the assumption of the system being closed once quantised.
system observables, but these can only be obtained in any actual experiment by measuring an ensemble of states with different bath configurations [26]. In each individual experiment, cooling a symmetric system across a phase transition necessarily results in a pure final state of the form of equation (3) rather than singling out one of its components.

The difference between the mixed reduced density matrix and the pure full state, including entanglement with the bath, can be made tangible using an analogy in the context of the famous Schrödinger cat setup [27]. If one places a lion (the environment) into the box alongside the cat (the system), then breaking the vial of poisonous gas would simultaneously kill both the cat and the lion, and Schrödinger’s classic setup will yield an entangled state of the type $|\text{live, live}\rangle + |\text{dead, dead}\rangle$. Tracing out the lion will show the cat to have a mixed reduced density matrix, but this is unlikely to alleviate anyone’s unease about the cat and lion simultaneously being both dead and alive in the full quantum state. Similarly, entangling a symmetric superposition of system states with an environment does not solve the question of how only one of the symmetry breaking states arises dynamically in any individual experiment.

4.2. Symmetry breaking perturbations

Having found that a purely symmetric coupling between system and bath does not allow for unitary dynamics from a symmetric into a symmetry broken state, the question remains whether an ordered configuration may be selected by an infinitesimal symmetry breaking field. The symmetric initial state of the system can be seen as a (mixture of) equal weight superposition(s) of states with distinct orientations for the order parameter [10]. The coupling between system and bath can change the relative weights of these states in two ways. Starting from an initial (mixture of) product state(s) of the form $|\psi\rangle = \left(\sum \psi(\theta)|\theta\rangle\right) \otimes |B_{\text{init}}\rangle$ the bath can cause either the values of the weights $\psi(\theta)$ to change over time, or it can cause the superposed states $|\theta\rangle$ themselves to evolve.

Considering first the case of the symmetry broken system states being eigenstates of the system-bath interaction so that only the weights $\psi(\theta)$ evolve, the reduced density matrix for the system will eventually resemble a thermal state at the bath temperature [25, 28]. For the time evolution of weights in the combined system-bath wave function to be consistent with this, the ratio of weights corresponding to differently ordered states must evolve towards the ratio of their corresponding Boltzmann weights at the bath temperature. If only the weights evolve in time, and not the states themselves, there can thus be a significant preference for a particular order parameter orientation only if the system-bath coupling causes the energies of macroscopically distinct states to differ appreciably on the scale of the critical temperature $k_B T_c$. Such large energy differences, however, would be inconsistent with the assumption that the symmetry is broken spontaneously, by an unmeasurably small perturbation.

The alternative mechanism, of the states in the initial superposition evolving in time towards a collective symmetry broken configuration, can be ruled out by a similar argument. Each of the components $|\theta\rangle$ in the initial configuration is an ordered state by itself. Rotating the order parameter of such a component towards a different orientation requires the bath to act as a canonically conjugate field to the order parameter. As a consequence of the emergent rigidity or inertia of symmetry breaking states in the thermodynamic limit, however, the time scale over which the orientation of the order parameter can evolve diverges as the strength of the conjugate field vanishes [10]. Once again, insisting that the bath does not explicitly break the symmetry thus implies that the weights for distinct wave function components cannot become appreciably different, ruling out the possibility of order developing spontaneously in response to an infinitesimal preference of the bath.
A final possibility is for the bath to cause local changes in the initial system states $|\theta\rangle$, rather than a global evolution of the collective order parameter. In classical phase transitions, thermal fluctuations may be expected to cause the appearance of small locally ordered regions within a sample, which can subsequently grow, coalesce, and eventually cause the entire system to become ordered [16]. Quantum mechanically, all time evolution is unitary and what we interpret as thermal fluctuations in the system originates from unitarily evolving system-bath interactions. That is, for a state to be described in terms of thermal fluctuations in the system, the full state of system and bath combined must be an entangled superposition of the schematic form:

$$|\psi\rangle = \sum_{\theta_1, \theta_2, \ldots, \theta_N} |\theta_1, \ldots, \theta_N\rangle \otimes |B_{\theta_1, \ldots, \theta_N}\rangle.$$  \hfill (4)

Here, $|\theta_1, \ldots, \theta_N\rangle$ indicates a system state broken up into $N$ locally ordered regions with possibly distinct values for their local order parameters, and $|B_{\theta_1, \ldots, \theta_N}\rangle$ is the corresponding bath state. Once again, the reduced density matrix for only the system may effectively look like it contains local thermal fluctuations after tracing out the bath, but the actual state of the combined system and bath in any particular experiment is necessarily a superposition over all possible system fluctuations [26]. In other words, for every system state with a local region being ordered in a particular way, there is also a component of the system-bath wave function of equation (3) that has the same region ordered in the opposite way. Neither of these components can be favoured by the time evolution, and the full state of equation (3) retains its overall symmetry for all time.

We thus find that all possible ways of dynamically traversing a thermal phase transition without explicitly breaking a symmetry necessarily result in an entangled system-bath state that preserves the global symmetry of the initial system state. Only upon taking an ensemble average by tracing out the environment does the effective description of the system become the expected mixture of symmetry broken configurations. For any individual evolution, the full entangled state of system and environment must be taken into account, which always remains symmetric under unitary time evolution.

### 4.3. Quantum phase transitions

Although the dynamics of a thermal phase transition from a symmetric to a symmetry broken state cannot be described by unitary time evolution, one might wonder if it is possible to unitarily enact a quantum phase transition. We thus consider two symmetric Hamiltonians, one of which allows for equilibrium spontaneous symmetry breaking in its ground state, and one that does not [17]. These two Hamiltonian are connected by a control parameter $p$ in such a way that each Hamiltonian is realised for a particular parameter value (say $p = 0$ and $p = 1$).

If the symmetry shared by the two Hamiltonians at $p = 0$ to $p = 1$ is respected also for any intermediate value of the dynamically changing control parameter $p$, the order parameter associated with the symmetry is a conserved quantity throughout the evolution, and the symmetry is never broken [22]. Moreover, even in the presence of a non-zero symmetry breaking field, starting from a configuration with a nonzero but vanishingly small order parameter means that the initial state is a superposition of the form $|\psi\rangle = \sum_{\theta} |\psi(\theta)|\theta\rangle$ of many symmetry-related states with vanishingly small differences in weight. These differences cannot be amplified
by any finite amount using an infinitesimal symmetry-breaking field, owing to the rigidity or inertia that symmetry broken states attain in the thermodynamic limit \( [10] \).

We thus find that upon tuning the Hamiltonian of a closed quantum system across a phase transition (from \( p = 0 \) to \( p = 1 \)), the state of the system has no way of unitarily evolving into a symmetry-broken configuration. That is, the observation of a single symmetry-broken state being dynamically realised in practice during a single, individual phase transition, is at odds with the unitarity of quantum mechanical time evolution, both for thermal and quantum phase transitions.

5. Spontaneous unitarity violation

In all scenarios discussed so far, it is the unitarity of quantum mechanical time evolution which prevents the dynamical emergence of a symmetry broken state, even in the presence of an infinitesimal symmetry breaking perturbation and an external bath. It has been pointed out however that the unitary symmetry of the time-dependent Schrödinger equation may itself be spontaneously broken \( [2, 29, 30] \). Since unitarity is a property of time evolution, its breakdown emerges in the dynamics of quantum states rather than their equilibrium configurations, but the ingredients for unitarity breaking are the same as those for equilibrium symmetry breaking: a singular thermodynamic limit and an infinitesimal symmetry-breaking field.

Time evolution in quantum mechanics is unitary because it is generated by the Hamiltonian, which, like every quantum mechanical observable, is a Hermitian operator. In order to have non-unitary time evolution, its generator needs to be non-Hermitian:

\[
\hat{H} - i\epsilon \hat{B} \]

Here, \( \epsilon \hat{B} \) is a Hermitian operator of strength \( \epsilon \), so that \( i\epsilon \hat{B} \) is anti-Hermitian and the time evolution is rendered non-unitary. If the perturbation \( i\epsilon \hat{B} \) couples to an extensive property of the system described by \( \hat{H} \), it will cause evolution on a time scale proportional to \( 1/(\epsilon N) \), and may thus have an instantaneous effect in the thermodynamic limit even for infinitesimal strength \( \epsilon \) of the unitarity-breaking field \( [2, 29] \).

Notice that taken as a whole, \( \hat{H} - i\epsilon \hat{B} \) is reminiscent of non-Hermitian Hamiltonians used to describe the effective dynamics of open quantum systems or the time evolution of driven and dissipative classical systems \( [31–34] \). Here, we do not interpret the non-Hermitian operator to describe the effective (environment-averaged) dynamics of the system, but rather we consider \( \hat{B} \) to be an actual non-Hermitian perturbation to Schrödinger’s equation which is present even for a single, isolated, closed system \( [29, 30] \). Moreover, Hallmark effects of non-Hermitian Hamiltonians, such as the non-Hermitian skin effect \( [35–37] \) are negligible in the present analysis because the localization length of the skin modes scales inversely with \( \epsilon \), which we take to be infinitesimal.

Furthermore, notice that \( \hat{B} \) may render the combination \( \hat{H} - i\epsilon \hat{B} \) PT-symmetric \( [38–40] \). The fact that such a PT-symmetry can ensure the spectrum to be real, however, is irrelevant to the present discussion, because infinitesimal values of \( \epsilon \) allow only infinitesimal deviations

\( ^3 \) This same inertia prevents already-localised or symmetry broken macroscopic objects in our everyday world from spontaneously tunnelling to a different location or symmetry broken state.
Figure 2. The time evolution of quantum states in the presence of a unitarity breaking perturbation. If the non-unitary perturbation has strength $\epsilon$ and couples to the order parameter for a quantum system of size $N$, its effect on an initial state superposed over multiple directions for the order parameter (top left) will be to reduce it to a single symmetry broken state (top right) within a time scaling as $1/(N\epsilon)$. Acting on an initial state that is already ordered on the other hand (bottom left), yields a state with a different order parameter orientation only after a time scaling as $1/\epsilon$. In the thermodynamic limit of infinite system size, the former process becomes instantaneous even for infinitesimal values of $\epsilon$, while the latter process is arbitrarily slow. That the limits $N \to \infty$ and $\epsilon \to 0$ do not commute signals the infinite susceptibility of macroscopic quantum objects towards unitarity breaking perturbations.

from real eigenvalues. We also do not introduce an alternative, pseudo-Hermitian inner product that could restore unitary time evolution [41, 42], because we are interested in the spontaneous breakdown of unitarity.

For a system $\hat{H}$ that can undergo spontaneous symmetry breaking in equilibrium, we may consider $\hat{B}$ to equal the equilibrium symmetry breaking field. In that case, the non-unitary perturbation generates transitions between states whose difference in energy (defined as $\langle \hat{H} \rangle$) is of order $1/N$, and the non-unitary dynamics is energy-conserving for all practical purposes. The lack of a conserved norm for the wave function likewise does not pose a problem, since one can define the expectation value of an observable $\hat{O}$ as $\langle \psi(t) | \hat{O} | \psi(t) \rangle / \langle \psi(t) | \psi(t) \rangle$ without affecting any of the predictions of standard quantum mechanics [30]. The dual effect of the unitarity and symmetry breaking field $\hat{B}$ in this case, is to single out a particular symmetry broken configuration and to stabilise it by dynamically suppressing the weight of all other states in the initial state superposition.

Precisely for the case of systems with a spontaneously broken symmetry in equilibrium, the time evolution imposed by $\hat{B}$ is singular. As shown in figure 2, it reduces a general initial state to just a single symmetry broken configuration in a time proportional to $1/(\epsilon N)$, which becomes instantaneous in the thermodynamic limit even for infinitesimal field strength. That is, the limits $N \to \infty$ and $\epsilon \to 0$ fail to commute (as they did in equation (1)). At the same time, starting from a single symmetry broken state, $\hat{B}$ has an effect only on a time scale proportional to $1/\epsilon$, which is arbitrarily long regardless of system size. Together, these two properties show that the time evolution of systems that can break a symmetry in equilibrium is unstable [2, 29, 30].
They have an infinite sensitivity for unitarity breaking perturbations that instantaneously reduce the state to a symmetry broken configuration, which is then stable under further non-unitary perturbations.

The infinitesimal non-unitary perturbation thus accomplishes what interactions with an environment and infinitesimal Hermitian perturbations to the Hamiltonian could not: they allow a symmetric initial state to \textit{dynamically} break its symmetry and develop a non-zero order parameter as time evolves.

6. Discussion

Just as in equilibrium symmetry breaking, the singular thermodynamic limit $N \to \infty$ does not exist in any real systems, and we can therefore expect to observe spontaneous non-unitary dynamics only if $\epsilon$ is actually nonzero. Notice that only an exceedingly small value of $\epsilon$ is required to stabilise an ordered state in macroscopic objects consisting of $\sim 10^{23}$ particles, but it must nevertheless not be identically zero. Since all observables in quantum mechanics are Hermitian, and time evolution is defined to be generated by the observable $\hat{H}$, non-unitary perturbation are forbidden in standard quantum mechanics by axiom. Equation (5) should thus be seen as a perturbative modification of Schrödinger’s equation, going beyond quantum theory [29]. The underlying idea is that like every other theory in physics, quantum mechanics may be expected to have a limited domain of applicability, and the non-unitary term $i\epsilon \hat{B}$ represents the first order effect of physical laws applicable to realms where quantum theory does not apply. As an example, one possible candidate for a realm beyond the quantum is given by general relativity, whose famous incompatibility with quantum mechanics has been argued before to stem from its non-unitary nature [43].

Regardless of its precise origin, the instability of Schrödinger dynamics indicates that as long some component of the non-unitary corrections to quantum mechanics couple to an order parameter with vanishingly small but nonzero strength, the instantaneous emergence of symmetry broken states in macroscopic objects is unavoidable.

During the \textit{dynamics} of an individual phase transition, an ordered, symmetry broken state arises from a disordered, symmetric state as a function of time. We argued that such a dynamical breakdown of symmetry cannot be realised under unitary time evolution as long as the system, bath, and system-bath coupling do not explicitly (i.e. with non-vanishing strength) break the symmetry. Infinitesimal preferences for any particular ordered state cannot induce a spontaneous dynamical breakdown of symmetry, because even in the thermodynamic limit the unitarity of time evolution requires all states with distinct order parameter orientations to appear as components with at most infinitesimal differences in weight in the final state wave function. The experimental observation that individual phase transitions are realised in our everyday world, are traversed as a function of time, and do result in a single symmetry-broken state each time they are encountered, directly suggests the existence of non-unitary time evolution. The theoretical observation that Schrödinger dynamics is intrinsically unstable in the thermodynamic limit then provides a tantalising suggestion for how non-unitary dynamics results in the emergence of a single order parameter orientation upon dynamically traversing a phase transition.
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