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We study the dynamical quantum phase transitions (DQPTs) manifested in the subsequent unitary dynamics of an extended Ising model with additional three spin interactions following a sudden quench. Revisiting the equilibrium phase diagram of the model where different quantum phases are characterised by different winding numbers, we show that in some situations the winding number may not change across a gap closing point in the energy spectrum. Although, usually there exists a one-to-one correspondence between the change in winding number and the number of critical time scales associated with DQPTs, we show that the extended nature of interactions may lead to unusual situations. Importantly, we show that in the limit of the cluster Ising model, three critical modes associated with DQPTs become degenerate and thereby leading to a single critical time scale for a given sector of Fisher zeros.

I. INTRODUCTION

The study of non-equilibrium dynamics of closed quantum many body systems is an exciting field of recent research both from experimental [18] as well as theoretical viewpoints [9–24]. (For review see [25–30]). One of the exciting features manifested in the subsequent real-time dynamics of a closed quantum system following a quench, is the presence of non-analytic behaviour known as the so-called dynamical quantum phase transitions (DQPTs). The notion of DQPTs was introduced by Heyl et al., [31] in the context of a one-dimensional transverse Ising chain [32, 33]; it was observed that the dynamical counterpart of the “free-energy” exhibits non-analiticities (cusp singularities) at some instants of critical times’ during the subsequent real time evolution of the system following a sudden quench of the transverse field across its quantum critical value.

Let us introduce the basic notion of DQPTs occurring in a one-dimensional model following a sudden quench [31]; the system is first prepared in the ground state \( |\psi_0\rangle \) of the initial Hamiltonian \( H_i \). One of the parameters of the Hamiltonian is changed suddenly at \( t = 0 \), and the system is then allowed to evolve unitarily under the new Hamiltonian \( H_f \). The Loschmidt overlap amplitude (LOA), defined as \( \mathcal{L}(t) = \langle \psi_0 | e^{-iH_f t} | \psi_0 \rangle \), vanishes if the evolved state \( |\psi(t)\rangle = e^{-iH_f t} |\psi_0\rangle \), becomes orthogonal to \( |\psi_0\rangle \) at some instants of time, referred to as the critical times; at these instants the so-called dynamical free energy defined as [31]

\[
f(t) = -\frac{1}{L} \log \mathcal{L}(t),
\]

where \( L \) is the linear dimension of the system, exhibits cusp singularities signalling the occurrences of DQPTs. One can bridge a connection between the DQPTs and classical phase transitions as follows: An equilibrium classical phase transition occur in the thermodynamic limit, when the line of zeros of the generalised partition function of the classical system defined on a complex temperature plane (known as Fisher zeros (FZs)) crosses the real temperature axis [35-37]. In a similar spirit, on generalizing the real time \( t \) to a complex plane \( z = \text{Re}[z] + i t \), the LOA takes the form similar to the equilibrium (boundary) partition function \( \mathcal{L}(z) = \langle \psi_0 | e^{-iH_f z} | \psi_0 \rangle \) [35-37] and the corresponding generalized dynamical free energy becomes \( f(z) = -(1/L) \log \mathcal{L}(z) \). The FZs again coalesce into continuous lines in the thermodynamic limit and if these lines cross the imaginary (real time) axis, the non-analyticities in the dynamical free energy, i.e., DQPTs, are manifested at instants of real time.

Following the initial proposal, there have been an upsurge of studies probing the possibility of DQPTs in different integrable and non-integrable models [38-54]. (For review see [55-57]). It has also been shown that the occurrence of DQPTs is not necessarily entangled with the equilibrium quantum critical point (QCP) for both integrable [58] and non-integrable models [59]. DQPTs have also been observed when the initial state is prepared through a slow ramping of a parameter of the Hamiltonian from an initial to a final value [60-61]. Further, the existence of DQPTs have been established for two-dimensional models, albeit in the form of non-analyticities in the first time derivative of the dynamical free energy [62-64]. Furthermore, an interesting connection between the equilibrium topology and DQPTs have been established in the context of the non-equilibrium dynamics of topological models [62, 64]. Recently, DQPTs have also been shown to exist also when the system is initially prepared in a mixed state [66, 67]. Experimentally, DQPTs have been detected in the dynamical evolution of a fermionic many-body state after a quench [68] and also in the nonequilibrium dynamics of a string of ions simulating interacting transverse-field Ising models [69].

Unlike conventional order-disorder phase transitions, DQPTs can not be characterised by a local order parameter. However, for an integrable model (reducible to decoupled two-level systems) the existence of DQPTs can be characterised by a dynamical topological order parameter (DTOP) derived from the Pancharatnam phase extracted from the LOA [44]. The DTOP sticks to an
integer value as a function of time and exhibits jumps of unit magnitude at the critical times, thereby characterising DQPTs [44]. Finally, an existence of a similar topological order parameter has also been established for slow quenches [61] and also in the case of the two-dimensional Haldane model.

In this paper, we study DQPTs following a sudden quench of the Hamiltonian for an extended transverse Ising (ETI) chain [70, 71] which incorporates an additional three-spin interaction term in such a way that the spin-chain is still integrable in terms of Jordan-Wigner fermions. The generalized versions of the quantum XY/Ising Hamiltonians have been studied extensively both in the equilibrium [72–76] and non-equilibrium [46, 77] situations. Remarkably, Zhang et al., [70] showed that the ground states of the Hamiltonian in this model can be represented through loops in a two-dimensional auxiliary space spanned by the parameters of the Hamiltonian. As for example, the loops in the case of the one-dimensional nearest neighbour transverse Ising (TI) model and XY model take the shape of a circle and an ellipse in this auxiliary space, respectively. Further, Ref. [70] introduced the notion of a topological winding number \( \nu_E \), defined as the number of times a particular loop winds around the origin. Evidently, \( \nu_E \) assumes only integer values characterizing the equilibrium quantum phases and becomes ill-defined at the QCPs separating two phases. For the nearest neighbour Ising or XY model, the magnitude of the winding number is restricted between the values \( \pm 1 \) while the extended nature of interaction in the ETI chain leads to quantum phases with integer winding number exceeding \( \pm 1 \). This rich phase diagram enables us to look for DQPTs for quenches across QCPs between two phases whose \( \nu_E \) differs by a magnitude as large as 4. The situation here resembles the long-range Kitaev chain [78–83] where the long-range nature of interaction lead to topological phases with higher winding numbers in the equilibrium situation. [S1 S2]. We note that long-range interacting spin chains [S3 S4] has already been addressed in several works [S5 S6].

We summarize the main results of our paper at the outset. Concerning the equilibrium phase diagram of the model, we demonstrate a specific case in which the winding number remains invariant upon changing a particular parameter even though the gap in the spectrum closes at a specific parameter value; however, quenching across the gapless point results in DQPTs. We then establish the presence of DQPTs for quenches across QCPs where \( \nu_E \) changes by \( \Delta \nu_E = 1, 2, 3, 4 \). We show numerically that the number of critical time scales (at which the free energy becomes non-analytic) is equal to \( \Delta \nu_E \). Remarkably, we also establish special situations where this “thumb rule” fails; similar situation have been observed previously in the XY model [S8 S9]. More importantly, focussing on the limit in which the ETI reduces to a cluster Ising chain [90, 91], we show there exist three critical modes within the effective Brillouin zone following a quench across the QCP; remarkably, unlike previous studies [S4 S5] these modes are degenerate in the final energy spectrum and hence one obtains a single critical time scale. This degeneracy, which is not accidental, has not been reported in earlier studies to the best of our knowledge.

The rest of the paper is organised as follows. In section [II] we introduce the Hamiltonian for the ETI model focussing on some specific cases to demonstrate the possible invariance of winding number across a gapless point. In section [III] we numerically study DQPTs and associated critical time scales for quenches across QCPs with \( \Delta \nu_E = 1, 2, 3, 4 \). The emergence of degenerate critical modes in the cluster Ising limit of the ETI model is discussed in section [IV]. Finally, we summarize our results in section [V].

II. EXTENDED TRANSVERSE ISING MODEL

The Hamiltonian for a one-dimensional extended transverse Ising model is given as [70]:

\[
H = \sum_{i=1}^{N} \left[ a \left( \frac{1+\gamma}{2} \sigma_i^x \sigma_{i+1}^x + \frac{1-\gamma}{2} \sigma_i^y \sigma_{i+1}^y \right) + g \sigma_i^z \right] + \sum_{i=1}^{N} \left[ b \sigma_i^z \left( \frac{1+\delta}{2} \sigma_{i-1}^x \sigma_{i+1}^x + \frac{1-\delta}{2} \sigma_{i-1}^y \sigma_{i+1}^y \right) \right],
\]

where \( \sigma_i^\alpha \)'s, with \( \alpha = x, y, z \)'s are Pauli spin operators defined on the lattice site \( i \). Here, the parameter \( g \) denotes the transverse field while \( a \) and \( b \) stand for the strength of the nearest neighbour and the three-spin interaction; these interactions are anisotropic when the anisotropy parameters \( \gamma \) and \( \delta \), in the nearest neighbour and the three-spin interaction, respectively, are non-zero. For \( b = 0 \), the model [2] reduces to a transverse XY chain for any \( \gamma \neq \pm 1 \) and to a TI chain for \( \gamma = \pm 1 \).

Assuming periodic boundary conditions, this Hamiltonian can be exactly solved using the Jordan-Wigner transformation that maps the spin Hamiltonian to a system of spinless fermions. Since the parity of the number of fermions is conserved, the Hamiltonian is block-diagonal with two sectors \( H^+ \) and \( H^- \) for even and odd number of fermions respectively.

\[
H = \begin{pmatrix} H^+ & 0 \\ 0 & H^- \end{pmatrix}
\]

(3)

Finally, taking the Fourier transform of the fermionic operators in \( H^+ \) sector, allows one to decompose \( H^+ \) into a sum of decoupled two-level Hamiltonians \( H(k) \)

\[
H^+ = \sum_{k>0} H_k = 4 \sum_{k>0} \bar{r}(k) \bar{s}(k)
\]

(4)

where \( \bar{r}(k) = (x(k), y(k), z(k)) \) is given as:

\[
x(k) = 0 \\
y(k) = a \gamma \sin k + b \delta \sin 2k \\
z(k) = a \cos k + b \cos 2k - g
\]

(5)
FIG. 1: Change in $\nu_E$ when (a) $\gamma$ is varied with $b = 0$ (b) $b$ is varied with $\gamma \neq 0$. No change in $\nu_E$ (c) when $b$ is varied with $\gamma = 0$. The arrows indicate the direction of winding and hence the sign of $\nu_E$. When the loops touch the origin, $\nu_E$ is ill-defined.

While $\vec{s}(k)$ ($s_x(k), s_y(k), s_z(k)$) represent a set of pseudospins, given in terms of the fermionic creation and annihilation operators [70], corresponding to momentum $k$. From Eq. (5), it is obvious that $\vec{r}(k)$ traces out a loop in the $(y, z)$ plane as the momentum $k$ sweeps over the brillouin zone. The ground state energy is obtained as:

$$\epsilon_g = -\frac{1}{2\pi} \int_{-\pi}^{\pi} |\vec{r}(k)| dk$$

and its first derivative can be expressed as:

$$\partial \epsilon_g = -\frac{1}{2\pi} \int_{-\pi}^{\pi} \dot{\vec{r}}(k).\vec{\hat{r}}(k) dk$$

Since the unit vector($\vec{\hat{r}}(k)$) is ill defined at the origin, the first derivative of the ground state energy becomes non-analytic and the system undergoes a quantum phase transition at $|\vec{r}(k)| = 0$. Also, since $\epsilon_g(k) = -|\vec{r}(k)|$, this QCP is naturally associated with the closing of the energy gap in the spectrum for the momentum $k$. Hence, a winding number can be defined on the auxiliary space i.e., the $(y, z)$ plane,

$$\nu_E = \frac{1}{2\pi} \oint_c \frac{1}{r^2} (ydx - xdy)$$

where $c$ represents the closed loop traced out by $\vec{r}(k)$. This winding number takes on integer values except at the QCP ($r = 0$) where it is ill defined. Thus it can serve as a ‘topological’ order parameter (TOP) whose value characterizes a quantum phase; a change in $\nu_E$ usually signals a QPT.

However, we would like to point out that QPT or rather a closing of gap in the spectrum is not necessarily associated with a change of the $\nu_E$ defined in Eq. (8). To illustrate these points, we present the following three cases (Fig. 1) choosing $a = \delta = 1$ and $g = 0$ in the Hamiltonian (2). In the first two cases, the $\nu_E$ changes whenever we cross a QCP. In the third case however, we show that $\nu_E$ shows no change after crossing a QCP, though it becomes ill-defined at the QCP. In all cases, the $\nu_E$ is determined from Eq. (8) or equivalently by counting the number of times the loops in the $(y, z)$ plane wind around the origin in the clockwise sense.

Case a: $b = 0$, $\gamma$ is varied: For this case, the Hamiltonian reduces to the XY Hamiltonian. As $\gamma$ changes from positive to negative values, the corresponding $\nu_E$ changes from $-1$ to $+1$ as shown in Fig. 1a. The anisotropy transition at $\gamma = 0$ in the XY model is thus clearly detected by a change of $\Delta \nu_E = 2$.

Case b: $\gamma \neq 0$, $b$ is varied: There are two critical points at $b = \pm 1$. For $b > 1$ and $b < -1$, $\nu_E = 2$ while $\nu_E = 1$ for $-1 < b < 1$ (see Fig. 1b). Thus $\nu_E$ changes from 2 to 1 and again from 1 to 2 as the two critical points are
FIG. 2: (a) Loops in auxiliary space corresponding to the ground state of initial (dashed line) and final (solid line) Hamiltonian for the quenches outlined in Table 1. (b) $\vec{r}_i(k) \cdot \vec{r}_f(k)$ as a function of $k$ for each of the quenches. Here, $\vec{r}_i(\vec{r}_f)$ refers to the parameters of the initial(final) Hamiltonian and $\vec{r}_i(k^*) \cdot \vec{r}_f(k^*) = 0$ for the critical modes $k^*$. The number of $k^*$ (and hence critical time scales $t^*$) bear a one-to-one correspondence with the corresponding change in $\nu_E$ crossed by varying $b$.

Case c: $\gamma = 0$, $b$ is varied: As can be seen from Fig 1c, $\nu_E = 1$ for both $b < 0$ and $b > 0$, even though the band gap closes at the QCP ($b = 0$) where $\nu_E$ becomes ill-defined. We note in passing that the point $(\gamma = b = 0)$ represents a multicritical point in the phase diagram of the Hamiltonian [2].

III. NON EQUILIBRIUM QUANTUM PHASE TRANSITION

To study the non-equilibrium dynamics of the ETI chain, we initially prepare the system in the ground state $|\psi_i^0\rangle$ of the initial Hamiltonian $H_i(k)$ for the mode $k$. The LOA now can be written in the form [31]

$$L(z) = \prod_{k>0} \mathcal{L}_k(z) = \prod_{k>0} \langle \psi_i^0(k) | e^{-H_i(k)z} | \psi_i^0(k) \rangle, \quad (9)$$

where $H_i(k)$ is the final Hamiltonian for the mode $k$. Rewriting Eq. (5) as $(y_{i(f)}(k), z_{i(f)}(k)) = (|\tilde{r}_i(k)f\rangle |\sin \theta_{i(f)}(k), |\tilde{r}_f(k)i\rangle |\cos \theta_{i(f)}(k))$ and expanding $|\psi_i^0(k)\rangle$ in the eigen basis of $H_i(k)$, we obtain

$$L(z) = \prod_{k>0} \{ \cos^2(\phi_k)e^{\epsilon_f(k)z} + \sin^2(\phi_k)e^{-\epsilon_f(k)z} \}, \quad (10)$$

where $\epsilon_f(k)$ is the energy of the excited state corresponding to $H_f(k)$ and

$$\phi_k = \frac{\theta_f(k) - \theta_i(k)}{2} \quad (11)$$

Substituting the expression for the LOA derived above into Eq. (1), we get the dynamical free energy in the thermodynamic limit as

$$f(z) = -\int_0^\pi \frac{dk}{2\pi} \log \left( \cos^2(\phi_k)e^{\epsilon_f(k)z} + \sin^2(\phi_k)e^{-\epsilon_f(k)z} \right)$$

(12)

Evidently, the Fisher zeros i.e., the zeros of the argument of the logarithm in Eq. (12) residing on the complex $z$ plane, are given by the equation:

$$z_n(k) = \frac{1}{2\epsilon_f(k)} \left( \log \tan^2 \phi_k + i\pi(2n + 1) \right) \quad (13)$$

where $n = 0, 1, 2, ...$. For certain critical momenta $k^*$, the real part of $z_n(k^*)$ vanishes which is equivalent to the condition

$$\tilde{r}_i(k^*) \cdot \tilde{r}_f(k^*) = 0, \quad (14)$$

The Fisher lines therefore, cross the imaginary (real time) axis at critical times given by the imaginary part of $z_n(k)$:

$$t_n = t^*(2n + 1) \quad (15)$$

where

$$t^* = \frac{\pi}{2\epsilon_f(k^*)} \quad (16)$$

is the critical time scale when the first DQPT occurs. Although a DQPT cannot be characterized by a local order parameter, Budich et al. [44] showed that at least for integrable decoupled two level systems, DQPTs can be characterized by a dynamical topological order.
parameter (DTOP). This DTOP is derived through the gauge invariant Pancharatnam geometric phase (PGP), which is extracted from the phase of the LOA rendered invariant by subtracting the dynamical phase from the same. This PGP changes value by \( \mod 2 \pi \) as the crystal momentum \( k \) sweeps across the Brillouin zone. At the critical momenta \( k^* \) however, this PGP remains pinned to a value of 0 or \( \pi \) at all times except at \( t_n \) for which it is ill-defined. Using the above information, one can define the DTOP as

\[
\nu_D(t) = \frac{1}{2\pi} \int \frac{\partial \phi^G_k(t)}{\partial k} dk, \tag{17}
\]

which remains fixed at constant integer values in between the critical times, thus characterizing the dynamical phase transitions.

We now analyze DQPTs for sudden quenches between the equilibrium phases with different \( \nu_E \) as shown in Fig. 2a and tabulated below. In all cases, one of the parameters of the Hamiltonian (2) is changed retaining others at fixed values ensuring a change in \( \nu_E \).

| Case | \( a \) | \( \gamma \) | \( b \) | \( \delta \) | \( g \) | \( \Delta \nu_E \) |
|------|--------|--------|--------|--------|--------|--------|
| i.   | 1.5    | 2      | \( -2 \to 2 \) | 0.05   | \( -2 \) | 1      |
| ii.  | \( -0.5 \) | 1     | 1      | \( 2 \to 0 \) | 2      |
| iii. | \( -1 \) | \( -2 \) | \( -2 \to 0 \) | 1.5    | 0      | 3      |
| iv.  | 1      | \( -1.5 \) | 1.5    | \( -1.5 \to 1.5 \) | \( -0.25 \) | 4      |

In Fig. 2b we plot \( \vec{r}_i(k) \cdot \vec{r}_f(k) \) for the above quenches as a function of \( k \). As dictated by Eq. (14), the zeros of this function for \( 0 \leq k \leq \pi \) determines the critical \( k^* \). Inspecting Fig. 2a and Fig. 2b, we find that the number of \( k^* \) are determined by corresponding change in \( \nu_E \). Interestingly, as we shall demonstrate later, this is not always the case. The real time evolution of the dynamical free energy and the DTOP for the four quenches mentioned above is illustrated in Fig. 3. We analyze them as under:

i. \( \Delta \nu_E = 1 \): There is only one \( k^* \), as is evident from Fig. 2b, and the critical times are determined by Eq. (15). The cusps in the free energy and integer jumps in DTOP at these critical times are visible in Fig. 3.

ii. \( \Delta \nu_E = 2 \): In this case, Fig. 2b suggests two \( k^* \) and hence two sets of critical times. Fig. 3ii. shows that while the DTOP jumps to a higher value at the first set of critical times, it lowers for the other set. Whether the DTOP increases or decreases from its initial value at a later time is thus determined by the shortest \( t^* \) or equivalently by the most energetic \( k^* \).

iii. \( \Delta \nu_E = 3, 4 \): The DTOP evolution becomes progres-
For this set of parameters, the ETI model reduces to the
where \( \Delta \nu = 0 \). Once again, we would like to point out that
observed as shown in Fig. 4a and Fig. 4c, rather than
across the QCP. Remarkably, two critical time scales are
than one
\( \gamma \) the QCP for
phases, there now exists three
critical time scales even when \( \Delta \nu = 1 \) and (c) showing existence of DQPTs with \( \Delta \nu = 0 \).

sively complex with increase of \( \Delta \nu \). This can be seen in the cases of \( \Delta \nu = 3 \) and \( \Delta \nu = 4 \) for which three and
four \( k^* \), and hence as many sets of critical times, exist
respectively.

The above results demonstrate that DQPTs exist for
the ETI system when it is quenched across phases with
different winding numbers and the number of critical
\( k^* \) that contribute to the dynamical free energy non-
analyticities is equal to the difference of winding number
of the two equilibrium phases. However, we now present
another case where this one to one relation breaks down.

We carry out the first quench tabulated in Table. 1
again, with all the parameters set to the same values
except \( \gamma \) which we now set to a value close to zero, \( \gamma = 0.25 \). Although the difference in \( \nu_E \) is still 1 across the
phases, there now exists three \( k^* \) as can be seen clearly
from Fig. 4a and Fig. 4b. It is important to note here
that \( \gamma = 0 \) is also a QCP for \( b < -0.5 \). The vicinity to
the QCP for \( \gamma \) is the likely cause of existence of more
than one \( k^* \).

Lastly, we revisit the special case outlined in Sec. [1]
where \( \Delta \nu_E = 0 \) across the gap closing point, and look
for DQPTs if the Hamiltonian parameter \( b \) is quenched across the QCP. Remarkably, two critical time scales are
observed as shown in Fig. 4a and Fig. 4c rather than
zero. Once again, we would like to point out that \( \gamma = b = 0 \) is a multicritical point if the other parameters are
held constant. Apparently, this observation also holds
true for the results reported in [58] for DQPTs in the XY
model where DQPTs were observed for quenches within
the same phase.

IV. CLUSTER ISING CHAIN: DEGENERATE
CRITICAL MODES

Let us recall the Hamiltonian (refer to Eq. (2)) choosing
a set of parameter values as \( b = -1, \gamma = -1, \delta = 1, g = 0 \).
For this set of parameters, the ETI model reduces to the
cluster Ising model described by the Hamiltonian
\[
H = \sum_{i=1}^{N} \left( a \sigma_i^x \sigma_{i+1}^x - \sigma_i^z \sigma_{i-1}^z \sigma_{i+1}^x \right) \quad (18)
\]
The spectrum, which can be easily obtained as
\[
\epsilon(k) = \sqrt{1 + a^2 - 2a \cos 3k} \quad (19)
\]
reveals QCPs at \( a = \pm 1 \). Interestingly, for \( a = 1 \), the
gap in the spectrum vanishes at two modes, viz. \( k = 0 \) and
\( k = 2\pi/3 \), simultaneously. Therefore, the system undergoes a QPT from a ‘cluster’ phase to an antifer-
romagnetic phase as \( a \) is increased across the QCP. We note in passing that this model can be recast in a sum of
three decoupled Ising chains [91]. One can show that the
change in \( \nu_E \) corresponding to the QPT in the cluster
Ising model is \( 2 \rightarrow -1 \), i.e. \( \Delta \nu_E = 3 \) while in the TI
model, \( \Delta \nu_E = 1 \) across the QCP.

However, a more striking feature emerges in the
DQPTs that are observed following a sudden quench in the parameter \( a \) across the above mentioned QCP at
\( a = 1 \). Although there are three critical modes \( k^* \) (see
Fig. 5a) as expected for a \( \Delta \nu_E = 3 \) quench, there is only
one critical time scale \( t^* \) in the subsequent dynamics as
shown in Fig. 5b, 5d and 5d. A re-look at Eq. (16) reveals
that this is only possible if the \( k^* \) are degenerate.
For the particular quench above, Eq. (14) dictates that
the \( k^* \) are given by
\[
\cos 3k^* = \frac{1 + a_i a_f}{a_i + a_f}, \quad (20)
\]
which immediately implies that the spectrum given by
Eq. (19) is indeed degenerate at the critical modes \( k^* \),
notably for any values of \( a_i \) and \( a_f \) as long as they are on
the two sides of the QCP. This emphasizes that this
degeneracy is not accidental and is maintained irrespective
of the quench amplitude as long as the RHS of Eq. (20)
is less than one, which again translates to the condition

FIG. 4: (a) \( \vec{r}_g(k) \cdot \vec{r}_f(k) \) plot shows two (dotted line; scaled by a factor of 10) and three (solid line) \( k^* \) even though
\( \Delta \nu_E = 1 \) and \( = 0 \) respectively. Real time evolution of free energy and DTOP for (b) showing three critical time
scales even when \( \Delta \nu_E = 1 \) and (c) showing existence of DQPTs with \( \Delta \nu_E = 0 \).
that the quench is performed across the QCP; this degeneracy is an artifact of the spectrum in Eq. (19) of the cluster model that incorporated three TI spectra embedded in it.

V. CONCLUSIONS

In this paper, we have investigated the role of three-spin interactions on the non-equilibrium dynamics of a transverse XY model. The situation here resembles the long-range Kitaev chain where the long-range superconducting term leads to phases with higher winding numbers \[84\]. Here as well, the extended nature of the model, which is manifested in the three-spin interactions, allows for the possibility of observing quantum phases with higher winding numbers. In the equilibrium scenario, we have demonstrated an example where the winding number does not change across a gap-closing point, although the non-equilibrium dynamics showed non-analyticities in the form of DQPT when quenched across the same gapless point. The DQPT in this case had contribution from two critical modes; this illustrates the breakdown of the usual one-to-one correspondence between number of critical modes (and fundamental critical time scales) and \(\Delta \nu_E\) that we established from analyzing quenches across equilibrium phases with \(\Delta \nu_E = 1, 2, 3, 4\). We further demonstrated another pathological case where three \(k^*\) were shown to exist for \(\Delta \nu_E = 1\). These two special cases lead us to conclude that the vicinity to multicritical points that arise due to augmented parameter space of the Hamiltonian resulting from three spin interactions, is possibly at the root of the breakdown of the one-to-one correspondence between \(\Delta \nu_E\) and number of critical time scales. A similar observation has also been reported in \[83, 84\]. Finally, we showed that in the limit where the ETI model reduces to a cluster Ising model, the critical modes become degenerate leading to a single critical time scale, unlike previously studied cases. This degeneracy, which is not accidental, has not been observed previously.
to the best of our knowledge and is an artifact of the spectrum of the cluster Ising model as demonstrated in Eqs. [19] and [20].
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