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Abstract

Every copula $C$ for a random vector $X = (X_1, \ldots, X_d)$ with identically distributed coordinates determines a unique copula $C_d$ for its order statistic $X_d = (X_{1:d}, \ldots, X_{d:d})$. In the present paper we study the dependence structure of $C_d$ via Kendall’s tau, denoted by $\kappa$. As a general result, we show that $\kappa[C_d]$ is at least as large as $\kappa[C]$. For the product copula $\Pi$, which corresponds to the case of independent coordinates of $X$, we provide an explicit formula for $\kappa[\Pi_d]$ showing that the inequality between $\kappa[\Pi]$ and $\kappa[\Pi_d]$ is strict. We also compute Kendall’s tau for certain multivariate margins of $\Pi_d$ corresponding to the lower or upper coordinates of $X_d$.
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1 Introduction

Kendall’s tau is a measure of association which evaluates every copula \( C : [0, 1]^d \rightarrow [0, 1] \) by a real number \( \kappa[C] \) satisfying \(-1/(2^{d-1}-1) \leq \kappa[C] \leq 1\).

In the present paper we study Kendall’s tau for a class of copulas related to the order statistic \( X_d = (X_{1:d}, \ldots, X_{d:d}) \) of a random vector \( X = (X_1, \ldots, X_d) \) with identical univariate marginal distributions. In this case, every copula \( C \) for \( X \) determines a copula \( C : d \rightarrow [0, 1] \) see Navarro and Spizzichino [2010] for the special case where the distribution functions of the coordinates of \( X \) are continuous and Dietz et al. [2016] for the general case. Since the construction of the order transform \( C_d \) of a copula \( C \) is determined by a map transforming every random vector into its order statistic, we shall study Kendall’s tau for the order transform \( C_d \) of an arbitrary copula \( C \).

As a general result, we show that the order transform \( C_d \) of a copula \( C \) satisfies \( \kappa[C] \leq \kappa[C_d] \) (Theorem 5.4). We also show that the inequality is strict when \( C \) is the product copula (Theorem 6.2), which corresponds to the case where the coordinates of \( X \) are also independent. By contrast, the inequality becomes an equality when \( C \) is the upper Fréchet–Hoeffding bound (and hence maximizes Kendall’s tau) or a copula which is symmetric and minimizes Kendall’s tau (Corollary 5.5 and Theorem 5.4). This result is of interest since the computation of \( C_d \) or \( \kappa[C_d] \) may be tedious and is not needed in the case where \( \kappa[C] = \kappa[C_d] \) and since there exist many symmetric copulas minimizing Kendall’s tau; see Fuchs et al. [2018].

The major part of this paper is devoted to the order transform \( \Pi_d \) of the product copula \( \Pi \). We first determine \( \kappa[\Pi_d] \) (Theorem 6.2) and then present some identities for the computation of \( \kappa[\varrho_K(\Pi_d)] \), where \( \varrho_K(\Pi_d) \) denotes the multivariate margin of \( \Pi_d \) with respect to the coordinates in \( K \subseteq \{1, \ldots, d\} \) with \( |K| \geq 2 \) (Theorem 6.3). In particular, we obtain an explicit formula for Kendall’s tau of \( \varrho_{\{1, \ldots, k\}}(\Pi_d) \) (Corollary 6.4), which is a copula for the lower \( k \) coordinates of \( X_d \), and we show that, due to a general reflection principle (Theorem 6.7), this formula is also valid for Kendall’s tau of \( \varrho_{\{d-k+1, \ldots, d\}}(\Pi_d) \), which is a copula for the upper \( k \) coordinates of \( X_d \). We thus extend certain results for the case \( |K| = 2 \); see Avérous et al. [2005] and Navarro and Balakrishnan [2010].

This paper is organized as follows: Section 2 collects some definitions and results on copulas and related topics which will be needed in this paper. Section 3 provides a brief discussion of Kendall’s tau and Kendall’s distribution function. Section 4 starts with the definition of the order transform of the Euclidean space, which turns every random vector into its order statistic, and proceeds with the construction of the order transform of a copula. In Section 5 we present some result of Kendall’s tau for the order transform of an arbitrary copula and in Section 6 we study Kendall’s for the order transform of the product copula and its multivariate margins. Some auxiliary results needed in Section 6 are established in the Appendix.

Throughout this paper we shall use the following notation: Let \( \mathbb{I} := [0, 1] \) and let \( \lambda \) denote the Lebesgue measure on \( B(\mathbb{R}) \). Furthermore, let \( d \geq 2 \) be an integer, which will be kept fixed, and let \( \lambda^d \) denote the Lebesgue measure on \( B(\mathbb{R}^d) \). We denote
by \( \mathbf{e}_1, \ldots, \mathbf{e}_d \) the standard basic unit vectors in \( \mathbb{R}^d \), by \( \mathbf{0} \) the vector in \( \mathbb{R}^d \) with all coordinates being equal to 0 and by \( \mathbf{1} \) the vector in \( \mathbb{R}^d \) with all coordinates being equal to 1. For \( x, y \in \mathbb{R}^d \), we write \( x \leq y \) if \( x_k \leq y_k \) holds for every \( k \in \{1, \ldots, d\} \). Then we have \( \mathbb{I}^d = [0, 1] \). On the collection of all real–valued maps on a set \( S \), the pointwise order \( \leq \) is defined by letting \( g \leq h \) if \( g(s) \leq h(s) \) holds for every \( s \in S \).

Due to the central role of the order transform \( T \) of the Euclidean space in the construction of the order transform of a copula \( C \), the symbol \( C_T \) used in the Abstract and in this Introduction will henceforth be replaced by \( C_T \).

## 2 Preliminaries

In this section, we recall some definitions and results on copulas, copula measures, groups of transformations of copulas and a biconvex form for copulas. For further details we refer to Fuchs [2014; 2016].

### Copulas

For \( K \subseteq \{1, \ldots, d\} \), we consider the map \( \eta_K : \mathbb{I}^d \times \mathbb{I}^d \to \mathbb{I}^d \) given coordinatewise by

\[
(\eta_K(u, v))_k := \begin{cases} u_k & k \in \{1, \ldots, d\} \setminus K \\ v_k & k \in K \end{cases}
\]

and for \( k \in \{1, \ldots, d\} \) we put \( \eta_k := \eta_{\{k\}} \).

A **copula** is a function \( C : \mathbb{I}^d \to \mathbb{I} \) satisfying the following conditions:
1. The inequality \( \sum_{K \subseteq \{1, \ldots, d\}} (-1)^{d-|K|} C(\eta_K(u, v)) \geq 0 \) holds for all \( u, v \in \mathbb{I}^d \) such that \( u \leq v \).
2. The identity \( C(\eta_k(u, 0)) = 0 \) holds for every \( k \in \{1, \ldots, d\} \) and every \( u \in \mathbb{I}^d \).
3. The identity \( C(\eta_k(1, u)) = u_k \) holds for every \( k \in \{1, \ldots, d\} \) and every \( u \in \mathbb{I}^d \).

This definition of a copula is in accordance with the literature; see, e.g., Durante and Sempi [2016] and Nelsen [2006]. The collection \( \mathcal{C} \) of all copulas is convex.

The following copulas are of particular interest:
- The **upper Fréchet–Hoeffding bound** \( M \) given by \( M(u) := \min\{u_1, \ldots, u_d\} \) is a copula and every copula \( C \) satisfies \( C \leq M \).
- The **product copula** \( \Pi \) given by \( \Pi(u) := \prod_{k=1}^d u_k \) is a copula.
- In the case \( d = 2 \), the **lower Fréchet–Hoeffding bound** \( W \) given by \( W(u) := \max\{\sum_{k=1}^d u_k + 1 - d, 0\} \) is a copula and every copula \( C \) satisfies \( W \leq C \).

### A Group of Transformations of Copulas

Let \( \Phi \) denote the collection of all transformations \( \mathcal{C} \to \mathcal{C} \) and consider the composition \( \circ : \Phi \times \Phi \to \Phi \) given by \( (\varphi_2 \circ \varphi_1)(C) := \varphi_2(\varphi_1(C)) \) and the map \( \iota \in \Phi \) given by \( \iota(C) := C \). Then \( (\Phi, \circ) \) is a semigroup with neutral element \( \iota \). For \( i, j, k \in \{1, \ldots, d\} \) with \( i \neq j \), we define the maps \( \pi_{i,j}, \nu_k : \mathcal{C} \to \mathcal{C} \) by letting

\[
(\pi_{i,j}(C))(u) := C(\eta_{i,j}(u, u_j e_i + u_i e_j)) \\
(\nu_k(C))(u) := C(\eta_k(u, 1)) - C(\eta_k(u, 1 - u))
\]
Each of these maps is an involution and there exists
- a smallest subgroup $\Gamma^\pi$ of $\Phi$ containing every $\pi_{i,j}$,
- a smallest subgroup $\Gamma^\nu$ of $\Phi$ containing every $\nu_k$ and
- a smallest subgroup $\Gamma$ of $\Phi$ containing $\Gamma^\pi \cup \Gamma^\nu$.

The group $\Gamma^\nu$ is commutative. Moreover, the total reflection
$$\tau := \bigcirc_{k\in\{1,\ldots,d\}} \nu_k$$
transforms every copula into its survival copula and satisfies $\tau(M) = M$, and we put $\Gamma^\pi := \{\iota, \tau\}$. The total reflection is used in the definition of the concordance order $\leq_c$ on $C$ which is defined by letting $C \leq_c D$ if and only if $C \leq D$ and $\tau(C) \leq \tau(D)$.

The group $\Gamma$ is a representation of the hyperoctahedral group, which also has a well-known geometric representation:

Let $\tilde{\Phi}$ denote the collection of all transformations $I^d \rightarrow I^d$ and consider the composition $\circ : I^d \times I^d \rightarrow I^d$ given by $(\tilde{\varphi}_2 \circ \tilde{\varphi}_1)(u) := \tilde{\varphi}_2(\tilde{\varphi}_1(u))$ and the map $\tilde{i} \in \tilde{\Phi}$ given by $\tilde{i}(u) := u$. Then $\tilde{\Phi}, \circ$ is a semigroup with neutral element $\tilde{i}$. For $i, j, k \in \{1, \ldots, d\}$ with $i \neq j$, we define the maps $\tilde{\pi}_{i,j}, \tilde{\nu}_k : I^d \rightarrow I^d$ by letting

\[
\begin{align*}
\tilde{\pi}_{i,j}(u) &:= \eta_{\{i,j\}}(u, u_j e_i + u_i e_j) \\
\tilde{\nu}_k(u) &:= \eta_k(u, 1-u)
\end{align*}
\]

Each of these maps is an involution and there exists
- a smallest subgroup $\tilde{\Gamma}^\pi$ of $\tilde{\Phi}$ containing every $\tilde{\pi}_{i,j}$,
- a smallest subgroup $\tilde{\Gamma}^\nu$ of $\tilde{\Phi}$ containing every $\tilde{\nu}_k$ and
- a smallest subgroup $\tilde{\Gamma}$ of $\tilde{\Phi}$ containing $\tilde{\Gamma}^\pi \cup \tilde{\Gamma}^\nu$.

The groups $\Gamma$ and $\tilde{\Gamma}$ are related by an isomorphism $J : (\Gamma, \circ) \rightarrow (\tilde{\Gamma}, \circ)$ satisfying $J(\pi_{i,j}) = \tilde{\pi}_{i,j}$ and $J(\nu_k) = \tilde{\nu}_k$ for all $i, j, k \in \{1, \ldots, d\}$. For $\gamma \in \Gamma$ we put $\tilde{\gamma} := J(\gamma)$, and for $\tilde{\gamma} \in \tilde{\Gamma}$ we put $\gamma := J^{-1}(\tilde{\gamma})$. Then $\pi(C) = C \circ \tilde{\pi}$ holds for every $\pi \in \Gamma^\pi$ and every $C \in C$.

**Copula Measures**

Since every copula $C \in C$ has a unique extension to a distribution function $\mathbb{R}^d \rightarrow \mathbb{I}$, there exists a unique probability measure $Q^C : B(\mathbb{I}^d) \rightarrow \mathbb{I}$ satisfying

$$Q^C[[0, u]] = C(u)$$

for every $u \in \mathbb{I}^d$. The probability measure $Q^C$ is said to be the **copula measure** with respect to $C$. It satisfies $Q^C([u, v]) = Q^C([[u, v]])$ for all $u, v \in \mathbb{I}^d$ such that $u \leq v$, and $Q^{\gamma(C)}((C^C)^{\gamma})$ holds for every $\gamma \in \Gamma$.

**A Biconvex Form for Copulas**

Consider the map $[.,.] : C \times C \rightarrow \mathbb{R}$ given by

$$[C, D] := \int_{\mathbb{I}^d} C(u) dQ^D(u)$$
The map $[\cdot, \cdot]$ is in either argument linear with respect to convex combinations and is therefore called a biconvex form. Moreover, the map $[\cdot, \cdot]$ is in either argument monotone with respect to the concordance order. It satisfies $0 \leq [C, D] \leq 1/2$ for all $C, D \in \mathcal{C}$, and the bounds are attained since $[M, M] = 1/2$ and since $[\nu(M), \nu(M)] = 0$ holds for every $\nu \in \Gamma^\nu \setminus \Gamma^\tau$. We also note that $[\tau(C), \tau(D)] = [D, C]$ holds for all $C, D \in \mathcal{C}$.

3 Kendall’s Tau and Kendall’s Distribution Function

The map $\kappa : \mathcal{C} \to \mathbb{R}$ given by
\[
\kappa[C] := \frac{2^d}{2d-1-1} \left( [C, C] - \frac{1}{2^d} \right) = \frac{2^d [C, C] - 1}{2d-1-1}
\]
is called Kendall’s tau; see Nelsen [2002]. Kendall’s tau satisfies
\[
-\frac{1}{2d-1-1} \leq \kappa[C] \leq 1
\]
and the bounds are attained. The following result is obvious from the properties of the biconvex form and will be tacitly used throughout this paper:

3.1 Lemma.
(1) Kendall’s tau is monotone with respect to the concordance order.
(2) A copula $C$ maximizes Kendall’s tau if and only if $[C, C] = 1/2$.
(3) A copula $C$ minimizes Kendall’s tau if and only if $[C, C] = 0$.

For a copula $C$, the function $K_C : \mathbb{R} \to \mathbb{I}$ given by
\[
K_C(t) := Q^C[\{u \in \mathbb{I}^d : C(u) \leq t\}] = (Q^C)_C[[0, t]]
\]
is said to be Kendall’s distribution function with respect to $C$, which is well-known from the literature. It is easy to see that $K_C$ is indeed a distribution function which satisfies $K_C(0) = 0$ and $K_C(1) = 1$ as well as $t \leq K_C(t)$ for every $t \in \mathbb{I}$. The following result implies that Kendall’s tau can be expressed in term of Kendall’s distribution function:

3.2 Lemma. The identity
\[
[C, C] = \int (1 - K_C(t)) d\lambda(t)
\]
holds for every copula $C$. In particular, $\kappa[C] \leq \kappa[D]$ holds for any two copulas $C$ and $D$ satisfying $K_D \leq K_C$.

We refer to Fuchs et al. [2018] for further details on the results of this section. The comparison of copulas via Kendall’s distribution function was considered by Capéraà et al. [1997].
4 The Order Transform of a Copula

Throughout this section, consider the map $T : \mathbb{R}^d \to \mathbb{R}^d$ which is defined coordinatewise by letting

$$(T(x))_k := \min_{J \subseteq \{1, \ldots, d\}, |J| = k} \max_{l \in J} x_l$$

Then the coordinates of $T(x)$ satisfy $(T(x))_1 \leq \cdots \leq (T(x))_d$, and $x \leq y$ implies $T(x) \leq T(y)$. Moreover, the map $T$ is measurable and satisfies $T^{-1}(\mathbb{I}^d) = \mathbb{I}^d$. The map $T$ is called the order transform and associates with every random vector its order statistic.

For a distribution function $F : \mathbb{R}^d \to \mathbb{I}$, let $F_1, \ldots, F_d$ denote the univariate marginal distribution functions of $F$ and let $F_1^\leftrightarrow, \ldots, F_d^\leftrightarrow$ denote the corresponding lower quantile functions. Consider also the maps $F : \mathbb{R}^d \to \mathbb{I}$ and $F^\leftrightarrow : \mathbb{I} \to \mathbb{R}^d$ which are defined coordinatewise by letting

$$(F(x))_k := F_k(x_k) \quad \text{and} \quad (F^\leftrightarrow(u))_k := F_k^\leftrightarrow(u_k)$$

Furthermore, let $Q^F$ denote the distribution $\mathcal{B}(\mathbb{R}^d) \to \mathbb{I}$ corresponding to $F$ and let $F_T$ denote the distribution function corresponding to $(Q^F)_T$. Then we have $Q^{F_T} = (Q^F)_T$.

For the remainder of this section, consider a fixed copula $C$ and let $H^C$ denote the distribution function extending $C$. Then we have

$$H^C = C \circ H^C$$

Since the univariate marginal distribution functions of $H^C$ are continuous, those of $H_T^C := (H^C)_T$ are continuous as well. Therefore, there exists a unique copula $C_T$ satisfying

$$H_T^C = C_T \circ H_T^C$$

and hence $C_T = H_T^C \circ (H_T^C)^\leftrightarrow$. The copula $C_T$ was introduced and studied by Dietz et al. [2016] and is called the order transform of the copula $C$.

The following theorem is due to Dietz et al. [2016; Theorem 5.2]:

4.1 Theorem. Let $F$ be a distribution function satisfying $F_1 = \ldots = F_n$. If $C$ is a copula for $F$, then $C_T$ is a copula for $F_T$.

We complete this section with two technical results which will be needed later.

4.2 Lemma. $H_T^C$ satisfies $(Q^{H_T^C \circ (H_T^C)^\leftrightarrow})(H_T^C)^\leftrightarrow = Q^{H_T^C}$ and $(Q^{C_T})_C = (Q^{H_T^C})_{H_T^C}$.

Proof. For every $x \in \mathbb{R}^d$ we have

$$(Q^{H_T^C \circ (H_T^C)^\leftrightarrow})(H_T^C)^\leftrightarrow[[-\infty, x]] = Q^{H_T^C \circ (H_T^C)^\leftrightarrow} \left[ \left\{ u \in \mathbb{I}^d \mid (H_T^C)^\leftrightarrow(u) \leq x \right\} \right]$$
\[
= Q^{H_C^C \circ (H_T^C)^-} \left[ \left\{ u \in \mathbb{I}^d \mid u \leq H_T^C(x) \right\} \right] \\
= (H_C^C \circ (H_T^C)^- \circ H_T^C)(x) \\
= H_T^C(x) \\
= Q^{H_T^C} \left[ -\infty, x \right]
\]

This yields the first identity. Since \( C_T = H_C^C \circ (H_T^C)^- \), the second identity follows from the first. \( \square \)

4.3 Lemma. Let \( S : \mathbb{R}^d \to \mathbb{R}^d \) be a measurable map satisfying \( S(\mathbb{I}^d) \subseteq \mathbb{I}^d \) and
\[
((H_T^C)^- \circ S)(u) = (S \circ (H_T^C)^-)(u)
\]
for every \( u \in \mathbb{I}^d \). Then
\[
\int_{\mathbb{I}^d} (C_T \circ S)(u) \, dQ^{C_T}(u) = \int_{\mathbb{R}^d} (H_T^C \circ S)(x) \, dQ^{H_T^C}(x)
\]

Proof. Lemma 4.2 yields
\[
\int_{\mathbb{I}^d} (C_T \circ S)(u) \, dQ^{C_T}(u) = \int_{\mathbb{I}^d} (H_T^C \circ (H_T^C)^- \circ S)(u) \, dQ^{H_T^C \circ (H_T^C)^-}(u)
\]
\[
= \int_{\mathbb{I}^d} (H_T^C \circ S \circ (H_T^C)^-)(u) \, dQ^{H_T^C \circ (H_T^C)^-}(u)
\]
\[
= \int_{\mathbb{R}^d} (H_T^C \circ S)(x) \, d(Q^{H_T^C \circ (H_T^C)^-})_{(H_T^C)^-}(x)
\]
\[
= \int_{\mathbb{R}^d} (H_T^C \circ S)(x) \, dQ^{H_T^C}(x)
\]
as was to be shown. \( \square \)

The previous results are remarkable since \( C_T \) and the restriction of \( H_T^C \) to \( \mathbb{I}^d \) are usually distinct.

5 The Order Transform and Kendall’s Tau

Throughout this section, we consider a fixed copula \( C \). The discussion of Kendall’s tau for the order transform \( C_T \) of \( C \) basically relies on the discussion of \([C_T, C_T] \).

The following result provides a comparison of the copulas \( C \) and \( C_T \) in terms of Kendall’s distribution function:

5.1 Theorem. \( C_T \) satisfies \( K_{C_T} \leq K_C \). In particular,
\[
[C, C] \leq [C_T, C_T]
\]

Proof. Lemma 4.2 yields
\[
(Q^{C_T})_C = (Q^{H_T^C})_{H_T^C} = ((Q^{H_C})_T)_{H_T^C} = (Q^{H_C})_{H_T^C \circ T}
\]
and for every \( u \in \mathbb{I}^d \) we have

\[
C(u) = Q^{HC} \left[ \{ v \in \mathbb{I}^d \mid v \leq u \} \right] \leq Q^{HC} \left[ \{ v \in \mathbb{I}^d \mid T(v) \leq T(u) \} \right] = (H_T^C \circ T)(u)
\]

For every \( t \in \mathbb{I}^d \), we thus obtain

\[
K_{C_T}(t) = (Q^{C_T})_{C_T}([0, t]) = (Q^{HC})_{H_T^C \circ T}([0, t]) = Q^C \left[ \{ u \in \mathbb{I}^d \mid (H_T^C \circ T)(u) \leq t \} \right] \leq Q^C \left[ \{ u \in \mathbb{I}^d \mid C(u) \leq t \} \right] = K_C(t)
\]

which proves the first inequality. The second inequality then follows from Lemma 3.2. □

The next result provides several useful representations of \([C_T, C_T]\):

5.2 Theorem. \( C_T \) satisfies

\[
[C_T, C_T] = \int_{\mathbb{I}^d} Q^C \left[ \{ v \in \mathbb{I}^d \mid T(v) \leq T(u) \} \right] dQ^C(u)
\]

\[
= \int_{\mathbb{I}^d} \bigcup_{\pi \in \tilde{\Gamma}_x} \left\{ v \in \mathbb{I}^d \mid v \leq \tilde{\pi}(u) \right\} \bigg) dQ^C(u)
\]

\[
= \int_{\mathbb{I}^d} H_T^C(T(u)) dQ^C(u)
\]

Proof. Lemma 4.2 yields

\[
[C_T, C_T] = \int_{\mathbb{I}^d} C_T(u) dQ^{C_T}(u)
\]

\[
= \int_{\mathbb{R}^d} H_T^C(x) dQ^{H_T^C}(x)
\]

\[
= \int_{\mathbb{R}^d} Q^{HC} \left[ \{ s \in \mathbb{R}^d \mid s \leq x \} \right] dQ^{H_T^C}(x)
\]

\[
= \int_{\mathbb{R}^d} Q^{HC} \left[ \{ y \in \mathbb{R}^d \mid T(y) \leq x \} \right] dQ^{H_T^C}(x)
\]

\[
= \int_{\mathbb{R}^d} Q^{HC} \left[ \{ y \in \mathbb{R}^d \mid T(y) \leq T(z) \} \right] dQ^{HC}(z)
\]

\[
= \int_{\mathbb{R}^d} Q^C \left[ \{ v \in \mathbb{I}^d \mid T(v) \leq T(u) \} \right] dQ^C(u)
\]

Moreover, for any \( u, v \in \mathbb{I}^d \) there exist some \( \tilde{\pi}_u, \tilde{\pi}_v \in \tilde{\Gamma}_x \) such that \( T(u) = \tilde{\pi}_u(u) \) and \( T(v) = \tilde{\pi}_v(v) \). Since \( \tilde{\Gamma}_x \) is a group, this yields \( T(v) \leq T(u) \) if and only if there
exists some $\tilde{\pi} \in \tilde{\Gamma}^*$ such that $v \leq \tilde{\pi}(u)$. This yields

$$[C_T, C_T] = \int_{I^d} Q^C \left( \left\{ v \in I^d \mid T(v) \leq T(u) \right\} \right) dQ^C(u)$$

$$= \int_{I^d} Q^C \left( \bigcup_{\tilde{\pi} \in \tilde{\Gamma}^*} \left\{ v \in I^d \mid v \leq \tilde{\pi}(u) \right\} \right) dQ^C(u)$$

Finally, we have

$$[C_T, C_T] = \int_{I^d} Q^C \left( \left\{ v \in I^d \mid T(v) \leq T(u) \right\} \right) dQ^C(u)$$

$$= \int_{I^d} Q^C \left( \left\{ w \in I^d \mid w \leq T(u) \right\} \right) dQ^C(u)$$

which completes the proof.

5.3 Corollary.

(1) If $[C_T, C_T] = 0$, then $[C, C] = 0$.

(2) If $C$ is symmetric with $[C, C] = 0$, then $[C_T, C_T] = 0$.

Proof. Because of Theorem 5.1 we have $[C, C] \leq [C_T, C_T]$, which yields (1). From Theorem 5.2 we obtain

$$[C_T, C_T] = \int_{I^d} Q^C \left( \bigcup_{\tilde{\pi} \in \tilde{\Gamma}^*} \left\{ v \in I^d \mid v \leq \tilde{\pi}(u) \right\} \right) dQ^C(u)$$

$$\leq \sum_{\tilde{\pi} \in \tilde{\Gamma}^*} \int_{I^d} Q^C \left( \left\{ v \in I^d \mid v \leq \tilde{\pi}(u) \right\} \right) dQ^C(u)$$

$$= \sum_{\tilde{\pi} \in \tilde{\Gamma}^*} \int_{I^d} (C \circ \tilde{\pi})(u) dQ^C(u)$$

$$= \sum_{\pi \in \Gamma^*} \int_{I^d} (\pi(C))(u) dQ^C(u)$$

$$= \sum_{\pi \in \Gamma^*} [\pi(C), C]$$

If $C$ is symmetric, then the previous inequality becomes $[C_T, C_T] \leq d! [C, C]$ since $|\Gamma^*| = d!$. This yields (2).

The following result resumes Theorem 5.1 and Corollary 5.3 in terms of Kendall’s tau:

5.4 Theorem. Kendall’s tau satisfies

$$\kappa[C] \leq \kappa[C_T]$$

In particular:

(1) If $C_T$ minimizes Kendall’s tau, then $C$ minimizes Kendall’s tau as well.

(2) If $C$ is symmetric and minimizes Kendall’s tau, then $C_T$ minimizes Kendall’s tau as well.
We note in passing that Theorem 5.4 yields two results due to Dietz et al. [2016; Examples 4.2 and 4.3]:

5.5 Corollary. The upper Fréchet–Hoeffding bound satisfies $M_T = M$, and in the bivariate case the lower Fréchet–Hoeffding bound satisfies $W_T = W$.

Proof. It has been shown by Fuchs et al. [2018; Theorems 3.2 and 3.3] that the upper Fréchet–Hoeffding bound is the only copula maximizing Kendall’s tau and that in the bivariate case the lower Fréchet–Hoeffding bound is the only copula minimizing Kendall’s tau. The assertion follows. □

Theorem 5.4 provides conditions under which $\kappa[C] = \kappa[C_T]$. Below we shall show that the product copula satisfies $\kappa[\Pi] < \kappa[\Pi_T]$; see Theorem 6.2.

The following example provides a copula $D$ for which $D \not\leq c D_T$; it thus shows that Theorem 5.4 cannot be obtained from the fact that Kendall’s tau is monotone with respect to the concordance order $\leq_c$:

5.6 Example. Assume that $d = 2$ and consider the copula

$$D := \frac{M + W}{2}$$

Let $F_{(0,1)}$ denote the distribution function corresponding to the uniform distribution on $(0,1)$. According to Dietz et al. [2016; Examples 4.2 and 4.3], we have

$$H^D_T(x) = \frac{1}{2} H^M_T(x) + \frac{1}{2} H^W_T(x)$$

$$= \frac{1}{2} F_{(0,1)}(\min\{x_1, x_2\}) + \frac{1}{2} \left( F_{(0,1)}(2x_1) + \left( 2 F_{(0,1)}(x_2) - 1 \right)^+ - 1 \right)^+$$

and hence

$$H^D_T(x) = \begin{pmatrix}
\frac{1}{2} F_{(0,1)}(x_1) + \frac{1}{2} F_{(0,1)}(2x_1) \\
\frac{1}{2} F_{(0,1)}(x_2) + \frac{1}{2} \left( 2 F_{(0,1)}(x_2) - 1 \right)^+
\end{pmatrix}$$

Since the univariate marginal distribution functions of $H^D_T$ are continuous and strictly increasing on $(0,1)$, we obtain

$$D \left( \begin{pmatrix} 3/8 \\ 4/8 \end{pmatrix} \right) = \frac{3}{16} > \frac{2}{16} = (H^D_T \circ (H^D_T)^{-1}) \left( \begin{pmatrix} 3/8 \\ 4/8 \end{pmatrix} \right) = D_T \left( \begin{pmatrix} 3/8 \\ 4/8 \end{pmatrix} \right)$$

and hence $D \not\leq c D_T$. Since $d = 2$, the concordance order agrees with the pointwise order and we obtain $D \not\leq c D_T$.

The following example shows that the map $C \mapsto C_T$ is not order preserving with respect to the concordance order:

5.7 Example. Assume that $d = 2$. For every symmetric copula $C : \mathbb{R}^2 \to \mathbb{I}$, Theorem 5.2 yields

$$[C_T, C_T] = 2 [C, C] - \int_{\mathbb{R}^2} C(\min\{u_1, u_2\}, \min\{u_1, u_2\}) dQ^C(u_1, u_2)$$
and for the computation of $[C, C]$ in the case where $C$ is a shuffle we refer to Fuchs et al. [2018; Theorem 5.1]. The copula $A : \mathbb{I}^2 \rightarrow \mathbb{I}$

\[
\begin{array}{|c|c|}
\hline
& \vdots \\
\hline
\vdots & \vdots \\
\hline
\end{array}
\]

defined as the shuffle of $M$ with respect to the shuffling structure $\{[a_i, b_i]\}_{i \in \{1, \ldots, 4\}}$ with

- $a_1 = ( 0, 2/4) \quad b_1 = (1/4, 3/4)$
- $a_2 = (1/4, 3/4) \quad b_2 = (2/4, 1)$
- $a_3 = (2/4, 0) \quad b_3 = (3/4, 1/4)$
- $a_4 = (3/4, 1/4) \quad b_4 = ( 1, 2/4)$

is symmetric and satisfies $[A_T, A_T] = 1/2$, and the copula $B : \mathbb{I}^2 \rightarrow \mathbb{I}$

\[
\begin{array}{|c|c|}
\hline
& \vdots \\
\hline
\vdots & \vdots \\
\hline
\end{array}
\]

defined as the shuffle of $M$ with

- $a_1 = ( 0, 0) \quad b_1 = (1/4, 1/4)$
- $a_2 = (1/4, 3/4) \quad b_2 = (2/4, 1)$
- $a_3 = (2/4, 2/4) \quad b_3 = (3/4, 3/4)$
- $a_4 = (3/4, 1/4) \quad b_4 = ( 1, 2/4)$

is symmetric as well and satisfies $[B_T, B_T] = 3/8$.

It it obvious that $A \leq B$. On the other hand, we have $\kappa[A_T] = 1$, and it then follows from Fuchs et al. [2018; Theorem 3.2] that $A_T = M$. This yields $B_T \leq M = A_T$, and from $[B_T, B_T] < [A_T, A_T]$ we obtain $A_T \neq B_T$ and hence $A_T \not\leq B_T$. Since $d = 2$, this yields $A \leq c B$ and $A_T \not\leq c B_T$.

Returning to the case of arbitrary dimension $d$, we conclude this section with another representation of $[C_T, C_T]$ for a class of copulas which includes every copula whose copula measure is absolutely continuous with respect to Lebesgue measure. This class includes the product copula, which will be studied in the following section.

For $\tilde{\pi} \in \tilde{\Gamma}^{\pi}$, define

$$A_{\tilde{\pi}} := \left\{ u \in \mathbb{I}^d \mid (\tilde{\pi}(u))_i < (\tilde{\pi}(u))_{i+1} \text{ for all } i \in \{1, \ldots, d-1\} \right\}$$

Then every $u \in A_{\tilde{\pi}}$ satisfies $T(u) = \tilde{\pi}(u)$ and the family $\{A_{\tilde{\pi}}\}_{\tilde{\pi} \in \tilde{\Gamma}^{\pi}}$ is disjoint.
5.8 Lemma. Assume that \( C \) satisfies \( Q_C[\sum_{\bar{\pi} \in \Gamma^*} A_{\bar{\pi}}] = 1 \). Then

\[
[C_T, C_T] = \sum_{\pi \in \Gamma^*} \int_{T^{[d]}} H_{\bar{T}}^C(u) dQ^{\pi(C)}(u)
\]

In particular, if \( C \) is also symmetric, then

\[
[C_T, C_T] = d! \int_{T^{[d]}} H_{\bar{T}}^C(u) dQ^C(u)
\]

Proof. Since \( Q_C[\sum_{\bar{\pi} \in \Gamma^*} A_{\bar{\pi}}] = 1 \), Theorem 5.2 yields

\[
[C_T, C_T] = \int_{I^d} H_{\bar{T}}^C(T(u)) dQ^C(u)
\]

\[
= \int_{I^d} \sum_{\bar{\pi} \in \Gamma^*} \chi_{A_{\bar{\pi}}}(u) H_{\bar{T}}^C(T(u)) dQ^C(u)
\]

\[
= \sum_{\bar{\pi} \in \Gamma^*} \int_{I^d} \chi_{A_{\bar{\pi}}}(u) H_{\bar{T}}^C(T(u)) dQ^C(u)
\]

\[
= \sum_{\pi \in \Gamma^*} \int_{I^d} H_{\bar{T}}^C(v) dQ^{\pi(C)}(v)
\]

This proves the assertion. \( \square \)

6 The Order Transform of the Product Copula

In the present section we determine Kendall’s tau for the order transform \( \Pi_{\bar{T}} \) of the product copula \( \Pi \) and for certain marginals of the order transform. To this end, we first recall a formula for the distribution function \( H^\Pi_{\bar{T}} \); see Dietz et al. [2016; Example 5.3]:

6.1 Lemma. The product copula \( \Pi \) satisfies

\[
H^\Pi_{\bar{T}}(u) = d! \det \left[ (a_{i,j}(u))_{i,j \in \{1, \ldots, d\}} \right]
\]

for every \( u \in T([d]) \), where

\[
a_{i,j}(u) := \begin{cases} 
  \frac{u_{j-i+1}^i}{(j-i+1)!} & \text{if } i \leq j + 1 \\
  0 & \text{else}
\end{cases}
\]

for all \( i, j \in \{1, \ldots, d\} \).

We also recall that the copula measure of the product copula is the Lebesgue measure, which means that Lemma 5.8 applies to the product copula.
6.2 Theorem. The product copula satisfies

\[ [\Pi, \Pi] = \frac{1}{2^d} < \frac{1}{d+1} = [\Pi_T, \Pi_T] \]

and hence

\[ \kappa[\Pi] = 0 < \frac{2^d - (d+1)}{(2^d - 1)(d+1)} = \kappa[\Pi_T] \]

In particular, \( \lim_{d \to \infty} \kappa[\Pi_T] = 0 \).

Proof. Since the product copula is absolutely continuous and symmetric, Lemma 5.8 together with Lemma 6.1 and Lemma A.2 yields

\[
[\Pi_T, \Pi_T] = d! \int_{T(I^d)} H^{\Pi}_T(u) dQ^{\Pi}(u)
\]

\[
= d! \int_{T(I^d)} d! \det \left( (a_{i,j}(u))_{i,j \in \{1, \ldots, d\}} \right) d\lambda^d(u)
\]

\[
= \frac{1}{d!(d+1)!}
\]

The identity for \( [\Pi, \Pi] \) is well known. \( \square \)

Similar but more complicated identities can be obtained for certain margins of the order transform of the product copula. In the sequel, we use the canonical extensions of transformations of \( \mathbb{I}^d \) to transformations of \( \mathbb{R}^d \) without changing the notation. We also need the following definitions:

Consider \( K \subseteq \{1, \ldots, d\} \) such that \( |K| \geq 2 \). Then there exists a unique strictly increasing sequence \( \{k_j\}_{j \in \{1, \ldots, |K|\}} \subseteq \{1, \ldots, d\} \) such that \( K = \{k_j\}_{j \in \{1, \ldots, |K|\}} \) and we denote

- by \( \mathbb{R}^K \) a copy of \( \mathbb{R}^{|K|} \) with coordinates \( k_1, \ldots, k_{|K|} \) instead of \( 1, \ldots, |K| \),
- by \( \mathbb{I}^K \) the unit cube of \( \mathbb{R}^{|K|} \), and
- by \( \mathcal{C}^K \) the collection of all copulas \( \mathbb{I}^K \to \mathbb{I} \).

We also define a map \( \tilde{\varphi}_K : \mathbb{I}^K \to \mathbb{I}^d \) by letting

\[
\tilde{\varphi}_K(v) := \sum_{j \in \{1, \ldots, |K|\}} v_j e_{k_j} + \sum_{k \in \{1, \ldots, d\} \setminus K} e_k
\]

and the map \( \varphi_K : \mathcal{C}^d \to \mathcal{C}^K \) given by

\[
\varphi_K(C) := C \circ \tilde{\varphi}_K
\]

Then \( \varphi_K \) associates indeed with every copula in \( \mathcal{C}^d \) a copula in \( \mathcal{C}^K \), which is called the margin of \( C \) with respect to \( K \). We have the following result:
6.3 Theorem. \( \varrho_K(\Pi_T) \) satisfies

\[
\left[ \varrho_K(\Pi_T), \varrho_K(\Pi_T) \right] = \int_{\mathbb{R}^d} \Pi_T(\eta_K(1, u)) dQ^{\Pi_T}(u)
\]

\[
= \int_{\mathbb{R}^d} H_T^\Pi(\eta_K(1, x)) dQ^{H_T^\Pi}(x)
\]

\[
= d! \int_{T(\mathbb{I}^d)} H_T^\Pi(\eta_K(1, u)) dQ^{\Pi}(u)
\]

Proof. Consider the map \( \eta_{K,1} : \mathbb{I}^d \rightarrow \mathbb{I}^d \) given by \( \eta_{K,1}(u) := \eta_K(1, u) \). Then we obtain

\[
\left[ \varrho_K(\Pi_T), \varrho_K(\Pi_T) \right] = \left[ \Pi_T \circ \tilde{\varrho}_K, \Pi_T \circ \tilde{\varrho}_K \right]
\]

\[
= \int_{\mathbb{I}^d} \Pi_T(\tilde{\varrho}_K(v)) dQ^{H_T^\circ \tilde{\varrho}_K}(v)
\]

\[
= \int_{\mathbb{I}^d} \Pi_T(\tilde{\varrho}_K(v)) dQ^{H_T^\circ \tilde{\varrho}_K}(v)
\]

\[
= \int_{\mathbb{I}^d} \eta_{K,1}(\Pi_T(u)) d(Q^{H_T^\circ \tilde{\varrho}_K})_{\tilde{\varrho}_K}(u)
\]

\[
= \int_{\mathbb{I}^d} \Pi_T(u) dQ^{H_T}(u)
\]

\[
= \int_{\mathbb{I}^d} \Pi_T(u) dQ^{\Pi_T}(u)
\]

\[
= \int_{\mathbb{I}^d} \Pi_T(\eta_{K,1}(u)) dQ^{\Pi_T}(u)
\]

\[
= \int_{\mathbb{I}^d} \Pi_T(\eta_K(1, u)) dQ^{\Pi_T}(u)
\]

which gives the first identity. The second identity then follows from the first identity and Lemma 14.3. Furthermore, we have

\[
\left[ \varrho_K(\Pi_T), \varrho_K(\Pi_T) \right] = \int_{\mathbb{R}^d} H_T^\Pi(\eta_K(1, x)) dQ^{H_T^\Pi}(x)
\]

\[
= \int_{\mathbb{R}^d} H_T^\Pi(\eta_K(1, T(x))) dQ^{H_T^\Pi}(x)
\]

\[
= \int_{\mathbb{R}^d} H_T^\Pi(\eta_K(1, T(u))) \left( \sum_{\tilde{\pi} \in \Gamma^a} \chi_{A_{\tilde{\pi}}}(u) \right) dQ^{\Pi}(u)
\]

\[
= \sum_{\tilde{\pi} \in \Gamma^a} \int_{A_{\tilde{\pi}}} H_T^\Pi(\eta_K(1, \tilde{\pi}(u))) dQ^{\Pi}(u)
\]

\[
= d! \int_{T(\mathbb{I}^d)} H_T^\Pi(\eta_K(1, u)) dQ^{\Pi}(u)
\]

which gives the last identity. \( \square \)
From the previous result, combined with Lemma 6.1, we obtain explicit formulas for \([\varrho_K(\Pi_T), \varrho_K(\Pi_T)]\), and hence for \(\kappa[\varrho_K(\Pi_T)]\), in the case \(K = \{1, \ldots, k\}\):

**6.4 Corollary.** \(\varrho_{\{1, \ldots, k\}}(\Pi_T)\) satisfies

\[
\left[ \varrho_{\{1, \ldots, k\}}(\Pi_T), \varrho_{\{1, \ldots, k\}}(\Pi_T) \right] = \frac{1}{2} - \frac{1}{4} \sum_{h=2}^{k} \frac{1}{2h - 1} \left( \begin{array}{c} 2h \\ h \end{array} \right) \left( \begin{array}{c} 2d + 2 - 2h \\ d + 1 - h \end{array} \right) / \left( \begin{array}{c} 2d \\ d \end{array} \right)
\]

\[
= \frac{1}{d + 1} + \frac{1}{2d} \sum_{l=1}^{d-k} \left( \begin{array}{c} d \\ l - 1 \end{array} \right) \left( \begin{array}{c} d \\ l \end{array} \right) / \left( \begin{array}{c} 2d - 1 \\ 2l - 1 \end{array} \right)
\]

for every \(k \in \{2, \ldots, d\}\). In particular,

\[
\kappa[\varrho_{\{1, \ldots, k\}}(\Pi_T)] = 1 - \frac{2^{k-2}}{2^{k-1} - 1} \sum_{h=2}^{k} \frac{1}{2h - 1} \left( \begin{array}{c} 2h \\ h \end{array} \right) \left( \begin{array}{c} 2d + 2 - 2h \\ d + 1 - h \end{array} \right) / \left( \begin{array}{c} 2d \\ d \end{array} \right)
\]

holds for every \(k \in \{2, \ldots, d\}\), the sequence \(\{\kappa[\varrho_{\{1, \ldots, k\}}(\Pi_T)]\}_{k \in \{1, \ldots, d\}}\) is decreasing with

\[
\kappa[\varrho_{\{1, \ldots, d\}}(\Pi_T)] = \frac{1}{d + 1}
\]

and for every \(k \in \{2, 3, \ldots\}\) the sequence \(\{\kappa[\varrho_{\{1, \ldots, k\}}(\Pi_T)]\}_{d \in \{k, k+1, \ldots\}}\) is increasing with

\[
\lim_{d \to \infty} \kappa[\varrho_{\{1, \ldots, k\}}(\Pi_T)] = 1 - \frac{2^{k-2}}{2^{k-1} - 1} \sum_{h=2}^{k} \frac{1}{2h - 1} \left( \begin{array}{c} 2h \\ h \end{array} \right) \frac{1}{2^{2h-2}}
\]

**Proof.** Since \(\eta_{\{1, \ldots, k\}}(1, u) \in T(\Pi^d)\) holds for every \(u \in T(\Pi^d)\), Theorem 6.3 together with Lemma 6.1 and Corollary A.4 yields

\[
\left[ \varrho_{\{1, \ldots, k\}}(\Pi_T), \varrho_{\{1, \ldots, k\}}(\Pi_T) \right] = d! \int_{T(\Pi^d)} H_T^\Pi(\eta_{\{1, \ldots, k\}}(1, u)) dQ^\Pi(u)
\]

\[
= d! \int_{T(\Pi^d)} d! \det \left[ (a_{i,j}(\eta_{\{1, \ldots, k\}}(1, u)))_{i,j \in \{1, \ldots, d\}} \right] d\lambda^d(u)
\]

\[
= (d!)^2 \left( \frac{1}{d! (d+1)!} + \frac{1}{(2d)!} \sum_{l=1}^{d-k} \frac{(2d-2l)!}{(d-l)! (d+1-l)!} \left( \begin{array}{c} 2l - 1 \\ l \end{array} \right) \right)
\]

\[
= \frac{1}{d + 1} + \frac{1}{2d} \sum_{l=1}^{d-k} \frac{1}{(l - 1)} \left( \begin{array}{c} d \\ l \end{array} \right) \left( \begin{array}{c} d \\ l - 1 \end{array} \right) / \left( \begin{array}{c} 2d - 1 \\ 2l - 1 \end{array} \right)
\]

which gives the second identity. On the other hand, Lemma A.1 yields

\[
\sum_{l=1}^{d-k} \frac{(2d-2l)!}{(d-l)! (d+1-l)! l!(l-1)!} = \frac{1}{4} \sum_{l=1}^{d-k} \left( \begin{array}{c} 2d + 2 - 2l \\ d + 1 - l \end{array} \right) \left( \begin{array}{c} 2l \\ l \end{array} \right) \frac{1}{2d - 2l + 1}
\]

\[
= \frac{1}{4} \sum_{h=k+1}^{d} \left( \begin{array}{c} 2h \\ h \end{array} \right) \left( \begin{array}{c} 2d + 2 - 2h \\ d + 1 - h \end{array} \right) \frac{1}{2h - 1}
\]
\[
\frac{1}{4} \left( -\left(\frac{2d+2}{d+1}\right) \frac{1}{2d+1} - \sum_{h=0}^{k} \left(\frac{2h}{d+1-h}\right) \frac{1}{2h-1} \right) \\
= \frac{1}{4} \left( \frac{2d}{d} \frac{2d-1}{d+1} - \sum_{h=2}^{k} \left(\frac{2h}{d+1-h}\right) \frac{1}{2h-1} \right)
\]

and hence

\[
\left[ \varrho_{\{1,\ldots,k\}}(\Pi_T), \varrho_{\{1,\ldots,k\}}(\Pi_T) \right] = \frac{1}{d+1} + \frac{(d!)^2}{(2d)!} \sum_{l=1}^{d-k} \frac{(2d-2l)!}{(d-l)! (d+l-l)!} \left( \frac{2l-1}{d} \right)
\]

\[
= \frac{1}{d+1} + \frac{1}{2} \frac{d-1}{d+1} - \frac{1}{4} \frac{(d!)^2}{(2d)!} \sum_{h=2}^{k} \left(\frac{2h}{d+1-h}\right) \frac{1}{2h-1}
\]

\[
= \frac{1}{2} - \frac{1}{4} \sum_{h=2}^{k} \frac{1}{2h-1} \left(\frac{2h}{d+1-h}\right) \frac{1}{2d}
\]

which gives the first identity. \qed

The first identity of Corollary 6.4 is suitable for small \( k \) while the second is suitable for large \( k \). For \( k = 2 \), Corollary 6.4 yields

\[
\kappa[\varrho_{\{1,2\}}(\Pi_T)] = \frac{d-1}{2d-1}
\]

which is in accordance with the literature; see Avérous et al. [2005] and Navarro and Balakrishnan [2010]. In particular, the sequence \( \{\kappa[\varrho_{\{1,2\}}(\Pi_T)]\}_{d \in \{2,3,\ldots\}} \) is increasing with \( \lim_{d \to \infty} \kappa[\varrho_{\{1,2\}}(\Pi_T)] = 1/2 \). We illustrate Corollary 6.4 by numerical examples for certain values of \( d \) and \( k \in \{2,\ldots,d\} \):

**6.5 Examples.** For \( d \in \{2,\ldots,5\} \) and \( k \in \{2,\ldots,d\} \), the table

| \( k \) | 2   | 3   | 4   | 5   |
|--------|-----|-----|-----|-----|
| 2      | 315/945 | 378/945 | 405/945 | 420/945 |
| 3      | 315/945 | 369/945 | 395/945 |
| 4      | 297/945 | 345/945 |
| 5      | 273/945 |

presents the values of \( \kappa[\varrho_{\{1,\ldots,k\}}(\Pi_T)] \) for \( d \in \{2,\ldots,5\} \) and \( k \in \{2,\ldots,d\} \).

We now introduce a general reflection principle which, when combined with Corollary 6.4, yields explicit formulas for \( \varrho_K(\Pi_T), \varrho_K(\Pi_T) \), and hence for \( \kappa[\varrho_K(\Pi_T)] \), in the case \( K = \{d-k+1,\ldots,d\} \). We shall need the following lemma:

**6.6 Lemma.** The identity

\[
\rho_K(\tau(\Pi_T)) = \tau(\rho_K(\Pi_T))
\]

holds for every \( K \subseteq \{1,\ldots,d\} \) such that \(|K| \geq 2\).

In the identity of Lemma 6.6 the transformation \( \tau \) acts on \( C^d \) on the left hand side and on \( C^K \) on the right hand side.
Proof. According to Fuchs [2014; Theorem 4.1], every copula $D$ satisfies
\[
(\tau(D))(v) = \sum_{L \subseteq \{1, \ldots, d\}} (-1)^{|L|} D(f_L(1-v, 1))
\]
For every $u \in \mathbb{I}^K$ we obtain
\[
(\rho_K(\tau(\Pi_T)))(u) = (\tau(\Pi_T))(\tilde{\rho}_K(u))
= \sum_{L \subseteq \{1, \ldots, d\}} (-1)^{|L|} \Pi_T(f_L(1-\tilde{\rho}_K(u), 1))
= \sum_{L \subseteq \{1, \ldots, d\}} (-1)^{|L|} \Pi_T(f_{\{1, \ldots, d\}\setminus L}(1, 1-\tilde{\rho}_K(u)))
= \sum_{J \subseteq \{1, \ldots, d\}} (-1)^{|J|} \Pi_T(f_J(1, 1-\tilde{\rho}_K(u)))
= \sum_{J \subseteq K} (-1)^{|J|} \Pi_T(f_J(1, 1-\tilde{\rho}_K(u)))
= \sum_{J \subseteq K} (-1)^{|J|} \Pi_T(f_{\{1, \ldots, d\}\setminus J}(1-\tilde{\rho}_K(u), 1))
= \sum_{J \subseteq K} (-1)^{|J|} (\Pi_T \circ \tilde{\rho}_K)(f_J(1-u, 1))
= \sum_{J \subseteq K} (-1)^{|J|} (\rho_K(\Pi_T))(f_J(1-u, 1))
= (\tau(\rho_K(\Pi_T)))(u)
\]
Note that in the last three lines the transformation $f_L$ acts on $\mathbb{I}^K$. □

Consider now the map $b : \{1, \ldots, d\} \to \{1, \ldots, d\}$ given by
\[
b(i) := d - i + 1
\]
and the linear map $B : \mathbb{R}^d \to \mathbb{R}^d$ given by the $(d \times d)$-matrix with entries
\[
b_{i,j} := \begin{cases} 1 & \text{if } i + j = d + 1 \\ 0 & \text{else} \end{cases}
\]
We can now state the announced reflection principle:

6.7 Theorem. The identity
\[
[\varrho_{b(K)}(\Pi_T), \varrho_{b(K)}(\Pi_T)] = [\varrho_K(\Pi_T), \varrho_K(\Pi_T)]
\]
holds for every $K \subseteq \{1, \ldots, d\}$ such that $|K| \geq 2$. In particular,
\[
\kappa[\varrho_{b(K)}(\Pi_T)] = \kappa[\varrho_K(\Pi_T)]
\]
holds for every $K \subseteq \{1, \ldots, d\}$ such that $|K| \geq 2$. 17
Proof. Using Lemma 6.6 and Theorem 6.3 we obtain
\[
\left[ \varrho_{b(K)}(\Pi_T), \varrho_{b(K)}(\Pi_T) \right] = \left[ \tau(\varrho_{b(K)}(\Pi_T)), \tau(\varrho_{b(K)}(\Pi_T)) \right] \\
= \left[ \varrho_{b(K)}(\tau(\Pi_T)), \varrho_{b(K)}(\tau(\Pi_T)) \right] \\
= \int_{\mathbb{R}^d} (\tau(\Pi_T))(\eta_{b(K)}(1, u)) \, dQ_{\tau(\Pi_T)}(u)
\]
and from Theorem 6.3 we also obtain
\[
\left[ \varrho_{K}(\Pi_T), \varrho_{K}(\Pi_T) \right] = \int_{\mathbb{R}^d} \Pi_T(\eta_{K}(1, u)) \, dQ_{\Pi_T}(u) \\
= \int_{\mathbb{R}^d} H^{\Pi}_{\Pi}(\eta_{K}(1, x)) \, dQ_{H^{\Pi}_{\Pi}}(x)
\]
It remains to show that the two integrals are identical. We have \( B \circ T = \tilde{\tau} \circ T \circ \tilde{\tau} \) and hence \( \tilde{\tau} \circ T = B \circ T \circ \tilde{\tau} \), and we also have \( Q^{H^{\Pi}_{T \circ \tilde{\tau}}} = (Q^{H^{\Pi}_{T}})_{T \circ \tilde{\tau}} = ((Q^{H^{\Pi}})_{\tilde{\tau}})_T = (Q^{H^{\Pi}})_T = Q^{H^{\Pi}} \). From these identities and Lemma 4.3 we obtain
\[
\int_{\mathbb{R}^d} \Pi_T(\eta_{L}(\eta_{b(K)}(0, u), 1)) \, dQ_{\Pi_T}(u) \\
= \int_{\mathbb{R}^d} H^{\Pi}_{\Pi}(\eta_{L}(\eta_{b(K)}(0, x), 1)) \, dQ_{H^{\Pi}_{\Pi}}(x) \\
= \int_{\mathbb{R}^d} H^{\Pi}_{\Pi}(\eta_{L}(\eta_{b(K)}(0, T(x)), 1)) \, dQ_{H^{\Pi}_{\Pi}}(x) \\
= \int_{\mathbb{R}^d} H^{\Pi}_{\Pi}(\eta_{L}(1 - \eta_{b(K)}(1, (\tilde{\tau} \circ T)(x)), 1)) \, dQ_{H^{\Pi}_{\Pi}}(x) \\
= \int_{\mathbb{R}^d} H^{\Pi}_{\Pi}(\eta_{L}(1 - \eta_{b(K)}(1, (B \circ T \circ \tilde{\tau})(x)), 1)) \, dQ_{H^{\Pi}_{\Pi}}(x) \\
= \int_{\mathbb{R}^d} H^{\Pi}_{\Pi}(\eta_{L}(1 - \eta_{b(K)}(1, B(z)), 1)) \, dQ_{H^{\Pi}_{T \circ \tilde{\tau}}}^{H^{\Pi}_{T \circ \tilde{\tau}}}(z) \\
= \int_{\mathbb{R}^d} H^{\Pi}_{\Pi}(\eta_{L}(1 - B \circ \eta_{K}(1, z), 1)) \, dQ_{H^{\Pi}_{T}}(z) \\
= \int_{\mathbb{R}^d} H^{\Pi}_{\Pi}((B \circ \eta_{L})(1 - \eta_{K}(1, z), 1)) \, dQ_{H^{\Pi}_{T}}(z) \\
= \int_{\mathbb{R}^d} H^{\Pi}_{\Pi}(\eta_{L}(1 - \eta_{K}(1, z), 1)) \, dQ_{H^{\Pi}_{T}}(z) \\
= \int_{\mathbb{R}^d} H^{\Pi}_{\Pi}(\eta_{L}(\eta_{K}(0, 1 - z), 1)) \, dQ_{H^{\Pi}_{T}}(z)
\]
Using the first identity in the proof of Lemma 6.6 we thus obtain
\[
\left[ \varrho_{b(K)}(\Pi_T), \varrho_{b(K)}(\Pi_T) \right] \\
= \int_{\mathbb{R}^d} (\tau(\Pi_T))(\eta_{b(K)}(1, u)) \, dQ_{\tau(\Pi_T)}(u) \\
= \int_{\mathbb{R}^d} \sum_{L \subseteq \{1, \ldots, d\}} (-1)^{d - |L|} \Pi_T(\eta_{L}(1 - \eta_{b(K)}(1, u), 1)) \, dQ_{\tau(\Pi_T)}(u)
\]
As noted before, combining Theorem 6.7 and Corollary 6.4 yields explicit formulas
\[ K \subseteq \{1, \ldots, d\}. \]

\[ \sum_{L \subseteq \{1, \ldots, d\}} (-1)^{d-|L|} \int_{\mathbb{R}^d} \Pi_T(\eta_L(\eta_{b(K)}(0, \bar{\tau}(u)), 1)) dQ^\pi(\Pi_T)(u) \]

\[ = \sum_{L \subseteq \{1, \ldots, d\}} (-1)^{d-|L|} \int_{\mathbb{R}^d} \Pi_T(\eta_L(\eta_{b(K)}(0, u), 1)) dQ^\pi_T(u) \]

\[ = \sum_{L \subseteq \{1, \ldots, d\}} (-1)^{d-|L|} \int_{\mathbb{R}^d} H^\pi_{\bar{\tau} \circ T \circ \bar{\tau}}(\eta_L(\eta_K(0, 1-x), 1)) dQ^\pi_{H}(x) \]

\[ \int_{\mathbb{R}^d} \sum_{L \subseteq \{1, \ldots, d\}} (-1)^{d-|L|} Q^\pi_T \left[ \eta_K(0, 1-x), 1 \right] \] \[ = \int_{\mathbb{R}^d} Q^\pi_T \left[ 0, 1-\eta_K(0, 1-x) \right] \] \[ = \int_{\mathbb{R}^d} Q^\pi_T \left[ 0, \eta_K(1, x) \right] \]

\[ = \int_{\mathbb{R}^d} H^\pi_T(\eta_K(1, x)) dQ^\pi_{H}(x) \]

\[ = \left[ \rho_K(\Pi_T), \rho_K(\Pi_T) \right] \]

as was to be shown. \( \square \)

Theorem 6.7 extends a result of Avérous et al. [2005; Proposition 10] for \(|K| = 2\).

As noted before, combining Theorem 6.7 and Corollary 6.4 yields explicit formulas
\[ \rho_K(\Pi_T), \rho_K(\Pi_T) \], and hence for \( \kappa[\rho_K(\Pi_T)] \), in the case \( K = \{d - k + 1, \ldots, d\} \).

As a final remark, we note that Theorem 6.3 combined with Lemma 6.1 provides a general tool to compute Kendall’s tau for the margins of \( \Pi_T \) with respect to any \( K \subseteq \{1, \ldots, d\} \). We illustrate this by the following example which is not covered by Corollary 6.4.

6.8 Example. Assume that \( d = 5 \) and consider \( K = \{1, 2, 3, 5\} \). Since \( Q^\pi_T [|d \setminus T(T^d)] = 0 \), Theorem 6.3 together with Lemma 6.1 yields

\[ \left[ \rho_{\{1,2,3,5\}}(\Pi_T), \rho_{\{1,2,3,5\}}(\Pi_T) \right] = 5! \int_{T(1^5)} H^\pi_T((u_1, u_2, u_3, 1, u_5)) dQ^\pi_T(u) \]

\[ = 5! \int_{T(1^5)} H^\pi_T((u_1, u_2, u_3, u_5, u_5)) dQ^\pi_T(u) \]

\[ = (5!)^2 \int_{T(1^5)} \text{det} \begin{pmatrix} u_1 & u_2^2/2! & u_3^2/3! & u_4^2/4! & u_5^2/5! \\ u_2 & u_2^2/2! & u_3^3/3! & u_4^3/4! & u_5^3/5! \\ u_3 & u_3^2/2! & u_3^3/3! & u_4^3/4! & u_5^3/5! \\ u_4 & u_4^2/2! & u_4^3/3! & u_4^4/4! & u_5^4/5! \\ u_5 & u_5^2/2! & u_5^3/3! & u_5^4/4! & u_5^5/5! \end{pmatrix} dQ^\pi_T(u) \]

\[ = (5!)^2 \frac{47}{3628800} \]

\[ = \frac{47}{252} \]
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We thus obtain
\[
\kappa[\rho_{\{1,2,3,5\}}(\Pi_T)] = \frac{2^4 [\rho_{\{1,2,3,5\}}(\Pi_T), \rho_{\{1,2,3,5\}}(\Pi_T)] - 1}{2^{n-1} - 1} = \frac{125}{441}
\]
and Theorem 6.7 then yields \(\kappa[\rho_{\{1,3,4,5\}}(\Pi_T)] = \kappa[\rho_{\{1,2,3,5\}}(\Pi_T)] = 125/441\).

A Auxiliary Results

For a family \(\{a_{i,j}\}_{i,j \in \mathbb{N}}\) of real numbers satisfying \(a_{j+1,j} = 1\) for every \(j \in \mathbb{N}\) and \(a_{j+k,j} = 0\) for every \(j \in \mathbb{N}\) and all \(k \geq 2\), we define a sequence of matrices \(\{A_n\}_{n \in \mathbb{N}_0}\) by letting \(A_0 := (1)\) and \(A_n := (a_{i,j})_{i,j \in \{1,\ldots,n\}}\) for every \(n \in \mathbb{N}\). Then the identity
\[
\det(A_n) = \sum_{i=1}^{n} (-1)^{i+n} a_{i,n} \det(A_{i-1})
\]
holds for every \(n \in \mathbb{N}\); see Cahill et al. [2002].

Let \(S_0 := 1\). For \(n \in \mathbb{N}\) we define a map \(S_n : \mathbb{P}^n \to \mathbb{R}\) by letting
\[
S_n(u) := \sum_{i=1}^{n} (-1)^{i+n} \frac{u_{i}^{n-i+1}}{(n-i+1)!} S_{i-1}(u_1, \ldots, u_{i-1})
\]
Then \(S_n(u)\) is the determinant of the matrix \(A_n(u)\) with entries
\[
a_{i,j}(u) := \begin{cases} 
\frac{u_i^{j-i+1}}{(j-i+1)!} & \text{if } i \leq j + 1 \\
0 & \text{else}
\end{cases}
\]
for \(n \in \mathbb{N}\) and \(i, j \in \{1, \ldots, n\}\).

For the convenience of the reader, we recall some combinatorial identities:

A.1 Lemma. The identities
\[
\sum_{k=0}^{n} \frac{1}{2k-1} \binom{2n-2k}{n-k} \binom{2k}{k} = 0
\]
\[
\sum_{k=0}^{n} (-1)^k \binom{n}{k} \frac{z}{k} / \binom{y_1}{k} = \frac{y - z}{n} / \binom{y}{n}
\]
\[
\sum_{k=0}^{n} (-1)^k \binom{n}{k} \binom{n+k}{k+1} = 0
\]
\[
\sum_{k=0}^{n} (-1)^k \binom{n+k}{k} \binom{n+1}{k+1} = 0
\]
hold for every \(n \in \mathbb{N}\) and all \(y, z \in \mathbb{R}\).
Proof. The first three identities can be found in Quaintance [2010; Equations (6.12), (6.44), (10.18)] and the last identity follows from the third.

A.2 Lemma. The identity

\[ \int_{[0,u_{n+1}]} \cdots \int_{[0,u_2]} S_n(u) \, d\lambda(u_1) \cdots d\lambda(u_n) = \frac{u_{n+1}^{2n}}{n!(n+1)!} \]

holds for every \( n \in \mathbb{N} \) and every \( u_{n+1} \in \mathbb{I} \).

Proof. We have

\[ \int_{[0,u_{n+1}]} \cdots \int_{[0,u_2]} S_{n+1}(u) \, d\lambda(u_1) \cdots d\lambda(u_{n+1}) = \int_{[0,u_2]} \, d\lambda(u_1) = \frac{u_2^2}{2} \]

which means that the assertion holds for \( n = 1 \).

Assume now that the assertion holds for all \( n \in \{1, \ldots, n\} \). Then we have

\[
\begin{align*}
\int_{[0,u_{n+1}]} \cdots \int_{[0,u_2]} S_{n+1}(u) \, d\lambda(u_1) \cdots d\lambda(u_{n+1}) &= \int_{[0,u_{n+1}]} \cdots \int_{[0,u_2]} \sum_{i=1}^{n+1} (-1)^{i+n+1} u_{i}^{n-i+2} S_{i-1}(u_1, \ldots, u_{i-1}) \, d\lambda(u_1) \cdots d\lambda(u_{n+1}) \\
&= \sum_{i=1}^{n+1} (-1)^{i+n+1} \int_{[0,u_{n+1}]} \cdots \int_{[0,u_2]} \frac{u_{i}^{n-i+2}}{(n-i+2)!} \, d\lambda(u_i) \cdots d\lambda(u_{n+1}) \\
&= \sum_{i=1}^{n+1} (-1)^{i+n+1} \int_{[0,u_{n+1}]} \cdots \int_{[0,u_2]} \frac{u_{i}^{n-i+2}}{(n-i+2)!} \frac{2i}{(i-1)!} \, d\lambda(u_i) \cdots d\lambda(u_{n+1}) \\
&= \sum_{i=1}^{n+1} (-1)^{i+n+1} \frac{u_{i}^{n+i}}{(n-i+2)!} \frac{(n+i)!}{(i-1)! (2n+2)!} \\
&= \frac{u_{n+2}^{2n+2}}{(n+1)! (n+2)!} \sum_{k=0}^{n} (-1)^{k+n+2} \frac{(n+1)! (n+2)!}{(n-k+1)! (k+1)!} \frac{(n+k+1)!}{(2n+2)!} \\
&= \frac{u_{n+2}^{2n+2}}{(n+1)! (n+2)!} \sum_{k=0}^{n} (-1)^{k} \binom{n+1}{k} \binom{n+1+k}{k+1} \frac{(2n+2)!}{(-1)^{n+2} (n+2)!} \\
&= \frac{2n+2}{(n+1)! (n+2)!}
\end{align*}
\]

In the final step we have used the third identity of Lemma A.1.

For \( n \in \mathbb{N} \) and \( m \in \{1, \ldots, n\} \) we define the map \( S_{n,m} : \mathbb{I}^n \to \mathbb{R} \) by letting

\[ S_{n,m}(u) := S_n(u_1, \ldots, u_{n-m}, 1, \ldots, 1) \]

We have the following result:
A.3 Lemma. The identity

\[
\int_{[0, u_{n+1}]} \cdots \int_{[0, u_2]} S_{n,m}(u) \, d\lambda(u_1) \cdots d\lambda(u_n) \\
= \sum_{i=0}^{m} \frac{u_{n+1}^{n-l}}{(2n)!} \frac{1}{n-l+1} \binom{2n}{l} \sum_{h=0}^{m-l} (-1)^h \binom{2n-2l-h}{n-l} \binom{2-l}{h} (n-l+1)
\]

holds for every \( n \in \mathbb{N} \), every \( m \in \{1, \ldots, n\} \) and every \( u_{n+1} \in \mathbb{I} \).

Proof. We have

\[
\begin{align*}
\int_{[0, u_2]} S_{1,1}(u_1) \, d\lambda(u_1) &= \int_{[0, u_2]} S_1(1) \, d\lambda(u_1) \\
&= \int_{[0, u_2]} d\lambda(u_1) \\
&= u_2 \\
&= \sum_{i=0}^{1} \frac{u_{2-i}^{2-i}}{2} \frac{1}{2-i} \binom{2}{1} \sum_{h=0}^{1-i} (-1)^h \binom{2-2l-h}{1-l} \binom{2-l}{h} (2-l)
\end{align*}
\]

which means that the identity holds for \( n = 1 \) and \( m = 1 \) and every \( u_2 \in \mathbb{I} \).

Assume henceforth that \( n \geq 2 \).

Let us first consider the case \( m = 1 \). In this case we have

\[
\begin{align*}
\int_{[0, u_{n+1}]} \cdots \int_{[0, u_2]} S_{n,1}(u) \, d\lambda(u_1) \cdots d\lambda(u_n) \\
&= \int_{[0, u_{n+1}]} \cdots \int_{[0, u_2]} S_n(u, \ldots, u_{n-1}, 1) \, d\lambda(u_1) \cdots d\lambda(u_n) \\
&= \sum_{i=1}^{n-1} (-1)^{i+n} \int_{[0, u_{n+1}]} \cdots \int_{[0, u_2]} \frac{u_{n-i+1}^{n-i+1}}{(n-i+1)!} \, S_{i-1}(u_1, \ldots, u_{i-1}) \, d\lambda(u_1) \cdots d\lambda(u_n) \\
&\quad + \int_{[0, u_{n+1}]} \cdots \int_{[0, u_2]} S_{n-1}(u_1, \ldots, u_{n-1}) \, d\lambda(u_1) \cdots d\lambda(u_n)
\end{align*}
\]

For every \( i \in \{1, \ldots, n-1\} \), Lemma A.2 yields

\[
\begin{align*}
\int_{[0, u_{n+1}]} \cdots \int_{[0, u_2]} \frac{u_{n-i+1}^{n-i+1}}{(n-i+1)!} \, S_{i-1}(u_1, \ldots, u_{i-1}) \, d\lambda(u_1) \cdots d\lambda(u_n) \\
&= \int_{[0, u_{n+1}]} \cdots \int_{[0, u_2]} \frac{u_{i}^{n-i+1}}{(n-i+1)!} \\
&\quad \left[ \int_{[0, u_1]} \cdots \int_{[0, u_2]} S_{i-1}(u_1, \ldots, u_{i-1}) \, d\lambda(u_1) \cdots d\lambda(u_{i-1}) \right] \, d\lambda(u_i) \cdots d\lambda(u_n) \\
&= \int_{[0, u_{n+1}]} \cdots \int_{[0, u_2]} \frac{u_{i}^{n-i+1}}{(n-i+1)!} \frac{u_{i}^{2(i-1)}}{(i-1)!} \, d\lambda(u_i) \cdots d\lambda(u_n)
\end{align*}
\]
and summation yields

\[
\sum_{i=1}^{n-1} (-1)^{i+n} \int_{[0,u_{n+1}]} \cdots \int_{[0,u_2]} \frac{u_{i+1}^{n-i+1} S_{i-1}(u_1, \ldots, u_{i-1})}{(n-i+1)!} d\lambda(u_1) \cdots d\lambda(u_{n+1})
\]

\[
= \sum_{i=1}^{n-1} (-1)^{i+n} \frac{1}{(n-i+1)! (i-1)!} \frac{(n+i-1)!}{(2n)!} u_{n+1}^{2n}
\]

We also obtain

\[
\int_{[0,u_{n+1}]} \cdots \int_{[0,u_2]} S_{n-1}(u_1, \ldots, u_{n-1}) d\lambda(u_1) \cdots d\lambda(u_{n+1})
\]

\[
= \int_{[0,u_{n+1}]} \left[ \int_{[0,u_2]} \cdots \int_{[0,u_2]} S_{n-1}(u_1, \ldots, u_{n-1}) d\lambda(u_1) \cdots d\lambda(u_{n-1}) \right] d\lambda(u_{n+1})
\]

\[
= \int_{[0,u_{n+1}]} \frac{u_{n+1}^{2(n-1)}}{(n-1)! n!} d\lambda(u_{n+1})
\]

\[
= \frac{u_{n+1}^{2n}}{n! (n+1)!} \frac{(n-1)! n! 2n}{2n - 1}
\]

Now summation yields

\[
\int_{[0,u_{n+1}]} \int_{[0,u_2]} S_{n,1}(u) d\lambda(u_1) \cdots d\lambda(u_{n+1})
\]

\[
= \sum_{i=1}^{n-1} (-1)^{i+n} \int_{[0,u_{n+1}]} \cdots \int_{[0,u_2]} \frac{u_{i+1}^{n-i+1}}{(n-i+1)!} S_{i-1}(u_1, \ldots, u_{i-1}) d\lambda(u_1) \cdots d\lambda(u_{n+1})
\]

\[
+ \int_{[0,u_{n+1}]} \cdots \int_{[0,u_2]} S_{n-1}(u_1, \ldots, u_{n-1}) d\lambda(u_1) \cdots d\lambda(u_{n+1})
\]

\[
= \frac{u_{n+1}^{2n}}{n! (n+1)!} \frac{u_{n+1}^{2n}}{(n-1)! n! 2n} + \frac{u_{n+1}^{2n-1}}{(2n-1)(n-1)! n!}
\]

\[
= \sum_{l=0}^{1} \frac{u_{n+1}^{2n-l}}{(2n)!} \frac{1}{n-l+1} \binom{2n}{l} \sum_{h=0}^{1-l} (-1)^h \binom{2n-2l-h}{n-l} \binom{n-l+1}{h}
\]
Let us now consider the case \( m \in \{2, \ldots, n\} \) and assume that the identity

\[
\int_{[0,u_{q+1}]} \cdots \int_{[0,u_2]} S_{q,p}(\mathbf{u}) \, d\lambda(u_1) \cdots d\lambda(u_q)
= \sum_{i=0}^{p} \frac{u_{q+1}^{2q-i} - 1}{(2q)!} \frac{1}{q-l+1} \left( \binom{2q}{l} \sum_{h=0}^{n-i} \left( \frac{2q - 2l - h}{q-l} \right)^{h} \right) \left( q-l+1 \right)
\]

holds for every \( q \in \{1, \ldots, n-1\} \), every \( p \in \{1, \ldots, q\} \) and every \( u_{q+1} \in \mathbb{I} \). We have

\[
\int_{[0,u_{n+1}]} \cdots \int_{[0,u_2]} S_{n,m}(\mathbf{u}) \, d\lambda(u_1) \cdots d\lambda(u_n)
= \sum_{i=1}^{n-m} (-1)^{i+n} \int_{[0,u_{n+1}]} \cdots \int_{[0,u_2]} \frac{u_i^{n-i+1}}{(n-i+1)!} S_{i-1}(u_1, \ldots, u_{i-1}) \, d\lambda(u_1) \cdots d\lambda(u_n)
+ (-1)^{2n-m+1} \int_{[0,u_{n+1}]} \cdots \int_{[0,u_2]} \frac{1}{m!} S_{n-m}(u_1, \ldots, u_{n-m}) \, d\lambda(u_1) \cdots d\lambda(u_n)
+ \sum_{i=n-m+2}^{n} (-1)^{i+n} \int_{[0,u_{n+1}]} \cdots \int_{[0,u_2]} \frac{1}{(n-i+1)!} S_{i-1,m-n-i-1}(u_1, \ldots, u_{i-1}) \, d\lambda(u_1) \cdots d\lambda(u_n)
\]

For every \( i \in \{1, \ldots, n-m\} \), Lemma A.2 yields

\[
\int_{[0,u_{i+1}]} \cdots \int_{[0,u_2]} \frac{u_i^{n-i+1}}{(n-i+1)!} S_{i-1}(u_1, \ldots, u_{i-1}) \, d\lambda(u_1) \cdots d\lambda(u_n)
= \int_{[0,u_{i+1}]} \cdots \int_{[0,u_1]} \frac{u_i^{n-i+1}}{(n-i+1)!} \left[ \int_{[0,u_1]} \cdots \int_{[0,u_2]} S_{i-1}(u_1, \ldots, u_{i-1}) \, d\lambda(u_1) \cdots d\lambda(u_{i-1}) \right] \, d\lambda(u_i) \cdots d\lambda(u_n)
= \int_{[0,u_{i+1}]} \cdots \int_{[0,u_1]} \frac{u_i^{n-i+1}}{(n-i+1)!} \frac{u_i^{2i-1}}{(i-1)!i!} \, d\lambda(u_i) \cdots d\lambda(u_n)
= \int_{[0,u_{i+1}]} \cdots \int_{[0,u_1]} \frac{u_i^{n-i+1}}{(n-i+1)!} \frac{u_i^{n+i-1}}{(i-1)!i!} \, d\lambda(u_i) \cdots d\lambda(u_n)
= \frac{u_i^{2n+1}}{(n-i+1)!i!(2n)!}
\]

and summation yields

\[
\sum_{i=1}^{n-m} (-1)^{i+n} \int_{[0,u_{i+1}]} \cdots \int_{[0,u_2]} \frac{u_i^{n-i+1}}{(n-i+1)!} S_{i-1}(u_1, \ldots, u_{i-1}) \, d\lambda(u_1) \cdots d\lambda(u_n)
= \sum_{i=1}^{n-m} (-1)^{i+n} \frac{u_i^{2n}}{(n-i+1)!i!(2n)!} \cdot \frac{(n+i-1)!}{(2n)!}
= \frac{u_i^{2n+1}}{(n+1)(2n)!} \frac{1}{n+1} \sum_{k=0}^{n-m} (-1)^{k} \binom{n+k}{k} \binom{n+1}{k+1}
\]
Because of Lemma A.2 we also obtain
\[ (-1)^{2n-m+1} \int_{[0,u_{n+1}]} \cdots \int_{[0,u_{m+2}]} \frac{1}{m!} S_{n-m}(u_1, \ldots, u_{n-m}) d\lambda(u_1) \cdots d\lambda(u_n) \]
\[ = (-1)^{m-1} \frac{1}{m!} \int_{[0,u_{n+1}]} \cdots \int_{[0,u_{m+2}]} \left[ \int_{[0,u_{n-m+1}]} \cdots \int_{[0,u_{n-m+2}]} S_{n-m}(u_1, \ldots, u_{n-m}) d\lambda(u_1) \cdots d\lambda(u_{n-m}) \right] d\lambda(u_{n-m+1}) \cdots d\lambda(u_n) \]
\[ = (-1)^{m-1} \frac{u_{2n-m}}{m! (n-m)! (n-m+1)!} (2n-2m)! \]
\[ = (-1)^{m-1} \frac{u_{2n-m}}{(2n)!} \frac{1}{n-m+1} \frac{1}{m!} (2n) \frac{1}{n-m} \]

Furthermore, we obtain
\[ \sum_{i=n-m+2}^{n} (-1)^{i+n} \int_{[0,u_{n+1}]} \cdots \int_{[0,u_{n+i-1}]} S_{i-1,m-n+i-1}(u_1, \ldots, u_{i-1}) d\lambda(u_1) \cdots d\lambda(u_n) \]
\[ = \sum_{i=n-m+2}^{n} (-1)^{i+n} \frac{1}{n-i+1} \int_{[0,u_{n+i-1}]} \cdots \int_{[0,u_{n+1}]} \left[ \int_{[0,u_i]} \cdots \int_{[0,u_{n+i-1}]} S_{i-1,m-n+i-1}(u_1, \ldots, u_{i-1}) d\lambda(u_1) \cdots d\lambda(u_{i-1}) \right] d\lambda(u_i) \cdots d\lambda(u_n) \]
\[ = \sum_{i=n-m+2}^{n} (-1)^{i+n} \frac{1}{n-i+1} \frac{1}{i-l} \frac{1}{(2i-2)!} \frac{1}{i-l} \left( 2 \frac{2i-2-l}{l} \right) \frac{1}{l} \sum_{h=0}^{m-n+i-1-l} (-1)^h \left( 2 \frac{2i-2-2l-h}{i-1-l} \right) \frac{1}{h} d\lambda(u_i) \cdots d\lambda(u_n) \]
\[ = \sum_{i=n-m+2}^{n} \sum_{l=0}^{m-n+i-1-l} \sum_{h=0}^{m-n+i-1-l} (-1)^{i+n+h} \frac{1}{i-l} \frac{1}{(n-i+1)!} \frac{1}{(2i-2-l)!} \frac{1}{l!} \frac{1}{(2i-2-2l-h)!} \frac{1}{h!} \frac{1}{(i-1-l-h)!} \frac{1}{(i-l-h)!} \frac{1}{h!} \frac{1}{(n+i-1-l)!} u_{n+i-1-l} \]
Combining the previous results we obtain

\[
\begin{align*}
&= \sum_{k=1}^{m-1} \sum_{l=0}^{k-m-1} \sum_{h=0}^{l} (-1)^{k-m+1+h} \frac{1}{(m-k)!} \frac{(2n - 2m + 2k - 2l - h)!}{(n - m + k - l - h)! (n - m + k + 1 - l - h)! h! (2n - m + k - l)!} u_{n+1}^{2n-m+k-l} \\
&= \sum_{k=1}^{m-1} \sum_{j=m-k}^{m} \sum_{h=0}^{j} (-1)^{k-m+1+h} \frac{1}{(m-k)!} \frac{(2n - 2j - h)!}{(n - j - h)! (n - j + 1 - h)! h! (2n - j)!} u_{n+1}^{2n-j} \\
&= \sum_{j=1}^{m-1} \sum_{k=m-j}^{m} \sum_{h=0}^{j} (-1)^{k-m+1+h} \frac{(2n - 2j - h)!}{(n - j - h)! (n - j + 1 - h)! h!} \left( \frac{(n - j)!}{n - j + 1} \right) \frac{1}{(m-k)!} \sum_{k=1}^{m-1} (-1)^{k-1} \binom{m}{k} \\
&= \sum_{j=1}^{m-1} u_{n+1}^{2n-j} \left( \frac{1}{(2n)!} \right) \frac{1}{n - m + 1} \binom{2n}{m} \frac{(2n - 2m - h)!}{(n - m)! (n - m - 1)!} \sum_{k=m-j}^{m} (-1)^{k-m+1} \frac{1}{(n-j)! (n-j-1)!} \binom{m}{k} \\
&= \sum_{j=1}^{m-1} \left( \frac{1}{(2n)!} \right) \frac{1}{n - m + 1} \binom{2n}{m} \frac{(2n - 2m)!}{(n - m)!} \sum_{k=1}^{m-1} (-1)^{k-1} \binom{m}{k} \\
&= \sum_{j=1}^{m-1} \left( \frac{1}{(2n)!} \right) \frac{1}{n - m + 1} \binom{2n}{m} \frac{(2n - 2m)!}{(n - m)!} + u_{n+1}^{2n-m} \left( \frac{1}{(2n)!} \right) \frac{1}{n - m + 1} \binom{2n}{m} \frac{(2n - 2m)!}{(n - m)!}
\end{align*}
\]

Combining the previous results we obtain

\[
\int_{[0,u_{n+1}]} \ldots \int_{[0,u_2]} S_{n,m}(u) d\lambda(u_1) \ldots d\lambda(u_n)
= \sum_{i=1}^{n-m} (-1)^{i+n} \int_{[0,u_{n+1}]} \ldots \int_{[0,u_2]} \frac{u_{i+1}^{n-i+1}}{(m-i+1)!} S_{i-1}(u_1, \ldots, u_{i-1}) d\lambda(u_1) \ldots d\lambda(u_n)
= (-1)^{2n-m+1} \int_{[0,u_{n+1}]} \ldots \int_{[0,u_2]} \frac{1}{m!} S_{n-m}(u_1, \ldots, u_{n-m}) d\lambda(u_1) \ldots d\lambda(u_n)
+ \sum_{i=n-m+2}^{n} (-1)^{i+n} \int_{[0,u_{n+1}]} \ldots \int_{[0,u_2]} \frac{1}{(n-i+1)!} S_{i-1,m-n+i-1}(u_1, \ldots, u_{i-1}) d\lambda(u_1) \ldots d\lambda(u_n)
\]
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This proves the identity for $n+1$ and $m \in \{2, \ldots, n+1\}$.  \hfill \square

**A.4 Corollary.** The identity

\[
\int_{[0,1]} \cdots \int_{[0,u_2]} S_{n,m}(u) \, d\lambda(u_1) \cdots d\lambda(u_n)
\]

\[
= \frac{1}{n! (n+1)!} + \frac{1}{(2n)!} \sum_{k=1}^{m} \frac{(2n-2k)!}{(n-k)! (n+1-k)!} \binom{2k-1}{k}
\]

holds for every $n \in \mathbb{N}$ and every $m \in \{1, \ldots, n\}$.

**Proof.** From Lemmas **A.3** and **A.1** we obtain

\[
\int_{[0,1]} \cdots \int_{[0,u_2]} S_{n,m}(u) \, d\lambda(u_1) \cdots d\lambda(u_n)
\]

\[
= \sum_{l=0}^{m} \frac{1}{(2n)!} \frac{1}{n-l+1} \binom{2n}{l} \sum_{h=0}^{m-l} (-1)^h \binom{2n-2l-h}{n-l} \binom{n-l+1}{h}
\]

\[
= \sum_{l=0}^{m} \frac{1}{(2n)!} \frac{1}{n-l+1} \binom{2n}{l} \sum_{k=0}^{m} (-1)^k \binom{2n-2l-k}{n-l} \binom{n-l+1}{k}
\]

\[
= \sum_{k=0}^{m} (-1)^k \frac{1}{(2n)! (n-k)! (n+1-k)!} \sum_{l=0}^{k} (-1)^l \binom{2n}{l} \binom{2n-2l-k}{k-l}!
\]

\[
= \sum_{k=0}^{m} (-1)^k \frac{(2n-k)!}{(2n)! (n-k)! (n+1-k)!} \binom{k}{l} \binom{2n}{l} \binom{2n-2k}{k}
\]

\[
= \frac{1}{n! (n+1)!} + \frac{1}{(2n)!} \sum_{k=1}^{m} \frac{(2n-2k)!}{(n-k)! (n+1-k)!} \binom{2k-1}{k}
\]

This proves the assertion. \hfill \square
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