Optimization of Spiral MRI Using a Perceptual Difference Model
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We systematically evaluated a variety of MR spiral imaging acquisition and reconstruction schemes using a computational perceptual difference model (PDM) that models the ability of humans to perceive a visual difference between a degraded “fast” MRI image with subsampling of k-space and a “gold standard” image mimicking full acquisition. Human subject experiments performed using a modified double-stimulus continuous-quality scale (DSCQS) correlated well with PDM, over a variety of images. In a smaller set of conditions, PDM scores agreed very well with human detectability measurements of image quality. Having validated the technique, PDM was used to systematically evaluate 2016 spiral image conditions (six interleave patterns, seven sampling densities, three density compensation schemes, four reconstruction methods, and four noise levels). Voronoi (VOR) with conventional regridding gave the best reconstructions. At a fixed sampling density, more interleaves gave better results. With noise present more interleaves and samples were desirable. With PDM, conditions were determined where equivalent image quality was obtained with 50% sampling in noise-free conditions. We conclude that PDM scoring provides an objective, useful tool for the assessment of fast MR image quality that can greatly aid the design of MR acquisition and signal processing strategies.
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1. INTRODUCTION

There is significant effort to speed MR imaging with techniques such as keyhole imaging [1–3], wavelet imaging [4, 5], radial [6, 7] and spiral acquisitions [8–10], and parallel imaging [11, 12]. Spiral imaging is an effective and widely used fast MRI technique with a number of advantages. It traverses the k-space very efficiently; it has superior flow and motion characteristics due to the fact that the trajectory starts from the k-space center, thus providing gradient moment compensation to all orders. It has been widely used in flow imaging [9], functional MRI [10, 13], and cardiac imaging [8, 14]. However, one disadvantage of spiral MRI is the need for a nontrivial reconstruction method, since data are not acquired on a rectilinear grid.

Several methods have been proposed to reconstruct spiral images. The first and most commonly cited method described by Meyer et al. [8] and Jackson et al. [15] is often referred to as conventional regridding. This method interpolates the nonuniform data to a rectilinear grid before Fourier reconstruction. Another method is matrix resampling (MXR), proposed by Oesterle et al. [16]. This method places nonuniform data onto an over sampled uniform grid of varying size by nearest neighbor interpolation before Fourier inversion. There are other methods, such as the direct summation method, which is not practical due to the high computational demand; the block uniform resampling method [17], which has the difficulties with low SNR data. We do not compare these latter methods in this paper.

Most reconstruction methods require the use of a density compensation function (DCF) to account for the nonuniform density of spiral sampling. Researchers have proposed a number of different DCF implementations. In this paper, we will focus on three methods, area density function (ADF) [8, 15], Voronoi diagram [18], and simplified Jacobian determinant (SJD) method [19]. Detailed descriptions of these algorithms have appeared in the literature, including our previous paper [20].

There are also acquisition parameters to be chosen for spiral acquisitions. One must decide between single-shot or interleaved spirals. The single-shot method has limited signal-to-noise ratio (SNR) and resolution due to T2* decay; while the interleaved spiral sequences increase the total imaging time. One also must choose the number of samples...
to acquire. Investigators have used a full range from 200% [21] to ≈ 60% [16] of the number of samples on a rectilinear grid with the same radius. With different pulse sequences, the SNR of acquired data can change significantly. Hence, one must determine the sensitivity of acquisition and reconstruction parameters to noise.

Combinations of acquisition and reconstruction parameters can easily generate thousands of images, creating a very difficult task for human review. For objective assessment of image quality, we use a computer perceptual difference model (PDM), which predicts the degree to which a human observer can detect differences between two images. The block diagram is shown in Figure 1. Researchers have used different forms of spatial and spatiotemporal visual models similar to PDM to assess the image quality of digitally coded, compressed pictures and image sequences [22], evaluate image display quality [23], detect tumors [24], and micro-calcifications in mammography [25], evaluate compression algorithms [26], and develop image processing algorithms, imaging system hardware, and imaging media [27]. Recently, we developed the PDM, validated it against human scoring, and used it to evaluate keyhole imaging parameters and assess the quality of fat suppression [28–31].

In this paper, we use PDM to study MR spiral imaging using an analytical phantom that allows one to obtain exact \( k \)-space samples along a spiral. We first describe the PDM method and experiments to compare PDM to human observer assessment in a modified double-stimulus continuous-quality scale (DSCQS) experiment, which measures the quality of an image relative to a reference as recommended by the International Telecommunication Union. In addition, we compare PDM results to human detection measures from an adaptive forced choice study (AFC). This is a standard approach for objective measurement of image quality that has been extensively applied in nuclear and X-ray imaging by many, including our laboratory [32, 33]. Following these validation experiments, we performed a systematic evaluation of 2016 spiral imaging conditions using multiple MR data sets and independent variables consisting of acquisition parameters, reconstruction methods, and noise. Finally, data are analyzed to provide recommendations for spiral imaging.

2. METHODS

2.1. Spiral image simulation

Spiral MR images were simulated using a version of an analytical Shepp and Logan phantom as shown in Figure 2(b) and described in [34]. The analytical Fourier transform of the phantom is known, making it possible to obtain exact sample values at any location in the Fourier domain. Ellipse intensities have been chosen and \( T2^* \) (40 ms, 25 ms, and 10 ms for different ellipses) decay has been imposed on 6 of the ellipses to make the simulation more realistic. Data values were sampled from different spiral trajectories, all of which were Archimedean [35] spirals in \( k \)-space, which in polar coordinates \((r, \theta)\) can be described by the equation \( r = a + b\theta \).

To design spirals, the numerical technique proposed in [36] was employed that minimizes the time required to traverse the spiral for given hardware specifications. We simulated a Siemens Magnetom Sonata 1.5 T MR imager with maximum gradient amplitude of 40 mT/m and slew-rate of 200 T/m/s. All trajectories were designed to have the same total sampling time (90 ms) and to reach the same maximum \( k \)-space radius (4445 m\(^{-1}\)). This resulted in 64 turns for the single-shot 90 ms spiral. In our experiments, the 42 trajectories were created from six different interleave patterns (1, 5, 9, 13, 17, and 21) and seven different sampling densities with total number of points ranging from 6552 to 16385 (approximately 40% to 100% of the number of samples in the 128 × 128 Cartesian phantom). The ratio of the size of the circular sampling region for the spirals to the square Cartesian grid is π/4, or 0.785.
2.2. Adding noise

Simulating a single transmission/receiver coil with perfectly uniform characteristics, noise was added to the noise-free, Fourier domain data. As described in [37], we added Gaussian-distributed, zero-mean white noise to both the real and imaginary channels in the $k$-space. Noise with different standard deviations (3, 5, and 10) was added to the spiral $k$-space data. These noise levels when added to Cartesian $k$-space data give image-space SNRs of 17, 10 and 5, respectively.

2.3. Image reconstruction

As shown in Figure 2(a), from each of the 42 spiral trajectories (7 spiral configurations and 6 sampling densities), 12 simulated images were reconstructed from the sampled data. The 12 reconstructions come from three DCF options (ADF, Voronoi, or SJD) and four reconstruction methods (MXR 2X, MXR 4X, MXR 8X, and conventional regridding). One hundred noise realizations were created for each noisy image, making a total of $7^*6^*4^*3^*100^*3 = 151,200$ images. PDM scores for similar noise were averaged.

The ADF was calculated with a convolution kernel window width of 3.0, and the Kaiser-Bessel free parameter value was set to minimize the relative aliased energy according to the guidelines in [15]. The Voronoi and SJD were calculated for each individual trajectory using the $k$-space and, for the SJD, gradient values. The three DCF processed data sets for each trajectory were then used to reconstruct four different images. Conventional regridding was used with a Kaiser-Bessel window width of 3.0, and the MXR procedure was employed using three different over-sampling factors, 2X, 4X, and 8X. All reconstructions were performed on a 3 GHz Pentium 4 PC (Dell Computer, Austin, Tex) using Matlab (The MathWorks, Natick, Mass) code written in our laboratory.

2.4. Image evaluation with PDM

Images were compared using a perceptual difference model (PDM) designed in our laboratory and described in detail and validated for the evaluation of fast MRI applications elsewhere [28, 30, 31, 38]. It contains components that model the non-linearity in the sensitivity of the retina [39, 40], the contrast sensitivity function [39], and the channels of spatial frequency found in the visual cortex [41], as well as other features including a measure of contrast [27], and visual detection threshold [42]. The structure of PDM is shown in Figure 1 and detailed explanation has been published in [28]. Inputs to the PDM were an ideal reference image obtained from the Cartesian sampled original phantom and one of the 2016 degraded spiral images. Images were windowed to maximize the overall image contrast, and this same windowing was maintained during evaluation by human observers described later. The output of the PDM was a spatial map representing the magnitude of differences that a human observer would perceive between the two images. This map can be summed over a region of interest (ROI), defined manually to include relevant anatomy, to give a scalar PDM error. In this paper, we used an ROI consisting of a manually defined ellipse encompassing the large bright rim (inner) of the phantom and including all other ellipses.

2.5. Comparison of PDM to human evaluation

Image quality scores of selected images were determined using a modified double-stimulus continuous quality-scale (DSCQS) test [43], which is very similar to that previously
reported by Salem et al. [28] and by Martens and Meesters on a similar model used for other purposes [44]. To test the full range of image quality in our simulated images, we selected 40 test images with PDM scores uniformly spread from best to worst. The 40 images were presented to three subjects, one of the authors and two MRI experts. The image was displayed following gray scale windowing as reported previously. The region outside of the region of interest was set to zero value (black). The evaluation experiment was carried out on a Matlab GUI program (Figure 3(a)), and all the results were automatically recorded. Each presentation consisted of a two-panel display, with the high-quality reference image and a randomly selected test image on the left and right, respectively. Observers were instructed to score the quality of the test image on a scale of 100 to 0, with 0 being the best quality and 100 being the worst quality, by sliding a slider with mouse or keyboard. We made observers aware that we considered the reference image to be “best” and they should consider it to have a score of 0. Three ratings were obtained for each image pair. That is, we asked observers to rate the test image on: (1) overall image quality, (2) “noise effects,” and (3) aliasing and other reconstruction errors. In a training session, the two observers naïve to hypotheses were shown a wide range of images and instructed as to what we considered “noise” (high frequency, relatively uncorrelated noise) and “aliasing and other reconstruction errors.” Following this discussion on at least 10 images, observers performed a training session on at least 30 images spanning a wide range of image quality, so as to help calibrate them for the experiment. During this time, subjects were free to ask questions of the first author. To account for intraobserver differences, each of the 40 test images was displayed and evaluated twice. The experiment was carried out in a darkened room and normally took 1 hour. A perceptually linearized, high quality gray scale monitor was used. There was no time limitation in the experiment, and subjects were allowed to revise their results, including back-tracking, at any time.

Data were processed before comparisons to PDM. First, two scores given for the same test image from the same subject were averaged to reduce the intra-observer variability. To compensate for scale boundary effects, a non-linear scale transformation was used, as recommended by the International Telecommunication Union in their report on methods for assessing television images [43]. The transformation is represented by the following equations, in which \( \overline{r} \) and \( u_{\text{corr}} \) represent the scores before and after transformation, respectively; \( u_{\text{min}} \) and \( u_{\text{max}} \) are the boundaries of the after-transformation scores; \( u_{\text{mid}} \) is the middle of the after-transformation score, and \( u_{0, \text{min}}, u_{0, \text{max}} \) are the lower and upper boundaries of the before-transformation scores:

\[
\begin{align*}
C & = \frac{\overline{r} - u_{0, \text{min}}}{u_{0, \text{max}} - u_{0, \text{min}}} - \frac{u_{\text{mid}} - u_{0, \text{min}}}{u_{0, \text{max}} - u_{0, \text{min}}} + \frac{u_{\text{max}} - \overline{r}}{u_{0, \text{max}} - u_{0, \text{min}}} - \frac{u_{\text{min}} - u_{\text{mid}}}{u_{0, \text{max}} - u_{0, \text{min}}} \\
\end{align*}
\]

### 2.6. Detection 4-AFC experiment

Human observer detection experiments were also performed to assess image quality. The ability to detect lesions, oftentimes simulated lesion, has long been seen as a desirable task-oriented method to evaluate the quality of noise-dominant images, such as X-ray images. Two main experimental methods to measure detectability have been used: the receiver operating characteristic (ROC) test and the alternative forced choice (AFC) test [32, 45]. We used an adaptive 4-AFC paradigm, which has advantages [46, 47] for our well-controlled phantom experiment. We performed experiments using the three spiral schemes and one Cartesian scheme listed below. The spiral schemes span different DCF methods and sampling densities.

1. DCF = ADF, regridding = conventional regridding, number of interleaves = 5, sampling = 100%, noise level = 3.
2. DCF = VOR, regridding = conventional regridding, number of interleaves = 5, sampling = 90%, noise level = 3.
(3) DCF = VOR, regridding = conventional regridding, number of interleave = 5, sampling = 60%, noise level = 3.

(4) Cartesian acquisition, sampling = 100%, noise level = 3.

In the 4-AFC experiments, we presented four noisy images obtained under the same imaging conditions on the monitor (Figure 3(b)). The target, or signal to be detected, was a dark ellipse always located at a fixed position near the middle of the image. The target was present in only one of the four panels, and the panel varied randomly from one trial to the next. A noise-free, signal-present image was displayed in the center as a reference. The subject correctly or incorrectly chose the panel containing the ellipse. As described in detail elsewhere [32], target contrast was adjusted each time adaptively using a maximum-likelihood technique based on the previous responses, so that there was an 80% probability of correct detection. For a 4-AFC experiment, this corresponds to $d_{\text{50}}^\text{d} = 1.893$ [48]. Performance level was therefore fixed, and the output was the final contrast in terms of a change in gray level in our 8-bit images. Standard errors were estimated using a method that accounted for adaptation [32]. Subjects were trained for 100 trials before obtaining the data. Experiments were performed in a darkened room, included 300 trials, and took about 1 hour to complete.

3. RESULTS

We compared PDM scores to processed human subject ratings from the DSCQS test (Figure 4). Human observer scoring of image quality was highly correlated with PDM scores ($R = 0.97, p < 0.001$). For comparison, an alternative metric, the mean square error (MSE) between the test and reference images, gave a much poorer correlation ($R = 0.86, p < 0.001$).

For selected interesting conditions, we performed human detection experiments using a 4-AFC experiment described in Section 2. We chose three interesting spiral conditions that include the effect of DCFs and sampling densities. Other parameters are conventional regridding, 5 interleaves, and noise = 3. The Cartesian case is added for comparison. Detailed conditions for experiments are described in Section 2.

Results are shown for these two DCFs as a function of noise collapsed over all parameters. For example, in Figure 7(a), we plot PDM scores averaged in this way as a function of density compensation methods. We again see that VOR and ADF work better than SJD. To further compare VOR and ADF, we determined the numbers of times that each method “wins” by having a smaller PDM score (Figure 7(b)). Results are shown for these two DCFs as a function of noise collapsed over all parameters.
other 168 conditions (4 regridding methods, 42 spiral trajectories). ADF beats VOR in noise-free conditions, but VOR performs better in noise. Considering that VOR is computationally more efficient than ADF and that some noise is always present, it is reasonable to use VOR.

Similarly, effects of regridding methods are shown in Figure 8(a), where PDM scores averaged as described above are plotted. MXR 8X and conventional regridding work better than the MXR 4X and MXR 2X. Further comparison of conventional regridding and MXR 8X is shown in Figure 8(b) as a function of noise, where results are collapsed over the 126 other conditions (3 DCFs and 42 spiral trajectories). MXR 8X beats conventional regridding in the noise-free condition, but conventional regridding performs a little better with noise present. Considering that some noise is always present and the popularity of conventional regridding, we recommend it.

We now investigate the selection of acquisition parameters using VOR and conventional regridding for reconstruction. In Figures 9 and 10, we plot PDM score as a function of the number of interleaves and sampling densities, with no noise and noise = 3, respectively. PDM scores under noise-free conditions (Figure 9(a)) are very different than those with added noise (Figure 10(a)). Absolute PDM scores are very much degraded with added noise. For noise-free conditions, the single shot (number of interleaves = 1) acquisition gives a much worse result than cases with more interleaves. With added noise, this effect is not so large. Both with and without noise, more interleaves always lead to better image quality.

Image quality also depends on sampling density. From Figure 9(a), in noise-free conditions, the image quality does not decrease too much with the decrease sampling density, until the sampling density reaches 50%. We can see the effects
Figure 8: The comparison of regridding methods. The average performance of four regridding methods under different noise conditions is shown in (a). Conventional regridding and MXR 8X show obvious advantages over MXR 2X and MXR 4X. Conventional regridding and MXR 8X are compared case by case in same conditions and the statistical results are shown in (b). For noise conditions, we have tested 100 realizations for each image, and the PDM scores are statistically analyzed. In (b), the “equals” are only applied in the meaning of statistic (t test with 0.95 confidence interval) and do not apply to noise-free condition.

Figure 9: Effect of number of interleaves and sampling densities. In (a), PDM is plotted as a function of the sampling densities from 40% to 100% and 6 different numbers of interleaves. Other conditions (Voronoi method, conventional regridding, noise-free) were held constant. Images in (b), (c), and (d) correspond to 100% sample, 70% sample, and 40% sample and 21 interleaves, respectively, as indicated.
from the comparison of Figures 9(b) and 9(c). No significant difference on image quality can be identified between 100% sampling and 70% sampling. When the sampling level reaches 40% as shown in Figure 9(d), the reconstruction image contains obvious structure artifact. Comparably, under noise conditions in Figure 10(a), we can see that the image quality keeps falling with the decrease of sampling density. Compare with Figures 9(c) and 10(b), which are 100% sampling and 70% sampling in noise conditions, it is obvious to see that the 70% sampling image is much noisier.

4. DISCUSSION

The evaluation of image quality in MR spiral imaging presents a unique challenge for existing methods since images are degraded by several factors and since so many different imaging techniques are possible. Fast acquisitions will induce noise and artifacts such as blur incurred by the off-resonance effects and ringing from the complex reconstruction process. As a result, traditional assessments such as MSE or SNR do not correctly predict the image quality, as shown in our previous experiments [28]. Detection studies are one alternative for evaluation of image quality, especially in those instances where “detection” is the goal. The time and effort for human detection studies over the thousands of possibilities for fast MR imaging make it unrealistic for image quality evaluation. For example, the 4-AFC study in this report only evaluated four imaging schemes, yet it took many person hours to complete. On the contrary, a PDM evaluation took less than 20 seconds and gave very similar results. Moreover, some reasons for doing MR imaging, such as guidance for intervention, measurement of parameters such as tumor volume, assessment of therapy, and so forth, do not all map well to the detection paradigm.

In this report, we extend the application of PDM image quality evaluation to spiral MR imaging. PDM makes it possible to rapidly evaluate the 1000’s of possibilities with regards to image acquisition and reconstruction parameters. Important, sometimes surprising, results are obtained as outlined later. The good correlation between PDM and human subject scoring (Figure 4) and between PDM and human subject detection (Figure 5) is very encouraging.

The PDM scores were calculated based on the average degradation over a region of interest. Therefore, the PDM scores do not change much with different noise realizations. In this paper, although 100 measurements were simulated for each spiral image, analysis of the standard deviation shows that a single measurement will give accuracy within one percent.
We can make some recommendations for reconstruction based on our comprehensive simulations. We recommend the Voronoi method and conventional regridding. Even in those few cases that this combination did not give the best result, it always gave near-best results. Moreover, results were most often superior with added noise. Another option is the area density function as the DCF and MXR 8X as the regridding method, a combination which works almost as well as the recommended method. Based on our results, we do not recommend SJD as a density compensation function or MXR 2X, 4X as regridding methods.

We can also recommend acquisition parameters. A higher number of interleaves is always desirable, both with and without noise, at a given sampling density. There are at least two potential reasons. First, more interleaves decreases or avoids the effects of T2* blur. Second, with noise, a higher number of interleaves results in a higher sampling density in low-frequency k-space, which should help reduce low-frequency noise and its effect on image quality. It could also help to reduce off-resonance effects, which are not included in our simulation but are another concern in spiral imaging. From our experiments, we see that sampling densities as low as 50% can be used under noise-free conditions without significantly affecting image quality. With significant noise, more samples and more interleaves are always preferred (Figure 10). As a comparison, Figures 2(c) and 2(d) show how different parameters affect image quality.

It is uncommon to apply detection studies to MR images. Forced choice experiments have been commonly applied to studies of X-ray image quality, where quantum noise and background structures limit detection. In some instances, noise in MR is not as dominant as in X-ray imaging. However, reconstruction artifacts and clinical structures are always present. For those instances where detection of lesions is important, it seems quite appropriate to use detection studies to evaluate MR image quality.

No prior reports were found comparing PDM scores on MR images to human detection results. Task-oriented measures of image quality are desirable because they reduce the effect of user preference. Detection studies provide the most commonly used possibility. The remarkable agreement between PDM and detection is very encouraging. In this comparison, one should remember that detection studies are very time consuming, while PDM can be applied to thousands of images in a relatively short time.

It is interesting to compare spiral and conventional Cartesian imaging. In the detection study of the AFC experiment, we compared three spiral schemes and one Cartesian scheme, all at a moderate noise level of 3. Results are surprising as shown in Figure 5. The conventional Cartesian acquisition was inferior to spiral acquisitions even when fewer samples were obtained with the spiral. We believe this happens because the spiral acquisition leads to a higher sampling density in the center of k-space. This over-sampling suppresses the low-frequency noise which degrades image quality. Spiral imaging is most often touted because of its relative insensitivity to motion and flow. Our results suggest an advantage even with still data sets.

There are alternatives for using the PDM model. One potentially attractive idea is to use a “PDM score” emphasizing different spatial frequencies. In experiments, we collected human scores for noise, aliasing, and other effects. We found a good correlation between the high frequency output of the PDM and human scoring of noise (not shown). Similarly, the low-frequency output of the PDM is correlated with the combination of aliasing and other effects. Although further investigation is needed, PDM provides a possible way to separate such effects on image quality. Johnson et al. described similar observations with regards to the evaluation of parallel imaging techniques [49].

Although we offer recommendations, one must carefully apply results from a PDM phantom study directly to clinical use. Results will likely depend on the anatomy being imaged, which affects spatial frequency content. In the presence of moving anatomical structures, fast imaging can reduce motion artifacts; our comparisons do not take this into account. Nevertheless, the power of PDM lies in its ability to systematically rank many different images quickly and accurately. We believe that PDM can show the MR sequence designer the most appropriate options for further consideration.
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