NONLINEAR RECOMBINATIONS AND GENERALIZED RANDOM TRANSPOSITIONS

PIETRO CAPUTO AND DANIEL PARISI

ABSTRACT. We study a nonlinear recombination model from population genetics as a combinatorial version of the Kac-Boltzmann equation from kinetic theory. Following Kac's approach, the nonlinear model is approximated by a mean field linear evolution with a large number of particles. In our setting, the latter takes the form of a generalized random transposition dynamics. Our main results establish a uniform in time propagation of chaos with quantitative bounds, and a tight entropy production estimate for the generalized random transpositions, which holds uniformly in the number of particles. As a byproduct of our analysis we obtain sharp estimates on the speed of convergence to stationarity for the nonlinear equation, both in terms of relative entropy and total variation norm.

1. Introduction

Recombinations are one of the principal components in the analysis of stochastic genetic algorithms [26, 33]. Nonlinear recombinations provide a simple combinatorial setup for quadratic evolutions described by a Boltzmann-like equation [36]. A particle is represented by a finite string of characters from some finite alphabet and the binary collision mechanism is given by a recombination, that is the transposition of a random portion of the two colliding strings. The model belongs to the family of symmetric quadratic systems introduced in [37]; see also [6] for the more general framework of reversible quadratic systems.

Following the strategy introduced by Mark Kac in his seminal 1956 paper [23], one can approximate the nonlinear evolution of one particle by a linear mean field type Markov process involving a large number of particles. Roughly speaking, if one has a good control of this approximation, together with a good control of the linear particle system, then the difficulties due to the nonlinearity in the original process can be overcome.

In the context of Boltzmann’s equation and its closely related kinetic models this line of research has witnessed important progress in recent years [7, 31, 32, 10], see also [9, 15, 25] for related results for mean field diffusions of McKean-Vlasov type.

The combinatorial setup considered in the present paper appears to be less explored; see however [35, 38, 2] for the analysis of Boltzmann-like equations with discrete velocities. One advantage of the combinatorial setting is that thanks to the discrete setup one can avoid a number of technical assumptions, such as regularity and moments constraints, on the various distributions considered. Moreover, and perhaps more importantly, in contrast with the well studied case of the Kac-Boltzmann equation [7, 31, 16, 4], in our setup it is possible to obtain tight entropy production estimates for the particle system which hold uniformly in the number of particles. This provides a class of models for which the renowned Kac program can be completed in a strong sense.

In the setting of nonlinear recombinations the linear particle system takes the form of a generalized random transposition dynamics. This yields a natural generalization of the mean field exchange dynamics that are commonly studied in the probabilistic literature such as the Bernoulli-Laplace or the random transposition model [13]. The purpose of this paper is twofold. On one hand we establish uniform in time propagation of chaos. On the other hand we prove tight estimates on the entropy production of the linear system which
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hold uniformly in the number of particles. As a corollary we obtain quantitative control on the convergence to stationarity for the nonlinear model in terms of relative entropy. In particular, this extends some results previously obtained in \cite{C05} by direct analysis of the entropy in the nonlinear recombination model. We now proceed with a detailed description of the model and of our main results.

1.1. The nonlinear equation. Let $\Omega = \prod_{i=1}^{n} X_i$ be the set of $n$-vectors $\sigma = (\sigma_1, \ldots, \sigma_n)$ where $\sigma_i \in X_i$, and the $X_i$ are given finite sets. We interpret $\sigma$ as a particle. Thus, a particle is a string of $n$ characters each taken from a finite alphabet. A basic example is obtained by taking $\Omega = \{0, 1\}^n$. Without loss of generality we will assume that each $X_i$ has the form $X_i := \{0, 1, 2, \ldots, q_i\}$, for some $q_i \in \mathbb{N}$. Given a subset $A \subset [n]$, $[n] = \{1, \ldots, n\}$, and $\sigma \in \Omega$, $\sigma_A$ denotes the $A$–component of $\sigma$, that is the string $(\sigma_i, i \in A)$. If $(\sigma, \eta) \in \Omega \times \Omega$ is a pair of particles, the recombination at $A$ consists in exchanging the $A$-component of $\sigma$ with the $A$-component of $\eta$. This defines the map

$$(\sigma, \eta) \mapsto (\eta_A \sigma_{A^c}, \sigma_A \eta_{A^c}),$$

where $\eta_A \sigma_{A^c}$ denotes the element of $\Omega$ with entries $\eta_i$ for $i \in A$ and $\sigma_i$ for $i \in A^c = [n] \setminus A$. Let $\mathcal{P}(\Omega)$ denote the set of probability measures on $\Omega$. If the original pair $(\sigma, \eta)$ is obtained by sampling independently from $\nu \in \mathcal{P}(\Omega)$, then the new particle $\eta_A \sigma_{A^c}$ is distributed according to $p_A \otimes p_A^c$, the product of the two marginals of $p$ on the $A$ and $A^c$ components respectively. By choosing the set $A \subset [n]$ according to some distribution $\nu$, one obtains the quadratic collision kernel

$$p \mapsto Q(p) = \sum_{A \subset [n]} \nu(A) p_A \otimes p_A^c.$$ 

The nonlinear evolution is defined by the dynamical system $\dot{p}_t = Q(p_t) - p_t$, that is

$$\frac{d}{dt} p_t = \sum_{A \subset [n]} \nu(A) (p_{t,A} \otimes p_{t,A^c} - p_t)$$

with the initial condition $p_0 = p \in \mathcal{P}(\Omega)$. Here $p_t \in \mathcal{P}(\Omega)$ is the distribution of the particle at time $t$, $p_{t,A}$ denotes its marginal on $A$ and $\nu$ is a given probability measure over the subsets of $[n]$. The study of this model starts with the pioneering work of Geiringer \cite{G49}; see also \cite{C74, C81, C82, P99} for more recent accounts. It is well known that the Cauchy problem associated to (1.1) has a unique solution for every initial distribution $p \in \mathcal{P}(\Omega)$. Moreover, it is not difficult to see that the evolution preserves the single site marginals, that is $p_{t,i} = p_i$ for all $t \geq 0$ and for all $i \in [n]$. We say that the recombination measure $\nu$ is separating if for any $i, j \in [n]$ there is a positive probability that the random set $A$ with distribution $\nu$ separates $i$ and $j$, namely if $r(\nu) < 1$ where we define

$$r(\nu) := \max_{i,j \in [n]} \Pr_{\nu}(\{i, j\} \subset A \text{ or } \{i, j\} \subset A^c).$$

It is a classical fact that, under the assumption that $\nu$ is separating, the system converges to the stationary state given by the product of the marginals of the initial state $p$; namely, if $\pi_i = p_i$ denotes the marginal of $p$ at site $i$, then

$$\pi = \otimes_{i=1}^{n} \pi_i$$

is the equilibrium distribution and one has the convergence $p_t \to \pi$, $t \to \infty$, which can be interpreted as the effect of repeated fragmentations of the initial state. Some of our results will hold for arbitrary separating $\nu$. In some other cases we consider a slightly stronger assumption on $\nu$. Two examples to which all our results apply are the following distributions $\nu$, which are commonly considered in the genetic recombination literature:

1) Uniform crossover: $\nu(A) = \frac{1}{|A|}$, for all $A \subset [n]$;
2) One-point crossover: $\nu(A) = \frac{1}{n+1} \sum_{i=0}^{n} 1_{A = J_i}$, where $J_0 = \emptyset$, $J_i = \{1, \ldots, i\}$, $i \geq 1$. 

The quantitative analysis of the convergence to equilibrium $p_t \to \pi$, $t \to \infty$ has been initiated in [34,36], where a “mixing time” bound was obtained for the discrete time version of the model. The decay to equilibrium in relative entropy for the continuous time model was studied in [6]. These results were obtained by direct analysis of the nonlinear problem. In this paper we shall follow an entirely different approach, inspired by Kac’s program from kinetic theory. As a byproduct of our analysis, we shall obtain an alternative proof of the known results mentioned above.

1.2. The particle system. Suppose there are $N$ “particles”, described by variables $\eta(j) \in \Omega$, $j = 1, \ldots, N$. That is, each particle is a single string from $\Omega$ and $\eta(j)$ denotes the content of the $j$-th particle at site $i \in [n]$. We may picture $\eta \in \Omega^N$ as a $N \times n$ matrix such that each row is a particle with $n$ entries, and for each $i \in [n]$, the $i$-th column $\eta_i$ represents the content of site $i$ for different particles.

Notice that $N$ and $n$ play two very different roles here. The number $N$ of particles will eventually be taken to $+\infty$ to recover the non linear mean field limit, in accordance with the general Kac program. The number $n$ should be thought as a fixed, possibly large quantity describing the size of a single particle space.

The Markov process is given by the following random pair-exchange process. Pairs of particles $\{j, l\}$, $1 \leq j < l \leq N$ are chosen independently according to a Poisson clock process with rate $1/N$. When the pair $\{j, l\}$ “rings”, then a set $A \subset [n]$ is chosen with probability $\nu(A)$ and the recombination

$$
(\eta(l), \eta(j)) \mapsto (\eta_A(j)\eta_{A^c}(l), \eta_A(l)\eta_{A^c}(j))
$$

is performed, that is the $A$-content is exchanged between particle $j$ and particle $l$. For all $j, l \in [N], A \subset [n]$, for all $\eta \in \Omega^N$, we write $\eta^{j,l,A}$ for the new configuration $\eta' \in \Omega$ defined by

$$
\eta'(k) = \eta(k), \forall k \neq j, l; \quad \eta'(l) = \eta_A(j)\eta_{A^c}(l), \quad \eta'(j) = \eta_A(l)\eta_{A^c}(j).
$$

With this notation the pair configuration in the right hand side of (1.4) is $(\eta^{j,l,A}(\eta), \eta^{j,l,A}(\eta))$. Define also $f^{j,l,A}(\eta) = f(\eta^{j,l,A})$ for all $f : \Omega^N \to \mathbb{R}$. Then, the infinitesimal generator of the continuous time Markov process is given by

$$
\mathcal{L}_N f = \frac{1}{N} \sum_{1 \leq j < l \leq N} \sum_{A \subset [n]} \nu(A) \left( f^{j,l,A} - f \right), \quad f : \Omega^N \to \mathbb{R}.
$$

Any product measure $\mu_N$ on $\Omega^N$ of the form $\mu_N = \mu^N$, where $\mu$ is itself a product measure $\mu = \mu_1 \otimes \cdots \otimes \mu_n$ on $\Omega = \prod_{i=1}^n X_i$, defines a reversible measure for the generator $\mathcal{L}_N$. Indeed, for such a measure one has the symmetry $\mathcal{L}_N(\eta^{j,l,A}) = \mu_N(\eta)$ for all $\eta \in \Omega^N$ and therefore $\mathcal{L}_N$ is self-adjoint in $L^2(\mu_N)$. The process is not irreducible in the state space $\Omega^N$ since the content at a site for one particle is always exchanged with the content at the same site for another particle, and thus the number of particles with a given element $x \in X_i$ at a given site $i \in [n]$ is constant in time. To obtain an irreducible process one must fix the densities $\rho_{i,x}$, $i \in [n], x \in X_i$ defined by

$$
\rho_{i,x} = \frac{1}{N} \sum_{j=1}^N \mathbf{1}(\eta(j) = x).
$$

We call $\rho = (\rho_{i,x})$ the corresponding vector. Given a density vector $\rho$, consider the space

$$
\Omega_\rho := \left\{ (\eta(1), \ldots, \eta(N)) \in \Omega^N : \rho_{i,x} = \frac{1}{N} \sum_{j=1}^N \mathbf{1}(\eta(j) = x), \ \forall i \in [n], \ x \in X_i \right\}.
$$

The set $\Omega_\rho$ is well defined and non-empty for every vector $\rho = \rho_N$ such that $\rho_{i,x} \in [0,1]$, $\sum_{x \in X_i} \rho_{i,x} = 1$ for all $i \in [n]$, and such that $N\rho_{i,x}$ is an integer for all $i, x$. When this holds we say that $\rho_N$ is an admissible sequence. Under suitable assumptions on the recombination measure $\nu$, see Definition [7], for any given admissible $\rho_N$, the Markov process with state
space $\Omega_{\rho_N}$ and generator $\mathcal{L}_N$ is irreducible and converges to the uniform distribution on $\Omega_{\rho_N}$. We will be interested in quantitative statements about this convergence.

We often use the following procedure to construct admissible sequences. Fix a given $\pi = (\pi_{i,x})$ satisfying $\pi_{i,x} \in [0,1]$ for all $i,x$ and $\sum_{x \in X_i} \pi_{i,x} = 1$ for all $i \in [n]$. Then we call $\rho^\pi = \rho^\pi(\pi)$ the density defined by

$$\rho^\pi_{i,x} := \frac{1}{N} [N \pi_{i,x}], \quad i \in [n], \ x \in \{1, \ldots, q_i\},$$

and we set $\rho^\pi_{i,0} = 1 - \sum_{x = 1}^{q_i} \rho^\pi_{i,x}$. We remark that $\rho^\pi = \rho^\pi_N$ is an admissible sequence satisfying

$$\rho^\pi_{i,x} = \pi_{i,x} + O\left(\frac{1}{N}\right)$$

for all $i,x$. Fixing the probability vector $\pi = (\pi_{i,x})$ is equivalent to fixing the stationary measure of the nonlinear evolution, and thus we use the same symbol for them. From now on it is assumed that the densities $\pi$, and thus the corresponding product measure $\pi$, are fixed. Without loss of generality we restrict to the case where $\pi_{i,x} \in (0,1)$ for all $i \in [n], x \in X_i$ since for each $i$ we can otherwise discard those letters $x \in X_i$ such that $\pi_{i,x}$ is zero, and thus consider a new configuration space such that $\pi$ is everywhere positive.

### 1.3. Chaos and the propagation of chaos

The chaos property is commonly defined as follows. A measure $\mu_N \in \mathcal{P}(\Omega^N)$ is symmetric if it is invariant under any permutation of the $N$ particles. We write $P_k \mu_N \in \mathcal{P}(\Omega^k)$ for the corresponding $k$-particle marginal.

**Definition 1.1** (Kac’s chaos or “Boltzmann property”). A sequence $\mu_N \in \mathcal{P}(\Omega^N)$ of symmetric probabilities on $\Omega^N$ is $\mu$-chaotic, for a given $\mu \in \mathcal{P}(\Omega)$, if for any $k \in \mathbb{N}$ one has the weak convergence

$$P_k \mu_N \rightharpoonup \mu^{\otimes k}, \quad N \to \infty.$$

A key step in implementing Kac’s program is to construct a correspondence between probability measures on $\Omega$ and probability measures on $\Omega^N$. In our setting this can be formulated as follows.

**Definition 1.2** (Canonical tensor product). Given a probability measure $p \in \mathcal{P}(\Omega)$ and an admissible sequence of density vectors $\rho_N$, we let

$$\gamma(p, \rho_N) := p^{\otimes N} \cdot | \Omega_{\rho_N}$$

be the tensor product of $p$ conditioned on $\Omega_{\rho_N}$. When $\rho_N$ is given by $\rho^\pi$ as in (1.7), where the $\pi_{i,x} = p(\sigma_i = x)$ are the marginals of $p$, we use the notation $\gamma_N(p) := \gamma(p, \rho^\pi)$, and call it the canonical tensor product.

To avoid degeneracies we sometimes assume the following property.

**Definition 1.3** (Irreducibility). A probability measure $p \in \mathcal{P}(\Omega)$ is called irreducible if for any $i \in [n]$, any $x \in \{1, \ldots, q_i\}$, there exists $\chi \in \Omega$ such that $p(\sigma_i = x, \sigma_j = \chi_j \forall j \neq i) > 0$ and $p(\sigma_i = 0, \sigma_j = \chi_j \forall j \neq i) > 0$.

If $p$ is irreducible and the sequence $\rho_N$ is sufficiently close to the marginals of $p$, then the local central limit theorem guarantees that the $k$-particle marginals of the symmetric measures $\gamma(p, \rho_N)$ converge to the product $p^{\otimes k}$ as $N \to \infty$, that is $\gamma(p, \rho_N) = p$-chaotic, see Theorem 2.6 for a precise statement. In particular, for the canonical tensor product $\gamma_N(p)$, we will see that

$$\left\| P_k \gamma_N(p) - p^{\otimes k} \right\|_{\text{TV}} \leq \frac{C_0 k}{N},$$

for some constant $C_0 = C_0(p)$, where $\| \cdot \|_{\text{TV}}$ denotes the total variation distance. Clearly, our reference product measure $\pi \in \mathcal{P}(\Omega)$ is irreducible. In fact, $\gamma(\pi, \rho_N)$ is the uniform probability measure on $\Omega_{\rho_N}$, for any admissible sequence $\rho_N$. In particular, it follows that its $k$-particle marginals converge to $\pi^{\otimes k}$ as $N \to \infty$. One can also show that $\gamma(p, \rho_N)$ is
entropically p-chaotic in the sense defined in [7], namely that on top of the convergence of marginals one also has
\[
\lim_{N \to \infty} \frac{1}{N} H_N(\gamma(p, \rho_N) \mid \gamma(\pi, \rho_N)) = H(p \mid \pi),
\]
where \( H(\cdot \mid \cdot), \; H_N(\cdot \mid \cdot) \) denote respectively the relative entropy for probability measures on \( \Omega \) and on \( \Omega^N \), see Proposition 2.8 below. Let us recall the following standard definition.

**Definition 1.4 (Propagation of chaos).** Let \( \mu_{N,t} = \mu_Ne^{tL_N}, \; t \geq 0 \), denote the evolution of an initial symmetric distribution \( \mu_N \in \mathcal{P}(\Omega^N) \) under the Markov process generated by \( L_N \). Suppose that \( \mu_N \) is p-chaotic for some \( p \in \mathcal{P}(\Omega) \) and let \( p_t \) denote the evolution of the initial datum \( p \) under the nonlinear process \((1.1)\). If \( \mu_{N,t} \) is \( p_t \)-chaotic for all fixed \( t \geq 0 \), then we say that propagation of chaos holds. If the weak convergence \( P_t \mu_{N,t} \to p_t^\otimes k, \; N \to \infty, \) holds uniformly in \( t \geq 0 \) we say that propagation of chaos holds uniformly in time.

An adaptation of well known arguments, see e.g. [23, 39], shows that the propagation of chaos (at fixed times) holds in our setting. In fact, the proof of this does not require the assumption that \( \nu \) is separating.

### 1.4. Uniform in time propagation of chaos

Our first main result concerns the validity of propagation of chaos uniformly in time, with quantitative bounds on the convergence as \( N \to \infty \).

**Theorem 1.5.** Assume that \( \nu \) is separating. The propagation of chaos holds uniformly in time, that is for any \( p \in \mathcal{P}(\Omega) \), if \( \mu_N \) is \( p \)-chaotic, then for all fixed \( k \in \mathbb{N} \), as \( N \to \infty \),
\[
P_k \mu_{N,t} \to p_t^\otimes k, \quad \text{uniformly in } t \geq 0,
\]
where \( p_t \) is the solution to the nonlinear equation \((1.1)\) with initial datum \( p_0 = p \). Moreover, if \( \mu_N \) is the canonical tensor product \( \mu_N = \gamma_N(p) \), and \( p \in \mathcal{P}(\Omega) \) is irreducible, then
\[
\|P_k \mu_{N,t} - p_t^\otimes k\|_{TV} \leq \frac{C}{\sqrt{N}}, \quad (1.9)
\]
for some constant \( C = C(k, p) > 0 \) independent of \( t, N \).

**Remark 1.6.** Concerning the dependency on \( N \) it may be that the optimal decay in \((1.9)\) is \( O(1/N) \) rather than \( O(1/\sqrt{N}) \). This seems natural in light of our estimate \((1.8)\) at time zero. Moreover, that would be in agreement with the recent results in [23], where the \( O(1/N) \) bound is obtained for a class of interacting diffusion processes at fixed times. The value of the constant \( C \) in \((1.9)\) can be in principle obtained from our more detailed results in Theorem 2.1 below. However, we have not tried to optimize the dependency of \( C \) on \( k, p \).

There are by now several results for kinetic models and for mean field diffusions establishing uniform in time propagation of chaos, see [9, 15, 10]. However, the adaptation to our setting of the different techniques used in these works does not seem to be straightforward. The proof of Theorem 1.5 is based on some new contractive estimates for the nonlinear model that allow us to implement the main strategy developed in the groundbreaking work of Mischler and Mouhot [31], see Section 3.

### 1.5. Entropy production for generalized random transpositions

Our second main result is about quantitative estimates on the decay to equilibrium for the particle system introduced above. The key feature is that these estimates hold uniformly in the number of particles \( N \). We shall actually derive such estimates in the context of the generalized random transposition process defined as follows.

Let \( S_{N,n} = S_N^n \) denote the \( n \)-fold product of the symmetric group \( S_N \) of the permutations of \([N] = \{1, \ldots, N\} \). Then \( \eta \in S_{N,n} \) is a matrix \( \eta_i(j), \; i \in [n], \; j \in [N] \), where each \( \eta(j) = (\eta_1(j), \ldots, \eta_n(j)) \in [N]^n \) is seen as a particle, and each \( \eta_i = (\eta_i(1), \ldots, \eta_i(N)) \in S_N \)
is a permutation of $[N]$. Note that $\mathcal{S}_{N,n} = \Omega_{\rho}$ where $\Omega_{\rho}$ is defined in \eqref{eq:10} when we take the extreme case $q_i \equiv N - 1$, $\rho_i \equiv 1/N$ for all $i = 1, \ldots, n$.

The generalized random transposition (GRT) process is defined as the process generated by the operator $\mathcal{L}_N$ in this setup, namely the GRT process is the continuous time Markov process with state space $\mathcal{S}_{N,n}$ described as follows: every pair of particles $\{\eta(l), \eta(j)\}$ collides with rate $1/N$ independently, and when a collision occurs, a new set $A$ is sampled according to $\nu$ and the $A$-content of $\eta(l), \eta(j)$ is exchanged.

This setting is convenient for proving functional inequalities since by restricting to classes of functions with suitable symmetries we then recover all possible cases of processes on $\Omega^N$. We say that $r$ separation assumption on the recombination measure $\nu$, such that, for each $\{\eta_i(1), \ldots, \eta_i(N_i)\}$ gives positive weight only to $A \subset \mathcal{S}_{N,n}$ such that $\nu$ and the $A$-content of $\eta_i(1), \ldots, \eta_i(N_i)$ is exchanged.

The generalized random transposition (GRT) process is defined as the process generated by the operator $\mathcal{L}_N$ in this setup, namely the GRT process is the continuous time Markov process with state space $\mathcal{S}_{N,n}$ described as follows: every pair of particles $\{\eta(l), \eta(j)\}$ collides with rate $1/N$ independently, and when a collision occurs, a new set $A$ is sampled according to $\nu$ and the $A$-content of $\eta(l), \eta(j)$ is exchanged.

We remark that when $n = 1$, GRT is just the usual random transposition process \cite{13}, and that when $\nu$ gives positive weight only to $A \subset [n]$ such that $|A| = 1$, it describes $n$ independent random transposition processes. However, in the general case, the recombination measure $\nu$ dynamically couples the permutations and the GRT becomes a nontrivial generalization of the standard random transpositions.

In order to guarantee the irreducibility of the GRT process, we make the following assumption on the recombination measure $\nu$, which is easily seen to be stronger than the separation assumption $r(\nu) < 1$; see also Remark \lemref{10}.

\begin{definition}
We say that $\nu$ is strictly separating if for all $i \in [n]$ there exists $A \subset [n]$ such that $i \in A$ and such that both $A$ and $A \setminus \{i\}$ have positive $\nu$-probability.
\end{definition}

Note that the uniform crossover and the one-point crossover are both strictly separating. Let $\pi_N$ denote the uniform distribution on $\mathcal{S}_{N,n}$. The GRT process is reversible with respect to $\pi_N$ and if the measure $\nu$ is strictly separating, then it is also irreducible, and any initial distribution converges to $\pi_N$ as $t \to \infty$. To quantify this statement we consider the Dirichlet form of the GRT, defined by

$$
\mathcal{E}_{N,n}(f,g) = \frac{1}{2N} \sum_{1 \leq j < l \leq N} \sum_{A \subset [n]} \nu(A) \sum_{\eta \in \mathcal{S}_{N,n}} \pi_N(\eta) \left( f(\eta^{j,l,A}) - f(\eta) \right) \left( g(\eta^{j,l,A}) - g(\eta) \right),
$$

where $f, g : \mathcal{S}_{N,n} \mapsto \mathbb{R}$. The entropy production rate is measured by the constant

$$
\alpha(N,n) = \inf_{f > 0} \frac{\mathcal{E}_{N,n}(f, \log f)}{\text{Ent}(f)},
$$

where the infimum is over $f : \mathcal{S}_{N,n} \mapsto \mathbb{R}_+$ such that $\text{Ent}(f) \neq 0$ and

$$
\text{Ent}(f) = \pi_N(f \log f) - \pi_N(f) \log \pi_N(f)
$$

is the entropy of $f$ w.r.t. $\pi_N$. Equivalently, $\alpha(N,n)$ is the best constant $\alpha$ such that the inequality

$$
\text{Ent}(e^{t\mathcal{L}_N} f) \leq e^{-\alpha t} \text{Ent}(f)
$$

holds for all functions $f > 0$; see e.g. \cite{12, 3}. Note that when $\pi_N(f) = 1$ then, for all $t \geq 0$, $\text{Ent}(e^{t\mathcal{L}_N} f)$ coincides with the relative entropy $H_N(\mu_{N,t} \mid \pi_N)$ where $\mu_{N,t} = (e^{t\mathcal{L}_N} f)\pi_N$.

We also consider the entropy production rate restricted to the set of symmetric functions defined as follows. Let $\mathcal{S}$ denote the set of $f : \Omega^N \mapsto \mathbb{R}$ such that

$$
f(\eta) = \frac{1}{N!} \sum_{\tau \in \mathcal{S}_N} f(\tau \circ \eta),
$$
where the sum runs over all permutations \( \tau \in S_N \) and \( \tau \circ \eta \) denotes the configuration with particles exchanged according to \( \tau \), that is \( \tau \circ \eta(j) = \eta(\tau(j)) \). From the point of view of Kac’s program \[23\], \( S \) is the relevant space of observables in the particle system. We call \( \alpha_S(N,n) \) the constant defined as in (1.10), with the infimum restricted to positive functions \( f \in S \).

Our main results for the GRT process are the following estimates independent of \( N \).

**Theorem 1.8.** Fix \( n \in \mathbb{N} \) and assume that \( \nu \) is strictly separating. Then there exists \( \alpha(\nu) > 0 \) such that for any \( N \in \mathbb{N}, N \geq 2 \),

\[
\alpha(N,n) \geq \alpha(\nu).
\] (1.11)

Moreover, if \( \nu \) is the one-point crossover, then

\[
\alpha(N,n) \geq \frac{1}{4(n+1)},
\] (1.12)

and if \( \nu \) is the uniform crossover, then

\[
\alpha(N,n) \geq \frac{1}{4n}, \quad \alpha_S(N,n) \geq \frac{1}{2(n+2)}.
\] (1.13)

**Remark 1.9.** Consider the entropy production rate \( \alpha(\Omega_{\rho_N}) \) for the process on \( \Omega_{\rho_N} \) associated to any admissible density sequence \( \rho_N \). This quantity can be defined as in (1.10) by restricting to invariant classes of functions with suitable symmetries. The estimates above then immediately provide the lower bound

\[
\alpha(\Omega_{\rho_N}) \geq \alpha(\nu).
\]

In particular, in the case of uniform crossover one finds \( \alpha(\Omega_{\rho_N}) \geq 1/4n \), for any admissible \( \rho_N \).

**Remark 1.10.** If the recombination measure is only assumed to be separating, then the GRT process may fail to be irreducible. In particular, some assumption such as the strict separation defined above is necessary for the statement in Theorem 1.8. For an example of non irreducible process with separating \( \nu \) consider \( N = 2, n = 4 \) and suppose \( \nu(A) = \frac{1}{6} \) for all \( A \subset [4] \) with \( |A| = 2 \). Clearly, \( \nu \) is separating, but if we consider the initial configuration \( \eta \) with \( \eta(1) = 0000, \eta(2) = 1111 \), then the number of 1’s in each particle remains even at all times.

For the proof of Theorem 1.8 we establish some new functional inequalities for permutations which imply a modified logarithmic Sobolev inequality for the GRT, see Section 4. Concerning upper bounds on the constant \( \alpha(N,n) \) we establish an estimate valid for arbitrary \( \nu \), which essentially shows that \( \alpha(N,n) \) cannot be larger than \( 4/n \) for \( n \) large, provided \( N \) is taken large enough, possibly depending on \( n \).

**Proposition 1.11.** For any \( n \in \mathbb{N}, \) any distribution \( \nu \) on \([n]\),

\[
\limsup_{N \to \infty} \alpha(N,n) \leq \frac{4}{n} + O \left( \frac{1}{n^2} \right).
\]

In this sense, the bounds in (1.12) and (1.13) can be considered to be optimal up to constants.

1.6. **Kac’s program completed.** One of the main motivations behind Kac’s program is the derivation of quantitative bounds on the speed of convergence to equilibrium for the nonlinear equation. In our setting, as a corollary of our analysis we obtain the following relative entropy estimates. We refer to [41] for a discussion of related entropy decay estimates in the context of kinetic models. In particular, in our setup, one can say that Cercignani’s conjecture holds true. See also [17] for related results in a discrete setting under positive curvature assumptions.
Theorem 1.12. Assume that $\nu$ is strictly separating. For any $p \in \mathcal{P}(\Omega)$, let $p_t$ denote the solution of (1.1) with $p_0 = p$ and let $\pi = \otimes_{i=1}^n p_i$ denote the associated equilibrium. Then for all $t \geq 0$,

$$H(p_t \mid \pi) \leq e^{-\alpha(\nu)t} H(p \mid \pi),$$

(1.14)

where $\alpha(\nu) > 0$ is the constant in Theorem 1.5. In particular, $\alpha(\nu) \geq 1/(n+1)$ for one-point crossover, and $\alpha(\nu) \geq 1/(n+2)$ for uniform crossover.

It is interesting to note that the constant $\alpha(\nu)$ does not depend on the initial datum $p$ in any way. We point out that, in the case of the one-point crossover and uniform crossover, the above estimates were already obtained in [6] by direct analysis of the entropy production functional of the nonlinear equation, with a slightly better constant actually: $\alpha(\nu) \geq 1/(n+1)$ in both cases. Moreover, [6] also shows that the $1/n$ decay of the constant $\alpha(\nu)$ in these cases is optimal up to a constant independent of $n$. Besides extending the bounds of [6] to all strictly separating distribution $\nu$, an interesting feature of Theorem 1.12 is that its proof takes a completely different route. Namely, it is based on the implementation in our setting of Kac’s original idea. More precisely, (1.14) is derived from the uniform control on entropy production provided by Theorem 1.8 see also Remark 1.9, together with the approximation, as $N \to \infty$, of both $H(p \mid \pi)$ and $H(p_t \mid \pi)$ in terms of the corresponding entropies for the $N$-particle system.

We also obtain the following general bounds on the convergence to equilibrium for the nonlinear chain. Recall the definition (1.2) of the constant $r(\nu) \in (0, 1)$.

Theorem 1.13. Assume that $\nu$ is separating. For any $p \in \mathcal{P}(\Omega)$, let $p_t$ denote the solution of (1.1) with $p_0 = p$ and let $\pi = \otimes_{i=1}^n p_i$ denote the associated equilibrium. Then for all $t \geq 0$,

$$H(p_t \mid \pi) \leq \frac{1}{2} n(n-1) H(p \mid \pi) e^{-D(\nu)t},$$

(1.15)

where $D(\nu) := 1 - r(\nu)$. Moreover, for the total variation distance we have

$$\|p_t - \pi\|_{TV} \leq \frac{1}{4} n^2(n-1) \|p - \pi\|_{TV} e^{-D(\nu)t}.$$  

(1.16)

We note that an estimate similar to (1.15) was obtained in [36] for a discrete time version of the nonlinear process. To prove Theorem 1.13 we use a coupling argument similar to that of [36], together with an explicit construction of the continuous time solution $p_t$ in terms of all possible collision histories, which goes back to the pioneering works of Wild [42] and McKean [25, 29], see also [8]. It is interesting to note that in the case of uniform crossover one has $r(\nu) = 1/2$ and thus (1.15) provides an exponential decay which is much faster, as $n$ becomes large, than the one provided by (1.14). Moreover, as mentioned, the $1/n$ rate is known to be optimal up to a constant independent of $n$ for the estimate (1.14). This mismatch can be explained by observing that, because of the possibly large prefactor, (1.16) only provides information about the large time behavior while (1.14) expresses a contraction property of the relative entropy at all times, and that some particular initial distributions $p$ may have a slow start in the relative entropy decay; see Lemma 4.5 below for a concrete example.

Finally, we remark that the rate of exponential decay $D(\nu) = 1 - r(\nu)$ in Theorem 1.13 is optimal, in the sense that $t^{-1} \log \|p_t - \pi\|_{TV}$, as $t \to \infty$, cannot be smaller than $-D(\nu)$, see Remark 3.4. We refer to [14] for a related result on the optimal rate of decay in the context of Kac model.

1.7. Organization of the paper. In Section 2 we present the main preliminary facts concerning the local central limit theorem and its applications to the proof of chaos results. In Section 3 we prove the uniform in time propagation of chaos stated in Theorem 1.5. This section also contains the proof of Theorem 1.13. Section 4 is devoted to the proofs of
The measure $\{\xi\} \in \sigma{\{x(\varrho)}$ obtained if e.g. Definition 2.1. refer to as irreducibility.

Theorem 1.8, Proposition 1.11 and Theorem 1.12. In the appendix we give the detailed proof of the local central limit theorem statement used in the main text.
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2. Local Central Limit Theorem and Chaos

A probability measure $\mu \in \mathcal{P}(\Omega)$ induces a probability $\mu$ on $X := \{0, 1\}^K$ where $K = \sum_{i=1}^{n} q_i$, via the map

$$\sigma \in \Omega \mapsto \xi_{i,x} = 1(\sigma_i = x), \quad \forall i = 1, \ldots, n; \quad x \in \{1, \ldots, q_i\}.$$ (2.1)

That is, $\mu$ is the push forward of $p$ by the above map. Note that we did not include the indicator variable $1(\sigma_i = 0)$ since this is uniquely determined as the indicator of the event $\xi_{i,x} = 0$ for all $x \in \{1, \ldots, q_i\}$. When $q_i = 1$ for all $i$, then $\Omega = \{0, 1\}^n$ can be identified with $X$, $\sigma$ with $\xi$, and $\mu$ with $p$.

2.1. Central limit theorem. The next results are concerned with the behavior of the sum of independent copies $\xi(1), \ldots, \xi(N)$ of a random variable $\xi$ with values in $X$ and distribution $\mu \in \mathcal{P}(X)$:

$$S_N = \sum_{j=1}^{N} \xi(j).$$

Thus, $S_N$ is a random vector in $\{0, \ldots, N\}^K$. We use the notation $\langle t, s \rangle = \sum_{i,x} t_{i,x} s_{i,x}$ if $t$ and $s$ are indexed by $i = 1, \ldots, n$ and $x = 1, \ldots, q_i$. We call $V_1$ the covariance matrix of $\mu$,

$$V_1(i, x; t', x') = \mu(\xi_{i,x} \xi_{i',x'}) - \mu(\xi_{i,x})\mu(\xi_{i',x'}), \quad i = 1, \ldots, n, \quad x = 1, \ldots, q_i.$$

Thus $V_1$ is a symmetric nonnegative definite $K \times K$ matrix. If $\det V_1 \neq 0$ we say that $\mu$ is nondegenerate. The central limit theorem asserts that if $\mu$ is nondegenerate, then as $N \to \infty$ one has the weak convergence

$$\frac{1}{\sqrt{N}} V_1^{-1/2} (S_N - \mu(\otimes N(S_N))) \rightarrow N(0, 1_K),$$ (2.2)

where $\mu(\otimes N(S_N)) \in [0, N]^K$ is the mean of the vector $S_N$ under the product measure $\mu(\otimes N)$, and $1_K$ denotes the $K \times K$ identity matrix, so that $N(0, 1_K)$ is the standard normal in $K$ dimensions. Note that when $\mu$ is induced by a measure $p \in \mathcal{P}(\Omega)$ as described in (2.1), then $\mu(\otimes N(S_N)) = N \pi_{i,x}$ for all $i, x$, where $\pi_{i,x}$ are the marginals of $p$.

The statement (2.2) clearly requires that $\mu$ is nondegenerate. However, one can obtain similar statements in the case of degenerate measures, provided one reduces to the non-degenerate modes by eliminating the degenerate ones. More precisely, one can take the eigenvectors of $V_1$ with nonzero eigenvalues as the new variables. A simple example is obtained if e.g. $q_i \equiv 1$ and $\mu$ gives probability $1/2$ to all 1’s and probability $1/2$ to all 0’s. Here one simply removes all variables but one.

2.2. Local central limit theorem. We will need a local version of the central limit theorem. For this we assume the following stronger notion of nondegeneracy, which we refer to as irreducibility.

Definition 2.1. A measure $\mu \in \mathcal{P}(X)$ is called irreducible if for all $i = 1, \ldots, n$, for all $x \in \{0, \ldots, q_i\}$, there exists $\xi \in X$ such that $\mu(\xi)$ and $\mu(\xi^{(i,x)})$ are both positive, where $\xi^{(i,x)}$ denotes the vector $\xi$ with the $(i, x)$-th coordinate flipped, that is $\xi_{j,y}^{(i,x)} = \xi_{j,y}$ for all $(j, y) \neq (i, x)$, and $\xi_{i,x}^{(i,x)} = 1 - \xi_{i,x}$.

It is immediate to check that if $p \in \mathcal{P}(\Omega)$ is irreducible in the sense of Definition 1.3 then the measure $\mu$ induced on $X$ by $p$ as in (2.1) is irreducible in the sense of Definition 2.1.
Proposition 2.2. Suppose \( \mu \in \mathcal{P}(X) \) is irreducible. Then there exists a finite constant \( C = C(\mu) \) such that for all \( N \in \mathbb{N} \),
\[
\max_{M_N} \left| \mu^\otimes N(S_N = M_N) - \frac{e^{-\frac{1}{2}(z_N,z_N)}}{(2\pi N)^{K/2} \det V_1} \right| \leq \frac{C}{N^{(K+1)/2}},
\]
where
\[
z_N := \frac{1}{\sqrt{N}} V_1^{-1/2} \left( M_N - \mu^\otimes N(S_N) \right),
\]
and the maximum is over all possible values \( M_N \in \{0, \ldots, N\}^K \).

Noting that \( \Omega_{\rho_N} = \{S_N = M_N\} \) with \( M_N = N\rho_N \), and that in this case
\[
\langle z_N, z_N \rangle = N\langle \rho_N - \pi, V_1^{-1}(\rho_N - \pi) \rangle,
\]
the following is an immediate corollary of Proposition 2.2.

Corollary 2.3. Suppose \( \mu \in \mathcal{P}(X) \) is irreducible, and let \( \rho_N \) be an admissible sequence such that
\[
\langle \rho_N - \pi, \rho_N - \pi \rangle = O\left(\frac{1}{N}\right), \tag{2.3}
\]
where \( \pi = \mu(\xi) \) is the vector of the expected values of \( \mu \). Then there exists a constant \( c = c(\mu) > 0 \) such that for \( N \) sufficiently large
\[
\mu^\otimes N(\Omega_{\rho_N}) \geq \frac{c}{N^{K/2}}.
\]
In particular,
\[
\lim_{N \to \infty} \frac{1}{N} \log \mu^\otimes N(\Omega_{\rho_N}) = 0.
\]

We note that the condition (2.3) corresponds to “normal” fluctuations \( \langle z_N, z_N \rangle = O(1) \), and that the corollary applies, in particular, to the canonical sequence \( \rho_N = \rho^\pi \) defined in (1.7), since \( \langle \rho^\pi - \pi, \rho^\pi - \pi \rangle = O\left(\frac{1}{N^2}\right) \) in that case.

The proof of Proposition 2.2 will be given in the appendix. Here we pause for some remarks on the assumptions we made, and then discuss the main applications to chaos.

Lemma 2.4. If \( \mu \) is irreducible then it is nondegenerate. The converse does not hold.

Proof. If \( \mu \) is degenerate, then for any fixed \( (i,x) \), the variable \( \xi_{i,x} \) can be written \( \mu \)-a.s. as a nontrivial linear combination of the other variables \( \xi_{j,y}, (j,y) \neq (i,x) \). In particular, the value of \( \xi_{i,x} \) is \( \mu \)-a.s. determined by the other variables. But this is not possible if \( \mu \) is irreducible since by assumption there is always at least one value of all the other variables for which both values \( \xi_{i,x} = 0,1 \) happen with positive \( \mu \) probability. This proves the first assertion. To violate the converse, consider the following example: \( n = 3, q_i \equiv 1 \), so that \( X = \{0,1\}^3 \) and suppose that \( \mu \) gives probability \( 1/4 \) to the following four configurations, 101, 110, 011, 001, and probability 0 to the four remaining configurations. Then one checks that \( V_1 = \frac{1}{4}1_3 \). In particular, \( \mu \) is nondegenerate. However, \( \mu \) is not irreducible since the condition in Definition 2.2 is violated at \( i = 1 \).

Let us remark that some irreducibility assumption is necessary for the local CLT statement in Proposition 2.2. Consider the same counterexample from the proof of Lemma 2.4. In this case one checks easily that if the first component of \( S_N \) is even, then the sum of the remaining two components must be even as well. This shows that the event \( S_N = M_N \) has probability zero for many admissible sequences such that Corollary 2.3 would predict \( \mu^\otimes N(S_N = M_N) > 0 \). Thus, Proposition 2.2 does not hold for all nondegenerate \( \mu \). The next lemma elucidates the role of the irreducibility assumption.
Lemma 2.5. Suppose $\mu$ is irreducible. Then there exists a constant $c = c(\mu) > 0$ such that the characteristic function $\psi(t) = \mu(e^{it\xi})$, $t \in \mathbb{R}^K$, satisfies

$$|\psi(t)| \leq e^{-c|t|}, \quad \text{for all } t \in [-\pi, \pi]^K.$$ 

Proof. We write

$$|\psi(t)|^2 = |\mu[e^{it\xi}]|^2 = \mu[\cos(t, \xi)]^2 + \mu[\sin(t, \xi)]^2 = \sum_{\xi, \xi' \in X} \mu(\xi)\mu(\xi') \cos(t, \xi - \xi'),$$

where the last equation uses the identity $\cos(\alpha - \beta) = \sin(\alpha)\sin(\beta) + \cos(\alpha)\cos(\beta)$. If $|\theta| \leq \pi$, then $\cos(\theta) \leq 1 - 2\theta^2/\pi^2$, and therefore,

$$\cos(t, \xi - \xi') \leq \begin{cases} 1 - \frac{2(|\xi - \xi'|)^2}{\pi^2} & \text{if } |\xi - \xi'| = 1 \\ 1 & \text{if } |\xi - \xi'| \neq 1 \end{cases}$$

where $|\xi - \xi'| = \sum_{i,x} |\xi_{i,x} - \xi'_{i,x}|$. Since $|\xi - \xi'| = 1$ iff $\xi' = \xi(i,x)$ for some $i,x$,

$$|\psi(t)|^2 \leq 1 - \frac{2}{\pi^2} \sum_{i,x} \mu(\xi)\mu(\xi(i,x)) \xi_{i,x}^2 \leq 1 - 2c(t, t),$$

where

$$c := \frac{1}{\pi^2} \inf_{i,x} \sum_{\xi \in X} \mu(\xi)\mu(\xi(i,x)).$$

The irreducibility of $\mu$ is equivalent to $c > 0$. Using $x \leq e^{\frac{1}{2}(x^2 - 1)}$, $x \in [0, 1]$, with $x = |\psi(t)|$, we conclude

$$|\psi(t)| \leq e^{-c|t|}.$$ 

We turn to the applications to Kac chaos and entropic chaos.

2.3. Kac chaos. Recall the definition of $\gamma(p, \rho_N)$ and of the canonical tensor product $\gamma_N(p)$ in Definition [2.2].

Theorem 2.6. Suppose $p \in \mathcal{P}(\Omega)$ is irreducible and let $\rho_N$ be an admissible sequence such that

$$\langle \rho_N - \pi, \rho_N - \pi \rangle = O(1/N).$$

Then for all $k = 1, \ldots, N$,

$$\|P_k\gamma(p, \rho_N) - p^\otimes_k\|_{TV} \leq \frac{Ck}{\sqrt{N}}.$$ 

(2.4)

for some constant $C = C(p)$. Moreover, when $\rho_N = \rho^\pi$, the canonical tensor product $\gamma_N(p)$ satisfies the stronger estimate

$$\|P_k\gamma_N(p) - p^\otimes_k\|_{TV} \leq \frac{Ck}{N}.$$ 

(2.5)

Proof. We prove (2.4) first, and then show how to obtain (2.5). Let $\hat{\xi}_{i,x}(j) = \xi_{i,x}(j) - (\rho_N)_{i,x}$. We use the shorthand notation $\gamma_N = \gamma(p, \rho_N)$ and $\mu_N = p^\otimes N$. For any $f : \Omega_N \mapsto \mathbb{R}$ we have

$$\gamma_N(f) - \mu_N(f) = \frac{\mu_N(f(1_{\Omega_{\rho_N}} - \mu_N(\Omega_{\rho_N})))}{\mu_N(\Omega_{\rho_N})},$$

Since $\Omega_{\rho_N} = \{S_N = N\rho_N\}$, using the Fourier transform we write

$$\mu_N(\Omega_{\rho_N}) = \frac{1}{(2\pi)^K} \int_{[-\pi, \pi]^K} dt \mu_N \left(e^{it\hat{S}_N}\right),$$
where $\hat{S}_N = \sum_{j=1}^{N} \xi(j)$. Set $V_N := NV_1$. The product structure of $\mu_N$ and the change of variables $s = V_N^{1/2}t = \sqrt{N}V_1^{1/2}t$ imply

$$\mu_N(\Omega_{\rho_N}) = \frac{1}{B_N(2\pi)^K} \int_{Q_{N,K}} ds \mu_N \left( e^{i(V_N^{1/2}s,\xi(1))} \right)^N,$$

(2.6)

where $Q_{N,K} = V_N^{-1/2}[-\pi,\pi]^K$ and $B_N = \sqrt{\det V_N} = N^{K/2}\sqrt{\det V_1}$.

In the same way, for any $f = f(\xi(1), \ldots, \xi(k))$, we have

$$\mu_N(f 1_{\Omega_{\rho_N}}) = \frac{1}{B_N(2\pi)^K} \int_{Q_{N,K}} ds \mu_N \left( e^{i(V_N^{1/2}s,\xi(1))} \right)^{N-k} \mu_N(f e^{i(V_N^{1/2}s,\hat{S}_k)}).$$

In conclusion, we have

$$\gamma_N(f) - \mu_N(f) = \frac{\int_{Q_{N,K}} ds \psi_N(s)^{N-k} \mu_N(f; e^{i(V_N^{1/2}s,\hat{S}_k)})}{\int_{Q_{N,K}} ds \psi_N(s)^N},$$

(2.7)

where

$$\psi_N(s) = \mu_N \left( e^{i(V_N^{1/2}s,\xi(1))} \right),$$

and we use the notation $\mu_N(f; g) = \mu_N(fg) - \mu_N(f)\mu_N(g)$ for the covariance of $f, g$. From Corollary 2.3 we known that (2.6) is at least $cN^{-K/2}$, and thus the denominator in (2.7) is at least some constant $c' > 0$. Therefore, it suffices to show that the numerator is bounded by

$$\left| \int_{Q_{N,K}} ds |\psi_N(s)|^{N-k} \left| \mu_N(f; e^{i(V_N^{1/2}s,\hat{S}_k)}) \right| \right| \leq C |f|_\infty \frac{k}{\sqrt{N}}.$$

From Lemma 2.3 we know that $|\psi_N(s)| \leq e^{-a(s,s)/N}$ for some constant $a = a(p) > 0$. Notice that we can assume without loss of generality that $k \leq N/2$, since otherwise the result (2.4) is trivial. Thus $|\psi_N(s)|^{N-k} \leq e^{-a(s,s)/2}$ and it is sufficient to show that

$$\left| \mu_N(f; e^{i(V_N^{1/2}s,\hat{S}_k)}) \right| \leq C |f|_\infty \frac{k}{\sqrt{N}} < s, s),$$

(2.8)

for all $s \in Q_{N,K}$. Recalling that $|e^{i\theta} - 1| \leq |\theta|$, $\theta \in \mathbb{R}$, and using Schwarz’ inequality,

$$|\mu_N(f; e^{i(V_N^{1/2}s,\hat{S}_k)})| \leq \frac{1}{\sqrt{N}} |f|_\infty \mu_N \left( \langle V_N^{1/2}s, \hat{S}_k \rangle^2 \right).$$

Now we observe that

$$\mu_N(\langle V_N^{1/2}s, \hat{S}_k \rangle^2) = k^2 \langle V_N^{1/2}s, \pi - \rho_N \rangle^2 + k(s,s) \leq k^2 \langle s, V_1^{-1}s \rangle \langle \pi - \rho_N, \pi - \rho_N \rangle + k(s,s) \leq Ck(s,s),$$

where we use $\mu_N(\hat{S}_k) = k(\pi - \rho_N)$, the independence of the $\xi(j)$, and $\langle \pi - \rho_N, \pi - \rho_N \rangle \leq C/k$ which follows from the assumption $\langle \pi - \rho_N, \pi - \rho_N \rangle = O(1/N)$. This proves (2.4).

To prove (2.5), note that it is sufficient to prove (2.3) with $\sqrt{N}$ replaced by $N$ in the right hand side. For this, we are going to use the fact that $\langle \pi - \rho_N, \pi - \rho_N \rangle = O(1/N^2)$ when $\rho_N = \rho^\pi$, see (1.7). Let us first consider the function $f = g - \hat{S}_k$. The function $g$ can be seen as a linear approximation of $f$. Notice that

$$\mu_N(f - g; \langle V_N^{-1/2}s, \hat{S}_k \rangle) = 0.$$  

(2.9)

Indeed, by independence $\mu_N((\hat{S}_k)_{i,x}; (\hat{S}_k)_{j,y}) = kV_1(i, x; j, y)$, and therefore for all $s$, $\mu_N(g; \langle V_N^{-1/2}s, \hat{S}_k \rangle) = \langle s, V_N^{-1/2}s \rangle = \mu_N(f; \langle V_N^{-1/2}s, \hat{S}_k \rangle).$
Recalling that \(|e^{i\theta} - 1 - i\theta| = |R(\theta)| \leq \frac{1}{2} \theta^2, \theta \in \mathbb{R}|\) we have
\[
|\mu_N \left( f - g; e^{i(V^{-1/2}s, S_k)} \right) |^2 \leq \frac{1}{N^2} \left( \text{Var}(f) + \text{Var}(g) \right) \mu_N \left( (V^{-1/2}s, \tilde{S}_k)^4 \right),
\]
where we use the inequality \(|\mu_N(f - g; R)|^2 \leq 2(\text{Var}(f) + \text{Var}(g)) \mu_N(R^2)|\), and we use \text{Var} for the variance w.r.t. \(\mu_N\). Next, observe that \(\text{Var}(f) \leq |f|_\infty^2\) and
\[
\text{Var}(g) = \frac{1}{k} (V^{-1}v, v) \leq C \text{Var}(f) \leq C |f|_\infty^2.\]

We are going to show that
\[
\mu_N \left( (V^{-1/2}s, \tilde{S}_k)^4 \right) \leq Ck^2 \langle s, s \rangle^2. \tag{2.10}
\]
Suppose for a moment that (2.10) holds. Then we conclude that
\[
|\mu_N \left( f - g; e^{i(V^{-1/2}s, \tilde{S}_k)} \right) | \leq C |f|_\infty k/N \langle s, s \rangle.
\]
This proves \(|\gamma_N(\hat{f}) - \mu_N(\hat{f})| \leq C |f|_\infty k/N\). However, noting that \(\gamma_N(g) = 0\), we have
\[
|\gamma_N(f) - \mu_N(f)| \leq |\gamma_N(\hat{f}) - \mu_N(\hat{f})| + |\mu_N(g)|.
\]
The desired conclusion \(|\gamma_N(f) - \mu_N(f)| \leq C |f|_\infty k/N\) then follows from
\[
|\mu_N(g)| \leq |(V^{-1}v, \pi - \rho \tilde{\pi})| \leq (V^{-1}v, V^{-1}v)^{1/2}(\pi - \rho \tilde{\pi})^{1/2} \leq \frac{C|f|_\infty k/N}{N},
\]
where we use \((\pi - \rho \tilde{\pi})^{1/2} = O(1/N^2)|\), and \((V^{-1}v, V^{-1}v) \leq Ck|f|_\infty\).

Thus, it remains to prove (2.10). Notice that it is sufficient to prove
\[
\mu_N \left( (\hat{S}_k, \tilde{S}_k)^2 \right) \leq Ck^2. \tag{2.11}
\]
We write \(\hat{\xi} = \hat{\xi} - \mu(\hat{\xi})\) and \(\hat{S}_k = \hat{S}_k - \mu_N(\hat{S}_k)\) for the corresponding sums. Then one checks that
\[
\langle \hat{S}_k, \tilde{S}_k \rangle^2 \leq \langle \hat{S}_k, \tilde{S}_k \rangle^2 + Ck \langle \hat{S}_k, \tilde{S}_k \rangle^{2/3}(\pi - \rho \tilde{\pi})^{2/3} + Ck^2 \langle \hat{S}_k, \tilde{S}_k \rangle(\pi - \rho \tilde{\pi})^{1/2} + Ck^2 \langle \hat{S}_k, \tilde{S}_k \rangle(\pi - \rho \tilde{\pi})^{1/2} + Ck^2 \langle \hat{S}_k, \tilde{S}_k \rangle(\pi - \rho \tilde{\pi})^{1/2} + Ck^2 \langle \hat{S}_k, \tilde{S}_k \rangle(\pi - \rho \tilde{\pi})^{1/2}.
\]
Since \((\pi - \rho \tilde{\pi}) = O(1/N^2)|\) we can restrict to prove (2.11) for \(\hat{S}_k\) instead of \(\hat{S}_k\). Since \(\xi\) are centered the estimate follows easily by expanding \((\hat{S}_k, \tilde{S}_k)^2|\) and observing that the dominant terms are of the form \(\langle \hat{\xi}(i), \tilde{\xi}(j) \rangle^2|\), and their contribution is of order \(k^2\).

We notice that the trick of replacing \(f\) by \(f - g\) in the proof of Theorem 2.4 allowed us to obtain the decay rate \(O(1/N)|\) instead of \(O(1/\sqrt{N})|\). This idea was used in [5] for the proof of a related “equivalence of ensembles” result.

**Corollary 2.7.** For any irreducible \(p \in \mathcal{P}(\Omega), \) if \(\eta \in \Omega^N\) is distributed according to the canonical tensor product \(\gamma_N(p)|\), letting \(\lambda_\eta = \frac{1}{N} \sum_{j=1}^N \delta_{\eta(j)}\) denote the corresponding empirical measure,
\[
\mathbb{E}\left[\|p - \lambda_\eta\|_{TV}\right] \leq \frac{C}{\sqrt{N}}, \tag{2.12}
\]
for some constant \(C = C(p)|\). Moreover, the same estimate holds with \(\sqrt{N}\) replaced by \(N^{3/4}\) if \(\eta\) is distributed according to \(\gamma(p, \rho_N)|\), for any admissible sequence \(\rho_N\) satisfying 2.3.
Proof. We write

\[ \mathbb{E}[|p - \lambda_\eta||_{TV}] = \frac{1}{2} \sum_{\sigma \in \Omega} \mathbb{E}[|\lambda_\eta(\sigma) - p(\sigma)|] \]

\[ \leq \frac{1}{2} \left( \sum_{\sigma \in \Omega} p(\sigma) \mathbb{E}\left[ (h_\eta(\sigma) - 1)^2 \right] \right)^{1/2}, \tag{2.13} \]

where \( h_\eta(\sigma) = \frac{\lambda_\eta(\sigma)}{p(\sigma)} \) and we have used Schwarz’ inequality for the product measure \( p \times \mathbb{E} \).

Now, \[
\sum_{\sigma} p(\sigma) \mathbb{E}\left[ (h_\eta(\sigma) - 1)^2 \right] = -1 + \frac{1}{N} \mathbb{E}\left[ \frac{1}{p(\eta(1))} \right] + \frac{N(N - 1)}{N^2} \mathbb{E}\left[ \frac{1_{\eta(1) = \eta(2)}}{p(\eta(1))} \right], \tag{2.14} \]

where we use

\[ \mathbb{E}\left[ \frac{1}{p(\eta(1))} \right] = \sum_{\sigma} \mathbb{P}(\eta(1) = \sigma) \frac{p(\sigma)}{p(\sigma)} \quad \text{and} \quad \mathbb{E}\left[ \frac{1_{\eta(1) = \eta(2)}}{p(\eta(1))} \right] = \sum_{\sigma} \mathbb{P}(\eta(1) = \eta(2) = \sigma) \frac{p(\sigma)}{p(\sigma)}. \]

Since \( \mathbb{E}[1/p(\eta(1))] \leq 1/p_* \), where \( p_* = \min_{\sigma, p(\sigma) > 0} p(\sigma) \) we see that the second term in (2.14) is bounded by \( 1/(p_* N) \). Next, consider the function \( f(\eta(1), \eta(2)) = 1_{\eta(1) = \eta(2)} / p(\eta(1)) \). Note that \( p^{\otimes 2}(f) = 1 \). Then, Theorem 2.6 implies

\[ \left| -1 + \sum_{\sigma} \frac{\mathbb{P}(\eta(1) = \eta(2) = \sigma)}{p(\sigma)} \right| \leq \frac{C}{p_* N}. \]

Since \( N(N - 1)/N^2 = 1 - 1/N \), we have shown that (2.14) is bounded by \( C/N \) for some new constant \( C \) depending only on \( p \). Together with (2.13) this concludes the proof of Theorem 2.6. Finally, if instead \( \eta \) is distributed according to \( \gamma(p, \rho_N) \), for an arbitrary admissible sequence \( \rho_N \) satisfying (2.3) we may repeat all the steps above and use the first part of Theorem 2.6 to conclude that (2.14) this time is bounded by \( C/\sqrt{N} \), which implies the claimed bound with \( N^{1/4} \) in place of \( \sqrt{N} \).

2.4. Entropic chaos and Fisher chaos. The next result shows how to use the local CLT to obtain convergence of the relative entropy of tensor products. Following [7] we refer to this as entropic chaos.

**Proposition 2.8.** Suppose \( p \in \mathcal{P}(\Omega) \) is irreducible and let \( \rho_N \) be an admissible sequence such that

\[ \langle \rho_N - \pi, \rho_N - \pi \rangle = O(1/N). \]

Then

\[ \lim_{N \to \infty} \frac{1}{N} H_N(\gamma(p, \rho_N) | \gamma(\pi, \rho_N)) = H(p | \pi). \]

**Proof.** We write

\[ H_N(\gamma(p, \rho_N) | \gamma(\pi, \rho_N)) = \gamma(p, \rho_N) \left[ \log \left( \frac{p^{\otimes N}}{\pi^{\otimes N}} \right) \right] + \log \left( \frac{\pi^{\otimes N}(\Omega_{\rho_N})}{p^{\otimes N}(\Omega_{\rho_N})} \right). \tag{2.15} \]

From Corollary 2.3 we obtain

\[ \lim_{N \to \infty} \frac{1}{N} \log \left( \frac{\pi^{\otimes N}(\Omega_{\rho_N})}{p^{\otimes N}(\Omega_{\rho_N})} \right) = 0. \]

By symmetry, the first term in (2.15) equals

\[ N P_\gamma(p, \rho_N) \left[ \log \left( \frac{P}{\pi} \right) \right]. \]

Therefore the result follows from Theorem 2.6. \( \square \)
Another consequence of the local CLT is the following upper semi-continuity property, see [7] for a similar statement in the kinetic setting.

**Proposition 2.9.** For each $N$, let $\mu^{(N)}_\pi$ be a symmetric probability on $\Omega_{\rho N}$ and let $\mu_k$ be a probability $\Omega^\pi$ such that

$$P_k \mu^{(N)}_\pi \rightarrow \mu_k$$

weakly for some integer $k$. Then, for any admissible sequence satisfying (2.3),

$$\frac{H(\mu_k | \pi^{\otimes k})}{k} \leq \liminf_{N \rightarrow \infty} \frac{H_N(\mu^{(N)} | \gamma(\pi, \rho N))}{N}.$$

**Proof.** From Shearer inequality one has

$$\sum_{A \in A} H \left( P_A \mu^{(N)} \| P_A \pi^{\otimes N} \right) \leq n_+(A) H \left( \mu^{(N)} | \pi^{\otimes N} \right),$$

where $\mathcal{A}$ is any family of sets covering $[N] = \{1, \ldots, N\}$, $n_+(\mathcal{A}) = \max_j \#\{A \in \mathcal{A} : A \ni j\}$, and $P_A \nu$ denotes the marginal on the variables $\{\eta(j), j \in A\}$ of a probability $\nu \in \mathcal{P}(\Omega^N)$, see Lemma 4.1 below for more details. If we take $\mathcal{A} = \{A \subset [N] : |A| = k\}$, then $n_+(\mathcal{A}) = \binom{N-1}{k-1}$. Moreover, by symmetry $P_A \mu^{(N)} = P_k \mu^{(N)}$ for all $A \in \mathcal{A}$. Since $\binom{N}{k}/\binom{N-1}{k-1} = N/k$, this proves

$$H \left( P_k \mu^{(N)} | \pi^{\otimes k} \right) \leq \frac{k}{N} H \left( \mu^{(N)} | \pi^{\otimes N} \right). \quad (2.16)$$

See also Lemma 3.9 in [30], where (2.10) was derived with $\frac{k}{N}$ replaced by $\frac{k}{N}(1 + O(\frac{k}{N}))$ in the right hand side. On the other hand,

$$H_N \left( \mu^{(N)} | \pi^{\otimes N} \right) = H_N(\mu^{(N)} | \gamma(\pi, \rho N)) - \log \left( \pi^{\otimes N}(\Omega_{\rho N}) \right).$$

The left hand side of (2.10) converges by assumption to $H \left( \mu_k | \pi^{\otimes k} \right)$. The desired conclusion then follows from Corollary 2.3. \qed

**Remark 2.10.** Both Proposition 2.8 and Proposition 2.9 hold with $\pi$ replaced by any irreducible $\pi' \in \mathcal{P}(\Omega)$ with the same marginals as $\pi$.

One can also establish the following analogue of the Fisher chaos property discussed in [22]. Observe that if $\mu_{N, t} = \mu_N e^{t N L_N}$, for some $\mu_N \in \mathcal{P}(\Omega_{\rho N})$, then

$$\frac{d}{dt} H \left( \mu_{N, t} | \gamma(\pi, \rho N) \right)_{t=0^+} = D_N(f_N),$$

where $f_N := \mu_N / \gamma(\pi, \rho N)$, and

$$D_N(f_N) = \frac{1}{2N} \sum_{j<l} \sum_A \nu(A) \gamma(\pi, \rho N) \left( f_N^{j,l,A} - f_N \right) \log \frac{f_N^{j,l,A}}{f_N}. \quad (2.16)$$

Here we use the notation $f_N^{j,l,A}(\eta) = f_N(\eta^{j,l,A})$, where $\eta^{j,l,A}$ is defined in (1.5). On the other hand, for the nonlinear equation (1.11) one has

$$\frac{d}{dt} H \left( p_t | \pi \right)_{t=0^+} = D_{\pi}(f),$$

where $f := p / \pi$, and

$$D_{\pi}(f) = \sum_A \nu(A) \pi \left( f^{A, f_A^e} - f \right) \log \frac{f^{A, f_A^e}}{f},$$

where $f^{A}(\sigma) = p_A(\sigma) / \pi_A(\sigma)$ is the density of the marginal on $A$ of $p$ with respect to $\pi$.\]
Proposition 2.11. Under the same assumptions of Proposition \[2.8\]
\[
\lim_{N \to \infty} \frac{D_N(f_N)}{N} = D_\pi(f),
\]
where \(f_N := \gamma(p, \rho_N)/\gamma(\pi, \rho_N)\), and \(f := p/\pi\).

Proof. Since
\[
D_N(f_N) = -\frac{1}{N} \sum_{j < l} \sum_A \nu(A) \gamma(\pi, \rho_N) \left[ (f_N^{j,l,A} - f_N) \log f_N \right],
\]
and
\[
D_\pi(f) = -2 \sum_A \nu(A) \pi \left[ (f^A f^{A^c} - f) \log f \right],
\]
it suffices to show that for every \(i, j \in [N]\) and \(A \subset [n]\) one has
\[
\lim_{N \to +\infty} \sum_{\eta \in \Omega_{\pi N}} \gamma(\pi, \rho_N)(\eta) \left( f_N(\eta^{j,l,A}) - f_N(\eta) \right) \log (f_N(\eta)) = 2 \sum_{\sigma \in \Omega} (p_A(\sigma_A)p_{A^c}(\sigma_{A^c}) - p(\sigma)) \log \left( \frac{p(\sigma)}{\pi(\sigma)} \right).
\]

Note that
\[
\sum_{\eta \in \Omega_{\pi N}} \pi_N(\eta) (f_N(\eta_{j,l,A}) - f_N(\eta)) \log (f_N(\eta))
\]
\[
= \sum_{\eta \in \Omega_{\pi N}} \prod_{\ell \neq j,l} p(\eta(l)) \left( p(\eta^{j,l,A}(j))p(\eta^{j,l,A}(l)) - p(\eta(l))p(\eta(j)) \right) \log \prod_{r=1}^N \frac{p(\eta(r))}{\pi(\eta(r))}
\]
\[
= \sum_{\eta(l), \eta(j)} \frac{p^{(N-2)}(\Omega^{(j), \eta(l)}_{\rho N})}{p^{(N)}(\Omega_{\rho N})} \left( p(\eta^{j,l,A}(j))p(\eta^{j,l,A}(l)) - p(\eta(l))p(\eta(j)) \right) \log \frac{p(\eta(l))p(\eta(j))}{\pi(\eta(l))\pi(\eta(j))},
\]
where \(\Omega^{(j), \eta(l)}_{\rho N}\) is the event
\[
\sum_{\ell \neq j,l} 1(\eta(\ell) = x) = (N - 2)(\tilde{\rho}_N)_{i,x}, \quad \forall i, x
\]
and, for any fixed \(\eta(j), \eta(l)\), \(\tilde{\rho}_N\) denotes the density
\[
(\tilde{\rho}_N)_{i,x} = \frac{N}{N - 2} (\rho_N)_{i,x} - \frac{1}{N(N - 2)} \left( 1(\eta(j) = x) + 1(\eta(l) = x) \right).
\]

Therefore, it is sufficient to show that
\[
\frac{p^{(N-2)}(\Omega^{(j), \eta(l)}_{\rho N})}{p^{(N)}(\Omega_{\rho N})} \to 1, \quad (2.17)
\]
for all \(i, j \in [N]\), for all fixed values of \(\eta(j), \eta(l) \in \Omega\). We note that both \(\rho_N, \tilde{\rho}_N\) satisfy condition \[\[2.3\]\]. Moreover, using \(\tilde{\rho}_N = (1 + O(1/N))\rho_N + O(1/N^2)\) we see that
\[
\rho_N = \sqrt{N} V_1^{-1/2} (\rho_N - \pi), \quad \tilde{\rho}_N = \sqrt{N} V_1^{-1/2} (\tilde{\rho}_N - \pi)
\]
satisfy
\[
\langle z_N, z_N \rangle - (\tilde{z}_N, \tilde{z}_N) \to 0, \quad N \to \infty,
\]
for all fixed values of \(\eta(j), \eta(l)\). The desired claim \[\[2.17\]\] then follows from Proposition \[\[2.2\]\]. \qed
3. Uniform in time propagation of chaos

The main goal in this section is to prove Theorem 1.5. We first introduce some notation. Let \( \lambda_\eta \in P(\Omega) \) be the empirical measure \( \lambda_\eta := \frac{1}{N} \sum_{i=1}^{N} \delta_{\eta(i)} \), where \( \eta := (\eta(1), \ldots, \eta(N)) \in \Omega^N \). We consider the Wasserstein distance on \( P(\Omega) \) associated to the Hamming distance on \( \Omega \):

\[
W(p, q) := \inf_{\Gamma \in \Pi(p, q)} \sum_{\sigma, \sigma' \in \Omega} \Gamma(\sigma, \sigma') \sum_{i=1}^{n} \mathbf{1}_{\sigma_i \neq \sigma'_i},
\]

where \( p, q \in P(\Omega) \), and \( \Pi(p, q) \) denotes the set of all couplings of \( p \) and \( q \). We remark that the total variation distance \( \|p - q\|_{TV} \) is defined as above with \( \sum_{i=1}^{n} \mathbf{1}_{\sigma_i \neq \sigma'_i} \) replaced by \( \mathbf{1}_{\sigma \neq \sigma'} \) and thus one has

\[
\|p - q\|_{TV} \leq W(p, q) \leq n \|p - q\|_{TV}. \tag{3.1}
\]

In contrast with the total variation distance, the distance \( W \) has a convenient monotonicity along the evolution, see Lemma 3.8 and Remark 3.9 below. Recall the definition of the non-separation probability \( r(\nu) \) from (1.2).

**Theorem 3.1.** Assume that \( \mu_N \in P(\Omega^N) \) is \( p \)-chaotic and the measure \( \nu \) is separating. Then for all \( k \in \mathbb{N} \) and any function of the form \( \phi_k := \phi^1 \otimes \cdots \otimes \phi^k : \Omega^k \mapsto \mathbb{R} \), where \( \phi^i : \Omega \mapsto \mathbb{R}, \) and such that \( \|\phi_k\|_{\infty} \leq 1 \), the following inequality holds

\[
|P_k \mu_{N,t}(\phi_k) - p_k^\phi(\phi_k)| \leq \frac{2k(k-1)}{N} + \frac{4k^2 n^6}{D(\nu) N^2} (1 - e^{-D(\nu)t}) + 2k \mu_N \left[ W(p, \lambda_{\chi_N}) \right],
\]

where \( \chi_N \in \Omega^N \) has distribution \( \mu_N \), and \( D(\nu) := 1 - r(\nu) \).

The proof of Theorem 3.1 follows the steps of a general approach, the so called “abstract theorem”, see [21, 31, 32], see also [10] for a review. In our discrete setting many aspects of this approach take a simpler form, and no extra assumption on the initial distribution is needed besides the \( p \)-chaoticity for some \( p \in P(\Omega) \). This general approach requires however several model-specific inputs. Our main original contribution here consists in establishing the key estimates stated in Theorem 3.2 and Theorem 3.5 below, where we prove new contraction inequalities for both the non linear and the linearized evolutions associated to (1.1). Before proving Theorem 3.1 let us show that it implies Theorem 1.5.

3.1. **Proof of Theorem 1.5**. It is well known that

\[
\mu_N \left[ W(p, \lambda_{\chi_N}) \right] \to 0
\]

if and only if \( \mu_N \) is \( p \)-chaotic; see e.g. Lemma 3.34 in [10]. This, combined with the estimate from Theorem 3.1 proves the uniform in time propagation of chaos asserted in Theorem 1.5. To prove the quantitative statement (1.9), it suffices to show that when \( \mu_N = \gamma_N(p, \rho_N) \), then

\[
\mu_N \left[ W(p, \lambda_{\chi_N}) \right] \leq \frac{C_1}{\sqrt{N}},
\]

where \( C_1 \) is a constant depending on \( p \) and \( n \). This statement follows from Corollary 2.7 by noting that \( W(p, q) \leq n \|p - q\|_{TV} \), for any \( p, q \in P(\Omega) \), see (3.1). We remark that as in Corollary 2.7 one has the same estimate with \( \sqrt{N} \) replaced by \( N^{1/4} \) if instead of \( \gamma_N(p) \) we take \( \gamma(p, \rho_N) \) with an arbitrary admissible \( \rho_N \) satisfying (2.3).

We turn to the proof of Theorem 3.1. We start with some preliminary facts.
3.2. Wild sums and McKean trees. Given \( f, g : \Omega \to \mathbb{R} \), we adopt the notation
\[
(f \circ g)_A := \frac{1}{2} (f_A \otimes g_{A^*} + g_A \otimes f_{A^*}),
\]
\[
f \circ g := \sum_{A \in [n]} \nu(A) (f \circ g)_A,
\]
where \( f_A(\sigma_A) := \sum_{\sigma_{A^*}} f(\sigma_A \sigma_{A^*}) \). Then the nonlinear equation \((\ref{eq:1})\) is given by
\[
\frac{d}{dt} p_t = p_t \circ p_t - p_t. \tag{3.3}
\]
The convolution product defined by \( f \circ g \) is commutative and distributive, but not associative. Following Wild’s original construction \cite{42} we write the solution of \((\ref{eq:3.3})\) with initial datum \( p_0 = p \), as
\[
p_t = e^{-t} \sum_{k=1}^{\infty} (1 - e^{-t})^{k-1} p^{(k)}, \tag{3.4}
\]
where the \( \{p^{(k)}\}_{k \geq 1} \) are probability measures on \( \Omega \) defined inductively by
\[
p^{(1)} = p, \quad p^{(k)} = \frac{1}{k-1} \sum_{j=1}^{k-1} p^{(j)} \circ p^{(k-j)}, \quad k \geq 2. \tag{3.5}
\]
The validity of \((\ref{eq:3.4})\) can be easily checked by direct inspection, see e.g. the argument after \((\ref{eq:3.3})\) below for a similar computation.

Moreover, following McKean \cite{28}, we may express \( p^{(k)} \) as a weighted sum over rooted binary trees \( \gamma \) with \( k \) leaves. We now recall the details of this construction, and refer the reader to \cite{8} for further background. Let \( \Gamma(k) \) denote the set of rooted binary trees with \( k \) leaves and call \( \alpha_k(\gamma), \gamma \in \Gamma(k) \), the probability over \( \Gamma(k) \) obtained by the following procedure. \( \Gamma(1) = \{ \gamma_1 \} \) is just the empty tree with only the root with \( \alpha_1(\gamma_1) = 1 \), and \( \Gamma(2) = \{ \gamma_2 \} \) where \( \gamma_2 \) is the unique tree obtained by adding two children to the root, with \( \alpha_2(\gamma_2) = 1 \). Then, recursively, for any \( \gamma_{k-1} \in \Gamma(k-1) \), consider all possible trees \( \gamma_i^k \in \Gamma(k), i = 1, \ldots, k-1 \), obtained by adding two children to the \( i \)-th leaf of \( \gamma_{k-1} \), and set \( \alpha_k(\gamma_i^k) = \frac{1}{k-1} \alpha_{k-1}(\gamma_{k-1}) \) for each one of them. This defines the weights \( \alpha_k(\gamma) \) for any \( \gamma \in \Gamma(k) \) and one checks, recursively, that \( \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) = 1 \) for all \( k \geq 1 \) and that for all \( k \geq 2 \),
\[
\alpha_k(\gamma) = \frac{1}{k-1} \alpha_j(\gamma_l) \alpha_{k-j}(\gamma_r), \tag{3.6}
\]
where \( \gamma_l \) and \( \gamma_r \) denote respectively the subtree of \( \gamma \) rooted at the left child of the root and the subtree of \( \gamma \) rooted at the right child of the root, while \( j \) denotes the number of leaves in \( \gamma_l \). Then, by induction over \( k \) it follows that for all \( k \in \mathbb{N} \),
\[
p^{(k)} = \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) C_\gamma(p), \tag{3.7}
\]
where \( C_\gamma(p) \in \mathcal{P}(\Omega) \) is described as follows. Each internal node of \( \gamma \) represents a collision and the tree \( \gamma \) describes the collision history. Then \( C_\gamma(p) \) represents the distribution obtained at the root after all collisions from \( \gamma \) have been performed, starting with the distribution \( p \) at each leaf of \( \gamma \).

For example, if \( k = 3 \), there are only two trees \( \gamma, \gamma' \in \Gamma(3) \), with \( \alpha_3(\gamma) = \alpha_3(\gamma') = 1/2 \) and
\[
C_\gamma(p) = (p \circ p) \circ p = p \circ (p \circ p) = C_{\gamma'}(p). \tag{3.8}
\]
We refer to Figure \ref{fig:3.1} for two examples of \( C_\gamma(p) \) for \( \gamma \in \Gamma(4) \).
Note that some of the root to the fragmentation process denote the depth of the \(i\)

As an example, in the case (3.8) we have

\[
\bar{A} = (A_1, A_2)
\]

Since each collision is of the form \(q \circ q'\) for some \(q, q' \in \mathcal{P}(\Omega)\) and since by (3.2) one has

\[
p \circ q = \sum_{A \subset [n]} \bar{\nu}(A) p_A \otimes q_{A^c},
\]

where \(\bar{\nu}(A) = \frac{1}{2}(\nu(A) + \nu(A^c))\), one can write the following expansion for the resulting measure at the root:

\[
C_\gamma(p) = \sum_{\bar{A} \in \mathcal{V}_n^{k-1}} \nu(\bar{A}) C_{\gamma}(p),
\]

where \(\mathcal{V}_n\) is the set of subsets of \([n]\), so that \(\bar{A} \in \mathcal{V}_n^{k-1}\) represents a pattern \(\bar{A} = (A_1, \ldots, A_{k-1})\),

\[
\nu(\bar{A}) = \prod_{i=1}^{k-1} \bar{\nu}(A_i)
\]

and \(C_{\gamma}(p) \in \mathcal{P}(\Omega)\) is the distribution computed as follows. Each internal node \(v_i, i = 1, \ldots, k - 1, \) in \(\gamma\) (in some fixed order) is associated with the set \(A_i\), and we attach the mark \(A_i\) to the edge connecting \(v_i\) to its left child and the mark \(A_i^c\) to the edge connecting \(v_i\) to its right child in \(\gamma\). In this way we obtain a tree \(\gamma\) with marks on all its edges. Let \(d_i\) denote the depth of the \(i\)-th leaf of \(\gamma\) (e.g. counting from the leftmost leaf), and consider \(p_{V_i(\bar{A})}\), the marginal of the measure \(p\) on the subset

\[
V_i(\bar{A}) := \cap_{j=1}^{d_i} A_{i,j},
\]

where \(A_{i,1}, \ldots, A_{i,d_i}\) are the marks encountered along the edges of the unique path from the root to the \(i\)-th leaf. Then \(C_{\gamma}(p)\) is given by

\[
C_{\gamma}(p) = p_{V_1(\bar{A})} \otimes \cdots \otimes p_{V_k(\bar{A})}.
\]

Note that some of the \(V_i(\bar{A})\) may be empty. However, they form a partition of \([n]\), namely \(V_i(\bar{A}) \cap V_j(\bar{A}) = \emptyset\) for \(i \neq j\) and \(\cup_{i=1}^k V_i(\bar{A}) = [n]\), which can be seen as the result of a fragmentation process

\[
[n] \to (A_1, A_1^c) \to (A_1 \cap A_2, A_1 \cap A_2^c, A_1^c) \to \cdots \to (V_1(\bar{A}), \cdots, V_k(\bar{A})).
\]

As an example, in the case (3.8) we have \(\bar{A} = (A_1, A_2)\), and

\[
(p \circ p) \circ p = \sum_{A_1, A_2 \subset [n]} \bar{\nu}(A_1) \bar{\nu}(A_2) p_{A_1 \cap A_2} \otimes p_{A_1 \cap A_2^c} \otimes p_{A_1^c}.
\]
The proof of (3.7)-(3.9) can be easily done by induction, by splitting the tree $\gamma \in \Gamma(k)$ into the left and right subtrees $\gamma_l, \gamma_r$ and using the relation (3.6), see the proof of (3.34) below for a closely related explicit computation.

In conclusion, from (3.6), (3.7) and (3.9) we obtain the following representation of the distribution $p_t$ as a convex combination of distributions $C_\gamma^A(p)$:

$$p_t = \sum_{k=1}^{\infty} \beta_k(k) \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) \sum_{A \in \mathcal{B}_k^{-1}} \nu(A) C_\gamma^A(p),$$

where $\beta_k(k) := e^{-t}(1 - e^{-t})^{k-1}$ is a probability on $\mathbb{N}$ for each $t \geq 0$, $\alpha_k(\gamma)$ is a probability on $\Gamma(k)$ for all $k$, and $\nu(A)$ is a probability on $\mathcal{B}_k^{-1}$ for all $k$.

### 3.3. Contractive estimates for the nonlinear semigroup

It is convenient to use the notation $S_t(p) = p_t$ for the solution of (3.3) with initial datum $p_0 = p$, so that $S_{t+s} = S_t S_s = S_s S_t$, for all $s, t \geq 0$. This defines the nonlinear semigroup $\{S_t, t \geq 0\}$. We show a contraction property for $S_t$ when the two initial distributions $p, q$ have the same marginals, that is $p_i = q_i$ for all $i \in [n]$.

**Theorem 3.2.** For any probability measure $p, q \in \mathcal{P}(\Omega)$ such that $p_i = q_i$ for all $i \in [n]$, all $t \geq 0$,

$$\|S_t(p) - S_t(q)\|_{TV} \leq \frac{1}{t} n^2 (n - 1) \|p - q\|_{TV} e^{-D(\nu) t}$$

where $D(\nu) = 1 - r(\nu)$.

**Proof.** From (3.13) we write

$$S_t(p) - S_t(q) = \sum_{k=1}^{\infty} \beta_k(k) s^{(k)},$$

where

$$s^{(k)} = \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) \sum_{A \in \mathcal{B}_k^{-1}} \nu(A) \left[ C_\gamma^A(p) - C_\gamma^A(q) \right].$$

We introduce some further notation in order to handle more explicitly the difference of probability measures $C_\gamma^A(p) - C_\gamma^A(q)$. For any given $\gamma \in \Gamma(k)$, and $\vec{A} \in \mathcal{B}_k^{-1}$, $\phi : \Omega \mapsto \mathbb{R}$, we may write

$$\langle C_\gamma^A(p) - C_\gamma^A(q), \phi \rangle = \sum_{(x,y) \in \Omega \times \Omega} \mu(x,y) \sum_{z \in \Omega} \phi(z) \left( 1(z = u(y, \vec{A})) - 1(z = u(x, \vec{A})) \right)$$

where $x = (x^i, i = 1, \ldots, k) \in \Omega^k$ stands for the configurations sampled with $q^\otimes k$ over the leaves of $\gamma$, $y = (y^i, i = 1, \ldots, k) \in \Omega^k$ stands for the configurations sampled with $p^\otimes k$ over the leaves of $\gamma$, and $\mu(x,y) = \prod_{i=1}^k \mu_1(x^i, y^i)$ denotes a coupling of these two product measures, such that for every $i = 1, \ldots, k$, $\mu_1(x^i, y^i)$ is the optimal coupling of $(q, p)$:

$$\|p - q\|_{TV} = \sum_{(x,y) \in \Omega \times \Omega} \mu(x,y) \mathbf{1}(x^i \neq y^i) = \sum_{x^i, y^i \in \Omega} \mu_1(x^i, y^i) \mathbf{1}(x^i \neq y^i).$$

The notation $u(x, \vec{A})$ in (3.17) is defined as follows. Note that $x^i \in \Omega$ is a vector $x^i = (x_1^i, \ldots, x_q^i)$, for every $i$, with $x_q^i \in \{0, \ldots, q_i\}$, and write $x^i_\vec{A} = (x^i_j)_{j \in A}$ for the content of $x^i$ on $A \subset [n]$. With this notation, given $x \in \Omega^k$ and $\vec{A} \in \mathcal{B}_k^{-1}$, $u(x, \vec{A}) \in \Omega$ is defined as the unique configuration such that

$$u(x, \vec{A})_{V_i(\vec{A})} = x^i.$$
for every \( i = 1, \ldots, k \). In words, for each \( i \in [k] \), the content of the configuration \( u(x, \vec{A}) \) on the set \( V_i(\vec{A}) \subset V \) is taken from the configuration \( x^i \) at the \( i \)-th leaf. The validity of (3.17) is thus a consequence of (3.12).

Let \( \partial \gamma \) denote the set of leaves of \( \gamma \). Notice that

\[
1(z = u(x, \vec{A})) = \prod_{i \in \partial \gamma} 1(z_{V_i(\vec{A})} = x^i_{V_i(\vec{A})})
\]

Let \( F = F(\vec{A}, \gamma) \subset \partial \gamma \) denote the set of leaves \( i \in \partial \gamma \) such that \( |V_i(\vec{A})| > 1 \), and write

\[
1(z = u(x, \vec{A})) = w_F(x, z, \vec{A})w_{\partial \gamma}(x, z, \vec{A}),
\]

where for any \( S \subset \partial \gamma \) we write

\[
w_S(x, z, \vec{A}) = \prod_{i \in S} 1(z_{V_i(\vec{A})} = x^i_{V_i(\vec{A})}).
\]

We write \( X = (X^i)_{i=1,\ldots,k} \) and \( Y = (Y^i)_{i=1,\ldots,k} \) for the random variables with distribution \( q^{\otimes k} \) and \( p^{\otimes k} \) respectively. Using the fact that \( \mu \) is a product over the leaves, and the fact that \( p, q \) have the same marginals, for fixed \( z \in \Omega \) we have

\[
\mu[w_{F^c}(X, z, \vec{A})] = \sum_{(x,y) \in F^c} \mu(x, y) \prod_{i \in F^c} 1(z_{V_i(\vec{A})} = x^i_{V_i(\vec{A})})
\]

\[
= \sum_{(x,y) \in F^c} \mu(x, y) \prod_{i \in F^c} 1(z_{V_i(\vec{A})} = y^i_{V_i(\vec{A})}) = \mu[w_{F^c}(Y, z, \vec{A})],
\]

and

\[
\mu[w_{\partial \gamma}(Y, z, \vec{A})] = \sum_{(x,y) \in \partial \gamma} \mu(x, y) 1(z = u(y, \vec{A})) = \mu[w_{F^c}(X, z, \vec{A})] \mu[w_{F}(Y, z, \vec{A})].
\]

With this notation we rewrite (3.17) as

\[
\langle C_\gamma^A(p) - C_\gamma^A(q), \phi \rangle = \sum_{z \in \Omega} \phi(z) \left[ \mu[w_{\partial \gamma}(Y, z, \vec{A})] - \mu[w_{\partial \gamma}(X, z, \vec{A})] \right],
\]

\[
= \sum_{z \in \Omega} \phi(z) \mu[w_{F}(X, z, \vec{A})] \mu \left[ w_{F}(Y, z, \vec{A}) - w_{F}(X, z, \vec{A}) \right].
\]

Note that \( w_{F}(Y, z, \vec{A}) \neq w_{F}(X, z, \vec{A}) \) implies that there exists \( i \in F \) such that \( X^i \neq Y^i \). Therefore, from (3.18) we see that

\[
\sum_{z \in \Omega} \mu[w_{F^c}(X, z, \vec{A})] \mu \left[ w_{F}(Y, z, \vec{A}) - w_{F}(X, z, \vec{A}) \right] 
\]

\[
\leq \sum_{i \in F} \sum_{z \in \Omega} \mu[w_{F^c}(X, z, \vec{A})] \mu \left[ w_{F}(Y, z, \vec{A}) - w_{F}(X, z, \vec{A}) \right] |1(X^i \neq Y^i)|
\]

\[
\leq 2 \sum_{i \in F} \mu \left[ X^i \neq Y^i \right] = 2|F| ||p - q||_{TV}.
\]

Next, observe that \( |F| \leq n/2 \), since \( \cup_{i \in F} V_i(\vec{A}) \subset [n] \) and \( |V_i(\vec{A})| \geq 2 \) for all \( i \in F \). Therefore, we have shown that (3.16) satisfies

\[
|\langle s^{(k)}, \phi \rangle| \leq n \|\phi\|_{\infty} ||p - q||_{TV} \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) \sum_{\vec{A} \in V_n^{k-1}} \nu(\vec{A}) 1(|F| \geq 1). \tag{3.21}
\]

To estimate (3.21), let us call \( A_j = A_j(\gamma) \) the set of \( \vec{A} \in V_n^{k-1} \) such that \( |V_j(\vec{A})| \geq 2 \), and let \( \mathcal{A} = \cup_{j=1}^k A_j \). If \( \vec{A} \notin \mathcal{A} \) then all sets \( V_j(\vec{A}) \) are either empty or a single site and therefore
$|F| = 0$. Therefore we write
\[
\sum_{A \in \Gamma_n^{k-1}} \nu(A) \mathbf{1}(|F| \geq 1) \leq \sum_{j=1}^{k} \nu(A_j).
\]
To estimate the probability $\nu(A_j)$, observe that the event $A_j$ implies that there exists $i_1 < i_2 \in [n]$ such that $\{i_1, i_2\} \in V_j(A)$. Moreover, recalling (3.11),
\[
\nu \left( \{i_1, i_2\} \in V_j(A) \right) = \nu \left( \{i_1, i_2\} \in \cap_{l=1}^{d_i} A_l^2 \right) = \nu \left( \{i_1, i_2\} \in A \right)^{d_i} \leq \left( \frac{r(\nu)}{2} \right)^{d_i},
\]
where we use the fact that for any $i_1 < i_2$, the probability under $\nu$ that $\{i_1, i_2\} \in A$ is bounded by $r(\nu)/2$. Indeed, conditionally on not being separated the probability that both $i_1, i_2$ belong to $A$ under $\nu$ is $1/2$ by symmetry. A union bound then shows that
\[
\nu(A_j) \leq \frac{1}{2} n(n-1) \left( \frac{r(\nu)}{2} \right)^{d_i}.
\]
In conclusion, if we define
\[
\omega(\gamma) := \sum_{j=1}^{k} \left( \frac{r(\nu)}{2} \right)^{d_i},
\]
we obtain, for all $k \in \mathbb{N}$,
\[
|\langle s(k), \phi \rangle| \leq \frac{1}{2} n^2 (n-1) \|\phi\|_{\infty} \|p - q\|_{TV} \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) \omega(\gamma).
\]
From [8, Lemma 1.4], one has, for all $\varepsilon > 0$,
\[
\sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) \omega(\gamma) \leq B_\varepsilon e^{-a_\varepsilon \log k}.
\]
with $a_\varepsilon = (1 - r(\nu))/(1 + \varepsilon)$ and $B_\varepsilon = B_\varepsilon(r(\nu), \varepsilon)$. One could use this estimate to obtain an almost optimal decay rate $a_\varepsilon$. However, here we obtain the optimal exponential decay rate by computing the expectation of $\omega(\gamma)$.

**Lemma 3.3.** For any $t \geq 0$,
\[
\sum_{k=1}^{\infty} \beta_t(k) \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) \omega(\gamma) = e^{-(1-r(\nu))t}.
\]
Assuming the validity of (3.24), and using $\|\mu - \mu'\|_{TV} = \frac{1}{2} \max_{f: \|f\|_{\infty} \leq 1} |\mu(f) - \mu'(f)|$, from (3.15) and (3.23) we obtain
\[
\|S_t(p) - S_t(q)\|_{TV} \leq \frac{1}{2} n^2 (n-1) \|p - q\|_{TV} e^{-(1-r(\nu))t},
\]
which concludes the proof of Theorem 3.2.

It remains to prove (3.24). For any $\gamma \in \cup_{k=1}^{\infty} \Gamma(k)$, define $\mathbb{P}_t(\gamma) = \beta_t(k) \alpha_k(\gamma)$, where $k$ is such that $\gamma \in \Gamma(k)$. Notice that for any $\gamma \in \cup_{k=1}^{\infty} \Gamma(k)$,
\[
\mathbb{P}_t(\gamma) = 1_{\gamma = \emptyset} e^{-t} + 1_{\gamma \neq \emptyset} \int_0^t e^{-s} \mathbb{P}_{t-s}(\gamma_l) \mathbb{P}_{t-s} (\gamma_r) ds,
\]
where $\emptyset$ denotes the empty tree with one leaf (given by the root), while for $\gamma \neq \emptyset$ we write $\gamma_l, \gamma_r$ for the left and right subtrees. Indeed, for $\gamma = \emptyset$ (3.26) is immediate, while for $\gamma \neq \emptyset$,
supposing $\gamma \in \Gamma(k)$, and recalling \((3.6)\) one has
\[
\mathbb{P}_t(\gamma) = e^{-t}(1 - e^{-t})^{k-1} \alpha_k(\gamma) = e^{-t} \int_0^t e^{-(t-s)}(1 - e^{-(t-s)})^{k-2}(k-1)\alpha_k(\gamma) ds
\]
\[
= \int_0^t e^{-s} e^{-2(s-t)}(1 - e^{-(t-s)})^{k-2}\alpha_j(\gamma)\alpha_{k-j}(\gamma_r) ds = \int_0^t e^{-s}\mathbb{P}_{t-s}(\gamma_l)\mathbb{P}_{t-s}(\gamma_r) ds.
\]
To prove Lemma \(3.3\) note that the left hand side of \((3.24)\) is given by $\sum_{\gamma} \mathbb{P}_t(\gamma)\omega(\gamma)$. Using \((3.26)\) and $\omega(\emptyset) = 1$, we see that
\[
\zeta(t) := \sum_{\gamma} \mathbb{P}_t(\gamma)\omega(\gamma) = e^{-t} + \frac{r(\nu)}{2} \sum_{\gamma \neq \emptyset} \int_0^t e^{-s}\mathbb{P}_{t-s}(\gamma_l)\mathbb{P}_{t-s}(\gamma_r)(\omega(\gamma_l) + \omega(\gamma_r)) ds
\]
\[
= e^{-t} + r(\nu) \sum_{\gamma} \int_0^t e^{-s}\mathbb{P}_{t-s}(\gamma)\omega(\gamma) ds = e^{-t} + r(\nu) \int_0^t e^{-s}\zeta(t-s) ds.
\]
Differentiating, and integrating by parts the resulting expression one finds $\dot{\zeta}(t) = -(1-r(\nu))\zeta(t)$. Since $\zeta(0) = 1$ we obtain $\zeta(t) = e^{-(1-r(\nu)) t}$, $t \geq 0$. \hfill \Box

With a similar argument we obtain Theorem \(1.13\).

**Proof of Theorem 1.13.** The statement about the total variation distance is contained in Theorem \(3.2\). To prove the statement \((1.15)\) about the relative entropy, we observe that by \((3.12)\), \((3.13)\), and convexity of the relative entropy,
\[
H(p_t \mid \pi) \leq \sum_{k=1}^{\infty} \beta_t(k) \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) \sum_{A \in V_n^{k-1}} \nu(A) H\left(C^\gamma_A(p) \mid \pi_A\right).
\]
Since $\pi$ is a product measure, using \((3.12)\) we see that for any $\gamma \in \Gamma(k)$,
\[
H\left(C^\gamma_A(p) \mid \pi\right) = \sum_{j=1}^{k} H\left(p_{V_j(A)} \mid \pi_{V_j(A)}\right) = \sum_{j:|V_j(A)|>1} H\left(p_{V_j(A)} \mid \pi_{V_j(A)}\right),
\]
where use the fact that if $|V_j(A)| = 1$ then $H(p_{V_j(A)} \mid \pi_{V_j(A)}) = 0$ since $p, \pi$ have the same marginals. Furthermore, the monotonicity property of entropy implies that
\[
H\left(p_{V_j(A)} \mid \pi_{V_j(A)}\right) \leq H(p \mid \pi).
\]
Therefore, repeating the argument in \((3.23)-(3.24)\) we obtain
\[
H(p_t \mid \pi) \leq \frac{1}{2} n(n-1) H(p \mid \pi) e^{-(1-r(\nu)) t}.
\]
\hfill \Box

**Remark 3.4.** The constant $D(\nu) = 1 - r(\nu)$ in Theorem \(1.13\) is optimal in the sense that, for any recombination measure $\nu$, there are initial distributions $p$ with the same marginals as $\pi$ such that
\[
\liminf_{t \to \infty} \frac{1}{t} \log \|p_t - \pi\|_{TV} \geq -D(\nu).
\] To see this, pick $i_1, i_2 \in [n]$ such that $r(\nu) = P_{T}(A$ does not separate $i_1$ and $i_2)$, see \((1.2)\). For simplicity, take $\Omega = \{0, 1\}^n$, $\pi$ uniform over $\Omega$ and $p = \frac{1}{2} \delta_{01} + \frac{1}{2} \delta_{11}$. Consider the event \{$\sigma_{i_1} = \sigma_{i_2}$\}, and let $B_t$ denote the event that $i_1$ and $i_2$ are not separated by the fragmentation process at time $t$. From \((3.13)\) we write $p_t$ as an average over the fragmentation process and note that conditionally on the event $B_t$ one has $p_t(\sigma_{i_1} = \sigma_{i_2} \mid B_t) = 1$, while conditionally on the event $\tilde{B}_t$ one has $p_t(\sigma_{i_1} = \sigma_{i_2} \mid \tilde{B}_t) = 1/2$. Moreover $\pi(\sigma_{i_1} = \sigma_{i_2}) = 1/2$ and therefore
\[
\|p_t - \pi\|_{TV} \geq p_t(\sigma_{i_1} = \sigma_{i_2}) - \pi(\sigma_{i_1} = \sigma_{i_2}) = P(B_t) + \frac{1}{2} P(\tilde{B}_t) - \frac{1}{2} = \frac{1}{2} P(B_t).
\]
On the other hand, with the notation from (3.22) and (3.23),
\[ \mathbb{P}(B_t) = \sum_{\gamma} \mathbb{P}_t(\gamma) \omega(\gamma) = e^{-D(\nu)t}, \]
which implies (3.27).

### 3.4. Contraction for the linearized equation.

Consider the symmetric bilinear form \( \hat{Q}(f, g) \) defined by
\[ \hat{Q}(f, g)(\eta) = \frac{1}{2} \sum_{A, \sigma} \nu(A) (f(\sigma A^c \eta) - g(\sigma A^c \eta) + g(\sigma A \eta) - f(\sigma A \eta)) \]
where \( \eta \in \Omega, f, g : \Omega \to \mathbb{R} \), and the sum extends to all \( A \subset [n] \) and \( \sigma \in \Omega \). If \( p \in \mathcal{P}(\Omega) \), then \( \hat{Q}(p, p) = Q(p) \), where
\[ Q(p) = \sum_{A} \nu(A) (p_A \otimes p_{A^c} - p) \]
is the generator associated to (1.1), that is the non-linear semigroup \( S_t \) satisfies \( S_0(p) = p \) and \( \partial_t S_t(p) = Q(S_t(p)), t \geq 0 \). Next, consider the differential equation
\[ \partial_t h_t = 2\hat{Q}(q_t, h_t), \quad h_0 = h, \quad (3.28) \]
where \( q_t = S_t(q) \) for some fixed \( q \in \mathcal{P}(\Omega) \). Note that it is linear in \( h \). We write its unique solution as
\[ h_t = \bar{S}_t(q)(h), \]
that is \( \bar{S}_t(q)(h) \) verifies \( \partial_t \bar{S}_t(q)(h) = 2\hat{Q}(q_t, \bar{S}_t(q)(h)), \bar{S}_0(q)(h) = h \) and
\[ \bar{S}_t(q)(\bar{S}_s(q)(h)) = \bar{S}_{t+s}(q)(h). \]
Our main result concerning the linearized equation reads as follows.

**Theorem 3.5.** For all \( p, q \in \mathcal{P}(\Omega) \) such that \( p_i = q_i \) for all \( i \in [n] \), and \( \phi : \Omega \to \mathbb{R} \), for all \( \varepsilon > 0 \),
\[ \langle \bar{S}_t(q)(p - q), \phi \rangle \leq \frac{1}{2} n(n - 1) \| \phi \|_{\infty} e^{-D(\nu)t} \| p - q \|_{TV}, \quad (3.29) \]
\[ \langle S_t(p) - S_t(q) - \bar{S}_t(q)(p - q), \phi \rangle \leq \frac{1}{16} n^3 (n - 1)(n - 2) \| \phi \|_{\infty} e^{-D(\nu)t} \| p - q \|_{TV}^2 \quad (3.30) \]
where \( D(\nu) = 1 - r(\nu) \).

The proof of Theorem 3.5 requires several steps. We start by giving an explicit representation of the solution \( \bar{S}_t(q)(p - q) \) to (3.28) when \( h = p - q \). To this end let us define, for any \( k \geq 2, \gamma \in \Gamma(k) \), the distribution \( C_{\gamma,p}(q) \) as the measure defined in (3.9), but with the only difference that we take the distribution \( p \) instead of \( q \) at the rightmost leaf of \( \gamma \), all other leaves remaining with the distribution \( q \). Formally,
\[ C_{\gamma,p}(q) = \sum_{A \in V_{n-1}^k} \nu(A) C_{\gamma^p,A}(q), \quad C_{\gamma^p,p}(q) = q_{V_1(A)} \otimes \cdots \otimes q_{V_{k-1}(A)} \otimes p_{V_k(A)}. \]

In what follows we denote by \( d_r(\gamma) \) the depth of the rightmost leaf in \( \gamma \).

**Lemma 3.6.** For all \( p, q \in \mathcal{P}(\Omega), t \geq 0 \),
\[ \bar{S}_t(q)(p - q) = \sum_{k=1}^{\infty} \beta_t(k) \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma)(C_{\gamma,p}(q) - C_{\gamma}(q)) 2^{d_r(\gamma)}. \quad (3.31) \]
Proof. Fix \( p, q \in \mathcal{P}(\Omega) \). If \( h_t = \tilde{S}_t(q)(p) \), then
\[
\partial_t \sum_\sigma h_t(\sigma) = 2 \sum_\sigma \dot{Q}(q_t, h_t)(\sigma) = 0.
\]
Thus \( \sum_\sigma h_t(\sigma) = 1 \), and \( 2\dot{Q}(q_t, h_t) = 2q_t \circ h_t - q_t - h_t \). Therefore \( h_t \) satisfies
\[
h_t = q e^{-t} + \int_0^t e^{-(t-s)} (2q_s \circ h_s - q_s) \, ds.
\]
By linearity, \( \tilde{S}_t(q)(p - q) = \tilde{S}_t(q)(p) - \tilde{S}_t(q)(q) \) satisfies \( \tilde{S}_t(q)(p - q) = u_t - v_t \), where
\[
u_t = pe^{-t} + \int_0^t e^{-(t-s)} 2q_s \circ u_s ds, \quad v_t = q e^{-t} + \int_0^t e^{-(t-s)} 2q_s \circ v_s ds. \tag{3.32}
\]
Wild’s construction then shows that
\[
u_t = e^{-t} \sum_{k=1}^{\infty} (1 - e^{-t})^{k-1} u^{(k)}, \quad v_t = e^{-t} \sum_{k=1}^{\infty} (1 - e^{-t})^{k-1} v^{(k)}, \tag{3.33}
\]
where \( u^{(1)} = p, v^{(1)} = q \), and for \( k \geq 2 \),
\[
u^{(k)} = \frac{1}{k-1} \sum_{j=1}^{k-1} 2q^{(j)} \circ u^{(k-j)}, \quad v^{(k)} = \frac{1}{k-1} \sum_{j=1}^{k-1} 2q^{(j)} \circ v^{(k-j)}.
\]
respectively, and \( q^{(j)} \) is defined by (3.35) with \( p \) replaced by \( q \). To check that this representation of the solution holds, let \( u_t \) be defined by (3.33). Then
\[
\int_0^t e^{-(t-s)} 2q_s \circ u_s ds = \sum_{\ell,k=1}^{\infty} \int_0^t \beta_s(k) \beta_s(\ell) e^{-(t-s)} 2q^{(\ell)} \circ u^{(k)} ds
\]
\[
= \sum_{\ell < k} \int_0^t e^{-2s}(1 - e^{-s})^{k-2} e^{-(t-s)} 2q^{(\ell)} \circ u^{(k-\ell)} ds
\]
\[
= \sum_{k \geq 2} \int_0^t (k-1)e^{-s}(1 - e^{-s})^{k-2} e^{-t} u^{(k)} ds
\]
\[
= \sum_{k \geq 2} (1 - e^{-t})^{k-1} e^{-t} u^{(k)} = u_t - e^{-t} u^{(1)} = u_t - e^{-t} p.
\]
Thus \( u_t \) solves (3.32). The same applies to \( v_t \). This proves (3.33).

Next, we prove that
\[
u^{(k)} = \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) C_{\gamma,p}(q) 2^{d_q(\gamma)}, \quad v^{(k)} = \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) C_{\gamma}(q) 2^{d_q(\gamma)} \tag{3.34}
\]
for all \( k \geq 2 \). Let us prove this by using induction over \( k \). If \( k = 2 \) then \( u^{(2)} = 2q \circ p \) and thus the claimed identity holds. If the formula holds for \( j \leq k - 1 \), then using (3.34) and (3.6),
\[
u^{(k)} = \frac{1}{k-1} \sum_{j=1}^{k-1} 2q^{(j)} \circ u^{(k-j)}
\]
\[
= \frac{1}{k-1} \sum_{j=1}^{k-1} \sum_{\gamma \in \Gamma(j)} \alpha_j(\gamma) \alpha_{k-j}(\gamma) C_{\gamma}(q) \circ C_{\gamma,p}(q) 2^{d_q(\gamma)+1}
\]
\[
= \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) C_{\gamma,p}(q) 2^{d_q(\gamma)}.
\]
This proves the identity (3.34) for \( u \), and the same argument proves the one for \( v \). The identities (3.33) and (3.34) imply (3.31). \( \square \)

Next, for any \( k \geq 2 \), \( \gamma \in \Gamma(k) \), \( j \in [k] \), we define

\[
C_{\gamma,p,j}(q) = \sum_{A \in V_{\kappa}^{k-1}} \nu(A) C_{\gamma,p,j}^A(q), \quad C_{\gamma,p,j}^A(q) := p_{V_{j}(A)} \otimes t_{\neq j} q_{V_{i}(A)},
\]

which denotes the distribution obtained from the tree \( \gamma \in \Gamma(k) \) when all leaves are given the distribution \( q \) except for the \( j \)-th leaf which takes the distribution \( p \). When \( j = k \), that is \( j \) is the rightmost leaf, then we have \( C_{\gamma,p,k}(q) = C_{\gamma,p}(q) \).

**Lemma 3.7.** For any \( k \geq 2 \), for all \( p,q \):

\[
\sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) 2^d(\gamma) C_{\gamma,p}(q) = \sum_{j=1}^{k} \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) C_{\gamma,p,j}(q). \tag{3.35}
\]

**Proof.** By symmetry, it holds for \( k = 2 \), since in this case (3.35) says \( 2q \circ p = q \circ q + q \circ q \). Assume that (3.35) holds for all \( j \leq k - 1 \). Then

\[
\sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) 2^d(\gamma) C_{\gamma,p}(q) = \frac{2}{k-1} \sum_{j=1}^{k} \sum_{\gamma \in \Gamma(j)} \alpha_j(\gamma) C_{\gamma,p}(q) \circ \left( \sum_{\gamma' \in \Gamma(k-j)} \alpha_{k-j}(\gamma') 2^d(\gamma') C_{\gamma',p}(q) \right)
\]

\[
= \frac{2}{k-1} \sum_{j=1}^{k-1} \sum_{\gamma \in \Gamma(j)} \alpha_j(\gamma) C_{\gamma,p}(q) \circ \left( \sum_{i=1}^{k-j} \sum_{\gamma' \in \Gamma(k-j)} \alpha_{k-j}(\gamma') C_{\gamma',p,i}(q) \right)
\]

\[
= 2 \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) \sum_{i=j(\gamma)+1}^{k} C_{\gamma,p,i}(q), \tag{3.36}
\]

where \( j(\gamma) \) is the number of leaves in the left subtree of \( \gamma \), and we have used (3.6). By symmetry,

\[
\sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) \sum_{i=j(\gamma)+1}^{k} C_{\gamma,p,i}(q) = \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) \sum_{i=1}^{j(\gamma)} C_{\gamma,p,i}(q).
\]

Therefore,

\[
2 \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) \sum_{i=j(\gamma)+1}^{k} C_{\gamma,p,i}(q) = \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) \sum_{i=1}^{j(\gamma)} C_{\gamma,p,i}(q) + \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) \sum_{i=j(\gamma)+1}^{k} C_{\gamma,p,i}(q)
\]

\[
= \sum_{i=1}^{k} \sum_{\gamma \in \Gamma(i)} \alpha_k(\gamma) C_{\gamma,p,i}(q). \tag{3.37}
\]

The desired identity follows from (3.36) and (3.37). \( \square \)

We can now turn to the proof Theorem of 3.5.

**Proof of (3.29).** From Lemma 3.6 and Lemma 3.7, we write

\[
\bar{S}_t(q)(p-q) = \sum_{k=1}^{\infty} \beta_t(k) \bar{s}^{(k)}, \tag{3.38}
\]

where

\[
\bar{s}^{(k)} = \sum_{j=1}^{k} \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) \sum_{A \in V_{\kappa}^{k-1}} \nu(A) \left[ C_{\gamma,p,j}^A(q) - C_{\gamma}^A(q) \right].
\]
Let $\mathcal{A}_j$ denote the set of $\bar{A} \in V_n^{k-1}$ such that $|V_j(\bar{A})| \geq 2$. Since $p, q$ have the same marginals, arguing as in the proof of Theorem 3.2 we obtain, or all $\phi : \Omega \mapsto \mathbb{R}$,

$$\langle C_{\gamma, p, j}^\bar{A}(q) - C_{\gamma}^\bar{A}(q), \phi \rangle \leq 2\|\phi\|_\infty \|p - q\|_{TV} 1(\mathcal{A}_j).$$

Therefore, as in (3.23) we obtain

$$|\langle \hat{s}(k), \phi \rangle| \leq n(n - 1) \|\phi\|_\infty \|p - q\|_{TV} \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) \omega(\gamma).$$

From (3.38) and Lemma 3.3 we conclude the proof of (3.29). □

**Proof of (3.30).** The proof of (3.30) requires a bit more work. Let us define

$$r_t := S_t(p) - S_t(q) - S_t(q)(p - q).$$

From Lemma 3.6 and Lemma 3.7 we see that

$$r_t = \sum_{k=1}^{\infty} \beta_t(k)r^{(k)},$$

where

$$r^{(k)} = \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) \left[ C_\gamma(p) - C_\gamma(q) - \sum_{i=1}^{k} (C_{\gamma, p, i}(q) - C_\gamma(q)) \right].$$

We are going to prove that for any $\phi : \Omega \mapsto \mathbb{R}$,

$$\langle r^{(k)}, \phi \rangle \leq \frac{1}{16} n^3(n - 1)(n - 2)\|\phi\|_\infty \|p - q\|^2_{TV} \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) \omega(\gamma). \quad (3.39)$$

By the argument in (3.25) and Lemma 3.3 this is sufficient to end the proof.

With the notation from the proof of Theorem 3.2 we write

$$\langle r^{(k)}, \phi \rangle = \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) \sum_{(x,y) \in \Omega^k \times \Omega^k} \mu(x, y)\nu(\bar{A}) \times$$

$$\times \sum_{z \in \Omega} \phi(z) \left(1(z = u(y, \bar{A})) - 1(z = u(x, \bar{A})) - \sum_{i=1}^{k} \left(1(z = u(x, y, \bar{A}, i)) - 1(z = u(x, \bar{A}))\right)\right),$$

where we call $u(x, y, \bar{A}, j)$ the unique configuration in $\Omega$ such that

$$u(x, y, \bar{A}, j)_{V_j(\bar{A})} = y_j^{i}, \quad u(x, y, \bar{A}, j)_{V_i(\bar{A})} = x_i^{i}, \quad \text{for every } i \neq j.$$

That is, $u(x, y, \bar{A}, j)$ coincides with $u(x, \bar{A})$ except that on $V_j(\bar{A})$ its content (if not empty) is taken from $y^j$. It follows that

$$1(z = u(x, \bar{A})) = \prod_{i \in \partial \gamma} 1(z_{V_i(\bar{A})} = x_i^{i}),$$

$$1(z = u(x, y, \bar{A}, j)) = 1(z_{V_j(\bar{A})} = y_j^{i}) \prod_{i \in \partial \gamma : i \neq j} 1(z_{V_i(\bar{A})} = x_i^{i}),$$

where $\partial \gamma$ denotes the set of leaves of $\gamma$.

As in the proof of Theorem 3.2 we let $F = F(\bar{A}, \gamma) \subset \partial \gamma$ denote the set of leaves $i \in \partial \gamma$ such that $|V_i(\bar{A})| > 1$, and recall that since $\mu$ is a product over the leaves, and $p, q$ have
the same marginals one has the identities (3.19) and (3.20). With this notation we rewrite (3.40) as
\[ \langle r^{(k)}, \phi \rangle = \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) \sum_{\tilde{A} \in V_{k-1}^\gamma} \nu(\tilde{A}) \sum_{\phi} \phi(z) \times \]
\[ \times \left[ \mu[w_{\partial Y}(Y, z, \tilde{A})] - \mu[w_{\partial Y}(X, z, \tilde{A})] - \sum_{i=1}^{k} \left( \mu[w_{\partial Y}(X(i, y), z, \tilde{A})] - \mu[w_{\partial Y}(X, z, \tilde{A})] \right) \right], \]
where \( X(i, y) \in \Omega^k \) denotes the vector whose \( i \)-th component is \( Y^i \) while all other components are \( X^j \). Moreover, for a given choice of \( \gamma, \tilde{A}, z \), the square bracket in (3.41) is also equal to
\[ \mu[w_{\partial Y}(Y, z, \tilde{A})] - \mu[w_{\partial Y}(X, z, \tilde{A})] - \sum_{i=1}^{k} \left( \mu[w_{\partial Y}(X(i, y), z, \tilde{A})] - \mu[w_{\partial Y}(X, z, \tilde{A})] \right) \]
\[ = \mu[w_{F^*}(X, z, \tilde{A})] \mu \left[ w_F(Y, z, \tilde{A}) - w_F(X, z, \tilde{A}) - \sum_{i \in F} \left( w_F(X(i, y), z, \tilde{A}) - w_F(X, z, \tilde{A}) \right) \right]. \]
In particular, if \( \gamma, \tilde{A} \) are such that \( F = F(\gamma, \tilde{A}) = \emptyset \), then (3.42) vanishes. Moreover, (3.42) vanishes also when \( F \) is a single leaf. Indeed, if \( F = \{ j \} \), then
\[ w_F(Y, z, \tilde{A}) - w_F(X, z, \tilde{A}) - \sum_{i \in F} \left( w_F(X(i, y), z, \tilde{A}) - w_F(X, z, \tilde{A}) \right) \]
\[ = w_F(Y, z, \tilde{A}) - w_F(X(j, y), z, \tilde{A}) = 0. \]
Thus, we may restrict to the case of \( |F| > 1 \). Therefore,
\[ |\langle r^{(k)}, \phi \rangle| \leq \| \phi \|_{\infty} \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) \sum_{\tilde{A} \in V_{k-1}^\gamma} \nu(\tilde{A}) \mathbf{1}(|F| > 1) \mu[\Gamma(\gamma, \tilde{A}, X, Y)], \]
where we use the notation
\[ \Gamma(\gamma, \tilde{A}, X, Y) = \sum_{z \in \Omega} w_{F^*}(X, z, \tilde{A}) \left| w_F(Y, z, \tilde{A}) - w_F(X, z, \tilde{A}) - \sum_{i \in F} \left( w_F(X(i, y), z, \tilde{A}) - w_F(X, z, \tilde{A}) \right) \right|. \]
Clearly, if \( X = Y \) the expression within absolute values above vanishes. Moreover, the same applies if \( (X, Y) \) is such that \( X^i = Y^i \) for all \( i \in F \) except one leaf \( j \in F \) where \( X^j \neq Y^j \). Indeed, in this case \( X(i, y) = X \) for all \( i \in F, i \neq j \), and \( X(j, y) = Y \). Given \( X, Y \) we write \( E = E(X, Y) \subset F \) for the set of leaves \( i \in F \) where \( X^i \neq Y^i \). Then
\[ \Gamma(\gamma, \tilde{A}, X, Y) \]
\[ = \sum_{z} w_{E \cup F^*}(X, z, \tilde{A}) \left| w_E(Y, z, \tilde{A}) - w_E(X, z, \tilde{A}) - \sum_{i \in E} \left( w_E(X(i, y), z, \tilde{A}) - w_E(X, z, \tilde{A}) \right) \right| \]
\[ \leq \sum_{z} w_{E}(X, z, \tilde{A}) \left| w_E(Y, z, \tilde{A}) - \sum_{i \in E} w_E(X(i, y), z, \tilde{A}) \right| \mathbf{1}(|E| > 1) + \mathbf{1}(|E| > 1) \mathbf{1}(|E| > 1) \]
\[ \leq (|E| + 1) \mathbf{1}(|E| > 1) + (|E| - 1) \mathbf{1}(|E| > 1) = 2|E| \mathbf{1}(|E| > 1) \leq 2|F| \mathbf{1}(|E| > 1). \]
Next, we use \( |F| \leq n/2 \), since \( \cup_{i \in F} V_i(\tilde{A}) \subset [n] \) and \( |V_i(\tilde{A})| \geq 2 \) for all \( i \in F \). Therefore,
\[ |\langle r^{(k)}, \phi \rangle| \leq n \| \phi \|_{\infty} \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) \nu(|F| > 1) \mu \| |E| > 1 \|. \]
In particular, Lemma 3.8. First we show

\[
\text{Proof.}\]

decomposition where \( \hat{C} \) are the sets associated to the left and right subtrees respectively. For example, in the case where \( A \gamma \) where \( \nu \)

the following relations. If \( p \) appearing in that statement is monotone along the semigroup.

This ends the proof of (3.39), which completes the proof of (3.30).

\[ \square \]

3.5. Monotonicity of \( W \) along the nonlinear evolution. Before proving Theorem 3.1, we show that the distance \( W \) appearing in that statement is monotone along the semigroup. We refer to [40] for a similar argument in the case of kinetic models. It will be convenient to work with a more symmetric version of (3.39). Since \( p \circ q = \sum_A \tilde{\nu}(A)(p \circ q)_A \) we may rewrite (3.39) as

\[
C_\gamma(p) = \sum_{A \in \mathcal{V}_n^{k-1}} \nu(\hat{A}) \hat{C}_\gamma(p) \tag{3.43}
\]

where \( \nu(\hat{A}) \) is defined as in (3.10), and \( \hat{C}_\gamma(p) \) represents the symmetric convolutions associated to the sampled sets \( (A_1, \ldots, A_{k-1}) \). In other words, \( \hat{C}_\gamma(p) \) is defined recursively by the following relations. If \( \gamma \in \Gamma(k) \) then, decomposing \( \gamma \) into the left and right subtrees \( \gamma_l, \gamma_r \) as in (3.6), one has

\[
\hat{C}_\gamma(p) = (\hat{C}_{\gamma_l}(p) \circ \hat{C}_{\gamma_r}(p))_{A_1}
\]

where \( A_1 \) is the set attached to the root, and \( \tilde{A}_l := (A_2, \ldots, A_j), \tilde{A}_r := (A_{j+1}, \ldots, A_{k-1}) \) are the sets associated to the left and right subtrees respectively. For example, in the case where \( C_\gamma(p) = ((p \circ p) \circ p) \circ p \) as in Figure 4.1 one has

\[
C_\gamma(p) = \sum_{A_1, A_2, A_3 \subseteq [n]} \tilde{\nu}(A_1)\tilde{\nu}(A_2)\tilde{\nu}(A_3)\hat{C}_{A_1, A_2, A_3}(p)
\]

where \( \hat{C}_{A_1, A_2, A_3}(p) = (((p \circ p)A_3 \circ p)A_2) \circ p)A_1 \). Therefore, as in (3.13) one obtains the decomposition

\[
p_t = \sum_{k=1}^{\infty} \beta_t(k) \sum_{\gamma \in \Gamma(k)} \alpha_k(\gamma) \sum_{A \in \mathcal{V}_n^{k-1}} \nu(\hat{A}) \hat{C}_\gamma(p). \tag{3.44}
\]

Lemma 3.8. For any \( p, q \in \mathcal{P}(\Omega) \), any \( k \in \mathbb{N} \), any \( \gamma \in \Gamma(k) \), and any \( \tilde{A} \in \mathcal{V}_n^{k-1} \), one has

\[
W \left( \hat{C}_\gamma(p), \hat{C}_\gamma(q) \right) \leq W(p, q). \tag{3.45}
\]

In particular, \( W(S_t(p), S_t(q)) \leq W(p, q) \) for any \( t \geq 0 \).

Proof. First we show

\[
W \left( ((p_1 \circ p_2), (q_1 \circ q_2)) \right) \leq \frac{1}{2} W(p_1, q_1) + \frac{1}{2} W(p_2, q_2) \tag{3.46}
\]

for all \( p_1, p_2, q_1, q_2 \in \mathcal{P}(\Omega) \). For a fixed \( A \subseteq [n] \) and configurations \( x_1, x_2 \in \Omega \) we define

\[
\Pi_{x_1, x_2, A}(z) := \frac{1}{2} (1(z_A = x_{1,A}, z_{A^c} = x_{2,A^c}) + 1(z_A = x_{2,A}, z_{A^c} = x_{1,A^c})), \quad z \in \Omega.
\]

Now we choose \( \{X_1, Y_1\}, \{X_2, Y_2\} \) random variables such that
• $\mathbb{E}[d(X_1,Y_1)] = W(p_1,q_1)$, $\mathbb{E}[d(X_2,Y_2)] = W(p_2,q_2)$.
• $X_i$ is distributed with $p_i$ and $Y_i$ is distributed with $q_i$, $i = 1,2$.
• $\{X_1,Y_1\}$ and $\{X_2,Y_2\}$ are independent.

Note that
$$\mathbb{E}[\Pi_{X_1,X_2,A}] = (p_1 \circ p_2)_A.$$

Now, given $x_1,x_2,y_1,y_2 \in \Omega$ and $A \subset [n]$, we consider the following probability measure
$$\pi(z_1,z_2) := \frac{1}{2} \{ (z_1,A,z_1,A^c = x_2,A^c,z_2,A = y_1,A)\} + \{ (z_1,A = x_2,A,z_1,A^c = x_1,A^c,z_2,A = y_2,A^c)\}.$$

Note that this is a coupling of $\Pi_{X_1,X_2,A}$ and $\Pi_{Y_1,Y_2,A}$. Therefore
$$W(\Pi_{x_1,x_2,A},\Pi_{y_1,y_2,A}) \leq \sum_{z_1,z_2} \pi(z_1,z_2)d(z_1,z_2)$$

Moreover, by convexity
$$W((p_1 \circ p_2),(q_1 \circ q_2)) \leq \sum_{A \subset [n]} \nu(A) W((p_1 \circ p_2)_A,(q_1 \circ q_2)_A)$$

and, for each $A \subset [n]$
$$W((p_1 \circ p_2)_A,(q_1 \circ q_2)_A) \leq \mathbb{E}[W(\Pi_{X_1,X_2,A},\Pi_{Y_1,Y_2,A})] = \frac{1}{2} W(p_1,q_1) + \frac{1}{2} W(p_2,q_2) \tag{3.47}$$

Combining the last two inequalities we obtain \textbf{(3.46)}.

We now prove \textbf{(3.45)} by induction over $k \geq 1$. Clearly, $k = 1$ is trivial. The case $k = 2$ follows by \textbf{(3.47)}. Suppose that \textbf{(3.45)} holds for any $j \leq k - 1$, $\gamma \in \Gamma(j)$, $\vec{A} \in \mathcal{Y}^{-1}_k$ and let $A_1$ be the set attached to the root of $\gamma$. If $\gamma \in \Gamma(k)$ then we decompose $\gamma$ into the left and right subtrees $\gamma_l, \gamma_r$ as in \textbf{(3.6)}, so that
$$\hat{C}_{\gamma_l}^{\vec{A}}(p) = (\hat{C}_{\gamma_l}^{\vec{A}_l}(p) \circ \hat{C}_{\gamma_r}^{\vec{A}_r}(p))_{A_1}$$
$$\hat{C}_{\gamma_r}^{\vec{A}}(q) = (\hat{C}_{\gamma_l}^{\vec{A}_l}(q) \circ \hat{C}_{\gamma_r}^{\vec{A}_r}(q))_{A_1},$$

where $\vec{A}_l := (A_2, \ldots, A_j)$ and $\vec{A}_r := (A_{j+1}, \ldots, A_{k-1})$, and $j$ is the number of leaves of $\gamma_l$. Then, using \textbf{(3.47)} again and the inductive hypothesis we have
$$W(\hat{C}_{\gamma_l}^{\vec{A}}(p),\hat{C}_{\gamma_r}^{\vec{A}}(q)) = W((\hat{C}_{\gamma_l}^{\vec{A}_l}(p) \circ \hat{C}_{\gamma_r}^{\vec{A}_r}(p))_{A_1},(\hat{C}_{\gamma_l}^{\vec{A}_l}(q) \circ \hat{C}_{\gamma_r}^{\vec{A}_r}(q))_{A_1})$$
$$\leq \frac{1}{2} W(\hat{C}_{\gamma_l}^{\vec{A}_l}(p),\hat{C}_{\gamma_l}^{\vec{A}_l}(q)) + \frac{1}{2} W(\hat{C}_{\gamma_r}^{\vec{A}_r}(p),\hat{C}_{\gamma_r}^{\vec{A}_r}(q)) \leq W(p,q).$$

This proves \textbf{(3.46)}.

By \textbf{(3.47)} again and convexity,
$$W(C_{\gamma}(p),C_{\gamma}(q)) \leq W(p,q).$$

Finally, using the expression \textbf{(3.44)} for $S_t(p) = p_t$, again by convexity we obtain
$$W(S_t(p),S_t(q)) \leq W(p,q),$$

for all $t \geq 0$.

\textbf{Remark 3.9.} We note that \textbf{(3.46)} shows in particular that
$$W(p \circ p,q \circ q) \leq W(p,q).$$

This monotonicity is not satisfied by the total variation distance. For example let us consider $\Omega = \{0,1\}^2$, $p := 1_{(1,1)}, q := \frac{1}{2}(1_{(1,1)} + 1_{(0,0)})$ and suppose $\nu$ is the uniform crossover. Then one can check that $p \circ p = 1_{(1,1)}$ and $q \circ q = \frac{3}{8}(1_{(1,1)} + 1_{(0,0)})$, and therefore $\|p \circ p - q \circ q\|_{TV} = \frac{3}{8} > \frac{1}{2} = \|p - q\|_{TV}$. 
3.6. **Proof of Theorem 3.1.** For \( k \in \mathbb{N} \), the moment measures \( F_t^{k,N} \in \mathcal{P}(\Omega^k) \) and \( \bar{F}_t^{k,N} \in \mathcal{P}(\Omega^k) \) are defined by

\[
F_t^{k,N} = \sum_{\eta \in \Omega^N} \mu_{N,t}(\eta)(\lambda_{\eta})^\otimes k, \quad \bar{F}_t^{k,N} = \sum_{\eta \in \Omega^N} \mu_N(\eta)(S_t(\lambda_{\eta}))^\otimes k.
\]

By the triangular inequality we have

\[
|P_k \mu_{N,t}(\phi_k) - p_t^\otimes k(\phi_k)| \leq T_1 + T_2 + T_3,
\]

where

\[
T_1 := |P_k \mu_{N,t}(\phi_k) - F_t^{k,N}(\phi_k)|, \quad T_2 := |F_t^{k,N}(\phi_k) - \bar{F}_t^{k,N}(\phi_k)|, \quad T_3 := |\bar{F}_t^{k,N}(\phi_k) - p_t^\otimes k(\phi_k)|
\]

We are going to estimate each term separately.

The term \( T_1 \) can be estimated by using a simple combinatorial argument, and one obtains

\[
T_1 \leq \frac{2k(k - 1)}{N} \Vert \phi_k \Vert_\infty.
\]

Since the proof is identical to that in [10, Lemma 3.11] we omit the details.

The last term \( T_3 \) is estimated using the initial chaos. Note that

\[
p_t^\otimes k(\phi_k) - \bar{F}_t^{k,N}(\phi_k) = \sum_{\eta \in \Omega^N} \mu_N(\eta) \left( \prod_{i=1}^k \langle S_t(p), \phi^i \rangle - \prod_{i=1}^k \langle S_t(\lambda_{\eta}), \phi^i \rangle \right).
\]

Using \( \prod_{i=1}^k a_i - \prod_{i=1}^k b_i = \sum_{i=1}^k (\prod_{1 \leq j < i} a_j)(a_i - b_i)(\prod_{i < j \leq k} b_j) \), we obtain

\[
T_3 \leq \sum_{\eta \in \Omega^N} \mu_N(\eta) \sum_{i=1}^k \left( \prod_{1 \leq j < i} |\langle S_t(p), \phi^j \rangle| \right) \left| \langle S_t(p) - S_t(\lambda_{\eta}), \phi^i \rangle \right| \left( \prod_{i < j \leq k} |\langle S_t(\lambda_{\eta}), \phi^j \rangle| \right)
\]

\[
\leq 2k \Vert \phi_k \Vert_\infty \mu_N \left[ \mathcal{W}(S_t(p), S_t(\chi_N)) \right] \leq 2k \Vert \phi_k \Vert_\infty \mu_N \left[ \mathcal{W}(p, \chi_N) \right],
\]

where \( \chi_N \) has distribution \( \mu_N \), and we have used

\[
|\langle \mu - \mu', f \rangle| \leq 2 \|f\|_\infty \|\mu - \mu'\|_{TV} \leq 2 \|f\|_\infty \mathcal{W}(\mu, \mu'),
\]

for any \( \mu, \mu' \in \mathcal{P}(\Omega) \), \( f : \Omega \to \mathbb{R} \), and the monotonicity from Lemma 3.3.

The estimate of the second term \( T_2 \) is more delicate. Here we use the contraction proved in Theorem 3.2 and Theorem 3.3. Define, for \( s \in [0, t] \),

\[
\Psi_s^k = \sum_{\eta \in \Omega^N} \mu_{N,t-s}(\eta)(S_s(\lambda_{\eta}))^\otimes k.
\]

Then \( \Psi_s^k \in \mathcal{P}(\Omega^k) \) for all \( s \in [0, t] \), and

\[
F_t^{k,N}(\phi_k) = \Psi_0^k(\phi_k), \quad \bar{F}_t^{k,N}(\phi_k) = \Psi_t^k(\phi_k).
\]

Therefore,

\[
\bar{F}_t^{k,N}(\phi_k) - F_t^{k,N}(\phi_k) = \int_0^t \partial_s \left[ \Psi_s^k(\phi_k) \right] ds.
\]

Now,

\[
\partial_s \left[ \Psi_s^k(\phi_k) \right] = \sum_{\eta \in \Omega^N} \left( \partial_s \mu_{N,t-s}(\eta)) (S_s(\lambda_{\eta}))^\otimes k(\phi_k) + \sum_{\eta \in \Omega^N} \mu_{N,t-s}(\eta) \partial_s (S_s(\lambda_{\eta}))^\otimes k(\phi_k) \right)
\]

\[
= - \sum_{\eta \in \Omega^N} \mu_{N,t-s}(\eta) \mathcal{L}_N \prod_{\ell=1}^k (S_s(\lambda_{\eta}), \phi^\ell) + \sum_{\eta \in \Omega^N} \mu_{N,t-s}(\eta) \sum_{i=1}^k \langle Q(S_s(\lambda_{\eta})), \phi^i \rangle \prod_{\ell \neq i} \langle S_s(\lambda_{\eta}), \phi^\ell \rangle.
\]
Next, we show that
\[ Q(S_t(\lambda_q)) = \frac{1}{N} \sum_{i<j} \nu(A) \bar{S}_t(\lambda_q)(\lambda_{q^i,j,A} - \lambda_q). \] (3.49)

Consider the linearized equation (3.28). Taking \( q \in \mathcal{P}(\Omega) \) and \( h = Q(q) \) one has that the solution \( h_t = S_t(q)(h) \) satisfies \( h_t = Q(S_t(q)) \), that is
\[ S_t(q)(Q(q)) = Q(S_t(q)), \quad t \geq 0, \] (3.50)
for all \( q \in \mathcal{P}(\Omega) \). To see this note that for all \( t \geq 0 \),
\[ \sum_{\sigma \in \Omega} S_t(q)(\sigma) = 1, \quad \sum_{\sigma \in \Omega} Q(S_t(q))(\sigma) = 0, \]
and therefore
\[ \partial_t Q(S_t(q)) (\sigma') = \sum_{A \subset \{n\}} \nu(A) \left( Q(S_t(q))(\sigma_{A^c} \sigma'_A) S_t(q)(\sigma_A \sigma'_A) \right. \]
\[ + S_t(q)(\sigma_{A^c} \sigma'_A) Q(S_t(q))(\sigma_A \sigma'_A) - Q(S_t(q))(\sigma') S_t(q)(\sigma) \]
\[ = \sum_{A \subset \{n\}} \nu(A) \left( Q(S_t(q))(\sigma_{A^c} \sigma'_A) S_t(q)(\sigma_A \sigma'_A) + S_t(q)(\sigma_A \sigma'_A) Q(S_t(q))(\sigma_A \sigma'_A) \right. \]
\[ \left. - Q(S_t(q))(\sigma') S_t(q)(\sigma) - Q(S_t(q))(\sigma) S_t(q)(\sigma') \right) \]
\[ = 2 \hat{Q}(S_t(q), Q(S_t(q))(\sigma')). \]

This proves (3.50). If \( q = \lambda_q \) for some \( \eta \in \Omega^N \), then
\[ Q(\lambda_q) = \sum_{A} \nu(A) ((\lambda_q)_A \otimes (\lambda_q)_A^c - \lambda_q). \]

Moreover, for any \( A \subset \{n\} \),
\[ (\lambda_q)_A \otimes (\lambda_q)_A^c - \lambda_q = \frac{1}{2N^2} \sum_{i,j=1}^N (1_{\eta^i,j,A^c(i)} + 1_{\eta^i,j,A^c(j)} - 1_{\eta^i(j)} - 1_{\eta^i(j)}). \]
\[ = \frac{1}{N} \sum_{i<j} (\lambda_{\eta^i,j,A} - \lambda_q). \]

It follows that
\[ Q(\lambda_q) = \frac{1}{N} \sum_{i<j} \sum_A \nu(A)(\lambda_{\eta^i,j,A} - \lambda_q). \]

Thus, using (3.50) and the linearity of \( \bar{S}_t(\lambda_q)(\cdot) \) we obtain (3.49).

On the other hand,
\[ \mathcal{L}_N \prod_{\ell=1}^k (S_{\bar{S}_t(\lambda_q)}, \phi_\ell^\delta) = \frac{1}{N} \sum_{i<j} \sum_A \nu(A) \left( \prod_{\ell=1}^k (S_{\bar{S}_t(\lambda_q^i,j,A)}, \phi_\ell^\delta) - \prod_{\ell=1}^k (S_{\bar{S}_t(\lambda_q)}, \phi_\ell^\delta) \right). \]
Suppose we can show that
\[
\left| \prod_{\ell=1}^{k} \langle S_{s}(\lambda_{\eta^{j},A}), \phi_{j}^{\ell} \rangle - \prod_{\ell=1}^{k} \langle S_{s}(\lambda_{\eta}), \phi_{j}^{\ell} \rangle \right| - \sum_{u=1}^{k} \langle \bar{S}_{s}(\lambda_{\eta})(\lambda_{\eta^{j},A} - \lambda_{\eta}), \phi_{u}^{\mu} \rangle \prod_{\ell \neq u} \langle S_{s}(\lambda_{\eta}, \phi_{j}^{\ell}) \rangle \leq K_{s},
\]
for some function $K_{s}$, $s \in [0, \infty)$, independent of $\eta, i, j, A$. Then by (3.48) and (3.49) we would have $T_{2} \leq \frac{N}{2} \int_{0}^{t} K_{s} ds$. Thus the proof will be completed by proving (3.51) for a suitable $K_{s}$.

Observe that
\[
\prod_{\ell=1}^{k} a_{\ell} - \prod_{\ell=1}^{k} b_{\ell} - \sum_{u=1}^{k} c_{u} \prod_{j \neq u} b_{j} = \sum_{u=1}^{k} (a_{u} - b_{u} - c_{u}) \prod_{j \neq u} b_{j} + \sum_{u=1}^{k} \left( \prod_{1 \leq j < u} a_{j} - \prod_{1 \leq j < u} b_{j} \right) (a_{u} - b_{u}) \prod_{j > u} b_{j} = \sum_{u=1}^{k} (a_{u} - b_{u} - c_{u}) \prod_{j \neq u} b_{j} + \sum_{u=1}^{k} \sum_{v=1}^{u-1} \left( \prod_{j < v} a_{j} \prod_{v < j < u} b_{j} \right) (a_{v} - b_{v}) (a_{u} - b_{u}) \prod_{j > u} b_{j}.
\]

Define $a_{\ell} = \langle S_{s}(\lambda_{\eta^{j},A}), \phi_{j}^{\ell} \rangle$, $b_{\ell} = \langle S_{s}(\lambda_{\eta}), \phi_{j}^{\ell} \rangle$, and $c_{\ell} = \langle \bar{S}_{s}(\lambda_{\eta})(\lambda_{\eta^{j},A} - \lambda_{\eta}), \phi_{j}^{\ell} \rangle$. Noticing that
\[
||\lambda_{\eta^{j},A} - \lambda_{\eta}||_{TV} \leq \frac{2}{N},
\]
and that $\lambda_{\eta^{j},A}, \lambda_{\eta}$ have the same marginals, it follows from Theorem 3.5 that
\[
|a_{u} - b_{u} - c_{u}| \leq n^{5} ||\phi_{u}^{\nu}||_{\infty} e^{-D(\nu)s} (k - 1)n^{6} e^{-2D(\nu)s} \frac{4}{N^{2}}.
\]
Moreover, Theorem 3.2 shows that for all $u, v$,
\[
|a_{v} - b_{v}|a_{u} - b_{u}| \leq n^{6} ||\phi_{u}^{\nu}||_{\infty} ||\phi_{v}^{\nu}||_{\infty} e^{-2D(\nu)s} \frac{4}{N^{2}}.
\]
These bounds hold uniformly in $\eta \in \Omega_{N}$, $1 \leq i < j \leq n, A \subset [n]$. This proves (3.51) with
\[
K_{s} = ke^{-D(\nu)s}(n^{5} + (k - 1)n^{6} e^{-D(\nu)s}) \frac{||\phi_{k}||_{\infty}}{N^{2}}.
\]
Therefore,
\[
T_{2} \leq \frac{N}{2} \int_{0}^{t} K_{s} \leq \frac{k^{2}n^{6}}{D(\nu)N} ||\phi_{k}||_{\infty}(1 - e^{-D(\nu)t}).
\]
The proof of Theorem 3.4 is complete.

4. Relative entropy decay

The goal of this section is to prove Theorem 1.8, Proposition 1.11, and Theorem 1.12. We start by setting up a convenient notation and by gathering some preliminary ingredients of the proof. To simplify our notation we write $\mu = \pi_{N}$ for the uniform distribution over $S_{N,n}$. For any $A \subset [n], f : S_{N,n} \mapsto \mathbb{R}$, we are going to use the notation
\[
\mu_{A} f = \mu(f \mid \eta_{A^{c}}),
\]
where $\mu(\cdot \mid \eta_{A^{c}})$ denotes the conditional expectation given the variables
\[
\eta_{A^{c}} := \{\eta_{i}(j), i \in A^{c}, j = 1, \ldots, N\}.
\]
The function $\mu_A f$ thus depends on $\eta$ only through the variables $\eta_{\{i\}}$. When $A = [n]$ we have the global expectation $\mu_{[n]} f = \mu(f)$. With this notation, $\mu_A$ is the orthogonal projection, in $L^2(S_{N,n}, \mu)$, onto the space of functions that do not depend on the $A$-component of $\eta \in S_{N,n}$. Notice the relations $\mu(f) = \mu(\mu_A f)$, and $\mu_B(f) = \mu_B(\mu_A f)$, for all $A \subset B \subset [n]$. We also use the notation $\text{Ent}_A(f)$ for the entropy of $f : S_{N,n} \mapsto \mathbb{R}_+$ with respect to $\mu_A$, that is

$$\text{Ent}_A(f) = \mu_A [f \log(f/\mu_A f)] .$$

Thus $\text{Ent}_A(f)$ is a function that depends on $\eta$ through the variables $\eta_{\{i\}}$ only. Its expectation satisfies

$$\mu [\text{Ent}_A(f)] = \text{Ent}(f) - \text{Ent}[\mu_A f] ,$$

where $\text{Ent}(f) = \text{Ent}_{[n]}(f) = \mu [f \log(f/\mu(f))]$. In our setting the well known Shearer inequality can be formulated as follows.

**Lemma 4.1.** For any distribution $\nu$ on subsets of $[n]$, for any $f : S_{N,n} \mapsto \mathbb{R}_+$,

$$\sum_{A \subset [n]} \nu(A) \mu [\text{Ent}_A(f)] \geq \gamma(\nu) \text{Ent}(f) ,$$

where $\gamma(\nu) = \min_{i \in [n]} \sum_{A : A \ni i} \nu(A)$.

**Proof.** Reasoning as in [6, Proposition 4.3], the estimate is a consequence of the product structure of $\mu$ and the weighted version of the classical Shearer inequality for Shannon entropy. We refer e.g. to [11] for a proof of the latter. \qed

When $A = \{i\}$, a single site, we write $\mu_i$ for $\mu_{\{i\}}$ and $\text{Ent}_i$ for $\text{Ent}_{\{i\}}$. An immediate consequence of Lemma 4.1 is the following well known tensorization property:

$$\text{Ent}(f) \leq \sum_{i=1} \mu_i [\text{Ent}_i(f)] . \quad (4.1)$$

### 4.1. The case $n = 1$

A key ingredient of our proof is the control of the base case $n = 1$. Here the problem reduces to standard random transpositions and one can use a well known bound that was first derived in [20, 18]. In our setting it can be summarized as follows, see [18, Theorem 1] or [20, Corollary 3.1] for a proof. Note that for $n = 1$ we have $S_{N,n} = S_N$.

**Lemma 4.2.** For all $N \geq 2$, for all $g : S_N \mapsto \mathbb{R}_+$, for any $i = 1, \ldots, n$,

$$\sum_{\tau \in S_N} g(\tau) \log(g(\tau)/\bar{g}) \leq \frac{1}{N} \sum_{j < \ell} \sum_{\tau \in S_N} \left( g(\tau^{j,\ell}) - g(\tau) \right) \log \frac{g(\tau^{j,\ell})}{g(\tau)} ,$$

where $\bar{g} = \frac{1}{N} \sum_{\tau \in S_N} g(\tau)$, and $\tau^{j,\ell}$ denotes $\tau$ composed with the transposition at $\{j, \ell\}$.

The proof of Theorem 1.8 is based on Lemma 4.1, Lemma 4.2 and the following analysis of the entropy associated to partial random permutations of the particle configuration, which is the main novelty in this section.

### 4.2. Permutation entropies

For any $A \subset [n]$, $g : S_{N,n} \mapsto \mathbb{R}$, define $P_A g : S_{N,n} \mapsto \mathbb{R}$, as

$$P_A g(\eta) = \frac{1}{N!} \sum_{\tau \in S_N} g((\tau \eta)_A \eta_{A^c}) ,$$

where $\tau \eta := \tau \circ \eta$ denotes the element of $S_{N,n}$ obtained from $\eta$ by permuting the particle labels according to $\tau$:

$$(\tau \eta)(j) = \eta(\tau(j)) .$$

The linear operator $P_A$ is the orthogonal projection, in $L^2(S_{N,n}, \mu)$, onto the space of functions that are symmetric w.r.t. permutations restricted to the subset $A$. When $A = \{i\}$ we write $P_{\{i\}} = P_i$, and note that $P_i g = \mu(g \mid \eta_{\{i\}^c}) = \mu_i g$ for all $i$. Note also that $P_A, P_B$
do not commute for general $A, B \subset [n]$, but if $A \cap B = \emptyset$ then $P_A P_B = P_B P_A$. Moreover, one easily checks that if $A \subset B \subset [n]$, then
\[ P_A P_B = P_B P_A = P_{B \setminus A} P_A = P_B P_{A \setminus A}, \quad A \subset B. \] (4.2)

Also, observe that the orthogonal projection $\mu_A$ defined above satisfies
\[ \mu_A = \prod_{i \in A} P_i. \]

Notice that $P_n g = g$ if and only if $g \in S$, and that in this case
\[ P_A g = P_{A^c} g = P_A P_{A^c} g = P_A g, \quad g \in S. \] (4.3)

For any fixed $f \geq 0$, and $A \subset [n]$, define
\[ \phi(A; f) = \mu \{ f \log(f / P_A f) \}. \]

The function $\phi$ is a suitable conditional entropy of $f$ on $A$. Namely, $\phi(A; f)$ is the expected value with respect to $\mu$ of the entropy
\[ P_A \{ f \log(f / P_A f) \}. \]

In particular, $\phi(A; f) \geq 0$. We call $\phi(A; f)$ the permutation entropy of $f$ on $A$. When there is no risk of confusion we write simply $\phi(A)$ for $\phi(A; f)$. In general, one has

**Lemma 4.3.** Fix a function $f \geq 0$. For any $i \in [n]$, $\phi(\{ i \}) = \mu \{ \text{Ent}_i(f) \}$, and for all $A \subset [n]$:
\[ \phi(A) = \mu \{ \text{Ent}_A(f) - \mu \{ \text{Ent}_A(P_A f) \} \}. \] (4.4)

Moreover, for all $A \subset [n]$
\[ \phi(A) \leq 2 \mathcal{E}_A(f, \log f), \] (4.5)

where
\[ \mathcal{E}_A(f, \log f) = \frac{1}{2} \frac{1}{N} \sum_{j < \ell} \mu \left[ \left( f_{j, \ell, A} - f \right) \log \frac{f_{j, \ell, A}}{f} \right]. \]

**Proof.** If $A = \{ i \}$, then $P_A f = \mu_i f$ and therefore $\phi(\{ i \}) = \mu \{ \text{Ent}_i(f) \}$. In general, for any $A$,
\[ \mu \{ \text{Ent}_A(f) \} = \mu \{ f \log(f / \mu_A f) \} \]
\[ = \mu \{ f \log(f / P_A f) \} + \mu \{ f \log(P_A f / \mu_A f) \}. \]

The second term above satisfies
\[ \mu \{ f \log(P_A f / \mu_A f) \} = \mu \{ P_A f \log(P_A f / \mu_A f) \} = \mu \{ \text{Ent}_A(P_A f) \}, \]

where we have used that $\mu_B P_A = \mu_B$ for any $A \subset B \subset [n]$ since $P_A$ is an orthogonal projection. This proves (4.4).

To prove (4.5), observe that for any $A \subset [n]$, $f \geq 0$, any fixed $\eta \in S_{n,A}$, taking $g(\tau) := f((\tau \circ \eta)_{A^c \cap A})$, one has $\bar{g} = P_A f$, and therefore by Lemma 4.2
\[ P_A \{ f \log(f / P_A f) \} (\eta) = \frac{1}{N!} \sum_{\tau \in S_N} g(\tau) \log(g(\tau) / \bar{g}) \]
\[ \leq \frac{1}{N} \sum_{j < \ell} \frac{1}{N!} \sum_{\tau \in S_N} \left( f((\tau^{j,\ell} \eta)_{A^c \cap A}) - f((\tau \eta)_{A^c \cap A}) \right) \log \frac{f((\tau^{j,\ell} \eta)_{A^c \cap A})}{f((\tau \eta)_{A^c \cap A})} \]
\[ = \frac{1}{N} \sum_{j < \ell} P_A \left[ \left( f_{j,\ell,A} - f \right) \log \frac{f_{j,\ell,A}}{f} \right] (\eta). \]

Taking the expectation and using $\mu P_A = \mu$ one obtains (4.5). \qed
Next, we compare the permutation entropy $\phi(A)$ with the usual entropy $\mu[\text{Ent}_A(f)]$. The previous lemma in particular shows that $\phi(A) \leq \mu[\text{Ent}_A(f)]$. The next lemma allows us to give a bound in the opposite direction. Notice that such a bound needs some care since if e.g. $f \in S$ is not a constant then $\phi([n]; f) = 0$ while $\mu[\text{Ent}_{[n]}(f)] = \text{Ent}(f) \neq 0$.

**Lemma 4.4.** Fix $A \subset [n]$ such that $0 \leq |A| \leq n-1$, and $V \subset A^c$. Then,

$$\phi(A) + \sum_{i \in V} \phi(A \cup \{i\}) \geq \mu[\text{Ent}_V(f)].$$

**Proof.** Write $V = \{x_1, \ldots, x_k\} \subset [n]$, $k = |V|$, and define $A_0 = A$, and $A_i = A \cup \{x_i\}$, $i = 1, \ldots, k$. In general $P_{A_i}$ and $P_{A_j}$ do not commute for $i, j = 1, \ldots, k$, but using (4.2) one has $P_{A_0}P_{A_i} = P_{A_0}P_{x_i}P_{A_i} = P_{A_i}P_{A_0}$ and for any $\ell = 1, \ldots, k$,

$$P^\ell := \prod_{i=1}^\ell \mu_{x_i} = \left( \prod_{i=1}^\ell \mu_{x_i} \right) P_A = \prod_{i=0}^\ell P_{A_i},$$

where the last identity holds regardless of the order of the multiplications. In other words, the operators $P_{A_i}$ commute thanks to the presence of $P_{A_0}$. In particular, $P^k = P_{A_V} = \mu_V P_A$.

Consider the entropy

$$\mu \left[ f \log \frac{f}{P^k f} \right] = \mu \left[ f \log \frac{f}{\mu_V f} \right] + \mu \left[ f \log \frac{\mu_V f}{P_{A_V} f} \right].$$

The first term is $\mu[\text{Ent}_V(f)]$. The second term satisfies

$$\mu \left[ f \log \frac{\mu_V f}{P_{A_V} f} \right] = \mu \left[ \mu_V f \log \frac{\mu_V f}{P_{A_V} f} \right] = \phi(A; \mu_V f) \geq 0.$$

On the other hand,

$$\log \frac{f}{P^k f} = \log \frac{f}{P_{A_0} f} + \frac{P_{A_0} f}{P_{A_0} P_{A_1} f} + \cdots + \frac{P_{A_0} P_{A_1} \cdots P_{A_{k-1}} f}{P_{A_0} P_{A_1} \cdots P_{A_k} f},$$

and therefore

$$\mu \left[ f \log \frac{f}{P^k f} \right] = \phi(A; f) + \sum_{\ell=0}^{k-1} \mu \left[ f \log \frac{P^\ell f}{P^{\ell+1} f} \right].$$

Next, we show that

$$\mu \left[ f \log \frac{P^\ell f}{P^{\ell+1} f} \right] \leq \phi(A_{\ell+1}; f),$$

for all $\ell = 0, \ldots, k-1$. Combined with (4.6)-(4.7), this implies the desired conclusion:

$$\phi(A) + \sum_{i \in V} \phi(A \cup \{i\}) \geq \mu[\text{Ent}_V(f)] + \phi(A; \mu_V f) \geq \mu[\text{Ent}_f].$$

It remains to prove (4.8). We first observe that

$$\mu \left[ f \log \frac{P^\ell f}{P^{\ell+1} f} \right] = \mu \left[ P^\ell f \log \frac{P^\ell f}{P^{\ell+1} f} \right] = \phi \left(A_{\ell+1}; P^\ell f \right).$$

The well known variational principle for the relative entropy implies that for any $B \subset [n]$

$$P_B \left( f \log \frac{f}{P_B f} \right) \geq P_B(fg),$$

for any function $g$ such that $P_B(e^g) = 1$. Choosing $g = \log \frac{P^\ell f}{P_B P^\ell f}$ shows that

$$P_B \left( f \log \frac{f}{P_B f} \right) \geq P_B \left( f \log \frac{P^\ell f}{P_B P^\ell f} \right).$$
Taking the expectation one finds
\[ \phi(B; f) \geq \mu \left( f \log \frac{P^* f}{P_B P^* f} \right). \]

If \( P_B, P^* \) commute, then
\[ \mu \left( f \log \frac{P^* f}{P_B P^* f} \right) = \mu \left( f \log \frac{P^* f}{P^* f} \right) = \mu \left( f^2 \log \frac{P^* f}{P^* f} \right) = \phi(B; P^* f). \]

Therefore,
\[ \phi(B; f) \geq \phi(B; P^* f), \]
whenever \( P_B, P^* \) commute. Taking \( B = A_{t+1} \), and using the fact that \( P_{A_{t+1}} \) and \( P^* \) commute, one obtains \( \phi(A_{t+1}; P^* f) \leq \phi(A_{t+1}; f) \). Together with (4.9), this implies (4.3).

\[ \square \]

4.3. **Proof of Theorem 1.8** From the strict separation assumption, it follows that for some \( \delta(\nu) > 0 \),
\[ \mathcal{E}_{N,n}(f, \log f) \geq \frac{\delta(\nu)}{n} \sum_{i=1}^{n} (\mathcal{E}_{A_i}(f, \log f) + \mathcal{E}_{A_i \setminus \{i\}}(f, \log f)), \]
where, for every \( i, A_i \subset [n] \) is such that \( A_i \supseteq i \) and \( \min\{\nu(A_i), \nu(A_i \setminus \{i\})\} \geq \delta(\nu) \).

Therefore, from Lemma 4.3,
\[ \mathcal{E}_{N,n}(f, \log f) \geq \frac{\delta(\nu)}{2n} \sum_{i=1}^{n} (\phi(A_i) + \phi(A_i \setminus \{i\})). \]

Lemma 4.4 then implies
\[ \mathcal{E}_{N,n}(f, \log f) \geq \frac{\delta(\nu)}{2n} \sum_{i=1}^{n} \mu [\text{Ent}_i f]. \]

Using (1.11) it follows that \( \alpha(N, n) \geq \delta(\nu)/2n \). This proves the bound (1.11) with \( \alpha(\nu) = \delta(\nu)/2n \).

To prove the lower bound for one-point crossover, notice that the above argument can be repeated but this time we can directly estimate
\[ \mathcal{E}_{N,n}(f, \log f) \geq \frac{1}{4(n+1)} \sum_{i=1}^{n} (\phi(J_i) + \phi(J_{i-1})) \geq \frac{1}{4(n+1)} \sum_{i=1}^{n} \mu [\text{Ent}_i f], \]
where \( J_0 = \emptyset \) and \( J_i = \{1, \ldots, i\}, i \geq 1 \). The lower bound \( \alpha(N, n) \geq 1/4(n+1) \) thus follows again by the tensorization (4.1).

Next, we prove the lower bound for the case of uniform crossover \( \nu(A) = 2^{-n} \) for all \( A \subset [n] \). From Lemma 4.3
\[ \mathcal{E}_{N,n}(f, \log f) = 2^{-n} \sum_A \mathcal{E}_A(f, \log f) \geq 2^{-n-1} \sum_A \phi(A). \]

By Lemma 4.4
\[ \sum_{i=1}^{n} \sum_A \phi(A) \mathbf{1}(i \in A) = \sum_{i=1}^{n} \sum_{A: |A| \leq n-1} \phi(A \cup \{i\}) \mathbf{1}(i \notin A) \]
\[ \geq \sum_{A: |A| \leq n-1} (\mu [\text{Ent}_{A^c} f] - \phi(A)). \]
Therefore,

\[ \sum_A \phi(A) = \frac{1}{n} \sum_{i=1}^{n} \sum_A \phi(A)(1(i \notin A) + 1(i \in A)) \]
\[ \geq \frac{1}{n} \sum_A |A^c| \phi(A) + \frac{1}{n} \sum_{A: |A| \leq n-1} (\mu [\text{Ent}_{A^c}f] - \phi(A)) \]
\[ = \frac{1}{n} \sum_{A: |A| \leq n-1} (|A^c| - 1) \phi(A) + \frac{1}{n} \sum_A \mu [\text{Ent}_{A^c}f]. \]

In particular,

\[ 2^{-n-1} \sum_A \phi(A) \geq 2^{-n} \sum_A \mu [\text{Ent}_{A^c}f]. \]

From Lemma 4.1 it follows that

\[ 2^{-n-1} \sum_A \phi(A) \geq \frac{1}{4n} \text{Ent}_f. \]

This proves the desired bound \( \alpha(N,n) \geq \frac{1}{4n}. \)

Finally, in the case of symmetric functions one has \( \phi(A) = \phi(A^c) \) for all \( A \subset \{0,1\}^n \), see (4.3). Therefore, the previous computation now shows that

\[ \sum_A \phi(A) \geq \frac{2}{n} \sum_A \mu [\text{Ent}_{A^c}f] - \frac{2}{n} \sum_A \phi(A). \]

Rearranging terms yields the bound \( \alpha_S(N,n) \geq \frac{1}{2(n+2)}. \) This concludes the proof of Theorem 1.8.

### 4.4. Proof of Proposition 1.11

The proof of the upper bound on \( \alpha(N,n) \) is based on Proposition 2.11, Proposition 2.8 and the following entropy production estimate for the nonlinear equation that was derived in [6].

**Lemma 4.5.** Let \( \Omega = \{0,1\}^n \), and let \( p = p(n) \in P(\Omega) \) be defined as

\[ p = w^2 \delta_0 + (1-w)^2 \delta_1 + 2w(1-w) \mathcal{U}, \]

where \( w = 2^{-n} \) and \( \mathcal{U} \) is the uniform distribution on \( \Omega \). Then, taking \( f = p/\pi \), with \( \pi = \otimes_{i=1}^{n} p_i \), one has

\[ \frac{D_{\pi}(f)}{\text{Ent}_{\pi}f} \leq \frac{4}{n} + O\left( \frac{1}{n^2} \right). \]

**Proof.** See [6, Proposition 4.7]. \( \square \)

To prove Proposition 1.11 we take \( \Omega = \{0,1\}^n \), and \( p \) as in Lemma 4.5. Note that \( p \) has marginals equal to Bernoulli \( \text{Be}(w) \). Take \( \rho_N \) such that (2.3) holds with \( \pi \) the product of Bernoulli \( \text{Be}(w) \), and write \( f_N = \gamma(p,\rho_N)/\gamma(\pi,\rho_N) \). Recall that

\[ \alpha(N,n) \leq \alpha(\Omega_{\rho_N}) \leq \frac{\mathcal{E}(f_N,\log f_N)}{\text{Ent}_f N}. \]

where \( \text{Ent}_f N = H_N(\gamma(p,\rho_N) | \gamma(\pi,\rho_N)) \). Clearly, \( p \) is irreducible. From Proposition 2.11 and Proposition 2.8

\[ \limsup_{N \to \infty} \alpha(N,n) \leq \frac{D_{\pi}(f)}{\text{Ent}_{\pi}f} \leq \frac{4}{n} + O\left( \frac{1}{n^2} \right). \]
4.5. **Proof of Theorem 1.12.** Let \( p \in \mathcal{P}(\Omega) \) be an arbitrary initial value for the Boltzmann equation and let \( \pi = \otimes_i p_i \) denote the corresponding equilibrium. In order to ensure that \( p \) be irreducible we write

\[
p^{(\varepsilon)} = \varepsilon \pi + (1 - \varepsilon) p
\]

with \( \varepsilon \in (0,1) \) to be taken to zero eventually. Clearly, \( p, p^{(\varepsilon)}, \pi \) have the same marginals. Let \( \rho_N \) be an admissible sequence such that (2.3) holds. Let \( p^{(\varepsilon)}_N = \gamma(p^{(\varepsilon)}, \rho_N) \) and \( \pi_N = \gamma(\pi, \rho) \) and define \( p^{(\varepsilon)}_{N,t} = p^{(\varepsilon)}_N e^{L_N t} \). The propagation of chaos at fixed time \( t \) implies that the hypothesis of Proposition 2.9 apply to \( \mu^{(N)} = p^{(\varepsilon)}_{N,t} \). Therefore,

\[
H(p^{(\varepsilon)}_t | \pi) \leq \liminf_{N \to \infty} \frac{H_N(p^{(\varepsilon)}_{N,t} | \pi_N)}{N},
\]

where \( p^{(\varepsilon)}_t \) is the solution to the nonlinear equation with initial datum \( p^{(\varepsilon)} \). Theorem 1.8 implies that

\[
H_N(p^{(\varepsilon)}_{N,t} | \pi_N) \leq e^{-\alpha(\nu)t} H_N(p^{(\varepsilon)}_N | \pi_N).
\]

Then an application of Proposition 2.8 shows that for all \( \varepsilon > 0, t \geq 0 \), one has

\[
H(p^{(\varepsilon)}_t | \pi) \leq e^{-\alpha(\nu)t} H(p^{(\varepsilon)} | \pi).
\]

The conclusion follows by taking \( \varepsilon \to 0^+ \). Indeed, \( p^{(\varepsilon)} \to p \) and, by (3.14) we know that \( p^{(\varepsilon)}_t \to p_t \), so that \( H(p^{(\varepsilon)}_t | \pi) \to H(p_t | \pi) \) and \( H(p^{(\varepsilon)}_t | \pi) \to H(p_t | \pi) \). We note that we can use the entropy production for symmetric functions here, so that for instance in the case of uniform crossover we may take \( \alpha(\nu) \geq 1/2(n+2) \).

**Appendix A. Proof of Proposition 2.2.**

In order to prove Proposition 2.2 we adapt to our multivariate setting some classical estimates, see e.g. [24, 34]. For the sake of clarity we give a self-contained proof. Recall the notation from Section 2. In particular, \( |t| = \sqrt{(t, t)} \) denotes the vector norm of \( t \in \mathbb{R}^K \), and the random variable \( \xi = (\xi_{i,x}) \) with distribution \( \mu \in \mathcal{P}(X) \) takes values in \( X = \{0,1\}^K \), and has covariance matrix \( V_1 \). The next lemma only requires the nondegeneracy of \( \mu \), that is \( \det(V_1) \neq 0 \). The proof of Proposition 2.2 however requires the irreducibility of \( \mu \) in order to apply Lemma 2.8.

**Lemma A.1.** Let \( \mu \in \mathcal{P}(X) \) be nondegenerate. For any \( t \in \mathbb{R}^K \), define

\[
\phi_N(t) := \mu \left( e^{(V_N^{-1/2}, \xi)^T} \right)^N,
\]

where \( \xi_{i,x} := \xi_{i,x} - \mu[\xi_{i,x}] \), \( V_N = NV_1 \), and \( L_N := \frac{1}{\sqrt{N}} \mu \left[ |V_1^{-1/2} \xi|^3 \right] \). Then

\[
|\phi_N(t) - e^{-\frac{1}{2}(t,t)}| \leq 16L_N |t|^3 e^{-\frac{1}{2}(t,t)}, \quad |t| \leq \frac{1}{4L_N}.
\]  

(A.1)

**Proof.** We split the proof into two. First, let us suppose that \( \frac{1}{4L_N} > |t| \geq \frac{1}{2} L_N^{-\frac{1}{2}} \). If one has

\[
|\phi_N(t)|^2 \leq e^{-\frac{1}{2}(t,t)}
\]

then

\[
|\phi_N(t) - e^{-\frac{1}{2}(t,t)}| \leq |\phi_N(t)| + e^{-\frac{1}{2}(t,t)} \leq 2e^{-\frac{1}{2}(t,t)} \leq 16L_N |t|^3 e^{-\frac{1}{2}(t,t)}.
\]  

(A.2)
We now show (A.2). Let \( \phi(t) := \mu \left[ e^{i(t, \xi)} \right] \). Define \( \Psi := \Psi_1 - \Psi_2 \), where \( \Psi_1 \) and \( \Psi_2 \) are independent and identically distributed as \( \xi \), so that the characteristic function of \( \Psi \) is \( |\phi(t)|^2 \), and its covariance matrix is \( 2V_1 \). Next we use

\[
R(x) = e^{ix} - \left(1 + ix - \frac{x^2}{2}\right), \quad |R(x)| \leq \min \left\{ \frac{|x|^2}{2}, \frac{|x|^3}{6} \right\}, \tag{A.3}
\]

for all \( x \in \mathbb{R} \). By substituting \( x = \langle t, \Psi \rangle \) in (A.3) and taking the expectation,

\[
|\phi(t)|^2 = 1 - \frac{1}{2} \mu \left[ (\langle t, \Psi \rangle)^2 \right] + \mu \left[ R(\langle t, \Psi \rangle) \right]
\]

Thus (A.1) is proved if

\[
\text{for all } x, \text{ that } V_N^{-1/2} \text{ is self-adjoint, and the Cauchy-Schwarz inequality,}
\]

\[
|\phi_N(t)|^2 = \left| \phi \left( V_N^{-1/2} t \right) \right|^2 \leq \left( 1 - \frac{1}{N} \langle t, t \rangle + \frac{1}{6N} \left[ (\langle t, V_N^{-1/2} \Psi \rangle)^3 \right] \right)^N
\]

\[
\leq \left( 1 - \frac{1}{N} \langle t, t \rangle + \frac{8}{6} \mu \left[ |V_N^{-1/2} \xi|^3 \right] \right)^N
\]

\[
\leq \exp \left\{ -(t, t) + \frac{8}{6} L_N |t|^3 \right\} \leq e^{-\frac{4}{3} (t, t)},
\]

Thus (A.1) is proved if \( \frac{1}{4L_N} \geq |t| \geq \frac{1}{2} L_N^{-\frac{1}{2}} \).

Next, suppose that \( |t| < \frac{1}{2} L_N^{-\frac{1}{2}} \). Define \( \tau_N := \frac{L_N}{2} \). One has

\[
\frac{1}{2} > L_N^{-\frac{1}{2}} |t| > \tau_N^{-\frac{1}{2}} |t| = \mu \left[ |V_1^{-1/2} \xi|^3 \right] \frac{1}{\sqrt{\tau_N}} \geq \mu \left[ \left| V_1^{-1/2} \xi, V_1^{-1/2} \xi \right|^2 \right] \frac{1}{\sqrt{\tau_N}} \geq \left( \frac{1}{\sqrt{\tau_N}} \right) \geq 1.
\]

From (A.3) and the inequalities (A.4), using again the Cauchy-Schwarz inequality we can write

\[
|\phi(V_N^{-1/2} t) - 1| = \left| -\frac{1}{2N} \langle t, t \rangle + \mu \left[ R(\langle t, V_N^{-1/2} \xi \rangle) \right] \right|
\]

\[
\leq \frac{1}{2N} |(t, t)| + \tau_N \frac{|t|^3}{6} < \frac{1}{8} + \frac{1}{48} < \frac{1}{4}. \tag{A.5}
\]

For all \( |z| < 1 \) the following inequality holds:

\[
|\log(z + 1) - z| \leq \frac{|z|^2}{2(1 - |z|)}. \tag{A.6}
\]

Then, by using, in order, (A.6), (A.5), \( |a + b|^2 \leq 2(|a|^2 + |b|^2) \) and (A.4),

\[
\left| \log \phi(V_N^{-1/2} t) - \phi(V_N^{-1/2} t) - 1 \right| \leq \frac{\left| \phi(V_N^{-1/2} t) - 1 \right|^2}{2 \left( 1 - \phi(V_N^{-1/2} t) - 1 \right)} < \frac{2}{3} |\phi(V_N^{-1/2} t) - 1|^2
\]

\[
= \frac{2}{3} \left| -\frac{1}{2N} \langle t, t \rangle + \mu \left[ R(\langle t, V_N^{-1/2} \xi \rangle) \right] \right|^2 \leq \frac{4}{3} \left( \frac{|t|^4}{4N^2} + \frac{\tau_N^2 |t|^6}{36} \right)
\]

\[
\leq \frac{4}{3} \left( \frac{\tau_N |t|^4}{\sqrt{N}^4} + \frac{\tau_N^2 |t|^6}{36} \right) \leq \frac{4}{3} \left( \frac{1}{2 \cdot 4} + \frac{1}{36 \cdot 8} \right) \tau_N |t|^3 = \frac{37}{216} \tau_N |t|^3 < \frac{1}{5} \tau_N |t|^3.
\]
By the triangular inequality we have
\[
\left| \log \phi(V_N^{-1/2}t) + \frac{1}{2N} (t, t) \right| \leq \left| \log \phi(V_N^{-1/2}t) - \left( \phi(V_N^{-1/2}t) - 1 \right) \right| + \\
+ \left( \phi(V_N^{-1/2}t) - 1 \right) + \frac{1}{2N} (t, t) \leq \frac{1}{9} \tau_N |t|^3 + \frac{1}{6} \tau_N |t|^3 \leq \frac{1}{2} \tau_N |t|^3.
\]

Using the inequality \(|e^z - 1| \leq |z| e^{|z|}, z \in \mathbb{C}\), and (A.4),
\[
\left| \phi_N(t) e^{\frac{jz}{2}} - 1 \right| \leq \left| \log \phi_N(t) e^{\frac{jz}{2}} \right| \exp \left( \left| \log \phi_N(t) e^{\frac{jz}{2}} \right| \right)
= N \left| \log \phi(V_N^{-1/2}t) + \frac{1}{2N} (t, t) \right| \exp \left( N \left| \log \phi(V_N^{-1/2}t) + \frac{1}{2N} (t, t) \right| \right)
\leq \frac{1}{2} L_N |t|^3 e^{2L_N |t|^3} \leq \frac{1}{2} L_N |t|^3 e^{\frac{1}{16}} < \frac{1}{16} |t|^3 L_N,
\]
so that (A.1) is proved. \( \square \)

**Proof of Proposition 2.2.** Set \( z_N := \frac{1}{V_N} V_1^{-1/2} (M_N - \mu \otimes N(S_N)) \). Using the Fourier transform as in the proof of Theorem 2.6 and the identity
\[
\int_{\mathbb{R}^K} e^{-i(s,z_N) - \frac{(s,s)}{2}} ds = (2\pi)^{\frac{K}{2}} e^{-\frac{(z_N,z_N)}{2}},
\]
one has
\[
\left| \mu \otimes N(S_N = M_N) - \frac{e^{-\frac{1}{2}(z_N,z_N)}}{(2\pi N)^{\frac{K}{2}} \sqrt{\det V_1}} \right|
= \frac{1}{B_N (2\pi)^K} \left| \int_{Q_{N,K}} e^{-i(s,z_N)} \phi_N(s) ds - \int_{\mathbb{R}^K} e^{-i(s,z_N) - \frac{1}{2}(s,s)} ds \right| \leq \frac{1}{B_N (2\pi)^K} \left( \int_{A_N} |\phi_N(s) - e^{-\frac{1}{2}(s,s)}| ds + \int_{Q_{N,K} \setminus A_N} |\phi_N(s)| ds \right),
\]
where \( B_N := \sqrt{\det V_N} = N^{K/2} \sqrt{\det V_1} \), \( Q_{N,K} := V_1^{1/2} [-\pi, \pi]^K \), and \( A_N := \{ s \in \mathbb{R}^K : |s| \leq \frac{1}{4\pi} \} \). We are going to show that the three terms in the parenthesis above are bounded by \( C/\sqrt{N} \).

Let us define
\[
\tau := \mu \left[ \left| V_1^{-1/2} \xi \right|^3 \right].
\]
For the first term in (A.7) we use Lemma A.1
\[
\int_{A_N} |\phi_N(s) - e^{-\frac{<s,s>}{2}}| ds \leq 16 L_N \int_{A_N} |s|^3 e^{-\frac{<s,s>}{3}} \leq 16 L_N \int_{\mathbb{R}^K} |s|^3 e^{-\frac{<s,s>}{3}} = \frac{C_1}{\sqrt{N}},
\]
where \( C_1 := 16 \tau \int_{\mathbb{R}^K} |s|^3 e^{-\frac{<s,s>}{3}} \). For the second term in (A.7) we use Lemma 2.5
\[
\int_{Q_{N,K} \setminus A_N} |\phi_N(s)| ds = B_N \int_{[-\pi,\pi]^K \setminus B_{\tau}} |\phi(t)|^N dt \leq B_N (2\pi)^K e^{-\frac{CN}{16\pi}},
\]
where \( C \) is defined as in that lemma and \( B_{\tau} := \{ t \in \mathbb{R}^K : |t| \leq \frac{1}{4\pi} \} \). Therefore, (A.8) is bounded by \( C_2/\sqrt{N} \) for a suitable constant \( C_2 \). Finally, to bound the last term in (A.7),
using $L_N^{-1} \geq c \sqrt{N}$ for some constant $c > 0$, a simple estimate on the gaussian integral shows that
\[
\int_{|s| > \frac{c}{\sqrt{N}}} e^{-\frac{<s,s>}{2}} ds \leq \frac{C_3}{\sqrt{N}},
\]
for some constant $C_3$. \qed
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