Abstract. The increased amount of multi-modal medical data has opened the opportunities to simultaneously process various modalities such as imaging and non-imaging data to gain a comprehensive insight into the disease prediction domain. Recent studies using Graph Convolutional Networks (GCNs) provide novel semi-supervised approaches for integrating heterogeneous modalities while investigating the patients’ associations for disease prediction. However, when the meta-data used for graph construction is not available at inference time (e.g., coming from a distinct population), the conventional methods exhibit poor performance. To address this issue, we propose a novel semi-supervised approach named GKD based on the knowledge distillation. We train a teacher component that employs the label-propagation algorithm besides a deep neural network to benefit from the graph and non-graph modalities only in the training phase. The teacher component embeds all the available information into the soft pseudo-labels. The soft pseudo-labels are then used to train a deep student network for disease prediction of unseen test data for which the graph modality is unavailable. We perform our experiments on two public datasets for diagnosing Autism spectrum disorder, and Alzheimer’s disease, along with a thorough analysis on synthetic multi-modal datasets. According to these experiments, GKD outperforms the previous graph-based deep learning methods in terms of accuracy, AUC, and Macro F1.
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1 Introduction

Acquisition and exploitation of the wide range of genetic, phenotypic, and behavioral information along with the imaging data increase the necessity of an integrated framework for analyzing medical imaging and non-imaging modalities [5,2,14,3]. On the other hand, with the success of conventional deep neural networks, there has been an extensive effort on utilizing them for multi-modal datasets [11,19,26]. Considering the relationships between the patients based on one or multiple important modalities is beneficial as it helps to analyze and
study the similar cohort of patients together. By viewing the patients as nodes and their associations as edges, graphs provide a natural way of representing the interactions among a population [21,28]. Meanwhile, Graph Convolutional Networks (GCNs) provide deep network architectures for integrating node features and graph modalities of data and recently have been used for such population-level analysis [24]. In the non-medical domain, ChebyNet [7] was one of the first methods which extended the theory of graph signal processing into deep learning. Further, Kipf et al. [18] simplified the ChebyNet by introducing a method named GCN to perform semi-supervised classification on citation datasets. Parisot et al. [24] exploited GCN for the disease prediction problem with multi-modal datasets. Then, GCN is adopted in different forms for medical applications including disease classification [15,16,10], brain analysis [20], and mammogram analysis [9].

In practice, all the graph modalities are not always available for new or unseen patients. This can be due to missing observations or costly and time-consuming data collection for graph construction. Moreover, the test samples may not belong to the primary population with the same set of measured modalities. In such a setting, where the new coming samples are isolated nodes with no edges connecting them to the rest of the population graph, the conventional graph-based models might fail to generalize to new isolated samples. This is due to the reason that GCN-based methods smooth each node’s features by averaging with its neighbors in each layer of the network, which makes the features of adjacent nodes close to each other and dissimilar to the farther ones [29]. This also makes it hard for the model, learned over the connected components, to perform as well on isolated or low-degree nodes with unsmoothed high-variance features. To address this limitation, a comprehensive approach is required to make the most use of the extra modality information among the training samples.

In order to overcome this challenge, inspired by the knowledge distillation technique ([4,13]), we propose a novel student-teacher method to leverage all modalities at training and operate independently from the graph at inference time. Our proposed method encapsulates all the graph-related data using Label-Propagation Algorithm (LPA) into pseudo-labels produced by a so-called Teacher model. The pseudo-labels are then used to train a network (Student) that learns the mapping from high variance and noisy original input space to the output without filtering the features throughout the network. By doing so, the student network makes predictions without needing the presence of the graph modality on the future unseen data.

2 Knowledge Distillation Framework

Complex models or an ensemble of separately trained models can extract complicated structures from data but are not efficient for deployment. The knowledge of a trained model is saved in its parameters, and transferring the learned weights is not straightforward while changing the structure, form, and size of the target model. However, a model’s knowledge can be viewed as a mapping from its input to the output. In a classification task, the relative magnitude of class probabil-
ities of a trained model’s output is a rich source of information and represents the similarity between classes. This similarity measure gained by a teacher network can be used as a source of knowledge to train a smaller and more efficient network (student). Caruana et al. [4] followed by Hinton et al. [13] show that the student model generalizes in the same way as the teacher and is superior compared to being trained by hard targets from scratch. Inspired by this framework, we utilize all the available modalities only during the learning procedure of the teacher and then transfer the obtained knowledge into a student that does not have any assumption regarding the graph’s availability at inference time.

3 Methods

We provide a detailed description of our GKD method by explaining the problem definition and notations, the teacher structure, and the student network that is the final classifier. An overview of the method is available in Fig. 1.

**Problem Definition and Notations:** Assume that $N$ patients are given. We represent the subject interactions graph as $G(V, E, A)$, where $V$ is the set of patient vertices ($|V| = N$), $E \in (V \times V)$ is the set of edges and $A \in \mathbb{R}^{N \times N}$ shows the adjacency matrix. Let $D$ be the diagonal degree matrix for $A$. We also define the $F$-dimensional node features as $X \in \mathbb{R}^{N \times F}$. The state of patients is described by the one-hot labels $Y \in \mathbb{R}^{N \times C}$ where $C$ denotes the total number of states (e.g., diseased or normal). According to our semi-supervised setting, the training samples consist of two mutually exclusive sets of labeled samples ($V^L_L$) and unlabeled ones ($V^U_L$) where $V = V^L_L \cup V^U_L$. The ground-truth labels $Y^L_L$ are only available for $V^L_L$. Finally, our objective is to train a teacher to predict the class probabilities for unlabeled training nodes ($V^U_L$) and use them together with labeled training nodes as $Y^T$ to train a student network with cross-entropy loss function and apply it on unseen test samples.

**Teacher for Knowledge Integration:** Here, we develop a mechanism to attain a teacher using both the node features and graph interactions. To this end, we first try to extract the available knowledge from the node features by training a deep neural network $D^T_\theta$, where $\theta$ shows the network’s parameters. The teacher network is trained by the labeled training pairs $(X^L_L, Y^L_L)$. Afterward, the trained network is applied to the rest of the unlabeled data ($X^U_L$) and predicts the best possible soft pseudo-labels $\hat{Y}^U_L$ for them. Together with the ground-truth labels $Y^L_L$, we initialize the graph $G$ with $Y^L_L \cup \hat{Y}^U_L$ as node labels. Up to this point, each patient’s node labels are predicted independently of their neighbors in the graph. To add the graph information to the node labels, we employ the well-known LPA to distribute the label information all around the graph. However, applying the original LPA might forget the primary predictions for each node and result in the over-emphasizing on the graph. We try to compensate for this issue by adding a remembrance term to LPA, which avoids forgetting the initial
predictions. The $k$-th iteration of our modified LPA is as follow:

$$Y_T^{(k)} = (1 - \alpha)D^{-1}AY_T^{(k-1)} + \alpha \sum_{i \in \mathcal{L}_T} \sum_{j \in \mathcal{N}(i)} \hat{Y}_U^i,$$

where $Y_T^0$ is the initial predictions by the teacher network, and $Y_T^{(k)}$ denotes the set of labels at $k$-th iteration. At each iteration, the labels of training nodes are replaced with their true labels ($Y_L$). The output of the last iteration is known as teacher soft pseudo-labels ($Y_T^*$). The effect of graph neighborhood and the remembrance term is adjustable by the coefficient $\alpha$.

**Student as Final Classifier for Inference Time:** As described in distillation framework [13], the student network is trained to mimic the input-output mapping learned by the teacher network. Specifically, the student network is trained using the class-probabilities produced by the teacher ($Y_T$). For this purpose, we use another neural network $D_S^\phi$ with parameters $\phi$ called student network and train its parameters with the cross-entropy loss function between $Y^S$ and $Y^T$ in which $Y^S$ is the output predictions of the student network $D_S^\phi$. The intuition behind minimizing the cross-entropy between $Y^S$ and $Y^T$ is that it is equivalent to minimizing the KL-divergence distance between the distribution of the $Y^S$ and $Y^T$ random variables, enforcing the student network to imitate the predictions of the teacher as a rich model.
4 Experiments and Results

In this section, we perform experimental evaluations to explore the performance of the proposed method for disease prediction compared with state-of-the-art methods.

Experimental Setup: We show our results on two multi-modal medical datasets and analyze the behavior of the methods. Finally, a set of multi-modal synthetic datasets are created and further analysis on the stability and robustness of the proposed method are carried out on them. We choose EV-GCN\cite{15}, and the introduced method by Parisot et al.\cite{23} as two graph-based approaches incorporating GCN architecture designed for multi-modal disease prediction, DNN-JFC \cite{27} as a multi-modal method, fully connected deep neural network (DNN) and the introduced method by Abraham et al.\cite{1} as unimodal baselines. Since DNN-JFC uses the features of all modalities for classification, at the inference time, when one modality (graph modality) is not available, mean imputation is employed to fill the values for this method. All the results are obtained from 5 different initialization seeds. Fully-connected neural network is the selected structure for both teacher and student in the experiments. For all methods, we examined networks with one, two and three hidden layers with a set of different number of units and checked the set of $\{5e-3, 1e-2\}$ for learning rate and $\{0.1, 0.3, 0.5\}$ for dropout. Adam optimizer is utilized for training of the networks\cite{17}. The results are reported on the test set using the best configuration (selected based on the validation set) for each method per dataset.

4.1 Autism Spectrum Disorder Diagnosis on the ABIDE dataset

The Autism Brain Imaging Data Exchange (ABIDE)\cite{8,6} database provides the neuroimaging (functional MRI) and phenotypic data of 1112 patients with binary labels indicating the presence of diagnosed Autism Spectrum Disorder (ASD). To have a fair comparison with other methods, we choose the same 871 patients comprising 468 normal and 403 ASD patients. We also follow the same pre-processing steps of Parisot et al.\cite{23} to select 2000 features from fMRI for node features. We use 55%, 10%, and 35% for train, validation, and test split, respectively, and the labels are available for 40% of training samples. For graph construction, first, we discard the phenotypic features that are only available for ASD patients, to prevent label leakage. The rest of the phenotypic features of patients are used for training a simple auto-encoder to both reconstruct the input via the decoder and classify the ASD state via a classifier using the latent low-dimensional representation of data (encoder’s output). The auto-encoder is trained with the weighted sum of the mean squared errors as unsupervised (for labeled and unlabeled training samples) and cross-entropy as supervised (for labeled training samples) loss functions.

Results and Analysis: The boxplot of results are shown in Fig.\cite{2} GKD shows higher performance in all metrics. Improvement in accuracy and AUC indicates that GKD’s performance is not sensitive to the decision threshold and learns a more reliable latent representation than its competitors. On the contrary, DNN
shows appropriate accuracy, but it fails in AUC. This means that the embedding space of classes learned by DNN is not differentiable and selecting the right threshold is so effective. On the other hand, it has been previously suggested that graphs are good choices for modeling multi-modal datasets [23,15]. We also provided the results of the methods when the graph is available during the inference time in Supplementary Table 3 which also confirm that graph-based methods perform much better with the availability of the graph. However, in the current setting where the graph modality is not available, Parisot et al. and EV-GCN’s performance drop by about 10%, indicating that the graph availability in inference time has an important role in their architecture.
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Fig. 2: Boxplot results of compared methods on the ABIDE dataset

### 4.2 Alzheimer’s Progression Prediction on the TADPOLE dataset

The Alzheimer’s Disease Prediction Of Longitudinal Evolution (TAPOLE) [22] is a subset of Alzheimer’s Disease Neuroimaging Initiative (ADNI) data which is introduced in the TADPOLE challenge. The dataset has binary labels indicating if the patient’s Alzheimer’s status will be progressed in the next six months. The dataset contains 151 instances with diagnosis or progression in Alzheimer’s disease and 1878 who keep their status. The 15 biomarkers suggested by challenge organizers which are known to be informative in addition to the current status of patients are chosen as features. These biomarkers contains cognitive tests, MRI measures, PET measures, Cerebrospinal fluid (CSF) measures, APOE and age risk factors. We choose the biomarkers which are missing for more than 50% of patients for constructing a graph based on their available values instead of imputing the missing ones. Aβ, Tau and pTau (CSF measures) and FDG and AV-45 (PET measures) are the sparse biomarkers. We follow the steps described in [23] for graph construction. For each sparse biomarker, we connect every pair of nodes with the absolute distance less than a threshold. Then the union of constructed graphs are chosen as the final graph. More information about the
graph modality is described in Supplementary Table 1. We use 65%, 10%, and 25% for train, validation, and test split, respectively, and the labels are available for 10% of training samples.

**Results and Analysis:** The results of Alzheimer’s prediction are provided in Fig. 3. GKD is superior to its competitors in all metrics. TADPOLE is a highly imbalanced dataset and enhancing accuracy and Macro F1 means efficiency of the proposed method in diagnosis of both classes. Graph-based methods (Parisot et al. and EV-GCN) show more stability and competitive results on the TADPOLE dataset. Hence, it can be concluded that the constructed graph is more effective in the ABIDE dataset and its absence at inference time leads to inadequate performance. Despite the ABIDE dataset, DNN-JFC demonstrates unstable results on the TADPOLE (even when both modalities are available during the test time, refer to Supplementary Table 5). Comparing DNN-JFC and DNN with graph-based methods indicates that using graph-modality features directly results in more instability than using them as graphs.
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**Fig. 3:** Boxplot results of compared methods on the TADPOLE dataset

### 4.3 Synthetic Dataset

To investigate the effect of graph modality in the training phase on the results of DNN-JFC, GCN, EV-GCN, and GKD as multi-modal approaches, we create a set of synthetic datasets with different rates of missing values in the graph-modality. We generate 2000 samples, distributed equally in two classes, with 128-dimensional node features and 4-dimensional graph-modality features. The algorithm of node-feature generation is adopted from [12], which is based on creating class points normally distributed around vertices on a hypercube [25].

The features of the graph modality are drawn from a 4-dimensional standard normal distribution with mean $\mu_c$ and $\mu_m$ for each class, respectively. Then we randomly remove the graph feature values by $P_{\text{missing}}$ rate and follow the steps of the TADPOLE graph construction.
**Results and Analysis:** The results of the experiment are illustrated in Fig. 4. This experiment also supports the claim that GCN-based architectures rely on the neighborhood in the graph, and inaccessibility to the graph deteriorates the efficiency of methods. As shown in Fig. 4, increasing the rate of missing values in training degrades the trained classifier (it also happens when the graph is available in the testing phase, refer to Supplementary Fig. 5), but with increasing the missing rate, the similarity between the training and testing data overcomes and the classifier improves. It should be noted that the shortcoming of GCN-based methods in comparison with DNN-JFC is another reason showing the weakness of GCN architecture in taking advantage of graph modality. It is also worth noting that GKD benefits from both features and graph and consistently outperforms in all metrics.
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Fig. 4: Results of multi-modal methods by changing the rate of missing value in the graph-features at training

**4.4 Discussion & Conclusion**

This paper proposes a semi-supervised method to integrate distinct modalities (including imaging and non-imaging) into a unified predictive model that benefits from the graph information during the training phase and operates independently from graph modality during the inference time.

Unlike previous graph convolutional-based methods that rely on graph metadata, our GKD method shows superior performance when the graph modality is missing among unseen samples. As a proof of concept, we evaluated our method for the task of diagnosing the Autism spectrum disorder on the ABIDE dataset and predicting Alzheimer’s disease progress using the TADPOLE dataset. Extensive experimental results show that GKD manifests a consistent enhancement in terms of accuracy, AUC, and Macro F1 compared to the SOTA methods. Additionally, the ability of the method on a set of semi-labeled synthetic datasets is examined. We believe that this work opens the path to learn the classifier as it utilizes all the available information during the training time without being
concerned about the availability of one or multiple modalities while diagnosing a patient’s status.
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5 Appendix

Table 1: The table contains the features of TADPOLE dataset used for graph construction. The first row is the percentage of missing data in every feature. The second row shows the connectivity threshold used for connecting pair of nodes.

| Metric     | Aβ  | Tau | pTau | FDG | AV  |
|------------|-----|-----|------|-----|-----|
| Percentage of Missing | 74.76 | 74.96 | 74.96 | 56.18 | 94.62 |
| Threshold for Connecting | 20   | 15  | 1.5  | 0.02 | 0.03 |

Table 2: Results corresponding to boxplot of Fig. 2 demonstrating performance on ABIDE dataset when the graph modality is not available in the testing phase.

| Method         | Accuracy | F1 Macro | AUC  |
|----------------|----------|----------|------|
| Abraham et. al | 0.607 ± 0.0 | 0.594 ± 0.006 | 0.606 ± 0.0 |
| DNN            | 0.629 ± 0.0006 | 0.616 ± 0.0099 | 0.611 ± 0.0086 |
| DNN-JFC        | 0.624 ± 0.0102 | 0.623 ± 0.0112 | 0.604 ± 0.0024 |
| Parisot et. al | 0.6 ± 0.0130 | 0.578 ± 0.0076 | 0.667 ± 0.0103 |
| EV-GCN         | 0.627 ± 0.0092 | 0.6210 ± 0.0121 | 0.663 ± 0.0074 |
| GKD(proposed)  | 0.667 ± 0.0087 | 0.662 ± 0.0082 | 0.695 ± 0.0035 |

Table 3: Results on TADPOLE dataset when the graph is available in the testing phase and testing samples are also accessible during the training.

| Method         | Accuracy | F1 Macro | AUC  |
|----------------|----------|----------|------|
| Abraham et. al | 0.669 ± 0.0 | 0.594 ± 0.006 | 0.606 ± 0.0 |
| DNN            | 0.629 ± 0.0006 | 0.616 ± 0.0099 | 0.611 ± 0.0086 |
| DNN-JFC        | 0.65 ± 0.0132 | 0.641 ± 0.0197 | 0.688 ± 0.0067 |
| Parisot et. al | 0.704 ± 0.0252 | 0.685 ± 0.0398 | 0.748 ± 0.0306 |
| EV-GCN         | 0.704 ± 0.0309 | 0.69 ± 0.028 | 0.767 ± 0.0216 |
| GKD(proposed)  | 0.714 ± 0.0076 | 0.707 ± 0.0091 | 0.769 ± 0.0085 |
Table 4: Results corresponding to boxplot of Fig. 3 demonstrating performance on TADPOLE dataset when the graph modality is not available in the testing phase

| Method         | Accuracy | F1 Macro | AUC  |
|----------------|----------|----------|------|
| Abraham et. al | 0.602 ± 0.0 | 0.453 ± 0.0 | 0.623 ± 0.0 |
| DNN            | 0.722 ± 0.0412 | 0.523 ± 0.0164 | 0.695 ± 0.024 |
| DNN-JFC        | 0.796 ± 0.0539 | 0.53 ± 0.0343 | 0.662 ± 0.1072 |
| Parisot et. al | 0.763 ± 0.0389 | 0.512 ± 0.0158 | 0.619 ± 0.0844 |
| EV-GCN         | 0.766 ± 0.0686 | 0.514 ± 0.0217 | 0.629 ± 0.0883 |
| GKD(proposed)  | 0.848 ± 0.0526 | 0.587 ± 0.0237 | 0.71 ± 0.0229 |

Table 5: Results on TADPOLE dataset when the graph is available in the testing phase and testing samples are also accessible during the training

| Method         | Accuracy | F1 Macro | AUC  |
|----------------|----------|----------|------|
| Abraham et. al | 0.604 ± 0.0 | 0.454 ± 0.0 | 0.623 ± 0.0 |
| DNN            | 0.764 ± 0.0882 | 0.509 ± 0.0174 | 0.669 ± 0.0621 |
| DNN-JFC        | 0.797 ± 0.0868 | 0.514 ± 0.0217 | 0.641 ± 0.1126 |
| Parisot et. al | 0.866 ± 0.0157 | 0.559 ± 0.0408 | 0.555 ± 0.094 |
| EV-GCN         | 0.894 ± 0.0126 | 0.583 ± 0.0128 | 0.619 ± 0.0512 |
| GKD(proposed)  | 0.887 ± 0.0122 | 0.585 ± 0.0308 | 0.738 ± 0.0314 |

Fig. 5: Results of the multi-modal methods on synthetic datasets produced by changing the rate of missing values in the graph features. The graph is available in the testing phase and testing samples are also accessible during the training.