Exchange-correlation orbital functionals in current-density-functional theory: Application to a quantum dot in magnetic fields
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The description of interacting many-electron systems in external magnetic fields is considered in the framework of the optimized effective potential method extended to current-spin-density functional theory. As a case study, a two-dimensional quantum dot in external magnetic fields is investigated. Excellent agreement with quantum Monte Carlo results is obtained when self-interaction corrected correlation energies from the standard local spin-density approximation are added to exact-exchange results. Full self-consistency within the complete current-spin-density-functional framework is found to be of minor importance.

PACS numbers: 71.15.Mb, 73.21.La

I. INTRODUCTION

Since its introduction in 1964, density-functional theory (DFT)\(^1,2\) has become a standard tool to calculate the electronic structure of atoms, molecules, and solids from first principles. Early on, the original DFT formulation has been extended to the case of spin-polarized systems\(^3\) which also provides a description of many-electron systems in an external magnetic field. However, in this spin-DFT (SDFT) framework the magnetic field only couples to the spin but not to the orbital degrees of freedom, i.e., the coupling of the electronic momenta to the vector potential associated with the external magnetic field is not taken into account. A proper treatment of this coupling requires extension to current-spin-density-functional theory (CSDFT)\(^4,5\) in terms of three basic variables: the electron density \(n(r)\), the spin magnetization density \(\mathbf{m}(r)\), and the paramagnetic current density \(\mathbf{j}_P(r)\). These densities are conjugate variables to the electrostatic potential, the magnetic field, and the vector potential, respectively.

In order to be applicable in practice, DFT of any flavor requires an approximation to the exchange-correlation (xc) energy functional. The use of the local-vorticity approximation,\(^4,5\) which is an extension of the local spin-density approximation (LSDA), is problematic in CSDFT: the xc energy per particle of a uniform electron gas exhibits derivative discontinuities whenever a Landau level is depopulated in an increasing external magnetic field. This leads to discontinuities in the corresponding xc potential.\(^6\) These discontinuities then incorrectly appear when the local values of the inhomogeneous density and vorticity coincide with the corresponding values of the homogeneous electron gas. A popular way to circumvent this problem is to use functionals which interpolate between the limits of weak and high magnetic fields.\(^7,8\)

Explicitly orbital-dependent functionals, which are successfully used in DFT and collinear SDFT,\(^9,10\) are natural candidates to approximate the xc energy in CSDFT for two reasons: first, they are constructed without recourse to the model of the uniform electron gas and second, they are ideally suited to describe orbital effects such as the filling of Landau levels. In this way, the problem inherent in any uniform-gas-derived functional for CSDFT is avoided in a natural way.

The use of orbital functionals requires the so-called optimized effective potential (OEP) method\(^11\) to calculate the effective potentials. The OEP formalism has been recently generalized to non-collinear SDFT\(^12\) as well as to CSDFT.\(^13\) In addition, a larger set of basic densities has been considered in order to include the spin-orbit coupling.\(^14,15\) Recent applications of the OEP method for atoms\(^13\) and periodic systems\(^16\) have indicated that the difference between exact-exchange calculations carried out fully self-consistently within CSDFT or SDFT, respectively, is only minor. These works have also indicated that the inclusion of correlation energies is of particular importance when dealing with current-carrying states.

In this work we consider the OEP formalism within CSDFT in the presence of an external magnetic field. In particular, we focus our attention on two-dimensional semiconductor quantum dots (QDs)\(^17\) exposed to uniform and constant external magnetic fields. In addition to the various applications in the field of semiconductor nanotechnology, QDs are also challenging test cases for computational many-electron methods due to the relatively large correlation effects. Moreover, the role of the current induced by the external magnetic field is particularly relevant in QDs making them a reference system in CDFT since its early developments.\(^18\) Therefore, it is interesting to examine whether the self-consistent solution of CSDFT differs from the result obtained by adding the external vector potential to the SDFT scheme, which amounts to neglecting the xc vector potential of CSDFT.

As expected, we find that the bare exact-exchange (EXX) result is not sufficient to obtain total energies
in agreement with numerically accurate quantum Monte Carlo (QMC) results, although a considerable improvement to the Hartree-Fock result is found. However, including the self-interaction corrected LSDA correlation energies to the EXX solution leads to total energies that agree very well with QMC results. In addition, within the given approximations, our results confirm that the role of self-consistent calculations in the framework of CSDFT is only minor. In particular, we observe that accurate total energies and densities can also be obtained by simply modifying the SDFT scheme by including the coupling to the external vector potential. Indeed, this procedure has been employed in the past to partially remedy the lack of good approximate current-dependent functionals. Here, a validation is provided in the more general context of the OEP framework.

This paper is organized as follows. In Sec. II A we review the OEP method in CSDFT. The formalism is then adapted to the case of QDs in magnetic fields in Sec. II B. In Sec. III A we discuss details of the numerical procedure before presenting the results of our calculations in Sec. III B. A brief summary is given in Sec. IV.

II. OPTIMIZED EFFECTIVE POTENTIAL METHOD IN CSDFT

A. General formalism

The Kohn-Sham (KS) equation in CSDFT reads (Hartree atomic units are used throughout unless stated otherwise)

\[ \left[ \frac{1}{2} \left( -i \nabla + v_s(r) \right)^2 + v_s(r) + \mu_B \sigma B_s(r) \right] \Phi_k = \varepsilon_k \Phi_k. \]  

The three KS potentials are given by

\[ v_s(r) = v_0(r) + v_H(r) + v_{xc}(r) + \frac{1}{2e^2} \left[ A_0^2(r) - A_s^2(r) \right], \]

\[ B_s(r) = B_0(r) + B_{xc}(r), \]

and

\[ A_s(r) = A_0(r) + A_{xc}(r), \]

where the xc potentials are functional derivatives of the xc energy \( E_{xc} \) with respect to the corresponding densities,

\[ v_{xc}(r) = \frac{\delta E_{xc}[n, m, j_p]}{\delta n(r)}, \]

\[ B_{xc}(r) = -\frac{\delta E_{xc}[n, m, j_p]}{\delta m(r)}, \]

and

\[ \frac{1}{c} A_{xc}(r) = \frac{\delta E_{xc}[n, m, j_p]}{\delta j_p(r)}, \]

respectively. The self-consistency cycle is closed by calculating the density

\[ n(r) = \sum_{k=1}^{occ} \Phi_k^*(r) \Phi_k(r), \]

the magnetization density

\[ m(r) = -\mu_B \sum_{k=1}^{occ} \Phi_k^*(r) \sigma \Phi_k(r), \]

and the paramagnetic current density

\[ j_p(r) = \frac{1}{2}\sum_{k=1}^{occ} \left[ \Phi_k^*(r) \nabla \Phi_k(r) - (\nabla \Phi_k^*(r)) \Phi_k(r) \right]. \]

The ground-state total energy of the interacting system can then be computed from

\[ E[n, m, j_p] = T[n, m, j_p] + U[n] + E_{xc}[n, m, j_p] + \int dr n(r) v_0(r) - \int dr m(r) B_0(r) + \frac{1}{c} \int dr j_p(r) A_0(r) + \frac{1}{2e^2} \int dr n(r) A_{xc}^2(r), \]

where \( T \) and \( U \) are the kinetic energy of the KS system and the Hartree energy, respectively.

Gauge invariance of the energy functional implies that \( E_{xc} \) depends on the current only through the vorticity,

\[ \nu(r) = \nabla \times \langle j_p(r)/n(r) \rangle, \]

i.e., \( E_{xc}[n, j_p, m] = \tilde{E}_{xc}[n, \nu, m] \). This immediately leads to the following relation for the xc vector potential

\[ \nabla (n(r) A_{xc}(r)) = 0. \]

If one uses an approximate \( E_{xc} \) which is given explicitly in terms of the densities, the calculation of the corresponding xc potentials via Eqs. (5)-(7) is straightforward. Here, however, we deal with approximations to the xc energy which are explicit functionals of the KS spinor orbitals \( \Phi_k \). These functionals are, via the Hohenberg-Kohn theorem, implicit functionals of the densities. In the spirit of the original OEP formalism, the corresponding integral equations for the xc potentials can be derived by requiring that the effective fields minimize the value of the ground-state total energy (11). Therefore, the functional derivatives of the total energy with respect to the three KS potentials are required to vanish. This
procedure leads to three OEP equations which are most conveniently written as:

\[ \sum_{k=1}^{\text{occ}} \Phi^+_k(r) \Psi_k(r) + h.c. = 0, \]  
(14)

\[ -\mu_B \sum_{k=1}^{\text{occ}} \bar{\Phi}_k(r) \gamma \Psi_k(r) + h.c. = 0, \]  
(15)

and

\[ \frac{1}{2} \sum_{k=1}^{\text{occ}} \left( \Phi^+_k(r) \nabla \Psi_k(r) - \left( \nabla \Phi^+_k(r) \right) \Psi_k(r) \right) - h.c. = 0, \]  
(16)

where we have defined the so-called “orbital shifts”:

\[ \Psi_k(r) = \sum_{j=1}^{\infty} \frac{D^j_{kj} \Phi_j(r)}{\epsilon_k - \epsilon_j}, \]  
(17)

with

\[ D^j_{kj} = \int dr' \left\{ v_{xc}(r') \Phi^+_j(r') \Phi_k(r') \right\} + \frac{1}{2i} \left[ \Phi^+_j(r') \nabla \Phi_k(r') - \left( \nabla \Phi^+_j(r') \right) \Phi_k(r') \right] \]

\[ + \mu_B B_{xc}(r') \Phi^+_j(r') \gamma \Phi_k(r') - \Phi^+_j(r') \frac{\delta E_{xc}}{\delta \Phi^+_j(r')} \right\}. \]  
(18)

The orbital shifts \( \Psi_k \) have the structure of a first-order shift from the unperturbed orbital \( \Phi_k \) under a perturbation whose matrix elements are given by \( D^j_{kj} \). Physically, the OEP equations (14)-(16) then imply that the densities do not change under this perturbation. If \( A_{xc} \) is set to zero, Eqs. (14) and (15) reduce exactly to the OEP equations of non-collinear SDFT.\(^{12} \)

Eqs. (14) - (16) form a set of coupled integral equations for the three unknown xc potentials, and they can be solved by a direct computation of the orbital shifts.\(^{12,20} \)

Alternatively, one can employ the Krieger-Li-Iafrate (KLI) approach as a simplifying approximation,\(^{21,22} \) which is known to yield potentials which are very close to the full OEP ones in SDFT. In the following we utilize the KLI approximation in the description of a quasi-two-dimensional semiconductor QD in an external magnetic field.

**B. Application to quantum dots**

The QD is described as a many-electron system restricted to the \( xy \) plane and confined in that plane by an external parabolic potential \( v_0 = \frac{1}{2} m^* \omega_0^2 r^2 \) with \( r^2 = x^2 + y^2 \). Following the most common experimental setup,\(^{17} \) the external magnetic field is defined to be uniform and perpendicular to the \( xy \) plane, i.e., \( B_0(r) = \nabla \times A_0(r) = B_0 e_z \) with the gauge \( A_0(r) = B_0 r e_\theta / 2 \). We apply the effective-mass approximation with the material parameters for GaAs, i.e., the effective mass \( m^* = 0.067 \), the dielectric constant, \( \epsilon_r = 12.4 \), and the effective gyromagnetic ratio \( g^* = -0.44 \).

In QDs the magnetization is parallel to the external field, i.e., these systems show collinear magnetism. Therefore, the KS magnetic field \( B_s \) and the magnetization density have only non-vanishing \( z \)-components. The Pauli-type KS equation becomes diagonal in spin space and can be decoupled into two separate equations for the spin-up and spin-down orbitals \( \varphi_{\sigma}(r) \). We further assume that the xc potentials preserve the cylindrical symmetry of the problem, i.e.,

\[ v_{xc}(r) = v_{xc}(r) = v_{xc}(r) \pm \mu_B g^* B_{xcz}(r), \]  
(19)

where the upper signs are for spin-up and lower signs for spin-down electrons, and \( A_{xc}(r) = A_{xc}(r) e_\theta \). Due to the cylindrical symmetry we can separate the wave function into radial and angular parts as \( \varphi_{\sigma}(r) = \exp(i l \theta) R_{sl\sigma}(r) \), where the radial wave functions \( R_{sl\sigma}(r) \) are real-valued eigenfunctions of the Hamiltonian

\[ \hat{H}_{slo} = -\frac{1}{2m^*} \left( \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} - \frac{l^2}{r^2} \right) + \frac{l}{2} \omega_c + m^* \Omega^2 / 2 r^2 \]

\[ + \frac{l}{m^* c} \frac{A_{xc}(r)}{r} \pm \mu_B m^* g^* B_0 + v_H(r) + v_{xc}(r), \]  
(20)

with the total confinement \( \Omega = \sqrt{\omega_0^2 + \omega_r^2} / 4 \), and the cyclotron frequency \( \omega_c = B_0 / m^* c \). The radial wave functions are expanded in the basis of eigenfunctions of the corresponding non-interacting problem, i.e., the eigenfunctions of the Hamiltonian (20) with the Hartree and all xc potentials set to zero.

As a consequence of the cylindrical symmetry, the densities are independent of the angle and thus given solely in terms of \( r = |r| \). Also, only the \( \theta \)-component of the paramagnetic current density, as the conjugate variable to the vector field in this direction, plays a role, i.e., \( J_\theta(r) = (j_{\theta}(r) + j_{\phi}(r)) e_\theta \). Instead of using the density and the \( z \)-component of the magnetization, one employs the spin-up and spin-down densities. Hence, the three densities to be determined are \( n_1(r), n_\perp(r), \) and \( j_{\phi}(r) \).

Consequently, the OEP-KLI equations are given as a \( 3 \times 3 \) matrix equation which reads

\[ \mathcal{D}(r) \mathcal{V}_{xc}(r) = \mathcal{R}(r), \]  
(21)

where the potential vector is given by

\[ \mathcal{V}_{xc}(r) = \left( v_{xc}(r), v_{xc}(r), \frac{1}{e} A_{xc}(r) \right). \]  
(22)

The matrix \( \mathcal{D} \) reads

\[ \mathcal{D} = \begin{pmatrix} n_1(r) & 0 & j_{\phi}(r) \\ 0 & n_\perp(r) & j_{\phi}(r) \\ j_{\phi}(r) & j_{\phi}(r) & N(r) \end{pmatrix}, \]  
(23)
where the densities and current densities are given by

\[ n_\sigma(r) = \sum_{\{jl\}} R_{jl\sigma}^2(r), \]

\[ j_{\sigma}(r) = \sum_{\{jl\}} \frac{l}{r} R_{jl\sigma}^2(r). \]

The last component \( N(r) \) in Eq. (21) reads

\[ N(r) = \sum_{\sigma=\uparrow,\downarrow} \sum_{\{jl\}} \frac{l^2}{r} R_{jl\sigma}^2(r). \]  

The right-hand-side of Eq. (21) contains functional derivatives of the xc energy. They can be calculated once an approximation to the xc energy is specified. Here, we use the EXX approximation to \( E_{xc} \), i.e.,

\[ E_{xc}^{EXX} = -\frac{1}{2} \sum_{\sigma=\uparrow,\downarrow} \sum_{\{jl\},\{km\}} \int d^2r \, d^2r' \frac{\varphi_\sigma^*(r') \varphi_\sigma^*(r) \varphi_{km\sigma}(r') \varphi_{km\sigma}(r)}{e^\sigma |r-r'|}. \]  

The first two components of \( R \) on the RHS of Eq. (21) are then given by

\[ R_{1,2}(r) = \frac{1}{2} \sum_{\sigma=\uparrow,\downarrow} \sum_{\{jl\},\{km\}} R_{jl\sigma}(r) R_{km\sigma}(r) \]

\[ \times \int d^2r' \, e^{i\theta'(l-m)} \frac{R_{jl\sigma}(r') R_{km\sigma}(r')}{\sqrt{r'^2 + r'^4 - 2r' r \cos \theta'}} \]

\[ - \frac{1}{2} \sum_{\sigma=\uparrow,\downarrow} \sum_{\{jl\}} n_{jl\sigma}(r) D_{jl\sigma}^\sigma + c.c., \]  

where for \( R_1 \) \( \sigma = \uparrow \) and for \( R_2 \) \( \sigma = \downarrow \). The third component is given by

\[ R_3(r) = -\frac{1}{2} \sum_{\sigma=\uparrow,\downarrow} \sum_{\{jl\},\{km\}} \frac{l+m}{2} R_{jl\sigma}(r) R_{km\sigma}(r) \]

\[ \times \int d^2r' \, e^{i\theta(l-m)} \frac{R_{jl\sigma}(r') R_{km\sigma}(r')}{\sqrt{r'^2 + r'^4 - 2r' r \cos \theta'}} \]

\[ - \frac{1}{2} \sum_{\sigma=\uparrow,\downarrow} \sum_{\{jl\}} j_{\sigma}(r) D_{jl\sigma}^\sigma + c.c., \]  

with

\[ D_{jl\sigma} = \int d^2r \left( \nu_{xc\sigma}(r) + \frac{l+m}{2} A_{xc\sigma}(r) \right) R_{jl\sigma}^2(r) \]

\[ + \int d^2r d^2r' e^{i\theta(l-m)} \sum_{\{km\}} R_{jl\sigma}(r') R_{km\sigma}(r') R_{jl\sigma}(r) R_{km\sigma}(r) \]

\[ \frac{\sqrt{r'^2 + r'^4 - 2r' r \cos \theta'}}{\sqrt{r^2 + r^4 - 2r r \cos \theta'}}. \]  

in all three cases.

### III. Numerical Results

#### A. General remarks

A detailed analysis of Eq. (21) reveals that for a system with a vanishing current the third line of the matrix equation vanishes identically. However, for these states the correct value of the current is already obtained at the level of SDFT as a natural symmetry constraint. In fact, using zero vector potential as the initial value, one can show that it remains zero at each iteration. Hence, one recovers the original SDFT result for non-current-carrying states. On the other hand, for current-carrying states the xc vector potential is always non-vanishing even if one chooses a vanishing vector potential as the initial value.

A closer inspection of the KLI equations shows that they become linearly dependent in the asymptotic region and therefore do not have a unique solution. In our numerical procedure, we take a pragmatic approach to the problem of linearly dependent KLI equations and add a very small positive constant to \( N(r) \) in Eq. (26). As the consequence, the limit becomes \( A_{xc\sigma}(r) \rightarrow 0 \). In addition, we impose \( v_{xc\sigma}(r) \rightarrow -1/r \). This procedure also limits the possible appearance of numerical artifacts in the KLI potentials resulting from a finite basis-set. Such difficulties have also occurred for open-shell atoms. Although we face similar problems in QD calculations (see below), we have confirmed that the evaluation of the total energies, densities, and currents is not considerably affected. A further analysis is presented elsewhere.

In the context of the full solution of the OEP equations, problems in the computation of the effection potential due to the use of a finite basis-set have been recently analyzed in several works, and different possible solutions have been proposed.

#### B. Examples

Figure 1 shows the total energy of a six-electron QD (\( \omega_0 = 5 \) meV) as a function of \( B_0 \). The kinks correspond to changes in the ground-state configuration \((L_z, S_z)\). Apart from the fully-polarized \((S_z = 3)\) states, the EXX energies (dotted line) are considerably too large when compared with the accurate QMC results (dashed line). EXX also leads to an erroneous occurrence of the \((-5, 2)\) ground-state at \( B_0 = 1.5...2.0 \) T. However, adding the LSDA correlation post-hoc to the EXX energies (EXX+cLSDA) yields the correct sequence of states as a function of \( B_0 \). This is a major improvement over the cLSDA-corrected Hartree-Fock calculation which does not give the correct ground states for a similar system. As expected, the corrections given by cLSDA are largest for the unpolarized state \((0, 0)\) and smallest for the completely polarized states \((-15, 3)\) and \((-21, 3)\). This is due to the fact that the electron exchange has a
larger effect on the total energy in systems with a high number of same-spin electrons.

Despite the improvement of EXX+cLSDA over the bare EXX, the result is not satisfactory in comparison with QMC: Figure 1 shows that the energies of EXX+cLSDA are consistently too low by 1–1.5 meV. On the other hand, the agreement between QMC and the conventional LSDA (dash-dotted line) is very good. Hence, taking into account that the EXX is expected to capture the true exchange energy by a good accuracy (the only deviation arising from the missing correlation in the self-consistent solution), our result demonstrates the inherent tendency of the LSDA to cancel out its respective errors in exchange and correlation. This well-known error cancellation is lost when adding LSDA correlation to the EXX result. As expected, the performance of EXX+cLSDA with respect to QMC is at its best in the fully polarized regime ($B_0 \gtrsim 5$ T), where the exchange contribution in the total energy is relatively at largest.

As a simple cure to the error in EXX+cLSDA, we apply a type of self-interaction correction as first suggested by Stoll and co-workers. The LSDA correlation energy can be improved by

$$E_{\text{c}^{\uparrow}\uparrow\text{LSDA}} = E_{\text{cLSDA}} - \int d^2r \left\{ n_{\uparrow}(r)e_{\uparrow}[n_{\uparrow},0] + n_{\downarrow}(r)e_{\downarrow}[0,n_{\downarrow}] \right\},$$

where $e_{\uparrow}[n_{\uparrow},n_{\downarrow}]$ is the correlation energy per electron in the two-dimensional electron gas. Therefore, in this approximation, denoted as EXX+c↑↑LSDA, the correlation energy between like-spin electrons is removed. We emphasize that this contribution is non-zero in the exchange vector potential (a.u.)

FIG. 1: (color online). Total ground-state energy (minus $\Omega = 6\sqrt{\omega_0^2 + \omega_r^2}/4$) in a six-electron quantum dot as a function of external magnetic field (SI units). The results have been calculated using the exact-exchange (EXX), EXX with LSDA correlation (EXX+cLSDA), and EXX with the corrected LSDA correlation (EXX+c↑↑LSDA). The LSDA and quantum Monte Carlo (QMC) results$^8$ are shown for comparison. The arrows mark the points where the ground-state configuration $(L_z, S_z)$ changes.
IV. SUMMARY

We have applied the optimized effective potential method in current-spin-density functional theory to two-dimensional systems exposed to external magnetic fields. We have observed that the bare exact-exchange result (within the KLI approximation) is not sufficient in finding the correct ground-state sequence as a function of the magnetic field, although a considerable improvement over the Hartree-Fock results is found. Adding the correlation energy in the form of the standard local spin-density approximation yields excellent agreement of the ground-state energies with quantum Monte Carlo results, if the spurious self-interaction error is corrected. Moreover, within the specified approximations, we found no considerable differences in total energies and densities when comparing the results obtained using a full-fledged current-spin-density functional theory and a spin-density functional scheme modified to include the coupling to the external vector potential.
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