Abstract—Simulating the radar illumination of large scenes generally relies on a geometric model of light transport which largely ignores prominent wave effects. This can be remedied through coherence ray-tracing, but this requires the Wigner transform of the aperture. This diffraction function has been historically difficult to generate, and is relevant in the fields of optics, holography, synchrotron-radiation, quantum systems and radar. In this paper we provide the Wigner transform of arbitrary polygons through geometric transforms and the Stokes Fourier transform; and display its use in Monte-Carlo rendering.
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I. INTRODUCTION

The modelling and simulation of radar signal propagation can allow for performance predictions, detection algorithm development and scene reconstruction. Conventional ray-based light transport allows for fast simulation in large environments but doesn’t account for the wave nature of light. For large-scale optical renders this is usually inconsequential, however at radar wavelengths or small optical scales wave effects become very prominent. One such effect of interest is the diffraction pattern of transmit apertures.

As outlined in [1]–[3], the radiation pattern of an aperture can be described using the coherence relationship. This yields the Wigner function, a bilinear spectral radiance distribution. Bastiaans [4] outlined a framework in which this distribution can be transported along geometric rays, and many authors since have studied the propagation of these and similar distributions [5], [6]. In [7], an explicit connection between the Wigner function and the geometric light-field was analysed. This function was implemented for optical renderings as a diffraction shader by [8]. In [9], the Wigner function was used for radar rendering including phased arrays, but only with simple elements. A result for a circular aperture was presented in [10] and further expanded by [11].

The Wigner transform has been widely used for phase-space modelling in the fields of optics, holography, synchrotron-radiation, quantum systems and radar. Use of this formulation has been mostly restricted to simple geometries, as the computation of this function is both analytically and numerically difficult due to the high dimensionality, inseparability and sampling densities required. Inspired by the work of [12], [13] on aperture transforms, we pursue an analytic formulation of the coherence distribution. In this paper we provide a polygonal form of the autocorrelation, Wigner and Ambiguity functions which is computationally tractable and physically accurate. We then use this to characterise the pattern of apertures, and integrate it into conventional renderers to verify our proposal. In Section II we introduce the statistical radiometric models used to characterise the source of radiation. The main contributions of this paper are given in Section III, where we first introduce a motivating literature result, and then propose a solution to evaluating the radiation density functions. Section IV links the Wigner function with observable radiometric quantities and provides visualisations of the 4D functions. The proposed method is compared with traditional diffraction in Section V, in addition to qualitative rendering. Concluding remarks are made in Section VI.

Fig. 1: A coherent transmitter in a traditional rendering environment. The beam shape and divergence is clearly visible.

II. STATISTICAL RADIOMETRIC MODEL

In this section we present the radiometric model used to generate steady-state scenes illuminated by coherent sources. In this framework we retain the incoherent nature of ray traced rendering, but compute the coherence effect at the source
rather than an observation point. In traditional rendering environments sources are considered either incoherent or point-like. As outlined in [2], the measurable signal is the power of a complex-valued scalar field originating from a transmitter. It is well known from the Wiener-Khinchin theorem that the energy spectral density (ESD) and autocorrelation (ACF) of the field form a Fourier dual pair with respect to the lag variable, providing the gain over a spectrum of spatial frequencies. If instead we consider the Fourier transform of the complex scalar field with respect to position, we are led to Fraunhofer diffraction [14]. This is valid in the far-field, however many real scenarios include near-field effects with a spatially varying spectral density. The field at the aperture of the transmitter can be modelled as a complex scalar field $u(x)$, or statistically with autocorrelation functions $R_{x_ix_j}(x_i, x_j), R_{x\xi}(x, \xi)$, also known as the mutual power:

$$u(x) = A(x) e^{-2\pi j \nu \cdot x}$$  \hspace{1cm} (1a)

$$R_{x_ix_j}(x_i, x_j) = \langle u(x_i) u^\dagger(x_j) \rangle$$ \hspace{1cm} (1b)

$$R_{x\xi}(x, \xi) = \langle u(x + \xi/2) u^\dagger(x - \xi/2) \rangle$$ \hspace{1cm} (1c)

Where $x = (x_i + x_j)/2$ is the position vector, $\xi = x_i - x_j$ is the spatial lag, and $\nu$ is the spatial frequency vector also known as the linear wavevector. The field $u$ is distributed over the aperture according to $A(x)$. For simplicity, we drop the rapidly varying oscillation and simply take the root-mean-squared (rms) field for the expected value of the autocorrelation functions. The ACF marginal distributions can be found by integrating over either the position or lag domains, and form Fourier pairs with what is typically called antenna gain.

$$R_\xi(\xi) = \int R_{x\xi}(x, \xi) dx \hspace{1cm} (2a)$$

$$R_x(x) = \int R_{x\xi}(x, \xi) d\xi \hspace{1cm} (2b)$$

The aperture gain as a function of the wavevector $\nu$ or wavevector shift $\nu$ can be found by taking the Fourier transform (FT) of the various distributions with respect to spatial lag $\xi$ or position $x$.

$$F_\nu(\nu) = \int u(x) e^{-2\pi j \nu \cdot \xi} d\xi \hspace{1cm} (3a)$$

$$W_{x,\nu}(x, \nu) = \int R_{x\xi}(x, \xi) e^{-2\pi j \nu \cdot \xi} d\xi \hspace{1cm} (3b)$$

$$A_{\nu,\xi}(\nu, \xi) = \int R_{x\xi}(x, \xi) e^{-2\pi j x \cdot \xi} dx \hspace{1cm} (3c)$$

Here $F_\nu(\nu)$ is the Fraunhofer field gain. $W_{x,\nu}(x, \nu)$, $A_{\nu,\xi}(\nu, \xi)$ are the position and lag power spectra, the famous Wigner function (WF) and Ambiguity function (AF) [15]. These provide the antenna gain as a function of position and wavevector, and lag and wavevector-shift.

![Real part of Stokes Fourier transform of two coherent sources. This transform is valid for both convex and disjoint sets, remains analytical and is not bound by the grid requirements of the FFT. Here we display the function on a symmetric dB scale with wavevector axes down to 3.19 mm (94 GHz).](image)

**III. Stokes Transforms**

In this section, we address the problem of generating the positional density function. This is a particularly difficult problem due to the high dimensionality of the function, its inseparability across dimensions, and the generally high sampling resolution required for problems of interest. Whereas the Fast Fourier Transform (FFT) is a grid-based method, the Stokes transform is analytical and based on the geometry of the element. This allows for arbitrary sampling schemes and resolutions. We first outline a literature result which performs a Stokes Fourier transform (SFT). We then adapt this technique for the Wigner and Ambiguity transforms by finding appropriate slices of the autocorrelation function.

**A. Literature Result: Stokes Fourier Transform**

In [12], [13], the authors describe the Fourier transform of coherently illuminated polygons and polyhedra. By considering a uniform illumination and Stokes’ theorem, the transform can be found using a directed cyclic graph over the vertices.

We begin by considering the Fourier transform of the polygon $\Gamma$ at frequency vector $\nu \in SO(3, \mathbb{C})$. The polygon $\Gamma$ is parameterised by the directed cyclic graph of vertices $V \in E(3, \mathbb{R})$ without intersection and with a winding number of +1 with respect to the normal $\hat{n}$. The lag between vertices is $V'_i = V_i - V_j$ and the mean $\bar{V}_i = \frac{V_i + V_j}{2}$. The plane perpendicular, parallel and cross-parallel components of the frequency vector are given below.

$$\nu = (\nu \cdot \hat{n}) \hat{n}, \hspace{0.5cm} \nu_{\parallel} = \nu - \nu_{\perp}, \hspace{0.5cm} \nu_{\times} = \hat{n} \times \nu_{\parallel} \hspace{1cm} (4)$$

The Stokes Fourier transform (SFT) can be computed by iterating over the edges of the polygon.

$$F(\nu, \Gamma) = \frac{\nu_{\times}}{2\pi \|\nu_{\parallel}\|_2} \sum_{i=0}^{m} V'_i \text{sinc} (\nu \cdot V'_i) e^{2\pi j (\nu \cdot V_i)} \hspace{1cm} (5)$$
with the normalised sinc function \( \text{sinc}(x) = \frac{\sin(\pi x)}{\pi x} \). For a uniformly illuminated polyhedron, the SFT is found as the sum over sub-components. The transform for the three-dimensional figure \( \Pi \) with \( n \) faces indexed as \( j \) is:

\[
F(\nu, \Pi) = \frac{\nu^*}{2\pi^2 j ||\nu||^2} \sum_{j=0}^{n} \hat{n}_j F(\nu, \Gamma_j) \tag{6}
\]

\( \hat{n}_j \) is the outward pointing normal of each sub-polygon, and we take \( \nu \) with respect to the frame of the polyhedron.

1) 1D Form: Although trivial, we provide the SFT for a 1D figure. As the phase-space factors for 2D+ figures exist in a 4D+ space, the 1D version can be useful in visual debugging. Compared to the dense FFT, this form can also reduce the computational burden for sparse figures.

\[
F(\nu, I) = V_s \text{sinc}(\nu \cdot V) e^{2\pi j \nu} \tag{7}
\]

2) Multiple Radiators: As a minor extension, we consider the effect of multiple coherently radiating elements. This is important for objects modelled as a mesh, for self-intersecting geometries such as the bow-tie antenna, or for multiple-input multiple-output (MIMO) and phased array antennas.

The transforms for the coherently radiating collections \( I_1, I_2, \ldots, I_n \) are provided below. In the 1D case \( \hat{p}_i \) is a unit vector parallel to the edge.

\[
F(\nu, I_1) = \sum_{i=0}^{m} \left( 1 - \frac{\nu^*}{||\nu||^2} \cdot \hat{p}_i \right) F(\nu, I_1) \tag{8a}
\]

\[
F(\nu, I) = \frac{\nu^*}{||\nu||^2} \sum_{j=0}^{n} \hat{n}_j F(\nu, \Gamma_j) \tag{8b}
\]

\[
F(\nu, \Pi) = \frac{\nu^*}{||\nu||^2} \sum_{k=0}^{o} \hat{n}_k F(\nu, \Pi_k) \tag{8c}
\]

Figure 2 shows the result of the SFT on two chevrons down to a wavelength of 3.19 mm. Typically the magnitude squared of the FT is taken, however we simply display the real part of the transform to emphasise the complex nature of the function.

B. Autocorrelation Transforms

We now consider the autocorrelation functions arising from coherent uniformly illuminated radiators. Although this function can easily be retrieved in a discrete framework, the sampling requirements can become prohibitive so we seek a closed form expression. The non-locality of the ACF further complicates sampling, but the region containing non-zero contributions can be found using the Minkowski automean.

1) Full Autocorrelation & Efficient Sampling: The full autocorrelation function jointly describes the mutual power of a field in terms of position and lag, and evaluation of (1c) is simple enough. When evaluating at an arbitrary position \( x \), it is worthwhile to know if the field will be non-zero. Noting a point in position-lag space \( (x, \xi) \) corresponds to the two points in position space \( x_{i,j} = x + \xi/2 \), the autocorrelation function is non-zero only if both \( x_{i,j} \) are within the mutual support of the original region. For convex radiators this support is the convex hull. However for non-convex or disjoint radiators it is more complex as illustrated in Figure 3.

We define this mutual support as the set of position vectors where the autocorrelation function is non-zero, and call this the Minkowski automean. The Minkowski mean of two sets \( A, B \) is formed by taking the mean of each vector in one with each vector in the other leading to mutual mutual power as a function of position or lag respectively.

\[
\vec{A} \cdot \vec{B} = \left\{ \frac{a + b}{2} \mid a \in A, b \in B \right\} \tag{9}
\]

The automean \( \vec{A} \) is simply the result when \( A \) and \( B \) are identical. The mutual support for multiple radiators \( \Gamma_{i,j,...,m} \) is found by first generating the set \( \Gamma = \bigcup_{i=0}^{m} \Gamma_i \), then taking the automean \( \Gamma = \vec{\Gamma}, \vec{\Gamma} \).

2) Autocorrelation Slices: The integrals (2a), (2b) yield the total mutual power as a function of position or lag respectively, but can be difficult and expensive to compute. Similarly the Wigner and Ambiguity functions rely on integrals over a slice of the full ACF. A geometric interpretation allows slices to be found as products of the field with a transformed version of itself. Dropping the expectation value for brevity, a slice of the ACF at a position or lag can expressed:

\[
R_{x,\xi} (x, \cdot) = M_{(x)}^+ u(\cdot) M_{(x)}^- u_0^\top \tag{10a}
\]

\[
R_{x,\xi} (\cdot, \xi) = T_{(-x)} u(\cdot) T_{(x)} u_0^\top \tag{10b}
\]

with \( \cdot \) denoting the entirety of a coordinate, \( M_{(x)}^+ \) the transformation matrix for scaling and transforming to the origin, \( M_{(x)}^- \) the transformation for reflection about the origin, followed by scaling and transforming to the origin, \( T(a) \) for translation, and the mean geometric location of the field \( x \).

\[
M_{(x)}^+ = \begin{bmatrix} 2I & -x \\ 0 & 1 \end{bmatrix}, \quad M_{(x)}^- = \begin{bmatrix} 2I & x \\ 0 & 1 \end{bmatrix}, \quad T(a) = \begin{bmatrix} I & a \\ 0 & 1 \end{bmatrix} \tag{11}
\]
For a uniform illumination, the field \( u \) can be considered an indicator function defined over the set \( \Gamma \), with a mutual support \( \bar{\Gamma} \). For a point in position space \( \mathbf{x} \), we find the set \( \Gamma_\mathbf{x}^\pm(\mathbf{x}, \cdot) \) spanning lag space. Similarly a point in lag space \( \xi \) has the set \( \Gamma_\xi^\pm(\cdot, \xi) \).

\[
\Gamma_\mathbf{x}^\pm(\mathbf{x}, \cdot) = \left( M_\mathbf{x}^+(\mathbf{x}) \Gamma \right) \cap \left( M_\mathbf{x}^-(\mathbf{x}) \Gamma \right) \tag{12a}
\]

\[
\Gamma_\xi^\pm(\cdot, \xi) = \left( T_{-\xi} \Gamma \right) \cap \left( T_{\xi} \Gamma \right) \tag{12b}
\]

Figure 4 visually illustrates the various transforms for extracting slices in both position and lag space.

### C. Stokes Wigner Transform

With slices of the autocorrelation function at locations \( \mathbf{x} \) spanning lags \( \xi \), we can now evaluate the Wigner transform (3b) using the Stokes Fourier transform (5) for a specific wavevector \( \nu \).

\[
W_{\mathbf{x},\nu}(\mathbf{x}, \nu) = F(\nu, \Gamma_\mathbf{x}(\mathbf{x}, \cdot)) \tag{13}
\]

### D. Stokes Ambiguity Transform

The Ambiguity function can be similarly found with autocorrelation slices spanning positions \( \mathbf{x} \). For a specific wavevector shift \( \nu \) we have

\[
A_{\nu,\xi}(\mathbf{u}, \mathbf{x}) = F(\nu, \Gamma_\mathbf{x}^\prime(\cdot, \xi)) \tag{14}
\]

### IV. INTERPRETING 4D FUNCTIONS

A common approach for presenting the 4D light field involves a tiled arrangement of function slices [16]. These can be difficult to interpret and noisy when a low number of samples are taken. An alternative approach is to display the marginal projections on orthogonal axes on a grid. This approach is visually simple, displays key features of the distribution, and has the advantage that the projections have meaningful physical interpretations.

In Figure 5 we display the projections of the autocorrelation, Wigner and Ambiguity functions. These are setup such that each image projection has a common orthogonal axis with its neighbour. The diagonal tiles contain measurable projections such as radiant intensity and radiant flux, whereas the off-diagonal elements contain interference components. It should be noted that these off-diagonals elements are full autocorrelation, Wigner and Ambiguity functions in their own right.

### A. Physical Interpretations

With \( u(\mathbf{x}) \) a complex scalar with amplitude \( |u| \), we take the Wigner transform to find the diffractive effects. This yields a wavevector-spectral density with units of amplitude squared per square Raman \( |\Sigma|/R^2 \). Radiance at the source for a particular wavelength \( \lambda \) can be found through dividing by the spatial and wavevector measures. The radiance Wigner function \( W_{L_e,\Omega}(\mathbf{x}, \mathbf{u}) \) is now a function of the unit direction vector \( \hat{\mathbf{u}} \) and has units \( |\Sigma|/(sr \cdot m^2) \).

\[
W_{L_e,\Omega}(\mathbf{x}, \hat{\mathbf{u}}) = \frac{W(\mathbf{x}, \mathbf{\nu})}{4\pi A \lambda^2} \tag{15}
\]

Through marginal projections, other familiar quantities can be found. The geometric flux vector \( J_e(\mathbf{x}) \) can be found by integrating the Wigner function with the normalised wavevector and area over the spatial frequency domain. The spectral intensity of the surface, \( I_{e,\Omega} \), can be found by integrating the Wigner function over the spatial domain. This does not include

\[\]
the dot-product of the emission, path and observation point normals. The total power $P_e$ can be found by integrating over the entire spatial-wavevector domain.

$$J_e(x) = \int \frac{\nu}{A \|\nu\|_2} W(x, \nu) d\nu \quad [\Sigma / m^2] \quad (16a)$$

$$I_{e,\Omega}(\nu) = \int W(x, \nu) dx \quad [\Sigma / R^2] \quad (16b)$$

$$P_e = \int \int W_{L_{e,\Omega}}(x, \nu) dx d\nu \quad [\Sigma] \quad (16c)$$

It should be noted that the Wigner function becomes negative in parts, violating the requirements for it to be a true radiance function. However, [17] shows that it is impossible for any radiance function to satisfy all physical requirements. It is shown in [7], that any measurement of this field described by Wigner diffraction which encompasses a volume satisfying the uncertainty principle is positive semi-definite. For more details and other physical interpretations such as effective width and beamwidth see [15].

V. RESULTS AND DISCUSSION

We demonstrate the coherent Wigner transmitter as a plugin to the Mitsuba2 renderer [18]. The radiometer is modelled as a pinhole camera sensitive to a narrowband, at 94 GHz and each pixel corresponds to a small $\Delta \Omega$.

Following the Kajiya formulation of light transport the power transported through a series of light paths is evaluated. We consider the radiance at a point in the world frame $x'$ equipped with a normal $\hat{n}'$ arising from direct illumination by the transmitter. A point $x$ on the transmitter’s mutual support $\Gamma$ is sampled, and the direct path between the two is found $r = x' - x$. Normalising $r$ we retrieve the outgoing wavevector for a specified wavelength $\nu = \frac{r \lambda}{\|r\|^2}$. A simplified transport equation can be written for the Poynting flux at a world point arising from a single phase-space component of the coherent transmitter:

$$dS(x') = W(x, \nu) (\hat{n} \cdot \hat{r}) \frac{\hat{r} A}{\|r\|^2} \lambda^2 \quad (17)$$

A more detailed treatment of transport and diffraction of Wigner functions can be found in [4], [6]. Figure 1 displays a simple scene rendered with an above-view radiometric camera and a small patch transmitter. The characteristic beam lobes can easily be seen in both elevation and azimuth. Some noise is present about the nulls, but this can be remedied with either sufficient sampling or a more robust strategy.

A volumetric render of the radiance field arising from the coherent chevrons is displayed in Figure 6 as a series of isosurfaces and orthogonal projections. An advantage of the sampling based approach is that the field can be evaluated at arbitrary resolution or within a subvolume of interest. Interpolating or kernel fitting can be used to upsample the continuous field. A quantitative rendering was performed in Figure 7 to compare Wigner diffraction using (17) with Kirchhoff and Fraunhofer diffraction. Having the analytical solution to the
Fig. 6: Volume render of two coherently radiating chevrons presented as a set of isosurfaces on a dB scale. Note the beam divergence and interference patterns from the two transmitters.

Wigner diffraction integral allows for straightforward sampling, whereas other diffraction integrals must be numerically evaluated and propagated.

VI. CONCLUSION

In summary, we propose a method to generate the autocorrelation, Wigner and Ambiguity functions for polygonal apertures. Doing so enables Monte-Carlo sampling and subsequent ray traced rendering of coherent transmitters whilst retaining wave effects in an incoherent sampling environment. This provides an additional approach to practical, fast and accurate rendering of radar scenes, including illumination from non-convex and disjoint transmitters. Future extensions accounting for variations in the complex amplitude of the incident field could allow this technique to address phased arrays and apertures with tapered illuminations.
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