Data processing makes POVMs coarser and observational entropies larger
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We find a criterion to compare POVM measurements and decide which ones can extract more information from physical systems, with coarser POVMs always extracting less information. This criteria generalizes the previous definition of coarser POVM, and is motivated by the idea that information cannot be gained by processing the measurement outcomes. The information that a measurement cannot extract is quantified by observational entropy or coarse-grained entropy. Adequately, coarser measurements have larger observational entropies. Moreover, the characterization and properties of coarser measurements that we provide allow to straightforwardly derive several previously known results about observational entropy.

I. INTRODUCTION

Our limited capacity to measure physical systems makes all measurements always have some uncertainty. This uncertainty has multiple sources, including experimental error and limited resolution. On top of this, quantum mechanics has unavoidable uncertainties, conjugate quantities such as position and momentum cannot be simultaneously known with perfect accuracy. Quantifying these uncertainties becomes crucial, because uncertainties constrain our predictions about physical systems.

Positive operator-valued measure (POVM) measurements are the best framework to describe the uncertainties that can occur in quantum measurements. POVM measurements are the most general type of measurements and extend the common projective measurements \[1\]. Precisely, projective measurements assume that measurement apparatus are completely reliable. On the contrary, POVM measurements incorporate in their formalism uncertainties and errors. Moreover, POVM measurements naturally arise when measuring systems through probes that interact with them. In general, measuring a quantum system modifies it, but the POVMs do not specify how. The POVMs together with the updates of the states are called generalized measurements, or quantum instruments as well \[2,3\].

Coarse-grainings capture an ubiquitous source of uncertainty, having limited resolution. The concept of coarse-graining appears in multiple branches of physics under different guises. These branches go from consistent histories quantum mechanics \[4,6\], to fluid dynamics \[7,8\], black holes \[9,10\] and the renormalization group \[11,12\]. Moreover, several entropies incorporate in their formalism uncertainties and errors. The amount of coarse-graining varies among measurements, with lower resolution measurements being more coarse-grained, or coarser. Coarser measurements should distinguish less among states and correspondingly have a higher observational entropy. Being coarser has been defined for projective measurements \[25,27\], connecting them to the idea of coarser partitions. Afterwards, the notion of coarseness was brought to POVM measurements \[31\].

In this work, we provide a notion of coarser POVM measurements that generalizes the previous notion. This generalization comes from realizing the following: processing the outcomes of measurements never increases the information that measurements gather. Therefore, the processed data can be considered the outcomes of a new, coarser measurement. Then, this connection to processing allows to promptly derive the properties of coarser measurements using well-known data processing inequalities. Crucially, observational entropy does become larger for coarser measurements. Moreover, all measures of information that satisfy data processing inequalities become monotonic, including relative entropy, Rényi entropies and mutual information. Therefore, the coarseness of measurements indicates their uncertainty independently of how the unknown information is quantified.

This article aims to present the generalized definition of coarser POVM measurements and the major properties of the definition, including its connection to data processing. Section \[11\] formally describes generalized measurements, POVMs, observational entropy, and data processing inequalities. Then, section \[11\] defines coarser POVM, connecting the definition to data processing and proving properties of the definition. Moreover, the concept of coarseness is further extended to describe POVMs.
that are coarser only in subspaces of states. Afterwards, section $\text{IV}$ uses coarser measurements to quickly prove known important properties of observational entropy. The article concludes connecting the main results to other areas of physics.

II. BACKGROUND CONCEPTS

This section starts describing generalized measurements and then summarizes how to extend observational entropy to generalized measurements as proposed by Safránek and Thingna [31]. Afterwards, the text connects observational entropy to widespread informational entropies, providing their interpretations. Finally, this section finishes modelling data processing as Markov chains. This modelling allows to show that processing increases observational entropy and decreases mutual information. These results translate to properties of coarser measurements in section $\text{III}$.

Generalized measurements.- Also called quantum instruments, these measurements are the most general quantum measurements. Generalized measurements are described by a set of quantum operations $\{A_i\}$ such that $\sum_i \text{Tr}[A_i(\hat{\rho})] = 1$ for all system states $\hat{\rho}$. These $A_i$ can always be decomposed as

$$A_i(\hat{\rho}) = \sum_m \hat{K}_{im} \hat{\rho} \hat{K}_{im}^\dagger,$$  \hspace{1cm} (1)

where $\{\hat{K}_{im}\}$ are linear operators called Kraus operators. These operators fulfill

$$\sum_{i,m} \hat{K}_{im}^\dagger \hat{K}_{im} = \mathbb{1},$$  \hspace{1cm} (2)

which is equivalent to $\sum_i \text{Tr}[A_i(\hat{\rho})] = 1$, $\forall \hat{\rho}$. The values of $i$ are the outcomes, which occur with probability

$$p_i = \text{Tr}[A_i(\hat{\rho})] = \text{Tr}[\hat{\Pi}_i \hat{\rho}].$$  \hspace{1cm} (3)

Here, $\hat{\Pi}_i = \sum_m \hat{K}_{im}^\dagger \hat{K}_{im}$ are positive operators, which form a positive operator-valued measure (POVM). After obtaining $i$, the state is updated according to

$$\hat{\rho} \xrightarrow{i} A_i(\hat{\rho}) / p_i.$$  \hspace{1cm} (4)

This update affects the results of any measurements performed afterwards. Importantly, the $\hat{\Pi}_i$ do not specify the post-measurement state, because the decomposition of the $\hat{\Pi}_i$ in terms of Kraus operators is not unique. Nonetheless, the $\hat{\Pi}_i$ are enough to define coarse measurements, because the $\hat{\Pi}_i$ already specify the measurement statistics. Kraus operators are only used in section $\text{IV}$ to recover properties of observational entropy from properties of coarser measurements. Finally, projective measurements are a particular case of generalized measurements. Measurements are projective when the $\hat{\Pi}_i$ are projectors $\hat{P}_i$, and each projector has a single Kraus operator $K_1 = \hat{P}_i$.

Observational entropy and its connection to relative entropy.- The observational entropy of a state $\hat{\rho}$ depends on which generalized measurement $\mathcal{C}$ is available or relevant. Namely,

$$S_C(\hat{\rho}) = \sum_i p_i [\ln V_i - \ln p_i],$$  \hspace{1cm} (5)

where $p_i = \text{Tr}[\hat{\rho} \hat{\Pi}_i]$ and $V_i = \text{Tr} \hat{\Pi}_i$. This definition was proposed by Safránek and Thingna [31], and extends the earlier definition of observational entropy for multiple projective measurements [21, 24], while retaining the important properties reviewed in section $\text{IV}$.

The $V_i$ are the volumes of the subspaces of the outcomes $i$ and quantify how often $i$ is measured on random states. Concretely,

$$V_i = \text{Tr}[\hat{\Pi}_i \hat{\rho}^{\text{id}}] \mathcal{V}_{\mathcal{H}} = \rho_{i}^{\text{id}} \mathcal{V}_{\mathcal{H}},$$  \hspace{1cm} (6)

where $\rho_i^{\text{id}}$ is the probability of measuring $i$ when the state is uniformly random, $\rho_i^{\text{id}} = \mathbb{1}/\mathcal{V}_H$, and $\mathcal{V}_H = \dim \mathcal{H}$ is the volume of the Hilbert space. This relation justifies that $V_i$ behave as probabilities, which is crucial to show that $S_C$ is larger for coarser measurements in the next section.

The following paragraphs connect $S_C$ to well known information theory quantities. This connection will prove useful afterwards. The first quantity is the von Neumann entropy $S_{\text{vN}}(\hat{\rho}) = -\text{Tr}[\hat{\rho} \ln \hat{\rho}]$, which measures the unknown information in the system for an observer who knows $\hat{\rho}$. When $\mathcal{C}$ is a projective measurement with projectors $\hat{P}_i$, then

$$S_C(\hat{\rho}) = S_{\text{vN}} \left( \sum_i p_i \frac{\hat{P}_i}{V_i} \right).$$  \hspace{1cm} (7)

This identity and similar ones were key to derive the second law of thermodynamics with observational entropy [27, 28]. Moreover, this equation allows to interpret observational entropy when $\mathcal{C}$ is projective: $S_C(\hat{\rho})$ quantifies the unknown information from the perspective of an observer who knows the $p_i$ and $\hat{P}_i$ but not the state $\hat{\rho}$. This observer could obtain the $p_i$ by performing their only available measurement $\mathcal{C}$ on infinite copies of $\hat{\rho}$. Then, of all the states with the same $p_i$, $\hat{\rho}_{\text{est}} = \sum_i p_i \hat{P}_i/V_i$ has the largest entropy. Therefore, $\hat{\rho}_{\text{est}}$ is the observer’s best estimation of $\hat{\rho}$, by the principle of maximum entropy. Finally, $S_{\text{vN}}(\hat{\rho}_{\text{est}})$ is the unknown information in $\hat{\rho}_{\text{est}}$, and $S_{\text{vN}}(\hat{\rho}_{\text{est}}) = S_C(\hat{\rho})$ justifies the given interpretation of observational entropy. However, neither this interpretation nor Eq. (7) extend to generalized measurements. This claim is shown in appendix $\Delta 1$, prompting that the interpretation of $S_C$ has to be modified for general $\mathcal{C}$.

For generalized measurements and finite dimensional
Hilbert spaces, an alternative to Eq. (7) is
\[ S_C(\hat{\rho}) = \sum_i p_i [\ln(p_i^{\text{id}} V_{ik}) - \ln p_i] \]
\[ = \ln V_{ik} - \sum_i p_i [\ln p_i - \ln p_i^{\text{id}}] \]
\[ = S_N(\hat{\rho}^{\text{id}}) - D_{KL} [p_i||p_i^{\text{id}}], \tag{8} \]
which was already provided in [24, 25]. Here, \( D_{KL} \) denotes the Kullback-Leibler divergence, also called relative entropy,
\[ D_{KL} [p_i||q_i] = \sum_i p_i (\ln p_i - \ln q_i). \tag{9} \]
This divergence quantifies the extra information needed to transmit \( i \) sampled with probabilities \( p_i \), due to communicating with a code optimized for probabilities \( q_i \) instead. These \( q_i \) usually represent the best available model for the probabilities. Therefore, \( D_{KL} \) measures how different the actual \( p_i \) are from the reference \( q_i \), as supported by the Gibbs’ inequality,
\[ D_{KL} [p_i||q_i] \geq 0, \quad D_{KL} [p_i||q_i] = 0 \iff p_i = q_i, \forall i. \tag{10} \]
The meanings of \( S_N \) and \( D_{KL} \) provide a modified interpretation of \( S_C \) valid for general \( C \). \( S_C(\hat{\rho}) \) quantifies the unknown information for an observer who only knows \( p_i \) and \( V_i \) and only considers \( C \) relevant. This observer ignores everything else about the \( \hat{\Pi}_i \) and \( \hat{\rho} \). Therefore, this observer cannot restrict in any way the density matrix of the state and must model it as \( \hat{\rho}^{\text{id}} \). However, the observer does have information about the state, since the observer knows that the outcomes of \( C \) will be distributed with probabilities \( p_i \) instead of \( p_i^{\text{id}} = V_i/V_{\text{tot}} \). Then, looking at the terms in Eq. (8),
- \( S_N(\hat{\rho}^{\text{id}}) \) is the information that the observer ignores about the density matrix of the system.
- \( D_{KL} [p_i||p_i^{\text{id}}] \) is the information that the observer can avoid sending when they transmit the outcomes of \( C \), using that they know the probabilities \( p_i \).

The net unknown information for the observer, for whom only \( C \) is relevant, is precisely \( S_N(\hat{\rho}^{\text{id}}) - D_{KL} [p_i||p_i^{\text{id}}] = S_C(\hat{\rho}) \), justifying the previously stated interpretation.

**Data processing model and inequalities.** - The last task in this section is to model data processing as a Markov chain. Consider two random variables \( I \) and \( J \); for instance, the output of two different measurements. If these variables form a Markov chain, denoted by \( I \to J \), then the conditional probabilities \( p_{ji} \) are fixed. These lowercase \( i \) and \( j \) respectively indicate any value that \( I \) and \( J \) can take. The conditional probabilities form a transition matrix \( P_{ji} = p_{ji} \), which is left stochastic, meaning
\[ \sum_j P_{ji} = 1, \quad P_{ji} \geq 0. \tag{11} \]
Importantly, the probabilities \( p_i \) of \( I \) are variable and choosing them fixes the probabilities \( p_j \) of \( J \). This relationship spontaneously appears if the \( j \) are produced by a black box that only has access to \( i \) and a source of randomness. This setup is visualized in figure 1 illustrating why \( I \to J \) can be understood as describing data processing.
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**FIG. 1.** Black box example of data processing. The transition matrix \( P_{ji} = p_{ji} \) is enough to specify the probabilities of the outputs \( j \in \{1, \ldots, m\} \), for any given input \( i \).

Moreover, this model can be further extended to include the measured physical system. The probabilistic state of the system is then represented by a third random variable \( X \). The value taken by \( X \) must determine the outcome of any measurement \( Y \), therefore \( X \to Y \). Afterwards, if \( Y \) is processed to obtain \( Z \) without measuring the system again, then \( p_{yz} = p_{y|x} p_{xz} \). Altogether, this setup forms a Markov chain of three variables, \( X \to Y \to Z \). For example, in quantum systems, the values of \( X \) can be the the eigenvectors of \( \hat{\rho} = \sum_z p_z |x\rangle \langle x| \). Then, \( p_{y|x} = \langle x| \hat{\Pi}_Y(x) |x\rangle \) and the \( p_{z|y} \) characterize how \( Y \) is processed to obtain \( Z \), in the same manner already shown in figure 1

Next, several inequalities about processing are proven relying on the relation between processing and Markov chains. Afterwards, these inequalities will be used to show fundamental properties of coarser measurements.

**Theorem II.1.** (Data processing inequality for the \( D_{KL} \)) Consider a Markov chain \( I \to J \) and two probability distributions \( p_i \) and \( q_i \), then
\[ D_{KL}[p_i||q_i] \geq D_{KL}[p_j||q_j]. \tag{12} \]
The equality is achieved if and only if \( p_{ij} = q_{ij} p_j \).

This inequality, proven in appendix [31], implies that processing cannot make probability distributions more distinguishable. This result is well known, but takes different names, even having been referred to as a second law of thermodynamics [32]. The justification for this name is that relative entropy never increases along Markov chains. Moreover, these Markov chains could represent physical processes progressing. Meanwhile, entropy surprisingly can both increase and decrease along a Markov chain. Interestingly, Eq. (12) holds for the general class of Rényi relative entropies [33]. In addition, the inequality can be modified to apply for f-divergences [34] or to obtain a quantum version, which is known as
monotonicity of the relative entropy \[35,36\]. These extensions are not explored in this article for conciseness. However, these extensions could be translated to properties of coarser measurements, similarly to what is done in section III for observational entropy.

The next inequality states that observational entropy cannot decrease with processing, even using the definition

\[ S_{\text{obs}}(p_i, V_i) = \sum_i p_i [\ln V_i - \ln p_i]. \]  

(13)

This definition does not only apply to quantum measurements, but also to classical measurements \[19,23,37-39\], where the definition has been considerably explored \[29,40\].

**Theorem II.2.** (Observational entropy does not decrease along Markov chains) Consider

\[ p_j = \sum_i P_{ji} p_i, \quad V_j = \sum_i P_{ji} V_i, \]  

(14)

with \( P \) left stochastic. Then,

\[ S_{\text{obs}}(p_i, V_i) \leq S_{\text{obs}}(p_j, V_j), \]  

(15)

with equality if and only if \( P_{ji} p_i V_j = P_{ji} V_i p_j \). Moreover, Eq. (14) is equivalent to having \( I \to J \) with transition matrix \( P \) and the \( V_i \) transforming as the \( p_i \).

The requirement that volumes transform as probabilities is sensible, because \( V_i / V_{\text{tot}} = \tilde{p}_i \), where \( V_{\text{tot}} = \sum V_i \) and \( \tilde{p}_i \) are the probabilities for the uniformly random state, analogously to Eq. (9). The theorem is proven in appendix A \[2\] and shows that when \( p_i \) and \( \tilde{p}_i \) evolve under the same Markov chain, observational entropy never decreases. Note that the converse does not hold, one might encounter a pair \( p_i \) and \( \tilde{p}_i \) for which observational entropy does not decrease, but the process that occurs is not a Markov chain. The adequate counterexamples are provided in appendix A \[4\].

The last important inequality is often referred to as the data processing inequality \[32\]. This inequality concerns the mutual information of a joint probability distribution \( P_{xy} \),

\[ I(p_{xy}) = \sum_{x,y} p_{xy} \ln \frac{p_{xy}}{p_x p_y}. \]  

(16)

where \( p_x \) and \( p_y \) are the marginals of \( p_{xy} \).

**Theorem II.3.** (Data processing inequality) Consider the Markov chain \( X \to Y \to Z \). Then,

\[ I(p_{xy}) \geq I(p_{xz}). \]  

(17)

The equality is achieved if and only if \( p_{xyz} = p_{y|x} p_{xz} \).

This theorem, proven in appendix B \[2\], entails that processing the outcomes of measurements cannot increase the information that these measurements already extracted. To see this implication, consider modelling the state of the system as \( X \), the measurement outcomes as \( Y \) and the processed measurement outcomes as \( Z \). This situation corresponds to \( X \to Y \to Z \), as we previously discussed when providing a data processing model. Then, the information that \( Z \) conveys about \( X \) cannot be larger than the information that \( Y \) conveys about \( X \), due to the data processing inequality.

The next section uses the two inequalities that concern observational entropy and mutual information, through connecting coarser to data processing.

### III. GENERALIZING THE DEFINITION OF COARSENESS IN QUANTUM MECHANICS

The notion of coarser measurements in quantum mechanics comes from projective measurements. For these measurements, the notion of coarser can be traced back to the common idea of coarser partitions. Specifically, the subspaces associated to the projectors form partitions of the Hilbert space. Then, projective measurements are coarser if their corresponding partitions are coarser. However, most generalized measurements are not in correspondence with partitions, providing an opportunity to extend the definition of coarser. Šafránek and Thingna \[31\] previously provided a possible extension: \( C_2 \) is coarser than \( C_1 \) if their \( \{\hat{\Pi}_j^{(2)}\} \) and \( \{\hat{\Pi}_i^{(1)}\} \) fulfill

\[ \hat{\Pi}_j^{(2)} = \sum_{i \in I_j} \hat{\Pi}_i^{(1)}, \]  

(18)

where \( I_j \) are disjoint sets of outcomes and \( \cup_j I_j = \{i\} \), with \( \{i\} \) indicating the set of all possible \( C_1 \) outcomes. Note that superindices will be used throughout the text to specify the measurement. The above equation implies that the \( \{\hat{\Pi}_j^{(2)}\} \) can be built in terms of the \( \{\hat{\Pi}_i^{(1)}\} \). Nonetheless, there are more ways in which the \( \{\hat{\Pi}_j^{(2)}\} \) could be built. These ways are included in the generalization below, which is the central idea of the present work.

**Definition III.1.** (Coarser measurement) Consider two generalized measurements \( C_2 \) and \( C_1 \). Then, \( C_2 \) is coarser than \( C_1 \), denoted by \( C_2 \leftrightarrow C_1 \), when

\[ \hat{\Pi}_j^{(2)} = \sum_i P_{ji} \hat{\Pi}_i^{(1)}, \]  

(19)

where \( P \) must be a left stochastic matrix, i.e. \( \sum_j P_{ji} = 1, \quad P_{ji} \geq 0 \).

Allowing for mixtures of the POVM elements in Eq. (19), better matches that POVM elements can be expressed as mixtures of projectors. The following properties are expected when \( C_2 \leftrightarrow C_1 \):

- Observational entropy is larger for the coarser measurement, \( S_{C_2}(\hat{\rho}) \geq S_{C_1}(\hat{\rho}) \) \( \forall \hat{\rho} \).
Measuring the coarser $C_2$ gives less information about $\hat{\rho}$ than measuring $C_1$.

Indeed, these properties are respectively shown in theorems III.2 and III.3.

The new definition of coarser successfully generalizes the previous one in Eq. (18). The previous definition is recovered by restricting $P$ to fulfill

$$P_{ji} = \begin{cases} 1 & \text{for } i \in I_j, \\ 0 & \text{otherwise}, \end{cases} \quad (20)$$

where the $I_j$ are disjoint and $\bigcup_j I_j = \{i\}$. Furthermore, both definitions of coarser are equivalent when the coarser measurement $C_2$ is projective, as stated below and proven in appendix C.

**Theorem III.1.** For any $C_2$ with projectors $\{\hat{P}_i^{(2)}\}$ and any $C_1$ with POVM elements $\{\hat{\Pi}_j^{(1)}\}$,

$$C_2 \hookrightarrow C_1 \iff \hat{P}_j^{(2)} = \sum_{i \in I_j} \hat{\Pi}_i^{(1)} \quad (21)$$

where $I_j$ are disjoint.

Otherwise, when $C_2$ is not projective, the new definition is richer. For instance, for any projective measurement $\{\hat{P}_i\}$, define the measurement $\{\hat{\Pi}_j\}$ as

$$\hat{\Pi}_j = \sum_i P_{ji} \hat{P}_i, \quad (22)$$

with $P$ left stochastic. Then, $\{\hat{\Pi}_j\} \hookrightarrow \{\hat{P}_i\}$, but with the earlier definition $\{\hat{\Pi}_j\} \not\hookrightarrow \{\hat{P}_i\}$ for almost all $P$, specifically for the ones that have entries other than 0 or 1. Altogether, the definition of coarser proposed in this work generalizes the earlier definition, allowing to compare considerably more measurements.

**Properties of coarser measurements and relation to data processing.** Coarser measurements can be described in terms of data processing, as shown next. Adopting this point of view allows to extend the definition of coarser to any measurement, even outside quantum theory. However, the following results focus on generalized measurements for the sake of simplicity.

**Lemma III.1.** (Processing makes measurements coarser)

Consider two generalized measurements $C_1$, $C_2$ and denote their outcome probabilities by $p_i^{(1)}$, $p_j^{(2)}$. Then, the following statements are equivalent,

(i) $C_2 \hookrightarrow C_1$.

(ii) There is a left stochastic $P$ such that

$$p_j^{(2)} = \sum_{i} P_{ji} p_i^{(1)}, \quad \forall \hat{\rho}. \quad (23)$$

(iii) There is a Markov chain $I \rightarrow J$ such that if $I$ is distributed as $p_i^{(1)}$ then $J$ is distributed as $p_j^{(2)}$, $\forall \rho$.

**Proof.** Starting with (i), $C_2 \hookrightarrow C_1$, Eq. (19) is equivalent to

$$\text{Tr}[\hat{\Pi}_j^{(2)} \hat{\rho}] = \text{Tr} \left[ \sum_i P_{ji} \hat{\Pi}_i^{(1)} \hat{\rho} \right], \quad \forall \hat{\rho}. \quad (24)$$

because the equality holds for all $\hat{\rho}$. This expression is actually condition (ii).

$$p_j^{(2)} = \sum_{i} P_{ji} p_i^{(1)}, \quad \forall \hat{\rho}. \quad (25)$$

This condition means there is a Markov chain $I \rightarrow J$ that fulfills condition (iii). Indeed, this chain has $P$ as transition matrix, and since in general

$$p_{ij} = P_{ji} p_i \implies p_j = \sum_i p_{ji} p_i, \quad (26)$$

if $I$ is distributed as $p_i^{(1)}$ then $J$ is distributed as $p_j^{(2)}$, $\forall \hat{\rho}$, completing the proof.

This lemma characterizes coarser measurements using Markov chains, which modeled data processing in the previous section. Notice that only the marginals of $I$ and $J$ need to equate the distributions of $C_1$ and $C_2$. This relaxed requirement is crucial, because the joint distribution of performing $C_1$ and $C_2$ might not even be defined. Therefore, $C_2 \hookrightarrow C_1$ does not mean that $C_2$ is necessarily obtained from processing $C_1$ outcomes. The lemma only entails that processing $C_1$ can generate in principle a measurement distributed as $C_2$. Also, notice that the transition matrix $P$ stays the same for all $\hat{\rho}$.

Now, the central properties of coarser measurements appear from combining the processing inequalities in section III with the the relation between processing and coarser.

**Theorem III.2.** Coarser measurements have a greater observational entropy for all $\hat{\rho}$,

$$C_2 \hookrightarrow C_1 \implies S_{C_2} \geq S_{C_1}. \quad (27)$$

The equality is achieved for all $\hat{\rho}$ if and only if $C_2 \hookrightarrow C_1$.

This result, proven in appendix D.1 is consistent with $S_C$ measuring the entropy according to an observer that can only perform $C$. An observer that has access to the finer measurement $C_1$ also has access to the coarser measurement $C_2$. Then, adequately, $S_{C_1} \leq S_{C_2}$.

The second property of coarser measurements is about non-increasing mutual information. Given a measurement $C$, and $\hat{\rho} = \sum_x p_x |x\rangle \langle x|$, define

$$p_{xi} = \langle x| \hat{\Pi}_i |x\rangle \langle \hat{\rho} |x\rangle = p_{ix} p_x. \quad (28)$$

Computing the mutual information of this joint distribution is meaningful, because $I(p_{xi})$ quantifies how much $p_i$...
tells us about $p_x$. These $p_x$ characterize the state of the system $\hat{\rho}$, and the $p_i$ are the distribution of $C$, outcomes,

$$p_i = \sum_x p_{xi} = \sum_x \langle x|\hat{\rho}|x\rangle \langle x|\hat{\Pi}_i|x\rangle = \text{Tr}[\hat{\rho}\hat{\Pi}_i].$$ (29)

Therefore, $I(p_{xi})$ measures the information that $C$ provides about $\hat{\rho}$, allowing to state the following,

**Theorem III.3.** Coarser measurements extract less information about $\hat{\rho}$,

$$C_2 \hookrightarrow C_1 \implies I(p^{(2)}_{xj}) \leq I(p^{(1)}_{xi}).$$ (30)

The equality is achieved for all $\hat{\rho}$ if and only if $C_2 \hookrightarrow C_1$.

This result, proven in appendix [D2](#), confirms the intuition that coarser measurements are less capable to extract information about the state. All the information extracted by the coarser measurement is already in the finer measurement statistics.

**Measurements that are coarser in a subspace.** Consider two measurement apparatus with their highest sensitivity on different ranges of values. This situation could be described as one of the measurements being coarser in a certain subspace of the Hilbert space, and the other measurement being coarser in a different subspace. The notion of coarser in subspaces is formalized in the current section, specifically for the case in which observers ignore the state of the system before measuring it. First, some notation is needed.

**Definition III.2.** The possible outcomes of $C$ in a subspace $G$ are denoted by $O(G)$,

$$O(G) = \{i \mid \exists \psi \in G \text{ s.t. } p_i = \langle \psi|\hat{\Pi}_i|\psi\rangle \neq 0\}.$$ (31)

For $C_1$ and $C_2$, the possible outcomes will be respectively denoted by $O_1(G)$ and $O_2(G)$.

**Definition III.3.** (Coarser in a subspace) $C_2$ is coarser than $C_1$ in a subspace $G \subseteq H$, denoted by $C_2 \overset{G}{\hookrightarrow} C_1$, when

$$\hat{P}_G\hat{\Pi}^{(2)}_j\hat{P}_G = \sum_{i \in O_1(G)} P_{ji}\hat{P}_G\hat{\Pi}^{(1)}_i\hat{P}_G, \quad \forall j \in O_2(G),$$ (32)

$$V^{(2)}_j \geq \sum_{i \in O_1(G)} P_{ji}V^{(1)}_i, \quad \forall j \in O_2(G),$$ (33)

with $P$ a left stochastic $|O_2(G)||\times|O_1(G)|$ matrix and $\hat{P}_G$ the projector onto $G$.

These conditions are less restrictive than demanding $C_2 \hookrightarrow C_1$, therefore allowing to compare more measurements. Moreover, $C_2 \overset{G}{\hookrightarrow} C_1$ reduces to $C_2 \hookrightarrow C_1$ when $G$ is the whole Hilbert space $H$. The condition over the volumes, Eq. (33), is the one reflecting that observers completely ignore the state of the system. Oppositely, this definition does not apply when the observer knows that the states live in $G$. Given this restriction, the observer would instead define the volumes as $V_{\hat{\rho},i} = \text{Tr}[\hat{P}_G\hat{\Pi}_i]$, because their guess of the state of the system would be $\hat{P}_G/\text{Tr}[\hat{P}_G]$. Then, applying the condition Eq. (33) to $V_{\hat{\rho},i}$ would become unnecessary. This condition would always be fulfilled due to the relations among the POVM elements demanded in Eq. (32).

Interestingly, the definition of coarser in a subspace can also be derived from data processing, as shown next.

**Lemma III.2.** (Being coarser in a subspace is characterized by processing) Consider $C_1, C_2$ with outcome probabilities $p^{(1)}_i, p^{(2)}_j$. Then, all the following are equivalent,

(i) $C_2 \overset{G}{\hookrightarrow} C_1$.

(ii) There is a $P$ left stochastic such that

$$p^{(2)}_j = \sum_i P_{ji}p^{(1)}_i, \quad \forall j \in \mathcal{D}(G),$$ (34)

$$V^{(2)}_j = \sum_i P_{ji}V^{(1)}_i,$$ (35)

where $\mathcal{D}(G)$ denotes the $\hat{\rho}$ formed from states in $G$.

(iii) There exists a Markov chain $I \rightarrow J$ such that if $I$ is distributed as $p^{(1)}_i$ then $J$ is distributed as $p^{(2)}_j$, for all $\hat{\rho} \in \mathcal{D}(G)$ and for $\hat{\rho}^{id}$.

The proof is in appendix [E1](#). The connection between $C_2 \overset{G}{\hookrightarrow} C_1$ and processing allows once more to use the inequalities of section [II](#) to show that $S_C$ and mutual information are monotonic. Moreover, the previous theorems for coarser measurements are a particular case of the ones presented next, the case $G = H$. The two following theorems are respectively proven in appendices [E2](#) and [E3](#)

**Theorem III.4.** Measurements that are coarser in $G$ have a greater observational entropy in $G$,

$$C_2 \overset{G}{\hookrightarrow} C_1 \implies S_{C_2}(\hat{\rho}) \geq S_{C_1}(\hat{\rho}), \quad \forall \hat{\rho} \in \mathcal{D}(G).$$ (36)

The equality occurs for all $\hat{\rho} \in \mathcal{D}(G)$ if and only if $C_2 \overset{G}{\hookrightarrow} C_1$.

The next result uses the same joint distributions described in Eq. (28).

**Theorem III.5.** Measurements that are coarser in $G$ extract less information about the $\hat{\rho}$ in $\mathcal{D}(G)$,

$$C_2 \overset{G}{\hookrightarrow} C_1 \implies I(p^{(2)}_{xj}) \leq I(p^{(1)}_{xi}), \quad \forall \hat{\rho} \in \mathcal{D}(G).$$ (37)

The equality occurs $\forall \hat{\rho} \in \mathcal{D}(G)$ if and only if

$$\hat{P}_G\hat{\Pi}^{(2)}_i\hat{P}_G = \sum_{j \in O_2(G)} P_{ji}\hat{P}_G\hat{\Pi}^{(1)}_j\hat{P}_G, \quad \forall i \in O_1(G),$$ (38)

for a $P$ that is left stochastic.
Interestingly, Eq. (32) is enough to obtain that $I(\hat{p}^{(2)}_{x_j}) \leq I(\hat{p}^{(1)}_{x_j})$, $\forall \hat{p} \in \mathcal{D}(G)$. The condition over the volumes, Eq. (33), is not needed for this result.

Besides the monotonicity of observational entropy and mutual information, the definition of coarser in subspaces has the following desirable property.

**Theorem III.6.** (Coarseness is preserved when reducing the subspace) Given $\mathcal{F} \subseteq \mathcal{G}$,

$$C_2 \overset{\mathcal{G}}{\rightarrow} C_1 \implies C_2 \overset{\mathcal{F}}{\rightarrow} C_1. \quad (39)$$

Moreover, a left stochastic matrix $P^G$ for $C_2 \overset{\mathcal{G}}{\rightarrow} C_1$ can be obtained from restricting the matrix $P^G_{C_2 \mathcal{G} C_1}$ to the indices $O_2(\mathcal{F}) \subseteq O_2(\mathcal{G})$ and $O_1(\mathcal{F}) \subseteq O_1(\mathcal{G})$.

The implication is proven by applying lemma [I 2] twice, while considering $\mathcal{D}(\mathcal{F}) \subseteq \mathcal{D}(\mathcal{G})$. The observations about $P^G$ are proven in appendix [E 4] Coarser measurements are still coarser when the subspace is reduced, however, the opposite is false in general. The subspace where a measurement is coarser cannot be enlarged in general. Furthermore, coarseness is not preserved under the sum of subspaces,

$$C_2 \overset{\mathcal{F}}{\rightarrow} C_1, \quad C_2 \overset{\mathcal{G}}{\rightarrow} C_1 \nRightarrow C_2 \overset{\mathcal{F} + \mathcal{G}}{\rightarrow} C_1, \quad (40)$$

as seen from the counterexample provided in appendix [E 5]. Furthermore, consider a measurement that is coarser in $\mathcal{F}$ and in $\mathcal{G}$, with $\mathcal{F} \subseteq \mathcal{G}$. Even in this situation, extending the $P^G$ to $P^\mathcal{G}$ is not possible in general, as shown in appendix [E 6]. Therefore, even if an extension of $P^G$ to $P^\mathcal{G}$ does not exist, nothing can be said about whether $C_2 \overset{\mathcal{G}}{\rightarrow} C_1$.

Finally, let us go back to the starting example about measurement apparatus which have their best sensitivity on different scales. Appropriately, there are $C_1$ and $C_2$ where one is coarser on a subspace $\mathcal{F}$ and the other is coarser in a different subspace $\mathcal{G}$. For instance,

$$\hat{\Pi}^{(1)}_1 = |2\rangle\langle 2| + |3\rangle\langle 3|, \quad \hat{\Pi}^{(2)}_1 = |0\rangle\langle 0|, \quad \hat{\Pi}^{(1)}_2 = |1\rangle\langle 1|, \quad \hat{\Pi}^{(2)}_2 = |2\rangle\langle 2| + |3\rangle\langle 3|, \quad (41)$$

with $\mathcal{F} = \text{Span}(|0\rangle, |1\rangle)$ and $\mathcal{G} = \text{Span}(|2\rangle, |3\rangle)$. In this example, only $C_2$ is coarser in $\mathcal{F}$ and only $C_1$ is coarser in $\mathcal{G}$.

**IV. RECOVERING OBSERVATIONAL ENTROPY PROPERTIES USING COARSENESS**

Several known important properties of observational entropy can be recovered quickly using coarser measurements. These properties support that $S_C$ is a good measure of entropy when only the measurement $C$ is available.

**Definition IV.1.** (Measurement associated to a self-adjoint operator $A$) The measurement $C_A$ consists of the projectors $P_a$ of the eigendeomposition $A = \sum_a a P_a$.

**Theorem IV.1.** (Bounds on the observational entropy)

$$S_{vN}(\hat{\rho}) \leq S_C(\hat{\rho}) \leq \ln \dim \mathcal{H}, \quad (42)$$

with the equality cases

$$S_{vN}(\hat{\rho}) = S_C(\hat{\rho}) \iff C_\hat{\rho} \leftrightarrow C, \quad (43)$$

$$S_C(\hat{\rho}) = \ln \dim \mathcal{H} \iff p_i = \frac{V_i}{\dim \mathcal{H}}. \quad (44)$$

**Proof.** The first step is to convert $\ln \dim \mathcal{H}$ and $S_{vN}(\hat{\rho})$ into observational entropies, where the coarseness inequalities can be used. This step is accomplished realizing that

$$S_{vN}(\hat{\rho}) = S_C(\hat{\rho}), \quad \ln \dim \mathcal{H} = S_{C_1}(\hat{\rho}), \quad (45)$$

where the $\hat{1}$ in $C_1$ is the identity operator.

Next, let us $S_{C_\hat{\rho}}(\hat{\rho}) \leq S_C(\hat{\rho})$. Start decomposing $\hat{\rho} = \sum \rho \hat{P}_\rho$, then

$$p_i = \sum \rho P_{ip} \rho(\hat{\rho}), \quad V_i = \sum \rho P_{ip} V(\hat{\rho}), \quad (46)$$

where $P_{ip} = \text{Tr}(\Pi_i \hat{P}_\rho)/V_i(\hat{\rho})$. These identities imply $S_C(\hat{\rho}) \leq S_{C_\hat{\rho}}(\hat{\rho})$, due to theorem [I 2]. The equality case requires a longer argument provided in appendix [A 5].

Lastly, to prove $S_C(\hat{\rho}) \leq S_{C_1}(\hat{\rho})$, check

$$C_1 \leftrightarrow C, \quad \text{with } P_{11} = 1 \quad (47)$$

and use theorem [I 1 2]. Moreover, the probabilities for $\hat{\rho}$ and for $\hat{\rho}^{\delta t}$ fulfill the hypotheses of theorem [I 1 2] implying that $S_C(\hat{\rho}) = S_{C_1}(\hat{\rho})$ happens if and only if

$$P_{ij} V_j = P_{ij} V_i p_j \quad (48)$$

This equation becomes the required $p_i \ln \dim \mathcal{H} = V_i$ after substituting the known values.

The equivalence in Eq. (43) is remarkably useful, allowing to quickly check whether $C_2 \leftrightarrow C_1$ for any projective $C_2$. The check is based in using any state $\hat{\rho}_2$ with eigenspaces defined by the projectors of $C_2$, equivalently, $C_\hat{\rho}_2 = C_2$. Then, computing whether $S_{vN}(\hat{\rho}_2) = S_{C_1}(\hat{\rho}_2)$ is enough to learn whether $C_2 \leftrightarrow C_1$.

The remaining property of observational entropy is about consecutive measurements. Consider an observer with the state $\hat{\rho}$ that performs first $C_1$ and then $C_2$. This new measurement is denoted by $(C_1, C_2)$ and will have Kraus operators $\{K_{in}^{(1)}, K_{jm}^{(2)}\}$. Then,
Theorem IV.2. Performing additional measurements makes the measurement finer,

\[(C_1, C_2) \hookrightarrow C_1.\]  

Therefore, due to theorem III.2, performing additional measurements cannot increase observational entropy,

\[S_{(C_1, C_2)} \leq S_{C_1},\]  

and the equality is achieved if and only if \((C_1, C_2) \hookrightarrow C_1.\)

Proof. Express the POVM elements in terms of the Kraus operators,

\[\hat{\Pi}_i^{(1)} = \sum_n K_{in}^{(1)} K_{in}^{†(1)},\]
\[\hat{\Pi}_{ij}^{(1,2)} = \sum_{m,n} K_{in}^{(1)} K_{jm}^{(2)} K_{jm}^{†(2)} K_{in}^{†(1)} = \sum_n K_{in}^{(1)} \hat{\Pi}_j^{(2)} K_{in}^{†(1)}.\]

Then, using \(\sum_j \hat{\Pi}_j^{(1)} = \hat{1},\)

\[\hat{\Pi}_i^{(1)} = \sum_j \hat{\Pi}_{ij}^{(1,2)},\]

which proves \((C_1, C_2) \hookrightarrow C_1.\) This proof can be understood intuitively as obtaining \(C_1\) from \((C_1, C_2)\) by throwing away the outcomes of \(C_2.\)

Therefore, performing more measurements never increases the observational entropy, which successfully captures that performing more measurements never reduces the known information.

V. CONCLUSION

Performing coarser measurements provides less information. For projective measurements in quantum systems, the notion of coarseness is established. However, this notion is not as established for the most general type of measurements, POVM measurements. The present article proposes a definition of coarser that extends previous ones, applies to POVM measurements and more generally to any measurements beyond quantum mechanics. This definition is based on the idea that processing can only make measurements coarser. Specifically, observers can process the outcomes of their measurements, but doing so does not provide new information about the measured system. This connection can be translated to a relation between the POVM elements of coarser and finer measurements, given in Eq. [19].

Two important measures of information are monotonic with how much coarser are the measurements. Observational entropy quantifies the unknown information when only one measurement is available and increases with coarser measurements. Conversely, mutual information quantifies the correlations between the state and the measurement outcomes and decreases with coarser measurements. These behaviours reflect that coarser measurements extract less information, supporting the presented definition of coarser.

On the one hand, quantum information benefits from having a definition of coarser, allowing to compare different measurement apparatus. Especially, being coarser in subspaces of states describes measuring apparatus that have their best accuracy on different ranges. In the future, measurements in infinite dimensional systems could be explored, seeing if the properties of coarser measurements change in such systems. Another direction worth exploring is the connection between coarser measurements and causal models. This connection comes from the idea that the processing of measurement outcomes, which is used to define coarser, can be thought of as a causal model.

On the other hand, quantum thermodynamics is connected to coarser measurements through observational entropy. Observational entropy has recently been put forward as candidate for thermodynamic entropy, in the context of quantum thermodynamics [24–29]. The properties of observational entropy can be more easily derived using coarser measurements, as shown in section IV. Moreover, all the measures of information that fulfill data processing inequalities are monotonic with this definition of coarser. These measures include mutual information, Rényi entropies, relative entropy and other f-divergences. Moreover, this behaviour is reminiscent of the second law of thermodynamics, where entropy is monotonic. Altogether, the coarseness of measurements becomes a tool to characterize the behaviour of information and, in turn, develop the thermodynamics of classical and quantum systems.
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Appendix A: Deriving Properties of Observational Entropy for Generalized Measurements

1. Failure of the Relation between Observational and von Neumann Entropies

This appendix subsection shows that Eq. (7), while valid for projective measurements, is not valid for generalized measurements. Using the same equation, but replacing the $\hat{P}_i$ by general POVM elements $\Pi_i$ does not work. Moreover, one could expect to at least maintain the information-theoretic interpretation of observational entropy previously deduced from this equation, but that is not the case either. These claims are proven using as counterexample

$$\hat{\Pi}_1 = \frac{1}{2}|0\rangle\langle 0|, \hat{\Pi}_2 = \frac{1}{2}|0\rangle\langle 0| + |1\rangle\langle 1|, \hat{\rho} = |0\rangle\langle 0|,$$

where $p_1 = \frac{1}{2}$, $V_1 = \frac{1}{2}$, $p_2 = \frac{1}{2}$, $V_2 = \frac{3}{2}$.

Equation 1 becomes

$$S_C(\hat{\rho}) = S_{vN}\left(\sum_i p_i \hat{\Pi}_i / V_i\right)$$

$$\frac{1}{2} \ln \left(\frac{3}{2}\right) = S_{vN}\left(\frac{2}{3}|0\rangle\langle 0| + \frac{1}{3}|1\rangle\langle 1|\right)$$

$$\frac{1}{2} \ln \left(\frac{3}{2}\right) = 2 \ln \left(\frac{3}{2}\right) + \frac{1}{3} \ln 3$$

which is false. Therefore, Eq. (7) cannot be extended to generalized measurements $\hat{\Pi}_i$ through replacing the $\hat{P}_i$.

Second, the information-theoretic interpretation that came from Eq. (7) also fails. This interpretation can be expressed as

$$S_C(\hat{\rho}) = S_{vN}(\hat{\rho}_{est})$$

where $\hat{\rho}_{est}$ is the best estimation of $\hat{\rho}$ given that the $p_i$ and $\hat{\Pi}_i$ are known. Interestingly, in general

$$\hat{\rho}_{est} \neq \sum_i p_i \hat{\Pi}_i / V_i,$$

even though the equality is true when the $\hat{\Pi}_i$ are projectors. This failure of the equality happens for the counterexample in Eq. (A1) for which only $\hat{\rho} = |0\rangle\langle 0|$ fulfills $p_1 = 1/2$. Therefore, $\hat{\rho}_{est} = |0\rangle\langle 0|$, which is different from

$$\sum_i p_i \hat{\Pi}_i / V_i = \frac{2}{3}|0\rangle\langle 0| + \frac{1}{3}|1\rangle\langle 1|,$$

as we wanted to see. Moreover, $\hat{\rho}_{est} = |0\rangle\langle 0|$ also implies that the interpretation in Eq. (A6) fails because $S_C(\hat{\rho}) \neq 0$, while $S_{vN}(\hat{\rho}_{est}) = 0$. In words, the observational entropy is non-zero, even though the $p_i$ tell us everything about $\hat{\rho}$ in the present counterexample. These results justify the need to modify the information-theoretic interpretation for $S_C$, as done in section \[II\].

2. Proof of Theorem \[II.2\]

Proof. Consider $I$ and $J$ such that $I \to J$ with transition matrix $P$. If $p_i$ and $p_{ij}^{id}$ are distributions of $I$, then $p_j$ and $p_{j|i}^{id}$ are the corresponding distributions of $J$. This claim is true due to Eq. (A4), together with $V_i/V_{tot} = p_i^{id}$, $p_j = \sum_i p_{ij}$ and $p_{j|i}^{id} = \sum_i p_{ij}^{id}$. Then, using $I \to J$, the strong data processing inequality (theorem \[II.1\]) implies that $S_{obs}$ is non-decreasing, due to

$$S_{obs}(p_i, V_i) = \ln V_{tot} - D_{KL}[p_i || p_{ij}^{id}]$$

Moreover, theorem \[II.1\] also implies that $S_{obs}$ remains constant if and only if

$$p_{ij} = p_{ij}^{id} p_j.$$

Equivalently, using that $p_{ij}^{id} V_j = p_{j|i}^{id} V_i$ and that $p_{j|i} = p_{j|i}^{id}$ and assuming that the $V_j$ are non-zero,

$$p_{j|i} p_j V_j = p_{j|i} V_i p_j,$$

which is the condition given for the equality case, proving the theorem for finite $V_{tot}$. The theorem holds even if $V_{tot}$ is infinite, as shown from Jensen’s inequality in the following appendix A3.

3. Proving Theorem \[II.2\] for Systems of Infinite Volume

The theorem \[II.2\] for finite $V_{tot}$ is proven above, but a derivation that is valid even for infinite $V_{tot}$ is provided next. This derivation is mainly based on the proof of theorem 3 in [31], where Jensen’s inequality is also central.

Theorem A.1. (Jensen’s inequality) Let $f$ be a strictly concave function, consider any weights $a_i$, $0 \leq a_i \leq 1$, $\sum_i a_i = 1$, and any values $x_i \in \text{dom}(f)$. Then,

$$f\left(\sum_i a_i x_i\right) \geq \sum_i a_i f(x_i).$$

The equality is true if and only if $x_i = x$, $\forall i$ $a_i \neq 0$, where $x$ is a constant value.

Then, the proof of theorem \[II.2\] goes as follows. Consider the hypotheses

$$p_j = \sum_i P_{ji} p_i, V_j = \sum_i P_{ji} V_i,$$
for a $P$ left stochastic. Moreover, let $f(x) = -x \ln x$, which is strictly concave and $\text{dom}(f) = [0, \infty)$. Then,

$$S_{\text{obs}}(p_j, V_j) = -\sum_j p_j \ln \frac{p_j}{V_j}$$

$$= \sum_j V_j f\left(\frac{p_j}{V_j}\right)$$

$$= \sum_j V_j f\left(\sum_i \frac{P_{ji}V_i}{V_j}\right)$$

$$\geq \sum_j V_j \sum_i \frac{P_{ji}V_i}{V_j} f\left(\frac{p_i}{V_i}\right)$$

$$= \sum_i V_if\left(\frac{p_i}{V_i}\right)$$

$$= S_{\text{obs}}(p_j, V_j),$$

(A14)

due to using the hypotheses and using Jensen’s inequality with

$$a_{ji} = \frac{P_{ji}V_i}{V_j}, \quad x_i = \frac{p_i}{V_i},$$

(A15)

which fulfill the requirements, stated in theorem A.1. Therefore,

$$p_j = \sum_i P_{ji}p_i, \quad V_j = \sum_i P_{ji}V_i$$

$$\implies S_{\text{obs}}(p_j, V_j) \geq S_{\text{obs}}(p_i, V_i).$$

(A16)

Moreover, the equality is achieved if and only if

$$x_i = c_j, \quad \forall i \mid a_{ji} \neq 0,$$

(A17)

where $c_j$ is a constant independent of $i$. Equivalently, $a_{ji}c_j = a_{ji}x_i$, which allows to compute $c_j$,

$$c_j = \sum_i a_{ji}c_j = \sum_i \frac{P_{ji}V_i}{V_j}x_i = \sum_i \frac{P_{ji}p_i}{V_j} = \frac{p_j}{V_j}.$$  

(A18)

Substituting everything into $a_{ji}c_j = a_{ji}x_i$ and assuming that the volumes are non-zero, then

$$p_j = \sum_i P_{ji}p_i, \quad V_j = \sum_i P_{ji}V_i, \quad P_{ji}p_iV_i = P_{ji}p_jV_i$$

$$\iff S_{\text{obs}}(p_j, V_j) = S_{\text{obs}}(p_i, V_i),$$

(A19)

completing the proof.

4. Counterexample for the Converse of Theorem II.2

The main result of theorem II.2 is an implication whose converse is false, i.e.

$$p_j^{(2)} = \sum_i P_{ji}p_{i}^{(1)}, \quad V_j^{(2)} = \sum_i P_{ji}V_i^{(1)}$$

$$\iff S_{\text{obs}}(p_j^{(2)}, V_j^{(2)}) \geq S_{\text{obs}}(p_i^{(1)}, V_i^{(1)}).$$

(A20)

There is a simple counterexample, already for measurements of two outcomes, which proves that this converse is false,

$$p_1^{(1)} = \frac{3}{4}, \quad V_1^{(1)} = 1.$$  

$$p_1^{(2)} = 1, \quad V_1^{(2)} = \frac{9}{5},$$

(A21)

Here, only output 1 appears, because the probabilities and volumes of the output 2 are determined by the probabilities adding to one and the volumes adding to $V_{\text{tot}} = 2$. Next, computing $S_{\text{obs}},$

$$0.6 \approx S_{\text{obs}}(p_j^{(2)}, V_j^{(2)}) > S_{\text{obs}}(p_i^{(1)}, V_i^{(1)}) = 0.2.$$  

(A22)

However,

$$p_j^{(2)} = \sum_i P_{ji}p_i^{(1)}, \quad V_j^{(2)} = \sum_i P_{ji}V_i^{(1)}$$

(A23)

cannot be fulfilled. Arguing by contradiction, assume that an adequate $P_{ji}$ can be found. Then, $p_1^{(2)} = 1$ needs that $p_1^{(2)} = p_1^{(1)} + p_2^{(1)}$, which implies $1.8 = V_1^{(2)} = V_1^{(1)} + V_2^{(1)} = 2$, reaching a contradiction. In general, for any given $(p_1^{(1)}, V_1^{(1)})$, there are many more $(p_2^{(1)}, V_2^{(1)})$ that can serve as counterexample. These counterexamples are visualized in the Figure A.4 and any of them is enough to show Eq. (A20).

![FIG. 2. Given $p_1^{(1)} = 0.75$, $V_1^{(1)} = 1$, regions of the $p_1^{(2)}, V_1^{(2)}$ square for which observational entropy is greater (orange) and for which the conditions in Eq. (14) can be fulfilled (blue). Notably, these regions are different, allowing to find counterexamples to the converse of theorem II.2 main implication. Moreover, the counterexample described in Eq. (A21) can arise from generalized measurements on a two-dimensional quantum system. The adequate probabilities and volumes are obtained from the state $|\psi\rangle = \frac{\sqrt{3}}{2}|0\rangle + \frac{1}{2}|1\rangle$, $\hat{\rho} = |\psi\rangle \langle \psi|$.](image-url)
together with the measurements
\[ \hat{\Pi}^{(2)} = |\psi\rangle\langle\psi| + \frac{4}{5} |\psi^+\rangle\langle\psi^+|, \hat{\Pi}^{(2)} = \frac{1}{5} |\psi^+\rangle\langle\psi^+|, \]
where \(|\psi^+\rangle\) is a state orthogonal to \(|\psi\rangle\).

5. Proving when Observational and von Neumann Entropies Coincide

This section completes the proof of theorem IV.1 by demonstrating Eq. (43). The already proven Eq. (46) allowed to apply theorem III.2 to show \(S_{C_\rho}(\hat{\rho}) \leq S_C(\rho)\) in the main text. The same theorem states that the equality \(S_{C_\rho}(\hat{\rho}) = S_C(\rho)\) occurs when
\[ \frac{p_j}{V_j(\rho)} = \frac{p_i}{V_i}, \forall P_i \rho \neq 0. \] (A26)

This condition allows to prove Eq. (43) in a similar way to part of the proof of theorem 1 in the reference [31]. Consider the sets
\[ I_\rho = \{ i | P_i \rho \neq 0 \}, \] (A27)
which are disjoint because
\[ \exists i \in I_\rho \cap I_{\rho'} \implies \rho = \frac{p_{ij}}{V_j(\rho)} = \frac{p_{i'}}{V_i} = \frac{p_{ij}}{V_j(\rho')} = \rho'. \] (A28)

If \( i \in I_\rho \), then \( P_{ij} \rho' = 0, \forall \rho' \neq \rho \), which implies \( \text{Tr}\{\hat{\Pi}_i \hat{\rho}\} = 0 \), and using the lemma C2 \( \hat{\Pi}_i \hat{\rho} = 0 \). Consequently,
\[ \hat{\Pi}_i = \hat{\Pi}_i \sum_{\rho'} \rho \hat{\Pi}_i \hat{\rho} = \hat{\Pi}_i \hat{\Pi}_{\rho'} . \] (A29)

Moreover, combining \( \hat{\Pi}_i \hat{\rho} = 0 \) and \( \hat{\Pi}_i = \hat{\Pi}_i \hat{\rho} \),
\[ \hat{\rho} = \sum_i \hat{\Pi}_i \hat{\rho} = \sum_{i \in I_\rho} \hat{\Pi}_i \hat{\Pi}_{\rho'} = \sum_{i \in I_\rho} \hat{\Pi}_i , \] (A30)
which means \( C_{\hat{\rho}} \rightarrow C \), and in turn, \( S_{C_{\rho}}(\hat{\rho}) \geq S_C(\rho) \) by theorem III.2. Combining all the results with \( S_{C_N}(\hat{\rho}) = S_{C_{\rho}}(\rho) \) from Eq. (45) provides the final outcome
\[ S_{C_N}(\hat{\rho}) = S_C(\rho) \iff C_{\hat{\rho}} \rightarrow C. \] (A31)

### Appendix B: Proving the Data Processing Inequalities

1. Proof of Theorem II.1

Proof. The proof consists of using \( I \rightarrow J \) first and Gibbs’ inequality second, to derive
\[ D_{KL}[p_i||q_i] = D_{KL}[p_j||q_j] = \sum_{ij} p_{ij} \ln \frac{p_{ij}p_j}{q_{ij}q_j} = D_{KL}[p_j||q_j] + \sum_i p_i D_{KL}[p_{ij}||q_{ij}] \geq D_{KL}[p_j||q_j]. \] (B1)

The equality in the first line comes from \( p_{ji} = q_{ji}, \) which is true due to \( I \rightarrow J \). The last line comes from \( D_{KL}[p_{ij}||q_{ij}] \geq 0 \) and the equality is achieved if and only if \( D_{KL}[p_{ij}||q_{ij}] = 0, \forall p_j \neq 0 \). This condition can be restated as \( p_{ij} = q_{ij}, \forall p_j \neq 0 \) by using Eq. (10). Then, multiplying both sides of the condition by \( p_j, p_{ij} = q_{ij}p_j \), completing the proof.

2. Proof of Theorem II.3

Proof. Using the relations
\[ I(p_{xy}) = \sum_x p_x D_{KL}(p_{y|x}||p_y), \]
\[ I(p_{xz}) = \sum_x p_x D_{KL}(p_{z|x}||p_z), \]
reduces proving \( I(p_{xy}) \geq I(p_{xz}) \) to proving
\[ D_{KL}(p_{y|x}||p_y) \geq D_{KL}(p_{z|x}||p_z), \forall x. \] (B4)

These inequalities hold because of the strong data processing inequality in theorem II.1. The hypotheses of this theorem are fulfilled because \( X \rightarrow Y \rightarrow Z \) implies
\[ p_{yz} = p_{z|y}p_y, \ p_{yz|x} = p_{z|y}p_{y|x}. \] (B5)

Therefore, both \( p_y \) and \( p_{y|x} \) are evolved by the same transition matrix \( p_{z|y} \), which allows to apply theorem II.1 to prove Eq. (B4). In turn, \( I(p_{xy}) \geq I(p_{xz}) \) and the equality is obtained if and only if
\[ p_{yz|x} = p_{y|x}p_z, \forall p_x \neq 0, \] (B6)
where \( p_{y|x} \) is defined by \( p_{y|x} = p_{y|z}p_z \). Equivalently, multiplying by \( p_x \) on both sides,
\[ p_{xyz} = p_{y|x}p_{xz}, \] (B7)
completing the proof.
Appendix C: Simplifying the Definition of Coarser when Measurements are Projective

This section proves theorem III.1 which implies that the new definition of coarser reduces to the earlier definition when applied to projective measurements. The following lemma will be helpful to complete the proof.

Lemma C.1. Given a projector \( \hat{\Pi} \) and a positive operator \( \tilde{\Pi} \),

\[
\text{Tr}[\tilde{\Pi}\hat{\Pi}] \geq 0 \tag{C1}
\]

and the equality case

\[
\text{Tr}[\tilde{\Pi}\hat{\Pi}] = 0 \iff \tilde{\Pi}\hat{\Pi} = \hat{\Pi}\tilde{\Pi} = 0. \tag{C2}
\]

Proof. To start with, consider the decomposition of the projector into orthogonal eigenvectors \( \hat{P} = \sum_x |x\rangle\langle x| \).

Then,

\[
\text{Tr}[\tilde{\Pi}\hat{\Pi}] = \sum_x \langle x|\tilde{\Pi}|x\rangle \geq 0 \tag{C3}
\]

because \( \tilde{\Pi} \) is positive, proving the inequality.

In the equality case,

\[
\sum_x \langle x|\tilde{\Pi}|x\rangle = 0 \iff \langle x|\tilde{\Pi}|x\rangle = 0, \tag{C4}
\]

again due to \( \tilde{\Pi} \) being positive. Now, decompose \( \tilde{\Pi} \) into Kraus operators \( \tilde{K}_l \),

\[
\tilde{\Pi} = \sum_l \tilde{K}_l^\dagger\tilde{K}_l. \tag{C5}
\]

And substituting this decomposition into the previous equation,

\[
0 = \langle x|\tilde{\Pi}|x\rangle = \langle x|\sum_l \tilde{K}_l^\dagger\tilde{K}_l|x\rangle = \sum_l \|\tilde{K}_l|x\|^2, \tag{C6}
\]

which implies \( \tilde{K}_l|x\rangle = 0 \). Therefore, \( \tilde{K}_l^\dagger\tilde{K}_l|x\rangle = 0 \) and \( |x\rangle\langle x|\tilde{K}_l^\dagger\tilde{K}_l = 0 \), and adding over all \( l \) and \( x \), \( \tilde{\Pi}\hat{\Pi} = 0 \) and \( \tilde{\Pi}\hat{\Pi} = 0 \). In summary,

\[
\text{Tr}[\tilde{\Pi}\hat{\Pi}] = 0 \iff \tilde{\Pi}\hat{\Pi} = \hat{\Pi}\tilde{\Pi} = 0, \tag{C7}
\]

and the converse is trivial, because \( \text{Tr}[0] = 0. \)

1. Proof of Theorem III.1

Proof. \( \implies \) ) Let \( i \) be an outcome of \( C_1 \) and \( j \) an outcome of \( C_2 \) such that \( \hat{\Pi}_{i}^{(1)}\hat{\Pi}_{j}^{(2)} \neq 0 \). This \( j \) must exist, otherwise,

\[
\hat{\Pi}_{i}^{(1)} = \hat{\Pi}_{i}^{(1)}\hat{\Pi}_{j}^{(2)} = \sum_{j'}\hat{\Pi}_{j'}^{(2)} = 0, \tag{C8}
\]

which is false. Next, consider the hypothesis \( C_2 \implies C_1 \), which implies

\[
\hat{P}_{j}^{(2)} = \sum_{i'} P_{j'i'}\hat{\Pi}_{i'}^{(1)}. \tag{C9}
\]

Combining this equation with \( \hat{P}_{j}^{(2)}\hat{P}_{j}^{(2)} = 0 \) if \( \hat{\Pi}_{j}^{(2)} \neq 0 \), which is true because the projectors that form measurements are orthogonal,

\[
0 = \text{Tr}[\hat{P}_{j}^{(2)}\hat{P}_{j}^{(2)}] = \sum_{i'} P_{j'i'}\text{Tr}[\hat{\Pi}_{i'}^{(1)}\hat{\Pi}_{j}^{(2)}] \geq P_{j'i'}\text{Tr}[\hat{\Pi}_{i'}^{(1)}\hat{\Pi}_{j}^{(2)}]. \tag{C10}
\]

Where the last line was obtained discarding non-negative terms, according to Eq. (C1) of the previous lemma and \( P_{j'i'} \geq 0 \). The same lemma, together with \( \hat{\Pi}_{i}^{(1)}\hat{\Pi}_{j}^{(2)} \neq 0 \), implies \( \text{Tr}[\hat{\Pi}_{i}^{(1)}\hat{\Pi}_{j}^{(2)}] > 0 \). Therefore, \( P_{j'i'} = 0 \) to fulfill the inequality in Eq. (C10). Since the value of \( j \) was not specified, \( P_{j'i'} = 0, \forall j \neq j \). In other words, there is only one \( j' \) for which \( P_{j'i'} \neq 0 \). Consequently, the sets

\[
I_{j'} = \{ j' | P_{j'i'} \neq 0 \} \tag{C11}
\]

are disjoint. Moreover, \( i \in I_{j} \) implies

\[
P_{j'i} = \sum_{j'} P_{j'i} = 1, \tag{C12}
\]

since \( P_{j'i} = 0, \forall j' \neq j \). Then, the hypothesis \( C_2 \implies C_1 \) becomes

\[
\hat{P}_{j}^{(2)} = \sum_{i \in I_{j}} P_{ji}\hat{\Pi}_{i}^{(1)} = \sum_{i \in I_{j}} P_{ji}\hat{\Pi}_{i}^{(1)} = \sum_{i \in I_{j}} \hat{\Pi}_{i}^{(1)}. \tag{C13}
\]

Since \( I_{j} \) are disjoint, the \( \implies \) implication is proven. \( \iff \) ) Building a left stochastic \( P \) for which \( C_2 \implies C_1 \) is enough to prove the converse. Let \( P_{ji} = 1 \) if \( i \in I_{j} \) and \( P_{ji} = 0 \) otherwise. Then, the proof would finish if for each \( i \) existed \( j \) such that \( i \in I_{j} \), because

\[
\sum_{j'} P_{j'i} = P_{ji} = 1, \tag{C14}
\]

as needed. To prove that such \( j \) actually exists is equivalent to prove that \( \bigcup_{j} I_{j} \) are all the outcomes of \( C_1 \). Consider

\[
\hat{\Pi} = \sum_{j} \hat{P}_{j}^{(2)} = \sum_{i \in I_{j}} \sum_{i \in \bigcup_{j} I_{j}} \hat{\Pi}_{i}^{(1)} = \sum_{i \in \bigcup_{j} I_{j}} \hat{\Pi}_{i}^{(1)}. \tag{C15}
\]

where the last equality is true thanks to the \( I_{j} \) being disjoint. Finally,

\[
0 = \hat{\Pi} - \sum_{i \in \bigcup_{j} I_{j}} \hat{\Pi}_{i}^{(1)} = \sum_{i \notin \bigcup_{j} I_{j}} \hat{\Pi}_{i}^{(1)}. \tag{C16}
\]
where we used that $I_j$ are disjoint again and the completeness relation for the $\{\hat{\Pi}_i^{(1)}\}$. Since $\hat{\Pi}_i^{(1)}$ are positive, if $i \notin \bigcup_j I_j$ then $\hat{\Pi}_i^{(1)} = 0$, which is not allowed. Therefore all $i \in \bigcup_j I_j$ and from the previous reasoning, $P$ is left stochastic and $C_2 \hookrightarrow C_1$. Therefore proving the remaining implication

$$C_2 \hookrightarrow C_1 \iff \hat{\rho}^{(2)} = \sum_{i \in I_j} \hat{\Pi}_i^{(1)},$$

with $I_j$ disjoint sets. 

\[ \square \]

Appendix D: Proving the Properties of Coarser Measurements

Here are the proofs of section III regarding the properties of coarser measurements.

1. Proof of Theorem III.2

Proof. This result follows from theorem II.2 whose hypothesis are fulfilled because of lemma III.1. According to this lemma, $C_2 \hookrightarrow C_1$ is equivalent to

$$p_j^{(2)} = \sum_i p_{ji} p_i^{(1)}, \forall \hat{\rho}. $$

(D1)

In particular, taking the state $\hat{\rho}^{id}$, whose probabilities are proportional to the volumes,

$$V_j^{(2)} = \sum_i P_{ji} V_i^{(1)}. $$

(D2)

Then, using the last two equations, theorem II.2 implies

$$S_{C_2}(\hat{\rho}) \ge S_{C_1}(\hat{\rho}), \forall \hat{\rho},$$

(D3)

with equality for each $\hat{\rho}$ if and only if

$$P_{ji} p_i^{(1)} V_j^{(2)} = p_{ji} V_i^{(1)} p_j^{(2)},$$

(D4)

Then, assuming $V_j^{(2)} > 0$,

$$p_i^{(1)} = \sum_j P_{ji} p_i^{(1)} = \sum_j P_{ji} V_i^{(1)} p_j^{(2)} = \sum_j \hat{P}_{ij} p_j^{(2)}, \forall \hat{\rho},$$

(D5)

where $\hat{P}_{ij}$ is left stochastic, because

- $\hat{P}_{ij} \ge 0$, due to $P_{ji}, V_i^{(1)}, V_j^{(2)} \ge 0$.
- $\sum_i \hat{P}_{ij} = \sum_i P_{ji} V_i^{(1)} / V_j^{(2)} = 1$, due to Eq. (D2).

Finally, Eq. (D5) is equivalent to $C_1 \hookrightarrow C_2$, again due to lemma III.1. Therefore, the equality in $S_{C_2} \ge S_{C_1}$ is achieved if and only if $C_1 \hookrightarrow C_2$. 

\[ \square \]

2. Proof of Theorem III.3

Proof. This proof consists of defining a Markov chain $X \rightarrow I \rightarrow J$ with adequate marginals $p_{xj}^{(2)}$ and $p_{xi}$ and then applying theorem III.3. First, define the joint probabilities of $X, I, J$ as

$$p_{xij} = p_{ji} p_{x}^{(1)} \langle x \rangle | \hat{\Pi}_i^{(1)} | x \rangle p_x,$$

(D6)

with $P$ the left stochastic matrix provided by $C_2 \hookrightarrow C_1$. Therefore, $X \rightarrow J \rightarrow I$ because of $p_{xij} = p_{ji} p_{x} p_x$. Moreover,

$$p_{x} = \sum_j p_{xj}^{(1)} = p_{x}^{(1)},$$

$$p_{xj} = \sum_i P_{ji} \langle x \rangle | \hat{\Pi}_i^{(1)} | x \rangle p_x = \langle x \rangle \hat{\Pi}_j^{(2)} | x \rangle p_x = p_{xj}^{(2)},$$

(D7)

where the second line uses the relation between POVM elements due to $C_2 \hookrightarrow C_1$. Finally, theorem III.3 implies $I(p_x^{(2)}) \le I(p_x^{(1)})$, achieving the equality if and only if

$$p_{xij} = p_{ii} p_{xj},$$

which implies

$$p_{x} = \sum_j p_{xj}.$$  

(D9)

Now, choosing $\hat{\rho} = |x\rangle \langle x|$ and using the definition of $p_{x}^{(1)}$ and $p_{xj}$ given in Eq. (28),

$$\langle x | \hat{\Pi}_i^{(1)} | x \rangle = \sum_j p_{xj} | \hat{\Pi}_j^{(2)} | x \rangle .$$

(D10)

Since $|x\rangle$ can be any pure state, then

$$\hat{\Pi}_i^{(1)} = \sum_j p_{xj} \hat{\Pi}_j^{(2)},$$

(D11)

which means $C_2 \hookrightarrow C_1$, with the conditional probabilities $p_{xj}$ forming a left stochastic matrix. Therefore, achieving the equality in $I(p_x^{(2)}) \le I(p_x^{(1)})$ implies that $C_2 \hookrightarrow C_1$. The converse implication is

$$C_2 \hookrightarrow C_1 \iff I(p_x^{(2)}) = I(p_x^{(1)}), \forall \hat{\rho},$$

(D12)

which is also true because of the already proven Eq. (30).

\[ \square \]

Appendix E: Proving the Properties of Coarser in Subspaces

This appendix contains the proofs that are not included in section III regarding the properties of coarser in subspaces.
1. Proof of Lemma \[\text{[III.2]}\]

\[P \implies C_1\] The condition $C_2 \implies C_1$ implies that \(\forall j \in O_2(\mathcal{G})\),

\[
P^{(2)}_j = \sum_{i \in O_1(\mathcal{G})} \tilde{P}_{ji} p^{(1)}_i, \forall \hat{\rho} \in \mathcal{D}(\mathcal{G}),
\]

(E1)

\[
V^{(2)}_j \geq \sum_{i \in O_1(\mathcal{G})} \tilde{P}_{ji} V^{(1)}_i,
\]

(E2)

where the first line came from using that $\tilde{P}_{\mathcal{G}}\hat{\rho}\tilde{P}_{\mathcal{G}} = \hat{\rho}$ for $\hat{\rho} \in \mathcal{D}(\mathcal{G})$. Moreover, $\tilde{P}$ is a left stochastic $O_2(\mathcal{G}) \times O_1(\mathcal{G})$ matrix. The next step is to extend $\tilde{P}$ into a $P$ which is defined even if $i \not\in O_1(\mathcal{G})$ or $j \not\in O_2(\mathcal{G})$,

\[
P_{ji} = \begin{cases} 
\tilde{P}_{ji} & i \in O_1(\mathcal{G}), j \in O_2(\mathcal{G}), \\
0 & i \not\in O_1(\mathcal{G}), j \not\in O_2(\mathcal{G}), \\
C_j & i \not\in O_1(\mathcal{G}), \end{cases}
\]

\[
C_j = \frac{V^{(2)}_j - \sum_{i \in O_1(\mathcal{G})} P_{ji} V^{(1)}_i}{\sum_{i \not\in O_1(\mathcal{G})} V^{(1)}_i}.
\]

(E3)

Let us check that $P$ fulfills the requirements in \[\text{[III.2]}\], starting with $P$ being left stochastic. $P_{ji} \geq 0$ because $\tilde{P}_{ji} \geq 0$ and $C_j \geq 0$. In turn, $C_j \geq 0$ because of

- Eq. (E2), when $j \in O_2(\mathcal{G})$.
- $C_j = V^{(2)}_j / \sum_{i \not\in O_1(\mathcal{G})} V^{(1)}_i \geq 0$, when $j \not\in O_2(\mathcal{G})$.

Moreover, the columns of $P$ sum to one,

\[
\sum_{j} P_{ji} = \sum_{j} \tilde{P}_{ji} = 1, \forall i \in O_1(\mathcal{G}),
\]

(E4)

\[
\sum_{j} P_{ji} = \sum_{j} \frac{V^{(2)}_j - \sum_{i \in O_1(\mathcal{G})} V^{(1)}_i}{\sum_{i \not\in O_1(\mathcal{G})} V^{(1)}_i} = 1, \forall i \not\in O_1(\mathcal{G}),
\]

(E5)

due to $\sum_j V^{(2)}_j = \sum_j V^{(1)}_i$, i.e. $V_{\text{tot}}$ remaining constant.

Therefore, $\tilde{P}$ is left stochastic. The next requirement is to let $\hat{\rho} \in \mathcal{D}(\mathcal{G})$ and then show $p^{(2)}_j = \sum_i P_{ji} p^{(1)}_i$. Using that $p^{(1)}_i = 0$ for $i \not\in O_1(\mathcal{G})$, \[\sum_{i} P_{ji} p^{(1)}_i = \sum_{i \in O_1(\mathcal{G})} \tilde{P}_{ji} p^{(1)}_i + \sum_{i \not\in O_1(\mathcal{G})} p^{(1)}_i = p^{(1)}_i \sum_{i \not\in O_1(\mathcal{G})} 1 = p^{(1)}_i, \]

(E6)

which is equal to $p^{(2)}_j$ because of Eq. (E1) when $j \in O_2(\mathcal{G})$ and $p^{(2)}_j = 0$ when $j \not\in O_2(\mathcal{G})$. The requirement for the volumes is also fulfilled because

\[
\sum_{i} P_{ji} V^{(1)}_i = \sum_{i \in O_1(\mathcal{G})} P_{ji} V^{(1)}_i + C_j \sum_{i \not\in O_1(\mathcal{G})} V^{(1)}_i = V^{(2)}_j.
\]

(E7)

Therefore, $\text{[III.2]} \implies \text{[III.3]}$, completing the first implication.

$\text{[III.3]} \implies \text{[III.2]}$ The condition $\text{[III.3]}$ provides a $P$ fulfilling Eqs. (34) and (35). Denote by $\tilde{P}$ the restriction of $P$ to $i \in O_1(\mathcal{G}), j \in O_2(\mathcal{G})$. Proving $\text{[III.3]} \implies \text{[III.2]}$ will consist in showing that $\tilde{P}$ fulfills the requirements of $C_2 \implies C_1$. The first step is to prove that $\tilde{P}$ is left stochastic. Consider any $j \not\in O_2(\mathcal{G})$ and use Eq. (34), $p^{(1)}_i = 0$ for $i \not\in O_1(\mathcal{G})$ and $p^{(2)}_j = 0$ for $j \not\in O_2(\mathcal{G})$ to obtain

\[
\sum_{i \in O_1(\mathcal{G})} P_{ji} p^{(1)}_i = \sum_{i \in O_1(\mathcal{G})} P_{ji} p^{(2)}_j = 0, \forall \hat{\rho} \in \mathcal{D}(\mathcal{G}),
\]

(E8)

This equation, together with that there is always a $\hat{\rho} \in \mathcal{D}(\mathcal{G})$ that makes $p^{(1)}_i \neq 0$ when $i \in O_1(\mathcal{G})$ and with that $p^{(2)}_j \geq 0$, implies

\[
P_{ji} = 0, \forall i \in O_1(\mathcal{G}), j \not\in O_2(\mathcal{G}).
\]

(E9)

This identity in turn implies

\[
\sum_{j \in O_2(\mathcal{G})} \tilde{P}_{ji} = 1, \forall i \in O_1(\mathcal{G}),
\]

(E10)

which means that $\tilde{P}$ is left stochastic when joined with the fact that $\tilde{P}_{ji} \geq 0$ because $P_{ji} \geq 0$. The POVM elements’ condition, Eq. (32), is shown starting from

\[
p^{(2)}_j = \sum_{i} P_{ji} p^{(1)}_i = \sum_{i \in O_1(\mathcal{G})} P_{ji} p^{(1)}_i, \forall \hat{\rho} \in \mathcal{D}(\mathcal{G}).
\]

(E11)

Now, rewriting in terms of the POVM elements,

\[
\text{Tr}[\tilde{\Pi}^{(2)}_j \hat{\rho}] = \text{Tr} \left[ \sum_{i \in O_1(\mathcal{G})} P_{ji} \tilde{\Pi}^{(1)}_i \hat{\rho} \right], \forall \hat{\rho} \in \mathcal{D}(\mathcal{G})
\]

\[
\implies \tilde{P}_{\mathcal{G}} \tilde{\Pi}^{(2)}_j \tilde{P}_{\mathcal{G}} = \sum_{i \in O_1(\mathcal{G})} P_{ji} \tilde{P}_{\mathcal{G}} \tilde{\Pi}^{(1)}_i \tilde{P}_{\mathcal{G}}.
\]

(E12)

The requirement over the volumes, Eq. (33), is also fulfilled,

\[
V^{(2)}_j = \sum_{i} P_{ji} V^{(1)}_i \geq \sum_{i \in O_1(\mathcal{G})} P_{ji} V^{(1)}_i,
\]

(E13)

completing all the requirements for $C_2 \implies C_1$.

Finally, the proof for $\text{[III.3]} \iff \text{[III.1]}$ is almost the same as for lemma $\text{[III.2]}$. These conditions are seen to be equivalent by choosing the same transition matrix $P$ for both. The only difference with the previous proof is using that

\[
V^{(2)}_j = p^{(2)}_j V_{\text{tot}}, V^{(1)}_i = p^{(1)}_i V_{\text{tot}}, \text{when } \hat{\rho} = \hat{\rho}_{id},
\]

(E14)

to obtain Eq. (35) from (iii) with $\hat{\rho}_{id}$ and vice-versa.
2. Proof of Theorem III.4

Proof. The proof is almost the same as for theorem III.2 after substituting the lemma [C.1] with the corresponding lemma III.2. The only difference arises when proving that achieving $S_C^2 = S_C^1$ implies $C_2 \not\subset C_1$. The following extra step has to be shown,

$$\sum_j \hat{P}_{ij} V_j^{(2)} = \sum_j P_{ij} \frac{V_j^{(1)}}{V_j^{(2)}} V_j^{(2)} = V_i^{(1)},$$

(E15)

because this equation is required by item [iii] of lemma III.2. Besides this addition, the proof proceeds as in theorem III.2.

3. Proof of Theorem III.5

Proof. The proof proceeds analogously to the proof of theorem III.3. The major difference is the use of lemma III.2 together with $C_2 \not\subset C_1$ to obtain an adequate $P$. This $P$ is defined for any possible value of $i$ and $j$, allowing to build the Markov chain $X \rightarrow I \rightarrow J$ with the probabilities defined in Eq. [D6]. The rest of the proof proceeds without changes except when dealing with the case $I(p_{xj}^{(2)}) = I(p_{xj}^{(1)})$. Since now $\hat{P} \in \mathcal{D}(\mathcal{G})$, the $\hat{P} = |x\rangle\langle x|$ can only be taken with $|x\rangle \in \mathcal{G}$. Therefore, the Eq. [D10] only implies that

$$\hat{P}_G \hat{\Pi}_j^{(2)} \hat{P}_G = \sum_{j \in \mathcal{O}^2(\mathcal{G})} p_{ij} \hat{P}_{ij} \hat{\Pi}_j^{(1)} \hat{P}_G, \forall i \in \mathcal{O}_1(\mathcal{G}),$$

(E16)
as required. This equation not enough to state that $C_2 \not\subset C_1$, because the condition over the volumes is missing. However, it turns out that this condition on the volumes is not needed to prove the inequality between mutual informations. Therefore, Eq. (E16) implies $I(p_{xj}^{(2)}) \geq I(p_{xj}^{(1)})$, which allows to complete the proof.

4. Proving the Observations in Theorem III.6

To prove these observations it will be useful to first prove the two lemmas provided below.

Lemma E.1. The POVM elements of $C$ outside of $O(\mathcal{G})$ are null in the subspace $\mathcal{G}$, and vice-versa.

$$\hat{\Pi}_i \hat{P}_G = 0 \iff i \not\in O(\mathcal{G}).$$

(E17)

Proof. Let $C$ be a measurement and $\mathcal{G}$ a subspace of the Hilbert space. First,

$$\hat{\Pi}_i \hat{P}_G = 0 \implies i \not\in O(\mathcal{G}).$$

(E18)

because

$$\hat{\Pi}_i |\psi\rangle = \hat{\Pi}_i \hat{P}_G |\psi\rangle = 0, \forall |\psi\rangle \in \mathcal{G},$$

(E19)

which means $i \not\in O(\mathcal{G})$.

Second, let us prove

$$\hat{\Pi}_i \hat{P}_G = 0 \iff i \not\in O(\mathcal{G}).$$

(E20)

Let $\hat{P}_G = \sum_x |x\rangle\langle x|$ be the decomposition in eigenvectors. Then,

$$\text{Tr}[\hat{\Pi}_i \hat{P}_G] = \sum_x \langle x|\hat{\Pi}_i |x\rangle = 0,$$

(E21)

where we used that $|x\rangle \in \mathcal{G}$ and since $i \not\in O(\mathcal{G})$, then $\langle x|\hat{\Pi}_i |x\rangle = 0$. Finally, since $\text{Tr}[\hat{\Pi}_i \hat{P}_G] = 0$, the previous lemma [C.1] implies $\hat{\Pi}_i \hat{P}_G = 0$, completing the proof.

Lemma E.2. Some entries in the left stochastic matrix might be zero due to $O_2$ and $O_1$. Let $\mathcal{F}$ and $\mathcal{G}$ be subspaces of $\mathcal{H}$. Consider

$$\hat{J} = O_2(\mathcal{G}) \setminus O_2(\mathcal{F}),$$

(E22)

$$\hat{J}^{\cap} = O_1(\mathcal{G}) \cap O_1(\mathcal{F}).$$

(E23)

with $X \setminus Y$ the elements of $X$ that do not belong to $Y$. For any left stochastic matrix $P$ and $j \in \hat{J}$,

$$\text{Tr}[\hat{R}_j \hat{P}_F] \geq 0 \implies P_{ji} = 0 \in \hat{J}^{\cap}, \hat{R}_j \hat{P}_F = \hat{P}_F \hat{R}_j = 0,$$

(E24)

where

$$\hat{R}_j = \hat{\Pi}_j^{(2)} - \sum_{i \in O_1(\mathcal{G})} P_{ji} \hat{\Pi}_i^{(1)}.$$  

(E25)

Proof. Let $j \in \hat{J}$. Then, $j \not\in O_2(\mathcal{F})$ and applying the lemma E.1

$$\hat{\Pi}_j^{(2)} \hat{P}_F = 0.$$  

(E26)

Therefore, from the definition of $\hat{R}_j$,

$$\hat{R}_j \hat{P}_F = - \sum_{i \in O_1(\mathcal{G})} P_{ji} \hat{\Pi}_i^{(1)} \hat{P}_F = - \sum_{i \in \hat{J}^{\cap}} P_{ji} \hat{\Pi}_i^{(1)} \hat{P}_F,$$

(E27)

where the lemma E.1 was applied again to show that $\hat{\Pi}_i^{(1)} \hat{P}_F = 0, \forall i \not\in O_1(\mathcal{F})$. Taking the trace,

$$0 \leq - \sum_{i \in \hat{J}^{\cap}} P_{ji} \text{Tr}[\hat{\Pi}_i^{(1)} \hat{P}_F],$$

(E28)

by using the hypothesis $\text{Tr}[\hat{R}_j \hat{P}_F] \geq 0$. Finally, since $i \in \hat{J}^{\cap} \subseteq O_1(\mathcal{F})$, the lemma E.1 implies $\hat{\Pi}_i^{(1)} \hat{P}_F \neq 0$. From here, lemma [C.1] implies $\text{Tr}[\hat{\Pi}_i^{(1)} \hat{P}_F] > 0$. Therefore, since
all $P_{ji} \geq 0$, the only option to fulfill Eq. \((E28)\) for $j \in \tilde{J}$ is
\[
P_{ji} = 0, \; \forall i \in \mathcal{I}^\cap,
\]
which was one of the objectives of the proof. This result, in combination with Eq. \((E27)\) implies $R_j \tilde{P}_F = 0$. The proof for $\tilde{P}_F R_j = 0$ is the same, but starting with $\tilde{P}_F \tilde{\Pi}^{(2)} = 0$.

Let us proceed to prove the observations in theorem III.6.

**Proof.** Let $\mathcal{F} \subseteq \mathcal{G}$ be two subspaces of the Hilbert space. First, let us prove that $O(\mathcal{F}) \subseteq O(\mathcal{G})$ for any $\mathcal{C}$.
\[
\begin{align*}
j \in O(\mathcal{F}) & \iff \exists |\psi\rangle \in \mathcal{F} \subseteq \mathcal{G} \text{ s.t. } p_j \neq 0 \Rightarrow j \in O(\mathcal{G}),
\end{align*}
\]
where the definition [III.2] was used.

Second, assume $C_2 \xrightarrow{\mathcal{G}} C_1$, with a corresponding left stochastic matrix $P^G$. Then, as already discussed in the body of the article, $C_2 \xrightarrow{\mathcal{F}} C_1$ is true. Now, the objective is to prove that $P^F$, defined as
\[
P^F_{ji} = P^G_{ji}, \; i \in O_1(\mathcal{F}), \; j \in O_2(\mathcal{F}),
\]
is a left stochastic matrix that fulfills
\[
\begin{align*}
\tilde{P}_F \sum_{i \in O_1(\mathcal{F})} P^F_{ji} \tilde{\Pi}^{(2)} \tilde{P}_F & = \sum_{i \in O_1(\mathcal{F})} P^G_{ji} \tilde{P}_F \tilde{\Pi}^{(1)} \tilde{P}_F, \; j \in O_2(\mathcal{F}), \\
V_j^{(2)} & \geq \sum_{i \in O_1(\mathcal{F})} P^F_{ji} V_i^{(1)}, \; \forall j \in O_2(\mathcal{F}).
\end{align*}
\]
Start with $C_2 \xrightarrow{\mathcal{G}} C_1$, which provides
\[
\tilde{P}_F \tilde{\Pi}^{(2)} \tilde{P}_G = \sum_{i \in O_1(\mathcal{G})} P^G_{ji} \tilde{P}_F \tilde{\Pi}^{(1)} \tilde{P}_G, \; j \in O_2(\mathcal{G}),
\]
and
\[
V_j^{(2)} \geq \sum_{i \in O_1(\mathcal{G})} P^F_{ji} V_i^{(1)}, \; \forall j \in O_2(\mathcal{G}).
\]
Multiplying by $\tilde{P}_F$ by the left and by the right on Eq. \((E34)\) produces Eq. \((E32)\), using that
\[
\mathcal{F} \subseteq \mathcal{G} \implies \tilde{P}_F \tilde{P}_G = \tilde{P}_G \tilde{P}_F = \tilde{P}_F,
\]
and together with $\tilde{\Pi}^{(1)} \tilde{P}_F = 0, \forall i \in O_1(\mathcal{G}) \setminus O_1(\mathcal{F})$ by lemma E.1 and that $O_2(\mathcal{F}) \subseteq O_2(\mathcal{G})$. Moreover, Eq. \((E35)\) converts to Eq. \((E33)\) by removing non-negative terms on the right hand side and considering $O_2(\mathcal{F}) \subseteq O_2(\mathcal{G})$.

The last step is to show that $P^F$ is left stochastic, which reduces to seeing
\[
\sum_{j \in O_2(\mathcal{F})} P^F_{ji} = 1, \; i \in O_1(\mathcal{F}).
\]
This identity can be derived applying lemma E.2 to $P^G$. The hypothesis of the lemma is fulfilled because of Eq. \((E34)\) and Eq. \((E36)\). The consequence is that $P^G_{ji} = 0, \; j \in \tilde{J}, \; i \in \mathcal{I}^\cap$.

Let $j \in O_2(\mathcal{G}) \setminus O_2(\mathcal{F})$ and $\mathcal{I}^\cap = O_1(\mathcal{F})$. Therefore,
\[
\sum_{j \in O_2(\mathcal{F})} P^F_{ji} = \sum_{j \in O_2(\mathcal{G})} P^G_{ji} = 1, \; i \in O_1(\mathcal{F}),
\]
completing the proof that $P^F$ defined as the restriction of $P^G$ is a valid left stochastic matrix for $C_2 \xrightarrow{\mathcal{F}} C_1$.

5. **Proving that Coarseness is not Preserved under Sum of Subsets**

To prove that
\[
C_2 \xrightarrow{\mathcal{G}} C_1, \; C_2 \xrightarrow{\mathcal{F}} C_1 \implies C_2 \xrightarrow{\mathcal{G}+\mathcal{F}} C_1,
\]
it is enough to provide a counterexample. The counterexample uses measurements on a two dimensional system, with
\[
\begin{align*}
\hat{\Pi}^{(2)} & = |+\rangle\langle+|, \quad \hat{\Pi}^{(2)} = |-\rangle\langle-|, \\
\hat{\Pi}^{(1)} & = |0\rangle\langle0|, \quad \hat{\Pi}^{(1)} = |1\rangle\langle1|,
\end{align*}
\]
with $|\pm\rangle = (|0\rangle \pm |1\rangle)/\sqrt{2}$. Let
\[
\mathcal{G} = \text{Span}(|0\rangle), \quad \mathcal{F} = \text{Span}(|1\rangle).
\]
Then, $C_2 \xrightarrow{\mathcal{G}} C_1$ because
\[
\hat{P}_G \hat{\Pi}^{(2)} \hat{P}_G = \frac{1}{2} |0\rangle\langle0| = \frac{1}{2} \hat{P}_G \hat{\Pi}^{(1)} \hat{P}_G,
\]
and $1 = \hat{V}_1^{(2)} \geq \frac{1}{2} \hat{V}_1^{(1)} = \frac{1}{2}$. Analogously, $C_2 \xrightarrow{\mathcal{F}} C_1$ because
\[
\hat{P}_F \hat{\Pi}^{(2)} \hat{P}_F = \frac{1}{2} |0\rangle\langle0| = \frac{1}{2} \hat{P}_F \hat{\Pi}^{(1)} \hat{P}_F,
\]
and $1 = \hat{V}_2^{(2)} \geq \frac{1}{2} \hat{V}_2^{(1)} = \frac{1}{2}$. However, $\mathcal{F} + \mathcal{G} = \mathcal{H}$. Then, $C_2 \xrightarrow{\mathcal{F}+\mathcal{G}} C_1$ would require the projectors of $C_2$ to be written as a sum of the projectors of $C_1$, which is impossible.

Therefore, $C_2 \xrightarrow{\mathcal{F}+\mathcal{G}} C_1$ is false, even though $C_2 \xrightarrow{\mathcal{G}} C_1$ and $C_2 \xrightarrow{\mathcal{F}} C_1$ are true, providing the counterexample that proves Eq. \((E40)\).

6. **Proving that $P^F$ Cannot Always be Extended**

This section provides a counterexample to show that even if $\mathcal{F} \subseteq \mathcal{G}$, $C_2 \xrightarrow{\mathcal{G}} C_1$, the left stochastic matrix $P^F$ of $C_2 \xrightarrow{\mathcal{F}} C_1$ cannot be extended to a $P^G$ in general.
Consider a two dimensional system with Hilbert space $\mathcal{G} = \text{Span}(|0\rangle, |1\rangle)$, and the subset $\mathcal{F} = \text{Span}(|+\rangle)$, with $|+\rangle = (|0\rangle + |1\rangle)/\sqrt{2}$. The measurement $\mathcal{C}$ with

$$\hat{\Pi}_1 = |0\rangle\langle 0|, \quad \hat{\Pi}_2 = |1\rangle\langle 1|, \quad (E45)$$

fulfills $\mathcal{C} \not\subseteq \mathcal{F}$ with

$$P^\mathcal{F} = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}. \quad (E46)$$

This $P^\mathcal{F}$ is adequate because

$$|+\rangle\langle +| \hat{\Pi}_1 |+\rangle\langle +| = |+\rangle\langle +| \hat{\Pi}_2 |+\rangle\langle +| = \frac{1}{2} |+\rangle\langle +|, \quad (E47)$$

which makes the condition about the POVM elements, Eq. (32), true. In addition, the condition on the volumes Eq. (33) is readily verified using $V_1 = V_2 = 1$. Therefore, $P^\mathcal{F}$ is adequate for $\mathcal{C} \nsubseteq \mathcal{C}$. However, $P^\mathcal{F}$ cannot be extended to any $P^\mathcal{G}$ to show $\mathcal{C} \nsubseteq \mathcal{C}$. The only possible choice would be $P^\mathcal{G} = P^\mathcal{F}$, which does not work because

$$\hat{\Pi}_1 = \hat{\Pi}_2, \quad \hat{\Pi}_2 = \hat{\Pi}_1, \quad (E48)$$

which is false. Simultaneously, $\mathcal{C} \nsubseteq \mathcal{F}$ is true, with

$$P^\mathcal{G} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad (E49)$$

completing the counterexample.
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