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By using variational methods and critical point theory, the authors establish the existence of infinitely many weak solutions for impulsive differential inclusions involving two parameters and the $p$-Laplacian and having Dirichlet boundary conditions.

1. INTRODUCTION

Because of its wide applicability in the modeling of many phenomena in various fields of physics, chemistry, biology, engineering and economics, the theory of fractional differential equations has recently been attracting increasing interest; see for instance the monographs of Hilfer [19], Kilbas et al. [24], Miller and Ross [29], Podlubny [31], Samko et al. [33], the papers [1, 2, 4, 5, 6, 9, 25, 27, 35, 37] and references therein. Particular applications of fractional differential equations to problems in fluid flow, electrical networks, control of dynamical systems, elasticity, and signal processing, for example, have appeared in the literature.

Impulsive boundary value problems for differential equations and inclusions have been intensively studied in recent years. Such problems appear in mathematical models with sudden changes in their states such as in population dynamics, pharmacology, optimal control, etc. [26]. Impulsive problems for fractional equations are often treated by topological methods such as in [3, 7, 8, 23]. The existence
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of solutions of impulsive problems is studied using variational methods and critical point theorems in [10, 36, 39]. The recent monograph [17] gives background and applications of differential inclusions.

In the present paper, motivated by the results in [14, 18, 34, 38] and employing an abstract critical point result (see Theorem 1 below), we obtain sufficient conditions to ensure the existence of infinitely many weak solutions to the problem (1); see Theorem 2 below. We refer to [12], in which related variational methods are used for non-homogeneous problems.

The aim of this article is to show the existence of infinitely many weak solutions to the two parameter impulsive fractional differential inclusion

\begin{equation}
\begin{cases}
\frac{d^\alpha}{dt^\alpha} \phi_p \left( \frac{d}{dt} u(t) \right) + \phi_p (u(t)) \in \lambda F(u(t)) + \mu G(x,u(t)), & \text{a.e. } t \in [0,T], \\
x \neq x_j, \\
\Delta \left( \frac{d^{\alpha-1}}{dt^{\alpha-1}} \phi_p \left( \frac{d}{dt} u(t) \right) \right)(x_j) = I_j(u(x_j)), & j = 1, 2, \ldots, m, \\
u(0) = u(T) = 0,
\end{cases}
\end{equation}

where $1/p < \alpha \leq 1$, $\lambda > 0$, $\mu \geq 0$, $T > 0$, $p > 1$, $\phi_p(x) = |x|^{p-2}x$, $\frac{d}{dt}$ and $\frac{d^\alpha}{dt^\alpha}$ are the left and right Riemann-Liouville fractional derivatives respectively, and $0 = x_0 < x_1 < x_2 < \ldots < x_m < x_{m+1} = T$. Here,

\[ \Delta \left( \frac{d^{\alpha-1}}{dt^{\alpha-1}} \phi_p \left( \frac{d}{dt} u(t) \right) \right)(x_j) = \frac{d^{\alpha-1}}{dt^{\alpha-1}} \left( \phi_p \left( \frac{d}{dt} u(t) \right) \right)(x_j^+), \]

where

\[ \frac{d^{\alpha-1}}{dt^{\alpha-1}} \left( \phi_p \left( \frac{d}{dt} u(t) \right) \right)(x^+) = \lim_{x \to x^+} \frac{d^{\alpha-1}}{dt^{\alpha-1}} \left( \phi_p \left( \frac{d}{dt} u(t) \right) \right)(x), \]

\[ \frac{d^{\alpha-1}}{dt^{\alpha-1}} \left( \phi_p \left( \frac{d}{dt} u(t) \right) \right)(x^-) = \lim_{x \to x^-} \frac{d^{\alpha-1}}{dt^{\alpha-1}} \left( \phi_p \left( \frac{d}{dt} u(t) \right) \right)(x), \]

and $\phi_p(x)$ is the left Caputo fractional derivative of order $\alpha$. The multifunction $F$ defined on $\mathbb{R}$ is assumed to satisfy

(F1) $F : \mathbb{R} \to 2^\mathbb{R}$ is upper semicontinuous with compact convex values;

(F2) $\min F$, $\max F : \mathbb{R} \to \mathbb{R}$ are Borel measurable;

(F3) $|\xi| \leq a(1 + |s|^{r-1})$ for all $s \in \mathbb{R}$, $\xi \in F(s)$, $r > 1$ ($a > 0$).

Also, $G$ is a multifunction defined on $[0,T] \times \mathbb{R}$, satisfying

(G1) $G(x,\cdot) : \mathbb{R} \to 2^\mathbb{R}$ is upper semicontinuous with compact convex values for a.e. $x \in [0,T] \setminus Q$, where $Q = \{ x_i : i = 1, 2, \ldots, m \}$;

(G2) $\min G$, $\max G : ([0,T] \setminus Q) \times \mathbb{R} \to \mathbb{R}$ are Borel measurable;

(G3) $|\xi| \leq a(1 + |s|^{r-1})$ for a.e. $x \in [0,T]$, $s \in \mathbb{R}$, $\xi \in G(x,s)$, $r > 1$ ($a > 0$).
2. BASIC DEFINITIONS AND PRELIMINARY RESULTS

Definition 1. ([24, 31]) Let \( u \) be a function defined on \([a, b]\). The left and right Riemann-Liouville fractional derivatives of order \( \alpha > 0 \) of \( u \) are defined by

\[
a D_1^\alpha u(t) := \frac{d^n}{dt^n} a D_1^{\alpha-n} u(t) = \frac{1}{\Gamma(n-\alpha)} \frac{d^n}{dt^n} \int_a^t (t-s)^{n-\alpha-1} u(s)ds
\]

and

\[
t D_1^\alpha u(t) := (-1)^n \frac{d^n}{dt^n} t D_1^{\alpha-n} u(t) = (-1)^n \frac{d^n}{dt^n} \int_t^b (s-t)^{n-\alpha-1} u(s)ds
\]

for every \( t \in [a, b] \), provided the right-hand sides are pointwise defined on \([a, b]\), where \( n-1 \leq \alpha < n \) and \( n \in \mathbb{N} \).

Here, \( \Gamma(\alpha) \) is the standard gamma function given by

\[
\Gamma(\alpha) := \int_0^{+\infty} z^{\alpha-1}e^{-z}dz.
\]

Set \( AC^n([a, b], \mathbb{R}) \) to be the space of functions \( u : [a, b] \rightarrow \mathbb{R} \) such that \( u \in C^{n-1}([a, b], \mathbb{R}) \) and \( u^{(n-1)} \in AC([a, b], \mathbb{R}) \). Here, as usual, \( C^{n-1}([a, b], \mathbb{R}) \) denotes the set of mappings being \((n-1)\) times continuously differentiable on \([a, b]\). In particular, we denote \( AC([a, b], \mathbb{R}) := AC^1([a, b], \mathbb{R}) \).

Definition 2. ([13, 16, 33]) Let \( \gamma \geq 0 \) and \( n \in \mathbb{N} \).

(i) If \( \gamma \in (n-1, n) \) and \( u \in AC^n([a, b], \mathbb{R}) \), then the left and right Caputo fractional derivatives of order \( \gamma \) for the function \( u \) exist almost everywhere on \([a, b]\), and are given by

\[
c a D_1^{\gamma} u(t) = \frac{1}{\Gamma(n-\gamma)} \int_a^t (t-s)^{n-\gamma-1} u^{(n)}(s)ds
\]

and

\[
c t D_1^{\gamma} u(t) = (-1)^n \frac{1}{\Gamma(n-\gamma)} \int_t^b (s-t)^{n-\gamma-1} u^{(n)}(s)ds
\]

for every \( t \in [a, b] \), respectively.

(ii) If \( \gamma = n-1 \) and \( u \in AC^{n-1}([a, b], \mathbb{R}) \), then

\[
c a D_1^{n-1} u(t) = u^{(n-1)}(t) \quad \text{and} \quad c t D_1^{n-1} u(t) = (-1)^{(n-1)} u^{(n-1)}(t)
\]

for every \( t \in [a, b] \).

With these definitions, we have the following formulas for fractional integration by parts and the composition of the Riemann-Liouville fractional integration operator with the Caputo fractional differentiation operator as proved in [24] and [33].
Proposition 1. The following property of fractional integration
\[ \int_a^b [\partial_x^{-\gamma}u(t)]v(t)\,dt = \int_a^b [\partial_y^{-\gamma}v(t)]u(t)\,dt, \quad \gamma > 0 \]
holds provided that \( u \in L^p([a,b], \mathbb{R}) \), \( v \in L^q([a,b], \mathbb{R}) \), and \( p \geq 1 \), \( q \geq 1 \), and \( 1/p + 1/q \leq 1 + \gamma \), or \( p \neq 1 \), \( q \neq 1 \), and \( 1/p + 1/q = 1 + \gamma \).

Proposition 2. Let \( n \in \mathbb{N} \) and \( n - 1 < \gamma \leq n \). If \( u \in AC^n([a,b], \mathbb{R}) \) or \( u \in C^n([a,b], \mathbb{R}) \), then
\[ aD_t^{-\gamma}(\langle D_x^\gamma u \rangle(t)) = u(t) - \sum_{j=0}^{n-1} \frac{(-1)^j u^{(j)}(a)}{j!} (t-a)^j \]
and
\[ tD_t^{-\gamma}(\langle D_x^\gamma u \rangle(t)) = u(t) - \sum_{j=0}^{n-1} \frac{(-1)^j u^{(j)}(b)}{j!} (b-t)^j \]
for every \( t \in [a,b] \). In particular, if \( 0 < \gamma \leq 1 \) and \( u \in AC([a,b], \mathbb{R}) \) or \( u \in C^1([a,b], \mathbb{R}) \), then
\[ (2) \quad aD_t^{-\gamma}(\langle D_x^\gamma u \rangle(t)) = u(t) - u(a) \quad \text{and} \quad tD_t^{-\gamma}(\langle D_x^\gamma u \rangle(t)) = u(t) - u(b). \]

Let \((X, \|\cdot\|_X)\) be a real Banach space. We denote by \( X^* \) the dual space of \( X \), while \( \langle \cdot, \cdot \rangle \) stands for the duality pairing between \( X^* \) and \( X \). A function \( \varphi : X \to \mathbb{R} \) is called locally Lipschitz if, for all \( u \in X \), there exist a neighborhood \( U \) of \( u \) and a real number \( L > 0 \) such that
\[ |\varphi(v) - \varphi(w)| \leq L\|v - w\|_X \quad \text{for all } v, w \in U. \]

If \( \varphi \) is locally Lipschitz and \( u \in X \), the generalized directional derivative of \( \varphi \) at \( u \) along the direction \( v \in X \) is defined by
\[ \varphi^\circ(u; v) := \limsup_{w \to u, \tau \to 0^+} \frac{\varphi(w + \tau v) - \varphi(w)}{\tau}. \]
The generalized gradient of \( \varphi \) at \( u \) is the set
\[ \partial\varphi(u) := \{ u^* \in X^* : \langle u^*, v \rangle \leq \varphi^\circ(u; v) \text{ for all } v \in X \}. \]
Thus, \( \partial \varphi : X \to 2^{X^*} \) is a multifunction. We say that \( \varphi \) has a compact gradient if \( \partial \varphi \) maps bounded subsets of \( X \) into relatively compact subsets of \( X^* \).

Lemma 1 ([30, Proposition 1.1]). Let \( \varphi \in C^1(X) \) be a functional. Then \( \varphi \) is locally Lipschitz and
\[ \varphi^\circ(u; v) = \langle \varphi'(u), v \rangle \quad \text{for all } u, v \in X; \]
\[ \partial \varphi(u) = \{ \varphi'(u) \} \quad \text{for all } u \in X. \]
Lemma 2 ([30, Proposition 1.3]). Let \( \phi : X \to \mathbb{R} \) be a locally Lipschitz functional. Then \( \phi^\circ(u;v) \) is subadditive and positively homogeneous for all \( u \in X \), and
\[
\phi^\circ(u;v) \leq L\|v\| \quad \text{for all } u, v \in X,
\]
with \( L > 0 \) being a Lipschitz constant for \( \phi \) around \( u \).

Lemma 3 ([15]). Let \( \phi : X \to \mathbb{R} \) be a locally Lipschitz functional. Then \( \phi^\circ : X \times X \to \mathbb{R} \) is upper semicontinuous, and for all \( \lambda \geq 0 \) and \( u, v \in X \),
\[
(\lambda \phi)^\circ(u;v) = \lambda \phi^\circ(u;v).
\]
Moreover, if \( \varphi, \psi : X \to \mathbb{R} \) are locally Lipschitz functionals, then
\[
(\varphi + \psi)^\circ(u;v) \leq \varphi^\circ(u;v) + \psi^\circ(u;v) \quad \text{for all } u, v \in X.
\]

Lemma 4 ([30, Proposition 1.6]). Let \( \varphi, \psi : X \to \mathbb{R} \) be locally Lipschitz functionals. Then
\[
\partial(\lambda \varphi)(u) = \lambda \partial \varphi(u) \quad \text{for all } u \in X, \lambda \in \mathbb{R},
\]
\[
\partial(\varphi + \psi)(u) \subseteq \partial \varphi(u) + \partial \psi(u) \quad \text{for all } u \in X.
\]

Lemma 5 ([20, Proposition 1.6]). Let \( \varphi : X \to \mathbb{R} \) be a locally Lipschitz functional with a compact gradient. Then \( \varphi \) is sequentially weakly continuous.

We say that \( u \in X \) is a (generalized) critical point of a locally Lipschitz functional \( \varphi \) if \( 0 \in \partial \varphi(u) \); i.e.,
\[
\varphi^\circ(u;v) \geq 0 \quad \text{for all } v \in X.
\]

If a non-smooth functional \( g : X \to (-\infty, +\infty) \) is expressed as a sum of a locally Lipschitz function, \( \varphi : X \to \mathbb{R} \), and a convex, proper, and lower semicontinuous function, \( j : X \to (-\infty, +\infty) \), that is, \( g := \varphi + j \), a (generalized) critical point of \( g \) is every \( u \in X \) such that
\[
\varphi^\circ(u;v - u) + j(v) - j(u) \geq 0
\]
for all \( v \in X \) (see [30, Chapter 3]).

Hereafter, we assume that \( X \) is a reflexive real Banach space, \( N : X \to \mathbb{R} \) is a sequentially weakly lower semicontinuous functional, \( \Upsilon : X \to \mathbb{R} \) is a sequentially weakly upper semicontinuous functional, \( \lambda \) is a positive parameter, \( j : X \to (-\infty, +\infty) \) is a convex, proper, and lower semicontinuous functional, and \( D(j) \) is the effective domain of \( j \). Let
\[
\mathcal{M} := \Upsilon - j, \quad I_\lambda := N - \lambda \mathcal{M} = (N - \lambda \Upsilon) + \lambda j.
\]
We also assume that \( N \) is coercive and
\[
(3) \quad D(j) \cap N^{-1}((-\infty, r)) \neq \emptyset
\]
for all \( r > \inf_X \mathcal{N} \). Moreover, owing to (3) and provided \( r > \inf_X \mathcal{N} \), we can define

\[
\varphi(r) := \inf_{u \in \mathcal{N}^{-1}((\infty, r))} \left( \frac{\sup_{v \in \mathcal{N}^{-1}((\infty, r))} \mathcal{M}(v)}{r - \mathcal{N}(u)} \right),
\]

\[
\gamma := \liminf_{r \to +\infty} \varphi(r), \quad \delta := \liminf_{r \to (\inf_X \mathcal{N})^+} \varphi(r).
\]

If \( \mathcal{N} \) and \( \Upsilon \) are locally Lipschitz functionals, the following result is proved in [11, Theorem 2.1]; it is a more precise version of [28, Theorem 1.1] (also see [32]).

**Theorem 1.** Under the above assumptions on \( X, \mathcal{N} \) and \( \mathcal{M} \), we have:

(a) For every \( r > \inf_X \mathcal{N} \) and every \( \lambda \in (0, 1/\varphi(r)) \), the restriction of the functional \( I_\lambda = \mathcal{N} - \lambda \mathcal{M} \) to \( \mathcal{N}^{-1}((\infty, r)) \) admits a global minimum that is a critical point (local minimum) of \( I_\lambda \) in \( X \).

(b) If \( \gamma < +\infty \), then for each \( \lambda \in (0, 1/\gamma) \), the following alternative holds: either

(b1) \( I_\lambda \) possesses a global minimum, or

(b2) there is a sequence \( \{u_n\} \) of critical points (local minima) of \( I_\lambda \) such that \( \lim_{n \to +\infty} \mathcal{N}(u_n) = +\infty \).

(c) If \( \delta < +\infty \), then for each \( \lambda \in (0, 1/\delta) \), the following alternative holds: either

(c1) there is a global minimum of \( \mathcal{N} \) that is a local minimum of \( I_\lambda \), or

(c2) there is a sequence \( \{u_n\} \) of pairwise distinct critical points (local minima) of \( I_\lambda \), with \( \lim_{n \to +\infty} \mathcal{N}(u_n) = \inf_X \mathcal{N} \), that converges weakly to a global minimum of \( \mathcal{N} \).

To establish a variational structure for the main problem, it is necessary to construct appropriate function spaces. Following [22], denote by \( C_0^\infty([0, T], \mathbb{R}) \) the set of all functions \( g \in C^\infty([0, T], \mathbb{R}) \) with \( g(0) = g(T) = 0 \).

**Definition 3.** Let \( 0 < \alpha \leq 1 \) and \( 1 < p < \infty \). The fractional derivative space \( E_0^{\alpha,p} \) is defined by the closure with respect to the weighted norm

\[
\|u\|_{\alpha,p} := \left( \int_0^T |D_0^\alpha u(t)|^p dt + \int_0^T |u(t)|^p dt \right)^{1/p}, \quad \text{for all } u \in E_0^{\alpha,p}.
\]

Clearly, the fractional derivative space \( E_0^{\alpha,p} \) is the space of functions \( u \in L^p[0, T] \) having an \( \alpha \)-order fractional derivative \( qD_0^\alpha u \in L^p[0, T] \) and satisfying \( u(0) = u(T) = 0 \). From [22, Proposition 3.1], we know for \( 0 < \alpha \leq 1 \), the space \( E_0^{\alpha,p} \) is a reflexive and separable Banach space.

For every \( u \in E_0^{\alpha} \), set

\[
\|u\|_{L^s} := \left( \int_0^T |u(t)|^s dt \right)^{1/s}, \quad s \geq 1,
\]
and
\[ \|u\|_{\infty} := \max_{t \in [0, T]} |u(t)|. \]

**Remark 1.** For any \( u \in E_{0}^{\alpha,p} \) according to (2), and in view of the fact that \( u(0) = u(T) = 0 \), we have \( \frac{\partial}{\partial t} D_{t}^{\alpha} u(t) = \frac{\partial}{\partial t} D_{t}^{\alpha} u(t) \) and \( \frac{\partial}{\partial t} D_{t}^{\alpha} u(t) = \frac{\partial}{\partial t} D_{t}^{\alpha} u(t) \) for \( t \in [0, T] \).

**Lemma 6 ([22]).** Let \( 0 < \alpha \leq 1 \) and \( 1 < p < \infty \). For all \( u \in E_{0}^{\alpha,p} \), we have
\[ \|u\|_{L^{p}} \leq \frac{T}{\Gamma(\alpha + 1)} \left( \int_{0}^{T} \| D_{t}^{\alpha} u(t) \|^{p} dt \right)^{1/p}. \]

Moreover, if \( \alpha > \frac{1}{p} \) and \( \frac{1}{p} + \frac{1}{q} = 1 \), then
\[ \|u\|_{\infty} \leq \frac{T^{\alpha-1/p}}{\Gamma(\alpha)((\alpha - 1)q + 1)^{\frac{1}{q}}} \left( \int_{0}^{T} \| D_{t}^{\alpha} u(t) \|^{p} dt \right)^{1/p} \]
\[ = \frac{1}{\Gamma(\alpha) (\alpha^{\alpha-1/p} + 1)^{\frac{1}{p}}} \left( \int_{0}^{T} \| D_{t}^{\alpha} u(t) \|^{p} dt \right)^{1/p}. \]

As a consequence of this lemma, we can consider \( E_{0}^{\alpha,p} \) with the norm
\[ \|u\|_{\alpha,p} := \left( \int_{0}^{T} \| x D_{x}^{\alpha} u(t) \|^{p} dt \right)^{1/p}, \quad u \in E_{0}^{\alpha,p}, \]
which is equivalent to (4).

**Lemma 7 ([22]).** Assume that \( 0 < \alpha \leq 1 \) and \( 1 < p < \infty \). Assume that \( \alpha > \frac{1}{p} \) and the sequence \( \{u_{n}\} \) converges weakly to \( u \) in \( E_{0}^{\alpha,p} \), i.e., \( u_{n} \rightharpoonup u \). Then \( \{u_{n}\} \) converges strongly to \( u \) in \( C([0, T], R) \), i.e., \( \| u_{n} - u\|_{\infty} \rightarrow 0 \), as \( n \rightarrow \infty \).

For \( v \in E_{0}^{\alpha,p} \), by Remark 1 and Definition 1 we have
\[ \int_{0}^{T} [x D_{x}^{\alpha} \phi_{p}(0 D_{x}^{2} u(x))] v(x) dx = \int_{0}^{T} [x D_{x}^{\alpha} \phi_{p}(0 D_{x}^{2} u(x))] v(x) dx \]
\[ = - \int_{0}^{T} v(x) dx [x D_{x}^{\alpha-1} \phi_{p}(0 D_{x}^{2} u(x))] \]
\[ = \int_{0}^{T} [x D_{x}^{\alpha-1} \phi_{p}(0 D_{x}^{2} u(x))] v'(x) dx. \]

Thus, from Proposition 1 and Definition 2 we have
\[ \int_{0}^{T} [x D_{x}^{\alpha} \phi_{p}(0 D_{x}^{2} u(x))] v(x) dx = \int_{0}^{T} \phi_{p}(0 D_{x}^{2} u(x)) D_{x}^{\alpha-1} v'(x) dx \]
\[ = \int_{0}^{T} \phi_{p}(0 D_{x}^{2} u(x)) D_{x}^{\alpha} v(x) dx. \]

So we can define the weak solutions of FBVP (1) as follows.
Definition 4. A function $u \in X$ is a weak solution of the problem (1) if there exists $u^* \in L^p([0,T])$ (for some $p > 1$) such that

$$
\int_0^T \left[ \phi_p(c_0 D_\alpha^p u(x)) D_\alpha^p v(x) + \phi_p(u(x))v(x) - u^*(x)v(x) \right] dx + \sum_{i=1}^m I_i(u(x_i))v(x_i) = 0
$$

for all $v \in X$ and $u^* \in \lambda F(u(x)) + \mu G(x,u(x))$ for a.e. $x \in [0,T]$.

For a.e. $x \in [0,T]$ and all $s \in \mathbb{R}$, we introduce the Aumann-type set-valued integral

$$
\int_s^0 F(t)dt = \left\{ \int_s^0 f(t)dt : f : \mathbb{R} \rightarrow \mathbb{R} \text{ is a measurable selection of } F \right\},
$$

and we set $F(u) = \int_0^T \min \int_0^u F(s) ds dx$ for all $u \in L^p([0,T])$. We also have the Aumann-type set-valued integral

$$
\int_s^0 G(x,t)dt = \left\{ \int_s^0 g(x,t)dt : g : [0,T] \times \mathbb{R} \rightarrow \mathbb{R} \text{ is a measurable selection of } G \right\}
$$

and set $G(u) = \int_0^T \min \int_0^u G(x,s) ds dx$ for all $u \in L^p([0,T])$.

Lemma 8 ([21, Lemma 3.1]). The functionals $F, G : L^p([0,T]) \rightarrow \mathbb{R}$ are well defined and Lipschitz on any bounded subset of $L^p([0,T])$. Moreover, for all $u \in L^p([0,T])$ and all $u^* \in \partial(F(u) + G(u))$,

$$
u^*(x) \in F(u(x)) + G(x,u(x)) \text{ for a.e. } x \in [0,T].
$$

We define an energy functional for the problem (1) by setting

$$I_\lambda(u) = \frac{1}{p} \|u\|^p_\alpha - \lambda F(u) - \mu G(u) + \sum_{i=1}^m \int_0^{u(x_i)} I_i(s)ds
$$

for all $u \in X$.

Lemma 9 ([34, Lemma 4.4]). The functional $I_\lambda : X \rightarrow \mathbb{R}$ is locally Lipschitz. Moreover, for each critical point $u \in X$ of $I_\lambda$, $u$ is a weak solution of (1).
3. MAIN RESULTS

We are now ready to formulate our main result using the following assumptions:

(F4) \[
\liminf_{\xi \to +\infty} \frac{\sup_{|t| \leq \xi} \min_{0}^{T} F(s)ds}{\xi^p} < \frac{1}{pc} \limsup_{\xi \to +\infty} \frac{\int_{0}^{T} \min_{0}^{T} \frac{21/2-i}{x} F(s)ds + \int_{0}^{T} \min_{0}^{T} \frac{21/2-i}{(T-x)} F(s)ds dx}{1/p \xi^p w_\alpha + \sum_{i=1}^{m} \int_{0}^{T} \frac{21/2-i}{(T-x)} I_i(s)ds};
\]

(I1) \( I_i(0) = 0, I_i(s) > 0, s \in \mathbb{R}, i = 1, 2, \ldots, m. \)

(A1) \( \frac{1}{p} < \alpha \leq 1. \)

We define \( c := \frac{1}{(\Gamma(\alpha))^{p}} \left( \frac{\alpha^{p-1}}{1/(p-1)+1} \right) \)

and \( w_\alpha := \left( \frac{2}{T} \right)^{p} \left( \int_{0}^{T/2} x^{p(1-\alpha)}dx + \int_{T/2}^{T} (x^{1-\alpha} - 2(x-T/2)^{1-\alpha})^{p}dx \right). \)

Theorem 2. Assume that (F1)–(F4), (I1) and (A1) hold. Let

\[
\lambda_1 := \frac{1}{\limsup_{\xi \to +\infty} \sup_{|t| \leq \xi} \min_{0}^{T} F(s)ds \xi^p} \frac{\int_{0}^{T} \min_{0}^{T} \frac{21/2-i}{x} F(s)ds + \int_{0}^{T} \min_{0}^{T} \frac{21/2-i}{(T-x)} F(s)ds dx}{1/p \xi^p w_\alpha + \sum_{i=1}^{m} \int_{0}^{T} \frac{21/2-i}{(T-x)_{i}} I_i(s)ds};
\]

\[
\lambda_2 := \frac{1}{\liminf_{\xi \to +\infty} \sup_{|t| \leq \xi} \min_{0}^{T} F(s)ds \xi^p} \frac{1}{pc} \frac{\sup_{|t| \leq \xi} \min_{0}^{T} F(s)ds}{1/p \xi^p}.
\]

Then, for every \( \lambda \in (\lambda_1, \lambda_2), \) and every multifunction \( G \) satisfying (G1)–(G3), and

(G4) \( \int_{0}^{T} \min_{0}^{T} G(x,s)ds dx \geq 0 \) for all \( t \in \mathbb{R}, \)

(G5) \( G_{\infty} := \lim_{\xi \to +\infty} \sup_{|t| \leq \xi} \min_{0}^{T} G(x,s)ds \xi^p < +\infty, \)

if we put

\[
\mu_{G,\lambda} := \frac{1}{pc \xi^p} (1 - \lambda pc \liminf_{\xi \to +\infty} \sup_{|t| \leq \xi} \min_{0}^{T} F(s)ds \xi^p),
\]

where \( \mu_{G,\lambda} = +\infty \) when \( G_{\infty} = 0, \) problem (1) admits an unbounded sequence of weak solutions for every \( \mu \in [0, \mu_{G,\lambda}) \) in \( X. \)
Proof. Our aim is to apply Theorem 1(b) to (1). To this end, we fix \( \lambda \in (\lambda_1, \lambda_2) \) and let \( G \) be a multifunction satisfying (G1)–(G5). Since \( \lambda < \lambda_2 \), we have

\[
\mu_{G, \lambda} := \frac{1}{pcG_\infty} \left[ 1 - \lambda pc \liminf_{\xi \to +\infty} \frac{\min \int_0^\xi F(s) ds}{\xi^p} \right] > 0.
\]

Now fix \( \mu \in (0, \mu_{G, \lambda}) \), set \( \nu_1 := \lambda_1 \), and \( \nu_2 := \lambda_2 + \frac{pc \mu G_\infty}{\lambda_2} \).

If \( G_\infty = 0 \), then \( \nu_1 = \lambda_1, \nu_2 = \lambda_2 \) and \( \lambda \in (\nu_1, \nu_2) \). If \( G_\infty \neq 0 \), since \( \mu < \mu_{G, \lambda} \), we have

\[
\frac{\lambda_2}{1 + pc \frac{\mu G_\infty}{\lambda_2}} > \frac{\lambda}{\lambda_2},
\]

namely, \( \lambda < \nu_2 \). Hence, taking into account that \( \lambda > \lambda_1 = \nu_1 \), we have \( \lambda \in (\nu_1, \nu_2) \).

Now, set

\[
J(x, s) := F(s) + \frac{\mu}{\lambda} G(x, s)
\]

for all \( (x, s) \in [0, T] \times \mathbb{R} \). Assume \( j \) is identically zero in \( X \), and for each \( u \in X \), take

\[
N(u) := \frac{1}{p} \|u\|_{p, \alpha}^p + \sum_{i=1}^m \int_0^{u(x_i)} I_i(s) ds, \quad \Upsilon(u) := \int_0^T \min \int_0^u J(x, s) ds dx,
\]

\[
M(u) := \Upsilon(u) - j(u) = \Upsilon(u),
\]

and

\[
I_{\lambda}(u) := N(u) - \lambda M(u) = N(u) - \lambda \Upsilon(u).
\]

It is a simple matter to verify that \( N \) is sequentially weakly lower semicontinuous on \( X \). Clearly, \( N \in C^1(X) \). By Lemma 1, \( N \) is locally Lipschitz on \( X \). By Lemma 8, \( F \) and \( G \) are locally Lipschitz on \( L^p([0, T]) \). So, \( \Upsilon \) is locally Lipschitz on \( L^p([0, T]) \). Moreover, \( X \) is compactly embedded into \( L^p([0, T]) \), so \( \Upsilon \) is locally Lipschitz on \( X \). Furthermore, \( \Upsilon \) is sequentially weakly upper semicontinuous. For all \( u \in X \), by (11),

\[
\int_0^{u(x_i)} I_i(s) ds > 0, \quad i = 1, 2, \ldots, m.
\]

Hence, we have

\[
N(u) = \frac{1}{p} \|u\|_{p, \alpha}^p + \sum_{i=1}^m \int_0^{u(x_i)} I_i(s) ds > \frac{1}{p} \|u\|_{p, \alpha}^p.
\]
for all \( u \in X \). Hence, \( \mathcal{N} \) is coercive and \( \inf_X \mathcal{N} = \mathcal{N}(0) = 0 \).

We want to show that, under our hypotheses, there exists a sequence \( \{ \pi_n \} \subset X \) of critical points for the functional \( I_{\lambda} \), that is, every element \( \pi_n \) satisfies
\[
I_{\lambda}(\pi_n, v - \pi_n) \geq 0, \quad \text{for every } v \in X.
\]

Now, we claim that \( \gamma < +\infty \). To see this, let \( \{ \xi_n \} \) be a sequence of positive numbers such that \( \lim_{n \to +\infty} \xi_n = +\infty \) and
\[
\lim_{n \to +\infty} \sup_{|t| \leq \xi_n} \min_0^t J(x, s) ds = \lim_{\xi \to +\infty} \sup_{|t| \leq \xi} \min_0^t J(x, s) ds / \xi^p.
\]

Take
\[
r_n := \frac{1}{pc} \xi_n^p, \quad \text{for all } n \in \mathbb{N}.
\]

Then, for all \( v \in X \) with \( \mathcal{N}(v) < r_n \), taking into account that \( ||v||_{\alpha, p} < pr_n \) and (5), one has \( |v(x)| \leq \xi_n \) for every \( x \in [0, T] \). Therefore, for all \( n \in \mathbb{N} \),
\[
\varphi(r_n) = \inf_{u \in \mathcal{N}^{-1}((-\infty, r))} \left( \sup_{v \in \mathcal{N}^{-1}((-\infty, r))} (\mathcal{M}(v) - \mathcal{M}(u)) / (r - \mathcal{N}(u)) \right)
\]
\[
\leq \sup_{\|v\|_{\alpha, p} < pr_n} (\mathcal{F}(v) + \frac{\mu}{\lambda} \mathcal{G}(v))
\]
\[
\leq \sup_{|t| \leq \xi_n} \left( \int_0^T \min_0^t F(s) ds \ dx + \frac{\mu}{\lambda} \int_0^T \min_0^t G(x, s) ds \ dx \right) / \xi_n^p,
\]
\[
\leq pc \left[ \sup_{|t| \leq \xi_n} \min_0^t F(s) ds / \xi_n^p + \frac{\mu}{\lambda} \sup_{|t| \leq \xi_n} \min_0^t G(x, s) ds / \xi_n^p \right].
\]

Moreover, from conditions (F4) and (G5), we have
\[
\lim_{n \to +\infty} \sup_{|t| \leq \xi_n} \min_0^t F(s) ds / \xi_n^p + \lim_{n \to +\infty} \frac{\mu}{\lambda} \sup_{|t| \leq \xi_n} \min_0^t G(x, s) ds / \xi_n^p < +\infty,
\]
which implies
\[
\lim_{n \to +\infty} \sup_{|t| \leq \xi_n} \min_0^t J(x, s) ds / \xi_n^p < +\infty.
\]

Therefore,
\[
(6) \quad \gamma \leq \liminf_{n \to +\infty} \varphi(r_n) \leq pc \liminf_{\xi \to +\infty} \sup_{|t| \leq \xi} \min_0^t J(x, s) ds / \xi^p < +\infty.
\]

Since
\[
\sup_{|t| \leq \xi} \min_0^t J(x, s) ds / \xi^p \leq \sup_{|t| \leq \xi} \min_0^t F(s) ds / \xi^p + \frac{\mu}{\lambda} \sup_{|t| \leq \xi} \min_0^t G(x, s) ds / \xi^p,
\]
and taking (G5) into account, we get

\[
\liminf_{\xi \to +\infty} \frac{\sup_{|t| \leq \xi} \int_0^T J(x,s) ds}{\xi^p} \leq \liminf_{\xi \to +\infty} \frac{\sup_{|t| \leq \xi} \int_0^T F(s) ds}{\xi^p} + \frac{\pi}{\lambda} G_\infty.
\]

Moreover, from Assumption (G4) we obtain

\[
\limsup_{\xi \to +\infty} \frac{\int_0^T \min \int_0^{2^{(\gamma-1)/\alpha} \xi} F(s) ds dx + \int_0^T \min \int_0^{2^{(\gamma-1)/\alpha} \xi} (T-x) J(x,s) ds dx}{\frac{1}{p} \xi^p w_\alpha + \sum_{i=1}^m \int_0^{2^{(\gamma-1)/\alpha} \xi} (T-x_i) I_i(s) ds} \]

\[
\geq \limsup_{\xi \to +\infty} \frac{\int_0^T \min \int_0^{2^{(\gamma-1)/\alpha} \xi} F(s) ds dx + \int_0^T \min \int_0^{2^{(\gamma-1)/\alpha} \xi} (T-x) J(x,s) ds dx}{\frac{1}{p} \xi^p w_\alpha + \sum_{i=1}^m \int_0^{2^{(\gamma-1)/\alpha} \xi} (T-x_i) I_i(s) ds}.
\]

Therefore, from (7) and (8), we observe that

\[
\Xi \in (\nu_1, \nu_2) \subseteq \left( \frac{1}{\limsup_{\xi \to +\infty} \frac{\sup_{|t| \leq \xi} \int_0^T J(x,s) ds}{\xi^p}}, \left( \liminf_{\xi \to +\infty} \frac{\sup_{|t| \leq \xi} \int_0^T J(x,s) ds}{\xi^p} \right)^{-1} \right).
\]

For the fixed \( \Xi \), the inequality (6) ensures that the condition (b) of Theorem 1 can be applied and either \( I_\Xi \) has a global minimum or there exists a sequence \( \{u_n\} \) of weak solutions of the problem (1) such that \( \lim_{n \to \infty} \| u_n \| = +\infty \).

The next step is to show that for the fixed \( \Xi \), the functional \( I_\Xi \) has no global minimum. To do this, we first show that the functional \( I_\Xi \) is unbounded from below. Since

\[
\frac{1}{\Xi} \leq \limsup_{\xi \to +\infty} \frac{\int_0^T \min \int_0^{2^{(\gamma-1)/\alpha} \xi} F(s) ds dx + \int_0^T \min \int_0^{2^{(\gamma-1)/\alpha} \xi} (T-x) J(x,s) ds dx}{\frac{1}{p} \xi^p w_\alpha + \sum_{i=1}^m \int_0^{2^{(\gamma-1)/\alpha} \xi} (T-x_i) I_i(s) ds} \]

\[
\leq \limsup_{\xi \to +\infty} \frac{\int_0^T \min \int_0^{2^{(\gamma-1)/\alpha} \xi} J(x,s) ds dx + \int_0^T \min \int_0^{2^{(\gamma-1)/\alpha} \xi} (T-x) J(x,s) ds dx}{\frac{1}{p} \xi^p w_\alpha + \sum_{i=1}^m \int_0^{2^{(\gamma-1)/\alpha} \xi} (T-x_i) I_i(s) ds},
\]
there exists a sequence \( \{ \xi_n \} \) of positive numbers and a constant \( \tau \) such that
\[
\lim_{n \to +\infty} \xi_n = +\infty \quad \text{and} \quad \frac{1}{\lambda} < \tau < \frac{\int_0^T \min_{0 < s \leq t} \frac{2^{(2-\alpha)\xi_n}}{x} J(x, s) \, ds \, dx + \int_0^T \min_{0 < s \leq t} \frac{2^{(2-\alpha)\xi_n}}{x} (T-s) \, J(x, s) \, ds \, dx}{\frac{1}{p} \xi_n^p w_\alpha + \sum_{i=1}^m \int_0^{2^{(2-\alpha)\xi_n}} (T-x_i) \, I_i(s) \, ds}
\]
for each sufficiently large \( n \in \mathbb{N} \). For all \( n \in \mathbb{N} \), set
\[
w_n(x) = \begin{cases} \frac{2^{(2-\alpha)\xi_n}}{x}, & x \in [0, \frac{T}{2}], \\ \frac{2^{(2-\alpha)\xi_n}}{x} (T-x), & x \in \left(\frac{T}{2}, T\right]. \end{cases}
\]
Clearly \( w_n(0) = w_n(T) = 0 \) and \( w_n \in L^p([0, T]) \). A direct calculation shows that
\[
\mathcal{H}_\alpha D^\alpha_x w_n(x) = \begin{cases} 2^{(2-\alpha)} x^{1-\alpha}, & x \in [0, \frac{T}{2}], \\ 2^{(2-\alpha)} x^{1-\alpha} - 2(x-T)^{1-\alpha}, & x \in \left(\frac{T}{2}, T\right]. \end{cases}
\]
Furthermore,
\[
\int_0^T |\mathcal{H}_\alpha D^\alpha_x w_n(x)|^p \, dt = \int_0^{T/2} |\mathcal{H}_\alpha D^\alpha_x w_n(x)|^p \, dt + \int_{T/2}^T |\mathcal{H}_\alpha D^\alpha_x w_n(x)|^p \, dt
\]
\[
= \left( \frac{2 \xi_n}{T} \right)^p \left( \int_0^{T/2} x^{p(1-\alpha)} \, dt + \int_{T/2}^T (x^{1-\alpha} - 2(x-T)^{1-\alpha})^p \, dt \right).
\]
Thus, \( w_n \in X \), in particular,
\[
\|w_n\|_p = \int_0^T |\mathcal{H}_\alpha D^\alpha_x w_n(x)|^p \, dt = w_\alpha \xi_n^p,
\]
and so
\[
\mathcal{N}(w_n) = \frac{1}{p} \xi_n^p w_\alpha + \sum_{i=1}^m \int_0^{w_n(x_i)} I_i(s) \, ds.
\]
By (9) and (10), we see that
\[
I_\mathcal{H}(w_n) = \mathcal{N}(w_n) - \mathcal{M}(w_n)
\]
\[
= \frac{1}{p} \xi_n^p w_\alpha + \sum_{i=1}^m \int_0^{w_n(x_i)} I_i(s) \, ds
\]
\[
- \mathcal{H} \left( \int_0^T \min_{0 < s \leq t} \frac{2^{(2-\alpha)\xi_n}}{x} J(x, s) \, ds \, dx + \int_0^T \min_{0 < s \leq t} \frac{2^{(2-\alpha)\xi_n}}{x} (T-s) \, J(x, s) \, ds \, dx \right)
\]
\[
< \left( \frac{1}{p} \xi_n^p w_\alpha + \sum_{i=1}^m \int_0^{w_n(x_i)} I_i(s) \, ds \right) (1 - \lambda \tau)
\]
for every \( n \in \mathbb{N} \) large enough. Since \( \overline{\lambda_\tau} > 1 \) and \( \lim_{n \to +\infty} \xi_n = +\infty \), we have
\[
\lim_{n \to +\infty} I_\lambda(w_n) = -\infty.
\]

Thus, the functional \( I_\lambda \) is unbounded from below, and so it has no global minimum. Therefore, from part (b2) of Theorem 1, the functional \( I_\lambda \) admits a sequence of critical points \( \{\pi_n\} \subset E_0^{\alpha,p} \) such that \( \lim_{n \to +\infty} N(\pi_n) = +\infty \). Since \( N \) is bounded on bounded sets, \( \{\pi_n\} \) has to be unbounded, i.e.,
\[
\lim_{n \to +\infty} \|\pi_n\|_{\alpha,p} = +\infty.
\]

Moreover, if \( \pi_n \in E_0^{\alpha,p} \) is a critical point of \( I_\lambda \), clearly, by definition,
\[
I_\lambda(\pi_n, v - \pi_n) \geq 0, \quad \text{for every} \quad v \in E_0^{\alpha,p}.
\]

Finally, by Lemma 9, the critical points of \( I_\lambda \) are weak solutions of the problem (1) and this proves the theorem. \( \square \)

**Remark 2.** Under the conditions
\[
\lim_{\xi \to +\infty} \sup_{|t| \leq \xi} \min_{s} J(t(s), s) = 0
\]
and
\[
\lim_{\xi \to +\infty} \sup_{|t| \leq \xi} \min_{s} \frac{\int_0^T \min_{s} \frac{2^{\gamma/2 - \gamma/15} x F(s) \, ds \, dx}{T} \min_{s} \frac{2^{\gamma/2 - \gamma/15} (T-x) F(s) \, ds \, dx}{T} + \int_T^T \min_{s} \frac{2^{\gamma/2 - \gamma/15} (T-x) F(s) \, ds \, dx}{T} + \int_0^T \min_{s} \frac{2^{\gamma/2 - \gamma/15} (T-x) I_i(s) \, ds}{T}}{\frac{1}{p} \xi^p w_{\alpha} + \sum_{i=1}^{m} \frac{2^{\gamma/2 - \gamma/15} (T-x_i) I_i(s) \, ds}{T}} = +\infty,
\]
from Theorem 2, we see that for every \( \lambda > 0 \) and for each \( \mu \in [0, \frac{1}{p \xi^p} \), problem (1) admits a sequence of weak solutions that is unbounded in \( X \). Moreover, if \( G_{\infty} = 0 \), the result holds for every \( \lambda > 0 \) and \( \mu \geq 0 \).

The following result is a special case of Theorem 2 with \( \mu = 0 \).

**Theorem 3.** Assume that (F1)–(F4), (I1) and (A1) hold. Then, for each
\[
\lambda \in \left( \frac{1}{\lim_{\xi \to +\infty} \sup_{|t| \leq \xi} \min_{s} J(t(s), s) \, ds} \frac{\int_0^T \min_{s} \frac{2^{\gamma/2 - \gamma/15} x F(s) \, ds \, dx}{T} \min_{s} \frac{2^{\gamma/2 - \gamma/15} (T-x) F(s) \, ds \, dx}{T} + \int_T^T \min_{s} \frac{2^{\gamma/2 - \gamma/15} (T-x) F(s) \, ds \, dx}{T} + \int_0^T \min_{s} \frac{2^{\gamma/2 - \gamma/15} (T-x) I_i(s) \, ds}{T}}{\frac{1}{p} \xi^p w_{\alpha} + \sum_{i=1}^{m} \frac{2^{\gamma/2 - \gamma/15} (T-x_i) I_i(s) \, ds}{T}} \right),
\]
\[
\lim_{\xi \to +\infty} \frac{\sup_{|t| \leq \xi} \min_{s} J(t(s), s) \, ds}{\frac{1}{p} \xi^p} = 0.
\]
the problem

\[
\begin{aligned}
 &\left\{ \begin{array}{l}
x D^\alpha_T \phi_p \left( \frac{\partial}{\partial x} u(x) \right) + \phi_p(u(x)) \in \lambda F(u(x)), & \text{a.e. } x \in [0, T], \\
x \neq x_j, \\
\Delta_\alpha \left( D^\alpha_T \left( \phi_p \left( \frac{\partial}{\partial x} u(x) \right) \right) \right) = I_j(u(x_j)), & j = 1, 2, \ldots, m, \\
u(0) = u(T) = 0
\end{array} \right.
\end{aligned}
\]

has an unbounded sequence of weak solutions in \( X \).

**Example 1.** We choose \( p = 4, \alpha = 0.8, x_1 = \frac{1}{2}, x_2 = \frac{3}{4} \) and \( I_1(s) = I_2(s) = 2s \), for all \( s \in \mathbb{R} \). Consider the problem

\[
\begin{aligned}
 &\left\{ \begin{array}{l}
x D^0.8_\alpha \phi_4 \left( \frac{\partial}{\partial x} u(x) \right) \in \lambda F(u(x)), & \text{a.e. } x \in [0, 2], \\
x \neq x_j, \\
\Delta_\alpha \left( D^0.8_\alpha \phi_4 \right)(x_j) = I_j(u(x_j)), & j = 1, 2, \\
u(0) = u(2) = 0
\end{array} \right.
\end{aligned}
\]

where, for \( s \in \mathbb{R} \),

\[ F(s) = \begin{cases} 
[0], & \text{if } s < 2^{-1/3}, \\
[0, 1], & \text{if } s = 2^{-1/3}, \\
\{s - 2^{-1/3} + 1\}, & \text{if } s > 2^{-1/3}.
\end{cases} \]

Simple calculations show that \( c \approx 1.8779 \)

\[
\sup_{|t| \leq 2^{-1/3}} \min_{\xi} \int_0^t F(s) ds = 0,
\]

and

\[
\int_0^1 \min \left( \int_0^{(2-0.8)s} F(s) ds \right) ds dx + \int_0^1 \min \left( \int_0^{(2-\xi)s} F(s) ds \right) dx \\
\approx \frac{1}{2} \xi^4 w_{0.8} + \sum_{i=1}^2 \int_0^{(2-0.8)s} I_i(s) ds \\
\approx \frac{1}{2} \xi^4 w_{0.8} + \int_0^{0.9182} F(s) ds dx + \int_0^{0.9182} (2-\xi) F(s) ds dx \\
\approx \frac{1}{2} \xi^4 w_{0.8} + \int_0^{0.2835} \int_0^{0.9182} F(s) ds dx \\
\approx \frac{1}{2} \xi^4 w_{0.8} + \int_0^{0.9182} \int_0^{0.9182} F(s) ds dx \\
+ \int_0^{2^{-1/3}} \int_0^{(2-1/3)} \max F(s) ds dx > 0
\]

for some \( \xi \in \mathbb{R} \). Thus,

\[
\lim_{\xi \to +\infty} \sup_{|t| \leq \xi} \min_{0} \int_0^t F(s) ds = 0
\]
and
\[
\limsup_{\xi \to +\infty} \int_{0}^{\xi} \min \left( T^{(2-0.8)\xi} F(s) ds \right) + \int_{1}^{\xi} \min \left( T^{(2-0.8)\xi(2-x)} F(s) ds \right) > 0.
\]

Hence, by Theorem 3, problem (11), for \( \lambda \) lying in a convenient interval, has an unbounded sequence of weak solutions in \( E_{0}^{0.8,4} \).

Next, we wish to point out the following consequences of Theorem 3 using the conditions

\((F5)\) \( \liminf_{\xi \to +\infty} \frac{\sup_{|i| \leq \xi} \int_{T}^{T} F(s) ds}{\xi} < \frac{1}{\rho^2}; \)

\((F6)\) \( \limsup_{\xi \to +\infty} \int_{0}^{\xi} \min \int_{0}^{T} 2^{(2-0.8)\xi} F(s) ds dx + \int_{T}^{\xi} \min \int_{0}^{T} 2^{(2-0.8)\xi(T-x)} F(s) ds dx > 1.\)

**Corollary 1.** Assume that \((F1)-(F3), (F5)-(F6), (I1)\) and \((A1)\) hold. Then, the problem

\[
\begin{cases}
D_{T}^\alpha \phi_p \left( D_{T}^\alpha u(x) \right) + \phi_p(u(x)) \in \lambda F(x), & a.e. \ x \in [0, T], \\
x \neq x_j, \\
\Delta \left( D_{T}^{(2-0.8)\xi} u \right)(x_j) = I_j(u(x_j)), & j = 1, 2, \ldots, m, \\
u(0) = u(T) = 0
\end{cases}
\]

has an unbounded sequence of weak solutions in \( X \).

We conclude our paper with two more consequences of our main result. The following corollary is an immediate consequence of Corollary 1.

**Corollary 2.** Assume that \((F1)-(F3)\) hold, \( I_i(0) = 0 \), and \( I_i(s) > 0 \) for \( s \in \mathbb{R}, i = 1, 2, \ldots, m. \) If

\[
\liminf_{\xi \to +\infty} \frac{\sup_{|i| \leq \xi} \int_{0}^{T} F(s) ds}{\xi^p} = 0
\]

and

\[
\limsup_{\xi \to +\infty} \int_{0}^{T} \min \int_{0}^{T} 2^{(2-0.8)\xi} F(s) ds dx + \int_{T}^{\xi} \min \int_{0}^{T} 2^{(2-0.8)\xi(T-x)} F(s) ds dx = +\infty,
\]

then problem (1) with \( \lambda = 1 \) and \( \mu = 0 \) admits a sequence of pairwise distinct weak solutions.

**Corollary 3.** Let \( F_1 : \mathbb{R} \to 2^\mathbb{R} \) be an upper semicontinuous multifunction with compact convex values, such that \( \min F_1, \max F_1 : \mathbb{R} \to \mathbb{R} \) are Borel measurable and \( |\xi| \leq a(1 + |s|^{r_1-1}) \) for all \( s \in \mathbb{R}, \xi \in F_1(s), \) and \( r_1 > 1 \) \((a > 0)\). In addition, assume that:
(C1) \[ \liminf_{\xi \to +\infty} \sup_{t \in [T, \infty]} \min_{\xi} \int_{t}^{T} F_{\xi}(s) \, ds < +\infty; \]

(C2) \[ \limsup_{\xi \to +\infty} \int_{T}^{T} \min_{\xi} \int_{0}^{2\Gamma(2-\alpha)T} F_{\xi}(s) \, ds \, dx + \int_{T}^{T} \min_{\xi} \int_{0}^{2\Gamma(2-\alpha)T} \frac{F_{\xi}(s)}{r^{(T-x)}} \, ds \, dx \]
\[ = +\infty. \]

Then, for every multifunction \( F_{2} : \mathbb{R} \to 2^{\mathbb{R}} \) that is upper semicontinuous with compact convex values such that \( \min F_{2}, \max F_{2} : \mathbb{R} \to \mathbb{R} \) are Borel measurable and \( |\xi| \leq b(1 + |s|^{2-\alpha}) \) for all \( s \in \mathbb{R}, \xi \in F_{2}(s), r_{2} > 1 (b > 0), \) and that satisfies the conditions

(12) \[ \sup_{t \in \mathbb{R}} \min_{t \in \mathbb{R}} \int_{0}^{T} F_{2}(s) \, ds \leq 0 \]

and

(13) \[ \lim_{\psi \to +\infty} \frac{1}{\psi} \left( \int_{T}^{T} \min_{\psi} \int_{0}^{2\Gamma(2-\alpha)T} F_{\psi}(s) \, ds \, dx + \int_{T}^{T} \min_{\psi} \int_{0}^{2\Gamma(2-\alpha)T} \frac{F_{\psi}(s)}{r^{(T-x)}} \, ds \, dx \right) = -\infty, \]

for each

\[ \lambda \in \left( 0, \liminf_{\xi \to +\infty} \sup_{t \in [T, \infty]} \min_{\xi} \int_{t}^{T} F_{\xi}(s) \, ds \right), \]

the problem

\[
\begin{cases}
\mathcal{L} \left( D_{T}^{\alpha} \phi_{p} \left( \xi D_{x}^{\alpha} u(x) \right) \right) + \phi_{p}(u(x)) \in \lambda F(u(x)) + \mu G(x, u(x)), & a.e. \ x \in [0, T], \\
x \neq x_j, \\
\Delta_{\xi} \left( D_{T}^{\alpha-1} (\xi D_{x}^{\alpha} u) \right)(x_j) = I_j(u(x_j)), & j = 1, 2, \ldots, m, \\
u(0) = u(T) = 0
\end{cases}
\]

has an unbounded sequence of weak solutions in \( X \).

**Proof.** Set \( F(t) = F_{1}(t) + F_{2}(t) \) for all \( t \in \mathbb{R} \). Conditions (C2) and (13) yield

\[
\limsup_{\xi \to +\infty} \int_{T}^{T} \min_{\xi} \int_{0}^{2\Gamma(2-\alpha)T} F(s) \, ds \, dx + \int_{T}^{T} \min_{\xi} \int_{0}^{2\Gamma(2-\alpha)T} \frac{F(s)}{r^{(T-x)}} \, ds \, dx
\]
\[
= \limsup_{\xi \to +\infty} \int_{T}^{T} \min_{\xi} \int_{0}^{2\Gamma(2-\alpha)T} \left( F_{1}(s) + F_{2}(s) \right) \, ds \, dx
\]
\[
+ \int_{T}^{T} \min_{\xi} \int_{0}^{2\Gamma(2-\alpha)T} \frac{1}{r^{(T-x)}} \left( F_{1}(s) + F_{2}(s) \right) \, ds \, dx
\]
\[
= +\infty.
\]
Moreover, conditions (C1) and (12) ensure that
\[
\liminf_{\xi \to +\infty} \sup_{|t| \leq \xi} \min_{0 \leq s \leq t} F(s) ds \leq \liminf_{\xi \to +\infty} \frac{\int_{t}^{1} F_1(s) ds}{\xi^p} < +\infty.
\]

Since
\[
\frac{1}{\liminf_{\xi \to +\infty} \sup_{|t| \leq \xi} \min_{0 \leq s \leq t} F(s) ds} \geq \frac{1}{\liminf_{\xi \to +\infty} \frac{\int_{t}^{1} F_1(s) ds}{\xi^p}}
\]
by applying Theorem 3, we have the desired conclusion.

Remark 3. We observe that in Theorem 2 we can replace \( \xi \to +\infty \) with \( \xi \to 0^+ \), and then by the same argument as in the proof of Theorem 2, but using conclusion (c) of Theorem 1 instead of (b), problem (1) has a sequence of weak solutions that strongly converges to 0 in \( X \).

REFERENCES

1. R. P. Agarwal, M. Benchohra, and S. Hamani: A survey on existence results for boundary value problems of nonlinear fractional differential equations and inclusions, Acta Appl. Math. 109 (2010), 973–1033.
2. B. Ahmad and J. J. Nieto: Existence results for a coupled system of nonlinear fractional differential equations with three-point boundary conditions, Comput. Math. Appl. 58 (2009), 1838–1843.
3. E. Ait Dads, M. Benchohra, and S. Hamani: Impulsive fractional differential inclusions involving fractional derivative, Fract. Calc. Appl. Anal. 12 (2009), 15–38.
4. C. Bai: Impulsive periodic boundary value problems for fractional differential equation involving Riemann-Liouville sequential fractional derivative, J. Math. Anal. Appl. 384 (2011), 211–231.
5. C. Bai: Solvability of multi-point boundary value problem of nonlinear impulsive fractional differential equation at resonance, Electron. J. Qual. Theory Differ. Equ. 2011 (2011), No. 89, 19 pages.
6. Z. Bai and H. Lü: Positive solutions for boundary value problem of nonlinear fractional differential equation, J. Math. Anal. Appl. 311 (2005), 495–505.
7. M. Belmekki, J. J. Nieto, and R. Rodríguez-López: Existence of periodic solution for a nonlinear fractional differential equation, Bound. Value Probl. 2009 (2009), Art. ID 324561, 18 pp.
8. M. Benchohra, A. Cabada, and D. Seba: An existence result for nonlinear fractional differential equations on Banach spaces, Bound. Value Probl. 2009 (2009), Article ID 628916, 11 pp.
9. M. Benchohra, S. Hamani, and S.K. Ntouyas: Boundary value problems for differential equations with fractional order and nonlocal conditions, Nonlinear Anal. 71 (2009), 2391–2396.
10. G. Bonanno, B. Di Bella, and J. Henderson: *Existence of solutions to second-order boundary-value problems with small perturbations of impulses*, Electron. J. Differ. Equ. 2013 (2013), No. 126, 1–14.

11. G. Bonanno and G. Molica Bisci: *Infinitely many solutions for a boundary value problem with discontinuous nonlinearities*, Bound. Value Probl. 2009 (2009), 1–20.

12. G. Bonanno, G. Molica Bisci, and V. Rădulescu: *Existence of three solutions for a non-homogeneous Neumann problem through Orlicz-Sobolev spaces*, Nonlinear Anal. 74 (2011), 4785–4795.

13. M. Caputo: *Linear models of dissipation whose Q is almost frequency independent II*, Geophys. J. Roy. Astron. Soc. 13 (1967), 529–535.

14. T. Chen and W. Liu: *Solvability of fractional boundary value problem with p-Laplacian via critical point theory*, Bound. Value Probl. 75 (2016), 12 pages.

15. F. H. Clarke: *Optimization and Nonsmooth Analysis*, Wiley, New York, 1983.

16. K. Diethelm: *The Analysis of Fractional Differential Equations*, Springer, Berlin, 2010.

17. J. R. Graef, J. Henderson, and A. Ouahab: *Impulsive Differential Inclusions: A Fixed Point Approach*, De Gruyter Series in Nonlinear Analysis and Applications 20, de Gruyter, Berlin, 2013.

18. S. Heidarkhani, G. A. Afrouzi, A. Hadjian, and J. Henderson: *Existence of infinitely many anti-periodic solutions for second-order impulsive differential inclusions*, Electron. J. Differ. Equ. 2013 (2013), No. 97, 1–13.

19. R. Hilfer: *Applications of Fractional Calculus in Physics*, World Scientific, Singapore, 2000.

20. A. Iannizzotto: *Three critical points for perturbed nonsmooth functionals and applications*, Nonlinear Anal. 72 (2010), 1319–1338.

21. A. Iannizzotto: *Three periodic solutions for an ordinary differential inclusion with two parameters*, Ann. Polon. Math. 103 (2012), 89–100.

22. F. Jiao and Y. Zhou: *Existence of solutions for a class of fractional boundary value problems via critical point theory*, Comput. Math. Appl. 62 (2011), 1181–1199.

23. T. D. Ke and D. Lan: *Decay integral solutions for a class of impulsive fractional differential equations in Banach spaces*, Fract. Calc. Appl. Anal. 17 (2014), 96–121.

24. A. A. Kilbas, H. M. Srivastava, and J. J. Trujillo: *Theory and Applications of Fractional Differential Equations*, Elsevier, Amsterdam, 2006.

25. N. Kosmatov: *Integral equations and initial value problems for nonlinear differential equations of fractional order* Nonlinear Anal. 70 (2009), 2521–2529.

26. V. Lakshmikantham, D. Bainov, and P. Simeonov: *Impulsive Differential Equations and Inclusions*, World Scientific, Singapore, 1989.

27. V. Lakshmikantham and A. S. Vatsala: *Basic theory of fractional differential equations*, Nonlinear Anal. 69 (2008), 2687–2692.

28. S. A. Marano and D. Motreanu: *Infinitely many critical points of non-differentiable functions and applications to a Neumann-type problem involving the p-Laplacian*, J. Differential Equations 182 (2002), 108–120.
29. K. S. Miller and B. Ross: An Introduction to the Fractional Calculus and Fractional Differential Equations, Wiley, New York, 1993.

30. D. Motreanu, P. D. Panagiotopoulos: Minimax Theorems and Qualitative Properties of the Solutions of Hemivariational Inequalities, Kluwer Academic Publishers, Dordrecht, 1999.

31. I. Podlubny: Fractional Differential Equations, Academic Press, San Diego, 1999.

32. B. Ricceri: A general variational principle and some of its applications, J. Comput. Appl. Math. 113 (2000), 401–410.

33. S. G. Samko, A. A. Kilbas, and O.I. Marichev: Fractional Integral and Derivatives Theory and Applications, Gordon and Breach, Longhorne, PA, 1993.

34. Y. Tian and J. Henderson: Three anti-periodic solutions for second-order impulsive differential inclusions via nonsmooth critical point theory, Nonlinear Anal. 75 (2012), 6496–6505.

35. Z. Wei, W. Dong, and J. Che: Periodic boundary value problems for fractional differential equations involving a Riemann-Liouville fractional derivative, Nonlinear Anal. 73 (2010), 3232–3238.

36. J. Xiao and J. J. Nieto: Variational approach to some damped Dirichlet nonlinear impulsive differential equations, J. Franklin Inst. 348 (2011), 369–377.

37. S. Zhang: Positive solutions to singular boundary value problem for nonlinear fractional differential equation, Comput. Math. Appl. 59 (2010), 1300–1309.

38. P. Zhang and Y. Gong: Existence and multiplicity results for a class of fractional differential inclusions with boundary conditions, Bound. Value Probl. 82 (2012).

39. J. Zhou and Y. Li: Existence and multiplicity of solutions for some Dirichlet problems with impulse effects, Nonlinear Anal. 71 (2009), 2856–2865.

John Graef (Received 10.04.2017)
University of Tennessee at Chattanooga
Department of Mathematics 615
McCallie Ave.Chattanooga, TN 37403
USA
E-mail: john-graef@utc.edu

Samad Kolagar (Revised 06.02.2019)
Department of Mathematics,
University of Mazandaran
Mazandaran Province,
Babolsar
Pasdaran Street
Iran E-mail: mohseni.samad@gmail.com

Ghasem Afrouzi
Department of Mathematics,
Faculty of Mathematical Sciences,
University of Mazandaran,
Babolsar, Iran
E-mail: afrouzi@umz.ac.ir