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Abstract—Temporal planning often involves numeric effects that are directly proportional to their action’s duration. These include continuous effects, where a numeric variable is subjected to a rate of change while the action is being executed, and discrete duration-dependent effects, where the variable is updated instantaneously but the magnitude of such change is computed from the action’s duration. When these effects are linear, state-of-the-art temporal planners often make use of Linear Programming to ensure that these numeric updates are consistent with the chosen start times and durations of the plan’s actions. This is typically done for each evaluated state as part of the search process. This exhaustive approach is not scalable to solve real-world problems that require long plans, because the linear program’s size becomes larger and slower to solve. In this work we propose techniques that minimise this overhead by choosing start times and durations of the plan’s actions. This is typically done for each evaluated state as part of the search process. The effectiveness of these techniques is demonstrated on domains that use a mix of discrete and continuous effects, which is typical of real-world planning problems. The resultant planner also outperforms most state-of-the-art temporal and hybrid planners, in terms of both coverage and scalability.

Impact Statement—While current temporal planners perform well on benchmark domains that feature continuous or duration-dependent numeric effects, real-world problems are often more challenging to solve. This is mostly due to the complex interactions between the temporal and numeric trajectory dynamics, together with the size of the plans that such planning problems typically require. The techniques proposed in this work take advantage of the structure of such domains to find a plan more efficiently. Empirical testing shows a significant improvement on the time spent on solving linear programs during the search for a plan, with an overall improvement on the total planning time for problems that exhibit such characteristics. Furthermore, the proposed planner outperforms other state-of-the-art temporal-numeric planners in terms of both coverage and scalability. This is a significant achievement that enables A.I. Planning technology to solve a wider range of problems for industry applications.
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I. INTRODUCTION

TEMPORAL planning is particularly challenging because the solver is not only concerned with discrete states, but also with temporal constraints that the plan’s schedule must respect [1]. Real-world problems often pose rich numeric dynamics, such as continuous effects, where a numeric state variable is subjected to a rate of change while the action is being executed. These characteristics introduce complex interactions between the trajectory of numeric state variables and the temporal consistency of the plan’s schedule. For example, if a plane spends less time refuelling than necessary, it will not have enough fuel to complete its journey. On the other hand, the longer it spends refuelling, the more the flight departure will be delayed, possibly missing its runway slot. We refer to numeric state variables whose value changes over the progression of the plan as numeric fluents [2]–[6]. In the above example the fuel level is a numeric fluent.

The prevailing approaches used by PDDL2.1 [2] compliant planners that support such temporal–numeric interaction can be broadly categorised into two. The first category of temporal-numeric planners makes use of a Linear Program (LP) to model the interactions between temporal and numeric constraints. The second category of planners are more ambitious and try to support the full expressiveness permitted by PDDL2.1 [2] and PDDL+ [7], even when non-linear numeric dynamics are at play. These systems use either a discrete and validate approach, where the trajectory of numeric fluents is sampled at a chosen frequency, or Satisfiability Modulo Theories (SMT) to support a suite of non-linear polynomial dynamics. In both categories, these systems are typically satisficing planners, and do not guarantee solution optimality.

The LP-based planners typically impose linearity restrictions, which are often an acceptable trade-off in return for higher performance and scalability. However, when used to solve larger problems that necessitate longer plans, the overheads of computing the LP start to accumulate [8], impairing the planner from producing a solution within an acceptable time frame. The focus of this work is to improve the efficiency of LP-based planners so that they have a greater potential to be used successfully in real-world applications. More specifically, this work is relevant for PDDL2.1 Level 4 [2] forward-search planners that make use of LPs to handle numeric effects that depend on an action’s duration and check for temporal-numeric consistency.

In this work, we propose a more selective approach to decide when the LP for the current state needs to be solved, without introducing consistency or completeness trade-offs. We analyse the action that leads to the current state to determine whether running the LP provides any additional information to what is already known from the predecessor state. This technique proves to be effective in domains that have a mix of durative and instantaneous actions, especially in
problem instances where effects that depend on their action’s duration are localised to small parts of the plan, and thus, solving the LP for other states is unnecessary. This approach can also be used when evaluating goals whose terms include numeric fluents that are subject to such temporal interactions.

The main contributions of this work are as follows:

1) A mechanism that selectively runs the LP solver only when the applied action imposes new constraints that can invalidate the plan’s temporal-numeric consistency.

2) An algorithm to minimise the number of LP runs needed to evaluate numeric goals.

3) An optimisation of the LP encoding, such that it is smaller and faster to solve.

II. BACKGROUND

A temporal planning problem that follows PDDL2.1 semantics [2] is defined as \( \Pi = (\rho, \vartheta, O_{inst}, O_{dur}, s_0, g) \), where:

- \( \rho \) is the set of atomic propositional facts,
- \( \vartheta \) is the set of real-valued numeric fluents,
- \( O_{inst} \) is the set of grounded instantaneous actions,
- \( O_{dur} \) is the set of grounded durative actions,
- \( s_0 \) is the initial state, and
- \( g \) is the goal condition.

An instantaneous action, \( a_{inst} \in O_{inst} \), can have a precondition, \( pre(a_{inst}) \), and a set of discrete effects, \( eff(a_{inst}) \). Given the set of all possible states, \( S \), for \( \Pi \), for \( a_{inst} \) to be applicable in \( s \), the precondition must be satisfied by \( s \), denoted \( s \models pre(a_{inst}) \). When the action is applied to a state \( s \), a new state, \( s' \), is obtained from applying its effects, \( s' = eff(a_{inst})(s) \). A durative action, \( a_{dur} \in O_{dur} \), can have preconditions and effects at each of its endpoints together with temporal constraints, invariant conditions and continuous effects that hold throughout its execution, as shown in Figure 1, where \( t_r \) and \( t_i \) correspond to the time points of the start and end endpoints of \( a_{dur} \).

![Fig. 1. The components of a PDDL2.1 durative action.](image)

The components of a durative action, \( a_{dur} \in O_{dur} \), are defined as follows:

- \( durCond(a_{dur}) \) is a conjunction over a set of temporal constraints on the action’s duration, \( dur(a_{dur}) \), of the form \( lb \leq \mu dur(a_{dur}) \leq ub \).
- \( startCond(a_{dur}) \) is the condition that needs to be true in some half-open interval \([t, t_r)\) where \( t < t_r \).
- \( endCond(a_{dur}) \) is the condition that needs to be true in some half-open interval \([t, t_i)\) where \( t < t_i \).
- \( inv(a_{dur}) \) is the invariant condition that needs to hold for every time instant \( t \) in the open interval \((t_r, t_i)\).
- \( startEff(a_{dur}) \) is the set of discrete effects that take place when the durative action starts at \( t_r \).
- \( endEff(a_{dur}) \) is the set of discrete effects that take place when the durative action ends at \( t_i \).
- \( contEff(a_{dur}) \) is the set of continuous numeric effects applying over the closed interval \([t_r, t_i] \).

The conditions \( pre(a), startCond(a_{dur}), inv(a_{dur}), \) and \( endCond(a_{dur}) \) are a conjunction of propositional logic formulas and numeric inequalities of the form \( (v, \odot, e) \), where \( e \) is an arithmetic expression over a subset, \( \vartheta \subset \vartheta \), of numeric fluents, \( \odot \in \{<, \leq, =, \neq, \geq, \geq, \leq, \leq, =\} \) is a comparison operator, and \( e \) is an arithmetic expression, referred to as the value [2].

The discrete (instantaneous) effects can either be propositional effects making facts true or false, or numeric effects of the form \( (v, \odot, e) \), where \( v \in \vartheta \), referred to as the value, is the numeric fluent whose value is being updated, \( \odot \in \{=, +, -, =, \neq, /, \} \) is the assignment operator, and \( e \) is an arithmetic expression, referred to as the value [2].

The start and end endpoints of \( a_{dur} \), denoted as \( a_t \) and \( a_i \) respectively [[9]–[11]], are themselves instantaneous actions, with \( pre(a_t) = startCond(a_{dur}), eff(a_t) = startEff(a_{dur}), pre(a_i) = endCond(a_{dur}), \) and \( eff(a_i) = endEff(a_{dur}) \). These are referred to as the snap actions of durative action \( a_{dur} \) [[10], [12]–[16]]. Breaking down a durative action into its snap actions enables the planner to reason with concurrent actions and support required concurrency [1] (when all possible solutions are concurrent), since it allows durative actions to overlap or enclose one another [12].

The set \( O_s = O_{inst} \cup \{a_t, a_i \mid a_{dur} \in O_{dur} \} \) consists of all discrete actions representing an instantaneous state transition. The time point at which a discrete action, \( a \in O_s \), takes place in the plan is called a happening [2], [15], [17]–[20]. The invariant condition, \( inv(a_{dur}) \), of a durative action, \( a_{dur} \), needs to hold during the open interval between its snap action’s happenings.

The continuous effects of a durative action are numeric expressions of the form \( (v, \tau, e) \), where \( e \) defines the continuous change on a numeric fluent, \( v \in \vartheta \), throughout the whole execution interval of the action. A durative action can run concurrently with other durative or instantaneous actions, which possibly also affect \( v \) or \( e \). We refer to the time interval \([t_i, t_i+1] \) enclosed by two consecutive happenings where \( t_i < t_i+1 \), as a temporal context [21]. If \( e \) is constant within a temporal context, then the continuous effect is linear for that temporal context [21].

The start and end discrete effects of a durative action, \( startEff(a_{dur}) \) and \( endEff(a_{dur}) \) respectively, can also refer to the action’s duration in their numeric expressions [2], making such effects duration-dependent.

**Definition 1.** A duration-dependent effect on a numeric fluent \( v \), is an effect of a durative action, \( a_{dur} \), that modifies the value of \( v \) with respect to the action’s duration. This can be either:

1) A continuous effect, increasing or decreasing the value of \( v \) gradually at a specific rate of change, or
2) A discrete numeric effect on \( v \) at the start or end of \( a_{dur} \), with the total duration, \( dur(a_{dur}) \), being part of the effect’s value.
A temporal plan is a sequence of pairs, \( \pi = \{(t_1, a_1), (t_2, a_2), \ldots (t_n, a_n)\} \) [2], where \( t_i > 0 \) is the selected time point with respect to the start of the plan at which the action \( a_i \in O_s \) is to be applied, and \( n \) corresponds to the number of happenings in the plan. For an action \( a \in O_s \), the state transition function for \( \Pi \) is defined as \( \gamma(s, a) = \mathit{eff}(a)(s) \), given that \( s \models \mathit{pre}(a) \).

Assuming all continuous effects are linear, given two time points \( t_i \) and \( t_{i+1} \) of two consecutive happenings, the value of \( v \) at \( t_i \), where \( t_i \leq t \leq t_{i+1} \), is \( v_i + \frac{dv}{dt}(t - t_i) \), with \( v_i \) denoting the value of \( v \) in \( s_i \) (the state obtained from the happening at \( t_i \)). Since multiple continuous effects, \( \{(v, e_{\tau,1}), (v, e_{\tau,2}), \ldots (v, e_{\tau,m})\} \), can be running concurrently on the same numeric fluent, \( v \), the cumulative rate of change on \( v \) is \( \frac{dv}{dt} = \sum_{i=1}^{m} e_{\tau,i} \). Since all the continuous effects are linear, \( \frac{dv}{dt} \) is constant throughout the time interval between \( t_i \) and \( t_{i+1} \) [21]. From this point onwards, we will be exclusively dealing with linear continuous effects.

The temporal constraints of the plan, corresponding to the duration constraints, \( \mathit{durCond}(a_{dur}) \), of each durative action, \( a_{dur} \). In the plan, are typically represented as a system of inequalities over its happenings. These take the form \( t_j - t_i \leq \delta v \), where \( t_i \) and \( t_j \) are the time points of two ordered happenings that need to happen at least \( lb \) and at most \( ub \) time units apart from each other. This system is referred to as a Simple Temporal Network (STN) [22]. A problem that can be encoded as an STN is referred to as a Simple Temporal Problem (STP) [22].

The distance graph [22] of an STN is a weighted directed graph. Each node represents a discrete happening. Each edge is labelled with a positive weight if it defines an upper bound on the possible values of the numeric fluents \( v \in \vartheta \), where \( v \) represents a lower bound. An STN is consistent at a happening if and only if \( \forall (e, \vartheta) \in \vartheta \), where \( v \) is schedule dependent at happening \( j \).

Definition 2. A numeric fluent, \( v \), is schedule dependent at a happening, \( j \), within a plan, \( \pi \), if executing the plan up to happening \( j \) can lead to \( v \) taking a range of different values that depend on the chosen schedule for the same plan, \( \pi \).

From Definition 2, it follows that an expression over a schedule-dependent numeric fluent is also schedule dependent.

Definition 3. A numeric condition, \( c = \langle e, \vartheta, k \rangle \), over the set of numeric fluents \( \vartheta_c \subseteq \vartheta \), is schedule dependent at a happening \( j \), within a plan, \( \pi \), if and only if \( \exists v \in \vartheta_c \), where \( v \) is schedule dependent at happening \( j \).

Definition 4. A discrete numeric effect, \( (v, e, c) \), with \( c \) being an arithmetic expression over the set of numeric fluents \( \vartheta_c \subseteq \vartheta \), is schedule dependent at a happening, \( j \), within a plan, \( \pi \), if and only if \( \exists v \in \vartheta_c \), where \( v \) is schedule dependent at happening \( j \).

Note that a duration-dependent discrete effect is not necessarily schedule dependent. It could well be that the duration constraints of a durative action resolve to a single value.

If the set of schedule-dependent numeric fluents, \( \vartheta_c \subseteq \vartheta \), is empty, the temporal constraints, \( C \), need to be combined with the linear constraints representing the trajectory of the schedule-dependent numeric fluents. This can be done with an LP. For each happening \( i \in \{0, \ldots, n\} \), a real-valued LP variable corresponding to each time point \( t_i \) is created. For each \( v \in \vartheta \), a pair of real-valued LP variables are created for each happening \( i \):

- \( v_i \), representing the value of \( v \) before applying the transition of happening \( i \).
- \( v'_i \), representing the value of \( v \) after applying the transition of happening \( i \).

Equation 1 shows the constraint for all the concurrent linear continuous effects taking place on \( v \) between two consecutive happenings, \( i \) and \( j \), where \( \delta v_{i,j} \) is the constant cumulative rate of change, \( \frac{dv}{dt} \), of \( v \) for that interval. Equation 2 shows the constraint for a discrete update to \( v \) at happening \( i \), where \( \Delta_i \) is the change resulting from applying a discrete effect on \( v \) at \( t_i \). \( \Delta_i \) can itself be duration dependent, and expressed in terms of the time interval between two happenings. These are combined with the STN constraints in \( C \) and direct variable assignments, such as those of the initial state, or := effects.

\[
\begin{align*}
v_j - v'_i &= \delta v_{i,j}(t_j - t_i) \\
v'_i - v_i &= \Delta_i
\end{align*}
\]

A schedule-dependent numeric precondition \( \langle e, \vartheta, k \rangle \) at a happening \( i \) is translated to its equivalent LP constraint by indexing all the schedule-dependent numeric variables in \( e \) by \( i \). For example, the condition \( \langle v, \leq, 0 \rangle \) will be translated to \( v_i \leq 0 \). Similarly, an invariant condition starting at \( i \) and
ending at \( k \) is translated to LP constraints on \( v_i' \), on \( v_k \), and on both \( v_j \) and \( v_j' \) for all happenings \( j \), where \( i < j < k \).

If there is no solution to the LP, it means that the state is temporally inconsistent. Otherwise, the maximum and minimum values of each \( v \) are also computed in separate runs of the same LP, by changing the objective function to maximise or minimise \( v_n' \), where \( n \) is the last happening in the partial plan so far. These bounds are stored in \( V \) for \( s_n \).

Schedule-dependent numeric goal conditions are also formulated as linear constraints. Since goal conditions must be true at the end of the plan, a goal condition on a schedule-dependent numeric fluent, \( v \), for a plan of length \( n \), would be translated to its equivalent linear constraint on the LP variable corresponding to \( v_n' \). For example, the goal condition \( \langle \text{fuel}, \geq, 10 \rangle \), indicating that a vehicle needs to have at least 10 units of fuel left at the end of the plan, would be encoded as \( \text{fuel}_{n'} \geq 10 \). Goal constraints are added and solved in a separate LP run from the one used to verify temporal consistency, to check whether the goals defined in the problem have been achieved [14].

Finally, if a metric function [2] is specified for the planning problem, it can be used as the objective function of the last LP run when the goal of the plan has been reached. If the metric function is omitted, the makespan (the total duration of the plan) is set as the objective function, by minimising \( t_n \), the LP variable representing the time of the last happening of the plan. This guarantees local optimality with respect to the chosen metric and the action sequence of the plan.

### III. Related Work

The first category of PDDL2.1 Level 4 [2] compliant planners that support temporal–numeric interaction with duration-dependent effects are those that impose a restriction that the problem must be reducible to an LP. This means that both the constraints and the trajectories of continuous effects between each discrete state transition must be linear. This approach was used in LPGP [28], TM-LPSAT [4], and LP-RPG [29], and more recently by the COLIN [30] family of planners, including POPF [31], [32] and OPTIC [9]. The same approach was also adopted by Scotty [33], which uses flow tubes [34] to find plans for actions with control variables.

The COLIN [30] family of planners impose a further restriction on continuous effects of durative actions: that the contribution of any durative action to the rate of change of each numeric fluent, \( v \), is constant, so that its cumulative rate of change, \( \delta v \), only needs to be updated at the start or end of a durative action that directly affects \( v \). This excludes the possibility that a durative action contributes a variable amount to the rate of change of a variable, even if that contribution changes only as a step function at discrete points during the execution of that action.

While this approach allows for concurrent durative actions to update the same numeric fluent, it does not allow for updates to the rate of change of a continuous effect itself. The rate of change of a durative action may need to change during its execution due to other interfering discrete effects that update one of the terms of the continuous effect expression. Figure 2 illustrates an example where durative actions \( a \) and \( b \) have a continuous effect on \( v \), and the snap action \( b_j \) has a discrete effect on numeric fluent \( y \) which indirectly affects the rate of change of the continuous effect of action \( a \).

To support such scenarios, [21] propose to account for such discrete updates by recomputing the cumulative rate of change dynamically from the list of actions running concurrently between two consecutive happenings within the plan. This approach removes the restriction imposed by COLIN, POPF and OPTIC, that rates of change of an action have to be constant throughout the plan, and enables full support for piecewise-linear continuous effects. The assumption is that the rate of change is only constant within the context of two consecutive discrete state transitions, thus preserving the linearity of continuous change between adjacent happenings.

LP solvers are quite efficient, and introduce minimal overheads on the typical planning benchmark problem sets that generate small LPs. However, in real-world problems that necessitate long plans (thus larger LPs) and the exploration of thousands of states, LP solving can impact planner performance significantly. Planners typically try to minimise unnecessary LP computation by using only an STN to check for temporal consistency, until an action that has a duration-dependent effect is applied. From then on, the planner uses an LP [30], and no attempt is made to run the LP more selectively and minimise any unnecessary computational overhead.

A profiler-based analysis of the impact of the LP on the planner OPTIC [8] showed that it spent about 80% of its time solving the LP, either for consistency checks or to compute the bounds of schedule-dependent numeric fluents. The authors propose to reduce the time spent in LP computation by either not calculating the bounds of all schedule-dependent variables (including omitting the bounds computation step completely), or postponing the LP consistency check to when a candidate goal state is found. While these proposed approaches speed up state evaluation, they introduce trade-offs in terms of temporal consistency and completeness. Omitting the calculation of the bounds of a schedule-dependent numeric fluent, \( v \), is problematic because any actions with preconditions on \( v \) could be incorrectly deemed inapplicable, leading to loss of completeness. Retaining the LP bounds calculation only for active continuous effects addresses this issue partially, but...
there is still the possibility that a terminated durative action is forced to change its duration due to temporal constraints added subsequently to the plan, thus constraining further the bounds of the numeric fluents affected by its continuous effects. Solving the LP only on candidate goal states introduces a risk of spending a lot of time exploring a deep search branch that was temporally inconsistent all along and could have been pruned out much earlier in the search. This issue is particularly problematic for planners that use FF-style Enforced Hill Climbing (EHC) [35], since they do not backtrack beyond the last hill climb and restart a completely new Best-First Search when EHC ends up in a dead end.

Other planners that do not use Linear Programming have also been proposed. The UPMurphi [36], [37] family of planners, including DiNo [38], use a disperse and validate cycle. The timeline of the plan is discretised into uniform time steps and step functions, to be then validated against the continuous model. ENHSP [39] also uses a similar technique, but it supports only the numeric aspect (PDDL2.1 Level 2). The trade-off of this discretization approach is that a significant number of intermediate states are introduced, impairing the ability of these systems to scale. In practice, this approach is only usable for smaller problem instances where non-linearity needs to be preserved. Another alternative is to use SMT. dReach [40] is based on the dReal SMT solver [41] and is limited to only a subset of the capabilities supported by the other planners since its focus is mostly on verification of hybrid systems. Furthermore, it uses its own specific language instead of the de facto standard PDDL. ITSAT [42] encodes the temporal planning task as a Boolean Satisfiability (SAT) problem, without any numeric support. SMTPlan [43] encodes PDDL+ into SMT, and supports a suite of non-linear polynomial dynamics. SMT-based approaches also trade off performance, although attempts to optimise the encodings to alleviate this problem have been made [44], [45]. Finally, planners like TFD [6] avoid this problem by restricting numeric effects to occur at the start and the end of an action.

In this work, we focus on improving the efficiency of planners that use linear programming to handle the interaction between temporal constraints and duration-dependent numeric change. We propose to reduce some of the computational overheads introduced by the LP by using a more selective approach to decide when the LP for the current state needs to be solved, without introducing consistency or completeness trade-offs. We also optimise the LP encoding of the plan to generate smaller LPs that are faster to solve, reducing further the overheads of solving the LP.

IV. METHODOLOGY

To minimise the impact of the LP solver on the planning process, we propose to:

1) Run the LP solver more selectively, such that it is only executed when the applied action imposes new constraints on schedule-dependent variables.
2) Reuse predecessor states to minimise the number of LP runs needed to evaluate schedule-dependent goals.
3) Optimise the LP encoding, such that it is smaller and faster to solve.

A. Selective LP Execution

As described in Section II, the planner needs to execute the LP for two reasons. Firstly, it needs to confirm whether the plan to reach the state being evaluated can be scheduled consistently. Secondly, it needs to compute the bounds of schedule-dependent numeric fluents, to determine which actions with schedule-dependent conditions are applicable.

If the predecessor of the current state was consistent, the action to reach the current state can make the plan temporally inconsistent if it introduces a negative cycle [22]. If the conditions (preconditions and invariants) of the new action are not schedule dependent, the STN is sufficient to determine consistency, as long as the predecessor state considered all the numeric and temporal constraints when determining its own consistency. Since each temporal state carries an STN of temporal constraints, as described in Section II, obtaining an updated STN that includes the additional constraints of the new state is more computationally efficient than running an LP on the whole plan [24]–[27].

A subtle aspect of this process is that if tighter bounds on the temporal constraints were found after computing the LP, they need to be reflected back into the STN, $C$, as a post-scheduling step. The sequence of actions depicted in Figure 3 is one example where this step is crucial. In this case, actions $a$ and $b$ both have a duration of 10 and overlap each other in their execution. $c$ starts after $a$ ends, and terminates before $b$ ends, with a fixed duration of 5. The caveat in this example is that $b$ needs $v \leq 3$ to be true. The LP will discover that the latest $b$ can start is 3 time units after $a$ starts. Thus, even though $c$ and $b$ do not refer to any schedule-dependent numeric fluents, the default STN behaviour would incorrectly classify this state as consistent. The upper bound duration between $a$ and $b$ found by the LP needs to be reflected back into the STN of the temporal state obtained after applying $b$, so that it is propagated to the STN of subsequent states.

![Fig. 3. Inconsistent State due to interaction between Temporal and Numeric Constraints, detected by solving an LP but not the corresponding STN.](image-url)
restrict the bounds further by making the schedule tighter. If the chosen successor is preconditioned on a schedule-dependent numeric fluent, the LP is then solved for the resultant state, pruning it out if it turns out to be inconsistent due to tighter bounds.

B. Schedule-Dependent Numeric Goals

Apart from participating in action conditions, schedule-dependent numeric fluents can also be part of the goal condition. While the COLIN family of planners [30], [31] do not fully support this functionality, it can easily be included in the LP [14] as described in Section II. This is achieved by adding the linear constraints corresponding to the goal condition on the values obtained after executing the plan’s last happening.

If the goal condition is schedule dependent, every state discovered during the search process is a candidate for an LP-based goal check, which introduces further computational overhead. To avoid performing this in every state, the information computed for ancestor states can be used to perform the LP-based goal check more selectively. An extra flag is maintained in each temporal state, which primes the LP-based goal check for potential execution. This is turned on when an action has a schedule-dependent effect on a numeric fluent that is featured in the goal condition. The value of this flag is passed on to the successor states until one is found where there are no running actions [2] and the goal conditions that are not schedule-dependent are satisfied. If the flag is set to true, the LP-based goal check is then executed to check the schedule-dependent goals and the flag is turned back to false. This way, the LP-based goal check is only performed if all other conditions that are computationally cheaper to check are satisfied, and we know that since the last LP-based goal check there was at least one update to the schedule-dependent numeric fluents featured in the goal.

Figure 4 shows the algorithm described above to check schedule-dependent goal conditions more efficiently. The set \( s' \) corresponds to the set of schedule-dependent numeric fluents in state \( s' \). The function \( \text{terms}(s') \) takes a condition and returns the set of numeric fluents which feature in that condition. The function \( \text{affected}(s) \) returns the set of numeric fluents that are affected by an action. The flag that primes the LP goal check is denoted by \( \text{lpgc} \), which is initialised to false in the initial state. \( \text{terms}(s') \) corresponds to the list of running durative actions as described in Section II. The function \( \text{nsd}(s) \) takes a conjunction of conditions and returns the atomic conditions that are not schedule dependent. The \( \text{lpGoalCheck}(s) \) is the function that performs the LP-based goal check on the schedule-dependent fluents of a state, returning true if all are satisfied, and false otherwise.

If one of the schedule-dependent variables affected by the applied action, \( a \), in the goal condition, the \( \text{lpgc} \) flag is set to true in the new state, \( s' \). Otherwise the same value of the previous state is copied into the new state. If there are no running durative actions and all goal conditions that are not schedule-dependent are satisfied, the algorithm proceeds to check for schedule-dependent goals. If there are none, it can return true immediately since all goals are satisfied. Otherwise, if the \( \text{lpgc} \) flag is true, the LP-based goal check is done and its result is returned. The \( \text{lpgc} \) flag is also reset to false, so that if further successor states are explored the LP-based goal check is not performed again until another action with a schedule-dependent effect on the goal is applied. This algorithm is a drop-in replacement to the standard goal check that is done within the planner’s search process, and can be called for every new state being evaluated.

Require: The previous state \( s \), the applied action \( a \), the new state \( s' \), and the goal \( g \).

Ensure: Returns true if \( s' \models g \), false otherwise.

1: if \( \exists v \in \partial s' : (v \in \text{terms}(g) \land v \in \text{affected}(a)) \) then
2: \( s'.\text{lpgc} \leftarrow \text{true} \)
3: else
4: \( s'.\text{lpgc} \leftarrow s.\text{lpgc} \)
5: end if
6: if \( s'.\text{lp} = \emptyset \land \forall c \in \text{nsd}(g) : (s' \models c) \) then
7: \( s'.\text{lp} \leftarrow \text{true} \)
8: if \( s'.\text{lp} \cap \text{terms}(g) = \emptyset \) then
9: \( s'.\text{lp} \leftarrow false \)
11: return \( \text{lpGoalCheck}(s') \)
12: end if
13: end if
14: return false

Fig. 4. Algorithm to Check Schedule-Dependent Goals Efficiently.

C. Optimising the LP Encoding

The LP encoding used in COLIN [30] and its family of planners, creates an LP variable, \( t_i \), for every happening, \( i \), in the plan. This represents the scheduled time of the happening to be resolved by the LP. Furthermore, each schedule-dependent numeric fluent, \( v \), is encoded into two variables, \( v_i \) and \( v'_i \), for each happening, \( i \), in the plan as described in Section II. This means that the LP for a plan of \( n \) happenings and \( m \) schedule-dependent numeric fluents will have at least \( n(2m + 1) \) variables. While modern solvers do perform some preprocessing steps to eliminate redundant variables and optimise the internal LP structure [46], [47], we can still take advantage of the knowledge obtained from our plan structure to remove redundant LP variables and constraints more effectively.

Apart from optimising the LP, removing unnecessary variables and constraints also has other benefits. Encoding a schedule-dependent numeric fluent, \( v \), in the LP for every happening of the plan restricts it to linear updates, even for instantaneous effects that take place prior to any schedule-dependent effects on \( v \). By encoding the LP variables and constraints only for happenings where the conditions or effects are schedule-dependent, we allow for non-linear instantaneous updates in happenings that do not need to be encoded in the LP at all. In fact, the authors of COLIN [30] already bring up the issue of LP efficiency, and suggest adding \( v_i \) and \( v'_i \) to the LP only when \( v \) becomes unstable prior to happening \( i \), but the implementation of this family of planners does not...
take full advantage of this and restricts all effects on \( v \) to be linear, irrespective of where they occur in the plan.

From Definition 2 it follows that for \( v \) to be schedule dependent at a happening \( j \), there should be at least one happening, \( i \), where \( 0 \leq i \leq j \), whose action, \( a_i \), affects \( v \) in one of the following ways:

- \( a_i \) has a duration-dependent effect on \( v \), and it is a snap action of a durative action that has a non-fixed duration.
- \( a_i \) is a snap action of a durative action that is still running at happening \( j \) and has a continuous effect on \( v \).
- \( a_i \) has a schedule-dependent effect on \( v \).

If \( i \) is the first happening where \( v \) becomes schedule dependent, all prior happenings \( h < i \) do not need to have their corresponding \( v_h \) and \( v'_h \) LP variables. The literal value of \( v \) at \( i \) will already be known in state \( s_i \), and can be encoded directly as a constant from which subsequent LP constraints will be chained in the same way as described in Section II.

If at any happening \( k \), where \( i < k \), \( v \) resolves to only one value, \( v \) is not schedule dependent any more at happening \( k \). This includes happenings where \( v \) converges to a single value due to tight temporal constraints, or an explicit assignment of \( v \) to an expression which is not schedule dependent. Given that \( v \) can only take a single value, its corresponding LP variables are not needed anymore from happening \( k \) onwards (unless \( v \) becomes schedule-dependent again). Updates to \( v \) at such happenings are thus not restricted to be linear, because they will not be encoded in the LP either.

Intermediate happenings where the value of a schedule-dependent numeric fluent \( v \) is not updated (or its rate of change is 0) can also be eliminated and consolidated into one LP variable. It is sufficient to keep track of the last happening, \( i \), that had an effect on \( v \) and chain any preconditions or effects to the LP variables of that happening as follows:

- A discrete effect on \( v \) at a happening \( k \), where \( i < k \), is encoded as the constraint \( v'_k - v'_i = \Delta_k \).
- A continuous effect on \( v \) between happenings \( j \) and \( k \), where \( i < j < k \), is encoded as the constraint \( v_k - v'_i = \delta v_{j,k}(t_k - t_j) \).
- Preconditions or invariants on \( v \) at happening \( j \), where \( i < j \), are encoded as their equivalent LP constraint with respect to \( v'_i \).

The LP constraints corresponding to invariant conditions on schedule-dependent numeric fluents can be reduced further by including them at the start happening of the action and only at any subsequent happenings where there is a potentially constraint-violating change. These will be the happenings where the effect updates the constraint’s value in the direction of its threshold. For example, if a durative action, \( a_{dur} \), has an invariant constraint \( v >= 0 \), and it starts at happening \( i \), the constraint \( v'_i >= 0 \) is already sufficient for all subsequent happenings during which \( a_{dur} \) is executing, as long as \( v \) has a non-negative cumulative rate of change, \( \delta v \geq 0 \), and no discrete effect decreases the value of \( v \).

V. Evaluation

The DICE planner [21] was enhanced with the proposed techniques to create the optimised version which we refer to as DICE2. In both versions the temporal consistency check is performed after a new unseen state is generated. Additional introspection was added to measure the number of LP runs and performance of both approaches to isolate these gains from the additional planning overhead. The planner’s multi-threading capabilities used to evaluate states concurrently were turned off for more accurate measurement of the absolute computation time spent. For each problem, the plan length in terms of happening count (where a durative action results in two happenings), the number of LP runs, and the total time spent solving LPs were recorded.

The total planning time was also compared to that of other popular PDDL2.1 Level 4 [2] temporal-numeric and hybrid planners, namely POPF [32], OPTIC [9], SMTPlan [43] and UPMurphi [37]. DiNo [38] crashed with a segmentation fault on all problems (this issue was observed by other users and until the time of this writing has not been resolved), and was subsequently excluded. ENHSP [39] does not support durative actions and TFD [6] does not support continuous effects, and thus they were also excluded. Since DICE is developed in Scala and runs on a Java Virtual Machine, and all the other planners are developed in C++, DICE incurs some additional computational overheads mainly from JVM warm-up and non-native runtime inefficiencies. This is more evident in the timings of smaller problem instances.

The evaluation was done on domains that involve continuous effects and thus require checks that the interaction between the temporal constraints and the schedule-dependent numeric fluents is still consistent in the plan. Experiments were performed on a cloud-based Virtual Private Server with 4 dedicated CPUs, using AMD 2nd Generation EPYC 2.5 Ghz processors with 8 Gb of RAM, running Ubuntu 20.04 LTS 64-bit, using OpenJDK 11.0.7 64-bit. Some of the above planners have deprecated dependencies, which were incompatible with the latest version of Ubuntu. In this case, a Singularity container was used, using an older version of Ubuntu as the base image together with the required dependencies. This is the same approach that was used in the IPC 2018 competition [48], [49]. A maximum of 30 minutes was allocated to solve each problem instance.

A. Carpool Domain

This domain models a cab hailing service where passengers can carpool together if the vehicle has enough capacity. Each problem has several locations, with distance and average speed defined between pairs of locations. Several cars are available, each having fuel and passenger capacity. Trips start at a pick-up location and end at a drop-off location. Trips also include the number of passengers who need to travel together in one car. All the rates of change of the individual continuous effects are constants, and thus all the planners being considered should support this domain. None of the problems involve required concurrency, and all solutions can be sequential.

The drive durative action, depicted in Figure 5, is the only action that has continuous effects in this domain. It keeps track
of the total travel distance and fuel consumption, while making
sure the car never runs out of fuel:

\[
\text{:durative-action drive}
\text{:parameters (}\text{?c - car} \text{?from \text{?to - location})}
\text{:duration (= ?duration}
\text{(/ (distance ?from \text{?to}) (avg-speed ?from \text{?to}))})
\text{:condition (and}
\text{(at start (driving-at ?c \text{?from}))}
\text{(at start (> (distance \text{?from \text{?to} 0}))}
\text{over all (>= (fuel \text{?c} 1)))}
\text{:effect (and}
\text{(at start (not (driving-at ?c \text{?from}))}
\text{(at end (driving-at \text{?c \text{?to})}})
\text{(increase (total-traveled ?c))}
\text{(* #t (avg-speed \text{?from \text{?to})})})
\text{(decrease (fuel \text{?c})}
\text{(* #t (/ (avg-speed \text{?from \text{?to} 100}))))})
\]

\[
\text{duration = (distance ?from \text{?to}) (avg-speed \text{?from \text{?to}})}
\]

\[
\text{(driving-at ?c \text{?from}) (distance \text{?from \text{?to}} > 0)}
\text{\} (fuel ?c) >= 1}
\text{d(total-traveled ?c) dt = (avg-speed \text{?from \text{?to}})}
\text{d(fuel ?c) dt = (avg-speed \text{?from \text{?to}})}
\text{100}
\]

Fig. 5. The drive Durative Action.

The other actions, namely depart, park, pickup-trip
and dropoff-trip are durative actions with only discrete
updates that change the state of the car and the trip. The
depart action sets the state of the car to driving, such that
embarking passengers is not possible, while the park action
sets the state of the car to stopped, such that passengers
can embark or disembark. The duration of both actions is
fixed to 1 time unit. The pickup-trip action embarks the
passengers for a trip onto a car, while the dropoff-trip
action disembarks the passengers at their destination. In this
case, the duration of both actions is 1 time unit per passenger.
A solution for a problem will consist of sequences of the
above actions for each trip that needs to be fulfilled. It will
typically consist of a depart action, one or more
drive actions and a park action with the selected car to reach
the trip’s pickup location, unless the car is already at that
location. This is then followed by pickup-trip, depart,
and one or more drive actions to reach the drop-off location.
The park and dropoff-trip actions executed in sequence
then fulfill the trip. While none of the problems feature any
required concurrency, having multiple cars available allows
for the possibility of concurrent trips served at the same time,
if the planner so chooses.

The problem instances start with 1 trip and 1 car for instance
1, progressing up to 20 trips and 4 cars for instance 20 (a car
was added at instances 6,11 and 16). All problem instances
have 100 locations and the goal is to fulfil all trips.

Table I shows the performance metrics of both the full LP
implementation and the optimised version. All the actions in
this domain, apart from the drive action, do not interfere with
the duration dependent variables. Applying these actions does
not have any impact on the integrity of the previous LP, and
the consistency check of the previous state would still hold for
the state obtained after applying one of these actions. When
the LP computation was omitted for these states, a significant
reduction in planning time was observed. There was a mean
improvement of 49.01%±10.73 in the number of LP runs, and
of 44.02%±12.61 in time needed to compute the LP. The mean
improvement on the total planning time was 39.22%±14.52.
The full LP implementation timed out when solving the last
problem instance due to exceeding the allocated 30 minutes,
while the optimised implementation solved it in around 13.5
minutes. As the problems increased in size and complexity,
the improvement on planning time also had an upward trend,
peaking at 56% for the last instance (19), where both the
unoptimised and optimised versions produced a result in time.

This improvement is primarily coming from reuse of memo-
ized information computed in predecessor states when it can be
verified that all constraints of the previous LP consistency
check have not been disrupted and no new numeric constraints
on schedule-dependent numeric fluents have been introduced.

Figure 6 compares the total planning time of the original
and LP-optimised versions of the planner with that of the other
PDDL2.1 Level 4 [2] planners. POPF [32] performed well on
the first five instances, but timed out due to exceeding the
allocated 30 minutes on the rest of the problem instances.
OPTIC [9] (IPC 2018 version) failed to generate a plan,
stopping just after computing the heuristic of the initial state
and starting the search. SMTPlan [43] also failed with an error
on all problem instances. UPMurphi [37] was executed with
on all problem instances. UPMurphi [37] was executed with
allocated 30 minutes on the rest of the problem instances.

B. Pump Control Domain

This domain was originally introduced in [50] and models
an industrial plant where various processes need liquid to be
pumped at a certain pressure. The objective is to supply these
industrial processes with liquid continuously for the duration
of their activity without exceeding their pressure thresholds. Tasks also need to be performed, which need some industrial process to be executed either concurrently or prior to the commencement of the task. The planner needs to find the right combination of pump configurations to satisfy the demand without exceeding pressure thresholds. This domain contains piecewise-linear continuous effects, and it is not solvable with the COLIN-style LP formulation [30] since the rate of change is not constant. The encoding proposed in [21] has to be used.

The fill durative action increases the current-volume of the specified resource continuously with the rate computed from the cumulative current-flow-rate of the pumps. The use durative action consumes some of the flow for the specified industrial process throughout its duration. The perform-during and perform-after actions perform a task during an industrial process (thus introducing required concurrency), or after, respectively. The domain also has the instantaneous actions start-pump, stop-pump, increase-pump-flow and decrease-pump-flow which start or stop a pump, or increase or decrease its flow respectively. A plan consists of start-pump and increase-pump-flow actions to bring the pressures to the required levels, followed by the respective fill or use durative actions, and perform-during or perform-after actions to perform the respective tasks. At the end of the plan, any running pumps must be stopped with stop-pump. However, prior to switching a pump off, its flow must be decreased gradually with decrease-pump-flow.

The first problem involves 1 pump, 2 industrial processes and 1 task, progressing gradually to the 20th problem with 4 pumps, 16 processes and 25 tasks.

Table II compares the LP performance for the full LP implementation and the optimised version. There was a mean improvement of $35.22\% \pm 13.58$ in the number of LP runs, and of $30.61\% \pm 15.03$ in time needed to compute the LP, across all instances. In this case, the planner could take advantage of state transitions that were not invalidating the prior information about schedule-dependent variables, and thus running the LP again would not yield any additional information. The mean improvement on the total planning time, including search and heuristic evaluation for each state, together with any other runtime overheads, was $17.48\% \pm 8.95$. The improvement was not as large as in the Car Pool domain due to the fact that the actions of this domain are very rich in numeric dynamics, and the states where the planner could reuse predecessor information were more limited.

![Fig. 7. Performance of DICE and DICE2 on Pump Control domain.](image-url)
TABLE II
PERFORMANCE FOR PUMP CONTROL DOMAIN

| # | Plan   | LP Runs | LP Time (s) | Total Time (s) | Optimised LP (DICE2) | LP Runs | LP Time (s) | Total Time (s) | % Delta |
|---|--------|---------|-------------|----------------|---------------------|---------|-------------|----------------|---------|
| 1 | 12     | 58      | 0.145       | 0.833          | 44                  | 0.119   | 0.742       | 24%            | 18%     |
| 2 | 18     | 108     | 0.200       | 1.257          | 90                  | 0.165   | 1.079       | 17%            | 18%     |
| 3 | 22     | 146     | 0.244       | 1.443          | 126                 | 0.227   | 1.454       | 14%            | 7%      |
| 4 | 26     | 182     | 0.303       | 1.499          | 157                 | 0.301   | 1.633       | 14%            | 1%      |
| 5 | 30     | 183     | 0.426       | 2.046          | 158                 | 0.371   | 1.878       | 14%            | 13%     |
| 6 | 32     | 201     | 0.347       | 2.572          | 74                  | 0.170   | 2.005       | 63%            | 51%     |
| 7 | 34     | 248     | 0.428       | 3.009          | 98                  | 0.183   | 2.291       | 60%            | 57%     |
| 8 | 38     | 352     | 0.586       | 3.762          | 133                 | 0.324   | 2.931       | 49%            | 45%     |
| 9 | 42     | 525     | 0.758       | 4.208          | 338                 | 0.624   | 4.108       | 36%            | 18%     |
| 10| 54     | 538     | 1.689       | 5.660          | 325                 | 1.116   | 4.551       | 40%            | 34%     |
| 11| 56     | 521     | 1.697       | 5.628          | 286                 | 1.229   | 5.143       | 45%            | 28%     |
| 12| 60     | 763     | 2.878       | 8.392          | 493                 | 2.228   | 6.897       | 35%            | 23%     |
| 13| 62     | 777     | 3.047       | 8.742          | 493                 | 2.226   | 7.446       | 37%            | 27%     |
| 14| 66     | 823     | 3.402       | 9.630          | 484                 | 1.694   | 6.402       | 41%            | 50%     |
| 15| 68     | 897     | 3.848       | 10.544         | 524                 | 2.196   | 7.752       | 42%            | 43%     |
| 16| 70     | 987     | 3.426       | 9.670          | 612                 | 2.158   | 7.577       | 38%            | 37%     |
| 17| 72     | 1094    | 5.159       | 12.040         | 734                 | 3.619   | 9.758       | 33%            | 30%     |
| 18| 74     | 1110    | 4.852       | 12.299         | 734                 | 2.885   | 8.877       | 34%            | 41%     |
| 19| 76     | 1214    | 6.289       | 14.026         | 796                 | 4.355   | 10.781      | 34%            | 31%     |
| 20| 86     | 1455    | 7.544       | 17.977         | 943                 | 4.240   | 12.892      | 35%            | 44%     |
Schedule-dependent numeric fluents feature in many real-world temporal and hybrid planning problems, and handling them efficiently in a planning system is critical to ensure that a plan is generated within the expected time-frame.

In this work, we have proposed a number of techniques to improve the efficiency of LP formulation and to only compute the LPs when they are deemed to add new information about the temporal and numeric constraints of the plan. These take advantage of the problem's characteristics especially if it involves actions that do not interact with schedule-dependent numeric fluents. Empirical evaluation using three domains with continuous numeric dynamics showed that these techniques can yield a significant reduction on the number of LP runs and on the actual time needed to compute the LPs, especially if the problem has mixed discrete and continuous actions. This results in a significant overall improvement on the total planning time. Furthermore, the planner outperforms state-of-the-art planners that support the full PDDL2.1 Level 4 [2] expressiveness in terms of both coverage and scalability, even though it is implemented in a language that has a significantly slower execution runtime.

The work presented here shows that planners can scale more efficiently to larger real-world planning problems if the information computed during search can be reused across multiple states that have the same constraints rather than being recomputed afresh in each state. Future work includes investigating the possibilities of being more selective on when to run the LP, even for actions that have duration-dependent effects, especially when the bounds of schedule-dependent numeric fluents can be predicted with simpler mechanisms. The support of real-valued control variables and PDDL+ processes can also be investigated and potentially included in the optimised LP encoding.
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