Entanglement phase transitions in measurement-only dynamics
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Unitary circuits subject to repeated projective measurements can undergo an entanglement transition as a function of the measurement rate. This transition is generally understood in terms of a competition between scrambling due to unitary dynamics and the disentangling effects of measurements. We find that, surprisingly, entanglement transitions are possible even in the absence of scrambling unitary dynamics. We illustrate this phenomenon in models where the unitary dynamics is non-scrambling, as well as for systems in which the dynamics is entirely due to local few-site measurements. This opens the door to a vast landscape of measurement-only models, in which the “scrambling” and “un-scrambling” effects that drive the entanglement transition are not separable into distinct physical processes. We show numerical results on the entanglement phase diagrams, critical points, and locality properties of some of these measurement-only models. We find that an entangling (volume-law) phase is the default outcome, while disentangling (area-law) phases are possible in the presence of special restrictions on the size or commutativity of the measurements. We propose frustration of the measurement ensemble as the principle driving the entanglement transition in this class of dynamics.

I. INTRODUCTION

The study of out-of-equilibrium quantum dynamics is an exciting research frontier. Many important developments have pushed this frontier forward in recent years, especially in regards to the dynamics of isolated quantum systems. Among these developments are many-body localization (MBL), quantum chaos, many-body quantum scars, and the discovery of nonequilibrium Floquet phases. Many of these developments were born of a cross-fertilization between the subfields of quantum information theory, quantum gravity and condensed matter theory, with the dynamics of quantum entanglement serving as a unifying thread in systems of many-body systems is still nascent, and the development of new models and tools for tackling these forms a major research enterprise. In this context, random unitary circuits have emerged as a versatile tool for the study of many-body systems in various contexts.

The increased focus on quantum dynamics is also motivated by the advent of ‘noisy, intermediate-scale quantum’ (NISQ) devices. While an ideal quantum computer (or simulator) is a closed, unitarily-evolving system, any realistic implementation will have both controlled operations and unintended interactions with its environment, leading to non-unitary, open-system dynamics. In a fully fault-tolerant quantum computer such imperfections can be handled blindly, by means of quantum error correction. On the other hand, in NISQ devices the quantum dynamics of the hardware cannot be decoupled from the information-processing task at hand, and thus must be benchmarked accurately. To wit, Google’s recent demonstration of ‘quantum supremacy’ turned on comparing probability distributions drawn from an ideal random unitary circuit and a real, noisy one. A very different context for open-system dynamics involves quantum gravity, namely black hole evaporation and the information paradox, where entanglement between the black hole interior and outer Hawking radiation modes plays a crucial role (for a recent review see Ref. 34). Here, too, random circuits have proven to be a useful tool.

An open system is generically described by a mixed state; characterizing entanglement in mixed states is a challenging problem in general. However, in specific cases, dissipation can freeze a system in a pure state, e.g., via the quantum Zeno effect and its many-body generalizations. Recent works have approached this question from a novel perspective: instead of studying the steady state of the system plus its environment, they have focused on entanglement dynamics along single quantum trajectories. In the framework of quantum trajectories, one models the system-environment interaction as a sequence of projective measurements acting on the system; each measurement collapses the system’s wavefunction with a random outcome determined by the Born probabilities, so the system is always in a pure state (of decreasing norm). Refs. 46–49 explored the dynamics of the simplest such model, in which the intrinsic dynamics of the system is given by a random unitary circuit, and is interleaved with projective measurements acting on single sites. Surprisingly, these systems exhibit a phase transition in the entanglement structure of single trajectories, as a function of the measurement rate. This “entanglement transition” separates a disentangling phase, where the entanglement entropy $S$ obeys an area-
law, and an entangling phase, where it obeys a volume-law. Intuitively, as frequent strong measurements entangle the system to an environment, monogamy prevents different parts of the system from becoming entangled with each other.

This is a rather surprising result. It conflicts with the intuition that quantum coherence is a delicate resource, unstable to the decohering effects of an environment. Moreover, while entanglement takes a long time to build up and propagate, it can seemingly be destroyed globally by a single measurement. A very useful perspective on the transition, which clarifies how these issues are sidestepped, is achieved by thinking in terms of quantum information scrambling. Chaotic unitary dynamics tends to hide quantum information in highly nonlocal correlations that are inaccessible to local measurements. Local measurements then do not learn much about the state of the system (this is related to the fact that random unitary circuits are good at encoding quantum information). Additionally, a complementary view of these phenomena is that of purification (rather than entanglement) phases and transitions, where the volume- and area-law phases differ in their ability to purify an initial mixed state. In the area-law phase, an initially mixed state is purified after a number of measurements that is polynomial in system size (so measurements are able to efficiently extract information about the initial state), whereas in the volume-law phase the initial state stays mixed for exponentially longer timescales. The persistence of a mixed subspace corresponds to the spontaneous formation of a quantum error correcting code capable of protecting encoded qubits from the measurements. However, due to the simultaneous action of scrambling and “unscrambling” dynamics in unitary-projective circuits, the precise mechanism underlying this code formation process remains poorly understood.

In light of this, it is natural to ask just how scrambling the unitary evolution must be to obtain a volume law phase. A physically relevant case where this question may be probed is MBL, where both information scrambling and entanglement dynamics are logarithmically slow in time. One might think that this scrambling is too slow to compete with measurements performed at a finite rate, leading generically to an area-law phase. Surprisingly, we find evidence to the contrary, even in models where the unitary dynamics is strictly non-scrambling (rather than slowly scrambling) — i.e. the combination of non-scrambling unitaries and unscrambling measurements can somehow still furnish a volume law phase!

Building on this, we show how these non-scrambling models can equivalently be seen as featuring measurement-only dynamics, where the unitary gates are discarded altogether, at the expense of introducing multi-site (but still local) measurements. Such measurement-only dynamics is characterized by the ensemble of operators that one is allowed to measure on the system, which can in turn be specified by various parameters. Varying these, we are able to obtain and characterize entanglement phases and phase transitions.

Unlike the unitary-projective case where the balance between scrambling and unscrambling is naturally controlled by the measurement rate $p$, in the measurement-only case it is not a priori clear which parameters determine the entangling properties of the dynamics. Multi-site measurements evidently can both scramble and unscramble quantum information at the same time. While the issue of quantifying the net balance between these coexisting tendencies is still unsolved, we find that a crucial role is played by the ‘frustration’ of the measurement ensemble, an idea we make more precise below which roughly coincides with the degree of mutual incompatibility (anticommutativity) between different measurements. The essential point is as follows: if one measures two commuting operators, one acquires two bits of information about the state of the system, whereas if one measures two noncommuting operators, the second measurement scrambles the information about the state that the first measurement provided.

Aside from the entanglement transitions, the measurement-only dynamics we study in this work has other interesting properties. The volume-law phase is especially remarkable; its existence means that acting repeatedly with a certain set of measurements can endow the steady state with resistance against the same set of measurements, thus defining a sort of self-generated quantum code. Another interesting aspect of the measurement-only dynamics relates to locality: formulating sensible notions of locality and causality becomes challenging when measurements, with their ‘spooky action at a distance’ effects, are allowed. We take initial steps in addressing these questions in this type of dynamics.

On the experimental side it is plausible to imagine platforms where few-site projective measurements may be easier to implement than a universal quantum computing gate set. In particular, the ability to implement a single type of multi-site Pauli measurement combined with single-qubit Clifford gates would suffice to explore a wide variety of models. This may make measurement-only dynamics a more practical alternative to unitary-projective dynamics in some near-term quantum simulators.

Finally, we remark on some connections between this work and other topics in quantum information theory involving measurements. While it is known that measurements possess the same computational power as quantum gates, this resource-theoretic equivalence relies on specific protocols, or structured sequences of measurements. The dynamics we study, on the contrary, features spatiotemporally random sequences of measurements. It is thus crucial to distinguish the matter-of-principle, resource-theoretic possibility of certain outcomes from their realization in a stochastic setting. We also remark on the distinction between this measurement-only dynamics and measurement-based quantum computing (MBQC) in MBQC one is handed an entangled re-
source state and, by performing measurements in a specific sequence, obtains the (classical) answer to a predefined computational problem, at the expense of destroying the resource state. In contrast to MBQC, the measurement-only dynamics we study does not rely on initial resources, is spatiotemporally random, and produces highly entangled states as its output.

The paper is organized as follows. In Sec II we consider the question of entanglement transitions with non-scrambling, MBL-inspired unitary circuits and projective measurements. This motivates the introduction of dynamics in measurement-only models (MOMs), which we define in more generality in Sec III. In Sec IV we show numerical results for the entanglement phase diagrams in several MOMs. Critical points in these same models are discussed in Sec V. Sec VI focuses on the locality and causality structure of measurement-only dynamics. We conclude by summarizing our results and pointing to open questions and future directions in Sec VII.

II. MOTIVATION: “MEASUREMENT-ENABLED ENTANGLEMENT” IN l-BIT CIRCUITS

As mentioned above, an appealing interpretation of the entanglement phase transitions in unitary-projective dynamics is based on the competition between the scrambling effect of unitary dynamics and the “unscrambling” effect of local measurements. Measurements tend to degrade locally-accessible quantum information into classical bits, while chaotic unitary dynamics tends to scramble, i.e., hide quantum information in nonlocal degrees of freedom, where it cannot be accessed by local projective measurements. One measure of scrambling in closed quantum systems is furnished by the spread of operators in the Heisenberg picture, captured quantitatively by the out-of-time-ordered correlators (OTOCs)\cite{OTOC}. It is thus tempting to conjecture that the phase of the system is decided by which process happens faster—the information hiding due to the unitary dynamics or the read-out induced by the measurements. Such a scenario naturally yields a critical measurement rate $p_c$ below which the system’s steady state has volume-law entanglement. This scenario also suggests that by tuning the scrambling rate to zero, one should be able to push $p_c$ down to zero. As we will now see, this is not the case.

A. Removing scrambling: l-bit models

To test the above scenario, we consider what happens when the unitary dynamics does not scramble at a finite rate. The many-body localized phase provides an example. Here, entanglement is known to grow only logarithmically in time upon quenching from an unentangled product state\cite{MBL}. Slow scrambling can be explained using the l-bit representation of a fully-MBL Hamiltonian\cite{Znidaric2010}:

$$H_{\text{MBL}} = \sum_i h_i \tau^z_i + \sum_{k \geq 2} \sum_{i_1 < \cdots < i_k} J_{i_1,\ldots,i_k} \tau^z_{i_1} \cdots \tau^z_{i_k}$$

where the $\tau^z_i$ operators are local integrals of motion ($l$-bits) and the couplings decay exponentially with distance, $J_{i \ldots j} < e^{-|i-j|/\xi}$. In such a system, the only mechanism for the production of entanglement is dephasing between different l-bit basis states. Two l-bits separated by a distance $r$ become aware of each other only after a time $\sim e^{r/\xi}$ (when the exponentially small coupling $J$ between them has had enough time to induce significant dephasing). It follows that the entanglement entropy grows as $O(\ln t)$ and that, likewise, local operators spread within a logarithmic “light cone”.

We now ask whether interspersing the above dynamics with local projective measurements yields an entanglement transition. Based on the scenario we outlined earlier, we expect the answer would be negative—for any rate $p > 0$, the read-out of information is presumably faster than the scrambling. However, surprisingly, we still find an entanglement phase transition even for such a “slowly scrambling” model, provided the axis along which the spin is measured has a component orthogonal to the l-bit direction!

To address this question further, we focus on an even less entangling model of unitary dynamics—in Eq. (1), we only allow two-body couplings out to a finite distance $n$. This cut-off gets rid of scrambling altogether, capping the amount of entanglement to an $O(n)$ size-independent (hence area-law) value, if one starts from a non-entangled initial product state. Moreover, to facilitate numerical simulations, we consider a Clifford circuit model with two gates: the two-qubit controlled-Z gate $\text{CZ}_{ij} = e^{-i\pi/4} (Z_i Z_j^{-1}) (Z_j Z_i)$ ($i < j < i + n$) and the single-qubit phase-gate $\text{P}_i = e^{-i\pi/4} Z_i$. The system is subject to a layer of unitaries,

$$U_{l\text{-bit}} = \prod_i P_i^{a_i} \prod_{i < j < i + n} \text{CZ}_{ij}^{b_{ij}},$$

with $a_i, b_{ij} \in \{0, 1\}$ chosen randomly with probability $1/2$ (notice all the gates commute so there is no need to specify the order in which they act). Then, for each site, we either measure $X$, measure $Z$, or do not perform any measurement, with probabilities $p_x$, $p_z$, and $1 - p_x - p_z$ respectively. The whole process is iterated until a steady-state value of entanglement is reached. This setup is illustrated in Fig. 1.

Notice that $Z$ measurements create distentangled l-bits which commute with the unitary dynamics; the only way a measured l-bit can again become entangled with the rest of the system is by being measured in the X direction first. Hence the dynamics with $p_x = 0$ and $p_z > 0$ trivially leads to a product state as soon as every site is measured once. Measuring in the $X$ basis, thus breaking the conservation law, is necessary to obtain any nontrivial steady state.
Surprisingly, we find that the above model (which, to reiterate, has area-law entanglement at both $p_x = 0$ and $p_x = 1$) admits a volume-law phase. Fig. 2(a) shows the phase boundary in the $p_x$, $p_z$ plane for the model with range $n = 4$ (CZ gates between nearest, next-nearest and third-nearest neighbors). For $0 < p_x \lesssim 0.7$ the model is in a volume-law phase which is robust to sufficiently infrequent Z measurements. A similar picture holds for all $n > 3$, with an increasingly robust volume-law phase, see Fig. 2(b). The data include fractional values of $n = n^* + \epsilon$ (with $n^* \in \mathbb{N}$, $0 < \epsilon < 1$). These are defined as having a CZ gate between qubits $i,j$ in each unitary layer with probability $1/2$ if $|i-j| < n^*$ and $\epsilon/2$ if $|i-j| = n^*$, so that for $\epsilon \to 1$ one recovers the definition in Eq. (2) with $n = n^* + 1$. Considering now measurements in the $X$ basis only ($p_z = 0$) we find that the model with $n = 3$ is area-law for any $p_x$. A volume-law phase is present for $n > 3.1$ – though precise determination of the critical $n$ requires taking $p_x \to 0^+$ which is problematic. We shall return to this point form a different perspective in Sec. IV B.

A few comments are in order. First, this result shows that an interpretation of entanglement transitions in unitary-projective circuits based on the competition between the rates of measurement and unitary scrambling is incomplete: entanglement transitions are possible even with a scrambling rate of zero. Second, the result does not follow trivially from the fact that the $X$ measurements break the conservation laws in the unitary part of the circuit ($[U_{\text{unit}}, Z] = 0$). While clearly necessary, this condition is insufficient – e.g., the models discussed above with $n \leq 3$ remain area-law despite the integrals of motion being broken by measurements. Finally, it is remarkable that the interplay of two ingredients that are separately incapable of creating much or any entanglement (the finite-range $l$-bit gates and the single-site measurements) can nonetheless yield a volume-law phase. This phenomenon, which can be called “measurement-enabled entanglement”, necessitates a new framework. In the rest of the article we advance the proposal that such a frame-

work relies on measurements alone.

B. Removing unitary gates: measurement-only models

Let us take a Pauli string $O$ and denote the projective measurement of $O$ by $\mu_O$:

$$\mu_O |\psi\rangle = \frac{(1 + sO) |\psi\rangle}{\|(1 + sO) |\psi\rangle\|},$$

where $s \in \{+1,-1\}$ is picked randomly according to the usual Born probability, $\text{Prob}(s) = \frac{1}{2}(1 + s \langle \psi | O | \psi \rangle)$. It is clear from the above definition that the following holds for any unitary $U$:

$$\mu_O U = U \mu_{U^\dagger O U}.$$  \hspace{1cm} (3)

A consequence of this fact, unique to non-scrambling circuits, is that the $l$-bit unitary-projective circuit discussed above can be entirely separated into a unitary part and a projective part that are both local: taking a layer of $l$-bit gates Eq. (2) past an $X$ measurement according to Eq. (3) yields an operator with finite support. Specifically, since $\text{CZ}_{i,j} X_i \text{CZ}_{i,j} = X_j Z_j$ and $P_i^\dagger X_i P_i = Y_i$ (as
FIG. 3. (a) Rules for taking CZ and P gates past single-site X measurements, Eq. (3). (b) The l-bit circuit from Fig. 1 after taking all the gates past the measurements. Each single-site X measurement develops “tails” of Z operators on either side of maximum length \( n - 1 \) (2 in this case) due to conjugation by CZ gates.

\[
U^\dagger_{\text{l-bit}} X_i U_{\text{l-bit}} = X_i (-iZ_i)^{a_i} \prod_{|i-j|<n \atop j \neq i} (Z_j)^{b_{ij}}
\]

which is a Pauli string of length at most \( 2n - 1 \), characterized by an X or Y operator surrounded by finite “tails” of I or Z operators on both sides. Notice that even when conjugating by several layers of \( U^\dagger_{\text{l-bit}} \), the operator can’t grow any longer than that — the only effect is to change the values of \( a_i \) and \( b_{ij} \). After taking all the unitary layers to the end of time, \( t = T \), we are left with a circuit consisting purely of local multi-site measurements drawn from some finite ensemble of Pauli strings, as in Eq. (15), followed by a final layer of unitaries (see Fig. 3(b) for an example with \( T = 2 \) layers). This final layer, despite being the composition of \( T \) layers, is in fact equivalent to a single layer having \( a^{\text{tot}}_i = \sum_{t=1}^{T} a_i(t) \) and \( b^{\text{tot}}_{ij} = \sum_{t=1}^{T} b_{ij}(t) \) modulo 2 (which are still uniformly distributed binary numbers). Therefore it can change the entanglement about any given bond by at most \( n - 1 \) bits, and cannot change the entanglement phase of the steady state (area-law to volume-law or vice versa), and thus can be safely discarded for our purposes. This leaves us with a circuit consisting exclusively of local measurements of multi-site Pauli strings.

It follows that the entanglement transition in l-bit unitary-projective circuits discussed earlier can actually be understood as the result of projective measurements alone. This type of quantum dynamics, known as measurement-induced dynamics, has been considered in the context of quantum information processing and metrology\(^{20,21}\) while its entanglement properties are largely unexplored. From the result above it follows that measurements can play both sides in the competition underlying entanglement transitions — at the same time degrading quantum information to classical bits and hiding quantum information from local, accessible degrees of freedom into non-local, inaccessible ones. This has the potential to either increase or decrease the complexity of the state.

As we have seen above, entanglement phase transitions are possible in this type of dynamics. In the following we introduce a broader class of measurement-only models, including and generalizing the l-bit model discussed above, and begin the study of their entanglement properties.

III. MEASUREMENT-ONLY DYNAMICS

A. Setup

We define measurement-only dynamics by introducing an ‘ensemble’ \( \mathcal{E} = \{P_n, \{O_n\}\} \), consisting of a set of Pauli strings \( O_n \) and a probability distribution \( P_n \) over \( \{O_n\} \). Any such ensemble \( \mathcal{E} \) induces a random dynamics in the following way: at each time step, an \( O_n \) is picked according to \( P_n \) and measured on the system; doing so updates the state according to the ‘wavefunction collapse’ \( |\psi_{t+1}\rangle = \mu_{O_n} |\psi_t\rangle \); starting from an initially non-entangled product state, this step is iterated until a steady-state distribution of the entanglement over the so-generated ensemble of quantum trajectories and circuits is achieved. Note that general multi-site measurements are known to be universal for quantum computation\(^{22}\), the Pauli measurements considered here have the same computational power as Clifford gates. This ensures that highly-entangled states may be produced, at least as a matter of principle.

In order to sensibly define phases of matter, some additional requirements are needed. In particular, we assume:

(i) Locality. We assume the system consists of \( L \) qubits arranged on a 1D chain; each Pauli string \( \{O_n\} \) is supported on an interval of length \( r \) (the ‘range’ of the ensemble) which does not scale with system size.

(ii) Statistical translational invariance. Setting \( \hat{L} = L + 1 - r \) (\( L \) for open (periodic) boundary conditions, we assume the ensemble is of the form \( \mathcal{E} = \{P_n U_i, \{O_{\alpha,i}\}\} \), with \( i \in \{0, \ldots, \hat{L} - 1\} \) labelling spatial displacements, \( U_i = 1/\hat{L} \) the uniform distribution, and \( O_{\alpha,i} = T_i O_{\alpha} T_i^\dagger \) the translation by \( i \) sites of a Pauli string \( O_{\alpha} \) supported on sites \( \{1, \ldots, \hat{L}\} \).

Measurement ensembles are thus specified by a range \( r \) and a probability distribution over \( (4^r - 1) \) Pauli strings (measuring the identity is equivalent to not doing any measurement). Throughout the following, we are going to assume the above restrictions and lighten the no-
tation by denoting the translationally invariant ensemble \( \{ P_0, U_0, \{ O_{\alpha} \} \} \) simply by \( \{ P_0, \{ O_{\alpha} \} \} \). \( \alpha \) thus labels ‘species’ of Pauli strings, and the random spatial location \( \alpha \) is implicit. In addition, we redefine time as \( t = m/L \)

where \( m \) is the number of measurements that have been performed. With this convention, each site is on average measured of order once per unit time and the thermodynamic limit is well-defined.

We emphasize that the assumption of translation invariance applies to the probability distribution underlying the dynamics. Individual realizations of the dynamics will be random in space, as well as time. Measurements arranged in regular spatiotemporal patterns may give rise to different phenomena; we leave this direction to future work.

### B. Measurements in the stabilizer formalism

We briefly summarize the update rules for measuring Pauli strings on stabilizer states as they will help in building intuition about measurement-only dynamics. A more thorough review is offered in Appendix A.

A stabilizer state is a state of the form

\[
\rho = \frac{1}{2^{L-s}} \prod_{i=1}^{s} \frac{1+g_i}{2},
\]

where the \( \{ g_i \} \) are commuting Pauli strings called the stabilizer generators. If \( s = L \) the state is pure, \( \rho = |\psi\rangle \langle \psi| \), with \( |\psi\rangle \) the unique simultaneous \(+1\) eigenvector of all the \( g_i \)'s; \( r < L \) represents a mixed state. Expressing the generators as products of Pauli \( X \) and \( Z \) operators (up to a phase) defines a ‘stabilizer tableau’ \( T \) via

\[
g_i = \prod_n X_n^{T_{n,2s}} Z_n^{T_{n,2s+1}}
\]

Measuring a Pauli string \( O \) on a state like Eq. (5) has several possible outcomes, discussed in detail in Appendix A that are qualitatively different. In particular, the purity of a mixed state (Eq. (5)) with \( s < L \) changes as follows: if \( O \) commutes with all \( g_i \)'s and does not already belong to the stabilizer group, it gets added as a new generator and the purity increases, \( s \mapsto s + 1 \); otherwise the purity is unchanged. In all cases, \( O \) itself is a stabilizer after the measurement is performed. This in general requires a redefinition of the other stabilizer generators to ensure commutation with \( O \).

### C. Simple limits

To gain some intuition about measurement-only stabilizer dynamics, we begin by considering two extreme limits: (i) the ensemble of \( L \) single-site \( Z_i \) operators, and (ii) the ensemble of \( (4^L - 1) \) global Pauli strings other than the global identity, with operators picked from a uniform distribution in both cases. The former has range \( r = 1 \) and only one species \( O_\alpha = Z \); the latter has range \( r = L \) (which violates the assumption of locality) and \( (4^L - 1) \) distinct species corresponding to all possible Pauli strings. Let us adopt the purification perspective\(^{22}\) to analyze these examples: we start from a maximally mixed state \( \rho \propto I \), measure strings from the ensemble, and decide whether the state purifies in \( \log(L) \) time (‘pure phase’, equivalent to the area-law entanglement phase) or remains mixed out to exponentially long times (‘mixed phase’, equivalent to the volume-law entanglement phase).

In case (i) the system trivially reaches a pure product state in the \( Z_i \) computational basis as soon as every site has been measured once, which takes \( O(L \ln L) \) measurements and thus belongs to the pure, or area-law, phase. Unsurprisingly, single-site measurements are purely disentangling.

In case (ii), the first measurement (starting from the identity state, i.e. the empty tableau) always adds one row, \( g_1 \), and thus one bit of purity. The second measurement is equally likely to commute or anticommute with \( g_1 \); it thus takes two attempts, on average, to add a second row \( g_2 \). Adding \( g_3 \) to the tableau takes on average \( 4 \) attempts, and so on — the purification time scales exponentially with \( L \), and thus the dynamics is in the mixed phase. This is also not surprising as the strings are completely nonlocal and all-to-all.

What is not clear from these simple examples is whether it is possible to achieve a volume-law phase by measuring short Pauli strings (of finite range \( r \geq 1 \)). In this case, the first \( O(L) \) measurements are likely to commute, partially purifying the initial state; however, subsequent measurements past this point may either commute or anticommute with previous measurements. Thus a volume law phase where the system stops purifying can occur. Whether this happens in practice is not obvious: while it is known that arbitrary states can be produced via measurements only\(^{22}\) this relies on very special protocols (e.g. gate teleportation\(^{23}\) or entanglement swapping\(^{24}\). It is not immediately obvious whether a volume-law entangled phase can be generated by measurements placed randomly in space and time. This situation is reminiscent of the entanglement transition in unitary-projective circuits: while it is immediately clear in that case that both volume- and area-law entangled states can be constructed (e.g. in the trivial limits of measurement probabilities \( p = 0 \) and \( p = 1 \)), it is not obvious, and was indeed a surprising result, that these extreme limits should extend to phases separated by a sharp transition at some critical value \( 0 < p_c < 1 \).

In the present case of measurement-only dynamics, how to interpolate between the limits considered above is not as clear: there is no unique knob to tune (like the measurement probability \( p \) in unitary-projective circuits), but rather a huge, multi-dimensional landscape of possible measurement ensembles; with trivial exceptions like the ones examined above, these ensembles are...
not straightforwardly sorted from “more entangling” to “more disentangling”. Understanding this measurement-only dynamics in some generality thus requires an organizing principle. In the following, we propose and explore a potential organizing principle: the degree of “frustration” of the measurement ensemble.

D. Measurement frustration

As we just discussed, fully commuting ensembles of measurements invariably “localize” the wave function in a simultaneous eigenstate, which is area-law entangled if the measurements are local. Some level of non-commutativity among measurements in the ensemble is thus necessary to produce an entangling phase. Non-commuting observables cannot, by definition, be known at the same time; the wave function thus cannot satisfy all the measurements in the ensemble at once. We refer to this inability to satisfy non-commuting measurements as ‘frustration’. It is tempting to conjecture that a suitably defined “degree of frustration” (a function of the $O_\alpha$ and $P_\alpha$) could predict the steady-state entanglement phase of a given ensemble (without resorting to explicit simulation of finite-size dynamics).

To this end, it is helpful to introduce the frustration graph of an ensemble of Pauli measurements. This is a graph whose vertices represent all the operators in the ensemble $\{O_{\alpha,i}\}$, and where two vertices are connected by an edge if and only if the corresponding operators anticommute. The adjacency matrix of this graph is also known as the frustration matrix. In our case, translation invariance imposes a quasi-1D structure to the frustration graph, and we can define a frustration tensor as

$$\Gamma^\alpha_\ell = O_{\alpha,i} \circ O_{\beta,i+\ell},$$

(7)

where $A \circ B \in \mathbb{Z}_2$ is a ‘symplectic product’ defined to be 0 if $A$ and $B$ commute, 1 otherwise. In Eq. (7) we have split the species and spatial indices and taken advantage of translation invariance to express $\Gamma$ as a function of the displacement $\ell$ only. A direct consequence of the definition is the symmetry $\Gamma^{\alpha\beta}_\ell = \Gamma^{\beta\alpha}_{-\ell}$. The frustration graph, or its associated tensor, also define an ‘effective range’, $\tilde{r}$, as the minimum displacement $\ell > 0$ such that $\Gamma^\alpha_\ell = 0$ for all species $\alpha, \beta$. This obeys $\tilde{r} \leq r$ where $r$ is the range as defined earlier, i.e. the maximum spatial extent of the Pauli strings in the ensemble (non-overlapping strings must necessarily commute). However there are cases where the inequality is strict, $\tilde{r} < r$, e.g. the 1-bit ensemble to which we return in Sec. [IV.C].

The $\Gamma$ tensor captures crucial information about the dynamics; in particular we show in Appendix [B] that under mild additional assumptions it is sufficient to simulate the dynamics and thus determine the entanglement (or purification) phase. Graph-theoretic properties or invariants may place constraints on (or pose obstructions to) the existence of an entangling phase in a given ensemble, regardless of the probabilities $P_\alpha$. We return to this in Sec. [IV.C] where we discuss a result in this spirit on bipartite graphs.

In cases where the probability distribution $P_\alpha$ is not uniform, it must be taken into account as well in order to formulate a quantitative description of measurement frustration. The simplest step in this direction is represented by the averaged frustration tensor:

$$\bar{\Gamma}_\ell = P_\alpha P_\beta \Gamma^{\alpha\beta}_\ell.$$

(8)

We call this quantity the ‘frustration profile’ of the ensemble. It is the probability that two random measurements displaced by $\ell$ anticommute. This can be a useful heuristic, as we show in the next Section. However the averaging gets rid of important information, and ensembles with the same $\bar{\Gamma}$ (but different $\Gamma$) can belong to different entanglement phases.

IV. MEASUREMENT ENSEMBLES

A. Factorizable ensembles

The dynamics introduced in the previous Section, even under assumptions of locality and translation invariance, produces a wide parameter space of models – a hypothetical entanglement phase diagram on range-$r$ models would be $O(4^r)$-dimensional, which is prohibitive already for $r = 2$. At the same time most of these dimensions are likely unimportant. It is thus crucial to find ways to describe generic measurement ensembles with few parameters. One way to achieve this is to consider ‘factorizable’ ensembles, which we now define.

1. Definition

We call an ensemble ‘factorizable’ if it consists of Pauli strings (of a fixed length $r$) that are distributed according to some underlying single-site distribution, i.e. if

$$O_\alpha = \bigotimes_{n=1}^{r} \sigma_{\alpha_n} \implies P_\alpha = \prod_{n=1}^{r} q_{\alpha_n}.$$

(9)

where $\alpha$ is a string of Pauli matrix labels $\alpha_n \in \{I, X, Y, Z\}$ and $q$ is a probability distribution over the four single-site Pauli matrices. This structure reduces the space of models from $O(4^r)$ dimensions to just three dimensions – the single-site $q_X, q_Y$ and $q_Z$ probabilities, which live in a tetrahedron, $0 \leq q_X + q_Y + q_Z \leq 1$. Dropping the identity (which tends to increase commutativity, thus likely pushing the dynamics towards area law entanglement) further reduces the phase diagram to the triangle $q_X + q_Y + q_Z = 1$.

While these ensembles still include exponentially many species, which make the frustration graph or tensor cumbersome, it is straightforward to calculate the frustration profile $\bar{\Gamma}_\ell$ introduced in Eq. (8). Letting $q =
FIG. 4. Phase diagrams of factorizable ensembles \( q = (0, q_X, q_Y, q_Z) \) (Pauli strings without identities) for ranges \( r = 3 \) (a) and \( r = 2 \) (b). The starred point in (a) is the phase transition studied in Fig. [7]. The + symbols are numerical estimates of the phase boundary.

\[
(q_X, q_Y, q_Z) = q_L + q_\parallel, \quad \text{where } q_\parallel = \frac{1}{3}(1, 1, 1) \quad \text{(the center of the triangle)} \quad \text{and} \quad q_L \cdot q_\parallel = 0,
\]

we show in Appendix B that

\[
\bar{\Gamma}_r = \frac{1}{2} - \frac{1}{2} \left( 2q_2^2 - \frac{1}{3} \right)^{r-\ell}.
\]

The probability of anticommutation for two strings overlapping on a single site, in particular, is

\[
\chi \equiv \bar{\Gamma}_{r-1} = \frac{2}{3} - q_2^2.
\]

2. Entanglement phases for \( r \geq 3 \)

We begin by considering ensembles of the above type, parametrized by the vector of probabilities \( q = (q_X, q_Y, q_Z) \), with range \( r = 3 \). To reiterate, this ensemble includes all \( 3^r = 27 \) operators of the form \( \sigma_a \otimes \sigma_b \otimes \sigma_c \) with \( a, b, c \in \{ X, Y, Z \} \), picked with probability \( q_a q_b q_c \), and measured at a random location in the system. By simulating this model numerically we find that a large part of parameter space belongs to a volume-law phase. This includes intervals on the part of parameter space that includes all \( 3 \) \( \equiv \) \( q_\parallel \). By measuring at a random location in the system. The + symbols are numerical estimates of the phase boundary.

Where \( k \approx 1.16 \). The critical point for models with long strings \( (r \gg 1) \) thus occurs at a constant, \( O(1) \) value of \( r \cdot \chi \). This is suggestive of a balance between the anticommutation probability \( \chi \) and the range \( r \) in determining the entanglement phase: longer Pauli strings generically lead to a volume-law phase, unless they are made to be extremely commuting. More specifically, we note that as \( r \to \infty \), \( \chi \to 0 \) along the critical line Eq. (12), the probability of sampling the uniform string made of the majority Pauli, say \( Y^\otimes r \), is 

\[
q_Y^r \simeq \left( 1 - \frac{k}{2} \right)^r \to e^{-k/2} \simeq 0.56.
\]

Thus a majority of the measurements are drawn from a set of commuting observables \( \{ A_j = Y_j \cdots Y_{j+r} \} \), which form a trivial quantum code.

3. \( r = 2 \): free fermions and criticality

Eq. (12) would suggest that the model with range \( r = 2 \) should have an entanglement transition at \( \chi \simeq 0.58 \) (which is lower than the maximal value of \( \chi = 2/3 \) and thus defines a finite radius \( q_\parallel \) in parameter space). However, we find no sign of a volume-law phase. Instead, surprisingly, we see evidence of a critical phase in a circular region around the center of parameter space, as shown in Fig. 4(b).

Let us start by discussing the sides of the phase diagram, e.g. \( q_Z = 0 \). The dynamics maps to free-fermions[58], the Pauli string species

\[
\{ X_0X_1, X_0Y_1, Y_0X_1, Y_0Y_1 \}
\]

are equivalent, under Jordan-Wigner transformation, to

\[
\{ i\gamma_1\gamma_2, i\gamma_1\gamma_3, i\gamma_0\gamma_2, i\gamma_0\gamma_3 \}
\]

where \( \gamma_j, \gamma_{j+1} \) are the two Majorana fermion operators on site \( j \). This property implies that there is a gauge in which each row of the stabilizer tableau \( T \) is a two-Majorana ‘arc’ operator \( i\gamma_m \gamma_{m+1} \), and one can map the entanglement properties to the distribution of arc lengths \( P(\ell) \). A similar model, with two types of operators \( \{ i\gamma_0\gamma_1, i\gamma_1\gamma_2 \} \) (corresponding to spin operators \( Z_0, X_0X_1 \) ), was found to be critical when the two species are measured at the same rate and area-law otherwise, though a mapping to a loop model[59] is also found in a model with operators \( \{ Z, XZX \} \) (which is equivalent to two copies of \( \{ Z, X \} \), as can be seen from their frustration tensors). At the critical point the arc length distribution becomes scale-invariant, \( P(\ell) \sim \ell^{-2} \), giving logarithmic entanglement entropy \( S(\ell) \sim \ln(\ell) \). This is not see in the four-operator ensemble of Eq. (14), which is instead in the area-law phase for any value of \( q_X/q_Y \).

The interior of the triangular phase diagram consists of a 9-operator ensemble \( \{ X/Y/Z \}_0 \{ X/Y/Z \}_1 \) which does not map to free fermions. Numerically we find that the area-law phase identified at the boundary extends in the interior, the
system appears to enter a critical phase as it approaches the center of the triangle. In this phase, we find that the entanglement entropy diverges logarithmically with system size, \( S \sim K \ln \ell \). Though area-to-critical phase boundaries are hard to locate accurately, we find a phase boundary consistent with \( \chi \simeq 0.54 \) (\( q_{12}^2 \simeq 0.13 \)). Inside the corresponding circular contour, we do not see any signs of saturation in \( S(L) \) for sizes up to \( L = 512 \). We will return to this phenomenology in Sec. IV C.

### B. \( l \)-bits revisited

#### 1. Ensemble revisited

The \( l \)-bit unitary-projective circuits discussed in Sec. II naturally lead to a measurement-only dynamics specified by the ensemble

\[
\mathcal{E}_{l\text{-bit}} = \left\{ O_\alpha = X_0 \prod_{\ell=1-n}^{n-1} Z_\ell^{\alpha_\ell} \right\}
\]

where \( \alpha \in \{0,1\}^{2n-1} \) labels the operator species (we omit phase factors for simplicity, writing \( XZ \) in lieu of \( Y \)). The uniform probability distribution over the \( 2^{2n-1} \) operators is implicit. All operators are characterized by a ‘central site’ that is either a Pauli \( X \) or \( Y \), and tails on both sides that are made exclusively of \( I \) or \( Z \) Pauli matrices, with equal probability of \( 1/2 \). As written, the above ensembles have range \( r = 2n-1 \); however, their frustration profile is \( \Gamma_\ell = \frac{1}{2} \Theta(n-\ell) \), i.e. any two operators displaced by \( |\ell| \geq n \) commute, since in that case only their tails (made entirely of \( I \) and \( Z \)) overlap. Thus the effective range, as specified by the connectivity of the frustration graph, is \( \tilde{r} = n \).

In the factorizable ensemble phase diagrams of Fig. 4, we saw indications that the frustration profile \( \Gamma \) (Eq. (5)) correlates with the entanglement phase. Here we note that the frustration profile of the \( l \)-bit ensemble at \( n = 3 \) is the ‘box’ \( \Gamma_\ell = \frac{1}{2} \Theta(3-|\ell|) \), which coincides with the \( r = 3 \) factorizable ensemble at the \( q_X = q_Y = 1/2 \) point. We know (from Sec. II) that the former is in an area-law phase, while the latter was found to be in a volume-law phase (Fig. 4(a)). This example illustrates the fact that the averaged \( \Gamma_\ell \) (the probability of anticommutation for random measurements displaced by \( \ell \)) does not encode enough information to predict the dynamics. The full, species-resolved information in \( \Gamma_\ell^{2n-1} \) is necessary.

#### 2. Connection with circuit model

The original unitary-projective \( l \)-bit circuit has a measurement rate, \( p \), that (once translated to the measurement-only language) tends to make the measurements more commuting, and thus drives the dynamics towards the area-law phase. In the original circuit, if two measurements take place in the same time slice within distance \( n \) of each other, they manifestly commute; this commutation must be maintained even after getting rid of the \( CZ \) gates via the “trick” in Eq. (3). This means that, when switching from the unitary-projective to the measurement-only pictures, an amount of correlation (or memory) is built into the measurements drawn from the ensemble: for instance, after drawing \( X_i Z_{i+1} \) one is more likely to draw the commuting observable \( Z_i X_{i+1} \) rather than the anticommuting \( X_i Z_{i+1} \). In dropping such correlations, we are implicitly taking a \( p \to 0^+ \) limit (and concurrently rescaling time, since we are defining one time step as including one measurement, as opposed to the unitary-projective circuit that has \( Lp \) measurements per layer). This makes the relation between two models (unitary-projective and measurement-only) a bit subtle. The \( p \to 0^+ \) limit more accurately stands for \( pL \ll 1 \) (very low probability of having two measurements next to each other in the same layer of the original circuit), which is meaningless when taking the thermodynamic limit \( L \to \infty \) first. However, reintroducing the correlations mentioned above can only push the dynamics towards area law, so the measurement-only dynamics provides a strict upper bound to the steady-state entanglement of the hybrid circuit with any finite \( p \).

#### 3. Entanglement transition

As stated in Sec. II, the unitary-projective \( l \)-bit dynamics admits a volume-law phase for \( n \geq 4 \), while \( n \leq 3 \) is area-law for any measurement rate \( p \). The measurement-only dynamics confirms that result. However, this framework also allows us to smoothly connect the models with ‘range’ \( n^* \) and \( n^* + 1 \) (\( n^* \in \mathbb{N} \)) via a family of ensembles with fractional \( n = n^* + \epsilon \),

\[
O_\alpha = X_0 \prod_{\ell=-n^*}^{n^*} Z_\ell^{\alpha_\ell}, \quad P_\alpha = \frac{1}{N} e^{\alpha_* \epsilon - \alpha_*^+ \epsilon}, \quad (16)
\]

where \( N \) is a probability normalization. In other words, \( Z \) operators at the extreme points of the tail, \( \ell = \pm n^* \), are less frequent than those at other points by a factor of \( \epsilon \). The frustration profile of the ensemble in Eq. (16) is

\[
\Gamma_\ell = \frac{1}{2} \Theta(n^* - |\ell|) + \frac{(2-\epsilon)\epsilon}{2} \delta_{|\ell|, n^*}.
\]

Once \( \epsilon = 1 \) the bias is gone and we recover the \( n = n^* + 1 \) ensemble. Taking the parameter \( \epsilon \) from 0 to 1 interpolates smoothly between \( n = n^* \) and \( n = n^* + 1 \).

We remark that the models with fractional \( n \) as defined above are not the \( p \to 0^+ \) limit of an \( l \)-bit unitary-projective circuit with the same fractional value of \( n \), such as those studied in Fig. 2(b). A unitary-projective \( l \)-bit circuit with fixed fractional \( n = n^* + \epsilon \) (\( n^* \in \mathbb{N} \)) flows to integer range \( n^* + 1 \) as \( p \to 0^+ \): the measurements rate becomes so low that any \( CZ \) gate allowed to happen
in between consecutive measurements will happen with probability 1/2, no matter how low the probability per time step.

When taking $n$ from 3 to 4 in small fractional steps, we encounter an entanglement transition surprisingly close to $n = 3$: the critical point is estimated at $n_c = 3.021(3)$. We emphasize that this critical point is incompatible with $n = 3$, where the dynamics unambiguously converges to an area-law. Nonetheless, proximity to this critical point endows the $n = 3$ $l$-bit model with a very long correlation length, which could easily be mistaken for critical scaling. The critical properties of this transition are examined in Sec. IV.

**C. Bipartite ensembles**

The ensembles we have considered until now (the factorizable ensembles of Sec. IV A and the l-bit ensembles of Sec. IV B) contain a large number of measurements – exponentially many in the range $r$. In both cases we have parametrized these large families of measurements with few independent variables, to be able to draw phase diagrams and illustrate the qualitative features driving the transition (range, commutativity of the measurements). We have found that a volume-law phase is the generic outcome for “long enough” and “random enough” Pauli strings – but making these qualifiers more specific remains challenging. In light of this, rather than focusing on what enables a volume-law phase, we take the opposite view of searching for obstructions to this generic fate. For this purpose it is most convenient to look at ensembles with few, hand-picked operator species. With few operator species, many properties of the dynamics can be gleaned from the frustration graph. For example, equivalences between ostensibly different ensembles may become apparent, as we discuss in Appendix B.

A case of particular interest is that of ensembles with only two species of operators, $\{A_i, B_i\}$, whose intra-species commutation relations are trivial: $[A_i, A_j] = [B_i, B_j] = 0$. This means the frustration graph is bipartite, i.e. $A$-type vertices are only connected to $B$-type vertices, and vice versa. Physically, this situation can describe two quantum error correcting codes whose stabilizers are the $\{A_i\}$ and $\{B_i\}$ respectively. These are mutually incompatible – stabilizers for the $A$ code are interpreted as errors by the $B$ code and vice versa. Both types of operators are measured concurrently with rates proportional to the probabilities $P_A, P_B$. The phase diagram is thus one-dimensional, parametrized by the bias $\Delta = P_A - P_B$.

The only nontrivial sector in the frustration tensor is $\Gamma_{AB} = \Gamma_{BA} \equiv \gamma_l$. (We note in passing that any choice for the frustration graph $\gamma \in \mathbb{Z}^{2d-1}$ is straightforwardly realized by the ensemble $A_j = X_j, B_j = \prod_{\ell} Z_j^{x}$.) A spatial reflection $\ell \mapsto -\ell$ implements a species duality transformation $(A, B) \mapsto (B, A), \Delta \mapsto -\Delta$. Since the spatial reflection cannot change the entanglement phase, the phase diagram must be symmetric about $\Delta = 0$.

We find, through numerical simulation of all bipartite graphs with effective range $\bar{r} \leq 6$, that the phase diagram invariably consists of two area-law phases separated by a critical point at $\Delta = 0$ where the distribution of stabilizer lengths obeys $P(\ell) \sim K\ell^{-2}$ (see Fig. 5), giving a logarithmically divergent entanglement entropy $S(\ell) \simeq K\ln(\ell)$. We note that at least some of these critical points are not proximate to any volume-law phase that we know of, indicating that the physical mechanism for this criticality may be qualitatively different from that of other entanglement transitions in either hybrid circuits or measurement-only models. We also note that this introduces a wide class of entanglement critical points whose position is exactly known and fixed by a duality $(A \leftrightarrow B)$, unlike e.g. hybrid circuits where $p_c$ must often be determined numerically. This may provide a useful setting for future studies of the underlying critical theory.

An intuitive picture for these critical points goes as follows. At maximum bias $\Delta = 1$ ($P_B = 0$) the dynamics is fully un-frustrated and projects the state into the $A$ code space (with area-law entanglement). As infrequent $B$ measurements are introduced ($0 < \Delta < 1$) small patches of $B$ code (i.e. intervals in space where $B_x|\psi\rangle = |\psi\rangle$) are constantly created and destroyed over a background of $A$ code. These patches of $B$ code are prevented from spreading beyond some finite length scale by the frequent $A$ measurements. The same, with $A \leftrightarrow B$, is true at $\Delta < 0$. At $\Delta = 0$, however, neither code dominates and the formation of long stabilizers becomes possible.

We compute the stabilizer length distribution $P(\ell)$ in
the “clipped gauge” and find a power-law tail \( P(\ell) \sim K\ell^{-2} \) as expected of a critical point, see Fig. 5. The coefficient \( K \) is found to increase with the effective range \( \tilde{r} \) of the bipartite ensembles. This is also related to the coefficient of the logarithm in the entropy, \( S(\ell) \sim \frac{K}{2} \ln(\ell) \) (one bit of entropy is carried by two stabilizers straddling a boundary).

We conclude this discussion by noting that a bipartition in the frustration graph need not be between operator species. The ensembles \( \{ A = X^{\otimes r}, B = Y^{\otimes r}, C = Z^{\otimes r} \} \), for example, exhibit strikingly different behavior depending on whether \( r \) is even or odd - a volume-law phase is possible for odd \( r \) \((r > 1)\), but not for even \( r \), which is area-law or at most critical (depending on the probabilities \( P_{A,B,C} \)). As we have seen, the odd-\( r \) behavior (which admits a volume-law phase) is the generic one. The reason for the anomalous behavior at even \( r \) is that the frustration graph is bipartite \textit{spatially}: all strings starting on even sites \( \{ A_{2j}, B_{2j}, C_{2j} \} \) commute amongst themselves; same for those starting on odd sites, \( \{ A_{2j+1}, B_{2j+1}, C_{2j+1} \} \). This is not true for odd \( r \), where e.g. \( A_0, B_0 \) and \( C_0 \) anticommute pairwise and thus form a triangular subgraph; see Fig. 6.

This may also explain the critical behavior of the \( r = 2 \) factorizable ensemble studied in Fig. 4(b). While that ensemble is \textit{not} bipartite, it appears to have the same critical behavior as the \{XX, YY, ZZ\} ensemble, which is bipartite. Moreover, its entanglement immediately drops from logarithmic to area-law upon biasing the probability of measuring even and odd bonds (while it is robust to small changes in the \( q \) parameters, as long as there is no bias between even and odd bonds). This indicates that a spatial bipartition is involved.

V. CRITICAL PROPERTIES

Having established the existence of entanglement phases in these models, it is interesting to ask whether the entanglement transitions are the same as those found in unitary-projective circuits. To address this question, we study the \textit{tripartite mutual information},

\[
I_3(A, B, C) = S(A) + S(B) + S(C) + S(A \cup B \cup C) - S(A \cup B) - S(B \cup C) - S(C \cup A)
\]

evaluated for three consecutive intervals \( A, B, C \) of length \( L/4 \). This was found to give a good estimate of the critical point due to its very limited finite-size drift at criticality (unlike the entanglement entropy, which drifts logarithmically). The single-parameter scaling ansatz

\[
I_3(q, L) \sim F[(q - q_c) L^{1/\nu}],
\]

where \( q \) parametrizes the measurement ensemble, can be used to obtain the correlation length critical exponent \( \nu \).

We first consider the \( r = 3 \) factorizable model studied in Section IV A 2. Along the \( q_2 = 0 \) line, this has an area-to-volume critical point (shown by the star in Fig. 4(b)) at \( q_{x,c} = 0.274(2) \). We note that this model, consisting of Pauli strings \{XXX, XXY, ... YYY\}, has two independent ‘integrals of motion’, i.e. global Pauli strings which commute with all measurements \( A, B, C \). In the vicinity of the critical point, the scaling ansatz Eq. (17) yields a good collapse with correlation length exponent \( \nu = 1.1(1) \), as shown in Fig. 7(b). Additionally, we find that the entanglement entropy at the critical point obeys \( S(\ell) \sim K \ln \ell / \nu \) with \( K = 1.0(1) \).

We also study the local order parameter introduced in Ref. 55, i.e. the long-time limit of the entanglement \( S_\ell(t) = S(\rho_\ell(t)) \) of a reference qubit \( R \) initialized in a Bell pair state with a qubit at position \( x \) in the system. In the area-law (pure) phase \( S_\ell \) vanishes as the reference is quickly disentangled, while in the volume-law (mixed) phase entanglement persists for exponentially long times. At criticality \( S_\ell \) vanishes parametrically slowly in system size, \( S_\ell(t) \sim G(t/L^2) \) for some function \( G \). We find a dynamical exponent \( z = 1 \), in agreement with previous studies on the transition in unitary-projective circuits.

We repeat the same analysis for the \( l \)-bit inspired ensemble introduced in Section IV B. There, too, we find (see Fig. 8) a correlation length critical exponent \( \nu = 1.1(1) \), consistent with the other model we discussed. The entanglement entropy at the critical point scales like \( S(\ell) = K \ln \ell / \nu \) with \( K = 0.8(1) \) and the dynamical exponent is again \( z = 1 \).

The critical properties of these two examples are compatible, pointing to the possibility of a unique universality class for measurement-only entanglement transitions.
However, the limited resolution on the critical exponents (and the large variety of other models we have not studied) leave the door open to the existence of multiple universality classes. Hybrid unitary-projective circuits were found to have multiple universality classes (e.g., for Clifford and Haar-random gates), with quantitatively similar yet distinct exponents\(^{56}\); an analogous scenario may hold here. A conclusive investigation of this issue is left for future work.

VI. LOCALITY AND INFORMATION SPREADING

The effect of local measurements on entangled states was famously described as a “spooky action at a distance”\(^{57,58}\). In these models, where the entirety of the dynamics is made up of measurements on entangled states, there is good reason to expect spooky surprises. For instance, unlike local unitary circuits which have a strict light-cone, local projective measurements allow for the creation of arbitrary-range entanglement on an \(O(1)\) timescale, using two layers of local measurements acting on a product state. One can see this as follows:\(^{22}\)

Start from a \(Z\)-product state on a chain of length \(L\), with tableau \(\{ q_{i} = Z_{i} : i = 1, \ldots, L \} \). Measuring the operators \(X_{1}X_{2} \ldots X_{L-1}X_{L}\) (all commuting, and thus measurable at the same time) creates a cluster state\(^{23}\) spanning the entire chain; then, measuring operators \(Z_{2} \ldots Z_{L-1}\) (again all commuting) yields a Bell pair shared between sites \((1, L)\). While fine-tuned (and thus unlikely to occur if the measurements are placed randomly in spacetime), this example shows that there is in general no strict light cone for the production of entanglement or correlations in this type of dynamics\(^{56}\). Any emergent light cone must be statistical in nature – i.e., must reflect the fact that histories that produce entanglement outside the putative light cone are possible but rare.

The propagation of information in quantum systems is described by the spreading of local operators evolved in the Heisenberg picture\(^{59,60}\). In the presence of measurements, the Heisenberg picture is problematic, since the Born probabilities needed to choose projectors must be computed on a state\(^{56}\). Nevertheless, one can still ask how information spreads across the system. In what follows we propose a diagnostic for information spreading and verify the emergence of a statistical light-cone.

For concreteness we focus on Clifford circuits in what follows, but the ideas are straightforward to generalize. Consider entangling a reference qubit \(R\) to the center of the 1D chain at time \(t = 0\), and running the measurement-only dynamics on the system. For concreteness, let us take a chain of odd length \(L = 2l + 1\), with qubits numbered by \(-l \leq n \leq l\), so that \(R\) is initially in a Bell-pair state with the qubit at \(n = 0\). After a time \(t\), \(R\) is either entangled with the system or not; in the volume law phase, it stays entangled with finite probability out to very long times. The entanglement be-

---

**FIG. 7.** Entanglement transition in the factorizable ensemble \(q = (0, q_{X}, 1 - q_{X}, 0)\) with range \(r = 3\). (a) Tripartite mutual information \(I_{3}\) as a function of \(q_{X}\). The value \(I_{3} = 2\) on the area-law side is due to the presence of two integrals of motion (bits of global entanglement). Different sizes \(64 \leq L \leq 512\) show a crossing at \(q_{X} = q_{X,c} = 0.274(2)\) (inset). (b) Scaling collapse of the data with exponent \(\nu = 1.1\).

**FIG. 8.** Entanglement transition in the \(l\)-bit measurement-only model at “fractional \(n\)” between 3 and 4. (a) Tripartite mutual information \(I_{3}\) as a function of \(n\). Different sizes \(64 \leq L \leq 512\) show a crossing at \(n = n_{c} = 3.020(3)\) (inset). (b) Scaling collapse of the data with exponent \(\nu = 1.1\).
between $R$ and the system has previously been studied as an order parameter for the volume law phase. Crucially, if one assumes that there is a light-cone, $R$ is entangled only with some interval of the system, $[-x, x]$. The size of this subsystem is what captures information spreading in this setting. One can estimate this by calculating the mutual information between $R$ and segments of variable length centered at the point of initial entanglement, $[-x, x]$. This defines a function on spacetime,

$$f(x, t) = I(R : [-x, x])_t,$$

which quantifies how much information about the operators initially entangled with $R$ ($X_0$ and $Z_0$ at $t = 0$) can be recovered by looking only at the region $[-x, x]$ at time $t$. Equal-value contours of $f(x, t)$ thus capture the spread of these operators.

At the initial time, we have $f(x, 0) = 2$ everywhere: any subsystem (as defined above) includes the central qubit. At late times, $f(L/2, t)$ is equal to the local order parameter $S_R(t)$ introduced in Ref. [55] and discussed in Sec. [IV] which has a finite value in the volume-law phase. More precisely, we expect $f(x, t \gg L)$ to approach zero for $x < L/2$ and a finite constant for $x > L/2$ (where $L = 2l + 1$). This is because information hidden in a random state of $L$ qubits is recoverable with high probability from any subsystem of more than $L/2$ qubits (a result that follows from the quantum channel capacity of the erasure channel$^{89,90}$). At intermediate times, we expect $f$ to develop a “hole” near $x = 0$ which progressively expands until eventually saturating to half the system. This expectation is borne out by numerics on the factorizable ensemble $q_X = q_Y = q_Z = 1/3$ at ranges $r = 3$ and 5 (see Fig. 9), where the operator spreading is found to be ballistic, with a ‘butterfly velocity’ $v_B$ that increases with $r$.

Outside the volume-law phase, $f(x, t)$ decays in time for all values of $x$. It is nonetheless possible to define a normalized $\tilde{f}(x, t) = f(x, t) / 2S_R(t)$, where $2S_R(t) = f(L/2, t)$ is the mutual information between the reference $R$ and the whole system, and analyze the information spreading in the same way as for the volume law phase (though in practice this makes the data considerably noisier). Fig. 9 includes data for the same factorizable ensemble with $r = 2$, which is critical. While the data is much noisier in this case (due to the majority of realizations becoming disentangled over short times and contributing no signal), it is clear that the spread of information is still bounded by a finite velocity. The infinite entanglement velocity identified in Ref. [86] for measurement-induced critical points is not seen through this diagnostic. While nonlocal creation of entanglement through processes such as the ‘entanglement swapping’ outlined above are likely happening, they seem to be statistically irrelevant to the dynamics of the encoded quantum information. For stabilizer circuits, the conditional trajectories where the reference qubit does not purify necessarily undergo purely unitary evolution, despite the nonunitary measurements. Our results shown here indicate that this effective time-local random unitary evolution may also have a spatially local description throughout the phase diagram.

The application of this diagnostic to other models (both measurement-only and hybrid) is left for future work.

VII. DISCUSSION

The entanglement transition has been widely explained in terms of a competition between scrambling (which favors a volume law phase) and projective measurement (which favors an area law phase). In this work, by exploring systems in which scrambling is absent, we have shown that this understanding is incomplete: entanglement transitions can also arise in the absence of scrambling, provided that multi-site, incompatible (i.e., noncommuting) observables are measured. In the presence of multi-site incompatible measurements, a volume-law phase is in fact generic: one has to fine-tune the ensemble of measurements to achieve an area-law phase – the observables must either be very short ($r \lesssim 3$), very likely to commute, or meet a fine-tuned algebraic requirement (see Sec. [IV]). This central result of our work is counterintuitive from the standard perspective, which suggests that the area-law phase should be generic when measurements dominate. A particularly striking consequence of our discussion is that many-body localized systems subject to projective measurements can have a stable volume-law phase: as we have seen (Fig. 2), this prediction is borne out numerically.

The volume-law phase that we have studied here is a potentially distinctive type of random quantum error-correcting code. An ensemble of measurements, implemented randomly, protects quantum information from any future sequence of randomly drawn measurements from that ensemble. This situation differs from prior studies of unitary-projective circuits, where the unitary evolution competes with the local measurements to hide quantum information in nonlocal degrees of freedom faster than it is measured. An interesting question, worth exploring in future work, is whether the properties of the volume law phase as a code differ in any qualitative respect between generic unitary-projective circuits and the measurement-only dynamics we have studied here. Often times in quantum computing devices, noise is not uniformly random, but has biases and correlations. By selecting the measurement ensemble to reflect the detailed properties of the noise, it may be possible to tailor codes for the specific noise configuration of the device$^{91}$.

The quantum critical points we have found here raise many questions that we hope to address in future work. The critical exponents for the volume- to area-law transition appear different from those that were previously found in generic unitary-projective circuits, suggesting that these transitions might belong to a different universality class. More intensive numerical work needs to be
FIG. 9. Information spreading in measurement-only dynamics. Top: $f(x,t)$ as defined in Eq. (18) (mutual information between a reference initially entangled at $x = 0$ and a region $[-x,x]$) for factorizable ensembles $q = (0,1/3,1/3,1/3)$ of range $r = 2$ (critical), 3 and 5 (volume-law). There is a clear ballistic light cone in the volume-law phase. The light cone saturates to half the system size. Bottom: the normalized quantity $\tilde{f}(x,t) = f(x,t)/2S_R(t)$ reveals a light cone in the critical phase as well. The approximate location of the wavefront is highlighted with a dashed line. The butterfly velocity $x \sim v_B t$ increases with increasing range $r$.

done to settle this question; adapting the construction of Ref. [92] to study these transitions, and exploring them away from the Clifford limit, would also be interesting extensions. In addition, we have found a critical phase as well as transitions between two area-law phases. These are reminiscent in some ways of the transitions found in free-fermion models in Ref. [80], which map to loop models; it would be interesting to understand whether the critical points we discovered admit loop model-based descriptions as well.
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Appendix A: Details on stabilizer dynamics

Here we review the stabilizer formalism for Pauli measurements to complement the brief discussion in Sec. III B. Let us consider a stabilizer state as in Eq. (5), starting from the case of a pure state, $s = L$. The stabilizer tableau $\mathcal{T}$, as defined in Eq. (6), is a $L \times 2L$ matrix with full rank ($L$) over $\mathbb{Z}_2$. Under Clifford unitaries and Pauli measurements, $\mathcal{T}$ can be updated in polynomial time with operations that amount to linear algebra over $\mathbb{Z}_2$. In the following we use ‘tableau’ somewhat flexibly to refer to either the matrix $\mathcal{T}$ or a list of stabilizer generators $\{g_i\}$; the two notions are always related via Eq. (6).

The key idea is that all stabilizers in the tableau must commute with one another, $[g_i,g_j] = 0$ (as it is impos-
sible for two anticommuting operators to share a +1 eigenstate); therefore, when measuring a new operator \( O \), three possibilities arise:

1. \( O \) commutes with all rows of \( \mathcal{T} \). This guarantees that \( O \) can be written as a product of \( g_i \)'s (up to a sign). The measurement outcome is deterministic and the state is unchanged by the measurement.

2. \( O \) anticommutates with exactly one row in \( \mathcal{T} \), say \( g_1 \). The measurement outcome is \( s = \pm 1 \) chosen randomly; \( g_1 \) is updated to \( g'_1 = sO \).

3. \( O \) anticommutates with several rows, say rows 1 through \( k \). This case can always be reduced to the previous one by a gauge transformation, i.e. a sequence of invertible row transformations in \( \mathcal{T} \) (for example \( g'_1 = g_1g_1 \) for all \( 1 < i < k \), after which only \( g_1 \) anticommutates with \( O \)).

It can also be useful to adopt the ‘purification’ point of view\( \text{[2]} \), where one starts with a mixed stabilizer state (Eq. \( \text{[4]} \) with \( s < L \)) represented by an incomplete tableau \( \{ g_i : i = 1, \ldots, s \} \), possibly the empty tableau \( \{ \} \) for the maximally mixed state \( \rho = \mathbb{I}/2^L \) (\( s = 0 \)). In the volume-law phase the state remains mixed for exponentially long times, whereas in the area-law phase the state becomes pure in time poly\( (L) \). The entanglement transition thus corresponds to a purification transition. In this mixed-state scenario, processes 2 and 3 play out in the same way, but process 1 must be subdivided into

1A. \( O \) commutes with all rows in \( \mathcal{T} \) but is not part of the stabilizer group (i.e., cannot be written as a product of the \( \{ g_i \} \)). The measurement outcome is \( s = \pm 1 \), chosen at random, and a new row \( g_{r+1} = sO \) is added to the tableau. The state gains one bit of purity (\( r \mapsto r + 1 \)).

1B. \( O \) commutes with all rows in \( \mathcal{T} \) and is part of the stabilizer group (up to a sign). The measurement outcome is deterministic, and the state is unchanged by the measurement.

Appendix B: Details on the frustration tensor

In this Appendix we prove some additional properties of the frustration tensor, Eq. \( \text{[7]} \), completing the discussion in Sec. \( \text{[3]} \).

1. Simulation of the dynamics

The stabilizer tableau update rules reviewed in Sec. \( \text{[3]} \) and Appendix A never involve the operators \( O_\alpha \) directly, but only their anticommutation and algebraic dependence properties. Given these data, one can forget the specific form of the operators \( O_\alpha \) and simulate the dynamics blindly, as we prove in the following.

Consider measuring an operator \( O_{\alpha,n} \). To update the tableau \( \mathcal{T} \), we must first test the commutation between this and the existing rows. This only requires knowledge of the frustration tensor \( \Gamma_{\ell}^{\alpha\beta} \). Indeed, let us decompose each row of \( \mathcal{T} \) as (up to a phase)

\[
g_{i} = \prod_{\alpha,n} O_{\alpha,n}^{i_{\alpha,n}}
\]

for appropriate coefficients \( v_{\alpha,n} \in \mathbb{Z}_2 \), not necessarily unique (such a decomposition is known, trivially, for the maximally mixed state \( \rho \propto 1 \), and can be consistently obtained without direct knowledge of the \( O_\alpha \), as we will show). \( O_{\alpha,n} \) and \( g_i \) commute if and only if

\[
O_{\alpha,n} \circ g_i = \sum_{\beta,n'} \Gamma_{\alpha,\beta}^{n,n'} v_\beta^{i}, \equiv 0 \mod 2.
\]

Any anticommuting rows can be dealt with according to cases 2-3 in Appendix A. If there are no anticommuting rows (case 1), we consider adding the newly measured \( O_{\alpha,n} \) to the tableau. This would be a new stabilizer \( g_i \) parametrized as in Eq. \( \text{[1]} \) with \( v_{\beta,n'} = \delta_{n,n'} \delta_{\alpha,\beta} \). Deciding whether this new row is added to \( \mathcal{T} \) (case 1A) or not (case 1B) in general requires knowledge of all algebraic dependence relations between the operators \( \{ O_{\alpha,n} \} \). Absent any such relations (typically the case for two independent operator species), this is just linear independence of the new row \( v^{i} \) on all existing rows in \( \mathcal{T} \). If algebraic relations are present (typically for 3 or more species), one can express any operator in terms of two independent species \( A, B \) as

\[
O_{\gamma,n} = \prod_{\ell,\ell'} O_{A,n+\ell}^{f_{A}\gamma} O_{B,n+\ell'}^{f_{B}\gamma}
\]

in terms of suitable coefficients \( f_{A/B}^{\alpha\gamma} \in \mathbb{Z}_2 \), where \( \alpha \) ranges over the independent species \( A, B \) and \( \gamma \) ranges over all other dependent species. Then one can define a tableau \( \tilde{v} \) in terms of only the independent species,

\[
\tilde{v}_{A,n}^{i} = v_{A,n}^{i} + \sum_{\gamma,\ell} f_{\ell}^{A\gamma} v_{\gamma,n+\ell}^{i},
\]

and similarly for \( \tilde{v}_{B,n}^{i} \). Algebraic independence is thus mapped to linear independence of the \( \tilde{v} \) rows.

In conclusion, all the data needed to update the tableau for a given measurement is contained in the frustration tensor \( \Gamma_{\ell}^{\alpha\beta} \) and any algebraic dependence relations \( f_{\ell}^{(A/B)\gamma} \). None of this requires explicit knowledge of the \( \{ O_{\alpha,n} \} \) operators. Entanglement calculations in general require us to transform the stabilizer generators \( g \) back to the physical basis of \( \{ X_{\alpha}, Z_{n} \} \). However this is not necessary to decide the entanglement phase: in the purification picture this is decided simply by counting the rows in the tableau at late times (\( L \) rows in the area-law phase, fewer than \( L \) in the volume-law phase). This shows that the dynamics can be simulated using
only the frustration tensor $\Gamma^{q_3}$, the species probability distribution $P_\alpha$, and any algebraic dependence between the $O_{\alpha,n}$.

### 2. Equivalence between ensembles

If two ensembles $\mathcal{E}$ and $\mathcal{E}'$ have frustration graphs that can be transformed into one another by moving vertices around without breaking or creating any edges, then there is a mapping $O_{\alpha,n} \leftrightarrow O'_{\beta,m}$ between the operators in the two ensembles which preserves all commutation relations. If the probability distributions are invariant under this mapping as well (as is always the case for the uniform distribution), then the dynamics induced by $\mathcal{E}$ and $\mathcal{E}'$ are in fact equivalent, and the two ensembles are in the same phase.

Among the applications of these graph-theoretic ideas is a method to determine whether an ensemble is equivalent to free fermion measurements\cite{15}. For free fermion ensembles, the frustration graph is a ‘line graph’: there exists another graph whose vertices are Majorana fermions and whose edges are the ensemble operators. The property of being a line graph can be tested in time $O(L)$ in the general case, and in time $O(r)$ for our local (range $r$), translationally-invariant models.

Aside from mappings to free fermions, graph equivalence allows us to prove that seemingly distinct ensembles belong to the same phase, or even more detailed relations between their steady-state entanglement entropy. As an example, we show in Fig. 10 that the ensembles between their steady-state entanglement entropy.

Aside from mappings to free fermions, graph equivalence allows us to prove that seemingly distinct ensembles belong to the same phase, or even more detailed relations between their steady-state entanglement entropy. As an example, we show in Fig. 10 that the ensembles $\mathcal{E}_1 = \{X_0 X_1 \varepsilon_2 \mid Z_0 Z_1 \varepsilon_1 \}$ and $\mathcal{E}_3 = \{X_0 Z_1 \varepsilon_2 \mid Z_0 Y_1 \}$ (with the two species sampled uniformly in all cases) are all in the same phase: the graph for $\mathcal{E}_1$ splits into two subgraphs, each of which is equivalent to $\mathcal{E}_2$; additionally, $\mathcal{E}_2$ and $\mathcal{E}_3$ are equivalent to each other.

### 3. Frustration profile of factorizable ensembles

Here we provide a derivation of the result Eq. \[10\] on the frustration profile (i.e. species-averaged frustration tensor) of factorizable ensembles. Let us start from a displacement of $\ell = r - 1$, i.e. Pauli strings overlapping on a single site. The probability that they anticommute is by definition $\Gamma_{\ell-1\ell}$. Letting $\Gamma_{\ell-1\ell}$ is the maximally anticommuting point, and contours of “equal commutativity” are circular. Values of $\Gamma_\ell$ for $\ell < r - 1$ are found recursively: $\Gamma_{\ell-k}$ is the probability that two strings overlapping on $k$ sites anticommute; splitting the overlapping region into two intervals of length $k - 1$ and 1 gives

$$\Gamma_{r-k} = \Gamma_{r-k+1}(1 - \Gamma_{r-k+1}) + \Gamma_{r-k+1}(1 - \Gamma_{r-k}) = \Gamma_{r-k+1}(1 - 2\chi) + \chi,$$

and the geometric series

$$\frac{1}{2} - \Gamma_{r-k} = (1 - 2\chi) \left( \frac{1}{2} - \Gamma_{r-k+1} \right),$$

which finally yields Eq. \[10\]. On the $q_\perp = 1/\sqrt{6}$ circumference, which is tangent to the sides of the triangular $q_\perp$ parameter space, the frustration profile is box-shaped, $\Gamma_\ell = \frac{1}{2}\Theta(r - \ell)$. Outside this circumference $\Gamma_\ell$ is monotonically decreasing; inside of it (including the center $q_\perp = 0$) it shows even-odd oscillations with $\ell$. 

![Fig. 10. Dualities revealed by graph equivalence. (a) The frustration graph for the ensemble $\mathcal{E}_1 = \{Z_0 Z_1 \mid X_0 X_1 X_2 \}$ has two connected components, highlighted by the color scheme. Separating the two yields two copies of ensemble $\mathcal{E}_2 = \{Z_0 Z_1 \mid X_1 \}$, (b) The ensemble $\mathcal{E}_2$ is in turn equivalent to $\mathcal{E}_3 = \{Z_0 Y_1 \mid Y_0 X_1 \}$ via a permutation of vertices, as highlighted by the color scheme.](image)
