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Abstract

Following Brown\cite{Brown}, we construct composite operators for the scalar $\phi^3$ theory in six dimensions using renormalisation group methods with dimensional regularisation. We express bare scalar operators in terms of renormalised composite operators of low dimension, then do this with traceless tensor operators. We then express the bare energy momentum tensor in terms of the renormalised composite operators, with some terms having divergent coefficients. We subtract these away and obtain a manifestly finite energy tensor. The subtracted terms are transverse, so this does not affect the conservation of the energy momentum tensor. The trace of this finite improved energy momentum tensor vanishes at the fixed point indicating conformal invariance. Interestingly it is not RG-invariant except at the fixed point, but can be made RG invariant everywhere by further addition of transverse terms, whose coefficients vanish at the fixed point.
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1 Introduction

The advent of AdS/CFT and holography has made the study of field theories in various dimensions more interesting. Conformal field theories can be expected to have gravity duals in AdS space but more generally even non-conformal theories can be expected to have duals because they can be viewed, at least in principle as arising from an RG flow of a conformal field theory perturbed by some non-marginal operator. One such field theory is the \( O(N) \phi^4 \) model in \( 4 > d > 2 \), which been studied in the context of condensed matter physics and also subsequently in the AdS/CFT context.

Apart from applications, the \( \phi^4 \) field theory in \( d = 4 \) has been studied just as a model field theory to develop and explore new techniques. \( \phi^4 \) field theory exists as a non-trivial interacting field theory in \( d < 4 \). Non-trivial fixed points are known—the “Wilson-Fisher” fixed points—and these have been much studied. In \( d = 4 \), in the absence of a non-trivial fixed point, the interacting theory is thus non perturbatively not renormalizable (defined). Nevertheless it is a useful place to explore perturbative issues. A famous example of this is Polchinski’s proof of perturbative renormalizability of this theory in \( d = 4 \) using the Wilsonian Exact Renormalization Group ideas\[^2\].

Another example is the study of the composite operators in this theory (\( \phi^4 \) in \( d = 4 \)) by Brown\[^1\]. Composite operators (also called normal products in older literature) have to be renormalised after systematically subtracting divergences resulting from products of fields and their derivatives taken at a single spacetime point\[^3\]. Since various currents in the theory are composite operators, their precise definition requires well-defined renormalised composite operators. Techniques such as the action principle\[^4\] have been used to make the renormalisation easier, especially in dimensional regularisation\[^5\]. These techniques were applied to quantise currents. Brown applies these techniques to \( \phi^4 \) theory and derives a manifestly finite energy momentum tensor for the theory. These and similar ideas and techniques have been fruitfully applied to Yang-Mills theories\[^6\], QED\[^11\], non-linear \( \sigma \) models\[^12\], and others\[^13\], \[^14\], \[^15\], \[^16\].

“Improving” energy momentum tensors has been the focus of much study since the early papers of Coleman, Jackiw, Callan (CCJ)\[^17\], \[^18\], \[^19\], \[^20\], \[^21\], \[^22\]. The EM tensor defined canonically is in general divergent, and not unique. But adding a transverse term (a term with the derivative \( \partial_\mu \partial_\nu - g_{\mu \nu} \partial^2 \)) does not affect the Poincaré generators, while modifying the dilatation and conformal generators\[^23\]. It is desirable to choose a finite EM tensor as its matrix elements play a role in describing scattering in the weak gravitational field regime\[^17\] \[^24\]. Furthermore, in the context of AdS/CFT the energy momentum tensor of the boundary theory is the source for the bulk graviton. That the divergent terms in the EM tensor can be cancelled by adding such transverse terms is a consequence of the fact that the EM tensor must be conserved and hence it can only include terms which are proportional to the equation of motion operators\[^1\], which are finite and vanish on-shell, and transverse terms. Hence only the latter terms could be divergent.

There is a certain ambiguity in the definition of the EM tensor given that any finite transverse term could be added to it without affecting the properties of the Poincaré generators. The improvement term coefficient \( 1/6 \) by CCJ for \( \phi^4 \) theory is one such choice, (the desirability of this term for finite temperature correlation functions is shown in \[^25\]). Freedman and Weinberg\[^20\] show that this is in general does not renormalise EM tensor order by order in

\[^1\]The action principle\[^4\] specifies the change of correlation functions as the parameters or fields in the theory are changed. Thus it provides an easy way to derive various identities and other structural properties. The manipulations in sections \[^5\], \[^6\], \[^7\] make use of this principle.
perturbation theory beyond three loops. Collins[21] shows that the CCJ improvement term indeed renormalises the EM tensor, but only non-perturbatively, and that order by order, it needs to be modified by terms with coefficients which are powers of \((d-4)\). He further shows that this is the unique improvement term that fulfills certain criteria for the EM tensor, one of which is that the EM tensor must be RG invariant, i.e., \(\mu \frac{dT_{\mu\nu}}{d\mu} = 0\). Joglekar and Misra[26] extend this uniqueness proof to include improvement terms that are \textit{finite functions of bare quantities}. But it is not clear a priori that RG invariance of the EM tensor is a required property. If, for instance, it can be related to the RG invariance of the S-matrix for graviton scattering then that would be an argument for it.

We follow Brown in renormalising the EM tensor for \(\phi^3\) theory in six spacetime dimensions, by \textit{minimal subtraction}. The “improved” energy tensor is constructed whose trace is proportional to the beta functions of the theory and consequently vanishes at fixed points (on using the equations of motion) for \(d \neq 6\) as well. Vanishing trace condition is important because it can be taken as the definition of conformal invariance. The EM tensor thus plays a central role in the study of conformal field theories. The RG derivative of the EM tensor vanishes at the fixed point as well, as it should to preserve consistency. We also add a finite improvement term to obtain an RG-invariant, finite EM tensor.

As mentioned, \(\phi^3\) theory in six dimensions is the focus of this paper. This theory has the added advantage of being asymptotically free and thus has many features found in QCD[27, 28, 29, 30, 31]. This has been one motivation for its study[32, 33, 34]. It is also related to the Yang-Lee edge singularity[35, 36, 37, 38]. Furthermore, in \(6 - \epsilon\) dimensions, fixed points analogous to the Wilson Fisher fixed points can be found[39]. These are thus conformal field theories[40, 41]. In \(d = 6\) asymptotic freedom would normally imply that these theories can be defined non-perturbatively. However the nature of the potential \(-\phi^3\) makes the perturbative vacuum unstable and once again non-perturbatively these theories are ill-defined. Nevertheless, these pathologies don’t show up in perturbation, and the potential can be studied in perturbation theory.

This paper is organized as follows. In Section 2 we give some background about the \(\phi^3\) model. The counterterms and renormalisation group coefficients are defined in dimensional regularization. In section 3 we use some properties of the renormalisation group to derive relations between the bare and renormalised composite scalar operators. The main idea is to require finiteness of correlation functions with composite operator insertions in the renormalized theory. This involves the \textit{mixing} of higher dimension operators with all operators of lower dimension. Thus, \(\phi^2\) mixes with \(\phi\) and \(\partial^2\phi\), while \(\phi^3\) mixes with \(\phi^2\), \(\phi\), \(\partial^2\phi\), \(\partial^2\phi^2\), \(\phi\partial^2\phi\) and \(\partial^4\phi\). The bare and renormalised operators are arranged in two column vectors and their mixing is expressed as a matrix equation, with the coefficients arranged in a \(7 \times 7\) matrix. Some of the matrix elements remain undetermined. We define an \textit{anomalous dimension matrix} that helps us express the undetermined quantities in terms of new anomalous dimensions associated with specific operator mixings. In section 4 we use the results obtained in section 3 to renormalise traceless tensor operators with two indices. Finally in section 5 this allows us to separate the divergent terms in the canonical EM tensor, allowing us to write down an improvement term added to the canonical EM tensor which just subtracts the divergences.

We have added two appendices that involve Feynman diagram computations for counterterms and RG functions of the theory to one-loop in appendix A, and for the renormalisation \(\phi^2\) and \(\phi^3\) operators to one-loop level in appendix B. The former has previously been done to higher orders[12, 36] and the latter for \(\phi^2\) to one-loop[32], but they have been included here in an effort to keep this paper self-contained. The results in B serve as a check to the computations in 3.
### 2 \( \phi^3 \) theory in 6 dimensions

The bare Lagrangian is

\[
\mathcal{L} = \frac{1}{2}(\partial_\mu \phi_0)^2 - \frac{1}{2} m_0^2 \phi_0^2 - \frac{1}{6} g \phi_0^3 + j_0 \phi_0.
\]

(2.1)

The coupling \( g \) is marginal in 6 dimensions. We have had to include the linear term because the theory lacks \( Z_2 \) symmetry.

Splitting this into renormalised and counterterm lagrangian,

\[
\mathcal{L} = \mathcal{L}_R + \mathcal{L}_{CT},
\]

(2.2)

\[
\mathcal{L}_R = \frac{1}{2}(\partial_\mu \phi)^2 - \frac{1}{2} m^2 \phi^2 - \frac{1}{6} g \mu^{3-d/2} \phi^3 + j \mu^{d/2-3} \phi,
\]

(2.3)

\[
\mathcal{L}_{CT} = \frac{1}{2} \delta \mu \phi^2 - \frac{1}{2} \delta m^2 \phi^2 - \frac{1}{6} \delta g \mu^{3-d/2} \phi^3 + \delta j \mu^{d/2-3} \phi,
\]

(2.4)

where we have included the arbitrary parameter \( \mu \) with mass dimension at two places so that both \( m^4/j \) and \( g \) dimensionless, given the dimensions, \( \text{dim}(\phi_0) = d/2 - 1 \), \( \text{dim}(m_0^2) = 2 \), \( \text{dim}(g_0) = 3 - d/2 \), \( \text{dim}(j_0) = d/2 + 1 \).

In the minimal subtraction scheme, the counterterms are series of poles that diverge when \( d = 6 \).

\[
g_0 \mu^{d/2-3} = g + \sum_{\nu=1}^{\infty} a_\nu(g, m, \mu) \frac{1}{(d - 6)^\nu},
\]

(2.5)

\[
m_0 = m + m \sum_{\nu=1}^{\infty} b_\nu(g, m, \mu) \frac{1}{(d - 6)^\nu},
\]

(2.6)

\[
z_1 = 1 + \sum_{\nu=1}^{\infty} c_\nu(g, m, \mu) \frac{1}{(d - 6)^\nu},
\]

(2.7)

\[
j_0 \mu^{3-d/2} = j + m^4 \sum_{\nu=1}^{\infty} e_\nu(g, m, \mu, m^4/j) \frac{1}{(d - 6)^\nu},
\]

(2.8)

where \( z_1 \) is given by

\[
\phi_0^2 \equiv z_1 \phi^2 = (1 + \delta z_1) \phi^2.
\]

(2.9)

The terms in the residues \( a_\nu, b_\nu, c_\nu, e_\nu \) turn out to be independent of \( m, j \) or \( \mu \) because (i) they must be dimensionless; therefore \( m, \mu \) must occur only as ratios (\( j \) doesn’t occur in any of the counterterms because the vertex \( j \phi \) cannot occur in any loop)\[13\], and (ii) they can only include \( m^2 \) in its polynomials and \( \mu \) in its logarithms\[15\].

The renormalisation group functions for the parameters are defined so:

\[
\mu \frac{dg}{d\mu} = (d/2 - 3)g + \beta(g),
\]

(2.10)

\[
\mu \frac{dm^2}{d\mu} = m^2 \delta(g),
\]

(2.11)

\[
\mu \frac{dz_1}{d\mu} = 2\gamma(g)z_1,
\]

(2.12)

\[
\mu \frac{dj}{d\mu} = -(d/2 - 3)j + \eta(g, m^4/j).
\]

(2.13)
The dependence of $\eta$ on $m^4/j$ can be removed by a slight redefinition, but it is not very convenient for our purpose (cf. (3.25)):

$$\mu \frac{dj}{d\mu} = -(d/2 - 3)j + j\gamma(g) + m^4\bar{\eta}(g).$$

(2.14)

To one-loop order these counterterms and RG functions are calculated in appendix A.

## 3 Renormalisation of composite operators

We express the bare parameters in terms of the renormalised parameters in exponential form for convenience[1]. While we express the infinite series of divergences in a compact form, we nowhere make use of this sum of divergences in the sense of [43].

- For $g$,

$$g_0 = \mu^{3-d/2}g\exp\{U(g;d)\},$$

(3.15)

where on direct integration after differentiating with $\mu$,

$$U(g;d) = -\int_g^{g_0} \frac{dg'}{g'} \frac{\beta(g')}{g'(d/2 - 3) + \beta(g')}.$$  

(3.16)

- For $m^2$,

$$m_0^2 \equiv m^2/z_2 = m^2\exp\{V(g;d)\},$$

(3.17)

where

$$V(g;d) = -\int_g^{g_0} \frac{dg'}{g'} \frac{\delta(g')}{g'(d/2 - 3) + \beta(g')}.$$  

(3.18)

- For $z_1$,

$$z_1 = \exp\{W(g;d)\},$$

(3.19)

where

$$W(g;d) = \int_g^{g_0} \frac{dg'}{g'} \frac{2\gamma(g')}{g'(d/2 - 3) + \beta(g')}.$$  

(3.20)

- For $j$: Writing the counterterms in exponential form is not possible for the linear parameter $j$, because the counterterms are proportional to $m^4$ and do not depend on $j$. We write the counterterms in the following form.

$$j_0\sqrt{z_1} = (j + \frac{m^4}{g}X(g;d))\mu^{d/2-3},$$

(3.21)

Here $X(g;d)$ is an ascending series of poles (cf. [28]). We wish to obtain an integral expression for it similar to $U, V, W$ above.
Now $j_0$ is RG invariant,

$$0 = \mu \frac{d}{d\mu} \left[ \frac{1}{\sqrt{z_1}} (j + \frac{m^4}{g} X) \right] \mu^{d/2-3} + (d/2 - 3) j_0$$

$$0 = \frac{1}{\sqrt{z_1}} \gamma \times (j + \frac{m^4}{g} X) + \frac{1}{\sqrt{z_1}} \left[ \mu \frac{dj}{d\mu} + \frac{2m^4}{g} \delta(g) X + \frac{m^4}{g} \left( \frac{\partial X}{\partial g} - \frac{1}{g} X \right) \mu \frac{dg}{d\mu} \right]$$

$$\begin{align*}
0 &= \frac{1}{\sqrt{z_1}} (d/2 - 3) (j + \frac{m^4}{g} X) \\
0 &= -\gamma (j + \frac{m^4}{g} X) + j (-(d/2 - 3) + \eta) + \frac{2m^4}{g} X \delta(g) + \frac{m^4}{g} \frac{\partial X}{\partial g} \mu \frac{dg}{d\mu} \\
&\quad - \frac{m^4}{g} g \left[ g(d/2 - 3) + \beta \right] + (d/2 - 3) (j + \frac{m^4}{g} X) \\
0 &= \frac{m^4}{g} \frac{\partial X}{\partial g} \mu \frac{dg}{d\mu} + (2 \delta(g) - \gamma - \beta/g) \frac{m^4}{g} X + j(\eta - \gamma).
\end{align*}$$

We use an integrating factor to simplify this differential equation (recalling $\mu \frac{dg}{d\mu} = g(d/2 - 3) + \beta$):

$$X \to \bar{X} = X \exp\{Y(g; d)\},$$

where $Y(g; d) \equiv \int_0^g \frac{2 \delta(g') - \gamma(g') - \beta(g')/g'}{g'(d/2 - 3) + \beta(g')} \, dg'.$

The differential equation for $\bar{X}$ is then,

$$\frac{\partial \bar{X}}{\partial g} = \frac{j g}{m^4} \times \frac{\gamma - \eta}{g(d/2 - 3) + \beta} \times \exp\{Y(g; d)\}$$

$$\implies \bar{X} = \int_0^g \frac{j g'}{m^4} \times \frac{\gamma(g') - \eta(g')}{g'(d/2 - 3) + \beta(g')} \times \exp\{Y(g'; d)\} \, dg',$$  \hfill (3.23)

and,

$$X = \exp\{-Y(g; d)\} \int_0^g \frac{j g'}{m^4} \times \frac{\gamma(g') - \eta(g')}{g'(d/2 - 3) + \beta(g')} \exp\{Y(g'; d)\} \, dg'.$$  \hfill (3.24)

A couple of comments:

- $X$ is supposed to be a function of $g$ and $d$ alone. This means $\gamma(g) - \eta(g, m^4/j) \equiv -(m^4/j) \bar{\eta}(g)$, for some new function $\bar{\eta}(g)$.

$$\mu \frac{dj}{d\mu} = -j(d/2 - 3) + j \gamma(g) + m^4 \bar{\eta}(g).$$  \hfill (3.25)

- The value of $X$ can be verified by comparing to $\delta j$ calculated in the appendix A.106. To the smallest order in $(d - 6)^{-1}$, we expand $X$. 


\[ X = \{1 - Y + \ldots\} \int_0^g \frac{jg'}{m^4} \times \frac{\gamma(g') - \eta(g')}{g'(d/2 - 3)} \left\{ 1 - O\left(\frac{\beta(g')}{g'(d/2 - 3)}\right) \right\} \{1 + Y\} \, dg' \]

\[ = \int_0^g \frac{j}{m^4} \times \frac{\gamma(g') - \eta(g')}{(d/2 - 3)} \, dg' + \text{higher poles} \]

\[ = \frac{j}{m^4(d/2 - 3)} \int_0^g \left\{ \frac{g'^2}{12(4\pi)^3} - \frac{g'}{2(4\pi)^3} \left( \frac{g'}{6} + \frac{m^4}{j} \right) \right\} \, dg' + \text{higher poles} \]

\[ = - \frac{g^2}{2(4\pi)^3(d - 6)} + \text{higher poles} \]

where we have substituted for the values of \( \gamma \) and \( \eta \) to lowest order. This matches the value for \( \delta j \).

### 3.1 Relations between derivatives

We will need the relations between derivatives w.r.t. the bare and renormalised parameters.

- We have the straightforward relation for \( dg_0 - dg \) from (3.15).
  \[ dg_0 = g_0 \frac{d/2 - 3}{g(d/2 - 3) + \beta} \, dg. \]  \hfill (3.26)

- For \( m^2 \), from (3.17),
  \[ dm_0^2 = m_0^2 \left[ \frac{dm^2}{m^2} - \frac{\delta dg}{g(d/2 - 3) + \beta} \right]. \]  \hfill (3.27)

- For \( j \), then, from (3.21),
  \[
  \sqrt{z_1} dj_0 + \frac{1}{2} j_0 \sqrt{z_1} \frac{\partial W}{\partial g} \, dg = \left( dj + 2 \frac{m^2 X}{g} \frac{dm^2}{m^2} + \frac{m^4}{g} \left( \frac{\partial X}{\partial g} - \frac{X}{g} \right) \, dg \right) \mu^{d/2-3} \]
  \[ = \frac{\mu^{d/2-3}}{\sqrt{z_1}} dj + \frac{2m^2 X\mu^{d/2-3}}{g\sqrt{z_1}} \frac{dm^2}{m^2} \]
  \[ + \left[ \frac{m^4\mu^{d/2-3}}{g\sqrt{z_1}} \left( \frac{\partial X}{\partial g} - \frac{X}{g} \right) - \frac{1}{2} j_0 \frac{\partial W}{\partial g} \right] \, dg \]
  \hfill (3.28)

From the above relations, we have, for any function \( F \) of these parameters,

\[
\frac{\partial F}{\partial j} = \frac{\mu^{d/2-3}}{\sqrt{z_1}} \frac{\partial F}{\partial j_0}, \tag{3.29}
\]

\[
\frac{\partial F}{\partial m^2} = m_0^2 \frac{\partial F}{\partial m_0^2} + 2m^2 X \mu^{d/2-3} \frac{\partial F}{\partial j_0}, \tag{3.30}
\]

\[
\frac{\partial F}{\partial g} = \frac{1}{g(d/2 - 3) + \beta} \left[ (d/2 - 3)g_0^2 \frac{\partial F}{\partial g_0} - m_0^2 \delta(g) \frac{\partial F}{\partial m_0^2} \right] \]
\[ + \left[ m^4 \mu^{d/2-3} \left( \frac{\partial X}{\partial g} - \frac{X}{g} \right) - \frac{1}{2} j_0 \frac{\partial W}{\partial g} \right] \frac{\partial F}{\partial j_0}. \tag{3.31}
\]

By applying these rules on correlation functions, we will find relations between bare and renormalised composite operators. (3.29) just gives the already known wavefunction renormalisation relation, \( \phi_0 = \sqrt{z_1} \phi \).
3.2 $\phi^2$ operator renormalisation

A composite operator can mix with operators of same or dimension. So $\phi_0^2$ mixes with $\phi_0$ and $\partial^2 \phi_0$. Arranging the bare operators in a column matrix,

$$Q_0(x) = \begin{pmatrix} \frac{1}{2}m_0^2 \phi_0^2 \\ j\phi_0 \\ \partial^2 \phi_0 \end{pmatrix},$$

we can cast the renormalisation equation into matrix form,

$$Q_0(x) = Z \times [Q](x),$$

where $[Q](x)$ is the column matrix of the renormalised operators,

$$[Q](x) = \begin{pmatrix} \frac{1}{2}m^2[\phi^2] \\ \mu^{d/2-3}j\phi \\ \partial^2 \phi \end{pmatrix},$$

and $Z$ is a $3 \times 3$ matrix,

$$Z = \begin{pmatrix} A & B & C \\ 0 & 1 + \frac{m^4}{g}X & 0 \\ 0 & 0 & \sqrt{z_1} \end{pmatrix},$$

where $B(g, m^2, j, \mu; d)$ and $C(g, m^2, j, \mu; d)$ are series of poles in $(d/2 - 3)$, and $A(g; d)$ is $1+$ series of poles. ($[\phi^2]$ can be normalised so that the finite part of $A$ is 1.)

Consider a renormalised correlation function $G_N$ given by

$$G_N(x_1, \ldots, x_N) = i^{N/2} z_1(g)^{-N/2} \int \mathcal{D}\phi_0 \phi_0(x_1) \ldots \phi_0(x_N) \exp\{i \int d^4x \mathcal{L}\},$$

with the Lagrangian $\mathcal{L}$ given by (2.1). From (3.30), $(G_N(O)$ is the correlation function with an operator $O$ inserted),

$$m^2 \frac{\partial G_N}{\partial m^2} = i \int d^4x \left\{ -G_N\left(\frac{1}{2}m_0^2 [\phi^2](x)\right) + 2\frac{m^4}{g\sqrt{z_1}} X \mu^{d/2-3} G_N(\phi_0(x)) \right\},$$

from (3.33) and (3.35),

$$= -i \int d^4x \left\{ A G_N\left(\frac{1}{2}m^2 [\phi^2](x)\right) + (Bj - 2\frac{m^4}{g} X)\mu^{d/2-3} G_N(\phi(x)) \right\}$$

where we have expressed the bare operators in terms of the renormalised ones using $Z$. (The total derivative operator vanishes under integration. So we can’t use this to find $C$.)

Now LHS of above equation is finite, so RHS must be too. Since the operators on the right are linearly independent, $A$ and $Bj - 2\frac{m^4}{g} X$ must be finite. $X$ is clearly not finite; $m^4, j$ are. So, $B = -2\frac{m^4}{g} X$ since it has no finite part (minimal subtraction). Thus,

$$A = 1; \quad B = 2\frac{m^4}{gg} X = \frac{2\delta j}{j}. \quad (3.38)$$
\( C \) can be given an integral expression in terms of a new anomalous dimension. We first define the anomalous dimension matrix:

\[
\Gamma = \begin{pmatrix}
0 & 2(\gamma - \eta) & 0 \\
0 & \gamma - \eta & 0 \\
0 & 0 & \gamma
\end{pmatrix}
\] (3.39)

\( \Gamma \) must be finite; this can be seen from differentiating (3.33).

\[
\mu \frac{dZ}{d\mu} [Q](x) + Z \mu \frac{d[Q](x)}{d\mu} = 0,
\]

\[
\Rightarrow Z^{-1} \mu \frac{dZ}{d\mu} [Q](x) + \mu \frac{d[Q](x)}{d\mu} = 0,
\]

\[
\therefore \mu \frac{d[Q](x)}{d\mu} = -\Gamma [Q](x).
\]

\( \mu \frac{d[Q](x)}{d\mu} \) and \([Q](x)\) are finite, therefore so is \( \Gamma \).

Defining the missing element to be \( m^2 \mu^{d/2 - 3} \zeta \), the equation to be satisfied by \( C \) and \( \zeta \) is

\[
\mu \frac{dC}{d\mu} = m^2 \mu^{d/2 - 3} \zeta + C\gamma.
\] (3.40)

Dimensionally, \( C \) should have the form,

\[
C = m^2 \mu^{d/2 - 3} \tilde{C} / g,
\] (3.41)

with \( \tilde{C} \) only a function of \( g \) and \( d \).

\[
\therefore g(d/2 - 3 + \beta/g) \frac{\partial \tilde{C}}{\partial g} + (\delta - \gamma - \beta/g) \tilde{C} = g \zeta.
\] (3.42)

Thus, \( \zeta \) is also a function of \( g \) alone, (since it is finite).

\[
\tilde{C} = \exp\{-D(g; d)\} \int_0^g \frac{\zeta(g')}{d/2 - 3 + \beta(g')/g'} \exp\{D(g'; d)\},
\]

where \( D(g; d) \equiv \int_0^g \frac{\delta(g') - \gamma(g') - \beta(g')/g'}{d/2 - 3 + \beta(g')/g'} \).

And thus,

\[
C = \frac{m^2 \mu^{d/2 - 3}}{g} \exp\{-D(g; d)\} \int_0^g \frac{\zeta(g')}{d/2 - 3 + \beta(g')/g'} \exp\{D(g'; d)\}.
\] (3.43)

This \( \zeta \) is an entirely new anomalous dimension, associated with \( \partial^2 \phi \).

### 3.3 \( \phi^3 \) operator renormalisation

The dimension 6 and lower operators are \( \frac{1}{6} g_0 \phi^3 \), \( \frac{1}{2} m_0^2 \phi^2 \), \( \partial^4 \phi \), \( \phi \partial^2 \phi \), \( \partial^2 \phi^2 \), \( j \phi \), \( \partial^2 \phi \).

It is convenient to work in terms of the operator related to field equation, labeled \( E_0(x) \), defined by

\[
E_0(x) \equiv -\phi_0 \frac{\delta S}{\delta \phi_0} = \phi_0 \{(\partial^2 + m_0^2)\phi_0 + \frac{1}{2} g_0 \phi_0^2 - j_0\}.
\] (3.44)
Insertion of this operator in a correlation function just gives a multiplicative factor:\[15\]:

\[ G_N(x_1,\ldots,x_N; iE_0(x)) = \sum_{\alpha=1}^{N} \delta(x - x_\alpha) G_N(x_1,\ldots,x_N). \tag{3.45} \]

Thus, \( E_0(x) \) is finite, and does not renormalise:

\[ E_0(x) = [E](x), \tag{3.46} \]

and we can work with it instead of \( \phi_0 \partial^2 \phi_0 \).

Defining \( Q_0 \), \([Q]\), and \( Z \) similar to before; (we use the same symbols, but hope this doesn’t cause confusion; the earlier calculation only feeds into this one, and isn’t used later).

\[ Q_0(x) \equiv \begin{pmatrix} \frac{1}{2} \mu_x \phi_0^3 \\ \frac{1}{2} m_0^2 \phi_0^2 \\ j_0 \phi_0 \\ E_0(x) \\ \partial^2 \phi_0 \\ \partial^4 \phi_0 \end{pmatrix} ; \quad [Q](x) \equiv \begin{pmatrix} \frac{1}{2} m_0^2 [\phi^2] \\ \frac{1}{2} m_0^2 [\phi^2] \\ j_0 \phi_0 \\ [E](x) \\ \partial^2 \phi \\ \partial^2 [\phi^2] \end{pmatrix}, \tag{3.47} \]

with

\[ Q_0(x) = Z[Q](x). \tag{3.48} \]

The matrix \( Z \) must have the structure, filling from earlier values,

\[ Z = \begin{pmatrix} 1 + a_1 & a_2 & a_3 & a_4 & a_5 & a_6 & a_7 \\ 0 & 1 & B & C & 0 & 0 & 0 \\ 0 & 0 & 1 + \frac{m^4}{g} X & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & \sqrt{z_1} & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & \sqrt{z_1} \\ 0 & 0 & 0 & 0 & 0 & 0 & \left( \frac{2 \mu^{2/3}}{m_0^3} \right) B & 0 & \left( \frac{2 \sqrt{z_1} C}{m_0^2} \right) m_0^2 \end{pmatrix}, \tag{3.49} \]

where \( a_i \) have no finite components.

From (3.31) we have,

\[ \frac{\partial G_N}{\partial g} = \frac{z_1^{-N/2}}{g(d/2 - 3) + \beta} \left[ -N \gamma + (d/2 - 3) g_0 \frac{\partial}{\partial g_0} - m_0^2 \delta \frac{\partial}{\partial m_0^2} \right] G_N^{(0)} + \left( \frac{m_0^4 \mu^{2/3}}{g\sqrt{z_1}} \right) \left( \frac{\partial X}{\partial g} - \frac{X}{g} \right) - \frac{1}{2} j_0 \frac{\partial W}{\partial g} \right] \frac{\partial G_N}{\partial j_0}, \tag{3.50} \]

where we have written \( G_N = G_N^{(0)} z_1^{-N/2} \) to obtain the \(-N \gamma\) term,

\[ \frac{\partial}{\partial z_1} z_1^{-N/2} = -\frac{N}{2} z_1^{-N/2+1} \frac{\partial z_1}{\partial g} = -\frac{N}{2} z_1^{-N/2} \frac{2 \gamma}{g(d/2 - 3) + \beta} \] from (3.19). \tag{3.51} \]

From (3.21),

\[ \frac{\partial X}{\partial g} = \frac{2 \delta - \gamma - \beta / g}{g(d/2 - 3) + \beta} X + \frac{jg}{m^4} \frac{\gamma - \eta}{g(d/2 - 3) + \beta}, \tag{3.52} \]
derivatives vanish under integral. Now we can use (3.48) to replace bare operators with renormalised ones. The ones with $g$ and $\partial W$ and $\partial G$ either vanish or cancel the factor outside exactly. Thus, we have

$$\frac{\partial W}{\partial g} = \frac{2\gamma}{g(d/2 - 3) + \beta}. \tag{3.53}$$

The derivatives w.r.t. $g_0$, $m_0^2$, and $j_0$ effect insertions of $-\frac{1}{6}\phi_0^3$, $-\frac{1}{2}\phi_0^2$, and $\phi_0$ respectively.

Further, using (3.45), we can write the $-NG_N$ as an insertion of $E_0$. Thus,

$$\frac{\partial G_N}{\partial g} = \frac{i}{g(d/2 - 3) + \beta} \int d^d x \left[ -\gamma G_N([E](x)) - (d/2 - 3)G_N\left(\frac{1}{6}g_0\phi_0^3(x)\right) \right. $$

$$+ \delta G_N\left(\frac{1}{2}m_0^2\phi_0^2(x)\right) + \left(\frac{m^4 \mu^{d/2-3}}{g\sqrt{\xi}}(\gamma + \beta/g - 2\delta)X + \frac{j\mu^{d/2-3}}{\sqrt{\xi}}(\gamma - \eta) \right) \right. $$

$$- \frac{m^4 \mu^{d/2-3}}{g\sqrt{\xi}}(d/2 - 3 + \beta/g)X - \gamma j_0 \big] G_N(\phi_0(x)) \big] \right] $$

$$= \frac{i}{g(d/2 - 3) + \beta} \int d^d x \left[ -\gamma G_N([E](x)) - (d/2 - 3)G_N\left(\frac{1}{6}g_0\phi_0^3(x)\right) \right. $$

$$+ \delta G_N\left(\frac{1}{2}m_0^2\phi_0^2(x)\right) - \left(\frac{m^4 \mu^{d/2-3}}{g\sqrt{\xi}}(2\delta + d/2 - 3)X + \frac{1}{\sqrt{\xi}}j\mu^{d/2-3}\eta\right) \big] G_N(\phi_0(x)) \big]. $$

Now we can use (3.48) to replace bare operators with renormalised ones. The ones with derivatives vanish under integral.

$$\frac{\partial G_N}{\partial g} = \frac{i}{g(d/2 - 3) + \beta} \int d^d x \left[ -\gamma G_N([E](x)) \right.$$ 

$$- (d/2 - 3)\{(1 + a_1)G_N\left(\frac{1}{6}g[\phi^3](x)\right) + a_2 G_N\left(\frac{1}{2}m^2[\phi^2](x)\right) \right. $$

$$+ a_3 G_N(j\mu^{d/2-3}\phi(x)) + a_5 G_N([E](x)) \} \right.$$ 

$$+ \delta\{G_N\left(\frac{1}{2}m^2[\phi^2](x)\right) + \frac{2m^4X}{jg} G_N(j\mu^{d/2-3}\phi(x)) \} $$

$$\left. - \left(\frac{m^4 \mu^{d/2-3}}{g\sqrt{\xi}}(2\delta + d/2 - 3)X + j\mu^{d/2-3}\eta\right) \big] G_N(\phi(x)) \big] \right] $$

$$= \frac{i}{g(d/2 - 3) + \beta} \int d^d x \left[ -\gamma G_N([E](x)) \right.$$ 

$$- (d/2 - 3)(1 + a_1)G_N\left(\frac{1}{6}g[\phi^3](x)\right) \right.$$ 

$$- ((d/2 - 3)a_2 - \delta)G_N\left(\frac{1}{2}m^2[\phi^2](x)\right) - ((d/2 - 3)a_5 + \gamma)G_N([E](x)) \right.$$ 

$$- ((d/2 - 3)(a_3 + \frac{m^4X}{jg}) + \eta)G_N(j\mu^{d/2-3}\phi(x)) \big] \right] $$

Now the LHS is clearly finite, and so are the correlation functions on the RHS with insertions of renormalised operators. So, the coefficients of each of these correlation functions, (which are linearly independent), must be finite. But the factor outside the integral is an infinite series of divergences. Therefore, coefficient of each of the correlation functions inside the integral must either vanish or cancel the factor outside exactly. Thus, we have

$$a_1 = \frac{\beta/g}{d/2 - 3}; \tag{3.54}$$

$$a_2 = \frac{\delta}{d/2 - 3};$$

$$a_3 = -\frac{\eta}{d/2 - 3} - \frac{m^4 X}{jg} = -\frac{j\gamma + m^4\eta}{j(d/2 - 3)} - \frac{m^4 X}{jg};$$

$$a_5 = -\frac{\gamma}{d/2 - 3}. $$
For the rest, we need to define the anomalous dimension matrix $\Gamma$.

\[
\mu \frac{d}{d\mu} Z \equiv Z\Gamma. \tag{3.55}
\]

Then we have

\[
\Gamma = \begin{pmatrix}
g_\mu^{a\phi}(\beta/g) & g_\mu^{a\phi} & -g_\mu^{a\phi} & ? & ? & ? \\
0 & 0 & 2(\gamma - \eta) & m^2\zeta\mu^{d/2-3} & 0 & 0 \\
0 & 0 & \gamma - \eta & 0 & 0 & 0 \\
0 & 0 & 0 & \gamma & 0 & 0 \\
0 & 0 & 0 & 0 & \gamma & 0 \\
0 & 0 & 0 & 0 & 0 & \gamma - \eta \\
\end{pmatrix}. \tag{3.56}
\]

Defining the three missing elements $\zeta_4 m^2 \mu^{d/2-3}$, $\zeta_6 \mu^{d/2-3}$, and $\zeta_7$, respectively, so that we get
\[
\frac{d a_4}{d \mu} = (1 + a_1)\zeta_4 m^2 \mu^{d/2-3} + m^2 a_2\mu^{d/2-3}\zeta + a_4\gamma + 4 a_7 \frac{j}{m^2}\mu^{d/2-3}(\gamma - \eta), \tag{3.57}
\]
\[
\frac{d a_6}{d \mu} = (1 + a_1)\zeta_6 \mu^{d/2-3} + a_6\gamma + 2\mu^{d/2-3}a_7\zeta, \tag{3.58}
\]
\[
\frac{d a_7}{d \mu} = (1 + a_1)\zeta_7 + a_7\delta. \tag{3.59}
\]

These elements $\zeta_4$, $\zeta_6$, and $\zeta_7$ are again new anomalous dimensions similar to $\zeta$, associated with the operators $\partial^2\phi$, $\partial^4\phi$, and $\partial^2[\phi^2]$ respectively. They turn out to be zero to $O(g^2)$ from one-loop calculation in appendix [B].

$a_7$ is simple:
\[
a_7 = z_2(g; d) \int_0^g \frac{dg'}{g'} z_2(g'; d)^{-1} \frac{\zeta_7(g')}{d/2 - 3}, \tag{3.60}
\]

where $z_2 \equiv m^2/m_0^2$ is given by (3.11). $a_6$ can be written in terms of $a_7$, and then $a_4$ in terms of $a_6$ and $a_7$, (but they look messy and we won’t be needing them). This calculation is verified against one-loop Feynman diagram computation of counterterms for $\phi^3$ in the appendix [B].

### 4 Tensor Operators

Having renormalised the scalar composite operators, we can now do this to tensors. Consider traceless tensors since renormalisation doesn’t mix them with scalar operators multiplied by the metric tensor. We define the differential operator
\[
t_{\mu \nu} \equiv d\partial_\mu \partial_\nu - g_{\mu \nu} \partial^2. \tag{4.61}
\]

We work with the bare operator $\phi_0 t_{\mu \nu} \phi_0$ which has the renormalised composite operator expansion
\[
\phi_0 t_{\mu \nu} \phi_0(x) = A_1[\phi t_{\mu \nu} \phi](x) + A_2 t_{\mu \nu} [\phi^2](x) + A_4 t_{\mu \nu} \phi(x) + A_6 t_{\mu \nu} \partial^2 \phi(x), \tag{4.62}
\]
where $A_1$ must be unity plus poles in $(d/2 - 3)$, and $A_4, A_6, A_7$ must be poles in $(d/2 - 3)$ alone. There are no further operators possible with dimension lower than 6 and two tensor indices.
Expressing the LHS of (4.64) in terms of operators that could be part of RHS,

\[ \partial^\nu (\phi_0 t_{\mu \nu} \phi_0) = A_1 \partial^\nu [\phi t_{\mu \nu} \phi] + A_2 (d - 1) \partial_{\mu} \partial^2 [\phi^2] + A_3 (d - 1) \partial_{\mu} \partial^2 \phi + A_4 (d - 1) \partial_{\mu} \partial^4 \phi. \] (4.63)

The L.H.S. can be expressed in terms of known quantities as follows.

\[ \partial^\nu (\phi_0 t_{\mu \nu} \phi_0) = d \partial^\nu (\phi_0 \partial_{\mu} \phi_0) - \partial_{\mu} (\phi_0 \partial^2 \phi_0) \]

\[ \equiv a \partial_{\mu} \partial^2 \phi_0 + b \partial_{\mu} m_0^2 \phi_0^2 + c \partial_{\mu} \frac{1}{6} g_0 \phi_3^3 + c \partial_{\mu} E_0 + f E_{0\mu} + h \partial_{\mu} j_0 \phi_0, \] (4.64)

where \( E_{0\mu} \) is similar to the equation of motion operator \( E_0 \), and defined by

\[ E_{0\mu} \equiv (\partial_{\mu} \phi_0) \{(\partial^2 + m_0^2) \phi_0 + \frac{1}{2} g_0 \phi_3^3 - j_0 \}. \] (4.65)

Similar to \( E_0 \), it obeys the property

\[ G_N(x_1, \ldots, x_N; iE_{0\mu}(x)) = \sum_{a=1}^{N} \delta(x - x_a) \frac{\partial}{\partial x_a} G_N(x_1, \ldots, x_N). \] (4.66)

Thus, it is finite too:

\[ E_{0\mu}(x) = [E_\mu](x). \] (4.67)

We must have, (recall \( E_0 \) from (3.44)),

\[ \frac{c}{3!} + \frac{e}{2} + \frac{f}{3!} = 0, \]

\[ b + e + \frac{f}{2} = 0, \]

\[ h - e - f = 0. \]

Expressing the LHS of (4.64) in terms of operators that could be part of RHS,

\[ \partial^\nu (\phi_0 t_{\mu \nu} \phi_0) = (d/2 - 1) \partial_{\mu} (\phi_0 \partial^2 \phi_0) + \frac{d}{4} \partial_{\mu} \partial^2 \phi_0^2 - d (\partial_{\mu} \phi_0) \partial^2 \phi_0, \]

\[ \therefore e = d/2 - 1; \quad f = -d; \quad a = \frac{d}{4}; \quad \& \quad c = -(d/2 - 3); \quad b = 1; \quad h = -d/2 - 1. \]

Thus,

\[ \partial^\nu (\phi_0 t_{\mu \nu} \phi_0) = \frac{d}{4} \partial_{\mu} \partial^2 \phi_0^2 + \partial_{\mu} m_0^2 \phi_0^2 - (d/2 - 3) \partial_{\mu} \frac{1}{6} g_0 \phi_3^3 + (d/2 - 1) \partial_{\mu} E_0 - d E_{0\mu} \]

\[ - (d/2 + 1) \partial_{\mu} j_0 \phi_0, \] (4.68)

Now consider (4.63). \( E_{0\mu} \) is finite and doesn’t mix with any of the other operators in above equations. \( \partial^\nu (\phi_0 t_{\mu \nu} \phi_0) \) has \( E_{0\mu} \) and \( \partial^\nu [\phi t_{\mu \nu} \phi] \) has \( [E_\mu] \), but since they are both equal, and rest of the terms in (4.63) don’t contain \( [E_\mu] \), \( A_1 \) must be 1.

Now we know the renormalisation of terms in (4.68), and thus we have, using (3.48),

\[ \partial^\nu [\phi t_{\mu \nu} \phi] = -\{(d/2 - 3) + \beta/\gamma \} \frac{1}{6} g_\mu^{3-d/2} \partial_{\mu} [\phi^3] + (1 - \delta/2) m_0^2 \partial_{\mu} [\phi^2] + \{d/2 - 1 + \gamma \} \partial_{\mu} [E] \]

\[ - d[E_\mu] + (\eta - d/2 - 1) j_\mu^{d/2-3} \partial_{\mu} \phi + (d/4 + \xi) \partial_{\mu} \partial^2 [\phi^2] + \xi_4 \partial_{\mu} \partial^2 \phi + \xi_6 \partial_{\mu} \partial^4 \phi. \] (4.69)
where \( \xi_4, \xi_6, \xi_7 \) are finite and are determined by

\[
\frac{d}{4} + \xi_7 + (d - 1) A_7 = \frac{d}{4} z_2 - a_7 (d/2 - 3);
\]

\[
\xi_4 + (d - 1) A_4 = d \times m^2 z_2 X \mu^{d/2-3}/g + 2 C - (d/2 - 3) a_4;
\]

\[
\xi_6 + (d - 1) A_6 = \frac{d}{4} \times 2 C - (d/2 - 3) a_6.
\]

We have completely determined (4.62) in terms of the earlier defined anomalous dimensions \( \zeta, \zeta_4, \zeta_6, \zeta_7 \) and the counterterms \( a_4, a_6, a_7, \) and \( C. \) (Refer (3.57), (3.58), (3.59), (3.43).)

## 5 Energy Momentum Tensor

The canonical energy momentum tensor is given by

\[
T_{\mu \nu}^C = \frac{\partial \mathcal{L}}{\partial (\dot{\phi}^\mu \dot{\phi}_0)} \dot{\phi}_0 - g_{\mu \nu} \mathcal{L}.
\]

i.e., \( T_{\mu \nu}^C = \partial_\mu \phi_0 \partial_\nu \phi_0 - g_{\mu \nu} \left\{ \frac{1}{2} \left( \frac{\partial \phi_0}{\partial \phi_0} \right)^2 - \frac{1}{2} m_0^2 \phi_0^2 - \frac{1}{3!} g_0 \phi_0^3 + j_0 \phi_0 \right\}. \)

This is not finite. We can make it finite by adding terms involving \( s_{\mu \nu} \equiv \partial_\mu \partial_\nu \phi_0 - g_{\mu \nu} \partial_\phi^2, \) since it is structurally conserved. \( (\partial_\mu s_{\mu \nu} \phi_0 = 0.) \) We have

\[
\partial_\mu \phi_0 \partial_\nu \phi_0 = \partial_\mu \partial_\nu \frac{1}{2} \phi_0^2 - \phi_0 \partial_\mu \partial_\nu \phi_0,
\]

\[
\therefore T_{\mu \nu}^C = \partial_\mu \partial_\nu \frac{1}{2} \phi_0^2 - \phi_0 \partial_\mu \partial_\nu \phi_0 - g_{\mu \nu} \left\{ \frac{1}{4} \partial^2 \phi_0^2 - \frac{1}{2} \phi_0 \partial^2 \phi_0 - \frac{1}{2} m_0^2 \phi_0^2 - \frac{1}{3!} g_0 \phi_0^3 + j_0 \phi_0 \right\}.
\]

We express \( \partial_\mu \partial_\nu \phi_0^2 \) and \( g_{\mu \nu} \partial^2 \phi_0^2 \) in terms of \( t_{\mu \nu} \) and \( s_{\mu \nu} \) using

\[
a \partial_\mu \partial_\nu - b g_{\mu \nu} \partial^2 = \frac{a - b}{d - 1} t_{\mu \nu} + \frac{d b - a}{d - 1} s_{\mu \nu},
\]

and the operators \( \phi_0 \partial_\mu \partial_\nu \phi_0 \) and \( \phi_0 \partial^2 \phi_0 \) in terms of \( \phi_0 t_{\mu \nu} \phi_0 \) and \( E_0 \).

\[
T_{\mu \nu}^C = \frac{1}{4(d-1)} t_{\mu \nu} \phi_0^2 + \frac{d - 2}{4(d-1)} s_{\mu \nu} \phi_0^2 - \frac{1}{d} t_{\mu \nu} \phi_0
\]

\[
- g_{\mu \nu} \left\{ \left( \frac{1}{d} - \frac{1}{2} \right) \phi_0 \partial^2 \phi_0 - \frac{1}{2} m_0^2 \phi_0^2 - \frac{1}{3!} g_0 \phi_0^3 + j_0 \phi_0 \right\}
\]

\[
= \frac{1}{4(d-1)} t_{\mu \nu} \phi_0^2 + \frac{d - 2}{4(d-1)} s_{\mu \nu} \phi_0^2 - \frac{1}{d} t_{\mu \nu} \phi_0
\]

\[
- g_{\mu \nu} \left\{ \left( \frac{1}{d} - \frac{1}{2} \right) E_0 - \frac{1}{d} m_0^2 \phi_0^2 - \left( \frac{3}{d} - \frac{3}{2} + 1 \right) \frac{1}{3!} g_0 \phi_0^3 + \left( \frac{1}{d} + \frac{1}{2} \right) j_0 \phi_0 \right\}
\]

\[
= \frac{1}{4(d-1)} t_{\mu \nu} \phi_0^2 - \frac{d - 2}{4(d-1)} s_{\mu \nu} \phi_0^2 - \frac{1}{d} t_{\mu \nu} \phi_0
\]

\[
- g_{\mu \nu} \left\{ \left( \frac{1}{d} - \frac{1}{2} \right) E_0 - \frac{1}{d} m_0^2 \phi_0^2 + \frac{d/2 - 3}{d} \frac{3}{3!} g_0 \phi_0^3 + \left( \frac{1}{d} + \frac{1}{2} \right) j_0 \phi_0 \right\}.
\]
Now substitute for \( \phi_0^3, \phi_0 t_{\mu\nu} \phi_0, \frac{1}{6} g_0 \phi_0^3 \) and \( j_0 \phi_0 \) from (3.33), (14.62), (3.48), and (3.21), i.e., repeating them here for convenience,

\[
\phi_0^3 = z_2 [\phi^2] + \frac{4 z_2 m^2 X}{g} \mu^{d/2-3} \phi + \frac{2 C}{m_0^2} \partial^2 \phi;
\]

\[
\phi_0 t_{\mu\nu} \phi_0 = [\phi t_{\mu\nu} \phi] + \frac{1}{d-1} \left\{ \frac{d}{4} (z_2 - 1) - (d/2 - 3) a_7 - \xi_7 \right\} t_{\mu\nu} [\phi^2]
\]

\[
+ \frac{1}{d-1} \left\{ 2C + d z_2 m^2 \mu^{d/2-3} - (d/2 - 3) a_4 - \xi_4 \right\} t_{\mu\nu} \phi
\]

\[
+ \frac{1}{d-1} \left\{ \frac{dC}{2m_0^2} - (d/2 - 3) a_6 - \xi_6 \right\} t_{\mu\nu} \partial^2 \phi;
\]

\[
\frac{1}{6} g_0 \phi_0^3 = \left( 1 + \frac{\beta/g}{d/2 - 3} \right) \frac{1}{6} g \mu^{3-d/2} [\phi^3] + \frac{\delta}{d/2 - 3} \frac{1}{2} m [\phi^2] - \frac{\gamma}{d/2 - 3} [E]
\]

\[
- \left( \frac{\eta}{d/2 - 3} + \frac{m^4 X}{j g} \right) j \mu^{d/2-3} \phi + a_4 \partial^2 \phi + a_6 \partial^4 \phi + a_7 \partial^2 [\phi^2];
\]

\[
j_0 \phi_0 = (j + m^4 X/g) \mu^{d/2-3} \phi.
\]

Thus,

\[
T^C_{\mu\nu} = \frac{1}{4(d-1)} t_{\mu\nu} \left\{ z_2 [\phi^2] + \frac{4 z_2 m^2 X}{g} \mu^{d/2-3} \phi + \frac{2 C}{m_0^2} \partial^2 \phi \right\} + \frac{d-2}{4(d-1)} s_{\mu\nu} \phi_0^3 - \frac{1}{d} [\phi t_{\mu\nu} \phi]
\]

\[
- \frac{1}{d-1} \left\{ \frac{d}{4} (z_2 - 1) - (d/2 - 3) a_7 - \xi_7 \right\} t_{\mu\nu} [\phi^2]
\]

\[
+ \left\{ 2C + \frac{d z_2 m^2 X \mu^{d/2-3}}{g} - (d/2 - 3) a_4 - \xi_4 \right\} t_{\mu\nu} \phi + \left\{ \frac{dC}{2m_0^2} - (d/2 - 3) a_6 - \xi_6 \right\} t_{\mu\nu} \partial^2 \phi
\]

\[
- g_{\mu\nu} \left\{ \frac{\left( 1 - \frac{\gamma}{d} \right) - \frac{1}{2}}{\frac{\delta}{d-1} m^2 [\phi^2] + \left( \frac{1 - \eta}{d} + \frac{1}{2} \right) j \mu^{d/2-3} \phi} + \frac{(d/2 - 3 + \beta/g)}{6d} g \mu^{3-d/2} [\phi^3] + \frac{1}{d} \left\{ (d/2 - 3) a_4 - 2C \right\} \partial^2 \phi + \frac{(d/2 - 3)}{d} \left\{ a_6 \partial^4 \phi + a_7 \partial^2 [\phi^2] \right\} \right\}. \tag{5.78}
\]

Again \( \cdot \cdot \cdot - g_{\mu\nu} \partial^2 = -\frac{1}{d-1} t_{\mu\nu} + \frac{d}{d-1} s_{\mu\nu} \), (applying on \( \partial^2 \phi \)),

\[
T^C_{\mu\nu} = \frac{d + 4}{d+1} \frac{\xi_7}{d+1} t_{\mu\nu} [\phi^2] + \frac{\xi_4}{d+1} t_{\mu\nu} \phi + \frac{\xi_6}{d+1} t_{\mu\nu} \partial^2 \phi - \frac{1}{d} [\phi t_{\mu\nu} \phi] - g_{\mu\nu} \left\{ \left( \frac{1 - \gamma}{d} \right) \frac{1}{2} [E] \right\}
\]

\[
+ \frac{\delta/2 - 1}{d} m^2 [\phi^2] + \left( \frac{1 - \eta}{d} + \frac{1}{2} \right) j \mu^{d/2-3} \phi + (d/2 - 3 + \beta/g) \frac{1}{6d} g \mu^{3-d/2} [\phi^3] \right\} \right\} \tag{5.79}
\]

\[
+ \left\{ \frac{d-2}{d-1} s_{\mu\nu} \phi_0^3 + \frac{d-2}{d-1} a_7 s_{\mu\nu} [\phi^3] + \frac{1}{d-1} \left\{ (d/2 - 3) a_4 - 2C \right\} s_{\mu\nu} \phi + \frac{(d/2 - 3)}{d-1} a_6 s_{\mu\nu} \partial^2 \phi \right\}, \tag{5.80}
\]

in which it can be seen that all the divergences are contained only in the terms in (5.80), in operators involving \( s_{\mu\nu} \), and the other terms are all manifestly finite. Thus \( T_{\mu\nu} \) could be made finite.
Let us now define a new, improved energy-momentum tensor that is finite:

\[
T_{\mu\nu} \equiv T'^{C}_{\mu\nu} - \frac{1}{d-1} (\partial_{\mu} \partial_{\nu} - g_{\mu\nu} \partial^2) \left[ \frac{d-2}{4} + \frac{(d/2 - 3)a_7}{z_2} \right] \phi_0^2 + \frac{1}{\sqrt{z_1}} \left( (d/2 - 3) \left( a_4 - \frac{4}{g} m^2 X a_7 \mu^{d/2-3} - 2C \right) \phi_0 + \frac{1}{\sqrt{z_1}} (d/2 - 3) \left( a_6 - \frac{2C}{m^2 a_7} \right) \phi_0^2 \right],
\]

or the manifestly finite expression,

\[
T_{\mu\nu} = \frac{d/4 + \xi_2}{d(d-1)} t_{\mu\nu}[\phi^2] + \frac{\xi_4}{d(d-1)} t_{\mu\nu} \phi + \frac{\xi_6}{d(d-1)} t_{\mu\nu} \partial^2 \phi - \frac{1}{d} [\phi t_{\mu\nu} \phi] - \frac{1}{d} g_{\mu\nu} \left( (1 - \gamma - \frac{d}{2}) [E] \right) \\
+ (\delta/2 - 1) m^2 [\phi^2] + (1 - \eta + \frac{d}{2}) j \mu^{d/2-3} \phi + (d/2 - 3 + \beta/g) \frac{1}{6} g_{\mu\nu} \phi^{d/2} [\phi^3].
\]

The divergence condition for \([\phi t_{\mu\nu} \phi]\) (4.69) gives

\[
\partial^\nu T_{\mu\nu} = [E_\mu].
\]

The trace is obtained directly from the finite expression above,

\[
T^{\mu}_{\mu} = - \left( 1 - \gamma - \frac{d}{2} \right) [E] + (\delta/2 - 1) m^2 [\phi^2] + (1 - \eta + \frac{d}{2}) j \mu^{d/2-3} \phi + (d/2 - 3 + \beta/g) \frac{1}{6} g_{\mu\nu} \phi^{d/2} [\phi^3].
\]

Thus the energy-momentum tensor is traceless if \(m^2, j\) are set to zero and \(g(d/2 - 3) + \beta(g) = 0\), and the equations of motion are satisfied.

### 5.1 Is \(T_{\mu\nu}\) RG invariant?

The terms we have added to improve are not bare quantities. They involve terms that are dependent on renormalised parameters. From (5.80),

\[
T_{\mu\nu} \equiv T'^{C}_{\mu\nu} - \frac{1}{d-1} (\partial_{\mu} \partial_{\nu} - g_{\mu\nu} \partial^2) \left[ \frac{d-2}{4} \phi_0^2 + (d/2 - 3) a_7 [\phi^2] + \{(d/2 - 3) a_4 - 2C\} \phi \right] \\
+ (d/2 - 3) a_6 \partial^2 \phi \right].
\]

Therefore,

\[
\mu \frac{d}{d\mu} T_{\mu\nu} = \left( \frac{d/2 - 3}{d-1} \left( \mu \frac{d a_7}{d\mu} + a_7 \frac{d}{d\mu} \right) \right) \phi_{\mu\nu}[\phi^2] - \frac{1}{d-1} \left( (d/2 - 3) \mu \frac{d a_4}{d\mu} - 2 \mu \frac{d C}{d\mu} \right) \\
- \left( a_4 (d/2 - 3) - 2C \right) \eta \phi_{\mu\nu} - \frac{d/2 - 3}{d-1} \left( \mu \frac{d a_6}{d\mu} - a_6 \right) \phi_{\mu\nu} \partial^2 \phi \right]
\]

The required expressions for the RG derivatives are given by 3.57, 3.58, 3.59, and 3.40 along with

\[
\mu \frac{d[\phi^2]}{d\mu} = -\delta[\phi^2] - \frac{4 j \mu^{d/2-3}}{m^2} (\gamma - \eta) \phi - 2 \zeta \mu^{d/2-3} \partial^2 \phi,
\]

This can be derived by applying the RG derivative to (3.33), and using the definition of the \(\Gamma\) matrix (3.39).
Thus,

\[
\mu \frac{dT_{\mu \nu}}{d\mu} = -\frac{1}{d-1} (d/2 - 3 + \beta/g) \zeta_7 s_{\mu \nu} \phi^2 \\
- \frac{1}{d-1} \left[ (d/2 - 3 + \beta/g) \zeta_4 + (\delta - 2) \zeta \right] m^2 \mu^{d/2-3} s_{\mu \nu} \phi \\
- \frac{1}{d-1} (d/2 - 3 + \beta/g) \zeta_6 \mu^{d/2-3} s_{\mu \nu} \phi^2. 
\]

(5.86)

Similar to equation (4.6) of [1], this is completely transverse, finite, and it is zero when \((d/2 - 3 + \beta)\) and \(m^2\) are zero at \(d = 6\), consistent with the requirements for a fixed point.

So the finite EM tensor we have constructed is not RG invariant. But it could be made RG invariant by adding a finite piece whose RG derivative cancels the finite pieces in (5.86) [21].

We begin by defining a new EM tensor by adding finite transverse pieces to \(T_{\mu \nu}\).

\[
\Theta_{\mu \nu} \equiv T_{\mu \nu} + b_4 m^2 \mu^{d/2-3} s_{\mu \nu} \phi + b_6 \mu^{d/2-3} s_{\mu \nu} \phi^2 + b_7 s_{\mu \nu} \phi^2, 
\]

(5.87)

where \(b_4, b_6, b_7\) are finite functions of \(g\), (they are dimensionless), such that

\[
\mu \frac{d\Theta_{\mu \nu}}{d\mu} = O(d - 6). 
\]

(5.88)

Note that we are requiring it to be \(O(d - 6)\) and not 0. From (5.85) and

\[
\mu \frac{d\phi}{d\mu} = -\gamma \phi, 
\]

(5.89)

we have,

\[
\mu \frac{d\Theta_{\mu \nu}}{d\mu} = \mu \frac{dT_{\mu \nu}}{d\mu} + \left( \mu \frac{db_4}{d\mu} + (d/2 - 3 + \delta) b_4 \right) m^2 \mu^{d/2-3} s_{\mu \nu} \phi \\
+ \left( \mu \frac{db_6}{d\mu} + (d/2 - 3) b_6 \right) \mu^{d/2-3} s_{\mu \nu} \phi^2 \\
- \gamma b_4 m^2 \mu^{d/2-3} s_{\mu \nu} \phi^2 - \gamma b_6 \mu^{d/2-3} s_{\mu \nu} \phi^2 \\
- b_7 \{ \delta s_{\mu \nu} \phi^2 - 4 m^2 \mu^{d/2-3} \eta s_{\mu \nu} \phi^2 + 2 \zeta \mu^{d/2-3} s_{\mu \nu} \phi^2 \}, 
\]

(5.90)

where we have substituted \(-m^4 \eta/j\) for \(\gamma - \eta\) as in (3.25).

After substituting for \(\mu \frac{dT_{\mu \nu}}{d\mu}\) from (5.86), we look at the coefficients of each of the linearly independent operators.

The coefficient of \(s_{\mu \nu} \phi^2\) is

\[
\mu \frac{db_7}{d\mu} - \delta b_7 = \frac{1}{d - 1} (d/2 - 3 + \beta/g) \zeta_7. 
\]

(5.91)

We can replace the \(\mu \frac{d}{d\mu}\) with \((d/2 - 3 + \beta/g) g \frac{\partial}{\partial g}\) because \(b_4\) is a function of \(g\) alone.

If we demanded that this coefficient is 0, along with the coefficients for the other two operators, \(\mu \frac{d\Theta_{\mu \nu}}{d\mu}\) would be zero, but then solving for \(b_7\) wouldn’t give a finite result. To avoid this, we drop the terms proportional to \((d - 6)\) and find a \(b_7\) that satisfies, and this is why we are able to obtain (5.88) only to \(O(d - 6)\).

\[
- \frac{1}{d - 1} \frac{\beta}{g} \zeta_7 + \frac{\partial b_7}{\partial g} - \delta b_7 = 0. 
\]

(5.92)
This gives

\[ b_7(g) = \frac{1}{d-1} e^{\int_g^{g_0} \frac{4}{3} \alpha' \gamma^{-2} \beta'} \int_{g_0}^g \frac{dg'}{g'} \zeta_7(g') e^{-\int_g^{g_0} \frac{4}{3} \alpha' \gamma^{-2} \beta'} , \]  

(5.93)

which is finite. Here we have set the free integration limit to fixed point value \( g^* \) to ensure the \( \Theta_{\mu\nu} \) is the same as \( T_{\mu\nu} \) at the fixed point, where it is traceless.

The coefficient of \( m^2 \mu^{d/2-3} s_{\mu\nu} \phi \) is

\[ \mu \frac{db_4}{d\mu} + (d/2 - 3 + \delta - \gamma)b_4 + 4\bar{g}b_7 = \frac{1}{d - 1} \{(d/2 - 3 + \beta/g)\zeta_4 + (\delta - 2)\zeta\} , \]  

(5.94)

\( b_4 \) then has to satisfy

\[ \beta \frac{\partial b_4}{\partial g} + (\delta - \gamma)b_4 + 4\bar{g}b_7 - \frac{1}{d - 1} \{\beta\zeta_4/g + (\delta - 2)\zeta\} = 0, \]  

(5.95)

giving

\[ b_4(g) = \frac{1}{d - 1} e^{\int_g^{g_0} \frac{4}{3} \alpha' \gamma^{-2} \beta'} \int_{g_0}^g \{\beta\zeta_4/g' + (\delta - 2)\zeta - 4(d - 1)\bar{g}b_7\} e^{\int_{g_0}^{g'} \frac{4}{3} \alpha' \gamma^{-2} \beta'} dg' . \]  

(5.96)

Finally, the coefficient of \( \mu^{d/2-3} s_{\mu\nu} \partial^2 \phi \) is

\[ \mu \frac{db_6}{d\mu} + (d/2 - 3 - \gamma)b_6 + 2b_7\zeta - \frac{1}{d - 1} (d/2 - 3 + \beta/g)\zeta_6 . \]  

(5.97)

\( b_6 \) will have to satisfy

\[ \beta \frac{\partial b_6}{\partial g} - \gamma b_6 + 2b_7\zeta - \frac{1}{d - 1} \beta\zeta_6/g = 0, \]  

(5.98)

giving

\[ b_6 = \frac{1}{d - 1} e^{\int_g^{g_0} \frac{4}{3} \alpha' \gamma^{-2} \beta'} \int_{g_0}^g \{\beta\zeta_6/g' - 2(d - 1)\zeta b_7\} e^{-\int_g^{g'} \frac{4}{3} \alpha' \gamma^{-2} \beta'} dg'. \]  

(5.99)

The RG derivative of \( \Theta_{\mu\nu} \) is then

\[ \mu \frac{d\Theta_{\mu\nu}}{d\mu} = -\frac{d/2 - 3}{d - 1} \{\zeta_7 s_{\mu\nu}[\phi^2] + m^2 \zeta_4 \mu^{d/2-3} s_{\mu\nu} \phi + \zeta_6 \mu^{d/2-3} s_{\mu\nu} \partial^2 \phi\} \]

\[ + (d/2 - 3)m^2 \mu^{d/2-3}(b_4 + \frac{\partial b_4}{\partial g})s_{\mu\nu} \phi + (d/2 - 3)\mu^{d/2-3}(b_6 + \frac{\partial b_6}{\partial g})s_{\mu\nu} \partial^2 \phi \]

\[ + (d/2 - 3)\frac{\partial b_7}{\partial g} s_{\mu\nu}[\phi^2], \]  

(5.100)

or from (5.92), (5.95), (5.98),

\[ \mu \frac{d\Theta_{\mu\nu}}{d\mu} = (d/2 - 3) \frac{gm^2 \mu^{d/2-3}}{\beta} \left\{ (\beta/g + \gamma - \delta)b_4 - 4\bar{g}b_7 + \frac{1}{d - 1} \zeta (\delta - 2) \right\} s_{\mu\nu} \phi \]

\[ + (d/2 - 3) \frac{g \mu^{d/2-3}}{\beta} \left\{ (\beta/g + \gamma - 2\zeta b_7) s_{\mu\nu} \partial^2 \phi \right. \]

\[ + (d/2 - 3) \frac{\beta \delta b_7}{\beta} s_{\mu\nu}[\phi^2]. \]  

(5.101)

This clearly vanishes at \( d = 6 \).
We can write down the expression for $\Theta_{\mu\nu}$ from (5.81) and (5.87), also substituting for $[\phi^2]$ with bare quantities from (3.33),

$$
\Theta_{\mu\nu} = T_{\mu\nu} - \frac{d-2}{4(d-1)} s_{\mu\nu} \phi_0^2 + \frac{1}{z_{1}} \left( b_{d/2-3} \phi_0^2 - \frac{d}{d-1} \left( \frac{d}{d-1} - 3 \right) a_{d/2-3} \phi_0^2 \right) s_{\mu\nu} \phi_0^2 
+ \frac{1}{\sqrt{z_{1}}} \left\{ \left( m^2 \mu^{d/2-3} b_4 - \frac{d}{d-1} a_4 + \frac{2C}{d-1} \right) - \frac{4}{g} m^2 X \mu^{d/2-3} \left( b_{d/2-3} \phi_0^2 - \frac{d}{d-1} a_{d/2-3} \phi_0^2 \right) \right\} s_{\mu\nu} \phi_0^2 
+ \frac{1}{\sqrt{z_{1}}} \left\{ b_6 \mu^{d/2-3} - \frac{d}{d-1} a_6 - \frac{2C}{m^2} \left( b_{d/2-3} \phi_0^2 - \frac{d}{d-1} a_{d/2-3} \phi_0^2 \right) \right\} s_{\mu\nu} \phi_0^2.
$$

(5.102)

6 Concluding Remarks

We have used dimensional regularisation and the action principle to derive the operator mixing in $\phi^3$ theory in six dimensions. The matrix has a similar structure to the one obtained for $\phi^4$ theory in 4 dimensions\[1\], but it had been made more complicated by the fact that there are three operators with total derivatives that $\phi^3$ can mix with, and one operator with total derivative that $\phi^2$ can mix with. The four new anomalous dimensions that are obtained are associated with composite operators, and are calculated by renormalising correlation functions with composite operator insertions in appendix B. They all turn out to be zero at one loop order.

The tensor operator renormalisation similarly is more complicated the $\phi^4$ case, but essentially the same procedure. The EM tensor renormalisation requires subtracting transverse terms involving three operators. Thus there must be three non-minimal couplings in the action for the theory when weak gravitation is taken into account.

The divergence of the EM tensor is given by the equation of motion operator $[E_{\mu}]$ as mentioned in the introduction. The trace of the minimally subtracted $T_{\mu\nu}$ has anomalous terms and conformal invariance is thus absent. The trace vanishes at fixed point onshell.

We check for RG invariance and find that the RG derivative of $T_{\mu\nu}$ is proportional to the $\beta$ function and the new anomalous dimensions corresponding to operator mixing, but there is also one additional term proportional to $(\delta - 2)$ and the mass parameter. Yet this vanishes at the fixed point, as it should.

The RG invariant $\Theta_{\mu\nu}$ also obeys the same properties, viz., its divergence is zero, trace vanishes at fixed point, and the RG derivative is zero at fixed point. But, as can be seen from (5.101), $\Theta_{\mu\nu}$ is RG coinvariant only at $d = 6$. Further, the RG derivative of $\Theta_{\mu\nu}$ diverges if $\beta / g = 0$, but this is only expected to happen for either $g = 0$ (the free theory where these are not required anyway), or for some $g \sim O(1)$ (in which case the perturbation theory is not valid).

In dimensional regularization the renormalization procedure involves an expansion in powers of $\epsilon$. It has been suggested there that it may be possible to resum this series and obtain non-perturbative results. In [21] this has been attempted for the energy momentum tensor improvement terms for the $\phi^4$ theory in $D = 4$. It would be interesting to explore this idea further and also apply it to the theory studied in this paper.

It would also be interesting to construct the fixed point actions and the energy momentum tensor for theories in $D = 6 \pm \epsilon$ using the exact Renormalization Group equations as has been done recently for the Wilson-Fisher fixed point theory in $D = 4 - \epsilon$.
A One-loop Counterterms for the Lagrangian and RG functions

We will evaluate the one-loop diagrams that contribute to the counterterms in the Lagrangian. We will need this expansion in someplaces below.

\[
\lim_{\epsilon \to 0} \Gamma(-n + \epsilon) = \frac{(-1)^n}{n!} \left[ \frac{1}{\epsilon} + \psi(n + 1) + O(\epsilon) \right], \text{ for } n \geq 0. \tag{A.103}
\]

A.1 Mass and wave-function renormalisation

The diagram that contributes is

\[
\begin{align*}
\Sigma(p, p')/i & \equiv \Sigma(p) \delta(p + p')/i = \Pi_2(p) \\
& = (-i g)^2 \frac{\mu^{d-d}}{(2\pi)^d} \times \frac{3 \times 3 \times 2}{6 \times 6} \int k_1^d k_2^d \Delta(k_1) \Delta(k_2) \delta(p + k_1 + k_2) \Delta(p' + k_1 + k_2) \\
& = \frac{1}{2} (-i g)^2 \frac{\mu^{d-d}}{(2\pi)^d} \int k^d \Delta(k) \Delta(p - k) \delta(p + p')
\end{align*}
\]

\[
\Sigma(p)/i = A \int d^d k \frac{i}{k^2 - m^2 + i\epsilon} \frac{i}{(k - p)^2 - m^2 + i\epsilon}
\]

\[
\begin{align*}
& = A \int_0^\infty da \int_0^\infty db \int d^d k \exp \{a(k^2 - m^2 + i\epsilon) + b((k - p)^2 - m^2 + i\epsilon)\} \\
& = A \int \exp \{a + b\} k^2 - (a + b)m^2 + bp^2 - 2bk.p + i(a + b)\epsilon\}.
\end{align*}
\]

The second equation is after using Schwinger’s Trick\textsuperscript{48},

Shift \(k_\mu \rightarrow k_\mu - \frac{bp_\mu}{a + b}\); then \(z \equiv a + b\); \(x \equiv \frac{b}{a + b}\); \(dadb = zdzdx\),

\[
\Sigma/i = A \int d^d k \int_0^\infty dz \int_0^1 dx \exp \{iz\{k^2 - (m^2 - p^2x(1 - x)) + i\epsilon\} \}
\]

\[
\begin{align*}
& \int d^d k \ e^{iz^2} = z^{-\frac{d}{2}} \int d^d k \ e^{ik^2} = z^{-\frac{d}{2}} \pi^\frac{d}{2} i^{1-\frac{d}{2}}
\end{align*}
\]
\[ \Sigma / i = A \times \pi^4 i^{1 - \frac{d}{2}} \int_0^1 dx \int_0^\infty dz \ z^{1 - \frac{4}{d}} \exp(-iz\Delta) \]
\[ = A \times \pi^4 i^{1 - \frac{d}{2}} \int_0^1 dx \ G(2 - d/2)(i\Delta)^{\frac{d-2}{2}} \]
\[ = \frac{1}{2} (-ig)^2 \frac{k^{6-d}}{(2\pi)^d} \times \pi^4 \times (-i) \times \Gamma(2 - d/2) \int_0^1 dx \ [m^2 - p^2x(1-x)]^{\frac{d-2}{2}} \]
\[ = i \frac{g^2}{2(4\pi)^3} \left( - \frac{1}{3 - d/2} + \text{finite} \right) \int_0^1 dx \ (m^2 - p^2x(1-x)) \left[ \frac{m^2 - p^2x(1-x)}{4\mu^2} \right]^\frac{d-3}{2} \]
\[ = -i \frac{g^2}{2(4\pi)^3(3 - d/2)} \int_0^1 dx \ (m^2 - p^2x(1-x)) + \text{finite} \]
\[ = -i \frac{g^2}{(4\pi)^3(6 - d)} (m^2 - p^2/6) + \text{finite}; \]
\[ \Sigma = \frac{g^2}{(4\pi)^3(6 - d)} (m^2 - p^2/6). \]

To subtract this, we need the following counter-terms for the parameters.

\[
\begin{align*}
\therefore \delta m^2 &= \frac{g^2m^2}{64\pi^5(d - 6)} \\
\delta z_1 &= \frac{g^2}{6 \times 64\pi^3(d - 6)} 
\end{align*}
\]

(A.104)

Refer the counter-term Lagrangian in (2.4).

### A.2 Vertex renormalisation

This is for the vertex diagram at one loop.

\[ \Gamma(p_1, p_2) = \frac{ig^3(\mu^{9-3d/2})}{(2\pi)^d} \int \frac{d^dk}{k^2 - m^2 + i\epsilon} \frac{i}{(k + p_1)^2 - m^2 + i\epsilon} \frac{i}{(k - p_2)^2 - m^2 + i\epsilon} \]
\[ = A(-i)^3 \int \frac{d^dk}{k^2 - m^2 + i\epsilon} \int_0^\infty da \int_0^\infty db \int_0^\infty dc \ \exp i\{a(k^2 - m^2 + i\epsilon) + b((k + p_1)^2 - m^2 + i\epsilon) + c((k - p_2)^2 - m^2 + i\epsilon)\} \]
\[ = (\ldots) \int \exp i\{(a + b + c)k^2 - (a + b + c)m^2 + bp_1^2 + cp_2^2 + 2bk.p_1 - 2ck.p_2 + i(a + b + c)\epsilon\} \]
\[ = (\ldots) \int \exp i\{(a + b + c)k^2 - (a + b + c)m^2 + bp_1^2 + cp_2^2 + \frac{(bp_1 - cp_2)^2}{a + b + c} + i(a + b + c)\epsilon\} \]

Figure 2: one loop vertex diagram
To find the counterterm for the linear coupling, we compute the tadpole diagram.

\[ \Gamma(p_1, p_2) = A(i)^3 \int d^d k \int_0^\infty dr \int_0^1 dx \int_0^{1-x} dy \]
\[ r^2 \exp i \{ rk^2 - rm^2 + rxp_1^2 + ryp_2^2 - r(xp_1 - yp_2)^2 + ire \}; \]

Scale \( k \to k \sqrt{r}, \)
\[ \int d^d k \ e^{i r k^2} = r^{-\frac{d}{2}} \int d^d k \ e^{i k^2} = r^{-\frac{d}{2}} \pi^{\frac{d}{2}} (-i)^{\frac{d}{2}} \frac{d}{2}, \]
\[ \Gamma(p_1, p_2) = A(-i)^{4-d/2} \int_0^1 dx \int_0^{1-x} dy \int_0^\infty dr \ r^{2-d} \exp(-ir\Delta) \times \pi^\frac{d}{2}, \]
where \( \Delta = m^2 - x p_1^2 - y p_2^2 + (x p_1 - y p_2)^2; \)
Scale \( r \to ir\Delta; \)
\[ \int_0^\infty dr \ r^2 e^{-r} = \Gamma(z + 1), \]
\[ \Gamma(p_1, p_2) = A(-i)^{4-d/2} \times \pi^\frac{d}{2} \times \Gamma(3 - d/2) \int_0^1 dx \int_0^{1-x} dy \ \frac{1}{i\Delta} \times (i\Delta)^{\frac{d}{2}-2} \]
\[ = g^3 \left( \frac{\mu^{3d/2}}{(2\pi)^d} \right) \times (i)^{7-d} \times \pi^\frac{d}{2} \times \Gamma(3 - d/2) \int_0^1 dx \int_0^{1-x} dy \ \Delta^{\frac{d}{2}-3} \]
\[ = -ig^3 \left( \frac{\mu^{3d/2}}{(4\pi)^3} \right) \times \Gamma(3 - d/2) \int_0^1 dx \int_0^{1-x} dy \ \left[ m^2 - x p_1^2 - y p_2^2 + (x p_1 - y p_2)^2 \right] \frac{1}{4\pi^2 \mu^2} \]
\[ = -ig^3 \left( \frac{\mu^{3d/2}}{(4\pi)^3} \right) \times \left[ \frac{1}{3 - d/2} + \text{const.} \right] \times \left[ \frac{1}{2} + \left( \frac{d}{2} - 3 \right) \left( \ldots + \ldots \right) \right] \]
\[ = -ig^3 \left( \frac{\mu^{3d/2}}{(4\pi)^3(6 - d)} \right) + \text{finite}. \]

The required counter-term to cancel this is

\[ \therefore \delta g = -g^3 \left( \frac{1}{(4\pi)^3(6 - d)} \right) + O(g^5) \]  \hspace{1cm} (A.105)

A.3 Source term renormalisation

To find the counterterm for the linear coupling, we compute the tadpole diagram.

![Figure 3: Tadpole diagram](image)

\[ j \int d^d x \ \phi(x) = j \int d^d x \int d^d p \ \bar{\phi}(p)e^{i p \cdot x} = j \int d^d p \ \bar{\phi}(p) \delta(p). \]  This is the term in momentum
\[ I = \frac{3 \times ig \mu^{3-d/2}}{3!(2\pi)^d} \int \frac{i}{d^4k} \frac{k^2 - m^2 + i\epsilon}{i \mu^{3-d/2}} \]
\[ \frac{3!}{2} (2\pi)^d \int_0^\infty da a^{-d/2} \int d^4k \exp \left\{ a(k^2 - m^2 + i\epsilon) \right\} \]
\[ = (\ldots) \int_0^\infty da a^{-d/2} \int d^4k \exp \left\{ (k^2 - am^2 + i\epsilon) \right\} \]
\[ = (\ldots) \int_0^\infty da a^{-d/2} e^{-iam^2} \times \pi^{d/2} \times i^{d/2-1}, \]
\[ a \to iam^2; \int_0^\infty da a^z e^{-a} = \Gamma(z + 1), \]
\[ I = -\frac{i \mu^{3-d/2}}{2(2\pi)^d} \times \pi^{d/2} \times (im^2)^{d/2-1} \times \Gamma(1 - d/2) \]
\[ = -\frac{i^{d-1} \mu^{3-d/2} (m^2)^{d/2-1}}{2(4\pi)^{d/2}} \Gamma(1 - d/2) \]
\[ = -\frac{i \mu^{3-d/2}}{2(4\pi)^{d/2}} \right\} \frac{1}{2} \left[ \frac{1}{3 - d/2} + \text{finite} \right] \times \left[ 1 + (d/2 - 3) \log \left( \frac{m^2}{\mu^2} \right) + \ldots \right] \]
\[ = -\frac{i \mu^{3-d/2}}{2(4\pi)^{d/2}} \right\} 2(4\pi)^{d/2} \]

\[ \therefore \delta j = -\frac{gm^4}{2(4\pi)^{d/2}} + O(g^3). \quad (A.106) \]

It does not depend on \( j \).

### A.4 RG functions

#### A.4.1 \( \beta \)-function

\[ g_0 \phi^3_0 = (g + \delta g) \phi^3 \mu^{3-d/2} \]
\[ g_0(1 + \delta z_1)^{3/2} = (g + \delta g) \mu^{3-d/2} \]
\[ g_0 \left( 1 + \frac{g^2}{6 \times 64\pi^3(d-6)} \right)^{3/2} = g \left( 1 + \frac{g^2}{64\pi^3(d-6)} \right) \mu^{3-d/2} \]
\[ = g \left( 1 + \frac{g^2}{64\pi^3(d-6)} \right) \left( 1 + \frac{g^2}{6 \times 64\pi^3(d-6)} \right)^{-3/2} \mu^{3-d/2} \]
\[ = g \left( 1 + \frac{3}{2} \frac{g^2}{6 \times 64\pi^3(d-6)} \right) \mu^{3-d/2} + O(g^5). \quad (A.107) \]
\[ (A.108) \]
\[ \frac{\partial g_0}{\partial \mu} = 0 \]

\[ \Rightarrow 0 = \mu \frac{\partial g}{\partial \mu} \left( 1 + \frac{3}{4} g^2 \right)^{3-d/2} + g \left( 1 + \frac{3}{4} g^2 \right) \left( 3 - d/2 \right) \mu^{3-d/2} \]

\[ \mu \frac{\partial g}{\partial \mu} = -g(3-d/2) \left( 1 + \frac{3}{4} g^2 \right)^{-1} \left( 1 + \frac{3}{4} g^2 \right) \left( \frac{g^2}{6 \times 64\pi^3(d-6)} + \text{higher poles} \right) \]

\[ \Rightarrow \frac{\partial g}{\partial \mu} = g(d/2 - 3) - \frac{3g^3}{256\pi^3} + O(g^5). \]

\[ \therefore \beta(g) \equiv \mu \frac{\partial g}{\partial \mu} - g(d/2 - 3) = -\frac{3g^3}{256\pi^3} + O(g^5). \quad (A.109) \]

### A.4.2 Anomalous dimension

\[ \gamma \equiv \frac{1}{2} \mu \frac{d}{d\mu} \log z_1 \]

\[ = \frac{1}{2} \mu \frac{\partial g}{\partial \mu} \frac{\partial}{\partial g} \log z_1 \]

\[ = \frac{1}{2} \left( g(d/2 - 3) - \frac{3g^3}{256\pi^3} \right) \times \frac{\partial}{\partial g} \left( \frac{g^2}{6 \times 64\pi^3(d-6)} + \text{higher poles} \right) \]

\[ = \frac{1}{2} g \times (d/2 - 3) \times \frac{2g}{6 \times 64\pi^3(d-6)} + \ldots \]

\[ \gamma(g) = \frac{g^2}{12(4\pi)^3} + O(g^3). \quad (A.110) \]

### A.4.3 Mass anomalous dimension

\[ m_0^2 \phi_0^2 = m^2 \phi^2 + \delta m^2 \phi^2 \]

\[ = (m^2 + \delta m^2) \phi_0^2 \]

\[ \Rightarrow m_0^2 = \left( 1 + \frac{g^2}{64\pi^3(d-6)} \right) \left( 1 + \frac{g^2}{6 \times 64\pi^3(d-6)} \right)^{-1} \times m^2 \]

\[ = \left( 1 + \frac{5g^2}{6 \times 64\pi^3(d-6)} + O(g^4) \right) m^2. \]

\[ \Rightarrow \mu \frac{d m_0^2}{d \mu} = \mu \frac{d m^2}{d \mu} \left( 1 + \frac{5g^2}{384\pi^3(d-6)} \right) + m^2 \times \left( \beta + g(d/2 - 3) \right) \left( \frac{5g}{192\pi^3(d-6)} + O(g^3) \right). \]

\[ \therefore \delta(g) \equiv \mu \frac{d}{d\mu} \log m^2 = -\frac{5g^2}{384\pi^3} + O(g^4). \quad (A.111) \]
A.4.4 RG of $j$

From the form of $j_0$,

$$j_0(1 + \delta z_1)^{\frac{1}{2}} = (j + \delta j)\mu^{d/2-3}$$

$$j_0 = (1 + \delta z_1)^{-\frac{1}{2}}(j + \delta j)\mu^{d/2-3}$$

differentiating w.r.t. $\mu$,

$$0 = -\frac{1}{2}(1 + \delta z_1)^{-\frac{3}{2}}(j + \delta j)\mu^{d/2-3}\mu\frac{d(\delta z_1)}{d\mu} + (1 + \delta z_1)^{-\frac{1}{2}}\mu\frac{d(j + \delta j)}{d\mu} + (d/2 - 3)(1 + \delta z_1)^{-\frac{1}{2}}(j + \delta j)\mu^{d/2-3}$$

$$0 = -\frac{1}{2}(1 + \delta z_1)^{-1}(j + \delta j)\mu\frac{d(\delta z_1)}{d\mu} + \mu\frac{d(j + \delta j)}{d\mu} + (d/2 - 3)(j + \delta j)$$

$$\mu\frac{dj}{d\mu} = -(d/2 - 3)(j + \delta j) - \frac{d(\delta j)}{d\mu} + \frac{1}{2}(1 + \delta z_1)^{-1}(j + \delta j)\mu\frac{d(\delta z_1)}{d\mu}$$

$$\mu\frac{dj}{d\mu} = -(d/2 - 3)(j + \delta j) - \frac{\delta j}{g}\frac{dg}{d\mu} - 2\delta j\delta(g) + \frac{1}{2}(1 + O(g^2))^{-1}(j + \delta j)\frac{2g}{6\times 64\pi^3(d/2-3)\mu}\frac{dg}{d\mu}$$

$$\mu\frac{dj}{d\mu} = -(d/2 - 3)(j + \delta j) - \delta j((d/2 - 3) + O(g^2)) - \delta j \times O(g^2)$$

$$\mu\frac{dj}{d\mu} = -(d/2 - 3)(j + \delta j) - \delta j((d/2 - 3) + O(g^2)) - \delta j \times O(g^2)$$

Define a RG function $\eta(g, m^4/j)$, where $\mu\frac{dj}{d\mu} \equiv j\eta - (d/2 - 3)j$.

Thus,

$$\eta(g, m^4/j) = \frac{g}{2(4\pi)^3}\left(\frac{g}{6} + \frac{m^4}{j}\right) + O(g^3, g^2(m^4/j)^2). \quad (A.112)$$

B One-loop Renormalization of Composite Operators

We verify the results of $\phi^2$ and $\phi^3$ renormalisation at least to leading order, by comparing it with the result from computing Feynman diagrams. The $\phi^2$ renormalisation has been done in [32]. To renormalise $\phi^2$ we look at the following correlation function.

$$\langle 0|T\phi(x)\phi(y)\phi^2(z)/2|0\rangle. \quad (B.113)$$

To order $g^2$, the graphs with $\phi^2$ insertions, (insertion shown with a cross in the figure below), that need renormalisation are

In momentum space, the lowest-order graph [43] is

$$G_a = \Delta(p_1)\Delta(p_2), \quad (B.114)$$

where $\Delta(p)$ is the Feynman propagator,

$$\Delta(p) = \frac{i}{p^2 - m^2 + i\epsilon}.\quad (B.115)$$
Figure 4: Renormalisation of $\phi^2$ to one-loop

For fig. 4b,

$$G_b = \Delta(p_1)\Delta(p_2) \times \left\{ -\frac{g^2 \mu^{6-d}}{(2\pi)^d} \int d^d k \Delta(k) \Delta(k - p_1) \Delta(k + p_2) \right\}$$

$$= \Delta(p_1)\Delta(p_2) \times \frac{g^2}{64 \pi^3 (6 - d)} + \text{finite} \ldots$$

(B.115)

where we have written down the result from the integral computed in A.2.

For fig. 4c,

$$G_c = ig\mu^{3-d/2} \Delta(p_1)\Delta(p_2)\Delta(p_1 + p_2) \times \left\{ \frac{g \mu^{3-d/2}}{64 \pi^3 (6 - d)} [m^2 - \frac{1}{6} (p_1 + p_2)^2] \right\} + \text{finite} \ldots$$

(B.116)

This result is from the computation in A.1.

To subtract these divergences, we look at the kind of vertices that can replace the loops in 4b and 4c. These are $\phi^2$, and $\phi$ respectively.

Thus, the renormalised

$$\frac{1}{2} [\phi^2] = \left[ 1 + \frac{g^2}{64 \pi^3 (d - 6)} \right] \frac{1}{2} \phi^2 + \frac{g \mu^{d/2-3}}{64 \pi^3 (d - 6)} (m^2 + \frac{1}{6} \Box^2) \phi + \text{higher orders}$$

(B.117)

We obtained the result to be compared in (3.33):

$$\frac{1}{2} m^2 [\phi^2] = \frac{1}{2} m_0^2 \phi_0^2 - Bj \mu^{d/2-3} \phi - C \Box^2 \phi$$

(B.118)

For the coefficients, recall $m_0^2 = m^2 + \delta m^2$ and $B = 2 \delta j / j$ (3.38). We get the values of $\delta m^2$ and $\delta j$ from (A.104) and (A.106).

$$\frac{1}{2} [\phi^2] = \left( 1 + \frac{\delta m^2}{m^2} \right) \frac{1}{2} \phi^2 - \frac{2 \delta j}{m^2} \phi - \frac{C}{m^2} \Box^2 \phi$$

$$= \left( 1 + \frac{g^2}{(4\pi)^3 (d - 6)} \right) \frac{1}{2} \phi^2 + \frac{gm^2}{(4\pi)^3 (d - 6)} \phi - \frac{C}{m^2} \Box^2 \phi.$$  

(B.119)

So coefficients of $\phi^2$ and $\phi$ match.

We can also obtain the value for $C$ to one loop from this comparison.

$$\frac{1}{2} \phi^2 = \left( 1 - \frac{g^2}{64 \pi^3 (d - 6)} \right) \frac{1}{2} [\phi^2] - \frac{g \mu^{d/2-3}}{64 \pi^3 (d - 6)} (m^2 + \frac{1}{6} \Box) \phi + \text{higher orders}.  \quad (B.120)$$
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Comparing this with \((B.118)\), we get

\[
C = -\frac{m^2 g \mu^{d/2-3}}{6 \times 64\pi^3(d-6)} + O(g^2). \tag{B.121}
\]

Then \((3.40)\) gives \(\zeta\); it is just the finite part of \(\mu \frac{dC}{d\mu}\).

\[
\mu \frac{dC}{d\mu} = -\frac{g \mu^{d/2-3} m^2}{12 \times 64\pi^3} - \frac{g \mu^{d/2-3} m^2}{12 \times 64\pi^3} \text{divergent} + O(g^2). \tag{B.122}
\]

Thus,

\[
\zeta(g) = -\frac{g}{6 \times 64\pi^3} + O(g^2). \tag{B.123}
\]

Next we renormalise \(\phi^3\) to one loop order. We will look at the correlation function

\[
G(\frac{1}{6} g \mu^{3-d/2} \phi^3) \equiv \langle \phi(x_1)\phi(x_2)\phi(x_3) \frac{1}{6} g \mu^{3-d/2} \phi^3(x) \rangle . \tag{B.124}
\]

We refer to the five diagrams respectively \(G_a, G_b, G_c, G_d,\) and \(G_e\).

![Figure 5: Renormalisation of \(\phi^3\) to one-loop](image)

\[
\therefore G(\frac{1}{6} g \mu^{3-d/2} \phi^3) = G_a + 3G_b + \sum_{\text{3 perms}} \{G_c + G_d + G_e\}.
\]

The corresponding momentum space correlation functions, with the composite operator kept in position space are calculated as follows.

\[
G_a = \Delta(p_1)\Delta(p_2)\Delta(p_3).
\]

The \(G_b\) calculation is essentially the same as the vertex renormalisation (bar the \(-i\) that comes with one of the vertices), i.e., the integral before \((A.105)\).

\[
G_b = \left[ -\frac{g^3 \mu^{3-d/2}}{(4\pi)^3(d-6)} + \text{finite} \right] \Delta(p_1)\Delta(p_2)\Delta(p_3).
\]
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Similarly, the $G_c, G_d$ calculations are reproductions of the self-energy calculation (A.104), giving
\[ G_c = \left[ \frac{ig^3 \mu^{3-d/2}}{(4\pi)^3(d-6)} (m^2 - (p_2 + p_3)^2/6) + \text{finite} \right] \Delta(p_1) \Delta(p_2) \Delta(p_3) \Delta(p_2 + p_3), \]
and
\[ G_d = \left[ \frac{ig^3 \mu^{3-d/2}}{(4\pi)^3(d-6)} (m^2 - p_1^2/6) + \text{finite} \right] \Delta(p_1) \Delta(p_2) \Delta(p_3) \Delta(p_2 + p_3). \]
Finally, the $G_c$ calculation reproduces the source term integral (A.106),
\[ G_c = \left[ \frac{g^3 \mu^{3-d/2} m^4}{2(4\pi)^3(d-6)} + \text{finite} \right] \Delta(p_1) \Delta(p_2) \Delta(p_3) \Delta(p_2 + p_3) \Delta(p_1 + p_2 + p_3). \]
To get rid of these poles in the minimal subtraction scheme, we need counter-terms involving the following correlation functions, (along with the $G_a$). To tree level,
\[ G(\frac{1}{2} m^2 \phi^2) = -ig \mu^{3-d/2} m^2 \Delta(p_1) \Delta(p_2) \Delta(p_3) \Delta(p_2 + p_3) + 2 \text{ perms}, \]
\[ G(\phi \partial^2 \phi) = -ig \mu^{3-d/2} [ -p_1^2 - (p_2 + p_3)^2 ] \Delta(p_1) \Delta(p_2) \Delta(p_3) \Delta(p_2 + p_3) + 2 \text{ perms}, \]
\[ G(\mu^{d/2-3} \phi) = -g^2 \mu^{d/2-3} \Delta(p_1) \Delta(p_2) \Delta(p_3) \Delta(p_2 + p_3) \Delta(p_1 + p_2 + p_3) + 2 \text{ perms}. \]
Therefore, the finite correlation function corresponding to the correlation function in (B.124), which we label by $G(1/6g \mu^{3-d/2}[\phi^3])$, is given by
\[
G(\frac{1}{6} g \mu^{3-d/2}[\phi^3]) = \left( 1 + \frac{3g^2}{(4\pi)^3(d-6)} \right) G(\frac{1}{6} g \mu^{3-d/2}[\phi^3]) + \frac{2g^2}{(4\pi)^3(d-6)} G(\frac{1}{2} m^2 \phi^2) \\
+ \frac{g^2}{6(4\pi)^3(d-6)} G(\phi \partial^2 \phi) + \frac{g^2}{2(4\pi)^3(d-6)} G((m^4/g) \mu^{d/2-3} \phi) + O(g^3). \]
To compare this with the result we derived in (3.48) and in (3.54), i.e.,
\[
\frac{1}{6} g \phi^3 = \left( 1 + \frac{\beta}{d/2 - 3} \right) \frac{1}{6} g \mu^{3-d/2}[\phi^3] + \frac{\delta}{d/2 - 3} m^2 [\phi^2] - \frac{\gamma}{d/2 - 3} [E] \\
- \frac{\eta}{d/2 - 3} i \mu^{d/2-3} \phi - \frac{m^4 X}{g} \mu^{d/2-3} \phi + a_4 \partial^2 \phi + a_6 \partial^3 \phi + a_7 \partial^2[\phi^2]. \]
We have to $O(g^2)$ the coefficients of the first four terms,
\[
\beta = -\frac{3g^3}{4(4\pi)^3}; \quad \delta = -\frac{5g^2}{6(4\pi)^3}; \quad \gamma = \frac{g^2}{12(4\pi)^3}; \quad \eta = \frac{g^2}{2(4\pi)^3\left(\frac{1}{6} + \frac{m^4}{jg}\right)}; \quad X = -\frac{g^2}{4(4\pi)^3(d/2 - 3)}. \]
It is apparent from this comparison that for this to be consistent, we must have
\[ a_4 = a_6 = a_7 = 0 + O(g^3). \]
\[ \therefore \zeta_4 = \zeta_6 = \zeta_7 = 0 + O(g^3). \]
Some algebra is necessary before \(B.127\) can be compared with Feynman diagram computation.

\[
\frac{1}{6}(g + \delta g)\mu^{3-d/2}\phi^3 = \left(1 - \frac{3g^2}{4(4\pi)^3(d/2 - 3)}\right)\frac{1}{6}g\mu^{3-d/2}[\phi^3] - \frac{5g^2}{6(4\pi)^3(d/2 - 3)}\frac{1}{2}m^2\phi^2
\]

\[
- \frac{g^2}{12(4\pi)^3(d/2 - 3)}\left\{\phi\partial^2\phi + m^2\phi^2 + \frac{1}{2}g\mu^{3-d/2}\phi^3 - j\mu^{d/2-3}\phi\right\}
\]

\[
- \frac{g^2}{12(4\pi)^3(d/2 - 3)}j\mu^{d/2-3}\phi + \left(1 - \frac{1}{4}\right)\frac{g^2}{(4\pi)^3(d/2 - 3)}\frac{m^4}{g}\mu^{d/2-3}\phi + O(g^3).
\]

Here we have substituted for the renormalised term \([\phi^2]\) with \(\phi^2\), since we needed to keep only \(O(1)\) terms, similarly in \(E_0 = \|E\|\), counterterms for all the terms are ignored, as they would be \(O(g^2)\). Substituting for \(\delta g\) using \(A.105\),

\[
\frac{1}{6}g\mu^{3-d/2}[\phi^3] = \left(1 + \frac{g^2}{(4\pi)^3(d-6)} + \frac{g^2}{4(4\pi)^3(d/2 - 3)}\right)\left(1 - \frac{3g^2}{4(4\pi)^3(d/2 - 3)}\right)^{-1}\frac{1}{6}g\mu^{3-d/2}\phi^3
\]

\[
\frac{g^2}{(4\pi)^3(d/2 - 3)2}m^2\phi^2 + \frac{g^2}{12(4\pi)^3(d/2 - 3)}\phi\partial^2\phi
\]

\[
+ \frac{1}{4}\frac{g^2}{(4\pi)^3(d/2 - 3)}\frac{m^4}{g}\mu^{d/2-3}\phi + O(g^3)
\]

\[
(1 + \frac{3g^2}{2(4\pi)^3(d/2 - 3)})\frac{1}{6}g\mu^{3-d/2}\phi^3 + \frac{g^2}{(4\pi)^3(d/2 - 3)}\frac{1}{2}m^2\phi^2
\]

\[
+ \frac{g^2}{12(4\pi)^3(d/2 - 3)}\phi\partial^2\phi + \frac{1}{4}\frac{g^2}{(4\pi)^3(d/2 - 3)}\frac{m^4}{g}\mu^{d/2-3}\phi + O(g^3)
\]

That matches for the terms without total derivative operators.
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