CONDITIONAL INDEPENDENCE IDEALS
WITH HIDDEN VARIABLES
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Abstract. We study a class of determinantal ideals that are related to conditional
independence (CI) statements with hidden variables. Such CI statements correspond to
determinantal conditions on a matrix whose entries are probabilities of events involving
the observed random variables. We focus on an example that generalizes the CI ideals
of the intersection axiom. In this example, the minimal primes are again determinantal
ideals, which is not true in general.

1. Introduction

This work is concerned with the study of conditional independence (CI) statements
with hidden variables through the lens of algebraic statistics and commutative algebra.
We are led to a class of ideals generated by minors of a matrix of indeterminates, where
the indeterminates correspond to probabilities. The classical case of CI ideals without
hidden variables corresponds to a class of ideals generated by 2-minors.

1.1. Structure of the paper. In Section 1.2, we explain the setting of conditional inde-
pendence ideals that motivates our study. In Section 1.3, we show how to define conditional
independence ideals with hidden variables. The determinantal ideals that we are interested
in are defined in Section 1.4. In Section 1.5, we show that the ideals can also be defined
as determinantal hyperedge ideals. The reader who is not interested in the statistical
motivation may skip Sections 1.2 to 1.4.

The main results will be presented in Section 2 with proofs given in Section 3. The
final Section 4 discusses possible generalizations.

1.2. Conditional independence ideals. Conditional independence is an important tool
in statistical modelling [Stu05]. For example, it gives an interpretation to graphical models,
both undirected (i.e. Markov fields) and directed (i.e. Bayesian networks) [MDLW18].

Suppose a family of random variables satisfies a list of conditional independence state-
ments. Given a sub-family of these random variables, it is in general difficult to say which
constraints are implied by these CI statements on this sub-family. This situation arises
when some of the random variables are either hidden (i.e. not observed) or not of interest.
Here we are interested in the constraints that are satisfied by the observed variables (or
the variables of interest) alone. For example, in causal reasoning, it is important to know
what constraints on the observed variables are caused by hidden variables [SA15].
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For graphical models, the problem of describing the induced model on the observed variables is well-studied. The joint distribution on the observed variables is constrained by both equalities and inequalities. When all random variables are finite (as we will assume throughout this paper), conditional independence can be characterized by polynomial constraints on the joint probabilities of all variables. Therefore, the equality and inequality constraints on the joint probabilities of the observed variables can also be formulated algebraically; that is, the set of joint probability distributions forms a semi-algebraic set \[ \text{DSS09, Sul18} \]. The models that have been studied so far include hidden Markov models, mixture models or restricted Boltzmann machines \[ \text{ART14, SM18} \]. Some, but not all, of the constraints among the observed variables have an interpretation in terms of conditional independence. For example, the Verma constraints can be interpreted as coming from a conditional independence statement \[ \text{RERS17} \].

In algebraic statistics, the ideals corresponding to conditional independence statements without hidden variables are called conditional independence ideals; they have been studied in \[ \text{Fin11, HHH}^{+10, \text{Rau13, ST13}} \]. Here, we study a class of ideals that are derived from conditional independence statements with hidden variables. While ordinary conditional independence ideals are generated by 2-minors of a matrix of probabilities, CI statements with hidden variables introduce constraints that correspond to higher minors.

### 1.3. CI statements with hidden variables

Consider two random variables \( X, Y \) with finite state spaces \( X, Y \). The joint distribution of \( X, Y \) can be identified with a \( X \times Y \)-matrix \( P = (p_{x,y})_{x \in X, y \in Y} \), where \( p_{x,y} = P(X = x, Y = y) \). The variables \( X \) and \( Y \) are independent if and only if \( P \) has rank one \[ \text{DSS09, Sul18} \].

In the presence of a third random variable \( Z \) with state space \( Z \), the joint probability distribution becomes a tensor \( P = (p_{x,y,z})_{x \in X, y \in Y, z \in Z} \). The variables \( X \) and \( Y \) are independent given \( Z \) if and only if for each \( z \in Z \) the matrix \( P_z := (p_{x,y,z})_{x \in X, y \in Y} \) has rank one. In this case we write \( X \perp \perp Y \mid Z \) and we call this expression a conditional independence (CI) statement.

Suppose that \( Z \) is a hidden (unobserved) variable, and that we only have access to the marginal distribution of \( X \) and \( Y \), which is equal to the marginal tensor \( P^{X,Y} = \sum_{z \in Z} P_z \). If \( X \) and \( Y \) are independent given \( Z \), then \( P^{X,Y} \) has rank at most \( |Z| \). More precisely, \( P^{X,Y} \) has non-negative rank at most \( |Z| \); that is, \( P^{X,Y} \) can be written as a non-negative linear combination of non-negative rank-one matrices. Conversely, any (non-negative real) matrix \( P^{X,Y} \) of non-negative rank at most \( |Z| \) that satisfies the normalization condition \( \sum_{x,y} P^{X,Y}_{x,y} = 1 \) arises in this way, as the \( (X,Y) \)-marginal of a joint distribution tensor \( P \) of three variables \( X, Y, Z \) that satisfies \( X \perp \perp Y \mid Z \).

The set of matrices of non-negative rank at most \( r \) form a semi-algebraic set. A characterization of this semi-algebraic set for \( r = 2 \) is given in \[ \text{ARSZ15} \]. For \( r > 2 \), the semi-algebraic conditions are not known in general. It is known that its Zariski closure equals the set of all matrices of rank at most \( r \), and it is described by the determinantal ideal of all \( (r+1) \)-minors of \( P \).

When combining several CI statements with hidden variables, the set of corresponding joint distributions of the observed variables will again be a semi-algebraic set. In this paper, we restrict attention to a subset of the equality constraints consisting of rank constraints. While these rank constraints are in general not even enough to describe the Zariski closure, they do provide valuable insights.

**Example 1.1.** The invariants of edges that appear in the implicit description of phylogenetic models encode rank conditions that arise from CI statements with hidden variables \[ \text{AR07} \].
Suppose that \( Y_1, \ldots, Y_{n_a} \) are observed base pairs of extant species at a specific location (assuming that the alignment is known). Each edge \( e \) in a phylogenetic tree induces a split of the observed variables, say \( Y_1, \ldots, Y_k, Y_{k+1}, \ldots, Y_{n_a} \). This split corresponds to a CI statement \( \{ Y_1, \ldots, Y_k \} \perp \perp \{ Y_{k+1}, \ldots, Y_{n_a} \} \), where \( H_e \) is one of the unobserved nodes of \( e \). For a single base pair, \( H_e \) can take four values, which correspond to the four types of bases found in a DNA molecule (adenine, cytosine, guanine, and thymine), and so the invariants of edges consist of 5-minors of a matrix of probabilities.

The invariants of edges do not give a full description of the phylogenetic model, nor its Zariski closure. Nevertheless, as shown in [CFS11], the invariants of edges consist of 5-minors of a matrix of probabilities.

1.4. Ideals of CI statements. The ideals that we are interested in arise from the following situation: Consider three observed variables \( X, Y_1, Y_2 \), taking values in the finite sets \( \mathcal{X}, \mathcal{Y}_1, \mathcal{Y}_2 \) of cardinalities \( |\mathcal{X}| = d, |\mathcal{Y}_1| = k, |\mathcal{Y}_2| = \ell \), and two hidden variables \( H_1, H_2 \), taking values in the finite sets \( \mathcal{H}_1, \mathcal{H}_2 \) of cardinalities \( |\mathcal{H}_1| = s - 1, |\mathcal{H}_1| = t - 1 \).

The joint distribution of the observed variables can be identified with a non-negative matrix \( P \in \mathbb{R}^{\mathcal{X} \times \mathcal{Y}} \), where \( \mathcal{Y} = \mathcal{Y}_1 \times \mathcal{Y}_2 \). The matrix \( P \) has \( d \) rows and \( k\ell \) columns, and its entries \( p_{x,(y_1,y_2)} \) sum to one. The row indices correspond to states \( x \in \mathcal{X} \), and the column indices correspond to joint states \((y_1, y_2) \in \mathcal{Y}\). For each \( i \in \mathcal{Y}_1 \), we define \( R_i = \{(i, j) \in \mathcal{Y} : j \in \mathcal{Y}_2 \} \) and for each \( j \in \mathcal{Y}_2 \) we define \( C_j = \{(i, j) \in \mathcal{Y} : i \in \mathcal{Y}_1 \} \).

Let \( K \) be a field and \( R \) be the polynomial ring over \( K \) in the variables \( p_{x,(y_1,y_2)} \) corresponding to the entries of \( P \). From the statistical point of view, it makes sense to assume that \( K = \mathbb{R} \) or \( K = \mathbb{C} \) (for algebraic convenience), but as it turns out, our algebraic results are independent of the choice of the field. For each \( F \subseteq \mathcal{Y} \) denote by \( P_F \) the submatrix of \( P \) consisting of the columns indexed by \( F \). Then we define two ideals in \( R \):

\[
J_{X \perp Y_1 | \{ Y_2, H_1 \}} = \langle s\text{-minors of } P_{C_j} \text{ for all } j \in \mathcal{Y}_2 \rangle,
\]
\[
J_{X \perp Y_2 | \{ Y_1, H_2 \}} = \langle t\text{-minors of } P_{R_i} \text{ for all } i \in \mathcal{Y}_1 \rangle.
\]

Finally, for \( \mathcal{C} = \{ X \perp Y_1 | \{ Y_2, H_1 \}, X \perp Y_2 | \{ Y_1, H_2 \} \} \), we define

\[
J_{\mathcal{C}} = J_{X \perp Y_1 | \{ Y_2, H_1 \}} + J_{X \perp Y_2 | \{ Y_1, H_2 \}}.
\]

Note that the ideals \( J_{X \perp Y_1 | \{ Y_2, H_1 \}}, J_{X \perp Y_2 | \{ Y_1, H_2 \}} \) and \( J_{\mathcal{C}} \) not only depend on the CI statements, but also on \( d, k, \ell, s \) and \( t \). However, these additional parameters will usually be fixed and clear from the context, so we omit them from the notation.

By what has been said in Section 1.3 the following holds: if \( X, Y_1, Y_2, H_1, H_2 \) are random variables that satisfy the CI statements in \( \mathcal{C} \), then the joint distribution \( P \) of the observed variables \( X, Y_1, Y_2 \) lies in the vanishing set of \( J_{\mathcal{C}} \).

Example 1.2. Let \( \mathcal{X} = \{ 1, 2, 3 \} = \mathcal{Y}_1 = \mathcal{Y}_2 \). The matrix \( P \in \mathbb{R}^{\mathcal{X} \times \mathcal{Y}} \cong \mathbb{R}^{3 \times 9} \) has the form

\[
\begin{pmatrix}
  p_{1,(1,1)} & p_{1,(2,1)} & p_{1,(3,1)} & p_{1,(1,2)} & p_{1,(2,2)} & p_{1,(3,2)} & p_{1,(1,3)} & p_{1,(2,3)} & p_{1,(3,3)} \\
p_{2,(1,1)} & p_{2,(2,1)} & p_{2,(3,1)} & p_{2,(1,2)} & p_{2,(2,2)} & p_{2,(3,2)} & p_{2,(1,3)} & p_{2,(2,3)} & p_{2,(3,3)} \\
p_{3,(1,1)} & p_{3,(2,1)} & p_{3,(3,1)} & p_{3,(1,2)} & p_{3,(2,2)} & p_{3,(3,2)} & p_{3,(1,3)} & p_{3,(2,3)} & p_{3,(3,3)} \\
\end{pmatrix}.
\]

The small vertical displacement of the entries indicates that the matrix \( P \) can be seen as a flattening of a 3-tensor, and it allows to conveniently mark the submatrices \( P_{C_j} \) and \( P_{R_i} \).
The coloured lines in the following display indicate the two submatrices $P_{R_1}$ and $P_{C_3}$:

\[
\begin{pmatrix}
  p_{1,1} & p_{1,2} & p_{1,3} & \ldots & p_{1,2} & p_{1,3} \\
  p_{2,1} & p_{2,2} & p_{2,3} & \ldots & p_{2,2} & p_{2,3} \\
  p_{3,1} & p_{3,2} & p_{3,3} & \ldots & p_{3,2} & p_{3,3}
\end{pmatrix}
\].

Suppose that $|\mathcal{H}_1| = 1$. In this case, the hidden variable $H_1$ is constant and can be omitted from all CI statements; i.e. $X \perp Y_1 | \{Y_2, H_1\}$ is equivalent to $X \perp Y_1 | Y_2$. The ideal $J_{X \perp Y_1 | \{Y_2, H_1\}}$ is generated by all 2-minors of the matrix $P_{C_3}$ connected by dotted green lines and the 2-minors of $P_{C_1}$ and $P_{C_2}$.

Similarly, suppose that $|\mathcal{H}_2| = 2$. Then $J_{X \perp Y_2 | \{Y_1, H_2\}}$ is generated by the determinant of the matrix $P_{R_1}$ connected by dashed red lines and the determinants of $P_{R_2}$ and $P_{R_3}$.

Our main results below give properties of the ideal $J_C$ in the case $2 \leq k \leq \ell \leq d$, $s = 2$, $t = \ell$. In particular, Theorem 2.6 describes its minimal primes. Before stating our main results, we show how $J_C$ can be seen as a determinantal hyperedge ideal.

### 1.5. Determinantal hyperedge ideals

Throughout we let $\mathcal{X}$, $\mathcal{Y}$ be finite sets, and consider a matrix $P = (p_{x,y})_{x \in \mathcal{X}, y \in \mathcal{Y}}$ of indeterminates. Let $K$ be a field, we work over the polynomial ring $R = K[P]$. Denote by $d = |\mathcal{X}|$ the number of rows of $P$. For any $A \subseteq \mathcal{X}$, $B \subseteq \mathcal{Y}$ with $|A| = |B|$ denote by $[A][B]$ the determinant of the submatrix of $P$ consisting of those entries with row indices in $A$ and with column indices in $B$. When $A = \mathcal{X}$, then we simply write $[B]$ for $[A][B]$. We also abbreviate $[a_1, \ldots, a_k][b_1, \ldots, b_k]$ for $\left[\{a_1, \ldots, a_k\}, \{b_1, \ldots, b_k\}\right]$.

Formally, the sign of this determinant depends on the ordering of the rows and columns. Later we are only interested whether this determinant vanishes or not, and so the ordering of the rows and columns is not important. However, when studying the Gröbner bases of our ideals, we consider ordered sets, and we assume that $\mathcal{X} = [d]$.

**Definition 1.3.** A hypergraph $\Delta$ with vertex set $\mathcal{Y}$ is a subset of the power set $2^\mathcal{Y}$. The elements of a hypergraph are hyperedges. The **determinantal hyperedge ideal** of $\Delta$ is

\[
J_{\mathcal{X}, \Delta} = \langle [A][B] : A \subseteq \mathcal{X}, B \subseteq \Delta, |A| = |B| \rangle \subset R.
\]

Since hyperedges $F \in \Delta$ with $|F| > |\mathcal{X}| = d$ do not contribute to $J_{\mathcal{X}, \Delta}$, we may assume that $|F| \leq d$ for all $F \in \Delta$ when studying $J_{\mathcal{X}, \Delta}$.

**Example 1.4.** Let $\mathcal{X} = [3]$ and $\Delta$ be the hypergraph on $\mathcal{Y} = [6]$,

\[
\Delta = \{123, 124, 356, 456, 34\}.
\]

Then the ideal $J_{\mathcal{X}, \Delta} \subset K[p_{1,1}, \ldots, p_{3,6}]$ is generated by the following minors of $P$,

\[
[123], [124], [356], [456], [12|34], [13|34], [23|34].
\]

1 While this degenerate case is the case covered by our main results, we chose to keep $H_1$ in order to indicate in which direction we would like to generalize our results.
Given natural numbers $k, \ell, s, t$ we define $\mathcal{Y}_1 = [k], \mathcal{Y}_2 = [\ell]$ and $\mathcal{Y} = \mathcal{Y}_1 \times \mathcal{Y}_2$. It is sometimes convenient to identify $\mathcal{Y}$ with $[k\ell]$ and to arrange its entries in a matrix:

$$\mathcal{Y} \cong [k\ell] = (\mathcal{Y}_{i,j})_{i,j} = \begin{pmatrix}
1 & k+1 & \cdots & (\ell - 1)k + 1 \\
2 & k+2 & \cdots & (\ell - 1)k + 2 \\
\vdots & \vdots & & \vdots \\
k & 2k & \cdots & \ell k
\end{pmatrix}. $$

The rows (this matrix which represents) $\mathcal{Y}$ are $R_i = \{\mathcal{Y}_{i,j} \in \mathcal{Y} : j \in \mathcal{Y}_2\}$ for each $i \in \mathcal{Y}_1$. The columns of $\mathcal{Y}$ are $C_j = \{\mathcal{Y}_{i,j} \in \mathcal{Y} : i \in \mathcal{Y}_1\}$ for each $j \in \mathcal{Y}_1$. We define the hypergraphs

$$\Delta^t = \{B \subseteq \mathcal{Y} : |B| = t\} \text{ and } \Lambda^s = \bigcup_{j \in \mathcal{Y}_2} \{B \subseteq C_j : |B| = s\}$$

which will be used to describe the minimal prime components of the ideal $J_\mathcal{C}$. The ideal $J_\mathcal{C}$ is a determinantal hyperedge ideal. To be precise, $J_\mathcal{C} = J_{\mathcal{X}, \Lambda^s, t}$, where

$$\Delta^{s,t} = \Lambda^s \cup \bigcup_{i \in \mathcal{Y}_1} \{B \subseteq R_i : |B| = t\}.$$  

2. Main results

Let $\Delta = \Delta^{s,t}$. We begin by defining the ideals which will appear in the prime decomposition of $J_\mathcal{C}$.

**Definition 2.1.**

1. Let $S$ be a subset of $\mathcal{Y} = [k\ell]$. We define the ideal

$$I_S = \langle p_{i,j} : i \in \{1, \ldots, \ell\}, j \in S \rangle + J_{\mathcal{X}, \Lambda^s}.$$

2. Define the ideal $I_0 = J_{\mathcal{X}, \Lambda^s \cup \Delta^t}$.

**Example 2.2.** Let $k = 2, \ell = 3, s = 2$ and $t = d = 3$. Then $\mathcal{Y} = \begin{pmatrix} 1 & 3 & 5 \\ 2 & 4 & 6 \end{pmatrix}$. We have,

$$\Delta = \{12, 34, 56, 135, 246\}, \text{ and } P = \begin{pmatrix}
p_{1,1} & p_{1,2} & p_{1,3} & p_{1,4} & p_{1,5} & p_{1,6} \\
p_{2,1} & p_{2,2} & p_{2,3} & p_{2,4} & p_{2,5} & p_{2,6} \\
p_{3,1} & p_{3,2} & p_{3,3} & p_{3,4} & p_{3,5} & p_{3,6}
\end{pmatrix}.$$

The corresponding hyperedge ideal is $J_{[3], \Delta} = \langle \{12, 13, 14, 23, 24, 34, 45, 46, 56, 67\} \rangle$. We also have the subgraph $\Lambda^s = \Lambda^2 = \{12, 34, 56\}$ of $\Delta$ and so,

$$J_{[3], \Lambda^2} = \langle \{12, 13, 14, 23, 24, 34, 45, 46, 56, 67\} \rangle \subseteq J_{[3], \Delta}.$$  

Consider $S = \{1, 4\}$. Then $I_S = I_{14} = \langle p_{1,1}, p_{2,1}, p_{3,1}, p_{1,4}, p_{2,4}, p_{3,4} \rangle + J_{[3], \Lambda^2}$, where $J_{[3], \Lambda^2} = \langle \{12, 13, 14, 23, 24, 34, 45, 46, 56\} \rangle$. The edges of the hypergraph $\Delta^t$ are all 3-subsets of $[6]$. So the ideal $I_0$ is generated by all 3-minors of $P$ along with all 2-minors in $J_{[3], \Lambda^2}$.

We assume that $2 \leq k \leq \ell \leq d, s = 2, t = \ell$. We are mostly interested in the ideals $I_S$ when $S$ belongs to

$$\mathcal{L} = \{\{\mathcal{Y}_{i_1,j_1}, \ldots, \mathcal{Y}_{i_k,j_k}\} : |\{i_1, \ldots, i_k\}| = k, |\{j_1, \ldots, j_k\}| \geq 2\}.$$  

In this case, $J_{\mathcal{X}, \Lambda^2, t} \subseteq I_S$. Moreover, $J_{\mathcal{X}, \Lambda^2, t} \subseteq I_0$, since $\Delta^{s,t} \subseteq \Lambda^2 \cup \Delta^t$.

It is easy to write down a minimal generating set of the ideal $I_0$. 
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Lemma 2.3. Let \( X = [d] \). Then \( I_0 \) is minimally generated by the following set of minors:
\[
G(I_0) = \{ [A \mid B] : A \subseteq [d], B \in \Delta, |A| = |B| = 2 \}
\cup \{ [A \mid B] : A \subseteq [d], B \subseteq [k], |A| = |B| = t, |B \cap C_j| \leq 1 \text{ for each } j \}.
\]
Let \( \prec_{\text{lex}} \) be the lexicographic term order induced by the natural order of the variables:
\[
p_{u,i} > p_{v,m} \iff u < v, \text{ or } u = v \text{ and } i < m.
\]

Theorem 2.4. \( \begin{enumerate} \item \text{The set } G(I_0) \text{ forms a Gröbner basis for } I_0 \text{ with respect to } \prec_{\text{lex}}. \item \text{For any } S \in \mathcal{L}, \text{ the generators of } I_S \text{ form a Gröbner basis with respect to } \prec_{\text{lex}}. \end{enumerate} \)

Theorem 2.5. The ideals \( I_0 \) and \( I_S \) are all prime.

Theorem 2.6. A minimal primary decomposition of the radical of \( J_{X,\Delta} \) is given by
\[
\sqrt{J_{X,\Delta}} = I_0 \cap \bigcap_{S \in \mathcal{L}} I_S.
\]

Corollary 2.7. The number of minimal prime components of \( \sqrt{J_{X,\Delta}} \) is \( \ell^k - \ell + 1 \).

Proposition 2.8. The dimension of \( R/I_S \) for \( S \in \mathcal{L} \) is \( \ell(k + d - 1) - k \). The dimension of \( R/I_0 \) is \( \ell(k + d) - d - 1 \).

The proof of these statements are in Section 3. We conclude this section with examples and a comparison of our result to similar results about determinantal hyperedge ideals and the CI ideals of the intersection axiom.

Example 2.9. Let us consider some specific cases.

1. Let \( k = 2, \ell = 3, s = 2 \) and \( t = d = 3 \). We continue Example 2.2 and recall,
\[
\Delta = \{12, 34, 56, 135, 246\}, \quad \text{and} \quad P = \begin{pmatrix}
    p_{1,1} & p_{1,2} & p_{1,3} & p_{1,4} & p_{1,5} & p_{1,6} \\
    p_{2,1} & p_{2,2} & p_{2,3} & p_{2,4} & p_{2,5} & p_{2,6} \\
    p_{3,1} & p_{3,2} & p_{3,3} & p_{3,4} & p_{3,5} & p_{3,6}
\end{pmatrix}.
\]

The corresponding hyperedge ideal is
\[
J_{[3],\Delta} = \langle [12][12], [13][12], [23][12], [12][34], [13][34], [23][34], [12][56], [13][56], [23][56], [135], [246] \rangle.
\]

\( J_{[3],\Delta} \) has 7 prime components corresponding to the sets: 14, 16, 32, 36, 52 and 54 along with the ideal \( I_0 \).

2. Now we increase \( k \) to 3. Then
\[
\mathcal{Y} = \begin{pmatrix}
    1 & 4 & 7 \\
    2 & 5 & 8 \\
    3 & 6 & 9
\end{pmatrix}, \quad \Delta = \{12, 13, 23, 45, 46, 56, 78, 79, 89, 147, 258, 369\},
\]
\[
P = \begin{pmatrix}
    p_{1,1} & p_{1,2} & p_{1,3} & p_{1,4} & p_{1,5} & p_{1,6} & p_{1,7} & p_{1,8} & p_{1,9} \\
    p_{2,1} & p_{2,2} & p_{2,3} & p_{2,4} & p_{2,5} & p_{2,6} & p_{2,7} & p_{2,8} & p_{2,9} \\
    p_{3,1} & p_{3,2} & p_{3,3} & p_{3,4} & p_{3,5} & p_{3,6} & p_{3,7} & p_{3,8} & p_{3,9}
\end{pmatrix}.
\]

\( J_{[3],\Delta} \) has 25 prime components which fall into three symmetry classes:

| Type | Representative | Occurrences | Number of generators | Codimension |
|------|----------------|-------------|----------------------|-------------|
| 0    | \( I_0 \)      | 1           | 54                   | 14          |
| 1    | \( I_{150} \)   | 6           | 18                   | 12          |
| 2    | \( I_{126} \)   | 18          | 21                   | 12          |
Remark 2.10. The ideals $J_{X,\Delta}$ do not behave similarly to the determinantal facet ideals studied in [EHHM13]. For example, the Betti numbers of $J_{X,\Delta}$ and $I_0$ are not equal to those of their initial ideals. This is in contrast to determinantal facet ideals, see Corollary 5.6 in [MR18].

Remark 2.11 (Statistical interpretation of prime components). The component $I_0$ describes all joint distributions with full support (i.e. without zero entries). Algebraically, this is equivalent to $I_0 = \sqrt{J_{X,\Delta}} : (\prod_{i,j} p_{i,j})^{\infty}$. For CI ideals, the component(s) that describe the probability distributions with full support are of special importance [Stu02], because it corresponds to the statistical case without structural zeros. $I_0$ has a clear probabilistic interpretation: $I_0 = J_{X\perp Y_1|Y_2, X\perp\{Y_1,Y_2\}|H_2}$, where $|H_2| = 2$. This can be compared with the intersection axiom, which states: If $X \perp Y_1|Y_2$ and $X \perp Y_2|Y_1$ and if the joint distribution of $X$, $Y_1$ and $Y_2$ has full support, then $X \perp \{Y_1,Y_2\}$.

In all other prime components, the zeros of the joint distribution matrix are such that each determinant implied by the CI statement $X\perp Y_1|\{Y_2, H_2\}$ involves a zero column. Thus, each such determinant vanishes trivially, and only the determinants implied by $X\perp Y_1|Y_2$ prevail as generators.

3. Proofs of main results

Proof of Theorem 2.7.4 Statement (2) is proved as follows. $I_S$ is a sum of a monomial ideal and determinantal ideals. Each determinantal ideal corresponds to a column $C_j$, $j \in [\ell]$, and is generated by all 2-minors of $P_{C_j \setminus S}$. The 2-minors form a Gröbner basis of this determinantal ideal, see [MR18]. Since the sets of variables that appear in the generators of each of the ideals in the sum are disjoint, the generators form a Gröbner basis for $I_S$.

We prove Statement (1) using Buchberger’s algorithm. Take two elements $g_1$ and $g_2$ in $G(I_0)$. We show that the $S$-polynomial $S(g_1,g_2)$ reduces to zero. Assuming that the initial terms of $g_1$ and $g_2$ are not coprime, we consider the following cases:

Case 1. $\deg(g_1) = \deg(g_2) = 2$. Since the initials terms of $g_1$ and $g_2$ are not coprime, we deduce that $g_1$ and $g_2$ belong to a submatrix $P_{C_j}$ for some $j$. It is a classical result that the 2-minors of $P_{C_j}$ form a Gröbner basis with respect to $\prec_{\text{lex}}$ for the ideal they generate. Thus, $S(g_1,g_2)$ reduces to zero via the same reduction as in the classical case.

Case 2. $\deg(g_1) = \deg(g_2) = t$. We use the same classical result, that is, the set of t-minors of $P$ is a Gröbner basis for the ideal they generate. So the $S$-polynomial has a reduction to zero by t-minors. Note that every t-minor either occurs in $G(I_0)$ or can be written as a $\mathbb{K}[p_{i,j}]$-linear sum of the 2-minors in $G(I_0)$. So the reduction of the $S$-polynomial $S(g_1,g_2)$ can be written in terms of minors in $G(I_0)$.

Case 3. $\deg(g_1) = 2$ and $\deg(g_2) = t$. Let us write $g_1 = [i_1i_2 \mid j_1j_2]$ and $g_2 = [I \mid J]$. Take the submatrix $P$ of $P$ with columns $J \cup \{j_1,j_2\}$ and rows $I \cup \{i_1,i_2\}$. Assume that $n = \{|i_1,i_2| \cup I\}$ and $m = \{|j_1,j_2| \cup J\}$. We relabel the rows of $P$ with $|n|$ and its columns with $|m|$. The indices $j_1,j_2$ belong to the column $C_i$ for some $i$, hence by the definition of $G(I_0)$ there is at most one $j \in J$ with $j \in C_i$. Denote by $j_a$ the unique element of $\{j_1,j_2\} \cap J$. Define $I = \{i_1,i_2\} \cap I$. We have that $|I| \leq 2$.

We now study all four possible cases for $u \in \{1,2\}$ and $|I| \in \{1,2\}$ depicted in Figure 1.

Case 3i. $u = 1$ and $|I| = 1$. We have $i_1 = j_1$, because $p_{i_1,j_1}$ divides the initial term of $g_2$. Let $a := i_1 = j_1$ and $b := i_2 > a$. Since every element $j \in J$ belongs to a distinct column $C_j$ and the minor $g_1$ is taken from a single column $C_i$, we must have that $j_1,j_2$
are adjacent columns in \( \bar{P} \) (recall the ordering of the set \( \mathcal{Y} \) of column indices defined in Section 1.4). Thus, \( j_2 = a + 1 \). Note that in this case \( m = n \). The following identity can be deduced by expanding the determinants on the left hand side along the columns \( a + 1 \) and \( a \), respectively:

\[
(1) \quad p_{b,a}[n] \setminus \{b\} | [n] \setminus \{a\}] - p_{b,a+1}[n] \setminus \{b\} | [n] \setminus \{a + 1\}]
= \sum_{i < b} (-1)^{a+i-1}[ib \mid a(a + 1)][n] \setminus \{i, b\} | [n] \setminus \{a, a + 1\}]
+ \sum_{i > b} (-1)^{a+i-1}[bi \mid a(a + 1)][n] \setminus \{b, i\} | [n] \setminus \{a, a + 1\}]
\]

We now check that rearranging the above equation gives a reduction of \( S(g_1, g_2) \) to zero. First, the coefficients of \( g_1 \) and \( g_2 \) agree with those from the \( S \)-polynomial. Second, the initial terms of all other terms appearing in the expression are smaller than the leading term of the \( S \)-polynomial.

Note that \( g_2 = [n] \setminus \{b\} | [n] \setminus \{a + 1\} \) appears on the left hand side of (1) with coefficient \(-p_{b,a+1}\) as expected. On the other hand, \( g_1 = [ab \mid a(a + 1)] \) appears on the right hand side with coefficient \((-1)^{2a-1}\) where \( h = [n] \setminus \{a, b\} | [n] \setminus \{a, a + 1\} \), as required.

It remains to check that all terms appearing in (1) which do not belong to the \( S \)-polynomial, are less than the initial term of \( S(g_1, g_2) \). To do this we use the table in Appendix A.1. First we calculate explicitly the initial term of the \( S(g_1, g_2) \) which is either the second largest term of \( S(h) \) or \( p_{b,a+1}g_2 \) where \( h = [n] \setminus \{a, b\} | [n] \setminus \{a, a + 1\} \). The initial term of \( S(g_1, g_2) \) depends upon the values of \( a \) and \( b \) so we take the necessary cases in the table. Second we see from the table that every other term in (1) is less than or equal to the initial term of \( S(g_1, g_2) \).

**Case 3.ii.** \( u = 2 \) and \( |I| = 1 \). We have \( i_2 = j_2 \), because \( p_{i_2,j_2} \) divides the initial term of \( g_2 \). Let \( a + 1 := i_2 = j_2 \) and \( b := i_1 < a + 1 \). By the relabelling to \( \bar{P} \) we have that \( j_1 = a \). Note that in this case \( m = n \).

We now check that rearranging (1) from Case 3.i gives a reduction of \( S(g_1, g_2) \) to zero. Note that the value of \( b \) is different in the current case to Case 3.i; however, the same relation holds by the same proof.

Note that \( g_2 = [n] \setminus \{b\} | [n] \setminus \{a\} \) appears on the left hand side of (1) with coefficient \( p_{b,a} \) as expected. On the other hand, \( g_1 = [b(a + 1) \mid a(a + 1)] \) appears on the right hand side with coefficient \((-1)^{2a}\) where \( h = [n] \setminus \{b, a + 1\} | [n] \setminus \{a, a + 1\} \), as required.

Next we check that all other terms appearing in (1) are smaller than the initial term of \( S(g_1, g_2) \). We do this by referring to the table in Appendix A.2. First we calculate explicitly the initial term of the \( S(g_1, g_2) \) which is either the second largest term of \( S(h) \) or \( p_{b,a}g_2 \) where \( h = [n] \setminus \{b, a + 1\} | [n] \setminus \{a, a + 1\} \). Second we see from the table that every other term in (1) is less than or equal to the initial term of \( S(g_1, g_2) \).

**Case 3.iii.** \( u = 1 \) and \( |I| = 2 \). We have \( i_1 = j_1 \), because \( p_{i_1,j_1} \) divides the initial term of \( g_2 \). Let \( a := i_1 = j_1 \) and \( b := i_2 > a \). By the relabelling to \( \bar{P} \) we have that \( j_2 = a + 1 \). Note that in this case \( m = n + 1 \). The following identity can be deduced by expanding the
determinants on the left hand side along the columns \(a + 1\) and \(a\), respectively:

\[
(2) \quad p_{b,a}[n] \mid [m] \setminus \{a\}] - p_{b,a+1}[n] \mid [m] \setminus \{a + 1\} = \sum_{i < b} (-1)^{a+i-1}[ib \mid a(a + 1)][[n] \setminus \{i\} \mid [m] \setminus \{a, a + 1\}] + \sum_{i > b} (-1)^{a+i}[bi \mid a(a + 1)][[n] \setminus \{i\} \mid [m] \setminus \{a, a + 1\}]
\]

We now check that rearranging the above equation gives a reduction of \(S(g_1, g_2)\) to zero. Note that \(g_2 = [[n] \mid [m] \setminus \{a\}]\) appears on the left hand side of (2) with coefficient \(p_{b,a+1}\) as expected. On the other hand, \(g_1 = [ab \mid a(a + 1)]\) appears on the right hand side with coefficient \((-1)^{2a} \text{in}_\prec (h)\) where \(h = [[n] \setminus \{a\} \mid [m] \setminus \{a, a + 1\}]\), as required.

Next we check that all other terms appearing in (2) are smaller than the leading term of \(S(g_1, g_2)\). This can be seen from the table in Appendix A.3. First we calculate explicitly the submatrix \(b,a\) which is either the second largest term of \(\text{in}_\prec (h)g_1\) or \(p_{b,a+1}g_2\) where \(h = [[n] \setminus \{a\} \mid [m] \setminus \{a, a + 1\}]\). Second we see from the table that every other term in (1) is less than or equal to the initial term of \(S(g_1, g_2)\).

**Case 3.iv.** \(u = 2\) and \(|I| = 2\). We have \(i_2 = j_1\), because \(p_{i_2,j_2}\) divides the initial term of \(g_2\) which is obtained by taking the determinant of \(\tilde{P}\) after removing column \(j_1\). Let \(a := i_2 = j_1\) and \(b := i_1 < a\). By the relabelling to \(\tilde{P}\) we have that \(j_2 = a + 1\). Note that in this case \(m = n + 1\).

We now check that rearranging (2) from Case 3.iii gives a reduction of \(S(g_1, g_2)\) to zero. Note that the value of \(b\) is different in the current case to Case 3.iii however the same equation holds by the same proof.

Next we check that all other terms appearing in (2) are smaller than the initial term of \(S(g_1, g_2)\). This can be seen from the table in Appendix A.4. First we calculate explicitly the submatrix \(b,a\) which is either the second largest term of \(\text{in}_\prec (h)g_1\) or \(p_{b,a+1}g_2\) where \(h = [[n] \setminus \{a\} \mid [m] \setminus \{a, a + 1\}]\). Second we see from the table that every other term in (1) is less than or equal to the initial term of \(S(g_1, g_2)\).

**Proposition 3.1.** Let \(d = \ell = t\) and \(s = 2\). Then,

\[
\sqrt{J_{X,\Delta}} = I_0 \cap \bigcap_{S \in \mathcal{L}} I_S, \quad \text{with } \mathcal{L} \text{ as in Theorem 2.6}
\]

**Proof.** Let \(J = \bigcap_{S \in \mathcal{L}} I_S\). By Theorem 2.4 the ideals \(I_S\) and \(I_0\) have a squarefree Gröbner basis, therefore each ideal is radical. Also \(J_{X,\Delta} \subseteq I_S\) for each \(S \in \mathcal{L}\), hence \(\sqrt{J_{X,\Delta}} \subseteq J \cap I_0\). For the opposite inclusion, it is sufficient to show that \(V(J_{X,\Delta}) \subseteq V(J) \cup V(I_0)\). So take

\[
\mathbf{a} = \begin{pmatrix}
a_{1,1} & a_{1,2} & \cdots & a_{1,k\ell} \\
a_{2,1} & a_{2,2} & \cdots & a_{2,k\ell} \\
\vdots & \vdots & \ddots & \vdots \\
a_{\ell,1} & a_{\ell,2} & \cdots & a_{\ell,k\ell}
\end{pmatrix} \in V(J_{X,\Delta}) \setminus V(J).
\]

It is enough to show that \(\mathbf{a} \in V(I_0)\). Since \(\mathbf{a} \notin \bigcup_{S \in \mathcal{L}} V(I_S)\), the submatrix \(\mathbf{a}_S\) is non-zero for every \(S \in \mathcal{L}\). Now, we show that \(|\mathbf{a}_B| = 0\) for any \(B \subset [k\ell]\) with \(|B| = \ell\).
Figure 1. The matrix $\tilde{P}$ in Cases 3.i – 3.iv. Vertical and horizontal lines represent columns and rows of $\tilde{P}$. The shaded rectangle represents $g_1 = [x, b | a, a + 1]$, where $x \in \{a, a + 1\}$ depends on the case. The diagonal lines represent the leading term of $g_2$. So $g_2 = [I, J]$ is the minor of the submatrix obtained by removing vertical and horizontal lines which do not meet any of the diagonal lines. The value $|I|$ is the number of horizontal lines bounding the shaded rectangle which meet the diagonal line. So $|I| = 1$ in Cases 3.i and 3.ii and $|I| = 2$ in Cases 3.iii and 3.iv. If the diagonal line meets the top left corner of the shaded rectangle, then $u = 1$ as in Case 3.i and Case 3.iii. If the diagonal line meets the bottom right corner of the shaded rectangle then $u = 2$ as in Case 3.ii and Case 3.iv. In Cases 3.i and 3.ii, $\tilde{P}$ is a square matrix and $g_2$ is obtained by removing a row and column. In Cases 3.iii and 3.iv, $\tilde{P}$ has one more column than it has rows and $g_2$ is obtained by removing a single column.

Assume first that there exist $i, i'$ such that $Y_{i,j}, Y_{i',j} \in B$. We write $b = Y_{i,j}$ and $b' = Y_{i',j}$. Since $b, b'$ belong to the same column $C_j$ of $Y$, all 2-minors in the submatrix $a_{\{b,b'\}}$ are 0. When expanding $|a_B|$ along all columns except $b, b'$, the result is an expression for $|a_B|$ in terms of the 2-minors in the submatrix $a_{\{b,b'\}}$, and so $|a_B| = 0$.

Otherwise, if such $i, i'$ do not exist, then $B = \{a_1, \ldots, a_\ell\}$ with $a_j \in C_j$. For each $i$ we let $r_i = |B \cap R_i|$. Let $r_B = \max_i \{r_i\} = \max_i \{|B \cap R_i|\}$. Choose $i_B$ such that $r_{i_B} = r_B$.

We proceed by reverse induction on $r_B$. For the base case, suppose $r_B = \ell$. That is $B = R_{i_B}$. By definition, the minor $|B|$ is a generator of $J_X$ and $|a_B| = 0$.

Now let us suppose that $0 < r_B < \ell$. We write $B = \{a_1, a_2, \ldots, a_\ell : a_j \in C_j\}$. Let us assume by contradiction that $|a_B| \neq 0$ i.e. $\text{rank}(a_B) = \ell$. Define $T := R_{i_B} \setminus B$ which is non-empty because $r_B < \ell$. Let $\tau \in T$. Then $\tau \in C_j$ for some $j$. Suppose that column $a_{\tau,a_j}$ is not a zero column. Let $B' = (B \cup \{\tau\}) \setminus \{a_j\}$. Then $r_{B'} = r_B + 1$. Since all 2-minors in $a_{\{\tau,a_j\}}$ are 0 it follows that $a_{\{\tau\}}, a_{\{a_j\}}$ are linearly dependent. Since they are both non-zero
we deduce that \( \text{rank}(a_B) = \text{rank}(a_{B'}) \). So by the inductive hypothesis \( \text{rank}(a_{B'}) < \ell \), and we have a contradiction. Therefore, \( a_{i\tau} = 0 \) is a zero column for each \( \tau \in T \).

Fix some \( b = Y_{iB, j} \in T \). Since \( r_B < \ell \) there exists \( R' \neq R_B \) for which \( R' \cap B \neq \emptyset \). Let, 
\[
T' := \{ Y_{i', j} : \beta \in \{\ell\}, a_{ij} \in R_B \} \neq \emptyset.
\]
Suppose there exists \( b' = Y_{i', j'} \in T' \) such that \( a_{i'} = 0 \). If for each \( i'' \in [k]\backslash\{i, i'\} \) there exists \( j'' \in \{\ell\} \) with \( a_{i''j''} = 0 \) then the submatrix \( a_S \) of \( a \) with columns \( S = \{b, b', Y_{i'', j''}\} \in L \) is the zero matrix contradicting our assumption \( a \not\in \bigcup_{S \in L} V(I_S) \). Hence for some \( i'' \in [k] \), each column of \( a \) indexed by \( Y_{i'', 1}, \ldots, Y_{i'', \ell} \) is non-zero. For each \( j'' \in \{\ell\} \), the columns \( a_{Y_{i'', j''}} \) and \( a_{a, j''} \) are linearly dependent and non-zero. We deduce that \( \text{rank}(a_B) = \text{rank}(a_{B'}) < \ell \), a contradiction. Therefore for each \( b' = Y_{i', j'} \in T' \) we must have \( a_{i'} \neq 0 \).

Let \( B' = (B \cup T') \backslash R_B \). Then \( r_{B'} = r_B + r_{Y} > r_B \). For each \( b' = Y_{i', j'} \in T' \) the columns \( a_{i'} \) and \( a_{a, j'} \) are linearly dependent and non-zero. So we deduce that \( \text{rank}(a_B) = \text{rank}(a_{B'}) \). By the inductive hypothesis, \( \text{rank}(a_{B'}) < \ell \), a contradiction. So \( \text{rank}(a_B) < \ell \) and we have shown that \( a_B = 0 \).

Therefore \( a \in V(I_0) \), which completes the proof. \( \square \)

**Proof of Theorem 2.6.** We show that the statement in Proposition 3.1 holds for \( d > \ell \). As before, let \( a = (a_{i,j}) \in V(J_{X, A}) \) and assume that \( a \not\in V(\bigcap_{S \in L} V(I_S)) \). We may assume that \( K \) is infinite. If not, then replace \( K \) by an infinite algebraic extension \( K' \) (e.g. its algebraic closure). The matrix \( a \) can also be interpreted as a matrix over \( K' \), which does not change its minors.

The statement of the theorem is invariant under multiplication from the left by elements of \( \text{GL}_d(K) \), in the following sense: Let \( G \in \text{GL}_d(K) \), and let \( T \subseteq Y \). Then \( G \) induces a bijection of 
\[
\langle [S|T] : S \subseteq [d], |S| = |T| \rangle
\]
that is linear on the generators. By assumption, for any \( S \in L \), there exists \( j_S \in S \) such that the \( j_S \)-th column \( a_{j_S} \) of \( a \) does not vanish. Applying a suitable coordinate transformation in \( \text{GL}_d(K) \), we may assume that the entries \( a_{1, j_S} \neq 0 \) for all \( S \in L \) (this is possible since \( K \) is infinite by assumption).

Let \( A \subseteq X \) with \( |A| = \ell \). If \( 1 \in A \) (or, more generally, if for any \( S \in L \) there exist \( i \in A, j \in Y \) with \( a_{i,j} \neq 0 \)), then \( [A|T](a) = 0 \) by Proposition 3.1 applied to the submatrix of \( a \) of those rows indexed by \( A \). Otherwise, let \( A' = A \cup \{1\} \), and let \( a' \) be the submatrix of \( a \) obtained by restricting to the rows indexed by \( A' \). We consider two cases:

First, assume that \( T \) contains \( t_0 \) with \( a_{1,t_0} \neq 0 \) (for example, \( t_0 := j_{A'} \) for some \( A' \in L \)). Let \( b \) be the matrix obtained from \( a[A|T] \) by adding a copy of the \( t_0 \)-th column to the end. Then \( b = 0 \). Let \( T = \{t_1, \ldots, t_{\ell}\} \). Expanding \( b \) along the last column gives 
\[
a_{1,t_0} = \sum_{a \in A} (\pm 1) a_{a, t_0} [A \cup \{1\} \backslash \{a\}] |T|(a).
\]
Here, \( a_{1,t_0} \neq 0 \), and \( [A \cup \{1\} \backslash \{a\}] |T|(a) = 0 \) by Proposition 3.1.

Second, assume that \( a_{1,t} = 0 \) for all \( t \in T \). Let \( t_0 \in Y \) be arbitrary with \( a_{1,t_0} \neq 0 \), and let \( b \) be the matrix obtained from \( a[A|T] \) by adding a copy of the \( t_0 \)-th column to the end. Let \( T = \{t_1, \ldots, t_{\ell}\} \). Expanding \( b \) along the first row gives \( b = a_{1,t_0}[A|T] \). Expanding \( b \) along the first column shows that \( b \) is a linear combination of minors of the form \( [A''|T''] \) with \( A'' \subset A', T'' = T \cup \{t_0\} \backslash \{t_1\} \) and \( |A''| = |T''| = t \). These minors \( [A''|T''] \) vanish by the first case. Thus, \( [A|T](a) = a_{1,t_0}^{-1}b = 0 \). \( \square \)
Proof of Corollary 2.7. We first show that for each pair of distinct subsets \( S, T \in \mathcal{L} \cup \{\emptyset\} \) neither \( I_S \subset I_T \) nor \( I_T \subset I_S \).

Suppose by contradiction that \( I_S \subset I_T \) for some \( S, T \in \mathcal{L} \). Then \( I_T \) contains all the variables in \( I_S \). These variables are exactly those indexed by \( S \). However the only variables contained in \( I_T \) are those indexed by \( T \). Since \( |S| = |T| \) we deduce \( S = T \), a contradiction.

Next we take \( S \in \mathcal{L} \) and show that \( I_S \not\subset I_0 \) and \( I_0 \not\subset I_S \). Note that \( I_0 \) contains no variables which is easily checked by applying Theorem 2.4. Since \( I_S \) contains variables indexed by \( S \), we conclude that \( I_S \not\subset I_0 \). For the other non-inclusion consider the set

\[
A = R_1 \cup \{d\} \setminus S
\]

where \( R_1 \) is the first row of \( \mathcal{Y} \), \( d \in C_i \setminus S \) and \( C_i \) is the unique column for which \( R_1 \cap S \subset C_i \). Note that \( C_i \setminus S \neq \emptyset \) by the definition of \( \mathcal{L} \). Clearly \( [A] \in I_0 \) since \( I_0 \) contains all maximal minors of \( P \). Next we prove that \( [A] \not\in I_S \) from which it follows that \( I_0 \not\subset I_S \).

By Theorem 2.3 the set of 2-minors and variables that generate \( I_S \) form a Gröbner basis for \( I_S \) with respect to \( \prec_{\text{lex}} \). Then \( [A] \not\in I_S \) follows from the fact that for each generator \( g \) of \( I_S \), \( \text{in}_{\prec}(g) \) does not divide \( \text{in}_{\prec}([A]) \).

By Theorem 2.6 the number of prime components of \( J_{X, \Delta} \) is equal to the size of \( \mathcal{L} \cup \{\emptyset\} \), which is \( \ell^k - \ell + 1 \).

\( \square \)

Proof of Proposition 2.8. First let \( S \in \mathcal{L} \). The generating set of \( I_S \) is a Gröbner basis with respect to \( \prec_{\text{lex}} \). Note that \( \text{in}_{\prec}(g) \) is squarefree for each generator \( g \in G \). Let \( \Psi \) be the simplicial complex on \( X \times Y \) such that the Stanley-Reisner ideal of \( \Psi \) is \( \text{in}_{\prec}(I_S) \). Note,

\[
\text{dim}(R/I_S) = \text{dim}(R/\text{in}_{\prec}(I_S)) = \text{dim}(\Psi) + 1 = \max_{f \in \Psi}\{|f|\}.
\]

So it suffices to show that facets of \( \Psi \) of maximum size have cardinality \( \ell(d + k - 1) - k \). Thus, we first construct a face \( f \) of \( \Psi \) of size \( \ell(d + k - 1) - k \), and then we show that no face has size larger than \( \ell(d + k - 1) - k \).

Let \( c_i = \max\{C_i \setminus S\} \). We construct \( f \) as the disjoint union of \( f_1 \) and \( f_2 \), where

\[
f_1 = \{(d,t) : t \in [k] \setminus S\} \quad \text{and} \quad f_2 = \{(r, c_i) : 1 \leq r \leq d - 1, 1 \leq i \leq \ell\}.
\]

Note that \( C_i \setminus S \) is non-empty because \( S \in \mathcal{L} \). We have that \( |f_1| = \ell k - k \) since \( |S| = k \) and \( |f_2| = \ell(d - 1) \). These sets are disjoint, so \( |f| = \ell(d + k - 1) - k \). It is straightforward to check that \( f \) is indeed a face of \( \Psi \).

Now let \( f' \) be a face of \( \Psi \). We show that \( |f'| \leq |f| \). For each \( i \in [\ell] \) consider the submatrix \( B_i = [d] \times (C_i \setminus S) \subseteq X \times Y \). Note that \( f' \cap ([d] \times S) = \emptyset \) because each \( (i,j) \in [d] \times S \) is a minimal non-face of \( \Psi \). For each quadratic generator of \( I_S \) whose variables are indexed by elements of \( B_i \), we obtain a minimal non-face of \( \Psi \). By observing these non-faces it is straightforward to show \( |f' \cap B_i| \leq (d - 1) + |C_i \setminus S| \). Summing over the \( B_i \)’s gives,

\[
|f'| = \sum_{i=1}^{\ell} |f' \cap B_i| \leq \ell(d - 1) + \sum_{i=1}^{\ell} |C_i \setminus S| = \ell(d - 1) + |k\ell \setminus S| = \ell(k + d - 1) - k.
\]

The proof of \( \text{dim}(I_0) = \ell(k + d) - d - 1 \) follows similarly. Let \( \Psi \) be the simplicial complex on the vertex set \( X \times Y \) associated to the Stanley-Reisner ring \( R/\text{in}_{\prec}(I_0) \). Let us construct \( f \) as a disjoint union of \( f_1, f_2 \) and \( f_3 \), where

\[
f_1 = \{(1,t) : t \in [k\ell]\}, \quad f_2 = \{(r,j) : 2 \leq r \leq d, j \in (R_1 \setminus C_i)\} \quad \text{and} \quad f_3 = \{(r,k(\ell - 1) + 1) : 2 \leq r \leq \ell - 1\}.
\]
It is straightforward to see that \( f \) does not contain any minimal non-faces of \( \Psi \) hence it is a face of size \( \ell(k + d) - d - 1 \). To show that \( f \) is a facet, we take any subset of vertices \( f' \subseteq X \times Y \) and show that if \( |f'| = \ell(k + d) - d \) then \( f' \) contains a minimal non-face of \( \Psi \).

Let \( B_i = [d] \times C_i \subset X \times Y \) for each \( 1 \leq i \leq \ell \). If \( f' \cap B_i \) contains two elements of the form \( (i_1, j_1), (i_2, j_2) \) with \( i_1 < i_2 \) and \( j_1 < j_2 \) then \([i_1, i_2][j_1, j_2] \) is a generator of \( I_0 \) with initial term \( p_{i_1,j_1} p_{i_2,j_2} \). Hence \( \{(i_1, j_1), (i_2, j_2)\} \) is a non-face of \( \Psi \). So we may assume that there are no pairs for any \( f' \cap B_i \). In general we say a subset \( A \subset X \times Y \) satisfies condition (*) if for each \( A \cap B_i \), there are no pairs \( (i_1, j_1), (i_2, j_2) \in A \cap B_i \) with \( i_1 < i_2 \) and \( j_1 < j_2 \). It follows that \( |f' \cap B_i| \leq k + d - 1 \) for all \( i \).

For each \( i \), \( f' \cap B_i \) with size strictly less than \( k + d - 1 \), one can always find an element \( (a, b) \in B_i \) such that \( (f' \cap B_i) \cup \{(a, b)\} \) satisfies condition (*). So there exists \( f'' \) such that \( f' \subseteq f'' \subseteq X \times Y \), \( f'' \) satisfies (*) and \( |f''| = \ell(k + d - 1) = |f'| + (d - \ell) \). Since \( |f'' \cap B_i| = k + d - 1 \), it follows that there is at least one element of \( f'' \cap B_i \) belonging to each row. That is, for each \( 1 \leq i \leq \ell \) and \( 1 \leq r \leq d \) there exists \( (r, j_i) \in f'' \cap B_i \) for some \( j_i \). Now let us consider \( f'' \wedge f' \), which is set of size \( d - \ell \). The elements of \( f'' \wedge f' \) belong to at most \( \ell \) distinct rows of \( X \times Y \). So there are at least \( \ell \) other rows, and we consider any \( \ell \)-subset \( r_1 < \cdots < r_{\ell} \subset X \) of these rows. So we have \( (r_1, j_1), (r_2, j_2), \ldots, (r_{\ell}, j_{\ell}) \in f' \) .

By construction we have \( j_i \in C_i \) for each \( i \) and \( r_1 < \cdots < r_{\ell} \). So \((r_1, j_1), \ldots, (r_{\ell}, j_{\ell}) \) is a non-face of \( X \times Y \) because \([r_1, \ldots, r_{\ell}, j_1, \ldots, j_{\ell}] \) is a generator of \( I_0 \).

**Proof of Theorem 2.5.** For each \( S \in \mathcal{L} \), the ideal \( I_S \) is prime since it is generated by a collection of variables and \( 2 \)-minors which arise from distinct columns of \( P \).

To show that \( I_0 \) is prime we proceed by induction on \( \ell \). For \( \ell = 2 \) the result holds by Lemma 3.3. If \( \ell > 2 \) then by Lemma 3.2 we have that \( I_0 \) is prime for \((k, \ell, d, s, t)\) if and only if \( I_0 \) is prime for \((k, \ell - 1, d, s, t - 1)\). By induction hypothesis \( I_0 \) is prime for \((k, \ell - 1, d, s, t - 1)\) which completes the proof.

Now, we mention the lemmas we used in the proof of Theorem 2.5. In the following we write \( G = G(I_0) \) and fix \( k, t = \ell, s = 2, d > \ell \) along with matrices \( \mathcal{Y} \) and \( P \). We also denote \( B_j \) for the submatrix \( P_{C_j} \) for \( 1 \leq j \leq \ell \).

**Lemma 3.2.** For each \( 1 \leq j \leq \ell - 1 \) the variable \( p_{d,(j-1)k+1} \) is a non-zerodivisor modulo \( I_0 \).

**Proof.** First we show that for each \( 1 \leq j \leq \ell - 1 \) the variable \( p_{d,(j-1)k+1} \) does not divide \( \text{in}_<(g) \) for any \( g \in G \). First note that \( G \) only contains 2-minors and \( \ell \)-minors. Each \( 2 \)-minor is obtained from a submatrix lying entirely within a single block \( B_i \) for some \( i \). If \( p_{d,(j-1)k+1} \) lies inside this block, that is \( i = j \), then it is the bottom left entry and so does not lie on the leading diagonal of any \( 2 \times 2 \) submatrix. Also any \( \ell \)-minor \( g \in G \) is obtained from a submatrix whose last column lies in \( B_{\ell} \). So the only indeterminates appearing as a factor of \( \text{in}_<(g) \) of the form \( p_{\ell, i} \) lie in \( B_{\ell} \). However \( p_{d,(j-1)k+1} \in B_j \) because \( 1 \leq j \leq \ell - 1 \).

Now fix \( 1 \leq j \leq \ell - 1 \) and suppose \( x := p_{d(j-1)k+1} \) is a zerodivisor modulo \( I_0 \). Then there exists \( f \in R \setminus I_0 \) such that \( xf \in I_0 \). Suppose without loss of generality that \( \text{in}_<(f) \) is chosen to be as small as possible with respect to \( \prec \). We have the monomial \( \text{in}_<(xf) = x \text{in}_<(f) \in \text{in}_<(I_0) = \langle \text{in}_<(g) : g \in G \rangle \). Hence \( x \text{in}_<(f) | \text{in}_<(g) \) for some \( g \in G \). Since \( x \not| \text{in}_<(g) \) we have \( \text{in}_<(f) = h \text{in}_<(g) \) for some monomial \( h \). Let \( \bar{f} = f - hg \), note that \( \text{in}_<(f) < \text{in}_<(f) \). But \( xf = x\bar{f} - xhg \in I_0 \), contradicting minimality of \( f \). Hence, \( x \) is a non-zerodivisor.

We first recall Lemma 3.10 from [MR18] which is a useful tool to localize a determinantal ideal in non-zerodivisor variables.
Lemma 3.3 (Localization Lemma). Let $P$ be an $m \times n$-matrix of indeterminates and let $I \subset K[P]$ be an ideal generated by a set $G$ of minors. Furthermore, let $i_1, \ldots, i_k \in [m]$ and $j_1, \ldots, j_k \in [n]$. Assume that for each minor $[a_1, \ldots, a_i | b_1, \ldots, b_j] \in G$ the minors $[a_1, \ldots, \alpha_i | b_1, \ldots, b_j]$ also belong to $G$ for all $\{\alpha_1, \ldots, \alpha_i\} \subset \{i_1, \ldots, i_k, a_1, \ldots, a_i\}$, where $\alpha_1 < \cdots < \alpha_i$. Then the localizations $(R/I)_{i_1, \ldots, i_k | j_1, \ldots, j_k} \cong (R/J)_{i_1, \ldots, i_k | j_1, \ldots, j_k}$ at the minor $[i_1, \ldots, i_k | j_1, \ldots, j_k]$ are isomorphic, where $J$ is generated by

(a) the minors $[a_1, \ldots, a_i | b_1, \ldots, b_j] \in G$ with $\{b_1, \ldots, b_j\} \cap \{j_1, \ldots, j_k\} = \emptyset$,

(b) the minors $[a_1, \ldots, \alpha_i-r | b_1, \ldots, \hat{b}_i, \ldots, b_k, \ldots, b_j]$ where

- $[a_1, \ldots, a_i | b_1, \ldots, b_j] \in G$ and
- $\{b_1, \ldots, b_{k-r}\} = \{b_1, \ldots, b_j\} \cap \{j_1, \ldots, j_k\}$ and
- $\alpha_1, \ldots, \alpha_{i-r} \in \{a_1, \ldots, a_i, i_1, \ldots, i_k\}$.

Lemma 3.4. $(R/I_0)_{p_{d,1}} \cong (R/J)_{p_{d,1}}$, where

$$J = \langle p_{i,j} : i \in [d], 1 < j \leq k \rangle$$

$$\cup \langle [A | B] : A \subset [d], B \subset C_j, |A| = |B| = 2, j \geq 2 \rangle$$

$$\cup \langle [A | B] : A \subset [d], B \subset [k\ell \setminus C_1], |A| = |B| = \ell - 1, |B \cap C_j| \leq 1 \rangle.$$  

In particular $I_0$ is prime for $(k, \ell, d, s, t)$ if and only if $I_0$ is prime for $(k, \ell - 1, d, s, t - 1)$.

Proof. Let $G(I_0)$ be the minimal generating set of $I_0$ from Lemma 2.3. Since $p_{d,1}$ is a non-zerodivisor modulo $I_0$ by Lemma 3.2 we apply the Localization Lemma 3.3 to deduce,

$$(R/I_0)_{p_{d,1}} \cong (R/J)_{p_{d,1}},$$

where $J$ is generated by:

- $[A | B] \in G$ where $1 \notin B$,
- $[A \setminus \{i\} | B \setminus \{1\}]$, where $[A | B] \in G$, $1 \in B$, $i \in A$.

Thus, the 2-minors $[A | B] \in G$ with $1 \in B$ give rise to generators of $J$ which are variables $p_{i,j}$ with $i \in [d]$ and $1 < j \leq k$.

If on the other hand $[A | B] \in G$ is an $\ell$-minor with $1 \in B$ then recall that $|B \cap C_j| \leq 1$. This minor gives rise to a generator of $J$ of the form $[\tilde{A} | \tilde{B}]$ where $\tilde{A} \subset [d]$, $\tilde{B} \subset R_i \setminus C_1$, $|\tilde{B} \cap C_j| \leq 1$ and $|A| = |B| = \ell - 1$.

Finally if $[A | B] \in G$ is an $\ell$-minor with $1 \notin B$. We have that $B \cap C_1 \neq \emptyset$ so let $c \in B \cap C_1$. All variables $p_{i,c}$ for $i \in [d]$ belong to $J$, so $[A | B]$ is a redundant generator of $J$. This proves that the ideal $J$ is generated by the set of minors listed in the lemma.

Now let, $Q_1 = \langle p_{i,j} : i \in [d], 1 < j \leq k \rangle$. and,

$$Q = \langle [A | B] : A \subset [d], B \subset C_j, j \geq 2, |A| = |B| = 2 \rangle$$

$$\cup \langle [A | B] : A \subset [d], B \subset [k\ell \setminus C_1], |A| = |B| = \ell - 1, |B \cap C_j| \leq 1 \rangle.$$  

Note that $Q_1$ is a monomial prime ideal (i.e. $Q_1$ is generated by variables). Since the variables appearing in the generators of $Q_1$ and $Q$ are disjoint, we deduce that $I_0$ is prime if and only if $Q$ is prime. The statement now follows from the observation that $Q$ is exactly $I_0$ with parameters for $(k, \ell, d, s, t)$ given by $(k, \ell - 1, d, s, t - 1)$. □

Lemma 3.5. $I_0$ is prime for $k \geq 2, \ell = 2, d \geq 2, s = 2, t = 2$.

Proof. In this case, $I_0$ is a (generalised) binomial edge ideal generated by all 2-minors of $P$. Primeness follows from the results in [Rau13], but also follows easily from the following argument. First note that $p_{k,1}$ is non-zerodivisor modulo $I_0$ by Lemma 3.2. By
the Localization Lemma \[3.3\] \((R/I_0)_{p_k,1} \cong (R/J)_{p_k,1}\) where \(J\) is a monomial ideal generated by variables. In particular \(J\) is prime and so \(I_0\) is prime.

\[\Box\]

4. Further questions

The first generalization we studied is for \(s = 3\). We present two examples: the first one is verified by Bertini [BHSW] and the second one by Singular [DGPS].

**Example 4.1.** Let \(k = \ell = s = t = d = 3\). Then \(\mathcal{Y}\) and \(P\) are as in Example 2.9 and

\[\Delta = \{123, 456, 789, 147, 258, 369\}\]

The ideal of \(\Delta^{3,3}\) is generated by nine 3-minors. Using Bertini we verified that \(J_{K,\Delta}\) is primary. The Gröbner basis of \(J_{[3],\Delta^{3,3}}\) with respect to the lex order is squarefree, which implies that \(J_{[3],\Delta^{3,3}}\) is a radical ideal. Hence, \(J_{[3],\Delta^{3,3}}\) is prime.

**Example 4.2.** Let \(k = s = d = t = 3\), as in Example [4.1] and let \(\ell = 4\). The ideal of \(\Delta^{3,3}\) has 16 generators of degree 3. It is radical and its prime decomposition has been computed in Singular using various computational techniques, see [PS18]. An earlier experiment using Bertini failed, as the computation did not terminate.

It is shown in [PS18] that the ideal of \(\Delta^{3,3}\) has two prime components:

- The first component is generated by all 3-minors of the \(3 \times 12\) matrix \(P\).
- The second component has 44 generators of which 16 are the original generators of the ideal of \(\Delta^{3,3}\). The remaining 28 generators are all homogeneous of degree 12.

In particular, the second component is not a determinantal ideal in the sense that it is not generated by minors of the matrix \(P\): since \(P\) has only three rows, all such minors would have degree at most three, but up to degree three, the second component agrees with the original ideal \(I_{\Delta^{3,3}}\). Moreover, neither component contains a variable, so both components are “important” in the sense of [Stu02]. This implies that our results do not generalize easily.

Further investigation of these types of components, which can be found in [CGM+20], shows that they are ideals of matroid varieties. In this example, the second component is obtained by saturating \(J_{[3],\Delta^{3,3}}\) with respect to polynomials corresponding to the bases of the so-called ‘minimal matroid’ of \(\Delta^{3,3}\).

The second direction for generalizing our results is to take \(t < \ell\). Here, we mention the largest example we could compute with Singular.

**Example 4.3.** Let \(k = 2 = s, \ell = 4\) and \(t = d = 3\). Then we have,

\[\mathcal{Y} = \begin{pmatrix} 1 & 3 & 5 & 7 \\ 2 & 4 & 6 & 8 \end{pmatrix} \quad \text{and} \quad P = \begin{pmatrix} p_{1,1} & p_{1,2} & p_{1,3} & p_{1,4} & p_{1,5} & p_{1,6} & p_{1,7} & p_{1,8} \\ p_{2,1} & p_{2,2} & p_{2,3} & p_{2,4} & p_{2,5} & p_{2,6} & p_{2,7} & p_{2,8} \\ p_{3,1} & p_{3,2} & p_{3,3} & p_{3,4} & p_{3,5} & p_{3,6} & p_{3,7} & p_{3,8} \end{pmatrix}.
\]

The ideal \(J_{[3],\Delta}\) is radical and has 4 isomorphism classes of associated prime ideals. We call these isomorphism classes type 1 to 4. The number of prime ideals of each type is:

| Type | Representative | Occurrences | Number of Generators | Codimension |
|------|---------------|-------------|----------------------|-------------|
| 1    | \(I_{146}\)   | 24          | 14                   | 12          |
| 2    | \(I_{1368}\)  | 6           | 12                   | 12          |
| 3    | \(I_4\)       | 12          | 24                   | 12          |
| 4    | \(I_0\)       | 1           | 44                   | 14          |
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The prime components are not necessarily of type $I_\mathcal{S}$. For example, $I_{14}^*$ is the hyperedge ideal associated to $\Delta_{14} = \{1, 4, 56, 57, 58, 67, 68, 78\}$, that is,

$$I_{14}^* = \langle p_{11}, p_{21}, p_{31}, p_{14}, p_{24}, p_{34},$$

$$[12|56], [13|56], [23|56], [12|57], [13|57], [23|57], [12|58], [13|58], [23|58],$$

$$[12|67], [13|67], [23|67], [12|68], [13|68], [23|68], [12|78], [13|78], [23|78]\rangle.$$

Recall that $I_{14}$ is defined as

$$I_{14} = \langle p_{11}, p_{21}, p_{31}, p_{14}, p_{24}, p_{34}, [12|56], [13|56], [23|56], [12|78], [13|78], [23|78],$$

$$[235], [236], [237], [238], [257], [258], [267], [268], [357], [358], [367], [368]\rangle.$$

Thus $I_{14} \not\subseteq I_{14}^*$ and $I_{14} \not\supseteq I_{14}^*$. We found that $I_0 \subset I_{14}$ which implies that $I_{14}$ is not a prime component of $J_{[3]|\Delta}$.

Acknowledgement

We are grateful to the anonymous reviewers for their comments. We thank Harshit Motwani for helpful comments on a preliminary version of this manuscript. The first author was partially supported by a Starting Grant from the Special Research Fund (BOF) of Ghent University and EPSRC Early Career Fellowship EP/R023379/1.

References

[AR07] Elizabeth S. Allman and John A Rhodes. Phylogenetic invariants. In O Gascuel and M A Steel, editors, Reconstructing Evolution, Oxford University Press, 2007.

[ARSZ15] Elizabeth S Allman, John A Rhodes, Bernd Sturmfels, and Piotr Zwiernik. Tensors of non-negative rank two. Linear algebra and its applications, 473:37–53, 2015.

[ART14] Elizabeth Allman, John Rhodes, and Amelia Taylor. A semialgebraic description of the general markov model on phylogenetic trees. SIAM J. Discrete Math., 28(2):736–755, 2014.

[BHSW] Daniel J. Bates, Jonathan D. Hauenstein, Andrew J. Sommese, and Charles W. Wampler. Bertini: Software for numerical algebraic geometry. Available at bertini.nd.edu with permanent doi: dx.doi.org/10.7274/R0H41PB5.

[CGM+20] Oliver Clarke, Kevin Grace, Fatemeh Mohammadi, Leonid Monin, and Harshit J. Motwani. Matroid varieties from conditional independence statements. preprint, 2020.

[DGPS] Wolfram Decker, Gert-Martin Greuel, Gerhard Pfister, and Hans Schönemann. SINGULAR 4-1-1 - A computer algebra system for polynomial computations. http://www.singular.uni-kl.de

[DS09] Mathias Drton, Bernd Sturmfels, and Seth Sullivant. Lectures on Algebraic Statistics, volume 39. Birkhäuser, Basel, first edition, 2009.

[EHHM13] Viviana Ene, Jürgen Herzog, Takayuki Hibi, and Fatemeh Mohammadi. Determinantal facet ideals. The Michigan Mathematical Journal, 62(1):39–57, 2013.

[Fin11] Alex Fink. The binomial ideal of the intersection axiom for conditional probabilities. Journal of Algebraic Combinatorics, 33(3):455–463, 2011.

[HHH+10] Jürgen Herzog, Takayuki Hibi, Freyja Hreinsdóttir, Thomas Kahle, and Johannes Rauh. Binomial edge ideals and conditional independence statements. Advances in Applied Mathematics, 43(5):317–333, 2010.

[MDLW18] Marloes Maathuis, Mathias Drton, Steffen Lauritzen, and Martin Wainwright, editors. Handbook of Graphical Models. CRC Press, 2018.

[MR18] Fatemeh Mohammadi and Johannes Rauh. Prime splittings of determinantal ideals. Communications in Algebra, 46(5):2278–2296, 2018.

[PS18] Gerhard Pfister and Andreas Steenpass. On the primary decomposition of some determinantal hyperedge ideal. arXiv preprint arXiv:1811.09530, 2018.
[Rau13] Johannes Rauh. Generalized binomial edge ideals. *Advances in Applied Mathematics*, 50(3):409–414, 2013.

[RERS17] Thomas S. Richardson, Robin J. Evans, James M. Robins, and Ilya Shpitser. Nested Markov properties for acyclic directed mixed graphs. *arXiv preprint arXiv:1701.06686*, 2017.

[SA15] Bastian Steudel and Nihat Ay. Information-theoretic inference of common ancestors. *Entropy*, 17(4):2304–2327, 2015.

[SM18] Anna Seigal and Guido Montúfar. Mixtures and products in two graphical models. *Journal of Algebraic Statistics*, 9(1), 2018.

[ST13] Irena Swanson and Amelia Taylor. Minimal primes of ideals arising from conditional independence statements. *Journal of Algebra*, 392:299–314, 2013.

[Stu02] Bernd Sturmfels. *Solving Systems of Polynomial Equations*. CBMS, AMS, 2002.

[Stu05] Milan Studený. *Probabilistic conditional independence structures*. Springer, first edition, 2005.

[Sul18] Seth Sullivant. *Algebraic Statistics*. American Mathematical Society, Graduate Studies in Mathematics, 2018.
Appendix A. Initial terms for Theorem 2.4

A.1. Case 3.i. Table 1 lists the initial terms for the products of determinants that appear in Equation (1) on page 8 in Case 3.i. Note that

\[ S(g_1, g_2) = \text{in}_{\prec}(h)g_1 - p_{b,a}g_2 \]

where \( h = [n]\{a, b\}[n]\{a, a+1\} \). Since the second largest terms of \( p_{b,a}g_2 \) and \( \text{in}_{\prec}(h)g_1 \) do not cancel, the initial term of \( S(g_1, g_2) \) is the second largest term of either \( p_{b,a}g_2 \) or \( \text{in}_{\prec}(h)g_1 \). Determining which of \( p_{b,a}g_2 \) or \( \text{in}_{\prec}(h)g_1 \) gives rise to the initial term of \( S(g_1, g_2) \) is dependent on \( a \) and \( b \). For each case, we make note of whether the initial term of \( S(g_1, g_2) \) is taken from ‘(1)’ or ‘(2)’, i.e. \( \text{in}_{\prec}(h)g_1 \) or \( p_{b,a}g_2 \) respectively.

The terms in the third column are the second largest terms of the given part of the equation. These are important because these second largest terms become the leading terms of their respective parts once Equation (1) is rearranged to form the reduction of the \( S \)-polynomial.

A.2. Case 3.ii. Similarly, Table 2 presents the initial terms for terms appearing in Equation (1) on page 8 in Case 3.ii. Note that for this case \( S(g_1, g_2) = \text{in}_{\prec}(h)g_1 - p_{b,a}g_2 \) where \( h = [n]\{b, a\}[n]\{a, a+1\} \).

A.3. Case 3.iii. Table 3 lists the initial terms for terms appearing in Equation (2) on page 9 in Case 3.iii. For this case, we have \( m = n + 1 \) and \( S(g_1, g_2) = \text{in}_{\prec}(h)g_1 - p_{b,a}g_2 \) where \( h = [n]\{a\}[m]\{a, a+1\} \). Similar to Case 3.i, we note for each case of \( a \) and \( b \), whether the initial term of \( S(g_1, g_2) \) is taken from ‘(1)’ or ‘(2)’, i.e. \( \text{in}_{\prec}(h)g_1 \) or \( p_{b,a}g_2 \) respectively.

A.4. Case 3.iv. Table 4 lists the initial terms for terms appearing in Equation (2) on page 9 in Case 3.iv. For this case we have \( m = n + 1 \) and \( S(g_1, g_2) = \text{in}_{\prec}(h)g_1 - p_{b,a}g_2 \) where \( h = [n]\{a\}[m]\{a, a+1\} \). Similar to Case 3.ii, we note for each case of \( a \) and \( b \), whether the initial term of \( S(g_1, g_2) \) is taken from ‘(1)’ or ‘(2)’, i.e. \( \text{in}_{\prec}(h)g_1 \) or \( p_{b,a}g_2 \) respectively.
Part of Equation (1) (Conditions): Initial term, with respect to conditions.

\[ p_{a,n}[\{b\} \setminus \{a\}] = P_{1,1} \cdot p_{a,1} \cdot p_{a,1+1} \cdot p_{a,1+2} \cdot \ldots \cdot p_{a,n} \]

\[ p_{a+1,n}[\{b\} \setminus \{a+1\}] = P_{1,1} \cdot p_{a+1,1} \cdot p_{a+1,1+1} \cdot p_{a+1,1+2} \cdot \ldots \cdot p_{a+1,n} \]

(Conditions): Second largest term, with respect to conditions when \( i = n \).

\[ |h| |u(a+1)||\{n\} \setminus \{t, h\} | |u\{a, a+1\}\]

(Conditions): Initial term, with respect to conditions when \( i = n \).

\[ p_{a+1,2} \cdot \text{in}_c(h)(g) = S(g_1, g_2) \]

Table 1. The initial terms in case 3.i.
Part of Equation (2) (Conditions): Initial term, with respect to conditions.

\[ p_{a,b}(n) = \begin{cases} p_{1} & \text{if } i = 2 \text{ and } j = 2 \text{ or } i = 0 \text{ and } j = 1 \text{ or } i = 1 \text{ and } j = 0. \\
\end{cases} \]

\[ p_{a+1}[n][m][n+1] = p_{a+1}q_2 \]

Table 3. The initial terms in case 3.iv.

Part of Equation (2) (Conditions): Second largest term, with respect to conditions when \( i = a \).

\[ p_{a,b}(n) = \begin{cases} p_{1} & \text{if } i = 2 \text{ and } j = 2 \text{ or } i = 0 \text{ and } j = 1 \text{ or } i = 1 \text{ and } j = 0. \\
\end{cases} \]

\[ p_{a+1}[n][m][n+1] = p_{a+1}q_2 \]

Table 4. The initial terms in case 3.iv.