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Abstract: This article intends to define a new methodology that allows the processing of complex surfaces in space through processing cycles, in parallel superposed planes—the variant known as generic processing in 2 ½ D—but with predictable control over the deviation from the geometric form of the surface to be processed. The novel methodology consists of identifying the optimal distances between the working planes and the corresponding successive positions so that the deviations from the resulting geometric form fall within the prescribed limits. It is also envisaged that the method will provide facilities in terms of the possibilities for evaluation of deviations from the given form of the surface, and keeping them under control by the stage of elaboration of the numerical control programs. The new optimization is designed to determine the maximum distances between successive processing planes and their position in space, depending on the spatial shape of the surface to be processed. Thus, the aim is to obtain a small number of processing planes with a favorable effect on productivity, but under conditions that respect the tolerances of the surface or the profile, a restriction that otherwise has a negative effect on the same process.
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1. Introduction

1.1. The Importance of Processing Methods with Numerical Control

The study presented in this paper is about surface processing in 2 ½ D with preliminary control of the deviation of the form of a new mathematical concept, with the mention that the experimental
research made in the Technological Department of the Technical University of Civil Engineering of Bucharest confirmed the mathematically model presented here [1]. Until now, complex machining in space using the generic $2 \frac{1}{2} D$ method resulted in uneven and uncontrollable machining errors [2]. Modelling of complex bodies widely uses a mathematical model of curves and surfaces. Now, by applying this method, we keep under control the deviation from the shape obtained by machining and besides we can find the optimal position of the overlapping machining planes so that the deviation is included within the maximum imposed limits. This article combines the mathematical model with:

- The new mathematical concept of optimal surface generation in $2 \frac{1}{2} D$ with control over the accuracy of the geometric shape resulting from the processing.
- A new algorithm for the mathematical concept for the optimal generation of the surface in $2 \frac{1}{2} D$ with a new program that was made for the optimal generation with preliminary control of the deviation of the geometric form when processing the complex surfaces in space.

This article is completed at the end with some of the experimental research already carried out, research that confirmed the correctness of the mathematical model and the initial optimization algorithm presented here, with the following content:

- Applied experimental research on optimal modelling of surface generation in $2 \frac{1}{2} D$ on production technology systems equipped with numerical control;
- Determination based on the 2D modelling of the characteristic points of the profile piece and of the equidistant curve with an original soft;
- Determination based on optimal modelling in $2 \frac{1}{2} D$ of the characteristic coordinates of the level planes used and the points corresponding to the spatial contours of the equidistant curve so that the deviations from the resulting geometric shape should fall within the required limits;
- Experimental results.

1.2. General Context

In the concept of optimal surface generation in $2 \frac{1}{2} D$ [3], the ability to process complex surfaces in space on numerically controlled manufacturing systems is one of their essential qualities, making them in many situations irreplaceable in manufacturing certain parts with complex configurations in terms of plan or space. The proposed concept, designed for the transition from in-plane processing to space processing, is based on the realization of the third dimension, by processing profiles arranged in several overlapping planes, positioned one at the other at certain calculated distances ($\Delta_i$). Numerous $2 \frac{1}{2} D$ or $2.5 D$ generation schemes and several optimization systems have been known for many years. In some articles, it is described as the processing mode in 2.5D [1]. Many scientific research works dealt with the optimization process, for example in the machining of aircraft structural parts with complex structures [4], optimization of high-speed machining [5], optimizing the feed rate in milling to improve machining efficiency [6], and optimization of machining of rigid parts with complex configurations [7].

The common goal of these researchers is to optimize a machining performance [8–11]. Some other efforts at developing machining models for optimization of the machining process include artificial intelligence [12]. New models were developed for a comprehensive evaluation of machining process sustainability for optimizing machining performance [13–15]. Recent advances in the application of plasticity in metal machining are discussed in detail in [16–18]. The optimization of milling operations for selection of cutting conditions using genetic algorithms is described in [19]. Although the process is well known and analysed from many points of view, one aspect remained insufficiently explored, namely that of geometrical shape errors resulting from the processing in overlapping planes. Moreover, this is the objective of the present article, which also offers an algorithm, an original procedure by which these errors can be kept under control [20–23], since the design phase of the technology on 2.5D processing systems, the procedure that was otherwise and experimentally confirmed. The first phase of the above-mentioned study presented a mathematical definition of the dependency law regarding
the dimensions of the deviation [24], resulting from processing the influencing variables (factors): the top radius of the tool, the spatial shape of the surface to be processed, the distance between successive level planes, etc. Some of these variables are fixed (imposed by the drawing or the existing SDVs) and they cannot be changed. However, some others (i.e., the distance between plane surfaces) can be changed in order to control the deviation of form resulting after processing. Based on this observation, an algorithm was created in the above-mentioned mathematical model, which allows the prediction of form deviations as early as in the manufacturing programming phase, while control is ensured by the adequate choice of distances between the level planes used in processing. The algorithm was extended for all types of technological surfaces and, during the experiment, the following model was used, as a result of the research and analyses made [25–27]. 2.5D machining is a case of machining carried out on the X–Y plane, and the movements along Z-axis are made for positioning the tool in accordance with the cutting depth. In that case, a part which is cut has numerous flat features at different depths. The key point in 2.5D modelling is to follow the changing rules in Z-axis, what means that a set of discrete grid points are used to create a continuous surface \( Z = F(x, y) \). These changing rules are associated with three situations:

1. 2 ½ D information (height) is in the form of a constant,
2. 2 ½ D information (height) is in the form of a function,
3. 2 ½ D information ((height) is in the form of a combination of a constant and a function [28,29].

2. The Mathematical Concept of Optimal Surface Generation in 2 ½ D

2.1. The Concept of Optimal Surface Generation in 2 ½ D with Predictive Control of the Geometric Shape Deviations Resulting from the Processing

The ability to process complex surfaces in space on numerically controlled manufacturing systems is one of their essential qualities, making them in many situations irreplaceable in manufacturing certain parts with complex configurations in plan or space. The proposed concept, designed for the transition from in-plane processing to space processing, is based on the realization of the third dimension, by processing profiles arranged in several overlapping planes, positioned one at the other at certain calculated distances (\( \Delta_i \)). In other words, the transition from 2D processing to 2 ½ D processing is done but in a new manner described in the optimal sense. The concept of complex surface processing (Figure 1) in space by the multipurpose overlapping method is as follows:

**Figure 1.** The concept of complex surface processing in space in 2 ½ D with the geometric shape deviations. (a) Section and top view of the complex surface in space pocket type; (b) The concept of complex surface processing in 2 ½ D; (c) The geometric shape deviations of the part.

A section of the piece is considered to be characteristic if there is a change over the surface shape of the piece. In practice, the characteristic section of any surface is homologous to the characteristic point of a plane curve. In fact, it is also found that the characteristic sections A-A, A’-A, A”-A”, etc.,
pass through the points characteristic of planar contours \( P_i, P_i', P_i'' \), etc. We chose a general case for a particular profile \( P_1 \ldots P_6 \), obtained from the combination of usual curves, namely:

- \( P_1P_2 \) = straight segment (forms the angle \( \alpha_1 \) with the OX axis)
- \( P_2P_3 \) = arc of a circle, of radius \( R_2 \) (may be tangent or not to neighboring segments)
- \( P_3P_4 \) = straight segment (forms the angle \( \alpha_3 \) with the OX axis)
- \( P_4P_5 \) = arc of a circle, of radius \( R_4 \) (may be tangent or not to neighboring segments)
- \( P_5P_6 \) = arc of a circle, of radius \( R_5 \), (may be tangent or not to \( P_4P_5 \)), with the observation that in the case of tangent \( P_5 \) will be the inflexion point. The arc is tangent for technological reasons at the bottom surface of the piece.

2.2. Optimal Modelling of Concave Surface Generation

We analyze the concept for a single section A-A, specifying that in the other sections necessary for the complete description of the piece, the concept is similar.

To better illustrate how the distance (\( \Delta \)) between processing planes influences the processing precision, the general profile breaks down into segments as follows:

(a) The straight segment \( P_1P_2 \) (Figure 2)

We initially consider that the cutting tool—the boring tool, the fly knife, or the cylindrical front cutter—has a peak radius \( R_s \), known (for example, corner radius of metal carbide plates).

To process the inside profile (pocket) on the corresponding portion of the \( P_1P_2 \) generating curve, the instrument will execute several processing operations in the successive planes \( \pi_{1,i} \) and \( \pi_{1,i+1} \), the distance between the two planes by noting it with \( \Delta_{1,i} \), for this first portion.

It is found that on the piece, due to the generation scheme used, the \( P_1P_2 \) segment is actually obtained by joining several cycloids.

- \( M_{1,i}N_{1,i} \) = Deviation from profile shape.
- \( AF_{1,i} \) = the deviation from straight-sidedness, in this case, obtained by the generation scheme

This value—although it has similar expressions—must not be confused with the theoretical roughness that is obtained from processing and which is otherwise measured in another plane.

![Figure 2.](image-url) The occurrence of the geometric deviation—rectilinear generator curve.

In the analyzed concept, \( M_{1,i}N_{1,i} \) must be treated as a deviation from the straight-sidedness of the generating curve, which occurs due to the \( 2 \frac{1}{2} \) D generation scheme and which, in the analysis, is constituted as a deviation from the shape resulting from the processing in the treated area.

From elementary calculations, the following is obtained:

\[
O_{1,i}O_{1,i+1} = \frac{\Delta_{1,i}}{\sin \alpha_1} \quad (1)
\]

\[
M_{1,i}N_{1,i} = AF_{1,i} = R_s - \sqrt{R_s^2 \left( \frac{\Delta_{1,i}}{2 \sin \alpha_1} \right)^2} \quad (2)
\]
Thus, we notice that the deviation from the given shape of the profile on the \( P_1P_2 \) portion can be considered to be a function of several variables:

\[
AF_{f_1} = AF_{f_1,i} \Delta_{1,i} \left( R, \alpha_1 \right) \quad (3)
\]

However, \( \alpha_1 \) = constant (from the execution drawing), \( R_s \) = constant (as the tool radius at the top), therefore:

\[
AF_{f_1} = AF_{f_1,i} \left( \Delta_{1,i} \right) \quad (4)
\]

As an interpretation, the deviation from the given shape of the surface resulting from the processing according to the analyzed scheme is based on the distance between the successive planes.

It follows that in practice, it is advisable to choose the limit \( \Delta_{1,i} < R_s \); otherwise, an inappropriate generation pattern may occur with deviations higher than those previously calculated and which should be avoided.

In the particular case of the right segments (example \( P_1P_2 \)), the position of the points \( P_{1,i} \) on the segment \((P_1P_2)\) does not influence the magnitude of the deviation from the prescribed shape, the influence is given only by the distance between the planes \( \Delta_{1,i} \), and \( i \) since the angle \( \alpha_1 \) = constant for any \( i \).

In contrast to other curves (e.g., \( P_2P_3 \) circular arc), apart from the distance \( \Delta_{2,i} \), the position of the points \( P_2 \) along the curve is also affected by the fact that the index “I” influences the angle \( \alpha_{2,i} \) and thereby also influences the magnitude of the deviations of form resulting from processing. The problem that comes to meet the deviations of form is that:

\[
AF_{f_{1,i}} \leq TF_{f_1} \forall i, \text{ where } (5)
\]

\( TF_{f_i} \) = tolerance of the profile shape required for the \( P_1P_2 \) portion. By mathematically analysing the generation scheme, we obtain after transformations:

\[
\begin{align*}
R_s - \sqrt{R_s^2 - \left( \frac{\Delta_{1,i}}{2 \sin \alpha_1} \right)^2} & \leq TF_{f_1} \\
\Delta_{1,i} & \leq 2 \sin \alpha_1 \sqrt{TF_{f_1} \left( 2R_s - TF_{f_1} \right)}
\end{align*}
\]

(6)

Because of the previous observations, the value \( \Delta_{1,i} \) will be optimal when, following the inequality/restriction presented, it will lead to a minimum number of processing planes. In these conditions, we finally get the optimal distance between planes on the first portion:

\[
\Delta_{1,opt} = \Delta_{1,max} = 2 \sin \alpha_1 \sqrt{TF_{f_1} \left( 2R_s - TF_{f_1} \right)}
\]

(7)

The value obtained corresponds to the general case when the cutting tool has a correctly executed shape, with a peak radius \( R_s \) and positive attack angles.

This case corresponds to the majority of processing situations in which metal-carbide-reinforced metal plates are used, with the known peak radius \( R_s \).

For special tools with other configurations, the same procedure is followed, but in the approximation concept, the shape, and the way of obtaining the generating curve as a loader of the tool positions in the scrubbing processing planes must be taken into account.

(b) Segment \( P_2P_3 \) = concave arc of a circle, of radius \( R_2 \) and angles \( \alpha_{2,i} > 0 \) (Figure 3)

The segment represents a characteristic portion of the concave surfaces, the usual orientation being in the tangent extension of the previous segment. Level planes are selected at any position, and the generation pattern is analyzed at 2 1/2 D. As in (a), it is calculated the deviation from the given
shape of the profile \( AF_{2j} \) obtained by processing in the two planes of level \( \pi_{2,j} \) and \( \pi_{2,j+1} \) situated at the distance \( \Delta_{2,j} \):

\[
R_s - \sqrt{R_s^2 - \left( \frac{\Delta_{2,j}}{2 \sin\left(\frac{\alpha_{2,j} + \alpha_{2,j+1}}{2}\right)} \right)^2} + R_s - \sqrt{R_s^2 - \left( \frac{\Delta_{2,j}}{2 \sin\left(\frac{\alpha_{2,j} + \alpha_{2,j+1}}{2}\right)} \right)^2}
\]

(8)

In the approximation, it was taken into account that the three circles in the figure are tangent inside. In the expression \( AF_{2,j} \), we took into account the approximation, the term:

\[
O_{2,j}O_{2,j+1} \approx \frac{\Delta_{2,j}}{\sin\left(\frac{\alpha_{2,j} + \alpha_{2,j+1}}{2}\right)}
\]

(9)

This is the best approximation of the string through the median angle. The tangent angle in \( P_{2,j} \) is \( \alpha_{2,j} \), and the angle of tangent in \( P_{2,j+1} \) is \( \alpha_{2,j+1} \), thus the angle of the tangent to the midpoint \( M_{2,j} \) is even with the median angle used in the relationship. It is also observed that the angle of the tangent is decreasing, with the values: \( \alpha_2 = \alpha_{2,0} \) in point \( P_2 \), \( \alpha_{2,j} \) in point \( P_{2,1} \) and \( \alpha_{2,n} \) in point \( P_3 \).

**Figure 3.** The occurrence of the deviation of the geometric shape-generator of the curve.

In this context, the size of the segment \( O_2O_{2'} \) has values that vary depending on the position on the \( P_2P_3 \) arc between the limit positions corresponding to \( \alpha_{2,0} \rightarrow \alpha_2 \) and \( \alpha_{2,n} \rightarrow \alpha_3 \); this modifies the deviation (Figure 4a).

**Figure 4.** The arc between the limit positions and variable geometric shape deviations without 2 1/2 D control. (a) The arc between the limit positions; (b) Variable geometric shape deviations.

Mathematically, it is demonstrated that for the same value of \( \Delta_2 \), the arc \( O_{2,0}O_{2,1} \) by the decrease of the angle \( \alpha \). According to Figure 3, this means that the maximum value is reached to point \( P_3 \),
because at this point $\alpha_{2,n} \to \alpha_{2,0}$. At point $P_3$, a local maximum is reached. The absolute maximum value for the arc $O_2, O_{2,i+1}$ and implicit for the profile error would be reached if $\alpha_{2,n} = 0$. The arc $O_2, O_{2,i+1}$ range between the following absolute limits:

$$\frac{\Delta_{2,j}}{\sin \left(\frac{\alpha_{2,0} + \alpha_{2,0}}{2}\right)} \leq O_{2,j}O_{2,i+1} \leq \frac{\Delta_{2,j}}{\sin \left(\frac{\alpha_{2,0} + \alpha_{2,0}}{2}\right)}$$

(10)

The absolute maximum value would correspond to $\alpha_{2,n} = 0$, and the absolute minimum value for $\alpha_{2,0} = 90^\circ$. For the general case when the extreme values exist, a local maximum is obtained for the arc $O_2, O_{2,i+1}$:

$$O_{2,j}O_{2,i+1}\max = \frac{\Delta_{2,j}}{\sin \left(\frac{\alpha_{2,0} + \alpha_{2,0}}{2}\right)}$$

(11)

For these reasons, we obtain that the maximum deflection value along the $P_2P_3$ arc of a circle is:

$$AF_{2,\max} \approx R_2 - R_2 - \left(\frac{\Delta_{2,j}}{2} \sin \left(\frac{\alpha_{2,0} + \alpha_{2,0}}{2}\right)\right)^2 + R_2 - \left(\frac{\Delta_{2,j}}{2} \sin \left(\frac{\alpha_{2,0} + \alpha_{2,0}}{2}\right)\right)^2$$

(12)

As with the straight segment $P_1P_2$, and for the $P_2P_3$ arc of a circle, the spacing between successive planes must be correlated with the required profile tolerance. The restriction will be:

$$AF_{2,\max} \leq TF_{2}$$

(13)

However, the following observation should be taken into account. If in the straight segment the profile error has the same value regardless of the position of the points $P_{1,j}, P_{1,i+1}$, in the case of the arc of a circle, the deviation of the profile is influenced by the position of the points $P_{2,j}, P_{2,j+1}$ on the arc $(P_2P_3)$, thus it is influenced by the angle formed by the tangent to the circle at the median point $M_{2,i}$ and the axis $OX$. This median angle has the value:

$$\alpha_{2m,i} = \frac{\alpha_{2,j} + \alpha_{2,j+1}}{2}$$

(14)

There are the following choices for $\Delta_{2,j}$:

No. 1. Choosing a constant value for the distance between planes, $\Delta$, the same regardless of the position of the planes superimposed on the $P_2P_3$ arc.

No. 2. Choosing a variable value for $\Delta_{2,j}$, depending on the position of the planes relative to the $P_2P_3$ arc.

Case no. 1 is solved by the relation with known notations:

$$AF_{2,\max} \leq TF_{2}$$

(15)

This case has the advantage that requires a smaller computing volume, requiring the identification of a single size $\Delta_{2,opt}$ (the distance between the successive planes that verifies the above-mentioned in the equation), in order to respect the imposed restriction.

After transformations and approximations of square differences, we obtain:

$$\Delta_{2,opt} \approx 2 \sqrt{2} \sin(\alpha_{2min}) \sqrt{\frac{R_2 R_s}{R_2^2 + R_s}}$$

(16)

where $\alpha_{2min}$ is the smallest angle in the range $[\alpha_{2,0}, \ldots \alpha_{2,n}]$.

The way of obtaining this constant value checks the imposed restrictions in the most disadvantaged situation when: $\alpha_{2,j} \to \alpha_{2min} = \alpha_{2,n}$. For the other areas, when $\alpha_{2,j} \to \alpha_{2,\max} = \alpha_{2,n}$, it can be assumed
that the magnitude Δ2max is chosen under conditions that are closer than necessary, so it can be said that the method leads to an optimal, but only in the local sense. Also, the process will lead to a large number of processing planes, with repercussions in terms of productivity, cost of processing, and may favor the occurrence of profile deviations.

As follows from the expression of the deviation of the profile AFf2,i, if Δ2,i = Δ2 = constant, then AFf2 = AFf2 (α2,i), the error increasing by the decrease of the angle α2,i, in the case of Figure 3, when α2,i → α2,i. When Δ2 has higher values, some irregular traces may appear on the piece, indicating the contours of the level planes π2,i, traces being more pronounced to the area with α2,i → α2min.

For these reasons, case no. 1 for local optimization—even if it is simple and less laborious—is only recommended for those processes that by their degree of concentration do not lead to the appearance of “narrow points” on the manufacturing line. It is also useful for parts that are not specifically intended to obtain uniform profile deviations on spatially processed surfaces.

Case no. 2 gives the possibility of choosing absolute optimal values for Δ2,i = Δ2,i(α2,i) that the initial optimization criterion and the imposed restrictions are respected (minimum number of processing planes subject to adherence to a permissible deviation).

This case is solved with the inequality of AFf2,i ≤ TFf2 ∀i, where:

$$AF_{f2,i} = R_s - \sqrt{R_s^2 - \left(\frac{\Delta_{2,i}}{2 \sin(\frac{\alpha_{2,i} + \alpha_{2,i+1}}{2})}\right)^2} + R_2 - \sqrt{R_2^2 - \left(\frac{\Delta_{2,i}}{2 \sin(\frac{\alpha_{2,i} + \alpha_{2,i+1}}{2})}\right)^2} \quad (17)$$

with α2,i ≤ α2,i ≤ α2,0.

For less precise calculations, the expression can be simplified by approximation functions, but in this form, it describes exactly the deviation of the profile in the analyzed case. It is known that through the linear programming methods, the optimum belongs to the border of the interval, which in this case represents one of the extremes.

Solving the equation:

Restriction: AFf2,i < TFf2 and imposing the optimal condition, is found Δ2,i,opt with the expression:

$$\Delta_{2,i,opt} \approx 2 \sqrt{2} \sin(\alpha_{2min}) \sqrt{\frac{TFf2 R_s R_2}{R_2 + R_s}} \quad (18)$$

This distance, which is a function of the angle α2,i, has the following interpretation: for each P2,i point, located on the P2,P3 arc, (the tangent P2,i making the angle α1,i with the axis OX), corresponds to a certain optimal distance Δ2,i,opt so that the deviation from the given shape of the profile in that AFf2,i point does not exceed the TFf2 imposed tolerance. This distance Δ2,i,opt is considered to be optimal because it is determined in the maximum permissible sense and it will ensure a minimum number of processing planes (this means the maximum productivity implicitly), in the conditions of obtaining a uniform profile deviation, and within the required tolerance limit. In this sense, proceed as follows:

1. Determine the law of dependence of the optimum distance between the planes of the profile geometry (function Δ2,i,opt);
2. Calculate the successive positions of the planes.

To determine the “steps” required for the successive planes, the values corresponding to the starting point α2,0 or α2,n (generally α2,0) are replaced in relation, and are determined successively, from nearly almost the coordinates O2,1, O2,2, O2,i, and so forth, as well as their respective angles, elements that will constitute input data to determine the coordinates of the next plan. The process continues until α2,i takes its value to the destination point (α2,i = α2,n) [3].

Intermediate angular steps can be established by a recurrence relationship of the form:

$$\alpha_{2,i} = \arccos\left(\cos(\alpha_{2,i-1}) + \frac{\Delta_{2}(\alpha_{2,i-1})}{R_2 - R_s}\right)$$

with the angular division between α1 and α2 in terms:

$$\alpha_{2,0} = \text{known (from the execution drawing)};$$
\[ \alpha_{2,1} = \arccos\left(\cos\alpha_{2,0} + \frac{\Delta_2(\alpha_{2,0})}{R_2 - R_s}\right) \]

\[ \alpha_{2,j} = \arccos\left[\cos(\alpha_{2,j-1}) + \frac{\Delta_2(\alpha_{2,j-1})}{R_2 - R_s}\right] \]

(19)

\[ \alpha_{2,i} = \text{known (from the execution drawing)}; \]

The auxiliary notation was also used \( \Delta_2(\alpha_{2,j}) \) \( \Delta_2(\alpha_{2,j}) \). The points outlined in Figure 5 represent the O2 centers corresponding to the connection point at the tip of the tool.

Figure 5. The points outlined, the centers corresponding to the connection point at the tip of the tool.

In a global assessment, the method can be considered laborious, but using the basic calculus program, the optimal distances between successive planes can be found after the expression \( \Delta_{2,j_{\text{opt}}} \), defined above, as well as the corresponding angles \( \alpha_{2,i} \). Identifying these angles is very useful for carrying out the numerical control program because through them, there are all the necessary geometric coordinates [30]. However, such a calculation should be done because ECN cannot identify the successive co-ordinates on the arc since, as mentioned, it is not a standard plan interpolation, but a space interpolation, more precisely in 2 ½ D, and the coordinates of the intermediate points must be specified by the programmer.

These coordinates will be:

\[ x_{O_{2,i}} = x_{C_2} \pm (R_2 - R_s) \cos \alpha_{2,i} \]

(20)

\[ y_{O_{2,i}} = y_{C_2} \pm (R_2 - R_s) \sin \alpha_{2,i} \]

(21)

where \( C_2(x_{C_2}, y_{C_2}) \) = the point corresponding to the interpolation centre, and the angles \( \alpha_{2,i} \) result from the recurrence relationship. The sign (+) is denoted in the expression as the center position \( C_2 \) is left (+) or right (−) in relation to the points \( O_{2,i} \). As compared to other methods currently used for spatial interpolation, this variant offers the advantage to obtaining a controlled profile deviation (within the boundary of \( TF_{i2} \)), and moreover, this deviation will be uniform over the entire arc segment, a condition that other methods do not satisfy.

Also, as it results from the optimization goal, the number of successive processing planes will be minimal, with a favorable influence on the productivity and cost of processing.

(c) The segment \( (P_3P_4) \)—A straight segment

A separate analysis of the deviation from the given shape of the \( AF_{i3} \) profile is not required, which in this case is like a \( (P_1P_2) \) deviation from straight-sidedness. The segment is positioned by the angle \( \alpha_3 \), and if in drawing \( \alpha_3 = \alpha_{2,i} \), then the segment is tangent to the circular arc \( (P_2P_3) \). Considering similarly several \( \tau_i, \tau_{i+1} \) planes located at distances \( \Delta_{3,j} \), we obtain:

\[ AF_{ij} = AT_{ij}(R_s, \Delta_{3,j}, \alpha_3) = R_s - \sqrt{R_s^2 - \left(\frac{\Delta_{3,j}}{2 \sin \alpha_3}\right)^2} \]

(22)
As for the segment \((P_1P_2)\), the position of the intermediate points along the segment does not influence the deviation, so imposing as an objective function, the finding of the maximum distance between the successive processing planes, under the conditions of respecting the shape tolerance of the profile, we obtain:

\[
\Delta_{3,opt} = 2 \sin \alpha_3 \sqrt{TF_{f3}(2R_s - TF_{f3})}
\]  

with the observation that it is usual (for functional reasons) that the \(TF_{f_i}\) tolerances have a common value \(TF_{f_i} = TF_f\) for all segments \(P_iP_{i+1}\).

2.3. Optimal Modelling of Convex Surfaces and Marginal Surfaces

Convex surfaces and marginal surfaces are analyzed from the same premises and will lead to specific relationships appropriate to the proposed form and concept of generation [19]. If we continue in the description of the shape of the complex surface in the space defined in Figure 3, the convex part is given by:

(a) Segment \((P_4P_5)\)—A convex arc of a circle (Figure 6)

The conceptualization and optimization in generating these surfaces are performed in compliance with the segment within the arc of the circle \((P_2P_3)\), leading to similar dependencies specific to the two solutions (1 and 2). The arch \((P_4P_5)\) is defined by the angle of the tangent at point \(P_4\) with the axis \(OX\) (angle \(\alpha_{4,0}\)) and the similar angle at point \(P_5\), the angle \(\alpha_{4,n}\).

![Figure 6. The occurrence of the deviation of the geometric shape-convex generator curve.](image)

If \(\alpha_{4,0} = \alpha_3\), the arc \(P_4P_5\) is tangent in the extension of the right segment \((P_3P_4)\), and if \(\alpha_{4,n} = \alpha_{5,0}\), it will also be tangent to the next arc of a circle, the point \(P_3\) becoming the inflexion point. This is, in fact, the most commonly used situation in combinations of such surfaces.

By analyzing cases no. 1 and no. 2 of the arc of a circle solved for \((P_2P_3)\), it should be found that the radius \(R_s\) corresponding to the tool positions in the successive processing planes are, for the arc \((P_4P_5)\), tangential to the exterior part of the profile. This causes deviations to be slightly smaller than in the case of straight segments and much smaller than in the case of concave tangent circle segments, such as for the previously analyzed \(P_2P_3\) arc. The relationship used in the calculation determined accordingly is:

\[
AF_{f4,i} = R_s - \left[ R_s^2 - \left( \frac{\Delta_{4,i}}{2 \sin \left( \frac{\alpha_{4,i} + \alpha_{4,i+1}}{2} \right)} \right)^2 \right] - \left[ R_4 - \sqrt{R_4^2 - \left( \frac{\Delta_{4,i}}{2 \sin \left( \frac{\alpha_{4,i} + \alpha_{4,i+1}}{2} \right)} \right)^2} \right]
\]  

(24)

Taking into account the observations made in solving the arch \((P_2P_3)\), we obtain for the two cases corresponding to the arc \((P_4P_5)\), the following values:
Case no. 1 = use of unique value (local optimum) for the entire arc.

\[
\Delta_{4,\text{opt}} = 2 \sqrt{2} \sin(\alpha_{4,\text{min}}) \sqrt{\frac{TF_4 \cdot R_s}{R_s - R_i}}
\]

(25)

where: \( \alpha_{4,\text{min}} \) = the minimum angle in the range \([\alpha_{4,0}, \ldots, \alpha_{4,n}]\).

Case no. 2 = use of optimal values correlated with the position of the planes \( \pi_{4,i}, \ldots, \pi_{4,i+1} \) regarding \( P_4P_5 \) arc (better performance).

\[
\Delta_{4,\text{opt}} \approx 2 \sqrt{2} \sin(\alpha_{4,i}) \sqrt{\frac{TF_i \cdot R_s}{R_s - R_i}}
\]

(26)

It can be noticed that compared to the concept of the concave surfaces, the optimal distances between planes, in this case, will result higher due to the denominator \((R_s - R_i)\) with \(R_s >> R_i\).

As for the \( P_2P_3 \) arc of a circle, the angular steps must be found for determining the set of values \( \Delta_{4,i} \) and successive positions \( O_{4,i} \) (Figure 7), which for this case of the external tangent will have the recurrence relation:

\[
\alpha_{4,i} = \arccos \left( \cos \alpha_{4,i-1} + \frac{\Delta_{4}(\alpha_{4,i-1})}{R_s + R_s} \right)
\]

(27)

\[
O_{4,i+1} \left[ O_{4,i} \right]
\]

(a)

\[
C_i(XC_iZC_i)
\]

(b)

Figure 7. Successive positions of the reference point \( O_{4,i} \) corresponding to the overlapping planes, and the result of optimal control: (a) Successive positions of the tool reference point \( O_{4,i}; \) (b) Constant geometric shape deviations with 2 1/2 D control.

For their actual determination, start from the known values, and the steps will be calculated as follows:

\( \alpha_{4,0} \) = known (from the drawing)

\[
\alpha_{4,1} = \arccos \left( \cos \alpha_{4,0} + \frac{\Delta_{4}(\alpha_{4,0})}{R_s + R_s} \right)
\]

(28)

\[
\alpha_{4,i} = \arccos \left( \cos \alpha_{4,i-1} + \frac{\Delta_{4}(\alpha_{4,i-1})}{R_s + R_s} \right)
\]

\( \alpha_{4,n} \) = known (from the drawing)

Once the angular steps corresponding to the successive positions of the planes are known according to the formulated criterion of optimization, the coordinates of the \( O_{4,i} \) points, which are required for the subsequent elaboration of the numerical control programs, are determined.

These coordinates will be:

\[
x_{O_{4,i}} = x_{C_i} \overline{R_s} \cdot \cos \alpha_{4,i}
\]

(29)
\[ y_{O_{4i}} = y_{C_4} \pm (R_4 + R_s) \cdot \sin \alpha_{4i} \] with \( i = 0 \ldots n \) \hfill (30)

The (−) sign corresponds to the situation when the center \( C_4 \) is to the right of the point and the sign (+) when it is located to the left of the point. The \( O_{4i} \) points will belong to the level curve, which determines the trajectory of the equidistant, which represents the database for the numerical control program. The relationship between the level curve, the contour of the piece and the trajectory of the equidistance achieved by the tool reference point on the AAP at the 2 1/2 D processing can be exemplified in Figure 8. One can notice that in order to describe the contour of the piece in a plane passing through a specific reference point \( P_{4i} \), located on the arc \( (P_4P_5) \), it is necessary that the center of the connecting spring at the tooltip (point \( O_{4i} \)) describe cinematically, as an envelope of successive positions, the level curve marked with \( N_{4i} \).

The planar coordinates of point \( O_{4i} = O_{4i}(x_{O_{4i}}, y_{O_{4i}}) \) were previously determined by the coordinates of the spatial interpolation center in the drawing and by the angular step \( \alpha_{4i} \) obtained from the recurrence relationship.

The third coordinate (in space) \( Z_{O_{4i}} \) is obtained directly with the relationship:

\[ Z_{O_{4i}} = Z_{P_{4i}} \pm R_s \cdot \sin \alpha_{4i} \] \hfill (31)

It represents the distance between the processing plane (the contour curve plane including the point \( P_{4i} \)) on the plane and the level plane \( \pi_{4i} \), which comprises the level curve \( N_{4i} \), equidistant \( E_{4i} \) and the reference points of the tool (the center of the radius connection, etc.).

The output element—to be described in the numerical control program—will refer only to the equilibrium curve \( E_{4i} \).

Practically, it is observed that each point \( P_{4i} \), which is an intermediate point, finally corresponds to a single point \( E_{4i} \), so a function:

\[ \phi_{4i} : \{P_{4i}\} \rightarrow \{E_{4i}\} \] \hfill (32)

For example, considering in space, the point:

\[ P_{4i} = P_{4i}(x_{P_{4i}}, y_{P_{4i}}, z_{P_{4i}}) \] \hfill (33)
we will have a corresponding point on equidistant:

\[ E_{4i} = E_{4i}(x_{E_{4i}}, y_{E_{4i}}, z_{E_{4i}}) \]  

\[ x_{E_{4i}} = x_{O_{4i}} - R_{ref} = x_{C_4} - (R_1 + R_6) \cdot \cos \alpha_{4i} - R_{ref} \]  

\[ y_{E_{4i}} = y_{O_{4i}} = y_{C_4} \]  

\[ z_{E_{4i}} = z_{O_{4i}} = z_{P_{4i}} + R_6 \cdot \cos \alpha_{4i} \]  

All elements are given or obtained through previous calculation relationships, and the \( R_{ref} \) parameter is a parameter of the cutting tool, known from the tool setting step.

The relationship of dependence given:

\[ \{P_{4i}\} \prec_{4i} \{E_{4i}\} \] has different expressions depending on the position of the point along the contour of the piece, the complete solution being made by the above-described methods of identifying the equidistant plane curves. Not all possible \( E_{4i} \) points (their set being infinite) should be determined, but only those points that are considered trajectory points as customary processing.

Thus, for the final stage of drawing the numerical control subroutine “4,i” of the contour processing given by \( P_{4i} \) (belonging to the \( P_5P_6 \) spring), it is sufficient to identify the characteristic points of the contour by moving the point \( P_{4i} \) along the contour of the piece in that section and then calculate the coordinates of the corresponding \( E_{4i} \) points, possibly by an elementary program.

Each characteristic point on the contour will correspond to a characteristic point on equidistance, whose coordinates will be found by calculation, identifying the \( \varphi_{4i} \) function according to the example above. After the contour of \( P_{4i} \) was closed in a plane parallel to \( \pi_{4i} \), the following contour \( P_{4i+1} \), located at the optimum distance calculated \( \Delta_{4i} \), ensures that the \( TF_{4i} \) tolerance corresponding to the \( P_4P_5 \) portion is achieved, under the conditions of a minimum number of circuits. Then the cycle is repeated until it reaches \( P_5 \).

(b) \( P_5P_6 \)-segment—An arc of a circle tangent to the end surface

The segment \( P_5P_6 \) (without figure, is similar to the \( P_2P_3 \) arc), which in principle allows for a similar solution, but with a peculiarity related to the angle \( \alpha_{5,0} = 0 \), unlike the other arcs with \( \alpha_{i,j} > 0 \), which makes it unnecessary to use case no. 1 of choice of the size \( \Delta_{5,\text{opt}} \). The potential use of this case would require the identification of a more accurate method of approximating the value of \( \Delta_{5,\text{opt}} \) but the value obtained would be low, it would lead to an oversized number of processing planes with an unfavorable effect on productivity.

Considering these observations, for the \( P_5P_6 \) end spring, it is, therefore, best to use the second solution which although it is more laborious than the first one, presents the stated advantages regarding productivity and the uniformity of the geometric deviations. Thus, the steps specific to the concave arcs will be followed, with the observation that the starting spring \( \alpha_{5,0} \) must be given, and if \( \alpha_{5,0} = \alpha_{4,in} \), then the point \( P_5 \) is the inflexion point, the \( P_4P_5 \) and the \( P_5P_6 \) arcs being external tangents.

Also, the arc \( \alpha_{5,j} \) is given, \( \alpha_{5,j} = 0 \), which is a particular case but is frequently used in the configuration of complex parts.

Following the optimization of the \( P_5 \) distances under the same conditions, subject to the restriction:

\[ AF_{f_{5}} \leq TF_{f_{5}} \]  

we obtain:

\[ \Delta_{5,\text{opt}} \approx 2 \sqrt{2} \sin \alpha_{5,j} \sqrt{TF_{f_{5}} \left( \frac{R_5 \cdot R_6}{R_5 + R_6} \right)} \]  

where \( \alpha_{5,j} \) is identifiable from the recurrence relation:
\(\alpha_{5,0}\) = known (from the drawing)

\[
\alpha_{5,1} = \arccos\left(\cos \alpha_{5,0} + \frac{\Delta_5(\alpha_{5,0})}{R_S - R_S}\right)
\]

(40)

\[
\alpha_{5,j} = \arccos\left(\cos \alpha_{5,j-1} + \frac{\Delta_5(\alpha_{5,j-1})}{R_S - R_S}\right)
\]

(41)

Please note that using the definition mode, the angle used in the calculation will tend to zero, without touching it, the angle representing, according to previous interpretations, the angle of the median line with the OX axis.

This will allow the last step \((\Delta_{3,n})\), to be made, step by which the transition from the \(P_5P_6\) circular arc to the horizontal segment will be determined, which will determine the flat surface of the piece’s alveolus, meaning the final processing.

3. Application—The Result of Optimization for a Real Piece—Extract for New Surfaces

3.1. Case Study

Figure 9 presents a section of a piece that presents a “pocket” type processing. The programmers of Numerical Control know that in the first stage, the piece is redesigned and the characteristic points on the profile of the piece \((P_i)\) are identified, which in our case, have: \(i = 1 \ldots 7\). This stage is actually the most complex but will allow for the controlled conditions to be achieved, and it is done on the basis of the optimal modelling from above. Analysing the shape of the section through the piece, we note that we can fragment the complex generator curve into several elementary curves, namely:

- \(P_1P_2\) = 60-degree straight segment
- \(P_2P_3\) = 100 mm concave circle tangent to segment \(P_1P_2\) and \(P_3P_4\)
- \(P_3P_4\) = 30-degree straight segment tangent to \(P_2P_3\)
- \(P_4P_5\) = arc of 100 mm radius convex circle tangent to segment \(P_3P_4\) and \(P_5P_6\)
- \(P_5P_6\) = 100 mm radius concave arc tangent to \(P_4P_5\) arc
- \(P_6P_7\) = horizontal straight line tangent to \(P_5P_6\).

The numerical results are passed here directly into drawing to reduce the editorial space.

![Figure 9](image-url)

**Figure 9.** Characteristic points of the part \((P_i)\), respectively those of the equidistant curve, \((E_i)\).
In the most general case (mandatory if the car does not have the radius correction function), the next step is to determine the characteristic points \((E_i)\), from the equidistant curve, using in this sense the known calculation relations: (bisector or a circle arc). These calculated points are also found directly in the drawing (Figure 9) for the economy of editorial space.

Analyzing the execution drawing, we can see that we have a minimum number of known or apparent points, namely:
- \(P_0 = P_0 (0,0)\)-the origin point resulting from the intersection of standard V-H directions.
- \(P_1 = P_1 (200.0)\)-instant result from the quota.

Assuming that we choose a cylindrical-frontal milling machine with \(R = 10 \text{ mm}\), the coordinates of the corresponding points on the equidistant:
- \(E_0 = E_0 (10,10)\) and \(E_1 = E_1 (191,339.5)\) are immediately displayed.

The following points can be obtained by applying the bisector or arc of circles:
- \(P_2 = P_2 (188.453, −20)\), \(E_2 = E_2 (179.792, −15)\) and centre \(C_2 (101.851, 30)\).

For the other points, \(P_i\) and \(E_i\) since coordinates no longer occur immediately, a geometric “processing” of the work profile data to be achieved using the utility point determination tool.

From the available modules of the utility will be selected those that correspond to the case definitions of \(P_i\) and \(E_i\), compatible with application data, as follows:
- \(P_3, E_3\) = points defined by a circle and an angle (module 1 option 4, original algorithm and soft ([6] Rece)
- \(P_4, E_4\) = points defined on the structure of a given straight line (Module 5 Option 3)
- \(P_5, E_5\) = points defined by a circle and an angle (module 1 option 4)
- \(P_5, E_5\) = points defined by a circle and an angle (module 1 option 4)
- \(P_6, E_6\) = points defined by the right/circle intersection (module 1 option 3, all calculated with ([6])

How to obtain the coordinates of these characteristic points using the utility program, is detailed for the first points, and then abbreviated for the following, including the interpolation centers, in Table 1.

| Table 1. The characteristic points obtained with the help of the utility program. |
| --- |
| **P3 (x,z)** = **P3 (151.851, −56.603)** |
| KNOWING THE POINT OF A CIRCLE DEFINED BY ANGLE A (ENCODE P/CA) |
| ENTER THE COORDINATES OF THE CIRCLE |
| CENTRE | \(X_C = 101.851\) |
| RADIUS | \(R = 100\) |
| ANGLE (grade/horizontal) | \(A = −60\) |
| COORDINATES OF THE POINT: | \(X = 151.851\) \(Y = −56.603\) |
| **E3 (x, z)** = **E3 (146.851, −47.942)** |
| KNOWING THE POINT OF A CIRCLE DEFINED BY ANGLE A (ENCODE P/CA) |
| ENTER THE COORDINATES OF THE CIRCLE |
| CENTRE | \(X_C = 101.851\) |
| RADIUS | \(R = 90\) |
| ANGLE (grade/horizontal) | \(A = −60\) |
| COORDINATES OF THE POINT: | \(X = 146.851\) \(Y = −47.942\) |
3.2. Results of Optimisation Based on the Optimal Modelling in 2 1/2 D of the Characteristic Coordinates of the Level Planes and the Points Corresponding to the Spatial Contours of the Equidistant—Extract

For each type of elementary curve of the part, we will select optimal distance computation relationships between superimposed processing planes as follows:

- $P_1P_2$ = straight segment

For this case, as shown in the introduction, there is a unique value of the optimal distance, which is calculated with the relation (7).

Taking into account the required angles $-60$ degrees—form tolerance $-0.10$ mm—as well as the value for the tool radius, $-10$ mm—we obtain the relation: $\Delta_{1\,\text{opt}} = 2.443$ mm.

Knowing the calculation of the value $\Delta_{1\,\text{opt}}$ and drawing from the drawing the difference of level $\Delta H$ between the points $P_1$ and $P_2$ which is 20 mm, we can calculate the optimal number of planes superimposed with the following relation, where the meaning of the square brackets is the whole part as we can see in the relation:

$$n_{1\,\text{opt}} = \left[ \frac{\Delta H}{\Delta_{1\,\text{opt}}} + 1 \right] = 9$$

(42)

The justification for this relationship stems from the fact that the number of passes must be closer to the one resulting from the calculation, greater than or equal to it to ensure the accuracy required and at the same time, it must be a whole number.

The problem now is to determine the coordinates of the intermediate points between points $P_1$ and $P_2$ and $E_1$ and $E_2$, respectively.

For this, it is possible to use the utility (original, made for that). More specifically, we will select from module no. 5 for defining structures submodule no. 3, which defines a structure of equidistant points on a given date [6]. The mode of use and the results obtained are presented in the run-in listing, as shown in Table 2.

Table 2. The results of automatic calculation of characteristics points $P_1P_2$ and $E_1E_2$.

| SIGNATURE: Intermediate and Endpoint Coordinates on Segment $P_1P_2$ |
|---|
| ENTER THE COORDINATES OF THE POINT |
| $XC = 200$ |
| $YC = 0$ |
| THE COORDINATES OF THE INTERMEDIATE POINTS ON THE LINE $P_1P_2$ |
| NO = 1  X = 198.716  Y = -2.223 |
| NO = 2  X = 197.434  Y = -4.445 |
| NO = 3  X = 196.867  Y = -6.667 |
| NO = 4  X = 194.867  Y = -8.889 |
| NO = 5  X = 193.585  Y = -11.112 |
| NO = 6  X = 192.302  Y = -13.334 |
| NO = 7  X = 191.018  Y = -15.556 |
| NO = 8  X = 189.735  Y = -17.778 |
| NO = 9  X = 188.453  Y = -20.000 |
Table 2. Cont.

**SIGNATURE: Intermediate and Endpoint Coordinates on Segment P_1P_2**

**SIGNATURE: Intermediate and endpoint coordinates on segment E_1E_2**

**ENTER THE COORDINATES OF THE POINTS**

\[
\begin{align*}
X_{C} &= 191.339 \\
Y_{C} &= 5
\end{align*}
\]

**THE COORDINATES OF THE INTERMEDIATE POINTS ON THE LINE E_1E_2**

\[
\begin{align*}
\text{NO} &= 1 \quad X = 190.055 \quad Y = 2.777 \\
\text{NO} &= 2 \quad X = 188.773 \quad Y = 2.555 \\
\text{NO} &= 3 \quad X = 187.490 \quad Y = -1.657 \\
\text{NO} &= 4 \quad X = 186.207 \quad Y = -3.989 \\
\text{NO} &= 5 \quad X = 184.824 \quad Y = -5.112 \\
\text{NO} &= 6 \quad X = 183.641 \quad Y = -8.334 \\
\text{NO} &= 7 \quad X = 182.338 \quad Y = -10.556 \\
\text{NO} &= 8 \quad X = 181.074 \quad Y = -12.778 \\
\text{NO} &= 9 \quad X = 179.792 \quad Y = -15.000
\end{align*}
\]

- \( P_2P_3 = \) concave arc of a circle

For this portion, the calculations are complicated, and the two approaches appear (see Case nos. 1 and 2 in the program [6]). We will choose “Case no. 2” which although more laborious, leads to the best results both in terms of productivity—by minimizing the number of processing planes and operational time—as well as the quality of the surface processed—by uniformizing the processing traces along the entire length of the profile—which the methods used so far cannot fulfill it. The optimal distance between successive planes becomes variable in this case, and it is dependent on the position along the contour, controlled by the angle \( \alpha_{2,i} \), according to the relations (16) and (19).

Based on these relations shown above in mathematical model, the utility program was completed with subroutines to facilitate the determination of the successive optimal distances, the corresponding angles and the intermediate points corresponding to the positions of the successive planes within the concave \( P_2P_3 \) arc and respectively inside the \( E_2E_3 \) equidistant spring.

The input data taken from the drawing are: \( T_{f2} = 0.10 \text{ mm}, R = 100 \text{ mm}, R_s = 10 \text{ mm}, \alpha_0 = 60^\circ = 1.046 \text{ rad.}, \alpha_n = 30^\circ = 0.526 \text{ rad.}, X_{C2} = 101.851 \text{ mm}, Z_{C2} = 30 \text{ mm} \).

The output data mean the run results are listed in the table in Table 3, where we excluded the intermediate coordinates of the planes. They are not used to implement the Numerical Control Program, and we retained the other data that they use later. The angles are expressed in radians, and the coordinates in millimeters in the reference system are shown in Table 3.

Table 3. The results of the optimization: the optimal position of the processing planes in space for a segment of arc P_2P_3 corresponding intermediate points on the equidistant segment E_2E_3.

| Angle \( \alpha_{2,i} \) | Optimal Distance \( D_{2\text{opt}} \) | Coordinates on the X axis \( X_{ei} \) | Coordinates on the Z axis \( Z_{ei} \) |
|--------------------------|-----------------------------------|--------------------------------------|--------------------------------------|
| 1.046                    | 2.33388                           | 179.7394                             | -15.09331                           |
| 1.015766                 | 2.29168                           | 178.3406                             | -17.42713                           |
| 0.9855136                | 2.27933                           | 176.871                              | -19.71917                           |
| 0.9552408                | 2.29181                           | 175.3318                             | -21.9671                            |
| 0.9249472                | 2.153634                          | 173.724                              | -24.1689                            |
| 0.8946319                | 2.103446                          | 172.0491                             | -26.32254                           |
| 0.8642936                | 2.051285                          | 170.3083                             | -28.42598                           |
| 0.8339312                | 1.997192                          | 168.5031                             | -30.47727                           |
| 0.8035431                | 1.94121                           | 166.6348                             | -32.47446                           |
Table 3. Cont.

| Angle $\alpha_{2,i}$ | Optimal Distance $D_{2\text{opt}}$ | Coordinates on the X axis $X_{ei}$ | Coordinates on the Z axis $Z_{ei}$ |
|----------------------|-------------------------------|---------------------------------|---------------------------------|
| 0.7731281            | 1.883384                      | 164.705                         | -34.41567                       |
| 0.7426839            | 1.823758                      | 162.7151                        | -36.29907                       |
| 0.7122089            | 1.762378                      | 160.6667                        | -38.1228                        |
| 0.6017008            | 1.699293                      | 158.5613                        | -39.88519                       |
| 0.6511568            | 1.634549                      | 156.4006                        | -41.58449                       |
| 0.620571             | 1.568195                      | 154.1862                        | -43.21904                       |
| 0.5899486            | 1.509279                      | 151.9197                        | -44.78723                       |
| 0.5592769            | 1.43085                       | 145.9197                        | -46.28752                       |
| 0.5285536            | 1.349955                      | 145.6026                        | -47.71837                       |

- $P_{3}P_{4}$ = straight segment

In this case, the solution method is similar to the segment $P_{1}P_{2}$. The optimal distance between planes is calculated analogously $\Delta_{3\text{opt}} = 1.410 \text{ mm}$, which will lead to a whole number of seven processing planes. Calling up the utility program again, we obtain in Table 4 the coordinates of the intermediate and endpoints on $E_{3}E_{4}$.

Table 4. The results of automatic calculation of characteristics points—direct $E_{3}E_{4}$.

**ENTER THE COORDINATES OF THE POINTS $E_{3}E_{4}$**

| $X_{C}$ | $Y_{C}$ | $\alpha_{2}$ | $\alpha_{n}$ | $\Delta_{3\text{opt}}$ |
|---------|---------|---------------|---------------|-------------------------|
| 1184.531 | -153.205 | 30°           | 60°           | 1.410 mm                |

- $P_{4}P_{5}$ = convex arc of a circle

The solution method is similar to the $P_{2}P_{3}$ arc but with the changes resulting from the different calculus relations generated by the convex shape, v. relations (26) and (28).

By using the “Case no. 2” solution in a similar way, we will have to calculate the optimal distance between planes based on a specific subroutine made and attached to the utility program. Usage and results are shown in Table 5. The input data extracted from Figure 9 are:

$T_{f_{4}} = 0.10 \text{ mm}$, $R = 100 \text{ mm}$, $R_{s} = 10 \text{ mm}$, $\alpha_{0} = 30^\circ = 0.526 \text{ rad.}$, $\alpha_{n} = 60^\circ = 1.046 \text{ rad.}$

$X_{C_{4}} = 1184.531 \text{ mm}$, $Z_{C_{4}} = -153.205 \text{ mm}$. 
Table 5. The results of the optimization: the optimal position of the processing planes in space and the corresponding intermediate points on the equidistant segment $E_4E_5$.

| Angle $\alpha_{4,i}$ | Optimal Distance $\Delta_{4opi}$ | Coordinates on the X Axis $X_{ei}$ | Coordinates on the Z Axis $Z_{ei}$ |
|----------------------|-------------------------------|-----------------------------------|-----------------------------------|
| 0.523                | 1.489165                      | 129.5881                          | -57.90929                         |
| 0.549498             | 1.408428                      | 127.0825                          | -59.39846                         |
| 0.5735447            | 1.463318                      | 124.8436                          | -60.80688                         |
| 0.5976748            | 1.517414                      | 122.6371                          | -62.27019                         |
| 0.621707             | 1.570679                      | 120.4644                          | -63.7876                          |
| 0.6458198            | 1.623078                      | 118.3271                          | -65.35827                         |
| 0.6699521            | 1.674573                      | 116.2267                          | -66.98135                         |
| 0.6941026            | 1.725132                      | 114.1645                          | -68.6591                          |
| 0.7182705            | 1.774719                      | 112.1418                          | -70.38105                         |
| 0.7424545            | 1.823302                      | 110.1602                          | -72.15576                         |
| 0.7666542            | 1.870849                      | 108.2208                          | -73.97906                         |
| 0.7908685            | 1.917328                      | 106.3249                          | -75.8499                          |
| 0.8150969            | 1.962709                      | 104.4739                          | -77.76723                         |
| 0.8393388            | 2.006962                      | 102.6688                          | -79.72995                         |
| 0.8635934            | 2.050059                      | 100.911                           | -81.7369                          |
| 0.8878606            | 2.09197                       | 99.20143                          | -83.76696                         |
| 0.9121396            | 2.13267                       | 97.54134                          | -85.87893                         |

In the same manner, all processing surfaces proceed, and the obtained results confirm the validity of the original mathematical model presented, as well as of the dedicated utility software, made on its basis.

Through the novelty of the model introduced, the paper ensures a leap in technology, in the sense that by applying the mathematical model and the calculation program derived from it, a new quality in technology could be obtained (confirmed in practice). This consists of the fact that it is possible to process complex surfaces in space with predictive control of the geometric shape deviation. The deviation resulting from the processing (by the proposed method) is kept within the limits imposed by identifying the optimal distance between the processing planes (the distance that is influenced by the prescribed geometric form of the part and other factors) and which is provided step by step to a plan from processing to the next, until the total completion of the piece. Until the implementation of this method, either a medium distance is adopted, which leads to unevenly distributed deviations and could leave the tolerance field, or a very small distance between planes is adopted as a safety measure leading to small deviations and probably located within the tolerance field. However, this leads to low productivity far from the optimum values which are provided only by the proposed method that is novelty in the world and constitutes a technological leap in the field of processing complex parts on machine tools with numerical control and in industrial engineering. This was confirmed by experts in industrial engineering, authors of the article as well as other neutral specialists in the field.

The paper presents an original mathematical model with an algorithm and a suitable calculation program (an industrial software derived from it). The purpose was to find a way to process complex surfaces in space in an optimal and predictive sense.

The concept of optimization results from the fact that the model allows obtaining a minimum (optimal) number of planes/machining circuits, resulting in a total path of the minimum possible tool (therefore optimal in terms of productivity).

The concept that the model is predictive refers to the fact that regardless of the size of the deviation from the geometric form (imposed in the execution drawing) and the shape of the piece (given by the combination of elementary curves $P_1 P_2 \ldots P_{n-1} P_n$), the method allows finding the position of the superposed planes, step by step, so that the deviation of the shape that will inevitably result from the processing is smaller than the one imposed in the drawing.
The paper describes in the first part the theoretical model, on different combinations of curves (with which in fact, through their alternation the profile of any complex piece can be realized).

In the second part, the article presents the results of applying the model (together with the industrial software made on its basis) for a specific part. The obtained results confirmed the validity and the correctness of the method, which allows on the one hand a considerable reduction of the processing time, and on the other hand keeping within the imposed limits of the deviation of form, obtaining a uniform quality of the surface, etc. There are several advantages of technology presented in the paper. As mentioned above, the purpose is not necessarily to reduce the form error, i.e., to obtain a very small error, as this would lead to an increase in the number of processing planes with negative effect on the productivity and cost of the part (which is great anyway). The purpose is to keep under control the deviation from the geometric form, within the limits imposed with the increase of productivity. Thus, we obtain the lowest price for the part and in accordance with the conditions imposed in the drawing, including a predictive optimization of the manufacture, and this including the elimination of waste or test pieces (which are still used in today's technologies).

It is not the purpose of this technological model to obtain beautiful or more aesthetically pleasing parts, without traces of processing, etc. (these being realized by other processes), but parts that must have a certain prescribed form in space, with deviations of strict form, which do not exceed certain limits. These are usually molded parts for injection of plastics or for precise casting or plastic deformation, etc., which are important landmarks through which thousands or hundreds of thousands of identical parts are made in mass production. Or, this is for parts with a certain imposed geometric shape, (from different mechanisms), which enter into relative motion with other parts with their congruent shapes, dependent on each other for proper functioning, etc.

4. Conclusions

In this article, a methodology was developed in which the processing of complex surfaces in space is optimally done in a minimum number of processing planes, but regarding the precision of form imposed by the design, process called ‘processing in 2½ D’.

The main advantages of the method are related to the use of facilities from the processing of flat contours to the processing of complex surfaces in space and the possibility of controlling deviations (errors) from the given shape of the surfaces or profiles.

In fact, the novelty of the method results from the fact that by its execution, a possible overcoming of the shape tolerance imposed on the surface of the piece is prevented by identifying the optimal distances between the successive processing planes, depending on the shape of the plane section of the surface and the form of tolerance imposed on it.

The optimization is designed to determine the maximum distances between the successive processing planes, depending on the shape of the work surface, so as to obtain as small several processing planes as possible, but in the conditions of the tolerance of the surface or profile. The optimization criterion is therefore to minimize the number of processing planes, and the set of restrictions is obtained from the conditions that deviations from the given shape of the surface or profile are less than the corresponding tolerances imposed.

The concept involves the following steps:

I. Identifying the characteristic sections of the complex surface, A-A, A’-A’, A”-A”, and so on and for each other the set of the corresponding characteristic points \( P_i \), \( P_i' \), etc., as well as the types of segments corresponding to \( P_i \), \( P_{i+1} \).

II. Identify the defining dimensions for each segment \( (P_i, P_{i+1}) \) using the execution drawing (angles, rays, interpolation centers, lengths, etc.).

III. The calculation for each segment of optimal processing distances \( \Delta_{opt} \) using the specific relationships determined for each type, taking into account the following observations:
(a) In the case of straight segments, the optimum distance between the planes is unique (depending on the required form tolerance, the radius at the tip of the tool and the segment angle with the OX axis). This value is used for positioning all processing planes in space, resulting in uniform formulas.

(b) In the case of some concave or convex circle segments, two solutions with specific relations can be used, namely Case no. 1, and Case no. 2:

Case no. 1 involves the determination of a single value $\Delta_{i,opt}$, for the entire segment, a value that results in the accuracy of the required form. This case is simpler in terms of solution. Case no. 1 leads to accuracy by using several processing planes greater than the strictly necessary.

Case no. 2 takes into account the spatial position of the processing plane versus the generating curve, and leads to superior results by obtaining absolute values for the distances between the processing planes, according to their position regarding the analyzed segment. It ultimately presents the advantage of obtaining under the conditions of minimizing the number of processing planes, deviations from the given shape of the surface, uniforms and within the accepted limits.

(c) In the case of particular circle segments and end segments tangent to frontal plane surfaces or other types of special surfaces, it is recommended to resort to case no. 2, the first case leading to an oversized plane number, which ensures the shape of the imposed surface, but with low productivity. This situation is also avoided in terms of the final stage of compiling numerical control programs, a stage which in this case would implicitly lead to the development of more complex programs of long duration.

IV. The calculus of the coordinates of the intermediate characteristic points $P_{i,j}$ of the profile, on each segment $P_i, P_{i+1}$, obtained by processing in successive $P_{i,j+1}$ at the optimal distances determined previously. These coordinates are determined from almost using the recurrent relationships presented and the definition data of each segment.

V. Determination of the coordinates of the intermediate characteristic points $(E_{i,j})$ of equidistance. At each characteristic intermediate point on the profile $(P_{i,j})$, generally corresponds to a single intermediate point characteristic on the equidistant $(E_{i,j})$ which is determined by the position of the characteristic section relative to the complex surface area of the piece, the level curve and tool parameters with specific mathematical relationships.

VI. Finally, the execution of N.C. 1 programs for each processing plan based on the sets $\{E_{i,j}\}$ and $\{E'_{i,j}\}$.

This optimization method will ultimately have beneficial effects on the productivity of complex surface processing in space by reducing the number of circuits and the total path of the tool, respecting the required form precision and even, in the second solution of the problem, obtaining the facility that generates errors resulted from processing are uniform and controlled, with the possibility of optional intervention on them at the stage of drawing up the numerical control program.
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