Stochastic formalism for $U(1)$ gauge fields in axion inflation
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Abstract

We develop the stochastic formalism for $U(1)$ gauge fields that has the Chern–Simons coupling to a rolling pseudo-scalar field during inflation. The Langevin equations for the physical electromagnetic fields are derived and the analytic solutions are studied. Using numerical simulation we demonstrate that the electromagnetic fields averaged over the Hubble scale continuously change their direction and their amplitudes fluctuate around the analytically obtained expectation values. Though the isotropy is spontaneously broken by picking up a particular local Hubble patch, each Hubble patch is understood independent and the isotropy is conserved globally by averaging all the Hubble patches.
1 Introduction

Inflation gives an elegant explanation for observations of the early universe and is a part of the standard model of cosmology. However, what causes inflation has not been revealed and various models of inflation have been proposed. Among these models, the axion inflation is well motivated, because its shift symmetry ensures the flatness of the inflaton potential which is required for sufficient duration of inflation [1, 2]. To reheat the universe after inflation, the inflaton needs to be coupled with other fields. Since the Chern–Simons (CS) coupling respects the shift symmetry, gauge fields coupled to the inflaton through the CS coupling are often considered and their rich phenomenology has been intensively studied, such as baryogenesis [3–6], leptogenesis [7], magnetogenesis [8–13], the standard model particle production via the Schwinger effect [14–18], and the chiral gravitational wave production [19–24].

U(1) gauge field can be generated through the CS coupling during the axion inflation. The mode function of the U(1) gauge field is amplified due to a tachyonic instability, when it exits the Hubble horizon [8–10]. Although the amplified mode quickly decays on super-horizon scales, a new mode always arises from sub-horizon scales and the gauge field amplitude is persistent. Since each Fourier mode independently evolves and its amplitude is randomly produced from quantum fluctuation, the U(1) gauge field amplitude should fluctuate and its orientation should continuously change in the coordinate space. Nevertheless, such stochastic behavior of the gauge field has not been explored in the literature. This is not just an academic question, rather could be related to phenomenological consequences, such as the resultant baryon asymmetry. It is desirable to understand whether the stochastic nature of gauge fields could alter the conventional picture.

The stochastic formalism is useful for investigating such stochastic nature of a field caused by quantum fluctuation during inflation (see, e.g., Refs. [25–27] for the first papers), which is an effective theory for super-horizon fields often called IR modes. As sub-horizon quantum fluctuations (dubbed UV modes) continuously exit the horizon and join the IR modes in the accelerated expansion phase of the universe, the IR equation of motion (EoM) includes the “noise” term as a representative of fluctuations. In particular, if the UV modes get enhanced around the horizon crossing and can be viewed as classical fields with sufficient squeezing of mode functions, the dynamics of IR modes can be understood as a non-quantum Brownian motion. In this
way, one can analyze the behavior of each local horizon patch by means of classical statistical mechanics. Though the stochastic formalism for scalar fields (both for inflatons and spectators, see, e.g., Ref. [28] and references therein) has been well established so far, its application to vector fields has not been developed enough, because they are not enhanced by the horizon crossing in their minimal setup. The first study of the stochastic formalism for vector fields have addressed a kinetic coupling model where the inflaton is coupled to the kinetic term of U(1) gauge fields [29]. As described above, the CS coupling can also source gauge fields in the axion inflation and thus they can be a good target of the stochastic formalism. However, the previous work on the stochastic formalism of this model claimed that both the electric and magnetic fields were always aligned along “the $\hat{x}$-direction” and no rotation of their directions were discussed, which shows a stark contrast to our intuitive argument above [31].

In this paper, we develop the stochastic formalism for U(1) gauge fields and explore its implication. We derive the Langevin equation for the U(1) gauge field with the CS coupling to a rolling axion during inflation. The derivation is analogous to that of a scalar field, but has some distinctions. We also solve the derived equation to illustrate the stochastic behavior of the U(1) gauge field. In particular, our numerical simulation demonstrates that the amplitude fluctuation and the change of the direction based on the above intuitive argument are indeed realized.

This paper is organized as follows. In Sec. 2, we briefly explain our setup. In Sec. 3, we construct the stochastic formalism for the U(1) gauge field and derive its Langevin equation. In Sec. 4, we analytically find the solution and study its properties. In Sec. 5, some results of our numerical simulation are shown. Sec. 6 is devoted to the conclusion of this paper.

2 Tachyonic growth of gauge fields in the axion inflation

In this section, we briefly review our model in which the inflaton $\phi$ is coupled to the U(1) gauge field $A_\mu$ through the CS coupling:

$$\mathcal{L} = \frac{1}{2} \partial_\mu \phi \partial^\mu \phi - V(\phi) - \frac{1}{4} F_{\mu\nu} F^{\mu\nu} - \frac{1}{4f} \phi F_{\mu\nu} \tilde{F}^{\mu\nu},$$

(2.1)

where $F_{\mu\nu} \equiv \partial_\mu A_\nu - \partial_\nu A_\mu$ is the electromagnetic field strength and $\tilde{F}^{\mu\nu} \equiv \epsilon^{\mu\nu\rho\sigma} F_{\rho\sigma} / (2\sqrt{-g})$ is its dual. The determinant of the spacetime metric is denoted by $g$ and the totally anti-symmetric tensor is defined by $\epsilon^{0123} = 1$. In this paper, we do not specify the inflaton potential $V(\phi)$ or the value of the axion decay constant $f$ but simply assume the homogeneous and constant slow roll of the inflaton, $\partial_t \phi = \text{const.}$, as an input parameter in the approximately de Sitter (dS) background. The sign of the spacetime metric is defined as $ds^2 = a^2(\tau)(d\tau^2 - dx^2)$. Adopting the Coulomb gauge in vacuum, $A_0 = \partial_i A_i = 0$, the EoM for the comoving gauge field is given by

$$\partial_i^2 A_i - \partial_j^2 A_j - \frac{1}{f} (\partial_\tau \phi) \epsilon_{ijl} \partial_j A_l = 0,$$

(2.2)

Ref. [30] also studied the stochastic formalism in the kinetic coupling model, but the stochastic equation there does not reproduce the classical background behavior even if the noise term is dropped. This is because the interplay between the inflaton and the gauge field, which enables a classical attractor solution for the gauge field, is not properly taken into account, unlike Ref. [29].
where the conformal time is denoted by $\tau$ and the rank-3 totally anti-symmetric tensor $\epsilon_{123} = 1$. The gauge field is decomposed by the circular polarization and quantized as

$$A_j(\tau, x) = \sum_k \int \frac{d^3k}{(2\pi)^3} e^{ik \cdot x} \hat{e}_l^{(\lambda)} (\vec{k}) \hat{A}_\lambda (\tau, k),$$  

(2.3)

$$\hat{A}_\lambda (\tau, k) = \hat{a}_k^{(\lambda)} \mathcal{A}_\lambda (\tau, k) + \hat{a}_k^{(\lambda)\dagger} \mathcal{A}_\lambda^* (\tau, k),$$  

(2.4)

where $e_l^{(\pm)} (\vec{k})$ are the right/left-handed polarization vectors defined by $i k \times e^{(\pm)} (\vec{k}) = \pm k e^{(\pm)} (\vec{k})$, and $\hat{a}_k^{(\pm)} / \hat{a}_k^{(\pm)*}$ are the creation/annihilation operators which satisfy the commutation relation of $[\hat{a}_k^{(\lambda)}, \hat{a}_k^{(\alpha)\dagger}] = (2\pi)^3 \delta (k + k') \delta^{\lambda \alpha}$.

During inflation $aH = -1/\tau$, the EoM for the mode function is written as

$$\left[ \partial^2_\tau + k^2 \pm 2k^2 \frac{\xi}{\tau} \right] \mathcal{A}_\pm (\tau, k) = 0,$$  

(2.5)

with a characteristic parameter

$$\xi \equiv \frac{\partial_\tau \phi}{2 f a H} = \frac{\dot{\phi}}{2 f H},$$  

(2.6)

where dot denotes the cosmic time derivative. If $\xi > 0$, for instance, $\mathcal{A}_+$ modes undergo an exponential enhancement around the horizon crossing, while $\mathcal{A}_-$ modes do otherwise. In the rest of this paper, we take $\xi > 0$ since the solution for $\xi < 0$ is readily obtained by performing the $CP$ transformation to the solution of $\xi > 0$. With the Bunch–Davies vacuum initial condition and constant $\xi$, one can find the analytic solution for $\mathcal{A}_+$ as

$$\mathcal{A}_+ (\tau, k) = \frac{1}{\sqrt{2k}} e^{\frac{\pi \xi}{2}} W_{-i\xi, 1/2} (2ik\tau),$$  

(2.7)

where $W_{a, b}(z)$ is the Whittaker $W$ function. This solution approaches a constant asymptotic value in the super-horizon limit,

$$\mathcal{A}_+ (\tau, k) \mid_{\tau \rightarrow \infty} \frac{1}{\sqrt{2k}} \Gamma (1 + i\xi),$$  

(2.8)

where $\Gamma (z)$ is the Gamma function.

With the solution (2.7), the physical electromagnetic spectra for the $+$ mode are obtained as

$$\mathcal{P}^+_{BB}(\tau, k) = a^{-4} \mathcal{P}^+_{BB}(\tau, k) = \frac{k^5}{2\pi^2 a^4} |\mathcal{A}_+(\tau, k)|^2 = \frac{|k^4 H^4|}{4\pi^2} e^{\pi \xi} |W(-k\tau)|^2,$$  

(2.9)

$$\mathcal{P}^+_{EE}(\tau, k) = a^{-4} \mathcal{P}^+_{EE}(\tau, k) = \frac{k^3}{2\pi^2 a^3} |\partial_\tau \mathcal{A}_+(\tau, k)|^2 = \frac{|k^4 H^4|}{4\pi^2} e^{\pi \xi} |W'(-k\tau)|^2,$$  

(2.10)

$$\mathcal{P}^+_{EB}(\tau, k) = a^{-4} \mathcal{P}^+_{EB}(\tau, k) = -\frac{k^4}{2\pi^2 a^4} \mathcal{A}_+(\tau, k) \partial_\tau \mathcal{A}_+(\tau, k) = \frac{|k^4 H^4|}{4\pi^2} e^{\pi \xi} W(-k\tau) W^* (-k\tau),$$  

(2.11)

where $\mathcal{P}^+_X$ are the comoving spectra and $\mathcal{P}^+_E = (\mathcal{P}^+_EB)^*$. Here, for brevity, we define the Whittaker function and its derivative as

$$W (z) \equiv W_{-i\xi, 1/2} (-2iz), \quad W' (z) \equiv \partial_\tau W_{-i\xi, 1/2} (-2iz).$$  

(2.12)

In the left panel of Fig. 1, we present these physical power spectra. One observes that the spectra reach their peaks at around $|k_0 \tau| \approx \xi^{-1}$. The right panel of Fig. 1 shows the time evolution of the complex phases of the mode function and its derivative. After the phase rotation stops at $\kappa \approx 2\xi$, one can treat $\hat{A}_\lambda$ as a classical perturbation [32].
The key point is that due to the time-dependence of the window function, the time derivative of $A_{\text{IR}}$ does not simply coincide with the IR part of the conjugate momentum $\Pi_{\text{IR}}$ but differs by the mode on the boundary as

$$\partial_t A^\lambda_{\text{IR}}(\tau, x) - \Pi^\lambda_{\text{IR}}(\tau, x) = \int \frac{d^3k}{(2\pi)^3} e^{ik\cdot x} \frac{d}{d\tau} W'(\tau, k) e^{\lambda}(\hat{k}) \tilde{A}_\lambda(\tau, k).$$

\section{Derivation of Langevin equation}

In this section, we develop the stochastic formalism of the U(1) gauge field. To go to the stochastic picture, we divide the vector potential $A(\tau, x)$ into the IR part and the UV part,

$$A(\tau, x) = \sum_{\lambda = \pm} \left[ A^\lambda_{\text{IR}}(\tau, x) + A^\lambda_{\text{UV}}(\tau, x) \right],$$

with

$$A^\lambda_{\text{IR}}(\tau, x) = \int \frac{d^3k}{(2\pi)^3} e^{ik\cdot x} W(\tau, k) e^{\lambda}(\hat{k}) \tilde{A}_\lambda(\tau, k),$$

$$A^\lambda_{\text{UV}}(\tau, x) = \int \frac{d^3k}{(2\pi)^3} e^{ik\cdot x} [1 - W(\tau, k)] e^{\lambda}(\hat{k}) \tilde{A}_\lambda(\tau, k),$$

where we introduce a window function,

$$W(\tau, k) = \Theta(\kappa aH - k).$$

Here $\Theta(x)$ is the Heaviside function and $\kappa$ is a constant parameter which characterizes the boundary between IR and UV parts. $A_{\text{IR}}(\tau, x)$ contains only the contributions from the mode functions for $k < \kappa aH$. We also define the IR and UV parts of its conjugate momentum $\Pi(\tau, x) \equiv A'(\tau, x)$ as

$$\Pi^\lambda_{\text{IR}}(\tau, x) = \int \frac{d^3k}{(2\pi)^3} e^{ik\cdot x} W(\tau, k) e^{\lambda}(\hat{k}) \tilde{A}_\lambda^*(\tau, k),$$

$$\Pi^\lambda_{\text{UV}}(\tau, x) = \int \frac{d^3k}{(2\pi)^3} e^{ik\cdot x} [1 - W(\tau, k)] e^{\lambda}(\hat{k}) \tilde{A}_\lambda^*(\tau, k).$$

The key point is that due to the time-dependence of the window function, the time derivative of $A_{\text{IR}}$ does not simply coincide with the IR part of the conjugate momentum $\Pi_{\text{IR}}$ but differs by the mode on the boundary as

$$\partial_t A^\lambda_{\text{IR}}(\tau, x) - \Pi^\lambda_{\text{IR}}(\tau, x) = \int \frac{d^3k}{(2\pi)^3} e^{ik\cdot x} W'(\tau, k) e^{\lambda}(\hat{k}) \tilde{A}_\lambda(\tau, k).$$
Note that the time derivative of the window function yields Dirac’s delta function
\[ \mathcal{W}'(r, k) = \kappa \alpha^2 H^2 \delta(\kappa a H - k). \] (3.8)

Therefore, the EoM for the IR modes following the original one (2.2) is not closed only by the IR modes but corrected by the transition mode as
\[ \partial_t \Omega^\lambda_{\text{IR}} - \nabla^2 A^\lambda_{\text{IR}} - \frac{1}{f} \Phi \nabla \cdot A^\lambda_{\text{IR}} = \int \frac{d^3k}{(2\pi)^3} e^{ik \cdot x} \mathcal{W}'(r, k) e^\lambda(\hat{k}) \tilde{A}^\lambda_r(r, k), \] (3.9)
where the term in the right-hand side represents the new mode joining the IR part.

Here we introduce the IR part of the physical electromagnetic fields,
\[ \vec{E}^\lambda_{\text{IR}} = -a^{-2} \Omega^\lambda_{\text{IR}}, \quad \vec{B}^\lambda_{\text{IR}} = a^{-2} \nabla \times A^\lambda_{\text{IR}}. \] (3.10)

Taking the rotation of Eq. (3.7) and changing the time variable from the conformal time \( \tau \) to the cosmic time \( t \), one finds the stochastic equations for the physical electromagnetic fields as
\[ \dot{\vec{B}}^\lambda_{\text{IR}} + 2H \vec{B}^\lambda_{\text{IR}} + a^{-1} \nabla \times \vec{E}^\lambda_{\text{IR}} = \vec{X}^\lambda, \] (3.11)
\[ \dot{\vec{E}}^\lambda_{\text{IR}} + 2H \vec{E}^\lambda_{\text{IR}} - a^{-1} \nabla \times \dot{\vec{B}}^\lambda_{\text{IR}} + 2H \xi \vec{B}^\lambda_{\text{IR}} = \vec{Z}^\lambda. \] (3.12)
where we define
\[ \vec{X}^\lambda_B(t, x) \equiv \lambda H \kappa c(t) \int \frac{d^3k}{a^2(t)} e^{ik \cdot x} \delta(k_c(t) - k) e^\lambda(\hat{k}) k \hat{A}_\lambda(r, k), \] (3.13)
\[ \vec{Z}^\lambda_E(t, x) \equiv -H \kappa c(t) \int \frac{d^3k}{a^2(t)} e^{ik \cdot x} \delta(k_c(t) - k) e^\lambda(\hat{k}) \hat{A}_\lambda^r(r, k), \] (3.14)
with the transition scale \( k_c(t) \equiv \kappa a(t) H \). If one takes a sufficiently small \( \kappa \ll 2 \xi \), these transition modes can be understood as random but classical noise as we saw in the previous section. Their statistics are inherited from the results of quantum computations as
\[ \langle \vec{X}^\lambda_B(t, x) \rangle = 0, \quad \langle \vec{X}^\lambda_B(t, x) \vec{X}^\lambda_B(t', y) \rangle = \mathcal{P}^\lambda_{XY}(\kappa) H \delta(t - t') \delta^{\lambda \sigma} \psi^\lambda_{ij}(k_c(t)|x - y|), \] (3.15)
where \( X \) and \( Y \) denote \( B \) or \( E \) and we introduced a short-hand notation \( \mathcal{P}^\lambda_{XY}(\kappa) \equiv \mathcal{P}^\lambda_{BB}(\kappa, t_c(t)) \), since it depends only on \(-k_c(t)\tau = \kappa\) (see Eq. (2.9)). \( \psi^\lambda_{ij}(z) \) represents the spherical correlator,
\[ \psi^\lambda_{ij}(z) := \frac{1}{4\pi} \int d\cos \theta d\phi e^{iz \cos \theta} e^\mp(\hat{k}) e_j^\mp(\hat{k}) = \begin{pmatrix} \frac{z \cos z + (z^2 - 1) \sin z}{2z^2} & -\frac{z \cos z - \sin z}{2z^2} & 0 \\ \frac{z \cos z - \sin z}{2z^2} & \frac{z \cos z + (z^2 - 1) \sin z}{2z^2} & 0 \\ 0 & 0 & -\cos z + \sin z \end{pmatrix}, \] (3.16)
with the definition of the polarization vectors \( e^\pm(\hat{k}) = (\cos \phi \cos \theta \mp i \sin \phi, \sin \phi \cos \theta \pm i \cos \phi, -\sin \theta)^T / \sqrt{2} \) for \( \hat{k} = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)^T \). As we are interested in the coarse-grained fields, such an oscillating and decaying correlator can be approximated by zero for \( z \gg 1 \) and by the limit of \( z = 0 \) for \( z \ll 1 \). Although the following discussions do not strongly depend on its intermediate behavior, for simplicity, one can bridge the asymptotic forms with a step function as (see Ref. [27])
\[ \psi^\pm_{ij}(z) \approx \psi^+_{ij}(0) \Theta(1 - z) = \frac{1}{3} \delta_{ij} \Theta(1 - z). \] (3.17)
This implies that $\tilde{\Xi}^\lambda_X$ is understood as a patch-independent ($\propto \Theta(1 - k_c|x - y|)$) and white ($\propto \delta(t - t')$) Gaussian noise. Furthermore, if one takes a sufficiently small $\kappa \ll 1/\xi$, the gradient terms in the stochastic EoMs can be dropped, which is confirmed in the next section. Under this condition, therefore, the stochastic equation is independent for each local patch, since $\tilde{\Xi}^\lambda_X$ is not correlated among patches and the influence from the neighboring patches is negligible. We hereafter focus on the one-patch dynamics, suppressing the spatial index $x$.

Note that with the conformal time and the comoving electromagnetic fields, the noise term would be $\tilde{\Xi}_X = a^3 \tilde{\Xi}_X$ and their variances increase in time, $\langle \tilde{\Xi}^\lambda_X(\tau)\tilde{\Xi}^\mu_Y(\tau') \rangle \propto a^5 \delta(t' - \tau)$. Such noise terms are tricky to treat in numerical calculations. Thus, it is more convenient to handle the physical electromagnetic fields for which the noise terms have constant variances. In the stochastic equations, two polarization modes are decoupled. Hereafter, we focus on the exponentially amplified mode $\lambda = +$ and suppress the polarization label.

Although we have two noise terms, $\tilde{\Xi}_B$ and $\tilde{\Xi}_E$, they are not independent of each other. We define a matrix

$$\mathcal{M} = \frac{4\pi^2}{k^4H_0^4e^{\pi\xi}} \left( \begin{array}{cc} \tilde{\Phi}_{BB} & \tilde{\Phi}_{BE} \\ \tilde{\Phi}_{EB} & \tilde{\Phi}_{EE} \end{array} \right) = \left( \begin{array}{cc} |W|^2 & WW^T \\ W^TWW^T & |W'|^2 \end{array} \right),$$

(3.18)

where all arguments are $\kappa$. The determinant of this matrix is zero, $\text{det}(\mathcal{M}) = 0$. As one observes in the right panel of Fig. 1, for a sufficiently small $\kappa \ll 2\xi$, the rotation of the phase of $W$ stops and $\mathcal{M}$ becomes a real and symmetric matrix,

$$\mathcal{M} \xrightarrow{\kappa \ll 2\xi} \left( \begin{array}{cc} |W|^2 & -|W||W'| \\ -|W||W'| & |W'|^2 \end{array} \right),$$

(3.19)

where the off-diagonal part has a minus sign because the phases of $W$ and $W'$ are different by $\pi$ as seen in the right panel of Fig. 1. Then we can diagonalize it with a rotational matrix

$$R = \frac{1}{\sqrt{|W|^2 + |W'|^2}} \left( \begin{array}{cc} |W'| & |W| \\ -|W| & |W'| \end{array} \right) \Rightarrow R\mathcal{M}R^T = \begin{pmatrix} 0 & 0 \\ 0 & |W|^2 + |W'|^2 \end{pmatrix}. \quad (3.20)$$

Multiplying the stochastic EoMs by this rotational matrix, one finds

$$R \left( \begin{array}{c} a^{-2}\partial_t(a^2\tilde{B}_X) \\ a^{-2}\partial_t(a^2\tilde{E}_X) + 2H\xi\tilde{B}_X \end{array} \right) = R \left( \begin{array}{c} \tilde{\Phi}_B \\ \tilde{\Phi}_E \end{array} \right) = \begin{pmatrix} \tilde{\Xi} \\ \Xi \end{pmatrix},$$

(3.21)

where the gradient terms are dropped. $\tilde{\Xi}_0 \propto |W'|\tilde{\Xi}_B + |W|\tilde{\Xi}_E$ has only vanishing correlations for $\kappa \ll 2\xi$,

$$\langle \tilde{\Xi}_0 \rangle = 0, \quad \langle \tilde{\Xi}_0(t)\tilde{\Xi}_0(t') \rangle = 0, \quad \langle \tilde{\Xi}_0(t)\tilde{\Xi}_0(t') \rangle = 0. \quad (3.22)$$

Thus $\tilde{\Xi}_0$ can be ignored and we have only one noise term $\Xi$. Note that $\tilde{\Phi}_{BE} = \tilde{\Phi}_{EB}$ in this limit and thus we hereafter do not distinguish $\langle \tilde{E}_X \cdot \tilde{B}_X \rangle$ and $\langle \tilde{B}_X \cdot \tilde{E}_X \rangle$.

The stochastic EoMs now read

$$\left( \begin{array}{c} a^{-2}\partial_t(a^2\tilde{B}_X) \\ a^{-2}\partial_t(a^2\tilde{E}_X) + 2H\xi\tilde{B}_X \end{array} \right) = R^T \begin{pmatrix} 0 \\ \Xi(t) \end{pmatrix}, \quad (3.23)$$
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where the noise term is characterized by its variance,

\[
\langle \tilde{\xi}_i(t) \tilde{\xi}_j(t') \rangle = \delta_{ij} \delta(t - t') \frac{\kappa^4 H^5}{12 \pi^2} e^{\pi \xi} \left( |W(\kappa)|^2 + |W'(\kappa)|^2 \right).
\] (3.24)

This set of equations has a simple interpretation. Without the noise terms, the IR electromagnetic fields quickly decay due to the Hubble friction. However, thanks to the noise terms with the constant variance, \( \tilde{B}_{\text{IR}} \) is always sourced by \( \tilde{\xi}_B \) and \( \tilde{E}_{\text{IR}} \) is produced by not only \( \tilde{\xi}_E \) but also \( \tilde{B}_{\text{IR}} \).

The above equation implies that the noise amplitude significantly depends on \( \kappa \). It might look unusual to a reader who is familiar with the stochastic formalism for a massless scalar field, where the noise amplitude is much less sensitive to \( \kappa \). Nevertheless, it is not a pathological sign of the formalism. The stochastic formalism is an effective field theory (EFT) for a coarse-grained field and it is normal for an EFT to include its cutoff scale, which is \( \Lambda = \kappa aH \) in this case. This \( \kappa \) dependence is a consequence of the physical fact that the larger the coarse-grained scale is, the less the averaged fluctuation is. In passing, \( \kappa \) should not be too small, for instance, when one computes the backreaction from the gauge field on the inflaton, because the coarse-grained field does not include the most of the power.

### 4 Analytic results

It is straightforward to obtain the formal solutions of Eq. (3.23) as

\[
\tilde{B}_{\text{IR}}(t) \approx a^{-2}(t) \int^t dt' a^2(t') \tilde{\xi}_B(t'),
\] (4.1)

\[
\tilde{E}_{\text{IR}}(t) \approx a^{-2}(t) \left[ \int_{t_{\text{in}}}^t dt' a^2(t') \tilde{\xi}_E(t') - 2H \xi \int^t dt' \int^t dt'' a^2(t'') \tilde{\xi}_B(t''') \right],
\] (4.2)

where we neglected the initial values of \( \tilde{B}_{\text{IR}} \) and \( \tilde{E}_{\text{IR}} \), because their contributions quickly dilute. The variance of the IR electromagnetic fields are given by

\[
\langle \tilde{B}_{\text{IR}}^2(t) \rangle = a^{-4}(t) \int^t dt' a^2(t') \int^t dt'' a^2(t'') \langle \tilde{\xi}_B(t') \tilde{\xi}_B(t'') \rangle,
\]

\[
= H \tilde{\mathcal{P}}_{BB}(\kappa) a^{-4}(t) \int^t dt' a^4(t'),
\]

\[
= \frac{1}{4} \tilde{\mathcal{P}}_{BB}(\kappa),
\] (4.3)

and

\[
\langle \tilde{E}_{\text{IR}}^2(t) \rangle \approx \frac{1}{4} \tilde{\mathcal{P}}_{EE}(\kappa) - \frac{\xi}{8} \left( \tilde{\mathcal{P}}_{BE}(\kappa) + \tilde{\mathcal{P}}_{EB}(\kappa) \right) + \frac{\xi^2}{8} \tilde{\mathcal{P}}_{BB}(\kappa).
\] (4.4)

The cross-correlation is also computed as

\[
\langle \tilde{E}_{\text{IR}}(t) \cdot \tilde{B}_{\text{IR}}(t) \rangle = \frac{1}{4} \tilde{\mathcal{P}}_{EB}(\kappa) - \frac{\xi}{8} \tilde{\mathcal{P}}_{BB}(\kappa).
\] (4.5)
Now we check the consistency of ignoring the gradient terms in the stochastic EoMs. To ignore the third term compared to the second term in Eq. (3.11), we need

$$\frac{a^{-1}k_c \langle \tilde{E}_{IR} \rangle}{2H \langle \tilde{B}_{IR} \rangle} = \frac{\kappa}{2} \sqrt{\frac{\langle \tilde{E}_{IR}^2 \rangle}{\langle \tilde{B}_{IR}^2 \rangle}} \ll 1,$$

where the rotation was evaluated at the cutoff scale, $|\nabla \times \tilde{E}_{IR}| = k_c |\tilde{E}_{IR}|$. We introduce $\kappa_{\text{max}}(\xi)$ which saturates the above condition as

$$\frac{\kappa_{\text{max}}}{2} \sqrt{\frac{\langle \tilde{E}_{IR}^2 \rangle (k_{\text{max}}, \xi)}{\langle \tilde{B}_{IR}^2 \rangle (k_{\text{max}}, \xi)}} = 1.$$  

As one can check that it is a monotonically increasing function of $\kappa$, the gradient term can be neglected for $\kappa \ll \kappa_{\text{max}}$. We present numerically computed $\kappa_{\text{max}}$ in the left panel of Fig. 2. One observes that $\kappa_{\text{max}} \approx 1/\xi$ almost irrespective of the value of $\xi$. Thus the condition to safely neglect the gradient terms is

$$\epsilon \equiv \xi \kappa \ll 1.$$  

Under this condition, the gradient term in Eq. (3.12) can also be ignored compared with the fourth term, as we focus on a sufficiently large amplification parameter $\xi > 1$. The condition (4.8) is reasonable. Since the physical power spectra peak at $|k_p \tau| \sim 1/\xi$ as seen in Fig. 1, we should coarse-grain the electromagnetic fields on a larger scale than the correlation length $|k_p \tau|^{-1} \sim \xi$ to obtain a patch-independent dynamics, which leads to Eq. (4.8). We also note that, for $\xi > 1$, this gradient condition (4.8) is tighter than the classicalization condition $\kappa < 2\xi$.

Using the analytic solutions (4.3)–(4.5), one finds that the IR electric field and the IR magnetic field are
The characteristic time scale is

\[ \langle \mathbf{E}_{\text{IR}} \cdot \mathbf{B}_{\text{IR}} \rangle \equiv \frac{\langle \mathbf{E}_{\text{IR}} \cdot \mathbf{B}_{\text{IR}} \rangle}{\langle \mathbf{B}_{\text{IR}}^2 \rangle^{1/2} \langle \mathbf{E}_{\text{IR}}^2 \rangle^{1/2}} \sim 1. \]  

(4.9)

In the right panel of Fig. 2, we present the \( \kappa \) dependence of \( \langle \mathbf{E}_{\text{IR}} \cdot \mathbf{B}_{\text{IR}} \rangle \). One observes that \( \langle \mathbf{E}_{\text{IR}} \cdot \mathbf{B}_{\text{IR}} \rangle \) converges to \(-1\) for \( \epsilon \ll 1 \), though a few percents deviation may be found at \( \kappa \sim \kappa_{\text{max}} \).

We also compute the statistical properties of the energy density \( \rho_{\text{IR}} \equiv (\mathbf{E}_{\text{IR}}^2 + \mathbf{B}_{\text{IR}}^2)/2 \) and the inner product \( \langle \mathbf{E}_{\text{IR}} \cdot \mathbf{B}_{\text{IR}} \rangle \) of the IR electromagnetic fields. They appear in the Friedmann equation and the background EoM for the inflaton, respectively, and are of particular interest. The higher statistical moments of the IR fields are given by

\[ \langle \mathbf{B}_{\text{IR}}^4 \rangle = \frac{5}{3} \langle \mathbf{B}_{\text{IR}}^2 \rangle^2, \quad \langle \mathbf{E}_{\text{IR}}^4 \rangle = \frac{5}{3} \langle \mathbf{E}_{\text{IR}}^2 \rangle^2, \quad \langle \mathbf{E}_{\text{IR}}^2 \cdot \mathbf{B}_{\text{IR}}^2 \rangle^2 = \frac{4}{3} \langle \mathbf{E}_{\text{IR}} \cdot \mathbf{B}_{\text{IR}} \rangle^2 + \frac{1}{3} \langle \mathbf{B}_{\text{IR}}^2 \rangle^2 \langle \mathbf{E}_{\text{IR}}^2 \rangle^2. \]  

(4.10)

Note that although a Gaussian scalar random variable \( S \) obeys \( \langle S^4 \rangle = 3 \langle S^2 \rangle^2 \), 3-dimensional vector one \( V_i \) with \( \langle V_i V_i \rangle \propto \delta_{ij} \) generally satisfies \( \langle V_i V_j V_j \rangle = \langle V_j^2 \rangle \langle V_j^2 \rangle + 2 \langle V_i V_j \rangle^2 = \langle V^2 \rangle^2 + (2/3) \langle V^2 \rangle^2 = (5/3) \langle V^2 \rangle^2 \).

Using them, one finds the variances normalized by the squared mean value of \( \rho_{\text{IR}} \) and \( \langle \mathbf{E}_{\text{IR}} \cdot \mathbf{B}_{\text{IR}} \rangle \) are

\[ \frac{\langle \rho_{\text{IR}}^2 \rangle}{\langle \rho_{\text{IR}} \rangle^2} = \frac{5 \langle \mathbf{B}_{\text{IR}}^2 \rangle^2 + 5 \langle \mathbf{E}_{\text{IR}}^2 \rangle^2 + 6 \langle \mathbf{B}_{\text{IR}} \cdot \mathbf{E}_{\text{IR}} \rangle^2 + 4 \langle \mathbf{B}_{\text{IR}}^2 \cdot \mathbf{E}_{\text{IR}}^2 \rangle^2}{3 \langle \mathbf{B}_{\text{IR}}^2 \rangle^2 + \langle \mathbf{E}_{\text{IR}}^2 \rangle^2} \sim 1, \]  

(4.11)

\[ \frac{\langle \mathbf{E}_{\text{IR}}^2 \cdot \mathbf{B}_{\text{IR}}^2 \rangle^2}{\langle \mathbf{E}_{\text{IR}} \cdot \mathbf{B}_{\text{IR}} \rangle^2} = 1 + \frac{1}{3} \frac{\langle \mathbf{B}_{\text{IR}}^2 \rangle^2 + \langle \mathbf{B}_{\text{IR}} \cdot \mathbf{E}_{\text{IR}} \rangle^2}{\langle \mathbf{E}_{\text{IR}} \cdot \mathbf{B}_{\text{IR}} \rangle^2} \sim 1. \]  

(4.12)

where we used Eq. (4.9) in the first line, and the convergence of the second line is similar to \( \langle \mathbf{E}_{\text{IR}} \cdot \mathbf{B}_{\text{IR}} \rangle \) shown in the right panel of Fig. 2. Hence, their variances have the same statistics as the kurtosis of a 3-dimensional Gaussian vector variable and are smaller than that of a Gaussian scalar variable.

Before closing this section, we consider the correlation time of the IR electromagnetic fields. Rewriting the solution (4.1) into \( \tilde{a}^2(t + \Delta t) \mathbf{B}_{\text{IR}}(t + \Delta t) - \tilde{a}^2(t) \mathbf{B}_{\text{IR}}(t) = \int_{t'}^{t + \Delta t} dt' \tilde{a}^2(t') \tilde{\Xi}_B(t') \), and doing the same for \( \mathbf{E}_{\text{IR}} \), one can show

\[ \langle \mathbf{B}_{\text{IR}}(t) \cdot \mathbf{B}_{\text{IR}}(t + \Delta t) \rangle = e^{-2H\Delta t} \mathbf{B}_{\text{IR}}^2(t), \]  

(4.13)

\[ \langle \mathbf{E}_{\text{IR}}(t) \cdot \mathbf{E}_{\text{IR}}(t + \Delta t) \rangle = e^{-2H\Delta t} \left[ \mathbf{E}_{\text{IR}}^2(t) - 2 \xi H \Delta t \mathbf{E}_{\text{IR}}(t) \cdot \mathbf{B}_{\text{IR}}(t) \right]. \]  

(4.14)

Although the second term in Eq. (4.14) gives a linear correction, the both correlations exponentially decay. The characteristic time scale is

\[ t_c = \frac{1}{2H}. \]  

(4.15)

Therefore, the IR electromagnetic fields take new independent values every half Hubble time.

---

\(^2\)Note that the strict stochastic average of \( \mathbf{E}_{\text{IR}} \cdot \mathbf{B}_{\text{IR}} = \sqrt{\mathbf{B}_{\text{IR}}^2 \mathbf{E}_{\text{IR}}^2} \) is not equivalent to \( \frac{\langle \mathbf{E}_{\text{IR}} \cdot \mathbf{B}_{\text{IR}} \rangle}{\langle \mathbf{B}_{\text{IR}}^2 \rangle^{1/2} \langle \mathbf{E}_{\text{IR}}^2 \rangle^{1/2}} \). Here we rather call the latter \( \langle \mathbf{E}_{\text{IR}} \cdot \mathbf{B}_{\text{IR}} \rangle \), which can be calculated analytically and indeed shows the anti-parallelness of the electromagnetic fields in average. Hereafter our discussions do not rely on this definition.
Figure 3: One realization of the IR electromagnetic fields numerically computed based on Eq. (5.1) with the parameters $H = 10^{-5} M_{Pl}$, $\xi = 5$, and $\kappa = 0.02$, and vanishing electromagnetic fields at initial time $N = 0$. 

- **Top-Left panel** The amplitudes $\tilde{B}_{IR}^2$ (blue) and $\tilde{E}_{IR}^2$ (orange dashed) normalized by $H^4$ against the e-folding number $N$. From bottom to top, the horizontal black thin lines show the analytic estimations of the mean amplitudes (4.3) and (4.4) and gray bands indicate their standard deviations (5.3).
- **Top-Right panel** The similar plot for $\rho_{IR} = (\tilde{E}_{IR}^2 + \tilde{B}_{IR}^2)/2$. 
- **Bottom panel** The normalized inner product of the IR electromagnetic fields, $\hat{B}_{IR} \cdot \hat{E}_{IR} \equiv \tilde{B}_{IR} \cdot \tilde{E}_{IR} / (|\tilde{B}_{IR}| |\tilde{E}_{IR}|)$. It stochastically fluctuates around $-1$.

5 Numerical Simulation

In this section we numerically simulate the IR electromagnetic fields and illustrate their behaviors. To make variables dimensionless, the time variable is often normalized by the Hubble parameter, that is, we use the e-folding number $N = \int_0^t H dt'$ as a time variable. The stochastic EoM (3.23) can be rewritten in $N$ as

$$
\begin{align*}
\left( \frac{\partial}{\partial N} \tilde{B}_{IR} + 2 \tilde{B}_{IR} \right) = R^T \left( \begin{array}{c} 0 \\ \Xi(N) \end{array} \right),
\left( \frac{\partial}{\partial N} \tilde{E}_{IR} + 2 \tilde{E}_{IR} + 2 \xi \tilde{B}_{IR} \right) = R^T \left( \begin{array}{c} 0 \\ \Xi(N) \end{array} \right),
\end{align*}
$$

with

$$
\langle \tilde{\Xi}_i(N) \tilde{\Xi}_j(N') \rangle = \delta_{ij} \delta(N - N') \frac{\kappa^4 H^4}{12 \pi^2} e^{\pi \xi (|W|^2 + |W'|^2)}.
$$

In Fig. 3, we present the amplitudes, the energy density, and the inner product of the IR electromagnetic fields in one realization of our numerical simulations, starting from the vanishing field value at the initial time.
N = 0. The analytically estimated mean values (4.3) and (4.4) and their standard deviations

\[ \sqrt{\langle (\tilde{\mathcal{B}}_{\text{IR}}^2) \rangle - \langle \tilde{\mathcal{B}}_{\text{IR}}^2 \rangle^2} = \sqrt{\frac{2}{3}} \langle \tilde{\mathcal{B}}_{\text{IR}}^2 \rangle, \quad \sqrt{\langle (\tilde{\mathcal{E}}_{\text{IR}}^2) \rangle - \langle \tilde{\mathcal{E}}_{\text{IR}}^2 \rangle^2} = \sqrt{\frac{2}{3}} \langle \tilde{\mathcal{E}}_{\text{IR}}^2 \rangle, \tag{5.3} \]

derived from Eq. (4.10) are also shown. One finds that the amplitudes of \( \tilde{B}_{\text{IR}} \) and \( \tilde{E}_{\text{IR}} \) shown in the top-left panel rapidly reach and stay around the predicted averages within the estimated errors, which indicates the superhorizon electric/magnetic fields are dominated by the stochastic noise. It is interesting to note that these two amplitudes fluctuate in a very similar way, because they are sourced by the same noise \( \tilde{\Xi} \). The similar plot for the energy density \( \rho_{\text{IR}} = \langle \tilde{\mathcal{E}}_{\text{IR}}^2 + \tilde{\mathcal{B}}_{\text{IR}}^2 \rangle / 2 \) is shown in the top-right panel. The bottom panel confirms that the unit vectors \( \hat{B}_{\text{IR}} = \tilde{B}_{\text{IR}} / |\tilde{B}_{\text{IR}}| \) and \( \hat{E}_{\text{IR}} = \tilde{E}_{\text{IR}} / |\tilde{E}_{\text{IR}}| \) are in the anti-parallel configuration \( \hat{B}_{\text{IR}} \cdot \hat{E}_{\text{IR}} = -1 \) for the most of time.

In Fig. 4, we present the representative trajectories of the unit vectors, \( \hat{B}_{\text{IR}} \) and \( \hat{E}_{\text{IR}} \). Within the correlation time \( t_c = (2H)^{-1} \) or \( N_c = 1/2 \), they do not significantly change the direction. However, since they lose their memories of the past directions over the correlation time \( t \gtrsim t_c \), they are oriented in random directions and the trajectories finally sweep the entire 3-dimensional sphere. This result demonstrates that the IR electromagnetic fields continually change their directions during inflation and analysis under the approximation of static electromagnetic fields may fail to capture its interesting consequences in the present model.

6 Conclusion

In this paper, we developed the stochastic formalism of U(1) gauge fields coupled to a rolling pseudo-scalar field during inflation. The derivation of the stochastic (Langevin) EoMs for U(1) gauge fields is analogous to that for a scalar field, while we had the following two features. First, the variances of the noise terms become constant for the physical electromagnetic fields, \( \tilde{E} \propto a^{-2} E \) and \( \tilde{B} \propto a^{-2} B \), in the cosmic time \( t \) in the dS limit. Second, although two different noise terms \( \tilde{\Xi}_E \) and \( \tilde{\Xi}_B \) appeared in the course of the derivation, we diagonalized them and found only one vector noise term \( \tilde{\Xi} \) is relevant for the IR modes. Thus, one needs a single 3-dimensional Gaussian random variable to compute the behaviors of the electromagnetic fields. This is actually in the same situation as a standard scalar field case: a noise for a scalar field \( \Xi_\phi \) and one for its conjugate momentum \( \Xi_p \) are caused by a single noise (see, e.g., Ref. [28]).

We investigated the derived stochastic EoMs in both analytic and numerical ways. We analytically found that the expected values of the electromagnetic amplitudes are constants given by their power spectra, and the electric and magnetic fields are expected to be anti-parallel. Moreover, the variance of their energy density is 5/3 of its mean value squared, which is smaller than the kurtosis of a scalar Gaussian variable because more degrees of freedom are involved. Our numerical simulation demonstrated that the electromagnetic fields randomly change their directions over the coherent time scale, while keeping the anti-parallel configuration. Since this continuous change of direction of the electromagnetic fields has not been discussed in the previous works, it would be interesting to explore its implication for related phenomenology. Note that the isotropy is spontaneously broken when we pick up one particular configuration realized in a local Hubble patch. However, each Hubble patch is understood independent and the expectation values are obtained by
Figure 4: The 3-dimensional trajectories of the unit vectors $\hat{B}$ (blue) and $\hat{E}$ (orange) in the same realization as Fig. 3. These panels show them for the duration $\Delta N$ of 0.1 (top-left), 0.5 (top-right), 2 (bottom-left), and 10 e-folds (bottom-right). $\hat{B}$ and $\hat{E}$ are anti-parallel and do not significantly change the direction for $\Delta N \lesssim 0.5$ as expected from Eqs. (4.9) and (4.15). For a longer time scale, however, they randomly take other directions and eventually sweep all directions, keeping $\hat{B} \cdot \hat{E} \approx -1$. 
averaging all the Hubble patches. As the direction of the gauge field is random for each Hubble patch, the isotropy is conserved in this sense.

The mode function and power spectra were analytically obtained in Sec. 2, and in principle one should be able to read off all physical information from these expressions. Seen in that light, the stochastic analysis does not provide completely new findings. However, we believe it is valuable to have the stochastic formalism for gauge field dynamics for the following two reasons. (i) The stochastic approach offers visible picture of dynamics, with which it is easier to understand what actually happens. In particular, as demonstrated in Figs. 3 and 4, visualization enabled by our stochastic formalism is powerful. What we have imagined from the analytic formulae can be clearly presented. (ii) We can further develop the stochastic formalism for extended theories of gauge fields based on this simple example. Some models of SU($N \geq 2$) gauge fields and U(1) gauge fields with charged particles have attracted attention recently in the context of inflation (see, e.g., Refs. [33,34] and [14–18]). Even in the present model, the inflation dynamics can be turned on (i.e. $\xi \neq \text{const.}$). In these cases, the EoMs for the gauge fields are non-linear or coupled, and their analytic solutions are no longer available. We expect that the stochastic analysis will provide new insights in such cases.

Our formalism should be carefully extended to compute the spatial distribution of U(1) gauge fields. If one allocates multiple IR electromagnetic fields in spatial grid positions, which independently evolve based on the stochastic EoMs, Gauss’s law $\nabla \cdot \tilde{E}_{\text{IR}}(t, x) = 0$ would be violated. Note that the constraint condition coming from the Euler–Lagrange equation for $A_0$ corresponds to Gauss’s law in the present case with the temporal gauge $A_0 = 0$. Gauss’s law is trivially satisfied at the leading order in the gradient expansion, but beyond the leading order, both the gradient terms in the EoM and the spatial correlations of noises should be consistently taken into account. That is compatible in itself with the stochastic formalism, and one can implement it in principle, though it may complicate the calculation procedure. This issue does not matter as long as the IR fields at a single spatial point is computed by neglecting their gradient.
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