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Motivated by considerations from neuroscience (macroscopic behavior of large ensembles of interacting neurons), we consider a population of mean field interacting diffusions in R^m in the presence of a random environment and with spatial extension: each diffusion is attached to one site of the lattice Z^d and the interaction between two diffusions is attenuated by a spatial weight that depends on their positions. For a general class of singular weights (including the case already considered in the physical literature when interactions obey a power-law of parameter 0 < α < d), we address the convergence as N → ∞ of the empirical measure of the diffusions to the solution of a deterministic McKean-Vlasov equation and prove well-posedness of this equation, even in the degenerate case without noise. We provide also precise estimates of the speed of this convergence, in terms of an appropriate weighted Wasserstein distance, exhibiting in particular nontrivial fluctuations in the power-law case when \beta ≤ α < d. Our framework covers the case of polynomially bounded monotone dynamics that are especially encountered in the main models of neural oscillators.

1. Introduction. The purpose of this paper is to provide a general convergence result for the empirical distribution of spatially extended networks of mean field coupled diffusions in a random environment. The main novelty of the paper is to consider a family of interacting diffusions indexed by the box Λ_N := [−N, . . . , N]^d of volume |Λ_N| := (2N + 1)^d in the d-dimensional lattice Z^d (d ≥ 1) where the interaction between two diffusions in Λ_N depends on their relative positions. We are in particular interested in diffusions modeling the spiking activity of neurons in a noisy environment. To motivate the mathematical model we want to work with, let us consider, as a particular example, a family of stochastic FitzHugh-Nagumo neurons (see [2, 14] and references therein for further neurophysiological insights on the model)

(1.1) \begin{align*}
    dV_i(t) &= \left( V_i(t) - \frac{V_i(t)^3}{3} - w_i(t) + I \right) dt + \sigma_V \ dB_i^V(t), \\
    dw_i(t) &= \left( a_i(b_iV_i(t) - w_i(t)) \right) dt + \sigma_w \ dB_i^w(t),
\end{align*}

for i ∈ Λ_N, with exterior input current I. The variable V_i(t) denotes the voltage activity of the neuron and w_i(t) plays the role of a recovery variable. (B_i^V(t), B_i^w(t)) are independent Brownian motions modeling exterior stochastic forces. Depending on the parameters \((a_i, b_i) ∈ R^2\), the neurons exhibit an oscillatory, excitable or inhibitory behavior. Suppose
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that the precise values of \( \omega_i = (a_i, b_i) \) are unknown, which will always be the case in a real-world applications, but rather are given as independent and identically distributed random variables. From a point of view from statistical physics, this additional randomness in (1.1) may be considered as a disorder. For simplicity we suppose that the \( \omega_i \) are independent of the time \( t \). Equation (1.1) can be written as

\[
(1.2) \quad \frac{d\theta_i(t)}{dt} = c(\theta_i, \omega_i) dt + \sigma \cdot dB_i(t), \quad t \geq 0, \ i \in \Lambda_N,
\]

using the shorthand notations \( \theta = (V, \omega), \omega = (a, b), c(\theta, \omega) = \left(V - \frac{V^2}{3} - w + I, a(bV - w)\right) \),

\( B = (B^V, B^w) \) and \( \sigma = \begin{pmatrix} \sigma_V & 0 \\ 0 & \sigma_w \end{pmatrix} \). We suppose that the individual neurons are coupled with the help of a possibly nonlinear and random coupling term \( \Gamma (\theta_i, \omega_i, \theta_j, \omega_j), (i, j \in \Lambda_N) \) modeling electrical synapses between the neurons. The coupling intensity between neurons \( i \) and \( j \) will depend in addition on some weight \( \Psi_N(i, j) \) (\( \Psi_N \) may be thought as a function of the distance, but not necessarily), so that the resulting system gets the following type:

\[
(1.3) \quad \frac{d\theta_i(t)}{dt} = c(\theta_i, \omega_i) dt \\
+ \frac{1}{|\Lambda_N|} \sum_{j \in \Lambda_N} \Gamma (\theta_i(t), \omega_i, \theta_j(t), \omega_j) \Psi_N(i, j) dt + \sigma \cdot dB_i(t), \quad t \geq 0, \ i \in \Lambda_N.
\]

The purpose of the paper is to address the behavior of the system (1.3) in large populations \( (N \to \infty) \), under general assumptions on the dynamics \( c \), the coupling \( \Gamma \) and the spatial constraint \( \Psi_N \).

1.1. Empirical measure and mean-field limit. All the statistical information of the neural ensemble is contained in its empirical distribution of the diffusions \( \theta_j \) (with disorder \( \omega_j \) and with renormalized position \( x_j := \frac{1}{\sqrt{N}} \in \left[ -\frac{1}{\sqrt{N}}, \frac{1}{\sqrt{N}} \right]^d \)):

\[
(1.4) \quad \nu_i^{(N)} (d\theta, d\omega, dx) := \frac{1}{|\Lambda_N|} \sum_{j \in \Lambda_N} \delta_{(\theta_i(t), \omega_i, x_j)} (d\theta, d\omega, dx), \quad t \geq 0
\]

that can be seen as a random probability measure.

Remark 1.1. The renormalization of the positions by \( \frac{1}{\sqrt{N}} \) maps \( \Lambda_N = \left[ -N, \ldots, N \right]^d \) to a discrete subset of \( \left[ -\frac{1}{\sqrt{N}}, \frac{1}{\sqrt{N}} \right]^d \). The necessity of this renormalization will become clear in the discussion on the spatial constraints below in this introduction.

Since we are interested in the collective behavior of a large numbers of neurons, as it is the case for neural ensembles in the brain, understanding the asymptotic behavior of \( \nu_i^{(N)} \) as \( N \to \infty \) is important.

Under the assumption that

\[
(1.5) \quad \Psi_N(i, j) = \Psi \left( \begin{pmatrix} i \\ 2N \end{pmatrix}, \begin{pmatrix} j \\ 2N \end{pmatrix} \right)
\]

for a general class of functions \( \Psi \) defined on \( \left[ -\frac{1}{2}, \frac{1}{2} \right]^d \times \left[ -\frac{1}{2}, \frac{1}{2} \right]^d \), we prove, as part of our main results in this paper (see Theorems 2.13 and 2.18), that \( \nu_i^{(N)} \) converges to a
deterministic measure $\nu_t(\,d\theta, \,d\omega, \,d\,x\,) = q_t(\theta, \omega, x) \,d\theta \mu(\,d\omega\,) \,d\,x$ where $q_t$ is a weak solution of the McKean-Vlasov equation

$$(1.6) \quad \partial_t q_t = \frac{1}{2} \text{div}_\theta (\sigma \sigma^T \nabla_\theta q_t) - \text{div}_\theta \left( q_t \left( c(\theta, \omega) + \int \Gamma(\theta, \omega, \bar{\omega}) \Psi(x, \bar{x}) q_t(\bar{\theta}, \bar{\omega}, \bar{x}) \,d\bar{\theta} \,d\mu(\bar{\omega}) \,d\bar{x} \right) \right).$$

For a formal derivation of this equation, we refer to the end of § 2.4 below. The measure $\nu_t$ is called the mean field limit of the system (1.3). Through Theorems 2.13 and 2.18, we not only prove the convergence $\nu_t^{(N)}$ towards $\nu_t$, but we also provide some explicit estimates on the speed of convergence in terms of an appropriate weighted Wasserstein distance.

1.2. Existing literature and motivations.

1.2.1. The non-spatial case: $\Psi_N = 1$. Of course, since there is no spatial interaction in this case, indexing the diffusions by a subset of $\mathbb{Z}^d$ is not relevant. Systems of type (1.3) are called mean field models (or weakly interacting diffusions) in statistical physics and have attracted much attention in the past years (see e.g. [26, 15, 28, 35, 10]), since they are capable of modeling complex dynamical behavior of various types of real-world models from physics to biology, like e.g. synchronization of large populations of individuals, collective behavior of social insects, emergence of synchrony in neural networks ([2, 37, 11]), and providing particle approximations for various nonlinear PDEs appearing in physics ([7, 6, 4, 24, 5]).

The most prominent example of such models is the Kuramoto model which has been widely considered in the literature as the main prototype for synchronization phenomena (see e.g. [1, 23, 3, 18, 34]):

$$(1.7) \quad d\theta_i(t) = \omega_i \,dt + \frac{K}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i) \,dt + \sigma \,dB_i(t), \quad t \geq 0, \quad i = 1, \ldots, N.$$ \[
\text{where } K \geq 0 \text{ is the intensity of interaction and } \theta_i \in \mathbb{S} := \mathbb{R}/2\pi.
\]

In the context of weighted interactions, a notable attempt to go beyond pure mean field interactions has been to consider moderately interacting diffusions (see [29, 27, 21]).

1.2.2. The spatial case. The motivation of going beyond pure mean-field interaction comes from the biological observation that neurons do not interact in a mean-field way (see e.g. [39] and references therein) and a vast literature exists in physics about synchronization on general networks. In particular, several papers have already considered the model (1.3) (in dimension $d = 1$) for different choices of spatial weight $\Psi$ defined in (1.5). In this paper, we will be more particularly interested in two classes of spatial weights:

1. The $P$-nearest neighbor model: this model (see [30, 31]) concerns the case where each diffusion $\theta_i \in \Lambda_N$ only interacts with its neighbors within a box $\Lambda_P \subset \Lambda_N$, where $P$ is smaller than $N$:

$$(1.8) \quad d\theta_i(t) = c(\theta_i, \omega_i) \,dt + \frac{1}{|\Lambda_P|} \sum_{j \in \Lambda_P, j \neq i} \Gamma(\theta_i, \omega_i, \theta_j, \omega_j) \,dt + \sigma \cdot dB_i(t), \quad i \in \Lambda_N.$$ \[\text{where } P \text{ is smaller than } N.\]
We are concerned in this work with the case where $P$ is proportional to $N$, that is

$$P = RN,$$

for a fixed proportion $R \in (0, 1]$.

**Remark 1.2.** The case of $R = 1$ corresponds to the mean field case. Understanding the behavior of the system (1.8) in the case of a pure local interaction (that is when $P \ll N$) does not enter into the scope of this work. In particular, we will not address the question of $P$ of order smaller than $N$ (e.g. $P = RN^\alpha$ for some $\alpha < 1$), whose behavior as $N \to \infty$ seems to be quite different.

Under the assumption (1.9), the $P$-nearest-neighbor model (1.8) enters into the framework of (1.3) for the following choice of $\Psi$ in (1.5):

$$\Psi(x,y) := \chi_R(x-y) := \frac{1}{(2R)^d} \mathbb{1}_{[-R,R]^d} (x-y).$$

2. **The power-law model:** this model also considered in the physical literature (see [9, 19, 25, 33]) corresponds to the case where $\Psi$ in (1.5) is given by:

$$\Psi(x,y) := \frac{1}{\|x-y\|^\alpha},$$

for some parameter $\alpha \geq 0$, that is

$$d\theta_i(t) = c(\theta_i, \omega_i) dt + \frac{1}{|\Lambda_N|} \sum_{j \in \Lambda_N, j \neq i} \Gamma(\theta_i, \omega_i, \theta_j, \omega_j) \left\| \frac{i-j}{2N} \right\|^{-\alpha} dt + \sigma \cdot dB_i(t), i \in \Lambda_N.$$

Note that the pure mean field case corresponds again to $\alpha = 0$. As observed in the articles mentioned above on the basis of numerical simulations, it appears that the behavior of the system is strongly dependent on the value of the parameter $\alpha$. The situation which is considered in this paper corresponds to the subcritical case where the parameter is smaller than the dimension:

$$\alpha < d.$$
1.3. Main lines of proof and organization of the paper. The strategy usually used in the literature on mean-field models (see [15, 21, 23, 28]) for the convergence of the empirical measure \((\nu^{(N)})_{N \geq 1}\) is the following: first prove tightness of \((\nu^{(N)})_{N \geq 1}\) in the set of measure-valued continuous processes and second, prove uniqueness of any possible limit points, that is, uniqueness in the McKean-Vlasov equation (1.6).

In our context, a priori uniqueness in (1.6) appears unclear, due the fact that our model includes singular spatial weights (discontinuous in (1.10) and singular in (1.11)) and also a class of dynamics with no global-Lipschitz continuity and polynomial growth (recall the FitzHugh-Nagumo case (1.1)). Note that we are also concerned with the case where \(\sigma\) is degenerate (even equally zero) for which uniqueness in (1.6) is also not clear.

To bypass this difficulty, we adopt a converse strategy: we first prove existence of a solution to the mean-field limit (1.6) (through an ad-hoc fixed point argument, using ideas from Sznitman [36]). Secondly, via a propagator method (see [12] for related ideas) we prove the convergence (with respect to a Wasserstein-like distance adapted to the singularities of the interaction) of the empirical measure to any solution to (1.6). In particular, easy byproducts of this method are uniqueness of any solution to (1.6) as well as explicit rates of convergence to the McKean-Vlasov limit. In that sense, one of the main conclusions of the paper is to exhibit a phase transition in the size of the fluctuations in the power-law case (see Theorem 2.18). An actual Central Limit Theorem in this case is of course a natural perspective and is currently under investigation.

The paper is organized as follows: we give in Section 2 the main assumptions on the model and we state the main results (Theorems 2.13 and 2.18). Section 3 contains the proof of Proposition 2.9 concerning the existence of a solution to the McKean-Vlasov equation (1.6). Section 4 summarizes the main ideas and results concerning the propagator method. The proofs of the laws of large numbers are provided in Section 5 for the \(P\)-nearest case and in Section 6 for the power-law case. An additional assumption of regularity is made from Section 4 to 6, with is is discarded in Section 7.

2. Mathematical set-up and main results.

2.1. The model. Fix \(N \geq 1\), \(T > 0\) and let \(\Lambda_N \) be the hypercube \([-N, \ldots, N]^d \subset \mathbb{Z}^d\) and \(|\Lambda_N| = (2N + 1)^d\) be its volume. We consider \(|\Lambda_N|\) diffusions on \([0, T]\) with values in the state space\(^1\) \(\mathcal{X} := \mathbb{R}^m\) for a certain \(m \geq 1\).

Each diffusion \(\theta_i\) is attached to the site \(i\) of \(\Lambda_N\). The local dynamics of \(\theta_i\) is governed by the following stochastic differential equation which is perturbed by a random environment represented by a vector \(\omega_i \in \mathcal{E} := \mathbb{R}^n\) \((n \geq 1)\).

\[
(2.1) \quad d\theta_i(t) = c(\theta_i, \omega_i) \, dt + \sigma \cdot dB_i(t), \quad 0 \leq t \leq T, \, i \in \Lambda_N.
\]

where \(\sigma \in \mathbb{R}^{m \times m}\) is the covariance matrix, \(c(\cdot, \cdot)\) is a function from \(\mathcal{X} \times \mathcal{E}\) to \(\mathcal{X}\) and \((B_i)\) is a given sequence of independent Brownian motions in \(\mathcal{X}\). The vectors \((\omega_i)_{i \in \Lambda_N}\) are supposed to be i.i.d. realizations of a law \(\mu\) and are hence seen as a random environment for the diffusions.

\(^1\)Note that it is also possible to choose \(\mathcal{X}\) as the circle \(S := \mathbb{R}/2\pi\mathbb{Z}\) in the case of the Kuramoto model, but we will stick to \(\mathcal{X} := \mathbb{R}^m\) for simplicity.
When connected to the others, the diffusions interact in a mean field way with spatial extension:

\[
(2.2) \quad d\theta_i(t) = c(\theta_i, \omega_i) \, dt + \frac{1}{|\Lambda_N|} \sum_{j \in \Lambda_N, j \neq i} \Gamma(\theta_i, \omega_i, \theta_j, \omega_j) \Psi\left(\frac{i}{2N}, \frac{j}{2N}\right) \, dt + \sigma \cdot dB_i(t),
\]

where \( \Gamma \) is a function from \((\mathcal{X} \times \mathcal{E})^2\) to \(\mathcal{X} \), and \((x,y) \mapsto \Psi(x,y)\) is a function from 
\([-\frac{1}{2}, \frac{1}{2}]^d \times [-\frac{1}{2}, \frac{1}{2}]^d\) to \([0, \infty)\). The required assumptions for the function \( \Psi \) will be made precise in Assumption 2.5 below. One should notice at this point that \( \Psi(x,y) \) does not need to depend on the difference \( x - y \).

We suppose that, at time \( t = 0 \), the variables \( (\theta_i(0))_{1 \leq i \leq N} \) are independent and identically distributed according to a probability distribution \( \zeta(\cdot) \) on \( \mathcal{X} \).

**Remark 2.1.** Instead of considering diffusions on \( \Lambda_N \), we can also suppose periodic boundary conditions, i.e. when \( \Lambda_N \) is replaced by \( \Lambda_{N,\text{per}} := \mathbb{T}_N^d \), where \( \mathbb{T}_N \) is the discrete \( N \)-torus, that is \([-N, \ldots, N]\) with \(-N \) and \( N \) identified. The only thing that changes in what follows in the continuous model is that one should replace \([-\frac{1}{2}, \frac{1}{2}]^d \) by \( \mathbb{T}^d \) where \( \mathbb{T} := [-\frac{1}{2}, \frac{1}{2}] / [-\frac{1}{2}, \frac{1}{2}] \). Since the corresponding changes in the proofs of this paper remain marginal, we will restrict to the non periodic case and let the interested reader make the appropriate modifications in the periodic case.

### 2.2. Notations and assumptions.

From now on, we will suppose that the following assumptions (Assumptions 2.2, 2.4 and 2.5) are satisfied throughout the paper. In particular, saying that Assumption 2.5 is true means that we are either in the \( P \)-nearest neighbor case or in the power-law case (see Hypotheses (H1) and (H2) below).

**Assumption 2.2 (Hypothesis on \( \Gamma \) and \( c \)).** We make the following assumptions:

- The function \((\theta, \omega) \mapsto c(\theta, \omega)\) is supposed to be locally Lipschitz-continuous in \( \theta \) (for fixed \( \omega \)) and satisfy a one-sided Lipschitz condition w.r.t. the two variables \((\theta, \omega)\):

\[
\forall (\theta, \omega), (\bar{\theta}, \bar{\omega}), \quad \left\langle \theta - \bar{\theta}, c(\theta, \omega) - c(\bar{\theta}, \bar{\omega}) \right\rangle \leq L \left( \| \theta - \bar{\theta} \|^2 + \| \omega - \bar{\omega} \|^2 \right),
\]

for some constant \( L \) (not necessarily positive). We suppose also some polynomial bound about the function \( c \):

\[
\forall (\theta, \omega), \quad \| c(\theta, \omega) \| \leq \| c \| (1 + \| \theta \|^\kappa + \| \omega \|^\iota),
\]

for some constant \( \| c \| > 0 \) and where \( \kappa \geq 2 \) and \( \iota \geq 1 \).

- The interaction term \( \Gamma \) is supposed to be bounded by \( \| \Gamma \|_\infty \) and globally Lipschitz-continuous on \((\mathcal{X} \times \mathcal{E})^2\), with a Lipschitz constant \( \| \Gamma \|_{\text{Lip}} \).

We also assume that for fixed \( \bar{\theta}, \omega, \bar{\omega} \), the functions \( \theta \mapsto c(\theta, \omega) \) and \( \theta \mapsto \Gamma(\theta, \omega, \bar{\theta}, \bar{\omega}) \) are twice differentiable with continuous derivatives.
Remark 2.3. Assumption 2.2 is in particular satisfied for the FitzHugh-Nagumo case. One technical difficulty is the dynamics is not globally Lipschitz continuous. This will entail some technical complications in the following. Note also that the constant \( \| c \| \) mentioned in (2.3) does not take part in the estimates of Sections 4 to 6. It only enters into account in Section 3.

Assumption 2.4 (Assumptions on \( \mu \) and \( \zeta \)). We suppose that the initial distribution \( \zeta \) of \( \theta \) satisfies the following moment condition:

\[ (2.5) \quad \int X \| \theta \|^\kappa \zeta(\mathrm{d}\theta) < \infty, \]

and that the law of the disorder \( \mu \) satisfies the moment condition:

\[ (2.6) \quad \int E \| \omega \|^\iota \mu(\mathrm{d}\omega) < \infty, \]

where the constants \( \kappa \) and \( \iota \) are given by (2.4) in Assumption 2.2.

Assumption 2.5 (Assumptions on the weight \( \Psi \)). In order to cover the case of both the \( P \)-nearest model and the power-law interaction introduced in § 1.2.2, we suppose that either Hypothesis \((H1)\) or Hypothesis \((H2)\) is true:

\((H1)\) \(P\)-nearest-neighbor:

\[ (2.7) \quad \forall x, y \in \left[ -\frac{1}{2}, \frac{1}{2} \right]^d, \quad \Psi(x, y) := \chi_R(x, y) \]

where \( \chi_R \) is defined in (1.10).

\((H2)\) Power-law: the function \( \Psi \) is supposed to be a nonnegative function on \( \left[ -\frac{1}{2}, \frac{1}{2} \right]^d \times \left[ -\frac{1}{2}, \frac{1}{2} \right]^d \) such that the following properties are satisfied:

\[ (2.8) \quad \mathcal{I}_1(\Psi) := \sup_{a, x \in \left[ -\frac{1}{2}, \frac{1}{2} \right]^d} \| x - a \|^{\alpha} \Psi(x, a) < \infty, \]

\[ (2.9) \quad \mathcal{I}_2(\Psi) := \sup_{x, y \in \left[ -\frac{1}{2}, \frac{1}{2} \right]^d} \frac{\int \| \Psi(x, \bar{x}) - \Psi(y, \bar{x}) \| \, \mathrm{d}\bar{x}}{\| x - y \|^{(d - \alpha) \wedge 1}} < \infty, \]

\[ (2.10) \quad \mathcal{I}_3(\Psi) := \sup_{a, x, y \in \left[ -\frac{1}{2}, \frac{1}{2} \right]^d} \frac{\| x - a \|^{2\gamma} \Psi(x, a) - \| y - a \|^{2\gamma} \Psi(y, a)}{\| x - y \|^{(2\gamma - \alpha) \wedge 1}} < \infty, \]

for some parameters \( \alpha \in [0, d) \) and \( \gamma \) chosen to be

\[ (2.11) \quad \begin{cases} \gamma \in \left[ \alpha, \frac{d}{2} \right] & \text{if } \alpha \in \left[ 0, \frac{d}{2} \right) \\ \gamma = \frac{d}{2} & \text{otherwise.} \end{cases} \]

Remark 2.6. Note that we could have chosen simply \( \gamma = \frac{d}{2} \) in any case. But this would have led to worse convergence rates than the ones that we obtain below in Theorem 2.18.
Of course, the main prototype for Hypothesis (H2) is when $\Psi(x, y) = \|x - y\|^{-\alpha}$, for $\alpha < d$ (recall (1.11)). But, the assumptions made in (H2) cover a larger class of examples: the reader may think of the general case of $\Psi(x, y) := \psi(x, y) \|x - y\|^{-\alpha}$, for a bounded Lipschitz-continuous function $\psi$. Note also that the case of bounded Lipschitz interactions is also captured (take $\alpha = 0$).

Remark 2.7 (About the supercritical case). The case of a power-law interaction with $\alpha \geq d$ is more delicate and requires more attention. Note that, to our knowledge, no proposition for any continuous limit has been made in the literature in this case. We are only aware of [9], where the system (2.12) below is considered for finite $N$.

One trivial observation is that the series $\sum_{j \in \Lambda_N, |i - j|^{-\alpha}}$ is in this case already convergent. Consequently, an interaction term of the form $\frac{1}{|\Lambda_N|} \sum_{j \neq i} \Gamma(\theta_i, \omega_i, \theta_j, \omega_j) |i - j|^{-\alpha}$ simply vanishes to 0 as $N \to \infty$. Hence, the correct model in this case is where the factor $\frac{1}{|\Lambda_N|}$ is absent

$$
(2.12) \quad d\theta_i(t) = c(\theta_i, \omega_i) \, dt + \sum_{j \in \Lambda_N \atop j \neq i} \Gamma(\theta_i, \omega_i, \theta_j, \omega_j) |i - j|^{-\alpha} \, dt + \sigma_i \, dB_i(t), \quad i \in \Lambda_N.
$$

The main difficulty for the derivation of the correct continuous limit in the case of (2.12) lies in the fact that the interaction term $\sum_{j \in \Lambda_N \atop j \neq i} \Gamma(\theta_i, \omega_i, \theta_j, \omega_j) |i - j|^{-\alpha}$ is not sufficiently mixing: if it exists, the McKean-Vlasov limit in this case should be random. We believe that the correct continuous limit should be governed by a stochastic partial differential equation instead of a deterministic PDE. This case is currently under investigation and will be the object of a future work.

2.3. The empirical measure. Let us consider for fixed horizon $T$ and time $t \in [0, T]$, the empirical measure $\nu^{(N)}_t$ (introduced in (1.4)):

$$
(2.13) \quad \nu^{(N)}_t(\, d\theta, \, d\omega, \, dx) := \frac{1}{|\Lambda_N|} \sum_j \delta_{(\theta_j(t), \omega_j, x_j)}(\, d\theta, \, d\omega, \, dx),
$$

as a probability measure on $\mathcal{X} \times \mathcal{E} \times \left[-\frac{1}{2}, \frac{1}{2}\right]^d$. Here

$$
(2.14) \quad x_j := \frac{j}{2N} \in \left[-\frac{1}{2}, \frac{1}{2}\right]^d, \quad j \in \Lambda_N.
$$

2.4. The McKean-Vlasov equation. The convergence of the empirical measure at $t = 0$ is clear: since $(\theta_i(0), \omega_i)_{1 \leq i \leq N}$ are i.i.d. random variables sampled according to $\zeta \otimes \mu$, the initial empirical measure $\nu^{(N)}_0$ converges, as $N \to \infty$, to

$$
(2.15) \quad \nu_0(\, d\theta, \, d\omega, \, dx) := \zeta(\, d\theta) \mu(\, d\omega) \, dx.
$$

An application of Ito’s formula to (2.2) (for any $(\theta, \omega, x) \mapsto f(\theta, \omega, x)$ bounded function of class $C^2$ w.r.t. $\theta$ with bounded derivatives) leads to the following martingale representation
for \( \nu^{(N)} \):

\[
\langle \nu_t^{(N)}, f \rangle = \langle \nu_0^{(N)}, f \rangle + \int_0^t \left( \langle \nu_s^{(N)}, \frac{1}{2} \text{div}_\theta (\sigma \sigma^T \nabla_\theta f) + \nabla_\theta f \cdot c(\cdot, \cdot) \rangle \right) \, ds \\
+ \int_0^t \left( \langle \nu_s^{(N)}, \nabla_\theta f \cdot \int \Gamma(\cdot, \cdot, \bar{\theta}, \omega) \Psi(\cdot, \bar{x}) \nu_s^{(N)}(d\bar{\theta}, d\bar{\omega}, d\bar{x}) \rangle \right) \, ds + M_t^{(N)}(f),
\]

where \( M_t^{(N)}(f) := \frac{1}{N} \sum_j \int_0^t \nabla_\theta f(\theta_j(s), \omega_j, x_j) \cdot \sigma \, dB_j(s) \) is a martingale. Note that we use here the usual duality notation \( \langle R, f \rangle = \int f \, dR \) for the integral of a test function \( f \) against a measure \( R \).

Taking formally \( N \to \infty \) in (2.16) shows that any limit point of \( \nu^{(N)} \) should satisfy the following nonlinear McKean-Vlasov equation

\[
\hat{\partial}_t \langle \nu_t, f \rangle = \left( \langle \nu_t, \frac{1}{2} \text{div}_\theta (\sigma \sigma^T \nabla_\theta f) + \nabla_\theta f \cdot c(\cdot, \cdot) \rangle \right) \\
+ \left( \langle \nu_t, \nabla_\theta f \cdot \int \Gamma(\cdot, \cdot, \bar{\theta}, \omega) \Psi(\cdot, \bar{x}) \nu_t( d\bar{\theta}, d\bar{\omega}, d\bar{x}) \rangle \right),
\]

where \( \Psi(\cdot, \cdot) \) is the weight function introduced either in Hypothesis (H1) or in Hypothesis (H2).

**Remark 2.8.** An important remark about a priori properties of (2.17) is the following: taking a test function \( f \) in (2.17) that does not depend on \( \theta \) implies

\[
\langle \nu_0, f \rangle = \langle \nu_t, f \rangle, \ \forall t \in [0, T].
\]

In particular, the marginal distribution of \( (\omega, x) \) w.r.t. the measure \( \nu_t \) is independent of \( t \) and equal to \( d\mu \otimes dx \). This implies that, for the class of singular weight we consider here, \( \Psi \) is always integrable against \( \nu_t \), for all \( t \), since the function \( y \mapsto \| x - y \|^{-\alpha} \) is integrable w.r.t. to the Lebesgue measure on \( \left[-\frac{1}{2}, \frac{1}{2}\right]^d \).

Moreover, since the function \( c \) is supposed to have a polynomial growth (recall (2.4)), one has to justify in particular the term \( \langle \nu_t, \nabla_\theta f \cdot c(\cdot, \cdot) \rangle \) in (2.17) (the others are easily integrable). Thus, one should look for solutions \( t \mapsto \nu_t \) having finite moment: for all \( t \in [0, T] \), \( \int_{\mathbb{X} \times \mathbb{E}} \| \theta \|^{\alpha} \| \omega \|^{\| c(\cdot, \cdot) \|} \nu_t(d\theta, d\omega, dx) < \infty \).

In particular, well-posedness in (2.17) will be addressed within the class of all measure-valued processes satisfying the properties mentioned above.

Formally integrating by parts in equation (2.17), assuming the existence of a density \( \nu_t( d\theta, d\omega, dx) = q_t(\theta, \omega, x) \, d\theta \mu( d\omega) \, dx \), \( q_t \) satisfies

\[
\hat{\partial}_t q_t = \frac{1}{2} \text{div}_\theta (\sigma \sigma^T \nabla_\theta q_t) - \text{div}_\theta (q_t(\theta, \omega, x)c(\theta, \omega)) \\
- \text{div}_\theta \left( q_t(\theta, \omega, x) \int \Gamma(\theta, \omega, \bar{\omega}) \Psi(x, \bar{x}) q_t(\theta, \omega, \bar{x}) \, d\theta \mu( d\omega) \, d\bar{x} \right), \ t > 0,
\]

In the case where \( \sigma \) is non degenerate, one can make this integration by parts rigorous: using the same arguments as in [17, Appendix A], one can show that for any measure-valued initial condition in (2.17), by the regularizing properties of the heat kernel, the
solution of (2.17) has a regular density \( q_t \) for all positive time that solves (2.18). We refer to [17, Prop. A.1] for further details. But of course, if \( \sigma \) is degenerate, the strong formulation (2.18) does not necessarily make sense and one has to restrict to the weak formulation (2.17) in that case.

2.5. Results. The first result of this paper, whose proof is given in Section 3, concerns the existence of a weak solution to the McKean-Vlasov equation (2.17):

**Proposition 2.9.** Under Assumptions 2.2, 2.4 and 2.5, for any initial condition \( \nu_0(\theta, \omega, dx) = \zeta(\theta)\mu(\omega)dx \), there exists a solution \( t \mapsto \nu_t \) to (2.17).

Having proven the existence of at least one such solution in the general case, we turn to the issue of the convergence of the empirical measure to any of such solution. From now on, we specify the problem to the case of Hypothesis (H1) (§ 2.5.1) and of Hypothesis (H2) (§ 2.5.2). For each case, in order to state the convergence result, one needs to define an appropriate distance between two random measures that is basically the supremum over evaluations against a set of test functions. Such a space of test functions must incorporate the kind of singularities that are present either in Hypothesis (H1) or (H2).

2.5.1. The P-nearest-neighbor case. Suppose that the weight function \( \Psi \) satisfies Hypothesis (H1) of Assumption 2.5.

**Definition 2.10 (Test functions for P-nearest-neighbor).** For fixed \( R \in (0,1] \) and \( a \in [-\frac{1}{2}, \frac{1}{2}]^d \), let \( C_{R,a} \) be the set of functions \( f \) on \( X \times \mathcal{E} \times [-\frac{1}{2}, \frac{1}{2}]^d \) of the form:

\[
f : (\theta, \omega, x) \mapsto g(\theta, \omega) \cdot \chi_R(x-a),
\]

where \( \chi_R \) is given in (1.10) and \( g \) is globally Lipschitz-continuous w.r.t. \( (\theta, \omega) \):

\[
\exists C > 0, \forall (\theta, \omega, \theta, \bar{\omega}), \quad \| g(\theta, \omega) - g(\theta, \bar{\omega}) \| \leq C \left( \| \theta - \bar{\theta} \| + \| \omega - \bar{\omega} \| \right).
\]

Let

\[
\| f \|_{R,a} := \sup_{\theta, \theta', \omega, \bar{\omega}} \frac{\| g(\theta, \omega) - g(\theta, \bar{\omega}) \|}{\| \theta - \bar{\theta} \| + \| \omega - \bar{\omega} \|}
\]

be the corresponding seminorm.

**Remark 2.11.** Note that for any \( f \in C_{R,a} \) that is \( C^1 \) in the variable \( \theta \), the following estimate holds:

\[
\forall \theta, \omega, x, \quad \| \nabla_\theta f(\theta, \omega, x) \| \leq \| f \|_{R,a} \chi_R(x-a).
\]

We now turn to the appropriate distance between two random measures:

**Definition 2.12 (Distance for P-nearest neighbor).** For random probability measures \( \lambda \) and \( \nu \) on \( X \times \mathcal{E} \times [-\frac{1}{2}, \frac{1}{2}]^d \), let

\[
d_R(\lambda, \nu) := \sup_f \left( \mathbb{E} \| \langle f, \lambda \rangle - \langle f, \nu \rangle \|^2 \right)^{1/2},
\]

where the supremum is taken over all functions \( f \in \bigcup_{a \in [-1,1]^d} C_{R,a} \), such that \( \| f \|_{R,a} \leq 1 \), \( \| f \|_{\infty} \leq 1 \).
Our convergence result is given in the following

**Theorem 2.13 (Law of Large Numbers).** Under Assumptions 2.2, 2.4 and Hypothesis (H1) of Assumption 2.5, for all \( R \in (0, 1] \), for any arbitrary solution \( \nu \) to the mean-field equation (2.17), we have:

\[
(2.21) \quad \sup_{0 \leq t \leq T} d_R(\nu_{t}^{(N)}, \nu_t) \leq \frac{C}{N^{\frac{1}{2}}}
\]

where the constant \( C > 0 \) only depends on \( T, \Gamma, R \) and \( c \).

#### 2.5.2. The case of the power-law interaction.

Assume that the weight function \( \Psi \) satisfies Hypothesis (H2). In view of the form of \( \Psi \) in this case (recall Assumption 2.5), the main idea is to consider test functions \( (\theta, \omega, x) \mapsto f(\theta, \omega, x) \) that become regular when renormalized by \( \| x - a \|^\alpha \). The seminorm \( \| \cdot \|_a \) introduced in (2.25) below should therefore be thought of as a weighted Hölder seminorm.

**Definition 2.14 (Test functions for power-law interaction).** For fixed \( \alpha \) and \( \gamma \) as in Assumption 2.5 and for fixed \( a \in \left[ -\frac{1}{2}, \frac{1}{2} \right]^d \), let \( C_a \) be the set of functions \( (\theta, \omega, x) \mapsto f(\theta, \omega, x) \) on \( \mathcal{X} \times \mathcal{E} \times \left[ -\frac{1}{2}, \frac{1}{2} \right]^d \) satisfying:

- Regularity w.r.t. \((\theta, \omega)\): \( (\theta, \omega) \mapsto \| x - a \|^\alpha f(\theta, \omega, x) \) is globally Lipschitz-continuous on \( \mathcal{X} \times \mathcal{E} \), uniformly in \( x \), that is
  \[
  (2.22) \quad \exists C > 0, \forall (\theta, \omega, \tilde{\theta}, \tilde{\omega}), \quad \| x - a \|^\alpha \| f(\theta, \omega, x) - f(\tilde{\theta}, \tilde{\omega}, x) \| \leq C \left( \| \theta - \tilde{\theta} \| + \| \omega - \tilde{\omega} \| \right)
  \]

- Regularity w.r.t. \( x \): \( x \mapsto \| x - a \|^\alpha f(\theta, \omega, x) \) is uniformly bounded
  \[
  (2.23) \quad \exists C > 0, \quad \| x - a \|^\alpha \| f(\theta, \omega, x) \| \leq C,
  \]

and \( x \mapsto \| x - a \|^{2\gamma} f(\theta, \omega, x) \) is globally \((2\gamma - \alpha) \wedge 1\)-Hölder, uniformly in \( (\theta, \omega) \):

\[
(2.24) \quad \exists C > 0, \quad \| x - a \|^{2\gamma} f(\theta, \omega, x) - \| y - a \|^{2\gamma} f(\theta, \omega, y) \| \leq C \| x - y \|^{(2\gamma - \alpha) \wedge 1}.
\]

Denote by

\[
(2.25) \quad \| f \|_a := \sup_{\theta, \bar{\theta}, \omega, \bar{\omega}, x} \frac{\| x - a \|^\alpha \| f(\theta, \omega, x) - f(\bar{\theta}, \bar{\omega}, x) \|}{\| \theta - \bar{\theta} \| + \| \omega - \bar{\omega} \|} + \sup_{\theta, \omega, x} \| x - a \|^\alpha \| f(\theta, \omega, x) \|
\]

\[
+ \sup_{\theta, \omega, x, y} \frac{\| x - a \|^{2\gamma} \| f(\theta, \omega, x) - f(\theta, \omega, y) \|}{\| x - y \|^{(2\gamma - \alpha) \wedge 1}}
\]

the corresponding seminorm.

**Remark 2.15.** Note that for any \( f \in C_a \) that is \( C^1 \) in the variable \( \theta \), the following holds:

\[
(2.26) \quad \forall \theta, \omega, x, \quad \| \nabla_\theta f(\theta, \omega, x) \| \leq \frac{\| f \|_a}{\| x - a \|^\alpha}.
\]
The corresponding definition of the distance between two random measures is similar to Definition 2.12 given in the $P$-nearest neighbor case. The main difference here is that one needs to take care of test functions with singularities. Since those singularities happen at points of the form $\frac{i}{2N}$ (for some $i$ and $N$) that are regularly distributed on $[-\frac{1}{2}, \frac{1}{2}]^d$, we first need to introduce some further notations: for all integer $K \geq 1$, we denote by $D_K$ the regular discretization of $[-\frac{1}{2}, \frac{1}{2}]^d$ with mesh of length $\frac{1}{2K}$:

$$D_K := \left\{ \left( \frac{j_1}{2K}, \ldots, \frac{j_d}{2K} \right) ; -K \leq j_1 \leq K, \ldots, -K \leq j_d \leq K \right\} \subset \left[ -\frac{1}{2}, \frac{1}{2} \right]^d.$$

The appropriate distance between two random measures is then:

**Definition 2.16 (Distance for power-law interaction).** Let $\alpha < d$ and $p \geq 2$ be defined by:

$$p := \begin{cases} 2 & \text{if } \alpha \in \left[ 0, \frac{d}{2} \right), \\ \left\lceil \frac{d}{d-\alpha} \right\rceil & \text{if } \alpha \in \left[ \frac{d}{2}, d \right), \end{cases}$$

where $\lfloor x \rfloor$ stands for the smallest integer strictly larger than $x$. On the set of random probability measures on $X \times E \times [-\frac{1}{2}, \frac{1}{2}]^d$, let us define a sequence of distances $(d_{K}^{(p)}(\cdot, \cdot))_{K \geq 1}$ indexed by $K \geq 1$, between two elements $\lambda$ and $\nu$ by

$$d_{K}^{(p)}(\lambda, \nu) = \sup_f \left( \mathbb{E} \| \langle f, \lambda \rangle - \langle f, \nu \rangle \|_{p}^{p} \right)^{1/p},$$

where the supremum is taken over all the functions $f \in \bigcup_{1 \leq K' \leq K} C_a$, such that $\| f \|_a \leq 1$. Let us then define the distance $d_{\infty}^{(p)}(\cdot, \cdot)$ by

$$d_{\infty}^{(p)}(\lambda, \nu) := \sum_{K \geq 1} \frac{1}{2K^d} e^{-CK \frac{dp}{K^{2d}}} \left( d_{K}^{(p)}(\lambda, \nu) \wedge 1 \right),$$

for a sufficiently large constant $C$ (that depends on the parameters of our model) and where $q$ is the conjugate of $p$: $\frac{1}{p} + \frac{1}{q} = 1$. For a precise estimate on $C$, we refer to Proposition 6.5 below.

Apart from the weight $e^{-CK \frac{dp}{K^{2d}}}$ (which is precisely here to compensate the estimate that we find in Proposition 6.5 below), the definition of $d_{\infty}^{(p)}(\cdot, \cdot)$ exactly follows the usual Fréchet construction (see e.g. [16]).

**Remark 2.17.** The choice of the integer $p$ in (2.28) is made for integrability reasons that will become clear in the proof of Theorem 2.18. One only has to notice here that $p$ has been precisely defined so that its conjugate $q$ always satisfies $q\alpha < d$.

The main result of this work is the following:
Theorem 2.18 (Law of Large Numbers in the power-law case). Under Assumptions 2.2, 2.4 and Hypothesis (H2) of Assumption 2.5, for any arbitrary solution \( \nu \) to the mean-field equation (2.17), we have:

\[
(2.30) \quad \sup_{0 \leq t \leq T} \| d_N^{(p)}(\nu_t^{(N)}, \nu_t) \| \leq C \begin{cases} 
\frac{1}{N^\alpha}, & \text{if } \alpha \in (0, \frac{d}{2}) , \\
\frac{\ln N}{N^{\frac{d}{2} - \gamma}}, & \text{if } \alpha = \frac{d}{2} , \\
\frac{\ln N}{N^{\frac{d}{2} - \gamma + 1}}, & \text{if } \alpha \in (\frac{d}{2}, d) , 
\end{cases}
\]

where the constant \( C > 0 \) only depends on \( T, \Gamma, \Psi, \alpha \) and \( c \).

Note that the speed of convergence found in Theorem 2.18 is never smaller that \( N^{-\frac{d}{2}} \), which is the optimal speed for the case without spatial extension (recall the CLT results in the mean field case in [23]). Note also that, in the case where \( 0 \leq \alpha < \frac{d}{2} \), we have obtained a speed of convergence which is arbitrarily close to \( N^{-(\frac{d}{2} + 1)} \) (since in that case \( \gamma \) is arbitrarily close to \( \frac{d}{2} \)). We believe that the optimal speed in this case should be exactly \( N^{-(\frac{d}{2} + 1)} \), but the proof we propose in this work does not seem to reach this optimal result.

Nevertheless, in the case where we only consider a bounded Lipschitz-continuous weight function \( \Psi \) (i.e. with no singularity at all), the proof of Theorem 2.18 can be considerably simplified and one obtains a speed that is \( N^{-\frac{d}{2}} \).

Note also that the fluctuations when \( \alpha \in (\frac{d}{2}, d) \) appear to be nontrivial. A natural perspective of this work would be to prove a precise Central Limit Theorem in this case and to study the limiting fluctuation process in details.

2.6. Well-posedness of the McKean-Vlasov equation. A straightforward corollary of Theorems 2.13 and 2.18 is that uniqueness holds for the McKean-Vlasov equation (2.17):

Proposition 2.19 (Well-posedness of the McKean-Vlasov equation). Under Assumptions 2.2, 2.4 and 2.5, for every initial condition \( \nu_0(\theta, \omega, dx) = \zeta(\theta)\mu(d\omega)dx \), there exists a unique solution \( t \mapsto \nu_t \in M_1 \left( C([0,T], X) \times \mathcal{E} \times \left[ -\frac{1}{2}, \frac{1}{2} \right]^d \right) \) to the McKean-Vlasov equation (2.17).

3. The non-linear process and the existence of a continuous-limit. The purpose of this paragraph is to prove Proposition 2.9 concerning the existence of a solution to the McKean-Vlasov equation (2.17). This part is reminiscent of the techniques used by Sznitman ([36]) in order to prove propagation of chaos for non disordered models.

3.1. Distance on probability measures. Let us first consider the set \( M_\infty(X) \) of probability measures on \( C([0,T], X) \) with finite moments of order \( \kappa \) (where \( \kappa \geq 2 \) is given in (2.4)) and endow this set with the Wasserstein metric

\[
(3.1) \quad \delta^{(T)}_\infty(p_1, p_2) := \inf \left\{ \mathbb{E} \left( \sup_{s \leq T} \| \vartheta_s^{(1)} - \vartheta_s^{(2)} \|^{\kappa} \right)^{\frac{1}{\kappa}} \right\},
\]

where the infimum in (3.1) is considered over all couplings \( (\vartheta^{(1)}, \vartheta^{(2)}) \) with respective marginals \( p_1 \) and \( p_2 \). Here, the \( \vartheta^{(i)} \) are understood as random variables on a certain
probability space \((\Omega, \mathbb{P})\). Note however that the definition of (3.1) does not depend on its particular choice. (3.1) defines a complete metric on \(\mathcal{M}_X\) encoding the topology of convergence in law with convergence of moments up to order \(\kappa\) (see [38, Th. 6.9, p. 96]). We endow \(\mathcal{M}_X\) with the corresponding Borel \(\sigma\)-field.

Fix some probability measure \(m\) on \(\mathcal{C}([0, T], \mathcal{X}) \times \mathcal{E} \times \left[-\frac{1}{2}, \frac{1}{2}\right]^d\) (endowed with its Borel \(\sigma\)-field) such that its marginal on \(\mathcal{E} \times \left[-\frac{1}{2}, \frac{1}{2}\right]^d\) is absolutely continuous w.r.t. \(\mu(d\omega) \otimes dx\). Thanks to a usual disintegration result (see e.g. [13, Th. 10.2.2]) one can write \(m\) as

\[
m(\theta, \omega, dx) = m^{\omega,x}(\theta) \mu(dx),
\]

where \((\omega, x) \mapsto m^{\omega,x}(\theta)\) is a measurable map from \(\mathcal{E} \times \left[-\frac{1}{2}, \frac{1}{2}\right]^d\) (endowed with its Borel \(\sigma\)-field) into \(\mathcal{M}_X\). We consider the set \(\mathcal{M}\) of such measures \(m\) such that for all \((\omega, x)\), \(m^{\omega,x}\) belongs to \(\mathcal{M}_X\), endowed with the following metric:

**Definition 3.1.** Fix \(p\) to be equal to 2 in the case of Hypothesis (H1) or as in (2.28) in the case of Hypothesis (H2). Then define

\[
(3.2) \quad \forall m_1, m_2 \in \mathcal{M}, \quad \delta_T(m_1, m_2) := \left[ \int_{\mathcal{E} \times \left[-\frac{1}{2}, \frac{1}{2}\right]^d} \left( \delta_X(m_1^{\omega,x}, m_2^{\omega,x}) \right)^p \mu(dx) \right]^{\frac{1}{p}}.
\]

The space \(\mathcal{M}\) endowed with \(\delta_T\) is a complete metric space (see [36, p. 173]).

Note that, by construction (see (2.15)), the initial condition \(d\nu_0(\theta, \omega, x) = \zeta(\theta) \mu(dx)\) belongs to \(\mathcal{M}\).

### 3.2. The nonlinear process.

The proof of Proposition 2.9 is based on a Picard iteration in the space \(\mathcal{M}\) endowed with the metric introduced in Definition 3.1. For fixed \(\omega \in \mathcal{E}\) and Brownian motion \(B\) in \(\mathcal{X}\), independent of the sequence \((B_k)_k \geq 1\), and for a fixed \(m \in \mathcal{M}\), consider the following stochastic differential equation in \(\mathcal{X}\):

\[
(3.3) \quad d\theta(t) = c(\theta(t), \omega) dt + \int \Gamma(\theta(t), \omega, \bar{\theta}, \bar{\omega}) \Psi(x, \bar{x}) m_t(\theta, \bar{\theta}, \bar{\omega}, dx) dt + \sigma \cdot dB(t),
\]

with initial condition \(\theta(0) \sim \zeta\). Note here that for all \(t \geq 0\), \(m_t(\theta, \omega, dx)\), probability measure on \(\mathcal{X} \times \mathcal{E} \times \left[-\frac{1}{2}, \frac{1}{2}\right]^d\), stands for the projection of \(m\) at time \(t\). The integral term in (3.3) is well-defined since

\[
\int \|\Gamma(\theta(t), \omega, \bar{\theta}, \bar{\omega})\| \Psi(x, \bar{x}) m_t(\theta, \bar{\theta}, \bar{\omega}, dx) \leq \|\Gamma\|_{\mathcal{X}} \int_{\left[-\frac{1}{2}, \frac{1}{2}\right]^d} \Psi(x, \bar{x}) \left( \int_{\mathcal{X} \times \mathcal{E}} m_t^{\omega,x}(\theta) \mu(dx) \right) dx \leq \|\Gamma\|_{\mathcal{X}} S(\Psi),
\]

where the quantity

\[
(3.4) \quad S(\Psi) := \sup_x \int_{\left[-\frac{1}{2}, \frac{1}{2}\right]^d} \Psi(x, \bar{x}) d\bar{x}
\]
is smaller than 1 in case of Hypothesis (H1) and smaller that $I_1(\Psi)$ (using (2.8)) in the case of Hypothesis (H2). Moreover, thanks to the regularity properties of $\Gamma$ and $c$, equation (3.3) has a unique (strong) solution.

Let us denote by $\Theta : \mathcal{M} \to \mathcal{M}$ the functional which maps any measure $m(\theta, \omega, dx) \in \mathcal{M}$ to the law $\Theta(m)$ of $(\theta, \omega, x)$ where $(\theta_0^t \leq t \leq T)$ is the unique solution to (3.3). Note that the functional $\Theta$ effectively preserves the set $\mathcal{M}$. Proposition 2.9 is a direct consequence of the following lemma:

**Lemma 3.2.** The functional $\Theta$ admits a fixed point $\tilde{\nu}$ in $\mathcal{M}$.

**Proof of Lemma 3.2.** As in [36], we prove the following

\begin{equation}
\forall m_1, m_2 \in \mathcal{M}, \forall t \leq T, \delta_t(\Theta(m_1), \Theta(m_2))^\kappa \leq C_T \int_0^t \delta_u(m_1, m_2)^\kappa du.
\end{equation}

If (3.5) is proved, the proof of Proposition 2.9 will be finished since in that case, one can iterate this inequality and find

$$
\forall k \geq 1, \delta_T(\Theta^{k+1}(\nu_0), \Theta^k(\nu_0))^\kappa \leq C_T^{k!} \frac{T^k}{k!} \delta_T(\Theta(\nu_0), \nu_0)^\kappa,
$$

which gives that $(\Theta^k(\nu_0))_{k \geq 1}$ is a Cauchy sequence, and thus converges to some fixed-point $\tilde{\nu}$ of $\Theta$. Let us now prove (3.5). The key calculation is the following: there exists a constant $C > 0$ such that for all $\theta_1, \theta_2 \in \chi, \omega \in \mathcal{E}, x \in [\frac{-1}{2}, \frac{1}{2}]^d$, for all $m_1, m_2 \in \mathcal{M}$,

\begin{equation}
\delta(\Theta):= \int \Gamma(\theta_1, \omega, \cdot, \cdot) \Psi(x, \cdot) dm_{1,t} - \int \Gamma(\theta_2, \omega, \cdot, \cdot) \Psi(x, \cdot) dm_{2,t}
\leq C \left( \| \theta_2 - \theta_1 \| + \delta_t(m_1, m_2) \right).
\end{equation}

Indeed,

\begin{equation}
\delta \Gamma \leq \left\| \int \Gamma(\theta_1, \omega, \cdot, \cdot) \Psi(x, \cdot) dm_{1,t} - \int \Gamma(\theta_2, \omega, \cdot, \cdot) \Psi(x, \cdot) dm_{1,t} \right\|
+ \left\| \int \Gamma(\theta_2, \omega, \cdot, \cdot) \Psi(x, \cdot) dm_{1,t} - \int \Gamma(\theta_2, \omega, \cdot, \cdot) \Psi(x, \cdot) dm_{2,t} \right\| := \delta \Gamma_1 + \delta \Gamma_2.
\end{equation}

The first term $\delta \Gamma_1$ in (3.7) is easily bounded by $\| \Gamma \|_{Lip} S(\Psi) \| \theta_2 - \theta_1 \|$, where $S(\Psi)$ is defined by (3.4). The second term $\delta \Gamma_2$ in (3.7) can be successively bounded by

$$
\delta \Gamma_2 = \left\| \int \left[\frac{-1}{2}, \frac{1}{2}\right]^d \times \mathcal{E} \Psi(x, \bar{x}) \left( \int \Gamma(\theta_2, \omega, \bar{\theta}, \bar{\omega}) m_{1,t}(d\theta) - \int \Gamma(\theta_2, \omega, \bar{\theta}, \bar{\omega}) m_{2,t}(d\theta) \right) d\bar{x} \mu(d\bar{\omega}) \right\|
\leq \left( \int \left[\frac{-1}{2}, \frac{1}{2}\right]^d \Psi(x, \bar{x}) q d\bar{x} \right)^{\frac{1}{q}}
\left( \int \left[\frac{-1}{2}, \frac{1}{2}\right]^d \times \mathcal{E} \left( \int \Gamma(\theta_2, \omega, \bar{\theta}, \bar{\omega}) m_{1,t}(d\theta) - \int \Gamma(\theta_2, \omega, \bar{\theta}, \bar{\omega}) m_{2,t}(d\theta) \right)^p d\bar{x} \mu(d\bar{\omega}) \right)^{\frac{1}{p}}.
$$

**Proof.**
Note that the first term in the last inequality is always bounded: it is straightforward in the $P$-nearest neighbor case and comes from Remark 2.17 in the power-law case. Indeed, $q$ has been precisely chosen so that $q\alpha < d$, so that $\Psi(x,\cdot)^q$ is integrable.

Using the Lipschitz-continuity of $\Gamma$, we see that, for any coupling $m^{\omega,x}(d\vartheta_1, d\vartheta_2)$ of $m_1^{\omega,x}$ and $m_2^{\omega,x}$

$$\delta\Gamma_2 \leq C \left\| \Gamma \right\|_{\text{Lip}} \left( \int_{\left[ -\frac{1}{2}, \frac{1}{2} \right]^d \times \mathcal{E}} \left( \mathbf{E}_{m^{\omega,x}} \| \vartheta_1(t) - \vartheta_2(t) \|^p \, d\mu(d\omega) \right)^{\frac{1}{p}} \right)^{\frac{1}{p}},$$

$$\leq C \left\| \Gamma \right\|_{\text{Lip}} \left( \int_{\left[ -\frac{1}{2}, \frac{1}{2} \right]^d \times \mathcal{E}} \left( \left[ \mathbf{E}_{m^{\omega,x}} \| \vartheta_1(t) - \vartheta_2(t) \|^2 \right]^\frac{1}{2} \right)^{\frac{1}{p}} \, d\mu(d\omega) \right)^{\frac{1}{p}}.$$

By Definition 3.1, this gives $\delta\Gamma_2 \leq C \left\| \Gamma \right\|_{\text{Lip}} \delta_t(m_1, m_2)$, which proves (3.6). We are now in position to prove (3.5). Let us consider $(\theta_1, \omega, x)$ and $(\theta_2, \omega, x)$ solutions to (3.3) for two different measures $m_1$ and $m_2$ in $\mathcal{M}$ driven by the same Brownian motion, with the same initial condition. We have for all $0 \leq t \leq T$,

$$\| \theta_1(t) - \theta_2(t) \|^2 = 2 \int_0^t \langle \theta_1(s) - \theta_2(s), c(\theta_1(s), \omega) - c(\theta_2(s), \omega) \rangle \, ds$$

$$+ 2 \int_0^t \langle \theta_1(s) - \theta_2(s), \int \Gamma(\theta_1(s), \omega, \cdot) \Psi(x, \cdot) \, dm_1 - \int \Gamma(\theta_2(s), \omega, \cdot) \Psi(x, \cdot) \, dm_2 \rangle \, ds.$$

Using the one-sided Lipschitz condition (2.3) and (3.6), we obtain

$$\| \theta_1(t) - \theta_2(t) \|^2 \leq C \int_0^t \| \theta_1(s) - \theta_2(s) \|^2 \, ds + C \int_0^t \| \theta_1(s) - \theta_2(s) \| \delta_s(m_1, m_2) \, ds,$$

$$\leq C \int_0^t \| \theta_1(s) - \theta_2(s) \|^2 \, ds + C \int_0^t \delta_s(m_1, m_2)^2 \, ds.$$

Consequently, using Gronwall’s Lemma

$$\sup_{s \leq t} \| \theta_1(s) - \theta_2(s) \|^2 \leq C e^{CT} \int_0^t \delta_s(m_1, m_2)^2 \, ds.$$

Elevating this inequality to the power $\frac{n}{2} \geq 1$ gives

$$\sup_{s \leq t} \| \theta_1(s) - \theta_2(s) \|^n \leq \left( C e^{CT} \right)^{\frac{n}{2}} \left( \int_0^t \delta_s(m_1, m_2)^2 \, ds \right)^{\frac{n}{2}}$$

$$\leq \left( C e^{CT} \right)^{\frac{n}{2}} T^{\frac{n-2}{2}} \int_0^t \delta_s(m_1, m_2)^n \, ds,$$

which gives

$$\delta_n^{(t)}(\Theta(m_1)^{\omega,x}, \Theta(m_2)^{\omega,x}) \leq \left( C e^{CT} \right)^{\frac{n}{2}} T^{\frac{n-2}{2}} \left( \int_0^t \delta_s(m_1, m_2)^n \, ds \right)^{\frac{1}{n}}.$$

Elevating this inequality to the power $p$ and integrating over $\omega$ and $x$ leads to the desired result (3.5). Lemma 3.2 is proved. \qed
We are now in position to prove Proposition 2.9.

**Proof of Proposition 2.9.** It remains to prove that if $\tilde{\nu}$ is a solution to the weak formulation of the continuous limit (2.17). Indeed if $\tilde{\nu} = \Theta(\nu)$, one can write $\tilde{\nu}(d\theta, d\omega, dx) = \tilde{\nu}^\omega(dx)(d\theta)\mu(d\omega)dx$ where, for fixed $\omega, x$, $\tilde{\nu}^{\omega,x}(d\theta)$ is the law of the process solution to (3.3). Applying Ito’s formula, one obtains for all $f(\theta, \omega, x)$, $C^2$ w.r.t. $\theta$ with bounded derivatives,

\begin{equation}
\begin{aligned}
f(\theta(t), \omega, x) &= f(\theta_0, \omega, x) + \frac{1}{2} \int_0^t \text{div}_\theta (\sigma \sigma^T \nabla \theta f)(\theta(s), \omega, x) \, ds + \int_0^t \nabla \theta f \cdot c(\theta(s), \omega) \, ds \\
&\quad + \int_0^t \nabla \theta f \cdot \int \Gamma(\theta(t), \omega, \tilde{\theta}, \tilde{\omega}) \Psi(x, \bar{x}) \tilde{\nu}^\omega(dx)(d\tilde{\theta})\mu(d\tilde{\omega})d\bar{x} \, ds + \int_0^t \nabla \theta f(\theta(s), \omega, x) \cdot (\sigma dB_s).
\end{aligned}
\end{equation}

Taking the expectation in (3.8) leads to (2.17). But in order to do so, we need to know that the term $\nabla \theta f(\theta(t), \omega, x) \cdot c(\theta, \omega)$ is integrable w.r.t. the measure $\tilde{\nu}^\omega(dx)(d\theta)\mu(d\omega)dx$ (the other terms are integrable, by assumptions on $f$). This is ensured by (2.5), the fact that (by construction) $\tilde{\nu}^\omega(dx)(d\theta)$ has finite moments up to order $\kappa$, and the fact that $\mu$ has finite moment of order $\kappa$ (recall (2.6)).

The rest of the document is devoted to provide a proof for Theorems 2.13 and 2.18.

**4. Definition and properties of the propagator.** For reasons that will be made clear in Remark 4.2 below, we make in this section, as well as in Sections 5 and 6 some supplementary assumption on the regularity on the dynamics $c$:

**Assumption 4.1 (Additional regularity on $c$).** We assume that for all $\omega$, the function $\theta \mapsto c(\theta, \omega)$ is globally Lipschitz continuous.

Of course, the FitzHugh-Nagumo case does not enter into the framework of Assumption 4.1. Assumption 4.1 is made in order to ensure the existence of a backward Kolmogorov equation (see Remark 4.2). The purpose of Section 7 will be to discard this assumption.

In this section, the function $\Psi$ is either defined as in Hypothesis (H1) or as in Hypothesis (H2). We know from Proposition 2.9 that there exists at least one measure-valued solution $t \mapsto \nu_t$ to the continuous equation (2.17). We fix once and for all one such solution. We can then consider the stochastic differential equation:

\begin{equation}
\begin{aligned}
d\theta(t) &= c(\theta(t), \omega) \, dt + \int \Gamma(\theta(t), \omega, \tilde{\theta}, \tilde{\omega}) \Psi(x, \bar{x}) \nu_t(d\tilde{\theta}, d\tilde{\omega}, d\bar{x}) \, dt + \sigma \cdot dB(t) \\
&=: c(\theta(t), \omega) \, dt + v(t, \theta(t), \omega, x) \, dt + \sigma \cdot dB(t),
\end{aligned}
\end{equation}

where $\theta(0) \sim \zeta$. Thanks to the regularity properties of $\Gamma$ and $c$ and to the integrability of $\Psi$, (4.1) has a unique solution. Define the propagator corresponding to (4.1):

\begin{equation}
\forall s, t \in [0, T], \quad P_{s,t}f(\theta, \omega, x) := \mathbb{E}_B f(\Phi^t_s(\theta; \omega, x), \omega, x),
\end{equation}

where $\mathbb{E}_B$ is the expectation w.r.t. the Brownian motion $B$, $f$ is a bounded measurable function on $\mathcal{X} \times \mathcal{E} \times [\frac{-1}{2}, \frac{1}{2}]^d$, $0 \leq s \leq t$ and $t \mapsto \Phi^t_s(\theta; \omega, x)$ is the unique solution to (4.1) such that $\Phi^0_s(\theta; \omega, x) = \theta$. 
Remark 4.2. If \( f \) is \( C^2 \) w.r.t. the variable \( \theta \), under Assumptions 2.2 and 4.1 made about \( c \) and \( \Gamma \), it is standard to see that the function \( P_{s,t} f \) is of class \( C^2 \) in \( \theta \) and \( C^1 \) in \( s \) and satisfies the Backward Kolmogorov equation (see for example [32, Remark 2.3]):

\[
(4.3) \quad \forall (\theta, \omega, x, s, t), \quad \partial_s P_{s,t} f(\theta, \omega, x) + \frac{1}{2} \text{div}_\theta \left( \sigma \sigma^T \nabla_\theta P_{s,t} f(\theta, \omega, x) \right) + \left( [c(\theta, \omega) + v(t, \theta, \omega, x)] \cdot \nabla \theta \right) P_{s,t} f(\theta, \omega, x) = 0.
\]

The main problem which motivates the work of Section 7 at the end of this paper is that proving similar Kolmogorov when Assumption 4.1 is discarded appears to be difficult (see in particular the recent work in this direction [20]). Nevertheless, we work in this section under this additional hypothesis and we provide in Section 7 a way to bypass this technical difficulty.

The key calculation of this work is the object of Lemma 4.3:

**Lemma 4.3.** Let \( f : \mathcal{X} \times \mathcal{E} \times \left[ -\frac{1}{2}, \frac{1}{2} \right]^d \to \mathbb{R} \), be \( C^2 \) w.r.t. the variable \( \theta \). Then,

\[
(4.4) \quad \left\langle f, \nu_T^{(N)} - \nu_T \right\rangle = \left\langle P_{0,T} f, \nu_0^{(N)} - \nu_0 \right\rangle + \frac{1}{|\Lambda_N|} \sum_k \int_0^T \nabla_\theta \left( P_{t,T} f \right)(\theta_k(t), \omega_k, x_k) \cdot \sigma \, dB_k(t) \frac{1}{|\Lambda_N|} \sum_k \int_0^T \nabla_\theta \left( P_{t,T} f \right)(\theta_k(t), \omega_k, x_k) \cdot \left[ \left\langle \Gamma(\theta_k, \omega_k, \cdot, \cdot) \Psi(x_k, \cdot), \nu_T^{(N)} - \nu_T \right\rangle \right] \, dt.
\]

**Proof of Lemma 4.3.** An application of Ito’s formula gives: for all \( k \) and \( 0 < t < T \),

\[
P_{t,T} f(\theta_k(t), \omega_k, x_k) = P_{0,T} f(\theta_k(0), \omega_k, x_k) + \int_0^t \partial_s P_{s,T} f(\theta_k(s), \omega_k, x_k) \, ds
\]

\[
+ \int_0^t \nabla_\theta P_{s,T} f(\theta_k(s), \omega_k, x_k) \cdot \sigma \, dB_k(s) + \frac{1}{2} \int_0^t \text{div}_\theta \left( \sigma \sigma^T \nabla_\theta P_{s,T} f \right)(\theta_k(s), \omega_k, x_k) \, ds.
\]

Using the definition of \( \theta_k \) (recall (2.2)) and (4.3) we obtain:

\[
P_{t,T} f(\theta_k(t), \omega_k, x_k) = P_{0,T} f(\theta_k(0), \omega_k, x_k) - \int_0^t \nu(s, \theta_k(s), \omega_k, x_k) \cdot \nabla_\theta P_{s,T} f(\theta_k(s), \omega_k, x_k) \, ds
\]

\[
+ \int_0^t \nabla_\theta P_{s,T} f(\theta_k(s), \omega_k, x_k) \cdot \left[ \left\langle \Gamma(\theta_k, \omega_k, \cdot, \cdot) \Psi(x_k, \cdot), \nu_T^{(N)} \right\rangle \right] \, ds
\]

\[
+ \int_0^t \nabla_\theta P_{s,t} f(\theta_k(s), \omega_k, x_k) \cdot (\sigma \, dB_k(s)).
\]

Then, using the definition of \( \nu(\cdot) \) (recall (4.1)) and summing over \( k \) lead to:

\[
\left\langle P_{t,T} f, \nu_T^{(N)} \right\rangle = \left\langle P_{0,T} f, \nu_0^{(N)} \right\rangle + \frac{1}{|\Lambda_N|} \sum_k \int_0^t \nabla_\theta P_{s,t} f(\theta_k(s), \omega_k, x_k) \cdot (\sigma \, dB_k(s))
\]

\[
+ \frac{1}{|\Lambda_N|} \sum_k \int_0^t \nabla_\theta P_{s,t} f(\theta_k(s), \omega_k, x_k) \cdot \left[ \left\langle \Gamma(\theta_k, \omega_k, \cdot, \cdot) \Psi(x_k, \cdot), \nu_T^{(N)} - \nu_T \right\rangle \right] \, ds.
\]
A straightforward calculation using (4.3) shows that \( \partial_t \langle P_t f, \nu_t \rangle = 0 \). Using this and the previous equality, one obtains the desired result (choose \( t = T \) and recall that \( P_{T,T} f = f \)). Lemma 4.3 is proved. \( \square \)

The purpose of the following lemma is to establish regularity properties of the propagator \( P_{t,T} \):

**Lemma 4.4 (Estimates on the propagator \( P_{t,T} \)).** Fix \( T > 0 \), \( 0 < t < T \) and \( a \in [-\frac{1}{2}, \frac{1}{2}]^d \).

1. Assume \( \Psi \) satisfies Hypothesis (H1). For any \( R \in (0, 1) \) and any \( f \) in \( C_{R,a} \), \( P_{t,T} f \) is also in \( C_{R,a} \) and one has the following estimate

\[
\| P_{t,T} f \|_{R,a} \leq \sqrt{2} e^{\|P\|(T-t)} \| f \|_{R,a},
\]

for some constant \( \|P\| \) (that can be chosen equal to \( L + 3/2 \| \Gamma \|_{Lip} \), recall (2.3)).

2. Assume \( \Psi \) satisfies Hypothesis (H2). For every \( a \in [-\frac{1}{2}, \frac{1}{2}]^d \), for any \( f \) in \( C_{a} \), \( P_{t,T} f \) is also in \( C_{a} \) and one has the following estimate

\[
\| P_{t,T} f \|_{a} \leq \|P\| e^{\|P\|(T-t)} \| f \|_{a},
\]

for some constant \( \|P\| \) (that only depends on \( \Gamma, \Psi \) and \( c \)).

**Proof.** Note that, by a usual density argument, one only needs to prove (4.5) and (4.6) for test functions \( f \) that are \( C^2 \) w.r.t. \( \theta \). Fix \( T > 0 \), \( 0 < t < T \), \( a \in [-\frac{1}{2}, \frac{1}{2}]^d \) and consider two different flows for (4.1) \( \Phi^i_s(\theta; \omega_1, x) \), for \( i = 1, 2 \), with different initial condition and parameter but at the same site \( x \), with the same Brownian motion. For simplicity, we write \( \Phi^i_s(i) \) instead of \( \Phi^i_s(\theta_i; \omega_1, x) \). Then, using the one-sided Lipschitz condition (2.3) on \( c \), we obtain

\[
\| \Phi^i_s(2) - \Phi^i_s(1) \|^2 = \| \Phi^i_s(2) - \Phi^i_s(1) \|^2 + 2 \int_s^t \langle \Phi^u_s(2) - \Phi^u_s(1), c(\Phi^u_s(2), \omega_2) - c(\Phi^u_s(1), \omega_1) \rangle \, du
\]

\[
+ 2 \int_s^t \langle \Phi^u_s(2) - \Phi^u_s(1), v(u, \Phi^u_s(2), \omega_2, x) - v(u, \Phi^u_s(1), \omega_1, x) \rangle \, du,
\]

\[
\leq \| \Phi^i_s(2) - \Phi^i_s(1) \|^2 + 2L \int_s^t \left( \| \Phi^u_s(2) - \Phi^u_s(1) \|^2 + \| \omega_2 - \omega_1 \|^2 \right) \, du
\]

\[
+ 2 \int_s^t \| \Phi^u_s(2) - \Phi^u_s(1) \| \left( \| v(u, \Phi^u_s(2), \omega_2, x) - v(u, \Phi^u_s(1), \omega_1, x) \| \right) \, du,
\]

where the definition of \( v(\cdot) \) is given in (4.1). The Lipschitz-continuity of \( \Gamma \) implies

\[
\delta v(u) \leq \int \| \Gamma(\Phi^u_s(2), \omega_2, \tilde{\theta}, \tilde{\omega}) - \Gamma(\Phi^u_s(1), \omega_1, \tilde{\theta}, \tilde{\omega}) \| \Psi(x, \tilde{x}) \nu_{\tilde{x}}(d\tilde{x}) \mu(d\tilde{\theta}) \mu(d\tilde{\omega}) \, dx
\]

\[
\leq \| \Gamma \|_{Lip} S(\Psi) (\| \Phi^u_s(2) - \Phi^u_s(1) \| + \| \omega_2 - \omega_1 \|),
\]

where \( S(\Psi) \) has already been defined in (3.4). Putting things together we see that, for

\[
C = 2L + 3 \| \Gamma \|_{Lip} S(\Psi),
\]

(4.7) \( \| \Phi^i_s(2) - \Phi^i_s(1) \|^2 \leq \| \Phi^i_s(2) - \Phi^i_s(1) \|^2 + \| \omega_2 - \omega_1 \|^2 \) \, du.
An application of Gronwall’s lemma leads to
\begin{equation}
\| \Phi^t_s(\theta_2, \omega_2, x) - \Phi^t_s(\theta_1, \omega_1, x) \|^2 + \| \omega_2 - \omega_1 \|^2 \leq e^{C(t-s)} \left( \| \theta_2 - \theta_1 \|^2 + \| \omega_2 - \omega_1 \|^2 \right).
\end{equation}
Then, in the case where \( \Psi \) satisfies Hypothesis (H1), we have \( P_{t,T}f(\theta, \omega, x) = \chi_R(x - a)g(\Phi^T_\theta(\theta; \omega, x), \omega) \), when \( f(\theta, \omega, x) = \chi_R(x - a)g(\theta, \omega) \). But then,
\begin{align*}
\| g(\Phi^T_\theta(\theta_2; \omega_2, x), \omega_2) - g(\Phi^T_\theta(\theta_1; \omega_1, x), \omega_1) \|^2 & \leq \| f \|^2_{R,a} \left( \| \Phi^T_\theta(2) - \Phi^T_\theta(1) \| + \| \omega_2 - \omega_1 \| \right)^2, \\
& \leq 2 \| f \|^2_{R,a} \left( \| \Phi^T_\theta(2) - \Phi^T_\theta(1) \|^2 + \| \omega_2 - \omega_1 \|^2 \right), \\
& \leq 2 \| f \|^2_{R,a} e^{C(T-t)} \left( \| \theta_2 - \theta_1 \|^2 + \| \omega_2 - \omega_1 \|^2 \right),
\end{align*}
so that
\begin{equation*}
\| g(\Phi^T_\theta(\theta_2; \omega_2, x), \omega_2) - g(\Phi^T_\theta(\theta_1; \omega_1, x), \omega_1) \| \leq \sqrt{2} \| f \|^2_{R,a} e^{C(T-t)} \left( \| \theta_2 - \theta_1 \| + \| \omega_2 - \omega_1 \| \right),
\end{equation*}
which is the desired estimate (2.19) and gives (4.5). The same kind of calculation in the case of Hypothesis (H2) leads to the estimate (2.22) for \( P_{t,T}f \).

Thus, it remains to prove estimates (2.23) and (2.24) for \( P_{t,T}f \) in the case of Hypothesis (H2). The case of (2.23) is straightforward. As far as (2.24) is concerned, the same kind of calculation with two different flows \( \Phi^s(x) := \Phi^s(\theta; \omega, x) \) and \( \Phi^s(y) := \Phi^s(\theta; \omega, y) \), with the same \( \theta \) and \( \omega \) but at different sites \( x \) and \( y \) leads to
\begin{equation*}
\| \Phi^t_s(x) - \Phi^t_s(y) \|^2 \leq 2L \int_s^t \| \Phi^u_s(x) - \Phi^u_s(y) \|^2 \, du \\
+ 2 \int_s^t \| \Phi^u_s(x) - \Phi^u_s(y) \| \left\| v(u, \Phi^u_s(x), \omega, x) - v(u, \Phi^u_s(y), \omega, y) \right\| \, du,
\end{equation*}
with,
\begin{align*}
\delta v(u, x, y) & \leq \int \| \Gamma(\Phi^u_s(x), \omega, \tilde{\theta}, \tilde{\omega})\Psi(x, \tilde{x}) - \Gamma(\Phi^u_s(y), \omega, \tilde{\theta}, \tilde{\omega})\Psi(y, \tilde{x}) \| \nu^\omega,\tilde{x}(d\tilde{\theta})\mu(d\tilde{\omega}) \, d\tilde{x} \\
& \leq \int \| \Gamma(\Phi^u_s(x), \omega, \tilde{\theta}, \tilde{\omega}) - \Gamma(\Phi^u_s(y), \omega, \tilde{\theta}, \tilde{\omega}) \| \| \Psi(x, \tilde{x}) - \Psi(y, \tilde{x}) \| \nu^\omega,\tilde{x}(d\tilde{\theta})\mu(d\tilde{\omega}) \, d\tilde{x} \\
& \quad + \int \| \Gamma(\Phi^u_s(y), \omega, \tilde{\theta}, \tilde{\omega}) \| \| \Psi(x, \tilde{x}) - \Psi(y, \tilde{x}) \| \nu^\omega,\tilde{x}(d\tilde{\theta})\mu(d\tilde{\omega}) \, d\tilde{x} \\
& \leq \| \Gamma \|_{\text{Lip}} S(\Psi) \| \Phi^u_s(x) - \Phi^u_s(y) \| \\
& \quad + \| \Gamma \|_\infty \int_{[-1,1]^d} \| \Psi(x, \tilde{x}) - \Psi(y, \tilde{x}) \| \nu^\omega,\tilde{x}(d\tilde{\theta})\mu(d\tilde{\omega}) \, d\tilde{x} \\
& \leq \| \Gamma \|_{\text{Lip}} S(\Psi) \| \Phi^u_s(x) - \Phi^u_s(y) \| + I_2(\Psi) \| \Gamma \|_\infty \| x - y \|^{(d-\alpha)^\lambda 1},
\end{align*}
where \( S(\Psi) \) is defined in (3.4) and where we used assumption (2.9). This gives, for \( C = 2L + 2 \| \Gamma \|_{\text{Lip}} S(\Psi) + I_2(\Psi) \| \Gamma \|_\infty \| x - y \|^{(d-\alpha)^\lambda 1}, \)

\begin{equation*}
\| \Phi^t_s(x) - \Phi^t_s(y) \|^2 \leq C \int_s^t \| \Phi^u_s(x) - \Phi^u_s(y) \|^2 \, du + I_2(\Psi) \| \Gamma \|_\infty (t-s) \| x - y \|^{2((d-\alpha)^\lambda 1)},
\end{equation*}
Consequently, by Gronwall’s lemma,
\[
\| \Phi_s^t(\theta; \omega, x) - \Phi_s^t(\theta; \omega, y) \|^2 \leq \mathcal{I}_2(\Psi) \| \Gamma \|_{C^0} (t - s) e^{C(t-s)} \| x - y \|^2 \leq (d-\alpha)^{\lambda_1}.
\]
Then, for any \(0 < t \leq T\), we have
\[
\| \delta P_{t,T} f \|^2 := \| x - a \|^{2\gamma} P_{t,T} f(\theta, \omega, x) - \| y - a \|^{2\gamma} P_{t,T} f(\theta, \omega, y) \|^2 = \left( \| x - a \|^{2\gamma} \| f(\Phi_{t}^T(\theta, \omega, x), \omega, x) - f(\Phi_{t}^T(\theta, \omega, y), \omega, x) \| + \| y - a \|^{2\gamma} \| f(\Phi_{t}^T(\theta, \omega, y), \omega, x) - f(\Phi_{t}^T(\theta, \omega, y), \omega, y) \| \right)^2,
\]
\[
\leq \| f \|_a^2 \left( \| \Phi_{t}^T(x) - \Phi_{t}^T(y) \| + \| x - y \|^{(2\gamma-\alpha)^{\lambda_1}} \right)^2,
\]
\[
\leq 2 \| f \|_a^2 \left( \| \Phi_{t}^T(x) - \Phi_{t}^T(y) \|^2 + \| x - y \|^{2(2\gamma-\alpha)^{\lambda_1}} \right),
\]
\[
\leq 2 \| f \|_a^2 \left( \mathcal{I}_2(\Psi) \| \Gamma \|_{C^0} (T - t) \leq 1 \right) e^{C(T-t)} \left( \| x - y \|^{2((d-\alpha)^{\lambda_1}) + \| x - y \|^{2(2\gamma-\alpha)^{\lambda_1}} \right),
\]
where we used assumptions (2.23) and (2.24) in (4.10) and the estimation (4.9) in (4.11).
Using the definition of \(\gamma\) (recall (2.21)), it is always true that \(d-\alpha \geq 2\gamma - \alpha\). Consequently,
\[
\| x - a \|^{2\gamma} P_{t,T} f(\theta, \omega, x) - \| y - a \|^{2\gamma} P_{t,T} f(\theta, \omega, y) \|
\leq 2 (T \mathcal{I}_2(\Psi) \| \Gamma \|_{C^0} (T - t) \leq 1) \frac{1}{2} e^{C(T-t)} \| f \|_a \| x - y \|^{(2\gamma - \alpha)^{\lambda_1}},
\]
which leads to (2.24). Lemma 4.4 is proved.

Remark 4.5. One could wonder why we have not simply used in the calculation above the global Lipschitz assumption about \(c\) (recall Assumption 4.1), instead of the more involved one-sided Lipschitz inequality used here. The crucial reason for this is that in order to be able to discard Assumption 4.1 in Section 7 below, we need to ensure that the estimates of Lemma 4.4 do not depend on the modulus of continuity of \(c\), but only on its one-sided Lipschitz constant \(L\).

Using (4.5) (respectively (4.6)) in (4.4), we easily see that for every \(a \in \left[-\frac{1}{2}, \frac{1}{2}\right]^d\), for any given \(f \in C_{R,a}\) with \(\| f \|_{C_{R,a}} \leq 1\) (respectively \(f \in C_{a}\) with \(\| f \|_a \leq 1\)), we have
\[
\| \langle f, \nu_T^{(N)} \rangle - \langle f, \nu_T \rangle \| \leq \| \langle P_{0,T} f, \nu_0^{(N)} \rangle - \langle P_{0,T} f, \nu_0 \rangle \| + \frac{1}{|\Lambda_N|} \sum_k \int_0^T \nabla \theta (P_{t,T} f)(\theta_k(t), \omega_k, x_k) \cdot (\sigma dB_k(t)) \| \nabla \theta P_{t,T} f \| \| \langle \Gamma (\theta_k, \omega_k, \cdot), \nu_t^{(N)} - \nu_t \rangle \| dt.
\]
Using (2.20) and (4.5) (resp. (2.26) and (4.6)), the term \( \| \nabla \theta P_t e \| (\theta_k(t), \omega_k, x_k) \) in the third summand of (4.12) can be bounded by \( \sqrt{2} e \| P \| (T-t) \| \chi_R \|_\infty \) in case of Hypothesis (H1) and by \( \| x_k - a \|^{-\alpha} \| P \| e \| P \| (T-t) \) in case of Hypothesis (H2). In both cases, the bound that we find can be written in the form

\[
(4.13) \quad \| \nabla \theta P_t e \| (\theta_k(t), \omega_k, x_k) \leq e \| P \| (T-t) \rho(x_k)
\]

(\( \rho \) is a constant in the first case and proportional to \( \| x_k - a \|^{-\alpha} \) in the second). In particular, it is uniform in \( f \) and \( (\theta_k, \omega_k) \). Let us now fix the integer \( p \) equal to 2 in the case of Hypothesis (H1) or defined as in (2.28) in the case of Hypothesis (H2). Elevating inequality (4.12) to the power \( p \) and taking the expectation lead to

\[
(4.14) \quad \frac{1}{3p-1} E \left\| \left\langle f, \nu_T^{(N)} - \nu_T \right\rangle \right\|^p \leq E \left\| \left\langle P_0 e f, \nu_0^{(N)} - \nu_0 \right\rangle \right\|^p
\]

\[
+ E \left\| \frac{1}{|\Lambda_N|} \sum_k \int_0^T \nabla \theta (P_t e f) (\theta_k(t), \omega_k, x_k) \cdot (\sigma dB_k(t)) \right\|^p
\]

\[
+ E \left\| \frac{1}{|\Lambda_N|} \sum_k \int_0^T e \| P \| (T-t) \rho(x_k) \left\langle \Gamma (\theta_k, \omega_k, \cdot), \Psi (x_k, \cdot), \nu_t^{(N)} - \nu_t \right\rangle dt \right\|^p.
\]

Let us concentrate on the third term of the last inequality, that we denote by \( D_N \). By successive use of Hölder’s inequality (recall that \( \frac{1}{p} + \frac{1}{q} = 1 \)), one has:

\[
D_N \leq \left( \int_0^T e^{q \| P \| (T-t)} dt \right)^{\frac{p}{q}} E \left\| \frac{1}{|\Lambda_N|} \sum_k \rho(x_k) \left\langle \Gamma (\theta_k, \omega_k, \cdot), \Psi (x_k, \cdot), \nu_t^{(N)} - \nu_t \right\rangle \right\|^p dt
\]

\[
(4.15) \quad \leq \left( \frac{e^{q \| P \| T} - 1}{q \| P \|} \right)^{\frac{p}{q}} \left( \frac{1}{|\Lambda_N|} \sum_k \rho(x_k)^q \right)^{\frac{p}{q}} \int_0^T \frac{1}{|\Lambda_N|} \sum_k E \left\| \left\langle \Gamma (\theta_k, \omega_k, \cdot), \Psi (x_k, \cdot), \nu_t^{(N)} - \nu_t \right\rangle \right\|^p dt.
\]

At this point, here are the main steps of proof that we will follow in the remaining of this paper: we have built the spaces of test functions (recall Definitions 2.10 and 2.14) in such a way that they precisely include the functions \( (\theta, \omega, x) \mapsto (\theta_k, \omega_k, \theta, \omega) \Psi (x_k, x) \) for all \( k \) (in this case, \( a \) is equal to \( x_k \)). Since the distances between two random measures introduced in Definitions 2.12 and 2.16 are exactly the suprema of evaluations over all such test functions, we are thus able to bound the term within the integral in (4.15) in terms of the distance between \( \nu^{(N)} \) and \( \nu \).

The second point of the proof is to obtain an estimate (uniform in \( f \)) of the speed of convergence to 0 of the two first terms in (4.14). Taking the supremum over all test functions \( f \) and applying Gronwall’s Lemma lead to the conclusion.

Those steps are somehow easy to follow in the \( P \)-nearest neighbor case (see Section 5) but are more technically demanding in the power-law case (see Section 6).

5. Law of Large Numbers in the \( P \)-nearest neighbor case.

The purpose of this section is to prove Theorem 2.13. Thus, throughout this section, we suppose that \( \Psi \) satisfies Hypothesis (H1) for some \( R \in (0, 1] \). In this case, the integer \( p \) introduced in (4.14) is equal to 2 and the function \( \rho \) in (4.13) is bounded (equal to \( \sqrt{2} \| \chi_R \|_\infty \)). In particular,
the two terms in front of the integral in (4.15) are trivially bounded by a constant, equal to \( \frac{e^{2|P|T} - 1}{2|P|} \| \chi_R \|_\infty^2 \).

The following proposition proves the convergence to 0 of the first term in (4.14) together with explicit rates:

**Proposition 5.1 (Convergence of the initial condition).** There exists a numerical constant \( C_1 > 0 \) (independent of \( R \)) such that for all \( f \in \bigcup_{a \in \left[ \frac{1}{2}, \frac{3}{2} \right]} C_{R,a} \) with \( \| f \|_{R,a} \leq 1 \) and \( \| f \|_\infty \leq 1 \)

\[
\mathbb{E} \left\| \langle P_{0,T}f, \nu_0^{(N)} \rangle - \langle P_{0,T}f, \nu_0 \rangle \right\|^2 \leq \frac{C_1}{N^{d+2}}.
\]

**Proof of Proposition 5.1.** Recall that the couples \((\theta_i(0), \omega_i)\) \(1 \leq i \leq N\) are supposed to be i.i.d. samples of the law \( \zeta(d\theta) \otimes \mu(d\omega) \) on \( X \times \mathcal{E} \). Let \( f \in C_{R,a}: \) by definition, \( f(\theta, \omega, x) = g(\theta, \omega) \chi_R(x-a) \) so that \( P_{0,T}f = \chi(x-a)P_{0,T}g \). Let write \( \varphi := P_{0,T}g \) for simplicity. Then:

\[
\delta_N(f) := \mathbb{E} \left\| \langle P_{0,T}f, \nu_0^{(N)} \rangle - \langle P_{0,T}f, \nu_0 \rangle \right\|^2
\]

\[
= \mathbb{E} \left\| \frac{1}{|\Lambda_N|} \sum_j \varphi(\theta_j, \omega_j) \chi_R(x_j - a) - \int \varphi(\theta, \omega) \chi_R(x-a) \zeta(d\theta) \mu(d\omega) \, dx \right\|^2
\]

\[
\leq 2 \mathbb{E} \left\| \chi_R(x_j - a) \frac{1}{|\Lambda_N|} \sum_j \left( \varphi(\theta_j, \omega_j) - \int \varphi(\theta, \omega) \zeta(d\theta) \mu(d\omega) \right) \right\|^2
\]

\[
+ 2 \left\| \int \varphi(\theta, \omega) \zeta(d\theta) \mu(d\omega) \left( \frac{1}{|\Lambda_N|} \sum_j \chi_R(x_j - a) - \int \chi_R(x-a) \, dx \right) \right\|^2
\]

\[
\leq \frac{2}{(2R)^{2d}} \mathbb{E} \left\| \frac{1}{|\Lambda_N|} \sum_j \left( \varphi(\theta_j, \omega_j) - \int \varphi(\theta, \omega) \zeta(d\theta) \mu(d\omega) \right) \right\|^2
\]

\[
+ 2 \| \varphi \|_\infty^2 \left\| \frac{1}{|\Lambda_N|} \sum_j \chi_R(x_j - a) - \int \chi_R(x-a) \, dx \right\|^2
\]

\[
(5.2) \quad := A_N + B_N.
\]

Since the \((\theta_i, \omega_i)\) are i.i.d. random variables (with law \( \zeta \otimes \mu \)), a standard calculation shows

\[
A_N = \frac{2}{|\Lambda_N|^2 (2R)^{2d}} \sum_j \mathbb{E} \left\| \varphi(\theta_j, \omega_j) - \int \varphi(\theta, \omega) \zeta(d\theta) \mu(d\omega) \right\|^2 \leq \frac{8}{2^{4d}N^d},
\]

since \( \| \varphi \|_\infty = \| P_{0,T}g \|_\infty = (2R)^d \| f \|_\infty \) and \( |\Lambda_N| = (2N+1)^d \geq (2N)^d \).

Let us now turn to the case of the term \( B_N \) in (5.2). We place ourselves in the case of non-periodic boundary condition (recall Remark 2.1). The periodic case is simpler and left to the reader. Let \( a = (a_1, \ldots, a_d) \). One has

\[
\int_{\left[ \frac{1}{2}, \frac{3}{2} \right]^d} \chi_R(x-a) \, dx = \prod_{l=1}^d \left( \frac{1}{2R} \int_{-\frac{1}{2}}^{\frac{1}{2}} 1_{|x-a_l| \leq R} \, dx \right) = \prod_{l=1}^d \mathcal{I}(a_l).
\]
In the same way,
\[ \frac{1}{|\Lambda_N|} \sum_j \chi_R(x_j - a) = \prod_{l=1}^d \left( \frac{1}{2R(2N+1)} \sum_{j=-N}^{N} 1_{|x_j-a| \leq R} \right) := \prod_{l=1}^d \mathcal{I}_N(a_l). \]

Then, from the obvious equality
\[ \prod_{l=1}^d \mathcal{I}_N(a_l) - \prod_{l=1}^d \mathcal{I}(a_l) = \sum_{k=1}^d \mathcal{I}_N(a_1) \ldots \mathcal{I}_N(a_{k-1}) (\mathcal{I}_N(a_k) - \mathcal{I}(a_k)) \mathcal{I}(a_{k+1}) \ldots \mathcal{I}(a_d). \]

and a recursion argument, one only needs to consider the case \( d = 1 \) in order to prove (5.1). An easy calculation shows the following: for all \( a \in \left[ -\frac{1}{2}, \frac{1}{2} \right], \) for all \( R \in (0, 1], \)
\[ \mathcal{I}(a) = \frac{1}{2R} \int_{-\frac{1}{2}}^{\frac{1}{2}} 1_{|x-a| \leq R} \, dx = \begin{cases} \frac{1}{2R} (R + \frac{1}{2} + a), & \text{if } -\frac{1}{2} \leq a \leq -\frac{1}{2} + R, \\ 1, & \text{if } -\frac{1}{2} + R \leq a \leq \frac{1}{2} - R, \\ \frac{1}{2R} (R + \frac{1}{2} - a), & \text{if } \frac{1}{2} - R \leq a \leq \frac{1}{2}. \end{cases} \]

Thus, in the one-dimensional case, we need to distinguish three cases, depending on the position of \( a \in \left[ -\frac{1}{2}, \frac{1}{2} \right] \) w.r.t. \( R; \) we only treat the case \(-\frac{1}{2} \leq a \leq -\frac{1}{2} + R,\) the two others being similar and left to the reader. In this case, one has successively,
\[ |\mathcal{I}_N(a) - \mathcal{I}(a)|^2 = \frac{1}{4R^2} \left| \sum_{j=-N}^{N} 1_{|j-2aN| \leq 2RN} - \left( R + \frac{1}{2} + a \right) \right|^2 \]
\[ = \frac{1}{4R^2} \left| \frac{1}{2N+1} \left( |2N(R+a)| + N \right) - \left( R + \frac{1}{2} + a \right) \right|^2 \]
\[ \leq \frac{(R+a)^2}{4R^2(1+2N)^2} \leq \frac{(2R-1/2)^2}{16R^2N^2} \leq \frac{1}{4N^2}. \]

Proposition 5.1 is proved. \( \square \)

We are now in position to prove Theorem 2.13:

**Proof of Theorem 2.13.** Fix some \( a \in \left[ -\frac{1}{2}, \frac{1}{2} \right]^d \) and some \( f \in C_{R,a} \) such that \( \| f \|_{R,a} \leq 1 \) and \( \| f \|_{\mathcal{X}} \leq 1. \) Let us first give an estimate of the second term in (4.12). Recall that \( B_k \) is a Brownian motion in \( \mathcal{X} = \mathbb{R}^m \) so that \( B_k \) may be written as \( m \) i.i.d. Brownian motions \( \left( B^{(1)}_k, \ldots, B^{(m)}_k \right). \) Then, using (2.20) (recall Remark 2.11) in (5.4) and using (4.5) (recall Lemma 4.4) in (5.5)

\[ \mathbb{E} \left\| \frac{1}{|\Lambda_N|} \sum_k \int_0^T \nabla_{\theta} (P_t f) (\theta_k(t), \omega_k, x_k) \cdot dB_k(t) \right\|_2^2 = \frac{1}{|\Lambda_N|^2} \sum_k \sum_{l=1}^m \mathbb{E} \int_0^T \partial_{\theta(l)} (P_t f)^2 \, dt \]

(5.4)

\[ \leq \frac{m \| \chi_R \|_{\mathcal{X}}^2}{|\Lambda_N|} \int_0^T \| P_t f \|_{R,a}^2 \, dt \]

(5.5)

\[ \leq \frac{m \| \chi_R \|_{\mathcal{X}}^2}{|\Lambda_N|} \int_0^T 2 e^{2\| P \|((T-t))} \, dt \]

(5.6)

\[ = \frac{m (e^{2\| P \| T} - 1)}{(2R)^{2d} |\Lambda_N|} \leq C_2 N^d. \]
Let us now give an estimate of the term $D_N$ in (4.15): by Definition 2.10, due to the assumptions made on $\Gamma$, it is easy to see that for fixed $k$ the function $f_k := \Gamma (\theta_k, \omega_k, \cdot, \cdot) \Psi (x_k, \cdot)$ belongs to $C_{R,x_k}$ with norm $\| f_k \|_{C_{R,x_k}} = \| \Gamma \|_{Lip}$. Consequently, by construction of the distance $d_R$ (recall Definition 2.12), one has the following:

$$\forall t > 0, \quad E \left\| \left( \Gamma (\theta_k, \omega_k, \cdot, \cdot) \Psi (x_k, \cdot), \nu_t^{(N)} - \nu_t \right) \right\|^2 \leq \| \Gamma \|_{Lip}^2 d_R(\nu_t^{(N)}, \nu_t)^2.$$  

Putting together (4.14), (5.1) and (5.6), we obtain finally

$$E \left\| \left( f, \nu_T^{(N)} - \nu_T \right) \right\|^2 \leq 3 C_1 \frac{N^{2d}}{N^2} + 3 C_2 \frac{N}{N^2} + 3 \frac{\| P \|=1}{(2R)^{2d}} \| P \| || \Gamma \|_{Lip}^2 \int_0^T d_R(\nu_t^{(N)}, \nu_t)^2 dt.$$  

Taking the supremum over all functions $f$ in $\bigcup_{\alpha \in [-1,1]} C_{R,a}$ and applying Gronwall’s lemma leads to the result. Theorem 2.13 is proved. 

6. Law of Large Numbers in the power-law case. We suppose in this section that the weight $\Psi$ satisfies Hypothesis (H2).

Let us begin with a technical lemma that will be of constant use throughout this part:

**Lemma 6.1.** There exists a constant $C_0 > 0$ (that only depends on $\beta$), such that for all $N, K \geq 1$, for all $a \in D_K$,

1. for all $0 < \beta < d$, one has

$$\sum_{j: \frac{j}{N} \neq a} \left\| \frac{j}{2N} - a \right\|^{-\beta} \leq C_0 \begin{cases} N^d K^\beta & \text{if } a \notin D_N \\ N^\beta & \text{if } a \in D_N. \end{cases}$$  

2. for $\beta = d$, one has

$$\sum_{j: \frac{j}{N} \neq a} \left\| \frac{j}{2N} - a \right\|^{-d} \leq C_0 \begin{cases} K^d N^d \ln N & \text{if } a \notin D_N \\ N^d \ln N & \text{if } a \in D_N. \end{cases}$$  

3. for all $\beta > d$, one has

$$\sum_{j: \frac{j}{N} \neq a} \left\| \frac{j}{2N} - a \right\|^{-\beta} \leq C_0 \begin{cases} N^\beta K^\beta & \text{if } a \notin D_N \\ N^\beta & \text{if } a \in D_N. \end{cases}$$

**Remark 6.2.** The estimates given in Lemma 6.1 in the case $a \in D_N$ are standard and optimal. The main technical problem of Lemma 6.1 lies in the case of $a \notin D_N$: in this case, the point $a$ of the discretization $D_K$ can be arbitrarily close to one point $\frac{j}{2N}$ in the above sum. Those points belong to the discretization $D_N$. The minimal distance between $a$ and the discretization $D_N$ depends on $K$ (actually it depends on the greatest common divisor of $K$ and $N$, see the proof of Lemma 6.1). This explains the dependence in $K$ of the estimations of Lemma 6.1.

The proof of Lemma 6.1 is postponed to the appendix. Lemma 6.1 will be at the basis of most of the estimations in this section.
Theorem 2.18 is a consequence of the two following propositions:

**Proposition 6.3.** Let fix \( \alpha \in [0, d) \), \( \gamma \) and \( p \) defined in (2.11) and (2.28) respectively. There exists a constant \( C_1 > 0 \) (that only depends on \( p \) and \( C_0 \) defined in Lemma 6.1) such that for all \( K \geq 1, N \geq 1, a \in \mathcal{D}_K \) and \( f \in \mathcal{C}_a \) with \( \| f \|_a \leq 1 \),

\[
\tag{6.6} \mathbb{E} \left\| \left\langle P_{0,T} f, \nu_0^{(N)} \right\rangle - \left\langle P_{0,T} f, \nu_0 \right\rangle \right\|^p \leq C_1 \begin{cases} 
\left( \frac{K^d}{N^{\gamma + \alpha}} \right)^{\frac{p}{2}}, & \text{if } \alpha \in \left[0, \frac{d}{2}\right), \\
\left( \frac{K^d \ln N}{N^{\frac{d}{2} + 1}} \right)^{\frac{p}{2}}, & \text{if } \alpha = \frac{d}{2}, \\
\left( \frac{K^d \ln^2 N}{N^{d + 2(1-\alpha)}} \right)^{\frac{p}{2}}, & \text{if } \alpha \in \left(\frac{d}{2}, d\right].
\end{cases}
\]

Moreover, in the case where \( a \in \mathcal{D}_N \), the previous estimates are true for \( K = 1 \).

**Proposition 6.4.** Let fix \( \alpha \in [0, d) \), \( \gamma \) and \( p \) defined in (2.11) and (2.28) respectively. There exists a constant \( C_2 > 0 \) such that for all \( K \geq 1 \), for all \( a \in \mathcal{D}_K \), for all \( f \in \mathcal{C}_a \) such that \( \| f \|_a \leq 1 \)

\[
\tag{6.5} \mathbb{E} \left\| \frac{1}{|\Lambda_N|} \sum_k \int_0^T \nabla_{\theta} (P_{t,T} f) (\theta_k(t), \omega_k, x_k) \cdot dB_k(t) \right\|^p \leq C_2 \begin{cases} 
\left( \frac{K^d}{N^{\gamma}} \right)^{\frac{p}{2}}, & \text{if } \alpha \in \left[0, \frac{d}{2}\right), \\
\left( \frac{K^d \ln N}{N^{\frac{d}{2}}} \right)^{\frac{p}{2}}, & \text{if } \alpha = \frac{d}{2}, \\
\left( \frac{K^d \ln^2 N}{N^{d + 2(1-\alpha)}} \right)^{\frac{p}{2}}, & \text{if } \alpha \in \left(\frac{d}{2}, d\right].
\end{cases}
\]

Moreover, in the particular case where \( a \in \mathcal{D}_N \), the previous estimates are true for \( K = 1 \).

Let us admit for a moment Propositions 6.3 and 6.4. Then the result of Theorem 2.18 is a straightforward consequence of the following proposition:

**Proposition 6.5.** Under the assumptions made above, there exist constants \( C_3 \) and \( C_4 \) such that for all \( K, N \geq 1 \), one has:

\[
\tag{6.6} \sup_{0 \leq t \leq T} d_K (\nu_t^{(N)}, \nu_t) \leq C_3 \begin{cases} 
\left( \frac{1}{N^{\gamma + \alpha}} \right)^{\frac{p}{2}} K^d e^{C_4 K^d}, & \text{if } \alpha \in \left[0, \frac{d}{2}\right), \\
\left( \frac{\ln N}{N^{\frac{d}{2} + 1}} \right)^{\frac{p}{2}} K^d e^{C_4 K^{2d}}, & \text{if } \alpha = \frac{d}{2}, \\
\left( \frac{\ln N}{N^{(d-\alpha) + 1}} \right)^{\frac{p}{2}} K^{3d} e^{C_4 K^{\frac{d}{2}}}, & \text{if } \alpha \in \left(\frac{d}{2}, d\right],
\end{cases}
\]

where \( q \) in (6.6) is the conjugate of \( p \) and where \( C_3 \) and \( C_4 \) are large enough constants that depend only on \( p, T, \Gamma, \Psi, c \) and on the constants \( C_1 \) and \( C_2 \) defined in Propositions 6.3 and 6.4.

**Proof of Proposition 6.5.** Let us fix \( K \geq 1 \), \( a \in \mathcal{D}_K \) and \( f \in \mathcal{C}_a \) with \( \| f \|_a \leq 1 \).
Let us recall the estimate obtained in (4.14) and (4.15):

\begin{equation}
\mathbb{E} \left\| \left\langle f, \nu_T^{(N)} - \nu_T \right\rangle \right\|^p \leq \nonumber \\
3^{p-1} \mathbb{E} \left\| \left\langle P_{0,T} f, \nu_0^{(N)} - \nu_0 \right\rangle \right\|^p + 3^{p-1} \mathbb{E} \left\| \frac{1}{|A_N|} \sum_k \int_0^T \nabla_\theta (P_{t,T} f) (\theta_k(t), \omega_k, x_k) \cdot (\sigma \, dB_k(t)) \right\|^p \nonumber \\
+ 3^{p-1} \left( \frac{2q ||P|| T - 1}{q ||P||} \right)^\frac{p}{q} \left( \frac{1}{|A_N|} \sum_k \frac{1}{|x_k - a|^{q\alpha}} \right)^\frac{p}{q} \cdot \nonumber \\
\int_0^T \frac{1}{|A_N|} \sum_k \mathbb{E} \left\| \left\langle \Gamma (\theta_k, \omega_k, \cdot, \cdot) \Psi (x_k, \cdot), \nu_t^{(N)} - \nu_t \right\rangle \right\|^p \, dt. \nonumber 
\end{equation}

We understand here the necessity of choosing \( p \) (and its conjugate \( q \)) different from 2. Indeed, the integer \( q \) (recall Remark 2.17) has been precisely chosen such that \( q\alpha < d \) which ensures that the term \( \left( \frac{1}{|A_N|} \sum_k \frac{1}{|x_k - a|^{q\alpha}} \right)^\frac{p}{q} \) is finite: more precisely, an application of Lemma 6.1, (6.1) shows that this quantity is smaller than \( K^{\frac{d\alpha}{q}} \) whenever \( a \in D_K \) and smaller than 1 in the particular case where \( a \in D_N \).

Let us now prove (6.6) in the case where \( K > N \). Notice first that, thanks to the assumptions made on \( \Psi \) and \( \Gamma \) in \( \S \, 2.2 \), for all \( k \) the function \( f_k : (\theta, \omega, x) \mapsto \Gamma (\theta_k, \omega_k, \theta, \omega) \Psi (x_k, x) \) belongs to the space \( C_{x_k} \) where \( x_k \in D_N \). Indeed (recall the definition of \( \mathcal{I}_1(\Psi) \) (2.8)), for all \( k \) and \( (\theta, \omega, \bar{\theta}, \bar{\omega}, x) \),

\[ \| x - x_k \|^{\alpha} \Psi (x_k, x) \| \Gamma (\theta_k, \omega_k, \theta, \omega) - \Gamma (\theta_k, \omega_k, \bar{\theta}, \bar{\omega}) \| \leq \mathcal{I}_1(\Psi) \| \Gamma \|_{\text{Lip}} (\| \bar{\theta} - \theta \| + \| \bar{\omega} - \omega \|), \]

and

\[ \| x - x_k \|^{\alpha} \Psi (x_k, x) \| \Gamma (\theta_k, \omega_k, \theta, \omega) \| \leq \mathcal{I}_1(\Psi) \| \Gamma \|_{\infty}. \]

As far as condition (2.24) is concerned, we have (using (2.10)):

\[ \| x - y \|^{2\gamma} \| f_k (\theta, \omega, x) - f_k (\theta, \omega, y) \| \leq \| \| \mathcal{I}_3(\Psi) \|_{\infty} \| x - y \|^{(2\gamma - \alpha) \wedge 1}. \]

Therefore, since \( K > N \), by definition of the distance \( d_K^{(p)}(\cdot, \cdot) \) (recall Definition 2.16), for all \( k \), the following holds

\[ \mathbb{E} \left\| \left\langle \Gamma (\theta_k, \omega_k, \cdot, \cdot) \Psi (x_k, \cdot), \nu_t^{(N)} - \nu_t \right\rangle \right\|^p \leq \eta_1 d_K^{(p)}(\nu_t^{(N)}, \nu_t)^p, \]

for the constant \( \eta_1 := \max \left( \mathcal{I}_1(\Psi) \| \Gamma \|_{\text{Lip}}, \mathcal{I}_3(\Psi) \| \Gamma \|_{\infty} \right)^p \). Using this estimate in (6.7) and taking the supremum over all functions \( f \) in \( \bigcup_{1 \leq L \leq K} C_{a} \), one obtains

\[ d_K^{(p)}(\nu_T^{(N)}, \nu_T)^p \leq 3^{p-1} \sup_f \mathbb{E} \left\| \left\langle P_{0,T} f, \nu_0^{(N)} \right\rangle - \left\langle P_{0,T} f, \nu_0 \right\rangle \right\|^p \nonumber \\
+ 3^{p-1} \sup_f \mathbb{E} \left\| \frac{1}{|A_N|} \sum_k \int_0^T \nabla_\theta (P_{t,T} f) (\theta_k(t), \omega_k, x_k) \cdot (\sigma \, dB_k(t)) \right\|^p \nonumber \\
+ 3^{p-1} \eta_2 K^{\frac{d\alpha}{q}} \int_0^T d_K^{(p)}(\nu_t^{(N)}, \nu_t)^p \, dt, \nonumber \]
for \( \eta_2 := \frac{\eta_1 \left( \frac{e^{\eta p} P^T - 1}{q \left\| P \right\|} \right)^{\frac{p}{q}}}{T \eta_2} \). The results of Propositions 6.3 and 6.4 together with an application of Gronwall’s lemma leads to the estimate (6.6) in the case where \( K > N \). Note that one can choose in this case the constants \( C_3 := \frac{3^{\frac{p-1}{p}} (2 \max (C_1, C_2))^\frac{1}{p}}{(q \left\| P \right\|)} \) (where \( C_1 \) and \( C_2 \) come from Propositions 6.3 and 6.4) and \( C_4 := \frac{3^{\frac{p-1}{p}} P^T T \eta_2}{} \).

Let us now turn to the case where \( K \leq N \). In this situation, we cannot use Gronwall’s inequality in order to obtain an analogous estimate on \( d^{(p)}_K (\nu^{(N)}, \nu) \), since the function \( f_k (k \in \Lambda_N) \) defined at the beginning of this proof has not the sufficient regularity \( (f_k \text{ belongs to } C_{x_k} \text{ where } x_k \in D_N \text{ and hence may not belong to } \bigcup_{a \in D_{K'}} C_a \text{ for } K < N) \). Nonetheless, one can bound the term \( \frac{1}{m} \mathbb{E} \left\| \left\langle \Gamma (\theta_k, \omega_k, \cdot, \cdot) \Psi (x_k, \cdot) , \nu_t^{(N)} - \nu_t \right\rangle \right\|^p \) by \( \sup_f \mathbb{E} \left\| \left\langle f , \nu_t^{(N)} \right\rangle - \left\langle f , \nu_t \right\rangle \right\|^p \), where the supremum is taken over functions \( f \) in \( \bigcup_{a \in D_N} C_a \) with \( \left\| f \right\|_a \leq 1 \). Using this estimate in (6.7) and a calculation similar to the previous one gives the following estimate:

\[(6.8) \sup_{0 \leq t \leq T} \sup_{f \in \bigcup_{a \in D_N} C_a} \mathbb{E} \left\| \left\langle f , \nu_t^{(N)} \right\rangle - \left\langle f , \nu_t \right\rangle \right\|^p \leq (C_3 e^{C_4})^p \left\{ \begin{array}{ll}
\left( \frac{1}{N^{\frac{d}{1+r}}} \right)^p, & \text{if } \alpha \in \left[ 0, \frac{d}{2} \right), \\
\left( \frac{\ln N}{N^{\frac{d}{1+r}}} \right)^p, & \text{if } \alpha = \frac{d}{2}, \\
\left( \frac{1}{N^{(d-a) \times r}} \right)^p, & \text{if } \alpha \in \left( \frac{d}{2}, d \right). 
\end{array} \right. \]

But then, for instance in the case \( \alpha \in \left( \frac{d}{2}, d \right) \) (we let the two other cases to the reader), for all \( K \leq N \), for all \( f \in \bigcup_{a \in D_K} C_a \) for \( K' \leq K \), inserting directly (6.8) into (6.7) and using again Propositions 6.3 and 6.4 leads to:

\[ \mathbb{E} \left\| \left\langle f , \nu_t^{(N)} \right\rangle - \left\langle f , \nu_T \right\rangle \right\|^p \leq 3^{p-1} C_1 \left( \frac{K^d}{N^{\frac{d}{1+r}}} \right)^p + 3^{p-1} C_2 \left( \frac{K^{d/2}}{N^{d/2}} \right)^p + 3^{p-1} \left( \frac{3 e^{p} P^T - 1}{q \left\| P \right\|} \right)^{\frac{p}{q}} T \left( C_3 e^{C_4} \right)^p \left( \frac{K^d}{N^{\frac{d}{1+r}}} \right)^p. \]

Up to a change in the constant \( C_3 \), this term is anyway smaller than \( \left( \frac{C_3}{N^{\frac{d}{1+r}}} K^d e^{C_3 K^d} \right)^p \).

Taking the supremum over all \( f \in \bigcup_{a \in D_{K'}} C_a \) for \( K' \leq K \), one obtains the result. \( \square \)

The rest of this part is devoted to prove Propositions 6.3 and 6.4:

**Proof of Proposition 6.3.** Recall that the couples \( (\theta_i(0), \omega_i)_{1 \leq i \leq N} \) are supposed to be chosen i.i.d. according to the law \( \zeta(\text{d} \theta) \otimes \mu(\text{d} \omega) \) on \( X \times E \). Fix \( a = \frac{1}{K} \in D_K \), \( f \in C_a \) with \( \left\| f \right\|_a \leq 1 \) as well as \( \alpha \in (0, d) \) and the integer \( p \geq 2 \) defined in (2.28). Write again
\( \varphi := P_{0,T}f \) for simplicity. Then,

\[
\delta_N(f) := \mathbb{E} \left\| P_{0,T}f , \nu_0^{(N)} \right\| - \left\langle P_{0,T}f , \nu_0 \right\rangle \|^p
\]

\[
= \mathbb{E} \left\| \frac{1}{|\Lambda_N|} \sum_j \varphi(\theta_j, \omega_j, x_j) - \int \varphi(\theta, \omega, x)\zeta(\mathrm{d}\theta)\mu(\mathrm{d}\omega) \right\|^p,
\]

\[
\leq 2^{p-1}\mathbb{E} \left\| \frac{1}{|\Lambda_N|} \sum_j \varphi(\theta_j, \omega_j, x_j) - \frac{1}{|\Lambda_N|} \sum_j \int \varphi(\theta, \omega, x_j)\zeta(\mathrm{d}\theta)\mu(\mathrm{d}\omega) \right\|^p
\]

\[
+ 2^{p-1}\left\| \frac{1}{|\Lambda_N|} \sum_j \int \varphi(\theta, \omega, x_j)\zeta(\mathrm{d}\theta)\mu(\mathrm{d}\omega) - \int \varphi(\theta, \omega, x)\zeta(\mathrm{d}\theta)\mu(\mathrm{d}\omega) \right\|^p,
\]

\[
:= A_N + B_N.
\]

For simplicity, let us write \( X_j := \varphi(\theta_j, \omega_j, x_j) - \int \varphi(\theta, \omega, x)\zeta(\mathrm{d}\theta)\mu(\mathrm{d}\omega) \); note that \( \mathbb{E}X_j = 0 \) for all \( j \). Since the \((\theta_i, \omega_i)\) are i.i.d. random variables with law \( \zeta \otimes \mu \), the first term \( A_N \) becomes

\[
A_N = \frac{1}{|\Lambda_N|} \sum_{l=1}^{[p/2]} \sum_{(k_1 + \ldots + k_l = [p/2]; j_1, \ldots, j_l)} \mathbb{E} \left( X_{j_1}^{2k_1} \cdots X_{j_l}^{2k_l} \right),
\]

(6.9)

\[
\leq \frac{2^{2[p/2]} |\Lambda_N|} {[\Lambda_N]^p} \sum_{l=1}^{[p/2]} \sum_{(k_1 + \ldots + k_l = [p/2]; j_1, \ldots, j_l)} \frac{1}{|x_{j_1} - a|^{2\alpha k_1}} \cdots \frac{1}{|x_{j_l} - a|^{2\alpha k_l}},
\]

where we used \( \|f\|_a \leq 1 \) and assumption (2.23) in (6.9). Let us concentrate on the contribution of \( l = 1 \) to the sum in (6.9), that we call \( \tilde{A}_N \) (where \( \tilde{p} = 2[p/2] \)):

\[
\tilde{A}_N = \frac{2^{\tilde{p}}}{|\Lambda_N|^p} \sum_j \frac{1}{|x_j - a|^{2\tilde{p}\alpha}}.
\]

Here, one has to distinguish two cases, depending on the value of \( \alpha \in [0, d) \):

1. If \( 0 \leq \alpha < \frac{d}{2} \) then by definition \( p = 2 \) and \( p\alpha < d \) so that an application of Lemma 6.1, (6.1) leads to

\[
\tilde{A}_N \leq \frac{1}{N^{2d}} C_0 \cdot K^d N^d = C_0 \frac{K^d}{N^d}.
\]

(6.10)

2. If \( \alpha \geq \frac{d}{2} \), then \( p \) is chosen such that \( p > \frac{d}{2-\alpha} \) so that \( p\alpha > d \). Then Lemma 6.1, (6.3) leads to:

\[
\tilde{A}_N \leq \frac{1}{N^{pd}} C_0 \cdot K^{p\alpha} N^{p\alpha} = C_0 \frac{K^{p\alpha}}{N^{p(d-\alpha)}}.
\]

(6.11)

It is also easy to see that the other terms in (6.9) are negligible w.r.t. \( \tilde{A}_N \) as \( N \to \infty \).

Let us now turn to the second term \( B_N \): (\( B_N \))^\frac{1}{2} is the difference between the Riemann sum of the function \( \Phi := x \mapsto \int \varphi(\theta, \omega, x)\zeta(\mathrm{d}\theta)\mu(\mathrm{d}\omega) \) and its integral, so that it should
be small with $N$. But one has to be careful since $\varphi$ as a discontinuity ($\varphi$ belongs to some $C_a$ for some $a$) and since we want to have a result uniform in the function $\varphi$:

$$
\frac{1}{2^p-1} B_N = \left\| \frac{1}{|\Lambda_N|} \sum_j \Phi(x_j) - \int \Phi(x) \, dx \right\|_p \leq \left\| \sum_j \int_{\Delta_j} \| \Phi(x_j) - \Phi(x) \| \, dx \right\|_p,
$$

(6.12)

where $\Delta_j := \left\{ z \in \left[ -\frac{1}{2}, \frac{1}{2} \right]^d ; \forall k = 1, \ldots, d, j_k < z_k < j_k + \frac{1}{2N} \right\}$ is the infinitesimal sub-domain of $\Lambda_N$ of size $\frac{1}{2N}$ of corner $j$. Let us begin with the following straightforward inequality:

$$
\| \Phi(x) - \Phi(y) \| \leq \| x - a \|^{-\gamma} - \| y - a \|^{-\gamma} \| x - a \|^{\gamma} \Phi(x) + \| y - a \|^{\gamma} \Phi(y) + \| x - y \|^{(2\gamma - \alpha)\wedge 1} \| x - a \|^{\gamma} \| y - a \|^{\alpha} + \| x - y \|^{(2\gamma - \alpha)\wedge 1} \| x - a \|^{\gamma} \| y - a \|^{\alpha}.
$$

(6.13)

Using the assumptions made on $f$, we deduce in particular from (2.23) and $\| f \|_a \leq 1$ that $\| x - a \|^{\gamma} \Phi(x)$ is bounded by $\| x - a \|^{-\alpha}$. Using also (2.24), it is then immediate to see that

$$
\| \Phi(x) - \Phi(y) \| \leq \frac{\| x - y \|^\gamma}{\| x - a \|^\alpha \| y - a \|^\alpha} \left( \| x - a \|^{-\alpha} + \| y - a \|^{-\alpha} \right) + \frac{\| x - y \|^{(2\gamma - \alpha)\wedge 1}}{\| x - a \|^{\gamma} \| y - a \|^{\alpha}}.
$$

(6.14)

Using (6.14) in (6.12), one obtains that

$$
B_N \leq 2^{p-1} \left( \sum_j \int_{\Delta_j} \frac{\| x - x_j \|^{\gamma}}{\| x - a \|^\alpha \| x_j - a \|^\gamma} \, dx + \sum_j \int_{\Delta_j} \frac{\| x - x_j \|^{\gamma}}{\| x - a \|^\gamma \| x_j - a \|^\alpha} \, dx \right) + \sum_j \int_{\Delta_j} \frac{\| x - x_j \|^{(2\gamma - \alpha)\wedge 1}}{\| x - a \|^{\gamma} \| x_j - a \|^\gamma} \, dx \right)^p = 2^{p-1} \left( S_N^{(1)} + S_N^{(2)} + S_N^{(3)} \right)^p.
$$

(6.15)

The first of the three sums in (6.15) can be bounded by the following quantity:

$$
S_N^{(1)} \leq \sum_j \min \left( \| x_{j-1} - a \|^\alpha, \| x_j - a \|^\alpha \right) \frac{1}{\| x_j - a \|^\gamma} \int_{\Delta_j} \| x - x_j \|^{\gamma} \, dx
$$

$$
= \frac{1}{N^{d+\gamma}} \sum_j \min \left( \| x_{j-1} - a \|^\alpha, \| x_j - a \|^\alpha \right) \frac{1}{\| x_j - a \|^\gamma}.
$$

(6.16)

Let us once again distinguish three cases, depending on the value of $\alpha$:

1. if $\alpha \in \left[ 0, \frac{d}{2} \right)$, then $\alpha + \gamma < d$ (recall (2.11)), so that an application of Lemma 6.1, (6.1) leads to

$$
S_N^{(1)} \leq C_0 \frac{K^d}{N^\gamma}.
$$
2. if \( \alpha = \frac{d}{2} \), then \( \alpha + \gamma = d \) (recall (2.11)), so that Lemma 6.1, (6.2) gives

\[
S_N^{(1)} \leq C_0 \frac{K^d \ln N}{N^{\frac{d}{2}}}. \tag{6.17}
\]

3. if \( \alpha \in \left( \frac{d}{2}, d \right) \) then \( \alpha + \gamma > d \), so that Lemma 6.1, (6.3) gives

\[
S_N^{(1)} \leq C_0 \frac{K^{\alpha + \gamma}}{N^{d - \alpha}} \leq C_0 \frac{K^{\frac{3d}{2}}}{N^{d - \alpha}}. \tag{6.18}
\]

The same calculation leads to the same estimates for the second term \( S_N^{(2)} \) in (6.15). A very similar calculation also leads to the following estimate for the last term \( S_N^{(3)} \):

\[
S_N^{(3)} \leq C_0 \begin{cases} 
\frac{K^d}{N^{(d - \alpha)/2}} & \text{if } \alpha \in \left[0, \frac{d}{2}\right), \\
\frac{K^d \ln N}{N^{(d - \alpha)/2}} & \text{if } \alpha \in \left[\frac{d}{2}, d\right]. 
\end{cases} \tag{6.19}
\]

Combining estimations (6.19) and (6.10) (resp. (6.11)) and (6.16), (resp. (6.17) or (6.18)) leads to the desired estimation (6.4). The proof of the case where \( a \in \mathcal{D}_N \) is analogous and uses the estimates for \( a \in \mathcal{D}_N \) in Lemma 6.1. Proposition 6.3 is proved. \( \square \)

It remains to prove Proposition 6.4, whose purpose is to control the martingale term in (4.12):

**Proof of Proposition 6.4.** Fix some \( K \geq 1, a \in \mathcal{D}_K \) and \( f \in \mathcal{C}_a \) such that \( \| f \|_a \leq 1 \). The martingale \( M_t^N := \frac{1}{|A_N|^2} \sum_k \int_0^T \nabla \theta_x (P_t \theta f) (\theta_k(t), \omega_k, x_k) \cdot dB_k(t) \) may be written as

\[
M_t^N = \frac{1}{|A_N|^2} \sum_k \sum_{l=1}^m \int_0^T \partial_{\theta_l} (P_t \theta f) (\theta_k(t), \omega_k, x_k) \, dB_k^{(l)}(t), \tag{4.12}
\]

where \( dB_k^{(l)}(t) \) for all \( k, B_k = (B_k^{(1)}, \ldots, B_k^{(m)}) \). Consequently, its quadratic variation process is given by

\[
\langle M^N \rangle_t = \frac{1}{|A_N|^2} \sum_k \sum_{l=1}^m \int_0^T \| \partial_{\theta_l} P_t \theta f (\theta_k(t), \omega_k, x_k) \|^2 \, dt.
\]

Applying Remark 2.15 and Lemma 4.4, we have almost surely that

\[
\langle M^N \rangle_t \leq \frac{m \| P \|^2}{|A_N|^2} \sum_k \int_0^T e^{2\| P \|(T-t)} dt.
\]

An argument repeatedly used in this work shows that one can bound the quadratic variation by \( C \frac{K^d}{N^{\alpha}} \) (respectively \( C \frac{K^d \ln N}{N^{\alpha}} \) and \( C \frac{K^{2\alpha}}{N^{2d - \alpha}} \)) when \( \alpha < \frac{d}{2} \) (respectively \( \alpha = \frac{d}{2} \) and \( \alpha > \frac{d}{2} \)), for some constant \( C > 0 \). Then, Burkholder-Davis-Gundy inequality

\[
E \left( \| M_t^N \|^p \right) \leq C_p E \left( \langle M^N \rangle_t^{\frac{p}{2}} \right) \text{ gives the result. Proposition 6.4 is proved.} \square
\]

7. The case of a locally Lipschitz dynamics \( c(\cdot) \). One of the key arguments of the proofs of Theorems 2.13 and 2.18 is the fact that one can derive a Kolmogorov equation (recall (4.3)) for the propagator \( P_{s,t} f \) defined in (4.2). Under Assumption 2.2 on the dynamics \( c(\cdot) \) (one-sided Lipschitz condition and absence of global Lipschitz continuity), deriving such a Kolmogorov equation appears to be problematic (see in particular [22, 20]). Even if such a result existed, we could not find a proper reference in the literature.

One can bypass this technical difficulty and prove nevertheless Theorem 2.13 and 2.18 by an approximation argument. We will suppose throughout this section that \( c \) satisfies only Assumption 2.2.
7.1. Yosida approximation. Let us denote for all \((\theta, \omega)\), \(\tilde{c}(\theta, \omega) := c(\theta, \omega) - L\theta\), where we recall that \(L\) is the constant appearing in the one-sided Lipschitz continuity assumption (2.3). In terms of \(\tilde{c}\), (2.3) reads:

\[
\forall (\theta, \omega), (\tilde{\theta}, \tilde{\omega}), \langle \theta - \tilde{\theta}, \tilde{c}(\theta, \omega) - \tilde{c}(\tilde{\theta}, \tilde{\omega}) \rangle \leq 0,
\]

and, for example, the mean field evolution (4.1) reads:

\[
d\theta(t) = \tilde{c}(\theta(t), \omega) \, dt + \tilde{v}(t, \theta(t), \omega, x) \, dt + \sigma \cdot dB(t),
\]

where \(\tilde{v}(t, \theta(t), \omega, x) := v(t, \theta(t), \omega, x) + L\theta(t)\).

For all \(\lambda > 0\), consider \(\tilde{c}_\lambda\) the Yosida approximation of \(\tilde{c}\) (see [8, Appendix A] for a review of the basic properties of Yosida approximations):

\[
\forall (\theta, \omega), \quad \tilde{c}_\lambda(\theta, \omega) := \tilde{c}(R_\lambda(\lambda\theta), \omega),
\]

for

\[
\forall (\theta, \omega), \quad R_\lambda(\theta, \omega) := (\lambda - \tilde{c}(\cdot, \omega))^{-1}(\theta).
\]

Consider now the solution \(\theta_\lambda\) of the following SDE (with the same initial condition and driven by the same Brownian motion \(B\) as in (7.2))

\[
d\theta_\lambda(t) = \tilde{c}_\lambda(\theta_\lambda(t), \omega) \, dt + \tilde{v}(t, \theta_\lambda(t), \omega, x) \, dt + \sigma \cdot dB(t),
\]

that is, the analog of (7.2) where \(\tilde{c}\) has been replaced by its Yosida approximation. Note that one can proceed exactly in the same way for the microscopic system (2.2). From now on, whatever \(X\) may be, the subscript notation \(X_\lambda\) will refer to the analog of \(X\) when the dynamics has been replaced by its Yosida approximation. Note that we will most of the time drop the dependencies of the functions in \(\omega\), for simplicity of notations.

It is easy to see that \(\tilde{c}\) and \(\tilde{c}_\lambda\) have the same regularity in \(\theta\) (see e.g. [8, p.304]). Moreover, \(\tilde{c}_\lambda\) has the supplementary property to be uniformly Lipschitz continuous. In other words, \(\tilde{c}_\lambda\) satisfies Assumption 2.2 as well as Assumption 4.1, so that everything that has been done before is applicable: Theorems 2.13 and 2.18 are true in the case of an interaction ruled by \(\tilde{c}_\lambda\):

\[
\sup_{t \in [0, T]} d \left( \nu_{t, \lambda}^{(N)}, \nu_{t, \lambda} \right) \leq CN^{-\beta},
\]

for \(d\) either equal to \(d_R(\cdot, \cdot)\) or \(d_X^{(p)}(\cdot, \cdot)\) and \(\beta\) one of the appropriate exponent appearing in the formulation of Theorems 2.13 and 2.18. Note that the constant \(C\) in (7.6) does not depend on \(\lambda\). Indeed, the assumption made in Section 4 about the global Lipschitz continuity of \(c\) was made only to ensure the existence of the Kolmogorov equation. In particular, the modulus of continuity of \(c\) did not enter into the calculation made in Section 4: the only dependence in the dynamics \(c\) was in its one sided-Lipschitz constant \(L\) (recall Lemma 4.4), which is conserved by the Yosida approximation. In other words, every constant estimates made upon evolution (7.5) is independent on \(\lambda\).

Now, Theorems 2.13 and 2.18 in our general framework are an easy consequence of the triangular inequality and the proposition:
Proposition 7.1. For all \( N \geq 1 \),
\[
\sup_{t \in [0,T]} d\left( \mu^{(N)}_{t,\lambda}, \nu^{(N)}_t \right) \to_{\lambda \to \infty} 0
\]
\[
\sup_{t \in [0,T]} d(\mu_{t,\lambda}, \nu_t) \to_{\lambda \to \infty} 0.
\]

The rest of this section is devoted to prove Proposition 7.1. Let us begin with some a priori estimate:

Lemma 7.2. We have the following a priori estimates
\[
\sup_{\lambda > 0} E\left( \sup_{t \in [0,T]} \| \theta(\lambda(t)) \|^2 \right) < \infty.
\]
and,
\[
\mathbb{P}\left( \sup_{\lambda > 0} \int_0^T \| \tilde{c}(\theta(\lambda(s))) \|^2 ds < \infty \right) = 1.
\]

Proof of Lemma 7.2. Let us first prove the first estimate (7.9): applying Itô formula,
\[
\| \theta(\lambda(t)) \|^2 = \| \theta(\lambda(0)) \|^2 + 2 \int_0^t \langle \theta(\lambda(s)), \tilde{c}(\theta(\lambda(s))) + \tilde{\nu}(s, \theta(\lambda(s)), \omega, x) \rangle \, ds
\]
\[
+ 2 \int_0^t \langle \theta(\lambda(s)), dB(s) \rangle + \text{tr}(\sigma \sigma^T)t, \]
\[
\leq \| \theta(\lambda(0)) \|^2 + 2 (\| \tilde{c}(0) \| + L + \| \Gamma \|_{\infty} S(\Psi)) \int_0^t \| \theta(\lambda(s)) \|^2 \, ds
\]
\[
+ 2 \int_0^t \langle \theta(\lambda(s)), dB(s) \rangle + \text{tr}(\sigma \sigma^T)T.
\]
Taking expectations and using Burkholder-Davis-Gundy inequality, we obtain that for some constant \( C > 0 \) (independent of \( \lambda \)),
\[
E\left( \sup_{s \leq t} \| \theta(\lambda(s)) \|^2 \right) \leq E\left( \| \theta(0) \|^2 \right) + \text{tr}(\sigma \sigma^T)T + 2C \int_0^t E\left( \sup_{u \leq s} \| \theta(\lambda(u)) \|^2 \right) \, ds
\]
\[
+ 6\text{tr}(\sigma \sigma^T)^{1/2} E\left( \left( \int_0^t \| \theta(\lambda(u)) \|^2 \, du \right)^{1/2} \right)
\]
\[
\leq E\left( \| \theta(0) \|^2 \right) + \text{tr}(\sigma \sigma^T)T + 2C \int_0^t E\left( \sup_{u \leq s} \| \theta(\lambda(u)) \|^2 \right) \, ds
\]
\[
+ 18\text{tr}(\sigma \sigma^T)T + \frac{1}{2} E\left( \sup_{u \leq t} \| \theta(\lambda(u)) \|^2 \right)
\]
which implies
\[
E\left( \sup_{s \leq t} \| \theta(\lambda(s)) \|^2 \right) \leq 2 \left( E\left( \| \theta(0) \|^2 \right) + 19\text{tr}(\sigma \sigma^T)T \right) + 4C \int_0^t E\left( \sup_{u \leq s} \| \theta(\lambda(u)) \|^2 \right) \, ds
and Gronwall lemma leads to the result.

Let us now turn to the second estimate (7.10): define \( Y_\lambda(t) := \theta_\lambda(t) - \sigma \cdot B(t) \). Then, \( Y_\lambda \) satisfies:

\[
(7.11) \quad dY_\lambda(t) = (\tilde{c}_\lambda(Y_\lambda(t) + B(t), \omega) + \tilde{v}(t, Y_\lambda(t) + B(t), \omega, x)) \, dt.
\]

Clearly,

\[
\| Y_\lambda(t) \|^2 = \| Y_\lambda(0) \|^2 + 2 \int_0^t \langle Y_\lambda(s), \tilde{c}_\lambda(Y_\lambda(s) + \sigma \cdot B(s)) \rangle \, ds
\]

\[
+ 2 \int_0^t \langle Y_\lambda(s), \tilde{v}(s, Y_\lambda(s) + \sigma \cdot B(s)), \omega, x \rangle \, ds
\]

\[
\leq \| Y_\lambda(0) \|^2 + 2 \left( \| \tilde{c}(0) \| + L + \| \Gamma \| \infty S(\Psi) \right) \int_0^t \| Y_\lambda(s) \|^2 \, ds
\]

\[
+ 2 \int_0^t \langle Y_\lambda(s), \tilde{c}_\lambda(\sigma \cdot B(s)) \rangle \, ds
\]

\[
\leq \| Y_\lambda(0) \|^2 + 2 \left( \| \tilde{c}(0) \| + L + \| \Gamma \| \infty S(\Psi) + \int_0^t \| \tilde{c}_\lambda(\sigma \cdot B(s)) \|^2 \, ds \right) \int_0^t \| Y_\lambda(s) \|^2 \, ds
\]

taking the supremum in \( \lambda \) and using \( Y_\lambda(0) = \theta_\lambda(0) = \theta(0) \), we have

\[
\sup_\lambda \| Y_\lambda(t) \|^2 \leq \| \theta(0) \|^2 + 2 \left( C + \int_0^t \| \tilde{c}_\lambda(\sigma \cdot B(s)) \|^2 \, ds \right) \int_0^t \sup_\lambda \| Y_\lambda(s) \|^2 \, ds
\]

\[
\leq \| \theta(0) \|^2 + 2 \left( C + \int_0^t \| \tilde{c}(\sigma \cdot B(s)) \|^2 \, ds \right) \int_0^t \sup_\lambda \| Y_\lambda(s) \|^2 \, ds
\]

where we used the pointwise estimate \( \| \tilde{c}_\lambda(\theta) \| \leq \| \tilde{c}(\theta) \| \). Gronwall lemma gives

\[
\sup_\lambda \| Y_\lambda(t) \|^2 \leq \| \theta(0) \|^2 \exp \left( 2 \left( C + \int_0^T \| \tilde{c}(\sigma \cdot B(s)) \|^2 \, ds \right) T \right)
\]

that is almost surely finite, since \( \tilde{c} \) is locally bounded and the trajectories of \( B \) are almost surely bounded. Consequently

\[
\sup_\lambda \sup_{t \leq T} \| \theta_\lambda(t) \|^2 \leq \sup_{\lambda \leq T} \| Y_\lambda(t) \|^2 + \sup_{t \leq T} \| B(t) \|^2 < \infty, \ a.s.
\]

Since \( \tilde{c} \) is polynomially bounded, this implies now that

\[
\sup_\lambda \int_0^T \| \tilde{c}_\lambda(\theta_\lambda(t)) \|^2 \, dt < \infty, \ a.s.
\]

which is the result. \( \square \)

The key estimate of this section is the following

**Proposition 7.3.** Almost surely, the following holds

\[
(7.12) \quad \limsup_{\lambda \to \infty} \sup_{t \in [0, T]} \| \theta(t) - \theta_\lambda(t) \| = 0.
\]
PROOF OF PROPOSITION 7.3. Let us fix \( \lambda < \mu \). Since the Brownian motion is the same, one has successively (for a constant \( C = L + \| \Gamma \|_{Lip} S(\Psi) \))

\[
\frac{d}{dt}e^{-2Ct} \| \theta_\mu(t) - \theta_\lambda(t) \|^2 = -2Ce^{-2Ct} \| \theta_\mu(t) - \theta_\lambda(t) \|^2 \\
+ 2e^{-2Ct} \langle \theta_\mu(t) - \theta_\lambda(t), \tilde{c}_\mu(\theta_\mu(t)) - \tilde{c}_\lambda(\theta_\lambda(t)) \rangle \\
+ 2e^{-2Ct} \langle \theta_\mu(t) - \theta_\lambda(t), \tilde{v}(t, \theta_\mu(t), \omega, x) - \tilde{v}(t, \theta_\lambda(t), \omega, x) \rangle \\
\leq -2Ce^{-2Ct} \| \theta_\mu(t) - \theta_\lambda(t) \|^2 \\
+ 2e^{-2Ct} \langle \theta_\mu(t) - \theta_\lambda(t), \tilde{c}_\mu(\theta_\mu(t)) - \tilde{c}_\lambda(\theta_\lambda(t)) \rangle \\
+ 2e^{-2Ct} \left( L + \| \Gamma \|_{Lip} S(\Psi) \right) \| \theta_\mu(t) - \theta_\lambda(t) \|^2 \\
\leq 2e^{-2Ct} \langle \theta_\mu(t) - \theta_\lambda(t), \tilde{c}_\mu(\theta_\mu(t)) - \tilde{c}_\lambda(\theta_\lambda(t)) \rangle \\
= 2e^{-2Ct} \left( \left( R_\mu(\mu \theta_\mu) - \frac{1}{\mu} \tilde{c}(R_\mu(\mu \theta_\mu)) \right) \\
- \left( R_\lambda(\lambda \theta_\lambda) - \frac{1}{\lambda} \tilde{c}(R_\lambda(\lambda \theta_\lambda)) \right) \right) \\
\leq -2e^{-2Ct} \left( \frac{1}{\mu} \tilde{c}_\mu(\theta_\mu(t)) - \frac{1}{\lambda} \tilde{c}_\lambda(\theta_\lambda(t)) \right) \\
\leq 0.
\]

Integrating this inequality gives (since the initial condition is the same)

\[
\frac{1}{2}e^{-2CT} \| (\theta_\mu - \theta_\lambda)(T) \|^2 \leq - \int_0^T e^{-2Ct} \left( \frac{1}{\mu} \tilde{c}_\mu(\theta_\mu(t)) - \frac{1}{\lambda} \tilde{c}_\lambda(\theta_\lambda(t)) \right) dt.
\]

This gives in particular that

\[
\int_0^T e^{-2Ct} \left( \frac{1}{\mu} \tilde{c}_\mu(\theta_\mu(t)) - \frac{1}{\lambda} \tilde{c}_\lambda(\theta_\lambda(t)) \right) dt \leq 0.
\]

Let us denote as \( \| . \|_H \) the Hilbert norm in \( H := L^2([0, T], e^{-2Cs} ds; \mathcal{X}) \). Then, from the identity

\[
2 \left( \tilde{c}_\mu(\theta_\mu) - \tilde{c}_\lambda(\theta_\lambda), \frac{1}{\mu} \tilde{c}_\mu(\theta_\mu) - \frac{1}{\lambda} \tilde{c}_\lambda(\theta_\lambda) \right)_H = \left( \frac{1}{\mu} + \frac{1}{\lambda} \right) \| \tilde{c}_\mu(\theta_\mu) - \tilde{c}_\lambda(\theta_\lambda) \|_H^2 \\
+ \left( \frac{1}{\mu} - \frac{1}{\lambda} \right) \left( \| \tilde{c}_\mu(\theta_\mu) \|_H^2 - \| \tilde{c}_\lambda(\theta_\lambda) \|_H^2 \right)
\]

one obtains that

\[
(7.13) \quad \left( \frac{1}{\mu} + \frac{1}{\lambda} \right) \| \tilde{c}_\mu(\theta_\mu) - \tilde{c}_\lambda(\theta_\lambda) \|_H^2 \leq \left( \frac{1}{\lambda} - \frac{1}{\mu} \right) \left( \| \tilde{c}_\mu(\theta_\mu) \|_H^2 - \| \tilde{c}_\lambda(\theta_\lambda) \|_H^2 \right)
\]

which gives in particular that \( \lambda \mapsto \| \tilde{c}_\lambda(\theta_\lambda) \|_H^2 \) is increasing and by (7.10) bounded and thus, convergent. The same inequality (7.13) shows also that \( \| \tilde{c}_\mu(\theta_\mu) - \tilde{c}_\lambda(\theta_\lambda) \|_H^2 \to_{\lambda, \mu \to \infty} 0 \), so that \( \tilde{c}_\lambda(\theta_\lambda(t)) \) converges in \( H \) to some \( c_x(t) \).
Going back to the first inequality of the proof, one has
\[
\frac{1}{2} \sup_{t \in [0, T]} e^{-2Ct} \| \theta_\mu(t) - \theta_\lambda(t) \|^2 \leq \int_0^T e^{-2Ct} \langle \theta_\mu(t) - \theta_\lambda(t), \tilde{\lambda}_\mu(t) - \tilde{\lambda}_\lambda(t) \rangle \, dt
\]
\[
\leq \frac{1}{4T} \int_0^T e^{-2Ct} \| \theta_\mu(t) - \theta_\lambda(t) \|^2 \, dt + T \int_0^T e^{-2Ct} \| \tilde{\lambda}_\mu(t) - \tilde{\lambda}_\lambda(t) \|^2 \, dt
\]
\[
\leq \frac{1}{4} \sup_{t \in [0, T]} e^{-2Ct} \| \theta_\mu(t) - \theta_\lambda(t) \|^2 + T \int_0^T e^{-2Ct} \| \tilde{\lambda}_\mu(t) - \tilde{\lambda}_\lambda(t) \|^2 \, dt.
\]
Hence
\[
\sup_{t \in [0, T]} e^{-2Ct} \| \theta_\mu(t) - \theta_\lambda(t) \|^2 \leq 4T \int_0^T e^{-2Ct} \| \tilde{\lambda}_\mu(t) - \tilde{\lambda}_\lambda(t) \|^2 \, dt,
\]
which goes to 0 as \( \lambda, \mu \to \infty \). This implies that there exists an adapted process \( \tilde{\theta} \) with continuous trajectories such that \( \lim_{\lambda \to \infty} \theta_\lambda = \tilde{\theta} \), uniformly and almost surely. Clearly, for all \( t \), the strong continuity \( \lim_{\lambda \to \infty} R_\lambda(\lambda \tilde{\theta}(t)) = \tilde{\theta}(t) \) of the resolvent and the uniform Lipschitz continuity \( \| R_\lambda(\lambda \tilde{\theta}(t)) - R_\lambda(\lambda \tilde{\theta}(t)) \| \leq \| \tilde{\theta}(t) - \theta(t) \| \) implies that \( \lim_{\lambda \to \infty} R_\lambda(\lambda \tilde{\theta}(t)) = \tilde{\theta}(t) \). Finally, continuity of \( \tilde{\theta} \) gives \( \lim_{\lambda \to \infty} \tilde{\lambda}(\lambda \tilde{\theta}(t)) = \tilde{\lambda}(\tilde{\theta}(t)) \). Consequently, we have that, almost surely \( \tilde{\lambda}(\tilde{\theta}(t)) = \tilde{\lambda}_\lambda(t) \), so that \( \tilde{\theta} \) solves equation (7.2), so that by uniqueness \( \tilde{\theta} = \theta \) almost surely.

We are now in position to prove Proposition 7.1:

**Proof of Proposition 7.1.** We only prove (7.8), the proof of (7.7) follows from analogous estimates with the microscopic equation (2.2). We only treat the (more complicated) case of the power-law interaction. Fix any \( f \in C_a \) for some \( a \) with \( \| f \|_a \leq 1 \). Then, by Lipschitz continuity of \( f \) in the variable \( \theta \)
\[
\| \langle f, \nu_t, \lambda \rangle - \langle f, \nu_t \rangle \| \leq S(\Psi) E_B \| \theta_\lambda(t) - \theta(t) \|.
\]
Taking the supremum in \( f \) and in \( t \) leads to
\[
\sup_{t \in [0, T]} d(\nu_{t, \lambda}, \nu_t) \leq S(\Psi) E_B \sup_{t \in [0, T]} \| \theta_\lambda(t) - \theta(t) \|.
\]
By (7.12) we have the almost sure convergence to 0 of \( \sup_{t \in [0, T]} \| \theta_\lambda(t) - \theta(t) \| \) and (7.9) gives the boundedness in \( L^2 \) implying uniform integrability. The result follows.

**APPENDIX A: PROOF OF A TECHNICAL LEMMA**

**Proof of Lemma 6.1.** Let us proceed by induction on the dimension \( d \). Let fix \( d = 1 \):
• Let us begin with the case where \( a \notin \mathcal{D}_N \): let \( J \) be the integer such that \( \frac{J}{2N} < a < \frac{J+1}{2N} \). Then, an easy comparison with integrals shows the following
\[
\sum_j \left| \frac{j}{2N} - a \right|^{-\beta} \leq 2^\beta N^\beta \left( \int_0^J |2aN - t|^{-\beta} \, dt + |2aN - J|^{-\beta} + |2aN - (J + 1)|^{-\beta} \right.
\]
\[
+ \int_{J+1}^N |t - 2aN|^{-\beta} \, dt \right)
\]
\[
= 2^\beta N^\beta \int_0^J |2aN - t|^{-\beta} \, dt + 2^\beta N^\beta \int_{J+1}^N |t - aN|^{-\beta} \, dt
\]
\[
+ \left| a - \frac{J}{2N} \right|^{-\beta} + \left| a - \frac{J + 1}{2N} \right|^{-\beta}. \]

It is straightforward to see that the two first integral terms are smaller than \( \frac{N}{d-\beta} \), whereas each of the two remaining terms is smaller than \( \rho(N, K)^{-\beta} \), where \( \rho(N, K) := \inf \frac{j}{2N} - \frac{k}{2K} \) for some \( k \). Consequently, since \( K \geq 1 \) and \( \beta < 1 \),
\[
\sum_j \left| \frac{j}{2N} - a \right|^{-\beta} \leq \frac{2N}{d-\beta} + 2K^\beta N^\beta \leq C_0 NK.
\]

• The case where \( a \in \mathcal{D}_N \) is easier: in that case, \( a = \frac{k}{2N} \) for some \( k \). Then, once again by comparison with integrals,
\[
\sum_{j: \, j/N \neq a} \left| \frac{j}{2N} - a \right|^{-\beta} = 2^\beta N^\beta \sum_{j \neq k} |j - k|^{-\beta} \leq \frac{N^\beta}{1-\beta} \left( (N + k)^{1-\beta} + (N - k)^{1-\beta} \right) \leq \frac{2^\beta N}{1-\beta}.
\]

The other cases (\( \beta = 1 \) and \( \beta > 1 \)) are similar and left to the reader. Lemma 6.1 is proved in the particular case of \( d = 1 \).

The case of higher dimension is nothing but a technical complication of the previous case \( d = 1 \). Let us fix \( d > 1 \), \( a = (a_1, \ldots, a_d) \in \mathcal{D}_K \) and denote by \( j = (j_1, \ldots, j_d) \) any element of \( \mathbb{Z}^d \).

Let us begin with the case where \( a \notin \mathcal{D}_K \). Let \( (J_1, \ldots, J_d) \) the \( d \) integers between \(-N\) and \( N \) such that for all \( l = 1, \ldots, d \), \( J_l \leq 2a_l N \leq J_l + 1 \), with at least one inequality that is strict. The coordinates \( J_l \) and \( J_l + 1 \) are by construction the closest integers to \( 2a_l N \) in \(-N, \ldots, N\). For the rest of this proof, we will refer to them as critical coordinates.

Then, one can decompose the sum \( \sum_j \left\| \frac{j}{2N} - a \right\|^{-\beta} \) according to the number \( p \) of critical coordinates among \((j_1, \ldots, j_d) = j\), where \( j \) is a typical index:

\[
(A.1) \quad \sum_j \left\| \frac{j}{2N} - a \right\|^{-\beta} = \sum_{p=0}^d \sum_{(i_1, \ldots, i_p) \in \mathcal{J}(i_1, \ldots, i_p)} \sum_{j \in \mathcal{J}(i_1, \ldots, i_p)} \left\| \frac{j}{2N} - a \right\|^{-\beta},
\]

where the second sum is taken over all the vectors \((i_1, \ldots, i_p)\) with strictly increasing indices taken among \(1, \ldots, d\) and where \( \mathcal{J}(i_1, \ldots, i_p) \) is a notation for the set of vectors \( j = (j_1, \ldots, j_d) \) such that \( j_{i_l} \) is critical for every \( l = 1, \ldots, p \).
In the sum (A.1), let us treat the cases \( p = 0 \) and \( p > 0 \) separately. Let us first focus on the case \( p = 0 \): it corresponds to vectors \( j \) without critical coordinates, which means that we restrict ourselves to \( j \) such that for every \( k = 1, \ldots, d \), either \( j_k < J_k \) (in such case \( |j_k - 2a_k N| = 2a_k N - j_k \)) or either \( j_k > J_k + 1 \) (in such case \( |j_k - 2a_k N| = j_k - 2a_k N \)). In particular, this sum can be divided into \( 2^d \) sums \( \sum_{j \in D} \left\| \frac{j}{2N} - a \right\|^{-\beta} \) where \( D \) is a connected subdomain of \([-1/2, 1/2]^d\), which is defined by this binary choice for each \( j_k \). For simplicity, we only treat the case of \( D_0 := \{ j = (j_1, \ldots, j_d); \forall k = 1, \ldots, d, j_k < J_k \} \). The case of the other \( 2^d - 1 \) subdomains can be treated in a similar way.

We have successively,

\[
\text{(A.2)} \quad \sum_{j \in D_0} \left\| \frac{j}{2N} - a \right\|^{-\beta} = 2^d N^\beta \sum_{j \in D_0} \left\| \frac{d}{2N} - j \right\|^2 \left| \frac{d}{2N} - j \right|^{-\beta/2} \\
\text{(A.3)} \quad \leq 2^d N^\beta \int_{-N}^{J_1} \cdots \int_{-N}^{J_d} \left| \sum_{l=1}^{d} (2a_l N - t_l) \right|^2 dt_1 \cdots dt_d \\
\text{(A.4)} \quad = 2^d N^\beta \int_{2a_1 N - J_1}^{N+2a_1 N} \cdots \int_{2a_d N - J_d}^{N+2a_d N} \left| \sum_{l=1}^{d} u_l^2 \right|^{-\beta/2} du_1 \cdots du_d \\
\text{(A.5)} \quad \leq C N^\beta \int_{w_N}^{2N} \frac{1}{r^\beta} r^{d-1} dr,
\]

where \( w_N > 0 \) is the distance to 0 of the point of coordinates \((2a_1 N - J_1, \ldots, 2a_d N - J_d)\).

The estimates found in Lemma 6.1 are then straightforward: for example in the case \( \beta < d \), an upper bound for the last quantity is \( C N^\beta N^{d-\beta} = C N^d \). The other cases are treated in the same manner and lead to the same desired estimate.

As far as the case \( 0 < p < d \) is concerned, the particular case \( p = d \) is a bit special: it corresponds to vectors \( j \) with only critical coordinates. Since in that case, each \( \left| \frac{j_k}{2N} - a_k \right| \) is either equal to \( \left| \frac{J_k}{2N} - a_k \right| \) or \( \left| \frac{J_k + 1}{2N} - a_k \right| \) and is anyway larger than \( \rho_{N,K} \geq \frac{1}{2NK} \) (where the quantity \( \rho_{N,K} \) has been defined in the beginning of this proof), the contribution of this case to the whole sum can be bounded by \( 2^d \cdot \frac{1}{(d\rho_{N,K}^\beta)^{d/2}} \leq 2^d \frac{2^\beta}{d^{d/2}} N^\beta K^\beta = C N^\beta K^\beta \).

Let us now concentrate on the case \( 0 < p < d \). Then for a fixed choice of indices \((i_1, \ldots, i_p)\), we have

\[
\sum_{j \in \mathcal{J}(i_1, \ldots, i_p)} \left\| \frac{j}{2N} - a \right\|^{-\beta} \leq \sum_{j \in \mathcal{J}(i_1, \ldots, i_p)} \left\| \frac{j}{2N} - a \right\|^{-\beta} \\
= \sum_{j \in \mathcal{J}(i_1, \ldots, i_p)} \sum_{i=i_1, \ldots, i_p} \left( \frac{j_i}{2N} - a_i \right)^2 + \sum_{i \neq i_1, \ldots, i_p} \left( \frac{j_i}{2N} - a_i \right)^2 \left| \frac{j_i}{2N} - a_i \right|^{-\beta/2} \\
\leq \sum_{j \in \mathcal{J}(i_1, \ldots, i_p)} \sum_{i \neq i_1, \ldots, i_p} \left( \frac{j_i}{2N} - a_i \right)^2 \left| \frac{j_i}{2N} - a_i \right|^{-\beta}.
\]

But this last sum is nothing else than \( \sum_j \left\| \frac{j}{2N} - \bar{a} \right\|^{-\beta} \), where \( \bar{a} \) (resp. \( \bar{j} \)) is the vector in \([-1, 1]^{d-p}\), built upon the vector \( a \) (resp. \( j \)) with all its coordinates of index in \( \{i_1, \ldots, i_p\} \).
removed. Since $p > 0$, we see that, by induction hypothesis, that the previous sum can be bounded by

$$
\begin{cases}
CN^{d-p}K^{d-p}\ln N & \text{if } \beta \leq d - p \\
CN^\beta & \text{if } \beta > d - p.
\end{cases}
$$

In particular, if $\beta \geq d$, then the contribution to (A.1) of the sum over $0 < p < d$ can be bounded by $CN^{d-p}K^{d-p}\ln N \leq \min\left(CN^\beta, CN^{d-K^d}\right)$. If $\beta < d$, it is also straightforward to see that this contribution is also smaller than $CN^dK^d$. The proof of Lemma 6.1 follows, by induction.

\hfill \Box
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