Corruption has become endemic in many African countries and is difficult to eradicate completely; therefore, reducing corruption to a tolerable level that will not deter foreign investors must be the aspiration of all political leaders and stakeholders. This study tries to identify the level of corruption that is tolerable to foreign investors, which is referred to as the Tolerable Level of Corruption for Investment (TLCI). The study proposes that below the TLCI, corruption plays the role of “sand in the wheels of commerce” and thus has a negative impact on FDI inflows, but above the TLCI, corruption functions to “grease the wheels” and has a positive impact on FDI inflows. The study is based on secondary data collected from the World Bank World Development Indicators. Using a dynamic panel data estimation technique while controlling for other variables, the estimated TLCI in Africa is -0.27 on the control of corruption scale, which ranges from approximately -2.5 (weak) to 2.5 (strong). Therefore, all African leaders and stakeholders, especially in countries that fall below the TLCI, should intensify their efforts in the fight against corruption to reduce corruption in their respective countries to at least the TLCI to attract foreign investors.

1.0 Introduction

In 2013, global economic growth slowed to 2.9 percent – the lowest rate since 2009. Apart from two regions in which growth did not slow between 2012 and 2013 (South Asia and East Asia) all other regions lost momentum in growth. Labor markets have been affected by the slowdown in economic growth. The International Labour Organization (ILO, 2014) reports that in North Africa, the economic growth rate in 2013 proved too low to generate sufficient employment opportunities for a rapidly growing population, and the unemployment rate of 12.2 percent in 2013 remained the highest in the world. The report also indicated that in sub-Saharan Africa, paid employment opportunities are scarce, and the vulnerable employment rate, 77.4 percent in 2013, remained the highest of all regions (ILO, 2014). Economic growth has traditionally been attributed to the accumulation of human and physical capital and increased productivity arising from technological innovation. It must be emphasized that economic growth, even when it is accompanied by high degree of mechanization, generates employment opportunities at least indirectly if not directly. An abundant body of literature considers the employment-GDP
relationship (known as Okun’s Law) and the employment elasticity of growth (Piacentini & Pini, 2000; Kapsos, 2005; Seyfried, 2005). Economists generally agree that FDI inflows lead to an increased rate of economic growth (Wijeweera, Villano, & Dollery, 2010). Particularly in developing countries, FDI inflows should exert positive effects on economic growth because these countries suffer from low productivity and capital stock deficiencies (Johnson, 2006).

Neoclassical theory predicts higher marginal returns to the factor that is relatively scarce. Thus, capital should flow from rich countries to Africa – where capital is relatively scarce. For example, the rates of return on FDI were 7 percent globally and higher in both developing (8 percent) and transition (13 percent) economies than in developed countries (5 percent) in 2012 (UNCTAD [United Nations Conference on Trade and Development], 2013). Nevertheless, the UNCTAD (2010) indicates that FDI flows into Africa decreased to $59 billion in 2009, which represents a 19 percent decrement. FDI flows fell further to $55 billion in 2010, which represents 9 percent decrement, and FDI saw a third year of decline in 2011. Both economic theory and empirical studies support the notion that FDI inflows lead to future profits. Beyond the profit motive are various other factors that encourage potential foreign investors to invest in certain countries. Some of these factors include market demand conditions, trade restrictions, investment regulations, labor costs and transportation costs. Specifically, it has been argued that a strong policy and regulatory regime, appropriate institutions, good infrastructure, and political and economic stability are important for attracting FDI inflows (Mwilima, 2003). A non-policy factor that plays a role in the attraction of FDI into a country is its level of institutional quality. Most research on the effect of institutional quality on FDI inflows reveals that countries that have weak institutions, especially high corruption and unreliable legal systems, tend to receive less FDI (Gastanaga, Nugent, & Pashamiova, 1998; Wei, 2000b). African countries still suffer from varying levels of negative perceptions from the outside world despite all the pro-FDI policies implemented to encourage FDI inflows. Factors contributing to these include corruption and political instability due to internal conflict, external conflict, military involvement in politics and religious tension. Over the years, the majority of African countries scored a 3.0 or below on the corruption perception index rating produced by Transparency International. For example, 87% of the countries in Africa scored a 3.0 or below in the years 2011, 2009 and 2008; 83% in 2010; and 77% in 2012. These percentages are alarming. The findings of Treisman (2000) suggest that fighting corruption in many countries has proved so difficult because it greatly varies between countries. Because of the difficulty of eradicating corruption, reducing its prevalence to a tolerable level must be the aspiration of all political leaders and stakeholders. In 2012, the number of countries that scored a 3.0 or below fell to 77%. In the same the year, however, Africa reversed the downward trend in FDI, exhibiting a 5 percent increase in FDI inflows to $50 billion. This gives an indication that there is a level of corruption that is tolerable to investors. Notwithstanding perceptions of corruption levels, FDI continues to flow to some countries, which also supports the idea of a level of corruption that is tolerable to investors. This level of corruption will likely not deter potential investors from investing in Africa. As corruption cannot be completely eradicated, reducing it below a threshold that can be accommodated by investors is a realistic goal for African leaders. In this study, this threshold is referred to as the Tolerance Level of Corruption for Investment (TLCI). This research not only seeks to establish that corruption generally has a negative impact on FDI inflows to Africa but also to show that there is a threshold (TLCI) below which corruption is expected to have a positive impact on FDI inflows to Africa. The TLCI will motivate leaders in Africa to try to control corruption in their countries to levels that will not deter FDI inflows because corruption is difficult if not impossible to eradicate completely. This will lead to an increase in economic growth and reduce both unemployment and poverty on the African continent. The TLCI will also serve as a guide for potential investors in selecting the African countries in which to invest. This study makes a further modest contribution to the empirical literature on the relationship between corruption and FDI inflows to Africa.

Using a dynamic panel data estimation technique while controlling for other variables, the estimated TLCI in Africa is -0.27 on the control of corruption scale, which ranges from approximately -2.5 (weak)
to 2.5 (strong). This paper continues with a literature review on FDI and corruption as well as other determinants of FDI as control variables. These variables include the GDP growth rate, GDP per capita, trade openness, natural resources and political stability, economic stability and growth prospects, and infrastructure facilities. This is followed by a presentation of the methodology deployed in the study. The rest of the paper presents the results, discussion, and finally, the conclusion.

2.0 Literature review

Both policy and non-policy factors have been identified as drivers of FDI inflows in the literature (Fedderke & Romm, 2006). Policy factors include openness, product market regulations, labor market arrangements, corporate tax rates, trade barriers, and infrastructure. Non-policy factors include corruption, market size of the host country, distance/transport costs, factor endowments, and political and economic stability (Mateev, 2009). The framework on Multinational National Enterprises (MNEs) posits that firms invest abroad to look for three types of advantages: Ownership (O), Location (L), and Internalization (I); hence, it is called the OLI framework. A firm can use its specific advantages in the foreign country to earn a higher marginal profit or decrease its marginal cost compared to its competitors (Dunning, 1973; 1980; 1988). The institutions in the domestic country have the potential to attract MNEs depending on whether, given the existing institutions, the foreign firm can capitalize on its location advantage. Internalization theorists opine that FDI occurs when the benefits of internalization outweigh its cost (Fina & Rugman, 1996). Firms therefore exploit their ownership and location advantages to minimize their transaction costs. One area of institutions of the domestic country that has generated much interest in recent times is corruption. Public corruption according to Svensson (2005) is the misuse of public office for private gain, which includes the sale of government property, kickbacks in public procurement, bribery and embezzlement of government funds.

Differences among countries with respect to the extent of corruption may depend on the degree to which officials compete against each other to sell mutually substitutable benefits to private agents (Shleifer & Vishny, 1993). Svensson (2005) found the highest levels of corruption to be associated with developing or transition countries. Corruption has become endemic in many African countries and is difficult to eradicate completely. Countries with strong institutions are expected to reduce or maintain corruption at a tolerable level to attract investors. The “grease the wheels” hypothesis is more prominent in the early economics literature, with much emphasis on the effects of corruption on efficiency (e.g., Leff, 1964; Leys, 1965; Huntington, 1968). The “grease the wheels” hypothesis suggests that an inefficient bureaucracy creates a major impediment to economic activity, so some “grease” money may be needed to circumvent this impediment. Beck and Maher (1986) and Lien (1986) suggested that corruption can increase efficiency because inefficient regulations constitute an obstacle to investment which can be removed by bribing bureaucrats. Some studies (Egger & Winner, 2005) found positive short- and long-run impacts of corruption on FDI, which supports the position of Leff (1964). There is some current empirical evidence in support of the “grease the wheels” hypothesis (Vial & Hanoteau, 2010). Corruption may be beneficial in a second-best world by alleviating the distortions caused by ill-functioning institutions. However, some economists are of the view that corruption would tend to reduce economic growth (Shleifer & Vishny, 1993). This negative impact of corruption is viewed as “sand in the wheels of commerce” (Cuervo-Cazurra, 2008). Malfunctioning government institutions have been contended to constitute severe obstacles to investment, entrepreneurship, and innovation by many economists (Mauro, 1995). The malfunctioning of government institutions affects the adoption of available technologies and the productivity of physical capital, and this in turn affects the returns to firms’ investments. In highly corrupt countries, managers are unable to improve the technology of their firms because most of their efforts are geared toward engaging public officials to get things done; thus, the returns to their investments dwindle due to inefficiency. Transnational corporations are not able to exploit their ownership or location advantages, and this does not motivate these transnational corporations to invest in the potential host country. Earlier studies on corruption and firm efficiency found corruption to negatively affect the efficiency of firms
Moreover, studies elsewhere show that corruption actually deters foreign direct investment (Aizenman & Spiegel, 2002; Barassi & Zhou, 2012; Cuervo-Cazurra, 2006, 2008; Habib & Zurawicki, 2002; Hakkala, Norback, & Svaleryd, 2008; Javorcik & Wei, 2009; Voyer & Beamish, 2004; Wei, 2000b).

At low levels, corruption is seen as “greasing the wheels”, and at high levels, it is seen as “sand in the wheels of commerce”. This study argues that in countries in which bureaucratic regulations are cumbersome, corruption might be a means to achieve certain benefits by foreign investors; thus, they are motivated to invest in those countries. In such countries, corruption is expected to have a positive impact on private investment. However, when corruption goes beyond the paying of bribes to levels of malfunctioning government institutions, corruption is expected to have a negative impact on private investment. In such countries, corruption may deter foreign investment. The corruption variable is captured as the perception of corruption in the public sector of the host country and is expected to have both negative and positive effects on the inflows of FDI into a country depending on the levels of institutional quality and corruption.

2.1 GDP growth rate and GDP per capita
The economics literature indicates that FDI has led to economic development of the host country because FDI inflows facilitate the acquisition of valuable tangible and intangible assets, such as enhanced technology, managerial skills, expertise, innovation capability, capital formation and related physical assets (Liu, Shu, & Sinclair, 2009; Vu, Gangnes, & Noy, 2008; Wang, 2009). Elsewhere, market size has been predicted to be a positive and significant determinant of FDI flows (Garibaldi et al., 2002; Nunes, Oscategui, & Peschiera, 2006; Sahoo, 2006). This is because larger consumer markets translate into more potential consumption and thus enhanced trade. Market size is generally measured by Gross Domestic Product (GDP) or GDP per capita. The real GDP growth rate is used in the literature to represent a country’s economic track record and as an indicator of profitable investment opportunities (Ayanwu, 2012). On the one hand, FDI inflows cause economic growth, and on the other hand, economic growth attracts FDI inflows, thus leading to bi-causality issues and endogeneity problems. Although GDP has been used in the literature as a determinant of FDI inflows, this study intends to use the lag of the GDP growth rate, as this is a better indicator of FDI inflows to avoid endogeneity problems. Also included in the analysis is the effect of GDP per capita on FDI inflows. In this study, high previous-year GDP growth rates and GDP per capita of the host country are expected to attract more FDI.

2.2 Trade openness
Trade openness refers to the sum of exports and imports of goods and services into a country and gives an indication of how liberalized a country is in terms of trade. The impact of trade openness on economic growth can be positive and significant mainly due to the accumulation of physical capital and technological transfer as a result of FDI inflows. Therefore, trade openness is an important vehicle for technological spillovers. According to Eicher (1999), Lee (1993) and Young (1991), openness to trade also stimulates domestic investment by encouraging competition in domestic and international markets and generating higher returns on investment through economies of scale. Trade openness is generally a positive and significant determinant of FDI inflows (Asiedu, 2002; Sahoo, 2006). Trade openness is captured as trade as a share of GDP and it is expected to facilitate the flow of FDI into the host country.

2.3 Natural resources and Political stability
FDI attraction to Africa can also be influenced by the availability of natural resources on the continent. Jadhav (2012) suggest that resource-seeking FDI is motivated by the availability of natural resources in host countries. This resource seeking remains a relevant source of FDI for various developing countries. Studies have shown that natural resources play vital roles in overall attraction of FDI to Africa (Asiedu, 2002; 2005; Dupasquier & Osakwe, 2006). In Africa, countries that have natural resources were more attractive than those without such resources (Asiedu, 2005). According to North and Weingast (1989) and Li (2009), democratic institutions may have a positive influence on FDI, but the presence of natural resources in host countries may affect the FDI-democracy relationship (Asiedu & Lien, 2011). Asiedu and Lien (2011) found that democracy
facilitates FDI inflows to countries where the share of natural resources of total exports is low, but it has a negative effect on FDI inflows to countries where exports are dominated by natural resources. This implies that the influence of natural resources and political stability on FDI has to be determined empirically.

2.4 Economic stability and Growth prospects
Economic stability has been found to be a positive indicator of FDI inflows (Mateev, 2009). A country that has stable macroeconomic conditions with high and sustained growth rates is expected to have more FDI inflows than a more volatile economy (Ranjan & Agrawal, 2011). Proxies for the macroeconomic stability of a country include GDP growth rates, industrial production index values, interest rates, and inflation rates (Dasgupta & Ratha, 2000). High inflation rates are associated with economic disarray and lower purchasing power, so inflation risk becomes an important factor in long-run investment plans. Inflation has been found to have a negative relation with FDI inflows though its magnitude is much smaller (Ranjan & Agrawal, 2011).

However, research on the influence of exchange rates on FDI inflows has shown varied results. While Kyereboah-Coleman and Agyire-Tettey (2008) posit that the volatility of the real exchange rate has a negative influence on FDI inflows, Jeon and Rhee (2008) show that FDI inflows have significant association with both the real exchange rate and expected exchange rate changes. Nonetheless, Brahmasrene and Jiranyakul (2001) and Dewenter (1995) find no statistically significant relationship between the level of the exchange rate and FDI inflows (Anyanwu, 2012). When a country’s currency depreciates, foreign investors take advantage of the ability to purchase assets at a reduced cost. Investment in countries whose currencies face high depreciation is relatively less expensive. Therefore, it is expected that a high inflation rate in the host country attracts less FDI, while higher pressure to depreciate the exchange rate of the host country attracts more FDI.

2.5 Infrastructure facilities
The importance of infrastructure development to attracting FDI inflows cannot be ignored. Studies by Musila and Sigue (2006) and Dupasquier and Osakwe (2006) show that FDI in Africa is dependent on the development of infrastructure. Similar results were obtained by Kersan-Skabic and Orlic (2007) in the Western Balkan countries and Botric and Škuflić (2006) in Southeast European countries. This shows that embarking on infrastructure development provides an opportunity for countries to attract FDI inflows. Some studies (Ranjan & Agrawal, 2011) used an infrastructure index (INFREX) constructed by considering electric power consumption (kwh per capita), energy use (kg of oil equivalent per capita) and telephone lines, and these had similar results. Infrastructure in this study is captured by telephone lines per 100 population and is expected to lead to greater FDI inflows and, hence, to have a positive impact on FDI inflows.

3.0 Methodology

3.1 Data
With the exception of the control of corruption index, the variables used in this study are based on secondary data collected from the World Development Indicators for 2012. The frequency of the data is annual, and it is available from 1996 to 2012 for 50 countries in Africa. The control of corruption index is drawn from the Worldwide Governance Indicators DATABANK (World Bank, 2013b) This variable is used in determining the impact of corruption on FDI inflows to Africa. This index is chosen not only because of its authenticity but also because of its free availability on the internet. The control of corruption index is one of the six dimensions of governance included in the Worldwide Governance Indicators.

3.2 Data Analysis
In order to meet the objectives of the study, a dynamic panel data estimation technique is used. Several studies have found lagged FDI to be correlated with current FDI (Asiedu, 2013), so in this study, a new estimator for dynamic panel data models based on a simple transformation of the dependent variable (FDI) is deployed. This dynamic panel model includes endogenous and exogenous variables in addition to the lagged dependent variable. The transformation is achieved by moving the lagged dependent variable to the left hand side and applying the System GMM estimator to the transformed model. The System GMM
estimator is chosen over the Difference GMM estimator because it is consistent and asymptotically more efficient, although it is known to perform poorly in finite samples, especially when the variance ratio is high and when the dependent variable is highly persistent. The System GMM estimator also has an advantage over the Difference GMM with respect to variables that exhibit "random walk" or are close to random-walk variables (Raum, 2006; Bond, 2002; Roodman, 2006; 2007). According to Efendic, Pugh and Adnnett (2009), because model specifications including macroeconomic variables are known in economics to be characterized by random walk statistical generating mechanisms, the System GMM approach seems more suitable. Empirical research with dynamic models shows that the System GMM is a good estimator, or at least better than the Difference GMM, which is severely downward biased (Hoeffler, 2002; Nkurunziza and Bates, 2003; Presbitero, 2005). Moreover, Roodman (2006) suggests that it is better to avoid Difference GMM estimation, which has a weakness of magnifying gaps if one works with an unbalanced panel.

The general model is of the form presented in equation (1).

\[ y_t = \alpha y_{t-1} + x_t \beta + \epsilon_t \] (1)

where \( \epsilon_t = u_t + v_t \) for \( i = 1, \ldots, N \) and \( t = 2, \ldots, T \), with \( | \rho | < 1 \). The disturbance term \( \epsilon_t \) has two orthogonal components, which are the fixed effects \( u_t \) and the idiosyncratic shocks \( v_t \). \( E(u_t) = E(v_t) = 0 \) for \( i = 1, \ldots, N \) and \( t = 2, \ldots, T \).

The framework for evaluating the associations among FDI, corruption, and other determinants of FDI is presented in equation (2).

\[ y_t = \beta_0 + \beta_1 x_t + \beta_2 x_t^2 + \omega z_t + \alpha_1 y_{t-1} + \epsilon_t \] (2)

where \( y_t \) is a measure of FDI in country \( i \) at time period \( t \), \( y_{t-1} \) is a measure of FDI in country \( i \) at time period \( t - 1 \), \( x_t \) is an index of the control of corruption in country \( i \) at time period \( t \), \( x_t^2 \) is the squared index of control of corruption in country \( i \) at time period \( t \), \( z_t \) are control variables in country \( i \) at time period \( t \), \( \beta_0 \), \( \beta_1 \), \( \beta_2 \), \( \omega \), and \( \alpha \) are parameters to be estimated, and finally, \( \epsilon_t \) denotes the disturbance term. StataCorp 2013 is the statistical software used in the data analysis.

3.3 Model One: The System GMM Model of FDI

The benchmark FDI equation in a linear form, with a constant term, is presented in equation (3).

\[ FDI_{PerGDP_t} = \beta_0 + \beta_1 \text{Control of Corruption}_t + \beta_2 \text{Control of Corruption}_t^2 + \beta_3 \text{Trade PerGDP}_t + \beta_4 \text{GDP Per Capita}_t + \beta_5 \text{Natural resources}_t + \beta_6 \text{Political stability}_t + \beta_7 \text{Inflation Consum Prices}_t + \beta_8 \text{Exchange Rate PerUS}_t + \beta_9 \text{GDP Growth PerAnnual}_t + \beta_{10} \text{Telephone lines}_t + \beta_{11} \text{FDI PerGDP}_t + \text{Time(Dummies)} + \epsilon_t \] (3)

The net FDI inflow per GDP is used as the dependent variable in the estimation of the system dynamic model. In addition to the variable of interest, control of corruption and its squared values are included as independent variables, and other control variables were carefully chosen based on previous research and data availability for the selected period. These control variables include trade openness, GDP per capita, natural resources, political stability, inflation rate, exchange rate, the log of GDP growth rate and telephone lines per 100 population of the host countries. To find out whether FDI inflow to Africa was affected by time-related shocks, time dummies were included.

The control of corruption variable is defined as perceptions of the extent to which public power is exercised for private gain, including both petty and grand forms of corruption, as well as “capture” of the state by elites and private interests (World Bank, 2013b). The control of corruption variable is transformed from its original scale, which ranges from approximately -2.5 (weak) to 2.5 (strong), to a new scale ranging from 0 to 100 for computational purposes and to allow for easy interpretation of the results. The following formula was used: \( x = (a + 2.5)*20 \), where \( x \) is value of the transformed variable, and \( a \) refers to the value of the original scale. This means that the higher a country is on the scale, the better the governance performance against corruption and thus the lower the level of corruption. Therefore, countries scoring low on the scale are relatively more corrupt. A similar transformation was performed for the political stability index, which reflects perceptions of the likelihood that the
Table 1. Correlation Matrix of Variables used in the Study

|                      | FDI_PerGDP | Control of Corruption | Control of Corruption Sqr | Trade PerGDP | Natural resource | Inflation Consum Prices | Exchange Rate PerUS | FDI PerGDP (lagged one year) | GDP Growth PerAnnual (lagged one year) | Telephone lines per100people | GDP Per Capita | Political stability | 2007 (dummy) | 2008 (dummy) | 2009 (dummy) | 2010 (dummy) |
|----------------------|------------|-----------------------|---------------------------|-------------|-----------------|------------------------|---------------------|-----------------------------|-----------------------------------|-------------------------------|--------------|--------------------|--------------|--------------|--------------|--------------|
| FDI_PerGDP           | 1          |                       |                           |             |                 |                        |                     |                             |                                    |                               |              |                    |              |              |              |              |
| Control of Corruption| -0.0481    | 1                     |                           |             |                 |                        |                     |                             |                                    |                               |              |                    |              |              |              |              |
| Control of Corruption Sqr | -0.0416    | 0.9824*               | 1                         |             |                 |                        |                     |                             |                                    |                               |              |                    |              |              |              |              |
| Trade PerGDP         | 0.3830*    | 0.1187*               | 0.1392*                   |             |                 |                        |                     |                             |                                    |                               |              |                    |              |              |              |              |
| Natural resource     | 0.2221*    | -0.5300*              | -0.4845*                  | 0.3457*     |                 |                        |                     |                             |                                    |                               |              |                    |              |              |              |              |
| Inflation Consum Prices | -0.0107    | -0.1022*              | -0.0846*                  | 0.0778*     | 0.0847*         |                        |                     |                             |                                    |                               |              |                    |              |              |              |              |
| Exchange Rate PerUS  | 0.1244*    | -0.0794*              | -0.1007*                  | -0.0955*    | -0.045          | -0.0164               |                     |                             |                                    |                               |              |                    |              |              |              |              |
| FDI PerGDP (lagged one year) | 0.3592*    | -0.0945*              | -0.0694                   | 0.2984*     | 0.2534*         | 0.0257                | 0.1201*             |                             |                                    |                               |              |                    |              |              |              |              |
| GDP Growth PerAnnual (lagged one year) | 0.2810*    | -0.0873*              | -0.063                    | 0.1592*     | 0.2824*         | -0.0577               | -0.0144             | 0.2832*                     |                                    |                               |              |                    |              |              |              |              |
| Telephone lines per100people | -0.0112    | 0.5080*               | 0.5373*                   | 0.2382*     | -0.1743*        | -0.0475               | -0.1051*             | -0.0148                 | -0.0339                       |                               |              |                    |              |              |              |              |
| GDP Per Capita       | 0.0384     | 0.2583*               | 0.3132*                   | 0.3710*     | 0.2329*         | -0.0401               | -0.1300*             | 0.0567                 | 0.0741*                     | 0.6644*                     |                               |              |                    |              |              |              |              |
| Political stability  | 0.0286     | 0.6769*               | 0.6422*                   | 0.2718*     | -0.2647*        | -0.1292*              | 0.0589               | -0.0248                | -0.0047                     | 0.4374*                     | 0.4357*       |                    |              |              |              |              |
| 2007 (year dummy)   | 0.033      | -0.0029                | -0.0049                   | 0.0467*     | 0.0424          | -0.0224               | 0.0343               | 0.0025                 | 0.0135                     | 0.0183                     | 0.0228        | 0.0194             |              |              |              |              |
| 2008 (year dummy)   | 0.0341     | 0.0018                 | 0.0019                    | 0.061       | 0.0628          | -0.0132               | 0.0126               | 0.033                  | 0.043                      | 0.0195                     | 0.0202        | 0.0154             | -0.0625      |              |              |              |
| 2009 (year dummy)   | -0.0051    | 0.0027                 | 0.0011                    | -0.0103     | -0.0065         | 0.0015                | 0.0256               | 0.0341                 | 0.0033                     | 0.0234                     | 0.0286        | 0.0202             | -0.0625      | -0.0625      |              |              |
| 2010 (year dummy)   | 0.0315     | 0.0033                 | 0.0035                    | 0.0194      | 0.0184          | -0.0221               | 0.0374               | -0.0051                | -0.0613                    | 0.0235                     | 0.0192        | 0.0065             | -0.0625      | -0.0625      | -0.0625      |              |
government will be destabilized or overthrown by unconstitutional or violent means, including politically motivated violence and terrorism’ (World Bank, 2013b). Trade openness refers to the sum of exports and imports of goods and services measured as a share of the gross domestic product. Natural resources refer to total natural resource rents, which include the sum of oil, natural gas, coal (hard and soft), mineral, and forest rents. Inflation, as measured by the consumer price index, reflects the annual percentage change in the cost to the average consumer of acquiring a basket of goods and services that may be fixed or changed at specified intervals. The official exchange rate refers to the exchange rate determined by national authorities or to the rate determined in the legally sanctioned exchange market. It is calculated as an annual average based on monthly averages (local currency units relative to the U.S. dollar). GDP growth rate refers to annual percentage growth rate of GDP at market prices based on constant local currency, and the aggregates are based on constant 2005 U.S. dollars. Telephone lines are fixed telephone lines that connect a subscriber’s terminal equipment to the public switched telephone network and that have a port on a telephone exchange. Finally, GDP per capita is the gross domestic product divided by the midyear population (World Bank, 2013a). The correlation matrix (Table 1) indicates significant correlations among some independent variables. It is expected that the existence of correlations among the independent variables will lead to multicollinearity in the estimation, but the statistical nature of panel data estimation addresses the collinearity problems (Ranjan & Agrawal, 2011). Therefore, the inclusion of these variables in the model would not increase the variance of the coefficient estimates because this will render the coefficient estimates unstable.

The two-step estimator is deployed in the estimation because the standard covariance matrix is robust to panel-specific autocorrelation and heteroskedasticity and is thus asymptotically efficient. Control of corruption and trade openness are treated as endogenous and all other independent variables as strictly exogenous. The endogeneity of these variables is controlled for by including their lagged forms as regressors by using internal instruments (lagged levels and lagged differences). It is also less probable that control of corruption and trade openness explain changes in the other independent variables strictly treated as exogenous. No external instruments are used. In this panel, there are 50 countries (N) that are analyzed over a period of 17 years (T), which means there are more countries (N) than years (T). It has been argued by many authors that dynamic panel models are especially designed for situations wherein T is smaller than N to control for dynamic panel bias (Baltagi, 2008; Baum, 2006; Bond, 2002; Roodman, 2006; 2007; Sarafidis, Yamagata, & Robertson, 2009).

3.4 Dynamic Panel Model

Nerlove (2002) argues that economic behavior is inherently dynamic, and thus, most econometrically interesting relationships are explicitly or implicitly dynamic. A simple dynamic model regresses \( y_{it} \) on polynomial in time. Adjustment might be partial: the current year’s outcome depends on the previous year’s outcome, i.e., includes lags of \( y \). Bond (2002) is of the view that when coefficients on the lagged dependent variables are not of direct interest, allowing for dynamics in the underlying process may be crucial for recovering consistent estimates for the other parameters. The inclusion of lags of dependent variables is a parsimonious way of accounting for the effects of explanatory variables in the past and can also help to remove serial correlation in the disturbance term (Beck & Katz, 1996). Dynamic panel models are useful when the dependent variable depends on its own past realizations. In addition, models including lagged dependent variables can also control, to a large extent, for many omitted variables.

Once a lagged dependent variable is included as part of the panel model specification, there is a violation of strict/strong exogeneity because the lagged dependent variable, which is one of the regressors, is correlated with past values of the error term. The correlation of the idiosyncratic error term \( \varepsilon \) with the lagged dependent variable \( y_{i,t-1} \) at time \( t + 2 \) is the source of the strict exogeneity. There is also a violation of the weaker condition of no contemporaneous correlation of the regressors with the composite error term \( (z_t = \eta_t + \varepsilon_t) \). When \( y_{it} \) is correlated with the fixed effects in the error term, it gives rise to “dynamic panel bias” (Nickell, 1981). The endogeneity problem renders the estimators inconsistent and inferences from the estimated model less accurate.
3.5 The GMM Estimator

The panel dynamic model takes the following form (equation (4)) where \( y \) exhibit state dependence:

\[
y_{it} = \alpha y_{i,t-1} + \beta x_{i,t} + \epsilon_{it}
\]

(4)

where \( \epsilon_{it} = \mu_{i} + \nu_{it} \), \( E(\epsilon|Z) = 0 \), \( \beta \) is a column vector of coefficients, \( y \) and \( \epsilon \) are random variables, \( x \) is a column vector of \( k \) regressors, \( z \) is a column vector of \( j \) instruments, and \( j > k \). \( X, Y, \) and \( Z \) represent matrices of \( N \) observations for \( x, y \) and \( z \), respectively. The empirical residuals are \( \hat{\epsilon} = Y - X \hat{\beta} \). According to Roodman (2009), the problem in estimating this model is that all the instruments are theoretically orthogonal to the error term, which means \( E(\hat{\epsilon}|X) = 0 \). Forcing the corresponding vector of empirical moments \( E_{n}(\hat{\epsilon}) = \left( \frac{1}{N} \right) Z \hat{\epsilon} \) to zero generates a system of more equations than variables if \( j > k \). This renders the specification over-identified.

The solution to this problem in econometrics is normally the use of instrumental variables (IV). Roodman (2009) suggest two ways to solve this endogeneity problem. One is the use of Difference Generalized Method of Moments (D-GMM) to transform the data to eliminate the fixed effects. The Difference GMM refers to the removal of the individual-specific and unobserved effect in a dynamic panel model by taken the first difference of the linear dynamic panel regression. The sequential exogeneity and the zero serial and cross-section correlation of the dependent variable. Difference GMM estimation procedure with \( j > k \) renders the specification over-identified. Under the null hypothesis that all instruments are uncorrelated with \( \epsilon \), the test has a large-sample \( \chi^2(r) \) distribution, where \( r \) is the number of over-identifying restrictions. The null in both of these tests is that all of the instruments are valid and the alternative is that some subsets are not valid.

3.6 Specification Testing in Dynamic Panel Models

Specification testing in dynamic panel models is conducted to address problems of over-identification restrictions and serial correlation. This is accomplished by using the standard Sargan and Hansen J test for over-identification restrictions and Arellano-Bond test for autocorrelation. Roodman (2009) explains that if the model is over-identified, a test statistic for the joint validity of the moment conditions falls out of the GMM framework. The vector of empirical moments \( \left( \frac{1}{N} \right) Z \hat{\epsilon} \) is randomly distributed over 0 under the null of joint validity. Under the null hypothesis that all instruments are uncorrelated with \( \epsilon \), the test has a large-sample \( \chi^2(r) \) distribution, where \( r \) is the number of over-identifying restrictions. The null in both of these tests is that all of the instruments are valid and the alternative is that some subsets are not valid. Roodman (2009) indicates that Sargan-Hansen statistics can also be used to test the validity of subsets of instruments via a “difference-in-Sargan/Hansen” test, which is also known as a C statistic. The Sargan-Hansen test reports two test statistics after estimation – with and without a subset of suspect instruments under the null of joint validity of the full instrument set. (S-GMM) is ascribed to Blundell and Bond (1998).
3.7 Testing for Residual Serial Correlation

The degree of serial correlation of the residual term in either Difference GMM or System GMM will determine the validity of any instruments used based upon the dependent variable. The set of valid instruments based upon the dependent variable changes once the residual term is serially correlated. The lags of the change in the dependent variable greater than or equal to 1 are valid instruments for the level equation with the System GMM framework and lags of the dependent variable greater than or equal to 2 are valid instruments for the differenced equation with the Difference GMM framework. The full disturbance term \( e_v = u_v + v_i \) contains fixed effects and is presumed autocorrelated, so the estimators are designed to remove this source of problem. If the \( e_{iv} \) are serially independent, then

\[
E(\Delta e_v \Delta e_{iv}) = E[(e_v - e_{iv})(e_{iv} - e_{iv} - 1)] = -E(e_{iv}^2) = -\sigma_v^2.
\]

Thus, first order serial correlation would be expected. It is, however, not expected that there be any second order serial correlation, (i.e., \( E(\Delta e_v \Delta e_{iv} - 1) = E[(e_v - e_{iv})(e_{iv} - 1) = 0 \). One should therefore test for second order serial correlation because its presence indicates a specification error. The idiosyncratic disturbance term \( v_i \) is related to \( \Delta v_{i+1} \) mathematically via the shared \( v_{i+1} \) term, so a negative first order serial correlation is expected in differences meaning that its evidence is of no importance. Therefore, to check for first order serial correlation in levels, it is important to check for second order correlation in differences as well, as this will detect correlation between the \( v_{i+1} \) in \( \Delta v_i \) and the \( v_{i+1} \) in \( \Delta v_{i+1} \). Therefore, serial correlation of order \( l \) in levels is checked by looking for correlation of order \( l + 1 \) in differences (Roodman, 2009). These tests lose power when the number of instruments \( i \) is large relative to the cross section sample size \( n \). The rule of thumb is to keep the number of instruments less than or equal to the number of groups so that when the ratio \( r \) of the sample size to the number of instruments is less than one, \( r = \frac{n}{i} < 1 \), the assumptions underlying the two procedures may be violated.

3.8 The Estimation of Tolerable Level of Corruption for Investment

Relationships between two economic variables are predicted to be non-monotonic in various economic theories. A popular empirical test of such theories, according to Plassmann and Khanna (2003), is to estimate an equation using a polynomial of the variable that is supposed to have the non-linear relationship. Once the estimated turning point of the equation is well within the range of the data, this is an indication that the true relationship is non-monotonic. To empirically estimate the Tolerable Level of Corruption for Investment, a power term of the control of corruption index is introduced into the dynamic model to estimate the level of corruption that attracts FDI inflows to Africa. With the addition of the quadratic term, one bend is modeled in the regression. The response variable in this study is foreign direct investment, net inflows (% of GDP) labeled as FDI PerGDP and the variables, Control of Corruption and Control of Corruption Sqr are the control of corruption index and its square, respectively. The TLCI is obtained by estimating the equation and taking the derivative of the estimated equation with respect to the control of corruption variable. Suppose the following is the estimated equation (5):

\[
\hat{y}_x = \hat{\beta}_1 + \hat{\beta}_2 x_1 + \hat{\beta}_3 x_1^2 + \ldots
\]

where \( \hat{\beta}_1 \) and \( \hat{\beta}_3 \) are estimators of the parameters \( \beta_1 \) and \( \beta_3 \), respectively. Taking the derivative w.r.t. \( x_1 \) yields equation (6):

\[
\frac{\delta\hat{y}_x}{\delta x_1} = \hat{\beta}_1 + 2\hat{\beta}_3 x_1 = 0
\]

Solving this equation gives the turning point of the relationship reflecting an inverse U-shape if \( \hat{\beta}_3 < 0 \) and vice versa. The coefficient \( \hat{\beta}_3 \) tells both the direction and steepness of the curvature (a positive value indicates the curvature is upwards while a negative value indicates the curvature is downwards). This means that the turning point is given by \( \varphi = -\frac{\hat{\beta}_3}{2\hat{\beta}_1} \), which is referred to as the threshold point or the Tolerable Level of Corruption for Investment.

3.9 Test of the U-Shaped Relationship

The control of corruption variable scale ranges from approximately -2.5 (weak) to 2.5 (strong), which means that the higher a country is on the scale, the better governance performance against corruption and, thus, the smaller the level of corruption. Therefore,
countries scoring low on the scale are relatively more corrupt and expected to attract less FDI, and countries scoring high on the scale are relatively less corrupt and thus expected to attract more FDI. Therefore, at low scores, corruption is expected to have negative impact on FDI inflow, and at high scores, corruption is expected to have a positive impact on FDI inflow. This accounts for the U-shaped relationship.

Most works on turning points use the criteria that if both $\hat{\beta}_1$ and $\hat{\beta}_2$ are significant and if the implied extreme point is within the data range, then they have found a U-shaped relationship. Lind and Mehlum (2007) hold these criteria as sensible but postulate that they are neither sufficient nor necessary and argue that these criteria are too weak. According to Lind and Mehlum (2007), to properly test for the presence of a U-shaped relationship on some interval of values, we need to test whether the relationship is decreasing at low values within this interval and increasing at high values within the interval. Assuming that $e_i \sim \text{NID}(0, \sigma^2)$, a test based on likelihood ratio principle (Sasabuchi, 1980) takes the form:

For $\min(x)$

$$H_0 : \beta_2 + \beta_1 f(x_i) \geq 0$$

$$H_1 : \beta_2 + \beta_1 f(x_i) < 0$$

For $\max(x)$

$$H_0 : \beta_2 + \beta_1 f(x_i) \leq 0$$

$$H_1 : \beta_2 + \beta_1 f(x_i) > 0$$

Rejection of the null hypotheses in both cases is a confirmation of a U-shaped relationship. This test gives the exact necessary and sufficient conditions for the test of a U shape. An equivalent test, according to Lind and Mehlum (2007), involves constructing a confidence interval for the minimum point and determining whether the confidence interval is contained within the interval $[x_l, x_u]$. Both tests will be used in this study to confirm a U-shaped relationship and hence the threshold point or the Tolerable Level of Corruption for Investment.

4.0 Results

4.1 Descriptive statistics

The descriptive statistics of the variables deployed in the study are presented in Table 2. All the variables have values ranging from 727 to 877, as the highest observations. The period under study is from 1996 to 2012. Variables obtained from Worldwide Governance Indicators (control of corruption and political stability) have data missing for three years (1997, 1999, & 2001), and this accounts for those variables having the lowest number of observations. Telephone lines have highest number of observations, which gives an indication of the level of infrastructure development in Africa. The mean GDP per capita is 1688.28, and the standard deviation is 2591.61, which shows that the observations are widely dispersed. Also worthy of mention are the mean exchange rate (714.10) and standard deviation of 1857.42, which shows high fluctuation of exchange rate within the period of observation. The mean of inflation rate is 20.10, and the standard deviation of 158.95 also indicates high fluctuation of inflation rate within the period of observation. The variables with the lowest dispersion include FDI inflow, control of corruption, trade openness, natural resource, GDP growth and telephone lines.

4.2 Empirical Results of the Dynamic Panel Model

The results of the dynamic panel model estimated including endogenous and exogenous variables in addition to the lagged dependent variable are presented in Table 3. The FDI net inflow per GDP is used as the dependent variable in the estimation of the FDI model. The control of corruption variable and its squared values as well as other control variables are used as independent variables. The control of corruption variable and its squared values as well as other control variables are used as independent variables. The two-step estimator is deployed in the estimation, with control of corruption and trade openness variables treated as endogenous and all other independent variables treated strictly as exogenous. No external instruments are used.

4.3 Model Specification Diagnostics Test

The validity of the estimated results in System GMM depends on the statistical diagnostics tests. The results indicate that the specification pass the Hansen J-statistic test for Over-Identifying Restrictions...
(OIR), confirming that the instrument can be considered valid. If the model is well specified, it is expected that the null hypothesis of no autocorrelation of the second order AR(2) is not rejected, and therefore, the Arellano-Bond test for serial correlation supports the validity of the model specification (Basu, 2008). As the number of instruments (47) is less than the number of groups (50), the assumptions underlying the two procedures are not violated. The 47 instruments came from the restriction to use two lags for levels and two for differences in the data (i.e., the restriction is set to (2 2) in \textit{xtabond2}).

The two-step estimates that report the Hansen J-statistic test yield theoretically robust results (Roodman, 2006). The Hansen J-statistic tests the null hypothesis of correct model specification and valid over-identifying restrictions, i.e., the validity of instruments. The rejection of the null hypothesis means that either or both assumptions are violated. Baum (2006) argues that the Hansen J-test is the most commonly used diagnostic in GMM estimation for assessment of the suitability of the model. The Hansen J-test of over-identifying restrictions does not reject the null at any conventional level of significance (p = 0.188), giving an indication that the model has valid instrumentation. The difference-in-Sargan/Hansen test, also known as the C-test (Baum 2006; Roodman, 2006), is used to test the validity of subsets of instruments (i.e., levels, differenced, and standard IV instruments). It estimates the System GMM with and without a subset of suspect instruments enabling investigation of the validity (i.e., exogeneity) of any subset of instruments as well as their contribution to “the increase in J-test” (Roodman, 2007). The null hypothesis of the model diagnosis test, which states that the specified variables are proper instruments, i.e., the set of examined instruments is exogenous with p-value 0.471 for GMM differenced instruments and 0.137 for system instruments cannot be rejected. This shows that the exogeneity of any GMM instruments used, i.e., levels and differenced instruments, are valid instruments. Similarly, the null hypothesis of the model diagnosis test states that the specified variables are proper standard “IV” instrument subsets cannot be rejected.

Efendic et al. (2009) posits that the check for the “steady state” assumption suggested by (Roodman,
2006) can also be used to investigate the validity of instruments in System GMM. This assumption requires a kind of steady state in the sense that deviations from long-term values are not systematically related to the fixed effects. The estimated coefficient on the lagged dependent variable in the model should indicate convergence by having a value less than (absolute) unity otherwise System GMM is invalid (Roodman, 2006). The results show that the estimated coefficient on the lagged dependent variable (FDI_PerGDP_1) is 0.468, which means that the steady-state assumption holds. The Wild Chi-square test of joint significance reports that the null hypothesis that independent variables are jointly equal to zero (p=0.000) at any conventional level of significance may be rejected. Based on the various statistical tests that have been conducted, there is enough evidence to conclude that the examined statistical tests satisfy the key assumptions of System GMM estimation and that this model is an appropriate statistical generating mechanism.

4.4 Interpretation and discussion of results
The results of the estimated System GMM are presented in Table 3. Depending on the sign (+/-) of the estimates, a one-unit increase of the independent variable will lead to either an increase or decrease of the dependent variable with a magnitude determined by the corresponding coefficients. All variables with positive estimates have positive impact on the dependent variable, and those with negative estimates have negative impact on the dependent variable. The results show that control of corruption is negative and highly significant while the square of control of corruption is positive and highly significant. The control of corruption scale ranges from approximately -2.5 (weak) to 2.5 (strong) which mean that the higher the score of the country, the less corrupt it is. Thus, at low scores, corruption has a negative impact on FDI inflows, and at high scores, corruption has a positive impact on FDI inflows. This gives an indication that below certain level of corruption, a country is able to attract foreign direct investment, and beyond that level, potential investors are no longer motivated to invest in that country. Potential foreign investors in Africa are very sensitive to the perception of corruption in the host country. This confirms the evidence from earlier studies that corruption deters foreign direct investments (Aizenman & Spiegel, 2002; Barassi & Zhou, 2012; Cuervo-Cazurra, 2006, 2008; Habib & Zurawicki, 2002; Hakkala et al., 2008; Javorcik & Wei, 2009; Voyer & Beamish, 2004; Wei, 2000a).

With exception of inflation, as expected, and GDP per capita, all the other control variables are positive. In addition, with the exception of natural resource, telephone lines and political stability, all the other control variables are significant. The results by Jadhav (2012) on FDI show that traditional economic determinants are more important than institutional and political determinants of FDI. Most of the FDI in the BRICS economies are motivated by a market-seeking purpose. The findings also shows that trade openness is a positive and significant determinant of FDI inflow. The results show that a 1-unit increase in the percentage of trade openness to the GDP of a country leads to 4.13% increase in the percentage of FDI inflow to GDP of that country supporting the assertion that trade liberalization leads to increased FDI inflow (Anyanwu, 2012; Asiedu, 2002; Ranjan & Agrawal, 2011; Sahoo, 2006). The results also show that a 1-unit increase in inflation leads to -1.59% decrease in the percentage of FDI inflow to GDP. The higher the volatility of the inflation rate, the more unstable is the macroeconomic environment of the host country and lower is the FDI inflow to that country. This results is consistent with Ranjan and Agrawal (2011) who found inflation to have a negative relation with FDI inflow though its magnitude is very less. Similarly, a 1-unit increase in previous year’s GDP growth rate leads to 1.54% increase in the percentage of FDI inflow to GDP. This shows that because GDP growth rate represent a country’s economic track record it is an indicator of profitable investment opportunities to the outside world. This finding is consistent with earlier assertion that market size is a positive and significant determinant of FDI flows (Garibaldi et al., 2002; Nunes et al., 2006; Sahoo, 2006). Contrary to expectations, GDP per capita have a negative and significant association with FDI inflows, but this finding is consistent with earlier findings (Dauti, 2008). The results show that a 1-unit increase in GDP per capita leads to 0.04% decrease in the percentage of FDI inflow to GDP. These results suggest that foreign investors may prefer growing economies to large economies, so they are attracted to African countries whose economies grow. As GDP per capita
### Table 3. Results of the Dynamic System GMM Estimation

| VARIABLES                                      | FDI PerGDP |
|------------------------------------------------|------------|
| Control of Corruption                          | -0.533***  |
|                                                 | (0.142)    |
| Control of Corruption Sqr                       | 0.00590*** |
|                                                 | (0.00146)  |
| Trade PerGDP                                    | 0.0413***  |
|                                                 | (0.00708)  |
| Natural resource                                | 0.0154     |
|                                                 | (0.0141)   |
| Inflation Consum Prices                         | -0.0159*** |
|                                                 | (0.00323)  |
| Exchange Rate PerUS                             | 0.000689***|
|                                                 | (4.19e-05) |
| FDI PerGDP (lagged one year)                    | 0.468***   |
|                                                 | (0.0133)   |
| GDP Growth PerAnnual (lagged one year)         | 0.0154**   |
|                                                 | (0.00757)  |
| Telephone lines per100people                    | 0.0262     |
|                                                 | (0.0538)   |
| GDP Per Capita                                  | -0.000370***|
|                                                 | (8.92e-05) |
| Political stability                             | 0.00470    |
|                                                 | (0.0159)   |
| 2007 (dummy)                                    | 1.225***   |
|                                                 | (0.167)    |
| 2008 (dummy)                                    | 0.904***   |
|                                                 | (0.205)    |
| 2009 (dummy)                                    | -0.793***  |
|                                                 | (0.158)    |
| 2010 (dummy)                                    | 0.911***   |
|                                                 | (0.189)    |
| Constant                                       | 9.905***   |
|                                                 | (3.058)    |
can also be thought of as a proxy for labor costs, this means foreign investors desire countries with relatively cheap labor costs. Alsan, Bloom and Canning (2006) posits that GDP per capita may reflect both market size and cost effects. The exchange rate is found, as expected, to have positive impact on FDI inflows. The results show that a 1-unit increase in exchange rate leads to 0.07% increase in the percentage of FDI inflow to GDP in the host country. High exchange rate value relative to the US dollar in the host country accrue to the advantage of the foreign investor because this implies a depreciated currency leads to reduced cost of investment in the host country. It is worth mentioning that natural resources, telephone lines (infrastructural development) and political stability, although not significant, have the expected sign.

The global economy experienced a severe recession inflicted by a massive financial crisis and acute loss of confidence in 2009. Economies around the world have been seriously affected by the financial crisis and slump in activity. FDI inflows to Africa have suffered recently in the wake of the global economic crisis. To determine whether FDI inflow to Africa was affected by time-related shocks, time dummies were included. The inclusion of time dummies in the specification is likely to improve the statistical diagnostics as a result of potential heterogeneous cross-section dependence and also to remove universal time-related shocks from the error term (Efendic et al., 2009; Sarafidis et al., 2009). The time dummy variables used to capture universal time-related shocks before and after the global economy recession are mainly significant. The dummy for 2009 is negative and highly statistically significant, and this finding suggests that FDI inflow to Africa suffered a time-related shock in 2009 due to the severe global economic recession.

4.5 The estimated Tolerable Level of Corruption for Investment

The results in Table 4 show that at certain level of corruption of the host country, investors are motivated to invest in that country, but below that level, investors decline to invest in that country. Estimating the level of corruption that is likely to attract potential investor to Africa is very important not only to African leaders but to all (new and old) potential investors in Africa. This level of corruption is the TLCI of a country, which will determine whether FDI is likely to flow to a country. The coefficient $\hat{\beta}_2$ of the control of corruption variable tells both the direction and steepness of the curvature. As $\hat{\beta}_2$ is a positive value, it indicates that the curvature is upwards but less steep. The turning point is 44.51, and it is highly statistically significant with 95% confidence interval between 37.20 at the minimum and 51.81 at the maximum, as shown in Table 4.

Before the turning point can be used for any analysis, it is prudent to test for its precision and ensure its robustness. The usual criteria used by most researchers is that if both $\hat{\beta}_1$ and $\hat{\beta}_2$ are significant and if the

| VARIABLES                      | FDI_PerGDP |
|--------------------------------|------------|
| OIR test (p-value)             | 0.188      |
| Arellano-Bond test for AR(1)   | 0.059      |
| Arellano-Bond test for AR(2)   | 0.331      |
| Number of instruments          | 47         |
| Observations                   | 537        |
| Number of groups               | 50         |

Note: Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1
implied extreme point is within the data range, then they have found a U-shaped relationship. This test is satisfied in this study because the results in Table 3 show both the control of corruption and the square of control of corruption are significant. However, these criteria, though sensible, are neither sufficient nor necessary and are too weak, as argued by Lind and Mehlum (2007).

Lind and Mehlum (2007) posit that to properly test for the presence of a U-shaped relationship, on some interval of values, we need to joint test whether the relationship is decreasing at low values within this interval and increasing at high values within the interval. The results of the combined test (Table 5) with null hypothesis $H_0: \beta_1 + \beta_2 f(x_i) \geq 0$ and/or $H_0: \beta_1 + \beta_2 f(x_i) \leq 0$ rejects the null hypothesis and confirms a U-shaped relationship on the observed data range. This test gives the exact necessary and sufficient conditions for the test of a U shape. The confidence interval (37.20225 ≤ $\phi$ ≤ 51.80888) for the turning point is contained within the observed data range, which further confirms this U-shaped relationship.

Once the exact necessary and sufficient conditions for the test of a U-shaped relationship are satisfied, it can be safely stated that the estimated TLCI for Africa is 44.51. This figure translates to -0.27 on the original control of corruption scale, which ranges from approximately -2.5 (weak) to 2.5 (strong). This means that all African countries falling below the TLCI (the figure -0.27) are less likely to attract FDI inflow. All the countries falling below the TLCI are above the threshold of corruption, and those falling above the TLCI are conversely below the threshold of corruption. This result shows that corruption has a negative effect on FDI when corruption is below the TLCI and a positive effect when above. This finding seems to support the finding by Cuervo-Cazurra (2008) that pervasive corruption has a larger negative influence on FDI in transition economies, while arbitrary corruption has a lower negative influence on FDI. Specifically, the findings in this study are consistent with research by Cole, Elliott and Zhang (2009) on the determinants of province-level FDI in China, which found that foreign capital prefers to locate in regions in which the government has made more effort to fight corruption and the local government is considered to be more efficient. Barassi and Zhou (2012) used non-parametric methods to show that

### Table 4. The Turning Point Estimate

| FDI_PerGDP  | Coef.     | Std. Err. | z       | P>|z|   | [95% Conf. Interval] |
|-------------|-----------|-----------|---------|--------|---------------------|
| Turning point | 44.50556 | 3.726251 | 11.94   | 0.000  | 37.20225             | 51.80888 |

### Table 5. Joint Hypothesis Test Results

| FDI_PerGDP | Coefficient |
|------------|-------------|
| $H_0: \beta_1 + \beta_2 f(x_i) \geq 0$ | -0.42765*** (0.1184) |
| $H_0: \beta_1 + \beta_2 f(x_i) \leq 0$ | 0.365239*** (0.0940) |

Note: Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1
the impact of corruption on FDI stock is not homogeneous. The results of this study complement the findings of Barassi and Zhou (2012), which show that for the top percentile of FDI stock distributions, the impact of corruption on FDI may not be negative after controlling for other relevant factors, such as MNEs’ location choice, market size, and factor costs between 1996 and 2003.

In 2009 and 2010, twelve countries exhibited corruption levels above the TLCI, but this number was reduced to 10 in 2010 and 2012 (Table 6). Madagascar fell out in 2010, 2011 and 2012, while Morocco appeared only in 2010. These countries are within the Southern, Western, Eastern and Northern African regions. Conspicuously missing is the Central or Middle Africa region. This finding therefore serves as a wakeup call to all countries below the TLCI to intensify their efforts to reduce the level of corruption in their respective countries to at least the TLCI. The confidence interval \((37.20225 \leq \phi \leq 51.80888)\) for the TLCI translates to \((-0.64 \leq \phi \leq 0.09)\) on the original control of corruption scale. Therefore, countries that fall within this range can be referred to as transition countries.

5.0 Conclusion

Many empirical studies have examined the influence of corruption on economic growth at the country level, but only a few have looked at the effects of the level of corruption on FDI inflows. The quality of institutions or level of corruption in the domestic country has the potential to attract foreign direct investment depending on whether the foreign firm can exploit its location advantage (Abotsi, 2015) within the existing institutions. As corruption cannot be completely eradicated, reducing it to a threshold that can be accommodated by investors must be the goal that African leaders endeavor to achieve. This threshold is referred to as the Tolerable Level of Corruption for Investment in this study. Using a dynamic panel data estimation technique while controlling for other variables, the estimated tolerable level of corruption in Africa is -0.27 on the control of corruption scale, which ranges from approximately -2.5 (weak) to 2.5 (strong). Since 2009, only 12 African countries had control of corruption scores equal to or above the TLCI. This means that the level of corruption in majority of African countries goes beyond merely receiving bribes to malfunctioning...
ing of government institutions. Therefore, all African leaders and stakeholders, especially in countries that fall below the TLCI, should intensify their efforts in the fight against corruption to reduce the level of corruption in their respective countries to at least the TLCI to attract FDI to enhance their development. This TLCI will also guide potential investors in selecting which African countries to invest in.

This study’s limitations result from the nature and availability of the data deployed in the study. The frequency of the data is annual, and it spans from 1996 to 2012 for 50 countries in Africa with data missing for three years (1997, 1999, & 2001). More robust results would have been obtained if these data were available and included in the analysis. Another limitation to this study is the assumption that foreign investors choose a country based solely on the level of corruption of the host country because there are other country business risks and individual-specific shocks that investors take into consideration before an investment decision is made. It is recommended that in measuring corruption, researchers should endeavor to disaggregate corruption into its various components, such as bribes, kickbacks, and malfunctioning state institutions, because this will not only help stakeholders make informed decision in anticorruption policy formulation but also help them to know where to direct these policies.
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