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ABSTRACT

Geometric deep learning, i.e., designing neural networks to handle the ubiquitous geometric data such as point clouds and graphs, have achieved great successes in the last decade. One critical inductive bias is that the model can maintain invariance towards various transformations such as translation, rotation, and scaling. The existing graph neural network (GNN) approaches can only maintain permutation-invariance, failing to guarantee invariance with respect to other transformations. Besides GNNs, other works design sophisticated transformation-invariant layers, which are computationally expensive and difficult to be extended. To solve this problem, we revisit why the existing neural networks cannot maintain transformation invariance when handling geometric data. Our findings show that transformation-invariant and distance-preserving initial representations are sufficient to achieve transformation invariance rather than needing sophisticated neural layer designs. Motivated by these findings, we propose Transformation Invariant Neural Networks (TinvNN), a straightforward and general framework for geometric data. Specifically, we realize transformation-invariant and distance-preserving initial point representations by modifying multi-dimensional scaling before feeding the representations into neural networks. We prove that TinvNN can strictly guarantee transformation invariance, being general and flexible enough to be combined with the existing neural networks. Extensive experimental results on point cloud analysis and combinatorial optimization demonstrate the effectiveness and general applicability of our proposed method. Based on the experimental results, we advocate that TinvNN should be considered a new starting point and an essential baseline for further studies of transformation-invariant geometric deep learning.
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1 INTRODUCTION

Deep neural networks [27] have achieved enormous successes in many fields such as computer vision [26], natural language processing [13], and game playing [34]. On the other hand, geometric data, such as graphs or point clouds, is ubiquitous in practice, ranging from molecules in proteins to 3D objects. Compared with grid-structured data such as acoustics, images, or videos, geometric data poses more challenges for designing suitable neural networks due to the irregular structure [5].

To handle geometric data effectively, one critical inductive bias is to design invariant and equivariant models with respect to various transformations such as permutation, translation, rotation, reflection, and scaling. Take 3D object recognition in point cloud analysis as an example. The shape of an object is invariant to isometric transformations such as translation, rotation, and reflection. For the classic NP-hard travelling salesman problem (TSP), the solution of a TSP is invariant to isometric and the scaling transformations of the coordinates. Maintaining invariance and equivariance with respect to these transformations can enhance the generalization ability, robustness, and interpretability of neural networks in handling geometric data [5, 9]. However, designing transformation invariant neural networks for geometric data poses great challenges. For instance, though convolutional neural networks (CNNs) are known to enjoy and benefit from translation equivariance in handling images and videos [41], it is non-trivial to extend such merit to geometric data since there is no grid structure.

As an emerging type of neural networks to process geometric data, graph neural networks (GNNs) have been shown effective in a wide range of geometric applications such as protein interaction prediction [64], point cloud analysis [54], combinatorial optimization [3], etc. Maintaining permutation-equivariance is a crucial reason behind the success of GNNs, i.e., if we randomly permute the IDs of nodes, the representations produced by GNNs are permuted accordingly. By adopting the message-passing framework [16], most GNNs can easily satisfy permutation-equivariance [21, 32]. However, most GNNs largely ignore other transformations mentioned above, e.g., rotation and scaling. Ideally, GNNs should be able to produce equivariant or invariant representations when geometric data is transformed. But the existing GNNs consider transformed data as independent samples, failing to produce desired representations.

Other attempts to alleviate the problems caused by transformations include data augmentation and manually extracting transformation invariant features such as the distance and angle between
geometric objects [8, 24]. Due to the massive number of possible transformations, data augmentation cannot guarantee effectiveness and works poorly in practice. Meanwhile, manually designed features can only preserve a limited amount of information. Some works have designed specific neural network layers targeting certain transformations such as rotations [15, 50]. Though having made some progresses, these methods usually resort to complicated group theories and geometric analysis, suffering from being computationally expensive and difficult to be extended [15]. For example, when incorporating the attention mechanism [52] into an existing rotation-equivariant network named tensor field network [50], great efforts are needed to redesign all operators [15].

To address this problem, we first revisit why the existing neural networks cannot maintain transformation invariance when handling geometric data. We find that transformation-invariant and distance-preserving initial point representations are sufficient to achieve transformation invariance rather than needing to design sophisticated neural network layers as proposed in the existing methods. Motivated by these findings, we propose Transformation Invariant Neural Network (TinvNN), a straightforward and general framework for geometric data. Specifically, we realize transformation invariant and distance-preserving initial point representations by modifying multi-dimensional scaling (MDS), a classical dimensionality reduction technique. We then feed the initial representation into neural networks. We prove that such a simple mechanism can strictly guarantee transformation invariance. Besides, since TinvNN is a general framework compatible with the existing neural networks, it is flexible to combine with various architectures such as different GNN variants and other networks for geometric data.

We conduct extensive experiments on tasks including point cloud analysis and combinatorial optimization. The results show that TinvNN is indeed strictly invariant to various transformations such as translation, rotation, reflection, and scaling. In the rotation transformation setting of point cloud analysis, TinvNN combined with DGCNN [54], a well-known non-rotation-invariant GNN model, outperforms or matches the performance of various state-of-the-art models specifically designed to be rotation-invariant. Our proposed model also significantly outperforms the state-of-the-art learning-based model for combinatorial problems when transformations are involved. Besides, thanks to the simple and general mechanism of TinvNN, it is easily compatible with multiple architectures. Based on the experimental results, we advocate that TinvNN should be considered a new starting point and an essential baseline for further studies of transformation-invariance on geometric data. Our contributions are summarized as follows:

- We revisit transformation invariance of geometric data and show that transformation-invariant and distance-preserving initial point representation is sufficient to solve the problem.
- Motivated by the findings, we propose Transformation Invariant Neural Network, a straightforward and general framework that is proved to be strictly transformation-invariant as well as general and flexible to combine with various neural networks.
- Extensive experimental results on tasks including point cloud analysis and combinatorial optimization demonstrate the efficacy and general applicability of our model.

The rest of the paper is organized as follows. In Section 2, we review related work. The problem formulation is introduced in Section 3. We revisit the transformation invariance problem and propose the TinvNN model in Section 4. We report experimental results in Section 5, and conclude our paper in Section 6.

## 2 RELATED WORK

In this section, we first review GNNs and their permutation equivariance and invariance properties. Then, we review other invariance for geometric data.

### 2.1 Graph Neural Networks and Permutation Equivariance/Invariance

GNNs are one emerging type of neural networks to process geometric data. Early GNNs such as recursive architectures [17, 44] and contextual realizations [33] predate the rise of deep neural networks. Nevertheless, it is not until the deep learning era that GNNs gain popularity. Recent advances in GNNs can be broadly categorized into spectral approaches [6, 12, 57] and spatial approaches [14, 30, 37]. For spectral approaches, graph signal processing techniques [38, 46] are adopted to process graph data in the spectral domain. For spatial approaches, the neural networks directly work on the connectivity patterns of graphs. Due to the efficiency and effectiveness, The message-passing framework [16] is a de facto standard in recent GNN designs, including GCN [23], GraphSAGE [18], GAT [53], JK-Nets [59], GIN [58], and Graph Nets [2] as particular instantiations.

One fundamental property of the message-passing GNNs is permutation-equivariance, i.e., the node representations are not dependent on node IDs. For example, many studies [29, 31, 35] analyze the connection between GNNs and the Weisfeiler-Lehman (WL) algorithm [45] of graph isomorphism tests. Since the WL algorithm is strictly permutation-equivariant, GNNs also need to be strictly permutation-equivariant to mimic WL algorithms. By applying permutation-invariant-pooling layers [36, 60, 62] on permutation-equivariant node representations, permutation-invariant graph representations can be obtained [21, 32]. Permutation is orthogonal to the similarity transformations studied in this paper. By adopting permutation-equivariant GNNs as backbones, our model can also satisfy permutation equivariance and invariance.

### 2.2 Other Invariance for Geometric Data

Rotation-invariant and equivariant neural networks for geometric data have been studied previously [9, 10, 55], particularly in point clouds [8, 22, 50, 63]. Most of these methods do not consider other transformations such as scaling, translation, or reflection. Besides, these methods design sophisticated neural network layers inspired by group theories and geometric analysis to guarantee rotation-invariance and equivariance. Thus, they are computationally expensive and difficult to be extended. In comparison, our proposed method is simple and straightforward. We also empirically compare our method with these methods in Section 5.1.

A scale-invariant GNN is proposed in [48] to handle different scales of node features. However, it cannot handle other transformations such as translation and rotation. Very recently, IsoGCN [20] is proposed to handle isometric transformations and EGNN [43]
Transformation invariance in Definition 3.1 is compositional, i.e., if a model is invariant with respect to both \( T_1(\cdot) \) and \( T_2(\cdot) \), the model is also invariant with respect to \( T_2(T_1(\cdot)) \). Thus, we can study invariance for basic transformations, and the results hold for a combination of these transformations. In this paper, we mainly consider similarity transformations.

**Definition 3.2 (Similarity Transformation).** A similarity transformation is an arbitrary combination of the following transformations: (1) (Uniform) Scaling: the coordinate matrix is scaled by a constant, i.e., \( T(F) = cF \), where \( c \neq 0 \) is a constant. (2) Isometric transformation: any transformation that is isometric with respect to the metric \( D(\cdot, \cdot) \), i.e.,

\[
\{ T(\cdot) : D(F_i, F_j) = D(T(F)_i, T(F)_j), \forall F_i, F_j \}. \tag{3}
\]

For the Euclidean distance, isometric transformations include rotation, translation, and reflection.

Without proper designs, most message-passing GNNs and other neural networks for point clouds cannot guarantee transformation invariance for geometric data.

### 4 METHODOLOGY

In this section, we first revisit transformation invariance, and then introduce our proposed method and provide some discussions.

#### 4.1 Revisiting Transformation Invariance

To investigate why typical neural network are not transformation invariant, we revisit transformation invariance of geometric data. We use GNNs as examples, but the analyses generalize to other neural networks following Eq. (1). We denote AGG\(^{(l)}(\cdot)\) as an order-invariant aggregation function and COMBINE\(^{(l)}(\cdot)\) as a combining function. The message-passing framework of GNNs [16] is formulated as:

\[
m_i^{(l)} = \text{AGG}^{(l)} \left( \left\{ h_j^{(l)} \mid j \in N(i) \right\} \right),
\]

\[
h_i^{(l+1)} = \sigma \left( \text{COMBINE}^{(l)} \left( m_i^{(l)}, h_i^{(l)} \right) \right),
\]

where \( h_i^{(l)} \) denotes the representation of point \( v_i \) at the \( l \)-th layer, \( m_i^{(l)} \) is the message vector for point \( v_i \), and \( \sigma(\cdot) \) is an activation function. We denote \( h^{(0)} = [H_1^{(0)}, \ldots, H_N^{(0)}] \) as the representation of all the points. The initial representation is

\[
h^{(0)} = \mathcal{P}(F),
\]

where \( \mathcal{P}(\cdot) \) is the mapping function. The final representation is \( H = h^{(L)} \), where \( L \) is the number of layers. We easily have the following remark.

**Remark 1.** A GNN following Eq. (4) is transformation-invariant if \( \mathcal{P}(\cdot) \) is transformation-invariant.

The remark can be proven by mathematical induction, i.e., if \( H^{(l)} \) is transformation-invariant, \( H^{(l+1)} \) is also transformation-invariant. Remark 1 shows that to empower GNNs to be transformation invariant, we simply need to ensure that the initial mapping function is transformation-invariant. However, the existing GNNs directly adopt the coordinates as the initial representations, i.e., \( \mathcal{P}(F) = F = H^{(0)} \), and thus cannot satisfy Remark 1. It is natural
to ask: can we have a principled method to obtain transformation-invariant initial representation from the coordinates? If so, we can realize transformation invariant neural networks without modifying the message-passing mechanism.

Manually designing heuristics is obviously one choice. For example, we can calculate the distances and angles of points with their nearest neighbors, i.e., the kNN method. However, vital information may be lost in the heuristics, leading to sub-optimal results. Ideally, we expect the mapping function $\mathcal{P}(\cdot)$ to be “information lossless” so that $H(0)$ contains the same amount of information as $F$.

For transformation-invariant geometric problems, useful information is encoded in the relative distance between points instead of the coordinates per se. Thus, if $H(0)$ can be distance-preserving, it is safe to say it is information lossless. Formally, we formulate the distance-preserving requirement as

$$\mathcal{D}(H_i(0), H_j(0)) = \mathcal{D}(F_i, F_j), \forall i, j.$$  

(6)

Besides, the transformation-invariant requirement is formulated as

$$\mathcal{P}(F) = \mathcal{P}(\mathcal{T}(F)), \forall F,$$  

(7)

where $\mathcal{T}(\cdot)$ is any transformation in Definition 3.2.

However, there exists a conflict between Eq. (6) and Eq. (7) for the scaling transformation. Specifically, when $\mathcal{T}(F) = cF$, the distance between points scales accordingly, i.e., $\mathcal{D}(cF_i, cF_j) = c\mathcal{D}(F_i, F_j)$, since the Euclidean distance has homogeneity of degree 1. However, Eq. (7) requires the new features to be invariant, i.e., $H(0) = \mathcal{P}(cF) = \mathcal{P}(F), \forall F$, and thus $\mathcal{D}(H_i(0), H_j(0))$ is also invariant. Therefore, Eq. (6) cannot hold when $c \neq 1$.

To solve that conflict, we relax Eq. (6) by adding an additional scaling term, i.e., assuming there exists a constant $c'$ so that

$$\mathcal{D}(H_i(0), H_j(0)) = c'\mathcal{D}(F_i, F_j), \forall i, j.$$  

(8)

In other words, the distance-preserving requirement is relaxed to not care for the absolute scale of the distance, but only preserve the relative ratios between different distances.

In summary, we require $\mathcal{P}(\cdot)$ to simultaneously satisfy Eqs. (7) (8). Then, using Remark 1, we can adopt the initial point representation obtained by $\mathcal{P}(\cdot)$ to realize transformation-invariant neural networks. Notice that the solution to these two constraints is not unique. Therefore, we also require $\mathcal{P}(\cdot)$ to work in a deterministic way to ensure invariance. Next, we introduce our proposed framework to instantiate $\mathcal{P}(\cdot)$ that satisfies these requirements.

### 4.2 The TinvNN Framework

In this section, we present our proposed framework based on the findings in Section 4.1. Specifically, we find that we can easily achieve this goal by slightly modifying multi-dimensional scaling (MDS), a classical dimensionality reduction technique [11]. The core idea of MDS is to obtain distance-preserving features by an eigen-decomposition problem. Specifically, we denote the distance matrix as $D_{i,j} = \mathcal{D}(F_i, F_j)$ and further construct a similarity matrix $S \in \mathbb{R}^{N \times N}$ as follows:

$$S_{i,j} = -\frac{1}{2} D_{i,j} = -\frac{1}{2} \left( \mathcal{D}(F_i, F_j) \right)^2.$$  

(9)

Then, we center the similarity matrix by

$$\hat{S}_{i,j} = S_{i,j} - \bar{S}_i - \bar{S}_j + \bar{S}.$$  

(10)

where

$$\bar{S}_i = \frac{1}{N} \sum_{k=1}^{N} S_{i,k}, \bar{S}_j = \frac{1}{N} \sum_{l=1}^{N} S_{l,j},$$

$$\bar{S} = \frac{1}{N^2} \sum_{k=1}^{N} \sum_{l=1}^{N} S_{k,l},$$

(11)

i.e., the average of the $i$th row, the average of the $j$th column, and the average of the matrix, respectively. We can combine Eqs. (9) (10) in an equivalent matrix form:

$$\hat{S} = -\frac{1}{2} \left( I_N - \frac{1}{N} 1_N 1_N^T \right) \left( D \circ D \right) \left( I_N - \frac{1}{N} 1_N 1_N^T \right).$$

(12)

where $I_N$ is a $N \times N$ identity matrix, and $1_N$ is a $N \times N$ matrix of ones, and $\circ$ is the Hadamard product.

$\hat{S}$ is a $N \times N$ matrix containing the information of distances. To reduce the dimensionality, we calculate the eigen-decomposition of $\hat{S}$. We denote the eigenvalues of $\hat{S}$ sorted in descending order as a diagonal matrix $\Lambda$, i.e., $\Lambda_{1,1} \geq \Lambda_{2,2} \geq \ldots \geq \Lambda_{N,N}$ are eigenvalues, and $X$ is a matrix of eigenvectors with $X_{i,j}$ being the eigenvector associated with $\Lambda_{i,j}$. The point representation is:

$$\tilde{H}^{(9)} = X \sqrt{\Lambda}.$$  

(13)

From the properties of MDS, Eq. (14) exactly produces our desired $H^{(0)} = \mathcal{P}(F)$. We formalize the results as follows.

**Theorem 4.1.** If $\mathcal{D}(\cdot, \cdot)$ is the Euclidean distance, the point representation obtained in Eq. (14) satisfies Eq. (8), i.e. there exists a constant $c'$ so that

$$\mathcal{D}(H_i^{(0)}, H_j^{(0)}) = c'\mathcal{D}(F_i, F_j), \forall i, j.$$  

(15)

**Theorem 4.2.** The representation obtained in Eq. (14) satisfies Eq. (7), i.e., give the coordinate matrix $F$ and any $\mathcal{T}(\cdot)$ in Definition 3.2, the point representation $H^{(0)}$ is invariant.

The proofs are provided in Section A in the appendix. We show our overall framework in Algorithm 1. We name our proposed method TinvNN to highlight that it is Transformation invariant. Since our method is a general framework with alterable neural network components, it is extremely simple to combine with the existing GNN models (see line 6 of Algorithm 1). In fact, we can use any neural network in Eq. (1) as the backbone of TinvNN, including non-graph-based neural networks for geometric data.

---

**Algorithm 1** TinvNN: Transformation-Invariant Neural Network

**Require:** The coordinate matrix $F$, the distance metric $\mathcal{D}(\cdot, \cdot)$, the adjacency matrix $A$

1. Calculate $D_{i,j} = \mathcal{D}(F_i, F_j), \forall i, j$
2. Calculate $\hat{S}$ using Eq. (12)
3. Calculate the eigenvalues $\Lambda$ and eigenvectors $X$ of $\hat{S}$
4. Calculate $H^{(0)}$ using Eq. (14)
5. Input $H^{(0)}$ into neural networks, e.g., GNN message-passings in Eq. (4) or general neural network in Eq. (1)
4.3 Discussions

Uniqueness of eigenvectors. One caveat to notice is that the eigenvectors can have arbitrary signs, i.e., \( u \) and \(-u\) are eigenvectors with the same eigenvalue. To tackle this ambiguity, canonical approaches can be adopted to determine the sign [47], e.g., by letting the sum of all values be positive. However, there are potential failure cases (e.g., the sum of values is zero) and issues regarding directions for different points. Therefore, we take another approach to enumerate all \( 2^d \) possible eigenvectors as a new data augmentation method. Notice that \( d \) is typically small for real-world cases, e.g., less than 3. Therefore, the enumeration will result in slightly but not too heavy of computational burdens. We provide more justification and empirical evidence for such an approach in Section 5.3.

Another potential issue is eigenvalue multiplicity, i.e., multiple eigenvectors have the same eigenvalue. In that case, obtaining unique eigenvectors is more challenging. Luckily, we do not find eigenvalue multiplicity for our tested real-world datasets, and leave handling the issue as future works.

Time complexity. The extra computational cost of \( T_{invNN} \) compared to base models mainly comes from the eigen-decomposition of \( S \). Since it is easy to see that the rank of \( S \) is the same as raw feature \( F \), \( S \) has at most \( d \) non-zero eigenvalues, where \( d \) denotes the dimensionality of \( F \). Therefore, we only need to calculate the top-\( d \) eigen-decomposition of \( S \), which has a time complexity \( O(N^2d) \), where \( N \) is the number of points. Experimental results to empirically support the time complexity analysis are provided in Section 5.3.

Extension. One may also wonder whether \( T_{invNN} \) can be generalized to non-Euclidean problems, e.g., the distance metric \( D(\cdot, \cdot) \) is not Euclidean. In those cases, \( T_{invNN} \) can be directly adopted while guaranteeing transformation invariance, but the distance-preserving guarantee may not hold. To preserve non-Euclidean distances, we may need generalized MDS [1, 4], non-linear dimensionality reduction methods [42, 49], or other more advanced methods. We leave such explorations as future works.

5 EXPERIMENTS

In this section, we conduct experiments to verify our proposed method. Specifically, we aim to answer the following questions:

- **Q1**: Can \( T_{invNN} \) guarantee invariance with respect to various kinds of transformations in Definition 3.2, such as translation, rotation, and scaling?
- **Q2**: Can \( T_{invNN} \) easily combine with different neural network architectures for geometric data?
- **Q3**: How does \( T_{invNN} \) perform compared with other invariant and non-invariant models?

5.1 Point Cloud Analysis

The point cloud is one important type of geometric data. Since the shape of objects is invariant to transformations such as rotations, transformation-invariant models are vital to point cloud analysis. We adopt two tasks: object classification and object part segmentation.

**Object Classification.** For object classification, we adopt ModelNet40 [56], a point cloud dataset containing 40 categories of CAD objects such as airplanes, cars, tables, etc. Each object is represented by 1,024 points with the 3-D coordinate of points. The task is to predict the categories of point clouds, i.e., a 40-class graph classification problem, since each point cloud can be considered a graph. We use a pre-processed dataset suggested in [40], containing 9,843 objects for training and 2,468 objects for testing. Following [8, 63], we adopt the following settings with different rotations. Notice that we only adopt rotation transformations here following the literature, while more transformations are adopted in combinatorial optimization problems in Section 5.2.

- **z/z**: both training and testing data are augmented with rotations about the z-axis (the gravity axis).
- **SO3/SO3**: both training and testing data are augmented with arbitrary SO3 (3-D rotations).
- **z/SO3**: training data is augmented with z-axis rotations, and testing data is augmented with SO3.

The first setting is standard but less challenging since the data is aligned to known axes. The other two cases focus more on models’ ability to handle rotations. The \( z/\text{SO3} \) setting is most challenging since it requires models to generalize well to different rotations without seeing these rotations in the training data. All results are measured by accuracy, i.e., how many percentages of point clouds are correctly classified.

For baselines, we adopt both non-rotation-invariant models and rotation-invariant models. For the former, we adopt PointNet [40] and DGCNN [54], which are widely adopted neural networks for geometric data. For rotation-invariant models, we adopt RConv [63], ClusterNet [8], PR-invNet [61], and RI-GCN [22], which are state-of-the-art rotation-invariant models. Notice that permutation-equivariant models cannot be simply applied here and thus are not compared, as in all previous works.

For our proposed method, we adopt PointNet and DGCNN as the backbone, i.e., using PointNet or DGCNN as line 5 of Algorithm 1, denoted as \( T_{invNN}(\text{PointNet}) \) and \( T_{invNN}(\text{DGCNN}) \), respectively. Notice that except for the initial representations, we keep other settings such as architectures and hyper-parameters unchanged (please refer to Appendix B.1 for the exact settings). Thus, all changes in the performance can be attributed to the differences in initial representations. Besides, we would also emphasize that all the baselines are specially designed for point clouds, while our proposed \( T_{invNN} \) is general and does not utilize any special property of point clouds.

The results are shown in Table 2 and showcases are provided in Table 3. We make the following observations.

Base models such as PointNet and DGCNN show promising results in the standard \( z/z \) setting, demonstrating their effectiveness in extracting useful information from point clouds. However, when generalizing to rotations, the performance drops significantly. In the most challenging \( z/\text{SO3} \) setting, both PointNet and DGCNN perform miserably. Such results are consistent with the literature since PointNet and DGCNN do not consider rotations.

Both \( T_{invNN}(\text{PointNet}) \) and \( T_{invNN}(\text{DGCNN}) \) perform equally well on all three settings, indicating \( T_{invNN} \) can effectively handle rotation transformations of point clouds. The results provide empirical evidence that \( T_{invNN} \) is strictly transformation-invariant.
Table 2: The results of point cloud analysis on the test set. The object classification results are accuracy (%) on the ModelNet40 dataset. The object part segmentation results are the mean per-class IoU (%) on the ShapeNet dataset. Larger values indicate better results for both tasks. Best results are in bold and “—” indicates the result is not reported in the paper.

| Task                  | Object Classification | Object Part Segmentation |
|-----------------------|-----------------------|--------------------------|
| Setting               | z/z  | SO3/SO3 | z/SO3       | z/z  | SO3/SO3 | z/SO3       |
| Invariant baselines   | RIConv [63]           | 86.5                        | 86.4                        | —    | 75.5     | 75.3                       |
|                       | ClusterNet [8]        | 87.1                        | 87.1                        | —    | —        | —                         |
|                       | PR-invNet [61]        | 89.2                        | 89.2                        | 79.4 | 79.4     | 79.4                       |
|                       | RI-GCN [22]           | 89.5                        | 89.5                        | —    | 77.3     | 77.2                       |
| Base models           | PointNet [40]         | 87.0                        | 63.6                        | 13.4 | 81.0     | 71.4                       | 29.0                       |
|                       | DGCNN [54]            | **92.2**                     | 73.3                        | 22.3 | **82.0** | 75.9                       | 29.6                       |
| Our method            | TinvNN(PointNet)      | 86.5                        | 86.5                        | 86.2 | 80.9     | 80.0                       | 80.0                       |
|                       | TinvNN(DGCNN)         | **89.5**                     | **89.5**                     | **89.5** | **82.0** | **82.1**                     | **82.0**                       |

Table 3: Showcases of point cloud classification for rotated inputs from ModelNet40. All methods adopt the z/SO3 setting.

| Method         | Ground Truth |
|----------------|--------------|
|                | bookshelf    | airplane  | chair   | night-stand |
| PointNet [40]  | car          | desk     | stairs  | dresser     |
| DGCNN [54]     | sofa         | airplane | stairs  | glass-box   |
| TinvNN(PointNet)| bookshelf   | airplane | chair   | night-stand |
| TinvNN(DGCNN)  | bookshelf   | airplane | chair   | night-stand |

The results in the SO3/SO3 setting show that adopting data augmentation in the training phase alleviates fairly the problem caused by rotations. For example, the performance of PointNet and DGCNN indeed improves when the training data is augmented with rotations. However, the performance gap between z/z and z/SO3 is still considerable. Since the number of possible 3D rotations is infinite, it is infeasible to enumerate all rotated objects.

In the standard z/z setting, the results of TinvNN closely match the corresponding backbone, i.e., TinvNN(PointNet) as of PointNet and TinvNN(DGCNN) as of DGCNN. The results demonstrate that TinvNN does not lose useful information compared to using the coordinates, verifying our findings of distance-preserving.

Our proposed method outperforms RIConv, ClusterNet and PR-invNet, and closely matches RI-GCN, the state-of-the-art method. Notice that these methods are specifically designed to be rotation-invariant, while TinvNN is a simple and general method that does not depend on specific neural architectures. In other words, TinvNN could be extended more easily to new advancements for geometric data, such as novel neural network architectures.

Object Part Segmentation. For object part segmentation, we adopt ShapeNet [7] that contains 16,880 CAD objects of 16 categories. Each object is represented by 2,048 points and has an annotation of 2 to 6 parts, adding up to 50 different parts in total. The task is to predict which part each point belongs to, i.e., a 50-class node classification problem since each point corresponds to one node. We follow the standard dataset splits with 14,006 objects for training and 2,874 objects for testing. Other settings such as transformations and baselines are the same as object classification in Section 5.1.

We report the results in Table 2. Our proposed method TinvNN manages to beat all state-of-the-art methods for object part segmentation in the SO3/SO3 and z/SO3 setting. The results reconfirm that TinvNN is highly capable of handling rotation transformations of point clouds. Though other invariant baselines are not affected by rotations, they fail to be as expressive as our proposed method. Besides, owing to the simplicity and general applicability of TinvNN, we expect the performance to improve further when adopting more powerful neural networks.

In summary, the results of object classification and object part segmentation clearly demonstrate the effectiveness of TinvNN in handling rotation transformations of geometric data, outperforming or matching the state-of-the-arts.

5.2 Combinatorial Optimization

Geometric data combined with simple objectives and constraints form challenging combinatorial optimization problems. We test the effectiveness of TinvNN in two such tasks: the travelling salesman problem and the capacitated vehicle routing problem.

Travelling Salesman Problem. Travelling salesman problem (TSP) is a well-known NP-hard problem [39] with many practical applications such as logistics and scheduling [28]. Given a set of points and
we adopt LKH3 [19], a specialized solver for TSP, as a reference.

Table 4: The results of the travelling salesman problem (TSP) measured by the length of the output route (lower is better). The numbers in parentheses indicate the performance gap with respect to the specialized solver LHK3.

| Size   | Method | None (gap) | Translation (gap) | Rotation (gap) | Reflection (gap) | Scaling$^2$ (gap) |
|--------|--------|------------|-------------------|----------------|------------------|------------------|
| TSP-20 | LKH3   | 3.83±0.01  | 3.83±0.01         | 3.83±0.01      | 3.83±0.01        | 3.83±0.01        |
|        | GAT    | 3.88±0.01  | (1.3%)           | 10.45±0.02 (172.8%) | 3.89±0.01 (1.6%) | 4.60±0.02 (20.1%) | 10.16±0.02 (165.4%) |
|        | TinvNN | 3.87±0.01  | (1.1%)           | 3.87±0.01 (1.1%) | 3.87±0.01 (1.1%) | 3.87±0.01 (1.1%) |
| TSP-50 | LKH3   | 5.69±0.01  | 5.69±0.01         | 5.69±0.01      | 5.69±0.01        | 5.69±0.01        |
|        | GAT    | 5.96±0.01  | (4.7%)           | 26.07±0.04 (358.0%) | 6.02±0.01 (5.8%) | 7.93±0.04 (39.3%) | 24.96±0.03 (338.6%) |
|        | TinvNN | 5.98±0.01  | (5.1%)           | 5.98±0.01 (5.1%) | 5.98±0.01 (5.1%) | 5.98±0.01 (5.1%) |
| TSP-100| LKH3   | 7.76±0.01  | 7.76±0.01         | 7.76±0.01      | 7.76±0.01        | 7.76±0.01        |
|        | GAT    | 8.49±0.01  | (9.4%)           | 52.15±0.06 (571.7%) | 8.66±0.01 (11.5%) | 21.60±0.09 (178.2%) | 52.83±0.04 (580.7%) |
|        | TinvNN | 8.52±0.01  | (9.8%)           | 8.52±0.01 (9.8%) | 8.52±0.01 (9.8%) | 8.52±0.01 (9.8%) |

The distances between points, TSP aims to find the shortest possible route that visits each point exactly once and returns to the origin point. Due to the difficulty in finding optimal solutions, learning-based methods have been adopted to facilitate TSP solvers [3].

We follow [25] for the experimental setting. We consider three cases: TSP-20, TSP-50, and TSP-100, containing $N = 20$, $N = 50$, and $N = 100$ points per data instance, respectively. For each case, we randomly generate 100,000 instances for training and 10,000 instances for testing. All the points have a random 2-D coordinate in the range $[0, 1]$. The distance between points is the Euclidean distance. We adopt the following settings with different transformations of the coordinates:

- **None**: The coordinate of the points is kept the same as the raw coordinates.
- **Translation**: We add a random constant to the coordinate of the points, i.e., $T(F) = F + c$, where the constant $c$ is drawn uniformly from $[-100, 100]$.
- **Rotation**: The coordinate of the points is randomly rotated with respect to the centroid, i.e., $T(F)_{i,:} = F_{i,:} (F_{c,:} - F)$, where $F_{c,:} = \frac{1}{N} \sum_{i=1}^{N} F_{i,:}$ is the centroid and $R \in SO(2)$ is a random 2-D rotation matrix.
- **Reflection**: The coordinate is reflected with respect to the x-axis, i.e., $T(F)_{i,:} = F_{i,:} (-1)$.
- **Scaling**: The coordinate of the points is uniformly scaled, i.e., $T(F) = cF$, where $c$ is a random number drawn uniformly from $(0, 100]$.

It is easy to that the optimal routes of TSP should be invariant to the above transformations.

For the baseline and our proposed method, we adopt GAT [53] as the GNN backbone, which has been shown to outperform various other GNNs [25]. The detailed settings, e.g., architectures, hyperparameters, and encoder structures, are kept the same as in the original paper (please refer to Appendix B.1 for details). Besides, we adopt LKH3 [19], a specialized solver for TSP, as a reference line. Notice that, similar to Section 5.1, we do not alter our model to consider the special characteristics of TSP. Instead, we want to demonstrate the effectiveness of TinvNN in handling various transformations.

We show the results in Table 4. TinvNN achieves identical results across different transformations, including translation, rotation, reflection, and scaling, verifying Theorem 4.2 that our proposed method is strictly transformation invariant to all the transformations in Definition 3.2. Notice that though we study these transformations independently, the compositionality of transformation invariance guarantees that TinvNN can also handle an arbitrary combination of these transformations.

Though GAT achieves similar results as TinvNN in the None setting, it performs poorly when transformations are applied. The results show that GAT is most sensitive to translation and scaling since the range of input features differs significantly compared to the coordinates seen during training. The results are consistent with the literature [48]. In contrast, our TinvNN model does not suffer this issue and greatly outperforms GAT.

There are still gaps between learning-based methods and the specialized solver LHK3, and the gap grows larger as the problem size grows. These results indicate that novel neural networks and training strategies are still needed to advance further the study of learning to solve combinatorial optimizations. Since TinvNN is simple and general, we expect TinvNN to be easily extended to these yet-to-come methods. Future studies may only concern the None case to design more powerful architectures and let TinvNN handle the transformation invariance problem.

**Capacitated Vehicle Routing Problem.** Capacitated vehicle routing problem (CVRP) [51] is a generalization to TSP with more practical usages. Given a set of points and the distances between points, instead of finding one shortest route as in TSP, we need to construct multiple routes starting and ending from a central depot. The goal is to minimize the length of all the routes while meeting the demand of each point. Besides, the total demand of points in each route is capacitated, i.e., corresponding to constraints in real delivery problems that our “vehicles” have a limited capacity. CVRP is also known to be an NP-hard problem [51].

Similar to Section 5.2, we follow [25] to set up the experimental setting for CVRP. Specifically, we adopt three cases: CVRP-20, CVRP-50, and CVRP-100 containing 20, 50, and 100 points per instance, respectively. The coordinates of points are in the range $[0, 1]$, and the metric is the Euclidean distance. For each case, we...
Table 5: The results of the capacitated vehicle routing problem (CVRP) measured by the length of the output route (lower is better). The numbers in parentheses indicate the performance gap with respect to the specialized solver LHK3.

| Size      | Method  | None (gap) | Translation (gap) | Rotation (gap) | Reflection (gap) | Scaling^2 (gap) |
|-----------|---------|------------|-------------------|----------------|------------------|-----------------|
| CVRP-20   | LKH3    | 6.13±0.02  | 6.13±0.02         | 6.13±0.02      | 6.13±0.02        | 6.13±0.02       |
|           | GAT     | 6.55±0.02  | 20.86±0.08        | 6.57±0.02      | 7.84±0.03        | 20.23±0.06      |
|           | TinvNN  | 6.56±0.02  | 6.56±0.02         | 6.56±0.02      | 6.56±0.02        | 6.56±0.02       |
| CVRP-50   | LKH3    | 10.36±0.02 | 10.36±0.02        | 10.36±0.02     | 10.36±0.02       | 10.36±0.02      |
|           | GAT     | 11.31±0.03 | 52.09±0.18        | 11.37±0.03     | 15.56±0.07       | 48.14±0.12      |
|           | TinvNN  | 11.38±0.03 | 11.38±0.03        | 11.38±0.03     | 11.38±0.03       | 11.38±0.03      |
| CVRP-100  | LKH3    | 15.61±0.04 | 15.61±0.04        | 15.61±0.04     | 15.61±0.04       | 15.61±0.04      |
|           | GAT     | 17.73±0.04 | 104.23±0.35       | 17.87±0.04     | 62.95±0.50       | 100.95±0.24     |
|           | TinvNN  | 17.31±0.04 | 17.31±0.04        | 17.31±0.04     | 17.31±0.04       | 17.31±0.04      |

Figure 1: The running time of calculating the initial point representations with respect to the number of points.

generate 100,000 instances for training and 10,000 instances for testing. We adopt the same five transformations as in TSP, i.e., None, Translation, Rotation, Reflection, and Scaling. The baselines and experimental settings are also the same as in Section 5.2. For more details, please refer to Appendix B.1.

We report the results in Table 5. The results show similar trends as in Table 4 for TSP. Concretely, GAT performs reasonably well in the None setting but fails to generalize to different transformations. For some transformations like translation and scaling, the results of GAT even become intolerable. On the other hand, thanks to the transformation invariance property of TinvNN, it is able to handle different transformations with zero performance drop. The results demonstrate again that TinvNN is an effective and general solution towards transformation invariant combinatorial problems.

5.3 Analysis

Scalability. To empirically analyze the scalability of our proposed method, we record the running time of calculating the initial point representations while varying the number of points. The average results of 10 runs are reported in Figure 1. We also fit a linear regression curve after applying log transformation on both axes and report the fitting statistics. The results show that the running time grows quadratically with respect to the number of points, which is consistent with our analysis in Section 4.2. Besides, for a data instance with 2,048 points, the running time is less than 1 second. Notice that the initial point representations only need to be calculated once, while the optimization of backbone neural networks usually needs dozens or hundreds of epochs. Therefore, TinvNN does not incur high extra computational costs.

Comparing with Canonical Eigenvector Sign. As discussed in Section 4.3, the signs may bring ambiguity to TinvNN. We propose to enumerate all 2^d eigenvectors with different signs as a data augmentation technique to solve this issue. An alternative is to use a canonical approach to determine a unique, e.g., by letting the sum of all values be positive [47]. We compare these two approaches empirically for the point cloud classification task and report the results in Table 6, where fixing the sign is denoted as TinvNN-F. The results indicate that enumerating the 2^d possible signs can consistently improve the performance, with the cost of increasing computations. A plausible explanation is that there are potential direction issues for the canonical approach. For example, consider point clouds all representing airplanes. Though the canonical approach ensures that each airplane has a unique direction, there is no guarantee that different airplanes are aligned to the same direction, e.g., some airplanes may point towards the left, others may point towards the right, upside down, etc. The direction issue may harm the model learning. Besides, the canonical approaches can have failure cases (e.g., the sum of all values is zero), though we do not observe such failure cases in our experiments.

6 CONCLUSION

In this paper, we first revisit transformation invariance of geometric data using neural networks and find that transformation invariant and distance-preserving initial representations are sufficient to...
solve the problem. Motivated by these findings, we propose Tin-
vN, a straightforward and general transformation invariant neural
network framework for geometric data. We prove that TinvNN can
strictly guarantee transformation invariance and is general and
compatible with various architectures. Experimental results on
point cloud analysis and combinatorial optimization demonstrate
the effectiveness and general applicability of TinvNN.

One limitation of TinvNN is that it can only handle similarity
transformation, and we plan to study other transformations (e.g.,
affine transformations) in the future. It would also be interesting to
test TinvNN for more applications.
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A PROOFS

A.1 Proof of Theorem 4.1

Proof. First, we show that \( U \) in Eq. (13) satisfies Eq. (6). For the Euclidean distance, we have

\[
\mathcal{D}(\tilde{H}^{(0)}_i, \tilde{H}^{(0)}_j) = \frac{1}{\sqrt{A_{i,1}}} \mathcal{D}(\tilde{H}^{(0)}_i, \tilde{H}^{(0)}_j) = \frac{1}{\sqrt{A_{i,1}}} \mathcal{D}(F_{i,1}, F_{j,1}).
\]

Using Eq. (10) and the eigen-decomposition, we have:

\[
\tilde{H}^{(0)}_i, \tilde{H}^{(0)}_j = \tilde{S}_i, \tilde{S}_j, \forall i, j.
\]

Then, we can rewrite Eq. (16) using Eq. (10) as:

\[
\mathcal{D}(\tilde{H}^{(0)}_i, \tilde{H}^{(0)}_j)^2 = -2S_{i,j} = \mathcal{D}(F_{i,1}, F_{j,1})^2.
\]

Since both \( \mathcal{D}(\tilde{H}^{(0)}_i, \tilde{H}^{(0)}_j) \) and \( \mathcal{D}(F_{i,1}, F_{j,1}) \) are non-negative, we have

\[
\mathcal{D}(\tilde{H}^{(0)}_i, \tilde{H}^{(0)}_j) = \mathcal{D}(F_{i,1}, F_{j,1}).
\]

i.e., the constant is \( \epsilon' = \frac{1}{\sqrt{A_{i,1}}} \). □

A.2 Proof of Theorem 4.2

Proof. For isometric transformations in Eq. (3), since the distance matrix \( D \) is invariant by definition, the normalized similarity matrix \( \tilde{S} \) in Eq. (12) is also invariant. Thus, the point representation in Eq. (14) is invariant.

For the scaling transformation \( T(F) = cF \) where \( c \) is an arbitrary constant, we denote all variables after the transformation with a prime in the superscripts. It is easy to see that \( D' = cD \). Using Eq. (12), the normalized similarity matrix satisfies:

\[
\tilde{S}' = \frac{1}{2} (I_N - \frac{1}{N} 1_N) (D' \odot D') (I_N - \frac{1}{N} 1_N) = c^2 \tilde{S}
\]

Using basic linear algebra knowledge, when a matrix is scaled, the eigenvalues are scales, but the eigenvectors remain unchanged, i.e., we have:

\[
X' = X, \quad \Lambda' = c^2 \Lambda.
\]

Then, from Eq. (14), we have:

\[
\tilde{H}^{(0)'} = X' \sqrt{\frac{\Lambda'}{A_{i,1}}} = X' \sqrt{\frac{c^2 \Lambda}{c^2 A_{i,1}}} = c' \tilde{H}^{(0)}.
\]

B DETAILS FOR REPRODUCIBILITY

B.1 Hyper-parameters and Detailed Settings

**Point Cloud Classification and Part Segmentation.** For the experimental settings, we exactly follow [63]. In the training phase, the original data is transformed by \( z \) (in the \( z/\mathcal{Z} \) setting) or \( \mathcal{Z}/\mathcal{SO}(3) \) (in the \( \mathcal{Z}/\mathcal{SO}(3) \) setting) before being fed into different models. Similarly, in the testing phase, the original data is transformed by \( z \) (in the \( z/\mathcal{SO}(3) \) setting) or \( \mathcal{Z}/\mathcal{SO}(3) \) (in the \( \mathcal{Z}/\mathcal{SO}(3) \) setting) before inputting them into different models. Our proposed method adopts the same pipeline, i.e., TinvNN receives data after the transformation, and the calculated transformation-invariant initial representations are fed into the corresponding neural networks (i.e., PointNet and DGCNN). Besides, to avoid tuning hyper-parameters, we normalize the initial representations by the average Frobenius norm of the training data so that the inputs to the neural networks are on the same scale.

For PointNet and DGCNN, we adopt the default architectures suggested by the authors (we omit the details here, which can be found in the original paper or the implementation of the authors). For other training hyper-parameters, we also follow the suggestions in the papers. Specifically, for point cloud classification, we adopt the Adam optimizer with a learning rate of 0.001, the momentum 0.9, the decay step 200,000, and the decay rate 0.7. We train the models for 250 epochs with batch size 32 and the batch normalization with the initial decay 0.5, the decay rate 0.5, the decay step 200,000, and the decay clip 0.99. For object part segmentation, all hyper-parameters are the same except for the following: the number of training epochs is 200, the learning rate for DGCNN is 0.003, and the decay step is 675,240 for Adam and 337,620 for the batch normalization. Besides, during training for point cloud classification, PointNet also adopts a random-jitter augmentation, and DGCNN takes multiple augmentations, including random-jitter, random-scale, random-rotate-perturbation, and random-shift. We keep these augmentations unchanged as in the original model (notice that these augmentations are applied after obtaining the initial representations). For invariant baselines, we directly report their results in the paper since the same datasets split and experimental settings are adopted.

**Travelling Salesman Problem and Capacitated Vehicle Routing Problem.** We closely follow [25] for the experimental settings. Specifically, for data generation, all the coordinates of points are randomly generated in the unit square, i.e., \([x, y]\) where \( x \) and \( y \) are uniformly and independently drawn from \([0, 1]\). For CVRP, the depot location is also randomly generated in the unit square, and the demand of point is generated as \( \delta_i = \frac{\alpha_i}{\beta} \) where \( \delta_i \) is sampled uniformly from \([1, \ldots, 9]\), and \( D^{i0} = 30, D^{i5} = 40, \) and \( D^{i9} = 50 \). For both efficiency and reproducibility concerns, we do not generate data on the fly. Instead, we generate 100,000 instances as the training set and 10,000 instances as the testing set. The models randomly sample data from the training set in the training phase. After training, the models are tested on the test set, and we report the average performance with standard deviation. For cases where transformations are applied, we randomly and independently apply transformations to instances in the testing set.
For the GAT architecture, the decoder structure, and training procedures, we set them exactly the same as [25]. Specifically, the GAT has three layers with the embedding dimensionality 128 and the number of heads 8. The decoder is based on a greedy rollout trained by reinforcement learning, and the significance threshold for the paired t-test is $\alpha = 0.05$. We adopt the Adam optimizer with the learning rate $1e^{-4}$, the batch size 512, the weight decay 1.0, and the number of training epochs 100.

B.2 Source Codes and Datasets

We adopt the following publicly available source codes and datasets.
- Point cloud experimental settings and datasets: https://github.com/hkust-vgd/riconv with MIT License
- PointNet: https://github.com/charlesq34/pointnet, MIT License
- DGCNN: https://github.com/WangYueFt/dgcnn, MIT License
- TSP/CVRP experimental settings and baselines: https://github.com/wouterkool/attention-learn-to-route, MIT License
- LHK3: http://akira.ruc.dk/~keld/research/LKH-3/, license unspecified

B.3 Software and Hardware Configurations

All experiments are conducted on a server with the following configurations.
- Operating System: Ubuntu 18.04.1 LTS
- CPU: Intel(R) Xeon(R) Gold 5218 CPU @ 2.30GHz
- GPU: NVIDIA TESLA V100S with 32 GB of memory
- Software: Python 3.7.9, Cuda 10.2, PyTorch 1.7.1, TenfowFlow 1.13.2, Matlab R2020b, LKH-3.0.4