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Abstract

The transformation of the path integral measure under the reduction procedure in the dynamical systems with a symmetry is considered. The investigation is carried out in the case of the Wiener–type path integrals that are used for description of the diffusion on a smooth compact Riemannian manifold with the given free isometric action of the compact semisimple unimodular Lie group. The transformation of the path integral, which factorizes the path integral measure, is based on the application of the optimal nonlinear filtering equation from the stochastic theory. The integral relation between the kernels of the original and reduced semigroup are obtained.

Keywords: constrained systems, Marsden-Weinstein reduction, path integral, stochastic analysis.
PACS: 03.65.Bz, 31.15.Kb

1 Introduction

The standard approach to the path integral quantization of the gauge field theories is based on the Faddeev—Popov method [1], by which a path integral over invariant variables is rewritten as a path integral over variables constrained by some gauge conditions. But in order to obtain such a representation it is necessary to separate the path integral measure on two parts
related, correspondingly, with the gauge–invariant (independent) and the
gauge–dependent (or group) degrees of freedom. However, in general it is
unknown: does this separation of the path integral measure leads (or not) to
a some Jacobian in the path integral measure.

In the present paper we consider the path integral quantization problem
for the scalar particle which moves on a manifold with a given group action.
In this problem, as in gauge field theories, an original manifold can be re-
garded as a total space of the principle fiber bundle. As a consequence of
such a representation, we get a new way of the coordinatization of an initial
manifold. The coordinate functions of a chart in the manifold atlas ca
be
given by invariant variables related with the orbit space and by the group–
valued variables defined by the group element which ”measures” the distance
between the considered point in the total space of the fiber bundle and the
base point which can be reached along the orbit.

The description of the orbit space evolution in gauge field theories are usu-
ally given by the constrained (or dependent) coordinates. It means, that the
corresponding variables should meet the additional conditions (the gauges).
From the local point of view, these additional conditions (given by the sys-
tem of equations) define a local submanifold in the original manifold. In
turns, the submanifold can be regarded as a local section of the pr incipal
fiber bundle.

Since there is a local isomorphism between the initial principle fiber bun-
and the trivial principal fiber bundle which has this local submanifold as
the base space [6], we can also make use these dependent coordinates as the
coordinates on our principal fiber bundle.

If these local submanifolds (the local sections) are the parts of a some
global submanifold (a global section) then our initial principal fiber bundle
is a trivial one. And in this case, our dependent coordinates have the global
meaning. But in general, there is no a global section in the principal fiber
bundle. So, in a local neighborhood of the each point of the initial manifold,
one should introduce its own dependent coordinates.
After performing the local factorization of the path integral measure into the “the group measure” and the measure that are given on the local section, one should to solve the problem of the definition of a some global measure related with the set of these local measures.

Recently [7], it was found the possible solution of such a problem. In this paper it was shown a way of description of the global path integral measure in terms of the local measures. Therefore, from the principal point of view, the problem of the introduction of the dependent coordinates leads us to the consideration of the particular case of the trivial principal fiber bundle.

The representation of the orbit space path integrals as the integral over the dependent variables were studied in many papers (see, for example, [8, 9, 10]). But the path integral measure factorization questions was not considered there. In the present paper, we will investigate the behavior of the path integral measure under changing the path integral variables for the dependent ones in the Wiener–like path integrals that are used to describe the ”quantum” motion of the scalar particle on a smooth compact Riemannian manifold (without boundary) on which the free effective isometric action of the compact semisimple unimodular Lie group is given.

2 Definitions

The objects of our consideration will be the path integrals representing the solution of the backward Kolmogorov equation given on a smooth compact Riemannian manifold $\mathcal{P}$:

$$\begin{cases}
\left( \frac{\partial}{\partial t_a} + \frac{1}{2} \mu^2 \kappa \triangle_{\mathcal{P}}(p_a) + \frac{1}{\mu^2 \kappa m} V(p_a) \right) \psi_{t_a}(p_a, t_a) = 0 \\
\psi_{t_a}(p_b, t_b) = \phi_0(p_b),
\end{cases} \quad (t_b > t_a), \quad (1)
$$

In this equation $\mu^2 = \frac{\hbar}{m}$, $\kappa$ is a real positive parameter, $\triangle_{\mathcal{P}}(p_a)$ is a Laplace–Beltrami operator on manifold $\mathcal{P}$, and $V(p)$ is a group–invariant potential term. In a chart $(\mathcal{U}, \varphi^A)$ with the coordinate functions $Q^A = \varphi^A(p)$, the Laplace – Beltrami operator is given as

$$\triangle_{\mathcal{P}}(Q) = G^{-1/2}(Q) \frac{\partial}{\partial Q^A} G^{AB}(Q) G^{1/2}(Q) \frac{\partial}{\partial Q^B},$$

where the matrix $G^{AB}(Q)$ is inverse to the matrix of the Riemannian metric $G_{AB}$ given in the the coordinate basis $\{ \frac{\partial}{\partial Q^A} \}$, $G = \text{det}(G_{AB})$. 
In order to get the Schrödinger equation from the equation (1) one should perform the transition to the forward Kolmogorov equation and then to put $\kappa = i$ in obtaining equation. In case of some analytical restrictions imposed on the coefficients of the the backward Kolmogorov equation, its fundamental solution satisfies also a forward equation. However, the transition from the Wiener–like path integrals to the Feynman’ ones is a special problem which needs an additional investigation and does not considered in the paper.

There are different representations of the solution of the equation (1) in terms of the path integral. We will use the definition of the path integral from [11], together with the assumptions that all necessary analytical conditions for this take place in our paper. By [11], the solution of (1) can be written as follows:

$$
\psi_{tb}(p_a, t_a) = E \left[ \phi_0(\eta(t_b)) \exp \left\{ \frac{1}{\mu^2 \kappa m} \int_{t_a}^{t_b} V(\eta(u)) du \right\} \right] 
= \int_{\Omega_\eta} d\mu^n(\omega) \phi_0(\eta(t_b)) \exp \left\{ \ldots \right\} ,
$$

(2)

where $\eta(t)$ is a global stochastic process on a manifold $P$, $\mu^n$ is the path integral measure on the path space $\Omega_\eta = \{ \omega(t) : \omega(t_a) = 0, \eta(t) = p_a + \omega(t) \}$ defined by the probability distribution of a stochastic process $\eta(t)$.

On charts $(U, \varphi)$ in the atlas for the manifold $P$, the global stochastic process $\eta(t)$ is defined by the local processes $\varphi(\eta) = \varphi_\eta(t) \equiv \{ \eta^A(t) \}$ that are solutions of the stochastic differential equations:

$$
d\eta^A(t) = \frac{1}{2} \mu^2 \kappa G^{1/2} \frac{\partial}{\partial Q^B} (G^{1/2} G^{AB}) dt + \mu \sqrt{\kappa} \hat{X}^A_M(\eta(t)) dw^M(t),
$$

(3)

where the matrix $\hat{X}^A_M$ is defined by the local equality $\sum_{K=1}^n \hat{X}^A_K \hat{X}^B_K = G^{AB}$. Here and in what follows we denote the Euclidean indices by over–barred indices.

According to [11], the global semigroup determined by the equation (2) acts in the space of smooth and bounded functions on $P$. It is defined by the limit (under the refinement of the time interval) of the superposition of the local semigroups

$$
\psi_{tb}(p_a, t_a) = U(t_b, t_a) \phi_0(p_a) = \lim_{n \to \infty} \tilde{U}_\eta(t_a, t_1) \cdot \ldots \cdot \tilde{U}_\eta(t_{n-1}, t_b) \phi_0(p_a),
$$

(4)

where, in turns, each of the local semigroup $\tilde{U}_\eta$ is related with the local representative of the global stochastic process $\eta$. 
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One of the main advantages of the definition (4) is that it gives us an opportunity to derive the transformation properties of the path integral of (2) by studying the local semigroups $\tilde{U}_\eta$:

$$\tilde{U}_\eta(s, t)\phi(p) = E_{s,p}\phi(\eta(t)), \ s \leq t, \ \eta(s) = p,$$

These local semigroup are also defined by the path integrals with the integration measures determined by the local representatives $\varphi^p(\eta(t)) = \eta^p(t) \equiv \{ \eta^A(t) \}$ of the global stochastic process $\eta(t)$.

3 Principal fiber bundle coordinates

The problem, which we consider in the paper, is related with the investigation of the reduction procedure in the dynamical systems with the symmetry. Due to the symmetry, the initial dynamical system is reduced to the system that can be described in terms of the invariant variables. The geometry of this problem is well developed [12].

A free (effective) action of the compact semisimple group Lie $G$ on a smooth compact manifold $P^2$ leads to the orbit–fibering of the manifold $P$. And we can regard the manifold $P$ as a total space of the principal fiber bundle $P(M, G)$ where the orbit space $M$ is a base space.

The principal bundle picture means that locally manifold $P$ has the product structure: $\pi^{-1}(U_x) \sim U_x \times G$, where $U_x$ is an open neighborhood of the point $x = \pi(p)$ which belongs to the chart $(U_x, \varphi_x)$ of the bundle $P(M, G)$. Therefore, we can equally use the principal bundle coordinates for the coordinatization of our manifold $P$. In other words, we can express an initial coordinates $Q^A$ of the point $p$ in terms of the principal bundle coordinates $(x^i, a^a)$ ($i = 1, \ldots, N_M$, $N_M = \text{dim} M$, $\alpha = 1, \ldots, N_G$, $N_G = \text{dim} G$, $N_P = N_M + N_G$).

We could take the set of the functionally independent and $G$–invariant functions that are solutions of the special differential equations as the invariant coordinates $x^i(Q)$ (the orbit space coordinates) of a point. However, in many cases finding of solutions of these differential equations becomes a very difficult problem. Hopefully, there is also another method of the

\[1\] In the following, we omit the potential term of the Hamiltonian operator as it is inessential for us in performing the path integral transformations. It will be recovered in final formulas.

\[2\] In our case this is an isometric action on a Riemannian manifold.
orbit space coordinatization in which the necessary invariant coordinates are introduced with the help of the gauge constraints.

It is supposed, that in each sufficiently small neighborhood of the point \( p \), belonging to the manifold \( \mathcal{P} \), there are a set of the functions \( \{ \chi^\alpha(Q), \alpha = 1, \ldots, N_\mathcal{G} \} \), that can be used (by the equations \( \chi^\alpha(Q) = 0 \)) to determine a some local submanifold of the manifold \( \mathcal{P} \). It is required that the submanifold should have the transversal intersection with each of the orbits. Then the coordinates on the manifold \( \mathcal{P} \) can be introduced as follows.

By our assumption, we have the action of the group \( \mathcal{G} \) on the manifold \( \mathcal{P} \): \( \tilde{p} = pa \), or in coordinates: \( \tilde{Q}^A = F^A(Q^B, a^\alpha) \), where \( Q^A \) are the coordinates of a point \( p \). We assume that it is a right action, i.e., \( (pa_1)a_2 = p(a_1a_2) \):

\[
F(F(Q, a_1), a_2) = F(Q, \Phi(a_1, a_2))
\]

where \( \Phi \) is the function which determines the group multiplication law in the space of the group parameters.

The group coordinates \( a^\alpha(Q) \) of a point \( p \) are defined as a coordinates of that group element which carries the point \( p \) to the local submanifold \( \{ \chi^\alpha(Q) = 0 \} \). These group coordinates are given by the solution of the following equation:

\[
\chi^\alpha(F^A(Q, a^{-1}(Q))) = 0.
\]

The invariant coordinates \( x^i(Q) \) of \( p \) are the coordinates of that point of the submanifold \( \{ \chi^\alpha(Q) = 0 \} \) which is obtained from the point \( p \) under the action of the group element with the coordinates \( a^\alpha(Q) \). If the submanifold \( \{ \chi^\alpha(Q) = 0 \} \) is given parametrically: \( Q^A = Q^{*A}(x^i) \), the coordinates \( x^i(Q) \) are defined by the equation:

\[
Q^{*A}(x^i) = F^A(Q, a^{-1}(Q)).
\]

We refer to \[13] where this way of the coordinatization was considered and where the geometrical generalization of the Bogolubov coordinate transformation method from \[14] was obtained.

The path integral transformation induced by replacement of coordinates \( Q^A \) for \( (x^i(Q), a^\alpha(Q)) \) and the factorization of the path integral measure was considered in \[5\]. In the present paper we study the same problem, but now together with the group coordinates \( a^\alpha \) (obtained by previous method) we will use the constrained (or dependent) coordinates \( Q^{*A} : \{ \chi^\alpha(Q^{*A}) = 0 \} \) of the corresponding point on the local submanifold \( \{ \chi^\alpha = 0 \} \) of the original manifold \( \mathcal{P} \).
We will assume, that these local submanifolds form a global submanifold \( \Sigma \) in the original manifold \( \mathcal{P} \). Therefore, our principal fiber bundle \( P(\mathcal{M}, \mathcal{G}) \) is a trivial one.

Provided that the coordinates \( Q^* \) are constrained: \( \{ \chi^\alpha(Q^*) = 0 \} \), the initial coordinates \( Q^A \) of a point \( p \) are given by the equation \( Q^A = F^A(Q^*, a^\alpha) \). Later we will see that an apparent ambiguity of a transition from \( Q^A \) to \( (Q^*, a^\alpha) \) is compensated by the presence of the corresponding projection operators in resulting expressions.

The representation of a Riemannian metric of the manifold \( \mathcal{P} \) in new coordinates \( (Q^*, a^\alpha) \) is derived from the transformation of the coordinate vector fields. It is given as follows:

\[
\frac{\partial}{\partial Q^B} = F^C_B(F(Q^*, a), a^{-1})N^A_C(Q^*) \frac{\partial}{\partial Q^A} + F^E_B(F(Q^*, a), a^{-1})\chi^\mu_E(Q^*)(\Phi^{-1})^\beta_\mu(Q^*)\bar{v}^\alpha_\beta(a) \frac{\partial}{\partial a^\alpha}.
\]

Here \( F^C_B(Q, a) \equiv \frac{\partial F^C}{\partial Q^B}(Q, a), \chi^\mu_E \equiv \frac{\partial \chi^\mu}{\partial Q^E}(Q), (\Phi^{-1})^\beta_\mu(Q) \) – the matrix which is inverse to the Faddeev – Popov matrix:

\[
(\Phi^\beta_\mu(Q) = K^\mu_A(Q)\frac{\partial \chi^\beta}{\partial Q^A}
\]

\((K^\mu_\alpha \) are the Killing vector fields for the Riemannian metric \( G_{AB}(Q) \)), the matrix \( \bar{v}^\alpha_\beta(a) \) is inverse to the matrix \( \bar{u}^\alpha_\beta(a) \). The \( \det \bar{u}^\alpha_\beta(a) \) is a density of a right invariant measure given on the group \( \mathcal{G} \).

Finally, \( N^A_C \) is a matrix form of the projection operator \( (N^A_B N^B_C = N^A_C) \) which project onto the orthogonal to the Killing vector field subspace:

\[
N^A_C(Q) = \delta^A_C - K^A_\alpha(Q)(\Phi^{-1})^\alpha_\mu(Q)\chi^\mu_C(Q).
\]

In \( \{ \} \), this projection operator is restricted to the submanifold \( \{ \chi^\alpha = 0 \} \):

\[
N^M_D(Q^*) \equiv N^M_D(F(Q^*, e)),
N^M_D(Q^*) = F^B_D(Q^*, a)N^A_B(F(Q^*, a))F^M_A(F(Q^*, a), a^{-1}).
\]

The formula \( \{ \} \) is similar to the corresponding formula from \([9, 15]\). On treatment of the dependent coordinate we refer, for example, to \([16]\).

As an operator, the vector field \( \frac{\partial}{\partial Q^*} \) is defined by the rule:

\[
\left. \frac{\partial}{\partial Q^*} \varphi(Q^*) = (P_\perp)^D_A(Q^*) \frac{\partial \varphi(Q)}{\partial Q^D} \right|_{Q=Q^*}.
\]
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where \( P_\perp \) is a projection operator on the tangent plane to the submanifold given by the gauges:

\[
(P_\perp)_B^A = \delta_B^A - \chi_B^\alpha (\chi^\top)^{-1}_\alpha (\chi^\top)_B^A .
\]

Here \((\chi^\top)_B^\alpha\) is a transposed matrix to the matrix \(\chi_B^\alpha\):

\[
(\chi^\top)_B^\alpha = G^{AB} \gamma_{\mu \nu} \chi_B^\nu , \quad \gamma_{\mu \nu} = K_\mu^A G_{AB} K_\nu^B .
\]

The above projection operators have the following properties:

\[
(P_\perp)_B^A = (P_\perp)_B^C N_A^C , \quad N_B^A (P_\perp)_A^B = N_B^A .
\]

In new coordinate basis the metric \(G_{AB}\) is written as a metric \(\tilde{G}_{AB}(Q^*, a)\) with the following components:

\[
\begin{pmatrix}
G_{CD}(Q^*) (P_\perp)_A^C (P_\perp)_B^D & G_{CD}(Q^*) (P_\perp)_A^D K_\mu^B (\bar{u}^\mu(a)) \\
G_{CD}(Q^*) (P_\perp)_A^C K_\mu^D (\bar{u}^\mu(a)) & \gamma_{\mu \nu} (Q^*) (\bar{u}^\mu(a)) (\bar{u}^\nu(a))
\end{pmatrix} ,
\]

(6)

where the projection operators \(P_\perp\) depend on \(Q^*\), i.e., they are restricted to the submanifold, \(G_{CD}(Q^*) \equiv G_{CD}(F(Q^*, e)):\)

\[
G_{CD}(Q^*) = F_C^M(Q^*, a)F_D^N(Q^*, a)G_{MN}(F(Q^*, a)).
\]

The pseudoinverse matrix \(\tilde{G}^{AB}(Q^*, a)\) to the matrix (6) is as follows:

\[
\begin{pmatrix}
G^{EF} N_E^C N_F^D & G^{SD} N_S^C \gamma_B^D (\Phi^{-1})_{\mu}^\nu (\bar{v}_{\nu}^\alpha) \\
G^{CB} \chi_C (\Phi^{-1})^C_\gamma N_D^\alpha & G^{CB} \chi_C (\Phi^{-1})^C_\gamma \chi_B (\Phi^{-1})_{\mu}^\nu (\bar{v}_{\nu}^\alpha)
\end{pmatrix} .
\]

(7)

In (7), \(\bar{v}_{\nu}^\alpha \equiv \bar{v}_{\nu}^\alpha(a)\) and other components depend on \(Q^*\).

The pseudoinversion of \(\tilde{G}_{BC}\) means that

\[
\tilde{G}^{AB} \tilde{G}_{BC} = \begin{pmatrix}
(P_\perp)_B^C & 0 \\
0 & \delta_\beta^\alpha
\end{pmatrix} .
\]

The determinant of the matrix (5) is equal to

\[
(\det \tilde{G}_{AB}) = \det G_{AB}(Q^*) \det \gamma_{\alpha \beta}(Q^*) (\det \chi^\top)^{-1}(Q^*) (\det \bar{u}_\nu^\alpha(a))^2 \times (\det \Phi_{\beta}(Q^*))^2 \det (P_\perp)_B^C(Q^*).
\]

It does not vanish only on the surface \(\{\chi = 0\}\). On this surface \(\det (P_\perp)_B^C\) is equal to unity.
4 Transformation of the stochastic process and the semigroup

In result of the coordinate replacement, the local stochastic processes $\eta^A(t)$ on the principal fiber bundle, will get their new representations. Applying the methods of [11] to obtained local processes we can form a new global process $\zeta(t)$. It means that we have performed the transformation of the global process $\eta(t)$ to the process $\zeta(t)$.

The global process $\zeta(t)$ has two kind of the local components: $(Q^*A(t), a^\alpha(t))$. The components $a^\alpha(t)$ describe the part of the stochastic evolution that originates from the stochastic evolution that was given on the group $\mathcal{G}$. The $Q^*A(t)$—evolution has its origin in the stochastic evolution given on the submanifold $\Sigma$.

Although the process $Q^*A(t)$ is described in terms of the dependent co-ordinates, the transformation of the local stochastic process $\eta^A(t)$ for the process $\zeta^A(t) = (Q^*A(t), a^\alpha(t))$ is, in fact, the phase space transformation of the process $\eta^A(t)$. It take place because the variables $Q^*$ are constrained by the condition: $\chi^\alpha(Q^*) = 0$ and it is valid for the stochastic processes too.

But it is known that the phase space transformation of the stochastic processes does not change the probabilities. It means that the action of the local semigroup $\tilde{U}_\eta$ on a function $\varphi_0(p)$ is equal to the expectation of the transformed function given a $\sigma$–algebra generated by the transformed process $\zeta^A(t)$.

On charts of the manifold $\mathcal{P}$, this transition to new coordinates can be considered as follows. The local semigroup

$$\tilde{U}_\eta(s, t)\phi_0(p) = E_{s, \varphi}(\eta(t)), \quad s \leq t, \quad \eta(s) = p$$

for the process $\eta(t)$ which is restricted to the chart $(\mathcal{V}_p, \varphi^\mathcal{P})$,

$$\varphi^\mathcal{P}(\eta(t)) = \eta^{\varphi^\mathcal{P}}(t) \equiv \{\eta^A(t)\},$$

can be written as

$$\tilde{U}_\eta(s, t)\phi_0(p) = E_{s, \varphi^\mathcal{P}(p)}\phi_0 \left( (\varphi^\mathcal{P})^{-1}(\eta^{\varphi^\mathcal{P}}(t)) \right), \quad \eta^{\varphi^\mathcal{P}}(s) = \varphi^\mathcal{P}(p).$$

The phase space transformation of the local stochastic processes

$$\eta^A(t) = F^A(Q^B(t), a^\alpha(t))$$
transforms the local semigroup $\tilde{U}_\eta$:

$$\tilde{U}_\eta(s,t)\phi_0(p) = E_{s,\tilde{\varphi}^P(p)}\phi_0\left((\tilde{\varphi}^P)^{-1}(\zeta_{\tilde{\varphi}^P}(t))\right) = E_{s,\tilde{\varphi}^P(p)}\tilde{\phi}_0\left(\zeta_{\tilde{\varphi}^P}(t)\right),$$

where $(\tilde{\varphi}^P)^{-1} = (\varphi^P)^{-1} \circ F$ and $\tilde{\phi}_0 = \phi_0 \circ (\varphi^P)^{-1}$.

Notice, that there is a local isomorphism of the principal fiber bundle $P(M, G)$ and the trivial principal fiber bundle $P_\Sigma = \Sigma \times G \to \Sigma \ [6, 7]$. From this fact it follows that we can introduce such charts in the atlas for the total space $P$ of the principal fiber bundle $P(M, G)$ that are related with the submanifold $\Sigma$.

Therefore, in our local semigroups we should take the expectation values with respect to the measures defined by the probability distribution of the local processes $\zeta_{\tilde{\varphi}^P}(t) = (Q^*A(t), a^\alpha(t))$. If these processes are consistent with each other on overlapping of the charts, we can define, by the method of \[11\], the global process and global semigroup In turns, the fact of the consistence of the local processes is verified by studying the transformations of the local stochastic differential equations that are used to define the local stochastic processes.

5 Stochastic differential equations

Let us consider the stochastic differential equation for the component $Q^*A$ of the local stochastic process $\zeta^A(t) = (Q^*A(t), a^\alpha(t))$. We suppose that the stochastic differential equation for this variable has the following form:

$$dQ^*A(t) = b^*A(t)dt + c^*A(t)dw^B(t), \tag{8}$$

where we should define explicitly the drift and the diffusion coefficient.

Being subjected to the constraint condition $\chi^A(Q^*) = 0$, the coordinates $Q^*A$ are the functions of $Q^A$:

$$Q^*A = F^A(Q, a^{-1}(Q)).$$

The stochastic variable $\eta^A(t)$ will have the same dependence on the stochastic variable $Q^*A(t)$.

Applying the Itô differentiation formula to the stochastic variable $Q^*A(t)$ we rewrite the left–hand side of the equation \[8\] as follows:

$$dQ^*A(t) = \frac{\partial Q^*A}{\partial Q^E}d\eta^E(t) + \frac{1}{2} \frac{\partial^2 Q^*A}{\partial Q^E \partial Q^C} < d\eta^E(t)d\eta^C(t) >. \tag{9}$$
Then, putting an expression of the stochastic differential \(d\eta^A(t)\) from (9) into the right–hand side of (10), we obtain:

\[
dQ^A(t) = \frac{\partial Q^A}{\partial Q^E} \left( -\frac{1}{2} \mu^2 \kappa G^{PB}(\eta(t)) \Gamma^E_{PB}(\eta(t)) dt + \mu \sqrt{\kappa} \mathcal{X}_M^E(\eta(t)) dw^M(t) \right) + \frac{1}{2} \frac{\partial^2 Q^A}{\partial Q^E \partial Q^C} <d\eta^E(t)d\eta^C(t)>,
\]

where \(\Gamma^E_{PB}\) are the Christoffel coefficients for the Riemannian metric \(G_{AB}\). In order to express the stochastic variable \(\eta^A(t)\) in the last equation in terms of \(Q^A(t)\) and \(a^\alpha(t)\) we make use the equation \(\eta^A(t) = F^A(Q^B(t), a^\alpha(t))\).

After such a transformation we find that the coefficient which stands at the differential \(dt\) in the obtained expression will be the drift of the equation (9). And, correspondently, the term at the stochastic differential \(dw(t)\) will be the diffusion coefficient. As a result we obtain the following equation for \(Q^*(t)\):

\[
dQ^A(t) = \frac{1}{2} \mu^2 \kappa \left[ N^A_C N^R_M(G(Q^*(t))^{-1/2}) \frac{\partial}{\partial Q^R} \left( G(Q^*(t))^{1/2} G^{CM}(Q^*(t)) \right) 
+ N^A_C G^{CL} - G^{PC} N^K_C K^M_\mu M(\Phi^{-1})^\mu_\nu \chi_\nu^P + G^{PC} N^A_C K^E_\mu P(\Phi^{-1})^\mu_\nu \chi_E^P 
+ G^{PB} N^A_C K^C_\mu B(\Phi^{-1})^\mu_\nu \chi_P^B \right] dt + \mu \sqrt{\kappa} N^A_C \mathcal{X}_M^A(Q^*(t)) dw^M(t).
\]

In this equation all variables depend on \(Q^*(t)\) and by additional lower indices we denote the corresponding derivatives. (For example, \(N^A_C = \frac{\partial^2}{\partial Q^A \partial Q^C}|_{Q=Q^*}\))

Also, \(\mathcal{X}\) from (11) is defined by \(\sum_\nu \xi_\nu^A(Q^*) \xi^B_\nu(Q^*) = G^{AB}(Q^*)\).

The drift term of equation (11) has another representation, which is related with the geometrical objects that are specific for the considered problem. In order to derive this representation we make use the following expansion of the operator Laplace – Beltrami from (11):

\[
\frac{1}{2} \Delta_P = \frac{1}{2} \left( G^{AB} \nabla_A \nabla_B - K^A_\mu \gamma^{\mu \nu} (\nabla_A K^B_\nu) \nabla_B + K^A_\alpha \gamma^{\alpha \beta} \nabla_B K^B_\beta \nabla_B \right),
\]

where \(G^{AB} = G^{AB} - K^A_\alpha \gamma^{\alpha \beta} K^B_\beta\), and \(\nabla_A\) is the symbol of the covariant derivative which is obtained from the Christoffel coefficients for the original Riemannian metric \(G_{AB}(Q)\).

If we replace \(Q\) for \((Q^*, a)\) in (12), then it can be shown that the drift in (11) is a sum of two terms: \(b^A_I(Q^*)\) and \(b^A_H(Q^*)\). They are equal to those
coefficients at the first partial derivatives over $Q^*$ that come from the first and the second terms of the right-hand side of the equation (12) after changing the variables. The third term of expansion of the laplacian in (12) does not give the contribution to the terms with partial derivatives over $Q^*$.

Performing necessary evaluations, we find that $b_I^A(Q^*)$ is the projection of the mean curvature vector of the orbit

$$ j^D(Q) \frac{\partial}{\partial Q^D} = \frac{1}{2} \Pi^D_A(Q) \gamma^{\alpha\beta}(Q) \left[ \nabla_{K_\alpha}(Q) K_\beta(Q) \right]^A \frac{\partial}{\partial Q^D} $$

on the submanifold \( \{ \chi^\alpha = 0 \} \). The projection is given with the help of the transformed metric $\tilde{G}^{AB}$ as follows:

$$ \tilde{G}^{SL} \tilde{G} \left( j^D \frac{\partial}{\partial Q^D}, \frac{\partial}{\partial Q^* S} \right) \frac{\partial}{\partial Q^* L}, $$

where before taking the projection one should change the variables $Q$ in $j^D \frac{\partial}{\partial Q^D}$ for $Q^*$ and $a$. The projection operator $\Pi^D_A = \delta^D_A - K^D_C \gamma^{\mu\nu} K_{\alpha}^{C} G_{CA}$ extracts the direction which is normal to the orbit: $\Pi^D_A K^A_\alpha = 0$.

As a result of the projection we get the following expression for the $b^A_I(Q^*)$:

$$ b^A_I(Q^*) = \frac{1}{2} G^{EU} N^A_E N^D_U \left[ \gamma^{\alpha\beta} G_{CD}(\tilde{\nabla}_{K_\alpha} K_\beta)^C \right], $$

in which all the values from the right-hand side depend on $Q^*$ and by $(\tilde{\nabla}_{K_\alpha} K_\beta)^C(Q^*)$ we denote

$$ K^A_\alpha(Q^*) \frac{\partial}{\partial Q^A} K^C_\beta(Q^*) \bigg|_{Q=Q^*} + K^A_\alpha(Q^*) K^B_\beta(Q^*) \tilde{\Gamma}^C_{AB}(Q^*), $$

where

$$ \tilde{\Gamma}^C_{AB}(Q^*) = \frac{1}{2} G^{CE}(Q^*) \left( \frac{\partial}{\partial Q^*_A} G_{EB}(Q^*) + \frac{\partial}{\partial Q^*_B} G_{EA}(Q^*) - \frac{\partial}{\partial Q^*_E} G_{AB}(Q^*) \right). $$

The relation of $b^A_I(Q^*)$, which comes from the first term of an expansion of the laplacian in (12), with the geometry of the problem can be found as follows.

In the local picture, the projection onto the orbit space $\mathcal{M}$, which is locally isomorphic to $\Sigma$, is realized by replacement of the coordinates: $Q^A = \ldots$
Q^A(x). Under this replacement the first term in the right–hand side of equation (12) transforms into the Laplace – Beltrami operator of the manifold (M, h_{ij}) with the induced metric

\[ h_{ij}(x) = Q^A_i(x) G^{AB}_{ij}(Q^r(x)) Q^B_j(x). \]

We can also regard the orbit space as a submanifold of the (Riemannian) manifold (P, G^{AB}(Q)) with the degenerate metric G^{AB}.

The orbit space diffusion is described locally by the following stochastic differential equation:

\[
\frac{d x^i(t)}{dt} = -\frac{1}{2} \mu^2 \kappa h^{kl}(x(t)) \Gamma^i_{kl}(x(t)) dt + \mu \sqrt{\kappa} X^i_m(x(t)) d w^m(t),
\]

in which the Christoffel coefficients correspond to the metric h_{ij}(x).

But, besides the standard description of this diffusion in terms of the internal variables that are given on the submanifold, there is a description of the same diffusion with the help of the stochastic differential equation defined in terms of the variables of the external manifold. In [17], it was considered the particular case of such a description when it was used the Euclidean space as an external manifold. It is not difficult to find a similar description for a general case (see Appendix A).

To derive the corresponding stochastic differential equation of our problem one should repeat the evaluation that was done in Appendix A.

We remark, that in our case the metric G^{AB} of an external manifold is degenerated one. Therefore, instead of the relation (A.4) from Appendix A we will have

\[
h^{kl}(x) \Gamma^i_{kl} = G^{AB}_{ij} \left( Q^A_i h^{kl} + H \Gamma^A_{CD} Q^C_k Q^D_l h^{kl} \right) h^{im} Q^B_m,
\]

where the multiplication G^{AB}_{ij} h^{kl} is defined as

\[
G^{AB}_{ij} h^{kl} = \frac{1}{2} \left( G^{AC,D}_{ij} + G^{AD,C}_{ij} - G^{CD,A}_{ij} \right).
\]

In (13), by the derivatives we mean the following: \[ \frac{\partial G^{AB}_{ij}(Q)}{\partial Q^r} \bigg|_{Q=Q^r}. \]

Repeating all the steps that was done in the Application we can show that in result of the replacement of the variables the drift of the obtained stochastic differential equation coincides with the coefficient which stands at the first partial derivative over \( Q^r \) in the term that arise from the first term.
of the expansion of the laplacian in (12). Hence, this drift coincides also with \( b_I \). The last means that \( b_I \) should be related with the geometric values that characterize the orbit space.

Performing the aforementioned transformations we get the following expression for \( b_I \):

\[
b_I^A (Q^*(x)) = -\frac{1}{2} G^{EM} (Q^*(x)) N_E^C (Q^*(x)) N_M^B (Q^*(x)) H_{CB}^A (Q^*(x)) + j_I^A,
\]

where \( j_I \) is the mean curvature vector of the orbit space. It can be evaluated as follows:

\[
j_I^A = \frac{1}{2} \left( \delta^A_B - N_A^B (Q^*(x)) \right) h^{ij} (x) \left[ Q^{*B}_{ij} + Q^{*P}_{ij} Q^{*L}_{i j} H_{PL}^B (Q^*(x)) \right].
\]

But, as a function, the mean curvature is given on a submanifold. So, similarly to that as was done in the Application A, we can redefine the stochastic variable \( Q^*(x(t)) \) for a new stochastic variable \( Q^*(t) \). (We denote a new stochastic variable by the same latter.)

Notice, that from equation (13) the Christoffel symbols \( H_{CD}^B \) are defined up to the terms \( T_{CD}^B \) that are satisfied to \( G_{AB}^{H} T_{CD}^B = 0 \). However, this ambiguity is not essential, since \( b_I \) can be also presented as

\[
b_I^A = -\frac{1}{2} N_E^A H_{CD}^E N^K_M^D G^{KU} + \frac{1}{2} N_L^A N^K_M N^L_M G^{KU}.
\]

Therefore, in result of the transformation of equation (8) we get the following stochastic differential equation:

\[
dQ^*(t) = \mu^2 \kappa \left( -\frac{1}{2} G^{EM} N_E^C N_M^B H_{CB}^A + j_I^A + j_{II}^A \right) \, dt + \mu \sqrt{\kappa} N_C^A \ddot{X}_M \, dw^M, \tag{14}
\]

where all the values from the right-hand side now depend on \( Q^*(t) \) and we have introduced a new notation for \( b_I^A \). In new notation it is denoted by \( j_{II}^A \).

As for the stochastic differential equation for the group variable \( a^\alpha(t) \), it can be obtained by the same method as it was done for the variable \( Q^*(t) \). It can be found that this equation is the following:

\[
da^\alpha = -\frac{1}{2} \mu^2 \kappa \left[ G^{RS} \tilde{T}_{RS}^B (Q^*) \Lambda^B^\alpha \tilde{v}_\beta^\alpha + G^{RP} \Lambda^eR^\alpha_{CB} \Lambda^B^\alpha K^B_{e} \tilde{v}_\beta^\alpha \\
- G^{CA} N_C^M \frac{\partial}{\partial Q^*} \left( \Lambda^\beta_A \right) \tilde{v}_\beta^\alpha - G^{MB} \Lambda^e_{M} \Lambda^\beta_{B} \tilde{v}_\nu^\alpha \frac{\partial}{\partial a^\nu} (\tilde{v}_\beta^\alpha) \right) \, dt \\
+ \mu \sqrt{\kappa} \tilde{v}_\beta^\alpha \Lambda^\beta_{B} \ddot{X}_M dw^M, \tag{15}
\]
where $\bar{v} \equiv \bar{v}(a)$ and other coefficients depend on $Q^s$. Also, we have introduced a new notation:

$$\Lambda_B^A = (\Phi^{-1})^A_{\mu} \chi^\mu_B.$$ 

In (15), the Christoffel symbols $\tilde{\Gamma}_B^{RS}(Q^s)$ are obtained from $\Gamma_A^{BC}(Q)$, if in its definition we rewrite the derivatives by the formula (5).

Therefore, the stochastic process $\zeta(t)$ is given locally by the solution of the stochastic differential equations (14) and (15). On charts of the manifold the set of the solutions of these equations determine the local stochastic evolution families of mappings of the manifold $\mathcal{P}$.

As in [11], with these local families it is possible to define the global stochastic process $\zeta(t)$ which consist of two components related with the stochastic evolution on the submanifold $\Sigma$ (the gauge surface) and with the stochastic evolution on the orbit of the principal fiber bundle.

The performed transformation of the stochastic process $\eta(t)$ results to the corresponding transformation of the global semigroup (4). Now our semigroup is determined by the superposition of the local semigroups $\tilde{U}_{\zeta \varphi}$:

$$\psi_{t_b}(p_a, t_a) = \lim_{q} \tilde{U}_{\zeta \varphi}(t_a, t_1) \cdot \ldots \cdot \tilde{U}_{\zeta \varphi}(t_{a-1}, t_b) \tilde{\phi}_0(Q^s_a, \theta_a),$$

where

$$\tilde{U}_{\zeta \varphi}(s, t) \tilde{\phi}_0(Q^s_0, \theta_0) = E_{s,(Q^s_0, \theta_0)} \tilde{\phi}_0(Q^s(t), a(t)), \quad Q^s(s) = Q^s_0, \quad a(s) = \theta_0.$$ 

We will write this global semigroup in the following symbolical form:

$$\psi_{t_b}(p_a, t_a) = E\left[\tilde{\phi}_0(\xi_{\Sigma}(t_b), a(t_b)) \exp\left\{\frac{1}{\mu^2 \kappa m} \int_{t_a}^{t_b} V(\xi_{\Sigma}(u)) du\right\}\right],$$

where $\xi_{\Sigma}(t_a) = Q^s_a$, $a(t_a) = \theta_a$, $\varphi^s(p_a) = (Q^s_a, \theta_a)$ and we have taken into account the omitted potential term.

From (14) and (15) it follows that the coordinate representation of the differential generator of the semigroup related with the stochastic process $\zeta(t)$ is given by

$$\frac{1}{2} \mu^2 \kappa \left(G^{CD} N^A_C N^B_D \frac{\partial^2}{\partial Q^s A \partial Q^s B} - G^{CD} N^A_C N^B_D \Gamma^E_{AB} \frac{\partial}{\partial Q^s E} + j I^A \frac{\partial}{\partial Q^s A}\right)$$

$$+ j I^A \frac{\partial}{\partial Q^s A} + G^{AB} \Lambda^0_{\alpha} \Lambda^\beta_{\beta} \tilde{L}_{\alpha} \tilde{L}_{\beta} - G^{RS} \tilde{\Gamma}_{RS} \Lambda^0_{\alpha} \tilde{L}_{\alpha} - G^{RP} \Lambda^0_{\alpha} K^B_{\sigma} \tilde{L}_{\alpha}$$

$$+ G^{CA} N^M_C \frac{\partial}{\partial Q^s M} (\Lambda^0_{\alpha}) \tilde{L}_{\alpha} + 2 G^{BC} N^A_C \Lambda^0_{\alpha} \tilde{L}_{\alpha} \frac{\partial}{\partial Q^s A} \right) + \frac{1}{\mu^2 \kappa m} \tilde{V}. $$
Here, all the values, except for $\bar{L}$, depend on $Q^*$.  

6 Factorization of the path integral measure

In [4, 5], a new method of factorization of the path integral measure was proposed. Here, we will apply it to our case of constrained (by the equation $\chi^\alpha(Q^*) = 0$) integration variables.

The main idea of [4] was in exploiting the stochastic differential equation from the nonlinear filtering theory [18, 19]. This equation describes the evolution of the conditional mathematical expectation of the signal process (the process $a(t)$ in our case) with respect to the $\sigma$–algebra generated by an observable process (the stochastic process $Q^*(t)$).

In order to make use of this equation we transform each local semigroup $\tilde{U}_z^p$ from (16) as follows:

$$
\tilde{U}_z^p(s,t)\tilde{\phi}(Q^*_0,\theta_0) = E\left[ E\left[ \tilde{\phi}(Q^*(t), a(t)) \mid (F_{Q^*})_s^t \right] \right].
$$

The above transformation is based on the properties of the conditional expectation of the Markov processes. Such a path integral transformation can be also regarded as an analog of the transition from the multiple integrals to the repeated ones in the ordinary integration.

Being the integrand of the "repeated" integral, the conditional expectation

$$
\tilde{\phi}(Q^*(t)) \equiv E\left[ \tilde{\phi}(Q^*(t), a(t)) \mid (F_{Q^*})_s^t \right],
$$

should satisfy the nonlinear filtering equation. With account of our stochastic differential equations (14) and (15), we get that it will be as follows:

$$
d\tilde{\phi} = -\frac{1}{2}\mu^2\kappa \left( G^{RST} \tilde{\Gamma}^B_{RS} \Lambda^B_{\beta} + G^{RP} \Lambda^\sigma \Lambda^\beta_{R} K_{P\alpha} - G^{CA} N^M_{C} \frac{\partial}{\partial Q^M}(\Lambda^\alpha_{\beta}) \right) \\
\times E[\tilde{L}_{\beta}\tilde{\phi} \mid (F_{Q^*})_s^t] dt + \frac{1}{2}\mu^2\kappa G^{CB} \Lambda^\kappa_{C} \Lambda^\beta_{B} E[\tilde{L}_{\nu}\tilde{L}_{\kappa}\tilde{\phi} \mid (F_{Q^*})_s^t] dt \\
+ \mu \sqrt{\kappa} \Lambda^\beta_{C} \Pi^K_{C} \tilde{X}^K_M E[\tilde{L}_{\beta}\tilde{\phi} \mid (F_{Q^*})_s^t] dw^M,
$$

Further transformation of the equation (18) consists in separation of the space variables from the group ones. It can be done by applying the Peter
Weyl theorem to the function \( \tilde{\phi} \) considered as the function on a group \( G \).

An expansion of this function in a series yields

\[
\tilde{\phi}(Q^*, a) = \sum_{\lambda, p, q} c_{pq}^\lambda(Q^*) D_{pq}^\lambda(a),
\]

where \( D_{pq}^\lambda(a) \) are the matrix elements of an irreducible representation \( T^\lambda \) of the group \( G \): \( \sum_{q} D_{pq}^\lambda(a) D_{qo}^\lambda(b) = D_{po}^\lambda(ab) \).

By the properties of the conditional mathematical expectations we have

\[
E[\tilde{\phi}(Q^*(t), a(t)) \mid \mathcal{F}_{Q^*}'] = \sum_{\lambda, p, q} c_{pq}^\lambda(Q^*(t)) E[D_{pq}^\lambda(a(t)) \mid \mathcal{F}_{Q^*}'],
\]

where

\[
c_{pq}^\lambda(Q^*(t)) = d^\lambda \int_{G} \tilde{\phi}(Q^*(t), \theta) \bar{D}_{pq}^\lambda(\theta) d\mu(\theta),
\]

\([d^\lambda \) is a dimension of an irreducible representation and \( d\mu(\theta) \) is a normalized \((\int_{G} d\mu(\theta) = 1) \) invariant Haar measure on a group \( G \).

Then, in a similar manner as it was done in [4, 5] one can derive the stochastic differential equation for the conditional expectation \( \hat{D}_{pq}^\lambda \):

\[
d\hat{D}_{pq}^\lambda(Q^*(t)) = -\frac{1}{2} \mu^2 \kappa \left\{ G^{RS} \bar{\Gamma}_{RS}^{B} \Lambda_{B}^{\mu} + G^{RP} \Lambda_{R}^{\sigma} \Lambda_{B}^{\mu} K_{Pa}^{B} - G^{CA} \Lambda_{C}^{M} \frac{\partial}{\partial Q^* M}(\Lambda_{\Lambda}^{\lambda}) \right\} \times (J_{\beta})_{pq}^\lambda \hat{D}_{q'q}^\lambda(Q^*(t)) - G^{CB} \Lambda_{C}^{\alpha} \Lambda_{B}^{\mu} (J_{\alpha})_{pq}^\lambda (J_{\nu})_{q'q}^\lambda \hat{D}_{q'q}^\lambda(Q^*(t)) \right) dt
+ \mu \sqrt{\kappa} \Lambda_{C}^{K} \Pi_{K}^C (J_{\nu})_{pq}^\lambda \bar{D}_{q'q}^\lambda(Q^*(t)) \tilde{\mathcal{E}}_{M}^K(Q^*(t)) dw^M(t),
\]

in which \((J_{\mu})_{pq}^\lambda \equiv \left( \frac{\partial D_{pq}^\lambda(a)}{\partial a^\mu} \right)_{a=e} \) are the infinitesimal generators of the representation \( D^\lambda(a) \):

\[
L_{\mu} D_{pq}^\lambda(a) = \sum_{q'} (J_{\mu})_{pq}^\lambda D_{q'q}^\lambda(a).
\]

Notice, that in general, the conditional expectation \( \hat{D}_{pq}^\lambda(Q^*(t)) \) depend also on the initial points \( Q_0^* = Q^*(s) \) and \( \theta_0^\alpha = a^\alpha(s) \) besides the of the stochastic processes \( Q^*(t) \).
The solution of the linear matrix stochastic differential equation (19) can be written as:

\[ \hat{D}^\lambda_{pq}(Q^*(t)) = (\hat{\exp})^\lambda_{pq}(Q^*(t), t, s) \mathbb{E}[D^\lambda_{nq}(a(s)) \mid (\mathcal{F}_{Q^*})_s], \]  

(20)

where

\[(\hat{\exp})^\lambda_{pn}(Q^*(t), t, s) = \hat{\exp} \int_s^t \left\{ \frac{1}{2} \mu^2 \kappa \left[ \tilde{\gamma}^{\sigma \nu}(Q^*(u)) (J^\lambda_{pr})^\Lambda_{\nu} - (G^R S R \tilde{\Gamma} B R S \Lambda) + G^{CA} N^M C \partial \right] \right\} du \]

\[+ \mu \sqrt{\kappa} \Lambda^\beta_C (J^\lambda_{pn}) \mathbb{E}[\hat{\exp}^{\lambda'}_{pq'}(Q^*(t), t, s)] D^\lambda_{q'q}(\theta_0) \]  

is a multiplicative stochastic integral. This integral is a limit of the sequence of time–ordered multipliers that have been obtained as a result of breaking of a time interval \([s, t]\). The time order of these multipliers is given by the direction of the arrow aimed to the multipliers at greater times.

With account of the representation for \(\hat{D}^\lambda_{pq}\) obtained in (20) and (21) we rewrite our local semigroup (17) as follows:

\[ \tilde{U}^\phi_{\lambda}(s, t) = \sum_{\lambda, p, q} \mathbb{E}[c^\lambda_{pq}(Q^*(t)) (\hat{\exp})^\lambda_{pq}(Q^*(t), t, s)] D^\lambda_{q'q}(\theta_0), \]  

(22)

where we have taken into account that

\[ \mathbb{E}[D^\lambda_{nq}(a(s)) \mid (\mathcal{F}_{Q^*})_s] = D^\lambda_{nq}(a(s)) = D^\lambda_{nq}(\theta_0). \]

In order to obtain the global semigroup by the methods of (11) one should break the time interval \([t_a, t_b]\) and should take the superposition of the local semigroups that are similar to (22). Then, the global semigroup for the global process is obtained as a limit (under the refinement of the subdivision of the time interval) of the superposition of these local semigroups. The relation between the global semigroup obtained in result of the limiting procedure can be written symbolically in the following form:

\[ \psi_{t_b}(p_a, t_a) = \sum_{\lambda, p, q, q'} \mathbb{E}[c^\lambda_{pq}(\Xi_S(t_b)) (\hat{\exp})^\lambda_{pq'}(\Xi_S(t), t_b, t_a)] D^\lambda_{q'q}(\theta_0) \]

(23)

\((\xi_S(t_a) = \pi_{|S} \circ p_a)\),

where \(\xi_S(t)\) is a global stochastic process defined on the submanifold \(\Sigma\). This process is described locally by the equations (14).
Thus, our initial original path integral has been rewritten as the sum of the matrix semigroups (the path integrals) that are given on the submanifold Σ. The differential generator (the Hamiltonian operator) of these matrix semigroups is

$$\frac{1}{2} \mu^2 \kappa \left\{ \left[ G^{CD} N^A_C N^B_D \frac{\partial^2}{\partial Q^A \partial Q^B} - G^{CD} N^E_C N^M_D H^A_E M^H_G \frac{\partial}{\partial Q^A} \right] \right. + \left( j^A_I + j^A_{II} \right) \frac{\partial}{\partial Q^A} \right\} (I^\lambda)_{pq} + 2 N^A_C G^{CP} A^{\alpha}_{\beta} (J_{\alpha})_{pq} \partial \frac{\partial}{\partial Q^A} \right\} (I^\lambda)_{pq}$$

where $(I^\lambda)_{pq}$ is a unity matrix.

The operator acts in the space of the section $\Gamma(\Sigma, V^*)$ of the covector fiber bundle, which is associated with the trivial principal fiber bundle $\pi: \Sigma \times \mathcal{G} \to \Sigma$. The scalar product in this space of the sections is defined as follows:

$$\langle \psi_n, \psi_m \rangle = \int_\Sigma \langle \psi_n, \psi_m \rangle_{V^*} \frac{\det \Phi_{\beta}}{\det^{1/2}(\chi_A G^{AB} \chi_B)} d\nu_{\Sigma},$$

where $d\nu_{\Sigma}$ is the Riemannian volume element of $\Sigma$.

An integration measure of the scalar product of the formula (25) has been obtained from the Riemannian volume element of the manifold $P$, in which we have changed the variables $Q^A$ for $(Q^*, a^\alpha)$. Also, we have used an equality:

$$\det G_{AB}(Q^{*i}, Q^{*\alpha}(Q^{*i}), a^\mu) = \det ((G_{\Sigma})_{AB}) \det^{-1} (\chi_A G^{AB} \chi_B).$$

Notice, that the metric $(G_{\Sigma})_{AB}(Q^{*i}, Q^{*\alpha}(Q^{*i}))$ is a restriction of the metric $(P_{\perp})^C_A(Q^*) G_{CD}(Q^*) (P_{\perp})^B_D(Q^*)$ to the surface $\Sigma$.

Performing the transformation of the measure in the integral (25), we can also present the scalar product as

$$\int_\Sigma \langle \psi_n, \psi_m \rangle_{V^*} \det \Phi_{\beta} \prod_{\alpha=1}^{N\tilde{q}} \delta(\chi^\alpha(Q^*)) \det^{1/2} G_{AB} dQ^{*1} \wedge \ldots \wedge dQ^{*N_P}.$$
that are given on the manifold \( \mathcal{P} \). As in [5], we will do it for the kernels of the corresponding local semigroups.

Provided that the analytical restrictions are fulfilled, the semigroup from the left–hand side of (23) can be presented as

\[
\psi_{t_b}(p_a, t_a) = \int G_{\mathcal{P}}(p_b, t_b; p_a, t_a) \phi_0(p_b) d\nu(p_b).
\] (26)

Using the partition of the unity subordinated to a local finite covering of the manifold \( \mathcal{P} \) and having in mind that there is a local isomorphism of \( \Sigma^\mathcal{P}(\Sigma^\mathcal{G}) \times \mathcal{G} \), by which a chart of the atlas of the manifold \( \mathcal{P} \) is changed for the chart \( \varphi_{\alpha_b}(U_{\alpha_b}) \times \mathcal{G} \), we get the following expression for the right–hand side of (26):

\[
\int_{\varphi_{\alpha_b}(U_{\alpha_b}) \times \mathcal{G}} \tilde{\rho}_{ab}(x_b) G_{\mathcal{P}}(\alpha_b, F(Q^*_b, \theta_b), t_b; \beta_a, F(Q^*_a, \theta_a), t_a) \tilde{\phi}_0(Q^*_b, \theta_b) dv(Q^*_b) d\mu(\theta_b),
\] (27)

where \( dv(Q^*_b) \) is the same volume measure as in (26) and

\[ d\mu(\theta) = \det \bar{a}_\beta^\alpha(\theta) d\theta^1 \ldots d\theta^N \] is a Haar measure on a group \( \mathcal{G} \).

Also, the right–hand side of (23) can be presented locally as

\[
\sum_{\alpha_b} \int_{\varphi_{\alpha_b}(U_{\alpha_b})} \tilde{\rho}_{ab}(x_b) \sum_{\lambda, p, q, q'} G^\lambda_{q'p}(\alpha_b, Q^*_b, t_b; \beta_a, Q^*_a, t_a) \tilde{\phi}_0(Q^*_b, \theta_b) dv(Q^*_b).
\] (28)

Comparing (24) and (28) we find the relation between the local Green functions:

\[
\int_{\mathcal{G}} G_{\mathcal{P}}(\alpha_b, F(Q^*_b, \theta_b), t_b; \beta_a, F(Q^*_a, \theta_a), t_a) D^\lambda_{pq}(\theta_b) d\mu(\theta_b) =
\sum_{q'} G^\lambda_{q'p}(\alpha_b, Q^*_b, t_b; \beta_a, Q^*_a, t_a) D^\lambda_{q'q}(\theta_a),
\]

which, with account of the unimodularity of the group \( \mathcal{G} \), can be easily reversed:

\[
G^\lambda_{mn}(\alpha_b, Q^*_b, t_b; \beta_a, Q^*_a, t_a) = \int_{\mathcal{G}} G_{\mathcal{P}}(\alpha_b, Q^*_b, \theta, t_b; \beta_a, Q^*_a, \theta, t_a) D^\lambda_{nm}(\theta) d\mu(\theta).
\] (29)
In this formula \( e \) corresponds to the unity element of the group \( G \) and

\[
G_P(\alpha_b, Q_b^*, \theta_b, t_b; \beta_a, Q_a^*, \theta_a, t_a) \equiv G_P(\alpha_b, F(Q_b^*, \theta_b), t_b; \beta_a, F(Q_a^*, \theta_a), t_a).
\]

Since in the paper we have confined ourselves by the case of the trivial principal fiber bundle, then the gluing these local Green functions to the global Green functions can be done with the transition coordinate functions defined for the charts of the manifolds. Hence, the equality (29) can be extended from the local charts to the whole manifold and in result we obtain the relation between the Green function defined on the global manifolds:

\[
G_{\lambda mn}^\lambda(\pi_\Sigma(p_b), t_b; \pi_\Sigma(p_a), t_a) = \int_G G_P(p_b, \theta_b; p_a, \theta_a) D_{\lambda mn}^\lambda(\theta) d\mu(\theta),
\]

(30)

The path integral from the left–hand side of this equality can be written symbolically as

\[
G_{\lambda mn}^\lambda(\pi_\Sigma(p_b), t_b; \pi_\Sigma(p_a), t_a) = \\
\tilde{E}_{\xi_\Sigma(t_b)=\pi_\Sigma(p_a)}^{\xi_\Sigma(t_a)=\pi_\Sigma(p_b)} \left( (\exp)^\lambda_{mn}(\xi_\Sigma(t), t_b, t_a) \exp \left\{ \frac{1}{\mu^2 k m} \int_{t_a}^{t_b} \tilde{V}(\xi_\Sigma(u)) du \right\} \right)
\]

\[
= \int_{\xi_\Sigma(t_a)=\pi_\Sigma(p_a)}^{\xi_\Sigma(t_b)=\pi_\Sigma(p_b)} d\mu^\Sigma \exp \left\{ \frac{1}{\mu^2 k m} \int_{t_a}^{t_b} \tilde{V}(\xi_\Sigma(u)) du \right\}
\]

\[
\times \exp \int_{t_a}^{t_b} \left\{ \frac{1}{2} \mu^2 \kappa \left[ \gamma_{\nu}^{\sigma\nu}(\xi_\Sigma(u))(J_{\sigma})_{mn}(J_{\nu})_{rn} \right. \\
- \left. \left( G_{RS}^{RS} \tilde{\Gamma}_B^{\beta} + G_{RP}^{\beta} \Lambda_{R}^{\sigma} K_{P\sigma} - G^{CA}^{\alpha} N_{C}^{M} \frac{\partial}{\partial Q^*_M}(\Lambda_{A}^{\beta}) \right)(J_{\beta})_{mn} \right] du \\
+ \mu^{\sqrt{\kappa}} \Lambda_{C}^{\beta}(J_{\beta})_{mn} \Pi_{K}^{C} \tilde{X}_{M}^{K} dw^M \right\}.
\]

(31)

The semigroup defined by this kernel acts in the space of the equivariant functions:

\[
\tilde{\psi}_n(pg) = D_{mn}^{\lambda}(g) \tilde{\psi}_m(p),
\]

that are isomorphic to the functions \( \psi_n \) from the space of the sections \( \Gamma(\Sigma, V^*) \) of the associated covector bundle:

\[
\tilde{\psi}_n(F(Q^*, e)) = \psi_n(Q^*).
\]

21
The method by which we have obtained the integral relation between $G_{\lambda_m}^\lambda$ and $G_P^\lambda$, can be regarded as the realization of the reduction procedure in the path integrals for the dynamical systems with a symmetry.

The reduction onto the zero–momentum level, i.e., when $\lambda = 0$, establishes the the relation between the path integrals that are used for descriptions of a quantum motion of the scalar particle on an initial manifold $P$ and on the orbit space manifold $M$.

In our case, in order to represent the motion on the orbit space, we have used an additional gauge surface $\xi_\Sigma$, on which the corresponding diffusion was given by the stochastic differential equations (14). In these equation there is an "extra" term, the drift $j_{II}$, which is not directly related to the orbit space $M$. Without this term we would have the stochastic process which could completely correspond to the diffusion on the orbit space.

In path integrals the transformation in which we change the stochastic process $\xi_\Sigma$ with the local stochastic differential equation (14) for the process $\tilde{\xi}_\Sigma$, with the stochastic differential equation

$$dQ^A(t) = \mu^2\kappa \left( -\frac{1}{2}G^{EM}N_C^E N_M^B H^A_{CB} + j_I^A \right) dt + \mu \sqrt{\kappa} N_C^A \tilde{X}_M^C dw_M^\tilde{M}, \quad (32)$$

can be made with the help of the Girsanov transformation formula.

In our case, because of the presence of the projection operators in diffusion matrices of equations (14) and (32) we have the degenerate diffusion matrices. It restricts the application of the standard Girsanov formula.

But if we will remain in the frame of the predefined ambiguities, that originate from using of the projection operators, we can still derive the Girsanov formula. In our case it will be also based on the uniqueness (modulo the above ambiguity) of the solution of the parabolic differential equation with the operator given by the diagonal part of the operator (24) and on the application of the Itô differentiation formula for the composite function together with the account of the following formula:

$$(G^{AB} N^C_A N^D_B)((P_{\perp})_E^L G^{EM}(P_{\perp})_L^M) = (P_{\perp})_Y^Y.$$ 

In result, the Radon–Nicodim derivative of the measure $\mu^{\xi_\Sigma}$ with respect to the measure $\mu^{\tilde{\xi}_\Sigma}$ will be as follows:

$$\frac{d\mu^{\xi_\Sigma}}{d\mu^{\tilde{\xi}_\Sigma}}(\tilde{\xi}_\Sigma(t)) = \exp \int_{t_{\text{in}}}^t \left[ -\frac{1}{2}\mu^2\kappa ((P_{\perp})^L_A G_{L}^{EM}(P_{\perp})^M_E) j_I^A j_I^E dt \\
+ \mu \sqrt{\kappa} G^{EM}(P_{\perp})^L_A j_I^A \tilde{X}_M^C dw_M^\tilde{M} \right].$$
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Performing such a change of the integration variables in that path integral which is obtained as a result of the reduction to \( \lambda = 0 \) momentum level, we get the following integral relation:

\[
G_{\Sigma}(Q^*_b, t_b; Q^*_a, t_a) = \int_{G} G_P(p_b \theta, t_b; p_a, t_a) d\mu(\theta),
\]

where the kernel \( G_{\Sigma} \) is presented by the path integral

\[
G_{\Sigma}(Q^*_b, t_b; Q^*_a, t_a) = \int_{\tilde{\xi}_b(t_b) = Q^*_b}^{\tilde{\xi}_a(t_a) = Q^*_a} d\mu_{\tilde{\xi}} \exp \left\{ \frac{1}{\mu^2 \kappa m} \int_{t_a}^{t_b} V(\tilde{\xi}(u)) du \right\}
\]

\[
\times \exp \int_{t_a}^{t_b} \left\{ -\frac{1}{8} \mu^2 \kappa G^{AB} N^D_A N^L_B \left[ \gamma^{\alpha\beta} G_{DC}(\tilde{\nabla}_K K_{\beta})^C \right] 
\times \left[ \gamma^{\mu\nu} G_{LE}(\tilde{\nabla}_{K_{\mu}} K_\nu)^E \right] dt + \frac{1}{2} \mu \sqrt{\kappa} N^P \left[ \gamma^{\alpha\beta} G_{CD}(\tilde{\nabla}_K K_{\beta})^C \right] \tilde{\xi}_M^P dw^M \right\}
\]

\[
(Q^* = \pi(\xi)).
\]

The semigroup determined by this path integral acts in the space of the scalar functions given on \( \Sigma \).

Remarks, that there is a difference between the formula obtained here and an analogous formula from [5]. In the present formula the reduction Jacobian has an additional stochastic integral. It is possible to get rid of this stochastic integral with the help of the corresponding Itô identity. As it needs an additional investigation we does not make this transformation in the present paper.

7 Conclusion

From our path integral transformation it follows that the path integral measure is not invariant under the reduction (the formulas (30) and (31)).

The obtained reduction Jacobian reveals an interesting geometrical structure. Namely, it is related with the mean curvature vector of the orbit over the point belonging to the base space in the principal fiber bundle. After replacement of the variables in the path integral this mean curvature together with the mean curvature of the orbit space adds to the standard drift term of the stochastic differential equation (14).
We may suppose that the sum of two mean curvature comes from the mean curvature of the manifold $\mathcal{P}$ provided that it is considered as being embedded in some manifold with a bigger dimension.

Acknowledgments. I thank to A.V.Razumov for the discussion of various geometrical problems, V.O.Soloviev and V.I.Borodulin for valuable advises and help.

Appendix A

Stochastic differential equation on a submanifold

Let the manifold $\mathcal{M}$ be embedded into the smooth (compact) finite dimensional Riemannian manifold with a metric $G_{AB}(Q)$. We assume that this embedding is locally given by the equations $Q^A = Q^A(x^i)$, where $\{Q^A\}$ is a coordinate system on the external manifold and $\{x^i\}$ – on $\mathcal{M}$. Then, on $\mathcal{M}$ we have an induced metric: $h_{ij}(x) = Q^A_i(x)Q^B_j(x)G_{AB}(Q(x))$.

The stochastic process $\xi(t) = \{x^i(t)\}$, with the differential generator $1/2 \Delta_{\mathcal{M}}$ ($\Delta_{\mathcal{M}}$ is a Laplace–Beltrami operator on $\mathcal{M}$) can be determined by the solution of the stochastic differential equation with the following local representation:

\[
\begin{align*}
dx^k(t) &= -\frac{1}{2} h^{ij}(x(t)) \Gamma^k_{ij}(x(t)) dt + X^k_m(x(t)) dw^m(t), \\
\sum_m X^k_m X^l_m &= h^{kl}.
\end{align*}
\]  
(A.1)

Now we will define the same stochastic process, but we will make use the variables $Q^A$ that are related with the external manifold. We assume that the stochastic differential equation which describes the stochastic process on a submanifold can be written as

\[
dQ^A(t) = a^A dt + \tilde{\chi}^A_M dw^M(t),
\]
A.2

where $a^A$ and $\tilde{\chi}^A_M(t)$ are some (and not defined yet) functions of $Q(t)$. Also, we require that at the initial moment of time the process $Q^A(t)$ be on the submanifold $\mathcal{M}$.

In order to find the explicit expressions for the coefficients of equation (A.2) we will apply the Itô differentiation formula to the function $Q^A =$
$Q^A(x^i(t))$. As for the stochastic variables $x^i(t)$, we will assume that they satisfy the equation (A.1).

Then, comparing the result of such a differentiation with the expression in the right-hand side of (A.2), we find that the coefficient $a^A$ is equal to

$$a^A = -\frac{1}{2} Q_i^A(x(t)) h^{kl}(x(t)) \Gamma_{kl}^i(x(t)) + \frac{1}{2} Q_{ij}^A(x(t)) h^{ij}(x(t)). \quad (A.3)$$

But

$$h^{kl}(x) \Gamma_{kl}^i(x) = G_{AB}(Q(x)) (Q_{kl}^A(x) + \Gamma_{CD}^A(Q(x)) Q_k^C(x) Q_l^D(x)) h^{im}(x) Q_m^B(x) h^{kl}(x) \quad (A.4)$$

(see, for example, [22]). Taking this into account and using the projection onto the tangent space to the manifold $\mathcal{M}$:

$$N_C^B(Q(x)) = G_{BA}(Q(x)) Q_i^A(x) h^{ij}(x) Q_j^C(x),$$

we can transform (A.3) to another form

$$a^A = -\frac{1}{2} N_P^A h^{ij} Q_j^C P_D^C \Gamma_{CD}^P - \frac{1}{2} N_2^A Q_{kl}^P h^{kl} + \frac{1}{2} Q_{kl}^A h^{kl}. \quad (A.5)$$

Since the components of the mean curvature vector of the submanifold is given by

$$j^D = \frac{1}{2} (\delta^D_B - N_B^D) h^{ij} \left( \nabla_Q^d \frac{\partial}{\partial Q^L} \left( Q^L_j \frac{\partial}{\partial Q^L} \right) \right)^B$$

$$= \frac{1}{2} h^{ij} (Q_i^A Q_j^B \Gamma_{AB}^D + Q_i^D - N_C^D Q_i^A Q_j^C \Gamma_{AB}^C - N_C^D Q_{ij}),$$

we can rewrite (A.5) as follows:

$$a^A(Q(x)) = -\frac{1}{2} G^{EM}(Q(x)) N_E^C(Q(x)) N_M^B(Q(x)) \Gamma_{CB}^A(Q(x)) + j^A. \quad (A.6)$$

where $j^A$ is, in fact, the function given on a submanifold, i.e., $j^A \equiv j^A(Q(x))$. This follows from the fact that the mean curvature can be also defined without using an explicit coordinate expression (for example, by the Weingarten map).

Before proceeding to the determination of the diffusion coefficient $\tilde{X}^A_{ij}(t)$ we notice, that the diffusion coefficients of the equations (A.1) and (A.2) are defined only up to the orthogonal transformations.
From the equality
\[ \tilde{x}^A_M dw^M = Q^A_i x^i_m dw^m, \]
which can be derived from (A.2) in result of the application of the Itô differentiation formula, it follows that
\[ \sum_M \tilde{x}^A_M \tilde{x}^B_M = \sum_m Q^A_i x^i_m Q^B_j x^j_m = h^{ij} Q^A_i Q^B_j = G^{CD} N^A_C N^B_D. \]

These equations define \( \tilde{x}^A_M \):
\[ \tilde{x}^A_M = N^A_C x^C_M, \quad \left( \sum_M \tilde{x}^D_M x^C_M = G^{CD} \right). \]

At last, redefining the coordinates \( Q^A(x(t)) \) of the stochastic process for new coordinates \( Q^A(t) \) (together with the requirement, that at the initial moment of time a new process was also given on a submanifold ), we get the following local stochastic differential equation for the components of the stochastic process on a submanifold \( \mathcal{M} \):
\[ dQ^A(t) = \left( -\frac{1}{2} G^{EM} N^C_E N^D_M \Gamma^A_{CD} + j^A \right) dt + N^A_C x^C_M dw^M, \quad (A.7) \]
where all the functions in right–hand side of this equation depend on \( Q^A(t) \).
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