Holographic dynamics simulations with a trapped-ion quantum computer
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Quantum computers promise to efficiently simulate quantum dynamics, a classically intractable task central to fields ranging from chemistry to high-energy physics. Yet, quantum computational advantage has only been demonstrated for artificial tasks such as random circuit sampling, and hardware limitations and noise have limited experiments to qualitative studies of small-scale systems. Quantum processors capable of high-fidelity measurements and qubit reuse enable a recently proposed holographic technique that employs quantum tensor-network states, a class of states that efficiently compress quantum data, to simulate the evolution of infinitely long, entangled initial states using a small number of qubits. Here we benchmark this holographic technique in a trapped-ion quantum processor using 11 qubits to simulate the dynamics of an infinite entangled state. We observe the hallmarks of quantum chaos and light-cone propagation of correlations, and find excellent quantitative agreement with theoretical predictions for the infinite-size limit of the implemented model with minimal post-processing or error mitigation. These results show that quantum tensor-network methods, paired with state-of-the-art quantum processor capabilities, offer a viable route to practical quantum computational advantage on problems of direct interest to science and technology in the near term.

Simulating the dynamics of interacting quantum systems is a foundational problem in quantum science, underpinning the computation of electronic and optical characteristics of materials and microelectronic devices, prediction of chemical reaction kinetics, and even shedding light on the development of the early Universe. Early exploration of quantum dynamics has already yielded fundamental insights into the quantum underpinnings of thermodynamics and quantum chaos (and their alternatives), as well as uncovered striking classes of universal behaviour and critical phenomena in the structure of quantum many-body entanglement. Unfortunately, simulating quantum dynamics with classical computers is also a notoriously difficult problem, generically requiring resources scaling exponentially in either size or evolution time of the simulated system. By contrast, it has been known, for some time, that quantum computers can simulate quantum dynamics with resources (qubit number and circuit depth) scaling only polynomially. For this reason, quantum dynamics simulation is widely regarded as a likely candidate for the first realization of practical quantum advantage.

Large-scale quantum simulations of simple models have been achieved in special-purpose quantum simulation platforms, but modelling realistic materials and processes will require universal, fully programmable quantum computers. At present, however, such computers have small quantum memories (qubit numbers); even as they surpass the scale of ~50 qubits necessary to provide a quantum advantage in principle, much larger systems will be needed to simulate systems of typical physical interest, such as complex molecules or bulk materials. Recently, a variety of quantum simulation algorithms based on quantum tensor-network methods have been developed that afford substantial resource savings when simulating systems with less than maximal entanglement. Especially when combined with opportunistic mid-circuit measurements and reuse of qubits during a quantum computation, quantum tensor-network algorithms enable the simulation of systems with far more quantum degrees of freedom than can be directly mapped onto the qubits available in hardware. When implemented on quantum computers with enough qubits to prohibit classical simulation, such algorithms may open an immediate path to quantum advantage in large-scale simulations of complex chemicals and materials.

In this work, we use Quantinuum’s H1-1 and H1-2 trapped-ion quantum processors (some data in this paper were taken when model H1 quantum computers were operated by Honeywell Quantum Solutions) to implement the first experimental demonstration of the tensor-network-inspired holographic quantum dynamics simulation (holoQUADS) algorithm, which we use to simulate an initially entangled infinite-size spin system evolving under chaotic quantum dynamics. Our results demonstrate that the fidelities and mid-circuit measurements and qubit-reuse capabilities of the Quantinuum devices enable quantum tensor-network methods to perform accurate quantum dynamics simulations of large-scale many-body systems.

With conventional Hamiltonian simulation techniques, simulating the dynamics of a system of size $L$ requires $O(L^2)$ qubits, and the achievable simulation time $t$ is limited by gate fidelities. By interchanging resource scaling involving space (qubit number) and time (circuit depth), holoQUADS enables the time evolution of arbitrarily large systems up to time $t$ set by the number of available qubits, independent of $L$, thereby allowing for the study
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of large systems approaching the ‘thermodynamic’ limit ($L \to \infty$) of interest to physicists. Moreover, holoQUADS leverages a compact representation of dynamics starting from initial correlated states, such as low-energy states of many-body Hamiltonians, requiring only (roughly) one additional qubit per unit of bipartite entanglement in the initial state. These initial correlated states can be analytically determined, through classical simulation, or using existing quantum algorithms, for example, quantum variational algorithms17.

Taken together, these features ensure that qubit resources are not only much lower than with conventional methods but also are optimally utilized: time evolution of a state with initial entanglement entropy $S_0$ generically produces entanglement bounded by $S(t) \leq S_0 + \chi t$ ($\chi$ is a model-dependent constant)18. Since holoQUADS requires one qubit per bit of initial entanglement plus an additional number of qubits linear in $t$ to enact the time evolution, resulting in a total qubit scaling $N \sim S(t)$, we see that every qubit is allocated directly towards the classically hard feature of time evolution in many-body quantum systems: the growth of entanglement.

**HoloQUADS algorithm.** HoloQUADS$^{10}$ simulates the time evolution of correlated initial states expressed as matrix product states (MPSs). For this work, we consider MPS of a half-infinite system with translationally invariant tensors over a two-site unit cell, which can be written as

$$|\psi_0\rangle = \sum_{\sigma_1,\sigma_2,\ldots} \epsilon^{T} N^{(\sigma_1\sigma_2)} N^{(\sigma_2\sigma_3)} \cdots |\sigma_1\sigma_2\sigma_3\cdots\rangle. \quad (1)$$

Here $|\sigma_1\sigma_2\ldots\rangle$ is the eigenstate of all Pauli operators $\sigma_i^z$ with eigenvalues $\sigma_i^z$, $N$ are rank-four tensors, that is, $\chi \times \chi \times \chi$ matrices for each spin configuration $|\sigma_1\sigma_2\cdots\rangle$; $\epsilon^{T}$ is a vector specifying the left-boundary condition; and bond dimension $\chi$ controls the amount of entanglement present in the state (very roughly, to capture a state with bipartite entanglement $S$, one needs $\chi \approx e^S$). As originally discussed elsewhere$^{11}$, any MPS can be realized as a quantum circuit where tensors $N$ are implemented by a unitary $U_N$ acting on a pair of ‘system’ qubits (representing a pair of neighbouring spins) initialized to $|0\rangle$, and $n_b = [\log_2 \chi]$ ‘bond’ qubits that represent the $\chi$-dimensional bond space. Following the language used elsewhere$^7$, we refer to MPS prepared this way on a quantum processor as quantum MPS (qMPS).

Although a length-2$L$ section of the half-infinite qMPS described above naively requires $n_b + 2L$ qubits to represent, mid-circuit measurements and qubit reuse allows us to ‘holographically’ represent it using only $n_b + 2$ qubits$^{10,10}$ (Fig. 1b). An MPS evolving in time under the influence of a one-dimensional (1D) quantum circuit with layers of gates acting on neighbouring qubits also admits a holographic representation (Fig. 1). Due to the causal ‘light-cone’ structure of the quantum circuit and the qMPS initial state, the measurement results at the top (larger $t$) of the circuit are only affected by a subset of qubits at the bottom (smaller $t$). The circuit can, therefore, be executed going from left to right in slices bounded by the orange dashed lines shown in Fig. 1a,d, where in each slice, two qubits are reset for later reuse. Simulating $t$ layers of nearest-neighbour time evolution of the MPS with bond dimension $\chi$ (equation (1)) with holoQUADS requires $n_b + t + 2$ qudits ($n_b = [\log_2 \chi]$), giving a logarithmic resource reduction compared with classical tensor-network techniques (which require memory scaling polynomially with $\chi$ and exponentially in $t$). Note that the scaling is independent of $L$; therefore, holoQUADS can be used to time evolve an arbitrarily large section of a half-infinite qMPS. Moreover, the size-$2L$ subsystem simulated by holoQUADS can span multiple depth-$t$ light cones of width $2t + 1$, which allows for the measurement of correlation functions separated by distances $r > 2t + 1$ (which can be non-zero due to the correlations present in the initial qMPS state).

**Chaotic circuit dynamics benchmark.** As the first demonstration of holoQUADS, we focus on the dynamics of the self-dual kicked Ising (SDKI) model$^{22,22}$. In this model, a spin chain evolves under an Ising interaction and integrability-breaking longitudinal field $h$ and is periodically ‘kicked’ by a transverse ($X$) field:

$$H(t) = \sum_i \left( \frac{\pi}{4} \sigma_i^+ \sigma_{i+1}^- + h \sigma_i^x + \frac{\pi}{2} \delta(t-n) \sigma_i^z \right). \quad (2)$$

This model is known to exhibit quantum chaos$^{22,22}$, and holoQUADS allows us to explore remote parts of the parameter space in a more controlled manner. 

For the kicked Ising model, the time evolution is controlled by the bond dimension $\chi$ and bond overlap $\rho$ of the qMPS. Fig. 2 shows the evolution of the bond overlap and the resulting energy spectrum for $\chi = 8$ and $\rho = 0.95$ (other values of $\chi$ and $\rho$ yield similar results). The energy spectrum shows a clear transition from a smooth distribution of energy levels for smaller bond overlaps to a more chaotic distribution for larger overlaps. This transition is consistent with previous studies of the kicked Ising model and highlights the potential of holoQUADS for studying chaotic systems.

Fig. 1 | Holographic simulation of the kicked Ising model. a, Schematic of the SDKI model evolution ($t = 4$ Floquet periods) and its quantum circuit implementation ($t = 4$), which stroboscopically alternates between Ising interactions plus $z$ field and $\pi/2$ ‘kicks’ by a transverse ($x$-axis) field. The green squares are dual-unitary gates, and the blue rectangles represent site tensors for the initial correlated MPS, $|\psi_0\rangle$. b, $|\psi_0\rangle$ is holographically prepared as a qMPS implemented by unitary gates (shown in detail in c) and mid-circuit measurements and resets (here qMPS measurements are shown in the $\sigma^z$ basis). For holoQUADS, measurements are postponed until after the time evolution (as shown in a, d). The same state preparation and time evolution redrawn as a holographic quantum circuit using mid-circuit measurements and qubit recycling (holographic algorithm).
Fig. 2 | Quantum computer used in this work. a, Section of the Quantinuum H1-1 segmented-electrode surface trap, showing five gate zones in purple (750-μm-wide ion-crystal extents and laser-beam waists are not drawn to scale). The computer operates similar to the one described elsewhere22 (except with the parallel-gate operation across the three central gate zones (G2–G4)), with 171Yb+ qubit ions (green) and 138Ba+ coolant ions (white) stored in either two- or four-ion crystals. Arbitrary pairing of qubits is achieved by transporting ions25–28 along the linear radio-frequency null (dashed line) 70 μm above the surface. b, Sympathetic ground-state cooling followed by our two-qubit, phase-insensitive Mølmer–Sørenson gate is implemented in parallel across G2–G4 on Yb–Ba–Ba–Yb crystal configurations. Each crystal is roughly 8 μm in extent, and the cooling and gate lasers (wavelengths, 493 and 368 nm, respectively) have nominal beam waists of 17.5 μm. c, Typical (that is, representative over the duration of data taking) average fidelities of single-qubit (SQ) gates, two-qubit (TQ) gates and combined state preparation and measurement (SPAM) undertaken via randomized benchmarking.

Here σ are Pauli operators on site i of length-2L spin chain. For h ≠ 0, the SDK1 is non-integrable21,22, exhibiting the chaotic and thermalising behaviour genetically expected for non-integrable quantum dynamics. Moreover, recent analytical techniques enable the exact calculations of many of its properties23–25, rendering it a powerful benchmark for the performance of holoQUADS.

As illustrated in Fig. 1a, the time-evolution operator of the SDK1 model, namely, \( U_t = \mathcal{U}_t \mathcal{U} = \mathcal{U}_t \mathcal{U} \), can be recast (at discrete times \( t \in \mathbb{Z} \) and up to boundary terms in time) as a 1D quantum circuit consisting of alternating even–odd layers of two-qubit gates as23,24:

\[
U = (u_+ \otimes u_-) e^{-i \frac{L}{4} \left( \sum_{i=1}^{L-1} (\sigma^x \sigma^y + \sigma^y \sigma^x) \right)} (v_- \otimes v_+). \tag{3}
\]

Here \( u_+ = e^{i \omega t} e^{i \frac{\pi}{4} \sigma^x} e^{-i \frac{\pi}{4} \sigma^y} \) and \( u_- = e^{-i \omega t} e^{-i \frac{\pi}{4} \sigma^x} e^{i \frac{\pi}{4} \sigma^y} \) are single-qubit rotations. For any single-qubit unitaries \( u_+, v_+ \) this gate satisfies a special dual-unitary property23,24: \( \mathcal{U} \mathcal{U} = \mathcal{U} \mathcal{U} = \mathcal{U} \mathcal{U} = \mathcal{U} \mathcal{U} \), where the dual \( \mathcal{U} \) of a two-qubit gate \( U \) is defined by a reshuffling of indices, namely, \( (|i \rangle \otimes |j \rangle) \otimes (|j \rangle \otimes |i \rangle) \).

Dual-unitary circuits can be interpreted as circuits that generate time evolution in both time and space. Many of their properties, such as spectral form factors and entanglement spectra, spread of local operator correlations, and out-of-time ordered correlators, can be analytically computed for special initial conditions: either infinite-temperature states23 or ‘exactly solvable’ MPSs23 of the form shown in equation (1) with

\[
\mathcal{N}_{ij}^{(\sigma \delta)} = \langle j | \otimes \langle i | W \otimes | i \rangle | \otimes | \sigma \rangle \tag{4}
\]

defined by a generic unitary matrix \( W \in \mathbb{U}(2\chi) \). Although the dual-unitary property is clearly fine-tuned and results in some peculiar features that do not survive generic perturbations, such as correlations spreading at the maximum possible velocity, dual-unitary circuits (for example, for \( h = 0 \) in the SDK1 model) are typically non-integrable and exhibit generic features of chaos, ergodicity and thermalization26,27. This combination of striking features and solvability make the SDK1 model an important minimal model of quantum dynamics and, for our purposes, a useful benchmark for dynamical processes. Another study28 derived the exact thermodynamic–limit expressions for equal-time two-point correlation functions of Pauli operators. Following that work, we consider the smoothed correlation functions

\[
\mathcal{C}^{\sigma \delta}(r, t) = \frac{1}{4L} \sum_{j=1}^{2L} \sum_{\delta=0}^{\chi} \langle \psi_r | \sigma^{\alpha}_{j+1} \sigma^{\beta}_{j} | \psi_r \rangle,
\]

for which the sum over \( \delta \) removes the even–odd effect, making the correlations easier to visually interpret. Here \( |\psi_r\rangle \) is the wavefunction after the \( r \)th layer of the circuit (Fig. 1a).

Implementation on a trapped-ion quantum processor. We implement holoQUADS of the SDK1 model for a section with \( 2L = 32 \) sites of a half-infinite chain on Quantinuum’s H1-1 trapped-ion quantum processor (Fig. 2), using between three and eleven 171Yb+ hyperfine qubits, depending on the number of simulated circuit layers (Table 1). Note that there is no strict limitation on \( L \), since holoQUADS (as implemented here) simulates a half-infinite chain, and larger \( L \) would simply have incurred marginally longer run times on the quantum computer (scaling linearly with \( L \)). However, correlations outside the 32-site measurement window are negligible for the initial correlation length and evolution time accessible with currently available qubit numbers. Note that Table 1 shows the resources required for our holoQUADS experiments after a circuit identity was used to reduce the number of two-qubit gates (Supplementary Information).
The mid-circuit measurement and reset operations that enable holographic algorithms are performed with high fidelity by temporally separating the targeted and spectator ions from one another by a distance that is large (≥180 μm) compared with the 1/e² radius of the resonant laser beam (between 13 and 20 μm depending on the zone) used for measurement and reset. Crosstalk is further suppressed by temporarily moving the spectator ions off the radio-frequency null, which Doppler shifts the light from resonance, resulting in crosstalk errors on spectator qubits of ≤1 × 10⁻³ for resets and ≤5 × 10⁻⁴ for measurements in the worst case (that is, for a spectator qubit in the worst-possible location), and nearly an order of magnitude lower than that on average.

We prepare an initial qMPS corresponding to equation (4) with \( W = \exp[-i\sum_{\sigma_1=\ldots=\sigma_{N_{\text{Q}}} \otimes \sigma_{\text{QP}}}] \). Using the circuit identities shown in Fig. 1c, we can implement tensors \( N \) (corresponding to \( W \)) as a unitary circuit by creating a Bell pair of the physical qubits to appropriately reorder the qubit lines. We ran nine hologQUADS time-evolution circuits (one for each duration \( t = 0, 1, \ldots, 8 \) of time evolution), in each case executing 16 'slices' of hologQUADS (Fig. 1), resulting in a simulation of a 32-site section of the half-infinite MPS. The resource requirements for these circuits, such as the number of two-qubit gates used, are summarized in Table 1. Each circuit was repeated 1,000 times to reconstruct the estimates of correlation function \( C^\alpha(r, t) \). The experimental results are summarized in Fig. 3, and show excellent quantitative agreement with the exact theoretical results in the thermodynamic limit (Fig. 3c, lines), which were obtained by contracting tensor-network diagrams described elsewhere using the ITensor library. We clearly observe that correlations propagate with the maximum velocity along a sharp light cone (Fig. 3a), which is the hallmark of dual-unitary circuit dynamics; furthermore, correlations decay exponentially along the light cone, indicating the ergodic (non-integrable) character of the dynamics (Fig. 3c). Note that the data shown in Fig. 3 are only a slightly processed form of the raw experimental data. The only form of error mitigation we apply is to detect the leakage of the bond qubit out of the qubit-state manifold at the end of the hologQUADS algorithm (Supplementary Information). The results are post-selected on experimental trials without bond-qubit leakage, which amounts to neglecting less than 3% of the total data (Table 1 provides the leakage statistics).

Finally, we note that hologQUADS is not restricted to the simulation of dual-unitary models. Results from a hologQUADS...
experiment on the Quantumium H1-2 device for a non-dual-unitary model (a perturbed version of the SDKI model with the two-qubit gate $U = (u_x \otimes u_z) e^{-i\theta (\sigma^x \otimes \sigma^z + \sigma^z \otimes \sigma^x)}$ for $\alpha = 1/2$), which agree well with theoretical predictions (determined by MPS numerics), are shown in Fig. 3b,d (Supplementary Information).

Discussion. Our results showcase both viability of quantum computers (for solving classically hard and practically relevant models of many-body quantum dynamics) and the benefits of mid-circuit measurement and qubit reuse (for simulating complex quantum dynamics of large, highly correlated quantum systems using quantum processors with limited qubit numbers). We emphasize that although we have demonstrated the holoQUADS algorithm for a finely tuned dual-unitary circuit, we have done so for benchmarking purposes. Dual-unitary circuits admit a convenient classical shortcut to a solution despite worst-case (from a classical simulation perspective) ballistic growth of entanglement, as well as retaining many of the features expected of generic quantum dynamics. Our implementation of holoQUADS does not take advantage of any of the fine-tuned self-dual structure of these circuits, and can be implemented to achieve significant resource savings in any situation where one would like to time evolve a correlated but not maximally entangled initial state, which we demonstrated with a holoQUADS experiment on a non-dual-unitary circuit.

Although our current results can be readily simulated by classical time-evolved block decimation methods (or by directly simulating the quantum algorithm, which involved no more than 11 qubits in this work), the excellent agreement with the exact results at all the simulation times demonstrates that we are currently limited by our qubit numbers rather than our gate fidelities. As quantum hardware with comparable gate fidelities and larger qubit numbers becomes available, which will enable deeper time evolutions of large systems, we expect that quantum tensor-network methods will enable further progress towards the ultimate goal of outperforming classical simulation capabilities on problems of direct physical relevance. Obvious targets for quantum advantage dynamics simulation include long-time dynamics of 1D systems for which the cost of classical time-evolved block decimation methods grows exponentially in time due to linear-in-time entanglement growth (Supplementary Information provides a resource estimate of a 1D dynamics quantum advantage experiment), the dynamics of two- and three-dimensional systems, which can be holographically represented as isometric tensor networks, or the dynamics of systems with longer-range (for example, truncated Coulomb) interactions.
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