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Abstract

Although researchers increasingly adopt machine learning to model travel behavior, they predominantly focus on prediction accuracy, ignoring the ethical challenges embedded in machine learning algorithms. This study introduces an important missing dimension - computational fairness - to travel behavior analysis. It highlights the accuracy-fairness tradeoff instead of the single dimensional focus on prediction accuracy in the contexts of deep neural network (DNN) and discrete choice models (DCM). We first operationalize computational fairness by equality of opportunity, then differentiate between the bias inherent in data and the bias introduced by modeling. The models inheriting the inherent biases can risk perpetuating the existing inequality in the data structure, and the biases in modeling can further exacerbate it. We then demonstrate the prediction disparities in travel behavior modeling using the 2017 National Household Travel Survey (NHTS) and the 2018-2019 My Daily Travel Survey in Chicago. Empirically, DNN and DCM reveal consistent prediction disparities across multiple social groups: both over-predict the false negative rate of frequent driving for the ethnic minorities, the low-income and the disabled populations, and falsely predict a higher travel burden of the socially disadvantaged groups and the rural populations than reality. Comparing DNN with DCM, we find that DNN can outperform DCM in prediction disparities because of DNN’s smaller misspecification error. To mitigate prediction disparities, this study introduces an absolute correlation regularization method, which is evaluated with synthetic and real-world data. The results demonstrate the prevalence of prediction disparities in travel behavior modeling, and the disparities still persist regarding a variety of model specifics such as the number of DNN layers, batch size and weight initialization. Since these prediction disparities can exacerbate social inequity if prediction results without fairness adjustment are used for transportation policy making, we advocate for careful consideration of the fairness problem in travel behavior modeling, and the use of bias mitigation algorithms for fair transport decisions.
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1 Introduction

In recent years, a growing body of literature has adopted machine learning models, particularly deep neural networks (DNNs), to predict travel behavior. The common practice of machine learning is to identify the best model by fitting the training data and being evaluated on the test data, with the objectives of performance optimization and output prediction in various scenarios [1, 2]. Comparing DNN with traditional logit models, previous studies have shown that DNN has higher predictive power and typically makes fewer mistakes in predictions compared to multinomial logit models (MNL) [3, 4]. Specifically, DNN is powerful owing to factors such as the relaxation of linear relationships among variables [5], automatic feature learning [5], and the ability to accommodate various data structures [6, 7].

However, machine learning also poses tremendous ethical challenges. Many studies have found that machine learning models can produce much worse prediction results for disadvantaged groups such as black people, women and low-income populations, leading to unfair treatment of these populations. For example, software based on machine learning algorithms to predict future criminals is biased against people of color [8]. Research on online advertisement showed that ads (e.g. PeopleSmart ads, public records ads) for public records on a person appear disproportionately higher for black-identifying names [9]. Literature concerning text classification demonstrated gender bias in word embeddings trained on Google News, which systematically associates men with computer programmers and women with homemakers [10]. Although the fairness problem in machine learning has been revealed across a large number of contexts, thus far no study has examined the computational fairness issue in travel behavior modeling. In fact, fairness has been an enduring topic in the transportation field [11, 12, 13]. The traditional transport fairness research either adopts a highly qualitative approach or presents quantitative metrics without integrating fairness into algorithms. In this computational era, it is critical to demonstrate the risks of naively adopting models without fairness concerns and showcase the integration of fairness metrics into modeling practices and policy decisions.

Motivated by these research gaps, this research investigates how to measure, evaluate, and mitigate prediction disparities of travel behavior models regarding protected status - race, gender, income, medical condition and region. We take the following three steps. First, we introduce equality of opportunity to measure computational fairness in travel behavioral
modeling based on the fairness theory in machine learning research. Second, we identify and measure prediction disparities in travel behavior modeling using binary logistic regression (BLR) and DNN. Third, building upon the approach by Beutel et al. [14], we adopt an absolute correlation regularization method to mitigate the prediction biases, and evaluate the performance of the new model with bias mitigation. The second and the third steps are deployed on both synthetic and real-world datasets. Experiments conducted on the synthetic datasets show how the prediction disparity varies with data structure, number of predictors, sample size and the degree of model misspecification. The fairness analysis is then deployed on the 2017 National Household Travel Survey (NHTS) dataset which has wide coverage of geographic areas and populations with different characteristics, as well as the large sample size and the diversity of input features. It is also deployed on a regional dataset—the 2018-19 Chicago travel survey data. Our analyses show that the prediction disparity issues are prevalent in travel behavior predictions, and our findings are robust to change of hyperparameters such as the number of DNN layers, batch size and weight initialization. Also, our analyses on the nation-wide travel data (NHTS) and the regional data (Chicago travel survey) suggest similar prediction disparity issues and both demonstrate the effectiveness of our bias mitigation approach. The code for our experiments is available online at: https://github.com/zhengyunhan/Equality-of-Opportunity-Travel-Behavior.git

Prediction disparities could bias transport policy decisions unfavorably against socially disadvantaged groups, such as low-income and ethnic minority populations. For example, when the estimate of African-American communities’ demand for transit has a higher error rate, transit agencies would make more mistakes when considering adding bus routes and investing in new transit stations for minority neighborhoods. Echoing Title VI, the Department of Transportation regulations in 49 CFR Part 21 are designed to ensure that "no person in the United States, based on race, color, or national origin, is excluded from participation in, denied the benefits of, or otherwise subjected to discrimination under any program that DOT financially assists" [15]. Therefore, people from different groups of interest (such as race, gender, income) should be treated fairly by the models and algorithms which have been widely deployed to inform transportation project planning and policy making.

The paper is organized as follows: the next section reviews travel behavior modeling and fairness in machine learning. Section 3 introduces data and models, where we introduce methods for measuring and mitigating prediction disparities, and also illustrate how the methods are tied to fairness theories in machine learning. Section 4 presents the results,
which include the simulation experiments on the synthetic data, the quantification of prediction disparity across various dependent variables and protected variables in the NHTS data and the Chicago travel survey data, as well as the results of bias mitigation for both synthetic and real-world data. Section 5 and 6 summarize the key findings and discuss the study limitations and future research directions.

2 Literature Review

Discrete choice modeling has been used in numerous travel behavior studies. With the development of artificial intelligence, machine learning techniques such as DNN have become increasingly popular and been adopted widely to achieve higher prediction accuracy [16, 17, 18]. Researchers adopted DNN to predict travel mode choices [5, 19], car ownership [1], traffic accidents [20], travellers’ decision rules [21], driving behaviors [22], traffic flows [23, 24] and many other decisions in the transportation field. Some researchers focused on comparing the performance of various machine learning models such as DCM, DNN, SVM, and random forest on travel behavior prediction [23, 26, 27, 28, 29]. However, nearly all of these studies evaluate the performance of different models in terms of accuracy, stability and interpretability.

The previous machine learning literature has presented a great body of evidence showing that a model can act discriminatorily on one population in a variety of settings including, but not limited to, criminal risk assessment [8, 30], clinical care [31, 32], online advertisement delivery [33, 9], text classification [34, 10] and credit risk evaluation [35, 36]. Approaches to understand and address unfairness in machine learning models include formalizations of fairness in machine learning [37, 38], designing fairness-enhancing algorithms [39, 40, 41] and solving fairness concerns in real-world industries [42, 43]. In contrast to the rich literature in computer science focusing on fairness analysis, the authors cannot identify any study that has investigated the fairness issue in travel behavior prediction.

On the other hand, fairness has long been a crucial concern in transportation planning, and there has been numerous transport equity analysis [44, 45, 46, 47]. Among the variety of equity-focused transportation studies, most carried out fairness discussions in terms how transportation infrastructure, mobility services, opportunities and rights are distributed among the population [11, 12]. Research in this domain usually involves the cost and benefit analysis for specific groups or individuals related to a specific transportation project.
The analysis of cost may include transportation cost and environmental cost, such as the air and noise pollution produced by transportation-related construction. The benefit analysis focuses on the benefits people receive in terms of accessibility, mobility and economic vitality. In these studies, fairness is usually evaluated based on the distributions of costs and benefits among different demographics, neglecting the fact that the machine-learned models deployed to estimate travel demand - which is critical for cost and benefit analysis - itself can be unfair. Therefore, instead of focusing on substantive fairness which emphasizes resource allocation and decision making, we take a step back and examine bias exhibited in the model estimation results. As such, this study aims to enrich the fairness discussion by focusing on machine-learned models, investigating the fairness issue in the modeling process and analyzing the biases that arise in the modeling results.

Among a variety of fairness definitions, this paper uses equality of opportunity to define fairness. Equality of opportunity is a relaxation of the fairness measure equality of odds, and equality of odds states that the protected and unprotected groups should have equal rates for true positives and false positives. Since achieving equal rates for both measures (true positives and false positives) in practice is usually hard, equality of opportunity is adopted instead, stating that protected and unprotected groups should have equal true positive rates. A similar fairness definition - “reciprocal equality of opportunity” - is also adopted in this study, which requires that the protected and unprotected groups have equal true negative rates.

Equality of opportunity is a type of “disparate impact” analysis which evaluates fairness based on model impact (results) - specifically whether policies or practices have a disproportionately adverse impact on protected classes. This fairness notion is chosen as it is inherently connected with the notion of equality of opportunity in the traditional transportation equity literature. In the traditional transport equity literature, equality of opportunity focuses on applications and resource allocations. It asserts that the education, employment and consumer opportunities accessible to residents should be equal between different groups. Violation of equality of opportunity in travel behavior predictions can consequently affect the transportation resources accessible by different populations, thus perpetuating inequality of opportunity in reality.

In addition to equality of opportunity, another widely-adopted fairness measure focusing on disparate impact is “demographic parity”, which is achieved when the likelihood of
a positive outcome is the same regardless of whether the person is in the protected group. For example, when studying gender fairness in predicting the usage of public transit, demographic parity is achieved when the proportion of people predicted as using public transit frequently is the same between male and female. Equality of opportunity is preferred to demographic parity since the latter fails to account for discrimination which is explainable in terms of legitimate grounds [54].

Apart from disparate impact analysis, another strand of research - called “disparate treatment” analysis - evaluates fairness in terms of treatment rather than modeling result to see if the decisions are made (partly) based on the subject’s sensitive attribute information [55]. This type of fairness includes “fairness through unawareness” and “counterfactual fairness”. In the definition of fairness through unawareness, an algorithm is fair as long as any protected attributes are not explicitly used in the decision-making process [56, 57]. On the contrary, counterfactual fairness deems a predictor to be fair if its output remains the same when the protected attribute is flipped to its counterfactual value [38, 58]. Disparate treatment emphasizes explicit formal classification and intentional discrimination. Therefore, in many machine learning modeling cases where there is no discriminatory intent, disparate impact doctrine is more suited to analyzing unintended biases in data mining compared with disparate treatment doctrine.

The various fairness definitions can also be categorized based on whether they are individual-focused or group-focused. Group fairness, such as equality of opportunities, requires a fair model to treat different groups equally, whereas individual fairness refers to the rule that deems a predictor fair if it produces similar outputs for similar individuals [38, 59]. Though we use equality of opportunities as the fairness definition in this research, the above-mentioned fairness definitions can be adopted for future studies in this area.

3 Data and Methods

3.1 Equality of opportunity as the definition of fairness

This study measures fairness by equality of opportunity, mathematically denoted as \( P(\hat{y} = 1|z = 0, y = 1) = P(\hat{y} = 1|z = 1, y = 1) \), in which \( y \) represents the binary travel behavioral outcomes, \( \hat{y} \) represents the predicted values, \( z \) represents the protected variable such as race and gender. Intuitively, equality of opportunity requires predicted travel behavior to be
conditionally independent of the protected attributes given that the real outcome is positive \[52\]. Taking racial disparity as an example, equality of opportunity implies that the predicted travel demand is independent of the travelers being in minority or majority groups, thus achieving a socially non-discriminatory predictive performance \[60\]. A related concept is referred to as reciprocal equality of opportunity, denoted as \( P(\hat{y} = 1|z = 0, y = 0) = P(\hat{y} = 1|z = 1, y = 0) \), implying that the predicted travel behavioral outcome is conditionally independent of the protected attributes given that the real outcome is negative \[53\].

3.2 Data and Variables

In this study, numerical experiments are conducted on two datasets: a group of synthetic datasets and the 2017 National Household Travel Survey data. For each of these two datasets, both BLR and DNN are deployed for model estimations. The experiments on the synthetic data are used to show how the covariance between a protected variable and an explanatory variable may lead to disparate results, and how this prediction disparity varies with the covariance of these two variables, the sample size, and the number of input variables. We then test our bias mitigation method on the synthetic data. For the NHTS data, we examine the prediction disparity for a series of protected (sensitive) variables (e.g. race, gender, income, medical conditions and urban-rural divide) and different dependent variables. Our bias mitigation method is later tested on this real-world dataset as well.

3.3 Models and Bias Measurement

In this study, we adopt two models, BLR and DNN, for model predictions, which are later evaluated by fairness metrics for different demographics.

3.3.1 Binary Logistic Regression (BLR)

As a classic travel behavior modeling method, BLR has been widely deployed to predict the probability of a certain outcome. The outcome probability is defined as follows:

\[
P(y_i = 1|x_i) = \frac{1}{1 + exp(- (\alpha + x_i^T \beta))}
\]

where \( y_i \) identifies the dependent variable for individual \( i \), \( x_i \) represents the vector of all the independent variables, \( \alpha \) is the intercept, \( \beta \) is the vector of parameters associated with attribute \( x_i \), which is estimated by the negative log likelihood loss function.
3.3.2 Deep Neural Network Modeling (DNN)

DNN usually outperforms traditional methods regarding prediction accuracy, because of the non-linear transformation. The outcome probability using DNN can be expressed as follows:

\[
P(y_i = 1|x_i) = \frac{1}{1 + \exp(-\Phi(x_i, \beta))}
\]

where \(\Phi(x_i, \beta)\) represents a layer-by-layer transformation: \(\Phi(x_i, \beta) = (g_m \circ \ldots \circ g_2 \circ g_1)(x_i; \beta)\), in which each \(g_l(x_i^\top \beta) = ReLU(x_i^\top \beta + b_l)\) denotes one standard module in DNN which consists of linear and rectified linear unit (ReLU) transformations. A dropout layer with a dropout rate of 0.01 is applied after each standard module to prevent overfitting. The architecture of the DNNs used in this study is shown in Figure 1, which includes 3 hidden layers and 200 neurons in each layer. Noted that the protected variable \(z\) is also included in \(x\) as an explanatory variable.

3.3.3 Bias Measurement

After applying BLR and DNN models for a specific prediction task, we measure the fairness metrics for the prediction result. Based on the fairness definition of equality of opportunity, unfairness occurs when the machine-learned models offer much worse results for some demo-
graphic groups than others. The degree of unfairness is measured by the false positive rate (FPR) gap or the false negative rate (FNR) gap between two groups depending on the specific context. The two fairness metrics are calculated as:

\[
\text{False Positive Rate (FPR) Gap} = \frac{FP_{z=0}}{TN_{z=0} + FP_{z=0}} - \frac{FP_{z=1}}{TN_{z=1} + FP_{z=1}} \tag{1}
\]

\[
\text{False Negative Rate (FNR) Gap} = \frac{FN_{z=0}}{TP_{z=0} + FN_{z=0}} - \frac{FN_{z=1}}{TP_{z=1} + FN_{z=1}} \tag{2}
\]

In the above expressions, \(TP_z, FP_z, TN_z,\) and \(FN_z\) represent the number of true positives, false positives, true negatives and false negatives in class \(z,\) with \(z = 0\) representing the disadvantaged group. For example, when examining racial bias in predicting frequent usage of rideshare, \(FN_{z=0}\) represents the number of individuals in the minority group who frequently use rideshare but are wrongly categorized as not doing so, and \(FP_{z=0}\) represents the number of individuals in the minority group who do not frequently use rideshare but are wrongly categorized as doing so. Higher false negative rate or false positive rate for the minority group intuitively suggests that the algorithm makes more mistakes on the ethnic minority group with regard to predicting whether an individual uses rideshare frequently, which might lead to significant mismatch between demand and supply of TNC service in minority neighborhoods. Therefore, our definition captures the essential intuition in transport equity discussions. For these two fairness metrics, lower absolute value is better.

### 3.4 Bias Mitigation

Adapted from the work of Beutel et al., we mitigate prediction disparity by adding a regularization term to the loss function. While Beutel et al. used correlation between the output distributions of two groups as their regularization term since the outputs in their studies are continuous scores, we use the correlation between the predicted probability distributions of two groups instead, which makes the regularization term differentiable in our classification tasks. This regularization loss term helps shrink the difference of prediction disparity across groups towards zero. Compared with other approaches which generally come with notable engineering concerns, this approach is lightweight, can be easily adapted to real-world systems and has achieved good empirical results. The loss function is specified as:

\[
\min_p \ (1 - \lambda)L_{\text{primary}} + \lambda|\text{Corr}(p(x), z|y = q)| \tag{3}
\]
where

\[
L_{\text{primary}} = \sum_{i=1}^{N} \left[ -y_i \log(p(x_i)) - (1 - y_i) \log(1 - p(x_i)) \right] \tag{4}
\]

\[
\text{Corr}(p(x), z | y = q) = \frac{\sum_{i \in S_q} (p(x_i) - \bar{p}(x_i)) (z_i - \bar{z})}{\sqrt{\sum_{i \in S_q} (p(x_i) - \bar{p}(x_i))^2 + \epsilon} \cdot \sqrt{\sum_{i \in S_q} (z_i - \bar{z})^2 + \epsilon}} \tag{5}
\]

\[
S_q = \{ i | y_i = q \}; \quad \epsilon = e^{-20} \tag{6}
\]

In the above equation, \( x_i \) is the vector representing the explanatory variables. \( y_i \) denotes the true outcome and \( p(x_i) \) represents the estimated probability of the output \( y_i = 1 \) using the explanatory variables. \( q \) is equal to 1 if the false negative bias is examined and is equal to 0 if the false positive bias is examined. \( z_i \) denotes the value of the protected variable. \( \epsilon \) is added to prevent the denominator from becoming zero. \( S_q \) represents the set of samples with \( y_i = q \), which is used to compute the correlation loss.

\( L_{\text{primary}} \) is a negative log likelihood loss function for the DNN. The correlation term is a penalty added to the model based on the distribution of the predictions. By reducing the correlation between \( p(x_i) \) and \( z_i \) conditioning on \( y_i = q \), it minimizes the conditional dependence between the distribution of the predicted probabilities and the group membership determined by the protected variable. \( \lambda \) is a parameter controlling the tradeoff between primary loss and fairness loss. When \( \lambda = 0 \), no bias mitigation is employed. In this research, we demonstrate the effectiveness of using this fairness-adjusted loss function in both BLR and DNN.

## 4 Experiments

In this section, the experiment results for the synthetic dataset, the NHTS data and the Chicago travel survey data are reported. For these three datasets, we first conduct BLR and DNN for model estimations, then examine fairness issues in the prediction results, and lastly apply our bias mitigation methods. DNN is implemented using the TensorFlow library in Python. BLR is implemented using the scikit-learn library when examining the fairness issues while using the TensorFlow library for bias mitigation, since TensorFlow allows us to modify the loss function.
Experiments conducted in TensorFlow all use the mini-batch stochastic gradient descent method with a batch size of 1,000 and a step size of 0.0001 in each training. We draw samples without replacement to generate the mini-batches within an epoch. After a mini-batch is generated, the algorithm calculates the prediction loss and updates the coefficients. The model that produces the lowest training loss among the 50 epochs is chosen and later performs prediction over the test data. We ran 5 trials of 5-fold validation for each experiment.

4.1 Synthetic Experiment

In our simulations, we consider the type of bias that arises when the true predictor and the protected variable are highly correlated. In this case, the true predictor of the outcome also happens to serve as a reliable proxy for class membership in the training set [50, 61]. For example, if the usage of rideshare is positively associated with income, and ethnic minorities in the training data tend to have lower income, the algorithm will tend to predict low usage of rideshare for the minority population, even if the true contributing factor for rideshare usage is income rather than race. This type of bias is inherent in the existing population inequality and has been less emphasized in previous literature.

4.1.1 Data generation process

In the synthetic dataset, each data point can be represented by a tuple \((z_i, x_i, k_i, y_i)\), where \(z\) represents the protected variable (e.g. race, gender), \(x\) is the explanatory variable that is correlated with \(z\) (e.g. income), \(k\) is a vector of explanatory variables which does not include \(x\) and \(z\). \(y\) represents the binary outcome.

First, \(x\) and all the elements in \(k\) are drawn from the independent standard normal distributions. \(z\) is generated as a binary variable that is positively correlated with \(x\) and is independent with \(k\). The label \(y\) is drawn from a binomial distribution with probability \(Pr(y = 1) = \frac{1}{1+\exp(-V)}\). The systematic utility function \(V\) takes \(x\) and \(k\) as the input variables.

\(^1\) Besides this inherent bias, other sources of bias could exist, such as the imbalanced training data problem. This problem arises when the disadvantaged group has insufficient training data or is misrepresented, in which case the model will either fail to learn a correct statistical pattern or favor the majority group during the estimates, since the training data in the disadvantaged groups often misrepresent the true population when they are insufficient [62, 63, 31, 64, 65].
We test two scenarios with the true utility function taking a linear form and a quadratic form respectively. Let \( V = \alpha + w\phi(x, k) \). In the first scenario, \( \phi(x, k) \) takes the linear transformation: \( \phi(x, k) = [x, k_1, k_2, \ldots, k_d] \). The weight for \( x \) is set to 1, and the weights for other explanatory variables are chosen from the set \{-0.5, 0.5\} with equal probabilities. In the second scenario, \( \phi(x, k) \) takes the quadratic transformation: \( \phi(x, k) = [x, k_1, \ldots, k_d, x^2, k_2, \ldots, k_2^d] \). The weights for \( x \) and \( x^2 \) are set as 1 and 0.5, and the weights for other explanatory variables take \{-0.5, 0.5\} with equal probabilities. Our data generation process makes sure that the mean value of \( z \) is 0.5, which means that there are approximately equal numbers of \( z = 0 \) and \( z = 1 \), thus giving us a balanced dataset. Detailed descriptions of the data generation process can be found in Appendix A.

We examine the cases where \( \text{Cov}(z, x) \) is non-negative and \( x \) positively affects \( V \). We therefore use \( z = 0 \) to mimic the disadvantaged population and use \( z = 1 \) to mimic the privileged population, since in the real world the privileged population (e.g. the ethnic majority group) is often positively correlated with the factor (e.g. income) that has a positive effect on the utility of an advanced mobility service (e.g. the utility of using a ride-hailing service).

### 4.1.2 Fairness measurement results

In the prediction phase, we use \( z, x \) and \( k \) as the explanatory variables for both the logit model and the DNN model, so these two choice models are defined as \( \text{Logit}(z, x, k) \) and \( \text{DNN}(z, x, k) \).

First, we want to examine how fairness measures and accuracy vary regarding the correlation between the sensitive attribute \( z \) and the explanatory variable \( x \), the sample size and the number of explanatory variables in the data generation process. Therefore, we run experiments along these three dimensions, and when each dimension is examined, we set the other two dimensions as the default values. The default values for \( \text{Cov}(z, x) \), sample size and number of explanatory variables are 0.2, \( 10^6 \) and 5. For each experiment, three datasets are randomly generated based on the above data generation process. Occasionally, the data generation process in Scenario 2 produced datasets with highly imbalanced outcomes (e.g. when the minority class accounts for less than 30% of the total samples). In that case, we would drop that imbalanced dataset and generate another one. We iterated this process until all the datasets are roughly balanced (when the minority class accounts for 40%-50% of the total samples).
Figure 2 presents the results of the linear data generating process, while in Figure 3, the true data generating process is quadratic in variables. In both figures, the first row shows the FNR gap (see Equation 2) between the disadvantaged group (defined as $z = 0$) and the privileged group (defined as $z = 1$) as the measure of fairness and the second row shows the prediction accuracy. The x-axis of the first, second and third columns respectively represent the covariance between $z$ and $x$, the number of explanatory variables in the data generation process and the sample size. Each figure plots both the BLR and DNN results, which are represented by the blue and orange colors. The figures plot the values averaged across 5 trials of 5-fold validation in 3 datasets for each experiment; the error bar indicates the standard deviation multiplied by 1.96, which approximates the confidence interval of the estimations.

As shown in Figure 2, the results of BLR and DNN mostly overlap since they both recover the true linear model. Figure 2a shows that the FNR gap increases with $\text{Cov}(z, x)$, indicating that as $x$ becomes more positively correlated with $z$, the algorithm is more likely to falsely associate the disadvantaged population ($z=0$) with negative outcomes, even if their real outcomes are actually positive. Prediction disparity is a metric relatively independent
of the predictive performance, as there is no difference in prediction accuracy with different $Cov(z, x)$ (Figure 2d); it is also not due to the imbalanced training data problem, as the outcome variable, the protected variable and all the explanatory variables are balanced in the training data. The prediction disparity is purely inherent in the relationship among variables in the data. Figure 2b shows that the FNR gap decreases with the number of explanatory variables, which is probably because increasing the number of predictors dilutes the influence of $x$ on the outcome. Figure 2c shows that the variance of the fairness and accuracy estimations decrease as the sample size increases.

Figure 3 shows the results of prediction fairness and accuracy when the true data generation model takes a quadratic form. In this case, the BLR with linear specification has the model misspecification error while DNN does not. Figure 3a shows that prediction disparity still increases with the increase of $Cov(z, x)$, and DNN is always associated with smaller FNR compared with BLR for $Cov(z, x)>0$. This result indicates that the model misspecification not only induces more prediction error, but also harms prediction fairness. Figure 3b shows that though increasing the number of explanatory variables can reduce the prediction disparity, the magnitude of the prediction disparity caused by model misspecification was not
reduced. Figure 3c indicates that the fairness prediction result becomes more stable as the sample size increases.

4.1.3 Bias mitigation results

To address prediction disparity, we apply the bias mitigation method illustrated in Section 3.4 to the synthetic datasets with $Cov(z,x) = 0.2$, sample size of 100,000 and number of predictors set to 5. For each regularization weight $\lambda$, we run the training procedure 5 times for each of the 3 datasets with 5-fold cross-validation and report the average results in Figure 4 for Scenario 1 and Figure 5 for Scenario 2. The error bars in the figures indicates the standard deviation multiplied by 1.96, which approximates the confidence interval.

Figure 4a and 5a show that in both scenarios, applying the regularization even with a small weight (e.g. $\lambda = 0.1$) can substantially reduce the prediction disparity and this finding holds for both BLR and DNN. Given the model misspecification for BLR in Scenario 2, Figure 5a shows that our method is still effective in reducing the prediction bias to as low as zero.

Figure 4b and 5b report the corresponding model accuracy as the regularization weight varies. The results show that when $\lambda < 0.7$, the accuracy decreases only slightly. These results suggest that improvement in prediction fairness can be achieved with a minimal cost of accuracy.

We also test our mitigation method on the dataset with an imbalanced distribution over the protected variable. For the data generated in Scenario 2, we randomly drop half of the data in the disadvantaged group to make the ratio of number of samples in the disadvantaged and the privileged groups roughly 1:2. Figure 6 shows the bias mitigation results with this new dataset. It shows that the increase in bias mitigation weight leads to a reduction in the mean FNR gap for both DNN and BLR, and the fairness-accuracy trade-off still exists. However, for DNN, though the FNR gap continues to decrease with increasing $\lambda$, the absolute value of the FNR gap becomes larger when $\lambda > 0.2$, indicating that the model may adjust too much to mitigate the bias when the bias mitigation weight is too large.
Figure 4: Fairness and accuracy by bias mitigation weight ($\lambda$): true model taking the linear form (Scenario 1)

Figure 5: Fairness and accuracy by bias mitigation weight ($\lambda$): true model taking the quadratic form (Scenario 2)

Figure 6: Fairness and accuracy by bias mitigation weight ($\lambda$): imbalanced dataset
4.2 The NHTS Dataset

4.2.1 Data and variables

The NHTS data are collected directly from a stratified random sample of U.S. households. The richness of the dataset enables us to examine fairness in predictions with varying dependent variables and protected attributes. Protected attributes are the variables we want to protect against in the model prediction process, which include race, gender, income, medical condition and urban-rural divide in this study. In terms of “race”, we define the ethnic minority group as the non-white population. In terms of the variable “income”, we identify low-income households based on the combination of household size and last year’s household income following the 2017 Health and Human Services poverty guidelines [66]. An individual is deemed to have a “medical condition” if he or she answered “yes” to the question “do you have a condition or handicap that makes it difficult to travel outside of the home?” in the survey. Regarding the protected variable “region”, the question “household in urban area? Answer ‘yes’ or ‘no’.” is used to identify whether the individual is an urban or rural resident.

The dependent variables examined in this study can be categorized into two groups: the first group contains four variables indicating the “yes” or “no” answers to “usually work from home”, “have the option of working from home”, “agree that travel is a financial burden” and “agree that gas price affects travel”; the second group contains four variables indicating the high frequent usage of four travel modes: bike, car, bus and rideshare. These eight dependent variables are all binary variables, with “yes” taking the value 1. A detailed description of these variables can be found in Appendix B.

The distributions of the dependent variables except “travel burden” and “gas price impact” are highly skewed, and previous research has found that when the outcome class sizes are highly imbalanced, the classification algorithms tend to strongly favor the majority outcome class, resulting in very low or even no detection of the minority outcome class [67]. Therefore, for each of the six imbalanced dependent variables, we balance the data to facilitate training by downsampling the majority class. The summary statistics of the independent and dependent variables as well as the distributions of two groups of dependent variables by different protected attributes are reported in Appendix B.
4.2.2 Bias mitigation method with sample weights

As previously mentioned, one source of bias in the data is that the training data might not be representative of the overall population. Luckily, NHTS contains the sample weight for each individual, which can be used to address the representation bias. We incorporate the sample weights in the training and evaluation phases. Weighted accuracy and weighted fairness metrics are used for model evaluation. To be specific, the weighted accuracy is calculated as:

\[
\text{Weighted Accuracy} = \frac{\sum_{i=1}^{N} 1(\hat{y}_i = y_i)w_i}{\sum_{i=1}^{N} w_i}
\]  
(7)

where \(w_i\) represents the sample weight for sample \(i\), \(y_i\) is the label and \(\hat{y}_i\) is the predicted outcome. Similarly, the sample weight is applied for each sample when calculating fairness metrics (FNR and FPR). \(N\) denotes the sample size.

Corresponding to the weighted evaluation metrics, the sample weights are also applied in the loss function during the training process. The weighted loss function is written as:

\[
\min_p (1 - \lambda)L_{primary} + \lambda|Corr(p(x), z|y = q)|
\]  
(8)

where

\[
L_{primary} = \sum_{i=1}^{N} \frac{w_iL_i}{\sum_{i}^{N} w_i} ;
\]

\[
L_i = -y_i \log(p(x_i)) - (1 - y_i) \log(1 - p(x_i))
\]  
(9)

\[
Corr(p(x), z|y = q) = \frac{\sum_{i \in S_q} w_i(p(x_i) - m(p(x_i)))(z_i - m(z_i))}{(\sqrt{\sum_{i \in S_q} w_i(p(x_i) - m(p(x_i)))^2 + \epsilon}) \ast (\sqrt{\sum_{i \in S_q} w_i(z_i - m(z_i))^2 + \epsilon})
\]  
(10)

\[
m(p(x_i)) = \frac{\sum_{i \in S_q} w_i p(x_i)}{\sum_{i \in S_q} w_i} ;
\]

\[
m(z_i) = \frac{\sum_{i \in S_q} w_i z_i}{\sum_{i \in S_q} w_i}
\]  
(11)

\[
S_q = \{i|y_i = q\} \; \epsilon = e^{-20}
\]  
(12)

BLR is implemented through the scikit-learn library when evaluating fairness issues and through TensorFlow when mitigating the bias. For DNN, all of the experiments are implemented in TensorFlow. Each of the experiments conducted in TensorFlow uses the mini-batch gradient descent method with a step size of 0.0001 during training. The best model among the 5000 epochs is chosen and later performs prediction over the test data. 5-fold

\[^{3}\text{which is primarily calculated as the inverse of the probability of selection of the person in the given sampling stratum from the sampling frame}\]
Figure 7: Disparity of prediction accuracy (BLR): frequent usage of bike, car, bus and rideshare validation is conducted for each experiment.

4.2.3 Fairness issues in the adoption of BLR and DNN

The comparison of prediction accuracy with respect to various protected variables are presented by the bar charts in Figure 7 and 8 for BLR and in Figure 9 and 10 for DNN. Each bar chart depicts the prediction accuracy of two populations grouped by a specific protected variable (race, gender, income, medical condition, region) side by side. The height gap of two adjacent bars shows the prediction disparity for that protected variable. Figure 7 and 9 illustrate the prediction results of the dependent variables regarding travel mode usage by BLR and DNN. Figure 8 and 10 plot the prediction results of the dependent variables “work from home”, “work from home option”, “travel burden” and “gas price impact” by BLR and DNN. The dependent variables are specified on the x-axis of the bar charts.

The y-axis of the bar charts represents one of the error rates: FPR or FNR. We examine FNR for the first group of dependent variables since we are concerned about cases where active users of a certain travel mode are not identified (Figure 7 and 9), and FPR for the second group of dependent variables (Figure 8 and 10) since we want to focus on instances which have negative outcomes but are wrongly identified as positive (e.g. people who do not
Figure 8: Disparity of prediction accuracy (BLR): work from home, work from home option, travel burden, gas price impact

Figure 9: Disparity of prediction accuracy (DNN): frequent usage of bike, car, bus and rideshare
Figure 10: Disparity of prediction accuracy (DNN): work from home, work from home option, travel burden, gas price impact

have the option of working from home but are mistakenly identified as having the option). In each bar chart, the height of a bar represents the magnitude of the class-specific FNR or FPR. The total error rate is also presented which refers to one minus the weighted accuracy for all samples.

First, we focus on the BLR results. Figure 7 and 8 show that prediction disparities are common with the implementation of BLR. Figure 7 presents the false negative bias across different populations regarding the frequent usage of different travel modes. The plots show that except for the fairly consistent prediction accuracy between male and female, considerable disparity in prediction accuracy exists for all other protected variables. Racial bias is large in the prediction of frequent usage of car and bus; income bias and bias towards medical condition are considerable in the predictions of car, bus and rideshare. Among all the protected attributes, the regional disparity is the largest with respect to predicting the frequent usage of bike, bus and rideshare. As a result, the proportion of rural residents that use bike, bus and rideshare frequently is underestimated compared with that of the urban residents. If policy makers use the modeling results to inform transportation resource allocations such as the planning of bike lanes and bus routes without considering the prediction bias, the rural area will very likely be under-served.
In terms of the dependent variables, when estimating high frequent usage of rideshare, we find that for all protected variables, the disadvantaged group always has higher FNR than the other group with either BLR or DNN. This finding indicates that the communities where these disadvantaged social groups (ethnic minorities, women, low-income groups, people who have medical conditions and rural residents) dominate could experience less ride sharing service if decision makers use these data for rideshare demand estimation and do not account for the prediction disparity.

Figure 8 illustrates significant racial bias, income bias and health-related bias for the predictions of “travel burden” and “gas price impact”. In other words, the ethnic minority population, the low-income population and people with health conditions are more likely to be predicted as “regarding travel as a financial burden” and “agreeing that price of gasoline affects travel” when the true outcome is actually negative. These biases could lead to disadvantageous consequences for vulnerable populations. For example, given that banks are less likely to loan to someone if they perceive that person to be under financial stress, if the ethnic minorities suffer from higher FPR in travel burden prediction, they are more likely to be rejected when applying for loans.

Next, we compare the results between BLR and DNN. The prediction disparity and the total error rate of BLR are considerably larger than those of DNN in all scenarios, showing that the prediction disparity of BLR largely comes from model misspecifications. By reducing model misspecification, DNN can not only increase prediction accuracy, but also improve computational fairness. These findings are consistent with our simulation results as illustrated in Figure 3, which show the positive relationship between the magnitude of the fairness gap and the degree of model misspecifications.

However, the prediction results of DNN (Figure 9 and Figure 10) also show that even if the prediction achieves very high accuracy (>94% for all dependent variables in Figure 9 and >85% for all dependent variables in Figure 10), the fairness gap still exists, and for some sensitive variables the prediction disparity can be higher than 15% (e.g. the FNR gap for the frequent usage of rideshare prediction between rural and urban residents). This finding tells us that deploying complex models aimed at improving prediction accuracy cannot guarantee to eliminate prediction biases. Therefore, a dedicated method should be deployed to mitigate unintended bias rather than merely attempting to improve the model prediction power.
Besides, with the exception of the racial difference in bike frequency prediction, the signs of the fairness gaps for other protected variable and dependent variable combinations are the same between BLR and DNN. The consistency between the two models suggest that the prediction disparity may reveal bias inherent in the existing inequality in society which is baked into the data. For example, in the predictions of mode usage, it is found that the socially disadvantaged groups such as the ethnic minority group and people having medical conditions tend to suffer from higher FNR in predictions of car and rideshare usage, probably because they are negatively associated with certain factors (e.g. income) that positively contribute to the usage of these modes which are more expensive compared with other modes.

We also conduct the sensitivity analysis by changing the number of layers in DNN, the batch size and the weight initialization. The results are presented in Appendix D which show that the fairness gaps generally still exist with these variants, and in most cases, changing these hyperparameters does not change the signs of the fairness gaps.

### 4.2.4 Bias mitigation results

We adopt the absolute correlation regularization method to mitigate the unintended bias for both BLR and DNN models. The method is applied to mitigate two types of prediction disparities: the FNR gap for estimating the frequent rideshare usage between rural and urban residents, and the FPR gap for the prediction of “travel burden” between the ethnic minority group and the majority group, as the initial prediction disparity in these two prediction tasks is substantial compared with those in other prediction tasks. In Figure 11 and 12, plot (a) reports the average prediction disparity and plot (b) reports the average prediction accuracy of 5-fold cross-validation with varied bias mitigation weight ($\lambda$). In both plots, higher weight indicates larger penalty for prediction bias.

Both Figure 11 and 12 demonstrate the effectiveness of our bias mitigation method. The prediction disparity decreases as we increase $\lambda$, and this effect is particularly substantial for BLR. The blue curves in these two figures show that the fairness gap diminishes sharply even if only a small degree of bias mitigation weight is applied.

In Figure 11 we find that increasing $\lambda$ from 0 to 0.2 can reduce the FPR gap from 62.4% to -6.4% for BLR and from 14.5% to 4.8% for DNN, only at the expense of reducing the overall accuracy from 77.7% to 76.6% for BLR and from 94.5% to 90.6% for DNN, and a
Figure 11: Fairness and accuracy by bias mitigation weight ($\lambda$): regional bias in the prediction of frequent rideshare usage

A similar effect is found in Figure 12. These results indicate that with the adoption of our bias mitigation method, we can reduce the fairness gap in BLR to a similar level of that in DNN. In Appendix C, we also show the convergence of the loss functions in training.

Appendix E reports the change of the F1-score gap and the other fairness gap (the FPR gap for the frequent rideshare usage prediction and the FNR gap for the travel burden prediction) after these bias mitigations. The results indicate that the absolute values of both the FNR gap and the FPR gap decrease in these two prediction tasks after bias mitigation. The absolute F1-score gap also drops when BLR is applied. When DNN is applied, the absolute F1-score gap drops only for the travel burden prediction, but not for the frequent rideshare usage prediction.

We also report the change of prediction disparity for other protected variables in Appendix F. The results show that mitigating the bias for one variable has the possibility of increasing prediction disparity for other variables. Therefore, future research is needed to explore ways to mitigate bias for multiple protected variables. One natural extension is to add the correlation regularization terms for all protected variables of interest to the objective function during training, thus protecting fairness for various protected variables.

4.3 The Chicago Daily Travel Survey

4.3.1 Data and method

To test the validity of our research findings, we further apply the fairness evaluation and mitigation methods to the Chicago travel survey dataset. The 2018-19 My Daily Travel Sur-
Figure 12: Fairness and accuracy by bias mitigation weight (\(\lambda\)): racial bias in the prediction of travel burden

We use this data to predict people’s commuting mode. Among the 13,730 total observations, the weighted percentage of using auto as the travel mode to work is 73.1%.

Therefore, we examine whether an individual uses an auto or non-auto travel mode to work as the dependent variable. The protected variables examined are race, income and disability. In terms of “race”, we define the ethnic minority group as the non-white population. In terms of the variable “income”, we identify low-income households based on the combination of household size and last year’s household income following the 2019 U.S. Federal Poverty Guidelines [69]. For “disability”, we compare the modeling results between disabled individuals and nondisabled individuals. Descriptive statistics of the dependent variable, the explanatory variables and the protected variables are presented in Appendix G.

4.3.2 Experiments and results

We adopt the same models that have been applied to the NHTS data to measure fairness and mitigate bias for work travel mode prediction using the Chicago travel survey data. BLR is implemented through the scikit-learn library. DNN with 3 hidden layers is implemented.

\[\text{The data can be found on the Chicago Metropolitan Agency for Planning Data Hub: https://datahub.cmap.illinois.gov/dataset/mydailytravel-2018-2019-public}\]
in TensorFlow using the mini-batch gradient descent method with step size 0.001 during training. The best model among the 1000 epochs is chosen and later performs prediction over the test data. The 5-fold validation is conducted for each experiment.

Table 1 shows that the disadvantaged groups (ethnic minority, low-income and disable populations) all have higher FNR than the privileged groups when predicting whether the work travel mode is auto, as the FNR gaps are all positive with both BLR and DNN. This is consistent with the findings in NHTS which show that these disadvantaged groups all have higher FNR when predicting frequent car usage.

Then, we apply the bias mitigation for “race”, “income” and “disability” separately, and report the bias mitigation results for each of the protected variables in Table 2. The mitigation weights of 0.6, 0.8 and 0.9 are applied to reduce bias for each of the three protected variables. The results indicate that in general, increasing the bias mitigation weight can reduce the absolute value of the FNR gap with a drop in accuracy, showing that the bias mitigation method is effective in reducing the prediction disparity.

| Model | Accuracy | FNR gap | Race | Income | Disability |
|-------|----------|---------|------|--------|------------|
| BLR   | 0.813 (0.012) | 0.028 (0.009) | 0.145 (0.05) | 0.085 (0.079) |
| DNN   | 0.917 (0.001) | 0.087 (0.015) | 0.135 (0.116) | 0.038 (0.036) |

Note: This table reports the means and standard deviations (in parentheses) of the accuracy and FNR gap of 5-fold cross-validation for BLR and DNN (with 3 hidden layers).

Table 1: Fairness and accuracy results for the work travel mode prediction on the test set of the Chicago travel survey using BLR and DNN

| λ   | Race FNR gap | Race Accuracy | Income FNR gap | Income Accuracy | Disability FNR gap | Disability Accuracy |
|-----|--------------|---------------|----------------|----------------|-------------------|-------------------|
| 0.0 | 0.087 (0.015)| 0.917 (0.001) | 0.135 (0.116) | 0.917 (0.001) | 0.038 (0.036) | 0.917 (0.001) |
| 0.6 | 0.033 (0.029)| 0.867 (0.005) | 0.091 (0.078) | 0.867 (0.004) | 0.046 (0.09) | 0.889 (0.004) |
| 0.8 | 0.014 (0.025)| 0.838 (0.0)   | 0.022 (0.032) | 0.839 (0.003) | -0.023 (0.063) | 0.856 (0.004) |
| 0.9 | 0.001 (0.015)| 0.827 (0.002) | 0.032 (0.026) | 0.824 (0.001) | 0.019 (0.101) | 0.836 (0.003) |

Note: the prediction model is DNN with 3 hidden layers. λ represents the bias mitigation weight. The means and standard deviations (in parentheses) are calculated based on the 5-fold cross-validation.

Table 2: The results of bias mitigation for different protected variables (the Chicago travel survey)
5 Conclusions

This study investigates equality of opportunity as a measurement of computational fairness in travel behavior modeling with BLR and DNN. Fairness has long been a critical concern in transportation studies. However, past transportation equity studies generally evaluated equity based on the cost and benefit analysis for different populations and neglected the potential fairness problem in machine-learned models. This research aims to enrich the transportation equity research by emphasizing the integration of fairness metrics into the modeling process to improve fair transportation decision making and resource allocation.

First, we use the concept of equality of opportunity to define computational fairness in travel behavior modeling, which is measured by the gap in true positive rates between two groups of populations. This definition is connected to the equality of opportunity in traditional transportation equity literature, since choice probabilities in discrete choice models are a natural metric for opportunities. The unfair prediction of choice probabilities in modeling can lead to the allocation of inadequate transportation resources to disadvantaged neighborhoods.

Then, we conduct simulated experiments to show two sources of prediction disparities: the bias inherent in the data structure and the bias in the modeling process. Prediction disparity increases as the correlation between the protected variables and the explanatory variable(s) increases, exhibiting the bias inherent in the data structure but not caused by modelers. The inherent bias illustrates how prediction disparities may still exist without the presence of human errors. When the true model specification cannot be captured by BLR but can be captured by DNN, DNN can produce lower prediction bias than BLR, owing to its ability to capture the complex relationships among variables. This type of bias is the algorithmic bias that can be mitigated by choosing a more fitting model, thus is a sort of human bias.

Next, we conduct computational fairness analysis on the NHTS and the Chicago travel survey datasets using BLR and DNN. The results reveal the prevalence of prediction disparities in travel behavior modeling particularly when BLR is adopted, and these prediction disparities are consistent with the change of the hyperparameters including the number of DNN layers, the batch size and the weight initialization. Though the magnitudes of unfairness are different, the signs of the fairness gap (e.g. which group has higher FNR/FPR) are the same between BLR and DNN in the vast majority of our prediction cases, probably reflect-
ing the bias inherent in the existing population disparity. For the NHTS analysis, we find that the regional disparity in predictions of frequent usage of bike, bus and rideshare is the largest among all the protected attributes, indicating that bike, bus and rideshare services allocated by the predictions will be withheld from rural residents compared with urban residents. When estimating the high frequent usage of rideshare, the disadvantaged group has higher FNR than the other group for all protected variables, indicating that these disadvantaged social groups might receive insufficient ride sharing service if the TNC companies use these data for rideshare demand estimation but do not consider prediction disparity. For the Chicago travel survey analysis, the results show that the disadvantaged groups have higher FNR when predicting whether the travel mode is auto, which is consistent with the findings in the NHTS analysis.

Finally, we adopt the absolute correlation regularization method to mitigate the bias in the BLR and DNN prediction using the synthetic, NHTS and the Chicago travel survey datasets. The method proves to be effective for both BLR and DNN. When the initial fairness gap is large, applying our bias mitigation method with only a small weight of regularization can considerably improve the fairness result. Though there is an accuracy-fairness trade-off in most predictions, we can achieve substantial improvement in prediction fairness with only a small reduction in accuracy by careful selection of the bias mitigation weight. The synthetic experiments show that the bias mitigation works whether the bias is caused by inherent or modeling bias, and whether the dataset is imbalanced or not. The NHTS experiments also show that through mitigating the bias for one fairness metric (e.g. the FNR gap), generally other fairness metrics (e.g. the FPR gap and the F1-score gap) can also be improved. However, mitigating bias for one protected variable may increase the bias for other protected variables, which necessitates future research into solutions to improving fairness for multiple protected variables simultaneously.

All in all, we argue that researchers and policy makers should be aware of the normative aspect in seemingly value-neutral machine learning predictions, since the prediction disparities can lead to severely unfair treatment of already marginalized social groups. Only after acknowledging the existence of the biases can policy makers start to adopt effective remedies.
6 Discussions and Future Work

This study reveals the need to incorporate the equality of opportunity metric into the travel demand modeling framework, which is especially important when forecasting mode split under various transportation service deployment scenarios. It is also important when predicting the market share of new travel modes, such as automated vehicles, electric mobility and mobility-as-a-service packages. Due to the discriminatory behaviors exhibited by the prediction algorithms, socially disadvantaged groups may be under-served by the providers of these services. In the context of personalized on-demand mobility service, the preferences of the passengers towards various travel mode alternatives are captured by the choice modeling results, and the operators incorporate these predicted choice probabilities into their optimization framework for vehicle fleet allocation in order to maximize their profits \[70, 71\]. Given the potential existence of computational bias, the passengers from the disadvantaged group may not get access to their desired travel mode, which consequently exacerbates the social inequity problem.

Inherent and modeling biases are only two sources of prediction disparities. However, future studies should investigate other factors that also lead to prediction disparity and pinpoint more granular sources of bias in travel predictions. Previous literature has shown that prediction disparities can stem from various sources such as sampling procedure, feature quality and algorithms, but no study has examined these factors in the context of travel behavior modeling \[50, 72, 61\]. While we use equality of opportunity as the fairness metric in this research, scholars can also consider other metrics to measure computational fairness. Another future research direction is to study fairness issues with machine learning models other than DNN and BLR. In addition, while we try to address computational fairness through an algorithmic approach, future studies can explore how to combine our computational perspective with other remedies such as taking a participatory effort to evaluate fairness in the modeling results for various transportation programs.

This study demonstrates that adjusting BLR and DNN models to reduce prediction disparity may lead to lower prediction accuracy, but how to trade off accuracy and fairness essentially involves a value judgement, on which the authors do not take a stance. In fact, this needs to be analyzed on the basis of different normative principles, and may involve some ethical debates about what should be considered “fair” in a given context. In addition, mitigating unintended prediction biases can involve more costs. Policy makers should
determine whether the gain in computational fairness can outweigh the efforts of improving computational fairness, such as employing bias mitigation algorithms or collecting data that represent socially marginalized groups. Further cost and benefit analysis is necessary to bridge the gap between algorithmic fairness tools and social justice needs in the real world.
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Appendix

A The Synthetic Data Generation Process

The label $y$ is generated based on the following equations:

$$U_i = V_i + \varepsilon_i = f(x_i, k_i) + \varepsilon_i$$

(13)

$$Pr(y_i = 1) = \frac{1}{1 + \exp(-V_i)}$$

(14)

Equation 13 denotes the true utility function specification, where $\varepsilon$ is the extreme value distributed random term. Equation 14 is the Sigmoid function calculating the probability of the binary outcomes. In simulations, for each individual $i$ we draw $y_i$ from a binomial distribution which takes value 1 with $Pr(y_i = 1)$. Note that this is where sampling errors may occur.

$$(a_i, x_i) \sim N\left(0, \begin{pmatrix} 1 & Cov_{ax} \\ Cov_{ax} & 1 \end{pmatrix} \right)$$

(15)

$$z_i = \begin{cases} 1, & \text{if } a_i \geq 0 \\ 0, & \text{if } a_i < 0 \end{cases}$$

(16)

$$k_i \sim N(0, I)$$

(17)

$z, x$ and $k$ are derived based on Equation 15, 16 and 17. $a$ is an intermediate variable for the creation of $z$. $a, x$ and all of the elements in $k$ are drawn from a multivariate Gaussian distribution with zero-mean and unit-variance. The above variables drawn from this distribution are all independent, except that $a, x$ are correlated with the covariance being $Cov_{ax}$. $z$ takes value 1 if $a \geq 0$ and takes value 0 otherwise. Therefore, the mean value of $z$ is 0.5, indicating that the number of positive values and negative values of $z$ is approximately the same. In our simulations, the value of $Cov_{ax}$ varies across 0, 0.25, 0.5, 0.75, 1. The corresponding values of $Cov(z, x)$ are 0, 0.1, 0.2, 0.3, 0.4, each of which is empirically calculated as the value of $Cov(z, x)$ averaged across the 3 independently generated datasets used in the simulations for each $Cov_{ax}$.

$f(x_i, k_i)$ in Equation 13 indicates the true systematic utility function. We consider two
scenarios:

\[ f(x_i, k_i) = \alpha + x_i \beta_{x_1} + k_i^\top \beta_{k_1} \]  
\[ f(x_i, k_i) = \alpha + x_i \beta_{x_1} + x_i^2 \beta_{x_2} + k_i^\top \beta_{k_1} + (k_i \odot k_i)^\top \beta_{k_2} \]  

In Scenario 1, the utility specification takes a linear form (Equation 18). We set \( \alpha \) to 0 and \( \beta_{x_1} \) to 1. Each entry of \( \beta_{k_1} \) takes \{-0.5,0.5\} values with equal probabilities. As such, \( x \) will have the strongest positive influence on \( V \) compared with other explanatory variables.

In Scenario 2, the utility specification takes a quadratic form (Equation 19). We set \( \alpha \) to -0.5, \( \beta_{x_1} \) to 1 and \( \beta_{x_2} \) to 0.5. Each entry of \( \beta_{k_1} \) and \( \beta_{k_2} \) takes \{-0.5,0.5\} values with equal probabilities.

This setup for both scenarios makes sure that \( E(V) \) is equal to 0, so the average numbers of outcomes \( y \) taking the value 1 and 0 are approximately the same.

B Descriptive Statistics (NHTS Survey)

1. Dependent variables: travel behavior and attitude indicators
   - Work from home: "Do you usually work from home?" (Yes=1)
   - Work from home option: "Do you have the option of working from home?" (Yes=1)
   - Travel burden: "Do you agree that travel is a financial burden?" ("Strongly agree" or "Agree"= 1)
   - Gas price impact: "Do you agree that gas price affects travel?" ("Strongly agree" or "Agree"= 1)

2. Dependent variables: variables regarding travel mode usage
   - Frequent usage of bike: "Do you use bike for travel daily or a few times a week?" (Yes=1)
   - Frequent usage of car: "Do you use car for travel daily or a few times a week?" (Yes=1)
   - Frequent usage of bus: "Do you use bus for travel daily or a few times a week?" (Yes=1)
- Frequent usage of rideshare: "Do you use rideshare at least once in the past 30 days?" (Yes=1)

| Variable | Mean | Std. | Min | Median | Max |
|----------|------|------|-----|--------|-----|
| **Socio-demographics:** | | | | | |
| Age | 45.834 | 17.372 | 6.0 | 45.0 | 92.0 |
| *Gender (Male=1) | 0.479 | 0.500 | 0.0 | 0.0 | 1.0 |
| *Ethnic minority (Yes=1) | 0.240 | 0.427 | 0.0 | 0.0 | 1.0 |
| *Low income household (Yes=1) | 0.130 | 0.337 | 0.0 | 0.0 | 1.0 |
| *Medical condition (Yes=1) | 0.065 | 0.246 | 0.0 | 0.0 | 1.0 |
| Driver status (Yes=1) | 0.915 | 0.280 | 0.0 | 1.0 | 1.0 |
| Education: Less than high school (Yes=1) | 0.068 | 0.252 | 0.0 | 0.0 | 1.0 |
| Education: High school graduate (Yes=1) | 0.190 | 0.392 | 0.0 | 0.0 | 1.0 |
| Education: College degree (Yes=1) | 0.293 | 0.455 | 0.0 | 0.0 | 1.0 |
| Education: Bachelor’s degree (Yes=1) | 0.245 | 0.430 | 0.0 | 0.0 | 1.0 |
| Home ownership (Yes=1) | 0.661 | 0.473 | 0.0 | 1.0 | 1.0 |
| Primary activity: absent (Yes=1) | 0.027 | 0.163 | 0.0 | 0.0 | 1.0 |
| Primary activity: homemaker (Yes=1) | 0.073 | 0.260 | 0.0 | 0.0 | 1.0 |
| Primary activity: unemployed (Yes=1) | 0.035 | 0.184 | 0.0 | 0.0 | 1.0 |
| Primary activity: retired (Yes=1) | 0.158 | 0.365 | 0.0 | 0.0 | 1.0 |
| Primary activity: going to school (Yes=1) | 0.067 | 0.250 | 0.0 | 0.0 | 1.0 |
| Born in the U.S. (Yes=1) | 0.861 | 0.346 | 0.0 | 1.0 | 1.0 |
| More than one job (Yes=1) | 0.075 | 0.263 | 0.0 | 0.0 | 1.0 |
| Health level (Excellent=1, Poor=5) | 2.142 | 0.960 | 1.0 | 2.0 | 5.0 |
| Job: Sales or service (Yes=1) | 0.168 | 0.373 | 0.0 | 0.0 | 1.0 |
| Job: Clerical or administrative support (Yes=1) | 0.070 | 0.256 | 0.0 | 0.0 | 1.0 |
| Job: Manufacturing type (Yes=1) | 0.087 | 0.282 | 0.0 | 0.0 | 1.0 |
| Work for pay (Yes=1) | 0.069 | 0.253 | 0.0 | 0.0 | 1.0 |
| Level of physical activity (Never/rarely=1, Vigorous=3) | 2.173 | 0.594 | 1.0 | 2.0 | 3.0 |
| In public or private school (Yes=1) | 0.024 | 0.154 | 0.0 | 0.0 | 1.0 |
| Full-time worker (Yes=1) | 0.504 | 0.500 | 0.0 | 1.0 | 1.0 |
| **Household Variables:** | | | | | |
| Number of drivers in the HH | 2.038 | 0.945 | 0.0 | 2.0 | 9.0 |

Note: the sample weights are used to compute the summary statistics; (*) denotes the independent variables that are also treated as the protected variables based on which we examine the prediction disparities.

Table B1: Summary statistics of the explanatory and dependent variables
| Variable                                                                 | Mean  | Std.   | Min  | Median | Max  |
|-------------------------------------------------------------------------|-------|--------|------|--------|------|
| Last year’s household income (K $)                                      | 84.009| 64.924 | 5.0  | 62.5   | 250.0|
| Number of household members                                             | 2.915 | 1.435  | 1.0  | 3.0    | 13.0 |
| Number of household vehicles                                            | 2.187 | 1.305  | 0.0  | 2.0    | 12.0 |
| No child in the HH (Yes=1)                                              | 0.352 | 0.478  | 0.0  | 0.0    | 1.0  |
| Youngest child’s age < 15 in the HH (Yes=1)                             | 0.343 | 0.475  | 0.0  | 0.0    | 1.0  |
| Youngest child’s age < 21 in the HH (Yes=1)                             | 0.102 | 0.303  | 0.0  | 0.0    | 1.0  |
| Number of workers in household                                          | 1.495 | 1.004  | 0.0  | 1.0    | 7.0  |
| **Built Environment:**                                                   |       |        |      |        |      |
| *Household in urban area (Yes=1)                                        | 0.836 | 0.371  | 0.0  | 1.0    | 1.0  |
| Northeast Region (Yes=1)                                                | 0.178 | 0.382  | 0.0  | 0.0    | 1.0  |
| Midwest Region (Yes=1)                                                  | 0.217 | 0.412  | 0.0  | 0.0    | 1.0  |
| Gas Price ($)                                                            | 2.395 | 0.208  | 2.0  | 2.4    | 3.0  |
| % of renter-occupied housing in the block group                         | 31.226| 22.877 | 2.0  | 20.0   | 97.5 |
| Housing units/sq.m in the block group (in thousands)                    | 3.004 | 5.409  | 0.0  | 1.5    | 30.0 |
| Second City (Yes=1)                                                     | 0.201 | 0.401  | 0.0  | 0.0    | 1.0  |
| Suburban (Yes=1)                                                        | 0.235 | 0.424  | 0.0  | 0.0    | 1.0  |
| Small Town (Yes=1)                                                      | 0.195 | 0.396  | 0.0  | 0.0    | 1.0  |
| Number of workers/sq.m in the census tract (in thousands)               | 1.751 | 1.703  | 0.0  | 1.5    | 5.0  |
| MSA population > 1 million, without rail (Yes=1)                        | 0.282 | 0.450  | 0.0  | 0.0    | 1.0  |
| MSA population < 1 million (Yes=1)                                      | 0.299 | 0.458  | 0.0  | 0.0    | 1.0  |
| Population size of the MSA (in millions)                                | 1.959 | 1.643  | 0.0  | 2.0    | 4.0  |
| In an urban area (Yes=1)                                                | 0.741 | 0.438  | 0.0  | 1.0    | 1.0  |
| Area surrounded by urban areas (Yes=1)                                  | 0.095 | 0.293  | 0.0  | 0.0    | 1.0  |
| Urban area size (in millions)                                           | 0.000 | 0.022  | 0.0  | 0.0    | 1.0  |
| Urban area size (in millions)                                            | 1.018 | 0.910  | 0.0  | 0.8    | 2.0  |
| **Travel Pattern and Internet Usage:**                                   |       |        |      |        |      |
| Flexible work time (Yes=1)                                              | 0.307 | 0.461  | 0.0  | 0.0    | 1.0  |
| Travel day began at home location (Yes=1)                               | 0.938 | 0.241  | 0.0  | 1.0    | 1.0  |
| Frequent internet use (Yes=1)                                           | 0.955 | 0.208  | 0.0  | 1.0    | 1.0  |
| **Dependent Variables:**                                                |       |        |      |        |      |
| Work from home option (Yes=1)                                           | 0.184 | 0.388  | 0.0  | 0.0    | 1.0  |
| Work from home (Yes=1)                                                  | 0.116 | 0.321  | 0.0  | 0.0    | 1.0  |
| Travel is a financial burden (Yes=1)                                    | 0.396 | 0.489  | 0.0  | 0.0    | 1.0  |
| Gas price affects travel (Yes=1)                                        | 0.478 | 0.500  | 0.0  | 0.0    | 1.0  |
| Frequent usage of bike (Yes=1)                                          | 0.066 | 0.248  | 0.0  | 0.0    | 1.0  |
| Frequent usage of bus (Yes=1)                                           | 0.063 | 0.243  | 0.0  | 0.0    | 1.0  |
| Frequent usage of car (Yes=1)                                           | 0.926 | 0.262  | 0.0  | 1.0    | 1.0  |
| Frequent usage of rideshare (Yes=1)                                     | 0.114 | 0.317  | 0.0  | 0.0    | 1.0  |

Note: the sample weights are used to compute the summary statistics; (*) denotes the independent variables that are also treated as the protected variables based on which we examine the prediction disparities.

**Table B2:** (Cont.) Summary statistics of the explanatory and dependent variables
| Protected Variable | Value   | Dependent Variable |
|--------------------|---------|--------------------|
| Type               | Value   | WFH                |
| Race               | Minority| 29.73%             |
|                    | Majority| 34.02%             |
| Gender             | Male    | 33.52%             |
|                    | Female  | 33.19%             |
| Income             | Low     | 37.62%             |
|                    | Middle or High | 33.1%         |
| Medical Condition  | With    | 49.72%             |
|                    | Without | 32.99%             |
| Region             | Urban   | 32.71%             |
|                    | Rural   | 35.9%              |
| Sample Size        |         | 160110             |
| Number of Positives|         | 53400              |

Note: “WFH” stands for “work from home”, “WFHO” stands for “work from home option”, “TB” stands for “travel burden”, “GPI” stands for “gas price impact”; each percentage number indicates the proportion of positives to the total number of the corresponding dependent variable in the subset of the corresponding protected variable; since the outcome distributions of “WFH” and “WFHO” are highly skewed, for these two variables the data is balanced so that the ratio of the major outcome class to the minor outcome class instances is 2:1.

Table B3: Summary statistics of dependent variables by protected variables in the data set
| Protected Variable | Value       | Frequent Usage of |  |
|--------------------|-------------|-------------------|---|
| Type               |             | Bus       | Bike    | Car      | Rideshare  |
| Race               | Minority    | 55.03%    | 30.91%  | 48.35%   | 37.28%     |
|                    | Majority    | 27.1%     | 33.83%  | 71.28%   | 32.56%     |
| Gender             | Male        | 33.03%    | 35.99%  | 66.65%   | 35.09%     |
|                    | Female      | 33.67%    | 30.96%  | 66.6%    | 31.75%     |
| Income             | Low         | 62.76%    | 39.06%  | 29.27%   | 20.76%     |
|                    | Middle or High | 28.54%    | 32.82%  | 73.98%   | 34.34%     |
| Medical Condition  | With        | 46.37%    | 26.01%  | 38.92%   | 13.31%     |
|                    | Without     | 32.21%    | 33.88%  | 69.98%   | 34.53%     |
| Region             | Urban       | 37.81%    | 35.8%   | 63.82%   | 37.96%     |
|                    | Rural       | 10.79%    | 23.09%  | 78.85%   | 11.43%     |
| Sample Size        |             | 72235     | 130939  | 95323    | 181132     |
| Number of Positives|             | 24106     | 43712   | 63504    | 60378      |

Note: since the distributions of the travel mode usage are highly skewed, for each dependent variable the data is balanced so that the ratio of the major outcome class to the minor outcome class instances is 2:1.

Table B4: (Cont.) Summary statistics of dependent variables by protected variables in the data set

C Convergence of Loss Values in the Training Process

The convergence of loss values during the training process is shown in Figure C1, where we try to mitigate the prediction disparity between rural and urban residents when predicting frequent usage of rideshare using DNN. The bias mitigation weight is 0.8. Primary loss refers to \((1 - \lambda)\) times the cross-entropy loss which is used to increase the prediction accuracy, whereas fairness loss refers to \(\lambda\) times the correlation loss which is applied to mitigate the prediction bias. The total loss is computed as the sum of the primary and the fairness loss.

From Figure C1a, we can see that in the first few epochs, the reduction of total loss is mainly driven by the reduction of fairness loss as the values of both losses drop sharply. As the fairness loss drops to nearly zero, the algorithm then primarily tries to mitigate the prediction loss, while the fairness loss remains very small in the following training steps. The testing data shows similar trends of loss values during the training process (Figure C1b), except that the fairness loss never drops to the near-zero level. All in all, Figure C1 illustrates how our bias mitigation method works, and how the algorithm manages to...
Figure C1: Change of loss values in the training process. Protected variable: urban-rural divide; dependent variable: the frequent usage of rideshare; mitigation weight ($\lambda$): 0.8.

substantially reduce fairness loss at early stage of training.
## D Sensitivity Analysis

| Model                  | FNR gap         |          |          | FPR gap         |          |          |          |          |
|------------------------|-----------------|----------|----------|-----------------|----------|----------|----------|----------|
|                        | Bike            | Bus      | Car      | Rideshare       | TB       | GPI      | WFH      | WFHO     |
| **Sensitive Attribute = Race** |                 |          |          |                 |          |          |          |          |
| Main: logit            | 0.121 (0.018)   | -0.228 (0.02) | 0.14 (0.016) | 0.047 (0.017) | 0.357 (0.012) | 0.303 (0.015) | -0.004 (0.01) | -0.012 (0.008) |
| Main: DNN              | -0.027 (0.007)  | -0.02 (0.007) | 0.058 (0.013) | 0.002 (0.009) | 0.071 (0.007) | 0.056 (0.01) | -0.011 (0.005) | -0.01 (0.005) |
| 2 layers DNN           | -0.024 (0.013)  | -0.032 (0.007) | 0.053 (0.017) | -0.003 (0.008) | 0.108 (0.01) | 0.091 (0.015) | -0.019 (0.005) | -0.02 (0.005) |
| 4 layers DNN           | -0.022 (0.008)  | -0.013 (0.01) | 0.053 (0.009) | -0.002 (0.01) | 0.046 (0.008) | 0.036 (0.011) | -0.007 (0.006) | -0.012 (0.005) |
| Batch size=5000        | -0.033 (0.016)  | -0.046 (0.009) | 0.041 (0.005) | 0.011 (0.019) | 0.041 (0.009) | 0.048 (0.006) | -0.009 (0.004) | -0.035 (0.006) |
| He initialization      | -0.025 (0.01)   | -0.024 (0.008) | 0.053 (0.022) | -0.001 (0.008) | 0.066 (0.008) | 0.057 (0.004) | -0.011 (0.004) | -0.014 (0.007) |
| **Sensitive Attribute = Gender** |                 |          |          |                 |          |          |          |          |
| Main: logit            | 0.127 (0.026)   | -0.014 (0.008) | -0.004 (0.011) | 0.022 (0.032) | 0.02 (0.01)  | 0.047 (0.006) | 0.029 (0.006) | -0.074 (0.008) |
| Main: DNN              | 0.017 (0.01)    | -0.002 (0.006) | -0.001 (0.011) | 0.01 (0.009)  | 0.008 (0.004) | 0.015 (0.007) | -0.001 (0.006) | -0.022 (0.005) |
| 2 layers DNN           | 0.033 (0.015)   | -0.003 (0.01) | -0.004 (0.003) | 0.011 (0.01)  | 0.012 (0.005) | 0.018 (0.007) | 0.003 (0.007) | -0.029 (0.007) |
| 4 layers DNN           | 0.009 (0.013)   | -0.002 (0.006) | -0.003 (0.005) | 0.008 (0.009) | 0.007 (0.004) | 0.011 (0.004) | -0.003 (0.008) | -0.016 (0.004) |
| Batch size=5000        | 0.031 (0.013)   | -0.007 (0.007) | 0.002 (0.008) | 0.016 (0.015) | -0.001 (0.003) | 0.006 (0.004) | -0.004 (0.004) | -0.063 (0.008) |
| He initialization      | 0.015 (0.008)   | -0.004 (0.008) | -0.003 (0.01) | 0.011 (0.008) | 0.012 (0.003) | 0.016 (0.003) | -0.002 (0.006) | -0.021 (0.004) |
| **Sensitive Attribute = Income** |           |          |          |                 |          |          |          |          |
| Main: logit            | -0.09 (0.039)   | -0.216 (0.09) | 0.353 (0.022) | 0.25 (0.023)  | 0.605 (0.013) | 0.564 (0.003) | 0.053 (0.014) | -0.139 (0.011) |
| Main: DNN              | -0.051 (0.009)  | -0.019 (0.009) | 0.133 (0.018) | 0.003 (0.011) | 0.101 (0.011) | 0.084 (0.016) | -0.006 (0.011) | -0.049 (0.007) |
| 2 layers DNN           | -0.076 (0.009)  | -0.03 (0.006) | 0.13 (0.012) | 0.018 (0.019) | 0.165 (0.021) | 0.15 (0.02)  | -0.012 (0.011) | -0.068 (0.009) |
| 4 layers DNN           | -0.031 (0.004)  | -0.014 (0.01) | 0.127 (0.017) | -0.007 (0.01) | 0.072 (0.005) | 0.054 (0.007) | -0.002 (0.014) | -0.036 (0.007) |
| Batch size=5000        | -0.087 (0.012)  | -0.044 (0.014) | 0.092 (0.018) | 0.037 (0.034) | 0.042 (0.01)  | 0.046 (0.011) | -0.001 (0.012) | -0.119 (0.016) |
| He initialization      | -0.041 (0.005)  | -0.02 (0.008) | 0.114 (0.028) | 0.002 (0.006) | 0.089 (0.007) | 0.076 (0.009) | -0.006 (0.007) | -0.046 (0.005) |

Note:
1. means and standard deviations (in parentheses) of the FNR gap/FPR gap and accuracy of 5-fold cross-validation trained with different models.
2. "Main: logit" is the BLR model, "Main: DNN" is the default DNN model tested in Section 4.2. For this default DNN model, the number of hidden layers is 3, and it is trained with a batch size of 500,000 and the Xavier uniform weight initialization. The other four models are adapted from the default DNN model: "2 layers DNN" and "4 layers DNN" change the number of DNN hidden layers to 2 and 4 while keeping other hyperparameters fixed. "Batch size=5000" changes the batch size to 5000. "He initialization" change the weight initializer to He normal initializer.

**Table D1**: Fairness and accuracy results of different models
| Model                  | FNR gap       | FPR gap       |       |       |       |       |       |
|-----------------------|---------------|---------------|-------|-------|-------|-------|-------|
|                       | Bike          | Bus           | Car   | Rideshare | TB   | GPI  | WFH  | WFHO  |
| (Sensitive Attribute = Medical Condition) |               |               |       |           |      |      |      |       |
| Main: logit           | -0.006 (0.054) | -0.14 (0.023) | 0.253 (0.044) | 0.433 (0.055) | 0.425 (0.02) | 0.321 (0.025) | 0.137 (0.057) | -0.106 (0.009) |
| Main: DNN             | -0.02 (0.026)  | -0.016 (0.006) | 0.091 (0.027) | 0.043 (0.025) | 0.117 (0.014) | 0.083 (0.012) | 0.065 (0.042) | -0.028 (0.014) |
| 2 layers DNN          | -0.026 (0.024) | -0.029 (0.005) | 0.089 (0.033) | 0.061 (0.026) | 0.154 (0.02) | 0.106 (0.01) | 0.053 (0.023) | -0.023 (0.01) |
| 4 layers DNN          | -0.011 (0.023) | -0.018 (0.005) | 0.075 (0.01)  | 0.022 (0.02)  | 0.086 (0.01)  | 0.064 (0.01)  | 0.065 (0.04)  | -0.017 (0.02)  |
| Batch size=5000       | -0.01 (0.034)  | -0.037 (0.006) | 0.057 (0.019) | 0.116 (0.069) | 0.055 (0.012) | 0.05 (0.008)  | 0.05 (0.031)  | -0.076 (0.018) |
| He initialization     | -0.016 (0.031) | -0.017 (0.01)  | 0.082 (0.027) | 0.042 (0.026) | 0.115 (0.022) | 0.075 (0.013) | 0.057 (0.03)  | -0.025 (0.009) |
| (Sensitive Attribute = Region) |               |               |       |           |      |      |      |       |
| Main: logit           | 0.356 (0.016)  | 0.695 (0.046)  | -0.068 (0.012) | 0.624 (0.018) | 0.073 (0.01)  | 0.244 (0.008) | 0.068 (0.011) | -0.073 (0.017) |
| Main: DNN             | 0.076 (0.023)  | 0.116 (0.027)  | -0.026 (0.014) | 0.146 (0.028) | 0.041 (0.005) | 0.082 (0.01)  | 0.009 (0.008) | -0.021 (0.01)  |
| 2 layers DNN          | 0.088 (0.027)  | 0.168 (0.026)  | -0.018 (0.009) | 0.222 (0.04)  | 0.053 (0.004) | 0.112 (0.013) | 0.018 (0.009) | -0.03 (0.013)  |
| 4 layers DNN          | 0.053 (0.012)  | 0.079 (0.033)  | -0.027 (0.007) | 0.089 (0.02)  | 0.037 (0.008) | 0.063 (0.004) | 0.01 (0.005)  | -0.018 (0.005) |
| Batch size=5000       | 0.112 (0.047)  | 0.173 (0.027)  | -0.022 (0.006) | 0.391 (0.056) | 0.026 (0.015) | 0.05 (0.017)  | 0.009 (0.005) | -0.039 (0.013) |
| He initialization     | 0.073 (0.01)   | 0.13 (0.039)   | -0.023 (0.012) | 0.136 (0.03)  | 0.038 (0.007) | 0.079 (0.008) | 0.017 (0.006) | -0.023 (0.003) |

| Model                  | Accuracy       |       |       |       |       |       |       |
|-----------------------|---------------|-------|-------|-------|-------|-------|-------|
|                       | Bike          | Bus   | Car   | Rideshare | TB   | GPI  | WFH  | WFHO  |
| Main: logit           | 0.697 (0.006)  | 0.778 (0.007) | 0.84 (0.004) | 0.777 (0.008) | 0.645 (0.002) | 0.652 (0.003) | 0.763 (0.003) | 0.791 (0.003) |
| Main: DNN             | 0.955 (0.002)  | 0.977 (0.001) | 0.98 (0.001) | 0.946 (0.001) | 0.854 (0.004) | 0.856 (0.002) | 0.952 (0.001) | 0.944 (0.001) |
| 2 layers DNN          | 0.928 (0.001)  | 0.964 (0.001) | 0.968 (0.001) | 0.923 (0.001) | 0.795 (0.003) | 0.796 (0.002) | 0.928 (0.002) | 0.919 (0.002) |
| 4 layers DNN          | 0.971 (0.001)  | 0.984 (0.0005) | 0.986 (0.001) | 0.966 (0.001) | 0.893 (0.003) | 0.893 (0.003) | 0.971 (0.001) | 0.966 (0.001) |
| Batch size=5000       | 0.949 (0.004)  | 0.965 (0.002) | 0.969 (0.001) | 0.866 (0.007) | 0.896 (0.004) | 0.897 (0.004) | 0.94 (0.007)  | 0.867 (0.007) |
| He initialization     | 0.959 (0.001)  | 0.978 (0.001) | 0.979 (0.0004) | 0.952 (0.001) | 0.871 (0.004) | 0.867 (0.005) | 0.959 (0.002) | 0.951 (0.001) |

Table D2: (Cont.) Fairness and accuracy results of different models
E Other Fairness Measures after Bias Mitigation

Figure E1a indicates that when mitigating the absolute value of the FNR gap in terms of "region" for the frequent rideshare usage prediction, the absolute value of the FPR gap also decreases (i.e., the value becomes closer to zero). Similarly, Figure E2a shows that when mitigating the absolute value of the FPR gap in terms of "race" for the travel burden prediction, the absolute value of the FNR gap also decreases.

In terms of the F1-score, the results show that the bias mitigation also leads to drops in the absolute F1-score gaps in Figure E2b. However, in Figure E1b, the absolute F1-score gap only drops when BLR is applied, but not for DNN.

Figure E1: FPR gap and F1-score gap by bias mitigation weight ($\lambda$) for FNR: regional gap in the prediction of frequent rideshare usage

Figure E2: FNR gap and F1-score gap by bias mitigation weight ($\lambda$) for FPR: racial gap in the prediction of travel burden

---

5 The F1-score conveys the balance between recall and precision. The F1-score gap is calculated as: $F1$-score gap $= \frac{TP_{z=0}}{TP_{z=0} + 0.5(TP_{z=1} + FN_{z=0})} - \frac{TP_{z=1}}{TP_{z=1} + 0.5(TP_{z=0} + FN_{z=1})}$. 
### Effects of Bias Mitigation on Other Protected Variables

| \( \lambda \) | Race: FNR gap | Gender: FNR gap | Income: FNR gap | Medical Condition: FNR gap | Region: FNR gap | Accuracy |
|---|---|---|---|---|---|---|
| 0.0 | 0.047 (0.017) | 0.022 (0.032) | 0.25 (0.023) | 0.433 (0.055) | 0.624 (0.018) | 0.777 (0.008) |
| 0.2 | 0.069 (0.025) | 0.049 (0.035) | 0.295 (0.024) | 0.47 (0.055) | -0.064 (0.048) | 0.766 (0.001) |
| 0.4 | 0.07 (0.025) | 0.047 (0.035) | 0.285 (0.037) | 0.471 (0.056) | -0.047 (0.04) | 0.766 (0.001) |
| 0.6 | 0.077 (0.02) | 0.055 (0.036) | 0.325 (0.027) | 0.488 (0.045) | -0.044 (0.047) | 0.764 (0.002) |
| 0.8 | 0.11 (0.02) | 0.066 (0.033) | 0.373 (0.028) | 0.48 (0.047) | -0.061 (0.054) | 0.759 (0.002) |

**Table F1:** Change of FNR gaps for various protected variables with the increase of bias mitigation weight (\( \lambda \)) regarding "region" when predicting the frequent rideshare usage BLR.

| \( \lambda \) | Race: FPR gap | Gender: FPR gap | Income: FPR gap | Medical Condition: FPR gap | Region: FPR gap | Accuracy |
|---|---|---|---|---|---|---|
| 0.0 | 0.357 (0.012) | 0.02 (0.01) | 0.605 (0.013) | 0.425 (0.02) | 0.073 (0.01) | 0.645 (0.002) |
| 0.2 | -0.0002 (0.012) | 0.01 (0.008) | 0.561 (0.022) | 0.43 (0.019) | 0.138 (0.01) | 0.634 (0.001) |
| 0.4 | 0.001 (0.012) | 0.006 (0.01) | 0.552 (0.019) | 0.434 (0.018) | 0.142 (0.015) | 0.634 (0.001) |
| 0.6 | -0.001 (0.013) | 0.002 (0.007) | 0.514 (0.069) | 0.448 (0.028) | 0.168 (0.03) | 0.632 (0.001) |
| 0.8 | -0.002 (0.011) | -0.004 (0.014) | 0.424 (0.113) | 0.437 (0.024) | 0.224 (0.077) | 0.627 (0.006) |

**Table F2:** Change of FPR gaps for various protected variables with the increase of bias mitigation weight (\( \lambda \)) regarding "race" when predicting the travel burden using BLR.

| \( \lambda \) | Race: FNR gap | Gender: FNR gap | Income: FNR gap | Medical Condition: FNR gap | Region: FNR gap | Accuracy |
|---|---|---|---|---|---|---|
| 0.0 | 0.002 (0.009) | 0.01 (0.009) | 0.003 (0.011) | 0.043 (0.025) | 0.146 (0.028) | 0.946 (0.001) |
| 0.2 | 0.008 (0.008) | 0.015 (0.01) | 0.029 (0.011) | 0.048 (0.029) | 0.048 (0.032) | 0.906 (0.002) |
| 0.4 | 0.026 (0.017) | 0.03 (0.01) | 0.083 (0.035) | 0.163 (0.039) | 0.062 (0.031) | 0.862 (0.003) |
| 0.6 | 0.056 (0.019) | 0.044 (0.028) | 0.231 (0.038) | 0.308 (0.061) | 0.038 (0.051) | 0.81 (0.003) |
| 0.8 | 0.071 (0.021) | 0.047 (0.038) | 0.288 (0.03) | 0.494 (0.069) | -0.009 (0.058) | 0.778 (0.001) |

**Table F3:** Change of FNR gaps for various protected variables with the increase of bias mitigation weight (\( \lambda \)) regarding "region" when predicting the frequent rideshare usage using 3-layer DNN.
Table F4: Change of FPR gaps for various protected variables with the increase of bias mitigation weight (λ) regarding "race" when predicting the travel burden using 3-layer DNN.

Table G1: Summary statistics of the explanatory and dependent variables in the Chicago travel survey dataset

Note: the sample weights are used to compute the summary statistics; (*) denotes the independent variables that are also treated as the protected variables based on which we examine the prediction disparities.

Sample size: 13,730