NEURECOVER: Regression-Controlled Repair of Deep Neural Networks with Training History
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Abstract—Systematic techniques to improve quality of deep neural networks (DNNs) are critical given the increasing demand for practical applications including safety-critical ones. The key challenge comes from the little controllability in updating DNNs. Retraining to fix some behavior often has a destructive impact on other behavior, causing regressions, i.e., the updated DNN fails with inputs correctly handled by the original one. This problem is crucial when engineers are required to investigate failures in intensive assurance activities for safety or trust.

Search-based repair techniques for DNNs have potentials to tackle this challenge by enabling localized updates only on “responsible parameters” inside the DNN. However, the potentials have not been explored to realize sufficient controllability to suppress regressions in DNN repair tasks.

In this paper, we propose a novel DNN repair method that makes use of the training history for judging which DNN parameters should be changed or not to suppress regressions. We implemented the method into a tool called NEURECOVER and evaluated it with three datasets. Our method outperformed the existing method by achieving often less than a quarter, even a tenth in some cases, number of regressions. Our method is especially effective when the repair requirements are tight to fix specific failure types. In such cases, our method showed stably low rates (<2%) of regressions, which were in many cases a tenth of regressions caused by retraining.
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I. INTRODUCTION

Deep neural networks (DNNs) have recently been used in systems for applications such as speech recognition [1], machine translation [2], object detection [3], sentiment analysis [4], and face recognition [5]. They have also been used in safety-critical industrial applications such as medical diagnosis [6], autonomous driving [7], and aircraft collision avoidance systems [8]. However, engineering methodologies for the development, quality assurance, and operation of DNN-based systems were first discussed only a few years ago [9]–[11], and there are serious concerns about quality and continuous maintenance and improvement, in particular.

DNNs and other machine-learning-based software are referred to as Software 2.0 [12], which means software consists of enormous number of interconnected parameters and the behavior is derived in a data-driven way via training. This characteristic introduces a challenge in continuous improvement. Specifically, updates by retraining affect the whole behavior of the DNN. In other words, we do not have control to localize the changes to have limited impact on the specific behavior. This nature is even said as “Changing Anything Changes Everything” [13].

As DNNs have been applied to more safety-critical or quality-sensitive domains, suppressing regressions is increasingly crucial. For example, stakeholders are curious about whether there are unacceptable mistakes with high risks that can lead to serious hazards or distrust by stakeholders. In such a case, engineers are required to have costly activities to check failed cases and give some explanation. Regressions lead to high cost of redoing such activities. This is true even if the total accuracy is improved as the combined effect of improvements and regressions.

Traditional software engineering techniques have great potentials to tackle problems in DNNs. Techniques for automated program repair have potentials to realize effective methods for automated DNN repair. Many techniques have been proposed to fix programs, especially the “Generate and Validate” technique, which has evolved significantly in the last decade and has been highly successful in fixing simple faults [14]–[16].

There has already been a study to apply the search-based approach for the DNN repair problem. Sohn et al. proposed Arachne [17], a method for turning misclassified data into correctly classified data by changing the parameters (weights) of the DNN model in an exploratory manner. This method consists of fault localization to identify the weights causing misclassification and particle swarm optimization [18], [19] to find weight values that will reduce the error. However, because the fault localization of Arachne identifies the target weights by considering only their impact on the misclassified data, there is a high possibility that the method will turn correctly classified data into misclassified data. Arachne thus shares the common problem of regressions as retraining.
In this paper, we propose a novel DNN repair technique, **NEUReCOVER**, that suppresses regressions by using the training history in the fault localization step. The basic idea of **NEUReCOVER** is to find the point in the training history when the model correctly classified a certain data sample that is now misclassified, and then to identify weights that can safely correct the misclassification, by comparing the past model with the current model. Specifically, **NEUReCOVER** identifies weights with the following properties: their values have changed significantly in the training process, and they do not affect the output for improved data (i.e., data that was first misclassified but then correctly classified in the training process), but they do affect the output for regressed data (i.e., data that was once correctly classified but then misclassified in the training process). Then, by applying particle swarm optimization on the identified weights, **NEUReCOVER** can update the DNN model to obtain more improved data and less regressed data.

We experimentally evaluated **NEUReCOVER** with models with three DNN architectures by using three image classification datasets, GTSRB, CIFAR-10, and Fashion-MNIST. **NEUReCOVER** outperformed the baseline method Arachne by achieving often less than a quarter, even a tenth in some cases, compared with retraining that tends to have large shuffling of success and failure cases. When the repair requirements are tight to fix specific failure cases, **NEUReCOVER** showed stably low rates (<2%) of regressions, in many cases a tenth, at most a quarter, compared with retraining that tend to have large shuffling of success and failure cases.

The contributions of this paper are summarized as follows:

- A novel DNN repair technique that suppresses regression by using the training history.
- An implementation of the technique, called **NEUReCOVER**, including algorithm improvements from Arachne, an existing method for search-based DNN repair.
- Experiments to investigate repair performance in the design space for search-based DNN repair methods.
- Experiments to investigate repair performance with loose and tight requirements, respectively, for search-based DNN repair methods as well as common retraining.

The remainder of this paper is structured as follows. Section II describes DNNs and the existing technique, Arachne, as the background of this study. Section III describes the proposed technique, **NEUReCOVER**. Section IV describes the evaluation experiment and discusses the proposed technique and its validity. Finally, section V describes related works, and section VI summarizes this paper and our future works.

II. BACKGROUND

This section describes DNNs as well as Arachne, an existing DNN repair technique that directly corrects the parameters (weights) of DNN models without retraining.

A. Deep Neural Network (DNN)

A DNN is a neural network composed of an input layer, an output layer, and two or more hidden layers. In particular, a feedforward neural network (FFNN) is known as a primary neural network to solve classification problems. An FFNN, propagates information through an input layer, a hidden layer, and an output layer, in order, and it outputs a prediction label for the input.

This section explains how to train a DNN model. The model has the DNN architecture and parameter values for the hidden layer. Each parameter value of the hidden layer is adjusted using training data. For data \( x \) given by the input layer, the hidden layer converts it to \( a = wx + b \) via two parameters, a weight \( w \) and a bias \( b \); then, \( x' = A(a) \) is outputted via a nonlinear derivative function \( A \) called an activation function. The output layer obtains the index of the largest element of the hidden layer’s output and gives its prediction result. The function representing the error between the expected and predicted labels for the data is called the loss function \( L \). For instance, the squared error is one such loss function. A smaller loss indicates a better model. In the training of a DNN model, the parameters are adjusted by using the error backpropagation method to reduce the loss \( \frac{dL}{dw} \). The error backpropagation method executes the steepest descent method, in which it adjusts the weights to \( w = w - \alpha \frac{dL}{dw} \) by using the learning rate \( \alpha \). When a model is trained for \( n \) epochs, the error backpropagation method is repeated \( n \) times.

The field of image recognition uses convolutional neural networks (CNNs). A CNN is a DNN in which a convolutional layer for image processing is added to the hidden layer. Whereas the convolutional layer propagates to the subsequent stage via one feature, which convolves part of the region of the neurons in the previous stage, the layer to which all the neurons in the previous and subsequent stages are connected is called the fully connected layer. A basic CNN thus consists of four layers: an input layer, a convolutional layer, a fully connected layer, and an output layer.

A system using a DNN can build a model by training with data. When erroneous behavior is detected during operation or testing of the system, the DNN model is modified by adding data and retraining. However, retraining requires additional data to correct misclassified data, and it is not always possible to correct a model’s output with added data. Therefore, to correct a DNN model without retraining, techniques have been studied to correct misclassification by directly manipulating the values of the model’s weight parameters.

B. Search-Based DNN Repair

Arachne is a proposed DNN repair technique that locally modifies a DNN without retraining by changing the model’s parameters (i.e., the weights) in an exploratory manner [17]. It works by identifying a weight that induces misclassification in the trained model, adjusting the value of the weight by using particle swarm optimization [18], [19], and correcting the misclassification to the expected classification.
Arachne’s repair process consists of two steps: fault localization and particle swarm optimization. In fault localization, the gradient of each weight loss function in the DNN model and the output of each layer are calculated as the impacts of the weights on misclassified data, and the weight causing misclassification is identified. In particle swarm optimization, by applying a fitness function, the weight value specified by fault localization is optimized to increase the amount of misclassified data that can be correctly classified. The details of fault localization and particle swarm optimization are described below.

1) Fault Localization: Because a DNN model includes more than tens of thousands of weights, it is very expensive to adjust all weights at the same time by particle swarm optimization. Accordingly, to narrow down the weights to be optimized, in the fault localization step Arachne focuses on weights connected to the final layer and then tries to identify those that have a large impact on misclassification. It uses two methods to evaluate each weight’s impact on a specific misclassification: (1) the **gradient of the loss function**, which is used to adjust the weight and bias, and (2) the **output value of forward propagation**, which indicates the activation of neurons during model training.

First, Arachne inputs a misclassified sample to the DNN model to be repaired. Next, it obtains the values of the weight parameters in the final layer. Finally, it ranks the weights by considering both the gradient of the loss function and the output value of forward propagation. The gradient of the loss function is the value \( \frac{\partial L}{\partial \omega} \) obtained by differentiating the loss function \( L \) by the weight \( \omega \); it is calculated as \( \frac{\partial L}{\partial w} = \frac{\partial L}{\partial o} \frac{\partial o}{\partial w} \) by using the output \( o \) of forward propagation in the final layer. If the output of the \( j \)-th neuron in the last layer is \( o_j \), then the gradient of the loss function with respect to the weight \( w_{i,j} \) and the \( i \)-th neuron in the previous layer is calculated as \( \frac{\partial L}{\partial w_{i,j}} = \frac{\partial L}{\partial o_j} \frac{\partial o_j}{\partial w_{i,j}} \). The output value of forward propagation for weight \( w_{i,j} \) is calculated by multiplying the output \( o_i \) of the layer before the activation function’s nonlinear conversion by the weight \( w_{i,j} \), i.e., as \( o_i \cdot w_{i,j} \).

The number of candidate weights selected according to the gradient of the loss function is determined to be \( N_g \) in advance. That is, the weights are sorted by their gradients, and the top \( N_g \) weights are treated as candidates. Finally, to extract the set of weights to be optimized in the next step, the Pareto front is calculated after performing multi-objective optimization with both the gradient of the loss function and the output values of forward propagation as objective functions.

2) Patch Generation: Arachne corrects a DNN model’s misclassification by using particle swarm optimization for the weights specified by fault localization [18], [19]. Particle swarm optimization is known to be effective for optimization in a continuous space and is suitable for unrestricted weight modification in the range of real numbers.

Arachne expresses the particle positions in particle swarm optimization, with the set of weights specified by fault localization, as a vector \( \vec{x} \). The current particle vector \( \vec{x}_t \) is updated using the velocity vector \( \vec{v}_{t+1} \) via Equation 1 below. The current velocity vector \( \vec{v}_t \) is updated via Equation 2 below. A particle vector \( \vec{p}_i \), which takes the best fit value among the particle’s previously observed values; a particle vector \( \vec{p}_{g} \), which takes the best fit value for the whole group; and a uniform random number \( U(\phi) \) are used to determine the fitness function, the weight value specified by fault localization is optimized to increase the amount of misclassified data that can be correctly classified. The details of fault localization and particle swarm optimization are described below.

\[
\vec{x}_{t+1} \leftarrow \vec{x}_t + \vec{v}_{t+1} \tag{1}
\]

\[
\vec{v}_{t+1} \leftarrow \chi(\vec{v}_t + U(\phi_1)(\vec{p}_i - \vec{x}_t) + U(\phi_2)(\vec{p}_g - \vec{x}_t)) \tag{2}
\]

\[
\chi \leftarrow \frac{2}{\phi - 2 + \sqrt{\phi^2 - 4\phi}} \tag{3}
\]

According to the fitness function given in Equation 4 below, \( \vec{p}_i \) and \( \vec{p}_g \) in Equation 2 use the particles with the best fitness values among the particles observed in the past. Here, \( I_{neg} \) is a set of misclassified samples, and \( I_{pos} \) is a set of randomly selected samples that were correctly classified. Lastly, \( N_{patched} \) is the number of data instances in \( I_{neg} \) that were changed from misclassification to the expected classification, whereas \( N_{intact} \) is the number of data instances in \( I_{pos} \) that were not changed from the expected classification to misclassification.

\[
fitness = \frac{N_{patched} + 1}{L(I_{neg}) + 1} + \frac{N_{intact} + 1}{L(I_{pos}) + 1} \tag{4}
\]

III. NeuRECOVER: DNN Repair with Training History

Arachne identifies the parameters (weights) that affect misclassification and searches for weight values that reduce the error by using particle swarm optimization. However, Arachne has a potential risk of introducing new misclassification into the model while correcting some misclassification. We consider the cause of this problem to be that Arachne uses only misclassified data as information for fault localization and does not consider correctly classified data. In other words, if some of the weights identified by the fault localization step affect data that was correctly classified, then the patch generation step may turn correctly classified samples into misclassified samples. To solve this problem, we made the following two assumptions: (1) It should be relatively easy to correct misclassification if a misclassified sample was once classified correctly during the training process. (2) If we identify weights that impact the results for correctly classified samples, then we can reduce data regression by avoiding changes to the values of those weights.

Hence, we propose NeuRECOVER, which is a novel DNN repair technique that uses fault localization with the training history. In this technique, the fault localization detects
improved data and regressed data in the training process. Here, we use the term improved data to refer to data that changed from misclassified to correctly classified and the term regressed data to refer to data that changed from correctly classified to misclassified. Then, as illustrated in Figure 1, NEURECOVER identifies weights that have changed significantly during the training process and do not affect improved data but only affect regressed data (Fault Localization Stage), and optimizes the localized weights by particle swarm optimization as in Arachne (Patch Generation Stage). The fault localization step using the training history is executed in the following three steps.

- Step i Data classification with training history
- Step ii Impact calculation
- Step iii Fault localization by set operation

In Step i, NEURECOVER uses the training history to detect regressed and improved data in the test data. In Step ii, it calculates the impact on the regressed data, the impact on the improved data, and the difference between the weights. In Step iii, it identifies the sets of weights affecting the regressed data, the improved data, and the difference between the weights, and it uses a set operation to localize these weights. Finally, in patch generation stage, NEURECOVER corrects the localized weights of the DNN model by using particle swarm optimization. We describe the details of each step below.

A. Step i: Data Classification with Training History

First, NEURECOVER detects regressed data and improved data from the training history. To repair a model that was trained for n epochs, it uses the weights of models $M_n$ and $M_{n-k}$ in the training history, where $M_i$ denotes the model that was trained for $i (1 \leq i \leq n)$ epochs.

For each model, NEURECOVER examines the predictions of the dataset. It classifies data that changed from the expected classification by $M_{n-k}$ to misclassification by $M_n$ as regressed data, and data that changed from misclassification by $M_{n-k}$ to the expected classification by $M_n$ as improved data. In our evaluation experiment described in this paper, the datasets were classified using the models $M_{n-1}$ and $M_n$ ($k = 1$).

B. Step ii: Impact Calculation

Next, NEURECOVER calculates five impacts to identify the weights to be corrected: the weight difference, $w_{\text{diff}}$; the backward impact on regressed data, $\text{back}_{\text{reg}}$; the forward impact on regressed data, $\text{fwd}_{\text{reg}}$; the backward impact on improved data, $\text{back}_{\text{imp}}$; and the forward impact on improved data, $\text{fwd}_{\text{imp}}$. In this study, the backward impact is given by the gradient of the loss function, and the forward impact is given by the output value of forward propagation.

We assume that a large weight difference $w_{\text{diff}}$ is the cause of changes in the prediction results. NEURECOVER thus obtains a weight array $w_n$ from $M_n$ and a weight array $w_{n-k}$ from $M_{n-k}$ and calculates $w_{\text{diff}} = w_n - w_{n-k}$.

The backward impact $\text{back}$ is calculated as $\text{back} = \frac{\partial L}{\partial w_{i,j}} = \frac{\partial L}{\partial o_i} \cdot \frac{\partial o_i}{\partial w_{i,j}}$ for the localized weights $w_{i,j}$, which connect the $j$-th neuron of the previous layer and the $i$-th neuron of the target layer, and the output activation value $o_j$ of the $j$-th neuron of the target layer. $\text{back}$ thus depends on the loss function $L$, the neuron output $o$, the weights $w$, and the inputs. NEURECOVER obtains $\text{back}_{\text{reg}}$ as the backward impact on regressed data and $\text{back}_{\text{imp}}$ as the backward impact on improved data.

The forward impact $\text{fwd}$ is calculated as $\text{fwd} = o_i \cdot w_{i,j}$ from the output activation value $o_i$ of the $i$-th neuron of the previous layer and the weights $w_{i,j}$. It thus depends on the weights $w$ and the inputs. NEURECOVER obtains $\text{fwd}_{\text{reg}}$ as the forward impact on regressed data and $\text{fwd}_{\text{imp}}$ as the forward impact on improved data.

Note that NEURECOVER localizes the weights of all fully connected layers, not just the last layer of the DNN model. That is, it computes the backward and forward impact for each layer of the DNN model. In this paper, for hypothesis verification in the initial stage, only the fully connected layers are examined, but in the future, we will consider correcting the weights of the convolutional layers, as well.
C. Step iii: Fault Localization by Set Operation

In the last step, the weights are sorted for each of the five impacts $w_{\text{diff}}, w_{\text{back}}, w_{\text{fwd}}, w_{\text{reg}}, w_{\text{imp}}$. Then, the five corresponding sets $W_{\text{diff}}, B_{\text{reg}}, F_{\text{reg}}, B_{\text{imp}},$ and $F_{\text{imp}}$ of the top $N_g$ weights are obtained. Finally, the weights specified by the set operation in Equation 5 are defined as the target of DNN model repair.

$$W_{\text{localized}} = (B_{\text{reg}} \cap F_{\text{reg}}) \cap (B_{\text{imp}} \cap F_{\text{imp}})$$

(5)

By Equation 5, NEURECOVER identifies a localized set $W_{\text{localized}}$ of weights that have a large difference and affect the regressed data, while excluding weights that affect the improved data. We consider weights that affect the regressed data and improved data to have large values for both the backward and forward impacts. Therefore, the weights that affect the regressed data are given by $B_{\text{reg}} \cap F_{\text{reg}},$ and the weights that affect the improved data are given by $B_{\text{imp}} \cap F_{\text{imp}}$. The set operation in Equation 5 thus suppresses data regression during fault localization and repair of the DNN model.

D. Patch Generation Stage

In the patch generation stage, NEURECOVER corrects the localized weights by using particle swarm optimization as described in section II-B2. For this paper, however, we changed the fitness function and the samples chosen from the data that was correctly classified.

The fitness function used in Arachne is positively proportional to the number of corrected data instances and intact data instances. This means that the fitness value depends on the number of misclassified data instances and sampled correctly classified data instances, and is considered to be oversensitive to the absolute amount of these data instances. To mitigate the sensitivity and obtain stable results, we changed the fitness function to use a relative amount of misclassified and correctly classified data before and after running the method. $\alpha$ is a hyper-parameter to adjust the degree of regression suppression.

$$\text{fitness} = \frac{N_{\text{patched}}}{L(I_{\text{neg}})} + 1 + \alpha \cdot \frac{N_{\text{intact}}}{L(I_{\text{pos}})} + 1$$

(6)

Note also that Arachne randomly selects the samples of correctly classified data. However, the larger the mean square error between the predicted and correct values for the correctly classified data is, the closer the that data is to the classification boundaries. We consider prevention of the regression of correctly classified data that is close to the classification boundaries to also prevent regression of other correctly classified data. Accordingly, NEURECOVER selects the samples of correctly classified data in order of the error size.

IV. EVALUATION

In this section, we describe an evaluation experiment of the proposed technique NEURECOVER.

In the experiment, we compared three methods, NEURECOVER, Arachne, and retraining, and evaluated the design validity of NEURECOVER on three datasets and three model architectures for image classification.

A. Experiment Setup

1) Model Architectures and Datasets: To avoid biasing the evaluation toward any particular model, we tried nine combinations of model architectures and datasets. We prepared three different model architectures: 8-layer CNN (8CN), VGG16 (V16), and VGG19 (V19). The 8-layer CNN consists of six convolutional layers and two fully connected layers, the VGG16 consists of 13 convolutional layers and three fully connected layers, and the VGG19 consists of 16 convolutional layers and two fully connected layers. We also prepared three different image classification datasets: GTSRB (GT) [21], CIFAR-10 (C10) [22] and Fashion-MNIST (FM) [23].

2) Data Split and Categorization: Each dataset was divided into three categories: train, repair, and test. A repair category was specially defined, being separated from a train category for the debugging process.

The train category is used at a training prior to the fault localization steps described in the section III. During the fault localization steps, the data classification proceeds with data samples taken from the repair category. After the optimization process has been completed, a repaired model is evaluated using the test category samples.

Since the datasets are originally split into two categories, train and test, we split the original train data into two new categories, train and repair, as in $K$-fold cross validation. Multiple patterns of a separation between train and repair can be defined. Let $K \in \mathbb{N}$ as the number of patterns. The whole part of the original train data can be divided into $K$ segments. We define a repair category as one of the $K$ segments and define a train category as data samples basically including $K-1$ segments; therefore, $K$ possibilities of combinations of the repair and the train category can be considered.

Models trained only on the train category data are regarded as faulty baseline models, and the models are subject to correction in each technique with the repair category data. The data classification results in the baseline models with the test category data are shown in Table 1. We have chosen the $K = 5$ condition. The #pos, #neg, #reg, and #imp are the mean number of correctly classified, misclassified, regressed, and improved data for $K = 5$ patterns, respectively. The #pos and the #neg are calculated from the classification results by a model trained until the last epoch (i.e. the 10th epoch). On the other hand, the #reg and the #imp show the change of the classification results at the last epoch in comparison of the one before epoch (i.e. the 9th epoch).

3) Competitors: The experiment compared our proposed method with Arachne and retraining. We implemented the experimental code for Arachne according to the Arachne paper because its implementation was not published. Retraining is a method that attempts to improve the model by adding data that...
is not included in the training dataset and training again with that data. Developers and maintainers of ML systems generally use it for repairing their ML model when they find faults in the model. In the experiment, we call “retraining” the same epochs training as the baseline model from the initial state with the train category data, misclassified data in repair category, and sampled correctly classified data in the repair category. The “retraining” allows us to observe only the effects of the increased repair category data in training. Note that since the baseline model has not been trained for a sufficient number of epochs, additional training of the models will increase the accuracy with or without the repair category data.

4) Metrics: The DNN repair performance was evaluated in terms of the accuracy, repair rate, and break rate, which are given by the following equations.

\[
\text{Accuracy (ACC)} = \frac{|I_{pos}|}{|I_{all}|} \times 100 \\
\text{Repair Rate (RR)} = \frac{|I_{imp}|}{|I_{neg}|} \times 100 \\
\text{Break Rate (BR)} = \frac{|I_{neg}|}{|I_{pos}|} \times 100
\]

Here, ACC, which is the percentage of correctly classified data in all the test data, indicates the model’s performance. \(\Delta\text{ACC}\) is the difference of the ACC values between the repaired model and the original model. RR is the ratio of correctly classified data among the data misclassified by the original model before repair. BR is the ratio of misclassified data among the data correctly classified by the original model.

It should be noted the impact of BR values is larger than that of RR as generally \(|I_{pos}|\) is much larger than \(|I_{neg}|\). For example, breaking 1% of positive inputs and repairing 1% of negative inputs mean the impact of regressions is very dominant. We also look at the number of broken and repaired (patched) samples to investigate the trade-off. In addition, we expect suppressing regressions, i.e., achieving stably low RR values, is a unique and effective feature of \textsc{NeuRecover}.

5) Experimental Environment: \textsc{NeuRecover} and Arachne were implemented in Python 3.6.9, and the DNN training models were implemented in TensorFlow 2.4.1.

\textsc{NeuRecover} has several hyper-parameters. PSO used \(\phi_1 = \phi_2 = 4.1\), and the maximum number of iterations is 100. PSO uses a population size of 200. In addition, the weight rate of our fitness function \(\alpha\) is 1. However, in the experiment for specific misclassified data, the weight rate \(\alpha\) is 5.

B. Research Questions

We conducted the experiment to evaluate the effectiveness of \textsc{NeuRecover} by answering the following research questions.

- RQ1 Are the design elements of \textsc{NeuRecover} beneficial?
  - RQ1-1 How does use of the training history affect the repair performance?
  - RQ1-2 How do the other variations in the repair method affect the repair performance?
- RQ2 Is \textsc{NeuRecover} effective in controlling regressions in repair tasks?
- RQ3 Is \textsc{NeuRecover} effective in controlling regressions in fine-grained repair tasks for specific failure types?

We investigate effectiveness of each technical feature in \textsc{NeuRecover} compared with the baseline method Arachne in RQ1. RQ1-1 is about the core feature of \textsc{NeuRecover} to make use of the training history and RQ1-2 covers the other algorithm improvements. RQ2 and RQ3 evaluate the repair performance of \textsc{NeuRecover}, including all the features, with Arachne and retraining. We consider basic repair tasks and fine-grained repair tasks that do not or do focus on failure types, i.e., labels, respectively. We expect \textsc{NeuRecover} is more effective in fine-grained repair tasks where we have tighter requirements on what to repair and thus hints from the localization phase help avoid manipulating unnecessarily large number of weight values.

C. Results

1) RQ1-1. How does use of the training history affect the repair performance?: The key idea of \textsc{NeuRecover} is to make use of the training history in the localization phase. Specifically, we focused on weights whose values changed a lot and weights that affected improved data (Section III-C). In RQ 1-1, we investigate how these two points work.

The results are shown in Table III. The best values for each metric (\(\Delta\text{ACC}, \text{RR}, \text{BR}\)) are shown in bold. The rightmost column (Without Improved Data) has large RR values but sometimes also large BR values, resulting in less ACC values. This point suggests that the idea to avoid manipulating weights that contributed improvement in the training history is working as expected. The left and center columns have comparative scores (AllImpact and WithoutDiff) but the left tends to
TABLE II
RQ1-1. COMPARISON ABOUT USE OF THE TRAINING HISTORY

| Impact     | All Impact | Without Diff | Without Improved Data |
|------------|------------|--------------|-----------------------|
| Model      | ΔACC       | RR           | BR                    | ΔACC       | RR           | BR                    |
| GT+8CN     | -1.067     | 13.418       | 1.679                 | 0.067      | 12.981       | 0.448                 | 0.063      | 11.856       | 0.420                 |
| GT+V16     | 0.374      | 18.114       | 1.714                 | -1.083     | 23.526       | 3.975                 | -0.148     | 21.693       | 2.725                 |
| GT+V19     | -1.015     | 8.476        | 9.158                 | -2.007     | 8.302        | 10.857                | -3.702     | 10.305       | 15.716                |
| C10+8CN    | -2.105     | 5.976        | 4.978                 | 0.322      | 6.276        | 0.448                 | -0.148     | 5.845        | 2.065                 |
| C10+V16    | -0.090     | 16.727       | 4.081                 | -7.958     | 37.529       | 18.723                | -0.735     | 21.202       | 6.069                 |
| C10+V19    | -1.420     | 8.029        | 8.777                 | -1.033     | 7.845        | 7.530                 | -2.548     | 11.152       | 12.573                |
| FM+8CN     | -0.020     | 6.161        | 0.684                 | -0.720     | 10.589       | 1.930                 | -0.343     | 9.208        | 1.353                 |
| FM+V16     | 0.160      | 15.074       | 1.310                 | 0.032      | 8.779        | 0.326                 | 0.032      | 8.779        | 0.326                 |
| FM+V19     | -0.083     | 7.450        | 1.536                 | -1.435     | 12.407       | 4.100                 | -2.140     | 14.124       | 5.277                 |

TABLE III
RQ1-2 (PARTIAL). COMPARISON OF FITNESS FUNCTIONS

| Fitness | NEURECOVER | Arachne |
|---------|------------|---------|
| Model   | ΔACC       | RR      | BR | ΔACC | RR | BR |
| GT+8CN  | -1.067     | 13.418  | 1.679 | 0.326 |
| GT+V16  | 0.374      | 18.114  | 1.714 | 0.326 |
| GT+V19  | -1.015     | 8.476   | 9.158 | 0.326 |
| C10+8CN | -2.105     | 5.976   | 4.978 | 0.326 |
| C10+V16 | -0.090     | 16.727  | 4.081 | 0.326 |
| C10+V19 | -1.420     | 8.029   | 8.777 | 0.326 |
| FM+8CN  | -0.020     | 6.161   | 0.684 | 0.326 |
| FM+V16  | 0.160      | 15.074  | 1.310 | 0.326 |
| FM+V19  | -0.083     | 7.450   | 1.536 | 0.326 |

have low BR. We claim that the proposed AllImpact is more stable when we are concerned about regressions.

Answer to RQ1-1
The proposed ideas to use the training history in NEURECOVER contribute to suppress regressions in DNN repair.

2) RQ1-2. How do the other variations in the repair method affect the repair performance?: We had a few improvements in NEURECOVER compared with the baseline Arachne implementation. Specifically, we included many layers as the target of repair, changed the way of sampling to calculate the fitness to reflect the loss, and changed the fitness function to be relative to the number of samples. As RQ1-2, we experimentally confirmed these changes some or less contribute to the repair performance.

We omit the concrete results for the first two aspects due to space limitation. Table III shows the results on the third point, the fitness function, which had the largest impact on the repair performance. The modified fitness function contributes to suppress the regressions (low BR), resulting in better overall accuracy (high ΔACC).

Answer to RQ1-2
The algorithm improvements in NEURECOVER, especially in the fitness function, contribute to the DNN repair performance for suppressing regressions.

3) RQ2. Is NEURECOVER effective in controlling regressions in repair tasks?: We compared the repair performance of NEURECOVER, i.e., ACC, RR, and BR, with the baseline Arachne and also with Retrain. The total results are summarized in Figure 2 and the detailed comparisons with each target are shown in Tables IV and V, respectively.

We start with discussion on NEURECOVER and Arachne in in Table IV. NEURECOVER achieved better (lower) BR scores than Arachne. BR scores of Arachne are unstable and often very high (many over 10% and at worst even almost 40%). BR scores of NEURECOVER are stably low (below 10%). NEURECOVER often had less than a quarter, even a tenth in some cases, number of regressions compared with Arachne. As a result, ACC values are better in NEURECOVER in most cases. Arachne achieved better (higher) RR scores in...
most cases but the regressions negated the improvement. These points are also summarized in the box plot of Figure 2.

Comparison with retraining is shown in Table V. This table is partial only for Epochs=10 due to space limitation as the omitted parts had very similar tendency. In general, retraining shows better repair performance though NeuRecover keeps better (lower) BR values. One hypothesis is that the potential of search-based repair is not in repairing any failed inputs but in repairing specific failed inputs. Retraining can take the freedom to pick up “easy-to-fix” failed inputs and sufficiently works. This point is investigated in the following RQ3.

Answer to RQ2

NeuRecover outperforms the baseline, Arachne, by stably suppressing regressions. Retraining is appropriate when the repair requirements are not tight, i.e., when improvements for any failed inputs are appreciated and some regressions are accepted. NeuRecover is a good option when the number of regressions is critical.

4) RQ3. Is NeuRecover effective in controlling regressions in fine-grained repair tasks for specific failure types?

We evaluated repair performance in terms of fine-grained...
control. Specifically, we consider popular scenarios in which a specific type of failures occur too frequently and we want to repair it. We picked up models with epochs=10 and defined the repair target by investigating the model performance. For CIFAR-10, the repair target was set as misclassification of label 3 to 5 (cat to dog). For Fashion-MNIST, the target was misclassification of label 6 to 0 (shirts to T-shirts). Both are representatives of confusing (visually close) labels. GTSRB was not included as it has many labels and the number of data for each specific failure type is too small.

Table [V] shows the results. The negative data (failed inputs) are considered for the specific label (in the label-wise way: LW). Thus, LW-#neg and LW-RR denote the number of negative (failed) inputs and the repair rate for the label, respectively. NEURecover outperforms Arachne with stably low BR (less than 2%). Retraining shows worse ACC and BR compared with the case of RQ2 (Table [V]). As the result, NEURecover showed good controllability with stably low BR, with many cases a tenth, at most a quarter, number of regressions compared with retraining.

Figure [F] shows detailed label-wise repair performance. We picked up results for VGG16 with CIFAR-10 and Fashion-MNIST as the other results shared similar characteistics. The figures show how the prediction results were changed - patched or broken. Although NEURecover shows modest numbers of patched inputs, it keeps numbers of broken inputs low. Arachne tends to repair the target label a lot but instead has radical regressions in another label (label 5 for CIFAR-10 and label 0 for Fashion-MNIST).

For retraining, regressions, or broken inputs, appear in various labels. It is notable that retraining has shuffling effect: many improvements and regressions occur at the same time even for the same label, e.g., label 4 for Fashion-MNIST. This behavior is very critical when we consider intensive assurance activities to check risks of failed inputs even if the total accuracy remains similar or better.

Answer to RQ3

NEURecover outperforms the baseline of Arachne by stably suppressing regressions also in repairing specific failure types. NEURecover outperforms retraining in suppressing regressions. Retraining tends to have more diverse regressions often with large shuffling of success and failure inputs.

D. Discussion

All the experimental results suggest the key benefits of NEURecover lie in its controllability in repair outcome, specifically, the capability to suppress regressions. On the other hand, repair performance in terms of RR is modest compared with Arachne or retraining. We can say NEURecover is conservative not to make destructive changes that introduce large regressions even if they introduce more improvements.

We argue this feature is significant when the impact of failures is large in safety-critical or quality-sensitive applications. In such cases, engineers and stakeholders are more careful to check whether each of failed inputs is acceptable in terms of safety, ethics, or other risks that affect trust on the target system. Regressions, even with a larger number of improvements, require costly recheck on the newly introduced failures. In this case, the conservative approach of NEURecover easily leads to modest but acceptable updates.

\[ \Delta \text{ACC} \] values were sometimes around zero or negative for all the methods, especially in experiments for RQ3 with tight repair requirements. This fact suggests that the repair tasks intrinsically involve trade-offs and we cannot have a silver bullet to have improvements without any regressions. We thus assume that achieving high ACC values for whole the dataset alone is not the goal and it is necessary to argue impacts of specific success or failure types.

We had an informal workshop with industry practitioners from more than ten companies to discuss significance of considering fine-grained repair tasks such as the label-wise one for RQ3. All the practitioners agreed with the significance and showed concrete examples of repair requirements as follows.

- Specific failure types with worst performance should be fixed (the experimental setting of RQ3).
- Some labels are more significant than others, e.g., misrecognizing “stop” signs to something else is very critical.
- Some failure types are more critical than others, e.g., misrecognizing something to “go ahead” signs is very critical.

The conservative approach of NEURecover has potentials to deal with such fine-grained requirements as partially shown in experiments for RQ3.

Applicability

NEURecover is suitable when failures are critical and engineers have costly tasks to check regressions for safety or trust assurance and/or when there are fine-grained requirements to prioritize labels or failure types.

E. Threats to Validity

The core threat to the internal validity is that we did not include experiments over different optimization methods. In addition to PSO, we can consider using many other optimization methods, such as genetic algorithms and gradient descent.

The core threat to the external validity is the quantity of evaluation objects in the experiments. The experiment uses three datasets and three CNN architectures for image classification. It will be necessary to increase the number and types of datasets, models, and ML tasks to show that our technique is not dependent on a specific experimental object.

V. RELATED WORK

Many works on DNN testing and debugging have been inspired by software engineering techniques. One of these techniques is automated program repair (APR), which generates patches that make buggy programs pass all test cases. Some APR techniques achieve high repair performance by
Fig. 3. RQ3. Label-wise repair performance
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using the code editing history as a hint for repair [15], [24]. Spectrum-based fault localization, which is a part of APR, provides a score for suspiciousness by regarding program elements executed more frequently in failed test cases as more suspicious. In the same way for fault localization, the code editing history can be used to improve the accuracy of localizing faults [25], [26]. Our approach is motivated by the success of many history-based debugging methods.

Retraining is the most popular approach to fixing DNNs. Studies of test data generation techniques for DNNs have shown that retraining with adversarial examples generated as test data can improve robustness [27]. Several techniques have been proposed to fix specified failures in general, not just adversarial examples. Few-Shot Guided Mix (FSGMix) [28] is an augmentation-based repair technique that augments retraining data with the guidance of limited failure data. Srivastava et al. proposed a model learning scheme that adds a compatibility penalty to the loss function [29]. Yan et al. also proposed a retraining method that suppresses negative flip by adding penalty term based on model distillation to the loss function [30]. MODE is a debugging method for DNNs that works by identifying the features that are most affected by failed tests and generating inputs that are focused on those features by using a generative adversarial network (GAN).

We referred to Arachne [17] as the baseline method with the same approach of directly manipulating DNN weight parameters. Apricot [31] is another technique to obtain hints from different versions of DNNs created by using subsets of the training data. This approach rather captures how to fix the behavior for negative input data.

Continual Learning and similar techniques can be referred to as an effort to maintain deep learning model performance [32], [33]. They aim at reducing catastrophic forgetting (interference) [34], [35] enabling a deep learning model to learn a new task keeping previously learned tasks [36]. De Lange et al. classified Continual Learning into three categories [32]: Replay methods, Regularization-based methods and Parameter-isolation methods. Among them, several works are in common with NEURECOVER in an aspect of modifying specific parameters with intention to maintain performance.

Parameter-isolation method include techniques that incorporate isolating parameters such as branching multiple versions of a DNN model corresponding to each task or fixing specific weights during training [37]. Mallya and Lazebnik proposed PackNet to fix important parameters for one task, updating only the rest of the parameters. The task-oriented updates are repeated on sequential tasks [38].

Each Parameter-isolation method above is similar to NEURECOVER because NEURECOVER extracts parameters concerned to classification faults (fault localization steps); however, NEURECOVER prevents a deep learning model from degrading performance with a single task. On the other hand, works related to Continual Learning attempt to maintain the model performance in regard of different tasks.

VI. CONCLUSION

In this paper, we have presented a novel DNN repair method NEURECOVER by using the training history. The proposed method outperforms the existing repair method with the same approach of search-based repair owing to the capability to stably suppress regressions. We also demonstrated our method is especially effective when the repair requirements are tight by requesting to fix specific failure types and to avoid regressions. The presented approach is suitable for safety-critical or quality-sensitive applications that require intensive assurance activities including risk evaluation of failure cases as well as consideration of fine-grained requirements to prioritize labels or failure types. We believe this work demonstrated the significant first-step for fine-grained, regression-aware, and controllable engineering of DNNs.

The following issues are future works for NEURECOVER.

- Implementation of a technique for identifying suspicious weights of convolutional layers
- Study on repair techniques for other DNN models besides the image classification problem
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