Stability of the Fulde-Ferrell-Larkin-Ovchinnikov states in anisotropic systems and critical behavior at thermal m-axial Lifshitz points

Piotr Zdybel, Mateusz Homenda, Andrzej Chlebicki, and Paweł Jakubczyk
Institute of Theoretical Physics, Faculty of Physics, University of Warsaw, Pasteura 5, 02-093 Warsaw, Poland
(Dated: September 3, 2021)

We revisit the question concerning stability of nonuniform superfluid states of the Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) type to thermal and quantum fluctuations. Invoking the properties of the putative phase diagram of two-component Fermi mixtures, on general grounds we argue, that for isotropic, continuum systems the phase diagram hosting a long-range-ordered FFLO-type phase envisaged by the mean-field theory cannot be stable to fluctuations at any temperature $T > 0$ in any dimensionality $d < 4$. In contrast, in layered unidirectional systems the lower critical dimension for the onset of FFLO-type long-range order accompanied by a Lifshitz point at $T > 0$ is $d = 5/2$. In consequence, its occurrence is excluded in $d = 2$, but not in $d = 3$. We propose a relatively simple method, based on nonperturbative renormalization group to compute the critical exponents of the thermal $m$-axial Lifshitz point continuously varying $m$, spatial dimensionality $d$ and the number of order parameter components $N$. We point out the possibility of a robust, fine-tuning free occurrence of a quantum Lifshitz point in the phase diagram of imbalanced Fermi mixtures.

I. INTRODUCTION

The rapid development of experimental techniques in cold-atom systems gave rise to a revival of interest in unconventional fermionic superfluids exhibiting pairing at finite center of mass momentum, the so called Fulde-Ferrell-Larkin-Ovchinnikov states. Such phases were since long discussed in solid-state physics contexts, but more recently were also predicted to arise in Fermi mixtures of ultracold atoms involving a population (and/or mass) imbalance between the two particle species forming the Cooper pairs. Due to the high level of controllability, this class of systems constitutes an interesting and promising platform for exploiting exotic superfluid phases including those of the FFLO type.

In a cold, two-component Fermi mixture increasing the concentration imbalance may serve to gradually mismatch the Fermi surfaces of the two atomic species, which suppresses pairing and ultimately drives the system to the normal, polarized metallic phase. The modulated FFLO-type superfluid was predicted to occur as an intermediate phase constituting an energetic compromise between the uniform, BCS-type superfluid and the polarized Fermi liquid. Extensive studies spread over years (see e.g. Refs. 4–6) addressed the energetic aspects of the problem, in particular the competition between the different candidate modulated ground states. The emergent consensus is that (at mean field level) a superfluid pair-density-wave (FFLO) phase is rather robustly stable, albeit in a relatively narrow region of the phase diagram.

Somewhat surprisingly, fluctuation effects occurring in the FFLO phases were addressed much less comprehensively and rather coherently pointed towards instability of these long-range-ordered pair-density-wave states to thermal order-parameter fluctuations. The mechanism destabilizing the FFLO states is somewhat akin to that prohibiting the long-range order in $XY$ or Heisenberg ferromagnets in dimensionality $d \leq 2$. However, in contrast to the conventional magnets, the FFLO phases involve not only rotational (superfluid) symmetry breaking, but also breaking of translational symmetry, leading to a significantly softer Goldstone fluctuation spectrum in the (putative) ordered phases. In consequence, the possibilities of realizing such symmetry-breaking states at $T > 0$ is severely restricted also in $d = 3$.

The previous studies of Refs. 18–24 departed from a (putative) FFLO type state and investigated the low-energy fluctuations around it. In other words, they addressed the question of stability of the modulated phase without recourse to global features of the phase diagram. In contrast, our present approach implements a different logical line invoking the properties of the mean-field (MF) phase diagram, which, by necessity involves the presence of both uniform and nonuniform phases leading to the emergence of a thermal Lifshitz point where the normal (Fermi liquid like), the modulated (FFLO), and the uniform superfluid (BCS-like) phases all coexist. We point out that the stability conditions for the Lifshitz point at $T > 0$ to fluctuations are significantly stronger as compared to those of the FFLO phase alone. For the isotropic systems we demonstrate the instability of the Lifshitz point to order-parameter fluctuations in $T > 0$ at any dimensionality $d < 4$, which should in consequence lead to a complete suppression of the pair-density wave phase at any $T > 0$. Our conclusion is therefore stronger than those reached in the previous studies. Moreover, our reasoning does not require any detailed knowledge concerning the FFLO-type state and the associated excitation spectrum above it. We argue on the other hand that the FFLO-type states of the uniaxial type, such as coupled arrays of atomic tubes considered e.g. in Refs. 25–27, are stable in dimensionality $d = 3$ (but not in $d = 2$) and present themselves as plausible candidates for hosting the FFLO phases.

We also point out that the situation at $T = 0$ is entirely different. We predict that the FFLO state may well be a stable ground state in a range of values of the imbalance parameters, squashed (at $T = 0$) between the BCS-type superfluid and normal metallic phases. The emergent structure of the phase diagram at $T \geq 0$ implies the generic existence of a point located at $T = 0$, where the three phases meet (i.e. the quantum Lifshitz point). Notably, such a quantum Lifshitz point should occur as a fluctuation-driven entity without any need for fine-tuning of the system parameters.

The outline of this paper is as follows: In Sec. II we sum-
marize the standard model to describe Fermi mixtures with population/mass imbalance (applicable in both the solid-state and cold-atom contexts) and give an overview of the features of the corresponding mean-field phase diagram. We in particular point out the generic occurrence of a thermal Lifshitz point located at a temperature $T_L > 0$. We subsequently elucidate the structure of the effective action to describe the system in the vicinity of the Lifshitz point. In Sec. III we discuss the stability of the Lifshitz point to order parameter fluctuations at Gaussian level depending on the system dimensionality $d$ and the anisotropy index $m$. In Sec. IV we provide an estimate of the Lifshitz critical exponents from a truncation of functional renormalization group for general $d$, $m$ and number of order parameter components $N$. We in particular confirm the picture derived in Sec. III and point out that the anomalous dimension associated with a class of spatial directions is negative. We summarize the paper in Sec. V.

II. SUMMARY OF THE MODEL AND MEAN-FIELD RESULTS

The common point of departure for theoretical studies of imbalanced Fermi mixtures (applicable also to electronic systems) is provided by the grand canonical Hamiltonian

$$\mathcal{H} = \sum_{k,\sigma} \xi_{k,\sigma} c_{k,\sigma}^\dagger c_{k,\sigma} + \frac{g}{4} \sum_{k,\sigma} c_{k+\frac{1}{2},\uparrow}^\dagger c_{-k+\frac{1}{2},\downarrow}^\dagger c_{-k+\frac{1}{2},\uparrow} c_{k+\frac{1}{2},\downarrow} \tag{1}$$

involving the kinetic energy term with species-dependent dispersion relation and chemical potential

$$\xi_{k,\sigma} = \epsilon_{k,\sigma} - \mu_{\sigma} \tag{2}$$

as well as an attractive two-body interaction potential driving $s$-wave pairing. For convenience the latter is taken in the form of a point-like interaction with $g < 0$. For the isotropic cold-atomic gases the dispersion reads $\epsilon_{k,\sigma} = \frac{p^2}{2M_\sigma}$, where the masses $M_\sigma$ of the two fermionic species may in general be different. As we argue below, anisotropic kinetic terms allow for stabilizing the FFLO phases. This conclusion actually seems in line with experimental findings, since the most convincing evidence for FFLO-like features was reported from a truncation of functional renormalization group for general $d$, $m$ and number of order parameter components $N$. We in particular confirm the picture derived in Sec. III and point out that the anomalous dimension associated with a class of spatial directions is negative. We summarize the paper in Sec. V.

A. Pairing susceptibility

We will now approach the pairing instability from the symmetric (Fermi-liquid) phase (compare Fig. 1) corresponding to sufficiently large imbalance parameter $h = (\mu_1 - \mu_2)/2$ and/or temperature $T$. The effective (Landau-Ginzburg) order-parameter action for the model given by Eq. (1) can be constructed by a standard procedure described in literature (see e.g. Refs. [25, 26]) analogous to the one developed long ago for magnetic transitions.[39] Up to terms quadratic in the pairing field $\phi$, the effective action reads

$$S^{(2)}_{\text{eff}} = \sum_{q,i\omega_n} \phi^*_{q,i\omega_n} \left[ -1/g - \chi_0(q, i\omega_n) \right] \phi_{q,i\omega_n}. \tag{4}$$

Here $\phi_{q,i\omega_n}$ is the (scalar) complex $s$-wave pairing field written in the momentum-frequency representation, while $\chi_0(q, i\omega_n)$ involves the particle-particle bubble and may be expressed as

$$\chi_0(q, i\omega_n) = T \int_k \frac{1 - f(\xi_{k,\downarrow}) - f(\xi_{k+q,\uparrow})}{\xi_{k+q,\uparrow} + \xi_{k+q,\downarrow} - i\omega_n}, \tag{5}$$

where $f(X) = (e^{X/T} + 1)^{-1}$ is the Fermi-Dirac distribution and $\int_k = \int d^d \vec{k}/(2\pi)^d$.

At mean-field level an instability towards superfluidity occurs once the Landau coefficient $a_2 = [-1/g - \chi_0(q, 0)]$ in

FIG. 1: (Color online) Left panel: schematic mean-field phase diagram of a system described by the Hamiltonian of Eq. (1). Increasing the imbalance parameter $h = (\mu_1 - \mu_2)/2$ suppresses pairing. The pair density wave (FFLO) phase is energetically favored in a (typically tiny) region between the uniform superfluid (BCS) and Fermi-liquid (FL) states. The Lifshitz point where these three phases coexist, is inevitably present at $T > 0$ and constitutes the bottleneck for stability of the phase diagram with respect to fluctuations. Right panel: The anticipated renormalized phase diagram of an isotropic system, where the FFLO phase survives only at $T = 0$ and a quantum Lifshitz point occurs (see the main text).
Eq. (4) becomes negative for some value of $\vec{q}$ (hereafter denoted as $\vec{Q}$). A nonzero ordering wavevector $\vec{Q}$ marks an FFLO-type instability. Note that $\chi_0(\vec{q}, \omega_n)$ involves no dependence on $g$. In consequence, once a set of parameters for which $\chi_0(\vec{q}, 0)$ features a maximum at $\vec{q} = \vec{Q} \neq 0$ is identified, the (mean-field) transition between the normal and FFLO phases can be conveniently tuned by modifying $g$ alone. The point $(\vec{Q}, 0)$ serves as a reference for the momentum/frequency expansion of the vertex functions in the Landau-Ginzburg ac-

FIG. 2: Evolution of the pairing susceptibility $\chi_0(\vec{q}, 0)$ upon varying $h$ for the dispersion given by Eq. (3) and $(d, m) = (2, 1)$. The sharp peak located for $h = 0$ at $\vec{q} = (0, 0)$ broadens and for $h = h_c \approx 0.03$ continuously splits. At $h = h_c$ and $q$ small, the pairing field propagator is quadratic in momentum in the $q_z$ direction, but quartic along $q_r$. The degenerate maxima of $\chi_0(\vec{q}, 0)$ are located at the $q_z$ axis and remain well separated from zero for $h > h_c$. For a projection on the $q_z$ axis, compare Fig. 3. The plot parameters are $t_1 = \frac{1}{2}, \mu_1, \mu_2 = 6.6, M_1/M_2 = 1.0, T = 10^{-2}$.

FIG. 3: Projection of the pairing susceptibility $\chi_0(\vec{q}, 0)$ plotted in Fig. 2 on $\vec{q} = (q_z, 0)$.

FIG. 4: Evolution of the pairing susceptibility $\chi_0(\vec{q}, 0)$ upon varying $h$ for the dispersion given by Eq. (3) and $(d, m) = (3, 0)$ [i.e. for an isotropic continuum system of atomic particles]. The sharp peak located for $h$ sufficiently small at $\vec{q} = (0, 0)$ broadens upon increasing $h$ and for $h = h_c \approx 0.62$ becomes degenerate on a two-dimensional sphere. At $h = h_c$ the pairing field propagator is quartic in momentum $\vec{q}$. We put $q_z = 0$ in the plot. A projection on the $q_z$ (or any other) axis, yields a picture qualitatively equivalent to the one presented in Fig. 3 for the anisotropic situation.

The plot parameters are: $\mu_1 + \mu_2 = 1, M_1/M_2 = 4.03, T = 10^{-3}$ and were chosen to mimic the experimentally relevant $^{161}$Dy-$^{40}$K mixture.

As already remarked, $\chi_0(\vec{q}, 0)$ does not depend on $g$, which may therefore always be adjusted to obtain $r = 0$. In Figs. 2 and 4 we plot $\chi_0(\vec{q}, 0)$ for two situations corresponding to the uniaxial and isotropic cases. By varying $h$ or $T$ the position of the maximum (i.e. the ordering wavevector $\vec{Q}$) may be continuously shifted towards zero, where the superfluid phase becomes uniform [see Fig. 1]. For clarity, in Fig. 3 we also expose the projection of $\chi_0(\vec{q}, 0)$ plotted in Fig. 2 on the $q_z$ axis.

In addition to the quadratic term given by Eq. (4) the effective action $S_{eff} [\phi]$ involves order parameter self-interaction terms of order higher than two in the field $\phi$.

Consider now the structure of the effective action approaching the Lifshitz point along the superfluid phase transition line (given by $r = 0$) from above (compare Fig. 1). Upon crossing the Lifshitz point the ordering wavevector $\vec{Q}$ is continuously shifted away from zero and becomes degenerate. The degeneracy level is determined by the symmetry of the Fermi surface. For the isotropic case (see Fig. 4) $\vec{Q}$ picks up any direction in the $(d - 1)$-dimensional space. In the immediate vicinity of the Lifshitz point one may expand $\chi_0$ in momentum $\vec{q}$ around zero (retaining terms up to quartic order). Right at the Lifshitz point the coefficients of at least some of the $q^2$
terms vanish and become negative below the Lifshitz point. Stability of the system is then retained due to the terms quartic in momentum.

III. THE LIFSHITZ POINT STABILITY

We now analyze the structure of the effective action for the order parameter $\phi$. From the expansion described above in Sec. II A we obtain at the Lifshitz point an effective Landau-Ginzburg action which, when expressed in position representation, reads:

$$S_{\text{eff}} = \int d^4x \left[ U(|\phi|^2) + \frac{1}{2} Z_\perp (\nabla_\perp \phi)^2 + \frac{1}{2} Z_\parallel (\Delta_\parallel \phi)^2 \right],$$  \hspace{1cm} (7)

where $U(|\phi|^2)$ denotes the effective potential, which may be expanded to yield a polynomial in $|\phi|^2$

$$U(|\phi|^2) = r|\phi|^2 + u|\phi|^4 + \ldots$$  \hspace{1cm} (8)

The $\sim |\phi|^2$ term coefficient, resulting from Eq (7) vanishes at the entire phase transition line, including the Lifshitz point. The coefficients of the higher-order terms of $U(|\phi|^2)$ may be expressed by the fermionic loops evaluated at external momenta $q = 0$. The energy cost of creating order-parameter nonuniformities is governed by the laplacian terms in $m$ spatial directions and gradient terms in the remaining $d - m$ directions. Explicitly:

$$(\Delta_\parallel \phi)^2 = \sum_{i=1}^d \sum_{a,b=1}^m \frac{\partial^2 \phi_i}{\partial x_a \partial x_b} \frac{\partial^2 \phi_i}{\partial x_a \partial x_b}$$  \hspace{1cm} (9)

and

$$(\nabla_\perp \phi)^2 = \sum_{i=1}^d \sum_{a=m+1}^d \frac{\partial \phi_i}{\partial x_a} \frac{\partial \phi_i}{\partial x_a},$$  \hspace{1cm} (10)

where the $i$ summation runs over the two components of the pairing field $\phi$. For symmetry reasons the number $m$ of ‘soft’ directions in the action of Eq. (10) must either coincide with the anisotropy index $\tilde{m}$ of Eq. (3) or be equal $d - \tilde{m}$. Since, for the time being, we are interested in the thermal phase transition, we dropped the contributions from quantum fluctuations in Eq. (1). In the above form $S_{\text{eff}}$ accounts for a generic anisotropic situation, where the dispersion is quartic in $m$ ($m \leq d$) spatial directions and quadratic in the remaining ones (compare Sec. II A). The isotropic case corresponds to $m = d$. The above effective action describes the $m$-axial Lifshitz point, analogous to those studied previously in the contexts of anisotropic magnets[41,42] and liquid crystals.\[55\]

One may now adopt the standard Gaussian level argument[43] to argue for the instability of the Lifshitz point with respect to order parameter fluctuations at sufficiently low dimensionality. Considering that the (putative) homogeneous ordered phase supports a massless transverse mode, from the structure of the effective action of Eq. (7) it follows that (in Fourier space) the (transverse) 2-point correlation function in the immediate vicinity of the Lifshitz point reads:

$$G(q) = G(q_\perp, q_\parallel) = \frac{1}{Z_\perp q_\perp^2 + Z_\parallel q_\parallel^2},$$  \hspace{1cm} (11)

while in real space

$$G(x_\perp, x_\parallel) \sim \int d^d q G(q) e^{i(q_\perp \cdot x_\perp + q_\parallel \cdot x_\parallel)} = \int d^d q \frac{q_\perp^{-1} q_\parallel^{-m-d-1}}{Z_\perp q_\perp^2 + Z_\parallel q_\parallel^2}.$$  \hspace{1cm} (12)

By substituting $(q_\parallel^2) = q_\parallel^2$, expanding the exponential occurring in the numerator, passing to spherical coordinates in each of the two subspaces and integrating over the angular coordinates, one arrives at the following expression:

$$C \int_0^{\Lambda_\perp} d q_\perp \int_0^{\Lambda_\parallel} d q_\parallel \frac{q_\perp^{2-1} q_\parallel^{d-m-1}}{Z_\perp q_\perp^2 + Z_\parallel q_\parallel^2}.$$  \hspace{1cm} (13)

with $C$ constant and $\Lambda_\perp$, $\Lambda_\parallel$ being microscopic (momentum) cutoffs. Transformation to polar coordinates: $\sqrt{Z_\parallel q_\parallel} = r \cos \phi$, $\sqrt{Z_\perp q_\perp} = r \sin \phi$ leads to an integral of the form

$$G(x_\perp, x_\parallel) \sim \int dr r^{d-\frac{1}{2}-3},$$  \hspace{1cm} (14)

divergent for $d \leq 2 + \frac{m}{2}$. This implies instability of the Lifshitz point with respect to order parameter fluctuations for $d$ below $2 + \frac{m}{2}$. The above treatment is analogous to a Gaussian level demonstration of the Mermin-Wagner theorem in the standard isotropic situations.\[44\] The obtained condition coincides with those previously recognized for Lifshitz points for magnets and liquid crystals and may be cast in the form:

$$d_L = 2 + \frac{m}{2},$$  \hspace{1cm} (15)

where $d_L$ is the lower critical dimension for occurrence of an $m$-axial Lifshitz point where the normal, homogeneous superfluid and FFLO phases would coexist. Note that for $m = 0$ we recover $d_L = 2$ in line with the Mermin-Wagner theorem, while for the isotropic case ($m = d$) Eq. [15] leads to $d_L = 4$, which in dimensionality $d = 3$ and $d = 2$ prohibits the occurrence of the isotropic Lifshitz point, and in consequence also the FFLO phase squashed between the BCS-like and Fermi liquid phases according to the mean-field predictions.

The expression of Eq. (15) is not new and was first derived in the context of magnetic systems long ago by Grest and Sak[45] within the $2 + \epsilon$ expansion of the nonlinear sigma model. It is expected to be valid for situations characterized by the number of order parameter components $N \geq 2$. Analysis of the Ginzburg criterion for the Lifshitz point\[43\] indicates a similar effect on the upper critical dimension $d_u$, such that $d_u = 4 + \frac{m}{2}$.

As concerns the stability of the FFLO states, we emphasize the difference between the above arguments and those presented in earlier literature. While the previous studies addressed stability of different putative ground states of the
FFLO type to Goldstone fluctuations, the present analysis invokes the envisaged presence of the thermal Lifshitz point in the phase diagram and inspects its stability to critical order parameter fluctuations. This yields in the isotropic situation a condition by far more restrictive. The absence of a thermodynamically stable long-range ordered FFLO phase certainly does not contradict the presence of regions of the phase diagram exhibiting enhanced FFLO pairing fluctuations (see Ref. 48 for a recent discussion) which may well be detected in experiments on various systems. On the other hand, our argument offers an explanation of why convincing experimental evidence for FFLO states was reported only for strongly anisotropic situations and demonstrates that the occurrence of a true long-range ordered FFLO thermodynamic phase in isotropic three-dimensional systems is in fact completely excluded. Also note that the FFLO phase may well remain stable at $T = 0$ (compare Fig. 1) which implies the presence of a quantum Lifshitz point in addition to the FFLO quantum critical point $\Gamma_{\text{ff}}$ in the phase diagram.

We also make the observation that the condition for stability of the Lifshitz point is significantly weaker in the anisotropic case ($m < d$). For the most relevant uniaxial case $m = 1$ one obtains $d_{\text{lif}} = 5/2$, which indicates a stable Lifshitz point in $d = 3$, but not $d = 2$. In this situation the stability restrictions for the FFLO phase with respect to Goldstone fluctuations (the spectrum of which depends on the details of the ground state) are in fact more demanding $\Gamma_{\text{ff}}$ implying in $d = 3$ that the FFLO state may presumably appear as a quasi-long-range ordered phase.

In the next section we provide further evidence, based on nonperturbative RG, which supports the above picture, and, in addition, yields estimates of the critical exponents at the Lifshitz point.

**IV. LIFSHITZ CRITICAL BEHAVIOR**

In this section we extend and deepen the above argumentation by analyzing the critical behavior at thermal $m$-axial Lifshitz points in $d$ dimensions beyond the Gaussian level. We generalize out calculation by allowing for an arbitrary number of order parameter components $N$. It is worth emphasizing that a description of this class of critical phenomena by the tools of perturbative renormalization group (RG) is, as compared to the standard $O(N)$-symmetric case, way more demanding $\Gamma_{\text{ff}}$ and has up to now been carried out only up to two loop level. In the present chapter we implement a nonperturbative RG approach based on a truncation of the Wetterich equation. We begin by discussing the leading order of the derivative expansion, the so-called local potential approximation (LPA), which allows us to build a mapping between the Lifshitz and standard $O(N)$-symmetric critical behaviors. The discussed connection is exact at the LPA level, but becomes violated after accounting for the anomalous dimensions, i.e. going to higher orders in the derivative expansion. This is here achieved with the simplest truncation in the spirit of the so-called LPA. The Lifshitz critical behavior was previously addressed with slightly different nonperturbative RG truncations in Ref. 55 for the uniaxial Heisenberg case in three dimensions ($d, N, m = 3, 3, 1$) and in Refs. 56 and 57 for the isotropic case in $d \geq 4$. See also Ref. 58 for an interesting connection between the isotropic Lifshitz point in $d = 4$ and the Kosterlitz-Thouless transition. Our major current aim is to strengthen the argumentation leading to the conclusion of Sec. III and build up a connection to the standard isotropic $O(N)$-symmetric models. We shall therefore consider $m$ varying continuously between zero and $d$. As a byproduct we provide estimates of the critical indices of the Lifshitz point characterized by general ($d, N, m$) as obtained within our present relatively simple approach.

A. Wetterich equation and the derivative expansion

The Wetterich approach $\Gamma_{\text{ff}}$ constitutes a nonperturbative implementation of Wilsonian renormalization group. It relies on the exact RG flow equation

$$\partial_t \Gamma_k[\phi] = \frac{1}{2} \text{Tr} \left\{ \partial_t R_k \left[ \Gamma_{\text{ff}}^k[\phi] + R_k \right]^{-1} \right\},$$

which evolves the effective average action $\Gamma_k[\phi]$ between the microscopic action $S[\phi]$ and the thermodynamic free energy $\mathcal{F}[\phi]$ upon varying the infrared (momentum) cutoff parameter $k$ from the microscopic scale $k = \Lambda$ towards zero. Specifically: $\Gamma_{\Lambda \rightarrow \Lambda}[\phi] \rightarrow S[\phi]$ and $\Gamma_{0 \rightarrow 0}[\phi] \rightarrow \mathcal{F}[\phi]$. The infrared cutoff is implemented by adding a momentum-dependent function $R_k = R_k(q)$ to the inverse propagator, thus effectively damping modes with momentum $q < k$, leaving the modes with $q > k$ untouched. The trace in Eq. (16) encompasses in the present context summation over momentum as well as components of the order-parameter field $\phi$, while $\Gamma_{\text{ff}}^k[\phi]$ denotes the second functional derivative of $\Gamma_k[\phi]$. The framework resting upon Eq. (16) was over the last years fruitfully applied in a broad range of contexts (for reviews see for example Refs. 60–65).

One successful approximation scheme to integrate the Wetterich equation is recognized as the derivative expansion (DE). It amounts to classifying the symmetry-allowed terms occurring in $\Gamma_k[\phi]$ according to the number of field derivatives and truncating terms of order higher than a given value. This projects the functional differential equation Eq. (16) onto a finite, numerically manageable set of partial (integral) differential flow equations. Only very recently was this framework systematically applied $\Gamma_{\text{ff}}$ to the case of $O(N)$-symmetric models at order $\partial^4$ (and $\partial^6$ for the Ising universality class $\Gamma_{\text{ff}}$) in dimensionality $d = 3$. These computations led to estimates of the critical exponents of accuracy comparable to those delivered by the best Monte Carlo simulations and perturbation theory calculations. It will become clear that the case of the Lifshitz point constitutes a significantly more demanding challenge for the treatment based on the Wetterich approach. The reason for this is at least two-fold: (i) terms quartic in momentum appear in the inverse propagator even at the bare level and are crucial for capturing the relevant physics; (ii) the anisotropic nature of the problem complicates the loop integrals. Despite these, as we demonstrate be-
low, the Wetterich approach captures a substantial amount of physics and delivers estimates of the critical exponents even at the lowest orders of the DE.

B. Local potential approximation

We now consider the leading (zeroth order) truncation of the derivative expansion, where the effective potential is a flow (scale dependent) function, but the momentum dependencies in the propagator are not renormalized. This is known commonly as the local potential approximation (LPA) and, for the present problem, amounts to parametrizing $\Gamma_4[\phi]$ via the following form

$$\Gamma_4[\phi] = \int d^4x \left[ U_4(\phi) + \frac{1}{2} Z_\perp (\nabla_\perp \phi)^2 + \frac{1}{2} Z_\parallel (\Delta_\parallel \phi)^2 \right], \quad (17)$$

where we introduced $\rho = \frac{1}{2} |\phi|^2$. At this approximation level the gradient coefficients $Z_\perp$ and $Z_\parallel$ are scale independent (in consequence the anomalous dimensions are neglected), while there is no preimposed parametrization of the flowing effective potential $U_4(\phi)$. Crucially, a term $\sim (\nabla \phi)^2$ is absent in Eq. (17). In a higher order calculation involving the flow of momentum dependencies of the propagator, this term is present and should scale to zero at the Lifshitz point only for vanishing $k$.

By plugging Eq. (17) into Eq. (16) we obtain a closed flow equation for $U_4(\rho)$ of the form

$$\partial_k U_4(\rho) = \frac{1}{2} \int_q \partial_q R_k(\bar{q}) \left[ G_\sigma(\bar{q}, \rho, m) + (N-1)G_\pi(\bar{q}, \rho, m) \right], \quad (18)$$

where

$$G_\sigma(\bar{q}, \rho, m) = Z_\parallel(\bar{q}_\parallel)^2 + Z_\perp(\bar{q}_\perp)^2 + U_4'(\rho) + 2\rho U_4''(\rho) + R_k(\bar{q})$$

$$G_\pi(\bar{q}, \rho, m) = Z_\parallel'(\bar{q}_\parallel)^2 + Z_\perp(\bar{q}_\perp)^2 + U_4'(\rho) + R_k(\bar{q}) \quad (19)$$

are the regularized inverse propagators for the longitudinal ($\sigma$) and transverse ($\pi$) modes. The integral $\int_q = \int^{2\pi}_{-2\pi} \int^{2\pi}_{-2\pi} \int^{2\pi}_{-2\pi} \int^{2\pi}_{-2\pi}$ in Eq. (13) encompasses the two subspaces characterized by distinct behavior of the dispersion. For $m=0$ we recover the standard LPA equation well studied for the $O(N)$-symmetric models, while for $m=d$ the $\bar{q}_\perp$-space is 0-dimensional which corresponds to the isotropic Lifshitz point.

We now implement the following rescaling

$$\bar{q}_\perp = k \tilde{q}_\perp \cdot \tilde{q}_\parallel = (Z_\parallel / Z_\parallel')^{1/4} k^{1/2} \tilde{q}_\parallel$$

$$\rho = Z_\perp^{3/4} k^{-3/2} \tilde{\rho}, \quad U_4(\tilde{\rho}) = Z_\parallel^{3/4} Z_\perp^{-3/4} k^{3/2} \tilde{u}_4(\tilde{\rho}) \quad (20)$$

and consider the cutoff of the form

$$R_k(\bar{q}) = Z_\parallel k^2 r (\tilde{q}_\parallel^2 + (\tilde{q}_\perp)^2) \quad (21)$$

This allows us to cast the LPA flow equation in a scale invariant form:

$$\partial_k \tilde{u}_k = - \left[ d - \frac{m}{2} \right] \tilde{u}_k - \left[ 2 + \frac{m}{2} - d \right] \rho \tilde{u}_k' + \frac{1}{2} \int_q \left[ \frac{1}{y + \tilde{u}_k'^2 + 2 \rho \tilde{u}_k'^2 + r(y)} + \frac{N-1}{y + \tilde{u}_k'^2 + r(y)} \right] [2r(y) - 2y r'(y)], \quad (22)$$

where we introduced $y = \tilde{q}_\perp^2 + \tilde{q}_\parallel^2$ and $t = \log(k/L)$. In each of the two subspaces corresponding to $\tilde{q}_\perp$ and $\tilde{q}_\parallel$, we now pass to the (hyper)spherical coordinates and perform the angular integrations. Subsequently the change of variables $\tilde{q}_\perp = \zeta \cos \theta$, $\tilde{q}_\parallel = \zeta \sin \theta$ (with $\zeta = \sqrt{\tilde{r}}$) and integration over $\theta$ leads to the following form of the flow equation:

$$\partial_k \tilde{u}_k = - \left[ d - \frac{m}{2} \right] \tilde{u}_k - \left[ 2 + \frac{m}{2} - d \right] \rho \tilde{u}_k'^2 + \frac{1}{2} \int_q \left[ \frac{1}{y + \tilde{u}_k'^2 + 2 \rho \tilde{u}_k'^2 + r(y)} + \frac{N-1}{y + \tilde{u}_k'^2 + r(y)} \right], \quad (23)$$

with

$$V_{d,m} = \frac{S^{d-m-1} S^{n-1}}{16(2\pi)^d} B \left( \frac{d-m}{2}, \frac{m}{4} \right), \quad (24)$$

where in turn $S^{n-1} = \frac{2 \pi^{d/2}}{\Gamma(d/2)}$ is the surface area of the $(n-1)$-dimensional unit sphere, and $B(x,y)$ denotes the Euler beta function.

We now observe that by substituting $(d - \frac{m}{2}) \to d_{eff}$ and $V_{d,m} \to v_d = [2^{d+1} \pi^{d/2} \Gamma(d/2)]^{-1}$ in Eq. (23) we recover the LPA equation for the standard $O(N)$-symmetric case in dimensionality $d_{eff}$. It follows that, at the LPA level of approximation, the RG equation for the $m$-axial Lifshitz point in $d$ dimensions differs from the corresponding flow equation for the $O(N)$ model in dimensionality $d_{eff}$ by $d + \frac{m}{2}$ exclusively by the $m$-dependent constant multiplying the integral. The quantity $v_d$ (and $v_d$ alike) is however redundant as it can be absorbed by the transformation

$$u_k = V_{d,m} \tilde{u}_k \cdot \tilde{\rho} = V_{d,m} \tilde{\gamma}, \quad (25)$$

which casts the LPA equation in the form

$$\partial_k \tilde{w}_k = - \left[ d - \frac{m}{2} \right] \tilde{w}_k - \left[ 2 + \frac{m}{2} - d \right] \tilde{\gamma} \tilde{w}_k' + \frac{1}{2} \int_q \left[ \frac{1}{y + \tilde{w}_k'^2 + 2 \tilde{\gamma} \tilde{w}_k'^2 + r(y)} + \frac{N-1}{y + \tilde{w}_k'^2 + r(y)} \right], \quad (26)$$

where $\tilde{w}_k = \tilde{u}_k(\tilde{\gamma})$ and prime now denotes differentiation with respect to $\tilde{\gamma}$. It follows that the critical behavior at the $m$-axial Lifshitz point is fully equivalent to the one at the $O(N)$-symmetric critical point at dimensionality reduced by $\frac{m}{2}$. This fact was previously recognized at the mean-field and Gaussian level as well as in the limit $1/N \to 0$. The above reasoning indicates that the correspondence remains valid within the LPA approximation, and in fact should remain correct as long as the anomalous dimensions are neglected. In particular the lower (as well as the upper) critical dimensions describing these two situations are then shifted by $m/2$ in agreement with the Gaussian argument presented in Sec. III.
In view of the above, the critical exponents for the Lifshitz point may be extracted using the routines previously developed for the $O(N)$ models. Here we focus on the $v_{\perp}$ exponent describing the decay of the correlation function $G(\mathbf{x}_a, \mathbf{x}_b)$. The analogous exponent $v_{\parallel}$ controlling $G(\mathbf{x}_a, \mathbf{x}_b) = 0$.

The quantity $v_{\parallel}$ may be identified as the leading eigenvalue of the RG transformation of Eq. (23) [or Eq. (26)] linearized around the fixed point. Technically, we first discretize Eq. (23) on the $\tilde{\rho}$-grid (typically involving $\approx 60$ points) and solve for the fixed point $u^*(\tilde{\rho})$. The RG equation Eq. (23) is then linearized around $u^*(\tilde{\rho})$ and its diagonalization yields the spectrum, which contains a single positive eigenvalue $\lambda$, which we identify with $v_{\perp}^{-1}$. For details on the numerical procedure, see Ref. (71). For $m \rightarrow 0$ we obviously recover the value pertinent to the standard $O(N)$ model. In the practical calculation we consider two families of cutoff functions:

$$r(y) = (1 - y)\theta(1 - y) \quad \text{(Litim cutoff)}$$

$$r(y) = \frac{\alpha - y}{\epsilon^d - 1} \quad \text{(Wetterich cutoff)},$$

the latter one involving a variable parameter $\alpha$. The obtained value of $v_{\perp}^{-1}$ carries a weak dependence on $\alpha$. In accord with the principle of minimal sensitivity (PMS) one chooses $\alpha$ so that $v_{\perp}^{-1}$ is locally stationary with respect to variation of $\alpha$. Our results for $v_{\perp}$ depending on $N$, $d$ and $m$ are presented in Figs. 5-7 and compared with those obtained within the $\epsilon = 4 + \frac{2}{d} - d$ expansion and $\frac{1}{d}$ expansion. The differences between the values obtained using the different cutoff functions are relatively small and here we present the results obtained using the Litim cutoff.

Our approach correctly reproduces the $1/N \rightarrow 0$ limits and is applicable to a broad range of parameters in the $(d, m, N)$ space. At the present truncation level it is however not sufficient to correctly address the limit of dimensionality $d$ approaching $d_L$, which is dominated by the neglected anomalous dimensions (see Sec. IVC for an extension in this direction). Nonetheless our LPA data indicates a rapid growth of $v_{\perp}$ upon lowering $d$ towards $d_L$ (see e.g. Fig. 5).

**C. Constrained LPA' and the anomalous dimensions**

We now extend the truncation described in Sec. IVB to account for the anomalous dimensions in the simplest conceivable way. This amounts to treating the quantities $Z_{\perp}$ and $Z_{\parallel}$ in Eq. (19) as scale-dependent (but not field-dependent) quantities, while disregarding the term $\sim (\nabla \phi)^2$ (alike at the LPA level). The latter constitutes here an additional approximation. An analogous procedure for the case of isotropic $O(N)$ models is recognized as “LPA ’” and yields, for the $d = 3$

$$v_{\parallel} = \frac{2 - \eta_{\perp}}{4 - \eta_{\parallel}} v_{\perp}.$$  

(27)

In the absence of anomalous dimensions we find $v_{\parallel} = \frac{1}{2} v_{\perp}$. Other critical exponents are then also recovered via scaling relations.

The analogous exponent $v_{\parallel}$ may be identified as the leading eigenvalue of the RG transformation of Eq. (23) [or Eq. (26)] linearized around the fixed point. Technically, we first discretize Eq. (23) on the $\tilde{\rho}$-grid (typically involving $\approx 60$ points) and solve for the fixed point $u^*(\tilde{\rho})$. The RG equation Eq. (23) is then linearized around $u^*(\tilde{\rho})$ and its diagonalization yields the spectrum, which contains a single positive eigenvalue $\lambda$, which we identify with $v_{\perp}^{-1}$. For details on the numerical procedure, see Ref. (71). For $m \rightarrow 0$ we obviously recover the value pertinent to the standard $O(N)$ model. In the practical calculation we consider two families of cutoff functions:
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$$v_{\parallel} = \frac{2 - \eta_{\perp}}{4 - \eta_{\parallel}} v_{\perp}.$$  

(27)
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The analogous exponent $v_{\parallel}$ may be identified as the leading eigenvalue of the RG transformation of Eq. (23) [or Eq. (26)] linearized around the fixed point. Technically, we first discretize Eq. (23) on the $\tilde{\rho}$-grid (typically involving $\approx 60$ points) and solve for the fixed point $u^*(\tilde{\rho})$. The RG equation Eq. (23) is then linearized around $u^*(\tilde{\rho})$ and its diagonalization yields the spectrum, which contains a single positive eigenvalue $\lambda$, which we identify with $v_{\perp}^{-1}$. For details on the numerical procedure, see Ref. (71). For $m \rightarrow 0$ we obviously recover the value pertinent to the standard $O(N)$ model. In the practical calculation we consider two families of cutoff functions:

$$r(y) = (1 - y)\theta(1 - y) \quad \text{(Litim cutoff)}$$

$$r(y) = \frac{\alpha - y}{\epsilon^d - 1} \quad \text{(Wetterich cutoff)},$$

the latter one involving a variable parameter $\alpha$. The obtained value of $v_{\perp}^{-1}$ carries a weak dependence on $\alpha$. In accord with the principle of minimal sensitivity (PMS) one chooses $\alpha$ so that $v_{\perp}^{-1}$ is locally stationary with respect to variation of $\alpha$. Our results for $v_{\perp}$ depending on $N$, $d$ and $m$ are presented in Figs. 5-7 and compared with those obtained within the $\epsilon = 4 + \frac{2}{d} - d$ expansion and $\frac{1}{d}$ expansion. The differences between the values obtained using the different cutoff functions are relatively small and here we present the results obtained using the Litim cutoff.

Our approach correctly reproduces the $1/N \rightarrow 0$ limits and is applicable to a broad range of parameters in the $(d, m, N)$ space. At the present truncation level it is however not sufficient to correctly address the limit of dimensionality $d$ approaching $d_L$, which is dominated by the neglected anomalous dimensions (see Sec. IVC for an extension in this direction). Nonetheless our LPA data indicates a rapid growth of $v_{\perp}$ upon lowering $d$ towards $d_L$ (see e.g. Fig. 5).
expressions for the running anomalous dimensions $\eta$

The above flow equation for $\eta$ is obtained within the LPA approximation plotted as a function of $m$ for $d = 3$ and a sequence of values of $N$. The plot demonstrates in particular the convergence of the results towards the (exact) limit $\nu^{-1} \to d - 2 - \frac{\varphi}{6}$ for $N \to \infty$. Interestingly, our results indicate significantly faster convergence for $m$ large.

cussed in Sec. IVB upon including the anomalous dimensions is in fact very low in the physically interesting situations. Another interesting point concerns the sign of $\eta_{\perp}$. In this respect, for example in $(d, m, N) = (3, 1, 3)$ the $1/N$ expansion (up to terms $\sim 1/N^2$) predicts a positive value in contrast to the $\epsilon$-expansion as well as the nonperturbative RG study of Ref. [55].

The running anomalous dimensions are related to the flowing $Z$-factors via $\eta_{\perp} = -\frac{1}{Z_{\perp}} \partial Z_{\perp}$ and $\eta_{\parallel} = -\frac{1}{Z_{\parallel}} \partial Z_{\parallel}$ with $\theta = \frac{2 - d_{\perp}}{4 - d}$ being the anisotropy exponent. The flow of the effective potential is derived along the line of Sec. IVB. We obtain:

$$\partial_t \bar{u}_k = -\left( d - \frac{m}{2} - \frac{m}{4} (\eta_{\perp} - \eta_{\parallel}) \right) \bar{u}_k$$

$$+ \mathcal{V}_{d,m} \int_0^{\infty} dy y^{\frac{d}{2} - \frac{\varphi}{2} - 1} \times$$

$$[(2 - \eta_{\perp})r(y) - 2y r'(y)] \left[ \frac{1}{y + \bar{u}_k + 2\bar{u}_k^\prime + r(y)} + \frac{N - 1}{y + \bar{u}_k^\prime + r(y)} \right]$$

$$+ W_{d,m} \int_0^{\infty} dy y^{\frac{d}{2} - \frac{\varphi}{2}} \times$$

$$[\eta_{\perp} - \eta_{\parallel}] r'(y) \left[ \frac{1}{y + \bar{u}_k + 2\bar{u}_k^\prime + r(y)} + \frac{N - 1}{y + \bar{u}_k^\prime + r(y)} \right],$$

where

$$W_{d,m} = \frac{S^{d-m-1} S^{m-1}}{16(2\pi)^d} \beta \left( d - \frac{m}{2} - \frac{m}{4} + 1 \right).$$

The above flow equation for $u_k$ must be supplemented by the expressions for the running anomalous dimensions $\eta_{\perp}$ and $\eta_{\parallel}$. These are evaluated along the line well described in literature (see e.g. Ref. [55]). By differentiating the Wetterich equation Eq. (16) twice, we obtain the flow of the two-point function $\Gamma^{(2)}$. Subsequently, by taking the second derivative with respect to momentum in the $\perp$ direction and the fourth derivative with respect to momentum in the $\parallel$ direction evaluated at vanishing momentum, we extract the flow of $Z_{\perp}$ and $Z_{\parallel}$, from which $\eta_{\perp}$ and $\eta_{\parallel}$ follow. The resulting expressions (especially for $\eta_{\parallel}$) are very lengthy and we refrain from quoting them here. The physical anomalous scaling dimensions correspond to the fixed-point values of $\eta_{\perp}$ and $\eta_{\parallel}$, which we extract numerically. The data presented below corresponds to results obtained with the PMS-optimized Wetterich cutoff. We note that for a range of $d$ and $m$ corresponding to low effective dimensionalities we were not able to obtain a PMS value of $\alpha$, in which case we chose a value of $\alpha$ corresponding to a global extremum over a range of considered values. As representative results, in Figs. 8 and 9 we plot the obtained dependencies of $\eta_{\perp}$ and $\eta_{\parallel}$ with fixed $N = 1$, varying $d$ and $m$. Our numerical values are larger as compared to those resulting from the $\epsilon$ expansion which is probably due to both our truncation errors and the low order of the implemented $\epsilon$ expansion. We point out that the sign of $\eta_{\parallel}$ is negative in the entire region of parameters considered by us. As concerns the limit $m \to 0$, we observe convergence of both $\eta_{\perp}$ and $\nu_{\perp}$ to the anticipated values corresponding to the standard $O(N)$ models. The quantity $\eta_{\parallel}$ becomes a meaningless (redundant) parameter but does not vanish for $m \to 0$.

We now investigate to which extent the relation between the Lifshitz point in $d$ dimensions and the $O(N)$ critical point in dimensionality $d_{\text{eff}}$ explored in Sec. IVB becomes violated in presence of the anomalous dimensions. For this aim we plot the critical exponents as function of the effective dimensionality in Figs. 10 and 11. The collapse of the curves indicates a high level of agreement with the picture demonstrated IVB at the LPA level for all of the critical exponents (including the anomalous dimensions). We by no means expect this equivalence to remain exact beyond the LPA approximation, however the level of numerical agreement is striking.

We finally point out that the present LPA level of approximation is the lowest possible allowing for capturing the anomalous dimensions. It would be very interesting to extend...
FIG. 9: The anomalous scaling dimension $\eta_\parallel$ as function of $d$ for a sequence of values of $m$ and $N = 1$.

FIG. 10: The anomalous scaling dimension $\eta_\perp$ as function of $d_{\text{eff}}$ for a sequence of values of $m$ and $N = 1$. The collapse of the curves indicates approximate fulfillment of the correspondence between the Lifshitz and $O(N)$-symmetric critical behavior also in presence of the anomalous dimensions.

The study of the FFLO superfluid Lifshitz point prompted us to readdress the Lifshitz critical behavior with arbitrary $d$.

FIG. 11: The anomalous scaling dimension $\eta_\parallel$ as function of $d_{\text{eff}}$ for a sequence of values of $m$ and $N = 1$. The collapse of the curves indicates approximate fulfillment of the correspondence between the Lifshitz and $O(N)$-symmetric critical behavior also in presence of the anomalous dimensions.

the present analysis by including $\rho$-dependencies as well as accounting for the neglected $\sim (\nabla_\phi)^2$ term. We relegate this to future studies.

V. SUMMARY

In this paper we addressed the restrictions on the stability of the long-range ordered pair density wave (FFLO superfluid) states arising due to the presence of a thermal Lifshitz point as predicted by the mean-field theory. We pointed out that the occurrence of these phases in isotropic systems (such as ultracold atoms in continuum) is in fact completely excluded both in dimensionality $d = 2$ and $d = 3$, except for zero temperature. In consequence, the corresponding phase diagram should generically host a quantum Lifshitz point. This is no longer the case in systems exhibiting a unidirectional anisotropy, where a Lifshitz point at $T > 0$ may be stable in $d = 3$ (but not in $d = 2$).

The study of the FFLO superfluid Lifshitz point prompted us to readdress the Lifshitz critical behavior with arbitrary $d$.

$m$ and $N$ from the point of view of functional renormalization group. We have found that at the approximation level of the local potential approximation (LPA), which amounts to disregarding the anomalous dimensions, the $m$-axial Lifshitz critical behavior is exactly equivalent to that describing the standard $O(N)$-symmetric critical point in effective dimensionality $d_{\text{eff}} = d - m/2$. Our numerical analysis going beyond LPA level and accounting for $\eta_\perp$ and $\eta_\parallel$ indicates that this relation is only mildly violated also in this case. In particular, we have found that the anomalous dimension $\eta_\parallel$ with a high level of accuracy coincides with the value of the $\eta$ exponent of the corresponding $O(N)$ model in dimensionality reduced by $m/2$. We obtained negative values of $\eta_\parallel$ for the entire range or scanned values of $(d, m, N)$.

Our work opens avenues for future studies in at least two separate directions. On one hand, it would be interesting to explore thermodynamic and transport properties accompanying the vicinity of the fluctuation induced quantum Lifshitz point approaching it from finite $T$, in particular exploiting the interplay of order parameter and fermionic fluctuations. On the other hand, it might appear very fruitful to employ more sophisticated truncations of the Wetterich equation to further clarify the nature of the thermal Lifshitz points.
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