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Extinction of a long-lived isolated stochastic population can be described as an exponentially slow decay of quasi-stationary probability distribution of the population size. We address extinction of a population in a two-population system in the case when the population turnover – renewal and removal – is much slower than all other processes. In this case there is a time scale separation in the system which enables one to introduce a short-time quasi-stationary extinction rate $W_1$ and a long-time quasi-stationary extinction rate $W_2$, and develop a time-dependent theory of the transition between the two rates. It is shown that $W_1$ and $W_2$ coincide with the extinction rates when the population turnover is absent, and present but very slow, respectively. The exponentially large disparity between the two rates reflects fragility of the extinction rate in the population dynamics without turnover.
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I. INTRODUCTION

An isolated stochastic population (of molecules, bacteria, animals, parasites inhabiting a community of hosts, etc.) ultimately goes extinct. The ultimate extinction is driven, even in the absence of unfavorable environmental variations, by large demographic fluctuations: chains of random events when population losses dominate over gains. The risk of population extinction is a major issue in viability of small populations in the nature \cite{1,2}, whereas extinction of an endemic disease from a community \cite{3,4} is a desirable development.

Calculating the extinction rate of a stochastic population is a challenging problem. Here one needs to evaluate the (very low) probability of a large fluctuation in a stochastic system which is far from equilibrium and therefore defies many standard assumptions and methods of statistical mechanics. In spite of this difficulty a significant progress has been achieved in this type of problems via the use of a WKB (Wentzel-Kramers-Brillouin) approximation borrowed from quantum mechanics (or, more generally, wave mechanics) and adapted to the dissipative, non-Hermitian stochastic Markov processes \cite{5}. The WKB approximation employs, as a large parameter, the typical population size in the metastable quasi-stationary state. For a broad class of single-population stochastic systems this approximation, complemented by additional perturbation techniques, yields accurate and controlled analytical results for the population extinction rate \cite{2}. Stochastic systems involving multiple populations present a much harder problem. Here one arrives, already in the leading order of the WKB approximation, at a generally non-integrable multi-dimensional problem of classical mechanics. Although the extinction rates and most probable paths of the system to extinction can be found numerically, analytical insight is usually limited.

The situation improves, however, if the multi-population system exhibits time-scale separation. This may happen in two cases: (i) when the multi-population system is close to a bifurcation of the underlying deterministic rate equations \cite{6,7}, and (ii) when there is a wide difference in individual process rates. The present paper deals with the second case. The process rate disparity introduces an additional small parameter $\varepsilon \ll 1$ which enables one to separate, with controlled accuracy, a two-population system into a fast and slow subsystems. Each of these subsystems is one-dimensional and therefore amenable to analytical solution.

Time scale separation was recently employed in Ref. \cite{8} for calculating the extinction rate of a biologically important component regulated by chemical reactions in a living cell. In that class of systems the extinction probability flux sets in on the slow time scale, whereas the fast subsystem (which rapidly adjusts to the slowly varying distribution of the slow subsystem) modifies the effective production rate of the population on the way to extinction. In the present work we consider a different class of systems which enables us to generalize the standard notion of the quasi-stationary extinction rate by defining and calculating a \textit{time-resolved} quasi-stationary extinction rate. It turns out that this quantity smoothly changes in time from a short-time asymptote $W_1$ to a long-time asymptote $W_2$. The short-time quasi-stationary extinction rate $W_1$ sets in already on the fast time scale. Notably, $W_1$ coincides with the extinction rate in the case when the slow processes are absent altogether. Then, as the probability distribution evolves towards the long-time quasi-stationary distribution, the extinction rate undergoes a smooth but exponentially large change and approaches $W_2$. This evolution occurs on the time scale of the slow subsystem (which is much longer than the time scale of the fast subsystem but much shorter than the mean time to extinction $\tau_{ex} \sim W^{-1}_2$).

The exponentially large disparity of $W_1$ and $W_2$ is an instance of the recently discovered extinction rate fragility \cite{9}, where $\tau_{ex}$ experiences a discontinuity when the rates of the slow processes are taken to zero. Essentially, the present work renders an alternative, time-resolved, de-
cription to the phenomenon of extinction rate fragility.

We will present the theory on the example of a well-known model of epidemiology: the stochastic SIS (Susceptible-Infected-Susceptible) model \[3, 10\] with a slow population turnover – renewal and removal. Section III presents the governing equations and explains how to exploit the time scale separation. In Section III we approximately solve the dynamics of the fast and slow subsystems, calculate the time-resolved disease extinction rate and compare our analytical predictions with a numerical solution of the exact master equation. Section III also deals with the mean time to extinction of a population exhibiting a time-dependent extinction rate. Section IV presents a discussion of our results.

II. GOVERNING EQUATIONS AND TIME SCALE SEPARATION

The stochastic SIS model \[3, 10\] describes a Markov process involving susceptible and infected subpopulations. Upon recovery the infected individuals become susceptible again. The probability \(P_{n,m}(t)\) to observe, at time \(t\), \(n\) susceptible and \(m\) infected individuals is governed by the master equation with transition rates from Table 1. One can always represent the renewal rate of susceptible individuals – an independent parameter of the model – as \(\mu N\), where \(N\), an alternative independent parameter, scales as a typical average total population size in a steady state. Rescaling time by the recovery rate, \(k_0 \to t\), one can write down the master equation for the SIS model as

\[
\frac{d}{dt}P_{n,m}(t) = \varepsilon N P_{n-1,m} - \varepsilon N P_{n,m} + \varepsilon (n + 1) P_{n+1,m} - \varepsilon n P_{n,m} + \varepsilon (m + 1) P_{n,m+1} - \varepsilon m P_{n,m} + (R/N)(n + 1)(m + 1) P_{n+1,m+1} - (R/N) nm P_{n,m} + (m + 1) P_{n,m+1} - m P_{n,m},
\]

where \(\varepsilon = \mu / \kappa\), \(R = \beta / \kappa\), and we assume that \(P_{n,m} = 0\) if at least one of the indices \(n\) or \(m\) is negative. We will assume throughout this work that \(N \gg 1\) and \(R - 1 = \mathcal{O}(1) > 0\). A slow population turnover implies smallness of \(\varepsilon\). For our theory to be accurate it is necessary that a strong inequality \(\varepsilon \ll 1/N\) holds. If one does not care, however, for pre-exponential factors, this condition can be relaxed to a much less restrictive one, \(\varepsilon \ll 1\), as we explain below.

The ultimate state of the SIS model is infection-free. When \(R - 1 = \mathcal{O}(1) > 0\) there is a quasi-stationary endemic state with a life time \(\tau_{e}\) which is exponentially long with respect to \(N\). To get an insight into how this quasi-stationary state is approached, let us consider the deterministic rate equations of the SIS model which operate with the average numbers \(\bar{n}\) and \(\bar{m}\) of susceptible and infected individuals, respectively:

\[
\dot{\bar{n}} = \varepsilon(N - \bar{n}) - \frac{R}{N} \bar{m} \bar{n} + \bar{m}, \tag{2}
\]

\[
\dot{\bar{m}} = \frac{R}{N} \bar{m} \bar{n} - \bar{m} - \varepsilon \bar{m}. \tag{3}
\]

These equations accurately describe the dynamics of \(\bar{n}\) and \(\bar{m}\) at times short compared with \(\tau_{e}\). The attracting fixed point of Eqs. (2) and (3),

\[
\bar{n}_* = \frac{N(1 + \varepsilon)}{R} \approx \frac{N}{R}, \tag{4}
\]

\[
\bar{m}_* = N \left(1 - \frac{1 + \varepsilon}{R}\right) \approx N \left(1 - \frac{1}{R}\right), \tag{5}
\]

describes the endemic state of the population which is typically reached on the long, demographic time scale \(\tau_{e} = e^{-1} \gg 1\). (To remind the reader, our time is rescaled by the recovery rate \(\kappa\). What happens on a much shorter epidemic time scale \(\tau_1 \sim 1\)? It will be assumed that the initial average size of the total population, \(\bar{k} = \bar{m} + \bar{n}\), is greater than \(N/R\), which is important for the further discussion. On the time scale \(\tau_1 \sim 1\) the terms proportional to \(\varepsilon\) can be neglected, and one can see that the average number of susceptible individuals approaches \(N/R\) which is close to \(\bar{n}_*\). In its turn, the average number of infected rapidly adjusts to the current value of the average total population size \(\bar{k}\): \(\bar{m}_k = \bar{k} - N/R\). Restoring the \(\varepsilon\)-terms, one can see that \(\bar{k} = \bar{k}(t)\) is a slow function of time, and its dynamics is described by the simple equation

\[
\dot{\bar{k}} = \varepsilon(N - \bar{k}) \tag{6}
\]

obtained by summing up Eqs. (2) and (3). As a result, \(\bar{k}(t)\) slowly flows to \(N\),

\[
\bar{k}(t) = N + (k_0 - N)e^{-\varepsilon t},
\]

and the average number of infected \(\bar{m}_k\) approaches \(\bar{m}_*\) from Eq. (5). On the phase plane \(\bar{n}, \bar{m}\), see Fig. 1 the trajectory first rapidly reaches, the vertical line \(\bar{n} = N/R\) and then slowly, on the long time scale \(\tau_{e}\), approaches the ultimate fixed point \(\bar{m}_*\) and \(\bar{n}_*\) along this vertical line.

How is this deterministic dynamics reflected in the actual evolution of \(P_{n,m}(t)\)? At times \(\tau_1 \leq t \leq \tau_{e}\) the distribution \(P_{n,m}(t)\) is peaked at \(n \approx N/R, m \approx \bar{m}_k(t)\) and evolves in time on the demographic time scale \(\tau_{e} \gg \tau_1\). At longer times, \(\tau_{e} \leq t \leq \tau_{ex}\) the distribution reaches

| Event | Type of transition | Rate |
|-------|-------------------|------|
| Infection | \(S \to S - 1, I \to I + 1\) | \((\beta/N)SI\) |
| Recovery | \(S \to S + 1, I \to I - 1\) | \(\kappa I\) |
| Renewal of susceptible | \(S \to S + 1\) | \(\mu N\) |
| Removal of susceptible | \(S \to S - 1\) | \(\mu S\) |
| Removal of infected | \(I \to I - 1\) | \(\mu I\) |
FIG. 1: The phase portrait of the deterministic rate equations (2) and (3). The filled circles show the attracting fixed point, see Eqs. (11) and (5), and the repelling fixed point \( \bar{n} = N, \bar{m} = 0 \). The arrows show the flow directions on the phase plane. The parameters are \( R = 2 \) and \( \varepsilon = 5 \times 10^{-3} \).

its long-time asymptote. It is important that a well-defined extinction probability flux sets in quite rapidly, at \( t \gg \tau \), and it varies in time on the time scale \( \tau \). Indeed, even the average numbers of susceptible and infected are generally very different at the earlier and later times. It turns out, however, that an exponentially large disparity in the disease extinction rate at short and long times is observed even in the special case of \( \bar{k}(t = 0) = N \), when the average numbers of susceptible and infected stay (almost) constant on the slow time scale \( \tau \).

The time-dependent disease extinction rate is defined as

\[
W(t, \varepsilon) \equiv -\left( \frac{d}{dt} \sum_{n,m>0} P_{n,m} \right) \left( \sum_{n,m>0} P_{n,m} \right)^{-1}.
\]

The limit of \( W(t, \varepsilon) \) as \( t \to \infty \) is denoted by \( W_2 \simeq \tau_{ex}^{-1} \). For \( t \ll \tau_{ex} \) one has \( \sum_{n,m>0} P_{n,m} \simeq 1 \). As a result, for these times

\[
W(t, \varepsilon) \simeq -\frac{d}{dt} \sum_{n,m>0} P_{n,m} \equiv w(t, \varepsilon),
\]

where \( w(t, \varepsilon) \) is the disease extinction probability current. To calculate \( w(t, \varepsilon) \) we return to the master equation (1) and notice that the disease can disappear from the population only via transitions from any of the states \((n,1)\), where \( n = 0, 1, \ldots \), to the state \((n,0)\). Therefore,

\[
w(t, \varepsilon) = \sum_{k=0}^{\infty} w_k(t) = \sum_{k=1}^{\infty} (1 + \varepsilon) P_{k-1,1}(t)
\]

where

\[
w_k(t) = \begin{cases} P_{k-1,1} + \varepsilon P_{k,1}, & k > 0, \\ \varepsilon P_{0,1}, & k = 0. \end{cases}
\]

As a result, for \( t \ll \tau_{ex} \)

\[
W(t, \varepsilon) \simeq w(t, \varepsilon) = \sum_{k=1}^{\infty} (1 + \varepsilon) P_{k-1,1}(t).
\]

Before exploiting the time-scale separation, let us first obtain some exact relations. Consider \( \bar{P}_k = \sum_{m=1}^{\infty} \bar{P}_{k-m,m} \) \((k \geq 1)\) which is the probability to find \( k \geq 1 \) individuals so that at least one of them is infected. Summing Eq. (11) over \( m \) while keeping the total number \( k = n + m \) of individuals constant, we obtain an exact equation

\[
\frac{d}{dt} \bar{P}_k(t) = \varepsilon N \bar{P}_{k-1} - \varepsilon (N + k) \bar{P}_k + \varepsilon (k + 1) \bar{P}_{k+1} - w_{k-1},
\]

where \( \bar{P}_0 \equiv 0 \). An additional exact equation can be obtained once we represent the probability \( P_{n,m}(t) \) as

\[
P_{n,m} = \bar{P}_k \Pi_{m+n=k,m \geq 1} |m|,
\]

where \( \Pi_{m+n=k,m \geq 1} |m| \equiv P_{n,m}(t) [\bar{P}_k(t)]^{-1} \), defined for \( m \geq 1 \), is the probability to have \( m \) infected individuals conditioned on \( n + m = k \) and \( m \geq 1 \). We will use the following shorthand:

\[
P_k(m) = \Pi_{m+n=k,m \geq 1} |m|.
\]

This conditional probability is identically equal to 0 for \( m \leq 0 \) and \( m > k \), and it obeys the following exact equation:

\[
\frac{d}{dt} P_k(m) = P_k(1) P_k(m) + \varepsilon P_{k+1}(1) P_k(m) \bar{P}_{k+1} \left( \bar{P}_k \right)^{-1} + \frac{R}{N} (k - m + 1)(m - 1) P_k(m - 1)
+ \frac{R}{N} (k - m) m P_k(m) - m P_k(m) + (m + 1) P_k(m + 1)
+ \varepsilon (k + 1) \bar{P}_{k+1} \left[ P_k(m) - P_{k+1}(m) \right]
+ \varepsilon \bar{P}_{k+1} \left[ m P_k(m) - (m + 1) P_k(m + 1) \right].
\]

The disease extinction rate (11) in the new notation reads

\[
W(t, \varepsilon) \simeq w(t, \varepsilon) = (1 + \varepsilon) \sum_{k=1}^{\infty} \bar{P}_k(t) P_k(1)(t).
\]

At \( t \ll \tau_{ex} \), the exponentially small term \( w_k \) in Eqs. (12) can be neglected, and we obtain

\[
\frac{d}{dt} \bar{P}_k(t) = \varepsilon N \bar{P}_{k-1} - \varepsilon (N + k) \bar{P}_k + \varepsilon (k + 1) \bar{P}_{k+1}.
\]

We see that the evolution of \( \bar{P}_k(t) \) at \( t \ll \tau_{ex} \) proceeds on the slow time-scale \( \tau \) and is decoupled from the evolution
of $P_k(m)$. Equation (17) describes the relaxation of the probability distribution $P_k(t)$ to the steady state distribution $P_k^{(0)}$. The latter is determined from the equation

$$\varepsilon N \bar{P}_{k-1} - \varepsilon (N + k) \bar{P}_k^{(0)} + \varepsilon (k + 1) \bar{P}_{k+1}^{(0)} = 0,$$

subject to normalization $\sum_{k=1}^{\infty} \bar{P}_k^{(0)} = 1$.

The evolution of $P_k(n)$ is fast at $t \sim \tau_1$ and slow at $\tau_1 \ll t \ll \tau_{ex}$. The solution of Eq. (15) at $\tau_1 \leq t \leq \tau_{ex}$ can be sought in the form

$$P_k(m, t) = P_k^{(0)}(m) + \varepsilon N P_k^{(1)}(m, \varepsilon t) + (\varepsilon N)^2 P_k^{(2)}(m, \varepsilon t) + \ldots,$$

where $P_k^{(0)}(m)$ obeys the stationary equation

$$\frac{R_k}{k} (k - m + 1)(m - 1) P_k^{(0)}(m - 1)$$

$$- \frac{R_k}{k} (k - m) m P_k^{(0)}(m) - m P_k^{(0)}(m)$$

$$+ (m + 1) P_k^{(0)}(m + 1) + P_k^{(0)}(1) P_k^{(0)}(m) = 0,$$

where $\sum_{m=1}^{\infty} P_k^{(0)}(m) = 1$. For $\varepsilon N \ll 1$ and $t \gg \tau_1$ we can confine ourselves only to the leading term $P_k^{(0)}(m)$ in Eq. (19). In the following we will omit the superscript (0). Importantly, Eq. (20) does not include $\bar{P}_k$.

Each of the decoupled equations (17) and (20) has a simple meaning. Equation (20) describes a one-dimensional quasi-stationary distribution (QSD) of the number of infected in the SIS model without population turnover, where the total population size is conserved, $k = const$. This QSD forms relatively rapidly, at $t \gtrsim \tau_1$, so we can call this subsystem fast. Once the QSD is found, $P_k(1)$ yields the disease extinction rate for the given $k$.

In its turn, Eq. (17) describes the evolution of a one-dimensional time-dependent distribution of the total population size $k$. The characteristic time scale of this time dependence is $\tau_2 = \varepsilon^{-1} \gtrsim \tau_1$, so we can call this subsystem slow. Having found the slowly evolving distribution, one can calculate the time-resolved disease extinction rate from Eq. (16) (with the $\varepsilon$-term dropped to avoid excess of accuracy):

$$W(t, \varepsilon) \simeq \sum_{k=1}^{\infty} \bar{P}_k(t) P_k(1).$$

This rate is nothing but the average of the instantaneous extinction rate for a given $k$ (found from the fast subsystem) over the time-dependent $k$-distribution (found from the slow subsystem). This result is valid when $t \gg \tau_1$ and $\varepsilon N \ll 1$.

The next section deals with the solution of Eqs. (17) and (20), and with calculating $W(t, \varepsilon)$, for a class of initial conditions for which the total number of individuals at $t = 0$ is equal to $N$:

$$\bar{P}_k|_{t=0} = \delta_{k,N},$$

where $\delta_{k,N}$ is the Kronecker’s delta. This special choice of initial condition will make it possible to relate the foregoing time-dependent picture of extinction to the phenomenon of extinction rate fragility.

III. SOLVING THE TIME-SCALE-SEPARATED PROBLEM

A. Fast subsystem

Disease extinction in the stochastic SIS model without population turnover has been extensively studied starting from the pioneering paper by Weiss and Dishon [10]. The mean time to extinction of the disease in this case was first obtained by N˚asell [11], see also Refs. [5, 12]. The extinction rate, rescaled to the recovery rate $\kappa$, is equal to

$$P_k(1) \simeq \sqrt{\frac{k (R_k - 1)^2}{2\pi R_k}}$$

$$\times \exp \left[ -k \left( \frac{1}{R_k} + \ln R_k - 1 \right) \right],$$

where $R_k = k R/N$; here and in the following the superscript (0) in $P_k^{(0)}(1)$ is omitted. Equation (23) holds when the factor in the exponent is sufficiently large in absolute value $R [11, 12]$:

$$k \left( \frac{1}{R_k} + \ln R_k - 1 \right) \gg 1.$$

The particular value of the extinction rate for $k = N$ is nothing else but $W_1$: the disease extinction rate observed at times $\tau_1 \lesssim t \ll \tau_2$, when the distribution of infected has already adapted to the current value of $k$, but the $k$-distribution has not yet evolved and is still close to the Kronecker’s delta [22].

$$W_1 \simeq \sqrt{\frac{N (R - 1)^2}{2\pi R}}$$

$$\times \exp \left[ -N \left( \frac{1}{R} + \ln R - 1 \right) \right].$$

B. Slow subsystem

Equation (17) is exactly solvable [13] with the help of the probability generating function

$$G(z, \tau) = \sum_{k=0}^{\infty} z^k \bar{P}_k(\tau),$$

where $z$ is an auxiliary variable, and $\tau = t/\tau_2 = \varepsilon t$. Once $G(z, \tau)$ is found, the probabilities $P_k(\tau)$ can be recovered from the Taylor expansion:

$$\bar{P}_k(\tau) = \frac{1}{k!} \frac{\partial^k G(z, \tau)}{\partial z^k} \bigg|_{z=0}. $$


After a simple algebra the master equation (17) becomes an evolution equation for \( G(z, \tau) \):

\[
\frac{\partial G}{\partial \tau} = (1 - z) \left( \frac{\partial G}{\partial z} - NG \right). \tag{27}
\]

This first-order PDE can be solved by characteristics. The general solution is

\[
G(z, \tau) = e^{NZ} f \left( \frac{1 - z}{e^\tau} \right), \tag{28}
\]

where \( f(\xi) \) is an arbitrary function. To determine \( f(\xi) \), one should use the initial condition. In terms of \( F_k \) it is given by Eq. (22). In terms of \( G \) we obtain

\[
G(z, \tau = 0) = \sum_0^\infty z^k \delta_{k,N} = z^N.
\]

This yields \( f(\xi) = (1 - \xi)^N e^{-N(1 - \xi)} \), and so the resulting solution, in terms of \( G \), is

\[
G(z, \tau) = \left( 1 + \frac{z - 1}{e^\tau} \right)^N \exp \left[ N(z-1)(1-e^{-\tau}) \right]. \tag{29}
\]

In the limit of \( \tau \gg 1 \) we obtain \( G(z, \tau) = \exp[N(z - 1)] \). This describes a Poisson distribution with mean \( N \):

\[
\tilde{P}_k(t \gg \tau_e) = \frac{1}{k!} \left. \frac{\partial^k G(z, \tau = \infty)}{\partial z^k} \right|_{z=0} = \frac{N^k e^{-N}}{k!}. \tag{30}
\]

Using this Poisson distribution we can calculate \( W_2 \sim \tau_e^{-1} \): the long-time asymptote of the disease extinction rate \( W(\tau_e \ll t \ll \tau_{xe}) \), observed when the \( k \)-distribution has already reached quasi-stationarity. As \( k \gg 1 \), we can use Stirling’s formula for \( k! \) and obtain

\[
\tilde{P}_k(\tau_e \ll t \ll \tau_{xe}) \simeq \frac{e^{N(z-1-x \ln z)}}{\sqrt{2\pi N} x}, \tag{31}
\]

where \( x = k/N \). Now we calculate \( W(t \gg \tau_e) \equiv W_2 \) by using the distributions (23) and (31). Replacing the sum over \( k \) by an integral over \( x = k/N \) in Eq. (10), we obtain

\[
W_2 \simeq \frac{N}{2\pi} \int_{-1}^{+1} dx \frac{R(x-1)^2}{Rx} \times \exp \left[ -N (x \ln Rx + x \ln x - 2x + 1 + 1/R) \right]. \tag{32}
\]

As \( N \gg 1 \), the integral can be evaluated by the saddle-point method (as a result, the exact location of the lower bound of integration is actually unimportant). The saddle point condition \( \ln(Rx_s) + \ln x_s = 0 \) yields \( x_s = 1/\sqrt{R} \), corresponding to \( k = N/\sqrt{R} \). By virtue of Eq. (21), \( k = N/\sqrt{R} \) is the most probable total population size when the number of infected is exactly one. Performing the gaussian integration, we obtain

\[
W_2 \simeq \frac{\sqrt{N} (\sqrt{R} - 1)^2}{2\sqrt{\pi} R^{1/4}} \exp \left[ -N \left( 1 - \frac{1}{\sqrt{R}} \right)^2 \right]. \tag{33}
\]

This result, without the pre-exponential factor, was obtained by Khasin and Dykman [9] who used (the leading order of) WKB approximation. The important pre-exponent has not been known previously.

For the special class of initial conditions (22), the short-time, \( W_1 \), Eq. (21), and the long-time, \( W_2 \), Eq. (33), quasi-stationary extinction rates correspond to the quasi-stationary extinction rates observed without population turnover and with a very slow population turnover, respectively. For \( R - 1 = O(1) \) the rate \( W_2 \) is exponentially larger than \( W_1 \). This exponential disparity reflects fragility of the extinction rate of the system without population turnover with respect to addition of slow population turnover. Although the fragility phenomenon was established in the \( \varepsilon \)-domain [9], we see that a closely related phenomenon is also observed, for proper initial conditions, in the time domain.

Now we discuss an important applicability criterion of our theory. The main contribution to the integral (22) comes from a relatively narrow, \( O(\sqrt{N}) \), vicinity of the saddle point \( k = N/\sqrt{R} \). In this vicinity, Eq. (22) is valid if it describes a quasi-stationary distribution on the time scale \( \tau_e \). The corresponding criterion, \( \varepsilon \gg P_{N/\sqrt{R}}(1) \) serves as the lower bound on \( \varepsilon \) for the validity of Eq. (33). For \( N \gg 1 \) and \( R - 1 = O(1) \) the quantity \( P_{N/\sqrt{R}}(1) \) is exponentially larger than \( W_2 \). Therefore, the criterion \( \varepsilon \gg P_{N/\sqrt{R}}(1) \) is much more restrictive than the obvious criterion \( \varepsilon \gg W_2 \). Returning to the fragility problem, we note that at \( \varepsilon \lesssim P_{N/\sqrt{R}}(1) \) the extinction rate experiences a gradual crossover from \( W_2 \) to \( W_1 \) in the \( \varepsilon \)-domain.

Let us return to Eq. (20) and find the time-dependent distribution \( \tilde{P}_k(\tau) \) from Eq. (20). It is convenient to calculate the derivatives in the complex \( z \)-plane by using the Cauchy theorem:

\[
\tilde{P}_k(\tau) = \frac{1}{2\pi i} \oint \frac{dz}{z+k} G(z, \tau), \tag{34}
\]

where the integration contour encircles the pole \( z = 0 \) of the complex plane \( z \). As \( k \gg 1 \) and \( N \gg 1 \), we can evaluate the contour integral using the saddle-point approximation and deforming the contour so as to achieve the steepest descent. Using Eq. (20), we rewrite Eq. (34) as

\[
\tilde{P}_k(\tau) = \frac{1}{2\pi i} \oint \frac{dz}{z} e^{N\Phi(z, x, \tau)} z, \tag{35}
\]

where the integration contour encircles the pole \( z = 0 \) of the complex plane \( z \). As \( k \gg 1 \) and \( N \gg 1 \), we can evaluate the contour integral using the saddle-point approximation and deforming the contour so as to achieve the steepest descent. Using Eq. (20), we rewrite Eq. (34) as

\[
\tilde{P}_k(\tau) = \frac{1}{2\pi i} \oint \frac{dz}{z} e^{N\Phi(z, x, \tau)} z, \tag{35}
\]

where

\[
\Phi = \ln \left( 1 + \frac{z-1}{e^\tau} \right) + (z-1)(1-e^{-\tau}) - x \ln z.
\]

and \( x = k/N \). The saddle point \( z = z_s(x, \tau) \) is determined from the equation \( \partial \Phi / \partial z = 0 \). The suitable solution is

\[
z_s(x, \tau) = \left[ 2(1-e^{-\tau}) \right]^{-1} \left[ 1 + x - 2 \cosh \tau \right. \left. + \sqrt{3 + x(x-6) + 4(x-1) \cosh \tau + 2 \cosh 2\tau} \right]. \tag{36}
\]
Now we expand
\[ \Phi(z, x, \tau) \simeq \Phi'(z_s, x, \tau) + \frac{1}{2} \Phi''(z_s, x, \tau)(z - z_s)^2. \]
At \( \tau > 0 \) one has \( \Phi''(z_s, x, \tau) > 0 \). Therefore, the steepest descent of function \( \Phi \) occurs along the straight line \( \text{Re } z = z_s \) of the complex plane, see Fig. 2 so we deform the contour accordingly. In view of \( N \gg 1 \) a small segment of the straight line \( \text{Re } z = z_s \) gives a dominant contribution to the integral, and the gaussian integration yields
\[ \bar{P}_k(\tau) \simeq \frac{e^{N\Phi(z_s, x, \tau)}}{z_s \sqrt{2\pi N\Phi''(z_s, x, \tau)}}. \] (37)
As a simple test of this result, one can go to the limit \( x \ll 1 \) and obtain \( z_s = x \) and \( \Phi'' = 1/x \). Then Eq. (37) yields Eq. (31) as expected.

\begin{align*}
\begin{array}{c}
\text{Re } z \\
\text{Im } z
\end{array}
\end{align*}

\[ z_s \]

FIG. 2: The steepest descent path for Eq. (35).

C. Time-resolved extinction rate

Now we return to Eq. (21) and calculate the time-resolved extinction rate \( W(t, \varepsilon) = W(\tau) \) of the disease by averaging the instantaneous extinction rate (23) over the slowly time-dependent distribution (37). Replacing the sum over \( k \) by an integral over \( x = k/N \) and evaluating the integral by the saddle-point method, we obtain after some algebra:
\[ W(\tau) \simeq \frac{[R_{x_s}(\tau) - 1]^2}{R_{x_s}(\tau)z_s[x_s(\tau), \tau]} \sqrt{\frac{N x_s(\tau)}{2\pi \Phi''[x_s(\tau), \tau] \Lambda''[x_s(\tau), \tau]}} \times e^{-N[R^{-1} + x_s(\tau)\ln(x_s(\tau)R^{-1}) + S_s(x_s(\tau), \tau)]}. \] (38)
Here the time-dependent saddle point \( x = x_s(\tau) \) is determined by the equation
\[ x_s R [1 + c(x_s, \tau) \varepsilon^2] = 1, \] (39)
where
\[ c(x, \tau) = -\left[ 2(\varepsilon^2 - 1) \right]^{-1} \left[ 1 - x + 2 \sinh \tau \right] - \sqrt{(1 - x + 2 \sinh \tau)^2 - 4(1 - x)(\varepsilon^2 - 1)}. \] (40)
Furthermore, the function \( S_s(x, \tau) \) is given by
\[ S_s(x, \tau) = (1 + c)^{-1} \left[ (1 + c - c^2) \ln(1 + c \varepsilon^2) \right. \\
+ c(1 + c) \varepsilon^2 \left. [\ln(1 + c \varepsilon^2) - 1] - c \varepsilon^{-2} \ln(1 + c \varepsilon^2) \right] + c - \ln(1 + c) \] (41)
with \( c = c(x, \tau) \) from Eq. (10). Finally,
\[ \Lambda(x, \tau) = R^{-1} + x (\ln x R - 1) + S_s(x, \tau), \]
and we have written for brevity \( \Phi''[x_s(\tau), x_s(\tau), \tau] \equiv \Phi''[x_s(\tau), \tau] \).

Equation (38) is one of the main results of this work. It describes a time-resolved disease extinction rate \( W(\varepsilon) \) which smoothly changes from \( W_1 \) at \( t \ll \tau \) to \( W_2 \) at \( t \gg \tau \). Figures 3 and 4 show, by solid lines, typical examples of this behavior for two different sets of parameters.

To test the theoretical time-dependent extinction rate \( W(\varepsilon) \) predicted by Eq. (38) we solved numerically a (truncated version of the) original master equation (1), using the ODE45 solver of MATLAB. A very good agreement between the theory and the numerical solution of the original master equation (1) was obtained for \( N = 200 \) and \( \varepsilon = 10^{-5} \), see Fig. 3. Here the time scale separation criterion \( \varepsilon N \ll 1 \) was satisfied.

Importantly, the (quite restrictive) criterion \( \varepsilon N \ll 1 \) can be replaced by a much less restrictive one \( \varepsilon \ll 1 \) if one does not care about pre-exponential factors in Eq. (38). Indeed, criterion \( \varepsilon N \ll 1 \) appears when one implements the time-scale-separation procedure directly in the master equation (1). One can follow a different strategy, however, and start with applying a time-dependent WKB approximation to the full two-dimensional master equation (1). A proper WKB ansatz is
\[ P_{n_m}(t) = a(x, y, t) \exp[-NS(x, y, t)], \] (42)
where \( x = n/N \) and \( y = m/N \). In the leading WKB-order one obtains a two-dimensional time-dependent Hamilton-Jacobi equation. The corresponding Hamiltonian \( H(x, y, p_x, p_y, t; \varepsilon) \) is independent of \( N \). The small parameter \( \varepsilon \ll 1 \), present in the Hamiltonian, allows one to perform a time-scale-separation procedure by seeking, for \( t \gg \tau \),
\[ S(x, y, t) = S_0(x, y, \varepsilon t) + \varepsilon S_1(x, y, \varepsilon t) + \varepsilon^2 S_2(x, y, \varepsilon t) + \ldots, \] (43)
where \( S_0 \sim S_1 \sim \ldots \sim 1 \), and \( S_0(x, y, \varepsilon t) \) has a separable structure. Our derivation, leading to Eq. (38), yields \( S_0(x, y, \varepsilon t) \) and \( a(x, y, \varepsilon t) \) but not \( S_1, S_2, \ldots \). The \( \varepsilon S_1 \) term makes a contribution of order \( \varepsilon N \) in the exponent of Eq. (42). This contribution is negligible if \( \varepsilon N \ll 1 \). In this case the pre-exponent in Eq. (38) is accurate as we have already seen. On the contrary, if \( \varepsilon N \gg 1 \), the unknown correction \( c S_1(x, y, \varepsilon t) \) becomes significant, and the account of the pre-exponent in Eq. (38) would be in excess of accuracy. Now, what happens if we only need an accurate estimate of \( \ln W(t, \varepsilon) \) at \( N \gg 1 \)? Here both the pre-exponent in Eq. (38), and the unknown correction \( \varepsilon S_1(x, y, \varepsilon t) \) become negligible, and the result is described by the exponent in Eq. (38). Indeed, we observed an excellent agreement between theory and numerical calculations for \( \ln W(t, \varepsilon) \) when the parameter \( \varepsilon N \) was comparable with, or even larger than 1, see for example Fig. 4. The numerical results, presented in Figs.
Fig. 3: The time-resolved disease extinction rate $W$ versus the rescaled time $\varepsilon \kappa t = \mu t$ for $N = 200$, $R = 10$ and $\varepsilon = 10^{-3}$ as predicted by Eq. (35) (solid line) and obtained by a numerical solution of the (truncated) master equation (1) (the dashed line).

Fig. 4: The natural logarithm of the time-resolved disease extinction rate $W$ versus the rescaled time $\varepsilon \kappa t = \mu t$ for $N = 200$, $R = 10$ and $\varepsilon = 10^{-3}$ as predicted by Eq. (35) (solid line) and obtained by a numerical solution of the (truncated) master equation (1) (the dashed line).

D. Mean time to extinction

The time-resolved extinction rate, which we have calculated in this work, provides a sharp characterization of the stochastic population dynamics. This characterization is lost if one is only interested in the average extinction quantities such as the mean time to extinction (MTE) $\tau_{ex}$ of the population. To better understand this point, consider the disease extinction probability as a function of time:

$$ P_0(t) \equiv \sum_{n=0}^{\infty} P_{n,0}(t). $$

At times, $\tau_1 \lesssim t < \tau_{ex}$, the growth rate of of $P_0(t)$ obeys the relation

$$ \frac{dP_0(t)}{dt} \simeq W(t, \varepsilon), \quad (44) $$

which follows from Eq. (35) and the conservation of the total probability. At these times the extinction probability rate experiences a smooth but exponentially large change with time on the time scale of $\tau_{ex}$.

At longer times, $t \sim \tau_{ex} \gg \tau_{ex}$, Eq. (44) no longer holds, and should be replaced by the relation

$$ \frac{dP_0(t)}{dt} \simeq W_2 e^{-W_2 t}. \quad (45) $$

The mean time to extinction $\tau_{ex}$ can be obtained by averaging $t$ over $dP_0(t)/dt$ (which is the probability distribution of extinction times):

$$ \tau_{ex} = \int_0^{\infty} t \frac{dP_0(t)}{dt} dt. \quad (46) $$

The dominant contribution to this integral comes from times $t \gg \tau_{ex}$, where $dP_0(t)/dt$ is determined by Eq. (45). Therefore, up to exponentially small corrections,

$$ \tau_{ex} \simeq \int_0^{\infty} W_2 t e^{-W_2 t} dt = 1/W_2. \quad (47) $$

That is, the time-resolved extinction rate $W(t, \varepsilon)$ provides a much more detailed information about the system dynamics than the MTE (which only probes the late-time asymptote of the extinction rate).

IV. DISCUSSION

We have addressed extinction of a population in a two-population system in the case when the population turnover – renewal and removal – is much slower than all other processes. The ensuing time scale separation makes it possible to introduce a short-time quasi-stationary extinction rate $W_1$ and a long-time quasi-stationary extinction rate $W_2$, and develop a time-dependent theory of the smooth transition between the two rates. The quantities $W_1$ and $W_2$ coincide with the extinction rates when the population turnover is absent altogether, and present but very slow, respectively. The exponential difference between the two rates reflects fragility of the extinction rate in the population dynamics without turnover.

The present work suggests an alternative picture of the extinction rate fragility: in the time domain instead of the $\varepsilon$-domain where it was originally established.

Our main results can be expressed in the following way. We started out by presenting the probability distribution $P_{n,m>0}(t)$ in a factorized form: $P_{n,m>0}(t) = \tilde{P}_k(t) P_k(m)$, where $\tilde{P}_k(t)$ is the probability to have the total population size $k$, when at least one individual is infected, and $P_k(m)$ is the probability to have $m > 0$ infected individuals, when the total population size is $k$. At $t \gg \tau_1$
and $\varepsilon N \ll 1$ the $P_k(m)$-distribution is independent of time to the zero order in $\varepsilon N$; the population turnover only affects $\bar{P}_k(t)$. As a result, the time-dependent extinction rate $W(t, \varepsilon)$ is determined by the extinction rate for the total population size $k$, obtained for $\varepsilon = 0$ and averaged over the slow-time-dependent $\bar{P}_k(t)$-distribution.

The short-time quasi-stationary extinction rate $W_1$ corresponds to the initial probability distribution of the total population size $k$, whereas the long-time quasi-stationary extinction rate $W_2$ corresponds to the steady-state $k$-distribution. Under less restrictive conditions $\varepsilon \ll 1$ and $N \gg 1$ our theory accurately predicts the logarithm of the time-dependent extinction rate $\ln W(t, \varepsilon)$.

We have shown that the time-resolved quasi-stationary extinction rate encodes a more detailed information about the stochastic dynamics than the average quantities such as the mean time to extinction. The latter quantity is determined by the late-time asymptote $W_2$ of the time-resolved extinction rate.

Our analytical approach can be used in a host of two-population models which exhibit a long-lived quasi-stationary state on the way to extinction, and where a disparity between the process rates enables one to separate the system into two one-dimensional sub-systems: the fast and the slow. One can envision two different scenarios in such systems. In one scenario, extinction takes place only in the slow subsystem, whereas the fast subsystem merely modifies the effective process rates, as in Ref. [8]. In another scenario the problem is reducible (as in the SIS model with a slow population turnover which we have considered here) to averaging the instantaneous extinction rate, generated by the fast subsystem, over the time-dependent distribution of the slow subsystem. For a sufficiently large population size, the instantaneous extinction rate, generated by the fast subsystem, can be accurately calculated via WKB approximation [5]. How can one find the time-dependent population size distribution of the slow subsystem? For the SIS model the one-dimensional master equation [17] for the slow population turnover is decoupled from the fast sub-system, and even exactly solvable. In general one cannot hope for such a dramatic simplification, and the fast subsystem will modify the effective process rates of the slow subsystem, as in Ref. [8]. It is important, however, that this effect can be described by a time-dependent WKB theory, once the corresponding large parameter is present.

Acknowledgments

We are grateful to Mark Dykman for useful discussions. M. K. was supported in part by the Army Research Office and by NSF Grant No. PHY-0555346. B. M. was supported by the Israel Science Foundation (Grant No. 408/08).

[1] M.S. Bartlett, Stochastic Population Models in Ecology and Epidemiology (Wiley, New York, 1961).
[2] S. R. Beissinger and D. R. McCullough (Editors), Population Viability Analysis (University of Chicago Press, Chicago, 2002).
[3] H. Andersson and T. Britton, Stochastic Epidemic Models and Their Statistical Analysis, Lecture Notes in Statistics 151 (Springer Verlag, 2000).
[4] R. Kubo, K. Matsuo, and K. Kitahara, J. Stat. Phys. 9, 51 (1973); Hu Gang, Phys. Rev. A 36, 5782 (1987); M. I. Dykman, E. Mori, J. Ross, and P. M. Hunt, J. Chem. Phys. 100, 5735 (1994).
[5] M. Assaf and B. Meerson, Phys. Rev. E 81, 021116 (2010).
[6] M. I. Dykman, I. B. Schwartz, and A. S. Landsman, Phys. Rev. Lett. 101, 078101 (2008).
[7] A. Kamenev and B. Meerson, Phys. Rev. E 77, 061107 (2008).
[8] M. Assaf and B. Meerson, Phys. Rev. Lett. 100, 058105 (2008).
[9] M. Khasin and M. I. Dykman, Phys. Rev. Lett. 103, 068101 (2009).
[10] G.H. Weiss and M. Dishon, Math. Biosci. 11, 261 (1971).
[11] I. Näsell, Adv. Appl. Prob. 28, 895 (1996).
[12] H. Andersson and B. Djehiche, J Appl. Prob. 12, 662 (1998); I. Näsell, J. Theor. Biol. 211, 11 (2001); O. Ovaskainen, J. Appl. Prob. 38, 898 (2001), C.R. Doering, K.V. Sargsyan, and L.M. Sander, Multiscale Model. and Simul. 3, 283 (2005).
[13] C.W. Gardiner, Handbook of Stochastic Methods (Springer, Berlin, 2004).