Node classification for signed networks using diffuse interface methods
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Abstract. Signed networks are a crucial tool when modeling friend and foe relationships. In contrast to classical undirected, weighted graphs, the edge weights for signed graphs are positive and negative. Crucial network properties are often derived from the study of the associated graph Laplacians. We here study several different signed network Laplacians with a focus on the task of classifying the nodes of the graph. We here extend a recently introduced technique based on a partial differential equation defined on the signed network, namely the Allen-Cahn-equation, to classify the nodes into two or more classes. We illustrate the performance of this approach on several real-world networks.
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1. Introduction. The classification of high-dimensional data on graphs is a fundamental problem in many application areas [41, 45, 48]. A technique that has recently been proposed with very promising results utilizes techniques known from partial differential equations in materials science and combines these with graph based quantities (cf. [3]). In particular, the authors use diffuse interface methods that are derived from the Ginzburg–Landau energy. These techniques are well established when one wants to model the phase separation in rapid cooling processes [1, 4, 21, 43]. These methods have been used in image inpainting where a damaged region of an image has to be restored given information about the undamaged image parts. Consequently, the equivalent problem in the context of machine learning, specifically in semi-supervised learning, interprets the undamaged part of an image as labeled data and the damaged region as unlabeled data to be classified. With this analogy, one can readily use results from [2] for the classification problem on graphs. While the materials science problems are typically posed in an infinite-dimensional setup, the corresponding problem in the data classification problem uses the graph Laplacian. This technique has shown great potential and has recently been extended to different setups [6, 19, 37].

In this work, we show that the method by Bertozzi and Flenner [3] can be extended to signed networks. Signed networks are often found in social media and have attracted much attention recently [15, 29, 30, 31, 32, 36, 42] due to its capability to encode different kinds of interactions between observations, even though they have been considered much earlier (cf. [22] for example). The difference to the classical setup where only non-negative edges are used and
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thus only encode positive relationships like similarity and friendship, is the use of negative edge weights which encode dissimilarity, conflicts, or enmity relationships, and hence the definition of standard quantities like the graph Laplacian are less straightforward. Several extensions of the graph Laplacian to signed networks have been proposed [10, 30, 36]. In this paper we study how the information of positive and negative edges can be used through different signed Laplacians within the Ginzburg–Landau framework of Bertozzi and co-authors.

The paper is structured as follows. We first introduce the tools needed from graphs and how they are extended to signed networks. We study the properties of the several different signed Laplacians. We then introduce a diffuse interface technique in their classical setup and illustrate how the signed Laplacians can be used within the diffuse interface approach. This is then followed by several extensions in the graph-based Ginzburg–Landau energy. Namely, vector-valued phase fields corresponding to the multi-class segmentation problem as well as the use of non-smooth potentials that can even further improve the clustering behavior. The performance is then illustrated on several examples.

2. Graph information and signed networks. The underlying information for signed and standard networks in general will be represented in the graph Laplacian. We now introduce the Laplacian for a standard network followed by particular versions used for signed networks.

2.1. The combinatorial Graph Laplacian for standard graphs. We consider an undirected graph \( G = (V, E) \) consisting of a vertex or node set \( V = \{x_i\}_{i=1}^n \) and the edge set \( E \) (cf. [11]). Every edge \( e \in E \) consists of a pair of nodes \( (x_i, x_j) \) with \( x_i \neq x_j \) and \( x_i, x_j \in V \). If the graph is weighted then we define a weigh function \( w : V \times V \to \mathbb{R} \) with \( w(x_i, x_j) = w(x_j, x_i) \) for all \( i, j \) in an undirected graph. This function is positive for existing edges and zero otherwise. The degree of the vertex \( x_i \in V \) is defined as

\[
d(x_i) = \sum_{x_j \in V} w(x_i, x_j).
\]

The diagonal degree matrix \( D \in \mathbb{R}^{n,n} \) is defined as \( D_{i,i} = d(x_i) \). One can then define the graph Laplacian \( L \) which is defined via

\[
L(x_i, x_j) = \begin{cases} 
  d(x_i) & \text{if } x_i = x_j, \\
  -w(x_i, x_j) & \text{otherwise.}
\end{cases}
\]

We can write \( L = D - W \) with the entries of the weight matrix \( w_{i,j} \) given by \( w(x_i, x_j) \). We typically use normalized versions of the Laplacian [45] such as

\[
L_s = D^{-1/2}LD^{-1/2} = I - D^{-1/2}WD^{-1/2},
\]

which is a symmetric matrix. The Laplacian matrices \( L \) and \( L_s \) are positive semidefinite, and the multiplicity of the eigenvalue zero is equal to the number of connected components in the graph [45].

Additionally, one can also use the so-called signless Laplacian defined by

\[
Q = D + W
\]
and its normalized version

\[ Q_s = D^{-1/2}QD^{-1/2} = I + D^{-1/2}WD^{-1/2}. \]

The signless Laplacians \( Q \) and \( Q_s \) are positive semi-definite, and the smallest eigenvalue is equal to zero if and only if the graph has a bipartite component [12].

### 2.2. Graph Laplacians for signed networks.

As in the case for a standard graph, we consider a signed graph or network that is undirected. Such graphs have received much attention recently and we refer to [25, 30, 32] among others. Also here, this network consists of \( n \) nodes collected in \( V = \{ x_i \}_{i=1}^n \) but the weights of the edges \( e \in E \) that are collected in the adjacency matrix \( W \) are allowed to be negative. In more detail, it holds that

\[
w_{i,j} = \begin{cases} 
1 & \text{if } i \text{ and } j \text{ have a positive relationship,} \\
-1 & \text{if } i \text{ and } j \text{ have a negative relationship,} \\
0 & \text{if } i \text{ and } j \text{ have an unknown relationship.}
\end{cases}
\]

Some of the challenges of defining a graph Laplacian based on this weight matrix are summarized in [26]. For example, the definition of the Fiedler vector becomes unclear, possible zero diagonal entries in the degree matrix \( D \), and important for our application the interpretation of \( u^T Lu \) as an energy.

It has hence been proposed in [30] to replace the traditional graph Laplacian by a signed Laplacian

\[ L_{SR} = \bar{D} - W \]

where \( W \) is the adjacency or weight matrix and the diagonal degree matrix \( \bar{D} \) is defined as

\[ D_{i,i} = \sum_{j=1}^{n} |w_{i,j}|. \]

There exist several versions of the Laplacian and we here mention the normalized signed Laplacian

\[ L_{SN} = I - \bar{D}^{-1/2}W\bar{D}^{-1/2}. \]

The matrix \( L_{SR} \) is also called the signed-ratio Laplacian and \( L_{SN} \) the signed-ratio normalized Laplacian. Further extensions of the graph Laplacians to signed networks have been proposed, for instance the Balance Normalized Laplacian [10] and the geometric mean of Laplacians [36]. We want to study the energy based on \( L_{SR} \) and \( L_{SN} \). In more detail, one can define the energy (cf. [30, 18])

\[ u^T L_{SR} u = \frac{1}{2} \sum_{i,j=1}^{n} |w_{i,j}| (u_i - sgn(w_{i,j})u_j)^2. \]

(2.1)

The last expression also clearly indicates that the signed Laplacian is symmetric and positive semidefinite. We now want to consider the partitioning of \( V \) into two disjoint index sets \( A \)
and $\hat{A}$, i.e. the goal of the classification algorithm. The vector $u$ is hence 1 for all indices in $A$ and $-1$ in $\hat{A}$. We then evaluate the energy (2.1) and use
\begin{align*}
\text{links}^{+}(A, B) &= \sum_{i \in A, j \in B \atop w_{i,j} > 0} w_{i,j}, \\
\text{links}^{-}(A, B) &= \sum_{i \in A, j \in B \atop w_{i,j} < 0} -w_{i,j}, \\
\text{cut}(A, B) &= \sum_{i \in A, j \in B \atop w_{i,j} \neq 0} |w_{i,j}|.
\end{align*}

We consider the following cases for the right hand side of (2.1):

- Here $u_i = u_j = 1$ and hence
  \[ E_1 = \frac{1}{2} \sum_{i,j \in A} |w_{i,j}| (1 - \text{sgn}(w_{i,j}))^2 = \sum_{i,j \in A \atop w_{i,j} < 0} -2w_{i,j} = 2\text{links}^{-}(A, A). \]

- Here $u_i = 1$ and $u_j = -1$ and hence
  \[ E_2 = \frac{1}{2} \sum_{i \in A, j \in \hat{A} \atop w_{i,j} > 0} |w_{i,j}| (1 + \text{sgn}(w_{i,j}))^2 = \sum_{i \in A, j \in \hat{A} \atop w_{i,j} > 0} 2w_{i,j} = 2\text{links}^{+}(A, \hat{A}). \]

- Here $u_i = -1$ and $u_j = 1$ and hence
  \[ E_3 = \frac{1}{2} \sum_{i,j \in \hat{A} \atop w_{i,j} > 0} |w_{i,j}| (-1 - \text{sgn}(w_{i,j}))^2 = \sum_{i \in \hat{A}, j \in A \atop w_{i,j} > 0} 2w_{i,j} = 2\text{links}^{+}(\hat{A}, A). \]

- Here $u_i = -1$ and $u_j = -1$ and hence
  \[ E_4 = \frac{1}{2} \sum_{i,j \in \hat{A} \atop w_{i,j} < 0} |w_{i,j}| (-1 + \text{sgn}(w_{i,j}))^2 = \sum_{i \in \hat{A}, j \in A \atop w_{i,j} < 0} -2w_{i,j} = 2\text{links}^{-}(\hat{A}, \hat{A}). \]

Noting that $E_2 = E_4$ and putting everything together we have obtained that
\begin{equation}
(2.3) \quad u^T L_{SR} u = E_1 + E_2 + E_3 + E_4 = 2(2\text{links}^{+}(A, \hat{A}) + \text{links}^{-}(A, A) + \text{links}^{-}(\hat{A}, \hat{A})).
\end{equation}

From this we see that the quantity $u^T L_{SR} u$ is minimal if the number positive edges between $A$ and $\hat{A}$ (i.e., $\text{links}^{+}(A, \hat{A})$) and the number of negative edges inside $A$ and $\hat{A}$ (i.e., $\text{links}^{-}(A, A)$ and $\text{links}^{-}(\hat{A}, \hat{A})$, respectively) are minimized. This means that as few conflicts as possible should be assigned to the same cluster. In accordance with [18] and more in line with the vector-valued formulation of the Ginzburg–Landau energy in Section 3.2, we define the vector $u$ as being 1 in $A$ and 0 in $\hat{A}$. Using this, the above four energies are then given as follows:

- Here $u_i = u_j = 1$ and hence
  \[ E_1 = \frac{1}{2} \sum_{i,j \in A} |w_{i,j}| (1 - \text{sgn}(w_{i,j}))^2 = \sum_{i,j \in A \atop w_{i,j} < 0} -2w_{i,j} = 2\text{links}^{-}(A, A). \]
• Here \( u_i = 1 \) and \( u_j = 0 \) and hence
\[
E_2 = \frac{1}{2} \sum_{i \in A, j \in \hat{A}} |w_{i,j}| = \frac{1}{2} \sum_{i \in A, j \in \hat{A}} |w_{i,j}| = \frac{1}{2} \text{cut}(A, \hat{A}).
\]

• Here \( u_i = 0 \) and \( u_j = 1 \) and hence
\[
E_3 = \frac{1}{2} \sum_{i \in \hat{A}, j \in A} |w_{i,j}| (-\text{sgn}(w_{i,j}))^2 = \frac{1}{2} \sum_{i \in \hat{A}, j \in A} |w_{i,j}| = \frac{1}{2} \text{cut}(\hat{A}, A).
\]

• Here \( u_i = u_j = 0 \) and hence
\[
E_4 = \frac{1}{2} \sum_{i, j \in \hat{A}} |w_{i,j}| (0)^2 = 0,
\]

and thus \( u^T L_{SR} u = E_1 + E_2 + E_3 + E_4 = \text{cut}(\hat{A}, A) + 2 \text{links}^{-}(A, A) \). These non-negative vectors are in fact used when we discuss classification with multiple classes. In contrast to the above approach the authors in [10, 18, 30] consider a normalized cut criteria for signed networks that is used for separating the nodes into clusters of roughly the same size and it follows from the minimization of the generalized Rayleigh quotient
\[
\frac{u^T L_{SR} u}{u^T \tilde{D} u},
\]
which is equivalent to minimizing
\[
\tilde{u}^T \tilde{D}^{-1/2} L_{SR} \tilde{D}^{-1/2} \tilde{u} = \tilde{u}^T L_{SN} \tilde{u} \text{ over } \tilde{u}^T \tilde{u},
\]

with \( \tilde{u} = \tilde{D}^{1/2} u \). The energy for the normalized Laplacian is then given by
\[
(2.4) \quad u^T L_{SN} u = \frac{1}{2} \sum_{i, j = 1}^{n} |w_{i,j}| \left( \frac{u_i}{D_{i,i}} - \text{sgn}(w_{i,j}) \frac{u_j}{D_{j,j}} \right)^2.
\]

For more details we refer to [18]. As observed in [36] we note that using the matrices above for the graph with positive edges and the one with negative edges we can write
\[
L_{SR} = L^+ + Q^-
\]
with \( L^+ \) the Laplacian for the graph consisting of the positive edges and \( Q^- \) the signless Laplacian for the graph of negative edges. Another useful Laplacian is obtained as the arithmetic mean of the normalized matrices \( L_s^+ \) and \( Q_s^- \) to obtain
\[
L_{AM} = L_s^+ + Q_s^-.
\]
3. Diffuse interface methods. In the field of materials science, diffuse interface methods have been used with great success \cite{1, 4, 8, 16, 20}. Beyond the use to simulate phase separation, these techniques can be found in many other areas from biomembrane simulation \cite{46} to image inpainting \cite{2, 5}.

Recently, Bertozzi and Flenner \cite{3} have shown how these methods can be extended to semi-supervised learning based on underlying graphs. The derivation of classical models such as the Allen–Cahn \cite{1} or Cahn–Hilliard equations \cite{8} is typically obtained from a gradient flow of the Ginzburg–Landau energy
\begin{equation}
E(u) = \int \frac{\varepsilon}{2} |\nabla u|^2 \, dx + \int \frac{1}{\varepsilon} \psi(u) \, dx
\end{equation}
where $u$ is the phase-field and $\varepsilon$ the interface parameter, which is typically assumed to be small. The function $\psi(u)$ is a potential that forces the phase-field $u$ to take values at either $u \approx -1$ or $u \approx 1$. In the learning framework this corresponds to a separation into two clusters, see the discussion above. The minimization of the energy $E(u)$ follows a gradient flow, which leads to the well-known Allen–Cahn equation written as
\begin{equation}
\partial_t u = \varepsilon \Delta u - \varepsilon^{-1} \psi'(u)
\end{equation}
with a given initial condition $u_0$ and zero Neumann boundary conditions. Here, $\psi'(u)$ is the derivative of a smooth potential $\psi(u)$. The Allen–Cahn equation has also been used very successfully in image inpainting \cite{13, 34}. For this purpose, Equation (3.2) is modified
\begin{equation}
\partial_t u = \varepsilon \Delta u - \varepsilon^{-1} \psi'(u) + \omega(x)(f - u)
\end{equation}
where $\omega(x)$ is a parameter that is zero in the damaged image domain $D$ and typically a large constant $\omega_0$ in the intact parts $\Omega \setminus D$. Here $f$ is the given image that we do not want to change in the undamaged part. This is also the crucial idea by Bertozzi and Flenner \cite{3}. The undamaged part of the image in the semi-supervised learning context corresponds to the given information that we have learned and want to use as a basis to classify the remaining instances.

In practice, often more than two components occur and this is the goal for multi-class classification. For this purpose, the Ginzburg–Landau energy for two components in (3.1) generalizes to
\begin{equation}
E(u) = \int \frac{\varepsilon}{2} \sum_{i=1}^{K} |\nabla u_i|^2 \, dx + \int \frac{1}{\varepsilon} \psi(u) \, dx
\end{equation}
for $K > 2$ components. Here, $u = (u_1, \ldots, u_K)^T$ is now the vector-valued phase-field, and the potential function $\psi(u)$ has $K$ distinct minima instead of two. The smooth potential in the scalar case generalizes to the vector-valued case as $\psi(u) = \frac{1}{4} \sum_{i=1}^{K} u_i^2 (1 - u_i)^2$. We also use this approach to cluster the given data into $K$ classes. This follows from the modified Allen–Cahn equation given above in its vector-valued form (cf. \cite{7} for the use within image inpainting). We are now introducing the corresponding problem utilizing the graph information and in particular that of a signed network.
3.1. Diffuse interface methods on graphs. Bertozzi and Flenner [3] formulated the semi-supervised learning problem based on the inpainting formulation (3.3). We now define (3.3) using the signed network information via the underlying graph Laplacian $L_{SN}$ to give

\[
E(u) = \frac{\varepsilon}{2} u^T L_{SN} u + \sum_{x \in V} \frac{1}{4 \varepsilon} (u(x)^2 - 1)^2 + \sum_{x \in V} \frac{\omega(x)}{2} (f(x) - u(x))^2.
\]

We solve such an equation employing a convexity splitting scheme (see [2, 5, 6, 17, 35, 40, 44])

\[
E(u) = E_1(u) - E_2(u)
\]

with

\[
E_1(u) = \frac{\varepsilon}{2} u^T L_{SN} u + \frac{c}{2} u^T u
\]

and

\[
E_2(u) = \frac{c}{2} u^T u - \sum_{x \in V} \frac{1}{4 \varepsilon} (u(x)^2 - 1)^2 - \sum_{x \in V} \frac{\omega(x)}{2} (f(x) - u(x))^2.
\]

In order to guarantee the convexity of the energy terms, we require $c \geq \omega_0 + \frac{1}{\varepsilon}$; see, e.g., [6]. One proceeds with the use of an implicit Euler scheme for $E_1$ and explicit treatment for $E_2$. We did not introduce an index for the temporal discretization but assume all values $u(x)$ are evaluated at the new time-point whereas $\bar{u}$ gives information from the previous time. These equations are a model based on the infinite-dimensional formulation but our goal is to use the signed-network graph Laplacian based formulation as introduced in [3]. In the graph based framework we get

\[
\frac{u - \bar{u}}{\tau} + \varepsilon L_{SN} u + cu = cu - \sum_{x \in V} \frac{1}{\varepsilon} u(x)(u(x)^2 - 1) + \sum_{x \in V} \omega(x)(f(x) - u(x)).
\]

For $(\lambda_l, \phi_l)$, $l = 1, \ldots, k$, being the $k$ smallest eigenpairs of $L_{SN}$, we obtain

\[
\frac{u_l - \bar{u}_l}{\tau} + \varepsilon \lambda_l u_l + cu_l = -\frac{1}{\varepsilon} \tilde{b}_l + c \bar{u}_l + \bar{d}_l
\]

where $\tilde{b}_l = \psi^{\prime} \left( \sum_{l=1}^k \bar{u}_l \phi_l \right)$ and $\bar{d}_l = \omega \left( f - \sum_{l=1}^k \bar{u}_l \phi_l \right)$. Equivalently, we can write this as

\[
(1 + \varepsilon \tau \lambda_l + c \tau) u_l = \frac{\tau}{\varepsilon} \tilde{b}_l + (1 + c \tau) \bar{u}_l + \tau \bar{d}_l \quad \forall l.
\]

With this scheme we can implement the graph-based Allen-Cahn equation for signed networks. Ginzburg-Landau based graph segmentation has recently seen many exciting developments [19, 35, 37, 38, 44]. One of the key questions is the classification into more than two classes, which we discuss next.
3.2. Vector-valued formulation. Garcia-Cardona et al. [19] as well as Merkurjev et al. [37] have extended the use of the diffuse interface model based on the generalized Ginzburg–Landau energy (3.4) to multi-class segmentation of high-dimensional data on graphs. For hypergraphs this was done in [6]. We introduce the matrix

$$U = (u_1, \ldots, u_n)^T \in \mathbb{R}^{n,K},$$

where the $m$th component of the vector $u_i \in \mathbb{R}^K$ indicates the strength for data point $i$ to belong to class $m$. For each node $i$, the vector $u_i$ has to be an element of the Gibbs simplex $\Sigma^K$

$$\Sigma^K := \left\{ (x_1, \ldots, x_K)^T \in [0,1]^K \left| \sum_{l=1}^{K} x_l = 1 \right. \right\}.$$

The Ginzburg–Landau energy functional on graphs in (3.5) generalizes to the multi-class case as

$$E(U) = \frac{\varepsilon}{2} \text{trace}(U^T L_{SN} U) + \frac{1}{2\varepsilon} \sum_{i \in V} \left( \prod_{l=1}^{K} \frac{1}{4} ||u_i - e_l||^2_{L_1} \right) + \sum_{i \in V} \frac{\omega}{2} ||\hat{u}_i - u_i||^2_{L_2}$$

with $\hat{U} = (\hat{u}_1, \ldots, \hat{u}_n)^T$ representing the learned data and $e_l \in \mathbb{R}^K$ being the vector whose $l$th component equals one and all other components vanish. Note that the vectors $e_1, \ldots, e_K$ correspond to the pure phases. The authors in [19, 37] use an $L_1$-norm for the potential term (the middle term in (3.8)) since it prevents an undesirable minimum from occurring at the center of the simplex, as it would be the case with an $L_2$-norm for large $K$. The same convexity splitting scheme as in Section 3.1 is used to minimize the Ginzburg–Landau functional in the phase-field approach. This results in

$$U - \bar{U} = \varepsilon L_{SN} U + cU = -\frac{1}{2\varepsilon} T(\bar{U}) + c\hat{U} + \omega(\hat{U} - \bar{U}),$$

where the elements $T_{ik}$ of the matrix $T(\bar{U})$ are given as

$$T_{ik} = \sum_{l=1}^{K} \frac{1}{2} (1 - 2\delta_{kl}) ||\bar{u}_i - e_l||_{L_1} \prod_{m=1,m\neq l}^{K} \frac{1}{4} ||\bar{u}_i - e_m||^2_{L_1}.$$

The parameter $c \geq \omega_0 + \frac{1}{\varepsilon}$ arises from the convexity splitting. As before, we assume that $U$ is evaluated at the new time-point, whereas $\bar{U}$ indicates the previous time-point. Using the eigendecomposition $L_{SN} = \Phi \Lambda \Phi^T$ and multiplying (3.9) by $\Phi^T$ from the left, we obtain

$$\mathcal{U} = B^{-1} \left[ (1 + c\tau)\bar{U} - \frac{\tau}{2\varepsilon} \Phi^T T(\bar{U}) + \tau \omega(\hat{U} - \bar{U}) \right],$$

where the calligraphic fonts have the meaning $\mathcal{U} = \Phi^T U$ and $\hat{U} = \Phi^T \hat{U}$. Since $B = (1+c\tau)I + \varepsilon\tau\Lambda$ is a diagonal matrix with positive entries, its inverse is easy to apply. After the update, we have to project the solution back to the Gibbs simplex $\Sigma^K$. In order to do this, we make use of the projection procedure in [9].

For the initialization of the segmentation problem, we first assign random values from the standard uniform distribution on $(0,1)$ to the nodes. Then, we project the result to the Gibbs simplex $\Sigma^K$ and set the values in the fidelity points to the pure phases.

Here, we finish the presentation of the model proposed in [19, 37]. Next, we extend the diffuse interface approach to the use of non-smooth potentials using the example of the scalar model. The vector-valued case follows analogously.
3.3. Non-smooth potentials. The potential $\psi$ plays a crucial role for standard phase field problems. Recently [6], these potentials have been shown to also be effective for diffuse interface methods on graphs and hypergraphs. We here propose the use of the well-known obstacle potential. In more detail, we consider

$$
\psi_{ns}(u) := \begin{cases} 
\frac{1}{2}(1 - u^2) & -1 \leq u \leq 1, \\
\infty & \text{otherwise}, 
\end{cases}
$$

where $\psi_0(u) := \frac{1}{2}(1 - u^2)$. We now follow a well-known approach by regularizing the energy with the Moreau–Yosida penalty term [7, 23] and obtain

$$
E(u_\nu) = \int_{\Omega} \frac{\varepsilon}{2} |\nabla u_\nu|^2 + \frac{1}{\varepsilon} \psi_0(u_\nu) + \frac{1}{2\nu} \left( \max(0, u_\nu - 1) \right)^2 + \frac{1}{2\nu} \left( \min(0, u_\nu + 1) \right)^2 \, dx,
$$

with $\nu$ the penalty parameter. The same convexity splitting scheme as in Section 3.1 is used to minimize the Ginzburg–Landau functional in the phase-field approach, whereas the energy functional $E_1$ contains in addition the Moreau–Yosida penalty term and the potential function in $E_2$ becomes $\psi_0(u)$. In order to guarantee the convexity of the two energy terms, we require $c \geq \omega$; see, e.g., [6]. This leads to the following evolution equation for the classical problem

$$
\frac{u_\nu - \bar{u}_\nu}{\tau} - \varepsilon \Delta u_\nu + cu_\nu + \frac{1}{\nu} \max(0, u_\nu - 1) + \frac{1}{\nu} \min(0, u_\nu + 1) = -\frac{1}{\varepsilon} \psi'_0(\bar{u}) + c\bar{u} + \omega(f - \bar{u}).
$$

In the non-smooth setting, we obtain a nonlinear relation due to the non-smooth relation given by the maximum and minimum operator, which we treat with the well-known semi-smooth Newton method [24]. For (3.12) written as $F(u_\nu) = 0$, the Newton system is given via

$$
u^{(m+1)}_\nu = \nu^{(m)}_\nu - G(u^{(m)}_\nu)^{-1} F(u^{(m)}_\nu), \quad m = 0, 1, \ldots
$$

We define the sets

$$
\mathcal{A}(u_\nu) := \{ x \in \Omega : u_\nu > 1 \text{ or } -u_\nu > 1 \},
$$

$$
\mathcal{A}_\pm(u_\nu) := \{ x \in \Omega : \pm u_\nu > 1 \},
$$

which leads to the Newton system

$$
G(u^{(m)}_\nu) u^{(m+1)}_\nu = -\nu^{-1} \left( \chi_{\mathcal{A}_-(u^{(m)}_\nu)} - \chi_{\mathcal{A}_+(u^{(m)}_\nu)} \right) 1 + \left( \frac{1}{\varepsilon} + c + \frac{1}{\tau} \right) \bar{u} + \omega(f - \bar{u})
$$

where $G(u^{(m)}_\nu) := (c + \frac{1}{T})I - \varepsilon \Delta + \frac{1}{\nu} \chi_{\mathcal{A}(u^{(m)}_\nu)}$ with $I$ the identity operator and $1$ the vector of all ones. The equivalent formulation for signed networks is given via $G(u^{(m)}_\nu) := (c + \frac{1}{T})I + \varepsilon L_{SN} + \frac{1}{\nu} \chi_{\mathcal{A}(u^{(m)}_\nu)}$. Dropping the index $\nu$ and assuming the ansatz $u^{(m)} = \sum_{k=1}^{K} u_{l,m} \phi_k = \Phi u^{(m)}$, we obtain

$$
\Phi^T G(u^{(m)}) \Phi u^{(m+1)} = -\frac{1}{\nu} \Phi^T \left( \chi_{\mathcal{A}_-(u^{(m)})} - \chi_{\mathcal{A}_+(u^{(m)})} \right) 1 + \left( \frac{1}{\varepsilon} + c + \frac{1}{\tau} \right) \Phi^T \Phi \bar{u} + \Phi^T \omega(f - \Phi \bar{u}).
$$
and the main system is defined by the operator
\[ \Phi^T G(u^{(m)}) \Phi = \left( c + \frac{1}{\tau} \right) I + \varepsilon \Lambda + \frac{1}{\nu} \Phi^T \chi_L u^{(m)} \Phi \]
where \( \Lambda \) is the diagonal matrix containing the \( k \) eigenvalues used in the approximation. This system is of course rather easily solved in every step of the Newton step but still the non-smooth scheme comes at additional cost in comparison to the smooth potential. Namely, due to the nonlinear iteration performed at every time-step.

4. Numerical experiments. We now illustrate the performance of our scheme for various examples. Before discussing the individual application we want to make some comments on the general setup of our implementation.

The computation of the eigenvalues is based on \texttt{eigs} from MATLAB, which is based on the Lanczos process. The methods proposed here contain several parameters that influence the performance of the schemes and we illustrate the performance of the method with respect to varying them. Such parameters include the interface parameter \( \varepsilon \), the number of eigenvalues for the Laplacian, the convexity splitting parameter \( c \), the (pseudo) time-step of the Allen–Cahn equation \( \tau \), as well as the correct stopping tolerance. One of the crucial questions is also the performance of the algorithms with respect to changes in the number of known or learned data.

Regarding the computational costs for solving the smooth versus the non-smooth model, it is clear that the first one outperforms the latter. In the smooth case, we need to apply the inverse of one diagonal small matrix per time step. In the non-smooth case, we have two additional loops within each time step: These are first a loop over the regularization parameter \( \nu \). More precisely, we solve for a sequence \( \{\nu_p\}_{p \in \mathbb{N}} \) with \( \nu_p \to 0 \). Inside the regularization loop is the semi-smooth Newton iteration, which runs over the Newton step \( l \). Hence, in the non-smooth case, we need to apply the inverse of at most \( q_{\text{max}} \cdot l_{\text{max}} \) non-diagonal \( k \times k \) matrices per time step, where \( q_{\text{max}} \) denotes the length of the regularization parameter sequence and \( l_{\text{max}} \) the maximum number of Newton steps.

As a competing approach we compare with the method of [42], which is one of the only methods available that is tailored for signed networks and is called NCSSN in the remainder of this paper. In all experiments, the parameter setting of our method is always the same, unless otherwise stated: the fidelity parameter \( \omega_0 = 10^3 \), the interface parameter \( \varepsilon = 10^{-1} \), the convexity parameter \( c = \frac{3}{2} + \omega_0 \), time step-size \( dt = 0.1 \), maximum number of iterations is set to 2000, stopping tolerance is \( 10^{-6} \).

4.1. Experiments in Sociology Networks. We evaluate our method based on Laplacians \( L_{\text{sym}}^+, Q_{\text{sym}}^-, L_{SN}, \) and \( L_{AM} \) and compare to NCSSN. The comparison is done through three real-world signed networks: Highland tribes (Gahuku-Gama) network [39], Slovene Parliamentary Parties Network [27] and US Supreme Court Justices Network [14]. For each of these datasets we take as labels the ground truth clustering given in the corresponding references. The parameters of NCSSN here used are: \( \lambda = 1, \alpha = 1, \beta = 0.6, \gamma = 0.1 \), which are chosen so that overall the best average classification performance is observed in a grid where \( \lambda \in \{0, 0.01, 0.1, 0.3, 0.5, 0.7, 1, 10, 100\} \), \( \beta \in \{0, 0.1, \ldots, 1\} \) and \( \gamma \in \{0.1, \ldots, 1\} \), together with maximum 100 iterations and stopping tolerance of \( 10^{-5} \).
Table 1: Average classification accuracy and percentage of cases where the best classification accuracy is obtained with different sets of labeled nodes. Our method based on Laplacians $L_{SN}$ and $L_{AM}$ consistently presents the best classification performance among methods for signed graphs.

We generate all possible sets of labeled nodes, such that from each class only one labeled node is taken. We report the corresponding average classification accuracy, and the percentage of cases where each method returns the largest classification accuracy.

We first observe that in all cases positive relationships in $G^+$ are informative, as our method based on the Laplacian $L_{\text{sym}}^+$ always returns the highest classification accuracy. For negative relationships in $G^-$, we can see that this is slightly different, as the classification accuracy based on the signless Laplacian $Q_{\text{sym}}$ is consistently lower. For the methods based on both positive and negative relationships, we can see that our method using the signed Laplacian $L_{SN}$ shows the best average classification accuracy, followed by our method using the arithmetic mean Laplacian $L_{AM}$.

As positive relationships are more informative than negative relationships in these datasets, these experiments show how effectively each method blends the information coming from both kinds of relationships.

4.2. Experiments in Wikipedia Datasets. We present experiments on three different real world networks: wikipedia-Elec, wikipedia-RfA, and Wikipedia-Editor. We give a small description of each dataset. Wikipedia-Elec [33] and Wikipedia-RfA [33] are datasets of editors of Wikipedia that request to become administrators, where any Wikipedia member may give a supporting, neutral or opposing vote. From these votes we build a signed network for each dataset, where a positive (resp. negative) edge indicates a supporting (resp. negative) vote by a user and the corresponding candidate. The label of each node in these networks is given by the output of the corresponding request: positive (resp. negative) if the editor is chosen (resp. rejected) to become an administrator. Wikipedia-Editor [47] is extracted from the UMD Wikipedia dataset [28]. The dataset is composed of vandals and benign editors of Wikipedia. There is a positive (resp. negative) edge between users if their co-edits belong the same (resp. different) categories. Each node is labeled as either benign (positive) or vandal (negative).

Experimental setup: the fidelity parameter $\omega_0 = 10^3$, the interface parameter $\varepsilon = 10^{-1}$, the convexity parameter $c = \frac{3}{\varepsilon} + \omega_0$, time step-size $dt = 0.1$, maximum number of iterations is set to 2000, stopping tolerance is $10^{-6}$, and the number of runs is 10, i.e. we always show the average classification accuracy of 10 runs. For the following experiments we take the largest
Table 2: Dataset statistics of the largest connected components of \( G^+ \), \( G^- \) and \( G^± \).

| Dataset         | \( G^+ \) | \( G^- \) | \( G^± \) | \( G^+ \) | \( G^- \) | \( G^± \) | \( G^+ \) | \( G^- \) | \( G^± \) |
|-----------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| # of nodes      | 3024      | 3124      | 3470      | 1997      | 2040      | 2325      | 17647     | 14685     | 20198     |
| % of + nodes    | 55.2%     | 42.8%     | 48.1%     | 61.3%     | 47.1%     | 52.6%     | 38.5%     | 33.5%     | 36.8%     |
| # of edges      | 204035    | 183413    | 215013    | 107650    | 101598    | 111466    | 620174    | 304498    | 694436    |
| % of + edges    | 100%      | 0%        | 78.2%     | 100%      | 0%        | 77.6%     | 100%      | 0%        | 77.3%     |

connected component of either \( G^+ \), \( G^- \) or \( G^± \), depending on the Laplacian used with our method, i.e. for \( L^+_\text{sym} \) we take the largest connected component of \( G^+ \), for \( Q^-\text{sym} \) we take the largest connected component of \( G^- \), and for \( L^\text{SN} \) and \( L^\text{AM} \) we take the largest connected component of \( G^± \). In Table 2 we show statistics of the corresponding largest connected components of each dataset. We can observe that all datasets present a larger proportion of positive edges than of negative edges in the corresponding signed network \( G^± \), i.e. at least 77.3% of edges are positive in all datasets. Further, we can observe that the distribution of positive and negative node labels is balanced, except for Wikipedia-Editor where the class of positive labels is between 33.5% and 38.5% of nodes.

4.2.1. Comparison of Classification Performance. In this set of experiments we first compare our method based on different Laplacians with the state of the art method NCSSN.

**Experimental setup:** For the state of the art method NCSSN we set its parameters as follows: maximum number of 100 iterations, stopping tolerance of \( 10^{-5} \) and \( \lambda = 10^{-2} \). The choice of \( \lambda \) is done by analyzing the performance of NCSSN with different values of \( \lambda \), namely \{0, 0.01, 0.1, 0.3, 0.5, 0.7, 1, 10, 100\}. The best global performance across all datasets is achieved with \( \lambda = 10^{-2} \), which is the value that we use in all experiments. Further, we set the number of latent dimensions to be equal to the number of eigenvectors given to our proposed method.

**Results:** In Table 3 we present the corresponding results for the case where different amounts of labeled nodes are given, while the number of eigenvectors is fixed to 20 for datasets Wikipedia-RfA and Wikipedia-Elec, and to 200 for Wikipedia-Editor. We can observe that our method consistently outperforms other approaches when both positive and negative edges are considered. In particular we can see from \( L^+_\text{sym} \) and \( Q^-\text{sym} \) that in many cases negative edges are more informative than positive ones, inducing a large classification accuracy. Further, we can observe that the best performance comes from our method based on \( L^\text{SN} \) and \( L^\text{AM} \), where both positive and negative are considered, showing that in deed our method is able to take advantage of the signed Laplacian information blending effect. Moreover, we can see that our method based on the signed Laplacian \( L^\text{AM} \) presents a consistent gap with respect to the state of the art method NCSSN. This gaps goes from 4% to 61%.

4.2.2. Effect of the Number of Eigenvectors. We now study how the performance of our method is affected by the number of eigenvectors given through different Laplacians.

**Experimental setup:** we fix the amount of labeled nodes to 5% and consider different amounts of given eigenvectors. For datasets Wikipedia-RfA and Wikipedia-Elec we set the number of given eigenvectors \( N_e \) in the range \( N_e = 1, \ldots, 100 \) and for Wikipedia-Editor in the
Table 3: Average classification accuracy with different amounts of labeled nodes. We fix the number of eigenvectors to 20 for datasets Wikipedia-RfA and Wikipedia-Elec and 200 for Wikipedia-Editor. Average accuracy is computed out of 10 runs. Our method based on Laplacians $L_{SN}$ and $L_{AM}$ consistently presents the best classification performance.

For the case of Wikipedia-Editor the previous distinctions are not clear anymore. For instance, we can see that the performance of our method based on the Laplacian $L_{sym}$ outperforms the case with $Q_{sym}$. Moreover, the information coming from positive edges presents a more prominent performance, being competitive to our method based on the Laplacian $L_{SN}$ when the number of eigenvectors is relatively small, whereas the case with the arithmetic mean Laplacian $L_{AM}$ presents a larger classification accuracy for larger amounts of eigenvectors.

Finally, we can see that in general our method first present an improvement in classification accuracy, reaches a maximum and then decreases with the amount of given eigenvectors.

---

Table: Average classification accuracy with different amounts of labeled nodes. We fix the number of eigenvectors to 20 for datasets Wikipedia-RfA and Wikipedia-Elec and 200 for Wikipedia-Editor. Average accuracy is computed out of 10 runs. Our method based on Laplacians $L_{SN}$ and $L_{AM}$ consistently presents the best classification performance.

|         | Wikipedia-RfA | | | | Wikipedia-Elec | | | | | Wikipedia-Editor | | | |
|---------|---------------|---|---|---|---|---|---|---|---|---|---|---|---|
| $L_{sym}^+$ | 1% | 5% | 10% | 15% | 1% | 5% | 10% | 15% | 1% | 5% | 10% | 15% |
| NCSSN   | 0.76 | 0.79 | 0.80 | 0.81 | 0.70 | 0.80 | 0.80 | 0.83 | 0.49 | 0.55 | 0.57 | 0.57 |
| $Q_{sym}$ | 0.79 | 0.80 | 0.80 | 0.80 | 0.71 | 0.76 | 0.76 | 0.77 | 0.74 | 0.76 | 0.76 | 0.77 |
| $L_{SN}$  | 0.68 | 0.75 | 0.76 | 0.76 | 0.81 | 0.84 | 0.85 | 0.85 | 0.83 | 0.84 | 0.85 | 0.85 |
| $L_{AM}$  | **0.85** | **0.85** | **0.85** | **0.85** | **0.88** | **0.89** | **0.89** | **0.89** | **0.79** | **0.81** | **0.81** | **0.82** |

---

Figure 1: Average classification accuracy with 5% labeled nodes and different amounts of eigenvectors. Average accuracy is computed out of 10 runs. Our method based on Laplacians $L_{SN}$ and $L_{AM}$ consistently presents the best classification performance.
4.2.3. Effect of the Number of Labeled Nodes. We now study how the classification accuracy of our method is affected by the amount of labeled nodes.

**Experimental setup:** we fix the amount of eigenvectors to \( N_e \in \{20, 40, 60, 80, 100\} \) for Wikipedia-RfA and Wikipedia-Elec, and \( N_e \in \{200, 400, 600, 800, 1000\} \) for Wikipedia-Editor. Given \( N_e \), we evaluate our method with different proportions of labeled nodes, going from 1% to 25% of the number of nodes \(|V|\).

**Results:** The corresponding average classification accuracy is shown in Fig. 2. As expected, we can observe that the classification accuracy increases with larger amounts of labeled nodes. Further, we can observe that this effect is more pronounced when larger amounts of eigenvectors \( N_e \) are taken, i.e. the smallest classification accuracy increment is observed when the number of eigenvectors \( N_e \) is 20 for Wikipedia-RfA and Wikipedia-Elec and 100 eigenvectors for Wikipedia-Editor.

Further, we can observe that overall our method based on the signed normalized Laplacian \( L_{SN} \) and the arithmetic mean Laplacian \( L_{AM} \) performs best, suggesting that blending the information coming from both positive and negative edges is beneficial for the task of node classification.

While our method based on signed Laplacians \( L_{SN} \) and \( L_{AM} \) overall presents the best performance, we can observe that they present a slightly difference when it comes to its sensibility to the amount of labeled nodes. In particular, we can observe how the increment on classification accuracy of the signed normalized Laplacian \( L_{SN} \) is rather clear, whereas with the arithmetic mean Laplacian \( L_{AM} \) the increment is smaller. Yet, \( L_{AM} \) systematically presents a better classification accuracy when the amount of labeled nodes is limited.

4.2.4. Joint Effect of the Number of Eigenvectors and Amount of Labeled Nodes. We now study the joint effect of the number of eigenvectors and the amount of labeled nodes in the classification performance of our method based on the signed normalized Laplacian \( L_{SN} \).

**Experimental setup:** We let the number of eigenvectors \( N_e \in \{10, 20, \ldots, 100\} \) for datasets Wikipedia-RfA and Wikipedia-Elec and \( N_e \in \{100, 200, \ldots, 1000\} \) for dataset Wikipedia-Editor. Further, we let the amount of labeled nodes to go from 1% to 25%, we set the fidelity parameter to \( \omega_0 = 10^3 \) and the interface parameter to \( \varepsilon = 10^{-1} \).

**Results:** The corresponding results are shown in Fig. 3, where we confirm that the classification accuracy consistently increases with larger amounts of labeled nodes. Finally, we can notice that the classification accuracy first increases with the amount of eigenvectors, it reaches a maximum, and then slightly decreases.

To better appreciate the performance of our method under various settings, we present the difference between the lowest and largest average classification accuracy in table 4. We can see that the increments go from 25.13% to 36.54%.

4.2.5. Parameter Analysis. We now study the effect of fidelity \((\omega_0)\) and interface \((\varepsilon)\) parameters on the classification accuracy of our method based on the signed normalized Laplacian \( L_{SN} \). **Experimental setup:** we fix the number of eigenvectors to \( N_e = 20 \), and let the amount of labeled nodes to go from 1% to 15%. Further, we set the fidelity parameter \( \omega_0 \) to take values in \( \{10^0, 10^1, \ldots, 10^5\} \) and the interface parameter \( \varepsilon \) to take values in \( \{10^{-5}, 10^{-4}, \ldots, 10^4, 10^5\} \).
Figure 2: Average classification accuracy with smooth potential with different amount of labeled nodes given a fixed number of eigenvectors. From top to bottom: Each row presents classification accuracy of dataset Wikipedia-RfA, Wikipedia-Elec, and Wikipedia-Editor. From left to right: Each column presents classification accuracy of Laplacians $L^{+}_{sym}$, $Q^{-}_{sym}$, $L_{SN}$, and $L_{AM}$. Average accuracy is computed out of 10 runs.

| Dataset       | Lowest Accuracy | Largest Accuracy | Increment  |
|---------------|-----------------|------------------|------------|
| wikipedia-Elec| 0.6317          | 0.8625           | 36.54%     |
| wikipedia-RfA | 0.6264          | 0.8280           | 32.17%     |
| wikipedia-Editor | 0.6785       | 0.8491           | 25.13%     |

Table 4: Lowest and largest average classification accuracy of $L_{SN}$ per dataset with fidelity parameter $\omega_0 = 10^3$ and interface parameter $\varepsilon = 10^{-1}$. Average accuracy is computed out of 10 runs.
Results: The corresponding results are shown in Fig. 4. We observe:

First: we can see that the larger the amount of labeled nodes, the smaller is the effect of parameters $(\omega_0, \varepsilon)$. In particular, we can observe that when the amount of labels is at least 10% of the number of nodes, then the parameter effect of $(\omega_0, \varepsilon)$ is small, in the sense that the classification accuracy remains high.

Second: we can see that there is a relationship between the fidelity parameter $\omega_0$ and the interface parameter $\varepsilon$ describing a safe region, in the sense that the classification accuracy is not strongly affected by the lack of large amounts of labeled nodes. In particular, we can observe that this region corresponds to the cases where the interface parameter $\varepsilon$ is larger than the fidelity parameter $\omega_0$, i.e. $\varepsilon(k_1) > \omega_0(k_2)$ where $\varepsilon(k_1) = 10^{k_1}$ and $\omega_0(k_2) = 10^{k_2}$, with $k_1 \in \{10^0, 10^1, \ldots, 10^5\}$ and $k_2 \in \{10^{-5}, 10^{-4}, \ldots, 10^4, 10^5\}$. This can be well observed through a slightly triangular region particularly present for the case where the amount of labeled nodes is 1% on all datasets, which is depicted in Figs. 4a, 4e, and 4i.

4.3. Comparing the smooth and non-smooth potential. In this section, we compare the classification effect using the smooth and nonsmooth model applied to the Wikipedia-Elec dataset.

Experimental setup: fidelity parameter $\omega_0 = 10^3$, interface parameter $\varepsilon = 10^{-1}$, convexity parameter $c = \frac{3}{2} + \omega_0$, time step-size $\tau = 0.01$, maximum number of iterations of 100, stopping tolerance of $10^{-6}$, and $\nu_{\max} = 10^{-7}$.

Results: The corresponding results are shown in Fig. 5. In Figs. 5a and 5b the average classification accuracy is shown of our method based on the non-smooth potential and for Wikipedia-RfA and Wikipedia-Elec, respectively. We can observe that the sensibility towards the different amounts of eigenvectors and labeled nodes is clearly minor in comparison to our method based on the smooth potential (see f.i. Fig.3). Moreover, there is a clear increase in performance when a small amount of eigenvectors is taken.

Further, a comparison in performance of our method based on smooth and non-smooth potentials is shown in Figs 5c and 5d, where negative values indicate that our non-smooth potential based method out performs its smooth potential counter part. We can see that
Figure 4: Average classification accuracy of our method based on the signed normalized Laplacian $L_{SN}$ with different values of fidelity ($\omega_0$) and interface ($\varepsilon$). Columns (from left to right): amount of labeled nodes: 1%, 5%, 10%, 15%. Rows (from top to bottom): classification accuracy on datasets Wikipedia-RfA, Wikipedia-Elec, and Wikipedia-Editor. Average accuracy is computed out of 10 runs.

this happens for extreme cases where either the number of eigenvectors is small, or when the amount of labeled nodes is limited, which is consistent with observations presented in [6].

5. Conclusion. Signed networks have become increasingly important in the modelling of social and other phenomena. The classification of nodes in signed networks has only recently become of interest and we illustrate that a technique previously introduced for classification of classical graph data can be extended to signed networks. For this we proposed the use of several different graph Laplacians and discussed their properties. We showed that these can be used with a diffuse interface approach on signed networks for smooth and non-smooth potentials. We then tested our technique on various real-world datasets and showed that the
method performs well and compared with a competing approach performs favorably. For a small set of training data, the nonsmooth potential typically outperforms the smooth one.
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