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Abstract. We show that the paradigmatic quantum triad “Schrödinger equation–Uncertainty principle–Heisenberg group” emerges mathematically from classical mechanics. In the case of the Schrödinger equation, this is done by extending the metaplectic representation of linear Hamiltonian flows to arbitrary flows; for the Heisenberg group this follows from a careful analysis of the notion of phase of a Lagrangian manifold, and for the uncertainty principle it suffices to use tools from multivariate statistics together with the theory of John’s minimum volume ellipsoid. Thus, the mathematical structure needed to make quantum mechanics emerge already exists in classical mechanics.

1. Introduction
The Schrödinger equation, the uncertainty principle, and the Heisenberg group are three basic paradigms of Quantum Mechanics. The aim of this contribution is to show that this “triad” can actually be rigorously (i.e. mathematically) constructed within classical mechanics in its Hamiltonian formulation; Planck’s constant $\hbar$ then appears as a scaling parameter whose dimension is that of an action. This fact is actually very much in accordance with Mackey’s [31] statement following which quantum mechanics is a refinement of classical mechanics. Quantum Mechanics can thus only emerge if one can give a physical meaning to this triad, justifying the need for Planck’s constant $\hbar$. We will not attempt to do this in the present work.

Here is a short description of what we are going to do:

• **The Schrödinger Equation.** According to conventional wisdom, Schrödinger’s equation cannot be derived from classical considerations; to witness Feynman’s declaration: “Where did that [the Schrödinger equation] come from? Nowhere. It came out of the mind of Schrödinger, invented in his struggle to find an understanding of the experimental observations in the real world. However, at the time when Feynman made this declaration (1965) it was already pretty well-known among specialists working in harmonic analysis, that the Schrödinger equation is implicit in the metaplectic representation of the symplectic group; in fact it was already known that Schrödinger’s equation could be rigorously derived for all Hamiltonians which are quadratic in the position and momentum variables. We will show that this equation can actually be derived for all Hamiltonian functions, not only for those of the classical type “kinetic energy plus potential”.

• **The Uncertainty Principle.** In Classical Mechanics (CM) it is tacitly assumed that the physical quantities that are measured have an exact value, that can be in principle...
determined. In practice, the numerical results obtained from our measurements will cluster around this objective exact value, and one then uses statistical methods to obtain approximations to the exact value. In Quantum Mechanics (QM) the situation is different; of course there are also measurements errors, but in the limiting case where perfect measurements is assumed, the results of identical experiments performed on identically prepared systems are generally not yielding identical results (this is well illustrated by the discussion in Peres [33], §4-3, of a spin experiment). This quantum indeterminacy is traditionally expressed in terms of the Uncertainty Principle of QM. We will show that the Heisenberg inequalities (or their refinement, the Robertson–Schrödinger inequalities) are—at least formally—perfectly classical.

- **The Heisenberg Group.** The theory of the Heisenberg group is of a slightly more abstract nature. Its “Schrödinger representation” is supposed to be a key to quantization, as explained in Refs. [23, 24]. We will see that the Heisenberg group and the associated Heisenberg–Weyl operators have a very simple interpretation in terms of the notion of phase of a Lagrangian manifold, using the properties of the Poincaré–Cartan invariant familiar from the theory of the Hamilton–Jacobi equation from classical mechanics.
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2. Symplectic Mechanics

We gather in this preliminary section the tools from symplectic geometry and Hamiltonian mechanics we will need; for details and proofs see Refs. [1, 4, 13, 15, 18]; in [15] we have given a detailed study of the metaplectic group.

2.1. The symplectic group

A symplectic matrix is a real matrix $S$ of size $2n$ satisfying anyone of the equivalent relations $S^TJS = J$ or $SJS^T = J$; here $S^T$ is the transpose of $S$ and $J$ is the skew-symmetric matrix $egin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix}$ where $0$ and $I$ are, respectively, the $n \times n$ zero and identity matrices. In particular a $2 \times 2$ real matrix $\begin{pmatrix} a & b \\ c & d \end{pmatrix}$ is symplectic if and only if its determinant $ad - bc$ is equal to one; but it is not true in dimension $n > 1$ that every unimodular matrix is symplectic. Using the identity $S^TJS = J$ (or $SJS^T = J$) one easily checks that the symplectic matrices form a group, which is denoted by $Sp(2n, \mathbb{R})$.

The symplectic group $Sp(2n, \mathbb{R})$ is generated by the matrix $J$ together with all matrices

$$M_L = \begin{pmatrix} L^{-1} & 0 \\ 0 & L^T \end{pmatrix}, \quad V_{-P} = \begin{pmatrix} I & 0 \\ P & I \end{pmatrix}$$

(1)

where $\det L \neq 0$ and $P = P^T$ ($L$ and $P$ having size $n$); the matrices $M_L$, and $V_{-P}$ are trivially symplectic. Since the determinants of $J$, $M_L$, and $V_{-P}$ are equal to one, this shows at the same time that the determinant of a symplectic matrix always is equal to one. This fact implies Liouville’s theorem on the conservation of phase space volume under Hamiltonian flows, see Refs. [4, 12].

2.2. The metaplectic representation

The symplectic group is connected and has covering spaces of all orders. Among all these, the two-fold covering group plays a very special role, because it can be faithfully represented by
a group of unitary operators acting on the square integrable functions. This operator group is called the metaplectic group; we will denote it by $\text{Mp}(2n, \mathbb{R})$. The easiest way to describe $\text{Mp}(2n, \mathbb{R})$ is to use generators. Since $\text{Mp}(2n, \mathbb{R})$ is a two-fold covering of $\text{Sp}(2n, \mathbb{R})$ to each of the generators $J, M_L, V_{-p}$ correspond two elements of $\text{Mp}(2n, \mathbb{R})$, differing by a sign. These operators $\hat{J}, \hat{M}_L, \hat{V}_{-p}$ are defined by

$$
\hat{J}_\psi(x) = \left( \frac{1}{2\pi i} \right)^{n/2} \int e^{ix \cdot y} \psi(y) d^n y
$$

$$
\hat{M}_L \psi(x) = \sqrt{\text{det} L} \psi(Lx)
$$

$$
\hat{V}_{-p} \psi(x) = e^{\frac{i}{\hbar} p \cdot x} \psi(x);
$$

the argument of $\text{det} L$ in formula (3) is chosen to be 0 or $2\pi$ if $\text{det} L > 0$, and $\pi$ or $3\pi$ if $\text{det} L < 0$. The covering projection $\Pi : \text{Mp}(2n, \mathbb{R}) \rightarrow \text{Sp}(2n, \mathbb{R})$ is determined by the equalities

$$
\Pi(\hat{J}) = J, \quad \Pi(\hat{M}_L) = M_L, \quad \Pi(\hat{V}_{-p}) = V_{-p}.
$$

However, one obtains another perfectly honest covering projection by using inner automorphisms of the base group $\text{Sp}(2n, \mathbb{R})$ (see e.g. de Gosson [13], §6.4.2, for a simple description of this conjugation relation). This means that given an arbitrary element $S_0$ of $\text{Sp}(2n, \mathbb{R})$ the mapping $\Pi_0$ defined by $\Pi_0(\hat{S}) = S_0 \Pi(\hat{S}) S_0^{-1}$ is also a bona fide covering projection. Notice that the definition of $\Pi_0$ can be rewritten in the form

$$
\Pi_0(\hat{S}) = \Pi(\hat{S_0} \hat{S} \hat{S_0}^{-1}), \quad \Pi_0(\hat{S}_0) = S_0
$$

since $\Pi$ is a group homomorphism. Choose now $S_0 = M_{1/\sqrt{\varepsilon}}$ (it is the symplectic matrix $M_L$ with $L = (1/\sqrt{\varepsilon})I$) and define the projection

$$
\Pi^\varepsilon(\hat{S}) = M_{1/\sqrt{\varepsilon}} \Pi(\hat{S}) M_{\sqrt{\varepsilon}} = \Pi(\hat{M}_{1/\sqrt{\varepsilon}} \hat{S} \hat{M}_{\sqrt{\varepsilon}}).
$$

One immediately verifies that if we use $\Pi^\varepsilon$ instead of $\Pi$, the projections formulas (5) become

$$
\Pi^\varepsilon(\hat{J}) = J, \quad \Pi^\varepsilon(\hat{M}_L) = M_L, \quad \Pi^\varepsilon(\hat{V}_{-p}) = V_{-p}.
$$

the metaplectic operators $\hat{J}^\varepsilon, \hat{M}_L^\varepsilon, \hat{V}_{-p}^\varepsilon$ being defined by

$$
\hat{J}^\varepsilon \psi(x) = \left( \frac{1}{2\pi i\varepsilon} \right)^{n/2} \int e^{\varepsilon x \cdot y} \psi(y) d^n y
$$

$$
\hat{M}_L^\varepsilon \psi(x) = \hat{M}_L \psi(x) = \sqrt{\text{det} L} \psi(Lx)
$$

$$
\hat{V}_{-p}^\varepsilon \psi(x) = \hat{V}_{-p} \psi(x) = e^{\frac{i}{\varepsilon} p \cdot x} \psi(x).
$$

In QM one chooses $\varepsilon = \hbar$.

2.3. Hamiltonian flows

Let $H = H(z)$ (the “Hamiltonian”) be a smooth function of the variables $x, p$. Hamilton’s equations of motion $\dot{x} = -\nabla_p H(x, p)$, $\dot{p} = -\nabla_x H(x, p)$ can be written in compact form as

$$
\dot{z} = J \nabla_z H(z).
$$

The presence of the matrix $J$ in this formula indicates that the symplectic group might lurk behind Hamiltonian mechanics. Let us examine this “educated guess” somewhat more in detail.
We denote by \((f^H_t)\) the associated phase flow: \(f^H_t\) is the mapping which takes an initial point \(z_0 = (x_0, p_0)\) at time \(t = 0\) to the point \(z = (x, p)\) at time \(t\) along the solution curve to (12) through \(z_0\). That is, \(z(t) = f^H_t(z_0)\) is the solution of (12) with initial condition \(z(0) = z_0\).

The importance of the symplectic group in Hamiltonian mechanics comes from the following fundamental property of the phase flows \((f^H_t)\): each mapping \(f^H_t\) is a canonical transformation; see [1, 4, 12, 15, 18]. This means that for every \(z = (x, p)\) the Jacobian matrix of \(f^H_t\) calculated at \(z = (x, p)\) is symplectic:

\[
Df^H_t(z) = \frac{\partial (x(t), p(t))}{\partial (x_0, p_0)} \in \text{Sp}(2n, \mathbb{R}).
\]

In particular, when the Hamiltonian function is quadratic in the \(x\) and \(p\) variables, that is of the type

\[
H(z) = \frac{1}{2} M z \cdot z = \frac{1}{2} (x, p) M (x, p)^T,
\]

the flow determined by Hamilton’s equations is linear, and consists of the symplectic matrices \(S^H_t = e^{ttM}\). As we are going to see below, the study of linear flows is the first step towards a general derivation of Schrödinger’s equation.

3. **Schrödinger’s Equation**

We now proceed to show how the Schrödinger equation emerges from Hamiltonian mechanics. We assume that the Hamiltonians are time-independent, but everything in this Section can be extended to the time-dependent case at the price of some technical difficulties (see de Gosson [18], de Gosson and Hiley [19]).

3.1. **Quadratic Hamiltonians**

Consider first a quadratic Hamiltonian of the type (13). As we observed above, the phase flow can easily be calculated, and consists of symplectic matrices \(S^H_t\). We have of course \(S^H_t S^H_{t'} = S^H_{t+t'}\) so the flow is a one-parameter subgroup of \(\text{Sp}(2n, \mathbb{R})\). When \(t\) varies these matrices describe a curve in \(\text{Sp}(2n, \mathbb{R})\) which passes by the identity at the initial time \(t = 0\). Now, the unique path lifting theorem in the theory of covering groups says that this curve can be lifted to any of the covering groups of \(\text{Sp}(2n, \mathbb{R})\) and that this can be made in an unique way if one specifies a point through which the lifting should pass. Choosing the metaplectic group \(\text{Mp}(2n, \mathbb{R})\) as the covering group, with a projection \(\Pi^f : \text{Mp}(2n, \mathbb{R}) \rightarrow \text{Sp}(2n, \mathbb{R})\), and imposing to the lifting to pass through the identity of \(\text{Mp}(2n, \mathbb{R})\) at time \(t = 0\) we thus obtain a curve of metaplectic operators \(\hat{S}^H_t\) such that \(\Pi^f(\hat{S}^H_t) = S^H_t\); one moreover verifies that the group property \(S^H_t S^H_{t'} = S^H_{t+t'}\) carries over to these operators: \(\hat{S}^H_t \hat{S}^H_{t'} = \hat{S}^H_{t+t'}\). The operators \(\hat{S}^H_t\) are unitary and act on the square integrable functions on \(\mathbb{R}^n\). For such a function \(\psi_0\) we set \(\psi(x, t) = \hat{S}^H_t \psi_0\) and ask the question “what is the partial differential equation satisfied by \(\psi(x, t)\)?” The answer is: if the initial function \(\psi_0\) is at least twice continuously differentiable in the \(x\) variables, then

\[
\frac{\partial \psi}{\partial t}(x, t) = \hat{H}(x, -i\varepsilon \nabla_x) \psi(x, t)
\]

where \(\hat{H}(x, -i\varepsilon \nabla_x)\) is obtained from the Hamiltonian function (13) by the formal substitution \((x, p) \rightarrow (x, -i\hbar \nabla_x)\). Writing \(M = \begin{pmatrix} H_{xx} & H_{xp} \\ H_{px} & H_{pp} \end{pmatrix}\) this is

\[
\hat{H}(x, -i\varepsilon \nabla_x) = -\frac{\varepsilon^2}{2} H_{pp} x^2 - i\varepsilon H_{px} x \nabla_x + \frac{1}{2} H_{xx} x^2 - i \text{Tr}(H_{px})
\]
where $\text{Tr}(H_{px})$ (the trace) is the sum of the diagonal elements of $H_{px}$.

Thus, if we choose $\varepsilon = \hbar$ we obtain Schrödinger’s equation; but this particular choice of parameter has to be motivated by physical considerations once a physical meaning has been given to the solution $\psi$. What must be remembered is that the derivation of (14) heavily depends on the choice of projection $\Pi^\varepsilon$ of $\text{Mp}(2n, \mathbb{R})$ onto $\text{Sp}(2n, \mathbb{R})$: each choice of $\varepsilon$ is a priori equally good.

We have thus established the existence, for each $\varepsilon > 0$, of a one-to-one and onto correspondence

$$C_\varepsilon: (S^H_t) \mapsto (\hat{S}^H_t)$$

(16)

between phase flows arising from quadratic Hamiltonian functions and unitary evolution groups $\hat{S}^H_t = e^{-it\hat{H}/\varepsilon}$, $\hat{H} = \hat{H}(x, -i\varepsilon \nabla_x)$. We now make a fundamental observation. Assume that we make a symplectic change of variables in the Hamiltonian $H(z)$, i.e. that we replace $H(z)$ with $H(S^{-1}z)$ where $S$ is in $\text{Sp}(2n, \mathbb{R})$. Then, the phase flow $(f_t^{H_0S^{-1}})$ of $H(S^{-1}z)$ is obtained from the flow $(f_t^H)$ by conjugation with $S$:

$$f_t^{H_0S^{-1}} = S_t^H S^{-1}$$

(17)

(see e.g. Refs. [4, 15, 18, 12, 34]). In the case of quadratic Hamiltonians we have $S_t^{H_0S^{-1}} = SS_t^H S^{-1}$ and the group of unitary operators $S_t^H$ is replaced with $\hat{S}^H_t S^{-1}$. It follows that the correspondence $C_\varepsilon$ satisfies the covariance formula

$$C_\varepsilon(SS_t^H S^{-1}) = (\hat{S}SS_t^H \hat{S}^{-1}).$$

(18)

3.2. The general case

We begin by recalling two results from functional analysis. The first is Stone’s theorem [45] about one-parameter groups of operators (see Refs. [1, 35] for “modern” proofs):

**Stone’s Theorem:** (i) For every strongly continuous one-parameter group $(F_t)$ of unitary operators on a Hilbert space $L^2(\mathbb{R}^n)$ there exists a self-adjoint operator $A$ on $L^2(\mathbb{R}^n)$ such that $F_t = e^{itA/\hbar}$; in particular $A$ is closed and densely defined in $\mathcal{H}$. (ii) Conversely, if $A$ is a self-adjoint operator on $L^2(\mathbb{R}^n)$ then there exists a unique one-parameter unitary group $(F_t)$ whose infinitesimal generator is $A$, that is $F_t = e^{itA/\hbar}$.

The second result says that every continuous operator (in a sense we will be precise) has a distributional kernel:

**Schwartz’s kernel theorem:** Let $A$ be a linear operator $S(\mathbb{R}^n) \rightarrow S'(\mathbb{R}^n)$. We assume that $A$ is continuous in the sense that if $(\psi_k)$ is a sequence of functions such that $\psi_k \rightarrow \psi$ for $k \rightarrow \infty$ in $S(\mathbb{R}^n)$ then $A\psi_k \rightarrow A\psi$ in $S(\mathbb{R}^n)$. Then there exists a distribution $K_A$ (the kernel of $A$) such that

$$A\psi(x) = \int K_A(x,y)\psi(y)dy$$

(19)

for all functions $\psi$ in $S(\mathbb{R}^n)$ [the integral in the right hand-side of (19) is interpreted as a distributional bracket].

Let now $H$ be an arbitrary Hamiltonian function; we assume that the phase flow $(f_t^H)$ generated by the Hamilton equations for $H$ exist for all times $t$ (this is just a technical requirement, which can be alleviated; see de Gosson and Hiley [19]). We are going to show that the functor (16) can be extended in a unique way to arbitrary Hamiltonian flows if one makes the following requirement:
The infinitesimal generator \(\hat{L}\) thus show that the operators \(\hat{\omega}\) now show that definition (21) of the functor \(C\) so that

\[
C(\hat{f}_t^H) = (\hat{S}\hat{f}_t^H\hat{S}^{-1})
\]

should hold for each \(S\) in \(\text{Sp}(2n, \mathbb{R})\).

We have again \(\hat{f}_t^H S^{-1} = f_t H S^{-1}\) in view of formula (17), and \((\hat{f}_t^H)\) is a strongly continuous one-parameter group of unitary operators on \(L^2(\mathbb{R}^n)\) which has to be determined.

To the phase flow \((\hat{f}_t^H)\) (that is, equivalently, to the Hamiltonian function \(H\)) we associate the Weyl operator

\[
\hat{H} = \left(\frac{1}{2\pi i\varepsilon}\right)^{n/2} \int H_\sigma(z)\hat{T}_\varepsilon(z) d^{2n}z
\]

where \(\hat{T}_\varepsilon(z) = e^{-i\sigma(z)/\varepsilon}\) is the \(\varepsilon\)-Heisenberg–Weyl operator (cf. formula (38) and

\[
H_\sigma(z_0) = \left(\frac{1}{2\pi i}\right)^n \int e^{-i\sigma(z,z')} H(z') d^{2n}z'
\]

is the \(\varepsilon\)-symplectic Fourier transform of \(H\). Since \(H\) is real it follows from the standard theory of Weyl operators (see Refs. 15, 18, 29) that the operator \(\hat{H}\) is self-adjoint and densely defined on the Schwartz space of rapidly decreasing functions. In view of part (ii) of Stone’s theorem there exists a unique one-parameter group of unitary operators \(\hat{f}_t^H = e^{-it\hat{H}/\varepsilon}\), so we define

\[
C_\varepsilon(f_t^H) = (\hat{f}_t^H) = (e^{-it\hat{H}/\varepsilon}).
\]

To show that this is the desired extension of the functor \(C_\varepsilon\) we have to check that it satisfies the symplectic covariance property (20) and that its restriction to linear flows \((S_t^H)\) is given by (16). The symplectic covariance property is proven as follows: since \(\hat{f}_t^H S^{-1} = f_t H S^{-1}\) the one-parameter group \(e^{-it\hat{H} S^{-1}/\varepsilon}\) of Weyl operators we have \(H \circ S^{-1} = \hat{S} H \hat{S}^{-1}\) and hence

\[
e^{-it\hat{H} S^{-1}/\varepsilon} = e^{-it\hat{S} H \hat{S}^{-1}/\varepsilon} = \hat{S} e^{-it\hat{H}/\varepsilon} S^{-1}
\]

so that \(C_\varepsilon(f_t^H S^{-1}) = \hat{S} C_\varepsilon(f_t^H) \hat{S}^{-1}\) which is precisely formula (20) we set out to prove. Let us now show that definition (21) of the functor \(C_\varepsilon\) implies that we have \(C_\varepsilon(S_t^H) = (S_t^H)\). We must thus show that the operators \(\hat{f}_t^H = e^{-it\hat{H}/\varepsilon}\) are metaplectic when \(H\) is a quadratic Hamiltonian. The infinitesimal generator \(\hat{H}\) of \(\hat{f}_t^H\) satisfies the Schrödinger equation

\[
i\hbar \frac{d}{dt} \hat{f}_t^H = \hat{H} \hat{f}_t^H
\]

where \(\hat{H} \xrightarrow{\text{Weyl}} \hat{H}\). Now, the operator \(\hat{H}(x, -i\varepsilon \nabla_x)\) defined by formula (15) is precisely the Weyl quantization of the quadratic Hamiltonian function \(H\) hence the \(\hat{f}_t^H\) are precisely the metaplectic operators \(\hat{S}_t^H\) corresponding to the lift of the linear flow \((S_t^H)\) to \(\text{Mp}(2n, \mathbb{R})\).

We next have to show that, conversely, for every strongly-continuous one-parameter group \(\hat{f}_t\) of unitary operators on \(L^2(\mathbb{R}^n)\) there exists a Hamiltonian function \(H\) such that \(\hat{f}_t = C_\varepsilon(f_t^H)\). This amounts to show that there exists a Weyl operator \(\hat{H} \xrightarrow{\text{Weyl}} \hat{H}\) such that \(\hat{f}_t = e^{-it\hat{H}/\varepsilon}\). We begin by remarking that in view of part (i) of Stone’s theorem there exists a unique self-adjoint operator \(\hat{H}\) such that \(\hat{f}_t = e^{-it\hat{H}/\varepsilon}\) for all times \(t\), so all we have to do is to prove that \(\hat{H}\) is indeed a Weyl operator; the Weyl correspondence \(\hat{H} \xrightarrow{\text{Weyl}} H\) will then identify the Hamiltonian...
function such that $\tilde{F}_t = C_\varepsilon (f^H_t)$. The restriction of $\tilde{H}$ to the dense subspace $\mathcal{S}(\mathbb{R}^n)$ is continuous $\mathcal{S}(\mathbb{R}^n) \to \mathcal{S}'(\mathbb{R}^n)$ because $\tilde{H}$ is essentially self-adjoint; it follows that Schwartz’s kernel theorem applies, and we can thus find $K$ such that

$$\hat{H} \psi(x) = \int K(x,y) \psi(y) d^n y.$$  \hfill (22)

Let now $\tau$ be an arbitrary real number and define the “$\tau$-symbol” $H_\tau$ of $\hat{H}$ by the Fourier integral

$$H_\tau(z) = \int e^{-\frac{i}{\varepsilon}py} K(x + \tau y, x - (1 - \tau)y) d^n y.$$ \hfill (23)

One shows (de Gosson [18], Shubin [44]) that the operator $\hat{H}$ can be expressed in terms of $H_\tau$ by the formula

$$\hat{H} \psi(x) = \left( \frac{1}{2\pi \varepsilon} \right)^n \int \int e^{-\frac{i}{\varepsilon}py} H_\tau((1 - \tau)x + \tau y, p) \psi(y) d^n y d^n p.$$ \hfill (24)

which is the “pseudo-differential representation of $\hat{H}$ in terms of its $\tau$-symbol”. We next observe that if the operator is multiplication by a function $a(x)$ then we must have $K(x,y) = a(x) \delta(x-y)$ and hence, by (23),

$$H_\tau(z) = a(x) \int e^{-\frac{i}{\varepsilon}py} \delta(y) d^n y = a(x).$$

This property, together with the symplectic covariance requirement (20) implies (see Refs. [43, 50]), that this is only possible if we choose $\tau = \frac{1}{2}$, in which case formula (24) becomes

$$\hat{H} \psi(x) = \left( \frac{1}{2\pi \varepsilon} \right)^n \int \int e^{-\frac{i}{\varepsilon}py} H_{1/2}(\frac{1}{2}(x + y), p) \psi(y) d^n y d^n p.$$ \hfill (24)

But this is exactly the integral representation of the Weyl operator $\hat{H} \xleftarrow{\text{Weyl}} H = H_{1/2}$, and we are done.

### 3.3. The Groenewold and Van Hove “no-go” theorem

It is sometimes claimed that one cannot “quantize classically” arbitrary non-quadratic observables; to sustain this claim an old (and famous) series of results going back to Groenewold [21] and van Hove [26, 27] is invoked. But this objection cannot be retained in the present case: a careful mathematical reading of the Groenewold-van Hove obstruction results reveals that what is actually proven is the impossibility to quantize observables in such a way that Dirac’s [9] prescription that Poisson brackets should correspond to commutators is preserved. And, indeed, such a quantization is a chimera. This state of affairs is very lucidly analysed by Giulini’s [11] who reminds us that Dirac [9] himself had noted that

...The strong analogy between quantum Poisson brackets [i.e. commutators] and classical Poisson brackets leads us to make the assumption that the quantum Poisson brackets, or at any rate the simpler ones of them, have the same values as the corresponding classical Poisson brackets.

The italics (added) show that Dirac himself was very aware of the fact that it was not reasonable to expect that the Poisson bracket/commutator correspondence should hold for all pairs of observables $H$ and $K$. The Groenewold–van Hove obstructions thus have nothing to do with the impossibility of a derivation of Schrödinger’s equation. They only show that one has to go beyond the metaplectic representation if one wants to quantize non-quadratic Hamiltonians. This is precisely what we have done by extending the correspondence $C_\varepsilon$ to arbitrary Hamiltonian flows.
4. The Uncertainty Principle

We are following in this section the discussion in de Gosson [16, 17].

4.1. Uncertainty inequalities

Contrarily to what is often believed Heisenberg’s uncertainty principle \( \Delta p_j \Delta x_j \geq \frac{1}{2} \hbar \) is not a statement about the accuracy of our measurement instruments; its derivation assumes on the contrary perfect instruments. The correct interpretation of Heisenberg’s inequalities is the following (see e.g. Peres [33], p.93): if the same preparation procedure is repeated a large number of times, and is followed by either by a measurement of \( x_j \), or by a measurement of \( p_j \), the results obtained have standard deviations \( \Delta x_j \) and \( \Delta p_j \) satisfying the Heisenberg inequalities. The same interpretation is of course true for the stronger Robertson–Schrödinger [36, 40] inequalities

\[
(\Delta p_j)^2 (\Delta x_j)^2 \geq \Delta(x_j, p_j)^2 + \frac{1}{4} \hbar^2
\]

(25)

to which the Heisenberg inequalities reduce if one neglects the covariances \( \Delta(x_j, p_j)^2 \); they are complemented by the trivial inequalities

\[
\Delta p_j \Delta x_k \geq 0 \text{ if } j \neq k, \quad \Delta p_j \Delta p_k \geq 0, \quad \Delta x_j \Delta x_k \geq 0.
\]

(26)

where \( \theta_{jk}^2 = \theta_{kj}^2 \) and \( \eta_{jk}^2 = \eta_{kj}^2 \) (see Dias et al. [8] and the references therein). In classical statistical mechanics the situation is somewhat different: due to the inherent inaccuracy of the measurement apparatus there are uncertainties for all pairs of variables, conjugate or not. This is actually reminiscent of what happens in noncommutative mechanics (NCQM) where the second and third inequalities (26) are replaced with

\[
\Delta p_j^2 \Delta p_k^2 \geq \Delta(p_j, p_k)^2 + \frac{1}{4} \theta_{jk}^2, \quad \Delta x_j^2 \Delta x_k^2 \geq \Delta(x_j, x_k)^2 + \frac{1}{4} \eta_{jk}^2.
\]

(27)

4.2. The Minimum Volume Ellipsoid method

Performing position and momentum measurements on a large number \( K \) of identical copies of a system of particles, we get a cloud \( S = \{z_1, z_2, ..., z_N\}, N = nK \), of points in \( \mathbb{R}^{2n} \). An efficient method for studying that cloud consists in using the minimum volume ellipsoid (MVE) method (Rousseeuw [37], Van Aelst and Rousseeuw [42]). Geometrically speaking this method is an application of John’s theorem [28] which says that a convex set is contained in a unique ellipsoid with smallest volume. It works as follows: consider a subset \( \{z_{i1}, z_{i2}, ..., z_{ik}\} \) of \( S \) of points in general position. This condition is sufficient and necessary for any ellipsoid containing these points to have positive volume. The points \( z_{i1}, z_{i2}, ..., z_{ik} \) determine a polyhedron in \( \mathbb{R}^{2n} \); we denote by \( K \) the convex hull of that polyhedron (it is the smallest subset of \( \mathbb{R}^{2n} \) containing \( \{z_{i1}, z_{i2}, ..., z_{ik}\} \)). John’s theorem ensures us that there exists a unique ellipsoid \( J \) in \( \mathbb{R}^{2n} \) containing \( K \) and having minimum volume among all the ellipsoids having this property. Repeating this process for all subsets of the cloud \( S \) having \( k \) elements in general position we get a family of ellipsoids; by definition the MVE is the one with the smallest volume. To determine that ellipsoid one proceeds as follows: choose an integer \( k \) between \( \lfloor N/2 \rfloor + 1 \) and \( N \) (\( \lfloor N/2 \rfloor \) the integer part of \( N/2 \)); this constant \( k \) determines the robustness of the resulting estimator; a common choice is to take \( k = \lfloor (N + 2n + 1)/2 \rfloor \). The first step of the procedure is to minimize the determinant of the matrices \( M \) subject to the condition

\[
\# \{ j : (z_j - \bar{z})^T M^{-1} (z_j - \bar{z}) \leq m^2 \} \geq k
\]

(28)

where the minimization is over all \( \bar{z} \in \mathbb{R}^{2n} \) and all positive definite symmetric matrices \( M \) of size \( 2n \). Here \( m \) is a fixed constant, chosen so that the MVE estimator is a consistent estimator for of the covariance matrix for data coming from a multivariate normal distribution, that is
\[ m = \sqrt{\chi_{2n, \alpha}^2}, \quad \alpha = k/N \] where \( \chi_{2n, \alpha}^2 \) is a chi-square distribution with \( 2n \) degrees of freedom (see Lopuhaä and Rousseeuw [30]). Once the pair \((M, z)\) is determined, the minimum volume ellipsoid (MVE) is the set of all \( z \) in \( \mathbb{R}^{2n} \) such that
\[ (z - \bar{z})^T M^{-1} (z - \bar{z}) \leq m^2. \tag{29} \]

The second step consists in associating to the MVE \( J \) a covariance matrix. For this one has to choose an adequate value \( m_0 \) for \( m \); denoting the corresponding matrix \( M \) by \( \Sigma \) the MVE is the ellipsoid
\[ C : (z - \bar{z})^T \Sigma^{-1} (z - \bar{z}) \leq m_0^2 \tag{30} \]
and \( \Sigma \) is then precisely the covariance matrix. We will write that matrix in the form
\[ \Sigma = \begin{pmatrix} \Delta(x, x) & \Delta(x, p) \\ \Delta(p, x) & \Delta(p, p) \end{pmatrix} \tag{31} \]
where \( \Delta(x, x) = ((\Delta(x_i, x_j))_{1 \leq i,j \leq n} \) and so on; writing as is customary \( \Delta(x_i, x_i) = \Delta x_i^2 \) and \( \Delta(p_i, p_i) = \Delta p_i^2 \) we have \( \Delta(x_i, x_j) = \Delta(x_i, x_i), \Delta(p_i, p_j) = \Delta(p_j, p_i), \Delta(x_i, p_j) = \Delta(p_j, x_i) \) (observe that \( \Sigma \) is symmetric).

### 4.3. A condition on the covariance matrix

Let \( A = (a_{jk})_{1 \leq j,k \leq n} \) and \( C = (c_{jk})_{1 \leq j,k \leq n} \) be two real antisymmetric matrices, and \( B = (b_{jk})_{1 \leq j,k \leq n} \) a real symmetric matrix. To \( A, B, C \) we associate the \( 2n \times 2n \) antisymmetric matrix
\[ \Omega = \begin{pmatrix} A & B \\ -B & C \end{pmatrix} \]
which is the most general form an antisymmetric of size \( 2n \) can have. Assuming \( \Omega \) invertible, the bilinear form \( \omega \) on \( \mathbb{R}^{2n} \) defined by \( \omega(z, z') = -(z')^T \Omega^{-1} z \) is a symplectic form on \( \mathbb{R}^{2n} \). Notice that when \( A = C = 0 \) and \( B = I \) we have \( \Omega = J = \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix} \). The general case is reduced to the standard case by noting that there exists a matrix \( F \) such that \( \Omega = F^T J F \); equivalently \( F \) is a linear canonical transformation \( (\mathbb{R}^{2n}, \sigma) \rightarrow (\mathbb{R}^{2n}, \omega) \).

Let now \( \Sigma \) be the covariance matrix (31). The matrix
\[ \Sigma + i\Omega = \begin{pmatrix} \Delta(x, x) + iA & \Delta(x, p) + iB \\ \Delta(p, x) - iB & \Delta(p, p) + iC \end{pmatrix} \tag{32} \]
is Hermitian since \( \Sigma \) is symmetric and \( (i\Omega)^* = i\Omega \), hence the eigenvalues of \( \Sigma + i\Omega \) are real. Assuming in addition that these eigenvalues are nonnegative, \( \Sigma + i\Omega \) is semi-definite positive, which we write \( \Sigma + i\Omega \geq 0 \). It follows that
\[ \Delta(x, x) + iA \geq 0, \quad \Delta(p, p) + iC \geq 0. \tag{33} \]

When \( n = 1 \) the covariance matrix is just
\[ \Sigma = \begin{pmatrix} \Delta x^2 & \Delta(x, p) \\ \Delta(p, x) & \Delta p^2 \end{pmatrix} \]
and the antisymmetric matrices \( \Theta \) and \( N \) are zero so that \( \Omega = aJ = \begin{pmatrix} 0 & a \\ -a & 0 \end{pmatrix} \). The condition \( \Sigma + i\Omega = \Sigma + iaJ \geq 0 \) is in this case equivalent to
\[ \begin{pmatrix} \Delta x^2 + ia & \Delta(x, p) \\ \Delta(p, x) & \Delta p^2 - ia \end{pmatrix} \geq 0 \]
that is, to the single inequality
\[ \Delta x^2 \Delta p^2 \geq \Delta (x, p)^2 + a^2 \]
which formally reduces to the Robertson–Schrödinger inequality (25) if one chooses \( \varepsilon = \hbar/2 \).

In higher dimensions one shows, using Sylvester’s criterion which says that a Hermitian matrix is positive semidefinite if and only if all of its principal minors are nonnegative, that the condition \( \Sigma + i \Omega \geq 0 \) implies that
\begin{align*}
\Delta x_j^2 \Delta x_k^2 &\geq \Delta (x_j, x_k)^2 + a_{jk}^2 \quad (34) \\
\Delta p_j^2 \Delta p_k^2 &\geq \Delta (p_j, p_k)^2 + c_{jk}^2 \quad (35) \\
\Delta x_j^2 \Delta p_k^2 &\geq \Delta (x_j, p_k)^2 + b_{jk}^2. \quad (36)
\end{align*}

In particular, if \( \Omega = \varepsilon J, \varepsilon > 0 \), these conditions again reduce to the Robertson–Schrödinger type inequalities
\[ \Delta x_j^2 \Delta p_k^2 \geq \Delta (x_j, p_k)^2 + \varepsilon^2. \]

In [16, 17] we have given an interpretation of the uncertainty principle (both quantum, and classical) in terms of the topological notion of symplectic capacity (also see the review paper by de Gosson and Luef [20]). This approach seems promising since it allows to recast the Robertson–Schrödinger inequalities in a topological form, invariant even under non-linear canonical transformations. This is an extension of the fact that the Robertson–Schrödinger inequalities are invariant under linear symplectic transformations.

5. Heisenberg Group and Operators

In this Section we show that the Heisenberg group is essentially a classical object associated to the notion of phase of a Lagrangian manifold (see de Gosson [14, 15]).

5.1. The Heisenberg group

The Heisenberg group \( \mathbb{H}_n \) is the space \( \mathbb{R}^{2n+1} \) equipped with the product
\[ (z_1, t_1) \circ (z_0, t_0) = (z_1 + z_0, t_0 + t_1 + \frac{i}{2} \sigma(z_0, z_1)). \quad (37) \]

It is intimately related to the Heisenberg–Weyl operators
\[ \hat{T}(z_0) = e^{-\frac{i}{\hbar} \sigma(z, z_0)}, \quad \sigma(z, z_0) = p_0 x - x_0 (-i\hbar \nabla_x) \quad (38) \]
whose explicit action on a function \( \psi(x) \) is given by
\[ \hat{T}(z_0) \psi(x) = e^{\frac{i}{\hbar} (p_0 x - \frac{1}{2} p_0 x_0)} \psi(x - x_0) \quad (39) \]
(see e.g. de Gosson [15, 18], Littlejohn [29]). The Heisenberg–Weyl operators do not commute:
\[ \hat{T}(z_1) \hat{T}(z_0) = e^{-\frac{i}{\hbar} \sigma(z_0, z_1)} \hat{T}(z_0) \hat{T}(z_1) \quad (40) \]
as immediately follows from the property
\[ \hat{T}(z_0 + z_1) = e^{-\frac{i}{\hbar} \sigma(z_0, z_1)} \hat{T}(z_0) \hat{T}(z_1) \quad (41) \]
which leads to the definition of the Heisenberg group (see Refs. [23, 24]). This traditional construction gives the impression that some strange algebraic structure which is supposed to be the quintessence of QM abruptly emerges! We will see that this is not the case, by showing that formula (39) has a perfectly classical interpretation in terms of the notion of phase.
5.2. The phase of a Lagrangian manifold

A venerable topic in CM is the Hamilton–Jacobi equation

\[ \frac{\partial \varphi}{\partial t} + H(x, \nabla_x \varphi) = 0, \quad \varphi(x, 0) = \varphi_0(x); \]  \hspace{1cm} (42)

for instance, if \( H \) is of the classical type kinetic energy plus potential it takes the more familiar form (see Refs. [4, 12]):

\[ \frac{\partial \varphi}{\partial t} + \sum_{j=1}^{n} \frac{1}{2m} (\nabla_x \phi)^2 + U(x) = 0, \quad \varphi(x, 0) = \varphi_0(x). \]

The Hamilton–Jacobi equation allows, among other things, to solve explicitly Hamilton’s equations for a wide class of systems. The solution (which we assume exists for \( t \) in some open interval surrounding the initial value \( t = 0 \)), is constructed as follows. Let us denote by \( V_0 \) the graph of the equation \( p = \nabla_x \varphi_0(x) \) (i.e. the set of all points \((x, \nabla_x \varphi(x))\) where \( x \) takes its values in the domain of \( \varphi \)). \( V_0 \) is a \( n \)-dimensional submanifold of phase space, in fact a Lagrangian manifold. This means that the symplectic product of any two tangent vectors \( Z, Z' \) at a same point \( z \) of \( V_0 \) is equal to zero. In [14] we have called the function \( \varphi_0 \) the phase of the manifold \( V_0 \); it is uniquely determined up to a constant. Lagrangian manifolds are the fundamental geometric objects of classical mechanics in its Hamiltonian formulation (see Refs [1, 4, 47, 48]; for instance, the invariant tori associated with completely integrable systems are Lagrangian manifolds (albeit not of the type \( V_0 \) above).

Consider now the time-dependent flow \((f_t^H)\) determined by the Hamilton equations for \( H \), and set \( V_t = f_t^H V_0 \). If \(|t|\) is sufficiently small, the manifold \( V_t \) will again be a graph, that is, there exists a function \( \varphi(x, t) \) (the phase of \( V_t \)) such that the equation \( p = \nabla_x \varphi(x, t) \) represents \( V_t \) (if \( t \) is too large, bending of the original manifold \( V_0 \) may lead to the appearance of several points on \( V_t \) having same projection on \( x \)-space). The phase \( \varphi = \varphi(x, t) \) (which is precisely the solution of the Hamilton–Jacobi equation \((42)\)) is explicitly calculated as follows: since \( V_t \) is a graph, for each value \( x \) in the domain of \( \varphi \) there exits a unique \( p \) such that \( p = \nabla_x \varphi(x, t) \), and the phase space point \((x, p)\) is obtained from a unique point \((x(0), p(0))\) in \( V_0 \) by the flow \((f_t^H)\). Denoting by \( \Gamma_t \) the arc of phase space trajectory joining \((x(0), p(0))\) in \( V_0 \) to \((x, p)\) in \( V_t \) the phase \( \varphi \) of \( V_t \) satisfies

\[ \varphi(x, t) = \varphi_0(x(0)) + \int_{\Gamma_t} \alpha_H \]  \hspace{1cm} (43)

where

\[ \alpha_H = pdx - Hdt \]  \hspace{1cm} (44)

is the Poincaré–Cartan invariant (see Refs. [1, 4, 15]). We now remark that since both \( V_0 \) and \( V_t \) are graphs, the datum of \( x(0) \) uniquely determines \( x(t) \) and hence the formula \((x, p) = f_t^H(x(0), p(0))\) can be inverted, expressing \( x(0) \) as a function of \( x(t) \); we will write this as

\[ x(0) = (f_t^H)^{-1}(x) \]  \hspace{1cm} (45)

hence the solution \( \varphi(x, t) \) is given by

\[ \varphi(x, t) = \varphi_0((f_t^H)^{-1}(x)) + \int_{\Gamma_t} \alpha_H. \]  \hspace{1cm} (46)

It is customary in theoretical statistical mechanics to identify a physical system with a pair \( (\rho, V) \) where \( V \) is a Lagrangian manifold and \( \rho \) a measure (probability density) carried by that manifold. At time \( t = 0 \) we thus have a pair \( (\rho_0, V_0) \) where the Lagrangian manifold \( V_0 \) is the
the graph of \( p = \nabla_x \varphi_0(x) \). Since \( V_0 \) is uniquely determined by its phase \( \varphi_0 \) up to an inessential additive constant, we can without any loss of generality identify that system with the pair \((\rho_0, \varphi_0)\). Under Hamiltonian evolution \((\rho_0, \varphi_0)\) will become \((\rho, \varphi)\) where \( \rho \) is obtained by “push-forward” of \( \rho_0 \), that is \( \rho(z) = \rho_0((f^z_0)^{-1}z) \) and \( \varphi = \varphi(x, t) \) is given by formula (46). We now remark that since the variable \( z = (x, p) \) in \( \rho(z) \) is constrained by the condition \( p = \nabla_x \varphi \) the measure \( \rho \) is actually only a function of \( x \) so we may write \( \rho_0(z) = \rho_{0,X}(x) \) and

\[
\rho(z, t) = \rho_X(x, t) = \rho_{0,X}[(f^t_0)^{-1}x].
\]

We next remark that the datum of the pair of real functions \((\rho_X, \varphi)\) defined on \( \mathbb{R}^n \) is mathematically equivalent to the datum of the complex function

\[
\mu(x) = \rho_X(x)e^{i\phi(x)}
\]

and the transformation formulas (45), (47) can then collectively be written in the compact form:

\[
\mu(x, t) = e^{i\int_{t_1}^t \alpha_H}\mu_0[(f^t_0)^{-1}x].
\]

5.3. Displacement operators

Let us now calculate \((\rho, \varphi)\) in the particular case where \( H \) is the Hamiltonian

\[
H^{z_0}(z) = \sigma(z, z_0) = px_0 - p_0x;
\]

here \( z_0 = (x_0, p_0) \) will play the role of a translation vector. The function \( H^{z_0} \) is called the “displacement Hamiltonian”, because the solutions of the corresponding Hamilton equations

\[
\dot{x} = x(t) = x(0) + tx_0, \quad \dot{p} = p(t) = x(0) + tp_0
\]

so the flow \((f^t_0)\) determined by \( H^{z_0} \) is just the phase space translation with vector \( t(z_0) = (tx_0, tp_0) \). Let us calculate \( \varphi(x, t) \). The arc of trajectory \( \Gamma_t \) is here the line segment joining \((x(0), p(0))\) to \((x(0) + tx_0, p(0) + tp_0)\) and the Hamiltonian is \( \sigma(z(0) + t(z_0), z_0) = \sigma(z(0), z_0) \) along \( \Gamma_t \) so that

\[
\alpha_H = [(p(0) + tp_0)x_0 - \sigma(z(0), z_0)] dt
\]

A straightforward calculation then shows that we have

\[
\int_{\Gamma_t} pdx - H^{z_0}dt = tp_0x(0) + \frac{1}{2}t^2p_0x_0
\]

and hence, applying formula (46), the phase \( \varphi(x, t) \) is given by

\[
\varphi(x, t) = \varphi_0(x(0)) + tp_0x(0) + \frac{1}{2}t^2p_0x_0
\]

that is, using the relation \( x = x(0) + tx_0 \),

\[
\varphi(x, t) = \varphi_0(x - tx_0) + tp_0x - \frac{1}{2}t^2p_0x_0.
\]

The measure \( \rho_t(z) = \rho_0((f^z_0)^{-1}z) \) is also easily calculated: since \( f^z_0 \) is the translation \( z \rightarrow z + tz_0 \) we immediately get

\[
\rho_t(z) = \rho_0(z - tz_0).
\]

Let us now choose \( t = 1 \) and set \( T(z_0) = f^z_0 \): it is the phase space translation with vector \( z_0 = (x_0, p_0) \). Under the action of \( T(z_0) \) the complex function \( \mu_0(x) = \rho_{0,X}(x)e^{i\phi_0(x)} \) becomes a new function

\[
\tilde{T}(z_0)\mu_0(x) = \mu_0(x - x_0)e^{i\int_{t_1}^t \alpha_H}
\]
where \( \Gamma_1 = \Gamma_{t=1} \). In view of Eqn. (53) we have
\[
\int_{\Gamma_1} \alpha_H = p_0 x - \frac{1}{2} p_0 x_0
\]  
and hence
\[
\tilde{T}(z_0) \mu_0(x) = \mu_0(x - x_0) e^{i(p_0 x - \frac{1}{2} p_0 x_0)}
\]  
and this is exactly formula (39) giving the action of the Heisenberg–Weyl operator with \( \hbar = 1 \) on the function \( \psi = \mu_0 \)!

From this we immediately deduce without any calculation at all that the operators \( \tilde{T}(z_0) \) satisfy the relations
\[
\tilde{T}(z_1) \tilde{T}(z_0) = e^{-i \sigma(z_0,z_1)} \tilde{T}(z_0) \tilde{T}(z_1)
\]  
and
\[
\tilde{T}(z_0 + z_1) = e^{-\frac{i}{2} \sigma(z_0,z_1)} \tilde{T}(z_0) \tilde{T}(z_1).
\]

Let us however check, for the sake of completeness, the relation (57) by a calculation of classical phases (the relation (58) will immediately follow). Let \( z_1 \) be a second fixed point in phase space; we set out to compare the states
\[
\tilde{T}(z_0 + z_1)(\rho_0, \varphi_0) \quad \text{and} \quad \tilde{T}(z_0) \tilde{T}(z_1)(\rho_0, \varphi_0).
\]

Both Lagrangian manifolds \( \tilde{T}(z_0 + z_1)V_0 \) and \( \tilde{T}(z_0) \tilde{T}(z_1)V_0 \) are identical, being both obtained by a translation with vector \( z_0 + z_1 \), but these two states are not the same! First, replacing \( (x_0, p_0) \) in Eqn. (55) with \( (x_0 + x_1, p_0 + p_1) \) the phase of \( T(z_0 + z_1)V_0 \) is
\[
\varphi(z_0 + z_1)(x) = \varphi_0(x) + (p_0 + p_1)[x + \frac{1}{2}(x_0 + x_1)].
\]

The phase \( \varphi(z_1,z_0)(x) \) of \( \tilde{T}(z_1) \tilde{T}(z_0)V_0 \) is obtained by adding to the expression (55) of \( \varphi(z_0)(x) \) the integral of the Poincaré form \( p \mathrm{d}x - \sigma(z, z_1) \mathrm{d}t \) along the line segment \( \Gamma_1' \) joining \( (x + x_0, p + p_0) \) to \( (x + x_0 + x_1, p + p_0 + p_1) \); this is
\[
\int_{\Gamma_1'} p \mathrm{d}x - \sigma(z, z_1) \mathrm{d}t = p_1(x + x_0) + \frac{1}{2} p_1 x_1
\]
and hence
\[
\varphi(z_1,z_0)(x) = \varphi_0(x) + p_0 x + p_1(x + x_0) + \frac{1}{2} (p_0 x_0 + p_1 x_1)
\]
A straightforward calculation shows that the phases given by Eqns. (59) and (60) differ by the quantity
\[
\varphi(z_1,z_0)(x) - \varphi(z_0 + z_1)(x) = -\frac{1}{2} \sigma(z_0, z_1)
\]
(it is, up to the sign, the area of the triangle with sides the vectors \( z_0 \), and \( z_1 \); see Fig. 3 in Littlejohn [29]); this immediately implies formula (57).

The important thing to remember is that everything in our construction is entirely classical, without any reference to the canonical commutation relations which are historically at the heart of the definition of the Heisenberg–Weyl operators and of the Heisenberg group.
6. Discussion and (Unconcluding) Remarks
Here are a few facts that could be used to illustrate the topics developed in this paper. It is usually assumed that the quantum wave-particle duality can have no counterpart in classical physics. It is also said that the probabilistic aspects of quantum dynamics are intrinsic and to have no possible relation with underlying unresolved dynamical phenomena. However, Yves Couder and his collaborators (Couder et al. [7]) have recently investigated the properties of a droplet bouncing on a vibrated bath. In this system, a propagative wave-particle association appears when the droplet couples to the surface wave it excites. Surprisingly, both a form of uncertainty and a form of quantization are observed. In these experiments you see textbook quantum mechanics, but everything is perfectly classical! It would be interesting to interpret Couder’s results using our constructs. We mention that in a recent work [5] Bartlett et al. study the reconstruction of a version of QM from classical considerations; this work where the notion of epistemic restriction plays a key role is certainly closely related to our ideas. In [46] Gerand ’t Hooft contends that “...Quantum mechanics is ‘emergent’ if a statistical treatment of large scale phenomena in a locally deterministic theory requires the use of quantum operators”. The fact that Schrödinger’s equation is (mathematically speaking) a classical equation contradicts in some sense this statement, since we are able to associate operators to classical observables, and these operators have a perfectly classical meaning unless one decides, a posteriori, to give their characteristics (e.g., their eigenvalues) a precise physical meaning.

To conclude, let us cite Stephen Adler [2]: “...quantum theory is not a complete, final theory, but is in fact an emergent phenomenon arising from a deeper level of dynamics...” (also see Bateson [6] who makes similar claims).
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