A Sensitivity Analysis with COSMO-LM at 1 km Resolution over South Italy
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Abstract: The results of a sensitivity analysis based on COSMO-LM (COnsortium for Small-Scale MOdeling—Lokal Model) simulations driven by ECMWF-IFS (European Centre for Medium-Range Weather Forecasts—Integrated Forecasting System), global data over a domain located in southern Italy are presented. Simulations have been performed at very high resolution (about 1 km). The main aim of this study is to individuate the most sensitive physical and numerical parameters of the model configuration, comparing a set of 18 simulations in terms of temperature and precipitation against ground observations. The parameters that result in having more influence for a proper representation of temperature and precipitation fields are the heat resistance length of laminar layer (which accounts for the high complexity of the interaction of the atmosphere with the underlying surface) and the minimal diffusion coefficient for heat. Temperature values are strongly influenced also by the vertical variation of critical relative humidity. An optimized tuning of these parameters allows COSMO-LM to improve the representation of simulated main features of this area, with significant bias reductions.

Keywords: limited area models; high resolution; sensitivity study

1. Introduction

Numerical weather prediction (NWP) models are powerful tools of weather forecasting that employ a set of equations describing the flow of fluids. These equations are translated into computer codes and by using governing equations, numerical methods, parameterizations of other physical processes combined with initial and boundary conditions. In particular, limited area models (LAM) are currently used in order to get detailed information over a geographic area of interest. They are driven by global models (GM) with the specific goal of providing atmospheric variables at very high temporal and spatial resolution. LAM formulations include a variety of parameterization schemes, aimed to take into account in a statistical way the effects of those phenomena that are not described by the governing equations or that take place on unresolved scales. A major source of uncertainty both in GM and in LAMs arises from the large number of unconstrained model parameters associated to parameterization schemes. Several studies have demonstrated the importance of this “parameter uncertainty”, by perturbing single and multiple model parameters within plausible ranges determined by expert judgment. Oreskes et al. [1] showed that sensitivity could help to investigate the aspects of the system, which need further study, and the addition of more information. Beven [2] stated that the numerical values of parameters to be used in the model must be set properly, in order to ensure that the main features of the highly heterogeneous real domains are properly reflected in the model. Jarvinen et al. [3] developed a theory to use the existing ensemble prediction infrastructures...
and operational ensemble simulations for an estimation of model closure parameters. This method was applied by Ollinaho et al. [4] to the medium-range forecast skill of the ECMWF model HAMburg version (ECHAM5) atmospheric general circulation model. Ilshaish et al. [5] used genetic algorithms (GA) in order to find an optimal set of values of model closure parameters that appear in physical parameterization schemes. Then, they [6] tested the same scheme with different GA configurations by varying its initial population size in order to get better predictions. The importance of model tuning has been assessed even for long-term climate simulations [7,8]. Since uncertain parameter values are responsible for a part of modelling errors, this uncertainty is constrained by calibration or tuning methods to improve the agreement of the model values with available observations. This process is one of the aspects that requires highly skilled technical human resources in order to distinguish among the most sensitive physical and numerical parameters.

The sensitivity of a LAM to a parameter perturbation has been examined in several studies. Baldauf et al. [9] presented results of the operational NWP COSMO-LM and the related sensitivity activity performed for the convective scale. In 2017, Voudouri et al. [10] examined the feasibility to calibrate a COSMO-LM model using an approach based on an objective multi-variate calibration method built on a quadratic meta-model (MM), originally developed in [11] and then adapted for applications to regional climate models [12]. The MM is a model emulator that performs a calibration based on sampling of the parameter space using several COSMO-LM simulations, and then fitting a (continuous) quadratic regression in this space. This fit allows reproducing the forecasted field for a given day/region for any parameter combination (taken within predefined parameter range). It was found that this method is affordable in terms of computing resources and effective in terms of improved forecast quality. Successively, Voudouri et al. [13] applied the proposed methodology for the calibration of COSMO-LM at high horizontal resolution (2 km) over a domain including Switzerland and Northern Italy. They found that this method allows a temperature bias reduction of about 0.2 °C and an improvement of the overall performances of the model. However, it should be noted that the results indicate a relatively low benefit with respect to the computational cost of the method, as it remains expensive for a regular usage of the calibration procedure. The possibility of using automatic model calibration platforms was investigated also by Duan et al. [14], who developed a platform called “Uncertainty Quantification Python Laboratory”. This platform allows reducing the number of tunable parameters to a tractable level and implements an optimization algorithm that uses only a small number of model simulations. It could be achieved by constructing a meta-model to represent the error response surface of the dynamical NWP model using a finite number of simulations.

In the present work, the results of a sensitivity analysis performed with COSMO-LM over a domain located in southern Italy at 0.009° spatial resolution (about 1 km) are discussed and analyzed. At this very high resolution, the convection resolving NWP models pose further challenges in the process of configuration optimization. The sensitivity analysis to parameters, through a tuning procedure, is aimed to select those that have been shown to play a significant role in determining model response [12]. As stated in [13], the computational resources required for the application of automatic calibration methods are rather heavy due to the high number of parameters to be considered and the related number of simulations to be performed. For example, the cost of the method proposed in [13] is associated with the number of simulations required to fit the meta-model: as demonstrated in [11], the minimum number of simulations for calibrating n parameters is equal to 2n + n × (n – 1)/2. Thus, calibration of a model over an entire year and adopting a fine resolution, such as 1 km, requires a considerable amount of computing power. This is the reason why the choice of key parameters plays a crucial role in order to avoid useless increase of computational resources.

The importance of the model calibration has been acknowledged by the COSMO Consortium through the establishment of the priority project CALMO (2013–2016), aimed to develop a method supporting an objective calibration of the input parameters of the model [15]. In particular, the asymptotic turbulence length scale, the mean entrainment rate for shallow convection, and the surface area index of evaporative soil surfaces were object of tuning. In this frame, an optimized set of
parameters was evaluated for a domain centered over Central Europe, at resolution of about 2.2 km and applied to smaller domains too, e.g., North Italy [16]. Moreover, since 2017 the priority project CALMO-MAX is in progress, aiming to extend and consolidate the findings of the previous project, including also a focus on extreme events. From this point of view, this work is aimed to provide a contribution to the selection of model parameters (and their values) that result to be more effective for a proper representation of intense weather events. For this reason, the model sensitivity was carried out considering periods in which the area under study was affected by severe weather conditions.

The paper is organized as follows: Section 2 contains a description of the model set-up and of the test case considered; in Section 3, a description of the methodology used is reported; in Section 4 results are presented and discussed. Concluding remarks are discussed in Section 5.

2. Model Setup

2.1. The COSMO-LM Model

The COSMO-LM model [17], designed as an NWP tool, was developed in the frame of the European consortium COSMO (COnsortium for Small-Scale MOdeling), a group of national meteorological services of European countries that pool their research and development resources in the field of regional NWP. COSMO-LM is a non-hydrostatic limited area model for three-dimensional compressible flows, based on the primitive hydro-thermodynamical equations. The atmosphere is treated as a multicomponent continuum, which is constituted by dry air, water vapor, liquid, and solid water, forming an ideal mixture. The system is subject to the external influence of gravity and Coriolis forces [18].

The model equations are solved numerically on a rotated latitude longitude grid, with terrain-following coordinates in the vertical, using an Eulerian finite difference approach. The time integration is also performed by discrete stepping, using a fixed time step. Different algorithms of integrations (Leapfrog, Runge–Kutta) are implemented. Physical processes not resolved by the three-dimensional numerical grid are parameterized in order to estimate the properties of sub-grid scale processes. The model version used in this work is the cosmo5.04h, released in 2017. Modifications introduced in the latest versions of the model do not have relevant effects on the results of the present analysis.

The COSMO model uses a “configuration file” to specify the values of runtime parameters. The model configuration consists of a selection among different numerical schemes and parameterizations of grid- and sub-grid scale physical phenomena, such as convection, radiation, turbulence, microphysics, and land-atmosphere interaction. For each of these schemes, input parameters that appear as constants or exponents must be specified. Currently there is not a specific calibration procedure on the unconfined parameters existing in the COSMO model. Applications over different regions and weather types are performed using default values of these parameters, obtained by model developers through a non-objective procedure known as “expert tuning”. A basic model configuration has been defined by MeteoSwiss in order to perform daily operational simulations at very high resolution (about 1 km). This configuration assumes that the deep convection is explicitly solved, as prescribed when such a high resolution is employed, while the shallow convection is parameterized using the Tiedtke scheme [19]. Several internal turbulence switches have been modified in order to reproduce the scheme based on the diagnostic turbulence closure [20] as accurate as possible. This scheme assumes that the diffusion coefficients for momentum and heat (which couple the turbulent fluxes with the vertical gradients) are determined in terms of wind shear and thermal stability. Some preliminary tests have been performed also with new COSMO physics schemes (namely the modified prognostic TKE turbulence), but they were not yet successful.
2.2. The Considered Test Cases and Datasets

In the present work, numerical simulations were performed over the domain 12.22°–14.55° E; 40.63°–41.88° N (extending for about 260 km in longitude and 138 km in latitude. A spatial resolution of 0.009° (about 1 km) was chosen, leading to a domain with 260 × 138 points and 60 vertical levels. The time step was set equal to 10 s. Initial and boundary conditions were provided by the ECMWF IFS model [21], characterized by a spatial resolution of 0.075° (about 8.5 km). The boundary conditions were updated every 3 h. Numerical simulations (duration: 24 h each) were performed for each of the selected days (listed below) assuming a 6-h spin-up period for each day considered, in accordance with [22].

The area under study includes the northern part of Campania region and the southern part of Lazio (Figure 1). It can be ideally subdivided into two climate areas, a mild one influenced by the sea and a colder one, including internal areas characterized by the presence of mountains. Regarding precipitation, most of the region is exposed to the humid westerly winds and, consequently, high precipitation values are recorded even along the coasts, generally up to 1000 mm/year. In the last years, extreme meteorological events have affected this area, with very intense and localized precipitation events and destructive strong winds, associated by the scientific community with the increase of Mediterranean temperature, especially the Tyrrhenian Sea, where storm cells are generated.

Two periods were selected as test cases for this work. The first one is 3–6 November 2017 and was selected since during 5–6 November 2017, Italy was affected by a strong perturbation, which caused intense precipitation and related hazards. Therefore, it represents a suitable case to test COSMO-LM and its capability in reproducing intense weather conditions. In particular, the analysis of the atmospheric scenario at the synoptic scale highlighted the presence of a high-pressure area over Campania region for 3–4 November. During 5 November, a cyclonic circulation moved towards the western part of Mediterranean Sea, affecting also the Campania region in the afternoon. The associated cold front determined an intense lightning activity and convective rain over Campania in the afternoon.

Figure 1. The computational domain considered, including northern Campania and southern Lazio regions. The Italian Aerospace Research Center (CIRA) site is specified.
The second one is 19–20 November 2018 when a low pressure system coming from Western Mediterranean ran over Sardinia first and then hit the south-central regions of Italy, determining intense storms and gusts.

In order to perform detailed and accurate analysis, evaluation was performed considering hourly observational data provided by the Italian Aerospace Research Center (CIRA, Capua; geographical coordinates: 14.12° E; 41.10° N) ground station for temperature and disdrometer for precipitation. Moreover, daily precipitation data from 76 stations spread over Campania region, provided by “Centro Funzionale Direzione Generale della Protezione Civile” (Italian Civil Protection) and made available by ANCE (Associazione Nazionale Costruttori Edili) were used, in order to have a quantitative evaluation over a wider range of stations. Then, daily temperature and precipitation data for selected stations located in the southern part of Lazio region were provided by the Sistema nazionale per l’elaborazione e diffusione di dati climatici (SCIA) system (national system for the collection, elaboration, and diffusion of climate data) developed by Istituto Superiore Protezione e Ricerca Ambientale (ISPRA) [23].

3. Sensitivity

3.1. Description of Parameters Considered

In this work, the sensitivity analysis was conducted starting from the basic model configuration developed by Meteoswiss, which uses optimized values parameters according with the findings of PP CALMO [24]. Starting from the basic configuration, the values of the parameters listed in Table 1 were perturbed. This table contains also the default value (assumed in the reference configuration) and the range of values (maximum/minimum) in which the parameters can be varied, without losing physical significance, i.e., the range was chosen so that the process described by the parameterization scheme was feasible. The selection of the parameters to be calibrated was a crucial task, since there are numerous parameters in COSMO model indicatively related to sub-grid scale turbulence, surface layer parameterization, grid-scale clouds, precipitation, moist and shallow convection, radiation, soil scheme, etc. [25,26]. In the frame of PP CALMO [24], 12 parameters were considered, respectively associated with turbulence (tur_len, tkhmin, tkmmin), surface layer parameterization (rat_sea, rlam_heat, crsmin, kexpdec), grid-scale precipitation (v0snow), moist and shallow convection (entr_sc), radiation (radqc_fact, uc1), and soil scheme (c_soil). In the present analysis, according with the guidelines of the ongoing PP CALMO-MAX, only seven parameters were selected, since it is essential to reduce the computing costs in order to make this method usable for NWP operational systems, neglecting those parameters that previously have shown less impact. Thus, the parameters selected were tkhmin, rlam_heat, v0snow, uc1, radqc_fact, kexpdec, and fac_root_dp.

| Parameterization | Name         | Minimum | Default | Maximum | Description                                                                 |
|------------------|--------------|---------|---------|---------|----------------------------------------------------------------------------|
| Vertical turbulent diffusion | tkhmin (m²/s) | 0.1     | 0.4     | 2       | Minimal diffusion coefficient for heat                                       |
| Soil and vegetation processes | rlam_heat (no units) | 0.1     | 1       | 2       | Factor for laminar resistance for heat                                        |
| Microphysics     | v0snow (no units) | 10      | 20      | 30      | Factor for vertical velocity of snow                                         |
| Radiation        | uc1 (no units) | 0       | 0.3     | 1       | Vertical variation of critical relative humidity for sub-grid cloud formation |
| Radiation        | radqc_fact (no units) | 0.3     | 0.6     | 0.9     | Fraction of cloud water and ice considered by the radiation scheme           |
| Soil and vegetation processes | kexpdec (m⁻¹) | 0       | 2       | 1       | Factor for hydraulic conductivity                                            |
| Soil and vegetation processes | fac_rootdp (no units) | 0.5     | 1       | 1.5     | Modification factor for rootdp                                              |

The tkhmin controls the minimum value for the turbulence coefficient for heat. The calculation of the vertical diffusion coefficient for heat is based on the hierarchy level 2 scheme of the equations for
the second order moments [27]. It can be derived from a diagnostic form of the equation for turbulent kinetic energy. This formulation assumes an equilibrium between the dissipation of turbulent kinetic energy and its production due to mechanical forcing by vertical shear and thermal forcing by buoyancy. Its value becomes noteworthy when the turbulent diffusion coefficients are small, e.g., at stable stratification conditions, during the night and during cold days near the surface [28]. The rlam_heat regulates the heat resistance length of laminar layer in such a way that at higher values corresponds to a larger resistance of laminar layer for heat transfer [29]. It was introduced to take into account the high complexity of the interaction of the atmosphere with the underlying surface. The surface fluxes in COSMO are parameterized by using serial resistances. The laminar resistance evaluates the non-turbulent flux through a layer between the atmosphere and surface, where diffusive heat fluxes are recorded. This diffusive component is related to the roughness length, which depends on the roughness type. To account for this uncertainty, the rlam_heat factor was introduced [30]. The v0snow is the factor in the terminal velocity for snow and is used in the grid-scale clouds and precipitation parameterizations. The uc1 is the parameter for vertical variation of critical relative humidity for sub-grid cloud formation. It is an empirical parameter for computing the rate of cloud cover. The cloud formation is accounted for by using physical functions, which rely on critical relative humidity levels at which clouds are expected to form [31]. The critical humidity for the sub-grid cloud formation is parameterized using a specific formula that depends on uc1. The radqc_fact represents the fraction of cloud water and ice considered by the radiation scheme. More specifically, it represents the portion of cloud water content of a single grid cell “seen” by the radiation. The kexpdec is a decay factor in the formulation proposed in [32] for the vertical profile of saturated hydraulic conductivity, which depends on the depth of the soil profile through an exponential function. Tuning of kexpdec aims to find an optimal configuration of the land surface model, which provides realistic lower boundary conditions to temperature and moisture. According to [32], the default value of kexpdec is 2 (referred to global and regional applications), but in the present sensitivity runs it was varied between 0 and 1, as suggested in [32] for local applications. The fac_root_dp is a modification factor to account for the uncertainty in root depth values prescribed by external data. Plant roots can plunge up to meters into the soil and then access water storage in deep soil. They are able to transport moisture to the surface and increase latent heat fluxes through plant transpiration, affecting surface temperatures [33].

3.2. The Procedure Adopted

In this work, model performances were evaluated considering two-meter temperature (T2m) and total precipitation (accumulated liquid and frozen water that falls to the Earth’s surface), since they represent the basic variables of a weather system and a good representation of their values is a precondition for further analysis. Simulation and observational data were compared focusing on their spatio-temporal characteristics.

Starting from the reference configuration (identified as c0), different configurations were defined by varying initially one parameter at a time and subsequently a combination of parameters. More specifically, seven configurations (c2, c4, c6, c8, c10, c12, c14) were defined by using the maximum value of a single parameter and keeping others equal to their default. Seven other configurations (c1, c3, c5, c7, c9, c11, c13) were defined by using the minimum value of a single parameter and keeping others equal to their default. Successively, further configurations (interaction configurations) were defined by changing the values of two parameters, in combination with their minimum/maximum values (c15 to c18). The choice of the parameters considered in the interaction configurations was done keeping those parameters that have been proven more effective in terms of improving model performances, namely rlam_heat, uc1, tkhmin, and v0snow. Moreover, following Bellprat et al. [34], an initial condition ensemble of four simulations was performed for each test case, i.e., starting the simulation, respectively, 6-, 12-, 18-, and 24-h before and using the solution at h. 24 as the initial condition for the current simulation. In this way, it is possible to consider the effects of the model internal variability on the analyses. It is worth mentioning that uncertainties related to different boundaries could affect, as well,
4. Results

4.1. Analysis in Terms of Temperature

The first analysis was performed contemplating the hourly time series of T2m, comparing the data provided by the CIRA ground station with model data obtained with the different configurations, considering the nearest grid point to the CIRA site. Figure 2 shows the time series of T2m for observational and model data (reference configuration c0 and sensitivity configurations from c1 to c8) over a period of 96 h, from 01:00 3 November 2017 to 24:00 6 November 2017. In a similar way, Figure 3 shows the time series of T2m for observational data and model data (reference configuration c0 and sensitivity configurations from c9 to c18). For a better quantification of performances of sensitive runs, Table 3 shows the daily mean T2m values for each day considered in the 2017 and 2018 events for both observational and model data (all the configurations apply). The maximum deviation from the reference simulation with the initial condition ensemble (cP) is also shown. The last line contains the average cumulative errors with respect to observations. In a similar manner, Tables 4 and 5 show, respectively, the daily maximum and minimum T2m values. It is evident that, with the c0 configuration, the maximum value of the first day is well reproduced, while it is underestimated in the other days. Mean and minimum values are overestimated in all days. A good improvement in the representation of maximum values is achieved with c7, which allows a null bias on 6 November 2017 and a bias reduction on 5 November 2017. The c15 allows a good improvement on 4–5 November 2017 and 19–20 November 2018, but conversely overestimates the maximum values on 3 and 6 November 2017. Good improvements are achieved also for the minimum values; in particular, c7 and c15 allow a better representation of the days of 2017 event, while c17 allows an improvement on 4 and 6 November 2017. Moreover, c1 performs better on 3 November 2017, while c14 and c16 perform better on 19 November 2018. Finally, for all the cases considered, the effects of internal variability (cP) are limited to small variations (about 1–2%).

In order to avoid the limitation of analysis related to a single spatial point, the effects of the sensitivity were investigated over a wider area, comparing model data with SCIA daily observational data. More specifically, six stations located in southern Lazio (namely Arpino, S. Elia Fiumerapido, S. Giorgio a Liri, Formia, Frosinone and Alvito) were considered. For each station, the nearest grid point was selected. Results are presented in terms of average values (average observational values and average model values for the different configurations). In detail, Table 6 shows the maximum daily values of T2m for 5 and 6 November 2017 and 19 and 20 November 2018. Similarly, Table 7 shows daily

---

### Table 2. List of sensitivity runs and associated changes in the parameters with respect to c0.

| Experiment Name | Modified Parameter | Experiment Name | Modified Parameters |
|-----------------|--------------------|-----------------|---------------------|
| c0              | Default            | c10             | radfac (max)        |
| c1              | tkhmin (min)       | c11             | fac_root_dp (min)   |
| c2              | tkhmin (max)       | c12             | fac_root_dp (max)   |
| c3              | rlam_heat (min)    | c13             | kexpdec at 0        |
| c4              | rlam_heat (max)    | c14             | kexpdec at 1        |
| c5              | v0snow (min)       | c15             | rlam_heat (min), uc1 (min) |
| c6              | v0snow (max)       | c16             | rlam_heat (min), tkhmin (max) |
| c7              | uc1 (min)          | c17             | uc1 (min), v0snow (max) |
| c8              | uc1 (max)          | c18             | rlam_heat (min), v0snow (max) |
| c9              | Radfac (min)       | cP              | Perturbed initial conditions |

---
minimum values. The results highlight that the maximum values are always underestimated by c0, but improvements are achieved with several configurations, in particular with c17 for 5 November 2017, with c1 and c17 for 6 November 2017, and with c3 for 20 November 2018. Looking at the individual stations (value not shown in the tables), it shows that considerable improvements for the maximum temperature (bias reduction of 0.6 °C) are achieved in Arpino with c3 and c18, in S. Giorgio Liri with c7 and c17. Significant improvements for the minimum temperature (bias reduction of 0.5 °C) are achieved in Arpino with c7 and c17 and in Alvito with c15.

![Figure 2](image-url)  
**Figure 2.** Time series of T2m (°C) at the CIRA site for event from 3 to 6 November 2017: observational and model data for reference configuration and sensitive configurations from c1 to c8.

![Figure 3](image-url)  
**Figure 3.** Time series of T2m (°C) at the CIRA site for event from 3 to 6 November 2017: observational and model data for reference configuration and sensitive configurations from c9 to c18.
Table 3. Daily mean two-meter temperature (T2m) values (°C) at the CIRA site for the days considered, for observational and model data (all configurations). Average cumulative errors with respect to observations. Maximum deviation (cP) from the reference simulation with the initial condition ensemble.

| OBS          | cP | c0 | c1 | c2 | c3 | c4 | c5 | c6 | c7 | c8 | c9 | c10 | c11 | c12 | c13 | c14 | c15 | c16 | c17 | c18 |
|--------------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| 3 November 2017 | 14.6 | 0.1 | 15.8 | 15.7 | 16.3 | 15.8 | 15.8 | 15.8 | 15.3 | 15.9 | 15.8 | 15.8 | 15.8 | 15.8 | 15.8 | 15.8 | 15.8 | 15.8 | 15.3 | 16.4 | 15.3 | 15.8 |
| 4 November 2017 | 15.3 | 0.2 | 15.7 | 15.7 | 16.3 | 15.8 | 15.7 | 15.7 | 15.7 | 15.8 | 15.8 | 15.8 | 15.7 | 15.8 | 15.8 | 15.8 | 15.8 | 15.8 | 15.7 | 16.2 | 15.6 | 15.8 |
| 5 November 2017 | 15.9 | 0.1 | 16.5 | 16.4 | 16.8 | 16.5 | 16.5 | 16.5 | 16.6 | 16.5 | 16.5 | 16.6 | 16.5 | 16.6 | 16.5 | 16.6 | 16.5 | 16.5 | 16.3 | 16.8 | 16.3 | 16.5 |
| 6 November 2017 | 13.6 | 0.2 | 15.1 | 15.1 | 15.4 | 15.4 | 15.0 | 15.2 | 15.1 | 15.1 | 15.1 | 15.1 | 15.1 | 15.1 | 15.1 | 15.1 | 15.1 | 15.1 | 15.2 | 14.9 | 15.3 |
| 19 November 2018 | 10.6 | 0.3 | 10.4 | 10.4 | 11.0 | 10.4 | 10.4 | 10.3 | 10.2 | 10.4 | 10.4 | 10.4 | 10.4 | 10.4 | 10.4 | 10.4 | 10.4 | 10.2 | 11.1 | 10.2 | 10.4 |
| 20 November 2018 | 14.9 | 0.1 | 16.4 | 16.4 | 16.6 | 16.4 | 16.4 | 16.3 | 16.1 | 16.4 | 16.4 | 16.4 | 16.4 | 16.4 | 16.4 | 16.4 | 16.4 | 16.4 | 16.1 | 16.1 | 16.1 |
| Average error | - | - | 0.8 | 0.8 | 1.2 | 0.9 | 0.8 | 0.8 | 0.6 | 0.9 | 0.8 | 0.8 | 0.8 | 0.8 | 0.8 | 0.8 | 0.6 | 1.3 | 0.5 | 0.8 |

Table 4. Daily maximum T2m values (°C) at the CIRA site for the days considered, for observational and model data (all configurations). Average cumulative errors with respect to observations. Maximum deviation (cP) from the reference simulation with the initial condition ensemble.

| OBS          | cP | c0 | c1 | c2 | c3 | c4 | c5 | c6 | c7 | c8 | c9 | c10 | c11 | c12 | c13 | c14 | c15 | c16 | c17 | c18 |
|--------------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| 3 November 2017 | 19.3 | 0.2 | 19.5 | 19.4 | 19.8 | 19.8 | 19.5 | 19.6 | 19.9 | 19.9 | 19.5 | 19.5 | 19.5 | 19.5 | 19.5 | 19.5 | 19.5 | 19.5 | 19.5 | 19.9 | 20.0 | 19.8 |
| 4 November 2017 | 24.0 | 0.3 | 20.8 | 20.5 | 21.0 | 20.8 | 20.7 | 20.7 | 20.7 | 20.6 | 20.6 | 20.7 | 20.8 | 20.8 | 20.7 | 20.7 | 20.9 | 21.0 | 20.7 | 20.9 |
| 5 November 2017 | 20.2 | 0.2 | 19.5 | 19.5 | 19.6 | 19.5 | 19.5 | 19.5 | 19.7 | 19.4 | 19.5 | 19.5 | 19.5 | 19.5 | 19.5 | 19.5 | 19.5 | 19.5 | 19.6 | 19.7 | 19.5 |
| 6 November 2017 | 18.2 | 0.2 | 17.8 | 17.7 | 17.9 | 18.2 | 17.6 | 17.8 | 17.8 | 18.2 | 17.7 | 17.8 | 17.8 | 17.8 | 17.8 | 17.8 | 18.6 | 18.3 | 18.2 | 18.3 |
| 19 November 2018 | 18.4 | 0.1 | 15.1 | 15.1 | 15.5 | 15.1 | 15.0 | 15.1 | 15.1 | 15.0 | 15.1 | 15.1 | 15.1 | 15.1 | 15.1 | 15.1 | 15.1 | 15.1 | 15.1 | 15.5 | 15.0 |
| 20 November 2018 | 20.5 | 0.2 | 19.1 | 19.1 | 19.3 | 19.1 | 19.1 | 19.1 | 19.1 | 19.0 | 19.1 | 19.1 | 19.1 | 19.1 | 19.1 | 19.3 | 19.0 | 19.2 | 19.1 |
| Average error | - | - | -1.5 | -1.5 | -1.2 | -1.3 | -1.5 | -1.5 | -1.3 | -1.5 | -1.5 | -1.5 | -1.5 | -1.5 | -1.5 | -1.5 | -1.1 | -1.3 | -1.3 | -1.3 |
Table 5. Daily minimum T2m values (°C) at the CIRA site for the days considered, for observational and model data (all configurations). Average cumulative errors with respect to observations. Maximum deviation (cP) from the reference simulation with the initial condition ensemble.

| OBS         | cP | c0 | c1 | c2 | c3 | c4 | c5 | c6 | c7 | c8 | c9 | c10 | c11 | c12 | c13 | c14 | c15 | c16 | c17 | c18 |
|-------------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| 3 November 2017 | 10.5 | 0.1 | 12.5 | 12.3 | 13.5 | 12.4 | 12.6 | 12.5 | 12.2 | 12.6 | 12.5 | 12.5 | 12.5 | 12.5 | 12.5 | 12.5 | 11.6 | 13.3 | 12.2 | 12.4 |
| 4 November 2017 | 10.0 | 0.3 | 12.4 | 12.4 | 12.9 | 12.5 | 12.4 | 12.4 | 12.3 | 12.5 | 12.4 | 12.4 | 12.4 | 12.4 | 12.4 | 12.5 | 12.5 | 12.3 | 12.9 | 12.3 | 12.5 |
| 5 November 2017 | 9.5 | 0.2 | 11.2 | 10.5 | 12.6 | 11.2 | 11.3 | 11.2 | 11.2 | 10.9 | 11.5 | 11.2 | 11.2 | 11.2 | 11.2 | 11.2 | 11.2 | 11.0 | 12.6 | 11.0 | 11.2 |
| 6 November 2017 | 9.7 | 0.1 | 12.2 | 12.2 | 12.4 | 12.4 | 12.2 | 12.4 | 12.2 | 12.3 | 12.2 | 12.2 | 12.2 | 12.2 | 12.2 | 12.3 | 12.3 | 12.3 | 12.7 | 12.0 | 12.4 |
| 19 November 2018 | 8.1 | 0.3 | 7.3 | 7.3 | 8.0 | 7.4 | 7.3 | 7.3 | 7.2 | 7.1 | 7.3 | 7.3 | 7.3 | 7.3 | 7.3 | 7.3 | 7.7 | 7.3 | 7.3 | 7.3 | 7.4 |
| 20 November 2018 | 10.4 | 0.2 | 14.6 | 14.6 | 14.8 | 14.5 | 14.7 | 14.6 | 14.6 | 14.7 | 14.6 | 14.6 | 14.6 | 14.6 | 14.6 | 14.6 | 14.8 | 14.6 | 14.8 | 14.6 | 14.6 |
| Average error | - | - | 2.0 | 1.9 | 2.7 | 2.0 | 1.9 | 2.0 | 2.0 | 2.0 | 2.0 | 2.0 | 2.0 | 2.0 | 2.0 | 1.9 | 1.8 | 2.6 | 1.9 | 2.1 |

Table 6. Daily maximum T2m values (°C) averaged over the SCIA stations for the days considered, for observational and model data (all configurations). Maximum deviation (cP) from the reference simulation with the initial condition ensemble.

| OBS         | cP | c0 | c1 | c2 | c3 | c4 | c5 | c6 | c7 | c8 | c9 | c10 | c11 | c12 | c13 | c14 | c15 | c16 | c17 | c18 |
|-------------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| 5 November 2017 | 19.3 | 0.2 | 18.5 | 18.6 | 18.8 | 18.6 | 18.6 | 18.7 | 18.6 | 18.9 | 18.6 | 18.7 | 18.6 | 18.7 | 18.7 | 18.7 | 18.7 | 18.8 | 18.7 | 18.8 | 18.7 |
| 6 November 2017 | 18.5 | 0.1 | 17.8 | 18.2 | 18.0 | 18.1 | 17.9 | 17.9 | 17.9 | 17.9 | 17.9 | 17.9 | 17.9 | 17.9 | 17.9 | 17.9 | 17.8 | 17.8 | 18.0 | 18.1 | 18.2 | 18.0 |
| 19 November 2018 | 14.2 | 0.1 | 14.1 | 14.4 | 14.2 | 14.5 | 14.0 | 14.3 | 14.3 | 14.2 | 14.3 | 14.2 | 14.3 | 14.3 | 14.3 | 14.3 | 14.3 | 14.4 | 14.3 | 14.4 | 14.3 |
| 20 November 2018 | 18.4 | 0.4 | 16.1 | 16.1 | 16.2 | 16.6 | 16.0 | 16.1 | 16.1 | 16.0 | 16.1 | 16.2 | 16.1 | 16.1 | 16.1 | 16.1 | 16.2 | 16.1 | 16.2 | 16.1 | 16.1 |

Table 7. Daily minimum T2m values (°C) averaged over the SCIA stations for two days, for observational and model data (all configurations). Maximum deviation (cP) from the reference simulation with the initial condition ensemble.

| OBS         | cP | c0 | c1 | c2 | c3 | c4 | c5 | c6 | c7 | c8 | c9 | c10 | c11 | c12 | c13 | c14 | c15 | c16 | c17 | c18 |
|-------------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| 5 November 2017 | 7.8 | 0.2 | 9.3 | 9.1 | 9.4 | 9.3 | 9.2 | 9.2 | 9.0 | 9.3 | 9.2 | 9.2 | 9.2 | 9.2 | 9.2 | 9.2 | 9.2 | 9.2 | 9.1 | 9.5 | 9.1 | 9.3 |
| 6 November 2017 | 7.5 | 0.1 | 8.2 | 8.2 | 8.4 | 8.4 | 8.1 | 8.4 | 8.2 | 8.2 | 8.1 | 8.2 | 8.2 | 8.1 | 8.2 | 8.2 | 8.2 | 8.3 | 8.4 | 8.1 | 8.3 |
| 19 November 2018 | 2.7 | 0.3 | 6.5 | 6.5 | 6.7 | 6.7 | 6.2 | 6.7 | 6.5 | 6.0 | 6.5 | 6.5 | 6.4 | 6.5 | 6.5 | 6.5 | 6.5 | 6.5 | 6.6 | 6.8 | 6.0 | 6.5 |
| 20 November 2018 | 9.1 | 0.4 | 11.3 | 11.3 | 11.4 | 11.4 | 11.0 | 11.5 | 11.3 | 11.2 | 11.3 | 11.3 | 11.0 | 11.3 | 11.4 | 11.3 | 11.4 | 11.5 | 11.0 | 11.3 |
Even if observational data are not available over the whole domain, it is interesting to analyze how the sensitivity configurations modify the distribution of temperature with respect to the reference one. Figure 4 shows the T2m distribution related to 5 November 2017 at 6.00 (hour 54, corresponding to a minimum value) for the reference configuration c0 and the differences of distribution obtained with configurations that have been proven to produce better improvements (i.e., c1, c7, and c17) with respect to the reference one. The CIRA site is highlighted with a blue dot. From the data already discussed, it shows that c0 generally overestimates the minimum temperature. The maps of Figure 4 highlight that c7 and c17 provide lower values over the whole domain (generally reducing the bias), while with c1 benefits are confined to smaller areas, close to the CIRA site. Similarly, Figure 5 shows the T2m distribution related to 3 November 2017 (mean value) for c0, and the difference of distribution obtained with c7, c15, and c17 with respect to the reference one. As already said, c0 overestimates mean T2m of about 1.2°C at the CIRA site, but the other three configurations are able to reduce significantly this bias. A reduction of temperature is observed over the northern Campania region (eastern part of the domain), while warmer temperatures are recorded in the northern part of the domain, over the sea and along the coastal area.

Figure 4. T2m distribution (°C) related to 5 November at 6.00 (hour 54) for configuration c0 (reference), and difference of distributions obtained with configurations c1, c7, and c17 compared to the reference one. The CIRA site is identified by a blue dot.

Figure 5. T2m distribution (°C) related to 3 November (mean value) for configuration c0 (reference) and difference of distributions obtained with configurations c7, c15, and c17 compared to the reference one. The CIRA site is identified by a blue dot.
4.2. Analysis in Terms of Precipitation

The second analysis was performed considering daily precipitation values, comparing data provided by ANCE and SCIa with model data obtained with the different configurations. On 3–4 November 2017, observed precipitation values are almost zero everywhere, and these null values are well reproduced by all the model configurations (considering the nearest grid point). On 5–6 November 2017, and 20 November 2018 high precipitation was observed. Table 8 shows the daily precipitation values in these days, averaged over the whole network of 76 ANCE stations, for observational and model data (all the configurations). The maximum deviation from the reference simulation with the initial condition ensemble (cP) is also shown. These values reveal that c0 underestimates the observed value and that improvements are recorded with the configurations c3, c15, c16, and c18. These are all characterized by rlam_heat at minimum. For all the cases considered, the effects of internal variability (cP) are limited to small variations (about 2–3%). Then, more specifically, we analyzed the behavior of the model in selected stations at different altitudes, namely Benevento (135 m), Grazzanise (12 m), Montemarano (800 m), Giffoni (250 m). Tables 9 and 10 show the observed and model values, respectively, for 6 November 2017 and 20 November 2018 for these stations, with the configurations (i.e., c3, c15, c16, c18) that have been proven to provide the best results. In Benevento and Grazzanise (low altitude sites) precipitation is largely underestimated by the reference configuration (more than 50%), but relevant improvements are achieved with c15 and c18. In Montemarano (high altitude) precipitation is slightly underestimated by c0, and quite improved by c18. In Giffoni (medium altitude), underestimation with c0 is more than 50%, but improvements are obtained with c16 and especially with c18 also in this case.

| Table 8. Daily precipitation values (mm) averaged over the network of ANCE (Associazione Nazionale Costruttori Edili) stations, for observational and model data (all configurations). Maximum deviation (cP) from the reference simulation with the initial condition ensemble. |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| OBS | cP | c0 | c1 | c2 | c3 | c4 | c5 | c6 | c7 | c8 | c9 | c10 | c11 | c12 | c13 | c14 | c15 | c16 | c17 | c18 |
| 5 November 2017 | 26.1 | 0.4 | 13.1 | 13.1 | 13.1 | 16.9 | 12.4 | 13.4 | 13.1 | 13.1 | 13.1 | 13.1 | 13.1 | 13.1 | 13.1 | 13.1 | 13.1 | 17.1 | 14.1 | 17.1 | 17.8 |
| 6 November 2017 | 51.1 | 1.3 | 36.0 | 35.8 | 35.5 | 39.4 | 35.8 | 35.9 | 35.8 | 35.9 | 35.9 | 36.0 | 35.9 | 35.9 | 35.9 | 35.9 | 35.9 | 39.6 | 39.1 | 35.8 | 39.5 |
| 20 November 2018 | 34.7 | 0.5 | 22.2 | 22.1 | 22.0 | 30.3 | 21.6 | 22.5 | 22.6 | 22.5 | 21.0 | 22.2 | 22.2 | 22.2 | 29.2 | 25.2 | 22.2 | 29.2 | 25.2 | 24.2 | 30.3 |

| Table 9. Daily precipitation values (mm) for 6 November 2019 for specific ANCE stations, for observational value and model data (selected configurations). |
|---|---|---|---|---|
| OBS | c0 | c3 | c15 | c16 | c18 |
| Benevento | 28.8 | 12.7 | 15.8 | 21.5 | 11.1 | 23.1 |
| Grazzanise | 27.2 | 11.9 | 14.3 | 15.1 | 13.8 | 18.5 |
| Montemarano | 40.6 | 25.6 | 21.0 | 23.5 | 23.6 | 30.1 |
| Giffoni | 71.0 | 30.1 | 27.2 | 25.5 | 34.3 | 38.7 |

| Table 10. Daily precipitation values (mm) for 20 November 2018 for specific ANCE stations, for observational value and model data (selected configurations). |
|---|---|---|---|---|
| OBS | c0 | c3 | c15 | c16 | c18 |
| Benevento | 18.9 | 13.2 | 15.6 | 16.5 | 11.0 | 17.5 |
| Grazzanise | 25.8 | 12.0 | 16.7 | 20.2 | 20.4 | 27.2 |
| Montemarano | 45.6 | 21.6 | 20.5 | 21.2 | 37.2 | 38.4 |
| Giffoni | 5.0 | 0.0 | 0.3 | 2.0 | 2.5 | 1.3 |

Table 11 shows the daily values of precipitation for 5–6 November 2017 and for 19–20 November 2018 (observational value and model data with the different configurations), averaged over the
six stations taken from SCIA datasets (already considered for temperature analysis). Significant improvements are achieved with the same configurations already mentioned for ANCE data, namely c3, c15, c16, and c18. Looking at the individual stations (data not shown), it shows that (with the exception of Frosinone) precipitation is always underestimated with the reference configuration.

Table 11. Daily precipitation values (mm) averaged over the network of SCIA stations, for observational and model data (all configurations). Maximum deviation (cP) from the reference simulation with the initial condition ensemble.

| Date             | OBS | cP  | c0  | c1  | c2  | c3  | c4  | c5  | c6  | c7  | c8  | c9  | c10 | c11 | c12 | c13 | c14 | c15 | c16 | c17 | c18 |
|------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 5 November 2017  | 34.7| 0.2 | 20.4| 21.4| 20.5| 29.3| 17.0| 16.2| 20.0| 23.2| 21.9| 20.1| 20.6| 20.4| 20.4| 19.5| 21.4| 33.5| 32.5| 21.7| 34.6|
| 6 November 2017  | 21.9| 0.3 | 9.4 | 9.7 | 9.4 | 14.2| 9.2 | 7.6 | 10.1| 8.5 | 9.5 | 9.8 | 9.5 | 9.4 | 9.4 | 9.6 | 9.2 | 13.1| 14.6| 9.4 | 14.9|
| 19 November 2018 | 87.7| 0.1 | 34.7| 34.9| 33.2| 52.3| 33.3| 28.5| 40.4| 33.5| 34.8| 41.2| 33.7| 34.7| 34.8| 34.7| 34.1| 41.5| 53.2| 31.3| 28.2|
| 20 November 2018 | 31.9| 0.3 | 23.2| 24.6| 22.5| 28.3| 23.0| 23.2| 27.5| 24.2| 23.6| 23.8| 22.9| 23.0| 23.1| 22.9| 23.0| 28.4| 29.0| 23.5| 27.2|

Even if gridded data over the whole area are not available, it is interesting to analyze how the sensitivity configurations modify the precipitation distribution with respect to the reference one. Figure 6 shows the precipitation distribution related to 6 November 2017 obtained with the reference configuration and the difference of distribution obtained with c3, c16, and c18 with respect to the reference one. These figures confirm that c3 and c18 are able to increase the average precipitation over wide areas of the domain. In particular, c3 and c18 (both characterized by rlam_heat at minimum) provide larger increases over low altitude areas, while enhancements are less relevant in high orography zones. Configuration c16 provides increases over southern Lazio (where the network of SCIA station is located, see also Table 11), while no (or small) variations are recorded over Campania. We also analyzed the maximum precipitation value over the entire simulated domain (values not shown), recording that it shows high variability with the configurations, ranging from minimum values (c5 and c7) to maximum values (c6 and c13).

Figure 6. Precipitation maps (mm) related to 6 November 2017 for configuration c0 (reference) and difference of distributions obtained with configurations c3, c16, and c18 compared to the reference one.

4.3. Discussion

The previous analysis has revealed that variations in radqc_fact, fac_root_dp, and kexpdec produce very slight (or null) modifications of both T2m and precipitation values. Regarding the effects of variation of the other parameters, the following general considerations can be drawn on the basis of the results obtained:
A reduction of \( \text{tkhmin} \) causes a decrease of minimum and mean \( T2m \). Stratification is made more stable, leading to decrease of night air temperature. On the other side, its increase causes a general increase of temperature, especially the minimum value (up to 1.5 °C). In fact, an increase of \( \text{tkhmin} \) implies that the turbulent kinetic energy is maintained in stable conditions, eliminating strong inversions [10]. A reduction of \( \text{tkhmin} \) does not cause variation in precipitation, while its increase causes a growth, since it increases the small convective cloudiness [24].

A reduction in \( r\lambda_{\text{heat}} \) causes a slight increase of \( T2m \), while its increase does not modify the values of temperature with respect to \( c_0 \). Generally, an increase of \( r\lambda_{\text{heat}} \) will increase the heat fluxes upward from the warm surface, leading to a larger heating of the lower atmosphere. Of course, this effect is more evident during the summer, while in the present test case the effects are less evident. Anyway, a not optimized setting of this parameter does not result in large temperature errors, since the soil moisture scheme implemented appropriately changes the soil moisture value. A reduction of \( r\lambda_{\text{heat}} \) causes the largest increase of precipitation, while its increase causes a reduction. In fact, the reduction of this parameter causes an increase of instability, leading to more precipitation. This effect is more evident for convective precipitation during summer.

An increase in \( v0\text{snow} \) causes a modest increase of precipitation. Variations have slight effects on the minimum value of \( T2m \) only, since this parameter is related to the temperature in an indirect way. In fact, the microphysical processes have an impact on the thermodynamics and the hydrological cycle via both direct and indirect feedback mechanisms.

A reduction in \( u\text{c1} \) causes an increase of the maximum temperature and a reduction of the minimum, while an increase causes a slight reduction of the maximum temperature and a slight increase of the minimum. A reduction of \( u\text{c1} \) increases the critical relative humidity level above the boundary layer, resulting in an increase of mid-level cloud formation, leading to an increase of maximum temperatures [18]. Variations in \( u\text{c1} \) do not provide significant changes in precipitation.

The numerical results related to the four interaction simulations performed (defined in Table 2) allow drawing the following general considerations:

- **c15** provides an increase of the maximum temperature and a slight reduction of the minimum and mean \( T2m \). It is also provides an increase of precipitation. This configuration is therefore able to improve the representation of both variables.
- **c16** provides slight achievements for precipitation representation.
- **c17** provides a slight increase of the maximum \( T2m \) and a slight reduction of the minimum and mean \( T2m \), improving the simulation of temperature.
- **c18** is able to increase precipitation (improving its representation), along with an improvement of maximum temperature.

Analyzing the whole set of simulations performed, it shows that the best improvement for the representation of the mean \( T2m \) is achieved with \( u\text{c1} \) at minimum (c7), even better when combined with \( r\lambda_{\text{heat}} \) at minimum (c15). Configuration c18 (\( r\lambda_{\text{heat}} \) at minimum and \( v0\text{snow} \) at maximum) provides a good representation of precipitation. In summary, even if the selection of the best configuration is beyond the purposes of the present work, as a result the configuration c15 is able to combine the best improvement for the maximum \( T2m \), a slight improvement for the minimum \( T2m \) and the best representation for precipitation.

5. Conclusions

In this paper, the results of sensitivity experiments performed with the COSMO-LM model at very high resolution, over a domain located in southern Italy, are presented. The main aim of this work was to establish a hierarchy regarding the parameter sensitivity that could be useful in order to apply more advanced optimization techniques, such as the ones based on the application of meta-models. It was observed that some parameters have a strong impact and they could be a standalone source of further investigation, for a better understanding of the main physical processes in the atmosphere. Evaluation
was performed in terms of temperature and precipitation against observational data provided by ground stations.

The present investigation revealed that over the area considered, the results of COSMO-LM in terms of temperature and precipitation show a great sensitivity to changes related to the physical parameterizations of soil and atmosphere. Effects of internal variability on the analysis presented were estimated, resulting in small variations. It was found that for the domain considered, better results in terms of temperature are obtained by choosing the minimum value of the parameter controlling the vertical variation of critical relative humidity for sub-grid cloud formation, even better when combined with the minimum value of the factor for laminar resistance for heat. This configuration allows a good improvement in terms of temperature bias (up to 0.5 °C) over this complex orographic area. Positive effects are observed also reducing the minimal diffusion coefficient for heat. Precipitation is generally underestimated by the reference configuration. These biases are partially due to shortcomings of the model in simulating some climate features of the area considered, along with deficiencies in the lateral boundary conditions and internal variability. Improvements in terms of precipitation for this area can be achieved by setting the factor for laminar resistance for heat at its minimum value. An increase in the value of factor for vertical velocity of snow also provides a positive effect on precipitation. Of course, further adjustments are needed in order to improve the spatial distribution of both temperature and precipitation. In particular, an approach based on an objective multi-variate calibration method built on a quadratic meta-model could be a useful tool in order to find a better combination of the values of the tuning parameters, even with respect to additional meteorological fields (e.g., cloud cover). The present results are valid for the considered mesh, while different (coarser) resolutions would require specific analyses. Anyway, the finding of the present work will be also applied to the configuration of ICON [35], a new model based on icosahedral grid that will replace COSMO in the next years.

That said, a detailed analysis of the capabilities of COSMO-LM in reproducing extreme events over this area must be performed considering even different periods and events, in order to have a statistical significance. This is suggested to be the topic of future work.
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