Horizontal transport in the bouncing ball system with a sawtooth-shaped table
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The system that consists of a ball bouncing off a sawtooth-shaped table vibrating vertically is considered. The horizontal motion in this system is caused by the table shape, and we plotted the mean horizontal velocity as a function of the asymmetry of the table shape. The ball is transported in the direction which the gentler slopes face. To give a description to the net asymmetric transport, we derived a simplified model using assumptions of high bounce and probabilistic collision to the left or right slopes. The simplified model exhibits a horizontal transport qualitatively similar to that observed in the original model.

I. INTRODUCTION

Vibrated granular materials show interesting behavior, such as heaping, size separation, bubbling, and convection. One of the simplest vibrated systems is a bouncing ball system, in which a ball bounces off the table vibrating in a vertical direction under the gravitational field. This system has been intensively studied in the context of the dynamical systems because the system is simple yet shows rich dynamics, for example, phase locking, sticking, and chaos. While a horizontally flat shape has been often considered for a table shape in bouncing ball systems, interesting horizontal dynamics are observed in more realistic systems, in which a dumbbell-like object instead of a ball and a non-flat table instead of a flat table are considered.

Among these systems, a bouncing ball system with a sawtooth-shaped table is an important example of granular transport. This table shape is introduced from the profile of the potential used in the Brownian ratchet, which also has been considered as a typical mechanism for horizontal transport from a symmetric ratchet. In single-particle systems, the horizontal transport was observed in both positive and negative directions at the same asymmetry on the table shape, depending on the parameters such as the vibration frequency and the height of sawtooth. In single-particle systems, horizontal transport in both directions was reported as well. When the table shape is composed of vertical walls and left-facing slopes, the ball is transported in the left and right directions depending on the restitution coefficient. The periodic bounces of a ball on the table whose shape is approximated with low-wavenumber-mode Fourier series were also studied and net horizontal motion in both directions can be achieved depending on the initial condition. However, the direction in which even a single ball moves at a certain parameter set and its mechanism have not been clarified yet.

In the present study, we investigate the motion of a single ball bouncing off a sawtooth-shaped table. We first check the horizontal transport through a numerical calculation. Then, we analytically derive a simplified model under certain approximations and qualitatively reproduce the horizontal transport using this model. We also confirm the validity of the approximations and discuss the mechanism of the dependence of the mean horizontal velocity on the table shape asymmetry.

II. MODEL

We consider a system that consists of an infinitely small ball bouncing off a massive table in the gravitational field. We set the gravitational acceleration as $-g$ ($a_g > 0$). The table is vibrated periodically in the vertical direction as a function of time $t$. Let the horizontal position and velocity of the ball be $x$ and $v$, respectively, and its vertical position and velocity be $z$ and $v$, respectively. We set dimensionless forms with a characteristic time $T$ and length $a_g T^2$, where $T$ is the period of the table vibration, as follows:

\[
\tilde{t} = t/T, \quad \tilde{u} = u/(a_g T), \quad \tilde{x} = x/(a_g T^2), \\
\tilde{v} = v/(a_g T), \quad \tilde{z} = z/(a_g T^2).
\] (1)

We omit the tilde in the succeeding descriptions for simplicity. Assuming that the table is not horizontally flat, the vertical position of the table $\tilde{h}(t, x)$ is described with a time variation of a baseline of the table $\tilde{f}(t)$ and a shape of the table $g(x)$ as follows:

\[
\tilde{h}(t, x) = \tilde{f}(t) + g(x).
\] (2)

We use the dot and the prime for time and spatial derivatives like $\tilde{f}'(t)$ for $\frac{df(t)}{dt}$ and $g'(x)$ for $\frac{dg(x)}{dx}$, respectively.

Between collisions, the dynamics of the ball is determined by the equation of motion $\ddot{\tilde{z}} = -1$. We define $\tilde{t}_i$ and $\tilde{x}_i$ as the time and horizontal position at the $i$-th collision, respectively. We also set the horizontal and vertical reflect velocities at the $i$-th collision to $\tilde{u}_i$ and $\tilde{v}_i$, respectively. Notably, the vertical position $\tilde{z}_i$ is not

 kingdoms.
included as a state variable since \( z_i = h(t_i, x_i) \) holds for each \( i \). With the set of the state variables \( t_i, x_i, u_i \) and \( v_i \) as an initial condition of the equation of motion, we have the trajectory between the \( i \)-th and \( (i+1) \)-th collisions. The vertical position of the ball should be the same as the vertical position of the floor at the next collision time. To find this time, therefore, we solve the following equation

\[
-\frac{1}{2}(t-t_i)^2 + v_i(t-t_i) + h(t_i, x_i) = h(t, x_i + u_i(t-t_i)).
\]  

(3)

The \((i+1)\)-th collision time \( t_{i+1} \) is the minimum value, which is larger than the \( i \)-th collision time \( t_i \) and satisfies Eq. (3).

Besides, we derive a relation between the incident and reflect velocities involved in a collision. The relation in a collision with the floor that has the shape of \( g(x) \) only depends on the tilt of the slope \( g'(x) \) at the collision point. We introduce the tilt angle \( \theta \) as \( \tan \theta = g'(x) \) and then the rotation matrix is defined by

\[
R(\theta) = \begin{pmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{pmatrix}.
\]  

(4)

We assume that a collision can be described with the coefficients of restitution and set the tangential and normal coefficients of restitution to unity and \( r \) (\( 0 < r < 1 \)), respectively. Considering the rotation of the coordinates, we obtain

\[
R(-\theta) \begin{pmatrix} u_i \\ v_i \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & -r \end{pmatrix} R(-\theta) \begin{pmatrix} u_i^* \\ v_i^* \end{pmatrix},
\]  

(5)

where \( u_i^* \) and \( v_i^* \) are the \( x \) and \( z \) components of the incident velocities at the \( i \)-th collision, respectively. Using the next incident velocities \( u_{i+1}^* = u_i \) and \( v_{i+1}^* = v_i - \Delta t_i \), where \( \Delta t_i = t_{i+1} - t_i \), we obtain the discrete dynamical system as follows:

\[
t_{i+1} = \min \left\{ t \in (t_i, \infty) \mid -\frac{1}{2}(t-t_i)^2 + v_i(t-t_i) + h(t_i, x_i) = h(t, x_{i+1}) \right\},
\]  

(6a)

\[
x_{i+1} = x_i + u_i \Delta t_i,
\]  

(6b)

\[
u_{i+1} = 1 - r g_{i+1}^2
\]

\[
\frac{1}{1 + g_{i+1}^2} u_i + (1 + r) \frac{g_{i+1}^2}{1 + g_{i+1}^2} (v_i - \Delta t_i - \hat{f}_i+1),
\]  

(6c)

\[
v_{i+1} = (1 + r) \frac{1}{1 + g_{i+1}^2} (g_{i+1}^2 u_i + \hat{f}_i+1)
\]

\[
+ \frac{g_{i+1}^2 - r}{1 + g_{i+1}^2} (v_i - \Delta t_i),
\]  

(6d)

where \( \hat{f}_{i+1} = f(t_{i+1}) \) and \( g_{i+1}^2 = g'(x_{i+1}) \).

We adopt a sinusoidal function with an amplitude \( \alpha \) for \( f(t) \) as in a typical one-dimensional bouncing ball model. As for the shape \( g(x) \), we adopt a sawtooth-shaped function, which is defined by three parameters, an asymmetry \( \beta \), a width of each tooth \( L \), and a height of each tooth \( U \) as shown in Fig. 1. These functions are explicitly denoted by

\[
f(t) = \alpha \sin 2\pi t,
\]  

(7)

\[
g(x) = \begin{cases}
\gamma_l (x - L \lfloor \frac{x}{L} \rfloor), & \frac{x}{L} - \lfloor \frac{x}{L} \rfloor < \beta, \\
\gamma_c (x - L \lfloor \frac{x}{L} \rfloor - L), & \frac{x}{L} - \lfloor \frac{x}{L} \rfloor \geq \beta,
\end{cases}
\]  

(8)

where \( \lfloor \cdot \rfloor \) is the floor function, and \( \gamma_l = U/(\beta L) \) and \( \gamma_c = -U/(L(1-\beta)L) \).

III. RESULTS

To quantitatively evaluate the horizontal transport, we introduce the mean horizontal velocity (MHV)

\[
\bar{u} = \left\langle \frac{\sum_i u_i \Delta t_i}{\sum_i \Delta t_i} \right\rangle,
\]  

(9)

where \( \langle \cdot \rangle \) represents the average of the values after sufficiently long time with respect to initial conditions. Since we cannot analytically solve the dynamical system in Eq. (9), we numerically calculated MHV. Besides, we approximately simplified the original model and analytically estimated MHV with the simplified model.

A. Numerical result

We performed numerical calculation to obtain MHV as a function of \( \beta \). We simulated the dynamics until 10000 collisions for each run and discarded the data of initial 9000 collisions. The solver uses the bisection method for finding a collision time. We regarded the solution with serial small flight durations (\( \Delta t_i < 10^{-8} \)) as a sticking solution and did not include the sticking solutions in the calculation of MHV. The dynamics were computed from 1000 initial horizontal positions \( x_0 \) evenly distributed between 0 and \( L \), where the sticking solutions were observed.

![FIG. 1. Schematic illustration of the present system.](image-url)
from some of the initial positions. For the other initial conditions, \(z_0 = 1\) and \(u_0 = v_0 = 0\) were always adopted. Note that we did not determined \(t_0\) but determined \(z_0\) and started the computation from \(t = 0\) so that the vertical positions of the ball and the table were not the same at an initial condition. We calculated collisions for 100 points of the asymmetry \(\beta\) evenly distributed between 0 and 1.

We plotted MHV as a function of \(\beta\) for various \(U/L\) and \(U\) under the fixed parameters \(\alpha = 1\) and \(r = 0.8\) in Fig. 2. It shows that MHV clearly depends on \(\beta\) in the wide range of \(L\) when \(U/L\) is sufficiently large. The ball is transported in the positive direction when \(\beta < 0.5\) and in the negative direction when \(\beta > 0.5\). The dependence on asymmetry \(\beta\) is nonlinear.

B. Derivation of simplified model

We simplify the original model in Eq. (6) to derive MHV analytically under a certain approximation. The difficulties in analyzing the original model are that the equation is implicit for \(t_i\) and that the number of state variables is four. Eliminating some of state variables, particularly \(t_i\), helps us to handle this model analytically. Thus, we make the following three assumptions: (i) high bounce, (ii) uniform horizontal distribution of incident positions over a sawtooth, and (iii) constant incident velocities. As explained below, assumptions (i) and (ii) eliminate \(t_i\) and \(x_i\), respectively, from the original model in Eq. (6). Furthermore, assumption (iii) also eliminates the state variable \(v_i\) and is needed to be consistent with assumptions (i) and (ii). As a consequence, we obtain a probabilistically switching dynamical system for a single state variable \(u_i\).

First, we eliminate \(t_i\) from the original model in Eq. (6). We consider that each bounce height is sufficiently larger than the amplitudes of the table shape and the vibration. Then Eq. (6) is approximated by

\[
\frac{1}{2} (t - t_f)^2 + v_i(t - t_i) = 0. \tag{10}
\]

This equation yields

\[
\Delta t_i = 2v_i. \tag{11}
\]

In addition, the incident velocities are described by

\[
\begin{align*}
u_i^+ &= u_i, \\
v_i^- &= v_i - \Delta t_i = -v_i. \tag{12}
\end{align*}
\]

The high bounce approximation in Eq. (11) enables us to avoid considering the implicit equation for \(t_i\) in Eq. (6).

Second, we ignore the horizontal position \(x_i\) in Eq. (6) under the high bounce approximation. Since \(x_i\) appears only through \(g'(x_i)\), which takes only one out of two values \(\gamma_l\) and \(\gamma_r\), we do not need the actual value of \(x_i\). Here, \(\gamma_l\) and \(\gamma_r\) are the spatial derivatives of the left and right slopes, respectively, as in Eq. (8). We consider the dynamics in a probabilistic perspective and assume that \(x_i\) is uniformly distributed over a sawtooth. Let plane \(\Pi\) be perpendicular to a velocity vector as shown in Fig. 3. Probabilities of a collision with the left and right slopes are calculated from the ratio of the projections of the slopes onto plane \(\Pi\). Let the tilt angles of the left and right slopes of the table be \(\theta_l\) and \(\theta_r\), respectively, where

\[
\tan \theta_l = \gamma_{\nu, l} = \frac{\gamma_l - \gamma_r}{1 + \gamma_l \gamma_r}, \tag{13}
\]

Here, \(\nu\) denotes \(l\) or \(r\). Besides, let the tilt angle of plane \(\Pi\) be \(\theta'\), which is calculated as

\[
\tan \theta' = \frac{u_i^+}{v_i^-} = \frac{u_i}{v_i}, \quad -\frac{\pi}{2} \leq \theta' < \frac{\pi}{2}. \tag{14}
\]

These tilt angles \(\theta_l, \theta_r\), and \(\theta'\) are measured counterclockwise from the \(x\)-axis. Projections of the left and right slopes onto plane \(\Pi\) are given as

\[
l_l = \sqrt{(\beta L)^2 + U^2} \cos(\theta_l - \theta')
\]

\[
= \frac{1}{\sqrt{u_i^2 + v_i^2}} (\beta L u_i + U u_i), \tag{15}
\]

\[
l_r = \sqrt{(1 - \beta) L^2 + U^2} \cos(-\theta_r + \theta')
\]

\[
= \frac{1}{\sqrt{u_i^2 + v_i^2}} (1 - \beta) L u_i - U u_i). \tag{16}
\]

Here, either \(l_l\) or \(l_r\) can be negative. In such a case, the probability of a collision with the corresponding side of slopes is set to be zero. Therefore, the probability that the ball collides with the left slopes \(p_l\) is summarized as

\[
p_l = \begin{cases} 
0, & l_l < 0, \\
1, & l_r < 0, \\
\frac{l_l}{l_l + l_r}, & \beta + A \frac{\nu}{\nu}, \text{ otherwise}, \end{cases} \tag{17}
\]

where \(A = U/L\) is the aspect ratio of the table shape.

Assumption (i) does not hold when \(v_i\) is small. A collision cannot occur when \(v_i\) is negative under assumption (ii). Therefore we make assumption (iii) that \(v_i\) is a positive constant at a sufficiently large value \(v\), which helps assumptions (i) and (ii) always be fulfilled and further reduces the variable \(v_i\).

Hence, the model is simplified to a one-dimensional probabilistic dynamical system

\[
u_{i+1} = \begin{cases} 
a u_i + b_l, & \text{prob.} = p_l, \\
a u_i + b_r, & \text{prob.} = 1 - p_l, \end{cases} \tag{18}
\]

where the coefficients are described as

\[
a_{\nu} = \frac{1 - r \gamma_r^2}{1 + \gamma_{\nu, r}^2}, \tag{19}
\]

\[
b_{\nu} = - (1 + r) \frac{\gamma_{\nu, l}}{1 + \gamma_{\nu, r}^2} v, \tag{20}
\]

where \(\nu = l, r\). We ignore the term of \(\dot{f}_{i+1}\) in the derivation of Eq. (18) because of the high bounce approximation, which results in the complete elimination of \(t_i\) from the model.
Since the expected value of $u_i$ cannot be calculated analytically, we first performed the numerical calculation. Figure 4 shows that the dependence of MHV on $\beta$ in the simplified model. It is similar to that in the original model despite ignoring three out of the four variables. We adopt $v = 14.7$, which is the mean value of vertical incident velocities obtained from the numerical calculation using the original dynamical system.

C. Derivation of MHV in the simplified model

We assume that the invariant measure $P(u)$ exists in the simplified model in Eq. (18). If $u$ is rarely in the region where $p_l$ is equal to 0 or 1, then we obtain an equation on the probability flow as follows:

$$P(u)du = \left( \beta + \frac{A}{v} u'_l \right) P(u'_l)du'_l$$
$$+ \left\{ (1 - \beta) - \frac{A}{v} u'_r \right\} P(u'_r)du'_r,$$

where $u = a_l u'_l + b_l = a_r u'_r + b_r$. Instead of directly finding the function $P(u)$ from the equation, we assume that
We simplify the equation with the perturbation method the product of Eq. (21) and cated cubic equation for $\mu$
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The amplitude of vibration $(18)$ (orange) and using the original model (blue) in Eq. (6).

The detailed derivation is included in the Appendix. Figure 5 shows that the approximate analytical solution in Eq. (22) matches the numerical result when $\beta$ is nearly 1/2. The approximate solution is close to the numerical result especially for $0.1 < \beta < 0.9$ as shown in Fig. 5. This could be understood as follows: When $\beta$ or $1 - \beta$ is less than $A\sqrt{r} \approx 0.0894$, either $a_l$ or $a_r$ is negative from Eq. (19). In this case, $u_i$ more frequently takes the value in the region with $p_l = 0$ or $p_l = 1$ compared to the case that both $a_l$ and $a_r$ are positive. Equation (21) is, therefore, no longer good approximation for $\beta < 0.1$ or $\beta > 0.9$.

IV. DISCUSSION

In the numerical calculation using the original model, we found that the ball tends to be transported in the direction that the gentler slopes face. The gentler slope is more difficult to accelerate the ball in the horizontal direction but easier to collide due to the longer length, and the present result suggests that the latter effect exceeds. We also confirmed that MHV obtained from the simpli-

The value of MHV obtained from the simplest model is one order greater than that from the original model. The

$P$ follows the normal distribution. Due to this, we solve the equations for mean $\mu$ and variance $\sigma^2$. Integrating the product of Eq. (21) and $u$ or $u^2$ yields the complicated cubic equation for $\mu$ in Eq. (A1) in the Appendix. We simplify the equation with the perturbation method

where $\delta \equiv \beta - 1/2$. Here $a_0$, $a_1$, $b_0$, and $b_l$ are the expansion coefficients of $a_l$ and $b_l$ with respect to $\delta$ as

$$a_l = a_0 + a_1\delta + O(\delta^2),$$

$$b_l = b_0 + b_1\delta + O(\delta^2),$$

which are explicitly described as

$$a_0 = \frac{1 - 4rA^2}{1 + 4A^2},$$

$$a_1 = (1 + r)\frac{16A^2}{(1 + 4A^2)^2},$$

$$b_0 = -(1 + r)\frac{2A}{1 + 4A^2},$$

$$b_1 = (1 + r)\frac{4A(1 - 4A^2)}{(1 + 4A^2)^2}.$$
dependence of the collision probability on the direction of the incident velocity vector in our model is critical to deceleration. It is indicated that the ball is not overaccelerated in the horizontal direction due to ease to collide with the opposite slopes also in the original model.

On the other hand, we did not observe reversal of MHV by varying the parameters as reported in the previous studies. This may be because we adopted the parameter sets at which sticking solutions do not frequently appear. In such parameter regions, bounces are expected to be high and the mechanism precedingly discussed can be applied. To the contrary, in the parameter region in which sticking solutions frequently appear, the reversal of MHV may be observed. The reason of this may be that the reverse transport would be caused by the set of two bounces; a bounce off a gentler slope and the following bounce off the adjacent steeper slope. In such sequential bounces, the steeper slopes act as a “wall”. This sort of sequential bounces is likely to occur when the bounces are low, which is not the case for the parameter sets used in this paper.

Hereinafter, we examine the validity of the three assumptions, (i) high bounce, (ii) uniform distribution of horizontal position over a tooth, and (iii) constant incident velocities. Although these assumptions are used in the derivation of the simplified model without justification, we will confirm that the assumptions match with the data from the numerical calculation using the original model. We only plotted the data after sufficiently long time as in the results section.

First, we plotted the reflect velocities and flight durations in Fig. 6. The plot shows that Eq. (11) holds when $\Delta t$ is large. Although there is a number of flights with a small duration including sticking solutions, the contribution to MHV from these bounces is relatively small. Therefore overall this assumption is valid.

Second, assumption (ii) is essential to determine the next horizontal velocity in contrast with the assumptions (i) and (iii). We plotted the fraction of collisions with the left slopes as a function of $u_i/v_i$ in Fig. 7. The plot shows that assumption (ii) in Eq. (17) is valid under the high bounce approximation.

Finally, we supposed that $v_i$ is constant in assumption (iii) for consistency with the preceding two assumptions. Due to this constant $v$, the flight duration $\Delta t_i$ is also constant, i.e., all the bounces have the same height. In the original model, if the bounce has a large horizontal velocity, the bounce should not be high and should immediately collide to the opposite slopes, which decelerate the ball in the horizontal direction. The difficulty in deceleration in the simplified model may be attributed to the difference from the results using the original model.

**V. CONCLUSION**

We investigated the horizontal transport of a ball bouncing off a sawtooth-shaped table vibrating vertically by both numerical and approximate analytical calculations. In the case that the aspect ratio of the table shape $A$ is sufficiently large, MHV (mean horizontal velocity) clearly depends on asymmetry $\beta$ of the table shape. The ball is transported in the horizontal direction that the gentler slopes face. We reproduced such dependence using the probabilistic model approximately derived from
the relation between the direction of velocity and tilt of the slope. Our analysis suggests that the effect of more frequent collisions with the gentler slopes exceeds that of the lower magnitude of the horizontal acceleration by the gentler slopes, though MHV has a moderated value since the probability of a collision with the steeper slopes become higher for the larger horizontal velocity. The direction of the transport would change for the parameter set at which sticking solutions more frequently appear. Considering the constraint condition for the sticking solutions would enable us to analyze motion of the ball after sticking and to further understand the mechanism of the transport reversal.
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Appendix A

In the Appendix, we derive Eq. (22) in detail. By multiplying Eq. (21) with \( u \),
\[
A \frac{v}{v}(a_l - a_r)(\mu^2 + \sigma^2) + \left\{ a_l \beta + a_r(1 - \beta) + A \frac{v}{v}(b_l - b_r) - 1 \right\} \mu + b_l \beta + b_r(1 - \beta) = 0. \tag{A2}
\]
By multiplying Eq. (21) by \( u^2 \) and simplifying it,
\[
A \frac{v}{v}(a_l^2 - a_r^2)(\mu^2 + 3\sigma^2) \mu \\
+ \left\{ a_l^2 \beta + a_r^2(1 - \beta) + 2A \frac{v}{v}(a_l b_l - a_r b_r) - 1 \right\} (\mu^2 + \sigma^2) \\
+ \left\{ 2a_l b_l \beta + 2a_r b_r(1 - \beta) + A \frac{v}{v}(b_l^2 - b_r^2) \right\} \mu \\
+ b_l^2 \beta + b_r^2(1 - \beta) = 0,
\tag{A3}
\]
where we use the assumption that \( u \) follows the normal distribution with the mean \( \mu \) and the variance \( \sigma^2 \). Substituting \( \sigma^2 \) derived from Eq. (A2) to this, we obtain

\[
-2A \frac{\delta^3}{v} (a_l^2 - a_r^2) \mu^3 \\
-3(a_l + a_r) \left\{ a_l \beta + a_r (1 - \beta) + \frac{A}{v} (b_l - b_r) - 1 \right\} \mu^2 \\
+ \left[ 2a_l b_l \beta + 2a_r b_r (1 - \beta) + \frac{A}{v} (b_l^2 - b_r^2) - 3(a_l + a_r) \{ b_l \beta + b_r (1 - \beta) \} \right] \\
- \frac{v}{A} \left\{ \left\{ a_l^2 \beta + a_r^2 (1 - \beta) + 2A \frac{a_l b_l - a_r b_r}{v} - 1 \right\} \left\{ a_l \beta + a_r (1 - \beta) + \frac{A}{v} (b_l - b_r) - 1 \right\} \right\} \mu \\
+ \frac{v}{A} \left\{ \left\{ a_l^2 \beta + a_r^2 (1 - \beta) + 2A \frac{a_l b_l - a_r b_r}{v} - 1 \right\} \{ b_l \beta + b_r (1 - \beta) \} \right\}
\]

We perform the Taylor expansion with respect to \( \delta = \beta - 1/2 \) for this equation. The preceding equation (A4) contains \( \beta \) implicitly through \( a_l, a_r, b_l \) and \( b_r \) as well as explicitly. We expand \( a_l \) and \( b_l \) with substituting the expansion coefficients into \( a_0, a_1, b_0 \) and \( b_1 \) as

\[
a_l = a_0 + a_1 \delta + O(\delta^2),
\]

\[
b_l = b_0 + b_1 \delta + O(\delta^3).
\]

We can also expand \( a_r \) and \( b_r \) using the same expansion coefficients for \( a_l \) and \( b_l \) as

\[
a_r = a_0 - a_1 \delta + O(\delta^2),
\]

\[
b_r = -b_0 + b_1 \delta + O(\delta^2).
\]

Here we use Eq. (25). Now we solve Eq. (A4) with the perturbation method up to the first order of \( \delta \). We expand \( \mu \) as

\[
\mu = \mu_0 + \mu_1 \delta + O(\delta^2).
\]

Since Eq. (A4) contains the division by \( a_l - a_r = a_1 \delta \), the equation of the zero-th order of \( \delta \) should be included in the following expression:

\[
\left\{ a_l^2 \beta + a_r^2 (1 - \beta) + 2A \frac{a_l b_l - a_r b_r}{v} - 1 \right\} \left\{ a_l \beta + a_r (1 - \beta) + \frac{A}{v} (b_l - b_r) - 1 \right\} \mu_0 \\
- \left\{ a_l^2 \beta + a_r^2 (1 - \beta) + 2A \frac{a_l b_l - a_r b_r}{v} - 1 \right\} \{ b_l \beta + b_r (1 - \beta) \}.
\]

The constant term in the zero-th order of \( \delta \) is zero because

\[
b_l \beta + b_r (1 - \beta) = (b_1 + 2b_0) \delta.
\]

Then, we have \( \mu_0 = 0 \) because the coefficient of \( \mu_0 \) has a non-zero value.

We consider the first-order equation with respect to \( \delta \). By \( \mu_0 = 0 \), we ignore the second- or higher-order terms of \( \mu \).

\[
\left( a_l - a_r \right) \left\{ 2a_l b_l \beta + 2a_r b_r (1 - \beta) + \frac{A}{v} (b_l^2 - b_r^2) - 3(a_l + a_r) \{ b_l \beta + b_r (1 - \beta) \} \right\} \\
- \frac{v}{A} \left\{ a_l^2 \beta + a_r^2 (1 - \beta) + 2A \frac{a_l b_l - a_r b_r}{v} - 1 \right\} \left\{ a_l \beta + a_r (1 - \beta) + \frac{A}{v} (b_l - b_r) - 1 \right\} \mu \\
+ (a_l - a_r) (b_l^2 \beta + b_r^2 (1 - \beta)) - \frac{v}{A} \left\{ a_l^2 \beta + a_r^2 (1 - \beta) + 2A \frac{a_l b_l - a_r b_r}{v} - 1 \right\} \{ b_l \beta + b_r (1 - \beta) \} = 0.
\]

Now, considering \( \mu = \mu_1 \delta \), the first-order terms of \( \delta \) should be in the following expression:

\[
- \frac{v}{A} \left\{ a_l^2 \beta + a_r^2 (1 - \beta) + 2A \frac{a_l b_l - a_r b_r}{v} - 1 \right\} \left\{ a_l \beta + a_r (1 - \beta) + \frac{A}{v} (b_l - b_r) - 1 \right\} \mu_1 \delta \\
+ (a_l - a_r) (b_l^2 \beta + b_r^2 (1 - \beta)) - \frac{v}{A} \left\{ a_l^2 \beta + a_r^2 (1 - \beta) + 2A \frac{a_l b_l - a_r b_r}{v} - 1 \right\} \{ b_l \beta + b_r (1 - \beta) \} = 0.
\]
By expanding $a_l, a_r, b_l$ and $b_r$ with respect to $\delta$, we obtain

$$ -\frac{v}{A} \left\{ \left( a_0^2 + 4 \frac{A}{v} a_0 b_0 - 1 \right) \left( a + 2 \frac{A}{v} b_0 - 1 \right) + O(\Delta \beta^2) \right\} \mu_1 \delta 
+ 2a_1 b_0^2 \delta + O(\delta^2) - \frac{v}{A} \left\{ 2 \left( a_0^2 + 4 \frac{A}{v} a_0 b_0 - 1 \right) b_0 \delta + O(\delta^2) \right\} = 0. \quad (A14) $$

Finally we have

$$ \mu_1 = \frac{b_1 + 2b_0}{1 - a_0 - 2(A/v)b_0} + \frac{A}{v} \frac{2a_1 b_0^2}{(a_0^2 + 4(A/v)a_0 b_0 - 1)(a_0 + 2(A/v)b_0 - 1)} . \quad (A15) $$

---
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