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Forecasting and Modelling the Uncertainty of Low Voltage Network Demand and the Effect of Renewable Energy Sources

Feras Alasali 1,*, Husam Foudeh 2*, Esraa Mousa Ali 3, Khaled Nusair 4 and William Holderbaum 5,*

Abstract: More and more households are using renewable energy sources, and this will continue as the world moves towards a clean energy future and new patterns in demands for electricity. This creates significant novel challenges for Distribution Network Operators (DNOs) such as volatile net demand behavior and predicting Low Voltage (LV) demand. There is a lack of understanding of modern LV networks’ demand and renewable energy sources behavior. This article starts with an investigation into the unique characteristics of householder demand behavior in Jordan, connected to Photovoltaics (PV) systems. Previous studies have focused mostly on forecasting LV level demand without considering renewable energy sources, disaggregation demand and the weather conditions at the LV level. In this study, we provide detailed LV demand analysis and a variety of forecasting methods in terms of a probabilistic, new optimization learning algorithm called the Golden Ratio Optimization Method (GROM) for an Artificial Neural Network (ANN) model for rolling and point forecasting. Short-term forecasting models have been designed and developed to generate future scenarios for different disaggregation demand levels from households, small cities, net demands and PV system output. The results show that the volatile behavior of LV networks connected to the PV system creates substantial forecasting challenges. The mean absolute percentage error (MAPE) for the ANN-GROM model improved by 41.2% for household demand forecast compared to the traditional ANN model.
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1. Introduction

Load forecasting is a significant tool utilized to evaluate power consumption, or future energy [1,2]. One of the fundamentals to guarantee a secure power system and reduce the operational costs of power networks is to accurately forecast power demand by employing different energy sources. Moreover, accurate forecasts have a functional advantage especially in energy management system issues, for example, peak demand reduction, load shedding and development of electrical infrastructure, which can be achieved by offering the required information in order to make proper decisions. Generating and DNO companies seek to obtain the best market decisions and competitive prices, especially in the industrial electric power sector, through accurate forecasting models that include load demand and congruent price [3]. The procedures of electrical load forecasting are quite complex owing to the instability and potential number of factors, which impact the forecast model accuracy. Typically, load forecasting models can be realized based on major factors, for example, economic circumstances, weather factors (humidity, temperature, and
The short-term forecasting applications of power systems are widely adopted in power generation scheduling, economic operations, and power system stability. The recent upsurge of interest in forecast methodologies and models was primarily influenced by the need to achieve an accurate load forecast. These forecast models can be broadly classified into: traditional (statistical), artificial intelligence, and hybrid systems. Besides these models, forecast algorithms are also exploited to enhance the performance of distribution network applications, for instance, renewable energy systems. In particular, LV networks have the fewest number of clients compared to the larger client numbers serviced by medium or high voltage substations. Typically, the impact of the number of customers on the feeder creates unevenness in electricity demand in a time series, in particular over a short time, such as days or weeks. Typically, short-term electricity demand is subject to different factors, for example, a greater degree of volatility, haphazard behavior, customers’ behavior, weather conditions, specific interventions and further aspects. Therefore, this paper aims firstly to analyse household demand, small cities’ demand, power output of the PV system and weather data. Then, the analysis results will be used to determine optimal forecast model parameters and to develop realistic and accurate forecast models.

1.1. Literature Review

Recently, both ANN and Autoregressive Integrated Moving Average with explanatory variables (ARIMAX) forecasting approaches have been broadly applied in various applications that have a high stochastic load behavior, for example, demand for electric vehicles and buildings, and electricity price forecasting. Accordingly, the former ARIMAX approach is widely validated and implemented in the prediction of LV demand applications because of its simplicity compared to other methods that use a nonlinear model. Unlike the ARIMAX method, the ANN is highly efficient in implementation for complex nonlinear problems such as rentable energy operation issues and complex relationships between electrical demand and weather conditions. In the ANN model, there is no need for explicit functional relationships between variables and demand for LV. However, the ARIMAX and traditional ANN model face many challenges in handling high uncertainty in household demand and PV generation outputs at LV scale; therefore this paper proposes a novel forecast technique based on a hybrid of different models.

Accordingly, different studies have adopted these forecast models in the LV network, e.g., ARIMAX, ANN and ARIMA, in order to anticipate renewable energy generation and approaches to energy price. Moreover, these models are used to examine the benefits of anticipating renewable energy sources which create more functional management systems. For example, Yuan et al. developed ARIMA algorithms to create a profile of wind speed over one hour on the rotary horizon basis. Nevertheless, the forecasting model in the summer session showed a lower performance with 11% Mean Absolute Percentage Error (MAPE) compared to the rest of the year, a reduction of 6% MAPE. This highlights the importance of analysis of seasonality to obtain certain patterns in the LV that can enhance the forecast model performance. As an example, the ARX model adopted day/year as an external variable compared to an ANN model which used the seasonal input parameter, with daytime/day type as external variables. Moreover, in the study does not include an external predictor (weather conditions or temperature) that might aid in diminishing forecast error and increasing energy savings. However, these studies do not consider the volatile behavior of household demand and PV outputs compared to large-scale demand. This is a significant impact on the LV level grid in increasing energy savings, which can be done via renewable energy forecasting. Accordingly, renewable energy sources are basically driven by weather conditions which increase the challenges of predicting LV demand using renewable energy sources. One of the important factors in gaining optimal operation with economic dispatch is an accurate forecast model. In another study, the forecast models were sorted based on further exogenous variables to enhance the performance of the forecast model. In the author clearly utilized an
ANN method with a photovoltaic system to predict output power during 25 h. There is an essential relationship between solar irradiance and the highly volatile nature of generating cloud cover. In this case, the profiles of day-ahead load are illustrated in [16]. In particular, the feed-forward ANN model must pay regard to a 1-to-4 layer and input variables (speed of wind, ambient/module temperature, photovoltaic power output, and daily average solar radiation). The data is processed through two operations, the first of which is collected within five minutes and then transferred to hourly then daily averages to produce hourly/daily load forecasts. In [16], the authors introduced the ANN forecast model for application under unstable weather conditions. The model achieves a higher accuracy if the performance evaluation is compared against the ARIMA model; this is due to the major factor of including an applicable nonlinear relationship between external variables and power in the photovoltaic system. Generally, in this study the number of neurons that appear in the concealed layers leads to a decline in learning speed, and creates a gradually worse model performance. Hence traditional optimization techniques such as steepest descent and the Gauss Newton method are used in the literature [12,15,16] to solve the learning algorithm and achieve the best performance in ANN. However, a new ANN forecast model optimized by using the Golden Ratio Optimization Method (GROM) technique is presented in this work to forecast household and small cities’ demand, incorporating highly volatile renewable energy sources to achieve optimal performance.

In general, LV feeders consist of around 30–50 households [17] and therefore LV demands have higher degrees of uncertainty than higher or medium voltage systems [6,17]. The demand being considered in this work is that of households and LV feeders with renewable energy resources at both levels, which is much more volatile than normal LV demand. In addition, studies on forecasting renewable energy resources in building and LV feeders [17] are sparse in the literature and no studies present a probabilistic prediction model combined with other forecasts for household demand for renewable energy resources to generate different forecast scenarios and minimize the impact of demand uncertainty on the forecast results.

There are two main categories of technique used for multi-household, building and industrial load demand forecasting: physical approaches such as EnergyPlus, and data-driven forecast methods such as ANN, Support Vector Machine (SVM) and Bayesian networks [17]. EnergyPlus and other physical approaches use thermodynamic rules to calculate and generate the estimation energy profile for a building [18]. However, thermodynamic rules require complex parameters for the building and the environmental conditions, such as the construction details and equipment operation schedules, which are difficult to obtain [18]. The data-driven forecast methods use the historical load data to find the relationship between building demand and external variables such as temperature and wind speed [18]. Grant et al. [19] explored large government building load demand forecasting using ANN, which achieved good and robust performance with a 3.9% MAPE compared to a Simple Moving Average (SMA) of 7.7%, linear regression of 17.3% and Multivariate Adaptive Regression Splines (MARS) of 7.0%. In another paper, Wen et al. [18] used a deep learning method to forecast the future aggregated and disaggregated load demand of buildings. However, renewable energy resources as a major part of the modern LV network were not part of the building model in this paper. The current increase in PV systems in the power network, especially at LV level, poses significant challenges for the DNO from the power distribution operation point of view [20,21]. Therefore, Wang et al. [22] proposed a generative adversarial network (GAN) to forecast the hourly load demand and to model the uncertainties of the load due to the integration of distributed energy resources at city level. However, the proposed model used aggregated demand at city level, which is smoother and less volatile than LV feeders or buildings’ 1 demand. For forecasting LV demand and renewable energy needs, such as photovoltaic power, is a challenging function, requiring new intelligence techniques [20,21]. Forecasting of PV power in Singapore using an ANN model trained by an Extreme Learning Machine (ELM) is presented by [20] as an intelligent solution to complex forecast problems. The training of ELM is
simpler when it does not require iterative tuning which leads to a reduction in training time compared to a gradient descent training algorithm. Furthermore, for a more efficient energy management system it is important to take into account the load disaggregation impact. Recently, different intelligent methods such as Recurrent Neural Network (RNN) have been used to estimate the power and energy demand of low voltage applications as load disaggregation [21]. The results in [20, 21] showed that there is a significant use of new optimization models such as the Golden Ratio Optimization Method (GROM) in achieving accurate forecast models for challenging forecast tasks, such as that for renewable energy.

The research has only discussed and investigated aggregated demand in Jordan at high voltage [23] or national level [24–27], and to the best of the author’s knowledge there are no studies discussing low voltage or household demands. In Jordan, the peak demand at high voltage level shows significant seasonal variations a with two-peak pattern, where the peak demand mainly occurs during the hot summer and cold winter days due to the increase in use of air conditioning and electrical heaters [23]. In [25–27], yearly forecast models for Jordan’s national demand are presented using, for example, Least Squares Method [25], ANN [26] and ARX [27]. However, these studies did not estimate the hourly demand, PV output or LV demand and did not investigate relationships between demand and the different exogenous variables or calendar terms based on the nature of Jordan. Overall, choosing the external variable that allows for improvement in forecast performance has a better impact on the system model’s targets and data accessibility. Note that, in most of the literature, sufficient detail is not included on how external variables have an impact on renewable energy and household demand in predicting model accuracy. However, these studies revealed that the input features (external variables) are the most crucial comparison with the selected model. Typically, this behavior might create challenges in gaining an accurate model.

1.2. Contributions

Typically, in the literature two factors are chosen on the basis of extensive study needs and data accessibility in order to select a suitable forecast model parameter for LV demand. Moreover, this leads to an enhancement of the forecast model’s performance and diminishes forecast error by various assumptions. For low voltage applications, in particular for buildings, the researchers presented both external features and parameters of model forecasting as an important solution to lessen errors and uncertainty in the performance of the forecast model. Thus, this paper aims to present further contributions, which are listed as follows:

- A new ANN forecast model optimized by using the Golden Ratio Optimization Method (GROM) technique to examine household and small cities’ demand incorporating highly volatile renewable energy sources.
- Developing a realistic stochastic prediction model, which is a hybrid forecast model consisting of probabilistic and ARIMAX models. This hybrid forecast model and different rolling and point forecast models are developed in this paper to treat the stochasticity of LV and PV load profiles, taking into account the impact of uncertainty intervals on forecasting confidence bounds.
- This paper presents load forecasting for households and small cities using different forecasting methods. Smart meter data for ten household and PV systems were collected and used to predict individual household demand, as presented in Appendix A. This work has developed forecast models to produce a potential demand profile for households and the PV system separately, in addition to net demand for up to one-day ahead. In addition, this research has provided an analysis of a typical household demand and PV system in Jordan within a real time period, supporting attempts to bridge the gap in the absence of comprehension demand behaviour data, especially in Middle Eastern countries like Jordan.
1.3. Outline of Paper

The remainder of the article is organized as follows: in Section 2, the household and PV model topology are introduced and the collected data from the proposed models are analyzed in Section 3. Section 4 describes the methodology of the proposed forecast models. Section 5 presents and discusses the forecast models’ results. Finally, conclusions and potential future work are presented in Section 6.

2. Household and PV System Model Topology

In the case of LV applications, a precise forecast model is needed, focusing on comprehending electrical demand behaviour and examining interrelatedness among external variables and demand. In the case of household energy demand and PV behaviour, this section will analyse and review the data that will be used to develop and evaluate the forecast models. In addition, this section will investigate the common model connections among household electrical demand in Jordan and various external variables, for instance, demand seasonality and temperature. The main outcomes will be used in the next section of this study to establish and determine the best parameters to create a precise forecast model. In this work, the main concern is individual LV demand, therefore household demand with PV has been considered. The measured data were collected at ten individual houses located in Jordan, Al-Zarqa. The location of the houses is within a 2 km diameter from 32°04′27.9″ N 36°02′58.9″ E, as shown in Figure 1. The houses in this area are typical and they connected to the same size PV system. The area of the house is approximately 170 m squared, and consists of five rooms, one kitchen, two bathrooms, and balcony. Furthermore, the electrical system is single phase and the main electrical loads are three air conditioners, fridge, electrical water heater, washing machine, lights and two televisions.

![Figure 1. The PV installed at the house, Jordan.](image-url)

PV System

In order to reduce the electricity bill in the ten houses, each is connected to a PV system, as shown in Figure 2. The size of the PV system is 4 kW peak, which is the maximum allowed capacity from the government for household PV systems, and the main parameters of the PV system are detailed in Table 1. For example, the size of the PV system has been determined based on the monthly electricity demand during 2019, as shown in Table 2.
Figure 2. 3D Sketch for the photo-voltaic (PV) panel.

Table 1. Parameters of the PV system.

| Content                  | Description                                      | Quantity |
|--------------------------|--------------------------------------------------|----------|
| PV panels                | (Jinko) cells with 345 watt power, Mono type     | 12       |
| Inverter                 | 4 kW (ABB)                                       | 1        |
| panel area               | 25 m²                                            |          |
| Electrical Wires         | AC & DC Wires                                    |          |
| Other electric components| Power Panels, Circuit breakers                   |          |

Table 2. An example of monthly electricity demand over 2019 for a single house.

| Month | Consumption kWh | Month | Consumption kWh |
|-------|-----------------|-------|-----------------|
| JAN   | 1089            | JUL   | 1012            |
| FEB   | 1080            | AGU   | 1050            |
| MAR   | 574             | SEP   | 784             |
| APR   | 544             | OCT   | 510             |
| MAY   | 866             | NOV   | 644             |
| JUN   | 870             | DEC   | 900             |

3. Data Analysis

In most cases, the designing of the prediction model did not normally occur at a single stroke. Accordingly, it is needed to recall former steps as a first procedure, then check the model during the training levels and both models for parameters and variables. Thus, it is important to divide the data group into three sets: validation, training, and testing. Commonly, these sets can be utilized as training model parameters, locating required patterns in the case of the training set, while the validation set is utilized in the finest model. A trade-off between reaching precise model parameters and preventing overfitting is needed to guarantee a suitable data size. The smart meter data for ten households and PV systems were collected over the period 1st of January 2019 to 30th of November 2020. The gathered data, at a one hour resolution for household demand, defines real daily demand and performance at the house, along with a 15 min resolution for the PV system output. The data set has been collected from the National Electric Power Grid Co (NEPCO) over a five year period up to the end of November 2020 for a small city in Jordan (Madaba). The main reason for including this data set is to evaluate forecast models over different level of electricity consumption. The first 65% of the collected data is employed to develop and train the forecast models as a training data set, 15% of the collected data is used to validate the forecast models, and the last 20% of collected data is utilized to assess the forecast models’ performance [28–31].
3.1. PV System Data Analysis

In this section, the training data set of PV output is used to understand the PV system’s behavior by employing a time series analysis to investigate whether there are any important patterns or seasonality in the data. This is significant and required in the next section, in order to concentrate on the analysis of time series by determination patterns (cycles) in PV output. The PV system data contains a strong weekly and daily periodicity during sunny days. Figure 3 highlights that all PV output curves within a week (23rd to 29th of August) have a high degree of daily regularity. Figure 4 presents the ten houses’ PV system output curves for a typical sunny day. In general, they show a convergent behavior. However, the deviation between the PV curves, as shown in Figure 4, is mainly related to the deviation in the panel’s efficiency, panel cleanliness and PV degradation. This deviation between the household PV system output curves increases uncertainty and difficulties in creating an accurate forecast model. On the other hand, Figure 5 shows a case of the PV system output profile for more than one week during the winter season in Jordan. The daily PV profiles are different from day to day where depending on the weather conditions. For instance, the maximum power output on 28th of January 2019 was 2.8 kW, but was 1.8 kW on 30th of January 2019. Besides, it is unclear from Figure 4 that there is an indication of peak output occurring at one point in the day. The peak PV output on 27th of January was 2.8 kW at 12:00 p.m., but was 1.7 kW and 2.3 kW on 24th and 30th of January at the same time, as illustrated by Figure 5. These findings support the fact that the PV output is extremely volatile in light of the absence of weekly/daily patterns or recurrences of unclear sky duration.

Figure 3. An example for a single household PV system output (House 5) over one week with sunny day.
The preceding analysis demonstrates that there is no daily and weekly seasonality in unclear sky conditions compared to the daily pattern during sunny days. Thus, this section aims to identify if the behavior of patterns (daily or weekly) can be classified as special PV output. In this case, the time series points are investigated to find the links (patterns) between them, which can be collected via the Partial Autocorrelation Function (PACF) through 200 time lags, as illustrated in Figure 6. The significance of calculating the PACF is to find any links that can have iteratively taken place. As illustrated in Figure 6, the plot of PACF has demonstrated the correlations among the PV power output time series at $P(t)$ for up to 200 (fifteen minutes) lags. In general, the calculation of PACF aids in finding any links via the two direct variables, irrespective of the impact of all retardation (lags) times [32–34]. Following lag number 3, a chop-off is manifested as demonstrated in the PACF plot with another negative impact represented among 10–20 lags. From the

Figure 4. The ten household PV system output curves for a typical sunny day (22 August 2019).

Figure 5. An example for a single household PV system output (House 7) over one week with unclear (cloudy) weather.
PACF plot (for unclear sky days), there is no obvious pattern or seasonality when observing the distribution of lags, especially when comparing with sunny days that usually exhibit considerable lags within 48 or 96. The considerable lags in Figure 6, are likely to be due to random salience and they could be related to the continuity of sunshine more than to a single time step. The time series examination indicates that the PV power output unprovided a clear daily or weekly seasonality, leading to more challenges in forecasting the PV output as a result of the non-smooth performance of power curves. This is mostly related to weather conditions; therefore, another consideration should be to comprehend the volatility of the true data.

![Partial Autocorrelation Function (PACF) plot for household PV output system within unclear sky days.](image)

**Figure 6.** Partial Autocorrelation Function (PACF) plot for household PV output system within unclear sky days.

### 3.2. Weather Data

Weather variables such as temperature and wind are usually considered within load forecasting models [35–37] However, it is not obvious that weather conditions have a significant role in forecasting renewable energy sources or LV demand. In this paper, the hourly temperature data has been collected over the training and testing period. In order to minimize the impact of the non-smooth behavior of the power curve on the forecast model, especially during unclear sky conditions, this section focuses on the relationship between weather variables, household demand and PV power output. Figure 7 displays the 2D histogram of the weather variables, household demand and PV power output data sets over one week. Every one of the histogram bins (bars) shows the joint distribution and correlation of the data sets. Figure 7 shows strong correlation between temperature, demand and PV power output curve. In Figure 7a, the higher frequency for household demand occurred between (0.5–1) kWh and (12.5–20) temperature. In addition the higher number of observations for hourly PV power output was (0–0.25) kW when temperature was equal to (12.5–20) °C. For the PV system, the higher power output (2–2.5) kW occurred when the temperature was equal to (20–25) °C. This was expected as the rated (designed) power output of PV is generated when temperature is 25 °C.

The relationship between the hourly demand and temperature, °C, is visualized through a scatter plot as seen in Figure 8, for Jordan (Madaba). In this figure, it can now be seen that, for temperatures less and more than 20 °C the demand increases. The increasing demand rate is slower for temperatures less than 20 °C compared to temperatures above 20 °C. Figure 7 shows evidence for annual demand seasonalities and correlation between demand and temperature time series. The demand has high values at high and low temperatures during winter and summer seasons. Demand increases in winter and summer due to the use of electrical heating and air-conditioning. It is clear then that the temperature and the demand series are correlated.
The relationship between the hourly demand and temperature, °C, is visualized through a scatter plot as seen in Figure 8, for Jordan (Madaba). In this figure, it can now be seen that, for temperatures less and more than 20 °C the demand increases. The increasing demand rate is slower for temperatures less than 20 °C compared to temperatures above 20 °C. Figure 7 shows evidence for annual demand seasonalities and correlation between demand and temperature time series. The demand has high values at high and low temperatures during winter and summer seasons. Demand increases in winter and summer due to the use of electrical heating and air-conditioning. It is clear then that the temperature and the demand series are correlated.

Table 3 presents the R-squared value for the linear relationship between the hourly temperature and wind speed and the PV system output. The statistical analysis introduces high correlation between temperature and the PV system output and direct proportionality between these variables, with $R^2$ equal to 0.94. In the case of wind speed, the $R^2$ value becomes 0.39 which shows that wind speed has less ability to explain PV output variability compared to temperature. However, the wind speed, as a natural cooling system for PV panels, helps to increase PV output, which explain the positive linear relationship between them.

Table 3. R-squared values for the relationship between hourly temperature and wind speed with the PV system output.

| Correlated Variables   | $R^2$  |
|------------------------|--------|
| PV output vs. temperature | 94.5%  |
| PV output vs. wind speed | 39.3%  |

### 3.3. Load Data Analysis

In order to provide an overview of the demand data, investigation of the ten households' data is demonstrated in Table 4, showing demand statistics comprising average demand, $\mu$, and standard deviation, $\sigma$. Furthermore, to exhibit the extent of unevenness at hourly and daily resolutions among both mean and standard deviation where the coefficient variation (CV) is further recognized, a relative standard deviation is presented in Table 4. The summary for domestic demand is demonstrated in Table 4, where the standard deviation ($\sigma$) is for the domestic schedule with 1.4 kWh (hourly demand) and 15.1 kWh (daily demand). Accordingly, there is a substantial indication of greatly fluctuating and erratic domestic demand for the mean value of approximately 87.2% (hourly demand) and 38.3% (daily demand). Moreover, Figure 8 represents a substitute visualisation of the allocation of domestic demand data. In Figure 9 also, the average hourly demand can be broadly classified into four groups: (1) from 0 to 0.5 kWh as low demand, (2) from 0.5 to 2 kWh as normal demand, (3) from 2 to 3.5 kWh as high demand, and (4) over 3.5 kWh as high peak demand. A representation of demand values appearing in the can be traced as follows: 20% as low and 19% as high, while 11% occur as high peak, as observed in Figure 9. In contrast, times with a 50% value represent the average demand consumed by households.

**Figure 7.** Illustration of distribution of: (a) household demand and temperature (b) PV system output and temperature in a 2D histogram.

**Figure 8.** Scatter plot of hourly demand vs. temperature in Jordan (Madaba).
Table 3 presents the R-squared value for the linear relationship between the hourly temperature and wind speed and the PV system output. The $R^2$ statistical analysis introduces high correlation between temperature and the PV system output and direct proportionality between these variables, with $R^2$ equal to 0.94. In the case of wind speed, the $R^2$ value becomes 0.39 which shows that wind speed has less ability to explain PV output variability compared to temperature. However, the wind speed, as a natural cooling system for PV panels, helps to increase PV output, which explain the positive linear relationship between them.

Table 3. R-squared values for the relationship between hourly temperature and wind speed with the PV system output.

| Correlated Variables          | $R^2$   |
|------------------------------|---------|
| PV output vs. temperature    | 94.5%   |
| PV output vs. wind speed     | 39.3%   |

3.3. Load Data Analysis

In order to provide an overview of the demand data, investigation of the ten households data is demonstrated in Table 4, showing demand statistics comprising average demand, $\mu$, and standard deviation, $\sigma$. Furthermore, to exhibit the extent of unevenness at hourly and daily resolutions among both mean and standard deviation where the coefficient variation (CV) is further recognized, a relative standard deviation is presented in Table 4. The summary for domestic demand is demonstrated in Table 4, where the standard deviation ($\sigma$) is for the domestic schedule with 1.4 kWh (hourly demand) and 15.1 kWh (daily demand). Accordingly, there is a substantial indication of greatly fluctuating and erratic domestic demand for the mean value of approximately 87.2% (hourly demand) and 38.3% (daily demand). Moreover, Figure 8 represents a substitute visualisation of the allocation of domestic demand data. In Figure 9 also, the average hourly demand can be broadly classified into four groups: (1) from 0 to 0.5 kWh as low demand, (2) from 0.5 to 2 kWh as normal demand, (3) from 2 to 3.5 kWh as high demand, and (4) over 3.5 kWh as high peak demand. A representation of demand values appearing in tie can be traced as follows: 20% as low and 19% as high, while 11% occur as high peak, as observed in Figure 9. In contrast, times with a 50% value represent the average demand consumed by households.

Table 4. Overall statistical data analysis for household demand.

| Household Demand Resolutions | $\mu$ (kWh) | $\Sigma$ (kWh) | CV     | Maximum Demand (kWh) | Minimum Demand (kWh) |
|------------------------------|-------------|----------------|--------|----------------------|----------------------|
| Hourly                       | 1.6         | 1.40           | 87.2%  | 6.9                  | 0.0                  |
| Daily                        | 37.1        | 15.1           | 38.3%  | 63.7                 | 15.2                 |

The ten houses’ demand curves for the same day (working day) are presented in Figure 10. In general, the household demand curves for the ten houses show similar behavior with two main peaks in the morning and evening, popular behaviour for household demands [17,23]. However, a wide deviation between the demand curves at the same time is shown in Figure 4. For example, house (5) achieved morning peak demand equal to 3 kWh compared to 1.9 kWh for house (10) at 8:00 and 2.7 kWh for house 2 at 10:00. This deviation is mainly related to the deviation in householders’ behavior in consuming electrical energy. This deviation at individual energy user level increases the uncertainty and the difficulties of creating an accurate forecast model.
On the other hand, for the aggregated demand profiles, as in the data collected from Madaba city, the load profile is usually smoother and more predictable with an annual seasonality pattern [17,23]. A detailed demand analysis for this level of aggregated demand is presented and discussed in [23]. Therefore, the following analysis aims to investigate the cycle or pattern on a daily and hourly basis which was not discussed in [23]. Figure 11 presents the total demand patterns related to the days of the week at Madaba city. It is clear that the total daily demand percentage is similar over all weekdays but not on Sunday, with a highest demand percentage of 17.1% from total weekly demand. In Jordan and the Middle East, Sunday is the first working day in the week and the weekend (non-working days) is on Friday and Saturday. In general, there is no obvious pattern of daily distribution over the week while total demand values are similar.
3.3.1. Composition

Table 5 presents the R-squared value for the relationship between the current demand \(L(t)\) and the lagged demand \(L(t - i)\). The highest \(R^2\) value was 0.89, which shows a high correlation between the current and previous hour’s demand. This correlation can be used as main input for the forecast model, however, it will require updating of the measurements in every time step. The \(R^2\) increased gradually from 0.22 to 0.89 in line with the decrease in the \((i)\) value. This means the linear model will be less able to explain demand variability when depending on the high \((i)\) lag value and this correlation will not be an effective relationship in forecasting load. However, the \(R^2\) value for the previous day’s demand at the same time shows a positive, strong correlation, with value equal to 0.45.

Table 5. R-squared values for the relationship between current and lagged demand at Madaba city.

| Correlated Variables | \(R^2\)  |
|----------------------|---------|
| \(L(t)\) vs. \(L(t - 1)\) | 89.5%   |
| \(L(t)\) vs. \(L(t - 2)\) | 76.7%   |
| \(L(t)\) vs. \(L(t - 3)\) | 59.3%   |
| \(L(t)\) vs. \(L(t - 4)\) | 22.9%   |
| \(L(t)\) vs. \(L(t - 24)\) | 45.6%   |

3.3.2. Time Series Analysis

The MV network demand usually demonstrates a substantial weekly/daily seasonality, using the time series analysis [38,39]. The current section will examine in detail the energy usage of a single household through the training data period by demand profiles to ensure that it follows either pattern or significant seasonality in demand curves. The former section provided an undetailed examination of demand, which concluded with the observation that demand values can be further sorted into a distribution with irregularly proclivities. The following factors will be taken into consideration in determining the type of cycles or patterns in the case of household demand by using time series analysis:

- Analysis based on daily and weekly patterns, to examine, if applicable therein, hour/day–day/week–week demand and any formation of cycles.
• Analysis of autocorrelation and hourly energy consumption to investigate if there are any seasonal patterns, especially those not in day/week cycles.

Firstly, the energy consumption profiles were introduced to probe the patterns of a weekly and daily type. A general analysis of distribution of hourly demand within week/day patterns is given in Figures 12 and 13. As an example, the hourly demand over six weeks are explored in Figure 12, where the box plots symbolize demand during the dataset per every week. It can be seen from the dataset that the location of points from 0.8 kWh to 1.75 kWh is the median related to the six-week period. Besides this, the comparative values between the maximum and minimum of the median demonstrate a rise to 118.7%. Additionally, the value within one week of the Interquartile Range (IQR) also varies greatly. By way of illustration, the minimum and maximum of the first week has IQR from 0.9 to 3.2 kWh as against the second week with an IQR from 0.1 to 1.2 kWh with median 0.8 kWh and 1.75 kWh, respectively. This presents irregular behaviour in demand without apparent reference to weekly seasonality, nor week-to-week uniformity.

As seen in Figures 12 and 13, the weekday patterns can be examined by plotting the hourly demand distribution on the basis of the sort of day. It is shown that the hourly data set consists of two patterns (categories) as addressed in Section 3.3. The first ranges from 70% below 2 kWh, while the other ranges from 12% at over 3.5 kWh. This can also be presented within several demand distributions on every type of day. Nevertheless, the observations of low demand on six days are greater than the number on Friday which ranged from 0 to 0.5 kWh. Furthermore, the demand analysis through type of day indicates that there is no specific day which has an obvious highest or lowest demand value, but every day has a broad spectrum of demand records. There is no obvious pattern of daily distribution while the highest and lowest demand values can separated into particular days. However, low demand values occur highly between 10:00 to 15:00 over the week except for Saturday and Sunday. This is due to the fact that the single household is normally highly volatile compared to aggregated demand profiles for LV feeders or MV demand [29,40], where any small activity in the household can change the load profile behaviour.

Secondly, the behavior of unsteady and erratic household demand against aggregate LV or MV demands provides challenges in seeking for seasonality models. Therefore, this section is intended to examine cross-relationships over the training data set period. The PACF was determined through two-week lags (336-time lags) in order to locate any links or patterns via the time series points, which can be seen from Figure 14. From the PACF plot, there are no obvious models or seasonalities for allocation of the considerable delays (lags) against other aggregated LV demands, that in most cases demonstrate remarkable lags (24 and multiply). Despite this, early correlation lags were randomly distributed, without an obvious automatic association performance through time series on demand.

Figure 12. Box plot of hourly household demand over six weeks starting from 1 January 2019.
These linked lags may appear as a result of house tasks which require a further one-step time to accomplish.

![Breakdown of hourly demand distribution by day type.](image1)

**Figure 13.** Breakdown of hourly demand distribution by day type.

![PACF plot for household demand for two-week time lags.](image2)

**Figure 14.** PACF plot for household demand for two-week time lags.

In general, this section has introduced and investigated household demand and PV power output characteristics which are important to comprehend the data profiles’ performance for the purpose of improving a load forecast model in view of the current paper. The essential contribution of the existing section is to address the absence of a theoretical foundation in most of the literature for energy demand performance regarding two issues: (1) single household and (2) PV system techniques. This is crucial in promoting the load forecasting algorithms in Section 3. This section introduced an examination of time...
series in the case of household demand and PV system in order to check if there are any trends/models and correlation with external parameters. In addition, both the PV system and weather conditions demonstrated a high correlation, instead of any obvious indicator of trends/patterns through the data profiles. Furthermore, an explicit influence on the improvement of the forecast models is enhanced by the analysis of both cross-correlation and time series, as illustrated in Section 3. To obtain an adequate load forecast for the household demand and PV system, we must determine the ideal variables. For instance, to specify and select the greatest orders of the ARIMA variables (p, d, q), time series analysis and a PACF plot are needed.

4. Load Forecasting Models

In general, load forecasting models are utilized to anticipate fluctuating demand and might assist in achieving greater performance for low voltage implementation [1–5,10–12]. This section ought to improve different ANN forecasts and time series models. As illustrated in Section 3, given the fluctuating performance for household demand, Madaba city demand and PV system outputs compared to low voltage or medium voltage demand, the prediction challenge introduced for this specific task is more difficult and complex. In this section, forecast models are expanded to anticipate a domestic demand \( \hat{L}(t) \) for the next hour, and PV system output power \( \hat{P}(t) \), that is, at \( t + 1 \) until \( t + 24 \), where \( t \) represents the time step. In this paper, it is important to provide historical records and forecast where or not the equations whether have a (*) notation. Figure 15 illustrates a general diagram for the suggested load prediction procedures. In subsequent sections, various ARIMAX and ANN are improved, using probabilistic and new optimization approaches, respectively, as presented in Sections 4.1 and 4.2.

Figure 15. General schematic of the short-term load forecasting procedure implemented in this article.

4.1. Probabilistic ARIMAX Forecast Model

In general, the ARIMAX approach is defined as a statistical method using a time series that can develop historical data as a time function to estimate a specified future value. The linear and simple approach to the Auto Regressive Integrated Moving Average (ARIMA) is used as being easier to implement and does not need any historical information via time series. Moreover, the latter method can be broadly employed in predicting electrical load demand. So that the model has an external variable, the ARIMA should be modified to the ARIMAX version which consists of a nonlinear relationship and external variables. Typically, the merits of an external variable can be seen by establishing an additional parameter which assists in reducing prediction errors and increasing the use of accessible data. For the prediction of LV demand both ARIMAX and ARIMA models are common through time series [8,32]. To produce a non-seasonal ARIMAX model with (p, d, q) variables as illustrated by Equation (1) for household demand as an example, combination is needed, via a variation component with the ARIMAX model. Besides, this variation can be implemented repeatedly to create a chain constant [33,34]:

\[
L^{(d)}(t) = \sum_{j=0}^{h} \phi_j X_j(t) + \sum_{i=1}^{p} \phi_i L^{(d)}(t-i) + \sum_{i=1}^{q} \theta_i Z(t-i) + C, \tag{1}
\]

\[
\hat{L}^{(d)}(t) = L^{(d-1)}(t) - L^{(d-1)}(t-1), \tag{2}
\]
Here for $L^{(d)}(t)$, where d is differenced demand estimate by time t for $L^{(0)} = L$, this can be specified through Equation (2) where $L^{(d-1)}(t)$ is the previous differenced demand by time t; $\sum_{i=0}^{p} \phi_i L^{(d)}(t - i)$ is related to pth order autoregressive polynomial lag (AR(p) model); $\sum_{i=0}^{q} \theta_i Z(t - i)$ is related to qth order moving average polynomial lag (MA(q)); $\sum_{j=0}^{h} \phi_j X_j(t)$ is the hth exogenous variables term; $\phi_1, \phi_2$ and $\theta_1$ stand for the parameter of external variables, and both MA(q) and AR(p) relations; also here $Z(n)$ is defined as the previous error of prediction which can be distributed normally, and C represents a constant value. To investigate the link between both current and any external variables, it is significant to estimate an external variable in the ARIMAX model [29,32–34]. As previously discussed, the parameters which are computed as a task are only utilized in case they decrease prediction error [7–9]. In Section 3.2, the analysis of data showed a high correlation between the PV output and household demands and temperature. In addition, a positive strong correlation between PV output and wind speed is presented. Therefore, weather conditions are the external variables: $X_1(t)$ is the hourly temperature and $X_2(t)$ is the hourly wind speed. In general, the seven actions must be completed frequently in order to improve the ARIMAX model. Figure 16 illustrates and outlines the common approach to improving ARIMAX models.

Implementation of ARIMAX forecast models:

Note that the ARIMA (p, d, q) model can be extended to ARIMAX, consisting of external variables. The BIC matrix computation has also been used to select the best ARIMAX model order. The $X_1(t)$ and $X_2(t)$ here represent the external variables for the suggested ARIMAX model. The differencing term (d) in the ARIMAX model helps to stabilize the mean of the time series by eliminating trend and seasonality. In this model, it was only required to take the first difference in order to obtain stationary data, so (d = 1) in all models. The BIC matrix computed and implemented in accordance with values p between 1 and 48, q between 0 and 48, and d between 0 and 3, which can assist parameters selection in the ARIMAX model. Through the minimum BIC value the most preferable parameters in the case of the ARIMAX model can be acquired. The BIC matrix results shows that the most preferable parameters appear in the case of the ARIMAX model (p, d, q) in accordance with the accessible data for household and Madaba city demand, through lowest BIC conveyed by (p, d, q) = (2,1,2) and (1,1,2) for PV power. The ARIMA model can be derived by removing the external variables term from the ARIMAX model.

Probabilistic ARIMAX Model

The previous method was presented as a point forecast with a single estimate output for each time step [41–45]. However, a point forecast is mainly limited to the description of the data model and the degree of uncertainty in the data. Therefore, a forecast model which can give a detailed picture of future demand under different degrees of uncertainty is a significant model. A probabilistic estimation approach is an estimation model which gives future demand scenarios based on the distribution of data [41,45]. In this paper, an ensemble or multivariate forecast model using Monte Carlo is developed to future scenarios of household and Madaba city demand $\hat{L}(t + i)$ and PV system output power $\hat{P}(t + i)$. The main advantage of developing the ensemble forecast is that it takes into account the inter-dependencies and uncertainty in the data. To present the volatile and uncertain household demand and PV system output power, the ARIMAX forecast model in Section 4.1 has been modified to generate potential future scenarios by using a Monte Carlo sampling method. Here, we sample household demand $\hat{L}(t + i)$, and PV system output power $\hat{P}(t + i)$ from the joint probability distribution with temperature and time, as presented in Figures 6 and 9 using a 2D histogram. Then, the ARIMAX model as presented in Section 4.1 is used to obtain the forecast scenarios. The basic steps for the proposed probabilistic method using the Monte Carlo and ARIMAX model are summarised as follows [29]:

1. Select the ARIMAX model order (p, d, q).
2. Compute the BIC for different combinations of parameters (p, d, q).
3. Select the model with the lowest BIC as the best model.
4. Use the selected model to forecast future demands and PV output power.
5. Sample from the joint probability distribution of temperature and time.
6. Use the ARIMAX model to generate scenarios for household demand and PV output power.
7. Analyse the scenarios to understand the uncertainty in future predictions.
- Identify the forecast model variables and pre-sample data, where usually the training data set is used as the pre-sample data.
- Specify the empirical joint distribution of household demand, PV system output power, temperature, day and time. The 2D histogram is used to select the joint distribution, as displayed in Figures 6 and 9.
- A Monte Carlo sampling method is used to generate stochastic samples from the empirical joint distribution.
- Use the ARIMAX models from Section 4.1 to generate stochastic samples and obtain the model responses.

**General process for ARIMAX forecasting model**

1. Collecting and pre-process data: plot the data and identify outliers
2. Checking the stationarity
   - Non-stationary
     - Difference the data until the data becomes stationary.
   - Stationary
     - Split the data into training and testing sets.
3. Identifying the ARIMA model parameters \((p, q)\) using the following methods:
   - PACF and ACF plots.
   - AIC and BIC calculations.
4. Select the exogenous variables which can decrease the forecast error and add to the ARIMA models.
5. Training the ARIMAX model using the training data set.
6. Check forecast error white noise or not?
   - No
   - Yes
     - Generate forecasts for the testing data set.

**Figure 16.** Methodology of the Autoregressive Integrated Moving Average (ARIMA) and ARIMAX forecasting models.
4.2. ANN Forecast Model Optimized by Using Golden Ratio Optimization (GROM)

In general, the prediction of energy demand, which is a difficult and complex problem, includes many non-linear relationships such as temperature and wind speed for renewable energy applications. A range of artificial intelligence techniques are used during energy forecasting because of their flexibility and can manage complex non-linear relationships to create accurate prediction models. In general, the ANN is one of the most fashionable approaches to artificial intelligence, and it is a mathematical model that has a variety of applications that include prediction and control systems [12,40]. The idea of designing artificial neural networks is a simulation that emerged from the biological NNs of the central nervous system with a research goal of discovering how learning operates [40,41]. The mathematical models represented by neural networks consist of artificial neurons associated with synaptic weight \( W_{ij} \). \( X_i \) refers to the individual neuron among them, and \( X_j \) is related to each neuron in the second layer [12,41]. Figure 17 illustrates the standard organization of individual artificial neurons in which the process is carried out via activation function in the summation point and gathering input-signs; in this case, the former layer’s outputs multiply through synapses [41]. Typically, in the hidden units there is a role for the activation function that can be employed in order to create an output to act as input in the following layer [6,41]. Two activation functions can be broadly classified into a hyperbolic tangent (tanh) and a sigmoid [41,42]. The objective of the scalar to scalar activation function is to model non-linearity in intricate performance and restrict the output of the neuron [41].

![Figure 17. The structure of typical artificial neuron processing in a neural network (NN) unit.](image)

Implementation of traditional ANN forecast models:
The traditional ANN feedforward model aims to forecast the future household and Madaba city demand \( \hat{L}(t + i) \) and PV system output power \( \hat{P}(t + i) \); where \( n \) represents the current time step and \( i = 1, 2, \ldots, 24 \). Figure 18 illustrates and sums up the ANN model’s steps and introduce the standard method for ANN [6,40–42]. The steps of the ANN model in Figure 16 were pursued with the purpose of choosing appropriate parameter models, as listed below.
availability of data. In Section 3.2, the analysis of data showed high correlation between the PV output and household demands and temperature. In addition, a positive strong correlation between the PV output and wind speed is presented. Therefore, weather conditions are recommended to be used as external variables: $X^1(t)$ is the hourly temperature and $X^2(t)$ is the hourly wind speed. In Section 3.3, the previous hour demand and the previous day demand at the same time showed a strong positive correlation with the current demand at Madaba; therefore, these two variables and hour of the day are recommended to be used as external variables $X^3$ to $X^6$. In order to verify the impact of the proposed external variables on the forecast model accuracy, Section 5.3 presents a statistical analysis of the ANN forecast models with different external variables. The following exogenous variables are used in the PV power forecast model:

- $X^1$: Temperature
- $X^2$: Wind Speed
- $X^3$: Hour of the day
- $X^4$: Former hour data
- $X^5$: Former day data

On the other hand, the following exogenous variables are used for the household and Madaba city demand forecast model:

- $X^1$: Temperature
- $X^2$: Average of the previous two hours demand
- $X^3$: Hour of the day
- $X^4$: Former hour data
- $X^5$: Former day data

- Number of hidden layers: two hidden layers.
- Number of hidden neurons: ten neurons in each hidden layer.

Variable selection (inputs, outputs) based on analysis of data.

Data collection and pre-processing: identify unusual observation and detect trends.

Splitting the data into training, validation and testing sets.

Selecting the ANN model parameters:
- Number of hidden neurons.
- Number of layers.
- Transfer function.
- Evaluation criteria.

Training the ANN model

Implementing the ANN model and generating the forecast profile.

Figure 18. The methodology of the Artificial Neural Network (ANN) forecasting model.

1- Variable selection:
   - Output variables: the principal goal of this paper, future demand $\hat{L}(t+i)$, and PV system output power $\hat{P}(t+i)$.
   - Input variables: initially, the external variables (temperature and wind speed) have been carefully chosen as key input variables, by reason of the robust link amongst them and the selected output variables. Furthermore, the experimental and error method was employed to choose extra input variables grounded in the relative historical profiles and current for household demand and PV system output power. In step 4, the results and analysis of the trial and error are provided for the purpose of checking parameters.

2- Data collection and pre-processing: the measured data is presented in Section 3. This step includes checking all data to avoid data waste. In addition, the step implies assaying the data to noise abatement, discerning trends, and finding any important link.

3- Dividing the data set: the collected data sets are separated into training, validation and testing data sets, as discussed in Section 3.

4- ANN model parameters selection: the capability of figuring out and alleviating the computation of complex correlations is the reason behind using parameter functions in this case study. Besides, the trial-and-error approaches apply as a consequence of identifying both numbers in hidden layers and neurons.
   - Training function: Levenberg-Marquardt backpropagation.
• Transfer function: sigmoid function.
• Evaluation criteria: full squared errors.
• The stopping criteria: once there is no additional development in the error function.
• Final forecast model evaluation: the forecast performance is assessed by utilizing the MAPE in this section. The outlined forecast model evaluation approaches are particularized in Section 4. The MAPE and each assessment forecast method are determined in Section 5.
• Input variables: in general, to improve the expected performance, a suitable external variable should be selected based on the objectives of the model and the availability of data. In Section 3.2, the analysis of data showed high correlation between the PV output and household demands and temperature. In addition, a positive strong correlation between the PV output and wind speed is presented. Therefore, weather conditions are recommended to be used as external variables: \( X_1(t) \) is the hourly temperature and \( X_2(t) \) is the hourly wind speed. In Section 3.3, the previous hour demand and the previous day demand at the same time showed a strong positive correlation with the current demand at Madaba; therefore, these two variables and hour of the day are recommended to be used as external variables \( X_3 \) to \( X_5 \). In order to verify the impact of the proposed external variables on the forecast model accuracy, Section 5.3 presents a statistical analysis of the ANN forecast models with different external variables. The following exogenous variables are used in the PV power forecast model: \( X_1 \): Temperature, \( X_2 \): Wind Speed, \( X_3 \): Hour of the day, \( X_4 \): Former hour data and \( X_5 \): Former day data in same hour. On the other hand, the following exogenous variable are used for the household and Madaba city demand forecast model: \( X_1 \): Temperature, \( X_2 \): Average of the previous two hours demand, \( X_3 \): Hour of the day, \( X_4 \): Former hour data and \( X_5 \): Former day data in same hour.
• Number of hidden layers: two hidden layers.
• Number of hidden neurons: ten neurons in each hidden layer.

ANN-GROM Forecast Model

In the traditional ANN forecast model, optimization techniques such as steepest descent and the Gauss Newton method have been used in the literature [12–16] to solve the learning algorithm and achieve the best performance in ANN. Furthermore, these traditional optimization techniques work in finding local optimal parameters for ANN which requires that the objective function needs to simultaneously satisfy the following criteria: smoothness, continuity and differentiability. However, these traditional optimization methods cannot be efficiently used for optimizing the ANN forecast model for electrical demand with a high level of uncertainty. Therefore, it is significant to explore alternative optimization methods; to the best of the author’s knowledge, this is the first work on optimized load forecasting using the Golden Ratio Optimization Method (GROM) technique.

In the previous section, the traditional ANN load forecasting for household demand and city demand connected to renewable energy systems is presented. However, in reality the output renewable energy systems and LV demands are naturally non-smooth due to the volatile behaviour of weather conditions. Here a new optimal technique is required to efficiently achieve the best ANN performance and minimize the forecast by dealing with the uncertainties in renewable energy systems and LV demand profiles. In this paper, the Golden Ratio Optimization Method (GROM) is used to achieve the best ANN performance and optimal parameters. The GROM as a new optimization-training algorithm improved the training process by reducing the tuning time and increasing the speed to arrive at a global solution compared to traditional methods such as the gradient descent training algorithm. The GROM is an optimization solver, based on growth searching patterns nature such as those of plants [43]. The searching pattern in GROM was discovered by Fibonacci and is called the golden ratio. The golden ratio aims to determine the growth searching angle of the model which helps to improve the searching technique and achieve
an optimal solution [43]. The golden ratio is used to update the searching process and find the optimal solution in two different phases. Firstly, the mean value of all possible solutions for training the ANN network (the population) is calculated; then, in terms of fitness, the mean solution is compared to the worst solution. In case the mean solution achieves a better fitness value, it will replace the worst solution. This process aims to speed up the algorithm and reach convergence. Secondly, to determine the direction of search (searching angle), a random solution will be selected and compared to the mean solution to investigate the impact of these on the search movement. This helps to determine the optimal ANN model parameters and avoid choosing additional parameters which can mislead the forecast model. In this paper, a GROM is developed to optimize the ANN forecasting model based on the following steps:

- Firstly, a number of random learning model parameters for the ANN forecast model, as population initialization is created and the mean value of the population is calculated.
- Secondly, the fitness of each model parameter is evaluated by using the learning cost function in ANN. Then, the fitness of the mean value of the population solution will be compared to the worst solution. In case the mean population solution has a better fitness result compared to the worst solution, the worst solution will be replaced by the mean population solution. This process in GROM aims to enhance the optimization speed to achieve convergence.
- Thirdly, a random solution vector is created in the population to determine and specify the new step direction and movement. The fitness of the new random solution and selected population will be compared to the mean solution. In this step, the random parameters solution aims to create a random movement towards the next step solution and to create the ability to search the whole space of the cost function. In order to select the size of movement towards the new solution and its direction, the Fibonacci formula (golden ratio) is used in this work as in [43]. The best parameters solution is the solution with the minimum objective function value. In GROM, the parameter solutions need to be updated and moved towards the best solution for the population [43].

In general, the proposed GROM optimization technique is free from any tuning steps for the optimization model, which helps to simplify the model, and reduce the convergence rate and the computational cost. In this work, the optimization model parameters have been evaluated over a wide range of values, as in [43], and the best parameters solution was determined to obtain the results.

5. Results and Discussion

In this section, the forecast model’s results are introduced and discussed. Firstly, to evaluate the performance of the proposed forecasting models over a specific time series, it is significant to determine the forecast evaluation method. The accuracy of forecasting models can be determined by using different techniques such as the Mean Absolute Percentage Error (MAPE) and Root Mean Square Error (RMSE) [1–7], as shown in Equations (3) and (4).

\[
\text{MAPE} = \frac{100}{T} \sum_{t=1}^{T} \left| \frac{L(t) - \hat{L}(t)}{L(t)} \right|, \quad (3)
\]

\[
\text{RMSE} = \sqrt{\frac{\sum_{t=1}^{T} (L(t) - \hat{L}(t))^2}{T}} \quad (4)
\]

where \(L(t)\) is the actual data, for example, the household demand; \(\hat{L}(t)\) is the predicted data; \(t\) is the current time step and \(T\) is the total number of time steps (observations). The MAPE and RMSE are the most common evaluation methods for forecast models. MAPE is a scale-independency method, which makes it easy to interpret as a percentage [41]. However, if the actual data reading is zero, MAPE cannot be used because it generates undefined values. Therefore, the RMSE is used in this paper to avoid this problem during evaluation.
of the forecast modes. However, the RMSE, MAPE and other evaluation methods focus on the mean value of the error and do not show the forecast model performance at every time step. For example, in some cases the actual and forecast demand profiles have a close magnitude, but there is a time shift between the two profiles which leads to extremely high error value. In future work, the evaluation method for LV demand application will be updated by using an energy score model. Throughout this section, comparison evaluation of the performance of forecast models will be determined by:

- Comparing the forecast model performance over different data profiles: household demand, Madaba city demand, PV energy output and the net curve at the household, which is the difference between household demand and PV system output.
- Evaluating the impact of exogenous variables (weather conditions) on the prediction models.
- Evaluating the importance of designing a rolling load forecast model compared to a fixed forecast model, especially for volatile data profiles such as LV household demand.

5.1. Overall Comparisons

The MAPE and RMSE were calculated over the testing period for each day, as presented in Table 6. The MAPE and RMSE scores of the Probabilistic-ARIMAX forecast model are based on the average demand scenario. Furthermore, the MAPE and RMSE for the household demand application are calculated based on the average of the ten houses’ results, where these results are without any significant deviation. In general, the mean value approach is one of the most common in solving stochastic problems [29]. In terms of the overall performance, the ANN-GROM forecast models provided the highest prediction accuracy for all data profiles over the testing period. Firstly, the traditional ANN and ARIMAX models’ profiles are generated for the three types of data sets over the testing period and compared to the actual data. A specific example of the actual household, net demand and prediction models’ profiles are illustrated for one day in Figures 19 and 20. The ARIMAX model misses a significant peak at 8:00 o’clock and tends to underestimate the household demand, as shown in Figure 19. On the other hand, the ARIMAX and Probabilistic-ARIMAX models tend to underestimate compared to the traditional ANN and ANN-GROM models, as presented in Figures 19 and 20. For all three types of data sets, the ANN-GROM and Probabilistic-ARIMAX outperformed the traditional ANN and ARIMAX models, as presented in Table 6. The MAPEs for ANN-GROM model were improved by 41.2%, 22.1%, 30.1% and 27.9% for household, PV output, net demand and Madaba city demand data profiles, respectively, compared to traditional ANN models. In addition, Table 6 shows that the Probabilistic-ARIMAX models outperformed ARIMAX by providing minimum RMSE values of 28.1 W, 31.9 W, 40.8 W and 845 kW for the household, PV, net demand and Madaba city demand data profiles, respectively. ARIMAX generated the highest RMSE value during forecasting of the net demand curve. In addition, all forecast models show a lower prediction performance during forecasting of the net demand curve compared to PV and household profiles. This is mainly due to the fact that the exogenous variables for both forecast techniques were chosen based on the correlation between weather conditions and PV and household profile without taking into account the net demand curve. Section 5.2 will present the effect of choosing the exogenous variables on both forecast models’ accuracy in more details. The ARIMA and ARIMAX was concerned with point forecasts where there is only a single estimate value is generated at each time step. The point forecast model (ARIMAX) is limited in to the demand data behavior and mainly for data with large degree of uncertainty. Instead, the probabilistic-ARIMAX give a more detailed picture of demand by generating a number of future demand scenarios, which will help to capture all possible scenarios including the worst-case scenario based on the historical data. Therefore, the mean value of probabilistic-ARIMAX showed more accurate forecast results compared to the ARIMAX, as shown in Table 6. However, the probabilistic-ARIMAX model will be limited to the number of generating scenarios and
the size of available historical data. In general, increases in number generation demand scenarios in the probabilistic-ARIMAX will increase computational costs.

Table 6. Overall performance of the proposed forecast models.

|                     | Traditional ANN | ANN-GROM | Probabilistic-ARIMAX | ARIMAX |
|---------------------|-----------------|----------|----------------------|--------|
|                     | Mean Absolute Percentage Error (MAPE) | Root Mean Square Error (RMSE) | MAPE | RMSE | MAPE | RMSE | MAPE | RMSE |
| Household demand    | 5.7%            | 30.1 W   | 3.4%                 | 20.1 W | 4.7% | 28.1 W | 6.2% | 39.8 W |
| PV system output    | 6.1%            | 44.9 W   | 4.8%                 | 25.8 W | 5.9% | 31.9 W | 7.1% | 50.0 W |
| Net curve at the household | 7.5%           | 59.8 W   | 5.3%                 | 28.6 W | 6.5% | 40.8 W | 8.4% | 70.1 W |
| Madaba City         | 4.3%            | 860 kW   | 3.1%                 | 620 kW | 4.2% | 845 kW | 4.9% | 980 kW |

Figure 19. An example of actual and forecast household demand profile results.

Figure 20. An example of actual and forecast net demand profile.

5.2. Forecast Error Analysis

Table 6 presents the overall performance of all prediction models. In this section, the percentage of forecast error for ARIMAX, as an example, over one week of the PV system data, has been analysed by plotting the histogram of prediction error in Figure 21. Firstly, the values of forecast error were distributed within a wide range (−0.6 and 0.6). Secondly, the high number of forecast error percentages clustered around 0%, while many of the
errors were distributed between −0.2% and 0.2%. Therefore, the normal distribution of the forecast error seems to accurately describe the ARIMAX model error by showing no bias distribution. In addition, this shows that it may be difficult to improve the performance of the forecast models any further, as the error centralised around zero. As previously discussed, the household demand and PV system profiles are volatile and less predictable compared to aggregated LV demands or MV demands. However, the forecast models in this paper are accurate compared to examples presented in the literature. For example, an ANN forecast model was presented by Bi et al. [46] to predict the power output of a PV system. The results show a 10.06% and 18.9% MAPE forecast error during sunny and rainy days, respectively. The high MAPE was mainly related to the type of exogenous variables used in the model. In [46], the high, low and average temperature values for similar days was used to generate the forecast profile. The average temperature over the day introduced less correlation with current demand compared to the hourly temperature, where normally the temperature changes from morning to midday to evening time. The differences between the actual temperature and average temperature will reflect demand consumption and PV output, as presented in Section 3. In this paper, the hourly temperature and historical data correlation were used to predict the PV profile.

In this section, the previous prediction models have been tested for predicting the PV power output (single household system) over the testing period. Table 7 shows significant improvements in the MAPE and RMSE for all ARIMAX and ANN forecast models using the effect of exogenous variables in line with the historical data are recommended as inputs for the forecast model. Model A2 using only the temperature as exogenous variable and Model NN2: ANN model without exogenous variables that is related to weather conditions and includes only the variables related to weather condition (X₁: Temperature, X₂: Wind Speed).

5.3. Effect of Exogenous Variables on Forecast Models

In order to improve the performance of the forecast models and minimise the high error peaks, exogenous variables such as weather conditions have been used. In this paper, the impact of the exogenous variables in ANN and ARIMAX models has been evaluated by dividing the forecast models into sub-models as follows:

- Model A1: ARIMAX with two exogenous variables (X₁: Temperature and X₂: Wind Speed).
- Model A2: ARIMAX with one exogenous variable (X₁: Temperature).
- Model A3: ARIMAX with one exogenous variable (X₂: Wind Speed).
- Model A4: ARIMA (2,1,2) model for the household and Madaba city demand and ARIMA (1,1,2) for PV output. The ARIMA model has been derived by removing the external variables term from the ARIMAX model.
- Model NN1: ANN with the following exogenous variables (X₁: Temperature, X₂: Wind Speed, X₃ : Hour of the day, X₄: Previous hour data, X₅: Previous day data in same hour).
- Model NN2: ANN model without exogenous variables that is related to weather conditions and includes the following variables (X₃ : Hour of the day, X₄: Previous hour data, X₅: Previous day data in same hour).
- Model NN3: ANN model without exogenous variables that is related to time series and seasonality and includes only the variables related to weather condition (X₁: Temperature, X₂: Wind Speed).

In this section, the previous prediction models have been tested for predicting the PV power output (single household system) over the testing period. Table 7 shows significant improvements in the MAPE and RMSE for all ARIMAX and ANN forecast models using...
the exogenous variables (weather conditions) compared to the ARIMA and ANN models that depend only on the time series correlation. The MAPE of NN1 model decreased by 5.6% compared to NN2. The RMSE values of Model A1 decreased by 21.6 W compared to Model A4. Overall, forecast models with the exogenous variables improve the prediction accuracy and exhibit large errors. This indicates, in the current PV system data set, that the exogenous variables in line with the historical data are recommended as inputs for the forecast model. Model A2 using only the temperature as exogenous variable and Model A1 (with two exogenous variables: wind speed and temperature) performed in a similar way with differences in accuracy of less than 1.3%. Furthermore, Table 5 shows that Model A2 is slightly more accurate compared to Model A3 with wind speed as exogenous variable. This indicates that temperature information has a more significant impact on the prediction performance than the wind speed for the PV system output forecast. Based on the analysis of the PV data set and performance of the forecast models, the prediction models require both wind speed and temperature as exogenous variables. On the other hand, one of these as exogenous variable can help to reduce the error peaks and the impact of outlier values. The results of Model A4 and Model NN2 show high forecast errors compared to all other models. This is mainly due to the high correlation between current demand and external variables (related to weather conditions) which are stronger and associated more with demands compared to times series autocorrelation at low voltage demand, with a high level of uncertainty. Weather conditions (as external variables) increase the ability to capture the chaining of demand behaviour at low voltage level in line with the seasonality and time series autocorrelation presented by Model A1 and Model NN1. However, Model NN3 employed only weather conditions (as external variables) without taking into account any time series autocorrelation or variables such as the time of the day or the previous load, which led to a high forecast error of 19.7% due to the weather conditions normally being fixed for different hours during the day. The forecast models NN1 and NN2, as ‘inelegant’ forecast models, outperformed the deep learning ANN model [47] and Long Short-Term Memory model (LSTM) [47]. The results of [47] in Table 7 are the average best results for ten householders.

Table 7. Overall performance of short-term forecasting models over testing days.

| Forecast Models | MAPE | RMSE   |
|-----------------|------|--------|
| Model A1        | 7%   | 49.2 W |
| Model A2        | 8.3% | 54.3 W |
| Model A3        | 10.1%| 61.7 W |
| Model A4        | 15.8%| 75.8 W |
| Model NN1       | 6.2% | 45.1 W |
| Model NN2       | 14.9%| 70.3 W |
| Model NN3       | 19.7%| 108.9 W|
| ANN [47]        | 17.3%| 98.7 W |
| LSTM [47]       | 24%  | 153.2 W|

5.4. Evaluating of the Importance of Designing a Rolling Load Forecast

In this paper, the proposed forecast models are extended to create a rolling demand forecast. The rolling forecast model aims to firstly predict the hourly household demand a day ahead, and then the forecast model will be updated after each time step. This procedure aims to recalculate and update the forecast profile for the following 24 h by using the new real-time measurements and forecast error. The rolling forecast model aims to minimise the forecast error compared to a fixed forecast model over one day.

To assess the rolling forecast accuracy for the proposed forecast models, overall daily MAPE is presented in Table 8. A comparison of the rolling (updating each time step) and fixed forecast models (updating with daily bases) of a single household demand over 7 days, as depicted in Table 8 and Figure 22, shows that prediction performance of the rolling model significantly improves compared to the fixed model. For example, on Day 4 the daily MAPE decreased from 7.3% to 5.2% for ANN and from 8.6% to 7.1% for ARIMAX. The minimum and maximum daily MAPE improvements in the rolling ANN-GROM forecast model was on Day 5 and Day 3, by 18% and 35.2%, respectively. In addition, the average daily MAPE over the testing period for the rolling ANN but with a different time updating
schedule is presented in Figure 22. The hourly updating (rolling forecast) improves the overall daily MAPE by 28% compared to 12 h updating. The MAPE slightly improves (less than 3%) after 12-time step updating. This indicates that the updated measurements can help to increase the prediction model accuracy. However, the rolling process will increase the computational costs compared to fixed forecast.

Table 8. The daily mean absolute percentage error (MAPE) for the rolling and fixed models started from 1 October 2020.

|                | Traditional ANN | ARIMAX | ANN-GROM | Probabilistic-ARIMAX |
|----------------|-----------------|--------|----------|-----------------------|
|                | Rolling Forecast| Fixed  | Rolling  | Fixed  | Rolling Forecast | Fixed  | Rolling  | Fixed  |
| Day 1          | 4.2%            | 5.8%   | 5.9%     | 6.6%   | 3.1%            | 4.0%   | 4.3%     | 5.7%   |
| Day 2          | 3.9%            | 4.1%   | 5.7%     | 7.1%   | 2.8%            | 3.9%   | 4.5%     | 5.9%   |
| Day 3          | 4.8%            | 6.1%   | 5.3%     | 6.9%   | 3.3%            | 5.1%   | 4.2%     | 6.0%   |
| Day 4          | 5.2%            | 7.3%   | 7.1%     | 8.6%   | 4.2%            | 5.3%   | 5.1%     | 6.8%   |
| Day 5          | 5.4%            | 6.1%   | 6.7%     | 7.9%   | 4.5%            | 5.5%   | 5.4%     | 6.1%   |
| Day 6          | 5.1%            | 8.7%   | 8.1%     | 9.3%   | 4.1%            | 6.2%   | 5.5%     | 7.2%   |
| Day 7          | 3.8%            | 4.1%   | 3.8%     | 4.2%   | 2.9%            | 3.9%   | 4.0%     | 4.1%   |

Figure 22. Average of daily MAPE of rolling forecast model with different time step updating.

5.5. Evaluating the Impact of Demand Disaggregation

In Section 1, the literature of load forecasting focused on a high and medium voltage level and, for low voltage level, focused on feeders’ demand (aggregations of smart meter data). In general, low voltage demand for individual users is much more stochastic and non-smooth than high and medium voltage level or aggregation low voltage demand level due to the high uncertainty in the demand profile. Nowadays, smart grid and micro-grid systems aim to concentrate on using distribution generation and individual user needs for more efficient energy management models and networks. Therefore, implementation of new intelligent methods and probabilistic forecasts is required to consider the high level of uncertainty based on the level of aggregation of smart meters [21]. For example, the authors in [21] used Recurrent Neural Network (RNN) to estimate the power and energy demand of low voltage applications as load disaggregation in order to achieve a more efficient energy management system. Table 9 presented the forecast models’ results for three different level of aggregations: single household, aggregation of ten households’ demand (LV demand feeder), and small city (medium voltage). All forecast models performed more accurately with aggregated demand compared to single household demand. This is mainly related to the time series autocorrelations and correlation between the current demand and external variables which are stronger and more associated with aggregation demands, such as feeder and medium voltage level demand. For more explanation, larger demands (high
and medium voltage levels and aggregation low voltage), which consist of aggregations of larger numbers of individual householders, increase the prominent regularities in daily, weekly and seasonal behaviour.

Table 9. Overall performance of the proposed forecast models for demand disaggregation.

|                             | Traditional ANN | ANN-GROM | Probabilistic-ARIMAX |
|-----------------------------|-----------------|----------|----------------------|
|                             | MAPE            | RMSE     | MAPE                 | RMSE               |
| Single household demand     | 5.7%            | 30.1 W   | 3.4%                 | 20.1 W             |
| Aggregation of ten household demand | 4.9% | 250.9 W | 3.2% | 190.5 W | 4.5% | 250.3 W |
| Madaba City                 | 4.3%            | 860 kW   | 3.1%                 | 620 kW             |

5.6. Evaluation of the Proposed Forecast

The ensemble forecast model is a common technique to create future power load scenarios and feed stochastic controllers with different input scenarios [31,38]. However, there are difficulties in comparing point forecasting model results such as ARIMAX and ANN to ensemble forecast scenarios, where these techniques are not directly comparable. The analysis of the ensemble forecast results in this section aims to show the significance of using different forecasting techniques when it is important to handle uncertainty in different engineering problems. In general, the forecast process can be repeated to generate 1000 to 10,000 scenarios. However, the more scenarios created, the higher the computational cost, but it will give more diversity of the power load to be captured. In Figure 23, an example of the simulated ensembles forecast model is presented. The scenarios of future single household demand $L(t)$, are shown in red lines deviating closely around the actual demand values. However, the forecast errors get wider when increasing the horizon length in the forecast model due to the accumulation of forecast errors over each step, which also describes the high uncertainty at the end of the prediction horizon length.

![Figure 23](image_url)

Figure 23. An example of the ensemble forecasts for household demand.

6. Conclusions

The non-smooth and stochastic nature of household demand and PV power output, with no clear time series patterns compared to aggregate demand such as MV, increases the uncertainty levels and challenge of predicting LV applications. Therefore, an advanced prediction technique is required to minimise the impact of non-smooth demand behavior and reduce forecast error. In this paper, Probabilistic-ARIMAX and ANN-GROM forecast models have been developed and implemented to predict different LV applications and improve the performance of the prediction models by using exogenous variables, a new optimization method and a rolling forecast technique to forecast models. The proposed
forecast models have been trained and tested by using real-time power grid data. The forecast model results show that the proposed prediction models with exogenous variables and a rolling forecast technique are effective at reducing forecast error. In particular, the ANN-GROM, for the given household demand data, has favourable results and outperforms the traditional ANN, ARIMAX and Probabilistic-ARIMAX. For example, the MAPE for ANN-GROM model improved by 41.2% for household demand forecast compared to the traditional ANN model and showed high ability to capture the chaining in disaggregation demands. In line with the benefits of forecast error reduction, it could also potentially understand LV application demand, and DNOs gain considerable technical and economic benefits from household demand and PV data analysis and this forecast model. In addition, using different optimization methods such as ELM to train the ANN forecast model will form part of our future work.
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Appendix A

| Demand (kWh) |
|--------------|
| House 1 | House 2 | House 3 | House 4 | House 5 | House 6 | House 7 | House 8 | House 9 | House 10 |
| Time |
| 1 | 0.946 | 0.507 | 1.946 | 1.095 | 0.776 | 0.954 | 0.873 | 0.640 | 1.354 | 0.967 |
| 2 | 0.779 | 0.411 | 1.823 | 0.827 | 0.823 | 0.774 | 0.823 | 0.970 | 1.522 | 0.874 |
| 3 | 0.786 | 0.346 | 0.959 | 1.447 | 0.776 | 0.894 | 0.843 | 0.680 | 0.665 | 0.867 |
| 4 | 0.756 | 0.898 | 0.928 | 2.306 | 0.761 | 0.695 | 0.821 | 0.690 | 0.785 | 0.780 |
| 5 | 0.785 | 0.883 | 0.53 | 1.426 | 0.73 | 1.712 | 0.857 | 0.690 | 1.930 | 0.930 |
| 6 | 0.748 | 1.442 | 0.15 | 0.779 | 0.726 | 1.69 | 0.826 | 0.700 | 0.442 | 0.950 |
| 7 | 0.83 | 2.782 | 0.105 | 0.784 | 1.271 | 0.708 | 0.806 | 0.850 | 1.734 | 1.150 |
| 8 | 2.145 | 1.503 | 0.209 | 0.57 | 0.614 | 0.305 | 0.387 | 3.450 | 1.930 | 1.297 |
| 9 | 1.163 | 1.774 | 1.74 | 3.61 | 0.626 | 1.023 | 0.557 | 2.630 | 0.780 | 0.740 |
| 10 | 3.55 | 1.702 | 1.312 | 3.428 | 0.6 | 1.01 | 2.818 | 1.550 | 0.702 | 0.930 |
| 11 | 4.856 | 2.432 | 1.513 | 3.642 | 1.15 | 2.32 | 2.404 | 1.550 | 0.820 | 0.821 |
| 12 | 4.086 | 2.12 | 5.128 | 2.308 | 5.54 | 2.52 | 2.651 | 1.060 | 0.812 | 0.980 |
| 13 | 4.604 | 4.868 | 6.184 | 5.464 | 5.63 | 2.96 | 2.549 | 2.673 | 1.180 | 2.134 |
| 14 | 5.142 | 4.558 | 6.654 | 5.134 | 5.204 | 3.90 | 3.906 | 2.114 | 1.850 | 2.545 |
| 15 | 4.134 | 4.042 | 3.94 | 2.102 | 3.93 | 2.652 | 2.652 | 3.111 | 1.042 | 1.957 |
| 16 | 1.241 | 3.53 | 2.786 | 2.374 | 4.4 | 1.588 | 0.35 | 1.441 | 1.583 | 2.083 |
| 17 | 0.571 | 1.674 | 1.577 | 0.771 | 4.476 | 1.63 | 1.112 | 1.513 | 2.765 | 1.779 |
| 18 | 1.015 | 0.577 | 0.254 | 2.643 | 0.962 | 0.938 | 1.111 | 0.805 | 3.774 | 2.254 |
| 19 | 1.216 | 0.612 | 0.919 | 1.972 | 0.224 | 0.55 | 1.008 | 2.516 | 2.629 | 1.938 |
| 20 | 1.107 | 1.522 | 2.226 | 1.218 | 0.105 | 1.215 | 1.239 | 2.110 | 1.563 | 2.836 |
| 21 | 1.039 | 1.255 | 2.056 | 1.433 | 2.053 | 1.489 | 1.332 | 2.395 | 1.954 | 1.156 |
| 22 | 2.346 | 1.055 | 1.085 | 1.952 | 1.079 | 0.324 | 1.263 | 1.634 | 1.655 | 1.389 |
| 23 | 1.411 | 0.561 | 1.157 | 0.108 | 0.588 | 0.032 | 1.125 | 1.115 | 0.981 | 0.477 |
| 24 | 1.11 | 0.414 | 1.166 | 0.97 | 1.008 | 0.093 | 1.147 | 0.951 | 0.894 | 0.366 |
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