Due to wide applications in diverse fields, random walks subject to stochastic resetting have attracted considerable attention in the last decade. In this paper, we study discrete-time random walks on complex network with multiple resetting nodes. Using a renewal approach, we derive exact expressions of the occupation probability of the walker in each node and mean-field first-passage time between arbitrary two nodes. All the results are relevant to the spectral properties of the transition matrix in the absence of resetting. We demonstrate our results on circular networks, stochastic block models, and Barabási–Albert scale-free networks, and find the advantage of the resetting processes to multiple resetting nodes in global searching on such networks.
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I. INTRODUCTION

Random walks theory on complex networks not only underlies many important stochastic dynamical processes on networked systems [1, 2], such as epidemic spreading [3–5], population extinction [6, 7], neuronal firing [8], consensus formation [9], but also finds a broad range of applications, such as community detection [10–12], human mobility [13–15], ranking and searching on the web [16, 20]. In this context, two of important quantities can be identified. One is the occupation probability at stationary, which quantifies the frequency of visiting each node in the long time [16, 21]. It is well-known that the stationary occupation probability is proportional to the eigenvector of transition matrix corresponding to the largest eigenvalue. For the standard random walks on connected undirected networks, the components of the eigenvector are directly proportional to degrees (or strengths for weighted networks [21]) of nodes [16]. The other one is first-passage probability, that is the probability of reaching a target node for the first time. The first-passage properties underlie a wide range of stochastic processes [22–24], such as fluctuation-activated transition, diffusion-limited growth, and the triggering of stock options. In particular, the mean first-passage time (MFPT) is one of quantities of interest in most of works since it gives the average lifetime of the underlying stochastic processes. In the context of complex networks, it has been shown that the MFPT on undirected networks is related to the spectral properties of the transition matrix. Besides the leading eigenmode corresponding to the largest eigenvalue that gives the stationary information, the MFPT is also related to relaxation properties of random walks [16, 21, 25–27].

Since the seminal work by Evans and Majumdar in 2011 [28], random walks subject to resetting processes have received growing attention in the last decade (see [29] for a recent review). The walker is stochastically interrupted and reset to the initial position, and the random process is then restarted. Interestingly, the occupation probability at stationary is strongly altered. The mean time to reach a given target for the first time can become finite and be minimized with respect to the resetting rate. Some extensions have been made in the field, such as temporally or spatially dependent resetting rate [30, 31], in the presence of external potential [32–34], other types of Brownian motion, like run-to-tumble particles [35–37], active particles [38, 39], and so on [40]. These nontrivial findings have triggered an enormous recent activities in the field, including statistical physics [41–46], stochastic thermodynamics [47–49], chemical and biological processes [50, 51], and single-particle experiments [52, 53].

However, the impact of resetting on random walks in networked systems have only received a small amount of attention [54–61]. It has been established relationships between the random walk dynamics with resetting to one node and the spectral representation of the transition matrix in the absence of resetting [56, 57]. These results highlight that resetting processes is a promising way for exploring complex network topologies. An natural question arises: how does the resetting to multiple nodes affect the random walk dynamics on complex networks? Some related problems
have been addressed in continuous one-dimensional random walks, in which the resetting position is drawn from a probability distribution, such as Gaussian distribution. As the ratio of the distance between the initial position and the target to the variance of the resetting position varies, an interesting dynamical phase transition occurs. When the ratio is larger than a critical value, the mean first-passage time shows a metastable optimum, whereas it disappears below the critical value. During the preparation of our manuscript, we realized that in a recent e-print the authors have extended one of their previous works from a single resetting node to multiple resetting ones. By establishing the relationships between the spectrum of transition matrix in the presence of resetting and that without resetting, they derived general formula for the occupation probability at stationary and the MFPT in terms of the spectral representation of transition matrix without resetting.

In the present work, we will use a different approach to study random walks on complex networks subject to the resetting to multiple nodes. Using a renewal approach, we derive exact expressions of the occupation probability of the walker in each node and mean-field first-passage time between arbitrary two nodes. All the results are relevant to the spectral properties of the transition matrix in the absence of resetting, that coincides with the results of Refs. 57, 62. Based on the results, we apply them to circular networks, stochastic block models, and Barabási–Albert (BA) scale-free networks, and find that the presence of multiple resetting nodes is more advantageous than a single resetting node in global searching on such networks.

II. MODEL

We consider a particle that performing random walks on a network of size \(N\) with discrete time \(t = 0, 1, \ldots\). Supposing that at time \(t\) the particle is located at node \(i\), at the next time \(t + 1\) the particle performs either a jump to one of neighboring nodes with the probability \(1 - \gamma\) or a reset with the probability \(\gamma\). For the former case, one of its neighboring nodes, saying node \(j\), is randomly chosen with the probability \(W_{ij}\) is the element of the adjacency matrix of network, and \(k_i = \sum_{j=1}^{N}A_{ij}\) is the degree of node \(i\). For the latter case, the particle is reset instantaneously to a node \(r_i\) with the probability \(\gamma_i (i = 1, \ldots, R)\), where \(R\) the number of resetting nodes, and \(\gamma = \sum_{i=1}^{R} \gamma_i\) is the total resetting probability.

III. OCCUPATION PROBABILITY

Let us denote by \(P_{ij}(t)\) the probability of finding the particle at node \(j\) at time \(t\) who starts from node \(i\). \(P_{ij}(t)\) satisfies a first renewal equation,

\[
P_{ij}(t) = \Phi(t) P_{ij}^0(t) + \sum_{t'=0}^{t} \sum_{m=1}^{R} \Psi_m(t') P_{r_m,j}(t-t'),
\]

where \(\Phi(t) = (1 - \gamma)^t\) is the probability of no reset taking place up to time \(t\), and \(\Psi_m(t) = (1 - \gamma)^{t-1} \gamma_m\) is the probability of the first reset to node \(r_m\) that taking place at time \(t\). \(P_{ij}^0(t)\) is the occupation probability of the particle in the absence of resetting process (see appendix A for the derivation of \(P_{ij}^0(t)\)). The first term in Eq. (1) accounts for the particle is never reset up to time \(t\), and the second term in Eq. (1) accounts for the particle is reset at time \(t'\) for the first time, after which the process starts anew from the resetting nodes for the remaining time \(t - t'\).

Let \(\kappa_{ij}(t) = \Phi(t) P_{ij}^0(t)\), and take the Laplace transform for Eq. (1), \(\tilde{f}(s) = \sum_{t=0}^{\infty} f(t) e^{-st}\), which yields

\[
\tilde{P}_{ij}(s) = \tilde{\kappa}_{ij}(s) + \sum_{m=1}^{R} \tilde{\Psi}_m(s) \tilde{P}_{r_m,j}(s).
\]

Using the spectral decomposition for the transition matrix \(W\) (see appendix A for details), \(\tilde{\kappa}_{ij}(s)\) can be written as

\[
\tilde{\kappa}_{ij}(s) = \sum_{l=1}^{N} \frac{1}{1 - \lambda_l (1 - \gamma)} e^{-st} \langle i | \phi_l \rangle \langle \phi_l | j \rangle,
\]

where \(\lambda_l\) is the \(l\)th eigenvalue of \(W\), and the corresponding left eigenvector and right eigenvector are respectively \(\langle \phi_l |\) and \(|\phi_l\rangle\), satisfying \(\langle \phi_m | \phi_n \rangle = \delta_{mn}\) and \(\sum_{l=1}^{N} |\phi_l\rangle \langle \phi_l | = I\), where \(I\) is an identity matrix. \(|i\) denotes the canonical base with all its components equal to 0 except the \(i\)th one, which is equal to 1.
\[ \Psi_m(s) \text{ can be expressed as} \]

\[ \Psi_m(s) = \frac{\gamma_m e^{-s}}{1 - (1 - \gamma) e^{-s}}. \tag{4} \]

Letting \( i = r_n \) in Eq.\( (2) \), we have

\[ \tilde{P}_{r_n j}(s) = \tilde{\kappa}_{r_n j}(s) + \sum_{m=1}^{R} \tilde{\Psi}_m(s) \tilde{P}_{r_m j}(s). \tag{5} \]

Multiplying by \( \tilde{\Psi}_n(s) \) in both sides of Eq.\( (2) \) and summing over \( n \) from 1 to \( R \), we obtain

\[ \sum_{m=1}^{R} \tilde{\Psi}_m(s) \tilde{P}_{r_m j}(s) = \frac{\sum_{m=1}^{R} \tilde{\Psi}_m(s) \tilde{\kappa}_{r_m j}(s)}{1 - \sum_{m=1}^{R} \tilde{\Psi}_m(s)}. \tag{6} \]

Substituting Eq.\( (6) \) into Eq.\( (2) \), we obtain

\[ \tilde{P}_{ij}(s) = \tilde{\kappa}_{ij}(s) + \frac{\sum_{m=1}^{R} \tilde{\Psi}_m(s) \tilde{\kappa}_{r_m j}(s)}{1 - \sum_{m=1}^{R} \tilde{\Psi}_m(s)}. \tag{7} \]

Substituting Eq.\( (3) \) and Eq.\( (1) \) into Eq.\( (7) \), we have

\[ \tilde{P}_{ij}(s) = \frac{\langle \phi_1 | j \rangle}{1 - e^{-s}} + \sum_{\ell=2}^{N} \frac{\langle \phi_{\ell} | j \rangle}{1 - \lambda_{\ell} (1 - \gamma) e^{-s}} \left[ \langle i | \phi_{\ell} \rangle + \frac{e^{-s}}{1 - \lambda_{\ell} (1 - \gamma)} \sum_{m=1}^{R} \gamma_m \langle r_m | \phi_{\ell} \rangle \right]. \tag{8} \]

Taking the inverse transform for Eq.\( (8) \), we have

\[ P_{ij}(t) = \frac{\langle \phi_1 | j \rangle}{1 - e^{-t}} + \sum_{\ell=2}^{N} \frac{\langle \phi_{\ell} | j \rangle}{1 - \lambda_{\ell} (1 - \gamma)^{t}} \left[ \langle i | \phi_{\ell} \rangle + \frac{e^{-t}}{1 - \lambda_{\ell} (1 - \gamma)} \sum_{m=1}^{R} \gamma_m \langle r_m | \phi_{\ell} \rangle \right]. \tag{9} \]

In stationary, \( t \to \infty, \lambda_{\ell} \to 0 \) for \( \ell = 2, \cdots, N \), we get to the stationary occupation probability in the presence of resetting process,

\[ P_{j}(\infty) = \frac{\langle \phi_1 | j \rangle}{1 - e^{-t}} + \sum_{\ell=2}^{N} \frac{\langle \phi_{\ell} | j \rangle}{1 - \lambda_{\ell} (1 - \gamma)^{t}} \left[ \langle i | \phi_{\ell} \rangle + \frac{e^{-t}}{1 - \lambda_{\ell} (1 - \gamma)} \sum_{m=1}^{R} \gamma_m \langle r_m | \phi_{\ell} \rangle \right]. \tag{10} \]

from which we see that the stationary occupation probability is independent of the starting node, but depends on the resetting nodes. The first term in Eq.\( (10) \), \( P^0_j(\infty) = \langle \phi_1 | j \rangle \) is stationary occupation probability in the absence of resetting process (see appendix A), and the second term in Eq.\( (10) \) is an nonequilibrium contribution due to the resetting process. Eq.\( (10) \) can be rewritten in the form of matrix,

\[ P_{j}(\infty) = \sum_{m=1}^{R} \gamma_m [I - (1 - \gamma) W]_{r_m j}^{-1}. \tag{11} \]

where \( I \) is the \( N \)-dimensional identity matrix. From Eq.\( (11) \), we see that \( P_{j}(\infty) \) is the weighted sum of \( R \) elements of the inverse matrix of \( I - (1 - \gamma) W \), picked out from the \( r_1, \cdots, r_R \)-th rows and the \( j \)-th column, with the weight of each row \( \gamma_m \).

IV. MEAN FIRST-PASSAGE TIME

Let us suppose that there is a trap located at node \( j \). Once the particle arrives at the trap, the particle is absorbed immediately. Let us denote by \( Q_{ij}(t) \) the survival probability of the particle at time \( t \), providing that the particle
starts from node $i$. $Q_{ij}(t)$ satisfies a first renewal equation,

$$Q_{ij}(t) = \Phi(t) Q_{ij}^0(t) + \sum_{t'=0}^{t} \sum_{m=1}^{R} (1 - \delta_{jr_m}) \Psi_m(t') Q_{ij}^0(t' - 1) Q_{r_m j}(t - t'),$$  \hspace{1cm} (12)$$

where $Q_{ij}^0(t)$ denotes the survival probability in the absence of resetting process (see appendix B for details). The first term in Eq. (12) corresponds to the case where there is no resetting event at all up to time $t$, which occurs with probability $\Phi(t)$. The second term in Eq. (12) accounts for the event where the first resetting to the resetting node $r_m$ that takes place at time $t'$, which occurs with probability $\Psi_m(t')$. Before the first resetting, the particle survives with probability $Q_{ij}^0(t' - 1)$, after which the particle survives with probability $Q_{r_m j}(t - t')$. If the resetting node is the same as the trap node, $r_m = j$, the particle is immediately absorbed as soon as it is reset. Therefore, the prefactor $1 - \delta_{jr_m}$ ensures the second term in Eq. (12) vanishes when $r_m = j$.

Let $\chi_{ij}(t) = \Phi(t) Q_{ij}^0(t), \eta_{ij}^{(m)}(t) = \Psi_m(t) Q_{ij}^0(t - 1), (\text{noting that } \Psi_m(0) = 0)$ and take the Laplace transform for Eq. (12), which yields,

$$\tilde{Q}_{ij}(s) = \tilde{\chi}_{ij}(s) + \sum_{m=1}^{R} (1 - \delta_{jr_m}) \tilde{\eta}_{ij}^{(m)}(s) \tilde{Q}_{r_m j}(s).$$  \hspace{1cm} (13)$$

We take the Laplace transform for $\chi_{ij}(t)$ and $\eta_{ij}^{(m)}(t)$, which yields

$$\tilde{\chi}_{ij}(s) = \sum_{t=0}^{\infty} e^{-st} \Phi(t) Q_{ij}^0(t) = \sum_{t=0}^{\infty} e^{-s't} Q_{ij}^0(t) = \tilde{Q}_{ij}^0(s'),$$  \hspace{1cm} (14)$$

and

$$\tilde{\eta}_{ij}^{(m)}(s) = \sum_{t=1}^{\infty} e^{-st} \Psi_m(t) Q_{ij}^0(t - 1) = \gamma_m e^{-s} \sum_{t=0}^{\infty} e^{-s't} Q_{ij}^0(t) = \gamma_m e^{-s} \tilde{Q}_{ij}^0(s'),$$  \hspace{1cm} (15)$$

where $s' = s - \ln(1 - \gamma)$. Substituting Eq. (14) and Eq. (15) into Eq. (13), we have

$$\tilde{Q}_{ij}(s) = \tilde{Q}_{ij}^0(s') + e^{-s} \tilde{Q}_{ij}^0(s') \sum_{m=1}^{R} (1 - \delta_{jr_m}) \gamma_m \tilde{Q}_{r_m j}(s).$$  \hspace{1cm} (16)$$

Letting $i = r_n$ in Eq. (16) and taking the sum over $n$ from 1 to $R$, we obtain

$$\sum_{m=1}^{R} (1 - \delta_{jr_m}) \gamma_m \tilde{Q}_{r_m j}(s) = \frac{\sum_{m=1}^{R} (1 - \delta_{jr_m}) \gamma_m \tilde{Q}_{r_m j}^0(s')}{1 - e^{-s} \sum_{m=1}^{R} (1 - \delta_{jr_m}) \gamma_m \tilde{Q}_{r_m j}^0(s')}.$$  \hspace{1cm} (17)$$

Substituting Eq. (17) into Eq. (16), we obtain

$$\tilde{Q}_{ij}(s) = \tilde{Q}_{ij}^0(s') + e^{-s} \tilde{Q}_{ij}^0(s') \frac{\sum_{m=1}^{R} (1 - \delta_{jr_m}) \gamma_m \tilde{Q}_{r_m j}^0(s')}{1 - e^{-s} \sum_{m=1}^{R} (1 - \delta_{jr_m}) \gamma_m \tilde{Q}_{r_m j}^0(s')}.$$  \hspace{1cm} (18)$$

The MFPT from node $i$ to node $j$ is written as $\langle T_{ij} \rangle = \tilde{Q}_{ij}(0)$, and we have by combining Eq. (18)

$$\langle T_{ij} \rangle = \frac{\tilde{Q}_{ij}^0(-\ln(1 - \gamma))}{1 - \sum_{m=1}^{R} (1 - \delta_{jr_m}) \gamma_m \tilde{Q}_{r_m j}^0(-\ln(1 - \gamma))}.$$  \hspace{1cm} (19)$$

In terms of Eq. (18), we have

$$\tilde{Q}_{ij}^0(-\ln(1 - \gamma)) = \sum_{\ell=2}^{N} \frac{\langle j | \phi_{\ell} \rangle \langle \phi_{\ell} | j \rangle - \langle i | \phi_{\ell} \rangle \langle \phi_{\ell} | j \rangle}{1 - \lambda_{\ell}(1 - \gamma)} + \delta_{ij} \tilde{\phi}_{\ell} + \gamma \sum_{\ell=2}^{N} \frac{\langle j | \phi_{\ell} \rangle \langle \phi_{\ell} | j \rangle}{1 - \lambda_{\ell}(1 - \gamma)}.$$  \hspace{1cm} (20)$$
Substituting Eq. (21) into Eq. (19), we have
\[
\langle T_{ij} \rangle = \frac{\sum_{\ell = 2}^{N} \langle j | \phi_{\ell} \rangle \langle \phi_{\ell} | j \rangle - \langle i | \phi_{\ell} \rangle \langle \phi_{\ell} | i \rangle}{1 - \lambda_\ell (1 - \gamma)} + \delta_{ij}.
\] (21)

According to Eq. (10), Eq. (21) can be rewritten as
\[
\langle T_{ij} \rangle = \frac{1}{P_j(\infty)} \left[ \sum_{\ell = 2}^{N} \frac{\langle j | \phi_{\ell} \rangle \langle \phi_{\ell} | j \rangle - \langle i | \phi_{\ell} \rangle \langle \phi_{\ell} | i \rangle}{1 - \lambda_\ell (1 - \gamma)} + \delta_{ij} \right].
\] (22)

In the case \( j = i \), \( \langle T_{ii} \rangle \) corresponds to the mean first return time to \( i \), that is equal to \( 1/P_i(\infty) \), in agreement with Kac’s lemma on mean recurrence times [63].

It is also useful to quantify the ability of a process to explore the whole network. To this purpose, we define \( T(j) \) as the global MFPT (GMFPT) to the target node \( j \) [64], averaging over the starting node \( i \) with the weight equals to the stationary occupation probability,
\[
T(j) = \sum_{i=1}^{N} P_i(\infty) \langle T_{ij} \rangle.
\] (23)

Furthermore, one can average the GMFPT over all nodes and get a property of the whole network which was introduced as the graph MFPT (GrMFPT) [63],
\[
T = \frac{1}{N} \sum_{j=1}^{N} T(j).
\] (24)

V. APPLICATIONS

A. Circular networks

We consider a circular network of size \( N \), in which \( W \) is a circulant matrix [64, 67] with eigenvalues \( \lambda_\ell = \cos[2\pi(\ell - 1)/N] \) and eigenvectors with components \( \langle i | \phi_\ell \rangle = \frac{1}{\sqrt{N}} e^{-i[2\pi(\ell - 1)(i - 1)/N]} \) and \( \langle \phi_\ell | j \rangle = \frac{1}{\sqrt{N}} e^{i[2\pi(\ell - 1)(j - 1)/N]} \) (here \( i = \sqrt{-1} \)) for \( \ell = 1, \cdots, N \). According to Eq. (10), the stationary occupation probability is
\[
P_j(\infty) = \frac{1}{N} + \frac{1}{N} \sum_{m=1}^{R} \gamma_m \sum_{\ell = 2}^{N} \frac{e^{-i[2\pi(\ell - 1)(r_m - j)/N]}}{1 - (1 - \gamma) \cos[2\pi(\ell - 1)/N]}
= \frac{1}{N} + \frac{1}{N} \sum_{m=1}^{R} \gamma_m \sum_{\ell = 2}^{N} \frac{\cos(\varphi_\ell d_{r_m,j})}{1 - (1 - \gamma) \cos(\varphi_\ell)},
\] (25)

where \( \varphi_\ell = 2\pi(\ell - 1)/N \), \( d_{r_m,j} = \min \{ |r_m - j|, N - |r_m - j| \} \) is the geodesic distance between node \( r_m \) and node \( j \).

According to Eq. (22), the MFPT can be written as
\[
\langle T_{ij} \rangle = \frac{1}{P_j(\infty)} \left[ \frac{1}{N} \sum_{i=2}^{N} \frac{1 - \cos(\varphi_\ell d_{i,j})}{1 - (1 - \gamma) \cos(\varphi_\ell)} \right] + \delta_{ij}.
\] (26)

In the limit of \( N \to \infty \), \( P_j(\infty) \) can be written as
\[
P_j(\infty) = \sum_{m=1}^{R} \gamma_m \frac{1}{2\pi} \int_{0}^{2\pi} \frac{\cos(\varphi_\ell d_{r_m,j})}{1 - (1 - \gamma) \cos(\varphi_\ell)} d\varphi.
\] (27)
FIG. 1: Results on a circular network with \( N = 60 \) nodes. (a) The GMFPT as a function of the target node \( j \) with a fixed total resetting probability \( \gamma = 0.01 \). (b) The GrMFPT as a function of the total resetting probability \( \gamma \). The inset is an enlargement in the range of \( \gamma \in [0, 0.01] \). All the resetting nodes are equidistantly distributed in the network, and each resetting node has the equal resetting probability, \( \gamma_m = \gamma/R \). For \( R = 1 \), the resetting node is node 1. For \( R = 2 \), the resetting nodes are node 1 and node 31. For \( R = 3 \), the resetting nodes are node 1, node 21, and node 41. The horizontal dashed lines in (a) and (b) indicate the results in the absence of resetting process.

Using the identity [57]

\[
\frac{1}{2\pi} \int_0^{2\pi} \frac{\cos(x\theta)}{1 - b \cos(\theta)} d\theta = \frac{1}{\sqrt{1 - b^2}} \left( \frac{1 + \sqrt{1 - b^2}}{b} \right)^{-x} \quad (x \geq 0, 0 \leq b < 1),
\]

(28)

\( P_j(\infty) \) is calculated as

\[
P_j(\infty) = \frac{1}{\sqrt{\gamma} (2 - \gamma)} \sum_{m=1}^{R} \gamma_m \left[ 1 + \sqrt{\gamma} \frac{(2 - \gamma)}{1 - \gamma} \right]^{-d_{rmj}}.
\]

(29)

In the limit of small resetting probability \( 0 < \gamma \ll 1 \), Eq.(29) can be approximated as

\[
P_j(\infty) \approx \frac{1}{\sqrt{2\gamma}} \sum_{m=1}^{R} \gamma_m e^{-\sqrt{2\gamma}d_{rmj}} \quad \text{for} \quad 0 < \gamma \ll 1.
\]

(30)

In the limit of \( N \to \infty \), the MFPT takes the form

\[
\langle T_{ij} \rangle = \frac{1}{P_j(\infty)} \left[ \frac{1}{2\pi} \int_0^{2\pi} \frac{1 - \cos(d_{ij}\varphi)}{1 - (1 - \gamma) \cos(\varphi)} d\varphi + \delta_{ij} \right].
\]

(31)

Using the identity \( \frac{1}{2\pi} \int_0^{2\pi} \frac{1}{1 - (1 - \gamma) \cos(\varphi)} d\varphi = \frac{1}{\sqrt{\gamma(2 - \gamma)}} \) and combining Eq.(28) and Eq.(29), we obtain

\[
\langle T_{ij} \rangle = \frac{1 - \left[ 1 + \sqrt{\gamma} (2 - \gamma) \frac{d_{ij}}{1 - \gamma} \right]^{-d_{ij}} + \delta_{ij} \sqrt{\gamma} (2 - \gamma)}{\sum_{m=1}^{R} \gamma_m \left[ 1 + \sqrt{\gamma} \frac{(2 - \gamma)}{1 - \gamma} \right]^{-d_{rmj}}}.
\]

(32)

In the limit of small resetting probability \( 0 < \gamma \ll 1 \), Eq.(32) can be approximated as

\[
\langle T_{ij} \rangle \approx \frac{1 - e^{-\sqrt{2\gamma}d_{ij}} + \delta_{ij} \sqrt{\gamma} (2 - \gamma)}{\sum_{m=1}^{R} \gamma_m e^{-\sqrt{2\gamma}d_{rmj}}}.
\]

(33)
FIG. 2: Results on a stochastic block model with $N = 100$ nodes with two blocks of equal sizes. (a) The GMFPT as a function of the target node $j$ with $\gamma = 0.1$. (b) The GrMFPT as a function of the total resetting probability $\gamma$. The inset is an enlargement in the range of $\gamma \in [0, 0.01]$. Each resetting node has the equal resetting probability, $\gamma_m = \gamma / R$. The dashed line indicates GrMFPT in the absence of resetting.

In Fig.2(a), we show the GMFPT as a function of the target node $j$ on a circular network with $N = 60$ nodes for a fixed total resetting probability $\gamma = 0.01$. For a single resetting node (node 1 is set as the resetting node), the GMFPT shows a unimodal curve with $j$. Compared with the case of no reset (see dashed line), the GMFPT can be optimized for these nodes close to the resetting node, whereas for these nodes far from the resetting node the GMFPT becomes larger. When multiple resetting nodes are set up, the GMFPT shows a multimodal variation with $j$, and the scope of optimization for the GMFPT is enlarged. For example, it is remarkable for the case of $R = 3$ (the resetting nodes are node 1, node 21, and node 41), in which the GMFPT for each target node $j$ is always less than that in the case of no reset.

In Fig.2(b), we show the GrMFPT as a function of the total resetting probability $\gamma$. For comparison, we also show the result when the resetting process is absent, as shown by horizontal dashed line in Fig.2(b). For all cases: $R = 1$, $R = 2$, or $R = 3$, the GrMFPT always exhibits a nonmonotonic change with $\gamma$. There exists an optimal value of $\gamma$ for which the GrMFPT is minimized. For different $R$, the GrMFPT shows a quantitative difference. On the one hand, the optimal value of $\gamma$ shifts to a larger value when more resetting nodes are added. On the other hand, compared with the case of no reset, the scope of optimization for the GrMFPT (lies in below the horizontal dashed line) is expanded, embodying the advantage of multiple resetting nodes.

B. Stochastic block model

We consider a stochastic block model with $N = 100$ nodes, in which all nodes are divided into two blocks of equal sizes, and the connectivity probabilities within each block and inter-block are $p_{in} = 0.5$ and $p_{out} = 0.005$, respectively. This network has obvious community structure. Under this case, the walker tends to be trapped in a block, so that the global search becomes inefficient. The difficulty may be overcome if we choose at least one resetting node in each block. Due to the resetting processes, the walker is likely to escape from one block to another. In Fig.2(a), we show the expectation is achievable. In Fig.2(a), we show the GMFPT as a function of the target node $j$ with the total resetting probability $\gamma = 0.1$. For a single resetting node, $R = 1$, we find that the GMFPT shows the step-like change with $j$. If the target node and the resetting node belong to the same block, the GMPTs are much less than those when they are in different blocks. If we randomly choose one resetting node in each block, $R = 2$, the discrepancy in GMFPT vanishes, and the GrMFPT is thus expected to be largely reduced. In Fig.2(b), we show the GrMFPT as a function of $\gamma$. The GrMFPT exhibits a minimum at $\gamma = 0.002$ for $R = 1$ and at $\gamma = 0.07$ for $R = 2$. Comparing with the case of no resetting ($\gamma = 0$), the GrMFPT can be accelerated in the range of $0 < \gamma < 0.005$ for $R = 1$, and in the range of $0 < \gamma < 0.301$ for $R = 2$. Therefore, the choice of multiple resetting nodes is advantageous to optimize the GrMFPT.
FIG. 3: An BA network with $N = 100$ nodes and average degree $\langle k \rangle = 2$, in which node 1 and node 61 are selected as the candidate resetting nodes.

C. BA networks

We consider an BA network with $N = 100$ nodes and average degree $\langle k \rangle = 2$ \[70\], from which we select two nodes, node 1 and node 61, as the candidate resetting nodes, as shown in Fig.3. We consider three different resetting protocols. In the first two cases, we only choose a single resetting node, corresponding to node 1 or node 61 as the only resetting node. In the three case, node 1 and node 61 are both resetting nodes. In Fig.4(a), we show the GrMFPT as a function of the total resetting probability $\gamma$. For the case $R = 2$, we have set the resetting probability of resetting to each resetting node to be equal, i.e., $\gamma_1 = \gamma_2 = \gamma/2$. For all cases, the GrMFPT exhibits non-monotonic variation with $\gamma$, with an optimal value of $\gamma$ showing up corresponding to a minimized GrMFPT. The advantage of multiple resetting nodes is clearly shown. Furthermore, for a single resetting node, choosing a node with a larger degree is more advantageous. For $R = 2$, we want to optimize the GrMFPT by adjusting the relative weight of the resetting probabilities of the two resetting nodes. To the end, in Fig.4(b) we show the GrMFPT as a function of the ratio $\gamma_1/\gamma$ for several different values of $\gamma$, where $\gamma_1$ is the resetting probability of node 1. It is clearly seen that there exists an optimal ratio of $\gamma_1/\gamma$ for all $\gamma$’s under consideration. The optimal $\gamma_1/\gamma$ lies in between 0.69 and 0.75 for $0.01 < \gamma < 0.1$, and it decreases slowly with $\gamma$.

VI. CONCLUSION

In conclusion, we have studied discrete-time random walks subject to resetting processes on undirected and unweighted networks. The random walks can be interrupted and stochastically reset to either of multiple nodes with the constant probability. Using the renewal approach, we derive exact expressions of occupation probability of the walker in each node and MFPT between arbitrary two nodes. These quantities are expressed in terms of the spectral properties of transition matrix without resetting. In particular, in stationary the resetting can lead to an additional nonequilibrium contribution to the occupation probability. It is known that in the standard random walks without resetting the stationary occupation probability just depends on the leading eigenmode of transition matrix (or degrees
of nodes). In the presence of resetting, the stationary occupation probability is not only relevant to full eigenmodes of transition matrix, but also depends on the choice of resetting nodes and the probabilities to reset such nodes. To explore how the efficiency of global search depends on the resetting processes, we show the GrMFPT as a function of the total resetting probability \( \gamma \) on circular networks, community networks generated by stochastic block model, and BA scale-free network with degree heterogeneity. In such networks, we find that the GrMFPT shows a non-monotonic change with \( \gamma \). There exists an optimal value of \( \gamma \) for which the GrMFPT is minimized. Compared with the standard random walks without resetting, there is a range of \( \gamma \) values for which the GrMFPT can be optimized. However, for a single resetting node, the scope of the optimization is rather narrow. Increasing the number of resetting nodes without changing the total resetting probability, such as only two resetting nodes, the GrMFPT can be significantly reduced, so that the scope of the optimization becomes wider. Therefore, we can conclude that an appropriate choice of multiple resetting nodes is beneficial to global search on networks. The present results may open up a novel way to exploring complex networks. Furthermore, we have assumed that the probability of resetting to each given resetting node is constant. However, our approach may be generalized to the case when the resetting probability is time-dependent in order to investigate the aging effect of the random walks.

Appendix A: Spectral decomposition for transition matrix \( W \)

Taking the spectral decomposition for the transition matrix \( W \), we have

\[
W = \sum_{\ell=1}^{N} \lambda_{\ell} |\phi_{\ell}\rangle \langle \bar{\phi}_{\ell}| \quad (A1)
\]

where \( \lambda_{\ell} \) is the \( \ell \)th eigenvalue of \( W \), and the corresponding left eigenvector and right eigenvector are respectively \( |\phi_{\ell}\rangle \) and \( |\bar{\phi}_{\ell}| \), satisfying \( \langle \bar{\phi}_{m} | \phi_{\ell} \rangle = \delta_{m,\ell} \) and \( \sum_{\ell=1}^{N} |\phi_{\ell}\rangle \langle \bar{\phi}_{\ell}| = I \).

Since \( W \) is a stochastic matrix that satisfies the sum of each row is equal to one, its maximal eigenvalue is equal to one. Without loss of generality, we let \( \lambda_{1} = 1 \) and the absolute values of other eigenvalues is less than one. The right eigenvector corresponding to \( \lambda_{1} = 1 \) is simply given by \( |\phi_{1}\rangle = (1, 1, \ldots, 1)^{T} \). The occupation probability \( P_{ij}^{0}(t) \) without resetting is given by

\[
P_{ij}^{0}(t) = \langle i | W^{t} | j \rangle = \sum_{\ell=1}^{N} \lambda_{\ell}^{t} \langle i | \phi_{\ell} \rangle \langle \bar{\phi}_{\ell} | j \rangle \quad (A2)
\]

where \( |i\rangle \) denotes the canonical base with all its components equal to 0 except the \( i \)th one, which is equal to 1. In the limit of \( t \to \infty \), all the eigenmodes decay to zero, except for which the stationary eigenmode corresponding to \( \lambda_{1} \). Therefore, we get to the occupation probability at stationary in the absence of resetting, \( P_{jj}^{0}(\infty) = \langle \bar{\phi}_{1} | j \rangle \).
For the usual random walk, $W_{ij} = A_{ij}/k_i$, and thus the transition matrix can be written as $W = D^{-1}A$, where $D = \text{diag} \{k_1, \ldots, k_N\}$ is a diagonal matrix. $W$ can be rewritten as

$$W = D^{-1/2} D^{-1/2} A D^{-1/2} D^{1/2} = D^{-1/2} \tilde{A} D^{1/2}$$

where $\tilde{A} = D^{-1/2} A D^{-1/2}$ is real-valued symmetric for undirected networks ($A = A^T$). Therefore, $W$ is diagonalizable (i.e., spectral decomposition), and the eigenvalues of $W$ and $\tilde{A}$ are the same. Letting $|\psi_t\rangle$ denotes the right eigenvector corresponding to the $\ell$th eigenvalue of $\tilde{A}$, it is not hard to verify that $|\phi_t\rangle = D^{-1/2} |\psi_t\rangle$ and $\langle \tilde{\phi}_t | = \langle \psi_t | D^{1/2}$, where $|\tilde{\phi}_t\rangle$ and $|\phi_t\rangle$ are the left eigenvector and right eigenvector of the $\ell$th eigenvalue of $W$, respectively.

**Appendix B: Derivation of $\tilde{Q}^0_{ij}(s)$**

In the absence of resetting, the occupation probability and first passage probability satisfies the following relation,

$$P^0_{i,j}(t) = \delta_{i0} \delta_{ij} + \sum_{t'=0}^{t} F^0_{ij}(t') P^0_{j,j}(t-t')$$

(B1)

where $F^0_{ij}(t)$ is the first passage probability at time $t$ in the absence of resetting process.

In the Laplace domain, we have

$$\tilde{F}^0_{ij}(s) = \frac{\tilde{P}^0_{ij}(s) - \delta_{ij}}{P^0_{j,j}(s)}$$

(B2)

In terms of Eq.(A2), $P^0_{ij}(s)$ can be calculated as,

$$\tilde{P}^0_{ij}(s) = \sum_{t=0}^{\infty} e^{-st} P^0_{ij}(t) = \frac{\langle \tilde{\phi}_1 | j \rangle}{1 - e^{-s}} + \sum_{\ell=2}^{N} \frac{\langle i | \phi_{\ell} \rangle \langle \tilde{\phi}_{\ell} | j \rangle}{1 - \lambda_{\ell} e^{-s}}$$

(B3)

Since $F^0_{ij}(t) = Q^0_{ij}(t-1) - Q^0_{ij}(t)$ for $t \geq 1$ and $F^0_{ij}(0) = 1 - Q^0_{ij}(0)$ for $t = 0$, we have $\tilde{F}^0_{ij}(s) = 1 + (e^{-s} - 1) \tilde{Q}^0_{ij}(s)$. Therefore, we have

$$\tilde{Q}^0_{ij}(s) = \frac{1 - \tilde{F}^0_{ij}(s)}{1 - e^{-s}} = \frac{\tilde{P}^0_{ij}(s) - \tilde{P}^0_{ij}(s) + \delta_{ij}}{(1 - e^{-s}) P^0_{j,j}(s)}$$

(B4)

Substituting Eq.(B3) into Eq.(B4), we obtain

$$\tilde{Q}^0_{ij}(s) = \frac{\sum_{\ell=2}^{N} \langle j | \phi_{\ell} \rangle \langle \tilde{\phi}_{\ell} | j \rangle - (i | \phi_{\ell} \rangle \langle \tilde{\phi}_{\ell} | j \rangle)}{1 - \lambda_{\ell} e^{-s}} + \delta_{ij}$$

(B5)

Letting $s = 0$ in Eq.(B6), we obtain the mean first-passage time in the absence of resetting,

$$\langle T^0_{ij} \rangle = \tilde{Q}^0_{ij}(0) = \frac{1}{\langle \tilde{\phi}_1 | j \rangle} \left( \sum_{\ell=2}^{N} \frac{\langle j | \phi_{\ell} \rangle \langle \tilde{\phi}_{\ell} | j \rangle - (i | \phi_{\ell} \rangle \langle \tilde{\phi}_{\ell} | j \rangle)}{1 - \lambda_{\ell}} + \delta_{ij} \right)$$

(B6)
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