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Abstract

This thesis discusses questions concerning the homology of groups related to buildings. We also give a new construction of lattices in such groups and investigate their group homology.

Specifically, we construct a simplicial complex called the Wagoner complex associated to any group of Kac-Moody type. For a 2-spherical group $G$ of Kac-Moody type, we show that the fundamental group of the Wagoner complex is almost always isomorphic to the Schur multiplier of the little projective group of $G$.

Furthermore, we present a general method to prove homological stability for groups with weak spherical Tits systems, that is, groups acting strongly transitively on weak spherical buildings. We use this method to prove strong homological stability results for special linear groups over infinite fields and for unitary groups over division rings, improving the previously best known results in many cases.

Finally, we give a new construction method for buildings of types $\tilde{A}_2$ and $\tilde{C}_2$ with cocompact lattices in their full automorphism groups. Almost all of these buildings are exotic in the case $\tilde{C}_2$. In the $\tilde{A}_2$-case, it is not known whether these buildings are classical. The advantages of our construction are very explicit presentations of the lattices as well as very explicit descriptions of the buildings. Using these, we give partial results about the structure of the $\tilde{A}_2$-buildings and calculate group homology of all the lattices. To the author’s knowledge, these are the first known presentations of lattices in buildings of type $\tilde{C}_2$.

A detailed overview of the results can be found in Chapter 1.
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0 Introduction

In the mathematical universe, this thesis is located in the area of geometric group theory, a topic at the intersection of algebra, geometry and topology. Geometric group theory studies groups by investigating their actions on ‘nice’ geometric objects. In this thesis, these geometric objects will usually be buildings or geometries related to buildings. The groups will be classical groups over division rings or, later, lattices in the automorphism groups of buildings. The questions we shall investigate are related to group homology, focusing on homological stability, and to the construction of lattices.

Buildings were discovered by Tits in the fifties as he studied semisimple complex Lie groups in a uniform way using geometry. Later, he generalised the concept of a building to semisimple algebraic groups over arbitrary fields. The first type of buildings to be studied were so-called spherical buildings, which can be thought of as certain simplicial complexes covered by subcomplexes which are tessellated spheres.

Spherical buildings were later classified by Tits in [Tit74]. In higher rank, there is a one-to-one correspondence between spherical buildings and a class of groups consisting (more or less) of semisimple isotropic linear algebraic groups and of isotropic classical groups. The term ‘classical group’ is not rigorously defined, but we take it to mean groups of matrices over division rings preserving certain forms. Typical examples are linear and unitary groups.

Algebraic groups over finite fields, and hence finite spherical buildings play an important role in the classification of finite simple groups. In general, the theory of spherical buildings is very rich and a powerful tool to prove strong results for the associated groups.

If the algebraic group associated to a spherical building is defined over a field with a discrete valuation, then Bruhat and Tits constructed in [BT72] a second building associated to this group, a so-called affine building. These buildings are simplicial complexes which are covered by tessellated Euclidean spaces.

Affine buildings were classified by Bruhat and Tits in several following papers (see [Wei09] for a complete account). Higher rank affine buildings (more or less) correspond bijectively to semisimple isotropic algebraic groups over fields with discrete valuations. The classification heavily uses the fact that such buildings have a spherical building ‘at infinity’ such that the classification of spherical buildings can be used as an ingredient.

It is common to endow spherical and affine buildings with metrics which come from the canonical metrics on the spheres and Euclidean spaces by which they are covered. With these metrics, spherical buildings are naturally CAT(1)-spaces whereas Euclidean buildings are naturally CAT(0)-spaces. It turns out that buildings can also be characterised
by these metric properties. All buildings have a geometric realisation as CAT(0)-spaces, the Davis realisation.

The notion of a building has been generalised in various directions: to twin buildings, to non-discrete buildings and to $\Lambda$-buildings. On the metric side, buildings which are covered by tessellated hyperbolic spaces are also considered. In this thesis, we will mostly restrict our attention to the ‘classical’ notions of spherical and affine buildings.

Group homology is a concept arising at the intersection of group theory and topology. It is a homology theory associated to groups, which can be defined using two different approaches. On the one hand, group homology can be defined using algebraic constructions. This leads to interpretations of low-dimensional homology and cohomology groups as important algebraic invariants, for instance related to central extensions.

On the other hand, group homology can be considered as the (singular) homology of classifying spaces. This leads to topological interpretations and applications of group homology. An equivalent, completely topological point of view is the study of homology groups of aspherical spaces. Combining these two approaches, a rich interplay between topology and group theory has been achieved, leading to important results in both areas.

We will mostly be concerned with classical groups, which usually come in infinite series with inclusions such as

$$\text{GL}_1(R) \to \text{GL}_2(R) \to \cdots \to \text{GL}_k(R) \to \cdots.$$ 

Homological stability is the question whether the induced maps on homology groups become isomorphisms for large $k$. This happens for many series of groups, for instance for symmetric groups, for mapping class groups and for a large class of linear groups. Homological stability results for general linear groups have been proved by various authors. The direct limit of the above sequence is called the stable general linear group $\text{GL}(R)$, whose homology is isomorphic to almost all of the homology groups of the unstable groups in the above sequence by the aforementioned homological stability results.

Homological stability is useful since stable homology groups are usually easier to compute. For general linear groups, stable group homology is interesting because of its connection to algebraic $K$-Theory via the Hurewicz map:

$$K_i(R) \to H_i(\text{GL}(R)).$$

A related theory called hermitian $K$-theory is related to the homology of stable unitary groups.

Homological stability results for classical groups have been proved by different authors over the years, usually over rings with additional conditions such as finite stable rank, see [Knu01, Chapter 2] for an overview. In this thesis, we restrict ourselves to classical groups over division rings. These groups have associated spherical buildings whose structure allows us to prove stronger stability results.
A lattice in a locally compact topological group is a discrete subgroup of finite covolume. Traditionally, lattices arise as arithmetic subgroups in algebraic groups over local fields. There are many strong results in this area, for instance Margulis’ super-rigidity [Mar91] stating roughly that any group homomorphism from a lattice into an algebraic group with non-compact image can be extended to the ambient algebraic group. These strong properties of lattices make their investigation a highly interesting topic.

Algebraic groups over local fields act on affine buildings and it can be shown that the lattice theory of the full automorphism group of the building does not differ much from the lattice theory of the algebraic group.

It is hence natural to extend the theory of lattices in algebraic groups to lattices in the automorphism groups of affine buildings, or even of other polyhedral complexes of non-positive curvature. A survey on results and problems in this direction by Farb, Hruska and Thomas can be found in [FHT09].

Examples of this extension of lattice theory are lattices in trees studied by Bass and Lubotzky in [BL01] and lattices in products of trees investigated by Burger and Mozes in [BM00], but also lattices in hyperbolic or right-angled buildings studied by various authors. Any Kac-Moody group over a finite field is a lattice in the automorphism group of its twin building, see [Rém99].

Here, we focus on lattices in two-dimensional affine buildings. More specifically, we give a construction of two-dimensional affine buildings with uniform lattices. Such a construction of lattices provides either new geometric descriptions of known arithmetic lattices or interesting examples of exotic buildings with cocompact lattices.

**The structure of this thesis**

This thesis is organised as follows. We start with a detailed discussion of the main results in the first chapter. In the second chapter, we introduce some basic geometric concepts which are required throughout the thesis such as simplicial complexes, metric polyhedral complexes and bounded curvature for metric spaces. Buildings and groups acting on buildings are introduced in the third chapter along with all the required concepts from the theory of buildings. In Chapter 4, we define the classical groups and the buildings with which we are working.

The fifth chapter introduces group homology and the concept of homological stability. It also shows the connection to algebraic $K$-theory. In the sixth chapter, we define spectral sequences in general and the spectral sequences with which we will be working. Complexes of groups, which will be our basic tool for the construction of lattices, are introduced in Chapter 7.

The last three chapters form the part of the thesis where we discuss our results. In Chapter 8, we construct Wagoner complexes associated to groups of Kac-Moody type. In Chapter 9, we prove homological stability for large classes of classical groups. Finally, in Chapter 10, we construct new lattices in two-dimensional affine buildings and calculate their homology.

Chapter 11 lists open problems related to the results of this thesis. It may serve as the starting point for further research in this direction.
1 Main results

We begin this thesis with a high-level overview of the main results, which are contained in Chapters 8, 9 and 10. Readers that are unfamiliar with the terminology should consult Figure 0.1 on page 8 to find the location of the prerequisites or start directly with Chapter 2 and come back for this overview at a later point.

1.1 Wagoner complexes

Wagoner complexes are certain simplicial complexes first constructed by Wagoner in [Wag73]. In his original construction, they were associated to the group $GL_n(R)$ over an arbitrary ring $R$. Wagoner used the homotopy groups of these complexes to give a tentative definition of higher algebraic $K$-theory. Later Anderson, Karoubi and Wagoner proved that this definition is equivalent to Quillen’s definition of $K$-theory in [AKW73, AKW77, Wag78].

The complexes Wagoner defined are closely related to the building associated to the general linear group. Unlike the building, the Wagoner complex is not homotopy equivalent to a bouquet of spheres. Instead it has interesting homotopy and homology groups. Wagoner complexes have already been generalised to reductive $F$-groups by Petzold in [Pet04]. There, rational homology groups of Wagoner complexes are used to construct rational representations of reductive groups.

We define Wagoner complexes in the context of groups of Kac-Moody type (or groups with root data), which we believe to be the appropriate level of generality. All definitions are very natural and the connection to the theory of buildings is clearly visible. Important examples of such groups are semi-simple Lie groups and algebraic groups as well as Kac-Moody groups.

We exhibit interesting substructures in Wagoner complexes analogous to apartments in buildings and present some general properties of Wagoner complexes. The main result is the following characterisation of low-dimensional homotopy groups of Wagoner complexes in the case where the associated root datum is of 2-spherical type.

Theorem Let $G$ be a group of Kac-Moody type and assume that its root datum is of 2-spherical type. Let $G^\dagger$ be the little projective group and let $\hat{G}$ be the associated Steinberg group in the sense of Tits. Let $\mathcal{W}(G)$ be the associated Wagoner complex.

Then, in almost all cases

$$\pi_0(|\mathcal{W}(G)|) \cong G/G^\dagger.$$
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If $G$ is of non-spherical type or rank($G$) $\geq 3$, we have

$$\pi_1(|W(G)|) \cong \ker(\hat{G} \to G^\dagger).$$

By a recent result by Caprace in [Cap07], this means $\pi_1(|W(G)|) \cong H_2(G^\dagger; \mathbb{Z})$ except over very small fields.

For a precise statement of the above theorem see Theorem 8.4.1 and Corollary 8.4.2.

In addition to this result, we also make the connection to algebraic $K$-theory explicit in Section 8.5. Finally, we give a definition of affine Wagoner complexes associated to groups admitting root data with valuations in Section 8.6.

1.2 Homological stability

There are many homological stability results for various series of classical groups over rings with finite stable rank. Usually, these proofs are tailored to the specific series of groups. In this thesis, we restrict ourselves to division rings in order to have the theory of buildings as a tool at hand. This enables us to construct a spectral sequence which can be used for homological stability results for various series of groups.

More concretely, using buildings, we develop a method to prove homological stability for a large class of groups: those which act strongly transitively on a weak spherical building. Among these groups are general and special linear groups as well as unitary, symplectic and orthogonal groups. We apply our method to concrete series of groups to obtain homological stability results which improve the previously known stability ranges in many cases.

Homological stability proofs are usually based on the following idea: Consider the action of a group on a highly connected simplicial complex, find smaller groups of the same series as stabiliser subgroups and inspect the right spectral sequence.

The starting point for our investigation are the homological stability proofs for linear, symplectic and orthogonal groups by Charney in [Cha80] and [Cha87] and by Vogtmann in [Vog79] and [Vog81]. Our method is based on the observation that the simplicial complexes used there are closely related to the theory of buildings — they are the opposition complexes studied by von Heydebreck in [vH03].

The opposition complexes admit Levi subgroups as vertex stabilisers. Using these, we construct a spectral sequence involving relative group homology of Levi subgroups. These Levi subgroups often split as direct or semidirect products, both of special linear or unitary groups and, interestingly, of general linear groups. Using strong stability results for general linear groups, we can prove stability results for special linear or unitary groups.

Our method can probably also be used to show low-dimensional homological stability for groups of types $E_6$, $E_7$ and $E_8$. Additionally, one could try to compare group
homology of groups of different types using this method. Finally, homological stability results for all reductive algebraic groups should be possible, albeit with a rather weak stability range.

1.2.1 Homological stability results

The method outlined above has originally been used by Charney in [Cha80] to prove homological stability of general and special linear groups, but yielding a comparatively weak stability range. For special linear groups, however, it is an interesting observation that terms involving general linear groups appear in the spectral sequence. This allows us to apply a strong theorem by Sah in [Sah86] on homological stability for general linear groups to prove homological stability for special linear groups.

Theorem 9.3.4 (Homological stability of special linear groups)
If \( D \) is an infinite field, then \( n \geq 2k - 1 \) implies

\[
H_k(\text{SL}_{n+1}(D), \text{SL}_n(D); \mathbb{Z}) = 0.
\]

For fields of characteristic zero, there is a far better result by Hutchinson and Tao in [HT08] with stability range \( n \geq k \). Up to now, the best result known to the author applicable to other infinite fields has been a result by van der Kallen in [vdK80] for rings with stable rank one. It guarantees a stability range of \( n \geq 2k \).

Vogtmann originally used a version of this construction to prove homological stability for orthogonal and symplectic groups in [Vog79] and [Vog81]. In this thesis, we investigate the general situation of unitary groups associated to a hermitian form of Witt index \( n+1 \) on a vector space \( V \). This vector space then splits non-canonically as an orthogonal sum of a hyperbolic module \( \mathcal{H}_{n+1} \) and an anisotropic complement \( E \). We consider the unitary group induced on the subspace \( \mathcal{H}_n \perp E \), where \( \mathcal{H}_n \) is a hyperbolic module of rank \( n \) and ask for homological stability. Again, the spectral sequence we consider has terms involving the relative homology of general linear groups. We can hence apply Sah’s theorem again to obtain

Theorem 9.3.5 (Homological stability of unitary groups)
For a division ring \( D \) with infinite centre, the relative homology modules

\[
H_k\left(\text{U}(\mathcal{H}_{n+1} \perp E), \text{U}(\mathcal{H}_n \perp E); \mathbb{Z}\right)
\]

vanish for \( n \geq 2 \) if \( k = 1 \) and for \( n \geq k \geq 2 \). If the centre of \( D \) is finite, relative homology vanishes for \( n \geq 2k \).

This is an improvement over the results by Mirzaii and van der Kallen in [MvdK02] and [Mir05], where homological stability for unitary groups with stability range \( n \geq k + 1 \) has already been proved. Their result is valid for a much larger class of rings, namely local rings with infinite residue fields, but only for the case of maximal Witt index, that is for \( E = \{0\} \).

Rather surprisingly, the following strong result can also be proved using this method.
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Theorem 9.3.7 (Homological stability of special orthogonal groups)  
For an infinite field $D$, we have  
\[ H_k\left(\text{SO}_{n+1,n+1}(D);\text{SO}_{n,n}(D);\mathbb{Z}\right) = 0 \]
for $n \geq 2$ if $k = 1$ and for $n \geq k \geq 2$. If $D$ is a finite field, then the relative homology groups vanish for $n \geq 2k$.

1.2.2 The construction of a relative spectral sequence

In the following, we give an outline of the method used to prove these results and we state the main theorem which is the basis for the homological stability proofs. Consider a group $G$ with a weak spherical Tits system of rank $n + 1$. We enumerate the type set $I = \{i_1, \ldots, i_{n+1}\}$ arbitrarily. For $1 \leq p \leq n + 1$, denote by $L_p$ certain Levi subgroups of $G$ of type $I \setminus \{i_p\}$.

For the applications discussed in the previous section, the group $G$ is of type $A_{n+1}$ or $C_{n+1}$ with a linear ordering of the type set. The resulting Coxeter diagrams of $G$ and $L_p$ are illustrated in the following picture.

\[ \begin{array}{cccccccc}
G & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
L_p & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
1 & 2 & p-1 & p & p+1 & n & n+1
\end{array} \]

We choose a subgroup $G' \leq L_{n+1}$ of type $I \setminus \{i_{n+1}\}$ and write $L'_p = L_p \cap G'$. Again, in the concrete applications, we have the following situation.

\[ \begin{array}{cccccccc}
G' & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
L'_p & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
1 & 2 & p-1 & p & p+1 & n
\end{array} \]

Using a filtration by types of vertices of the opposition complex, we construct two exact chain complexes of $G$- and $G'$-modules. From these chain complexes, we obtain a spectral sequence involving relative homology of Levi subgroups with coefficient modules $M_p$ which are top-dimensional homology modules of opposition complexes of type $\{i_1, \ldots, i_{p-1}\}$, except for $M_1 = \mathbb{Z}$.

Theorem 9.2.19 (Relative spectral sequence) There is a spectral sequence with first page  
\[ E_{p,q}^1 = \begin{cases} 
H_q(G, G'; \mathbb{Z}) & p = 0 \\
H_q(L_p, L'_p; M_p) & 1 \leq p \leq n \\
H_q(L_{n+1}, G'; M_{n+1}) & p = n + 1
\end{cases} \]

which converges to zero.
1.3 Lattices in two-dimensional affine buildings

This can be used to prove homological stability for groups of type $A_{n+1}$ and $C_{n+1}$ in the following way: We want to prove that $H_q(G,G';\mathbb{Z})$ vanishes for all $q \leq k$ for a given $k$. Hence we must show that $H_q(L_p, L'_p; M_p)$ vanishes for $p+q \leq k+1$. For $2 \leq p \leq n-1$ the Levi subgroups, having disconnected diagrams, usually split as direct or semidirect products of two groups whose types belong to the connected components of the Coxeter diagrams.

This means that there are groups $Q_p$, $K_p$ and $K'_p$ of types $\{i_1, \ldots, i_{p-1}\}$, $\{i_{p+1}, \ldots, i_{n+1}\}$ and $\{i_{p+1}, \ldots, i_n\}$, respectively, such that $L_p = Q_p \rtimes K_p$ and $L'_p = Q_p \rtimes K'_p$. The modules $M_p$ are constructed in such a fashion that the groups $K_p$ and $K'_p$ act trivially on $M_p$. If we know that relative integral homology of the subgroups $K_p$ and $K'_p$ vanishes, we can produce zeroes in the first page $E_{p,q}^1$ by using a relative Lyndon/Hochschild-Serre spectral sequence.

The structure of the Levi subgroups and the corresponding semidirect product decompositions depend on the specific series of groups. But note that we always require relative integral homology of groups of type $A_\ast$. For special linear groups over fields and for unitary groups over division rings, these subgroups of type $A_\ast$ are general linear groups. Hence, as mentioned above, we can use strong results on the homological stability of general linear groups to obtain homological stability of these series of groups.

Variations of this method using an appropriate type filtration can probably be used to prove homological stability results for different series of reductive groups. As mentioned above, this could be used to study groups of type $E_6$, $E_7$ or $E_8$, or to compare group homology of groups of different types. In particular, relations between algebraic K-theory and hermitian K-theory could also be studied by choosing a different type enumeration of a group of type $C_{n+1}$, forcing $G'$ to be of type $A_n$ instead of type $C_n$.

1.3 Lattices in two-dimensional affine buildings

A uniform lattice is a discrete and cocompact subgroup in a locally compact topological group. We describe a new geometric construction method producing buildings of type $\tilde{A}_2$ and $\tilde{C}_2$ with a uniform lattice in their full automorphism groups. The lattices act regularly, that is transitively and freely, on panels of the building having the same type. The advantages of this construction are very simple presentations for the lattices, very explicit descriptions of the buildings and a very good understanding how these lattices act on the building. Using the latter fact, we can calculate the group homology of the
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lattices. To the author’s knowledge, these are the first known presentations of lattices in buildings of type $\tilde{C}_2$.

It is known that there are countably many buildings of types $\tilde{A}_2$ and $\tilde{C}_2$ coming from algebraic groups over local fields, as well as uncountably many other so-called exotic buildings of these types. For the buildings of type $\tilde{C}_2$, all but possibly one of the buildings we construct are exotic. In the case of $\tilde{A}_2$, this is not known yet, except for a single building whose associated lattice we can realise explicitly in $\text{SL}_3(\mathbb{F}_2((t)))$.

If the building $X$ we construct is classical, then there is an associated algebraic group $G \leq \text{Aut}(X)$. By a result of Tits in [Tit74], the algebraic group $G$ is always cocompact in $\text{Aut}(X)$ and it is hence conceivable that our lattice (or a finite-index subgroup) is already contained in $G$. Then Margulis’ Arithmeticity [Mar91] asserts that the lattice is arithmetic, that is, comes from an algebraic construction. Our construction would then provide simple presentations for arithmetic lattices, along with a very explicit description of the action on the building.

Details

For the construction, we use Singer polygons, generalised polygons with a point-regular automorphism group, to construct small complexes of groups. The local developments of these complexes of groups are cones over the generalised polygons with which we have started. These cones are automatically non-positively curved in a natural metric, so the complexes of groups are developable by a theorem of Bridson and Haefliger in [BH99]. Then, by a recognition theorem by Charney and Lytchak in [CL01], we know that their universal covers are buildings. The fundamental groups of these complexes of groups are then uniform lattices on two-dimensional locally finite affine buildings.

In principle, our construction might even extend to lattices in buildings of type $\tilde{G}_2$, but unfortunately there are no known Singer hexagons.

Previous constructions

There are three geometric constructions of chamber-transitive lattices in buildings of type $\tilde{A}_2$ by Köhler, Meixner and Wester in [KMW84, KMW85] and by Kantor in [Kan87], all of these in characteristic two. All chamber-transitive lattices in classical buildings have been classified by Kantor, Liebler and Tits in [KLT87]. In particular, the examples of Köhler, Meixner, Wester and Kantor are the only $\tilde{A}_2$-buildings with chamber-transitive lattices.

Cartwright, Mantero, Steger and Zappa construct vertex-transitive lattices on buildings of type $\tilde{A}_2$ in [CMSZ93a, CMSZ93b]. They prove that some of the lattices they construct are contained in $\text{SL}_3(\mathbb{F}_q((t)))$, while others correspond to exotic buildings.

In [Ron84], Ronan constructs (possibly exotic) buildings of type $\tilde{A}_2$ admitting a lattice acting regularly on vertices of the same type.

Except for the single lattice which we can realise in $\text{SL}_3(\mathbb{F}_2((t)))$, it is not clear whether any of our lattices are commensurable to the lattices constructed by Cartwright-Mantero-Steger-Zappa or by Ronan.
For buildings of type $\tilde{C}_2$, there is a free construction by Ronan in [Ron86] which produces very unstructured examples of exotic buildings and does not give any control over the automorphism groups. In [Kan86], Kantor gives a construction of exotic buildings of type $\tilde{C}_2$ admitting uniform lattices acting freely on vertices of the building. However, no presentations of these lattices are given.

Again, we do not know whether the lattices we construct here are commensurable to the examples given by Kantor.

### 1.3.1 Buildings of type $\tilde{A}_2$

For buildings of type $\tilde{A}_2$, we obtain the following result. Fix three Singer projective planes (Singer generalised triangles) of order $q$ along with three Singer groups $S_i$, $i \in \{1, 2, 3\}$, that is, groups acting regularly on points (and hence on lines) of these planes. For each of these planes, fix a point $p_i$ and a line $l_i$ and write

$$D_i = \{d \in S_i : p_i \text{ is incident to } d(l_i)\}.$$

These sets are called difference sets. Finally, write $J = \{0, 1, \ldots, q\}$ and fix three bijections $d_i : J \to D_i$.

**Theorems 10.3.3 and 10.3.6** There is an $\tilde{A}_2$-building $X$ such that the group

$$\Gamma_1 = \left\langle S_1, S_2, S_3 \left| \text{all relations in the groups } S_1, S_2, S_3, \right. \begin{array}{l} d_1(j)d_2(j)d_3(j) = d_1(j')d_2(j')d_3(j') \quad \forall j, j' \in J \end{array} \right. \right\rangle$$

is a uniform lattice in the full automorphism group of the building. The union of all chambers containing a fixed panel is a fundamental domain for the action.

Conversely, every panel-regular lattice on a building of type $\tilde{A}_2$ arises in this way and admits a presentation of the above form with $d_1(0)d_2(0)d_3(0) = 1$.

A special case arises as follows: Classical projective planes admit cyclic Singer groups. Denote the generators of the three Singer groups $S_i$ by $\sigma_i$, and write

$$\Delta_i = \{\delta \in \mathbb{Z}/|S_i| : \sigma_i^\delta \in D_i\}.$$

These are difference sets in the classical sense.

**Theorem 10.3.8** For any prime power $q$, for any three classical difference sets $\Delta_1$, $\Delta_2$, $\Delta_3$ containing 0, and for any bijections $\delta_i : J \to \Delta_i$ satisfying $\delta_i(0) = 0$, the group $\Gamma_2$ with presentation

$$\Gamma_2 = \langle \sigma_1, \sigma_2, \sigma_3 \mid \sigma_1^{q^2+q+1} = \sigma_2^{q^2+q+1} = \sigma_3^{q^2+q+1} = 1, \sigma_1^{\delta_1(j)} \sigma_2^{\delta_2(j)} \sigma_3^{\delta_3(j)} = 1 \quad \forall j \in J \rangle$$

is a uniform lattice in a building of type $\tilde{A}_2$. 
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Examples Two examples are:

\[ \Lambda = \langle \sigma_1, \sigma_2, \sigma_3 | \sigma_1^7 = \sigma_2^7 = \sigma_3^7 = \sigma_1 \sigma_2 \sigma_3 = \sigma_1^3 \sigma_2^3 \sigma_3^3 = 1 \rangle, \]
\[ \Lambda' = \langle \sigma_1, \sigma_2, \sigma_3 | \sigma_1^{13} = \sigma_2^{13} = \sigma_3^{13} = \sigma_1^3 \sigma_2^3 \sigma_3^3 = \sigma_1^9 \sigma_2^9 \sigma_3^9 = 1 \rangle. \]

Further examples can easily be constructed using the list of difference sets found in the La Jolla Difference Set Repository [LaJ].

If we start from cyclic Singer groups, we obtain very explicit descriptions of the associated buildings. Using these, we can give explicit descriptions of the spheres of radius two in these buildings, which lead to an interesting incidence structure called a Hjelmslev plane of level two. Using a result of Cartwright-Mantero-Steger-Zappa in [CMSZ93b], we show that the lattices from the latter theorem cannot belong to the building associated to \( \text{SL}_3(\mathbb{Q}_p) \) if \( \Delta_1 = \Delta_2 = \Delta_3 \).

For the homology groups, we obtain the following result.

**Theorem 10.5.2** If \( \Gamma_2 \) is a lattice as in the latter theorem, then

\[
H_j(\Gamma_2; \mathbb{Z}) \cong \begin{cases} 
\mathbb{Z} & j = 0 \\
\ker(D) & j = 1 \\
\mathbb{Z}^q & j = 2 \\
(\mathbb{Z}/(q^2 + q + 1))^3 & j \geq 3 \text{ odd} \\
0 & \text{else},
\end{cases}
\]

where \( D : (\mathbb{Z}/(q^2 + q + 1))^3 \to (\mathbb{Z}/(q^2 + q + 1))^9 \) is given by the matrix \( (\delta_j(i))_{i,j} \).

In addition

\[
H_2(\Gamma_i; \mathbb{Q}) = \mathbb{Q}^q, \quad H_j(\Gamma_i; \mathbb{Q}) = 0 \text{ for } j \notin \{0, 2\}
\]

for any lattice \( \Gamma_i \) as in one of the theorems above.

1.3.2 Buildings of type \( \tilde{C}_2' \)

For buildings of type \( \tilde{C}_2' \), we give two different constructions of panel-regular lattices, depending on the types of panels the lattice acts regularly on. We use slanted symplectic quadrangles as defined in [GJS94] for the vertex links. Since almost all of these quadrangles are exotic, we necessarily construct exotic buildings admitting panel-regular lattices.

Starting from a slanted symplectic quadrangle of order \( (q - 1, q + 1) \), where \( q > 2 \) is a prime power, we write \( J = \{0, 1, \ldots, q + 1\} \) and consider a Singer group \( S \) acting regularly on points of the quadrangle. Fix the set of lines \( L \) through a point and a bijective enumeration function \( \lambda : J \to L \). All line stabilisers \( S_i \) are isomorphic to \( \mathbb{Z}/q \), and we fix isomorphisms \( \psi_j : \mathbb{Z}/q \to S_{\lambda(i)} \). We repeat this construction for a second quadrangle of order \( (q - 1, q + 1) \) and obtain a Singer group \( S' \) and functions \( \lambda' \) and \( \{\psi_j'\}_{j \in J} \).
1.3 Lattices in two-dimensional affine buildings

Theorems 10.4.3 and 10.4.7 The finitely presented groups

\[ \Gamma_1 = (S \ast S')/\langle S_{k(j)}, S'_{\lambda(j)} : j \in J \rangle \]

as well as

\[ \Gamma_2 = (S \ast S' \ast \langle c \rangle)/\langle c^{q+2}, c^j \psi_j(x)c^{-j} \psi_j(x)^{-1} : j \in J, x \in \mathbb{Z}/q \rangle \]

are uniform panel-regular lattices in buildings of type \( \tilde{C}_2 \).

- If \( q \) is an odd prime power, then \( S \) and \( S' \) are three-dimensional Heisenberg groups over \( \mathbb{F}_q \).
  
  If \( q \) is an odd prime, the above presentations can be made more explicit by writing out presentations for \( S \) and \( S' \).

- If \( q \) is even, then \( S \) and \( S' \) are isomorphic to the additive groups of \( \mathbb{F}_q^2 \). The set of lines can be identified with \( \mathbb{P} \mathbb{F}_q^2 \sqcup \{0\} \) and the stabilisers have the following structure:
  
  - For a point \([a : b]\) in the projective plane \( \mathbb{P} \mathbb{F}_q^2 \), the stabiliser \( S_{[a:b]} \) is the \( \mathbb{F}_q \)-subspace of \( S = \mathbb{F}_q^3 \) spanned by \( (a, b, 0)^T \).
  
  - The stabiliser \( S_0 \) is the \( \mathbb{F}_q \)-subspace spanned by \( (0, 0, 1)^T \).

If \( q > 3 \), then the associated buildings are necessarily exotic. In any case, the above presentations imply very simple descriptions of these buildings. Finally, we calculate group homology.

Theorems 10.5.3 and 10.5.4 If \( \Gamma_i \) for \( i \in \{1, 2\} \) is any of the two lattices constructed in the above theorem, we have \( H_j(\Gamma_i; \mathbb{Q}) = 0 \) for \( j \neq 0 \). In addition, for the first type of lattices we have

\[ H_1(\Gamma_1; \mathbb{Z}) \cong (\mathbb{Z}/q)^6, \quad H_2(\Gamma_1; \mathbb{Z}) \cong H_2(S) \oplus H_2(S'). \]
2 Basic geometric concepts

2.1 Simplicial complexes

The basic geometric object with which we will be dealing throughout this thesis is a simplicial complex.

Definition 2.1.1 An abstract simplicial complex consists of a set of vertices $V$ together with a collection $\Sigma$ of finite subsets of $V$ such that

- $\{v\} \in \Sigma$ for every $v \in V$.
- If $\sigma \in \Sigma$ and $\tau \subseteq \sigma$ then $\tau \in \Sigma$.

The elements of $\Sigma$ are called simplices. The cardinality of a simplex $\sigma$ is called its rank, denoted by $\text{rank}(\sigma)$. The dimension of $\sigma$ is defined by $\text{dim}(\sigma) = \text{rank}(\sigma) - 1$. The dimension and rank of $\Sigma$ is defined to be the supremum of the dimensions and ranks of simplices, respectively. Usually, we write $\Sigma^0$ for the vertex set $V$ and we will identify vertices $v$ with the corresponding singletons $\{v\}$ in $\Sigma$.

Note that a simplicial complex always contains the empty set, which is called the empty simplex.

Example 2.1.2 The power set of the finite set $\{0, 1, \ldots, n\}$ is a simplicial complex of dimension $n$, called the abstract standard $n$-simplex, sometimes denoted by $\Delta^n$.

This example should also explain the terminology: Compare this abstract complex to the $n$-dimensional standard simplex, the convex hull of the $n + 1$ standard basis vectors in $\mathbb{R}^{n+1}$. Observe that each face of the standard simplex is uniquely determined by its set of vertices.

Since we are interested in group theory, we require the concept of automorphisms of simplicial complexes.

Definition 2.1.3 A simplicial map or morphism of simplicial complexes is a map between the vertex sets which maps simplices to simplices. An action of a group by simplicial automorphisms will be called a simplicial action. The group of all simplicial automorphisms of $\Sigma$ is denoted by $\text{Aut}(\Sigma)$.

We say that two simplices $\sigma, \tau \in \Sigma$ are joinable if the set $\sigma \cup \tau$ is a simplex, that is $\sigma \cup \tau \in \Sigma$. 
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Definition 2.1.4 Let $\Sigma$ be a simplicial complex and let $\sigma \in \Sigma$ be a simplex. We define the following subsets of $\Sigma$:

- The link of $\sigma$ is given by $\text{lk}_\Sigma(\sigma) = \{\tau \in \Sigma : \tau, \sigma \text{ are joinable}, \sigma \cap \tau = \emptyset\}$.
- The residue (or open star) is given by $\text{R}_\Sigma(\sigma) = \{\tau \in \Sigma : \sigma \subseteq \tau\}$.
- The (closed) star is given by $\text{st}_\Sigma(\sigma) = \{\tau \in \Sigma : \tau, \sigma \text{ are joinable}\}$.

For a vertex $v$, we have $\text{st}_\Sigma(v) = \text{lk}_\Sigma(v) \sqcup \text{R}_\Sigma(v)$.

Links and closed stars are always subcomplexes of $\Sigma$. There is a simple way to construct a simplicial complex out of every partially ordered set.

Definition 2.1.5 Let $(P, \leq)$ be a partially ordered set. The flag complex $\text{Flag}(P)$ has $P$ as its vertex set. A simplex of $\text{Flag}(P)$ is a finite, totally ordered subset of $P$, that is, a set whose elements can be arranged in an ascending chain. The flag complex is always a simplicial complex.

Since simplicial complexes always include the empty simplex $\emptyset$, we make the following convention.

Definition 2.1.6 If $\Sigma$ is a simplicial complex partially ordered by inclusion, then $\text{Flag}(\Sigma \setminus \{\emptyset\})$ is called the barycentric subdivision of $\Sigma$. It is denoted by $\Sigma'$.

We are interested in simplicial complexes where the maximal dimension is attained everywhere.

Definition 2.1.7 A simplicial complex is pure if all maximal simplices have the same dimension. In this case, maximal simplices are called chambers and simplices of codimension one are called panels.

Associated to every pure simplicial complex $\Sigma$, there is the chamber graph whose vertices are the chambers of $\Sigma$ and where two vertices are joined by an edge if the corresponding chambers share a common panel. A path in the chamber graph is called a gallery.

A pure simplicial complex is called a chamber complex if its chamber graph is connected.

All the chamber complexes we will encounter are colourable in the following sense.

Definition 2.1.8 Let $\Sigma$ be a chamber complex of rank $n$ with vertex set $\Sigma^0$. Let $I$ be a set with $n$ elements. A type function on $\Sigma$ with values in $I$ is a function

$$\text{type} : \Sigma^0 \to I$$

such that the vertices of each chamber are mapped bijectively onto $I$. A chamber complex that admits a type function is called colourable.
Remark. Obviously, a type function is unique up to a bijection of the type set $I$. Moreover, given a type function, we define the type of a simplex to be the set of types of its vertices. In this way, we obtain an extension of the type function to $\Sigma$ taking its values in the power set of $I$.

**Definition 2.1.9** A simplicial automorphism $\varphi \in \text{Aut}(\Sigma)$ of a colourable chamber complex $\Sigma$ is called type-preserving if $\text{type} = \text{type} \circ \varphi$. The set of type-preserving automorphisms forms a subgroup of $\text{Aut}(\Sigma)$ which is usually denoted by $\text{Aut}^0(\Sigma)$.

There is a way to construct new simplicial complexes out of old ones.

**Definition 2.1.10** Let $\Sigma_1$ and $\Sigma_2$ be two abstract simplicial complexes. The simplicial join $\Sigma_1 \ast \Sigma_2$ is the abstract simplicial complex with vertex set $(\Sigma_1 \ast \Sigma_2)^0 = \Sigma_1^0 \sqcup \Sigma_2^0$ and with simplices

$$\Sigma_1 \ast \Sigma_2 = \{ \sigma \subseteq \Sigma_1^0 \sqcup \Sigma_2^0 : \sigma \cap \Sigma_1^0 \in \Sigma_1, \sigma \cap \Sigma_2^0 \in \Sigma_2 \}.$$

**Examples 2.1.11** The join of a simplicial complex with a single vertex is the cone over the simplicial complex. The join of the abstract standard simplices $\Delta^n$ and $\Delta^m$ is the abstract standard simplex $\Delta^{n+m}$.

Associated to every simplicial complex, there is a topological space, the geometric realisation.

**Definition 2.1.12** Let $\Sigma$ be a simplicial complex with vertex set $\Sigma^0$. Consider an $\mathbb{R}$-vector space $E$ with basis $\Sigma^0$. For every simplex $\sigma \in \Sigma$, the geometric realisation $|\sigma|$ is given by the convex hull of its vertices

$$|\sigma| = \left\{ \sum_{v \in \sigma} \lambda_v v : \lambda_v \geq 0, \sum_{v \in \sigma} \lambda_v = 1 \right\} \subset E.$$

Note that $|\sigma|$ inherits a topology from the finite-dimensional subspace of $E$ spanned by the vertices of $\sigma$. The geometric realisation of the full complex $|\Sigma|$ is given as the union

$$|\Sigma| = \bigcup_{\sigma \in \Sigma} |\sigma|.$$

We endow $|\Sigma|$ with the weak topology, that is, a subset of $|\Sigma|$ is closed if and only if all its intersections with geometric realisations of simplices are closed.

**Remark** We could equally well consider the standard scalar product on $E$ and the induced metric on $|\Sigma|$. If $\Sigma^0$ is infinite, then the corresponding topology called the metric topology is not the same as the weak topology. However, the identity map $\text{id} : |\Sigma|_{\text{weak}} \to |\Sigma|_{\text{metric}}$ induces a homotopy equivalence by [LW69, Proposition IV.4.6]. Since we are usually only interested in the homotopy type of the simplicial complex, the choice of the metric topology would not change the results.

In this thesis, the prominent examples of simplicial complexes are Coxeter complexes and buildings, where we will not only consider the weak topology. On spherical and affine buildings, there is a natural metric, which is discussed in Section 3.2.3.
Lemma 2.1.13 The geometric realisation of a simplicial complex is homeomorphic to the geometric realisation of its barycentric subdivision.

Proof Let \( \Sigma \) be a simplicial complex. The vertices in the barycentric subdivision \( \Sigma' \) correspond to non-empty simplices of \( \Sigma \). Let \( E \) be the \( \mathbb{R} \)-vector space with basis \( \Sigma^0 \) and let \( E' \) be the \( \mathbb{R} \)-vector space with basis \( (\Sigma')^0 = \Sigma \setminus \{\emptyset\} \). The linear map \( \varphi : E' \to E \) given on the basis vectors by
\[
\varphi(\sigma) = \sum_{v \in \sigma} \frac{1}{\text{rank } \sigma} v,
\]
where \( v \) runs through all vertices of \( \sigma \), obviously restricts to a homeomorphism on the realisation \( |S| \) of each simplex of \( S \in \Sigma' \). Since both \( \Sigma \) and \( \Sigma' \) are endowed with the weak topology, the map \( \varphi \) restricts to a homeomorphism \( |\Sigma'| \to |\Sigma| \).

\[\square\]

2.2 Non-positive curvature

In addition to simplicial complexes as combinatorial geometric objects and their realisations as topological spaces, we will also consider metrics on simplicial complexes. We will require a few concepts from metric geometry which are discussed in this section. The following material can be found in much greater detail in [BH99].

Definition 2.2.1 Let \((X,d)\) be a metric space. A geodesic joining \( x \in X \) to \( y \in X \) is a map \( c : [0,l] \to X \) from a closed interval in \( \mathbb{R} \) to \( X \) such that
\[
c(0) = x, \quad c(l) = y, \quad d(c(t), c(t')) = |t - t'| \quad \text{for all } t, t' \in [0,l].
\]
The image of a geodesic is called a geodesic segment.

A subset \( C \subseteq X \) is said to be convex if every pair of points of \( C \) can be joined by a geodesic such that the corresponding geodesic segment is contained in \( C \).

The space \( X \) is said to be an \( r \)-geodesic space if every two points in \( X \) of distance less than \( r \) can be joined by a geodesic. The space \( X \) is geodesic if it is \( r \)-geodesic for all \( r > 0 \).

The diameter \( \text{diam}(X) \) is defined as
\[
\text{diam}(X) := \sup_{x,y \in X} d(x, y).
\]

We will introduce two basic spaces which will serve as comparison spaces throughout this thesis. The first one is the standard Euclidean space.

Definition 2.2.2 Consider the standard \( n \)-dimensional Euclidean space \( \mathbb{R}^n \) endowed with the usual scalar product \( \langle -, - \rangle \). We will write \( M_n^0 = (\mathbb{R}^n, d) \) for the associated metric space. Hyperplanes in \( M_n^0 \) are defined to be affine subspaces of codimension one. The geodesic segment between two points \( x, y \in M_n^0 \) is given by
\[
[x, y] := \{ty + (1-t)x : 0 \leq t \leq 1\}.
\]
2 Basic geometric concepts

Given a point \( p \in M^n_0 \) and two geodesic segments \( c = [p, x] \) and \( c' = [p, y] \) the angle at \( p \) between \( c \) and \( c' \) is given by the usual Euclidean angle: the unique number \( \alpha \) in \([0, 2\pi)\) such that

\[
\cos \alpha = \frac{\langle x - p, y - p \rangle}{\sqrt{\langle x - p, x - p \rangle} \sqrt{\langle y - p, y - p \rangle}}.
\]

We write \( \angle_p^{(0)}(x, y) = \alpha \).

The second basic spaces are spheres with the angular metric.

**Definition 2.2.3** We write \( M^n_1 = S^n \) for the \( n \)-sphere in \( \mathbb{R}^{n+1} \), endowed with the angular metric, which assigns to each pair \((x, y) \in S^n \times S^n\) the unique number \( d(x, y) \in [0, \pi] \) such that

\[
\cos d(x, y) = \langle x, y \rangle,
\]

which is the standard scalar product in \( \mathbb{R}^{n+1} \).

A proof that this is a metric can be found in [BH99, Proposition I.2.1].

**Definition 2.2.4** A hyperplane in \( M^n_1 \) is the intersection of an \( n \)-dimensional linear subspace of \( \mathbb{R}^{n+1} \) with \( S^n \).

Any geodesic segment is given by a starting point \( p \) and an initial unit vector \( u \in \mathbb{R}^{n+1} \) such that \( \langle p, u \rangle = 0 \), see [BH99, I.2]. The geodesic segment then has the form

\[
\{ \cos(t)p + \sin(t)u : t \in [0, l] \}
\]

for \( l \in [0, \pi] \). For any two points \( v, w \in S^n \) of distance strictly less than \( \pi \), there is a unique geodesic segment joining them denoted by \([v, w]\).

**Definition 2.2.5** The spherical angle between two geodesic segments starting at \( p \) with initial vectors \( u \) and \( v \) joining \( p \) to \( x \) and \( y \) is given by the unique number \( \alpha \) in \([0, \pi]\) such that

\[
\cos \alpha = \langle u, v \rangle.
\]

We write \( \angle_p^{(1)}(x, y) = \alpha \).

**Proposition 2.2.6** (Proposition I.2.11 in [BH99]) The spaces \( M^n_\kappa \) are geodesic for \( \kappa \in \{0, 1\} \).

We will also require the appropriate notion of subspaces.

**Definition 2.2.7** Let \( 0 < m \leq n \) be integers. A subset of \( M^n_\kappa \) is called an \( m \)-plane if it is isometric to \( M^m_\kappa \).

**Lemma 2.2.8** (Corollary I.2.22 in [BH99]) If \( m < n \), then every \( m \)-plane in \( M^n_\kappa \) is the intersection of \((n - m)\) hyperplanes. Every subset of \( M^n_\kappa \) is contained in a unique \( m \)-plane of minimal dimension.
2.2 Non-positive curvature

In classical Riemannian geometry, the notion of curvature is a central aspect. Spaces with curvature bounded from above or below are studied extensively in this area. For metric spaces, there is a notion of non-positive curvature due to Alexandrov, which is very important in metric geometry.

We will first introduce the concept of a comparison triangle.

**Lemma 2.2.9 (Lemma I.2.14 in [BH99])** Choose $\kappa \in \{0, 1\}$. Let $x, y$ and $z$ be three points in a metric space $(X, d)$, where we assume the perimeter $d(x, y) + d(y, z) + d(z, x)$ of the triangle $(x, y, z)$ to be less than $2\pi$ if $\kappa = 1$. Then there is a triple of points $(\bar{x}, \bar{y}, \bar{z})$ in $M_\kappa^2$ such that

$$d(x, y) = d(\bar{x}, \bar{y}), \quad d(y, z) = d(\bar{y}, \bar{z}), \quad d(z, x) = d(\bar{z}, \bar{x}).$$

Such a triple is called an $M_\kappa^2$-comparison triangle.

In this situation, for a point $p$ on a geodesic segment from $x$ to $y$, the comparison point is the point $\bar{p} \in [\bar{x}, \bar{y}]$ such that

$$d(p, x) = d(\bar{p}, \bar{x}) \quad \text{and} \quad d(p, y) = d(\bar{p}, \bar{y}).$$

Comparison points on $[y, z]$ and on $[z, x]$ are defined analogously.

**Definition 2.2.10** Let $(X, d)$ be a metric space and let $\kappa \in \{0, 1\}$. Let $\Delta$ be a geodesic triangle in $X$, of perimeter less than $2\pi$ if $\kappa = 1$, and let $\bar{\Delta}$ be an $M_\kappa^2$-comparison triangle. Then $\Delta$ is said to satisfy the CAT($\kappa$)-inequality if for all $p, q \in \Delta$ and for all comparison points $\bar{p}, \bar{q} \in \bar{\Delta}$, we have

$$d(p, q) \leq d(\bar{p}, \bar{q}).$$

The space $X$ is called a CAT(0)-space if it is geodesic and all geodesic triangles satisfy the CAT(0)-inequality. It is called a CAT(1)-space if it is $\pi$-geodesic and all geodesic triangles of perimeter less than $2\pi$ satisfy the CAT(1)-inequality.

We will also require a local version of these conditions.

**Definition 2.2.11** A metric space $X$ is said to be locally CAT($\kappa$) or of curvature at most $\kappa$, if for every $x \in X$ there exists $r_x > 0$ such that the ball $B(x, r_x)$ with the induced metric is CAT($\kappa$).

A metric space which is locally CAT(0) is said to be non-positively curved.

It turns out that in simply connected spaces the local condition implies the global condition.

**Theorem 2.2.12 (Cartan-Hadamard-Theorem, Theorem II.4.1 in [BH99])** A complete, connected and simply connected metric space which is non-positively curved is already CAT(0).
2 Basic geometric concepts

CAT(\(\kappa\))-spaces have many interesting and strong properties. In this thesis, we will only use the following result about the homotopy type.

**Theorem 2.2.13 (Corollary II.1.5 in [BH99])** A CAT(0)-space is contractible.

In the following, we will sometimes consider quotients of metric spaces. The following construction provides a pseudometric on quotients.

**Definition 2.2.14** Let \((X,d)\) be a metric space, let \(\sim\) be an equivalence relation on \(X\), set \(\bar{X} = X/\sim\) and denote the projection by \(p : X \to \bar{X}\). For \(\bar{x}, \bar{y} \in \bar{X}\), the quotient pseudometric \(\bar{d}\) is given by

\[
\bar{d}(\bar{x}, \bar{y}) := \inf \sum_{i=1}^{n} d(x_i, y_i),
\]

where the infimum is taken over all sequences \((x_1, y_1, x_2, y_2, \ldots, x_n, y_n)\) of points of \(X\) such that \(x_1 \in \bar{x}, y_n \in \bar{y}\) and \(y_i \sim x_{i+1}\) for \(i \in \{1, \ldots, n-1\}\).

2.3 Metric polyhedral complexes

The quotient of the geometric realisation of a simplicial complex modulo a group action is, in general, no longer simplicial. Even though the cells are still simplices, it may happen that two simplices intersect in a union of faces, which is forbidden for a simplicial complex. On the other hand, it is interesting to consider complexes whose cells are not simplices but other polytopes. Cube complexes are a particularly interesting class. So, even though we will only use complexes whose cells are simplices, we introduce the larger class of polyhedral complexes, which is closed under quotients.

Roughly speaking, a polyhedral complex is a cell complex endowed with a metric such that the cells are isometric to convex polyhedra in a sphere, a Euclidean space or a hyperbolic space. Since we will only require piecewise Euclidean and piecewise spherical complexes, we will restrict the definitions to these cases.

We shall first define convex \(M_\kappa\)-polyhedral cells, which are the models for cells in polyhedral complexes.

**Definition 2.3.1** Fix \(\kappa \in \{0, 1\}\). A convex \(M_\kappa\)-polyhedral cell \(C\) is the convex hull of a finite set of points in \(M^n_\kappa\). If \(\kappa = 1\), these points are required to lie in an open ball of radius \(\pi/2\). The dimension of \(C\) is the dimension of the smallest \(m\)-plane containing it. The interior of \(C\) is the interior of \(C\) as a subset of this \(m\)-plane.

Let \(H\) be a hyperplane in \(M^n_\kappa\). If \(C\) lies in one of the closed half-spaces bounded by \(H\) and if \(H \cap C \neq \emptyset\), then \(F = H \cap C\) is called a face of \(C\). Again, the dimension of a face is the dimension of the smallest \(m\)-plane containing it and its interior is the interior of \(F\) in this plane. By convention, the whole cell \(C\) is also a face of itself.

The zero-dimensional faces of \(C\) are called its vertices. The support of \(x \in C\), denoted by \(\text{supp}(x)\) is the unique face containing \(x\) in its interior.
We obtain a polyhedral complex by gluing polyhedral cells along their faces.

**Definition 2.3.2** Let \((C_\lambda : \lambda \in \Lambda)\) be a family of convex \(M_\kappa\)-polyhedral cells and let \(X = \bigsqcup_{\lambda \in \Lambda} (C_\lambda \times \{\lambda\})\) denote their disjoint union. Let \(\sim\) be an equivalence relation on \(X\) and let \(K = X/\sim\). Let \(p : X \to K\) be the natural projection and define \(p_\lambda : C_\lambda \to K\) by \(p_\lambda(x) := p(x, \lambda)\). Then \(K\) is called an \(M_\kappa\)-polyhedral complex if

- For every \(\lambda \in \Lambda\), the restriction of \(p_\lambda\) to the interior of each face of \(C_\lambda\) is injective.
- For all \(\lambda_1, \lambda_2\) and all \(x_1 \in C_{\lambda_1}\) and \(x_2 \in C_{\lambda_2}\) satisfying \(p_{\lambda_1}(x_1) = p_{\lambda_2}(x_2)\), there is an isometry \(h : \text{supp}(x_1) \to \text{supp}(x_2)\) such that \(p_{\lambda_1}(y) = p_{\lambda_2}(h(y))\) for all \(y \in \text{supp}(x_1)\).

The set of isometry classes of the faces of the cells of \(C_\lambda\) is denoted by \(\text{Shapes}(K)\).

We endow \(K\) with the intrinsic pseudometric, which is the quotient pseudometric induced by the projection \(p : \bigsqcup_{\lambda \in \Lambda} C_\lambda \to K\). By the following theorem, this is really a metric if \(\text{Shapes}(K)\) is finite.

**Theorem 2.3.3 (Theorem I.7.50 in [BH99])** If \(\text{Shapes}(K)\) is finite and \(K\) is connected, then \(K\) is a complete geodesic space with respect to the intrinsic (pseudo-)metric.

We will also require the notion of geometric links in \(M_\kappa\)-polyhedral complexes, which is the analogue of combinatorial links in abstract simplicial complexes in this metric context. Links are defined for all points of a cell, but not for faces which are not vertices.

In the following definition, note that geodesic segments are uniquely defined by the properties of the ambient spaces \(M_\kappa\).

**Definition 2.3.4** Let \(C\) be a convex polyhedral cell of dimension \(m\) and fix \(x \in C\). The geometric link of \(x\) is the set of \(\sim\)-equivalence classes of geodesic segments joining \(x\) to points of \(C\), that means

\[
\text{Lk}(x, C) := \{[x, y] : y \in C \setminus \{x\}\} / \sim,
\]

where \([x, y_1] \sim [x, y_2]\) if \([x, y_1] \subseteq [x, y_2]\) or vice versa.

The geometric link is metrised in the following way: The distance between the equivalence classes \([x, y_1]\) and \([x, y_2]\) is the angle \(\angle(x^\kappa)(y_1, y_2)\) in the model space \(M_\kappa^m\). If \(x\) is a vertex of \(C\), then with this metric \(\text{Lk}(x, C)\) is a convex polyhedral cell in \(\mathbb{S}^{m-1}\).

Links in polyhedral complexes are defined by gluing links in simplices.

**Definition 2.3.5** For any point \(x\) in an \(M_\kappa\)-polyhedral complex \(K\), the open star \(\text{st}(x)\) is defined to be the union of the interiors of cells containing \(x\).

Analogously to Definition 2.3.4, given two geodesic segments \([x, y_1]\) and \([x, y_2]\) where \(y_1, y_2 \in \text{st}(x) \setminus \{x\}\), we define an equivalence relation \([x, y_1] \sim [x, y_2]\) if \([x, y_1] \subseteq [x, y_2]\) or vice versa. We define the geometric link to be

\[
\text{Lk}(x, K) := \{[x, y] : y \in \text{st}(x) \setminus \{x\}\} / \sim.
\]
We use the projection \( \prod_{\lambda \in \Lambda} \text{Lk}(x_\lambda, C_\lambda) \rightarrow \text{Lk}(x, K) \) induced by the projection

\[ p : \prod_{\lambda \in \Lambda} C_\lambda \rightarrow K \]

to endow \( \text{Lk}(x, K) \) with the quotient pseudometric. Here, we set \( \text{Lk}(x_\lambda, C_\lambda) = \emptyset \) if \( x \not\in p(C_\lambda) \) and otherwise \( x_\lambda \) is chosen to satisfy \( x = p_\lambda(x_\lambda) \).

Usually, we will only consider simplices instead of more general polyhedra.

**Definition 2.3.6** A set of \((m + 1)\) points in \( M^n_\kappa \) is in general position if it is not contained in any \((m - 1)\)-plane.

A geodesic \( m \)-simplex \( S \subset M^n_\kappa \) is the convex hull of \( m + 1 \) points in general position. If \( \kappa = 1 \), then these points are required to lie in an open ball of radius \( \pi/2 \).

An \( M_\kappa \)-simplicial complex is not only constructed solely of simplices, but it also has the usual property of an abstract simplicial complex: that the intersection of any two simplices is empty or a simplex.

**Definition 2.3.7** The polyhedral complex \( K \) is an \( M_\kappa \)-simplicial complex if each of the cells \( C_\lambda \) is a geodesic simplex, each of the maps \( p_\lambda \) is injective and the intersection of any two cells in \( K \) is empty or a single face.

An \( M_0 \)-simplicial complex is often called a piecewise Euclidean complex, an \( M_1 \)-simplicial complex is called a piecewise spherical complex.

Note that geometric links of vertices in piecewise Euclidean complexes are piecewise spherical complexes.

**Remark** If \( \text{Shapes}(K) \) is finite, then \( \text{Shapes}(\text{Lk}(x, K)) \) is automatically finite for any vertex \( x \in K \). By Theorem 2.3.3, geometric links in piecewise Euclidean complexes with a finite set of shapes are also complete geodesic spaces.

For \( M_\kappa \)-polyhedral complexes, there are many strong results implying \( \text{CAT}(\kappa) \). We will only state the following special result.

**Theorem 2.3.8 (Theorem II.5.4 in [BH99])** A piecewise Euclidean complex with a finite set of shapes is \( \text{CAT}(0) \) if and only if it is simply connected and the geometric link of every vertex is \( \text{CAT}(1) \).
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The goal of geometric group theory is to study groups by investigating their actions on ‘nice’ geometric objects. Buildings are such ‘nice’ geometric objects with a rich structure. They are associated to many groups appearing naturally in group theory, in particular to classical groups and algebraic groups.

Not every building corresponds to a ‘nice’ group, but those which do are usually related to a group of matrices, an algebraic group or a classical group over a division ring. For the buildings in which we are interested most, so-called spherical and affine buildings, it can be shown that all higher-dimensional buildings are classical, that is, associated to such a matrix group.

On the other hand, it is known that there are uncountably many so-called exotic buildings of small dimensions which do not fit into this classical picture. It will be a key problem in Chapter 10 whether we can find out if a given building is classical or exotic.

Example For a spherical building, the basic example of which to think is the $n$-dimensional projective space over a field $k$. This is the flag complex over the set of non-trivial proper subspaces of $k^{n+1}$ which is partially ordered by inclusion. It is a simplicial complex which has very simple subcomplexes, called apartments. For every basis of $k^{n+1}$, the set of all proper subspaces which can be expressed as spans of subsets of this basis form an apartment. It is not hard to see that this subcomplex is in fact the barycentric subdivision of the boundary of an $n$-simplex, in particular a triangulated $(n-1)$-sphere. See Figure 3.1 for an illustration for $n = 2$.

![Figure 3.1: An apartment in 2-dimensional projective space. This is the barycentric subdivision of the boundary of a 2-simplex, hence a triangulated 1-sphere.](image)

Buildings contain many apartments. In this example, for every two subspaces, there is a basis such that these subspaces can be expressed as spans of subsets of this basis. This implies that every two vertices are contained in a common apartment.
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Note also that the group $GL_{n+1}(k)$ acts naturally on this projective space. Since it acts transitively on bases, it acts transitively on apartments (even on pairs consisting of an apartment and a maximal simplex contained in the apartment).

Now, in general, a spherical building can be thought of as a highly symmetric simplicial complex covered by apartments which are not necessarily boundaries of simplices, but some triangulated spheres. These special complexes are called Coxeter complexes, which we will have to define first in order to introduce buildings.

Buildings can be introduced in many different ways, among these as simplicial complexes, as chamber systems and as Coxeter-group-valued metric spaces. In this thesis, we will almost exclusively focus on the point of view of simplicial complexes, since this is the most useful one for our applications.

We will first construct Coxeter complexes, which are the basic ‘building blocks’ for buildings. For most of the cases we are interested in, these can be thought of as triangulated spheres or triangulated Euclidean spaces. Using these complexes, we will construct buildings and investigate natural metrics. Afterwards, we will investigate the ‘right’ kind of group actions on buildings and discuss implications on the group level.

For the reader not familiar with buildings, the book by Brown [Bro89] provides a very good introduction. This book has later been extended by Abramenko and Brown to [AB08] which is very comprehensive and which we will use for almost all standard references. The books by Ronan [Ron89], by Weiss [Wei03, Wei09] and by Garrett [Gar97] provide additional information. The book by Tits [Tit74] is of course the classical reference.

3.1 Coxeter complexes

In order to define Coxeter complexes, we first introduce abstract Coxeter groups. It will take a bit of work to see that these abstract Coxeter groups have faithful linear representations. We will mostly be interested in those Coxeter groups that can be realised as reflection groups on spheres or as affine reflection groups on Euclidean spaces.

3.1.1 Coxeter groups

Coxeter groups in this sense were first introduced by Tits to generalise the notion of finite groups with similar presentations studied earlier by Coxeter.

**Definition 3.1.1** Let $I$ be a finite set. A Coxeter matrix $M = (m_{i,j})_{i,j \in I}$ over $I$ is a symmetric matrix with entries 1 on the diagonal and with entries in $\{2, 3, \ldots, \infty\}$ elsewhere.

We associate to $M$ the Coxeter diagram, an edge-labelled graph with vertex set $I$ and with edges between $i$ and $j$ if $m_{i,j} > 2$. We label all edges by the corresponding matrix elements $m_{i,j}$. It is customary to omit the label if $m_{i,j} \in \{3, 4\}$ and to draw a double edge for $m_{i,j} = 4$. 
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A list of diagrams and their names can be found in A.1 and A.2 in the appendix. Associated to every Coxeter matrix there is a finitely presented group, the Coxeter group.

**Definition 3.1.2** Let $I$ be a finite set and let $M$ be a Coxeter matrix over $I$. The associated Coxeter group $W$ is a finitely presented group with generating set

$$S = \{s_i : i \in I\}$$

and with presentation

$$W = \langle S \mid (s_i s_j)^{m_{i,j}} = 1 \quad \forall i, j \in I\rangle,$$

where $m_{i,j} = \infty$ will mean that we omit the corresponding relation. The pair $(W, S)$ is called a Coxeter system, the cardinality $|I|$ is called its rank.

**Remark** We will try to be precise by always specifying the Coxeter system $(W, S)$ instead of just the Coxeter group $W$. In fact, there are different Coxeter diagrams leading to isomorphic Coxeter groups. Determining the right condition on the diagram to ensure that it is the only diagram associated to a Coxeter group is a difficult problem, the so-called *isomorphism problem* for Coxeter groups.

**Example 3.1.3** For the matrix $M = \begin{pmatrix} 1 & m \\ m & 1 \end{pmatrix}$ with corresponding Coxeter diagram

```
●  m  ●
```

the associated Coxeter group $W$ admits the presentation

$$W = \langle s_1, s_2 \mid s_1^2 = s_2^2 = (s_1 s_2)^m = 1 \rangle.$$ 

If $m$ is finite, it is easy to see that $W$ is isomorphic to the dihedral group of order $2m$ and $W$ is said to be of type $I_2(m)$. The types $I_2(3)$, $I_2(4)$ and $I_2(6)$ are also usually called $A_2$, $C_2$ and $G_2$, respectively. If $m = \infty$, then $W$ is isomorphic to the infinite dihedral group and $W$ is said to be of type $\tilde{A}_1$.

**Example 3.1.4** Let $I = \{1, 2, \ldots, n\}$. For the Coxeter diagram $A_n$ on $n$ vertices as follows

```
●  ●  ●  ●  ●  ●
```

the associated Coxeter group has the presentation

$$W = \langle s_1, s_2, \ldots, s_n \mid s_i^2 = 1, (s_i s_{i+1})^3 = 1 \quad \forall 1 \leq i < n, s_i s_j = s_j s_i \quad \forall |i - j| > 2 \rangle$$

It is not difficult to verify that this is a presentation for the symmetric group on $n + 1$ letters $\text{Sym}(n + 1)$, where the elements $s_i$ correspond to the transpositions $(i, i + 1)$. 
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Example 3.1.5 Let $I = \{1, 2, \ldots, n\}$ and consider the Coxeter diagram $C_n$ on $n$ vertices as shown below

The associated Coxeter group has the presentation

$$ W = \left\langle s_1, s_2, \ldots, s_n \mid s_i^2 = 1 \quad \forall i \in I, \quad (s_is_{i+1})^3 = 1 \quad \forall 1 < i < n, \quad s_is_j = s_js_i \quad \forall |i - j| > 2, \quad (s_1s_2)^4 = 1 \right\rangle. $$

This group can be interpreted as the group of signed permutations of the set $[\pm n] := \{-n, \ldots, -1, 1, \ldots, n\}$.

These are those permutations $w$ satisfying $-w(k) = w(-k)$ for all $k \in [\pm n]$. The elements $(s_i)_{2 \leq i \leq n}$ interchange $\pm(i - 1)$ with $\pm i$ and leave all other numbers fixed, while $s_1$ flips 1 and $-1$ and leaves all other elements fixed.

We also consider subgroups generated by subsets of the generating set $S$.

**Definition 3.1.6** Let $(W, S)$ be a Coxeter system with associated type set $I$ and let $J \subseteq I$ be a subset. We consider the corresponding generator set $S_J = \{s_i : i \in J\}$ and the subgroup $W_J = \langle S_J \rangle$. Subgroups of this form are called standard subgroups or standard parabolic subgroups. Any coset $wW_J$ will be called a standard coset.

It is easy to see that subgroups of this form are also Coxeter groups. For any $J \subseteq I$, the subgroup $W_J$ is a Coxeter group with generator set $S_J$ with respect to the restricted Coxeter matrix $M_J := (m_{i,j})_{i,j \in J}$.

**Definition 3.1.7** Let $(W, S)$ be a Coxeter system with type set $I$. Then $(W, S)$ is said to be irreducible if there is no decomposition $I = J_1 \sqcup J_2$ into two non-empty sets such that $W = W_{J_1} \times W_{J_2}$.

Obviously, a Coxeter system is irreducible if and only if the associated Coxeter diagram is connected.

### 3.1.2 Coxeter complexes

Coxeter complexes are the basic geometric objects associated to Coxeter groups. For the Coxeter groups in which we are interested most, we will later see that the associated complexes are naturally triangulated spheres or triangulated Euclidean spaces.

**Definition 3.1.8** We denote the set of all standard cosets by

$$ \Sigma(W, S) = \{wW_J : w \in W, J \subseteq I\}, $$

and order it partially by reverse inclusion.
Theorem 3.1.9 (Theorem 3.5 in [AB08]) For any Coxeter system $(W, S)$, the partially ordered set $\Sigma(W, S)$ is a colourable chamber complex, the Coxeter complex associated to $(W, S)$. The Coxeter group $W$ acts by simplicial automorphisms on $\Sigma(W, S)$ via left multiplication. The type function is given by
\[ \text{type}(wW_J) = I \setminus J. \]

Terminology As usual for chamber complexes, top-dimensional simplices of $\Sigma(W, S)$ are called chambers, codimension-1-simplices are called panels. The set of chambers of $\Sigma(W, S)$ will be denoted by $\text{Ch}(\Sigma(W, S))$. Two chambers $c$ and $c'$ are called adjacent, $c \sim c'$, if they share a common panel.

Remark Note that the chambers of $\Sigma(W, S)$ are singleton subsets of $W$. We will hence usually identify $W$ with the set of chambers of $\Sigma(W, S)$.

Note also that we gave the type function directly for simplices, which is equivalent to the procedure in Definition 2.1.8, where we first construct a type function for vertices and then extend it to all simplices.

Example 3.1.10 For the Coxeter group of type $I_2(m)$, given by
\[ W = \langle s_1, s_2 \mid s_1^2 = s_2^2 = (s_1s_2)^m = 1 \rangle \]
as in Example 3.1.3, the only non-trivial proper standard subgroups are $\langle s_1 \rangle = \{1, s_1\}$ and $\langle s_2 \rangle = \{1, s_2\}$. In this case, the Coxeter complex is obviously one-dimensional. As remarked above, chambers, that is 1-simplices, correspond to elements of $W$, whereas vertices correspond to cosets of the two standard subgroups.

Figure 3.2 shows the Coxeter complex of type $I_2(4) = C_2$. Here, vertices which are cosets of $\langle s_1 \rangle$ are drawn white, vertices which are cosets of $\langle s_2 \rangle$ are drawn black. Black vertices are of type $\{1\}$ and white vertices are of type $\{2\}$. The elements of each coset correspond directly to the chambers which contain the associated vertex.

![Figure 3.2: The Coxeter complex of type $I_2(4)$.](image-url)
Example 3.1.11 The Coxeter complex of type $A_n$, which is associated to the symmetric group on $n+1$ letters as in Example 3.1.4, can be thought of as the barycentric subdivision of the boundary of an $n$-simplex in the following way:

Note first of all that the simplicial complex associated to a single $n$-simplex is in bijection to the power set of the set $\{1, \ldots, n+1\}$, since every simplex is uniquely determined by its set of vertices.

Let $\Sigma$ be the simplicial complex of proper subsets of $\{1, \ldots, n+1\}$, which corresponds to the boundary of the $n$-simplex. This is obviously a chamber complex of dimension $(n-1)$. The symmetric group $W = \text{Sym}(n+1)$, which is a Coxeter group of type $A_n$ with the standard generating set, acts on $\Sigma$ by permutation of the vertices.

Consider now the action of $W$ induced on the barycentric subdivision $\Sigma'$. The subcomplex of all subsimplices of the maximal flag $c_0 = (\{1\} \subset \{1,2\} \subset \cdots \subset \{1,\ldots,n\})$ is obviously a fundamental domain of the action and $W$ acts regularly on maximal flags. By calculating the stabilisers of subsimplices of $c_0$, it is not hard to see that $\Sigma'$ is isomorphic to the Coxeter complex $\Sigma(W,S)$. The type of a vertex is simply given by its cardinality.

Example 3.1.12 We have seen in Example 3.1.5 that the Coxeter group of type $C_n$ can be identified with the group of signed permutations on $[\pm n]$. Similarly to the example of type $A_n$, the Coxeter complex of type $C_n$ can be interpreted as the barycentric subdivision of the boundary of the $n$-hyperoctahedron or $n$-cross polytope, which is the convex hull of the $2n$ vectors $\{\pm e_i\}$ in $\mathbb{R}^n$, where $e_i$ is the standard basis. The $W$-action is given by permutation of the ‘signed’ basis vectors. Equivalently, one can also consider the barycentric subdivision of the boundary of the dual polytope, which is the $n$-dimensional hypercube. Again, types of vertices are given by their cardinalities.

Links in Coxeter complexes are again Coxeter complexes.

Lemma 3.1.13 (Proposition 3.16 in [AB08]) Let $\sigma \in \Sigma(W,S)$ be a simplex of type $I \setminus J$. Then $\text{lk}_\Sigma(\sigma)$ is isomorphic to the Coxeter complex $\Sigma(W_J,S_J)$, where we set $S_J = \{s_j : j \in J\}$ and $W_J = \langle S_J \rangle$.

Remark In particular, the Coxeter diagram of this link is obtained very easily: Just take the subdiagram induced by all the vertices in $J$.

Once we know that a simplicial complex $\Sigma$ with a given type function $\text{type} : \Sigma^0 \to I$ is a Coxeter complex, we can reconstruct the Coxeter matrix.

Proposition 3.1.14 (Corollary 3.20 in [AB08]) If $\Sigma = \Sigma(W,S)$ is a Coxeter complex with type function $\text{type} : \Sigma^0 \to I$, the Coxeter matrix is given by

$$m_{i,j} = \text{diam}(\text{lk}_\Sigma(W,S)(\sigma)),$$

where $\sigma \in \Sigma$ is a simplex satisfying $\text{type}(\sigma) = I \setminus \{i,j\}$. In particular, a Coxeter complex $\Sigma$ determines the associated Coxeter system.
Remember that $W$ acts on $\Sigma(W, S)$ by left multiplication. One can see that all type-preserving automorphisms arise in this way.

**Lemma 3.1.15 (Proposition 3.32 in [AB08])** The monomorphism 
\[ W \rightarrow \text{Aut}(\Sigma(W, S)) \]
surjects onto the group of type-preserving automorphisms $\text{Aut}^0(\Sigma(W, S))$.

Since $\Sigma(W, S)$ is a chamber complex, we can construct the chamber graph as in the second chapter: Its vertex set is the set of chambers $\text{Ch}(\Sigma(W, S))$ where two chambers are connected by an edge if they are adjacent. We endow the chamber graph with the usual distance function $d$, where each edge has length 1. Remember that paths in the chamber graph are called galleries.

**Definition 3.1.16** A gallery between two chambers $c$ and $c'$ is minimal if its length is the distance between $c$ and $c'$ in the chamber graph.

**Remark** The chamber graph of $\Sigma(W, S)$ is isomorphic to the Cayley graph of $W$ with respect to the generating set $S$.

It can be shown that the simplicial complex $\Sigma(W, S)$ can be recovered from the set of chambers with the adjacency relation if we keep track of the types of panels. This structure is usually called a chamber system. Some facts about Coxeter complexes are easier to state in the language of chamber systems. When translated to the language of simplicial complexes, the formulation requires the notion of induced subcomplexes.

**Definition 3.1.17** The subcomplex $\bar{C}$ induced by a set of chambers $C \subseteq \text{Ch}(\Sigma(W, S))$ is given by 
\[ \bar{C} = \{ \sigma \in \Sigma : \sigma \subseteq c \in C \}. \]
By abuse of notation, we will often denote the induced subcomplex also by $C$.

Now we can define convex subcomplexes.

**Definition 3.1.18** A set of chambers is called convex if it contains all minimal galleries between its chambers. A subcomplex induced by a convex set of chambers is also called convex.

**Remark** We will later also define a metric on the geometric realisations of Coxeter complexes. The notion of convexity of sets of chamber is different from metric convexity, however. A metrically convex subcomplex need not be convex in the sense above.

We will require another important feature of Coxeter complexes — the existence of projections.

**Proposition 3.1.19 (Proposition 3.103 and 3.105 in [AB08])** Let $\sigma \in \Sigma(W, S)$ be a simplex and let $c \in \Sigma(W, S)$ be a chamber. Then there is a unique chamber $e$ in the residue $R_{\Sigma}(\sigma)$ called the projection of $c$ onto $R_{\Sigma}(\sigma)$ such that for any chamber $d \in R_{\Sigma}(\sigma)$ there is a minimal gallery from $c$ to $d$ through $e$.

This property is also called the gate property. See Figure 3.3 for an illustration.
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3.1.3 Roots

Roots are very important subcomplexes of Coxeter complexes. In the case of spherical or affine Coxeter complexes, roots can be thought of as simplicial half-spheres or half-spaces, respectively. We will define roots via their sets of chambers and take the induced subcomplexes.

Definition 3.1.20 Let $c \sim c'$ be adjacent chambers in a Coxeter complex $\Sigma(W,S)$. The set of chambers

$$\text{Ch} \alpha(e,c') = \{ e \in \text{Ch}(\Sigma(W,S)) : d(e,c) < d(e,c') \}$$

is called a root or half-apartment. The associated induced subcomplex is denoted by $\alpha(c,c')$ and also called root or half-apartment. The set of roots of $\Sigma(W,S)$ is denoted by $\Phi(W,S)$. We will usually denote roots by $\alpha$ or $\beta$ without specifying the chambers $c$ and $c'$ if they are not important.

Terminology If $\alpha = \alpha(c,c')$ and $\beta = \alpha(c',c)$, then we say that $\beta$ is the root opposite of $\alpha$ and we write $\beta = -\alpha$.

The intersection of the two subcomplexes associated to roots $\alpha$ and $-\alpha$ is called a wall, denoted by $\partial \alpha$.

Lemma 3.1.21 (Proposition 3.79 in [AB08]) Let $\Sigma = \Sigma(W,S)$ be a Coxeter complex and let $\sigma \in \Sigma$ be a simplex. Then the roots of $\text{lk}_\Sigma(\sigma)$ are given by

$$\{ \alpha \cap \text{lk}_\Sigma(\sigma) : \alpha \in \Phi(W,S), \sigma \in \partial \alpha \}.$$ 

The walls of $\text{lk}_\Sigma(\sigma)$ are given by

$$\{ \partial \alpha \cap \text{lk}_\Sigma(\sigma) : \alpha \in \Phi(W,S), \sigma \in \partial \alpha \}.$$ 

Lemma 3.1.22 (Lemmas 3.44 and 3.45 in [AB08]) Roots are convex. Additionally, we have

$$\text{Ch}(\alpha) \sqcup \text{Ch}(-\alpha) = \text{Ch}(\Sigma(W,S)).$$

In fact, roots can be used to define convex hulls and convexity can be expressed using roots as well as minimal galleries.
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**Definition 3.1.23** For any set of chambers \( C \subseteq \text{Ch}(\Sigma(W,S)) \), its convex hull is the intersection of all roots containing \( C \).

**Lemma 3.1.24** (Theorem 3.131 in [AB08]) A set of chambers is convex if and only if its induced subcomplex is equal to its convex hull.

The following Lemma is a very useful tool.

**Lemma 3.1.25** (Proposition 2.7 in [Ron89]) Let \( c \) and \( d \) be chambers in \( \Sigma(W,S) \) and fix a minimal gallery \( c = d_0, d_1, \ldots, d_n = d \) from \( c \) to \( d \). Write \( \alpha_i = \alpha(d_i, d_{i+1}) \) for the roots containing one chamber of the gallery but not the next one. Then these roots are mutually distinct and the set \( \{\alpha_i : i = 0, 1, \ldots, n-1\} \) is precisely the set of roots containing \( c \) but not \( d \).

The notion of a prenilpotent pair of roots plays a large role later on.

**Definition 3.1.26** A pair of roots \( \{\alpha, \beta\} \) is called prenilpotent, if both intersections \( \alpha \cap \beta \) and \( -\alpha \cap -\beta \) contain a chamber.

**Definition 3.1.27** Let \( \{\alpha, \beta\} \) be a prenilpotent pair of roots of a Coxeter complex \( \Sigma(W,S) \). We define the closed interval by
\[
[\alpha, \beta] := \{\gamma \in \Phi(W,S) : \alpha \cap \beta \subseteq \gamma, (-\alpha \cap -\beta) \subseteq -\gamma\}
\]
and the half-open and open intervals by
\[
[\alpha, \beta) = [\alpha, \beta] \setminus \{\beta\}, \quad (\alpha, \beta] = [\alpha, \beta] \setminus \{\alpha\}, \quad (\alpha, \beta) = [\alpha, \beta] \setminus \{\alpha, \beta\}.
\]

**Remark** The notion of a prenilpotent set of roots is particularly simple for finite Coxeter systems. A pair of roots \( \{\alpha, \beta\} \) in a finite Coxeter system is prenilpotent if and only if \( \alpha \neq -\beta \). In this case, we have
\[
[\alpha, \beta] = \{\gamma \in \Phi(W,S) : \alpha \cap \beta \subseteq \gamma\}.
\]
See [AB08, Example 8.43] for details.

For finite rank two Coxeter complexes, root intervals are not difficult to describe.

**Example 3.1.28** Let \( \Sigma \) be a finite Coxeter complex of rank two, hence of dimension one. Then \( \Sigma \) is an ordinary \( 2m \)-gon as in Example 3.1.10. Its roots are paths of length \( m \). We denote the vertices of \( \Sigma \) by \( (x_i)_{i \in \mathbb{Z}/2m} \). This leads to an enumeration of the roots \( (\alpha_i)_{i \in \mathbb{Z}/2m} \) such that every root \( \alpha_i \) contains the vertices \( \{x_i, x_{i+1}, \ldots, x_{i+m}\} \). Then it is easy to see that
\[
[\alpha_0, \alpha_i] = \{\alpha_0, \alpha_1, \ldots, \alpha_i\},
\]
for \( 1 \leq i \leq m - 1 \), which justifies the name ‘root interval’.
Remark For any root \( \alpha \in \Phi(W, S) \), there is a reflection \( s_\alpha \) which fixes the wall \( \partial \alpha \) and interchanges \( \alpha \) and \( -\alpha \). These reflections are conjugate to elements of \( S \). We will not construct the reflections explicitly in this thesis. They only appear in the formulation of the next Lemma and briefly in Chapter 8. In any case, the elements \( s_\alpha \) are not required for the parts of the statements used in this thesis, but instead to understand the references given in the text.

In infinite Coxeter complexes, there are two possibilities for prenilpotent pairs of roots.

**Lemma 3.1.29 (Proposition 3.1.165 and Lemma 8.45 in [AB08])** Let \( \{ \alpha, \beta \} \) be a prenilpotent pair of roots in \( \Phi(W, S) \). Then there are two possibilities

- The product \( s_\alpha s_\beta \) has infinite order. In this case, the roots \( \alpha \) and \( \beta \) are nested, that is, we have \( \alpha \subseteq \beta \) or \( \beta \subseteq \alpha \).

- The product \( s_\alpha s_\beta \) has finite order. Then every maximal simplex \( \sigma \) of the intersection of the walls \( \partial \alpha \cap \partial \beta \) has codimension two and the link \( \text{lk}_\Sigma(\sigma) \) is finite. We write \( \bar{\alpha} = \alpha \cap \text{lk}_\Sigma(\sigma) \), \( \bar{\beta} = \beta \cap \text{lk}_\Sigma(\sigma) \) for the induced roots in the link. The map given by

\[
[\alpha, \beta] \mapsto [\bar{\alpha}, \bar{\beta}]
\]

\[
\gamma \mapsto \gamma \cap \text{lk}_\Sigma(\sigma)
\]

is a bijection.

This can be used to prove the following characterisation for half-open intervals which we will require later on.

**Lemma 3.1.30** For any prenilpotent, non-nested pair of roots \( \{ \alpha, \beta \} \), there are either roots \( \alpha' \) and \( \beta' \) such that

\[
(\alpha, \beta] = [\alpha', \beta], \quad [\alpha, \beta) = [\alpha, \beta']
\]

or \( (\alpha, \beta] = \{ \beta \} \) and \( [\alpha, \beta) = \{ \alpha \} \).

**Proof** If the rank of \( \Sigma \) is two and \( \Sigma \) is finite, we fix an enumeration of the vertices and of the roots of \( \Sigma \) as in Example 3.1.28. For root intervals of the form \( [\alpha_0, \alpha_i] \), we obtain by the description: \( [\alpha_0, \alpha_1] = \{ \alpha_0, \alpha_1 \} \) and \( (\alpha_0, \alpha_i] = [\alpha_1, \alpha_i] \) and \( [\alpha_0, \alpha_i) = [\alpha_0, \alpha_{i-1}] \) for \( i > 1 \). Since the numbering of vertices was arbitrary, the Lemma follows for finite rank two Coxeter complexes.

If the rank of the Coxeter complex \( \Sigma \) is greater than two, and if \( \{ \alpha, \beta \} \) is a prenilpotent, non-nested pair of roots, then by Lemma 3.1.29, we can reduce to the rank two case as follows. Fix a maximal simplex \( \sigma \) in the intersection of the walls \( \partial \alpha \cap \partial \beta \) and write \( \bar{\alpha} = \alpha \cap \text{lk}_\Sigma(\sigma) \), \( \bar{\beta} = \beta \cap \text{lk}_\Sigma(\sigma) \) as above. Then consider the bijection

\[
[\alpha, \beta] \mapsto [\bar{\alpha}, \bar{\beta}]
\]

\[
\gamma \mapsto \gamma \cap \text{lk}_\Sigma(\sigma)
\]

Now the lemma follows by applying the finite rank two case to \( \text{lk}_\Sigma(\sigma) \) and using the bijection to transport the result to the ambient building. 

\( \square \)
Finally, root intervals can always be ordered in the following fashion.

**Lemma 3.1.31 (2.2.6 in [Rém02])** Let \( \{ \alpha, \beta \} \) be a prenilpotent pair of roots. Fix a chamber \( c \in \alpha \cap \beta \) and a chamber \( d \in (\alpha \cap \beta) \). Fix a minimal gallery from \( c \) to \( d \) and assume that it crosses the wall \( \partial \alpha \) before the wall \( \partial \beta \). Then \( \partial \alpha \) is the first wall crossed among the walls \( \partial \gamma \) where \( \gamma \in [\alpha, \beta] \) and \( \partial \beta \) is the last.

The order of the walls crossed by the gallery induces an order on the root interval, which depends on the choice of the gallery.

### 3.1.4 The canonical linear representation

In this section, we will see that every abstract Coxeter group acts as a group of reflections on a finite-dimensional vector space. This will be used to define spherical and affine Coxeter groups, which act as groups of reflections on spheres and as groups of affine reflections on Euclidean spaces, respectively.

Let \( M \) be a Coxeter matrix with type set \( I \) and let \((W, S)\) denote the associated Coxeter system. We construct a real vector space \( E \) with a bilinear form \( b \) on which the Coxeter group \( W \) acts faithfully, preserving \( b \).

**Construction** Let \( E = \mathbb{R}^l \) be the real vector space with basis \((e_i)_{i \in I}\). Let \( b \) be the symmetric bilinear form on \( E \) such that

\[
b(e_i, e_j) = -\cos(\pi/m_{i,j}).
\]

Consider the map

\[
\rho : W \to \text{GL}(E)
\]

defined on \( S \) by

\[
s_i \mapsto \left( x \mapsto x - \frac{2b(e_i, x)e_i}{b(x, x)} \right).
\]

This is well defined, since the images of generators are obviously involutions and it is a simple calculation to verify that the other relations hold. See [AB08, Section 2.5] for additional details.

Then \( \rho \) is a faithful representation of \( W \) in \( \text{GL}(E) \) which preserves the bilinear form \( b \).

### 3.1.5 Spherical Coxeter complexes

The simplest Coxeter groups are finite Coxeter groups. The classification of finite groups generated by reflections on a real vector space is a classical, famous result by Coxeter in [Cox34]. It turns out that such finite reflection groups are precisely the finite Coxeter groups.

Throughout this section, let \((W, S)\) be a Coxeter system and let \( \rho : W \to \text{GL}(E) \) be the canonical representation, where \( b \) is the associated bilinear form on \( E \).
Proposition 3.1.32 (Corollary 2.68 in [AB08]) The following two conditions are equivalent:

- The bilinear form $b$ is positive definite.
- The Coxeter group $W$ is finite.

In this case, $W$ is called spherical.

The spherical Coxeter groups are classified.

Theorem 3.1.33 (VI.§4, Theorem 1 and 2 in [Bou02])

An irreducible Coxeter group is finite if and only if its diagram appears on the list A.1 in the appendix.

A spherical Coxeter group $W$ preserves the unit sphere $S(E)$ of $E$ with respect to the bilinear form $b$. Denote by $\mathcal{H}$ the set of all hyperplanes in $E$ which are left invariant by conjugates of $S$ in $W$.

For all hyperplanes $H \in \mathcal{H}$ we fix a linear functional $h$ on $E$ such that $H = H^0 := h^{-1}(0)$ and write $H^+ := h^{-1}([0, \infty))$ and $H^- := h^{-1}((-, \infty, 0])$ for the corresponding closed half-spaces of $E$.

Construction A cell in $E$ with respect to $\mathcal{H}$ is an intersection

$$C = \bigcap_{H \in \mathcal{H}} H^{\sigma(H)}$$

such that $\sigma : \mathcal{H} \to \{+,-,0\}$ is any function, called the corresponding sign function.

Now consider the set of cells

$$\mathcal{C}(W,S) = \{C \cap S(E) : C \text{ is a cell in } E\}.$$

Proposition 3.1.34 (Theorem 1.111 in [AB08]) The set $\mathcal{C}(W,S)$ partially ordered by inclusion is isomorphic to the Coxeter complex $\Sigma(W,S)$.

In particular, vertices of the simplicial complex $\mathcal{C}(W,S)$ are points on the sphere $S(E)$. We denote the unit vector corresponding to the vertex $v \in \Sigma(W,S)^0$ by $e_v$.

The simplicial complex $\mathcal{C}(W,S)$ can hence be seen as a triangulation of the sphere $S(E)$.

Construction Now consider the following map

$$|\mathcal{C}(W,S)| \to S(E)$$

given on the cell $C$ by

$$\sum_{v \in C} \lambda_v v \mapsto \frac{\sum_{v \in C} \lambda_v e_v}{\sqrt{b(\sum_{v \in C} \lambda_v e_v, \sum_{v \in C} \lambda_v e_v)}}$$

which is obviously a bijection. We use this bijection and the isomorphism of Proposition 3.1.34 to pull back the angular metric of the sphere and obtain a metric on $|\Sigma(W,S)|$.  
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Remark  An equivalent method is given by endowing all simplices of $|\Sigma(W, S)|$ with the spherical metric pulled back from a single cell $|C \cap S(E)|$ in this fashion and considering the intrinsic metric, see [AB08, Example 12.39].

Definition 3.1.35  From the construction of the complex $\mathcal{C}(W, S)$, it is obvious that the involution $E \to E$ given by $v \mapsto -v$ induces a simplicial map on $\mathcal{C}(W, S)$. We consider the induced involutory automorphism on $\Sigma(W, S)$. A simplex and its image under this automorphism are said to be opposite.

Note that this opposition involution need not be type-preserving. It induces a bijection on the type set $I$. For any $J \subseteq I$, we denote the image under this type bijection by $J^0$.

Remark  The concept of opposition is a very strong tool for spherical buildings, but it does not make sense in non-spherical buildings. However, there is a way to combine two buildings by means of a so-called co-distance, such that simplices in one of the building can be said to have opposite simplices in the other building. This construction is known as a twin building. Twin buildings are intimately related to groups with twin root data or groups of Kac-Moody type, which we will define later. However, since we do not make use of twin buildings, we will omit their definition.

The concept of opposition can also be expressed in a purely combinatorial fashion. For chambers, this is particularly simple.

Lemma 3.1.36 (Proposition 1.57 in [AB08]) Two chambers in $\Sigma(W, S)$ are opposite if and only if they are at maximal distance in the chamber graph.

For arbitrary simplices, opposition can be expressed best in terms of the longest word.

Lemma 3.1.37 (Proposition 1.77 in [AB08]) Let $(W, S)$ be a spherical Coxeter system. There is a unique element $w_0 \in W$ whose word length is maximal with respect to the generating set $S$, called the longest element of $W$. The longest element $w_0$ is of order two.

Proposition 3.1.38 (Lemma 5.111 in [AB08]) Let $(W, S)$ be a spherical Coxeter system. Two chambers $w$ and $w'$ in $\Sigma(W, S)$ are opposite if and only if $w = w'w_0$. The simplex opposite of the simplex $wW_J$ is given by $ww_0W_{J^0}$.

Example 3.1.39  Let $(W, S)$ be the Coxeter system of type $A_n$ with type set $I$. Consider the associated Coxeter complex, which can be considered as the flag complex over the partially ordered set of all non-trivial proper subsets of $\{1, \ldots, n+1\}$ as in Example 3.1.11. The type of a vertex is given by its cardinality as a subset of $\{1, \ldots, n+1\}$.

By [AB08, 5.7.4], in this case the opposite type $J^0$ is given by applying the unique non-trivial diagram automorphism to the diagram $A_n$. For a vertex of type $j$, the opposite type is hence given by $n + 1 - j$. By Proposition 1.5.2 in [BB05], the word length in the symmetric group is given by the number of inversions. Clearly, the element $w_0$ of the symmetric group $\text{Sym}(n + 1)$ with the maximal number of inversions is given by $w_0(k) = n + 2 - k$. 
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Hence the chamber opposite of the standard chamber

\[ c_0 = (\{1\} \subset \{1, 2\} \subset \cdots \subset \{1, \ldots, n\}) \]

is given by

\[ w_0(c_0) = (\{n + 1\} \subset \{n, n + 1\} \subset \cdots \subset \{2, \ldots, n + 1\}). \]

Since the type of a vertex is given by its cardinality, we obtain in particular that the vertex opposite of \( \{1, \ldots, k\} \) is given by \( \{k + 1, \ldots, n + 1\} \).

**Example 3.1.40** Now let \((W, S)\) be the Coxeter system of type \( C_n \) with type set \( I \). The associated Coxeter complex can be considered as the flag complex over the partially ordered set of all ‘signed’ subsets of \([\pm n]\) as in Example 3.1.12. By 5.7.4 in [AB08], types and their opposites coincide for type \( C_n \), so \( J^0 = J \) for all \( J \subseteq I \).

By Proposition 8.1.1 in [BB05], the word length in \( W \) is given by:

\[ l(w) = \text{inv}(w) + \sum_{\{k \in \{1, \ldots, n\} : w(k) < 0\}} (-w(k)), \]

where \( \text{inv}(w) \) is the number of inversions of the permutation \( w \) on \([\pm n]\). Clearly, the second sum is maximal if \( w(k) < 0 \) for all \( k > 0 \). In this case, the number of inversions is maximal for the longest word given by \( w_0(k) = -k \) for all \( k \in [\pm n] \). Applying this to the Coxeter complex, we obtain that the vertex \( \{1, \ldots, k\} \) is opposite of the vertex \( \{-1, \ldots, -k\} \).

### 3.1.6 Affine Coxeter complexes

Affine Coxeter groups are precisely those which can be interpreted as a group of affine isometries of a Euclidean space, generated by affine reflections.

**Definition 3.1.41** An irreducible Coxeter system \((W, S)\) and its associated Coxeter complex \( \Sigma(W, S) \) are said to be affine or Euclidean if the bilinear form \( b \) from the canonical linear representation is positive but degenerate.

These affine Coxeter groups can be classified as well.

**Theorem 3.1.42** (VI.§4, Theorem 4 in [Bou02]) A Coxeter system is affine if and only if its Coxeter diagram is in list A.2 in the appendix.

The construction of a Euclidean space on which the group \( W \) acts by affine reflections is more involved than in the spherical case. We will hence omit the explicit construction here.

**Definition 3.1.43** Assume that \( V \) is a Euclidean vector space of dimension \( n \geq 1 \). Let \( W \) be a group of affine isometries of \( V \). Then \( W \) is an affine reflection group if there is a set of affine hyperplanes \( \mathcal{H} \) of \( V \) such that
The group $W$ is generated by the orthogonal reflections $s_H$ at the hyperplanes $H \in \mathcal{H}$.

The set of hyperplanes $\mathcal{H}$ is $W$-invariant.

The set $\mathcal{H}$ is locally finite, meaning that every point of $V$ has a neighbourhood that meets only finitely many hyperplanes $H \in \mathcal{H}$.

**Theorem 3.1.44 (Theorem 10.42 and Proposition 10.44 in [AB08])** Any affine Coxeter system $(W, S)$ has a canonical realisation as an affine reflection group acting on an affine hyperplane $A$ in the dual space $E^*$ of the image of the canonical linear representation $\rho : W \to \text{GL}(E)$.

This realisation as an affine reflection groups allows a concrete realisation of the Coxeter complex.

**Construction** Let $(W, S)$ be an affine Coxeter system and consider the action of $W$ on the associated affine space $A$. For every hyperplane $H \in \mathcal{H}$, we write $H^0 = H$ and $H^+$ and $H^-$ for the two closed half-spaces bounded by $H$, making arbitrary choices.

If we consider the set of cells

$$\tilde{\mathcal{C}}(W, S) = \left\{ \bigcap_{H \in \mathcal{H}} H^{\sigma(H)} \bigg| \sigma : \mathcal{H} \to \{-, 0, +\} \text{ sign function} \right\},$$

we obtain a simplicial complex as in the spherical case above. Vertices of cells correspond to elements of $A$, which are denoted by $a_v$ for $v \in \Sigma(W, S)^0$.

We visualise this simplicial complex as a triangulation of the affine hyperplane $A$.

**Proposition 3.1.45 (Proposition 10.13 in [AB08])** Let $(W, S)$ be an affine Coxeter system. The simplicial complex $\tilde{\mathcal{C}}(W, S)$ is isomorphic to $\Sigma(W, S)$.

**Construction** Now consider the following map

$$|\tilde{\mathcal{C}}(W, S)| \to A$$

given on the cell $C$ by

$$\sum_{v \in C} \lambda_v v \mapsto \sum_{v \in C} \lambda_v a_v$$

which is obviously a bijection. We use this bijection and the isomorphism of Proposition 3.1.45 to pull back the Euclidean metric of the hyperplane $A$ and obtain a metric on the geometric realisation $|\Sigma(W, S)|$.

We will show that an affine Coxeter complex has a simplicial sphere ‘at infinity’. For this, we first require the notions of special vertices and gems.
Definition 3.1.46 A vertex of type \( \{ j \} \) of the affine Coxeter complex \( \Sigma(W, S) \) is called special if the removal of the vertex of the Coxeter diagram corresponding to \( j \) creates a Coxeter diagram of the same name, but removing the tilde \( \sim \). A residue \( R_{\Sigma}(v) \) of a special vertex \( v \) is called a gem.

For example, any vertex in a Coxeter system of type \( \tilde{A}_n \) is special and only those vertices corresponding to the two rightmost vertices in the Coxeter diagram of type \( \tilde{B}_n \) are special.

Remark We will later see that affine buildings always have associated spherical buildings. In order to minimize confusion, roots in affine Coxeter complexes will usually be called half-apartments, while the term ‘roots’ will be reserved for roots in the associated spherical Coxeter complex.

Using gems, we can define sectors.

Definition 3.1.47 Let \( R \) be a gem and let \( c \) be a chamber in \( R \). Let \( [R, c] \) be the set of half-apartments that contain \( c \) and whose opposite half-apartment contains one of the chambers of \( R \) adjacent to \( c \). A sector \( s \) of \( \Sigma(W, S) \) is a subcomplex of the form

\[
s(R, c) := \bigcap_{\alpha \in [R, c]} \alpha.
\]

A sector is a simplicial cone and its faces are called sector faces.

Figure 3.4 illustrates the definition. There, \( R = R_{\Sigma}(v) \) is a gem and \( \alpha \) and \( \alpha' \) are the two roots separating \( c \) from adjacent chambers in \( R \).

Figure 3.4: Sectors in affine Coxeter complexes

Later, we will consider an equivalence relation on sectors and faces given by ‘parallelism’. It can be shown that the equivalence classes of sectors and sector faces of an affine Coxeter complex form a spherical Coxeter complex called the Coxeter complex at infinity. We will discuss this directly for affine buildings in the next section.
3.2 Buildings

Using Coxeter complexes as subcomplexes, we can now give a definition of buildings. As mentioned in the introduction of this chapter, buildings can be defined in many ways. The following definition uses the language of simplicial complexes we have introduced.

It turns out that we will only require very few results on buildings themselves for this thesis. It will be enough to know about their homotopy type and the canonical metrics.

3.2.1 The definition of buildings

Roughly speaking, a building is a highly symmetric simplicial complex covered by the union of many so-called apartments, which are copies of a fixed Coxeter complex.

**Definition 3.2.1** A simplicial complex $X$ together with a collection of subcomplexes $A$ called apartments is a building if

- Every apartment is a Coxeter complex.
- Every two simplices of $X$ are contained in a common apartment.
- For any two apartments $A_1, A_2 \in A$ containing a common chamber, there is an isomorphism $A_1 \to A_2$ fixing $A_1 \cap A_2$ pointwise.

The building $X$ is called thick if every panel is contained in at least three chambers. We will call a building weak if it is not necessarily thick.

Most of the language we have introduced for Coxeter complexes translates directly to buildings: Chambers, panels, galleries and convexity are defined as for Coxeter complexes. Roots of apartments are called roots of the building. This notion is independent of the apartment: If a set is a root contained in an apartment, it is a root as a subset of any other apartment in which it is contained.

An immediate consequence of the axioms and of Proposition 3.1.14 is the following:

**Proposition 3.2.2** (Propositions 4.6 and 4.7 in [AB08]) All apartments have the same Coxeter matrix $M$ with index set $I$ and the building is colourable via a type function $\text{type} : X^0 \to I$. There is in particular a unique Coxeter system $(W, S)$ associated to $X$ and we say that $X$ is of type $(W, S)$. If $W$ is spherical or affine, we say that $X$ is spherical or affine.

The following terminology will become clearer in Section 4.1.

**Definition 3.2.3** A building of type $I_2(m)$ is called a generalised polygon or generalised $m$-gon.

Like for Coxeter complexes, links in buildings are again buildings of smaller rank.
Proposition 3.2.4 (Propositions 4.9 and 3.79 in [AB08]) Let $\sigma \in X$ be a simplex of type $t(\sigma) = I \setminus J$. Then $\text{lk}_X(\sigma)$ is a building of type $(W_J, S_J)$. Its apartments, roots and walls are intersections of apartments, roots and walls of $X$ with the link.

Remark (Theorems 4.54 and 4.70 in [AB08]) It can be shown that the union of any family of apartment systems for $X$ is again an apartment system. Hence there is a largest system of apartments, called the complete system of apartments for $X$. For spherical buildings, there is a unique system of apartments which is precisely the set of convex hulls of opposite chambers.

This classical result on the geometric realisations of buildings is central to many of our arguments.

Theorem 3.2.5 (Solomon-Tits, Theorem 4.127 in [AB08]) Let $X$ be a building. If $X$ is spherical of rank $n$, then the geometric realisation $|X|$ is homotopy equivalent to a bouquet of $(n-1)$-spheres. Furthermore, in this case, the top-dimensional homology group is generated by the apartments. If $X$ is not spherical, then $|X|$ is contractible.

3.2.2 Moufang spherical buildings

The Moufang condition ensures a large automorphism group of a building. For spherical buildings, this condition is both strong enough to allow for a complete classification and weak enough to be satisfied automatically in higher rank. The Moufang condition can also be defined for non-spherical buildings, but we restrict ourselves to spherical buildings here.

Let $X$ be a thick spherical building of type $(W, S)$ and of rank at least two. Fix an apartment $\Sigma_0$ in $X$ and denote the set of roots of the fixed apartment $\Sigma_0$ by $\Phi_0$.

Definition 3.2.6 For any root $\alpha \in \Phi_0$, the root group $U_\alpha$ is the pointwise stabiliser of the union of all stars $\text{st}_X(\sigma)$ over all panels $\sigma \in (\alpha \setminus \partial \alpha)$ in the full group of type-preserving automorphisms of $X$. The subgroup

$$G^\dagger := \langle U_\alpha : \alpha \in \Phi_0 \rangle$$

is called the little projective group of $X$.

Definition 3.2.7 The building $X$ is said to be Moufang if every root group $U_\alpha$ for $\alpha \in \Phi_0$ acts transitively on the set of apartments containing $\alpha$. If this action is regular, the building is said to be strictly Moufang.

Remarks If the Coxeter diagram of $(W, S)$ has no isolated nodes, then these conditions are equivalent by [AB08, Lemma 7.25]. In various other texts, the authors require Coxeter diagrams to have no isolated nodes or even irreducibility of $(W, S)$ when defining the Moufang condition so that the Moufang condition and the strict Moufang condition agree.

It is not hard to see that the little projective group is transitive on the apartments of a Moufang building. This can be used to show that the definition above does not depend on the choice of $\Sigma_0$, see [AB08, Remarks 7.29].
The Moufang condition is inherited by links.

**Proposition 3.2.8 (Proposition 7.32 in [AB08])** If $\sigma$ is a simplex in a Moufang building $X$, then $\text{lk}_X(\sigma)$ is also Moufang. If $X$ is strictly Moufang and the Coxeter diagram of $\text{lk}_X(\sigma)$ has no isolated nodes, then $\text{lk}_X(\sigma)$ is also strictly Moufang.

It turns out that the Moufang condition is no restriction in higher rank.

**Theorem 3.2.9 (Tits, Satz 1 in [Tit77])** If $X$ is a thick, irreducible and spherical building of rank at least 3 then $X$ is strictly Moufang.

In rank two, the Moufang condition imposes a severe restriction on the Coxeter diagram of the building. Much earlier, an analogous result for thick finite generalised polygons was proved by Feit and Higman, see Theorem 4.1.8.

**Theorem 3.2.10 (Tits-Weiss, Theorem 17.1 in [TW02])** Moufang generalised $m$-gons, $m \geq 3$, can only exist for $m \in \{3, 4, 6, 8\}$.

This theorem is the starting point for the full classification of Moufang polygons by Tits and Weiss. Another consequence is that, since links in Moufang buildings are again Moufang by Proposition 3.2.8, thick spherical buildings of type $H_3$ or $H_4$ do not exist. This implies

**Corollary 3.2.11 (Corollary 7.61 in [AB08])** If $X$ is a thick, irreducible and spherical building of rank $n \geq 3$, then $X$ is of type $A_n$, $C_n$, $D_n$, $E_6$, $E_7$, $E_8$ or $F_4$.

**Remark** In fact, irreducible spherical buildings of rank at least three have been classified by Tits in [Tit74]. At the heart of this classification is a rigidity result: A certain map between small parts of two buildings can always be extended to an isomorphism. With this result and Coxeter’s classification of finite reflection groups, Tits uses a case-by-case analysis for each possible Coxeter diagram.

Later, Moufang polygons were classified by Tits and Weiss in [TW02]. Using this classification and Theorem 3.2.9, a simpler and more structured classification of all Moufang spherical buildings of rank at least two is given by Tits and Weiss in [TW02, Chapter 40]. A detailed overview and the complete classification can be found in [Wei03].

The result of the classification is usually given by stating which groups correspond to the building. Hence we will give the result of the classification in Section 3.3, once we have explained the notion of strong transitivity.

**Remark** The Moufang condition is necessary for the classification. Rank two buildings include all projective planes, for instance, which cannot be classified because of the existence of free constructions.
3.2.3 Metrics on buildings

In Sections 3.1.5 and 3.1.6, we have seen that there are canonical metrics on spherical and affine Coxeter complexes. In this section, we will extend these metrics to spherical and affine buildings.

**Theorem 3.2.12** (Theorem II.10A.4 in [BH99]) The intrinsic metric on a spherical or affine building is the unique metric inducing the canonical metrics on the apartments. With this metric, the building is a CAT(1) or CAT(0) space, respectively. If the building is thick, then it is complete as a metric space.

Since every two points in a building are contained in a common apartment, and the natural metric on a spherical Coxeter complex comes from a unit sphere, the diameter of a spherical building is \( \pi \). The metric structure is naturally inherited by links.

**Proposition 3.2.13** (Proposition 2.3 in [CL01]) If \( X \) is a spherical or affine building of dimension at least two with the intrinsic metric as above, then the geometric link of every vertex is naturally a spherical building. The induced metric on the geometric link is exactly the intrinsic metric of the spherical building, in particular every link is connected and has diameter \( \pi \).

In [CL01], Charney and Lytchak show that spherical and affine buildings can actually be characterised by these properties. We will give the metric recognition theorem for Euclidean buildings here, since we will use it in Chapter 10. Since we will only consider two-dimensional affine buildings there, we quote the theorem only in the two-dimensional case.

**Theorem 3.2.14** (Theorem 7.3 in [CL01]) Let \( X \) be a connected two-dimensional piecewise Euclidean complex satisfying

- The complex \( X \) is CAT(0).
- Every 1-cell is contained in at least three 2-cells (\( X \) is thick).
- The link of every vertex is connected and has diameter \( \pi \).

Then \( X \) is a two-dimensional affine building or a product of metric trees.

3.2.4 Affine buildings

Let \( X \) be a thick building of type \((W,S)\), where the Coxeter system \((W,S)\) is of affine type. Then, as we have seen, apartments of the building are triangulated Euclidean spaces. Affine buildings have a canonically associated spherical building ‘at infinity’, which we will describe now. The building at infinity itself will not play a large role in this thesis, but it is related to groups with root data with valuations, which we will define later. It is one of the most important structures associated to an affine building and plays a large role in the classification of affine buildings.
3.3 Groups acting on buildings

Definition 3.2.15 A sector (sector face) of the building is a sector (sector face) of any of its apartments. Two sectors (sector faces) $s$ and $t$ are said to be parallel if the sets

$$\{d(x, t) : x \in s\}, \quad \{d(s, y) : y \in t\}$$

are bounded as subsets of $\mathbb{R}$.

For sectors, this can be reformulated: Two sectors are parallel if and only if they contain a common subsector.

Obviously, the set of parallel classes of sectors and sector faces, denoted by $X^\infty$, inherits a simplicial structure. Let $I$ be the type set of $X$ and let $j \in I$ be the type of a special vertex.

Theorem 3.2.16 (Theorem 9.6 in [Ron89]) The simplicial complex $X^\infty$ is a thick building of type $I \setminus \{j\}$, called the building at infinity of $X$.

A type function on the building at infinity can be constructed by realising each parallel class of sector faces at a fixed gem $R_X(v)$ and defining the type of this sector face to be the type of the intersection with the link $lk_X(v)$.

Remark The building at infinity of a higher rank affine building is always Moufang by Theorem 3.2.9. Moufang spherical buildings are classified, as we have seen above. Using some additional information constructed from the affine building, affine buildings of higher rank can also be classified. A more detailed explanation of the classification can be found in Section 3.3.3.

3.3 Groups acting on buildings

As we have seen in the previous section, every higher rank spherical building has a large automorphism group, its little projective group. Buildings with large automorphism groups are easier to understand and can often be classified.

In this section, we define the concept of a ‘good’ group action on a building. We study the implications for the group and see that there is an algebraic datum, a so-called Tits system or BN pair, that allows us to reconstruct the building. In the same spirit, we discuss group theoretic counterparts of Moufang spherical buildings and of affine buildings with a Moufang building at infinity.

3.3.1 Strongly transitive actions and Tits systems

We will now study groups acting on buildings in an interesting fashion. It turns out that the right condition is strong transitivity.

Definition 3.3.1 Let $X$ be a building and let $G$ be a group that acts simplicially on $X$. The $G$-action on $X$ is called strongly transitive if the action is transitive on pairs of chambers and apartments containing them.
Construction 3.3.2 We fix a standard apartment $\Sigma_0$ and a standard chamber $c_0$ in $\Sigma_0$. Associated to $G$ acting strongly transitively on $X$, there are the following subgroups: The Borel subgroup $B$ is the stabiliser of the chamber $c_0$. The subgroup $N$ is the setwise stabiliser of the apartment $\Sigma_0$.

Their intersection $H = B \cap N$ is the pointwise stabiliser of $\Sigma_0$ and the group $H$ is normal in $N$. The quotient $N/H$ acts chamber-regularly on the apartment $\Sigma_0$ and is hence isomorphic to the associated Coxeter group $W$, where we have fixed the generating set $S$.

$$
\begin{array}{ccc}
G & \xrightarrow{B} & N \\
\downarrow & & \downarrow \\
H & & W = \langle S \rangle
\end{array}
$$

To sum up, from a strongly transitive action of a group $G$ on a building $X$, we obtain a quadruple $(G, B, N, S)$ with the above properties by choosing a standard apartment $\Sigma_0$ and a standard chamber $c_0 \in \Sigma_0$. This associated quadruple will play a large role from now on.

Definition 3.3.3 The stabilisers of the subsimplices of the standard chamber are called standard parabolic subgroups. Stabilisers of arbitrary simplices are called parabolic subgroups.

If the building $X$ is spherical, then the intersections of parabolic subgroups associated to opposite simplices are called Levi subgroups.

Remark If $X$ is thick, parabolic subgroups can also be characterised as all subgroups of $G$ containing a conjugate of $B$.

One of the consequences for a group $G$ that acts strongly transitively on a building is the Bruhat decomposition which, after having been discovered by Bruhat long before the definition of buildings, is the starting point for Chevalley’s investigation of simple algebraic groups which led to Tits’ definition of ‘Tits systems’ or BN pairs.

Theorem 3.3.4 (Bruhat decomposition, 6.1.5 in [AB08]) Let $G$ be a group acting strongly transitively on a weak building, where we fix an apartment and a chamber. Construct $B$, $N$, $H$ and $W$ as above. Then

$$G = BWB = \coprod_{w \in W} BwB$$

as a disjoint union of double cosets.

Remark Note that, actually, one has to pick preimages of $W \cong N/H$ in $N$ such that this description makes sense. But since $H \subseteq B$, the decomposition is independent of these choices and hence commonly written in this fashion.
Using the Bruhat decomposition, we obtain the following purely group-theoretic properties of the quadruple \((G, B, N, S)\) we have constructed above.

**Definition 3.3.5** Let \(G\) be a group. Let \(B\) and \(N\) be subgroups of \(G\) such that their intersection \(H = B \cap N\) is normal in \(N\). Assume also that the quotient group \(W := N/H\) is generated by a set \(S \subset W\). The quadruple \((G, B, N, S)\) is called a weak Tits system if

- \(G = \langle B \cup N \rangle\),
- \((W, S)\) is a Coxeter system and
- for \(s \in S\) and \(w \in W\), we have \(B_s B w B \subseteq B w B \sqcup B s w B\).

If in addition \(sBs \neq B\) for all \(s \in S\), we call \((G, B, N, S)\) a Tits system for \(G\).

It turns out that the concept of a strongly transitive action and of a weak Tits system are actually equivalent.

**Theorem 3.3.6** If a group \(G\) acts strongly transitively on a weak building, the quadruple \((G, B, N, S)\) as constructed in Construction 3.3.2 is a weak Tits system. If the building is thick, then \((G, B, N, S)\) is a Tits system.

The converse is also true: If \((G, B, N, S)\) is a (weak) Tits system for \(G\), we call a subgroup of the form \(\bigsqcup_{w \in W} B w B\) a standard parabolic subgroup. Then the set of cosets

\[
X := \{ G/P : P \text{ standard parabolic} \}
\]

ordered by reverse inclusion is a (weak) building on which \(G\) acts strongly transitively. In this building, chambers are cosets of the Borel group \(B\). The apartment

\[
\Sigma_0 := \{ wB : w \in W \}
\]

is stabilised by \(N\). The chamber \(c_0 := B\) is obviously fixed by \(B\).

**Proof** Assuming that a group acts strongly transitively on a weak building, we obtain the first property of a Tits system by the Bruhat decomposition in Theorem 3.3.4. The second property is fulfilled by construction. The third property is the content of Corollary 6.12 and Theorem 6.21 in [AB08].

The second statement of the theorem is Proposition 6.52 in [AB08]. Finally, thickness of the building \(X\) is equivalent to \(sBs \neq B\) for all \(s \in S\) by [AB08, Remark 6.26].

**Remark** If the building is thick, the situation is easier. Then we do not have to assume that \(W\) is a Coxeter group and the generating set \(S\) can be recovered from the other data. This is why, in this situation, one speaks of the \(BN\) pair \((B, N)\), which is enough to construct the Tits system \((G, B, N, S)\). Since we often deal with buildings which are not necessarily thick, we will use Tits systems in this thesis.

Theorem 3.3.6 is the heart of the strong interplay between buildings and groups. This can be used to state the result of the classification of Moufang spherical buildings.
3 Buildings

The classification result  The classification roughly states that irreducible spherical buildings of rank at least three are associated to simple isotropic algebraic groups or to simple isotropic classical groups (with a large overlap between those classes) plus some additional series of buildings which are called mixed buildings.

Several examples of classical groups with their associated spherical buildings will be described in Chapter 4.

3.3.2 Groups of Kac-Moody type

The group-theoretic analogue of a Moufang spherical building is a group with a spherical root datum. Instead of defining groups with spherical root data, we will introduce the more general notion of groups with twin root data, also called groups of Kac-Moody type. Their geometric counterparts are so-called twin buildings, which will not be defined in this thesis, since this would enlarge it unnecessarily.

For further details on spherical root data see [AB08, Section 7]. For the more general notion of twin root data, see [AB08, Section 8] or [Rém02].

Let $\Sigma(W,S)$ be a Coxeter complex and let $\Phi = \Phi(W,S)$ be the set of its roots. As usual, we identify the set of chambers $\text{Ch}(\Sigma(W,S))$ with the elements of $W$ via the regular action. For any $s \in S$, denote by $\alpha_s \in \Phi$ the unique root containing the chamber 1 but not the chamber $s$. A root containing 1 is called positive.

Definition 3.3.7 Let $G$ be a group and assume that there is a system of subgroups $(U_\alpha)_{\alpha \in \Phi}$ of $G$ indexed by the set of roots $\Phi$. For all roots $\alpha$, we write $U_\alpha^* := U_\alpha \setminus \{1\}$. We define

$$U_+ := \langle U_\alpha : \alpha \text{ positive} \rangle.$$ 

Let $H \leq G$ be a subgroup that normalises all groups $U_\alpha$. The triple $(G,(U_\alpha)_{\alpha \in \Phi},H)$ is called a root datum of type $(W,S)$ if the following hold

1. For all roots $\alpha$, we have $U_\alpha \neq \{1\}$.
2. For every prenilpotent pair of roots $\{\alpha, \beta\}$ with $\alpha \neq \beta$, we have

$$[U_\alpha, U_\beta] \subseteq U_{(\alpha,\beta)} := \langle U_\gamma : \gamma \in (\alpha,\beta) \rangle.$$ 

3. For all $s \in S$ and all $u \in U_{\alpha_s^*}$, there are $u'$ and $u''$ in $U_{-\alpha_s}$ such that $m(u) := u'u'u''$ conjugates $U_\beta$ onto $U_{s\beta}$ for all roots $\beta \in \Phi$.

In addition, for all $u, v \in U_{\alpha_s}$, we have $m(u)H = m(v)H$.

4. For all $s \in S$, we have $U_{-\alpha_s} \not\subseteq U_+$.

5. $G = H\langle U_\alpha : \alpha \in \Phi \rangle$.

The subgroups $U_\alpha$ are then called root groups. The subgroup $G^\dagger := \langle U_\alpha : \alpha \in \Phi \rangle$ is called the little projective group. The root datum is called spherical if the Coxeter system $(W,S)$ is spherical.
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**Remark** It can be shown that, under these assumptions, we have \( H = \bigcap_{\alpha \in \Phi} N_G(U_\alpha) \), see [Rém02, 1.5.3].

From a root datum, we obtain a Tits system and hence a thick building.

**Proposition 3.3.8** (Proposition 8.54 in [AB08]) Let \( G \) be a group with a root datum \((G, (U_\alpha)_{\alpha \in \Phi}, H)\) of type \((W, S)\). Consider the subgroups
\[
B_+ = HU_+, \quad N = \langle H \cup \{m(u) : u \in U_{\alpha^s}, s \in S\} \rangle.
\]

Then \((B_+ \cap N) = H\), \(H\) is normal in \(N\) and there is an isomorphism \(N/H \to W\). The quadruple \((G, B_+, N, S)\) forms a Tits system of type \((W, S)\) for \(G\).

In particular, we obtain a thick building \(X\) on which the group \(G\) acts strongly transitively. The set of chambers of \(X\) can be identified with the cosets \(G/B_+\). We denote the chamber identified with \(B_+\) by \(c_0\) and the apartment with chambers \(\{wB_+ : w \in W\}\) by \(\Sigma_0\).

If the root datum is spherical, the building is Moufang in the sense of Section 3.2.2.

**Proposition 3.3.9** (Theorem 7.116 in [AB08]) Assume that \((W, S)\) is of spherical type. Then the above building \(X\) is Moufang. The homomorphism \(G \to \text{Aut}^0(X)\) injects the root groups \(U_\alpha\) into the corresponding root groups \(U_{\alpha_0}\) coming from the apartment \(\Sigma_0\). If the Coxeter diagram of \((W, S)\) has no isolated nodes, the building \(X\) is strictly Moufang and the root groups \(U_\alpha\) are mapped isomorphically onto the groups \(U_{\alpha_0}\).

It can be shown that Levi subgroups inherit a root datum. Since we have defined Levi subgroups only for spherical buildings, we state the following result only in this case.

**Proposition 3.3.10** (6.2.3 in [Rém02]) Assume that \((W, S)\) is of spherical type. Fix a pair of opposite simplices \((s, t)\) in \(X\). Remember that the stabiliser of these simplices in \(G\) is called a Levi subgroup, denote it by \(L_{s,t}\).

The group \(L_{s,t}\) admits a spherical root datum, where the root groups are precisely those root groups of \(X\) where the associated wall contains the simplices \(s\) and \(t\). It acts strongly transitively on the links \(\text{lk}_X(s)\) and \(\text{lk}_X(t)\).

As stated above, the natural geometric object corresponding to a twin root datum is a twin building, which is also Moufang in an appropriate sense. We only include the one specific property of the positive half of the twin building we require:

**Proposition 3.3.11** (Proposition 8.56 in [AB08]) The action of the system of root groups \((U_\alpha)_{\alpha \in \Phi}\) on the building \(X\) as in Proposition 3.3.8 satisfies the following properties:

- Each root group \(U_\alpha\) stabilises the corresponding root in \(\Sigma_0\) pointwise.
- For each root \(\alpha \in \Phi\) and for each panel \(p \in \partial \alpha\), the root group \(U_\alpha\) acts regularly on the set of chambers which contain \(p\) but which are not contained in \(\alpha\).
Definition 3.3.12 For any of the root intervals \( \Psi \in \{ [\alpha, \beta], (\alpha, \beta], [\alpha, \beta), (\alpha, \beta) \} \) for a prenilpotent pair of roots \( \alpha \neq \beta \), we define the root group interval
\[
U_\Psi := \langle U_\gamma : \gamma \in \Psi \rangle.
\]

We will need the following explicit description of root group intervals.

Lemma 3.3.13 Let \( \{ \alpha, \beta \} \) be a prenilpotent pair of roots. Then there is an ordering of the interval \( [\alpha, \beta] = \{ \alpha = \alpha_1, \ldots, \alpha_k = \beta \} \) such that
\[
U_{[\alpha,\beta]} = U_{\alpha_1} \cdots U_{\alpha_k}.
\]

Proof For the proof, we will use the following piece of terminology: A set of roots \( \Psi \) is convex, if both \( \bigcap_{\alpha \in \Psi} \alpha \) as well as \( \bigcap_{\alpha \in \Psi} (-\alpha) \) contain a chamber. Closed root intervals are by definition convex.

By Lemma 8.14 in [AB08], every convex set of roots admits a so-called admissible ordering, that is, an ordering \( \{ \alpha_1, \ldots, \alpha_k \} \), where each subset \( \{ \alpha_i, \ldots, \alpha_m \} \) is convex. As one can see from the proof of this lemma, the admissible ordering is constructed as in Lemma 3.1.31. In particular, the first root in the order is \( \alpha \), the last one is \( \beta \).

Finally, by Proposition 8.33 in [AB08], we obtain the description of \( U_{[\alpha,\beta]} \). \( \square \)

3.3.3 Root data with valuations

Just as Tits systems encode general buildings and as groups with spherical root data encode Moufang buildings, root data with valuations encode affine buildings with Moufang buildings at infinity. Since we mention root data with valuations only at the very end of Chapter 8 and since we will make very little use of the precise structure of these root data, we will omit some technical details of the definition.

Definition 3.3.14 (3.21 in [Wei09]) Let \((W,S)\) be a spherical Coxeter system whose diagram has no isolated nodes. Let \( \Phi = \Phi(W,S) \) be its set of roots and let \( G \) be a group with a spherical root datum \((G, (U_\alpha)_{\alpha \in \Phi}, H)\). A valuation of the root datum is a family of surjective maps \( \varphi_\alpha : U_\alpha^* \to \mathbb{Z} \) for all roots \( \alpha \in \Phi \) satisfying

1. For each \( \alpha \in \Phi \),
   \[
   U_{\alpha,k} := \{ u \in U_\alpha : \varphi_\alpha(u) \geq k \}
   \]
   is a subgroup of \( U_\alpha \) for each \( k \in \mathbb{Z} \), where we set \( \varphi_\alpha(1) = \infty \), so that \( 1 \in U_{\alpha,k} \) for all \( k \).

2. For all \( \alpha, \beta \in \Phi \) such that \( \alpha \neq \pm \beta \), we have
   \[
   [U_{\alpha,k}, U_{\beta,l}] \subset \prod_{\gamma \in (\alpha,\beta)} U_{\gamma,p_{\gamma,k+q_{\gamma,l}}}
   \]
   for all \( k, l \in \mathbb{R} \). The coefficients \( p_\gamma \) and \( q_\gamma \) depend on a root map which realises the set of roots \( \Phi \) as a root system, a set of vectors in a real vector space. The product is taken in the natural ordering of the roots. For details, see [Wei09, Chapter 3].
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3. For all $\alpha, \beta \in \Phi$ and for all $u \in U^*_\alpha$, there exists $t \in \mathbb{Z}$ such that

$$\varphi_{s_\alpha(\beta)}(m(u)^{-1}xm(u)) = \varphi_\beta(x) + t$$

for all $x \in U^*_\beta$, where $s_\alpha$ is the unique reflection interchanging $\alpha$ and $-\alpha$.

4. If $\alpha = \beta$ in 3., we have $t = -2\varphi_\alpha(u)$.

A root datum with valuation leads to an affine building with a Moufang building at infinity.

**Theorem 3.3.15** (Theorems 13.30 and 14.47 in [Wei09]) Let $G$ be a group with a root datum with valuation $(G, (U_\alpha)_{\alpha \in \Phi}, (\varphi_\alpha)_{\alpha \in \Phi}, H)$. Then there is an affine building $X$ on which the group $G$ acts strongly transitively. In addition, the spherical building at infinity of $X$ is isomorphic to the Moufang spherical building associated to the root datum.

There is an affine apartment $\Sigma \subset X$ and a special vertex $x \in \Sigma$ such that the half-apartments of $\Sigma$ can be parametrised as $H_{\alpha,k}$, where $\alpha \in \Phi$ is a spherical root and $k \in \mathbb{Z}$, such that $x \in \partial H_{\alpha,0}$ and $H_{\alpha,k} \subset H_{\alpha,l}$ for $k < l$. The subgroups $U_{\alpha,k}$ then stabilise the half-apartments $H_{\alpha,k}$.

Conversely, every root datum with valuation arises in this way.

**Classification** Affine buildings of rank at least three with a Moufang building at infinity have been classified by Bruhat and Tits, see Tits’ article [Tit79] or Weiss’ book [Wei09]. The additional condition of the building at infinity being Moufang is void for the case of rank at least four by Theorem 3.2.9. Using this spherical building, a group with a spherical root datum as in Section 3.3.2 is constructed.

The spherical root groups $U_\alpha$ act on the affine building, each element is contained in a root group corresponding to a half-apartment in a parallel class associated to the root $\alpha$. By ordering the elements of the parallel classes by inclusion and by fixing an origin, one obtains an enumeration of each parallel class of roots. The valuation evaluated at a root group element is simply the number of the half-apartment the element stabilises.

It turns out that spherical root data with valuations can be classified algebraically which leads to a complete classification of affine buildings. Roughly, affine buildings come from algebraic groups or classical groups, which correspond to the Moufang building at infinity, over a field which admits a discrete valuation. This valuation induces a valuation of the root datum, which consequently leads to an affine building.

**Remark** The Moufang condition at infinity is necessary in rank three. There is a free construction by Ronan in [Ron86] constructing rank three buildings whose rank two residues can be arbitrary generalised polygons. Since these cannot be classified, there is no hope of classifying affine buildings of rank three whose building at infinity is not Moufang.
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In this section, we give a variety of examples of spherical and affine buildings and their associated groups which we will use throughout this thesis.

The smallest interesting examples of spherical buildings are rank two buildings: generalised polygons, which will be described in the first section.

The next two sections introduce those buildings and classical groups which are the main examples in this thesis. We will apply our results in Chapter 9 to these examples to obtain concrete homological stability results.

In the last section, we give a quick overview of the classical two-dimensional affine buildings and known constructions of exotic two-dimensional affine buildings.

4.1 Generalised polygons

Buildings were originally defined in terms of incidence geometries. For rank two buildings, this point of view leads to classical point-line incidence geometries such as projective planes. This description is more common and natural for rank two buildings.

Definition 4.1.1 An incidence structure $\mathcal{I}$ is a triple of sets $(\mathcal{P}, \mathcal{L}, \mathcal{F})$, where $\mathcal{P} \cap \mathcal{L} = \emptyset$ and $\mathcal{F} \subseteq \mathcal{P} \times \mathcal{L}$. The elements of $\mathcal{P}$ are called points, the elements of $\mathcal{L}$ are called lines. Elements of $\mathcal{F}$ are called flags. If $(p, l) \in \mathcal{F}$ for a point $p$ and a line $l$, we say that $p$ and $l$ are incident.

Associated to every incidence structure is its incidence graph with vertex set $\mathcal{P} \cup \mathcal{L}$ and with edge set $\mathcal{F}$.

In the previous section, we have defined generalised polygons to be buildings of type $I_2(m)$. There is a canonical incidence structure associated to such buildings, also called a generalised polygon.

Definition 4.1.2 A generalised $m$-gon is an incidence structure $\mathcal{I} = (\mathcal{P}, \mathcal{L}, \mathcal{F})$ whose associated incidence graph has diameter $m$ and girth $2m$. Remember that the girth of a graph is the length of the shortest non-trivial cycle.

It is not hard to see that the Coxeter complex of type $I_2(m)$ is a $2m$-cycle, compare Example 3.1.10. Using this fact, the correspondence between the generalised polygon as an incidence geometry and as a building can be established fairly easily.
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Proposition 4.1.3 (7.14 and 7.15 in [Wei03]) Consider a generalised \( m \)-gon in the sense of the last definition. Its associated incidence graph, considered as a one-dimensional simplicial complex, is a spherical building of type \( I_2(m) \). Conversely, every incidence graph of a generalised \( m \)-gon arises in this way.

The simplest examples for generalised polygons are complete bipartite graphs.

Example 4.1.4 It is easy to verify that every generalised 2-gon is a complete bipartite graph and vice versa.

Definition 4.1.5 A thick generalised 3-gon or triangle is called a projective plane. A projective plane can equivalently be characterised as an incidence structure satisfying the following axioms.

- Every two distinct lines intersect in a unique point.
- There is a unique line through every two distinct points.
- There are four points such that no line is incident with more than two of them. (Existence of a quadrangle)

For every division ring there is a so-called classical projective plane. Its construction is the special case \( n = 2 \) of the construction of classical spherical buildings of type \( A_n \), which can be found in the next section.

We will only require a few results concerning projective planes.

Lemma 4.1.6 (3.2.1 in [Dem68]) For a finite projective plane, the number of points on a line is constant throughout the plane. In addition, it is equal to the number of lines through a point, which is also constant.

If there are \( q + 1 \) points on a line, we say that the projective plane has order \( q \). In buildings terminology, this means that every panel is contained in \( q + 1 \) chambers.

A projective plane of order \( q \) has \( q^2 + q + 1 \) points and \( q^2 + q + 1 \) lines.

Example 4.1.7 The incidence graph of the smallest projective plane, the Fano plane can be found in Figure 4.1. The Fano plane has order 2. Points and lines are indicated with black and white vertices, respectively.

Remark A generalised 4-gon is usually called a generalised quadrangle. For quadrangles, the number of points per line and the number of lines through a point must each be constant, but these are not necessarily equal. A generalised quadrangle is said to be of order \( (s, t) \) if there are \( s + 1 \) points on a line and \( t + 1 \) lines through a point. Explicit examples will be constructed in Section 4.3 and also in Section 10.2.2.

Similar to the corresponding result by Tits and Weiss for Moufang polygons, the following famous theorem by Feit and Higman shows that thick finite generalised polygons can only exist for very few parameters. This shows in particular that there cannot be finite thick buildings of types \( H_3 \) and \( H_4 \).
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Figure 4.1: The Fano plane

Theorem 4.1.8 (Feit-Higman, [FH64]) Thick finite generalised \( m \)-gons only exist for \( m \in \{2, 3, 4, 6, 8\} \). In addition, there are explicit bounds on the thickness of panels in the various special cases.

There is a free construction by Tits that produces infinite generalised \( m \)-gons for any \( m \).

4.2 The spherical buildings of type \( A_n \) and linear groups

Let \( D \) be a division ring, and let \( V \) be a right vector space of dimension \( n \geq 2 \) over \( D \).

Definition 4.2.1 The projective space \( P \) over \( V \) is the set of all non-trivial proper subspaces of \( V \), partially ordered by inclusion. A frame in \( V \) is a set of one-dimensional subspaces \( F = \{L_1, \ldots, L_n\} \) such that \( V = L_1 \oplus \cdots \oplus L_n \).

We now construct a simplicial complex associated to the projective space.

Definition 4.2.2 Denote the flag complex over \( P \) by \( X := \text{Flag}(P) \). For any given frame \( F \), the subcomplex consisting of flags of subspaces spanned by elements of \( F \) is denoted by \( \Sigma(F) \).

Theorem 4.2.3 The complex \( X \) is a thick building of type \( A_{n-1} \). Its apartments are the subcomplexes \( \Sigma(F) \) for all frames \( F \). A type function on vertices is given by the dimension function:

\[
\text{type}(V') = \dim(V'),
\]

where \( 0 \leq V' \leq V \) and the type set \( I \) is given by \( I = \{1, \ldots, n-1\} \).

Proof A sketch of a proof where \( D \) is a field can be found in [AB08, 4.3]. Instead of giving a complete proof, we consider the action of \( \text{GL}_n(D) \) on \( X \). We shall see in Theorem 4.2.6 that the corresponding stabilisers form a Tits system for \( G \), which implies that \( X \) is isomorphic to the building corresponding to the Tits system. This shows in particular that \( X \) is a building. \( \square \)
Remark In the special case of \( n = 3 \), we obtain a building of type \( A_2 \) which is a generalised triangle in the sense of Section 4.1. This is of course just the definition of a classical projective plane over \( D \).

Later on, it will be important for us to characterise opposite vertices.

Lemma 4.2.4 Two vertices \((V')\) and \((V'')\) in \( X \) are opposite if and only if

\[
V' \bigoplus V'' = V.
\]

Proof Let \((V')\) and \((V'')\) be opposite vertices. From the above description of apartments, we see that there is a frame \( F \) such that the vertices are both contained in the corresponding apartment: \((V'),(V'') \in \Sigma(F)\). Obviously, we can choose an ordered basis \((e_1), (e_2), \ldots, (e_n)\) such that \( F = \{\langle e_1 \rangle, \ldots, \langle e_n \rangle\} \) and \( V' = \langle e_1, \ldots, e_k \rangle \) for some \( k \in I \).

The Coxeter group of type \( A_{n-1} \) acts on the apartment \( \Sigma(F) \), and we have already seen that it is isomorphic to the symmetric group on \( n \) letters acting on the basis \((e_i)_i\).

The apartment \( \Sigma(F) \) is canonically isomorphic to the flag complex over non-trivial proper subsets of \( \{1, \ldots, n\} \) which we have discussed in Example 3.1.11.

In Example 3.1.39, we have seen that the vertex opposite of \( \{1, \ldots, k\} \) is \( \{k+1, \ldots, n\} \), which shows that \( V'' = \langle e_{k+1}, \ldots, e_n \rangle \). So we have \( V' \bigoplus V'' = V \).

For the other direction, find a suitable basis and use the corresponding apartment. □

Now fix a basis \( e_1, \ldots, e_n \) of \( V \) and consider the corresponding action of \( G := GL_n(D) \) on \( V \), which induces an order-preserving action on \( P \) and hence a simplicial action on \( X \). We fix the chamber

\[
c_0 = (\langle e_1 \rangle \subset \langle e_1, e_2 \rangle \subset \cdots \subset \langle e_1, \ldots, e_{n-1} \rangle)
\]

and the frame

\[
F_0 = \{\langle e_1 \rangle, \ldots, \langle e_n \rangle\},
\]

which leads to an apartment \( \Sigma_0 = \Sigma(F_0) \).

Definition 4.2.5 Denote by \( B \leq G \) the group of upper triangular matrices and by \( N \leq G \) the group of monomial matrices, i.e. matrices with exactly one non-zero entry in every row and column.

The group \( N \) acts as a group of permutations on the frame \( F_0 \) and we obtain a surjection of \( N \) onto the symmetric group on \( n \) letters with kernel \( H = N \cap B \), which is the subgroup of diagonal matrices. Hence \( W := N/H \) can be identified with the symmetric group on \( n \) letters and we fix \( S \) to be the set of standard generators \( S = \{s_i = (i, i + 1) : i \in I\} \).

Obviously, \( B \) is the stabiliser of \( c_0 \) and \( N \) is the setwise stabiliser of \( \Sigma_0 \).

Theorem 4.2.6 (Section 6.5 in [AB08]) The quadruple \((G, B, N, S)\) is a Tits system of type \( A_{n-1} \) for \( G = GL_n(D) \). The associated building is isomorphic to \( X \).
Remark In fact, the group $GL_n(D)$ admits a root datum of type $A_{n-1}$. It can be shown that the roots in the Coxeter complex of type $A_{n-1}$ can be indexed by $\{(i, j) : 1 \leq i \neq j \leq n\}$, such that the positive roots are exactly indexed by those pairs $(i, j)$ where $i < j$. The corresponding root groups $U_{i,j}$ have the form

$$U_{i,j} = \{1 + \varepsilon_{i,j}(d) : d \in D\},$$

where $(\varepsilon_{i,j}(d))_{i,j} = d$ and $(\varepsilon_{i,j}(d))_{k,l} = 0$ for $i \neq k$ or $j \neq l$.

In particular, the corresponding little projective group is the group generated by elementary matrices, denoted by $E_n(D)$. It is a perfect group by [Ros94, Proposition 2.1.4]. The group $U_+$ is the subgroup of all upper triangular matrices with 1 on the diagonal.

We make the standard parabolic and Levi subgroups explicit, since we will use this later.

Remark For the vertex $(\langle e_1, \ldots, e_k \rangle)$ of the chamber $c_0$, the corresponding parabolic subgroup is given by

$$P_k := \left\{ \begin{pmatrix} A & B \\ 0 & C \end{pmatrix} : A \in GL_k(D), C \in GL_{n-k}(D), B \text{ arbitrary} \right\}.$$

By Lemma 4.2.4, the opposite vertex in the apartment $\Sigma_0$ is $(\langle e_{k+1}, \ldots, e_n \rangle)$. The corresponding Levi subgroup is given by

$$L_k := \left\{ \begin{pmatrix} A & 0 \\ 0 & C \end{pmatrix} : A \in GL_k(D), C \in GL_{n-k}(D) \right\}.$$

If $D$ is a field, there is a determinant function $GL_n(D) \to D^\times$. Its kernel is the special linear group $SL_n(D)$. Special linear groups can also be defined for division rings using the Dieudonné determinant, but the case of fields is enough for our purposes. We also have $SL_n(D) = E_n(D)$ by [HO89, 2.2.6].

**Proposition 4.2.7** The special linear group $SL_n(D)$ also acts strongly transitively on the building $X$. Consequently, the quadruple $(SL_n(D), B \cap SL_n(D), N \cap SL_n(D), S)$ is a Tits system for $SL_n(D)$.

**Proof** Note that strong transitivity on the building is equivalent to saying that every pair of an apartment $\Sigma$ and a chamber $c \in \Sigma$ can be mapped to the apartment $\Sigma_0$ and to the chamber $c_0$. If there is an element $g \in GL_n(D)$ with this property, then the diagonal matrix $h$ with diagonal $(\det(g)^{-1}, 1, \ldots, 1)$ is contained in $H$ and fixes hence both $\Sigma_0$ and $c_0$. In particular, $hg$ still maps the pair $(\Sigma, c)$ to $(\Sigma_0, c_0)$ and $hg \in SL_n(D)$, which proves strong transitivity. The structure of the Tits system follows from Theorem 3.3.6. □

Again, the structure of the standard parabolic subgroups and of the Levi subgroups can easily be obtained.
4.3 The spherical buildings of type $C_n$ and unitary groups

**Remark** If $((e_1, \ldots, e_k))$ is a vertex of the chamber $c_0$, the corresponding parabolic subgroup in $\text{SL}_n(D)$ is given by

$$P_k := \left\{ \begin{pmatrix} A & B \\ 0 & C \end{pmatrix} : A \in \text{GL}_k(D), C \in \text{GL}_{n-k}(D), \det(A)\det(C) = 1, B \text{ arbitrary} \right\}. $$

Again, the opposite vertex in the apartment $\Sigma_0$ is $((e_{k+1}, \ldots, e_n))$. The corresponding Levi subgroup is given by

$$L_k := \left\{ \begin{pmatrix} A & 0 \\ 0 & C \end{pmatrix} : A \in \text{GL}_k(D), C \in \text{GL}_{n-k}(D), \det(A)\det(C) = 1 \right\}. $$

It turns out that all buildings of type $A_n$ for $n \geq 3$ are isomorphic to one of the buildings we have constructed in this section. We will not make use of this classification, but we state the following result, which is the first step in Tits’ famous classification of higher-rank spherical buildings.

**Theorem 4.2.8** Every building of type $A_n$ for $n \geq 3$ arises as the flag complex over a projective space over a division ring. Buildings of type $A_2$ are projective planes of which there are many exotic ones. If we additionally assume that the $A_2$-building is Moufang, then it arises as the flag complex over a projective plane over a division ring or a Cayley division algebra.

**Proof** For $n \geq 3$, the main result is Theorem 6.3 in [Tit74], which shows that every building of type $A_n$ is a projective space in the sense of incidence geometries. The Moufang condition translates into the Desarguesian condition for the projective space. The fundamental theorem of projective geometry, see for instance [Lün65], then shows that every such projective space is a projective space over a division ring.

The case of Moufang triangles, that is $n = 2$, is discussed in Theorems 17.2 and 17.3 in [TW02]. □

For a survey on the general linear group and the associated building from the point of view of incidence geometry, see [Kra02, Part 1].

4.3 The spherical buildings of type $C_n$ and unitary groups

Let $D$ be a division ring. In this section, we will define the building associated to an $(\varepsilon, J)$-hermitian form on a right vector space over $D$. A very detailed overview of such forms and their theory can be found in [HO89, Chapter 6]. We refer to this book for further details.

**Definition 4.3.1** An involution $J$ of $D$ is an additive map $J : D \to D$, written as $a \mapsto a^J$ satisfying $(ab)^J = b^Ja^J$ and $J^2 = \text{id}_D$. 
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Fix an involution $J : D \to D$ and fix $\varepsilon \in \{\pm 1\}$. Let $V$ be a $d$-dimensional right vector space over $D$.

**Definition 4.3.2** An $(\varepsilon, J)$-hermitian form is a biadditive map $h : V \times V \to D$ that satisfies

$$h(va, w) = a^J h(v, w), \quad h(v, wa) = h(v, w)a, \quad h(w, v) = h(v, w)^J \varepsilon.$$ 

The form is said to be non-degenerate if there is no $v \in V \setminus \{0\}$ such that $h(v, w) = 0$ for all $w \in V$.

For the rest of this section, let $h$ be a non-degenerate $(\varepsilon, J)$-hermitian form. If the characteristic of $D$ is two, we assume additionally that $h$ is trace-valued, that is:

$$h(v, v) \in \{a + a^J \varepsilon : a \in D\}.$$ 

If the characteristic of $D$ is not two, then every hermitian form is automatically trace-valued by [HO89, 5.1.10].

**Definition 4.3.3** A subspace $E \leq V$ is totally isotropic if $h(v, w) = 0$ for all $v, w \in E$. At the other extreme, a subspace $F \leq V$ is said to be anisotropic if $h(v, v) \neq 0$ for all $v \in F \setminus \{0\}$. Denote by $\text{ind}(h)$ the Witt index of $h$, the maximal dimension of totally isotropic subspaces of $V$.

We will collect some basic results on these forms in the following proposition.

**Proposition 4.3.4** (6.1.12 and 6.2.13 in [HO89])

All maximal totally isotropic subspaces have dimension $n = \text{ind}(h)$ and we have

$$2 \text{ind}(h) \leq d = \dim(V).$$

There is a basis of $V$ of the form

$$e_{-n}, \ldots, e_{-1}, e_1, \ldots, e_n, f_1, \ldots, f_r$$

with $2n + r = d$, such that

$$h(e_i, e_j) = \begin{cases} 
\varepsilon & \text{if } i + j = 0 \text{ and } i > 0 \\
1 & \text{if } i + j = 0 \text{ and } i < 0 \\
0 & \text{otherwise},
\end{cases}$$

and that $V = \mathcal{H} \oplus E$, where

$$\mathcal{H} = \langle e_{-n}, \ldots, e_{-1}, e_1, \ldots, e_n \rangle, \quad E = \langle f_1, \ldots, f_r \rangle$$

with $\mathcal{H} \perp E$ and where $E$ is anisotropic. The subspace $\mathcal{H}$ is called a hyperbolic module.

Again, we define an associated partially ordered set and appropriate subsets.
4.3 The spherical buildings of type $C_n$ and unitary groups

Definition 4.3.5 The set $P$ of all totally isotropic subspaces of $V$, partially ordered by inclusion is called the polar space associated to $h$. For a basis as in Proposition 4.3.4, the set of totally isotropic subspaces $\mathcal{F} = \{\langle e_{-n} \rangle, \ldots, \langle e_{-1} \rangle, \langle e_1 \rangle, \ldots, \langle e_n \rangle\}$ is called a frame.

As before, there is a simplicial complex associated to the polar space.

Definition 4.3.6 Denote the flag complex over the polar space $P$ by $X := \text{Flag}(P)$. For a frame $\mathcal{F}$ as above, denote by $\Sigma(\mathcal{F})$ the subcomplex consisting of all flags of all totally isotropic subspaces spanned by subsets of $\mathcal{F}$.

Theorem 4.3.7 The complex $X$ is a spherical building of type $C_n$. The apartments are the subcomplexes $\Sigma(\mathcal{F})$ for all frames $\mathcal{F}$. The building is thick except if $J = \text{id}$, $\varepsilon \neq -1$ and $\dim(V) = 2 \text{ind}(h)$.

Proof This is the content of [Tit74, 7.4], using that the polar space $P$ gives rise to an incidence geometry also called a polar space. Instead of defining such incidence geometries, it is easier to find a group acting on $X$ and showing that it has a Tits system which comes from the right stabilisers, as above.

Remark Again, for $n = 2$, this is the definition of a classical generalised quadrangle as in Section 4.1.

It will be helpful to know what opposition means for vertices.

Lemma 4.3.8 Two simplices $(V')$ and $(V'')$ in $X$ are opposite if and only if

$$V' \oplus (V'')^\perp = V.$$

Proof This proof is analogous to the proof of Lemma 4.2.4. Assume that $(V')$ and $(V'')$ are opposite vertices in an apartment $\Sigma$. After re-enumeration, we find a basis $\{e_{-n}, \ldots, e_{-1}, e_1, \ldots, e_n\}$ as above such that $V' = \langle e_1, \ldots, e_k \rangle$ for some $k$ and such that $\Sigma$ is the apartment associated to this basis. We have seen in Example 3.1.12 that the Coxeter complex can be identified with the boundary of a hyperoctahedron or, respectively, the flag complex over ‘signed’ subsets of $\{1, \ldots, n\}$. By the description of opposition in Example 3.1.40, we see then that $V'' = \langle e_{-1}, \ldots, e_{-k} \rangle$.

For the reverse direction, assume that $V' \oplus (V'')^\perp = V$. Then $V'$ is contained in a totally isotropic subspace $Z'$ and obviously $Z' \cap V'' = \{0\}$. Now we can iteratively choose a basis $e_1, \ldots, e_n$ of $Z'$ and associated vectors $e_{-1}, \ldots, e_{-n}$ such that $V'' = \langle e_{-1}, \ldots, e_{-k} \rangle$ and such that $\{e_{-n}, \ldots, e_{-1}, e_1, \ldots, e_n\}$ is a frame. By the description in 3.1.40, the vertices are then opposite.

Definition 4.3.9 The unitary group associated to $h$ is

$$U(V) = \{A \in \text{GL}(V) : h(Av, Aw) = h(v, w) \ \forall v, w \in V\},$$

the subgroup of $h$-preserving linear automorphisms of $V$. 65
Remark For \( J = \text{id} \), which forces \( D \) to be a field, we obtain two important special cases. If \( \varepsilon = 1 \) and \( E = \{0\} \), the group \( U(V) \) is usually denoted by \( O_{n,n}(D) \) and is called the associated orthogonal group.

If \( \varepsilon = -1 \) and \( E = \{0\} \), the group \( U(V) \) is a symplectic group denoted by \( \text{Sp}_{2n}(D) \).

Fix a basis \( \{e_{-n}, \ldots, e_{-1}, e_1, \ldots, e_n, f_1, \ldots, f_r\} \) as above. Consider the chamber 
\[ c_0 = \langle e_{-n} \rangle \subset \langle e_{-n}, e_{-(n-1)} \rangle \subset \cdots \subset \langle e_{-n}, \ldots, e_{-1} \rangle \]
and the associated frame 
\[ F_0 = \{ \langle e_{-n} \rangle, \ldots, \langle e_{-1} \rangle, \langle e_1 \rangle, \ldots, \langle e_n \rangle \} \]
which leads to the apartment \( \Sigma_0 = \Sigma(F_0) \).

Construction Consider the following two subgroups of \( G = U(V) \): The group 
\[ B = \left\{ \begin{pmatrix} A & T & 0 \\ 0 & A & 0 \\ 0 & 0 & C \end{pmatrix} : A \text{ upper triangular, } AT^J + TA^J \varepsilon = 0, C \in U(E) \right\} \]
is precisely the stabiliser of \( c_0 \), which requires some computation. The subgroup \( N \) is the stabiliser of the frame \( F_0 \), it has the form 
\[ N = \left\{ \begin{pmatrix} M & 0 \\ 0 & C \end{pmatrix} : M \text{ a monomial matrix respecting the form } h, C \in U(E) \right\}. \]

Their intersection \( H = B \cap N \) has the form 
\[ H = \left\{ \begin{pmatrix} \Delta & 0 \\ 0 & C \end{pmatrix} : \Delta \text{ diagonal, } C \in U(E) \right\}, \]
which is obviously normal in \( N \).

The quotient subgroup \( W := N/H \) is isomorphic to the group of permutations of the frame \( F \), respecting the form. This essentially means that if \( w(\langle e_i \rangle) = \langle e_j \rangle \), then automatically \( w(\langle e_{-i} \rangle) = \langle e_{-j} \rangle \). The group \( W \) can hence be identified with the group of signed permutations on \( n \) letters, which we have seen to be a Coxeter group of type \( C_n \) in Example 3.1.5.

Theorem 4.3.10 The quadruple \((G, B, N, S)\) is a weak Tits system of type \( C_n \) for the unitary group \( U(V) \). It is a Tits system except for \( J = \text{id}, \varepsilon \neq -1 \) and \( \dim(V) = 2 \text{ind}(h) \).

Proof This can be done by explicit calculations. Proof sketches for special cases can be found in [AB08, 6.6-6.8] and [Gar97, chapter 10].

Again, we make the structure of parabolic and Levi subgroups explicit.
Remark For each $1 \leq k \leq n$, we write $H_k = \langle e_{-k}, \ldots, e_{-1}, e_1, \ldots, e_k \rangle$. For the vertex $\langle e_{-n}, \ldots, e_{-k} \rangle$ of the chamber $e_0$, the corresponding parabolic subgroup is given by

$$P_k = \left\{ \begin{pmatrix} S & * & * & 0 \\ 0 & A & * & B \\ 0 & 0 & S^{-J} & 0 \\ 0 & C & 0 & D \end{pmatrix} : S \in \text{GL}_{n+1-k}(D), \left( \begin{array}{cc} A & B \\ C & D \end{array} \right) \in U(H_{k-1} \perp E) \right\}$$

with some additional conditions on the entries marked $\ast$.

By Lemma 4.3.8, the opposite vertex in $\Sigma_0$ is given by $\langle e_n, \ldots, e_k \rangle$. The corresponding Levi subgroup is given by

$$L_k = \left\{ \begin{pmatrix} S & 0 & 0 & 0 \\ 0 & A & 0 & B \\ 0 & 0 & S^{-J} & 0 \\ 0 & C & 0 & D \end{pmatrix} : S \in \text{GL}_{n+1-k}(D), \left( \begin{array}{cc} A & B \\ C & D \end{array} \right) \in U(H_{k-1} \perp E) \right\}.$$

This class of buildings of type $C_n$ already covers a large part of the class of all buildings of type $C_n$.

**Theorem 4.3.11** Every building of type $C_n$ for $n \geq 3$ is a polar space that either comes from an $(\varepsilon, J)$-hermitian form as above or from a non-degenerate pseudo-quadratic form, which yields additional examples only in characteristic two, or belongs to an exceptional series of buildings of type $C_3$ associated to Cayley division algebras.

**Proof** By Theorem 7.4 in [Tit74], every weak building of $C_n$ corresponds to an incidence geometry also called a polar space. By Theorem 8.22 in [Tit74] due to Veldkamp and Tits, we obtain the stated description. \[\square\]

See [Kra02, Part 2] for a discussion of polar spaces and of the associated classical groups from the point of view of incidence geometry.

### 4.4 Two-dimensional affine buildings

The classification of affine buildings (due to Bruhat and Tits in a series of papers, see the book by Weiss [Wei09]) asserts that all affine buildings in dimensions three and higher come from algebraic data such as an algebraic group over a local field. In dimension two, there is a free construction of other, exotic buildings by Ronan in [Ron86] which is very general but provides no control over the automorphism group. This construction implies in particular that there cannot be any hope to classify these buildings, because any classification would have to include the classification of all projective planes and generalised quadrangles.
4 Examples of buildings and classical groups

**Type $\tilde{A}_2$:** In a locally finite affine building of type $\tilde{A}_2$, the number $q + 1$ of chambers containing a common panel is constant throughout the building. For every prime power $q = p^e$, there are two classical buildings associated to the special linear groups over either a finite extension of the $p$-adic numbers $\mathbb{Q}_p$ or over the Laurent series field $\mathbb{F}_q((t))$. We will not construct these buildings here, since we do not really use them. A construction can be found in [AB08, 6.9].

There are many more so-called *exotic buildings* of type $\tilde{A}_2$, some with very large automorphism groups. In [vM90], for example, van Maldeghem constructs exotic buildings of type $\tilde{A}_2$ with a vertex-transitive automorphism group.

**Type $\tilde{C}_2$:** The situation is similar in the case of buildings of type $\tilde{C}_2$. Here, there are more different types of classical buildings, but again there are uncountably many exotic buildings of type $\tilde{C}_2$. In [Kan86], Kantor constructs exotic buildings of type $\tilde{C}_2$ with a large automorphism group.
5 Group homology

Group homology is, as the name indicates, a homology theory on the category of groups. It can be defined algebraically using projective resolutions, but also topologically using classifying spaces. We will focus on the first approach and we will only sketch the second. Group homology has many applications, both in group theory and in topology. For us, the concept of homological stability and its connection to $K$-theory will be particularly important.

In this chapter, we first give a quick reminder of all the homology theory required for this thesis. After that, we define group homology along with interpretations of low-dimensional homology groups, with topological interpretations and all the results we require. Then, we introduce the concept of homological stability in which we shall be interested in Chapter 9. Finally, we give a quick overview of the connection between homological stability of classical groups and $K$-theory.

The standard reference for group homology is the book by Brown, see [Bro82]. The reader might also want to look at the book by Evens, see [Eve91]. The book by Knudson [Knu01] is dealing with the homology of linear groups and homological stability. Finally, the book by Weibel [Wei94] will be our main reference for homological algebra. It also contains a chapter on group homology.

5.1 Homological algebra

We fix a ring $R$. Throughout this section, all modules are left modules over $R$.

**Definition 5.1.1** A chain complex $(C_*, \partial_*)$ is a sequence of modules $(C_k)_{k \in \mathbb{Z}}$ with a sequence of homomorphisms $\partial_k : C_k \to C_{k-1}$ for all $k \in \mathbb{Z}$, which are called boundary operators or differentials, such that $\partial_{k-1} \circ \partial_k = 0$ for all $k \in \mathbb{Z}$.

Associated to every chain complex are homology modules

$$H_k(C) = \ker(\partial_k)/\ima(\partial_{k+1}).$$

A chain complex is called exact if $H_k(C) = 0$ for all $k \in \mathbb{Z}$.

We shall often omit the differentials from the notation by simply denoting a chain complex by $C$ and by referring to its differential later as $\partial^C$. In this case, we will often also omit the indices, as in the following definition.

**Definition 5.1.2** A chain map $f : C' \to C$ is a sequence of maps $f_k : C'_k \to C_k$ such that $\partial^C \circ f = f \circ \partial^{C'}$.
Homology groups are functorial: Every chain map induces homomorphisms on homology, denoted by
\[ H_k(f) : H_k(C') \rightarrow H_k(C). \]

**Lemma 5.1.3 (5-lemma, page 129 in [Hat02])** Consider the following commutative diagram with exact rows

\[
\begin{array}{ccccccc}
M_1 & \rightarrow & M_2 & \rightarrow & M_3 & \rightarrow & M_4 & \rightarrow & M_5 \\
\varphi_1 & \downarrow & \varphi_2 & \downarrow & \varphi_3 & \downarrow & \varphi_4 & \downarrow & \varphi_5 \\
N_1 & \rightarrow & N_2 & \rightarrow & N_3 & \rightarrow & N_4 & \rightarrow & N_5 \\
\end{array}
\]

where \( \varphi_1, \varphi_2, \varphi_4 \) and \( \varphi_5 \) are isomorphisms. Then \( \varphi_3 \) must be an isomorphism.

The following proposition is sometimes called the zig-zag lemma.

**Proposition 5.1.4 (Theorem 1.3.1 in [Wei94])** Associated to every short exact sequence of chain complexes
\[ 0 \rightarrow C' \xrightarrow{i} C \xrightarrow{p} C'' \rightarrow 0, \]
there is a long exact sequence in homology
\[ \cdots \rightarrow H_k(C') \xrightarrow{H_k(i)} H_k(C) \xrightarrow{H_k(p)} H_k(C'') \xrightarrow{\delta} H_{k-1}(C') \rightarrow \cdots. \]
The homomorphisms \( \delta \) are called the connecting homomorphisms.

There is a more general construction, where \( i \) need not be injective.

**Definition 5.1.5** Let \((C_\ast, \partial_C), (C'_\ast, \partial_{C'})\) be two chain complexes and let \( \varphi_\ast : C'_\ast \rightarrow C_\ast \) be a chain map. The mapping cone chain complex \( \text{Cone}_\ast(\varphi) \) has the modules
\[ \text{Cone}_k(\varphi) = C'_{k-1} \oplus C_k \]
with differential
\[ \partial_k^{\text{Cone}}(c' + c) := -\partial_{k-1}^{C'}(c') + \varphi_{k-1}(c') + \partial_k^C(c). \]

As in the situation before, there is an associated long exact sequence. Note that the reference uses the opposite sign convention, but this does not change the proof.

**Proposition 5.1.6 (1.5.2 in [Wei94])** Let \( \varphi : C' \rightarrow C \) be a chain map. Then there is a long exact sequence
\[ \cdots \rightarrow H_k(C') \xrightarrow{H_k(\varphi)} H_k(C) \xrightarrow{H_k(id)} H_k(\text{Cone}(\varphi)) \rightarrow H_{k-1}(C') \rightarrow \cdots. \]

For injective chain maps, these concepts coincide.

**Lemma 5.1.7 (1.5.8 in [Wei94])** If \( \varphi : C' \rightarrow C \) is the inclusion of subcomplexes \( C' \subseteq C \), then
\[ H_*(\text{Cone}(\varphi)) \cong H_*(C/C'). \]
5.2 Group homology

We remind the reader briefly of the concept of flat modules and exactness.

Definition 5.1.8 A right module $M$ over $R$ is called $R$-flat if the functor $(M \otimes_R -)$ is exact, that is, for every short exact sequence

$$0 \to A \to B \to C \to 0$$

of left $R$-modules, the sequence

$$0 \to M \otimes_R A \to M \otimes_R B \to M \otimes_R C \to 0$$

is also exact.

Remark This implies in particular that

$$M \otimes_R A / M \otimes_R B \cong M \otimes_R (A/B)$$

for any left $R$-modules $B \leq A$ and that

$$M \otimes_R H_*(C) \cong H_*(M \otimes_R C_*)$$

for any chain complex $C$ of left $R$-modules.

Lemma 5.1.9 (Section 3.2 in [Wei94]) Projective modules are flat. In particular, free modules are flat.

5.2 Group homology

Group homology assigns to any group a sequence of abelian groups as invariants. These homology groups can be defined in purely algebraic terms or via topology. We have chosen to use the algebraic definition, since it simplifies the definition of homology with non-trivial coefficient modules. The relation to topology will be indicated in Section 5.2.2.

5.2.1 Definition

Throughout this section, let $G$ be any group. We fix some basic concepts.

Definition 5.2.1 The (integral) group ring $\mathbb{Z}G$ is the free abelian group generated by the elements of $G$. The multiplication on $G$ extends uniquely to a $\mathbb{Z}$-bilinear multiplication on $\mathbb{Z}G$.

We define a $G$-module to be a left module over $\mathbb{Z}G$. A $G$-module $M$ is said to be trivial if $gm = m$ for all $g \in G$ and all $m \in M$. 
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Construction  Tensor products $M \otimes N$ of modules are only defined if $M$ is a right module and $N$ is a left module over a common ring. We want to form tensor products of left modules over the group ring $\mathbb{Z}G$. Note that we can canonically make any left $\mathbb{Z}G$-module $M$ into a right $\mathbb{Z}G$-module by setting $mg := (g^{-1})m$ for any $m \in M, g \in G$. As in [Bro82, II.2], using this construction, we can define tensor products of left $G$-modules $M$ and $N$, denoted by $M \otimes_G N$.

**Definition 5.2.2** Associated to a group $G$, consider the modules $F_k(G)$ which are the free abelian groups over $(k+1)$-tuples of elements of $G$. We define the boundary map on the basis by
\[
\partial(g_0, g_1, \ldots, g_k) = \sum_{i=0}^k (-1)^i (g_0, \ldots, \hat{g_i}, \ldots, g_k),
\]
where, as usual, the hat $\hat{g_i}$ indicates that the entry $g_i$ is omitted from the tuple. We call the associated chain complex of the form
\[
\cdots \rightarrow F_2(G) \rightarrow F_1(G) \rightarrow F_0(G) \rightarrow \mathbb{Z} \rightarrow 0,
\]
the standard resolution of $\mathbb{Z}$ over $\mathbb{Z}G$.

**Lemma 5.2.3** (I.5 in [Bro82]) This is an exact chain complex of $G$-modules.

**Definition 5.2.4** For any $G$-module $M$, the group homology $H_*(G; M)$ is defined to be the homology of the chain complex $F_*(G) \otimes_G M$. As usual, we abbreviate $H_*(G) := H_*(G; \mathbb{Z})$, where $\mathbb{Z}$ is considered to be a trivial $G$-module.

**Remarks** Any group monomorphism $G' \rightarrow G$ induces a chain map $F_*(G') \rightarrow F_*(G)$ which is injective on each chain module.

For any other free (even projective) resolution $F_*$ of $\mathbb{Z}$ over $\mathbb{Z}G$, we also have $H_*(G; M) \cong H_*(F_* \otimes_G M)$ by [Bro82, Theorem I.7.5].

We will frequently use the following observation: If $G' \leq G$ and $F_*$ is a free resolution of $\mathbb{Z}$ over $\mathbb{Z}G$, then it is also a free resolution of $\mathbb{Z}$ over $\mathbb{Z}G'$.

### 5.2.2 Interpretations of group homology

Low-dimensional homology groups have direct algebraic interpretations.

**Remark** A simple calculation shows that
\[
H_0(G, M) \cong \mathbb{Z} \otimes_G M \cong M/\langle gm - m : g \in G, m \in M \rangle,
\]
which especially means $H_0(G) \cong \mathbb{Z}$. It is not much more difficult to show that
\[
H_1(G) \cong (G)_{ab} = G/[G, G],
\]
There is also an algebraic interpretation of $H_2(G)$ as follows.

**Definition 5.2.5** A central extension of a group $G$ by a group $Z$ is a short exact sequence of groups

$$1 \to Z \to E \to G \to 1,$$

such that the image of $Z$ is central in $E$. A universal central extension of $G$ is a central extension

$$1 \to U \to X \to G \to 1$$

such that, given any other extension as above, there is a unique map $X \to E$ such that the diagram

$$\begin{array}{c}
X \\
\downarrow \quad \searrow \\
E \quad \nearrow \quad G
\end{array}$$

commutes. As usual for objects satisfying universal properties, the universal central extension is unique up to unique isomorphism.

It turns out that, if a universal central extension exists, its kernel is isomorphic to the second homology group. This kernel is classically called the Schur multiplier.

**Theorem 5.2.6 (Theorem 6.9.5 in [Wei94])** A group $G$ admits a universal central extension if and only if it is perfect, which means $G = [G, G]$ or equivalently $H_1(G) = 0$. In this case, the universal central extension is given by

$$1 \to H_2(G) \to X \to G \to 1$$

with an appropriate group $X$.

In fact, this description can often be used to calculate $H_2$ by finding the universal central extension.

The description we gave for group homology is a purely algebraic one. Equivalently, one can give a topological description of group homology.

A connected CW complex $X$ whose higher homotopy groups are trivial except for $\pi_1$ is called an aspherical space. Hurewicz proved that the homotopy type of an aspherical space depends only on the fundamental group. In particular, the homology groups of the space $H_*(X)$ can be interpreted as an invariant of the fundamental group $\pi_1(X)$. For any given group $G$, there is an aspherical CW complex $BG$ with this group as fundamental group, called the classifying space associated to $G$, see [Wei94, 8.1.7].

**Theorem 5.2.7 (Proposition 4.2 in [Bro82])** If $X$ is an aspherical CW complex with fundamental group $G$, then the augmented cellular chain complex

$$\cdots \to C_2(\tilde{X}) \to C_1(\tilde{X}) \to C_0(\tilde{X}) \to \mathbb{Z} \to 0$$
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is a free resolution of \( \mathbb{Z} \) over \( \mathbb{Z}G \). Here, \( \tilde{X} \) is the universal cover of \( X \). Its cellular chains are naturally \( G \)-modules. In particular, we have

\[
H_k(G; \mathbb{Z}) \cong H_k(X; \mathbb{Z})
\]

by observing that \( G \setminus C_* (\tilde{X}) \cong C_* (X) \).

This shows that the notion of using the homology groups of the space \( X \) as an invariant of its fundamental group leads precisely to the concept of group homology. Using this and the Hurewicz theorem, the above descriptions of \( H_0 \) and \( H_1 \) are obvious.

The interaction between topology and algebra via group homology has been very fruitful. One of the first applications of group homology in topology is the following result by Hopf.

**Theorem 5.2.8 (Hopf, see Theorem II.5.2 in [Bro82])**
For a connected CW complex \( X \) with fundamental group \( G \) there is a map \( H_*(X) \to H_*(G) \) and the sequence

\[
\pi_2 (X) \to H_2 (X) \to H_2 (G) \to 0
\]

is exact.

**5.2.3 Basic results**

In this section, we will collect some basic results in group homology, which we will use later on. We begin with the explicit calculation of group homology for cyclic groups. The explicit determination of group homology is very hard in general, but for cyclic groups this is not difficult.

**Proposition 5.2.9 (II.3.1 in [Bro82])** If \( G \) is a cyclic group of order \( n \), then

\[
H_k (G) \cong \begin{cases} 
\mathbb{Z} & k = 0, \\
\mathbb{Z}/n & k \text{ odd}, \\
0 & \text{otherwise}.
\end{cases}
\]

This following lemma is a special case of [Wei94, Theorem 6.1.12].

**Lemma 5.2.10** Let \( G \) be a group and let \( M \) be a trivial and \( \mathbb{Z} \)-free \( G \)-module. Then we have

\[
H_*(G; M) \cong H_*(G; \mathbb{Z}) \otimes \mathbb{Z} M.
\]

**Proof** Since \( M \) is trivial, we have \( F_k (G) \otimes_G M \cong F_k (G) \otimes_G \mathbb{Z} \otimes \mathbb{Z} M \). Since \( M \) is \( \mathbb{Z} \)-free, it is in particular \( \mathbb{Z} \)-flat and the functor \((- \otimes \mathbb{Z} M)\) is exact, which proves the result. \( \square \)

The lemma of Shapiro allows the calculation of group homology using subgroups. This will be particularly helpful if the \( G \)-action is transitive on a \( \mathbb{Z} \)-basis of a module \( N \) with a stabiliser \( G' \). In this case, we obviously have \( N \cong \mathbb{Z}G \otimes_{G'} \mathbb{Z} \).
Lemma 5.2.11 (Shapiro’s lemma, III.6.2 in [Bro82]) If $G' \leq G$ is a subgroup and $M$ is a $G'$-module, we have

$$H_*(G'; M) \cong H_*(G; \mathbb{Z}G \otimes_{G'} M).$$

In particular, we obtain that higher dimensional homology of induced modules vanishes.

Corollary 5.2.12 (III.6.6 in [Bro82]) Let $G$ be any group and let $M$ be an abelian group. Then $H_k(G; \mathbb{Z}G \otimes \mathbb{Z}M) = 0$ for $k > 0$.

Finally, using the so-called transfer map, one can see that group homology of finite groups with rational coefficients vanishes.

Proposition 5.2.13 (Corollary III.10.2 in [Bro82]) If $G$ is a finite group, then we have $H_k(G; \mathbb{Q}) = 0$ for all $k > 0$.

5.2.4 Relative group homology

The introduction of relative homology simplifies the formulation of homological stability considerably. For a group $G$ and a subgroup $G'$, note that there is canonically a map

$$F_*(G') \otimes_{G'} M \to F_*(G) \otimes_G M,$$

$$f \otimes m \mapsto f \otimes m,$$

induced by the inclusion $G' \to G$. This chain map is easily seen to be injective.

Definition 5.2.14 Consider a group $G$ and a subgroup $G' \leq G$. Let $M$ be a $G$-module. The relative group homology $H_*(G,G'; M)$ is defined to be the homology of the quotient complex $F_*(G) \otimes_G M/F_*(G') \otimes_{G'} M$.

Note that there is canonically an associated long exact sequence of the form

$$\cdots \to H_k(G'; M) \to H_k(G; M) \to H_k(G,G'; M) \to H_{k-1}(G'; M) \to \cdots$$

The following description will make the calculation of relative homology groups of subgroups much simpler.

Proposition 5.2.15 Let $G'$ and $H$ be two subgroups of a given group $G$, write $H' = G' \cap H$. Then we have

$$H_*(\frac{F_*(G) \otimes_H M}{F_*(G') \otimes_{H'} M}) \cong H_*(\frac{F_*(H) \otimes_H M}{F_*(H') \otimes_{H'} M}) = H_*(H,H'; M).$$

Proof Consider the following diagram:

$$\begin{array}{ccccccccc}
0 & \to & F_*(H') \otimes_{H'} M & \to & F_*(H) \otimes_H M & \to & F_*(H) \otimes_H M & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
0 & \to & F_*(G') \otimes_{H'} M & \to & F_*(G) \otimes_H M & \to & F_*(G) \otimes_H M & \to & 0
\end{array}$$
Here, the top row is exact by construction. The bottom row is exact since $H' = G' \cap H$. The vertical maps are all induced by inclusions. If we now consider the associated long exact sequences on homology, the first and second vertical arrow induce isomorphisms by the remark after Definition 5.2.4. By the 5-lemma 5.1.3, we get the desired isomorphisms.

It is easy to see that relative $H_0$ vanishes always.

**Lemma 5.2.16** For any group $G$, any subgroup $G'$ and any $G$-module $M$, we have

$$H_0(G,G';M) = 0.$$  

**Proof** By the remark above, we know that $H_0(G;M) = \mathbb{Z} \otimes_G M$ and $H_0(G';M) = \mathbb{Z} \otimes_{G'} M$. Now by the long exact sequence we have

$$H_0(G,G';M) \cong (\mathbb{Z} \otimes_G M)/i_* (\mathbb{Z} \otimes_{G'} M),$$

where $i_*$ is the map $z \otimes_{G'} m \mapsto z \otimes_G m$. This map is clearly surjective. □

### 5.3 Homological stability

Group homology is often difficult to compute. But given a sequence of groups

$$G_1 \subset G_2 \subset \cdots \subset G_n \subset \cdots ,$$

we can ask whether there is an integer $n(k)$ such that

$$H_k(G_n) \to H_k(G_{n+1})$$

is an isomorphism for $n \geq n(k)$ or, equivalently, whether relative homology

$$H_k(G_{n+1},G_n)$$

vanishes for $n \geq n(k)$. This phenomenon is called homological stability. This happens frequently, for instance for symmetric groups with $\mathbb{Z}_p$-coefficients (see [Nak60]), for mapping class groups (see [Har85, Wah08]), for outer automorphism groups of free groups (see [HV04, HVW06]) and for classical groups. A very good overview of homological stability for linear groups can be found in the book by Knudsen, see [Knu01, Chapter 2].

Usually, homological stability for classical groups is discussed in the generality of linear groups over rings with some additional conditions, for example finite stable rank. We shall not go into details here and we will simply cite several homological stability results which are related to this thesis, always specialising to the case of division rings.

**General and special linear groups**

For general and special linear groups, the strongest result for arbitrary division rings known to the author is a special case of a strong theorem by van der Kallen:
Theorem 5.3.1 (van der Kallen, [vdK80]) For any division ring \( D \) we have
\[
H_k(\text{GL}_{n+1}(D), \text{GL}_n(D); \mathbb{Z}) = 0
\]
for \( n \geq 2k \). If \( D \) is commutative, then also
\[
H_k(\text{SL}_{n+1}(D), \text{SL}_n(D); \mathbb{Z}) = 0
\]
for \( n \geq 2k \).

For division rings with infinite centre, there is a much stronger result due to Sah. A detailed exposition of this result can be found in [Ess06]. A different proof of this result can be found in [Knu01, 2.3].

Theorem 5.3.2 (Sah, Appendix B in [Sah86]) If \( D \) has infinite centre, then \( n \geq k \) implies
\[
H_k(\text{GL}_{n+1}(D), \text{GL}_n(D); \mathbb{Z}) = 0.
\]

For a long time, there have not been considerable improvements for the case of special linear groups. There is a new result by Hutchinson and Tao improving the known stability range considerably for fields of characteristic zero.

Theorem 5.3.3 (Hutchinson-Tao, [HT08]) If \( D \) is a field of characteristic zero, then \( n \geq k \) implies
\[
H_k(\text{SL}_{n+1}(D), \text{SL}_n(D); \mathbb{Z}) = 0.
\]

Unitary groups

For the unitary groups \( U_n(\mathbb{K}) \) over \( \mathbb{K} \in \{ \mathbb{R}, \mathbb{C}, \mathbb{H} \} \) associated to the standard positive definite hermitian form, there is the following stability result due to Sah:

Theorem 5.3.4 (Sah, Theorem 1.1 in [Sah86]) If \( n \geq k \), then
\[
H_k(U_{n+1}(\mathbb{K}), U_n(\mathbb{K}); \mathbb{Z}) = 0.
\]

Again, a more detailed exposition of this result can be found in [Ess06]. In this thesis, we are more interested in unitary groups associated to \((\varepsilon, J)\)-hermitian forms as in Section 4.3, since there are associated buildings. For these unitary groups, there is a homological stability result by Mirzaii and van der Kallen for local rings with infinite residue fields.

Theorem 5.3.5 (Mirzaii-van der Kallen and Mirzaii, [MvdK02, Mir05]) If \( D \) is a division ring with infinite centre, \( \mathcal{H}_{n+1} \) is the \( 2(n + 1) \)-dimensional hyperbolic module over \( D \) and \( \mathcal{H}_n \) is a \( 2n \)-dimensional submodule, then
\[
H_k(U(\mathcal{H}_{n+1}), U(\mathcal{H}_n); \mathbb{Z}) = 0
\]
for \( n \geq k + 1 \).

Previously, weaker versions of this theorem for the special cases of orthogonal and symplectic groups have been shown by Vogtmann in [Vog79] and [Vog81], which were later generalised to Dedekind rings by Charney in [Cha87]. Although these results have been superseded by the theorems by van der Kallen and Mirzaii, the proof method Vogtmann and Charney used is the one we will adapt in Chapter 9.
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5.4 Algebraic K-theory

Algebraic $K$-theory is a sequence of functors from the category of rings to the category of abelian groups, first considered by Grothendieck in the fifties. In the history of $K$-theory, the low-dimensional $K$-groups $K_0$, $K_1$ and $K_2$ were defined first by Grothendieck, Bass and Milnor, respectively. The following definitions are classical.

Definition 5.4.1 (Grothendieck) Let $R$ be any ring. The set of isomorphism classes of projective $R$-modules $P(R)$ forms a commutative monoid with respect to direct sums. It can be completed to an abelian group by the Grothendieck construction to obtain $K_0(R)$ as follows:

$$K_0(R) := F(P(R))/\langle [P] + [Q] - [P \oplus Q] : P, Q \text{ projective} \rangle,$$

where $F(P(R))$ denotes the free abelian group over $P(R)$.

Definition 5.4.2 (Bass) For any ring $R$, consider the group $GL(R)$ which is the direct limit of the groups $GL_n(R)$ with respect to the natural inclusions. Define

$$K_1(R) := GL(R)/[GL(R), GL(R)] \cong H_1(GL(R); \mathbb{Z}).$$

Denote the commutator subgroup of $GL(R)$ by $E(R)$.

Definition 5.4.3 (Milnor) Let $St(R)$ be the universal central extension of $E(R)$. We define

$$K_2(R) := \ker(St(R) \rightarrow E(R)) \cong H_2(E(R); \mathbb{Z}).$$

After that, there was a period of uncertainty on how higher $K$-groups should be defined. Quillen solved this problem by giving two definitions for higher $K$-theory based on the $+$-construction and the $Q$-construction. We will only discuss the first possibility by sketching the $+$-construction. The $+$-construction and all of the above definitions are contained in the textbook by Rosenberg [Ros94].

Let $X$ be a CW complex and let $N$ be a normal perfect subgroup of $\pi_1(X)$. The $+$-construction then produces a space $X^+$ with the same homology groups as $X$ and with fundamental group $\pi_1(X^+) \cong \pi_1(X)/N$. This can be used to define higher algebraic $K$-theory as follows:

Definition 5.4.4 (Quillen) Let $R$ be any ring, then we define algebraic $K$-theory by

$$K_i(R) := \pi_i(BGL(R)^+ \times K_0(R)),$$

where $BGL(R)$ is the classifying space of $GL(R)$, and where the $+$-construction is applied to $N = E(R)$ which is normal and perfect.

In particular, we see that the Hurewicz maps are homomorphisms

$$K_i(R) = \pi_i(BGL(R)^+ \times K_0(R)) \rightarrow H_i(BGL(R)^+ \times K_0(R)) \cong H_i(GL(R); \mathbb{Z})$$

for $i > 0$. Here, we see the direct connection from $K$-theory to the group homology of the stable linear group and hence to homological stability.
Remark It has been shown by Gersten that actually $K_3(R) \cong H_3(\text{St}(R), \mathbb{Z})$ which continues the series of definitions above.

Several other tentative definitions of $K$-theory were given at that time, among these one by Volodin which can be shown to be isomorphic to $K$-theory as defined by Quillen. Another possible definition was given by Wagoner in [Wag73] using what we call Wagoner complexes here. This definition was the starting point for our investigations in Chapter 8. Wagoner’s definition of higher algebraic $K$-theory can be found in Section 8.5. It is also isomorphic to Quillen’s definition of $K$-theory.

Hermitian $K$-theory If we start from unitary groups $U_n(R)$, defined analogously to Section 4.3 over a ring with involution $J$ and with an element $\varepsilon \in \{\pm 1\}$, we can also define a stable group $U(R)$ via the direct limit. Then, if we copy Quillen’s definition, we obtain hermitian $K$-theory

$$\varepsilon L_i(R) := \pi_i(\text{BU}(R)^+ \times L_0(R)),$$

where $L_0(R)$ is the Grothendieck group over isomorphism classes of hyperbolic modules, in analogy to $K_0(R)$.

Both algebraic $K$-theory and hermitian $K$-theory are important tools in topology, taking the $K$- and $L$-groups over the group ring of the fundamental group of a space. Many topological obstructions are elements in $K$- or $L$-groups.
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The main computational tools for this thesis will be spectral sequences. We will give a definition of spectral sequences and describe all the spectral sequences which are relevant for this thesis.

All of these can be deduced from the spectral sequence associated to a filtered complex and from the spectral sequence associated to a double complex. We will present the constructions of these two spectral sequences, but since this is a classical topic which is covered in various textbooks, we will not give convergence proofs and simply state most of the results.

Using these two spectral sequences, we will deduce all further required spectral sequences.

The standard guide to spectral sequences is of course [McC01]. The book by Weibel contains a chapter on spectral sequences, see [Wei94, Chapter 5]. The definition of spectral sequences may seem strange when seen for the first time. A very nice introduction motivating this structure can be found in [Cho06]. Our examples should also show that spectral sequences arise quite naturally.

6.1 The definition of spectral sequences

The definition of spectral sequences starts with the definition of bicomplexes.

**Definition 6.1.1** A bicomplex \((C_{p,q}, \partial_{p,q})\) of bidegree \((a,b)\) is a bigraded module with differential

\[
\partial_{p,q} : C_{p,q} \rightarrow C_{p+a,q+b}
\]

such that \(\partial^2 = 0\). The bicomplex is said to be first-quadrant if we have \(C_{p,q} = 0\) for \(p < 0\) or \(q < 0\).

A bicomplex thus is made of infinitely many chain complexes aligned in a special fashion. We can calculate homology and obtain a new bigraded module.

Now, if we had a new differential on the homology bigraded module, we could continue forming homology modules of homology modules. The following definition makes this idea precise.

**Definition 6.1.2** A spectral sequence \(E\) is a sequence of bicomplexes \((E^r_{p,q}, d^r_{p,q})_{r \geq r_0}\) with bidegrees \((-r, (r-1))\), such that

\[
E^{r+1} = H(E^r).
\]

The spectral sequence is said to be first-quadrant if the bicomplex \(E^{r_0}\) is (and then all others are) first-quadrant. Usually, we have \(r_0 \in \{0, 1, 2\}\).
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Visualisation  We picture this as a book whose pages are indexed by \( r \). On each page, the graded module \( E^r \) can be visualised as the modules \( E^r_{p,q} \) sitting on the point \((p, q)\) in the real plane. Turning a page corresponds to calculating homology groups with respect to the differentials on this page. The differential arrows get longer and more slanted as the pages turn. For a sketch of the first three pages of a first-quadrant spectral sequence starting from \( r_0 = 0 \), see Figure 6.1.

\[
\begin{array}{c}
E^0_{r,0} \rightarrow E^0_{r,1} \rightarrow E^0_{r,2} \rightarrow E^0_{r,3} \\
E^0_{r,0} \rightarrow E^1_{r,1} \rightarrow E^1_{r,2} \rightarrow E^1_{r,3} \\
E^0_{r,0} \rightarrow E^2_{r,1} \rightarrow E^2_{r,2} \rightarrow E^2_{r,3} \\
\end{array}
\]

Figure 6.1: The first three pages of a first-quadrant spectral sequence

Convergence  We assume that for each \( k \in \mathbb{Z} \) there are only finitely many non-zero modules \( E^r_{p,q} \neq 0 \) for \( p + q = k \). In particular, this is true for first-quadrant spectral sequences.

In other words, for every pair \((p, q)\), there is hence a page number \( R \) such that for \( r \geq R \) the incoming and outgoing arrows of \( E^r_{p,q} \) begin or end in trivial groups, see Figure 6.2. In particular, the module \( E^R_{p,q} \) does not change any more, we call this stable module
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$E_{p,q}^\infty$. So for any pair $(p, q)$ there is an index $R(p, q)$, such that

$$E_{p,q}^{R(p,q)} = E_{p,q}^{R(p,q)+1} = \cdots = E_{p,q}^\infty.$$  

We call the resulting bigraded module $E^\infty$ the abutment of the spectral sequence and we say that the spectral sequence $E$ converges to $E^\infty$.

![Figure 6.2: Convergence of a first-quadrant spectral sequence](image)

**Collapse**  If, for any reason, all differentials are zero from a page $E^R$ on, then obviously

$$E^R = E^{R+1} = \cdots = E^\infty,$$

and we say that the spectral sequence collapses on the $R$-th page.

**Edge homomorphisms**  For a first-quadrant spectral sequence, let us consider the modules $E_{r,0}$ for $r \geq 2$. Since all ‘incoming’ differentials from the second page on are zero (see Figure 6.3), each $E_{r,0}^{r+k}$ is a submodule of $E_{r,0}^r$ for any $k \geq 0$. This of course is also true for $E_{p,0}^\infty$.

So for any $r \geq 2$ and $p \geq 0$ we have a canonical inclusion

$$\iota_p : E_{p,0}^\infty \hookrightarrow E_{p,0}^r.$$  

On the other hand, every ‘outgoing’ differential of the groups $E_{0,q}^r$ is zero from the first page on. Then every $E_{0,q}^{r+k}$ is a quotient of $E_{0,q}^r$ for any $k \geq 0$. So we have a canonical projection

$$\pi_q : E_{0,q}^r \twoheadrightarrow E_{0,q}^\infty$$

for any $r \geq 1$ and any $q \geq 0$. These maps are called edge homomorphisms. In the ‘book picture’ they can be imagined as arrows pointing up, respectively down at the ‘edges of the book’.
6.2 The spectral sequence associated to a filtered chain complex

Spectral sequences arise very naturally in the context of filtered chain complexes. In this section, we take all graded modules (chain complexes) \((M_q)_{q \in \mathbb{Z}}\) to be non-negative, that means \(M_q = 0\) for \(q < 0\).

**Definition 6.2.1** A filtered graded module (chain complex) is a sequence of graded submodules (subcomplexes) \((\mathcal{F}^p M)_{p \in \mathbb{Z}}\) of a graded module (chain complex) \((M_q)_{q \in \mathbb{Z}}\) such that \(\mathcal{F}^p M \subseteq \mathcal{F}^{p+1} M\).

A filtration is called bounded if for every \(q\), there are integers \(p\) and \(P\) such that \(\mathcal{F}^p M_q = 0\) and \(\mathcal{F}^P M_q = M_q\).

If \(p = -1\) and \(P = q\), that is \(\mathcal{F}^{-1} M = 0\) and \(\mathcal{F}^q M_q = M_q\) for all \(q \in \mathbb{Z}\), the filtration is called canonically bounded.

**Remark** A filtration on a chain complex \(C\) induces a natural filtration on the graded module \(H(C)\) as follows:

\[
\mathcal{F}^p H(C) := \text{im}(H(\mathcal{F}^p C) \to H(C)).
\]

**Definition 6.2.2** To any filtered graded module \((M_q)_{q \in \mathbb{Z}}\), especially to a filtered chain complex, we associate a bigraded module

\[
\text{Gr}_{p,q} M := \mathcal{F}^p M_{p+q}/\mathcal{F}^{p-1} M_{p+q}.
\]

Note that for a canonically bounded filtration \(\text{Gr}_{p,q} M = 0\) for \(p < 0\) or \(q < 0\). So for a graded module \((M_q)_{q \in \mathbb{Z}}\) with a canonically bounded filtration, \(\text{Gr}_{p,q} M\) is a first-quadrant bigraded module.
Construction  For a filtered chain complex \((C, \partial^C)\), we have

\[
E^0_{p,q} := \text{Gr}_{p,q} C = \mathcal{F}^p C_{p+q}/\mathcal{F}^{p-1} C_{p+q}
\]

and the differential \(\partial^C\) induces differentials of bidegree \((0, -1)\)

\[
d^0_{p,q} : \text{Gr}_{p,q} C \to \text{Gr}_{p,q-1} C.
\]

This means that \(\text{Gr}_{p,q}\) splits into ‘vertical’ chain complexes, for which we can calculate homology groups. We obtain a bigraded module called

\[
E^1_{p,q} := H_q(\text{Gr}_{p,\ast} C) = \ker d^0_{p,q}/\operatorname{im} d^0_{p,q+1}.
\]

If we inspect the involved groups more closely, we can see that the differential \(\partial^C\) induces new, ‘horizontal’ differentials (of bidegree \((-1, 0)\)) on \(E^1\). We can again calculate homology groups and obtain a graded module \(E^2\). Here the differential \(\partial^C\) induces new differentials, this time of bidegree \((-2, 1)\). We again calculate homology and continue this process.

At every step, the differential \(\partial^C\) induces new differentials with the right bidegree. A rather tedious calculation shows that this is a spectral sequence and that it converges to the homology of \(C\),

\[
E^\infty_{p,q} = \text{Gr}_{p,q} H(C) = \mathcal{F}^p H_{p+q}(C)/\mathcal{F}^{p-1} H_{p+q}(C).
\]

This results in the following theorem:

**Theorem 6.2.3 (Section 5.4 in [Wei94])** Associated to any chain complex \(C\) with a bounded filtration, there is a spectral sequence with first terms

\[
E^0_{p,q} = \text{Gr}_{p,q} C, \quad E^1_{p,q} = H_{p+q}(\mathcal{F}^p C/\mathcal{F}^{p-1} C)
\]

converging to

\[
E^\infty_{p,q} = \text{Gr}_{p,q} H(C).
\]

For a canonically bounded filtration, this is a first-quadrant spectral sequence. The standard notation for convergence is

\[
E^1_{p,q} = H_{p+q}(\mathcal{F}^p C/\mathcal{F}^{p-1} C) \Rightarrow H_{p+q}(C).
\]

Convergence  Note that, although the notation suggests that the abutment of this spectral sequence is \(H_\ast(C)\), we actually only get something weaker, namely just the bigraded module \(\text{Gr}_{\ast,\ast} H(C)\). In general, it may not be possible to reconstruct \(H_\ast(C)\) from \(\text{Gr}_{\ast,\ast} H(C)\), this is an extension problem. However, we will only deal with cases where this is possible.
6.3 The spectral sequence associated to a filtered topological space

The construction of the previous section can easily be applied to filtered topological spaces. We will only require the following simple version.

Let $X$ be a topological space filtered by a finite ascending chain of closed subspaces $\emptyset = X_{-1} \subseteq X_0 \subseteq X_1 \subseteq X_2 \subseteq \cdots \subseteq X_n = X$. This implies that the induced filtration $C_\ast(X_i)_{i \in \mathbb{Z}}$ on the simplicial chains of $X$ is bounded in the sense of Definition 6.2.1. We apply Theorem 6.2.3 to obtain

**Theorem 6.3.1** Associated to a filtered topological space $X$ as above, there is a spectral sequence

$$E^1_{p,q} = H_{p+q}(X_p, X_{p-1}) \Rightarrow H_{p+q}(X).$$

**Proof** We apply Theorem 6.2.3 to the filtered chain complex $C_\ast(X_p)$ and obtain a spectral sequence

$$E^1_{p,q} = H_{p+q}(C_\ast(X_p)/C_\ast(X_{p-1})) = H_{p+q}(X_p, X_{p-1}) \Rightarrow H_{p+q}(X).$$

**Remark** Note that this spectral sequence can be used to define cellular homology. If we take the filtration of a CW complex $X$ to be the filtration by skeletons, the spectral sequence is concentrated on the $x$-axis, that is $E^1_{p,q} = 0$ for $q \neq 0$. The groups $E^1_{p,0}$ are precisely the groups of cellular chains and the differential on the first page is exactly the cellular boundary map. The convergence to $H_{p+q}(X)$ then proves that cellular and singular homology are isomorphic.

6.4 The spectral sequences associated to a double complex

The basis for all the following spectral sequences will be the spectral sequence associated to a double complex.

**Definition 6.4.1** A double complex $D_{p,q}$ is a bigraded module with horizontal and vertical differentials $\partial^h : D_{p,q} \to D_{p-1,q}$ and $\partial^v : D_{p,q} \to D_{p,q-1}$ such that

$$\partial^v \circ \partial^h - \partial^h \circ \partial^v = (\partial^v)^2 = (\partial^h)^2 = 0.$$

Associated to a double complex is the total complex, defined to be

$$\text{Tot}(D_{p,q})_k := \bigoplus_{p+q=k} D_{p,q}$$

with differential induced by

$$\partial^\text{Tot}(d_{p,q}) = \partial^h(d_{p,q}) + (-1)^p \partial^v(d_{p,q}).$$
We assume that $D_{p,q}$ is bounded, that is, for every $k \in \mathbb{Z}$, there are only finitely many non-vanishing modules $D_{p,q}$ with $p + q = k$. Then the homology of the total complex can be calculated via two spectral sequences, which are easily deduced from the spectral sequence of Theorem 6.2.3 by using two different filtrations on the total complex $\text{Tot}(D)$.

**Proposition 6.4.2** ([Bro82], VII.3) There are two spectral sequences both converging to the homology of the total complex

\[
E^1_{p,q} = H_q(D_{*p}, \partial^h) \quad \text{and} \quad L^1_{p,q} = H_q(D_{*q}, \partial^v) \Rightarrow H_{p+q}(\text{Tot}(D)_*).
\]

The differentials on the first page $E^1$ are induced by $\pm \partial^v$, the differentials on $L^1$ are induced by $\partial^h$.

For us, double complexes arise in the following situation: Fix a group $G$ and let $(F_*, \partial^F)$ and $(C_*, \partial^C)$ be chain complexes of $G$-modules. Assume that both $F$ and $C$ have only finitely many modules in negative dimensions. Then $D_{p,q} = F_p \otimes_G C_q$ with the differentials $(\partial^F \otimes_G \text{id})$ and $(\text{id} \otimes_G \partial^C)$ is a bounded double complex.

The total complex of this double complex coincides with the tensor product of chain complexes $(F \otimes_G C)_*$:

\[
\text{Tot}(D_{p,q})_k = (F \otimes_G C)_k := \bigoplus_{p+q=k} F_p \otimes_G C_q
\]

with differential induced by

\[
\partial^F \otimes_G \partial^C(f_p \otimes_G c_q) = \partial^F(f_p) \otimes_G \partial^C(c_q) + (-1)^p f_p \otimes_G \partial^C(c_q).
\]

Proposition 6.4.2 specialises to the following corollary.

**Corollary 6.4.3** There are two spectral sequences both converging to the homology of the tensor product complex

\[
E^1_{p,q} = H_q(F_*, C_p) \quad \text{and} \quad L^1_{p,q} = H_q(F_p, C_*) \Rightarrow H_{p+q}(F \otimes_G C).
\]

The differentials on the first page are induced by $\pm \text{id} \otimes_G \partial^C$ and $(\partial^F \otimes_G \text{id})$, respectively.

Note that, if $F_*$ is a chain complex of free $G$-modules, each module $F_p$ is $\mathbb{Z}G$-free and hence $\mathbb{Z}G$-flat, and we obtain

\[
L^2_{p,q} = H_p(F_*, H_q(C)) \Rightarrow H_{p+q}(F \otimes_G C).
\]

In particular, if $F_* = F_*(G)$ is the standard resolution of $\mathbb{Z}$ over $\mathbb{Z}G$ and if the chain complex $C_*$ is an exact complex of $G$-modules, we obtain
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Corollary 6.4.4 Let $G$ be a group and let $C_*$ be an exact chain complex of $G$-modules. Then there is a spectral sequence

$$E^1_{p,q} = H_q(G; C_p) \Rightarrow 0$$

which converges to zero.

We will later also use transposed double complexes as follows: Let $F_*$ and $C_*$ be chain complexes of $G$-modules. We denote the transposed tensor complex by $F \otimes^T_G C$:

$$(F \otimes^T_G C)_k := \bigoplus_{p+q=k} F_p \otimes G C_q$$

with differential induced by

$$\partial^{F \otimes^T_G C}(f_p \otimes_G c_q) = (-1)^q \partial^F (f_p) \otimes G c_q + f_p \otimes G \partial^C (c_q).$$

This is obviously the total complex of the double complex $(F_q \otimes_G C_p)_{p,q}$.

Lemma 6.4.5 The chain map $F \otimes G C \to F \otimes^T_G C$ given on the basis by

$$f_p \otimes_G c_q \mapsto (-1)^p f_p \otimes_G c_q$$

induces isomorphisms on homology $H_*(F \otimes_G C) \cong H_*(F \otimes^T_G C)$.

Proof It is easy to see that this map is a chain map. It is obviously bijective and induces hence an isomorphism on homology.

6.5 Equivariant homology

We will now specialise Corollary 6.4.3 to the case where $C_* = C_*(X)$ is the complex of cellular chains of a CW complex. The following construction can also be found in [Bro82, VII.7 and VII.8].

Definition 6.5.1 Let $X$ be a CW complex and let $G$ be a group acting on $X$ by homeomorphisms. The group action is called cellular if the image of any cell is again a cell. We say that the group $G$ acts without inversions if the setwise stabiliser of each cell in $G$ also fixes the cell pointwise.

A simple example for a cellular action is the action induced by a simplicial action on the geometric realisation of a simplicial complex. If the simplicial complex is a colourable chamber complex and the group action is type-preserving, then the induced cellular action is without inversions.
Theorem 6.5.2 If a group $G$ acts without inversions on a contractible CW complex $X$ and if $\Sigma_p$ is a system of representatives for the $p$-cells of $X$, there is a spectral sequence
\[ E_{p,q}^1 = \bigoplus_{\sigma \in \Sigma_p} H_q(G_{\sigma}) \Rightarrow H_{p+q}(G). \]
In particular, we have $E_{p,0}^1 \cong \bigoplus_{\sigma \in \Sigma_p} \mathbb{Z}$ and the differential $d_{p,0}^1$ is induced by the differential $\partial_p$ on cellular chains. This results in
\[ E_{p,0}^2 \cong H_p(G \setminus X). \]

**Proof** Let $F_\ast$ be a free resolution of $\mathbb{Z}$ over $\mathbb{Z}G$. We apply Corollary 6.4.3 to obtain two spectral sequences
\[ E_{p,q}^1 = H_q(G, C_p(X)) \]
\[ L_{p,q}^1 = H_q(F_p \otimes_G C_\ast(X)) \Rightarrow H_{p+q}(F \otimes_G C(X)). \]
As before, since $F_p$ is a free $G$-module, we obtain $L_{p,q}^1 \cong F_p \otimes_G H_q(X)$, which vanishes except for $q = 0$ since $X$ is contractible. The spectral sequence $L$ hence collapses on the second page and we obtain isomorphisms $H_\ast(G) \cong H_\ast(F \otimes_G C(X))$.

On the other hand, notice that $C_p(X)$ decomposes as a direct sum
\[ C_p(X) = \bigoplus_{\sigma \in \Sigma_p} G \otimes_{G_{\sigma}} \mathbb{Z}, \]
since the group acts without inversions (otherwise, we would have a module $\mathbb{Z}_{\sigma}$ on the right, which is twisted by elements of $G$ if the orientation of the cell $\sigma$ changes, see [Bro82, VII.7]). By Shapiro’s Lemma 5.2.11, we obtain
\[ E_{p,q}^1 \cong \bigoplus_{\sigma \in \Sigma_p} H_q(G_{\sigma}). \]
Since in particular we have $E_{p,0}^1 \cong \bigoplus_{\sigma \in \Sigma_p} \mathbb{Z}$ and the differential on the first page is induced by the cellular differential on $C_\ast(X)$, we obtain the desired result on $d_1$. \qed

Corollary 6.5.3 If the stabilisers $G_{\sigma}$ are finite for all cells $\sigma \in X$, we have
\[ H_\ast(G; \mathbb{Q}) \cong H_\ast(G \setminus X; \mathbb{Q}). \]

**Proof** This follows easily from Theorem 6.5.2 and the fact that rational homology of finite groups vanishes except for $H_0$ by Proposition 5.2.13. \qed

### 6.6 The Lyndon/Hochschild-Serre spectral sequence

The Lyndon/Hochschild-Serre spectral sequence is a well-known tool in group homology. Nevertheless, we give a short summary of its construction in [Bro82, VII.6] since we will need this in Chapter 9. Consider an exact sequence of groups
\[ 1 \to H \to G \to Q \to 1. \]
Write \( F_*(G) \) for the standard resolution of \( \mathbb{Z} \) over \( \mathbb{Z}G \), this is a free resolution of \( \mathbb{Z} \) over \( \mathbb{Z}H \) as well. Let \( M \) be a \( G \)-module. It is not difficult to see that

\[
F_*(G) \otimes_G M \cong (F_*(G) \otimes_H M) \otimes_Q \mathbb{Z}.
\]

Now set \( C_\ast = (F_*(G) \otimes_H M) \) and consider the standard resolution \( F_*(Q) \) of \( \mathbb{Z} \) over \( \mathbb{Z}Q \). By Corollary 6.4.3 applied to the tensor product \( F(Q) \otimes Q C \), there are two spectral sequences

\[
E_1^{p,q} = H_q(Q; C_p) \quad \text{and} \quad L_1^{p,q} = H_q(F_p(Q) \otimes_Q C_\ast) \Rightarrow H_{p+q}(F(Q) \otimes Q C).
\]

Since \( F_p(Q) \) is a free \( Q \)-module, the functor \( (F_p(Q) \otimes Q -) \) is exact and we obtain

\[
L_2^{p,q} = H_p(Q; H_q(C)) = H_p(Q; H_q(H; M)).
\]

Now note that \( \mathbb{Z}G \otimes_H M \cong \mathbb{Z}(G/H) \otimes_Z M = \mathbb{Z}Q \otimes_Z M \). Hence \( H_q(Q; \mathbb{Z}G \otimes_H M) = 0 \) for \( q > 0 \) by Corollary 5.2.12 and hence also \( H_q(Q, C_p) = 0 \) for all \( p \) and all \( q > 0 \), since \( F_p(G) \) is a free \( \mathbb{Z}G \)-module for all \( p \). We obtain

\[
E_1^{p,q} = \begin{cases} H_0(Q; C_p) \cong (F_p(G) \otimes_H M) \otimes Q \mathbb{Z} \cong F_p(G) \otimes_G M & \text{for } q = 0 \\ 0 & \text{otherwise}. \end{cases}
\]

The spectral sequence collapses hence on the second page and we have \( E_2^{p,0} = H_p(G; M) \). This proves

**Theorem 6.6.1 (Lyndon/Hochschild-Serre)**

*Given a short exact sequence of groups*

\[
1 \to H \to G \to Q \to 1,
\]

*there is a convergent spectral sequence*

\[
L_2^{p,q} = H_p(Q; H_q(H; M)) \Rightarrow H_{p+q}(G; M).
\]
7 Complexes of groups

We will define complexes of groups and their underlying geometric objects: small categories without loops. In addition, we consider metric properties of complexes of groups which ensure the existence of universal covers. The standard reference for this topic is [BH99, Chapter III.C].

7.1 Small categories without loops

The quotient of a simplicial complex by a simplicial (even type-preserving) group action is, in general, no longer a simplicial complex. It is hence more natural to consider polyhedral complexes when studying quotients. It turns out that the right combinatorial object we consider to describe a polyhedral complex is a small category without loops, in short scwol. Intuitively, it can be thought of as the barycentric subdivision of the polyhedral complex which ‘remembers’ the inclusion relation. Figure 7.1 can be used to visualise the following definitions.

![Figure 7.1: The scwol associated to a simplex](image)

We will introduce small categories without loops following [BH99, III.C], but changing the notation slightly by denoting vertices by \( v, w \) instead of \( \sigma, \tau \).

**Definition 7.1.1** A small category without loops (scwol) is a set \( X \) which is the disjoint union of a vertex set \( V(X) \) and an edge set \( E(X) \) together with initial and terminal vertex maps \( i, t : E(X) \to V(X) \). We denote by \( E^{(2)}(X) \) the set of pairs \( (a, b) \in E(X) \times E(X) \) such that \( i(a) = t(b) \) and require the existence of a composition map \( E^{(2)}(X) \to E(X) \), \((a, b) \mapsto ab\), satisfying:

- For all \((a, b) \in E^{(2)}(X)\), we have \( i(ab) = i(b) \) and \( t(ab) = t(a) \).
- For all \( a, b, c \in E(X) \), if \( i(a) = t(b) \) and \( i(b) = t(c) \), then \((ab)c = a(bc)\), which can hence be denoted by \( abc \). (Associativity)
- For each \( a \in E(X) \), we have \( i(a) \neq t(a) \). (No loops condition)
We write \( E^{(k)}(\mathcal{X}) \) for the \( k \)-chains of composable edges \((a_1, \ldots, a_k)\) such that \((a_i a_{i+1}) \in E^{(2)}(\mathcal{X})\). By convention \( E^{(0)}(\mathcal{X}) = V(\mathcal{X})\).

The dimension of \( \mathcal{X} \) is the supremum of integers \( k \) such that \( E^{(k)}(\mathcal{X}) \neq \emptyset \).

**Example 7.1.2** We can associate a scwol to any partially ordered set \((P, \leq)\), in particular to any simplicial complex, as follows:

The set of vertices is \( P \), and the edges are ordered pairs \((p, q) \in P^2\) such that \( p \leq q \), where \( i(p, q) = q, t(p, q) = p \) and composition is given by \((p, q)(q, r) = (p, r)\).

**Construction** We can also associate a scwol \( \mathcal{X} \) to any \( M_\infty \)-polyhedral complex \( K \) by forming the partially ordered set of cells of \( K \) ordered by inclusion and taking the associated scwol.

Conversely, associated to any scwol \( \mathcal{X} \) there is the geometric realisation \( |\mathcal{X}| \), a polyhedral complex whose vertices are in bijection to \( V(\mathcal{X}) \) and whose \( k \)-simplices correspond to \( k \)-chains of composable edges in \( E(\mathcal{X}) \). We will now construct this polyhedral complex and we will endow it with a standard Euclidean metric.

**Construction (III.C.1.3 in [BH99])** Let \( \Delta^k \) be the standard \( k \)-simplex, that is, the convex hull of the standard basis vectors in \( \mathbb{R}^{k+1} \). For \( k > 1 \) and \( i = 0, \ldots, k \), let \( \partial_i : E^{(k)}(\mathcal{X}) \to E^{(k-1)}(\mathcal{X}) \) be the maps defined by

\[
\begin{align*}
\partial_0(a_1, \ldots, a_k) &= (a_2, \ldots, a_k) \\
\partial_i(a_1, \ldots, a_k) &= (a_1, \ldots, a_i a_{i+1}, \ldots, a_k) & \text{for } 0 < i < k \\
\partial_k(a_1, \ldots, a_k) &= (a_1, \ldots, a_{k-1})
\end{align*}
\]

For \( k = 1 \), we define \( \partial_0(a) = i(a) \) and \( \partial_1(a) = t(a) \). By the associativity relation, we have \( \partial_i \partial_j = \partial_j \partial_i \) for \( i < j \).

Correspondingly, we define maps \( d_i : \Delta^{k-1} \to \Delta^k \) for \( i = 0, \ldots, k \) via

\[
d_i(t_{0}, \ldots, t_{k-1}) = (t_0, \ldots, t_{i-1}, 0, t_i, \ldots, t_{k-1}).
\]

In particular, \( d_j(\Delta_{k-1}) \) is the face of \( \Delta^k \) consisting of points \((t_0, \ldots, t_k)\) such that \( t_j = 0 \).

More generally, the face of codimension \( r \) given by \( t_{i_1} = \cdots = t_{i_r} = 0 \) for \( i_1 > \cdots > i_r \) is given by \( d_{i_1} \cdots d_{i_r}(\Delta^{k-r}) \).

Obviously \( d_id_j = d_{j+1}d_i \) for all \( i \leq j \).

**Definition 7.1.3** The geometric realisation of a scwol \( \mathcal{X} \) is given by

\[
|\mathcal{X}| := \left( \bigcup_{\substack{k \geq 0 \\ A \in E^{(k)}(\mathcal{X})}} \Delta^k \times \{A\} \right) / \sim,
\]

where the equivalence relation \( \sim \) is generated by

\[
(d_i(x), A) \sim (x, \partial_i(A))
\]

for \((x, A) \in \Delta^{k-1} \times E^{(k)}(\mathcal{X})\). The geometric realisation is a piecewise Euclidean complex whose \( k \)-cells are all isometric to \( \Delta^k \).
Remark (III.C.1.3.3 in [BH99]) As described above, we have endowed the geometric realisation $|\mathcal{X}|$ with the intrinsic metric coming from the standard simplices $\Delta^k$. We will later identify each simplex $\Delta^k \times \{A\}$ with a simplex in some $M^n_0$ such that the inclusions $(x, \partial_i A) \mapsto (d_i(x), A)$ are isometries. In this fashion, we obtain a metric on $|\mathcal{X}|$ as a different piecewise Euclidean complex. If the set of isometry classes of simplices we use is finite, then the topology associated to this new metric is the same as the topology defined above.

It can be shown that the geometric realisation of the scwol associated to a piecewise Euclidean complex is its barycentric subdivision, a concept we have not defined for piecewise Euclidean complexes but of which the intuition should be clear.

Definition 7.1.4 An automorphism of a scwol $\mathcal{X}$ is a map $\mathcal{X} \to \mathcal{X}$ that maps $V(\mathcal{X})$ to $V(\mathcal{X})$ and $E(\mathcal{X})$ to $E(\mathcal{X})$ and that commutes with $i$, $t$ and the composition.

An action of a group $G$ on a scwol $\mathcal{X}$ is a homomorphism from $G$ to the group of automorphisms of $\mathcal{X}$ such that

- for all $a \in E(\mathcal{X})$ and $g \in G$, we have $g(i(a)) \neq i(a)$ and
- for all $g \in G$ and $a \in E(\mathcal{X})$, if $g(i(a)) = i(a)$ then we have $g(a) = a$.

These conditions ensure that the quotient scwol $G \backslash \mathcal{X} = \mathcal{Y}$ is well-defined, where $V(\mathcal{Y}) = G \backslash V(\mathcal{X})$ and $E(\mathcal{Y}) = G \backslash E(\mathcal{X})$ and where composition and the initial and terminal vertex maps factorise naturally.

We also need the definition of the lower and upper links.

Definition 7.1.5 Let $v \in V(\mathcal{X})$ be a vertex in a scwol $\mathcal{X}$. The lower link $L^v(\mathcal{X})$ is given by

$$V(L^v(\mathcal{X})) = \{a \in E(\mathcal{X}) : i(a) = v\},$$

$$E(L^v(\mathcal{X})) = \{(a, b) \in E^{(2)}(\mathcal{X}) : i(b) = v\},$$

with $i(a, b) := b$, $t(a, b) := ab$. Since all scwols in this thesis are at most two-dimensional, the lower link is at most one-dimensional and we do not define the composition of edges.

Definition 7.1.6 Let $v \in V(\mathcal{X})$ be a vertex in a scwol $\mathcal{X}$. The upper link $L^v(\mathcal{X})$ is given by

$$V(L^v(\mathcal{X})) = \{a \in E(\mathcal{X}) : t(a) = v\},$$

$$E(L^v(\mathcal{X})) = \{(a, b) \in E^{(2)}(\mathcal{X}) : t(a) = v\},$$

with $i(a, b) := ab$, $t(a, b) := a$. Again, we do not define composition.

To construct local developments, we need to define the join of scwols, which is in complete analogy to the join of simplicial complexes.
Define $7.1.7$ Let $X$ and $X'$ be two CWs. The join $X \ast X'$ of $X$ and $X'$ is the CW $V(X \ast X') = V(X) \sqcup V(X')$

and with edge set

$E(X \ast X') = E(X) \sqcup E(X') \sqcup \{v \ast v' : v \in V(X), v' \in V(X')\}$.

The maps $i, t$ are given by the respective maps on $E(X)$ and $E(X')$ and by $i(v \ast v') = v'$, $t(v \ast v') = v$. The new compositions are given by

$a(i(a) \ast v') = (t(a) \ast v')$, $(v \ast t(a'))a' = (v \ast i(a'))$.

Note that the join is asymmetric: in general, we have $X \ast X' \not\sim X' \ast X$.

Define $7.1.8$ For any CW $X$ and for any vertex $v \in V(X)$, we define

$X(v) := \text{Lk}^v(X) \ast \{v\} \ast \text{Lk}_v(X)$.

This CW can be thought of as the closed star around $v$. However, in general, the canonical map $X(v) \to X$ is not injective. It is injective if and only if two distinct edges with terminal or initial vertex $v$ have different initial or terminal vertices, respectively. In any case, there is an affine isomorphism of the open star of $v$ in $|X(v)|$ onto the open star of $v \in |X|$. See [BH99, III.C.1.17] for a more detailed discussion.

### 7.2 Complexes of groups

Suppose a group $G$ acts on an $M_\kappa$-polyhedral complex $X$ by isometries preserving the polyhedral structure. We would like to endow the quotient polyhedral complex with additional structure which allows us to reconstruct the group $G$ and the complex $X$. If we pass to the associated CW, the additional structure is exactly a complex of groups.

**Definition 7.2.1** Let $\mathcal{Y}$ be a CW. A complex of groups $G(\mathcal{Y}) = (G_v, \psi_a, g_{a,b})$ over $\mathcal{Y}$ is given by the following data:

1. A 'local group' $G_v$ for each vertex $v \in V(\mathcal{Y})$.
2. A monomorphism $\psi_a : G_{i(a)} \to G_{t(a)}$ for each edge $a \in E(\mathcal{Y})$.
3. A 'twisting element' $g_{a,b} \in G_{t(a)}$ for each pair of composable edges $(a, b) \in E(2)(\mathcal{Y})$.

We impose the following compatibility conditions:

- $\text{Ad}(g_{a,b})(\psi_{ab}) = \psi_a \psi_b$, where $\text{Ad}(g_{a,b})$ is the conjugation by $g_{a,b}$ in $G_{t(a)}$.
- For each triple $(a, b, c) \in E(3)(\mathcal{Y})$, we have the cocycle condition

$$\psi(g_{b,c})g_{a,bc} = g_{a,b}g_{ab,c}.$$
A complex of groups is called simple if all twisting elements are trivial.

**Remark** For all the complexes of groups we construct explicitly in this thesis, the underlying scwol is at most two-dimensional. In particular, the second compatibility condition will always be fulfilled. The first condition will also be trivially fulfilled, since all vertex groups whose vertices are initial vertices of a pair of composable edges \((a, b)\) will be trivial.

If a group \(G\) acts on a scwol \(\mathcal{X}\), there is a natural way to construct a quotient complex of groups \(G \backslash \mathcal{X}\) over the quotient scwol \(G \backslash \mathcal{Y}\), see also [BH99, III.C.2.9].

**Construction 7.2.2** Let \(G\) be a group acting on a scwol \(\mathcal{X}\). Let \(\mathcal{Y} = G \backslash \mathcal{X}\) be the quotient scwol and let \(p : \mathcal{X} \rightarrow \mathcal{Y}\) be the associated projection. We will construct a complex of groups with underlying scwol \(\mathcal{Y}\), the quotient complex of groups \(G \backslash \mathcal{X}\).

For the local groups, we do the following: For each vertex \(v \in V(\mathcal{Y})\), we choose a preimage vertex \(\overline{v} \in V(\mathcal{X})\) such that \(p(\overline{v}) = v\). We set \(G_v := G_{\overline{v}}\) to be the stabiliser of the vertex \(\overline{v}\).

Now by the definition of a group action on a scwol, for each edge \(a \in E(\mathcal{Y})\) with \(i(a) = v\) there is a unique edge \(\overline{a} \in E(\mathcal{X})\) such that \(p(\overline{a}) = a\) and \(i(\overline{a}) = \overline{v}\). But, if \(u = t(a)\), then in general \(\overline{u} \neq t(\overline{a})\) and we choose \(h_a \in G\) such that \(h_a(t(\overline{a})) = \overline{u}\). See Figure 7.2 for a diagram illustrating these choices.

For the edge \(a \in E(\mathcal{Y})\) we then define the monomorphism \(\psi_a : G_{i(a)} \rightarrow G_{t(a)}\) by

\[
\psi_a(g) = h_a g h_a^{-1}.
\]
For composable edges \((a, b) \in E^{(2)}(Y)\), define
\[
g_{a,b} = h_ah_bh_{ab}^{-1}.
\]
It is easy to verify that this is a complex of groups.

**Definition 7.2.3** A complex of groups arising in this fashion from a group action on a scwol is called developable.

**Definition 7.2.4** A morphism \(\varphi\) from a complex of groups \(G(Y)\) to a group \(G\) consists of a homomorphism \(\varphi_v : G_v \to G\) for each \(v \in V(Y)\) and an element \(\varphi(a) \in G\) for each \(a \in E(Y)\) such that
\[
\varphi_t(a)\psi_a = \text{Ad}(\varphi(a))\varphi_i(a)\quad \text{and} \quad \varphi_t(a)(g_{a,b})\varphi(ab) = \varphi(a)\varphi(b).
\]
The morphism \(\varphi\) is injective on the local groups if each homomorphism \(\varphi_v\) is injective.

**Example 7.2.5** Given a group \(G\) acting on a scwol \(X\), we construct the quotient complex of groups \(G/X\) as above. The natural inclusions \(G_v \to G\) and the map \(\varphi(a) = h_a\) induces a morphism from the complex of groups \(G/X\) to the group \(G\) which is injective on the local groups.

The notation in the following definition differs from the one in [BH99]. In addition, we have simplified the presentation slightly. It is very easy to see that this definition is equivalent to the one in the aforementioned book.

**Definition 7.2.6** Let \(G(Y)\) be a complex of groups. We consider the associated graph with vertex set \(V(Y)\) and edge set \(E(Y)\). Choose a maximal tree \(T\) in this graph. The fundamental group \(\pi_1(G(Y), T)\) of \(G(Y)\) with respect to \(T\) is generated by the set
\[
\prod_{v \in V(Y)} G_v \sqcup \{k_a : a \in E(Y)\}
\]
subject to the relations in the groups \(G_v\) and to
\[
\begin{align*}
k_a k_b &= g_{a,b} k_{ab} & \forall (a, b) \in E^{(2)}(Y) \\
\psi_a(g) &= k_a g k_a^{-1} & \forall a \in E(Y), \forall g \in G_i(a) \\
k_a &= 1 & \forall a \in T.
\end{align*}
\]
It can be shown that fundamental groups associated to different maximal trees are isomorphic. Consequently, we will usually omit \(T\) and we will simply write \(\pi_1(G(Y))\). The fundamental group is particularly simple to describe in the following situation.

**Remark (III.C.3.11(1) in [BH99])** If \(G(Y)\) is a simple complex of groups and if \(Y\) is simply connected, then all elements \(k_a\) are necessarily trivial and the fundamental group \(\pi_1(G(Y))\) is the direct limit (or colimit in the category of groups) of the system of groups consisting of the groups \(G_v\) and the morphisms \(\psi_a\). For a discussion of direct limits, see [BH99, II.12.12] or [Ser80, §1].
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In the case of a group acting on a scwol, we obtain a natural morphism.

**Remark** Let a group \( G \) act on a scwol \( \mathcal{X} \). If the quotient complex of groups \( G\backslash\mathcal{X} \) is constructed such that there is a maximal tree in \( G\backslash\mathcal{X} \) such that \( h_a = 1 \) for all \( a \in T \), the natural morphism \( \varphi : G\backslash\mathcal{X} \rightarrow G \) induces a homomorphism

\[
\pi_1(\varphi) : \pi_1(G\backslash\mathcal{X}) \rightarrow G
\]

where \( \pi_1(\varphi)|_{G_v} \) is the inclusion into \( G \) and where \( \pi_1(\varphi)(k_a) = h_a \). For a detailed discussion of this construction see \[BH99, III.C.3.1\].

**Theorem 7.2.7 (Theorems III.C.2.13 and III.C.3.13 in [BH99])**

Associated to each developable complex of groups \( G(Y) \), there is a simply connected scwol \( \mathcal{X} \), called the universal cover or development of \( Y \) on which \( \pi_1(G(Y)) \) acts such that \( G(Y) \) is isomorphic to the complex of groups \( \pi_1(G(Y))\backslash\mathcal{X} \).

**Construction 7.2.8** We will require the precise construction of the universal cover \( \mathcal{X} \) later on. Abbreviate \( \Gamma := \pi_1(G(Y)) \). Then write \( \varphi_v : G_v \rightarrow \Gamma \) for the canonical homomorphisms, which are injective if and only if \( Y \) is developable. The universal cover \( \mathcal{X} \) is given by

\[
V(\mathcal{X}) := \left\{ (g\varphi_v(G_v), v) : g \in \Gamma, v \in V(Y) \right\},
\]

\[
E(\mathcal{X}) := \left\{ (g\varphi_i(a)(G_i(a)), a) : g \in \Gamma, a \in E(Y) \right\},
\]

with initial and terminal vertex maps

\[
i((g\varphi_i(a)(G_i(a)), a)) := (g\varphi_i(a)(G_i(a)), i(a))
\]

\[
t((g\varphi_i(a)(G_i(a)), a)) := (gk_a^{-1}\varphi_i(a)(G_i(a)), t(a)).
\]

The composition is defined as follows

\[
(g\varphi_i(a)(G_i(a)), a)(h\varphi_i(b)(G_i(b)), b) = (h\varphi_i(b)(G_i(b)), ab).
\]

These edges are composable if \( a \) and \( b \) are composable and if

\[
g\varphi_i(a)(G_i(a)) = hk_b^{-1}\varphi_i(a)(G_i(a)).
\]

**Remark** If \( Y \) is finite and all vertex groups are finite, then the universal cover \( \mathcal{X} \) is locally finite. In particular, the geometric realisation \(|\mathcal{X}|\) is a locally compact piecewise Euclidean complex.

The fundamental group then acts cocompactly on the geometric realisation with finite vertex stabilisers, see Section 10.1.
7.3 Developability and non-positive curvature

However, not all complexes of groups are developable. If the polyhedral complex \(|\mathcal{Y}|\) is endowed with a locally Euclidean metric then there is a criterion for developability assuming non-positive curvature on the local development.

The local development is constructed in analogy to the complex \(\mathcal{Y}(v)\), but using a modified upper link.

**Definition 7.3.1** For a vertex \(v \in V(\mathcal{Y})\) in a complex of groups \(G(\mathcal{Y})\) we define the scwol \(Lk_v(\mathcal{Y})\) as follows:

\[
V(Lk_v(\mathcal{Y})) = \left\{ \left( g\psi_a(G_i(a)), a : a \in E(\mathcal{Y}), t(a) = v, g\psi_a(G_i(a)) \in G_v/\psi_a(G_i(a)) \right) \right\},
\]

\[
E(Lk_v(\mathcal{Y})) = \left\{ \left( g\psi_{ab}(G_i(b)), a, b : (a, b) \in E^2(\mathcal{Y}), t(a) = v, g\psi_{ab}(G_i(b)) \in G_v/\psi_{ab}(G_i(b)) \right) \right\}.
\]

The maps \(i, t : E(Lk_v(\mathcal{Y})) \to V(Lk_v(\mathcal{Y}))\) are defined by

\[
i \left( g\psi_{ab}G_i(b), a, b \right) = \left( g\psi_{ab}(G_i(b)), ab \right),
\]

\[
t \left( g\psi_{ab}G_i(b), a, b \right) = \left( gg_{a,b}^{-1}\psi_{ab}(G_i(b)), a \right).
\]

Again, we omit the definition of the composition of edges.

**Definition 7.3.2** For any vertex \(v \in V(\mathcal{Y})\) of a complex of groups \(G(\mathcal{Y})\), we define the local development of the complex of groups \(G(\mathcal{Y})\) at the vertex \(v\) to be the scwol \(\mathcal{Y}(v := Lk_v(\mathcal{Y}) * \{ v \} * Lk_v(\mathcal{Y})\).

Notation: We write \(St(\mathcal{v}) = |\mathcal{Y}(v)|\) for the geometric realisation of \(\mathcal{Y}(v)\) and \(st(\mathcal{v})\) for the open star of \(\mathcal{v}\) in \(St(\mathcal{v})\).

There is a natural projection of \(St(\mathcal{v})\) onto the closed star \(St(v)\) of the vertex \(v\). Assume that the geometric realisation \(|\mathcal{Y}|\) of \(\mathcal{Y}\) is endowed with a locally Euclidean metric as described in the remark after Definition 7.1.3. Then \(St(v)\) is endowed with the induced metric, and we can endow \(St(\mathcal{v})\) and its subspace \(st(\mathcal{v})\) with a locally Euclidean metric such that the aforementioned projection is isometric on every simplex.

**Proposition 7.3.3** (III.4.11 in [BH99]) Assume the complex of groups \(G(\mathcal{Y})\) is developable and let \(\mathcal{X}\) be the universal cover. Let \(v \in V(\mathcal{Y})\) and choose a preimage \(\mathcal{v} \in V(\mathcal{X})\) of \(v\). Then there is a \(G_v\)-equivariant isometry \(st(\mathcal{v}) \to st(\mathcal{v})\).

Hence we have a precise understanding of the local structure of the universal cover, even though the global structure may be complicated.

**Definition 7.3.4** If \(|\mathcal{Y}|\) can be endowed with a locally Euclidean metric such that for every vertex \(v\) of \(G(\mathcal{Y})\) the metric space \(st(\mathcal{v})\) is \(CAT(0)\), we say that the complex of groups is non-positively curved.
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Theorem 7.3.5 (Bridson-Haefliger, III.C.4.17 in [BH99])
A non-positively curved complex of groups is developable.

We will use the following criterion later on.

Proposition 7.3.6 (III.C.4.18 in [BH99]) If for every vertex for every vertex \( v \in V(\mathcal{Y}) \) the geometric link \( \text{Lk}(\tilde{v}, \text{st}(\tilde{v})) \) is CAT(1), then the complex of groups is non-positively curved and hence developable.

7.4 Presentations by group actions

If a group \( G \) acts on a scwol \( \mathcal{X} \), there is an explicit presentation of the fundamental group \( \pi_1(|\mathcal{X}|) \) involving stabilisers and the fundamental group \( \pi_1(G\setminus\mathcal{X}) \) of the quotient complex of groups.

Theorem 7.4.1 Let \( \mathcal{X} \) be a scwol and let \( G \) act on \( \mathcal{X} \). Assume that the quotient scwol \( G\setminus\mathcal{X} \) is connected, and construct the quotient complex of groups \( G\setminus\mathcal{X} \). Let \( \varphi : G\setminus\mathcal{X} \rightarrow G \) be the natural morphism, and let
\[
\pi_1(\varphi) : \pi_1(G\setminus\mathcal{X}) \rightarrow G
\]
be the induced morphism on the fundamental group. Then
\[
\pi_0(|\mathcal{X}|) \cong G/\text{im}(\pi_1(\varphi)).
\]
If \( \mathcal{X} \) is connected, we have
\[
\pi_1(|\mathcal{X}|) \cong \ker(\pi_1(\varphi)).
\]

Proof This is the content of [BH99, III.C.3.14], using that the development \( D(G\setminus\mathcal{X}, \varphi) \) which we have not defined in this thesis is isomorphic to the scwol \( \mathcal{X} \) by [BH99, III.C.2.13(2)].

We can apply this theorem to a simplicial action of a group \( G \) on a simplicial complex \( X \).

Theorem 7.4.2 Let \( X \) be a simplicial complex and let \( G \) act on \( X \) simplicially. Assume that there is a subcomplex \( \mathcal{Y} \subset X \) which is a strict fundamental domain, that is, \( \mathcal{Y} \) meets every orbit of simplices in exactly one simplex. Denote the subgroup of \( G \) generated by all stabilisers of simplices in \( \mathcal{Y} \) by \( G_0 \). Then we have the following:

- If \( \mathcal{Y} \) is connected, we have \( \pi_0(|X|) \cong G/G_0 \).
- If \( \mathcal{Y} \) is also simply connected, we have \( \pi_1(|X|) \cong \ker(\lim\{G_s : s \in \mathcal{Y}\} \rightarrow G_0) \), where the direct limit is taken over the system of stabilisers of simplices in \( \mathcal{Y} \) with the natural inclusions.
Proof Consider the scwol $\mathcal{X}$ associated to the simplicial complex $X$. Since $Y$ is a strict fundamental domain, the associated sub-scwol $\mathcal{Y}$ is isomorphic to the quotient scwol $G \backslash \mathcal{X}$. In addition, the quotient complex of groups $G \backslash \mathcal{X}$ is a simple complex of groups. In particular, the image of $\pi_1(\varphi) : G \backslash \mathcal{X} \to G$ is the subgroup $G_0$. Then apply Theorem 7.4.1 to obtain the first claim.

If $Y$ is simply connected, then we can apply the same theorem to a connected component $X_0$ of $X$ with the $G_0$-action to obtain the description of $\pi_1(|X|)$ as the kernel of

$$\pi_1(\varphi_0) : G_0 \backslash X_0 \to G_0.$$ 

By the remark after Definition 7.2.6, the fundamental group $\pi_1(G_0 \backslash X_0)$ is exactly the direct limit $\lim\{G_s : s \in Y\}$. ∎
8 Wagoner complexes

In this chapter, we construct Wagoner complexes \( \mathcal{W}(G) \) associated to groups \( G \) of Kac-Moody type. The main features of these complexes are their homotopy groups, which are related to the integral group homology of \( G \) if the associated root datum is 2-spherical. The original motivation for the definition of Wagoner complexes was their strong connection to algebraic \( K \)-theory, which is also detailed below. Finally, we also introduce affine Wagoner complexes associated to groups having a root datum with valuation.

Our results in this chapter are also contained in [Ess09c]. The reader might want to re-read Section 1.1 for an overview of the results of this chapter.

8.1 The definition of Wagoner complexes

Throughout this chapter, let \((W, S)\) be a Coxeter system of rank at least 2 such that the associated Coxeter diagram has no isolated nodes. Let \( \Sigma = \Sigma(W, S) \) be the associated Coxeter complex. Denote by \( \Phi(W, S) \) the set of roots of \( \Sigma \) and let \( G \) be a group with a twin root datum \((G, (U_\alpha)_{\alpha \in \Phi(W, S)}, H)\) of type \((W, S)\) as in Definition 3.3.7.

We will say that a simplex \( s \in \Sigma \) is co-spherical if it is not the empty simplex and if the corresponding residue \( R_\Sigma(s) \) is of spherical type. We denote the set of co-spherical simplices by \( \Sigma^c \). The basic ‘building blocks’ for Wagoner complexes will be the following groups.

**Definition 8.1.1** For any simplex \( s \in \Sigma^c \) we define the group

\[
U_s := \langle U_\alpha : R_\Sigma(s) \subseteq \alpha \in \Phi(W, S) \rangle
\]

where \( R_\Sigma(s) \) is the residue of the simplex \( s \) in \( \Sigma \).

Remember that the parabolic subgroup \( P_s \) is the stabiliser subgroup of \( s \) in \( G \). We have \( U_s \leq P_s \).

By Proposition 3.3.8, there is a thick building \( X \) on which \( G \) acts strongly transitively. We also have a standard apartment \( \Sigma_0 \) in the building which we identify with \( \Sigma \), and a standard chamber \( c_0 \in \Sigma_0 \). If the root datum is spherical, the building is strictly Moufang by Proposition 3.3.9. If the root datum is non-spherical, we still have a regular action of root groups at the boundary of roots by Proposition 3.3.11, which is all we will use in the following. A simple consequence of this regular action is:

**Remark** We have that \( s \leq s' \) if and only if \( R_\Sigma(s) \supseteq R_\Sigma(s') \) which is equivalent to \( U_s \leq U_{s'} \).
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**Remark** By Theorem 3.3.6, the building $X$ is isomorphic to the set of standard cosets $\{gP_s : s \subseteq c_0, g \in G\}$ partially ordered by reverse inclusion. In this chapter, we will identify the building with this partially ordered set.

Generalising the construction by Wagoner in [Wag73], we define:

**Definition 8.1.2** The Wagoner complex $W(G)$ is the flag complex over the set of cosets $\{gU_s : s \in \Sigma^e, g \in G\}$ partially ordered by inclusion, which we write as follows:

$$W(G) := \text{Flag}(\{gU_s : s \in \Sigma^e, g \in G\}).$$

We call a Wagoner complex spherical if the root datum is of spherical type.

### 8.2 Simple properties of Wagoner complexes

Although we make no direct use of this, let us examine some interesting properties of spherical Wagoner complexes for further reference. Most of these results were already observed in [Pet04] or [Wag73].

We restrict ourselves to spherical Wagoner complexes in this section, because the corresponding results are more interesting. We will comment on the general situation at the end of this section. For the rest of this section, assume that $\Sigma = \Sigma(W, S)$ is of spherical type. Then we have $\Sigma^e = \Sigma \setminus \{\emptyset\}$.

**Definition 8.2.1** We define the standard apartment of $W(G)$ to be

$$\mathcal{A} := \text{Flag}(\{U_s : s \in \Sigma^e\}).$$

Left translates of the standard apartment will be called apartments.

A spherical Wagoner complex admits a natural projection onto the barycentric subdivision of the building, which is the flag complex over the building.

**Projection** Consider the following map of partially ordered sets

$$\tilde{p}_X : \{gU_s : s \in \Sigma^e, g \in G\} \to X$$

$$gU_s \mapsto gs.$$

This map is well-defined since $U_s \leq P_s$. In addition, it is easily seen to be order-preserving. In particular, it induces a surjective simplicial map $p_X : W(G) \to X'$ onto the barycentric subdivision of the building $X$.

The projection $p_X$ maps the standard apartment $\mathcal{A}$ bijectively onto the barycentric subdivision of the standard apartment $(\Sigma_0)'$ which justifies the terminology. Furthermore, the map $p_X$ induces a surjective map on singular homology: by the Solomon-Tits Theorem 3.2.5, the singular homology of the building $X$ is concentrated in top-dimension and it is generated by the apartments which are all images of apartments in $W(G)$.
Right $N$-action There is a right action of the group $N$ on the vertices of the Wagoner complex $\{gU_s : g \in G, s \in \Sigma^c\}$ by right multiplication:

$$gU_sn = gnU_{n^{-1}s}.$$ 

Since $U_c \cap N = \{1\}$ for any chamber $c$, this action is free. It induces a free right $N$-action on $\mathcal{W}(G)$ and we have $A_n = nA$. As already observed in [Pet04], the projection $|\mathcal{W}(G)| \rightarrow |\mathcal{W}(G)/N|$ is a fibration with discrete fibre $N$. The projection $p_X$ factors through $\mathcal{W}(G)/N$, since

$$\tilde{p}_X(gnU_{n^{-1}s}) = gn(n^{-1}s) = gs = \tilde{p}_X(gU_s).$$

If we consider a complex analogous to the Wagoner complex but replacing the groups $U_s$ by the proper parabolic subgroups, we obtain another simplicial complex with a right $N$-action. The quotient complex is isomorphic to the barycentric subdivision of the building. The following diagram summarises all these constructions.

$$\begin{array}{ccc}
\mathcal{W}(G) = \text{Flag}(\{gU_s : s \in \Sigma^c, g \in G\}) & \xrightarrow{mod\ N} & \text{Flag}(\{gP_s : s \in \Sigma^c, g \in G\}) \\
\xrightarrow{p_X} & & \xrightarrow{mod\ N}
\mathcal{W}(G)/N \cong \text{Flag}(\{gU_s : \emptyset \neq s \subseteq c_0, g \in G\}) & \xrightarrow{X'} & \text{Flag}(\{gP_s : \emptyset \neq s \subseteq c_0, g \in G\})
\end{array}$$

The general case In the general case for non-spherical root data, the concept of apartments and the above projection still make sense. The projection is then onto the flag complex over all co-spherical simplices of $X$, which is the simplicial complex underlying the Davis realisation of the building $X$ as in [Dav08, 18.2]. The Davis realisation is contractible, so the induced maps on homotopy and homology groups are necessarily trivial.

8.3 The Steinberg group

From now on, we will often require the following technical condition. Denote by $\Pi$ the set of simple roots of the root system $\Phi(W, S)$ which is given by all roots that contain the standard chamber $c_0$ but not all adjacent chambers. For roots $\alpha, \beta \in \Pi$, we let

$$X_\alpha := \langle U_\alpha \cup U_{-\alpha} \rangle, \quad X_{\alpha, \beta} := \langle X_\alpha \cup X_\beta \rangle.$$ 

Following Caprace in [Cap07], we consider the following condition, which excludes the possibility that $X_{\alpha, \beta}$ modulo its centre is isomorphic to some small finite groups.

$$X_{\alpha, \beta}/Z(X_{\alpha, \beta}) \nmid B_2(2), G_2(2), G_2(3), 2F_4(2) \quad \text{for all pairs } \{\alpha, \beta\} \subseteq \Pi. \quad (\text{Co}^*)$$

This condition will be required for most of the results later on. In addition, will will restrict ourselves to Coxeter complexes of 2-spherical type.
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**Definition 8.3.1** A Coxeter system is said to be 2-spherical if its diagram does not have any labels $\infty$, that is if all rank two residues are spherical.

The definition of the Steinberg group requires the concept of prenilpotent pairs of roots, root intervals and root group intervals defined in Sections 3.1.3 and 3.3.2. The following result describes the ‘shadow’ of a root group interval in a group $U_s$.

**Lemma 8.3.2** Let $\{\alpha, \beta\}$ be a prenilpotent, non-nested pair of roots. Let $s \in \alpha \cap \beta$ be a co-spherical simplex. Then one of the following holds.

- There is a prenilpotent, non-nested pair of roots $\{\gamma, \delta\}$ such that $R_\Sigma(s) \subset \gamma \cap \delta$ and such that $U_s \cap U_{\alpha, \beta} \subseteq U_{[\gamma, \delta]}$.
- There is a root $\gamma$ containing $R_\Sigma(s)$ such that $U_s \cap U_{\alpha, \beta} \subseteq U_{\gamma}$.

**Proof** The set of chambers in $R_\Sigma(s)$ is finite, and we denote the number of chambers in $R_\Sigma(s) \setminus (\alpha \cap \beta)$ by $n$. If $n = 0$, then $\{\alpha, \beta\}$ is already a pair of roots we are looking for. Otherwise, we will replace $U_{\alpha, \beta}$ iteratively by smaller groups as follows, always decreasing $n$ strictly.

If $n > 0$, then $R_\Sigma(s) \not\subseteq \alpha$ or $R_\Sigma(s) \not\subseteq \beta$. We fix a chamber $c \in R_\Sigma(s) \cap \alpha \cap \beta$, and a chamber $d \in -\alpha \cap -\beta$. Denote by $e$ the projection of $d$ onto $R_\Sigma(s)$ as in Proposition 3.1.19. Since the roots $-\alpha$ and $-\beta$ are convex and $d \in -\alpha \cap -\beta$, we have $e \in -\alpha \cap R_\Sigma(s)$ or $e \in -\beta \cap R_\Sigma(s)$. By Lemma 3.1.31, the minimal gallery from $c$ to $d$ through $e$ crosses one of the walls $\partial \alpha$ or $\partial \beta$ first among the walls of roots in $[\alpha, \beta]$. Assume that the gallery crosses the wall $\partial \alpha$ first. Then there is a chamber $c' \in -\alpha \cap R_\Sigma(s)$ such that $c' \in \gamma$ for all $\gamma \in (\alpha, \beta]$.

By Lemma 3.3.13, we have $U_{[\alpha, \beta]} = U_a U_{(\alpha, \beta]}$. Then

$$U_s \cap U_{[\alpha, \beta]} \subseteq U_s \cap U_{(\alpha, \beta]}$$

since every non-trivial element of $U_s$ cannot fix $c'$ by Proposition 3.3.11, while all elements of $U_{(\alpha, \beta]}$ and of $U_s$ fix $c'$. Now, by Lemma 3.1.30, either there is a root $\alpha'$ such that $U_{[\alpha, \beta]} = U_{[\alpha', \beta]}$ or $(\alpha, \beta] = \{\beta\}$.

In the first case, the number of chambers $n'$ in $R_\Sigma(s) \setminus (\alpha' \cap \beta)$ is strictly smaller than the number of chambers in $R_\Sigma(s) \setminus (\alpha \cap \beta)$, since the first one is a subset of the second and does not contain $c'$. If $n' = 0$, we are finished, otherwise we repeat the procedure.

In the second case, we have $U_{[\alpha, \beta]} = U_{\beta}$. Then either $R_\Sigma(s) \in \beta$ and we are done, or $U_{[\alpha, \beta]} \cap U_s \subseteq U_s \cap U_{\beta} = \{1\}$, in which case we can choose an arbitrary root $\gamma$ containing $R_\Sigma(s)$.

We will now introduce the Steinberg group following Tits in [Tit87]. The definition uses the concept of the direct limit of a system of groups as in [Ser80, §1]. Note that this is nothing but the colimit in the category of groups, or alternatively, the fundamental group of an appropriate simple complex of groups as in Definition 7.2.6.
Definition 8.3.3  The Steinberg group $\hat{G}$ associated to the group $G$ is the direct limit of the system of groups $U_\alpha$ and $U_{[\alpha,\beta]}$ with their natural inclusions for all roots $\alpha$ and all prenilpotent pairs of roots $\{\alpha, \beta\}$.

There is an improved characterisation of the Steinberg group due to Caprace, where we can restrict ourselves to non-nested pairs of roots.

Theorem 8.3.4 (Proposition 3.9 in [Cap07])
Assume that the group $G$ is of 2-spherical type and satisfies condition $(\text{Co}^*)$. Then the Steinberg group $\hat{G}$ is isomorphic to the direct limit of the system of groups $U_\alpha$ and $U_{[\alpha,\beta]}$ with their natural inclusions for all roots $\alpha$ and all prenilpotent, non-nested pairs of roots $\{\alpha, \beta\}$.

There is a similar characterisation for the groups $U_c$.

Theorem 8.3.5 (Theorem 3.6 in [Cap07])
Assume that the group $G$ is of 2-spherical type and satisfies condition $(\text{Co}^*)$. For any chamber $c \in \Sigma$, the group $U_c$ is the direct limit of the system of groups $U_\alpha$ and $U_{[\alpha,\beta]}$ for all roots $\alpha$ containing $c$ and all prenilpotent, non-nested pairs of roots $\{\alpha, \beta\}$ containing $c$, respectively.

We need this statement also for the groups $U_s$.

Lemma 8.3.6  Assume again that $G$ is of 2-spherical type and satisfies condition $(\text{Co}^*)$. For any simplex $s \in \Sigma$, the group $U_s$ is the direct limit of the system of groups $U_\alpha$ and $U_{[\alpha,\beta]}$ for all roots $\alpha$ where $R_\Sigma(s) \subset \alpha$ and all prenilpotent, non-nested pairs of roots $\{\alpha, \beta\}$ with $R_\Sigma(s) \subset (\alpha \cap \beta)$, respectively.

Proof If $s = c$ is a chamber, this is Theorem 8.3.5. Now let $s \in \Sigma$ be a simplex and fix a chamber $c$ that contains $s$. Consider the following systems of groups

\begin{align*}
U_c & := \{U_\alpha : c \in \alpha\} \cup \{U_{[\alpha,\beta]} : c \in \alpha \cap \beta, (\alpha, \beta) \text{ non-nested}\} \\
U_s & := \{U_\alpha : R_\Sigma(s) \subset \alpha\} \cup \{U_{[\alpha,\beta]} : R_\Sigma(s) \subset \alpha \cap \beta, (\alpha, \beta) \text{ non-nested}\}
\end{align*}

with the canonical inclusions. Since $U_s \subseteq U_c$, by the universal property of $\varprojlim U_s$, we obtain a homomorphism $\varphi : \varprojlim U_s \to \varprojlim U_c$ which is the identity on all groups $U \in U_s$. We have the following diagram:

\[
\begin{array}{ccc}
\varprojlim U_s & \longrightarrow & U_c \\
\varnothing \downarrow & & \downarrow \\
\varprojlim U_s & \longrightarrow & U_s
\end{array}
\]
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where the bottom row is surjective since $U_s = \langle U : U \in \mathcal{U}_s \rangle$. It remains to show that $\varphi$ is injective. Then the diagonal map is an isomorphism onto the image of $U_s$ in $U_c$.

It is well known that the direct limit of a system of groups can be constructed explicitly as the free product of the involved groups modulo the relations coming from the inclusions in the system of groups, see [Ser80, §1]. Assume that $\varphi$ is not injective, and fix $1 \neq g \in \lim \mathcal{U}_s$ with $\varphi(g) = 1$.

By the above description, the element $g$ can be written as a word $g = g_1 \cdots g_n$ with $g_i \in U_i \in \mathcal{U}_s$ and with $n > 0$ minimal.

If $n = 1$, then $g \in U_1 \in \mathcal{U}_s \subseteq U_c$. But then $\varphi(g) = 1$ implies $g = 1$, since $\varphi$ is the identity on $U_1$.

If $n > 1$, then $\varphi(g) = \varphi(g_1) \cdots \varphi(g_n) = 1$. By the description of the direct limit $\lim \mathcal{U}_s$, there is $1 \leq i < n$ such that $\varphi(g_i)$ and $\varphi(g_{i+1})$ are contained in a common group $V \in \mathcal{U}_c$, since the word $\varphi(g_1) \cdots \varphi(g_n)$ can be reduced to 1.

The group $V$ is either a root group or a root group interval. In both cases, there is a prenilpotent, non-nested pair of roots $\{\alpha, \beta\}$ with $c \in \alpha \cap \beta$ such that $\varphi(g_i)$ and $\varphi(g_{i+1})$ are contained in $U_{[\alpha, \beta]}$.

But observe that $\varphi(g_i)$ and $\varphi(g_{i+1})$ are contained in $U_s$, so by Lemma 8.3.2, there is a group $U \in \mathcal{U}_s$ such that

$$\{\varphi(g_i), \varphi(g_{i+1})\} \subseteq U_{[\alpha, \beta]} \cap U_s \subseteq U$$

Hence the product $g_i g_{i+1}$ can already be formed in the group $\lim \mathcal{U}_s$ and

$$g_1 \cdots g_{i-1}(g_i g_{i+1}) g_{i+2} \cdots g_n$$

is a representation of $g$ as a word of shorter length in $\lim \mathcal{U}_s$, which contradicts the minimality of $n$. So $\varphi$ is injective. \qed

All of these characterisations allow us to give a different description of the Steinberg group.

**Proposition 8.3.7** Assume that $G$ is of 2-spherical type and satisfies condition (Co$^*$). The direct limit $\tilde{G}$ of the system of groups $U_s$ for simplices $s \in \Sigma^c$ with respect to their natural inclusions is isomorphic to the Steinberg group $\hat{G}$.

**Proof** The proof will be divided into two steps. In the first step, we construct a map $\hat{G} \to \tilde{G}$, the inverse map is constructed in the second step.

**Step 1:** Of course, $U_{\alpha} \leq U_s$ for any co-spherical simplex $s$ such that $R_\Sigma(s) \subseteq \alpha$. So we have an inclusion $U_{\alpha} \hookrightarrow U_s$ for any such simplex $s$. Roots are connected by Lemma 3.1.22 and chambers and panels are always co-spherical. So for any two co-spherical simplices $s, s'$ with $R_\Sigma(s), R_\Sigma(s') \subseteq \alpha$, there is a sequence of co-spherical simplices $s_1, \ldots, s_n$ such that

$$U_s \left\{ \begin{array}{c} \subseteq \alpha \\ \subseteq \alpha \end{array} \right\} U_{s_1} \left\{ \begin{array}{c} \subseteq \alpha \\ \subseteq \alpha \end{array} \right\} \cdots \left\{ \begin{array}{c} \subseteq \alpha \\ \subseteq \alpha \end{array} \right\} U_{s_n} \left\{ \begin{array}{c} \subseteq \alpha \\ \subseteq \alpha \end{array} \right\} U_{s'},$$
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and the group $U_\alpha$ is contained in all of these. Hence the inclusion $U_\alpha \hookrightarrow \hat{G}$, induced by any inclusion $U_\alpha \hookrightarrow U_s$ for any co-spherical simplex $s$ with $R_\Sigma(s) \subset \alpha$, does not depend on the choice of $s$. A similar argument works for the inclusions $U_{[\alpha,\beta]} \hookrightarrow U_s$ for any co-spherical simplex $s$ such that $R_\Sigma(s) \subset (\alpha \cap \beta)$. By the universal property of the colimit, there is hence a canonical homomorphism $\hat{G} \rightarrow \hat{G}$ induced by these inclusions.

**Step 2:** By Lemma 8.3.6, every group $U_s$ can be written as a direct limit of a subsystem of the direct system for $\hat{G}$, hence there is a canonical homomorphism $U_s \rightarrow \hat{G}$. Since these homomorphisms are all induced by the inclusions of root groups, they are compatible with the direct system for $\hat{G}$. So there is a canonical epimorphism $\hat{G} \rightarrow \hat{G}$.

A closer inspection yields that the composition of these maps is by construction trivial on the root groups $U_\alpha$, hence they invert each other. □

The importance of the Steinberg group for this thesis comes from the following theorem by Caprace, for which we require some additional notation. For every root $\alpha$ write $X_\alpha := \langle U_\alpha \cup U_{-\alpha} \rangle$ and $H_\alpha = N_{X_\alpha}(U_\alpha) \cap N_{X_\alpha}(U_{-\alpha})$. For every pair of roots $\{\alpha, \beta\} \subset \Pi$ let $X_{\alpha,\beta} := \langle X_\alpha \cup X_\beta \rangle$ and let $\Phi_{\alpha,\beta}$ be the rank two root system corresponding to the Coxeter group $W_{\alpha,\beta} = \langle s_\alpha, s_\beta \rangle$, where $s_\alpha$ and $s_\beta$ are the reflections at the walls $\partial \alpha$ and $\partial \beta$. Set $H_{\alpha,\beta} = \bigcap_{\gamma \in \Phi_{\alpha,\beta}} N_{X_{\alpha,\beta}}(U_{\gamma})$. Then $(X_{\alpha,\beta}, (U_{\gamma})_{\gamma \in \Phi_{\alpha,\beta}, H_{\alpha,\beta}})$ is a root datum of rank two.

**Theorem 8.3.8 (Caprace, Theorem 3.11 in [Cap07])** Assume that the group $G$ is of 2-spherical type and that its diagram has no isolated nodes. Suppose also that

1. For each $\alpha \in \Pi$, we have $[H_\alpha, U_\alpha] = U_\alpha$.

2. For each pair of roots $\alpha, \beta$ in $\Pi$ such that the corresponding Coxeter group elements $s_\alpha$ and $s_\beta$ do not commute, the Steinberg group $\hat{X}_{\alpha,\beta}$ is the universal central extension of $X_{\alpha,\beta}$.

Then $\hat{G}$ is the universal central extension of the little projective group $G^\dagger$.

Condition (Co*) is implied by the first condition, see the proof of Theorem 3.11 in [Cap07]. Furthermore, note that the second condition is essentially a condition on Moufang polygons. There is a complete classification of Moufang polygons satisfying this condition, see [dMT09], stating that it is almost always valid except in the case of small fields. Using [TW02, 33.10-33.17], one can calculate that the first condition is also always fulfilled except for small fields.

**8.4 Homotopy groups of Wagoner complexes**

By using the action of the group $G$ on the Wagoner complex $W(G)$, we can calculate the number of connected components and the fundamental group of its geometric realisation using Theorem 7.4.2.
Theorem 8.4.1 Assume that $G$ is a group with a root datum of 2-spherical type satisfying condition (Co$^*$). Then we have
\[ \pi_0(|\mathcal{W}(G)|) \cong G/G^\dagger, \]
If $G$ is of non-spherical type or of rank at least 3, we have
\[ \pi_1(|\mathcal{W}(G)|) \cong \ker(\hat{G} \to G^\dagger). \]

Proof Consider the action of $G$ on the Wagoner complex $\mathcal{W}(G)$. The stabiliser of a vertex $(U_s)$ is obviously the group $U_s$ itself, the stabiliser of a flag
\[(U_{s_1} \subset U_{s_2} \subset \cdots \subset U_{s_r})\]
is given by the smallest group $U_{s_1}$. The group $G_0 = \langle U_s : s \in \Sigma^c \rangle$ is equal to the little projective group $G^\dagger$. The direct limit of all stabilisers of simplices in $\mathcal{A}$ with the natural inclusions is hence the group $\hat{G}$.

A strict fundamental domain for the action on $\mathcal{W}(G)$ is given by the standard apartment $\mathcal{A}$. If $G$ is of spherical type of rank $n$, then $|\mathcal{A}|$ is homotopy equivalent to a $(n-1)$-sphere, and hence connected and simply connected if $n \geq 3$.

If $G$ is of non-spherical type, then $|\mathcal{A}|$ is homeomorphic to the Davis realisation of the Coxeter system associated to $G$ as defined in [Dav08, Chapter 7], which is contractible by Theorem 8.2.13 in [Dav08].

So we can apply Theorem 7.4.2 and use that we have $\hat{G} \cong \hat{G}$ by Proposition 8.3.7. □

Corollary 8.4.2 In particular, if the prerequisites of Theorems 8.3.8 and 8.4.1 are satisfied, we have
\[ \pi_1(|\mathcal{W}(G)|) \cong H_2(G^\dagger; \mathbb{Z}). \]

Proof By Theorem 5.2.6, the kernel of the universal central extension $\ker(\hat{G} \to G^\dagger)$ is isomorphic to the homology group $H_2(G^\dagger; \mathbb{Z})$. □

8.5 The connection to algebraic $K$-theory

Wagoner complexes were originally introduced by Wagoner in [Wag73] to provide a definition of higher algebraic $K$-theory. He then proved the following theorem, which is a special case of our result only if $R$ is a division ring.

Theorem 8.5.1 (Wagoner, Proposition 2 in [Wag73]) Let $R$ be a ring. If $n \geq 2$ then
\[ \pi_0(|\mathcal{W}(\text{GL}_{n+1}(R))|) \cong \text{GL}_{n+1}(R)/E_{n+1}(R) \cong H_1(\text{GL}_{n+1}(R); \mathbb{Z}) \cong K_1(R). \]
If $n \geq 3$, then
\[ \pi_1(|\mathcal{W}(\text{GL}_{n+1}(R))|) \cong \ker(\text{St}_{n+1}(R) \to E_{n+1}(R)) \cong H_2(E_{n+1}(R); \mathbb{Z}) \cong K_2(R). \]
In subsequent papers [AKW73] and [AKW77], Anderson, Karoubi and Wagoner and in a final paper [Wag78] Wagoner proved that Wagoner’s definition of higher algebraic $K$-theory coincides with Quillen’s definition of $K$-theory in the sense that

$$K_i(R) \cong \pi_{i-1}(|\mathcal{W}(\text{GL}_{n+1}(R))|) \quad \text{for } n \gg i, i > 0.$$ 

This leads naturally to the question whether

$$\pi_{i-1}(|\mathcal{W}(G)|) \cong \pi_i(BG^+)$$

for any group with a spherical root datum with rank$(G) \gg i$. This question would be interesting for hermitian $K$-theory, for example, by choosing the group $G$ to be a symplectic or orthogonal group. Unfortunately, we do not know whether these groups are isomorphic, in general.

### 8.6 Affine Wagoner complexes

We also include the construction of Wagoner complexes related to affine buildings, imitating the corresponding construction in [Wag75].

Let $(W, S)$ be a spherical Coxeter system and let $\Phi = \Phi(W, S)$ be its set of roots. Let $G$ be a group with a root datum with discrete valuation $(G, (U_\alpha)_{\alpha \in \Phi}, (\varphi_\alpha)_{\alpha \in \Phi}, H)$ as in Definition 3.3.14. Let $X$ be the associated affine building and let $\Sigma$ be an apartment of $X$ such that the half-apartments of $\Sigma$ are parametrised as $H_{\alpha,k}$ with walls $\partial H_{\alpha,k}$ for $\alpha \in \Phi, k \in \mathbb{Z}$, compare Theorem 3.3.15. Write $\Sigma^c = \Sigma \setminus \{\emptyset\}$.

**Definition 8.6.1** Let $s$ be a simplex in $\Sigma^c$ and let $\geq 1$. The $n$-cell around $s$ is defined to be the set

$$C_n(s) := \bigcap_{\alpha \in \Phi, k \in \mathbb{Z}} H_{\alpha,nk} \cap \mathcal{R}(s) \subset H_{\alpha,nk}.$$ 

**Definition 8.6.2** For any $n \geq 1$ and any simplex $s \in \Sigma^c$, we write

$$U^n_s := \langle U_{\alpha,k} : C_n(s) \subset H_{\alpha,k}, \alpha \in \Phi, k \in \mathbb{Z} \rangle.$$ 

Analogously to Definition 8.1.2, for any $n \geq 1$, we define the affine Wagoner complex $\mathcal{W}^n(G)$ to be

$$\mathcal{W}^n(G) := \text{Flag}(\{gU^n_s : s \in \Sigma^c, g \in G\}).$$ 

For every fixed $n$, we have by construction $s \subseteq s'$ implying that $U^n_s \leq U^n_s$. There are also simplicial epimorphisms from $\mathcal{W}^n(G)$ onto the barycentric subdivisions of certain ‘coarsenings’ of the affine building $X$. For buildings of type $\tilde{A}_n$, this can be found in [Wag75, §5].
Remark As above, we define the standard apartment of the Wagoner complex by
\[ \mathcal{A}^n = \text{Flag}(\{ gU_s^n : g \in G, s \in \Sigma^c \}). \]

Obviously, the apartment \( \mathcal{A}^n \) is isomorphic to the flag complex over the set of \( n \)-cells \( \{C_n(s) : s \in \Sigma^c \} \). It is not hard to see that this complex is in turn isomorphic to the complex associated to the affine reflection group generated by the reflections at the walls \( \partial H_{\alpha,nk} \) for \( \alpha \in \Phi \) and \( k \in \mathbb{Z} \). In particular, by rescaling by \( \frac{1}{n} \), this complex is isomorphic to the Coxeter complex \( \Sigma \), so \( \mathcal{A}^n \) is contractible.

In analogy to the construction above, we denote the direct limit of the system of groups \( \{U_n^s : s \in \Sigma\} \) with their canonical inclusions by \( \tilde{G}^n \). By the same argumentation as in the proof of Theorem 8.4.1, using that \( \mathcal{A}^n \) is contractible, we obtain

**Proposition 8.6.3** For any \( n \geq 1 \), we have
\[ \pi_1(|\mathcal{W}(G)|) \cong \ker(\tilde{G}^n \twoheadrightarrow G^\dagger). \]

**Construction** If \( n \) divides \( m \), then \( C_n(s) \subseteq C_m(s) \) and hence \( U_n^s \supseteq U_m^s \) for any \( s \in \Sigma \). Consequently, the map \( p_m^n : \mathcal{W}(G) \rightarrow \mathcal{W}(G) \) induced by \( gU_n^s \mapsto gU_m^s \) is well-defined.

We obtain an inverse system of the simplicial complexes \( \mathcal{W}(G) \) with the maps \( p_m^n \) for \( n \) dividing \( m \). This induces an inverse system on the fundamental groups \( \pi_1(|\mathcal{W}(G)|) \).

**Definition 8.6.4** The inverse limit of this system is denoted by
\[ \pi_1^{\text{aff}}(G) := \lim_{\leftarrow} \pi_1(|\mathcal{W}(G)|) \]
and is called the affine fundamental group of \( G \).

The following theorem was already proved by Wagoner in [Wag75, §2] for \( G = \text{SL}_k(\mathbb{F}) \) over a local field \( \mathbb{F} \) in a very different way.

**Theorem 8.6.5** Let \( \mathcal{W}(G) \) be the Wagoner complex associated to the spherical building at infinity. Assume that the rank of the spherical building is at least three. Then, for every \( n \geq 1 \), there is a homomorphism
\[ \pi_1(|\mathcal{W}(G)|) \rightarrow \pi_1(|\mathcal{W}(G)|) \]
that is compatible with the inverse system above. In particular, we obtain a homomorphism
\[ \pi_1(|\mathcal{W}(G)|) \rightarrow \pi_1^{\text{aff}}(G). \]

**Proof** We will first construct a homomorphism \( \hat{G} \rightarrow \tilde{G}^n \). By the universal property of the direct limit, it is enough to construct homomorphisms \( U_\alpha, U_{[\alpha,\beta]} \rightarrow \tilde{G}^n \) which are compatible with the natural inclusions.

Note that by the definition of root data with valuations, we have \( U_\alpha = \bigcup_{k \in \mathbb{Z}} U_{\alpha,k} \). This is a filtration and hence a direct limit. Again, it is enough to construct a homomorphism
$U_{\alpha,k} \to \hat{G}^n$ for all $k \in \mathbb{Z}$. The group $U_{\alpha,k}$ is contained in all groups $U^n_s$ such that $C_n(s) \subseteq H_{\alpha,k}$. There are obviously such simplices, and we consider the inclusions $U_{\alpha,k} \to U^n_s$. By an argument similar to the one in the proof of Proposition 8.3.7, using that half-apartments are connected and that all homomorphisms in the system of groups are inclusions, these maps are compatible with the system of groups for $\hat{G}^n$, and we obtain homomorphisms $U_{\alpha,k} \hookrightarrow \hat{G}^n$.

For the groups $U_{[\alpha,\beta]}$, consider the filtration $U_{[\alpha,\beta],k} = \langle U_{\gamma,k} : \gamma \in [\alpha, \beta] \rangle$. Then the group $U_{[\alpha,\beta],k}$ is contained in all groups $U^n_s$ with $C_n(s) \subseteq \bigcap_{\gamma \in [\alpha, \beta]} H_{\gamma,k}$. This intersection contains a sector and hence such simplices exist. It is also connected and by the same argument as before, the inclusion is compatible with the system of groups and we obtain a homomorphism $U_{[\alpha,\beta]} \to \hat{G}^n$.

Since all of these maps are induced by inclusions, they are automatically compatible with the system of groups for $\hat{G}$. Hence we obtain a homomorphism $\hat{G} \to \hat{G}^n$ which makes the following diagram commute:

$$
\begin{array}{ccccccccc}
1 & \longrightarrow & \pi_1(|W(G)|) & \longrightarrow & \hat{G} & \longrightarrow & G^\dagger & \longrightarrow & 1 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
1 & \longrightarrow & \pi_1(|W^n(G)|) & \longrightarrow & \hat{G}^n & \longrightarrow & G^\dagger & \longrightarrow & 1.
\end{array}
$$

For standard reasons, the dotted map completing the above diagram exists. It is the desired homomorphism. \(\square\)

In the case of $G = \text{SL}_k(\mathbb{F})$ over a local field $\mathbb{F}$, Wagoner proves in [Wag75] that $\pi_1^{\text{aff}}(G)$ is isomorphic to the kernel of the universal central topological extension of $G = G^\dagger = \text{SL}_k(\mathbb{F})$, sometimes denoted by $H_2^\text{top}(\text{SL}_k(\mathbb{F}))$. We do not know whether this is true in the general case. Wagoner’s proof relies heavily on the fact that $H_2(\text{SL}_k(\mathbb{F})) \cong H_2^\text{top}(\text{SL}_k(\mathbb{F})) \oplus D$, where $D$ is infinitely divisible, and that $H_2^\text{top}(\text{SL}_k(\mathbb{F}))$ is isomorphic to the group of roots of unity of $\mathbb{F}$.\(\square\)
9 Homological stability

In this chapter, we will prove several homological stability results for classical groups. This will be done by investigating a spectral sequence obtained from the action of the classical group on the associated opposition complex. The opposition complex is constructed out of the spherical building using the opposition relation.

We start with a general procedure to obtain a relative spectral sequence associated to a map of two tensor product complexes. As a first application, this can be used to construct a Lyndon/Hochschild-Serre spectral sequence for relative homology, which will be useful later on.

In the second section, we define the opposition complex associated to a weak spherical building with a strongly transitive group action of a group $G$. This complex has two properties which make it important for homological stability: First, it is homotopy equivalent to a bouquet of spheres by a result by von Heydebreck and secondly, all stabilisers are Levi subgroups. Levi subgroups can usually be split as direct or semidirect products of smaller groups, which makes them very useful for homological stability proofs. Using the opposition complex, we construct a relative spectral sequence from the inclusion of a co-rank one subgroup into $G$ involving relative homology of Levi subgroups.

In the last section, we use the explicit structure of special linear and unitary groups and their Levi subgroups to prove homological stability results using the spectral sequence we have constructed.

The results of this chapter are also contained in [Ess09b]. An overview of this chapter can be found in Section 1.2.

9.1 Relative spectral sequences

In this section, we will discuss a procedure to obtain relative spectral sequences from both the spectral sequence associated to a double complex as well as from the Lyndon/Hochschild-Serre spectral sequence.

9.1.1 Relative spectral sequences associated to tensor complexes

Fix a group $G$ and a subgroup $G'$. Let $F'$, $C'$ and $F$, $C$ be chain complexes of $G'$- and $G$-modules, respectively. Consider the two tensor product double complexes $(F_p \otimes_G C_q)_{p,q}$ and $(F'_p \otimes_{G'} C'_q)_{p,q}$. Assume that there is map of double complexes

$$i : F' \otimes_{G'} C' \to F \otimes_G C.$$
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We denote the induced maps on the vertical and horizontal chain complexes by
\[ i_{p,\bullet} : F_p^i \otimes G^\bullet C^i \to F_p \otimes G C^i \]
\[ i_{\bullet,q} : F^i_\bullet \otimes G^q C'_q \to F_\bullet \otimes G C_q. \]

For every \( q \), we then consider the two mapping cone chain complexes \( \text{Cone}_\bullet (i_{\bullet, q}) \) and \( \text{Cone}_\bullet (i_{q, \bullet}) \). It is a simple calculation to see that
\[ D_{p,q} = \text{Cone}_p (i_{\bullet, q}) \quad \text{and} \quad D^T_{p,q} = \text{Cone}_p (i_{q, \bullet}) \]
are actually double complexes with respect to the cone differentials and the differentials
\[
\partial : (F_{p-1}^i \otimes G^q C'_q) \oplus (F_p \otimes G C_p) \to (F_{p-1}^i \otimes G^q C'_{q-1}) \oplus (F_p \otimes G C_{q-1})
\]
\[
f' \otimes G^q c' + f \otimes G c \mapsto f' \otimes G^q \partial^G(c') + f \otimes G \partial^G(c)
\]
\[
\partial^T : (F_q^i \otimes G^q C_{p-1}) \oplus (F_q \otimes G C_p) \to (F_{q-1}^i \otimes G^q C'_{p-1}) \oplus (F_{q-1} \otimes G C_p)
\]
\[
f' \otimes G^q c' + f \otimes G c \mapsto \partial^T (f') \otimes G^q c' + \partial^F (f) \otimes G c
\]
induced by the differentials \( \partial^G \) and \( \partial^G \), respectively \( \partial^T \) and \( \partial^F \).

**Theorem 9.1.1** There are two spectral sequences corresponding to \( D \) and \( D^T \) satisfying
\[
E^1_{p,q} = H_q \left( \text{Cone}_\bullet (i_{p, \bullet}) \right) \quad \Rightarrow \quad H_{p+q} \left( \text{Cone}_\bullet (i) \right).
\]
The differentials on the first pages are induced by \( \pm \partial \) and \( \pm \partial^T \), respectively.

**Proof** The first spectral sequence is the first one from Proposition 6.4.2 applied to the double complex \( D \). We know that
\[
E^1_{p,q} = H_q \left( \text{Cone}_\bullet (i_{p, \bullet}) \right) \Rightarrow H_{p+q} (\text{Tot}(D)).
\]
But the formation of the mapping cone and of the total complex commute in the following sense: On the one hand
\[
\text{Tot}(D)_k = \bigoplus_{p+q=k} (F_{p-1}^i \otimes G^q C'_q) \oplus (F_p \otimes G C_q).
\]
On the other hand
\[
\text{Cone}_k (i : (F^i_p \otimes G^q C^i_q) \to (F_\bullet \otimes G C_\bullet)) = \bigoplus_{p+q=k-1} (F^i_p \otimes G^q C^i_q) \oplus \bigoplus_{p+q=k} (F_p \otimes G C_q).
\]
Hence the modules of the two chain complexes coincide. For the boundary maps, we have
\[
\partial^{\text{Tot}(D)} \left( \sum_{p+q=k} (f'_{p-1} \otimes G^q c'_q + f_p \otimes G c_q) \right) = \sum_{p+q=k} (-\partial f'_{p-1} \otimes G^q c'_q + i(f'_{p-1} \otimes G^q c'_q) + \partial f_p \otimes G c_q + (-1)^p f'_{p-1} \otimes G^q \partial c'_q + (-1)^p f_p \otimes G \partial c_q)
\]
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\[ \partial^{\text{Cone}(i)} \left( \sum_{p+q=k-1} f'_p \otimes_{G'} c'_q + \sum_{p+q=k} f_p \otimes_G c_q \right) = - \sum_{p+q=k-1} \left( \partial f'_p \otimes_{G'} c'_q + (-1)^p f'_p \otimes_{G'} \partial c'_q \right) + \\ + i \left( \sum_{p+q=k-1} f'_p \otimes_{G'} c'_q \right) + \\ + \sum_{p+q=k} \left( \partial f_p \otimes_G c_q + (-1)^p f_p \otimes_G \partial c_q \right) \]

which are also easily seen to be identical.

For the second spectral sequence, we take the first spectral sequence from Proposition 6.4.2 associated to the double complex \( DT \). We denote it by \( L \), however, to make the notation consistent in the following. Note that we can also write \( DT_{p,q} \cong \text{Cone}_{p} \left( i_{T \bullet} \right) \), where \( i^T : (F'_q \otimes_{G'} C'_p)_{p,q} \to (F_q \otimes_{G} C_p)_{p,q} \) is the map induced on the transposed double complexes. By applying the above calculation to \( i^T \), we obtain

\[ L^1_{p,q} = H_q \left( \text{Cone}_* \left( i_{p,*} \right) \right) \Rightarrow H_{p+q}(\text{Tot}(DT)) \cong H_{p+q}(\text{Cone}_* \left( i^T \right)). \]

We have seen in Lemma 6.4.5 that there is a chain map inducing isomorphisms

\[ H_*(F \otimes_G C) \cong H_*(F \otimes_T G C) \]

on homology. Using these maps, one can easily construct a chain map \( \text{Cone}(i) \to \text{Cone}(i^T) \) inducing an isomorphism on homology by the long exact sequence associated to the mapping cone from Proposition 5.1.6 and the 5-Lemma 5.1.3.

**Remark** If \( i \) is injective, we have

\[ H_{p+q}(\text{Cone}(i)) \cong H_{p+q}(F \otimes_G C, i(F' \otimes_{G'} C')) \]

by Lemma 5.1.7.

### 9.1.2 The relative Lyndon/Hochschild-Serre spectral sequence

If we apply this procedure to the Lyndon/Hochschild-Serre spectral sequence from Theorem 6.6.1, we obtain

**Theorem 9.1.2 (Relative Lyndon/Hochschild-Serre)** Given a semidirect product \( G = H \rtimes Q \), a subgroup \( G' = H' \rtimes Q \) of \( G \) such that \( H' = H \cap G' \) and a \( G \)-module \( M \), there is a spectral sequence

\[ L^2_{p,q} = H_p \left( Q; H_q(H, H'; M) \right) \Rightarrow H_{p+q}(G, G'; M). \]

If both \( H \) and \( H' \) act trivially on \( M \) and \( M \) is \( \mathbb{Z} \)-free, we obtain

\[ L^2_{p,q} = H_p \left( Q; H_q(H, H'; \mathbb{Z}) \otimes_{\mathbb{Z}} M \right) \Rightarrow H_{p+q}(G, G'; M). \]
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**Proof** Let $F_\ast(G)$, $F_\ast(G')$ and $F_\ast(Q)$ be the standard resolutions of $\mathbb{Z}$ over $\mathbb{Z}G$, $\mathbb{Z}G'$ and $\mathbb{Z}Q$, respectively. As in the construction of the Lyndon/Hochschild-Serre spectral sequence, we consider the double complexes $F_\ast(Q) \otimes_Q (F_\ast(G') \otimes_{H'} M)$ and $F_\ast(Q) \otimes_Q (F_\ast(G) \otimes_H M)$. Let

$$i : F_\ast(Q) \otimes_Q (F_\ast(G') \otimes_{H'} M) \rightarrow F_\ast(Q) \otimes_Q (F_\ast(G) \otimes_H M)$$

be induced by the inclusions. Then apply Theorem 9.1.1 to obtain a spectral sequence with first page term

$$L^1_{p,q} = H_q(Cone(i_{p, \ast})) \cong H_q \left( \frac{F_p(Q) \otimes_Q (F_\ast(G) \otimes_H M)}{F_p(Q) \otimes_Q (F_\ast(G') \otimes_{H'} M)} \right).$$

The module $F_p(Q)$ is $\mathbb{Z}Q$-free and hence $\mathbb{Z}Q$-flat. We obtain

$$L^1_{p,q} \cong F_p(Q) \otimes_Q H_q \left( \frac{F_\ast(G) \otimes_H M}{F_\ast(G') \otimes_{H'} M} \right) \cong F_p(Q) \otimes_Q H_q \left( \frac{F_\ast(H) \otimes_H M}{F_\ast(H') \otimes_{H'} M} \right),$$

where the last isomorphism is the content of Proposition 5.2.15. This yields

$$L^2_{p,q} \cong H_p(Q, H_q(H, H'; M)) \Rightarrow H_{p+q}(Cone(i)).$$

On the other hand, consider the spectral sequence $E$ from Theorem 9.1.1 and apply Lemma 5.1.7 to obtain the following description of the first page.

$$E^1_{p,q} \cong H_q \left( \frac{F_\ast(Q) \otimes_Q (F_\ast(G) \otimes_H M)}{F_\ast(Q) \otimes_Q (F_\ast(G') \otimes_{H'} M)} \right) \Rightarrow H_{p+q}(Cone(i)).$$

In the proof of the regular Lyndon/Hochschild-Serre spectral sequence (Theorem 6.6.1), we have seen that $H_q(F_\ast(Q) \otimes_Q (F_p(G) \otimes_H M)) = 0$ for $q \neq 0$ and that

$$H_0(F_\ast(Q) \otimes_Q (F_p(G) \otimes_H M)) \cong F_p(G) \otimes_G M.$$

The same is true if we replace $G$ and $H$ by $G'$ and $H'$. The map $i$ induces the map

$$H_0(F_\ast(Q) \otimes_Q (F_\ast(G') \otimes_{H'} M)) \rightarrow H_0(F_\ast(Q) \otimes_Q (F_\ast(G) \otimes_H M))$$

which under the above isomorphisms is just the inclusion $F_p(G') \otimes_{G'} M \rightarrow F_p(G) \otimes_G M$. In particular, it is injective. By the long exact sequence, we obtain $E^1_{p,q} = 0$ for $q \neq 0$ and

$$E^3_{p,0} \cong \frac{F_p(G) \otimes_G M}{F_p(G') \otimes_{G'} M},$$

so the spectral sequence $E$ collapses on the second page and converges to $H_{p+q}(G, G'; M)$, which proves the first statement. The second statement follows from Lemma 5.2.10. □
9.2 The opposition complex and a relative spectral sequence

Homological stability proofs usually consider the action of a group on some simplicial complex and then exhibit smaller groups of the same series of groups as stabiliser subgroups. In this part, we will introduce the opposition complex associated to a group with a weak spherical Tits system and construct a filtration of this complex which leads to a relative spectral sequence involving the group and its Levi subgroups. This will be used in the third part of this chapter to prove homological stability.

9.2.1 The opposition complex

Let \( n \geq 2 \) and let \( X \) be a weak spherical building of rank \( n \). Enumerate the type set \( I = \{i_1, \ldots, i_n\} \) of \( X \) arbitrarily. In addition, we fix a group \( G \) that acts strongly transitively on \( X \).

The basic geometry on which we will study the action of \( G \) is not the building \( X \), but its associated opposition complex.

**Definition 9.2.1** The opposition complex \( O(X) \) is the simplicial complex consisting of pairs of opposite simplices

\[
O(X) := \{\sigma = (\sigma^+, \sigma^-) \in X \times X : \sigma^+ \text{ opposite } \sigma^-\}
\]

with the induced inclusion relations. Set \( \text{type}((\sigma^+, \sigma^-)) := \text{type}(\sigma^+) \).

**Remark** The opposition complex \( O(X) \) is a \( G \)-simplicial complex since the \( G \)-action preserves opposition. The \( G \)-action is transitive on vertices of the same type of \( O(X) \), since it is transitive on pairs of opposite vertices of a fixed type in the building.

**Example 9.2.2** The vertices of the opposition complex associated to the general linear group \( GL_{n+1}(D) \) acting on the associated projective space over \( D^{n+1} \) as in Section 4.2 are pairs of complementary subspaces of \( D^{n+1} \).

The significance of the opposition complex for this thesis lies in the following theorem.

**Theorem 9.2.3** (von Heydebreck, Theorem 3.1 in [vH03]) The opposition complex of a weak spherical building \( X \) of rank \( n \) is homotopy equivalent to a bouquet of \((n - 1)\)-spheres.

We fix a set of representative vertices for the \( G \)-action.

**Definition 9.2.4** We fix a standard apartment \( \Sigma_0 \) in \( X \) and a chamber \( c_0 \in \Sigma_0 \). In the following, we write \( v^+_p \) for the vertex of \( c_0 \) of type \( \{i_p\} \) and we denote the corresponding opposite vertex in \( \Sigma_0 \) by \( v^-_p \). We write \( v_p = (v^+_p, v^-_p) \in O(X) \) for the vertex in \( O(X) \).

For the inductive arguments to come, we investigate the structure of stabilisers.
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**Definition 9.2.5** Denote the stabilisers as follows:

\[ L_p := G_{v_p} = G_{v_p^+} \cap G_{v_p^-}. \]

These are intersections of two opposite parabolic subgroups, hence Levi subgroups of \( G \) as in Definition 3.3.3.

**Example 9.2.6** For the general linear group \( \text{GL}_{n+1}(D) \) acting on the associated building \( X \) of type \( A_n \) as in Section 4.2, the stabiliser of the vertex

\[ v = (\langle e_1, \ldots, e_k \rangle, \langle e_{k+1}, \ldots, e_{n+1} \rangle) \]

in \( O(X) \) is the subgroup

\[ \begin{pmatrix} \text{GL}_k(D) & 0 \\ 0 & \text{GL}_{n+1-k}(D) \end{pmatrix}. \]

Note that the Levi subgroup splits as a direct product of smaller general linear groups.

A link in the opposition complex is isomorphic to the opposition complex of the corresponding link in the building. Compare this to Proposition 3.2.4.

**Proposition 9.2.7** (von Heydebreck, Proposition 2.1 in [vH03])

For a \( k \)-simplex \( (\sigma^+, \sigma^-) \in O(X) \) we have

\[ \text{lk}_{O(X)}((\sigma^+, \sigma^-)) \cong O(\text{lk}_X(\sigma^+)). \]

This isomorphism is \( G_{(\sigma^+, \sigma^-)} \)-equivariant. In particular, the link \( \text{lk}_{O(X)}((\sigma^+, \sigma^-)) \) is homotopy equivalent to a bouquet of \( (n-1-k) \)-spheres.

9.2.2 A filtration

We construct an exact chain complex of \( G \)-modules associated to \( O(X) \). The construction is similar to the construction of cellular chains of a CW complex. The filtration by skeletons is replaced by a filtration by types.

**Definition 9.2.8** For \( 1 \leq p \leq n \) let \( I_p = \{i_1, \ldots, i_p\} \). Write

\[ O(X)_p := \{\sigma \in O(X) : \text{type}(\sigma) \subseteq I_p\}, \]

this is a \( G \)-invariant filtration of \( O(X) \). We set \( O(X)_0 := \emptyset \).

Observe that \( O(X)_p \) is of rank \( p \) and hence of dimension \( p-1 \).

**Definition 9.2.9** Let \( v \) be a vertex in \( O(X)_p \). We define the filtrated residue, link and star by:

\[ R(v)_p = R_{O(X)}(v) \cap O(X)_p, \]
\[ \text{lk}(v)_p = \text{lk}_{O(X)}(v) \cap O(X)_p, \]
\[ \text{st}(v)_p = \text{lk}(v)_p \sqcup R(v)_p. \]
Remark From the definition it is obvious that

\[ \text{st}(v)_p \cap O(X)_{p-1} = \text{lk}(v)_p = \text{lk}(v)_{p-1} \]

if \( \text{type}(v) = \{i_p\} \).

**Proposition 9.2.10** For \( 2 \leq p \leq n \), we have

\[ H_i(O(X)_p, O(X)_{p-1}) \cong \bigoplus_{\text{type}(v) = i_p} \tilde{H}_{i-1}(\text{lk}(v)_{p-1}). \]

**Proof** We have

\[ O(X)_p \setminus O(X)_{p-1} = \{ \sigma \in O(X) : i_p \in \text{type}(\sigma) \subseteq I_p \} \]

\[ = \bigsqcup_{\text{type}(v) = i_p} \{ \sigma \in O(X)_p : v \in \sigma \} \]

\[ = \bigsqcup_{\text{type}(v) = i_p} R(v)_p. \]

Since \( \text{st}(v)_p \cap O(X)_{p-1} = \text{lk}(v)_{p-1} \), we obtain the following push-out diagram

\[
\begin{array}{ccc}
\bigsqcup_{\text{type}(v) = i_p} \text{lk}(v)_{p-1} & \longrightarrow & O(X)_{p-1} \\
\downarrow & & \downarrow \\
\bigsqcup_{\text{type}(v) = i_p} \text{st}(v)_p & \longrightarrow & O(X)_p.
\end{array}
\]

By excision, we obtain

\[ H_i(O(X)_p, O(X)_{p-1}) \cong \bigoplus_{\text{type}(v) = i_p} H_i(\text{st}(v)_p, \text{lk}(v)_{p-1}) \]

\[ \cong \bigoplus_{\text{type}(v) = i_p} \tilde{H}_{i-1}(\text{st}(v)_p/\text{lk}(v)_{p-1}) \]

\[ \cong \bigoplus_{\text{type}(v) = i_p} \tilde{H}_{i-1}(\text{lk}(v)_{p-1}). \]

The last line follows from the fact that \( \text{st}(v)_p \) is the simplicial cone over \( \text{lk}(v)_{p-1} \). \( \square \)

This description of relative homology allows us to show that each filtration subcomplex of the opposition complex is also homotopy equivalent to a bouquet of spheres.

**Proposition 9.2.11** For any \( 1 \leq p \leq n \), the homology groups \( \tilde{H}_i(O(X)_p) \) are trivial except for \( i = p-1 \). The group \( \tilde{H}_{p-1}(O(X)_p) \) is \( \mathbb{Z} \)-free.

**Proof** Since the complexes \( O(X)_p \) are \( (p-1) \)-dimensional, their top-dimensional homology group \( H_{p-1}(O(X)_p) \) is automatically \( \mathbb{Z} \)-free.
It remains to show that all other reduced homology groups vanish. We prove this by induction on $n = \text{rank}(X)$. In any case, the statement is true for $O(X)_n = O(X)$ by Theorem 9.2.3 and it is trivial for $O(X)_1$.

Combining these facts, we obtain the statement for $n = 2$. Now assume $n \geq 3$. We prove the statement for $O(X)_p$ for all $2 \leq p \leq n$ by reverse induction. The case $p = n$ is already known by Theorem 9.2.3.

Hence assume we have the statement for $O(X)_p$ and prove it for $O(X)_{p-1}$. First of all note that by Proposition 9.2.10, it follows that $H_i(O(X)_p, O(X)_{p-1}) \cong \bigoplus_{\text{type}(v) = i_p} \tilde{H}_{i-1}(\text{lk}(v)_{p-1})$ and we have the induction hypothesis for $\text{lk}(v)_{p-1}$, since $\text{rank}(\text{lk}_X(v^+)) = \text{rank}(X) - 1$.

By the long exact sequence for the pair $(O(X)_p, O(X)_{p-1})$, we obtain that $\tilde{H}_i(O(X)_{p-1})$ vanishes for $i \neq p - 2$.

The following modules $M_p$ will be the coefficient modules in the spectral sequence.

**Definition 9.2.12** We define a sequence of $L_p$-modules as follows:

$$M_p := \begin{cases} 
\mathbb{Z} & p = 1 \\
\tilde{H}_{p-2}(\text{lk}(v)_{p-1}) & 2 \leq p \leq n.
\end{cases}$$

These are $L_p$-modules, since $L_p$ fixes $\text{lk}(v_p)$ and is type-preserving. It hence also fixes the subcomplex $\text{lk}(v_p)_{p-1}$. Note additionally that $M_p$ is $\mathbb{Z}$-free by the previous proposition.

With this definition, we obtain a simple description of the relative homology modules.

**Proposition 9.2.13** For $1 \leq p \leq n$, we have

$$H_i(O(X)_p, O(X)_{p-1}) \cong \begin{cases} 
0 & i \neq p - 1 \\
\mathbb{Z} \otimes_{L_p} M_p & i = p - 1.
\end{cases}$$

**Proof** If $p = 1$, then $O(X)_1 = \prod_{\text{type}(v) = i_1} \{v\}$. Then obviously $H_0(O(X)_1) \cong \mathbb{Z} \otimes_{L_1} \mathbb{Z}$ since $G$ acts transitively on pairs of opposite vertices of the same type.

For $p > 1$, by Proposition 9.2.10, we have

$$H_i(O(X)_p, O(X)_{p-1}) \cong \bigoplus_{\text{type}(v) = i_p} \tilde{H}_{i-1}(\text{lk}(v)_{p-1}),$$

$$\cong \mathbb{Z} \otimes_{L_p} \tilde{H}_{i-1}(\text{lk}(v)_{p-1}),$$

again since $G$ acts transitively on pairs of opposite vertices of the same type. The claim now follows from Proposition 9.2.11. □
The filtration allows us to obtain an exact complex of $G$-modules, which will be used to construct a relative spectral sequence.

**Definition 9.2.14** Consider the following sequence of $G$-modules:

$$C_p := \begin{cases} H_{n-1}(O(X)) & p = n + 1 \\ H_{p-1}(O(X)_p, O(X)_{p-1}) & 1 \leq p \leq n \\ \mathbb{Z} & p = 0 \\ 0 & \text{otherwise.} \end{cases}$$

We then have

$$C_p \cong \mathbb{Z}G \otimes_{L_p} M_p$$

for $1 \leq p \leq n$ by Proposition 9.2.13.

As for cellular chains, there is a chain complex structure on $C_\ast$. Note that, in contrast to the situation of cellular chains, we have added the modules $C_0$ and $C_{n+1}$ to make the chain complex $C_\ast$ exact.

**Lemma 9.2.15** There is a boundary map $\partial^C_\ast$ on $C_\ast$, which makes $C_\ast$ into an exact chain complex of $G$-modules.

**Proof** The filtration $(O(X)_p)_{p \in \mathbb{Z}}$ induces a $G$-equivariant filtration on cellular chains of $O(X)$. By Theorem 6.3.1, there is hence a spectral sequence of $G$-modules

$$E^1_{p,q} = H_{p+q}(O(X)_{p+1}, O(X)_p) \Rightarrow H_{p+q}(O(X)).$$

By Proposition 9.2.13 we obtain

$$E^1_{p,q} = \begin{cases} H_p(O(X)_{p+1}, O(X)_p) & q = 0 \\ 0 & q \neq 0. \end{cases}$$

The spectral sequence hence collapses on the second page, the differential maps on the first page and the edge homomorphisms form the long exact sequence. \qed

**Remark** A closer comparison to the situation of cellular chains shows that this boundary map is given by the composition

$$H_p(O(X)_{p+1}, O(X)_p) \xrightarrow{\delta} H_{p-1}(O(X)_p) \xrightarrow{H(\pi)} H_{p-1}(O(X)_p, O(X)_{p-1})$$

where $\delta$ is the connecting homomorphism of the long exact sequence associated to the pair $(O(X)_{p+1}, O(X)_p)$ and where $H(\pi)$ is induced by the projection as in the long exact sequence associated to the pair $(O(X)_p, O(X)_{p-1})$. This is in complete analogy to the situation of cellular homology, for instance in [Geo08, Chapter 2].
9.2.3 The relative spectral sequence

For $n \geq 2$, let $G$ be a group with a weak Tits system of rank $n+1$ with associated building $X$ whose type set $I = \{i_1, \ldots, i_{n+1}\}$ is ordered arbitrarily. We adapt the notation from the previous section.

In this general setting, of course, a part of the problem of homological stability is its precise formulation. Which subgroups of a given group $G$ should be considered as the ones to yield stability? These subgroups cannot be expressed explicitly in this generality, they depend on the chosen series of groups. Consequently, we allow for a certain amount of flexibility in the choice of the subgroup $G'$.

**Definition 9.2.16** Let $G'$ be any subgroup of $L_{n+1}$ that still acts strongly transitively on the link $X' := \text{lk}_X(v_{n+1})$, which is a building of type $I_n = \{i_1, \ldots, i_n\}$. In particular, $G'$ admits a weak Tits system of type $I_n$. We call the pair $(G, G')$ a stability pair.

**Remark** We will always choose $G'$ such that this assumption of strong transitivity is obviously fulfilled. In fact, if the group $G$ admits a spherical root datum, then every Levi subgroup does as well by Proposition 3.3.10. The associated little projective group $L^+_n$ also admits a spherical root datum, and we will always choose $G'$ to contain $L^+_n$.

The aim of this section is to associate a spectral sequence to every stability pair. It will be a relative version of the spectral sequence in Corollary 6.4.4.

**Definition 9.2.17** By Proposition 9.2.7, we have

$$O(X)' := \text{lk}_{O(X)}(v_{n+1}) \cong O(\text{lk}_X(v_{n+1})) = O(X'),$$

and we denote the complex on the left by $O(X)'$. This isomorphism is $G'$-equivariant. Define a type filtration on $O(X)$ analogously to the one defined on $O(X)$. In addition, the filtration on $O(X)$ induces a filtration on $O(X)'$. The isomorphism is then also filtration-preserving.

Now we consider the exact chain complexes $C_s$ and $C_s'$ associated to the groups $G$ and $G'$ as in Definition 9.2.14. We obtain the following descriptions:

$$C_p := \begin{cases} H_n(O(X)) & p = n + 2 \\ H_{p-1}(O(X)_p, O(X)_{p-1}) & 1 \leq p \leq n + 1 \\ \mathbb{Z} & p = 0 \\ 0 & \text{otherwise} \end{cases}$$

and

$$C'_p := \begin{cases} H_n(O(X)') & p = n + 1 \\ H_{p-1}(O(X)', O(X)_{p-1}') & 1 \leq p \leq n \\ \mathbb{Z} & p = 0 \\ 0 & \text{otherwise} \end{cases}$$
We see that
\[ C'_p \cong \mathbb{Z}G' \otimes_{L'_p} M_p \quad \text{and} \quad C_p \cong \mathbb{Z}G \otimes_{L_p} M_p \]
for \(1 \leq p \leq n\) and \(C'_{n+1} = H_{n-1}(\text{lk}_{O(X)}(v_{n+1})) = M_{n+1},\) where
\[ M_p = \tilde{H}_{p-2}(\text{lk}_{O(X)}(v_{p-1})) \cong \tilde{H}_{p-2}(\text{lk}_{O(X)'}(v_{p-1})) \quad \text{for} \quad 2 \leq p \leq n \]
are the same modules for both groups \(G\) and \(G'.\)

**Lemma 9.2.18** The inclusion \(O(X)' \hookrightarrow O(X)\) induces a \(G'\)-equivariant chain map \(\iota : C'_* \to C_*\).

**Proof** The inclusion \(O(X)' \hookrightarrow O(X)\) is \(G'\)-equivariant and filtration-preserving. The inclusions of pairs then induce maps

\[ \iota_p : H_{p-1}(O(X)'_p, O(X)'_{p-1}) \to H_{p-1}(O(X)_p, O(X)_{p-1}) \]

for \(1 \leq p \leq n\) which are compatible with the boundary maps \(\partial^C\) and \(\partial^{C'}\). Of course \(\iota_p = 0\) for \(p \leq -1\) and \(p \geq n + 2\). Consider

\[ 0 \xleftarrow{\iota_0} \mathbb{Z} \xrightarrow{\partial^{C}_1} H_0(O(X)_1) \xleftarrow{\iota_1} \cdots \]

Here \(\iota_0 := \partial^C_1 \circ \iota_1 \circ (\partial^{C'}_1)^{-1}\) is well-defined by a diagram chase. For \(p = n + 1\), consider

\[ \cdots \xleftarrow{\iota_n} H_{n-1}(O(X)_n, O(X)_{n-1}) \xrightarrow{\partial^{C'}_{n+1}} H_n(O(X)_{n+1}, O(X)_n) \xleftarrow{\iota_{n+1}} H_n(O(X)_{n+1}) \]

\[ \cdots \xleftarrow{\iota_n} H_{n-1}(O(X)'_n, O(X)'_{n-1}) \xrightarrow{\partial^{C'}_{n+1}} \tilde{H}_{n-1}(O(X)'_n) \xleftarrow{\iota_{n+1}} 0. \]

Note that \(O(X)'_n = \text{lk}_{O(X)}(v_{n+1}) = \text{lk}(v_{n+1})_n\), so
\[ \tilde{H}_{n-1}(O(X)'_n) \cong H_n\left(\text{st}(v_{n+1})_{n+1}, \text{lk}(v_{n+1})_n\right) \]
as in the proof of Proposition 9.2.10. The inclusion of pairs
\[ \left(\text{st}(v_{n+1})_{n+1}, \text{lk}(v_{n+1})_n\right) \hookrightarrow \left(O(X)_{n+1}, O(X)_n\right) \]
then induces the map \(\iota_{n+1}\) on homology. A closer inspection using the explicit description of the boundary maps above shows that \(\iota\) is a chain map. \(\square\)
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Remark It is not difficult to see that, under the above isomorphisms, the map $\iota_p$ is induced by the canonical inclusions $ZG' \otimes L_p' M_p \hookrightarrow ZG \otimes L_p M_p$ for $1 \leq p \leq n$ and that $\iota_{n+1} : M_{n+1} \to ZG \otimes L_{n+1} M_{n+1}$ is given by $m \mapsto 1 \otimes L_{n+1} m$. With these chain complexes and the chain map, we are able to construct the following spectral sequence.

**Theorem 9.2.19 (Stability pair spectral sequence)**

For each stability pair $(G, G')$, there is a first-quadrant spectral sequence

$$E^1_{p,q} = \begin{cases} H_q(G, G'; Z) & p = 0 \\ H_q(L_p, L'_p; M_p) & 1 \leq p \leq n \\ H_q(L_{n+1}, G'; M_{n+1}) & p = n + 1 \end{cases}$$

which converges to zero.

**Proof** Let $F_*(G)$ and $F_*(G')$ be the standard resolutions of $Z$ over $ZG$ and $ZG'$, respectively. Consider the two double complexes $F_*(G') \otimes_G C'_*$ and $F_*(G) \otimes_G C_*$ and the map of double complexes

$$i : F(G') \otimes_G C' \to F(G) \otimes_G C$$

$$f \otimes_G c \mapsto f \otimes_G \iota(c)$$

induced by the inclusion $G' \hookrightarrow G$ and by $\iota$. We can apply Theorem 9.1.1 to obtain the relative spectral sequence

$$E^1_{p,q} = H_q(Cone(i_{•,p})) \Rightarrow 0,$$

converging to zero by Corollary 6.4.4 and the long exact sequence associated to the mapping cone complex. All that remains is the description of the first page terms. For $1 \leq p \leq n$, we apply Lemma 5.1.7 to obtain

$$E^1_{p,q} \cong H_q\left(\frac{(F_*(G') \otimes_G C'_p)}{(F_*(G') \otimes_G C'_p)}\right) \cong H_q\left(\frac{(F_*(G) \otimes_L M_p)}{(F_*(G') \otimes_L' M_p)}\right),$$

which is isomorphic to $H_q(L_p, L'_p; M_p)$ by Proposition 5.2.15. For $p = n + 1$, note that

$$E^1_{n+1,q} = H_q\left(\frac{(F_*(G) \otimes_G C_{n+1})}{(F_*(G') \otimes_G' C'_{n+1})}\right) \cong H_q\left(\frac{(F_*(G) \otimes_L M_{n+1})}{(F_*(G') \otimes_M M_{n+1})}\right),$$

which is isomorphic to $H_q(L_{n+1}, G'; M_{n+1})$. 

**Remark** Note that by Lemma 5.2.16, we have $E^1_{p,0} = 0$ for all $0 \leq p \leq n + 1$. 
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In the third part, we will apply the results of the first two parts to specific series of groups. We will only sketch the original application to general linear groups by Charney in [Cha80]. Instead, we will use the strong stability theorem for general linear groups by Sah (Theorem 5.3.2) for the following proofs. In the following sections, we then prove homological stability for special linear groups, for unitary groups and for special orthogonal groups.

For the definitions of these groups and of their associated buildings, we will refer to Chapter 4.

9.3.1 General linear groups

Let \( D \) be any division ring. We consider the group \( G = \text{GL}_{n+2}(D) \) for \( n \geq 2 \). The associated building \( X \) is the flag complex over \((n+1)\)-dimensional projective space and hence of type \( A_{n+1} \), see Section 4.2. The vertices of the opposition complex \( O(X) \) are then pairs of complementary vector subspaces of \( D^{n+2} \) by Lemma 4.2.4.

As in Section 4.2, we choose a basis \( e_1, e_2, \ldots, e_{n+2} \) of \( D^{n+2} \) and construct the associated frame \( F_0 = \{\langle e_1 \rangle, \ldots, \langle e_{n+2} \rangle\} \) which leads to the standard apartment \( \Sigma_0 = \Sigma(F_0) \). We choose the standard chamber \( c_0 \) in \( \Sigma_0 \) to be:

\[
c_0 = (\langle e_1 \rangle \subset \langle e_1, e_2 \rangle \subset \cdots \subset \langle e_1, \ldots, e_{n+1} \rangle).
\]

We enumerate the type set \( I = \{i_1, \ldots, i_{n+1}\} \) such that a vertex of type \( i_k \) is a subspace of dimension \( k \). Consequently, we have \( v_p^+(\langle e_1, \ldots, e_{p} \rangle) \) for the vertices of \( c_0 \), and hence \( v_p^- = (\langle e_{p+1}, \ldots, e_{n+2} \rangle) \). We obtain

\[
L_p = \begin{pmatrix}
\text{GL}_p(D) & 0 \\
0 & \text{GL}_{n+2-p}(D)
\end{pmatrix}
\]

for \( 1 \leq p \leq n+1 \) as in Section 4.2. In particular

\[
L_{n+1} \cong \begin{pmatrix}
\text{GL}_{n+1}(D) & 0 \\
0 & D^\times
\end{pmatrix}.
\]

We choose \( G' = \begin{pmatrix}
\text{GL}_{n+1}(D) & 0 \\
0 & 1
\end{pmatrix} \) which implies that

\[
L'_p = \begin{pmatrix}
\text{GL}_p(D) & 0 \\
0 & \text{GL}_{n+1-p}(D)
\end{pmatrix}.
\]

Obviously, we obtain \( L_p \cong \text{GL}_p(D) \times \text{GL}_{n+2-p}(D) \) and \( L'_p \cong \text{GL}_p(D) \times \text{GL}_{n+1-p}(D) \). The Coxeter diagrams of \( G, L_p, G' \) and \( L'_p \) can be found in Figure 9.1.

By Theorem 9.2.19, we obtain the following spectral sequence, which has originally been constructed by Charney in [Cha80]. We obtain a slightly better description of the first page, but her result is for arbitrary principal ideal domains.
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\[ \begin{align*}
G & \quad \cdots \cdots \cdots \\
L_p & \quad \cdots \cdots \cdots \\
G' & \quad \cdots \cdots \cdots \\
L'_p & \quad \cdots \cdots \cdots \\
1 & \quad 2 \\
p & \quad p-1 \\
p & \quad p+1 \\
n & \quad n+1
\end{align*} \]

Figure 9.1: The Coxeter diagrams of the groups \( G, L_p, G', L'_p \) for type \( A_n \).

**Theorem 9.3.1 (Charney, Theorem 2.2 in [Cha80])** For any \( n \geq 2 \), there is a first-quadrant spectral sequence

\[
E^1_{p,q} = \begin{cases} 
H_q(GL_{n+2}(D), GL_{n+1}(D); \mathbb{Z}) & p = 0 \\
H_q(GL_p(D) \times GL_{n+2-p}(D), GL_p(D) \times GL_{n+1-p}(D); M_p) & 1 \leq p \leq n \\
H_q(GL_{n+1}(D) \times D^\times, GL_{n+1}(D); M_{n+1}) & p = n+1
\end{cases}
\]

which converges to zero.

**Remark** It is not difficult to see that the maps

\[
E^1_{1,q} = H_q(D^\times \times GL_{n+1}(D), D^\times \times GL_n(D); \mathbb{Z}) \to H_q(GL_{n+2}(D), GL_{n+1}(D); \mathbb{Z}) = E^1_{0,q}
\]

are induced by the inclusion of pairs, which is an important ingredient in the homological stability proof by Charney described below.

Note that the vertices of \( \text{lk}(v_p)_{p-1} \) are given by

\[ \text{lk}(v_p)_{p-1}^0 = \{(V, W) : V \subset \langle e_1, \ldots, e_p \rangle, W \supset \langle e_{p+1}, \ldots, e_{n+2} \rangle, V \oplus W = D^{n+2}\} \].

In particular, these factors of the Levi subgroups

\[
\begin{pmatrix} 1_p & 0 \\
0 & GL_{n+2-p}(D) \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} 1_p & 0 \\
0 & GL_{n+1-p}(D) \end{pmatrix}
\]

act trivially on \( \text{lk}(v_p)_{p-1} \) and hence on \( M_p \). We can hence apply the relative Lyndon/Hochschild-Serre spectral sequence (Theorem 9.1.2) to obtain a description of the first page of the aforementioned spectral sequence in terms of integral relative group homology of smaller general linear groups. This can be used to apply an ingenious “bootstrap procedure” to prove homological stability inductively for general linear groups as in [Cha80]. The result, originally proved for principal ideal domains, is

**Theorem 9.3.2 (Charney, Theorem 3.2 in [Cha80])** For \( n \geq 3k \), we have

\[ H_k(GL_{n+1}(D), GL_n(D); \mathbb{Z}) = 0. \]

This theorem is far from optimal, to the author’s knowledge, the results by Sah and van der Kallen in Section 5.3 have the best known stability ranges of \( n \geq k \) for division rings with infinite centre and of \( n \geq 2k \) for other division rings.
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9.3.2 Special linear groups

In this section, we consider special linear groups $\text{SL}_n(D) + 2(D)$ over infinite fields $D$. By the arguments of Section 4.2, special linear groups act strongly transitively on the same building $X$ we have considered in the previous section. The opposition complex $O(X)$ and hence also the modules $M_p$ are the same as for general linear groups. In the case $G = \text{SL}_n(D)$ for $n \geq 2$, the Levi subgroups admit the following structure:

$$L_p = \left\{ \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix} : A \in \text{GL}_p(D), B \in \text{GL}_{n+2-p}(D), \det(A) \det(B) = 1 \right\},$$

which splits as a semidirect product

$$L_p = \left\{ \begin{pmatrix} A & 0 \\ 0 & \det(A)^{-1} \end{pmatrix} : A \in \text{GL}_p(D) \right\} \ltimes \begin{pmatrix} \mathbb{1}_p & 0 \\ 0 & \text{SL}_{n+2-p}(D) \end{pmatrix} \cong \text{GL}_p(D) \ltimes \text{SL}_{n+2-p}(D),$$

and the group $\text{SL}_{n+2-p}(D)$ acts trivially on $M_p$ by the same argument as in Section 9.3.1. In particular

$$L_{n+1} = \left\{ \begin{pmatrix} A & 0 \\ 0 & \det(A)^{-1} \end{pmatrix} : A \in \text{GL}_{n+1}(D) \right\},$$

and we choose $G' = \begin{pmatrix} \text{SL}_{n+1}(D) & 0 \\ 0 & 1 \end{pmatrix}$.

We obtain

$$L'_p = \left\{ \begin{pmatrix} A & 0 \\ 0 & \det(A)^{-1} \end{pmatrix} : A \in \text{GL}_p(D) \right\} \ltimes \begin{pmatrix} \mathbb{1}_p & 0 \\ 0 & \text{SL}_{n+1-p}(D) \end{pmatrix} \cong \text{GL}_p(D) \ltimes \text{SL}_{n+1-p}(D),$$

gain with $\text{SL}_{n+1-p}(D)$ acting trivially on $M_p$. In particular, we have

$$L_1 = \left\{ \begin{pmatrix} \det(A)^{-1} \\ 0 & A \end{pmatrix} : A \in \text{GL}_{n+1}(D) \right\} \cong \text{GL}_{n+1}(D)$$

and

$$L'_1 = \left\{ \begin{pmatrix} \det(A)^{-1} & 0 \\ 0 & A \end{pmatrix} : A \in \text{GL}_{n}(D) \right\} \cong \text{GL}_{n}(D).$$

Figure 9.1 also shows the Coxeter diagrams of the groups which are involved here. As in [Cha80], we apply Theorem 9.2.19 to obtain a spectral sequence converging to zero. Again, we obtain a slightly better description of the first page, while restricting to fields.

**Theorem 9.3.3 (Charney, Theorem 2.3 in [Cha80])** For any $n \geq 2$, there is a first-quadrant spectral sequence

$$E^1_{p,q} = \begin{cases} H_q(\text{SL}_{n+2}(D), \text{SL}_{n+1}(D); \mathbb{Z}) & p = 0 \\ H_q(\text{GL}_p(D) \ltimes \text{SL}_{n+2-p}(D), \text{GL}_p(D) \ltimes \text{SL}_{n+1-p}(D); M_p) & 1 \leq p \leq n \\ H_q(\text{GL}_{n+1}(D), \text{SL}_{n+1}(D); M_{n+1}) & p = n + 1 \end{cases}$$

which converges to zero.
Charney then uses this spectral sequence and a version of the relative Lyndon/Hochschild-Serre spectral sequence (Theorem 9.1.2) to prove homological stability for \( n \geq 3k \). One can improve this result using Theorem 5.3.2, however.

**Theorem 9.3.4** If \( D \) is an infinite field, then \( n \geq 2k - 1 \) implies

\[
H_k(\text{SL}_{n+1}(D), \text{SL}_n(D); \mathbb{Z}) = 0.
\]

**Proof** In spite of the formulation of the theorem we will prove equivalently that \( n \geq 2k - 2 \) implies

\[
H_k(\text{SL}_{n+2}(D), \text{SL}_{n+1}(D); \mathbb{Z}) = 0.
\]

Since relative \( H_0 \) vanishes always by Lemma 5.2.16 and since \( H_1(\text{SL}_{n+2}(D); \mathbb{Z}) = 0 \) for all \( n \geq 0 \) by [HO89, 2.2.3], we can start an induction over \( k \).

Let \( k \geq 2 \). As induction hypothesis, assume that

\[ H_l(\text{SL}_{n+2}(D), \text{SL}_{n+1}(D); \mathbb{Z}) = 0 \quad \text{for all } l < k \text{ and all } n \geq 2l - 2. \]

We will show that \( H_k(\text{SL}_{n+2}(D), \text{SL}_{n+1}(D); \mathbb{Z}) = 0 \) for all \( n \geq 2k - 2 \). For any \( n \geq 2k - 2 \geq 2 \), by Theorem 9.3.3, we have the spectral sequence \( E^1_{p,q} \) converging to zero. Note first of all that

\[ E^1_{0,q} = H_q(\text{SL}_{n+2}(D), \text{SL}_{n+1}(D); \mathbb{Z}). \]

In particular, we have to prove that \( E^1_{0,k} = 0 \). Since the spectral sequence converges to zero, it is enough to prove \( E^1_{p,q} = 0 \) for all \( p + q \leq k + 1 \) and \( p \geq 1 \), which will then imply \( E^1_{0,q} = 0 \) for all \( 0 \leq q \leq k \). The situation is illustrated in Figure 9.2. We will prove the vanishing of the modules separately for the regions I, II and III.

For region I, that is for \( p = 1 \) and \( 1 \leq q \leq k \), note that

\[ E^1_{1,q} \cong H_q(\text{GL}_{n+1}(D), \text{GL}_n(D); \mathbb{Z}). \]

Since \( n \geq 2k - 2 \geq k \geq q \), we know that \( E^1_{1,q} = 0 \) by Theorem 5.3.2.
For region II, that is \( p + q \leq k + 1, \ q \geq 1 \) and \( 2 \leq p \leq n \), we have in particular \( q \leq k - 1 \). Additionally
\[
2q - 2 + p = (p + q) + q - 2 \leq 2k - 2 \leq n,
\]
so \( n - p \geq 2q - 2 \). By the induction hypothesis, we hence have
\[
H_q(SL_{n-p+2}(D), SL_{n-p+1}(D); \mathbb{Z}) = 0 \tag{9.1}
\]
for all \( p, q \) with \( p + q \leq k + 1 \) and \( p \geq 2 \).

For the terms \( E_{p,q}^1 = H_q(L_p, L'_p; M_p) \) in region II, consider the relative Lyndon/Hochschild-Serre spectral sequence from Theorem 9.1.2:
\[
L^2_{i,j} = H_i(GL_p(D); H_j(SL_{n+2-p}(D), SL_{n+1-p}(D); \mathbb{Z}) \otimes \mathbb{Z} M_p) \Rightarrow H_{i+j}(L_p, L'_p; M_p).
\]
Note that we proved in (9.1) that \( L^2_{i,j} = 0 \) for \( j \leq q \leq k+1 \), hence \( H_q(L_p, L'_p; M_p) = 0 \) for all \( p, q \) in region II. Hence \( E_{p,q}^1 = 0 \) for region II.

Finally, note that region III, that is, all \( E_{p,0}^1 \) with \( 0 \leq p \leq k + 1 \leq n + 1 \) vanish by the remark after Theorem 9.2.19.

Inspecting the spectral sequence \( E_{p,q}^1 \) yields \( E_{0,k}^1 = E_{0,k}^\infty = 0 \), which proves the theorem. \( \square \)

**Remark** If we compare this to the results of Section 5.3, we see that the stability result by Hutchinson and Tao (Theorem 5.3.3) for special linear groups improves this to \( n \geq k \) in the case where \( D \) is a field of characteristic zero. Our result above improves the known stability range for all other infinite fields by one, however. Up to now, the best result known to the author is due to van der Kallen (Theorem 5.3.1) proving stability for \( n \geq 2k \) for division rings.

### 9.3.3 Unitary groups

In this section, let \( D \) be a division ring. Let \( J : D \to D \) be an involution and let \( \varepsilon \in \{ \pm 1 \} \). Let \( V \) be a finite-dimensional right \( D \)-vector space. Choose a (trace-valued) \((\varepsilon, J)\)-hermitian form \( h : V \times V \to D \) of Witt index \( \text{ind}(h) = n + 1 \) and consider the associated unitary group \( U(V) \) as in Section 4.3.

From this section, we obtain that \( U(V) \) admits a Tits system of type \( C_{n+1} \) which is not thick if and only if \( J = \text{id} \), \( \dim(V) = 2 \text{ind}(h) \) and \( \varepsilon \neq -1 \), which is the case of orthogonal groups. We also allow this case explicitly. The corresponding building \( X \) is isomorphic to the flag complex over all totally isotropic subspaces of \( V \). The opposition complex \( O(X) \) is then isomorphic to the flag complex over pairs of opposite totally isotropic subspaces of \( V \), where \( A \leq V \) is opposite \( B \leq V \) if \( A \oplus B^\perp = V \).

By Proposition 4.3.4, there is a decomposition \( V = H_{n+1} \oplus E \), where \( E \) is anisotropic, and there is a basis
\[
e_{-(n+1)}, \ldots, e_{-1}, e_1, \ldots, e_{n+1}
\]
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of the hyperbolic module $\mathcal{H}_{n+1}$ such that

$$h(e_i, e_j) = \begin{cases} 
\varepsilon & \text{if } i + j = 0 \text{ and } i > 0 \\
1 & \text{if } i + j = 0 \text{ and } i < 0 \\
0 & \text{otherwise.}
\end{cases}$$

The associated frame determines an apartment $\Sigma_0$ of the building $X$. We choose the chamber $c_0 \in \Sigma_0$ and the type enumeration such that

$$v_p = (\langle e_{-(n+1)}, \ldots, e_{-p} \rangle, \langle e_p, \ldots, e_{n+1} \rangle)$$

and we write $\mathcal{H}_p = \langle e_{-p}, \ldots, e_{-1}, e_1, \ldots, e_p \rangle$ and $\mathcal{H}_0 = \{0\}$. In Section 4.3, we have already seen that the Levi subgroups $L_p$ then admit the following structure

$$L_p = \left\{ \begin{pmatrix} S & 0 & 0 & 0 \\
0 & A & 0 & B \\
0 & 0 & S^{-J} & 0 \\
0 & C & 0 & D \end{pmatrix} : S \in \text{GL}_{n+2-p}(D), \begin{pmatrix} A & B \\
C & D \end{pmatrix} \in U(\mathcal{H}_{p-1} \perp E) \right\}$$

$$\cong \text{GL}_{n+2-p}(D) \times U(\mathcal{H}_{p-1} \perp E).$$

In particular, we have

$$L_{n+1} = \left\{ \begin{pmatrix} s & 0 & 0 & 0 \\
0 & A & 0 & B \\
0 & 0 & s^{-J} & 0 \\
0 & C & 0 & D \end{pmatrix} : s \in D^\times, \begin{pmatrix} A & B \\
C & D \end{pmatrix} \in U(\mathcal{H}_{n} \perp E) \right\}. $$

We choose $G'$ to be

$$G' = \left\{ \begin{pmatrix} 1 & 0 & 0 & 0 \\
0 & A & 0 & B \\
0 & 0 & 1 & 0 \\
0 & C & 0 & D \end{pmatrix} : \begin{pmatrix} A & B \\
C & D \end{pmatrix} \in U(\mathcal{H}_{n} \perp E) \right\} \cong U(\mathcal{H}_{n} \perp E),$$

hence

$$L_p' = \left\{ \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\
0 & S & 0 & 0 & 0 & 0 \\
0 & 0 & A & 0 & B & 0 \\
0 & 0 & 0 & S^{-J} & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & C & 0 & 0 & D \end{pmatrix} : S \in \text{GL}_{n+1-p}(D), \begin{pmatrix} A & B \\
C & D \end{pmatrix} \in U(\mathcal{H}_{p-1} \perp E) \right\}$$

$$\cong \text{GL}_{n+1-p}(D) \times U(\mathcal{H}_{p-1} \perp E).$$

The diagrams of these groups can be seen in Figure 9.3.
For $n \geq 2$, we apply Theorem 9.2.19 to obtain a spectral sequence

$$E_{p,q}^1 \cong \begin{cases} 
H_q\left(U(H_{n+1} \perp E), U(H_n \perp E); \mathbb{Z}\right) & p = 0 \\
H_q\left(GL_{n+2-p}(D) \times U(H_{p-1} \perp E), GL_{n+1-p}(D) \times U(H_{p-1} \perp E); M_p\right) & 1 \leq p \leq n \\
H_q\left(D^\times \times U(H_n \perp E), U(H_n \perp E); M_{p+1}\right) & p = n + 1
\end{cases}$$

which converges to zero. Using this spectral sequence, we obtain a generalisation of the theorems by Vogtmann for orthogonal groups in [Vog79] and [Vog81], which were later generalised to Dedekind rings by Charney in [Cha87].

**Theorem 9.3.5** For a division ring $D$ with infinite centre, the relative homology modules $H_k\left(U(H_{n+1} \perp E), U(H_n \perp E); \mathbb{Z}\right)$ vanish for $n \geq 2$ if $k = 1$ and for $n \geq k \geq 2$. If the centre of $D$ is finite, relative homology vanishes for $n \geq 2k$.

**Proof** Note first that all assumptions imply $n \geq 2$, so we can construct the spectral sequence $E_{p,q}^1$ as above. For $2 \leq p \leq n$, the vertices of $	ext{lk}(v_p)_{p-1}$ are given by

$$\text{lk}(v_p)_{p-1}^0 = \{(A, B) : \langle e_{-(n+1)}, \ldots, e_p \rangle \subseteq A, B \supseteq \langle e_p, \ldots, e_{n+1}\rangle, A \oplus B^\perp = V\}.$$ 

In particular, the general linear group factors of $L_p$ and $L'_p$ act trivially on this filtrated link and hence on $M_p$. For $p \geq 1$, we can hence apply the relative Lyndon/Hochschild-Serre spectral sequence (Theorem 9.1.2) to obtain

$$L_{i,j}^2 = H_i(U(H_{p-1} \perp E); H_j(GL_{n+2-p}(D), GL_{n+1-p}(D); \mathbb{Z}) \otimes \mathbb{Z} M_p) \Rightarrow H_{i+j}(L_p, L'_p; M_p).$$

Again, we want to show that $E_{0,k}^1 = 0$. We do this by showing that $E_{p,q}^1 = 0$ for $p + q \leq k + 1$ and $p \geq 1$. The situation is illustrated in Figure 9.4. We will prove the vanishing of these modules separately for the regions I and II.

First of all, consider region II, which consists of the modules $E_{p,0}^1$ with

$$1 \leq p \leq k + 1 \leq n + 1.$$
These modules vanish by the remark after Theorem 9.2.19.

Region I is given by $p + q \leq k + 1$, $q \geq 1$ and $1 \leq p \leq k \leq n$. We distinguish cases.

If the centre of $D$ is infinite, by Sah’s result (Theorem 5.3.2), we have

$$H_j(\text{GL}_{n+2-p}(D), \text{GL}_{n+1-p}(D); \mathbb{Z}) = 0$$

for $j \leq n + 1 - p$. So $E_{p,q}^1$ vanishes for $p + q \leq n + 1$ and $1 \leq p \leq n$ by the relative Lyndon/Hochschild-Serre spectral sequence. Since $n \geq k$, the modules $E_{p,q}^1$ vanish in region I.

If the centre of $D$ is finite, van der Kallen’s result (Theorem 5.3.1) implies $E_{p,q}^1 = 0$ for $p + 2q \leq n + 1$. By hypothesis, $n \geq 2k$, so $p + q \leq k + 1$ and $q \leq k$ imply $p + 2q \leq 2k + 1 \leq n + 1$, which shows again that $E_{p,q}^1 = 0$ in region I. This proves the theorem.

\[\square\]

**Remark** As already mentioned in Section 5.3, Mirzaii and van der Kallen have proved homological stability for unitary groups over local rings with infinite residue fields in [MvdK02] and [Mir05] with a slightly weaker stability range of $n \geq k + 1$. We restrict ourselves to division rings with infinite centre, but on the other hand we allow an anisotropic kernel.

Note that, if $E = \{0\}$ and $J = \text{id}$, which forces $D$ to be a field, we obtain stability results for the following two special cases.

**Theorem 9.3.6** For the symplectic and orthogonal groups over an infinite field $D$, we obtain

$$H_k(\text{Sp}_{2n+2}(D), \text{Sp}_{2n}(D); \mathbb{Z}) = 0$$

$$H_k(\text{O}_{n+1,n+1}(D), \text{O}_{n,n}(D); \mathbb{Z}) = 0$$

if $k = 1$ and $n \geq 2$ or $n \geq k \geq 2$. If $D$ is a finite field, then the relative homology groups vanish for $k \geq 2n$. 
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By a combination of the methods for Theorem 9.3.4 and Theorem 9.3.5, results on special unitary groups can also be obtained. The following result on special orthogonal groups is particularly interesting:

**Theorem 9.3.7** For an infinite field $D$, we have

$$H_k\left(\mathrm{SO}_{n+1,n+1}(D), \mathrm{SO}_{n,n}(D); \mathbb{Z}\right) = 0$$

for $k = 1$ and $n \geq 2$ or $n \geq k \geq 2$. If $D$ is a finite field, then the relative homology groups vanish for $n \geq 2k$.

**Proof** In this case, note that $J = \text{id}$. The Levi subgroups hence have the following simple structure:

$$L_p = \left\{ \begin{pmatrix} S & 0 & 0 & 0 \\ 0 & A & 0 & B \\ 0 & 0 & S^{-1} & 0 \\ 0 & C & 0 & D \end{pmatrix} : S \in \mathrm{GL}_{n+2-p}(D), \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \mathrm{SO}_{p-1,p-1}(D) \right\}.$$

Since by assumption $n \geq 2$, we can apply Theorem 9.2.19 to obtain a relative spectral sequence converging to zero. We have to prove $E_{0,k}^1 = 0$. As in the proof of Theorem 9.3.5, the general linear factors of $L_p, L'_p$ act trivially on $M_p$ and we consider the relative Lyndon/Hochschild-Serre spectral sequence to obtain

$$L^2_{i,j} = H_i\left(\mathrm{SO}_{p-1,p-1}(D); H_j(\mathrm{GL}_{n+2-p}(D), \mathrm{GL}_{n+1-p}(D); \mathbb{Z}) \otimes \mathbb{Z} M_p\right) \Rightarrow H_{i+j}(L_p, L'_p; M_p).$$

Now, for infinite fields, note that by Theorem 5.3.2, for $j \leq n+1-p$, we have $L^2_{i,j} = 0$. In particular, $p+q \leq k+1 \leq n+1$ and $p \geq 1$ implies $E^1_{p,q} = 0$, except for $p = n+1 = k+1$, where we apply the remark after Theorem 9.2.19 again. We obtain the theorem by inspection of the spectral sequence.

For finite fields, by Theorem 5.3.1, for $2j \leq n+1-p$, we have $L^2_{i,j} = 0$. So $p+q \leq k+1$ and $q \leq k$ imply $p+2q \leq 2k+1 \leq n+1$, so $E^1_{p,q} = 0$, and we obtain the result. $\square$
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This chapter deals with the construction of lattices in groups acting on affine buildings. More specifically, we will construct uniform lattices in the automorphism groups of two-dimensional affine buildings. This is done by constructing a complex of groups with the right local developments whose universal cover is a building and whose fundamental group acts cocompactly with finite stabilisers. The fundamental group is hence a uniform lattice in the full automorphism group of the building.

In the first section, we recall some basic facts about lattices in the automorphism groups of polyhedral complexes.

In order to construct the required complexes of groups, we study groups acting regularly on points or lines of finite generalised polygons in Section 10.2. Using polygons with such an automorphism group, so-called Singer polygons, we then give a construction of complexes of groups whose local developments are generalised polygons.

In the next two sections, we construct complexes of groups that give rise to uniform lattices on buildings of type $\tilde{A}_2$ and $\tilde{C}_2$, respectively, and investigate some of their properties.

In the last section, we calculate group homology of these lattices.

The results of this chapter are also contained in [Ess09a]. The reader might want to consult Section 1.3 for an overview of this chapter.

10.1 Lattices in automorphism groups of polyhedral complexes

Let us first introduce the general concept of a lattice. We will only require uniform lattices in this thesis. Hence we will not give detailed definitions of the Haar measure, for example.

Let $G$ be a locally compact topological group. Then there is a left invariant measure on $G$ which is unique up to a multiplicative constant. It is called the Haar measure. This measure induces an invariant measure on every quotient space of $G$.

**Definition 10.1.1** A lattice $\Gamma \leq G$ is a discrete subgroup of $G$ such that the measure space $\Gamma \backslash G$ has finite measure.

A uniform lattice $\Gamma$ is a discrete and cocompact subgroup of $G$, that means $\Gamma \backslash G$ is compact.

**Examples 10.1.2** The additive group $\mathbb{Z} \leq \mathbb{R}$ is a uniform lattice. The group $\text{SL}_n(\mathbb{Z})$ is a non-uniform lattice in $\text{SL}_n(\mathbb{R})$. 
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We will only be interested in uniform lattices in this thesis. Locally compact groups and uniform lattices arise naturally in the following setting.

**Situation**  Let $X$ be a locally finite piecewise Euclidean complex. Its full automorphism group $G = \text{Aut}(X)$ is a topological group, a neighbourhood basis for the identity is given by the stabilisers of compact sets. The vertex stabilisers $G_x$ are then open and compact, since

$$G_x = \lim_{r \to \infty} G_x|_{B_r(x)},$$

where $B_r(x)$ is the closed ball around $x$. Obviously, since $X$ is locally finite, every restriction $G_x|_{B_r(x)}$ is a finite group, so $G_x$ is profinite and hence compact. In particular, $G$ is locally compact. We assume additionally that $G$ acts cocompactly on $X$, that is $G \setminus X$ is compact.

See [BL01, Chapter 3] for a description of this situation in case $X$ is a locally finite tree.

**Lemma 10.1.3** A subgroup $\Gamma \leq G$ is discrete if and only if all its stabiliser subgroups of vertices are finite. It is cocompact in $G$ if and only if it acts cocompactly on $X$.

**Proof** If $\Gamma$ is discrete, then $\Gamma \cap G_x$ is compact and discrete and hence finite for all $x \in X$. If $\Gamma \cap G_x$ is finite, then $\{1\}$ is open in $\Gamma \cap G_x$ and hence in $\Gamma$, since $G_x$ is open in $G$. So $\Gamma$ is discrete.

For cocompactness, observe that, since $G$ acts cocompactly on $X$, there is a compact set $C \subseteq X$ such that $G \cdot C = X$. Hence $(\Gamma \setminus G) \cdot C = \Gamma \setminus X$ and so $\Gamma \setminus G$ is compact if and only if $\Gamma \setminus X$ is compact. $\square$

In particular, $\Gamma \leq G$ is a uniform lattice if and only if it acts cocompactly with finite stabilisers on $X$.

**Construction** Let $G(\mathcal{Y})$ be a developable complex of groups with finite vertex groups over a finite scwol. Then the geometric realisation of the universal cover $|\mathcal{X}|$ is a locally finite, piecewise Euclidean complex.

Its automorphism group $\text{Aut}(|\mathcal{X}|)$ is then a locally compact group with compact open stabilisers. The fundamental group $\pi_1(G(\mathcal{Y}))$ acts on $|\mathcal{X}|$, the stabilisers are the vertex groups and the quotient is the geometric realisation of the scwol $\mathcal{Y}$. So $\pi_1(G(\mathcal{Y}))$ is a uniform lattice in $\text{Aut}(|\mathcal{X}|)$.

Hence, to construct lattices in the automorphism groups of locally finite buildings, all we have to do is the following:

**Goal** Construct a finite scwol with finite vertex groups whose universal cover is a Euclidean building.
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10.2 Complexes of groups with generalised polygons as local developments

To achieve that goal of constructing a suitable scwol, in particular the local developments have to have the right structure. Remember that, by the list of diagrams of affine Coxeter groups (Figure A.2), a two-dimensional affine building must be of type $\tilde{A}_2$, $\tilde{C}_2$ or $\tilde{G}_2$. In particular, a vertex link in a two-dimensional affine building must be a generalised polygon as in Section 4.1.

In order to obtain a complex of groups whose universal cover is a two-dimensional building, we have to ensure that the local developments at vertices are finite generalised polygons. The main ingredients for our constructions are generalised polygons admitting Singer groups.

**Definition 10.2.1** A Singer polygon is a generalised polygon which admits an automorphism group acting regularly, that is transitively and freely, on its set of points. Such a group of automorphisms is called a Singer group.

We will investigate examples for Singer polygons in the following sections. The easiest case is a generalised 2-gon, which is nothing but a complete bipartite graph.

**Lemma 10.2.2** Any group of order $k$ acts point- and line-regularly on a bipartite graph of order $(k, k)$.

**Proof** Identify the set of points and the set of lines of the bipartite graph each with the elements of the group and consider the left regular representation on both sets. □

10.2.1 Projective planes

A generalised triangle is a projective plane. A projective plane is classical if it is the usual projective plane over a division ring as in Section 4.2. The following classical result gives rise to the name of Singer groups.

**Theorem 10.2.3** (Singer, [Sin38]) Every finite classical projective plane admits a cyclic Singer group. A generator of such a group is called a Singer cycle.

It is conjectured that, as a stronger converse statement, every finite projective plane admitting a group acting transitively on points is already classical. This has been an open problem for a long time, see [Gil07] for a recent contribution. It is not even known whether a projective plane with an abelian Singer group must be classical. On the other hand, all Singer groups on finite classical projective planes are classified by Ellers and Karzel:

**Theorem 10.2.4** (Ellers-Karzel, 1.4.17 in [Dem68]) Fix a finite classical projective plane of order $p^e$ with a Singer group $S$. 
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Then there is a divisor \( n \) of \( 3e \) such that \( n(p^e - 1) \) divides \( p^{3e} - 1 \) and \( S \) can be presented in the following way:

\[
S = \langle \gamma, \delta \mid \gamma^s = 1, \delta^n = \gamma^t, \delta \gamma \delta^{-1} = \gamma^{p^{3e}/n} \rangle,
\]

where \( s = \frac{p^{3e} - 1}{n(p^e - 1)} \) and \( t = \frac{p^{3e} - 1}{n(p^{3e}/n - 1)} \).

Conversely, every group satisfying these relations acts point-regularly on a classical projective plane. In addition, the group \( S \) is contained in \( \text{PGL}_3(\mathbb{F}_{p^e}) \) if and only if \( n \in \{1, 3\} \).

Finally, we require the following simple fact about arbitrary finite projective planes.

**Proposition 10.2.5 (4.2.7 in [Dem68])** A Singer group of a finite projective plane also acts regularly on lines.

### 10.2.2 Generalised quadrangles

There is no classification of all Singer quadrangles known to the author. However, there is a list of all Singer quadrangles among all known finite generalised quadrangles, see the book [STdW09]. All known Singer quadrangles except one arise by Payne derivation from translation generalised quadrangles and symplectic quadrangles.

Since we require rather explicit descriptions of the quadrangles, we consider only one large class of examples, the so-called slanted symplectic quadrangles. For a detailed investigation of these quadrangles, see [GJS94] and [Str03].

We first define symplectic quadrangles, which are a special case of the polar spaces we have constructed in Section 4.3. Nevertheless, we give the concrete definition here to fix the notation.

**Definition 10.2.6** Fix a prime power \( q > 2 \). Let \( V = \langle e_{-2}, e_{-1}, e_1, e_2 \rangle \) be a four-dimensional vector space over the finite field \( \mathbb{F}_q \) endowed with the symplectic form \( h \) satisfying

\[
h(e_i, e_j) = \begin{cases} 
-1 & i + j = 0, i > j \\
1 & i + j = 0, i < j \\
0 & \text{else}.
\end{cases}
\]

The polar space consisting of all non-trivial totally isotropic subspaces of \( V \), that is, subspaces \( U \) satisfying \( U \subseteq U^\perp \), forms a generalised quadrangle, called the symplectic quadrangle \( W(q) \). More specifically, set

\[
\mathcal{P}(W(q)) = \{ U \subseteq V : \dim(U) = 1, U \subseteq U^\perp \},
\]

\[
\mathcal{L}(W(q)) = \{ W \subseteq V : \dim(W) = 2, W \subseteq W^\perp \},
\]

\[
\mathcal{F}(W(q)) = \{ (U, W) \in \mathcal{P}(W(q)) \times \mathcal{L}(W(q)) : U \subseteq W \}.
\]
We denote the full symplectic group by $\text{Sp}_4(q)$, which is the group of all linear maps preserving $h$, and we fix the following notation

\[
x(a) = \begin{pmatrix} 1 & a & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & -a \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad y(b) = \begin{pmatrix} 1 & 0 & b & 0 \\ 0 & 1 & 0 & b \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad z(c) = \begin{pmatrix} 1 & 0 & 0 & c \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}
\]

for specific elements in $\text{Sp}_4(q)$, where $a, b, c \in F_q$. We abbreviate $x = x(1)$, $y = y(1)$ and $z = z(2)$. It is not hard to see that $[x, y] = z$.

Lemma 10.2.7 The subgroup $E = \langle x(a), y(b), z(c) : a, b, c \in F_q \rangle \leq \text{Sp}_4(q)$ acts regularly on all points not collinear with the point $p_0 = F_q(1, 0, 0, 0)^T$.

- If $q$ is odd, then $E$ is a three-dimensional Heisenberg group over $F_q$. If $q$ is prime, we have the following simple presentation:

\[
E = \langle x, y \mid z = xyx^{-1}y^{-1}, x^q = y^q = z^q = 1, xz = zx, yz = zy \rangle.
\]

- If $q$ is even, then $E \cong F_q^3$, which is hence an elementary abelian 2-group.

Proof It is an easy calculation to show that all points not collinear with $p_0$ have the form $F_q(x, y, z, 1)^T$. Simple matrix calculations then imply that $E$ acts regularly on these points.

If $q$ is odd, then $E$ is a three-dimensional Heisenberg group by [STdW09, 4.3]. It is a simple calculation to verify the presentation in case that $q$ is prime. By calculating three commutators, one can see that $E$ is isomorphic to $F_q^3$ if $q$ is even. \(\square\)

Payne derivation We will give a definition of Payne derivation as described in [STdW09]. The same procedure is called slanting in [GJS94]. We write $p \sim r$ for collinear points $p$ and $r$. Then we define

\[
p^\perp = \{ r \in \mathcal{P}(W(q)) : p \sim r \}
\]

\[
\{p, p'\}^{\perp\perp} = \{ r \in \mathcal{P}(W(q)) : r \in s^\perp \text{ for all } s \in p^\perp \cap p'^\perp \}.
\]

Definition 10.2.8 The slanted symplectic quadrangle $W(q)^{\Diamond}$ is given as follows:

- The points of $W(q)^{\Diamond}$ are all points of $W(q)$ not collinear with $p_0$.
- The lines of $W(q)^{\Diamond}$ are all lines of $W(q)$ not meeting $p_0$ as well as the sets

\[
\{p_0, r\}^{\perp\perp} \setminus \{p_0\}
\]

for all points $r \in W(q)^{\Diamond}$.

The following characterisation will be used later on to construct lattices in buildings of type $\tilde{C}_2$. 
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Theorem 10.2.9 The slanted symplectic quadrangle $W(q)\diamond$ is a Singer quadrangle of order $(q - 1, q + 1)$ with Singer group $E$. A set of representatives $L$ for the $E$-action on lines is given by all lines through the point $p_1 = (0, 0, 0, 1)^T$:

$$L = \left\{ l_{[a:b]} = \left( F_q(0, 0, 0, 1)^T + F_q(0, b, a, 0)^T \right) \bigg| [a : b] \in \mathbb{P} F_q^2 \right\} \sqcup \left\{ l_0 = \{p_0, p_1\}^{\perp \perp} \setminus \{p_0\} \right\}.$$ 

The line stabilisers have the form

$$E_{l_{[a:b]}} = \left\{ \begin{bmatrix} 1 & fa & fb & 0 \\ 0 & 1 & 0 & fb \\ 0 & 0 & 1 & -fa \\ 0 & 0 & 0 & 1 \end{bmatrix} : f \in \mathbb{F}_q \right\} \quad \text{and} \quad E_{l_0} = \{z(f) : f \in \mathbb{F}_q\}.$$

In particular, all line stabilisers are isomorphic to the additive group of $\mathbb{F}_q$. If $q$ is an odd prime, the line stabilisers have the form

$$E_{l_{[a:b]}} = \langle x^a y^b z^{-1} f_{ab} \rangle \quad \text{and} \quad E_{l_0} = \langle z \rangle,$$

where of course 2 is invertible in $\mathbb{F}_q^\times$. If $q$ is even, we have

$$E_{l_{[a:b]}} = \langle x(a) y(b) \rangle \quad \text{and} \quad E_{l_0} = \langle z(1) \rangle$$

as $\mathbb{F}_q$-subspaces in $\mathbb{F}_q^3$.

Proof The first claim follows from Lemma 10.2.7. For the set of line representatives and the structure of the stabilisers, see [Str03, Lemma 4.1]. The last two statements are simple calculations. \hspace{1cm} $\Box$

10.2.3 A local complex of groups construction

Using Singer polygons, we will now construct a complex of groups whose local development at one vertex is a generalised polygon. With this local piece of data, we will later construct complexes of groups whose local developments are buildings.

See Chapter 7 for the definitions of scwols and of complexes of groups.

Definition 10.2.10 Associated to any generalised $n$-gon $\mathcal{I} = (\mathcal{P}, \mathcal{L}, \mathcal{F})$, there is a scwol $Z(\mathcal{I})$ with vertex set

$$V(Z(\mathcal{I})) = \mathcal{P} \sqcup \mathcal{L} \sqcup \mathcal{F}$$

and with edges, suggestively written as follows,

$$E(Z(\mathcal{I})) = \{p \leftarrow f : p \in \mathcal{P}, f \in \mathcal{F}, p \in f \} \sqcup \{l \leftarrow f : l \in \mathcal{L}, f \in \mathcal{F}, l \in f \},$$

where we mean $i(x \leftarrow y) = y$ and $t(x \leftarrow y) = x$.

The geometric realisation of this scwol is isomorphic as a simplicial complex to the barycentric subdivision of the geometric realisation $|\mathcal{I}|$ of the generalised polygon.
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Notation  Let \( \mathcal{I} = (\mathcal{P}, \mathcal{L}, \mathcal{F}) \) be a Singer polygon with Singer group \( S \). Fix a point \( p \in \mathcal{P} \) and a set \( L \) of line representatives for the \( S \)-action on \( \mathcal{L} \). For all lines \( l \in L \), we consider the sets
\[
D_l = \{ d \in S : (p, dl) \in \mathcal{F} \}.
\]
The sets \( D_l \) are called difference sets. Furthermore, let \( F_l := \{ (p, dl) : d \in D_l \} \) for all \( l \in L \). This is a partition of the set of all flags containing \( p \), which we denote by
\[
F := \{ f \in \mathcal{F} : p \in f \} = \coprod_{l \in L} F_l = \coprod_{l \in L} \{ (p, dl) : d \in D_l \}.
\]
In particular, the set \( F \) is a set of representatives of flags for the \( S \)-action on \( \mathcal{F} \).

Construction  Let a complex of groups \( G(\mathcal{Y}) \) be given. Let \( v \in V(\mathcal{Y}) \) be a minimal element (that is: no edges start in \( v \)), and assume that the scwol \( \mathcal{Y}(v) \) as in Definition 7.1.8 has the following structure:
\[
V(\mathcal{Y}(v)) \cong \{ v \} \sqcup \{ p \} \sqcup L \sqcup F.
\]
Again, we will write the edges in the following suggestive fashion:
\[
E(\mathcal{Y}(v)) \cong \{ v \leftarrow p \} \sqcup \{ v \leftarrow l : l \in L \} \sqcup \{ v \leftarrow f : f \in F \}
\]
\[
\sqcup \{ p \leftarrow f : f \in F \} \sqcup \coprod_{l \in L} \{ l \leftarrow f : f \in F_l \}.
\]
The scwol \( \mathcal{Y}(v) \) can be visualised as in Figure 10.1. The left image shows the full scwol \( \mathcal{Y}(v) \), while the right picture illustrates the upper link of the vertex \( v \).

Assume now that the vertex groups in \( G(\mathcal{Y}) \) are as follows
\[
G_v \cong S, \quad G_p = G_f = \{ 1 \}, \quad G_l \cong S_l \quad \forall l \in L, \forall f \in F,
\]
that the monomorphisms are the obvious inclusions and that the twist elements are
\[
g_{v \leftarrow p \leftarrow (p, dl)} = 1, \quad g_{v \leftarrow l \leftarrow (p, dl)} = d^{-1} \quad \forall l \in L, d \in D_l.
\]
The significance of this construction lies in the following.
10.2 Complexes of groups with generalised polygons as local developments

**Proposition 10.2.11** The local development \(\mathcal{Y}(\bar{v})\) isomorphic to the cone over the scwol \(Z(\mathcal{I})\) associated to the generalised polygon \(\mathcal{I}\).

**Proof** Since \(v\) is a minimal element in \(\mathcal{Y}\), by Definition 7.3.2, we have \(\mathcal{Y}(\bar{v}) = \{\bar{v}\} * \text{Lk}_v(\mathcal{Y})\). By the construction of the scwol \(\text{Lk}_v(\mathcal{Y})\) in Definition 7.3.1, we have

\[
V(\text{Lk}_v(\mathcal{Y})) = \left\{ (g\psi_v(G_{i(a)}), a) : a \in E(\mathcal{Y}), t(a) = v, g\psi_v(G_{i(a)}) \in G_v/\psi_v(G_{i(a)}) \right\}
\]

\[
= \left\{ \left\{ (g), v \leftarrow p \right\} : g \in S \right\} \sqcup \left\{ \left\{ (gS_l, v \leftarrow l) : g \in S, l \in L \right\} \right. \\
\sqcup \left\{ \left\{ (g), v \leftarrow f \right\} : g \in S, f \in F \right\}
\]

which is in bijection to \(V(Z(\mathcal{I})) = \mathcal{P} \sqcup \mathcal{L} \sqcup \mathcal{F}\) via

\[
\left\{ (g), v \leftarrow p \right\} \mapsto gp, (gS_l, v \leftarrow l) \mapsto gl \text{ and } \left\{ (g), v \leftarrow f \right\} \mapsto gf.
\]

For the edge set, we obtain

\[
E(\text{Lk}_v(\mathcal{Y})) = \left\{ (g\psi_{ab}(G_{i(b)}), a, b) : (a, b) \in E^{(2)}(\mathcal{Y}), t(a) = v, g\psi_{ab}(G_{i(b)}) \in G_v/\psi_v(G_{i(b)}) \right\}
\]

\[
= \left\{ \left\{ (g), v \leftarrow p \leftarrow f \right\} : g \in G, f \in F \right\} \\
\sqcup \left\{ \left\{ (g), v \leftarrow l \leftarrow f \right\} : g \in G, l \in L, f \in F_l \right\}
\]

which is in bijection to the set of edges \(E(Z(\mathcal{I}))\) via

\[
\left\{ (g), v \leftarrow p \leftarrow f \right\} \mapsto (gp \leftarrow gf)
\]

\[
\left\{ (g), v \leftarrow l \leftarrow (p, dl) \right\} \mapsto (gdl \leftarrow (gp, gdl)).
\]

The twist elements precisely guarantee that these bijections commute with the maps \(i\) and \(t\), respectively. We have

\[
i((\{g\}, v \leftarrow p \leftarrow f)) = (\{g\}, v \leftarrow f) \implies gf = i(gp \leftarrow gf)
\]

\[
t((\{g\}, v \leftarrow p \leftarrow f)) = (\{g\}, v \leftarrow p) \implies gp = t(gp \leftarrow gf)
\]

\[
i((\{g\}, v \leftarrow l \leftarrow (p, dl))) = (\{g\}, v \leftarrow (p, dl)) \implies (gp, gdl) = i(gdl \leftarrow (gp, gdl))
\]

\[
t((\{g\}, v \leftarrow l \leftarrow (p, dl))) = (gdS_l, v \leftarrow l) \implies gdl = t(gdl \leftarrow (gp, gdl)),
\]

where we use Definition 7.3.1 for the maps \(i\) and \(t\). So \(\text{Lk}_v(\mathcal{Y}) \cong Z(\mathcal{I})\).

Note that the special situation is always simpler.

**Bipartite graphs** If a group \(S\) acts regularly on points and lines of a complete bipartite graph of order \((k, k)\), there is only one line orbit, hence \(L = \{l\}\) and \(S_l = \{1\}\). Since the bipartite graph is complete, we have \(|F| = |F_l| = k\) and \(D_l = S\).

**Projective planes** If a group \(S\) is a Singer group on a projective plane, there is only one line orbit by Proposition 10.2.5, hence \(L = \{l\}\) and \(S_l = \{1\}\). In particular, there is only one difference set \(D := D_l\).
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Generalised quadrangles For slanted symplectic quadrangles of order \((q - 1, q + 1)\), there are \(q\) line orbits, hence \(|L| = |F| = q\). For simplicity, we choose the set \(L\) to be the set of all lines incident to \(p\). Then we have \(D_l = \{1\}\) for all \(l \in L\).

We endow the geometric realisation \(|\mathcal{Y}|\) with a piecewise Euclidean metric such that the angles between \(v \leftarrow p\) and \(v \leftarrow f\) as well as the angles between \(v \leftarrow f\) and \(v \leftarrow l\) are \(\pi/2n\) for all lines \(l \in L\) and all flags \(f \in F\).

**Proposition 10.2.12** The geometric link \(Lk(\tilde{v}, st(\tilde{v}))\) is isometric to the barycentric subdivision of the generalised \(n\)-gon \(|\mathcal{I}|\) with its standard metric. In particular, it is a connected CAT(1) space with diameter \(\pi\).

**Proof** By Proposition 10.2.11, the local development \(\mathcal{Y}(|\mathcal{I}|)\) is isomorphic to the cone over the scwol \(\mathcal{Z}(|\mathcal{I}|)\). By Definition 2.3.5, the polyhedral complex structure on \(Lk(\tilde{v}, \mathcal{Y}(\tilde{v}))\) is then the barycentric subdivision of \(\mathcal{I}\). By construction, the angles at the vertex \(\tilde{v}\) are \(\pi/2n\). Since the edge length in the geometric link \(Lk(\tilde{v}, st(\tilde{v}))\) is given by the angles, the geometric link is hence isometric to the barycentric subdivision of \(|\mathcal{I}|\) with the natural metric of a generalised polygon. The CAT(1) condition follows from Theorem 3.2.12. \(\square\)

## 10.3 Lattices in buildings of type \(\tilde{A}_2\)

In this section, we will give a construction of small complexes of groups whose universal covers are affine buildings of type \(\tilde{A}_2\). We will first state a general construction. Later, we specialise to cyclic Singer groups to obtain lattices with very simple presentations. For these special lattices, we investigate the structure of spheres of radius two in the corresponding buildings.

### 10.3.1 A general construction of panel-regular lattices in \(\tilde{A}_2\)-buildings

For the whole construction, we fix three finite Singer projective planes \(\mathcal{I}_1, \mathcal{I}_2\) and \(\mathcal{I}_3\) of order \(q\) with three (possibly isomorphic) Singer groups \(S_1, S_2\) and \(S_3\). Note that the projective planes need not be classical, even though this is likely in view of what we have said in Section 10.2.1. By Proposition 10.2.5, these Singer groups act regularly on lines as well. As in Section 10.2.3, we obtain a difference set for each of these groups by choosing a point and a line in the corresponding projective plane. We denote these three difference sets by \(D_1, D_2\) and \(D_3\).

Write \(J = \{0, 1, \ldots, q\}\) and choose bijections \(d_\alpha : J \rightarrow D_\alpha\) for \(\alpha \in \{1, 2, 3\}\), which we call ordered difference sets.

**Construction** Associated to this piece of data, we consider the complex of groups \(G(\mathcal{Y})\) over the scwol \(\mathcal{Y}\) with vertices

\[V(\mathcal{Y}) := \{v_1, v_2, v_3\} \sqcup \{e_1, e_2, e_3\} \sqcup \{f_j : j \in J\}\]
and edges

\[ E(\mathcal{Y}) := \{ v_\alpha \leftarrow e_\beta : \alpha \neq \beta \} \sqcup \{ v_\alpha \leftarrow f_j : j \in J \} \sqcup \{ e_\beta \leftarrow f_j : j \in J \}. \]

Figure 10.2 illustrates this scwol for \( q = 2 \).

![Diagram](image)

**Figure 10.2:** The scwol \( \mathcal{Y} \) for \( q = 2 \)

Choose the three vertex groups \( G_{v_\alpha} \) to be isomorphic to \( S_\alpha \) for \( \alpha \in \{1, 2, 3\} \). All other vertex groups are trivial. The twist elements are defined as follows:

\[
g_{v_\alpha \leftarrow e_\beta \leftarrow f_j} := \begin{cases} 1 & \beta - \alpha \equiv_3 1 \\ d_\alpha(j)^{-1} & \beta - \alpha \equiv_3 2. \end{cases}
\]

We endow \( |\mathcal{Y}| \) with a locally Euclidean metric as follows:

Let \( \Delta \) be the geometric realisation of one triangle in the affine Coxeter complex of type \( \tilde{A}_2 \). For each \( j \in J \), we map each subcomplex spanned by \( \{v_1, v_2, v_3, e_1, e_2, e_3, f_j\} \) onto the barycentric subdivision of \( \Delta \) in the obvious way and pull back the metric. We obtain a locally Euclidean metric on \( |\mathcal{Y}| \). In particular, the angles at every vertex \( v_\alpha \) are \( \pi/3 \).

**Proposition 10.3.1** The complex of groups \( G(\mathcal{Y}) \) is developable.

**Proof** We want to apply Proposition 7.3.6, so we have to check that the geometric link of every vertex in its local development is CAT(1).

For any vertex \( v_\alpha \), the subcomplex \( \mathcal{Y}(v_\alpha) \) obviously has the appropriate structure for the construction in Section 10.2.3. By construction, the induced complex of groups has the right form to apply Proposition 10.2.11, and we obtain that \( \mathcal{Y}(\tilde{v}_\alpha) \) is isomorphic to the cone over the scwol \( \mathcal{Z}(I_\alpha) \). Then, by Proposition 10.2.12, the geometric link \( \text{lk}(\tilde{v}_\alpha, \text{st}(\tilde{v}_\alpha)) \) is CAT(1).

For any vertex \( e_\beta \), by Definition 7.3.2 the local development has the form

\[
\text{St}(\tilde{e}_\beta) = |\text{lk}^{e_\beta}(\mathcal{Y}) * \{ \tilde{e}_\beta \} * \text{lk}_{\tilde{e}_\beta}(\mathcal{Y})|.
\]

The lower link \( \text{lk}^{e_\beta}(\mathcal{Y}) \) is isomorphic to the scwol consisting of the two adjacent vertices \( \{v_\alpha : \alpha \neq \beta\} \), the upper link of the local development \( \text{lk}_{\tilde{e}_\beta}(\mathcal{Y}) \) is isomorphic to a scwol
consisting of the vertices \( \{ f_j : j \in J \} \). The geometric realisation of the local development is hence isometric to \( q + 1 \) triangles joined along one edge. In particular, the geometric link is \( \text{CAT}(1) \).

The upper link of the local development \( \text{Lk}_{f_j}(\mathcal{Y}) \) is trivial. The lower link \( \text{Lk}_{f_j}(\mathcal{Y}) \) consists of the sub-scwol of \( \mathcal{Y} \) spanned by the vertices \( \{ v_1, v_2, v_3, e_1, e_2, e_3 \} \). The local development \( \mathcal{Y}(f_j) \) is hence just one triangle, so the geometric link is also \( \text{CAT}(1) \). By Proposition 7.3.6, the complex \( G(\mathcal{Y}) \) is then non-positively curved and hence developable by Theorem 7.3.5.

\[ \Box \]

**Proposition 10.3.2** The fundamental group \( \Gamma \) of the complex \( G(\mathcal{Y}) \) admits the following presentation:

\[
\Gamma = \left\langle S_1, S_2, S_3 \mid \text{all relations in the groups } S_1, S_2, S_3, \quad d_1(j)d_2(j)d_3(j) = d_1(j')d_2(j')d_3(j') \quad \forall j, j' \in J \right\rangle.
\]

**Remark** We show in Theorem 10.3.6 that \( D_\alpha \) and \( d_\alpha \) can always be chosen such that \( d_\alpha(0) = 1 \), which simplifies this presentation even further.

**Proof** Consider the following maximal spanning subtree \( T \):

\[
E(T) = \{ v_1 \leftarrow e_2, v_1 \leftarrow e_3, v_2 \leftarrow e_3, v_2 \leftarrow e_1, v_3 \leftarrow e_1 \} \cup \{ e_3 \leftarrow f_j : j \in J \}.
\]

By taking a look at Definition 7.2.6, we obtain a presentation of \( \Gamma \) with generating sets \( S_1, S_2 \) and \( S_3 \) and generators for all edges of the scwol \( \mathcal{Y} \) not contained in \( T \). The relations imposed are first of all the relations from the groups \( S_\alpha \). For the relations of the form \( k_\alpha k_\beta = y_\alpha k_\beta' \), consider Figure 10.3 showing the \( j \)-th triangle in the complex of groups \( G(\mathcal{Y}) \). There, black arrows indicate edges contained in \( T \) and all other edges are drawn dotted. Group elements \( g \) written on dotted edges \( a \) indicate that \( k_a = g \).

All edge elements but \( k_{e_3-e_2} \) have already been replaced by elements in the groups \( S_\alpha \). For \( k_{e_3-e_2} \), we obtain the relation \( k_{e_3-e_2} = d_1(j)d_2(j)d_3(j) \) for all \( j \in J \). Since this edge is contained in all triangles for all \( j \in J \), we obtain the additional relations for all pairs of triangles. All other relations from Definition 7.2.6 do not show up here, since almost all vertex groups are trivial.

\[ \Box \]

**Theorem 10.3.3** The universal cover \( \mathcal{X} \) is a building of type \( \tilde{A}_2 \), where the vertex links are isomorphic to \( \mathcal{I}_1, \mathcal{I}_2 \) and \( \mathcal{I}_3 \). The fundamental group \( \Gamma = \pi_1(G(\mathcal{Y})) \) with presentation

\[
\Gamma = \left\langle S_1, S_2, S_3 \mid \text{all relations in the groups } S_1, S_2, S_3, \quad d_1(j)d_2(j)d_3(j) = d_1(j')d_2(j')d_3(j') \quad \forall j, j' \in J \right\rangle
\]

is hence a uniform lattice in the full automorphism group of the building. The set of all chambers containing a fixed panel is a fundamental domain for the action.

**Proof** The universal cover \( |\mathcal{X}| \) is a simply connected space which is locally \( \text{CAT}(0) \). So by Theorem 2.2.12, the space \( |\mathcal{X}| \) is \( \text{CAT}(0) \). Consider the space \( |\mathcal{X}| \) as a polyhedral complex consisting only of simplices where each cell is the preimage of subscwols spanned
by \( \{v_1, v_2, v_3, e_1, e_2, e_3, f_j \}_{j \in J} \). The vertices of this polyhedral complex are the preimages of the vertices \( v_\alpha \) of \( \mathcal{X} \). This is, a priori, not a simplicial complex since the intersection of two simplices might not be a simplex.

However, in view of Theorem 3.2.14 it remains to see that \( |\mathcal{X}| \) is thick and that the geometric links of all vertices are connected and have diameter \( \pi \). Thickness of \( |\mathcal{X}| \) is clear by construction. Again by Proposition 10.2.12, the geometric link of every vertex is connected and of diameter \( \pi \).

By Theorem 3.2.14, the geometric realisation \( |\mathcal{X}| \) is then either a two-dimensional affine building or a product of two trees. Of course, the universal cover cannot be a product of trees and it has to be of type \( \tilde{A}_2 \), since all vertex links are projective planes. \( \square \)

**Remark** Unfortunately, there are many examples of buildings of type \( \tilde{A}_2 \). It is clear that \( \mathcal{X} \) has an automorphism group which is transitive on vertices of the same type, but there are known examples of non-classical buildings with vertex-transitive automorphism groups, see [vM90]. However, some information can be obtained by considering spheres of radius two in \( \mathcal{X} \) and comparing these to corresponding spheres in the classical buildings of type \( \tilde{A}_2 \) associated to \( \mathbb{Q}_p \) and \( \mathbb{F}_p((t)) \), respectively. We will explicitly calculate these spheres of radius two in Section 10.3.4.

**Construction** Since we know that \( |\mathcal{X}| \) is a building, it is a flag complex. By using the construction of the universal cover in Construction 7.2.8, we obtain a very explicit description of the building as the flag complex whose 1-skeleton is the following graph:

\[
\begin{align*}
V(\mathcal{X}) & := \Gamma/S_1 \sqcup \Gamma/S_2 \sqcup \Gamma/S_3 \\
E(\mathcal{X}) & := \{(gS_1, gS_2) : g \in \Gamma\} \sqcup \{(gS_2, gS_3) : g \in \Gamma\} \\
& \quad \sqcup \{(gS_1, gk^{-1}S_3) : g \in \Gamma\},
\end{align*}
\]
where \( k^{-1} = d_1(0)d_2(0)d_3(0) \). Note again that we can choose \( D_\alpha \) and \( d_\alpha \) such that \( k = 1 \) by Theorem 10.3.6 to obtain a symmetric description.

**Remark** Finally, it is not clear in which way the building \( X \) and the lattice \( \Gamma \) depend on the given data, namely on the Singer groups \( S_\alpha \), on the ordered difference sets \( D_\alpha \) and on the ordered difference sets \( d_\alpha \). In Section 10.3.3, we give examples where different orderings \( d_\alpha \) lead to non-isomorphic lattices. We do not know whether the lattices arising from different orderings are all commensurable. In addition, it is not even clear whether this construction can lead to different buildings for fixed projective planes.

Several strong properties of these lattices can be obtained without knowing the exact building they act on.

**Remark** By unpublished work of Shalom and Steger, lattices in arbitrary buildings of type \( \tilde{A}_2 \) follow a version of Margulis’ normal subgroup theorem. In particular, the lattices \( \Gamma \) are almost perfect, their first homology group is finite. For the special case of lattices generated by cyclic Singer groups, one can calculate group homology quite explicitly, as we show in Section 10.5.

In addition, by using the so-called spectral criterion, one can see that these lattices have property (T).

**Proposition 10.3.4 (Cartwright-Młotkowski-Steger, Żuk)** Cocompact lattices in buildings of type \( \tilde{A}_2 \) have property (T).

**Proof** See [CMS94] or [Żuk96]. An detailed description of the latter result can be found in [BdlHV08, Theorem 5.7.7]. \( \square \)

### 10.3.2 The classification of panel-regular lattices

In this section, we will classify all panel-regular lattices on locally finite buildings of type \( \tilde{A}_2 \). In this process, we will show that the examples from the previous section cover all possible lattices, and that the presentations can even be simplified to a more symmetric form. We start with a simple observation.

**Lemma 10.3.5** Let \( X \) be a locally finite building of type \( \tilde{A}_2 \). Let \( \Gamma \leq \text{Aut}(X) \) be a lattice acting regularly on one type of panel. Then \( \Gamma \) already acts regularly on all types of panels.

**Proof** Let \( v, w, u \) be the vertices of a chamber in the building. Assume that \( \Gamma \) acts regularly on the panels of the same type as the panel \((v, w)\). In particular, the vertex stabiliser \( \Gamma_v \) is a group acting regularly on points (or lines) of the finite projective plane \( \text{lk}_X(v) \). By Proposition 10.2.5, \( \Gamma_v \) then also acts regularly on lines (or points) of \( \text{lk}_X(v) \), hence \( \Gamma \) also acts regularly on the panels of the same type as \((v, u)\). By repeating the argument, we see that \( \Gamma \) acts regularly on all types of panels. \( \square \)
In particular, the lattice $\Gamma$ acts transitively on vertices of the same type, which implies that vertex links of vertices of the same type are isomorphic. There are hence three finite projective planes of the same order, denoted by $I_1$, $I_2$ and $I_3$ associated to $X$. Pick a chamber in $X$ with vertices $\bar{v}_1$, $\bar{v}_2$ and $\bar{v}_3$. By the same argumentation as before, the three vertex stabilisers $\Gamma_{\bar{v}_1}$, $\Gamma_{\bar{v}_2}$ and $\Gamma_{\bar{v}_3}$ are then Singer groups on the vertex links and we denote these by $S_1$, $S_2$ and $S_3$. In the following, we write $J = \{0, 1, \ldots, q\}$.

**Theorem 10.3.6** Let $X$ be a locally finite building of type $\tilde{A}_2$. We assume that there is a lattice $\Gamma \leq \text{Aut}(X)$ acting regularly on one and hence on all types of panels. Then there are three Singer groups $S_1$, $S_2$ and $S_3$ associated to the three types of possible vertex links. Furthermore, there are three ordered difference sets $d_1$, $d_2$ and $d_3$ corresponding to these Singer groups satisfying $d_{\alpha}(0) = 1 \in S_{\alpha}$. The lattice $\Gamma$ admits the following presentation:

$$\Gamma \cong \langle S_1, S_2, S_3 \mid \text{all relations in the groups } S_1, S_2, S_3, \quad d_1(j)d_2(j)d_3(j) = 1 \quad \forall j \in J \rangle.$$  

**Proof** Consider the canonical scwol $\mathcal{X}$ associated to the building. Choose a vertex $\bar{f}_0 \in V(\mathcal{X})$ corresponding to a chamber in $X$. Denote the vertices corresponding to vertices of the chamber by $\bar{v}_1$, $\bar{v}_2$ and $\bar{v}_3$ and the vertices corresponding to panels of the chamber by $\bar{e}_1$, $\bar{e}_2$ and $\bar{e}_3$. Choose $q$ chambers representing the other $\Gamma$-orbits of chambers and denote the corresponding vertices in $X$ by $\bar{f}_1, \ldots, \bar{f}_q$.

Now we construct the associated quotient complex of groups as in Construction 7.2.2. For this, note that, since the $\Gamma$-action is regular on panels, the vertices we just named form a system of representatives for all orbits of vertices of $\mathcal{X}$. It is not hard to see that the quotient scwol then has the following structure

$$V(\Gamma \backslash \mathcal{X}) := \{v_1, v_2, v_3\} \sqcup \{e_1, e_2, e_3\} \sqcup \{f_j : j \in J\}$$

$$E(\Gamma \backslash \mathcal{X}) := \{v_{\alpha} \leftarrow e_{\beta} : \alpha \neq \beta\} \sqcup \{v_{\alpha} \leftarrow f_j : j \in J\} \sqcup \{e_{\beta} \leftarrow f_j : j \in J\},$$

where we denote the orbits of vertices by removing the bar. The quotient scwol is also shown in Figure 10.4 for $q = 2$.

![Figure 10.4: The quotient scwol $\Gamma \backslash \mathcal{X}$ for $q = 2$](image-url)

The vertex groups are just the stabilisers. All of these are hence trivial except the stabilisers $\Gamma_{\bar{v}_{\alpha}}$, which are the Singer groups $S_{\alpha}$. All monomorphisms are obviously trivial.
It remains to determine the twist elements as in Construction 7.2.2, which is done by choosing the elements $h_a$ for $a \in E(\Gamma \setminus \mathcal{X})$ as follows: For every edge $a \in E(\Gamma \setminus \mathcal{X})$, there is precisely one preimage $\bar{a} \in E(\mathcal{X})$ satisfying $i(\bar{a}) = i(a)$, but in general $t(\bar{a}) \neq t(a)$. We choose $h_a$ such that $h_a(t(\bar{a})) = t(a)$.

We first consider the edges of the form $v_\alpha \leftarrow e_\beta$. For these, we obviously have $h_{v_\alpha \leftarrow e_\beta} = 1$. Now consider the edges of the form $e_\beta \leftarrow f_j$. There is exactly one preimage $\bar{e}_\beta \leftarrow \bar{f}_j$ where $\bar{e}_\beta$ is in the orbit $e_\beta$. Since the $\Gamma$-action is regular on panels, there is exactly one element $h_{e_\beta \leftarrow f_j} \in \Gamma$ satisfying

$$h_{e_\beta \leftarrow f_j}(t(\bar{e}_\beta \leftarrow \bar{f}_j)) = e_\beta.$$

For preimage edges of the type $\bar{v}_\alpha \leftarrow \bar{f}_j$, where $\bar{v}_\alpha$ is in the orbit $v_\alpha$, set $h_{v_\alpha \leftarrow f_j} = h_{e_\beta \leftarrow f_j}$ where $\beta \equiv_3 (\alpha + 1)$. Since by construction $g_{a,b} = h_a h_b h_{ab}^{-1}$, we have

$$g_{v_\alpha \leftarrow e_\beta \leftarrow f_j} = h_{v_\alpha \leftarrow e_\beta} h_{e_\beta \leftarrow f_j} h_{v_\alpha \leftarrow f_j}^{-1}.$$

This implies

$$g_{v_\alpha \leftarrow e_\beta \leftarrow f_j} = 1 \quad \text{for all } \beta - \alpha \equiv_3 1, \, j \in J.$$

The other twist elements then necessarily form three ordered difference sets $d_\alpha$ as follows

$$g_{v_\alpha \leftarrow e_\beta \leftarrow f_j} = d_\alpha(j) \quad \text{for } \beta - \alpha \equiv_3 2, \, j \in J,$$

since the element $h_{e_\beta \leftarrow f_j} h_{e_\beta^{-1} \leftarrow f_j}$ transports the unique vertex in the orbit $f_j$ adjacent to $e_{\beta^{-1}}$ to the unique vertex in the orbit $f_j$ adjacent to $e_\beta$. Since the vertices $\{\bar{v}_1, \bar{v}_2, \bar{v}_3, \bar{e}_1, \bar{e}_2, \bar{e}_3, \bar{f}_0\}$ span a subcomplex, we have

$$d_1(0) = d_2(0) = d_3(0) = 1.$$

By the same calculation as in the proof of Proposition 10.3.2 we obtain the required presentation. \hfill \Box

**Remark** In particular, this means that any lattice constructed as in Section 10.3.1 admits a presentation as in Theorem 10.3.6. This will simplify our considerations in the following sections.

**Corollary 10.3.7** In this situation, the building $X$ is isomorphic to the flag complex over the graph with vertices

$$V(X) = \Gamma / S_1 \sqcup \Gamma / S_2 \sqcup \Gamma / S_3$$

and edges

$$E(X) = \{(gS_1, gS_2), (gS_2, gS_3), (gS_3, gS_1) : g \in \Gamma\}.$$
10.3 Lattices in buildings of type $\tilde{A}_2$

10.3.3 Lattices generated by cyclic Singer groups

In this section, we start with cyclic Singer groups to obtain very simple lattices. Let $\mathcal{I}$ be the classical projective plane of order $q$. Take three cyclic Singer groups $S_\alpha$ of $\mathcal{I}$ of order $q^2 + q + 1$ with respective generators $\sigma_\alpha$. We choose the points and lines for the construction of the difference sets $D_\alpha$ to be incident, such that $1 \in D_\alpha$. We write

$$\Delta_\alpha := \{ \delta \in \mathbb{Z}/(q^2 + q + 1) : \sigma_\alpha^\delta \in D_\alpha \}.$$ 

The sets of numbers $\Delta_\alpha$ are then difference sets in the classical sense. In addition, we choose bijections $\delta_\alpha : J = \{0, 1, \ldots, q\} \rightarrow \Delta_\alpha$ satisfying $\delta_\alpha(0) = 0$. If we apply the construction from Section 10.3.1, we obtain the following very simple presentation.

**Theorem 10.3.8 (Lattices generated by cyclic Singer groups)**

For any prime power $q$ and any three classical difference sets $\Delta_1$, $\Delta_2$ and $\Delta_3$ containing 0, and for any bijections $\delta_\alpha : \{0, 1, \ldots, q\} \rightarrow \Delta_\alpha$ satisfying $\delta_\alpha(0) = 0$, the group $\Gamma$ with presentation

$$\Gamma = \langle \sigma_1, \sigma_2, \sigma_3 | \sigma_1^{q^2 + q + 1} = \sigma_2^{q^2 + q + 1} = \sigma_3^{q^2 + q + 1} = 1, \sigma_1^{\delta_1(j)} \sigma_2^{\delta_2(j)} \sigma_3^{\delta_3(j)} = 1 \quad \forall j \in J \rangle$$

is a uniform lattice in a building of type $\tilde{A}_2$.

**Examples 10.3.9** We give explicit presentations for three lattices in the two smallest cases. More difference sets $\Delta$ can be obtained from [LaJ].

1. For $q = 2$, we choose all difference sets to be $\Delta = \{0, 1, 3\}$. We obtain the lattice

$$\Gamma_2 := \langle \sigma_1, \sigma_2, \sigma_3 | \sigma_1^7 = \sigma_2^7 = \sigma_3^7 = \sigma_1 \sigma_2 \sigma_3 = \sigma_1^3 \sigma_2^3 \sigma_3^3 = 1 \rangle.$$ 

It can easily be seen that $H_1(\Gamma_2) \cong (\mathbb{Z}/7)^2$.

2. By changing the order of the first difference set, we obtain a new lattice which is not isomorphic to the first one.

$$\Gamma'_2 := \langle \sigma_1, \sigma_2, \sigma_3 | \sigma_1^7 = \sigma_2^7 = \sigma_3^7 = \sigma_1^3 \sigma_2 \sigma_3 = \sigma_1 \sigma_2^3 \sigma_3^3 = 1 \rangle.$$ 

For the abelianisation, we obtain $H_1(\Gamma'_2) \cong \mathbb{Z}/7$.

3. For $q = 3$, we choose the difference set $\Delta = \{0, 1, 3, 9\}$. We obtain

$$\Gamma_3 := \langle \sigma_1, \sigma_2, \sigma_3 | \sigma_1^{13} = \sigma_2^{13} = \sigma_3^{13} = \sigma_1 \sigma_2 \sigma_3 = \sigma_1^3 \sigma_2^3 \sigma_3^3 = \sigma_1^9 \sigma_2^9 \sigma_3^9 = 1 \rangle.$$ 

Here, we have $H_1(\Gamma_3) \cong (\mathbb{Z}/13)^2$.

For $q = 5$, it is possible to construct perfect lattices with this method.

**Remark** In [KMW84], Köhler, Meixner and Wester showed that the following group is a chamber-regular lattice in the building associated to $\text{SL}_3(\mathbb{F}_2((t)))$:

$$\Gamma = \langle a, b, c | a^3 = b^3 = c^3 = 1, (ab)^2 = ba, (ac)^2 = ca, (c^{-1}b^2 = bc^{-1}) \rangle.$$ 

It is not hard to verify that the subgroup generated by $a^{-1}b^{-1}, bc^{-1}$ and $ca$ is isomorphic to the lattice $\Gamma_2$ from the example above.

Computer searches done by the author using [SAG] and [GAP] have not yielded any embeddings of our lattices in $\text{SL}_3(\mathbb{F}_q((t)))$ for $q > 2$. 
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10.3.4 Spheres of radius two

For any vertex of an affine building of type $\tilde{A}_2$, the combinatorial sphere of radius one, usually called the link, forms a projective plane. The spheres of larger radii also admit interesting incidence structures, the so-called Hjelmslev planes, see [HvM89]. It is a well-known fact that the two families of classical buildings of type $\tilde{A}_2$ associated to the groups $\text{SL}_3(\mathbb{Q}_p)$ and $\text{SL}_3(\mathbb{F}_p((t)))$ can already be distinguished by inspecting spheres of radius two, respectively Hjelmslev planes of level two.

We will use a criterion by Cartwright, Mantero, Steger and Zappa, see [CMSZ93b, Section 8], to distinguish between these two affine buildings. Consider the following construction.

Denote the type set of a building $X$ of type $\tilde{A}_2$ by $\{1,2,3\}$. Fix a chamber $c_0$ and denote its vertices of type 1, 2 and 3 by $v_1$, $v_2$ and $v_3$, respectively. Denote by $P$ and $L$ the sets of vertices adjacent to $v_1$ of types 3 and 2, respectively. Then of course $P$ and $L$ with the adjacency relation in the building form a projective plane.

Now consider the vertices of type 2 and 3 at distance 2 from the vertex $v_1$ and denote these sets by $P^2$ and $L^2$, respectively.

**Definition 10.3.10** Two vertices $x_2 \in P^2$, $x_3 \in L^2$ are adjacent, $x_2 \sim x_3$, if the configuration in Figure 10.5, where the colours of the vertices indicate the type, exists in the building. The incidence structure $(P^2, L^2, \sim)$ is called a Hjelmslev plane of level two.

![Figure 10.5: Adjacency in the Hjelmslev plane of level 2](image)

We will give an explicit construction of the Hjelmslev plane in the case of a building $X$ of type $A_2$ admitting a panel-regular lattice $\Gamma$.

Denote the vertex stabilisers of the vertices $v_\alpha$ by $S_\alpha$, these are Singer groups in the corresponding vertex links. For every vertex $v_\alpha$, the link $\text{lk}_X(v_\alpha)$ is a projective plane of order $q$, where we call the vertices of type $\alpha + 1 \text{ (mod 3)}$ lines and the vertices of type $\alpha + 2 \text{ (mod 3)}$ points.

For each of these projective planes, we construct a difference set $D_\alpha$ with respect to the points and lines given by the other vertices of $c_0$, respectively. We take the description of the building from Corollary 10.3.7 and prove a simple lemma.
Lemma 10.3.11  We have

- If $h, f \in S_1$ and $(v_1, hv_2, fv_3)$ is a triangle in $X$, then $f^{-1}h \in D_1$.
- If $g, f \in S_2$ and $(gv_1, v_2, fv_3)$ is a triangle in $X$, then $g^{-1}f \in D_2$.
- If $g, h \in S_3$ and $(gv_1, hv_2, v_3)$ is a triangle in $X$, then $h^{-1}g \in D_3$.

**Proof**  We will only prove the first claim, the other two are analogous. If $(v_1, hv_2, fv_3)$ is a triangle, then so is $(v_1, f^{-1}hv_2, v_3)$ which we obtain by multiplying with $f^{-1}$. Since $S_1$-translates of $v_2$ correspond to lines in the projective plane $\text{lk}_X(v_1)$ by the definition of the difference set $D_1$, the line $f^{-1}hv_2$ is incident to the point $v_3$ if and only if $f^{-1}h \in D_1$. □

Lemma 10.3.12  We have

$$P = \{s_1v_3 : s_1 \in S_1\}, \quad L = \{t_1v_2 : t_1 \in S_1\},$$

as well as

$$P^2 = \{s_is_3v_2 : s_1 \in S_1, s_3 \in S_3 \setminus D_3^{-1}\}, \quad L^2 = \{t_1t_2v_3 : t_1 \in S_1, t_2 \in S_2 \setminus D_2\}.$$  

**Proof**  The first claim is obvious, since $S_1$ acts regularly on points and lines of the projective plane $\text{lk}(v_1)$. The second claim is a simple consequence of Lemma 10.3.11 — the vertex $t_2v_3$ is not adjacent to $v_1$ if and only if $t_2 \not\in D_2$, and similarly for $s_3$. □

Adjacency in the Hjelmslev plane is relatively complex to describe but becomes manageable for cyclic Singer groups. The following observation will be used frequently in this section:

From the presentation of $\Gamma$ in Theorem 10.3.6, we see that for $d_1 \in D_1$, there are always elements $d_2 \in D_2$, $d_3 \in D_3$ such that $d_1d_2d_3 = 1$.

Lemma 10.3.13  Fix a point $s_1s_3v_2 \in P^2$ and a line $t_1t_2v_3 \in L^2$, where $s_1, t_1 \in D_1$, $t_2 \in D_2$ and $s_3 \in D_3$. In the Hjelmslev plane of level 2 around $v_1$, we have $s_1s_3v_2 \sim t_1t_2v_3$ if and only if the following conditions hold.

(C1) We have $s_1^{-1}t_1 \in D_1$.

There are hence elements $d_2 \in D_2$, $d_3 \in D_3$ such that $(s_1^{-1}t_1)d_2d_3 = 1$.

(C2) There is an element $n_2 \in t_2D_2^{-1} \cap d_2D_2^{-1}$ such that

$$s_3^{-1}d_3^{-1}e_3 \in D_3,$$

where $e_1(n_2^{-1}d_2)e_3 = 1$ for some elements $e_1 \in D_1$ and $e_3 \in D_3$.

Note that the elements $e_1$ and $e_3$ exist since $n_2 \in d_2D_2^{-1}$.

If the lattice arises from cyclic Singer groups $S_\alpha = \langle \sigma_\alpha \rangle$, $\alpha \in \{1, 2, 3\}$, as in Section 10.3.3 and if the associated unordered difference sets $\Delta_\alpha = \Delta$ are all equal, we obtain:

$$\sigma_1^{j_1}\sigma_3^{j_3}v_2 \sim \sigma_1^{k_1}\sigma_2^{k_2}v_3 \iff \begin{cases} k_1 - j_1 \in \Delta \text{ and} \\ \exists n \in (k_2 - \Delta) \cap (-j_3 - \Delta) \cap (k_1 - j_1 - \Delta). \end{cases}$$
**Proof** Assume that $s_1s_3v_2 \sim t_1t_2v_3$. Then there must be an element $n_2 \in S_2$ such that we have the configuration of Figure 10.6 in $X$. We will now investigate the triangles in the order given by Roman numerals and apply Lemma 10.3.11 repeatedly to obtain the required relations.

Since $(v_1, t_1v_2, s_1v_3)$ form triangle I, we obtain

$$s_1^{-1}t_1 \in D_1. \tag{10.1}$$

There are hence elements $d_2 \in D_2$ and $d_3 \in D_3$ such that $(s_1^{-1}t_1)d_2d_3 = 1$. By looking at triangle II translated by $t_1^{-1}$, we obtain

$$n_2^{-1}t_2 \in D_2. \tag{10.2}$$

From triangle III, by observing that $s_1v_3 = s_1d_3^{-1}v_3$ and by translating by $t_1^{-1}$, we obtain the triangle

$$(n_2v_1, v_2, t_1^{-1}s_1d_3^{-1}v_3) = (n_2v_1, v_2, d_2v_3),$$

which again by Lemma 10.3.11 yields

$$n_2^{-1}d_2 \in D_2. \tag{10.3}$$

There are hence elements $e_1 \in D_1$ and $e_3 \in D_3$ such that $e_1(n_2^{-1}d_2)e_3 = 1$. For the last triangle IV, we first write $t_1n_2v_1 = t_1n_2e_1^{-1}v_1$. By translating by $s_1^{-1}$, we obtain the triangle

$$(s_1^{-1}t_1n_2e_1^{-1}v_1, s_3v_2, v_3).$$

Substituting $s_1^{-1}t_1$ by $d_3^{-1}d_2^{-1}$ yields the triangle

$$(d_3^{-1}d_2^{-1}n_2e_1^{-1}v_1, s_3v_2, v_3).$$

Finally, we substitute $d_2^{-1}n_2 = e_3e_1$ and obtain the triangle

$$(d_3^{-1}e_3v_1, s_3v_2, v_3).$$
We can now apply Lemma 10.3.11 again to obtain
\[ s_3^{-1}d_3^{-1}e_3 \in D_3. \]  
(10.4)

By assembling equations (10.1), (10.2), (10.3) and (10.4), we obtain conditions (C1) and (C2). For the reverse direction, observe that (C1) and (C2) imply directly that the configuration of Figure 10.6 exists in the building.

The second claim is then a simple calculation. □

There is an obvious projection \( \psi : (P^2, L^2, \sim) \rightarrow (P, L, F) \) given by
\[
\psi : P^2 \rightarrow P : s_1s_3v_2 \mapsto s_1v_3
\]
\[
L^2 \rightarrow L : t_1t_2v_3 \mapsto t_1v_2.
\]

Lemma 10.3.14 (Lemma 8.1 in [CMSZ93b]) For \( p, p' \in P^2 \), consider the images \( \psi(p) \) and \( \psi(p') \). If \( \psi(p) \neq \psi(p') \), there is a unique \( l \in L^2 \) such that \( p \sim l \sim p' \). If \( \psi(p) = \psi(p') \), there are \( q \) distinct such lines. The same is true if the roles of points and lines are reversed.

Proposition 10.3.15 If the lattice \( \Gamma \) and the building \( X \) arise from cyclic Singer groups as in Section 10.3.3 and if in addition all difference sets \( \Delta_\alpha = \Delta \) are equal, there is a splitting map \( \iota : (P, L, F) \rightarrow (P^2, L^2, \sim) \) satisfying \( \psi \circ \iota = \text{id}_{(P, L, F)} \).

Proof With the same notation as in Lemma 10.3.13, we choose an element
\[
m \in (\mathbb{Z}/(q^2 + q + 1)) \setminus (\Delta \cup (-\Delta)).
\]
This is always possible for cardinality reasons, since \( q^2 + q + 1 > 2q + 2 \) for \( q \geq 2 \). The map \( \iota \) is given by
\[
P \rightarrow P^2 \quad \text{and} \quad L \rightarrow L^2
\]
\[
s_1v_3 \mapsto s_1\sigma_3^{-m}v_2 \quad \text{and} \quad t_1v_2 \mapsto t_1\sigma_2^{m}v_3.
\]
This map preserves incidence by Lemma 10.3.13, since for any \( j_1, k_1 \), the set
\[
(m - \Delta) \cap (k_1 - j_1 - \Delta)
\]
has exactly one element, which corresponds to the intersection of lines in the projective plane \( \text{lk}_X(v_1) \). □

Definition 10.3.16 (Section 8 in [CMSZ93b]) Consider \( P' \subset P^2 \) and \( L' \subset L^2 \). We say that \( (P', L') \) is a substructure of \( (P^2, L^2) \) if for all \( p, p' \in P' \) satisfying \( \psi(p) \neq \psi(p') \), the unique line \( l \in L^2 \) incident with both \( p \) and \( p' \) is already contained in \( L' \) and if the same condition holds with points and lines exchanged. The substructure generated by a set \( P'' \subset P^2 \) is the smallest substructure containing \( P'' \).
We will use the following characterisation to distinguish spheres of radius 2 in buildings of type $\tilde{A}_2$ by Cartwright-Mantero-Steger-Zappa in [CMSZ93b].

**Proposition 10.3.17 (Proposition 8.6 in [CMSZ93b])** Assume that $X$ is the building associated to the special linear group $\text{SL}_3(K)$, where $K$ is a local, non-Archimedean field with residue field of prime order $p$. Choose a vertex $v_1 \in X$ and construct the plane $(P, L, F)$ and the Hjelmslev plane of level 2 denoted by $(P^2, L^2, \sim)$ as above. Consider four points $p_1, \ldots, p_4 \in P^2$ such that no three points of $\psi(p_1), \ldots, \psi(p_4)$ are collinear.

- If $K = \mathbb{Q}_p$, the substructure of the Hjelmslev plane generated by the set of points $\{p_1, \ldots, p_4\}$ is all of $(P^2, L^2, \sim)$.
- Otherwise, the substructure generated by the set of points $\{p_1, \ldots, p_4\}$ is a projective plane of order $p$.

**Corollary 10.3.18** The panel-regular lattices constructed out of cyclic Singer groups with identical difference sets cannot be contained in the building associated to $\text{SL}_3(\mathbb{Q}_p)$.

**Proof** Take any four points $p_1, \ldots, p_4$ in $(P, L, F)$ such that no three of these points are collinear. Then $\iota(p_1), \ldots, \iota(p_4)$ satisfy the conditions of Proposition 10.3.17. But by Lemma 10.3.14 and by Proposition 10.3.15, the substructure generated by these four points is exactly $\text{im}(\iota)$, which is a projective plane of order $p$. By Proposition 10.3.17, if the building $X$ is associated to $\text{SL}_3(K)$, then necessarily $K \neq \mathbb{Q}_p$. □

**Remark** Conjecturally, these very simple lattices should be contained in $\text{SL}_3(\mathbb{F}_p((t)))$. It might be possible to prove this by investigating the structure of all Hjelmslev planes of all levels and prove a splitting lemma for every step. This seems tedious and difficult. Surprisingly, we have not found any realisation of such a lattice in $\text{SL}_3(\mathbb{F}_p((t)))$ for $p \neq 2$.

### 10.4 Lattices in buildings of type $\tilde{C}_2$

In this section, we will construct lattices in buildings of type $\tilde{C}_2$. This will be done using the slanted symplectic quadrangles discussed in Section 10.2.2. We will give two different constructions of panel-regular lattices in buildings of type $\tilde{C}_2$.

**Situation** Fix a prime power $q > 2$, and set $J = \{0, 1, \ldots, q+1\}$. Let $\mathcal{I}$ and $\mathcal{I}'$ be two copies of the slanted symplectic quadrangle of order $(q - 1, q + 1)$. For the quadrangle $\mathcal{I}$, we fix a point $p$ and denote the set of lines through $p$ by $L$. The set of flags $F$ is given by $F = \{(p, l) : l \in L\}$. The associated Singer group will be denoted by $S$, the line stabilisers by $S_l$ for lines $l \in L$. We fix the same objects for $\mathcal{I}'$ and add a prime $'$ to the notation.

### 10.4.1 Lattices acting regularly on two types of panels

Since $q$ determines the quadrangle and the Singer group uniquely up to isomorphism, there is a bijection between the sets of line representatives $L$ and $L'$ and the corresponding line stabilisers $S_l$ and $S'_l$ are pairwise isomorphic.
Construction  We choose two bijections $\lambda : J \to L$, $\lambda' : J \to L'$ and an abstract group $S_j \cong \mathbb{Z}/q$ with isomorphisms $\psi_j : S_j \to S_{\lambda(j)}$ and $\psi'_j : S_j \to S'_{\lambda'(j)}$ for every $j \in J$. Consider the complex of groups $G(Y)$ over the scwol $Y$ with vertices

$$V(Y) := \{v, v', w\} \sqcup \{e, e'\} \sqcup \{e_j : j \in J\} \sqcup \{f_j : j \in J\}$$

and edges

$$E(Y) := \{w \leftarrow e, e \leftarrow e', v \leftarrow e, e' \leftarrow e'\} \sqcup \{v \leftarrow e_j, v' \leftarrow e_j : j \in J\}$$

$$\sqcup \{v \leftarrow f_j, v' \leftarrow f_j, w \leftarrow f_j : j \in J\} \sqcup \{e \leftarrow f_j, e' \leftarrow f_j, e_j \leftarrow f_j : j \in J\}. $$

Figure 10.7 illustrates the scwol $Y$ in the case $q = 3$.

![Figure 10.7: The scwol $Y$ for $q = 3$.](image)

Now choose the vertex groups to be $G_v = S$, $G_{v'} = S'$ and $G_w = \langle c \mid c^{q+2} = 1 \rangle$. In addition, set $G_{e_j} = S_j$ for all $j \in J$. All other vertex groups are trivial. The only non-trivial monomorphisms are chosen to be the maps $\psi_j$ and $\psi'_j$ for $j \in J$. All twist elements are trivial except

$$g_{w \leftarrow ee \leftarrow f_j} := c^j.$$  

We endow $|Y|$ with a locally Euclidean metric as follows:

Let $\Delta$ be the geometric realisation of one triangle in the affine Coxeter complex of type $\tilde{C}_2$. For each $j \in J$, we map the subcomplex spanned by $\{v, v', w, e, e', e_j, f_j\}$ onto the barycentric subdivision of $\Delta$ in the obvious way and pull back the metric. We obtain a locally Euclidean metric on $|Y|$. In particular, the angles at the vertices $v$ and $v'$ are $\pi/4$, the angle at $w$ is $\pi/2$.  
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Proposition 10.4.1 The complex of groups $G(Y)$ is developable.

Proof The proof is analogous to the one of Proposition 10.3.1. By construction of the complex, the geometric links in the local developments at $v$, $v'$ and $w$ are $Z(I)$, $Z(I')$ and the scwol associated to a complete bipartite graph of order $(q + 2, q + 2)$. In particular, they are CAT(1) by Proposition 10.2.12.

The local developments of the edges $e$ and $e'$ are the same as the closed stars in $Y$: $(q + 2)$ 2-simplices glued along one edge. For the edges $e_j$, the local development is isometric to $q$ triangles glued along one edge. The local developments of the vertices $f_j$ are just flat triangles.

By Proposition 7.3.6, the complex of groups $G(Y)$ is then developable. \hfill $\blacksquare$

Proposition 10.4.2 The fundamental group $\Gamma = \pi_1(G(Y))$ admits the following presentation:

$$\Gamma = \langle S, S', c \mid \text{all relations in } S, S', c^{q+2} = 1, c^j \psi_j(s)c^{-j} = \psi'_j(s) \quad \forall j \in J, s \in S_j \rangle.$$ 

Proof Consider the following maximal spanning subtree $T$:

$$E(T) = \{ w \leftarrow e, w \leftarrow e', v \leftarrow e, v' \leftarrow e' \} \UP\{ w \leftarrow f_j, e_j \leftarrow f_j : j \in J \}.$$ 

As in the proof of Proposition 10.3.2, the group is generated by $S$, $S'$, $c$ and group elements for each edge not contained in $T$. Consider, however Figure 10.8 showing one triangle in $Y$. As before, edges in $T$ are drawn black, the other edges are drawn dotted. Group elements $g$ written on an edge $a$ indicate that $k_a = g$. From the presentation in Definition 7.2.6, one can see that all additional relations are of the form stated in the result. \hfill $\blacksquare$
Theorem 10.4.3 The universal cover $\mathcal{X}$ is a building of type $\tilde{C}_2$. The fundamental group $\Gamma = \pi_1(G(Y))$ with presentation

$$
\Gamma = \langle S, S', c \mid \text{all relations in } S, S', c^{q+2} = 1, c^j \psi_j(s)c^{-j} = \psi_j'(s) \quad \forall j \in J, s \in S_j \rangle
$$
is hence a uniform lattice in the automorphism group of $\mathcal{X}$, which is panel-regular on two types of panels.

**Proof** The proof is analogous to the one of Theorem 10.3.3, using Proposition 10.2.12 and Theorem 3.2.14. □

**Remark** Except for the slanted symplectic quadrangle $W(3)^\circ$, all Singer quadrangles are necessarily exceptional. Hence, except for possibly this case, all buildings constructed in this way are exceptional buildings of type $\tilde{C}_2$.

It is not hard to see that $\langle c | c^{q+2} = 1 \rangle$ can be replaced by any group $C$ of order $q+2$. In the above presentation, the term $c^j$ has to be replaced by an arbitrary bijection $J \to C$.

Finally, we also have a very explicit description of this building as the flag complex whose 1-skeleton is the following graph

$$
V(X) := \Gamma/S \sqcup \Gamma/S' \sqcup \Gamma/\langle c \rangle
$$

$$
E(X) := \{(gS, gS'), (gS, g\langle c \rangle), (gS', g\langle c \rangle) : g \in \Gamma \},
$$

which could be used to study these exotic affine buildings.

Instead, we will focus on the two cases where we obtain relatively simple presentations of these lattices.

**The prime case**

If $q = p$ is prime, we have very simple presentations of the Heisenberg groups $S$ and $S'$. Denote their generators by $x, y$ and $x', y'$, respectively and set $z = [x, y]$ and $z' = [x', y']$. The sets of line representatives $L$ and $L'$ can be parametrised by $\mathbb{F}_p^2 \sqcup \{0\}$ as in Theorem 10.2.9. We pick the following generators for the line stabilisers

$$
c_{[a:b]} = x^a y^b z^{\frac{1}{2}ab}, \quad c_0 = z, \quad c'_{[a:b]} = x^a y^b z'^{\frac{1}{2}ab}, \quad c'_0 = z'.
$$

**Theorem 10.4.4** For any odd prime $p$, for $J = \{0, 1, \ldots, p+1\}$ and any two bijections $\lambda, \lambda' : J \to \mathbb{F}_p^2 \sqcup \{0\}$, consider the group $\Gamma$ presented by

$$
\Gamma = \langle x, y, x', y', c \mid x^p = y^p = x'^p = y'^p = e^p = z^p = z'^p = 1, \quad xz = zx, yz = zy, x'z' = z'x', y'z' = z'y', \quad c^j c_{\lambda(j)} c^{-j} = c'_{\lambda'(j)} \quad \forall j \in J \rangle.
$$

Then $\Gamma$ is a uniform lattice in a building of type $\tilde{C}_2$, where all vertex links which are quadrangles are isomorphic to the slanted symplectic quadrangle of order $(p-1, p+1)$.

**Proof** This is a direct application of Theorem 10.4.3. □
The abelian case

If $q$ is even, then the associated Singer groups $S$ and $S'$ are isomorphic to $\mathbb{F}_q^3$. We write $J = \{0, 1, \ldots, q + 1\}$ and fix two bijections

$$
\lambda, \lambda' : J \to \mathbb{F}_q^2 \sqcup \{0\}.
$$

We write $S_{[a,b]} = \mathbb{F}_q(a,b,0)^T$ and $S_0 = \mathbb{F}_q(0,0,1)^T$ for the line stabilisers in $S$ as in Theorem 10.2.9 and add a prime $'$ for the respective groups in $S'$. Finally, we fix isomorphisms of abstract groups $\psi_j, \psi'_j : \mathbb{Z}/q \to S_{\lambda(j)}, S'_{\lambda'(j)}$ for any $j \in J$.

**Theorem 10.4.5** Consider the group $\Gamma$ given by

$$
\Gamma = \left( S * S' * \langle c \rangle \right)/\langle c^{q+2} = 1, e^l(\psi_j(x))e^{-j} = \psi'_j(x) : x \in \mathbb{Z}/q, j \in J \rangle.
$$

Then $\Gamma$ is a uniform lattice in an exotic building of type $\tilde{C}_2$, where all vertex links which are quadrangles are isomorphic to the slanted symplectic quadrangle of order $(q - 1, q + 1)$.

**Proof** Again, this is a simple application of Theorem 10.4.3. \qed

### 10.4.2 Lattices acting regularly on one type of panel

In this section, we will consider lattices acting regularly on only one type of panel in a building of type $\tilde{C}_2$. We will concentrate on the simpler case where the type of this panel corresponds to the two extremal vertices in the $\tilde{C}_2$-diagram.

As before, let $\mathcal{I}$ and $\mathcal{I}'$ be two slanted symplectic quadrangles of the same order $(q - 1, q + 1)$ and let $S$ and $S'$ be the associated Singer groups. Pick points $p$ and $p'$ and denote the sets of lines incident to $p$ and $p'$ by $L$ and $L'$, respectively. Then write $F = \{(p,l) : l \in L\}$ and $F' = \{(p',l') : l' \in L'\}$.

**Construction** We set $J = \{0, 1, \ldots, q + 1\}$ and choose two bijections $\lambda : J \to L$, $\lambda' : J \to L'$. We consider the scwol $\mathcal{Y}$ given by

$$
V(\mathcal{Y}) := \{v, v'\} \sqcup \{v_j : j \in J\} \sqcup \{e\} \sqcup \{e_j, e'_j : j \in J\} \sqcup \{f_j : j \in J\}
$$

$$
E(\mathcal{Y}) := \{v \leftrightarrow e, v' \leftrightarrow e\} \sqcup \{v \leftrightarrow e_j, v_j \leftrightarrow e_j : j \in J\} \sqcup \{v' \leftrightarrow e'_j, v_j \leftrightarrow e'_j : j \in J\}
$$

$$
\sqcup \{v \leftrightarrow f_j, v'_j \leftrightarrow f_j, v_j \leftrightarrow f'_j : j \in J\} \sqcup \{e \leftrightarrow f_j, e_j \leftrightarrow f_j, e'_j \leftrightarrow f'_j : j \in J\}.
$$

Figure 10.9 illustrates this scwol for $q = 3$.

We construct a complex of groups $G(\mathcal{Y})$ over $\mathcal{Y}$ by setting the vertex groups to be

$$
G_v = S, \quad G_{v'} = S', \quad G_{e_j} = S_{\lambda(j)} \times S'_{\lambda'(j)}, \quad G_{e'_j} = S_{\lambda(j)}, \quad G_{f_j} = S'_{\lambda'(j)}.
$$

All other vertex groups are trivial. The inclusions are the obvious ones. All twist elements are trivial, so $G(\mathcal{Y})$ is a simple complex of groups.

We endow $|\mathcal{Y}|$ with a locally Euclidean metric as follows: Let $\Delta$ be the geometric realisation of one triangle in the affine Coxeter complex of type $\tilde{C}_2$. For each $j \in J$, we map each subcomplex spanned by $\{v, v', v_j, e, e_j, e'_j, f_j\}$ onto the barycentric subdivision of $\Delta$ in the obvious way and pull back the metric. We obtain a locally Euclidean metric on $|\mathcal{Y}|$ with angle $\pi/4$ at the vertices $v, v'$ and with angle $\pi/2$ at the vertex $v_j$. 
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Lemma 10.4.6  For any \( j \in J \), the local development \( \mathcal{Y}(\tilde{v}_j) \) is isomorphic to the cone over the barycentric subdivision of a complete bipartite graph of order \((q,q)\). The geometric link \( \text{Lk}(\tilde{v}_j, \text{st}(\tilde{v}_j)) \) is hence isometric to the barycentric subdivision of a generalised 2-gon, in particular a connected, \( \text{CAT}(1) \) polyhedral complex of diameter \( \pi \).

Proof  We abbreviate \( H = S_{\lambda(j)} \), \( F = S'_{\lambda'(j)} \) and \( G = H \times F \). We have \( \mathcal{Y}(\tilde{v}) = \{ \tilde{v} \} \ast \text{Lk}_{\tilde{v}_j}(\mathcal{Y}) \) by the definition of the local development, where

\[
V(\text{Lk}_{\tilde{v}_j}(\mathcal{Y})) = \{(gH, e_j) : g \in G\} \cup \{(gF, e'_j) : g \in G\} \cup \{(g, f_j) : g \in G\} \cong F \sqcup H \sqcup G
\]

\[
E(\text{Lk}_{\tilde{v}_j}(\mathcal{Y})) = \{(g, e_j \leftarrow f_j) : g \in G\} \cup \{(g, e'_j \leftarrow f_j) : g \in G\},
\]

which is easily seen to be the barycentric subdivision of a complete bipartite graph on the vertex set \( F \sqcup H \). The rest of the argument is analogous to the proof of Proposition 10.2.12. \( \square \)

Theorem 10.4.7  The complex \( G(\mathcal{Y}) \) is developable. Its fundamental group \( \Gamma = \pi_1(G(\mathcal{Y})) \) admits the presentation

\[
\Gamma = \langle S, S' \mid \text{all relations in the groups } S, S', [S_{\lambda(j)}, S'_{\lambda'(j)}] = 1 \ \forall j \in J \rangle.
\]

The universal cover \( \mathcal{X} \) of this complex of groups is a building of type \( \tilde{C}_2 \), and \( \Gamma \) is a uniform lattice acting regularly on one type of panels of \( \mathcal{X} \).

Proof  This proof is analogous to the proofs of Proposition 10.4.1 and Theorem 10.4.3, where we use Lemma 10.4.6 for the local developments at the vertices \( v_j \). \( \square \)

In the next two small sections, we will make this explicit in the cases where we have simple presentations.
The prime case

If \( q = p \) is prime and if we start with two slanted symplectic quadrangles \( \mathcal{I}, \mathcal{I}' \) of order \((p - 1, p + 1)\) with corresponding Heisenberg groups \( S, S' \) with respective generator pairs \( x, y \) and \( x', y' \), the sets of line representatives \( L \) and \( L' \) can be parametrised by \( \mathbb{PF}_p^2 \sqcup \{0\} \). The stabilisers then have the form

\[
S_{a:b} = \langle x^ay^b \frac{z - 1}{2} \rangle \quad \text{and} \quad S_0 = \langle z \rangle,
\]

where \( z = [x, y] \) and similarly for \( S' \). Let \( J = \{0, 1, \ldots, p + 1\} \).

Theorem 10.4.8 Let \( \lambda, \lambda' : J \to \mathbb{PF}_p^2 \sqcup \{0\} \) be two bijections. The group

\[
\Gamma = \langle x, y, x', y' \mid \begin{array}{l}
z = x y x^{-1} y^{-1}, z' = x' y' x'^{-1} y'^{-1}, \\
x^p = y^p = x'^p = y'^p = z^p = z'^p = 1, \\
xz = zx, yz = zy, x'z' = z'x', y'z' = z'y', \\
[S_{\lambda(j)}, S'_{\lambda'(j)}] = 1 \quad \forall j \in J \end{array} \rangle
\]

is a uniform lattice in a building of type \( \tilde{C}_2 \).

Proof This is a direct application of Theorem 10.4.7. \( \square \)

The abelian case

If \( q \) is even, then the associated Singer groups \( S \) and \( S' \) are isomorphic to \( \mathbb{F}_q^3 \). In this case, we obtain a very simple presentation:

Let \( J = \{0, 1, \ldots, q + 1\} \) and fix two bijections \( \lambda, \lambda' : J \to \mathbb{PF}_q^2 \sqcup \{0\} \). We write \( S_{a:b} = \mathbb{F}_q(a, b, 0)^T \) and \( S_0 = \mathbb{F}_q(0, 0, 1)^T \) for the line stabilisers in \( S \) and add a prime \( ' \) for the respective groups in \( S' \).

Theorem 10.4.9 The group

\[
\Gamma = \left( S * S' \right) / \langle [S_{\lambda(j)}, S'_{\lambda'(j)}] : j \in J \rangle
\]

is a uniform lattice in an exotic building of type \( \tilde{C}_2 \).

Proof Again, this is a direct application of Theorem 10.4.7. \( \square \)

Remark Note that this is a finitely presented group generated by involutions such that all other relations make elements commute. It would be very interesting if one of these groups were a right-angled Coxeter group, but this seems very unlikely.

10.4.3 Property (T)

Even though most of these buildings are necessarily exotic, the lattices have automatically property (T).

Proposition 10.4.10 (Żuk) All cocompact lattices in buildings of type \( \tilde{C}_2 \) have property (T) if the order of the generalised quadrangles which appear as vertex links is not \((2, 2)\). In particular, all lattices we construct here have property (T).

Proof See [Żuk96]. A more detailed exposition can be found in [BdlHV08, 5.6]. \( \square \)
10.5 Group homology of lattices

We will calculate group homology of the lattices we have constructed using the action on the building. Since the building $X$ is contractible and the lattice acts without inversions, we can use the spectral sequence associated to equivariant homology we have obtained in Section 6.5.

10.5.1 Group homology of lattices in buildings of type $\tilde{A}_2$

We will calculate the full group homology of the lattices generated by cyclic Singer groups which we have constructed in Section 10.3.3. The abelianisation can be calculated directly.

**Proposition 10.5.1** Let $\Gamma_1$ be a lattice constructed as in Theorem 10.3.8 using a classical projective plane of order $q$ and three ordered classical difference sets $\delta_1, \delta_2$ and $\delta_3$. We have

$$H_1(\Gamma_1) = \left\langle s_1, s_2, s_3 \middle| \begin{array}{l}
(q^2 + q + 1)s_1 = (q^2 + q + 1)s_2 = (q^2 + q + 1)s_3 = 0 \\
\delta_1(j)s_1 + \delta_2(j)s_2 + \delta_3(j)s_3 = 0 \quad \forall j \in J
\end{array} \right\rangle.$$  

In particular, $\Gamma_1$ is perfect if and only if the $(q \times 3)$-matrix $D = (\delta_j(i))_{i,j}$ over the ring $\mathbb{Z}/(q^2 + q + 1)$ has full rank in the sense of [Bro93, Chapter 4].

**Proof** Since $H_1(\Gamma_1)$ is isomorphic to the abelianisation of $\Gamma_1$, we just have to abelianise the presentation from Theorem 10.3.8. The resulting group is the kernel of the linear map $\mathbb{Z}^3 \to \mathbb{Z}^q$ described by $D$. In particular, by [Bro93, Theorem 5.3], the kernel is trivial if and only if $D$ has full rank. $\square$

**Theorem 10.5.2** Again, let $\Gamma_1$ be a lattice constructed as in Theorem 10.3.8. Let $q$ be the order of the associated projective plane. Then

$$H_j(\Gamma_1) \cong \begin{cases} 
\mathbb{Z} & j = 0 \\
\ker(D) & j = 1 \\
\mathbb{Z}^q & j = 2 \\
(\mathbb{Z}/(q^2 + q + 1))^3 & j \geq 3 \text{ odd} \\
0 & \text{else.}
\end{cases}$$

In addition

$$H_2(\Gamma_2; \mathbb{Q}) = \mathbb{Q}^q, \quad H_j(\Gamma_2; \mathbb{Q}) = 0 \text{ for } j \notin \{0, 2\}$$

for any lattice $\Gamma_2$ constructed as in Theorems 10.3.3 or 10.3.8.

**Proof** Consider the spectral sequence $E_{i,j}^1$ from Theorem 6.5.2 for the $\Gamma_1$-action on the associated building $X$. The quotient space $\Gamma_1 \backslash X$ is the geometric realisation of the scwol $\mathcal{Y}$ from the construction in Section 10.3.1, which has hence the homotopy type
of a bouquet of 2-spheres. The structure of the spectral sequence is particularly simple since most stabiliser subgroups are trivial. We have

$$E^1_{0,j} \cong \bigoplus_{k=1}^{3} H_j(\mathbb{Z}/(q^2 + q + 1)), \quad E^1_{1,0} \cong \mathbb{Z}^3, \quad E^1_{2,0} \cong \mathbb{Z}^{q+1}.$$  

All other groups on the first page are trivial. The differential on the bottom row is induced by the cellular differential, so we have

$$E^2_{0,0} \cong \mathbb{Z}, \quad E^2_{1,0} = 0, \quad E^2_{2,0} \cong \mathbb{Z}^q.$$  

All other groups remain unchanged. Since the only remaining non-trivial differential is

$$d^2_{2,0} : E^2_{2,0} \cong \mathbb{Z}^q \to (\mathbb{Z}/(q^2 + q + 1))^3 = E^2_{0,1},$$  

whose kernel is always isomorphic to $\mathbb{Z}^q$, we obtain the full description of $H^*(\Gamma_1)$ by inspecting the third page $E^3_{i,j}$ and using Proposition 5.2.9 for the homology of cyclic groups. The rational homology can easily be calculated using Corollary 6.5.3. □

### 10.5.2 Group homology of lattices in buildings of type $\tilde{C}_2$

We will first calculate rational group homology for the lattices of type $\tilde{C}_2$ we have constructed in Section 10.4.

**Theorem 10.5.3** For a lattice $\Gamma$ constructed as in Sections 10.4.1 or 10.4.2, we have $H_j(\Gamma; \mathbb{Q}) = 0$ for $j \neq 0$.

**Proof** The geometric realisations of the quotient scwols are contractible in both cases. We can hence apply Corollary 6.5.3 to obtain the result. □

For the lattices acting regularly on two types of panels as in Section 10.4.1, the situation with integral coefficients is rather complicated and probably depends on the identification functions $\lambda$ and $\lambda'$ given in the construction.

Hence we will consider a lattice $\Gamma$ acting regularly on one type of panel as in Section 10.4.2. Assume that the associated slanted symplectic quadrangle has order $(q - 1, q + 1)$, denote the associated Singer group by $S$.

**Theorem 10.5.4** For the lattice $\Gamma$, we have

$$H_1(\Gamma) \cong (\mathbb{Z}/q)^6 \quad \text{and} \quad H_2(\Gamma) \cong H_2(S) \oplus H_2(S).$$

**Proof** The structure of the abelianisation can easily be seen using the presentation from Theorem 10.4.7. For $H_2$, we inspect the corresponding spectral sequence from Theorem 6.5.2. As a set of representatives for the action, we use the subcomplex induced by the
set of all chambers containing a common panel of the type the lattice acts regularly on. Then we have

\[ E_{0,2}^1 \cong H_2(S)^2, \quad E_{1,2}^1 = 0, \]
\[ E_{0,1}^1 \cong (\mathbb{Z}/q)^6 \oplus (\mathbb{Z}/q)^{2q+4}, \quad E_{1,1}^1 \cong (\mathbb{Z}/q)^{2q+4}, \]
\[ E_{0,0}^1 \cong \mathbb{Z}^{q+4}, \quad E_{1,0}^1 \cong \mathbb{Z}^{2q+5}, \quad E_{2,0}^1 \cong \mathbb{Z}^{q+2}. \]

In this calculation, we use Proposition 5.2.9 as well as \( H_1(S) = (\mathbb{Z}/q)^3 \), which is easily verified. Since the quotient space \( \Gamma \backslash X \) is contractible, we obtain

\[ E_{0,0}^2 \cong \mathbb{Z}, \quad E_{1,0}^2 = 0, \quad E_{2,0}^2 = 0. \]

Since we already know that \( H_1(\Gamma) \cong (\mathbb{Z}/q)^6 \), the map \( d_{1,1}^1 : E_{1,1}^1 \to E_{0,1}^1 \) must be injective and we obtain \( E_{1,1}^2 = 0 \) which proves the theorem. \( \square \)
11 Open problems

We will end this thesis by stating some of the problems which could be considered next.

**Wagoner complexes**
For Wagoner complexes, we think that the following question is natural to ask: Given a Wagoner complex $W$ associated to a group with a spherical root datum $G$, is there an isomorphism $\pi_i(BG^+) \cong \pi_{i-1}(W)$? This would naturally extend Wagoner’s results concerning $K$-theory and could lead to a new characterisation of hermitian $K$-theory.

In addition, one might hope to generalise Wagoner’s result on the homotopy groups of affine Wagoner complexes to arbitrary groups with root data with valuations, but this will require a new technique.

**Homological stability**
We think that the construction of the spectral sequence in Theorem 9.2.19 associated to any stability pair can be applied to many other situations. For instance, one could investigate homology groups of the (short) series of groups of types $D_5$, $E_6$, $E_7$, $E_8$.

Also, one could try to investigate relative homology of groups of types $C_n$ and $A_{n-1}$, which might lead to relations between hermitian $K$-theory and algebraic $K$-theory.

Additionally, one should be able to prove homological stability results for reductive algebraic groups and their Levi subgroups given only the types of the groups, albeit with a weak stability range, by using semidirect decompositions of the rational points of Levi subgroups.

Finally, there is an analogous version of the opposition complex for arbitrary twin buildings. Unfortunately, not much is known about its homotopy type. If this opposition complex turns out to be highly connected, one could try to generalise our method to groups acting on twin buildings.

**Lattice constructions**
For lattices, the largest open question is of course whether the $\tilde{A}_2$-buildings we have constructed are exotic. In addition, it might be very interesting to consider certain finite-index subgroups of the lattices and investigate their properties.

Finally, one could hope to extend the construction we have given to higher dimensions. This seems to be increasingly difficult, though, and would of course not yield any new buildings, but instead (new) presentations of arithmetic lattices.
A Coxeter diagrams

We include the lists of all spherical and affine Coxeter diagrams here for reference.

\[ A_n \]
\[ B_n = C_n \]
\[ D_n \]
\[ E_6 \]
\[ E_7 \]
\[ E_8 \]
\[ F_4 \]
\[ G_2 \]
\[ H_3 \]
\[ H_4 \]
\[ I_2(m) \]

Figure A.1: Spherical Coxeter diagrams
A Coxeter diagrams

Figure A.2: Affine Coxeter diagrams
Bibliography

[AB08] P. Abramenko and K. S. Brown. Buildings, volume 248 of Graduate Texts in Mathematics. Springer, New York, 2008.

[AKW73] D. Anderson, M. Karoubi, and J. B. Wagoner. Relations between higher algebraic K-theories. In Algebraic K-theory, I: Higher K-theories (Proc. Conf., Battelle Memorial Inst., Seattle, Wash., 1972), pages 73–81. Lecture Notes in Math. Vol. 341. Springer, Berlin, 1973.

[AKW77] D. Anderson, M. Karoubi, and J. B. Wagoner. Higher algebraic K-theories. Trans. Amer. Math. Soc., 226:209–225, 1977.

[BB05] A. Björner and F. Brenti. Combinatorics of Coxeter groups, volume 231 of Graduate Texts in Mathematics. Springer, New York, 2005.

[BdlHV08] B. Bekka, P. de la Harpe, and A. Valette. Kazhdan’s property (T), volume 11 of New Mathematical Monographs. Cambridge University Press, Cambridge, 2008.

[BH99] M. R. Bridson and A. Haefliger. Metric spaces of non-positive curvature, volume 319 of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]. Springer-Verlag, Berlin, 1999.

[BL01] H. Bass and A. Lubotzky. Tree lattices, volume 176 of Progress in Mathematics. Birkhäuser Boston Inc., Boston, MA, 2001.

[BM00] M. Burger and S. Mozes. Lattices in product of trees. Inst. Hautes Études Sci. Publ. Math., 92:151–194 (2001), 2000.

[Bou02] N. Bourbaki. Lie groups and Lie algebras. Chapters 4–6. Elements of Mathematics (Berlin). Springer-Verlag, Berlin, 2002.

[Bro82] K. S. Brown. Cohomology of groups, volume 87 of Graduate Texts in Mathematics. Springer-Verlag, New York, 1982.

[Bro89] K. S. Brown. Buildings. Springer-Verlag, New York, 1989.

[Bro93] W. C. Brown. Matrices over commutative rings, volume 169 of Monographs and Textbooks in Pure and Applied Mathematics. Marcel Dekker Inc., New York, 1993.
[BT72] F. Bruhat and J. Tits. Groupes réductifs sur un corps local. *Inst. Hautes Études Sci. Publ. Math.*, 41:5–251, 1972.

[Cap07] P.-E. Caprace. On 2-spherical Kac-Moody groups and their central extensions. *Forum Math.*, 19(5):763–781, 2007.

[Cha80] R. Charney. Homology stability for $\text{GL}_n$ of a Dedekind domain. *Invent. Math.*, 56(1):1–17, 1980.

[Cha87] R. Charney. A generalization of a theorem of Vogtmann. *J. Pure Appl. Algebra*, 44(1-3):107–125, 1987.

[Cho06] T. Y. Chow. You could have invented spectral sequences. *Notices Amer. Math. Soc.*, 53(1):15–19, 2006.

[CL01] R. Charney and A. Lytchak. Metric characterizations of spherical and Euclidean buildings. *Geom. Topol.*, 5:521–550 (electronic), 2001.

[CMS94] D. I. Cartwright, W. Młotkowski, and T. Steger. Property (T) and $\tilde{A}_2$ groups. *Ann. Inst. Fourier (Grenoble)*, 44(1):213–248, 1994.

[CMSZ93a] D. I. Cartwright, A. Mantero, T. Steger, and A. Zappa. Groups acting simply transitively on the vertices of a building of type $\tilde{A}_2$. I. *Geom. Dedicata*, 47(2):143–166, 1993.

[CMSZ93b] D. I. Cartwright, A. Mantero, T. Steger, and A. Zappa. Groups acting simply transitively on the vertices of a building of type $\tilde{A}_2$. II. The cases $q = 2$ and $q = 3$. *Geom. Dedicata*, 47(2):167–223, 1993.

[Cox34] H. S. M. Coxeter. Discrete groups generated by reflections. *Ann. of Math. (2)*, 35(3):588–621, 1934.

[Dav08] M. W. Davis. *The geometry and topology of Coxeter groups*, volume 32 of *London Mathematical Society Monographs Series*. Princeton University Press, Princeton, NJ, 2008.

[Dem68] P. Dembowski. *Finite geometries*. Ergebnisse der Mathematik und ihrer Grenzgebiete, Band 44. Springer-Verlag, Berlin, 1968.

[dMT09] T. de Medts and K. Tent. Central extensions of rank 2 groups and applications. *Forum Math.*, 21(1):1–21, 2009.

[Ess06] J. Essert. Homological stability of certain classical groups. Diploma thesis, TU Darmstadt, http://arxiv.org/abs/0803.4136, 2006.

[Ess09a] J. Essert. A geometric construction of panel-regular lattices in buildings of types $\tilde{A}_2$ and $\tilde{C}_2$. Preprint, submitted, http://arxiv.org/abs/0908.2713, 2009.
Bibliography

[Ess09b] J. Essert. Homological stability for classical groups. Preprint, submitted, http://arxiv.org/abs/0905.0071, 2009.

[Ess09c] J. Essert. On Wagoner complexes. Preprint, submitted, http://arxiv.org/abs/0903.1989, 2009.

[Eve91] L. Evens. The cohomology of groups. Oxford Mathematical Monographs. The Clarendon Press Oxford University Press, New York, 1991. Oxford Science Publications.

[FH64] W. Feit and G. Higman. The nonexistence of certain generalized polygons. J. Algebra, 1:114–131, 1964.

[FHT09] B. Farb, C. Hruska, and A. Thomas. Problems on automorphism groups of nonpositively curved polyhedral complexes and their lattices. To appear in Geometry, Topology and Rigidity (B. Farb and D. Fisher, eds.), 2009.

[GAP] The GAP Group. GAP – Groups, Algorithms, and Programming, Version 4.4.12. (http://www.gap-system.org).

[Gar97] P. Garrett. Buildings and classical groups. Chapman & Hall, London, 1997.

[Geo08] R. Geoghegan. Topological methods in group theory, volume 243 of Graduate Texts in Mathematics. Springer, New York, 2008.

[Gil07] N. Gill. Transitive projective planes. Adv. Geom., 7(4):475–528, 2007.

[GJS94] T. Grundhöfer, M. Joswig, and M. Stroppel. Slanted symplectic quadrangles. Geom. Dedicata, 49(2):143–154, 1994.

[Har85] J. L. Harer. Stability of the homology of the mapping class groups of orientable surfaces. Ann. of Math. (2), 121(2):215–249, 1985.

[Hat02] A. Hatcher. Algebraic topology. Cambridge University Press, Cambridge, 2002.

[HO89] A. J. Hahn and O. T. O’Meara. The classical groups and K-theory, volume 291 of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]. Springer-Verlag, Berlin, 1989.

[HT08] K. Hutchinson and L. Tao. Homology stability for the special linear group of a field and Milnor-Witt K-theory. Preprint, http://arxiv.org/abs/0811.2110, 2008.

[HV04] A. Hatcher and K. Vogtmann. Homology stability for outer automorphism groups of free groups. Algebr. Geom. Topol., 4:1253–1272 (electronic), 2004.

[HvM89] G. Hanssens and H. van Maldeghem. On projective Hjelmslev planes of level n. Glasgow Math. J., 31(3):257–261, 1989.
Bibliography

[HVW06] A. Hatcher, K. Vogtmann, and N. Wahl. Erratum to: “Homology stability for outer automorphism groups of free groups by Hatcher and Vogtmann. *Algebr. Geom. Topol.*, 6:573–579 (electronic), 2006.

[Kan86] W. M. Kantor. Generalized polygons, SCABs and GABs. In *Buildings and the geometry of diagrams (Como, 1984)*, volume 1181 of *Lecture Notes in Math.*, pages 79–158. Springer, Berlin, 1986.

[Kan87] W. M. Kantor. Some locally finite flag-transitive buildings. *European J. Combin.*, 8(4):429–436, 1987.

[KLT87] W. M. Kantor, R. A. Liebler, and J. Tits. On discrete chamber-transitive automorphism groups of affine buildings. *Bull. Amer. Math. Soc. (N.S.)*, 16(1):129–133, 1987.

[KMW84] P. Köhler, T. Meixner, and M. Wester. The affine building of type $\tilde{A}_2$ over a local field of characteristic two. *Arch. Math. (Basel)*, 42(5):400–407, 1984.

[KMW85] P. Köhler, T. Meixner, and M. Wester. The 2-adic affine building of type $\tilde{A}_2$ and its finite projections. *J. Combin. Theory Ser. A*, 38(2):203–209, 1985.

[Knu01] K. P. Knudson. *Homology of linear groups*, volume 193 of *Progress in Mathematics*. Birkhäuser Verlag, Basel, 2001.

[Kra02] L. Kramer. Buildings and classical groups. In *Tits buildings and the model theory of groups (Würzburg, 2000)*, volume 291 of *London Math. Soc. Lecture Note Ser.*, pages 59–101. Cambridge Univ. Press, Cambridge, 2002.

[LaJ] D. Gordon. *La Jolla difference set repository* (http://www.ccrwest.org/diffsets/diff_sets/).

[Lün65] H. Lüneburg. Ein neuer Beweis eines Hauptsatzes der projektiven Geometrie. *Math. Z.*, 87:32–36, 1965.

[LW69] A.T. Lundell and S. Weingram. *The topology of CW complexes*. The University Series in Higher Mathematics. New York etc.: Van Nostrand Reinhold Company. VIII, 216 p., 1969.

[Mar91] G. A. Margulis. *Discrete subgroups of semisimple Lie groups*, volume 17 of *Ergebnisse der Mathematik und ihrer Grenzgebiete (3) [Results in Mathematics and Related Areas (3)]*. Springer-Verlag, Berlin, 1991.

[McC01] J. McCleary. *A user’s guide to spectral sequences*, volume 58 of *Cambridge Studies in Advanced Mathematics*. Cambridge University Press, Cambridge, second edition, 2001.

[Mir05] B. Mirzaii. Homology stability for unitary groups. II. *K-Theory*, 36(3-4):305–326 (2006), 2005.
Bibliography

[MvdK02] B. Mirzaii and W. van der Kallen. Homology stability for unitary groups. Doc. Math., 7:143–166 (electronic), 2002.

[Nak60] M. Nakaoka. Decomposition theorem for homology groups of symmetric groups. Ann. of Math. (2), 71:16–42, 1960.

[Pet04] M. Petzold. Homologie-Darstellungen des Wagoner-Komplexes und eine Steinberg-Darstellung von $\text{Gl}_n(\mathbb{Z}/p^l\mathbb{Z})$. PhD thesis, Münster, 2004. http://nbn-resolving.de/urn:nbn:de:hbz:6-69619565566.

[Rém99] B. Rémy. Construction de réseaux en théorie de Kac-Moody. C. R. Acad. Sci. Paris Sér. I Math., 329(6):475–478, 1999.

[Rém02] B. Rémy. Groupes de Kac-Moody déployés et presque déployés. Astérisque. 277. Paris: Astérisque., 2002.

[Ron84] M. A. Ronan. Triangle geometries. J. Combin. Theory Ser. A, 37(3):294–319, 1984.

[Ron86] M. A. Ronan. A construction of buildings with no rank 3 residues of spherical type. In Buildings and the geometry of diagrams (Como, 1984), volume 1181 of Lecture Notes in Math., pages 242–248. Springer, Berlin, 1986.

[Ron89] M. A. Ronan. Lectures on buildings, volume 7 of Perspectives in Mathematics. Academic Press Inc., Boston, MA, 1989.

[Ros94] J. Rosenberg. Algebraic $K$-theory and its applications, volume 147 of Graduate Texts in Mathematics. Springer-Verlag, New York, 1994.

[SAG] SAGE Mathematical Software. Version 4.1. (http://www.sagemath.org).

[Sah86] C.-H. Sah. Homology of classical Lie groups made discrete. I. Stability theorems and Schur multipliers. Comment. Math. Helv., 61(2):308–347, 1986.

[Ser80] J.-P. Serre. Trees. Springer-Verlag, Berlin, 1980. Translated from the French by John Stillwell.

[Sin38] J. Singer. A theorem in finite projective geometry and some applications to number theory. Trans. Amer. Math. Soc., 43(3):377–385, 1938.

[STdW09] E. E. Shult, K. Thas, and S. de Winter. Singer Quadrangles. Oberwolfach Preprint OWP 2009-07. MFO Oberwolfach, 2009.

[Str03] M. Stroppel. Polarities of symplectic quadrangles. Bull. Belg. Math. Soc. Simon Stevin, 10(3):437–449, 2003.

[Tit74] J. Tits. Buildings of spherical type and finite BN-pairs. Springer-Verlag, Berlin, 1974. Lecture Notes in Mathematics, Vol. 386.
Bibliography

[Tit77] J. Tits. Endliche Spiegelungsgruppen, die als Weylgruppen auftreten. *Invent. Math.*, 43(3):283–295, 1977.

[Tit79] J. Tits. Reductive groups over local fields. In *Automorphic forms, representations and L-functions (Proc. Sympos. Pure Math., Oregon State Univ., Corvallis, Ore., 1977), Part 1*, Proc. Sympos. Pure Math., XXXIII, pages 29–69. Amer. Math. Soc., Providence, R.I., 1979.

[Tit87] J. Tits. Uniqueness and presentation of Kac-Moody groups over fields. *J. Algebra*, 105(2):542–573, 1987.

[TW02] J. Tits and R. M. Weiss. *Moufang polygons*. Springer Monographs in Mathematics. Springer-Verlag, Berlin, 2002.

[vdK80] W. van der Kallen. Homology stability for linear groups. *Invent. Math.*, 60(3):269–295, 1980.

[vH03] A. von Heydebreck. Homotopy properties of certain complexes associated to spherical buildings. *Israel J. Math.*, 133:369–379, 2003.

[vM90] H. van Maldeghem. Automorphisms of nonclassical triangle buildings. *Bull. Soc. Math. Belg. Sér. B*, 42(2):201–237, 1990.

[Vog79] K. Vogtmann. Homology stability for $O_{n,n}$. *Comm. Algebra*, 7(1):9–38, 1979.

[Vog81] K. Vogtmann. Spherical posets and homology stability for $O_{n,n}$. *Topology*, 20(2):119–132, 1981.

[Wag73] J. B. Wagoner. Buildings, stratifications, and higher $K$-theory. In *Algebraic $K$-theory, I: Higher $K$-theories (Proc. Conf., Battelle Memorial Inst., Seattle, Wash., 1972)*, pages 148–165. Lecture Notes in Math., Vol. 341. Springer, Berlin, 1973.

[Wag75] J. B. Wagoner. Homotopy theory for the $p$-adic special linear group. *Comment. Math. Helv.*, 50:535–559, 1975.

[Wag78] J. B. Wagoner. Equivalence of algebraic $K$-theories. *J. Pure Appl. Algebra*, 11(1–3):245–269, 1977/78.

[Wah08] N. Wahl. Homological stability for the mapping class groups of non-orientable surfaces. *Invent. Math.*, 171(2):389–424, 2008.

[Wei94] C. A. Weibel. *An introduction to homological algebra*, volume 38 of *Cambridge Studies in Advanced Mathematics*. Cambridge University Press, Cambridge, 1994.

[Wei03] R. M. Weiss. *The structure of spherical buildings*. Princeton University Press, Princeton, NJ, 2003.
Bibliography

[Wei09] R. M. Weiss. The structure of affine buildings, volume 168 of Annals of Mathematics Studies. Princeton University Press, Princeton, NJ, 2009.

[Żuk96] A. Żuk. La propriété (T) de Kazhdan pour les groupes agissant sur les polyèdres. C. R. Acad. Sci. Paris Sér. I Math., 323(5):453–458, 1996.