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Abstract. There is a recent development in the carrying simplex theory for competitive maps: under some weaker conditions a map has a modified carrying simplex (one of the author’s latest publications). In this paper, as one of the applications of the modified carrying simplex theory, a criterion is established for a three dimensional Kolmogorov map to have a globally repelling (attracting) heteroclinic limit cycle. As a concrete example, a discrete competitive model is investigated to illustrate the above criteria for global repulsion (attraction) of a heteroclinic limit cycle.

Note. This paper has been accepted for publication in Proceedings of ICDEA 2021.

1. Introduction

We are concerned with the global asymptotic behaviour of the discrete dynamical system

\[ x(n) = T^n(x), \quad x \in C, \quad n \in \mathbb{N}, \]

where \( C = \mathbb{R}^N_+ = [0, +\infty)^N \), \( N = \{0, 1, 2, \ldots\} \) and \( T : C \rightarrow C \) is the Kolmogorov map having the form

\[ T_i(x) = x_i f_i(x), \quad i \in I_N = \{1, 2, \ldots, N\} \]

and \( f \in C^1(C, C) \) with \( f_i(x) > 0 \) for all \( x \in C \) and \( i \in I_N \). It is known that system (1) with (2) is a typical mathematical model for the population dynamics of a community of \( N \) species, where each \( x_i(n) \) represents the population size or density at time \( n \) (at the end of \( n \)th time period), and the function \( f_i(x) \) denotes the per capita growth rate, of the \( i \)th species. If \( \frac{df_i}{dx_j} \leq 0 \) for all \( i, j \in I_N \) with \( i \neq j \), then (1) models the population dynamics of a community of competitive species.

In this paper, we focus on a recent development on the carrying simplex theory for competitive maps. The main aim is to provide a criterion for a three dimensional system to have a globally attracting (repelling) heteroclinic limit cycle based on the existence of a modified

2020 Mathematics Subject Classification. Primary: 37C29; Secondary: 37C65, 37C70, 37E30.

Key words and phrases. competitive maps, carrying simplex, heteroclinic limit cycle, global attraction and repulsion.
carrying simplex. This demonstrates that the new development in the carrying simplex theory has the potential to have various applications for a broader class of systems.

The paper is organised as follows: section 2 is for the recent development on carrying simplex theory, section 3 presents a criterion for global attraction (repulsion) of a heteroclinic limit cycle, section 4 deals with a Ricker model as a concrete example illustrating the criterion given in section 3, section 5 is for conclusion.

2. Carrying simplex of competitive Kolmogorov maps

Research on system (1) with (2) and its various particular instances as models has been flourishing in the last few decades. The carrying simplex theory and its various applications is one of the important and influential developments. This theory was originally established by Hirsch [10] (see [13] and [14] for latest update) for competitive Kolmogorov systems of differential equations. Since then the idea of a carrying simplex for discrete systems gradually appeared in literature (see [20], [21], [16], [5] for example). But a more accepted theorem for existence and uniqueness of a carrying simplex was given by Hirsch [11] without proof. Then Ruiz-Herrera [9] presented a more general theorem covering Hirsch’s result with a complete proof.

Definition 2.1. A nonempty set $\Sigma \subset C$ is called a carrying simplex of (1) if it is a compact invariant hypersurface homeomorphic to $\Delta^{N-1} = \{ x \in C : x_1 + \cdots + x_N = 1 \}$ such that every trajectory except the origin is asymptotic with a trajectory in $\Sigma$.

If (1) has a carrying simplex $\Sigma$, then, since it attracts all the points $x \in C \setminus \{0\}$ so that the limit set $\omega(x) \subset \Sigma$, the asymptotic dynamics of (1) on $C$ is essentially described by the dynamics on $\Sigma$. Many applications of the carrying simplex theory actually utilise this attracting feature of $\Sigma$.

For any $x, y \in C$, we write $x \leq y$ or $y \geq x$ if $x_i \leq y_i$ for all $i \in I_N$; $x < y$ or $y > x$ if $x \leq y$ but $x \neq y$; $x \ll y$ or $y \gg x$ if $x_i < y_i$ for all $i \in I_N$.

Definition 2.2. The map $T$ given by (2) is said to be retrotone (or competitive) in a subset $X \subset C$ if for any $x, y \in X$, $T(x) < T(y)$ implies $x_i < y_i$ for all $i \in I(y) = \{ j \in I_N : y_j \neq 0 \}$.

Let $[0, r] = \{ x \in C : 0 \leq x \leq r \}$. The theorem below is Theorem 6.1 in [9].

Theorem 2.3. Assume that $T$ with $T([0, r]) \subset [0, r]$ for some $r \gg 0$ satisfies the following conditions:

(i) For each $i \in I_N$, the map $T$ restricted to the positive half $x_i$-axis has a fixed point $q_i e_i$ with $q_i > 0$, $e_i$ the $i$th standard unit vector and $q \ll r$.

(ii) $T$ is retrotone and locally one to one in $[0, r]$. 

(iii) For any \( x, y \in [0, r] \), if \( T(x) < T(y) \) then, for each \( j \in I_N \), either \( x_j = 0 \) or \( f_j(x) > f_j(y) \).

Then the map admits a carrying simplex \( \Sigma \).

Theorem 2.3 can be only applied to (1) restricted to the space \([0, r] \subset C\) if no condition for \( T \) on \( C \setminus [0, r] \) is provided. However, if for any compact set \( S \subset C \) there is a \( k \in \mathbb{N} \) such that \( T^k(S) \subset [0, r] \), then Theorem 2.3 can be applied directly to the system on \( C \).

When \( f \) on \( C \) is a \( C^1 \) map, \( T \) is also a \( C^1 \) map with Jacobian matrix

\[
DT(x) = \text{diag}(f_1(x), \ldots, f_N(x))(I - M(x)),
\]

where \( I \) is the identity matrix and

\[
M(x) = (M_{ij}(x)) = \left(-\frac{x_i}{f_i(x)} \frac{\partial f_i}{\partial x_j}(x)\right)_{N \times N}.
\]

Then, by Lemma 4.1, Corollary 6.1 and Remark 6.4 in [9], Theorem 2.3 has the following version with easily checkable conditions.

**Theorem 2.4.** Assume that \( T \) satisfies the following conditions:

(i) For each \( i \in I_N \), the map \( T \) restricted to the positive half \( x_i \)-axis has a fixed point \( q_i e_i \) with \( q_i > 0 \), \( e_i \) the \( i \)th standard unit vector and \( q \ll r \) for some \( r \in C \).

(ii) All entries of the Jacobian \( Df \) are negative.

(iii) The spectral radius of \( M(x) \) satisfies \( \rho(M(x)) < 1 \) for all \( x \in [0, q] \setminus \{0\} \).

Then the map admits a carrying simplex \( \Sigma \).

A more user-friendly variation of Theorem 2.4 given by Jiang and Niu [18, Theorem 3.1] is the above theorem with \( \rho(M(x)) < 1 \) replaced by an inequality involving \( \frac{\partial f_i}{\partial x_j}(x) \). (See (7) or (8) below.)

We note that condition (ii) in Theorem 2.4 is very restrictive; it excludes the possibility of applying the theorem to systems with some zero entries of \( Df \). But actually, condition (ii) is too strong and unnecessary, a compact invariant set attracting all the points of \( C \setminus \{0\} \) with most of the features of a carrying simplex may still exist even if \( \frac{\partial f_i}{\partial x_j} = 0 \) for some distinct \( i, j \in I_N \). The author’s recent work [15] provides a weaker sufficient condition for (1) to have a modified carrying simplex. Let \( \tilde{C} \) denote the interior of \( C \) and let \( B \) be either \( C \) or a positively invariant \([0, r] \) for some \( r \in \tilde{C} \).

**Definition 2.5.** A nonempty set \( \Sigma \subset B \setminus \{0\} \) is called a modified carrying simplex of (1) if \( \Sigma \) meets the following requirements.

(i) \( \Sigma \) is compact, invariant and homeomorphic to \( \Delta^{N-1} \) by radial projection.
(ii) \(\Sigma\) attracts all the points of \(B \setminus \{0\}\), i.e. \(\omega(x) \subset \Sigma\) for each \(x \in B \setminus \{0\}\).

Moreover, if \(x\) is below \(\Sigma\) with a nonempty support \(I(x) \subset I_N\), then there is a \(y \in \Sigma\) with \(I(y) = I(x)\) such that \(\lim_{n \to +\infty} (T^n(x) - T^n(y)) = 0\).

Note that the main difference between modified carrying simple by \(x\) and the carrying simplex in literature is that the latter requires every trajectory in \(B \setminus \{0\}\) to be asymptotic to one in \(\Sigma\) whereas the former requires every nontrivial trajectory below \(\Sigma\) to be asymptotic to one in \(\Sigma\) and \(\Sigma\) to attract all the points of \(B \setminus \{0\}\). Obviously, the concept of a modified carrying simplex is less restrictive and it includes carrying simple by \(x\) as a particular class.

**Definition 2.6.** The map \(T : C \to C\) defined by (2) is said to be weakly retrotone (or weakly competitive) in a subset \(X \subset C\) if for \(x, y \in X\) with \(T(x) > T(y)\) and \(I = \{i \in I_N : T_i(x) > T_i(y)\}\), then \(x > y\) and \(x_i > y_i\) for all \(i \in I\).

Comparing this with the definition of retrotone we see that if \(T\) is retrotone then it is weakly retrotone, but not vice versa. The theorem below is Theorem 2.3 in [15].

**Theorem 2.7.** Assume that \(T\) defined by (2) with \(T([0, r]) \subset [0, r]\) for some \(r \in \mathcal{C}\) satisfies the following conditions:

(i) For each \(i \in I_N\), the map \(T\) restricted to the positive half \(x_i\)-axis has a fixed point \(q_i e_i\) with \(q_i > 0\) and \(q_i \ll r\) for some \(r \in \mathcal{C}\).

(ii) \(T\) is weakly retrotone and locally one to one in \([0, r]\).

(iii) For any \(x, y \in [0, r]\), if \(T(x) < T(y)\) with \(I = \{i \in I_N : T_i(x) < T_i(y)\}\) then, for each \(j \in I\), either \(x_j = 0\) or \(f_j(x) > f_j(y)\).

Then 0 is a repellor with the basin of repulsion \(B(0) \subset [0, r]\), (2) has a unique modified carrying simplex \(\Sigma\) and \(\Sigma = \overline{B(0)} \setminus (\{0\} \cup B(0))\). Moreover, for each \(p \in \Sigma\) and every \(q \in [0, r] \setminus \{0\}\) with \(q < p\), we have \(\alpha(q) \subset \pi_i\) provided \(q_i < p_i\).

Now utilising \(DT\) and \(Df\), we obtain conditions which guarantee conditions (ii) and (iii) and the following version of Theorem 2.7 with easily checkable conditions. Consider the matrix \(M(x)\) given by (4) and

\[
\tilde{M}(x) = (\tilde{M}_{ij}(x)) = \left( -\frac{x_j}{f_i(x)} \frac{\partial f_i}{\partial x_j}(x) \right)_{N \times N}.
\]

The theorem below is Theorem 2.4 in [15]. Note that (5) was used by some other authors in literature (e.g. [18]).

**Theorem 2.8.** Assume that \(T\) given by (2) satisfies the following conditions:

(i) For each \(i \in I_N\), the map \(T\) restricted to the positive half \(x_i\)-axis has a fixed point \(q_i e_i\) with \(q_i > 0\) and \(q_i \ll r\) for some \(r \in \mathcal{C}\).
(ii) The entries of the Jacobian $Df$ satisfy
\[ \forall x \in [0, r], \forall i, j \in I_N, \frac{\partial f_i}{\partial x_j}(x) \leq 0, \]
and $f_i$ is strictly decreasing in $x_i \in [0, r_i]$ for $x \in [0, r]$.

(iii) For each $x \in [0, q] \setminus \{0\}$, either $\rho(M(x)) < 1$ for $M(x)$ given by (7) or $\rho(\tilde{M}(x)) < 1$ for $\tilde{M}(x)$ given by (5).

Then 0 is a repellor with the basin of repulsion $B(0) \subset [0, r]$, (7) has a unique modified carrying simplex $\Sigma$ and $\Sigma = \overline{B(0)} \setminus (\{0\} \cup B(0))$. Moreover, for each $p \in \Sigma$ and every $q \in [0, r] \setminus \{0\}$ with $q < p$, we have $\alpha(q) \subset \pi_i$ provided $q_i < p_i$.

Note that
\[ f_i(x) + \sum_{j=1}^{N} x_j \frac{\partial f_i}{\partial x_j}(x) > 0, \quad \forall i \in I_N, \tag{7} \]
implies $\rho(M(x)) < 1$ and
\[ f_i(x) + \sum_{j=1}^{N} x_j \frac{\partial f_i}{\partial x_j}(x) > 0, \quad \forall i \in I_N, \tag{8} \]
implies $\rho(\tilde{M}(x)) < 1$ (see [15]). Then condition (iii) in Theorem 2.8 is satisfied if either (7) or (8) holds.

Theorem 2.4 is a popular result in discrete competitive systems and has a large number of applications due to the important and interesting features of a carrying simplex: compact, invariant, unordered ($p \leq q$ implies $p = q$ for $p, q \in \Sigma$), homeomorphic to $\Delta^{N-1}$ by radial projection, and attracting all the points of $C \setminus \{0\}$. The following are just a few examples. Ruiz-Herrera [9] investigated exclusion and dominance utilizing the existence of a carrying simplex. Jiang and Niu [17], [18] and Gyllenberg et al. [8], [6] dealt with some well known three-dimensional competitive models. Based on the existence of a carrying simplex, they classified the systems into 33 topologically equivalent classes and gave a phase portrait on $\Sigma$ for each class. Jiang, Niu and Wang [19] studied heteroclinic cycles via carrying simplex. Balreira et al. [4] and Gyllenberg et al. [7] provided criteria for global stability of an interior fixed point based on the existence of a carrying simplex. Baigent [1], [2] investigated the geometric feature of a carrying simplex and found conditions for $\Sigma$ to be convex. Baigent and Hou [3] and Hou [12] provided split Lyapunov function method and geometric method for global stability. Although these methods were not based on the existence of a carrying simplex, comments and comparisons with those using carrying simplex were made there.

With the introduction of a modified carrying simplex, we expect that Theorem 2.8 can be applied to a broader class of systems in various applications. In section 3 of [15], geometric criteria for dominance and vanishing species was provided based on the existence
of a modified carrying simple. In the next section, as an application of Theorem 2.8 we shall prove a theorem for (1) to have a globally attracting (repelling) heteroclinic limit cycle.

3. GLOBAL ATTRACTION AND REPRESSION OF A HETEROCLINIC LIMIT CYCLE

In this section, we are going to find sufficient conditions for (1) to have a globally attracting (repelling) heteroclinic limit cycle. We assume that the conditions of Theorem 2.8 are satisfied so that (1) has a unique modified carrying simplex \( \Sigma \).

By a heteroclinic cycle we mean a closed curve that is topologically a circle consisting of fixed points \( p_i \) for \( i \in I_N \), together with heteroclinic curves \( \ell_i \) connecting \( p_i \) to \( p_{i+1} \) (here \( p_{(N+1)} = p_1 \)). By a heteroclinic limit cycle \( \Gamma \) we mean a heteroclinic cycle \( \Gamma \) with an attracting (or repelling) neighbourhood \( \mathcal{N}(\Gamma) \) (restricted to \( \dot{\mathcal{C}} \)) such that \( \omega(x^0) = \Gamma \) (or \( \alpha(x^0) = \Gamma \)) for all \( x^0 \in \mathcal{N}(\Gamma) \). We first define the concept of globally attracting or repelling heteroclinic limit cycle.

**Definition 3.1.** We say that a heteroclinic cycle \( \Gamma_0 \) of (1) is

- locally attracting (repelling) heteroclinic limit cycle if there is a neighbourhood \( V \subset \dot{\mathcal{C}} \) \((V \subset \text{int} \Sigma)\) of \( \Gamma_0 \) such that \( \omega(x^0) = \Gamma_0 \) (\( \alpha(x^0) = \Gamma_0 \)) for all \( x^0 \in V \);

- globally attracting (repelling) heteroclinic limit cycle if \( \omega(x^0) = \Gamma_0 \) (\( \alpha(x^0) = \Gamma_0 \)) for all \( x^0 \in \dot{\mathcal{C}} \setminus W^s(p) \) \((x^0 \in \text{int} \Sigma \setminus \{p\})\), where \( W^s(p) \) is the one-dimensional stable manifold of a fixed point \( p \in \dot{\mathcal{C}} \).

For the case where \( N = 3 \) and system (1) admits a carrying simplex \( \Sigma \), the three axial fixed points \( Q_1, Q_2, Q_3 \) are the only fixed points of (1) on \( \partial \Sigma = \Sigma \cap \partial \mathcal{C} \) and either the inequalities (9) or (10) hold:

\[
\forall i \in I_3, \forall j \in I_3 \setminus \{i, i+1\}, \quad f_i(Q_{i+1}) < 1 < f_j(Q_{i+1}), \tag{9}
\]

\[
\forall i \in I_3, \forall j \in I_3 \setminus \{i, i+1\}, \quad f_{i+1}(Q_i) < 1 < f_j(Q_i), \tag{10}
\]

(c) For all \( i \in I_3 \), \( \frac{\partial f_i}{\partial x_i}(Q_i) < 0 \).

**Theorem 3.2.** Assume that the following conditions hold for (1) with \( N = 3 \).

(a) The conditions of Theorem 2.8 are met so (1) has a unique modified carrying simplex \( \Sigma \subset [0, r] \).

(b) The three axial fixed points \( Q_1, Q_2, Q_3 \) are the only fixed points of (1) on \( \partial \Sigma = \Sigma \cap \partial \mathcal{C} \) and either the inequalities (9) or (10) hold:

\[
\forall i \in I_3, \forall j \in I_3 \setminus \{i, i+1\}, \quad f_i(Q_{i+1}) < 1 < f_j(Q_{i+1}), \quad f_{i+1}(Q_i) < 1 < f_j(Q_i). \]

(c) For all \( i \in I_3 \), \( \frac{\partial f_i}{\partial x_i}(Q_i) < 0 \).
(d) There is a unique fixed point \( p \) in \( \text{int}\Sigma = \Sigma \setminus \partial \Sigma \) that is hyperbolic with one-dimensional stable manifold \( W^s(p) \) in \( \hat{C} \) and globally repelling on \( \Sigma \).

Then \( \partial \Sigma \) is a globally attracting heteroclinic limit cycle, so \( \omega(x^0) = \partial \Sigma \) for all \( x^0 \in \hat{C} \setminus W^s(p) \).

**Proof.** By conditions (a) and (d), we have \( \omega(x^0) \subset \partial \Sigma \) for all \( x^0 \in \hat{C} \setminus W^s(p) \). We need only check that \( \partial \Sigma \) is a heteroclinic cycle and prove that \( \omega(x^0) = \partial \Sigma \).

Suppose the inequalities (9) hold. From (3), (4) and (5) we know that \( \partial f \) is a saddle point with stable manifold \( W^s(Q_1) = \Sigma \cap (\pi_3 \setminus \pi_1) \), which connects \( Q_1 \) to \( Q_2 \). Similarly, \( Q_2 \) is a saddle point with stable manifold \( W^s(Q_2) = \Sigma \cap (\pi_1 \setminus \pi_2) \), which connects \( Q_2 \) to \( Q_3 \); \( Q_3 \) is a saddle point with stable manifold \( W^s(Q_3) = \pi_1 \setminus \pi_3 \) and unstable manifold \( W^u(Q_3) = \Sigma \cap (\pi_2 \setminus \pi_3) \), which connects \( Q_3 \) to \( Q_1 \). Therefore, \( \partial \Sigma \) is a heteroclinic cycle with the direction \( Q_1 \to Q_2 \to Q_3 \to Q_1 \).

Next, we prove that \( \omega(x^0) = \partial \Sigma \). Since \( \omega(x^0) \) is nonempty, closed, invariant and \( \omega(x^0) \subset \partial \Sigma \), there is a \( y \in \omega(x^0) \cap \partial \Sigma \). We have either \( y \in \{Q_1, Q_2, Q_3\} \) or both \( \lim_{n \to \infty} T^n(y) \) and \( \lim_{n \to \infty} T^{-n}(y) \) in \( \{Q_1, Q_2, Q_3\} \). Thus, \( \omega(x^0) \) contains at least one of the \( Q_i \). Without loss of generality, we suppose \( Q_1 \in \omega(x^0) \). That \( x^0 \notin W^s(Q_1) \) implies \( \omega(x^0) \neq \{Q_1\} \). Since \( Q_1 \) is a saddle point and \( x^0 \notin W^s(Q_1) \cup W^u(Q_1) \), we must have \( W^u(Q_3) = W^s(Q_1) \cap \partial \Sigma \subset \omega(x^0) \) and \( W^u(Q_1) = W^u(Q_1) \cap \partial \Sigma \subset \omega(x^0) \). So \( Q_2, Q_3 \in \omega(x^0) \). By the same reasoning as above, we also have \( W^u(Q_2) \subset \omega(x^0) \). As

\[
\partial \Sigma = \{Q_1, Q_2, Q_3\} \cup W^u(Q_1) \cup W^u(Q_2) \cup W^u(Q_3),
\]

we have shown \( \partial \Sigma \subset \omega(x^0) \). Hence, \( \omega(x^0) = \partial \Sigma \).

If the inequalities (10) hold, the same reasoning as above is valid with the heteroclinic cycle \( \partial \Sigma \) having the direction \( Q_1 \to Q_3 \to Q_2 \to Q_1 \) and \( \omega(x^0) = \partial \Sigma \).

**Theorem 3.3.** Assume that (a)–(c) in Theorem 3.2 and the following condition hold for (I) with \( N = 3 \).

(d) There is a unique interior fixed point \( p \) that is globally attracting in \( \hat{C} \).

Then \( \partial \Sigma \) is a heteroclinic limit cycle globally repelling on \( \Sigma \), so \( \alpha(x^0) = \Gamma_0 \) for all \( x^0 \in \text{int}\Sigma \setminus \{p\} \).

**Proof.** In the proof of Theorem 3.2 replacing \( \omega(x^0) \) by \( \alpha(x^0) \), the argument is still valid. □
4. An Example

In this section, we are going to consider the three-dimensional competitive Ricker model where the map \( T \) of (11) is defined by

\[
\forall i \in I_3, T_i(x) = x_i e^{u(1-x_i-\alpha x_{i+1})}, \alpha > 1, 0 < u < (1 + \alpha)^{-1}, x_4 = x_1.
\]

Since \( f_i(x) = e^{u(1-x_i-\alpha x_{i+1})} \), we have

\[
Df(x) = \begin{pmatrix}
\frac{\partial f_1(x)}{\partial x_1} & \frac{\partial f_1(x)}{\partial x_2} & \frac{\partial f_1(x)}{\partial x_3} \\
\frac{\partial f_2(x)}{\partial x_1} & \frac{\partial f_2(x)}{\partial x_2} & \frac{\partial f_2(x)}{\partial x_3} \\
\frac{\partial f_3(x)}{\partial x_1} & \frac{\partial f_3(x)}{\partial x_2} & \frac{\partial f_3(x)}{\partial x_3}
\end{pmatrix} = \begin{pmatrix}
-u f_1(x) & -u f_1(x) & 0 \\
0 & -u f_2(x) & -u f_3(x) \\
-u f_3(x) & 0 & -u f_3(x)
\end{pmatrix}.
\]

Note that since

\[
\frac{\partial f_1(x)}{\partial x_3} = \frac{\partial f_2(x)}{\partial x_1} = \frac{\partial f_3(x)}{\partial x_2} = 0,
\]

we cannot apply Theorem 2.4 to system (1) with (11) as its condition (ii) cannot be met. This example shows the situation where Theorem 2.8 is applicable but Theorem 2.4 is not.

If we take \( q = (1, 1, 1) \) and any \( r > q \), the conditions of (i) and (ii) of Theorem 2.8 are satisfied. For \( x \in [0, q) \setminus \{0\} \), it follows from \( 0 < u < (1 + \alpha)^{-1} \) and \( x_1 \leq 1 \) that

\[
f_i(x) + \sum_{j=1}^{3} x_i \frac{\partial f_i(x)}{\partial x_j} = f_i(x)[1-x_i u(1+\alpha)] > 0
\]

for all \( i \in I_3 \). So (7) holds, which implies \( \rho(M(x)) < 1 \). Hence (iii) of Theorem 2.8 is met. Therefore, by Theorem 2.8, (11) with (11) has a unique modified carrying simplex \( \pi \in \{0, r\} \).

For \( x \in \pi_1 \), \( f_2(x) = 1 \) if and only if \( x_2 + \alpha x_3 = 1 \) and \( f_3(x) = 1 \) if and only if \( x_3 = 1 \). Thus, \( Q_2 = (0, 1, 0) \) and \( Q_3 = (0, 0, 1) \) are the only two fixed points of \( T \) on \( \pi_1 \setminus \{0\} \). Similarly, \( Q_1 = (1, 0, 0) \) and \( Q_3 \) are the only two fixed points on \( \pi_2 \setminus \{0\} \). \( Q_1 \) and \( Q_2 \) are the only two fixed points on \( \pi_3 \setminus \{0\} \), so \( T \) has only three axial fixed points \( Q_1, Q_2, Q_3 \) on \( \partial \Sigma \). As

\[
f_1(Q_2) = f_2(Q_3) = f_3(Q_1) = e^{u(1-\alpha)} < 1,
\]

\[
f_2(Q_1) = f_3(Q_2) = f_1(Q_3) = e^u > 1,
\]

the inequalities (9) hold. Thus, the conditions (a)–(c) of Theorem 3.2 are fulfilled.

The map \( T \) has a unique interior fixed point \( p = \left( \frac{1}{1+\alpha}, \frac{1}{1+\alpha}, \frac{1}{1+\alpha} \right) \) with

\[
DT(p) = \begin{pmatrix}
1 - \frac{u}{1+\alpha} & -\frac{u\alpha}{1+\alpha} & 0 \\
0 & 1 - \frac{u\alpha}{1+\alpha} & -\frac{u\alpha}{1+\alpha} \\
-\frac{u\alpha}{1+\alpha} & 0 & 1 - \frac{u}{1+\alpha}
\end{pmatrix}.
\]
The matrix has three eigenvalues:

\begin{equation}
\lambda_1 = 1 - u, \lambda_{2,3} = 1 + \frac{u(\alpha - 2)}{2(1 + \alpha)} \pm i \frac{\sqrt{3}u\alpha}{2(1 + \alpha)}.
\end{equation}

Under the conditions given in (11), $0 < \lambda_1 < 1$. To determine whether $|\lambda_{2,3}| > 1$, we define the function

\begin{equation}
F(\alpha) = \frac{1}{1 + \alpha} - \frac{2 + \alpha - \alpha^2}{1 - \alpha + \alpha^2} = \frac{\alpha^3 + \alpha^2 - 4\alpha - 1}{(1 + \alpha)(1 - \alpha + \alpha^2)}, \alpha \geq 0.
\end{equation}

For system (1) with (11) we have the following result:

**Theorem 4.1.** For system (1) with $T$ defined by (11), the following conclusions hold.

(a) There is an $\alpha_0 \in (1, 2)$ such that $\alpha_0^3 + \alpha_0^2 - 4\alpha_0 - 1 = 0$ so $F(\alpha_0) = 0$, $F(\alpha) < 0$ for $\alpha \in (0, \alpha_0)$ and $F(\alpha) > 0$ for $\alpha > \alpha_0$. For $\alpha > \alpha_0$ and $\frac{2+\alpha-\alpha^2}{1-\alpha+\alpha^2} < u < \frac{1}{1+\alpha}$, $|\lambda_{2,3}| > 1$ so $p$ is a repellor on $\Sigma$; for $0 \leq \alpha < \alpha_0$ and $0 < u < \frac{1}{1+\alpha}$, $|\lambda_{2,3}| < 1$ so $p$ is asymptotically stable.

(b) For $\alpha \geq 2$, $p$ is a global repellor on $\Sigma$.

(c) For $\alpha \in (0, \alpha_0)$ with

\begin{equation}
3u(1 - \alpha + \alpha^2) < 2 + \alpha - \alpha^2,
\end{equation}

$p$ is globally asymptotically stable in $\mathcal{C}$.

(d) For $\alpha \geq 2$ and $0 < u < \frac{1}{1+\alpha}$, $\partial \Sigma$ is a globally attracting heteroclinic limit cycle.

(e) For $\alpha \in (1, \alpha_0)$ and $0 < u < \min\{\frac{1}{1+\alpha}, \frac{2+\alpha-\alpha^2}{3(1-\alpha+\alpha^2)}\}$, $\partial \Sigma$ is a heteroclinic limit cycle globally repelling on $\Sigma$.

**Proof.** (a) From (13) we have $|\lambda_{2,3}| > 1$ if and only if

\[
\frac{2 - 2\alpha}{1 + \alpha} > \frac{2 + \alpha - \alpha^2}{1 - \alpha + \alpha^2}.
\]

This holds obviously if $\alpha \geq 2$ since $0 < u < \frac{1}{1+\alpha}$. For $\alpha \in (0, 2)$, from (14) we see that the denominator of $F(\alpha)$ is positive and the numerator of $F(\alpha)$ has a minimum at $\alpha = \frac{\sqrt{7} - 1}{3}$, decreases for $\alpha \in [0, \frac{\sqrt{7} - 1}{3})$ and increases for $\alpha > \frac{\sqrt{7} - 1}{3}$. As the numerator is negative at $\alpha = 0$ and $\alpha = 1$ but positive at $\alpha = 2$, there is an $\alpha_0 \in (1, 2)$ such that $\alpha_0^3 + \alpha_0^2 - 4\alpha_0 - 1 = 0$ so $F(\alpha_0) = 0$, $F(\alpha) < 0$ for $\alpha \in [0, \alpha_0)$ and $F(\alpha) > 0$ for $\alpha > \alpha_0$. Then the conclusion (a) follows.

(d) The conclusion follows from (b) and Theorem 3.2

(e) The conclusion follows from (c) and Theorem 3.3.
(b) Let \( V(x) = x_1 x_2 x_3, \quad W(x) = x_1 + x_2 + x_3, \quad x \in C. \)

Then

\[
V(T(x)) = V(x) e^{u(3-(1+\alpha)(x_1+x_2+x_3))}
\]

\[
= V(x) \exp\{u(1+\alpha)\left(\frac{3}{1+\alpha} - W(x)\right)\}.
\]

Thus, for all \( x \in \mathcal{C} \setminus \{p\}, \) \( W(x) > \frac{3}{1+\alpha} \) implies \( V(T(x)) < V(x), \) \( W(x) < \frac{3}{1+\alpha} \) implies \( V(T(x)) > V(x), \) and \( W(x) = \frac{3}{1+\alpha} \) implies \( V(T(x)) = V(x). \) For all \( x \in C \) that is not a fixed point of \( T, \)

\[
W(T(x)) = x_1 e^{u(1-x_1-\alpha x_2)} + x_2 e^{u(1-x_2-\alpha x_3)} + x_3 e^{u(1-x_3-\alpha x_1)}
\]

\[
> x_1 [1 + u(1 - x_1 - \alpha x_2)] + x_2 [1 + u(1 - x_2 - \alpha x_3)]
\]

\[
+ x_3 [1 + u(1 - x_3 - \alpha x_1)]
\]

\[
= W(x)(1 + u) - u[x_1^2 + x_2^2 + x_3^2 + \alpha x_1 x_2 + \alpha x_2 x_3 + \alpha x_1 x_3]
\]

\[
= W(x)(1 + u) - uW(x)^2 - u(\alpha - 2)(x_1 x_2 + x_1 x_3 + x_2 x_3).
\]

As \( x_1 x_2 + x_1 x_3 + x_2 x_3 \leq x_1^2 + x_2^2 + x_3^2, \) we have

\[
x_1 x_2 + x_1 x_3 + x_2 x_3 \leq \frac{1}{3} [2(x_1 x_2 + x_1 x_3 + x_2 x_3) + x_1^2 + x_2^2 + x_3^2]
\]

\[
= \frac{1}{3} W(x)^2.
\]

Thus, if \( \alpha \geq 2 \) then

\[
W(T(x)) > (1 + u)W(x) - \frac{u(1+\alpha)}{3} W(x)^2
\]

\[
= W(x) + \frac{u(1+\alpha)}{3} W(x)(\frac{3}{1+\alpha} - W(x)).
\]

Therefore, for all \( x \in C \) which is not a fixed point such that \( W(x) \leq \frac{3}{1+\alpha}, \) we have \( W(T(x)) > W(x). \) The conditions of Theorem 2.8 actually ensure that \( T \) from \( [0, r] \) to \( T([0, r]) \) is a homeomorphism (see Remark 2.1 (b) in [13]). So, for each \( x \in T([0, r]), \) \( T^{-1}(x) \) exists in \( [0, r]. \) Let

\[
S = \{ x \in C : W(x) \leq \frac{3}{1+\alpha}\}.
\]

By (17) and continuity of \( T \) we have \( S \subset T(S). \) Since \( \overline{B(0)} = \Sigma \cap \overline{B(0)} \subset [0, r] \) is invariant under \( T \) so that \( T^{-1}(\overline{B(0)}) = \overline{B(0)}, \) we have

\[
T^{-1}(S \cap \overline{B(0)}) \subset S \cap \overline{B(0)}.
\]

Thus, for each \( x \in S \cap \overline{B(0)} \) which is not a fixed point and for all \( n \in \mathbb{N}, \) \( T^{-n}(x) \in S \cap \overline{B(0)} \) and \( W(T^{-n+1}(x)) < W(T^{-n}(x)). \) Since \( S \) contains only two fixed points 0 and \( p, \) we must have \( \lim_{n \to \infty} W(T^{-n}(x)) = 0 \) so \( \lim_{n \to \infty} T^{-n}(x) = 0. \) Hence, for all \( x \in S \cap \overline{B(0)}, \) if it is not a fixed point then \( x \in \overline{B(0)}. \) This shows that \( (\Sigma \setminus \{p, Q_1, Q_2, Q_3\}) \cap S = \emptyset. \)
Now for each \( x \in \text{int}\Sigma \setminus \{p\} \) and all \( n \in \mathbb{N} \), \( T^n(x) \in \Sigma \setminus \{p\} \) so \( W(T^n(x)) > \frac{3}{1+\alpha} \) and \( V(T^{n+1}(x)) < V(T^n(x)) \). Therefore, we must have \( \lim_{n \to \infty} V(T^n(x)) = 0 \), so \( \omega(x) \subset \partial\Sigma \) and \( p \) is a global repellor on \( \Sigma \).

(c) Now for \( \alpha \in [0, \alpha_0) \) and \( x \in C \) not a fixed point, as \( 0 < u < 1 \), we have

\[
W(T(x)) = \frac{x_1}{e^{-u(1-x_1-\alpha x_2)}} + \frac{x_2}{e^{-u(1-x_2-\alpha x_3)}} + \frac{x_3}{e^{-u(1-x_3-\alpha x_1)}} < \frac{x_1}{1-u(1-x_1-\alpha x_2)} + \frac{x_2}{1-u(1-x_2-\alpha x_3)} + \frac{x_3}{1-u(1-x_3-\alpha x_1)} = H(x).
\]

Define the set \( S(\theta) = \{ x \in C : W(x) = 3\theta \} \) for each \( \theta \in (0, \frac{1}{1+\alpha}) \). It can be shown that \( p_0 = (\theta, \theta, \theta) \) is the unique maximum point of \( H(x) \) for \( x \in S(\theta) \). The proof uses the same technique as that used in [3]. For convenience, we put the proof in the appendix. Clearly, \( p_0 = p \) for \( \theta = \frac{1}{1+\alpha} \).

Note that \( H(p_0) = \frac{3\theta}{c(\theta)} \) as a function of \( \theta \in (0, \frac{1}{1+\alpha}) \) is strictly increasing, \( H(p_0) < H(p) = \frac{3}{1+\alpha} \) for \( \theta < \frac{1}{1+\alpha} \). So far we have proved that \( W(T(x)) < H(x) \leq H(p_0) \leq H(p) \) for all \( x \in S \) that is not a fixed point for the set \( S \) defined by [18]. This means that \( T(S) \subset S \).

Now for any \( x \in \hat{C} \setminus \{p\} \), we show that \( \omega(x) = \{p\} \) so that \( p \) is globally attracting in \( \hat{C} \). The global asymptotic stability of \( p \) follows from this and part (a). If \( x \in S \) then \( x \in S \setminus (\{p\} \cup \partial C) \), so \( T^n(x) \in S \setminus (\{p\} \cup \partial C) \) and \( W(T^n(x)) < W(x) \leq \frac{3}{1+\alpha} \). Thus, \( V(T^n(x)) \) is bounded and increasing for all \( n \in \mathbb{N} \). This leads to the existence of a constant \( c > 0 \) such that \( \lim_{n \to \infty} V(T^n(x)) = c \) and \( V(\omega(x)) = c \). As \( \omega(x) \subset S \setminus \partial C \), if there is a \( p_1 \in \omega(x) \setminus \{p\} \) then \( p_1 \) is not a fixed point, so \( W(T(p_1)) < \frac{3}{1+\alpha} \) and \( V(T^2(p_1)) < V(T(p_1)) \leq V(p_1) = c \). But this contradicts \( V(T^2(p_1)) = c \) due to \( T^2(p_1) \in \omega(x) \) by the invariance of \( \omega(x) \). Hence, \( \omega(x) \setminus \{p\} = \emptyset \) and \( \omega(x) = \{p\} \). If \( x \not\in S \) but there is an \( m > 0 \) such that \( T^m(x) \in S \), then the above reasoning is valid for \( T^m(x) \) so \( \omega(x) = \omega(T^m(x)) = \{p\} \). If \( T^n(x) \not\in S \) for all \( n \in \mathbb{N} \), then \( V(T^n(x)) \) is decreasing so \( \lim_{n \to \infty} V(T^n(x)) = d \) for some \( d \geq 0 \). If \( d = 0 \) then \( \omega(x) \subset \partial\Sigma \). By the same reasoning as that used in the proof of Theorem 5 we derive \( \omega(x) = \partial\Sigma \) based on the fact that \( \partial\Sigma \) is a heteroclinic cycle. In particular, \( Q_1 = (1,0,0) \in \omega(x) \). Note that \( W(Q_1) = 1 < \frac{3}{1+\alpha} \). This contradicts the fact that \( W(y) \geq \frac{3}{1+\alpha} \) for all \( y \in \omega(x) \) due to \( W(T^n(x)) > \frac{3}{1+\alpha} \). This contradiction shows that \( d > 0 \). Then, by the same argument as above, we must have \( \omega(x) = \{p\} \). The proof of the theorem is complete.

5. Conclusion

We have reviewed the modified carrying simplex theory as a recent development in this area. By comparing the concept of modified carry simplex and the sufficient conditions for system (1) with (2) to have a modified carrying simplex with those of carrying simplex, we note that the modified carrying simplex keeps most of the features for carrying simplex but
requires much weaker conditions on the map $T$: it requires $\frac{\partial f_i}{\partial x_j} \leq 0$ rather than $\frac{\partial f_i}{\partial x_j} < 0$ for all $i, j \in I_N$ and all $x \in [0, r]$. This means that, like the theorems for carrying simplex, the theorems for modified carrying simplex can be applied to a broader class of systems in various applications.

To demonstrate this point, we have found a criterion for a three dimensional system to have a globally attracting (repelling) heteroclinic limit cycle when it admits a modified carrying simplex. Then we have shown by a Ricker model as a concrete example that the theorem for modified carrying simplex is applicable but the theorem for carrying simplex is not.

We expect that various applications of the theorems for modified carrying simplex will appear in future.

**Appendix: Proof that $H(x) < H(p_0)$ for $x \in S(\theta) \setminus \{p_0\}$**

For this purpose, we first show that
\[
H(x) < H(p_0) = \frac{3\theta}{1 - u + u(1 + \alpha)\theta} = \frac{3\theta}{c(\theta)}, \quad x \in \partial S(\theta) = S(\theta) \cap \partial C.
\]

As $H(x)$ has the rotational symmetry about the components of $x$, we need only show the inequality for $x \in S(\theta)$ with $x_3 = 0$ and $x_1 + x_2 = 3\theta$. Clearly, for $x = (3\theta, 0, 0)$ we have $H(x) = \frac{3\theta}{1 + u(3\theta - 1)} < H(p_0)$ due to $3 > 1 + \alpha$. If $x_3 = 0$ but $x_2 \neq 0$, then
\[
H(x) - H(p_0) = \frac{x_1}{1 - u(1 - x_1 - \alpha x_2)} + \frac{x_2}{1 - u(1 - x_2)} - \frac{3\theta}{c(\theta)}
\]
\[
= H(p_0) \left\{ \frac{c(\theta)}{(1 - u)(x_1 + x_2) + 3u\theta(x_1 + \alpha x_2)} + \frac{c(\theta)}{(1 - u)(x_1 + x_2) + 3u\theta x_2} - 1 \right\}
\]
\[
= H(p_0) \left\{ \frac{c(\theta)(x_1/x_2)}{(1 + u(3\theta - 1))(x_1/x_2) + (1 + u(3\theta - 1))} - 1 \right\}
\]
\[
= H(p_0) \left\{ \frac{c(\theta)X}{AX + B} + \frac{c(\theta)}{CX + A} - 1 \right\}
\]
\[
= \frac{H(p_0)R(X)}{(AX + B)(CX + A)},
\]
where $A = 1 - u + 3u\theta > c(\theta) > 0$, $B = 1 - u + 3u\theta\alpha > 0$, $C = 1 - u > 0$, $X = x_1/x_2 \geq 0$ and
\[
R(X) = C(c(\theta) - A)X^2 - (A^2 - 2c(\theta)A + BC)X + B(c(\theta) - A).
\]
As \( C(c(\theta) - A) < 0 \) and \( B(c(\theta) - A) < 0 \), we have \( H(x) - H(p_0) < 0 \) for all \( x \in \partial S(\theta) \) if either \( A^2 - 2c(\theta)A + BC \geq 0 \) or
\[
[A^2 - 2c(\theta)A + BC]^2 - 4BC(c(\theta) - A)^2 = (A^2 - BC)[A^2 - BC - 4c(\theta)(A - c(\theta))] < 0.
\]
The former is reduced to \( 3u\theta(1 - 2\alpha) \geq (1 - u)(2 - \alpha) > 0 \), which is impossible for \( \alpha \geq 0.5 \) or small \( u\theta \). Since
\[
A^2 - BC = (1 - u + 3u\theta)^2 - (1 - u + 3u\theta)(1 - u) = 3u(1 - u)\theta(2 - \alpha) + 9\theta^2u^2 > 0,
\]
the latter becomes \( A^2 - BC - 4c(\theta)(A - c(\theta)) < 0 \), which is reduced to
\[ (19) \quad u\theta(2\alpha - 1)^2 < (2 - \alpha)(1 - u).
\]
When \( \theta \) is replaced by \( \frac{1}{1 + \alpha} \), (19) is equivalent to (15). As \( 0 < \theta \leq \frac{1}{1 + \alpha} \), (19) holds under the condition (15). Therefore, \( H(x) < H(p_0) \) for all \( x \in \partial S(\theta) \).

Next, we show that \( H(x) < H(p_0) \) for all \( x \in S(\theta) \setminus \{p_0\} \). Clearly, \( H(x) - H(p_0) = 0 \) for \( x = p_0 \). For any \( x_0 \in \text{int} S(\theta) \setminus \{p_0\} \), \( x_0 \) and \( p_0 \) determine a unique line segment \( \gamma \) with \( y, z \in \partial S(\theta) \) such that \( x_0, p_0 \in \gamma \). The points on \( \gamma \) can be written as \( x(s) = y + s(z - y) \) for \( s \in [0, 1] \) such that \( x(0) = y, x(1) = z, x(s_1) = x_0 \) and \( x(s_2) = p_0 \) for some distinct \( s_1, s_2 \in (0, 1) \). Let \( h(s) = H(x(s)) - H(p_0) \). From the definition of \( H(x) \) we can write it as \( H(x) = \frac{P(x)}{Q(x)}, \) where
\[
P(x) = x_1[1 - u(1 - x_2 - \alpha x_3)][1 - u(1 - x_3 - \alpha x_1)]
+ x_2[1 - u(1 - x_1 - \alpha x_3)][1 - u(1 - x_3 - \alpha x_1)]
+ x_3[1 - u(1 - x_2 - \alpha x_3)][1 - u(1 - x_1 - \alpha x_2)],
\]
\[
Q(x) = [1 - u(1 - x_2 - \alpha x_3)][1 - u(1 - x_2 - \alpha x_3)][1 - u(1 - x_3 - \alpha x_1)].
\]
Then \( h(s) = \frac{P(x(s)) - H(p_0)Q(x(s))}{Q(x(s))} = \frac{h_1(s)}{Q(x(s))} \) with \( Q(x) > 0 \). As \( h(0) = H(y) - H(p_0) < 0 \),
\( h(1) = H(z) - H(p_0) < 0 \) and \( h(s_2) = H(p_0) - H(p_0) = 0 \), the polynomial \( h_1(s) \) of degree three satisfies \( h_1(0) < 0, h_1(1) < 0 \) and \( h_1(s_2) = 0 \). Also, from
\[
\frac{dP(x(s))}{ds}_{s=s_2} = [c(\theta)^2 + 2u\theta c(\theta)(1 + \alpha)](W(z) - W(y)) = 0
\]
and
\[
\frac{dQ(x(s))}{ds}_{s=s_2} = uc(\theta)^2(1 + \alpha)(W(z) - W(y)) = 0
\]
we obtain \( h_1'(s_2) = 0 \). Thus, \( h_1(s) = (s - s_2)^2(Ds + E) \). As \( h_1(0) = (s_2)^2E < 0 \) and \( h_1(1) = (1 - s_2)^2(D + E) < 0 \), these imply that \( Ds + E < 0 \) for \( s \in [0, 1] \), so \( h_1(s_1) < 0 \) and \( h(s_1) = H(x_0) - H(p_0) < 0 \). Hence, \( H(x) < H(p_0) \) for all \( x \in S(\theta) \setminus \{p_0\} \).
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