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Abstract

Theoretical research into many-body quantum systems has mostly focused on regular structures which have a small, simple unit cell and where a vanishingly small number of pairs of the constituents directly interact. Motivated by advances in control over the pairwise interactions in many-body simulators, we determine the fate of spin systems on more general, arbitrary graphs. Placing the minimum possible constraints on the underlying graph, we prove how, with certainty in the thermodynamic limit, such systems behave like a single collective spin. We thus understand the emergence of complex many-body physics as dependent on ‘exceptional’, geometrically constrained structures such as the low-dimensional, regular ones found in nature. Within the space of dense graphs we identify hitherto unknown exceptions via their inhomogeneity and observe how complexity is heralded in these systems by entanglement and highly non-uniform correlation functions. Our work paves the way for the discovery and exploitation of a whole class of geometries which can host uniquely complex phases of matter.

Introduction

Research into many-body quantum physics has predominantly involved setups with local interactions and a high degree of spatial symmetry. Such a focus is natural, with the short-range, homogeneous nature of the resulting Hamiltonian being a reasonable reflection of reality in naturally occurring materials, and also beneficial, since such features can be exploited in order to render the Hamiltonian soluble with computational methods.
In this work we consider a many-body spin Hamiltonian — see Eq. (1) — defined over a simple graph $\mathcal{G}(V,E)$ where the vertices represent the spins and the edges the pairs of spins upon which the two-body terms act. We prove for a graph chosen uniformly at random from all simple graphs that, as the graph size $L$ increases, the equilibrium properties of the system become increasingly like that of a single collective spin and any many-body effects vanish as $L \to \infty$. In order for this not to be true the graph must possess a non-trivial cut and we prove that even for such a graph, chosen at random amongst all those with a non-trivial cut, the system can effectively be reduced to that of two interacting collective spins. The emergence of complex, non-collective physics is thus dependent on more structured, ‘exceptional’ graphs which exist in a vanishingly small subspace of the space of all simple graphs. These include the well-known sparse, regular structures that arise in nature and a new class of graphs we identify here: irregular dense structures.

Recent experimental advances, however, have made it clear that many-body quantum physics need not be limited to such geometries. In Rydberg simulators [1, 2, 3, 4, 5], for example, free placement of the individual atoms is now possible using optical tweezers. Moreover, in a range of other platforms — which include atoms trapped in cavities [6] or photonic waveguides [7], Moiré Heterostructures [8], trapped ions [9] and superconducting circuits [10] — experimentalists are demonstrating increasing control over the pairwise interactions and geometries in the Hamiltonians that they can realise. For instance, proposals now exist to use trapped ion arrays to engineer many-body spin Hamiltonians defined over arbitrary graphs [11, 12] whilst a recent experiment successfully probed the out-of-equilibrium behaviour of a spin model with all-to-all interactions [13].

In general, the limitations on the geometries which can be realised are continually being lowered and open up the tantalising possibility of exploring and utilising many-body quantum physics on a wide range of complex graph structures, including those which are well-established in the social [14] and biological [15, 16] sciences.

Despite this experimental progress, from a theoretical perspective there is little understanding of the physics of many-body Hamiltonians when hosted on structures which are not either all-to-all setups [17] or sparsely connected, low-dimensional lattices. The last decade has seen significant interest in low-dimensional lattices with long-range interactions [18, 19, 20, 21, 22], yet despite the increased connectivity the underlying system is still translationally invariant. The fate of many-body physics on more general structures is unknown.

In this work we rectify this by approaching the many-body problem in an entirely new way. We take a generic spin $s$ Hamiltonian which encompasses a wide range of celebrated many-body models and treat the geometry as a parameter itself, encoding it in an underlying graph upon which the spins reside and interact via the edges. We then uncover the physics of the system when placing various levels of constraints on the graph. First, we place the minimal possible constraints and prove that in thermal equilibrium for a graph chosen uniformly at random from all possible simple graphs, almost surely, there is an absence of many-body physics and only collective, mean-field physics is possible. We achieve this by proving that, with increasing
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 certainty and accuracy as the graph size $L$ increases, the free energy density on such a graph can be approximated with that for a single collective spin, as indicated in Fig. [1].

Our result is based on the fact that, for the Erdős-Renyi (ER) graph as $L \to \infty$, there exists no partition (cut) where the number of edges between the partitions differs significantly from its expected value. We then show that even for random graphs constrained to have a non-trivial cut the system can asymptotically almost surely (i.e. with probability tending to 1 as $L \to \infty$) be reduced to a pair of interacting, large spins — a result also depicted in Fig[1]. The emergence of complex, many-body physics is thus dependent on exceptional, highly structured graphs which are strongly distinct from almost all other graphs. We discuss how the sparse, regular lattices which commonly arise in nature are such an exception and go on to discover a hitherto unknown class of exceptional graphs which violate our proofs and where complex, many-body physics emerges: irregular dense graphs.

We illustrate these results. Taking the limit of our Hamiltonian which involves the competition between anti-ferromagnetic and XY couplings, we demonstrate how the nature of the underlying phase transition changes from non-existent, to first-order, to second-order, when considering random graphs chosen from the space of all graphs, all graphs with a non-trivial cut and dense inhomogeneous graphs, respectively. Using a well-established measure from image classification we demonstrate how, for the irregular dense graphs, the second-order phase transition coincides with significant complexity in images of the off-diagonal correlations in the system. Such a feature, which is not specific to the limit taken on our Hamiltonian, highlights the uniqueness of the ground-state on these structures and cannot occur in sparse, translationally-invariant structures. Our work here establishes the fate of many-body physics on a wide range of graphs and uncovers a new class of structures where novel, non-collective states of matter can emerge.

Results

Model and Hamiltonian

We start by defining an arbitrary simple graph via $G = G(V, E)$ where $V$ are the $L = |V|$ vertices and $E$ are the $N_E = |E|$ edges. On each vertex of the graph we place a spin $s$ particle and have these spins interact with each other via the unweighted edges of the graph and be affected by a global field. The Hamiltonian for the total energy reads

$$
\hat{H}(G) = \frac{L}{N_E} \left( \sum_{(v,v') \in E} \hat{h}_{v,v'} \right) + \sum_{v \in V} \hat{h}_v,
$$

(1)

with $\hat{h}_{v,v'}$ and $\hat{h}_v$ being, respectively, one and two-body operators acting on the subscripted vertices. We take $\hat{h}_{v,v'} = J_x \hat{s}_x^v \hat{s}_x^{v'} + J_y \hat{s}_y^v \hat{s}_y^{v'} + J_z \hat{s}_z^v \hat{s}_z^{v'}$ where $J_x, J_y, J_z \in \mathbb{R}$. The canonical spin operator $\hat{s}_\alpha^v$ acts on spin $V$ in the $\alpha = x, y$ or $z$ direction. We also set $\hat{h}_v = \bar{w} \cdot \hat{s}_v^\alpha$, where $\bar{w} = (w_x, w_y, w_z)$ and $\hat{s}_v^\alpha = (\hat{s}_x^v, \hat{s}_y^v, \hat{s}_z^v)$. The scaling we have applied to the first term in $\hat{H}(G)$ means that it’s largest eigenvalue (by absolute value) will scale as $\mathcal{O}(L)$ and thus the energy per spin is always finite, independent of the choice of graph.

The Hamiltonian $\hat{H}(G)$ encompasses a range of notable models of quantum magnetism and is a valid descriptor of non-magnetic systems such as fermions in the strongly interacting limit [23] or bosons with a maximum on-site occupancy [24]. Throughout this work we will supplement our analytical results with numerical calculations for the limit of $\hat{H}(G)$ which describes the competition between spin-spin correlations along the $z$ and $x - y$ spin-axes respectively, i.e. where $\bar{w} = 0$ and $J_x = J_y$. We should emphasize that the coupling strengths in our Hamiltonian are isotropic, meaning our results do not apply to setups such as the SYK model, where the individual strengths are random and thus anisotropic.
The Average Graph

To be as general as possible we will assume nothing about our simple graph $\mathcal{G}$ other than its size and draw it uniformly at random from the space of all simple graphs with $L$ vertices. Such a process is equivalent to drawing the graph from the Erdős-Rényi (ER) ensemble [25] with edges appearing independently with probability $p = 1/2$. We will reference an instance of a graph from the ER ensemble with edge probability $p$ as $\mathcal{G}_{\text{ER}}(p)$ and reference our Hamiltonian on this graph via $\hat{H}(\mathcal{G}_{\text{ER}}(p))$. In the case $p = 1$ then $\mathcal{G}_{\text{ER}}(p)$ is equivalent to the complete graph $\mathcal{G}_{\text{Complete}}$ – the simple, unweighted graph on $L$ vertices where all edges are present.

In order to determine the equilibrium physics of $\hat{H}(\mathcal{G}_{\text{ER}}(p))$ we focus on the structure of the two-body operators, $\sum_{(x,y) \in E} \hat{s}^\alpha_x \hat{s}^\alpha_y$ in $\hat{H}(\mathcal{G}_{\text{ER}}(p))$. The problem of finding the eigenspectrum of these operators is equivalent to finding the number of edges cut for all possible partitions of the underlying graph into $2s + 1$ sets of vertices. On an ER graph with non-vanishing $p$ there exist strict bounds on this quantity and it cannot deviate significantly from its expected value [SI1; S2]. In the Supplementary Information (SI) we utilise such observations to derive a strict bound on the maximum eigenvalue (by magnitude) of $\hat{H}(\mathcal{G}_{\text{ER}}(p)) - \hat{H}(\mathcal{G}_{\text{Complete}})$ and subsequently prove the following theorem

**Theorem 1** Let $\mathcal{G}_{\text{ER}}(p)$ be an instance of the Erdős-Rényi graph with finite edge probability $0 < p \leq 1$ and $L$ vertices. Let $\mathcal{G}_{\text{Complete}}$ be the complete graph on $L$ vertices. Define the free-energy density of a $d^L \times d^L$ matrix as $f(\hat{A}) = -\frac{1}{L^2} \ln \left( \text{Tr}(e^{-\beta \hat{A}}) \right)$, where $\beta \in \mathbb{R}_{\geq 0}$ is the inverse temperature. Then, for a given spin $s$ and an arbitrary set of values for the microscopic parameters $\{J_x, J_y, J_z, w_x, w_y, w_z\}$,

$$\lim_{L \to \infty} f(\hat{H}(\mathcal{G}_{\text{ER}}(p))) \equiv \lim_{L \to \infty} f(\hat{H}(\mathcal{G}_{\text{Complete}})) \quad \forall \beta \in \mathbb{R}_{\geq 0}.$$  \hspace{1cm} (2)

Moreover, for finite large $L$, we have $|f(\hat{H}(\mathcal{G}_{\text{ER}}(p))) - f(\hat{H}(\mathcal{G}_{\text{Complete}}))| = \mathcal{O}(L^{-1/2}) \quad \forall \beta \in \mathbb{R}_{\geq 0}.$

From Theorem 1 it follows that all thermodynamic observables (i.e. ones that can be written as a function of the free energy density) are equivalent for the equilibrium states $\rho(\mathcal{G}_{\text{ER}}(p))$ and $\rho(\mathcal{G}_{\text{Complete}})$, with $\rho(\mathcal{G}) \propto \exp(-\beta \hat{H}(\mathcal{G}))$. The finite-size corrections, dictate that, for a single draw of the ER graph, the difference between between such observables scales as $\mathcal{O}(L^{-1/2})$. Due to their decreasing nature these statistical fluctuations about the average can be, with high probability, ignored for large $L$ — with the limit $L \to \infty$ of $\mathcal{G}_{\text{ER}}(p)$ being a single graph known as the Rado graph [28]. Thus when drawing a single graph from the space of all graphs (i.e. setting $p = 1/2$) the equilibrium properties of the system will, with increasing certainty and accuracy as $L$ increases, be equivalent to those of $\rho(\mathcal{G}_{\text{Complete}})$. In the SI we also provide numerical calculations supporting the bound we derive on the maximum eigenvalue of $\hat{H}(\mathcal{G}_{\text{ER}}(p)) - \hat{H}(\mathcal{G}_{\text{Complete}})$.

To the best of our knowledge, this is the first proof of the equivalence between the ER and complete graph free energy densities for the general, quantum Hamiltonian in Eq. (1). Whilst such an equivalence has been proven for the classical Ising model [29], our theorem encompasses this classical case and applies to a much broader range of Hamiltonians – both classical and quantum.

Theorem 1 leaves us with a remarkable conclusion: the equilibrium physics described by $\hat{H}(\mathcal{G})$, where $\mathcal{G}$ is sampled from the space of all simple graphs, is not many-body. This is because the free energy density as $L \to \infty$ is equivalent to that for a Hamiltonian built solely from the collective spin operators $\hat{S}^\alpha = \sum_v \hat{s}^\alpha_v$ with $\alpha = x, y$ or $z$. The eigenstates of such a Hamiltonian are collective, mean-field states of matter such as condensates and uniform product states.

We reinforce these results in Fig. 2 where we perform Matrix Product State (MPS) calculations of the ground-state of the spin $1/2$ XXZ Hamiltonian on the ER graph with $p = 1/2$. This Hamiltonian is explicitly defined in the Methods section, along with the order parameters $C_{XY}$.
Properties of the ground-state of the spin $1/2$ XXZ Hamiltonian on the Erdős-Renyi (ER) graph. A graph schematic is provided top left. We set $p = 1/2$ here and an example adjacency matrix for $L = 100$ is shown for this parameter in the top right. Data is obtained, for a given $\Delta$, by calculating the ground state for $n$ of draws of the ER graph from its ensemble and then averaging (plots a-c) or taking the variance (plots d-f). System sizes are coded by colour.

(a-c) Energy density $\frac{1}{L}\langle H \rangle$, anti-ferromagnetic order $C_{\text{AFM}}$ and XY order $C_{\text{XY}}$ - see Eq. (5) - versus $\Delta$. 

(d-f) Variance of the corresponding upper observables. We used $n = 100, 100, 100$ and 10 for $L = 20, 30, 40$ and 100 respectively.

and $C_{\text{AFM}}$ for the XY and AFM (anti-ferromagnetic) phases respectively. In the thermodynamic limit we can use Theorem 1 to identify the Dicke state (see SI) $|\psi_{\text{GS}}\rangle = |L/2, M\rangle$ with $M$ finite as the ground state independent of the $z-z$ interaction strength $\Delta > 0$.

In Fig. 2 we observe, explicitly, the convergence, as $L$ increases, of the ground-state to this condensate for all values of $\Delta$ — in agreement with Theorem 1. Whilst on a finite-size system we observe a ground-state transition between the XY and AFM phases, we find that the critical point drifts and is disappearing as $L \to \infty$ due to an apparent scaling of $\Delta_c \sim O(\sqrt{L})$ (see SI). We also calculate the variance of our observables (see Methods for definition) with respect to different draws of the graph from the ER ensemble. This variance decreases with $L$, indicating that the ground-state properties are converging to a single fixed limit for $L \to \infty$, where we can make statements about them with certainty. In the SI we use MPS methods to also demonstrate this convergence for the ground state of the Transverse Field Ising Model.

It is clear then that one must therefore pick exceptional graphs — i.e. graphs from subspaces of the space of all graphs which are vanishingly small with respect to the full space — in order to witness more complex, strongly-correlated states. These exceptions are graphs with some non-trivial cut where, even as $L \to \infty$, the number of edges between partitions deviates significantly from its expected value. We will now consider such graphs.
Graphs with a Non-trivial Cut

We take a simple graph of \( L \) sites along with a bi-partition of these sites into two sets \( A \) and \( B \) comprising \( \lambda L \) and \( (1 - \lambda) L \) sites respectively \( (0 < \lambda < 1/2) \). We assume nothing other than that the ratio \( \alpha \) of the number of edges between sites in different sets to the number of edges in the whole graph \( N_E \) differs from its expected value of \( 2\lambda(1 - \lambda) \), even as \( L \to \infty \). We reference a graph constructed uniformly at random from this ensemble as \( G(\lambda, p_1, p_2) \), where \( p_1 \) and \( p_2 \) are finite numbers which can be directly related to \( \alpha \) and \( N_E(G(\lambda, p_1, p_2)) \) (see Methods).

In the SI we prove a theorem which dictates that the free energy density for \( H(G(\lambda, p_1, p_2)) \) is equivalent, in the thermodynamic limit, to that for an effective Hamiltonian which is built solely from the collective operators \( \hat{S}_A^\alpha = \sum_{V \in A} \hat{s}_v^\alpha \) and \( \hat{S}_B^\alpha = \sum_{V \in B} \hat{s}_v^\alpha \). This leads to another striking conclusion: if one were to randomly select a graph from those with a non-trivial cut they would find, as \( L \) increases, that the system realised by \( \hat{H}(G) \) is increasingly similar to that of a pair of interacting collective spins. Whilst the physics of such a system is richer than that for the ER ensemble, it is still collective and not many-body.

In Fig. 3 we apply our MPS calculations to the \( s = 1/2 \) XXZ limit of \( \hat{H}(G(\lambda, p_1, p_2)) \) in order to reinforce this result. We directly observe an emergent first-order transition between an XY...
Figure 4: Properties of the ground-state of the spin $1/2$ XXZ Hamiltonian on the graph where each site has a degree $Z_V$ drawn from $\mathcal{U}(L/4, 3L/4)$, the uniform discrete distribution over the interval $[L/4, 3L/4]$. Graph schematic alongside adjacency matrix for $L = 100$ is provided. 

a, b) Average Energy Density, anti-ferromagnetic order $C_{\text{AFM}}$ and XY order $C_{\text{XY}}$ versus $\Delta$ for graphs drawn $n$ times from the ensemble. Power-law curves have been fitted to the XY and AFM orders for $\Delta > 2$ and marked in green. 

d-f) Variance of the corresponding upper observables. We used $n = 100, 100$ and 10 for $L = 20, 40$ and 100 respectively.

Phase and an AFM phase. The properties of the ground state in the XY regime demonstrate convergence towards the condensate $|L/2,0\rangle$ whilst, in the AFM regime, the properties are that of the product state where the spins in the sets $A$ and $B$ polarise in opposite directions along the spin-$z$ axis. These results are in agreement with our reduction of the system to a pair of collective spins, which predicts (see SI) a critical point of

$$\Delta_c = \frac{p_1(\lambda^2 + (1 - \lambda)^2) + 2p_2\lambda(1 - \lambda)}{2p_2\lambda(1 - \lambda) - p_1(\lambda^2 + (1 - \lambda)^2)}.$$  (3)

Again, we are averaging the ground-state properties over draws of the graph from its corresponding ensemble. With increasing $L$ the peak in the variance appears to be tending towards a delta function centred on $\Delta_c$, where we don’t expect the variance to vanish due to the first-order discontinuity.

What is the key property of the graphs $G_{\text{ER}}(p)$ and $G(\lambda, p_1, p_2)$ which allow the equilibrium physics of $\hat{H}(G)$ to be reducible to a collective spin model? Despite the fact they are not invariant under a given permutation of two spins, our proof tells us that the statistical fluctuations which break these symmetry fluctuations cannot affect the thermodynamic properties of the system. As a result we can ignore them as $L \rightarrow \infty$ and worth with a simpler Hamiltonian built solely from collective spin operators. The equilibrium properties of the system can then be calculated with a semi-classical solution. It is worth emphasizing that such a solution does not capture the
quantum fluctuations which are included in our numerics and present in the true ground state in the form of non-zero entanglement entropy and simultaneous long-range order along the \( x \) and \( y \) spin axes.

These results necessitate searching for exceptional structures where complex, truly many-body physics is manifest. Sparse, regular structures like the hypercubic lattice are the well-known exception as our proofs are reliant on the graph being dense (i.e. \( N_E/L^2 \) cannot vanish as \( L \to \infty \)). Theoretical results for various limits of \( \hat{H}(G) \) on low-dimensional instances of such structures are numerous and their capacity to host complex, many-body states of matter is well established \([30, 31, 32, 33, 34]\). Despite being so strongly distinct from the average case, such structures are ubiquitous in nature. Our results suggest that if these exceptional structures were not commonplace, the world around us would not be able to exhibit such complex, rich behaviour.

**Irregular Dense Graphs**

Importantly, even within the space of dense graphs we are able to discover hitherto unknown exceptional structures which can host complex many-body phases of matter. As far as we are aware, such structures have never before been treated in the realm of many-body physics. Specifically, in the following, we consider ‘irregular dense graphs’ where, even as \( L \to \infty \), we cannot split the sites into a finite number of sets where sites in the same set have identical values of \( Z_V/L \), with \( Z_V \) the co-ordination number of a given site \( V \). Such a statement is not true of \( G_{ER}(p) \) and \( G(\lambda, p_1, p_2) \).

As a prototypical example of an irregular dense graph we consider one drawn from the ensemble of graphs where the degree of each site is assigned a value uniformly in the range \([L/4, 3L/4]\). Details on how we construct an instance of this graph are given in the Methods. We perform MPS calculations to find the ground-state of the XXZ model on this inhomogeneous structure, with the results pictured in Fig. 4. Again, the general reduction in the variance of observables as \( L \) increases suggests that there is a well-defined thermodynamic limit for this ensemble, with an emergent continuous phase transition between the XY and AFM phases. We find, by numerical fitting, the associated order parameters follow a power law for \( \Delta > \Delta_c \approx 2 \).

We expand on these results further by considering, in Fig. 5, the ‘maximally irregular’ graph where every site, other than one pair of sites by necessity, has a different degree. We observe an emergent second-order phase transition on this graph with the same functional scaling of the order parameters as in Fig. 4. Unlike the other graphs considered in this work, the ground-state of the system does not always possess \( \langle \hat{S}_z \rangle = 0 \) and its variation with \( \Delta \) is responsible for the discrete changes in the observables in Fig. 5.

As a measure of the complex, inhomogeneous nature of the ground-state on the maximally irregular graph we calculate the Shannon Entropy (SE) of the matrices of two-point \( z-z \) and \( x-x \) correlations (see Methods for definition) as a function of \( \Delta \). These matrices can be viewed as images of the correlations in the system with each two-point correlation constituting a ‘pixel’ whose value is bounded between 1 and \(-1\). The SE of this image then specifies the amount of information contained within it, and is a widely used measure in image reconstruction and classification algorithms \([35, 36]\). Here we apply this measure to the image of correlations in a quantum system, noting that it vanishes if all two-point correlations are the same (such as in the Dicke-state \(|L/2, M\rangle\)) and is maximised when the correlations are distributed uniformly across \([-1, 1]\).

In Fig. 5 we observe a sharp increase in the SE for the \( x \) and \( z \) correlations at the critical point, with the \( z-z \) correlations close to maximising this entropy and meaning that the corresponding correlation matrix cannot be compressed without a loss of information \([37]\). The phase transition in the maximally irregular graph is thus heralded by a vast amount of complexity in the system’s correlations and along all spin-axes. In the SI we compare this entropy for the graphs considered in this work as well as the 1D chain. The entropy is largest for the irregular
Figure 5: Properties of the ground-state of the spin 1/2 XXZ Hamiltonian on the ‘Maximally Irregular Graph’ where each pair of vertices, other than two, have a different degree. Graph schematic alongside adjacency matrix for \( L = 100 \) is provided. System sizes are coded by colour. a-f) Anti-ferromagnetic order \( C_{\text{AFM}} \), XY order \( C_{\text{XY}} \), magnetisation density \( \langle \hat{S}_z \rangle / L \), von-Neumann entanglement entropy between sites \( V = 1...L/2 \) and \( V = L/2 + 1...L \) and Shannon-Entropy of the \( z-z \) and \( x-x \) correlations (see Methods) versus \( \Delta \). We use \( n = 256 \) bins to calculate the Shannon Entropy. Power-law curves have been fitted to \( C_{\text{AFM}} \) and \( C_{\text{XY}} \) for \( \Delta > 2 \) and \( L = 120 \) and marked in green. A dotted red line has been added to plot e) to indicate the maximum possible value for the Shannon Entropy with the numbers of bins used.

dense graphs and these are the only ones where it does not diminish with system size and is non-zero simultaneously in the \( x \), \( y \) and \( z \) degrees of freedom as \( L \to \infty \). We also perform calculations for the Transverse Field Ising limit of \( \hat{H}(G) \) on the maximally irregular graph and observe similar behaviour in this entropy as \( L \to \infty \) in the vicinity of the critical point.

Unlike other existing measures of complexity in quantum states such as the average disparity [38], features like translational invariance are accounted for by our measure and reduce the informational complexity associated with a quantum state. Given that there is no disorder or anisotropy in the microscopic parameters of our Hamiltonian, such results warrant our interpretation of irregular dense graphs as a new class of geometries on which many-body systems can exhibit novel, non-trivial phases of matter.

Discussion

Our results open up a number of promising avenues for future research. Numerical methods in Condensed Matter physics have been optimised over the last few decades to treat quantum systems hosted on regular, sparse, translationally-invariant structures. Our work instigates the need to alter existing methods, in order to account for more complex, inhomogeneous geometries and allow us to probe the physics, both in and out-of-equilibrium, of such systems.
In an equilibrium context, it would be important to understand how geometric irregularity affects the properties of various Hamiltonians – including those with anisotropic, random couplings [17]. In an out-of-equilibrium setting, a number of questions arise about how exotic phenomena such as time-crystalline order [39, 40], quantum synchronisation [41, 42], heating-induced order [43] are affected in the presence of such geometric irregularity. These results could enable the engineering of quantum states of matter in many-body simulators with new, geometrically enabled functionalities.

Methods

For our numerical results we used state-of-the-art Matrix Product State calculations for the XXZ $s = 1/2$ limit of Eq. (1). The Hamiltonian in this limit reads

$$H_{XXZ}(G) = \frac{L}{NE} \sum_{v,v' \in E} -J(\hat{\sigma}_v^x \hat{\sigma}_{v'}^x + \hat{\sigma}_v^y \hat{\sigma}_{v'}^y) + \Delta \hat{\sigma}_v^z \hat{\sigma}_{v'}^z,$$

which corresponds to setting, in Eq. (1), $J_x = J_y = -J$, $J_z = \Delta$, $\bar{w} = 0$ and $\hat{s}_v^\alpha = \hat{\sigma}_v^\alpha$ — dropping the factor of $1/2$ in front of the Pauli matrix $\hat{\sigma}_v^\alpha$ for simplicity. We restrict ourselves to $\Delta \geq 0$, set $J = 1$ and define order parameters for the XY and anti-ferromagnetic (AFM) phases respectively via

$$C_{AFM} = \frac{1}{NE} \sum_{(v,v') \in E} \langle \hat{\sigma}_v^z \hat{\sigma}_{v'}^z \rangle,$$

$$C_{XY} = \frac{1}{NE} \sum_{v,v' = 1}^L \langle \hat{\sigma}_v^x \hat{\sigma}_{v'}^x + \hat{\sigma}_v^y \hat{\sigma}_{v'}^y \rangle.$$

These take a non-zero value in their respective phases, vanish in the opposing phase and, importantly, can be calculated for the ground state on any graph. The XXZ Hamiltonian has rotational symmetry around the spin-$z$ axis meaning $\langle \hat{\sigma}_v^x \hat{\sigma}_{v'}^x \rangle = \langle \hat{\sigma}_v^y \hat{\sigma}_{v'}^y \rangle$ for the ground state. The parameter $C_{XY}$ thus quantifies the simultaneous off-diagonal order in the $x$ and $y$ degrees of freedom.

In this work we also introduce the Shannon Entropy of the spin-correlations in a given state as

$$H(\langle \hat{\sigma}_v^\alpha \hat{\sigma}_{v'}^\alpha \rangle) = \sum_{i=0}^{n-1} p_i \log_2(p_i),$$

where $p_i$ is the fraction of elements of the $L \times L$ matrix $\langle \hat{\sigma}_v^\alpha \hat{\sigma}_{v'}^\alpha \rangle$ which are between $-1+2i/n$ and $-1+2(i+1)/n$. The integer $n$ is the number of bins used to 'bin up' the matrix elements. We use $n = 256$ throughout in order to make the connection between $\langle \hat{\sigma}_v^\alpha \hat{\sigma}_{v'}^\alpha \rangle$ and a grayscale image of the correlations in the system. This entropy measure is bounded as $0 \leq H(\langle \hat{\sigma}_v^\alpha \hat{\sigma}_{v'}^\alpha \rangle) \leq \log_2(n)$ and can be interpreted as the amount of information required to encode the distribution or image of off-diagonal correlations in a state.

Our DMRG calculations often involve ensemble-averaging the ground state properties over a series of random graphs drawn from a corresponding ensemble for a given $\Delta$ and $L$. In order to assess the convergence of the order parameters $C_{XY}$ and $C_{AFM}$ to a well defined thermodynamic limit we calculate their variances $\text{Var}(C_{XY})$ and $\text{Var}(C_{AFM})$. These are defined as

$$\text{Var}(C) = \frac{1}{n-1} \sum_{i=1}^{n} (C_i - \bar{C})^2,$$
for \( n \) draws of the graph from its ensemble and where \( \bar{C} \) is the average of the ground state order parameter for these different draws. For a given \( L \) and \( \Delta \), the variance then tells us the fluctuation in the ground state properties when averaging over random instances of the given graph ensemble. As the order parameters have been appropriately normalised by the size of the graph the variance will allow us to infer the convergence of the ground state properties in the thermodynamic limit. We discuss explicit details of our Matrix Product State calculations and implementation in the Supplementary Information. We also provide analysis of the truncation errors and energy convergence involved in our DMRG calculations. The ground-state in our calculations typically has a bi-partite entanglement entropy that scales logarithmically with the partition size and makes it tractable using a bond-dimension proportional to the system size. Such a scaling has previously been observed in the Lipkin-Meshov-Glick model \[S4\] (an all-to-all XY model with a transverse field) and here we observe it for the XXZ model on a range of dense graphs.

In the main text we introduced the non-trivial cut graph where we assumed nothing but that there exists some bi-partition of the \( L \) vertices into two sets, size \( \lambda L \) and \( (1 - \lambda) L \), and where the cut-size \( \alpha \) (i.e. the ratio of the number of edges between the two sets to the total number of edges in the graph \( N_E \)) is not equal to its expected value \( 2\lambda (1 - \lambda) \). We can construct such a graph by taking \( L \) sites, partitioning them into the two corresponding sets and randomly assigning edges between sites in the same set with probability \( p_1 \) and between sites in different sets with probability \( p_2 \). The values of \( \alpha \) and \( N_E \) are then approximately

\[
N_E \approx \frac{2p_2 \lambda (1 - \lambda)}{p_1 \lambda^2 + p_1 (1 - \lambda)^2 + 2p_2 (1 - \lambda)},
\]

which becomes exact as \( L \to \infty \), with each unique pair of values of \( p_1 \) and \( p_2 \) uniquely specifying \( N_E \) and \( \alpha \). As a result, the parameters \( p_1 \) and \( p_2 \) can be interchanged freely with \( \alpha \) and \( N_E \) in this limit and lead us to define an instance of this graph as \( G(\lambda, p_1, p_2) \). Provided \( p_1 \neq p_2 \) and \( 0 < \lambda < 1 \) then we find \( \alpha \neq 2\lambda (1 - \lambda) \), meaning \( G(\lambda, p_1, p_2) \) has a non-trivial cut. Our construction routine — given its independent treatment of edges — will uniformly sample over all graphs with \( L \) vertices, a number of edges \( N_E \) and non-trivial cut-size \( \alpha \).

We also introduced the uniform variate graph where the degree of each site follows the discrete uniform distribution \( \mathcal{U}(L/4, 3L/4) \). We have used lower and upper bounds sufficiently separated from 0 and \( L - 1 \) to avoid creating non-graphical degree distributions. To generate such a graph from this ensemble, we draw the degree distribution by randomly generating the degree of each site — repeating until sum of the degrees is even — and then using the Havel Hakimi (HH) \[45\] algorithm to generate a graph with the given degree distribution. Such a routine does not sample uniformly from the space of all graphs with degrees drawn from the distribution \( \mathcal{U}(L/4, 3L/4) \) due to the high assortativity \[46\] bias in the HH algorithm. We are, however, unaware of an algorithm which can generate unbiased samples of dense, inhomogeneous graphs with a given degree distribution. Hence, our results are for the ensemble of graphs with degrees drawn from the distribution \( \mathcal{U}(L/4, 3L/4) \) and generated by the HH algorithm.

**Data Availability**

The data that was used to create the plots within this paper is provided as source data.

**Code Availability**

The Network Python (TeNPy) library \[S6\], which can be used to perform the simulations in the article, is available at https://tenpy.readthedocs.io/en/latest/. The programming scripts used
to obtain the source data in this manuscript are available from the corresponding author upon reasonable request.
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Supplementary Information for Quantum physics in Connected Worlds

Proof of the Equivalence of the XYZ Free Energy on the Complete and Erdős-Rényi (ER) Graphs

We redefine, for clarity, the Hamiltonian from the main text

\[ \hat{H}(\mathcal{G}) = \frac{L}{N_E} \left( \sum_{(v,v') \in E} \hat{h}_{v,v'} \right) + \sum_{v \in V} \hat{h}_v, \] \hspace{1cm} (S1)

with

\[ \hat{h}_{v,v'} = J_x \hat{s}_v^x \hat{s}_{v'}^x + J_y \hat{s}_v^y \hat{s}_{v'}^y + J_z \hat{s}_v^z \hat{s}_{v'}^z, \quad J_x, J_y, J_z \in \mathbb{R}, \]
\[ \hat{h}_v = w_x \hat{s}_v^x + w_y \hat{s}_v^y + w_z \hat{s}_v^z, \quad w_x, w_y, w_z \in \mathbb{R}. \] \hspace{1cm} (S2)

All quantities retain their meaning from the main text. We also reintroduce the free energy density of a matrix of size \( d^L \times d^L \) as

\[ f(\hat{A}) = -\frac{1}{L\beta} \ln \left( \text{Tr}(e^{-\beta \hat{A}}) \right), \quad \beta \in \mathbb{R}_{>0}. \] \hspace{1cm} (S3)

In this section we prove the following theorem from the main text:

**Theorem S2** Let \( \mathcal{G}_{ER}(p) \) be an instance of the Erdős-Rényi graph with finite edge probability \( 0 < p \leq 1 \) and \( L \) vertices. Let \( \mathcal{G}_{\text{Complete}} \) be the complete graph over \( L \) vertices. Then, given an arbitrary set of values for the microscopic parameters \( \{J_x, J_y, J_z, w_x, w_y, w_z\} \),

\[ \lim_{L \to \infty} f(\hat{H}(\mathcal{G}_{ER}(p))) = \lim_{L \to \infty} f(\hat{H}(\mathcal{G}_{\text{Complete}})) \quad \forall \beta \in \mathbb{R}_{>0}. \] \hspace{1cm} (S4)

Moreover, for finite \( L \), we have \( |f(\hat{H}(\mathcal{G}_{ER}(p))) - f(\hat{H}(\mathcal{G}_{\text{Complete}}))| = \mathcal{O}(L^{-1/2}) \).

Theorem **S2** implies the equivalence, at any temperature, between the equilibrium states (with trace unity) \( \rho(\mathcal{G}_{ER}(p)) \propto \exp(-\beta \hat{H}(\mathcal{G}_{ER}(p))) \) and \( \rho(\mathcal{G}_{\text{Complete}}) \propto \exp(-\beta \hat{H}(\mathcal{G}_{\text{Complete}})) \) in terms of any thermodynamic quantity which can be written as a function of the free energy density. Such quantities dictate the macroscopic phase of the system and are thus of great import. We do not, however, make statements about out-of-equilibrium scenarios or purely local observables which cannot be derived from the free energy density — these are beyond the scope of this paper and an interesting area of future study.

As a high level sketch of the proof: We will prove a Lemma on a pair of Hermitian matrices \( \hat{A} \) and \( \hat{B} \) which dictates that the difference in their free energy densities can be bounded in terms of the largest (by magnitude) eigenvalue of \( \hat{A} - \hat{B} \). We will then, first for spin \( s = 1/2 \) and then generally for finite \( s \), explicitly identify the scaling on the largest eigenvalue (by magnitude) of \( \hat{H}(\mathcal{G}_{ER}(p)) - \hat{H}(\mathcal{G}_{\text{Complete}}) \) and invoke the aforementioned Lemma.

The Lemma that we will use to help prove Theorem **S2** is as follows

**Lemma S3** Let \( \hat{A}_1, \hat{A}_2, \ldots \) and \( \hat{B}_1, \hat{B}_2, \ldots \) be two sequences of Hermitian matrices. The matrices \( A_L \) and \( B_L \) in the sequence have size \( d^L \times d^L \) — with \( d \) fixed. Let \( \hat{D}_L = \hat{A}_L - \hat{B}_L \) and \( \lambda_{\max}^D \) be the largest (in terms of absolute value) eigenvalue of \( \hat{D}_L \). If \( |\lambda_{\max}^D| = \mathcal{O}(L^{\gamma}) \) then \( |f(\hat{A}_L) - f(\hat{B}_L)| = \mathcal{O}(L^{\gamma-1}) \), which vanishes for \( \gamma < 1 \) as \( L \to \infty \).
We proceed to prove this Lemma, dropping the subscript on \( \hat{A}_L \) and \( \hat{B}_L \) – from here on it is always implied that they are of size \( d^L \times d^L \). First, order the eigenvalues of \( \hat{A} \), \( \hat{B} \) and \( \hat{D} \) as \( \lambda_1^0, \lambda_2^0, ..., \lambda_d^0 \), with \( \lambda_i^0 \geq \lambda_{i-1}^0 \) and \( \eta = \hat{A}, \hat{B} \) or \( \hat{D} \). By Weyl’s inequality we have \( \lambda_i^B + \lambda_i^D \leq \lambda_i^A \leq \lambda_i^B + \lambda_i^D \). Now, it follows from this inequality and \( |\lambda_{\text{Max}}^D| = O(L^\gamma) \) that \( |\lambda_i^A - \lambda_i^B| = O(L^\gamma) \) \( \forall i \).

We can therefore write \( \lambda_i^A = \lambda_i^B + c_i \) where \( c_i \) is a real number such that \( |c_i| = O(L^\gamma) \).

Now define the absolute free energy density difference of \( \hat{A} \) and \( \hat{B} \), substituting in \( \lambda_i^A = \lambda_i^B + c_i \):

\[
\Delta f = |f(\hat{A}) - f(\hat{B})| = \left| \frac{1}{L} \ln \left( \frac{\text{Tr}(\exp(-\beta \hat{A}))}{\text{Tr}(\exp(-\beta \hat{B}))} \right) \right| = \frac{1}{L} \ln \left( \frac{\sum_{i=1}^{d^L} \exp(-c_i) \exp(-\beta(\lambda_i^A))}{\sum_{i=1}^{d^L} \exp(-\beta(\lambda_i^A))} \right). 
\]

(S5)

Define the following vectors of dimension \( d^L \):

\[
v = \left( \exp(-\beta \lambda_1^A/2), \exp(-\beta \lambda_2^A/2), ..., \exp(-\beta \lambda_d^A/2) \right)^T,
\]

\[
c = \left( \exp(-\beta c_1), \exp(-\beta c_2), ..., \exp(-\beta c_d) \right)^T,
\]

(S6)

and the matrix \( \hat{C} = \text{Diag}(c) \). Observe that

\[
\Delta f = \left| \frac{1}{L} \ln \left( \frac{\langle v | \hat{C} | v \rangle}{\langle v | v \rangle} \right) \right| = \frac{1}{L} \ln \left( \langle \tilde{v} | \hat{C} | \tilde{v} \rangle \right), 
\]

(S7)

where we have defined \( \tilde{v} = v/\sqrt{\langle v | v \rangle} \). As \( \langle \tilde{v} | \tilde{v} \rangle = 1 \), the argument of the logarithm is clearly bounded by the largest eigenvalue (by magnitude) \( \lambda_{\text{Max}}^C \) of \( \hat{C} \). From \( |c_i| = O(L^\gamma) \) \( \forall i \) we have \( |\lambda_{\text{Max}}^C| = \exp(O(L^\gamma)) \) and thus

\[
\Delta f = \left| \frac{1}{L} \ln \left( \exp(O(L^\gamma)) \right) \right| = O(L^{-1}),
\]

(S8)

completing our proof of Lemma S3 (the sign on the argument of the exponential \( \exp(O(L^\gamma)) \) is not of concern as we are taking the absolute value of its logarithm).

Now that we have proven Lemma S3 we will proceed to show that the largest magnitude eigenvalue of the difference matrix \( \hat{H}(G_{\text{ER}}(p)) - \hat{H}(G_{\text{Complete}}) \) scales as \( O(L^{1/2}) \) with system size \( L \). This will allow us to utilise Lemma S3 with \( \gamma = 1/2 \) to prove Theorem S2.

First, let us write \( \hat{H}(G_{\text{ER}}(p)) \) as \( \hat{H}(\hat{G}) = L \sum_a J_a \cdot \hat{O}^a(\hat{G}) + \hat{C} \) where \( \hat{C} \) is a graph independent operator corresponding to the single-site terms and \( \hat{O}^a(\hat{G}) \) is defined as follows.

\[
\hat{O}^a(\hat{G}) = \frac{1}{N_E} \sum_{(v,v') \in E} \hat{s}_v^a \hat{s}_{v'}^a.
\]

(S9)

We now provide the following Lemma involving \( \hat{O}^a(\hat{G}) \)

**Lemma S4** Let \( L \) be the number of vertices in \( G_{\text{ER}}(p) \) and \( G_{\text{Complete}} \). Let \( |\psi\rangle \) be any state such that \( \langle \psi | \psi \rangle = 1 \). Then \( |\langle \psi | \hat{O}^a(\hat{G}_{\text{ER}}(p)) | \psi \rangle - \langle \psi | \hat{O}^a(\hat{G}_{\text{Complete}}) | \psi \rangle| = O(L^{-1/2}) \).

If we can prove this Lemma then, as \( \hat{H}(G_{\text{ER}}(p)) - \hat{H}(G_{\text{Complete}}) = L \sum_a J_a (\hat{O}^a(G_{\text{ER}}(p)) - \hat{O}^a(G_{\text{Complete}})) \), the largest magnitude eigenvalue of the difference matrix \( \hat{H}(G_{\text{ER}}(p)) - \hat{H}(G_{\text{Complete}}) \) will be bounded as \( O(L^{1/2}) \), letting us invoke Lemma S3 to prove Theorem S2 as desired.
Proof of Lemma [S4] for Spin 1/2

We set \( s^\alpha_v = \frac{1}{2} \sigma^\alpha_v \), where \( \sigma^\alpha_v \) is the Pauli matrix for spin \( \alpha = x, y \) or \( z \) on vertex \( V \). The dimension of the Hilbert space for a given \( L \) is thus \( 2^L \). In this context, the two-body operator \( \hat{O}^\alpha(G) \) reads (we have dropped the factor of \( s^2 \) as it is inconsequential)

\[
\hat{O}^\alpha(G) = \frac{1}{N_E} \sum_{(v,v') \in E} \sigma^\alpha_v \sigma^\alpha_{v'}.
\] (S10)

In order to prove Lemma [S4] we choose to work in the eigenbasis \( |\sigma^\alpha_1, ..., \sigma^\alpha_L\rangle \) which diagonalises both \( \hat{O}^\alpha(G_{ER}(p)) \) and \( \hat{O}^\alpha(G_{Complete}) \), with \( \sigma^\alpha_v = \pm 1 \). The eigenvalues for \( \hat{O}^\alpha(G_{Complete}) \) are straightforward as we can define the ‘total spin’ scalar \( M_\alpha = \sum_v \sigma^\alpha_v \) to see that

\[
\langle \sigma^\alpha_1, ..., \sigma^\alpha_L | \hat{O}^\alpha(G_{Complete}) | \sigma^\alpha_1, ..., \sigma^\alpha_L \rangle = \frac{1}{L(L-1)} ((M_\alpha)^2 - L) = \left( \frac{M_\alpha}{L} \right)^2 + \mathcal{O}(L^{-1}),
\] (S11)

where we have used the fact \( \sigma^\alpha_v \sigma^\alpha_v = 1 \) and \( N_E = \frac{1}{2} L(L-1) \) for the complete graph.

For \( \hat{O}^\alpha(G_{ER}(p)) \) we will utilise the notion of graph cuts to determine the corresponding eigenvalue of the state \( |\sigma^\alpha_1, ..., \sigma^\alpha_L\rangle \). Specifically, this state can be considered a bi-partition of the underlying Erdős-Rényi graph with the vertices for which \( \sigma^\alpha_v = 1 \) corresponding to one set \( A \) and the vertices where \( \sigma^\alpha_v = -1 \) being the other \( B \). The partition sizes are \( (L + M_\alpha)/2 \) and \( (L - M_\alpha)/2 \) respectively, with \( M_\alpha = \sum_v \sigma^\alpha_v \).

We then have

\[
\langle \sigma^\alpha_1, ..., \sigma^\alpha_L | \hat{O}^\alpha(G_{ER}(p)) | \sigma^\alpha_1, ..., \sigma^\alpha_L \rangle = N_E(G_{ER}(p)) - 2N_{AB},
\] (S12)

where \( N_E(G_{ER}(p)) \) is the number of edges associated with the given ER graph, \( N_{AB} \) is the number of edges between the sets and is often referred to the ‘cut-size’ of the partition.

Because all of the sites and edges in an Erdős-Rényi graph are independent a central limit theorem applies [S1, S2] and the cut-size \( N_{AB} \) for a randomly selected state \( |\sigma^\alpha_1, ..., \sigma^\alpha_L\rangle \) will be a binomially distributed random variable with number of trials \( n = (L^2 - M_\alpha^2)/4 \) and probability \( p \), i.e. \( N_{AB} \sim B((L^2 - M_\alpha^2)/4, p) \). The mean \( \mu \) of this Binomial distribution is \( p(L^2 - M_\alpha^2)/4 \) and the standard deviation is \( \sqrt{p(1-p)(L^2 - M_\alpha^2)/2} \). We wish to quantify the most extreme cuts which can occur with non-vanishing probability and thus place strict bounds on the deviation of \( N_{AB} \) from its mean. Such extremes can be found by applying a Chernoff bound [S3] on the tails of the Binomial distribution. Importantly, we then need to take a union bound over all cuts because we wish to ensure that this bound is tight for all \( 2^L \) states and thus valid for the whole spectrum of \( \hat{O}^\alpha(G_{ER}(p)) \).

To make the application of these bounds explicit let us consider the case when \( M_\alpha = 0 \). Following the Chernoff bound we have the probability that a given cut size \( N_{AB} \) exceeds the mean \( \mu \) by a factor of \( \delta \) is bounded via

\[
P(N_{AB} \geq (1 + \delta) \mu) \leq e^{-\delta^2 \mu/3},
\] (S13)

with \( 0 \leq \delta \leq 1 \). We need, however, to ensure that this bound is tight for all \( \binom{L}{L/2} \) cuts where \( M_\alpha = 0 \). Thus we can apply the union bound to get

\[
P'(N_{AB} \geq (1 + \delta) \mu) \leq \left( \frac{L}{L/2} \right) e^{-\delta^2 \mu/3},
\] (S14)

where \( P'(N_{AB} \geq (1 + \delta) \mu) \) is the probability that, of all the cuts with \( M_\alpha = 0 \), at least one of them deviates exceeds the mean by a factor of \( \delta \). For large \( L \) we can use a continuity approximation on the Binomial coefficient and reintroduce \( \mu = p(L^2 - M_\alpha^2)/4 \) to get

\[
P'(N_{AB} \geq (1 + \delta)p(L^2 - M_\alpha^2)/4 \leq \sqrt{\frac{2}{\pi L}} e^{\log_2(2) - p \delta^2 L^2/12}.
\] (S15)
It is clear this probability vanishes unless $\delta \leq O(L^{-1/2})$. Therefore $N_{AB}$ can never exceed the mean by more than $O(L^{3/2})$ which vanishes in comparison to the mean. An identical result can be obtained for the lower end of the Binomial distribution. A similar result can also be obtained for any value of $M$ and we can apply the union bound over all possible $M$ values without weakening the result due to the strength of $e^L$ in comparison to a sum which only extends linearly in $L$.

Further details on bounding the spectrum of cuts in ER graphs can be found in Refs. [S1] [S2]. Formally, we can state that for absolutely any state $|\sigma^a_1, ..., \sigma^a_L\rangle$

$$|N_{AB} - \frac{1}{4} p(L^2 - M^2) - M^2)| = O(L^{3/2}).$$  \hspace{1cm} (S16)

It therefore follows that $\lim_{L \to \infty} N_{AB}/L^2 = \frac{1}{4} p(L^2 - M^2)$.

We now note that each term inside the summations in Eq. (S20) is independent of the other terms due to the independence of edges. We can then, just like for the spin $s = 1/2$ case, invoke the Binomial distribution of edges, both within a set and between any two sets, and apply bounds on the tails of the distribution. From this it then follows that the integers $N_E^{(i)}$ and

$$\langle \sigma^a_1, ..., \sigma^a_L | \hat{O}^a(G_{\text{ER}}(p)) | \sigma^a_1, ..., \sigma^a_L \rangle = \frac{1}{N_E(G_{\text{ER}}(p))} (N_E(G_{\text{ER}}(p)) - 2N_{AB}) = \left( \frac{M_\alpha}{L} \right)^2 + O(L^{-1/2}).$$  \hspace{1cm} (S17)

Lemma [S4] immediately follows from Eqs. (S11) and (S17) – the proof of Theorem [S2] is thus complete for $s = 1/2$.

Spin $s$

We can extend our proof to all finite spin $s$. Let us work with the general spin $s$ definition of $\hat{O}^a(G)$:

$$\hat{O}^a(G) = \frac{1}{N_E} \sum_{(\sigma,\sigma') \in E} s^a_\sigma s^a_{\sigma'},$$  \hspace{1cm} (S18)

where $s^a_\sigma$ is the canonical spin $s$ operator on vertex $V$. We work in the basis in which $\hat{O}^a(G)$ is diagonal. The relevant basis states are $|\sigma^a_1, ..., \sigma^a_L\rangle$ with $s^a_\sigma$ taking values in the set $\{-s, -s + 1, ..., s\}$.

We now define the scalar $M_\alpha = \sum_\sigma s^a_\sigma$ and obtain

$$\langle \sigma^a_1, ..., \sigma^a_L | \hat{O}^a(G_{\text{Complete}}) | \sigma^a_1, ..., \sigma^a_L \rangle = \frac{1}{(L(L-1))} \left( (M_\alpha)^2 - L \right) = \left( \frac{M_\alpha}{L} \right)^2 + O(L^{-1}),$$  \hspace{1cm} (S19)

in direct analogy with the spin $1/2$ case. We can also diagonalise $\hat{O}^a(G_{\text{ER}}(p))$ with the computational basis $|\sigma^a_1, ..., \sigma^a_L\rangle$. A given basis-state represents a partition of the vertices of the graph into $2s + 1$ sets, with each set containing vertices which have the same value for $s^a_\sigma$. We therefore have

$$\langle \sigma^a_1, ..., \sigma^a_L | \hat{O}^a(G_{\text{Complete}}) | \sigma^a_1, ..., \sigma^a_L \rangle = \frac{1}{N_E(G_{\text{ER}}(p))} \left( \sum_{i=-s}^s i^2 N_E^{(i)} + \sum_{i=-s}^s \sum_{j=i+1}^s i j N_E^{(i,j)} \right),$$  \hspace{1cm} (S20)

where $N_E^{(i)}$ is the number of edges present between all pairs of vertices with the same spin $i$, with $i \in [-s, -s + 1, ..., s]$. Additionally, $N_E^{(i,j)}$ is the number of edges between pairs of vertices where one has spin $i$ and the other spin $j$.

We now note that each term inside the summations in Eq. (S20) is independent of the other terms due to the independence of edges. We can then, just like for the spin $s = 1/2$ case, invoke the Binomial distribution of edges, both within a set and between any two sets, and apply bounds on the tails of the distribution. From this it then follows that the integers $N_E^{(i)}$ and
Supplementary Figure 1: Largest eigenvalue (by absolute value) $\lambda^D_{\text{Max}}$ of the difference matrix $\hat{D}(\mathcal{G}_{\text{ER}}(p))$ – see Eq. (S23) – versus system size. a-c) Corresponds to several different sets of the parameters $\{J_x, J_y, J_z, p\}$. Top plots provide the direct scaling of $\lambda^D_{\text{Max}}$ with $L$ whilst the middle and bottom give the scaling of $\lambda^D_{\text{Max}}/\sqrt{L}$ and $\lambda^D_{\text{Max}}/L$ with $L$ respectively. Dashed black line in the top plots represents a fit to the corresponding data – with the explicit equation given in the legend. Each data point corresponds to an average over $n = 100$ draws of the ER graph from its ensemble. System sizes for $L \leq 16$ were obtained by Exact Diagonalisation whilst $L > 16$ were obtained using DMRG on $\pm \hat{D}(\mathcal{G}_{\text{ER}}(p))$ with a bond-dimension $\chi = 10L$.

$N^{(ij)}_E$ cannot deviate in any significant (i.e. quadratic in $L^2$) way from their expected values, which are $p(N_i)^2/2$ and $pN_iN_j$ respectively — with $N_i$ the number of vertices with spin $i$ in the state $|s^\alpha_1, ..., s^\alpha_L\rangle$. We also have $N_E(\mathcal{G}_{\text{ER}}(p)) = \frac{1}{2}pL^2 + \mathcal{O}(L)$. We can thus reduce Eq. (S20) to

$$
\langle s^\alpha_1, ..., s^\alpha_L | \hat{O}^\alpha(\mathcal{G}_{\text{Complete}}) | s^\alpha_1, ..., s^\alpha_L \rangle = \frac{2}{pL^2} \left( \frac{1}{2} \sum_{i=-s}^{s} i^2 p(N_i)^2 + \sum_{i=-s}^{s} \sum_{j=i+1}^{s} ij pN_iN_j \right) + \mathcal{O}(L^{-1/2}).
$$

(S21)

Observing that $M^\alpha = \sum_v s^\alpha_v = \sum_{i=-s}^{s} iN_i$ leads us to, for absolutely any basis state $|s^\alpha_1, ..., s^\alpha_L\rangle$,

$$
\langle s^\alpha_1, ..., s^\alpha_L | \hat{O}^\alpha(\mathcal{G}_{\text{ER}}(p)) | s^\alpha_1, ..., s^\alpha_L \rangle = \left( \frac{M^\alpha}{L} \right)^2 + \mathcal{O}(L^{-1/2}),
$$

(S22)

which, when combined with Eq. (S19) gives us proof of Lemma S4. The proof of Theorem S2 is thus complete.
Numerical Verification of the Proof

We now provide numerical evidence to support Theorem S2. In order to do so we consider the following matrix

$$\hat{D}(\mathcal{G}_{\text{ER}}(p)) = \hat{H}(\mathcal{G}_{\text{Complete}}) - \hat{H}(\mathcal{G}_{\text{ER}}(p)) = \sum_{\alpha=x,y,z} \sum_{v,v'=1 \atop v>v'} J_{\alpha} \frac{2}{L-1} \frac{p_{v,v'} L}{N_{E}(\mathcal{G}_{\text{ER}}(p))} \hat{\sigma}_{v}^{\alpha} \hat{\sigma}_{v'}^{\alpha},$$  \hspace{1cm} (S23)

which is the difference between $H(\mathcal{G})$ on a given instance $\mathcal{G}_{\text{ER}}(p)$ of the ER graph and $H(\mathcal{G})$ on the complete graph. Here, $p_{v,v'}$ is a random variable which is 1 with probability $p$ and 0 otherwise. The quantity $N_{E}(\mathcal{G}_{\text{ER}}(p)) = \sum_{v>v'} p_{v,v'}$ is the number of edges of the given ER graph.

To support Theorem S2 we numerically determine the scaling on the largest absolute eigenvalue $\lambda_{\text{Max}}^{\alpha} D_{\mathcal{G}_{\text{ER}}}$ of $\hat{D}(\mathcal{G}_{\text{ER}}(p))$ as a function of $L$ – for several different choices of the parameter set $\{J_{x}, J_{y}, J_{z}, p\}$. In Supplementary Fig. 1 we plot this scaling and observe a clear linear dependence of $\lambda_{\text{Max}}^{\alpha}$ on $\sqrt{L}$ – with $\lambda_{\text{Max}}^{\alpha}/\sqrt{L}$ staying fairly constant with $L$ whilst $\lambda_{\text{Max}}^{\alpha}/L$ decays. It is this scaling on $\lambda_{\text{Max}}^{\alpha}$ which we have mathematically proven and allows us to invoke Lemma S3 to prove Theorem S2.

XXZ Hamiltonian on the Complete Graph

We consider the XXZ spin $s = 1/2$ Hamiltonian on the complete graph, dropping the factor of $s^{2}$ on the two-body operators as it is irrelevant:

$$\hat{H}_{\text{XXZ}}(\mathcal{G}_{\text{Complete}}) = \frac{2}{L-1} \sum_{v,v'=1 \atop v>v'} J_{s} (\hat{\sigma}_{v}^{x} \hat{\sigma}_{v'}^{x} + \hat{\sigma}_{v}^{y} \hat{\sigma}_{v'}^{y}) + \Delta \hat{\sigma}_{v}^{z} \hat{\sigma}_{v'}^{z}. \hspace{1cm} (S24)$$

We focus on the case where $J$ and $\Delta$ are positive, finite, real numbers. In the limit $L \to \infty$ the free energy density for this Hamiltonian is also (by Theorem S2) that for the Hamiltonian $\hat{H}_{\text{XXZ}}(\mathcal{G}_{\text{ER}}(p))$ with finite edge probability $p$. We can thus focus exclusively on $\hat{H}_{\text{XXZ}}(\mathcal{G}_{\text{Complete}})$ to quantify the equilibrium properties of both cases as $L \to \infty$. We can diagonalise this Hamiltonian by introducing the global operators $\hat{S}_{\alpha}^{\alpha} = \sum_{v} \hat{\sigma}_{v}^{\alpha}$, the Casimir operator $\hat{S}^{2} = (\hat{S}_{x}^{2}) + (\hat{S}_{y}^{2}) + (\hat{S}_{z}^{2})$ and the complete total-spin basis $|S, M\rangle$ with $\hat{S}^{2}|S, M\rangle = 4S(S+1)|S, M\rangle$ and $\hat{S}_{z}|S, M\rangle = M|S, M\rangle$. The integer $S$ can take values in the range $\{M/2, M/2+1, ..., L/2\}$ whilst $M$ can take values in the range $\{-L, -L+2, ..., L\}$ [S4] — assuming $L$ is even. Following a small amount of algebra we have

$$\hat{H}_{\text{XXZ}}(\mathcal{G}_{\text{Complete}})|S, M\rangle = \lambda_{S,M}|S, M\rangle$$

$$\lambda_{S,M} = -\frac{J}{L-1}(4S(S+1) - M^{2}) + \frac{2JL}{L-1} + \frac{\Delta}{L-1}(M^{2} - L),$$

$$D_{S,M} = \left( L - 1 \right) \left( L/2 - S - \delta_{S,0} \right) - \left( L/2 - S - 1 - \delta_{S,0} \right), \hspace{1cm} (S25)$$

where $\delta_{i,j}$ is the Kronecker Delta function and $D_{S,M}$ is the degeneracy of a given $\lambda_{S,M}$ eigenvalue in the full $2^{L}$ dimensional Hilbert space. These degeneracies were found via the Clebsch-Gordan coefficients for an SU(2) symmetry in a space formed from an $L$-fold tensor product of spin $1/2$s [S5].

Taking the thermodynamic limit we find the spectrum of $\hat{H}_{\text{XXZ}}(\mathcal{G}_{\text{Complete}})$ will thus be dominated by states of 0 energy density as the degeneracy of the $|S, M\rangle$ states is largest when $S$
Supplementary Figure 2: Probability Density \( p(E) \) for the eigenenergies of \( \hat{H}_{XXZ}(G_{\text{Comp}}) \) – see Eq. (S24) – with \( \Delta = 1.5 \) and for various system sizes \( L \). The quantity \( p(E)dE \) is the probability of a randomly chosen eigenstate having an energy density in the interval \( [p(E), p(E + dE)] \). The spectrum was calculated exactly via Eq. (S25) and as \( L \to \infty \) tends towards a delta function which also represents the spectrum of \( \hat{H}_{XXZ}(G_{\text{ER}}(p)) \) for any finite non-zero \( p \).

and \( M \) do not grow proportionally with \( L \). In Supplementary Fig. 2 we plot a histogram of this spectrum for a few choice system sizes. The probability density narrows around 0 meaning that the system is dominated by states with 0 energy density.

The ground states meanwhile are far from these ‘typical’ states and consists of any of the states \( |L/2, M \rangle \) where \( M \) is finite. More explicitly such states can be written as

\[
|\psi\rangle_{\text{GS}} = |L/2, M \rangle \propto \sum_{\sigma_1, \sigma_2, \ldots, \sigma_L = M} |\sigma_1, \sigma_2, \ldots, \sigma_L \rangle, \tag{S26}
\]

i.e. they are an equal superposition of all basis states with \( M \) total magnetisation.

Spin Hamiltonian on an Arbitrary graph with a Non-Trivial Cut

Proof of Reduction of Free Energy Density to That For Two Large Spins

Here we consider \( \hat{H}(G(\lambda, p_1, p_2)) \) where \( \hat{H} \) is defined in Eq. (S1) and \( G(\lambda, p_1, p_2) \) is an instance of the random graph with a non-trivial cut and \( L \) vertices — as defined in the Methods section of the main text. We introduce the two sets of vertices \( A = \{1, \ldots, \lambda L\} \) and \( B = \{\lambda L + 1, \ldots, L\} \) and define the following effective Hamiltonian from the parameters \( \lambda, p_1 \) and \( p_2 \)

\[
\hat{H}_{\text{Eff}}(G(\lambda, p_1, p_2)) = \frac{1}{N} \sum_{\alpha=x,y,z} J_\alpha \left( p_1 (\hat{S}_A^\alpha)^2 + p_1 (\hat{S}_B^\alpha)^2 + 2p_2 \hat{S}_A^\alpha \hat{S}_B^\alpha \right) + \frac{1}{N} \sum_{\alpha=x,y,z} w_\alpha (\hat{S}_A^\alpha + \hat{S}_B^\alpha), \tag{S27}
\]

where \( \hat{S}_A^\alpha = \sum_{v \in A} \hat{s}_v^\alpha \), \( \hat{S}_B^\alpha = \sum_{v \in B} \hat{s}_v^\alpha \) and \( N = \frac{1}{2}L (\lambda^2 p_1 + (\lambda - 1)^2 p_1 + 2\lambda(\lambda - 1)p_2) \).

With these definitions we prove the following theorem

**Theorem S5** For a given set of values for the microscopic parameters \( \{J_x, J_y, J_z, w_x, w_y, w_z\} \) then

\[
\lim_{L \to \infty} f(\hat{H}(G(\lambda, p_1, p_2))) = \lim_{L \to \infty} f(\hat{H}_{\text{Eff}}(G(\lambda, p_1, p_2))), \tag{S28}
\]

with \( |f(\hat{H}(G(\lambda, p_1, p_2))) - f(\hat{H}_{\text{Eff}}(G(\lambda, p_1, p_2)))| = O(L^{-1/2}) \) for finite \( L \).
In order to prove this theorem we focus on the two-body graph-dependent operators contained within $\hat{H}(\mathcal{G}(\lambda, p_1, p_2))$. These can be written as

$$\hat{O}(\mathcal{G}(\lambda, p_1, p_2)) = \frac{1}{N_E(\mathcal{G}(\lambda, p_1, p_2))} \sum_{v,v'=1}^{L} \tilde{p}_{v,v'} \hat{S}_{v}^{\alpha} \hat{S}_{v'}^{\alpha},$$  \hspace{1cm} (S29)

where $\tilde{p}_{v,v'}$ is a random variable which takes value 1 with probability $p_1$ if the vertices $v$ and $v'$ belong to the same set of sites, takes value 1 with probability $p_2$ if they belong to different sets, and takes value 0 otherwise. The quantity $N_E(\mathcal{G}(\lambda, p_1, p_2))$ is the number of edges on the instance of $\mathcal{G}(\lambda, p_1, p_2)$.

Now we will prove the following Lemma

**Lemma S6** Let $|\psi\rangle$ be any state such that $\langle \psi | \psi \rangle = 1$. Then the following holds

$$\langle \psi | \hat{O}(\mathcal{G}(\lambda, p_1, p_2)) | \psi \rangle = \left\langle \psi \left| \frac{1}{2N_E(\mathcal{G}(\lambda, p_1, p_2))} \left( p_1 \left( (\hat{S}_{1}^{\alpha})^2 + (\hat{S}_{B}^{\alpha})^2 \right) + 2p_2 \hat{S}_{A}^{\alpha} \hat{S}_{B}^{\alpha} \right) \right| \psi \right\rangle + \mathcal{O}(L^{-1/2}).$$  \hspace{1cm} (S30)

This Lemma will enable us to prove Theorem S5. In order to prove Lemma S6 observe that we can re-write Eq. (S29) as

$$\hat{O}(\mathcal{G}(\lambda, p_1, p_2)) = \frac{1}{N_E(\mathcal{G}(\lambda, p_1, p_2))} \left( \sum_{v,v'=1}^{L} p_{v,v'}^{1} \hat{S}_{v}^{\alpha} \hat{S}_{v'}^{\alpha} + \sum_{v,v'=\lambda L+1}^{L} p_{v,v'}^{1} \hat{S}_{v}^{\alpha} \hat{S}_{v'}^{\alpha} + \sum_{v=1}^{\lambda L} \sum_{v'=\lambda L+1}^{L} p_{v,v'}^{2} \hat{S}_{v}^{\alpha} \hat{S}_{v'}^{\alpha} \right),$$  \hspace{1cm} (S31)

where $p_{v,v'}^{1}$ and $p_{v,v'}^{2}$ are random variables which take value 1 with probabilities $p_1$ and $p_2$ respectively and take value 0 otherwise. The first two summations in the above expression are just two-body operators over an Erdős-Rényi graph of size $\lambda L$ and $(1-\lambda)L$. We know from Lemma S4 we can replace their expectation with those with their collective counterparts with corrections of order $\mathcal{O}(L^{-1/2})$. In the final summation we can also, up to corrections of order $\mathcal{O}(L^{-1/2})$, replace $p_{v,v'}^{2}$ with $p_2$ and move it outside the sum. This again follows from identifying the normal distribution associated with a given eigenvalue of the operator and applying a Chernoff and Union bounds to find the most extreme possibilities. From this it follows that Lemma S6 is true.

It is then clear from Weyl’s inequality that the largest magnitude eigenvalue of the difference matrix $D = \hat{H}(\mathcal{G}(\lambda, p_1, p_2)) - \hat{H}_{\text{Eff}}(\mathcal{G}(\lambda, p_1, p_2))$ is bounded as $\mathcal{O}(L^{1/2})$. We can now use $N_E(\mathcal{G}(\lambda, p_1, p_2)) = \frac{1}{2} L^2 \left( \lambda^2 p_1 + (\lambda - 1)^2 p_1 + 2\lambda(\lambda - 1)p_2 \right) + \mathcal{O}(L)$ and invoke Lemma S3 to arrive at the proof of S5.

**Critical Point of the XXZ Limit of $\hat{H}(\mathcal{G}(\lambda, p_1, p_2))$**

We now consider the XXZ limit of $\hat{H}(\mathcal{G}(\lambda, p_1, p_2))$ and derive the location of the critical point. Theorem S5 tells us, in the thermodynamic limit, the equilibrium properties of this system are equivalent to those derived from the simpler Hamiltonian

$$\hat{H}_{\text{Eff,XXZ}}(\mathcal{G}(\lambda, p_1, p_2)) = \frac{1}{N} \left( - J p_1 \left( \sum_{\alpha=x,y} (\hat{S}_{\lambda}^{\alpha})^2 + (\hat{S}_{B}^{\alpha})^2 \right) + \Delta p_1 \left( (\hat{S}_{A}^{\alpha})^2 + (\hat{S}_{B}^{\alpha})^2 \right) - 2J p_2 \left( \sum_{\alpha=x,y} \hat{S}_{\lambda}^{\alpha} \hat{S}_{B}^{\alpha} \right) + \Delta p_2 \hat{S}_{A}^{\alpha} \hat{S}_{B}^{\alpha} \right),$$  \hspace{1cm} (S32)
Supplementary Figure 3: Reproduced from the main-text but on a re-scaled x-axis. Properties of the ground-state of the XXZ Hamiltonian on the Erdős-Rényi (ER) graph with $p = 0.5$. a-c) Energy density, anti-ferromagnetic order $C_{AFM}$ and XY order $C_{XY}$ versus $\Delta/\sqrt{L}$, with the system size $L$ provided in the legend.

for two large spins.

We can minimise this energy with a classical solution where the collective spins $A$ and $B$ are described by vectors $(s_x^A, s_y^A, s_z^A)$ and $(s_x^B, s_y^B, s_z^B)$ with magnitudes $s\lambda L$ and $s(1-\lambda)L$ respectively. The energy is then minimised by polarising both spins $A$ and $B$ in either the $+y$ or $+x$ directions for $\Delta < \Delta_c$, and polarising spins $A$ and $B$ in opposite directions along the $z$ axis for $\Delta > \Delta_c$. Comparing the energies of these states yields the critical point

$$\Delta_c = \frac{p_1(\lambda^2 + (1-\lambda)^2) + p_2\lambda(1-\lambda)}{2p_2\lambda(1-\lambda) - p_1(\lambda^2 + (1-\lambda)^2)}J,$$

which is valid for any finite $s$. Substituting the values $\lambda = 1/2$, $p_1 = 1/2$, $p_2 = 1$ and $J = 1$ which we use for Fig. 3 of the main text yields $\Delta_c = 3$ – in agreement with our numerical data.

Erdős-Rényi Plots with Re-scaled Axes

Here, in Supplementary Fig. 3 we re-plot the results of Fig. 2 in the main-text — which correspond to the ground-state properties of the spin $s = 1/2$ XXZ model on the Erdős-Rényi graph — but with the $x$-axis re scaled by $\sqrt{L}$. We observe that the re-scaling of $\sqrt{L}$ is sufficient to prevent the drift of the critical point seen in the main text. Whilst accurately estimating this critical point is beyond the scope of this work the plots suggests the convergence of critical point to a value in the region $0 < \Delta/\sqrt{L} < 1$.

Numerical Details for Matrix Product State Calculations

Here we provide details for the Matrix Product State (MPS) calculations we performed for the XXZ model on various graphs. We utilised the Tensor Network Python (TeNPy) library for our simulations, encoding the initial guess for ground-state as an open-boundary MPS and the Hamiltonian as a long-range Matrix Product Operator (MPO). Using the Density Matrix Renormalisation Group (DMRG) algorithm with single site updates and a mixer enabled we then iteratively improved on our initial guess until convergence was achieved for the specified bond-dimension $\chi$.

We used a direct mapping from the $v = 1..L$ sites of the graph to the sites of the MPS $s = 1...L$. For the graph $G(\lambda = 1/2, p_1 = 1, p_2 = 1/2)$ we set the first $L/2$ sites of the graph
to correspond to one partition and the other $L/2$ to the other (see adjacency matrix in Fig 3 in the main text), no ordering was done beyond this. For the maximally irregular graph we set the site with the highest degree to the central site ($V = L/2$) and have the distance of other sites to the central site increase with decreasing degree (leaving the sites with degrees 1 and 2 as $V = 1$ and $V = L$ respectively). This can be observed in the adjacency matrix in Fig. 4 of the main text. For all other graphs no attempts were made to order the sites of the graph in any specific way and thus the same is true for the sites of the MPS.

**Truncation Errors** - For a given DMRG run we calculate the total truncation error, i.e. the sum of the squares of all singular values discarded during the final sweep of the routine and in Supplementary Fig. 4 we plot these for the simulations performed in the main text. For random graphs where the ground state is found on multiple instances of the graph and averaging is performed, we plot the average over these instances.

The truncation error is never greater than $1.2 \times 10^{-4}$. Combining this with the smoothness of the observables as a function of $\Delta$ suggests our results are reasonably accurate and well-converged. The values of $\chi$ used for the highest system sizes represent the maximum possible with the computational resources available to us (for $L = 100$ and $\chi = 1600$ we required around 20GB of RAM for each simulation, setting a limit on the available $\chi$).

Notably, we find for the results on the random graphs the truncation error is improved for values of $L \sim 100$ compared to $L \sim 40$ despite using a similar, or even smaller value of $\chi$. We understand this due to finite-size effects (which can be particularly strong due to the statistical fluctuations associated with drawing from a random ensemble) being less significant for the higher value of $L$. At such higher values of $L$ the results more accurately obey the scaling of the large $L$ solution which, for the dense graphs we study, typically has a bi-partite entanglement entropy that scales as log($L$) and makes the ground-state accessible with a bond-dimension proportional to the system size. We note that such a scaling has previously been observed in the Lipkin-Meshkov-Glick model [S4] (an all-to-all XY model with a transverse field) and here we observe it for a range of dense graphs.

**Energy Convergence** - In Supplementary Fig. 4 we also plot examples of the convergence of the ground-state energy obtained versus DMRG sweep number for the range of graphs we consider in the paper and the largest system sizes used. For each graph, we select values of $\Delta$ where the truncation errors are highest and show the convergence for values of $\chi$ up to that used in our results. All plots show a clear convergence in the ground-state energy with increasing $\chi$ and indicate the value of $\chi$ used in our work is reasonable, with the energy obtained via DMRG, changing by at most 0.729% (and generally by over an order of magnitude less) when we double the bond-dimension to reach the value used in our results.

**Calculation of the Shannon Entropy for various graphs** - In the main text we also calculated, for the maximally irregular graph, the Shannon entropy which is defined as

$$H(\langle \hat{\sigma}_i^\alpha \hat{\sigma}_j^\alpha \rangle) = \sum_{i=0}^{n-1} p_i \log_2(p_i),$$

where $p_i$ is the fraction of elements of the off-diagonal $L \times L$ matrix $\langle \hat{\sigma}_i^\alpha \hat{\sigma}_j^\alpha \rangle$ whose values are in the range $[-1 + 2i/n, -1 + 2(i+1)/n]$. Here, in Supplementary Fig. 5 we plot this quantity (setting $n = 256$) for all the graphs considered in the main text (aside from the maximally irregular which is already plotted in Fig. 5 of the main text) and the 1D chain. We compute the entropy along both the $\alpha = x$ and $\alpha = z$ spin axes.

In the Erdős-Rényi graph we find the entropy in both spin axes is maximised at the critical point and this maximum is not diminishing. We know, however, that the critical point diverges with $L$ and the ground state is always the Dicke-state $|L/2, M\rangle$ for finite $\Delta$ as $L \to \infty$. The Shannon entropies $H(\langle \hat{\sigma}_i^x \hat{\sigma}_j^x \rangle)$ and $H(\langle \hat{\sigma}_i^z \hat{\sigma}_j^z \rangle)$ are both zero for this state as all off-diagonal correlations take the same value. Both entropies will thus be 0 on the ER graph for all finite $\Delta$ as $L \to \infty$. For the random graph with a non-trivial cut, i.e. $G(\lambda, p_1, p_2)$ we find the entropy in
Supplementary Figure 4: Truncation error (total sum of the square of the singular values discarded during the DMRG routine) and energy versus sweep number for the ground-state calculations performed and whose results are provided in the main text. 

a-d) Graphs from Figures 2, 3, 4 and 5 of the main text respectively with graph schematics provided at the top. Vertically aligned plots correspond to the same graph, which is illustrated at the top along with a legend for the system sizes and bond-dimension used. Upper plots) Truncation error for a range of $\Delta$ values. For the graphs drawn from a random ensemble the truncation error is averaged over the same number of draws as in the main text. Lower Plots) Energy Density versus sweep number for the DMRG routine for the highest value of $L$ used and for the $\Delta$ values 6.0, 2.9, 4.5 and 2.3 respectively (marked in red in the plot above). The legend in the plot indicates the bond-dimensions used and we also annotate the percentage change in energy density $\Delta E$ when doubling the bond-dimension to reach the value used in our work. For the graphs drawn from a random ensemble the plots correspond to a single instance which was selected in a completely unbiased manner.

both axes is diminishing with system sizes and far from it’s maximal value. Moreover, we know that for $L \to \infty$ the system’s ground state is the Dicke state for $\Delta < \Delta_c$ and an anti-ferromagnet for $\Delta > \Delta_c$. The entropy of the $x-x$ correlations will thus always be 0 and the entropy of the $z-z$ correlations will be 0 for $\Delta < \Delta_c$ and $\lambda \log_2(\lambda) + (1-\lambda) \log_2(1-\lambda)$ for $\Delta > \Delta_c$, which has an upper bound of 1. For the irregular dense graph with $k \sim \mathcal{U}(L/4, 3L/4)$ we find qualitatively the same features as the maximally irregular graph in the main text: the entropy in both spin axes is maximal at the critical point and not diminishing with system size. For the 1D chain we find the entropy in both spin axes is diminishing with system size. Moreover, because there is no long-range $x-x$ order in the ground-state in the thermodynamic limit we know the $x-x$ entropy must vanish as measuring $\langle \hat{\sigma}_x^a \hat{\sigma}_x^b \rangle$ for a random pair of sites as $L \to \infty$ will yield 0 with probability tending to 1.
Supplementary Figure 5: Shannon Entropy — see Eq. (S34) — of the off-diagonal correlations in the ground-state of the XXZ model versus Δ for various different graphs and system sizes. We use \( n = 256 \) bins for the off-diagonal correlations. a-d) Graphs used in Figures 2, 3, 4 of the main text and the 1D Chain respectively. Upper plots are the entropy \( H(\langle \hat{\sigma}_z^v \hat{\sigma}_z^{v'} \rangle) \) whilst the lower are \( H(\langle \hat{\sigma}_x^v \hat{\sigma}_x^{v'} \rangle) \). Red-dotted line indicates the maximum possible Shannon Entropy for the \( n = 256 \) bins used. Above the plot we provide illustrations of the respective graphs and colour code for the system sizes. We adopt the same averaging over random instances of the graphs as in the main text and the same bond dimensions as specified in Supplementary Fig. 4. No averaging is required for the chain as it is unique for a given \( L \). The bond dimension used for the chain is \( \chi = 500 \) for all system sizes.

Transverse Field Ising Model

To supplement our numerical results for the XXZ limit of the Hamiltonian in Eq. (S1) we have also performed numerical calculations for the transverse field Ising (TFI) limit of Eq. (S1). Specifically, taking \( s = 1/2, J_y = J_x = w_z = w_y = 0, J_z = -1, w_x = h \) we consider (for conciseness we have scaled the terms in Eq. (S1) — none of the Physics is changed) the Hamiltonian for the total energy:

\[
\hat{H}_{\text{TFI}}(G) = -\frac{L}{N_E} \sum_{(v,v') \in E} \hat{\sigma}_v^z \hat{\sigma}_{v'}^z + h \sum_{v \in V} \hat{\sigma}_v^x. \tag{S35}
\]

In Supplementary Fig. 6 we use Matrix Product State simulations to compare results from the ground state of this Hamiltonian on the maximally irregular graph to results for the ground state properties on the ER graph. Our finite-size numerics for the ER graph demonstrate convergence to exact results for \( L = \infty \), which correspond to the well-known solution to the TFI model on the complete graph [S9]. The second order phase transition which is manifest on the ER graph is thus directly underpinned by the system behaving like a single collective spin – the randomness and inhomogeneity inherent in the actual adjacency matrix plays no role in the Physics of the system. This is further evidenced by the diminishing of the Shannon entropy...
of the two-point correlations with increased system size.

Whilst a second order transition between ferromagnetic and paramagnetic phases is also manifest in the ground-state on the maximally irregular graph the functional behaviour of observables in the system is distinct from the ER graph. Moreover, the Shannon entropy of the two point correlations is not diminishing with system size, significant along all spin axes, maximised near the critical point and occurs in unison with a non-zero entanglement entropy in the system. These results serve as further numerical evidence of Theorem [S2] and reinforce our conclusions from the main text, emphasizing that they are not specific to the XXZ limit of \( \hat{H}(G) \).

We note that we added a small term of the form \( \frac{1}{200L} \sum_{v \in V} \hat{\sigma}^z \) to Eq. (S35) when performing the DMRG simulations to break the \( Z_2 \) symmetry and ensure the longitudinal magnetisation and entanglement entropy are well-defined — all other physical observables are affected negligibly by this term. We also assume such a term, which is negligible other than breaking the \( Z_2 \) symmetry and forcing \( \langle \hat{S}^z \rangle \geq 0 \), has been added to the Hamiltonian in the ER case for \( L = \infty \) in order to calculate the longitudinal magnetisation density.
Supplementary Figure 6: Properties of the ground-state of the spin-$\frac{1}{2}$ TFI Hamiltonian – see Eq. (S35) – on the ‘Maximally Irregular Graph’ where each pair of vertices, other than two, have a different degree. Graph schematic alongside adjacency matrix for $L = 100$ is provided. System sizes are coded by colour and a full legend is provided top left. a-f) Ground-state energy density, longitudinal magnetisation density $\langle \hat{S}_z \rangle / L$, transverse magnetisation density $\langle \hat{S}_x \rangle / L$, von-Neumann entanglement entropy between sites $V = 1...L/2$ and $V = L/2 + 1...L$ and Shannon-Entropy of the $z - z$ and $x - x$ correlations (see Methods) versus transverse field strength $h$. We use $n = 256$ bins to calculate the Shannon Entropy. A dotted red line has been added to plots e) and f) to indicate the maximum possible value for the Shannon Entropy with the numbers of bins used. Bond dimensions of $\chi = 250, 500$ and 500 have been used for system sizes $L = 30, 60$ and 120 respectively. For comparison, results have been added for the ER graph: the green dashed line represents the exact expression for ground-state observables of $H_{TFI}(G_{ER}(p))$ for any finite non-zero $p$ in the thermodynamic limit and the black and green markers represent DMRG calculations for the ER graph with $p = 0.5$ and $L = 50$ and $L = 100$ respectively. The finite-size ER results were averaged over $n = 10$ draws of the ER graph from its ensemble. A bond dimension of $\chi = 500$ was used for all finite-size calculations — which we found sufficient to reach our desired accuracy.
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