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Abstract
The squashed entanglement is a widely used entanglement measure that has many desirable properties. However, as it is based on an optimization over extensions of arbitrary dimension, one drawback of this measure is the lack of good algorithms to compute it. Here, we introduce a hierarchy of semidefinite programming lower bounds on the squashed entanglement.

1 Introduction

The squashed entanglement is an entanglement measure introduced by Christandl and Winter [CW04]. It satisfies many desirable properties of an entanglement measure such as monotonicity under local operations and classical communication (LOCC), additivity under tensor products, a monogamy relation [KW04] and faithfulness [BCY11]. In fact, it is the only known entanglement measure satisfying these properties. These mathematical properties also have operational applications: the squashed entanglement provides an upper bound on the distillable entanglement and the distillable key [Chr06, CEH+07, CSW12, Wil16]. For a bipartite state $\rho_{AB}$ on $A \otimes B$, the squashed entanglement is defined as

$$E_{sq}(A : B)_\rho = \frac{1}{2} \inf_{\rho_{ABE}} I(A : B | E)_\rho,$$

where the infimum is taken over all finite-dimensional Hilbert spaces $E$ and all extensions $\rho_{ABE}$ of the state $\rho_{AB}$, i.e., $\text{tr}_E \rho_{ABE} = \rho_{AB}$. The conditional mutual information is defined in equation (3) below. Note that as shown in [Shi16], considering infinite dimensional separable Hilbert spaces $E$ leads to the same quantity. We also note that a similar quantity was defined in [Tuc99, Tuc02].

To define the conditional mutual information it is useful to start with the quantum relative entropy. For density operators $\rho, \sigma$ on a finite-dimensional Hilbert space $\mathcal{H}$, the quantum relative entropy is defined by

$$D(\rho \| \sigma) = \begin{cases} \text{tr}(\rho (\log \rho - \log \sigma)) & \text{if } \text{supp}(\rho) \subseteq \text{supp}(\sigma) \\ +\infty & \text{otherwise.} \end{cases}$$

(2)

For a density operator $\rho_{AE}$ on $A \otimes E$, we define the conditional von Neumann entropy $H(A | E)_\rho = -D(\rho_{AE} \| I_A \otimes \rho_E)$ where $\rho_E = \text{tr}_A \rho_{AE}$ and $I_A$ denotes the identity operator on $A$. The conditional mutual information is then defined by

$$I(A : B | E)_\rho = H(A | E)_\rho - H(A | BE)_\rho.$$  

(3)
Note that by considering a purification $\rho_{ABDE}$ of the state $\rho_{ABE}$ and using the fact that $H(A|BE)_\rho = -H(A|D)_\rho$, we can write the squashed entanglement as follows:

$$E_{sq}(A : B)_\rho = \frac{1}{2} \inf_{\rho_{ABDE}} H(A|D)_\rho + H(A|E)_\rho,$$

where the infimum is over arbitrary finite-dimensional Hilbert spaces $D$ and $E$ and extensions $\rho_{ABDE}$ of the state $\rho_{AB}$.

2 Squashed entanglement and $f$-divergences

To obtain our hierarchy of semidefinite programs, it is useful to generalize the squashed entanglement (1) to standard $f$-divergences (also known as quasi-relative entropies). Let $f : (0, \infty) \to \mathbb{R}$ be a continuous function such that $\lim_{x \to \infty} \frac{f(x)}{x} = 0$ and let $f(0^+) := \lim_{x \to 0} f(x)$ (which could be infinite).

**Definition 2.1** (Standard $f$-divergences [Pet86, HM17]). Let $\rho, \sigma$ be positive semidefinite operators on $\mathcal{H}$ with spectral decompositions $\rho = \sum_j \lambda_j P_j$ and $\sigma = \sum_k \mu_k Q_k$. We define

$$D_f(\rho || \sigma) := \sum_{j : \lambda_j > 0} \sum_{k : \mu_k > 0} \lambda_j f(\mu_k \lambda_j^{-1}) \text{tr}(P_j Q_k) + f(0^+) \text{tr}(\rho(I - \sigma^0)),$$

where $\sigma^0$ denotes the projector onto the support of $\sigma$.

If $f$ is operator convex, then $D_f$ is jointly convex and satisfies the data processing inequality, i.e., for any quantum channel $\mathcal{N}$, we have $D_f(\mathcal{N}(\rho) || \mathcal{N}(\sigma)) \leq D_f(\rho || \sigma)$.

Note that $D_f(\rho || \sigma)$ is linear and monotone in $f$ for fixed positive semidefinite operators $\rho, \sigma$, i.e., $D_f(\rho || \sigma) \leq D_f(\rho || \sigma)$ if $f(x) \leq g(x)$ for all $x \in (0, \infty)$. When $f(x) = -\log x$, we obtain the quantum relative entropy. As done in [FSP18, BFF21], we use an approximation of the function $-\log$ using rational functions based on a Gauss-Radau quadrature (see e.g., [DR84, page 103]). In order to do that, we introduce the functions $f_t : (0, +\infty) \to \mathbb{R}$ for $t \in [0, 1]$ as

$$f_t(x) := \frac{x - 1}{t(x - 1) + 1}.$$

It is simple to see that $-f_t$ is operator convex for all $t \in [0, 1]$. In addition, the condition $\lim_{x \to \infty} \frac{-f_t(x)}{x} = 0$ is satisfied for all $t \in (0, 1]$, but not when $t = 0$. For $t = 0$, we take the convention that $D_{-f_0}$ is still defined via (5), i.e., $D_{-f_0}(\rho || \sigma) = 1 - \text{tr}(\rho^0 \sigma)$ (which is closely related to the so-called min-relative entropy $D_{\min}(\rho || \sigma) = -\log(\rho^0 \sigma)$), and not as in [HM17] which would simply be $1 - \text{tr}(\sigma)$. With our convention $D_{-f_0}(\rho || \sigma) = \lim_{t \to 0} D_{-f_t}(\rho || \sigma)$. In summary, for all $t \in [0, 1]$, $D_{-f_t}$ is jointly convex and is thus a valid divergence satisfying the data-processing inequality.

The following proposition shows that one can choose $t_1, \ldots, t_m$ and positive weights $w_1, \ldots, w_m$ such that taking the linear combination of these divergences gives a good approximation of the quantum relative entropy.

**Proposition 2.2** (Gauss-Radau quadrature). For any positive integer $m \geq 1$, there exists a choice of nodes $t_1, \ldots, t_m \in (0, 1]$ and weights $w_1, \ldots, w_m > 0$ such that for all $x \in (0, +\infty)$

$$0 \leq \left(-\frac{1}{\ln 2} r_m(x)\right) - (-\log x) \leq \frac{1}{m^2 \ln 2} \left(x + \frac{1}{x} - 2\right) \quad \text{where} \quad r_m(x) := \sum_{i=1}^m w_i f_{t_i}(x).$$

**Proof.** As in [BFF21], we fix the node $t_m = 1$ and the Gauss-Radau quadrature gives the existence of nodes $t_1, \ldots, t_{m-1} \in (0, 1)$ and weights $w_1, \ldots, w_m > 0$ such that $\ln x - r_m(x) \geq 0$ for all $x \in (0, +\infty)$. This establishes the first inequality $0 \leq \left(-\frac{1}{\ln 2} r_m(x)\right) - (-\log x)$.\[1\]

\[1\]Note that in this definition, the roles of $\rho$ and $\sigma$ are sometimes inverted.
To prove the second inequality, we will establish the statement
\[ r_m(x) + r_m(1/x) \geq \frac{-1}{m^2} \left( x + \frac{1}{x} - 2 \right). \] (8)

Note using the fact that \(\ln x - r_m(x) \geq 0\), the inequality (8) implies that
\[ r_m(x) - \ln(x) \geq r_m(x) - \ln x - (\ln(1/x) - r_m(1/x)) \geq \frac{-1}{m^2} \left( x + \frac{1}{x} - 2 \right), \]
which establishes the desired upper bound in (7).

We now focus on (8). Using the Gauss-Radau quadrature property, one can show that we have \(\ln(x) - r_m(x) = O((x-1)^{2m})\) in the neighborhood of \(x = 1\) and \(w_m = \frac{1}{m^2}\) (see [BFF21] for more details). Recalling that
\[ r_m(x) = \sum_{i=1}^{m-1} w_i \frac{x-1}{t_i(x-1)+1} + \frac{1}{m^2} \frac{x-1}{x}, \]
and putting all the fractions to the same denominator, we can write
\[ r_m(x) = \frac{-1}{m^2} \frac{F_m(x)}{xG_m(x)}, \]
where
\[ G_m(x) = \prod_{i=1}^{m-1} \left( \frac{t_i}{1-t_i} x + 1 \right) \]
and
\[ -F_m(x) = \sum_{i=1}^{m-1} \frac{w_i}{1-t_i} (x-1) \cdot x \cdot \prod_{j \in \{1, \ldots, m-1\}, j \neq i} \left( \frac{t_j}{1-t_j} x + 1 \right) + (x-1) \cdot \prod_{j \in \{1, \ldots, m-1\}} \left( \frac{t_j}{1-t_j} x + 1 \right). \]

Note that \(\deg F_m = m\), \(\deg G_m = m-1\) and they are normalized so that \(F_m(0) = G_m(0) = 1\). Then we have:
\[ r_m(1/x) = -\frac{1}{m^2} \frac{xF_m(1/x)}{G_m(1/x)} = -\frac{1}{m^2} \frac{\hat{F}_m(x)}{\hat{G}_m(x)} \]
where we let \(\hat{F}_m(x) = x^m F_m(1/x)\) and \(\hat{G}_m = x^{m-1} G_m(1/x)\). Note that \(\hat{F}_m\) and \(\hat{G}_m\) are both monic polynomials (i.e., the leading coefficient is 1) since \(F_m(0) = G_m(0) = 1\).

Summing we get
\[ r_m(x) + r_m(1/x) = -\frac{1}{m^2} \frac{F_m(x)G_m(1/x) + x\hat{F}_m(x)G_m(1/x)}{xG_m(1/x)\hat{G}_m(1/x)}. \] (9)

We know that around \(x = 1\), \(r_m(x) - \ln(x) = O((x-1)^{2m})\), which implies \(r_m(1/x) + \ln(x) = O((x-1)^{2m})\) and so by summing we get \(r_m(x) + r_m(1/x) = O((x-1)^{2m})\). Since the numerator of (9) has degree \(2m\) this means that it has to be a multiple of \((x-1)^{2m}\), i.e., we must have
\[ r_m(x) + r_m(1/x) = -\frac{1}{m^2} \frac{c_0(x-1)^{2m}}{xG_m(1/x)\hat{G}_m(1/x)}, \]
where \(c_0\) is the leading term of the numerator, i.e., it is the leading term of \(G_m\) so \(c_0 = \prod_{i=1}^{m-1} \frac{t_i}{1-t_i} \).
The main observation now is to note that $G_{m-1}(x)\hat{G}_{m-1}(x) \geq (x+1)^{2m-2}$. Indeed, we have

$$G_{m-1}(x)\hat{G}_{m-1}(x) = \prod_{i=1}^{m-1} \left( \frac{t_i}{1-t_i} x + 1 \right) \left( \frac{t_i}{1-t_i} x + x \right) = c_0 \prod_{i=1}^{m-1} \left( x + \frac{1-t_i}{t_i} \right) \left( \frac{t_i}{1-t_i} x + x \right) \geq c_0 \prod_{i=1}^{m-1} (x+1)^2 = c_0(x+1)^{2(m-1)}$$

where we used the fact that for $x, a > 0$, $(x + a)(x + 1/a) \geq (x + 1)^2$. This implies that

$$r_m(x) + r_m(1/x) \geq -\frac{1}{m^2} \frac{(x-1)^2}{x} \left( \frac{x-1}{x+1} \right)^{2m-2} \geq -\frac{1}{m^2} \frac{(x-1)^2}{x}$$

as desired.

In analogy with the expression (4), we can define a variant of the squashed entanglement for $f$-divergences.

**Definition 2.3 (f-squashed entanglement).** Let $\rho_{AB}$ be a bipartite state acting on $A \otimes B$. We define

$$E^{(f)}_{\text{sq}}(A : B)_\rho := \frac{1}{2} \inf_{\rho_{ABDE}} D_f(\rho_{AD} || I_A \otimes \rho_D) - D_f(\rho_{AE} || I_A \otimes \rho_E),$$

where the infimum is over all extensions $\rho_{ABDE}$ of $\rho_{AB}$. In particular, we define

$$E^{(m)}_{\text{sq}}(A : B)_\rho := E^{(-\log)}_{\text{sq}}(A : B)_\rho \quad \text{where } r_m \text{ is defined in (7).}$$

Note that we have

$$E_{\text{sq}}(A : B)_\rho = E^{(-\log)}_{\text{sq}}(A : B)_\rho \geq E^{(m)}_{\text{sq}}(A : B)_\rho \quad \text{for any } m \geq 1.$$

We emphasize that in general the $f$-squashed entanglement could be negative and is not an entanglement measure. It will however be a useful tool in the rest of the paper. The main property of the $f$-divergences for $f = -\frac{r_m}{\ln 2}$ that we will use to construct semidefinite programs is a variational expression of $D_f$ that we introduce in the next section. Before that we establish basic properties of $E^{(m)}_{\text{sq}}(A : B)_\rho$.

**Proposition 2.4.** For any state $\rho_{AB}$ and positive integer $m$, we have

$$E^{(m)}_{\text{sq}}(A : B)_\rho \leq E_{\text{sq}}(A : B)_\rho \leq E^{(m)}_{\text{sq}}(A : B)_\rho + \frac{2d_A - 2}{m^2 \ln 2}.$$

In addition, if $\rho_{AB}$ is pure, we have

$$E^{(m)}_{\text{sq}}(A : B)_\rho = \frac{1}{\ln 2} \text{tr}(\rho_A r_m(\rho_A^{-1})),$$

where $\rho_A^{-1}$ denotes the generalized inverse of $\rho_A = \text{tr}_B \rho_{AB}$.
Proof. We simply use Definition 2.1 together with inequality (7). This gives

$$E_{\text{sq}}(A : B)_{\rho} = \frac{1}{2} \inf_{\rho_{ABDE}} -D(\rho_{AD}\parallel I_A \otimes \rho_D) - D(\rho_{AE}\parallel I_A \otimes \rho_E)$$

$$\leq \frac{1}{2} \inf_{\rho_{ABDE}} -D_g(\rho_{AD}\parallel I_A \otimes \rho_D) - D_g(\rho_{AE}\parallel I_A \otimes \rho_E),$$

where $g(x) = -\frac{1}{\ln^2} r_m(x) - \frac{1}{m^2 \ln 2} (x + \frac{1}{x} - 2)$. Note that for the function $f_0(x) = x - 1$ and $f_1(x) = (x - 1)/x$, we have

$$D_{f_0}(\rho_{AD}\parallel I_A \otimes \rho_D) = \text{tr}(\rho_{AD}^0 I_A \otimes \rho_D) - 1 \leq d_A - 1$$

$$D_{f_1}(\rho_{AD}\parallel I_A \otimes \rho_D) = 1 - \text{tr}(\rho_{AD}^2 I_A \otimes \rho_D^{-1}) \geq 1 - d_A.$$

As a result,

$$-D_g(\rho_{AD}\parallel I_A \otimes \rho_D) \leq -D_{\frac{2}{m^2}}(\rho_{AD}\parallel I_A \otimes \rho_D) + \frac{1}{m^2 \ln 2} 2(d_A - 1),$$

which proves the desired bound.

If $\rho_{AB}$ is pure, then any purification has the form $\rho_{ABDE} = \rho_{AB} \otimes \rho_{DE}$ and as a result,

$$D_{f}(\rho_{AD}\parallel I_A \otimes \rho_D) = D_{f}(\rho_A\parallel I_A)$$

$$= \text{tr} (\rho f(\rho^{-1})),$$

using the defining formula (5) and using the notation $\rho^{-1}$ for the generalized inverse of $\rho$. \qed

3 Approximating the squashed entanglement with noncommutative polynomial optimization

We now use the variational expression for $D_{-f}$, that was established in [BFF21].

Theorem 3.1 ([BFF21]). Let $t \in [0, 1]$ and recall that $f_t(x) = \frac{x-1}{t(x-1)+1}$. Let $\rho$ and $\sigma$ be positive semidefinite operators on a finite-dimensional Hilbert space $\mathcal{H}$. Then

$$D_{-f_t}(\rho||\sigma) = -\inf_Z \frac{1}{t} \left\{ \text{tr} (\rho + \text{tr}(\rho(Z + Z^*)) + (1-t)\text{tr}(\rho Z^* Z) + t\text{tr}(\sigma ZZ^*)) \right\},$$

where the infimum is over bounded operators $Z$ on $\mathcal{H}$.

We fix an orthonormal basis for $A$ that we denote $\{ |a \rangle \}_{a \in [d_A]}$ and one for $B$ that we denote $\{ |b \rangle \}_{b \in [d_B]}$. For a Hilbert space $\mathcal{H}$, we say that the density operator $\rho_{ABH}$ acting on $A \otimes B \otimes \mathcal{H}$ is an extension of $\rho_{AB}$ if $\text{tr}_B \rho_{ABH} = \rho_{AB}$. We write $\rho_{ABH} = \sum_{a_1,a_2,b_1,b_2} |a_1\rangle |a_2\rangle \otimes |b_1\rangle |b_2\rangle \otimes \rho_{a_1,b_1,a_2,b_2}$ where $\rho_{a_1,b_1,a_2,b_2}$ is a bounded linear operator on $\mathcal{H}$. With this notation, an extension of $\rho_{AB}$ is defined by a family of operator $\rho_{a_1,b_1,a_2,b_2}$ satisfying $\text{tr}_B \rho_{a_1,b_1,a_2,b_2} = \text{tr}_B (|a_1\rangle \langle a_2| \otimes |b_1\rangle \langle b_2| \rho_{AB})$.

Theorem 3.2. Let $m \geq 1$ and let $t_1, \ldots, t_m, w_1, \ldots, w_m$ be the nodes and weights from Proposition 7. We define the matrix-valued polynomial $P^{(m)}(Z)$ in noncommuting variables $Z = \{ Z_{i,a_1,a_2} = Z_{i,a_1,a_2}^* \}_{i,a_1,a_2}$ by

$$P^{(m)}(Z) := \left( \sum_{i=1}^{m} P_{a_1,a_2}^{(i)}(Z) \right)_{a_1,a_2 \in [d_A]}$$

(11)
where
\[
P_{a_1, a_2}^{i}(Z) = \frac{w_i}{t_i \ln 2} \left( Z_i[a_1, a_2] + Z_i[a_2, a_1]^* + (1 - t_i) \sum_{a_3} Z_i[a_3, a_1]^* Z_i[a_3, a_2] + \delta_{a_1 = a_2} \left( 1 + t_i \sum_{a_3, a_4} Z_i[a_3, a_4] Z_i[a_3, a_4]^* \right) \right),
\]
(12)

where \(\delta_{a_1 = a_2} = 0\) when \(a_1 \neq a_2\) and \(\delta_{a_1 = a_2} = 1\) otherwise. Note that when the variables \(Z_i[a_1, a_2]\) are replaced with operators on \(\mathcal{H}\), then \(P^{(m)}(Z)\) is a Hermitian operator of \(A \otimes \mathcal{H}\). Then for any density operator \(\rho_{AB}\) on \(A \otimes B\), we have
\[
E^{(m)}_{aq}(A : B)_\rho = \inf_{\rho_{AB}} \left( \rho_{AB} \frac{P^{(m)}(Z) + P^{(m)}(Y)}{2} \right)
\]
(13)

where the infimum is over finite-dimensional Hilbert spaces \(\mathcal{H}\), extensions \(\rho_{ABH}\) of the state \(\rho_{AB}\) and two mutually commuting families of operators \(Z\) and \(Y\) on \(\mathcal{H}\).

**Proof.** We start from the expression in Definition (2.3) with \(f = -\frac{w_i}{t_i \ln 2}\) and consider a fixed extension \(\rho_{ABDE}\).

We have
\[
D_{\frac{w_i}{t_i \ln 2}}(\rho_{AD} \| I_A \otimes \rho_D) = \frac{1}{\ln 2} \sum_{i=1}^{m} w_i D_{-f_i}(\rho_{AD} \| I_A \otimes \rho_D)
= -\sum_{i=1}^{m} \frac{w_i}{t_i \ln 2} \inf_{Z_i} \left( \rho_{AD}(I + Z_i + Z_i^*) + \text{tr} (\rho_{AD} ((1 - t_i) Z_i^* Z_i + t_i I_A \otimes \text{tr}_A Z_i Z_i^*)) \right),
\]
where \(Z_i\) is a bounded operator on \(A \otimes D\) and we used Theorem 3.1. We can write such operators in the form \(Z_i = \sum_{a_1, a_2} \langle a_1 | Z_i[a_2, a_1] | a_2 \rangle\). With this notation, we have
\[
Z_i^* Z_i = \left( \sum_{a_1, a_2} \langle a_1 | a_2 \rangle \otimes Z_i[a_2, a_1]^* \right) \left( \sum_{a_3, a_4} \langle a_3 | a_4 \rangle \otimes Z_i[a_3, a_4] \right) = \sum_{a_1, a_2} \langle a_1 | a_2 \rangle \otimes \sum_{a_3, a_4} Z_i[a_2, a_1]^* Z_i[a_2, a_4]
\]
\[
Z_i Z_i^* = \sum_{a_1, a_2} \langle a_1 | a_2 \rangle \otimes \sum_{a_3, a_4} Z_i[a_1, a_2] Z_i[a_4, a_2]^*.
\]

Writing \(\rho_{AD} = \sum_{a_1, a_2} \langle a_1 | a_2 \rangle \otimes \rho[a_1, a_2]\) we get
\[
-D_{\frac{w_i}{t_i \ln 2}}(\rho_{AD} \| I_A \otimes \rho_D) = \inf_{Z_i} \sum_{a_1, a_2} \text{tr} \left( \rho[a_1, a_2] \sum_{i=1}^{m} P_{a_1, a_2}^{i}(Z) \right) = \inf_{Z_i} \text{tr} \left( \rho_{AD} P^{(m)}(Z) \right),
\]
where the infimum is over all operators \(Z = \{ Z_i[a_1, a_2], Z_i[a_1, a_2]^* \}_{i, a_1, a_2}\) acting on \(D\) and the non-commutative polynomials \(P_{a_1, a_2}^{i}(Z)\) are defined by (12).

Proceeding in the same way for the term \(-D_{\frac{w_i}{t_i \ln 2}}(\rho_{AE} \| I_A \otimes \rho_E)\), we can write for a given extension \(\rho_{ABDE}\):
\[
-D_{\frac{w_i}{t_i \ln 2}}(\rho_{AD} \| I_A \otimes \rho_D) - D_{\frac{w_i}{t_i \ln 2}}(\rho_{AE} \| I_A \otimes \rho_E) = \inf_{Z, Y} \text{tr} (\rho_{ADE} (P^{(m)}(Z) \otimes I_E + P^{(m)}(Y) \otimes I_D)),
\]
where $Z$ and $Y$ are families of operators acting on $D$ and $E$ respectively. Taking the infimum over all extensions $\rho_{ABDE}$, we obtain

$$E_{\text{sq}}^{(m)}(A : B)_{\rho} = \inf \text{tr} \left( \rho_{ABDE} \frac{P^{(m)}(Z) \otimes I_E + P^{(m)}(Y) \otimes I_D}{2} \right),$$

where the infimum is over all choices of finite-dimensional spaces $D$ and $E$ and operators $Z$ and $Y$ on $D$ and $E$ respectively. Note that the operators $Z_i[a_1, a_2] \otimes I_E$ and $I_D \otimes Y_j[a_3, a_4]$ act on the tensor product space $\mathcal{H} = D \otimes E$ and commute. Thus, we clearly obtain a lower bound by taking the infimum over finite-dimensional Hilbert spaces $\mathcal{H}$ and now both collections $Z$ and $Y$ act on $\mathcal{H}$ and they mutually commute. This shows the inequality $\geq$ of equation (13). Equality then follows from the now well-known fact that two commuting families of operators on a finite-dimensional Hilbert space can be mapped isomorphically to operators acting on different tensor factors of a tensor product of two finite-dimensional Hilbert spaces, see [SW08] for a proof.

3.1 Semidefinite relaxation

The expression in (13) is a noncommutative polynomial optimization problem and thus one can use semidefinite programming hierarchies for it [PNA10]. We now explain how this can be done. Let $\mathcal{R}$ be the ring of noncommutative polynomials in the 4md variables

$$\{Y, Z\} = \{Y_i[a_1, a_2], Y_i[a_1, a_2]^*, Z_i[a_1, a_2], Z_i[a_1, a_2]^*, \ i \in [m], \ a_1, a_2 \in [d_A]\},$$

modulo the commutation relations

$$[Y_i[a_1, a_2], Z_{i'}[a_1', a_2']^*] = [Y_i[a_1, a_2], Z_{i'}[a_1', a_2'^*]] = 0 \ \ \ \forall i, i', \ i, i' \in [m], \ a_1, a_2, a_1', a_2' \in [d_A].$$ (14)

For any integer $\nu$, we let $\mathcal{R}^{\nu \times \nu}$ be the ring of $\nu \times \nu$ matrices where each entry is an element of $\mathcal{R}$, i.e., $\mathcal{R}^{\nu \times \nu}$ is the ring of $\nu \times \nu$ matrix-valued polynomials in the variables $\{Y, Z\}$. In the notations established earlier, note that $P^{(m)}(Z)$ and $P^{(m)}(Y)$ are both elements of $\mathcal{R}^{d_A \times d_A}$.

We can express the optimization problem (13) in the following form:

$$\inf_{L: \mathcal{R}^{d_A d_B \times d_A d_B} \to \mathbb{C}} L(P^{(m)}(Z) \otimes I_B + P^{(m)}(Y) \otimes I_B)$$

s.t. $L(|a_1 b_1 a_2 b_2| \otimes 1) = \langle a_1 b_1 | \rho_{AB} | a_2 b_2 \rangle \ \ \ \forall a_1, a_2 \in [d_A], b_1, b_2 \in [d_B]$ (15)

where the optimization is over all linear forms $L: \mathcal{R}^{d_A d_B \times d_A d_B} \to \mathbb{C}$ that can be written as

$$L(P) = \text{tr} \ \sigma_{ABH} \ P(Z, Y) \ \ \ \forall P \in \mathcal{R}^{d_A d_B \times d_A d_B}$$ (16)

where $\mathcal{H}$ is a finite-dimensional Hilbert space, $\sigma_{ABH}$ is any state on $AB\mathcal{H}$, and $Z, Y$ are operators on $\mathcal{H}$. The linear constraints on $L$ in (15) ensure that the state $\sigma_{ABH}$ is an extension of $\rho_{AB}$ (indeed, the notation $|a_1 b_1 a_2 b_2| \otimes 1$ is the element of $\mathcal{R}^{d_A d_B \times d_A d_B}$ that has an identity in position $(a_1 b_1, a_2 b_2)$ and zeros elsewhere).

It is hard in general to require that $L$ has the form (16). The $k$’th semidefinite relaxation of (15) is obtained by imposing the necessary condition

$$L(pp^*) \geq 0 \ \forall p \in \mathcal{R}_k^{d_A d_B \times 1}$$ (17)

where $\mathcal{R}_k$ is the space of degree $k$ polynomials in $\mathcal{R}$. The constraint (17) can be encoded as a positive semidefinite constraint on a matrix of size $\text{dim} \mathcal{R}_k^{d_A d_B}$.

3.2 Numerical implementation

Figure 1 shows the result of using the first level ($k = 1$) of the semidefinite relaxation on the $2 \times 2$ and $3 \times 3$ Werner states. Recall that Werner states [Wer89] in dimension $d = d_A = d_B$ are defined as $\rho_{AB} = \rho_{\text{sym}} \Pi_{\text{sym}} + (1 - p) \rho_{\text{asy}} \Pi_{\text{asy}}$, where $\Pi_{\text{sym}}$ and $\Pi_{\text{asy}}$ are the projectors onto the symmetric and antisymmetric subspaces of $\mathbb{C}^d \otimes \mathbb{C}^d$ respectively. Note that when $p \geq \frac{1}{2}$, $\rho_{AB}$ is separable, so in particular the squashed entanglement is 0.
Figure 1: Lower bound obtained using the first level \( (k = 1) \) of the semidefinite programming relaxation. The upper bound is obtained by a heuristic optimization for computing the infimum in (4). For \( d = 2 \), the upper and lower bounds approximately match. However, for \( d = 3 \), there is still a large gap. We note that for the antisymmetric state (i.e., \( p = 0 \)), explicit upper bounds on the squashed entanglement are given in [CSW12]: it gives \( \frac{1}{2} \log 3 \approx 0.792 \) for \( d = 3 \).

4 Discussion

The semidefinite programs (SDPs) that we constructed for the squashed entanglement raise a number of questions. First, does this family of SDPs converge to the squashed entanglement? We know from Proposition 2.4 that as \( m \to \infty \), we have \( E^{(m)}(A : B)_\rho \) approaches \( E_{\text{sq}}(A : B)_\rho \), but what remains unclear is whether the SDP relaxations for \( E^{(m)}(A : B)_\rho \) converge for a fixed \( m \). The difficulty comes from the fact that the general convergence results in [PNA10] give an infinite-dimensional Hilbert space but we could only prove (13) for finite-dimensional Hilbert spaces. In other words, similar to Tsirelson’s problem, the challenge here comes from comparing the commuting model to the tensor product model for the specific problem defined in (13). Another question is to use the specific structure of the polynomials in Theorem 3.2 in order to obtain finite convergence bounds for this family of SDPs, where one can hope to use techniques that were used to establish noncommutative Positivestellensatz [Hel02, HKM12]. Such a convergence could also lead to bounds on the dimension of the extension system sufficient to approximate the squashed entanglement. Note that the NP-hardness of the squashed entanglement [Hua14] rules out a convergence that is too fast. For example, if \( E^{(m)}(A : B)_\rho \) was always equal to the SDP relaxation at level \( k = 1 \), we could take \( m \) polynomial in the dimension and get a polynomial-time algorithm to approximate the squashed entanglement with additive error that is inverse polynomial in the dimension, which is ruled out by [Hua14]. Finally, a limitation of the method we propose is that the size of the SDPs grow quickly in practice and this makes it difficult to run except in very small dimension. It would be interesting to find more efficient methods.
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