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Abstract

A collection of distinct sets is called a sunflower if the intersection of any pair of sets equals the common intersection of all the sets. Sunflowers are fundamental objects in extremal set theory with relations and applications to many other areas of mathematics as well as theoretical computer science. A central problem in the area due to Erdős and Rado from 1960 asks for the minimum number of sets of size $r$ needed to guarantee the existence of a sunflower of a given size. Despite a lot of recent attention including a polymath project and some amazing breakthroughs, even the asymptotic answer remains unknown.

We study a related problem first posed by Duke and Erdős in 1977 which requires that in addition the intersection size of the desired sunflower be fixed. This question is perhaps even more natural from a graph theoretic perspective since it asks for the Turán number of a hypergraph made by the sunflower consisting of $k$ edges, each of size $r$ and with common intersection of size $t$. For a fixed size of the sunflower $k$, the order of magnitude of the answer has been determined by Frankl and Füredi. In the 1980’s, with certain applications in mind, Chung, Erdős and Graham and Chung and Erdős considered what happens if one allows $k$, the size of the desired sunflower, to grow with the size of the ground set. In the three uniform case $r = 3$ the correct dependence on the size of the sunflower has been determined by Duke and Erdős and independently by Frankl and in the four uniform case by Bucić, Draganić, Sudakov and Tran. We resolve this problem for any uniformity, by determining up to a constant factor the $n$-vertex Turán number of a sunflower of arbitrary uniformity $r$, common intersection size $t$ and with the size of the sunflower $k$ allowed to grow with $n$.

1 Turán numbers of sunflowers

A family $A_1, \ldots, A_k$ of distinct sets is said to be a sunflower if there exists a kernel $C$ contained in each of the $A_i$ such that the petals $A_i \setminus C$ are disjoint. For $r, k \geq 1$, let $f_r(k)$ denote the smallest natural number with the property that any family of $f_r(k)$ sets of size $r$ contains an ($r$-uniform) sunflower with $k$ petals. The celebrated Erdős-Rado theorem [15] from 1960 asserts that $f_r(k)$ is finite; in fact Erdős and Rado gave the following bounds:

$$(k-1)^r \leq f_r(k) \leq (k-1)^r r! + 1.$$  

They conjectured that for a fixed $k$ the upper bound can be improved to $f_r(k) \leq O(k)^r$. Despite significant efforts, a solution to this conjecture remains elusive. A recent breakthrough in this direction was obtained by Alweiss, Lovett, Wu and Zhang [1]. The ideas they developed to tackle this problem have found quite wide applications not only within combinatorics but also in theoretical computer science and probability theory. Their methods have since been pushed a bit further by Rao [34] (Tao [38] found a different proof of this result using Shannon entropy) and Bell, Chuehuecha and Warnke [2], giving the current record of $f_r(k) \leq O(k \log r)^r$.

About 45 years ago, Duke and Erdős [11] initiated the systematic investigation of a closely related problem, where one in addition fixes the size of the kernel of the sunflower. In particular, we seek the $r$-uniform sunflower with $k$ petals and kernel of size $t$, which we will denote by $S_r^{(k)}(k)$. Duke and Erdős asked for the minimum number of sets of size $r$ which guarantees us to be able to find $S_r^{(k)}(k)$. In other words, they ask for the Turán number of the sunflower $S_r^{(k)}(k)$. Over the years this problem has been reiterated several times [7, 27] including
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†The Turán number $\text{ex}(n, \mathcal{H})$ of an $r$-graph $\mathcal{H}$ is the maximum number of edges in an $r$-graph on $n$ vertices which does not contain a copy of $\mathcal{F}$ as a subhypergraph.
in a recent collaborative “polymath” project [33]. The case $k = 2$ of the problem (a certain fixed intersection size is forbidden) is better known as the restricted intersection problem and has received considerable attention over the years [20, 24, 26, 29, 30, 37], partly due to its huge impact in discrete geometry [25], communication complexity [36] and quantum computing [5]. Another case that has a rich history [12, 13, 14, 17, 18, 19, 23] is $t = 0$ (a matching of size $k$ is forbidden); the optimal construction in this case is predicted by the famous Erdős Matching Conjecture.

For fixed $r, t$ and $k$ with $1 \leq t \leq r - 1$ Frankl and Füredi [21] give a conjecture for the correct value of $\text{ex}(n, S_1^{(r)}(k))$ up to lower order terms, based on two natural candidates for near-optimal $S_1^{(r)}(k)$-free $r$-graphs. They verify their conjecture for $r \geq 2t + 3$, but otherwise, with the exception of a few particular small cases, it remains open in general. In terms of asymptotic results, Frankl and Füredi [20] showed in 1985 that $\text{ex}(n, S_1^{(r)}(k)) \approx_{r,k} n^{\max(r-t-1,t)}$.

While the above result of Frankl and Füredi tells us the correct order of magnitude of the Turán number for any sunflower of fixed size, as soon as we are interested in finding “larger” sunflowers, namely of size even very moderately growing with $n$, their bounds deteriorate drastically. For example, in the graph case ($r = 2$) there is an immediate, more precise result, namely $\text{ex}(n, S_1^{(2)}(k)) \approx nk$ and being able to find such stars, of size growing with $n$, is often very useful in a variety of situations. In general, the problem of obtaining the correct dependence of the Turán number not only on $n$, the size of our underlying graph, but also on $k$, the size of our sunflower, for hypergraphs of higher uniformity turns out to be more challenging. The 3-uniform case is already interesting: Duke and Erdős [11] and Frankl [16] showed $\text{ex}(n, S_1^{(3)}(k)) \approx nk^2$ and $\text{ex}(n, S_2^{(3)}(k)) \approx n^2k$, while Chung [6] even managed to determine the answer up to lower order terms. In the 1980’s Chung, Erdős and Graham [10] and Chung and Erdős [9], motivated by potential applications to the problem of finding optimal so-called unavoidable graphs and hypergraphs, consider what happens with Turán numbers of such large sunflowers with uniformity higher than 3. In the four uniform case this was only recently resolved in [4]. In this paper, we resolve this problem for any uniformity by determining the correct order of magnitude of the Turán number of sunflowers of arbitrary uniformity, in terms of both the size of the underlying graph and the size of the sunflower.

**Theorem 1.**

\[ \text{ex}(n, S_t^{(r)}(k)) \approx_r \begin{cases} n^{r-t-1} k^{t+1} & \text{if } t \leq \frac{r-1}{2}, \\ nk^{r-t} & \text{if } t > \frac{r-1}{2}. \end{cases} \]

The key special case of the above result is when $t = \frac{r-1}{2}$, which we refer to as the balanced case, since the petal and kernel of the balanced sunflower $S_t^{(2t+1)}(k)$ we seek are roughly of the same size. The importance of the balanced case is due to a relatively simple reduction of any other case to the balanced one. Furthermore, it turns out that it is connected to a number of interesting topics ranging from extremal set theory to optimisation theory and theoretical computer science.

The heart of our proof for the upper bound of the balanced case $r = 2t + 1$ is a reduction to the extremal problem asking for the existence of the following object.

**Definition.** A set family $\mathcal{A} \subseteq \mathcal{P}([N])$ is said to be a $(t + 1, t)$-system if:

- $\mathcal{A}$ is intersection closed, i.e. $\forall A, B \in \mathcal{A}$ we also have $A \cap B \in \mathcal{A}$,
- any subset of $[N]$ of size $t$ is contained in some set in $\mathcal{A}$ and
- for any $A \in \mathcal{A}$ we have $|A| \neq N \pmod{t + 1}$.

The specific case of interest for us is when $N = 2t + 1$, and in particular our reduction shows that provided such a system does not exist, Theorem 1 holds in the balanced case $t = \frac{r-1}{2}$.

In general the existence of $(t + 1, t)$-systems is related to a number of interesting topics. For example, it played an important role in a recent work on submodular optimisation [32], where using an algebraic argument it was

\(^2\text{We write \(\approx\) here instead of the more commonplace \(\Theta\) for clarity. For multi-valued functions we index the \(\approx\) with the terms which are considered to be constants.}\)
shown \((t+1, t)\)-systems do not exist when \(t+1\) is a prime power. Through our reduction this implies Theorem 1 when \(t+1\) is a prime power. On the other hand, a follow-up work focusing on boolean constraint satisfaction problems [3] shows that in fact \((t+1, t)\) systems do exist when \(t+1\) has two distinct prime divisors. Despite this, and due to the fact that these examples require a relatively large ground set, it turns out that in our case the \((t+1, t)\)-systems on ground set of size \(N = 2t + 1\) do not exist for any \(t\). Our proof of this statement for all \(t\) takes a slightly different approach, it follows closely an argument of Frankl and Füredi in [20] and relies on the following beautiful extremal set theoretic result of Frankl and Katona from 1979, which was originally inspired by a certain database design problem. They showed that among any collection of \(t+1\) subsets of \([t]\) there are \(a+1\) of them with intersection of size exactly \(a\).

**Notation.** Throughout the paper the uniformity of our hypergraphs is treated as a fixed constant in all our use of the asymptotic notation and we always assume that \(k\), the size of the desired sunflower, is at least 2.

## 2 Balanced sunflowers

In this section we prove the upper bound of Theorem 1 holds in the balanced case.

**Theorem 2.**

\[
\text{ex}(n, S_t^{(2t+1)}(k)) \leq O(n^{t}k^{t+1}).
\]

The proof is split into two parts corresponding to the following two subsections. In the first one we prove a key reduction to the existence problem of the \((t+1, t)\)-systems defined in the introduction. In the subsequent one we deal with the existence of \((t+1, t)\)-systems.

### 2.1 Reduction to the existence of \((t+1, t)\)-systems

The aim of this subsection is to prove the following key lemma.

**Lemma 3.** If there exists no \((t+1, t)\)-system with \(N = 2t + 1\), then \(\text{ex}(n, S_t^{(2t+1)}(k)) \leq O(n^{t}k^{t+1})\).

Before turning to its proof let us define a convenient piece of notation which we will use throughout the paper. Given an \(r\)-uniform hypergraph \(H\) and a subset \(S\) consisting of \(m\) of its vertices, we define the link graph \(L_S\) of \(S\) in \(H\) to be the \((r-m)\)-uniform hypergraph consisting of all \(r-m\) sets which together with \(S\) make an edge of \(H\).

**Observation 4.** Let \(H\) be an \(r\)-uniform hypergraph without \(S_t^{(r)}(k)\). Given any set \(S\) of \(t\) vertices in \(H\), its link graph \(L_S\) in \(H\) can be covered using at most \((k-1)(r-t)\) vertices.

**Proof.** \(L_S\) is an \((r-t)\)-uniform hypergraph and by assumption that \(H\) is \(S_t^{(r)}(k)\)-free, we know \(L_S\) has no set of \(k\) pairwise vertex disjoint edges. Taking a maximal collection of pairwise disjoint edges in \(L_S\) we know it contains at most \((k-1)(r-t)\) vertices and we know that every edge of \(L_S\) must contain one of them or we could extend the collection, contradicting maximality. Hence, these vertices provide us with the desired cover.

Before presenting the formal proof of Lemma 3, we try to give some intuition behind the key ideas. Let \(H\) be a \((2t+1)\)-uniform hypergraph with no copy of \(S_t^{(2t+1)}(k)\). Our goal is to show that \(H\) has at most \(O(n^{t}k^{t+1})\) edges. For each \(t\)-vertex set \(S\) in \(H\), we fix a cover \(\Phi(S)\) of \(L_S\) with \(|\Phi(S)| = O(k)\), provided by Observation 4. Suppose we wish to enumerate all the edges of \(H\). One way to do this is to choose \(v_1, \ldots, v_t\) to be any \(t\) distinct vertices, choose \(v_{t+1}\) to be a vertex in \(\Phi\{v_1, \ldots, v_t\}\), and choose the remaining vertices \(v_{t+2}, \ldots, v_{2t+1}\) arbitrarily. As any edge containing \(v_1, \ldots, v_t\) contains a vertex from \(\Phi\{v_1, \ldots, v_t\}\), we have enumerated all edges. Thus we obtain \(|E(H)| = O(n^{2t}k)\), an improvement over the trivial bound \(O(n^{2t+1})\).

How can we take this argument further? Suppose we have chosen the vertices \(v_1, \ldots, v_{t+1}\) as above. If there is an index \(i \in [t+1]\) such that for \(S = \{v_1, \ldots, v_{t+1}\} \setminus \{v_i\}\), the vertex \(v_i\) is not in \(\Phi(S)\), then we can choose the
next vertex $v_{t+2}$ from $\Phi(S)$ and proceed as before. In general, in each step we want to find a set $S$ of $t$ already chosen vertices such that $\Phi(S)$ contains none of the already chosen vertices. If we are always able to find such an $S$ we obtain our desired bound of $O(n^t k^{t+1})$.

More precisely, for each edge $e$ in $H$, we fix some ordering of its vertices and denote $e = (u_1, u_2, \ldots, u_{2t+1})$. For an edge $e$ and a set $I \subseteq [2t + 1]$, we will write $e_I$ for the subset of the edge consisting of vertices indexed by $I$, in other words $e_I = \{u_i \mid i \in I\}$. Looking at any set of indices $I \in \binom{[2t+1]}{t}$, we know there exists an index $j \in [2t + 1] \setminus I$ such that $u_j \in \Phi(e_I)$. This lets us define a function $f_e$ which assigns to each $t$-element subset $J$ of the coordinates a new coordinate, so outside of $I$, such that $u_j$ belongs to the cover $\Phi(e_I)$ of the link graph defined by the vertices of $e$ indexed by $I$. One should think of $f_e$ as the recipe for how to perform our counting strategy above. Since there are only $O(1)$ such possible functions $f_e$, it is enough to show that for any fixed such function $f$, we have at most $O(n^t k^{t+1})$ edges $e$ such that $f_e = f$. To do this we implement our strategy as described above and either find there can be at most $O(n^t k^{t+1})$ edges corresponding to this recipe or we “get stuck” which will precisely correspond to the existence of a $(t+1, t)$-system with $N = 2t + 1$, which we later show is impossible.

We make these arguments precise in the following proof.

**Proof of Lemma 3.** Let us assume there is no $(t+1, t)$-system with $N = 2t + 1$. Let $H$ be a $(2t+1)$-uniform hypergraph with no copy of $S^{(2t+1)}(k)$. Our goal is to show that $H$ has $O(n^t k^{t+1})$ edges.

Let $F$ be the family of all functions $f : \binom{[2t+1]}{t} \rightarrow [2t + 1]$ such that $f(I) \notin I$ for all $I \in \binom{[2t+1]}{t}$. We will assign to each edge of our hypergraph a type corresponding to a function $f \in F$. In particular, if we denote by $E_f$ the set of edges of type $f$ and for all $f \in F$ we show that $|E_f| = O(n^t k^{t+1})$, we are done, since $|F| = (t+1)^{2t+1} = O(1)$.

For any set $S$ of $t$ vertices, fix an arbitrary cover $\Phi(S)$ of $L_S$ of size at most $(k-1)(t+1)$, given by Observation 4.

Let $e$ be any edge and let us fix an arbitrary ordering of its vertices. We view $e$ as a $(2t+1)$-tuple $(u_1, \ldots, u_{2t+1})$. We define a function $f_e \in F$, which will be the type of $e$, as follows. Consider any set $I \in \binom{[2t+1]}{t}$ and let $e_I := \{u_i \mid i \in I\}$ be the subset of vertices of $e$ with indices in $I$. By definition of $\Phi$ as a cover, $\Phi(e_I) \cap e \neq \emptyset$, so there exists an index $j \in [2t + 1] \setminus I$ such that $u_j \in \Phi(e_I)$. Let $j$ be an arbitrary such index and set $f_e(I) = j$.

One should think of $f_e$ as an assignment to any subset of $t$ vertices of $e$ another vertex of $e$ which belongs to the cover $\Phi$ of this $t$-vertex subset.

For $f \in F$ we set $E_f = \{e \in E(H) \mid f_e = f\}$. Let us fix a function $f \in F$ for the remainder of the proof, as discussed before, it is enough to show that $|E_f| = O(n^t k^{t+1})$.

For every set $J \in \binom{[2t+1]}{t}$ we construct an extending sequence $J_0 \subseteq J_1 \subseteq \ldots$ together with an auxiliary sequence $I_1, I_2, \ldots$, as follows. For $i \geq 0$, suppose there is a set $I \in \binom{J_i}{t}$ such that $f(I) \notin J_i$. Let $I_{i+1}$ be an arbitrary such set, let $J_{i+1} = J_i \cup \{f(I_{i+1})\}$ and note that $|J_{i+1}| = |J_i| + 1$. If there is no such set, that is, $f(I) \in J_i$ for all $I \in \binom{J_i}{t}$, the sequence ends and we use $C(J) = J_i$ to denote the last set in the extending sequence starting with $J$.

We next show that if there exists a set $J$ for which $C(J) = [2t + 1]$, we have the desired bound on the number of edges of type $f$.

**Claim.** If there exists a set $J \in \binom{[2t+1]}{t}$ such that $C(J) = [2t + 1]$, then $|E_f| = O(n^t k^{t+1})$.

**Proof.** Let $J \in \binom{[2t+1]}{t}$ such that $C(J) = [2t + 1]$. Let $J = J_0 \subseteq J_1 \subseteq \ldots \subseteq J_{i+1} = [2t + 1]$ be the extending sequence of $J$ and $I_1, I_2, \ldots, I_{t+1}$ the auxiliary sequence, as given above. For convenience, let us reorder the coordinates so that $J_i = [t+i]$ for $0 \leq i \leq t + 1$ and consequently $f(I_i) = t+i$, for $1 \leq i \leq t+1$. We will construct a set of $O(n^t k^{t+1})$ different $(2t+1)$-tuples of vertices $(v_1, \ldots, v_{2t+1})$ which contains all edges in $E_f$ (also viewed as $(2t+1)$-tuples). First, we choose $v_1, \ldots, v_t$ to be any $t$ distinct vertices. For $1 \leq i \leq t+1$, let us assume we have already chosen $v_1, \ldots, v_{i-1}$ and let $S_i = \{v_j \mid j \in I_i\}$. As $I_i \subseteq J_{i-1} = [t+i-1]$ and we have already chosen the vertices $v_1, \ldots, v_{i-1}$, the set $S_i$ is well-defined. Then we choose $v_{i+1}$ to be any vertex in $\Phi(S_i)$. Let $T$ be the set of all $(2t+1)$-tuples constructed this way. One should think of this process as following the recipe given by type $f$ to generate all $(2t+1)$-tuples which could possibly correspond to an edge (viewed as a $(2t+1)$-tuple) of type $f$. 
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First observe that there are at most \(n^t\) ways to choose the vertices \(v_1, \ldots, v_t\) and at most \((k-1)(t+1)\) ways to choose each subsequent vertex \(v_i\), for \(t+1 \leq i \leq 2t+1\), thus \(|T| \leq n^t \cdot ((k-1)(t+1))^{t+1} = O(n^t k^{t+1})\).

Secondly, let us show that \(T\) indeed contains all edges in \(E_f\). For the sake of contradiction, consider an edge \(e = (u_1, \ldots, u_{2t+1}) \in E_f\) and suppose that \(e \notin T\). Then there is an index \(i\) such that we have chosen \(v_j = u_j\), for \(1 \leq j \leq i-1\), but we never choose \(v_i = u_i\). Clearly \(i > t\), as any \(t\)-tuple of distinct vertices is chosen for \(v_1, \ldots, v_t\).

Note that \(S_{i-t} = \{v_j \mid j \in I_{i-t}\} = \{u_j \mid j \in I_{i-t}\} = e_{i-t}, \) since \(I_{i-t} \subseteq J_{i-1} - 1 = [i-1]\). In particular, since we choose \(v_i\) to be any member of \(\Phi(S_{i-1})\), we have \(u_i \notin \Phi(S_{i-1})\). On the other hand, by our initial relabelling \(f(I_{i-t}) = i\) and since we assumed that \(e\) is of type \(f\), so \(f(e(I_{i-t})) = i\), this means that \(u_i \in \Phi(e(I_{i-t})) = \Phi(S_{i-1})\), a contradiction.

We conclude that \(E_f \subseteq T\) and thus \(|E_f| = O(n^t k^{t+1})\), as claimed.

Finally, we are left with the case when \(C(J) \neq [2t+1]\) for all \(J \in \binom{[2t+1]}{t}\). In this case we construct a \((t+1, t)\)-system on the ground set \([2t+1]\), contradicting our assumption. Let \(N = 2t+1\) and define

\[
A = \left\{ C \subseteq [N] \mid f(I) \in C, \forall I \in \binom{C}{t} \right\}.
\]

It is only left to verify that \(A\) is indeed a \((t+1, t)\)-system. Consider arbitrary sets \(A, B \in A\). For any \(I \in \binom{A \cap B}{t}\), we have \(f(I) \in A\) because \(A \in A\), and \(f(I) \in B\) because \(B \in A\). Thus, \(f(I) \in A \cap B\), implying \(A \cap B \in A\), that is, \(A\) is intersection-closed. Consider a set \(J \in \binom{N}{t}\). By assumption, \(C(J) \subseteq [2t+1]\) and satisfies \(f(I) \in C(J)\) for all \(I \in \binom{C(J)}{t}\). Hence, \(C(J) \in A\) which shows that any subset of \([N]\) of size \(t\) is contained in some set in \(A\). Note that \(N \equiv t \pmod{t+1}\) and \([N] \notin A\) by definition. Consider any \(J \in \binom{N}{t}\). As \(f \in F\), we have \(f(J) \notin J\), so \(J \notin A\). Therefore, no set \(A \in A\) satisfies \(|A| \equiv N \pmod{t+1}\) and we conclude that \(A\) is a \((t+1, t)\)-system.

### 2.2 The existence of \((t+1, t)\)-systems

In this subsection we study the existence of \((t+1, t)\)-systems. We begin by showing that no \((t+1, t)\)-system exists when \(t+1\) is a prime power, regardless of the value of \(N\). We include our proof as it is more elementary and much simpler than the previous ones given in [3] and [32].

**Proposition 5.** Let \(t+1\) be a prime power. Then there is no \((t+1, t)\) system.

**Proof.** Let \(t+1 = p^\alpha\) for some prime \(p\) and integer \(\alpha \geq 1\). First we calculate the residues of \(\binom{a}{t}\) modulo \(p\) for any value of \(a\). Let \(a = \sum_{i=0}^{\ell} a_i p^i\) be the expansion of \(a\) in base \(p\), where \(\ell \geq \alpha - 1\) and note that \(t = p^\alpha - 1 = \sum_{i=0}^{\alpha-1} (p-1)p^i\). By Lucas’ theorem [31]:

\[
\binom{a}{t} \equiv \prod_{i=0}^{\alpha-1} \binom{a_i}{p-1} \pmod{p}.
\]

The product on the right hand side is nonzero if and only if \(a_i = p-1\) for all \(0 \leq i \leq \alpha - 1\). Thus,

\[
\binom{a}{t} \equiv 0 \pmod{p} \iff a \not\equiv -1 \pmod{t+1}.
\]

Suppose \(A\) is a \((t+1, t)\)-system. By definition, each \(t\)-subset of \([N]\) is contained in some set in \(A\). Hence, we can use the inclusion-exclusion principle to count the number of \(t\)-subsets of \([N]\) as follows:

\[
\binom{N}{t} = \sum_{i=1}^{\lfloor A \rfloor} (-1)^{i+1} \sum_{F \subseteq A} \binom{|\bigcap_{t} E \in F|}{|F| - i}.
\]

By (2), the left hand side has nonzero residue modulo \(p\). Recall that \(A\) is intersection-closed and for all \(A \in A\), we have \(|A| \neq -1 \pmod{t+1}\). Hence, by (2), all the summands on the right hand side are congruent to 0 modulo \(p\), a contradiction.
In the rest of this subsection we show that no \((t+1,t)\)-system with \(N = 2t + 1\) exists, which combined with Lemma 3 completes the proof of Theorem 2. As mentioned in the introduction, the restricted ground set size \(N = 2t + 1\) plays a crucial role here, since it was shown in [3] that in general \((t+1,t)\)-systems do exist whenever \(t+1\) is not a prime power.

We will use the following extremal set theoretic result of Frankl and Katona [22] and we include its proof for completeness.

**Proposition 6.** Any collection of \(m + 1\) not necessarily distinct subsets of \([m]\) contains \(s\) sets whose intersection has size exactly \(s - 1\), for some \(s\), \(1 \leq s \leq m + 1\).

**Proof.** We prove the statement by induction on \(m\), with the base case \(m = 0\) being trivial. Now let \(m \geq 1\), \(A_1, \ldots, A_{m+1} \subseteq [m]\) and suppose, for the sake of contradiction, that no \(s\) sets have intersection of size exactly \(s - 1\) for any \(s\), \(1 \leq s \leq m + 1\). For \(x \in [m]\), denote by \(d(x)\) the number of sets \(A_1, \ldots, A_{m+1}\) containing \(x\).

First we show that \(x \in A_i\) implies \(d(x) \leq |A_i|\). Suppose \(x \in A_i\) and \(d(x) > |A_i|\) for some \(x \in [m], i \in [m + 1]\). Consider the collection of not necessarily distinct sets \(\{(A_j \cap A_i) \setminus \{x\} \mid j \neq i, x \in A_j\}\). There are \(d(x) - 1 > |A_i| - 1\) of these sets and they are subsets of \(A_i \setminus \{x\}\) which has size \(|A_i| - 1 \leq m - 1\). Thus, we may use the induction hypothesis to conclude there exist a positive integer \(s\) and indices \(j_1 < \ldots < j_s\) such that \(\bigcap_{i=1}^{s} (A_{j_i} \cap A_i) \setminus \{x\}\) is not a prime power. We will use the following extremal set theoretic result of Frankl and Katona [22] and we include its proof for completeness.

**Lemma 3.** If \(A_1, \ldots, A_{m+1}\) are not necessarily distinct subsets of \([m]\) and \(d(x) \leq |A_i|\) for any \(x \in [m], i \in [m + 1]\), then \(\bigcap_{i=1}^{s} (A_{j_i} \cap A_i) \setminus \{x\}\) is not a prime power.

**Proof.** Suppose \(F\) is a \((t+1,t)\)-system on \([N] = [2t+1]\). Let \(S\) be a minimal subset of \([N]\) not covered by \(F\), i.e. such that \(S \not\subseteq F\), \(\forall F \in F\). As \([N] \not\subseteq F\), the set \(S\) is well-defined. Since we know that any \(t\)-element subset is covered by the second defining property of the \((t+1,t)\)-system, we must have \(\ell = |S| \geq t + 1\). Without loss of generality, assume \(S = \{1, \ldots, \ell\}\). By minimality of \(S\), for any \(i \in [\ell]\) there must exist a set in \(F\) which covers \(S \setminus \{i\}\). In particular, let \(A_1, \ldots, A_{m+1} \in F\) be sets such that \(A_i \cap S = S \setminus \{i\}\), for \(i \in [\ell]\).

Our plan is to find a collection of sets among \(A_1, \ldots, A_{m+1}\) whose intersection has size precisely \(t\), contradicting the third property of a \((t+1,t)\)-system. Observe that for any \(m\) of these sets, the size of their intersection inside \([t+1]\) is exactly \(t + 1 - m\). To control the size of this intersection outside \([t+1]\), we will use Proposition 6.

For \(1 \leq i \leq t + 1\), let \(D_i = A_i \setminus [t+1]\). The sets \(D_1, \ldots, D_{t+1}\) all belong to the set \(\{t+2, \ldots, 2t+1\}\) of size \(t\), so by Proposition 6, there exists an integer \(s\) and indices \(1 \leq j_1 < j_2 < \ldots < j_s \leq t + 1\) such that \(|\bigcap_{i=1}^{s} D_{j_i}| = s - 1\). Let \(A := \bigcap_{i=1}^{s} A_{j_i} \in F\). We have

\[
|A| = |A \cap [t+1]| + |A \setminus [t+1]| = |[t+1] \setminus \{j_1, \ldots, j_s\}| + \bigcap_{j=1}^{s} D_{j_i} = t + 1 - s + s - 1 = t.
\]

Thus, \(|A| \equiv N \mod (t + 1)\), contradicting the assumption that \(F\) is a \((t+1,t)\)-system.

**3 Reduction to the balanced case**

In this section we will complete the proof of the upper bound part of Theorem 1. We begin by proving an auxiliary lemma.
Lemma 8. Let \( r \geq 2 \) and \( r > \ell \geq 1 \). Any \( n \)-vertex \( r \)-uniform hypergraph \( H \) without \( S_{i}^{(r)}(k) \) for all \( \ell \leq s \leq r - 1 \) has at most \( O(n^{t}k^{r-\ell}) \) edges.

**Proof.** We claim that for any subset \( S \) of at least \( \ell \) and at most \( r \) vertices of \( H \), its link graph \( L_{S} \) has size at most \( (rk)^{-|S|} \). We prove this by reverse induction on \( |S| \). As the basis if \( |S| = r \), its link graph consists of only the empty set and in particular has size 1. Now assume that for all subsets of size \( |S| + 1 \) our claim holds. The fact there is no \( S_{i}^{(r)}(k) \) in \( H \) implies through Observation 4 that there exists a cover of \( L_{S} \) of size at most \( (r - |S|)(k - 1) \leq rk \). In particular, the size of \( L_{S} \) is at most the sum of the sizes of the link graphs of \( L_{S \cup \{v \}} \) as \( v \) ranges over the vertices in the cover. Using the inductive assumption to bound the size of each of these link graphs we conclude \( |L_{S}| \leq rk \cdot (rk)^{-|S| - 1} = (rk)^{-|S|} \), as desired.

Since there are at most \( n^{t} \) sets of size \( \ell \) we conclude there are at most \( n^{t}(rk)^{-\ell} \leq O(n^{t}k^{r-\ell}) \) edges in \( H \). \( \square \)

We are now ready to complete the proof of the upper bound of Theorem 1 which we restate below for convenience.

**Theorem 9.** Let \( r > t \geq 0 \), then

\[
\text{ex}(n, S_{i}^{(r)}(k)) \leq \begin{cases} 
O(n^{t-1}k^{t+1}) & \text{if } t \leq \frac{r-1}{2}, \\
O(n^{t}k^{r-t}) & \text{if } t \geq \frac{r-1}{2}.
\end{cases}
\]

**Proof.** We proceed by induction on \( r \). The base case of \( r = 1 \) is immediate. Let us now assume \( r \geq 2 \) and we assume the theorem holds for all sunflowers with smaller uniformity.

Let \( H \) be an \( n \)-vertex \( r \)-uniform hypergraph with at least \( Cn^{r-t}k^{t+1} \) edges if \( 2t + 1 \leq r \) and at least \( Cn^{t}k^{r-t} \) edges if \( 2t + 1 \geq r \), where we choose \( C = C(r) \) large enough.

If \( r \leq 2t \) then there is a vertex \( v \) of \( H \) belonging to at least \( rC \cdot n^{t}k^{r-t} \) edges. Looking at the link graph of \( v \), it is \((r-1)\)-uniform, has \( n - 1 \) vertices and at least \( rC \cdot n^{t}k^{r-t} \) edges. Since \( t - 1 \geq \frac{r-2}{2} \) the induction hypothesis tells us \( \text{ex}(n - 1, S_{i-1}^{(r-1)}(k)) \leq O(n^{t-1}k^{r-t}) \). Choosing \( C \) large enough this guarantees a copy of \( S_{i-1}^{(r-1)}(k) \) inside the link graph of \( v \), which together with \( v \) makes the desired copy of \( S_{i}^{(r)}(k) \) in \( H \), as desired.

If \( r = 2t + 1 \) the result follows from Theorem 2 so we are left with the case when \( r \geq 2t + 2 \). Call a set \( L \) of vertices of \( H \) \( m \)-extending if there are \( m \) edges of \( H \), all of which contain \( L \) and are all disjoint outside of \( L \). In other words, they make a sunflower with \( L \) as a kernel.

The following claim exploits the fact that one can use \( m \)-extending sets to build a copy of \( S_{i}^{(r)}(k) \) in \( H \).

**Claim 1.** For any \( 1 \leq i \leq r - t - 1 \), there are at most \( \text{ex}(n, S_{i}^{(r-t)}(k)) \) \( rk \)-extending sets of size \( r - i \).

**Proof.** Let us assume the contrary, so there exist \( k \) distinct \( rk \)-extending sets of \( r - i \) vertices forming a copy of \( S_{i}^{(r-t)}(k) \). Then we can greedily extend them, one by one, to obtain a copy of \( S_{i}^{(r)}(k) \) in \( H \). Indeed, at any point, the union of the sets we constructed has size at most \( (k - 1)r \). Hence, the current one, having \( rk \) vertex disjoint choices of an \( i \) vertex set for its extension, can be chosen disjointly from all the previous ones. Therefore, \( H \) contains a copy of \( S_{i}^{(r)}(k) \), a contradiction. \( \square \)

We now show that by removing any edge of \( H \) containing an \( rk \)-extending \( r - i \) vertex set for some \( i \geq 1 \) we remove at most half of the edges from \( H \).

**Claim 2.** There are at most \( O(n^{r-t-1}k^{t+1}) \) edges of \( H \) which contain an \( rk \)-extending \( r - i \) vertex set for some \( i \leq r - t - 1 \).

**Proof.** We will first show there are at most \( O(n^{r-t-1}k^{t+1}) \) edges which contain an \( rk \)-extending \( r - 1 \) vertex set. Since \( t \leq \frac{r-2}{2} \), we know that there are at most \( \text{ex}(n, S_{i}^{(r-1)}(k)) \leq O(n^{r-t-2}k^{t+1}) \) \( rk \)-extending \( r - 1 \) vertex sets by Claim 1. Each of them belongs to at most \( n \) different edges so indeed at most \( O(n^{r-t-1}k^{t+1}) \) edges of \( H \) contain such a set. Let us remove all these edges from \( H \) to create \( H_{2} \). We now assume that we are given a
hypergraph $H_i$ which does not contain an $rk$-extending $r-j$ vertex set for any $j < i$ and we wish to count how many edges of $H_i$ contain an $rk$-extending $r-i$ vertex set.

By Claim 1, there are at most $\text{ex}(n, S_i^{(r-i)}(k))$ such $r-i$ sets. Given a fixed one, observe that its link graph in $H_i$, being an $i$-uniform hypergraph, contains no $S_j^{(1)}(rk)$ for any $1 \leq j < i$. Indeed, adding back in the $r-i$ set this would give rise to an $rk$-extendable set of size $r-i+j$ in $H_i$, which we have removed in one of the previous steps. By Lemma 8 (with $\ell = 1$ and $r = i$) this tells us the link graph can have size at most $O(nk^{i-1})$. Combining, this implies that at most $O(nk^{i-1}) \cdot \text{ex}(n, S_i^{(r-i)}(k))$ edges of $H_i$ contain an $rk$-extending $r-i$ vertex set.

If $2t \leq r-i-1$ then

$$\text{ex}(n, S_i^{(r-i)}(k)) \leq O(n^{r-i-1}k^{t+1})$$

so the total number of our edges is

$$O(n^{r-i-1}k^{t+i}) \leq O(n^{r-t-1}k^{t+1})$$

since $i \geq 1$ and we may assume $k \leq n$ (otherwise the claim is vacuous).

If $2t > r-i-1$, then

$$\text{ex}(n, S_i^{(r-i)}(k)) \leq O(n^{t}k^{r-i-t}),$$

so the total number of our edges is

$$O(n^{t+1}k^{r-t-1}) \leq O(n^{r-t-1}k^{t+1})$$

which holds since $r \geq 2t+2$ and since, as before, we may assume $k \leq n$. \hfill \Box

After removing any of the edges counted by the claim, the remainder graph has no $S_{r-i}^{(r)}(rk)$ for $1 \leq i < r-t$, since a kernel of any such sunflower would be an $rk$-extending set of $r-i$ vertices. Lemma 8 with $\ell = t+1$ now tells us that there at most $O(n^{t+1}k^{r-t-1}) \leq O(n^{r-t-1}k^{t+1})$ edges remaining. Since we also removed at most this many edges by the claim, we are done. \hfill \Box

4 Lower bounds

In this section we will establish the lower bounds on $\text{ex}(n, S_i^{(r)}(k))$ which will complete the proof of Theorem 1. Observe first that if $k = \Omega(n)$ then our goal is to show that $\text{ex}(n, S_i^{(r)}(k)) \geq \Omega(n^r)$. This holds since the complete $r$-uniform hypergraph on $t+k(r-t)-1 = |S_i^{(r)}(k)| - 1$ vertices has $\Omega(k^r) = \Omega(n^r)$ edges and clearly does not contain $S_i^{(r)}(k)$. So we only need to prove our lower bounds when $k \leq cn$ for an arbitrary constant $c$.

We will use two fundamentally different classes of examples depending on which side of the balanced case we are on, in other words whether the size of the kernel of our forbidden sunflower is larger or smaller than half of the uniformity. We begin with the easier case when the kernel is smaller.

**Lemma 10.** Let $r \geq 2t+1 \geq 1$ and $k \leq n/2$, then

$$\text{ex}(n, S_i^{(r)}(k)) \geq \Omega(n^{r-t-1}k^{t+1}).$$

**Proof.** Let $s = \text{max}\{k-1, t+1\}$. We take $A$ to be a set of $n-s$ vertices and $B$ a set of $s$ vertices. We now choose $H$ to be the hypergraph with vertex set $A \cup B$ consisting of all edges which have exactly $r-t-1$ vertices in $A$ and $t+1$ vertices in $B$. Such an $H$ has

$$\binom{n-s}{r-t-1} \cdot \binom{s}{t+1} \geq \Omega(n^{r-t-1}k^{t+1})$$

edges, where the case when $s = t + 1$ follows since this means $k \geq t + 2$ is a constant. To complete the proof we will show it does not contain $S_i^{(r)}(k)$. If $s = t + 1$, any two edges intersect in more than $t$ vertices so the statement is trivial. Otherwise, $s = k-1$ and let us assume to the contrary that there is a copy $S$ of $S_i^{(r)}(k)$ in
Let us assume we have already chosen edges from different stages intersect in \( V \), although for our purposes a much older result of Rödl [35] which says that such objects in which only \( S \) edges of only a single \( S \) must be using edges of only a single \( S \). We will choose the edges of our desired hypergraph on a vertex set \( V \).

**Proof.** We will do so in a way that ensures that no two edges from different stages intersect in \( V \) or more vertices. This ensures that any copy of \( S^{(r)}_r \) we may find must be using edges of only a single \( S \), which is impossible since the number of vertices in a copy of \( S^{(r)}_r \) is \( (r-t)k+t+1 > |V_i| \).

Let us assume we have already chosen \( V_1, \ldots, V_t \) and \( S_1, \ldots, S_t \) for some \( 0 \leq i \leq \Omega((n/k)^t) \). Let us choose \( v_1, \ldots, v_n \) independently and uniformly at random from \( V \). Observe first that the probability that \( v_1, \ldots, v_r \) are all distinct is at least \( 1 - \left( \frac{1}{2} \right)^r \cdot \frac{n}{t} \geq \frac{1}{2} \). Second, conditioning on \( v_1, \ldots, v_r \) being all distinct, observe that the probability that \( t \) vertices among them were chosen inside of some \( V_j \) with \( j \leq i \) is by a union bound at most

\[
i \cdot \binom{r}{t} \cdot \left( \frac{(r-t)k+t-1}{n} \right)^t \leq \frac{1}{2}.
\]

This means that with probability at least \( 1/4 \) the vertices \( v_1, \ldots, v_r \) are all distinct and at most \( t-1 \) of them belong to the same \( V_j \), for any \( j \leq i \). The same holds for any \( r \)-tuple of our random vertices of which there are \( \binom{(r-t)k+t-1}{r} \). In particular, there is an outcome in which at least \( 1/4 \) \( \binom{(r-t)k+t-1}{r} \geq \Omega(k^r) \) of the \( r \)-tuples satisfy these two properties. We set \( V_{i+1} = \{ v_1, \ldots, v_r \} \) and we let \( S_{i+1} \) consist of all such \( r \)-tuples. In particular, \( |S_{i+1}| \geq \Omega(k^r) \) and no edge in \( S_{i+1} \) contains more than \( t-1 \) vertices in any \( V_j \) with \( j \leq i \). The latter condition ensures, as we described above, that there is no \( S^{(r)}_r \) and the former combined with the fact we may perform \( \Omega((n/k)^t) \) many stages that we in total construct at least \( \Omega(n^r k^{r-t}) \) edges, as desired.

---

H. Note that each edge of \( S \) must have one of its \( r-t \) vertices not in the kernel of \( S \) belonging to \( B \) (since every edge of \( H \) has exactly \( r-t-1 \) vertices inside \( A \)). If we take one such vertex for each of the \( k \) edges of \( S \) we know they all belong to \( B \) and must be distinct since they do not belong to the kernel of \( S \). This is a contradiction to \(|B| = k - 1\), completing the proof.

A slightly refined version of this construction where one takes the set \( B \) to be larger but only allows certain subsets of size \( t+1 \) of \( B \) to participate in the edges is conjectured by Frankl and Füredi [21] to be nearly optimal for this case, when both \( k \) and \( r \) are assumed to be constant. In particular, they conjecture that one should choose the allowed subsets of \( B \) based on the optimal example for the classical Erdős-Rado sunflower conjecture mentioned in the introduction, so that there is no sunflower of size \( k \), for any size of the kernel, made by the allowed \( t+1 \)-vertex subsets of \( B \).

Turning to the other, slightly more involved regime, let us first describe the example which Frankl and Füredi conjectured is optimal in this case as it will provide some motivation for our actual construction. Let us start with a \( (t, (r-t)k+t-1, n) \) Steiner system \( S \), defined as an \( ((r-t)k+t-1) \)-uniform \( n \)-vertex hypergraph in which every \( t \) element subset of the vertices belongs to precisely one edge. That such objects exist, for fixed values of \( t, r, k \), and infinitely many values of \( n \) follows from a recent remarkable breakthrough result of Keevash [28], although for our purposes a much older result of Rödl [35] which says that such objects in which only \( 1-o(1) \) proportion of \( t \)-element subsets belong to an edge would be sufficient. To get the example of Frankl and Füredi, one now takes \( H \) to be the \( r \)-uniform hypergraph obtained by choosing for every edge of \( S \) all its \( r \) element subsets to be edges of \( H \). It is not hard to check that such an \( H \) has no \( S^{(r)}_r \) and that in fact has \( \Omega(n^r k^{r-t}) \) edges. This example establishes the lower bound in our problem as well provided \( k \) is also a constant, however once one allows \( k \) to grow with \( n \) the above approach stops to work and, in particular, the required Steiner systems can be seen not to even exist if \( k \) is large enough in terms of \( n \). The approximate approach of [35] allows \( k \) to grow with \( n \) but only very slowly. Our new contribution here is to identify in some sense the correct, easier to ensure property, even when \( k \) is linear in \( n \), which still suffices to prevent the existence of \( S^{(r)}_r \).

**Lemma 11.** Let \( 2t \geq r > t \geq 0 \) and \( k \leq n/r^2 \), then

\[
ex(n, S^{(r)}_r) \geq \Omega(n^r k^{r-t}).
\]

**Proof.** We will choose the edges of our desired hypergraph on a vertex set \( V \) of size \( n \) in multiple stages. At stage \( i \) we first choose a subset of at most \( s = (r-t)k+t-1 \) vertices \( V_i \) and then a collection of edges \( S_i \) only using vertices from \( V_i \) and add them to the edge set of \( H \). We will do so in a way that ensures that no two edges from different stages intersect in \( t \) or more vertices. This ensures that any copy of \( S^{(r)}_r \) we may find must be using edges of only a single \( S_i \), which is impossible since the number of vertices in a copy of \( S^{(r)}_r \) is \( (r-t)k+t+1 > |V_i| \).

Let us assume we have already chosen \( V_1, \ldots, V_t \) and \( S_1, \ldots, S_t \) for some \( 0 \leq i \leq \Omega((n/k)^t) \). Let us choose \( v_1, \ldots, v_n \) independently and uniformly at random from \( V \). Observe first that the probability that \( v_1, \ldots, v_r \) are all distinct is at least \( 1 - \left( \frac{1}{2} \right)^r \cdot \frac{n}{t} \geq \frac{1}{2} \). Second, conditioning on \( v_1, \ldots, v_r \) being all distinct, observe that the probability that \( t \) vertices among them were chosen inside of some \( V_j \) with \( j \leq i \) is by a union bound at most

\[
i \cdot \binom{r}{t} \cdot \left( \frac{(r-t)k+t-1}{n} \right)^t \leq \frac{1}{2}.
\]

This means that with probability at least \( 1/4 \) the vertices \( v_1, \ldots, v_r \) are all distinct and at most \( t-1 \) of them belong to the same \( V_j \), for any \( j \leq i \). The same holds for any \( r \)-tuple of our random vertices of which there are \( \binom{(r-t)k+t-1}{r} \). In particular, there is an outcome in which at least \( 1/4 \) \( \binom{(r-t)k+t-1}{r} \geq \Omega(k^r) \) of the \( r \)-tuples satisfy these two properties. We set \( V_{i+1} = \{ v_1, \ldots, v_r \} \) and we let \( S_{i+1} \) consist of all such \( r \)-tuples. In particular, \( |S_{i+1}| \geq \Omega(k^r) \) and no edge in \( S_{i+1} \) contains more than \( t-1 \) vertices in any \( V_j \) with \( j \leq i \). The latter condition ensures, as we described above, that there is no \( S^{(r)}_r \) and the former combined with the fact we may perform \( \Omega((n/k)^t) \) many stages that we in total construct at least \( \Omega(n^r k^{r-t}) \) edges, as desired.
5 Concluding remarks

In this paper we determined the correct order of magnitude of the Turán number of sunflowers of any uniformity, in terms of both the size of the underlying graph and the size of the sunflower. In the process we link this problem to a number of interesting topics from a variety of areas including optimisation theory, theoretical computer science and design theory.

Frankl and Füredi determined the correct dependence of \( \text{ex}(n, S_t^{(r)}(k)) \) on \( n \), our result generalises this and provides the correct dependence on both \( n \) and \( k \) so a natural next question would be to, in addition, determine the correct dependence on \( r \). Here the first step which already might hold some interest is to determine what the answer is in the simplest case \( t = 1 \), where for example we know the answer up to lower order terms for \( r = 3 \), thanks to Chung [6].

As mentioned in the introduction one of the motivations of Chung and Erdős (see e.g. [8, 9]) for raising the question of what happens if one allows \( k \) to grow with \( n \) is the relevance of this problem to the so-called unavoidability problem. It asks, across all \( r \)-uniform hypergraphs \( H \) with a fixed number of edges what is the smallest \( n \)-vertex Turán number of \( H \). The answer is now known, up to a constant factor, in the graph case as well as in the 3 and 4 uniform cases. In fact Chung and Erdős say that one of the main obstructions to the solution of this problem lies in the fact that \( \text{ex}(n, S_t^{(r)}(k)) \) is not that well understood. The reason behind this is the fact that in all known cases sunflowers, and in particular ones with size growing with \( n \), provide the basic building blocks for the actual optimal unavoidable hypergraphs. As such, our result completely resolves this issue and makes an essential first step towards a resolution of the unavoidability problem for any uniformity.

Sunflowers are perhaps the most natural examples of sparse hypergraphs. This leads to the question of whether results similar to ours can be obtained for other natural families of sparse hypergraphs. In particular, a specific family called generalised stars was suggested in [4] based on the fact that the actual optimal unavoidable hypergraphs, at least in the currently known cases, always turn out to be generalised stars. The \( r \)-uniform generalised star \( S_t^{(r)}(d_1, \ldots, d_r) \) is defined recursively to consist of \( d_1 \) vertex disjoint copies of the hypergraph consisting of a “root” vertex whose link graph is equal to \( S_{t-1}(d_2, \ldots, d_r) \). So for example \( S_t^{(r)}(k) = S_t^{(r)}(1, \ldots, 1, k, 1, \ldots, 1) \) where \( k \) appears as the \( t \)-th entry. Apart from being interesting in its own right, understanding the \( n \)-vertex Turán number of generalised stars, where \( d_i \) is allowed to grow with \( n \) seems to be the next essential step towards the proof of the unavoidability conjecture of Chung and Erdős.

Finally, another potentially interesting further direction might be to understand what happens if we exclude multiple sunflowers simultaneously. In particular, what is the maximum number of edges in an \( r \)-uniform hypergraph which contains no \( S_t^{(r)}(k) \) for any \( t \) in some given subset \( T \subseteq [r-1] \). Our result resolves the case when \( T \) is a single element subset. Some further examples include taking \( T = \{0, 1, \ldots, r-1\} \) in which case we find ourselves in the setting of the classical Erdős-Rado sunflower conjecture discussed in the introduction. In fact, understanding the answer to this question for \( T = \{0, 1 \ldots, t-1\} \) has been raised as one of the initial problems in the proposal by Kalai for the Polymath project [33] surrounding this conjecture. Another natural instance is when \( T = \{\ell, \ell + 1, \ldots, r-1\} \), which in some sense translates to \( \ell \)-element subsets having a bounded codegree. We note that in all these examples determining the correct dependency on \( k \) is fairly easy and the main question is the correct dependency on \( r \). However, as evidenced by our result on the single element set case, even the correct dependency on \( k \) for an arbitrary set \( T \) seems to be far from immediate.
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