Effective potential and mass behavior of a self-interacting scalar field theory due to thermal and external electric and magnetic fields effects
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Abstract In this article we address the subject of finding the behavior of a charged scalar field $\phi$ under the influence of external constant magnetic and electric fields, perpendicular to each other, including also thermal effects. For this purpose we derive an expression for the corresponding bosonic propagator. As an application, we explore, in the weak field sector, the mass correction for the self interacting $\lambda \phi^4$ theory when only one type of field, including finite temperature, is present and the case where both fields are included in the analysis. We also analyze the phase diagram associated to spontaneous symmetry breaking of the theory finding inverse magnetic catalysis (IMC) or inverse electric catalysis (IEC) for the cases where only a magnetic field or only an electric field are present, respectively. In both cases, taken separately, we have a scenario where the critical temperature associate to symmetry restoration diminishes as function of the corresponding field strengths. A similar situation happens when both type of fields are simultaneously present. We have dubbed this case as inverse magnetic-electric catalysis (IMEC). In this situation, both fields cooperate for the occurrence of IMEC.

1 Introduction

In this article we derive a propagator for a charged scalar field in the presence of constant external magnetic and electric fields. This propagator is used then to explore the mass behavior of the $\phi$ field, in the frame of a self-interacting $\lambda \phi^4$ theory, as function of temperature and the external magnetic and electric field strengths, taking both fields simultaneously. As a second application, we analyze the phase diagram of this theory starting from the broken phase. For this purpose we find the effective potential, including the resummation of ring diagrams, finding the dependence of the critical temperature on the external electromagnetic field strengths.

In the existing literature, different aspects concerning the behavior of hadronic parameters and the properties of the QCD phase diagram in the presence of thermal and external magnetic effects have been considered during the last years [1–28]. In [29] we might find general review articles concerning the role of magnetic effects in strongly interacting matter. In particular, it is interesting to mention that it is possible to find inverse magnetic catalysis in the frame of effective models, in agreement with the well known results from the lattice community [30], i.e. the fact that the critical temperature diminishes with the magnetic field strength. We have analyzed this point by a careful discussion of symmetry restoration both in a self-interacting scalar field model as well as in the linear sigma field coupled to quarks, dealing in the last case with chiral symmetry restoration. It turns out that this can only be achieved by going beyond the mean field approximation, through a ring diagram resummation. [31,32]. A recent review about these facts, including a discussion of thermo-magnetic effects in the Nambu-Jona-Lasinio model, is presented in [33]. A discussion of the effective potential, in the case where we have a pure external electric field, shows the occurrence of electric anticatalysis for small values of the electric field, whereas catalysis appears
for high values of the electric field strength [34,35]. We also want to mention, in the context of the influence of external fields, a complete different aspect, namely the evolution of the residues of renormalons in this theory under the influence of an electric field which has also recently been addressed by some of us. [36].

In this article we would like to consider the situation or scenario where the effects of both kind of external fields, electric and magnetic, are taken into account. The physical scenario where such a case appears corresponds to peripheral collisions of asymmetric heavy ions. For example, in Au-Cu collisions an electric dipole type field is generated due to the imbalance of the number of charged particles (protons) in both nuclei. This field will basically be perpendicular to the magnetic field generated also under such conditions. In [37] we might find an analysis when both types of fields are present, but in a parallel configuration, which corresponds actually to the chiral magnetic effect. For the purpose of analyzing collisions between asymmetric nuclei, however, the configuration where both fields are perpendicular to each other is the relevant one.

This article is organized as follows. In Sect. 2 we derive the bosonic propagator in the presence of external constant magnetic and electric fields, in a perpendicular configuration relative to each other. We also present the propagator’s expansion for the case of weak fields. In Sect. 3 we make use of the propagator to find the electromagnetic mass correction of the charged scalar field. In Sect. 4 we proceed with the discussion of the effective potential at the one loop level, including also ring corrections, finding the behavior of the critical temperature where the symmetry is restored as function of the magnetic and electric field strengths. Finally, in Sect. 5 we present our conclusions.

2 The boson propagator in the presence of an electric and magnetic field

We begin with the proper time representation for a charged boson propagator in the presence of an external electromagnetic field encoded in the $F^{\mu\nu}$ tensor [38,39] which is given by

$$D(p) = \int_0^\infty dt \, e^{-m^2t} e^{ip\left(\frac{\tan(Z)}{2}\right)} e^{ip\nu v} \sqrt{\det(\cos(Z))},$$  

(1)

where $Z^{\mu\nu} \equiv q F^{\mu\nu} t$, with $q$ the electric charge and $p$ the euclidean four-momentum defined as $p = (p_1, p_2, p_3, p_4)$. Our analysis is presented in the Euclidean formulation.

As we said in the introduction, we are interested in a configuration where $B \perp \hat{E}$. Without loss of generality, we assume that $\hat{B} = B_0 \hat{z}$ and $\hat{E} = E_0 \hat{z}$ that is

$$F^{\mu\nu} = \begin{bmatrix} 0 & B_0 & 0 & iE_0 \\ -B_0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ -iE_0 & 0 & 0 & 0 \end{bmatrix}. \quad (2)$$

Thus, we can decompose $F^{\mu\nu}$ as

$$F^{\mu\nu} = iE_0 E^{\mu\nu} + B_0 B^{\mu\nu}, \quad (3)$$

where

$$E^{\mu\nu} = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 \end{bmatrix}$$ \quad (4)

and

$$B^{\mu\nu} = \begin{bmatrix} 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}. \quad (5)$$

Let us compute the square of $F^{\mu\nu}$

$$(F^{2})^{\mu\nu} = E_0^2 (E^{\mu\nu})^2 + B_0^2 (B^{\mu\nu})^2 + iE_0 B_0 S^{\mu\nu}, \quad (6)$$

with

$$E_0^2 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad (7)$$

$$B_0^2 = \begin{bmatrix} -1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} \quad (8)$$

and

$$S^{\mu\nu} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 \end{bmatrix}. \quad (9)$$

We find the following relations for the powers of $F^{\mu\nu}$

$$(F^{2n})^{\mu\nu} = \left[- \left(-E_0^2 + B_0^2\right)\right]^{n-1} (F^{2})^{\mu\nu}, \quad (10)$$

$$(F^{2n+1})^{\mu\nu} = \left[- \left(-E_0^2 + B_0^2\right)\right]^{n} F^{\mu\nu} \forall n \in \mathbb{N}^0. \quad (11)$$

Summarizing, we have

$$(F^{0})^{\mu\nu} \equiv \delta^{\mu\nu}, \quad (12)$$

$$(F^{2n})^{\mu\nu} = (-\lambda^2)^{n-1} (F^{2})^{\mu\nu}, \quad (13)$$

$$(F^{2n+1})^{\mu\nu} = (-\lambda^2)^{n} F^{\mu\nu} \forall n \in \mathbb{N}^0, \quad (14)$$

where we have defined

$$\lambda^2 \equiv -E_0^2 + B_0^2. \quad (15)$$
With these relations, we obtain

$$\left[\cos(Z)\right]^{\mu\nu} = \delta^{\mu\nu} + 2\frac{\sin^2(\frac{1}{2}q\lambda t)}{\lambda^2} \left(F^2\right)^{\mu\nu}$$

$$\Rightarrow \det[\cos(Z)] = \cos^2(q\lambda t), \quad (16)$$

and

$$\left[\frac{\tan(Z)}{Z}\right]^{\mu\nu} = \delta^{\mu\nu} - \left[\frac{\tan(q\lambda t)}{q\lambda t} - 1\right] \left(F^2\right)^{\mu\nu} \frac{1}{\lambda^2} \quad (17)$$

Finally, inserting Eqs. (16) and (17) in Eq. (1), we get

$$D(p) = \int_0^\infty dt e^{-i\left(p_3^2 + \frac{1}{\sqrt{2}}(B_0 p_1 - i E_0 p_2)^2 + m^2\right)}$$

$$\times e^{-\frac{\tan(q\lambda t)}{\sqrt{q\lambda t}}} \left(p_3^2 + \frac{1}{\sqrt{2}}(B_0 p_1 + i E_0 p_2)^2\right)$$

$$\times \cos(q\lambda t)$$

$$= \int_0^\infty dt e^{-i\left(p_3^2 + \frac{1}{\sqrt{2}}(B_0 p_1 + i E_0 p_2)^2 + m^2\right)}$$

$$\times e^{-\frac{\tanh\left(\frac{q\lambda t}{\sqrt{q\lambda t}}\right)}{\sqrt{q\lambda t}}} \left(p_3^2 + \frac{1}{\sqrt{2}}(B_0 p_1 + i E_0 p_2)^2\right)$$

$$\times \cosh(q\lambda t). \quad (18)$$

2.1 Weak field expansion of the propagator

In order to find a weak field expansion for the propagator, we follow the ideas presented in [40]. Our computation, in [40] also revealed that the dominant region for the integration over the proper-time parameter is the small $t$ region and that, in order to obtain analytical results, this region can be extended to cover the whole original domain $0 \leq t \leq \infty$. Therefore, we can perform a Taylor expansion for small $E_0$ and $B_0$ values in Eq. (18), using the expressions

$$\frac{\tanh(x)}{x} \approx 1 - \frac{1}{3}x^2 + \frac{2}{15}x^4$$

$$x \approx 1 - \frac{1}{2}x^2 \quad (19)$$

$$e^x \approx 1 + x. \quad (20)$$

After integrating the above expression in the proper time $t$, we obtain the expansion of the propagator given in Eq. (18) up to the order $O(E^2)$ and $O(B^2)$. We get

$$D(p) \approx \frac{1}{p^2 + m^2} + \frac{4i p_4 p_2 (qB)(qE)}{(p^2 + m^2)^4}$$

$$+ \frac{(qE)^2 (m^2 + p^2 - 2(p_3^2 + p_1^2))}{(p^2 + m^2)^4}$$

$$- \frac{(qB)^2 (m^2 + p^2 - 2p_3^2)}{(p^2 + m^2)^4}, \quad (22)$$

where $p_\perp = (0, p_1, p_2, 0)$. It is important to avoid $p_\perp^4$ terms in the numerator of the above expression. When going into a finite temperature scenario, those terms are cumbersome to be handled. We can write the previous expression as

$$D(p) \approx \frac{1}{p^2 + m^2} + \frac{4i p_4 p_2 (qB)(qE)}{(p^2 + m^2)^4}$$

$$- \frac{(qE)^2 + (qB)^2}{(p^2 + m^2)^4}$$

$$+ 2(qE)^2 p_\perp^2 + (qE)^2 (p_3^2 + p_1^2)$$

$$+ \frac{2(qE)^2 m^2}{(p^2 + m^2)^4}. \quad (23)$$

3 Mass correction

There are several quantities that could be analyzed using the propagator derived in the previous section. Perhaps, the most simple situation is the analysis of the electromagnetic mass correction, including also temperature effects valid for the whole range of temperature. Next, we will consider the effective potential, including ring contributions. We remember that we are dealing here with the $\lambda \phi^4$ theory,

$$L = (D_\mu \phi)^\dagger D^\mu \phi + \mu^2 \phi^\dagger \phi - \frac{\lambda}{4} (\phi^\dagger \phi)^2, \quad (24)$$

where $\phi$ is a charged scalar field and

$$D_\mu = \partial_\mu + i q A_\mu. \quad (25)$$

The squared mass parameter $\mu^2$ and the self-coupling $\lambda$ are taken to be positive. Notice that we are in the broken phase. We can write the complex field $\phi$ in terms of real components $\sigma$ and $\chi$,

$$\phi(x) = \frac{1}{\sqrt{2}}[\sigma(x) + i \chi(x)],$$

$$\phi^\dagger(x) = \frac{1}{\sqrt{2}}[\sigma(x) - i \chi(x)]. \quad (26)$$

Following the usual procedure that allows the occurrence of spontaneous symmetry breaking, the $\sigma$ field develops a vacuum expectation value $v$

$$\sigma \rightarrow \sigma + v. \quad (27)$$
which can later be taken as the order parameter of the theory. After this shift, the Lagrangian can be rewritten as

$$\mathcal{L} = -\frac{1}{2}[\sigma(\partial_\mu + iqA_\mu)^2\sigma] - \frac{1}{2}\left(\frac{3\lambda v^2}{4} - \mu^2\right)\sigma^2 - \frac{1}{2}[\chi(\partial_\mu + iqA_\mu)^2\chi] - \frac{1}{2}\left(\frac{\lambda v^2}{4} - \mu^2\right)\chi^2$$

$$+ \frac{\mu^2}{2}v^2 - \frac{\lambda}{16}v^4 + \mathcal{L}_I,$$

where $\mathcal{L}_I$ is given by

$$\mathcal{L}_I = -\frac{\lambda}{16}(\sigma^4 + \chi^4 + 2\sigma^2\chi^2),$$

From Eq. (28) we see that the $\sigma$ and $\chi$ masses are given by

$$m_{\sigma}^2 = \frac{3}{4}\lambda v^2 - \mu^2,$$

$$m_{\chi}^2 = \frac{1}{4}\lambda v^2 - \mu^2.$$  

(30)

For the discussion of the propagator, we will consider only the $\sigma$ boson mass correction which is given by

$$m_\sigma(T, B, E) = m_0 + \Pi_\sigma(T, B, E),$$

(31)

where $m_0$ is the bare mass of the $\sigma$ field, being $m_\sigma(T, B, E)$ the mass at the one loop level, corrected by temperature and the external electromagnetic fields. The Feynman diagrams that contribute to the self-energy of the $\sigma$ field are shown in figure Fig. (1).

Therefore, the self-energy $\Pi_\sigma(T, B, E)$ corresponds to

$$\Pi_\sigma(T, B, E) = \frac{\lambda}{4}(12\Pi(m_\sigma) + 2\Pi(m_\chi)),$$

(32)

where

$$\Pi(m_i) \equiv \Pi = T \sum_n \int \frac{d^3p}{(2\pi)^3} D(\omega_n, p, m_i).$$

(33)

being $m_i$ the $\sigma$ or the $\chi$ mass. Finite temperature effects are handled in the imaginary time formalism in the usual way, i.e.

$$p_4 \rightarrow \omega_n = 2\pi n T, \ n \in \mathbb{Z}.$$  

(34)

where the integral in $p_4$ converts into a sum over Matsubara frequencies according to,

$$\int \frac{d^4p}{(2\pi)^4} f(p) = T \sum_{n \in \mathbb{Z}} \int \frac{d^3p}{(2\pi)^3} f(\omega_n, p),$$

(35)

where we have introduced the notation $p = (p_1, p_2, p_3)$. To calculate Eq. (33) in an analytic way, we proceed through the weak field expansion of the propagator, up to a quadratic order of Eq. (23), getting

$$\Pi = T \sum_n \int \frac{d^3p}{(2\pi)^3} \left[ \frac{1}{\omega_n^2 + p^2 + m^2} + \frac{4ip_2\omega_n(qB)(qE)}{(\omega_n^2 + p^2 + m^2)^2} \right.$$  

$$\left. - \frac{(qE)^2 + (qB)^2}{(\omega_n^2 + p^2 + m^2)^2} \right. + \frac{2(qE)m^2}{(\omega_n^2 + p^2 + m^2)^3}$$

$$\left. \equiv \Pi_1 + \Pi_{\Pi} + \Pi_{III} + \Pi_{IV} + \Pi_V, \right.$$  

(36)

where

$$\Pi_1 = T \sum_n \int \frac{d^3p}{(2\pi)^3} \frac{1}{\omega_n^2 + p^2 + m^2},$$

$$\Pi_{\Pi} = T \sum_n \int \frac{d^3p}{(2\pi)^3} \frac{4ip_2\omega_n(qB)(qE)}{(\omega_n^2 + p^2 + m^2)^2},$$

$$\Pi_{III} = -T \sum_n \int \frac{d^3p}{(2\pi)^3} \frac{(qE)^2 + (qB)^2}{(\omega_n^2 + p^2 + m^2)^3},$$

$$\Pi_{IV} = T \sum_n \int \frac{d^3p}{(2\pi)^3} \frac{2(qE)m^2}{(\omega_n^2 + p^2 + m^2)^3},$$

$$\Pi_V = T \sum_n \int \frac{d^3p}{(2\pi)^3} \frac{2(qE)m^2}{(\omega_n^2 + p^2 + m^2)^4}.$$  

(37)

The first term in the above expression corresponds just to the vacuum plus a thermal contribution. The second term vanishes, due to symmetry reasons, when doing the integral in $p_2$. Then we have a sequence of a pure thermal term followed by thermomagnetic and thermoelastic contributions. Let us first calculate $\Pi_1$,

$$\Pi_1 = T \sum_n \int \frac{d^3p}{(2\pi)^3} \frac{1}{\omega_n^2 + p^2 + m^2} \times \frac{1}{2\sqrt{p^2 + m^2}} \int_0^\infty \frac{p^2}{2\sqrt{p^2 + m^2}} \left( 1 + 2n_B\left(\sqrt{p^2 + m^2}\right) \right).$$

(38)

We do first the sum over Matsubara frequencies according to

$$T \sum_n \frac{1}{\omega_n^2 + p^2 + m^2} = \frac{1}{2\sqrt{p^2 + m^2}} \times \left( 1 + 2n_B\left(\sqrt{p^2 + m^2}\right) \right).$$

(39)

where $n_B$ is the Bose-Einstein distribution

$$n_B(x) = \frac{1}{e^{x/T} - 1}. \tag{40}$$
The first term in Eq. (38) is handled through the standard renormalization procedure in the $\overline{\text{MS}}$ scheme, and we obtain
\begin{equation}
\frac{1}{2\pi^2} \int_0^\infty \frac{p^2}{2\sqrt{p^2 + m^2}} = -\frac{m^2}{16\pi^2} \left( \ln \left( \frac{\mu^2}{m^2} \right) - \frac{1}{2} \right),
\end{equation}
where $\tilde{\mu}$ is the ultraviolet renormalization scale. The second term in Eq. (38) is
\begin{equation}
\frac{1}{2\pi^2} \int_0^\infty dp \frac{p^2}{\sqrt{p^2 + m^2}} n_B \left( \sqrt{p^2 + m^2} \right) = \frac{1}{2\pi^2} \sum_{n=0}^\infty \int_0^\infty \frac{p^2 e^{-(n+1)\sqrt{p^2 + m^2}/T}}{\sqrt{p^2 + m^2}} = mT \frac{\sum_{n=1}^\infty K_1(nm/T)}{n},
\end{equation}
where the modified Bessel function $K_n(x)$ has the form
\begin{equation}
K_n(x) = \int_0^\infty du e^{-x \cosh(u)} \cosh(au).
\end{equation}
It is easy to see that $\Pi_{II}$ vanishes. Let us proceed now to calculate $\Pi_{III}$.
\begin{equation}
\Pi_{III} = -\frac{1}{2} \left( \frac{\partial}{\partial m^2} \right)^2 T \sum_n \int \frac{d^3p}{(2\pi)^3} \frac{\omega_n^2 + p^2 + m^2}{(\omega_n^2 + p^2 + m^2)}.
\end{equation}
where we have employed
\begin{equation}
\frac{(-1)^n}{n!} \left( \frac{\partial}{\partial m^2} \right)^n \frac{1}{\omega_n^2 + p^2 + m^2} = \frac{1}{(\omega_n^2 + p^2 + m^2)^{n+1}}.
\end{equation}
Making use of the Matsubara frequencies according to Eq. (39), we obtain
\begin{equation}
\Pi_{III} = \frac{(qE)^2 + (qB)^2}{2} \left( \frac{\partial}{\partial m^2} \right)^2 \frac{1}{2\pi^2} \int_0^\infty dp \frac{p^2}{2\sqrt{p^2 + m^2}} \times \left( 1 + 2n_B \left( \sqrt{p^2 + m^2} \right) \right).
\end{equation}
We notice that the first term in the previous expression does not correspond to the vacuum, as it was the case in $\Pi_I$. Here we have pure electric and magnetic contributions. The integral can be done using Eq. (43) getting
\begin{equation}
\Pi_{III} = -\frac{(qE)^2 + (qB)^2}{32\pi^2 m^2} \left[ \frac{1}{32\pi^2 m^2} \right] + \frac{1}{16\pi^2 m T} \sum_{n=1}^\infty nK_1(nm/T).
\end{equation}
In order to calculate $\Pi_{IV}$ we use first Eq. (45) with $n = 3$, finding
\begin{equation}
\Pi_{IV} = -\frac{1}{6} \left( \frac{\partial}{\partial m^2} \right)^3 T \sum_n \int \frac{d^3p}{(2\pi)^3} \frac{(qB)^2 p_2^3 + (qE)^2 (p_3^2 + p_2^2)}{(\omega_n^2 + p^2 + m^2)^{3/2}}.
\end{equation}
Due to the symmetry of the integral we can replace $p_2^3 = 2p/3$ and $p_3^2 + p_2^2 = 2p/3$, having then
\begin{equation}
\Pi_{IV} = -\frac{2((qB)^2 + (qE)^2)}{9} \left( \frac{\partial}{\partial m^2} \right)^3 \int_0^\infty dp \frac{p^2}{(2\pi)^3} (\omega_n^2 + p^2 + m^2) \times (1 + 2n_B(\sqrt{p^2 + m^2})).
\end{equation}
After the sum over Matsubara frequencies we get
\begin{equation}
\Pi_{IV} = -\frac{((qB)^2 + (qE)^2)}{9\pi^2} \left( \frac{\partial}{\partial m^2} \right)^3 \int_0^\infty dp \frac{p^4}{2\sqrt{p^2 + m^2}} \times (1 + 2n_B(\sqrt{p^2 + m^2})).
\end{equation}
In an analogous way to the case $\Pi_{III}$, the purely electric and magnetic cases are obtained by calculating the integrals whereas for the temperature dependent case we use Eq. (43), obtaining
\begin{equation}
\Pi_{IV} = \frac{(qB)^2 + (qE)^2}{48\pi^2 m^2} \left[ \frac{1}{48\pi^2 m^2} \right] - \frac{1}{24\pi^2 m T} \sum_{n=1}^\infty nK_1(nm/T).
\end{equation}
Finally, we calculate $\Pi_V$ by means of the same procedure as in the previous cases, i.e. using Eq. (45) proceeding then with the sum over Matsubara frequencies. We obtain
\begin{equation}
\Pi_V = \frac{(qE)^2 m^2}{6\pi^2} \left( \frac{\partial}{\partial m^2} \right)^3 \int_0^\infty dp \frac{p^2}{2\sqrt{p^2 + m^2}} \times \left( 1 + 2n_B \left( \sqrt{p^2 + m^2} \right) \right),
\end{equation}
and using Eq. (43), we have
\begin{equation}
\Pi_V = (qE)^2 \left[ \frac{1}{48\pi^2 m^4} \right] + \frac{1}{48\pi^2 m^2 T} \sum_{n=1}^\infty nK_2(nm/T).
\end{equation}
Putting together all different contributions, we finally obtain

$$
\Pi = - \frac{m^2}{16\pi^2} \left( \ln \left( \frac{\tilde{\mu}^2}{m^2} \right) + 1 \right) + \frac{mT}{2\pi^2} \sum_{n=1}^{\infty} \frac{K_1(nm/T)}{n} + \frac{1}{96\pi^2 T^2} \frac{[(qE)^2 - (qB)^2]^2}{m^2} + \frac{(qE)^2}{48\pi^2 T^2} \sum_{n=1}^{\infty} nK_2(nm/T) - \frac{5}{48\pi^2 T^2} \frac{[(qE)^2 + (qB)^2]^2}{m^2} \sum_{n=1}^{\infty} nK_1(nm/T). \tag{54}
$$

Notice that we have separated the thermal part, the electromagnetic contribution, the electro-thermal contribution and the thermo-magnetic contribution, respectively. Using our result for the self-energy correction, we will proceed now to present graphs for Eq. (31). As a reference value for the bare mass we will take the pion mass, i.e. \( m_0 = 140 \text{ MeV} \).

The idea is to show a graph with the evolution of the sigma mass in terms of temperature and the electric and magnetic field intensities. Since in the self-energy calculation our results are valid for the whole range of temperature values, we will make a graph for the sigma mass as function of temperature (without any restrictions) for different strengths of the magnetic and electric field strengths, staying nevertheless always in the weak sector in both cases. This is shown in Fig. 2.

The blue curve represents the temperature mass evolution in absence of electric and magnetic fields. The orange curve corresponds to the case where the electric field vanishes but where the magnetic field has the value of 0.9\( m_0^2 \). The green curve corresponds to the opposite case where the magnetic field vanishes and where the electric field has the value of 0.9\( m_0^2 \). Finally, the red curve represents the case where both fields have an intensity of 0.9\( m_0^2 \). We observe that the mass grows, as we in fact expected, as function of temperature. In addition, we notice that when only the electric field is present the mass grows also with temperature. In the case where we only have a magnetic field, the mass diminishes for low temperature. When temperature becomes bigger than \( T \approx 65 \text{ MeV} \) the mass starts to grow. Finally, when both fields are present, the mass follows the same pattern. It diminishes for small temperature values, until \( T \approx 75 \text{ MeV} \), the fields induce an a less pronounces increasing behavior for the mass.

In order to get a different perspective, we show in Fig. 3 a graph for the mass evolution as function of the strengths of the fields in the \( T = 0 \) case. The blue curve represents the evolution of the sigma mass as function of the magnetic field when the electric field vanishes whereas the opposite case, the evolution of the mass as function of the electric field when the magnetic field vanishes, is represented by the orange curve. Finally, the green curve represents the mass evolution as function of both field intensities (growing the field strengths in the same proportion). We observe that for the zero temperature case, in the presence of only a magnetic field (blue curve) the mass diminishes. The opposite situation happens for a pure electric field (orange curve) where the mass grows with the field intensity. Finally, for the case when both kind of fields are present and growing in the same proportion, the mass remains constant (green curve).

### 4 Effective potential

As we said in the previous section, we want also to analyze the effective potential for our \( \lambda \phi^4 \) model, including the contribution of ring diagrams, in the presence of a weak electromagnetic external fields and temperature contributions, as well, being these effects valid for the whole range of temperature values.
In our model, the tree level potential is given by

\[ V^{(\text{tree})} = -\frac{1}{2} \mu^2 v^2 + \frac{1}{16} \lambda v^4, \quad (55) \]

The effective potential at the one loop level corresponds to [41,42]

\[ V^{(\text{1-loop})} = \sum_{i=\sigma,\chi} \left( \frac{T}{2} \sum_n \int \frac{d^3 p}{(2\pi)^3} \ln[D(\omega_n, p, m_i)]^{-1} \right) \]

\[ = \sum_{i=\sigma,\chi} \left( \frac{T}{2} \sum_n \int dm_i^2 \int \frac{d^3 p}{(2\pi)^3} D(\omega_n, p, m_i) \right) \]

\[ \equiv \frac{T}{2} \sum_n \int dm^2 \int \frac{d^3 p}{(2\pi)^3} D(\omega_n, p, m), \quad (56) \]

where in the last equality we denoted \( m_i \) as \( m \). It is understood that the result corresponds to the sum of both contributions. Using now the propagator according to Eq. (23), we get

\[ V^{(\text{1-loop})} = \frac{T}{2} \sum_n \int dm^2 \int \frac{d^3 p}{(2\pi)^3} \left[ \frac{1}{\omega_n^2 + p^2 + m^2} \right. \]

\[ + \frac{4i p_2 \omega_n (q B)(q E)}{(\omega_n^2 + p^2 + m^2)^2} - \left( \frac{q E^2}{\omega_n^2 + p^2 + m^2} \right)^2 \]

\[ + \frac{2(q B^2)p_1^2 + (q E)^2 (p_2^2 + p_3^2)}{(\omega_n^2 + p^2 + m^2)^4} \]

\[ + \frac{2(q E^2)^2 m^2}{(\omega_n^2 + p^2 + m^2)^4} \]

\[ \equiv V_I + V_{\Pi} + V_{\text{III}} + V_{IV} + V_V, \quad (57) \]

where

\[ V_I = \frac{T}{2} \sum_n \int dm^2 \int \frac{d^3 p}{(2\pi)^3} \frac{1}{\omega_n^2 + p^2 + m^2} \]

\[ V_{\Pi} = \frac{T}{2} \sum_n \int dm^2 \int \frac{d^3 p}{(2\pi)^3} \frac{4i p_2 \omega_n (q B)(q E)}{(\omega_n^2 + p^2 + m^2)^2} \]

\[ V_{\text{III}} = -\frac{T}{2} \sum_n \int dm^2 \int \frac{d^3 p}{(2\pi)^3} \frac{q E^2}{(\omega_n^2 + p^2 + m^2)^2} \]

\[ V_{IV} = \frac{T}{2} \sum_n \int dm^2 \int \frac{d^3 p}{(2\pi)^3} \frac{2(q B^2)p_1^2 + (q E)^2 (p_2^2 + p_3^2)}{(\omega_n^2 + p^2 + m^2)^4} \]

\[ V_V = \frac{T}{2} \sum_n \int dm^2 \int \frac{d^3 p}{(2\pi)^3} \frac{2(q E^2)^2 m^2}{(\omega_n^2 + p^2 + m^2)^4}. \quad (58) \]

The procedure is analogous to the previous calculation. For the case \( V_I \) we have a vacuum contribution and an exclusively thermal part obtaining in the MS scheme,

\[ V_I = -\frac{m^4}{64\pi^2} \left( \ln \left( \frac{\mu^2}{m_i^2} \right) + \frac{3}{2} \right) - \frac{m^2 T^2}{2\pi^2} \sum_{n=1}^{\infty} K_2(nm_i/T). \]

The case \( V_{\Pi} = 0 \) due to the integral in \( dp_2 \) and for the case \( V_{\text{III}} \) we have

\[ V_{\text{III}} = (\frac{(q E)^2}{2} + (q B)^2) \]

\[ \times \left[ \frac{1}{64\pi^2} \ln \left( \frac{\mu^2}{m_i^2} \right) + \frac{1}{16\pi^2} \sum_{n=1}^{\infty} K_0(nm/T) \right]. \quad (60) \]

Using the same strategy employed for the term \( \Pi_{IV} \), for \( V_{IV} \) we obtain

\[ V_{IV} = -((q E)^2 + (q B)^2) \]

\[ \times \left[ \frac{1}{96\pi^2} \ln \left( \frac{\mu^2}{m_i^2} \right) - \frac{1}{144\pi^2} \right. \]

\[ \left. - \frac{1}{24\pi^2} \sum_{n=1}^{\infty} K_0(nm/T) \right]. \quad (61) \]

Finally, for \( V_{V} \), we get

\[ V_{V} = -(q E)^2 \left[ \frac{1}{96\pi^2} \ln \left( \frac{\mu^2}{m_i^2} \right) + \frac{1}{96\pi^2} \right. \]

\[ + \frac{1}{24\pi^2} \sum_{n=1}^{\infty} K_0(nm/T) \frac{m}{48\pi^2 T} \]

\[ \left. \sum_{n=1}^{\infty} K_1(nm/T) \right]. \quad (62) \]

The sum of all contributions gives us finally the one loop effective potential

\[ V^{(1\text{-loop})} = \sum_{i=\sigma,\chi} \left( -\frac{m_i^4}{64\pi^2} \left( \ln \left( \frac{\mu^2}{m_i^2} \right) + \frac{3}{2} \right) \right. \]

\[ - \frac{m_i^2 T^2}{2\pi^2} \sum_{n=1}^{\infty} K_2(nm_i/T) \]

\[ + \frac{(q B)^2 - (q E)^2}{192\pi^2} \ln \left( \frac{\mu^2}{m_i^2} \right) \]

\[ + \frac{5[(q E)^2 + (q B)^2]}{48\pi^2} \sum_{n=1}^{\infty} n K_0(nm_i/T) \]

\[ + (q E)^2 \left[ -\frac{1}{288\pi^2} - \frac{1}{24\pi^2} \sum_{n=1}^{\infty} \frac{K_0(nm_i/T)}{n} \right. \]

\[ \left. - \frac{m_i}{48\pi^2 T} \sum_{n=1}^{\infty} K_1(nm_i/T) \right] + (q B^2)^2 \right]. \quad (63) \]

4.1 The ring potential

The ring contribution is given by [41,42]

\[ V^{(\text{ring})} = \frac{T}{2} \sum_n \int \frac{d^3 p}{(2\pi)^3} \ln[1 + \Pi(\omega_n, p) D(\omega_n, p)]. \quad (64) \]
The previous expression can be written as
\[
V^{(\text{ring})} = \frac{T}{2} \sum_{n} \int \frac{d^3 p}{(2\pi)^3} \ln \left[ \left( D(\omega_n, p) \right)^{-1} + \Pi(\omega_n, p) \right] \\
\times \left( D(\omega_n, p) \right)
\]
\[
= \frac{T}{2} \sum_{n} \int \frac{d^3 p}{(2\pi)^3} \ln[D(\omega_n, p)] \\
+ \frac{T}{2} \sum_{n} \int \frac{d^3 p}{(2\pi)^3} \ln[D(\omega_n, p)]^{-1} + \Pi(\omega_n, p)].
\]
(65)

Notice that by considering the sum of the one loop and rings contributions, we get
\[
V^{(1\text{-loop})} + V^{(\text{ring})} = \frac{T}{2} \sum_{n} \int \frac{d^3 p}{(2\pi)^3} \ln \left[ D(\omega_n, p) \right]^{-1} \\
+ \Pi(\omega_n, p). 
\]
(66)

Therefore, it is not necessary to calculate something else. In fact, we have just to replace the mass \( m^2 \) by \( m^2 + \Pi \) in Eq. (63). The expression for the effective potential up to ring order is given by
\[
V^{(\text{tree})} + V^{(1\text{-loop})} + V^{(\text{ring})} = \frac{T}{2} \sum_{n} \int \frac{d^3 p}{(2\pi)^3} \ln \left[ D(\omega_n, p) \right]^{-1} \\
+ \Pi(\omega_n, p) \\
- \frac{1}{2} \mu^2 v^2 + \frac{1}{16} \lambda v^4 \\
+ \sum_{i=\sigma,\lambda} \left( \frac{(m_i^2 + \Pi_i)^2}{64\pi^2} \ln \left( \frac{\sqrt{\mu^2}}{m_i^2 + \Pi_i} \right) \right) + \frac{3}{2} \\
- \frac{(m_i^2 + \Pi_i) T^2}{2\pi^2} \sum_{n=1}^{\infty} K_2(n\sqrt{m_i^2 + \Pi_i}/T) \\
+ \frac{(qB)^2 - (qE)^2}{192\pi^2} \ln \left( \frac{\sqrt{\mu^2}}{m_i^2 + \Pi_i} \right) \\
+ \frac{5(qE)^2 + (qB)^2}{48\pi^2} \sum_{n=1}^{\infty} nK_0(n\sqrt{m_i^2 + \Pi_i}/T) \\
+ (qE)^2 \left[ - \frac{1}{288\pi^2} - \frac{1}{24\pi^2} \sum_{n=1}^{\infty} K_0(n\sqrt{m_i^2 + \Pi_i}/T) \right] \\
- \frac{m_i}{48\pi^2 T} \sum_{n=1}^{\infty} K_1(n\sqrt{m_i^2 + \Pi_i}/T) + \frac{(qB)^2}{144\pi^2},
\]
(67)
where \( \Pi_i \) is given by Eq. (32). We stress that the inclusion of rings is crucial for the analyticity of the effective potential, avoiding the appearance of imaginary mass terms. If we want to determine the critical temperature where the symmetry is restored, we need to explore the behavior of the effective potential as function of the expectation value \( v \). It becomes more flat for a growing temperature as shown in Fig. 4. At the critical temperature the first and second derivatives, in fact, all derivatives, vanish becoming then convex for \( T > T_c \). Here we have to do with a second order phase transition since in the whole procedure no degenerated vacuums appear. We obtain, then, the behavior of the critical temperature as function of the strengths of the electromagnetic fields which is shown in Fig. 5. The blue curve corresponds to the case where we have only an electric field and the blue curve corresponds to the case where only a magnetic field is present.
5 Conclusions

The main novelty of this work is the derivation of a bosonic propagator in a proper time representation, when external constant magnetic an electric fields are simultaneously present in a perpendicular configuration. Since this propagator is quite cumbersome, in order to get analytical results we have presented a weak field approximation which makes possible to get analytic results for mass corrections and for the effective potential due to the electric and magnetic field effects, including also temperature in the discussion. We worked in the frame of a complex scalar self-interacting field theory. Our results for the mass correction were presented in Figs. 2 and 3. The mass grows with temperature when we also turn the electric field on. When the magnetic field is turned on, however, the mass diminishes for small temperature values (up to $T \approx 65 MeV$). For higher temperature values, it starts again to grow. For the situation where both fields are present, the mass also diminish for small temperatures (up to $T \approx 75 MeV$) having a less pronounced growing behavior for higher temperatures. From Fig. 3 When $T = 0$ we see that the mass diminishes as function of the magnetic field strength, growing with the intensity of the electric field. These opposite behaviors can also be observed in other scenarios as, for example, the determination of scattering lengths or the dependence of renormalon residues [44–47].

As an important conclusion about the effective potential, we want to stress the occurrence of IMC or IEC for the cases where only a magnetic field or only an electric field are present, respectively. IMEC was clearly found, when both fields or the data will not be deposited. [Authors' comment: There are no references for a bosonic propagator in the presence of an external magnetic and electric field. The existing literature, quotes in our article, refers only to the fermionic case.]
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