A computationally efficient method for sensitivity matrix calculation in magnetic induction tomography
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Abstract. Magnetic induction tomography (MIT) is a method of electromagnetic parameter reconstruction in the object region by measuring the magnetic field and the induced voltage. The governing equations for the forward problem in MIT is derived to apply FEM and the forward problem is solved. In order to solve the inverse problem, a fast algorithm for the calculation of the sensitivity matrix is derived and the numerical simulation is carried out. The conductivity distribution is reconstructed and it is verified that the presented algorithm is computationally efficient and correct.

1. Introduction
Magnetic induction tomography (MIT) [1] is a noncontact and non-destructive imaging technology, which is able to measure conductivity and other parameters. It can be widely applied in biological, medical, industrial, agricultural and other scientific research areas. The theoretical basis of magnetic induction imaging is eddy current in electromagnetic field. The sinusoidal ac current in the exciting coil generates a primary field. The primary field induces eddy currents in the target domain, and the eddy currents then produce a secondary field. The total time-varying field produces induction voltages in the detection coils, and the induction voltages are measured, then the electromagnetic parameters of the measured object are obtained.

The solution process of magnetic induction tomography contains two problems: the forward problem and the inverse problem. Given the distribution of conductivity or other parameters with an excitation current, the forward problem calculates the estimated measurement signals from the sensors. Given the excitation current, results from the forward problem and measured data from detection coils, the inverse problem determines the distribution of the conductivity or other parameters in the field. The methodology of the inverse problem in MIT has been studied by various researchers, such as the convolution and back-projection method [2]. However, the sensitivity based inverse problem solver is the most common procedure in MIT. This paper derives the governing equations from the Maxwell equation for this electromagnetic field problem, and a fast calculation for the sensitivity matrix is established.

2. FEM based numerical solution for the forward problem
The aim of the forward problem in MIT is to estimate the induced voltages on the detection coils when the electromagnetic parameters are known and the excitation coils are excited with given currents. In fact, the forward problem of MIT is substantially a boundary value problem [3]. In this section, the governing equations are derived based on [4] and then FEM is applied to solve the forward problem in MIT.
2.1. Governing equations for the boundary value problem
As shown in figure 1, the whole target domain contains the eddy current region $\Omega_1$ and the non-conducting region $\Omega_2$. The interface between $\Omega_1$ and $\Omega_2$ is $\partial \Omega_1$ and the outer boundary of the whole region is $\partial \Omega$. The current source only exists in the non-conducting region.

![Figure 1. Schematic of the boundary value problem.](image)

We start with the differential form of Maxwell’s equations as below. Considering the sinusoidal steady state situation, the phasor form is used in the following discussion.

\[
\nabla \times \mathbf{H} = \mathbf{J} + j\omega \mathbf{D} \tag{1}
\]

\[
\nabla \times \mathbf{E} = -j\omega \mathbf{B} \tag{2}
\]

\[
\nabla \cdot \mathbf{B} = 0 \tag{3}
\]

\[
\nabla \cdot \mathbf{D} = \rho \tag{4}
\]

With the assumption of isotropic materials, we have the constitutive equations

\[
\mathbf{B} = \mu \mathbf{H} \tag{5}
\]

\[
\mathbf{D} = \varepsilon \mathbf{E} \tag{6}
\]

\[
\mathbf{J} = J_s + \sigma \mathbf{E} \tag{7}
\]

As the quasi-static field conditions are satisfied, the displacement current can be neglected. Substituting equation (5), (6) and (7) into equation (1), we have

\[
\nabla \times \left( \frac{1}{\mu} \mathbf{B} \right) = J_s + (\sigma + j\omega\varepsilon) \mathbf{E} \tag{8}
\]

Introducing the magnetic vector potential $\mathbf{A}$

\[
\mathbf{B} = \nabla \times \mathbf{A} \tag{9}
\]

Then the Maxwell’s second equation can be rewritten as

\[
\nabla \times (\mathbf{E} + j\omega \mathbf{A}) = 0 \tag{10}
\]

Introducing the electric scalar potential $U$

\[
\mathbf{E} + j\omega \mathbf{A} = -\nabla U \tag{11}
\]

Substituting equation (9) and (11) into equation (8), we have

\[
\nabla \times \left( \frac{1}{\mu} \nabla \times \mathbf{A} \right) + j\omega \mathbf{A} + \nabla (\gamma U) = J_s \tag{12}
\]

in which

\[
\gamma = \sigma + j\omega\varepsilon \tag{13}
\]

Taking the divergence of equation (12), we have

\[
j\omega \nabla \cdot (\gamma \mathbf{A}) + \nabla \cdot (\gamma \nabla U) = 0 \tag{14}
\]

In the eddy current region $\Omega_1$, the governing equations are as follows.
\[ \nabla \times \left( \frac{1}{\mu} \nabla \times A \right) + j\omega \sigma A + \sigma \nabla U = 0 \]  
\hspace{1cm} (15)

\[ j\omega \nabla \times (\sigma A) + \nabla \times (\sigma \nabla U) = 0 \]  
\hspace{1cm} (16)

In the non-conducting region \( \Omega_2 \),

\[ \nabla \times \left( \frac{1}{\mu} \nabla \times A \right) = J_s \]  
\hspace{1cm} (17)

According to the field theory, a vector field’s divergence, as well as curl, needs to be defined in order to determine it uniquely. Here we use the Coulomb gauge \( \nabla \cdot A = 0 \) and substitute the well-known vector identity \( \nabla \times \nabla \times M = \nabla (\nabla \cdot M) - \nabla^2 M \) into equation (12), then

\[ \nabla^2 A + \nabla \ln \mu \times \nabla \times A - \mu \gamma (j\omega A + \nabla U) = J_s \]  
\hspace{1cm} (18)

If we concentrate on the conductivity and permittivity, and assume that the variation of permeability to be pretty small, which is true in terms of most bio tissues, the second term on the left end of equation (12) can be neglected. Besides, the primary magnetic field is far greater than the secondary field, thus the gradient of electric potential can also be neglected. The simplified version of (18) is as follows.

\[ \frac{1}{\mu} \nabla^2 A = j\omega \gamma A - J_s \]  
\hspace{1cm} (19)

2.2. The FEM solver for the forward problem

The basic thoughts of finite element method is that it converts the original differential equations into the variation of a functional equivalently, then uses field discretization and local interpolation to transfer the original problem into a matrix equation problem to get the answer.

Using equation (19) as an example, the equivalent variation problem is as follows.

\[ J(A) = \frac{1}{2} \int \left( \frac{1}{\mu} \nabla^2 A + j\omega \gamma A^2 - 2J_s A \right) dv = \min \]  
\hspace{1cm} (20)

It is hard to solve equation (20) directly because the integration cannot be intuitively calculated. We divide the whole region into finite small elements, and set a local interpolation function in every element, then we have

\[ A = \sum_{i=1}^{n_e} \left( N_i^e A_i \right) \]  
\hspace{1cm} (21)

in which the index \( i \) indicates nodes in an element, \( N_i^e \) is the \( i \)th node’s shape function of the element \( e \). Substituting equation (21) into equation (20), we get the multivariate function form of the original problem. Let all the partial derivative equal to zero and solve the matrix equation, then the answer is achieved. Other field quantities and potentials can be obtained through the basic equations.

3. Fast Calculation of sensitivity matrix

If a function \( U = F(\gamma) \) can be established from the forward problem, we are expecting to get \( \gamma = F^{-1}(U) \) from it so that we can solve the inverse problem. However, considering the ill-conditioning of the inverse problem, this inverse function can hardly be calculated directly. Take the Taylor expansion of \( U = F(\gamma) \) at point \( \gamma = \gamma_0 \), we get

\[ U = F(\gamma) \approx F(\gamma_0) + \frac{\partial F}{\partial \gamma} \left( \gamma - \gamma_0 \right) + O\left( \| \gamma - \gamma_0 \|_2^2 \right) \]  
\hspace{1cm} (22)

We call \( S = \frac{\partial F}{\partial \gamma} \) the sensitivity matrix.
Hence $\Delta U = S \Delta y$.

The straightforward way of calculating the sensitivity matrix is to add a small disturbance to every voxel and record the voltage change in every coil. However, this is such a time consuming process that can hardly be used in practice. The calculation of sensitivity matrix needs some simplification.

Let us carry on two measurements on the same testing region [5], with index 1 and 2. In the first measurement, coil 1 is excited and in the second measurement coil 2 is excited. For two pairs of electric field intensity and magnetic field intensity generated by sources in finite space, we have

$$\int (J_{s1} \cdot E_2 - J_{s2} \cdot E_1 + (\gamma_1 - \gamma_2) E_1 \cdot E_2 + j \omega (\mu_1 - \mu_2) H_1 \cdot H_2) \, dv = 0$$

(25)

It is readily seen that

$$\int J_{s1} \cdot E_2 \, dv - \int J_{s2} \cdot E_1 \, dv = -\int (\gamma_1 - \gamma_2) E_1 \cdot E_2 \, dv + \int j \omega (\mu_1 - \mu_2) H_1 \cdot H_2 \, dv$$

(26)

The first term on the left end of equation (26) is the integral of $E$ along the path of coil 1 in the second measurement, which equals to the induced voltage on coil 1 multiplied by $I_1$. And the second term has the same physical meaning. Hence

$$\Delta Z = - \int \delta y \frac{E_1 \cdot E_2}{I_1 I_2} \, dv + \int j \omega \delta \mu \frac{H_1 \cdot H_2}{I_1 I_2} \, dv$$

(27)

Using the discrete form, the integral turns into sum, neglecting the permeability term, and we can calculate the element in the sensitivity matrix as follows.

$$S_{i-j,k} = \frac{\partial V_{ij}}{\partial \gamma_k} = - \frac{1}{I_{i} I_{j}} \left( \int_{\Omega_k} E_i \cdot E_j \, dv \right)$$

(28)

in which $i - j$ is the index of excitation-detection coil pair, and $k$ is the index of the finite element. Accordingly, $E_i$ and $E_j$ are the electric field intensity when the $i$th and $j$th coil are excited respectively.

The solutions to the forward problem are the potentials rather than field intensities, so we substitute equation (11) into equation (28) and get

$$S = \frac{\partial V_{ij}}{\partial \gamma_k} = - \int_{\Omega_k} \frac{j \omega A_i + \nabla U_i}{I_i} \cdot \frac{j \omega A_j + \nabla U_j}{I_j} \, dv$$

(29)

If we take into account the electro quasi-static field condition, which leads to $E \approx -j \omega A$, and substitute equation (21) into equation (29), then equation (29) can be simplified as follows.

$$S = \frac{\partial V_{ij}}{\partial \sigma_k} = - \frac{\omega^2}{I_i I_j} \{A_i^T \left[ \int_{\Omega_k} N_i^T \{N_j \} \, dv \right] \{A_j^T \}}$$

(30)

So far, we have obtained a fast calculation for sensitivity matrix in MIT. This procedure only takes two solutions of the forward problems to get a row of the sensitivity matrix, which significantly improves the efficiency, in contrast with the empirical approach.

4. Numerical simulation

In order to verify the validity of the algorithm presented above, we run a numerical simulation to see whether the conductivity in the object region can be correctly reconstructed.

The geometrical and electromagnetic parameters are described as follows. The whole object region is a cylinder with height 240mm and radius 180mm. The eight excitation and detection coils are...
perpendicular to the X-Y plane and uniformly distributed around the cylinder. The distance from the center of the coils to the center of the cylinder is 200mm. The object to be detected is a sphere with radius 50mm in the center of the cylinder. The model of the numerical simulation is shown in figure 2.

The material of the coils is set to copper. To simulate the situation close to real bio tissues, the background cylinder is set with conductivity 1.2S/m, relative permittivity 80 and relative permeability 1, according to Gabriel S et al [6]. The sphere is set with conductivity 1.4S/m, relative permittivity 80 and relative permeability 1. The current source is set to 1A with frequency 10MHz according to Ramli S et al [7]. We use finite element software to solve the forward problem and write a program to obtain the sensitivity matrix.

![Figure 2. Model of the numerical simulation.](image)

As for inverse problem, we apply a Tikhonov regularized [8] Newton one step error reconstruction [9] method to reconstruct the conductivity distribution on the X-Y plane. We use a color image to demonstrate the reconstructed conductivity distribution (relative value), which is shown in figure 3.

![Figure 3. Color image of the reconstructed distribution of conductivity.](image)

As shown above, there is a circular area in the center of figure 3, the radius of which is about 1/3.5 of the outer circle boundary’ radius. The actual ratio between the radius of the inner object and the outer boundary is 50/180, which approximatively equals to 1/3.5. This means the reconstruction of conductivity distribution is effective and the calculation of sensitivity matrix is correct.

5. Conclusions
This paper derives the governing equations for the forward problem in MIT, applies FEM to solve the forward problem and presents a fast calculation of sensitivity matrix. A numerical simulation is carried out and verifies the correctness of the formulation presented. Compared with the cumbersome of the empirical approach, the advantage of the algorithm is the computational efficiency. Fast and still with
sufficient precision, this approach of calculating the sensitivity matrix can be appropriately used in MIT to act as a bridge between the forward problem and the inverse problem.
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