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Abstract—We present a framework for supervised subspace tracking, when there are two time series $x_t$ and $y_t$, one being the high-dimensional predictors and the other being the response variables and the subspace tracking needs to take into consideration of both sequences. It extends the classic online subspace tracking work which can be viewed as tracking of $x_t$ only. Our online sufficient dimensionality reduction (OSDR) is a meta-algorithm that can be applied to various cases including linear regression, logistic regression, multiple linear regression, multinomial logistic regression, support vector machine, the random dot product model and the multi-scale union-of-subspace model. OSDR reduces data-dimensionality on-the-fly with low-computational complexity and it can also handle missing data and dynamic data. OSDR uses an alternating minimization scheme and updates the subspace via gradient descent on the Grassmannian manifold. The subspace update can be performed efficiently utilizing the fact that the Grassmannian gradient with respect to the subspace in many settings is rank-one (or low-rank in certain cases). The optimization problem for OSDR is non-convex and hard to analyze in general; we provide convergence analysis of OSDR in a simple linear regression setting. The good performance of OSDR compared with the conventional unsupervised subspace tracking are demonstrated via numerical examples on simulated and real data.

Index Terms—Subspace tracking, online learning, dimensionality reduction, missing data.

I. INTRODUCTION

Subspace tracking plays an important role in various signal and data processing problems, including blind source separation [1], dictionary learning [2], [3], online principal component analysis (PCA) [4], [5], imputing missing data [4], denoising [6], and dimensionality reduction [7]. To motivate online supervised subspace tracking, we consider online dimensionality reduction. Applications such as the Kinect system generate data that are high-resolution 3D frames of dimension 1280 by 960 at a rate of 12 frames per second. At such a high rate, it is desirable to perform certain dimensionality reduction on-the-fly rather than storing the complete data. In the unsupervised setting, dimensionality reduction is achieved by PCA, which projects the data using dominant eigenspace of the data covariance matrix. However, in many signal and data processing problems, side information is available in the form of labels or tasks. For instance, the data generated by the Kinect system contains the gesture information (e.g. sitting, standing, etc.) [8], [9]. A supervised dimensionality reduction may take advantage of the side information in the choice of the subspaces for dimensionality reduction. The supervised dimensionality reduction is a bit more involved as it has two objectives: making a choice of the subspace that represents the predictor vector and choosing parameters for the model that relates the predictor and response variables.

Existing online subspace tracking research has largely focused on unsupervised learning, including the GROUSE algorithm (based on online gradient descent on the Grassmannian manifolds) [4], [10], [11], the PETRELS algorithm [12] and the MOUSE algorithm [13]. Local convergence of GROUSE has been shown in [11] in terms of the expected principle angle between the true and the estimated subspaces. A preliminary exploration for supervised subspace tracking is reported in [14], which performs dimensionality reduction on the predictor vector without considering the response variable in the formulation. What can go wrong if we perform subspace tracking using only the predictor vector $\{x_t\}$ but ignoring the response variable $\{y_t\}$ (e.g., the approach in [14])? Fig. 1 and Fig. 2 demonstrate instances in classification, where unsupervised dimensionality reduction using a subspace may completely fail while the supervised dimension reduction does it right.

In this paper, we present a general framework for supervised subspace tracking which we refer to as the online supervised dimensionality reduction (OSDR), which is a meta-algorithm that may be applied to various models. OSDR simultaneously learns the subspace and a predictive model through alternating minimization, and the formulation of OSDR takes into account the relationship between the predictors and the response variables. The proposed algorithm is shown to be computationally efficient and robust to missing data. Experimental results and analysis demonstrate that OSDR is able to significantly improve the performance of various machine learning algorithms compared to existing approaches.

Fig. 1: Example to illustrate the difference of unsupervised and supervised subspace tracking. (a): a case where dimensionality reduction along largest eigenvector is optimal and both supervised and unsupervised dimensionality reduction pick the dominant eigenvector; (b): a case where dimensionality reduction along the second largest eigenvector is optimal. Unsupervised dimensionality reduction erroneously picks the largest eigenvector since it only maximizes the variance of the predictor variable, but the supervised dimensionality reduction, by considering the response variable, correctly picks the second largest eigenvector.
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which uses the inverse regression curve, $E[x|y]$ to perform a weighted principle component analysis; more recent works \cite{16} use likelihood-based sufficient dimensionality reduction in estimating the central subspace. From this perspective, OSDR can be viewed as aiming at sufficiency for online subspace based dimensionality reduction. In the offline setting, a notable work is sufficient dimension reduction on manifold \cite{17}, which considers the problem of discovering a manifold that best preserves information relevant to a non-linear regression using a convex optimization formulation.

The rest of the paper is organized as follows. Section II sets up the formalization and the meta-algorithm form for OSDR. Section III presents specific OSDR algorithms under various settings. Section IV includes theoretical analysis. Section V contains numerical examples based on simulated and real data.

The notation in this paper is standard: $\mathbb{R}_+$ denotes the set of positive real numbers; $\{n\} = \{1, 2, \ldots, n\}$; $(x)_+ = \max\{x, 0\}$ for any scalar $x$; $[x]_j$ denotes the $j$th element of a vector $x$; $\mathbb{I}\{\varepsilon\}$ is the indicator function for an event $\varepsilon$; $\|x\|_1$ and $\|x\|_2$ denote the $\ell_1$ norm and $\ell_2$ norm of a vector $x$, respectively; $X^\top$ denotes transpose of a vector or matrix $X$ and $\|X\|$ denotes the Frobenius norm of a matrix $X$; $I_d$ is the identity matrix of dimension $d$-by-$d$. Define the sign function $\text{sgn}(x)$ is equal to 1 if $x > 0$ and is equal to 0 if $x < 0$.

II. OSDR: THE META-ALGORITHM

Assume two time-series $(x_t, y_t), t = 1, 2, \ldots$, such that $y_t$ can be predicted from the high-dimensional vector $x_t \in \mathbb{R}^D$. Here $y_t \in \mathcal{Y}$ can be either binary, real, or vector-valued. To reduce the data dimensionality, we project $x_t$ by a subspace $U_t \in \mathbb{R}^{D \times d}$ to $x_t$, with $d \ll D$, to obtain a projected vector (or feature) $U_t^\top x_t$. Here $d$ is the number of principle components we will use to explain the response series. Ideally, we would like to choose an $U_t$ that maximizes the prediction power of $U_t^\top x_t$ for $y_t$, and $U_t$ can be time-varying to be data-adaptive. With such a goal, we formulate the online supervised dimensionality reduction (OSDR), which simultaneously learns the subspace $U_t$ and a function that relates $x_t$ and $y_t$, by minimizing a cost function which measures the quality of the projection in terms of predictive power. The optimization problem of minimizing the loss function is inherently non-convex, due to the orthogonality requirement for $U_t$: $U_t^\top U_t = I_d$, as well as bilinear terms arising from coupling of $U_t$ and the model parameters. Hence, we develop the algorithm based on an alternating minimization and stochastic gradient descent scheme.

We consider two related formulations: the $d$-formulation, which assumes the response function only depends on the projected components and hence is a compact model that fits into the goal of dimensionality reduction. However, the $d$-formulation cannot deal with missing data. Then we also introduce the $D$-formulation, which handles missing data or can also be used for denoising. The $D$-formulation estimates the projection $\beta$ of the data using the subspace from the previous consideration both the high-dimensional predictor sequence $\{x_t\}$ and the response sequence $\{y_t\}$. We explore different forms of OSDR under various settings, with the loss function being induced by linear regression, logistic regression, multiple linear regression, multinomial logistic regression, support vector machine, random dot-product model, and union-of-subspaces model, respectively. A common structure is that the Grassmannian gradient of the cost function with respect to the subspace $U$ is typically rank-one or low-rank (e.g., rank-$k$ for the $k$-classification problem, or the rank being dependent on the number of samples used for a mini-batch update). This structure enables us to develop a simple and efficient update formula for $U$ along the geodesic. Due to the orthogonality requirement and bilinearity, the optimization problem involved in OSDR is non-convex. We provide convergence analysis for OSDR in a simple linear regression setting. Good performance of OSDR is demonstrated on simulated and real data.

A notion in statistics related to our problem is sufficient dimensionality reduction, which combines the idea of dimensionality reduction with the concept of sufficiency. Given a response variable $y$, a $D$-dimensional predictor vector $x$, a dimensionality reduction statistic $R(x)$ is sufficient if the distribution of $y$ conditioned on $R(x)$ is the same as that of $y$ conditioned on $x$. In other words, in the case of sufficiency, no information about the regression is lost by reducing the dimension of $x$. Classic sufficient dimensionality reduction methods include the sliced inverse regression (SIR) \cite{15},
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\caption{Simulated data correspond to the case in Fig.1(b): (a): three-dimensional data cloud $D = 3$ with two classes; (b): scatter plot of the data projected by unsupervised subspace tracking into a two-dimensional space $d = 2$; the two classes are completely overlapped in the projected space; (c): scatter plot of the data projected by supervised subspace tracking into a two-dimensional space $d = 2$; the two classes are well-separated. More details for this example can be found in Section V.}
\end{figure}
step, and then uses $\beta$ to update the subspace; however, it requires us to store high-dimensional model parameters. The loss function for the $d$- and the $D$-formulations are different, but the Grassmannian gradient with respect to $U$ is often rank-one (or low-rank). Such simple structure enables us to derive efficient algorithms to update $U$ along the geodesic, as summarized in Algorithm 1. In the following derivations, we omit the time indices $t$ for notational simplicity.

### A. d-formulation

The $d$-formulation is motivated by sliced inverse regression, which assumes that the response variable $y$ depends only on the projected components. The loss function for the $d$-formulation takes the form of

$$
\rho_0: \mathbb{R}^d \times \mathcal{X} \rightarrow \mathbb{R},
$$

which measures the predictive quality of the projection for the response $y$: $\rho_0(U^T x, y)$ with some parameter $\theta$. To compute the gradient of $\rho_0$ with respect to $U$ on the Grassmannian manifold, we follow the program developed in [18]. First compute a partial derivative of $\rho_0$ with respect to $U$. Let the partial derivative of the $\rho_0$ function with respect to the first argument be denoted as

$$
g_1 \triangleq \rho_0(U^T x, y) \in \mathbb{R}^d.
$$

By the chain rule, we have the partial derivative with respective to $U$ is given by

$$
d\rho_0 \overline{dU} = xg_1^\top \in \mathbb{R}^{D \times d}.
$$

Using equation (2.70) in [18], we can calculate the gradient on the Grassmannian from this partial derivative

$$
\nabla \rho_0 = (I - UU^\top)\overline{d\rho_0} = (I - UU^\top)xg_1^\top.
$$

In many problems that we describe in Section III the gradient $g_1$ is one term or a sum of a few terms. Hence, the gradient has the desired low-rank structure.

### B. D-formulation

The $D$-formulation assumes that the loss function is defined in the ambient dimension space:

$$
\rho_0: \mathbb{R}^D \times \mathcal{X} \rightarrow \mathbb{R},
$$

This setting is particularly useful for denoising and imputing the missing data, where we will assume the signal $x$ lies near a low-dimensional subspace, and estimate a low-dimensional component $U\beta$ and use it to predict $y$. The loss function takes the form of $\rho_0(U\beta, y)$. Following a similar derivation as above, the gradient on the Grassmannian can be written as

$$
\nabla \rho_0 = (I - UU^\top)g_2\beta^\top,
$$

where the partial derivative of $\rho_0$ with respect to the first argument is given by

$$
g_2 \triangleq \rho_0(U\beta, y) \in \mathbb{R}^D.
$$

Again, $g_2$ is often only one term or a sum of a few terms, and hence $\nabla \rho_0$ has the desired low-rank structure.

To estimate $\beta$, for the denoising setting, we may use

$$
\beta = \arg\min_x \| x - Uz \| = U^\top x.
$$

When there is missing data, we are not able to observe the complete data vector $x_t$, but are only able to observe a subset of entries $\Omega_t \subset [D]$. Using an approach similar to that in [4], $\beta$ is estimated as

$$
\beta = \arg\min_x \| \Delta_{\Omega_t}(x - Uz) \|,
$$

where $\Delta_{\Omega_t}$ is an $n \times n$ diagonal matrix which has 1 in the $j$th diagonal entry if $j \in \Omega_t$ and has 0 otherwise. It can be shown $\beta = (U_{\Omega_t}^\top U_{\Omega_t})^{-1}U_{\Omega_t}^\top x_{\Omega_t}$, where $U_{\Omega_t} = \Delta_{\Omega_t}U$ and $x_{\Omega_t} = \Delta_{\Omega_t}x$.

#### Algorithm 1 OSDR: meta-algorithm

**Require:** a sequence of predictors and responses $(x_t, y_t)$, initial model parameter $\theta$ and subspace $U \in \mathbb{R}^{D \times d}$.

1. for $t = 1, 2, \ldots$ do
2. \hspace{1em} \{d-formulation\} $D \leftarrow (I - UU^\top) x_{\Omega_t}^\top y_t$ \hspace{0.5em} $\rho_0: \mathbb{R}^d \times \mathcal{X} \rightarrow \mathbb{R}$
3. \hspace{1em} \{D-formulation\} $D \leftarrow (I - UU^\top) \rho_0(U\beta, y) \beta$, $\{\theta_0: \mathbb{R}^D \times \mathcal{X} \rightarrow \mathbb{R}$, $\beta$ estimated from $x_t$ \}
4. \hspace{1em} fix $\theta$ or $\beta$, update $U$ along Grassmannian gradient $D$ in geodesic
5. \hspace{1em} fix $U$, update $\theta$ or $\beta$
6. end for

### III. OSDR for Specific Models

In this section, we illustrate various forms of loss functions and show that the Grassmannian gradient with respect to $U$ typically takes the form of $\gamma r w^\top$, for some scalar $\gamma \in \mathbb{R}$, vectors $r \in \mathbb{R}^D$, and $w \in \mathbb{R}^d$.

#### A. Linear regression

For linear regression, $y \in \mathbb{R}$ and the loss function will be the $\ell_2$-norm of prediction error. In the $d$-formulation, $\theta = (a, b)$ with $a \in \mathbb{R}^d$ and $b \in \mathbb{R}$, and the loss function is

$$
\rho_0(U^T x, y) \triangleq \| y - a^T U^T x - b \|.
$$

Define

$$
\hat{y} = a^T U^T x + b.
$$

The Grassmannian gradient of the loss function with respect to $U$ is given by

$$
\nabla \rho_0(U^T x, y) \triangleq -(y - \hat{y})(I - UU^\top)x r w^\top.
$$
Using the rank-one structure of the gradient above, we perform geodesic gradient descent for $U$ using a simple form. Write
\[
\nabla \rho_0(U^T x, y) = \begin{bmatrix} r_1 \|r_1 \| \ldots v_d \|v_d \| \end{bmatrix} \text{diag}(\sigma) \begin{bmatrix} w_1 \|w_1 \| \ldots w_d \|w_d \| \end{bmatrix}^T,
\]
where
\[\sigma = -(y - \hat{y}) r_1 \|r_1 \|,\]
and the orthonormal set orthogonal to $r_1$. Then, using the formula in [18] update of $U$ is given by
\[
U_{\text{new}} = U + \frac{(\cos(\sigma y) - 1)}{\|w\|^2} U w w^\top + \sin(\sigma y) r_1 w^\top \|r_1 \| \|w\|^{-1},
\] (4)
where $\eta > 0$ is a step-size. Similarly, for a fixed $U$, we may find its gradient with respect to the regression coefficient vector and update via
\[
a_{\text{new}} = a + \mu(y - \hat{y}) U^T x, \\
b_{\text{new}} = b + \mu(y - \hat{y}),
\] (5)
where $\mu > 0$ is step-size for the parameter update.

In the $D$-formulation, the model parameters are $\theta \triangleq (c, e)$, with $c \in \mathbb{R}^D$ and $d \in \mathbb{R}$. Essentially, by replacing $x$ by its estimate $U\beta$, we have the loss function
\[
\rho_0(U\beta, y) \triangleq \|y - c U \beta - e\|^2_2,
\]
where $\beta$ is estimated using the subspace from the previous step using $[1]$ or $[2]$. Let $h = c U \beta$, we can show
\[
\nabla \rho_0(x, y) = -(y - \hat{y})(I - U U^\top)^\top a^\top \|a\|^2_w \|w\|^{-1}.
\]
and hence the subspace can be updated similarly, and the model parameters are updated via
\[
e_{\text{new}} = c + \mu(y - \hat{y}) U \beta, \\
e_{\text{new}} = e + \mu(y - \hat{y}).
\] (6)

**Remark 1** (Difference from unsupervised tracking). Due to an alternative formulation, update in OSDR differs from that in the unsupervised version $[11], [16]$ in that the update in OSDR depends on $y - \hat{y}$. This assertion since the amount of update we have on the subspace should be driven by the prediction accuracy for the response variable.

**Remark 2** (Mini-batch update). Instead of updating with every single new sample, we may also perform an update with a batch of samples. The Grassmannian gradient for this mini-batch update can be derived as
\[
\nabla \rho_0(x, y) \triangleq -\frac{1}{B} \sum_{i=t-B}^{t} (y_i - \hat{y}_i)(I - U U^\top) x_i a^\top.
\]
In this case the gradient is no longer rank-one. We may use a rank-one approximation of this gradient, or use the exact rank-$B$ update described in $[10]$, which requires computing an SVD of this gradient.

**Remark 3** (Computational complexity). The computational complexity of OSDR is quite low and it is $O(Dd)$. The most expensive step is to compute $r = (I - UU^\top)x$ or $r = (I - UU^\top)a$, in the $d$- and $D$-formulations, respectively. This term can be computed as, for instance $x - U(U^\top x)$, to have a lower complexity $O(Dd)$ (otherwise the complexity is $O(D^2d)$).

**B. Logistic regression**

For logistic regression, $y \in \{0, 1\}$. Define the sigmoid function
\[
h(x) = \frac{1}{1 + e^{-x}}.
\]
The loss function for logistic regression corresponds to the negative log-likelihood function assuming $y$ is a Bernoulli random variable. For the $d$-formulation, the loss function is given by
\[
\rho_0(U^T x, y) = y \log h(a^T U^T x + b) + (1 - y) \log(1 - h(a^T U^T x + b)),
\]
and the model parameter $\theta = (a, b)$ with $a \in \mathbb{R}^d$ and $b \in \mathbb{R}$. For the $D$-formulation with a parameter estimate $\beta$, we have
\[
\rho_0(U\beta, y) = y \log h(c U \beta + e) + (1 - y) \log(1 - h(c U \beta + e))
\]
and the model parameter $\theta = (c, e)$ with $c \in \mathbb{R}^D$ and $e \in \mathbb{R}$. It can be shown that, in the logistic regression setting, the Grassmannian gradients with respect to $U$, for these two cases are given by
\[
\nabla \rho_0 = -(y - \hat{y})(I - U U^\top) x a^\top \|a\|^2 \|w\|^{-1},
\]
where the predicted response
\[
\hat{y} \triangleq h(a^T U^T x + b),
\] (7)
or
\[
\nabla \rho_0 = -(y - \hat{y})(I - U U^\top) e \beta^\top \|w\|^{-1},
\]
where the predicted response
\[
\hat{y} \triangleq h(c^T U \beta + b).
\] (8)

Note that the gradients for linear regression and logistic regression take a similar form, with the only difference being how the response is predicted: in linear regression it is defined linearly as in $[3]$, and in logistic regression it is defined through the sigmoid function as in $[6]$. Hence, OSDR for linear regression and logistic regression take similar forms and only differs by what response function is used, as shown in Algorithm $[2]$.

**C. Multiple linear regression**

We may also extend OSDR to multiple linear regression, where $y \in \mathbb{R}^m$ for some integer $m$. The loss functions for the
Algorithm 2 OSDE for linear and logistic regressions

Input: $y_t$ and $x_t$ (missing data, given $x_t$ observed on an index set $Ω_t$), $t = 1, 2, \ldots$. Initial values for $U$, $a$ and $b$ (or $C$ and $d$). Step-sizes $η$ and $μ$. $h$ can be linear or sigmoid function.

1: for $t = 1, 2, \ldots$ do
2:   \{d-formulation\}
3:     $\hat{y} \leftarrow h(a^T U^T x + b)$, $r \leftarrow (I - UU^T)x$, $\sigma \leftarrow -(y - \hat{y})\|r\|\|a\|$
4:   \{D-formulation\}
5:     $\beta \leftarrow (U_Ω^T U_Ω)^{-1} U_Ω^T x_Ω$, $\hat{h} \leftarrow h(c^T U \beta)$, $d \leftarrow (I - UU^T)c$, $\sigma \leftarrow -(y - \hat{y})\|r\|\|\beta\|$
6: end for

$d$- and $D$-formulations are given by

$$\rho_θ(U^T x, y) = \|y - A^T U^T x\|_2^2,$$

$$\varrho_θ(U \beta, y) = \|y - C^T U \beta\|_2^2$$

with $θ = A \in \mathbb{R}^{d \times m}$, and $\vartheta = C \in \mathbb{R}^{D \times m}$. Here we assume the slope parameter is zero and this can be achieved by subtracting the means from the predictor vector and the response variable, respectively. It can be shown that

$$\nabla \rho_θ = - \frac{(I - UU^T)x}{r}(y - \hat{y})^T A^T, \quad \hat{y} = A^T U^T x,$$

and

$$\nabla \varrho_θ = - \frac{(I - UU^T)C(y - \hat{y})}{r} \beta^T, \quad \hat{y} = C^T U \beta.$$ 

It can also be shown that the partial derivative of $\rho_θ$ with respect to $A$ for a fixed $U$ is given by $-UU^T(y - \hat{y})^T$, and the partial derivative of $\varrho_θ$ with respect to $C$ for a fixed $U$ is given by $-U^T(y - \hat{y})^T$. OSDE for multiple linear regression is given in Algorithm 3.

D. Multinomial logistic regression

Multinomial logistic regression means that $y \in \{0, 1, \ldots, K - 1\}$ for some integer $K$ is a categorical random variable and it is useful for classification. In the following, we focus on the $D$-formulation; the $d$-formulation can be derived similarly. The loss function is the negative likelihood function given by

$$\rho_θ(U^T x, y) \triangleq - \sum_{k=0}^{K-2} \mathbb{I}\{y = j\} \log \left( \frac{e^{a_k^T U^T x + b_k}}{1 + \sum_{j=0}^{K-2} e^{a_j^T U^T x + b_k}} \right) - \mathbb{I}\{y = K - 1\} \log \left( \frac{1}{1 + \sum_{j=0}^{K-2} e^{a_j^T U^T x + b_k}} \right).$$

In this case, the Grassmannian gradient will no longer be rank-one but rank-$K$, with

$$\nabla \rho_θ = -(I - UU^T)\Sigma,$$

and

$$\Sigma = \sum_{k=0}^{K-2} \mathbb{I}\{y = k\} \left[ a_k \beta^T - \frac{1}{1 + e^{a_k^T U^T x + b_k}} \sum_{l=0}^{K-1} e^{a_l^T U^T x + b_l} \right]$$

$$+ \mathbb{I}\{y = K - 1\} \left[ -e^{-a_{K-1}^T U^T \beta - b_{K-1}} \sum_{l=0}^{K-1} e^{a_l^T U^T \beta + b_l} \right].$$

Note that $Σ$ consists of a sum of $K$ terms and, hence, is usually rank-$K$. We no longer have the simple expression to calculate update of $U$ along the geodesic and the precise update requires performing a (reduced) singular value decomposition of the gradient

$$\nabla \rho_θ \triangleq P^T \Sigma Q^T,$$

where $Σ \in \mathbb{R}^{K \times K}$ is a diagonal matrix with the diagonal entries being the singular values. Using Theorem 2.3 in [13], we update $U$ as

$$U = [UQ \quad P] \left[ \begin{array}{c} \cos(\Sigma η) \\ \sin(\Sigma η) \end{array} \right] Q^T,$$  

(10)
where $\eta > 0$ is the step-size. Alternatively, we may use the rank-one approximation to the Grassmannian gradient to derive, again, a simple update, which is given by Algorithm 4.

**Algorithm 4 OSDR for $K$-multinomial logistic regression**

**Input:** $y_t$ and $x_t$ (missing data, given $x_t$ observed on an index set $\Omega_t$), $t = 1, 2, \ldots$. Initial values for $U$, $a_k$. Step-sizes $\eta$ and $\mu$.

1. for $t = 1, 2, \ldots$ do
2. \{D-formulation\}
   \[
   \beta \leftarrow (U_t^\top U_t - I)^{-1} U_t^\top y_t
   \]
3. \{predict response\}
   \[
   \hat{y}_k \propto e^{a_k^\top U \beta + b_k}, \quad k = 1, \ldots, K - 1
   \]
   \[
   \hat{y}_K \leftarrow 1 - \sum_{k=1}^{K-1} \hat{y}_k
   \]
4. compute $\Sigma$ using $[9]$
5. find the dominant singular value $\sigma$, corresponding left singular vector $\rho$ and right singular vector $r$ for $(I - UU^\top)\Sigma$
6. \{update subspace\}
   \[
   p \leftarrow U r
   \]
   \[
   U \leftarrow U + \cos(\sigma y) - U r r^\top + \sin(\sigma y) \rho \rho^\top - \sigma r
   \]
7. \{Update regression coefficients\}
   \[
   h = I(y = k) - \frac{\sum_{k=1}^{K-1} I(y = k) e^k U \beta + b_k}{1 + \sum_{k=1}^{K-1} e^k U \beta + b_k}
   \]
   \[
   a_k \leftarrow a_k + \mu h U \beta, \quad k = 1, \ldots, K - 1
   \]
   \[
   b_k \leftarrow b_k + \mu h, \quad k = 1, \ldots, K - 1
   \]
8. end for

**E. Support vector machine (SVM)**

The loss function for SVM is the hinge loss. For the $d$- and $D$-formulations, the loss functions are
\[
\rho_\theta(U^\top x, y) = \max\{0, 1 - y a U^\top x\},
\]
where $\theta = a \in \mathbb{R}^d$, and
\[
\rho_\theta(U \beta, y) = \max\{0, 1 - y e U^\top \beta\},
\]
where $\theta = c \in \mathbb{R}^D$. Note that the loss function is not differentiable. We may use its sub-gradient to perform gradient descent, or find a smooth surrogate function to approximate the hinge loss. The Grassmannian sub-gradients for the two loss functions are
\[
\nabla \rho_\theta = \frac{y}{2} [\text{sgn}(y a U^\top x + 1) + 1] (I - U U^\top) x a^\top w^\top,
\]
and
\[
\nabla \rho_\theta = \frac{y}{2} [\text{sgn}(y c U^\top \beta + 1) + 1] (I - U U^\top) c \beta^\top w^\top.
\]
These gradients are again rank-one and, hence, we may update $U$ along geodesic efficiently.

**F. Random dot product graph model**

The random dot product graph model is useful for relational data which usually occurs in social network study [19]–[21]. The model assumes that each node is associated with a feature $\beta_i$, and an edge between two nodes are formed with a probability proportional to the inner product between their features $\beta_i^\top \beta_j$. Suppose at each time $t$, we observe a pair of nodes in the network with predictor vectors $x_{1,t}$ and $x_{2,t}$ as well as their relation indicator variable $y_t \in \{0, 1\}$ (i.e., an edge is formed or not). We assume a logistic regression model $\mathbb{P}(y_t = 1) = h(a_i^\top \beta_{1,t} + b_i + \mu)$ for some feature vectors $\beta_{1,t}$ and $\beta_{2,t}$ that are projections of $x_{1,t}$ and $x_{2,t}$. Here our goal is to choose a proper subspace that fits the data nicely.

Note that given $x_1$ and $x_2$, the inner product can be estimated as $x_1^\top U U^\top x_2$, which involves a quadratic term in $U$ (rather than linear in $U$ as in other cases). To be able to obtain the rank-one structure, we use a two-step strategy: first fix $\beta_2 = U^\top x_2$ and update $U$, and then fix $\beta_1 = U^\top x_1$ and update $U$. The log-likelihood function for fixed $\beta_2 = U^\top x_2$ is given by
\[
\log h(a^\top U \beta_2 + b) + (1 - y_t) \log(1 - h(a^\top U \beta_2 + b)).
\]
Similar to logistic regression,
\[
\nabla \theta = (y h(a^\top U \beta_2 + b)) (I - U U^\top) ax_1^\top \beta_2,
\]
which is rank-one and we may update the subspace similarly.

In the second step, the log-likelihood function for fixed $\beta_1 = U^\top x_1$ is given by
\[
\log h(a^\top U \beta_2 + b) + (1 - y_t) \log(1 - h(a^\top U^\top x_2 + b)),
\]
and the subspace $U$ can be updated similarly. Finally, we fix $U$ (and hence fix $\beta_1 = U^\top x_1$ and $\beta_2 = U^\top x_2$) and update the logistic regression parameters as
\[
a_{\text{new}} = a + \mu y - h(a^\top \beta_2 + b) \beta_2^\top U \beta_2,
\]
\[
b_{\text{new}} = b + \mu y - h(a^\top \beta_2 + b).
\]
Description of the complete algorithm is omitted here as it is similar to the case of logistic regression.

**G. Union-of-subspaces model**

Union-of-subspaces model [22] and multi-scale union-of-subspace model [13], [23], [24] have been used to approximate manifold structure of the state. As illustrated in Fig. 3 the multi-scale union-of-subspace is a tree of subsets defined on low-dimensional affine spaces $A_{j,k,t}$, with each of these subsets lying on a low-dimensional hyperplane with dimension $d$ and is parameterized by
\[
S_{j,k,t} = \{ \beta \in \mathbb{R}^d : v = U_{j,k,t} \beta + c_{j,k,t}, \beta^\top \Lambda_{j,k,t}^{-1} \beta \leq 1, \beta \in \mathbb{R}^d \}.
\]
where \( j \in \{1, \ldots, J_t \} \) denotes the scale or level of the subset in the tree, \( J_t \) is the tree depth at time \( t \), and \( k \in \{1, \ldots, 2^j \} \) denotes the index of the subset for that level. The matrix \( U_{j,k,t} \in \mathbb{R}^{D \times d} \) is the subspace basis, and \( c_{j,k,t} \in \mathbb{R}^D \) is the offset of the subset from the origin. The diagonal matrix

\[
\Lambda_{j,k,t} \doteq \text{diag}\{\lambda_{j,k,t}^{(1)}, \ldots, \lambda_{j,k,t}^{(d)}\} \in \mathbb{R}^{d \times d},
\]

with \( \lambda_{j,k,t}^{(1)} \geq \cdots \geq \lambda_{j,k,t}^{(d)} \geq 0 \), contains eigenvalues of the covariance matrix of the projected data onto each hyperplane. This parameter specifies the shape of the ellipsoid by capturing the spread of the data within the hyperplanes.

We may couple the subspace tree with regression model, by attaching a set of regression coefficients \( \{a_{j,k,t}, b_{j,k,t}\} \) with each subset. Given \( x \), we may find a subset in the union that has the smallest affinity, and use that subset to estimate \( \beta \) by projection onto the associated subspace and use the associated (linear or logistic) regression coefficients to predict \( y \). The affinity can be a distance to the subset similar to what has been used for discriminant analysis or in [13].

\[
(j^*, k^*) = \arg \min_{j,k,w} \min_{x} (x - U_{j,k,t}w)^\top \Lambda_{j,k,t} (x - U_{j,k,t}w),
\]

or simply the distance to a subspace

\[
(j^*, k^*) = \arg \min_{j,k,w} \|x - U_{j,k,t}w\|.
\]

Then we predict the local coefficient associated with that subset. OSDR can be derived for these models by combining a step of finding the subset with the smallest affinity with subsequent subspace and parameter update similar to the linear or logistic regression OSDR.

We may also use this model together with the random dot product graph model for social networks, where two users may belong to two different subsets in the tree and their interaction is determined by the regression model associated with their common parent in the tree. This may capture the notion of community: each node represents one community and there is a logistic regression model for each community. The probability that two users interact is determined by the regression model associated with the subset. Given \( x \) that subset, and leaves represent the union-of-subspaces used at time \( t \). The lower panel illustrates the structure of these subsets. The black dots represent historical data \( x_t \) used to estimate the subspace. This model can be used in conjunction with, for example, a random dot product graph to model social networks: at each time \( t \), two persons with features \( \beta_1 \) and \( \beta_2 \) from two subsets interact with probability proportional to the inner product \( \beta_1^\top \beta_2 \).

**IV. THEORETICAL ANALYSIS**

The general OSDR problem is hard to analyze due to its non-convexity and bilinearity in \( U \) and the model parameters. In this section, we study the optimization problem for linear regression with the \( D \)-formulation to obtain some theoretical insights. In the linear regression case, the loss function is the \( \ell_2 \) norm \( q_0(U \beta, y) = (y - c^\top U \beta)^2 \). When there is no missing data, the projection coefficient is given by \( \beta = U^\top x \). In a simplified setting, assume the response variable is generated with the parameter \( c : y = c^\top x \). Then the loss function is given by

\[
q_0(U \beta, y) = (c^\top (I - UU^\top) x)^2.
\]

**A. Fixed-point with respect to \( U \)**

First, we show that for a fixed model parameter, the optimization problem with respect to the subspace \( U \) will converge to an orthonormal matrix even without the orthogonality constraint. We make a simplifying assumption that the true response is linear with parameter equal to the assumed parameter \( c : y = c^\top x \), then we have that one step in the alternating minimization can be written as

\[
\min_U (c^\top (I - UU^\top) x)^2
\]

subject to \( U^\top U = I_d \).

This problem is non-convex due to the constraints as well as the quadratic term \( UU^\top \) in the objective function. Without loss of generality, we may assume \( \|c\|_2 = 1 \). Construct a matrix \( C_0 \) with \( c \) being its first column. Then we consider the following optimization problem related to \( U^\top \) that will help us to establish properties later.

\[
\min_U L(U, C_0) \doteq \mathbb{E}[\|C_0^\top (I - UU^\top) x\|^2_2]
\]

subject to \( U^\top U = I_d \).

**Theorem 1.** Given a fixed orthogonal matrix \( C_0 \), the stationary point \( U^* \) to the optimization problem \( L \) without the constraint:

\[
\min_U \mathbb{E}[\|C_0^\top (I - UU^\top) x\|^2_2].
\]
are orthogonal matrices of size $D \times d$ whose columns are $d$ largest eigenvectors of the covariance matrix $X$ of data $x$. Assume $X$ has $d$ distinct dominant eigenvectors.

We need the following lemma for the proof.

**Lemma 1** ([25]). Let $C_0 \in \mathbb{R}^{D \times D}$ be a positive semi-definite matrix and $U \in \mathbb{R}^{D \times d}$. For a function $J : \mathbb{R}^{D \times d} \to \mathbb{R}$ defined as

$$J(U) = \text{tr}(C_0) - 2\text{tr}(UU^\top C_0 U) + \text{tr}(UU^\top C_0 U \cdot U^\top U),$$

the gradient of $J$ is

$$\nabla J(U) = -2[2C_0 - C_0 UU^\top - UU^\top C_0]U.$$

$U^*$ is a stationary point of $J(U)$ if and only if $U^* = U_dQ$, where $U_d \in \mathbb{R}^{D \times d}$ contains any $d$ distinct eigenvectors of $C$ and $Q \in \mathbb{R}^{d \times d}$ is an arbitrary orthonormal matrix. Moreover, all stationary points of $J(U)$ are saddle points except when $U_d$ contains the $d$ dominant eigenvectors of $C_0$, in which case $J(U)$ attains the global minimum at $U^*$.

**Proof of Theorem 7** Let $X$ denote the covariance matrix of $x$: $X = E[xx^\top]$, and let $\hat{C} = C_0C_0^\top$. We may write the objective function as

$$L(U, C_0) = E[\text{tr}(C_0^\top (I - UU^\top)xx^\top (I - UU^\top)C_0)] = \text{tr}((X - XUU^\top - UU^\top X + UU^\top XUU^\top)\hat{C}) = -2[\hat{C}(I - UU^\top)X + X(I - UU^\top)\hat{C})]U.$$

Then the partial derivative of $L(U, C_0)$ with respect to $U$ is then given by

$$\frac{dL(U, C_0)}{dU} = -\frac{d(\text{tr}(XUU^\top \hat{C}))}{dU} - \frac{d(\text{tr}(UU^\top X\hat{C}))}{dU} + \frac{(\text{tr}(UU^\top XUU^\top \hat{C}))}{dU} = -2[\hat{C}UU^\top X + XUU^\top \hat{C} - \hat{C}X - X\hat{C}]U.$$

If we choose the columns of $C_0$ properly that $C_0 = (c, c_2, \ldots, c_D)$ is orthonormal, we have $C = C_0C_0^\top = I_D$, and thus,

$$\frac{dL(U, C_0)}{dU} = -2[(I - UU^\top)X + X(I - UU^\top)]U.$$

With the equation above together with Lemma 1, we have that the only stationary points of the optimization problem $U^*$ are $d$ distinct dominant eigenvectors of the matrix $X$ (assuming $X$ is full-rank).

\[\square\]

**B. Convergence**

In the same setting, if we fix the model parameter, we may establish the following local convergence property with respect to the Grassmannian gradient of $U$. Suppose the case where $x$ is exactly on the subspace $U^*$, and $x = U^*s$. We use $\phi_i(U_t, U^*)$, the principal angles between $U_t$ and the true subspace $U^*$, which is defined as

$$\cos \phi_i(U_t, U^*) = \sigma_i(U^*U_t), \ i \in [d]$$

as a metric. Further define

$$\epsilon_t = \sum_{i=1}^{d} \sin^2 \phi_i(U^*, U_t) = d - \|U^*U_t\|^2_F.$$

Note that when there is no missing data, $p = U^T\beta$, $r = (I - UU^T)a$, and

$$r^Tp = 0.$$

Typically we can assume $y_t - y_t \neq 0$. Hence, we can choose a set of step-sizes $\mu_t > 0$ properly such that

$$\|r\|^2 = \|x\|^2 - \|p\|^2 = \|s\|^2 - \|\beta\|^2.$$

Define $\theta_t$ such that

$$\cos \theta_t = \frac{\|p_t\|}{\|x_t\|}, \quad \sin \theta_t = \frac{\|r_t\|}{\|x_t\|}.$$

If such $\mu_t > 0$ exists, we may choose the constant $c_t = 1$; otherwise we may choose $c_t$ accordingly to satisfy (14). When there is no missing data, it is easy to check that Lemma 3.1 in [11] still applies: if we choose the step size $\eta_t$ such that $\eta_t = \theta_t / \sigma_t$, then we have

$$\epsilon_t - \epsilon_{t+1} = 1 - \frac{\beta_t A_t A_t \beta_t}{\beta_t^2 \beta_t}, \quad (15)$$

where $A_t = U_t^T U_t$.

Next, we establish conditions for the alternating minimization used in OSDR to converge. The following lemma from [26] comes handy.

**Lemma 2** (Theorem 4 in [26]). Let $(\mathcal{M}, d)$ be a compact metric space. Given two sets $\mathcal{P}, \mathcal{Q} \subset \mathcal{M}$, define the Hausdorff distance between them as

$$d_H(\mathcal{P}, \mathcal{Q}) \triangleq \max \left\{ \sup_{P \in \mathcal{P}} \inf_{Q \in \mathcal{Q}} d(P, Q), \sup_{Q \in \mathcal{Q}} \inf_{P \in \mathcal{P}} d(P, Q) \right\}.$$

Let $\{(P_n, Q_n)\}_{n \geq 0}, \mathcal{P}, \mathcal{Q}$ be compact subsets of the compact metric space $(\mathcal{M}, d)$ such that

$$\mathcal{P}_n \xrightarrow{d_H} \mathcal{P}, \mathcal{Q}_n \xrightarrow{d_H} \mathcal{Q}$$

and let $\ell : \mathcal{M} \times \mathcal{M} \to \mathbb{R}$ be a continuous function. If there exists a function $\delta : \mathcal{M} \times \mathcal{M} \to \mathbb{R}$, and the following two conditions hold:

(a) for all $n \geq 1$, $P \in \mathcal{P}_n$, $\tilde{Q} \in \mathcal{Q}_{n-1}$, $\tilde{P} = \arg \min_{P \in \mathcal{P}_n} \ell(P, \tilde{Q})$

$$\delta(P, \tilde{P}) + \ell(P, \tilde{Q}) \leq \ell(P, \tilde{Q}),$$

(b) for all $n \geq 1$, $P, \tilde{P} \in \mathcal{P}_n$, $Q \in \mathcal{Q}_n$, $\tilde{Q} = \arg \min_{Q \in \mathcal{Q}_n} \ell(\tilde{P}, Q)$

$$\ell(P, \tilde{Q}) \leq \ell(P, Q) + \delta(P, \tilde{P}),$$

Both conditions hold.
then the adaptive alternating minimization algorithm

\[ P^*_n \in \arg \min_{P \in P_n} \ell(P, Q_{n-1}), \]

\[ Q^*_n \in \arg \min_{Q \in Q_n} \ell(P_n, Q), \]

with \((P^*_0, Q^*_0)\) as an initialization converges.

Lemma 2 can be applied to our setting in the following sense. Let \( q = (I - UUT^T)x \) and \( P = cc^T \), we have that our optimization problem

\[
\begin{align*}
\text{minimize} & \quad (c^T(I - UUT^T)x)^2 \\
\text{subject to} & \quad U^TU = I_d, y_t = c^Tx_t,
\end{align*}
\]

(16)
can be recast into

\[
\begin{align*}
\text{minimize} & \quad \ell(P, q) = q^TPq \\
\text{subject to} & \quad P \in P_t, q \in Q_t,
\end{align*}
\]

(17)
where

\[ Q_t = \{ z \in \mathbb{R}^D : \exists v \in \mathbb{R}^{D \times d}, VTV = I_d, z = (I - VVT^T)x_t \}, \]

and

\[ P_t = \{ Z \in \mathbb{R}^{D \times D} : \exists v \in \mathbb{R}^{D}, y_t = v^Tx_t, Z = vv^T \}. \]

For simplicity, denote \( P_n, \tilde{P}_n \) and \( q_n, \tilde{q}_n \) be arbitrary items from \( P_n \) and \( Q_n \), respectively, and

\[ P_{q,n} \triangleq \arg \min_{P \in P_n} \ell(P, q), \]

and

\[ q_{p,n} \triangleq \arg \min_{q \in Q_n} \ell(P, q). \]

Suppose we can choose the data such that \( \lim_{t \to \infty} x_t = \mu \) and \( y_t \) should also converge to some \( \nu \), then there exists \( P, Q \) such that \( P \xrightarrow{\alpha} \alpha\mu \) and \( Q \xrightarrow{\alpha} \alpha \nu \). In order to be able to choose \( \delta(\cdot, \cdot) \) such that

\[ \delta(P_n, \tilde{P}_n) \geq \ell(P_n, q_{\{P_n,n\}}) - \ell(P_n, q_n), \]

\[ \delta(P_n, \tilde{P}_n) \leq \ell(P_n, \tilde{Q}_n - 1) - \ell(P_n, \tilde{Q}_n - 1), \]

we will need to have

\[ \ell(P_n, \tilde{Q}_n - 1) - \ell(P_n, q_{\{P_n,n\}}) \]

\[ \geq \ell(P_n, q_{\{P_n,n\}}) - \ell(P_n, q_{\{P_n,n\}}), \]

then we will need

\[ \ell(P_n, \tilde{Q}_n - 1) - \ell(P_n, q_{\{P_n,n\}}) \]

\[ \geq \ell(P_n, q_{\{P_n,n\}}) - \ell(P_n, q_{\{P_n,n\}}). \]

(18)
If the input sequence \( \{x_t\} \) is properly selected such that for any \( P_n \in P_n \) and \( q_n - 1 \in Q_n - 1 \), the inequality (18) holds, then with Lemma 2 we have the adapative alternating algorithm for the linear regression problem converges.

C. \( \varepsilon \)-net

Another technique we may explore to tackle the non-convex optimization problem in (13) is the efficient discretization. The idea is that instead of using alternating minimization, for the non-convex optimization problem involved, we can find a sufficiently fine yet efficient discretization (as function of the desired error guarantee) that allows us to replace a single non-convex optimization problem by a polynomial number of convex problems. This will not lead to practically efficient algorithms as everything beyond quadratic or cubic running time in the size is usually prohibitive. However, it will allow us to establish general, theoretical guarantees and guide the search for better practical algorithms. In particular, we can adopt approaches similar to the \( \varepsilon \)-net approach in [27]. This provides a discrete set \( S \) of size \( |S| \leq (1/\varepsilon)^d \) so that for all \( y \in \mathbb{R}^n \), there exists a point \( y_0 \in S \) such that \( \|Ay - y_0\|_\infty < \varepsilon \). This approximation now allows us to handle bilinear terms of the form \( x^T \tilde{y} \), which are non-convex, by replacing them with the two terms \( x^Ty_0 \) and \( \|Ay - y_0\|_\infty < \varepsilon \) and iterating over all possible choices \( y_0 \in S \). With the help of the following lemma, we may establish our result.

Lemma 3 (\( \varepsilon \)-net for positive semidefinite matrix [27]). Let \( A = BB^T \), where \( A \) is an \( D \times D \) positive semidefinite matrix with entries in \([-1, 1]\) and \( B = D \times d \). Let \( \Delta = \Delta_0 = \{ x \in \mathbb{R}_D^D : \|x\| = 1, x \geq 0 \} \). There is a finite set \( S \in \mathbb{R}^d \) independent of \( A, B \) such that

\[ \forall x \in \Delta, \exists \tilde{x} \in S \text{ s.t. } \|B^Tx - \tilde{x}\|_\infty \leq \frac{\varepsilon}{d} \]

with \( |S| = O((1/\varepsilon)^d) \). Moreover, \( S \) can be computed in time \( O((1/\varepsilon)^d \text{poly}(D)) \).

Assume \( \|x\| = \alpha > 0 \). From lemma [3] we can compute such a set \( S \) in time \( O((\alpha/\varepsilon)^d \text{poly}(D)) \) such that \( \exists \tilde{x} \in S \) and \( \|U^T_{xT} - \tilde{x}\|_\infty \leq \alpha/d \). Let \( S = \{ x_1, \ldots, \tilde{x}_{|S|} \} \) where \( |S| = O((\alpha/\varepsilon)^d) \). We can then approximate a related problem to (12) by a family of \( |S| \) problems:

\[ \min_U \mathbb{E}[C_0^2(x - U\tilde{x})^2], \quad i = 1, \ldots, |S|. \]

(19)
By combining all sub problems in (19) together, we have the following equivalent problem

\[ \min_U \mathbb{E}[C_0^2(X_S - U\tilde{X}_S)^2], \]

(20)
where

\[ X_S = \begin{bmatrix} x & \cdots & x \end{bmatrix}, \]

\[ |S| \]

and \( \tilde{X}_S = [\tilde{x}_1 \cdots \tilde{x}_{|S|}] \). Note that the set \( S \) depends on \( x \), and by construction \( C_0 \) is orthogonal, we approximate (20) by

\[ \min_U \mathbb{E}[C_0^2(X_S - U\tilde{X}_S)^2] = \min_U \|X_S - U\tilde{X}_S\|^2_F, \]

(21)
which is convex.
Lemma 4. An $\varepsilon$-net approximation to $\mathcal{L}$ can be computed in polynomial time $O((\alpha/\varepsilon)^{3d} \cdot \text{poly}(Dd))$.

Proof. The complexity of this epsilon-net method is the time for computing $\mathcal{S}$ plus the time for computing the optimization group $[19]$ generated by epsilon-net. From lemma [3] computing $\mathcal{S}$ takes $O((\alpha/\varepsilon)^{d}\text{poly}(D))$ and the size of the set is $|\mathcal{S}| = O((\alpha/\varepsilon)^{d})$. The dimension of the matrix in this problem is $D \times |\mathcal{S}|$. With the result in [28], we may use an iterative iterative algorithm to solve the problem and the computational complexity in each iteration is $O(D^2|\mathcal{S}| + |\mathcal{S}|^3)$. This leads to a polynomial time algorithm with complexity $O(\text{poly}(Dd))$. Hence, the total time needed for generating and solving the $\varepsilon$-net approximation problems is

$$O((\alpha/\varepsilon)^d \text{poly}(D) + O((\alpha/\varepsilon)^{3d}) \cdot \text{poly}(Dd))$$

$$= O((\alpha/\varepsilon)^{3d} \cdot \text{poly}(Dd)).$$

\[\square\]

V. NUMERICAL EXAMPLES

We demonstrate the performance of OSDR compared with the online dimensionality reduction (ODR) (learning a subspace online by minimizing $\|x - U\beta\|$ without using information of $y$) via numerical examples on simulated data and real data. We start with a simple numerical example, followed by a larger scale simulation, an example to illustrate the union-of-subspaces and random dot product model, and finally real-data experiments.

A. Simple subspace tracking

Static subspace, logistic regression. We first generate data by embedding a static low-dimensional space of intrinsic dimension $d^* = 2$ into a high dimensional space with dimension $D$, and generating a sequence of $\beta_t$ vector such that the entries of $\beta_t$ are i.i.d. $\mathcal{N}(0, 1)$ and lies within an ellipse:

$$\beta_{t,1}^2/r_1^2 + \beta_{t,2}^2/r_2^2 \leq 1. \quad (22)$$

The predictor vector $x_t \in \mathbb{R}^p$ is formed as $x_t = U\beta_t + w_t$, where $w_t$ is a Gaussian noise with zero mean and variance equal to $10^{-3}$. The logistic regression coefficient vector is along the shorter axis of the ellipse. Among the 6000 samples generated this way, the first 3000 samples are for training, and the remaining 3000 samples are for testing. Given $x_t$, ODR or OSDR predict the label $\hat{y}_t$, then we reveal the true label to calculate error, and then use $(x_t, y_t)$ to update. We use misclassification error $P_e$ on the test data as our performance metric. In Fig. 4 OSDR outperforms ODR by an almost two order of magnitude smaller error.

Rotating subspaces, logistic regression. Next we consider tracking a time-varying subspace to demonstrate the capability of OSDR to handle dynamic data. Assume $U_t = U_0 R(t)$ with the rotation matrix given by

$$R(t) = \begin{bmatrix} \cos(\alpha_t) & \sin(\alpha_t) \\ -\sin(\alpha_t) & \cos(\alpha_t) \end{bmatrix}, \quad (23)$$

where $\alpha_t$ is the rotation angle, and $U_0 \in \mathbb{R}^{p \times 2}$ is a random initial subspace. The vector $\beta_t$ is again generated with entries i.i.d. and lies within an ellipse described by (22). The predictors $x_t$ is generated as the last example. The rotation angle $\alpha_t$ follows

$$\alpha_t = \begin{cases} 0, & \text{if } t \leq 500; \\ \frac{2\pi}{\tau}, & \text{if } 500 < t \leq 6000; \end{cases} \quad (24)$$

where $\tau$ is the rotation speed (smaller $\tau$ corresponds to faster rotation). The logistic regression coefficient vector is along the shorter axis of the ellipse. Fig. 5 shows $P_e$ for various rotation speed, where, again OSDR significantly outperforms ODR.
Static subspace, linear regression. The third simple example compares the performance of OSDR with ODR in the linear regression setting. The setup is similar to that of training a static subspace, except that the response variable $y_t$ is generated through a linear regression model $y_t = c^T U \beta + b + \epsilon_t$, with $D = 2$, $d = 1$, $c = [c_1, c_2]^T$ and $\epsilon_t \sim \mathcal{N}(0, \delta^2)$ with $\delta^2 = 10^{-3}$. We use the root mean squared error (RMSE) on the test data as our performance metric, which is the square root of the averaged square error on the predicted $\hat{y}$ differs from true $y$. Fig. 6 shows the RMSE associated with OSDR is significantly lower than that of ODR.
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**Fig. 6**: Static subspace, OSDR linear regression: RMSE versus $\log(c_1/c_2)$ versus $\log(\text{RMSE})$ when (a) $r_1/r_2 = 1$; (b) $r_1/r_2 = 2$.

B. Synthetic classification dataset

We consider a larger scale example by generating a synthetic dataset for two-class classification. The dataset has $N = 10000$ samples $\{x_n\} \in \mathbb{R}^D$, $n = 1, \ldots, N$. This generating process guarantees that the eigenvalues of the covariance matrix for the dataset are picked from $D, D-1, \ldots, 1$ (This is done by first generate a random subspace, then project the random generated data into this subspace, and also scale the dimensions to have the required eigenvalues). An example when $D = 3$ are shown in Fig. 7.

The labels of the data are obtained as follows: Suppose the covariance matrix of data is $X$. We first find the eigenvalues $[\lambda_1, \lambda_2, \ldots, \lambda_D]$ and the corresponding eigenvectors $[v_1, v_2, \ldots, v_D]$ where $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_D$; then select an eigenvector $v_p, p \in [1, \ldots, D]$, and project the data onto this vector. After sorting the projected values, we label the first half as positive, and last half as negative. Consider two settings for selecting $p$: type-I: $p = d + 1$; type-II: $p = d + (D-d)/2$. Clearly, type-II will be harder, since the corresponding variance of projected data will be smaller.

We use half of the data for training, and another half for testing. The tuned learning rate $\mu \in [10^{-2}, 10^{-3}, 10^{-4}]$ and $\eta \in [10^{-2}, 10^{-3}, 10^{-4}]$ for both ODR and OSDR. The mean accuracy $P_e$ are reported after 10 rounds of experiments for each setting. Besides different types of labelling directions, we also evaluated different combinations of $(D, d)$ pairs, as shown in the Fig. 7. The results show that OSDR outperforms the SDR (baseline) significantly. This is expected, as the first $d$ leading directions of principle components contain nothing about the label information; therefore, the unsupervised ODR will fail almost surely. The simple example shown in Fig. 7 proves that OSDR can identify the correct direction for projecting data.

C. Union-of-subspaces combined with random dot product model

We generate an example for interaction of two nodes with features $\beta_1$ and $\beta_2$ through a random dot product graph model defined over all union-of-subspaces, as illustrated in Fig. 8. There are three sets which correspond to the three leaf nodes in the tree. Each node in the tree is associated with a subset lies on a subspace and also a logistic regression coefficient vector. At each time, two predictor vectors $x_{1,t}$ and $x_{2,t}$ of 100 dimensions are observed (which may belong to the same subset or different subsets) and their interaction $y_t$ is generated through logistic regression model that depending on their inner product. In this example, we also assume there are missing data: only 40% of the samples are observed and the variance of the noise is 0.01. The subsets in the tree are also time varying. The subspace associated with the root node is a random orthogonal matrix that rotates: $U_{1,t} = \exp(Rt)$ with $R$ being a random per-symmetric matrix that determines the rotation. The children nodes of the root node are slight rotation of the subspace of their parent node: $U_{2,1,t} = \exp(R)U_{1,1,t}$, $U_{2,2,t} = \exp(-R)U_{1,1,t}$, $U_{3,1,t} = \exp(R/2)U_{2,1,t}$, $U_{3,2,t} = \exp(-R/2)U_{2,1,t}$. Results in Table I shows that OSDR outperforms the conventional online logistic regression (which does not perform dimension reduction and ignores the tree structure).

**TABLE I**: Comparison of $P_e$ for data generated from a union-of-subspaces combined with random dot product model.

| Method                  | Online logistic regression | Hierarchical ODR |
|-------------------------|---------------------------|------------------|
|                         | 0.2133                    | 0.1440           |

D. Real-data experiments

USPS dataset. We test OSDR logistic regression on the well-known USPS dataset of handwritten digits. The dataset contains a training set with 7291 samples, and a test set with 2007
samples. The digits are downsampled to $16 \times 16$ pixels. To demonstrate a online setting, we read one picture at a time with the task of classifying whether a digit is “2” or not. Again, we first use vectored image as $x_t$, predict label $\hat{y}_t$, and then reveal the true label followed by using $(x_t, y_t)$ to update the logistic regression model. Fig. 8 demonstrates OSDR compared favorably with ODR for this task. The improvement is not significant; which may be due to the fact that in this case the dominant eigenvectors captures most useful features for classification already.

“Boy or girl” classification. We next perform a “boy or girl” classification task on an image set we collected from college students enrolled in a class. This dataset contains 179 grey scaled images, where 116 of them are from boys. Each picture has the resolution of 65x65, thus the original space has a dimension $D = 4225$. We train both algorithms from raw images. For the parameter search, we tune the learning rate $\mu \in [10^{-2}, 10^{-3}, 10^{-4}]$ and $\eta \in [10^{-2}, 10^{-3}, 10^{-4}]$ for both algorithms. Experiments are carried out with different settings of $d \in [10, 50, 100, 150]$. The mean test error of 5-fold cross validation on this dataset are reported in Table II for each configuration.

**TABLE II: Average test error after 5-fold cross validation on Boy-vs-Girl dataset.**

| Method | $d = 10$ | $d = 50$ | $d = 100$ | $d = 150$ |
|-------|--------|--------|--------|--------|
| ODR   | 0.4800 | 0.4629 | 0.4517 | 0.4229 |
| OSDR  | 0.3314 | 0.2343 | 0.2171 | 0.1714 |

For this dataset, the OSDR algorithm significantly outperforms ODR. To gain a better understanding for its good performance, we examine the subspace generated from the experiment. We first visualize the top 7 vectors in the basis of subspace $U$ for OSDR and ODR, respectively. We reshape each vector into a image and, hence, this displays the so-called “eigenface”. Note that the eigenfaces generated by the unsupervised (corresponding to online PCA) and the supervised subspace learning are very different. The online PCA keeps some facial details, while the OSDR algorithm is getting some vectors that are hard to explain visually, but may actually captured details that are more important for telling apart boys and girls.

**Fig. 8:** USPS digits recognition. Dimension of the subspace $d$ versus misclassification rate $P_e$ for OSDR and ODR, respectively.

We further examine the average image of reconstructed faces $x = U\beta$ in Fig. 10. We compute the average reconstructed image of boys and girls separately, so as to evaluate the discriminative ability of both algorithms. We can see the unsupervised subspace tracking (online PCA) obtained many details of the facial attributes, and the reconstructions of boys and girls have little differences, which makes it hard to distinguish the two genders. So in this case, the unsupervised algorithm fails because of the lack of supervised information. In contrast, the supervised OSDR extracts two very different “average” faces for the boy and the girl, respectively, although these average faces do not directly reflect any facial detail. Interestingly, from the contour we learned that, the most discriminative attribute learned by OSDR is the hair (see the dark part in Fig. 10 (d) around shoulder of the girls). This is a straightforward and efficient feature for distinguishing boys and girls. This example clearly demonstrate that OSDR focus on extracting the component that differentiate two classes, and hence, is quite suitable for dimensionality reduction in classification problems.

**Fig. 9:** Visualization of top 7 basis in subspace $U$: “eigenfaces”. Images are processed via blurring and contrast enhancement for better visualization. The first row corresponds to the basis obtained from ODR (baseline) algorithm, while the second row consists of basis from the OSDR algorithm.

**Fig. 10:** Mean reconstructed image for boys and girls. (a) and (b) are showing results obtained from ODR algorithm, while (c) and (d) are showing results created by OSDR. Images are processed via blurring and contrast enhancement for better visualization.
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