Training a Fast Object Detector for LiDAR Range Images Using Labeled Data from Sensors with Higher Resolution
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Abstract—In this paper, we describe a strategy for training neural networks for object detection in range images obtained from one type of LiDAR sensor using labeled data from a different type of LiDAR sensor. Additionally, an efficient model for object detection in range images for use in self-driving cars is presented. Currently, the highest performing algorithms for object detection from LiDAR measurements are based on neural networks. Training these networks using supervised learning requires large annotated datasets. Therefore, most research using neural networks for object detection from LiDAR point clouds is conducted on a very small number of publicly available datasets. Consequently, only a small number of sensor types are used. We use an existing annotated dataset to train a neural network that can be used with a LiDAR sensor that has a lower resolution than the one used for recording the annotated dataset. This is done by simulating data from the lower resolution LiDAR sensor based on the higher resolution dataset. Furthermore, improvements to models that use LiDAR range images for object detection are presented. The results are validated using both simulated sensor data and data from an actual lower resolution sensor mounted to a research vehicle. It is shown that the model can detect objects from 360° range images in real time.

I. INTRODUCTION

Reliable detection of other road users in the environment of the vehicle is one of the challenges for self-driving cars. Together with cameras and radars, LiDAR sensors are one of the major sensor types used for gathering information about the surrounding of the vehicle. While LiDAR sensors do not achieve the resolution of cameras, they can provide reliable and precise distance measurements. At the same time, LiDAR sensors typically provide a significantly higher resolution and accuracy than automotive radar sensors.

The measurements from a LiDAR sensor can be represented as a set of points (“point cloud”) where each point contains information about its three-dimensional position. In addition to the position data, LiDAR sensors can also provide information about the reflectivity of the surface. There is already a large amount of literature on detecting objects from point clouds which are provided by LiDAR sensors (see Section III). Great progress has been made in applying supervised machine learning to this problem. However, to achieve good results, large datasets that contain LiDAR measurements with object annotations are required. Creating such a dataset is laborious and costly. Thus, there is only a limited number of publicly available datasets. While some alternative datasets such as [1], [2] have become available recently, most published research is based on the KITTI dataset [3]. The limited availability of datasets also means that suitable annotated datasets are only available for a very limited set of sensors.

This paper demonstrates that a network that directly predicts objects based on data from a LiDAR sensor (in this case a Velodyne VLP-32) can be trained using data from another LiDAR sensor with significantly higher resolution (the Velodyne HDL-64E used for recording the KITTI dataset). This is achieved by modifying the training data to make it appear like data from the lower resolution sensor. The additional available data can be used for data augmentation.

Range images are chosen as the representation of the LiDAR measurements. This representation is very close to the way spinning LiDAR sensors provide their measurements. This means that no preprocessing such as assigning points to a grid or calculating features is required. Range images implicitly contain information about occlusions where an object or parts of it are not visible due to another object closer to the sensor that is blocking the view. Compared to common bird’s eye view (BEV) or other grid based methods, this approach also allows for a relatively low runtime without imposing any constraints on the distance of detectable objects. For CNNs that use convolutions in BEV, the invariance of convolutions under translations corresponds to translations of objects. In contrast, range image based CNNs are only invariant under rotation around the sensor. This may restrict their ability to generalize and may contribute to the fact that range image based networks tend to have a lower detection performance than networks using certain other representations [4]. However, [5] has shown recently that a probabilistic approach can significantly improve detection performance in networks based on range images. To achieve this result they predict objects represented as mixture distributions, apply mean shift clustering, and use a non-maximum suppression strategy that considers uncertainties.

The structure of the neural network used in our paper is designed to be efficient enough to process a 360° range image from a Velodyne VLP-32 sensor on the experimental vehicle in real time. Additionally, the effectiveness of a simple solution to reduce the effect of blurry predictions is demonstrated.

A discussion of related work with a focus on LiDAR-based object detection can be found in Section II. Section III discusses the design of the detector and the training process. In Section IV the results are evaluated using both the KITTI dataset and data recorded with a Velodyne VLP-32 sensor attached to a research vehicle.
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II. RELATED WORK

Scanning laser sensors have been in use in research projects on self-driving vehicles for more than three decades [6]. Early object detection was based on clustering and additional post-processing [7], [8]. In recent years, there has been significant progress in object detection using LiDAR sensors due to the availability of higher resolution LiDAR sensors, publicly available datasets (especially KITTI), and the progress in deep learning.

Many of the neural networks used for detecting objects in LiDAR point clouds are based on ideas from convolutional neural networks (CNNs) that detect objects in 2D images. This includes both methods that create a dense grid of predictions such as [9] and methods that output predictions for a previously generated set of region proposals, e.g. [10]. An overview over CNN-based 2D object detection methods can be found in [11].

To process LiDAR data in neural networks, various representations of LiDAR point clouds have been used. One approach is to create a bird’s eye view (BEV) image by projecting the LiDAR points onto a ground plane. Information such as point density, reflectivity, and height can be encoded in channels (see e.g. [12], [13]). LiDAR data represented as range images has been used in CNNs to detect objects [14], [5]. As shown in [4] this representation can also be used together with other representations (including BEV) in a single network. Their evaluation suggests that using BEV can achieve a better detection performance than methods using the range image representation. One advantage of both BEV and range image representation is that standard 2D convolutions and network architectures that are very similar to those used in 2D object detection can be used. This makes them relatively easy to implement and adapt.

An alternative to approaches that use a two-dimensional representation of the point cloud are network structures that operate directly on three-dimensional data. [15] uses a three-dimensional grid and 3D convolutions to predict objects. An architecture that can exploit the sparsity of data in three dimensional grids is presented in [16]. In [17] a neural network that can operate directly on unstructured point clouds and is inherently invariant to permutations of the points in the point cloud has been proposed. Multiple ways to adopt this idea for automotive object detection have been presented [18], [19], [20]. A comprehensive overview over various object detection methods for autonomous driving can be found in [21] and [22].

The vast majority of these object detection algorithms is evaluated using data from the type of sensor that has been used for training. There are however some exceptions to this. [13] shows that their BEV-based network which was trained on KITTI can also predict objects using data from lower resolution lidar sensors. In [23] a CNN for range images from a VLP-16 sensor with only 16 channels is trained using a part of the KITTI LiDAR data. This CNN is used to perform a point-wise classification of the range image. Then a clustering-based approach is used to extract objects.

III. NETWORK ARCHITECTURE AND TRAINING

This section describes the design of the proposed object detection. In Sections III-A and III-B the input and output format and structure of the neural network are discussed. Section III-C describes the differences between the data from our Velodyne VLP-32 sensor and the KITTI LiDAR data. Our approach to accommodate for these differences is presented in Section III-D. Sections III-E and III-F describe the training procedure and necessary post-processing.

A. Input and Output Representation

The range image (in meters) is scaled by a factor of 0.01 (so most values are between 0 and 1) and used as input to the CNN. For every input pixel the CNN then predicts object parameters for multiple orientation anchors. The predicted parameters for each anchor are:

- a scalar objectness score
- the three-dimensional offset of the box center relative to the point for which this object is predicted (∈ ℝ³) in meters
- the orientation expressed as a two-dimensional unit vector (this avoids discontinuities that occur when using angles to represent the orientation)
- the width, length, and height of the object in meters

Thus the network has to predict nine channels per anchor. To ensure invariance under rotation around the sensor origin, the box position and object orientation are represented in a coordinate frame that is aligned with the direction of sight to the corresponding point. The resulting box representation is effectively a three-dimensional extension of the representation in [5]. This representation significantly reduces the number of output channel compared to the separate prediction of all corner points as found in [14].

The anchors represent different object classes at different aspect angles. For each object class there are four anchors corresponding to four ranges of possible orientations (at 90° intervals). The estimation of the objectness score for each anchor forms a classification problem and determines the object class and approximate orientation. Regression is used to determine the precise orientation and the other object parameters that are predicted for each anchor. The idea to combine classification and regression to estimate orientations has been used in other object detectors such as [24].

B. Model Design

The network is designed to be a fully convolutional network build from residual blocks [25]. Apart from one 1 × 1 convolution to increase the number of channels to 64, the network is entirely build up of residual blocks. A sketch of the network structure can be seen in Fig. I. Overall, it consists of 32 residual blocks, where the last one differs slightly from the intermediate blocks. All layers use the full resolution of the range image, so no stride or pooling is required. This reduces blurring of the predicted output. Blurring is particularly problematic at the edges of objects in range images where neighboring pixels can represent points with significant distance to each other.
The predicted objectness scores have a tendency to be blurry, i.e. the predicted objectness maps do not have clear edges. This means that points that are adjacent to objects in the range image may also have high predicted objectness scores. These inaccurate objectness scores result in wrongly detected objects that may be a lot closer or further away than the objects that should be detected. During evaluation, each pixel in the predicted objectness score map is replaced by the minimal score in its 3x5 neighborhood. The effect of this operation is that the detections in the range image are shrunk. This reduces the objectness around edges of objects, thereby reducing false positives. The minimum over a neighborhood can be implemented efficiently by using an appropriately parameterized max-pooling layer.

Figure 2 depicts the structure of the individual residual blocks. The range images have significantly more columns than rows. Therefore, the middle layer of each convolutional block uses 1x7-kernels to increase the receptive field horizontally. Standard rectified linear units (ReLU) are used as activation functions. As shown in Fig. 2 the last residual block of the network differs slightly from the intermediate blocks. Its number of output channels matches the shape of the desired prediction (two classes with four orientation anchors each and nine channels per anchor). Furthermore, no activation function is applied after the last layer of the last block to allow for arbitrary predicted values.

The predicted objectness scores have a tendency to be blurry, i.e. the predicted objectness maps do not have clear edges. This means that points that are adjacent to objects in the range image may also have high predicted objectness scores. These inaccurate objectness scores result in wrongly detected objects that may be a lot closer or further away than the objects that should be detected. During evaluation, each pixel in the predicted objectness score map is replaced by the minimal score in its 3x5 neighborhood. The effect of this operation is that the detections in the range image are shrunk. This reduces the objectness around edges of objects, thereby reducing false positives. The minimum over a neighborhood can be implemented efficiently by using an appropriately parameterized max-pooling layer.

C. Sensor Comparison

Both the Velodyne VLP-32 sensor [26] mounted on the vehicle and the Velodyne HDL-64E used while recording the KITTI dataset generate a point cloud by spinning around a vertical axis while recording distance measurements with (32/64) channels. These channels are angled to cover a range of elevation angles. In both the recording of the KITTI dataset and our research vehicle, the sensors are configured to run at a rotational frequency of 10 Hz. This sensor type allows for a representation of the point cloud as a range image, where each row corresponds to a sensor channel and each column contains measurements recorded at roughly the same time during a revolution.

For the VLP-32 sensor, this results in range images with a width of approximately 1808 columns per revolution. The HDL-64E sensor used to record the KITTI dataset has a recording frequency that results in a horizontal resolution of about 2083 columns per revolution. The channels of the HDL-64E cover an elevation angle from $-25^\circ$ (down) to $+2^\circ$ (up) with a resolution of about $1/3^\circ$ near the horizon and a slightly lower angular resolution for the lower channels (see Fig. 3). The VLP-32 covers an elevation angle from $-25^\circ$ to $+15^\circ$. While the angular resolution around the horizon is $1/3^\circ$, the gaps between the higher and lower channels of this sensor are significantly larger. The reflectivity measurements provided by both sensors are not considered as they differ significantly between both sensors.

D. Sensor Simulation

The LiDAR data in the KITTI dataset is in the form of unorganized point clouds. The sensor channel alignment is reconstructed from the point cloud data so the points (and corresponding labels) can be assigned to pixels of the range image representation. The range images are reconstructed with the horizontal resolution of the VLP-32 sensor (1808 columns). Only 25 rows of the range image of the VLP-32 sensor are used as input for the CNN detector. The six highest and the lowest sensor channel are ignored, as they are not relevant for road object detection. Some of these channels also have no corresponding data in the KITTI dataset due to the different sensor channel orientations.

The distribution and number of rows in the reconstructed range images from KITTI point clouds differ significantly from VLP-32 data. Therefore the reconstructed range images are not well suited for training the neural network. Instead, we want to extract range images from the KITTI data that are very similar to range images from VLP-32 sensors. As shown in Fig. 3 a subset of channels of the HDL-64E can be chosen such that the angles between the selected channels are very similar to the angles between the channels of the VLP-32. This yields a range image that closely resembles actual VLP-32 measurements in terms of both absolute elevation angles and angles between adjacent rows.

The entire channel selection can be moved up or down one or multiple HDL-64E channels without significantly changing the angles between the selected channels. Furthermore, the selection of HDL-64E channels for some of the lower
VLP-32 channels is somewhat ambiguous. Combining these two degrees of freedom allows us to define 12 different channel subsets. For each training step, one of these 12 subsets is randomly chosen and the corresponding rows from the range image and label data are used. This randomization provides a level of data augmentation.

E. Training

The loss function consists of two components that directly compare the output of the model as depicted in Fig. 1 with corresponding pixel-wise labels. The classification loss is applied to the predicted objectness scores whereas the regression loss is only applied to the predicted box parameters. For most object detection networks, cross-entropy or focal loss [27] are used as classification losses. As this form of loss seems to reduce detection performance, we use a quadratic loss in our work. A mask that is applied to the classification loss makes sure that only the area in front of the vehicle where objects are labeled is used for training. Furthermore, this mask is used to exclude points that fall into areas marked as “don’t care”-regions in the KITTI dataset. The regression loss is calculated for each anchor separately and then summed up to obtain the overall regression loss. For each anchor, the mean squared error with all eight regression channels weighted equally is used. To ensure that the regression loss only considers regions labeled as objects of the corresponding anchor, a mask is applied to the regression loss of each anchor. The overall loss is the sum of the classification and the regression loss.

The network is implemented in Tensorflow [28] and the Adam optimizer [29] is used for training the network. During training, only the parts of the range images and labels that cover the 180° area in front of the vehicle, are used. The initial learning rate is $1 \times 10^{-4}$. During the training process, this is reduced in steps to $3 \times 10^{-6}$.

F. Post-Processing

To reduce the impact of predictions that have a high objectness score but an inconsistent orientation vector $r$ (i.e. its norm differs significantly from 1), the objectness score is multiplied with a factor of

$$\min \left( \|r\|, \frac{1}{\|r\|} \right).$$

(1)

Ideally, the predicted $\|r\|$ should always be equal to one. In this case, the objectness score is not affected. Orientation vectors with a norm that is significantly larger or smaller than one indicate unreliable orientation estimates. For these
orientation vectors, reduces the corresponding objectness score. Then a threshold is applied to the predicted objectness scores.

There are often thousands of predicted objects remaining after thresholding. To limit the number of detections and avoid overlapping objects non-maximum suppression (NMS) is used. It uses a BEV grid representation where each cell contains information about the object with the highest score that covers the cell. All object detections are ordered in descending order by score. Then the algorithm iterates over all detections. Objects are marked invalid if the covered cells are already occupied by a valid object. Otherwise, a reference to the objects is stored in all cells they cover. The remaining valid objects form a set of detections that do not overlap each other. Figure shows an example of the detection before and after applying the non-maximum suppression. This NMS algorithm is implemented in C++ and runs on the CPU. For the following evaluation, a grid size of 0.2 m is used.

IV. EVALUATION

We have split the official training data from the KITTI object detection dataset into two subsets, one for training and one for validation. To reduce similarity between training and validation data, all frames that are in the same sequence are also grouped into the same subset. Overall, this leaves 6090 of the 7481 frames in the training dataset for training and 1391 for validation.

For evaluation the network is trained with two classes. One class consists of the car and van class in the KITTI dataset. The other one is a combination of the pedestrian, cyclist, and person sitting classes. (The KITTI evaluation is only available for car and pedestrian.) Due to a strong bias of labels in the KITTI dataset towards cars and the planned usage of the detector primarily for vehicle detection, the focus of the evaluation is on the detection of cars.

A. Evaluation on the KITTI Dataset

The evaluation code provided by KITTI for the object detection dataset was used for evaluations on the validation dataset. The KITTI evaluation code allows for duplicate detections for a single label. Therefore generating multiple overlapping detections may be beneficial to achieve a higher recall. However, the non-maximum suppression strategy used (and required for additional processing steps on the experimental vehicle) cannot benefit from this. Using the evaluation code with the raw predictions is also impractical, as the number of those predictions is too large. Vans detected as cars and sitting persons detected as pedestrians are not considered errors by the evaluation code. The KITTI object detection benchmark provides three different evaluations. One considers the intersection over union (IoU) of 2D object detections and the corresponding labels in the image. We generate these bounding boxes by projecting the 3D boxes into the image. Additionally there is a bird’s-eye view evaluation that considers the IoU of detections and labels in the bird’s-eye view and a three-dimensional evaluation that evaluates the three-dimensional IoU of the boxes. For an object to be considered detected, the two-dimensional/three-dimensional IoU needs to be greater than 70% for cars and greater than 50% for other classes. The KITTI dataset groups objects into the difficulty levels “easy”, “moderate” and “hard” depending on the occlusion level and 2D bounding box height.

For the evaluation on the KITTI dataset, a fixed channel subset of the validation data is used to provide deterministic results. Objects are extracted with a low objectness threshold of 0.05. This allows for a wide range of thresholds when computing precision-recall curves. Figure shows the precision recall curves for the projection to the image and the BEV. The difference between these curves suggests that many objects are detected, while their box is not accurate enough to pass the 70% threshold in BEV. Additionally, the recall drops significantly for harder labels. In Table II, a comparison between the average precision (AP) values of the different evaluations can be seen. A comparison to the reported average precision for the 2D evaluation on the testing dataset in [14] (60.3% / 47.5% / 42.7%) suggests a significant improvement. Compared to [5], the BEV results are only slightly worse for the easy category (75.89% vs. 78.25%). However the difference increases towards the “hard” category (44.13% vs. 66.47%). This is probably related to the significantly more sophisticated (and time consuming) non-maximum suppression strategy used in their approach. State-of-the-art algorithms using more complex point cloud representations (such as [20]) achieve significantly higher average precision values.

Table III shows the effect of certain components of the object detector and the training strategy on the detection performance. If the layer that calculates the minimum in a neighborhood of pixels in the predicted objectness scores is not applied, the average precision for the easy and moderate categories drops, while the hard category is affected less.
This is somewhat expected, as this layer may not only remove wrongly predicted objects from pixels around the edges of objects in the range image but also reduce the objectness score of distant, small, or partially visible objects. These might be handled better by approaches similar to the mean shift clustering used in [5] (at the cost of complexity and runtime). If no orientation anchors are used and only a single set of regression channels is predicted, the detection performance drops significantly. This might be due to situations where the orientation is somewhat ambiguous and the predictions of the network without orientation anchors effectively predict a combination of box parameters for multiple possible orientations. Using a fixed subset set of training channels instead of randomly switching between twelve sets of channels during training reduces the average precision by a few percentage points.

B. Evaluation Using Data from VLP-32 Sensor

Our experimental vehicle is equipped with a variety of sensors including a Velodyne VLP-32 that is mounted over the front of the vehicle’s roof (see Fig. 6). This mounting position results in a similar height of the sensor over ground as the Velodyne HDL-64E used for recording the KITTI dataset.

There is no appropriately labeled data from the research vehicle available. To evaluate the performance on the research vehicle, data was recorded while driving together with a reference vehicle (see Fig. 7). Both vehicles are equipped with DGPS and inertial measurement units to accurately determine their own position. The recorded position of the reference vehicle can be used as ground truth data for evaluating the accuracy of the detection. Table II shows that close-by objects on the side of the vehicle are not detected reliably. As the KITTI dataset only provides labels in the area in front of the vehicle that is visible in the camera the LiDAR sensor.

When the reference vehicle is close, it is detected very reliably. As the distance increases, the detection ratio drops significantly. The position error is split into its radial component, i.e. the error in estimating the distance to the object’s center, its tangential component that describes the position error to the side of the viewing direction, and the vertical error. Overall, position error, orientation error, and box size estimation error increase with larger distance. Presumably this is caused by a smaller number of labeled objects at larger distances in the training data. Furthermore, these distant objects form relatively small patches in range images. Orientation estimation and classification seem to be most affected by the limited number of points that belong to each of these distant objects.

The position error in radial direction and the error of the length estimate are larger than position and size estimates along other axes. This may be caused by frames in the recorded sequence where only the rear of the reference vehicle is visible and the vehicle’s length and consequently length estimate are larger than position and size estimates of these distant objects form relatively small patches in range images.

When processing full 360\(^\circ\) range images from the Velodyne VLP-32 sensor spinning at 10 revolutions per second, the average inference time on a computer with a Nvidia GeForce 1080 Ti GPU is 39.8 ms. The average duration of the non-maximum suppression is 0.251 ms. This means that our object detector can be used in real time on the research vehicle.

Qualitative analysis of the performance in urban scenarios shows that close-by objects on the side of the vehicle are not detected reliably. As the KITTI dataset only provides labels in the area in front of the vehicle that is visible in the camera

| TABLE II  |
|-----------|
| ABLATION STUDY KITTI BEV |
| vehicle AP  |
| easy | moderate | hard |
| ours | 75.89\% | 57.71\% | 41.13\% |
| no neighbor minimum | 64.22\% | 51.90\% | 39.84\% |
| no orientation anchors | 45.20\% | 37.96\% | 30.16\% |
| fixed training channels | 69.45\% | 55.74\% | 41.98\% |

| TABLE III |
|-----------|
| EVALUATION WITH REFERENCE VEHICLE |
| ref. vehicle at distance (in m) |
| 0 – 20 | 20 – 40 | > 40 |
| evaluation frames | 663 | 1053 | 293 |
| detection ratio | 97.0\% | 80.9\% | 25.3\% |
| radial position error (RMSE) [m] | 0.41 | 0.58 | 0.67 |
| tangential position error (RMSE) [m] | 0.15 | 0.24 | 0.32 |
| vertical position error (RMSE) [m] | 0.13 | 0.26 | 0.59 |
| orientation error (RMSE) \(^\circ\) | 2.3 | 7.3 | 16.4 |
| length error (RMSE) [m] | 0.88 | 1.13 | 1.22 |
| width error (RMSE) [m] | 0.19 | 0.22 | 0.23 |
| height error (RMSE) [m] | 0.08 | 0.07 | 0.07 |

Fig. 6. Velodyne VLP-32 mounted on the experimental vehicle. Only the Velodyne VLP-32 in the front was used for this paper.
image, this may be a limitation of the dataset. However, for objects at distances that are more typical for labeled objects in the KITTI dataset the object detector can generalize to objects on the side of the car or behind it.

V. CONCLUSION

This paper shows that labeled data from one type of LiDAR sensor can be used for training a neural network that can provide object detections from data generated by a different type of sensor. It also shows that relatively simple improvements to the network can significantly improve the performance of object detection from range images without a significant impact on runtime performance. This points to the fact that the type of CNN employed here struggles to provide accurate predictions around the edges of objects in range images. The presented object detection approach can be used in real time for detecting objects around the vehicle. However, there is still a significant difference in detection performance of neural networks that use range images compared to the detectors that currently rank highest in the KITTI benchmark. By combining the results from this paper with the ideas recently presented in [5] to improve object detection from range images it might be possible to further reduce this performance gap. Our training strategy could also allow for combining labeled data from multiple types of sensors for training a neural network.

REFERENCES

[1] H. Caesar, V. Bankiti, A. H. Lang, S. Vora, V. E. Liong, Q. Xu, A. Krishnan, Y. Pan, G. Baldan, and O. Beijbom, “nuScenes: A multimodal dataset for autonomous driving,” CoRR, vol. abs/1903.11027, 2019. [Online]. Available: http://arxiv.org/abs/1903.11027

[2] X. Huang, X. Cheng, Q. Geng, B. Cao, D. Zhou, P. Wang, Y. Lin, and R. Yang, “The apolloscape dataset for autonomous driving,” in The IEEE Conference on Computer Vision and Pattern Recognition (CVPR) Workshops, June 2018.

[3] A. Geiger, P.Lenz, C. Stiller, and R. Urtasun, “Vision meets robotics: The KITTI dataset,” The International Journal of Robotics Research, vol. 32, no. 11, pp. 1231–1237, 2013.

[4] X. Chen, H. Ma, J. Wan, B. Li, and T. Xiu, “Multi-view 3d object detection network for autonomous driving,” in 2017 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), July 2017, pp. 6526–6534.

[5] G. P. Meyer, A. Laddha, E. Kee, C. Vallespi-Gonzalez, and C. K. Wellington, “Lasernet: An efficient probabilistic 3d object detector for autonomous driving,” CoRR, vol. abs/1903.08701, 2019. [Online]. Available: http://arxiv.org/abs/1903.08701

[6] T. Kanade, C. Thorpe, and W. Whittaker, “Autonomous land vehicle project at cmu,” in Proceedings of the 1986 ACM Fourteenth Annual Conference on Computer Science, ser. CSC ’86. New York, NY, USA: ACM, 1986, pp. 71–80. [Online]. Available: http://doi.acm.org/10.1145/326434.325197

[7] C. Stiller, J. Hipp, C. Rissig, and A. Ewald, “Multisensor obstacle detection and tracking,” Image and Vision Computing, vol. 18, no. 5, pp. 389 – 396, 2000.

[8] K. C. J. Dietmayer, J. Sparbert, and D. Streller, “Model based object classification and object tracking in traffic scenes from range images,” in Proceedings of IV IEEE Intelligent Vehicles Symposium, vol. 200, 2001.

[9] J. Redmon, S. Divvala, R. Girshick, and A. Farhadi, “You only look once: Unified, real-time object detection,” in The IEEE Conference on Computer Vision and Pattern Recognition (CVPR), June 2016.

[10] S. Ren, K. He, R. Girshick, and J. Sun, “Faster r-cnn: Towards real-time object detection with region proposal networks,” in Advances in Neural Information Processing Systems 28, C. Cortes, N. D. Lawrence, D. D. Lee, M. Sugiyama, and R. Garnett, Eds. Curran Associates, Inc., 2015, pp. 91–99.

[11] J. Huang, et al., “Speed/accuracy trade-offs for modern convolutional object detectors,” in The IEEE Conference on Computer Vision and Pattern Recognition (CVPR), July 2017.

[12] S. Yu, T. Westrechtl, R. Hamada, K. Ohno, and S. Tadokoro, “Vehicle detection and localization on bird’s eye view elevation images using convolutional neural network,” in 2017 IEEE International Symposium on Safety, Security and Rescue Robotics (SSRR), Oct 2017, pp. 102–109.

[13] J. Beltrán, C. Guindel, F. M. Moreno, D. Cruzado, F. Garcia, and A. De La Escalera, “A 3d object detection framework from lidar information,” in 2018 21st International Conference on Intelligent Transportation Systems (ITSC), Nov 2018, pp. 3517–3523.

[14] B. Li, T. Zhang, and T. Xia, “Vehicle detection from 3d lidar using fully convolutional network,” CoRR, vol. abs/1608.07916, 2016. [Online]. Available: http://arxiv.org/abs/1608.07916

[15] B. Li, “3d fully convolutional network for vehicle detection in point cloud,” in 2017 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), Sep 2017, pp. 1513–1518.

[16] M. Engelcke, D. Kuo, D. Z. Wang, C. H. Tong, and J. Posner, “VoxelDeep: Fast object detection in 3d point clouds using efficient convolutional neural networks,” in 2017 IEEE International Conference on Robotics and Automation (ICRA), May 2017, pp. 1355–1361.

[17] R. Q. Charles, H. Su, M. Kaichun, and L. J. Guibas, “PointNet: Deep learning on point sets for 3d classification and segmentation,” in 2017 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), July 2017, pp. 77–85.

[18] Y. Zhou and O. Tuzel, “VoxelNet: End-to-end learning for point cloud based 3d object detection,” in The IEEE Conference on Computer Vision and Pattern Recognition (CVPR), June 2018.

[19] C. R. Qi, W. Liu, C. Wu, H. Su, and L. J. Guibas, “Frustum pointnets for 3d object detection from rgb-d data,” in The IEEE Conference on Computer Vision and Pattern Recognition (CVPR), June 2018.

[20] A. H. Lang, S. Vora, H. Caesar, L. Zhou, J. Yang, and O. Beijbom, “Pointpillars: Fast encoders for object detection from point clouds,” in The IEEE Conference on Computer Vision and Pattern Recognition (CVPR), June 2019.

[21] E. Arnold, O. Y. Al-Jarrah, M. Dianati, S. Fallah, D. Oxtoby, and A. Mouzakitis, “A survey on 3d object detection methods for autonomous driving applications,” IEEE Transactions on Intelligent Transportation Systems, pp. 1–14, 2019.

[22] D. Feng, C. Haase-Schuetz, L. Rosenbaum, H. Hertlein, F. Duffhaus, C. Glaser, W. Wiesbeck, and K. Dietmayer, “Deep multi-modal object detection and semantic segmentation for autonomous driving: Datasets, methods, and challenges.” CoRR, vol. abs/1902.07630, 2019. [Online]. Available: http://arxiv.org/abs/1902.07630

[23] I. del Pino, V. Vaquero, B. Masini, J. Solá, F. Moreno-Noguer, A. Sanfelio, and J. Andrade-Cetto, “Low resolution lidar-based multi-object tracking for driving applications,” in ROBOT 2017: Third Iberian Robotics Conference, A. Ollero, A. Sanfelio, L. Montano, N. Lau, and C. Cardeira, Eds. Cham: Springer International Publishing, 2018, pp. 287–298.

[24] A. Mousavian, D. Anguelov, J. Flynn, and J. Kosecka, “3d bounding box estimation using deep learning and geometry,” in The IEEE Conference on Computer Vision and Pattern Recognition (CVPR), July 2017.

[25] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in The IEEE Conference on Computer Vision and Pattern Recognition (CVPR), June 2016.

[26] Velodyne LiDAR, Inc., VLP-32C User Manual Rev. B

[27] A. H. Lang, S. Vora, H. Caesar, L. Zhou, J. Yang, and O. Beijbom, “Pointpillars: Fast encoders for object detection from point clouds,” in The IEEE Conference on Computer Vision and Pattern Recognition (CVPR), June 2019.

[28] M. Abadi, A. Agarwal, P. Barham, E. Brevdo, Z. Chen, C. Citro, G. Corrado, A. Davis, M. Dean, J. Devin, et al., “TensorFlow: Large-scale machine learning on heterogeneous systems,” 2015, software available from tensorflow.org. [Online]. Available: https://www.tensorflow.org/

[29] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,” in 3rd International Conference on Learning Representations, ICLR 2015, San Diego, CA, USA, May 7-9, 2015, Conference Track Proceedings, Y. Bengio and Y. LeCun, Eds., 2015.