Determining the shape of reflectance reference samples for curved surface reflectors
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Abstract
Foils made of different materials are often used as reflective insulators. Many manufacturers aim to accurately measure their optical properties to estimate and improve their performance. However, flat reflectance reference samples used in measurements do not correctly represent reflective insulators and cause discrepancies between different measurement techniques. The current work presents a method for modelling surface shape of appropriate reflectance reference samples that could be produced by additive manufacturing. The method is based on studying the reflection distribution of reflective insulators and is described with an example of aluminium foil. The method’s performance is validated using Monte-Carlo simulations.
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1. Introduction

Precise characterization of the reflectivity of reflective insulation products for buildings is important for manufacturers of those products. However, recent cross-comparison of reflectivity measurement techniques organized by the standardization working group CEN/TC 89/WG 12 has shown large differences of total hemispherical reflectivity results deviating by 6% (from 0.92 to 0.98) on the same reflective material [1]. The comparison included ‘integrating sphere’ instruments and commercially available portable instruments (reflectometers) like TIR 100-2 from INGLAS. The reasons of these differences are yet to be explained, but one of them ought to be a reflectance reference sample that does not represent the measurement object closely enough.

As indicated in the cross-comparison, the plane mirrors or diffusing reflectance samples that are usually used for calibration of portable instruments may not be the best calibration targets. They are quite far from actual measurement targets—aluminized or aluminum foils that are usually used as external surfaces of reflective insulators. Foils are surface reflectors that are not strictly specular or diffuse reflectors since, to some extent, they exhibit both types of reflection. On top of that, they usually have non-flat (battered and crumpled) surfaces and their comparison with flat reference standards may introduce some additional variation in reflectivity measurements. Recent study showed that calibration factors obtained for NGLAS Produktions GmbH: TIR 100-2 using flat reference standards might not be applicable for mesh-reinforced foils [2].
Production of appropriate reference samples seems to be an obvious solution for this problem. Modern additive manufacturing methods allow to produce objects from almost any material with almost any size and shape. The questions that remain are that what should be the sample’s surface shape so that it would exhibit reflectance properties similar to the reflective insulation products and what would be a suitable manufacturing method.

Present article tackles these problems by introducing a method to determine a shape of the new reflectance reference sample that could be manufactured by precise additive manufacturing or by some other method.

2. Angular distribution of reflection of aluminium foil

Characterization of one of the most common reflective insulator—aluminium foil—was a starting point in our research. For this reason, several measurements of angular reflection distribution of different aluminium foil samples were performed. They were conducted at the Laboratoire national de métrologie et d’essais (LNE) using an absolute reflectometer developed for reflectance calibration of mirrors in the infrared [3].

First, a flat aluminium foil bonded to a solid rigid support was measured. It was illuminated by IR light with wavelengths varying from 3 to 16 µm corresponding to common insulation materials exploitation temperatures ranging from 20 °C to 25 °C. To get better signal-to-noise ratio an IR light from the black body of 1850 K and interference filters were used to filter wavelengths of interest. Illumination had spot size of 12 mm and θi = 11.5° angle of incidence (from the sample normal). Reflected light was measured in the same plane (ϕ = 0°) from θr = −5° to −18° with respect to sample’s normal or approximately ±6° around specular reflection direction. The results can be seen in figure 1.

Flattened aluminium foil’s angular distribution of reflection was mostly specular and exhibited only ±2.5° beam dispersion around specular direction. Nevertheless, it indicated that the foil surface is not completely smooth and has some microstructure that should be taken into account during development of new reference samples. Illumination wavelength variation had a little effect on the reflection angular distribution.

In the same conditions, another sample—mesh-reinforced aluminium foil—was attempted to be measured. However, used sample strongly scattered filtered individual wavelengths and signal-to-noise ratio was not sufficient for reliable results. For this reason, unfiltered 1850K black body illumination was used for illumination. Beam size remained the same, but angle of incidence changed to 8°. Illumination spot position was also varied to investigate changes of angular reflection distribution caused by non-uniformity of the sample. Results are depicted in figure 2.

Mesh-reinforced aluminium foil exhibited ±40° beam dispersion and confirmed that macroscopic surface structures have a large effect on resulting angular distribution of reflection. Variation of the illumination spot position did not have a big effect on beam dispersion extent. However, it affected the shape of angular distribution and indicated a non-uniformity of the sample surface.

Ultimately, the conducted measurements showed that to produce a reflectance reference sample with reflection properties of an actual insulator material, one should determine its microstructure as well as macrostructure. Furthermore, the macrostructure might be more important since its effect on the angular distribution of reflection is greater.

3. Determining the shape of reflectance reference sample

There are many possibilities to determine the topology of the reference sample under development. Simplest methods imply 3D scanning of the surface of the actual reference sample and producing copy of it using additive manufacturing. However, mesh reinforced foil structure may be highly irregular and reflectivity distribution may change significantly when sample with similar structure is realigned under illumination beam. Therefore, to design a reference sample with...
repeatable reflectivity distribution, it was decided to compute surface shape using optical Monte-Carlo (MC) simulations and angular distribution data that were measured in our experiments.

3.1. Determining microstructure

Previous experience at Aalto University in characterization of gonioreflectometric properties of rough flat metal surfaces set a basis for our research. Studies carried out by Priit Jaanison et al [4] showed that for unpolarised light, a Torrance–Sparrow reflectance model [5] describes well the reflectance of plain aluminium surfaces. This model is based on geometrical optics and describes surface roughness as a number of microfacets that are oriented according to a specified distribution. For the latter, Gaussian [6] or Beckmann [7] distributions are often used. They parametrize surface roughness and, hence, allow to determine surface microstructure through a number of constants. In case of the Gaussian distribution, it is possible using a single parameter—root mean square slope $\sigma$ of surface microfacets.

Fitting the reflection distribution function of the Torrance–Sparrow surface simulated by MC to the measured angular distribution of the reflectance sample under consideration allows one to estimate its roughness by obtaining the value of $\sigma$. In this case, the probability $\rho$ that a ray coming from direction $\theta_i$ is reflected in the direction $\theta_r$ is

$$\rho(\theta_i) = \frac{1}{\pi} \left( D \cos(\theta_i) + S \frac{F(n,k)T(\sigma)}{4\cos(\theta_i)\cos(\theta_r)} \right) d\theta_r \quad (1)$$

where function $F(n,k)$ is given by Fresnel equations, $T(\sigma)$ is the Gaussian distribution of sample microfacets’ slopes, $\sigma$ is root mean square slope, $A$ is associated geometric attenuation term and $D$ and $S$ are the ratios of diffusely and specularly reflected radiation, respectively. Parameters $n$, $k$, and $\sigma$ are the index of refraction and extinction coefficient corresponding to the surface material and are held constant during fitting. Parameters $D$, $S$ and $\sigma$ are varied and the square sum of residuals between simulated and measured angular distributions are minimized to ensure the best fit.

To estimate the roughness of aluminium reflective insulator surface, we used $n = 9.1528$ and $k = 47.199$ obtained from [6] at the wavelength of $\lambda = 5 \mu m$ and run MC simulation with the parameters close to the actual measurement, i.e. incidence angle $\theta_i = 11.5^\circ$ and illumination spot size $d = 12 \text{ mm}$. The result is depicted in figure 3 where the fitted parameters are $D = 0.0807$, $S = 2.2528$ and $\sigma = 0.0101$. Goodness of the fit was estimated by R-squared coefficient of determination:

$$R^2 = 1 - \frac{\sum_i (x_i - x_m)^2}{\sum_i (x_m - \bar{x})^2} \quad (2)$$

where $x_i$ is the fitted value, $x_m$ is the measured value and $\bar{x}$ is the average of measured values.

As expected, fitted parameters indicate that the flattened aluminium foil behaves mostly as a specular reflector since it has quite large specular ratio $S$ and small diffuse reflectance ratio $D$. At the same time the root mean square slope of microfacets was greater than zero $\sigma > 0$ indicating that the aluminium foil surface is slightly rough.

According to Le and Sutcliffe, typical dimensions of microstructure waves on a cold-rolled aluminium foil surface are 25–50 $\mu m$ for the wavelength and 0.25–0.50 $\mu m$ for the amplitude [8]. The slope range calculated from these parameters is 0.005–0.01. The value of $\sigma = 0.0101 \approx 0.01$ corresponds to the upper border of the range indicating that the mean profile amplitude of the sample is around $R_m = 0.25 \mu m$ and mean profile wavelength is $R_\lambda = 25 \mu m$. Typical minimal layer thickness for modern additive manufacturing of metals (i.e. laser sintering) is 20–50 $\mu m$ [9]. Therefore, $R_m$ is too small to be meaningful to pursue with additive manufacturing production. Sandblasting with the fine sand and polishing the surface of a future reflectance reference sample seem to be, in this case, more reasonable methods for creating the desired surface microstructure.

3.2. Determining macrostructure

3.2.1. Distribution of macrofacets’ normals. Modelling a foil surface shape is a complex task. Theoretically, for a given distribution of macrofacets’ normals, the foil can be bended, folded and crumpled in an infinite amount of ways. As a result, a clear model for describing foil-like surfaces is absent. Most of the authors that tried to consider this problem rely on random surface models, such as random midpoint displacement method [10, 11] or spectral synthesis techniques [12, 13]. Both methods can be successfully used to produce naturally looking crumpled surfaces. However, they lack control over the distribution of macrofacets’ normals and do not allow to model a random surface with a defined distribution.
Fortunately, as confirmed with our measurements and simulations, the aluminium foil exhibits mostly specular reflection. This allows to derive the distribution of macrofacets’ normals using measured angular reflection distribution and geometrical optics approach as it was done in the Torrance–Sparrow model. The aluminium surface can be divided to a number of mirror-like macrofacets, whose normal \( \mathbf{n} \) orientation or slope corresponds to angle \( \theta_n \) between macrofacet’s normal \( \mathbf{n} \) and the normal of the whole sample \( \mathbf{N} \) as shown in figure 4.

Angle \( \theta_n \) can be calculated knowing the angle of incidence \( \theta_i \) and reflection angle \( \theta_r \):

\[
\theta_n = \frac{\theta_i + \theta_r}{2} - \theta_i = \frac{\theta_r - \theta_i}{2}
\]

This approach allows to convert the measured angular reflection distribution to the distribution of sample macrofacets’ normals. In this case the reflection angles \( \theta_r \) are converted to macrofacet normal angles \( \theta_n \) using (3) and reflection values \( r(\theta_r) \) are divided by the sum of all reflection values \( \sum_k r(\theta_{r_k}) \cos(\theta_n + \theta_i) \) so that new values \( \rho(\theta_n) \) would show which fraction of the whole surface area is aligned towards the direction corresponding to \( \theta_n \):

\[
\rho(\theta_n) = \frac{r(\theta_n)}{\sum_k r(\theta_{r_k}) \cos(\theta_n + \theta_i)}
\]

\( \theta_i \) is constant and \( \cos(\theta_n + \theta_i) \) is required to take into account differences between viewed area and area of the facet directed towards \( \mathbf{n} \).

One should note that \( \rho(\theta_n) \) is not a continuous function and should be treated as a histogram since it represents the fraction of the surface corresponding to the surface normal angles’ range \( \theta_{n_k} = \pm \Delta \theta_n \) where \( \Delta \theta_n = |\theta_{n_k} - \theta_{n_{k+1}}| \) in case of uniform angular steps. For this reason, if one would like to increase resolution of \( \rho(\theta_n) \) by any kind of approximation, one should normalize \( \rho(\theta_n) \) by the sum of its elements \( \rho(\theta_{n_k}) = \rho(\theta_{n_k}) / \sum_k \rho(\theta_{n_k}) \) since the sum of all fractions should always be equal to 1.

In our case, angular reflection distribution of mesh reinforced foil was used to calculate macrofacets’ normals’ distribution of possible reflectance reference samples. Effects of measured sample non-uniformity were taken into account by averaging angular reflection distributions measured at different illumination spot positions. Obtained \( \rho(\theta_{n_k}) \) was interpolated by a cubic spline and normalized to increase angular resolution. The result can be seen in figure 5.

3.2.2. Facets’ coalignment constrain. Macrofacets’ normals distribution function \( \rho(\theta_n) \) does not contain the full information about the surface. It describes only orientation of many individual surface facets, but provides no information about their coalignment. It can not, however, be completely random since we aim to develop surface with reflection distribution close to the actual sample and that requires a few constraints.

First, it is known that reflection was measured in one plane with the illumination that had a spot diameter of \( d \) and angle of incidence \( \theta_i \). In this case, the average illuminated distance projected to measurement plane will be the average of chords \( \overline{a} \) that for a beam with radius \( r \) is

\[
\overline{a} = \frac{\int_{a=0}^{\theta_i=180^\circ} 2r \sin\left(\frac{\alpha}{2}\right) d\alpha}{\cos(\theta_i)} = \frac{4r}{\pi} \frac{1}{\cos(\theta_i)}
\]

where \( \alpha \) is an angle between two radii forming triangle with the chord. For \( d = 12 \text{ mm} \) it is around \( \overline{a} = 7.71 \text{ mm} \). Figure 2 indicates that the sample is reflecting illumination light to both sides around illumination direction. Assuming that there is an equal number of facets with normals pointing to the left and to the right of global normal \( \mathbf{N} \) (figure 4), \( d = \overline{a} / 2 = 3.86 \text{ mm} \) is the characteristic distance of the surface within which there should be present enough elements to comprehensively manifest the distribution of normals \( \rho(\theta_n) \).

Second constraint emerges from the fact that distance \( d_e = 3.86 \text{ mm} \) is too small for random coalignment of elements. For example, if we divide it to \( K = 100 \) elements then the length of a single element will be \( l_e = 0.0386 \text{ mm} = 38.6 \mu\text{m} \). The largest probable angle of surface normal, according to \( \rho(\theta_n) \), is \( \theta_{max} = 20^\circ \) (figure 5). In this case the elevation of one of the facet’s edges will be equal to \( h_e = l_e \tan(\theta_{max}) = 14.05 \mu\text{m} \). This is smaller than typical minimal layer thickness.
of the area $z$ and $x$-axis. We set
\[ \theta_k = \rho \left( \theta_{n_k} \right) \]
where $l$ has a role of scaling factor. Starting coordinate $x_k=0$ can be any and it defines the shift of the whole structure along X-axis. We set $x_k=0$ to 0. Values of curve $z_k(z(x))$ are calculated so that they would satisfy
\[ |z_k(z_{k+1}) - z_k(x_k)| = l \theta_k \left( \theta_{n_k} \right) \cos \left( \theta_{n_k} \right) \]  
(6)
and $z_k=0$ is also set to 0. The shape of a single part $z(x)$ for $K=100$ and arbitrary $l=1$ mm is depicted in figure 6.

Figure 6. Part of surface profile $z(x)$ calculated using (6), (7). $K=100$ and $l=1$ mm.

(20–50 µm) of modern metal additive manufacturing facilities. If many of similar elements will be randomly coaligned, it may lead to features that are impossible to produce. Therefore, elements should be coaligned in a way where they would form larger structures with larger dimensions or they should be treated as microfacets instead.

Finally, to reduce the self-shadowing effect, obtuse angles between normals of two adjacent elements should be avoided. Otherwise it can cause unexpected changes in reflection distribution even though the surface normals are distributed according to $\rho(\theta_{n_k})$.

3.2.3. Surface shape. One of the solutions that satisfies imposed constraints is a waveform that is calculated by the following procedure.

Let us consider a surface whose profile in Cartesian coordinates is changing along X-axis and is constant along Y-axis. In this case, the surface profile can be completely described by the curve $z(x)$ projected onto X–Z plane. $z(x)$ can be divided to a number of parts with the length $l$ along X-axis that itself is divided to $K$ elements. Division of $l$ is not uniform and is governed by normals’ distribution $\rho(\theta_{n_k})$—the distance between two adjacent coordinates $x_k$ and $x_{k+1}$ ($k=0…K$) is proportional to the length of the segment with the normal angle $\theta_{n_k}$, i.e. it represents the projection of fraction of the area $\rho(\theta_{n_k})$ onto X-axis and can be calculated as
\[ |x_{k+1} - x_k| = l \rho \left( \theta_{n_k} \right) \cos \left( \theta_{n_k} \right) \]  
(7)
and $z_k=0$ is also set to 0. The shape of a single part $z(x)$ for $K=100$ and arbitrary $l=1$ mm is depicted in figure 6.

Note that the step between angles $\theta_{n_k}$ and $\theta_{n_{k+1}}$ is constant and is equal to $\Delta \theta_k = |\theta_{n_k} - \theta_{n_{k+1}}|/K$, where $\theta_{n_0} = 0$ and $\theta_{n_{100}}$ are chosen according to values of $\rho(\theta_{n_k})$. In our case it was $\theta_{n_{100}} = -25^\circ$. Moreover, since the angle between two adjacent normals is equal to $\Delta \theta_k$, there are no sharp angles between the facets.

The same principle should be used when connecting parts $z(x)$ to form a complete profile $z(x)$. This can be done by flipping and shifting parts $z_k = z(x_k)$ shown in figure 6. until they form a continuous waveform as shown in figure 7.

Figure 7. Single period of a waveform obtained from flipped and shifted elements $z_k = z(x_k)$.

Note that the step between angles $\theta_{n_k}$ and $\theta_{n_{k+1}}$ is comprehensively manifested already within $l$, but half of the surface directed to the right or to the left of global normal $\hat{N}$ is manifested only within $2l$. Therefore, the right selection for $l$ would be $l = d_i/2$ that in case of $d_i = 3.86$ mm is 1.93 mm. In theory, the described selection should ensure that the reflection distribution will not vary with change of the position of a uniform illumination spot since there always will be a full period of $z(x)$ within distance $2d_i = \delta_c$ (5). By this, all features of characteristic distance constraints are fulfilled.

Multiple periods of waveform can be stacked together to form a full profile curve $z(x)$ until it will describe a surface with reasonable dimensions. For example, 50 mm along X-axis. A 3D model can be then constructed from the obtained profile by stretching the profile along Y-axis. The result can be seen in figure 8.

Figure 8. 3D model of structured reflectance reference sample for an aluminium foil.
4. Monte-Carlo experiments on generated surface

To validate the reflection distribution of the modelled reference reflectance sample surface, a Monte-Carlo ray-tracing simulation was performed. Simulation parameters were kept close to the ones used for mesh-reinforced foil measurements, i.e. the centre of virtual sample was illuminated by the beam with diameter of \( d = 12 \) mm and illumination angle of \( \theta_i = 8^\circ \). Illumination wavelength was kept at \( \lambda_i = 5 \) μm since the used software allowed to specify only one pair of index of refraction and extinction coefficient \( n \) and \( k \). Values of \( n = 9.1528 \) and \( k = 47.199 \) were used. Reflection was modelled by Torrance–Sparrow model with parameters \( D = 0.0807, S = 2.2528 \) and \( \sigma = 0.0101 \) obtained from model fitting to reflection distribution of flat foil (see section 3.1). Altogether 180 virtual photosensors were placed around the sample in the plane of illumination to ensure angular resolution of \( 1^\circ \) used during measurements. Corresponding collection solid angle of \( \Omega \approx 0.001 \) was also close to the collection solid angle of the instrument used for mesh-reinforced foil measurements. Paths of \( 10^7 \) photons were traced and the reflection distribution function for the presented 3D surface model was obtained. The result can be seen in figure 9.

The reflection distribution of the modelled surface is fairly close to the original average reflection distribution of the mesh-reinforced foil. The reflection maximum and the dispersion almost coincide and the overall shape is very similar. Complete identity of reflection distribution functions is not, however, the main goal. Presented similarity is sufficient for the planned reflectance reference sample. However, to fully fulfil this role, the modelled surface should also produce the same reflection distribution in case of different illumination spot positions. To validate whether the presented model exhibits this property, another set of MC simulations was run. Parameters remained the same. Only the position of illumination spot on the modelled surface was changed. first to \( -12 \) mm and then to \( +12 \) mm along \( X \)-axis. The result is presented in figure 10.

As can be seen, reflection distribution functions simulated for different illumination spot positions are fairly close to each other. Positions of main maxima and dispersion remain the same and only amplitudes of some of the maxima change. Quantitatively this change can be expressed in terms of the standard deviation of mean area under \( M \) reflection distributions \( R_i(\theta_i) \):

\[
\sigma_A = \sqrt{\frac{\sum_{i=1}^{M} \left( \int_{\theta_i}^{90} R_i(\theta_v) \, d\theta_v - \int_{-90}^{\theta_i} R(\theta_v) \, d\theta_v \right)^2}{M - 1}}.
\]  

Ultimately, \( \sigma_A \) represents the standard uncertainty of total hemispherical reflectivity associated with the sample’s non-uniform shape and/or change of measurement conditions. For simulated results it was \( \sigma_A = 1.11 \) that corresponds to 4.4 % deviation of area under reflection distribution and hence total hemispherical reflectivity.

5. Discussion

Deviation of total hemispherical reflectivity measured by working group CEN/TC 89/WG 12 is 6 %. Therefore, standard deviation of 4.4 %, coming from the modelled surface, is not sufficient to significantly improve the uncertainty of reflectivity measurements. This indicates that in practice, the length
Application of the suggested methods and validation of reflection distribution of isotropic surface models is the scope of our future research.

6. Conclusion

The presented method for determination of macrofacets’ distribution, combined with suggested constraints, can be successfully used to produce a fairly good surface model for the reflectance reference sample that would more accurately represent reflective insulators. Model dimensions indicate that, with some accuracy losses and proper finishing, it is feasible to produce such a sample with additive manufacturing. However, some additional work is required to model the isotropic surface shape.
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