Comparing effectiveness of paper based and Augmented Reality instructions for manual assembly and training tasks
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Abstract

Augmented Reality (AR) systems have seen a rapid adaptation in both training and in virtual assembly instructions. AR systems assist the operator by enhancing user perception of reality, reducing the defects, and lead-time. However, there is a significant lack in the existing literature to compare AR systems and conventional work instructions. The aim of this research is to provide an empirical evidence of comparing task completion time, number of errors, workload index and system usability of AR and conventional paper-based work instructions. For this purpose, we designed an experiment where participants use paper based instructions and AR instructions to assemble a planetary gearbox. The task was assessed using NASA-TLX and System Usability Scale (SUS) tests, which allowed further analysis using descriptive statistics. Moreover, the qualitative interview at the end of the experiment gave more insights about participant’s overall experience.
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1. Introduction

Conventionally, industries provided instructions on paper for assembly and training tasks. As the demand for product variants is increasing, it is becoming increasingly difficult to provide work instructions on paper in manual assembly workplaces [1]. Moreover, searching for the correct manual for a specific task can be cumbersome and increases the lead-time of the process. Secondly, training the new employees on these complex assembly tasks is often time consuming and requires a senior colleague’s involvement [2], and this could be resource intensive. In today’s scenario, operators need more than simple text and picture aids such as animations, videos, or projections for complex assembly tasks. These capabilities are difficult to include in the traditional paper instructions.

Industries and research institutions proposed virtual instructions as an alternative to the traditional paper based instructions. Furthermore, the digital revolution also known as industry 4.0 [3], enabled the development of new devices that cannot only display virtual instructions but also assist the operator with interactive cues. Latest technologies such as Augmented Reality (AR), which overlays digital information in the real world without compromising the awareness of reality [4], has potential to provide interactive worker assistance. Currently existing AR devices are classified into four categories [5]: Hand Held Devices (HHD), Head Mounted Devices (HMD), mobile devices, projector-based systems. These devices create value across all the industrial sectors, especially in manufacturing. AR is used in assembly work instructions [4,6–8] remote maintenance [9,10], quality assurance [11,12], and training [7].

AR systems are beginning to appear in the manufacturing landscape; however, there is a significant lack in the research about the effectiveness of these systems when compared to traditional paper instructions. Existing
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comparative studies (section 2) between conventional and AR systems have either chosen simple tasks or assembly of Lego bricks for the case studies. The authors of this paper believe that, to relate to a real manufacturing scenario, the experiments must include diversity of tasks such as fitting, screwing, fastening etc.

This paper provides two major results for the scientific and industrial community: (1) Reviews existing comparative studies between physical and virtual instruction systems, and (2) Presents an empirical evidence with a user study to compare conventional paper instructions with two AR systems. The first AR system is designed in a HMD (HoloLens®) and the second one uses an android mobile device (Samsung Galaxy A7). A comparison of Task Completion Time (TCT), number of errors, total workload, and system usability between paper and AR instructions are presented. This helps to understand advantages and disadvantages of new instruction systems replacing the legacy instruction systems.

With this paper, we aim to compare three instruction systems for an assembly-training task. The chosen task is to assemble a planetary gearbox contains both 3D printed and conventional parts and require diversity of tasks such as fitting, screwing, fastening etc. This is relatable to real shop floor like scenario. The three systems consists of conventional paper instructions and two AR systems, a HHD (mobile phone) and a HMD (HoloLens). The applications are developed in-house at the University of Luxembourg’s industry 4.0 learning factory.

1.1. Structure

Section 2 presents a brief overview of existing literature in the context of comparative studies of AR vs paper instructions. Section 3 describes the methodology, experimental set-up, experimental procedure, and information regarding the participants of the user study. The results of the study are described in section 4, followed by a brief discussion in section 5. Finally, section 6 concludes the research outcomes. The experiments and user study were conducted in the industry 4.0 learning factory at University of Luxembourg.

2. Existing Literature

The origins of AR for instructions is not very new to the industry. Back in 1990s, researchers from Boeing, presented a heads-up see through display to project virtual cues on to the aircraft wing [13]. This helped to enhance the operator perception of the real work environment by displaying the needed boreholes on the work piece. However, not until 2006, the AR applications started to see some traction in the automotive industry and manufacturing maintenance [5]. Since then, several works have been published [14–18] related to virtual instructions using any of the four AR systems presented in section 1. However, we found that there is a lack of publications in the context of empirical evidence with user studies to measure the effectiveness of AR instructions compared with the traditional paper instructions. This section provides a brief review of five selected publications, which attempted to compare paper instructions with AR instructions.

The suitability of AR devices for an application is not only depending on the task complexity but also on the devices used and interaction mechanisms (modality). In a study [19], the authors compared the AR based assistance using smart phone (HHD), HoloLens (HMD), Epson (HMD), with conventional paper based instructions. They found that the participants finished the task quickest in paper-based instructions but made less errors in HoloLens. The perceived cognitive load was also lower in paper-based instructions. However, the cognitive load is same in HoloLens and the smart phone. The researchers encountered two challenges, one is handling the smart phone and the other is displaying the instructions in the middle of Field of View (FoV), as the instructions were interfering with the assembly task. In section 3, we explain how we tackled these challenges. The operators need a special way to adapt to the changes on actual shop-floor scenario of dealing with increasing number of product variants. As the traditional paper instructions do not fulfill the new industrial requirements such as animated instructions, video assistance etc. To tackle this issue, the authors in [1] developed in-situ projection AR system and compared it with HMD, HHD and paper instructions. Moreover, the authors in [1] claim that the developed AR systems can substantially reduce the training time and resources spent on new employees. In their empirical study, they found that on an average, the participants were quicker to finish the task in-situ projection AR system followed by paper instructions, tablet, and HMD. These results contradict with the results in [19], where participants were quicker with a HMD. However, the designing of the application, modality, and user interface of the application affects the results across experiments. The participants made fewer errors and experienced lower cognitive load with in-situ projection AR system. In their research, the least successful instruction system was a HMD device mainly because of occlusion.
In warehouse operations, picking an order is the most important task at the same time picking could be a bottleneck process if managed poorly. Researchers in [20] developed a first ever hands-free order picking system called OrderPickAR (OPA) and compared its effectiveness with existing systems such as pick-by-paper (PbP), pick-by-voice (PbVo), and pick-by-vision (PbVi). OPA’s superior performance with respect to TCT, error rate, and workload is validated by descriptive statistics. A large-scale study is necessary when evaluating the effectiveness of various systems. In [21], the researchers compared the relative effectiveness of printed manual, computerized instructions, and instructions on a HMD device with 75 participants hired from university. In their experiments, they found for TCT, printed manual was the fastest followed by computerized instructions, instructions on a HMD. However, participants made fewer errors in computerized HMD instructions followed by printed manual and computerized digital instructions. In today’s market, HMDs are available in two variant technologies: peripheral eye-wearable display (pHMD) and central eye-wearable displays (cHMD). The authors in [22] compared the two HMD variants with tablet and paper instructions. The experiments revealed that, for TCT, instructions on tablet is the fastest followed by cHMD, paper, and pHMD. Moreover, HMDs yielded longer finishing times on ambiguous instructions. In our research, we gave a special attention to design for AR while preparing the AR instructions to avoid ambiguity, occlusion, and collision.

3. Methodology

The experiments were designed to replicate the real shop floor scenario with three different instruction systems to guide the participant. The instruction system is the only independent variable. The following instruction systems were used: a conventional paper based instruction system, a HoloLens AR system (HMD), and a mobile device AR system (HHD). We chose multiple dependent variables to compare the effectiveness of the above systems. The dependent variables are, Task Completion Time (TCT), number of errors ($\eta$), NASA-Task Load Index (NASA-TLX) ($\sigma$) [23], and System Usability Score (SUS) ($k$) [24].

In order to counterbalance the biases such as learning effects raised due to the order in which participant use different systems, 18 participants (3 x 3!) were invited for the user study, 3 indicates the number of independent variables. All the participants used every instruction system to complete the assembly task of a planetary gearbox. We asked the first participant to start with the paper instructions, second participant with instructions on HoloLens, and the third participant with the instructions on a mobile phone. The fourth participant will start with the paper instruction and so on.

3.1. Experimental set-up

The assembly environment has three workbenches each dedicated to one instruction system as shown in Fig. 1. Each workbench consists of three main areas, 1) the assembling area, 2) the pre-assembled parts area, 3) the parts and tools area. These areas are pre-defined before the AR instructions were designed in order to facilitate the design for AR. There are two major differences in our approach in the application design compared to existing studies. The first one concerns the design of application in HoloLens. We defined separate frames for assembly tasks, pre-assembled parts, parts, & tools and made them available up on request using speech recognition. This also enabled smoother user interface. The second difference is making the mobile device stationary using a mobile holder. The advantage is that the user do not need to carry the device while assembling the parts. The disadvantage of this approach is limited Field of View (FoV) to a specific frame. However, we prioritized the fixed FoV in the mobile device to enable the user dexterity with both hands. The users stand in front of each workstation while assembling the gearbox.

3.2. Procedure

At the beginning, the participants were introduced to the user study. Basic demographic information such as name, age, and gender is collected. Participants were given training on all the three instruction systems. At each workstation, the participants familiarize themselves with the working areas, the task, and the instruction system. They get first hand on experience with each system during this stage. Participants were given time to get comfortable with HoloLens and mobile device because they are inexperienced with these devices. The introduction phase takes around 15 minutes for each participant. At the end of the introduction phase, the user study begins with few verbal instructions. They were asked to finish the task as quick as possible and at the same time focus on not making errors.
When the participants finish the assembly-training task at one station, they were asked to fill the NASA-TLX questionnaire including pairwise comparison. Furthermore, the facilitator counted the number of errors and documented them after each workstation. The NASA-TLX questionnaire contains six subjective subscales: mental demand, physical demand, temporal demand, performance, effort, and frustration. The scales are defined from 5 (very low) to 100 (very high) with the increment of 5. When the participants finish all the three workstations and related NASA-TLX questionnaire, they were asked to fill the System Usability Scale (SUS) questionnaire comparing their usability experience with the three systems. The SUS questionnaire has 10 standard questions as mentioned in [24]. Finally, the participants were asked semi-formal qualitative questions where they suggested, commented, and gave feedback on the three systems. During the user study, the facilitator collect the information on TCT, number of errors and document user’s responses for qualitative questions. On average, it took 1.5 hours per participant to finish the user study. The next section presents the results of our experiments carried between Nov-Dec 2020 under strict hygiene and sanitary precautions.

4. Results

We statistically compared Task Completion Time (TCT), number of errors (η), NASA-TLX workload index (σ), and system usability score (k). Based on the relatively low number of participants (n=18) and ambiguity of normality of data, we used a non-parametric test like Wilcoxon to measure the statistical significance of the results. In Table 1, we show the results for the mean and standard deviation (SD) of four variables calculated for the three methods of instructions. Additionally, in Fig. 2. We give a graphical comparison of the results through boxplots.

Table 1. The mean and standard deviation for four dependent variables.

|                      | Task Completion Time (TCT)(secs) | Number of errors (η) | NASA-TLX workload index (σ) | System usability score (k) |
|----------------------|----------------------------------|-----------------------|-----------------------------|----------------------------|
| Paper                | Mean: 1003, SD: 344              | Mean: 1.39, SD: 1.33  | Mean: 34.31, SD: 1.2        | Mean: 44.31, SD: 16.06    |
| HoloLens             | 912                              | 0.611                 | 29.1                        | 76.25                      |
| Mobile device        | 883                              | 0.66                  | 28.07                       | 73.75                      |

Results showed that the mobile device with AR instructions is the fastest method with a shorter average TCT by 2 minutes compared to paper instructions which was the slowest method. However, Wilcoxon non-parametric test revealed that there is no statistically significant difference among three proposed systems. For the second dependent variable η, 11 participants made no errors using mobile device, while 10 participants made zero errors using HoloLens. However, 13 participants made 1 or more errors using paper instructions. The Wilcoxon non-parametric test revealed a statistically significant difference between paper and HoloLens AR instructions (test stat 33 < critical value of 40), and between paper and mobile device AR instructions (test stat 36 < critical value of 40). However, there is no statistically significant difference between HoloLens and mobile device AR instructions. Therefore, we can conclude that the participants made fewer errors using AR instruction systems when compared to traditional paper instructions. Considering σ, the participants experienced less overall workload when using mobile device followed by HoloLens and finally paper instructions. However, the Wilcoxon non-parametric test at 95% confidence level, suggested that there is no statistically significant evidence to conclude the significant difference between the instruction systems. For the final dependent variable, k, The Wilcoxon non-parametric test has found statistically significant difference between paper and HoloLens (test stat 4 < critical value of 40) and...
between paper and mobile device (test stat 2 < critical value of 40). However, there is no statistically significant difference in usability score between HoloLens and mobile device AR instructions. Therefore, we can conclude that the AR devices have superior usability scores than the paper instructions. At the end of the experiments, we asked participants what was their favorite instruction system based on overall experience. The participants rated an average score of 4.19/5 for HoloLens followed by 3.98/5 for mobile device, and 2.33/5 for paper instructions. It is clear that the participants preferred the experience with AR devices compared with the paper instructions.

Fig. 2. The results of our study (a) TCT in seconds; (b) number of errors ($\eta$); (c) NASA-TLX workload ($\sigma$); (d) system usability score ($k$).

5. Discussion

The results suggest that the participants made fewer errors using AR instruction systems. Moreover, these systems are rated high for their superior usability compared to paper instructions. The reasons for AR instruction systems to have higher acceptance rate, fewer errors, and better usability score is because of the careful design of the applications. The limitations of the existing studies are well understood before designing our AR applications. To counter the limitations of AR devices such as occlusion and collision, we adapted spatial mapping techniques, used frames, and arrows to guide the participants wherever necessary. These adaptations resulted in a smoother user interface. For HoloLens we also used speech modality instead of cumbersome gesture modality. We fixed the position of mobile device AR system to enable the user dexterity of using both hands. This resulted in better results than the existing literature. Qualitative interviews conducted in the scope of learning factory research revealed the following observations from participants. Paper instructions take more time to read leading to higher TCTs. The wear-ability of HoloLens is an issue as it is non-ergonomic and heavy for extended period of wearing. Furthermore, the FoV of HoloLens is limited, so, the users need to move their head a lot causing neck pain in some participants. Nevertheless, these limitations are going to get better as the technology gets better. However, we did not encounter problems with HoloLens wear-ability for participants with prescription glasses. We also observed that the speech recognition of MixedRealityToolKIT encountered issues with regional accents. It was suggested by participants to use a tablet instead of mobile phone to have a bigger display unit for mobile AR instructions. We plan to test these systems with a higher number of participants to have statistically significant results for TCT and overall workload.

6. Conclusion

In this paper, we compared the effectiveness of traditional paper instructions with two AR instructions systems: HoloLens and an android mobile device for an assembly-training task. The results showed that AR instructions are superior to paper based instructions in terms of number of errors and usability. However, we did not find statistically significant difference between paper and AR instructions concerning task completion time and overall
workload. We believe that the smoother experience and enhanced user perception of reality using AR instructions systems will significantly improve the lead times as people get used to these systems. We eliminated the mobile AR instruction’s major problem of holding it in one hand by fixing its position with a mobile holder at the expense of FoV. In future studies, we want to investigate further with larger set of participants and to do field-tests on real assembly or training tasks in an enterprise. We also want to investigate the effectiveness of HoloLens instructions with screen dwelling interaction mechanism, as speech recognition might be ineffective in noisy shop floor scenarios.
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