On the exclusion limits in $t\bar{t}$+DM searches at the LHC
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In these proceedings we discuss the importance of higher-order corrections and off-shell effects for the calculation of signal strength exclusion limits in $t\bar{t}$+DM searches at the Large Hadron Collider. We present limits for the spin-0 s-channel mediator model using state-of-the-art NLO QCD predictions with full off-shell effects for the relevant $t\bar{t}$ and $t\bar{t}Z$ background processes. These are then compared to less sophisticated predictions using either the narrow-width approximation or LO calculations in order to asses the respective effects.
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1 Introduction

Even though the existence of Dark Matter (DM) has been well established, the discovery of a suitable Dark Matter candidate has proven to be a difficult task. At the forefront of current DM searches are collider searches by the CMS and ATLAS collaborations. These analyses cover a wide range DM models which result in various signatures and final states. The unifying characteristic of all of these models is that they result in an excess of missing transverse momentum $p_{T,\text{miss}}$ which might be observable at the LHC. However, in order to distinguish any sort of signal from the SM background, one requires accurate and precise predictions for the Standard Model (SM) background. This is particularly true for distribution tails, e.g. for $p_{T,\text{miss}}$, as both next-to-leading (NLO) QCD corrections and off-shell effects are most prominent in these tails. NLO QCD corrections have by now become the norm for (associated) top-quark pair production but decays are often still modelled at leading order (LO), like e.g. in MadGraph5_aMC@NLO [1], and off-shell effects are often ignored or only partly taken into account. As full off-shell NLO QCD predictions have become available over past few years (see e.g. Refs [2, 3]), we want to assess the importance of both higher-order corrections and off-shell effects and evaluate whether the added complexity is actually necessary for DM searches at the LHC. The discussion is based on the results presented in Ref. [4].

2 Setup

For our analysis we consider top-quark pair associated DM production with leptonic top decays, i.e. $pp \rightarrow b\bar{b}e^+\mu^-\nu_e\bar{\nu}_\mu\chi\bar{\chi}$ production. The DM particle pair production is described by the spin-0 s-channel mediator model which extends the SM by a (pseudo-)scalar mediator $Y$ and a fermionc DM particle $\chi$. Adhering to the Minimal Flavor Violation (MFV) hypothesis, the coupling between the mediator and SM quarks is proportional to the Yukawa coupling $y_q$. We fix the DM particle mass to $m_\chi = 1$ TeV and the couplings to $g_q = g_\chi = 1$, in line with the recommendations outlined in Ref. [5]. The mediator mass is varied between $m_Y = 10$ GeV and 1 TeV. The $t\bar{t}\chi\bar{\chi}$ signal predictions are calculated with MadGraph5_aMC@NLO at NLO in QCD using the DMsimp [6] implementation.

The dominant SM background processes for the $t\bar{t}$+DM signal are $t\bar{t}$ and $t\bar{t}Z$, $Z \rightarrow \nu\bar{\nu}$ production with leptonically decaying top quarks. Cross-sections and distributions for these processes are calculated using HELAC-NLO [7, 8]. Integrated fiducial cross-sections with inclusive cuts are presented in Table 1 as $\sigma_{\text{uncut}}$.

For the actual analysis we impose an additional, more exclusive cut selection based on Ref. [9]. Here, we also require $p_{T,\text{miss}} > 150$ GeV, $M_{T,2,W} > 90$ GeV and $C_{em,W} > 130$ GeV where $M_{T,2,W}$ is the transverse $W$-mass and $C_{em,W}$ is defined as $C_{em,W} = M_{T,2,W} - 0.2 \cdot (200$ GeV $- p_{T,\text{miss}})$). The corresponding integrated fiducial cross-sections are listed in Table 1 under $\sigma_{\text{cut}}$ along with the fraction of events that pass the cuts and the expected number of background events for an integrated luminosity of $L = 300$ fb$^{-1}$.

It turns out that despite the initially overwhelming size of the $t\bar{t}$ cross-section, the $t\bar{t}Z$ process is actually the dominant SM background with between 47 and 50 expected events depending on the modeling, compared to up to 19 for $t\bar{t}$. However, the most important observation
Table 1: Comparison of LO and NLO integrated cross sections for the two background processes in the NWA (top) and the FOST (bottom) before and after applying the additional cuts. The numbers of events are given for an integrated luminosity of $L = 300 \ fb^{-1}$ and include the lepton flavour factors (4 for the DM signal and $t\bar{t}$, and 12 for $t\bar{t}Z$).

| Process Order | $\sigma_{\text{uncut}}$ [fb] | $\sigma_{\text{cut}}$ [fb] | $\sigma_{\text{cut}}/\sigma_{\text{uncut}}$ | Events |
|---------------|-----------------|-----------------|------------------------|--------|
| $t\bar{t}$ NWA | LO | 1061 | 0 | 0.0% | 0 |
|               | NLO | 1097 | 0 | 0.0% | 0 |
|               | NLO with LO decays | 1271 | 0 | 0.0% | 0 |
| $t\bar{t}Z$ NWA | LO | 0.1223 | 0.0130 | 11% | 47 |
|               | NLO | 0.1226 | 0.0130 | 11% | 47 |
|               | NLO with LO decays | 0.1364 | 0.0140 | 10% | 50 |
| $t\bar{t}$ Off-shell | LO | 1067 | 0.0144 | 0.0013% | 17 |
|               | NLO | 1101 | 0.0156 | 0.0014% | 19 |
| $t\bar{t}Z$ Off-shell | LO | 0.1262 | 0.0135 | 11% | 49 |
|               | NLO | 0.1269 | 0.0134 | 11% | 48 |

is that in the narrow-width approximation (NWA), no $t\bar{t}$ events pass the exclusive cuts which is not the case in the full off-shell treatment (FOST). This is a result of the cut on $M_{T_{2,W}}$ since for $t\bar{t}$ in the NWA, we have $M_{T_{2,W}} \leq m_W$. However, single- and non-resonant contributions still appear above this threshold so that in the FOST there are still $t\bar{t}$ events passing the cuts. This means that around a quarter of the background events is missing when using the NWA instead of the FOST which significantly affects the exclusion limits.

3 Exclusion Limits

In Figure we compare the signal strength exclusion limits $\mu^{95\% \ CL}$ calculated at 95% confidence level (CL) for various different SM background predictions. All limits were computed using the HistFitter implementation of the CLs-method. For this specific comparison we chose $\cos(\theta_\mu^*) = \tanh(|\eta_l1 - \eta_l2|/2)$ as our observable. An explicit comparison between the integrated fiducial cross-section $\sigma_{\text{tot}}$, $p_{T,\text{miss}}$, $\cos(\theta_\mu^*)$, the azimuthal angle between the missing transverse momentum and the closest lepton $\Delta\phi_{l,\text{miss}}$ and the transverse top mass $M_{T_{2,t}}$ showed that $\cos(\theta_\mu^*)$ yields the most stringent limits for almost all considered mediators. Solely for light scalar mediators, $M_{T_{2,t}}$ provides better limits. The results shown here were obtained using the pseudoscalar mediator scenario but they are comparable for the scalar case. We use an integrated luminosity of $L = 3000 \ fb^{-1}$ for this specific comparison but the main observations are independent of this value. However, the differences are more striking for larger luminosities as statistical uncertainties play less of a role.

One can clearly observe from the left plot in Figure that the off-shell NLO (red) background predictions lead to significantly better limits than if one uses LO predictions (blue). We also
find that it is insufficient to only model the $t\bar{t}$ process at NLO as the $t\bar{t}^{NLO} + t\bar{t}Z^{LO}$ background (green) leads to limits that are almost as far off the full NLO results as the pure LO results. This is not surprising as we have already seen that $t\bar{t}Z$ is the dominant background, so reducing the scale uncertainties is more important for this process than for $t\bar{t}$.

Turning to the off-shell effects, we observe that the NWA predictions lead to underestimated limits (purple) compared to the full prediction. The main reason are the missing $t\bar{t}$ events in the NWA which we mentioned previously. This hypothesis is underlined by the comparison on the right side of Figure 1 where we replaced the $t\bar{t}$ NWA predictions by their off-shell counterpart whilst keeping $t\bar{t}Z$ in the NWA. As this substantially reduces the difference to the NLO off-shell limits, we conclude that off-shell effects in $t\bar{t}Z$ only play a minor role here.

We also considered NLO predictions with LO decays (brown) in this comparison. Since the size of their scale uncertainties falls in between those for the LO and NLO predictions, the exclusion limits do the same. As these limits are considerably worse than those for the full NLO, we can conclude that it is important to also include NLO corrections to the decays.

In order to disentangle the effects of reduced scale uncertainties and shape distortions between LO and NLO, we also include a so-called LO' prediction on the right plot (green) which corresponds to LO predictions with NLO uncertainties. The corresponding limits essentially coincide with the full NLO results, so the main difference between LO and NLO is the reduction in scale uncertainties while shape distortions only play a minor role. Let us mention that in principle the integrated cross-section can also change significantly between LO and NLO but due to our scale choice this effect is minimized.

In addition to the above described comparison, we also considered the effect that the choice of the central scale has on the exclusion limits. It turns out that for some observables, in particular $M_{T2,t}$, this is even relevant at NLO. As a fixed scale setting leads to larger scale
uncertainties than the dynamical ones, the corresponding limits are also worse. Hence, it is important to use a dynamical scale. In contrast, the difference between the tested dynamical scale settings is rather small.

We also investigated the effects of different integrated luminosities on the exclusion limits. As one might expect, the limits improve when increasing the luminosity since statistical uncertainties are proportional to $1/\sqrt{L}$. These effects are larger the more precise the background prediction is because statistical uncertainties make up a larger proportion of the total uncertainty for more precise backgrounds.

For further details on all of the described comparisons we refer to Ref. [4].

4 Conclusions

In these proceedings we have discussed various different inputs for the calculation of exclusion limits and outlined the impact that changing these has on the limits. We have demonstrated that NLO QCD corrections are vital for this type of analysis. Off-shell effects also need to be taken into account for the $t\bar{t}$ process but seem to be unnecessary for $t\bar{t}Z$. In addition, we found that the central scale choice is important even at NLO and that one should refrain from using a fixed scale. Similar to higher-order corrections, an increased luminosity reduces the uncertainties and thus also improves the limits considerably. Finally, we investigated which observable yields the most stringent limits and identified $\cos(\theta^{\ell\ell}_t)$ as the most promising observable.
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