Neural network representation of electronic structure from *ab initio* molecular dynamics
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Despite their rich information content, electronic structure data amassed at high volumes in *ab initio* molecular dynamics simulations are generally under-utilized. We introduce a transferable high-fidelity neural network representation of such data in the form of tight-binding Hamiltonians for crystalline materials. This predictive representation of *ab initio* electronic structure, combined with machine-learning boosted molecular dynamics, enables efficient and accurate electronic evolution and sampling. When applied to a one-dimension charge-density wave material, carbyne, we are able to compute the spectral function and optical conductivity in the canonical ensemble. The spectral functions evaluated during soliton-antisoliton pair annihilation process reveal significant renormalization of low-energy edge modes due to retarded electron-lattice coupling beyond the Born-Oppenheimer limit. The availability of an efficient and reusable surrogate model for the electronic structure dynamical system will enable calculating many interesting physical properties, paving way to previously inaccessible or challenging avenues in materials modeling.

I. INTRODUCTION

*Ab initio* molecular dynamics (AIMD) is an atomistic simulation method based on *ab initio* electronic structures, and a versatile tool for quantitative understanding thermodynamic and kinetic behaviors of wide range of matter, including molecules, liquids, and solids [1, 2]. In an AIMD simulation, a huge number of atomic configurations have to be sampled for meaningful statistics, during which the Born-Oppenheimer (BO) electronic structure as a function of atomic trajectory is evaluated at *ab initio* level. Although a number of electronic properties can be computed on-the-fly, the electronic structure data, generated at high volumes and significant computational costs, are generally under-utilized, despite exceedingly rich information in these data. This is precisely a situation where a concise and predictive representation of the *ab initio* electronic structure data to harvest the electronic information discarded after AIMD is expected to be highly rewarding. This will constitute a reusable surrogate model, which can significantly expedite the sampling of configuration-dependent electronic structure.

The above problem falls squarely in the realm of deep neural network, which has become a powerful and versatile paradigm for computerized analysis and interpretation of massive data [3]. Through supervised observation of labeled data, a neural network automatically recognizes patterns and regularities in the data and hence becomes predictive regarding the features it is devised to represent. In turn, the predictive neural network can substitute the originally time-consuming calculation with significant speed-up. For example, a neural network representation of the interatomic potential has been developed and can reproduce the atomic trajectory without time-consuming *ab initio* calculations [4–8]. In these methods, the total potential energy is decomposed into a sum of atomic energy contributions, which is represented by neural networks through the atom and its neighbors (local chemical environment). However, the electronic information available in an AIMD is entirely lost in this approach. Therefore, a predictive representation of electronic structure to pick up the rich electronic structure information in AIMD simulation is highly desirable, which will enable many previous inaccessible or challenging tasks in modeling the electronic properties of a large and dynamical system.

Recently, progresses have been made in surveying electronic properties using machine learning (ML) techniques, focusing exclusively on specific materials properties from structural information, such as the electronic density of states [9] and charge density [10], or focusing on electronic Hamiltonians for small molecular systems [11]. A general ML approach that predicts a microscopic electronic Hamiltonian for crystalline materials from structural information is still lacking, which shall enable direct computation of physical properties with the high efficiency offered by ML techniques. In this paper, we present a neural network architecture to efficiently predict a tight-binding Hamiltonian (dubbed TBworks hereafter) to represent the electronic structure data from AIMD simulations. This architecture will employ a deep feedforward network to process atom trajectory and band structures, to produce a representation that predicts a tight-binding Hamiltonian for a given snapshot of atomic configuration. The main challenge in our method is that the neural network predicted tight-binding Hamiltonian is not uniquely determined by its
band structure due to the $U(N)$ gauge freedom, which calls for much effort in designing the neural network architecture and optimization process. It is shown that by the elaborate design of the neural network architecture, the gauge freedom can be reduced. After introducing the architecture and algorithm, the method is tested using a one-dimension charge-density-wave (CDW) material, carbyne. It is shown that the \textit{ab initio} electronic structure can be faithfully reproduced by the predicted Hamiltonian.

As an example, large-scale molecular dynamics (MD) simulations are performed on carbyne based on the ML architecture and algorithm, the method is tested using \textit{ab initio} MD force field, during which the TBworks is applied to sample the electronic states and derived physical properties. This enables us to sample the electronic states in the dynamical annihilation of a soliton-antisoliton pair to compute the time-dependent spectral function, beyond the Born-Oppenheimer approximation. Optical conductivity is also obtained by sampling the current-current correlation function in a path-integral molecular dynamics. These results demonstrate that our TBworks, combined with ML force field, realizes a paradigm for expedited electronic structure sampling at \textit{ab initio} accuracy, which can capture the non-adiabatic effects in transient processes by large-scale and long-time simulations.

II. NEURAL NETWORK ARCHITECTURE

In an AIMD simulation, a trajectory of ion positions is generated at a discrete set of time points, $\mathbf{u}_i(t) = \mathbf{r}_i(t) - \bar{\mathbf{r}}_i$, where $\mathbf{r}_i(t)$ and $\bar{\mathbf{r}}_i$ are respectively the instantaneous and the reference ion positions. Periodic boundary conditions are imposed on the simulation box, such that the \textit{ab initio} eigenstates are Bloch functions. An AIMD yields a set of instantaneous electronic eigenstates for an ionic configuration $\mathbf{r} = \{\mathbf{r}_j\}$, with corresponding energy spectrum (bands) $\hat{\varepsilon}(\mathbf{r}) = \{\hat{\varepsilon}_{nk}\}$. The aim is then to use $\mathbf{r}$ and $\hat{\varepsilon}(\mathbf{r})$ to train a neural network as a surrogate model for the \textit{ab initio} electronic structure, through a tight-binding electronic Hamiltonian as a function of $\mathbf{r}$.

$$
H(\mathbf{r}) = \sum_{i \neq j} V_{ij}(\mathbf{r}) c_i^\dagger c_j + \sum_{i} V_{ii}(\mathbf{r}) c_i^\dagger c_i + \text{H.c.},
$$

where $V_{ij}(\mathbf{r})$ ($i \neq j$) is a hopping matrix element and $V_{ii}(\mathbf{r})$ is the on-site energy. Assuming that there is only a single orbital on each ion for notational brevity, $i$ and $j$ are also site indices.

Providing the existence of Wannier functions \cite{12,13}, it suffices to keep hopping matrix elements between pairs of orbitals within a finite range. Therefore, we introduce a local chemical environment for each site, as shown in Fig. 4. For site $i$, the ions lying within a sphere of radius $R_{\text{cut}}$ centered at $\bar{\mathbf{r}}_i$ form its local chemical environment $L_i = \{ j \mid |\mathbf{r}_j - \bar{\mathbf{r}}_i| < R_{\text{cut}} \}$, which assumes non-negligible influence on the Wannier functions on site $i$. Numerically, the local environment $L_i$ is represented by the set $D_i = \{ \mathbf{r}_{ji} | j \in L_i \}$, where $\mathbf{r}_{ji} = \mathbf{r}_j - \mathbf{r}_i$. When fed to neural network, the elements in set $D_i$ are sorted by distances $|\mathbf{r}_{ji}|$ in ascending order. Therefore, the hopping matrix element $V_{ij}$ will depend on $\bar{\mathbf{r}}_{ji}$, $\mathbf{u}_i$, $\mathbf{u}_j$, $D_i$, and $D_j$, where $\bar{\mathbf{r}}_{ji} = \bar{\mathbf{r}}_j - \bar{\mathbf{r}}_i$. The on-site energy $V_{ii}$ can be fully determined by $D_i$. A naive neural network for our purpose is composed of two maps (see Fig. 1): $V_{ij} = \Phi(\mathbf{X}; \theta)$ and $V_{ii} = \Psi(\mathbf{Y}; \xi)$, where $\mathbf{X} = \{ \bar{\mathbf{r}}_{ij}, \mathbf{u}_i, \mathbf{u}_j, D_i, D_j \}$, $\mathbf{Y} = D_i$, $\theta$ and $\xi$ are trainable parameters of the neural network. The tight-binding Hamiltonian $H(\mathbf{r})$ for reference configuration (usually an equilibrium crystal structure) is easily accessible with standard Wannierization method \cite{15}, which is used to calibrate the neural network in a refined architecture,

$$
\begin{align*}
V_{ij} &= \hat{V}_{ij} + \Phi(\mathbf{X}; \theta) - \Phi(\bar{\mathbf{X}}; \theta), \\
V_{ii} &= \hat{V}_{ii} + \Psi(\mathbf{Y}; \xi) - \Psi(\hat{\mathbf{Y}}; \xi).
\end{align*}
$$

Obviously, when $\mathbf{r} = \hat{\mathbf{r}}$, $\Phi(\mathbf{X}; \theta) - \Phi(\bar{\mathbf{X}}; \theta)$ and $\Psi(\mathbf{Y}; \xi) - \Psi(\hat{\mathbf{Y}}; \xi)$ equal zero for the neural network to produce exactly $H(\hat{\mathbf{r}})$. Although we only show the neural network maps for the case of single orbital on each ion for brevity, generalization to multi-orbital case is straightforward by allocating individual maps for hoppings between different orbitals.

The maps $\Phi$ and $\Psi$ are fulfilled through deep feedforward neural networks with $n$ hidden layers neurons, as shown in Fig. 1. Take the map $\Phi$ as an example, $\Phi = \Phi_n \circ \Phi_{n-1} \circ \ldots \circ \Phi_1$. The $\mu$-th hidden layer, $\Phi_{\mu}$ takes the output vector of the preceding layer $x_{\mu-1}$, and generates a new vector through the component-wise hyperbolic tangent activation, $x_{\mu} = \tanh(w_{\mu}x_{\mu-1} + b_{\mu})$, with $x_0 = \hat{\mathbf{X}}$, and $V_{ij} = x_n$. Here the matrix $w_{\mu}$ reweights $x_{\mu-1}$ and the vector $b_{\mu}$ provides a bias, both of which are adjustable parameters and determined via the Adam stochastic gradient descent method \cite{14} employed to minimize the loss function during a back-propagation process. The loss function is the root-mean-square (rms) deviation between energy spectra $\hat{\varepsilon}(\mathbf{r})$ computed from predicted $H(\mathbf{r})$ and training labels from the \textit{ab initio} $\hat{\varepsilon}(\mathbf{r})$. In principle, $H(\mathbf{r})$ is not uniquely determined by energy spectra $\hat{\varepsilon}(\mathbf{r})$ alone due to the existence of gauge freedom. If a different gauge is chosen at different $\mathbf{r}$, $H(\mathbf{r})$ as a function of $\mathbf{r}$ may not necessarily be smooth and continuous. Because of the discontinuity, the predicted $H(\mathbf{r})$ may not interpolate well for unseen configurations, not to mention extrapolations. Fortunately, the continuity of $H(\mathbf{r})$ is fulfilled automatically in our neural network implementation, since the relationships between $\mathbf{r}$ and $H(\mathbf{r})$ are represented by $\Phi$ and $\Psi$, which are smooth and continuous composite maps. A simple test of whether our method is plagued by the gauge uncertainty is its ability to generalize. As will be shown next, our TBworks generalizes accurately on all the independent testing data sets.

A couple of remarks are warranted at this point, on how the method outlined above is different from some of the related existing techniques. First, our TBworks
and ML force fields methods [4–8] offer completely different surrogate models for AIMD simulations. Whereas ML force fields predict the interactions potential energies and forces between ions, TBworks predicts electronic Hamiltonians for given ion configurations. Therefore, although both methods are designed to remove the need for time-consuming AIMD, ML force fields are fashioned to accelerate molecular dynamics, while our TBworks will enable fast sampling of electronic structure, for instance, in a ML-force-field accelerated MD. Second, TBworks is not the semi-empirical density-functional tight-binding method [17, 18]. The latter is designed to speed up a density-functional theory calculation with the help of an approximate tight-binding Hamiltonian. Our TBworks, on other hand, produces a very accurate representation of Kohn-Sham electronic structure itself.

To sum up, we have outlined the essential idea of TBworks in this section. In the following sections, we will present an exemplary application of the TBworks on a simple yet nontrivial material, to demonstrate that TBworks can accurately and efficiently predict electronic structure of a dynamical system to facilitate the computation of physical properties. With this example, more details of the TBworks approach, including data preparation, network training energy windowing, electronic structure sampling, generalizability and transferability, and the interfacing with force fields MD simulation, will be clarified.

III. ACCURACY AND TRANSFERABILITY

We now proceed to evaluate the performance of our TBworks algorithm by learning and then predicting AIMD eigenvalues for carbyne [19–21]. Carbyne is a one-dimensional $sp^3$ hybridized carbon chain, which can undergo an archetypal Peierls’ transition from polycumulene (=C=) with uniform C-C bond lengths, to a CDW phase, polyyne (–C–C–) [22, 23]. The polyyne has two degenerate ground state structures interrelated by a shift of the single and triple bonds, as shown in Fig. 2(a). Polyyne can be characterized by the order parameter $u_\alpha = (-1)^\alpha u_0$ ($\alpha = 1, 2, \cdots, N$), and $\text{sign}(u_0) = \pm1$ corresponds to the two degenerate phases. Remarkably, $\text{sign}(u_0) = \pm1$ can coexist on a single carbyne chain, separated by a domain wall or a kink in $u_\alpha$, which can lead to solitonic excitations [24]. The CDW and solitonic excitations are the manifestations of correlations between electronic and ionic degrees of freedom, which bring about many intriguing physical phenomena such as spontaneous symmetry breaking, polarons and superconductivity, etc. The CDW bond ordering and solitonic excitations make carbyne an interesting and non-trivial material for testing our algorithm.

The AIMD simulations of carbyne in the canonical ensemble are performed by the Vienna ab initio simulation package [25] within the generalized-gradient approximation [26] to generate the training data for TBworks. Nose-Hoover thermostat [27, 28] is used to maintain the temperatures. The cutoff energy is 400 eV for wave functions expansion in the plane-wave basis sets. The AIMD simulations are performed with the simulation box sizes containing $N = 16, 32, 48, 56$ and 64 carbon atoms and at temperatures $T = 10, 50, 100, 150,$ and 200 K. Periodic boundary conditions are applied to all three directions of the simulation box, which is a cuboid $a \times b \times c$, with mutually orthogonal $a$, $b$ and $c$. The carbyne chain is aligned along $c$-direction and $a = b = 20$ Å. The eigenvalue la-
AIMD snapshots of Dow (-22 – 0 eV) are picked out as label data from 5000 for polyyne. Blue shaped region indicates the works (red line) and ab initio two polyynes, and a chain with a kink excitation. (b) TB- of carbyne, including (from top to bottom) polycumulene, presentation of the electronic structure of carbyne. (a) Structure Fig. 2. (color online) Performance of neural network repre-
sents the carbon chain. The box sizes and temperatures, \( T \), by the other two half-filled \( sp^\dagger \) orbitals while the \( 1 \) orbitals perpendicular to the \( \pi \) bonds are formed (bottom). Inset: error distribution. (d) Testing root-mean-square error (rmse) for unseen snapshots with a simulation box size \( N = 32 \) at different temperatures (upper panel) and snapshots at \( T = 150 \) K with different simulation box sizes (lower panel).

Fig. 2. (color online) Performance of neural network repre-
sentation of the electronic structure of carbyne. (a) Structure of carbyne, including (from top to bottom) polycumulene, two polyynes, and a chain with a kink excitation. (b) TBworks (red line) and \textit{ab initio} (black dots) band structure for polyyne. Blue shaped region indicates the \( s-p \) separation, and the black dashed line indicates the CDW gap (a blow-up view in the inset). (c) TBworks predicted vs \textit{ab initio} eigenvalues for unseen snapshots with different simulation box sizes and temperatures, \( T = 10, 50, 100, 150, 200 \) K and \( N = 16, 32, 48, 56, 64 \). Inset: error distribution. (d) Testing root-mean-square error (rmse) for unseen snapshots with a simulation box size \( N = 32 \) at different temperatures (upper panel) and snapshots at \( T = 150 \) K with different simulation box sizes (lower panel).

Fig. 3. (color online) Comparison between TBworks predicted and \textit{ab initio} calculated electronic structure, for three snapshots in a MD simulation of a 256-site carbyne chain. (a) Ord-
er parameters of the three configurations. Top: a polyyne configuration; Middle: an isolated soliton pair; And bottom: a coupled soliton pair. The red arrow point to the soliton lo-
cations. (b-d) The TBworks-predicted (blue line) vs \textit{ab initio} (yellow line and zone) band structures and density of states of the three configurations in (b), in the same order.

Further generalization tests have been performed on a long-chain carbyne with \( N = 256 \), without or with a soliton pair. The order parameter values of several snapshots from the MD trajectory at \( T = 10 \) K based on the ML force fields are shown in Fig. 3(a). Three archetypal structures, polyyne (top), isolated soliton/antisoliton (middle) and coupled soliton-antisoliton pair (bottom), are selected for the tests. The band structures and density of states from TBworks and \textit{ab initio} benchmarks for the three representative configurations are respectively shown in Fig. 3(b-d). Evidently, the TBworks faithfully reproduces full energy spectra in the low-energy regime. In particular, the CDW gap in polyyne structure (Fig. 3(b)), the zero-energy soliton mode in isolated
soliton/antisoliton structure (Fig. 3 (c)) are accurately reproduced. So are the incipient in-gap modes with a finite splitting when the soliton and antisoliton experiences coupling at short separations, as shown in Fig. 3 (d). Therefore, we conclude that the TBworks trained at a single \( T \) and \( N \) offers a high fidelity representation of the \textit{ab initio} electronic structure, which is also highly transferable to a range of temperatures, system sizes, and especially, structural variety, unseen in the initial learning process.

![Fig. 4. (color online) Compute time \( T_{cpu} \) for calculating the electronic spectra of carbyne vs system size \( N \) in \textit{ab initio} and TBworks calculations. The \textit{ab initio} calculation is performed at \( \Gamma \) point \( [25] \), with planewave basis cutoff at 400 eV and total energy convergence to within \( 10^{-4} \) eV per atom. The dots (\textit{ab initio}) and triangles (TBworks) mark the computation costs for different \( N \). The solid lines are the least-square linear fittings between variable \( \log_{10}(T_{cpu}) \) and \( \log_{10}(N) \).](image)

With the accuracy perfectly preserved, we further investigate the efficiency of the TBworks model. The CPU times are obtained on a compute node equipped with 2 AMD EPYC-7452 CPUs (64 cores). As shown in Fig. 4, due to the inevitable diagonalization procedure, the computation cost of both the TBworks and \textit{ab initio} calculations scale roughly as \( \sim N^3 \), where \( N \) denotes the system size. However, the prefactor is different by more than 5 orders of magnitude. This is because in \textit{ab initio} calculations, diagonalization happens in solving the Kohn-Sham equations \( [23] \), where the one-electron wavefunctions are expanded over a large basis set of size proportional to but way larger than \( N \). In contrast, the size of the TBworks Hamiltonian is the number of Wannier orbitals, which is generally of the same order of \( N \). As such, the dramatic speed-up in TBworks makes the accessible system size around 2 orders of magnitude larger than \textit{ab initio} calculations.

Further insights into the performance of the TBworks are gained by visualizing the training process on a reduced information plane \( [30, 31] \). The mutual information \( I(a; b) \) is an asymmetric measure of the correlation between a pair of random variables \( a \) and \( b \), with distributions \( P(a) \) and \( P(b) \), respectively,

\[
I(a; b) = D_{KL}(P(a, b) || P(a) \otimes P(b)) \tag{3}
\]

where \( D_{KL} \) is the Kullback-Leibler divergence and \( P(a, b) \) is the joint distribution \( [32] \). We compute the mutual information between the input \( x \) (ionic coordinates inside a simulation box) and the output of the \( n \)-th layer \( y_n \), and the mutual information between the training label \( \hat{y} \) and the output \( y_n \). Thus we can visualize the evolution of the neural network on the reduced information plane \( I(x, y_n) - I(\hat{y}, y_n) \), as depicted in Fig. 5. We see that \( I(\hat{y}, y_1) \) undergoes a continuous sharp increase throughout the training, which directly results from the optimization of the loss function, indicating continued improvement of model fitting. \( I(x, y_1) \) increases slightly then decreases in the later stage. The decrease in \( I(x, y_1) \) suggests a reduction in data redundancy, which is very important for the performance of the neural network. The dynamics of layers 2 and 3 are also bi-phasic, where redundancy elimination precedes the rapid model improvement. The redundant information on \( x \) arises from a large cut-off radius \( R_{\text{cut}} \) for the local chemical environment, which includes atoms having little impact on the hopping amplitude. Therefore, the information plane analysis uncovers critical stages in the learning process of neural network during the training process, and offers leads for systematically optimizing the choice of setup parameter for TBworks.

![Fig. 5. (color online) Information plane loci of a 3-layer TBworks during training, showing the mutual information trajectories of a [200, 200, 200] neural network in 800 epochs. The colored solid arrows are guide-of-eye indications of the direction of progression for the three loci.](image)

IV. APPLICATIONS TO KINETIC AND EQUILIBRIUM SAMPINGS

The efficient, accurate and transferable access to \( H(r) \) offered by our TBworks provides a convenient computa-
tional tool for investigating the correlation between electronic and ionic degrees of freedom, which is particularly important for systems with strong electron-phonon coupling. As a first demonstration, TBworks is employed to evaluate correlation functions and corresponding physical properties of dynamical (both transient and equilibrium) systems. The detailed discussions centered around an application-oriented and task-specific example will help with an in-depth understanding of some of the issues in the implementation of the TBworks. In the first example we compute the time-dependent spectral function of a kinetic process of soliton annihilation, whereas non-adiabatic effects are revealed. As a second example, it is demonstrated that TBworks can be combined with path-integral molecular dynamics to compute the current-current correlation function and therefore the optical conductivity. In this section, The evolution of ions is computed using ML force-field MD [8] within the BO approximation. TBworks is used to predict the electronic Hamiltonian along ion trajectories from MD, with which the electrodynamics is obtained by numerically integrating the Schrödinger equation. This approach allows us to capture non-BO effects on the electronic structure and responses of the electronic system. [33]

The soliton-antisoliton pair annihilation process is one such example, where the zero-energy electronic modes are gapped out dynamically. Non-adiabatic effects can be important but difficult to study in AIMD due to the high demand for computational resources. In order to study this kind of process, we interface our TBworks with the ML force field [8] to perform highly efficient classical molecular dynamics (CMD) and path-integral molecular dynamics (PIMD) on carbyne by the large-scale atomic/molecular massively parallel simulator (LAMMPS) [34]. The ML force field is generated by DeePMD-kit [35] using a $200 \times 200 \times 20$ deep neural network trained by 100000 snapshots of labeled AIMD data and tested by a validation set containing 1000 snapshots. The rms error is found to be within 0.01 eV/Å for predicted forces, and $10^{-5}$ eV per atom for predicted energies, which means the accuracy of the ML force field is at the same level of the ab initio calculation. Both the classical and path-integral MD simulations are performed in the canonical ensemble on a supercell $N = 1024$ with a time step of 0.2 femtoseconds (fs) at different temperatures. The Nose-Hoover thermostat [27, 28, 36] is employed to control the temperatures in the canonical ensemble. In PIMD, the paths are discretized into 12 imaginary time slices. Fig. 6(a) shows the order parameters $x_{\alpha}$ of the ionic configurations in the dynamical process where a soliton-antisoliton pair is annihilated in the classical MD at $T = 1$ K.

To highlight the non-adiabatic effects in the soliton pair annihilation, we inspect the time-dependent electronic spectral functions. Because of the expedited access to TBworks Hamiltonian, we are able to let the electronic system evolve according to $Te^{-i \int_0^t H(r(t')) dt'} (\hbar = 1)$. Doing so explicitly takes ion dynamics into account and is manifestly beyond the BO approximation. As ion dynamics breaks time homogeneity for electrons, we define a time-dependent spectral function as

$$A(\omega, t) = \frac{1}{2\pi N} \text{Tr} \left[ G^R(t + \tau, t) - G^A(t + \tau, t) \right] \quad (4)$$

where $G_{\alpha\beta}^{A/R}(t + \tau, t) = \pm i \Theta(\tau) \langle \{c_{\alpha}(t + \tau), c_{\beta}^\dagger(t)\} \rangle$ are advanced/retarded Green’s functions, and $\hat{F}$ means a Fourier transform w.r.t. the time difference $\tau$ [37]. At different $t$, the advanced and retarded Green’s functions are evaluated by computing the expectation of the commutator $\{c_{\alpha}(t + \tau), c_{\beta}^\dagger(t)\}$ for $\tau > 0$ and $\tau < 0$, respectively, with $|\tau| \leq 600$ for an energy resolution of $\sim 3$ meV ($\sim 1\%$ of the CDW gap). As the exact propagator from the TBworks Hamiltonian can be quickly computed, the $A(\omega, t)$ so obtained can be non-adiabatically calculated along a trajectory in the MD simulation. As a comparison, the static electronic spectral function within the BO approximation for configuration at $t$ is calculated using instantaneous energy spectra, with $A_{\text{BO}}(\omega, t) = \frac{1}{N\epsilon} \sum_{nk} \delta(\omega - \epsilon_{nk}(t))$.

We focus on the soliton-antisoliton pair annihilation event indicated by the dashed rectangle in Fig. 6(a). During this event, two kinks meet and annihilate, and the polynye-B phase completely disappears. At the same time, the degenerate zero-energy modes localized at the kinks become hybridized and a gap gradually develops. The question is whether the BO approximation is accurate enough to describe the electronic states for the dynamical annihilation process. As a comparison, we first examined the electronic spectral functions for structures well before (Fig. 6(c)) and after (Fig. 6(d)) the annihilation event. Prior to the annihilation event where the soliton and anti-soliton are well separated, both dynamical (beyond the BO approximation) and static (within the BO approximation) spectral functions give the same topological protected zero-energy peaks, as shown in Fig. 6(c), where little difference between the dynamical and static spectral functions is discernible. Post annihilation, the carbyne chain adopts a homogeneous polyyne-A structure, where both dynamical and static spectral functions present the CDW gap, as shown in Fig. 6(d). Again, little difference between the dynamical and static spectral functions is uncovered, because the system is in a (transient) stationary state.

Interestingly, in the course of this annihilation event, the dynamical and static time-dependent spectral functions for the annihilation process display remarkable departures, as shown in Fig. 6(b). Both dynamical and static spectral functions show the splitting of the zero-energy modes into two peaks, which subsequently merge into the conduction and valence bands, respectively, as the soliton pair approaching annihilation. However, the low-energy peaks in the dynamical spectral functions show significantly larger broadening than those in the static spectral functions. Thus, although the dynamical effects show little renormalization on the spectral func-
Fig. 6. (color online) Non-adiabatic dynamical effects on the electronic spectral functions during the soliton-antisoliton pair annihilation process. (a) The order parameters along a polyyne chain as a function of time in a molecular dynamics trajectory. The dashed rectangle indicated the soliton-antisoliton pair annihilation event. (b) Computed time-dependent electronic spectral functions for structures at every 20 fs in the annihilation event. (c)(d) Computed electronic spectral functions for structures before (c) and after (d) annihilation event.

The nonadiabatic effects on the low-energy modes can be revealed in the spectral function projected on atomic sites,

\[ A(\omega, \alpha) = \frac{i}{2\pi N} \left[ G^{R}_{\alpha\alpha}(\omega) - G^{A}_{\alpha\alpha}(\omega) \right] \]

where \( G^{A/R}_{\alpha\alpha}(\omega) \) are the on-site advanced/retarded Green’s functions and \( \alpha \) is the atomic index. (For brevity, we leave out the index \( t \) shown in Eq.4.) For comparison, the static spectral function in the BO approximation is calculated from the instantaneous energy spectra and wavefunctions with

\[ A_{\text{BO}}(\omega, \alpha) = \frac{1}{N} \sum_{nk} \delta(\omega - \varepsilon_{nk}) |a_{n\alpha}|^2 \]

where the \( a_{n\alpha} \) is the expansion coefficient of \( n \)-th wavefunction in the atomic orbital basis.

Both dynamical and static spectral functions are calculated for a carbyne configuration where the soliton and anti-soliton are moving toward each other before annihilation simulated in MD with \( N = 1024 \) and \( T = 1 \) K. As order parameter plotted in upper panel of Fig. 6(b) indicates, the soliton and anti-soliton are about 60 sites apart and there is a significant coupling. As shown in Fig. 6(a) the low-energy modes are split because of the coupling, and the modes in the dynamical spectral function are clearly broadened compared to the static ones due to nonadiabatic effects.

The origin of the broadening of the low-energy peak is the retardation of electronic responses as ions move, which is by definition absent in the BO calculation. This can be demonstrated by inspecting the site-projected spectral weights. The contribution from the atomic orbitals to the low-energy modes is measured by \( A(\alpha) = \)
The computed spectral function and optical conductivity for carbyne at finite temperatures are shown in Fig. 8. We see that at $T = 1$ K, the spectral functions from both path-integral and classical simulations show a CDW gap $\Delta \sim 0.27$ eV, indicating the equilibrium configuration of carbyne is in the polyyne structure. The optical conductivity also shows an onset at $\omega = \Delta$ at this temperature. At $T = 10$ K, the spectral function remains gapped in CMD, indicating absence of soliton. In contrast, PIMD shows a zero-energy peak in spectral function, which suggests quantum effects promotes the generation of soliton-antisoliton pairs. As shown in Fig. A-1, the energy barrier for generation of a soliton-antisoliton pair from the polyyne structure is $\sim 80$ meV. Therefore, at low temperature 10 K, the soliton-antisoliton pair is hardly sampled in CMD. However, in PIMD due to quantum dynamical effects, the creation of soliton-antisoliton pair can be observed.

When the temperature is raised to moderately high
value 100 K, in PIMD, the CDW gap and the zero-energy mode disappear and optical conductivity shows the single peak at $\omega = 0$, which is commensurate with the polycumulene phase. At the same temperature in CMD, the zero-energy peak in spectral function indicates presence of solitons. Above 300 K, in the classical molecular dynamics, the CDW melts and polycumulene is the equilibrium structure. Both spectral function and optical conductivity present the sequence of phase transitions in carbyne from polyyne to soliton and finally to polycumulene in CMD and PIMD. Due to the quantum dynamical effects, the soliton and polycumulene phase transitions happen at lower temperatures in PIMD than that in CMD, which could be detected by measuring the spectral function and/or optical conductivity experimentally. All these results exhibit the efficiency of our TBWorks in calculating correlation functions that can be routinely measured in experiment to monitor the dynamics and phase transition but require large-scale and long-time simulations.

V. SUMMARY

In this work, we have developed a neural network-based predictive representation method, which predicts tight-binding Hamiltonians for modeling electronic structures. This method provides an efficient approach to configuration-dependent Hamiltonians by directly supervised observation of the \textit{ab initio} energy spectra. This enables an expedited access to electronic structures at dramatically reduced computational costs during the atomic configurations sampling, in subsequent MD or Monte Carlo. Considering the example of carbyne, we demonstrate the accuracy of our method in predicting the electronic spectra is comparable to that of the \textit{ab initio} calculations. The TBWorks also shows a high degree of transferability, accurately predicting spectra for configurations drawn from unseen temperatures and system sizes.

By interfacing our TBWorks with a ML force field it is demonstrated that we can efficiently sample the electronic structure of carbyne in MD to compute correlation functions. This enables the computation of Green’s functions and the time-dependent spectral functions in the dynamical annihilation of a soliton-antisoliton pair. When comparing our results with those from the adiabatic approximation, it is found that the low-energy edge modes are significant renormalized due to the non-adiabatic dynamical effects. We have also applied the TBWorks sampling of electronic structure in a PIMD, where the optical conductivity is computed by sampling the current-current correlation function.

In summary, the TBWorks offers an expedited access to electronic structure of a dynamical system with \textit{ab initio} accuracy, based on an accurate and transferable representation of electronic structures from AIMD. This entails a dramatic speedup and reduction of computational cost, when combined with ML force field MD, in computing electronic correlation functions and associated physical properties both at equilibrium and in a transient process. This will be especially useful for problems where large-scale molecular dynamics and long sampling times are essential, as we have demonstrated in the non-adiabatic process of soliton annihilation. Evidently, this approach will significantly enhance our capability and broaden the scope in the modeling of electronic structure and processes in materials at finite temperatures or in kinetic phenomena.

Furthermore, we believe that the TBWorks approach can have far-reaching potential applications in materials simulations. Because of the accurate and efficient access to electronic Hamiltonian as a function of ion configuration it offers, the approach will be especially useful to explore the properties emerging from dynamical processes and from electron-phonon coupling (e.g., phonon-assisted indirect optical absorption). Moreover, the high efficiency of TBWorks in comparison with full \textit{ab initio} electronic structure calculation will enable large-scale and long-time simulations, which can offer a direct comparison to experimentally relevant temporal and spatial scales. Clearly, further developments to deal with more complex systems are worthy goals to pursue in the future. Extension of the TBWorks approach to higher dimensional materials is currently underway. It is also important to incorporate the full symmetry of the system and implement symmetry-adapted TBWorks [8], which will further improve the training efficiency and model transferability.
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Appendix A: Soliton pair energy landscape

As illustrated in Fig. A-1(a), there are two pathways to a soliton-antisoliton pair in a polyyne, namely, the direct (path 1) and indirect (path 2) transitions. Fig. A-1(b) shows the direct transition barriers from polyyne to the soliton structures with different separations between soliton-antisoliton pairs. The higher transition barrier evidently increases consistently with the spatial separation. Therefore, a reasonable transition pathway should be an indirect path, whose potential profile is shown in Fig. A-1(c). A soliton pair with small separation is generated from polyyne structure with the energy barrier $\sim 80$ meV, with ensuing nearly free parting of the incident solitons to larger separations.

Fig. A-1(c) also indicates that annihilation for soliton-antisoliton pair is much easier than formation. Therefore, at low temperatures, classical MD can only sample the ground states polyyne structure. In path-integral MD, due to the quantum tunneling, the soliton phase is more frequently seen even at low temperatures.

![Fig. A-1](image)

**Fig. A-1.** Energy barrier for the transition between polyyne and soliton structure. (a) Direct (path 1) and indirect (path 2) transition paths from a polyyne to a soliton pair separated by 24 sites. (b) Direct transition barrier for the transition between polyyne structure and soliton structure with different separation between soliton and anti-soliton. (c) Indirect transition barrier for polyyne to a soliton pair as shown by the path 2 in (a).

Appendix B: Optical conductivity calculation

We describe how the optical conductivity $\sigma_{\alpha\beta}(\omega)$ is calculated from TBworks-predicted tight-binding Hamiltonian. Here, the retarded current-current correlation function is defined as

$$G_{\alpha\beta}^R(t) = -\frac{i}{\hbar}\Theta(t) \langle [j_{\alpha}(t), j_{\beta}(0)] \rangle. \tag{B2}$$

For a non-interacting system the current-current correlation function can be factorized easily by Wick’s theorem, upon spectral decomposition

$$G_{\alpha\beta}^R(\omega) = -\frac{ie^2}{\hbar N} \sum_{mn} \frac{f_m - f_n}{\varepsilon_m - \varepsilon_n + \omega + i0^+} v_{mn}^\alpha v_{nm}^\beta, \tag{B3}$$

in which $f_n = (e^{\beta(\varepsilon_n - \mu)} + 1)^{-1}$ is the Fermion-Dirac distribution function, and $v_{mn}$ is the velocity matrix element $v_{mn} = \langle m|v|n\rangle$.

For a band structure system, we adopt a representation in which the first-quantized Hamiltonian is written

$$H_k = e^{i\mathbf{k} \cdot \mathbf{r}} H e^{-i\mathbf{k} \cdot \mathbf{r}}. \tag{B4}$$

According to the Bloch theorem, an eigenstate of $H$ can be written as $|\psi_{nk}\rangle = e^{i\mathbf{k} \cdot \mathbf{r}} |u_{nk}\rangle$. In this representation, the velocity matrix element is calculated as

$$v_{mn} = \langle u_{nk}|\hat{v}|u_{mk}\rangle, \tag{B5}$$

where the velocity operator is

$$\hat{v}(k) = \frac{1}{\hbar} \frac{\partial H_k}{\partial \mathbf{k}}. \tag{B6}$$

From a set of localized Wannier functions corresponding to the tight-binding model, $u_{nk} (\mathbf{r} - \mathbf{R}) = \langle \mathbf{r}|a\mathbf{R}\rangle$, the Bloch basis is formed, $|\phi_{nk}\rangle = \frac{1}{\sqrt{N}} \sum_\mathbf{R} e^{i\mathbf{k} \cdot \mathbf{R}} |a\mathbf{R}\rangle$.

The Bloch Hamiltonian is

$$H_{ab}(k) = \langle \phi_{ak}|H|\phi_{bk}\rangle = \sum_\mathbf{R} e^{i\mathbf{k} \cdot \mathbf{R}} H_{ab}(\mathbf{R}). \tag{B7}$$

Diagonalization of $H_{ab}(k)$ leads to bands $\varepsilon_{nk}$

$$U(k)^\dagger H(k) U(k) = \text{diag}(\varepsilon_{nk}). \tag{B8}$$

where $U(k)$ is a unitary matrix composed of eigenvectors as columns. Therefore, the velocity computed as

$$v(k) = U(k)^\dagger \hat{v}(k) U(k). \tag{B9}$$

Finally, the current-current correlation function can be evaluated using Eq. (B3) together with Eq. (B9).

Appendix C: Determination of system size for training data

In main text, we present the TBworks model trained by labeled AIMD data with system size $N = 32$. There is a natural lower bound for the simulation box size. We have obtained the localized Wannier functions for a perfect polycumulene crystal, this is shown in Fig. A-2 below.
The Wannier function is plotted using 0.1% the amplitude of that at the Wannier center as a cutoff, which is located at the 8th nearest neighbor (NN). Thus, a minimal simulation box size is $N = 17$. We chose $N = 32$ for our training and the trained TBworks model predicts exact the tight-binding Hamiltonians as shown in main text.

Fig. A-2. The Wannier function for a perfect polycumulene crystal plotted using 0.1% the amplitude of that at the Wannier center as a cutoff. Different color refers to the positive and negative value of the Wannier function.

**Appendix D: Performance of TBworks trained by AIMD data with $N = 48$**

The performance of TBworks obtained by training with $N = 48$ data is similar as that training with $N = 32$ shown in main text. The performance of the model trained by $N = 48$ data, shown in Fig. A-3, shows that the neural network can predict highly accurate eigenvalues for unseen structures. In Fig. A-3(a), the TBworks (trained by $N = 48$ data) predicted against ab initio spectra for unseen snapshots are plotted, where samples are drawn from AIMD with multiple temperatures and a range of simulation box sizes as is done in Fig. 2(c). The testing error of these predictions is $\sim 3$ meV and the coefficient of determination $R^2 = 0.9999997$. Fig. A-3(b)(c) also show that the TBworks trained at $N = 48$ can also predict precisely the electronic spectra from multiple temperatures and simulation box sizes. Therefore, we conclude that the TBworks trained at $N = 48$ can also offers a high fidelity representation of the ab initio electronic structure and is also highly transferable to a range of temperatures and system sizes, same as the one trained at $N = 32$. 

Fig. A-3. Testing errors for the neural network trained by data set with $N = 48$, $T = 150$ K. (a) TBworks predicted vs ab initio eigenvalues for unseen snapshots with different simulation box sizes and temperatures, $T = 10, 50, 100, 150, 200$ K and $N = 16, 32, 48, 56, 64$. (b) Testing error for unseen snapshots with a simulation box size $N = 32$ at different temperatures (c) Testing error for unseen snapshots with a temperatures $T = 150$ K at different size.