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Abstract: Automatic pain recognition from facial expressions is a challenging problem that has attracted a significant attention from the research community. This article provides a comprehensive analysis on the topic by comparing some popular and Off-the-Shell CNN (Convolutional Neural Network) architectures, including MobileNet, GoogleNet, ResNeXt-50, ResNet18, and DenseNet-161. We use these networks in two distinct modes: stand alone mode or feature extractor mode. In stand alone mode, the models (i.e., the networks) are used for directly estimating the pain. In feature extractor mode, the “values” of the middle layers are extracted and used as inputs to classifiers, such as SVR (Support Vector Regression) and RFR (Random Forest Regression). We perform extensive experiments on the benchmarking and publicly available database called UNBC-McMaster Shoulder Pain. The obtained results are interesting as they give valuable insights into the usefulness of the hidden CNN layers for automatic pain estimation.

Keywords: automatic pain recognition; facial expressions; Off-the-Shell CNN architectures

1. Introduction
The human face is a rich source for non-verbal information regarding our health [1]. Facial expression [2] can be considered as a reflective and spontaneous reaction of painful experiences. Most previous studies on facial expression are based on the Facial Action Coding System (FACS), which describes expressions by elementary Action Units (AUs) based on facial muscle activity. More recent works have mostly focused on the recognition of facial expressions linked to pain using either conventional machine learning (ML) or deep learning (DL) models. The studies showed the potential of conventional ML and DL models for pain estimation, especially when the models are trained on large fully annotated datasets, and tested under relatively controlled capturing conditions. However, the accuracy, robustness, and complexity of these models remain an issue when applied to real-world pain intensity assessment.

This article provides a comprehensive analysis on automatic pain intensity assessment from facial expressions using Off-the-Shell CNN architectures, including MobileNet, GoogleNet, ResNeXt-50, ResNet18, and DenseNet-161. The choice of these CNN architectures is motivated by their good performance in different vision tasks, as shown in the ImageNet Large Scale Visual Recognition Challenge [3]. These architectures have been trained on more than a million images to classify images into 1000 object categories. We use these networks in two distinct modes: stand alone mode or feature extraction mode. In stand alone mode, the networks are used for directly assessing the pain. In feature extraction mode, the features in the middle layers of the networks are extracted and...
used as inputs to classifiers, such as SVR (Support Vector Regression) and RFR (Random Forest Regression). We perform extensive experiments on the benchmarking and publicly available database called UNBC-McMaster Shoulder Pain Expression Archive Database [4], containing over 10,783 images. The extensive experiments showed interesting insights into the usefulness of the hidden layers in CNN for automatic pain estimation from facial expressions.

The main contributions of this paper include:

• We provide a comprehensive analysis on automatic pain intensity assessment from facial expressions using 5 popular and Off-the-Shell CNN architectures.
• We compare the performance of these different CNNs (including MobileNet, GoogleNet, ResNeXt-50, ResNet18, and DenseNet-161).
• We study the effectiveness of the hidden layers in these 5 Off-the-Shell CNN architectures for pain estimation by using features as inputs to two classifiers: SVR (Support Vector Regression) and RFR (Random Forest Regression).
• We provide extensive experiments on a benchmarking and publicly available database called UNBC-McMaster Shoulder Pain Expression Archive Database [4], containing 10,783 images.
• To support the principle of reproducible research and fair comparison, we plan to release (GitHub, under construction) all the code and material behind this work for the research community.

The rest of the article is organized as follows. Section 2 gives an overview of the recent works on pain estimation and deep learning models. Section 3 presents the different CNN architectures that are considered in this work, as well as our proposed framework. Section 4 describes the conducted experiments and the obtained results. Finally, Section 5 draws some conclusions and points out future directions.

2. Related Work

Automatic pain recognition from facial expressions has been widely investigated in the literature. The first task is the detection of the presence of pain (a binary classification). Some other works are not limited to binary classification but are mainly focused in assessing the pain level intensity. These works commonly use the Prkachin and Solomon’s Pain Intensity metric (PSPI) [5]. This can be calculated for each individual video frame, after coding the intensity of certain action units (AU) according to the Facial Action Coding System (FACS). Below, we review some of the existing works.

Several approaches have been proposed for pain recognition as a binary classification problem, aiming at discriminating between pain versus no pain expressions. For instance, Chen et al. [6] proposed a new framework for pain detection in videos. To recognize facial pain expression, the authors used Histogram of Oriented Gradients (HOG) as frame level features. Then, they trained an Support Vector Machine (SVM) classifier. Lucey et al. [4] addressed AUs (Action Units) and pain detection based on SVMs. They detected the pain either directly using image features or by applying a two-step approach, where first AUs are detected and then this output is fused by Logistical Linear Regression (LLR) in order to detect pain.

Other approaches focused on the estimation of pain level. Many of them are based on variants of machine learning methods. For instance, Lucey et al. [7] used SVM to classify three levels of pain intensity. In another study, four pain levels were identified using SVM classifier to estimate the pain intensity by Hammal and Cohn [8]. Chen et al. [6] proposed a framework for pain detection in videos, exploring spatial and dynamic features. These features are then used to train an SVM as a frame-based pain event detector. Recent work by Tavakolian et al. [9] also used a machine learning framework, namely a Siamese network. The authors proposed a self-supervised learning to estimate pain. In this work, the authors introduced a new similarity function to learn generalized representations using a Siamese network. The learned representations are fed into a fine-tuned CNN to estimate pain.
The evaluation of the proposed method was done on two datasets (the UNBC-McMaster and the BioVid), showing very good results.

The recent works have shown considerable interest in automatic pain assessment from facial patterns using deep learning algorithms. Transfer learning was adopted by various image classification works. For instance, Bargshady et al. [10] propose to extract feature using the pre-trained CGG-Face model. Their approach consists of a hybrid deep model, including two-stream convolutional neural networks related to long short-term memory (CNN-BiLSTM). A pre-trained convolutional neural network (CNN) (VGG-Face) and long short-term memory (LSTM) algorithm were applied to detect pain from the face using the MIntPAIN dataset by Haque et al. [11]. In this work, a hybrid deep learning approach is employed. Actually, the combination of a CNN and a RNN allowed the use of spatio-temporal information of the collected data for each of the modalities (RGB, Depth, and Thermal). In this study, fusion strategies (early and late) between modalities were employed to investigate both the suitability of individual modalities and their complementarity.

Another study also extracted facial features using a pre-trained VGG-Face network [12]. Theses features are integrated into an LSTM to deploy the temporal relationships between the video frames. The study of Tavakolian et al. [13] aimed to represent the facial expressions as a compact binary code for classification of different pain intensity levels. They divided video sequences into non-overlapping segments with the same size. After that, they used a Convolutional Neural Network (CNN) to extract features from each segment. From these features, they extracted low-level and high-level visual patterns. Finally, the extracted patterns are encoded into a single binary code using a deep network. In Reference [14], the authors used two different Recurrent Neural Networks (RNN), which were pre-trained with VGGFace-CNN and then joined together as a network for pain assessment. Recent work of Huang et al. [15] proposed a hybrid network to estimate pain. In this paper, the authors proposed to extract multidimensional features from images. They extracted three type of features: spatiotemporal features using 3D convolutional neural networks (CNN), spatial features using 2D CNN, and geometric information with 1D CNN. These features are then fused together for regression. The proposed network was evaluated on the UNBC McMaster Shoulder dataset. Table 1 summarizes the mentioned state-of-the-art works, the corresponding methods, performances, and used databases.

| Approach                        | Method                              | Metrics                          | Database                          |
|---------------------------------|-------------------------------------|----------------------------------|-----------------------------------|
| Rodriguez et al., 2017 [12]     | Features: VGG-16 Model: LSTM        | AUC 93.3% & Accuracy 83.1%        | UNBC-McMaster Shoulder Pain       |
|                                 |                                     | MSE 0.74                          |                                   |
| Haque et al., 2018 [11]         | Features: VGG-face Model: LSTM / FF, DF | Mean frame Accuracy 18.17%       | MIntPAIN                          |
| Tavakolian et al., 2018 [13]    | Features: CNN Model: deep binary encoding network | MSE 0.69 & PCC 0.81       | UNBC-McMaster Shoulder Pain       |
| Bargshady et al., 2019 [14]     | Features: VGG-face Model: RNN       | MSE 0.95 & Accuracy 75.2%         | UNBC-McMaster Shoulder Pain       |
| Tavakolian et al., 2020 [9]     | Unsupervised learning Model: Siamese network | MSE 1.03 & PCC 0.74       | UNBC-McMaster Shoulder Pain and BioVid |
| Bargshady et al., 2020 [10]     | Feature: VGG-face Model: EJH-CVV-BiLSTM | AUC 88.7% & Accuracy 85%         | UNBC-McMaster Shoulder Pain       |
|                                 |                                     | MSE 20.7 & MAE 17.6               |                                   |
| Huang et al., 2021 [15]         | Features: spatiotemporal, spatial features and geometric information Model: Hybrid network | MAE 0.40                          | UNBC-McMaster Shoulder Pain       |
|                                 |                                     | MSE 0.76                          |                                   |
|                                 |                                     | PCC 0.82                          |                                   |
| Tavakolian et al., 2019 [16]    | 3D deep architecture SCN (Spatiotemporal Convolutional Network) | MSE 0.32 & PCC 0.92       | UNBC-McMaster Shoulder Pain       |
| Lucey et al., 2011 [4]          | Features: shape, SAPP, CAPP Model: SVM | AUC 83.9%                        | UNBC-McMaster Shoulder Pain       |
| Hammal et al., 2012 [8]         | Features: log-normal filters Model: SVM | Recall 61% & F1 57%       | UNBC-McMaster Shoulder Pain       |
| Chen et al., 2017 [6]           | Features: HOG, HOG-TOP Model: SVM | Accuracy 91.37% & F1 Score 0.542 | UNBC-McMaster Shoulder Pain       |
| Lo Presti et al., 2017 [17]     | Features: Hankel of Haar and Gabor Model: AdaBoost | Accuracy 74.1%               | UNBC-McMaster Shoulder Pain       |
It appears that many previous works on pain estimation using deep learning are mainly based on transfer learning and fine tuning of VGG-Face. In our present work, we explore five different CNN architectures for studying pain estimation with deep learning. The details are given in the next section.

3. Proposed Framework for Studying Pain Assessment Using Deep Features

Recently, transfer learning is increasingly applied for feature extraction [18], especially in computer vision [19]. It consists of adopting prior knowledge that has been previously learned in other tasks. Our studied models are also heavily based on transfer learning and fine tuning. Our methodology consists of exploring popular and Off-the-Shell CNN architectures, including MobileNet, GoogleNet, ResNeXt-50, ResNet18, and DenseNet-161. We use these networks in two distinct modes: stand alone mode or feature extraction mode. In stand alone mode, the models are fine-tuned and used for directly estimating the pain. In feature extraction mode, the features from 10 different layers are extracted and used as inputs to SVR (Support Vector Regression) and RFR (Random Forest Regression) classifiers. The model automatically extracts the most discriminative facial features from the training data. These features do not necessarily have a clear visual interpretation, but they represent parts of the face that are more important for pain discrimination.

The considered 5 models were originally trained on the Imagnet dataset, containing 1000 classes [20]. We adapted these models to our task of pain estimation by replacing the final layer in each network with a fully connected layer with one class instead of 1000 classes. Figure 1 illustrates our proposed methodology.

Below, we give a short description of each of the five CNN architectures that we used in our experiments.

- **MobileNet_v2** [21] trades off between latency, size, and accuracy, while comparing favorably with popular models from the literature. MobileNet_v2 gives a high accuracy with a Top-1 accuracy of 71.81% in an experiment on ImageNet-1k [20]. The MobileNet_v2 architecture is mainly based on the residual networks and MobileNet_v1 [22]. The main improvement of this architecture is that it proposes an inverted, bottleneck linear transformation of the residual structure. This bottleneck residual block is given in Table 2. In Table 3, we present the architecture of Mo-
bileNet_v2 containing the initial fully convolution layer with 32 filters, followed by 19 residual bottlenecks.

Table 2. Bottleneck residual block transforming from $k$ to $k'$ channels, with stride $s$, and expansion factor $t$, height $h$, and width $w$ [21].

| Input               | Operator                          | Output               |
|---------------------|-----------------------------------|----------------------|
| $h \times w \times k$ | $1 \times 1$ conv2d, ReLU6       | $h \times w \times (tk)$ |
| $h \times w \times (tk)$ | $3 \times 3$ dwise $s = s$, ReLU6 | $\frac{h}{s} \times \frac{w}{s} \times (tk)$ |
| $\frac{h}{2} \times \frac{w}{2} \times (tk)$ | linear $1 \times 1$ conv2d       | $\frac{h}{2} \times \frac{w}{2} \times k'$ |

Table 3. MobileNet_v2 architecture [21].

| Input     | Operator  | $t$ | Output Channels | Repeat | Stride |
|-----------|-----------|-----|-----------------|--------|--------|
| $224^2 \times 3$ | conv2d    | -   | 32              | 1      | 2      |
| $112^2 \times 32$ | bottleneck | 1   | 6               | 1      | 1      |
| $112^2 \times 16$ | bottleneck | 6   | 24              | 2      | 2      |
| $56^2 \times 24$ | bottleneck | 6   | 32              | 3      | 2      |
| $28^2 \times 32$ | bottleneck | 6   | 64              | 4      | 2      |
| $14^2 \times 64$ | bottleneck | 6   | 96              | 3      | 1      |
| $14^2 \times 96$ | bottleneck | 6   | 160             | 3      | 2      |
| $7^2 \times 160$ | bottleneck | 6   | 320             | 1      | 1      |
| $7^2 \times 320$ | conv2d $1 \times 1$ | -   | 1280            | 1      | 1      |
| $7^2 \times 1280$ | avgpool $7 \times 7$ | -   | -               | 1      | -      |
| $1 \times 1 \times 1280$ | conv2d $1 \times 1$ | -   | -               | -      | -      |

- **GoogleNet** [23] achieved top performance in object detection task. It mainly uses the inception module and architecture. It introduced the Inception module and emphasized that the layers of a CNN does not always have to be stacked up sequentially. GoogleNet is one of the winners of ILSVRC 2014 challenge with an error rate of 6.7%. GoogleNet’s architecture is based on inception module, which is shown in Figure 2. Figure 2a presents the naive version of Inception layer. Szegedy et al. [23] found that this naive form covers the optimal sparse structure, but it does it very inefficiently. To overcome this problem, the authors proposed the form shown in Figure 2b. It consists of adding $1 \times 1$ convolutions [23].

- **ResNeXt-50** [24] with a low computational complexity, reaches the highest Top-1 and Top-5 accuracy in image classification tasks [25]. ResNeXt-50 is also the winner of ILSVRC classification challenge. The architecture of ResNeXt-50 is given in Table 4. In our present work, we consider ResNeXt-50 architecture constructed with a template of cardinality = 32 and bottleneck width = 4 d.

- **ResNet18** [26] is the winner of the 2015 ImageNet competition with an error rate of 3.57%. We considered ResNet18 for its high performance and low complexity [25]. The model achieves very good results on the Top-1 and Top-5 accuracy on the ImageNet dataset. ResNet18 also achieves real-time performances within a batch-size equal to 1. It can process up to 600 images per second, which makes it a fast model to use. The details of the architecture of ResNet18 are given in Table 4.

- **DenseNet-161** [27] looks to overcome the problem of CNNs when they go deeper. This is because the path for information from the input layer until the output layer (and for the gradient in the opposite direction) becomes too large. Actually, DenseNet-161 simplifies the connectivity pattern between the layers introduced in other architectures. It simply connects every layer directly with each other [27]. In our work, we used the pre-trained architecture of DenseNet-161 on the ImageNet challenge database [3]. The architecture of DenseNet-161 is illustrated in Table 5.
Table 4. ResNet18 and ResNeXt-50 architectures [24,26].

| Layer Name | Output Size | Resnet18 | ResNeXt-50 (32×4d) |
|------------|-------------|----------|-------------------|
| conv1      | 112 × 112   | 7 × 7, 64, stride2 | 7 × 7, 64, stride2 |
|            |             | 3 × 3 max pool, stride 2 | 3 × 3 max pool, stride 2 |
| conv2      | 56 × 56     | [3 × 3, 64] × 2 | 1 × 1, 128, 3 × 3, 128, C = 32, 1 × 1, 256 |
|            |             | [3 × 3, 64] × 2 | 3 × 3, 256, C = 32 × 4 |
| conv3      | 28 × 28     | [3 × 3, 128] × 2 | 1 × 1, 128, 3 × 3, 128, C = 32, 1 × 1, 512 |
|            |             | [3 × 3, 128] × 2 | 3 × 3, 256, C = 32 × 4 |
| conv4      | 14 × 14     | [3 × 3, 256] × 2 | 1 × 1, 512, 3 × 3, 256, C = 32 × 2 |
|            |             | [3 × 3, 256] × 2 | 1 × 1, 2048, 3 × 3, 1024, C = 32 × 3 |
| conv5      | 7 × 7       | [3 × 3, 512] × 2 | 1 × 1, 1024, 3 × 3, 512, C = 32 × 6 |
|            |             | [3 × 3, 512] × 2 | 1 × 1, 2048, 3 × 3, 1024, C = 32 × 3 |
| average pool | 1 × 1     | 7 × 7 average pool | global average pool |
| fully connected | 1000 | 512 × 1000 fully connections | 2048 × 1000 fully connections |
| softmax    | 1000        | 1000     | 1000D fully connected, softmax |

Table 5. DenseNet-161 architecture [27].

| Layer Name      | Output Size | DenseNet-161 |
|-----------------|-------------|--------------|
| Convolution     | 112 × 112   | 7 × 7 × conv, stride2 |
| Pooling         | 56 × 56     | 7 × 7 max pool, stride 2 |
| Dense Block 1   | 56 × 56     | [1 × 1conv] × 6 |
| Transition Layer 1 | 56 × 56 | 1 × 1 conv |
|                 | 28 × 28     | 2 × 2 average pool, stride 2 |
| Dense Block 2   | 28 × 28     | [1 × 1conv] × 12 |
| Transition Layer 2 | 28 × 28 | 1 × 1 conv |
|                 | 14 × 14     | 2 × 2 average pool, stride 2 |
| Dense Block 3   | 14 × 14     | [1 × 1conv] × 36 |
| Transition Layer 3 | 14 × 14 | 1 × 1 conv |
|                 | 7 × 7       | 2 × 2 average pool, stride 2 |
| Dense Block 4   | 7 × 7       | [1 × 1conv] × 24 |
| Classification Layer | 1 × 1 | 7 × 7 global average pool |
|                 | 7 × 7       | 1000D fully connected, softmax |
4. Experimental Analysis

4.1. Experimental Data

For our experimental analysis, we considered the benchmark and publicly available UNBC McMaster dataset. The dataset is composed of 200 sequences of 25 subjects, with a total of 48,398 images. Figure 3 shows some of the images indicated by PSPI. The Prkachin and Solomon Pain Intensity (PSPI) [5] represents the scale for facial expression which is associated to the UNBC McMaster dataset. Imbalanced data is common problem in computer vision and is common in frame-based facial pain recognition, as well [28]. This problem is also present in the UNBC McMaster database. As illustrated in Figure 4, more than 80% of the database has a PSPI score of zero (meaning “no pain”). To overcome this imbalanced data problem, we balance the dataset applying under resampling technique to decrease the no-pain class. The same protocol is used by Bargshady et al. in Reference [10]. While every sequence starts and ends with a no-pain score, we excluded those two parts for every sequence. As a result, a total of 10,783 images were obtained and used in the experiments. Figure 4 illustrates the amount of PSPI for each pain level after data balancing.

Figure 3. Sample images from UNBC McMaster dataset [4].
4.2. Experimental Setup

For evaluation, we used the Leave-one-subject-out-cross-validation. As the balanced database has the same number of subjects, we obtain 25 feature vectors for each layer. We used data augmentation to further increase the size of the dataset. In all the experiments, we used the MSE (Mean Square Error) as the loss function, and Adam as the optimizer. Moreover, we fixed the number of epochs to 200. This setup was kept similar for all the models through all experiments. To measure the performance of the models, we calculate the Mean Square Error metric. The metric is defined as the sum of squares of prediction errors which is ground-truth \((y)\) value minus predicted value \((y')\) and then divided by the number of data points \((N)\). The formula of the MSE is defined in Equation (1). MSE is used to check how close estimates or predicted values are to actual values. The lower the MSE, the closer it is predicted to the actual. This is used as a model evaluation measure for regression models, and the lower value indicates a better fit.

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} (y_i - y'_i)^2. \tag{1}
\]

4.3. Results and Discussion

As already explained above, we used the images from UNBC-McMaster Shoulder Pain Database for the experiments. The images are fed into the feature extraction pipeline of each CNN model. We report the MSE results in stand alone mode (i.e., for the whole model) or feature extractor mode. In stand alone mode, the network (i.e., the model) is used for directly estimating the pain. In feature extractor mode, the features from 10 different layers are extracted and used as inputs to SVR and RFR classifiers.

Figure 5 shows the MSE obtained for each model evaluated after training and testing on the UNBC-McMaster shoulder database. The figure also shows the MSE of both SVR and RFR classifier for each of the 10 layers.

Overall, the best performance (i.e., the lowest MSE) is obtained when using the features from the last CNN layers as inputs to SVR, as can be seen in Table 6. Focusing on the last layers of each model, SVR seems to give better results than RFR. The best performing model is DenseNet-161. This observation is interesting, since DenseNet-161 is the deepest network we utilized. It is worth noting that the performance of the studied models seems to increase with the total number of layers.

Regarding the computational costs of each model, Table 7 shows the number of parameters, training time, and average test time for each model. The training and testing are calculated based on Leave-one-subject-out-cross-validation on the balanced UNBC McMaster Shoulder dataset. All the experiments were carried out on Pytorch with a NVIDIA Quadro RTX 5000. As precised in Section 4.2, all the networks were trained with 200 epochs, using Adam optimizer. As shown in Table 7, ResNet18 with 11 millions parameters seems to train faster than other models. MobileNet_v2 and GoogleNet have the minimum number of parameters (3.4 and 7 millions) with an acceptable training time.
Although DenseNet-161 achieves the best results, it takes over 6 days for training. This can be explained by its large number of parameters (30 millions). Regarding the average test time, we used 100 images from the database for calculation. The average time that it takes for a model to estimate the pain on one single image is shown in the last column of Table 7.

Figure 5. MSE (Mean Square Error) of pain estimation of each model ((a) GoogleNet, (b) MobileNet, (c) ResNet18, (d) ResNeXt-50, (e) DenseNet-161) and their corresponding 10 layers when used as inputs to SVR and RFR.

Table 6. Corresponding MSE of the model and the last layer of each model and total layers.

| Model        | Total Layers | MSE Last Layer SVR | MSE Last Layer RFR | MSE Model  |
|--------------|--------------|--------------------|--------------------|------------|
| DenseNet-161 | 574          | 0.34 ± 0.044       | 0.36 ± 0.045       | 0.54 ± 0.047 |
| GoogleNet    | 236          | 0.42 ± 0.046       | 0.46 ± 0.047       | 0.64 ± 0.045 |
| MobileNet_v2 | 213          | 0.46 ± 0.047       | 0.56 ± 0.046       | 0.69 ± 0.043 |
| ResNeXt-50   | 151          | 0.47 ± 0.047       | 0.48 ± 0.047       | 0.68 ± 0.044 |
| ResNet18     | 68           | 0.49 ± 0.047       | 0.81 ± 0.037       | 0.80 ± 0.037 |

Table 7. Comparative analysis regarding the computation costs (number of parameters, training time, and average test time) of different models.

| Model       | Total Parameters (Million) | Required Time for Train (Hours) | Average Time for Test (Second) |
|-------------|----------------------------|--------------------------------|--------------------------------|
| MobileNet_v2| 3.4                        | 43.33                           | 0.59                           |
| GoogleNet   | 7                          | 44.16                           | 0.68                           |
| ResNet18    | 11                         | 40.83                           | 0.35                           |
| ResNeXt-50  | 25                         | 90.55                           | 0.83                           |
| DenseNet-161| 30                         | 157.22                          | 2.84                           |
For comprehensive analysis, we have also compared the results of our models against the results of the state of the art on the UNBC-McMaster database. The comparative results are given in Table 8. The results show that best performances are indeed obtained when extracting features from the last layer of existing pre-trained architectures. The models using features from the last layers and SVR classifier seem to perform better than some previous works of Bargshady et al. [14], Rodriguez et al. [12], and Tavakolian et al. [9,13]. Although our obtained results are significantly better than many state-of-the-art methods, our results are still not optimal. In fact, Tavakolian et al. [16] reported a very low MSE of 0.32 using a Spatiotemporal Convolutional Network. Moreover, Bargshady et al. [10] achieved an MSE of 0.20.

Table 8. Comparative analysis using state of the art methods on the UNBC-McMaster database. The indication (star *) precises data balancing is used.

| Method                      | MSE  |
|-----------------------------|------|
| Siamese network [9]         | 1.03 |
| Joint deep neural network [14] | 0.95 |
| HybNet [15]                 | 0.76 |
| LSTM [12]                   | 0.74 |
| CNN [13]                    | 0.69 |
| SCN [16]                    | 0.32 |
| EJH-CVV-BiLSTM * [10]       | 0.20 |
| ResNet18-SVR *              | 0.49 |
| ResNeXt-50-SVR *            | 0.47 |
| MobileNet_v2-SVR *          | 0.46 |
| GoogleNet-SVR *             | 0.42 |
| DenseNet-161-SVR *          | 0.34 |

To gain more insights into the behavior of different models, Figure 6 shows the performance of different models at frame level for one video. The figure also shows the ground truth. This figure illustrates how the performance of different models are compared to the ground truth for the pain prediction for each frame. The results confirm, once again, the good performance of all models, especially DensNet-161.

Figure 6. An example of continuous pain intensity estimation using all the considered CNN architectures on a sample video from the UNBC-McMaster database.
5. Conclusions

In this work, we conducted a comprehensive analysis on pain estimation by comparing some popular and Off-the-Shell CNN architectures, including MobileNet [21], GoogleNet [23], ResNeXt-50 [24], ResNet18 [26], and DenseNet-161 [27]. We used these networks in two distinct modes: stand alone mode or feature extractor mode. Features were extracted from 10 different layers. Predictions were done with SVR (Support Vector Regression) and RFR (Random Forest Regression) classifiers. The results are given in terms of Mean Square Error. We conducted an evaluation with balanced data from UNBC-McMaster Shoulder Pain Database [4]. The database contains 10783 images and consists of 4 pain levels (no pain, weak pain, mid pain, and strong pain). The obtained results indicated the importance of feature extraction from the last layers of pre-trained architectures to estimate pain. Most of the used architectures achieved significantly better results compared to many state-of-the-art methods.

This work is by no mean complete. The conclusions are specific to the considered models and data. It is, therefore, important to validate the generalization of the findings on other databases and other models, as well. To this end, and to support the principle of reproducible research and fair comparison of future works, we plan to release (GitHub, San Francisco, CA, USA (https://github.com/safaa-el/safaa-el), under construction) all the code and material behind this work for the research community. The code will be available by 1 October 2021.
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