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Abstract

In the era of big data, it is necessary to split extremely large data sets across multiple computing nodes and construct estimators using the distributed data. When designing distributed estimators, it is desirable to minimize the amount of communication across the network because transmission between computers is slow in comparison to computations in a single computer. Our work provides a general framework for understanding the behavior of distributed estimation under communication constraints for nonparametric problems. We provide results for a broad class of models, moving beyond the Gaussian framework that dominates the literature. As concrete examples we derive minimax lower and matching upper bounds in the distributed regression, density estimation, classification, Poisson regression and volatility estimation models under communication constraints. To assist with this, we provide sufficient conditions that can be easily verified in all of our examples.
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1. Distributed Estimation

As a consequence of the ever increasing amount of information being collected there has been substantial growth in distributed methods to handle data that is too large to store and analyze on a single machine. Distributed methods also arise naturally due to privacy considerations or scenarios when data are collected and processed at multiple locations before being summarized centrally.

To statistically model a distributed estimation problem, we assume that we have \( m \) machines or servers observing independent, identically distributed (iid) data. We will perform calculations on the local machines and transmit the results to a central machine or server for aggregation. In theory any type of information transmission is allowed, but in practice we typically transmit a local estimate (based on the local data). The local estimates are converted to a binary string and transmitted to a central machine that may aggregate these estimates in any manner. In this paper we focus on procedures that use only a single round of communication: the local machines transmit to the central machine only once and a final estimate is constructed based only on this single set of transmissions.
Communicating data across a network is orders of magnitude slower than working with the same data on a machine, forming the computational bottleneck of the problem. This means that methods communicating large amounts of data may be too slow to be practically useful. In addition, excess communication can cause congestion on the computing network and inconvenience other users. Therefore we introduce communication constraints in our network to minimize the run time of the algorithm. In the absence of such communication constraints, one may transfer the whole data set to the central machine and the distributed framework imposes no meaningful restriction. We assume that each machine from \( k = 1, \ldots, m \) has a communication budget \( B^{(k)} \), which is a limit on the length of the binary string that can be transmitted to the central machine. Let \( \mathcal{F}_{\text{dist}}(B) \), where \( B = (B^{(1)}, \ldots, B^{(m)}) \), denote set of estimators that can be constructed with a single round of communication subject to the budget constraint. Our goal is to determine the minimax rate for estimators in \( \mathcal{F}_{\text{dist}}(B) \) in an abstract statistical framework and apply the derived results on various specific models.

The theoretical study of statistical estimation and testing under communication constraints has emerged only recently, with most of the work focusing on parametric models, see for instance Zhang et al. (2013); Duchi et al. (2014); Shamir (2014); Braverman et al. (2016); Xu and Raginsky (2016); Fan et al. (2019); Han et al. (2020); Cai and Wei (2020, 2021b) for estimation and Acharya et al. (2020b,a); Szabó et al. (2020, 2022) for testing. Nonparametric models, where the parameter of interest is infinite dimensional, have been studied in just the last few years in context of specific models, focusing mainly on Gaussian likelihood functions. Distributed minimax estimation rates were derived in context of the Gaussian white noise Zhu and Lafferty (2018), and nonparametric regression models Szabo and van Zanten (2020b). Adaptation to the unknown regularity parameter was investigated in Szabo and van Zanten (2020b,a); Cai and Wei (2021a). Outside of the Gaussian framework only the closely related density estimation problem Barnes et al. (2019) has been investigated so far. Thus up to now there is a lack of a general, abstract understanding of the limitations and guarantees of distributed techniques under communication constraints in nonparametric settings.

In this paper we take on this task and derive minimax lower and matching upper bounds in abstract settings going beyond the Gaussian framework, requiring, roughly speaking, only appropriate tail bounds on the likelihood ratio over an appropriately selected finite sieve. We demonstrate the applicability of our results over a range of nonparametric models, including nonparametric regression, density estimation, binary and Poisson regressions and volatility estimation.

We organize the paper as follows: In Section 2 we formally introduce distributed methods and our abstract modeling assumptions under which minimax lower and matching upper bounds are derived in Sections 2.1 and 2.2, respectively. In Section 2.3 we provide simple sufficient conditions that we can be used to apply our general theorems to the examples presented in Section 3. We summarize our results and discuss further research questions in Section 4. The proofs for the minimax lower and upper bounds are presented in Section 5, while in Section 6 we demonstrate the validity of our sufficient conditions. The proofs of the examples are given in Section 7, while auxiliary lemmas and their proofs are deferred to the Supplement.
1.1 Notation

For two positive sequences \( a_n, b_n \) we use the notation \( a_n \lesssim b_n \) if there exists an universal positive constant \( C \) such that \( a_n \leq C b_n \). Then we denote by \( a_n \asymp b_n \) if both \( a_n \gtrsim b_n \) and \( b_n \lesssim a_n \) hold simultaneously. Furthermore, we write \( a_n \ll b_n \) if \( a_n/b_n = o(1) \). We denote by \( \lceil b \rceil \) and \( \lfloor b \rfloor \) the upper and lower integer part of \( b \in \mathbb{R} \), respectively. For a set \( I \) we denote by \( |I| \) the cardinality of \( I \). Throughout the paper, \( c \) and \( C \) denote global constants whose value may change from one line to another.

2. Main results

The goal of this paper is to derive theoretical limitations and guarantees for distributed methods under communication constraints in a general, abstract setting. We assume that there are \( m \) machines and in each machine \( k = 1, \ldots, m \) we observe a sample \( X^{(k)} = \{ X_i^{(k)} \}_{1 \leq i \leq n} \) from some unknown distribution \( p_f \) indexed by an infinite dimensional functional parameter \( f \in L_2([0,1]) \) of interest. The total (global) sample size is denoted by \( N = nm \). We assume, that the function \( f \) belongs to a Besov (Sobolev) ball \( f \in B_{2,2}^s(L) \) for some known \( r, L > 0 \), see Section 10.1 in the Supplement for a brief summary of Besov spaces and wavelets. As an example consider the distributed nonparametric regression model with observations \( (T_i^{(k)}, X_i^{(k)}), i = 1, \ldots, n, k = 1, \ldots, m \), satisfying that \( T_i^{(k)} \sim \text{iid } U(0,1) \) and \( X_i^{(k)} | T_i^{(k)} \sim \text{iid } \phi(x - f(T_i^{(k)})) \), studied also in Szabo and van Zanten (2020b).

We consider estimation procedures where each machine can transmit a binary message \( Y^{(k)} \) with almost sure length constraint \( l(Y^{(k)}) \leq B^{(k)} \) to the central machine where the information is aggregated to form a global estimator \( \hat{f}_{n,m} = \hat{f}_{n,m}(Y^{(1)}, \ldots, Y^{(m)}) \) depending only on the transmitted information; see display (1) below for a graphical representation.

\[
\begin{align*}
X^{(1)} & \quad \rightarrow \quad Y^{(1)} \quad \rightarrow \quad \hat{f}_{n,m}.
\vdots & \quad \quad \vdots
X^{(m)} & \quad \rightarrow \quad Y^{(m)}
\end{align*}
\]  

We derive minimax lower bounds under abstract conditions on the likelihood ratio in an appropriately selected sieve and show the sharpness of the lower bounds by providing matching upper bounds (up to \( \log n \) factor) under non-restrictive conditions. Before proceeding to the lower bounds we quantify the information content in the communication-restricted, distributed setting for recovering the functional parameter of interest \( f \). For this end we define the bit adjusted sample size (BASS) \( N_{\text{bass}} = N_{\text{bass}}(B^{(1)}, \ldots, B^{(m)}) \) for estimating \( f \in B_{2,2}^s \) as the solution to the following equation:

\[
N_{\text{bass}} = \max \left( n \log N, n \sum_{k=1}^{m} \left( \frac{B^{(k)} \log N}{N_{\text{bass}}^{1/(1+2r)}} \wedge 1 \right) \right). \tag{2}
\]

The exact form of \( N_{\text{bass}} \) will be verified below. The equation in (2) does not have a closed form solution in general, but the BASS is always defined since the left-hand side of (2) is increasing in \( N_{\text{bass}} \) and the right-hand side is decreasing in \( N_{\text{bass}} \). The expression can be greatly and easily simplified if we assume that \( B^{(1)} = B^{(2)} = \cdots = B^{(m)} = B \), which is presented below.
Proposition 1 (N_{bass} in symmetric case) If B^{(k)} = B for all k = 1, \ldots, m, then
\[
N_{bass} = \begin{cases} 
N, & \text{if } B \geq N^{1/(1+2r)} / \log N, \\
(NB \log N)^{1+2r}, & \text{if } (n \log N)^{1/(1+2r)} / m \leq B < N^{1/(1+2r)} / \log N, \\
n \log N, & \text{if } B < (n \log N)^{1/(1+2r)} / m.
\end{cases}
\] (3)

We briefly discuss the above proposition. Based on (3), we see that in the symmetric budget case the BASS is a continuous function of the budget B. Furthermore, note that it depends on the smoothness r of the function f. For more regular functions communication constraints results less information loss. Also note that if the communication budget is large enough, then $N_{bass} = N$ and there is no information loss due to the distributed architecture. However, if the communication budget is very small (i.e. $B < (n \log N)^{1/(1+2r)} / m$) then there are no benefits in communicating between machines and it is sufficient or even advantageous to use only the information available on a single machine, assuming that the central machine also receives a local data set of size n. In the intermediate case, $N_{bass}$ depends on the communication budget B, the smoothness level r, and the overall sample size N.

2.1 Lower bounds

In this section we present lower bounds for the distributed minimax estimation rate in a general setting. To prove lower bounds one typically considers an appropriately chosen finite sieve $F_0 \subset F$ of the function class $F = B_{2,2}(L)$ of interest, i.e. note that
\[
\inf_{f \in F_0} \sup_{f \in F} \mathbb{E}_d d(f, \hat{f}) \geq \inf_{f \in F_0} \sup_{f \in F} \mathbb{E}_d d(f, \hat{f}),
\]
for arbitrary loss function $d : F \times F \mapsto [0, \infty)$. For Besov regularity classes it is natural to define the finite sieve with the help of the wavelet basis functions. For resolution level $j \in \mathbb{N}$, we define
\[
\tilde{F}_0(j, C_0, \epsilon) = \left\{ f_{\beta}(t) + C_0 : f_{\beta}(t) = \epsilon 2^{-j(r+1)/2} \sum_{h=0}^{2^j-1} \beta_h \psi_{j,h}(t) : \beta \in \{-1,1\}^{2^j} \right\},
\]
for parameters $C_0, \epsilon \in \mathbb{R}$. The parameter $C_0$ shifts the function to ensure that the modeling assumptions are met; certain models, such as density estimation (where $C_0 + f_{\beta}$ is the density) or Poisson regression (where $C_0 + f_{\beta}$ is the mean of a Poisson), require $C_0 + f_{\beta}(t) \geq 0$. In our analysis we consider compactly supported wavelets (e.g. boundary corrected Daubechies wavelets with $S > r$ vanishing moments), see Section 10.1 for a brief review. For convenience we consider a subset of the basis functions at resolution level $j$, such that they have pair-wise disjoint supports. Therefore, we divide the interval $[0, 1]$ into a partition of $d = c2^j$ (for some constant $0 < c < 1$ depending on r) disjoint intervals $I_1, \ldots, I_d$, such that each interval $I_k$ contains the full support of a wavelet basis function $\psi_{j,h}$ for $h \in \{0, \ldots, 2^j - 1\}$. For Daubechies wavelets with S vanishing moments, this is possible for $c \leq 1/(2S + 2)$. By slightly abusing our notations we re-index the basis functions so that
the subset of size \(d\) of wavelets with disjoint support are indexed by \(h = 1, \ldots, d\). Hence we consider finite sieves of the form

\[
\mathcal{F}_0(d, C_0, \epsilon) = \left\{ f_\beta(t) + C_0 : f_\beta(t) = e^{d^{-(r+1/2)}} \sum_{h=1}^{d} \beta_h \psi_{jh}(t) : \beta \in \{-1, 1\}^d \right\},
\]

where \(\psi_{jh}\) and \(\psi_{jh'}\) have disjoint support for any \(1 \leq h < h' \leq d\). For a fixed \(d\), we will take wavelets at resolution \(j\), where \(j\) is the smallest resolution level that allows for the construction of \(d\) disjoint wavelets.

We give our assumption in terms of the log-likelihood-ratio in the sieve \(\mathcal{F}_0(d, C_0, \epsilon)\). Let us denote the log-likelihood ratio between two elements \(f_\beta(t) + C_0, f_{\beta'}(t) + C_0 \in \mathcal{F}_0(d, C_0, \epsilon)\) for a single observation \(X_i^{(k)}\) by

\[
W_d^{(k)}(X_i^{(k)}, \beta, \beta') = \log \frac{p_{f_\beta}(X_i^{(k)})}{p_{f_{\beta'}}(X_i^{(k)})}.
\]

We assume below that the log-likelihood-ratio for the observations is sufficiently small, both in expectation and with high-probability, and that it satisfies a nonrestrictive decomposition structure. This is formalized in the following assumptions.

**Assumption 1 (Expectation control)** Assume that there exists a constant \(C > 0\) such that

\[
\mathbb{E}_\beta[W_d^{(k)}(X_i^{(k)}, \beta, \beta')] \leq C e^{2d^{2r}}.
\]

**Assumption 2 (Decomposable structure)** Assume that the sample space can be partitioned into events \(\chi_1, \ldots, \chi_d\) such that \(\mathbb{P}_\beta(\chi_h) = 1/d\) for all \(\beta \in \{-1, 1\}^d\), and for all \(i = 1, \ldots, n, k = 1, \ldots, m\) and \(h = 1, \ldots, d\) it holds that the distribution \(X_i^{(k)}|X_i^{(k)} \in \chi_h\) only depends on \(\beta_h\) and not on \(\beta_{h'}\) for \(h' \neq h\).

**Assumption 3 (Tail control)** Assume that for \(a_n = C e d^{-r/2} \sqrt{n \log(N)}\) the event

\[
E_h^{(k)}(a) = \left\{ X^{(k)} : \max_{\beta, \beta'} \sum_{X_i^{(k)} \in \chi_h} W_d^{(k)}(X_i^{(k)}, \beta, \beta') \leq a \right\}
\]

satisfies

\[
\mathbb{P}_{\beta_h}(E_h^{(k)}(a_n)) = 1 + o(m^{-2}d^{-2}) \quad \forall h \in \{1, \ldots, d\}, \quad k \in \{1, \ldots, m\}, \quad \beta_h \in \{-1, 1\}.
\]

**Remark 1** In Assumption 2 one can consider arbitrary fixed distribution over the partition events \(\chi_h, h = 1, \ldots, d\), which for simplicity we take to be uniform. Our results can be easily generalised to other distributions over the partition.

We provide a brief discussion of the above assumptions. Assumption 1 is equivalent to bounding the KL divergence between \(p_{f_{\beta}}\) and \(p_{f_{\beta'}}\), which is a standard tool used for deriving minimax lower bounds in various nonparametric models, see for instance Theorem
6.3.2 of Giné and Nickl (2015). Assumption 2 means that the dependence on the functional parameter must be spatially localized, which is true for many common models. When working with a wavelet based testing sieve, we can select the partition based on the supports of the wavelets used in $f_\beta$. Finally, in Assumption 3 we require that the maximum of the likelihood ratio over the sieve $F_0(d, C_0, \epsilon)$ evaluated at the data belonging to bin $I_h$ is bounded (by $a_n$) with high probability. While the first assumption controls the mass (expected value) of the likelihood ratio, this assumption controls the tail behaviour. Based on these assumptions we can formulate our general lower bound theorem.

**Theorem 1** Suppose Assumptions 1, 2, and 3 hold. The distributed minimax rate with communication constraints $B = (B^{(1)}, \ldots, B^{(m)})$ for recovering $f \in B_{2,2}^{r}(L)$ is bounded from below by

$$\inf_{\hat{f} \in \mathcal{F}_{\text{dist}}(B)} \sup_{f \in B_{2,2}^{r}(L)} \mathbb{E}_f \| \hat{f} - f \|_2^2 \gtrsim N^{-\frac{r_0}{2}}.$$  

The proof is deferred to Section 5.1, but we provide a few comments here. The proof is an extension of the common technique for deriving minimax bounds using Fano’s inequality. The general technique follows the ideas of Zhang et al. (2013), which studied parametric models. These techniques were extended to the nonparametric regression model in Szabo and van Zanten (2020b). In non-distributed models the main step is to control the expected value of the log-likelihood-ratio of two distributions in the testing sieve (the quantity $W_d^{(k)}$ discussed above). The difficulty of extending to distributed architectures with communication constraints is that we must control not just the expectation of the likelihood ratio (Assumption 1), but also the tail of the distribution of the ratio (Assumption 3).

### 2.2 Upper bounds

Here we introduce conditions that ensure that the general lower bounds derived in Theorem 1 are tight by providing matching upper bounds (up to log-factors). We focus on the case where the communication budget across machines are all equal, $B = B^{(1)} = \cdots = B^{(m)}$. We also assume that the central machine receives a local sample of size $n$. Then if the communication budget is too small (i.e. $B < (n \log N)^{1/(1+2r)}/m$), then a standard local estimator (based solely on the local data available at the central machine) achieves the minimax lower bounds $n^{-r/(1+2r)}$. In this case distributed methods are not advantageous compared to methods considering only local information hence our focus lies on the more interesting large enough budget case (i.e. $B \geq (n \log N)^{1/(1+2r)}/m$).

We will estimate the wavelet coefficients $f_{j,h}$ of $f(x) = \sum_{j=0}^{\infty} \sum_{h=0}^{2^j-1} f_{j,h} \psi_{j,h}(x)$ using local estimators $\hat{f}_{n,j,h}^{(k)}$ on all machines $k = 1, \ldots, m$. The estimator $\hat{f}_{n,j,h}^{(k)}$ should be thought of as the local version of the standard estimator of the wavelet coefficient $f_{j,h}$ that would be used in a non-distributed setting. We then compress $\hat{f}_{n,j,h}^{(k)}$ of $f_{j,h}$ into a $\log_2 N$ long binary string $Y_{j,h}^{(k)}$ following Algorithm 1 from Szabo and van Zanten (2020b), which is reproduced as Algorithm 2 in the Supplement for reference. When $|\hat{f}_{n,j,h}^{(k)}| > \sqrt{N}$, we transmit $Y_{j,h}^{(k)} = 0$ to reduce communication costs. We denote the binary approximation of the estimators $\hat{f}_{n,j,h}^{(k)}$
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by \( \hat{f}^{(k)}_{n,jh} = \tilde{f}^{(k)}_{n,jh}(Y^{(k)}_{jh}) \). We provide below general assumptions on the local estimators to ensure that upper bounds match (up to a logarithmic factor) the lower bounds derived in the preceding section.

**Assumption 4** There exist \( \sigma^2 > 0 \) such that the local wavelet coefficient estimators \( \hat{f}^{(k)}_{n,jh} \), \( j \leq \log(N)/(1 + 2r) \), \( h = 0, ..., 2^j - 1 \) satisfy

1. \( \mathbb{E}_f[\hat{f}^{(k)}_{n,jh}] = f_{jh} \), \( \text{var}(\hat{f}^{(k)}_{n,jh}) \leq \sigma^2/n \),
2. \( \mathbb{P}_f(\hat{f}^{(k)}_{n,jh} > \sqrt{N}) \leq o(m^{-1}N^{-(3+4r)/(1+2r)}) \).

We briefly discuss the assumptions. The condition on the mean and variance of the non-zero estimators are standard. The tail condition is necessitated by the communication constraint. In order to ensure that our estimation procedure satisfies the communication constraint, we do not transmit estimators larger than \( \sqrt{N} \) (see Algorithm 1 in the Supplement) as this would require too many bits. Since we truncate large estimators before transmitting them, we need to control the probability that an estimator is truncated in order to control the error introduced by this truncation. In all examples considered in this paper, the local estimator \( \hat{f}^{(k)}_{n,jh} \) is an average which converges almost surely to \( f_{jh} \) by the law of large numbers. In light of this, the tail condition is mild. Section 2.3.2 gives sufficient conditions for the tail condition in terms of existence of higher order moments.

When the communication budget is too small, we must select a subset of wavelet coefficients for each machine to estimate. Our choice will extend the construction given in Szabo and van Zanten (2020b) in context of the nonparametric regression model to our abstract setting. We divide the machines into groups of size \( \kappa \), where

\[
\kappa = \max \left( 1, \left( \frac{B}{\log_2 N} \right)^{\frac{1+2r}{2r+2}} n^{-\frac{1}{2r+2}} \right) \wedge m. \tag{5}
\]

Machines in different blocks will transmit the binary strings \( Y^{(k)}_{jh} \) corresponding to different wavelet coefficients. Machines in the \( \ell \)th block, i.e. machines \( k \in \{ (\ell - 1)\kappa + 1, ..., \ell\kappa \} \) with \( \ell \in \{1, ..., [m/\kappa] \} \), will transmit the coefficients in the \( \ell \)th block, i.e. transmit \( Y^{(k)}_{jh} \) with indices satisfying \( 2^j + h = (\ell - 1)[B/\log_2 N] \) to \( \ell[B/\log_2 N] \). For all other values of \( j \) and \( h \) we set \( \hat{f}^{(k)}_{n,jh} = 0 \) and transmit nothing. See Figure 1 for graphical representation.

The aggregated estimator for the \((j, h)\)th wavelet coefficient with \( 2^j + h = (\ell - 1)[B/\log_2 N] \) to \( \ell[B/\log_2 N] \) is defined as

\[
\hat{f}_{jh} = \frac{1}{\kappa} \sum_{k=(\ell-1)\kappa+1}^{\ell\kappa} \hat{f}^{(k)}_{n,jh}
\]

and the corresponding estimator of the functional parameter is

\[
\hat{f}_{n,m}(\cdot) = \sum_{j=0}^{j_n} \sum_{h=0}^{2^j-1} \hat{f}_{jh}\psi_{jh}(\cdot), \tag{6}
\]
with $j_n = \lfloor \log_2 (n \kappa)/(1 + 2r) \rfloor$ being the maximum resolution level we will estimate with the given budget. The theorem below states that this estimator achieves the minimax distributed rate up to a logarithmic factor.

**Theorem 2 (Upper bound on minimax rate)** Under Assumption 4 the distributed estimator $\hat{f}_{n,m} \in \mathcal{F}_{\text{distr}}(B)$ defined in (6) satisfies

$$
\sup_{f \in B_{2L}^2} \mathbb{E}_f \|\hat{f}_{n,m} - f\|_2^2 \lesssim \left( \frac{N_{\text{bass}}}{\log N} \right)^{-2/(1+2r)}.
$$

**Remark 2** The log $N$ factor in the upper bound is not optimized and in some regimes our estimator performs better, for instance for large enough budget (i.e. $N^{1/(1+2r)} \log N \leq B$) it can be completely removed.

Assumption 4 can be easily verified for many models using the sufficient conditions given in Section 2.3.2.

### 2.3 Sufficient conditions for regression type problems

In this section we consider “regression type” models and provide sufficient conditions for upper and lower bounds for them. We assume that there are $m$ machines and in each machine $k = 1, \ldots, m$ we observe a sample $(T^{(k)}, X^{(k)}) = \{(T^{(k)}_i, X^{(k)}_i)\}_{1 \leq i \leq n}$ whose density $p_f(x,t)$ factors as

$$
X^{(k)}_i | T^{(k)}_i \sim p_X|T(x | f(T^{(k)}_i)), \quad T^{(k)}_i \sim p_T(t), \quad i = 1, \ldots, n, \quad k = 1, \ldots, m,
$$

for densities $p_T(t)$ and $p(x | f(t))$. For simplicity we take $p_T(t)$ to be the uniform density on $[0,1]$, but it can be easily extended to bounded, positive densities in compact intervals.
In this more structured model it is possible to present sufficient conditions that are easier to verify in many examples.

2.3.1 SUFFICIENT CONDITIONS FOR LOWER BOUNDS

In this section we collect sufficient conditions for Assumptions 1, 2 and 3 when we are considering models of the form (7). These conditions consider a more restrictive class of models, but are typically easier to verify in a range of our examples. Without these results, verifying Assumption 3 requires us to establish a complicated tail bound on the likelihood-ratio (rather than the random variable itself). First let us introduce some short hand notations for the log-likelihood-ratio, which decomposes into a sum under (7):

\[ W_d^{(k)} = \sum_{i=1}^{n} W_{d,i}^{(k)} = \sum_{i=1}^{n} W_d^{(k)}(X_i^{(k)}, T_i^{(k)}, \beta, \beta'). \]

First we show that in the model (7) Assumption 2 automatically holds. Consider the partition \( \chi_h = I_h \times \mathbb{R} \) for \( h = 1, \ldots, d \) and note that the event \((T_i^{(k)}, X_i^{(k)}) \in \chi_h\) holds with probability 1/d. Furthermore, conditional on the preceding event, the random design point \( T_i^{(k)} \) is uniformly distributed over \( I_h \), while \( X_i^{(k)} | T_i^{(k)} \sim p_{X|T} \cdot |f_{\beta}(T_i^{(k)})| \) only depends on the value of \( \beta_h \) as \( f_{\beta}(T_i^{(k)}) = c d^{-(r+1/2)} \beta_h \psi_{j_n,h}(T_i^{(k)}) \).

Next we give sufficient conditions for Assumptions 1 and 3.

**Assumption 5** (Assumptions to bound the likelihood ratio)

1. The log-likelihood ratio for the \( i \)th observation takes the form

\[ W_{d,i}^{(k)} = g_1(T_i^{(k)}) h(X_i^{(k)}) - g_2(T_i^{(k)}), \]

for some functions \( g_1, g_2 \) and \( h \).

2. The conditional distribution \( h(X_i^{(k)}|T_i^{(k)}) \) follows a sub-exponential distribution (see Section 8.1 for definition), i.e.

\[ h(X_i^{(k)}|T_i^{(k)}) \sim SE(\nu^2(T_i^{(k)}), b(T_i^{(k)})). \]

3. \( W_{d,i}^{(k)} \) satisfies the following almost-sure bounds:

\[
\max_{t \in [0,1]} \mathbb{E}[W_{d,i}^{(k)} | T_i^{(k)} = t] - \min_{t \in [0,1]} \mathbb{E}[W_{d,i}^{(k)} | T_i^{(k)} = t] = O(d^{-r}), \quad \max_{t \in [0,1]} \nu^2(t) g_1^2(t) = O(d^{-2r}), \quad \max_{t \in [0,1]} g_1(t) b(t) = O(d^{-r}).
\]

4. For some \( c_1 > 0 \) the expectation satisfy

\[
\mathbb{E}[W_{d,i}^{(k)}] = O(d^{-2r}), \quad c_1 d^{-1-2r} \leq \mathbb{E} \left[ \nu^2(T_i^{(k)}) g_1^2(T_i^{(k)}) 1_{T_i^{(k)} \in h} \right].
\]
The assumption that $E[W_{d,i}^{(k)}] = O(d^{-2r})$ implies Assumption 1. Finally, Assumption 5 implies Assumption 3.

**Lemma 1** For $m \leq n^\gamma$, with $\gamma < 2r$, Assumption 5 implies Assumption 3.

The proof is deferred to Section 6.1.

### 2.3.2 Sufficient conditions for upper bound

For model (7), we establish the upper bounds based on the assumptions below.

**Assumption 6** Assume that for $j \leq j_n$ and $0 \leq h \leq 2^j - 1$,

$$
\hat{f}_{n,jh}^{(k)} = \frac{1}{n} \sum_{i=1}^{n} h(X_i^{(k)}) \psi_{jh}(T_i^{(k)}),
$$

where the function $h(X)$ satisfies

1. $E[h(X) | T] = f(T),$
2. for $q = \lceil 3/r + 6 \rceil$, $\max_{t\in[0,1]} E[|h(X)|^q | T = t] < \infty$.

The first condition on $h$ is necessary to construct unbiased estimators, while the second is needed to establish a tail bound that ensures that the truncation of the estimators has an asymptotically negligible effect. For many models, we expect the density $p(x | f(t))$ to be continuous in $t$, in which case $E[|h(x)|^q | T = t]$ is also continuous in $t$. Therefore the maximum for $t \in [0,1]$ being bounded is equivalent to the expectation being finite for any $t \in [0,1]$.

**Lemma 2** Assumption 6 implies Assumption 4.

The proof of the lemma is given in Section 6.2.

### 3. Examples

We apply our abstract theorem over various nonparametric models, including nonparametric regression, density estimation, binary regression, Poisson regression and heteroscedastic regression. We consider the case where each machine has the same budget $B = B^{(1)} = ... = B^{(m)}$ and show that in each case the $L_2$-minimax estimation rate for $f \in B_r^{(2)}(L)$ is

$$
\epsilon_{n,m,B} = N^{-r/(1+2r)} b_{\text{ass}},
$$

which can be rewritten (up to a logarithmic factor) as

$$
\epsilon_{n,m,B} = \begin{cases} 
N^{-r/(1+2r)}, & \text{if } B \geq N^{1/(1+2r)} / \log N, \\
(NB \log N)^{-r/(1+2r)}, & \text{if } (n \log N)^{1/(1+2r)} / m \leq B < N^{1/(1+2r)} / \log N, \\
(n \log N)^{-r/(1+2r)}, & \text{if } B < (n \log N)^{1/(1+2r)} / m.
\end{cases}
$$

(8)
3.1 Nonparametric regression

Assume that at each machine $k$ we observe a sample $(T_1^{(k)}, X_1^{(k)}), (T_2^{(k)}, X_2^{(k)}), \ldots, (T_n^{(k)}, X_n^{(k)})$, $k = 1, \ldots, m$, satisfying

$$X_i^{(k)} \mid T_i^{(k)} \sim N(f(T_i^{(k)}), 1), \quad T_i^{(k)} \sim \text{Unif}(0, 1), \quad i = 1, \ldots, n,$$

and our goal is to recover the underlying functional parameter $f \in B_{22}^r(L)$ of interest.

Minimax lower bounds and matching upper bounds for this model were already derived in Szabo and van Zanten (2020b). We re-derive the same bounds using our general results. This is a fairly simple model to analyze because the likelihood ratio $W_d^{(k)}$ itself has a Gaussian distribution whose expectation and tails are easily controlled. The minimax rate for this model is given in the following proposition and the corresponding proof is deferred to Section 7.1.

**Proposition 2** The minimax estimation rate in the distributed nonparametric regression model (9) over the class of distributed estimators $\mathcal{F}_{\text{dist}}(B)$ is bounded from below by $\epsilon_{n,m,B}$, given in (8). This minimax rate is achieved for $m \leq n^\gamma$, $\gamma < 2r$, by the distributed estimator $\hat{f}_{n,m}$, given in (6), up to a logarithmic factor, i.e.

$$\sup_{f \in B_{22}^r(L)} \mathbb{E}_f \| \hat{f}_{n,m} - f \|_2 \leq \log(N) \epsilon_{n,m,B}.$$ 

3.2 Density estimation

In the distributed density estimation problem in each machine $k = 1, \ldots, m$ we observe an iid sample

$$X_i^{(k)} \sim f, \quad i = 1, \ldots, n,$$

from an unknown density $f \in B_{22}^r(L)$ of interest. This model, unlike the other examples, can not be formulated as in (7) in a natural way. Therefore, in the proof of the proposition, deferred to Section 7.2, we verify the original Assumptions 1-3.

**Proposition 3** The minimax estimation rate in the distributed density estimation model (10) over the class of distributed estimators $\mathcal{F}_{\text{dist}}(B)$ is bounded from below by $\epsilon_{n,m,B}$, given in (8) and the estimator $\hat{f}_{n,m}$ given in (6) achieves this optimal rate up to a logarithmic factor, i.e.

$$\sup_{f \in B_{22}^r(L)} \mathbb{E}_f \| \hat{f}_{n,m} - f \|_2 \leq \log(N) \epsilon_{n,m,B}.$$ 

3.3 Binary regression

In the distributed binary regression model each machine $k = 1, \ldots, m$, obtains the binary response $X_i^{(k)} \in \{0, 1\}$, $i = 1, \ldots, n$ with a generative model of the form

$$X_i^{(k)} \mid T_i^{(k)} \sim \text{Bern}(f(T_i^{(k)})), \quad T_i^{(k)} \sim \text{Unif}(0, 1), \quad i = 1, \ldots, n,$$

(11)
for $f \in B_{22}^r(L)$, $0 \leq f \leq 1$.

This model is flexible enough to analyze binary regression models with common link functions, such as logistic and probit regression. If $\psi$ is a smooth function, then the composition $\psi(f(T_i^{(k)}))$ shares the smoothness of $f$. Therefore to analyze the model $\mathbb{P}(X_i^{(k)} = 1 | T_i^{(k)}) = \psi(f(T_i^{(k)}))$ we may simply consider $\mathbb{P}(X_i^{(k)} = 1 | T_i^{(k)} = f(T_i^{(k)}))$, slightly abusing our notations. The minimax properties and adaptive estimators for binary regression in the classical non-distributed setting are studied for instance in Mukherjee and Sen (2018). Binary regression is an example of a model where the log-likelihood-ratios $W_d^{(k)}$ are bounded. The minimax behavior is summarized in the proposition below and its proof is deferred to Section 7.3.

**Proposition 4** The distributed minimax estimation rate in the distributed binary regression model (11) is bounded from below by (8) and for $m \leq n^\gamma$, with $\gamma < 2r$, the estimator $\hat{f}_{n,m}$ given in (6) achieves this optimal rate up to a logarithmic factor, i.e.

$$\sup_{f \in B_{22}^r(L)} \mathbb{E}_f \|\hat{f}_{n,m} - f\|_2 \leq \log(N)\epsilon_{n,m,B}.$$ 

**3.4 Poisson regression**

In the distributed version of the nonparametric Poisson regression model, each machine $k \in \{1, \ldots, m\}$ receives an iid sample $(T_1^{(k)}, X_1^{(k)}), \ldots, (T_n^{(k)}, X_n^{(k)})$ satisfying

$$X_i^{(k)} \mid T_i^{(k)} \text{ ind } \sim \text{Pois}(f(T_i^{(k)})), \quad T_i^{(k)} \text{ iid } \sim \text{Unif}(0,1), \quad i = 1, \ldots, n, \quad (12)$$

with $f \in B_{22}^r(L)$, $f > 0$.

In this case the log-likelihood-ratio $W_d^{(k)}$ is unbounded and has sub-exponential tails. This requires a more careful analysis compared to the benchmark nonparametric regression model with sub-Gaussian tails for the log-likelihood-ratio, see Section 7.4 for the proof of the proposition below.

**Proposition 5** The distributed minimax estimation rate in the distributed Poisson regression model (12) is bounded from below by (8) and for $m \leq n^\gamma$, with $\gamma < 2r$, the estimator $\hat{f}_{n,m}$ given in (6) achieves this optimal rate up to a logarithmic factor, i.e.

$$\sup_{f \in B_{22}^r(L)} \mathbb{E}_f \|\hat{f}_{n,m} - f\|_2 \leq \log(N)\epsilon_{n,m,B}.$$ 

**3.5 Heteroskedastic regression**

Finally, we consider a distributed version of the heteroskedastic regression model where in each machine $k \in \{1, \ldots, m\}$ we observe iid pairs of random variables $(T_1^{(k)}, X_1^{(k)}), \ldots, (T_n^{(k)}, X_n^{(k)})$ satisfying

$$X_i^{(k)} \mid T_i^{(k)} \text{ ind } \sim N(0, f(T_i^{(k)})), \quad T_i^{(k)} \text{ iid } \sim \text{Unif}(0,1), \quad i = 1, \ldots, n, \quad (13)$$

for some unknown, non-negative functional parameter $f \in B_{22}^r(L)$. 
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This model also falls outside of the standard models as the corresponding log-likelihood ratio $W_d^{(k)}$ is unbounded with sub-exponential tails and like the Poisson regression model requires a more careful analysis, see Section 7.5.

**Proposition 6** The distributed minimax estimation rate in the distributed version of the heteroscedastic regression model (13) is bounded from below by $\epsilon_{n,m,B}$, given in (8). For $m \leq n^{\gamma}$, with $\gamma < 2r$, the distributed estimator $\hat{f}_{n,m}$ given in (6) achieves this optimal rate up to a logarithmic factor, i.e.

$$\sup_{f \in B_{22}(L)} \mathbb{E}_f \|\hat{f}_{n,m} - f\|_2 \leq \log(N)\epsilon_{n,m,B}.$$ 

**4. Concluding remarks and future work**

In this paper we have studied the problem of nonparametric estimation in a distributed setting under communication constraints. We introduced the bit adjusted sample size (BASS), which characterizes the efficient information content in a distributed setting taking the communication constraint into account. We have identified sufficient conditions on the model for deriving distributed minimax lower bounds and a sufficient condition on a block distributed estimator achieving the theoretical lower bounds (up to a logarithmic factor). The abstract results were applied in a variety of nonparametric models including nonparametric regression, density estimation, classification, Poisson regression and volatility estimation.

Extending our results to high-dimensional models with sparse structure is a natural and interesting direction, which however, requires new ideas due to different underlying model structure. A possible future direction is to derive adaptive distributed procedures for the unknown regularity of the underlying functional parameter of interest achieving the minimax lower bounds. Such kind of estimators were considered in context of the nonparametric regression model based on the distributed Lepskii’s method in Szabo and van Zanten (2020b). Another potential direction is to derive adaptive estimators which minimize communication between machines while achieving the non-distributed minimax rate; see Szabo and van Zanten (2020a); Cai and Wei (2021a) for such approaches in context of the nonparametric regression and the Gaussian white noise models.

**5. Proofs of the minimax distributed lower and upper bounds**

**5.1 Proof of Theorem 1**

The proof of the theorem can be viewed as the extension of Theorem 2.1 of Szabo and van Zanten (2020b) to a more general, abstract framework. Here, however, we do not carry out explicit computations tailored to the regression model, but keep the setting more general, allowing to apply our results to a variety of models.

We first put a prior on our testing sieve; let $F \in \{-1, 1\}^d$ be a uniform random element on the discrete hypercube independent of $T$. This indexes a uniform distribution over the testing sieve by the bijection $F = \beta \leftrightarrow f_\beta$. First we give an upper bound for the mutual information $I(F; Y)$ between the prior on the sieve $F$ and the transmitted information $Y$, which will be needed to apply Theorem 17 (a variant of Fano’s inequality).
Lemma 3 Under Assumption 1, we have $I(F; Y^{(k)}) \leq C e^{2n} d^{-2r}$ for all $k = 1, \ldots, m$.

Proof Applying the data processing inequality to the Markov chain $F \to X^{(k)} \to Y^{(k)}$ we get that $I(F; Y^{(k)}) \leq I(F; X^{(k)})$. From the definition of the mutual information, the convexity of the KL-divergence, the independence of the observations and finally the definition of $W_d^{(k)}$ together with Assumption 1 we get that

$$I(F; Y^{(k)}) \leq \sum_{\beta} \frac{1}{2d} KL \left( p_f(X^{(k)} \mid F = \beta), \frac{1}{2d} \sum_{\beta'} p(X^{(k)} \mid F = \beta') \right)$$

$$\leq \frac{1}{2d} \sum_{\beta, \beta'} KL \left( p(X^{(k)} \mid F = \beta), p(X^{(k)} \mid F = \beta') \right)$$

$$= \frac{1}{2d} \sum_{\beta, \beta'} \sum_{i=1}^{n} KL \left( p(X_i^{(k)} \mid F = \beta), p(X_i^{(k)} \mid F = \beta') \right)$$

$$= \frac{1}{2d} \sum_{\beta, \beta'} \sum_{i=1}^{n} E_{\beta} W_d^{(k)}(X_i^{(k)}, \beta, \beta') \leq C e^{2n} d^{-2r}.$$

The next bound on the mutual information following from Assumption 3 relates the communication constraint to the entropy of the binary string $H(Y^{(k)})$, which can be related to the length of the code $l(Y^{(k)})$ and therefore to the communication budget via a modified version of Shannon’s source coding theorem.

Lemma 4 Under Assumption 3 with $d = N^{1/(1+2r)}$ we have for some $C > 0$ that

$$I(F; Y^{(k)}) \leq C e^{2d^{-1-2r}} n \log(N) H(Y^{(k)}) + o(m^{-1}).$$

Proof Let us start by defining the latent variables $U_i^{(k)}$, $i = 1, \ldots, n$, $k = 1, \ldots, m$, such that $U_i^{(k)} = h$ if $X_i^{(k)} \in \chi_h$. Note that $U_i^{(k)}$’s are independent, discrete uniformly distributed on the set $[d] = \{1, \ldots, d\}$, and independent from $F$. Hence, in view of the chain rule and the nonnegativity of the mutual information we get that

$$I(F; Y^{(k)}) \leq I(F; Y^{(k)}) + I(F; U_i^{(k)} \mid Y^{(k)}) = I(F; Y^{(k)} U_i^{(k)})$$

$$= I(F; Y^{(k)} U^{(k)}) + I(F; U^{(k)}) = I(F; Y^{(k)} U^{(k)})$$

$$= \sum_{u \in [d]^n} I(F; Y^{(k)} U^{(k)} = u) P(U^{(k)} = u).$$
Furthermore, in view of the assumption that \( X_i^{(k)} | (U_i^{(k)} = u_i, F_{u_i}) \) is independent of \( F_{u_i} \), \( u_i \neq u_i \), we can apply Theorem A.13 of Szabo and van Zanten (2020b), implying that

\[
I(F; Y^{(k)} | U^{(k)}) = u \leq \sum_{h=1}^{d} \left[ (\log 2) \sqrt{P_{\beta_h}(E_h^{(k)}(a_n) | U^{(k)} = u)} \right. \\
+ \left. (\log |F_0(r, \epsilon)|) P_{\beta_h}(E_h^{(k)}(a_n) | U^{(k)} = u) \right] \\
+ 2e^{2a_n}(e^{a_n} - 1)^2 I(X^{(k)}; Y^{(k)} | U^{(k)} = u),
\]

where the event \( E_h^{(k)}(a_n) \) was defined in Assumption 3.

Noting that \( \log |F_0(d, C_0, \epsilon)| \leq d \log 2 \), we have in view of Assumption 3, Jensen’s inequality and that the mutual information with \( Y^{(k)} \) is always bounded by the entropy \( I(X^{(k)}; Y^{(k)} | U^{(k)}) \leq H(Y^{(k)}) \),

\[
I(F; Y^{(k)} | U^{(k)}) \leq \log(2) \sum_{h=1}^{d} \left[ \sqrt{P_{\beta_h}(E_h^{(k)}(a_n) | U^{(k)})} + dP_{\beta_h}(E_h^{(k)}(a_n) | U^{(k)}) \right] \\
+ 2e^{2a_n}(e^{a_n} - 1)^2 I(X^{(k)}; Y^{(k)} | U^{(k)}) \\
= o(m^{-1}) + 2e^{2a_n}(e^{a_n} - 1)^2 H(Y^{(k)}).
\]

Since \( d \asymp N_b^{1/(1+2r)} \), by Proposition 1 we get that \( d^{2r+1} \geq cn \log N \) and thus

\[
a_n^2 = C^2 \epsilon^2 d^{-1-2r} n \log N \leq C' \epsilon^2,
\]

for some constant \( C' > 0 \). Furthermore, by the convexity of the function \( x \mapsto e^x \), there exists a constant \( C \) such that \( e^x \leq 1 + Cx \) for all \( x \in [0, C'] \). Putting everything together we get that

\[
I(F; Y^{(k)}) \leq C a_n^2 H(Y^{(k)}) + o(m^{-1}) = C' \epsilon^2 d^{-1-2r} n \log(N) H(Y^{(k)}) + o(m^{-1}),
\]

completing the proof. \( \square \)

Finally, we note that one can adapt assertion (3.4) in Szabo and van Zanten (2020b) to the present setting. For completeness we provide the proof of the lemma in the supplement.

**Lemma 5** For \( N_b^{1/(1+2r)} \geq 20 \) we get that

\[
\inf_{\hat{f}_{n,m} \in \mathcal{F}_{\text{dat}}(B)} \sup_{f \in B_{L,2}^2(L)} \mathbb{E}_f \| \hat{f}_{n,m} - f \|_2^2 \geq N_b^{-2r/(1+2r)} \left( 1 - \frac{I(F; Y) + \log 2}{N_b^{1/(1+2r)} / 6} \right).
\]
We are now ready to prove Theorem 1. Based on Lemma 5, it is sufficient to show that $I(F, Y) < N_{\text{bass}}^{1/(1+2r)}/7$. In view of $d > N_{\text{bass}}^{1/(1+2r)}$, and Lemma 3 and 4,

\[
I(F; Y) \leq \sum_{k=1}^{m} I(F; Y^{(k)})
\]

\[
\leq \sum_{k=1}^{m} \min \left( Cn^2 N_{\text{bass}}^{2r/(1+2r)}, C' n^{-1} \epsilon^2 n \log(N) H(Y^{(k)}) + o(m^{-1}) \right)
\]

\[
\leq \epsilon^2 n N_{\text{bass}}^{-2r/(1+2r)} \sum_{k=1}^{m} \min \left( 1, C' \frac{\log N}{n^{1/(1+2r)}} H(Y^{(k)}) \right) + o(1).
\]

Furthermore, from Lemma 5.3 of Szabo and van Zanten (2020b) we know that

\[
H(Y^{(k)}) \leq 2\mathbb{E}[[Y^{(k)}]] + 1 \leq 2B^{(k)} + 1,
\]

so

\[
n \sum_{k=1}^{m} \min \left( 1, C' \frac{\log N}{n^{1/(1+2r)}} H(Y^{(k)}) \right) \leq \sum_{k=1}^{m} \min \left( 1, \frac{\log N}{n^{1/(1+2r)}} B^{(k)} \right) \leq N_{\text{bass}},
\]

which in turn implies that $I(F; Y) \lesssim \epsilon^2 N_{\text{bass}}^{1/(1+2r)}$. Picking $\epsilon > 0$ small enough concludes the proof.

5.2 Proof of Theorem 2

First we show that $\hat{f}_{n,m} \in \mathcal{F}_{\text{dist}}(B)$. On machine $k$, consider $l(Y_{jh}^{(k)})$, which is one if $|\hat{f}_{jh,n}^{(k)}| \geq \sqrt{N}$ and $\log_2 |\hat{f}_{jh,n}^{(k)}| + (1/2) \log_2 N \leq \log_2 N$ if $\hat{f}_{jh,n}^{(k)} < \sqrt{N}$. Therefore $l(Y_{jh}^{(k)}) \leq \log_2 N$ almost surely. The number of estimated coefficients is $|B|/\log_2 N$, so the number of transmitted bits is bounded above by $\log_2 N \times [B/\log_2 N] \leq B$ bits on each machine. Thus the communication budget is always satisfied.

Next we show that the estimator achieves the minimax distributed rate (up to a logarithmic factor). Let $R_n$ denote the event that none of the transmitted strings $Y_{jh}^{(k)}$, for $j \in \{0, ..., j_n\}, h \in \{0, ..., 2^l - 1\}$ and $k \in \{1, ..., m\}$, is equal to zero. Then

\[
\hat{f}_{jh} - f_{jh} = \hat{f}_{jh} - |U_{jh}|^{-1} \sum_{k \in U_{jh}} \hat{f}_{jh}^{(k)} = Z_{jh} + \epsilon_{jh},
\]

where $\epsilon_{jh} = |U_{jh}|^{-1} \sum_{k \in U_{jh}} (\hat{f}_{jh}^{(k)} - \hat{f}_{jh}^{(k)})$, $Z_{jh} = |U_{jh}|^{-1} \sum_{k \in U_{jh}} (f_{jh} - \hat{f}_{n,jh}^{(k)})$ and $U_{jh} = \{l - 1, l + 1, ..., \ell\}$. Note that by Assumption 4 on the event $R_n$ we have $\epsilon_{jh} \leq |U_{jh}|^{-1} \sum_{k \in U_{jh}} 1/\sqrt{N} \leq 1/\sqrt{N}$. Furthermore, by the same assumption, $\mathbb{E}[Z_{jh}] = 0$ and $\mathbb{E}[Z_{jh}^2] = \text{var}(Z_{jh}) = |U_{jh}|^{-2} \sum_{k \in U_{jh}} \text{var}(\hat{f}_{n,jh}^{(k)}) \leq \sigma^2 / (\kappa n)$.

Next we decompose the mean integrated squared error into two terms

\[
\mathbb{E}_f ||f - \hat{f}_{n,m}||_2^2 = \mathbb{E}_f ||\hat{f}_{n,m} - f||_2^2 I_{R_n} + \mathbb{E}_f ||\hat{f}_{n,m} - f||_2^2 I_{\bar{R}_n}^c
\]
We conclude the proof by combining the above upper bounds on the events $R_n$ and $\mathcal{E}_n$. First note that in view of (15) and the inequality $(a+b)^2 \leq 2a^2 + 2b^2$, 

$$E_f \| \hat{f}_{n,m} - f \|^2 I_{R_n} = \sum_{j=0}^{\infty} \sum_{h=0}^{2^j-1} E_f(f_{jh} - \hat{f}_{jh})^2 I_{R_n} \leq 2 \sum_{j=0}^{j_n} \sum_{h=0}^{2^j-1} (E_f(e_{jh}^2 I_{R_n}) + E_f(Z_{jh}^2 I_{R_n})) + \sum_{j=0}^{j_n} \sum_{h=0}^{2^j-1} f_{jh}^2 \lessgtr 2^{j_n+1} (1/N + \sigma^2/(n\kappa)) + 2^{-2rj_n} L \lesssim N^{-\frac{1+2r}{1+2r}} \wedge N_{\text{bass}}^{-\frac{2r}{1+2r}}.$$ 

since $N_{\text{bass}}/2 < n\kappa \leq N_{\text{bass}} \leq N$. Furthermore, 

$$E_f \left[ \| \hat{f}_{n,m} - f \|^2 I_{R_n^C} \right] \leq 2E_f \left[ \| \hat{f}_{n,m} \|^2 I_{R_n^C} \right] + 2\|f\|^2_2 P(R_n^C).$$ 

Then note that $\| \hat{f}_{n,m} \|^2 \leq \sum_{j=0}^{j_n} \sum_{h=0}^{2^j-1} \| \hat{f}_{jh} \|^2 \leq 2^{j_n+1} N \leq 2N^{1\frac{2}{1+2r}}$ and by the union bound, 

$$P(R_n^C) \leq \sum_{k=1}^{m} \sum_{j=0}^{j_n} \sum_{h=0}^{2^j-1} P(\hat{f}_{k,jh} > \sqrt{N}) \lesssim m2^{j_n} o(m^{-1} N^{-\frac{3+4}{1+2r}}) = o(N^{-2}).$$ 

By combining the above bounds we get that 

$$E_f \left[ \| \hat{f}_{n,m} - f \|^2 I_{R_n^C} \right] \lesssim N^{1\frac{2}{1+2r}} P(R_n^C) = o(N^{-\frac{2r}{1+2r}}).$$ 

We conclude the proof by combining the above upper bounds on the events $R_n$ and $R_n^C$, 

$$E_f \| \hat{f}_{n,m} - f \|^2 \lesssim N_{\text{bass}}^{-\frac{2r}{1+2r}} + o(N^{-\frac{2r}{1+2r}}) \lesssim N_{\text{bass}}^{-\frac{2r}{1+2r}}.$$ 

6. Proof of sufficient conditions for regression type models 

In this section we collect the proofs for the sufficient conditions of our main assumptions. 

6.1 Proof of Lemma 1 

By factoring the joint density of $(X, T)$ as the density of $X \mid T$ multiplied by the density of $T$ and noting that the density of $T$ does not depend on $\beta$, we see that the likelihood ratio $W_{d,i}^{(k)}$ is the likelihood ratio of the conditional distributions of $X \mid T$. First note that $W_{d,i}^{(k)}(X_i^{(k)}, T_i^{(k)}, \beta, \beta') | (T_i^{(k)} \in I_h)$ only depends on $\beta_h$ and $\beta'_h$. Therefore, by slightly abusing our notations we write that 

$$W_{[h]}^{(k)}(\beta_h, \beta'_h) = \sum_{i=1}^{n} W_{d,i}^{(k)}(X_i^{(k)}, T_i^{(k)}, \beta_h, \beta'_h) \mathbb{1}_{T_i^{(k)} \in I_h}.$$ 

The event $E_{[h]}^{(k)}$ in Assumption 3 concerns the maximum over different combinations of $\beta_h$ and $\beta'_h$. As there are only four possible combinations of these parameters, the union bound
shows that the asymptotic results are not affected if we show the tail bound only for fixed \( \beta_h \) and \( \beta'_h \) rather than the maximum. Finally, let us denote by \( T_h^{(k)} \) the set of indexes for which the corresponding observations belong to the \( h \)th bin, i.e. \( i \in T_h^{(k)} \) if \( T_i^{(k)} \in I_h \).

Note that in view of Lemma 9 below, \( W_{d,i}^{(k)} | T_i^{(k)} \sim SE(V(T_i^{(k)}),g_1(T_i^{(k)})b(T_i^{(k)})) \), with \( V(T_i^{(k)}) = \nu^2(T_i^{(k)})g_1^2(T_i^{(k)}) \). Furthermore, let us define the events

\[
C_1^{(k)} = \left\lfloor \frac{n}{2d} \leq |T_h^{(k)}| \leq \frac{2n}{d}, h = 1, \ldots, d \right\rfloor,
\]

\[
C_{2h}^{(k)} = \left[ \mathbb{E}[W_h^{(k)} | T^{(k)}] \leq C \varepsilon d^{-1/2-r} \sqrt{n \log N} \right],
\]

\[
C_{3h}^{(k)} = \left[ \sum_{i=1}^{n} \left( V(T_i^{(k)})1_{T_i^{(k)} \in I_h} - \mathbb{E}_{T^{(k)}} V(T_i^{(k)})1_{T_i^{(k)} \in I_h} \right) \right] \leq C \varepsilon d^{-2r-1/2} \sqrt{n \log N},
\]

and their intersection as

\[
C^{(k)} = C_1^{(k)} \cap \left[ \bigcap_{h=1}^{d} C_{2h}^{(k)} \right] \cap \left[ \bigcap_{h=1}^{d} C_{3h}^{(k)} \right].
\] (16)

Then in view of Lemma 6 below, \( \mathbb{P}(C^{(k)}) = o(m^{-2}d^{-2}) \) holds. Therefore by applying Lemma 7 below with \( C' > \varepsilon^{-2}(2 + \frac{2}{1+2r}) \) we get

\[
\mathbb{P}_\beta \left[ E_h^{(k)}(a_n)^c \right] \leq \int_{t \in C^{(k)}} \mathbb{P}_\beta \left[ E_h^{(k)}(a_n)^c | T^{(k)} = t \right] p_T(t) dt + \mathbb{P}(C^{(k)})^c
\]

\[
\leq 4e^{-C' \varepsilon^2 \log N} + o(m^{-2}d^{-2}) = o(m^{-2}d^{-2}),
\]

concluding our proof.

The next lemma shows that under Assumption 5 the complement of \( C^{(k)} \) has (asymptotically) negligible probability.

**Lemma 6 (Bound on \( C^{(k)} \))** Under Assumption 5 and \( m \leq n^\gamma \), for some \( \gamma < 2r \), it follows that \( \mathbb{P}(C^{(k)})^c = o(m^{-2}d^{-2}) \).

**Proof** By triangle inequality

\[
\mathbb{P}(C^{(k)})^c \leq \mathbb{P}(C_1^{(k)})^c + \sum_{h=1}^{d} \mathbb{P}(C_{2h}^{(k)} | C_1^{(k)}) \mathbb{P}(C_1^{(k)}) + \sum_{h=1}^{d} \mathbb{P}(C_{3h}^{(k)} | C_1^{(k)}) \mathbb{P}(C_1^{(k)})
\]

\[
\leq 2d \exp(-n/(8d)) + d \mathbb{P}(C_{21}^{(k)} | C_1^{(k)}) + d \mathbb{P}(C_{31}^{(k)} | C_1^{(k)}),
\] (17)

where the last line follows by applying Chernoff’s bound, see Lemma 5.2 of Szabo and van Zanten (2020b) and the symmetry in \( h = 1, \ldots, d \). We show below that each term on the right hand side multiplied by \( (md)^2 \) tends to zero.

The inequalities \( m \leq n^\gamma, \gamma < 2r \) and \( d \asymp N_{\text{bass}}^{1/(1+2r)} \leq N^{1/(1+2r)} \) imply \( d \leq n^{(\gamma+1)/(1+2r)} \) and thus

\[
m^2d^3 \exp(-n/(8d)) \leq \exp \left( -n^{(2r-\gamma)/(1+2r)}/8 + \left[ \gamma + \frac{3\gamma + 3}{1+2r} \right] \log n \right) = o(1).
\]
We will use Lemma 11 to bound \( \mathbb{P}(\mathcal{C}_{1}^{(k)}) \). The iid sequence \( X_1, \ldots, X_n \) from Lemma 11 will be \( T_1^{(k)} = \ldots = T_n^{(k)} \) with \( h(T_i^{(k)}) = E[W_{d,i}^{(k)} | T_i^{(k)}] \). With this choice we have

\[
S_n = \sum_{i=1}^{n} h(T_i^{(k)}) \mathbb{1}_{T_i^{(k)} \in I_h} = E[W_{h}^{(k)} | T^{(k)}].
\]

Letting \( \delta_n = d^{-r} \) and \( \chi_n = I_h \), we have from Assumption 5 that the support condition on \( h \) is satisfied with \( \alpha = 1 \). For the expectation, we recall that \( \mathbb{P}(T_i^{(k)} \in I_h) = 1/d \) and \( E[W_{d,i}^{(k)} | T_i^{(k)} \in I_h] \) is equal for all \( h \) and conclude that

\[
E[h(T_i^{(k)}) | T_i^{(k)} \in I_h] = \sum_{h' = 1}^{d} E[W_{d,i}^{(k)} | T_i^{(k)} \in I_{h'}] \mathbb{P}(T_i^{(k)} \in I_{h'}) = E[W_{d,i}^{(k)}] = O(d^{-2r}).
\]

The set \( I_n = T_h^{(k)} \) satisfies the size constraint when \( r_n = n/d \) based on the definition of \( \mathcal{C}_1^{(k)} \). Note that we have \( d^{-r} \sqrt{r_n} < 1 \) since \( d^{2r+1} \gtrsim N_{\text{bass}} \gg n \). Therefore, for large enough \( C > 0 \) in the definition of \( \mathcal{C}_2^{(k)} \) we have for some \( C' > 2(1 + (1 + 2r)^{-1}/1 + 2r) \) that

\[
m^2 d^{3} \mathbb{P}(\mathcal{C}_{2}^{(k)} | \mathcal{C}_1^{(k)}) \leq m^2 d^{3} n^{-C'} = n^{2(1+\gamma)/(1 + 2r) - C'} = o(1).
\]

Finally, in view of Assumption 5, the support length of \( V(T_i^{(k)}) \) is bounded by \( C d^{-2r} \), hence by Hoeffding’s inequality

\[
\mathbb{P} \left[ \sum_i V(T_i^{(k)}) \mathbb{1}_{T_i^{(k)} \in I_h} - E \left( \sum_i V(T_i^{(k)}) \mathbb{1}_{T_i^{(k)} \in I_h} \right) > C c^2 d^{-2r} \sqrt{n \log N} \right] \leq \exp \left( -\frac{C^2 c^4 d^{-4r} n \log(N)/d}{d^{-4r} (2n/d)} \right) = \exp \left( -(C^2 c^4/2) \log N \right),
\]

which by the same arguments as above shows that the third term on the right hand side of (17) is of \( o(m^{-2} d^{-2}) \), finishing the proof of the lemma.

Now we move on to the conditions controlling \( \mathbb{P}(W_{[h]}^{(k)} \geq a_n | \mathcal{C}^{(k)}) \) under the sub-exponential assumption on \( h(X) \).

**Lemma 7 (Sub-exponential bound on conditional probability)** Under Assumption 5 for \( a_n = C_a d^{-1/2} \sqrt{n \log N} \) we have

\[
\mathbb{P}(W_{[h]}^{(k)} \geq a_n | T^{(k)} = t) \leq e^{-C' c^2 \log N},
\]

for all \( t \in \mathcal{C}^{(k)} \) and \( k \in \{1, \ldots, m\} \), where \( \mathcal{C}^{(k)} \) is defined in (16), \( W_{[h]}^{(k)} = W_{[h]}^{(k)}(\beta_h, \beta'_h) \) for arbitrary \( \beta_h, \beta'_h \in \{-1, 1\} \), and \( C' \) can be made arbitrarily large by selecting \( C_a \) large enough.

**Proof** First note, that \( W_{[h]}^{(k)}(1,1) = W_{[h]}^{(k)}(-1,-1) = 0 \), for which the statement trivially holds, hence it remains to deal with the cases \( W_{[h]}^{(k)}(1,-1) \) and \( W_{[h]}^{(k)}(-1,1) \). Since by
assumption \( h(X_i^{(k)}|T_i^{(k)}) \sim SE(\nu^2(T_i^{(k)}), b(T_i^{(k)})) \), we have in view of Lemma 9 that

\[
W_{[h]} \mid T^{(k)} \sim SE \left( \sum_{i \in T_h^{(k)}} V(T_i^{(k)}), \max_{i \in T_h^{(k)}} b(T_i^{(k)}) g_1(T_i^{(k)}) \right),
\]

\[
\mathbb{E}[W_{[h]} \mid T^{(k)}] = \sum_{i \in T_h^{(k)}} g_1(T_i^{(k)}) \mathbb{E}[h(X_i^{(k)}) \mid T_i^{(k)}] - g_2(T_i^{(k)}).
\]

We show below that

\[
0 \leq a_n - \mathbb{E}[W_{[h]} \mid T^{(k)}] \leq \frac{\sum_{i \in T_h^{(k)}} V(T_i^{(k)})}{\max_{i \in T_h^{(k)}} b(T_i^{(k)}) g_1(T_i^{(k)})},
\]

\[
\frac{\left( a_n - \mathbb{E}[W_{[h]} \mid T^{(k)}] \right)^2}{\sum_{i \in T_h^{(k)}} V(T_i^{(k)})} \geq C' \log N,
\]

where \( C' \) can be made arbitrary large by large enough choice of \( C_a \). Since \( W_{[h]} \mid T^{(k)} \) is sub-exponential, Lemma 8 gives, for all \( T^{(k)} \in \mathcal{C}^{(k)} \),

\[
\mathbb{P}(W_{[h]}^{(k)} \geq a_n \mid T^{(k)}) = \mathbb{P} \left( W_{[h]}^{(k)} - \mathbb{E}[W_{[h]} \mid T^{(k)}] \geq a_n - \mathbb{E}[W_{[h]} \mid T^{(k)}] \mid T^{(k)} \right) \leq \exp \left( -\frac{(a_n - \mathbb{E}[W_{[h]}^{(k)} \mid T^{(k)}])^2}{\sum_{i \in T_h^{(k)}} V(T_i^{(k)})} \right) \leq e^{-C' \log N},
\]

providing our statement.

**Proof of** (18). By picking \( C_a \) at least twice as large as the constant in the definition of \( \mathcal{C}^{(k)} \), we get \( 0 < a_n/2 < a_n - \mathbb{E}[W_{[h]}^{(k)} \mid T^{(k)} = t] \), for \( t \in \mathcal{C}_2^{(k)} \). For the upper bound note that on the event \( \mathcal{C}_3^{(k)} \cap \mathcal{C}_1^{(k)} \),

\[
\sum_{i=1}^n V(T_i^{(k)}) \mathbf{1}_{T_i^{(k)} \in I_h} \geq \sum_{i=1}^n \mathbb{E} \left[ V(T_i^{(k)}) \mathbf{1}_{T_i^{(k)} \in I_h} \right] - C \epsilon^2 d^{-2r-1/2} \sqrt{n \log N}
\geq nc_1 d^{-1-2r} - C \epsilon^2 d^{-2r-1/2} \sqrt{n \log N} \geq (c_1/2) n d^{-1-2r}
\]

for \( n \) large enough. Similarly we also get the upper bound \( \sum_{i \in T_h^{(k)}} V(T_i^{(k)}) \leq C_2 n d^{-1-2r} \) for some \( C_2 > 0 \). Therefore in view of the assumption \( \max_{i} b(t) g_1(t) \leq C d^{-r} \),

\[
\frac{\sum_{i \in T_h^{(k)}} V(T_i^{(k)})}{\max_{i \in T_h^{(k)}} b(T_i^{(k)}) g_1(T_i^{(k)})} \geq \frac{nd^{-1-2r}}{d^{-r}} \geq \epsilon d^{-1/2} \sqrt{n \log N}
\geq a_n \geq a_n - \mathbb{E}[W_{[h]}^{(k)} \mid T^{(k)}],
\]
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where in the last inequality we used that \( \mathbb{E}[W_{[h]}(k) | T(k)] \) is a KL-divergence, hence nonnegative.

**Proof of (19).** Using the bounds derived above, we have

\[
\frac{(a_n - \mathbb{E}[W_{[h]}(k) | T(k)])^2}{\sum_{t \in T_h^k} V(T_i(k))} \geq \frac{a_n^2 r^4}{C_2 n d^{1-2r}} \geq C_2 a^2 r^2 / (4C_2) \log N.
\]

\[ \blacksquare \]

### 6.2 Proof of Lemma 2

Using iterated expectations we have

\[
\mathbb{E} \left[ \hat{f}_{n,jh}^{(k)} \right] = \mathbb{E} \left[ \mathbb{E}[h(X_1(k)) | T_1(k)^q] \psi_{jh}(T_1(k))] \right] = \int_0^1 f(t) \psi_{jh}(t) \, dt = f_{jh}.
\]

Next note that by Jensen’s inequality for \( q \geq 1 \), \( \mathbb{E}[h(X)^2 | T] \leq (\mathbb{E}[h(X)^q | T])^{2/q} \), which in turn implies \( \mathrm{var}[h(X) | T] \leq \mathbb{E}[h(X)^2 | T] < \infty \). Take \( C = \sup_{t \in [0,1]} \max \{ f(t)^2, \mathrm{var}[h(X) | t] \} \). By the law of total variance and \( \mathbb{E}[\psi_{jh}(T)^2] = 1 \) we have

\[
n\mathrm{var} \left( \hat{f}_{n,jh}^{(k)} \right) = \mathbb{E} \left[ \psi_{jh}(T_1)^2 \mathrm{var}(h(X_1) | T_1(k))] \right] + \mathrm{var} \left( f(T_1^{(k)}) \psi_{jh}(T_1^{(k)}) \right) \leq 2C,
\]

which means that \( \mathrm{var}(\hat{f}_{n,jh}^{(k)}) \leq 2C/n \) across all \( n, j \) and \( h \), concluding the first part of Assumption 4.

Next consider the asymptotics of the tail bound. In view of Markov’s inequality

\[
\mathbb{P}(\hat{f}_{n,jh}^{(k)} > \sqrt{N}) \leq \mathbb{P} \left( |\hat{f}_{n,jh}^{(k)}|^q > N^{q/2} \right) \leq \frac{\mathbb{E}[\hat{f}_{n,jh}^{(k)}|^q]}{N^{q/2}}.
\]

Then by Minkowski’s inequality we get

\[
\mathbb{E}[|\hat{f}_{n,jh}^{(k)}|^q] \leq \mathbb{E}[|h(X_1^{(k)}) \psi_{jh}(T_1^{(k)})|^q]
\]

\[
= \mathbb{E} \left[ \mathbb{E}[h(X_1^{(k)})^q | T_1^{(k)}] \psi_{jh}^2(T_1^{(k)}) | \psi_{jh}(T_1^{(k)}) |^{q-2} \right]
\]

\[
\leq C 2^{(q-2)j/2} \mathbb{E}[\psi_{jh}^2(T_1^{(k)})] \leq C N_{\text{bass}}^{(q-2)/2}.
\]

Putting this into the Markov inequality bound gives

\[
\mathbb{P}(\hat{f}_{n,jh}^{(k)} > \sqrt{N}) \leq \frac{N_{\text{bass}}^{(q-2)/2}}{N^{q/2}} \leq N^{-q/2} = o(N^{-q/2})
\]

since \( m = o(N) \).

### 7. Verification of examples

Here we verify the conditions for a variety of models to demonstrate the broad applicability of our sufficient conditions. For \( f \in B_2(2) \) we consider the sieve (4) with \( d = c2^{\lambda/n} \). Note that \( \|f + C_0\|_\infty = O(1) \).
7.1 Proof of Proposition 2 (nonparametric regression)

This model can be written in the form (7), hence it is sufficient to verify the assumptions given in Section 2.3.

**Lower bound:** We verify that Assumption 5 holds which in view of Lemma 7 implies Assumptions 1 and 3 and as a consequence our proposition follows from Theorem 1. For nonparametric regression we use the sieve $\mathcal{F}_0(d, C_0, \epsilon)$ given in (4) with $C_0 = 0$, $d = cN^{1/(1+2r)}$ and $\epsilon > 0$ small enough. Then a term in the log-likelihood-ratio for $T_i^{(k)} \in I_h$

$$W_{d,i}^{(k)} = \log \frac{p(X_i^{(k)} | f_{j_nh} = \beta_h, T_i^{(k)})}{p(X_i^{(k)} | f_{j_nh} = -\beta_h, T_i^{(k)})} = 2X_i^{(k)}f_{\beta}(T_i^{(k)}),$$

hence $h(X_i^{(k)}) = X_i^{(k)}, g_1(T_i^{(k)}) = 2f_{\beta}(T_i^{(k)}),$ and $g_2(T_i^{(k)}) = 0$. Conditional on $T_i^{(k)}$ the distribution of $X_i^{(k)}$ is Gaussian which implies sub-exponentiality with $\nu^2(T_i^{(k)}) = 1$ and $b(T_i^{(k)}) = 0$. Since $E[X_i^{(k)} | T_i^{(k)}] = f_{\beta}(T_i^{(k)})$ we have

$$E[W_{d,i}^{(k)} | T_i^{(k)}] = 2\epsilon^2d^{-1-2r}\sum_{h=1}^d \psi_{jh}^2(T_i^{(k)}).$$

By construction $|\psi_{j_nh}^2(T_i^{(k)})/d| \leq c^{-1}\|\psi\|_\infty^2$ and using that the basis $\psi_{j_nh}$, $h = 1, \ldots, d$ has disjoint support we get that

$$\max_{T_i^{(k)}} E[W_{d,i}^{(k)} | T_i^{(k)}] - \min_{T_i^{(k)}} E[W_{d,i}^{(k)} | T_i^{(k)}] \leq 4\epsilon^2d^{-2r}c^{-1}\|\psi\|_\infty^2 = O(d^{-2r}).$$

For $V(T_i^{(k)}) = \nu^2(T_i^{(k)})g_1^2(T_i^{(k)}) = 4f_{\beta}(T_i^{(k)})^2$ we also have

$$\max_{T_i^{(k)}} V(T_i^{(k)}) - \min_{T_i^{(k)}} V(T_i^{(k)}) \leq 8\epsilon^2d^{-2r}c^{-1}\|\psi\|_\infty^2.$$

As $X_i^{(k)}$ is sub-Gaussian, we trivially have $b(T_i^{(k)})g_1(T_i^{(k)}) = 0 = O(d^{-r})$. Thus we have verified all needed almost sure bounds. We finish the proof by showing that the bounds in expectation also hold, i.e.

$$E[W_{d,i}^{(k)}] = \int_0^1 E[W_{d,i}^{(k)} | T_i^{(k)} = t] dt = 2\epsilon^2d^{-1-2r}\sum_{h=1}^d \int_0^1 \psi_{j_nh}^2(t) dt = 2\epsilon^2d^{-2r},$$

$$E[V(T_i^{(k)}) \mathbb{I}_{T_i^{(k)} \in I_h}] = \int_{I_h} 4f_{\beta}(t)^2 dt = 4\epsilon^2d^{-1-2r}.$$

**Upper bound:** We verify Assumption 6, providing sufficient conditions for Theorem 2 and implying the stated upper bound. Note that $h(X) = X$ and $E[X | T] = f(T)$. As the density of $X | T$ is continuous in $T$ and the normal distribution has all moments, we see that $E[|h(X)|^q | T]$ is bounded for $T \in [0, 1]$.
7.2 Proof of Proposition 3 (density estimation)

This model falls outside of the regression framework (7). Therefore we verify Assumptions 1, 2 and 3 for the lower bound and Assumption 4 for the upper bound.

Lower bound: We consider the testing sieve $\mathcal{F}_0(d,C_0,\epsilon)$ given in (4) with $C_0 = 1$, $d = c2^{j_n} = cN_x^{1/(1+2r)}$ and $1 \geq \epsilon > 0$ small enough that $1 + f_\beta(x) > 0$ for all $\beta \in \{-1,1\}^d$. First note that by considering the partition $[0,1] = \bigcup_{h=1}^d I_h$ we have that $\mathbb{P}_\beta(I_h) = 1/d$ for all $\beta \in \{-1,1\}^d$ due to symmetry and the disjointedness of the support of the selected wavelets. Furthermore, the distribution of $X_i^{(k)}$ given that $X_i^{(k)} \in I_h$ only depends on $\beta_h$ and not on $\beta_h'$, $h' \neq h$. Hence Assumption 2 holds.

We now consider Assumption 1. The conditional density of $p(x \mid x \in I_h, \beta_h)$ is equal to $d(1 + f_\beta)1_{x \in I_h}$. Using the fact that the intervals $\{I_h\}_{h=1}^d$ form a partition, we see

$$
\mathbb{E}[W_{d,i}^{(k)}] = \sum_{h=1}^d \frac{1}{d} \int_{I_h} d(1 + f_\beta) W_{d,i}^{(k)} dx = \frac{1}{d} \sum_{h=1}^d KL(p(x \mid x \in I_h, \beta_h), p(x \mid x \in I_h, \beta_h'))
$$

The divergences on the right are equal to zero when $\beta_h = \beta_h'$ and strictly positive otherwise. This implies that for any $\beta$ the divergence between $1 + f_\beta$ and $1 + f_{\beta'}$ is maximized when $\beta_h \neq \beta_h'$ for all $h$, i.e. $\beta' = -\beta$. We can therefore focus on bounding the divergence between $1 + f_\beta$ and $1 + f_{-\beta} = 1 - f_\beta$. By construction the testing sieve satisfies $|f_\beta| \leq \epsilon d^{-r}\|\psi\|_\infty/\sqrt{c} \leq \|\psi\|_\infty/\sqrt{c}$ when $\epsilon \leq 1$ and $d^{-r} \leq 1$. Using Lemma 14 we have

$$
2f_\beta - 4f_\beta^2 \leq W_{d,i}^{(k)} = \log\frac{1 + f_\beta}{1 - f_\beta} \leq 2f_\beta + 4f_\beta^2.
$$

We now calculate the expectation of $2f_\beta + 4f_\beta^2$, which will give the upper bound on $\mathbb{E}[W_{d,i}^{(k)}]$. We see that

$$
\mathbb{E}_\beta \left[ \psi_{\beta,h}(X_i^{(k)}) \right] = \int_0^1 \psi_{\beta,h}(x)(1 + f_\beta) dx = 0 + \epsilon d^{-r-1/2} \beta_h \leq \epsilon d^{-r-1/2},
$$

$$
\mathbb{E}_\beta \left[ \psi_{\beta,h}(X_i^{(k)})^2 \right] = \int_0^1 \psi_{\beta,h}(x)(1 + f_\beta) dx \leq 1 + \epsilon d^{-r} \frac{\|\psi\|_\infty}{\sqrt{c}}.
$$

Using these results we calculate

$$
\mathbb{E}_\beta \left[ W_{d,i}^{(k)} \right] \leq 2\mathbb{E}[f_\beta] + 4\mathbb{E}[f_\beta^2] \leq 2d(\epsilon d^{-r-1/2})(\epsilon d^{-r-1/2}) + 4d(\epsilon^2 d^{-2r-1})(1 + \epsilon d^{-r} \frac{\|\psi\|_\infty}{\sqrt{c}})
$$

$$
\leq 2\epsilon^2 d^{-2r} + 4\epsilon^2 d^{-2r} + 4\epsilon^2 d^{-3r} \frac{\|\psi\|_\infty}{\sqrt{c}} \leq C_r \epsilon^2 d^{-2r},
$$

for a constant $C_r$ that only depends on $r$.

Now we consider Assumption 3. The event $E^{(k)}_h(a_n)$ only depends on $\beta_h$ and $\beta_h'$. If $\beta_h = \beta_h'$, then the probability of the event is zero because the log-likelihood ratio is zero. So consider $\beta_h \neq \beta_h'$. This means the bounds derived above a fortiori apply for $X_i^{(k)} \in I_h = \chi_h$.  
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Let us introduce the latent variable $U_i^{(k)}$ such that $U_i^{(k)} = h$ if $X_i^{(k)} \in I_h$ and let $U^{(k)} = (U_i^{(k)})_{i=1,...,n}$. Define the event

$$D_h^{(k)} = \left\{ \frac{n}{2d} \leq \sum_{i=1}^{n} 1_{U_i^{(k)} = h} \leq \frac{2n}{d} \right\},$$

which requires the number of observations in $I_h$ to be close to the expected value of $n/d$. In view of Chernoff’s bound (see for instance Lemma 5.2 of Szabo and van Zanten (2020b) for its application to the present setting), we know that $\mathbb{P}(D_h^{(k)}) = 1 + o(m^{-2}d^{-2})$. Using the law of total probability we have

$$\mathbb{P}(E_h^{(k)}(a_n)) \leq \mathbb{P}(E_h^{(k)}(a_n) \mid D_h^{(k)}) + o(m^{-2}d^{-2}),$$

so it suffices to bound the conditional probability to be $o(m^{-2}d^{-2})$. We now want to apply Lemma 11 to bound the probability. The sequence $X_i^{(k)}$ is iid for $i = 1, \ldots, n$ and we take the function $h(X_i^{(k)}) = W_d^{(k)}(X_i^{(k)}, \beta, \beta_h)$. The sum $S_n = \sum_{i=1}^{n} h(X_i^{(k)}) 1_{X_i^{(k)} \in I_h}$ is exactly the quantity for which we seek to establish a tail bound. Let $\chi_n = I_h$ be the set of interest. The length of the support of $W_{d,i}^{(k)} = h(X_i^{(k)})$ conditional on $X_i^{(k)} \in I_h$ is bounded by $C_r \epsilon^2 d^{-2r}$ for a constant $C_r$ that only depends on $r$. From $\mathbb{P}(X_i^{(k)} \in I_h) = 1/d$ and the above calculation we get

$$\mathbb{E}[W_{d,i}^{(k)} \mid X_i^{(k)} \in I_h] = \int_{I_h} W_d^{(k)}(x, \beta_h, \beta'_h) d(1 + \psi_{j,h}(x)) dx \leq C_r \epsilon^2 d^{-2r}.$$

If we let $\delta_n = d^{-r}$, then Lemma 11 holds with $r_n = n/d$, $I = \{i : U_i^{(k)} = h\}$, and $\alpha = 2$. The lemma gives a bound of $\exp(-C' d^2 \log N) = o(m^{-2}d^{-2})$ for each of the finitely many combinations of $\beta_h$ and $\beta'_h$. This establishes that Assumption 3 holds.

**Upper bound:** We verify Assumption 4 directly. Consider the local estimator $\hat{f}_{n,jh}^{(k)} = \frac{1}{n} \sum_{i=1}^{n} \psi_{j,h}(X_i^{(k)})$. We see that $\mathbb{E}[\hat{f}_{n,jh}^{(k)}] = \int \psi_{j,h}(x) f(x) = f_jh$. As the target density $f$ is continuous on a compact interval, we can pick a $C$ such that $f(x) \leq C$ for all $x \in [0,1]$. The variance of $\hat{f}_{n,jh}^{(k)}$ is bounded by the second moment, which satisfies $\text{var}(\hat{f}_{n,jh}^{(k)}) \leq \frac{1}{n} \int \psi_{j,h}^2 f \leq C/n$. Now we can establish the tail bounds using Hoeffding’s inequality. As the wavelet $\psi_{j,h}$ is bounded by $|\psi_{j,h}| \leq C N^{1/(1+2r)}$, we see that the estimator satisfies

$$\mathbb{P}(\hat{f}_{n,jh}^{(k)} > \sqrt{N}) \leq \exp\left(-\frac{2n^2 \left( \sqrt{N} - f_{j,h} \right)^2}{2nCN^{1/(1+2r)}}\right) \leq e^{-Cn} = o(m^{-1}N^{(3+2r)/(1+2r)}),$$

as long as $m$ is polynomial in $n$. Therefore all parts conditions of Assumption 4 are satisfied and Theorem 2 holds.

### 7.3 Proof of Proposition 4 (binary regression)

This model can be written in the form (7), hence it is sufficient to verify the assumptions given in Section 2.3.
Lower bound: Similarly to the proof of Proposition 2 it is sufficient to show that Assumption 5 holds.

We consider the sieve $\mathcal{F}_d(d, C_0, \epsilon)$ given in (4) with $C_0 = 1/2$, $d = c2^{j_n} = cN^{1/(1+2r)}_\text{bass}$ and $\epsilon > 0$ small enough to ensure that $0 \leq \tilde{f}_\beta = f_\beta + 1/2 \leq 1$. Note that $1 - \tilde{f}_\beta = \tilde{f}_{-\beta}$, then a term in the log-likelihood-ratio is

$$W_{d,i}^{(k)} = \log \frac{\tilde{f}_\beta(T_i^{(k)}) X_i^{(k)} (1 - \tilde{f}_\beta(T_i^{(k)}))^{-1}}{\tilde{f}_{-\beta}(T_i^{(k)}) X_i^{(k)} (1 - \tilde{f}_{-\beta}(T_i^{(k)}))^{-1}} = (2X_i^{(k)} - 1) \log \frac{\tilde{f}_\beta(T_i^{(k)})}{\tilde{f}_{-\beta}(T_i^{(k)})}$$

hence $h(x) = 2x - 1, g_1(t) = \log(\tilde{f}_\beta/\tilde{f}_{-\beta})(t)$, and $g_2(t) = 0$.

The expectation conditional on $T_i^{(k)}$ is

$$\mathbb{E}[W_{d,i}^{(k)} \mid T_i^{(k)}] = 2f_\beta(T_i^{(k)}) \log \frac{\tilde{f}_\beta(T_i^{(k)})}{\tilde{f}_{-\beta}(T_i^{(k)})} = 2f_\beta(T_i^{(k)}) \log \frac{1 + 2f_\beta(T_i^{(k)})}{1 - 2f_\beta(T_i^{(k)})}.$$

In view of Lemma 14, when $\epsilon$ is small enough to ensure $f_\beta \leq 1/4$, we have

$$0 \leq \mathbb{E}[W_{d,i}^{(k)} \mid T_i^{(k)}] \leq 16f_\beta^2 \leq \epsilon^2 d^{-2r}.$$

This establishes that the length of the support is $O(d^{-2r})$. By Hoeffding’s lemma, any bounded random variable with support $[a,b]$ is sub-Gaussian with parameter $(b-a)/2$, so we know $(h(X_i^{(k)})) = (2X_i^{(k)} - 1) \sim SE(1,0)$. Furthermore, again in view of Lemma 14 and by noting that $\nu^2(T_i^{(k)}) = 1$, we have

$$\mathbb{E}[W_{d,i}^{(k)} \mid T_i^{(k)}] = O(d^{-r}) \implies 0 \leq \nu^2(T_i^{(k)}) g_1^2(T_i^{(k)}) \leq C d^{-2r}.$$

We also have $g_2(T_i^{(k)} \beta(T_i^{(k)}) = 0 = O(d^{-r})$, as needed.

Next note that $\mathbb{E}[W_{d,i}^{(k)} \mid T_i^{(k)}] \leq Cd^{-2r}$ implies $\mathbb{E}[W_{d,i}^{(k)}] = O(d^{-2r})$. Finally we establish a lower bound on $\mathbb{E}[\nu^2(T_i^{(k)}) g_1^2(T_i^{(k)}) 1_{T_i^{(k)} \in I_h}]$. When $\epsilon$ is small enough that $|2f_\beta| \leq (\sqrt{2} - 1)/(\sqrt{2} + 1)$, we can apply Lemma 16 to get

$$g_1(T_i^{(k)})^2 = \left( \log \frac{1 + 2f_\beta(T_i^{(k)})}{1 - 2f_\beta(T_i^{(k)})} \right)^2 \geq 2f_\beta(T_i^{(k)})^2.$$

Taking the expectation gives $\mathbb{E}[g_1^2(T_i^{(k)}) 1_{T_i^{(k)} \in I_h}] \geq 2 \int_{I_h} f_\beta^2(t) dt \geq d^{-1-2r}$, finishing the proof of the statement.

Upper bound: As with the nonparametric regression case it is sufficient to prove that the conditions of Assumption 6 hold. We have $X \mid T \sim \text{Bern}(f(T))$, hence we take $h(X) = X$ from which it is immediate that $\mathbb{E}[X \mid T] = f(T)$. The function $h(X)$ is bounded, so the moment condition is also satisfied.
7.4 Proof of Proposition 5 (Poisson regression)

This model can be also written in the form (7), hence it is sufficient to verify the assumptions given in Section 2.3

**Lower bound:** Similarly to before it is sufficient to show that Assumption 5 holds. We consider the sieve $\mathcal{F}_0(d, C_0, \epsilon)$ given in (4) with $C_0 = 1, d = c2^j, c = cN_{\text{bass}}^{1/(1+2r)}$ and $\epsilon > 0$ small enough to ensure that $0 < f_\beta$.

First note that the log-likelihood-ratio is

$$W^{(k)}_{d,i} = X_i^{(k)} \log \frac{1 + f_\beta(T_i^{(k)})}{1 - f_\beta(T_i^{(k)})} - 2f_\beta(T_i^{(k)})$$

$$= \left( X_i^{(k)} - (1 + f_\beta(T_i^{(k)})) \right) \log \frac{1 + f_\beta(T_i^{(k)})}{1 - f_\beta(T_i^{(k)})}$$

$$- \left( 2f_\beta(T_i^{(k)}) - (1 + f_\beta(T_i^{(k)})) \log \frac{1 + f_\beta(T_i^{(k)})}{1 - f_\beta(T_i^{(k)})} \right),$$

hence $g_1(t) = \log \frac{1 + f_\beta(t)}{1 - f_\beta(t)}$, $g_2(t) = 2f_\beta(t) - (1 + f_\beta(t)) \log \frac{1 + f_\beta(t)}{1 - f_\beta(t)}$ and $h(x) = x - (1 + f_\beta(t))$.

First note that in view of Lemma 10, $h(X_i^{(k)}|T_i^{(k)} = X_i^{(k)} - (1 + f_\beta(T_i^{(k)}))|T_i^{(k)}$ is sub-exponential with parameters $\nu^2(T_i^{(k)}) = 2(1 + f_\beta(T_i^{(k)}))$ and $b(T_i^{(k)}) = 1$. The conditional expectation is

$$\mathbb{E}[W^{(k)}_{d,i} | T_i^{(k)}] = -g_2(T_i^{(k)}) = -2f_\beta(T_i^{(k)}) + (1 + f_\beta(T_i^{(k)})) \log \frac{1 + f_\beta(T_i^{(k)})}{1 - f_\beta(T_i^{(k)})}.$$

Then by Lemma 14

$$2f_\beta - (1 + f_\beta) \log \frac{1 + f_\beta}{1 - f_\beta} \geq 2f_\beta - (1 + f_\beta)(2f_\beta + 4f_\beta^2) = -6f_\beta^2 - 4f_\beta^3 \lesssim -d^{-2r},$$

$$2f_\beta - (1 + f_\beta) \log \frac{1 + f_\beta}{1 - f_\beta} \leq 2f_\beta - (1 + f_\beta)(2f_\beta - 4f_\beta^2) = 2f_\beta^2 + 4f_\beta^3 \lesssim d^{-2r},$$

resulting in a bounded support of sufficiently short length

$$\max_t \mathbb{E}[W^{(k)}_{d,i} | T_i^{(k)} = t] - \min_t \mathbb{E}[W^{(k)}_{d,i} | T_i^{(k)} = t] = O(d^{-2r}).$$

We next consider the term $\nu^2(t)g_1^2(t) \geq 0$. Taking square roots in Lemma 16 we have

$$\left| \log \frac{1 + f_\beta(t)}{1 - f_\beta(t)} \right| \leq Cd^{-r},$$

which in turn implies

$$0 \leq \nu^2(t)g_1^2(t) \leq 2(1 + Cd^{-r})(Cd^{-2r}) \lesssim Cd^{-2r}.$$
It also follows that \( g_1(t)b(t) = g_1(t) \leq Cd^{-r} \).

Next we consider \( \mathbb{E}[\nu^2(T_i^{(k)})g_i^2(T_i^{(k)})1_{T_i^{(k)} \in I_h}] \). Then in view of Lemma 16 we have (for \( n \) large enough or \( \epsilon \) small enough to ensure \( \|f_\beta\|_\infty \leq (\sqrt{2} - 1)/(\sqrt{2} + 1) \))

\[
\nu^2g_i^2 = 2(1 + f_\beta) \left[ \log \frac{1 + f_\beta}{1 - f_\beta} \right]^2 \geq (1 + f_\beta)f_\beta^2 \geq \frac{2f_\beta^2}{\sqrt{2} + 1}.
\]

Integrating against the uniform distribution gives

\[
\mathbb{E}[\nu^2(T_i^{(k)})g_i^2(T_i^{(k)})1_{T_i^{(k)} \in I_h}] \geq \frac{2}{\sqrt{2} + 1} \int_{I_h} f_\beta^2(t) \, dt \gtrsim d^{-1-2r}.
\]

Finally we show \( \mathbb{E}[W_{d,i}^{(k)}] \lesssim d^{-2r} \). Using Lemma 14 we have

\[
\mathbb{E}[W_{d,i}^{(k)} | T_i^{(k)}] = (1 + f_\beta(T_i^{(k)})) \log \frac{1 + f_\beta(T_i^{(k)})}{1 - f_\beta(T_i^{(k)})} - 2f_\beta(T_i^{(k)})
\]

\[
\leq (1 + f_\beta(T_i^{(k)}))(2f_\beta(T_i^{(k)}) + 4f_\beta(T_i^{(k)})^2) - 2f_\beta(T_i^{(k)})
\]

\[
= 6f_\beta(T_i^{(k)})^2 + 4f_\beta(T_i^{(k)})^3,
\]

which in turn implies that

\[
\mathbb{E}[W_{d,i}^{(k)}] = \mathbb{E} \left[ \mathbb{E}[W_{d,i}^{(k)} | T_i^{(k)}] \right] \leq \int_0^1 6f_\beta(t)^2 + 4f_\beta(t)^3 \, dt \lesssim d^{-2r}.
\]

**Upper bound:** To establish Theorem 2 we use the sufficient conditions in Assumption 6. Note that for \( h(X) = X \) we have \( \mathbb{E}[X | T] = f(T) \). In addition, the distribution of \( h(X) | T \) is Poisson, so we know that all moments are finite. Combined with the continuity of the model in \( T \), this is sufficient to establish the second point of the assumption.

### 7.5 Proof of Proposition 6 (heteroskedastic regression)

This model can also be written in the form (7), hence it is sufficient to verify the assumptions given in Section 2.3

**Lower bound:** Similarly as before it is sufficient to show that Assumption 5 holds. We consider the sieve \( \mathcal{F}_0(d, C_0, \epsilon) \) given in (4) with \( C_0 = 1 \), \( d = c2^{j_n} = cN_{\text{bass}}^{1/(1+2r)} \) and \( \epsilon > 0 \) is chosen to ensure that \( 0 < 1 + f_\beta \). Since \( X_i^{(k)} | T_i^{(k)} \sim N(0, 1 + f_\beta(T_i^{(k)})) \), the corresponding log-likelihood-ratio is

\[
W_{d,i}^{(k)} = \frac{(X_i^{(k)})^2}{2} \left( \frac{1}{1 - f_\beta(T_i^{(k)})} - \frac{1}{1 + f_\beta(T_i^{(k)})} \right) - \frac{1}{2} \log \frac{1 + f_\beta(T_i^{(k)})}{1 - f_\beta(T_i^{(k)})},
\]

hence \( h(X_i^{(k)} = (X_i^{(k)})^2/2, g_1(T_i^{(k)}) = \left( \frac{1}{1 - f_\beta(T_i^{(k)})} - \frac{1}{1 + f_\beta(T_i^{(k)})} \right), g_2(T_i^{(k)}) = \frac{1}{2} \log \frac{1 + f_\beta(T_i^{(k)})}{1 - f_\beta(T_i^{(k)})} \).

Note that by Lemma 9,

\[
h(X_i^{(k)}|T_i^{(k)}) \overset{d}{=} (1 + f_\beta(T_i^{(k)}))Z^2/2 \sim SE \left( (1 + f_\beta(T_i^{(k)}))^2, 2(1 + f_\beta(T_i^{(k)})) \right),
\]
where $Z \sim N(0, 1)$, hence $Z^2 \sim SE(4, 4)$. Furthermore, the conditional expectation is

$$
\mathbb{E}[W_{d,i}^{(k)} \mid T_i^{(k)}] = \frac{1}{2} \left[ \frac{1 + f_\beta(T_i^{(k)})}{1 - f_\beta(T_i^{(k)})} - 1 \right] - \frac{1}{2} \log \frac{1 + f_\beta(T_i^{(k)})}{1 - f_\beta(T_i^{(k)})}.
$$

Using Lemma 12 and Lemma 14 we have

$$
2f_\beta + f_\beta^2 \leq \frac{1 + f_\beta}{1 - f_\beta} - 1 \leq 2f_\beta + 4f_\beta^2,
$$

$$
2f_\beta - 4f_\beta^2 \leq \log \frac{1 + f_\beta}{1 - f_\beta} \leq 2f_\beta + 4f_\beta^2.
$$

Combining these bounds gives

$$
- \frac{3}{2} f_\beta(T_i^{(k)})^2 \leq \mathbb{E}[W_{d,i}^{(k)} \mid T_i^{(k)}] \leq 4f_\beta(T_i)^2,
$$

which in turn implies

$$
\max_t \mathbb{E}[W_{d,i}^{(k)} \mid T_i^{(k)} = t] - \min_t \mathbb{E}[W_{d,i}^{(k)} \mid T_i^{(k)} = t] \leq O(d^{-2r}).
$$

For the quantity $\nu^2 g_1^2 = (\frac{1 + f_\beta}{1 - f_\beta} - 1)^2$ we can use the above bound to get

$$
4f_\beta^2 - 16|f_\beta|^3 \leq \nu^2 g_1^2 \leq 4f_\beta^2 + 16|f_\beta|^3 + 16f_\beta^4.
$$

(20)

Since the term $4f_\beta^2$ dominates both sides the support is of order $O(d^{-2r})$. Furthermore,

$$
g_1(T_i^{(k)})b(T_i^{(k)}) = 2 \left( \frac{1 + f_\beta(T_i^{(k)})}{1 - f_\beta(T_i^{(k)})} - 1 \right) \leq Cd^{-r}.
$$

Finally, note that the above established $\mathbb{E}[W_{d,i}^{(k)} \mid T_i^{(k)}] \leq 4f_\beta^2$ implies $\mathbb{E}[W_{d,i}^{(k)}] = O(d^{-2r})$ and by multiplying (20) by $\mathbf{1}_{T_i^{(k)} \in I_h}$ and taking expectations we have $c_1 d^{-1-2r} \leq \mathbb{E}[\nu^2 g_1^2 \mathbf{1}_{T_i^{(k)} \in I_h}]$ concluding the verification of Assumption 5.

**Upper bound:** We establish that Assumption 6 holds for this model. Since $X \sim N(0, f(T))$ we have for $h(X) = X^2$ that $\mathbb{E}[h(X) \mid T] = f(T)$. Note that unlike in the previous examples here a different function than $h(X) = X$ was taken. We note that $X^2 \mid T \sim f(T)X_1^2$, which has all moments since the MGF exists. The second condition of Assumption 6 will therefore hold if $f(T)$ is continuous.

8. Auxiliary lemmas

In this section we collect technical lemmas used in the proof of our main results.
8.1 Sub-Gaussian and sub-exponential random variables

In this paper we make use of sub-Gaussian and sub-exponential random variables for their tail properties. We briefly review the features of these classes of random variables that are most relevant to our work.

**Definition 1** A random variable $X$ is sub-Gaussian if there exists a $\sigma^2 > 0$ such that

$$\mathbb{E} \left[ e^{\lambda (X - \mathbb{E}[X])} \right] \leq e^{\sigma^2 \lambda^2/2}, \quad \forall \lambda \in \mathbb{R}$$

in which case we write $X \sim SG(\sigma^2)$. We say that $X$ is sub-exponential if there exist $\nu^2 > 0$ and $b \geq 0$ such that

$$\mathbb{E} \left[ e^{\lambda (X - \mathbb{E}[X])} \right] \leq e^{\nu^2 \lambda^2/2} \quad \text{for} \ |\lambda| \leq \frac{1}{b},$$

in which case we write $X \sim SE(\nu^2, b)$.

Note that these random variables can possess non-zero means, only the above tail bound is required on the centered random variables. We allow $b = 0$ in the definition of sub-exponential random variables (taking $1/0 = \infty$, implying that the bound holds for all $\lambda$) so that $SE(\nu^2, 0) = SG(\nu^2)$. Recall that bounded random variables $X \in [a, b]$ are sub-Gaussian with $\sigma^2 = (b - a)^2/4$.

Next we recall the Hoeffding’s tail bound for sub-exponential random variables, see Proposition 2.9 of Wainwright (2019) for a proof.

**Lemma 8 (Sub-exponential tail bound)** Suppose that $X \sim SE(\nu^2, b)$. Then

$$\mathbb{P}(X \geq \mathbb{E}[X] + t) \leq \begin{cases} e^{-\frac{t^2}{2 \nu^2}}, & 0 \leq t \leq \nu^2/b, \\ e^{-\frac{t^2}{b}^2}, & t > \nu^2/b. \end{cases}$$

Note that a similar bound for $\mathbb{P}(|X - \mathbb{E}[X]| \geq t)$ holds by including a multiplicative factor of two on the right hand side. In the case when $b = 0$, we see that the bound for sub-Gaussian random variables is $\exp(-t^2/(2\nu^2))$.

**Lemma 9 (Properties of sub-exponential random variables)** If $X_i \overset{iid}{\sim} SE(\tau_i^2, b_i)$ then

$$aX_i \sim SE(a^2 \tau_i^2, ab_i),$$

$$\sum_{i=1}^{n} X_i \sim SE\left(\sum_{i=1}^{n} \tau_i^2, \max_{i} b_i\right).$$

**Proof** The second result is proved on page 29 of Wainwright (2019). The first result is straight-forward but not widely available. We have for the moment generating function of the centered random variable that

$$M_{aX_i}(\lambda) = M_{X_i}(a\lambda) \leq \exp\left(\frac{\lambda^2 a^2 \tau_i^2}{2}\right), \quad \text{for} \ |a\lambda| \leq 1/b_i,$$

so the MGF is bounded for $|\lambda| \leq (ab_i)^{-1}$. \hfill \blacksquare
Lemma 10 (Poisson is sub-exponential) Suppose $X \sim \text{Pois}(\lambda)$, then $(X - \lambda) \sim \text{SE}(2\lambda, 1)$.

Proof Recall that $e^x \leq 1 + x + x^2$ for $|x| \leq 1$. The moment generating function of $X - \lambda$ is

$$
\mathbb{E} \left[ e^{t(X-\lambda)} \right] = e^{-\lambda t} \mathbb{E} \left[ e^{tX} \right] = e^{-\lambda t} e^{\lambda t} = e^{t^2 \tau^2 / 2}
$$

for $|t| \leq 1$ and $\tau^2 = 2\lambda$.

8.2 Additional technical lemmas

Lemma 11 (General sum bound) Suppose $X_1, \ldots, X_n$ are iid random variables. Let $\chi_n$ be a subset of the support of these random variables and define the corresponding random index set $I_n = \{ i : X_i \in \chi_n \}$. Assume that for a measurable function $h$ there exists a sequence $\delta_n = o(1)$, such that

$$
\sup_{x \in \chi_n} h(x) - \inf_{x \in \chi_n} h(x) \leq c_1 \delta_n^\alpha \quad \text{and} \quad \mathbb{E}[h(X_i) \mid X_i \in \chi_n] \leq c_2 \delta_n^2
$$

for some $\alpha \geq 1$ and positive constants $c_1$ and $c_2$. Define

$$
S_n = \sum_{i=1}^{n} h(X_i) \mathbb{1}_{X_i \in \chi_n}
$$

to be the sum over $I_n$. Then the following hold:

1. For any realization of $I_n$ such that $|I_n| \leq c_3 r_n$, with $\delta_n^2 r_n < \log N$, we have

$$
\mathbb{E}[S_n \mid I_n] < c_2 c_3 \delta_n \sqrt{r_n \log N}.
$$

2. For $0 \leq c_4 < c_3$, $C > c_2 c_3$ and $\delta_n^2 r_n < \log N$ we have

$$
\mathbb{P}(S_n > C \delta_n \sqrt{r_n \log N} \mid |I_n| \leq c_4 r_n \leq |I_n| \leq c_3 r_n) \leq e^{-c' \delta_n^{2(1-\alpha)} \log N}, \quad \text{(21)}
$$

where $C' > 0$ can be made arbitrarily large by taking $C$ large enough.

Proof Using iterated expectations by conditioning on the realization of the set $I_n$, we get

$$
\mathbb{E}[S_n \mid I_n] = |I_n| \mathbb{E}[h(X_1) \mid X_1 \in \chi_n] \leq c_2 c_3 \delta_n^2 r_n < c_2 c_3 \delta_n \sqrt{r_n \log N}.
$$

Next note that $S_n|I_n$ can be written as a sum of $|I_n|$ iid terms, whose support length is bounded by $c_1 \delta_n^\alpha$. Then by Hoeffding’s inequality

$$
\mathbb{P}(S_n > C \delta_n \sqrt{r_n \log N} \mid I_n) = \mathbb{P} \left( |S_n - \mathbb{E}[S_n \mid I_n]| > C \delta_n \sqrt{r_n \log N} - \mathbb{E}[S_n \mid I_n] \mid I_n \right)
$$

$$
\leq \mathbb{P} \left( |S_n - \mathbb{E}[S_n \mid I_n]| > (C - c_2 c_3) \delta_n \sqrt{r_n \log N} \right)
$$

$$
\leq \exp \left( - \frac{(C - c_2 c_3)^2 \delta_n^2 r_n \log N}{2 |I_n| c_4 \delta_n^{2\alpha}} \right) \leq \exp \left( -C' \delta_n^{2(1-\alpha)} \log N \right),
$$
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with $C' = (C - c_2c_3)^2/(2c_3c_1^2)$, which can be made arbitrarily large by increasing $C$. Equation (21) then follows from the law of total probability by averaging over the distribution of $I_n | (c_4^n \leq |I_n| \leq c_3^n)$.

We now provide a number of simple inequalities that allow us to relate the log-likelihood ratio in our examples to polynomials in the testing sieve functions $f_\beta$. These results do not have optimized constants or the largest possible range of validity in $x$.

**Lemma 12** For any $-1 \leq x \leq 1/2$ the following inequalities hold:

\[
1 + 2x + x^2 \leq \frac{1 + x}{1 - x} \leq 1 + 2x + 4x^2,
\]

\[
x^2 \leq \left( \frac{1 + x}{1 - x} - 1 \right)^2 \leq 16x^2.
\]

**Proof** By elementary algebra one can restate the first line as

\[
0 \geq -x^2(1 + x) \quad \text{and} \quad 0 \leq 2x^2(1 - 2x),
\]

and the second line as

\[
(x - 3)(x + 1) \leq 0 \quad \text{and} \quad (x - 1/2)(x - 3/2) \geq 0,
\]

which all hold for $x \in [-1, 1/2]$.

**Lemma 13** For $|x| \leq 1/2$,

\[-x - x^2 \leq \log(1 - x).
\]

**Proof** Define the function

\[h(x) = \log(1 - x) + x + x^2.\]

It is sufficient to show that $h(x) \geq 0$ for $|x| \leq 1/2$. The derivative of $h$ is

\[h'(x) = x(1 - 2x)(1 - x)^{-1}.
\]

Since $h'(x)$ is negative for $-1/2 \leq x < 0$ and non-negative for $0 \leq x \leq 1/2$, we see that the minimum is achieved at $x = 0$. As $h(0) = 0$, we have $h(x) \geq 0$, which proves the inequality.

We now combine the previous two lemmas to create a bound on $\log((1 + f_\beta)/(1 - f_\beta))$.

**Lemma 14** (Log ratio bound) For $|x| \leq 1/2$ we have

\[2x - 4x^2 \leq \log \frac{1 + x}{1 - x} \leq 2x + 4x^2 \quad \text{and} \quad 0 \leq x \log \frac{1 + x}{1 - x} \leq 4x^2.
\]
**Proof**  From Lemma 12 and the inequality $\log(1 + x) \leq x$ we have the upper bound

$$\log \frac{1 + x}{1 - x} \leq \log(1 + 2x + 4x^2) \leq 2x + 4x^2.$$ 

For the lower bound, we use Lemma 12 and 13:

$$\log \frac{1 + x}{1 - x} \geq \log(1 + 2x + x^2) \geq \log(1 + 2x) \geq 2x - 4x^2$$

when $|x| \leq 1/2$, which establishes the first result. To establish the second result, first consider $0 \leq x \leq 1/2$. In this case, the result just established gives

$$x \log \frac{1 + x}{1 - x} \leq x(2x + 4x^2) \leq 4x^2$$

for $x \in [0, 1/2]$. When $x \in [-1/2, 0)$, we use the lower bound just established to get

$$x \log \frac{1 + x}{1 - x} \leq x(2x - 4x^2) \leq 4x^2,$$

which establishes the upper bound for all $|x| \leq 1/2$. The product is non-negative because $x$ and $\log((1 + x)/(1 - x))$ always have the same sign. 

**Lemma 15 (Bound on log squared)** For $0 < x < \sqrt{2}$ we have

$$(\log x)^2 \geq \frac{(x - 1)^2}{2}.$$ 

**Proof**  First consider $0 < x < 1$. Then it suffices to establish that $0 > (x - 1)/\sqrt{2} > \log x$, which follows from $x - 1 > \log x$ (by convexity) for all $x > 0$ and $0 > (x - 1)/\sqrt{2} > x - 1$ for $x < 1$. Now consider the case $1 \leq x < \sqrt{2}$, when it suffices to establish that $0 \leq (x - 1)/\sqrt{2} \leq \log x$. Define the function $h(x) = \log x - (x - 1)/\sqrt{2}$. The statement follows by noting that $h(1) = 0$ and $h'(x) = 1/x - 1/\sqrt{2} > 0$ for $x < \sqrt{2}$. 

**Lemma 16 (Log ratio squared bound)** When $-1 < x < (\sqrt{2} - 1)/(\sqrt{2} + 1)$ we have

$$\left( \log \frac{1 + x}{1 - x} \right)^2 \geq \frac{x^2}{2}.$$ 

**Proof**  When $x < (\sqrt{2} - 1)/(\sqrt{2} + 1)$ then $(1 + x)/(1 - x) < \sqrt{2}$ so we can apply Lemma 15 to get

$$\left( \log \frac{1 + x}{1 - x} \right)^2 \geq \frac{1}{2} \left( \frac{1 + x}{1 - x} - 1 \right)^2.$$ 

As $0 < (\sqrt{2} - 1)/(\sqrt{2} + 1) < 1/2$, we can apply Lemma 12 to get the desired result. 
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10. Supplement

10.1 Wavelets and Besov spaces

For the convenience of the reader, we include a brief overview of wavelets and Besov spaces, for more details, see Härdle et al. (2012); Giné and Nickl (2015). Wavelets represent a particular choice of basis in which we can represent a function of interest. For practitioners, wavelets are appealing because they often give sparse representations of functions, which can be useful for tasks like image compression.

We follow Daubechies’ construction, as in Daubechies (1992), of the father wavelet $\phi$ and the mother wavelet $\psi$ with $N \in \mathbb{N}$ vanishing moments and bounded support on $[0, 2N - 1]$ and $[-N + 1, N]$, respectively. For a fixed base resolution level $j_0$ (which we will always take to be zero in our paper), we set $\phi_{j_0 k}(x) = 2^{j_0} \phi(2^{j_0} x - k)$ for $k \in \mathbb{Z}$. We then define the child wavelets $\psi_{j_0 k}(x) = 2^{j_0/2} \psi(2^{j_0} x - k)$ for $k \in \mathbb{Z}$ and $j > j_0$. The set $\{\phi_{j_0 k} : k \in \mathbb{Z}\} \cup \{\psi_{j_0 k} : j > j_0, k \in \mathbb{Z}\}$ then forms an orthonormal multiresolution wavelet basis for $L_2(\mathbb{R})$. To simplify our expressions, we abuse notation slightly and write $\psi_{j_0 k} := \phi_{j_0 k}$. This construction gives wavelets on the whole real line.

In our work we are considering square integrable functions on the unit interval $[0, 1]$. The Daubechies’ wavelets can be transformed to an orthonormal wavelet basis over the domain $[0, 1]$, called boundary (corrected) wavelets, see for instance Cohen et al. (1993) or Chapter 4.3.5 of Giné and Nickl (2015). Let us denote by $\{\psi_{j_0 k} : j \geq j_0, k = 0, \ldots, 2^j - 1\}$ the so constructed orthonormal multiresolution wavelet basis for $L_2([0, 1])$, which allows us to compactly express any $f \in L_2([0, 1])$ as

$$f = \sum_{j=j_0}^{\infty} \sum_{k=0}^{2^j - 1} f_{jk} \psi_{jk},$$

where $f_{jk} = \langle f, \psi_{jk} \rangle$ are the wavelet coefficients. The $L_2$ norm of $f$ is then expressed as

$$\|f\|_2^2 = \sum_{j=j_0}^{\infty} \sum_{k=0}^{2^j - 1} f_{jk}^2.$$

Wavelets naturally define Besov regularity spaces $B_{pq}^r$ on the unit interval $[0, 1]$ equipped with the Besov norm

$$\|f\|_{B_{pq}^r} = \left( \sum_{j=j_0}^{\infty} \left\{ 2^{j(r + \frac{1}{2} - \frac{1}{p})} \left[ \sum_{k=0}^{2^j - 1} |f_{jk}|^p \right]^\frac{1}{p} \right\}^q \right)^{\frac{1}{q}}.$$
Then Besov balls with radius $L$ are defined as

$$B^r_{pq}(L) = \{ f \in L_p([0,1]) : \|f\|_{B^2_{r2}} < L \}.$$ 

In our analysis we consider $B^r_{22}$ Besov classes (with parameters $p=q=2$). This space is shown to be equivalent with the standard Sobolev regularity class, see for instance Härdle et al. (2012); Giné and Nickl (2015).

### 10.2 Proof of Lemma 5

We start by introducing some notations. For a finite set of functions $F_0$ and semimetric $\rho$ we define the quantities

$$N^\max_t = \max_{f \in F_0} \{ \hat{f} \in F_0 : \rho(f, \hat{f}) \leq t \},$$

$$N^\min_t = \min_{f \in F_0} \{ \hat{f} \in F_0 : \rho(f, \hat{f}) \leq t \}.$$

This allows us to state a version of Fano’s lemma given in Corollary 1 of Duchi et al. (2014).

**Lemma 17 (Corollary 1 of Duchi et al. (2014))** If the semimetric space $(F, \rho)$ contains a finite set $F_0$ and $|F_0| - N^\min_t > N^\max_t$, then for all $p, t > 0$,

$$\inf_{f \in \mathcal{E}(Y)} \sup_{f \in F} \mathbb{E}_f \rho(\hat{f}, f)^p \geq t^p \left( 1 - \frac{I(F; Y) + \log 2}{\log(|F_0|/N^\max_t)} \right),$$

where $\mathcal{E}(Y)$ denotes the set of measurable functions of $Y$, $I(F; Y)$ is the mutual information between the uniform random variable $F$ (on $F_0$) and $Y$, in the Markov chain $F \rightarrow X \rightarrow Y$, and $\mathbb{E}_f$ is the expectation with respect to the distribution of $Y$ given $F = f$.

The distance between two functions in the sieve $F_0(d, C_0, \epsilon)$ is

$$\|f_\beta - f_{\beta'}\|_2^2 = \epsilon^2 d^{-1-2r} \sum_{h=1}^d I(\hat{\beta}_h \neq \beta'_h).$$

This means that for $\bar{t} = \lfloor t^2 d^{1+2r}/\epsilon^2 \rfloor$ we have for $\rho(f, g) = \|f - g\|_2$ that

$$N^\max_t = N^\min_t = \sum_{i=0}^{\bar{t}} \binom{d}{i}.$$ 

Note that if $\bar{t} < d/2$, then $N^\max_t = N^\min_t < 2^d$. We set $t^2 = \epsilon^2 d^{-2r}/6$. This gives $\bar{t} \leq d/6$, and thus $N^\max_t = N^\min_t < |F_0(d, C_0, \epsilon)|/2$ and $N^\max_t < |F_0(d, C_0, \epsilon)| - N^\min_t$. Hence by applying Lemma 17 with $p = 2$, $t^2 = \epsilon^2 d^{-2r}/6$ we obtain

$$\inf_{f \in \mathcal{F}_\dist(B)} \sup_{f \in B^r_{22}(L)} \mathbb{E}_f T \|\hat{f} - f\|_2^2 \gtrsim d^{-2r} \left( 1 - \frac{I(F; Y) + \log 2}{\log(|F_0(d, C_0, \epsilon)|/N^\max_t)} \right).$$
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Since \( d^{-2r} \ll N_e^{-\frac{2e}{1+2r}} \) it is sufficient to prove that the term in the bracket is bounded away from zero.

Noting that with \( \tilde{t} = \lfloor d/6 \rfloor \),

\[
N_{t}^{\max} = \sum_{i=0}^{\tilde{t}} \left( \frac{d}{i} \right) < 2 \left( \frac{d}{\tilde{t}} \right) \leq 2(\tilde{t}^d/d) \leq 2(\tilde{t}^d/d) = 2(7e)^{d/6}
\]

we get

\[
\log(\mathcal{F}_0(d, C_0, \epsilon)/N_{t}^{\max}) \geq \log \left( \frac{2^d}{2(7e)^{d/6}} \right) = d \log(2(7e)^{-1/6}2^{-1/d}) > d/6
\]

for \( d \geq 20 \)

10.3 Algorithm for the upper bound

Algorithm 1 provides the schematic representation of the distributed method given in Theorem 2 achieving the theoretical lower bounds (up to a logarithmic factor).

**Algorithm 1** Estimation procedure for block estimators

1: procedure BlockEstimator\((B, n, m, \hat{f}_{jh})\)
2: \( \kappa \leftarrow \kappa(B, n, m) \) \hspace{1cm} \( \triangleright \) Calculate \( \kappa \) using equation (5)
3: for \( \ell = 1 \) to \( m/\kappa \) do
4: for \( k = \lfloor (\ell - 1)\kappa \rfloor + 1 \) to \( \lfloor \ell\kappa \rfloor \) do
5: for \( 2^i + h = (\ell - 1)[B/\log_2 N] \) to \( \ell[B/\log_2 N] \) do
6: \hspace{1cm} On machine \( k \):
7: \hspace{2cm} \( \hat{f}^{(k)}_{n,jh} \leftarrow \hat{f}_{jh}(X^{(k)}, T^{(k)}) \) \hspace{1cm} \( \triangleright \) Estimate coefficient
8: \hspace{2cm} if \( |\hat{f}^{(k)}_{n,jh}| \leq \sqrt{N} \) then
9: \hspace{3cm} \( Y^{(k)}_{jh} \leftarrow \text{TransApprox}(\hat{f}^{(k)}_{n,jh}) \)
10: \hspace{2cm} else\n11: \hspace{3cm} \( Y^{(k)}_{jh} \leftarrow 0 \)
12: \hspace{2cm} end if
13: \hspace{2cm} \( U_{jh} \leftarrow U_{jh} \cup \{ k \} \) \hspace{1cm} \( \triangleright \) Indices of machines used to estimate \( f_{jh} \)
14: \hspace{2cm} end for
15: end for
16: end for
17: On the central machine
18: for \( 2^i + h = 1 \) to \( m/\kappa[B/\log_2 N] \) do
19: \( \hat{f}_{jh} = \kappa^{-1} \sum_{k \in U_{jh}} Y^{(k)}_{jh} \)
20: end for
21: return: \( \hat{f} = \sum_{2^i+h:U_{jh}\neq\emptyset} \hat{f}_{jh}\psi_{jk} \)
22: end procedure

37
10.3.1 Binary approximation and communication constraints

In order to construct estimators, we need to actually specify how the communication budget will be used. To do this, we translate the local estimates \( \hat{f}_{n,jh}^{(k)} \) into a binary string \( Y_{jh}^{(k)} \) that can be transmitted. Given any value \( x \in \mathbb{R} \), we can represent \( x \) in a scientific binary representation:

\[
|x| = \sum_{k=-\infty}^{\log_2 |x|} b_k 2^k
\]

for \( b_k \in \{0, 1\} \). We can approximate \( x \) using \( y \) by taking the same binary expansion up to the \((D \log_2 N)\)th binary digit, which gives

\[
|y| = \sum_{k=-D \log_2 N}^{\log_2 |x|} b_k 2^k.
\]

This process is described in Algorithm 2, which is Algorithm 1 from Szabo and van Zanten (2020b). The length of the binary string approximation given by Algorithm 2 for \( |x| \leq \sqrt{N} \) is

\[
\log_2 |x| + D \log_2 n \leq (D + 1/2) \log_2 N.
\]

Taking \( D = 1/2 \), we can approximate our estimators with error bounded by \( N^{-1/2} \) using \( \log_2 N \) bits. Therefore one machine can transmit \( B/\log_2 N \) binary approximations to coefficient estimates with each having error bounded by \( N^{-1/2} \) and satisfy the communication constraint of \( B \) bits in expectation.

The estimation algorithm for block estimators is shown in Algorithm 1. The algorithm takes as input the communication budget \( B \), the local sample size \( n \), the number of machines \( m \), and local estimators \( \hat{f}_{n,jh}^{(k)} \) for all \( j, h \) and \( k \). By estimating wavelet coefficients, the algorithm is able to construct an estimator \( \hat{f} \) for the unknown function.

In the algorithm, we transmit zero if the estimate \( |\hat{f}_{n,jh}^{(k)}| > \sqrt{N} \). This is necessary to construct estimators that satisfy the communication constraint almost surely, rather than in expectation. In practice, unless one needed to satisfy a communication constraint with probability one, there would be no need to truncate to zero.

---

**Algorithm 2** Transmitting a finite-bit approximation of a number

1: procedure TransApprox\((x)\)
2: Transmit: \( \text{sign}(x), b_{-D \lfloor \log_2 N \rfloor}, \ldots, b_{\lfloor \log_2 |x| \rfloor} \)
3: Construct: \( y = (2\text{sign}(x) - 1) \sum_{k=-D \log_2 N}^{\log_2 |x|} b_k 2^k \)
4: end procedure

Algorithm 2 for \( |x| \leq \sqrt{N} \) is \( \log_2 |x| + D \log_2 n \leq (D + 1/2) \log_2 N \). Taking \( D = 1/2 \), we can approximate our estimators with error bounded by \( N^{-1/2} \) using \( \log_2 N \) bits. Therefore one machine can transmit \( B/\log_2 N \) binary approximations to coefficient estimates with each having error bounded by \( N^{-1/2} \) and satisfy the communication constraint of \( B \) bits in expectation.