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Abstract

This paper proposes a monetary aggregate “Liquidity” that could serve as a useful indicator for gauging the appropriateness of monetary policy. If liquidity rises above a certain threshold, it is signaling that monetary policy is losing traction due to structural and other impediments even when the inflation gap remains open. This indicator supplements the financial cycle approach but adds value by providing a benchmark that is derived from the national account, and not based on its own trend. Over the last two decades, each time this measure rose above the threshold range, it was followed by a decline in GDP growth. The latter was greater when accompanied by a high physical asset value to GDP, e.g., an elevated property market.
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I. Introduction

The role of monetary aggregates in formulating monetary policy has been substantially reduced over the last two decades (Han and Lee 2012). The departure from monetary aggregates was in large part inevitable as financial innovation rendered traditional monetary measures somewhat irrelevant as policy instruments and targets. Instead, monetary authorities have focused directly on targeting inflation as is well documented in Haldane (1995). Relying critically on the Phillips curve, the gap between actual and targeted inflation is seen as containing adequate information on the output gap which, monetary authorities thought, could be closed by choosing the right level of the policy rate.

Recent experience has shown, however, that inflation remains subdued even though the output gap was closed and turned positive in some cases. Reasons why the relationship embedded in the Phillips curve have weakened vary, including the large influx of cheap labor into the global market in tandem with the expanding global value chain as well as technological innovation. Such supply side expansion was matched by exuberant demand, financed in large part by leverage. Absent from borrowing, household income has remained relatively subdued as the benefit of the economic expansion was skewed towards corporate profit. The complexity of the current situation has invited various interpretations, including the consequence of a global savings glut (Bernanke), the drag from overleverage and debt overhang (Rogoff), secular stagnation (Summers), and income inequality (OECD and G20).

Irrespective of how this episode is depicted, monetary policy stance appears to have relied too narrowly on estimated inflation and output gaps while not paying enough attention to the buildup of side effects and global factors that affect individual countries’ inflation. This neglect culminated in financial instability and negative economic shocks. As highlighted in financial cycle literature (e.g. Borio 2014), inflation by itself does not contain sufficient information to assess whether output is at or above its potential. Financial cycle peaks, defined as a combination of credit and property price to GDP, are followed by abrupt adjustments in financial markets and deeper business cycle recessions. Thus “sustainability” in the sense of growth without side effects (i.e., financial imbalance) gained more attention. In this vein, Drehmann et al. (2012) suggest that the output gap should be adjusted by the credit gap to ensure policy response promotes sustainable growth.

This paper argues that monetary aggregate is still a very important indicator in
assessing the adequacy of monetary policy stance and financial condition. To this end, a monetary aggregate termed liquidity (L) is proposed, which is defined as “total financial liabilities held by the nonfinancial sector” inclusive of equity. L complements the financial cycle approach but adds value in that it has a threshold range tied to economic fundamentals, namely the repayment capacity. Thus, this measure does not rely on gaps obtained from its own trend like in the financial cycle approach, but on identities in the national account balance sheet. We also introduce a parallel concept on the real side, H, which measures total capital stock underlying productive capacity of an economy.

The remainder of this paper is organized as follows. Related literature is briefly discussed in Section 2. We define liquidity and show how it is derived from the national balance sheet in Section 3 and how it is related to the value of physical capital stock. In Section 4, we compare our set of indicators, which are L and its associated indicator, H with the credit gap. These indicators are then evaluated on their performance in predicting crises. Concluding remarks follow in Section 5.

II. Literature Review

Schularick and Taylor (2012) argue that we have been living in the age of credit since the World War II in which the gap between money and credit has increased due to the changes in the macroeconomics environment and financial policies. Because of the crucial role of credit, policy makers need to focus on the private sector credit-to-GDP gap, which is measured by the percentage point or percentage deviation from an ex-ante (one-sided), recursive Hodrick-Prescott trend (Borio and Drehmann 2009). While useful, it entails a weakness that the gap disappears if credit to GDP growth persists for a long time, and has no upper bound.

A number of papers argue that the financial cycle should be taken into consideration when formulating monetary policy. Ma and Zhang (2016) found evidence that financial cycles have a significant impact on business cycles, and that negative shocks to the financial cycle are the main driving force for a recession especially when financial instability is high. They suggest the finance-augmented Taylor rule, which adds financial factors to the traditional Taylor rule. This finance-augmented Taylor rule would stabilized the business cycle as well as the financial cycle. Borio (2014) also emphasizes the importance of the financial cycle to
understand macroeconomic fluctuations. If the financial component is included as one of the considerations in monetary policy decision-making, economic fluctuations can be somewhat eased.

The arguments made by Juselius et al. (2016) are in line with Ma and Zhang (2016) and Borio (2014). Juselius et al. (2016) argue that financial factors play an important role in influencing medium-term economic fluctuations. Once the financial cycle is taken into consideration, the natural rate of interest rises so that US policy rates are systematically lower relative to the natural rate, the benchmark for the policy rate. Given that monetary policy has a long-lasting impact on output and real interest rates, financial cycle augmented monetary policies can dampen shocks and lead to higher long-term output growth.

Drehmann et al. (2012) examine the feature of the financial cycle using two methodologies: analysis of turning points and frequency-based filters. The financial cycle is defined as a medium-term component of fluctuations in the credit and asset price, and this financial cycle is an evidence closely related to financial market integration and changes in monetary policy. This finding is different from the traditional indicator, credit-to-GDP gap, which reflects a high frequency cyclical component.

Han and Lee (2012) suggest a notional level of optimal liquidity above which asset price increases faster than the GDP deflator. The excess liquidity creates a gap between the face value and the real purchasing value of financial assets, which in turn widens the income disparity between those with capital and those living on salaries. This eventually leads to an abrupt adjustment of financial assets with repercussions on the real sector. We further develop their theoretical framework and provide empirical support in this paper.

III. A New Set of Indicators

A. Definition of Liquidity and Physical Capital

For the purposes of this paper we define liquidity (L) as the sum of all financial liabilities that an economy holds, but excluding the financial sector to avoid double counting. This definition of L enables us to derive policy implications on the optimal level of liquidity that is sustainable in an economy.

The proposed concept of L is founded on a simple principle, namely that a creditor will lend only as much as the capacity of the debtor’s repayment. This principle should also
hold for the whole economy. Therefore, an economy’s liquidity cannot exceed its productive capacity \( Y_{pc} \) indefinitely. \( Y_{pc} \) in turn can be measured as the net present discounted value of the expected income stream.

\[ Y_{pc} \]

L is different from the traditional monetary indicators (M1, M2, etc.) which are based on the traditional transactional, precautionary, and speculative motives. L is linked to the expected income stream which is a core part of economic fundamentals. The optimal level, or more accurately the threshold level of L can be estimated by examining the impact of changes in L on \( Y_{pc} \)

Table 1 shows how L can be defined from the national balance sheet. Financial liabilities are divided into credit and equity. We define L as a concept that includes both. This is because equity has the same economic meaning as credit at the national level in the sense that it entails financial claims in the form of expected income streams. Equity is different from credit only to the extent that in the case of equity, the lender has ownership on the capital stock that is used to generate returns.

This brings us to the next indicator, H, which is a measure of total capital stock (tangible assets such as facilities and buildings). \( Y_{pc} \) in principle should reflect also productivity and labor which we exclude from our analysis. Inclusion should provide a more refined result but would not change the main thrust of this paper.

Table 1. National Balance Sheet and Productive Capacity

| Assets | Liabilities (L) | Physical Capital (H) | NPV of Income Streams (\( Y_{pc} \)) |
|--------|-----------------|----------------------|-------------------------------------|
| Financial assets | Financial liabilities | Value of capital stock incl. productivity (property and other capital) | \( Y_{pc} = \sum \frac{y \cdot P_y}{(1+\delta)^n} = Af(H,N) \) |
| Non-financial assets | Credit (C) | | (\( y \): Real GDP) |
| | Equity (E) | | (\( P_y \): GDP deflator) |

\[ 2 \text{ The threshold of L/Y could rise in case of countries undergoing monetization and if due to precautionary motive individuals decides to hold both large financial assets and liabilities.} \]
B. Economic Implications on L, H, and \( Y_{pc} \)

Liquidity (L), credit (C), equity (E), productive capacity (\( Y_{pc} \)), and physical capital (H) can be expressed as Equation (1).

\[
L = C + E \approx Y_{pc} = f(H)
\]  

(1)

The transmission of credit to the real economy can be described as shown in Figure 1 below.

**Figure 1. Transmission Channel of L**

An increase in credit can be used for (I) the purchase of financial equities or (II) for investment in capital stock. In the case of (I), if the amount is used for investment in capital stock (case a), then \( Y_{pc} \) will rise. If not, the additional amount will be accommodated by an increase in stock prices (case b). If unchecked, this could lead to a stock market bubble. In the case of (II), if the amount is invested in productive capital, then \( Y_{pc} \) will rise (case c). Here productive capital is defined as the part of the physical assets that are used to expand production capacity linked to actual demand. Corollary, the nonproductive capital is the part of assets that are not used to increase output, e.g., constructed housing not occupied, or new machines that are standing idle due to demand shifts. If the demand for nonproductive capital exceed supply, then prices will rise, e.g., a housing bubble (case d). This is summarized in Table 2.
Table 2. \(L/Y_{pc}\) and \(H/Y_{pc}\) Depending on Transmission Channel of L

| Case | \(L_{pc}\) | \(H_{pc}\) | \(L/Y_{pc}\) | \(H/Y_{pc}\) |
|------|-----------|-----------|--------------|--------------|
| (I)  | a         | +         | +            | +            | -            | -            |
|      | b         | +         | +            | +            | -            | -            |
| (II) | c         | +         | +            | +            | -            | -            |
|      | d         | +         | +            | +            | +            | +            |

The combination of \(L/Y_{pc}\) and \(H/Y_{pc}\) provides useful information. If an increase in \(L\) is accompanied by an increase in productive physical capital, i.e. productive capacity, \(Y_{pc}\) will increase as \(H\) increases. Therefore, \(L/Y_{pc}\) and \(H/Y_{pc}\) do not undergo changes. Thus, as long as \(Y_{pc}\) increases along with \(L\) and \(H\), the likelihood of build-up of financial imbalance is low. If \(L/Y_{pc}\) rises, but not \(H/Y_{pc}\), an adjustment of \(L\) will take place at some point. If the increase in \(L\) is associated with speculation on a specific physical capital, \(L/Y_{pc}\) and \(H/Y_{pc}\) will rise at the same time. In this case, the financial market will adjust at some point in time, having a larger negative impact on the real economy. Obviously, if GDP deflator adjusts to ensure \(L/Y_{pc}\) is stable, the \(L\) or \(H\) do not have to decline to restore stability.

C. \(L/Y\) and \(H/Y\) for OECD Countries

We review the 12 OECD countries where data on the financial liabilities and physical capital is available for our analysis. These countries are Australia, Austria, Belgium, Canada, France, Germany, Greece, Japan, Netherlands, Sweden, UK, and US. First, \(L\) is calculated as financial liabilities held by the non-financial sector as mentioned above. We have chosen to use the trend of nominal GDP(\(Y\)) as a proxy variable for \(Y_{pc}\). The reason for using trend of GDP instead of GDP is to address GDP’s volatility. Finally, in the case of \(H\), the actual capital stock data of each country are used.

Figure 2 shows that \(L/Y\) of the OECD countries is trending upwards. It rose from 3.1 times to 4.5 times of GDP during 1995-2015. The difference of \(L/Y\) from one country to another reflects the specific economic situation in each country.\(^3\) \(L/Y\) in most OECD countries increased sharply around the year 2000, in the mid-2000s, and after 2013.

\(^3\) \(L/Y\) is affected by financial development, capital account openness, manufacturing vs services sector weights, population density and country specific preferences.
Figure 2. L/Y for 12 OECD Countries

(a) Eurozone countries

(b) Other countries

Source: OECD, author’s calculation
All 12 countries’ L/Y exhibit mean reversion around a rising time trend. This is counter to the claim that L should be stable relative to GDP. The reason, which is more fully discussed in the Appendix, is due to financial globalization. The mutual spillovers of countries’ monetary expansion, essentially driven by the US as being the global financial center, is contributing to the rising trend of L/Y. To the extent that lenders in a country will ensure (with a lag) that total lending is equal to the sum of expected income stream, this enforcement function is undermined by the increasing share of nonresident lenders. The latter are not as fully integrated into domestic financial market as resident lenders mostly due to physical distance and information asymmetry. Therefore, as L/Y continues to rise due to globalization, domestic lenders exercise prudence only over the amount they lend, leaving a gray area for the amount lent by nonresidents. Thus, only when we adjust for the spillover from foreign countries do we get stable L/Ys. Even then, the mean reversion is still adequate in capturing vulnerability in financial system as will be explained below.

Within the two components of L, equity-to-GDP shows greater volatility (Figure 3) than Credit-to-GDP. Equity-to-GDP peaked three times since the mid-1990s, once prior to the dotcom crisis, then prior to the global financial crisis, and still rising now even exceeding the previous peaks. Credit-to-GDP has picked up speed since the first half of 2000s (Figure 4), as already explained above, due to globalization, and facilitated by quantitative easing in major financial centers. Currently, stock market overheating and the high credit to GDP ratio in major economies is a major risk to the global financial market.

---

4 See Davis and van Wincoop(2017) For positive correlation between inflows and outflows, and financial globalization.
5 If L/Y would have been stable in the US, the magnitude of the spillover to other countries would also have been smaller or insignificant as this would have limited the scope of outflows from non-US countries.
Figure 3. Equity-to-GDP Ratio for 12 OECD Countries

(a) Eurozone countries

(b) Other countries

Source: OECD, author's calculation
Figure 4. Credit-to-GDP Ratio for 12 OECD Countries

(a) Eurozone countries

(b) Other countries

Source: OECD, author’s calculation
On the other hand, H/Y is somewhat more stable than L/Y (Figure 5). Yet, we see in most non-Eurozone countries a similar pattern of H/Y as credit to GDP ratio. This suggests that investment in physical capital that is not being converted to productive stock continues to pile up.

Figure 5. H/Y for 12 OECD Countries

(a) Eurozone countries

(b) Other countries

Source: OECD, author’s calculation
D. Implications from Monetary Policy Perspective

The transmission channel through which monetary policy affects inflation can be divided into three stages. First, the policy rate has an impact on the financial market, i.e. L. Secondly, the financial market affects the real economy (H and Y). In the last stage, the real economy, i.e., the output gap affects inflation. If L/Y or H/Y rises due to an accommodative monetary policy well above the threshold level, monetary policy is likely not effective (lacking traction), and only the negative side effects will widen, i.e., the second stage of the transmission is not working. If L/Y and H/Y are broadly stable in response to an increase in L and H but with no notable impact on inflation, the third step of the transmission from output gap to inflation is not effective, i.e., a flat Philips curve.

In assessing the appropriateness of monetary policy, it is critical to understand the regulatory or structural impediments that might hinder proper transmission of the policy intentions to the real economy. Current structural challenges that impede the effectiveness of monetary policy could include, for example, the gap between actual and targeted savings despite the already high savings ratio on account of rapid aging, large liquidity, and/or debt overhang that raise expectations of higher taxes in the future, and a worsening income/wealth inequality that subjects a large part of the population to tight budget constraints.

The relative values of L, H, and Y can be used as a major inputs to monetary policy formulation. Specifically, they could supplement the use of the unobservable natural rate, inflation and output gaps. For example, a neutral interest rate is defined as a level at which it is neither inflationary nor deflationary and output is growing at its potential (Laubach and Willams 2003). However, recent studies have shown great uncertainty on whether there was a structural shift around the time of the global financial crisis. Given the model uncertainty, e.g., random walk model or structural model, studies (Luo and Startz 2014, Chan and Grant 2017), output gap estimations could be grossly off—a key indicator of estimating the neutral rate. Furthermore, some empirical studies by BIS show that inflation gaps in respective economies are influenced more by global rather than domestic factors such as the global output gap (Borio 2016).

These external factors, along with structural uncertainties suggest the need to add other indicators of financial stability to output and inflation gaps in formulating monetary policy, i.e., L/Y and H/Y. These indicators are useful for gauging the degree of financial imbalance, or equivalently an indicator that monetary policy is losing traction. Monetary
accommodation has to be scaled back even when there is still an inflation gap if the financial imbalance worsens.

**IV. Impact of Excess Liquidity and Physical Capital on GDP Growth Rates**

In section III, we show that L/Y and H/Y cannot continue to increase indefinitely and eventually has to adjust back to a level that is consistent with fundamentals. Such adjustments will accompany a decline in real GDP. In particular, the higher the L/Y and H/Y, the steeper the downturn of real GDP. In this section, we first review briefly such a relationship using the US case as an illustration, and then examine more formally whether L/Y and H/Y are useful indicators relative to other indicators, e.g., credit to GDP gap.

Figure 6 shows L/Y, H/Y, and real GDP growth rates in the US from 1995-2016. L/Y evolves around an increasing trend reflecting the cumulating excess liquidity from accommodative policies in the 2000s and subsequent quantitative easing. As already noted in the case of OECD countries, three peaks in L/Y are observed; one that is associated with the dot com bubble in 2000, the global financial crisis in 2008, and the present situation. There is only one peak for H/Y although it has remained at that elevated level since the peak, i.e., around the time of the global financial crisis. During the dot com bubble, H/Y was low compared with the level during the global financial crisis.

Two observations are noteworthy. First, as L/Y and/or H/Y revert back to the mean (or trend), it is indeed associated with a negative shock in GDP growth. Second, the negative shock is larger if both L/Y and H/Y were elevated.

---

6 We have also reviewed other major OECD countries but only report the US case here. The results are almost exactly the same as that of the US case shown here.
Figure 6. L/Y, H/Y and real GDP growth in the US

(a) L/Y, H/Y, and Real GDP Growth in the U.S.

(B) Credit/Y, Equity/Y, and Real GDP Growth in the U.S.

Source: OECD, author’s calculation

We now compare L/Y and H/Y against the credit to GDP gap indicator. We use the signal extraction method developed by Kaminsky and Reinhart (1999) to calculate the thresholds of liquidity (L) and its associated indicator, physical capital (H) for each individual country. We test whether our set of indicators are useful in forecasting economic recessions (the degree of which itself is measure of the scope of the financial imbalance preceding the recession). We compare its performance with the credit-to-GDP gap indicator.
A. Data and Methodology

Our dataset includes 12 countries\(^7\) and the sample period covers from 1995 to 2014, a 20-year annual data. Table 3 shows the summary statistics of our set of indicators, L/Y and H/Y. Mean and percentage changes in our indicators for 12 individual countries are reported as well as the mean credit-to-GDP ratio. The long-term levels of L/Y and H/Y (20-year averages) are diverse across countries though the fluctuations in those indicators are quite low over the sample period. In order to de-trend L and find stable thresholds of normalized indicators over time, we introduce the simultaneous equations model (Appendix A). We find that L/Y and H/Y are stable after excluding external liquidity spillovers from the financial center, the US.

### Table 3. Summary Statistics (Mean) of L/Y and H/Y from 1995 ~ 2014

| Country     | L/Y  | % Δ in L/Y | H/Y  | % Δ in H/Y | Credit/GDP gap |
|-------------|------|------------|------|------------|----------------|
| Australia   | 3.37 | 0.02       | 5.74 | 0.02       | 2.11           |
| Austria     | 2.70 | 0.02       | 3.73 | 0.00       | -0.30          |
| Belgium     | 3.99 | 0.02       | 2.93 | 0.00       | 7.72           |
| Canada      | 4.54 | 0.01       | 3.41 | 0.02       | 0.42           |
| France      | 3.30 | 0.03       | 5.25 | 0.03       | 3.09           |
| Germany     | 2.80 | 0.01       | 4.13 | 0.02       | -2.83          |
| Greece      | 2.64 | 0.04       | 3.06 | 0.01       | 11.83          |
| Japan       | 5.28 | 0.02       | 6.01 | -0.01      | -13.21         |
| Netherlands | 4.43 | 0.00       | 4.54 | 0.02       | -2.36          |
| Sweden      | 3.96 | 0.03       | 4.17 | 0.02       | 5.98           |
| United Kingdom | 4.02 | 0.02   | 2.34 | 0.01       | -1.40          |
| United States | 4.44 | 0.02  | 3.04 | 0.01       | 0.09           |
| Total       | 3.79 | 0.02       | 4.03 | 0.01       | 0.93           |

Note: L/Y and H/Y denote liquidity and physical capital normalized by GDP, respectively. Credit/GDP are measured as deviations from one-sided Hodrick-Prescott trends.
Source: author’s calculation

The crises are defined by the two standard deviations from the trend of the GDP (Crisis 1) or the 25% deviation from the trend of the GDP (Crisis 2).

---

\(^7\) These are the countries which have the complete set of indicators, liquidity (L) and physical capital (H).
### Table 4. Country List and Economic Crises Since 1996

| Country      | ISO | Crisis 1 | Crisis 2                        |
|--------------|-----|----------|---------------------------------|
| Australia    | AUS | 2000     | 2000, 2008, 2009, 2013, 2014    |
| Austria      | AUT | 2009     | 2001, 2002, 2003, 2009, 2013    |
| Belgium      | BEL | 2009     | 1996, 2001, 2003, 2008, 2009, 2012, 2013 |
| Canada       | CAN | 2009     | 1996, 2001, 2003, 2008, 2009    |
| France       | FRA | 2009     | 1996, 2002, 2003, 2005, 2009, 2012, 2013 |
| Germany      | DEU | 2009     | 1996, 2002, 2003, 2008, 2009, 2012, 2013 |
| Greece       | GRC | 2011, 2012 | 2005, 2008, 2009, 2010, 2011, 2012, 2013 |
| Japan        | JPN | 2009     | 1998, 1999, 2001, 2002, 2008, 2009, 2011, 2014 |
| Netherlands  | NLD | 2002, 2009 | 2002, 2003, 2009, 2012, 2013 |
| Sweden       | SWE | 2008, 2009, 2012 | 1996, 2001, 2002, 2008, 2009, 2012, 2013 |
| United Kingdom | GBR | 2009     | 2008, 2009                       |
| United States| USA | 2001, 2009 | 2001, 2002, 2008, 2009          |

Note: Crisis 1 is defined by the 2 standard deviations from the trend of the GDP. Crisis 2 is defined by the 25% deviation from the trend of the GDP.

Source: Author’s calculation

Equation (2) shows the signal extraction method where the indicators are L/Y and H/Y, which are liquidity (L) and physical capital (H) normalized by the trend of GDP (Y), respectively. The signal is turned on when both indicators are above thresholds. The signal is turned off when any one of two indicators are below the thresholds.

\[
S_t = \begin{cases} 
1 & \text{if } L/Y \geq (L/Y)^* \text{ and } H/Y \geq (H/Y)^* \\
0 & \text{otherwise}
\end{cases} \tag{2}
\]

There are two types of errors in the prediction of the crisis. It is defined by the type 1\((T_1)\) error if no signal is issued but a crisis occurs. It is defined by the type 2 error \((T_2)\) if a signal is issued but no crisis occurs. We find the thresholds of \(L/Y\) and \(H/Y\) \(((L/Y)^* \text{ and } (H/Y)^*)\) simultaneously that minimize the combination of the type 1 and 2 errors. There are three loss functions (LF) that reflect different ways of combining type 1 and 2 errors and the loss function depends on the indicators, \(L/Y\) and \(H/Y\), and the crisis \((C \ni \{\text{Crisis 1, Crisis 2}\})\).

\[
LF1(L/Y, H/Y, C) = \min_{(L/Y)^*, (H/Y)^*} \{\alpha T_1 + (1 - \alpha)T_2\} \tag{3}
\]

\[
LF2(L/Y, H/Y, C) = \min_{(L/Y)^*, (H/Y)^*} \left\{ \frac{T_2}{1 - T_1} \right\} \tag{4}
\]

\[
LF3(L/Y, H/Y, C) = \min_{(L/Y)^*, (H/Y)^*} \left\{ \frac{T_2}{1 - T_1} | (1 - T_1) \geq x \right\} \tag{5}
\]

LF1 is the loss function that minimizes the weighted average of type 1 and 2 errors,
and the weighting coefficients of type 1 error and type 2 error are $\alpha$ and $(1 - \alpha)$, respectively. As $\alpha$ increases, policy authorities become more concerned about the type 1 error. LF2 is the loss function that minimizes a noise-to-signal ratio defined by $type \ 2 \ error / \{1 - type \ 1 \ error\}$. LF 3 is also the loss function that minimizes the noise-to-signal ratio, but it is given that the minimum predicted probabilities are at least 60% or 75%.

### B. Thresholds of Indicators and Its Performance

Given our set of indicators, we can obtain the thresholds of L/Y and H/Y for each country with different loss functions, parameters ($\alpha$ and $x$), and definition of the crisis (Crisis 1 and Crisis 2). In order to compare the performance of our set of indicators in predicting the crisis, we take the averages of the indicators across 12 countries in our dataset and then compare those with the conventional indicator, credit gaps.

Table 5 (a) shows that compared to the credit gaps, our set of indicators, L/Y and H/Y, perform well as a 1-year leading indicator predicting the crisis 1. Though we cannot say that the performance of our indicators is always dominant over that of the conventional indicators with respect to all the different $\alpha$ and $x$, it gives us a predicted probability as high as the conventional indicators with low noise-to-signal ratios (LF3). Similar performances can be seen in (2) where crisis 2 is used. Overall our set of indicators performs as well as the credit gap.

---

8 Terms in curly brackets represent predicted probability.
Table 5. Performance Comparison (in-sample): L/Y & H/Y vs. Credit-to-GDP Gap

(a) Thresholds, Predicted Probability, Type 1 & 2 Errors, Noise/Signal using Crisis 1

|       | LF1 |       |       | LF2 |       |       | LF3 |       |       |
|-------|-----|-------|-------|-----|-------|-------|-----|-------|-------|
|       | α = 0.1 | α = 0.25 | α = 0.5 | α = 0.75 | x ≥ 60% | x ≥ 75% |
| (L/Y)* | 4.33 | 3.91 | 3.79 | 3.79 | 3.87 | 3.79 | 3.79 |
| (H/Y)* | 4.60 | 4.42 | 4.22 | 4.22 | 4.26 | 4.22 | 4.22 |
| Predicted % | 0.21 | 0.83 | 1.00 | 1.00 | 0.89 | 1.00 | 1.00 |
| Type 1 error | 0.79 | 0.17 | 0.00 | 0.00 | 0.11 | 0.00 | 0.00 |
| Type 2 error | 0.01 | 0.16 | 0.26 | 0.26 | 0.20 | 0.26 | 0.26 |
| Noise/Signal | 0.04 | 0.18 | 0.26 | 0.26 | 0.21 | 0.26 | 0.26 |

Credit-to-GDP ratio gap

|       |       |       |       |
|-------|-------|-------|-------|
|       | (L/Y)* | 13.58 | 10.24 | 5.88 | 3.94 | 7.03 | 4.47 | 3.94 |
| Predicted % | 0.31 | 0.68 | 0.96 | 1.00 | 0.89 | 0.97 | 1.00 |
| Type 1 error | 0.69 | 0.32 | 0.04 | 0.00 | 0.11 | 0.03 | 0.00 |
| Type 2 error | 0.06 | 0.15 | 0.30 | 0.37 | 0.27 | 0.36 | 0.37 |
| Noise/Signal | 0.09 | 0.23 | 0.31 | 0.37 | 0.30 | 0.36 | 0.37 |

Note: Crisis 1 is defined by the 2 standard deviations from the trend of the GDP. (L/Y)* and (H/Y)* are the averages of thresholds of liquidity and physical capital (normalized by GDP) across countries, respectively. Predicted % = percentages of crises predicted, Type 1 error = no signal is issued and a crisis occurs, Type 2 error = a signal is issued but no crisis occurs, Noise/Signal = \( \frac{\text{type 2 error}(T_2)}{1 - \text{type 1 error}(T_1)} \).

(b) Thresholds, Predicted Probability, Type 1 & 2 Errors, Noise/Signal using Crisis 2

|       |       |       |       |
|-------|-------|-------|-------|
|       | (L/Y)* | 4.22 | 4.10 | 3.65 | 3.34 | 3.98 | 3.55 | 3.50 |
| Predicted % | 0.34 | 0.41 | 0.74 | 0.99 | 0.49 | 0.84 | 0.89 |
| Type 1 error | 0.66 | 0.59 | 0.26 | 0.01 | 0.51 | 0.16 | 0.11 |
| Type 2 error | 0.01 | 0.02 | 0.24 | 0.56 | 0.08 | 0.38 | 0.42 |
| Noise/Signal | 0.02 | 0.05 | 0.32 | 0.57 | 0.17 | 0.44 | 0.47 |

Credit-to-GDP ratio gap

|       |       |       |       |
|-------|-------|-------|-------|
|       | (L/Y)* | 13.24 | 11.65 | 2.23 | -3.49 | 10.94 | 0.02 | -2.21 |
| Predicted % | 0.22 | 0.30 | 0.75 | 0.99 | 0.31 | 0.83 | 0.94 |
| Type 1 error | 0.78 | 0.70 | 0.25 | 0.01 | 0.69 | 0.17 | 0.06 |
| Type 2 error | 0.04 | 0.06 | 0.32 | 0.62 | 0.10 | 0.42 | 0.58 |
| Noise/Signal | 0.14 | 0.16 | 0.44 | 0.63 | 0.25 | 0.49 | 0.61 |

Note: Crisis 2 is defined by the 25% deviation from the trend of the GDP. (L/Y)* and (H/Y)* are the averages of thresholds of liquidity and physical capital (normalized by GDP) across countries, respectively. Predicted % = percentages of crises predicted, Type 1 error = no signal is issued and a crisis occurs, Type 2 error = a signal is issued but no crisis occurs, Noise/Signal = \( \frac{\text{type 2 error}(T_2)}{1 - \text{type 1 error}(T_1)} \).
C. Evaluation for 12 OECD Countries

Using the signal extraction method proposed by Kaminsky and Reinhart (1999), we obtained the thresholds of \( \frac{L}{Y} \) and \( \frac{H}{Y} \) i.e., \( (L/Y)^* \) and \( (H/Y)^* \) for the 12 OECD countries. We compare these thresholds to actual levels of \( \frac{L}{Y} \) and \( \frac{H}{Y} \) in 2014 to investigate whether the recently increased \( L \) and \( H \) exceed the thresholds or not. Thresholds can vary depending on the type of loss function (LF1-3), type of crisis (crisis 1 or 2), and parameter values. We set the benchmark thresholds where the loss function is LF3 which minimizes the noise-to-signal ratio with the 75% minimum prediction probability (\( x \geq 75\% \)).

Table 6 shows the actual values in 2014 and thresholds of \( \frac{L}{Y} \) and \( \frac{H}{Y} \) for each OECD country. Countries of which \( L \) and \( H \) are both above thresholds are Australia, Austria, Canada, France, Germany, Greece, Sweden, and United States. The number of countries in which the signal (\( S_t \)) is turned on is 8 out of 12 countries. Many OECD countries are placed at a dangerous level that can be accompanied by rapid adjustments with a high probability according to the indicators proposed in this paper.

| OECD Country | \( \frac{L}{Y} \) in 2014 | \( \frac{H}{Y} \) in 2014 | \( (L/Y)^* \) | \( (H/Y)^* \) | \( S_t \) |
|--------------|-----------------|-----------------|-------------|-------------|-----|
| Australia    | 3.937162        | 6.874074        | 3.12        | 4.92        | 1   |
| Austria      | 3.247009        | 3.992396        | 2.88        | 3.84        | 1   |
| Belgium      | 4.924387        | 2.963627        | 4.32        | 3.02        | 0   |
| Canada       | 5.267187        | 4.184285        | 4.46        | 3.65        | 1   |
| France       | 4.070254        | 6.299971        | 3.37        | 6.27        | 1   |
| Germany      | 2.959941        | 4.487432        | 2.76        | 4.37        | 1   |
| Greece       | 3.484384        | 3.543851        | 2.77        | 3.2         | 1   |
| Japan        | 6.504883        | 5.720743        | 4.99        | 6.04        | 0   |
| Netherlands  | 4.465267        | 4.692713        | 4.24        | 5.27        | 0   |
| Sweden       | 4.784382        | 4.906312        | 4.11        | 4.64        | 1   |
| United Kingdom| 4.864128       | 2.484426        | 4.15        | 2.58        | 0   |
| United States| 5.323817        | 3.206303        | 4.28        | 2.87        | 1   |
| **Average**  | **4.486067**    | **4.446344**    | **3.79**    | **4.22**    | **0.67** |

Note: \( \frac{L}{Y} \) and \( \frac{H}{Y} \) denote liquidity and physical capital normalized by GDP, respectively. Thresholds of \( (L/Y)^* \) and \( (H/Y)^* \) for each OECD country are taken from Appendix where LF3 and \( x \geq 75\% \).

Source: author’s calculation
V. Conclusion

Structural changes in the global economy over the last two decades have weakened the transmission mechanism of monetary policy. Lower interest rates, including a flatter yield curve through quantitative easing, have had only gradual, if not little, impact on consumption and investment. Instead, a prolonged accommodative monetary policy is creating financial imbalance. Central banks under inflation target regimes have little choice but to keep policy rates low even when it is becoming obvious that they face a flattened Phillips curve.

A monetary aggregate that can gauge financial imbalance would be useful. The BIS-proposed financial cycle is in the right direction in that it tries to incorporate financial stability concerns in shaping monetary policy. Yet the weakness of this approach is that the credit gap, a key indicator, has to rely on a benchmark which is its own trend and lacks economic rationale. A prolonged smooth credit/GDP expansion reduces and eventually eliminates the credit gap even when the ratio goes to infinity and thereby undermines the seriousness of the cumulating size of excess liquidity or financial imbalance.

The proposed L addresses this weakness by constructing a threshold, i.e., a measure with a limit based on the national balance sheet. It rests on a simple principle that a person will lend only to the extent that it expects to be repaid and ultimately a society as a whole cannot have liabilities that exceeds its capacity to meet this expected repayment obligation. Thus, if the total lending in an economy starts to exceed the total value of the discounted stream of income, the situation becomes unsustainable. Either the amount of goods and services has to increase or lending has to decline. The net present value of the expected income stream, excluding the labor share, should be equivalent to the value of productivity embedded in the capital stock, H. Equivalently, this should be equal to the value of the total physical capital in the economy.

Based on the combination of L/Y and H/Y, the global economy has again accumulated too much liquidity since the global financial crisis. In fact, the degree of financial imbalance is more severe now than before the GFC. To some extent, it was a price that had to be paid in order to avoid a severe recession that could have followed after the global financial crisis. However, the monetary policy framework that narrows the central banks’ policy focus to the inflation gap only has resulted in tilting the balance towards excessive easing perhaps not so much in the scope as much as in duration. There should thus be a tightening bias with somewhat less weight given to inflation gaps. While the reason for
the persistent inflation gap cannot yet be fully explained, the cost of the current policy, potentially a financial adjustment and a negative GDP shock, appear to outweigh the benefit of closing the inflation gap.
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Appendix

A. Foreign Liabilities for 12 OECD Country

Financial liabilities from nonresidents are rising steadily in most OECD countries (Figure A1) as a consequence of financial globalization. At the core of this process has been the rapid expansion of US$ liquidity in the global market in the form of spillover to other countries. Since outflows from the US induced similar inflows from other countries, including from emerging market economies, most countries in OECD has been experiencing rising L/Y.

We show below that the spillover from the financial center, i.e., the US, can explain a large part of this increasing trend in individual countries. We find that L/Y and H/Y are stable after excluding external liquidity spillovers from the financial center, the US. We introduce the simultaneous equations model.

In order to check on whether or not the thresholds of normalized indicators (\(L/Y^*\) and \(H/Y^*\)) are stable, we introduce the simultaneous equations model. The set of equations is given by

\[
\begin{align*}
(L/Y)_{i,t} &= \alpha_1 (H/Y)_{i,t} + \alpha_2 GDP_{i,t} + \alpha_3 \Delta GDP_{i,t} + \alpha_4 R^l_{i,t} + \alpha_5 Manu_{i,t} + \\
&\quad \alpha_6 KA_{i,t} + \alpha_7 \mu_i + \alpha_8 (L/Y)_{US,t} + \alpha_9 crisis_t + \epsilon_t^{(L/Y)} \\

(H/Y)_{i,t} &= \beta_1 GDP_{i,t} + \beta_2 \Delta GDP_{i,t} + \beta_3 R^l_{i,t} + \beta_4 Manu_{i,t} + \beta_5 INV_{i,t} + \\
&\quad \beta_6 REER_{i,t} + \beta_7 \mu_i + \beta_8 trend_t + \beta_9 crisis_t + \epsilon_t^{(H/Y)}
\end{align*}
\]

where subscript \(i\) represents country \(i\), and \(t\) denotes time \(t\). L/Y and H/Y are liquidity and physical capital normalized by GDP(Y), respectively. \(\text{GDP}_{i,t}\) is a real GDP per capita, \(\Delta \text{GDP}\) is a real GDP growth rate, \(R^l\) is a long-term interest rate (15~20-year bond yield), \(\text{Manu}\) is a manufacturing value added (% of GDP), \(\text{KA}\) is a summation of capital inflows and outflows\(^9\) divided by GDP, \(\text{INV}\) is a total investment (% of GDP), \(\text{REER}\)

\(^9\) Capital flows include portfolio investment(debt and equity) and direct investment.
is a real effective exchange rate, \( \mu_i \) is a country fixed-effect, \( \text{trend}_i \) is a time trend, \( \text{crisis}_t \) is Reinhart-Rogoff (RR) financial crises (banking, currency, domestic and external default or restructuring, and inflation)\(^{10}\), and \( (L/Y)_{US,t} \) is L/Y for the US, which is included to control for the common trend in Equation (1). The regression result is given by Table A2.

**Table A2: Regression Result of Simultaneous Equations Model**

| Dependent Variable: \((L/Y)_{it}\) | \((H/Y)_{it}\) | \(GDPPC_{it}\) | \(\Delta GDP_{it}\) | \(R^i_t\) | \(Manu_{it}\) | \(KA_{it}\) | \(\text{Country FE}\) | \(\text{Trend}\) | \(\text{RR Crisis}\) | \(GFC\) | \(\text{Observations}\) | \(\text{R-squared}\) |
|-----------------------------------|----------------|---------------|----------------|----------|------------|----------|----------------|------------|----------------|-------|----------------|---------------|
|                                   | (1) 3SLS       | (2) 3SLS      | (3) GMM        | (4) GMM  |            |          |               |            |                |       |                |               |
| Methods                           | 0.160**        | 0.142*        | 0.149*         | 0.142*   |            |          |               |            |                |       |                |               |
|                                   | (0.0795)       | (0.0808)      | (0.0851)       | (0.0795) |            |          |               |            |                |       |                |               |
| \(GDPPC_{it}\)                   | 2.80e-06       | -1.09e-05     | 6.03e-06       | -8.88e-06|            |          |               |            |                |       |                |               |
|                                   | (1.24e-05)     | (1.11e-05)    | (1.40e-05)     | (1.29e-05)|            |          |               |            |                |       |                |               |
| \(\Delta GDP_{it}\)              | -0.00617       | 0.00655       | -0.0137        | 0.00385  |            |          |               |            |                |       |                |               |
|                                   | (0.00953)      | (0.0100)      | (0.0126)       | (0.0117) |            |          |               |            |                |       |                |               |
| \(R^i_t\)                        | -0.0244        | 0.00576       | -0.0356        | 0.00303  |            |          |               |            |                |       |                |               |
|                                   | (0.0203)       | (0.0107)      | (0.0235)       | (0.0107) |            |          |               |            |                |       |                |               |
| \(Manu_{it}\)                    | -0.0523***     | -0.0923***    | -0.0490***     | -0.0951***|            |          |               |            |                |       |                |               |
|                                   | (0.0177)       | (0.0148)      | (0.0217)       | (0.0171) |            |          |               |            |                |       |                |               |
| \(KA_{it}\)                      | -0.0925***     | -0.0795***    | -0.112***      | -0.0907***|            |          |               |            |                |       |                |               |
|                                   | (0.0149)       | (0.0104)      | (0.0137)       | (0.0103) |            |          |               |            |                |       |                |               |

Note: Three-stage least squares (3SLS) and two-step GMM are implemented respectively. For the GMM results, robust standard errors are reported in parentheses. *, **, and *** indicate significance at the 10, 5, and 1-percent levels, respectively.

Given the coefficient estimated in Table A2, we obtain fitted values of L/Y. After excluding external liquidity spillovers, which is \( (L/Y)_{US,t} \) from the fitted values of L/Y, we find that L/Y and H/Y are stable. (Figure A1).

This raises the question as to why L/Y should rise if this measure is tied to economic fundamental, namely the repayment capacity in each country. Another way of posing the same question is as to why domestic market forces do not ensure that L/Y is stable, or return to its stable rate after deviation.

\(^{10}\) http://www.carmenreinhart.com/data/browse-by-topic/topics/7/
The simple response is that this may be because source countries have incomplete information about the indebted counties, so they may be providing credit exceeding the production capacity of the recipient countries. The other side of the coin is that the lenders in each country are concerned on whether they will be repaid, but not fully factoring in obligation to nonresidents.

Consider country A and B below. The nonfinancial sector in country A holds financial assets in other countries as shown in Table A1. Investors may not have full information on country B to ensure that total financial claims in Country B, i.e., \( b+b' \) is equal to country B’s productive capacity. The larger the \( b' \), the more likely it is that financial claims in country B exceed its productive capacity.

| Financial liabilities in country A | Control over volume | No control over volume | Financial liabilities in country B | Control over volume | No control over volume | Total liabilities by country |
|-----------------------------------|---------------------|------------------------|-----------------------------------|---------------------|------------------------|-----------------------------|
| Nonfinancial sector in country A  | a                   |                        | Nonfinancial sector in country B  | a'                  |                        | a+a'                        |
| Financial liabilities in country B|                     | b                      |                                   | b'                  |                        | b+b'                        |
| Total holding by assets           | a + b               |                        |                                   | a'+b'               |                        |                             |

Table A1. Thresholds of L/Y and H/Y for 12 OECD Countries
## B. Thresholds for Each OECD Country

### Table A3. Thresholds of L/Y and H/Y for 12 OECD Countries

(a) Thresholds of L/Y and H/Y using Crisis 1

| Loss Function | AUS | AUT | BEL | CAN | FRA | DEU | GRC | JPN | NLD | SWE | GBR | USA |
|---------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| \(\alpha = 0.1\) |     |     |     |     |     |     |     |     |     |     |     |     |
| (L/Y)         | 3.94 | 3.25 | 5.07 | 5.27 | 4.07 | 3.01 | 3.48 | 4.99 | 4.61 | 4.78 | 4.15 | 5.32 |
| (H/Y)         | 6.87 | 3.99 | 3.20 | 4.18 | 6.72 | 4.49 | 3.54 | 6.04 | 5.27 | 4.91 | 2.58 | 3.36 |
| Predicted %   | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 1.00 | 0.50 | 0.00 | 1.00 | 0.00 | 0.00 | 0.00 |
| Type 1 error  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 0.50 | 0.00 | 1.00 | 0.00 | 0.00 | 0.00 |
| Type 2 error  | 0.00 | 0.00 | 0.05 | 0.00 | 0.00 | 0.00 | 0.11 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| Noise/Signal  | NaN | NaN | Inf | NaN | NaN | NaN | NaN | NaN | NaN | NaN | NaN | NaN |
| \(\alpha = 0.25\) |     |     |     |     |     |     |     |     |     |     |     |     |
| (L/Y)         | 3.94 | 2.88 | 4.32 | 4.46 | 3.37 | 2.76 | 2.77 | 4.99 | 4.61 | 4.11 | 4.15 | 4.50 |
| (H/Y)         | 6.87 | 3.84 | 3.02 | 3.65 | 6.27 | 4.37 | 3.20 | 6.04 | 5.27 | 4.64 | 2.58 | 3.33 |
| Predicted %   | 0.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 0.50 | 1.00 | 1.00 | 0.00 | 0.00 |
| Type 1 error  | 1.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| Type 2 error  | 0.00 | 0.26 | 0.26 | 0.26 | 0.32 | 0.16 | 0.12 | 0.11 | 0.00 | 0.24 | 0.00 | 0.06 |
| Noise/Signal  | NaN | 0.26 | 0.26 | 0.26 | 0.32 | 0.16 | 0.22 | 0.11 | 0.00 | 0.24 | 0.00 | 0.11 |
| \(\alpha = 0.5\) |     |     |     |     |     |     |     |     |     |     |     |     |
| (L/Y)         | 3.12 | 2.88 | 4.32 | 4.46 | 3.37 | 2.76 | 2.77 | 4.99 | 4.24 | 4.11 | 4.15 | 4.28 |
| (H/Y)         | 4.92 | 3.84 | 3.02 | 3.65 | 6.27 | 4.37 | 3.20 | 6.04 | 5.27 | 4.64 | 2.58 | 2.87 |
| Predicted %   | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 0.00 | 0.00 |
| Type 1 error  | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| Type 2 error  | 0.53 | 0.26 | 0.26 | 0.26 | 0.32 | 0.16 | 0.12 | 0.11 | 0.22 | 0.24 | 0.00 | 0.50 |
| Noise/Signal  | 0.53 | 0.26 | 0.26 | 0.26 | 0.32 | 0.16 | 0.12 | 0.11 | 0.22 | 0.24 | 0.00 | 0.50 |
| \(\alpha = 0.75\) |     |     |     |     |     |     |     |     |     |     |     |     |
| (L/Y)         | 3.12 | 2.88 | 4.32 | 4.46 | 3.37 | 2.76 | 2.77 | 4.99 | 4.24 | 4.11 | 4.15 | 4.28 |
| (H/Y)         | 4.92 | 3.84 | 3.02 | 3.65 | 6.27 | 4.37 | 3.20 | 6.04 | 5.27 | 4.64 | 2.58 | 2.87 |
| Predicted %   | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 0.00 | 0.00 |
| Type 1 error  | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| Type 2 error  | 0.53 | 0.26 | 0.26 | 0.26 | 0.32 | 0.16 | 0.12 | 0.11 | 0.22 | 0.24 | 0.00 | 0.50 |
| Noise/Signal  | 0.53 | 0.26 | 0.26 | 0.26 | 0.32 | 0.16 | 0.12 | 0.11 | 0.22 | 0.24 | 0.00 | 0.50 |

**Note:** Crisis 1 is defined by the 2 standard deviations from the trend of the GDP. Predicted % = percentages of crises predicted, Type 1 error = no signal is issued and a crisis occurs, Type 2 error = a signal is issued but no crisis occurs, Noise/Signal = \(type 2 \text{ error}(T_2)/(1 - type 1 \text{ error}(T_1))\).
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(b) Thresholds of L/Y and H/Y using Crisis 2

| Loss Function | AUS | AUT | BEL | CAN | FRA | DEU | GRC | JPN | NLD | SWE | GBR | USA |
|---------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| (L/Y)^{α}     | 3.89| 3.15| 4.78| 5.27| 3.70| 3.01| 2.77| 6.06| 4.61| 4.78| 4.15| 4.50|
| (H/Y)^{α}     | 6.32| 3.95| 3.18| 4.18| 6.59| 4.49| 3.06| 5.67| 5.27| 4.91| 2.49| 3.33|

Predicted %

| α = 0.1       | 0.33| 0.33| 0.29| 0.00| 0.43| 0.00| 0.86| 0.13| 0.20| 0.00| 1.00| 0.50|

Type 1 error

| α = 0.25      | 0.67| 0.67| 0.71| 1.00| 0.57| 1.00| 0.14| 0.88| 0.80| 1.00| 0.00| 0.50|

Type 2 error

| α = 0.5       | 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.08| 0.00| 0.00| 0.00| 0.00| 0.00|

Noise/Signal

| α = 0.75      | 0.00| 0.00| 0.00| NaN | 0.00| 0.18| 0.09| 0.17| 0.00| NaN | 0.06| 0.00|

 LF1

| (L/Y)^{α}     | 3.12| 2.45| 3.27| 4.46| 3.70| 2.76| 2.77| 4.72| 4.24| 3.61| 4.15| 4.50|
| (H/Y)^{α}     | 4.92| 3.57| 2.90| 3.56| 6.59| 4.37| 3.06| 5.98| 5.01| 3.70| 2.49| 3.33|

Predicted %

| α = 0.1       | 1.00| 1.00| 0.71| 0.40| 0.43| 0.43| 0.86| 0.75| 1.00| 0.86| 1.00| 0.50|

Type 1 error

| α = 0.25      | 0.00| 0.00| 0.29| 0.60| 0.57| 0.57| 0.14| 0.25| 0.00| 0.14| 0.00| 0.50|

Type 2 error

| α = 0.5       | 0.47| 0.57| 0.23| 0.33| 0.00| 0.08| 0.08| 0.25| 0.40| 0.46| 0.06| 0.00|

Noise/Signal

| α = 0.75      | 0.47| 0.57| 0.32| 0.83| 0.00| 0.18| 0.09| 0.33| 0.40| 0.54| 0.06| 0.00|

 LF2

| (L/Y)^{α}     | 3.12| 2.45| 3.27| 4.04| 2.26| 2.34| 2.48| 4.72| 4.24| 2.94| 4.15| 4.10|
| (H/Y)^{α}     | 4.92| 3.57| 2.83| 3.06| 3.62| 3.35| 2.85| 5.67| 5.01| 3.39| 2.49| 2.87|

Predicted %

| α = 0.1       | 1.00| 1.00| 0.86| 1.00| 1.00| 1.00| 1.00| 1.00| 1.00| 0.86| 1.00| 1.00|

Type 1 error

| α = 0.25      | 0.00| 0.00| 0.14| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00| 0.00|

Type 2 error

| α = 0.5       | 0.47| 0.57| 0.46| 0.93| 0.69| 0.69| 0.23| 0.83| 0.40| 0.85| 0.06| 0.56|

Noise/Signal

| α = 0.75      | 0.47| 0.57| 0.54| 0.93| 0.69| 0.69| 0.23| 0.83| 0.40| 0.85| 0.06| 0.56|

 LF3

| (L/Y)^{α}     | 3.51| 2.45| 3.27| 4.04| 2.88| 2.67| 2.77| 4.72| 4.26| 3.74| 4.15| 4.10|
| (H/Y)^{α}     | 6.23| 3.62| 2.90| 3.06| 4.17| 4.25| 3.06| 5.98| 5.01| 3.70| 2.49| 2.87|

Predicted %

| α ≥ 60%       | 0.67| 0.67| 0.71| 0.60| 0.57| 0.57| 0.14| 0.50| 0.60| 0.57| 0.00| 0.50|

Type 1 error

| α ≥ 75%       | 0.00| 0.00| 0.00| 0.33| 0.00| 0.08| 0.08| 0.13| 0.15| 0.06| 0.00|

Noise/Signal

| α ≥ 60%       | 0.35| 0.51| 0.32| 0.93| 0.63| 0.63| 0.09| 0.33| 0.33| 0.54| 0.06| 0.56|

| α ≥ 75%       | 0.47| 0.43| 0.46| 0.93| 0.54| 0.54| 0.08| 0.25| 0.27| 0.38| 0.06| 0.56|

Note: Crisis 2 is defined by the 25% deviation from the trend of the GDP. Predicted % = percentages of crises predicted. Type 1 error = no signal is issued and a crisis occurs. Type 2 error = a signal is issued but no crisis occurs. Noise/Signal = type 2 error(T2)/(1 − type 1 error(T1)).
Table A4. Thresholds of Credit-to-GDP Gap for 12 OECD Countries

(a) Thresholds of Credit-to-GDP Gap using Crisis 1

| Loss Function | AUS  | AUT  | BEL  | CAN  | FRA  | DEU  | GRC  | JPN  | NLD  | SWE  | GBR  | USA  |
|---------------|------|------|------|------|------|------|------|------|------|------|------|------|
| **α = 0.1**   |      |      |      |      |      |      |      |      |      |      |      |      |
| Credit/GDPp  | 18.10| 7.20 | 18.41| 15.30| 8.37 | 8.20 | 25.60| 3.80 | 15.20| 18.47| 11.90| 12.40|
| Predicted %  | 0.00 | 0.00 | 1.00 | 0.00 | 1.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.67 | 1.00 | 0.00 |
| Type 1 error | 1.00 | 1.00 | 0.00 | 1.00 | 0.00 | 1.00 | 1.00 | 1.00 | 1.00 | 0.33 | 0.00 | 1.00 |
| Type 2 error | 0.05 | 0.05 | 0.11 | 0.05 | 0.11 | 0.05 | 0.05 | 0.06 | 0.05 | 0.06 | 0.05 | 0.06 |
| Noise/Signal | Inf  | Inf  | 0.11 | Inf  | 0.11 | Inf  | Inf  | Inf  | Inf  | Inf  | Inf  | Inf  |
| **α = 0.25**  |      |      |      |      |      |      |      |      |      |      |      |      |
| Credit/GDPp  | 18.10| 1.16 | 18.41| 4.06 | 8.37 | 8.20 | 21.37| 4.28 | 9.46 | 18.47| 11.90| 7.68 |
| Predicted %  | 0.00 | 1.00 | 1.00 | 1.00 | 1.00 | 0.00 | 0.50 | 1.00 | 0.50 | 0.67 | 1.00 | 0.50 |
| Type 1 error | 1.00 | 0.00 | 0.00 | 0.00 | 0.00 | 1.00 | 0.50 | 0.00 | 0.50 | 0.33 | 0.00 | 0.50 |
| Type 2 error | 0.05 | 0.32 | 0.11 | 0.26 | 0.11 | 0.11 | 0.05 | 0.22 | 0.26 | 0.11 | 0.06 | 0.05 |
| Noise/Signal | Inf  | 0.32 | 0.11 | 0.26 | 0.11 | Inf  | 0.44 | 0.26 | 0.22 | 0.09 | 0.05 | 0.44 |
| **α = 0.5**   |      |      |      |      |      |      |      |      |      |      |      |      |
| Credit/GDPp  | 1.72 | 1.16 | 18.41| 4.06 | 8.37 | -10.62| 13.89| -4.28| 9.46 | 12.09| 11.90| 4.34 |
| Predicted %  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| Type 1 error | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| Type 2 error | 0.53 | 0.32 | 0.11 | 0.26 | 0.11 | 0.84 | 0.50 | 0.26 | 0.11 | 0.18 | 0.05 | 0.39 |
| Noise/Signal | 0.53 | 0.32 | 0.11 | 0.26 | 0.11 | 0.84 | 0.50 | 0.26 | 0.22 | 0.18 | 0.05 | 0.39 |
| **α = 0.75**  |      |      |      |      |      |      |      |      |      |      |      |      |
| Credit/GDPp  | 1.72 | 1.16 | 18.41| 4.06 | 8.37 | -10.62| 13.89| -4.28| 9.46 | 18.47| 11.90| 4.34 |
| Predicted %  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| Type 1 error | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.50 | 0.33 | 0.00 |
| Type 2 error | 0.53 | 0.32 | 0.11 | 0.26 | 0.11 | 0.84 | 0.50 | 0.26 | 0.89 | 0.18 | 0.05 | 0.39 |
| Noise/Signal | 0.53 | 0.32 | 0.11 | 0.26 | 0.11 | 0.84 | 0.50 | 0.26 | 0.89 | 0.18 | 0.05 | 0.39 |
| **LF1**       |      |      |      |      |      |      |      |      |      |      |      |      |
| **LF2**       |      |      |      |      |      |      |      |      |      |      |      |      |
| **LF3**       |      |      |      |      |      |      |      |      |      |      |      |      |

Note: Crisis 1 is defined by the 2 standard deviations from the trend of the GDP. Predicted % = percentages of crises predicted, Type 1 error = no signal is issued and a crisis occurs, Type 2 error = a signal is issued but no crisis occurs, Noise/Signal = type 2 error/(1 - type 1 error).
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(b) Thresholds of Credit-to-GDP Gap using Crisis 2

| Loss Function | AUS  | AUT  | BEL  | CAN  | FRA  | DEU  | GRC  | JPN  | NLD  | SWE  | GBR  | USA  |
|---------------|------|------|------|------|------|------|------|------|------|------|------|------|
| \(\alpha = 0.1\) | 18.10 | 5.36 | 20.20 | 15.30 | 8.20 | 8.20 | 23.00 | 2.51 | 15.20 | 18.47 | 11.90 | 12.40 |
| Predicted % | 0.33 | 0.33 | 0.14 | 0.00 | 0.43 | 0.00 | 0.29 | 0.13 | 0.00 | 0.29 | 0.50 | 0.25 |
| Type 1 error | 0.67 | 0.67 | 0.86 | 1.00 | 0.57 | 1.00 | 0.71 | 0.88 | 1.00 | 0.71 | 0.50 | 0.75 |
| Type 2 error | 0.00 | 0.00 | 0.00 | 0.70 | 0.08 | 0.00 | 0.08 | 0.07 | 0.08 | 0.06 | 0.00 |
| Noise/Signal | 0.00 | 0.00 | 0.00 | inf  | 0.18 | inf  | 0.00 | 0.67 | inf  | 0.27 | 0.11 | 0.00 |
| \(\alpha = 0.25\) | 11.61 | 1.16 | 2.79 | 4.06 | 4.38 | -3.72 | 7.39 | -22.38 | 6.43 | 3.97 | 6.70 | 4.34 |
| Predicted % | 0.67 | 0.67 | 1.00 | 0.40 | 0.71 | 0.57 | 1.00 | 0.75 | 0.40 | 0.86 | 1.00 | 1.00 |
| Type 1 error | 0.33 | 0.33 | 0.14 | 0.00 | 0.71 | 0.00 | 0.29 | 0.13 | 0.40 | 0.57 | 0.50 | 0.25 |
| Type 2 error | 0.12 | 0.21 | 0.62 | 0.27 | 0.15 | 0.46 | 0.46 | 0.50 | 0.13 | 0.38 | 0.28 | 0.31 |
| Noise/Signal | 0.18 | 0.32 | 0.62 | 0.67 | 0.22 | 0.81 | 0.46 | 0.67 | 0.33 | 0.45 | 0.28 | 0.31 |
| \(\alpha = 0.5\) | 1.72 | -5.54 | 2.79 | -8.17 | -0.84 | -12.50 | 7.39 | -27.88 | 6.43 | 3.97 | 6.70 | 4.34 |
| Predicted % | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 0.86 | 1.00 |
| Type 1 error | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.14 | 0.00 | 0.00 |
| Type 2 error | 0.47 | 0.93 | 0.62 | 0.87 | 0.62 | 0.92 | 0.46 | 0.75 | 0.87 | 0.38 | 0.28 | 0.31 |
| Noise/Signal | 0.47 | 0.93 | 0.62 | 0.87 | 0.62 | 0.92 | 0.46 | 0.75 | 0.87 | 0.45 | 0.28 | 0.31 |
| \(\alpha = 0.75\) | 18.10 | 7.20 | 20.20 | 4.06 | 8.20 | -3.72 | 25.60 | 2.51 | 6.43 | 18.47 | 11.90 | 12.40 |
| Predicted % | 0.33 | 0.17 | 0.14 | 0.43 | 0.57 | 0.14 | 0.13 | 0.40 | 0.29 | 0.50 | 0.25 |
| Type 1 error | 0.67 | 0.83 | 0.86 | 0.60 | 0.57 | 0.43 | 0.86 | 0.88 | 0.60 | 0.71 | 0.50 | 0.75 |
| Type 2 error | 0.00 | 0.00 | 0.00 | 0.27 | 0.08 | 0.46 | 0.00 | 0.08 | 0.13 | 0.08 | 0.06 | 0.00 |
| Noise/Signal | 0.00 | 0.00 | 0.00 | 0.67 | 0.18 | 0.81 | 0.00 | 0.07 | 0.33 | 0.27 | 0.11 | 0.00 |
| LF2 | 11.61 | 1.16 | 2.79 | -2.54 | 4.38 | -12.50 | 16.49 | -22.38 | 6.43 | 3.97 | 6.70 | 4.34 |
| Predicted % | 0.67 | 0.67 | 1.00 | 0.60 | 0.71 | 1.00 | 0.71 | 0.75 | 1.00 | 0.86 | 1.00 | 1.00 |
| Type 1 error | 0.33 | 0.33 | 0.00 | 0.40 | 0.29 | 0.00 | 0.29 | 0.25 | 0.00 | 0.14 | 0.00 | 0.00 |
| Type 2 error | 0.12 | 0.21 | 0.62 | 0.47 | 0.15 | 0.92 | 0.23 | 0.50 | 0.87 | 0.38 | 0.28 | 0.31 |
| Noise/Signal | 0.18 | 0.32 | 0.62 | 0.78 | 0.22 | 0.92 | 0.32 | 0.67 | 0.87 | 0.45 | 0.28 | 0.31 |
| LF3 | 1.72 | -5.54 | 2.79 | -8.17 | 2.47 | -12.50 | 13.89 | -22.38 | 6.43 | 3.97 | 6.70 | 4.34 |
| Predicted % | 1.00 | 1.00 | 1.00 | 1.00 | 0.86 | 1.00 | 0.86 | 0.75 | 1.00 | 0.86 | 1.00 | 1.00 |
| Type 1 error | 0.00 | 0.00 | 0.00 | 0.00 | 0.14 | 0.00 | 0.14 | 0.25 | 0.00 | 0.14 | 0.00 | 0.00 |
| Type 2 error | 0.47 | 0.93 | 0.62 | 0.87 | 0.38 | 0.92 | 0.38 | 0.50 | 0.87 | 0.38 | 0.28 | 0.31 |
| Noise/Signal | 0.47 | 0.93 | 0.62 | 0.87 | 0.45 | 0.92 | 0.45 | 0.67 | 0.87 | 0.45 | 0.28 | 0.31 |

Note: Crisis 2 is defined by the 25% deviation from the trend of the GDP. Predicted % = percentages of crises predicted, Type 1 error = no signal is issued and a crisis occurs, Type 2 error = a signal is issued but no crisis occurs, Noise/Signal = \(\text{Type 2 error}(T_2)/(1 - \text{Type 1 error}(T_1))\).