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Abstract Traditional tree search algorithms supply a blueprint for modeling problem solving behaviour. A diverse spectrum of problems can be formulated in terms of tree search. Quantum computation, namely Grover’s algorithm, has aroused a great deal of interest since it allows for a quadratic speedup to be obtained in search procedures. In this work we consider the impact of incorporating classical search concepts alongside Grover’s algorithm into a hybrid quantum search system. Some of the crucial points examined include: (1) the reverberations of contemplating the use of non-constant branching factors; (2) determining the consequences of incorporating an heuristic perspective into a quantum tree search model.
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1 Introduction

The concepts of knowledge representation and the reasoning processes that support knowledge application have long been a key interest area in the field of artificial intelligence. Knowledge enables problem-solving agents to determine an appropriate action in order to better deal with complex environments. Reasoning allows an agent to perform complex decisions by employing a finite amount of knowledge [52]. One such form of reasoning consists of classical tree searching. Tree search is employed whenever decisions must be made that are based on complex knowledge. Tree search algorithms play a crucial role in many applications, e.g. production systems (please refer to [63], [59], [57], [21], [8], [50] and [49]) game playing programs [23] [38] [39] [12] and robot control systems [66] [65].

The next few section are organized as follows: Section 1.1 reviews some of the major tree search algorithms; Section 1.2 present an alternative search method based on quantum computation; Section 1.3 proposes an hybrid search system combining classical tree search algorithms alongside quantum search. Section 1.4 presents the objectives and associated problems.

1.1 Classical tree search

The simplest tree search algorithms rely on a “brute-force” approach. These methods perform an exhaustive
examination of all possible sequences of moves until goal states are reached. The search through the state space systematically checks if the current state is a goal state. If a non-goal state is discovered then the current state is expanded by applying a successor function, generating a new set of states. The choice of which state to expand is determined by a search strategy. In a great deal of occasions, an artificial intelligence application does not possess an adequate level of knowledge enabling the choice of the most promising state. Strategies that can only distinguish between between goal states and non-goal states, without being able to determine if one state is more promising than another, are referred to as uninformed search strategies. Examples of uninformed search strategies include the well known breadth first search [55], depth-first search [36], and also the iterative deepening search [69]. Uninformed strategies are only successful for small problem instances. Typically, most problems search space is characterized by an exponential growth [24]. Due to the mammoth dimensions of the search space it becomes impractical, both time- and space-wise, to perform an exhaustive examination.

Alternatively, it is possible to employ additional insights, that arise beyond the definition of the problem. The use of this information, thus the term informed search strategies, allows for solutions to be found more efficiently. Typically, informed search strategies employ an evaluation function \( f(n) \) which considers a cost function \( g(n) \) alongside a heuristic function \( h(n) \). Function \( g(n) \) can be interpreted as representing the cost to reach node \( n \) whilst \( h(n) \) represents an estimate on the cost to reach a leaf node from node \( n \). Traditionally, the node with the lowest evaluation value is selected for expansion. Examples of some of the best known informed search strategies include greedy search [58] and \( A^* \) search [33]. More recent advances on informed strategies include IDA* [46] and RBFS [47], [48]. A time complexity comparative assessment between the various algorithms is presented in Table 1.

### Table 1: Tree Search Algorithm Comparison

| Search          | Reference | Strategy      | Time           |
|-----------------|-----------|---------------|----------------|
| Breadth-first   | [55]      | Uninformed    | \( O(b^d) \)   |
| Depth-first     | [46]      | Uninformed    | \( O(b^m) \)   |
| Iterative-deepening | [69]  | Uninformed    | \( O(b^d) \)   |
| Greedy          | [58]      | Informed      | \( O(b^m) \)   |
| \( A^* \)       | [46]      | Informed      | \( O(b^m) \)   |
| IDA*            | [46]      | Informed      | \( O(b^m) \)   |
| RBFS            | [47]      | Informed      | \( O(b^m) \)   |

1.2 Quantum Search

Grover’s algorithm performs a generic search for a solution using the principles of quantum computation and mechanics [26] [27]. Suppose we wish to search through a problem’s search space of dimension \( N \). Also, consider that we are also capable of efficiently perceiving a solution to our problem. This is similar to the NP class of problems whose solutions are verifiable in polynomial time \( O(n^k) \) for some constant \( k \), where \( n \) is the size of the input to the problem [20]. Grover’s search algorithm employs quantum superposition and reversible computation in order to query many elements of the search space simultaneously.

Grover’s algorithm was experimentally demonstrated in [16]. The algorithm provides a polynomial speed-up when compared with the best-performing classical search algorithms. As previously mentioned, any such classical algorithm requires \( O(N) \) time in order to search \( N \) elements. Grover’s algorithm requires \( O(\sqrt{N}) \) time, providing a quadratic speedup, which is considerable when \( N \) is large.

1.2.1 Oracle unitary operator

In quantum computation, mathematical objects known as unitary operators are responsible for the evolution of the state of a close quantum system. This is one of the foundational principles behind quantum computation, and is also known as the evolution postulate [42]. A black box, also referred to as an oracle [60], representing a unitary operator \( U \), is employed in order to indicate, through a reverse of the associated amplitude, which of the values present in an amplitude register corresponds to the searched ones. This process can be performed by adding an additional input bit \( c \) to the original \( n \)-bit input register \( x \) and performing a XOR operation. This behaviour is illustrated in Expression 1 which employs the ket notation introduced by Paul Dirac [18] [19]. Classical reversible circuitry can also be described through such a formulation, albeit without employing the ket notation.

\[
U : |x⟩|c⟩ \mapsto |x⟩|c ⊕ g(x))
\]

Grover’s algorithm employs a process of amplitude amplification, known as Grover’s iterate, in order to amplify the amplitudes of the solutions and in the process diminish those of the non-solutions. This process is performed by setting the control register \( c \) to a specified
eigenvector, which, when combined with Grover’s iterate can be mathematically proven to perform an inversion about the mean of the amplitudes [42]. As a direct result of Grover’s iterate, the probability of an answer bearing state increases. However, the amplitude of the solution value is amplified only in a linear way. If the function \( f \) is provided as a black box, then \( O(\sqrt{N}) \) applications of the black box are necessary in order to solve the search problem with high probability for any input [60].

Traditionally, classical computation is seen as an irreversible process, a direct consequence from the use of many-to-one binary gates. A logical gate is a function \( f : \{0, 1\}^k \rightarrow \{0, 1\}^l \) from some fixed number \( k \) of input bits to some fixed number \( l \) of outputs bits [53]. A computation is said to be reversible if given the outputs we can recover the inputs [70] [71]. Mathematically, a reversible computation corresponds to the concept of a bijective function. It turns out that there is a general mechanism for converting irreversible computations into reversible ones. Each irreversible gate can be made reversible by adding some additional input and output wires [42]. This conversion introduces a certain number of inputs and outputs to each irreversible gate. It is this additional information that provides for reversible computation.

Intuitively, it should come as no surprise that an irreversible circuit can be made reversible by substituting each irreversible gate by an equivalent reversible gate [70]. By substituting each element of the circuit with its respective inverse we are able to perform the inverse operation of the original circuit. In practice, this means that if we run the reversed circuit with an output, we will obtain the originating input bit register.

Emil Post’s research into the principals of mathematical logic and description of the complete sets of truth functions [62] implied that all functions \( f : \{0, 1\}^k \rightarrow \{0, 1\}^l \) could be computed by binary circuits employing logical gates \( \lnot, \lor, \land \) and \( \land \). Since it is always possible to build a reversible version of an irreversible circuit, reversible computation can also compute all functions \( f : \{0, 1\}^k \rightarrow \{0, 1\}^l \).

### 1.2.2 Quantum superpositions

In order to gain a “quantum advantage”, Grover assembles a quantum superposition containing all possible values that should be presented as input to the unitary operator. At its core, the superposition principle simply conveys the notion that multiple quantum states exist at the same time. Let \( |\psi\rangle \) denote the \( n \)-bit input register presented to unitary operator \( U \), then \( |\psi\rangle \) takes the form illustrated in Expression 2.

\[
|\psi\rangle = \frac{1}{\sqrt{2^n}} \sum_{x=0}^{2^n-1} |x\rangle
\]  

Expression 2

Since unitary operators obey linearity principles we are now in a position to apply unitary operator \( U \) to the superposition register. In practice this process means that all values present in the superposition register are processed simultaneously. This operation is illustrated in Expression 3. Additionally, unitary operators as well as input registers can be described by matrices. Accordingly, in light of Expression 3, applying unitary operator \( U \) to input register \( |\psi\rangle \), can be understood as performing matrix multiplication \( U|\psi\rangle \).

\[
U|\psi\rangle = \frac{1}{\sqrt{2^n}} \sum_{x=0}^{2^n-1} U|x\rangle
\]  

Expression 3

### 1.3 Hybrid system

As previously mentioned, Grover’s algorithm performs a generic search by employing a unitary operator \( U \). It was designed with the purpose of searching an unstructured collection of registers. I.e. the algorithm’s purpose can be understood as looking for binary strings within a collection. Albeit, since binary strings can be used to encode mathematical abstractions, can we build upon this behaviour in order to develop a hybrid system performing classical hierarchical search using Grover’s algorithm? This hybrid approach would combine traditional tree search mechanisms with the efficiency gains promised by Grover’s algorithm.

Assume that the unitary operator \( U \) employed during Grover’s iterate is developed in such a way as to recognize potential solutions. Intuitively, it is fairly easy to see that \( U \) will need to contemplate the sequence of steps taken in each path of a tree in order to determine if it leads to a solution. However, it needs to do so by
restricting itself to a binary representation. This coding strategy serves two direct purposes, namely (i) provide a numerical basis on which the development of $U$ can be built-upon; (ii) being able to translate Grover’s output into a set of actions leading to a solution. These actions are to be interpreted as the set of decisions executed at each step of the tree search, leading from the root node to a goal state.

In order to formally introduce the coding mechanism lets start by considering the binary tree presented in Figure 1. The illustrated binary tree has a root node $A$. Also, has it is possible to see each layer of depth $d$ provides an additional $2^d$ nodes to the tree. At each node it is always possible to apply two actions, i.e. we have a branching factor $b = 2$. Each possible path leading to a leaf node can thus be perceived as a concatenation of the binary strings encoding the associated set of performed actions. Using this approach we are able to build a superposition $|\psi\rangle$ containing all the possible paths. Superposition $|\psi\rangle$ and a unitary operator $U$ can then be employed by Grover’s algorithm to determine the paths leading to solutions.

![Fig. 1: A search tree with a constant branching factor $b = 2$, depth $d = 3$ for a total of $b^d = 8$ leaf nodes.](image)

1.4 Objectives and Problems

As previously mentioned, unitary operators can be derived by transforming irreversible circuits into reversible ones. Accordingly, it is always possible to build a unitary operator $U$ which checks if a set of actions produces a solution. In this work we will not be concerned with the actual implementation details of $U$ but rather on how such a problem could potentially be approached. Additionally, we will also be interested in determining how such an hybrid system would be affected by traditional search concepts. For instance, what are the ramifications of a variable such as the branching factor? Would the system require the use of a constant branching factor? Clearly, this is not always the case for the complete set of problems that can potentially be addressed by search algorithms. When considering a non-constant branching factor, what would be the associated impacts in overall system performance? Additionally, traditional search strategies typically employ some kind of information to determine which states are more promising than others when trying to reach a goal state. Can an heuristic bounded procedure be incorporated into such an approach? If so, do we stand to gain any significant advantage?

These and other questions will be addressed in the remaining sections of this work. In Section 2 we will focus on assessing how such an hybrid system would perform from a branching factor perspective. In Section 3 we devote our efforts to researching on the impacts of incorporating heuristic concepts into the hybrid proposal. Section 4 presents and discusses the parallels, alongside the differences, between our proposal and another well-known kind of graph inspection tool, respectively the quantum random walk. We present the conclusions of this work in Section 5. With these sections we hope to lend some intuition into the advantages, and disadvantages, of quantum computation and a possible model for hybrid hierarchical quantum search. We will strive for presenting a accessible mathematical analysis of our hybrid approach which takes into account the referred objectives.

2 Branching factor ramifications

In theoretical computer science one possible way to measure a problem’s complexity consists in assessing how long a given algorithm takes to find a solution. However, time performance is dependent on a multitude of hardware related factors. Accordingly, it is often more suitable to take appropriate steps to determine the total number of items that are to be evaluated. In the case of a classical tree search this equates to the number of nodes to take into account. From a classical tree search perspective complexity is expressed in terms of $b$, the branching factor or maximum number of successors of any node; $d$, the depth of the shallowest goal node; $m$, the maximum length of any path in the state space [64]. Section 2.1 focuses on the aspects surrounding a constant branching factor. The requirements for a non-constant branching factor are presented in Section 2.2. The impact of using a non-constant branching factor is presented in Section 2.3.
### 2.1 Constant branching factor

As previously stated, our proposal for a hybrid quantum tree search system only relied on a constant branching factor \( b \). This was mostly due to simplification reasons. However, a constant branching factor requirement is not feasible when considering potential applications of search algorithms. Since, at its essence, our system can be perceived as evaluating a superposition of all possible paths up to a depth level \( d \), it is pivotal to determine the impact of a non-constant branching factor in our approach. Let’s proceed by examining a couple of examples in order to have a clear understanding of the search process.

Figure 1 illustrates a search tree where at any given node it is always possible to apply two actions (respectively labeled as \( a_0 \) and \( a_1 \)), i.e. the branching factor for this search tree is 2. Recall from Section 1.3 that we need to encode these actions in a binary fashion. In order to do so we need to determine how many bits \( n \) do we require. For an even number of actions we can simply calculate the base-2 logarithm. However, we need to take into account that an odd number of actions might be required. In this case we need to map the value into the next largest integer, which can be done through the ceiling function, i.e. \( n = \lceil \log_2 |a| \rceil \) bits, where \( |a| \) denotes the cardinality of the action set. Notice that the complete range of values allowed with \( n \) bits might not be used, i.e. \( |a| < 2^n \). From our point of view, it is the unitary operator’s responsibility to validate whether a binary string is an admissible action.

In the case of the search tree illustrated in Figure 1 which possesses a branching factor \( b = 2 \) actions we need \( \lceil \log_2 2 \rceil = 1 \) bit. Accordingly, let value 0 denote \( a_0 \) and value 1 represent \( a_1 \). The binary strings encoding the paths leading to each leaf node of the search tree illustrated in Figure 1 are presented in Table 2.

| Path to node | 1st Action | 2nd Action | 3rd Action |
|--------------|------------|------------|------------|
| H            | 0          | 0          | 0          |
| I            | 0          | 0          | 1          |
| J            | 0          | 1          | 0          |
| K            | 0          | 1          | 1          |
| L            | 1          | 0          | 0          |
| M            | 1          | 0          | 1          |
| N            | 1          | 1          | 0          |
| O            | 1          | 1          | 1          |

Table 2: Binary encoding for each possible path of the search tree illustrated in Figure 1

Suppose we wish to perform a search up to depth level \( d \). We can easily build a string of \( d \) elements, one for each possible depth, with each element requiring a binary representation using \( n \) bits. In total, our binary string will employ \( n \times d \) bits. We are also able to construct a quantum superposition \( |\psi\rangle \) encompassing all the actions to be applied up to depth level \( d \) as illustrated by Expression 4. This superposition \( |\psi\rangle \) can then be employed alongside our unitary operator \( U \) and Grover’s algorithm.

\[
|\psi\rangle = \frac{1}{\sqrt{2^n \times d}} \sum_{x=0}^{2^n \times d-1} |x\rangle
\]

### 2.2 Non-constant branching factor

Now consider the tree presented in Figure 2 with an action set \( a = \{a_0, a_1, a_2, a_3, a_4\} \). The first thing one notices is that we no longer have a constant branching factor at each node. In fact for this particular case it is convenient to distinguish between two types of branching factor, namely, the theoretical maximum branching factor \( b_{\text{max}} = |a| = 5 \), and the average branching factor of each node \( b_{\text{avg}} = 2 \), not including the leafs. In order to encode each of the possible actions we require \( n = \lceil \log_2 |a| \rceil = 3 \) bits. Let the encodings of each action be those presented in Table 3. Accordingly, the binary strings leading to each leaf node are illustrated in Table 4.

![Fig. 2: A search tree with a maximum branching factor \( b_{\text{max}} = 5 \) and an average branching factor \( b_{\text{avg}} = 2 \).](image-url)
of which with \( n \) bits. However, there is a crucial difference between both tree searches. Consider the case illustrated in Figure 2 where a search to depth level \( d = 3 \) alongside \( b_{\text{max}} = 5 \) is performed. Superposition \( |\psi\rangle \) would contain all the quantum states belonging to the range \([0, 2^d \times n - 1] = [0, 2^3 - 1] = [0, 511] \). I.e. we would be able encode 512 possible paths when in reality we would only need to encode the states presented in Table 4.\(^2\) In reality, the vast majority of the states present in the superposition would contain inadmissible configurations of actions.

It is important to draw attention to the fact that Grover’s algorithm provides a quadratic speedup \( O(\sqrt{N}) \) where \( N \) is the number of elements present in the superposition. By employing \( n = \lceil \log_2 b_{\text{max}} \rceil \) bits, when in practice \( n = \lceil \log_2 b_{\text{avg}} \rceil \) bits might have sufficed, we are extending the search space and in the process loosing some of the speedup provided by Grover’s algorithm.

Naturally, the question arises: Considering the above encoding mechanism, and a \( b_{\text{avg}} < b_{\text{max}} \) when does Grover stop providing a speedup over classical approaches?

\(^2\) An alternative approach would consist in encoding each possible state, instead of encoding in an binary fashion the sequence of actions. However, this would have a meaningful impact on the complexity and design of unitary operator \( U \) since each admissible input string would have to be mapped onto a predefined sequence of actions.

2.3 Analysis

So, how can we proceed in order to analyze the problem depicted in the previous section? As with so many other fields it is usually easier to start out with an example and extrapolate from that. Accordingly, let’s consider the following scenario: we want to perform a tree search using our hybrid quantum search system up to depth level 10; the maximum branching factor, \( b_{\text{max}} \) is 5, however on average we are only able to perform three actions, i.e. \( b_{\text{avg}} = 3 \). Does our approach still provides an advantage over classical search strategies?

In order to answer this question we need to consider the complexities of classical search algorithms. Traditionally, these methods experience some type of exponential growth in the number of leaf nodes that need to be assessed. Since the number of elements to be evaluated is a function of the branching factor \( b \) and the depth of the search \( d \) the associated complexity is typically of the form \( O(b^d) \). Clearly, in the case of our scenario we need to differentiate between the two branching factors, respectively \( b_{\text{max}} \) and \( b_{\text{avg}} \). Accordingly, if we consider \( b_{\text{max}} \) then a total of \( O(b_{\text{max}}^d) = O(5^{10}) = 9765625 \) nodes might potentially need to be evaluated. On the other hand, by employing \( b_{\text{avg}} \) a total of \( O(b_{\text{avg}}^d) = O(3^{10}) = 59049 \) nodes may be considered. These values differ by a factor of \( \approx 165 \) which is considerable when in practice it is acceptable to consider \( b_{\text{avg}} \) as the de facto branching factor.

Now let’s reflect on the number of times one would need to apply Grover’s iterate. In this case there is no distinction to be made between \( b_{\text{max}} \) and \( b_{\text{avg}} \) since we would still need to build a quantum superposition state encoding all of the \( b_{\text{max}} \) actions up to a depth level \( d \). As previously stated this would result in a total of \( n \times d = 3 \times 10 = 30 \) bits being required, where \( n = \lceil \log_2 b_{\text{max}} \rceil = 5 \). Accordingly, for the above scenario we would need to apply Grover’s iterate a total of \( O(\sqrt{N}) = O(\sqrt{2^{30}}) = 32768 \) times in order to obtain a solution. By comparing the number of states classically evaluated by using \( b_{\text{avg}} \) against the total number of iterations required by Grover’s algorithm we see that both values differ by a factor of \( \approx 1.8 \). Not surprisingly, although we still obtain a speedup over the classical approach it is severely lessened. Intuitively, it should be clear that this behaviour can be perceived in the following manner:

- As \( b_{\text{avg}} \) grows closer to \( b_{\text{max}} \) the number of times to apply Grover’s iterate will be optimal relatively to the classical approaches.

| action | \( b_0 \) | \( b_1 \) | \( b_2 \) |
|--------|--------|--------|--------|
| \( a_0 \) | 0      | 0      | 0      |
| \( a_1 \) | 0      | 0      | 1      |
| \( a_2 \) | 0      | 1      | 0      |
| \( a_3 \) | 0      | 1      | 1      |
| \( a_4 \) | 1      | 0      | 0      |

| Path to node | 1st Action | 2nd Action | 3rd Action |
|-------------|------------|------------|------------|
| G           | 000        | 000        | 000        |
| H           | 000        | 000        | 001        |
| I           | 001        | 010        | 011        |
| J           | 001        | 100        | 000        |
| K           | 001        | 100        | 001        |
| L           | 001        | 100        | 010        |
| M           | 001        | 100        | 100        |

Table 3: Binary encoding for each possible path of the search tree illustrated in Figure 2

Table 4: Binary encoding for each possible path of the search tree illustrated in Figure 1
– As $b_{avg}$ grows more distant to $b_{max}$ the number of Grover iterations to apply will be closer to $b_{avg}^d$.

From the above reasoning we are now able to successfully determine the number of times that Grover’s iterate should be applied, respectively $|G|$, as illustrated by Expression 5.

$$|G| = \sqrt{N} = \sqrt{2^{n \times d}} = \sqrt{2^{\lceil \log_2 b_{max} \rceil \times d}} = 2^{\lceil \log_2 b_{max} \rceil \times d}$$ (5)

Keep in mind that we wish to determine where the threshold lies between the number of elements of a classical search, respectively $b_{avg}^d$ and the total number of times to apply Grover’s iterate $|G|$. This process can be formulated as presented in Expression 6 which when solved results in Expression 7.

$$b_{avg}^d = |G| \iff b_{avg}^d = 2^{\lceil \log_2 b_{max} \rceil \times d} \iff b_{avg} = 2^{\lceil \log_2 b_{max} \rceil}$$ (6)

$$\implies b_{avg} = \frac{2^{\lceil \log_2 b_{max} \rceil}}{\sqrt{N}}$$ (7)

Accordingly, when $b_{avg} < 2^{\lceil \log_2 b_{max} \rceil}$ then the total number of nodes evaluated in classical search will be less than the number of times to apply Grover’s iterate, i.e. $b_{avg}^d < |G|$. Appropriately, when $b_{avg} > 2^{\lceil \log_2 b_{max} \rceil}$ then our hybrid system will yield a speedup over classical search algorithms. The plot of Expression 7, for $b_{max} \in [2, 128]$, is presented in Figure 3. The shaded area indicates those values of $b_{avg}$ that will produce better performance results over our hybrid quantum search system.

![Fig. 3: The area plot of $b_{avg} \leq 2^{\lceil \log_2 b_{max} \rceil}$ for $b_{max} \in [2, 128]$. The shaded area indicates those values of $b_{avg}$ that will produce better performance results over our hybrid quantum search system.](image)

ranges of values for $b_{max}$ where the number of iterations, $|G|$, will remain the same. Consequently, the average branching factor, $b_{avg}$, for the boundary condition presented in Expression 6 will also remain constant in those intervals. This happens despite the fact that $b_{max}$ is growing in the associated range.

Lets proceed by elaborating a bit more on each $b_{max}$ and the associated range of $b_{avg}$ values. In order to encode in a binary fashion any $b_{max}$ value we require a total of $n = \lceil \log_2 b_{max} \rceil$ bits. The use of the ceiling function effectively forces certain ranges of $b_{max}$ values to require the same number of $n$ bits. As we have seen previously, the number of Grover iterations is a function of the total number of bits required. We can see how this influences $b_{avg}$ by taking Expression 7 into account. Clearly, for those $b_{max}$ values requiring the same number of bits, the associated $b_{avg}$ values will remain the same. It is only when the required number of bits for $b_{max}$ changes that an impact will be felt regarding $b_{avg}$.

Accordingly, we are interested in studying what happens when a transition is performed from, for example, $n$ to $n+1$ bits. In this case the $b_{avg}$ value grows from $2^n$ to $2^{n+1}$ which differ by a factor of $\sqrt{2}$. Let $b_{avg}^{n+1}$ denote the average branching factor $b_{avg}$ associated with an interval requiring $n$ bits. Then, it is possible to express $b_{avg}^{n+1}$ as a function of $b_{avg}^n$. This recurrence behaviour is illustrated in Expression 8.

$$b_{avg}^{n+1} = \sqrt{2} b_{avg}^n$$ (8)

Expression 8 can be improved if we allow ourselves to leave behind the use of the ceiling function employed in
Expression 7. In doing so, we are deliberately abdicating of the ladder effect presented in Figure 3 and giving the $b_{avg}$ function a quadratic form. This new formulation is presented in Expression 9.

$$b_{avg} = 2^{\frac{\log b_{max}}{2}} = \sqrt{b_{max}}$$ (9)

Since we no longer have a “range-bounded” function, a direct mapping of Expression 8 is impossible. Instead, we can simply define a function, $b'_{avg}$, depicting the new upper-range values of $b_{avg}$, as illustrated in Expression 10. This $\sqrt{2}$-constant growth factor is depicted in Figure 4.

$$b'_avg = \sqrt{2}b_{avg} = \sqrt{2b_{max}}$$ (10)

Fig. 4: The $\sqrt{2}$-constant growth between $b'_avg$ and $b_{avg}$ superimposed on the original $b_{avg} = 2^{\frac{\log b_{max}}{2}}$ function for $b_{max} \in [2, 128]$.

3 Heuristic Perspective

Determining which action should be applied is an important part of the overall search process. In a great deal of occasions an artificial intelligence application does not possess the adequate level of knowledge allowing for full differentiation amongst the set of possible actions [61].

At any given point in time during the search process it would be useful to somehow know which action might produce a state which is closer to a goal state. Intuitively, we may describe this process as trying to determine the quality of a path of actions with an optimal solution having the lowest path cost among all solutions [64]. A key component of these systems, and many other algorithms in artificial intelligence, consists in an heuristic function $h(n)$ responsible for presenting an estimate of the distance that a given state $n$ is relatively to a goal state. Function $h(n)$ is typically employed alongside a function $g(n)$ which reflects the search cost incurred to reach state $n$. Traditionally, the conjunction of both these functions is incorporated within a single evaluation function $f(n)$ as illustrated by Expression 11.

$$f(n) = g(n) + h(n)$$ (11)

Not surprisingly, function $h(n)$ can have a number of different definitions depending on the specifics of the problem at hand. In a sense, heuristic functions are responsible for providing extra-information about how-well a search is performing. However, search procedures need not depend on the use of heuristics. Systems which do not take into consideration any kind of auxiliary information are referred to as uninformed strategies. In the case of “uninformed” search systems the choice of which action to apply is performed at random. On the other hand, “informed” strategies enable search algorithms to select an appropriate rule.

Our hybrid quantum search system model can be perceived as systematically trying to apply actions in an uninformed fashion. This operation is performed until a goal state is reached. Such behaviour resembles that of a standard blind depth-limited search process. Intuitively, the heuristic concepts incorporated into informed search strategies appear to be an adequate extension idea to our hybrid proposal. However, it remains to be seen if these concepts can be adequately mapped into our approach and if doing so provides an advantage. The remainder of this section is organized as follows: Section 3.1) considers how to incorporate the use of an heuristic the unitary operator; Section 3.2) provides an analysis of the quantum computation procedure incorporating the use of an heuristic. Section 3.3) builds on these results to present an extended quantum heuristic mechanism.

3.1 The Quantum Heuristic

As previously mentioned, at its core, our system can be perceived as evaluating a superposition of all possible paths. Expression 4 illustrated this perspective, where a quantum superposition state is composed by
an amplitude value and a multitude of sub-states, i.e. the computational basis. From a quantum mechanics perspective it is important to reinforce the idea that the mechanisms allowing quantum states of a superposition to communicate with the other states are complex and restricted in what they achieve. Those algorithms that are able to provide a meaningful speedup do so by employing, and determining, some type of global property. E.g. Grover’s algorithm is able to determine the mean amplitude $A$ of a quantum superposition and perform an inversion about the mean [26]. Also Shor’s algorithm for factoring numbers is able to efficiently determine the period of periodic quantum states [68]. Accordingly, there is no clear method to communicate between states.

This fact immediately poses a problem: traditionally, the use of heuristics is employed to choose among possible tree paths, ideally producing an optimal sequence of actions. However, with our system, we are unable to quantum mechanically perform such a comparison. Ergo, is there any way to incorporate any heuristic concepts into our hybrid approach?

From a simplified point of view, an heuristic function outputs a value estimating the distance to a goal. We can therefore opt to consider only those states whose $f$ value is below a certain threshold $T$. Notice that in doing so we are deliberately ignoring the fact that these same states may later on provide an optimal solution path. In order for the search process to incorporate the heuristic function we need to reflect it upon the unitary operator’s design. Grover’s algorithm requires that the unitary operator $U$ employed has an oracle form where the amplitudes of the solution states are flipped. Expression 12 reflects both of the previous requirements, where $|n\rangle$ represents the current node being processed and $a_i$ an action taken at depth $i$ and $f$ stands for the function evaluation of the arguments, i.e. $f(n, a_1, a_2, \cdots , a_d)$.

$$U|n\rangle|a_1 a_2 \cdots a_d\rangle = \begin{cases} -|n\rangle|a_1 a_2 \cdots a_d\rangle & \text{if } f \leq T \\ |n\rangle|a_1 a_2 \cdots a_d\rangle & \text{otherwise} \end{cases} \quad (12)$$

In a similar way as to deciding which of two possible heuristics to employ, the matter of deciding the threshold value $T$ could be left to statistical studies, or even informed intuition based on hands-on experience [61]. Take notice that in no way did we circumvent the problem of comparing multiple paths. In conclusion, we are able to incorporate some of the concepts surrounding the use of heuristics, but not all of them.

### 3.2 Interpretation

What happens when we employ a unitary operator $U$ with the form presented in Expression 12 with Grover’s algorithm? I.e. do we stand to gain anything by incorporating heuristic concepts into our hybrid search system? Section 3.2.1 illustrates how superposition $|\psi\rangle$ can be decomposed into two components. Section 3.2.2 provides a graphical illustration of the impacts of performing search up to different depth levels.

#### 3.2.1 Decomposing the superposition state

Answering this question requires extending our analysis of what happens when unitary operator $U$ is applied to superposition $|\psi\rangle$, i.e. $U|\psi\rangle$. Suppose superposition $|\psi\rangle$ takes the form illustrated in Expression 13, where $n$ represents the number of bits.

$$|\psi\rangle = \sqrt{\frac{1}{2^n}} \sum_{x=0}^{2^n-1} |x\rangle \quad (13)$$

Before advancing any further, notice that in an uniform superposition, associated with each state $|x\rangle$ there is an amplitude $\alpha \in \mathbb{C}$, which in this case is $\sqrt{\frac{1}{2^n}}$ for all states. Let $\alpha_i$ denote the amplitude associated with state $|i\rangle$. Quantum computation requires the norm of amplitudes to be unit-length, i.e. $\sum_{x=0}^{2^n-1} |\alpha_x|^2 = 1$, at all times. Not surprisingly any unitary operator must also preserve the norm.

Now note that we can decompose our initial quantum superposition $|\psi\rangle$ into two parts [42]. One part will contain all those states that are solutions, which we will respectively label as set $X_{\text{good}}$. Another part will include the non-solutions states, respectively labeled as set $X_{\text{bad}}$. Also, assume that the problem we are interested in solving contains $k$ solutions. This implies that $|X_{\text{good}}| = k$ and $|X_{\text{bad}}| = 2^n - k$. Accordingly, an uniform superposition of the states belonging to $X_{\text{good}}$ would set an equal amplitude among its $k$ elements, i.e. $\sqrt{\frac{1}{k}}$. By the same reasoning, an uniform superposition of the states in $X_{\text{bad}}$ would impose an amplitude values of $\sqrt{\frac{1}{2^n-k}}$. Accordingly, we can define the superposition states $|\psi_{\text{good}}\rangle$ and $|\psi_{\text{bad}}\rangle$, respectively presented in Expression 14 and Expression 15.

$$|\psi_{\text{good}}\rangle = \sqrt{\frac{1}{k}} \sum_{x \in X_{\text{good}}} |x\rangle$$

$$|\psi_{\text{bad}}\rangle = \sqrt{\frac{1}{2^n-k}} \sum_{x \in X_{\text{bad}}} |x\rangle$$
\[ |\psi_{\text{bad}}\rangle = \sqrt{\frac{1}{2^n} - k} \sum_{x \in X_{\text{bad}}} |x\rangle \] (15)

We are now able to express superposition \(|\psi\rangle\) in terms of the subspaces \(|\psi_{\text{good}}\rangle\) and \(|\psi_{\text{bad}}\rangle\). This process is illustrated in Expression 16 which is indispensable to the rest of our analysis.

\[ |\psi\rangle = \frac{k}{2^n} |\psi_{\text{good}}\rangle + \sqrt{\frac{2^n - k}{2^n}} |\psi_{\text{bad}}\rangle \] (16)

The requirement that the norm must be preserved at all times induces a probabilistic behaviour. Consider state \(|\psi\rangle\) whose norm is \(\sqrt{\frac{k}{2^n}}^2 + \sqrt{\frac{2^n - k}{2^n}}^2 = 1\). I.e. we have a sum of values which sum up to 1 similarly to a probability distribution. Accordingly, the probability of obtaining state \(|\psi_{\text{good}}\rangle\) is \(\sqrt{\frac{k}{2^n}}^2\) and state \(|\psi_{\text{bad}}\rangle\) is \(\sqrt{\frac{2^n - k}{2^n}}^2\). Applying Grover’s iterate effectively changes the amplitudes, maximizing the probability of obtaining a solution contained in the subspace spawned by \(|\psi_{\text{good}}\rangle\). As a result, the amplitude associated with state \(|\psi_{\text{good}}\rangle\) will increase. Since the norm of state \(|\psi\rangle\) must be preserved, employing Grover also implies that the amplitude of \(|\psi_{\text{bad}}\rangle\) will be decreased.

### 3.2.2 Heuristic Impact

In order to continue with our analysis let’s assume we possess an admissible heuristic which always eliminates candidate states with each additional level of depth. Although this is a rather optimistic strategy the heuristic’s behaviour can be viewed as ideal. We will use this best case scenario to demonstrate the system’s potential performance.

Given a sufficiently high depth level \(d\) the heuristic will have to eventually produce the exact number of solutions \(k\). Let \(k_d\) denote the number of solutions at depth level \(d\). Then, with such an heuristic we would have \(k_1 < k_2 < \cdots < k_d \leq k\). However, we can never produce fewer than \(k\) solutions, since that would violate basic assumptions about the search space of the problem.

The above process can be visualized geometrically. Notice that our initial superposition \(|\psi\rangle\) containing \(k\) solutions can be understood as vector with two components \((|\psi_{\text{good}}\rangle, |\psi_{\text{bad}}\rangle) = (\sqrt{\frac{k}{2^n}}, \sqrt{\frac{2^n - k}{2^n}})\). Therefore, we are able to map it into a two dimensional plane with axis \(|\psi_{\text{good}}\rangle\) and \(|\psi_{\text{bad}}\rangle\). This mapping process is illustrated in Figure 5. From a quantum computation perspective, this process can be best understood with the use of different states \(|\psi_{k_d}\rangle\) reflecting a search up to depth level \(d\). State \(|\psi_{k_d}\rangle\) is a simple reformulation in terms of \(k_d\) of state \(|\psi\rangle\), as presented in Expression 17.

\[ |\psi_{k_d}\rangle = \frac{k_d}{2^n} |\psi_{\text{good}}\rangle + \frac{2^n - k_d}{2^n} |\psi_{\text{bad}}\rangle \] (17)

Clearly, as the number of solutions \(k_d\) grows, to the allowable maximum of \(k\), the \(|\psi_{\text{good}}\rangle\) and \(|\psi_{\text{bad}}\rangle\) components will tend towards the values of the original state vector \(|\psi\rangle\). This behaviour is illustrated in Expression 18.

\[ \lim_{k_d \to k} \left( \sqrt{\frac{k_d}{2^n}} \sqrt{\frac{2^n - k_d}{2^n}} \right) = \left( \sqrt{\frac{k}{2^n}} \cdot \sqrt{\frac{2^n - k}{2^n}} \right) \] (18)

Not surprisingly, as the depth of the search increases the corresponding state vector \(|\psi_{k_d}\rangle\) gets closer to the original \(|\psi\rangle\), as can be perceived from Figure 5. Additionally, each state \(|\psi_{k_d}\rangle\) can be understood as forming an angle \(\theta\) whose tangent is shown in Expression 19.

\[ \tan \theta_{k_d} = \frac{\sqrt{\frac{k_d}{2^n}}}{\sqrt{\frac{2^n - k_d}{2^n}}} = \sqrt{\frac{k_d}{2^n - k_d}} \] (19)

Using this approach we can perform a comparison between the angles of different search depth levels. Let’s say we wish to compare how the search advanced between depth levels \(d_1\) and \(d_2\). We can define an operator \(\Delta \theta_{k_{d_1}, k_{d_2}}\) with the behaviour defined in Expression 20.

\[ \Delta \theta_{k_{d_1}, k_{d_2}} := \arctan \left( \frac{\sqrt{\frac{k_{d_2}}{2^n - k_{d_2}}} - \sqrt{\frac{k_{d_1}}{2^n - k_{d_1}}}}{\theta_{k_{d_1}}} \right) \] (20)

Operator \(\Delta \theta_{k_{d_1}, k_{d_2}}\) provides a mechanism for determining the operational success of adding \((d_2 - d_1)\) extra levels of depth relatively to \(d_1\). Accordingly, small \(\Delta \theta_{k_{d_1}, k_{d_2}}\) values can be understood as not contributing
in a significant manner to changing the system’s overall state. Conversely, high $\Delta \theta_{k_1,k_2}$ values reveal that the system’s state significantly shifted towards $|\psi\rangle$.

Fig. 5: The geometric interpretation of the original state vector $|\psi\rangle$ alongside different state vectors $|\psi_i\rangle$ reflecting the state attained by performing a search to depth-level $i$. Deeper searches will be closer to the original $|\psi\rangle$ state. All states are unit-length vectors.

Ultimately, we can only expect to get as far as state $|\psi\rangle$. From this point on Grover’s usual $O(\sqrt{N})$ iterations will still be required in order to perform a rotation of $|\psi\rangle$ towards $|\psi_{\text{good}}\rangle$, leaving the algorithm overall complexity unchanged.

3.3 Extending the quantum heuristic

Can the concepts of the quantum heuristic be extended in such a way as to perform some kind of useful task? In order to answer this question we will assume that the heuristic function employed has some kind of probabilistic distribution. Accordingly, we will start by reviewing some principles surrounding heuristic distributions. We will then show how to incorporate these concepts alongside our hybrid quantum search proposal.

3.3.1 Heuristic distributions

Lets assume that the heuristic function employed has a probabilistic distribution, i.e. the probability of each output value is between 0 and 1. This behaviour can be written as $0 \leq P(X = x) \leq 1$ where $X$ is a random variable representing an output event, and $x$ is a possible value of $X$. Additionally, a random variable may be either discrete or continuous depending on the values that it can assume. Random variables whose set of possible values belong to $\mathbb{Z}$ are said to be discrete. On the other hand, continuous variables map events to an uncountable set such as $\mathbb{R}$. For a discrete random variable $X$, the sum of the set containing all possible probability values is 1 as illustrated by Expression 21.

$$\sum_{i=1}^{n} P(X = x_i) = 1 \quad (21)$$

As a concrete example of a discrete heuristic we can consider the sliding block puzzle, also known as the $n$-puzzle, search problem. A sliding block puzzle challenges a player to shift pieces around on a board without lifting them to establish a certain end-configuration, as illustrated in Figure 6. This non-lifting property makes finding moves, and the paths opened up by each move important parts of solving sliding block puzzles [37]. Accordingly, we can define a heuristic function $h_1$ which simply calculates the number of misplaced tiles between a board and a target board configuration. Function $h_1$ outputs values belonging to the range $[0,9]$ and consequently can be classified as discrete. The discrete probability distribution for function $h_1$ regarding the 8-puzzle is presented in Figure 7.

Fig. 6: A sliding block puzzle example with a board of dimension $3 \times 3$, also known as the 8-puzzle.
that $X$ falls into an interval around $c$, divided by the width of the interval, as the interval width goes to zero [17]. This process is illustrated in Expression 22. Additionally, the density function must be nonnegative for all arguments and must obey the behaviour presented in Expression 23 [64].

$$P(X = c) = \lim_{dx \to 0} P(c \leq X \leq c + dx)/dx$$  \hspace{1cm} (22)

$$\int_{-\infty}^{+\infty} P(X)dx = 1$$  \hspace{1cm} (23)

As an example of a continuous heuristic function we can again consider the $n$-puzzle search problem. This time we need only to determine an heuristic function $h_2$ mapping values into a real codomain. This can be done by employing a metric such as the euclidean distance. For instance, we can define $h_2$ in such a fashion to calculate the euclidean distance for all the corresponding elements of a board and a target board configuration. I.e., $h_2 = \sum_{\text{tile}} d(l_{\text{tile}}, l'_{\text{tile}})$, where $d$ is the euclidean distance, $l_{\text{tile}}$ the location of a tile in a board configuration and $l'_{\text{tile}}$ the location of the corresponding tile in the target configuration. The probability density function for $h_2$ regarding the 8-puzzle is presented in Figure 8.

The probability that a random variable $X$ takes on a value that is less than or equal to $x$ is referred to as the cumulative distributive function $F$ which has the form shown in Expression 24.

$$F(x) = P(X \leq x)$$  \hspace{1cm} (24)

Now suppose we wish to determine when, that is for which values, the cumulative distribution function equals a certain probability $p$, i.e. $F(x) = p$. In probability theory, this mapping is known as the quantile function of a cumulative distribution function $F(x)$ and is expressed as $F^{-1}(p) = x$. Once more we need to be careful in order to differentiate between discrete and continuous random variables. In the former, there may exist gaps between values in the domain of the cumulative distribution function, accordingly $F^{-1}$ is defined as presented in Expression 27 where $\inf$ denotes the infimum operator [25].

$$F^{-1}(p) = \inf\{x \in \mathbb{R} : p \leq F(x)\}$$  \hspace{1cm} (27)

In the case of a continuous random variable obtaining a clear expression for the quantile function is not so trivial since it requires determining the inverse of an integral. Notwithstanding, it is still possible to determine such expressions, for instance, the quantile function of a normal distribution with mean $\mu$ and standard deviation $\sigma$
is illustrated in Expression 28, where erf is the Gauss error function [25].

\[ F^{-1}(p, \mu, \sigma^2) = \mu + \sqrt{2} \text{erf}^{-1}(2p-1), \quad p \in [0,1] \]  

\( (28) \)

### 3.3.2 Extended quantum heuristic

Naturally, the question arises, how can this process be combined with our hybrid quantum search approach? It turns out that when a fourth of all possible states analyzed by Grover’s algorithm are marked as solutions, i.e. \( k = \frac{1}{4}N \) then a single iteration is required in order to obtain with certainty one of the solution states [34]. Accordingly, we can try to fine tune the behaviour of our unitary operator such that it outputs a solution for a fourth of all cases. This procedure can be performed with the assistance of the quantile function concept introduced in the previous section.

Let’s say we have an heuristic function \( f : X \rightarrow Y \) and are interested in obtaining the states which are closest to a solution. Accordingly, we are interested in marking as a solution those states that produce the smallest values of codomain \( Y \). Let’s assume that the states which are closer to a goal node are those who tend to happen less times (as exemplified by Figure 7 and Figure 8). From a probabilistic point-of-view it is possible to check if the heuristic value is less than or equal to the quantile function output for a probability of 25%. This behaviour is illustrated in Expression 29, where \( f \) stands for the function evaluation of the arguments, i.e. \( f(n, a_1, a_2, \ldots, a_d) \).

\[ U|n\rangle|a_1a_2\ldots a_d\rangle = \begin{cases} 
-|n\rangle|a_1a_2\ldots a_d\rangle & \text{iff } F^{-1}(0.25) \\
|n\rangle|a_1a_2\ldots a_d\rangle & \text{otherwise}
\end{cases} \]

\( (29) \)

Ideally, by using this approach it is possible to obtain a superposition containing one fourth of the “closest” states to a goal configuration by applying a single iteration of Grover’s algorithm. Additionally, we can further expand on the results of Expression 29 in order to contemplate different sections of a probability distribution. For instance, we can choose to obtain in a single iteration of Grover’s algorithm the states which lie between heuristic values \( (F^{-1}(0.5) - F^{-1}(0.25)) \). Similarly, we could also choose to obtain the states belonging to \( (F^{-1}(0.75) - F^{-1}(0.5)) \) or \( (F^{-1}(1) - F^{-1}(0.75)) \). More generally, let \( a \) and \( b \) denote two probabilities values such that \( b - a = 0.25 \), then it is possible to determine if a given heuristic value belongs to the range \( [F^{-1}(a), F^{-1}(b)] \). This strategy for selecting 25% of the search space is presented in the unitary operator shown in Expression 30, where \( f \) stands for the function evaluation of the arguments, i.e. \( f(n, a_1, a_2, \ldots, a_d) \).

\[ U|n\rangle|a_1a_2\ldots a_d\rangle = \begin{cases} 
-|n\rangle|a_1a_2\ldots a_d\rangle & \text{iff } [F^{-1}(a), F^{-1}(b)] \\
|n\rangle|a_1a_2\ldots a_d\rangle & \text{otherwise}
\end{cases} \]

\( (30) \)

In a certain sense, employing this type of procedure allows for a kind of partial selection of the search space to be performed using a single Grover iteration. The selection is only partial because upon measurement a random collapse amongst the marked states is obtained.

### 4 Final considerations

It is important to mention that some of the graph dynamics considered in this work relate directly to the well-studied quantum random walks on graphs (for an introduction to this research area please refer to [3], [43] and [4]). Quantum random walks are the quantum equivalents of their classical counterparts (we refer the reader to [41] [72] for basic facts regarding random walks). Quantum random walks were initially approached in [2], [54], [56] and [6] in one-dimensional terms, i.e. walk on a line. The system is described in terms of a position \( n \) on the line and a direction \( d \), i.e. \( |n\rangle|d\rangle \) in the Hilbert space \( \mathcal{H} = \mathcal{H}_n \otimes \mathcal{H}_d \) where \( \mathcal{H}_n \) is the Hilbert space spanned by the basis vectors encoding the position and \( \mathcal{H}_d \) the Hilbert space spanned by the vectors of the direction. The direction register, sometimes referred to as the coin space, is initialized to a superposition of the possible direction, in the case of a walk on a line, either left or right, and the position \( n \) updated based on the direction of the walk. The choice of which superposition to apply is also a matter investigated. Surprisingly, if the system is executed for \( t \) steps it behaves rather differently than its classical random walks. Specifically, the authors found that the system spreads quadratically faster over the line than its classical equivalent.

Some of the first approaches proposing quantum random walking on graphs can be found in [22], [35], [1] and [14]. Let \( G(V, E) \) represent a d-regular graph, and let \( \mathcal{H}_V \) be the Hilbert space spanned by states \( |v\rangle \) where \( v \in V \), and \( \mathcal{H}_E \) be an Hilbert space of dimension \( d \) spanned by basis states \( |e\rangle \). Overall, the system can be described through basis states \( |v\rangle|e\rangle \) for all \( v \in V \) and \( e \in E \). The common approach is to randomly select one of the edges \( e \) adjacent to \( v \) and the update the
current position of the graph, i.e. $U|v⟩|e⟩ \rightarrow |v'⟩|e⟩$, if $e$ has edge points $v$ and $v'$. The random selection may also be performed using a $d$-dimensional coin space. Perhaps more interesting is the hitting time, i.e. the time it takes to reach a certain vertex $B$ starting from a vertex $A$. In [14] and [13] a graph example is presented where a classical random walk would take $Ω(2^d)$ steps to reach $B$, where $d$ is the depth of the graph. However, the quantum equivalent walk can reach $B$ in $O(d^2)$ computational steps, providing for an exponential speedup! Other examples of quantum random walks include how to adapt the models to perform a search [67], [4], [7], and [5].

Not surprisingly, due to the hard computational problems being asked, the vast majority of these approaches put a strong emphasis on actually determining if a node can be reached, and if so how fast. Consequently, questions about the path leading to a pre-specified node have not been properly addressed. For instance, this fact is explicitly pointed out in [13], namely: “Note that although our algorithm finds the name of the exit, it does not find a particular path from entrance to exit”. For many artificial intelligence applications the ability to answer this question is a crucial one as it provides the basis for powerful inference mechanisms capable of knowledge deduction. The ability to obtain the full path open measurement is a key feature of the search system proposed in this work. Additionally, quantum random walks incorporate previous knowledge of a graph in the form of the relationship $G(V, E)$. This kind of knowledge may not always be available from start, e.g. systems where new nodes are generated based on the information accessible to a system at any given point in time. The quantum random walk approach differs drastically from the model presented in the previous sections which focused on detailing some of the key notions supporting an hybrid quantum search system.

Additionally, our proposal incorporated classical search concepts, expressed through unitary operators alongside Grover’s quantum search algorithm. Our method relied on testing a sequence of actions in order to determine if a goal state was reached. However, other applications may not require this type of precise knowledge. For instance, we may be interested in determining the first $m$ bits of a $n$ bit solution string. Grover and Radhakrishnan were some of the first to propose a possible approach to this problem in [32]. The main motivation of their work was the following: consider a quantum search space containing a single solution is divided into $l$-blocks of equal size, suppose that we wish to determine in which of the $l$-blocks the solution is, can this process be performed with fewer queries than the original Grover algorithm? In practice, this problem reduces to the one of determining the first $m$ bits of the $n$ bit computational basis containing the solution, with $m \leq n$. The authors proceed by analysing what happens when a variation of Grover’s iterate for amplitude amplification is applied to each block. They conclude that it is indeed easier to determine the initial $m$ bits. However, the speedup obtained does not change the overall complexity. In addition, as $m$ grows closer to $n$ the computational gains obtained disappear [32].

The original work focused exclusively on finding a single block with one solution. Subsequently, a generalization method was proposed in [15] considering multiple solution states equally spread amongst a number of solution blocks. Grover-Radhakrishnan’s result was further improved in [44] when the authors developed a simple partial search algorithm targeting a large number of blocks. An additional optimization to Grover-Radhakrishnan’s work was proposed in [45] improving the lower bound on the number of oracle queries. The motivation behind partial search allows the method to sacrifice precision for speed. Analogously to the intuition behind heuristics it is possible to envisage a quantum search system where different subtrees are tested for a solution using the principles of partial search. Such a system would require an adequate mapping mechanism in order for the different blocks present to convey information about the subtree, i.e a correspondence between the block and subtree concepts. Upon measuring, the collapsed state would contain valid information about the subtree where the solution can be found. This behaviour would be similar to that of an informed search.

A number of authors have also focused on extending Grover’s original search algorithm. Namely, in [74] the quantum search algorithm was shown to be optimal in the sense that it gives the maximal possible probability of finding a solution. Other examples of possible extensions to Grover’s original work include returning a solution with certainty (please refer to [73], [11], [51] and [40]) and assessing the impact of having multiple solutions [10]. Additionally, it should be mentioned that no quantum black-box search algorithm can solve the search problem by making fewer than $Ω(\sqrt{N})$ iterations. This result was first shown in [9] and later revised on [10].

5 Conclusions

In this work we examined the ramifications of an hybrid quantum search system. We chose to focus on two key aspects: the use of a non-constant branching factor
and the adoption of an heuristic point of view. Clearly, both of these cases are not without its flaws. However, we consider the additional insight provided to be valuable. In the case of the non-constant branching factor we were able to verify that deciding whether or not to Grover, or to proceed classically, should take into account the maximum and the average branching factor. Additionally, by evaluating the states that are within a given threshold we are able to incorporate some classical heuristic concepts into our approach. These concepts were further extended with the use of probabilistic distribution functions allowing for a selection mechanism to be obtained. This mechanism enables specific ranges of quantum states to be obtained in an efficient manner.
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