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Abstract
In this paper, an efficient algorithm is presented by the extrapolation technique to improve the accuracy of finite difference schemes for solving the fractional boundary value problems with non-smooth solution. Two popular finite difference schemes, the weighted shifted Grünwald difference (WSGD) scheme and the fractional centered difference (FCD) scheme, are revisited and the error estimate of the schemes is provided in maximum norm. Based on the analysis of leading singularity of exact solution for the underlying problem, it is demonstrated that, with the use of the proposed algorithm, the improved WSGD and FCD schemes can recover the second-order accuracy for non-smooth solution. Several numerical examples are given to validate our theoretical prediction. It is shown that both accuracy and convergence rate of numerical solutions can be significantly improved by using the proposed algorithm.
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1. Introduction
The aim of this work is to present an efficient numerical approach, which is based on the finite difference method, to solve space fractional diffusion equations (SpFDEs) with non-smooth solutions.

In recent decades, anomalous diffusion has been widely considered in the investigation of transport dynamics in complex systems, such as underground environmental problem \cite{12}, fluid flow in porous materials \cite{3}, anomalous transport in biology \cite{13}, etc. SpFDEs can provide an adequate and accurate description of the super-diffusion process \cite{4,20}.

With the increasing application of SpFDE in modeling problems which exhibit super-diffusion, how to obtain its accurate numerical solution has attracted considerable attention. A great number of numerical methods have been developed in literature, among which the finite difference method is one of the most...
popular and powerful methods. A shifted Grünwald formula for the Riemann-Liouville fractional derivative was firstly proposed in [19] to solve the space fractional differential equations, which is of first-order accuracy and leads to unconditionally stable schemes. Based on this work, some high-order finite difference schemes for SpFDE have been proposed subsequently, e.g., the second-order extrapolation method [24], a class of weighted shifted Grünwald formulas [11, 25]. As another popular scheme, the second-order fractional centered difference scheme was presented in [5] to solve the equation with Riesz fractional derivatives. In all aforementioned works, however, the convergence rates are obtained under the requirement of high regularity of the solution. Though the assumption is natural for canonical partial differential equations with integer-order derivatives, it is too idealistic to satisfy for fractional differential equations (FDEs) in application. In fact, the fractional derivatives are defined with weak singular kernel and the solution of FDEs inherits the weak singularity. Even smooth data cannot ensure smoothness of the solution [6, 10, 14, 17]. In addition, the above-mentioned high-order schemes require that the solution and its first or even up to higher-order derivatives have vanishing values at the boundary. When solving FDEs whose solutions have neither high regularity near the boundary nor vanishing derivatives at the boundary, the schemes based on these ideal assumptions will actually lead to numerical solutions of very low accuracy.

As to time-fractional initial value problems, for which the weak singularity of solutions usually exists at the origin, several approaches have been proposed to deal with the weak singularity in order to obtain numerical solutions of uniformly high-order accuracy, such as adopting adaptive grids (nonuniform grids) to keep errors small near the initial time [18, 27, 30], or employing non-polynomial basis functions to include the correct singularity index [2, 7], or adding the correction terms to remedy the loss of accuracy and recover high-order schemes [1, 16, 28, 29]. As for space fractional boundary value problems/or initial boundary value problems, the solutions generally have weak singularity near the boundary or the end-points of both sides in one-dimensional case. So far, to our knowledge, only a few works have been presented to numerical methods for SpFDEs with non-smooth solutions. Zhao and Deng [32] derived finite difference schemes on non-uniform meshes to increase the accuracy for solving SpFDEs with non-smooth solution. Jin and Zhou [15] proposed a singularity reconstruction strategy to enhance the convergence rate and gave a new finite element method for approximating boundary value problems with Riemann-Liouville fractional derivatives. Mao and Shen [17] developed a spectral Petrov-Galerkin method for FDEs with Riesz fractional derivatives, in which the error estimate in non-uniformly weighted Sobolev space shows that the errors decay exponentially even though the solution has singularities at the endpoints.

The main contribution of this work is to present an improved algorithm based on finite difference methods, which is readily implemented, applicable to various kinds of finite difference schemes, and able to significantly enhance the accuracy of numerical solutions for SpFDEs with weak singularities. To deal with the singularity and obtain second-order accuracy, we first separate the solution \( u \) of the considered problem into a regular/smooth part \( u^r \) and a singular/non-smooth part \( \xi^s u^s \), where \( \xi^s \) is the coefficient of the singular part. Then we adopt extrapolation and posterior error correction techniques to approximate \( \xi^s \) and recover the second-order accuracy of numerical solutions.

Compared to finite difference schemes on non-uniform meshes [32], the proposed algorithm holds the Toeplitz-like structure of the finite difference schemes, which is a remarkable feature to allow low storage
and the use of fast algorithms; see [21, 33]. Although the proposed algorithm will cause the extra cost, the increase of storage and computational cost is acceptable. Numerical examples show that the improved WSGD and FCD schemes, which are obtained by applying the proposed algorithm to the WSGD and FCD schemes respectively, can produce more accurate numerical solutions than the corresponding original schemes without using the proposed algorithm; see Examples 5.1-5.3. Even if the regularity of solution is unknown, that is, the “singular part” of solution is given by the basic analysis of FDEs and some conjectures, we can still obtain satisfactory accuracy; see Examples 5.1-5.2 (Case II).

The rest of the paper is organized as follows. In Section 2, we introduce some necessary definitions and notations. Moreover, the WSGD scheme and the FCD scheme for SpFDEs are presented in this section. To derive the algorithm, we carry out the error estimate in maximum norm of the two schemes in Section 3. The main algorithm is derived in Section 4. In Section 5, we give some numerical examples for solving fractional boundary value problems and SpFDEs with non-smooth solutions to illustrate the efficiency of the proposed algorithm. Finally, we give some concluding remarks.

2. The second-order finite difference schemes for SpFDEs

The one-dimensional SpFDE has the form

\begin{align*}
  u_t - \theta \, a D_x^\beta u - (1 - \theta) \, x D_b^\beta u &= g(x, t), \ x \in (a, b), \ 0 < t \leq T, \quad (\text{2.1a}) \\
  u(x, 0) &= u^0(x), \ x \in [a, b], \quad (\text{2.1b}) \\
  u(a, t) = u(b, t) &= 0, \ 0 < t \leq T, \quad (\text{2.1c})
\end{align*}

where \( g \) is a given function, \( \beta \in (1, 2) \), and the notations \( a D_x^\beta \) and \( x D_b^\beta \) refer to the left-sided and right-sided Riemann-Liouville derivatives of order \( \beta \) defined in (2.4); \( \theta \in [0, 1] \) is a parameter. In cases of \( \theta = 1, 0, 1/2 \), (2.1a) is known as the SpFDE with the left-sided Riemann-Liouville derivative, the right-sided Riemann-Liouville derivative and the Riesz fractional derivative, respectively.

2.1. Preliminaries

We first briefly recall the Riemann-Liouville fractional integrals and derivatives.

The left-sided and right-sided Riemann-Liouville fractional integrals of the function \( v(x) \) are respectively defined by

\begin{align*}
  a D_x^{-\beta} v(x) &= \frac{1}{\Gamma(\beta)} \int_a^x \frac{v(\zeta)}{(x - \zeta)^{1+\beta}} \, d\zeta, \quad x > a, \ \beta \in (0, 1), \quad (2.2) \\
  x D_b^{-\beta} v(x) &= \frac{1}{\Gamma(\beta)} \int_x^b \frac{v(\zeta)}{(-x + \zeta)^{1+\beta}} \, d\zeta, \quad x < b, \ \beta \in (0, 1). \quad (2.3)
\end{align*}

The \( \beta \) (\( n - 1 < \beta < n \)) order left-sided and right-sided Riemann-Liouville fractional derivatives of the function \( v(x) \) on \([a, b]\) are defined by

\begin{align*}
  a D_x^\beta v(x) &= D^n a D_x^{\beta-n} v(x), \quad x D_b^\beta v(x) = (-1)^n D^n x D_b^{\beta-n} v(x). \quad (2.4)
\end{align*}

where \( D^n := d^n/dx^n \). If \( \beta = n \), then \( a D_x^\beta v(x) = D^n v(x) \) and \( x D_b^\beta v(x) = (-1)^n D^n v(x) \).
If we take $\theta = 1/2$ in (2.1a), then the two-sided fractional derivative will be symmetric and closely related to the Riesz fractional derivative, which is defined by

$$aD^\beta_b v(x) = -\frac{1}{2\cos(\frac{\beta\pi}{2})}[aD_x^\beta v(x) + xD_b^\beta v(x)], \quad 1 < \beta < 2. \quad (2.5)$$

It should be noted that $a$ (or $b$) in (2.2)-(2.5) is allowed to take $-\infty$ (or $+\infty$), so that the fractional integrals and derivatives can be defined on the whole real axis. For the details of definitions and properties of the fractional integrals and derivatives, we refer to [22].

2.2. Second-order approximations of fractional derivatives

In this part, we introduce the second-order weighted shifted Grünwald difference approximation [11] for the Riemann-Liouville fractional derivatives and the fractional centered difference approximation [5] for the Riesz fractional derivative.

Lemma 2.1. (See [11]) Let $v \in L_1(\mathbb{R})$, $-\infty D_x^\beta v(x)$, $x D_+^\beta v(x)$ and their Fourier transforms belong to $L_1(\mathbb{R})$. Then for the given step size $h$, the left- and right-sided Riemann-Liouville fractional derivatives with order $\beta$ of $v$ at each point $x$ can be approximated by the weighted shifted Grünwald difference approximation with second-order accuracy,

$$-\infty D_x^\beta v(x) = \frac{1}{h^\beta}\sum_{k=0}^{+\infty} w_k^{(\beta)} v(x - (k - 1)h) + O(h^2), \quad (2.6)$$

$$x D_+^\beta v(x) = \frac{1}{h^\beta}\sum_{k=0}^{+\infty} w_k^{(\beta)} v(x + (k - 1)h) + O(h^2), \quad (2.7)$$

where

$$w_0^{(\beta)} = \lambda_1 g_0^{(\beta)}, \quad w_1^{(\beta)} = \lambda_1 g_1^{(\beta)} + \lambda_0 g_0^{(\beta)}, \quad w_k^{(\beta)} = \lambda_1 g_k^{(\beta)} + \lambda_0 g_{k-1}^{(\beta)} + \lambda_{-1} g_{k-2}^{(\beta)}, \quad k \geq 2, \quad (2.8)$$

and the weights $\{g_k^{(\beta)}\}$ in (2.8) are the coefficients of the power series of function $(1 - z)^\beta$, i.e.,

$$(1 - z)^\beta = \sum_{k=0}^{+\infty} (-1)^k \binom{\beta}{k} z^k = \sum_{k=0}^{+\infty} g_k^{(\beta)} z^k, \quad -1 < z \leq 1, \quad (2.9)$$

and

$$\lambda_1 = \frac{\beta^2 + 3\beta + 2}{12}, \quad \lambda_0 = \frac{4 - \beta^2}{6}, \quad \lambda_{-1} = \frac{\beta^2 - 3\beta + 2}{12}. \quad$$

Note that $\{g_k^{(\beta)}\}$ can be computed recursively, that is,

$$g_k^{(\beta)} = (1 - \frac{\beta + 1}{k + 1}) g_{k+1}^{(\beta)}, \quad k = 0, 1, 2, \ldots.$$
Lemma 2.2. (See [3]) Denote

\[ \tilde{w}_k^{(\beta)} = -\frac{(-1)^k \Gamma(\beta + 1)}{\Gamma\left(\frac{\beta}{2} - k + 1\right) \Gamma\left(\frac{\beta}{2} + k + 1\right)}, \quad k = \pm 1, \pm 2, \ldots. \]

Let \( v \in L_1(\mathbb{R}) \), \( -\infty \Delta_x^{\beta + 2} v(x) \) and its Fourier transform belong to \( L_1(\mathbb{R}) \). Then for a given step size \( h \), it holds that

\[ -\infty \Delta_x^{\beta} v(x) = \frac{1}{h^\beta} \sum_{k=-\infty}^{+\infty} \tilde{w}_k^{(\beta)} v(x - kh) + O(h^2) \]  

uniformly for \( x \in \mathbb{R} \).

The weights \( \{\tilde{w}_k^{(\beta)}\} \) in above lemma are the coefficients of Fourier series of the function \(|2 \sin(\frac{z}{2})|^{\beta}\), i.e.,

\[ |2 \sin(\frac{z}{2})|^{\beta} = \sum_{k=-\infty}^{+\infty} \tilde{w}_k^{(\beta)} e^{ikz}. \]

Noting \( \Gamma(z + 1) = z \Gamma(z) \), we can also write \( \tilde{w}_k^{(\beta)} \) in the recursive way

\[ \tilde{w}_k^{(\beta)} = (1 - \frac{\beta + 1}{2} + k)\tilde{w}_{k-1}^{(\beta)}, \quad k = \pm 1, \pm 2, \ldots. \]

2.3. Derivation of the difference scheme

Take an integer \( M \). Let \( I_h \equiv \{x_j \mid 0 \leq j \leq M\} \) be a uniform mesh of the interval \([a, b]\), where \( x_j = a + jh \), \( 0 \leq j \leq M \) with \( h = (b - a)/M \). Suppose \( v = \{v_j\} \) is a grid function on \( I_h \). We define the left- and right-sided weighted shifted Grünwald finite difference operators

\[
\delta_x^\beta v_j = \frac{1}{h^\beta} \sum_{k=0}^{j} w_k^{(\beta)} v_{j-k+1}, \quad \delta_x^\beta v_j = \frac{1}{h^\beta} \sum_{k=0}^{M-j} w_k^{(\beta)} v_{j+k-1}, \quad 1 \leq j \leq M - 1,
\]

and the fractional centered difference operator

\[
\Delta_x^\beta v_j = \frac{1}{h^\beta} \sum_{k=-M+j}^{j} \tilde{w}_k^\beta v_{j-k}, \quad 1 \leq j \leq M - 1.
\]

After a suitable time discretization of \( 2.1a \), we are led to solve, at each time step, a fractional elliptic problem of the following kind:

\[
\alpha u - \theta x_x^\beta u - (1 - \theta) x_x^\beta u = f(x), \quad x \in (a, b), \quad u(a) = u(b) = 0.
\]

where \( \alpha \) is a positive scaling constant.

Define

\[
\tilde{u}(x) = \begin{cases} u(x), & x \in [a, b], \\ 0, & \text{otherwise}. \end{cases}
\]
To derive the difference scheme for (2.13a)-(2.13b), we assume that the zero-extended solution \( \tilde{u}(x) \) satisfies the conditions in Lemma 2.1.

Consider (2.13a) at the grid points \( x = x_j \), we have

\[
\alpha u(x_j) - \theta \ D^\beta_{a} u(x_j) - (1 - \theta) \ D^\beta_{b} u(x_j) = f(x_j).
\]

(2.14)

By Lemma 2.1 and the definition (2.11), we have

\[
\alpha u(x_j) - \theta \delta^\beta_{x^-} u(x_j) - (1 - \theta) \delta^\beta_{x^+} u(x_j) = f(x_j) + R_j, \quad 1 \leq j \leq M - 1,
\]

(2.15)

where there exists a constant \( c_R \) independent of step size \( h \) such that

\[
|R_j| \leq c_R h^2.
\]

(2.16)

Notice the homogenous Dirichlet boundary conditions (2.13b). Omitting \( R_j \) in (2.15) and denoting by \( u_j \) the numerical approximation of \( u(x_j) \), \( f_j = f(x_j) \), we get the weighted shifted Grünwald finite difference scheme (abbreviated as WSGD)

\[
\alpha u_j - \theta \delta^\beta_{x^-} u_j - (1 - \theta) \delta^\beta_{x^+} u_j = f_j, \quad 1 \leq j \leq M - 1,
\]

(2.17a)

\[
u_0 = u_M = 0.
\]

(2.17b)

Particularly, by (2.5), when \( \theta = \frac{1}{2} \), (2.13a) reduces to the following equation with the Riesz fractional derivative

\[
\alpha u(x) + \cos(\frac{\beta \pi}{2}) a D^\beta_{a} u(x) = f(x), \quad x \in (a, b),
\]

(2.18a)

\[
u(a) = u(b) = 0.
\]

(2.18b)

For (2.18a)-(2.18b), besides using the scheme (2.17a)-(2.17b), we can also adopt the fractional centered approximation to discretize the Riesz fractional derivative directly, and obtain the finite centered difference scheme (abbreviated as FCD)

\[
\alpha u_j + \cos(\frac{\beta \pi}{2}) \bigtriangleup^\beta_{x} u_j = f_j, \quad 1 \leq j \leq M - 1,
\]

(2.19a)

\[
u_0 = u_M = 0.
\]

(2.19b)

3. Analysis of the finite difference schemes

We analyze the convergence and stability of the WSGD scheme (2.17a)-(2.17b) and the FCD scheme (2.19a)-(2.19b) in this part.

First, we need to introduce some necessary notations. The set of infinite grid is denoted by \( h\mathbb{Z} \), with grid points \( x_j = jh \) for \( j \in \mathbb{Z} \), the set of all integers. For any grid functions \( u = \{u_j\}, v = \{v_j\} \) on \( h\mathbb{Z} \), the discrete inner product and the associated norm are defined as

\[
(u, v) = h \sum_{j \in \mathbb{Z}} u_j v_j, \quad \|u\|^2 = (u, u),
\]
and the discrete maximum norm is denoted by

$$\|u\|_{\infty} = \sup_{j \in \mathbb{Z}} |u_j|.$$ 

Set $L_h^2 := \{ u \mid u = \{u_j\}, \|u\| < +\infty\}$. For $u \in L_h^2$, we define the semi-discrete Fourier transform $\hat{u} : [ -\pi/h, \pi/h ] \to \mathbb{C}$ by

$$\hat{u}(k) := h \sum_{j \in \mathbb{Z}} u_j e^{-ikx_j}, \quad (3.1)$$

and the inverse semi-discrete Fourier transform

$$u_j = \frac{1}{2\pi} \int_{-\pi/h}^{\pi/h} \hat{u}(k)e^{ikx_j} dk. \quad (3.2)$$

It is not hard to check that Parseval’s identity

$$(u,v) = \frac{1}{2\pi} \int_{-\pi/h}^{\pi/h} \hat{u}(k)\hat{v}(k) dk \quad (3.3)$$

holds. For a fixed constant $\sigma \in (0, 1]$, we define the fractional Sobolev semi-norm $\| \cdot \|_{H^\sigma}$ and norm $\| \cdot \|_{H^\sigma}$ as

$$|u|_{H^\sigma}^2 = \int_{-\pi/h}^{\pi/h} |k|^{2\sigma} |\hat{u}(k)|^2 dk, \quad (3.4)$$

$$\|u\|_{H^\sigma}^2 = \int_{-\pi/h}^{\pi/h} (1 + |k|^{2\sigma}) |\hat{u}(k)|^2 dk.$$ 

Obviously, $\|u\|_{H^\sigma}^2 = \|u\| + |u|_{H^\sigma}^2$. Set $H_h^\sigma := \{ u \mid u = \{u_j\}, \|u\|_{H^\sigma} < +\infty\}$. Denote $\hat{V}_h = \{ v \mid v = \{v_j\}, v_0 = v_M = 0\}$. It is readily to know that for any $v \in \hat{V}_h$, the Parseval’s identity still holds. In fact, it is sufficient to extend $v$ to infinite sequence by setting $v_j = 0$ for $j \neq 0, 1, \cdots, M$.

Before presenting the maximum-norm error estimate, we cite several necessary lemmas.

**Lemma 3.1.** (See [8, 9]) For $\frac{1}{2} < \sigma \leq 1$, there exists a constant $c_0 > 0$ depending on the parameter $\sigma$ but independent of $h > 0$ such that

$$\|u\|_{\infty} \leq c_0 \|u\|_{H^\sigma}$$

for all $u \in H_h^\sigma$.

The left- and right-sided fractional difference operators are adjoint to each other, which states as follows.

**Lemma 3.2.** (See [11]) For $1 < \beta \leq 2$, we have

$$(\delta_{x,+}^\beta u, u) = (u, \delta_{x,-}^\beta u).$$

In the next lemma, we have the norm equivalence which is essential to the analysis of the scheme.
Lemma 3.3. (See [8, 9]) For $1 < \beta \leq 2$, we have

$$c_\beta |u|_{H^2}^2 \leq -\langle \delta^2 \beta u, u \rangle \leq |u|_{H^2}^2,$$

where $\delta^2 \beta u = -\frac{1}{2\cos(\beta\pi/2)} (\delta_{x,+,u}^2 + \delta_{x,-,u}^2)$ and $c_\beta = \frac{2^\beta(1-\beta^2)}{3\pi^\beta \cos(\beta\pi/2)}$.

From above two lemmas, it follows that

$$c^* |u|_{H^2}^2 \leq -\langle \delta^2_{x,+,u}, u \rangle = -\langle \delta^2_{x,-,u}, u \rangle \leq -\cos\left(\frac{\beta\pi}{2}\right)|u|_{H^2}^2,$$

where $c^* = \frac{2^\beta(\beta^2-1)}{3\pi^\beta}$.

Theorem 3.1. The WSGD scheme (2.17a)-(2.17b) is uniquely solvable and of second-order convergence in maximum norm. More precisely, suppose the zero-extended function $\tilde{u}(x) \in L^1(\mathbb{R})$, $-\infty D^{\beta+2}_x \tilde{u}(x)$, $\beta D^{\beta+2}_x \tilde{u}(x)$ and their Fourier transforms belong to $L^1(\mathbb{R})$ as well. Then there exists a constant $c$ such that

$$\max_{1 \leq j \leq M-1} |u(x_j) - u_j| \leq c h^2$$

holds for all $\beta \in (1, 2]$.

Proof Since the unique solvability has been given in [11], here we just focus our attention on the convergence. Define the error grid functions as follows:

$$e_j = u(x_j) - u_j, \quad 0 \leq j \leq M.$$ 

Subtracting (2.17a) from (2.15) leads to the error equation

$$\alpha e_j - \theta \delta_{x,-,e}^2 e_j - (1 - \theta) \delta_{x,+,e}^2 e_j = R_j, \quad 1 \leq j \leq M-1,,$$

$$e_0 = e_M = 0. \quad (3.6)$$

Taking the discrete inner product of (3.6) with $e$ on both sides gives

$$\alpha(e,e) - \theta \langle \delta_{x,-,e}^2, e \rangle - (1-\theta) \langle \delta_{x,+}^2, e \rangle (e) = (R,e). \quad (3.8)$$

For the left hand side of (3.8), by Lemma 3.1, (3.5) and (3.7), we have

$$\alpha(e,e) - \theta \langle \delta_{x,-,e}^2, e \rangle - (1-\theta) \langle \delta_{x,+}^2, e \rangle \geq \alpha\|e\|^2 + c_*|e|_{H^2}^2 \geq \frac{c_*}{c_0} \|e\|_{H^2}^2. \quad (3.9)$$

For the right hand side of (3.8), using the Cauchy-Schwarz inequality yields

$$(R,e) \leq \|R\|\|e\| \leq (b-a)\|R\|\|e\|_{\infty}. \quad (3.10)$$

Substituting (3.9) and (3.10) into (3.8) gives

$$\frac{c_*}{c_0} \|e\|_{\infty}^2 \leq (b-a)\|R\|\|e\|_{\infty}.$$
Consequently, we have
\[
\frac{c_x}{c_0} \| e \|_{\infty} \leq (b - a) \| R \|_{\infty} \leq c_R (b - a) h^2.
\]
This completes the proof. \(\square\)

Similar to the proof of Theorem 3.1, the stability of the WSGD scheme (2.17a)-(2.17b) can be obtained straightforwardly.

**Corollary 3.2.** The WSGD scheme (2.17a)-(2.17b) is unconditionally stable to the right hand term.

For the difference scheme (2.18a)-(2.18b), we have the following result.

**Theorem 3.3.** The FCD scheme (2.18a)-(2.18b) is uniquely solvable, unconditionally stable and of second-order convergence in maximum norm.

As the proof of this theorem is similar to the proof of Theorem 3.1, we omit it here.

### 4. Improved algorithm

Due to the feature of weak singularity kernel in the definitions of fractional derivatives, solutions of fractional equations naturally inherit the characteristic of weak singularity. In this section, we first justify the leading weak singularity in terms of (2.13a)-(2.13b) with one-sided and two-sided symmetrical fractional derivatives. Then we use extrapolation technique and the posterior error correction method to recover the second-order accuracy of the WSGD scheme (2.17a)-(2.17b) and the FCD scheme (2.19a)-(2.19b).

#### 4.1. The representation of the solution

For \( \theta = 1 \) or \( \theta = 0 \) in (2.13a), regularity of the equation has been investigated in [14] and also demonstrated in [10], and we introduce the results as follows.

When \( \theta = 1 \), the equation (2.13a) reduces to
\[
-a D_x^\beta u = f - \alpha u.
\] (4.1)

Let \( \tilde{f} = f - \alpha u \). Then integrating on both sides of (4.1) twice reads
\[
-a D_x^{\beta - 2} u = a D_x^{-2} \tilde{f} + C_1 (x - a) + C_2,
\] (4.2)

where \( C_1 \) and \( C_2 \) are coefficients to be determined. Taking \( x \rightarrow a^+ \) leads to \( C_2 = 0 \) in above equality. Since \( u(a) = 0 \), performing the fractional derivative operator \( a D_x^{2-\beta} \) on both sides gives
\[
u = -a D_x^{-\beta} \tilde{f} - \frac{C_1}{\Gamma(\beta)} (x - a)^{\beta - 1}.
\]

Thus, it is readily to know that the leading weak singularity term of the solution is \( C(x - a)^{\beta - 1} \).
When \( \theta = 0 \) in (2.13a), that is, the equation only contains the right-sided fractional derivative, similarly, one can derive that the leading weak singular term should be of the form \( C(b - x)^{\beta - 1} \).

Unlike the one-sided case, where the leading weak singular term of solution can be readily determined by the transformation between fractional integrals and derivatives, the two-sided fractional derivatives will be far more complicated. In fact, based on the solution representation theory in [22], the inverse of the two-sided fractional integrals involves the composition of the left-sided and right-sided integrals and derivatives, which makes the process of seeking the leading weak singularity extremely difficult. Fortunately, for the symmetrical case, i.e., \( \theta = 1/2 \) in (2.13a), we can get the classical Carleman integral equation with Reisz potential, i.e.,

\[
-\frac{1}{2\Gamma(2 - \beta)} \int_a^b \frac{u(\zeta)}{|x - \zeta|^{\beta - 1}} d\zeta = -aD_x^{-2}f + C_1x + C_2. \tag{4.3}
\]

By the spectral relationship with the Reisz potential and the homogeneous boundary condition, one can find that the leading weak singular term has the form

\[
C(x - a)\rho(\theta, \beta)(b - x)^{\rho(1 - \theta, \beta)},
\]

where \( \rho \) is a given non-negative function related to \( \theta \) and \( \beta \). Then, there exists a constant \( \sigma < 2 \), which is dependent on \( \rho \), but independent of \( h \), such that

\[
D_{x, \theta}^\beta u^s(x_j) = \delta_{x, \theta}u^s(x_j) + O(h^\sigma). \tag{4.6}
\]

For the smooth part \( u^r(x) \), by Lemma 2.3, we have

\[
D_{x, \theta}^\beta u^r(x_j) = \delta_{x, \theta}u^r(x_j) + O(h^2). \tag{4.7}
\]

By (4.4) and (4.7), we have

\[
D_{x, \theta}^\beta u(x_j) = D_{x, \theta}^\beta u^r(x_j) + \xi^s \cdot D_{x, \theta}^\beta u^s(x_j) = \delta_{x, \theta}u^r(x_j) + \xi^s \cdot D_{x, \theta}^\beta u^s(x_j) + O(h^2) = \delta_{x, \theta}u(x_j) + \xi^s[D_{x, \theta}^\beta u^s(x_j) - \delta_{x, \theta}u^s(x_j)] + O(h^2). \tag{4.8}
\]
To simplify the description, we define an operator

\[ L u := \alpha u - \theta a D_\alpha^2 u - (1 - \theta) z D_\beta^2 u \]

and let \( u_h, u_h^r, u_h^s \), be the computed solution produced by the WSGD (2.17a)-(2.17b) or the FCD scheme (2.19a)-(2.19b) for (2.13a)-(2.13b) with the right hand side data \( f = Lu, Lu^r, Lu^s \), respectively.

Obviously, we have

\[ u_h(x_j) = u_h^r(x_j) + \xi^s u_h^s(x_j), \quad 1 \leq j \leq M - 1. \]  

Moreover, derived from (4.6) and (4.7), for \( 1 \leq j \leq M - 1 \), we get

\[ u^r(x_j) = u_h^r(x_j) + O(h^2), \]  

\[ u^s(x_j) = u_h^s(x_j) + O(h^\sigma). \]

Thus, following from (4.9)-(4.10), we arrive at

\[ u(x_j) = u^r(x_j) + \xi^s u^s(x_j) \]
\[ = u_h^r(x_j) + O(h^2) + \xi^s [u_h^s(x_j) + O(h^\sigma)] \]
\[ = u_h^r(x_j) + \xi^s u_h^s(x_j) + \xi^s \cdot O(h^\sigma) + O(h^2) \]
\[ = u_h(x_j) + \xi^s \cdot O(h^\sigma) + O(h^2). \]  

From above derivation, it is readily to know that the WSGD scheme (2.17a)-(2.17b) and the FCD scheme (2.19a)-(2.19b) can only be of \( \sigma \)-th order accuracy instead of the second-order accuracy when the solution contains a singular term, which does usually happen in physical problems albeit with smooth data.

Next, for (2.13a) with the solution in the form of (4.4), we use the extrapolation technique to improve the accuracy of schemes (2.17a)-(2.17b) and (2.19a)-(2.19b). Note that

\[ u(x_j) = u_h(x_j) + \xi^s [u^s(x_j) - u_h^s(x_j)] + O(h^2). \]

So the corrected solution \( u_h(x_j) + \xi^s [u^s(x_j) - u_h^s(x_j)] \) will dramatically improve the accuracy and convergence rate compared to the previous approximation \( u_h(x_j) \). Although it is hard to solve \( \xi^s \) analytically, we can compute an approximate value of \( \xi^s \) with the help of extrapolation technique.

Denote \( u_{h/2}, u_{h/2}^r, u_{h/2}^s \) as the computed solution produced by the WSGD (2.17a)-(2.17b) or the FCD scheme (2.19a)-(2.19b) for (2.13a)-(2.13b) with the right hand side data \( f = Lu, Lu^r, Lu^s \), respectively. Then by (4.6), (4.7) and (4.11), we obtain

\[ u^r(x_j) = u_{h/2}^r(x_j) + O(\frac{h^2}{4}), \]  

\[ u^s(x_j) = u_{h/2}^s(x_j) + O(\frac{h^\sigma}{2^\sigma}), \]  

\[ u(x_j) = u_{h/2}(x_j) + O(\frac{h^\sigma}{2^\sigma}), \]  

for \( 1 \leq j \leq M - 1 \).
Combining (4.9)-(4.13), we have
\[ u_{h/2}(x_j) - u_h(x_j) = u^*_h(x_j)(x_j) - u^*_h(x_j) + \xi^s[u^*_{h/2}(x_j) - u^*_h(x_j)]. \] (4.14)

So it follows that
\[ \xi^s = \frac{u_{h/2}(x_j) - u_h(x_j)}{u^*_h(x_j)(x_j) - u^*_h(x_j)}. \] (4.15)

Let
\[ \xi^s_h(x_j) := \frac{u_{h/2}(x_j) - u_h(x_j)}{u^*_h(x_j)(x_j) - u^*_h(x_j)}. \]

Again, using (4.12)-(4.13), we get
\[ u(x_j) = u_h(x_j) + \left[ \xi^s_h(x_j) - \frac{u^*_{h/2}(x_j) - u^*_h(x_j)}{u^*_h(x_j)(x_j) - u^*_h(x_j)} \right] [u^*(x_j) - u^*_h(x_j)] + O(h^2) \]
\[ = u_h(x_j) + \xi^s_h(x_j) [u^*(x_j) - u^*_h(x_j)] - \frac{u^*_{h/2}(x_j) - u^*_h(x_j)}{u^*_h(x_j)(x_j) - u^*_h(x_j)} [u^*(x_j) - u^*_h(x_j)] + O(h^2) \]
\[ = u_h(x_j) + \xi^s_h(x_j) [u^*(x_j) - u^*_h(x_j)] + O(h^2). \] (4.16)

Thus, the corrected numerical solution \( u(x_j) \approx u_h(x_j) + \xi^s_h(x_j) [u^*(x_j) - u^*_h(x_j)] \) is of second-order convergence. We summarize the improved algorithm as follows.

Algorithm 4.1.

**Step 1.** Using the WSGD scheme (2.17a)-(2.17b) to compute the original problem (2.13a)-(2.13b), or the FCD scheme (2.19a)-(2.19b) for solving (2.18), with the stepsize \( h \) and \( h/2 \). The numerical solutions are denoted as \( u_h \) (coarse grid) and \( u_{h/2} \) (fine grid) respectively.

**Step 2.** Calculate the right hand data \( f_s \) analytically with the corrected function \( u_s \) given by (4.2), which can be pre-calculated based on the fractional derivatives of power functions; see [22]. Then repeating the step 1, solve (2.13a) with the right hand side function \( f_s \) with the stepsize \( h \) and \( h/2 \), and denote the numerical solutions as \( u^*_h \) and \( u^*_{h/2} \) respectively.

**Step 3.** Calculate the strength \( \xi^s_h \) by the following formula
\[ \xi^s_h(x_j) = \frac{u^*_{h/2}(x_j) - u^*_h(x_j)}{u^*_h(x_j)(x_j) - u^*_h(x_j)}, \quad 1 \leq j \leq M - 1. \] (4.17)

**Step 4.** Calculate the corrected solution \( u^*_h = u_h + \xi^s_h(u^* - u^*_h) \) for \( 1 \leq j \leq M - 1 \).

Remark 4.2. Readers may find that it is somewhat wasteful not to correct the solution on the fine grid. Actually, it is readily to see that the numerical solution \( u_{h/2} \) do recover the second-order accuracy at the grid.
points $x_j$ with $x_j = jh$. As to the grid points $x_{j+\frac{1}{2}} = (x_j + x_{j+1})/2$ for $0 \leq j \leq M - 1$, similarly, we have

$$u(x_{j+\frac{1}{2}}) = u_{h/2}(x_{j+\frac{1}{2}}) + \left[\xi_h^r(x_{j+1}) - u_{h/2}^n(x_j)\right][u^n(x_{j+\frac{1}{2}}) - u_{h/2}^n(x_{j+\frac{1}{2}})] + O(h^2)$$

$$= u_{h/2}(x_{j+\frac{1}{2}}) + \left[\xi_h^r(x_{j+1}) - u_{h/2}^n(x_j)\right][u^n(x_{j+\frac{1}{2}}) - u_{h/2}^n(x_{j+\frac{1}{2}})] + O(h^2), \quad 0 \leq j \leq M - 2.$$  

To apply the improved algorithm to the time-dependent case, we need the corrected value in the fine grid. For this end, we take

$$u^n_h(x_{j+\frac{1}{2}}) = u_{h/2}(x_{j+\frac{1}{2}}) + \left[\xi_h^r(x_{j+1}) - u_{h/2}^n(x_j)\right][u^n(x_{j+\frac{1}{2}}) - u_{h/2}^n(x_{j+\frac{1}{2}})], \quad 0 \leq j \leq M - 2,$n

$$u^n_h(x_{M-\frac{1}{2}}) = u_{h/2}(x_{M-\frac{1}{2}}) + \left[\xi_h^r(x_{M-1}) - u_{h/2}^n(x_j)\right][u^n(x_{M-\frac{1}{2}}) - u_{h/2}^n(x_{M-\frac{1}{2}})].$$

We will provide an example to show the efficiency and accuracy of the above scheme; see Example 5.3.

**Remark 4.3.** In real application, the singularity of the solution may be hierarchical and the correction of leading singular term may not ensure the convergence rate up to second-order. While the accuracy of numerical solutions can still be improved significantly by using the proposed algorithm 4.1, see Example 5.1 and 5.2. One also can reuse Algorithm 4.1 to correct multi-term singularities of solution, if it has, to further enhance the accuracy and convergence rate.

5. Numerical examples

In this section we present some numerical examples to verify our theoretical findings.

For convenience, we abbreviate the improved WSGD scheme as **I-WSGD**, the improved FCD scheme as **I-FCD**, which are obtained by applying the proposed Algorithm 4.1 to the original WSGD scheme (2.17a)-(2.17b) and the FCD scheme (2.19a)-(2.19b), respectively.

In Examples 5.1 and 5.2 we show the accuracy and convergence rate of the I-WSGD and I-FCD schemes for the boundary value problem (2.13a)-(2.13b). We denote by $u_j$ an approximation to $u(x_j)$ for (2.13a)-(2.13b) obtained by the numerical schemes in the present work with spacial step size $h$, and we measure the errors in the following sense:

$$E_\infty(h) = \max_{0 \leq j \leq M} |u_{j}^{\text{ref}} - u_j|.$$  

If the exact solution $u(x)$ is available, then we take $u_{j}^{\text{ref}} = u(x_j)$; otherwise we compute the reference solution $u_{j}^{\text{ref}}$ with the step size $h = 2^{-15}$. In Example 5.3 the I-WSGD scheme will be applied to a time-dependent SpFDE.
Example 5.1. Consider the problem \((2.13a)-(2.13b)\) with the left-sided fractional derivative, that is \(\theta = 1\). We take \(a = 0\), \(b = 1\) and \(\alpha = 1\).

**Case I** Choose suitable \(f\) such that the exact solution to \((2.13a)-(2.13b)\) is \(u(x) = (x^2 + x^{\beta+1} + x^{\beta-1})(1-x)\).

**Case II** Take the corresponding right hand side function in \((2.13a)-(2.13b)\) as \(f(x) = x + 1\).

For both Case I and Case II, we take the leading weak singular term as \(u^s = x^{\beta-1}(1-x)\), then the corresponding right hand side function is \(f^s = x^{\beta-1}(1-x) + \Gamma(\beta+1)\). Tables 5.1 and 5.2 show that both for the case with a given non-smooth solution (Case I), and for the case where the exact solution is unknown (Case II), the accuracy and convergence rate of numerical solutions from the I-WSGD scheme are improved significantly, compared to the numerical solution from the original WSGD scheme \((2.17a)-(2.17b)\), of which the convergence order is only \(\beta - 1\). It is worth to mention that, for \(\beta = 1.1\), data in Table 5.1 illustrate that the I-WSGD scheme is of second-order convergence, while the convergence rate is only round one shown in Table 5.2. It implies that to get second-order accuracy for small \(\beta\) (close to one), we need to consider more singularities in the improved scheme than the leading weak singularity; see also Remark 4.3.

In Figs 5.1 and 5.2, we show the behavior of point-wise errors of numerical solutions from the I-WSGD scheme and the original WSGD scheme for the problem \((2.13a)-(2.13b)\) with non-smooth solution. Figs 5.1 and 5.2 illustrates that the error has been reduced remarkably by applying the Algorithm 4.1, even for Case II where we do not know what the exact solution is.

Table 5.1: Comparison of accuracy and convergence rate between the original WSGD scheme \((2.17a)-(2.17b)\) and the I-WSGD scheme for \((2.13a)-(2.13b)\) with left-sided fractional derivative (Example 5.1, Case I). The exact solution is chosen as \((x^2 + x^{\beta+1} + x^{\beta-1})(1-x)\).

| \(\beta\) | \(\beta = 1.1\) | \(\beta = 1.5\) | \(\beta = 1.9\) |
|------|----------------|----------------|----------------|
| \(M\) | \(E_{\infty}(h)\) | Rate | CPU time (s) | \(M\) | \(E_{\infty}(h)\) | Rate | CPU time (s) | \(M\) | \(E_{\infty}(h)\) | Rate | CPU time (s) |
| 512  | 4.03e-01       | 0.88 | 0.03         | 64  | 2.45e-04       | 0.03 | 0.02         |
| 1024 | 3.77e-01       | 0.10 | 0.03         | 128 | 1.16e-04       | 0.03 | 0.06         |
| 2048 | 3.52e-01       | 0.10 | 0.03         | 256 | 5.30e-05       | 0.13 | 0.10         |
| 4096 | 3.28e-01       | 0.10 | 0.03         | 512 | 9.78e-06       | 0.34 | 0.32         |
| 512  | 9.52e-03       | 0.05 | 0.04         | 64  | 1.32e-04       | 0.02 | 0.02         |
| 1024 | 6.73e-03       | 0.05 | 0.04         | 128 | 2.82e-05       | 0.23 | 0.07         |
| 2048 | 4.76e-03       | 0.05 | 0.04         | 256 | 6.27e-06       | 0.27 | 0.12         |
| 4096 | 3.37e-03       | 0.05 | 0.04         | 512 | 1.42e-06       | 0.34 | 0.36         |

Example 5.2. Consider the problem \((2.13a)-(2.13b)\) with the symmetrical two-sided fractional derivatives, that is \(\theta = 1/2\). We take \(a = 0\), \(b = 1\) and \(\alpha = 1\).

**Case I** Choose suitable \(f\) such that the exact solution to \((2.13a)-(2.13b)\) is \(u(x) = x^2(1-x)^2 + 2x^{\beta/2}(1-x)^{3/2}\).

**Case II** Take the corresponding right hand side function in \((2.13a)-(2.13b)\) as \(f(x) = 1\).
Table 5.2: Comparison of accuracy and convergence rate between the original WSGD scheme (2.17a)-(2.17b) and the I-WSGD scheme for solving (2.13a)-(2.13b) with left-sided fractional derivative (Example 5.1, Case II). The right hand side function is chosen as $f(x) = x + 1$.

| $\beta$ | the WSGD scheme | | | the I-WSGD scheme | | |
|---|---|---|---|---|---|---|
| $M$ | $E_\infty(h)$ | Rate | CPU time (s) | $M$ | $E_\infty(h)$ | Rate | CPU time (s) |
| $\beta = 1.1$ | 1024 | 6.60e-01 | 0.08 | 64 | 5.74e-04 | 0.01 |
| | 2048 | 6.17e-01 | 0.10 | 128 | 2.68e-04 | 1.10 | 0.02 |
| | 4096 | 5.75e-01 | 2.05 | 256 | 1.20e-04 | 1.15 | 0.05 |
| | 8192 | 5.37e-01 | 15.7 | 512 | 5.31e-05 | 1.18 | 0.19 |
| $\beta = 1.5$ | 1024 | 1.01e-02 | 0.08 | 64 | 8.84e-05 | 0.01 |
| | 2048 | 7.11e-03 | 0.37 | 128 | 1.86e-05 | 2.25 | 0.02 |
| | 4096 | 5.02e-03 | 2.17 | 256 | 4.83e-06 | 1.95 | 0.04 |
| | 8192 | 3.55e-03 | 16.6 | 512 | 1.32e-06 | 1.87 | 0.19 |
| $\beta = 1.9$ | 1024 | 4.63e-05 | 0.08 | 64 | 1.84e-06 | 0.01 |
| | 2048 | 2.48e-05 | 0.90 | 128 | 3.69e-07 | 2.32 | 0.02 |
| | 4096 | 1.33e-05 | 2.37 | 256 | 7.79e-08 | 2.37 | 0.06 |
| | 8192 | 7.11e-06 | 16.8 | 512 | 1.75e-08 | 2.15 | 0.18 |

In this example, the weak singular function is chosen as $u^s = x^{\beta/2}(1 - x)^{\beta/2}$ for both Case I and Case II, and the corresponding right side function is $f^s = x^{\beta/2}(1 - x)^{\beta/2} - \cos(\beta/2\pi)\Gamma(\beta + 1)$. Similar to Example 5.1, Tables 5.3-5.4 show that for the equation (2.17a)-(2.17b) with symmetric two-sided fractional derivative, the
I-FCD scheme can enhance the accuracy and convergence order of numerical solutions greatly. Moreover, compared with the low convergence rate $\beta/2$ of the FCD scheme, the convergence rate of the I-FCD scheme is more than 1.5 for $\beta = 1.1$, and second-order accuracy can be obtained for $\beta = 1.5$ and 1.9. We also use the scheme (2.17a)-(2.17b) to solve this example, the numerical results are similar, which we do not present here.

Further, we give Figs. 5.3 and 5.4 to show the behavior of point-wise errors for the FCD and I-FCD schemes to solve (2.13a)-(2.13b) with symmetric two-sided fractional derivative. It is illustrated that, for different $\beta$, the numerical solutions from I-FCD scheme get higher accuracy than that from the original FCD scheme (2.19a)-(2.19b).

### Table 5.3: Comparison of accuracy and convergence rate between the original FCD scheme (2.19a)-(2.19b) and the I-FCD scheme for solving (2.13a)-(2.13b) with symmetric two-sided fractional derivative (Example 5.2, Case I). The exact solution is chosen as $u(x) = x^2(1-x)^2 + 2x^\beta/2(1-x)^\beta/2$.

| $\beta$   | the FCD scheme | the I-FCD scheme |
|-----------|----------------|------------------|
| $\beta = 1.1$ |                 |                  |
| 512       | 3.50e-03       | 0.05             |
| 1024      | 2.42e-03       | 0.53             |
| 2048      | 1.66e-03       | 0.54             |
| 4096      | 1.14e-03       | 0.54             |
| $\beta = 1.5$ |                 |                  |
| 512       | 7.50e-04       | 0.04             |
| 1024      | 4.47e-04       | 0.75             |
| 2048      | 2.66e-04       | 0.75             |
| 4096      | 1.58e-04       | 0.75             |
| $\beta = 1.9$ |                 |                  |
| 512       | 5.66e-05       | 0.04             |
| 1024      | 2.94e-05       | 0.95             |
| 2048      | 1.52e-05       | 0.95             |
| 4096      | 7.80e-06       | 0.95             |

### Table 5.4: Comparison of accuracy and convergence rate between the original FCD scheme (2.19a)-(2.19b) and the I-FCD scheme for solving (2.13a)-(2.13b) with symmetric two-sided fractional derivative (Example 5.2, Case I). The right hand side function is chosen as $f(x) = 1$.

| $\beta$   | the FCD scheme | the I-FCD scheme |
|-----------|----------------|------------------|
| $\beta = 1.1$ |                 |                  |
| 1024      | 8.22e-03       | 0.05             |
| 2048      | 5.68e-03       | 0.53             |
| 4096      | 3.90e-03       | 0.54             |
| 8192      | 2.68e-03       | 0.54             |
| $\beta = 1.5$ |                 |                  |
| 1024      | 5.16e-04       | 0.05             |
| 2048      | 3.07e-04       | 0.75             |
| 4096      | 1.83e-04       | 0.75             |
| 8192      | 1.09e-04       | 0.75             |
| $\beta = 1.9$ |                 |                  |
| 1024      | 2.35e-05       | 0.05             |
| 2048      | 1.22e-05       | 0.95             |
| 4096      | 6.33e-06       | 0.95             |
| 8192      | 3.28e-06       | 0.95             |

Example 5.3. In this example, we consider the following SpFDE with the left-sided fractional derivative:

$$u_t(x, t) = D_x^\beta u(x, t) + f(x, t), \quad 0 < x < 1, \quad 0 < t < 1,$$

(5.1)
which admits the solution
\[ u(x, t) = (x^{\beta-1} + x^2 + x^{1+\beta})(1 - x)t^\beta. \]

For an integer \( N \), take \( \tau = 1/N \), and denote \( t_n = n\tau \), and \( t_{n-\frac{1}{2}} = (t_n + t_{n-1})/2 \) for \( n = 1, 2, \ldots, N \). In terms of temporal discretization, we adopt the classical second-order Crank-Nicolson scheme. The semi-discretized scheme reads
\[
\frac{u(x_j, t_n) - \tau}{2} \partial_t^\beta x u(x_j, t_n) = u(x_j, t_{n-1}) + \frac{\tau}{2} \partial_t^\beta x u(x_j, t_{n-1}) + \tau f(x_j, t_{n-\frac{1}{2}}) + O(\tau^3).
\]  
(5.2)

Let \( u^n_j \) be the approximation of \( u(x_j, t_n) \) at the grid point \((x_j, t_n)\). We use the WSGD scheme (2.17a)-(2.17b) to discretize the spatial fractional derivative. Then the fully discretized difference scheme (CN-WSGD) is given as follows.
\[
u^n_j - \frac{\tau}{2} \delta^\beta_{x^-} u^n_j = u^{n-1}_j + \frac{\tau}{2} \delta^\beta_{x^-} u^{n-1}_j + \tau f(x_j, t_{n-\frac{1}{2}}), \quad 1 \leq j \leq M - 1, \quad 1 \leq n \leq N.
\]  
(5.3)

To apply the Algorithm 4.1 in each time step, we take the same leading weak singular term as that in Example 5.1. Then the numerical solution \( u^n_j \) produced by the I-WSGD scheme is updated in next time step. For convenience, we denote the scheme (5.3) with the use of the Algorithm 4.1 as the CN-I-WSGD scheme.

---

**Figure 5.3:** Comparison of point-wise errors for the FCD scheme (2.19a)-(2.19b) and the I-FCD scheme for (2.13a)-(2.13b) with symmetric two-sided fractional derivative (Example 5.2, Case I), \( h = 2^{-9} \).

**Figure 5.4:** Comparison of point-wise errors for the FCD scheme (2.19a)-(2.19b) and the I-FCD scheme for (2.13a)-(2.13b) with symmetric two-sided fractional derivative (Example 5.2, Case II), \( h = 2^{-10} \).
We measure errors and convergence rate in this example as follows. Let

\[ E_N^\infty(h) = \max_{1 \leq j \leq M-1} |u(x_j, t_N) - u_j^N| \]

and assume

\[ E_N^\infty(h) = O(h^p) + O(\tau^q). \]

If \( \tau \) is sufficiently small, then \( E_N^\infty(h) \approx O(h^p) \). Consequently, \( \frac{E_N^\infty(2h)}{E_N^\infty(h)} \approx 2^p \) and \( p \approx \log_2 \left( \frac{E_N^\infty(2h)}{E_N^\infty(h)} \right) \) is the convergence rate with respect to the spatial step size.

Table 5.5: Comparison of accuracy and convergence rate between the CN-WSGD scheme \( (5.3) \) and the improved scheme CN-I-WSGD for solving the SpFDE \( (5.1) \) with left-sided fractional derivative (Example \( 5.3 \)). The exact solution is chosen as \( u(x, t) = (x^{\beta-1} + x^2 + x^{1+\beta})(1-x)t^3 \) and \( \tau = 10^{-3} \).

| \( \beta \) | M   | \( E_N^\infty(h) \) | Rate | CPU time (s) | M   | \( E_N^\infty(h) \) | Rate | CPU time (s) |
|-----------|-----|------------------|------|-------------|-----|------------------|------|-------------|
| 1.4       | 16  | 9.33e-02         | 0.55 | 1.55        | 4   | 7.84e-03         | 1.29 | 1.29        |
|           | 32  | 7.43e-02         | 0.33 | 2.88        | 8   | 1.31e-03         | 2.58 | 2.16        |
|           | 64  | 5.73e-02         | 0.38 | 5.70        | 16  | 3.68e-04         | 1.83 | 3.99        |
|           | 128 | 4.37e-02         | 0.39 | 11.2        | 32  | 8.72e-05         | 2.08 | 7.63        |
| 1.8       | 16  | 4.81e-03         | 0.79 | 1.44        | 4   | 2.11e-03         | 1.30 | 1.30        |
|           | 32  | 3.04e-02         | 0.66 | 2.75        | 8   | 3.74e-04         | 2.50 | 2.19        |
|           | 64  | 1.79e-03         | 0.76 | 5.65        | 16  | 6.50e-05         | 2.52 | 3.93        |
|           | 128 | 1.04e-03         | 0.79 | 11.4        | 32  | 1.53e-05         | 2.09 | 7.64        |

Figure 5.5: Comparison of asymptotic errors in \( L_2 \)-norm for the CN-WSGD scheme \( (5.3) \) and the improved scheme CN-I-WSGD for the SpFDE \( (5.1) \) with left-sided fractional derivative (Example \( 5.3 \)). The step-sizes are taken as \( h = 2^{-5} \) and \( \tau = 10^{-3} \).

Table 5.5 shows that the use of Algorithm 4.1 can greatly improve the accuracy and convergence rate of the fully discretized scheme CN-WSGD for solving the time-dependent problems. Compared to the low accuracy of numerical solutions produced by the scheme CN-WSGD \( (5.3) \), the numerical solution from the improved scheme CN-I-WSGD is of second-order convergence for \( \beta = 1.4 \) and 1.8. Fig 5.5 shows the asymptotic error in \( L_2 \)-norm of numerical solutions. It can be observed that the improved scheme CN-I-WSGD performs far better than the original scheme CN-WSGD without applying the Algorithm 4.1.
6. Conclusion

We proposed an improved algorithm for fractional boundary value problems with non-smooth solution by applying the extrapolation technique to the WSGD scheme (2.17a)-(2.17b) and the FCD scheme (2.19a)-(2.19b). For some known structure of singularity, we proved that the improved schemes I-WSGD and I-FCD can be of second-order convergence for non-smooth solution. Numerical examples show that the proposed algorithm [4] and the improved schemes I-WSGD and I-FCD can significantly increase the accuracy and convergence rate of numerical solutions for fractional boundary value problems with one-sided fractional derivative or symmetric two-sided fractional derivatives with non-smooth solution; see Example 5.1-5.2. Moreover, we showed that the proposed algorithm can be successfully applied to the time-dependent problems with non-smooth solution and obtain highly accurate numerical solutions; see Example 5.3.

In the end, we give some remarks on the proposed algorithm. First, in this work, we focused on dealing with the leading weak singularity for non-smooth solution. To further increase the accuracy, especially for those problems with small fractional order $\beta$, the algorithm can be repeatedly applied for hierarchical singular terms. Second, though we have just applied the proposed algorithm to the WSGD scheme and the FCD scheme, it can be readily used to improve the accuracy of most finite difference schemes for SpFDEs. Moreover, we have only studied the special cases for $\theta = 0, 1/2, 1$ in this work. For the general case of $\theta \in (0, 1)$, due to the difficulty of determining the function $\rho(\theta, \beta)$ in (4.5), we do not consider the problem in this work. In future work, we will extend the proposed algorithm to time-fractional differential equations and the general SpFDEs with non-smooth solution, e.g. variable-coefficient problems [10] and fractional advection diffusion equation [23].
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