Evaluation of Image Reconstruction Using Binary Genetic Algorithm and Unwrapping in Digital Holography
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Abstract: Image reconstruction is a fundamental task of image processing and images are desired to be reconstructed with the lowest noise and most accuracy possible. Digital holography is one of the image reconstruction methods that uses Fast Fourier Transform (FFT) as a common tool. However, several iterative methods such as genetic algorithm (GA) can be used to decrease the noise or optimize the digital hologram in the reconstruction process for digital holography. In this paper, we propose an image reconstruction task that is performed by using a binary genetic algorithm (BGA) in digital holography. In this scheme, the image of a glass-made star object is reconstructed both originally and also by using BGA to find a similar solution to the originally reconstructed one. The unwrapping effect in the reconstructed image is also evaluated by using two different methods that are Goldenstein's and Quality guided path-following techniques. The results indicate that since BGA provides a solution with higher similarity to the originally reconstructed one, it can be considered as an alternative to the common reconstruction process in digital holography. Besides, since a 3-dimensional (3D) image with phase information is obtained by unwrapping techniques, it provides to have better quality images.
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Sayısal Holografide İkili Kodlu Genetik Algoritma ve Faz Düzeltme Kullanarak Görüntünün Yeniden Oluşturulmasının İncelenmesi

Öz: Görüntü işlemede, görüntüünun yeniden oluşturulması temel bir işlemdir ve görüntülerin mümkün olan en düşük gürültü ve en yüksek doğrulukta yeniden oluşturulması istenir. Sayısal holografi, yaygın olarak Hızlı Fourier Dönüşümü (FFT) kullanlan görüntü yeniden oluşturma yöntemlerinden biridir. Ancak, sayısal holografının yeniden oluşturulma sürecinde gürültüyü azaltmak veya sayısal hologrami optimize etmek için genetik algoritma (GA) gibi çeşitli yinelemeli yöntemler kullanılabilir. Bu çalışmada, sayısal holografide ikili kodlu genetik algoritma (BGA) kullanılarak gerçekleştirilen bir görüntü yeniden oluşturma sunulmaktadır. Bu amaçla, camdan yapılmış bir yıldız nesnesinin görüntülenmesi hem orijinal olarak hem de orijinal olarak yeniden yapılandırılan benzer bir çözüm bulmaya çalışılmıştır. Ayrıca, yeniden oluşturulan görüntüyü etkisi Goldenstein ve Quality guided path teknikleri olmak üzere iki farklı yöntem kullanılarak değerlendirilmektedir. Elde edilen sonuçlar, BGA'nın orijinal olarak yeniden oluşturulan görüntüye oldukça benzer bir çözüm sağladığına, sayısal holografide yaygın olarak kullanılan yeniden oluşurma işleminde bir alternatif olarak düşünülebileceğini göstermektedir. Ayrıca, faz bilgisine sahip 3-boyutlu (3B) görüntü, faz düzeltme teknipleri ile elde edildiğinde, daha kaliteli görüntüle sahip olunmasını sağlar.

Anahtar Kelimeler: Sayısal holografi; görüntü yeniden oluşturma; ikili kodlu genetik algoritma; faz düzeltme.

1. Introduction

The spectral, directional, and spatial information about a specimen is desired to be captured with imaging systems. While a digital image is acquired, it can be distorted optically or electronically.
Therefore, it is important to obtain a clear and high-resolution image of the original one to provide a correct understanding by humans. To transform the acquired raw data (recorded specimen) to images, image reconstruction, which is a fundamental branch in the field of image processing, should be applied [1]. The image quality can be impacted by multiple signal processing in the image reconstruction process. There have been various methods used for image reconstruction applications in the current literature. Digital holography is one of the most used methods for numerical image reconstruction [2]. In this method, the intensity pattern of spatial interference between the light scattered from the sample is recorded by detectors and then both phase and amplitude contrast images of the specimen are acquired by using a numerical reconstruction algorithm. Fast Fourier Transform (FFT) is a commonly used tool for direct image reconstruction in digital holography [1]. On the other hand, Kugler et al. propose a non-rigid three-dimensional (3D) reconstruction method. The smoothness and continuity are required for internal structures, which are located on the main tissue when the reconstruction process is performed [3]. Kawamura et al. used a landmark-based method for the 3D image reconstruction. They use a template matching to detect the landmarks, which is corresponded to the used images. After this step, the detected landmarks are located in the reconstructed 3D image, which has a single smooth curve. Thus the deformations of all used images are determined simultaneously [4]. Rusdi et al. reconstruct the medical images with an artificial bee colony algorithm. They assess the efficiency of this algorithm with the optimal solution to the problem of curve fitting [5].

In recent years, genetic algorithms (GA) have been applied for image reconstruction in addition to the fields of economics, chemistry, physics, computer science, engineering applications, etc. In recent studies, especially for the task of medical image reconstruction, GA is used to provide an optimum solution [6, 7]. A typical GA begins with the population of potential solutions that are called chromosomes or individuals. These are generated randomly. Generally, binary strings are used to represent the chromosomes. It is aimed to obtain the best solution which provides the higher similarity to the reconstructed one by improving with initial images. In this context, an algorithm of the local search for multi-objective genetics is introduced by Li et al. for projections-based image reconstruction. This work remains weak in terms of the weight parameters that depend on the subjective choice [8]. Qureshi et al. proposed a genetic algorithm related to hybrid continuous, which is hybridized with inverse Fourier transform, to solve the image reconstruction problem [9]. Majeed and Piah used the rational Ball interpolant via GA to reconstruct the different images. They optimized the unknown parameters by using a genetic algorithm [10]. Gray et al. performed a data exploration that uses a cooperative co-evolution algorithm as the base for PET image reconstruction. The used algorithm is called as Fly Algorithm [11].

On the other hand, in many images or signal applications, phase is an important feature to detect the object's deformation, shape, or vibration. To increase the image quality of reconstructed images and analyze the real data successfully, phase unwrapping techniques can be used for many applications such as interferometry imaging, solid-state physics, etc. [12,13]. The required data can be encoded in the phase distribution form by using unwrapping for phase information [14]. Especially, in optical interferometry imaging, 2-dimensional (2D) phase unwrapping is also used to solve many problems [15]. Therefore, various unwrapping algorithms have been proposed in the literature [16]. The used standard algorithms for implementing the phase unwrapping application often fail to image at low light intensities for interferometric quantitative phase imaging. For this reason, Kim et al. used an analysis method of Hybrid random walk-linear discriminant to unwrap the quantitative phase images. They also applied this method for imaging biological samples [17]. Zappa and Busca used eight unwrapping algorithms to compare the performances of these algorithms, which are applied to the Fourier transform profilometry optical scan method [18]. Moreover, to perform the 2D MRI phase unwrapping, He et al. proposed an algorithm of Sparse-Representation-Based Direct Minimum \( L_p \)-Norm [19].
Motivated by the advances in digital holographic imaging, in this paper, we propose applying the unwrapping algorithms to binary image reconstruction using GA and comparing the effects on the reconstruction quality. In addition, an image reconstruction application is performed for the used black and white images using binary coding.

The rest of this paper is organized as follows. Genetic algorithm-based image reconstruction is detailed in Section 2. In Section 3, the unwrapping problem and unwrapping methods that are used in this study are explained. Section 4 is devoted to describing the scanning system used. Section 5 expresses the results whereas the last Section draws out the conclusions.

2. Experimental Methods

2.1. Image Reconstruction Based on GA

The genetic algorithm determines the maximum/minimum of some objective functions in a search space by mimicking natural selection and discovers all regions of the space by mutation, crossover, and selection operations [20]. Thereafter, successive generations are obtained by applying these operators to the populations. Generally, the search for an optimal solution is started with a randomly generated chromosome population. A new set of chromosomes is derived for each generation from the applications of the operators. The determination of the chromosomes representation, selection function, initial population creation, genetic operators, fitness function and termination criteria are the necessary issues for the use of a genetic algorithm and the following steps are applied with genetic algorithms [21]:

1. Initial population is produced.
2. Fitness of each individual is evaluated.
3. Fittest individual is selected for mating.
4. Reproductive operators are applied to create offspring.
5. The fitness of offspring is evaluated and fit individuals are selected.
6. It is stopped if the stopping criteria are met otherwise step 3 is repeated.

The basic steps for the use of a GA are depicted in Figure 1.

In this paper, a genetic algorithm representation of the solution domain for black-and-white images is investigated. For this case, each chromosome has genes like the pixels of the original image. Each gene can have the value 0 and 1 for white and black colors, respectively. After this issue, a fitness function that measures the quality of the obtained solution is formulated. Mean absolute error (MAE) fitness function is used to reconstruct the image in this paper which is defined as in Equation 1,

\[ F = (1 + E_M)^{-1} \]  

(1)

where EM is the MAE value between the reference or measured image and computed reconstructions [6].

After the determination of genetic representation and the fitness function, a randomly initializing of the population is proceed by GA. Then, selection, crossover, and mutation steps proceed. In this paper, roulette wheel selection and double-point crossover are used. Natural selection is simulated by the selection operator and the roulette wheel enables the selection of individuals with higher fitness values [6]. By using double-point crossover, genes are exchanged between individuals that
enable new solutions to be produced. The mutation which is the last one is performed in a common manner [22].

**Figure 1.** Basic steps for a genetic algorithm.

### 2.2. Unwrap

The wrapped phase is normally measured between $-\pi$ and $\pi$. However, the required information, which is used in various advanced imaging technologies, is encoded in the form of a phase distribution [23]. In this context, the principal phase values can be found with the phase unwrapping process, which is the most used algorithm in several applications such as optical interferometry imaging, imaging of medical magnetic resonance, etc. Many pieces of research have been studied for phase unwrapping techniques, which are the tasks of determining the accurate values of phase [17,18,24]. These algorithms can be considered in two classes such as path following (PF) and minimum norm methods. In PF methods, a path is defined for following the phase gradient integration and in minimum norm methods, the difference between the wrapped and unwrapped phase differences are minimized [25].

In this paper, the performances of Goldstein and Quality guided path-following methods that belong to the path following methods are investigated in the binary digital holographic images reconstructed with a genetic algorithm.

#### 2.2.1. Goldstein’s Algorithm

In Goldstein’s algorithm, branch cuts (BC) are generated to constitute a barrier for the unwrapping process. The cuts are chosen for minimizing the sum of the lengths of BC and thus the total
discontinuity [26]. The BC is connected with the residues being pairs or multiple pairs groups with the logic in the phase image. The BC is adjusted between the closest image border and the residue, which has no connection with other residues. The process steps of Goldstein’s algorithm are given as follows [27]:

1. A branch point is found. 2×2 loop array is adjusted each time until finding a BC point.
2. After finding one BC point, the top-left sample of the 2×2 loop is defined and a 3×3 pixel box is centered on this point.
3. To create different branch points, the centered 3×3 pixel box is found.
4. The size of this box is extended if the branch points are not found. On the contrary, the two branch points are connected and marked as balanced. Namely, in the Goldstein method, the restriction lines are added to the path of the phase map and the poles have potential equilibrium.
5. Finally, the branch points are connected with an aperture edge.

2.2.2. Quality Guided Path Following Method

Since the Quality-guided phase unwrapping (QGPU) technique is an efficient, fast, and automatic spatial method, it has been well studied in the past two decades [16]. In spatial phase unwrapping, the unwrapping of one pixel can be performed with the equation given in Equation 2 [12].

\[ \phi_a^u = \phi_a^w + 2\pi \text{round}\left( \frac{\phi_b^w - \phi_a^w}{2\pi} \right) \]  

(2)

where the round is the function that converts the input to the closest integer; \( \phi_b^w \), \( \phi_a^w \) and \( \phi_a^u \) are the unwrapped phase of pixel \( b \), wrapped and unwrapped phases of pixel \( a \), respectively.

2.3. Imaging Setup

The proposed setup for imaging is shown in Figure 2 [28]. This setup is based on lateral shearing digital holographic microscopy, which is derived from the configuration of self-referencing. In this configuration, a He-Lazer is used as a light source and it has a 632nm wavelength with the 12mW output power. Firstly, a spatial filter is used to filter the beam, and then it is aligned with a convex lens (CL).

The object wavefront is magnified with a microscopic objective having a 6X magnification and 0.75 numerical aperture (NA=0.75). The plane ruled reflection grating (PRRG) glass plate, which has 6mm thickness, is preferred to create an interference pattern on the CMOS camera. The CMOS camera is kept from 10cm from the PRRG glass plate. The shear glass plate has back and front surfaces to form two sheared object beams. These beams form the interference pattern. To cope with the image duplication and overlapping of object information problems, the second lens is located between the microscopic objective and the CMOS camera. In addition, the (approx.) whole field of view (FOV) is used to avoid the object information overlap. This means that the lateral shear distance is equated to the FOV value to get a fringe pattern having two-beam interference patterns digital holographic microscopy.

3. Results and Discussion

The experiments are conducted by using the image of a glass-made star object. Simulations are performed on MATLAB 2018b program to evaluate the effects of unwrapping and binary genetic
algorithm in digital holographic image reconstruction. 100 chromosomes and 1000, 2000, 3000, 4000, 5000, 10000 generations are used for BGA respectively.

The values for probability crossover are given as 0.95, the probability of mutation is used as 0.001 and the elitism rate is given as 20%. The algorithm has stopped when the maximum number of iterations has been reached. The original reconstructed star image and the one obtained by using binary image reconstruction using BGA are shown in Figure 3. The simulation has been based on 1000, 2000, 3000, 4000, 5000, 10000 repetitions for 256x256 star image respectively. It can be easily seen from Figure 3 that crossover and mutation operators provide the best fit to the reconstruction of a digital holographic image and binarized reconstructed star image can be obtained with 10000 epochs. In addition, the reconstructed image by using BGA has almost the same details as the original reconstructed one. Figure 4 shows the fitness graphs of each epoch and the fitness of the best elite that provides to reach the optimal solution is obtained with 10000 epochs. Moreover, to evaluate the effect of phase unwrapping to the digital holographic image reconstruction by using BGA, Goldenstein's and QGPU techniques are applied. Since both the amplitude information and phase information characterize the beam and only the values of signal that are between $-\pi$ and $+\pi$ radians are influenced by the phase, obtaining true phase can enable to reveal the details or properties of the object. Besides, phase unwrapping provides not only a 2D image of the object but a 3D image with phase information. Figure 5 indicates the results for original and BGA image reconstruction by using Goldenstein's algorithm. It can be seen from Figure 5 that a 3D reconstructed image is obtained with both original and BGA image reconstruction in the case of Goldstein's unwrapping technique is applied. However, in addition, it can be seen from Figure 5 and also Figure 6 that shows the corresponding fitness graphs of each epoch for BGA, unwrapping is sensitive to noise. Therefore, worse the fitness of the best elite at 10000 epoch is obtained when compared with the wrapped BGA reconstructed image given in Figure 4. Figure 7 shows the obtained star images with the QGPU technique for both original and BGA reconstructed images. Likewise, the noise effect can be seen easily from both Figure 7 and corresponding fitness graphs for BGA in Figure 8. In addition, it can also be observed that noise
appears to be more effective compared to Goldstein’s unwrapping algorithm. Table 1 indicates the best fitness value of each situation for each epoch.

The quality of the binarized and unwrapped binarized reconstructed images has been measured utilizing mean squared error (MSE), mean absolute error (MAE), and structural similarity measure (SSIM) of the reconstructed image. MSE gives the measurement for the average of the squares of the errors and closer to zero results for this metric is better. Since MAE defines the maximum absolute value of the variance (difference) between the original reconstructed and BGA or unwrapped ones, closer to zero values are better, too. In terms of SSIM, a better result is obtained when it is closer to 1. The mathematical expressions of MSE, MAE, and SSIM are given in Equations 3-5, respectively [29]. Table 2 and Table 3 show the values of quality metrics between the reconstructed image and binarized reconstructed star image and reconstructed image and binarized reconstructed unwrapped star image with Goldstein’s and QGPU techniques, respectively.

\[
MSE = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} (x(i, j) - y(i, j))^2
\]  

(3)

\[
MAE = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} |x(i, j) - (i, j)|
\]  

(4)

\[
SSIM = \frac{2\bar{x}\bar{y} + C_1(2\sigma_{xy} + C_2)}{(\sigma_x^2 + \sigma_y^2 + C_2)(\bar{x}^2 + \bar{y}^2 + C_1)}
\]  

(5)

where M and N are the pixel motions of the image and the parameters of this expression are given with (i,j); \(C_1\) and \(C_2\) are constants; \(\sigma_x^2\) and \(\sigma_y^2\) are the correlation coefficients of x and y, respectively.
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(a) Original wrapped reconstructed star image  
(b) Wrapped binarized reconstructed star image
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(c) 1000 epoch  
(d) 2000 epoch  
(e) 3000 epoch  
(f) 4000 epoch  
(g) 5000 epoch  
(h) 10000 epoch

**Figure 3.** The obtained star images without unwrap techniques.
**Figure 4.** The obtained fitness graphs for star images without unwrap techniques.

(a) Original unwrapped reconstructed star image  
(b) Unwrapped binarized reconstructed star image

(c) 1000 epoch  
(d) 2000 epoch  
(e) 3000 epoch  
(f) 4000 epoch  
(g) 5000 epoch  
(h) 10000 epoch

**Figure 5.** The obtained star images with Goldstein’s unwrap technique.

(c) 1000 epoch  
(d) 2000 epoch  
(e) 3000 epoch  
(f) 4000 epoch  
(g) 5000 epoch  
(h) 10000 epoch
Figure 6. The obtained fitness graphs for star images with Goldstein's unwrap technique.

Figure 7. The obtained star images with QGPU technique.
Figure 8. The obtained fitness graphs for star images with QGPU technique.

Table 1. The best fitness values.

|                  | Without Unwrap Technique | With Goldstein's Unwrap Technique | With QGPU Technique |
|------------------|--------------------------|-----------------------------------|---------------------|
| 1000 epoch       | -4357695                 | -4894980                          | -9867225            |
| 2000 epoch       | -3966525                 | -4475505                          | -9285060            |
| 3000 epoch       | -3759465                 | -4265130                          | -8968860            |
| 4000 epoch       | -3610035                 | -4103970                          | -8768685            |
| 5000 epoch       | -3539910                 | -4046595                          | -8631750            |
| 10000 epoch      | -3475395                 | -3729630                          | -8227320            |

The obtained values of MAE, MSE, and SSIM metrics between the reconstructed and binarized reconstructed star image are given in Table 2. The values are presented for each epoch. Since MAE and MSE are the maximum absolute and mean squared error values of the difference between the reconstructed image and binarized reconstructed one respectively, closer to zero values are better for these metrics. On the other hand, a better result is obtained when it is closer to 1 in terms of SSIM. By considering these metrics, it can be seen in Table 2 that better matching is provided with minimum MAE and MSE and maximum SSIM values at 10000 epoch.
**Table 2.** The values of quality metrics between the reconstructed image and binarized reconstructed star image.

| Number of Epochs | MAE  | MSE  | SSIM  |
|------------------|------|------|-------|
| 1000 epochs      | 0.0903 | 0.0374 | 0.0432 |
| 2000 epochs      | 0.0861 | 0.0347 | 0.0566 |
| 3000 epochs      | 0.0835 | 0.0330 | 0.0622 |
| 4000 epochs      | 0.0817 | 0.0318 | 0.0765 |
| 5000 epochs      | 0.0815 | 0.0317 | 0.0744 |
| 10000 epochs     | 0.0812 | 0.0317 | 0.0820 |

Table 3 shows the obtained values of MAE, MSE, and SSIM metrics between the reconstructed and binarized reconstructed star image when unwrapping techniques are used. It can be easily seen that the obtained results are getting better in terms of all metrics compared to wrapped ones given in Table 2. In addition to this, a better SSIM value is obtained when Goldstein's technique is used since the QGPU technique is more sensitive to noise.

**Table 3.** The values of quality metrics between the reconstructed image and binarized reconstructed unwrapped star image with Goldstein's and QGPU techniques.

| Number of Epochs | Goldstein's Technique | QGPU Technique |
|------------------|-----------------------|----------------|
|                  | MAE       | MSE   | SSIM   | MAE        | MSE   | SSIM    |
| 1000 epochs      | 0.0708    | 0.0210 | 0.0401 | 0.0718     | 0.0234 | 0.0412  |
| 2000 epochs      | 0.0707    | 0.0209 | 0.0667 | 0.0697     | 0.0221 | 0.0585  |
| 3000 epochs      | 0.0708    | 0.0210 | 0.0694 | 0.0689     | 0.0216 | 0.0641  |
| 4000 epochs      | 0.0705    | 0.0209 | 0.0704 | 0.0690     | 0.0215 | 0.0660  |
| 5000 epochs      | 0.0708    | 0.0209 | 0.0913 | 0.0680     | 0.0210 | 0.0809  |
| 10000 epochs     | 0.0711    | 0.0211 | 0.1114 | 0.0673     | 0.0205 | 0.0910  |

4. Conclusions and Recommendations

In this paper, we presented the task of digital holographic image reconstruction with the use of a binarized genetic algorithm and in addition, investigated the effects of two different types of unwrapping methods for the reconstruction performance. The glass star object is considered for the simulations. The results obtained from the simulations have shown that the crossover and mutation operators used for the BGA, enable to find of the optimal solution and BGA can reconstruct the original image. In addition, the effects of the two unwrapping methods on the reconstruction
performance are evaluated. The performance of the algorithms is qualified by considering the accuracy of the image between the scanned and reconstructed ones. It can be concluded that BGA can be applied in digital holographic image reconstruction and unwrapping enables the creation of a 3D image with phase information. On the other hand, unwrapping provides better performance in binarized genetic algorithm reconstructed images in terms of quality measurement metrics and visual quality although unwrapping is sensitive to noise. In addition, in line with these results, it can be concluded that one parameter that affects the performance of BGA can be the number of pixels in the image.
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