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Abstract
We prove a conjecture by Garbe et al. [arXiv:2010.07854] by showing that a Latin square is quasirandom if and only if the density of every $2 \times 3$ pattern is $1/720 + o(1)$. This result is the best possible in the sense that $2 \times 3$ cannot be replaced with $2 \times 2$ or $1 \times n$ for any $n$.
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1 | INTRODUCTION
A combinatorial object is said to be quasirandom if it has properties that a truly random object of the same kind would have almost surely. The most developed is the theory of quasirandom graphs, which can be traced back to the work of Rödl [24], Thomason [25], and Chung, Graham and Wilson [8] from the 1980s. The notion of quasirandom graphs is particularly robust as several diverse properties of random graphs involving subgraph density, edge distribution, and eigenvalues of the adjacency matrix are satisfied by a large graph if and only if one of them is. In particular, if the edge density of a large graph $G$ is $1/2 + o(1)$ and the density of cycles of length four is $1/16 + o(1)$, then the density of all small subgraphs is close to their expected density in the Erdős-Rényi random graph with edge density $1/2$. In other words, the quasirandomness of graphs is captured by densities of two (small) subgraphs. Results of a similar kind have been obtained for many other types of combinatorial objects, for example groups [17], hypergraphs [4, 15, 16, 19, 21], permutations [3, 9, 10, 22], which also appear in disguise in statistics [1, 13, 20, 26], set systems [5], subsets of integers [7] and tournaments [2, 6, 12, 18]. In this paper, we prove a conjecture posed by Garbe, Hancock, Hladký, and Sharifzadeh (Conjecture 12.3 in [14]), and establish that the same phenomenon holds for Latin squares. As Garbe et al. noted in their paper, while the setting of Latin squares may initially seem analogous to some of
those considered above, we are in fact faced with the additional challenge of simultaneously managing local and global information, represented by the relative order of the entries of a Latin square and their global position within the square. We overcome this difficulty by using their work on the limit theory of Latin squares, which allows us to approach a compound structure of Latin squares in a compact way.

To state our result precisely, we need to fix some notation. We use \([n]\) to denote the set \([1, \ldots, n]\). A Latin square of order \(n\) is an \(n \times n\) matrix such that each row and each column contains each of the numbers \(1, \ldots, n\) exactly once. A \(k \times \ell\) pattern is a \(k \times \ell\) matrix that contains each of the numbers \(1, \ldots, k\ell\) exactly once. The density of a \(k \times \ell\) pattern \(A\) in a Latin square \(L\) of order \(n\), which we denote by \(t(A, L)\), is the probability that a uniformly chosen random \(k\)-tuple \(i_1 < \cdots < i_k\) of indices between 1 and \(n\) and a uniformly chosen random \(\ell\)-tuple \(j_1 < \cdots < j_\ell\) of indices between 1 and \(n\) satisfy \(L_{i_j b} < L_{i_j' b'}\) if and only if \(A_{a b} < A_{a' b'}\) for all \(a, a' \in [k]\) and \(b, b' \in [\ell]\); if \(k > n\) or \(\ell > n\), then we set \(t(A, L)\) to be zero. We say that a sequence \((L_n)_{n \in \mathbb{N}}\) of Latin squares is quasirandom if it holds for all \(k, \ell \in \mathbb{N}\) that

\[
\lim_{n \to \infty} t(A, L_n) = \frac{1}{(k\ell)!},
\]

for every \(k \times \ell\) pattern \(A\). Our main result (Theorem 2) yields that a sequence \((L_n)_{n \in \mathbb{N}}\) of Latin squares with orders tending to infinity is quasirandom if and only if the equality (1) holds for all \(2 \times 3\) patterns \(A\), that is, when \(k = 2\) and \(\ell = 3\), see Corollary 3.

We complement this result by showing that the assumption on the size of the patterns cannot be weakened such that the equality in (1) holds for all \(2 \times 2\) patterns \(A\), nor that (1) holds for all \(1 \times n\) patterns, that is, our result is the best possible in the sense that \(k = 2\) and \(\ell = 3\) are the minimal values of \(k\) and \(\ell\) such that the equality in (1) for all \(k \times \ell\) patterns imply the quasirandomness. In particular, Proposition 5 together with the results of Garbe et al. [14] yields the existence of a sequence \((L_n)_{n \in \mathbb{N}}\) of Latin squares that is not quasirandom but

\[
\lim_{n \to \infty} t(A, L_n) = \frac{1}{\ell!},
\]

for every \(1 \times \ell\) pattern \(A\) and

\[
\lim_{n \to \infty} t(A, L_n) = \frac{1}{24},
\]

for every \(2 \times 2\) pattern \(A\).

## 2 | NOTATION

In this section, we fix the notation used throughout the paper, in particular, the notation concerning combinatorial limits. We start with some general notation. The set of positive integers between 1 and \(n\) is denoted by \([n]\). We often work with the uniform Borel measure on \(\mathbb{R}^n\), which is denoted by \(\lambda_n\) or simply by \(\lambda\) when \(n\) is clear from the context.

We next define the limit object for Latin squares; the definitions and results follow the exposition in Reference [14], where we refer the reader for further details. In what follows, \(\Omega\) can be any separable atomless probability space, however, we fix \(\Omega\) to be \([0, 1]\) with the uniform measure for simplicity of our exposition. Since the order of the points of \([0, 1]\) is not important, we will write \(\Omega\) instead of \([0, 1]\) to emphasize this fact in what follows. A Latinon is a pair \((W, f)\) such that \(W : \Omega^2 \to \mathcal{B}[0, 1]\) is a
measurable function, where $B[0, 1]$ is the set of Borel probability measures on $[0, 1]$ equipped with a natural topology, $f : \Omega \to [0, 1]$ is a measure preserving function, and

$$\int_{\Omega} W(x, y)(S) \, dy = \int_{\Omega} W(y, x)(S) \, dy = \lambda(S),$$  \hspace{1cm} (2)

for almost all $x \in \Omega$ and all Borel subsets $S \subseteq [0, 1]$. Intuitively speaking, each point $(x, y) \in \Omega^2$ represents an entry, $W(x, y)$ is the value of the entry, and $f(x)$ and $f(y)$ determine the position of the row and the column of the entry.

The density of a $k \times \ell$ pattern $A$ in a Latinon $(W, f)$ is the probability that $z_{ab} < z_{a'b'}$ if and only if $A_{ab} < A_{a'b'}$ for all $a, a', b, b' \in [k]$ and $b, b' \in [\ell]$ where the points $z_{ab}, a \in [k]$ and $b \in [\ell]$, are obtained as follows: sample $k$ and $\ell$ points from $\Omega$, denote them in a way that $f(x_1) < \cdots < f(x_k)$ and $f(y_1) < \cdots < f(y_{\ell})$ (note that the $f$-images of the points are different with probability one), and sample a point $z_{ab}$ from $W(x_a, y_b)$ for every $a \in [k]$ and $b \in [\ell]$. The density of a $k \times \ell$ pattern $A$ in a Latinon $(W, f)$ is denoted by $t(A, W, f)$. We say that a Latinon $(W, f)$ is quasirandom if $t(A, W, f) = \frac{1}{(k\ell)!}$ for every $k \times \ell$ pattern $A$.

We say that a sequence of Latin squares $(L_n)_{n \in \mathbb{N}}$ is convergent if the orders of the Latin squares $L_n$ tend to infinity and the sequence $(t(A, L_n))_{n \in \mathbb{N}}$ is convergent for every $k \times \ell$ pattern $A$. A Latinon $(W, f)$ is a limit of a convergent sequence of Latin squares $(L_n)_{n \in \mathbb{N}}$ if

$$\lim_{n \to \infty} t(A, L_n) = t(A, W, f),$$

for every $k \times \ell$ pattern $A$. The results of Garbe et al. [14] imply that every convergent sequence of Latin squares has a limit and every Latinon is a limit of a convergent sequence of Latin squares. Note that a sequence of Latin squares $(L_n)_{n \in \mathbb{N}}$ is quasirandom in the sense defined in Section 1 if it is convergent and its limit is a quasirandom Latinon.

3 | MAIN RESULT

In this section, we present our main result. We start with describing a correspondence involving Latinons, which will be useful in the proof. If $(W, f)$ is a Latinon, we can define a (measurable) function $\hat{W} : \Omega^2 \times [0, 1] \to [0, 1]$ as $\hat{W}(x, y, z) = W(x, y)([0, z])$. Observe that $\hat{W}(x, y, z)$ is a nondecreasing function of $z$ when $(x, y) \in \Omega^2$ are fixed and it holds that

$$\int_{\Omega} \hat{W}(x, y, z) \, dy = \int_{\Omega} \hat{W}(y, x, z) \, dy = z,$$  \hspace{1cm} (3)

for almost all $x \in \Omega$ and all $z \in [0, 1]$. In the other direction, if $f : \Omega \to [0, 1]$ is a measure preserving function and $\hat{W} : \Omega^2 \times [0, 1] \to [0, 1]$ is a measurable function such that

- $\hat{W}(x, y, z)$ is a nondecreasing function of $z$ when $(x, y) \in \Omega^2$ are fixed,
- $\hat{W}(x, y, 0) = 0$ and $\hat{W}(x, y, 1) = 1$ for every $(x, y) \in \Omega^2$, and
- the equality (3) holds for all $x \in \Omega$ and all $z \in [0, 1]$,

then $(W, f)$ is a Latinon where $W : \Omega^2 \to B[0, 1]$ is the unique function satisfying that $W(x, y)([0, z]) = \hat{W}(x, y, z)$ for all $(x, y) \in \Omega^2$ and $z \in [0, 1]$. Hence, we can identify Latinons $(W, f)$ with pairs $(\hat{W}, f)$. 
In the proof of Theorem 2, we will need the following auxiliary lemma, which is implicit in Reference [23] (see the proofs of lemma 2.7 or lemma 3.3 there) and which can be found explicitly stated as Lemma 8 in [11].

**Lemma 1.** Let \( F : \Omega^2 \to [0, 1] \) be a measurable function such that

\[
\int_{\Omega} F(x, z)F(x', z)\, dz = \xi,
\]

for almost every \((x, x') \in \Omega^2\). Then, it holds that

\[
\int_{\Omega} F(x, z)^2\, dz = \xi,
\]

for almost every \(x \in \Omega\).

We are now ready to prove our main result.

**Theorem 2.** Let \((W, f)\) be a Latinon. If

\[ t(A, W, f) = \frac{1}{720}, \]

for every \(2 \times 3\) pattern \(A\), then the Latinon \((W, f)\) is quasirandom.

**Proof.** Let \(\hat{W}\) be the function associated with \((W, f)\) as defined at the beginning of this section. We will show for every \(z \in [0, 1]\) that \(\hat{W}(x, y, z) = z\) for almost all \((x, y) \in \Omega^2\), which will imply that \((W, f)\) is quasirandom.

Since \((W, f)\) is a Latinon, it holds that

\[
\int_{\Omega} \hat{W}(x, y, z)\, dy = z, \tag{4}
\]

for almost all \(x \in \Omega\) and every \(z \in [0, 1]\). It follows that

\[
\int_{\Omega^3} \hat{W}(x, y_1, z)\hat{W}(x, y_2, z)\, dx\, dy_1\, dy_2 = \int_{\Omega} \left( \int_{\Omega} \hat{W}(x, y, z)\, dy \right)^2\, dx = z^2, \tag{5}
\]

which yields using the Cauchy–Schwarz Inequality that

\[
z^4 = \left( \int_{\Omega^3} \hat{W}(x, y_1, z)\hat{W}(x, y_2, z)\, dx\, dy_1\, dy_2 \right)^2
= \left( \int_{\Omega} \left( \int_{\Omega} \hat{W}(x, y_1, z)\hat{W}(x, y_2, z)\, dx \right)\, dy_1\, dy_2 \right)^2
\leq \int_{\Omega^2} \left( \int_{\Omega} \hat{W}(x, y_1, z)\hat{W}(x, y_2, z)\, dx \right)^2\, dy_1\, dy_2
= \int_{\Omega^4} \hat{W}(x_1, y_1, z)\hat{W}(x_2, y_2, z)\hat{W}(x_1, y_2, z)\hat{W}(x_2, y_1, z)\, dx_1\, dx_2\, dy_1\, dy_2, \tag{6}
\]
for every \( z \in [0, 1] \). In particular, it holds that

\[
\frac{1}{5} = \int_{[0,1]} z^4 \, dz \\
\leq \int_{\Omega^4 \times [0,1]} \hat{W}(x_1, y_1, z) \hat{W}(x_2, y_2, z) \hat{W}(x_2, y_1, z) \hat{W}(x_2, y_2, z) \, dx_1 \, dx_2 \, dy_1 \, dy_2 \, dz.
\]

We next show that the assumption of the theorem implies that

\[
\int_{\Omega^4 \times [0,1]} \hat{W}(x_1, y_1, z) \hat{W}(x_1, y_2, z) \hat{W}(x_1, y_1, z) \hat{W}(x_1, y_2, z) \, dx_1 \, dx_2 \, dy_1 \, dy_2 \, dz = \frac{1}{5}. \tag{8}
\]

The integral in (8) is the probability that if points \( x_1, x_2, y_1 \) and \( y_2 \) are chosen randomly from \( \Omega \), numbers \( z_{ab} \) randomly from \( W(x_a, y_b) \) for \( a, b \in [2] \), and a number \( z \) randomly uniformly from \([0, 1]\), then \( z_{ab} \leq z \) for all \( a, b \in [2] \). Observe that when \( x_1, x_2, y_1, \) and \( y_2 \) are fixed, if we choose \( y_3 \) randomly from \( \Omega \) and \( z_{13} \) randomly from \( W(x_1, y_3) \), then the number \( z_{13} \) is randomly uniformly chosen from \([0, 1]\) by (2). Hence, the integral in (8) is the probability that if points \( x_1, x_2, y_1, y_2, \) and \( y_3 \) are chosen randomly from \( \Omega \), numbers \( z_{ab} \) randomly from \( W(x_a, y_b) \) for \( a \in [2] \) and \( b \in [3] \), then \( z_{ab} \leq z_{13} \) for all \( a, b \in [2] \). This probability is equal to the sum of the terms \( \alpha_{A}(A, W, f) \) over all \( 2 \times 3 \) patterns \( A \), where \( \alpha_A = 1/3 \) if the pattern \( A \) contains 5 and 6 in the same column and \( \alpha_A = 1/6 \) otherwise. Since the number of \( 2 \times 3 \) patterns containing 5 and 6 in the same column is 144, we obtain that the integral in (8) is equal to

\[
144 \times \frac{1}{3} \times \frac{1}{720} + 576 \times \frac{1}{6} \times \frac{1}{720} = \frac{1}{5}.
\]

Hence, the identity (8) is established.

The identity (8) implies that equality holds in (7), which implies using (6) that

\[
\int_{\Omega^4} \hat{W}(x_1, y_1, z) \hat{W}(x_1, y_2, z) \hat{W}(x_2, y_1, z) \hat{W}(x_2, y_2, z) \, dx_1 \, dx_2 \, dy_1 \, dy_2 = z^4, \tag{9}
\]

for almost every \( z \in [0, 1] \) and so the equality holds in (6) for almost every \( z \in [0, 1] \). Since the left side in (9) is a nondecreasing function of \( z \), it follows that the identity (9) holds for every \( z \in [0, 1] \). In particular, the equality holds in (6) for every \( z \in [0, 1] \). However, the equality in (6) can hold only if the function \( F_z : \Omega^2 \rightarrow [0, 1] \) defined as

\[
F_z(y_1, y_2) = \int \hat{W}(x, y_1, z) \hat{W}(x, y_2, z) \, dx,
\]

is constant almost everywhere. Hence, we obtain for every \( z \in [0, 1] \) that \( F_z(y_1, y_2) = z^2 \) for almost every \( (y_1, y_2) \in \Omega^2 \). Since the probability spaces \( \Omega \) and \( \Omega^2 \) are isomorphic, we obtain using Lemma 1 that \( F_z(y, y) = z^2 \) for almost every \( y \in \Omega \). It follows that

\[
\int_{\Omega^2} \hat{W}(x, y, z)^2 \, dx \, dy = \int_{\Omega} F_z(y, y) \, dy = z^2, \tag{10}
\]

for every \( z \in [0, 1] \). On the other hand, the equality (4) yields that

\[
\int_{\Omega^2} \hat{W}(x, y, z) \, dx \, dy = z, \tag{11}
\]
for every $z \in [0, 1]$. It follows then, by (10) and (11), that
\[
\left( \int_{\Omega^2} \hat{W}(x,y,z) \, dx \, dy \right)^2 = \int_{\Omega^2} \hat{W}(x,y,z)^2 \, dx \, dy,
\]
and hence we obtain for every $z \in [0, 1]$ that $\hat{W}(x,y,z) = z$ for almost all $(x,y) \in \Omega^2$. Consequently, the following holds for almost every $(x,y) \in \Omega^2$: $\hat{W}(x,y,z) = z$ for every rational $z \in [0, 1]$; here, we use that the set of rationals is countable. Since the function $\hat{W}(x,y,z)$ is a nondecreasing function of $z$ when $(x,y) \in \Omega^2$ is fixed, we obtain for almost every $(x,y) \in \Omega^2$ that $\hat{W}(x,y,z) = z$ for every $z \in [0, 1]$. In particular, it holds that $W(x,y)$ is the uniform measure on $[0,1]$ for almost every $(x,y) \in \Omega^2$. This implies that $t(A,W,f) = 1/(k\ell)!$ for every $k \times \ell$ pattern $A$ and we conclude that the Latinon $(W,f)$ is quasirandom.

We obtain the following corollary.

**Corollary 3.** Let $(L_n)_{n \in \mathbb{N}}$ be a sequence of Latin squares with their orders tending to infinity such that
\[
\lim_{n \to \infty} t(A,L_n) = \frac{1}{720},
\]
for every $2 \times 3$ pattern $A$. Then it holds that
\[
\lim_{n \to \infty} t(A,L_n) = \frac{1}{(k\ell)!},
\]
for every $k \times \ell$ pattern $A$, that is, $(L_n)_{n \in \mathbb{N}}$ is quasirandom.

**Proof.** Fix a sequence $(L_n)_{n \in \mathbb{N}}$ of Latin squares satisfying the assumption of the corollary, and suppose that the limit of $t(A_0,L_n)$ does not exist or is different from $\frac{1}{(k_0\ell_0)!}$ for a $k_0 \times \ell_0$ pattern $A_0$. By considering a subsequence, we may in fact assume that the limit of $t(A_0,L_n)$ exists and is different from $\frac{1}{(k_0\ell_0)!}$. Since every sequence of Latin squares has a convergent subsequence [14], we obtain a convergent sequence $(L'_n)_{n \in \mathbb{N}}$ of Latin squares with their orders tending to infinity such that
\[
\lim_{n \to \infty} t(A,L'_n) = \frac{1}{720},
\]
for every $2 \times 3$ pattern $A$ and
\[
\lim_{n \to \infty} t(A_0,L'_n) \neq \frac{1}{(k_0\ell_0)!}.
\]
Let $(W,f)$ be the limit Latinon for the sequence $(L'_n)_{n \in \mathbb{N}}$. By Theorem 2, the Latinon $(W,f)$ is quasirandom, which yields that
\[
t(A_0,W,f) = \frac{1}{(k_0\ell_0)!}.
\]
This contradicts that the limit of $t(A_0,L_n)$ does not exist or is different from $\frac{1}{(k_0\ell_0)!}$, and we conclude that the sequence $(L_n)_{n \in \mathbb{N}}$ is quasirandom.
Finally, the following corollary confirms the conjecture by Garbe et al. [14] (Conjecture 13.2) as stated in their paper. The proof of the corollary follows by inspecting the proof of Theorem 2, in particular, the conclusion on the values of $W$ at the very end of the proof.

**Corollary 4.** Let $(W,f)$ be a Latinon. If $t(A, W, f) = 1/720$ for every $2 \times 3$ pattern $A$, then $W(x, y)$ is the uniform measure on $[0, 1]$ for almost every $(x, y) \in \Omega^2$.

### 4 | LOWER BOUND

In this section, we establish that the assumption in Theorem 2 involving $2 \times 3$ patterns cannot be replaced with $1 \times n$ patterns or $2 \times 2$ patterns.

**Proposition 5.** There exists a Latinon $(W, f)$ that is not quasirandom and that satisfies for all $n \in \mathbb{N}$ that

$$t(A, W, f) = \frac{1}{n!},$$

for every $1 \times n$ pattern $A$ and

$$t(A, W, f) = \frac{1}{24},$$

for every $2 \times 2$ pattern $A$.

**Proof.** Consider a Latinon $(W, f)$ defined as follows. First, the function $f : \Omega \to [0, 1]$ is defined as

$$f(x) = \begin{cases} 2x & \text{if } x \leq 1/2, \\ 2x - 1 & \text{otherwise}. \end{cases}$$

Clearly, the function $f$ is measure preserving. The function $W : \Omega^2 \to B[0, 1]$ is defined as follows:

$$W(x, y)(S) = \begin{cases} 2\lambda(S \cap [0, 1/2]) & \text{if } (x, y) \in [0, 1/2]^2 \cup (1/2, 1] \text{ and} \\ 2\lambda(S \cap [1/2, 1]) & \text{otherwise}, \end{cases}$$

for every $(x, y) \in \Omega^2$ and every Borel subset $S \subseteq [0, 1]$.

We first verify that $t(A, W, f) = \frac{1}{n!}$ for every $1 \times n$ pattern $A$. Fix $n \in \mathbb{N}$. Sample a point $x$ randomly from $\Omega$ and $n$ additional points $y_i$, randomly from $\Omega$ and index them in such a way that $f(y_1) < \cdots < f(y_n)$. The choice of the function $f$ implies that $y_i \in [0, 1/2]$ with probability $1/2$ for every $i \in [n]$ (note that this probability does not change when conditioned on that $f(y_i)$ is the $i$th large $f$-image of the sampled points). Next sample the point $z_i$ from $W(x, y_i)$ for $i \in [n]$. If $(x, y_i) \in [0, 1/2]^2 \cup (1/2, 1]$, then $z_i$ is a uniformly chosen point from $[0, 1/2]$, and it is a uniformly chosen point from $(1/2, 1]$ otherwise. It follows that $z_i$ is a uniformly chosen point from $[0, 1]$ independent of the choices of other points, that is, $z_1, \ldots, z_n$ are $n$ independent uniformly random points from $[0, 1]$. It follows that $t(A, W, f) = 1/n!$ for every $1 \times n$ pattern $A$.

We next analyze the density of $2 \times 2$ patterns. Sample two pairs of points from $\Omega$, index them in such a way that $f(x_1) < f(x_2)$ and $f(y_1) < f(y_2)$, and then sample points $z_{ij}$ from $W(x_i, y_j)$ for $i, j \in [2]$. Let $X = [0, 1/2]^2 \cup (1/2, 1]$ and $Y = [0, 1]^2 \setminus X$. Consider the $2 \times 2$ matrix $B$ such that the entry in
the $i$th row and the $j$th column is $X$ if $(x_i, y_j) \in X$ and $Y$ otherwise. An analysis analogous to that in the previous paragraph yields that $B$ is equal to each of the following eight matrices with probability $1/8$:

$$
\begin{pmatrix}
X & X \\
X & X
\end{pmatrix}
\begin{pmatrix}
Y & Y \\
Y & Y
\end{pmatrix}
\begin{pmatrix}
X & X \\
X & X
\end{pmatrix}
\begin{pmatrix}
Y & Y \\
X & X
\end{pmatrix}
\begin{pmatrix}
X & Y \\
Y & X
\end{pmatrix}
\begin{pmatrix}
X & Y \\
X & X
\end{pmatrix}
\begin{pmatrix}
Y & X \\
X & X
\end{pmatrix}
\begin{pmatrix}
Y & X \\
Y & Y
\end{pmatrix}
\end{array}
$$

Fix a $2 \times 2$ pattern $A$. For each of the first two matrices above, the probability that $z_{ab} < z_{a'b'}$ if and only if $A_{ab} < A_{a'b'}$ for all $a, b, a', b' \in [2]$, is equal to $1/24$ conditioned on $B$ being that matrix. Among the remaining six matrices, there is exactly one such that the probability is equal to $1/4$ conditioned on $B$ being this matrix (it is the matrix obtained from $A$ by replacing the entries equal to $1$ and $2$ with $X$ and the entries equal to $3$ and $4$ with $Y$), and the probability is equal to $0$ conditioned on $B$ being one of the remaining five matrices. We conclude that

$$
t(A, W, f) = \frac{1}{8} \left( \frac{2}{24} + \frac{1}{4} \right) = \frac{1}{24}.
$$

Since Corollary 4 implies that the Latinon is not quasirandom, the proof is now concluded. For completeness, we remark that for example the density of the pattern $2 \times 3$ pattern

$$
A = \begin{pmatrix}
1 & 2 & 3 \\
4 & 5 & 6
\end{pmatrix}
$$

in the Latinon $(W, f)$ is $\frac{11}{16 \cdot 360} \neq \frac{1}{720}$.

We present another example showing that the assumption in Theorem 2 cannot be replaced solely with $2 \times 2$ patterns.

**Proposition 6.** Let $X = ([0, 1/4] \cup (3/4, 1))^2 \cup (1/4, 3/4)^2$ and $Y = [0, 1]^2 \setminus X$, and define $W : \Omega^2 \to B[0, 1]$ as

$$
W(x, y)(S) = \begin{cases}
2\lambda(S \cap [0, 1/2]) & \text{if } (x, y) \in X, \\
2\lambda(S \cap [1/2, 1]) & \text{otherwise},
\end{cases}
$$

for a Borel set $S \subseteq [0, 1]$, and $f : \Omega \to [0, 1]$ as the identity, that is, $f(x) = x$. The Latinon $(W, f)$ is not quasirandom but it holds that $t(A, W, f) = 1/24$ for every $2 \times 2$ pattern $A$ (Figure 1).

**Proof.** Corollary 4 implies that the Latinon $(W, f)$ is not quasirandom and so we focus on computing the density of $2 \times 2$ patterns in the Latinon $(W, f)$. Fix a $2 \times 2$ pattern $A$. Sample two pairs of points from $\Omega$, index them in such a way that $f(x_1) < f(x_2)$ and $f(y_1) < f(y_2)$, and then sample points $z_{ij}$ from $W(x_i, y_j)$ for $i, j \in [2]$. Let $P = [0, 1/4] \cup (3/4, 1]$ and $Q = (1/4, 3/4]$, and observe that the probability that both $x_1$ and $x_2$ belong to $P$ is $1/4$, the probability that they both belong to $Q$ is also $1/4$, the probability that $x_1$ belongs to $P$ and $x_2$ to $Q$ is also $1/4$, and the probability that $x_1$ belongs to $Q$ and $x_2$ to $P$ is $1/4$, too. Let $B$ now be the $2 \times 2$ matrix $B$ such that the entry in the $i$th row and the $j$th column is $X$ if $(x_i, y_j) \in X$ and $Y$ otherwise. Since $X = P^2 \cup Q^2$, it follows that $B$ is equal to each of the following eight matrices with probability $1/8$:

$$
\begin{pmatrix}
X & X \\
X & X
\end{pmatrix}
\begin{pmatrix}
Y & Y \\
Y & Y
\end{pmatrix}
\begin{pmatrix}
X & X \\
Y & Y
\end{pmatrix}
\begin{pmatrix}
Y & Y \\
X & X
\end{pmatrix}
\begin{pmatrix}
X & Y \\
X & X
\end{pmatrix}
\begin{pmatrix}
Y & X \\
X & X
\end{pmatrix}
\begin{pmatrix}
X & Y \\
Y & Y
\end{pmatrix}
\begin{pmatrix}
Y & X \\
Y & Y
\end{pmatrix}
\end{array}
$$
As in the proof of Proposition 5, we observe that the probability that \( z_{ab} < z_{a'b'} \) if and only if \( A_{ab} < A_{a'b'} \) for all \( a, b, a', b' \in [2] \), is equal to \( 1/24 \) conditioned on \( B \) being the first two matrices, and among the remaining six matrices, there is exactly one such that the probability is equal to \( 1/4 \) conditioned on \( B \) being this matrix, and the probability is equal to 0 conditioned on \( B \) being one of the remaining five matrices. We conclude that

\[
 t(W, A) = \frac{1}{8} \left( \frac{2}{24} + \frac{1}{4} \right) = \frac{1}{24}.
\]

The proof of the proposition is now concluded.

\[\square\]

5 | CONCLUDING REMARKS

Instead of the notion of patterns considered in this paper, it is possible to consider a more general notion of a pattern defined as follows: a \( k \times \ell \) generalized pattern is a \( k \times \ell \) matrix such that \( m \) of its entries are equal to \( \star \) and the remaining entries contain each of the numbers \( 1, \ldots, k\ell - m \) exactly once. For example, the following is a generalized \( 2 \times 3 \) pattern:

\[
\begin{pmatrix}
2 & 3 & \star \\
\star & 4 & 1
\end{pmatrix}.
\]

The informal meaning of entries equal to \( \star \) is that their relative order is not restricted. Formally, the density of a \( k \times \ell \) generalized pattern \( A \) in a Latin square \( L \) of order \( n \), which is denoted by \( t(A, L) \), is the probability that a uniformly chosen random \( k \)-tuple \( i_1 < \cdots < i_k \) of indices between 1 and \( n \) and a uniformly chosen random \( \ell \)-tuple \( j_1 < \cdots < j_{\ell} \) of indices between 1 and \( n \) satisfy for all \( a, a' \in [k] \) and \( b, b' \in [\ell] \) that \( L_{iab} < L_{i, j_{\ell}b'} \) whenever \( A_{ab} \neq \star, A_{a'b'} \neq \star \) and \( A_{ab} < A_{a'b'} \); if \( k > n \) or \( \ell > n \), then we again set \( t(A, L) \) to be zero. We will assume in what follows that a generalized pattern does not contain a row or a column with all entries equal to \( \star \) since the removal of such a row or column does not asymptotically change the density of the pattern.

A careful inspection of the proof of Theorem 2 yields that the proof only requires the density of each of the following 72 generalized patterns:

\[
\begin{pmatrix}
\leq 4 & \leq 4 & 5 \\
\leq 4 & \leq 4 & \star
\end{pmatrix}, \quad \begin{pmatrix}
\leq 4 & 5 & \leq 4 \\
\leq 4 & \star & \leq 4
\end{pmatrix}, \quad \begin{pmatrix}
5 & \leq 4 & \leq 4 \\
\star & \leq 4 & \leq 4
\end{pmatrix},
\]
to be equal to $1/120$ where $\leq 4$ denotes numbers from 1 to 4 in an arbitrary order (note that it would actually be sufficient to require only a partial order between the non-\(\star\) entries of a generalized pattern for the purpose of the proof of Theorem 2). To complement this, we claim that any set of generalized patterns with at most four entries different from \(\star\) does not have this property, that is, our result is the best possible also in the stronger setting of generalized patterns. Indeed, consider a sequence of Latin squares converging to the Latinon constructed in the proof of Proposition 5. We say that a generalized pattern $A$ is eliminable if its entries different from \(\star\) can be ordered in such a way that the following is satisfied: each entry different from \(\star\) is either the first element in the ordering among all entries in the same row, or it is the first among all entries in the same column. For example, the pattern

\[
\begin{pmatrix}
2 & 3 & \star \\
\star & 4 & 1
\end{pmatrix}
\]

is eliminable as witnessed by ordering its entries different from \(\star\) as, for example, 2,3,4,1; here, for example, the entry 3 is the first entry in the ordering among all entries in the same column. Next observe that the density of any eliminable pattern in any sequence of Latin squares converging to the Latinon from the proof of Proposition 5 converges to $1/m!$ where $m$ is the number of entries different from \(\star\). Since the only noneliminable patterns with at most four entries different from \(\star\) (and no row or column formed by \(\star\) only) are $2 \times 2$ patterns, each of which has the limit density equal to $1/24$ by Proposition 5, the claim follows.
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