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Abstract
Sense-react systems (e.g., robotics and AR/VR) have to take highly responsive real-time actions, driven by complex decisions involving a pipeline of sensing, perception, planning, and reaction tasks. These tasks must be scheduled on resource-constrained devices such that the performance goals and the requirements of the application are met. This is a difficult scheduling problem that requires handling multiple scheduling dimensions, and variations in resource usage and availability. In practice, system designers manually tune parameters for their specific hardware and application, which results in poor generalization and increases the development burden. In this work, we highlight the emerging need for scheduling CPU resources at runtime in sense-react systems. We study three canonical applications (face tracking, robot navigation, and VR) to first understand the key scheduling requirements for such systems. Armed with this understanding, we develop a scheduling framework, Catan, that dynamically schedules compute resources across different components of an app so as to meet the specified application requirements. Through experiments with a prototype implemented on a widely-used robotics framework (ROS) and an open-source AR/VR platform, we show the impact of system scheduling on meeting the performance goals for the three applications, how Catan is able to achieve better application performance than hand-tuned configurations, and how it dynamically adapts to runtime variations.

1 Introduction
Sense-react systems are becoming ever more pervasive. A variety of robots now assist us with various mundane, high precision, or dangerous tasks [6, 10, 11, 35, 39, 45, 49, 70, 81]. AR/VR (Augmented/Virtual Reality) has affected the way we teach, practice medicine [48, 71], and play games, and is envisioned to be the next interface for compute [66, 76]. These systems typically feature a pipeline of tasks that involve continually sensing the environment and processing the sensed inputs to generate a reaction. Such a pipeline ranges from a single linear chain of components in the simplest applications to a multi-chain directed acyclic graph (DAG) in more complex ones. Most such systems run on devices with limited compute resources, (e.g., Intel NUC [19, 38], Raspberry Pi [41, 44], Qualcomm Snapdragon XR2 [1], etc.). This work focuses on managing the compute (CPU) resources on such platforms.

Sense-react systems allow the environmental inputs to be sampled and processed at a configurable rate (i.e. the input rate in sense-react systems can be actively controlled, as opposed to being driven by external factors). CPU scheduling for a given sense-react application (app) thus involves tackling two inter-related aspects — how should the available compute resources be divided across different app components, and the rate at which each component should be executed (which includes the input sampling rate).

The appropriate scheduling decision depends on the amount of available CPU resources, the compute usage of each component, and the app’s performance requirements. The scheduler must take into account dynamic variations in compute usage (due to input-dependent computation times) and compute availability (e.g. due to battery constraints). The performance requirements differ along different components of a sense-react app, and involve semantic trade-offs, where the tasks performed by some app components are more critical than others (e.g. in a navigating robot, components responsible for avoiding local collisions are more important than those responsible for global path planning).

As we show in §7, under-utilizing or overloading the system (e.g. by triggering a component too slowly or too fast), and mis-allocating resources (e.g. giving a greater share of resources to a less critical component) impact the app’s performance (that includes the ability of a robot to track a moving object or avoid collisions, or achieving the desired motion-to-photon latency in an AR/VR system).
Despite rich literature in system scheduling, past work falls short of addressing all of the specific challenges of sense-react systems (e.g. the ability and need to configure input rates, handle heterogeneous tasks with differing requirements, and tackle variability in compute usage at different time-scales). Thus compute resource management in such systems remains a challenge in which app developers are provided little help. While there are frameworks and systems that assist in app development (e.g. ROS [30], ILLIXR [13, 66], etc), they leave scheduling decisions entirely up to the developers. Developers, therefore, manually fine-tune their systems to come up with static configurations which generalize poorly across scenarios (and over time) and increase the burden of app development.

To ease the burden of app development and deployment, we build a scheduling framework, Catan, which takes an app’s semantic requirements as initial inputs from the developer, and dynamically schedules the app components at runtime as per the (varying) compute usage and availability. It is easier for the developer to specify the semantic inputs (that are based on domain expertise, and remain unchanged over time and across compute platforms), as opposed to directly configuring the scheduling knobs (that must be adapted based on compute usage and availability).

We begin by studying three different applications (§3) – face tracking, robot navigation and exploration, and virtual reality. Through our case studies, we identify the key design considerations for a sense-react system scheduler (§4), and use the resulting insights to design Catan (§5). Catan adopts a hierarchical approach, making its scheduling decision in two stages – first determining the spatial allocation of CPU cores across app components, and then determining the temporal allocation of CPU slices and the rate of executing different app components. We develop analytical models and heuristics to translate the scheduling decisions into light-weight constraint-optimization problems, that Catan solves periodically at runtime to account for variability in compute usage and availability. Catan can be plugged into existing frameworks for robotics and AR/VR (e.g. ROS and ILLIXR respectively), and can be provided as an optional service to the apps using the framework (§6).

Through our evaluation on the three aforementioned case-studies (§7), we show (i) how scheduling decisions impact application performance, and how Catan can (ii) effectively navigate the semantic trade-offs in performance goals as per the available compute resources, (iii) achieve better performance than the default (hand-tuned) configurations, and (iv) handle variability in compute usage at different timescales.

2 Background

Overview. We can represent a sense-react application as a directed acyclic graph (DAG), where each node (or vertex) represents a computation task and each edge represents the flow of data between tasks. The source nodes in the DAG (with no incoming edges) are comprised of various sensors, such as a camera, LiDAR, inertial measurement unit (IMU), etc., that continually capture environmental inputs. The sink nodes (with no outgoing edges) produce reactions, e.g. actuators in robotics and display in AR/VR. The in-between nodes are responsible for processing the input streams, e.g. by running detection and planning algorithms to determine appropriate reactions to changes in the environment. In most cases, every time a node runs, it uses the latest outputs generated by its predecessor nodes as its inputs (although some apps may have nodes that buffer multiple inputs and batch process them every time they run). DAGs for different applications vary in their complexity. We describe three examples in §3.

Deployment Platforms. In many low cost robots, sensors and actuators are attached to a single on-board computer that runs all components in the DAG, often using CPU as the only compute resource [19, 40, 41]. GPUs and other accelerators can be attached at the cost of higher expense and battery usage. In larger robot systems, the nodes may be split across multiple on-board machines [8, 38], or some nodes may be offloaded to edge or cloud servers [29, 65, 69, 90].

While VR headsets have historically offloaded the computation to an attached server [12], the desired solution is to run AR/VR applications on stand-alone devices (e.g. Oculus Go [22] and Quest [23]) equipped with an embedded system [1, 21, 27]. The embedded platforms provide on-board compute: CPUs, GPUs and accelerators such as DSPs.

In this work, we focus on systems using a single on-board computer, with CPU as the only contended resource. This covers a broad range of real-world sense-react systems. Extending our work to systems with multiple contended resources (CPU, GPU, memory, and network) is an interesting future direction.

Development Frameworks. It is common to use a software framework (e.g. [5, 15, 20, 24, 25, 30, 62, 66]) for developing robotics and AR/VR applications. Robot Operating System (ROS) [30, 79] is by far the most popular development framework for robotics, with more than 300K estimated users [36]. It is widely used for developing research prototypes, with industry usage also growing rapidly [3, 4, 7, 16, 70]. It allows developers to program each component of an application individually, and provides communication APIs among those components. ILLIXR (Illinois Extended Reality testbed) is a complete end-to-end open source VR system and research testbed, which provides configurable VR system configurations with widely used system components and workflows [13, 66]. ILLIXR provides an OpenXR [24] interface to the apps, which abstracts over the XR device, runtime, and OS.

The above (open) frameworks leave resource management decisions entirely up to the app developers. Developers manually configure the rate at which different nodes are triggered. CPU scheduling across nodes is left up to the default OS policies, unless explicitly configured by the developer.1

1Our VR case-study makes use of GPUs for frame display, but, unlike the CPU cores, we assume GPU resources are not contended.

2We do not know what scheduling knobs and policies are used in closed-source / proprietary systems, which are heavily engineered nonetheless.
We use the three representative applications, spanning robotics and AR/VR, as our case studies to inform and evaluate our scheduler design. We briefly describe these applications below.

3.1 Face Tracking Robot

As our first case study, we consider a face-tracking robot app implemented using ROS [32, 63], where the robot is tasked with exploring and mapping an unknown area. This is a basic feature that most autonomous mobile robots need to support [86, 97]. This is a more complex app, that involves semantic trade-offs, and higher variations in compute usage over time.

Figure 1 represents the application’s DAG. It uses two nodes — a laser scanner (to capture the environment seen by the robot) and an odometer (which reports speed and location information to all other nodes). The global localization, mapping and planning nodes (GL, GM, and GP) are responsible for planning the robot’s trajectory based on its accumulated knowledge about the area. The trajectory is planned so as to move towards unknown areas for exploration. The local mapping and planning nodes (LM and LP) are responsible for ensuring that the robot avoids collision with obstacles in its immediate vicinity when following the global trajectory. We list the specific function of each processing node below. More details about relevant algorithms can be found in [82, 86].

(i) The local mapper (LM) uses the laser scans and odometry to update its knowledge about the robot’s immediate vicinity.

(ii) The global localization node (GL) performs two tasks: (a) for every scan that it receives, it uses particle filtering (Chapter 8 in [86]) to produce an estimated correction for the robot’s location (which accounts for potential drifts in odometry readings), and (b) it then filters the scans, discarding the ones that carry little new information about the environment. Unlike other nodes in the app that always use the latest inputs available from their predecessor nodes, GL buffers the received scans, and batch processes them every time it runs to ensure that all relevant information about the environment is captured.

(iii) The global mapper (GM) maintains a global map of all the areas that the robot has explored so far. It uses occupancy grid mapping (Chapter 9 in [86]) to update the map based on newly filtered scans produced by GL.

(iv) The global planner (GP) computes the global trajectory of the robot based on GM’s global map and the robot’s position (derived from the latest correction from GL and the corresponding odometry readings) using graph search (Chapter 3 in [82]).

(v) Navigation Command (NC) uses the robot’s position, along with the current trajectory (i.e. GP’s output) to decide the direction in which the robot should move.

(vi) The local planner (LP) uses the local cost map (that contains information about nearby obstacles) and the odometry information, along with the navigation command from NC, to output the robot’s velocity to the actuator (the mobile base). Performance Goals. The foremost goal is to avoid colliding with obstacles. The secondary goal is to ensure that trajectories are planned using the most up-to-date information about the robot’s location and the map, otherwise planned trajectories will be infeasible, unsafe, and inefficient. Finally, the robot should be able to explore the area at a sufficiently high rate.

3.2 Robot 2D Navigation

For our second case study, we consider a robot navigation app implemented using ROS [33], where the robot is tasked with exploring and mapping an unknown area. This is a basic feature that most autonomous mobile robots need to support [86, 97]. This is a more complex app, that involves semantic trade-offs, and higher variations in compute usage over time.

Figure 2 represents the application’s DAG. It uses two sensors – a laser scanner (to capture the environment seen by the robot) and an odometer (which reports speed and location information to all other nodes). The global localization, mapping and planning nodes (GL, GM, and GP) are responsible for planning the robot’s trajectory based on its accumulated knowledge about the area. The trajectory is planned so as to move towards unknown areas for exploration. The local mapping and planning nodes (LM and LP) are responsible for ensuring that the robot avoids collision with obstacles in its immediate vicinity when following the global trajectory. We list the specific function of each processing node below. More details about relevant algorithms can be found in [82, 86].

(i) The local mapper (LM) uses the laser scans and odometry to update its knowledge about the robot’s immediate vicinity.

(ii) The global localization node (GL) performs two tasks: (a) for every scan that it receives, it uses particle filtering (Chapter 8 in [86]) to produce an estimated correction for the robot’s location (which accounts for potential drifts in odometry readings), and (b) it then filters the scans, discarding the ones that carry little new information about the environment. Unlike other nodes in the app that always use the latest inputs available from their predecessor nodes, GL buffers the received scans, and batch processes them every time it runs to ensure that all relevant information about the environment is captured.

(iii) The global mapper (GM) maintains a global map of all the areas that the robot has explored so far. It uses occupancy grid mapping (Chapter 9 in [86]) to update the map based on newly filtered scans produced by GL.

(iv) The global planner (GP) computes the global trajectory of the robot based on GM’s global map and the robot’s position (derived from the latest correction from GL and the corresponding odometry readings) using graph search (Chapter 3 in [82]).

(v) Navigation Command (NC) uses the robot’s position, along with the current trajectory (i.e. GP’s output) to decide the direction in which the robot should move.

(vi) The local planner (LP) uses the local cost map (that contains information about nearby obstacles) and the odometry information, along with the navigation command from NC, to output the robot’s velocity to the actuator (the mobile base). Performance Goals. The foremost goal is to avoid colliding with obstacles. The secondary goal is to ensure that trajectories are planned using the most up-to-date information about the robot’s location and the map, otherwise planned trajectories will be infeasible, unsafe, and inefficient. Finally, the robot should be able to explore the area at a sufficiently high rate.
Our final case study considers a different category of sense-react systems – virtual reality (VR) implemented in ILLIXR [13, 66]. The VR system’s task is to provide a smooth visualization of the virtual world, based on the user’s head movement in the real world.

Figure 3 represents the various nodes in a VR system. It uses two sensors: (a) an IMU (inertial measurement unit), which measures acceleration and angular velocity of the user’s head, and (b) a Camera. The Visual-Inertial Odometry node (VIO) uses a localization (SLAM) algorithm to fuse information from the camera and IMU, and produce an estimate of the user’s pose (location and orientation). It generates high accuracy poses but is computationally too expensive to run at a high frequency. To remedy this, the integrator (Int) integrates new samples from the IMU to estimate the change in the pose since the last pose from the VIO. This produces higher frequency, but less accurate, estimates of the user’s pose.

The Render node uses this pose to generate an image (aka a ‘frame’) of the virtual world from the current perspective of the user. However, the latency of the rendering process adds a lag between the user’s movement and the generation and display of the corresponding frame, called the motion-to-photon latency (MTP) [92, 94]. To minimize this latency, the Timewarp node takes the latest rendered frame from Render and the latest pose estimate from Int, and reprojects the frame to be from the latest perspective of the user (reprojecting is much faster than rendering a new frame). Timewarp submits these reprojected frames to the GPU driver which displays them on a head-mounted display at the refresh frequency, based on the display hardware.

The reprojection in the ILLIXR version we use accounts for the user’s rotational motion, but not translational motion. Therefore, we report two MTP metrics - rotational MTP and translational MTP, representing the delay in capturing the user’s rotational and translational motion respectively.\(^3\)

**Performance Goals.** To provide a smooth virtual experience, the primary goal of the scheduler is to ensure that the displayed frame closely tracks the user’s motion with low delay and the best available pose.

Our experiment setup for each of the above case studies uses the apps as implemented in their respective frameworks (ROS for §3.1 and §3.2, and ILLIXR for §3.3). In order to do controlled (repeatable) experiments, we use standard physics simulators [9, 37] to simulate the sensing and actuation for the two robotics apps (as is standard practice in robotics [54]) – the rest of the processing nodes are executed as in a real system. For VR, ILLIXR supports using offline generated datasets as well as real-time camera and IMU data. For repeatability, we choose to use widely used sensor datasets [56];\(^4\) the rest of the (real) ILLIXR system is agnostic to this choice. We detail the experiment setup for each case study in §7.

### 4 Design Considerations for CPU Scheduler

We use the above case studies to inform our scheduler design. In this section we list some of the key design considerations.

**Terminology.** First, we will clarify terminology. As mentioned in §2, we use the term **node** to refer to each vertex of the application DAG. We use the term **chain** to denote a unique path from a source node (e.g., a sensor) to a sink node (e.g., the actuator or display) along the DAG. A node may belong to multiple chains. For example, the face-tracking app (Figure 1) comprises of a single chain from the Camera to the Motor. On the other hand, the navigation app (Figure 2) consists of multiple chains from scan and odometry to the mobile base, that pass through different sets of intermediate nodes (e.g. \{scans \rightarrow LM \rightarrow LP \rightarrow base\}, \{scans \rightarrow GL \rightarrow NC \rightarrow LP \rightarrow base\}, etc). Likewise, the VR DAG (Figure 3) consists of six different chains from Camera and IMU to Display, passing through different intermediate nodes.

#### 4.1 Scheduling dimensions

In order to optimize app performance, the CPU scheduler must co-optimize the following key dimensions.

(i) **Spatial Core Allocation.** Given a multi-core platform, the scheduler must determine how the CPU cores are divided across different components in a sense-react app.

(ii) **Temporal CPU Allocation.** For a core to which multiple components are assigned, the scheduler must decide how many CPU slices must be allocated to each of them, and how often.

(iii) **Execution Rate.** For each component, the scheduler must decide the rate at which it is triggered (or executed). This follows from determining the CPU allocation for that component.

We use the term ‘component’ to loosely refer to the granularity at which the scheduler makes its decisions – we discuss this more precisely in §4.2.

#### 4.2 Scheduling granularity

We use the term **subchain** to refer to a series of DAG nodes within a chain that run at the same rate in an event-driven manner (with the output from one node triggering the next). Two nodes in a chain would belong to different subchains if there is value to running them at different rates (e.g., if they belong to a different set of chains). Note that each node may be in many chains, but can only belong to one subchain.

---

\(^3\)It is difficult to capture the latency of the actual display; we therefore do not include that in our MTP, similar to [66]. With current display technologies, this latency is roughly constant and affects all scheduling mechanisms studied here similarly.

\(^4\)We use the sensor dataset to emulate the possible trajectory of a person wearing the VR device. We used the aerial dataset since there is no available dataset for human head movement.
For example, in the navigation DAG (Figure 2), it makes semantic sense for LP to output a new velocity only upon every new input from LM that carries updated knowledge of the robot’s immediate vicinity (and can typically arrive at a faster rate than global navigation commands from NC). Therefore, LP and LM can belong to the same subchain. On the other hand, it is useful to run GP at a higher rate than GM (which is computationally more expensive), allowing the global trajectory to be updated based on updated position estimates.

Since all nodes within a subchain must run at the same rate, a subchain forms the natural granularity at which we can make the scheduling decisions listed in §4.1. The scheduler needs to actively trigger only the first node in each subchain, and each of the remaining nodes in the subchain can be event-triggered when the preceding node produces a new output.  

4.3 Performance metrics

The scheduling decisions (§4.1) impact the performance goals listed in §3. However, it is difficult for the scheduler to directly reason about app-level performance metrics (e.g. ability to avoid collisions or track a moving object). We instead express different app performance metrics using generalized DAG-level metrics that the scheduler can directly reason about and optimize. Our first metric corresponds to how quickly and frequently new inputs are processed along a given chain in the DAG, while the second corresponds to the processing rate of a given node. We describe these metrics below:

Chain Response Time. It is the worst-case time from the moment a change occurs in the environment, to the moment a reaction is produced at the sink of the chain. We define response time for consecutive pairs of inputs ($i_{k-1}$ and $i_k$) that are fully processed by the chain to produce new outputs at the sink ($o_{k-1}$ and $o_k$ respectively). In the worst case, an environmental change occurs immediately after the source of the chain captures a previous input $i_{k-1}$ — the system will not react to the change until the next input $i_k$ is captured and processed by the chain to produce the output $o_k$. Chain response time is, therefore, the time difference between when the sink produces a new output $o_k$, and when the source captures the previous input $i_{k-1}$. Intuitively, minimizing response time ($o_k - i_{k-1}$) implies simultaneously minimizing the latency of processing an input along a chain ($o_{k-1} - i_{k-1}$) and maximizing the chain throughput, i.e. minimizing the period ($o_k - o_{k-1}$) between two consecutive outputs.

The robot’s ability to track the moving object for the face tracking app is correlated with the chain’s response time (§7). Likewise, a navigating robot’s ability to avoid collisions is correlated with the response time along the chain ‘scans → LM →’

This has lower latency than asynchronous triggering of consecutive nodes.

Note that there may be other inputs captured by the chain source between $i_{k-1}$ and $i_k$ that get dropped (or overwritten by newer inputs) along the chain and do not influence the output at the sink. Likewise, there may be other outputs between $o_{k-1}$ and $o_k$ that use newer inputs along other chains incident at the sink, but are based on input $i_{k-1}$ from the given chain’s source.

Figure 4. Variation in the CPU usage over time of two components in the navigation application: GP (left) and GL (right).

LP → base’, which captures how quickly the robot can react to dynamic obstacles in its immediate vicinity. Minimizing rotational MTP in VR directly translates to minimizing response time along the ‘IMU → Int → Timewarp → Display’ chain.

Node Throughput. It is the rate at which a given node processes its inputs to produce new outputs. Ensuring that the latest position estimate is available for generating the robot’s trajectory requires high throughput for the GL node (that feeds into multiple other nodes) in the navigation app.

4.4 Semantic preferences and constraints

Preferences across different metrics. Certain performance metrics are semantically more important than others. For example, in order to avoid collisions during robot navigation, minimizing response times along the local chains must be given highest priority. Next in line is ensuring high GL throughput (to avoid faulty navigation commands derived from stale position information), followed by a sufficiently high throughput for the remaining nodes to minimize the exploration time. Similarly, as detailed in §7, the VR system also involves semantic preferences across the response times for different chains.

Constraints on different metrics. An app may require an upper bound on a chain’s response time or a lower bound on a node’s throughput, based on semantic requirements. In addition, a node’s throughput can be upper bounded by the hardware limits of the sensors and actuators/display.

4.5 Variations in Compute Usage and Availability

Variation in compute usage over time. We use node computation time to capture the amount of CPU consumed by a node every time it runs. We observe that the computation time of some nodes may increase over time. For example, as the navigating robot covers more area, the size of the global map increases, which increases the time taken by (i) GM to update and generate the global map, and (ii) GP to plan the robot’s trajectory based on the map (as shown in Figure 4 (left)).

Input-dependent variability. We observe that the GL node for robot navigation has a bimodal computation time — for each laser scan, it either does a quick check and discards it if there is no new information, or processes the scan to update the pose correction. For the frames that were fully processed by GL, we additionally observe occasional spikes in computation times (as shown in Figure 4 (right)). A closer analysis revealed that these spikes arise from a semantic optimization called
“loop closure” [14, 86], where on re-visiting a location, the robot runs an expensive non-linear optimization to jointly update the map and all robot poses.

The VIO node in the VR app also shows high variability in compute usage, depending both on the complexity (feature density) of the user’s surroundings and the user’s motion.

**Variation in available compute resources.** The amount of resources available to the application would vary across different hardware platforms. Even for a given platform, the amount of available compute resources may change over the duration of the application run — e.g. as a robot’s battery starts draining over time, the number or frequency of CPU cores can be reduced to save power.

The scheduler must update scheduling decisions over time to account for such variability. Moreover, it must be robust to situations where a node is unable to finish processing an input during its allocated CPU time slices.

### 4.6 Putting it all together

We design Catan, a CPU scheduler for sense-react application, based on the above considerations. For a given app (represented as a DAG), Catan makes CPU scheduling decisions ($\S 4.1$) at the granularity of subchains ($\S 4.2$), so as to satisfy the semantic preferences and constraints ($\S 4.4$) on chain response times and node throughputs ($\S 4.3$), while handling potential variations in compute usage and availability ($\S 4.5$).

Figure 5 represents the high-level workflow of Catan. It provides an interface for the app developers to express their semantic requirements. In particular, the developers specify (i) the DAG structure (nodes and edges), (ii) grouping of nodes into subchains, (iii) which metrics must be optimized (i.e. response times of chains and throughputs of nodes) and the corresponding constraints and weights across these metrics (to capture semantic trade-offs). $^7$ Catan periodically tracks the per-node computation times and compute availability, and adaptively determines the schedule (node execution rates and CPU allocation), so as to best meet the specified semantic requirements. We detail Catan’s design in $\S 5$.

Catan inputs from app developers require significant domain expertise (in the form of thorough understanding of the app requirements). Current frameworks, on the other hand, require app developers to directly configure the low-level scheduling knobs (node execution rates and system scheduling policies) — this requires system-level expertise in addition to domain expertise. More importantly, the inputs required by Catan are largely independent of the compute availability and usage — they rely only on app semantics and can remain unchanged across deployment platforms and over time. The precise schedule and system-level knobs, on the other hand, must be dynamically adapted based on varying compute usage and availability ($\S 7$ shows how static configurations lead to sub-optimal performance). Catan, thus, simplifies the inputs required from app developers by providing a layer of abstraction that translates static semantic requirements into a dynamic low-level system configuration and schedule.

One could simplify the inputs required from app developers even further by adding hooks to the development framework to infer the DAG structure, inferring subchain grouping based on specified performance constraints and weights, and inferring DAG-level performance requirements from app-level performance requirements. These extensions are beyond the scope of this work, and we leave them for future research.

### 5 Catan Design

We model our scheduling problem as a constrained optimization problem, wherein the objective is a weighted linear combination of the DAG-level metrics (i.e. chain response times and reciprocal of node throughputs). Catan schedules the app subchains, so as to optimize the specified objective and meet any specified constraints. $^8$

Catan adopts a hierarchical approach by breaking the scheduling decisions into two stages — the first stage determines the mapping between subchains and cores ($\S 5.1$), and the second stage makes scheduling decisions at per-core and per-subchain granularity ($\S 5.2$). We begin with outlining our approach under the assumption that the computation time at each node and the number of cores stays constant, and discuss how we handle variability in $\S 5.3$.

#### 5.1 Stage I: Core Allocation

For a DAG with $N$ subchains on a system with $K$ cores, Catan’s first stage of optimization outputs a boolean matrix of size $N \times K$, where an element $a_{ij}$ is 1 if subchain $i$ is allowed to execute on core $j$. Given the exponential solution space, we add a constraint for tractability: each subchain either runs alone on one or more cores or shares a single core with other subchains (i.e. two or more subchains do not share two or more cores). We also add a trivial constraint: each subchain should be assigned to at least one core, and vice versa.

We begin with estimating the period $p_i$ of the subchain $S_i$, as a function of $a_{ij}$ variables. The period of a subchain captures its execution rate; subchain $S_i$ processes a new input every $p_i$ time units. We consider two cases (based on the above constraints), and make simplifying assumptions in each case for computational tractability — we relax these assumptions when making finer-grained scheduling decisions in Stage II ($\S 5.2$).

---

$^7$Catan allows the developers to optionally specify a few other semantic inputs that we discuss in $\S 5$.

$^8$We allow the constraints to be soft, i.e. if the scheduler cannot meet them, it prints a warning, and aims to meet a looser (scaled up) set of constraints.
If multiple subchains share a single core \( x \), we assume each subchain gets an equal share of the CPU core (inspired by Linux’ fair scheduling [17, 18]). The period of a subchain \( S_i \) that is assigned to core \( x \) will then be the sum of computation time of all nodes in \( S_i \) multiplied by the number of subchains that are sharing the core \( x \).

(ii) If a subchain \( S_i \) is assigned \( k_i \) cores \( (k_i \geq 1) \), we assume all nodes in \( S_i \) have the same degree of parallelism (i.e. all nodes can be parallelized to use \( q \) cores, where \( 1 \leq q \leq k_i \)) and their compute scales perfectly with it. We use the analytical formulation described later in §5.2 to compute the period \( p_i \) based on the computation time of each node in the subchain. Thus, for a given core allocation \( a_{ij} \), we get approximate periods \( p_i \) for each subchain \( S_i \). We next estimate the chain-level and node-level metrics as a function of \( p_i \) for each subchain which, in turn, allows us to estimate the final objective function as a function of \( a_{ij} \). For a subchain \( S_i \) with period \( p_i \), the throughput of each node in \( S_i \) is equal to the subchain’s throughput, i.e. \( 1/p_i \). Table 1 lists how we estimate chain-level metrics, for a chain \( C_t \) comprising of subchains \( S_{t1} \rightarrow S_{t2} \rightarrow S_{t3} \ldots S_{tn} \). The average chain throughput is bottlenecked by its slowest subchain. We estimate the worst-case chain latency as follows: at each subchain \( S_{ti} \) in the chain, a new output \( a_{ti}(i-1) \) from the preceding subchain \( (S_{t(i-1)}) \) might have to wait for a whole period, (i.e. \( p_{ti} \)) for \( S_{ti} \) to finish its current execution (except for at \( S_{t1} \) where there’s no waiting time), and it will take \( p_{ti} \) time for \( S_{ti} \) to fully process \( a_{ti}(i-1) \) and produce a new output. \(^9\) We then estimate the chain response time as the sum of the chain latency and period (reciprocal of throughput).

Using the models above, we formulate a Mixed Integer Linear Program (MILP) that solves for \( a_{ij} \) such that the specified objective function is optimized. Intuitively, the solver determines the right trade off of which subchains can share a single core vs which ones should be allowed to scale up to multiple cores, based on the specified weights and constraints.

### 5.2 Stage II: Per Core and Per Subchain Scheduling

Given the subchain to core mappings from our first optimization stage, the next stage makes finer-grained scheduling decisions for each subchain and core. We consider two cases:

#### Single subchain on one or more cores

For a subchain \( S_i \) comprising of nodes \( \{n_{i1}, n_{i2}, \ldots n_{im}\} \) with \( k_i \) assigned cores, the scheduler computes the time period \( p_i \) of the source node \( (n_{i1}) \) and the degree of parallelism for a node in the subchain \( q_i \), such that the response time along the subchain is minimized.

The period of the subchain corresponding to a given value of \( q \in [1, k_i] \) is given by:

\[
p_i(q) = \max_q \left( \max_{m_{j=1}}^m \left( n_{ij}q, \sum_{k=1}^m n_{ij}q \right) / \left( q \right) \right)
\]

where \( n_{ij}q \) is \( n_{ij} \)'s computation time with at most \( q \) cores (only a subset may be designed to use all \( q \) cores). Note that, unlike period computation in Stage I, we allow different nodes in the subchain to use different degrees of parallelism in this stage.

The corresponding response time of the subchain, for a given \( q \), can be analytically computed as \( (\sum_{i=1}^m c_{ij}q, p_i(q)) \). We iterate over all possible values of \( q \in [1, k_i] \) and select the value \( q_i \) (and the corresponding \( p_i \)) that results in lowest response time for the subchain. We have proved that this rate allocation achieves subchain response time within \( 2\times \) the optimal, and equal to the optimal if all the nodes in the subchain can only use a single thread (i.e. \( q_i = 1 \) [2].

#### Multiple subchains on a single core

For subchains \( S_{i1}, S_{i2}, \ldots S_{in} \) assigned the same core, the scheduler must determine their periods and temporal allocation of CPU time across them. We construct a periodic schedule, and execute \( f_i \) fraction of subchain \( S_i \) in each period, such that \( \sum_{i=1}^m f_i c(S_i) \) equals the period of the schedule, where \( c(S_i) \) is the sum of computation time for all nodes in \( S_i \). The execution of each (fractional) subchain within a period follows a configurable ordering. \(^{10}\) Each subchain will finish processing one input once every \( 1/f_i \) periods, i.e. \( p_i = \sum_{i=1}^m f_i c(S_i) / \sum_{i=1}^m f_i \). We allow \( f_i \) to be larger than 1 for subchains that require optimizing average throughput (e.g. GL in robot navigation) \(^{11}\), and constrain \( 1/f_i \) to be an integer for other subchains to allow the scheduler to control the exact throughputs. We combine the above period formula with metric estimations given in Table 1, and formulate a Geometric Programming problem to compute the \( f_i \) and \( p_i \) values such that the specified objective function is optimized under the specified constraints.

### 5.3 Handling Variations

#### Coarse Grained Variations

We handle coarse-grained variations over time by continually recording the computation time across all nodes and tracking the number of available cores. We re-compute the stage II scheduling decisions (§5.2) periodically using the 95%tile computation time for each node measured over the previous 50 values in our implementation. We handle multimodal computation times by

\(^9\) It is a common practice in real-time literature [60] to compute worst case latency of chains in this manner.

\(^{10}\) By default, Catan assigns the order based on specified weights, but provides an option to directly specify it as a semantic input.

\(^{11}\) We cannot assume a fixed time period of input processing for nodes that buffer and batch process inputs, and instead consider their average throughput. Such nodes can either be auto-identified (given support from framework) or can be explicitly identified by the developer.
We implement Catan scheduler on top of Linux, as a ROS node with the SCHED_OTHER policy, so as not to interfere with equally among all nodes (the exact value, set to 5ms, does not matter). The scheduler implements a priority-based stealing mechanism, wherein if nodes $A$ and $B$ share a core, and $B$ has lower priority than $A$, then in each period of the schedule, the scheduler allocates $B$'s CPU time to $A$ if the last output from $A$ was not received at its expected time period. We infer node priorities from the specified weights, and also provide the option to explicitly specify these as semantic inputs.

6 Implementation

We implement Catan scheduler on top of Linux, as a ROS node for robotics and as an ILLIXR plugin for VR, both of which use the same backend which handles all the scheduling decisions. Initialization. At initialization time, Catan requires the DAG structure and the thread ids corresponding to each node, since they are required to enforce fine grained scheduling. Note that both of the above inputs can be automatically obtained by adding hooks to the framework. For robotics, we modify the ROS communication library [31] to expose the ids of all the threads it uses under-the-hood to handle communication between nodes.

Bootstrapping. Catan takes the application DAG and constraints/weights as input, and bootstraps the core allocation by assigning equal compute time to all the nodes and running the Stage - I solver. Based on the output, Catan spawns a thread $TQ_i$ for each core with multiple subchains, and a thread $TS_i$ for every subchain assigned to one or more cores, to handle the per-core and per-subchain scheduling respectively. It bootstraps the per core fractional schedule by assigning a fraction of 1 to all subchains. The bootstrapped configuration lasts only for the first 2s, until actual node computation times are measured and the solver is invoked. Lastly, it spawns a dynamic re-optimization thread which periodically updates the scheduling decisions. All the scheduler threads ($TQ_i$ and $TS_i$) are assigned the SCHED_FIFO policy with a very high priority of 4, except for the re-optimization thread which runs with the SCHED_OTHER policy, so as not to interfere with the application’s execution.

Runtime. At runtime, each scheduler thread $TS_i$ triggers the first (source) node of the subchain $i$ at the analytically computed time period. The threads $TQ_j$ enforce the core $j$’s periodic fractional schedule using two mechanisms. First, it triggers the first node in each subchain $s_y$ once every period if $f_y \geq 1$, and once every $1/f_y$ periods otherwise. Second, in each period of the schedule, it assigns SCHED_FIFO policy with the lowest priority of 1 to all the node threads, and iteratively bumps up the SCHED_FIFO priority (to 2) of (all the threads of) each subchain for the computed fraction of its time within the period. As described in §5.3, the controller can enforce priority-based stealing within each period. For threads that we do not schedule explicitly, (e.g. IMU in ILLIXR which needs to run at high frequency and has negligible compute), we assign SCHED_FIFO policy with a fixed high priority (3) so that they can preempt any node whenever needed.

The scheduler takes 0.12ms to pause the execution of one node, and start executing the next. We add an extra constraint on each subchain $c(s_i) * f_i \geq 1$ to limit the scheduler’s intervention (and the ensuing overhead due to that). We also add 5% slack time in each period, which can be used by the re-optimization thread or the application threads. We scale the analytical functions for the low level metrics accordingly, in both the optimization formulations.

Dynamic Re-optimization. We periodically re-solve for the new optimal scheduling decisions, based on the latest compute time estimates of all nodes (as discussed in 5.3). We have implemented both the MILP and GP formulations using the Mosek Fusion C++ library. It takes our solver 24-26ms to solve the GP for the navigation application and 5-6ms for VR. Solving the MILP is more expensive, requiring 60ms for the navigation DAG for 2 cores. We invoke both the solvers 2s after initialization, and then re-run Stage I every 20s, and Stage II every 5s. Increasing the time periods can decrease the overhead of running the solvers. We chose the periods so as to keep the overhead roughly under 0.05 CPU cores. For each execution of the Stage I optimization, if the core allocation changes, then we kill the existing $TQ_i$ and $TS_i$ threads and re-initialize them based on the new solution. We kill the threads for simplicity, and observe negligible overheads due to this, but the implementation can be updated to send information to the existing threads instead of killing them.

7 Evaluation

7.1 Face Tracking

Our first study highlights the importance of scheduling decisions in sense-react systems in the absence of complex semantic trade-offs and variability.

Scheduler Configuration. As the app comprises of only a single chain, the scheduling objective is to minimize its response time. All app nodes belong to the same subchain.

Experiment Setup. We use Gazebo [9] (a standard physics simulator used for evaluating robotics applications) to simulate a dummy moving along a square path centered at a robotic camera that can rotate at a velocity of up to 3.2 rad/s.

---

12We set same compute times of all nodes at bootstrap, so as to share the CPU equally among all nodes (the exact value, set to 5ms, does not matter).

13One could use Linux’ SCHED_DEADLINE scheduler to implement Catan’s scheduling decisions instead of SCHED_FIFO, but we found it to be too inflexible for handling variations.

14This is done to account for the fact that Linux does not allow SCHED_FIFO processes to use more than 95% CPU time [18].

15The process of selecting the solver periods can easily be automated based on this criteria by tracking the solvers’ compute usage.
with one and two cores (to model platforms with limited
well as the robot’s face tracking performance. We measure
with varying source frequency and speed at which the dummy
(GM, GP, NC) sourced at GL– each assigned a small weight
of 0.005 (to ensure that these nodes are not starved as the local
chains (involving the LM and LP) sourced at scans
and at odometry differ only by a constant (odometry’s period)
that can run at different rates. The analytical response times for
the local chains (involving the LM and LP) sourced at scans
and at odometry differ only by a constant (odometry’s period)
– we combine them into a single response time metric for our
objective function, assigning it the highest weight of 1.0 (as
they are responsible for avoiding collisions). We use a weight
of 0.5 for GL’s average output period (to ensure freshness of
pose estimates and odometry for path planning). In addition to
these, our objective function includes the response time along
three chains that include the three remaining processing nodes
(GM, GP, NC) sourced at GL– each assigned a small weight
of 0.005 (to ensure that these nodes are not starved as the local
chain and GL are prioritized). \(^{16}\) We also add the following
application specific constraints into our optimization formulation:
(i) GL’s average throughput must be at most 50Hz, based
on the maximum frequency at which the simulator can publish
laser scans (ii) GP’s throughput must be at most 1Hz.

**Experiment Setup.** We use Stage [37] to simulate a P3AT
robot [26]. The simulator feeds laser scans and odometry
into the navigation application, which is implemented on
top of ROS [33]. The application feeds the robot’s velocity

---

16 When analytically computing response times along the chains sourced at
GL, the scheduler uses the empirically observed value of the rate at which
it outputs filtered scans (1.5Hz at 75%ile).
Scheduling Policy

Odometry Staleness at NC (ms)

We do not add any dynamic obstacles to this map, focusing on Completely Fair Scheduler) for other scheduling decisions.

Comparison with manually-tuned configuration.

Baselines. We begin with comparing the performance of Catan with the default configuration (manually-tuned by the developer of the navigation app). In line with the interface currently exposed by ROS, the default configuration only specifies the execution rate of each node [33] (set to 5Hz for LM, 10Hz for LP, 0.2Hz for GM, upto 1Hz for GP, 10Hz for NC), relying on Linux’ default policies (SCHED_OTHER based on Completely Fair Scheduler) for other scheduling decisions.

Metrics. We evaluate Catan against the default configuration on the robot’s performance for both Map1 and Map2. For Map1, we do 40 experiment runs and compare the number of runs in which the robot collides with an obstacle. For Map2, we compare the staleness of odometry used for generating navigation command and the area exploration rate. We capture odometry staleness by recording the time difference between an odometry reading and when the corresponding pose is used by NC.

For each experiment run, we aggregate the staleness values collected over time buckets of 5s by computing the 95%ile values. For each 5s bucket, we report the median of these values across 20 runs. We define the area exploration rate as the time taken to explore 90% of the map area, averaged over 20 runs. We omit the comparison of low-level metrics for brevity, but Catan is able to achieve better response time for all chains.

Map1 Results. Figure 8 compares the number of experiment runs (out of a total of 40) in which the robot collides with an obstacle on Map1. With the default configuration (which runs the LM and LP at low rates of 5 Hz and 10 Hz), more than 50% runs suffer from collisions. Increasing the rate of LM and LP nodes to 50 Hz reduces the number of collision to 9. With a high weight assigned to the response time along the local chain, Catan is able to run the local chains at an even higher rate (125 - 170 Hz), reducing the number of collisions to only 3. These results highlight the impact of scheduling decisions on a robot’s performance.

Map2 Results. Figure 9 shows the odometry staleness metric. We find that, in general, Catan has lower odometry staleness than the default policy. When GL’s compute usage spikes up (especially during loop closures) and as the compute load increases over time (due to increased CPU usage for GM and GP), Catan is able to explicitly prioritize GL over GM and GP due to its periodic adaptation and priority-based stealing. We isolate the impact of priority-based stealing by disabling it for GL (results shown with the pink line in Figure 9). Disabling priority-based stealing increases staleness, as the the scheduler cannot handle sudden spikes in GL due to loop closure.

The above results show how Catan performs better than the default configuration with respect to avoiding collisions and ensuring freshness of odometry readings. Improvements in these more critical metrics come at the cost of a small reduction in the area exploration rate – the time taken to explore 90% of the area increases by 10.9%, as GM is allocated smaller amount of resources in Catan than in the default scheme. Thus, Catan achieves the desired trade-offs, as per the configured weights and priorities.

Adapting to variations in resource usage over time. We next highlight the importance of updating scheduling decisions over time, as resource usage changes. We extend the
We compare Catan with two baselines that use\footnote{While YOLO is usually GPU based, we don’t run it on GPU since we focus on CPU scheduling. We leave CPU/GPU co-scheduling \cite{89} to future work.} Baselines. The chain comprises of a pre-processing node (similar to the very low weight of 0.0005. We run this extended navigation\footnote{The output period (as a measure of reciprocal of throughput) for the YOLO chain across three schemes: Catan, and two static baselines Static-FullRun and Static-20s on 1 core. We report the median of average period over 20 runs.} on CPU scheduling. We leave CPU/GPU co-scheduling \cite{89} to future work.\footnote{The output period (as a measure of reciprocal of throughput) for the YOLO chain across three schemes: Catan, and two static baselines static-FullRun and Static-20s on 2 cores.}

To model realistic timings in the simulated environment, we feed images from a real image dataset \cite{61} to the object detection node. We augment our objective function for Catan to include the response time along this chain as another metric with a very low weight of 0.0005. We run this extended navigation application on a system with one core.

**Baselines.** We compare Catan with two baselines that use a static configuration (that is not updated over time): (i) Static-FullRun that uses the same optimization problem as Catan based on the tail computation time for each node over an entire experiment run on Map2 using a single core. It computes the schedule once, and does not re-solve it periodically. Note that since computation times of GM and GP nodes increase as the run progresses, this scheme uses a schedule derived from over-estimated computation time towards the beginning of the run. (ii) Static-20s is similar to Static-Full, but uses tail computation times of each node over the first 20s of the run. This scheme would use a schedule derived from an under-estimated computation time in the later half of the run. Metrics. We desire the objects to be detected in real time at a high rate, but that should not come at the cost of not being able to navigate well. Hence, we evaluate Catan and the baselines on multiple metrics – number of collisions in 40 runs on Map1 and, odometry staleness at NC, area exploration rate and the average output period for the YOLO chain (as a measure of reciprocal of its throughput) over 20 runs on Map2. To aggregate YOLO \chain’s throughput data across 20 runs, we first take the average period (measured as the time gap between two consecutive outputs from the YOLO \chain) over 10s buckets for each run, and then plot the median of these average values for each bucket.

Results. Figure 10 shows the average output period for the YOLO \chain over runs on Map2 – lower is better. We find that Static-FullRun, which overestimates the computation time of navigation nodes in the first half of the run, assigns a low rate to the YOLO \chain (resulting in high output period in the first half). Static-20s, which underestimates the computation of navigation nodes (by looking at the values in the first 20s of a run), assigns a high rate to YOLO – as we discuss next, this comes at the cost of worse performance on a more critical metric. Catan, with its dynamic re-solving assigns a high rate (low period) to YOLO at the beginning of the run, and then gradually decreases the rate (increases the period) over time.

Figure 11 shows the odometry staleness at navigation command across the three schemes run on Map2. While Static-FullRun and Catan both perform similarly on this metric, Static-20s exhibits higher staleness towards the second half of the run. By using under-estimated computation times for the second half, Static-20s mis-allocates resources, giving a smaller share of CPU time to GL, GM, and GP, and a more than necessary amount of CPU resources to the local chain nodes, NC, and YOLO. This reduces the effective throughput of GL (in spite of priority-based stealing) and increases odometry staleness.

All three schemes performed similarly with respect to avoiding collisions on Map1, and in terms of the area exploration rate, and so we omit detailed results.
Adapting to change in resource availability. Our experiments so far used a single core. We next ran the extended navigation application (with the YOLO chain) on Map2 on a system with two cores, to evaluate how well Catan auto-scales. Baselines. We configured the system to use the same node execution rates as those computed by the two baselines above (i.e. Static-FullRun and Static-20s with static schedules derived from node computation times on Map2 on one core), relying on default Linux policies to schedule the nodes across two cores. Metrics. We compare the average output period for the YOLO chain over time, as defined previously. Results. Figure 12 plots the average output period for the YOLO chain over time across Catan and the two baselines on 2 cores. We find that Catan is able to make efficient use of the extra core – it dynamically allocates the core to just the local chain in the first half, and the local chain and GP in the second half. It is, thus, able to run YOLO at a higher rate (and lower output period) than other static baselines that do not increase the execution rates.

Key Takeaways. (i) Scheduling decisions impact how well a robot can navigate an environment while avoiding collisions. (ii) Catan achieves the desired trade-offs across different metrics. (iii) It is important to adapt scheduling decisions over time and as resource availability changes – Catan is able to do so by dynamically re-solving the schedule over time. (iv) It is important to adapt to sudden fine-grained variability in resource usage – Catan is able to do so via priority based stealing.

7.3 Virtual Reality

Scheduler Configuration. We model the objective function as a weighted sum of response times for various chains in the VR DAG. We model IMU → Int as a subchain but do not explicitly schedule it since it has negligible compute time and executes at a high frequency. We configure Camera → VIO as a single subchain (since only VIO uses Camera’s output). The remaining nodes, Timewarp and Render are individual subchains. We use a weight of 1 and 0.5 for the chains IMU → Int (these chains are more important, corresponding to rotational and translational motion-to-photon response time respectively). For all the remaining (4) chains that go through VIO, we use a weight of 0.005. We also add throughput constraints as per the display refresh rate (vsync, determined by the display hardware and driver): (i) Timewarp’s rate is upper and lower-bounded by vsync. (ii) Render’s rate is upper-bounded by vsync. The order of the subchains is specified to be Timewarp followed by Camera → VIO, then Render, so that each render output is as close to the next timewarp execution as possible. We enable priority-based stealing only for timewarp, i.e. it is not preempted and can steal CPU time from the other nodes if needed.

Experiment Setup. We use the ILLIXR system for our VR application [13, 66]. As discussed in § 3.3, we use a standard dataset for the camera and IMU inputs to ILLIXR for repeatability. We use Vicon Room 1 Medium from EuRoC [56], which consists of an 85 second long trajectory, and provides camera images at 20 Hz and IMU readings at 200 Hz. The Render component renders a custom scene consisting of a living room with furniture and textured walls. We use a display with a resolution of 2560x1440, and a refresh rate of 120 Hz (vsync period of 8.33 ms). We run the CPU parts of our setup on a single core of an Intel i9-10900K CPU clocked at 5.3 GHz. The GPU parts execute on an NVIDIA GeForce RTX 3090 with a core clock of 2.1 GHz.

Baselines. We compare Catan against two baselines. The first baseline configures static rates (Timewarp and Render running at vsync frequency and Camera running at the frequency of the image dataset) and relies on Linux default policy SCHED_OTHER for all other scheduling decisions. The second baseline extends the first one, by using SCHED_FIFO for all the nodes and prioritizing the execution of different components in the following order: IMU and Int (so that they run at the dataset’s high frequency), followed by TW, then Render and then Camera and VIO (based on decreasing order of their chains’ weights).

Metrics. We compare the response time along the chains (A) IMU → Int → Timewarp (that captures rotational MTP), (B) IMU → Int → Render → Timewarp (that captures translational MTP), and (C) Camera → VIO → Int → Timewarp (that captures how quickly accurate pose-information is available from VIO). For each scheme, we first average the metrics within each run over time, and then depict the average and standard deviation of these values across 20 runs.

Results. Figure 13 compares the two baselines with Catan. We make the following observations: (i) The priority stealing mechanism in Catan enables it to execute Timewarp just before vsync in spite of variations in computation times of different nodes, leading to better response time by ≈7%. (ii) Catan’s temporal CPU allocation to Render ensures that it finishes execution as close to vsync as possible, leading to ≈25% improvement in chain B response time. (iii) Lastly, our system is able to trigger Camera at a high rate, while continually adapting to varying compute times, without affecting the rest of the system due to its explicitly planned schedule, leading to ≈11% improvement in chain C. Overall, Catan is able to make the desired trade-offs across different components in the application.

8 Related Work

System scheduling has a rich literature. We discuss three broad (and most closely related) categories, highlighting their limitations in addressing the requirements for sense-react systems. Real-time scheduling. Prior work in real-time scheduling for DAGs assumes static periodic schedules, and focuses on meeting latency constraints under given (and fixed) time periods at which a node is triggered [53, 83, 98, 99] (including...
Offline profiling. Some of the data-driven approaches rely on extensive offline profiling to tune different aspects of the system configuration (e.g. [51, 55, 64, 68, 101]). However, such approaches cannot adapt to dynamic variations over time and across deployment scenarios. Nonetheless, extending such data-driven approaches to handle the requirements of sense-react systems is an interesting future direction.

![Graph](Image)

**Figure 13.** Response time of the chains processing (A) approx. rotational motion, (B) approx. translational motion, and (C) accurate motion via VIO. The error bars show one standard deviation above and below. These results are aggregated over 20 runs.

the few that look at robotics applications [58, 84, 93, 100]). Davare et al. [60] focus on assigning per-node time periods in automotive applications but under given node priorities and core allocations. These works use expensive algorithms, and do not account for variability in processing times.

*Stream-processing systems.* Many stream processing engines make scheduling decisions locally at each node (which are often suboptimal) [28, 46, 47, 72, 73, 95, 96]. Among those that make system-wide decisions, most focus on resource allocation or task scheduling to handle a given (though variable) input load (e.g. [57, 67, 77, 85]). A few look at input load shedding to avoid system overload, but do not simultaneously optimize resource allocation and task ordering (e.g. [52, 91]). More generally, such mechanisms are designed for a different application domain and environment (e.g. query processing in cloud clusters), and do not optimize for the application-level goals in resource-constrained sense-react systems.

*Sensor Nodes.* Pixie [74] is an operating system for sensor nodes, which provides a dataflow programming model with abstractions for managing resources - but leaves all the scheduling decisions up to the application. Flask [75] also uses a dataflow model to define a Domain Specific Language for sensor network applications, but does not handle variations in compute usage or availability. While Eon [88] provides a flexible interface to express how the scheduling parameters can be adapted at runtime, it requires the developer to specify how to change each parameter based on different resource availability. More generally, none of the sensor node systems deal with complex compute or fine grained variability.

*Offline profiling.* Some of the data-driven approaches rely on extensive offline profiling to tune different aspects of the system configuration (e.g. [51, 55, 64, 68, 101]). However, such approaches cannot adapt to dynamic variations over time and across deployment scenarios. Nonetheless, extending such data-driven approaches to handle the requirements of sense-react systems is an interesting future direction.

## 9 Conclusion

In this work, we build an understanding of the scheduling requirements and challenges for sense-react systems by studying three applications spanning robotics and VR. Using this understanding, we develop a scheduler to manage on-device CPU resources for sense-react applications. We show how it is able to handle multiple scheduling dimensions across heterogeneous app nodes, adapt to variations in compute resource usage at different timescales, and achieve the specified semantic trade-offs.

We believe our work to be a first step in a rich problem domain of sense-react system scheduling, with multiple interesting questions open for future research. For instance, Catan currently requires several inputs from the app developers, e.g. performance constraints and objectives along different components of an application. While we believe that specifying such high-level inputs is still significantly easier than configuring low-level system knobs (as required today), an important direction for future research includes automatically inferring these inputs (e.g. via data-driven approaches) to further ease app development.

As mentioned in §2, extending our scheduler (currently restricted to managing CPU resources on a single platform) to handle other resources (e.g. GPU, accelerators, etc), varying deployment models (e.g. tasks offloaded to edge or cloud servers) as well as different frameworks (e.g. ROS 2) is another interesting future direction.
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