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Abstract

While neural networks-based photo processing solutions can provide a better image quality compared to the traditional ISP systems, their application to mobile devices is still very limited due to their very high computational complexity. In this paper, we present a novel MicroISP model designed specifically for edge devices, taking into account their computational and memory limitations. The proposed solution is capable of processing up to 32MP photos on recent smartphones using the standard mobile ML libraries and requiring less than 1 second to perform the inference, while for FullHD images it achieves real-time performance. The architecture of the model is flexible, allowing to adjust its complexity to devices of different computational power. To evaluate the performance of the model, we collected a novel Fujifilm UltraISP dataset consisting of thousands of paired photos captured with a normal mobile camera sensor and a professional 102MP medium-format FujiFilm GFX100 camera. The experiments demonstrated that, despite its compact size, the MicroISP model is able to provide comparable or better visual results than the traditional mobile ISP systems, while outperforming the previously proposed efficient deep learning based solutions. Finally, this model is also compatible with the latest mobile AI accelerators, achieving good runtime and low power consumption on smartphone NPUs and APUs. The code, dataset and pre-trained models are available on the project website: https://people.ee.ethz.ch/~ihnatova/microisp.html

1. Introduction

As camera quality becomes a prime feature of smartphones, the requirements on mobile photos grow each year. Developments in this field follow two directions: enhancements in camera sensor and optics hardware, and improvements related to computational photography. As the hardware limitations on sensor size and resolution are almost reached, the latter option plays an even more important role.

The problem of image restoration and enhancement has been addressed in several papers, though many were dealing only with particular aspects such as super-resolution [4, 8, 21, 24, 29, 32, 35, 44, 45, 52], denoising [1, 2, 11, 15, 43, 53, 54], color and tone mapping [36, 38, 49, 50], luminance, gamma and contrast adjustment [5, 10, 51]. Comprehensive end-to-end photo quality enhancement has first been addressed in [19, 24], where the authors proposed to learn a mapping between low-quality RGB smartphone images and target high-quality DSLR photos with deep learning. Despite huge subsequent progress [7, 13, 14, 19, 24, 33, 34, 47], this approach had a significant limitation: the photos that one gets with smartphone ISPs undergo many image processing steps that heavily alter the original pixel data, and lead to a severe information loss caused by noise suppression, narrowing of the original dynamic range, jpeg compression, etc. Thus, one can get much better results when working directly with the original RAW sensor data. This approach was explored in [6, 22, 25, 26, 28, 39], where the authors presented the Zurich RAW-to-RGB dataset and obtained results comparable or better than the ones of the ISP system of the Huawei P20 smartphone. This was an important proof of concept showing it is possible to replace conventional hand-crafted ISP pipelines with end-to-end deep learning approaches, though a significant limitation was left: the models were too heavy to run on real mobile devices. Thus, the practical application of these solutions was very limited. An important step in solving this problem was done in the Mobile AI Challenge [16], where the participants were developing efficient ISP models for inference on mobile devices. However, the size of the photos in this challenge was still limited to 2MP, while the resolution of real smartphone cameras is at least 12MP and can be as high as 108MP.

In this paper, we propose the first deep learning based solution able to process 32MP RAW photos on smartphones and designed taking into account their hardware limitations. As the current public RAW-to-RGB dataset [26] has issues with the quality of the target images and their alignment to the original RAW data, we collect a novel large-scale
dataset using a professional medium format camera capturing 102MP photos and a Sony mobile sensor for getting the original RAW data, and align pixel-wise the obtained photos. Finally, we present experiments evaluating the quality of the resulting RGB images and the runtime of the solution on recent flagship mobile platforms and AI accelerators.

The remainder of the paper is structured as follows. In Section 2 we describe the new Fujifilm UltraISP dataset. Section 3 presents our MicroISP architecture and describes the underlying design choices. Section 4 shows and analyzes the experimental results and discusses the limitations of the solution. Finally, Section 5 concludes the paper.

2. Fujifilm UltraISP Dataset

When dealing with an end-to-end learned smartphone ISP, the quality of the target images used for training the model plays a crucial. Thus, the requirements on the target camera are high: it should produce photos that are outstanding in terms of real resolution, noise free even when captured in low light conditions, exhibit a high dynamic range and pleasant color rendition, and are sharp enough when shooting them with an open aperture. As our exploration revealed that none of the currently existing APS-C and full-frame cameras satisfy all those requirements, we used the Fujifilm GFX100, a medium format 102 MP camera, for capturing the target high-quality photos. To collect the source RAW smartphone images, we chose a popular Sony IMX586 Quad Bayer camera sensor that can be found in tens of mid-range and high-end mobile devices released in the past 3 years. This sensor was mounted on the MediaTek Dimensity 820 development board, and was capturing both raw and processed (by its built-in ISP system) 12MP images. The Dimensity board was rigidly attached to the Fujifilm camera and controlled using a specialized software developed for this project. The cameras were capturing photos synchronously to ensure that the image content is identical. This setup was used for several weeks to collect over 6 thousand daytime image pairs at a wide variety of places with different illumination and weather conditions. An example set of full-resolution photos from the collected dataset is shown in Fig. 1.

As the collected RAW-RGB image pairs were not perfectly aligned, we had to perform local matching first. In order to achieve a precise pixel-wise alignment, we used the SOTA deep learning based dense matching algorithm [46] to extract 256×256 px patches from the original photos. This procedure resulted in over 99K pairs of crops that were divided into training (93.8K), validation (2.2K) and test (3.1K) sets and used for model training and evaluation. It should be mentioned that all alignment operations were performed on Fujifilm RGB images only, therefore RAW photos from the Sony sensor remained unmodified, exhibiting exactly the same values as read from the sensor.

3. Architecture

When designing a model capable of processing high-resolution images on mobile devices, one needs to address the following limitations related to edge inference:
• **Memory consumption:** unlike the standard desktop systems, mobile devices have a limited amount of accessible RAM. This restriction becomes even more severe when the inference happens on mobile AI accelerators such as NPUs or APUs that usually have their own memory limited to hundreds of megabytes.

• **Layers and operators:** mobile AI accelerators support only a restricted set of common machine learning ops. Thus, on the latest Android devices, one is limited to 101 different operators at maximum [3, 42], while older mobile AI accelerators might be supporting even less than 28 layers [40] (including the basic ones such as summation, multiplication, convolution, etc.).

• **Computational complexity:** with common architectures such as U-Nets / ResNets / PyNETs, it takes tens of seconds to process 32MP images on desktop or server systems with high-end Nvidia GPUs. As even the latest smartphone AI accelerators are considerably less powerful, model complexity should be very low in order to achieve a runtime of 1-2 secs.

• **Model size:** since the resulting NN model is usually integrated in the camera application, its size should be reasonably small, not exceeding several megabytes.

We present a solution that addresses all these limitations while achieving good visual results. The overall architecture of the proposed MicroISP model is illustrated in Fig. 2. Below we discuss its details and justify our design choices.

**Overall image processing workflow.** The model accepts the raw RGBG Bayer data coming directly from the camera sensor. The input is then grouped in 4 feature maps corresponding to each of the four RGBG color channels using the space-to-depth op. Next, this input is processed in parallel in 3 model branches corresponding to the R, G and B color channels and consisting of $N$ residual building blocks (2 blocks are used by default if not specified). After applying the depth-to-space op at the end of each branch, their outputs are concatenated into the reconstructed RGB photo.

**Convolutional layers.** When running the model on mobile NPUs or GPUs, the memory is typically allocated per layer / operator. Thus, the maximum RAM consumption is defined by the largest layer that becomes a bottleneck for high-resolution inference. Since the memory consumption for a conv layer is proportional to the number of input/output feature maps $N_{in}/N_{out}$ and their size $H \times W$, our model only uses $4 \times \text{convolutional filters}$ in every layer to achieve the minimum possible RAM consumption. This is the smallest possible filter size: as the model takes 4 input RGBG channels, one would need to have at least 4 filters of the same size in the first conv layer to avoid information loss (if pixel shuffle / strided convolution with stride $c$ is applied, then the number of filters should be $4 \times c \times c$, leading to the same resulting memory footprint). Each convolutional layer is followed by the $\text{PReLU}$ activation with shared non-channel dimensions, meaning that only 4 parameters corresponding to each input channel are learned.

**Model branches.** The MicroISP model processes the input sensor data in 3 separate branches. First of all, this is done to fit the above mentioned memory constraints while not limiting the performance of the model: if only one branch is used, then 4 convolutional filters would not be enough to perform an accurate image demosaicing and texture reconstruction. Note that in this case one would also need to use 12 filters in the last conv layer since the final depth-to-space op should produce an output image with 3 channels of twice larger resolution (using the transposed convolution instead would lead to serve checkerboard artifacts in the resulting photo, and thus should be avoided).

The other benefit of using separate branches is that this allows the model to learn a different set of features specific for each color space. Indeed, as these branches get the same input data, they can extract and work only with features relevant for reconstructing R, G and B image channels, respectively, while dropping non-relevant information.

Finally, the proposed branch structure is also beneficial from the performance perspective: if the AI accelerator has enough RAM, it can run these branches in parallel as they are independent from each other, and thus the runtime can be decreased by up to 3 times. Alternatively, these branches can be executed sequentially if the resolution of the input photos is too high for parallel data processing.

**Attention blocks.** To ensure that the model is able to per-
form global image processing such as white balancing, gamma and color correction, we added an enhanced channel attention block with the structure of Fig. 2. While the standard attention units are using global average pooling followed by several conv layers, our initial experiments revealed that the performance of these blocks is not sufficient in our case as they are not taking into account any information about the image content that is removed after the pooling layer. Thus, we propose an enhanced structure: first, a $1 \times 1$ convolution with stride 3 is applied to reduce the dimensionality of the feature maps. Next, three convolutional blocks with $3 \times 3$ filters and stride 3 are applied to learn the global content-dependent features and reduce the resolution of the feature maps another 27 times. Finally, the average pooling op is used to get $1 \times 1 \times 4$ features that are then passed to 2 additional conv layers generating the normalization coefficients. The proposed architecture is both performant and computationally efficient due to aggressive dimensionality reduction, leading to an execution time of the overall attention block appr. twice smaller than the runtime of one normal $3 \times 3$ convolution.

Model operators. The proposed MicroISP model contains only layers supported by the Neural Networks API 1.2 [41], and thus can run on any NNAPI-compliant AI accelerator (such as NPU, APU, DSP or GPU) available on mobile devices with Android 10 and above. One can additionally relax the above requirements to NNAPI 1.0 and Android 8.1, resp., if replacing PReLU with Leaky ReLU. The effect of this change is discussed in the next section.

Model size and memory consumption. The size of the MicroISP network is only 158 KB when exported for inference using the TFLite FP32 format. The model consumes around 90, 475 and 975MB of RAM when processing FullHD, 12MP and 32MP photos on mobile GPUs, respectively.

Training details. The model was trained in three stages. First, only the MSE loss was used for 200 epochs to get the initial reconstruction results. Next, the model was tuned for another 200 epochs with a combination of the VGG-based [27] perceptual, SSIM and MSE losses to improve the texture quality, enhance the details and image sharpness:

$$L_{\text{Stage 2}} = L_{\text{VGG}} + 0.5 \cdot L_{\text{SSIM}} + 0.25 \cdot L_{\text{MSE}},$$

where the value of each loss is normalized to 1. Finally, the network was fine-tuned for another 100 epochs with a combination of the SSIM and MSE loss functions taken in the ratio of 2:1. This was done to perform the final tone mapping adjustments and to improve edge rendering.

Implementation details. The model was implemented in TensorFlow and trained on a single Nvidia Titan X GPU.
4. Experiments

In this section, we evaluate the proposed MicroISP architecture on the real Fujifilm UltraISP dataset and mobile devices to answer the following questions:

- Is the model able to perform an accurate reconstruction of the RGB images;
- How good are the results compared to the standard hand-crafted ISP pipelines used in modern phones;
- How well this solution performs compared to the commonly used deep learning models tuned for this task;
- What is the largest image resolution that can be processed by the MicroISP model on mobile devices;
- What is the runtime of this model when performing the inference on mobile GPUs and AI accelerators;
- What are the limitations of the proposed solution.

To answer these questions, we performed a wide range of experiments which results are described in detail in the following sections.

4.1. Qualitative evaluation

As the perceptual quality of the reconstructed photos is our primary target, we started the experiments with a brief analysis of the visual results obtained with the MicroISP model. Figure 3 shows sample RGB images reconstructed with the proposed solution together with the original RAW photos, images obtained with MediaTek’s built-in ISP system, and the target photos from the Fujifilm camera. The first observation demonstrates that the results produced by the model are valid: it was able to perform an accurate color reconstruction with decent tone mapping, the quality of texture and the overall image sharpness are quite good, white balancing is performed correctly. The same can be also applied to the dynamic range that is close to the one on the target Fujifilm images. No notable issues or artifacts are observed at both local and global levels, complex overexposed image areas are also handled correctly.

Surprisingly, the images rendered with the neural network turned out to look more natural compared to the ones obtained with the built-in ISP pipeline. A more detailed analysis of image crops revealed that this is mainly caused by a strong watercolor effect present on the majority of photos processed with the ISP system (Fig. 4). The reason for this is that most modern smartphones apply numerous filters used for image sharpening and low-level texture enhancement, though together with aggressive noise suppression algorithms they are often leading to a mess of pixels in complex image areas such as grass or leaves, and a notable loss of colors. Overall, the photos obtained with the ISP system and with the proposed solution are following the two considerably different approaches: the first ones have boosted colors, a significantly increased brightness and lots of sharpening used to make them visually more appealing, while the images processed with the MicroISP model are looking naturally as one would expect them to be. The real resolution of the ISP images is slightly higher for some scenes, though the difference is overall quite negligible. It should be also noted that, as expected, the target Fujifilm photos significantly outperform the results of the ISP pipeline and the MicroISP model in all aspects, especially in terms of resolution.

4.2. Quantitative evaluation

As the proposed solution was designed targeting good visual results and fast on-device high resolution image processing, in the next two sections we compare its numerical and runtime results against the previously introduced deep learning based approaches allowing to perform RGB image reconstruction directly on smartphones. The following models are used in the next experiments:
• FSRCNN [9]: a popular computationally efficient model used for various image enhancement problems.
• FPIE [7]: an enhanced DPED [17]-based neural network optimized for fast on-device image processing.
• CSANet [12]: an NPU-friendly architecture developed for the learned smartphone ISP problem.
• Compressed U-Net [16]: a U-Net [37] based model with hardware-specific adaptations for edge inference.
• ENERZAI [16]: a model designed for efficient image ISP, derived from the ESRGAN [48] architecture.
• SmallNet [16]: a fast FSRCNN [9] based architecture optimized for the learned smartphone ISP task.

All models were trained on the Fujifilm UltraISP dataset, their PSNR and SSIM scores on the test image subset are reported in Table 1, sample visual results for all methods are demonstrated in Fig. 5. The proposed MicroISP network was able to substantially outperform the other solutions in almost all aspects. In particular, it offers a 0.5dB PSNR improvement compared to the baseline FSRCNN model, and outperforms by 0.14 dB the CSANet model demonstrating the second best PSNR results on the considered dataset. When analyzing the visual results, one can note that, unlike the majority of other solutions, it produces images with smooth and clear texture and without checkerboard artifacts that are especially severe on the photos processed by the FPIE and CSANet networks. Additionally, this is the only model that also learned to perform image denoising — an aspect that is critical when processing mobile photos, where noise is often present even on images captured in good lighting conditions.

4.3. Runtime evaluation

As the proposed solution is designed for on-device image processing, we perform its performance evaluation directly on mobile phones to get the real runtime values and take into account all limitations related to edge inference. For this, we used the publicly available AI Benchmark application [20, 23] that allows to load any custom TensorFlow Lite model and run it on any Android device with various acceleration options including GPU, NPU / DSP and CPU inference. Same as in [16], we used the MediaTek Dimensity 1000+ mobile SoC for performing runtime evaluation, and accelerated the models on its Mali-G77 GPU as this option delivered the best latency for all architectures. The results of all models on FullHD, 12MP, 18MP, 26MP and 32MP photos are reported in Table 2.

As expected, the MicroISP network was able to achieve the lowest memory consumption, and thus was the only architecture capable of processing 26MP and 32MP images, while in all other cases the TensorFlow interpreter failed to perform the inference with the out-of-memory exception. The model was able to achieve a runtime of 42.3, 238 and 354 ms on FullHD, 12MP and 18MP photos, respectively, which is comparable to the latency of the FSRCNN and CSANet models, while the proposed solution provides better numerical and visual results. Though the SmallNet, Compressed U-Net and ENERZAI models are significantly faster in this experiment, in section 4.6 we will

| Method        | PSNR  | SSIM  |
|---------------|-------|-------|
| SmallNet [16] | 23.20 | 0.847 |
| FPIE [7]      | 23.23 | 0.848 |
| FSRCNN [9]    | 23.27 | 0.830 |
| Compressed U-Net [16] | 23.30 | 0.840 |
| ENERZAI [16]  | 23.41 | **0.853** |
| CSANet [12]   | 23.73 | 0.849 |
| MicroISP      | **23.87** | **0.853** |

Table 1. Average PSNR / SSIM results on test images.
Table 2. The runtime of different deep learning-based models on the MediaTek Dimensity 1000+ GPU obtained using the publicly available AI Benchmark application [20, 23]. The results of the DPED and PyNET models are provided for the reference. OOM stands for the “out-of-memory” exception thrown by the interpreter when trying to perform the inference.

| Method                  | Runtime on the Dimensity 1000+ GPU |
|-------------------------|-----------------------------------|
|                         | FullHD | 12MP | 18MP | 26MP | 32MP |
|                         | ms     | ms   | ms   | ms   | ms   |
| SmallNet [16]           | 18.4   | 100  | 148  | OOM  | OOM  |
| FPPE [7]                | 208    | 1138 | OOM  | OOM  | OOM  |
| FSRCNN[10]              | 40.8   | 232  | 335  | OOM  | OOM  |
| Compressed U-Net [16]   | 29.1   | 140  | 208  | OOM  | OOM  |
| ENER2As [16]            | 31.2   | 123  | 184  | OOM  | OOM  |
| CSANet [12]             | 44.2   | 241  | 358  | OOM  | OOM  |
| DPED [17]               | 658    | 4027 | OOM  | OOM  | OOM  |
| PyNET [20]              | 1293   | OOM  | OOM  | OOM  | OOM  |
| MicroISP                | 42.3   | 238  | 354  | 522  | 636  |

Table 2 demonstrates that one can easily achieve a similar runtime and fidelity results by adjusting the number of MicroISP’s building blocks. In Table 2, we additionally provide the latency of the DPED [17] and PyNET [26] models: despite achieving very good numerical results on the Fujifilm Ultra ISP dataset (24.2 and 25dB PSNR, respectively), it is almost infeasible to run them on the latest mobile devices due to their huge runtime even on FullHD and 12MP images (more than 15x and 300x higher compared to the MicroISP model).

Finally, we checked the runtime of the proposed solution on all popular mobile chipsets, and report the obtained results in Table 3. When processing FullHD images, the MicroISP model was able to achieve a speed of 30 frames per second on the Dimensity 9000, Exynos 2100 and Snapdragon 888 platforms, which demonstrates that it can be potentially used for real-time FullHHD RAW video processing. The results also show that it can perform 32MP photo rendering under 0.5 second on almost all flagship SoCs, though even for mid-range platforms like the MediaTek Dimensity 820 its latency remain reasonably small.

4.4. Inference on Mobile NPUs

While the proposed MicroISP model can achieve good runtime results for images of different resolutions on mobile GPUs, one might be interested in running it on dedicated AI accelerators to further improve its latency or to efficiently decrease the power consumption. For this, in this section we evaluate its performance on MediaTek’s latest mobile platform, Dimensity 9000, which features a powerful AI Processing Unit (APU) designed specifically for complex computer vision and image processing tasks. Table 4 shows the runtime and power consumption results obtained on this chipset for FullHD images when running the MicroISP model on CPU, GPU and APU. The considered AI accelerator was able to execute the entire floating-point model without any partitioning, demonstrating a 35% and 1500% increase in power efficiency compared to GPU and CPU inference, respectively. These numbers are further increased when quantizing and converting the model to INT16 and INT8 formats. In the latter case, the speed improves from 30 to 34 FPS, and the energy consumption decreases by 3 times compared to GPU execution.

4.5. Ablation study

To evaluate the efficiency of the proposed model design, we performed an ablation study which results are reported in Table 5. First of all, we checked the importance of the attention unit by either disabling it completely, or by replacing with the conventional implementation utilizing the global average pooling in the first layer. The results demonstrate a very high importance of this building block for the proposed task: thus, the PSNR score drops by more than 0.5dB when this block is removed. While using the standard implementation improves the scores to 23.34 dB, these results are still considerably lower compared to the ones obtained with the proposed attention modification that takes into account image content when computing the normalization coefficients.

Another important design choice was to use the PReLU activations instead of the Leaky ReLU. While this is almost not affecting the model complexity (as is equivalent to the Leaky ReLU with learned slope for 4 input channels), it allows to substantially boost the quality of the reconstructed image results due to using additional global image adjustment parameters. We should also note that the Leaky ReLU implementation might still be of interest when running the MicroISP model on older mobile NPUs as they might lack PReLU support introduced in Android NNAPI 1.2.

The final principal model parameter is the number of basic building blocks, its effect on the visual and runtime results is discussed in the next section.

4.6. Adjusting the model complexity

The MicroISP model allows to adapt its computational complexity to the target hardware platform by changing the number of its building units (Fig. 2). Since the RAM consumption remains almost constant regardless of the model depth, one can potentially design very large or very small networks depending on the task, target runtime and computational budget. Table 6 demonstrates the effect of the model size on its fidelity and runtime numbers for the considered ISP problem, while Figure 6 shows the corresponding visual results. As one can see, it is possible to reduce the runtime by more than 33% by switching to the MicroISP 0.5 network with one building block at the expense of slightly worse image reconstruction quality. If the latency constraints are very tight, one can further reduce the runtime with the MicroISP 0.25 model: even in this case the overall image rendering results are still acceptable, though the texture quality is obviously lower (this, however, might...
Table 3. The speed of the proposed MicroISP architecture on several popular mobile GPUs for different photo resolutions. The runtime was measured with the AI Benchmark app using the TFLite GPU delegate [31].

| Mobile SoC     | Dimensity 9000 | Dimensity 820 | Exynos 2100 | Exynos 990 | Kirin 9000 | Snapdragon 888 | Google Tensor |
|----------------|----------------|---------------|-------------|------------|------------|----------------|--------------|
|                | Full HD        | 12MP          | 32MP        |            |            |                 |              |
|                | MS   | GPU (MC10) | MC65, | MP14, | MP11, | MP24, | MP20, |
|                | 33.4 | 170       | 624          | 57     | 489      | 39.4       | 507          |
|                | 72.7 | 416       | 1059          | 57     | 690      | 30.4       | 465          |
|                | 31.2 | 174       | 489          | 46.2   | 189      | 188        | 188          |
|                | 46.2 | 248       |               | 39.4   | 456      |            |              |
|                | 39.4 | 153       |               | 30.4   | 480      |            |              |
|                | 36.8 |           |               |        |          |            |              |

Table 4. The runtime of the proposed MicroISP architecture on several popular mobile GPUs for different photo resolutions. The runtime was measured with the AI Benchmark app using the TFLite GPU delegate [31].

| Model Modification | PSNR | SSIM |
|--------------------|------|------|
| No Attention Block  | 23.25| 0.835|
| Standard Attention Block | 23.34| 0.842|
| Leaky ReLU instead of PReLU | 23.54| 0.847|
| Final Design        | 23.87| 0.853|

Table 5. The results of the model 1) without the attention block, 2) with the standard attention block using the average pooling, 3) using Leaky ReLU instead of PReLU, 4) the final architecture.

Figure 6. Sample visual results of the MicroISP models with different depth multipliers.

4.7. Limitations

As this is an end-to-end solution, the reconstruction issues on some images are generally inevitable. While the overall quality of the results is high, appr. 5-7% of images might exhibit an imprecise white balancing, with pinkish or yellowish tones visible in bright photo regions. Next, though the proposed model can handle low and medium noise levels, it cannot suppress heavy noise in images captured at night or in the dark (note however, that the model was not trained for night photo processing as it never observed such image samples). Another global issue is vignetting caused by optics, but this problem can be efficiently fixed with the standard algorithms. Finally, though the experiments revealed that the real resolution of the reconstructed photos is close to the one of the images processed with the classical ISP system, one might want to improve it further as the proposed dataset allows to train the model to perform an additional 2 times image upscaling, though a larger model might be required in this case.

4.8. PyNET-V2 Mobile

Besides the MicroISP model, we also developed a considerably more powerful PyNET-V2 Mobile architecture, which structure is inspired by the original PyNET [26] model while its design was fully revised in order to be compatible with mobile AI accelerators. The PyNET-V2 Mobile network achieves a PSNR score of 24.72 dB (+0.85 dB compared to the MicroISP model) on the considered Fujifilm UltraISP dataset, and its runtime on the Dimensity 9000 GPU is less than 800 ms when processing raw Full HD resolution images. A detailed description of this architecture and its results can be found in paper [18].

5. Conclusion

We proposed a novel deep learning based MicroISP architecture allowing to process RAW photos of resolution up to 32MP directly on mobile devices. The presented solution learns to perform all image processing steps directly from the data, not requiring any manual supervision or hand-crafted features. To check performance, we collected a large-scale Fujifilm UltraISP dataset consisting of...
more than 6K RAW-RGB image pairs captured by a normal mobile camera sensor and a professional 102MP medium format Fujifilm camera. The experiments revealed that the quality of the reconstructed RGB images is comparable to the results obtained with a classical ISP system, though texture-wise the deep learning based solution is providing superior results. The conducted runtime evaluation shows that the MicroISP model is capable of processing 32MP for FullHD images it demonstrates real-time performance. Finally, the proposed architecture is also compatible with dedicated mobile AI accelerators such as APUs or NPUs, allowing to further improve the runtime and to reduce power consumption, which might be critical for edge inference.
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