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Abstract—We explore the possibility to use physics-informed neural networks to drastically accelerate the solution of ordinary differential-algebraic equations that govern the power system dynamics. When it comes to transient stability assessment, the traditionally applied methods either carry a significant computational burden, require model simplifications, or use overly conservative surrogate models. Conventional neural networks can circumvent these limitations but are faced with high demand of high-quality training datasets, while they ignore the underlying governing equations. Physics-informed neural networks are different: they incorporate the power system differential algebraic equations directly into the neural network training and drastically reduce the need for training data. This paper takes a deep dive into the performance of physics-informed neural networks for power system transient stability assessment. Introducing a new neural network training procedure to facilitate a thorough comparison, we explore how physics-informed neural networks compare with conventional differential-algebraic solvers and classical neural networks in terms of computation time, requirements in data, and prediction accuracy. We illustrate the findings on the Kundur two-area system, and assess the opportunities and challenges of physics-informed neural networks to serve as a transient stability analysis tool, highlighting possible pathways to further develop this method.
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I. INTRODUCTION

Assessing the transient behaviour of power systems is a necessary but difficult process. It belongs to the fundamental operations of power system operators who need to ensure the safe operation of their grid at all times. At frequent intervals, operators assess if probable contingencies result in loss of synchronism, frequency instability, or violations of component limits during the transient phase. The proliferation of converter-connected devices and the continuously increasing penetration of renewable sources, however, add significant complexity to an already complex procedure [1]. Converter-connected devices add substantial non-linearities with time-constants that interfere with the electromagnetic transients of the transmission lines; this requires a much more detailed modeling of the whole grid (EMT simulations) and a much longer computation time to assess each probable contingency. At the same time, renewable sources add significant degrees of uncertainty: this requires the evaluation of a much larger number of possible disturbances related to the active and reactive power balance.

Drastically reducing the computational effort of transient stability simulations while maintaining a high degree of accuracy has been a burning issue and an active research topic for several decades. Derived simplified models, e.g., SIME [2], provide more opportunities with respect to screening actions but still, they are often based on linear systems. Direct methods exploit the state-space characteristics, by using a stability index obtained from energy-like Lyapunov functions [3], [4]. Thereby, they offer a fast method to assess system stability; however, the resulting certified stable regions are often considered overly conservative, while most approaches, with the exception of [5], require linear models.

Machine learning, and neural networks (NN) in particular, might offer relief by providing new approaches and perspectives at these problems as reviewed in [6]. However, these methods suffer from lack of trust on the side of grid operators due to the NN’s black-box nature and their being agnostic to the well-studied physical models. In contrast to the conventional methods which primarily derive from the first-principles models that power system engineers have developed for decades, machine learning approaches have been so far based only on data. Yet, a high quality dataset can rarely be achieved from data collected from real-world systems. That is because the available real data is usually not enough and, most importantly, it does not represent both normal and abnormal situations equally well, as abnormal events tend to be rare. Hence, in order to develop machine learning approaches that could be considered competitive to the conventional methods, one needs to revert to simulations to complement real data. Although the efficiency of generating such databases has been improved [7], [8], their high computational burden cannot be disregarded.

To counter this, recent efforts try to incorporate the physical knowledge collected in models directly into the neural networks. Ref. [9] introduced the governing equations of non-linear systems in the training process of a neural network, referring to them as physics-informed neural networks or PINNs. Our previous work, Ref. [10], was the first to introduce physics-informed neural networks for power systems. By essentially approximating the solution to ordinary differential equations (ODEs) without the need to perform time-domain simulations, PINNs can drastically reduce the computation time (e.g. by 100x) and allow the screening of more than a hundred contingencies at the same time that conventional methods would only screen a single one. Most importantly,
physics-informed neural networks do not rely as much on data. Incorporating the differential-algebraic equations inside the neural network training, PINNs can learn through the incorporated first-principles models instead of using external massive training datasets.

This paper takes a deep dive into physics-informed neural networks and their application to the transient stability analysis problem. Our goal is to better understand how PINNs perform with respect to computation time, accuracy, and training time compared with both the conventional time-domain simulations and the standard neural networks. For that, we adopt and extend the training procedure to a multi-state system and introduce an additional physics-based loss. The implementation allows us to determine how different elements of the PINNs contribute to their performance. To maintain a good overview of the inner workings of the different methods and how these behave, we focus our analyses on the Kundur 11-bus system. At the end of the paper we identify the opportunities and challenges of physics-informed neural networks to serve as a transient stability analysis tool, highlighting possible pathways to further develop this method. To further foster the understanding and development of PINNs, we provide a publicly-hosted and open-source code base of the presented work at github.com/jbesty.

We begin by introducing the methodology in Section II and the case study to which we apply the method in Section III. In Section IV we extensively describe the inner workings of PINNs before pointing out opportunities and challenges associated with PINNs in Section V. Section VI concludes.

II. METHODOLOGY

The governing equations of the transient stability problem in power systems are described by (1)-(2). Equation (1) collects the differential equations, which usually describe the generator and converter dynamics (and possibly the line dynamics if the focus is on the electromagnetic transients), while (2) collects the algebraic equations, which usually capture information about the network and the relationship between voltages, currents, and power flows (11). Vector \( x \) represents the dynamic states, which in their simplest form express the rotor angle and frequency of each generator at any time instant, and vector \( u \) describes the system input, e.g. active power setpoints or disturbances.

\[
\frac{d}{dt} x = f(t, x(t), u) \quad (1)
\]

\[
0 = g(t, x(t), u) \quad (2)
\]

By specifying a pair \((t_0, x_0)\) which represents the initial conditions of the system, we can obtain a unique solution for (1)-(2) along time, that we call a trajectory. While the ODE formulation, as shown in (1)-(2), yields a ’nice’ form, a trajectory can not necessarily be represented in a closed form solution. Instead, ODE solvers determine the trajectory by performing the integration numerically over small time steps.

As this can be computationally expensive, we aim to find an explicit expression

\[
\dot{x}(t, x_0, u) \approx x(t) \begin{cases} 
\frac{d}{dt} x = f(t, x(t), u) \\
0 = g(t, x(t), u)
\end{cases}
\]

(3)

that approximates the trajectory specified by the time instance \( t \), the initial condition \( x_0 \) and the input variable \( u \) across their input domain; for this purpose we use a neural network (NN).

A. Neural networks as function approximators

The idea to use NNs as function approximators is well-established. In fact, NNs can theoretically approximate any function \([12], [13]\), which sets NN apart from polynomials for example. The practical limitation arises due to the limited representation capacity of the NN which is determined by its size, namely the number of hidden layers \( N_K \) and the number of neurons per layer \( N_L \), as well as the non-linear activation function \( \phi \). We use a plain multi-layer feedforward NN that can be formulated as

\[
[t, x_0, u]^\top = z_0
\]

\[
z_{k+1} = \phi \left( W_{k+1} z_k + b_k \right) \quad \forall k = 0, 1, ..., K - 1
\]

\[
\hat{x} = W_{K+1} z_K + b_{K+1}.
\]

(4)

(5)

(6)

We determine the NN parameters, that is the weights \( W \) and biases \( b \), in a supervised fashion by minimising the loss \( \mathcal{L}_x \)

\[
\mathcal{L}_x^i = \frac{1}{N_x} \sum_{j=1}^{N_x} (x^j - \hat{x}^j)^2.
\]

(7)

We evaluate this loss separately for each dynamic state, indicated by the superscript \( i \). Each of the \( N_x \) data points, indexed by the subscript \( j \), provides a mapping of the ground truth \((t_j, x_{0j}, u_j) \rightarrow x^j \). The training problem then formulates as

\[
\min_{W,b} \sum_i \lambda_x^i \mathcal{L}_x^i
\]

\[
s.t. \quad (4) - (6)
\]

(8)

(9)

where \( \lambda_x^i \) provides a weighing of the loss terms (see Section II-D).

As we will see in the next subsection, we will keep the structure of the NN (4)-(6) but we update the objective function (9) to achieve a better prediction accuracy. Figure I illustrates these different steps.

B. Including physics at the data points - dtNN

In a first step towards using the governing differential equations, we enforce that the state update \( f(t, x(t), u) \) at the data points matches the temporal derivative of the NN’s approximation \( \frac{d}{dt} \hat{x} \). We calculate \( \frac{d}{dt} \hat{x} \) by applying automatic differentiation (AD) \([13]\) on the NN’s outputs \( \hat{x} \) with respect to the input time \( t \). This yields the loss terms \( \mathcal{L}_{dt} \)

\[
\mathcal{L}_{dt}^i = \frac{1}{N_x} \sum_{j=1}^{N_x} \left( f^i(t_j, x_j, u_j) - \frac{d}{dt} \hat{x}_j^i \right)^2.
\]

(10)
Since the calculation of \( f \) equations. This works by comparing the state update based on the approximations \( f^i(t_j, \hat{x}_j, u_j) \) and the derivative of the approximated state \( \hat{f}^i \). The difference yields the loss term \( \mathcal{L}^i_f \)

\[
\mathcal{L}^i_f = \frac{1}{N_f} \sum_{j=1}^{N_f} \left( f^i(t_j, \hat{x}_j, u_j) - \frac{d}{dt} \hat{x}_j \right)^2 .
\]

Since the calculation of \( \mathcal{L}^i_f \) does not require \( x \), we can evaluate \( \mathcal{L}^i_f \) at any point within the input domain, we refer to them as collocation points (\( N_f \)). The training process is now updated once more to include \( \mathcal{L}^i_f \) weighted by \( \lambda^i_f \)

\[
\min_{W, b} \sum_i \lambda^i_x \mathcal{L}^i_x + \sum_i \lambda^i_{dt} \mathcal{L}^i_{dt} + \sum_i \lambda^i_f \mathcal{L}^i_f 
\]

s.t. \( (4)-(6) \).

The intuition behind \( \mathcal{L}^i_f \) is as follows: We probe whether the prediction of the NN \( \hat{x} \) and its derivative \( \frac{d}{dt} \hat{x} \) are in themselves consistent with the governing equations. However, this does not necessarily mean that the prediction \( \hat{x} \) is correct if \( \mathcal{L}^i_f = 0 \). If, for example, the PINN outputs a constant value for \( \hat{x} \) with respect to time \( t \), i.e., \( \frac{d}{dt} \hat{x} = 0 \), that exactly equals an equilibrium point, i.e., \( f(t, \hat{x}, u) = 0 \), \( \mathcal{L}^i_f \) would equal 0 even if the desired trajectory is not the one of the equilibrium. Hence, training a PINN only by \( \mathcal{L}^i_f \) will not yield satisfactory results. The lack of uniqueness can only be resolved if \( \mathcal{L}_x \) is included, though, in the spirit of the Picard-Lindelöf Theorem, a single value is sufficient to guarantee uniqueness provided that \( \mathcal{L}_f = 0 \) along the entire trajectory. The initial condition \( x_0 \) can fulfill this requirement and as we use \( x_0 \) as an input rather than obtaining it as a result of a simulation, it is possible with PINNs to create the solution approximation \( \hat{x} \) without a single simulation.

D. Loss term balancing scheme
We require a single objective value for the machine learning optimisation algorithm, hence we need to weigh the multiple loss terms, that arise due to the state-wise losses \( \mathcal{L}_x^i, \mathcal{L}_{dt}^i, \mathcal{L}_f^i \), in the total loss functions \( \mathcal{L}_x, \mathcal{L}_{dt}, \mathcal{L}_f \). The choice of how to weight these terms can strongly affect the training process and the obtained NN’s accuracy. The cause originates from the gradients

\[
\frac{d\mathcal{L}_x^i}{d(W, b)}, \frac{d\mathcal{L}_{dt}^i}{d(W, b)}, \frac{d\mathcal{L}_f^i}{d(W, b)}
\]

which potentially yield values of very different magnitudes. As these gradients govern the adjustments of the NN’s weights \( W \) and biases \( b \), it is desirable that no single loss term disproportionately affects the adjustments. To avoid such cases, that can lead to unfavourable local minima, we scale each loss term by the corresponding loss term weight \( \lambda_x^i, \lambda_{dt}^i, \lambda_f^i \). The balancing of these terms is difficult and we rely as of now on a heuristic presented in Table II. The algorithm proposed by [15], is used as an indication how the loss term weights shall be chosen, however, a continuous update using the algorithm led to unsatisfactory results as its interference with the NN training algorithm created very imbalanced solutions. For the heuristic of Table II we therefore included the following considerations to adjust the outcome of the algorithm:

- Equal weighing of like-wise states (generator rotor angles, generator frequency, load angles)
- Scaling of \( \lambda_x^i, \lambda_{dt}^i \) according to the inter-quartile ranges across the dataset
- Adjusting \( \lambda_x^i, \lambda_{dt}^i \) to account for the use of collocation points

![Figure 1. Structure of the different loss elements in the training procedure of PINNs. The figure shows a simple NN (light orange), the incorporation of the derivative at data points (orange) and the addition of collocation points and the physical loss for PINNs (red).](image)
III. CASE STUDY - KUNDUR’S TWO-AREA SYSTEM

This section briefly presents a case on the Kundur two-area system which is well-known in the context of transient stability analysis. Using this familiar case, we can highlight fundamental principles associated with PINNs and their training process.

A. Test case - network

We study a two-area system adopted from Kundur [16] (refer to page 813 for parameters and a detailed description) as shown in Fig. 2 to investigate the interaction between two weakly linked areas under a set of disturbances and faults. We apply the Kron-reduction to eliminate buses without a generator or load connected to it, i.e., purely algebraic equations. The following governing equations then describe the dynamics of buses with a two-order generator model

\[ \delta_i = \omega_i - \omega_0 \]

\[ \dot{\omega}_i = \frac{\omega_0}{2H_i} \left( P_i^{set} + \Delta P_i - \sum_j \frac{V_i V_j}{X_{ij}} \sin(\delta_i - \delta_j) \right) \]

and a load respectively

\[ \dot{\delta}_i = \frac{1}{D_i} \left( P_i^{set} + \Delta P_i - \sum_j \frac{V_i V_j}{X_{ij}} \sin(\delta_i - \delta_j) \right) \]

where the rotor angles \( \delta_i \) and the rotor frequencies \( \omega_i \) constitute the states \( x \) of the system. We fix the bus voltages \( V_i \) to the values obtained from evaluating an AC-power flow using the fixed power set points \( P_i^{set} \). Besides, we are given the inertia and damping constants \( H_i \) and \( D_i \), as well as the line reactances \( X_{ij} \). Lastly, the power disturbance \( \Delta P_i \) is the control signal \( u_i \), which equals 0 unless stated otherwise. We now apply the following sequence of events: 1) a loss of load at bus 7 \( \Delta P_7 \in [0.0, 0.6] \) p.u.; 2) after five seconds, when the system is settled: short circuit at bus 9, i.e., \( V_9 = 0 \) p.u.; 3) after 50 ms: clearing of the short circuit by tripping one line between bus 8 and 9 right afterwards.

approximate the evolution after the line trip both with the presented PINNs and compare it to simple NNs and dtNNs. Figure 3 illustrates, as an example, the resulting dynamics for a disturbance of \( \Delta P_7 = 2 \) p.u..

B. NN architecture and training setup

We use TensorFlow [17] for the implementation of the NNs and the training process utilises the Adam-Optimiser [18] with a decaying learning rate [19]. For all variants of the NNs, we use two hidden layers, 150 nodes per layer, and set the loss term weights as presented in Table I. The training data are selected from a simulated database which partitions the input domain [time and power disturbance] into an equally spaced grid with a granularity of 0.001 s across time and 0.002 p.u. across the size of the power disturbance. The exact training dataset used in the results section will be specified by the number of trajectories \( N_P \), i.e., each trajectory links to a power disturbance and the number of data points along each trajectory \( N_T \), hence the total number of data points is \( N_x = N_P \cdot N_T \). As far the number of collocation points for PINNs are concerned, these form an equally spaced grid with 25 trajectories and 41 instances along each trajectory. We test all types of NNs on a simulated database that represents a sufficiently fine grid across the input domain, i.e., \( N_P = 301 \) and \( N_T = 2001 \) corresponding to increments of 0.02 p.u. with respect to the power disturbance and a temporal resolution of 1 ms. Furthermore, we use a validation dataset, which consists of 960 points equally spaced across the input domain, to allow for an early stopping of the training process. All reported timed processes (data creation, training) are performed on a regular machine (i5-7200U CPU @ 2.50GHz, 16GB RAM), whereas the NN training processes for different initialisations are run on a high performance computer of the university.

Figure 3. Example of a power system response under a load disturbance \( \Delta P_7 = 2 \) p.u. which settled after 5 s. To cover a range of different transient phenomena during our analysis, this is followed by a short circuit at bus 9 lasting for 50 ms and the tripping of a line between bus 8 and 9 right afterwards.

Please refer to the published code on github.com/jbesty for details. The initial learning rate is set to 0.025 and the decay leads to reduction between one and two orders of magnitude at the end of the training.
IV. RESULTS

To assess the performance of PINNs, we first compare them with a classical numerical solver with respect to their solution time. In a second step, we show that PINNs are desirable over classical NNs and dtNNs as they achieve a higher accuracy and significantly lower maximum prediction errors for a given training dataset. We proceed by providing further insights into the reasons and the consequences for the training procedure.

A. Evaluation time of PINNs and classical numerical solvers

The primary motivation to use forms of NNs, here PINNs, for analysing transient stability behaviour is the speed of evaluation. Figure 4a presents a direct comparison of the evaluation time of PINNs and a classical RK45-solver as implemented in scipy.integrate for various prediction times. While PINNs are about 50 times faster for simulation time periods in the range of ms, they demonstrate a speed-up of up to 1’000 times faster compared with conventional methods when they need to simulate from \( t = 0 \) s to \( t = 2 \) s. For the present case, the critical value to observe is the angle difference \( \delta_7 - \delta_9 \), i.e., if the two areas remain synchronised or not. Figure 4b shows the share of trajectories (in the test dataset) that exhibit \( \delta_7 - \delta_9 > \frac{\pi}{2} \), beyond which the system has very high probability to become unstable. Since these critical trajectories are only identifiable after around 0.25 s, even methods such as SIME need to run time-domain simulations for at least up to this region of interest (marked in grey in the figures). Hence, PINNs practically yield a speed-up of two to three orders of magnitude in the evaluation for this case, which in turn can allow us to evaluate 100-1’000 more contingency scenarios in the same time frame we would have evaluated only one.

The reason for this behaviour lies in the fact that PINNs require only a single pass through the network. This links back to the idea to express the output trajectory as an explicit expression as in \( \hat{x}(t) \) depending on various input values, one of which is the queried time instance. Therefore, the time instance becomes a simple parameter in the evaluation and does not affect the evaluation time. In contrast, the numerical integrator needs successive passes until it reaches the desired time instance. The number of passes depends on an appropriately chosen step size that is dictated by the numerical stability of the solver. A substantial part of the computational expense of the numerical solver lies in the initial steps that are governed by a larger non-linearity and hence require smaller step sizes. From a complexity analysis perspective, the evaluation time of PINNs depends solely on the size of the NN, i.e., the number of layers and the number of neurons per layer. Figure 4a also shows the effects of a double as wide network, i.e. more neurons per layer, and a double as deep network, i.e. more layers. These parameters determine the model complexity which is closely linked to how complex the approximated functions can be. Determining how ‘large’ or complex a NN needs to be, as a function of the number of states, is non-trivial. In contrast, the computational complexity of ODE solvers links directly to the number of states in the system due to the evaluation of \( (1) \). For stiff systems the need for implicit solvers and matrix inversion aggravate this. Furthermore, the tolerance of the ODE solver affects the solution time as shown with the blue dots in Fig. 4a whereas for PINNs the level of accuracy is governed by the training process and cannot be varied during evaluation. The results as presented hold for all three forms of NN, i.e. classical NNs, dtNNs, and PINNs, because the evaluation of \( \hat{x} \) as shown in Fig. 1 is identical. However, they differ in the training process which governs the accuracy as presented in the subsequent sections.

B. The superior prediction accuracy of PINNs

As we have established the advantage of methods based on NNs over classical solvers in terms of evaluation speed, we need to consider how to achieve a required accuracy across the input domain for NN-based methods. Subsequently, the focus lies on the comparison of PINNs with classical NNs and dtNNs with respect to the achievable accuracy and the reasons for the observed behaviour. Therefore, we ask: ‘What level of accuracy can we achieve with a given dataset with each method?’ Figure 5 provides the answer for a number of dataset sizes. These datasets vary in the number of trajectories \( N_P \) they contain and the number of data points per trajectory \( N_T \); in each case the data points are evenly spread across the input domain. The boxplots represent the distribution of the
mean squared error for 20 training runs with different, random NN initialisations to show the robustness of the approach.

![Graph](image)

The main insight of Fig. 5 is that PINNs consistently outperform simple NNs and dtNNs across all variables and the tested combinations of $N_P \times N_T$. Figure 5 provides us further with two more insights: 1) The comparison of dtNNs and PINNs underlines the fundamental importance of the collocation points and that PINNs are more than simply evaluating physics at ‘normal’ data points. Only the evaluation of $L_f^i$ at the collocation points allows to improve $\bar{\delta}$ for a given limited dataset. 2) Changing the number of trajectories $N_P$ or the number of data points per trajectory $N_T$ has different effects. For more trajectories, the approximation error reduces, in particular for dtNNs, whereas only using more data points per trajectory leads to insignificant accuracy improvements. The case of $\delta_9$ constitutes an exception to this reasoning, since the dynamics are so fast that a larger $N_T$ is required to capture the dynamics. At this point, PINNs show their full potential since the evaluation of $L_f^i$ for $\delta_9$ at the collocation points allows PINNs to better capture these fast dynamics.

The observed effects can be explained when considering the underlying system of differential equations. Points on a given trajectory are governed by temporal derivatives, hence they are linked to each other. Meanwhile, different trajectories are not directly linked to each other apart from the underlying equations which leaves the interpolation between trajectories entirely up to the NN. Due to this fundamental difference of the data points, or more precisely due to their marginal information contribution, using physics on data points improves the accuracy only if it can add information beyond the one provided by the additional data points. In case of more data points per trajectory, the contribution of the data points and the physics overlap and therefore we see no significant improvement in the approximation accuracy. However, for more trajectories using physics provides a clear benefit over a simple NN.

### C. Interpolation control

To illustrate the added value of additional data points and collocation points (for PINNs), we consider in Fig. 6 a section from the two-dimensional input domain (time and power disturbance at bus 7 $\Delta P_7$). The black dots mark the data points that we use for a simple NN and the coloured circles show the used data points in case of more data points per trajectory (red) and more trajectories (blue). Lastly, the grey dots indicate the collocation points used for the PINN together with the black dots. The vertical dashed lines represent ‘cross-sections’ along a trajectory. The two upper plots show these trajectories for $\delta_2$ where the left plot (A) lies on a trajectory with data points while the right one (B) does not, hence is fully subject to the NN’s interpolation. We observe see that a NN with more time steps (green dotted line) fits the true trajectory better when looking at the left plots, however, the right plots show a less accurate prediction. Similarly, the dtNN (orange line) shows some mismatches in the right plots. In contrast a NN with more trajectories (green dashed line) and PINNs (red line) provide better approximations in both cases. Similarly, we can consider specific time instances, the horizontal dashed lines in Fig. 6. These ‘snapshots’ shown in the plots pronounce the value of more trajectories versus more data points per trajectory even more, as the other NNs apart from PINNs show large errors in their interpolation.

In practice, the dt loss term but mostly the collocation points are of utmost importance for ‘controlling’ the interpolation of the NN between the regular data points. To illustrate this, we consider the prediction error for 5 trajectories and 9 points per trajectory for three states across the time and power inputs for each of the three NN types in Fig. 7. The different shades of grey represent the bands in which 100%, 90% and 50% of the prediction errors lie. PINNs stand out by the consistently narrower error bands compared with the dtNNs and NNs. In particular, the errors for small values of $t$ in Fig. 7 show the ability of PINNs to improve the approximation. In this region, faster dynamics, especially in $\delta_9$, govern the trajectories, hence, traditional NN are unable to capture these, given the low number of data points. Although dtNNs perform better than a simple NN, they cannot mitigate these effects entirely. Another noteworthy observation concerns the error distribution for values of $\Delta P_7 > 3$ p.u. in Fig. 7a. For
A $\rightarrow \Delta P_7 = 3$ p.u. \hspace{1cm} B $\rightarrow \Delta P_7 = 3.17$ p.u.

\hspace{1cm}

Data points across the input domain

these values, the system becomes unstable and the wider error bands indicate the worse interpolations. As the function approximation becomes more difficult and complex, PINNs clearly outperform NNs and dtNNs in controlling the error band width.

D. Computation time

In this last subsection, we take a look at PINNs with respect to their computational effort. From a holistic perspective, the total computation time to train a NN, dtNN, or PINN consists of three elements: 1) data creation time, 2) training time, 3) testing time. The data creation is directly linked to the computational effort associated with using a classical solver as explained in Section [V-A] however, we have to distinguish once more between the number of trajectories $N_P$ versus the number of points per trajectory $N_T$. The number of trajectories $N_P$ primarily drives the data creation time, whereas the number of points per trajectory plays only a minor role. In turn, as we showed earlier (Fig. 5), the ‘cheap’ points $N_T$ have also less impact on the accuracy. Given these data points, which we use for NNs, dtNNs, and PINNs, the additional computations that dtNNs and PINNs require in the data creation are negligible, since they only entail a simple evaluation of $f$ for dtNNs and a sampling of the collocation points for PINNs.

The second component of the overall computation time concerns the training process. The training time is governed by two components: 1) the number of epochs and 2) the time per epoch. Figure 8 shows the evolution of the loss

Figure 6. Different number and types of data points and their effect on the interpolation problem across the time and power disturbance domain. Colours: green = simple NN, green dashed = simple NN with more trajectories, green dotted = simple NN with more points per trajectory, orange = dtNN, red = PINN, black dashed = ground truth.

Figure 7. Error distribution of NN, dtNN, PINN for 5 $N_P$, 9 $N_T$ across the power (a) and time input domain (b). The shadings represent the inner 50%, 90%, and 100% of the error distribution, the dashed line shows the median error and the solid black line the mean error.
on the validation dataset which serves as a check when the model begins to overfit. Until epoch 200 all three NN types quickly reduce the loss, however, afterwards only the PINNs can improve the performance on the validation set. Hence, continuing the training process leads to improved accuracy at the expense of longer computation time. Due to the additional evaluations of the collocations, each epoch of the PINN is furthermore associated with a four times larger training time per epoch (from about 55ms to 220ms). Ultimately, the benefits of PINNs need to be ‘paid’ in longer training times, however, this trade-off is a matter of choice. In contrast, simple NNs and dNNs cannot do better without more data points, hence everything hinges around improving the data creation process.

![Figure 8. Evolution of the validation loss of NN, dtNN, PINN](image)

The third component of the overall computing time is the evaluation and testing of the model. These are crucial to quantify the level of accuracy that can be achieved. The evaluation itself is cheap apart from the necessary test data points as we face the same challenges as in the data creation for the training. This entails that an extensive testing of the model to ensure accurate predictions can be expensive. PINNs do not fundamentally change this problem, however, the higher consistency in the prediction as shown in Section IV-C could be advantageous to reduce the number of required data points. Furthermore, the evaluation of the physics loss $L_f^i$, which does not require the simulation of a trajectory, might be helpful in reducing the computation burden of the testing effort by indicating regions of larger errors. We discuss this opportunity in the following section.

V. OPPORTUNITIES AND CHALLENGES FOR PINNS

In the previous sections, we have been investigating a very specific case in depth; let us now take a broader view on this method, while also outline directions for future work.

1) Scalability: The most pressing question is indisputably: Does this method scale? This aspect needs to be considered from two angles: First, increasing the number of buses and hence states, and second, increasing the input dimensionality, i.e., the number of inputs, and their input range. The latter is the harder problem due to the much-cited ‘curse of dimensionality’ and a crucial step will be to select the most influential input variables and limit them to sensible ranges, for which power system ‘expert knowledge’ is essential. Applying PINNs to larger systems but with a low input dimensionality seems much more feasible, based on the following idea: The solution to the ODEs will likely lie on a lower-dimensional manifold which PINNs can exploit. Take the center of inertia of the two areas in the presented Kundur system; this gives already a good approximation of the frequency response of the generators and could be seen as such a manifold. In either case, appropriate machine learning algorithms and an improved understanding of the loss term balancing will be key factors to succeed. The upside, though, also increases, as the computational advantage in the evaluation of the ODEs only will become larger with increasing system sizes.

2) Holistic training process and error estimation: Section IV-D already hinted that PINN offer the opportunity to look differently at the entire training process. Instead of being solely focused on improved data creation methods, PINNs allows us to tie the training and testing closer to the data creation. Such approaches could use the evaluation of $L_f^i$ to infer the true approximation errors. In particular, data efficient sampling processes that identify regions in the input domain of higher interest or importance could lead to significant improvements of the entire process. Furthermore, such analyses could lead to providing metrics on the NN’s accuracy without the need for extensive simulated test sets.

3) Transfer learning: Borrowing an idea from the machine learning community, transfer learning could be a direction for PINNs. It means that a learning task starts from a model that was trained on a (slightly) different task beforehand. What if we trained a PINN on an intact system under various load disturbances and then change topology by simply adapting the physical equations. This varied learning task could potentially profit from the previous network’s training and hence yield accurate predictions more quickly than when trained from scratch.

VI. CONCLUSION

Machine learning approaches offer enormous opportunities for screening dynamic responses of power systems, thanks to their extremely fast system state evaluations compared to established ODE solvers. As the evaluation time of PINNs, and NNs in general, is decoupled from the accuracy of the approximation, the challenge of applying NNs lies in achieving sufficiently high accuracy. In this work we show how the usage of the governing physical equations fundamentally changes the workflow of applying NNs. Not only do we achieve a more data-efficient training process, PINNs also offer the upside of providing easily computable metrics to identify areas of inaccuracy based on the agreement of the prediction with the physical equations.
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