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The field of near-eye see-through devices has recently received significant media attention and financial investment. However, devices demonstrated to date suffer from significant practical limitations resulting from the conventional optics on which they are based. Potential manufacturers seek to surpass these limitations using novel optical schemes. In this paper, we propose such a potentially disruptive optical technology that may be used for this application. Conceptually, our optical scheme is situated at the interface of geometric incoherent refractive imaging and radiative coherent diffractive imaging. The generation of an image occurs as a result of data transmission through a two-dimensional network of optical waveguides that addresses a distribution of switchable holographic elements. The device acts as a wavefront generator and the eye is the only optical system in which the image is formed. In the following we describe the device concept and characteristics, as well as the results of initial simulations.
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1. Introduction

The field of Augmented Reality (AR), Mixed Reality (MR) and Virtual Reality (VR) has recently been subject to renewed interest due to the large opportunities offered by smartphone applications. As an extension of this personal, everyday device, smart glasses could allow users to interact directly with their favorite applications without looking and touching a screen. Such smart glasses could generate new applications in relation to the surrounding analogic world (AR) or to a digitalized world, real or virtual.

To support and anticipate customer expectations, smart glass concepts and devices have been proposed with the help of graphic designers. Impressive marketing material has created a discrepancy between customer perception and the actual technological capabilities of these devices. A thin, light, aesthetically pleasing pair of glasses with low power consumption, showing a bright and contrasted image with high resolution and wide field of view is unfortunately still a dream.

Most development on smart glasses for AR applications is based on a conventional imaging scheme built on the following steps:
1. Sensing: perception of the surrounding environment by sensors [camera].
2. Processing: computation of the digital image in relation to the surrounding field of view [microprocessor].
3. Generating: a display creates the analogic image [microdisplay].
4. Transforming: the real image is transformed into a virtual image seen at large distance to be seen by the viewer [Optical system].
5. Propagating: the photons produced in the image creation process are brought to the eye [free space or waveguide propagation].
6. Combining: the virtual image is superimposed on to the surrounding scenery [semi-reflective, grating or holographic elements].

These technological functions are difficult to integrate in a compact way and most of the devices produced for AR applications are still closer to a smart helmet than to smart glasses.

Based on this analysis we have tried to find an unconventional design that takes as a starting point an idealized image of lightweight, discreet smart glasses that has been brought to the consumer and uses alternative technologies to achieve a thin, light and bright see-through device.

We found that the difficulties encountered in the optical system design are due to the steps 3 to 6 that concern the manipulation of the image from the display to the eye. To circumvent these difficulties, an obvious solution is to emit directly the wavefronts related to the image in front of the eye. This led us to develop a new kind of display that mixes integrated photonics and digitalized holography [1, 2]: integrated photonics brings light from the light sources to the eye as a data transfer system and holography transforms this data into wavefronts for the image to be projected on the retina.

In the first part of the paper we describe our display concept. In the second part, we introduce the concept of the self-focusing effect allowing image formation on the retina. We then present the two main technological constituents of the system in section three and four: the integrated photonics light distribution and the digitalized holography. Part five and six describe estimates of the imaging properties and device power consumption.
2. General concept

Image formation into the eye is described in figure 1a: our eye transforms a wavefront coming from the source image and focuses it on the retina. The coordinates of this image point on the retina are given by the angle of the wavefront $k_p$ that reaches the cornea.

A conventional display emits light at the level of the image pixels. In a near-eye configuration the spherical wavefront $k_p$ generated by each pixel has a curvature that the eye is not able to correct (figure 1b). Even if a wavefront has the correct angular orientation, the resulting image point on the retina is blurred. In order to form the image, an optical system is introduced that reduces the curvature of the spherical wavefront and produces the planar wavefront $k_p$ with the correct angular coordinates (figure 1c).

The use of an optical system increases the volume of the optical device and leads to severe constrains in terms of field of view and eye box. Lens-free near-eye displays are possible alternatives that allow generation of planar wavefronts without the use of a single axis optical system. An example proposed by Mainmone et al. uses an integral imaging concept [3]. An array of lenses or pin holes, creates a distribution of elementary planar wavefronts with the given angular coordinates $k_{ij}$ (figure 1d). The size of the optical system is decreased due to the reduction in size of the optics. The lens or pin hole array plays the role of a pupil expander and allows the eye box constraint to be relaxed. Another solution proposed by Sun et al. consists of a direct emission of a complex holographic wavefront $k_{ij}$. The device uses a phased array to generate the phase distribution of the image to be formed on the retina (figure 1e) [4].

These two solutions rely on a segmentation of the wavefront. The first case uses an incoherent wavefront angular distribution built on a conventional display. The second case uses a coherent wavefront phase distribution built on an unconventional integrated photonics device.

We propose an intermediate solution, situated at the interface of geometric incoherent refractive imaging and radiative coherent diffractive imaging. The wavefront distribution is built in a coherent way by the use of integrated photonics and holography. However, the resulting wavefront is not considered as a complex phase function calculated from the Fourier transform of the image. It is rather built as an incoherent geometrical combination of elementary coherent wavefronts resulting from the image angular point coordinates.

The principle of our concept is described in figure 1f: the display emits a distribution of spherical wavefronts with a given angular orientation $k_{ij}$. These wavefronts are mutually coherent so that a planar wavefront is generated as described in the Huygens-Fresnel principle. The eye can then focus the generated planar wavefront on the retina with the specified angular coordinate. As the only optical system needed to form the image on the retina is the eye itself, we can imagine a highly integrated architecture as a basis of the display device.

An artist view of our device is given in figure 2. Each emitting point that generates an elementary spherical wavefront is addressed by a waveguide that brings the image data to the out-coupling region. At this location a switchable out-coupling grating extracts the propagated light in the vicinity of a holographic element. This reflective elementary hologram can be considered as an oriented Bragg grating that defines the spherical wavefront angular orientation $k_{ij}$.

The surface of the glass is covered by a complex waveguide design that addresses the Emissive Points Distribution (EPD). A distribution of out-coupling electrodes allows the activation/deactivation of the wavefront emission in order to refresh the image formation on the retina. Light that forms the image is generated by an amplitude modulated laser array that is coupled to the waveguide distribution.

If the device is made in transparent materials, with small refractive index variation, we can expect an overall transparency that could allow see-through applications.

The operating principle of the device is described in figure 3. In this simple case we show the rendering of a basic image of 3x3 pixels. In figure 3a we have an exploded view of the device: (1) the laser array produces the light used to form the image; (2) the routing waveguides direct the light to the waveguide output distribution; (3) the waveguide output distribution addresses the EPD; (4) the out-coupling grating layer extracts light from guided to freespace optic; (5) the electrode layer enables light extraction at specified locations; (6) the hologram layer defines light direction and fixes the EPD phase coherence.

Our simple illustration shows the letter “I” scanning image formation in three steps figure 3b and 3c. In step 1 we emit three angular directions corresponding to three image pixels. The three lasers are emitting coherent light at three different output power levels at a green wavelength. In the drawing, each green laser is associated to a specific color (red, blue, yellow). A first set of electrodes (grey) is activated and each light beam guided from the laser is emitted on the glass surface on an EPD of the corresponding color. We have represented only one emitted beam for each laser but each laser, i.e. each angular direction, is associated to a set of emissive holographic points in red, blue or yellow. At this step the display projects on the retina three points corresponding to the three first angular directions (figure 3b).
The particularity of our concept is that each emitted beam of a given emissive point \( M_{i,j} \) propagates according to the same wave vector \( \vec{k}_{u,v} \). Geometrically, after passing through the eye lens, all these parallel beams converge to the same point \( P_y \) located in the focal plane of the eye lens.

We take the approximation of an eye that can be described as a thin lens. According to the Gaussian beam formulation the waist \( w_1 \) located at \( M_{i,j} \) is imaged by the eye at a distance \( Z_2 \) given by:

\[
Z_2 = f + \frac{f^2 \times \sigma}{\sigma^2 + \frac{\pi^2 w_1^4}{\lambda^2}}
\]  

With \( \sigma = Z_1 - f \).

Equation (1) shows that if the display is positioned close to the object focal plane of the eye \( (\sigma = 0) \), the distance \( Z_2 \) is close to the focal length. The wavefronts converging on the point \( P_y \) are close to the waist location and can be considered as plane waves with wave vector \( k_{u,v} \). The behavior of the beams superposition at the point \( P_y \) can then be described as multiple interfering planar waves. We describe the field of the planar wave as follows:

\[
E_{u,v}(\vec{r}) = E_0 e^{-i(k_{u,v} \cdot \vec{r} + \varphi_{u,v})}
\]  

Where \( E_0 \) is the beam amplitude and \( \varphi_{u,v} \) a phase offset.

The interference energy function \( I(\vec{r}) \) is given by the sum of the beams passing through the eye lens pupil aperture \( \Pi \):

\[
I(\vec{r}) = \sum_{u,v} E_{u,v}(\vec{r}) \times \sum_{u',v'} E_{u',v'}(\vec{r})
\]

It comes from equation (2):

\[
I(\vec{r}) = \sum_{u,v} \sum_{u',v'} E_0^2 \cos \left( \Delta \varphi_{u,v,u',v'}(\vec{r}) \right)
\]

With the inter-phase function:

\[
\Delta \varphi_{u,v,u',v'}(\vec{r}) = (k_{u,v} - k_{u',v'}) \cdot \vec{r} + \varphi_{u,v} - \varphi_{u',v'}
\]  

3. Self-focusing effect

3.1 Theoretical analysis

The self-focusing effect has already been introduced and demonstrated experimentally by S.S. Hong et al. in the field of optical data storage [5]. The authors have shown the ability to focus a laser from a combination of phase adjusted laser beams. More recently this concept has found new applications in LIDAR devices [6].

In our case the self-focusing effect can be described considering both a Gaussian beam model and the multiple interferences phenomenon. Figure 4a shows the basic concept of multiple beams focusing into the eye. Our display is located at a distance \( Z_1 \) from the eye. The eye is described as a thin lens of focal length \( f \). The retina is located at a distance \( f \) from the surface of the eye. The display emits a collection of Gaussian beams from the EPD \( M_{i,j} \). The number of emissive points is limited by the entrance pupil \( \Pi \) with diameter \( D_p \) as shown in figure 4b.
If the EPD is coherently phase adjusted for a given angular direction \( k_{uv} \), the relative phase shift verifies:

\[
\varphi_{uv} - \varphi_{u'v'} = (k_{uv} - k_{u'v'}) \cdot \vec{r}_{ij} \quad \forall u, v, u', v'
\]  

(6)

The interference function can then be expressed as:

\[
I(r) = \sum_{u,v} \sum_{u',v'} E_0^2 \cos \left( (k_{uv} - k_{u'v'}) \cdot (r - \vec{r}_{ij}) \right)
\]

(7)

The energy figure on the retina shows a maxima on the point \( P_0 \) that is the focus point relative to the emissive distribution \( M_{uv} \).

As a demonstration and for a best understanding of the phenomena we pursue our theoretical analysis with a 1D emissive distribution in the plane \( y, z \) as shown in figure 5. The wave vector \( k_u \) is expressed in relation to the propagation angle \( \alpha_u \):

\[
k_u = \frac{2\pi}{\lambda} \sin(\alpha_u)
\]

(8)

We consider the center \( O \) of the thin lens as the phase reference. The phase offset of equation (2) is then expressed as:

\[
\varphi_u = y_u \times \sin(\gamma_i)
\]

(9)

The coordinate \( y_u \) corresponds to the point \( N_u \) projection of the emissive point \( M_u \) on the lens along the \( k_i \) direction, characterized by the angle \( \gamma_i \).

The inter-phase function at the focal plane \( z = f \) becomes:

\[
\Delta \varphi_{u,u'}(y) = \frac{2\pi}{\lambda} \left[ (\sin(\alpha_u) - \sin(\alpha_{u'})) \times y 
+ (\cos(\alpha_u) - \cos(\alpha_{u'})) \times f 
- (y_u - y_{u'}) \times \sin(\gamma_i) \right]
\]

(10)

If we consider the paraxial approximation, equation (10) can be simplified:

\[
\Delta \varphi_{u,u'}(y) = \frac{2\pi}{\lambda f} \left[ (y_u - y_{u'}) \times (y - y_i) \right]
\]

(11)

We obtain an equation similar to equation (7) showing a maximum of energy at \( y = y_i \).

Equation (11) also shows that, if the emissive points are distributed in a square periodic grid of period \( \Lambda \), that is, if \( y_u = u \times \Lambda_1 \), then other maximums of energy occur at the coordinates:

\[
y = y_i + m \frac{\lambda f}{\Lambda_1}
\]

(12)

With \( m \) a relative integer.

Equation (12) is the expression of the order of diffraction of the periodic EPD structure. It shows that the self-focusing effect can effectively focalize the energy at the targeted location but also at periodic resonances. The self-focusing effect could lead to a sharp image on the retina but, as the image is duplicated, the periodic EPD forbid effective imaging. To avoid this resonance effect one solution is to introduce randomness in the EPD as shown in figure 4b.
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**Fig. 4.** (a) Principle of the Gaussian beams interferences from the display plane to the retina plane, (b) EPD on the display plane and (c) retinal plane.

3.2 Simulation

We have simulated the self-focusing effect using the double formalism of Gaussian beam and multiple beam interference. Equation (3) is used in an iterative way to sum the contribution of an EPD.

We consider a Gaussian beam propagation to describe the amplitude of the beam from the display to the retina. The amplitude of the field in the plane of the display is given in a first approximation by a Gaussian function of waist \( w \):

\[
E_0(x, y, -Z_1) = \frac{2P_0}{\pi w^2} e^{-\frac{x^2+y^2}{w^2}}
\]

(13)

We consider in this approximation that the waist is equal to the half of the emissive point diameter. The power emitted by each emissive zone is \( P_0 \).

The beam propagates from the display to the eye and forms an image of waist \( w_2 \) close to the retina:

\[
w_2 = \frac{1}{n} \frac{\lambda f}{\pi w_1}
\]

(14)

With \( n \) the refractive index inside the eye.

The simulated intensity function \( I \) is calculated from the summation of the planar beam given in equation (3) with a Gaussian beam intensity weighting:

\[
I(x, y, f) = \frac{2P_0}{\pi w^2} e^{-\frac{x^2+y^2}{w^2}} \times \frac{l(x, y, f)}{l(0,0,f)}
\]

(15)

As an illustration we choose the following simulation parameters that give a simple view of the phenomenon:

- emissive point radius \( w = 10 \mu m \),
- eye lens pupil aperture \( D_0 = 500 \mu m \),
- eye lens focal length \( f = 23 \) mm.

We evaluate the interference figure as a function of the period of the EPD and compare the periodic distribution with a semi random distribution, defined by a "randomly periodic equation":

\[
x_{u,v} = (u + rnd) \times \Lambda_1
\]

\[
y_{u,v} = (v + rnd) \times \Lambda_1
\]

(16)

With \( rnd \) a random number generation function \( \in [-0.5: 0.5] \).

Figure 6a shows the case \( \Lambda_1 = 400 \mu m \): only one point of the EPD belongs to the eye lens aperture (red dot on the left figure). The resulting intensity function on the retina shows only the Gaussian beam contribution. The Gaussian beam of waist given by equation (14) represents the blurred signal on the retina.
In figure 6b the EPD period is decreased to 200 µm. We compare the periodic distribution with five points on the EPD (red dots) and the randomly periodic distribution that give four points on the EPD (green dots). The resulting intensity function of both cases shows the periodic self-focusing effect (on the center) and the random self-focusing effect (on the right). Figure 6c and 6d show the case with Λ₁ = 100 µm and Λ₁ = 50 µm.

The choice of the parameter D₀ on figure 6 allows a good view of the phenomenon as the waist w₁ and w₂ are visible on the same graphic. In the case of periodic EPD, the interfering beams generate a focus that is replicated on a period Λ₂ given by equation (12). When randomness is introduce in the EPD, the diffraction orders vanish such that a speckle pattern is formed allowing a single focused spot of the image to be created. The size w₁ of the emissive zone fixes the size w₂ of the speckle distribution, the size D₀ of the eye lens aperture Π fixes the radius of the focus δw that tends to the diffraction limit, given by:

$$\delta w = 1.22 \frac{\lambda f}{D_p}$$  \hspace{1cm} (17)

We compare in figure 7 the normalized intensity cross section of the self-focusing signal in the case of a random periodic EPD for Λ₁ = 50 µm and the theoretical Airy function [7] for a diffracting pupil aperture diameter D₀.

**Fig. 7.** Comparison between intensity cross section of the self-focusing signal in the random case of figure 6d (green curve) and the Airy function (dotted blue curve).

### 3.3 Display analysis

We evaluate the efficiency of the self-focusing effect by measuring the Signal to Noise Ratio (SNR) with parameters more consistent with our concept:

- emissive point radius w₁ = 2 µm,
- eye lens pupil aperture D₀ = 4000 µm,
- eye lens focal length f = 23 mm.

The SNR is calculated according to the equation:

$$SNR = 10 \log \left( \frac{I_s(0)}{\max(I_s(r'))}_{r>\delta w} \right)$$ \hspace{1cm} (18)

We compare the results of periodic and randomly periodic EPD to the theoretical SNR limit given by the first Airy figure maximum [7]:

$$SNR_{Airy} = 10 \log \left( \frac{215.136}{5.136} \right)^2 = 17.57 \text{ dB}$$ \hspace{1cm} (19)

The SNR results of the simulated EPD are shown on figure 8. For a best comparison, the periodic case is extended in the x axis (Λ₁ → 10xΛ₁).

As expected, the results show that randomness greatly improves the SNR and that the choice of the EPD has a strong impact on the imaging process. For a given period Λ₁, the EPD random sequence choice can modify the SNR over several orders of magnitude.

As shown in figure 8, we need a small EPD period to increase the SNR and the image rendering. However, for a given emissive point size, the number of available EPDs decreases with the EPD period. As the number of available EPDs is directly related to the number of pixels of the projected image, we have to manage a compromise between the quality and the resolution of the image. This compromise differs from the standard space-bandwidth constraint (for a given display size, sharpness and resolution increase together) [8] and underlines the unconventional aspect of our approach: the increase of the image resolution reduces the image rendering.

The SNR is a first step in the characterization of the self-focusing process. The effective impact of the EPD choice on the image quality, related to resolution-sharpness or contrast constraints, is currently under investigation and will be published soon.

The choice of the EPD configuration is also a research topic strongly related to technological constraints. The part of randomness introduced in the EPD must be consistent with the technological solutions used to bring light to the surface of the display. In particular it must take into account the limitations induced by the waveguide design.
Fig. 8. Results of SNR simulation for six randomly periodic sequences of EPDs (green dots) and for a periodic EPD (red dots, extended by 10 in the abscissa axis). The minimum, mean and maximum curves of the random sequences are presented by the solid line. The Airy diffraction limited SNR is also given for comparison.

4. Waveguide distribution array

The technological principle considered to bring light to the EPD is described in figure 9. A waveguide distribution array guides the energy that fixes the amplitude of the emitted signal. The location $r_{em}$ of the emitted beam is determined by the intersection between the waveguide $W_0$ and the out coupling activation electrode $E_c$. These intersections between the activated electrodes and waveguides define the EPDs. As shown in figure 3 various EPDs are activated at the same time as different waveguides are addressed by different lasers.

Figure 9 shows two waveguides $W_0, W_{n+1}$ addressed by two lasers $q, q'$. The electrode $E_c$ extracts the two signals towards the holographic elements (hoels) $h_{uv}$ and $h_{u+1,v}$. The two hoels, which belong to the EPD related to the two image point angular coordinates, reflect the signal in the given angular directions $k_{i,j}$ and $k_{i,j'}$.

The device parameters are given in figure 10 and 11. Waveguides are designed to propagate a single mode in the visible range, at the wavelength of the hologram maximum efficiency (around 532 nm for the polymer holographic material considered here). One promising technology for the manufacturing of waveguides operational in the visible range is Silicon Nitride [9]. Typical value parameters for the waveguide thickness $e_g$ and width $w_e$ at these wavelengths are 200 nm and 300 nm. The distance $d_y$ between the waveguides is chosen to limit the coupling to neighboring waveguides. A typical value of 15 µm can be considered. The SIN waveguides can be manufactured on transparent glass and covered by a SiO$_2$ dadding of thickness $e_o$.

The outcoupling grating is etched in the cladding above the waveguide. A typical grating period for a wavelength of 532 nm is around 400 nm.

The design of the waveguide including coupling/propagation constraints due to the particular random EPD choice is currently investigated theoretically and experimentally.

The electrode that activates the out-coupling grating can be made of a liquid crystal layer as proposed by Buss et al. [10]. The width $w_e$ of the electrode fixes the length of the outcoupling grating (figure 11a).

Typical lengths could be in the order of a few microns. The electrodes are separated by a distance $d_g$. The total number of emissive points $N_{EP}$ for the whole EPD family is given by the parameters $d_g$ and $d_y$ in relation to the eye pupil aperture:

$$N_{EP} = \frac{\pi D_p^2}{4 d_g d_y}$$  \hspace{1cm} (20)

The hoels are recorded on a holographic material deposited over the dadding. The thickness $e_h$ of the hologram layer depends on the expected characteristics of the hologram, typical values are about 10 µm to 20 µm. The width $W_h$ of the hoel depends on the recording process and fixes the size $w_h$ of the EPD elements. The parameters $w_h$ and $d_y$ are not correlated and two neighboring hoels can overlap if $w_h > d_y$. The recording process of the hoel can be compared to the holographic recording process involved in Optical Data storage through spatial shift multiplexing [11].

In contrast to Holographic Data Storage, each hologram does not relate to complex data information but to a single angular reference. Each hoel can then be interpreted as an elementary directional Bragg element.

5. Directional Holographic Elements

5.1 General principle

The principle of light coupling from the waveguide to the hoel has been described in figure 9. Here, we present in figure 11 the principle of the phase adjustment that allows the efficiency of the interferences produced by the directional hoels.

Figure 11a shows a lateral section of the device. A guided wave is extracted in two locations and is reflected by two hoels belonging to the same EPD. The length $L_e$ of the hoel is related to the size of the electrode but is not limited by the inter-electrode distance $d_y$. As for the width of the hologram, its length can exceed $d_y$ so that neighboring hoels can overlap. We have chosen in our simulation a hoel radius that defines a waist $w_h = 2 \mu m$ of the emitted beam.

As presented in section 2.1, each EPD must be phase adjusted in order to self-focus on a specific location of the retina plane. The phase shift $\delta_i$ between the extracted beams described in figure 11a is related to the optical path shift and to the grating distribution. It can hardly be controlled by a nanoscale resolution mask design over the whole device surface. Instead, phase adjustment is guaranteed by the intrinsic nanoscale resolution of the 3D hoel recording process.

Fig. 9. Principle of signal extraction from the guided mode to free space propagation.
The recording process is described in figure 11b. The guided laser light plays the role of the reference beam and a free space beam coming from the same laser is used as the object beam. This beam is segmented in a multitude of elementary beams coming from a given angular direction. Activation of the out-coupling electrodes allows the creation of the interference pattern between the reference and the object beams that is recorded by the hoel for a given EPD.

When the reference beam is coupled from the waveguide, the conjugate object beam is generated in a reflective mode as shown in figure 11a. The phase adjustment is automatically recorded from the original object beam.

5.2 Recording setup

In order to record the hoel distribution corresponding to a given EPD, a specific recording set-up has to be built. Figure 12 shows the basic concept of the set-up. An optical fiber is used to split a laser beam into a reference and an object beam. The object beam is collimated in a two lens optical system from a point source given by the first fiber extremity. First lens L1 makes the image of the fiber extremity on the object focal plane of the second lens L2. The position of this image fixes the angular direction \( k_{AI} \) of the collimated beam. An aperture mask corresponding to the EPD is located on the image focal point of the first lens and is imaged on the hologram layer by the second lens L2. The object beam that impacts the hologram layer is collimated and phase adjusted in relation to the optical fiber position and is segmented in a collection of beam spots defined by the aperture mask. The image of the aperture mask is aligned with the EPD that is activated by the electrodes and by the optical coupling of the second optical fiber in a selected waveguide distribution (shown in the inset of figure 12).

The recording setup shown in figure 11b and figure 12 uses a collimated planar object wavefront. It is designed to form an image at infinity for each eye. The modification of the fiber longitudinal position in the recording set-up allows the device to form an image at a fixed, given viewing distance by modifying the curvature of the object wavefront. In this case, the management of a symmetric off-axis pixels distribution for each eye should be used to reduce the Vergence Accommodation Conflict (VAC) that usually limits conventional smart glasses approaches [12]. Our concept allows viewing image in different plane locations with limited VAC however the manufacturing process fixes the plane location for a given display device.

Fig. 11. (a) Lateral section of the device showing the coupling between waveguide and hoel, (b) same figure during the recording process.

Fig. 12. Recording set-up for the hoel distribution manufacturing.

Numerous questions remain regarding the technological process for the realization of the holographic device. Uncertainties around the recording duration, the material behavior and the possible replication methods have to be investigated to validate a potential commercial interest to the concept. However, the impressive achievements of commercially feasible terabit-scale hologram storage and hologram printers imply a technical maturity which should be applicable to our approach [13,14].

We are currently evaluating the hoel recording process and have presented some initial design considerations [15]. A collaboration with a polymeric holographic material supplier has been initiated and should allow us to soon record the first hoel distribution in order to validate the self-focusing effect in an image forming process.

6. Imaging Properties

6.1 Sharpness/contrast issue

The sharpness of an image formed by an optical system is generally characterized by its Modulation Transfer Function (MTF). This function gives the efficiency of the system for the rendering of a spatial frequency with a given contrast. The MTF can be calculated from the Fourier Transform of the Point Spread Function (PSF) that is the impulse intensity distribution.

Figure 7 shows the PSF of an optimal self-focusing effect (green curve). The calculation takes into account a perfect lens as optical imaging system and the signal in its central part is very close from the theoretical diffraction limit. A more realistic approach need to take into account the specific optical characteristic of the human eye and this poses some specific issues due to the human vision process.

The eye is a complex optical system that doesn’t follow the diffraction theory. Unlike the equation (17), aberrations in the pupil periphery degrades the MTF as the eye pupil diameter increases [16]. On the other hand, it has been shown that coherent laser interfering imaging process can alleviate the pupil peripheral aberration distortion and improve the PSF [17]. The question of the effective sharpness of the self-focusing effect in the eye is an open question and need to be studied with modern eye models and physiologic experiments in a coherent imaging process.

The measurement of the ANSI contrast is also a mean to evaluate the efficiency of an imaging system. It consists in forming a checkerboard image and measuring the ratio of intensity between the dark and white cells. In the case of self-focusing imaging, the PSF can be divided in two parts: a thin central spot and a large noisy speckle contribution as shown in figure 7. This leads us to introduce a double Gaussian model in which the thin central Gaussian spot contributes to the imaging process and the large Gaussian noise reduces the overall contrast [18]. Improving the contrast requires to limit the impact of the large Gaussian contribution. This is done by an optimal EPD design that
improves the energy ratio between the two Gaussian contributions and by limiting the number of pixels required to form an image (typically by the use of non-adjacent pixels distribution as shown below). Characterization of our system in terms of ANSI contrast simulation will be described in a coming paper.

6.2 Resolution/image rendering issue

As we have mentioned in part 3, the rendering of the image is related to the number of emissive points $n_{ep}$ of a given EPD. This number depends on the eye pupil aperture size and on the choice of the EPD function, in particular the EPD period $\Lambda$:

$$n_{EP} = \frac{\pi D_p^2}{4\Lambda^2}$$

(21)

The total number of pixels $N_{pix}$ that can be projected on the retina is given by the number of EPD:

$$N_{pix} = \frac{N_{Ep}}{n_{EP}} = \frac{\Lambda^2}{d_e d_p}$$

(22)

The equation (21) and (22) confirm that the image rendering given by $n_{ep}$ and the image resolution given by $N_{pix}$ are diverging parameters. Reducing $\Lambda$ increases the image quality but reduces the resolution.

We can define the following consistent parameters:
- electrode distance $d_e = 4 \, \mu m$,
- waveguide distance $d_p = 1.5 \, \mu m$,
- EPD period $\Lambda = 600 \, \mu m$.

This gives a total number of pixels $N_{pix} = 93750$ that corresponds to a conventional image resolution of about 300x300 pixels.

We have simulated in figure 13a a retinal projection on the basis of an image of 300x300 pixels projected on a 15°x15° Field Of View (FOV). This artistic view highlights the differences between our retinal projection concept and a conventional display. The image is formed by separated luminous dots rather than by adjacent pixels. The angular distance that separates the dots is not necessarily uniform and can be adapted to the content for a given region of the FOV. In the example the text, is projected on the retina with an angular distance between the dots of 3 arcmin and the value is increased to 4.5 arcmin for the GPS pictogram.

Equation (22) leads to pixel number low values. However, even if the resolution of the available image is low, the total number of pixels can be optimized by selecting specific regions in the FOV. This possibility underlines once again the unconventional approach of the concept: the perceived FOV, traditionally given by the product of the resolution with the angular pixel increment, can be increased here for a given constant total number of pixels. The dynamic image addressing for a specific region of the FOV and with a specific resolution is however fixed for a given device. Each EPD can be modulated in power emission but not in angular reference.

In terms of image rendering, the dotted aspect of the projected image can modify the perceived resolution and improve the result in comparison to a conventional display due to halftoning visual effects. As an illustration, we compare the same text coded with a resolution of 86 x 9 pixels for an unconventional dots pattern display (figure 13b) and for a conventional adjacent pixels display (figure 13c).

Imaging properties are currently investigated in an extensive study to evaluate the impact of the speckle noise. This theoretical study will be shown by experimental evaluations incorporating visual tests.

7. Power Considerations

To conclude the technological review of our concept we focus on power considerations to check if the device is consistent with the objective of near-eye integration.

Fig. 13. (a) Simulation of an image projection according to our concept. Image on top shows an external view that covers a 100° wide FOV. The red square presents a projection zone of 15°x15° with a resolution of 300x300 pixels. Over is a zoom on a section of the projected image, with an angular resolution of the text and the GPS pictogram of 3 arcmin and 4.5 arcmin respectively (b) detail of the text projected in a dots distribution (c) detail of the same text resolution projected in an adjacent pixel distribution.

We target the projection of a full bright image on a circular FOV of 15°. The image is characterized by a Brightness $B$. We calculate the power required in relation to the Etendue of the eye (figure 14):

$$\Phi_e = B \times \pi^2 \times \frac{D_e^2}{4} - (\sin \beta)^2$$

(23)

The brightness required in AR applications is estimated to be in the range of 1000 Cd/m² to 10 000 Cd/m². From equation (23), the power that enters the eye is then between 1 µW and 10 µW.

The Etendue of the beam seen from the eye is equal to the Etendue of the eye seen from the beam. The emitting surface, characterized by a diameter $D_e$ is given by the relation:

$$D_e = 2 \times Z_1 \times \sin \beta$$

(24)

One particular advantage of our concept is that the size of the emitting surface that fixes the Eye Box (EB) is not related to a single axis optical system. The EB can then be extended by the design of a
large waveguide and holographic elements distribution. We note $D_{EB}$ the diameter of the EB on the display.

![Diagram](image)

Fig. 14. Description of the Etendue and Eye Box distribution in the intra retinal projection process.

The total amount of optical power emitted from the display is given by:

$$\Phi_{e, tot} = \frac{D_{EB}}{D_{e}}^2 \times \Phi_e$$  \hspace{1cm} (25)

Power considerations are mainly driven by the losses that occur in the device. Losses include coupling loss from the laser array to the waveguide distribution, propagation and out-coupling losses at the device surface and the loss related to the holographic element efficiency. The losses related to the waveguide design at 532 nm and to the waveguide routing architecture are currently investigated and will be published soon. The efficiency of the holographic elements will depend on the photopolymer material and on the multiplexing strategy. Current performance for photopolymer holographic material shows diffraction efficiency that can reach 98% [14].

We note this overall device efficiency $\eta_d$ which leads to the optical power emitted by the lasers:

$$\Phi_{lasers} = \frac{\Phi_e}{\eta_d}$$  \hspace{1cm} (26)

If we suppose an overall device efficiency of 1% and consider a conversion efficiency of 10% for the lasers, it gives a required optical and electrical power of about 1 mW and 10 mW for a brightness of 1000 Cd/m². This result is an approximation but it shows that there might be no strong limitation in terms of power consumption. Our low consumption value can be explained by the directivity of the EPD that optimizes the optical power in the direction of the eye and by the proximity between the eye and the display. This may be compared to evaluations of other see-through devices. LiKam Wa et al. have shown that the LCOS display in the Google glass draws a power between 690 mW and 870 mW depending on the sensed ambient brightness [19]. This power affects the use of the device and is not optimized as it does not depend on the projected image. On the contrary, our emissive display adapts its power to the content so that for projecting text information as in the case of figure 13 an electric power far lower than 10 mW can be expected.

Another power consideration is that of eye safety. The image is projected on the retina in a scanning mode (figure 3) and must not lead to hazard for the retina. Laser safety is based on the calculation of the Maximum Permissible Exposure (MPE) on the cornea. For the case of a collimated laser beam, a blinding reflex of 0.25 s and a pupil diameter of 7 mm, MPE is about 6/4 J/m² [20] and corresponds to a laser power limit of about 1 mW.

In our display the exposure of the cornea for one pixel during 0.25 s is given by:

$$E_{pix} = 4 \frac{\Phi_e}{N_{pix} \times \pi \times D_p} \times (0.25 \text{ s})$$  \hspace{1cm} (27)

For the worst case $B = 10,000$ Cd/m², equation (27) leads to an exposure value of $5.10^{-7}$ J/m² far below the MPE limit.

The device seems to present no hazard for the eye, however the case of the blinking reflex can be discussed and long term laser exposure will have to be studied in more details.

8. Conclusion

We present a complete theoretical overview of an unconventional imaging concept that could allow the development of a near-eye integrated transparent display. We describe the concept of self-focusing effect that could allow image formation by retinal projection in a lens-free device configuration. The concept is simulated and first results on evaluation characteristics such as the focal SNR give first insight on the device feature. The waveguide design and hoel concept are introduced and we give some first perspectives on image rendering, device manufacturability and power consumption.

Initial limitations are identified in terms of image rendering and commercial implementation. Image resolution is constraint by the waveguide integration and self-focusing efficiency. The use of holographic elements limits the projection to monochromatic image and a fast holographic recording process has yet to be demonstrated. These limitations can be balanced by the new opportunities opened by the unconventional imaging approach. In particular the ability to adapt locally the resolution of the image inside a discontinuous field of view can open interesting applications.

More generally, this research can be seen as a fundamental reflection on the new opportunities for retinal projection that are opened by recent technological achievements in integrated photonics and holography. As our laboratory is strongly involved in conventional microdisplay design and manufacturing for AR/VR applications [21], such investigations may anticipate potential technological evolutions.
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