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Abstract

Robots that are devised for assisting and interacting with humans are becoming fundamental in many applications, including in healthcare, education, and entertainment. For these robots, the capacity to exhibit affective states plays a crucial role in creating emotional bonding with the user. In this work, we present an affective architecture that grounds biological foundations to shape the affective state of the Mini social robot in terms of mood and emotion blending. The affective state depends upon the perception of stimuli in the environment, which influence how the robot behaves and affectively communicates with other peers. According to research in neuroscience, mood typically rules our affective state in the long run, while emotions do it in the short term, although both processes can overlap. Consequently, the model that is presented in this manuscript deals with emotion and mood blending towards expressing the robot’s internal state to the users. Thus, the primary novelty of our affective model is the expression of: (i) mood, (ii) punctual emotional reactions to stimuli, and (iii) the decay that mood and emotion undergo with time. The system evaluation explored whether users can correctly perceive the mood and emotions that the robot is expressing. In an online survey, users evaluated the robot’s expressions showing different moods and emotions. The results reveal that users could correctly perceive the robot’s mood and emotion. However, emotions were more easily recognized, probably because they are more intense affective states and mainly arise as a stimuli reaction. To conclude the manuscript, a case study shows how our model modulates Mini’s expressiveness depending on its affective state during a human-robot interaction scenario.
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1 Introduction

In the last few decades, researchers in artificial life have discussed whether it is necessary, or even moral, to endow embodied artificial agents with affective capabilities [4,5,46]. Affect is a term that typically involves two different events: mood and emotion. While these terms are usually exchangeable, many authors agree that emotion and mood, although related, represent different concepts [1]. In particular, the results of the study conducted by Beedie et al. [1] showed that their main differences rely on the duration, cause, or intentionality of the event. Numerous authors, such as Fridjda, have studied affective generation in humans [22].

Other classical studies—such as Russel’s circumplex model of affect [51], Ekman’s studies about the nature of emotions [13–15], or Plutchik’s psycho evolutionary theory of emotions [48]—provide significant insights for modelling affective states. These authors agree that affect is a critical component of human behaviour and it plays an important role in fundamental human processes, such as social interaction [41] or ethical decision-making [55]. Similarly, relevant research reviews the role of emotions in robotics and
how emotions should be included in artificial systems [11]. However, despite the previous progress in human behaviour modelling, how emotional processes are evoked in human brains remains unclear. Consequently, endowing robots with these capabilities is still an arduous task [20]. As the authors conclude in [35], expressing emotion and mood is imperative for an interaction to be natural among humans and robots. These cases show the importance of endowing embodied artificial agents, such as social robots, with the ability to generate and express affective states.

In this work, we present the design and development of an affective architecture for the Mini social robot to enable it to show affective expressiveness while interacting with people. These expressions use different modulation profiles, which define the effect that a particular affective state has over the robot’s interfaces. The proposed system considers mood and emotion blending, including their temporal dimension. Emotions and moods are differentiated from each other in intensity and duration. On the one hand, emotions are intense, short-lived impulsive affective episodes that appear as a response to stimuli. Their effects rapidly disappear when the stimuli are no longer perceived. On the other hand, mood acts as a baseline affective state with a longer-lasting duration and influence on the robot [36]. Our model generates the robot’s affective state considering the elicitation of emotions and mood as a response to environmental stimuli. It also shapes how their intensity decays with time once stimuli are no longer perceived, and how emotion and mood blend [26].

Our architecture allows mood and emotion blending. This enables the activation of one mood and several emotions at the same time. Nonetheless, because Mini can only show one expression at a time, we define Mini’s affective state as the combination of the emotion with the highest intensity level (dominant emotion) and its mood. The expressive generation of emotion and mood is predefined and stored in profiles. Because we consider emotions to be short-lived, intense experiences, our model prioritises the expression of the dominant emotion above mood, using its intensity to define the weight that the emotion should have over the robot’s expressiveness. Finally, our architecture is also able to react to the stimulus that elicited a particular emotion through the execution of emotional expressions that have been handcrafted for each possible stimulus. For example, if the performance of the user during a game triggers the elicitation of thejoy emotion, then the robot will perform an expression that expresses happiness while acknowledging the user’s excellent work. The proposed architecture was validated using an online survey where the participants had to identify individual mood and emotion expressions in different videos. Once our expressions were validated, we designed an interaction scenario where Mini expressed its affective state addressing mood and emotion blending, and their evolution with time.

This manuscript continues in Section 2 with a review of the recent literature about affective generation in humans and expressiveness in social robots. In Sect. 3, we describe how the model generates the robot’s affective state considering important studies in neuroscience, and we also describe how we deal with emotion and mood blending. Section 4 describes how the robot expressiveness translates affective states into actuation commands that transmit the robot’s affective state to the user. Section 5 presents the experimental setup and the evaluation process, which were carried out to assess whether or not the participants correctly perceived the affective cues that the robot is expressing. Section 6 shows a case of use of the operation of the system during human-robot interaction, where the robot and a user interact by playing a quiz game. The robot reacts to the user’s behaviour and the game’s dynamics during the interaction by modulating its expressiveness. In Sect. 7, we present the results that were obtained during the evaluation of the experiment described in Sect. 5. Next, in Sect. 8, we discuss the most notable outcomes of the evaluation. Finally, Sect. 9 summarizes the novelties derived from this study.

2 Related Work

Endowing robots with the capacity to generate and express affect has attracted much interest in human-robot interaction. Furthermore, the study of how affective states should be modelled and expressed by robots has gained significant attention over the years. In 2014, Paiva et al. [45] presented a review of the advances made in emotion modelling. At the core of this review is the concept of the affective loop, where the expression of emotions by the user leads to the elicitation of emotions in the agent, which will in turn affect the user’s affective state. This review also surveys the different types of emotional architectures that can be found, regarding to the inspiration they take, which affective states they model, how they integrate emotion and cognition, and what expressiveness capabilities they integrate. In the area of expressiveness, the authors highlight how inspiration has been taken traditionally from the world of arts and (more specifically) animation. This work finishes with an analysis of how to achieve robots that have empathic capabilities and a review of the challenges that should be tackled in the future. In 2017, M.F. Jung [33] reviewed the perspectives on emotion in HRI. According to this work, emotion and emotion regulation have to be understood in the context of interactions between participants, and not just as something that happens within and on-top of individuals. To achieve this, it is important that the participants in the interaction achieve affective grounding, which is a common framework for interpreting and responding to behaviour from an emotion point of view. This means that robots have to be endowed with the
ability to take part in this affect coordination. In 2021, Yan et al. [65] conducted a survey of the available literature in the areas of emotion classification, emotional robots, and emotion space modelling for Human-Robot Interaction. Based on their review, the authors presented a few insights about the direction that research in these areas should take. They proposed that the use of techniques extracted from areas such as data mining or machine learning could help with the task of discriminating the different types of emotions. Other findings from this review are: (i) the task of emotion recognition needs improvement; (ii) physiological and non-physiological data may be combined with the use of advanced control theory and simulations of the human cerebral cortex and neural system; (iii) effective HRI ingrained with robust emotion space models and standards should be considered; and (iv) the study of the relationship between emotion and cognition should be intensified.

In this section, we will present an evaluation of some of the approaches for generating and expressing affective states in social robots. This review will be divided into two parts: the first part includes authors that focused mainly on emotions, while the second part includes authors that also used mood (either as a state that can be expressed or as a variable that affects emotion generation).

2.1 Generation and Expression of Emotion in Robots

Among the many different affective states that a robot can express, emotion has attracted more attention in research. Some authors have focused more on the process of emotion generation, while others paid more attention to how robots can express emotions. Following the first approach, in 2018 Correia et al. [6] presented a model for group-based emotions (i.e., emotions that result from an event related to the social group where the individual is integrated) in social robotic partners. The system maintains the context of the interaction and the social groups that are present, elicits emotions based on events happening in the current social context, and decides how to express these emotions. The novelty of this work is emotion generation, which can be elicited based on the individual robot actions or the whole social group. The authors evaluated this approach with an experiment that included 48 participants, where two persons would team with two robots to play a collaborative card game. One group of the participants teamed with a robot that generated emotions based on group actions, while the other group teamed with a robot that generated emotions based on its actions. The results show that participants playing with the robot generating group-based emotions showed a more robust group identification and perceived their partner as more likeable. The participants reported a higher degree of group trust towards the robot that has group-based emotions. In the same year, Javed and Park [32] presented the design of a custom animated character, in the shape of a penguin, with emotional expressiveness capabilities, including an algorithm for regulating a user’s emotions through empathic interaction. This character was designed to interact with children with Autism Spectrum Disorder. The animated penguin was integrated in an iPod-based mobile platform and was able to use facial expressions, motions, colour, and sounds. The interaction framework at the core of this robotic platform was consensus-based, and includes three agents: the human user, the robotic platform, and an emotion goal state that the agent tries to steer the user towards. Emotions are modelled in a 2D circumplex model. Under this model, the penguin’s emotional state is computed as a function of the user’s state and the emotion goal. The authors validated their approach through a user study where the participants played an emotion game. The results of this study showed that the proposed framework was able to regulate the emotions of the participants in the study appropriately, and that longer interactions with the robot led to higher levels of engagement.

As mentioned earlier, other authors have focused on how to express emotions using robots. In 2013, Yilmazyildiz et al. [66] presented an emotional interface for the Probo social robot. In their model, emotions are represented by a vector inside a 2D space (valence-arousal) that is mapped to the robot’s degrees of freedom. Emotions are expressed using facial expressions and affective gibberish speech (i.e., vocalisation of meaningless strings of speech). In total, 35 children evaluated the system by reviewing videos of the facial expressions, audio clips of speech, and both modalities combined in the context of the robot telling a story with pictures. The participants then matched each clip with the perceived emotion (i.e., anger, disgust, fear, joy, sadness, and surprise). The results show that children recognised the emotions more easily using the audio clips than using the videos. However, the combination of video and audio yielded the best outcomes.

In 2015, Cameron et al. [3] studied how life-like facial expressions in a humanoid robot affected children’s behaviour and attitude towards the robot. The participants played the Simon Says game with the robot. The results showed significant effects when dividing the participant’s answers according to gender. In particular, female participants gave lower ratings for the extent to which the robot liked them. Male participants in the expressive condition reported more enjoyment than those in the non-expressive condition, while the opposite happened with the female participants. In the same year, Bretan et al. [2] presented an emotional system for robots that lack facial expression and complex humanoid design. This system uses a series of parameters and mathematical functions that were derived from Darwin’s research to continuously generate movements that fit different emotions and intensities. They tested how this system could express emotions using predefined postures and gestures, and generated emotional motions with random parameters. The
participants reviewed either static postures or gestures, in person or through a video. They then labelled each gesture or pose with one of the six emotions, a valence, and rated how well it represents the emotion. The results show that dynamic gestures are better at transmitting emotion and that there are no significant differences between face to face evaluations and using videos for the postures, although there were differences in the ratings of the gestures. The participants showed more problems identifying the postures of fear, happiness, and surprise. The results for the evaluation of generated gestures suggest that specific characteristics of pose and motion are tied to particular emotions.

Gácsi et al. [27] studied if a robot could express emotions using basic behaviours inspired by animal behaviours. In particular, they focused on expressive dog behaviours. In total, 78 participants watched five videos of the robot and five videos of a dog performing emotional behaviours showing joy, sadness, anger, fear, and a neutral state. They then described these clips on an open-ended and multiple-choice questionnaire. The robot used movements and predefined sounds to execute the behaviours. Their results show that the participants tended to attribute emotions to both the robot and the dog in open-ended questions, and they selected the correct emotion in multiple-choice questions. Feldmaier et al. [19] evaluated the possibility of using colours and dynamic light patterns through an RGB-LED display to convey four emotions: happiness, sadness, anger, and fear. The authors defined a specific pattern for each emotion combining colours: a fire pattern for anger, a rain pattern for sadness, a rainbow pattern for happiness, and a purple pattern for fear. The authors used a two-wheeled robot that displayed LED patterns. The robot moved using emotion-specific motion patterns. In the evaluation, the participants observed videos of the robot for each emotion, and they then evaluated the level of excitement and pleasure. Their results show that there was a significant difference in the excitement perceived by the participants for the emotions with high arousal (happiness and anger) and low arousal (sadness and fear). On the pleasure axis, only anger shows a significant difference.

In line with Feldmaier et al.’s research, Song et al. [56] studied the use of colour, sound, and vibration to express emotions. They developed a series of expressions that used one or several modalities to convey happiness, anger, sadness, and relaxation. Their approach was evaluated with a user study, where the participants observed the robot performing different expressions and then selected which emotion they thought the robot was expressing in each case. Their results show that sadness and anger were the emotions that the participants perceived more easily, while none of the expressions designed to express happiness was correctly perceived. Their results also show that colour is the essential modality for communicating affective states, while sound and vibration showed bias in particular emotions. Löffler et al. [39] also focused on displaying artificial emotions using colour, motion, and sound. Their goal was to quantify the information content of each modality and find how they could be combined more effectively. Several light patterns, beeping sounds, and motions were designed for each emotion (i.e., joy, sadness, fear, and anger). The expressions were first evaluated through an online survey, and the highest-rated emotion and modality were used in a second study. The participants watched the robot performing 28 of these expressions and they then selected the most appropriate emotion, and rated their confidence on that answer. The results show that anger and joy are better expressed through colour, sadness through sound, and motion is preferred to display fear. The results also show that multimodal expressions (two or more modalities) present higher classification accuracy and confidence. Motion is the modality that performs the best, while the combination of motion and colour is the best multiodal alternative. Finally, the effectiveness of each modality depends on the emotion that is expressed.

In 2018, Tuyen et al. [61] proposed an incremental learning model to select the user’s representative emotional expressions based on the user’s cultural traits. First, the robot clusters human emotional expression samples, affected by their cultural background, based on the similarity of the movements. The system then selects an expression from the most significant cluster and maps it into the robot’s motion space. The authors evaluated the behaviour selection model through long-term interactions. In this experiment, the robot interacted with users, recorded their bodily expressions, and estimated their emotions from facial information. An online survey was conducted with 30 participants, who watched the expressions and then matched them with the corresponding emotion, and assigned appropriate arousal and valence values. Their results show that the participants could correctly identify the expressions of happiness, while they had more problems recognising sadness. All of the participants correctly assigned the happy gestures high levels of valence and arousal, while most of them correctly assigned the “sad” gestures to low levels of arousal and valence.

In 2020, Suguitan et al. [57] proposed a method for modulating affective expressions using a neural network. Their system uses a variational autoencoder with an emotion classification to adapt the movements of the robot. The autoencoder compresses the original movement into a latent embedding space. The arousal and valence of the movement are then modified in this latent space. Finally, the autoencoder decodes the latent representation of the new movement. An online survey was conducted to evaluate the subjective effectiveness of this work. Five samples of movement were extracted and then modulated into the other two emotions for each of the three emotions considered (i.e., anger, happiness, and sadness). The participants watched 30 movements that were randomly extracted from the resulting dataset, rated
how well they exhibited each emotion and then selected the emotion that better described each movement. Their results show that although there were no significant differences in the participants’ ratings for how well the modified and original gestures could transmit the target emotion, differences did appear for the recognition accuracy with some modifications.

Finally, some studies have combined both the generative and the expressiveness aspects of affect in the robot. Tielen et al. [59] proposed a model for adaptive emotional expression. Their model uses information from the environment and the user’s emotional state to infer the model’s internal parameters value. These parameters affect the colour of the robot’s eyes, the volume of the voice, and the type and size of the gestures executed by the robot. Additionally, static poses were developed for each emotion. In total, 19 children carried out an experiment playing a quiz game with two NAO robots, one group with the model and the other group without. The researchers evaluated the children’s expressions during the interaction and their opinion after completing the session. Their results show that children express more positive expressions when interacting with the affective robot, although there were no significant differences between the likeability ratings given by the children.

Hong et al. [29] presented a multimodal emotional interaction architecture for social robots. This architecture is composed of three subsystems: i) the multimodal affect recognition subsystem determines the user’s affective state from body language and vocal signals; ii) the robot emotion model determines the robot’s deliberative emotion according to the user’s state, the robot’s desires, drives and previously displayed emotion, and its reactive emotion from the information retrieved from the touch sensors and the 2D camera; and iii) the interaction activity subsystem determines the most appropriate behaviour according to the task at hand. The robot selects between the deliberative and the reactive emotions depending on its priority. The architecture then generates a dynamic combination of different interaction modalities based on the emotion selected. An experiment was performed to investigate the impact on the interaction and the user’s experience with the robot. The participants interacted with either a robot that used the proposed system to display emotions or one that did not. The results show that, on average, users rated the robot’s valence when displaying emotions more highly. Participants in that condition also found the interaction more pleasant, and they found the emotions to be real and understandable. Regarding the usefulness of the robot, both the expressive and neutral robots displayed similar results. Finally, the participants ranked vocal intonation as the dominant modality, followed by body language and eye colours.

2.2 Generation and Expression of Moods in Robots

Emotions are the most common affective state that is implemented in robotic platforms, but they are not the only one. Some authors have also focused on endowing robots with mood expressiveness. In 2013, Han et al. [28] presented a method based on mood transition for autonomous emotional human-robot interaction. Their model recognises the user’s emotional state and adapts to it. First, the system extracts the user’s state by analysing their face, updates the robot’s mood according to the user’s state and the robot’s personality, and finally generates an appropriate facial expression. The authors evaluated the model using the user’s emotional state recognition and the response of an artificial face when using different personalities and moods. They then assessed the system in three different robots using a questionnaire. Robots A and B had opposite personalities, whereas robot C did not exhibit any personality and its emotional response depended on the user’s perceived state. The participants watched videos of a person interacting with the three robots and then evaluated the interaction through a questionnaire. The participants rated interactions with the robots with a personality as more natural. The results also show that their mood transition model enables the robot to behave in a human-like manner.

Similarly, Xu et al. [64] presented a method for expressing mood through the modulation of behaviours that were designed with a specific task in mind. Under this model, the behaviours are selected based on the task, while the mood modulates some behaviour parameters related to the robot’s pose and motion. Combining both elements creates expressions that can achieve the communicative goal that is requested by the task, while simultaneously expressing affect. The authors conducted an evaluation where the participants designed behaviours for the robot to express specific moods. The participants’ behaviours were compared with those created by the authors. This comparison showed that the parameter settings for expressing each mood were consistent with those chosen by the participants.

Instead of exclusively focusing on endowing a robot with the capacity to express moods, several authors have opted to combine mood and emotion when designing their architectures. Some authors have developed systems that only used the mood as an internal variable that influences the generation of emotions, which is then expressed. An example of this solution is the work of Itoh et al. [30], which was published in 2009. In this work, the robot’s mood, identity, and conversation content are used to generate the robot’s emotional state appropriately, conveyed through its facial expression. The mood is updated based on the accumulation of past emotions. The evaluation of the system was carried out by numerous participants who observed the interactions between the robot and the user, and then answering a questionnaire. Their
results showed that personality could be expressed by changing the robot’s mood transitions.

Other authors have endowed their robots with the ability to express both mood and emotion. In 2008, Leite et al. [37] presented a study where they evaluated the effects that adding emotion and mood expression to an embodied agent has when this agent acts as a game companion. In particular, when focusing on the role of affective states, the authors studied if the addition of emotional behaviours can help users understand the game that is being played. In this experiment, a robot plays chess with an user, and its affective state is determined by the current state of the game. This task is performed on three levels: (i) the game module is in charge of appraising the state of the game and controlling the plays made by the robot; (ii) the emotion module receives the state of the game from the game module, and then updates the robot’s emotions and mood; and (iii) the animation module receives the game actions and the affective states that have to be conveyed, and then generates the appropriate motions and facial expressions. During the experiment, the participants played a game of chess with the robot and were asked if they believed the robot to be winning or loosing the game. Their responses were then compared with an evaluation made by the chess engine’s evaluation feature. The results of the evaluation shows that conveying an emotional behaviour helped users to better perceive the game. The participants also had to evaluate the state of the game according to the robot’s expression. In 2011, Moshkina et al. [44] presented the TAME framework, which is an affective software architecture that has been applied to humanoid robots. This framework encompasses various affective phenomena (i.e., affect, personality traits, affective attitudes, moods, and emotions), which can change through time. The affective module generates a series of variables that modify the robot’s behaviours or force the robot to execute specific expressive affective behaviours. This framework was implemented in a NAO robot and evaluated through an online survey. In total, 26 participants watched videos of the robot displaying different emotions (i.e., anger, joy, sadness, interest, fear, or disgust), moods (i.e., positive or negative), and traits (i.e., extroverted or introverted) through affective expressions. Their results show that participants correctly perceived the emotions and traits displayed but had problems perceiving the negative mood.

In 2015, P. Gebhard [24] proposed ALMA, which is a model to represent affective states that takes into account three characteristics: emotions (short-term), moods (medium-term), and personality (long-term). This work combines the OCC model of emotion with the five factor model of personality, with the addition of moods represented through a Pleasure-Arousal-Dominance space that is divided in eight octants. Emotions in this model are elicited in response to events happening in the world, and they decay over time. The set of active emotions then influences mood transitions, where the mood becomes more intense if multiple events that support this mood happen. The default mood of a character is computed based on its personality. In ALMA, the global parameters used for affect computation and the personality profile for the character are defined in an XML-based modelling language. This personality profile contains the set of rules that will be used to define how different events are appraised in relation to emotion elicitation. The character affective state then affects the following aspects of its expressiveness: (i) wording and phrasing of utterances; (ii) dialogue strategies used; (iii) idle gestures; (iv) features of conversational gestures; and (v) facial expressions. In 2017, Woo et al. [63] presented the integration of their modular cognitive model for a smart-device-based robot partner. An emotional model among the modules in this system allows the robot to express emotions, feelings, and moods during interactions. Emotions are triggered based on input information captured by the robot. Feelings are computed as a summation of emotions. Finally, the mood is updated based on changes in feelings. The robot can then express these affective states through three modalities: speech, motions, and facial expressions. The mood is used during speech generation to change the robot’s utterances in a particular situation. Regarding motions, the robot’s feelings will affect the parameters being used for movement generation. Finally, the robot’s facial expression is selected from among a set of candidates using a fuzzy approach, where the robot’s feeling is used to determine the type of expression that has to be used, while the robot’s mood is used to determine the intensity of the expression that has to be selected. The authors presented three study cases to demonstrate how their architecture works.

### 2.3 Comparing Approaches

In this work, we focus on how social robots generate and express different affective states. Based on this goal, the works related to affect expression will be compared using the following characteristics:

- **Modalities:** The expressive modalities that the robot uses to transmit affective states.
- **Affective states:** Components of affect that the robot can express (e.g., mood, emotions, or both), and how these states evolve with time.
- **Expression design:** How the expressions used to express affect are designed or modified.

Table 1 shows a summary of the related works evaluated. The works reviewed in this section provide a great diversity of modes for expressing affect because this characteristic is tied to the morphology of each robot and its communica-
| Ref.               | Modalities                              | Affective states                                      | Expression design                                      |
|-------------------|-----------------------------------------|-------------------------------------------------------|--------------------------------------------------------|
| Correia et al. [6] | Body posture, speech (content), animations | Individual or group-based emotion generation          | Handcrafted                                            |
| Javed and Park [32]| Facial expressions, motions, colour, sounds | Emotion generation                                    | Handcrafted                                            |
| Yilmazylidz et al. [66] | Facial expressions, speech              | Emotion expression                                    | Handcrafted (basic emotions), joint poses interpolated (intermediate emotions) |
| Cameron et al. [3]  | Facial expressions                      | Emotion expression                                    | Handcrafted                                            |
| Bretan et al. [2]   | Body posture, motions                   | Emotion expression                                    | Parameter-based gesture modulation                      |
| Gácsi et al. [27]   | Motions, sound                          | Emotion expression                                    | Remotely controlled. Based on dog behaviours           |
| Feldmaier et al. [19]| Colours, motions, lights                | Emotion expression                                    | Handcrafted                                            |
| Song and Yamada [56] | Colours, sound, vibrations              | Emotion expression                                    | Handcrafted                                            |
| Löfler et al. [39]  | Colours, sound, motions                 | Emotion expression                                    | Handcrafted                                            |
| Tuyen et al. [61]   | Body motions                            | Emotion expression                                    | Culture-based incremental learning from samples        |
| Suguitan et al. [57] | Body motions                           | Emotion expression                                    | Gestures modulated using a variational autoencoder    |
| Tielman et al. [59] | Eye colour, speech (prosody), body gestures | Emotion expression and generation                  | Parameter-based gesture modulation.                   |
| Hong et al. [29]    | Eye colour, speech (prosody), kinesics  | Emotion expression and generation                   | Handcrafted (deliberative and reactive emotions)       |
| Han et al. [28]     | Facial expression                       | Mood expression (affected by personality)             | Weighted fusion of expressions                        |
| Xu et al. [64]      | Kinesics                                | Mood expression                                       | Parameter-based gesture modulation                     |
| Itoh et al. [30]    | Facial expressions                      | Emotion expression (affected by mood)                 | Handcrafted                                            |
| Leite et al. [37]   | Facial expressions, motions             | Mood and emotion expression                          | Handcrafted (emotions), generated (mood)              |
| Moshkina et al. [44] | Body motions                           | Mood, emotion, and personality expression            | Handcrafted                                            |
| Gebhard [24]        | Speech (prosody, content) gestures, facial expressions | Mood, emotion, and personality expression          | Modulated dynamically                                   |
| Woo et al. [63]     | Speech (prosody, content), motions, facial expressions | Mood, feeling, and emotion expression               | Modulated dynamically                                   |
tive channels. Among the different interaction modalities that may be used, the one that appears in most of these works is kinesics (i.e., body motion and body postures). Examples of this approach appear in the works of Moshkina et al. [44], Xu et al. [64], Gácsi et al. [27], Löffler et al. [39], or Suguitan et al. [57]. The work developed by Hong et al. [29] and Tuyen et al. [61] provide great insights regarding the modulation of body motions. Meanwhile, Correia et al. [6] is the only study where body postures are used to express affect without controlling body motions. Affect state expression can be done by modulating the parameters that define the robot’s posture and motions, as seen in the works of Suguitan et al. [57], Xu et al. [64] or Bretan et al. [2]; or by using expressions created specifically to express a particular emotion or mood, as shown in the works of Gácsi et al. [27], Tuyen et al. [61], or Woo et al. [63].

Along with kinesics, the other most popular communication channels are speech and facial expressions. Examples of this can be found in the works of Leite et al.[37], Itoh et al. [30], Cameron et al. [3], or Yilmazyildiz et al. [66]. The works presented by Woo et al. [63] and P. Gebhard [24] also use speech and facial expressions to express affect, although they separate themselves from the other works by having the robot’s affective state change the utterances that are being generated and not only altering features of the robot’s voice. The work of P. Gebhard also alters the dialogue strategies that the robot follows. Other interfaces that are less common and can express affect states are LED patterns or non-speech sounds. Authors such as Correia et al. [6] or Tielman et al. [59] used these types of communication interfaces. The work of Javed and Park [32] also used colour as part of the modalities for conveying emotion.

Regarding the type of affect states that the robot can express, it can be observed that the majority of authors opted to only implement emotions. Researchers such as Cameron et al. [3], Song et al. [56], or Löffler et al. [39] implemented discrete emotions, represented by a label (e.g., happy, sad, angry etc.). Meanwhile, like Moshkina et al. [44], other authors have also considered an intensity for each possible discrete emotion. Another popular solution is to represent emotions in a continuous 2D space (either pleasure-arousal or valence-arousal). Finally, in some approaches the affect state of the user can influence the robot’s state. Examples of this can be seen in the works presented by Tielman et al. [59], or Hong et al. [29]. It is interesting to mention here the work of Javed and Park [32] because they not only use the user’s emotional state to influence the emotions of the robot but they also seek to guide the user to a preset emotion goal state, which will also play a role in the elicitation of emotions in the robot. Several different approaches can be observed among those works where the robot’s mood is also used. The work presented by Itoh et al. [30] uses the robot’s mood as a variable for computing its emotional state, which is then expressed. The works presented by Moshkina et al. [44] and Leite et al. [37] can express both mood and emotions. Meanwhile, Han et al. [28] and Xu et al. [64] only consider the robot’s mood and not its emotional state. Finally, authors such as Tielman et al. [59], Moshkina et al. [44], or P. Gebhard [24] also included personality traits among the internal states that the robot can express, while Woo et al. [63] considered the robot’s feeling in addition to the emotions and moods.

The last feature that is considered in the analysis of the works presented in this section is generating the robot’s expressions. Two main strategies can be highlighted: either the robot uses expressions designed to express specific affective states, or the robot’s expressiveness architecture can modify the robot’s actions to adapt them to the robot’s affective state. Among the former, we can find the works of Cameron et al. [3], Feldmaier et al. [19], or Löffler et al. [39]; while among the latter we can find the works of Tielman et al.[59] or Bretan et al.[2]. Usually, entirely handcrafted expressions tend to be used in systems that model the robot’s affect state as a discrete value, while works, where the affect state is modelled as a 2D space (or as a set of discrete states with a continuous intensity level) tend to rely on the modulation/parameterisation of predefined templates. Finally, it is interesting to highlight the works of Tuyen et al. [61] because their system can learn from the user’s actions to generate affective expressions and Woo et al. [63] because their system considers that not all affective states modulate all of the robot’s interfaces.

### 2.4 Our Approach

Following Moshkina et al. [44], our approach implements mood and emotional expression in a social robot. From a generation standpoint, both the emotions and moods are modelled as 2D variables in a valence-arousal space. When expressing the robot’s affect state, emotions are considered as continuous variables with an associated level of intensity, while moods are discrete. Emotional intensities increase with the perception of environmental stimuli. When the associated stimulus disappears, its intensity starts decaying with time. In this aspect, our research can be compared to the works of Moshkina et al.[44] because it also presents a robot that is able to express mood and emotion simultaneously, with a temporary decay of emotional intensities.

While the system selects predefined expressions based on the affective state in this work, we combine handcrafted affective expressions with the modulation of non-affective expressions using modulation profiles. The work presented by Woo et al. [63] could also be compared with our system because emotions play a similar role in our architecture to the role being played by feeling in their system. The dif-
ference is that in our case all of the robot’s interfaces will be modulated based on a combination of both affect states, as defined by the modulation profiles, while in the work of Woo et al. speech is modified based on mood, motions are modified based on feeling, and the facial expression is a product of both. Itoh et al. [30] also presented a system where the robot experiences emotions and moods, but the mood is only used to generate new emotions and not express them.

The approach that our system uses to modulate the generic expressions based on the robot’s affective state is similar to the one presented by Bretan et al. [2] or Xu et al. [64]. In the work of Bretan et al. [2], a series of control parameters can be used to alter the robot’s motions. The robot’s state is used to modify the control parameters, which are then used to alter the motion primitive selected. Three main differences can be observed with our approach. The first is that we compute the combined effect of the emotion and the mood for each possible control parameter considered (e.g., the pitch of the voice, the speed of the motions, or the blinking frequency). The second difference is that we combine the modulation of the robot’s expressions with the performance of emotional expressions that have been handcrafted to respond to a specific stimulus that triggers a particular emotion. The last difference is that we combine the modulation of expressions to convey affective state with the correct development of the robot’s tasks. This makes our approach similar to the work presented by Xu et al. [64], although we combine moods and emotions.

Tielman et al.’s [59] work could be compared with our approach. In their work, the system maintains three internal parameters (i.e., valence, arousal, and extraversion) that are updated based on emotional occurrences. When an emotion is triggered, the system can use poses implicating the entire body to express the emotion and use the internal parameters to modify the robot’s expressions. In our approach, instead of using internal parameters to perform the modulation of the robot’s expressions, we define a series of modulation profiles, where developers can define the specific effect that each possible affect state has over the robot’s interfaces. This effect is then amplified or reduced depending on the intensity of the emotion. Our approach also allows us to combine the effect of mood and emotions instead of focusing on emotions only. Finally, the emotional expressions in our approach are connected to the specific stimulus that triggered the emotion instead of being a generic expression of that particular emotion. Although the use of handcrafted profiles to control the affective state of the robot is similar to the approach followed by P. Gebhard [24], we define the effect that each affective state has over the robot’s interfaces, while Gebhard uses profiles to define the global parameters that are used to compute the robot’s affective state and its personality.

3 Affect Generation

This section describes how the affective architecture that is presented in this manuscript generates the robot’s affective state based on mood and emotion. Our model yields emotion and mood using the stimuli perceived by the robot. Stimuli (which are denoted as affective elicitors following Velásquez’s [62] definition) are responsible for activating emotions and defining mood. Two valence-arousal spaces are used to calculate emotion and mood. The valence-arousal axes in both spaces range from 0 to 100 units.

Stimuli can have different effects on mood and emotion. The valence axis represents the robot’s pleasantness (if the stimulus is positive or harmful to the robot) and the arousal axis represents the robot’s excitation. Therefore, we model the effect of stimuli with a valence and arousal effect. We define the affective state \( AE \) as a time-dependent state where emotion and mood blend. In our model, the affective state is formed by the dominant emotion \( de \) and the current mood \( cm \), as Equation 1 shows. If there is no dominant emotion, then the dominant emotion is defined as none. This fact occurs when no emotion has an intensity over the activation threshold of 20 units. However, there is always an active mood that, by default, is the neutral one.

\[
AE = \{ de, cm \}
\] (1)

Next, we describe the affective elicitors recognised by Mini, their effects on emotion and mood, and how mood and emotion are generated and blended, which define Mini’s affective state.

3.1 Affective Elicitors

Our affective state depends on how we perceive the stimuli that emerge from the internal and external situations that we experience. For example, fear usually arises due to external factors, such as when facing a dangerous situation. In contrast, some affective states depend on our interpretation of the stimuli around us, such as feeling happy when meeting a good friend. The way in which we consider the effect of stimuli on affect follows Velásquez’s [62] classification and interpretation of stimuli. Velásquez’s approach was notably influenced from Izard’s multi-system and emotion activation [31], and Tomkins [60] beliefs about cognitive and non-cognitive emotional elicitors. Unlike the previous works, our model applies to robots rather than humans. Therefore, we have based the effect and influence of the affective elicitors on the expressiveness that we pretend our social robot Mini to exhibit. This expressiveness aims to transmit certain affective responses to improve human-robot interaction, which allows the robot’s users to perceive how the robot affectively feels. In the model,
Table 2: Features of the affective elicitors considered in this work by the perception system of the robot. Each elicitor has a different effect on the valence and arousal dimensions.

| Activation system | Elicitor       | Appraisal | Effect on Valence | Effect on Arousal |
|-------------------|---------------|-----------|-------------------|-------------------|
| Sensorimotor      | Touch stimulus| Hit       | -45               | 30                |
| Sensorimotor      | Touch stimulus| Stroke    | 0                 | 80                |
| Cognitive         | User answer   | Correct   | 70                | 15                |
| Cognitive         | User answer   | Incorrect | -60              | -5                |

affective elicitors simultaneously impact the robot’s emotions and mood differently.

Table 2 shows the affective elicitors that the robot can perceive, and their effects on the robot’s pleasantness and arousal. The robot evaluates touch stimuli (physical contact) as strokes (positive) and hits (negative). When the robot plays a quiz game, it evaluates whether the answers provided by the user are correct or incorrect. The effects of the stimuli have been empirically determined to promote the activation of specific emotions. Therefore, in our model hits favour anger activation, strokes lead to surprise, correct answers elicit joy, and incorrect answers elicit sadness. Because the robot can perceive more than one stimulus simultaneously, more than one emotion can be active simultaneously. Nevertheless, the mood considers the aggregate effect of all stimuli, so only one mood can be active simultaneously.

Each stimulus has an optimal set point that is situated in the valence-arousal space, which defines how much pleasure (valence) and excitement (arousal) the robot feels when it perceives the stimulus. If the stimulus is not perceived, then it has no effect. When perceiving the stimulus, its effects on the valence and arousal axes move towards their setpoints, as indicated in Table 2.

3.2 Emotion

Emotions are biological processes that define the human’s affective state in the short term [38]. They are typically elicited after perceiving specific stimuli and they trigger specific expressions [12]. In this work, these expressions depend on the robot’s interpretation and the model’s definition. The assessment of stimuli is a personal experience that varies across individuals, which lead to different affective responses depending on the person [12]. Taking a strong influence from the Cathexis architecture developed by Velásquez [62], in this study we define emotions as short-lived experiences whose intensity value $e_i$ depends on the effect of stimuli. If more than one stimulus are perceived, then their effects are computed separately so each stimulus can trigger a different emotion.

Considering Ekman’s study about basic emotions across cultures [14], we opted to include the emotions of joy, sadness, anger, and surprise. Mathematically, the intensity of each emotion is represented by a continuous signal ranging $[0, 100]$ that evolves with time since valuable studies support that emotions are triggered with different intensities inside a valence-arousal space [48–50]. As explained in the previous section, we tied each affective elicitor to one emotion (hits-anger; strokes-surprise; correct answers-joy; wrong answers-sadness). Figure 1 shows how emotions are distributed in the valence-arousal space following the study performed by Russell [51]. The heat map shown in Fig. 1 represents how the intensity of the emotions increases when the valence-arousal effect of a stimulus gets closer to the optimal value of the emotion (located in the centre of the heat map). Therefore, when Mini perceives a stimulus, its valence-arousal effect specified in Table 2 moves inside the valence-arousal space, which activates their corresponding emotion. Because each stimulus has its own effect and is computed separately, different emotions can be triggered simultaneously.

The perception of an stimulus makes its associated emotion increase its intensity following Equation 2 [16] (where $s_f = 10$ is the increase speed factor). Equation 2 corresponds to the heat map that represents how the intensity of each emotion increases when its associated stimulus is perceived. If the robot keeps perceiving the stimulus and the
emotion reaches its maximum intensity of 100 units, then
the intensity level maintains in 100 units until the stimu-
lus is no longer perceived. The intensity of the emotion
then starts decaying exponentially according to Equation 3
[16,18] by a decay rate $d_re = -0.05$. We empirically set
the decay rate considering that the emotional intensity takes
approximately 100 seconds to decay from 100 units to 0
units.

Figure 2 shows the evolution of the intensity associated
with a particular emotion. The figure depicts the moment
when the robot perceives the stimulus, causing the increase
of the emotional intensity, the plateau once the emotion reaches
the maximum intensity, and the exponential decay when the
robot stops perceiving the stimulus.

Emotional increase: $e_i(t) = 100 \times e^{(-t+1)^2}$
(2)

Emotional decay: $e_i(t) = 100e^{d_re t}$
(3)

If the robot perceives more than one affective elici-
tor simultaneously, then several emotions can be triggered.
However, because the Mini social robot can only express
one emotion, we opted to define a winner-take-all strategy
drawing on similar works in affective generation [23].
Thus, the emotion with the highest level of intensity is
the dominant emotion ($d_e$), as Equation 4 shows. To avoid
shallow emotions becoming dominant, we empirically set
a threshold value of 20 units for an emotion to become
dominant (see Fig. 2). If no emotion has an intensity
greater than 20 units, then there is no dominant emotion
and the robot’s mood determines the robot’s affective
state.

d_e = \max(e_i : i = 0, ..., n)
(4)

3.3 Mood

In the last few years, theoretical studies have explored how
our mood is generated using dimensional approaches (Rus-
sell [51], Plutchik [48], or Mehrabian [42]). These authors
agree on including at least two axes where moods situate as
subregions of the entire space.

As mentioned in the previous section, in this model we
opted to define a bidimensional valence-arousal space, where
moods situate as Fig. 3 shows. Drawing on how Zhang et al.
[67] shape moods using the Mehrabian [42] theory, we opted
to define five mood states: neutral, happy, anxious, bored,
and relaxed. We model moods as the long-lasting side of the
robot’s affective state that act as the baseline in the absence
of impulsive emotions. Note that unlike Zhang et al., we have
included a neutral mood placed on the stability interval of the
valence-arousal axes (situated in the middle of each interval)
to set a default affective state in the absence of a dominant
emotion and a more specific mood.

Mood generation is affected by stimuli in a different way
than how they affect the generation of emotions. The bidi-
imensional space used to define the robot’s mood is the same
(valence-arousal) as the one used for emotions, but we use
independent data points for calculating each component of
the robot’s affective state (emotion and mood). Since only
one mood can be active simultaneously, we consider the
aggregate effect of stimuli to compute the robot’s mood. This
aggregated effect is represented as a vector considering the
effects of each stimulus set in Table 2, as Fig. 3 shows.
The robot’s mood evolves with time, moving in the direction of the aggregating vector following Equations 5 and 6. In both equations, the rate $drm = 0.001$ represents how fast the valence-arousal values move in the direction of the vector that aggregates the effects of all stimuli that Mini perceives. The valence-arousal values are updated every 0.5 second. The rate $dr$ was empirically determined to let each valence-arousal values move from 0 to 100, and vice versa, in approximately two hours. The resulting vector is recalculated if the robot perceives new stimuli or stops perceiving a stimulus. The resulting vector is null if the robot does not perceive any stimulus, so the valence-arousal slowly returns to the neutral mood. Note that the decay rate of the mood calculation $drm$ is much lower than the decay rate set for the emotions $dre$. This solution states the long-term effect of mood in the robot’s affective state, reinforcing the dominance of the mood in the long run.

$$v(t) = v(t - 1) + e^{\pm drmst}$$

$$a(t) = a(t - 1) + e^{\pm drmst}$$

An illustrative example of how the aggregated effect of stimuli works in our model is shown in Fig. 3. If the robot perceives a stroke (blue vector) and a correct answer (orange vector), then the mood of the agent is determined by the active subregion in the valence-arousal result of the summation of both vectors. In this example, the mood of the robot is happy.

## 4 Affect Expression

In this work, the robot’s affective state will be used to modulate its expressiveness. First, we introduce the robot Mini, which is the platform where the affective state generation architecture presented in Sect. 3 has been integrated. In particular, we focus on describing its software architecture and its expressiveness capabilities. The core of this section presents the proposed approach for expressing affective states. We then describe the software architecture that modulates the robot’s expressiveness to transmit its affective states and the design stage that we have followed in this contribution.

### 4.1 The Mini Social Robot

*Mini* [52], shown in Fig. 4, is a social robot that aims to assist older adults in their daily lives. Mini can provide entertainment to the user by playing games, playing videos or songs, or reading the latest news. Given that Mini was designed for older adults that present mild cases of cognitive impairment, it can also provide cognitive stimulation therapies that are based on the recommendation of the user’s therapist.

Mini exhibits a fully autonomous intelligent behaviour that is controlled by a decision-making system [40] that is in charge of sequencing which behaviour is the most suitable for each situation in which the robot is involved. Its software architecture includes a Human-Robot Interaction (HRI) manager [21], which is used for human interaction. These functionalities are possible as a consequence of Mini’s sensorimotor capabilities. Mini’s perception system contains a 3D-stereo camera to perceive the user’s presence, tactile sensors to sense physical contact on its foamy case, a microphone to recognize ambient noise and understand human speech, and a tablet device through which cognitive stimulation and similar exercises are performed.

The actuation capabilities of the robot are fundamental for expressing different affective states (emotions and moods in this work). Mini has five motorised degrees of freedom that are placed in its head, neck, arms, and hip, which allow it to perform different gestures and movements. Inside its head, two animated screens simulate the appearance of natural eyes, which can blink at an indicated frequency and can be configured with different expressions. A blue LED array placed on its mouth simulates the voice modulation, and an RGB led placed at the front of its chest simulates the heartbeat. In these LEDs, we can control the blinking frequency, colour, and intensity. These actuation capabilities endow Mini with an affective expressiveness that seeks to improve human interaction by expressing emotional cues. The strategy that is developed for this will be presented in the following section.

### 4.2 Affect Expression in the Mini Robot

Overall, affective state expression in Mini works as follows. The affective generation system presented in Sect. 3 updates the robot’s state at a specific rate. Every time that this update
is received in the expressiveness architecture, it checks if a new emotion was elicited, the robot’s mood has changed, or the intensity of the dominant emotion changed. If any of these things are true, then the expressiveness architecture alters the parameters used to modulate the robot’s expressions so they match the new affective state. Every time that Mini has to perform an expression, the expression is modulated to display the robot’s current affect state. Based on this, the expression of affective states in Mini can be divided into three tasks. Mini will constantly experience a mood (we consider that the neutral state is one of the possible moods).

Thus, the first task that must be performed is to modulate every expression performed by Mini to display the appropriate mood. The second task modulates the robot’s expressions to convey emotions with different intensity levels. During interactions, stimuli coming from the environment or the user can cause the elicitation of emotion. Nevertheless, at the same time that this emotion is triggered, Mini also experiences a particular mood. This means that the expressions need to convey the combined effect of the emotion triggered and the mood. The expressiveness architecture then needs to find the effect that the emotion has over the robot’s expressions, attenuate this effect to represent the intensity of the expression, and then combine the effects of the emotion and mood. Finally, there will be situations when the stimulus that elicited the activation of emotion requires a specific response by the robot. For example, if the robot is playing a game with the user and it wins, then this might cause the robot to be joyful but at the same time it would be necessary to have an expression that references the fact that the robot won the game. To do this, the last task related to the expression of affective states is the display of emotional expressions to react to stimuli that trigger a specific emotion. The modulation to express both moods and emotions will be performed based on a series of modulation profiles that indicate a particular affective state’s impact on Mini’s expressiveness. In contrast, the expressions for reacting to the stimuli have been handcrafted beforehand. These three tasks will be presented in more depth in the following sections.

### 4.2.1 Modulating Mini’s Expressiveness

As is the case for humans, at any given time, Mini will experience a particular mood or emotion (assuming that a neutral mood exists). This means that any expression that the robot performs while performing a task has to convey the robot’s affective state and achieve the particular communicative goal that expression has been designed for. Our solution to this problem is to allow expression designers to define only those features that are essential to achieve the desired communicative goal while using the remaining features to express the affective state. In line with the works of Song et al. [56], or Löffler et al. [39], which highlighted the importance of multimodality when expressing affective states, we have also opted to use multiple communication channels to express Mini’s emotions and moods. The parameters that Mini can use for expressing affective states with each interface are presented in Table 3.

| Interface | Parameters |
|-----------|------------|
| Speech    | Articulation rate, pitch, volume |
| Motions   | Position, speed |
| Gaze      | Expression, blink frequency, pupil position, pupil size |
| Heart     | Colour, intensity, fade speed |

Table 3 Parameters of each interface that can be controlled for expressing affective states

To endow Mini with the ability to express affective states, we have developed a modulation approach where roboticists can define in a series of modulation profiles how Mini can express each particular affective state with the features shown in Table 3. In particular, our system includes one profile to store the modulations for all possible moods and another for all possible emotions. We have imposed limits for the parameters in Table 3 to avoid unnatural expressions (e.g., using an excessive pitch). Every time that a new mood or emotion is elicited, the expressiveness architecture retrieves the configuration related to the new state from the profiles. It then uses the configuration to modulate the robot’s expressions from that point onwards until the next update of the robot’s affective state.

The process that the robot’s expressiveness architecture follows when modulating expressions changes depending on whether the robot is experiencing a change in mood or an emotion has been triggered. While moods are discrete, emotions can have an associated intensity level that must be considered. Whenever Mini experiences a change in its affective state, its expressiveness architecture retrieves the configuration that is related to the new state from the corresponding modulation profile. If the mood has changed, then the architecture uses the information extracted from the modulation profile to find the appropriate values for the features in Table 3 that are connected to the new mood. Every time that an expression has to be performed, the parameters that do not have a value defined by the developer are filled with the values related to Mini’s mood.

As stated earlier, Mini always has a mood (considering that neutral is one of the possible moods), while emotions...
are not always active but rely on the perception of stimuli. Emotions include an intensity level that vary from 0 to 100. This event means that Mini’s expressiveness will reflect its mood at any given time. Whenever an emotion is triggered, the expressiveness stops conveying the mood and instead displays only the emotion with the highest level of intensity of all emotions. As the intensity of the emotion decays, its effect on Mini’s expressiveness also starts to fade away, while the effect that the mood has over the expressiveness starts to be perceived, which blends the expression of both affective states. The combined effect that Mini’s mood and dominant emotion have over each of the features in Table 3 is calculated as shown in Equation 7,

\[
\text{effect}(t) = e_m + (e_e - e_m) \times i(t)
\]

where \(e_m\) is the impact that the robot’s mood has over a particular feature; \(e_e\) is the dominant emotion’s effect on the feature; and \(i\) is the emotion’s intensity, which is normalised to a value between 0 and 1. The effect computed using Equation 7 is used to find the value that each of the features of Mini’s interfaces has to take whenever a new expression has to be performed. This effect will be updated every time that the intensity changes until the emotion disappears completely and Mini’s expressiveness goes back to expressing only its mood.

Besides altering its expressiveness to express whatever affective state it is experiencing, Mini can also react to the stimulus that triggered a specific emotion by executing an appropriate emotional expression. However, this cannot be done by simply modulating the robot’s expressiveness because each stimulus will require a detailed response. For example, if the user hits the robot, then it is not enough for Mini to seem to be angry. Its reaction should also acknowledge the fact that the user hit it and complained accordingly. These emotional responses can only be caused by stimuli that trigger highly intense emotional occurrences to avoid the robot constantly reacting to every stimulus.

The different stimuli that can elicit an emotion are connected to the expression used as a reaction for each emotion. Whenever an event triggers a change in Mini’s affective state that leads to the elicitation of a new emotion, our system evaluates which emotion has been triggered, the stimulus that elicited it, and its intensity level. If the intensity is deemed to be high enough (the threshold has been empirically defined as 80), then our approach checks if the stimulus that triggered the emotion requires an emotional response and which expression should be used in response. In the case of a new stimulus triggering a different emotion while Mini is still responding to a previous stimulus, it will be ignored until the expression being performed has been completed.

4.2.2 The Effect of Moods and Emotion on Mini’s Expressiveness

To define the effect that each of the moods and emotions described in Sect. 3 should have over Mini’s expressiveness, we decided that the best course of action was to take inspiration from how humans express these particular affective states to achieve a natural expressiveness. There has been a wide range of research focused on identifying how humans express mood and emotions. The pioneer in this area of research is thought to be Charles Darwin, with his book “The expression of emotions in man and animals” [10]. Many researchers have since focused on finding the effect of the affective state that a person is experiencing over their communicative actions.

For each communication interface that Mini can use (i.e., voice, motions and body posture, gaze, and coloured LED), we have analysed several works that reviewed how to express the affective states present in Mini with that interface. Based on these findings, we designed the effect that the emotions and moods should have over Mini’s expressiveness. The result of this process can be observed in Tables 4 and 5. In these tables, in addition to the effect that the emotions and moods have over each parameter of Mini’s interfaces, we have included a list of all the works from which we have drawn inspiration when designing our modulation profiles. It is important to mention here that the modulation described for the robot’s moods will always be smaller than those described for emotions, because emotions always have a higher intensity.

There are a few particularities regarding Mini’s eyes for displaying affect. On the one hand, authors in the works reviewed during the design of the modulation profiles focused on how to convey affect through facial expressions. However, the only feature that we can alter in Mini’s face is the eyes. Thus, we needed to design gazes that could convey the same information that humans transmit with their entire faces. Therefore, a specific gaze has been designed for each of the robot’s affective states. To reflect the different levels of intensity that the emotions can show, three different versions for each expression have been developed: the first expresses the corresponding emotion with high intensity, the second is used for a medium level of intensity, and the third expresses the emotion with low intensity. An example can be seen in Fig. 5. This step was done by interpolating the eyelids’ position for the neutral gaze and then for the gaze connected to each emotion.

5 Evaluation

This section presents the experiment setup we conducted to evaluate the robot’s expressions.
Table 4  The effect that the different emotions that the robot can experience have on the robot’s interfaces

| Channel                  | Refs.                      | Parameter                | Joy       | Sadness    | Anger     | Surprise |
|--------------------------|----------------------------|--------------------------|-----------|------------|-----------|----------|
| Voice                    | [17,25,34,43,53,54]        | Pitch                    | Increase  | Decrease   | Increase  | Increase |
|                          |                            | Rate of articulation      | Small decrease | Decrease   | Increase  | Small decrease |
|                          |                            | Volume                   | Increase  | Decrease   | Increase  | None     |
| Motions & Poses          | [7,9,10]                   | Speed                    | Small increase | Decrease   | Increase  | Increase |
|                          |                            | Head pose                | Raised    | Lowered    | Normal    | Normal   |
|                          |                            | Motion amount            | High      | Low        | Low       | Low      |
| Heart                    | [8,58]                     | Colour                   | Yellow    | Blue       | Red       | White    |
|                          |                            | Heart rate               | High      | Low        | High      | Low      |
|                          |                            | Intensity                | High      | Low        | High      | Normal   |
| Eyes                     | [10,47,60]                 | Expression               | Happy     | Sad        | Angry     | Surprised |
|                          |                            | Blinking frequency       | Normal    | Low        | High      | Low      |
|                          |                            | Pupil position           | Centred   | Down       | Centred   | Centred  |

Table 5  The effect that the different moods that the robot can experience have on the robot’s interfaces

| Channel                  | Refs.                      | Parameter                | Happy    | Bored      | Relaxed   | Anxious  |
|--------------------------|----------------------------|--------------------------|----------|------------|-----------|----------|
| Voice                    | [17,25,34,43,53,54]        | Pitch                    | Increase | Small decrease | Small increase | Small increase |
|                          |                            | Rate of articulation      | Small increase | Small decrease | Small decrease | Small increase |
|                          |                            | Volume                   | Increase  | None       | Small decrease | None     |
| Motions & Poses          | [7,9,10]                   | Speed                    | Small increase | Small decrease | Small decrease | Normal   |
|                          |                            | Head pose                | Raised    | Normal     | Normal     | Normal   |
|                          |                            | Motion amount            | High      | Small decrease | Small decrease | Normal   |
| Heart                    | [8,58]                     | Colour                   | Yellow    | Green      | Green     | Purple   |
|                          |                            | Heart rate               | High      | Low        | Low       | High     |
|                          |                            | Intensity                | High      | Low        | Normal    | High     |
| Eyes                     | [10,47,60]                 | Expression               | Happy     | Neutral    | Neutral   | Afraid   |
|                          |                            | Blinking frequency       | Normal    | Low        | Low       | High     |
|                          |                            | Pupil position           | Centred   | Left/Right | Centred   | Continuous motion |

5.1 Experimental Setup

The affective system that is presented in this work allows the robot to express five moods and four emotions. The generation and expression of affective states in a social robot requires us to ensure that the users who interact with Mini can correctly perceive and recognise these affective states. To validate our system, we designed a case of use for how the proposed architecture can be used in a real interaction. We recorded a video showing the dynamics of affective modulation in the Mini social robot during a real human-robot interaction. This case of study, which is presented in Sect. 6, shows how the robot’s affective state varies with time while the robot plays a quiz game with a user. In the video, the robot reacts by showing a happy expression where the robot congratulates the user for giving a correct answer to a question, a sad expression where the robot shows pity because the user gave a wrong answer, an anger expression for reacting to being hit by the user and a surprised expression where the robot reacts to a sudden stroke by the user. Once the effect of punctual emotional reactions disappears, it is possible to perceive how the emotional intensity decays with time, giving way to the expression of the robot’s mood.

To prove that the case of use described is feasible, we also designed an experiment to evaluate if real users would be able to properly perceive the affective states that appear in this interaction, as follows: all four emotions, all four emotional expressions for reacting to stimuli, and two of the five moods considered (neutral and happy). We limited the amount of moods displayed to two to maintain a realistic scenario. Moods in our approach are considered to be long-term states, and thus having a video where the robot displays all possible moods would imply either recording an excessively long interaction or forcing unnatural mood transitions. We conducted a video-based evaluation where participants watched a series of videos of the robot expressing each of the affec-
Fig. 5 Effect of the emotion intensity on Mini’s gaze. The top image shows Mini displaying a happy gaze, while the bottom image shows Mini displaying a sad gaze. In both cases, the order of the images (from left to right) is low intensity, medium intensity, and high intensity.

The participants repeated the same process in the second section of the questionnaire but the videos showed the robot expressing different emotions instead of moods. In the first place, the participants watched the videos concerning emotional reactions to the four stimuli considered in this work (i.e., strokes, hits, correct and incorrect answers). They then had to describe the emotion that they perceived in the robot with a free text answer. Finally, they were asked to select one of the options from a predefined list containing angry, joy, sad, surprised, disgust, and fear—the six basic emotions of Ekman [14], which were sorted randomly.

The third section of the questionnaire repeated the same process to evaluate the robot’s emotions. However, in this case the videos showed the robot expressing the four emotions considered in this study but without reacting to any stimuli. The participants then had to provide a free text description of the emotion that they thought the robot was conveying. Finally, they were asked to select an emotion from a predefined set of alternatives randomly presented: angry, joy, sad, surprised, disgust and fear, which are Ekman’s six basic emotions [14]. Finally, the last section of the questionnaire allowed the participants to leave comments and suggestions regarding the experiment that they had just participated in. It is worth mentioning essential aspects of this study here. Because all of the participants were Spanish, we formulated the questions in Spanish. In the videos showing an emotion not tied to any specific stimuli, the participants could indicate that they did not perceive any emotion in the robot (i.e., none label).

---

1 The videos used in the experiment can be seen in the following YouTube playlist: https://youtube.com/playlist?list=PLxGCA0Sjml0Z_URX-1Ck2FckYz1y12
6 Case of Use

In this case study, the Mini social robot and a participant interacted while playing a quiz game. This scenario is shown in Fig. 6. The game consists of the robot presenting three different questions about the preferred category. During the game, the user has to select the correct answer from four different options displayed on the touch screen. After each response, the robot provides meaningful information about the question, explaining why the participant was correct or wrong. The dynamics of the experiment, and the evolution of the robot’s mood and emotions are shown in Fig. 7.

The interaction begins when the user sits in front of the robot and presses the start button on the touch screen. Mini, who was previously sleeping and with a neutral mood, awakes, salutes the participant and starts the game’s introduction. The introduction consists of Mini explaining that they will play a quiz game, and the user has to answer questions by using the touch screen device on the table. First, the user is requested to select the game category from geography, history, science, sport, art and literature, or entertainment. Suppose that the participant decides to select history, driving the game to start. The first question that the robot asks is about when did the attack on Pearl Harbour took place. Four different options appear on the touch screen: 1942, 1939, 1940, and 1941. Suppose that the participant provided a correct answer (1941) and the robot interprets this as a positive stimulus, then this is translated into an emotional reaction of joy. Next, Mini briefly explains the date of the attack, its origin and its consequences. During the explanation, the emotion of joy remains active but starts decaying with time. The experiment continues with the robot asking the participant whether they like history questions. Suppose that the participant answers yes, then the robot continues by introducing the next question. It is worth noting here that before starting the second question of the game, the effect of the joy emotional response completely.

The robot formulates the second question in a happy mood after the previous correct answer. This time, the robot asks where the most ancient city in south American is located, and presents the participant with four alternatives: La Paz, Valparaiso, Caral, or Arequipa. Suppose that the participant answers La Paz, which is wrong, then this leads the robot to react with an emotional expression of sadness. During the question’s explanation, the emotion of sadness stays active but its effect decays with time. By the end of the explanation, the emotion has completed vanished, returning the robot to express a happy mood. The robot then asks the participant if they have been to South America, and suppose that the user replies that they have not been there. The robot then encourages them to visit this city and continues with the next question.

The third question that the robot formulates is “Which emperor was Cleopatra married to?”. Suppose that the participant, who manifests confidence in their answer, selects Julius Caesar instead of Ptolemy XIV, Mark Antony or the option of “none of the above”. The wrong answer provided by the participant leads the robot to express sadness again but suddenly the participant hits the robot on the belly, arguing that Mini is cheating. The robot then responds with an emotional expression of anger, scolding the user for hitting it. This situation represents how affective architecture deals with emotional blending. Sadness was active while the hitting was produced but anger became dominant because its intensity is the highest and rules the affective state and expressiveness of the robot in the short term. Then, the robot continues playing and is still angry with the participant but its effect rapidly disappears after explaining the results of the question to the participant and asks them if he likes Egyptian mythology.

The last question the robot asks the participant is what age the Renaissance epoch belonged to, showing four alternatives on the touch screen: Middle ages, Contemporary age, Ancient history, or Modern age. Suppose that the participant feels confident and provides the correct answer by selecting the Modern age. Mini responds by expressing a joyful emotional expression due to the correct answer. Suddenly, the participant strokes the robot on the belly. The robot responds to the stroke by showing an expression of surprise. It is then possible to perceive how the surprise intensity decays in the robot. The game finishes with Mini explaining the answer to the question while the effect of the surprise emotion expression decays, returning the robot to express a happy mood. Finally, the robot communicates the result of the game and says goodbye by hoping to see the participant again.
The user’s actions influence the robot’s affective state, provoking the activation of emotions in particular moments. Mood evolves during the experiment as a long-term variable that defines the robot’s affective state in the long run. The expressiveness of the robot is modulated by the dominant emotion and by the robot’s mood if there is no dominant emotion.

7 Results

In this section, we present the results of the evaluation that we conducted to test if the affective states that the robot displayed during the case study could be perceived correctly by the users. Figure 8 shows that nearly half of the participants could successfully identify the correct mood term in both videos when asked to use terms from a closed set. More specifically, in the case of a neutral mood, the preferred choice was neutral (44%), followed by bored (40%), relaxed (11%), and anxious (5%). Looking at the result of the robot expressing a happy mood, 49% of participants recognised the robot’s mood successfully, presenting both the relaxed and neutral options a rating of 22% and anxious 7%.

The recognition rates are lower when the participants were given the option of provide an open text answer, as shown in Fig. 8. One of the possible reasons behind this is the way in which we analysed the participants’ responses. To be as strict as possible, we grouped only those answers that used terms that we considered to be synonyms. For example, we considered that answers such as “joyful” and “happy” referred to the same state, while terms such as “Serious” and “Neutral” were considered to be different answers. Following this approach, we observed that 36% of participants correctly perceived the happy mood, 49% of them perceived the robot as serious, and 4% perceived the robot as serious and happy. Regarding the neutral mood, only 29% of participants perceived the mood correctly, while 45% of them perceived the robot as serious (as explained earlier, neutral is hard to define and serious could be an acceptable definition).

The results for the validation of the effect that emotions have on the robot’s expressiveness are shown in Fig. 9. These
results show that recognising emotional states was a complicated task for the study’s participants. Thus, when the robot was expressing anger, the participants correctly perceived the emotion in 31% of the occasions. However, the participants selected surprise with the 11%, joy 9%, disgust 6%, and fear 3%. Meanwhile, 40% of participants did not perceive any emotional state in the robot. The expression of the emotional state joy yielded valuable results because 51% of participants successfully recognised the emotion. Nevertheless, 33% of participants did not identify any emotional state, 7% identified surprise, 5% fear, and 2% sadness and disgust. Sadness was correctly perceived by 71% of participants, which is a very positive success rate. In total, 11% perceived anger, 4% disgust, and 3% fear. However, 11% of users did not perceive any specific emotional state in the robot during the visualisation of the video. Finally, the study’s participants found that recognising the surprise emotional decay was quite difficult because just 24% correctly recognised the emotional state that the robot was expressing. Meanwhile, 45% of people did not perceive any emotional state in the robot, 18% perceived joy, 9% fear, and 4% sadness.

When considering the responses given through open text answers, the results are again worse than those obtained through a closed set of possible answers, as could be expected. These results are shown in Fig. 9. Just 18% of participants correctly perceived the emotional state of anger. Most participants (56%) perceived the robot as nervous, followed by 9% feeling the robot as excited and 4% as joy. The evaluation of the joy emotional state yielded more positive outcomes: 45% of participants correctly identified the emotion that the robot was expressing, which is the most repeated answer. However, the results for sadness were not as good as expected: 47% of participants misidentified the emotional state as bored, while 20% of the participants successfully perceived the emotional state as sadness. The next most repeated response was fatigued (16%). Finally, the assessment of the emotional state of surprise produced weak results because just 7% of participants provided a correct response. Instead, the most given options were neutral (42%), joy (15%), and relaxed (11%).

Figure 10 shows the results obtained during the evaluation of the emotions as a response to stimuli perceived by Mini. As Fig. 10a shows, anger was successfully recognised by 92% of participants, while the rest of the options present residual percentages below 3%. Joy was correctly perceived by 94% of participants (see Fig. 10b), which presents the same rate of success as surprise (see Fig. 10d). Interestingly, when the robot expressed surprise, disgust was the alternative, despite its selection percentage being below 6%. In this case, sadness was the emotion that the participants perceived with more difficulty. However, it was correctly perceived in 69% of the cases, which is still a high rating. In the evaluation, 17% of participants selected anger as the alternative emotion, followed by disgust with a 14%. For open text answers, anger was correctly perceived by 72% of participants (see Fig. 10e), joy by 78% (see Fig. 10f), sadness by 47% of the participants (the second most repeated answer was disappointment, chosen by 22% of participants, as shown in Fig. 10g), and surprise by 50% (the next closest answer was joy, selected by 17% of the participants, as shown in Fig. 10h).
8 Discussion

The results obtained for recognising moods and emotions in the multi-choice setting showed that the participants could recognise the affective state displayed by the robot above the chance level when given a closed set of possible answers. In particular, participants were given five options to choose from when evaluating Mini’s mood, setting the chance level at 20%. In total, 44% of participants recognised the happy mood correctly, while 49% of participants successfully identified the neutral mood. Regarding the recognition of emotions, the participants were given seven options to choose from, thus having a 14% chance of selecting the correct state with a random answer. For the case where participants had to identify the robot’s emotional states decaying with time (without reacting to a specific stimulus), 31% of participants successfully recognised anger, 51% joy, 71% sadness, and 24% surprise. In the case of the emotional reactions to stimuli, the difference between the recognition success rate and the chance level is more significant for emotions than in both previous cases (mood and emotional modulation) because 94% of participants identified the joy and surprise correctly, 92% identified the angry emotion, and 69% recognised the sad emotion successfully. These results show that participants had more success when asked to identify certain emotions than Mini’s moods. We expected this issue from the beginning because we consider emotions to be more intense than moods, and thus they lead to more aggressive changes in the robot’s expressiveness. This makes it easier for them to be recognised. When comparing the results obtained with the open and closed questions, we perceive that the recognition accuracy is lower for all affective states when the participants were presented with an open question (as could be expected). The participants still correctly identified the emotional expressions used when the robot perceives stimuli that requires an emotional response, as well as the happy mood. The results obtained for the neutral mood are also acceptable because a large majority of participants identified the robot as being either serious (the majority) or neutral, which could be considered similar states, at least in Spanish. Finally, regarding the modulation used to convey emotion, the results for open text answers were less promising because only happiness was correctly perceived by the majority of the participants. Anger was confused with nervousness (two states that involve high locomotor activation, prosody rate and voice pitch), and sadness was confused with boredom (both states involve low locomotor activation, prosody rate, and voice pitch). The use of video-based evaluations could be one of the reasons behind these results because the robot’s eye expression (one of the features that could allow to differentiate these states) could be harder to appreciate in videos. Finally, the recognition rates for surprise were the lowest (similar to the results observed when using multiple choice questions).

The results for emotion recognition presented in Sect. 7 show that the participants found sadness the most difficult to recognise. When comparing our results with the works reviewed in Sect. 2 (in those that presented results for recognition accuracy), we observed that our findings are in line with those reported by Gácsi et al. [27] and Tuyen et al. [61]. However, there is no consensus regarding which emotion is more difficult to recognise, as Suguitan et al. [57]
reported. The participants in their experiment had more problems recognising anger than happiness or sadness, while Bretan et al. [2] reported that participants had more problems recognising surprise than any of the other emotions (these are the only authors who considered surprise as an emotion among the works reviewed in Sect. 2). A possible cause for these variations is that several factors play a role in how easy it is for a person to recognise the robot’s affective state, including the design of the expressions of the robot, the communicative modes that these expressions used, or the robot used in the experiment (among others). However, further tests would be required to evaluate this.

Overall, the results concerning punctual emotional reactions to stimuli presented in Sect. 7 are among the top recognition accuracies observed in similar works reviewed in Sect. 2 for happiness, anger, and surprise (all three above 90%). Nevertheless, the recognition rate for sadness was low when compared with the results reported by other authors. This fact points to the need to improve the modulation that is currently being used to convey sadness. Regarding mood, none of the works reviewed that provided results for mood recognition accuracy used a discrete set of moods like ours and instead focused on transmitting only a positive or negative mood. Like mood, the emotional decay with time has not been assessed in human–robot interactions previously because all evaluations focus on emotional reactions. These findings suggest that it we should continue evaluating more moods because social robots have a gap in mood generation and expression.

### 8.1 System Limitations

There are several limitations in our work that must be mentioned. First, we retrieved the results exclusively using a video-based evaluation, where the participants could only see videos of the robot performing the expressions. On the one hand, this approach makes it easier to add new participants to an experiment and ensures that all participants observe the same interaction. On the other hand, video-based evaluations can fail to capture some interactions that might be relevant for the evaluation. From the works reviewed in Sect. 2, Bretan et al. [2] had participants who evaluated the robot’s expressions both face-to-face and using videos. Both approaches reported differences in how accurate the participants were when recognising the robot’s emotions, although these differences were minor. A second limitation of the proposed approach is that it depends on how roboticists create the robot’s expressions. We consider that all of the features of an expression defined by the developers are essential for the communicative task that the expression will perform, and thus cannot be used to express affective states because the modulation could change the message that the expression tries to convey. Thus, if the developers define values for most of an expression’s features, then it will be hard to convey affective states with the remaining features. Finally, although the proposed affective architecture may have multiple emotions active at the same time, with different intensity levels, this will not affect the robot’s expressiveness because the proposed approach focuses exclusively on the robot’s mood and dominant emotion (the emotion with the highest intensity), ignoring all other emotions. Thus, Mini’s expressiveness will be the same when only anger is elicited as when both anger and sadness are elicited if anger is the dominant emotion.

### 9 Conclusion

This work presents a software architecture that can be used to generate and express affective states in a social robot. The proposed system can generate moods and emotions and combine affective states’ effects over the robot’s expressiveness through the use of a series of modulation profiles. Emotions are generated as a response to a set of stimuli that are modelled in a bidimensional valence-arousal space. When the robot perceives a particular stimulus, the intensity of the associated emotion starts growing until the maximum intensity is reached. At this point, a plateau is maintained while the stimulus is still present. Once the stimulus disappears, the intensity starts exponentially decaying. In contrast, moods are discrete and do not have an associated intensity level. As occurs with emotions, the stimuli that the robot can perceive change the robot’s valence and arousal levels. These changes can lead to the variation of the robot’s mood. The values for valence and arousal will decay with time until the robot goes back to a neutral state.

The main contribution of this paper is the proposal of a method for endowing a social robot with the ability to express affective states. This method is based on the use of modulation profiles. In these profiles, developers can specify the effect of a particular emotion or mood over the robot’s expressiveness. For each robot’s communicative interface, the profiles define a configuration for the interface’s parameters (e.g., the speed of the motions, the pitch of the voice, or the heart rate). The setup consists of a percentage inside the range between the parameter’s lower and higher setting (e.g., a 0 for the motion speed would mean that the robot would move at the minimum speed, while a 100 would mean that these motions would be performed at max speed). When a change in the robot’s affective state occurs (in mood or emotional intensities), the expressiveness architecture retrieves the effects related to the new state from the modulation profiles. It then computes the new configuration for the robot’s output interfaces based on these effects and the intensity level of the dominant emotion, and uses the new configuration to modulate all of the expressions that the robot performs.
expressiveness approach also allows us to combine the effects of the dominant emotion with those connected to the robot’s mood.

Finally, certain stimuli require that the robot reacts by performing a particular expression. To allow this, an emotional response module has been designed (in the proposed system, moods do not have any associated expressions). The affective state of the robot is sent to this module at a specific rate. If a new emotion is triggered with an intensity level above a particular threshold, then the emotional response module finds the expression associated with the stimulus that triggered the emotion and sends it to the robot’s expressiveness architecture to be performed.

The proposed architecture has been integrated in Mini, which is a social robot developed to assist older adults with mild cognitive impairment. An evaluation was conducted to test the proposed affective expressiveness approach. Individual videos were recorded for the two moods, the four emotional reactions to stimuli, and the four emotional modulations that the robot Mini can express. We also recorded an additional video showing the affective modulation of Mini during a real human-robot interaction.

The evaluation of individual affective expressions consisted of 10 videos (four emotional reactions, four emotions and two moods). Participants in the evaluation watched all of the videos twice. The participants first provided an open text answer for each video and they were then asked to choose from a predefined list of alternatives. The results of the experiment show that participants were able to correctly perceive all the affective states integrated into the robot, with recognition rates ranging from 94% when presented with a happy or surprised robot to 44% when presented with a robot in a neutral state (although the recognition rate is below 50%, it was still the most selected option for that particular video). This result shows that the proposed architecture can correctly handle the expression of affective states, conveying them in a recognisable way for users who are interacting with the robot.
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