Quantification of propidium iodide delivery with millisecond electric pulses: A model study
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Abstract

A model study of propidium iodide delivery with millisecond electric pulses is presented; this work is a companion of the experimental efforts by Sadik et al. \cite{1}. Both membrane permeabilization and delivery are examined with respect to six extra-cellular conductivities. The transmembrane potential of the permeabilized regions exhibits a consistent value, which corresponds to a bifurcation point in the pore-radius-potential relation. Both the pore area density and membrane conductance increase with an increasing extra-cellular conductivity. On the other hand, the inverse correlation between propidium iodide delivery and extra-cellular conductivity as observed in the experiments is quantitatively captured by the model. This agreement confirms that this behavior is primarily mediated by electrophoretic transport during the pulse. The results suggest that electrophoresis is important even for the delivery of small molecules such as propidium iodide. The direct comparison between model prediction and experimental data presented in this work helps validate the former as a robust predictive tool for the study of electroporation.
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1. Introduction

Electroporation is a widely-used technique to deliver active agents into biological cells and tissue [2, 3, 4, 5, 6, 7, 8, 9, 10]. The process includes two basic aspects. In the first, the application of an electric pulse permeabilizes the membrane to gain access to the cytoplasm [11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24]. In the second, molecules are transported into the cell via mechanisms such as electrophoresis, diffusion, and endocytosis [5, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43]. In an earlier work by one of us (HL [1], henceforth denoted as Sadik13), we used time- and space-resolved fluorescence microscopy to quantify the second aspect, namely, the transport of small molecules via electroporation. This study aimed to differentiate contributions to total delivery by the various pertinent mechanisms. In addition, it also provided quantitative data to help interpret trends observed in earlier experiments, namely, the inverse correlation between delivery and extra-cellular conductivity [14, 44]. The current work complements the experimental efforts of Sadik13 with a model study.

The model couples the asymptotic Smoluchowski equation (ASE) [20, 45, 46] for membrane permeabilization with the Nernst-Planck equations for ionic transport [47, 48]. (A list of abbreviations is given in Table 1.) Following Sadik13, the delivery of propidium iodide (PI) into 3T3 mouse fibroblast cells is simulated. The extra-cellular conductivity is varied between 100 and 2000 µS/cm. The simulation provides detailed, dynamic predictions that were not directly measured by the experiments, including the systematic behavior of the transmembrane potential (TMP), the membrane conductance, and the pore area density (PAD). On the other hand, the results on PI delivery is compared directly with data from Sadik13. This comparison not only validates the numerical model, but also helps tackle the basic physical processes involved in electroporation-mediated molecular delivery.

2. Model formulation

A schematic of the problem is presented in Fig. 1. A constant pulse with the strength of \( E_0 \) is applied, and axisymmetry is assumed with respect to the direction of the electric field. A spherical coordinate system \((r, \theta)\) is adopted, and the cell radius is \( a \). The axis of symmetry is denoted by \( x \), which is also the coordinate along the cell centerline. The intra- and extra-cellular
Abbreviation | Definition
--- | ---
ASE | asymptotic Smoluchowski equation
FASS | Field-Amplified Sample Stacking
PAD | pore area density
PI | propidium iodide
Sadik13 | reference [1]
TFI | total fluorescence intensity
TMP | transmembrane potential

| Abbreviation | Definition |
| --- | --- |
| ASE | asymptotic Smoluchowski equation |
| FASS | Field-Amplified Sample Stacking |
| PAD | pore area density |
| PI | propidium iodide |
| Sadik13 | reference [1] |
| TFI | total fluorescence intensity |
| TMP | transmembrane potential |

Table 1: Definition of abbreviations.

conductivities are denoted by $\sigma_i$ and $\sigma_e$, respectively. The PI molecule is a charged ion with a valence number of +2.

The model framework follows that presented in earlier work [46, 47, 48]. Specifically, the permeabilization model (including the electrical problem) follows Krassowska and Filev [46]; the transport model was developed by the current authors [47, 48]. A brief summary is presented below. For reference, detailed definitions of pertinent variables are given in Appendix A.

Briefly speaking, the Ohmic equations are solved for the intra-cellular electric potential, $\Phi_i$, and the extra-cellular electric potential, $\Phi_e$:

$$
\nabla \cdot (\sigma_{i,e} \nabla \Phi_{i,e}) = 0.
$$

(1)

On the membrane, the current density continuity condition is applied:

$$
-\mathbf{n} \cdot \sigma_i \nabla \Phi_i = -\mathbf{n} \cdot \sigma_e \nabla \Phi_e = C_m \frac{\partial V_m}{\partial t} + j_p,
$$

(2)

where $\mathbf{n}$ is the local unit vector normal to the membrane, $C_m$ is the membrane capacitance, and $j_p$ is the local ionic current density across electropores. The TMP (denoted by $V_m$) is the potential difference across the infinitesimally-thin membrane. Equations (1, 2) are coupled with the ASE for membrane permeabilization to track the evolution of both the electric potential and pore statistics.

$$
\frac{dN}{dt} = \alpha e^{(V_m/V_{ep})^2} \left(1 - \frac{N}{N_0 e^{q(V_m/V_{ep})^2}}\right),
$$

(3)

$$
\frac{dr_j}{dt} = U(r_j, V_m, \tau).
$$

(4)
Figure 1: A schematic of the problem. \((r, \theta)\) denotes the spherical coordinate system. \(x\) is the axis of rotation, and is aligned with the direction of field application. The field strength is denoted by \(E_0\). The intra- and extra-cellular conductivities are denoted by \(\sigma_i\) and \(\sigma_e\), respectively.

Here \(N(t, \theta)\) is the local pore number density. \(\alpha, N_0, q\) and \(V_{ep}\) are constants. \(U\) is the advection velocity, and \(\tau\) is an effective membrane tension. According to Krassowska and Filev [46], pores nucleate at an initial radius, \(r_\ast = 0.51\) nm, and at a rate described by Eq. (3). They then evolve in size according to Eq. (4), where \(r_j\) is the pore radius. Once Eqs. (3, 4) are solved, the current density through the pores, \(j_p\), can be calculated, and used in Eq. (2) (see Eqs. (14, 15) in Appendix A). Based on the pore statistics according to Eqs. (3, 4), we can also compute the PAD, \(\rho_p\):

\[
\rho_p(t, \theta) = A_p(t, \theta)/\Delta A,
\]

where \(\Delta A\) is a local area element [46], and \(A_p\) is the total area occupied by the pores thereon (see Eq. (16) in Appendix A). The PAD therefore represents a quantification of the degree of membrane permeabilization. The effective membrane conductance, \(g_m\), is calculated by taking the ratio of the local ionic current density and the TMP:

\[
g_m(t, \theta) = j_p/V_m.
\]

Three molecular species are considered in this study, which follow the reactive kinetics

\[
\text{PI}^{2+} + B \xrightleftharpoons[k_-]{k_+} \text{PIB}.
\]
| Symbol   | Definition                              | Value/Source |
|----------|-----------------------------------------|--------------|
| $E_0$    | applied field strength                  | 0.8 kV/cm [1]|
| $t_p$    | pulse length                            | 100 ms [1]   |
| $a$      | cell radius                             | 7 µm [1]     |
| $\sigma_e$ | extra-cellular conductivity           | 100-2000 µS/cm [1]|
| $\sigma_i$ | intra-cellular conductivity             | 4000 µS/cm [48]|
| $[\text{PI}^{2+}]_{e,o}$ | initial extra-cellular concentration of PI$^{2+}$ | 100 µM [1] |
| $[\text{B}]_{i,o}$     | initial intra-cellular concentration of B | 6.93 mM [48] |
| $V_{ep}$ | characteristic electroporation voltage  | 0.16 V [49]  |

Table 2: List of model parameters.

Here $\text{PI}^{2+}$ denotes the free PI ion, B denotes the binding sites in the cytoplasm, and PIB is the compound which is responsible for the experimentally observed fluorescence emission. $k_+$ and $k_-$ are the association and dissociation constants, respectively. The species concentrations are denoted by $[\text{PI}^{2+}]$, $[\text{B}]$, and $[\text{PIB}]$, respectively, and obey the Nernst-Planck equations for ionic transport:

$$\frac{\partial X}{\partial t} = \nabla \cdot (\omega F z X \nabla \Phi) + \nabla \cdot (D \nabla X) + \dot{R}. \quad (8)$$

Here $X$ is $[\text{PI}^{2+}]$, $[\text{B}]$, or $[\text{PIB}]$, $F$ is Faraday constant. $\omega$, $z$, and $D$ are the electrophoretic mobility, valence number and molecular diffusivity of the species considered, respectively. $\dot{R}$ is a source term due to chemical production according to (7). Equation (8) is solved for each species both within and outside the cell, subject to a flux condition on the membrane. A complete description of the model, including the numerical implementation, as well as the boundary and initial conditions, are found in [47, 48], and are not presented here for brevity. Model parameters specific to the current problem are listed in Table 2, which follows the experimental conditions in Sadik13. Note that in particular we adopted a value of 0.16 V for $V_{ep}$, the characteristic voltage of electroporation. The value defers from that used in previous work [46, 47, 48], and is determined from a comparison between experimental data and model simulation in our recent study [49].

3. Results

In the following, we first present simulated results on the effect of extra-cellular conductivity on membrane permeabilization. The results on PI deliv-
ery are then presented and compared with experimental data from Sadik13. For all cases, a single pulse of 0.8 kV/cm and 100 ms is applied.

Figure 2 summarizes the results on the TMP, $V_m$, the effective membrane conductance, $g_m$, and the PAD, $\rho_p$. Figure 2a shows the evolution of $V_m$ at $\theta = \pi$ as a function of time. The differences between the cases are only visible in the initial stage (~10 µs, see the inset), which is caused by the dependence of charging time on the extra-cellular conductivity [50, 51]. For $t > 10$ µs, $V_m$ settles to an equilibrium value, which is maintained until the end of the pulse. Figure 2b shows $V_m$ as a function of the polar angle, $\theta$, at $t = 95$ ms. The consistency of the equilibrium distribution with respect to the extra-cellular conductivity is evident. We find that this equilibrium value of $V_m$ in the permeabilized regions is determined by a critical point of the pitchfork bifurcation in the $(r_{eq}, V_m)$ space, where $r_{eq}$ is the equilibrium pore size at a given voltage. In other words, it is determined by the energy landscape of the porated membrane, which does not change with respect to the extra-cellular conductivity. A more detailed analysis is presented in Appendix B for interested readers.

Figure 2c shows the evolution of $g_m$ as a function of time. Similar to $V_m$, it exhibits an initial stage of rapid growth, followed by a plateau (an equilibrium) in the presence of the pulse, and a rapid decay post-pulsation. However, the equilibrium value depends strongly and positively on $\sigma_e$. This trend is more obviously observed in Fig. 2d, where $g_m$ at $\theta = 0, \pi$ and $t = 95$ ms is plotted against $\sigma_e$. This correlation is derived from the global Ohmic current balance. In fact, following an analysis similar to that presented in [48], we can show

$$g_m \propto \frac{\sigma_e}{2\sigma_e + \sigma_i} (3 - \frac{2}{E_0a}\max(|V_m|)).$$

(9)

The details are not presented here for brevity. In Fig. 2d, the dashed line represents a fitting in the form $C\sigma_e/(2\sigma_e + \sigma_i)$, where the fitting constant $C = 1.46 \times 10^5$ S/m$^2$. This result is in qualitative agreement with the numerical study by Suzuki et al. [52].

Figures 2e and f show the behavior of $\rho_p$ with respect to time and $\sigma_e$. Not surprisingly, the trend concurs with that of $g_m$, as the change in the latter is only caused by a change in membrane permeabilization. Note that this result qualitatively defers from that in supra-electroporation, where our model did not indicate a strong dependence of $\rho_p$ on $\sigma_e$ [48]. However, in neither situation does membrane permeabilization provide a viable explanation.
Figure 2: Simulated membrane permeabilization under a single pulse of 0.8 kV/cm in strength and 100 ms in length, for various extra-cellular conductivities. (a) Evolution of the TMP, $V_m$, at $\theta = \pi$ as a function of time. (b) Polar distribution of the TMP at $t = 95$ ms. (c) Evolution of local membrane conductance, $g_m$, at $\theta = \pi$ as a function of time. (d) Membrane conductance at $\theta = 0, \pi$ at $t = 95$ ms. The dashed is a theoretical prediction, and the fitting constant $C = 1.46 \times 10^5$ S/m$^2$. (e) Evolution of the PAD, $\rho_p$, at $\theta = \pi$ as a function of time. (f) The PAD at $\theta = 0, \pi$ at $t = 95$ ms.
Figure 3: Contour plots of convoluted PIB concentration at the cell center-plane for $\sigma_e = 100 \, \mu S/cm$ (top) and 2000 $\mu S/cm$ (bottom). The snapshots are taken at $t = 0, 20, 45, 70, 95, 121,$ and 4996 ms, following the experimental presentation in Sadik13.

for the negative correlation between delivery and extra-cellular conductivity [1, 14, 44], and alternative mechanisms need to be identified.

Figure 3 shows exemplary simulated results in an attempt to reproduce the experimental fluorescence images in Sadik13 (Fig. 1 therein). The contour plot is based on the convoluted concentration of PIB:

$$[\text{PIB}]_{\text{conv}} = \int_{-\sigma z/2}^{\sigma z/2} [\text{PIB}]_e \frac{e^{-z^2/2\sigma^2}}{\sigma z} \, dz,$$

(10)

where $\sigma_z$ is the focal depth of the microscopic system, and $z$ is the axis perpendicular to image acquisition. This convolution is taken to approximate the effects of a finite focal depth in the experimental measurements [47]. The evolution with respect to the lowest (100 $\mu S/cm$) and the highest (2000 $\mu S/cm$) conductivities is shown, which is in qualitative agreement with data.

Noticeably, the spread is stronger in case of $\sigma_e = 100 \, \mu S/cm$.

Figure 4 demonstrates the detailed evolution of the species concentrations, also for the two extreme values of $\sigma_e$. Figures 4a-d show $[\text{PI}^{2+}]$ and $[\text{B}]$ at different times along the cell centerline, $x$. Together, the results indicate that the binding sites are exhausted upon electrophoretic entry of the free ions in the presence of the 100-ms pulse. Continuous intra-cellular diffusion and association/dissociation occur after the pulse ceases. However, no appreciable molecular exchange across the membrane is predicted. Figures 4e and f show the $[\text{PIB}]$ profile. This compound is responsible for the experimentally observed fluorescence emission, and the convoluted concentration as defined by Eq. (10) is assumed to be proportional to the fluorescence intensity. Dur-
ing the pulse, the front of [PIB] profile advances uniformly along the field direction due to binding-site exhaustion. The redistribution post-pulsation is due to intra-cellular redistribution of all species. In comparison with Fig. 3, the peaks observed therein are attributed to the convolution over a spherical cell geometry, which effect we have previously explained [47]. Finally, Figs. 4g and h show the sum of the free and bound ions. This quantity indicates the total PI concentration in the cell. For both values of $\sigma_e$, this summed concentration ($\sim 10$ mM) is significantly higher than the extra-cellular PI concentration (100 $\mu$M). Furthermore, consistent with the experimental observation, delivery decreases when $\sigma_e$ increases. These trends are explained with an electrokinetic phenomenon termed Field-Amplified Sample Stacking (FASS), which is discussed in greater details in our previous work [47, 48].

To study total delivery, we integrate and sum the free and bound PI concentrations over the entire cell, and denote the resulting quantity by $PI_{tot} + PIB_{tot}$. The evolution of total delivery as a function of time and for the six values of $\sigma_e$ is shown in Figs. 5a and b, where Fig. 5b displays the specific stage during the pulse. Once the pulse ceases, the total delivery, $PI_{tot} + PIB_{tot}$, does not further increase. This saturation of delivery is due to the fact that in the model, pores immediately return to a very small size ($r_m = 0.8$ nm, [46]), hence significantly diminishing $\rho_p$ and preventing post-pulsation diffusive delivery. A further examination on the effect of the latter is presented later in Fig. 6b. Figures 5c and d show the evolution of bound PI integrated over the whole cell (PIB$_{tot}$). The results are in qualitative agreement with the total fluorescence intensity (TFI, induced by the compound PIB) presented in Sadik13. Figure 5c shows, in contrast to Fig. 5a, that PIB$_{tot}$ continues to increase even after the pulse ceases. Although no more PI is delivered into the cell at this stage, the available free PI ions that have already entered the cell during the pulse (Figs. 4a and b) continue to spread and bind, causing PIB$_{tot}$ to further increase. A final steady-state is reached within the diffusive time scale ($\sim 0.1$ s) after the association/dissociation processes equilibrate over the entire cell.

Together, Figs. 4 and 5 impart important insights. First, due to the FASS mechanism and the high conductivity ratio, the cell can be “loaded” with a high concentration of ions via electrophoretic transport, even with short pulses. In the current simulations, this “loading” is sufficient to exhaust locally the high concentration of binding sites. A similar conclusion can be drawn if PI is replaced by other target agents such as drug molecules. Second, the observed increase in fluorescence signal post-pulsation, such as
Figure 4: Species concentration evolution for $\sigma_e = 100 \mu S/cm$ and 2000 $\mu S/cm$ along the cell centerline, $x$. 
that presented in Sadik13 may be partially attributed to this “pre-loading” effect. Therefore, caution needs to be taken to interpret experimental data where an indirect indicator such as PIB is used to study PI delivery.

Figure 6a compares the simulated results with data from Sadik13. The experimental data is denoted by circles, and the middle and lower curves represent contributions to the normalized TFI during and after the pulse, respectively. The upper curve is the sum of the two. The model prediction is denoted by pluses, and the definition of the curves follows the data. Because of the difference in the units of the measurement (a.u. for the fluorescence signal) and the prediction (mol for PIB_{tot}), the axis presenting the latter is scaled linearly, such that the upper curves are best matched. The comparison demonstrates that the trends in the data are very-well captured by the numerical study, although we observe quantitative differences between the middle and lower curves. As noted above, in the model prediction, although PIB_{tot} continues to increase after the pulse, it is in actuality attributed to further binding of the free PI ions already delivered into the cell during the pulse.
Figure 6: Comparison of simulated results ('+', right axis) with experimental data from Sadik13 ('o', left axis). For the data, the middle and lower curves represent contributions to the total fluorescence intensity (TFI) during and after the pulse, respectively. The upper curve is the sum of the two. In comparison, numerical simulation of PIB$_{tot}$ is presented, and the upper, middle, and lower curves are defined similarly. The right axis is scaled linearly such that the upper curves from data and simulation best match. (a) Simulated results using the original ASE model. The solid line is a theoretical fitting with the functional form $C/(2\sigma_e + \sigma_i)$. (b) The size of the pores are artificially maintained for 1 s post-pulsation in the ASE model to allow for more diffusive delivery.

The correlation between PIB$_{tot}$ and $\sigma_e$ can be approximated by

$$\text{PIB}_{tot} \propto \frac{1}{2\sigma_e + \sigma_i}. \quad (11)$$

A fitting using this functional form is shown as the dotted line in Fig. 6a. This correlation can be derived if we assume that delivery is primarily mediated by electrophoresis. The molar flux into the cell is proportional to $c_e E_e$, where $c_e$ is the extra-cellular concentration of PI$^{2+}$, and is assumed to be constant ([PI$^{2+}$]$_{e,o}$). Therefore, molecular delivery is proportional to the extra-cellular field strength at the membrane. Using Eq. (2), the steady-state expression of $E_e$ is given by

$$E_e = \frac{g_m V_m}{\sigma_e}. \quad (12)$$

Substituting Eq. (9) into Eq. (12), and considering $V_m$ does not change with respect to the extra-cellular conductivity, we arrive at the correlation (11).
In the simulation above, and similar to our previous studies \cite{47, 48}, $\rho_p$ decreases by three orders of magnitude immediately after the pulse ceases, due to the shrinking of the pore size in the absence of $V_m$. This reduction prohibits appreciable diffusive transport afterwards. This behavior is an artifact of the ASE model due to its incapability to include the resealing process (typically on the order of seconds to minutes \cite{9, 19, 53}). To investigate the effects of post-pulsation diffusion, we artificially prevent $\rho_p$ reduction at the end of the pulse. In other words, we keep $\rho_p$ at its value at the end of the pulse for an additional second. The result is shown in Fig. 6b, also in comparison with the data. Similarly, the axis for PIB$_{tot}$ is rescaled to best match the upper curves. We observe that the respective contributions from during and after the pulse match better quantitatively when comparing with Fig. 6a. However, the inverse trend with respect to $\sigma_e$ is abated. This result is not surprising, as diffusive transport correlates positively with $\rho_p$, which in turn depends positively on $\sigma_e$ (Fig. 2f). The addition of the diffusive delivery therefore weakens the inverse trend observed in the data.

In summary, the model prediction agrees qualitatively with the experimental data in general, and quantitatively in terms of the correlation between delivery and the extra-cellular conductivity (Eq. (11)). The results confirm that this inverse correlation is primarily mediated by electrophoretic transport during the pulse. In fact, this trend tends to be abated rather than enhanced by diffusive transport due to the positive dependence of permeabilization on extra-cellular conductivity. The current study suggests that electrophoretic transport may be important even for a small molecule such as PI.

4. Conclusions

In this work, we have implemented a companion model study for the experimental counterpart by Sadik et al. \cite{1}. Results on both membrane permeabilization and molecular delivery are presented, through which we gather useful insights on the system behavior.

The TMP in the permeabilized regions exhibits a consistent value across all six extra-cellular conductivities examined. Through a detailed investigation, we find that this value corresponds to a bifurcation point in the relation between equilibrium pore size and the TMP. This finding bears significance in that it connects the mesoscopic ASE model with macroscopic observables. In other words, this critical value was previously specified empirically in the
ASE model; with the current theory, it can be directly measured by fluorescence techniques following Kinosita et al. \cite{54} or Flickinger et al. \cite{55}.

Both the PAD and the membrane conductance are predicted to increase with an increasing extra-cellular conductivity. These correlations naturally result from the requirement to satisfy the Ohmic current conservation condition. In fact, the relation between membrane conductance and extra-cellular conductivity follows the functional form of $g_m \propto \sigma_e/(2\sigma_e + \sigma_i)$, which can be derived from an idealized model for the electric potential. This positive correlation between membrane permeabilization and extra-cellular conductivity rules out pure diffusive transport as a viable interpretation for the opposite effect of the latter on delivery.

For PI delivery, the model correctly predicts the inverse dependence on extra-cellular conductivity. This agreement confirms that this behavior is primarily mediated by electrophoretic transport during the pulse. In fact, diffusion tends to abate rather than enhance the trend. The correlation between delivery and extra-cellular conductivity is quantitatively captured by the model, namely, $\text{PIB}_{\text{tot}} \propto 1/(2\sigma_e + \sigma_i)$. The simulation also reveals that an increase in the fluorescence intensity after the pulse ceases is not necessarily attributed to molecules entering the cell during this time; it may rise from continuous spreading and binding of free ions “loaded” into the cell in the presence of the pulse. Together, the results suggest that electrophoretic transport is important even for a small molecule such as PI.

Last but not least, a direct comparison between experimental data and model simulation as presented in this work helps establish confidence in and validate the latter. In the ASE model, a few parameters (such as $\beta$, $\gamma$, and $F_{\text{max}}$, see Eq. \ref{eq:17} in Appendix B) are specified empirically following previous work. However, membrane permeabilization (including the PAD and membrane conductance) is found not to depend critically on the specific values of these parameters. Instead, the bifurcation point of the TMP, together with the Ohmic current conservation law strongly regulate the permeabilization behavior. The model therefore provides robust predictions which are useful for the study of electroporation-mediated molecular delivery.
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Appendix A: Mathematical definition of pertinent variables

Transmembrane Potential (TMP)

The transmembrane potential, $V_m$, at any membrane location, $\theta$, is defined by the potential jump across the membrane:

$$V_m(t, \theta) = [\Phi_i(t, \theta) - \Phi_e(t, \theta)]|_{r=a}.$$  \hfill (13)

Total ionic current density

The total ionic current density $j_p$ is the summed electric current density over all electropores on a local element, defined by:

$$j_p(t, \theta) = \frac{K(t, \theta)}{\Delta A} \sum_{j=1}^{K(t, \theta)} \frac{i_p(r_j(t, \theta), V_m)}{\Delta A},$$  \hfill (14)

where $\Delta A$ is the area of the local element, $K$ is the total number of conductive pores, and $i_p$ denotes the current through an individual pore with radius $r_j$ and subject to a transmembrane potential $V_m$. $i_p$ is given by the formula:

$$i_p = \frac{2\pi r_j^2 \sigma_{eff} V_m}{\pi r_j + 2h},$$  \hfill (15)

where $\sigma_{eff} = (\sigma_e - \sigma_i)/\ln(\sigma_e/\sigma_i)$ is an effective pore conductivity, and $h$ is the membrane thickness. A detailed derivation of Eq. (15) can be found in our previous work [24].

Pore area density (PAD)

The pore area density $\rho_p$ is the fractional area occupied by the conductive pores at a specific point on the membrane, defined by the following formula:

$$\rho_p(t, \theta) = \frac{K(t, \theta)}{\Delta A} \sum_{j=1}^{K(t, \theta)} \frac{\pi r_j^2}{\Delta A},$$  \hfill (16)

where the definition of $\Delta A$, $K$ and $r_j$ are the same as in Eq. (14). $\rho_p$ is used as a measurement of the membrane permeabilization level.
Appendix B: The equilibrium transmembrane potential

In Figs. 2a and b, we find that the TMP, $V_m$, settles to an equilibrium value in the permeabilized regions within a few microseconds after the pulse starts. Furthermore, this value does not vary appreciably with respect to the extra-cellular conductivity. Here we argue that this value is determined by a critical point in the pitchfork bifurcation in the $(r_{eq}, V_m)$ relation, where $r_{eq}$ is the equilibrium pore size at a given voltage.

In the ASE we use, and in general in the Smoluchowski equations governing the pore dynamics [20, 46, 56], the pore size evolves to minimize membrane energy. The rate of change is given by the equation [46]:

$$\dot{r} = \frac{D_p K_B T}{r^5} \left[ \frac{4r^4 \beta}{r^5} - 2\pi \gamma + 2\pi \sigma_{eff} r + \frac{F_{max} V_m^2}{1 + \frac{r_h}{r + r_c}} \right],$$  \hspace{1cm} (17)

where $r$ is the pore radius, $D_p$ is the pore radius diffusion coefficient, $K_B$ is the Boltzmann constant, and $T$ is temperature. The value of $\sigma_{eff}$ is given by $\sigma_{eff} = 2\sigma' - \frac{2\sigma' - \sigma_0}{(1 - \rho_p)^2}$. $\beta$, $\gamma$, $F_{max}$, $r_h$, $r_c$, $\sigma'$, and $\sigma_0$ are model constants, and the values can be found in [46]. This equation can be written in a generalized form as:

$$\dot{r} = U(r, V_m, \rho_p).$$  \hspace{1cm} (18)

The equilibrium value for the pore size, $r_{eq}$, can be found by setting the right hand side of Eq. (18) to zero:

$$U(r_{eq}, V_m, \rho_p) = 0.$$  \hspace{1cm} (19)

In general, the dependence of $r_{eq}$ on $\rho_p$ is weak. On the other hand, its dependence on $V_m$ exhibits an interesting pitchfork bifurcation, which is shown in Fig. 7a, for an exemplary value of $\rho_p = 2 \times 10^{-3}$.

The coupled dynamics between $r_{eq}$ and $V_m$ in the initial charging and permeabilization processes are illustrated in Figs. 7a and b, where the four stages are denoted by I-IV. In Stage I, the initial charging stage, the membrane is near-impermeable with sub-nanometer pores, and $V_m$ grows rapidly via capacitive charging (see Eq. (2)). Once $V_m$ reaches $V_m^{crit}$, the bifurcation point, pores begin to expand significantly. Due to the consequent “jump” in $g_m$ (Stage II), $V_m$ eventually has to decrease to satisfy the current continuity condition (Stage III), until the upper branch of the bifurcation is reached. $V_m$ continues to decrease until it reaches the other critical point, $V_m^{eq}$, where the
Figure 7: Schematics for the \( (r_{eq}, V_m) \) dynamics. (a) The relation between \( r_{eq} \) and \( V_m \) exhibits a pitchfork bifurcation behavior. Between \( V_{eq}^m \) and \( V_{crit}^m \), three branches of solutions exist from Eq. (19), where the middle one (dash-dotted) is unstable. The initial charging and permeabilization process follows four stages denoted by I-IV. For this case \( \rho_p = 2 \times 10^{-3} \). A detailed description is given in the text. (b) Exemplary evolution of \( V_m \) as a function of time. The stages I-IV correspond to those in (a).

pore size begins to recover to the lower branch (Stage IV). The dependence of pore radius on \( V_m \) exhibits hysteresis typical of this type of bifurcation. The point around \( V_{eq}^m \) is the most interesting, because two equilibrium pore sizes exist. For this reason, \( g_m \) can assume a range of values for a single value of \( V_m \). The upper bound can be calculated by assuming all pores are on the upper branch, \( r_{eq} = 10.4 \) nm; the lower bound, the lower branch, \( r_{eq} = 1.01 \) nm. If the required steady-state value of \( g_m \) to satisfy the current density continuity condition (Eq. (2)) lies within these two bounds, then \( V_m \) maintains at the level of \( V_{eq}^m \). This phenomenon is analogous to phase change in physics, where \( V_{eq}^m \) assumes the role of, e.g., temperature. For the same argument, \( V_{crit}^m \) is another candidate for the equilibrium value of \( V_m \), which in general occurs when less number of pores are locally available, e.g., at the edges of the permeabilized regions. (See the slightly increased \( V_m \) values near \( \theta = \pi/4, 3\pi/4 \) in Fig. 2b.) Although the above illustration is only schematic, the full-model simulation follows this general pattern.

We remark that this finding bears significance in that it connects the mesoscopic ASE model with macroscopic observables. The membrane energy model in the ASE, based on which Eq. (17) is derived, has a few free constants. In general, these constants cannot be directly measured. The
above analysis reveals that if pores on the membrane do follow the bifurcation behavior with respect to the TMP, then the critical values, namely, $V_{eq}^m$ and $V_{m, crit}$, can be directly observed via a fluorescence measurement similar to that by Kinosita et al. [54] or Flickinger et al. [55]. These values can in turn help determine the pertinent constants (such as $\beta$, $\gamma$, and $F_{max}$) used in the model.
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