ON UNIQUENESS FOR HALF-WAVE MAPS IN DIMENSION $d \geq 3$
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Abstract. Extending an argument by Shatah and Struwe [Int. Math. Res. Not. 11 (2002), pp. 555–571] we obtain uniqueness for solutions of the half-wave map equation in dimension $d \geq 3$ in the natural energy class.
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1. INTRODUCTION AND MAIN RESULT

The half-wave map equations arise as a semi-classical and continuum limit of Haldane-Shastry (HS) spin chains and classical spin systems of Calogero-Moser (CM) type, not only formally [12, Section A.3.], [11] but also in a precise mathematical way [14].

Mathematically, half-wave maps are solutions $u : \mathbb{R}^d \times [0, T] \to S^2 \subset \mathbb{R}^3$ to the half-wave maps equation which is given by

\[ \partial_t u = u \wedge (-\Delta)^{\frac{1}{2}} u \quad \text{in } \mathbb{R}^d \times (0, T). \]  

(1.1)

Here and henceforth $\wedge$ denotes the cross product in $\mathbb{R}^3$ and $(-\Delta)^{\frac{1}{2}} = |\nabla|$ is the half-Laplacian. Recently, several authors, e.g. [11,14,19,10,12,15,16,22], began to study mathematical properties of (1.1).

Namely, by a direct computation, see [10] p.663, a solution of (1.1) solves

\[ \partial_{tt} u - \Delta u = (-|\partial_t u|^2 + |\nabla u|^2) u. \]

(1.2)
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The authors of [10] then raised the question if one can use this route to extend methods developed for wave maps, e.g., those in the celebrated articles [23–25], to half-wave maps. Following this principle, in [9, 10, 15] different well-posedness results for large dimensions were discovered. Observe that the energy-critical dimension for the half-wave map equation is $d = 1$, as opposed to the energy-critical dimension of the wave map equation, which is $d = 2$.

In this work we also follow this spirit of treating solutions to the half-wave map equation as solutions to a wave-map-type equation, but we focus on techniques developed for wave maps by Shatah and Struwe [21]. Our main result is the following uniqueness property of half-wave maps.

**Theorem 1.1 (Uniqueness).** Let $d \geq 3$ and $\alpha \in (1, d + \frac{1}{2})$. If $u, v : \mathbb{R}^d \times [0, T] \to S^2$ are smooth solutions to the half-wave map equation with the same initial data $u(\cdot, 0) = v(\cdot, 0) \in Q + C^\infty_c(\mathbb{R}^d, \mathbb{R}^3)$ for some $Q \in S^2$, and if

\[
\|\nabla^{\alpha} u\|_{L_t^2 L_x^{\frac{2d}{d - 2} - 1}(\mathbb{R}^d \times (0, T))} + \|\nabla^{\alpha} v\|_{L_t^2 L_x^{\frac{2d}{d - 2} - 1}(\mathbb{R}^d \times (0, T))} < \infty
\]

then $u \equiv v$.

Here $L^{(p,q)}$ denotes the Lorentz space. The a priori assumptions (1.3) are the natural energy assumptions for initial data $u_0, v_0 \in \dot{H}^{\frac{d}{2}}(\mathbb{R}^d)$, which was one of the crucial observations in [21] where Shatah and Struwe observed this for $\alpha = 1$. A careful inspection of their argument actually gives the assumption (1.3) for small $\alpha > 1$, see Section 5.

As in the case of Shatah-Struwe, our arguments rely mostly on geometric properties combined with fractional Leibniz rules and related commutator estimates. However, while for the wave map equation the proof of uniqueness fits on one page, our argument does not – since it relies on several further structural observations of the “tangential part” of the right-hand side of (1.2), which we hope are of independent interest.

**Outline.** In Section 2 we introduce operators and several estimates needed in the proof of Theorem 1.1. We believe that most, if not all, of these estimates are known at least to some experts – and they can be proven by standard techniques. In Section 3 we discuss the main part of the proof, the decay estimates in time, Theorem 3.1. While we are substantially inspired by the argument by Shatah-Struwe, our estimates are more elaborate, even though they mostly rely on the fractional Leibniz rule. The decay estimates of Theorem 3.1 combined the standard Grönwall type inequality imply Theorem 1.1, see Section 4. In Section 5 we discuss the suitability of the assumptions (1.3) for $\alpha > 1, \alpha \approx 1$.

We believe that our arguments can also be used to discuss existence for small data in the above energy class as in Shatah-Struwe, which will be the subject of a future investigation.

### 2. Preliminaries: Leibniz Rule, Sobolev Embedding and Gagliardo-Nirenberg

Throughout the paper we use the standard $\lesssim, \gtrsim, \approx$ notation: we write $A \lesssim B$ if there is a multiplicative constant $C > 0$, which may change from line to line, such that $A \leq CB$. We write $A \approx B$ if $A \lesssim B$ and $B \lesssim A$.

We denote vectors in bold-face, such as $v \in \mathbb{R}^3$. 
The fractional Laplacian is a multiplier operator via the Fourier transform $\mathcal{F}$ for a constant $c > 0$,
\[
|\nabla|^s f(x) \equiv (-\Delta)^{\frac{s}{2}} f(x) := \mathcal{F}^{-1}(c \cdot |\cdot|^s \mathcal{F} f)(x).
\]
We also remark the useful potential representation for some (different) constant $c \in \mathbb{R}$ and $s \in (0, 1)$
\[
|\nabla|^s f(x) \equiv (-\Delta)^{\frac{s}{2}} f(x) = c \int_{\mathbb{R}^d} \frac{f(x) - f(y)}{|x-y|^{n+s}} \, dy,
\]
and, for $s \in (0, 2)$,
\[
|\nabla|^s f(x) \equiv (-\Delta)^{\frac{s}{2}} f(x) = -\frac{c}{2} \int_{\mathbb{R}^d} \frac{f(x + h) + f(x - h) - 2f(x)}{|h|^{d+s}} \, dh.
\]
As for negative powers, $\mathcal{I}_s \equiv (-\Delta)^{-\frac{s}{2}}$ denotes the Riesz potential,
\[
\mathcal{I}_s f(x) \equiv (-\Delta)^{-\frac{s}{2}} f(x) := \mathcal{F}^{-1}(c \cdot |\cdot|^{-s} \mathcal{F} f)(x).
\]
It has the potential representation for $s \in (0, d)$,
\[
\mathcal{I}_s f(x) \equiv (-\Delta)^{-\frac{s}{2}} f(x) = c \int_{\mathbb{R}^d} |x-z|^{s-n} f(z) \, dz.
\]

Some of our arguments will depend on Lorentz space estimate, $L^{p,q}(\mathbb{R}^d)$. We only recall the main properties and refer the reader to [5, Section 1.4]: For $p \in (1, \infty)$ we have $L^{p}(\mathbb{R}^d) = L^{p}(\mathbb{R}^d), L^{p,q_1}(\mathbb{R}^d) \subset L^{p,q_2}(\mathbb{R}^d)$ whenever $q_1 \leq q_2, q_1, q_2 \in [1, \infty]$. $L^{p,\infty}(\mathbb{R}^d)$ is often referred to as the weak $L^p$-space.

2.1. Embedding theorems. A casual observation we will use throughout this paper is the following comparability

**Lemma 2.1.** For any $p \in (1, \infty)$,
\[
\|\nabla f\|_{L^p(\mathbb{R}^d)} \approx \||\nabla|^1 f\|_{L^p(\mathbb{R}^d)}.
\]
More generally in the realm of Lorentz spaces, for any $q \in [1, \infty]$
\[
\|\nabla f\|_{L^{p,q}(\mathbb{R}^d)} \approx \||\nabla|^1 f\|_{L^{p,q}(\mathbb{R}^d)}.
\]

**Proof.** This follows since the Riesz transforms $\mathcal{R}_i := \partial_i \mathcal{I}_1$ are bounded operators on $L^p(\mathbb{R}^d) \to L^p(\mathbb{R}^d)$ and $L^{p,q}(\mathbb{R}^d) \to L^{p,q}(\mathbb{R}^d)$ for any $p \in (1, \infty)$ and $q \in [1, \infty]$, combined with the following facts that can easily be checked using the Fourier transform,
\[
\partial_i = c_1 \mathcal{R}_i |\nabla|^1, \quad \text{and} \quad |\nabla|^1 = c_2 \sum_{i=1}^n \mathcal{R}_i \partial_i.
\]

**Lemma 2.2** (Sobolev inequality). Let $\alpha \in (0, d)$ and $p \in (1, \frac{d}{\alpha})$ then for any $f \in C_c^\infty(\mathbb{R}^d)$,
\[
\|f\|_{L^p(\mathbb{R}^d)} \lesssim \||\nabla|^\alpha f\|_{L^p(\mathbb{R}^d)}.
\]
Equivalently, in terms of the Riesz potential $\mathcal{I}_\alpha \equiv |\nabla|^{-\alpha}$ we have
\[
\|\mathcal{I}_\alpha f\|_{L^p(\mathbb{R}^d)} \lesssim \|f\|_{L^p(\mathbb{R}^d)}.
\]
In terms of Lorentz spaces we have for any $q \in [1, \infty]$,
\[
\|f\|_{L^{p,q}(\mathbb{R}^d)} \lesssim \||\nabla|^\alpha f\|_{L^{p,q}(\mathbb{R}^d)}.
\]
and

\[ \| \mathcal{I}_\alpha f \|_{L^\frac{d}{d-\alpha}}(\mathbb{R}^d) \lesssim \| f \|_{L^p,q}(\mathbb{R}^d). \]

An important limit case is

(2.1) \[ \| \mathcal{I}_\alpha f \|_{L^\infty(\mathbb{R}^d)} \lesssim \| f \|_{L^d(\mathbb{R}^d)}. \]

All these estimates are consequence of Young’s convolution inequality in Lorentz spaces, \[6, Lemma 4.8\] or \[5, Theorem 1.4.25.\] combined with interpolation, using that \( \mathcal{I}_\alpha f = c|\cdot|^{\alpha-d} * f \) and that \( |\cdot|^{\alpha-d} \in L^\frac{d}{d-\alpha}\infty(\mathbb{R}^d). \)

**Lemma 2.3** (Gagliardo-Nirenberg inequality). For \( \alpha \in (0, 1), p \in (1, \infty), \) we have

\[ \| |\nabla|^\beta f \|_{L^p(\mathbb{R}^d)} \lesssim \| f \|_{L^\infty(\mathbb{R}^d)}^{1-\beta} \| |\nabla|^\beta f \|_{L^p(\mathbb{R}^d)}\theta. \]

For a proof cf. \[18, Lemma 1, p.329\].

**Corollary 2.4** (Gagliardo-Nirenberg-Sobolev inequality). Assume

(1) \( \beta \in (0, \frac{1}{2}] \) and \( p \in [\frac{2d}{\beta}, \infty), \) or

(2) \( \beta \in (\frac{1}{2}, 1] \) and \( p \in [\frac{2d}{\beta}, \frac{2d}{2d-1}]. \)

Then for \( \theta = 2 \left( \beta - \frac{d}{p} \right) \in [\beta, 1] \) we have

\[ \| |\nabla|^\beta f \|_{L^p(\mathbb{R}^d)} \lesssim \| f \|_{L^\infty(\mathbb{R}^d)}^{1-\theta} \| |\nabla|^\beta f \|_{L^p(\mathbb{R}^d)}\theta. \]

**2.2. Leibniz rule commutators.** In the following we discuss mostly Leibniz rule type estimates. The Leibniz rule operator for \( |\nabla|^s \) will be denoted by

\[ H_{|\nabla|^s}(f, g) := |\nabla|^s(fg) - f|\nabla|^s g - (|\nabla|^s f)g. \]

**3. DECAY ESTIMATE IN TIME**

In this section we prove the main estimate for Theorem 1.1 which is

**Theorem 3.1.** Let \( u, v : [0, T] \to \mathbb{R}^d \) be smooth solutions to the half-wave map equation (1.1). Set

\[ \mathcal{E}(t) := \frac{1}{2} \left( \| D_x(u - v)(t) \|_{L^2(\mathbb{R}^d)}^2 + \| \partial_t(u - v)(t) \|_{L^2(\mathbb{R}^d)}^2 \right). \]

Then, for any \( \alpha > 1, \)

\[ \dot{\mathcal{E}}(t) \leq \Sigma(t) \mathcal{E}(t), \]

where for any \( \alpha > 1 \) we can estimate

(3.1) \[ \Sigma(t) \lesssim \| |\nabla|^\alpha u(t) \|_{L^\frac{2d}{2d-1}(\mathbb{R}^d)}^2 + \| |\nabla|^\alpha v(t) \|_{L^\frac{2d}{2d-1}(\mathbb{R}^d)}^2 \]

\[ + \| |\nabla|^\alpha u(t) \|_{L^{(2d, 2)}(\mathbb{R}^d)}^2 + \| |\nabla|^\alpha v(t) \|_{L^{(2d, 2)}(\mathbb{R}^d)}^2. \]
3.1. Proof of Theorem 3.1

We observe

\[ \dot{E}(t) = \frac{1}{2} \frac{d}{dt} \left( \| \nabla (u - v) \|_{L^2(\mathbb{R}^d)}^2 + \| \partial_t (u - v) \|_{L^2(\mathbb{R}^d)}^2 \right) \]
\[ = \int_{\mathbb{R}^d} \langle \partial_{tt} w - \Delta w, \partial_t w \rangle. \]

So what we need to do is multiply the equation for \( \partial_{tt} w - \Delta w \) with \( \partial_t w \). From the equation (1.1) for \( u \) and \( v \), respectively, we find that

\[ \partial_{tt} w - \Delta w = u|\nabla u|^2 - v|\nabla v|^2 + v||\nabla|v|^2 - u||\nabla|u|^2 + u \wedge [||\nabla|u| - v \wedge [||\nabla|v| - u \wedge [||\nabla|v|]. \]

Here we recall the commutator notation

\[ [T, f](g) = T(fg) - fT(g), \]

for \( f, g \) scalar functions, and

\[ [T, f \wedge](g) = T(f \wedge g) - f \wedge T(g), \]

for vectorial functions \( f, g \). We will prove the estimate of Theorem 3.1 by estimating each line in (3.2), which will become increasingly more challenging, the last line being the most involved estimate. Having said that, the difficulties are mostly of algebraic nature, and the actual estimates rely on the fractional Leibniz rule discussed in Section 2.

Repeating estimates. Throughout the remainder of the section we will use Lemma 2.1 implicitly – without further mentioning.

Moreover, observe that for \( \frac{1}{2} < \alpha_1 < \alpha_2 < d + \frac{1}{2} \) we have from Sobolev embedding, Lemma 2.2

\[ \| \nabla^{\alpha_1} u \|_{L^\frac{2d}{2d - \alpha_1}}(\mathbb{R}^d) \lesssim \| \nabla^{\alpha_2} u \|_{L^\frac{2d}{2d - \alpha_2}}(\mathbb{R}^d). \]

In particular for any \( \alpha \in [1, d + \frac{1}{2}) \),

\[ \| \nabla |u| \|_{L^2(\mathbb{R}^d)} \lesssim \| \nabla^\alpha u \|_{L^\frac{2d}{2d - \alpha}}(\mathbb{R}^d). \]

This will be also used frequently and implicitly – in particular to obtain the estimate in Theorem 3.1 from the lemmata below.

Estimating the first line of (3.2). We begin with the following estimate which is proven in Shatah-Struwe [21].

Lemma 3.2. For \( d \geq 3 \),

\[ \left| \int_{\mathbb{R}^d} \langle u|\nabla u|^2 - v|\nabla v|^2, \partial_t (u - v) \rangle \right| \]
\[ \lesssim \left( \| \nabla (u - v) \|_{L^2(\mathbb{R}^d)}^2 + \| \partial_t (u - v) \|_{L^2(\mathbb{R}^d)}^2 \right) \left( \| \nabla |u| \|_{L^{2d}(\mathbb{R}^d)}^2 + \| \nabla |v| \|_{L^{2d}(\mathbb{R}^d)}^2 \right). \]
Estimating the second line of (3.2). In a similar spirit to Lemma 3.2 we can also obtain

**Lemma 3.3.** For $d \geq 3$ we have

\[
\left| \int_{\mathbb{R}^d} \langle u \|\nabla u\|^2 - v \|\nabla v\|^2, \partial_t (u - v) \rangle \right| \\
\lesssim \left( \|\nabla (u - v)\|^2_{L^2(\mathbb{R}^d)} + \|\partial_t (u - v)\|^2_{L^2(\mathbb{R}^d)} \right) \left( \|\nabla u\|^2_{L^{2d}(\mathbb{R}^d)} + \|\nabla v\|^2_{L^{2d}(\mathbb{R}^d)} \right).
\]

**Proof.** We split

\[
u \|\nabla u\|^2 - v \|\nabla v\|^2 \\
= \langle u - v \|\nabla u\|^2 + \|\nabla v\|, (u - v) \rangle + v \langle \|\nabla v\|, (u - v) \rangle.
\]

From Hölder’s inequality and Sobolev inequality, Lemma 2.2,

\[
\left| \int_{\mathbb{R}^d} \|\nabla u\|^2 (u - v, \partial_t (u - v)) \right| \\
\lesssim \|\nabla u\|^2_{L^2(\mathbb{R}^d)} \|u - v\|_{L^{2d}(\mathbb{R}^d)} \|\partial_t (u - v)\|_{L^2(\mathbb{R}^d)} \\
\lesssim \|\nabla u\|^2_{L^2(\mathbb{R}^d)} \|\nabla (u - v)\|_{L^2(\mathbb{R}^d)} \|\partial_t (u - v)\|_{L^2(\mathbb{R}^d)} \\
\lesssim \|\nabla u\|^2_{L^{2d}(\mathbb{R}^d)} \left( \|\nabla (u - v)\|^2_{L^2(\mathbb{R}^d)} + \|\partial_t (u - v)\|^2_{L^2(\mathbb{R}^d)} \right).
\]

This provides the desired estimate for the first term in (3.3).

The second and third term in (3.3) are very similar, we only estimate the second one. Here we use the trick from [21] that they used to obtain Lemma 3.2. Since $u \cdot \partial_t u = 0$ and $v \cdot \partial_t v = 0$

\[
\langle v, \partial_t (u - v) \rangle = -\langle u - v, \partial_t u \rangle.
\]

Using that $u$ solves the half-wave map equation (1.1) and $\|u\| \equiv 1$ we conclude

\[
|\langle v, \partial_t (u - v) \rangle| \lesssim \|u - v\| \|\nabla u\|.
\]

Thus using Hölder inequality and Sobolev inequality, Lemma 2.2 as before,

\[
\left| \int_{\mathbb{R}^d} \langle \nabla (u - v), \nabla u \rangle \langle v, \partial_t (u - v) \rangle \right| \\
\leq \int_{\mathbb{R}^d} \|\nabla (u - v)\| \|\nabla u\| \|\nabla u\| \|\nabla u\| \\
\lesssim \|\nabla u\|^2_{L^2(\mathbb{R}^d)} \|\nabla (u - v)\|_{L^2(\mathbb{R}^d)} \|\nabla (u - v)\|_{L^2(\mathbb{R}^d)} \\
\approx \|\nabla u\|^2_{L^{2d}(\mathbb{R}^d)} \|\nabla (u - v)\|^2_{L^2(\mathbb{R}^d)}.
\]

Estimating the third line of (3.2). We recall our notation for the Leibniz rule operator

\[
H_T(a, b) = T(ab) - aTb - (Ta)b,
\]

for scalar functions $a$ and $b$. For vector-valued functions $a$ and $b$, we define

\[
H_T(a, b) := T(a \cdot b) - a \cdot Tb - (Ta) \cdot b.
\]
Observe that since \(|u|^2 \equiv 1\) we have
\[
\langle u, \nabla |u\rangle = -\frac{1}{2} H_{|\nabla|}(u, u) = \frac{1}{2} \sum_{i=1}^{3} H_{|\nabla|}(u^i, u^i).
\]

So we consider
\[
\langle \nabla |u, \nabla |u\rangle - \langle \nabla |v, \nabla |v\rangle = -\frac{1}{2} \left( |\nabla |u H_{|\nabla|}(u^*, u) - |\nabla |v H_{|\nabla|}(v^*, v) \right)
\]
\[
= -\frac{1}{2} |\nabla |(u - v) H_{|\nabla|}(u^*, u) - \frac{1}{2} |\nabla |v H_{|\nabla|}((u - v)^*, u)
\]
\[
- \frac{1}{2} |\nabla |v H_{|\nabla|}(v^*, u - v).
\]

Instead we use the commutator structure of \(H_{|\nabla|}(\cdot, \cdot)\).

**Lemma 3.4.** For \(d \geq 2\) we have
\[
\left| \int_{\mathbb{R}^d} \langle \nabla |(u - v), \partial_t (u - v) \rangle H_{|\nabla|}(u, u) \right| \lesssim \| \nabla (u - v) \|_{L^2(\mathbb{R}^d)} \| \partial_t (u - v) \|_{L^2(\mathbb{R}^d)} \| \nabla |u\|_{L^2,d,2}^2.
\]

**Proof.** By Hölder’s inequality,
\[
\left| \int_{\mathbb{R}^d} \langle \nabla |(u - v), \partial_t (u - v) \rangle H_{|\nabla|}(u, u) \right| \lesssim \| \nabla (u - v) \|_{L^2(\mathbb{R}^d)} \| \partial_t (u - v) \|_{L^2(\mathbb{R}^d)} \| H_{|\nabla|}(u, u) \|_{L^\infty(\mathbb{R}^d)}.
\]

By (A.7) we have
\[
\| H_{|\nabla|}(u, u) \|_{L^\infty(\mathbb{R}^d)} \lesssim \| \nabla |u\|_{L^2,d,2(\mathbb{R}^d)}^2.
\]

Also the second and third term of (3.6) are relatively straight-forward to estimate using the commutator structure of \(H_{|\nabla|}\).

**Lemma 3.5.** For \(d \geq 2\), we have
\[
\left| \int_{\mathbb{R}^d} H_{|\nabla|}((u - v)^*, u) \langle \nabla |v, \partial_t (u - v) \rangle \right| + \left| \int_{\mathbb{R}^d} H_{|\nabla|}(v, u - v) \langle \nabla |v, \partial_t (u - v) \rangle \right| \lesssim \left( \| \nabla (u - v) \|^2_{L^2(\mathbb{R}^d)} + \| \partial_t (u - v) \|^2_{L^2(\mathbb{R}^d)} \right) \left( \| \nabla u \|_{L^2(d, \mathbb{R}^d)} + \| \nabla v \|_{L^2(d, \mathbb{R}^d)} \right)^2.
\]

**Proof.** We only consider the first term, the second follows from the same argument. By Hölder’s inequality, and (A.5),
\[
\left| \int_{\mathbb{R}^d} H_{|\nabla|}((u - v)^*, u) \langle \nabla |v, \partial_t (u - v) \rangle \right| \lesssim \| \partial_t (u - v) \|_{L^2(\mathbb{R}^d)} \| \nabla |v\|_{L^2(d, \mathbb{R}^d)} \| H_{|\nabla|}((u - v)^*, u) \|_{L^\infty,d(\mathbb{R}^d)} \]
\[
\lesssim \| \partial_t (u - v) \|_{L^2(\mathbb{R}^d)} \| \nabla |v\|_{L^2(d, \mathbb{R}^d)} \| \nabla |(u - v)\|_{L^2(\mathbb{R}^d)} \| \nabla |u\|_{L^2(d, \mathbb{R}^d)}.
\]

We can conclude since \(|\nabla(u - v)|_{L^2(\mathbb{R}^d)} \approx |\nabla(u - v)|_{L^2(\mathbb{R}^d)}|\). 

**Estimating the last line of (3.2).** We still need to understand the estimates for 

\[
\begin{align*}
|\nabla(u - v)| \leq |\nabla u| + |\nabla v| + |\partial_t(u - v)|.
\end{align*}
\]

We observe that we can estimate the first term of (3.7) assuming a bound on \(|\nabla^\alpha u|\) and \(|\nabla^\alpha v|\) for an arbitrarily small \(\alpha > 1\).

**Lemma 3.6.** For \(d \geq 3\), and any \(\alpha \in (1, d + \frac{1}{2})\) we have

\[
\left| \int_{\mathbb{R}^d} \langle (u - v) \wedge [\nabla, u\wedge](|\nabla|u), \partial_t(u - v) \rangle \right| 
\leq \left( \|\nabla(u - v)\|_{L^2(\mathbb{R}^d)}^2 + \|\partial_t(u - v)\|_{L^2(\mathbb{R}^d)}^2 \right) \|\nabla\|_\alpha^2 u \|_{L^{\frac{2d}{2d-\sigma}}(\mathbb{R}^d)} \|\nabla\|_\sigma u \|_{L^{\frac{2d}{2d-\sigma}}(\mathbb{R}^d)}.
\]

**Proof.** It suffices to prove the estimate for \(\alpha \in (1, \frac{3}{2})\). As before, by Cauchy-Schwarz and Hölder’s inequality

\[
\left| \int_{\mathbb{R}^d} \langle (u - v) \wedge [\nabla, u\wedge](|\nabla|u), \partial_t(u - v) \rangle \right| 
\leq \|u - v\|_{L^{\frac{2d}{d-\sigma}}(\mathbb{R}^d)} \|\partial_t(u - v)\|_{L^2(\mathbb{R}^d)} \|\nabla\|_\sigma u \|_{L^{\frac{2d}{d-\sigma}}(\mathbb{R}^d)} \|\nabla\|_\alpha u \|_{L^{\frac{2d}{2d-\sigma}}(\mathbb{R}^d)} \|\nabla\|_\sigma u \|_{L^{\frac{2d}{2d-\sigma}}(\mathbb{R}^d)}.
\]

In the last line we used Sobolev embedding, Lemma 2.2. It remains to estimate the commutator term. Observe that \(|\nabla\|_\sigma u = 0\) and thus we can write

\(|\nabla\|_\sigma u \wedge |\nabla|u) = H|\nabla|(u\wedge, |\nabla|u).

We apply commutator theory, more precisely (A.1), and find that for any \(\sigma \in (\frac{1}{2}, 1)\)

\[
\|\nabla\|_\sigma u \wedge |\nabla|u\|_{L^4(\mathbb{R}^d)} \lesssim \|\nabla\|_\sigma^2 u \|_{L^{\frac{2d}{2d-\sigma}}(\mathbb{R}^d)} \|\nabla\|_{1-\sigma} u \|_{L^{\frac{2d}{2d-\sigma}}(\mathbb{R}^d)}
\]

\[
\lesssim \|\nabla\|_{1-\sigma} u \|_{L^{\frac{2d}{2d-\sigma}}(\mathbb{R}^d)}^2.
\]

The last line is Sobolev embedding, Lemma 2.2. Any \(\alpha \in (1, \frac{3}{2})\) is of the form \(2 - \sigma\) for some \(\sigma \in (\frac{1}{2}, 1)\), so the result follows. 

Next we consider the term \(v \wedge [([\nabla]_\sigma(u - v)\wedge)(|\nabla|u)]\) in (3.7). We denote by

\[
H_T(a\wedge, b) := T(a\wedge b) - a \wedge Tb - (Ta)\wedge b.
\]

Observe

\[
v \wedge [([\nabla]_\sigma(u - v)\wedge)(|\nabla|u)] = v \wedge H|\nabla|((u - v)\wedge, |\nabla|u)
\]

\[
+ v \wedge (|\nabla|(u - v) \wedge |\nabla|u).
\]

We first establish the following estimate which estimates the first term on the right-hand side in (3.8).
Lemma 3.7. For any \( \alpha \in (1, d + \frac{1}{2}) \), and any \( d \geq 3 \),
\[
\| \mathbf{v} \wedge (H_{|\nabla|} ((\mathbf{u} - \mathbf{v}) \wedge, |\nabla| \mathbf{u})) \|_{L^2(\mathbb{R}^d)} \lesssim \| \nabla (\mathbf{u} - \mathbf{v}) \|_{L^2(\mathbb{R}^d)} \left( \| |\nabla|^{\alpha} \mathbf{u} \|_{L^{2\frac{d}{d-2}}(\mathbb{R}^d)}^2 + \| |\nabla|^{\alpha} \mathbf{v} \|_{L^{2\frac{d}{d-2}}(\mathbb{R}^d)}^2 \right)
\]
in particular
\[
\int_{\mathbb{R}^d} \langle \mathbf{v} \wedge (H_{|\nabla|} ((\mathbf{u} - \mathbf{v}) \wedge, |\nabla| \mathbf{u})) , \partial_t (\mathbf{u} - \mathbf{v}) \rangle \partial_t (\mathbf{u} - \mathbf{v}) \lesssim \| \nabla (\mathbf{u} - \mathbf{v}) \|_{L^2(\mathbb{R}^d)} \left( \| |\nabla|^{\alpha} \mathbf{u} \|_{L^{2\frac{d}{d-2}}(\mathbb{R}^d)}^2 + \| |\nabla|^{\alpha} \mathbf{v} \|_{L^{2\frac{d}{d-2}}(\mathbb{R}^d)}^2 \right) \| \partial_t (\mathbf{u} - \mathbf{v}) \|_{L^2(\mathbb{R}^d)}.\]
Proof. We recall the formula
\[
\mathbf{a} \wedge (\mathbf{b} \wedge \mathbf{c}) = \mathbf{b} (\mathbf{c} \cdot \mathbf{a}) - \mathbf{c} (\mathbf{a} \cdot \mathbf{b})
\]
so
\[
(v \wedge (H_{|\nabla|} ((\mathbf{u} - \mathbf{v}) \wedge, |\nabla| \mathbf{u})))^i = \sum_{j=1}^{3} (v^j H_{|\nabla|} ((u - v)^j, |\nabla| u^j)) - (v^j H_{|\nabla|} ((u - v)^j, |\nabla| u^j))
\]
\[
= \sum_{j=1}^{3} (v - u)^j H_{|\nabla|} ((u - v)^j, |\nabla| u^j)
\]
\[
= -\frac{1}{2} \sum_{j=1}^{3} (u - v)^j H_{|\nabla|} ((u - v)^j, |\nabla| u^j)
\]
\[
+ \frac{1}{2} \sum_{j=1}^{3} (u + v)^j H_{|\nabla|} ((u - v)^j, |\nabla| u^j)
\]
\[
+ \sum_{j=1}^{3} u^j H_{|\nabla|} ((u - v)^j, |\nabla| u^j).
\]
Without loss of generality, we may assume \( \alpha \in (1, \frac{3}{2}) \) and set \( \sigma := 2 - \alpha \). Then \( \sigma \in (\frac{1}{2}, 1) \) and by (A.1) we can estimate the first two terms of (3.9),
\[
\| \mathbf{v} - \mathbf{u} \|_{L^2(\mathbb{R}^d)} \left( |\nabla|^{\sigma} (u - v)^j, |\nabla| u^j \right) \|_{L^2(\mathbb{R}^d)} \lesssim \| \nabla (\mathbf{u} - \mathbf{v}) \|_{L^2(\mathbb{R}^d)} \left( \| |\nabla|^{\alpha} \mathbf{u} \|_{L^{2\frac{d}{d-2}}(\mathbb{R}^d)}^2 + \| |\nabla|^{\alpha} \mathbf{v} \|_{L^{2\frac{d}{d-2}}(\mathbb{R}^d)}^2 \right).
\]
For the third term in (3.9) observe that for fixed \( i \), using Lemma A.1
\[
\sum_{j} \frac{1}{2} (u + v)^j H_{|\nabla|} ((u - v)^j, |\nabla| u^j) (x)
\]
\[
= \mathcal{C} \int_{\mathbb{R}^d} \left( |\nabla| u^i (x) - |\nabla| u^i (y) \right) \langle (\mathbf{u} + \mathbf{v}) (x), ((\mathbf{u} - \mathbf{v}) (x) - (\mathbf{u} - \mathbf{v}) (y)) \rangle \frac{dy}{|x - y|^{d+1}}
\]
Setting \( \mathbf{a} := \mathbf{u} + \mathbf{v} \) and \( \mathbf{b} := \mathbf{u} - \mathbf{v} \) we recall that \( \mathbf{a} (x) \cdot \mathbf{b} (x) = |\mathbf{u} (x)|^2 - |\mathbf{v} (x)|^2 = 0 \),
and thus we can perform a discrete version of the trick in (3.3),
\[
\mathbf{a} (x) \cdot (\mathbf{b} (x) - \mathbf{b} (y)) = (\mathbf{a} (x) - \mathbf{a} (y)) \cdot (\mathbf{b} (x) - \mathbf{b} (y)) - (\mathbf{a} (x) - \mathbf{a} (y)) \cdot \mathbf{b} (x).
\]
This implies that

\[
\sum_j \frac{1}{2} ((u + v)^j H|\nabla| ((u - v)^j, |\nabla| u^j)) (x)
\]

\[= - \sum_j \frac{1}{2} ((u - v)^j H|\nabla| ((u + v)^j, |\nabla| u^j)) (x)
\]

\[+ c \int_{\mathbb{R}^d} \frac{(|\nabla| u^i(x) - |\nabla| u^i(y)) \langle (u + v)(x) - (u + v)(y), (u - v)(y) - (u - v)(y) \rangle}{|x - y|^{d+1}} dy.
\]

For the first term, just as above for (3.10),

\[
\left\| \frac{1}{2} (u - v)^j H|\nabla| ((u + v)^j, |\nabla| u^j) (x) \right\|_{L^2(\mathbb{R}^d)}
\]

\[\lesssim \| |\nabla| (u - v)\|_{L^2(\mathbb{R}^d)} \| |\nabla| \alpha u\|_{L^{\frac{2d}{3\alpha - 2}}(\mathbb{R}^d)}^2 + \| |\nabla| \alpha v\|_{L^{\frac{2d}{3\alpha - 2}}(\mathbb{R}^d)}^2.
\]

For the second term we use Lemma A.6. Take \(\sigma, \theta > 0\) such that \(\sigma + \theta \in (0, 1)\). Then, (if \(d \geq 2\) we can take \(\sigma, \theta\) small enough to make any of the norms below finite),

\[
\left\| \int_{\mathbb{R}^d} \frac{(|\nabla| u^i(x) - |\nabla| u^i(y)) \langle (u + v)(x) - (u + v)(y), (u - v)(y) - (u - v)(y) \rangle}{|x - y|^{d+1}} dy \right\|_{L^2(\mathbb{R}^d, dx)}
\]

\[\lesssim \| |\nabla| \alpha u\|_{L^{\frac{2d}{3\alpha - 2}}(\mathbb{R}^d)} \| |\nabla| \alpha v\|_{L^{\frac{2d}{3\alpha - 2}}(\mathbb{R}^d)} \| |\nabla| \alpha u\|_{L^{\frac{2d}{3\alpha - 2}}(\mathbb{R}^d)} \| |\nabla| \alpha v\|_{L^{\frac{2d}{3\alpha - 2}}(\mathbb{R}^d)}.
\]

This establishes the right estimate for the second term in (3.3).

For the last term in (3.3) it remains we consider, again using Lemma A.1

\[
\sum_{j=1}^3 \langle u^j H|\nabla| ((u - v)^j, |\nabla| u^j) \rangle (x)
\]

\[= c \int_{\mathbb{R}^d} \frac{(|\nabla| u(x) - |\nabla| u(y), u(x))}{|x - y|^{d+1}} dy.
\]

Now we write

\[
\langle |\nabla| u(x) - |\nabla| u(y), u(x) \rangle
\]

\[= \langle u(x), |\nabla| u(x) \rangle - \langle u(y), |\nabla| u(y) \rangle + \langle u(y) - u(x), |\nabla| u(y) \rangle
\]

\[= \langle u(x), |\nabla| u(x) \rangle - \langle u(y), |\nabla| u(y) \rangle
\]

\[+ \langle u(y) - u(x), |\nabla| u(y) - |\nabla| u(x) \rangle + \langle u(y) - u(x), |\nabla| u(x) \rangle
\]

\[= \langle u(x), |\nabla| u(x) \rangle - \langle u(y), |\nabla| u(y) \rangle
\]

\[+ \langle u(y) - u(x), |\nabla| u(y) - |\nabla| u(x) \rangle + \langle u(x) - u(y), |\nabla| u(x) \rangle.
\]
Thus we have for \( i = 1, 2, 3 \),

\[
\sum_{j=1}^{3} u^j H_{|\nabla|} ((u - v)^i, |\nabla|u^j) (x) = H_{|\nabla|} ((u - v)^i, (u, |\nabla|u)) (x)
\]

(3.11)

\[
- \sum_{j=1}^{3} |\nabla|u^j(x) H_{|\nabla|} ((u - v)^i, u^j) (x)
\]

\[
+ c \int_{\mathbb{R}^d} \frac{((u - v)^i(x) - (u - v)^i(y)) (|\nabla|u(x) - |\nabla|u(y), u(x) - u(y))}{|x - y|^{d+1}} dy.
\]

We estimate the first term in (3.11). Applying first (A.1), for any small \( \sigma > 0 \), Sobolev embedding, Lemma 2.2 and then (A.6),

\[
\|H_{|\nabla|} ((u - v)^i, (u, |\nabla|u)) \|_{L^2(\mathbb{R}^d)} \lesssim \|\nabla|^{-\sigma} (u - v)\|_{L^{\frac{2d}{d-2\sigma}}(\mathbb{R}^d)} \|\nabla|^{\sigma} (u, |\nabla|u)\|_{L^{\frac{2d}{d}}(\mathbb{R}^d)}
\]

\[
\lesssim \|\nabla(u - v)\|_{L^2(\mathbb{R}^d)} \|\nabla\|_{L^2(\mathbb{R}^d)} \|\nabla^{\|\nabla|u\|_{L^2(\mathbb{R}^d)}^2}\|_{L^2(\mathbb{R}^d)}
\]

\[
(A.6)
\lesssim \|\nabla(u - v)\|_{L^2(\mathbb{R}^d)} \|\nabla\|_{L^2(\mathbb{R}^d)}^2.
\]

For the second term in (3.11), by (A.1),

\[
\|\nabla|u| H_{|\nabla|} ((u - v)^i, u) \|_{L^2(\mathbb{R}^d)} \lesssim \|\nabla|u|\|_{L^{2d}(\mathbb{R}^d)} \|H_{|\nabla|} ((u - v)^i, u) \|_{L^{\frac{2d}{d-2\sigma}}(\mathbb{R}^d)}
\]

\[
\lesssim \|\nabla|u|\|_{L^{2d}(\mathbb{R}^d)} \|\nabla|^{-\sigma} (u - v)\|_{L^{\frac{2d}{d-2\sigma}}(\mathbb{R}^d)} \|\nabla|^{\sigma} u\|_{L^{\frac{2d}{d-2\sigma}}(\mathbb{R}^d)}
\]

\[
\lesssim \|\nabla|u|\|_{L^{2d}(\mathbb{R}^d)} \|\nabla(u - v)\|_{L^2(\mathbb{R}^d)} \|\nabla\|_{L^2(\mathbb{R}^d)} \|\nabla\|_{L^{2d}(\mathbb{R}^d)}.
\]

For the last term in (3.11), using Lemma A.6 for \( \sigma, \theta > 0 \) such that \( \sigma + \theta < 1 \),

\[
\left\| \int_{\mathbb{R}^d} \frac{((u - v)^i(x) - (u - v)^i(y)) (|\nabla|u(x) - |\nabla|u(y)) \cdot (u(x) - u(y))}{|x - y|^{d+1}} dy \right\|_{L^2(\mathbb{R}^d, dx)} \lesssim \|\nabla|^{\sigma} (u - v)\|_{L^{\frac{2d}{d-2\sigma}}(\mathbb{R}^d)} \|\nabla|^{\theta} u\|_{L^{\frac{2d}{d-2\sigma}}(\mathbb{R}^d)} \|\nabla^{2-\sigma-\theta} u\|_{L^{\frac{2d}{d-2\sigma}}(\mathbb{R}^d)}
\]

\[
\lesssim \|\nabla(u - v)\|_{L^2(\mathbb{R}^d)} \|\nabla\|_{L^{2d}(\mathbb{R}^d)}^2,
\]

where we have set \( \alpha := 2 - \sigma - \theta \).

This conclude the estimate of the last term of (3.9). \( \square \)

In order to estimate the second term in (3.8) we observe that since \( u \) and \( v \) are both solutions to the half-wave equation (1.1) we have

\[
\partial_t (u - v) = u \wedge |\nabla|u - v \wedge |\nabla|v
\]

\[
= (u - v) \wedge |\nabla|u + v \wedge |\nabla|(u - v).
\]
Consequently, we split the estimate for the second term in (3.8)
\[
\int_{\mathbb{R}^d} (v \wedge (|\nabla|(u - v) \wedge |\nabla|u)) \cdot \partial_t (u - v)
\]
(3.12) \[= \int_{\mathbb{R}^d} v \wedge (|\nabla|(u - v) \wedge |\nabla|u) \cdot ((u - v) \wedge |\nabla|u) \]
\[+ \int_{\mathbb{R}^d} (v \wedge (|\nabla|(u - v) \wedge |\nabla|u)) \cdot (v \wedge |\nabla|(u - v)).\]

The first term in (3.12) can be estimated with Hölder and Sobolev inequality, Lemma 2.2.

Lemma 3.8. For \( d \geq 3 \) we have
\[
\left| \int_{\mathbb{R}^d} \langle v \wedge (|\nabla|(u - v) \wedge |\nabla|u), (u - v) \wedge |\nabla|u \rangle \right| \lesssim \|\nabla(v - u)\|_{L^2(\mathbb{R}^d)}^2 \|\nabla|u|\|_{L^{2d}(\mathbb{R}^d)}^2.
\]
Proof. We have
\[
\left| \int_{\mathbb{R}^d} \langle v \wedge (|\nabla|(u - v) \wedge |\nabla|u), (u - v) \wedge |\nabla|u \rangle \right| \\
\lesssim \|v\|_{L^\infty(\mathbb{R}^d)} \|\nabla(v - u)\|_{L^2(\mathbb{R}^d)} \|\nabla|u|\|_{L^{2d}(\mathbb{R}^d)} \|u - v\|_{L^{\frac{2d}{d-2}}(\mathbb{R}^d)} \|\nabla|u|\|_{L^{2d}(\mathbb{R}^d)}.
\]
We can conclude by Sobolev inequality, Lemma 2.2, observing also that \( |v| = 1 \). □

For the last term from (3.12) we establish what can be interpreted as a fractional version and extension of the trick (3.4) from [21].

Lemma 3.9. Let \( d \geq 3 \), \( |v| = |u| \equiv 1 \) then for \( \sigma \in [0, 1) \),
\[
\|\nabla|\sigma|\langle v \cdot |\nabla|(u - v) \rangle \|_{L^\frac{2d}{d-1+2\sigma}(\mathbb{R}^d)} \\
\lesssim \|\nabla(u - v)\|_{L^2(\mathbb{R}^d)} \left( \|\nabla|^{1+\sigma}|u\|_{L^\frac{2d}{2(1+\sigma)-1}(\mathbb{R}^d)} + \|\nabla|^{1+\sigma}|v\|_{L^\frac{2d}{2(1+\sigma)-1}(\mathbb{R}^d)} \right).
\]
Proof. Since \( |u| = |v| = 1 \),
\[
(u + v) \cdot (u - v) = |u|^2 - |v|^2 = 0.
\]
Consequently,
\[
(u + v) \cdot |\nabla|(u - v) = -(|\nabla|(u + v)) \cdot (u - v) - H|\nabla|((u + v), u - v).
\]
That is
\[
v \cdot |\nabla|(u - v) = -\frac{1}{2}(u - v) \cdot |\nabla|(u - v) + \frac{1}{2}(u + v) \cdot |\nabla|(u - v)
\]
\[= -\frac{1}{2}(u - v) \cdot |\nabla|(u - v) - \frac{1}{2} (|\nabla|(u + v) \cdot (u - v) + H|\nabla|((u + v), u - v)).
\]
In order to estimate \( |\nabla|\sigma\langle v \cdot |\nabla|(u - v) \rangle \) we use Lemma A.9.
We can conclude. □

The last term from (3.12) is estimated in the following

Lemma 3.10. For \( d \geq 3 \)
\[
\left| \int_{\mathbb{R}^d} (v \wedge (|\nabla|(u - v) \wedge |\nabla|u)) \cdot (v \wedge |\nabla|(u - v)) \right| \\
\lesssim \|\nabla(u - v)\|_{L^2(\mathbb{R}^d)}^2 \left( \|\nabla|v|\|_{L^{2d}(\mathbb{R}^d)}^2 + \|\nabla|u|\|_{L^{2d}(\mathbb{R}^d)}^2 \right).
\]
Proof. Recall the formula
\[(a \wedge b) \cdot (c \wedge d) = (a \cdot c)(b \cdot d) - (a \cdot d)(c \cdot b)\]
so in particular
\[(a \wedge b) \cdot (a \wedge d) = |a|^2(b \cdot d) - (a \cdot d)(a \cdot b).\]
For \(a := v, b = |\nabla|(u - v) \wedge |\nabla|u, d = |\nabla|(u - v)\) we observe that \(b \cdot d = 0\), so
\[(v \wedge (|\nabla|(u - v) \wedge |\nabla|u)) \cdot (v \wedge |\nabla|(u - v))
= \langle v, (|\nabla|(u - v) \wedge |\nabla|u) \rangle \langle v, |\nabla|(u - v) \rangle.\]
We combine this observation with the estimate of Lemma 3.9 for \(\sigma = 0\) and conclude
\[
\hat{R}_d \frac{1}{2} \langle v, (|\nabla|(u - v) \wedge |\nabla|u) \rangle \langle v, |\nabla|(u - v) \rangle \leq \langle \nabla, (|\nabla|(u - v) \wedge |\nabla|u) \rangle \cdot \partial_t (u - v).
\]
Using again the formula
\[a \wedge (b \wedge c) = b(c \cdot a) - c(a \cdot b)\]
we have
\[
(v \wedge (|\nabla|, v \wedge (|\nabla|(u - v))))^i
= \sum_{j=1}^3 (v^j (|\nabla|, v^j (|\nabla|(u - v)))^j - (|\nabla|, v^j (|\nabla|(u - v)^j)))
= \sum_{j=1}^3 v^j |\nabla|v^j |\nabla|(u - v)^j
- \sum_{j=1}^3 v^j |\nabla|v^j |\nabla|(u - v)^j
+ \sum_{j=1}^3 v^j H[|\nabla|v^j, |\nabla|(u - v)^j]
- \sum_{j=1}^3 v^j H[|\nabla|v^j, |\nabla|(u - v)^j].
\]
(3.13)
We estimate the first term in (3.13).
Lemma 3.11. For $d \geq 3$,

$$
\left\| \sum_{j=1}^{3} v^j |\nabla|v^j|\nabla|(u-v)^j) \right\|_{L^2(\mathbb{R}^d)} \\
\lesssim \left( \|\nabla|v\|^2_{L^2(\mathbb{R}^d)} + \|\nabla|u\|^2_{L^2(\mathbb{R}^d)} \right) \|\nabla(u-v)\|_{L^2(\mathbb{R}^d)},
$$

and in particular

$$
\left\| \sum_{i,j=1}^{3} \hat{R}^d v^j |\nabla|v^i|\nabla|(u-v)^j) \right\|_{L^2(\mathbb{R}^d)} \\
\lesssim \left( \|\nabla|v\|^2_{L^2(\mathbb{R}^d)} + \|\nabla|u\|^2_{L^2(\mathbb{R}^d)} \right) \left( \|\nabla(u-v)\|^2_{L^2(\mathbb{R}^d)} + \|\partial_t(u-v)\|^2_{L^2(\mathbb{R}^d)} \right) .
$$

Proof. By Lemma 3.9 for $\sigma = 0$

$$
\left\| \sum_{j=1}^{3} v^j |\nabla|v^j|\nabla|(u-v)^j) \right\|_{L^2(\mathbb{R}^d)} \\
\lesssim \|\nabla|v\|_{L^2(\mathbb{R}^d)} \|\nabla(v)\|_{L^2(\mathbb{R}^d)} \left( \|\nabla(u-v)\|^2_{L^2(\mathbb{R}^d)} + \|\nabla|v|\|_{L^2(\mathbb{R}^d)} \right) .
$$

We can conclude. \qed

We estimate the second term on the right-hand side of (3.13).

Lemma 3.12. For $d \geq 2$,

$$
\left\| \sum_{j=1}^{3} v^j |\nabla|v^j|\nabla|(u-v)^j) \right\|_{L^2(\mathbb{R}^d)} \\
\lesssim \left( \|\nabla|v\|^2_{L^2(\mathbb{R}^d)} + \|\nabla|u\|^2_{L^2(\mathbb{R}^d)} \right) \|\nabla(u-v)\|_{L^2(\mathbb{R}^d)} .
$$

In particular

$$
\sum_{i,j=1}^{3} \int_{\mathbb{R}^d} v^j |\nabla|v^i|\nabla|(u-v)^j) \partial_t(u-v)^j \\
\lesssim \|\nabla|v\|^2_{L^2(\mathbb{R}^d)} \|\nabla(u-v)\|_{L^2(\mathbb{R}^d)} \|\partial_t(u-v)\|_{L^2(\mathbb{R}^d)} .
$$

Proof. By (A.7) we have

$$
\|v \cdot |\nabla|v\|_{L^\infty(\mathbb{R}^d)} \lesssim \|\nabla|v\|^2_{L^2(\mathbb{R}^d)}
$$

which readily implies the claim by Hölder’s inequality. \qed

We estimate the third term on the right-hand side of (3.13).

Lemma 3.13. For any $\alpha \in (1, d + \frac{1}{2})$, $d \geq 2$

$$
\left\| \sum_{j=1}^{3} v^j H|\nabla|(v^j, |\nabla|(u-v)^j) \right\|_{L^2(\mathbb{R}^d)} \\
\lesssim \|\nabla(u-v)\|_{L^2(\mathbb{R}^d)} \|\nabla|^\alpha|v\|^2_{L^{2\alpha-1}(\mathbb{R}^d)} .
$$
In particular we have
\[
\left| \int_{\mathbb{R}^d} \sum_{i,j=1}^3 v^j H[\nabla](v^i, |\nabla|(u-v)^j) \partial_t(u-v)^i \right| \\
\lesssim \left( \|\nabla(u-v)\|_{L^2(\mathbb{R}^d)}^2 + \|
abla_t(u-v)\|_{L^2(\mathbb{R}^d)}^2 \right) \|\nabla|\alpha v\|_{L^{2d/(d+2\sigma)}(\mathbb{R}^d)}^2.
\]

Proof. We use Lemma A.1 and have
\[
H[\nabla](v^i, |\nabla|(u-v)^j)(x) = \int_{\mathbb{R}^d} \frac{(v^i(x) - v^i(y)) \left( |\nabla|(u-v)^j(x) - |\nabla|(u-v)^j(y) \right)}{|x-y|^{d+1}} dy.
\]
Thus,
\[
\begin{aligned}
\sum_{j=1}^3 v^j(x) H[\nabla](v^i, |\nabla|(u-v)^j)(x) \\
= c \int_{\mathbb{R}^d} \frac{(v^i(x) - v^i(y)) \left( \langle v(x), |\nabla|(u-v)(x) \rangle - \langle v(x), |\nabla|(u-v)(y) \rangle \right)}{|x-y|^{d+1}} dy \\
= c \int_{\mathbb{R}^d} \frac{(v^i(x) - v^i(y)) \left( \langle v(x), |\nabla|(u-v)(x) \rangle - \langle v(y), |\nabla|(u-v)(y) \rangle \right)}{|x-y|^{d+1}} dy \\
& - c \int_{\mathbb{R}^d} \frac{(v^i(x) - v^i(y)) \langle v(x) - v(y), |\nabla|(u-v)(y) \rangle}{|x-y|^{d+1}} dy \\
= & H[\nabla](v^i, \langle v, |\nabla|(u-v) \rangle)(x) \\
& - c \int_{\mathbb{R}^d} \frac{(v^i(x) - v^i(y)) \langle v(x) - v(y), |\nabla|(u-v)(y) \rangle}{|x-y|^{d+1}} dy.
\end{aligned}
\]

The first term can we estimate with the help of Lemma A.9 for any small \(\sigma \in (0, \frac{1}{2})\)

\[
\sum_{j=1}^3 v^j(x) H[\nabla](v^i, |\nabla|(u-v)^j)(x) \lesssim \|H[\nabla](v^i, \langle v, |\nabla|(u-v) \rangle)\|_{L^2(\mathbb{R}^d)} \\
\lesssim \|\nabla|^{-1-\sigma} v^i\|_{L^{2d/(d+2\sigma)}(\mathbb{R}^d)} \|\nabla|^{\sigma} \langle v, |\nabla|(u-v) \rangle\|_{L^{2d/(d+2\sigma)}(\mathbb{R}^d)} \\
\lesssim \|\nabla|^{\sigma} \langle v, |\nabla|(u-v) \rangle\|_{L^{2d/(d+2\sigma)}(\mathbb{R}^d)} \cdot \left( \|\nabla|^{1+\sigma} u\|_{L^{2d/(d(1+\sigma)+1)}(\mathbb{R}^d)} + \|\nabla|^{1+\sigma} v\|_{L^{2d/(d(1+\sigma)+1)}(\mathbb{R}^d)} \right).
\]

For \(\alpha \geq 1 + \sigma\) this gives the correct estimate.

For the second term we can estimate with the help of Lemma A.7. Taking there \(\alpha_1 = \alpha_2 = \frac{1+\beta}{2}\) for any small \(\beta \in (0,1)\), and \(p_1 = p_2 = \frac{2d}{\beta}, p_3 = \frac{2d}{d-2\beta}\) we have \(\frac{dp_3}{d+\beta p_3} = 2\), and thus

\[
\left( \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} \frac{(v^i(x) - v^i(y)) \langle v(x) - v(y), |\nabla|(u-v)(y) \rangle}{|x-y|^{d+1}} dy \right) dx \right)^{\frac{1}{2}} \\
\lesssim \|\nabla|^{\frac{\alpha}{2}} v^i\|_{L^{2d/(d+2\sigma)}(\mathbb{R}^d)} \|\nabla|^{\frac{\alpha}{2}} v\|_{L^{2d/(d(1+\sigma)+1)}(\mathbb{R}^d)} \|\nabla|(u-v)\|_{L^2(\mathbb{R}^d)} \\
\lesssim \|\nabla|^{\frac{\alpha}{2}} \langle v, |\nabla|(u-v) \rangle\|_{L^{2d/(d(1+\sigma)+1)}(\mathbb{R}^d)} \|\nabla|^{\frac{\alpha}{2}} v\|_{L^{2d/(d(1+\sigma)+1)}(\mathbb{R}^d)} \|\nabla|(u-v)\|_{L^2(\mathbb{R}^d)}.
\]

We can conclude. \(\square\)
From the terms in (3.13) it remains to understand the last one. For this we use the half-wave equation of \( u \) and \( v \), (1.1), to write

\[
\int_{\mathbb{R}^d} \sum_{i,j=1}^3 v^j H_{|\nabla|^i} (v^j, |\nabla|(u-v)^i) \partial_t(u-v)^i
\]

\[
(3.14) = \int_{\mathbb{R}^d} \sum_{i,j=1}^3 v^j H_{|\nabla|^i} (v^j, |\nabla|(u-v)^i) \left((u-v) \wedge |\nabla| u^i\right)
\]

\[
+ \int_{\mathbb{R}^d} \sum_{i,j=1}^3 v^j H_{|\nabla|^i} (v^j, |\nabla|(u-v)^i) \left(v \wedge |\nabla| (u-v)^i\right).
\]

In order to estimate the first term on the right-hand side of (3.14) we first establish the following.

Denote with \( \mathcal{J}_\sigma \equiv |\nabla|^{-\sigma} \) the Riesz potential, then we have the following estimate. Observe the power of \( |\nabla| \) from the terms in (3.13) it remains to understand the last one. For this we use (3.14).

Let \( \sigma \in (0,1) \), and \( d \geq 2 \), then

\[
\| \sum_{j=1}^3 \mathcal{J}_\sigma \left(v^j H_{|\nabla|^i} (v^j, |\nabla|(u-v)^i)\right) \|_{L^{\frac{d+2}{d+1}}(\mathbb{R}^d)} \leq \| \nabla (u-v) \|_{L^{2}(\mathbb{R}^d)} \| \nabla v \|_{L^{2d}(\mathbb{R}^d)}.
\]

Proof. The main problem we need to solve is that the term \( |\nabla|(u-v)^i \) cannot afford any more derivatives. The idea is to factor out \( |\nabla|^\sigma \) derivatives from this term and absorb it into \( \mathcal{J}_\sigma \) — up to several error terms.

We observe first the following algebraic identity,

\[
H_{|\nabla|^i} (a, |\nabla| b)
= - H_{|\nabla|^i} (|\nabla|^\sigma a, b)
+ |\nabla|^\sigma H_{|\nabla|^i} (a, b)
- |\nabla| H_{|\nabla|^\sigma} (a, b) + H_{|\nabla|^\sigma} (|\nabla| a, b) + H_{|\nabla|^\sigma} (a, |\nabla| b).
\]

The last term is a double Leibniz type commutator, which we are going to name

\[
\tilde{H}_{|\nabla|^\sigma} (a, b) := |\nabla| H_{|\nabla|^\sigma} (a, b) - H_{|\nabla|^\sigma} (|\nabla| a, b) - H_{|\nabla|^\sigma} (a, |\nabla| b).
\]

We apply the above identity to \( a := v^j, b := |\nabla|^{1-\sigma} (u-v)^i \). Using Sobolev inequality, Lemma 2.2, we find

\[
\| \sum_{j=1}^3 \mathcal{J}_\sigma \left(v^j H_{|\nabla|^i} (v^j, |\nabla|(u-v)^i)\right) \|_{L^{\frac{d+2}{d+1}}(\mathbb{R}^d)} \leq \| \sum_{j=1}^3 \left(v^j H_{|\nabla|^i} (|\nabla|^\sigma v^j, |\nabla|^{1-\sigma} (u-v)^i)\right) \|_{L^{\frac{d+2}{d+1}}(\mathbb{R}^d)}
\]

\[
+ \| \sum_{j=1}^3 \mathcal{J}_\sigma \left(v^j |\nabla|^\sigma H_{|\nabla|^i} (v^j, |\nabla|^{1-\sigma} (u-v)^i)\right) \|_{L^{\frac{d+2}{d+1}}(\mathbb{R}^d)}
\]

\[
+ \| \sum_{j=1}^3 \left(v^j \tilde{H}_{|\nabla|^\sigma} (v^j, |\nabla|^{1-\sigma} (u-v)^i)\right) \|_{L^{\frac{d+2}{d+1}}(\mathbb{R}^d)}.
\]
The middle term on the right-hand side can be treated further, using that $\mathcal{I}_\sigma |\nabla|^\sigma f = f$, and using Sobolev inequality, Lemma 2.2, we have
\[
\begin{align*}
&\left\| \sum_{j=1}^{3} \mathcal{I}_\sigma \left( v^j |\nabla|^\sigma H_{|\nabla|} (v^j, |\nabla|^{1-\sigma} (u-v)^i) \right) \right\|_{L^{\frac{2d}{d+1-2\sigma}}} (\mathbb{R}^d) \\
\leq &\left\| \sum_{j=1}^{3} v^j H_{|\nabla|} (v^j, |\nabla|^{1-\sigma} (u-v)^i) \right\|_{L^{\frac{2d}{d+1-2\sigma}}} (\mathbb{R}^d) \\
+ &\left\| \sum_{j=1}^{3} |\nabla|^\sigma v^j H_{|\nabla|} (v^j, |\nabla|^{1-\sigma} (u-v)^i) \right\|_{L^{\frac{2d}{d+1}}} (\mathbb{R}^d) \\
+ &\left\| \sum_{j=1}^{3} \mathcal{I}_\sigma H_{|\nabla|^\sigma} \left( v^j, H_{|\nabla|} (v^j, |\nabla|^{1-\sigma} (u-v)^i) \right) \right\|_{L^{\frac{2d}{d+1-2\sigma}}} (\mathbb{R}^d),
\end{align*}
\]

where
\[
(3.15)
H_{|\nabla|^\sigma} (f, g) := f |\nabla|^\sigma g - |\nabla|^\sigma fg - |\nabla|^\sigma (fg)
\]
is the formal adjoint to $H_{|\nabla|^\sigma}$ (see the estimate of this term below). In summary, we have
\[
\begin{align*}
&\left\| \sum_{j=1}^{3} \mathcal{I}_\sigma \left( v^j H_{|\nabla|} (v^j, |\nabla| (u-v)^i) \right) \right\|_{L^{\frac{2d}{d+1-2\sigma}}} (\mathbb{R}^d) \\
\leq &\left\| \sum_{j=1}^{3} (v^j H_{|\nabla|} (|\nabla|^\sigma v^j, |\nabla|^{1-\sigma} (u-v)^i) \right\|_{L^{\frac{2d}{d+1}}} (\mathbb{R}^d) \\
+ &\left\| \sum_{j=1}^{3} v^j H_{|\nabla|} (v^j, |\nabla|^{1-\sigma} (u-v)^i) \right\|_{L^{\frac{2d}{d+1-2\sigma}}} (\mathbb{R}^d) \\
+ &\left\| \sum_{j=1}^{3} |\nabla|^\sigma v^j H_{|\nabla|} (v^j, |\nabla|^{1-\sigma} (u-v)^i) \right\|_{L^{\frac{2d}{d+1}}} (\mathbb{R}^d) \\
+ &\left\| \sum_{j=1}^{3} \mathcal{I}_\sigma \left( v^j H_{|\nabla|} (v^j, |\nabla|^{1-\sigma} (u-v)^i) \right) \right\|_{L^{\frac{2d}{d+1-2\sigma}}} (\mathbb{R}^d),
\end{align*}
\]

We treat first and second term in (3.16) at the same time. Namely for $\alpha \in \{0, \sigma\}$ we discuss
\[
\begin{align*}
&\left\| \sum_{j=1}^{3} \left( v^j H_{|\nabla|} (|\nabla|^\alpha v^j, |\nabla|^{1-\sigma} (u-v)^i) \right) \right\|_{L^{\frac{2d}{d+1-2(\sigma-\alpha)}}} (\mathbb{R}^d).
\end{align*}
\]
We observe by Lemma A.1 for any \( x \in \mathbb{R}^d \)

\[
\sum_{j=1}^{3} v^j(x) H_{\nabla | \nabla^\alpha v^j, | \nabla|^{1-\sigma} (u-v)^i}(x) = c \int_{\mathbb{R}^d} \frac{(|\nabla|^\alpha v^j(x) - |\nabla|^\alpha v^j(y)) \left( |\nabla|^{1-\sigma} (u-v)^i(x) - |\nabla|^{1-\sigma} (u-v)^i(y) \right)}{|x-y|^{d+1}} dy
\]

\[
= c \int_{\mathbb{R}^d} \frac{(|\nabla|^\alpha v^j(x) - |\nabla|^\alpha v^j(y)) \left( |\nabla|^{1-\sigma} (u-v)^i(x) - |\nabla|^{1-\sigma} (u-v)^i(y) \right)}{|x-y|^{d+1}} dy
\]

\[
+ c \sum_{j=1}^{3} \int_{\mathbb{R}^d} |\nabla|^\alpha v^j(x) \left( v^j(x) - v^j(y) \right) \left( |\nabla|^{1-\sigma} (u-v)^i(x) - |\nabla|^{1-\sigma} (u-v)^i(y) \right) \frac{|x-y|^{d+1}}{|x-y|^{d+1}} dy
\]

\[
- c \sum_{j=1}^{3} \int_{\mathbb{R}^d} \left( |\nabla|^\alpha v^j(x) - |\nabla|^\alpha v^j(y) \right) \left( v^j(x) - v^j(y) \right) \left( |\nabla|^{1-\sigma} (u-v)^i(x) - |\nabla|^{1-\sigma} (u-v)^i(y) \right) \frac{|x-y|^{d+1}}{|x-y|^{d+1}} dy.
\]

That is, again using Lemma A.1

\[
(3.17)
\]

\[
\sum_{j=1}^{3} v^j(x) H_{\nabla | \nabla^\alpha v^j, | \nabla|^{1-\sigma} (u-v)^i}(x) \leq |H_{\nabla | \nabla^\alpha v^j, | \nabla|^{1-\sigma} (u-v)^i}|
\]

\[
+ \max_j \left( |\nabla|^\alpha v^j \right) \left| H_{\nabla | \nabla^\alpha v^j, | \nabla|^{1-\sigma} (u-v)^i} \right| + \int \frac{|\nabla|^\alpha v^j(x) - |\nabla|^\alpha v^j(y)| |v^j(x) - v^j(y)| |\nabla|^{1-\sigma} (u-v)^i(x) - |\nabla|^{1-\sigma} (u-v)^i(y)|}{|x-y|^{d+1}} dy.
\]

If \( \alpha = 0 \) the first term in (3.17) is zero. Otherwise we have \( \alpha = \sigma \) and applying twice Leibniz rule estimates,

\[
\|H_{\nabla | \nabla^\alpha v^j, | \nabla|^{1-\sigma} (u-v)^i}\|_{L^\frac{2d}{d+1}(\mathbb{R}^d)}
\]

\[
\|H_{\nabla | \nabla^\alpha v^j, | \nabla|^{1-\sigma} (u-v)^i}\|_{L^\frac{2d}{d+1}(\mathbb{R}^d)} \leq \left| |\nabla|^{1-\sigma} (v, \nabla^\alpha v) \right|_{L^\frac{2d}{d+1}(\mathbb{R}^d)} \left| |\nabla|^{1-\sigma} (u-v)^i \right|_{L^2(\mathbb{R}^d)}
\]

\[
\|\nabla|^{1-\sigma} H_{\nabla | \nabla^\alpha v^j, \nabla^\alpha v} \|_{L^\frac{2d}{d+1}(\mathbb{R}^d)} \left| |\nabla|^{1-\sigma} (u-v)^i \right|_{L^2(\mathbb{R}^d)}
\]

\[
\|\nabla|^{1-\sigma} \nabla^\alpha v \|_{L^\frac{2d}{d+1}(\mathbb{R}^d)} \left| |\nabla|^{1-\sigma} (u-v)^i \right|_{L^2(\mathbb{R}^d)}
\]

For sufficiently small \( \sigma > 0 \) we can apply Gagliardo-Nirenberg inequality, Lemma 2.3 and obtain

\[
\|\nabla|^{1-\sigma} \nabla^\alpha v \|_{L^\frac{2d}{d+1}(\mathbb{R}^d)} \left| |\nabla|^{1-\sigma} (u-v)^i \right|_{L^2(\mathbb{R}^d)} \leq \|v\|_{L^\infty(\mathbb{R}^d)} \left| |\nabla|^{1-\sigma} (u-v)^i \right|_{L^2(\mathbb{R}^d)}.
\]

This settles the first term in (3.17).
For the second term in (3.17) we estimate if $\alpha = 0$,

$$\max_j \| \nabla^\sigma v^j \|_{H[\nabla]} \left( v^j, \| \nabla \nabla^\sigma (u - v)^i \|_{L^{2\delta + 2\sigma - \beta} (\mathbb{R}^d)} \right)$$

$$\lesssim \max_j \| v^j \|_{L^\infty (\mathbb{R}^d)} \| H[\nabla] \left( v^j, \| \nabla \nabla^\sigma (u - v)^i \|_{L^{\infty + 1 - 2\sigma} (\mathbb{R}^d)} \right)$$

$$\lesssim \max_j \| v^j \|_{L^{\infty} (\mathbb{R}^d)} \| \nabla \nabla^\sigma v^j \|_{L^{\frac{2\delta}{1 - 2\sigma}} (\mathbb{R}^d)} \| \nabla \nabla^\sigma (u - v)^i \|_{L^2 (\mathbb{R}^d)}$$

In the last line we used Sobolev inequality, Lemma 2.2. If $\alpha = \sigma$ we adapt this slightly,

$$\max_j \| \nabla^\sigma v^j \|_{H[\nabla]} \left( v^j, \| \nabla \nabla^\sigma (u - v)^i \|_{L^{\infty + 1 - 2\sigma} (\mathbb{R}^d)} \right)$$

$$\lesssim \max_j \| \nabla^\sigma v^j \|_{L^{\frac{2\delta}{\alpha + 1 - 2\sigma}} (\mathbb{R}^d)} \| H[\nabla] \left( v^j, \| \nabla \nabla^\sigma (u - v)^i \|_{L^{\infty + 1 - 2\sigma} (\mathbb{R}^d)} \right)$$

$$\lesssim \max_j \| \nabla^\sigma v^j \|_{L^{\frac{2\delta}{\alpha + 1 - 2\sigma}} (\mathbb{R}^d)} \| \nabla \nabla^\sigma v^j \|_{L^{\frac{2\delta}{1 - 2\sigma}} (\mathbb{R}^d)} \| \nabla \nabla^\sigma (u - v)^i \|_{L^2 (\mathbb{R}^d)}$$

In the last line we used Gagliardo-Nirenberg inequality, Lemma 2.3. This provides the desired estimate for the second term in (3.17).

For the third term in (3.17) we use Lemma A.6 (observe that all $p_i \geq 2$, so (A.4) is trivially satisfied).

If $\alpha = 0$, we instead use Lemma A.5

$$\left\| \int_{\mathbb{R}^d} \frac{|v(x) - v(y)| |v(x) - v(y)| \| \nabla^{1-\sigma} (u - v)^i (x) - \nabla^{1-\sigma} (u - v)^i (y) \|}{|x-y|^{d+1}} dy \right\|_{L^{2\delta + 2\sigma - \beta} (\mathbb{R}^d)}$$

$$\lesssim \|v\|_{L^{\infty} (\mathbb{R}^d)} \left\| \int_{\mathbb{R}^d} \frac{|v(x) - v(y)| \| \nabla^{1-\sigma} (u - v)^i (x) - \nabla^{1-\sigma} (u - v)^i (y) \|}{|x-y|^{d+1}} dy \right\|_{L^{\infty + 1 - 2\sigma} (\mathbb{R}^d)}$$

$$\lesssim \|v\|_{L^{\infty} (\mathbb{R}^d)} \| \nabla \nabla^\sigma v \|_{L^{\frac{2\delta}{1 - 2\sigma}} (\mathbb{R}^d)} \| \nabla \nabla^\sigma (u - v)^i \|_{L^2 (\mathbb{R}^d)}$$

$$\lesssim \|v\|_{L^{\infty} (\mathbb{R}^d)} \| \nabla \nabla^\sigma v \|_{L^{2\delta} (\mathbb{R}^d)} \| \nabla \nabla^\sigma (u - v)^i \|_{L^2 (\mathbb{R}^d)}$$

If $\alpha = \sigma$,

$$\left\| \int_{\mathbb{R}^d} \frac{|\nabla^\sigma v(x) - |\nabla^\sigma v(y)| |v(x) - v(y)| \| \nabla^{1-\sigma} (u - v)^i (x) - \nabla^{1-\sigma} (u - v)^i (y) \|}{|x-y|^{d+1}} dy \right\|_{L^{\frac{2\delta}{\alpha + 1 - 2\sigma}} (\mathbb{R}^d)}$$

$$\lesssim \| \nabla^{2\sigma} v \|_{L^{\frac{2\delta}{\alpha + 1 - 2\sigma}} (\mathbb{R}^d)} \| \nabla^{1-2\sigma} v \|_{L^{\frac{2\delta}{1 - 2\sigma}} (\mathbb{R}^d)} \| \nabla \nabla^\sigma (u - v)^i \|_{L^2 (\mathbb{R}^d)}$$

$$\lesssim \|v\|_{L^{\infty} (\mathbb{R}^d)} \| \nabla \nabla^\sigma v \|_{L^{2\delta} (\mathbb{R}^d)} \| \nabla \nabla^\sigma (u - v)^i \|_{L^2 (\mathbb{R}^d)}$$

This provides the desired estimates for the terms in (3.17), i.e. the estimates for first and second term in (3.16).

The third term in (3.16), has already been estimated in (3.18).
The fourth term in (3.16) we treat by duality. Namely, for some \( \psi \in C_c^\infty(\mathbb{R}^d) \), \( \|\psi\|_{L^{\frac{2d}{2d-\sigma}}(\mathbb{R}^d)} \leq 1 \) we have, using also integration by parts, and for some \( \gamma < \sigma \),

\[
\|\mathcal{F}_\sigma H^*_{\nabla|\cdot|}(v^j, H_{\nabla|\cdot|}(v^j, |\nabla|^{1-\sigma}(u-v)^i))\|_{L^{\frac{2d}{2d-1-\sigma}}(\mathbb{R}^d)} 
\lesssim \int_{\mathbb{R}^d} H^*_{\nabla|\cdot|}(v^j, H_{\nabla|\cdot|}(v^j, |\nabla|^{1-\sigma}(u-v)^i)) \mathcal{F}_\sigma \psi
\]

(3.15)

we have, using also integration by parts, and for some \( \gamma < \sigma \),

\[
\|\mathcal{F}_\sigma H^*_{\nabla|\cdot|}(v^j, H_{\nabla|\cdot|}(v^j, |\nabla|^{1-\sigma}(u-v)^i))\|_{L^{\frac{2d}{2d-1-\sigma}}(\mathbb{R}^d)} 
\lesssim \int_{\mathbb{R}^d} H^*_{\nabla|\cdot|}(v^j, H_{\nabla|\cdot|}(v^j, |\nabla|^{1-\sigma}(u-v)^i)) \mathcal{F}_\sigma \psi
\]

The last term in (3.16) we estimate via Lemma A.4

\[
\|\sum_{j=1}^{3} (v^j H_{\nabla|\cdot|}(v^j, |\nabla|^{1-\sigma}(u-v)^i))\|_{L^{\frac{2d}{2d+1}}(\mathbb{R}^d)} 
\lesssim \max_{j=1,2,3} \|v^j\|_{L^{\infty}(\mathbb{R}^d)} \||\nabla|v^j\|_{L^{2d}(\mathbb{R}^d)} \|||\nabla|(u-v)^i\|_{L^2(\mathbb{R}^d)}.
\]

This provides the desired estimates for all terms on the right-hand side of (3.16), and we can conclude.

Lemma 3.14 implies control over the first term on the right-hand side of (3.14).

Lemma 3.15. For any \( \alpha > 0, d \geq 3 \) we have

\[
\left| \int_{\mathbb{R}^d} \left( \sum_{j=1}^{3} (v^j H_{\nabla|\cdot|}(v^j, (|\nabla|(u-v)^j)) - v^j H_{\nabla|\cdot|}(v^j, (|\nabla|(u-v)^j)))) , (u-v) \wedge |\nabla|v \right) \right| 
\lesssim \|\nabla(u-v)\|_{L^2(\mathbb{R}^d)}^2 \||\nabla|^\alpha v\|_{L^{\frac{2d}{2d-\alpha}}(\mathbb{R}^d)}^2.
\]
Proof. For any $\sigma > 0$ we may write, using e.g. the Fourier transform to justify this “integration by parts”,

\[
\left| \int_{\mathbb{R}^d} \sum_{i,j=1}^{3} v^j H_{|\nabla|}(v^j, |\nabla|(u - v)^i) \left( (u - v) \wedge |\nabla|u \right)^i \right|
\]

\[
= \left| \int_{\mathbb{R}^d} \sum_{i,j=1}^{3} \mathcal{F}_\sigma \left( v^j H_{|\nabla|}(v^j, |\nabla|(u - v)^i) \right) |\nabla|^\sigma \left( (u - v) \wedge |\nabla|u \right)^i \right|
\]

\[
\lesssim \max_{j,i} \left\| \mathcal{F}_\sigma \left( v^j H_{|\nabla|}(v^j, |\nabla|(u - v)^i) \right) \right\|_{L^{\frac{2d}{n+2\sigma}}(\mathbb{R}^d)}
\cdot \left\| |\nabla|^\sigma \left( (u - v) \wedge |\nabla|u \right)^i \right\|_{L^{\frac{2d}{n+2\sigma}}(\mathbb{R}^d)}
\]

\[
\lesssim \|\nabla(u - v)\|_{L^2(\mathbb{R}^d)} \|\nabla\|_{L^2(\mathbb{R}^d)} \|\nabla|^\sigma \left( (u - v) \wedge |\nabla|u \right)^i \|_{L^{\frac{2d}{n+2\sigma}}(\mathbb{R}^d)}.
\]

On the other hand, by Lemma A.9 we have

\[
\|\nabla|^\sigma \left( (u - v) \wedge |\nabla|v \right) \|_{L^{\frac{2d}{n+2\sigma}}(\mathbb{R}^d)} \lesssim \|\nabla(u - v)\|_{L^2(\mathbb{R}^d)} \|\nabla|^{1+\sigma}v\|_{L^{\frac{2d}{n+2\sigma+1}}(\mathbb{R}^d)}.
\]

Combining the above estimates, we have shown

\[
\left| \int_{\mathbb{R}^d} \left( \sum_{j=1}^{3} \left( v^j H_{|\nabla|}(v^j, |\nabla|(u - v)^j) - v^j H_{|\nabla|}(v^j, |\nabla|(u - v)^i) \right) , (u - v) \wedge |\nabla|v \right) \right|
\]

\[
\lesssim \|\nabla(u - v)\|_{L^2(\mathbb{R}^d)}^2 \|\nabla\|_{L^2(\mathbb{R}^d)} \|\nabla|^\sigma \left( (u - v) \wedge |\nabla|u \right)^i \|_{L^{\frac{2d}{n+2\sigma}}(\mathbb{R}^d)}.
\]

This holds for any small $\sigma > 0$, so setting $\alpha := 1 + \sigma$ we can conclude. \(\square\)

The very last term to estimate is the last term on the right-hand side of (3.14)

\[
\sum_{i,j=1}^{3} \int_{\mathbb{R}^d} v^j H_{|\nabla|}(v^j, |\nabla|(u - v)^i) \left( v \wedge |\nabla|(u - v)^i \right).
\]

This last needed estimate is given in

Lemma 3.16. For $d \geq 2$,

\[
\left| \sum_{i,j=1}^{3} \int_{\mathbb{R}^d} v^j H_{|\nabla|}(v^j, |\nabla|(u - v)^i) \left( v \wedge |\nabla|(u - v)^i \right) \right|
\]

\[
\lesssim \|\nabla(u - v)\|_{L^2(\mathbb{R}^d)}^2 \|\nabla\|_{L^2(\mathbb{R}^d)}^2.
\]

Proof. We can write the term under consideration as a determinant using the well-known formula

\[
a \cdot (b \wedge c) = \det(a \mid b \mid c).
\]
Applying this to \( \mathbf{a} = \sum_{j=1}^{3} v^j H|\nabla|(v^j, |\nabla|(u-v)) \), \( \mathbf{b} = v \) and \( \mathbf{c} = |\nabla|(u-v, u-v) \), we can make the algebraic reformulation

\[
\sum_{i,j=1}^{3} \int_{\mathbb{R}^d} v^j H|\nabla|(v^j, |\nabla|(u-v)) (v \wedge |\nabla|(u-v))
\]

\[
= \int_{\mathbb{R}^d} \det \left( \sum_{j=1}^{3} v^j H|\nabla|(v^j, |\nabla|(u-v)) | v | |\nabla|(u-v) \right)
\]

\[
= -\frac{1}{2} \int_{\mathbb{R}^d} \det \left( \sum_{j=1}^{3} v^j |\nabla|(v^j, |\nabla|(u-v)) | v | |\nabla|(u-v) \right)
\]

Now we use that the determinant with two collinear columns is zero, and expanding \( H|\nabla| \) we find

\[
\sum_{i,j=1}^{3} \int_{\mathbb{R}^d} v^j H|\nabla|(v^j, |\nabla|(u-v)) (v \wedge |\nabla|(u-v))
\]

\[
= -\frac{1}{2} \int_{\mathbb{R}^d} \det \left( \sum_{j=1}^{3} v^j |\nabla|(v^j, |\nabla|(u-v)) | v | |\nabla|(u-v) \right)
\]

\[
+ \frac{1}{2} \int_{\mathbb{R}^d} \det \left( |\nabla|(u-v) | \sum_{j=1}^{3} v^j |\nabla|(v^j, |\nabla|(u-v)) | v | |\nabla|(u-v) \right)
\]

\[
\|v\|^2 = -\frac{1}{2} \int_{\mathbb{R}^d} \det \left( \sum_{j=1}^{3} v^j |\nabla|(v^j, |\nabla|(u-v)) | v | |\nabla|(u-v) \right)
\]

\[
+ \frac{1}{2} \int_{\mathbb{R}^d} \det \left( |\nabla|(u-v) | \sum_{j=1}^{3} v^j |\nabla|(v^j, |\nabla|(u-v)) | v | |\nabla|(u-v) \right)
\]

\[
= -\frac{1}{2} \int_{\mathbb{R}^d} \det \left( \sum_{j=1}^{3} v^j |\nabla|(v^j, |\nabla|(u-v)) | |\nabla|(u-v) \right)
\]

\[
+ \frac{1}{2} \int_{\mathbb{R}^d} \det \left( (|\nabla||\nabla|(v^j, |\nabla|(u-v)) | v \right)
\]

\[
+ \frac{1}{2} \int_{\mathbb{R}^d} \det \left( |\nabla|(u-v) | \sum_{j=1}^{3} v^j |\nabla|(v^j, |\nabla|(u-v)) | v | |\nabla|(u-v) \right)
\]
To study cancellation via an integration by parts, it is simpler to expand the determinant as a sum. Denote by $\epsilon_{k\ell m} \in \{-1, 0, 1\}$ the Levi-Civita tensor. We obtain

$$-rac{1}{2} \sum_{k,\ell,m=1}^{3} \epsilon_{k\ell m} \int_{\mathbb{R}^d} \sum_{j=1}^{3} v^j |\nabla| \left( v^j |\nabla| (u-v)^k \right) |\nabla| (u-v)^\ell v^m$$

$$+ \frac{1}{2} \sum_{k,\ell,m=1}^{3} \epsilon_{k\ell m} \int_{\mathbb{R}^d} |\nabla| |\nabla| (u-v)^k |\nabla| (u-v)^\ell v^m$$

$$+ \frac{1}{2} \sum_{k,\ell,m=1}^{3} \epsilon_{k\ell m} \int_{\mathbb{R}^d} |\nabla| (u-v)^k \left( 3 \sum_{j=1}^{3} v^j |\nabla| \left( v^j |\nabla| (u-v)^\ell \right) - |\nabla| |\nabla| (u-v)^\ell \right) v^m$$

and perform an integration by parts to factor out the term $|\nabla|(u-v)^k$,

$$= - \frac{1}{2} \sum_{k,\ell,m=1}^{3} \epsilon_{k\ell m} \int_{\mathbb{R}^d} |\nabla| (u-v)^k \left( 3 \sum_{j=1}^{3} v^j |\nabla| \left( v^j |\nabla| (u-v)^\ell \right) v^m \right)$$

$$+ \frac{1}{2} \sum_{k,\ell,m=1}^{3} \epsilon_{k\ell m} \int_{\mathbb{R}^d} |\nabla| (u-v)^k |\nabla| \left( |\nabla| (u-v)^\ell v^m \right)$$

$$+ \frac{1}{2} \sum_{k,\ell,m=1}^{3} \epsilon_{k\ell m} \int_{\mathbb{R}^d} |\nabla| (u-v)^k \left( 3 \sum_{j=1}^{3} v^j |\nabla| \left( v^j |\nabla| (u-v)^\ell \right) - |\nabla| |\nabla| (u-v)^\ell \right) v^m$$

which we regroup into

$$= - \frac{1}{2} \sum_{k,\ell,m=1}^{3} \epsilon_{k\ell m} \int_{\mathbb{R}^d} |\nabla| (u-v)^k \left( 3 \sum_{j=1}^{3} v^j |\nabla| \left( v^j |\nabla| (u-v)^\ell \right) v^m \right)$$

$$- \frac{1}{2} \sum_{k,\ell,m=1}^{3} \epsilon_{k\ell m} \int_{\mathbb{R}^d} |\nabla| (u-v)^k \left( 3 \sum_{j=1}^{3} v^j |\nabla| \left( v^j |\nabla| (u-v)^\ell \right) - |\nabla| |\nabla| (u-v)^\ell \right) v^m$$

$$+ \frac{1}{2} \sum_{k,\ell,m=1}^{3} \epsilon_{k\ell m} \int_{\mathbb{R}^d} |\nabla| (u-v)^k \left( |\nabla| \left( |\nabla| (u-v)^\ell v^m \right) - |\nabla| \left( |\nabla| (u-v)^\ell \right) v^m \right).$$

Setting $\Gamma := |\nabla|(u-v)$ this becomes we have

$$= - \frac{1}{2} \sum_{k,\ell,m=1}^{3} \epsilon_{k\ell m} \int_{\mathbb{R}^d} \Gamma^k \left( 3 \sum_{j=1}^{3} v^j |\nabla| \left( v^j \Gamma^\ell v^m \right) - \sum_{j=1}^{3} v^j |\nabla| \left( v^j \Gamma^\ell \right) v^m \right)$$

$$+ \frac{1}{2} \sum_{k,\ell,m=1}^{3} \epsilon_{k\ell m} \int_{\mathbb{R}^d} \Gamma^k \left( |\nabla| \left( \Gamma^\ell v^m \right) - |\nabla| \Gamma^\ell v^m \right)$$

$$= - \frac{1}{2} \sum_{k,\ell,m=1}^{3} \epsilon_{k\ell m} \int_{\mathbb{R}^d} \Gamma^k \sum_{j=1}^{3} v^j \left( H_j |\nabla| \left( v^j \Gamma^\ell , v^m \right) + v^j \Gamma^\ell |\nabla| v^m \right)$$

$$+ \frac{1}{2} \sum_{k,\ell,m=1}^{3} \epsilon_{k\ell m} \int_{\mathbb{R}^d} \Gamma^k \left( H_j |\nabla| \left( \Gamma^\ell , v^m \right) + \Gamma^\ell |\nabla| v^m \right).$$
Since
\[ \sum_{k,\ell,m=1}^{3} \epsilon_{k\ell m} \Gamma^{k} \sum_{j=1}^{3} v^{j} \nabla v^{m} = \det (\Gamma \mid \sum_{j=1}^{3} v^{j} \nabla \mid \nabla v) = 0 \]
and
\[ \sum_{k,\ell,m=1}^{3} \epsilon_{k\ell m} \Gamma^{k} \nabla v^{m} = \det (\Gamma \mid \nabla v) = 0 \]
we finally have obtained
\[ \sum_{i,j=1}^{3} \hat{R}^{i} v^{j} H_{|\nabla|}(v^{j}, (|\nabla|(u - v)^{i})) (v \wedge |\nabla|(u - v))^{i} \]
\[ = - \frac{1}{2} \sum_{k,\ell,m=1}^{3} \epsilon_{k\ell m} \int_{\mathbb{R}^{d}} \Gamma^{k} \sum_{j} v^{j} H_{|\nabla|}(v^{j} \Gamma^{\ell}, v^{m}) \]
\[ + \frac{1}{2} \sum_{k,\ell,m=1}^{3} \epsilon_{k\ell m} \int_{\mathbb{R}^{d}} \Gamma^{k} \sum_{j} v^{j} v^{j} H_{|\nabla|}(\Gamma^{\ell}, v^{m}) \]
\[ = - \frac{1}{2} \sum_{k,\ell,m=1}^{3} \epsilon_{k\ell m} \int_{\mathbb{R}^{d}} \Gamma^{k} \sum_{j} v^{j} (H_{|\nabla|}(v^{j} \Gamma^{\ell}, v^{m}) - v^{j} H_{|\nabla|}(\Gamma^{\ell}, v^{m})) . \]
Consequently,
\[ \left| \sum_{i,j=1}^{3} \int_{\mathbb{R}^{d}} v^{j} H_{|\nabla|}(v^{j}, (|\nabla|(u - v)^{i})) (v \wedge |\nabla|(u - v))^{i} \right| \]
\[ \lesssim \|\Gamma\|_{L^{2}(\mathbb{R}^{d})} \|v\|_{L^{\infty}(\mathbb{R}^{d})} \max_{j,\ell,m} \|H_{|\nabla|}(v^{j} \Gamma^{\ell}, v^{m}) - v^{j} H_{|\nabla|}(\Gamma^{\ell}, v^{m})\|_{L^{2}(\mathbb{R}^{d})} . \]
From Lemma \[ A.10 \] for any \( \alpha \in (\frac{1}{2}, 1) \) (since \( d \geq 2 \) there is no further assumption necessary),
\[ \| (H_{|\nabla|}(v^{j} \Gamma^{\ell}, v^{m}) - v^{j} H_{|\nabla|}(\Gamma^{\ell}, v^{m})) \|_{L^{2}(\mathbb{R}^{d})} \lesssim \|\Gamma\|_{L^{2}(\mathbb{R}^{d})} \|\nabla^{\alpha} v\|^{2}_{L^{\frac{2d}{d-2\alpha}}(\mathbb{R}^{d})} \]
\[ \lesssim \|\Gamma\|_{L^{2}(\mathbb{R}^{d})} \|\nabla v\|^{2}_{L^{2d}(\mathbb{R}^{d})} . \]
Recalling that \( \Gamma = |\nabla|(u - v) \) we conclude. \( \square \)

4. Uniqueness: Proof of Theorem \[ 1.1 \]

Theorem \[ 1.1 \] is a consequence of Theorem \[ 3.1 \]

Proof of Theorem \[ 1.1 \] By Grönwall’s lemma, the differential inequality \( \dot{E}(t) \leq \Sigma(t) E(t) \) implies
\[ E(t_{0}) \lesssim E(0) \exp \left( \int_{0}^{t_{0}} \Sigma(t) \, dt \right) . \]
The expression in the exponential is finite by assumption \[ (1.3) \] combined with the estimate for \( \Sigma(t) \) \[ (3.1) \].

If \( u(0) = v(0) \) then \( \nabla u(0) = \nabla v(0) \). Moreover since \( u \) and \( v \) both solve the half-wave map equation \[ (1.1) \] we have
\[ (\partial_{t} u - \partial_{t} v)_{t=0} = u(0) \wedge (-\Delta)^{\frac{1}{2}} u(0) - v(0) \wedge (-\Delta)^{\frac{1}{2}} v(0) = 0 . \]
Thus $E(0) = 0$, and we conclude that $E(t_0) = 0$ for all $t_0 \in (0, T)$. Thus $u - v$ is a constant on $\mathbb{R}^d \times [0, T]$ — and again since $u(0) = v(0)$ we conclude $u \equiv v$. 

5. **Strichartz estimates**

The assumptions of Theorem 1.1 (1.3) are natural in view of the Keel-Tao estimates [8]. The following estimate is a consequence of a careful inspection of the arguments in [21] p.566.

**Lemma 5.1.** Let $d \geq 4$. Assume for $T > 0$

\[
(\partial_{tt} - \Delta)u = h \quad \text{in} \ \mathbb{R}^d \times [0, T]
\]

\[
u = f \quad \text{in} \ \mathbb{R}^d \times \{0\}
\]

\[\partial_t u = g \quad \text{in} \ \mathbb{R}^d \times \{0\}
\]

then for all $\alpha \in \left(\frac{1}{2}, \frac{d^2 - 4d + 1}{2(d - 1)}\right]$, we obtain

\[
\left\|\nabla^\alpha u(t)\right\|_{L_t^2 L_x^\left(\frac{2d}{d^2 - 4d + 1}\right)} \lesssim \left\|\nabla \left|\frac{2}{d}\right| f\right\|_{L^2(\mathbb{R}^d)} + \left\|\nabla \left|\frac{2}{d} - 1\right| g\right\|_{L^2(\mathbb{R}^d)} + \left\|\nabla \left|\frac{2}{d} - 1\right| h\right\|_{L_t^1 L_x^2(\mathbb{R}^d \times (0, T))}.
\]

We sketch the argument for the convenience of the reader.

**Proof.** First we assume $h \equiv 0$, i.e. consider solutions to

\[
(\partial_{tt} - \Delta)v = 0 \quad \text{in} \ \mathbb{R}^d \times [0, T]
\]

\[
v = f \quad \text{in} \ \mathbb{R}^d \times \{0\}
\]

\[\partial_t v = g \quad \text{in} \ \mathbb{R}^d \times \{0\}
\]

As in [21] (5.9) from [8] Corollary 1.3 we have the estimate for $\gamma = \frac{d + 1}{2(d - 1)}$

\[
\|v\|_{L_t^2 L_x^{\frac{2(d - 1)}{d - 3}}} \lesssim \left\|\nabla \gamma f\right\|_{L^2(\mathbb{R}^d)} + \left\|\nabla \gamma^{-1} g\right\|_{L^2(\mathbb{R}^d)}.
\]

The Lorentz space estimate is from [21] p.566 and follows from interpolation. Observe that for any $\alpha \geq 0$ the function $|\nabla|^\alpha v$ solves

\[
(\partial_{tt} - \Delta)|\nabla|^\alpha v = 0 \quad \text{in} \ \mathbb{R}^d \times [0, T]
\]

\[|\nabla|^\alpha v = |\nabla|^\alpha f \quad \text{in} \ \mathbb{R}^d \times \{0\}
\]

\[\partial_t |\nabla|^\alpha v = |\nabla|^\alpha g \quad \text{in} \ \mathbb{R}^d \times \{0\}
\]

we obtain

\[
\left\||\nabla|^\alpha v\right\|_{L_t^2 L_x^{\left(\frac{2(d - 1)}{d - 3}\right)}} \lesssim \left\||\nabla|^{\gamma + \alpha} f\right\|_{L^2(\mathbb{R}^d)} + \left\||\nabla|^{\gamma + \alpha - 1} g\right\|_{L^2(\mathbb{R}^d)}.
\]

If we choose in the above inequality $\alpha = \frac{d^2 - 4d + 1}{2(d - 1)} + 1$, then

\[
\gamma + \alpha = \frac{d + 1}{2(d - 1)} + \frac{d^2 - 4d + 1}{2(d - 1)} + 1 = \frac{d}{2},
\]

and we thus have found the estimate

\[
\left\||\nabla|^{\gamma + \alpha} v\right\|_{L_t^2 L_x^{\left(\frac{2(d - 1)}{d - 3}\right)}} \lesssim \left\||\nabla|^{\frac{2}{d}} f\right\|_{L^2(\mathbb{R}^d)} + \left\||\nabla|^{\frac{2}{d} - 1} g\right\|_{L^2(\mathbb{R}^d)}.
\]
We observe that for \( d \geq 4 \) we have \( \frac{d^2 - 4d + 1}{2(d-1)} > 0 \). Let now \( \alpha \in \left( \frac{1}{2}, \frac{d^2 - 4d + 1}{2(d-1)} \right] \) then
\[
\alpha - \frac{d}{2\alpha - 1} = 1 + \frac{d^2 - 4d + 1}{2(d-1)} - \frac{d}{2(d-1)},
\]
and thus by Sobolev embedding, Lemma 2.2
\[
\|\nabla^\alpha v(t)\|_{L^{\frac{2d}{2d-1}}(\mathbb{R}^d)} \lesssim \|\nabla^{1+\frac{d^2 - 4d + 1}{2(d-1)}} v(t)\|_{L^{\frac{2(d-1)}{d-3}}(\mathbb{R}^d)}.
\]
After integrating in time we find
\[
\|\nabla^\alpha v\|_{L^2_t L^{\frac{2d}{2d-1}}(\mathbb{R}^d \times (0,T))} \lesssim \|\nabla^{\frac{d}{2}} f\|_{L^2(\mathbb{R}^d)} + \|\nabla^{\frac{d}{2}-1} g\|_{L^2(\mathbb{R}^d)}.
\]
If \( h \neq 0 \) we conclude by Duhamel’s principle. \( \square \)

### Appendix A. On Leibniz rule commutators

Recall that the Leibniz rule operator for \( |\nabla|^s \) will be denoted by
\[
H|\nabla|^s (f, g) := |\nabla|^s (fg) - f|\nabla|^s g - (|\nabla|^s f)g.
\]
As a standing assumption, we are going to assume that all functions belong to \( C_c^\infty(\mathbb{R}^d) \). By density arguments we can apply these inequalities to the situation in the next section. Let us stress that we make no effort to obtain the sharpest possible result with respect to \( L^p \)-spaces (in particular we generally rule out \( p = 1 \) and \( p = \infty \)) but instead focus on the applicability for our purposes.

By a direct computation we have the following useful formula, which has been observed by many authors.

**Lemma A.1.** Let \( s \in (0, 2) \) then for some \( c = c(s, n) \),
\[
H|\nabla|^s (f, g)(x) = c \int_{\mathbb{R}^d} \frac{(f(x) - f(y))(g(x) - g(y))}{|x-y|^{d+s}} dy.
\]

We now begin by stating several useful estimates for the Leibniz rule operator, most of them are probably known to some experts – and all of them can be proven via standard methods.

**Lemma A.2.** For \( \sigma \in (0,\alpha), \alpha \in (0,1] \) we have for any \( p, p_1, p_2 \in (1,\infty) \) with \( \frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2} \),
\[
(A.1) \quad \|H|\nabla|^\alpha (f, g)\|_{L^p(\mathbb{R}^d)} \lesssim \|\nabla^\sigma f\|_{L^{p_1}(\mathbb{R}^d)} \|\nabla^{\alpha-\sigma} g\|_{L^{p_2}(\mathbb{R}^d)}.
\]

For a proof of (A.1) see e.g. [13], or [7] Theorem 3.4.1.

We can also estimate a differentiated version of the Leibniz rule operator.

**Lemma A.3.** Let \( \alpha \in (0,1) \) and \( \beta \in (0,1) \). Pick any \( \gamma \in (0,1) \) such that \( \alpha + \beta - \gamma \in (0,1) \), and \( p, p_1, p_2 \in (1,\infty) \) such that
\[
\frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2}.
\]

Then
\[
(A.2) \quad \|\nabla^\alpha H|\nabla|^\beta (f, g)\|_{L^p(\mathbb{R}^d)} \lesssim \|\nabla^{\gamma_1} f\|_{L^{p_1}} \|\nabla^{\alpha + \beta - \gamma_1} g\|_{L^{p_2}}.
\]

**Proof of (A.2).** This can be obtained with techniques from [13] Theorem 7.1., see also the presentation in [7] Theorem 3.4.1. \( \square \)
We will also need an estimate for a double commutator. We are not aware of this estimate in the literature, but it can be obtained with the usual paraproduct approach.

**Lemma A.4.** Let $\alpha, \beta \in (0, 1]$, and consider the double commutator

$$
\tilde{H}_{|\nabla|^\beta, |\nabla|^\alpha}(f, g) := |\nabla|^\beta H_{|\nabla|^\alpha}(f, g) - H_{|\nabla|^\alpha}(|\nabla|^\beta f, g) - H_{|\nabla|^\alpha}(f, |\nabla|^\beta g).
$$

Then for any $\gamma \in (0, \alpha + \beta)$ and any $p, p_1, p_2 \in (1, \infty)$ with $\frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2}$ we have

$$
\|H_{|\nabla|^\beta, |\nabla|^\alpha}(f, g)\|_{L^p(R^d)} \lesssim \|\nabla|^\gamma f\|_{L^{p_1}(R^d)} \|\nabla|^{\alpha + \beta - \gamma} f\|_{L^{p_2}(R^d)}.
$$

**Proof.** This can be proven in a very similar fashion to [3, Section 3].

The next result is very similar to the estimate of Lemma [A.3] it is well-known, see e.g. the presentation in [2].

**Lemma A.5.** Assume $s \in (0, 1]$ and $\alpha_1, \alpha_2 \in (0, s)$ such that $\sum_{i=1}^2 \alpha_i = s$. Let $p \in (1, \infty)$. Assume for $p_1, p_2 \in [2, \infty)$ such that

$$
\frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{p}.
$$

Then we have

$$
\left( \int_{R^d} \left( \int_{R^d} \frac{|f(x) - f(y)| \|g(x) - g(y)|}{|x-y|^{d+s}} dy \right)^p dx \right)^{\frac{1}{p}} \lesssim \|\nabla|^{\alpha_1} f\|_{L^{p_1}(R^d)} \|\nabla|^{\alpha_2} g\|_{L^{p_2}(R^d)}.
$$

We will need Leibniz-rule estimates involving three terms, the basis of which is the following Lemma.

**Lemma A.6.** Assume $\alpha_i \in (0, 1)$ such that $\sum_{i=1}^3 \alpha_i = 1$ and let $p \in (1, \infty)$. Assume for $p_i \in (p, \infty)$ such that

$$
\frac{1}{p_1} + \frac{1}{p_2} + \frac{1}{p_3} = \frac{1}{p},
$$

and

$$
\frac{1}{p_i} - \frac{\alpha_i}{d} < \frac{1}{2}, \quad i = 1, 2, 3.
$$

(Observe the previous assumptions are trivially satisfied if $p_i \geq 2$).

Then we have

$$
\left( \int_{R^d} \left( \int_{R^d} \frac{|f(x) - f(y)| \|g(x) - g(y)| \|h(x) - h(y)|}{|x-y|^{d+1}} dy \right)^p dx \right)^{\frac{1}{p}} \lesssim \|\nabla|^{\alpha_1} f\|_{L^{p_1}(R^d)} \|\nabla|^{\alpha_2} g\|_{L^{p_2}(R^d)} \|\nabla|^{\alpha_3} h\|_{L^{p_3}(R^d)}.
$$

**Proof.** Since

$$
\frac{\sum_{i=1}^3 \frac{d - \alpha_ip_i}{dp_i}}{\sum_{i=1}^3 \frac{1}{p_i}} < \frac{1}{p_1} + \frac{1}{p_2} + \frac{1}{p_3} = \frac{1}{p} < 1
$$

in view of (A.4) we can find $q_i \in [2, \frac{dp_i}{d-\alpha_ip_i})$ (if $p_i > \frac{d}{\alpha_i}$ we pick $q_i \in [2, \infty)$) such that

$$
\frac{1}{q_1} + \frac{1}{q_2} + \frac{1}{q_3} = 1.
$$
Then
\[
\int_{\mathbb{R}^d} \frac{|f(x) - f(y)| |g(x) - g(y)| |h(x) - h(y)|}{|x - y|^{d+1}} dy \\
\lesssim (\int_{\mathbb{R}^d} \frac{|f(x) - f(y)|^q_1}{|x - y|^{\alpha_1 q_1}} dy)^{\frac{1}{q_1}} (\int_{\mathbb{R}^d} \frac{|g(x) - g(y)|^q_2}{|x - y|^{d+\alpha_2 q_2}} dy)^{\frac{1}{q_2}} (\int_{\mathbb{R}^d} \frac{|h(x) - h(y)|^q_3}{|x - y|^{d+\alpha_3 q_3}} dy)^{\frac{1}{q_3}}.
\]

From another application of Hölder’s inequality,
\[
\left(\int_{\mathbb{R}^d} \left(\int_{\mathbb{R}^d} \frac{|f(x) - f(y)| |g(x) - g(y)| |h(x) - h(y)|}{|x - y|^{d+1}} dy\right)^p dx\right)^{\frac{1}{p}} \\
\lesssim [f]_{W^{\alpha_1,p_1}(\mathbb{R}^d)} [g]_{W^{\alpha_2,p_2}(\mathbb{R}^d)} [h]_{W^{\alpha_3,p_3}(\mathbb{R}^d)}.
\]

Here the \(W^{\alpha,p}_q\)-seminorm for \(\alpha \in (0,1)\) and \(p, q \in (1, \infty)\) is defined as
\[
[f]_{W^{\alpha,p}_q(\mathbb{R}^d)} = \left(\int_{\mathbb{R}^d} \left(\int_{\mathbb{R}^d} \frac{|f(x) - f(y)|^q}{|x - y|^{d+\alpha q}} dy\right)^\frac{p}{q} dx\right)^{\frac{1}{p}}.
\]

Our choice for \(q_i\) ensures \(p_i > \frac{dp}{d+\alpha_i q_i}\), so we have by the results in \[17\],
\[
[f]_{W^{\alpha_i,p_i}_q(\mathbb{R}^d)} \approx [f]_{F^{\alpha_i,p_i}_q(\mathbb{R}^d)},
\]

where \(F\) denotes the homogeneous Triebel-Lizorkin space. That is, we have
\[
\left(\int_{\mathbb{R}^d} \left(\int_{\mathbb{R}^d} \frac{|f(x) - f(y)| |g(x) - g(y)| |h(x) - h(y)|}{|x - y|^{d+1}} dy\right)^p dx\right)^{\frac{1}{p}} \\
\lesssim [f]_{F^{\alpha_1,p_1}_q(\mathbb{R}^d)} [g]_{F^{\alpha_2,p_2}_q(\mathbb{R}^d)} [h]_{F^{\alpha_3,p_3}_q(\mathbb{R}^d)}.
\]

Since \(q_i \geq 2\) we have, cf. \[19\],
\[
[f]_{F^{\alpha_i,p_i}_q(\mathbb{R}^d)} \lesssim [f]_{L^{p_i}(\mathbb{R}^d)} \approx \|\nabla^\alpha_i f\|_{L^{p_i}(\mathbb{R}^d)}.
\]

Thus, we have established the claim and can conclude. \(\square\)

We now state a version similar to Lemma \[A.6\] but for \(\alpha_3 < 0\).

**Lemma A.7.** Assume \(\alpha_i \in (0,1), i = 1, 2\) such that \(\alpha_1 + \alpha_2 > 1\). If \(d = 1\) assume moreover that \(\alpha_1 + \alpha_2 - 1 < \frac{d}{2}\). Assume for \(p_i \in (2, \infty)\) such that \(\frac{1}{p_1} + \frac{1}{p_2} + \frac{1}{p_3} = \frac{1}{2}\) and \(\frac{dp_3}{d-(1-\alpha_1-\alpha_2)p_3} \in (1, \infty)\). Then we have
\[
\left(\int_{\mathbb{R}^d} \left(\int_{\mathbb{R}^d} \frac{|f(x) - f(y)| |g(x) - g(y)| |h(y)|}{|x - y|^{d+1}} dy\right)^2 dx\right)^{\frac{1}{2}} \\
\lesssim \|\nabla^\alpha_1 f\|_{L^{p_1}(\mathbb{R}^d)} \|\nabla^\alpha_2 g\|_{L^{p_2}(\mathbb{R}^d)} \|h\|_{L^{\frac{dp_3}{d+(\alpha_1+\alpha_2-1)p_3}}(\mathbb{R}^d)}.
\]

**Proof.** As in Lemma \[A.6\] since \(p_i > 2\) for \(i = 1, 2\) we can choose \(q_1 = p_1\) and \(q_2 = p_2\) and set
\[
q_3 = \frac{2p_3}{p_3 + 2} \in (1, p_3).
\]
Set $-\alpha_3 := 1 - \alpha_1 - \alpha_2 < 0$. Then $\alpha_3 \in (0, 1)$. By the same argument as in the proof of Lemma [A.6]

$$
\int_{\mathbb{R}^d} \frac{|f(x) - f(y)||g(x) - g(y)| |h(y)|}{|x-y|^{d+1}} dy
\lesssim \left( \int_{\mathbb{R}^d} |f(x) - f(y)|^{q_1} |g(x) - g(y)|^{q_2} |h(y)|^{q_3} dy \right)^{\frac{1}{q_1}} \left( \int_{\mathbb{R}^d} |g(x) - g(y)|^{q_2} |h(y)|^{q_3} dy \right)^{\frac{1}{q_2}} \left( \int_{\mathbb{R}^d} |h(y)|^{q_3} dy \right)^{\frac{1}{q_3}}.
$$

The above is correct as long as

$$\eqref{A.6} \lesssim \left( \int_{\mathbb{R}^d} |f(x) - f(y)||g(x) - g(y)| |h(y) - h(y)| dy \right)^{\frac{1}{2}} dx \lesssim \|\nabla f\|_{L^p(\mathbb{R}^d)} \|\nabla g\|_{L^p(\mathbb{R}^d)} \|\mathcal{I}_{\alpha_3 q_3} (|h|^{q_3})\|_{L^{p_3}(\mathbb{R}^d)}.
$$

So, with the same Hölder inequality and embedding theorems as in Lemma [A.6]

$$
\left( \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} |f(x) - f(y)||g(x) - g(y)| |h(y) - h(y)| dy \right)^2 dx \right)^{\frac{1}{2}} \lesssim \|\mathcal{I}_{\alpha_3 q_3} (|h|^{q_3})\|_{L^{p_3}(\mathbb{R}^d)}.
$$

We now observe that by Sobolev inequality, Lemma [2.2]

$$
\|\mathcal{I}_{\alpha_3 q_3} (|h|^{q_3})\|_{L^{p_3}(\mathbb{R}^d)} = \|\mathcal{I}_{\alpha_3 q_3} (|h|^{q_3})\|_{L^{q_3}(\mathbb{R}^d)} \lesssim \|\mathcal{I}_{\alpha_3 q_3} (|h|^{q_3})\|_{L^{p_3}(\mathbb{R}^d)}.
$$

The above is correct as long as $\frac{dp_3}{q_3 d + \alpha_3 p_3 q_3} \in (1, \infty)$. We see that if $\alpha_3 < \frac{d}{2}$ this is satisfied and can conclude.

A.1. Specific estimates. In this section we record estimates for specific $L^p$-spaces of interest. These are mostly consequences from the estimates above, and will be useful throughout the next section.

Lemma A.8. Let $d \geq 2$ then

$$
\text{(A.5)} \quad \|H\nabla f, g\|_{L^{\frac{2d}{d-1}}(\mathbb{R}^d)} \lesssim \|\nabla f\|_{L^2(\mathbb{R}^d)} \|\nabla g\|_{L^2(\mathbb{R}^d)}
$$

$$
\text{(A.6)} \quad \|\nabla H\nabla f, g\|_{L^d(\mathbb{R}^d)} \lesssim \|\nabla f\|_{L^2(\mathbb{R}^d)} \|\nabla g\|_{L^2(\mathbb{R}^d)}
$$

$$
\text{(A.7)} \quad \|H\nabla f, g\|_{L^{\infty}(\mathbb{R}^d)} \lesssim \|\nabla f\|_{L^{2d-2}(\mathbb{R}^d)} \|\nabla g\|_{L^{2d-2}(\mathbb{R}^d)}.
$$

Proof of (A.5). From (A.1) we have

$$
\|H\nabla f, g\|_{L^{\frac{2d}{d-1}}(\mathbb{R}^d)} \lesssim \|\nabla f\|_{L^2(\mathbb{R}^d)} \|\nabla g\|_{L^2(\mathbb{R}^d)}.
$$

Now the claim follows by Sobolev embedding, Lemma [2.2].

Proof of (A.6) and (A.7). (A.6) can be proven almost without changes following the proof of [12] Theorem 8.2, see also [7] Theorem 3.5.2, where such an estimate was obtained for the $L^1$-case (even the Hardy-space). Alternatively, one could use paraproduct estimates as in [20] Theorem 1.4.]

Actually, from that argument (or by interpolation) we obtain an estimate in the realm of Lorentz spaces.

$$
\|\nabla H\nabla f, g\|_{L^{d,1}(\mathbb{R}^d)} \lesssim \|\nabla f\|_{L^{2d-2}(\mathbb{R}^d)} \|\nabla g\|_{L^{2d-2}(\mathbb{R}^d)}.
$$

The latter implies (A.7), using the Sobolev embedding Lemma [2.2] [2.1].
Lemma A.9. Assume \( d \geq 3, \sigma \in [0, 1] \). Then
\[
\left\| |\nabla|^\sigma (f|\nabla|g) \right\|_{L^{\frac{2d}{\sigma+2d-1}}(\mathbb{R}^d)} \lesssim \left\| \nabla f \right\|_{L^2(\mathbb{R}^d)} \left\| |\nabla|^{1+\sigma} g \right\|_{L^{\frac{2d}{\sigma+1+\sigma}}(\mathbb{R}^d)}.
\]

Proof. With the help of Leibniz rules and Sobolev embedding, Lemma 2.2,
\[
\left\| |\nabla|^\sigma (f|\nabla|g) \right\|_{L^{\frac{2d}{\sigma+2d-1}}(\mathbb{R}^d)} \lesssim \left\| \nabla f \right\|_{L^2(\mathbb{R}^d)} + \left\| \nabla f \right\|_{L^2(\mathbb{R}^d)} \left\| |\nabla|^{1+\sigma} g \right\|_{L^{\frac{2d}{\sigma+1+\sigma}}(\mathbb{R}^d)}
\]
\[
\lesssim \left\| |\nabla|^\sigma f \right\|_{L^{\frac{2d}{\sigma+2d-1}}(\mathbb{R}^d)} + \left\| \nabla g \right\|_{L^2(\mathbb{R}^d)} \left\| |\nabla|^{1+\sigma} g \right\|_{L^{\frac{2d}{\sigma+1+\sigma}}(\mathbb{R}^d)}
\]
\[
\lesssim \left\| |\nabla|^\sigma f \right\|_{L^{\frac{2d}{\sigma+2d-1}}(\mathbb{R}^d)} \left\| |\nabla|^{1+\sigma} g \right\|_{L^{\frac{2d}{\sigma+1+\sigma}}(\mathbb{R}^d)}.
\]

Next we record an estimate for another version of a sort of double Leibniz rule.

Lemma A.10. For \( \alpha \in \left( \frac{1}{2}, 1 \right), \ d \geq 2 \)
\[
\left\| H|\nabla|(f h, g) - f H|\nabla|(h, g) \right\|_{L^2(\mathbb{R}^d)} \lesssim \left\| |\nabla|^\alpha f \right\|_{L^{\frac{2d}{\sigma+2d-1}}(\mathbb{R}^d)} \left\| |\nabla|^\alpha g \right\|_{L^{\frac{2d}{\sigma+2d-1}}(\mathbb{R}^d)} \left\| h \right\|_{L^2(\mathbb{R}^d)}.
\]

Proof. By Lemma A.1
\[
\left( H|\nabla|(f h, g) - f H|\nabla|(h, g) \right) (x)
\]
\[
= c \int_{\mathbb{R}^d} \frac{(f(x)h(x) - f(y)h(y))(g(x) - g(y))}{|x-y|^{d+1}} \, dy
\]
\[
- \int_{\mathbb{R}^d} \frac{f(x)(h(x) - h(y))(g(x) - g(y))}{|x-y|^{d+1}} \, dy
\]
\[
= c \int_{\mathbb{R}^d} \frac{((f(x)h(x) - f(y)h(y)) - f(x)(h(x) - h(y)))(g(x) - g(y))}{|x-y|^{d+1}} \, dy
\]
\[
= c \int_{\mathbb{R}^d} \frac{(f(x) - f(y))(g(x) - g(y))}{|x-y|^{d+1}} h(y) \, dy.
\]

The claim now follows from Lemma A.7 taking \( p_1 = \frac{2d}{2d-1} \), \( p_2 = \frac{2d}{2d-1} \) and \( p_3 := \frac{2d}{d(2d-1)} > 2 \), i.e. \( \frac{dp_3}{d(2d-1)p_3} = 2 \).
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