Constraining hidden photons via atomic force microscope measurements and the Plimpton-Lawton experiment
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Modifications to electrodynamics from physics beyond the Standard Model can be tested to a high accuracy. Here we use two setups to place bounds on hidden photons, an Abelian boson kinetically mixed with the photon. The first setup involves atomic force microscope measurements, originally designed to study the Casimir effect at sub-μm distances. The second setup consists of two concentric metal shells with the outer one exposed to a high voltage. By measuring the potential difference between the shells it is possible to test Coulomb’s law. The limits obtained here cover regions already excluded, in particular by astrophysical observations, but provide a more direct, laboratory-based confirmation of these bounds.
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I. INTRODUCTION

The Standard Model (SM) unifies electromagnetism to the strong and weak forces under the gauge group $SU(3)_c \otimes SU(2)_L \otimes U(1)_Y$. Its predictions have been verified with great accuracy – prime examples are the determination of the anomalous magnetic moment of the electron and the discovery of the Higgs boson. Despite its successes, the SM does not account for a range of observations, such as the mass of neutrinos [1] or the nature of dark matter and energy [2]. For overviews, see e.g. Refs. [3, 4] and references therein.

Extensions of the SM, such as string theory, seek to remedy these issues by expanding the symmetry group and, an often encountered possibility, is the inclusion of an extra $U(1)_X$ [5–9]. This Abelian sector would mix with the weak hypercharge $U(1)_Y$, thus leading to a mixing with the electromagnetic $U(1)_{EM}$ in the low-energy limit. The new spin-1 boson associated with $U(1)_X$, $X$, is electrically neutral and does not couple to SM matter fields directly. This means that, apart from the mixing with the photon, $X$ remains invisible, being dubbed hidden, or dark, photon.

The Lagrangian for the photon and hidden photon is, in natural units,

$$\mathcal{L} = -\frac{1}{4} F_{\mu\nu}^2 - \frac{1}{4} X_{\mu\nu}^2 + \frac{1}{2} X_{\mu\nu} F^{\mu\nu} + \frac{m^2}{2} X_{\mu} X^\mu, \quad (1)$$

where $X_{\mu\nu} = \partial_\mu X_\nu - \partial_\nu X_\mu$ is the field-strength tensor of the hidden photon. The unusual mixing in Eq. (1) can be removed by field re-definitions [10]. There are two possibilities: $A \rightarrow A - \chi X$ or $X \rightarrow X - \chi A$. In the first case, the hidden photon and the electromagnetic current will interact, so particles with an electric charge $eQ$ acquire a hidden charge $-e\chi Q$; this is the origin of the so-called minicharged particles. In the second, the mixing is completely transferred to the mass terms, inducing a photon-hidden photon oscillation.

As will be discussed in Sec. II the presence of hidden photons would induce a Yukawa-like modification to Coulomb’s law, thereby affecting the interaction between electrically charged objects. It is therefore possible to look for new physics by analysing deviations from the standard predictions of Maxwell’s electromagnetism. Here we analyse two experimental setups originally designed to search for very different effects. The first consists of a metallized plate and a sphere assembled in an atomic force microscope (AFM) and precisely measured the Casimir force at distances around 100 nm [11, 12]. The second setup, implemented in 1936 by Plimpton and Lawton [13], was composed of two concentric thin metal shells whose potential difference was accurately measured. It was therefore conceived as a sensitive test of Coulomb’s law.

The two AFM experiments considered here [11, 12] are similar, consisting of a grounded gold-coated polystyrene sphere mounted on the tip of an AFM and placed at varying distances to an equally grounded gold-coated sapphire disk. Despite of the grounding, residual potentials of a few mV were measured between the sphere and the disk. These experiments are improvements upon previous runs [14, 15] and display smaller experimental uncertainties – around 1% of the measured Casimir forces – at the shorter disk-sphere separation distances. The reported rms theory-data deviations are of a few pN and indicate that theory and experiment are compatible at the $\sim 1 \sigma$ level. Departures from Coulomb’s law must then lie under the experimental uncertainties and these results were used to exclude a region of the hidden-photon parameter space covering mass scales in the 0.1–10 eV range and $\chi \gtrsim 10^{-0.5}$, as shown by the red curve in Fig. 1.

The second experiment considered was performed by Plimpton and Lawton [13]. Their setup consisted of two concentric spherical metal shells, the outer one being held...
Figure 1. Excluded regions in parameter space for hidden photons. Our bound from combining the force measurements from the AFM setups in Refs. [11, 12] is displayed in red. In black we show the projected improvement for different sphere-plane separations and a 2-fold improvement in experimental uncertainty, cf. Fig. 3. Our bound from the Plimpton-Lawton experiment [13] is shown in purple and, in orange, the projected improvement with better sensitivity and different radii, cf. Fig. 5. Remaining contours adapted from Ref. [10]; see also Refs. [16, 17] for an update on CMB bounds.

at a harmonically varying potential. According to standard electromagnetic theory, in the interior of a charged conductor the electric field must vanish, i.e., the inner and outer shells should be at exactly the same potential. The objective was to detect minute electric potentials induced in the inner shell, representing a precision test of Coulomb’s law. As discussed in Sec. IV, the Yukawa-like term induced by hidden photons would induce a non-zero electric field inside a conductor, thus leading to a potential difference between the shells. No such difference could be measured within the experimental uncertainties and this null result allows us to derive limits on the parameter space for hidden photons; the excluded region is displayed in purple in Fig. 1.

Incidentally, other Cavendish-like experiments involving multiple shells and precise measurements of potential differences between them have been performed to constrain the rest mass of the photon [18]. These tests may be readily reinterpreted in terms of hidden photons and can be used to probe distance scales of order \( \sim 10 \) cm [19, 20]. Atomic spectra would also be modified at first order and one can take advantage of the exquisite precision attained in measurements of e.g. the frequency in the \( 1s_{1/2} - 2s_{1/2} \) transition in hydrogen to constrain hidden photons at atomic length scales \( \sim 0.1 \) nm [21, 22]. Finally, static magnetic fields would also be affected and the non-observation of such effects at planetary scales has also been used to place constraints on very light hidden photons [23, 24]. These limits are indicated as “Cavendish”, “Spectroscopy” and “Jupiter + Earth” in Fig. 1, respectively. Other limits from astrophysics, collider and laboratory tests are shown in gray. For further discussion on phenomenological limits, see Ref. [25].

This paper is organized as follows: in Section II we derive the potential energy and the force between point charges due to the exchange of hidden photons. In Section III we analyse the AFM setups to determine the surface charge distributions on the conductors and calculate the force due to hidden-photon exchange, which is then compared to the experimental results. Next, in Section IV we explore the results of the Plimpton-Lawton experiment and extract further limits. Finally, we dedicate Section V to our conclusions.

II. INTERACTION POTENTIAL MEDIATED BY HIDDEN PHOTONS

Our target is to model the interaction between macroscopic bodies due to small modifications of electrostatics in the presence of hidden photons. In the AFM setups our observable is a force, whereas in the Plimpton-Lawton experiment we work with electric potentials. Both can be obtained once we know the potential energy between the objects involved, which can be traced back to the structure of the hidden photon propagator. This is an ultimately quantum mechanical calculation, but the potential energy is a classical quantity, so it is interesting to evaluate it in the non-relativistic (NR) limit. Here we assume static sources, thereby ignoring higher order velocity- and spin-dependent corrections [26–28].

From Eq. (1) we see that hidden photons are, in principle, decoupled from the visible sector, with the exception of the mixing term, which may be treated as an interaction vertex \( V_{\gamma\gamma'}^{\mu\nu} = i \chi (\eta^{\mu\nu} q^2 - q^\mu q^\nu) \), where \( \eta^{\mu\nu} \) is the Minkowski metric and \( q \) is the 4-momentum carried by the mediator. The sources are charged under \( U(1)_{EM} \), but not under \( U(1)_{X} \), so the effect of hidden photons in the interaction between them will be felt through the continuous oscillation of the mediating photons into hidden photons. It is expected that \( \chi \lesssim 1 \), what allows for a perturbative treatment of the corrections to the photon propagator. Inserting the mixing vertex between photon and hidden photon lines we obtain an effective propagator [25]

\[
\langle A_\mu A_\nu \rangle_{\text{eff}} = -i \left( \frac{1}{q^2} + \frac{\chi^2}{q^2 - m_{\gamma'}^2} \right) \eta^{\mu\nu} + \mathcal{O}(\chi^4),
\]

where a gauge-fixing dependent term is omitted, since we are dealing with conserved external currents.

The potential energy between two elementary point charges separated by a distance \( r = |\mathbf{r}| \) is given by the first Born approximation

\[
U(r) = -\int \frac{d^3 q}{(2\pi)^3} \mathcal{M}_{\text{NR}} \, e^{i q \cdot r},
\]

with \( \mathcal{M}_{\text{NR}} \) being the NR limit of the relativistic amplitude \( \mathcal{M} \). Here \( q \) is the 3-momentum exchanged between
the sources in an elastic collision, in which \( q^0 = 0 \). The NR amplitude can be expressed as the contraction of the electrically charged source currents – given by \( J^0 \approx e \) and \( J_1 \approx 0 \) in the static limit – with the effective propagator \( \mathcal{P} \). The result, now expressed in SI units for later convenience, is [21, 28]

\[
U(r) = \frac{\alpha e^2}{r} \left( 1 + \chi^2 e^{-m_e r/c^2} r^2 \right), \tag{4}
\]

where \( \alpha = e^2/4\pi\varepsilon_0 \) is the electromagnetic fine-structure constant.

Equation (4) shows how the Coulomb potential is modified by a term screened by the mass of the hidden photon, i.e., a Yukawa-like term, which is further suppressed by the small mixing parameter \( \chi \). This result is the basis for our analysis of the Plimpton-Lawton experiment in Sec. [IV]. In order to incorporate the effects from hidden photons in the analysis of the AFM setups in Sec. [III], it is useful to derive the electrostatic force between our point charges, which is given by

\[
F(r) = \frac{\alpha\varepsilon_0 e^2}{r^2} \left[ 1 + \chi^2 (1 + m_e^2 r/c^2) e^{-m_e r/c^2} r^2 \right]. \tag{5}
\]

We note that for \( \chi \to 0 \) the usual inverse-square character of the Coulomb force is recovered. For \( m_e \to 0 \), or rather for masses \( m_e \ll 1/d_{\exp} \), where \( d_{\exp} \) is the typical length scale of the system under study, the hidden photon and the photon cannot be distinguished and the electromagnetic coupling constant is effectively redefined as \( \alpha \to \alpha(1 + \chi^2) \). This observation is crucial when we try to extract meaningful bounds from the AFM setups in the small-mass region. For a very heavy hidden photon the exponential term is strongly suppressed and the hidden photon would not be excited at low energies, thereby leaving the Coulomb interaction unchanged.

Equations (4) and (5) display macroscopic effects that could give away the presence of hidden photons and are the basic results for the following analyses. The experiments considered here are sensitive probes to modifications of Maxwell’s electromagnetism and can be used to constrain new physics covering distance scales ranging from \( \sim 50 \text{ nm} \) to \( \sim 10 \text{ cm} \). Let us start with the AFM experiments.

### III. LIMITS FROM AFM MEASUREMENTS

The correction to Coulomb’s force (5) is expected to be very small and only detectable at very short distances. Sensitive experiments are therefore necessary to search for it. Atomic force microscopes are particularly useful tools to measure very weak forces, such as the Casimir force – the result of zero point vacuum fluctuations of the electromagnetic field [29, 30].

The Casimir force has been demonstrated in a variety of geometries [31–33] and the agreement with theory – including temperature effects and corrections for surface roughness and finite conductivity – is in the 1% range. Due to the difficulty in arranging perfectly parallel plates at distances \( \sim \mu \text{m} \), a commonly used geometry involves a sphere of radius \( R \) at a distance \( a \ll R \) from a plane, which is considered infinite in comparison with the other scales involved. This geometry is sketched in Fig. [2].

The experiments considered here involve precise measurements of the force between a gold-coated polystyrene sphere of radius \( R \) attached to the cantilever of an atomic force microscope and a similarly gold coated sapphire disk with 1 cm diameter [11, 12]. Both the sphere and the disk are grounded, but residual potential differences \( V_0 \) of a few mV between the objects could not be eliminated. The reported relative deviations from theory, i.e., Casimir and electrostatic forces, represent in both experiments \( \sim 1\% \) of the measured forces, which are of the same order of magnitude as the experimental uncertainty. The relevant parameters are summarized in Table I. Therefore, the data are consistent with the theoretical predictions [34, 35] and the results can only be used to set bounds on new physics. Other geometries have also been used to test new physics, such as non-Newtonian gravity [36, 38] and other hypothetical particles [39].

It is worth noting that a similar setup was investigated by Bordag et al. [40]. The authors considered a hypothetical Yukawa force felt by all atoms in each object and essentially integrated over the entirety of the respective volumes. Even though hidden photons also generate Yukawa-like forces, the analysis here is entirely different due to the coupling with electrically charged sources. Both polystyrene and sapphire are very poor conductors when compared to gold, so we may consider that there are no free charges in the bulks of the sphere and plate, which are taken to be electrically neutral as a whole. This means that the interior volumes of the polystyrene sphere and sapphire plate will not feel the Yukawa-like
force \cite{5}. The thin gold layers, on the other hand, are highly conducting and there is a small, but finite, residual potential difference between the objects driving the electric charges in the gold coatings to the surface, where they settle in non-trivial distributions. It is these induced superficial charges that will effectively contribute to the overall Yukawa-like force from hidden photons. In this sense, contrary to the analysis in Ref. \cite{40}, the bulks do not contribute, whereas the charge distributions over the plane and the sphere are of utmost importance.

In the following we use the method of image charges applied to the AFM setups described in Refs. \cite{11,12} to obtain the surface charge distributions on the plate and sphere and, by numerically integrating over these surfaces, we determine the expected force due to the exchange of hidden photons.

### A. Electrostatic potential between perfectly conducting sphere and plane

Our main goal is to use the reported results of AFM measurements \cite{11,12} to place bounds on the parameters of a possible hidden photon modification to the Electrodynamics. Thus, we must, before anything else, understand how such a modification would affect the forces measured in the experimental setup. Our strategy is simple: we obtain the charge distributions over both the sphere and the plane, which in turn are used to compute the Yukawa force between the two conductors.

Clearly, the hidden photon – as well as any potential modification to the electromagnetic sector – can only generate small deviation from Maxwellian electrodynamics. In this spirit, we assume that the charge distributions over the conductors are sufficiently well described by the classical ones, even in the presence of the hidden photon. In this section we derive such distributions.

In line with the discussion above, we use two simplifying assumptions when modeling the AFM setup: we trade the disk for an infinite plane and treat both the former and the sphere as perfectly conducting. Although apparently simple, we were unable to find, in the standard electrodynamics textbooks (see, for instance Ref. \cite{11} and references therein), the solutions to the electric potential and fields for the configuration being considered; Refs. \cite{42,43} were the only sources we came across that address this problem.

In Ref. \cite{12}, the author approaches the problem through a power-series solution to Laplace’s equation followed by a multipole expansion, in a mathematical-physics tour de force. The final result for the electric potential is given in terms of two power series: the first valid for the points whose distance to \(O\) is smaller than \(2a\), and the second for points at distance greater than \(2a\). However, the proposed solution fails for points exactly at a distance of \(2a\) from \(O\). This is a major difficulty for our proposals, as we need to determine the surface charge density on the entire plane.

The solution proposed in Ref. \cite{12} is solely based on the method of image charges. This approach is not only very elegant and easy to follow, but also yields expressions that are immediately suitable to our goals. Below we reproduce the main aspects of the argument and derive the expression that will be used latter on.

It is well known that, given a set of boundary conditions, the solution to Laplace’s equation is unique. Thus, if one manages to construct a solution fulfilling the boundary conditions, this must be the searched solution. The method of image charges explores this uniqueness in swapping the problem of interest by another one which is much simpler to analyse: a distribution of point charges. I.e., the idea is to place auxiliary point charges outside of the physical domain, in such a way that the boundary conditions of the original problem are satisfied. In our case, we shall place the image charges inside the sphere and below the plane.

In order to apply the method of image charges, one must, first, determine the boundary conditions. As we are working in the perfect conductor approximation, the sphere and the plane will represent equipotential surfaces. Thus, the boundary conditions will be simply given by the potential at each of the conductors. As in the AFM setups there exists a residual potential \(V_0\) difference between the probe and the disk, we can, with no loss of generality, demand that the potential on the plane vanishes, what makes the potential on the surface of the sphere \(V_0\).

Clearly, an image charge

\[
Q_0 = 4\pi\varepsilon_0 V_0 R,
\]

placed on the point \(O\), saturates the boundary condition on the surface of the sphere. Then, to ensure the condition \(V = 0\) on the plane, an image charge \(-Q_0\) must be introduced. This charge must be positioned exactly below the original image charge and at a distance of \(Z_0 = R + a\) below the plane.

Notice that the inclusion of the second image charge, while reinforcing the boundary condition over the plane, modifies the potential over the sphere. We can compensate for such a difference by including a third image charge, this time inside the sphere, but, then, a new one under the plane will also be needed – this procedure will lead to the inclusion of infinitely many pairs of image charges.

In short, when a charge \(Q_i\) is placed inside the sphere at a distance \(Z_i\) from the plane, a companion charge \(-Q_i\) must be placed exactly beneath it at a distance \(Z_i\) below the plane. The image charges and their positions satisfy

| Ref. | \(R(\mu m)\) | \(a(\text{nm})\) | \(V_0(\text{mV})\) | \(\sigma_{\text{rms}}(\text{pN})\) | \(\sigma_{\text{exp}}(\text{pN})\) | \(\Delta M/M\) |
|------|--------------|--------------|-----------------|-----------------|-----------------|-----------------|
| 11   | 95.7         | 62           | 3               | 3.8             | 3.5             | 1%              |
| 12   | 100.9        | 100          | 7.9             | 2.0             | 1.3             | 1%              |

Table I. Basic parameters of the AFM setups considered.
the following recurrence relations:

\[ \zeta_i = \frac{Z_i}{R} = \zeta_0 - \frac{1}{2\zeta_0 - \frac{1}{2\zeta_0 - \frac{1}{\cdots - \frac{1}{2\zeta_0} - 1}}} \quad (7a) \]

\[ Q_i = \frac{Q_{i-1}}{\zeta_0 + \zeta_{i-1}}. \quad (7b) \]

It is interesting to notice that the position of the \( N \)th charge pair can be written in terms of a continued fraction as

\[ \zeta_N = \zeta_0 - \frac{1}{2\zeta_0 - \frac{1}{2\zeta_0 - \frac{1}{\cdots - \frac{1}{2\zeta_0} - 1}}} \]

Clearly this continued fraction converges for \( N \to \infty \), meaning that, as \( N \) increases, the image charges will be closer and closer to the accumulation point

\[ \zeta_0 \equiv \lim_{N \to \infty} \zeta_N = \sqrt{\zeta_0^2 - 1}. \quad (8) \]

Finally, for every point above the plane and on the outside of the sphere, the electric potential is given by the series

\[ V(z, \rho) = \frac{1}{4\pi \epsilon_0} \sum_{i=0}^{\infty} \left[ \frac{Q_i}{\sqrt{(Z_i - z)^2 + \rho^2}} - \frac{Q_i}{\sqrt{(Z_i + z)^2 + \rho^2}} \right]. \quad (9) \]

The equipotential surfaces obtained from the expression above are shown in Fig. 3 for \( Z_0 = 2R \). The \( z \) and \( \rho \) components of the electric field in the region between the two conductors are given by

\[ E_z(z, \rho) = -RV_0 \sum_{i=0}^{\infty} \left( \frac{Z_i - z}{(Z_i - z)^2 + \rho^2)^{3/2}} \quad (10a) \]

\[ + \frac{Z_i + z}{(Z_i + z)^2 + \rho^2)^{3/2}} \right) \frac{Q_i}{Q_0} \]

\[ E_\rho(z, \rho) = RV_0 \sum_{i=0}^{\infty} \left( \frac{\rho}{(Z_i - z)^2 + \rho^2)^{3/2}} \quad (10b) \]

\[ - \frac{\rho}{(Z_i + z)^2 + \rho^2)^{3/2}} \right) \frac{Q_i}{Q_0} \]

From these expressions one can readily obtain \( \sigma_p \) and \( \sigma_s \), the surface charge densities over the plane and sphere (cf. Fig. 3), respectively:

\[ \sigma_p(\rho) = \epsilon_0 E_z(0, \rho) \quad (11a) \]

\[ \sigma_s(\theta) = \epsilon_0 \sqrt{E_z^2(z_s, \rho_s) + E_\rho^2(z_s, \rho_s)}. \quad (11b) \]

with \( z_s = a + R(1 + \cos \theta) \) and \( \rho_s = R \sin \theta \).

Due to the rotational symmetry around the \( z \)-axis, cf. Fig. 2, we may ignore any dependence on azimuthal or polar angles on the sphere and plane, respectively. This allows us to consider infinitesimal rings on the sphere and on the plane carrying infinitesimal charges \( dq_{s,p} = e dN_{s,p} \) with

\[ dN_s = 2\pi R^2 \left( \frac{\epsilon_0 V_0}{eR} \right) \tilde{\sigma}_s(\theta) \sin \theta \, d\theta \quad (12a) \]

\[ dN_p = 2\pi R^2 \left( \frac{\epsilon_0 V_0}{eR} \right) \tilde{\sigma}_p(\tilde{\rho}) \tilde{\rho} \, d\tilde{\rho}, \quad (12b) \]

where \( \tilde{\rho} = \rho/R \). Here, \( \tilde{\sigma}_s(\theta) \) and \( \tilde{\sigma}_p(\tilde{\rho}) \) are the dimensionless surface charge distributions, cf. Eqs. (11a) and (11b).
The infinitesimal ring on the sphere is located at \( z_s \) and \( \rho_s \), whereas the infinitesimal ring on the plane is at \( z_p = 0 \) and \( \rho_p = \rho \). The distance between them is given by \( r^2 = (z_s - z_p)^2 + (\rho_s - \rho_p)^2 \), which can be expressed as \( r = R \tilde{r} \), where

\[
\tilde{r} = \sqrt{(\hat{a} + 1 + \cos \theta)^2 + (\rho - \sin \theta)^2}
\]

with \( \hat{a} = a/R \). Setting \( \tilde{m}_{s'} = m_{s'}/\thetaR/h \) and using Eq. (\ref{eq:13}), the infinitesimal vertical force between the two rings can be written as

\[
dF_{s'}^{\text{HP}} = \alpha \chi^2 \kappa \left( \frac{1 + \tilde{m}_{s'}\tilde{r}}{r^2} \right) e^{-\tilde{m}_{s'}\tilde{r} z_s} dN_s dN_p
\]

so that, applying Eqs. (\ref{eq:12a}) and (\ref{eq:12b}), we finally obtain

\[
F_{s'}^{\text{HP}}(a) = \alpha \chi^2 \kappa I(a; m_{s'})
\]

where \( \kappa = \frac{\hbar c (2\pi eV_0/e)^2}{3} \), which can be numerically expressed as

\[
\kappa = 3.8 \times 10^{-3} \text{pN} \left( \frac{V_0}{\text{mV}} \right)^2
\]

and

\[
I(a; m_{s'}) = \int_0^\infty \int_0^\pi d\rho d\theta \tilde{\sigma}_s(\theta) \tilde{\sigma}_p(\rho) \mathcal{K}(\rho, \theta)
\]

with

\[
\mathcal{K}(\rho, \theta) = \frac{\tilde{\rho}(\hat{a} + 1 + \cos \theta) \sin \theta}{\tilde{r}^3} \left( 1 + \tilde{m}_{s'} \tilde{r} \right) e^{-\tilde{m}_{s'} \tilde{r}}.
\]

The residual potential between the sphere and the plane generates surface charge distributions (cf. Fig. [1]) and Eq. (\ref{eq:15}) is the hidden photon contribution to the total vertical electrostatic force between the objects. As the value of \( \kappa \) indicates, this force is expected to be extremely weak. Incidentally, if we make \( \chi = 1 \) and \( m_{s'} = 0 \) in Eq. (\ref{eq:15}) we recover the Coulomian electrostatic force. The function (\ref{eq:18}) encodes the mass dependence of the force and we expect it to be strongest at closest separation \( \alpha \sim O(100 \text{nm}) \), i.e., for masses \( m_{s'} \sim 1 \text{eV} \).

As already clear from Eq. (\ref{eq:4}), for very small masses the Coulomb potential is re-obtained, but with \( \alpha \rightarrow \alpha(1 + \chi^2) \). This means that, for very light hidden photons, the fine structure constant is substituted by the relation above, but this redefinition would not be observable, since \( \alpha \) is experimentally determined. In other words, a massless hidden photon would be indistinguishable from the usual photon, so no modification to electromagnetic phenomena should be observed.

The arguments above imply that bounds on \( \chi \) should weaken as we scan smaller masses. However, looking at Eqs. (15) and (18), we see that this is not the case: \( F_{s'}^{\text{HP}} \) tends to a nonzero, mass independent value. This is not physically meaningful. A similar situation is discussed in Ref. [21] in connection to the transition \( 1s_{1/2} \rightarrow 2s_{1/2} \) in hydrogen, for which the naive bound also fails to weaken as \( m_{s'} \rightarrow 0 \). The reason is the same: for small masses \( \alpha \) is redefined and depends on \( \chi \), i.e., we have two unknown parameters to be determined, \( \alpha \) and \( \chi \).

A solution to this problem is put forward by the authors of Ref. [21]. They consider two independent measurements \( M_i \) \( (i = 1, 2) \), not necessarily of the same system, which are quoted in the form \( M_i^{\text{exp}} \rightarrow M_i^{\text{th}} = \delta M_i + \Delta M_i \). Here \( \delta M_i \) is the measured difference between theory and experiment, and \( \Delta M_i \) is the experimental error. In our case the \( \delta M_i \) are compatible with zero within the experimental errors for \( \alpha = \alpha_0 \) and \( \chi^2 = 0 \), i.e., in the absence of hidden photons. The \( M_i^{\text{th}}(\alpha, \chi^2) \) may then be expanded in a Taylor series around the unperturbed couplings \( \alpha = \alpha_0 \) and \( \chi^2 = 0 \) resulting in a system of linear equations in \( \delta \alpha = \alpha - \alpha_0 \) and \( \delta \chi^2 = \chi^2 - 0 \) that can be inverted to determine the values of the latter as

\[
\chi^2 \leq \frac{(\partial_{\alpha} M_1 \Delta M_2) + (\partial_{\alpha} M_2 | \Delta M_1)}{(\partial_{\alpha} M_1, \partial_{\alpha} M_2)(\partial_{\alpha} M_2, \partial_{\alpha} M_1)}
\]

with the partial derivatives evaluated at \( \alpha = \alpha_0 \) and \( \chi^2 = 0 \). In more concrete terms, we may evaluate the theoretical predictions as

\[
M_i^{\text{th}}(\alpha, \chi^2) = c_i \alpha^{n_i} \left[ 1 + \chi^2 f_i(m_{s'}) \right],
\]

where \( c_i \) are dimensional factors and \( f_i(m_{s'}) \) contain the mass dependence of the observable. By plugging the equation above into Eq. (\ref{eq:19}) we finally obtain

\[
\chi^2 \leq \frac{n_1 |\Delta M_1|}{M_2^{(\alpha_0, 0)}} + \frac{n_2 |\Delta M_1|}{M_1^{(\alpha_0, 0)}}
\]

To see how this helps solving our problem, consider the massless case, where \( M_i^{\text{th}} = c_i \alpha^{n_i} \rightarrow c_i \alpha^{n_i}(1 + \chi^2) \). Given that \( \chi^2 \ll 1 \), we may expand \( (1 + \chi^2)^n \approx 1 + n_1 \chi^2 \chi^2 \) and, comparing with Eq. (\ref{eq:20}), we find that \( f_i(m_{s'}) \rightarrow n_i \) for \( m_{s'} \rightarrow 0 \). Therefore, at this limit, the denominator of Eq. (\ref{eq:21}) tends to zero and \( \chi \) increases, i.e., the bound weakens, as expected on physical grounds.

We apply the procedure above by combining the AFM measurements in Ref. [11] (\( M_1 \)) and Ref. [12] (\( M_2 \)). From Eq. (\ref{eq:15}), we see that \( n_1 = n_2 = 1 \) and

\[
f_i(m_{s'}) = I(a; m_{s'})/I(a; 0).
\]

Incidentally, the \( f_i(m_{s'}) \) also represent the fractional deviation of the total force relative from the pure Coulomian contribution, modulo a factor of \( \chi^2 \). The dependence of \( f_i(m_{s'}) \) on the sphere-plane separation for different values of the hidden photon mass is shown in Fig. [5].

Using Eqs. (\ref{eq:21}) and (\ref{eq:22}) with \( |\Delta M_i|/M_i^{(\alpha_0, 0)} = 10^{-2} \), cf. Table [3] we obtain the excluded regions shown in Fig. [6]. In particular, the red curve shows the bound with the parameters reported in Refs. [11, 12], which exhibits the physically correct behavior for both small and large masses. This bound is also shown in Fig. [4] in the context of previous limits; it is clear that it covers an area already excluded by atomic-physics tests [21].
Given that we are not able to avoid other laboratory-based limits, it is interesting to discuss possible improvements that could be pursued in future AFM experiments. We expect the bound to be most sensitive for $m' \sim 1/a$. This is clear from the red curve in Fig. 6, which displays our bound combining measurements at separations $a \sim 100$ nm. Note that $a_1$ and $a_2$ are relatively similar, so it is worthwhile checking how the bounds would behave for other choices of sphere-plane separation. To this end, in Fig. 6 we also show the projected bounds for different combinations of sphere-plane separations $a_1 < a_2$. We see that, simultaneously increasing $a_1$ and $a_2$ by a common factor of ten, we obtain the blue curve, which is identical to the red one, but shifted to the left towards smaller masses. Had we reduced the separations, the bound would have moved to the right, though this direction is certainly more challenging to implement from a practical point of view.

Finally, it is clear that the extent of the high(low)-mass branch of the bound is determined by the shorter(larger) separation. The green curve in Fig. 6 exemplifies a situation where $a_1$ is held fixed, but $a_2$ is increased, thereby not only improving the bound in terms of couplings excluded, but also extending the covered mass range. This result does not include a possible improvement on the experimental uncertainty, but, assuming the same parameters and only reducing the uncertainty by a modest factor of two, we obtain the black curve. This shows that simply increasing the sphere-plane separation can be a promising strategy as to directly probe, via precise AFM force measurements, the area between the “Cavendish” and “Spectroscopy” limits in Fig. 4 which is already constrained by more indirect astrophysical tests.

**IV. LIMITS FROM THE PLIMPTON-LAWTON EXPERIMENT**

Coulomb performed his famous experiments in 1785, but already in 1773 Cavendish tested the electromagnetic interaction between charges by using concentric metallic shells. His experiments were designed to show that free charges flow to the surface of conductors rather than accumulating in the bulk volume. The observed absence of charge in the interior of the conducting body could be explained if the electric field followed an inverse-square law. In fact, his null results were precise enough to be used to place limits on deviations from this behavior. A very important scenario where this could happen is the case of a small, though finite, photon mass. For an excellent review on this issue, see Ref. [18].

In 1936 Plimpton and Lawton [13] devised an experiment to test the validity of Coulomb’s law by employing two concentric conducting spherical shells of radii $R^2 = 0.61$ m and $R = 0.76$ m, a geometry close to that used by Cavendish in his original experiments [18]. The internal shell is grounded, while the external one is subject to a 2 Hz harmonically-oscillating potential with an amplitude $V_0 = 3$ kV. According to standard electromagnetic theory, there should be no potential difference between the two shells. However, if the inverse-square law is not exact, this conclusion would not hold.

Let us now consider a conducting sphere with an overall electric charge $Q$ in the presence of hidden photon. Due to the spherical symmetry of the problem, the electric charge will be homogeneously distributed on the surface and the potential is given by

![Figure 5](image1.png) **Figure 5.** The function $f(m')$, cf. Eq. (22), for different hidden photon masses as a function of the sphere-plane separation. It is, apart from a factor of $\chi^2$, the fractional deviation of the total electrostatic force due to hidden photons. For small masses, $f(m') \sim 1$, which is a symptom of the ambiguity regarding the definition of $\alpha$. For heavy hidden photons $f(m') \sim 0$, as it should.

![Figure 6](image2.png) **Figure 6.** Bounds on hidden photons from combining AFM data at different sphere-plane separations. Our bound with $a_1 = 62$ nm and $a_2 = 100$ nm [11, 12] is shown in red. In blue and green are the projected improvements when other separations are considered while keeping the relative experimental uncertainties at 1% — for the black curve we assume a realistic two-fold improvement to 0.5%.
\[
V(r) = \frac{Q}{8\pi\epsilon_0 R r} \left[ r + R - |r - R| - \frac{\chi^2 (e^{-\tilde{m}(r+R)} - e^{-\tilde{m}(r-R)})}{\tilde{m}} \right]
\]

with \( r \) the distance to the center of the sphere and \( \tilde{m} = m c^2 / h \). Note that, for \( \chi = 0 \), the potential is constant inside the sphere, as it should. However, if hidden photons are present and \( \chi \neq 0 \), there is a clear deviation from the constant potential due to the exponential terms, thus indicating a non-vanishing electric field in the interior of a conductor.

In the limit of infinitely heavy hidden photons we recover the usual Coulomb potential, as required. However, for very small masses, there is an effective redefinition of the interaction strength – this is the same situation discussed in Sec. 11. Even though this amounts to a renormalization of the coupling constant, the procedure given in Ref. [21] is not needed, as will be clear from the discussion below.

We are interested in the relative potential difference between the outer shell at \( r = R \) and the inner shell at \( r = R^* < R \), that is \( \Delta V/V(R) \equiv \gamma \). Using Eq. (23) we obtain

\[
\gamma = 1 - \frac{V(R^*)}{V(R)} = 1 - \frac{1 + \chi^2 h(m_{\gamma'})}{1 + \chi^2 g(m_{\gamma'})},
\]

where

\[
h(m_{\gamma'}) = \frac{1}{2\tilde{m} R^*} \left( e^{-\tilde{m}(R-R^*)} - e^{-\tilde{m}(R+R^*)} \right) \quad (25a)
\]

\[
g(m_{\gamma'}) = \frac{1}{2\tilde{m} R} \left( 1 - e^{-2\tilde{m} R} \right). \quad (25b)
\]

By manipulating Eq. (24) it is easy to write \( \chi \) in terms of \( m_{\gamma'} \) as

\[
\chi = \sqrt{\frac{\gamma}{(1-\gamma)g(m_{\gamma'}) - h(m_{\gamma'})}}. \quad (26)
\]

It is worthwhile noting that, contrary to the potential (23), Eq. (26) shows the correct behavior in both massless and massive limits, which are given by

\[
\lim_{m_{\gamma'} \to 0} \chi^2 = \frac{6\gamma \tilde{m}^2}{R^2 - R^* - 6\gamma \tilde{m}^2} \quad (27a)
\]

\[
\lim_{m_{\gamma'} \to \infty} \chi^2 = \frac{2\tilde{m}^2 R}{6\gamma \tilde{m}^2} \quad (27b)
\]

meaning that, for large masses \( \chi \sim \sqrt{\tilde{m}^2} \), whereas for small masses \( \chi \sim 1/m_{\gamma'} \) and the renormalization procedure suggested in Ref. [21] and performed in the previous section is not necessary. The reason for this is simple: our observable, the sensitivity \( \gamma \), does not explicitly depend on electromagnetic parameters, which drop out from the ratio of \( V(R^*) \) and \( V(R) \), cf. Eq. (24).

In the Plimpton-Lawton experiment, the accuracy of the galvanometer was \( \sim 1 \mu V \) and no potential difference between the metal shells was detected. Using \( V_0 = 3 \) kV we have a sensitivity \( \gamma = 3.3 \times 10^{-10} \) so that, with Eq. (26), we are able to exclude the purple region in Fig. 1 in which we also include the exclusion limits from Cavendish-like experiments [11, 18, 20].

The qualitative features of our limit deserve some remarks. In Ref. [20] the authors review the experiments performed in the late 1960 and early 1970, which employed three to four metallic shells held at different potentials. The general strategy was to look for unexpected potential differences between the inner shells once the exterior ones are held at some potential. Let us consider an experiment with four concentric shells of radii \( a < b < c < d \) in which the potential difference \( V_{cd} \) is held fixed by the experimenters. The potential difference between the inner shells \( V_{ab} \) should be zero in a perfectly Coulombian world and a deviation from this could be a signal of new physics. The sensitivity in this case is \( \gamma^* = V_{ab}/V_{cd} \), which is typically better than \( 10^{-12} \).

For small masses the bound from the multi-shell Cavendish-like experiments displays the asymptotic behavior shown in Eq. (27a). For \( \tilde{m}^2 \lesssim 6\gamma / (R^2 - R^* - 2) \), the bound rises much more sharply; with the physical parameters of the Plimpton-Lawton setup this happens at \( m_{\gamma'} \approx 0.02 \) neV. Interestingly enough, in the large-mass limit the Cavendish-like and Plimpton-Lawton setups provide very different bounds. This is due to the presence of an exponential factor \( \chi^2 \sim \exp(\tilde{m}(c - b)) \) [20] that is not present in the Plimpton-Lawton setup, cf. Eq. (27b). Besides this, three radii, namely \( b, c \) and \( d \), contribute in this limit and it is clear that this result cannot be easily reduced to the two-shell configuration of the Plimpton-Lawton experiment. The reason for this are the fundamental differences in what is actually being measured in each experiment.
In the Plimpton-Lawton experiment there are only two shells – the outer one held at a potential – and the sensitivity is simply the potential difference between them. In this case, there are only two radii that can appear in the sensitivity, cf. Eqs. (25a) and (25b). The Cavendish-like setups are more complex: the two outer shells are held at a given potential and the signal is the potential difference between the two innermost shells – there is no direct measurement of the potential difference between inner and outer shells. Due to the functional form of the factors appearing in our Eqs. (25a), (25b) and in Eq. (6) from Ref. [20], we see that the small-mass limit must be the same. However, the fact that the sensitivity in the Cavendish-like experiments does not include \( V_{bc} \) (or any combination of inner and outer shells, such as \( V_{bd}, V_{ac} \) or \( V_{ad} \)) makes a sensible comparison with our limits impossible – not only the geometries, but also the quantities being measured are different. This is particularly visible in the large-mass limit.

Plimpton and Lawton performed their experiment almost 90 years ago and, even with a worse sensitivity and a simpler arrangement, their setup provides a limit that goes beyond the excluded region from Cavendish-like experiments for \( m_{\gamma'} \gtrsim \) meV. It is worthwhile checking whether the bounds could be improved if a similar setup would be designed today. In particular, we wish to find an optimal set \((R^*, R)\) that would increase the area of no overlap to the right on Fig. [7] i.e., the area which is originally constrained only by astrophysical tests (cf. gray region in Fig. [1]). For small masses, our bounds behave according to Eq. (27a) and we see that \( \chi \sim 1/(m_{\gamma'} \sqrt{R^2 - R'^2}) \). Therefore, it is advantageous to maximize the denominator by choosing as small \( R^* \) and large \( R \) as practically possible. On the other hand, for large masses, the inner radius only appears in \( h(m_{\gamma'}) \), cf. Eq. (25a), but this function tends to zero in the large-mass limit. Consequently, only \( g(m_{\gamma'}) \), cf. Eq. (25b), contributes, and the value of \( R^* \) is irrelevant. With this, the bound behaves as \( \chi \sim \sqrt{m_{\gamma'}/R} \) and it is better to choose a small \( R \).

In the intermediate mass range the radius of the outer sphere sets the scale for the highest sensitivity. Since we are interested in increasing the non-overlap with the excluded region from the Cavendish-like experiments (cf. Fig. [7]), we should move our bound as much towards large masses as possible. This means that we should choose a radius \( R < 76 \text{ cm} \), but a drastic reduction may not be experimentally feasible. For this reason we fix \( R^* \) at 1 cm and vary \( R \) from 10 to 100 cm, as shown in Fig. [8]. The most interesting choice is then clearly the orange curve, which is also shown in Fig. [1] together with other bounds.

V. CONCLUDING REMARKS

We have considered modifications to classical electrodynamics caused by the presence of hidden photons. These hypothetical spin-1 bosons would be kinetically mixed with the photon and could generate small modifications to Coulomb’s law that could be detected in sensitive experiments. With this in mind, we have analysed two AFM setups [11, 12] and the Plimpton-Lawton experiment [13]. The former were originally conceived to measure the Casimir force at sub-\( \mu \)m distances, whereas the latter is a null test of deviations from Coulomb’s law at the \( \sim 10 \text{ cm} \) scale. In both cases, hidden photons could be detected via Yukawa-like terms in the force or in the potential [23], respectively.

In our analyses, we have excluded regions in parameter space which were mostly already constrained by other laboratory-based tests, such as Cavendish-like experiments and atomic spectroscopy, therefore reinforcing those limits. The gray regions in Fig. [1] are constrained only by astrophysical and cosmological observations, which, despite being very sensitive, are more model dependent than table-top, laboratory experiments such as the ones considered here. Let us, then, briefly discuss how to improve our limits.

Our bound from the AFM experiments is shown in red in Figs. [1] and [6] while the black curve displays a projection if other sphere-plane separations are considered with a 2-fold reduction in the experimental uncertainty. Nonetheless, the latter still overlaps with the region excluded in Ref. [21], which starts at \( m_{\gamma'} \approx 4 \text{ meV} \). It is, therefore, important to consider measurements with even larger sphere-plane separations – reaching ideally a few \( \mu \text{m} \) – in order to move the bound further towards lower masses. More recent AFM measurements of the gradient of the Casimir force, employing the same geometry as the one analysed here, have been conducted over \( \mu \text{m}-

Figure 8. Bounds on hidden photons based on the Plimpton-Lawton experiment [13]. In purple we show the bound with the original parameters. The other curves show the projected limits if we consider spheres with different radii and assume a sensitivity \( \gamma = 10^{-15} \), compatible with the one reached in more recent Cavendish-like experiments [18].
sphere-plane separations by the same group [14][15]. For separations close to 200 nm they do reach a better relative uncertainty of \( \sim 0.3\% \) by reducing the residual electrostatic potential through better cleaning techniques. At this distance, however, we do not expect a large enough improvement on the red curve in Fig. 6. Moreover, the relative experimental uncertainties attained at the largest – and more interesting – separations around \( \mu m \) are at least 15 times larger than those quoted in Refs. [11][12], cf. Table I. This would dramatically reduce the already limited reach of our AFM bounds, so we refrain from pursuing a more detailed analysis.

The Plimpton-Lawton experiment yields bounds that go beyond the limits from Cavendish-like tests; thus, covering regions previously tested only by astrophysical observations, cf. Fig. 7. This is a welcome result, since it strengthens our confidence in the exclusion of those areas in parameter space. It is worth keeping in mind that the original experiment was performed in 1936 and, since then, the instrumentation and experimental techniques have drastically improved. Already in 1971 Williams et al. [19] used a lock-in to measure potential differences at the pV level, many orders of magnitude better than what Plimpton and Lawton could achieve. A similarly high sensitivity, \( \gamma = 10^{-15} \), was assumed to obtain the projected bounds shown in Fig. 8. Furthermore, as already discussed, it is important to reduce the radii as much as practically possible, so as to shift the bound toward larger hidden photon masses. This is typically the opposite direction of what is needed to set stronger upper bounds on the photon mass [15], so dedicated experiments may be necessary to specifically test hidden photons. In any case, higher applied voltages and better sensitivities to potential differences could be used to surpass even the most optimistic projection in Fig. 8 potentially crossing into unconstrained regions in the parameter space.
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