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Abstract. In this paper, we propose an optimal trade-off model for portfolio selection with sensitivity of parameters, which are estimated from historical data. Mathematically, the model is a quadratic programming problem, whose objective function contains three terms. The first term is a measurement of risk. And the later two are the maximum and minimum sensitivity, which are non-convex and non-smooth functions and lead to the whole model to be an intractable problem. Then we transform this quadratic programming problem into an unconstrained composite problem equivalently. Furthermore, we develop a modified accelerated gradient (AG) algorithm to solve the unconstrained composite problem. The convergence and the convergence rate of our algorithm are derived. Finally, we perform both the empirical analysis and the numerical experiments. The empirical analysis indicates that the optimal trade-off model results in a stable return with lower risk under the stress test. The numerical experiments demonstrate that the modified AG algorithm outperforms the existed AG algorithm for both CPU time and the iterations, respectively.

1. Introduction. In 1952 Markowitz [17] proposed the mean-variance model for portfolio selection and opened a new era of quantitative analysis in the portfolio selection. The mean-variance model seeks to reduce the total variance of the portfolio with the certain level of the expected return. For mean-variance model, the return is measured by the mean value and the risk is quantified by the variance of the portfolio return, respectively. Based on Markowitz’s work, different extensions of the mean-variance model have been proposed, such as considering the maximum individual risk [25], marginal risk [27], probabilistic risk [24], cardinality constraint [23, 26] and so on [5].

Since the mean and the variance in the mean-variance model are measured with lacking and missing historical data, it may cause the uncertainty of estimation errors. The accuracy of the parameters in the mean-variance model directly affects both measurements of return and risk. Chopra et al. [4] investigated the effectiveness of estimation error of the mean, variance and covariance and indicated that...
even a small error of parameters might cause a large deviation for portfolio selection. To overcome the uncertainty of parameters, the popular and useful method is robust optimization, whose main idea is to consider the worst-case portfolio given an uncertainty interval of parameters. The seminal work was done by Goldfarb et al. [9] who proposed a robust mean-variance model for portfolio selection and reformulated it into a second-order cone programming problem. However, Scherer [22] pointed out that the robust mean-variance model was over conservation and could not bring the extra return. Oppositely, it might increase the computational cost. Recently, Cui [6] proposed a mean-variance model with sensitivity of parameters as a class of constraints for portfolio selection. In her model both upper and lower bound of parameters are given as constants to control the error of parameters. However, it is difficult to choose the upper and lower bounds for the parameters and it is still an optimization problem. Similarly, Li et al. [15] presented a trade-off mean-variance model between total risk and maximum relative marginal risk to avoid choosing parameters. Motivated by Cui and Li’s researches, we use the sensitivity of parameters defined in [6] to formulate a mean-variance model, in which we balance the risk and the sensitivity of parameters by a scalar to replace the choice of the upper and lower bounds of parameters.

Usually, the mean-variance models presented above are non-convex quadratically constrained quadratic programming (QCQP) problem. The methods to solve non-convex QCQP problems are mainly branch-and-bound algorithms. Basic references include Horst et al. [11], Al-Khayyal et al. [1], Raber [21], Audet et al. [2], and Linderoth [16]. Recently, Deng et al. [7] proposed a branch-and-cut algorithm to speed up the computational effort for a portfolio selection which is formulated into a semidefinite programming (SDP) problem. It is well-known that the branch-and-bound algorithm performances badly with large-scale optimization problems. Nesterov’s accelerated gradient (AG) algorithm [18] has attracted much attention recently partly due to the increasing demand solving large-scale convex programming (CP) problems by using the fast first-order algorithms. Then Nesterov [20] used AG algorithm and a new approach for constructing efficient schemes to solve a simple non-smooth CP program. Lan [14] further showed that the AG algorithm, when employed with proper stepsize policies, is optimal for solving not only smooth CP problems, but also general non-smooth and stochastic CP problems. More recently, Ghadimi et al. [8] developed a class of AG algorithms to solve the non-convex and stochastic optimal problems.

Inspired by the AG algorithm, in this paper, we propose an optimal trade-off model for portfolio selection with sensitivity of parameters, which are estimated from historical data. The feature of model is to balance the risk and the error caused by parameters. The sensitivity of parameters are measured by maximum and minimum sensitivity for all assets. Mathematically, the model is a quadratic programming problem, whose objective function contains three terms. The first term is a measurement of risk. And the later two are the maximum and minimum sensitivity, which are non-convex and non-smooth functions, and lead to the whole model to be an intractable problem. Then we transform this quadratic programming problem into an unconstrained composite problem equivalently. Furthermore, we develop a modified AG algorithm to solve the unconstrained composite problem. The convergence and the convergence rate of our algorithm are derived. Finally, we perform both the empirical analysis and the numerical experiments. The empirical analysis indicates that the optimal trade-off model results in a stable return with
lower risk under the stress test. The numerical experiments demonstrate that the modified AG algorithm outperforms the existed AG algorithm for both CPU time and the iterations, respectively.

The rest of this paper is organized as follows. In Section 2 we recall some preliminaries of this paper. In Section 3 we propose an optimal trade-off model for portfolio selection with sensitivity of parameters and transform it to an unconstrained composite problem. In Section 4 we develop a modified AG algorithm to solve the unconstrained composite problem. The empirical analysis is derived in Section 5. The numerical experiments are shown in Section 6. Finally, some concluding remarks are made in Section 7.

2. Preliminaries. In this section, we briefly recall some basic definitions and basic theorems that will be used below. We first recall the mean-variance model, the concept of the sensitivity of parameters and the portfolio selection model with the sensitivity of parameter constraints in [6]. Then we recall the definition of Lipschitz continuous, subgradient of a convex function in [19] and the AG algorithm in [8], respectively.

In the mean-variance model, consider $n$ risky assets with random rates of return $r = (r_1, r_2, \ldots, r_n)$ for an investor. Let $x = (x_1, x_2, \ldots, x_n)$ be the amount of the portfolio to be invested in the $n$ risky assets. Then the random return of portfolio $x$ is $R(x) = \langle r, x \rangle$, and the expected value and the variance are

$$
\mu(x) = E\langle r, x \rangle := \langle \mu, x \rangle, \quad \sigma^2(x) = E[\langle r, x \rangle - \mu(x)]^2 := x\Sigma x^T,
$$

where $\mu$ and $\Sigma$ are the mean vector and the covariance matrix of $r$. The Markowitz’s mean-variance model can be formulated as follows:

$$
\min \ x\Sigma x^T \quad \text{s.t.} \quad \langle \mu, x \rangle \geq \rho, \quad \langle e, x \rangle = 1, \quad x \geq 0, \quad (MV)
$$

where $\rho$ is the expected return of the investor and $e = (1, 1, \ldots, 1)$. The variance of portfolio selection can be rewritten as

$$
x\Sigma x^T = \sum_{i=1}^{n} \sum_{j=1}^{n} \rho_{ij} \sigma_i \sigma_j x_i x_j,
$$

where $\rho_{ij}$ is the correlation coefficient among assets and $\sigma = (\sigma_1, \ldots, \sigma_n)$ is the vector of standard deviation. Cui [6] introduced the concept of sensitivity of parameters.

**Definition 2.1.** [6] The sensitivity of the parameters for asset $i$ is defined as the partial derivative of variance of portfolio $x$ with respect to the standard deviation of individual asset $\sigma_i$:

$$
S_i(x) := \frac{\partial x\Sigma x^T}{\partial \sigma_i} = 2 \sum_{j \neq i} \rho_{ij} \sigma_j x_i x_j + 2\sigma_i x_i^2 = x\Sigma_i x^T, \quad i = 1, \ldots, n,
$$

where

$$
\Sigma_i = \begin{pmatrix}
\rho_{i1} \sigma_1 \\
\vdots \\
\rho_{i1} \sigma_1 & \cdots & 2\sigma_i & \cdots & \rho_{in} \sigma_n \\
\vdots \\
\rho_{ni} \sigma_n
\end{pmatrix}.
$$
Moreover, as \( \frac{\partial \mu x^T}{\partial \mu} = x, \ i = 1, \ldots, n \), restricting the upper and lower bounds of \( x \) is also necessary. Given the estimated parameters \( \mu \) and \( \Sigma \), Cui \cite{Cui2010} developed a portfolio selection model with the sensitivity of parameters constraints, i.e.,

\[
\begin{align*}
\min & \ x \Sigma x^T \\
\text{s.t.} & \ \langle \mu, x \rangle \geq \rho, \ \langle e, x \rangle = 1, \ l \leq x \leq u, \\
& \ -k_i^2 \leq x_i x^T \leq s_i^2, \ i = 1, \ldots, m,
\end{align*}
\]

where \( m \leq n \) denotes the number of assets that the sensitivity of parameters should be restricted, \( k, s \) are the lower and upper bounds of sensitivity of parameters, and \( l, u \) are the lower and upper bounds of \( x \). Since \( \Sigma \) is an indefinite matrix, \( (\text{MV}_{sc}) \) is a non-convex quadratically constrained quadratic program.

**Definition 2.2.** \cite{Beck2010} Let \( f(x) \) be a differentiable function on \( \mathbb{R}^n \). The gradient function \( \nabla f \) is said to be Lipschitz continuous if there exists a constant \( L_f > 0 \) such that

\[
\| \nabla f(y) - \nabla f(x) \| \leq L_f \| y - x \|, \quad \forall x, y \in \mathbb{R}^n,
\]

where the norm \( \| \cdot \| \) denotes the Euclidean norm. We denote \( f(x) \in C^{1,1}_{L_f}(\mathbb{R}^n) \).

**Definition 2.3.** \cite{Beck2010} Let \( f(x) \) be a convex function. A vector \( g \) is called the subgradient of function \( f \) at point \( x_0 \in \text{dom } f \) if for any \( x \in \text{dom } f \), we have

\[
\psi(x) \geq \psi(x_0) + \langle g, x - x_0 \rangle.
\]

The subgradient set of function \( f \) at point \( x_0 \) is denoted as \( \partial f(x_0) \).

Consider a class of composite problems given by

\[
\begin{align*}
\min_{x \in \mathbb{R}^n} & \ \Psi(x) + \chi(x), \\
\end{align*}
\]

where \( \Psi(x) := f(x) + h(x) \), \( f \in C^{1,1}_{L_f}(\mathbb{R}^n) \) is possibly nonconvex, \( h(x) \in C^{1,1}_{L_h}(\mathbb{R}^n) \) is convex, and \( \chi \) is a simple convex (possibly non-smooth) function with bounded domain.

**Lemma 2.4.** \cite{Ghadimi2020} If \( \Psi(\cdot) \) is defined in \( (CP) \), then for any \( x, y \in \mathbb{R}^n \), we have

\[
-L_f \frac{1}{2} \| y - x \|^2 \leq \Psi(y) - \Psi(x) - \langle \nabla \Psi(x), y - x \rangle \leq L_f \frac{1}{2} \| y - x \|^2.
\]

**Lemma 2.5.** \cite{Ghadimi2020} If \( \chi(\cdot) \) is a proper closed convex function with bounded domain, then there exists a constant \( M \) such that \( \| P(x, y, c) \| \leq M \) for any \( c \in (0, +\infty) \) and \( x, y \in \mathbb{R}^n \), where \( P(x, y, c) \) is given by

\[
\begin{align*}
P := & \ \arg \min_{w \in \mathbb{R}^n} \{ \langle y, w \rangle + \frac{1}{2c} \| w - x \|^2 + \chi(w) \}.
\end{align*}
\]

Ghadimi et al. \cite{Ghadimi2020} also introduced an important quantity that will be a termination criterion in the AG algorithm, i.e.,

\[
\mathcal{G} := \frac{1}{c} [x - \chi(x, y, c)]
\]
Algorithm 2.1. The AG algorithm [8]

**Step 0.** Input $x_0 \in \mathbb{R}^n$, $\{\alpha_k\}$ s.t. $\alpha_1 = 1$ and $\alpha_k \in \{0, 1\}$ for any $k \geq 2$, $\{\beta_k > 0\}$, $\{\lambda_k > 0\}$, and the accuracy parameter $\epsilon$. Let $x_0^{ag} = x_0$, $k = 1$.

**Step 1.** Let

$$x_{md_k} = (1 - \alpha_k)x_{ag_{k-1}} + \alpha_k x_{k-1}.$$  

**Step 2.** Compute $\nabla \Psi(x_{md_k})$, let

$$x_k = \mathcal{P}(x_{k-1}, \nabla \Psi(x_{md_k}), \lambda_k),$$

$$x_k^{ag} = \mathcal{P}(x_{md_k}, \nabla \Psi(x_{md_k}), \beta_k).$$

**Step 3.** If $\|G\| \leq \epsilon$, stop. Else $k = k + 1$, go to Step 1.

3. Optimal trade-off model and equivalent transformation. In this section, we first propose an optimal trade-off model for portfolio selection with sensitivity of parameters. Then we analyze the feature of model. Based on the properties of model, we finally transform it to an unconstrained composite problem equivalently.

3.1. Optimal trade-off model. In our model, we use the maximum and minimum sensitivity of parameters of all assets as a measure of sensitivity. The set of assets whose the sensitivity of parameters should be restricted is denoted as $S = \{1, \ldots, m\}$.

The objective function contains two parts in our model, the first one is the classical risk term denoted by $x \Sigma x^T$, and the second one is the sensitivity of parameters denoted by $\max_{i \in S} \{x \Sigma_i x^T\} - \min_{i \in S} \{x \Sigma_i x^T\}$. Our goal is to minimize the risk, and also to make the the sensitivity of parameters small. This is naturally described as an optimization problem with two objectives. To solve this bi-criterion problem, we minimize the weight sum of the objectives by introducing a $\tau > 0$, as a trade-off factor. We propose an optimal trade-off model for portfolio selection with sensitivity of parameters, i.e.,

$$\min \tau x \Sigma x^T + \max_{i \in S} \{x \Sigma_i x^T\} - \min_{i \in S} \{x \Sigma_i x^T\}$$

s.t. $\langle \mu, x \rangle \geq \rho$, $\langle e, x \rangle = 1$, $l \leq x \leq u$,  

$$(\text{TMV}_sc)$$

where $\tau \in (0, \infty)$ is a trade-off factor. Since $\Sigma_i$ is an indefinite matrix, $x \Sigma_i x^T$ is a class of non-convex quadratic functions. Due to the nonconvexity and nonsmoothness of the objective function, it is hard to solve $$(\text{TMV}_{sc}).$$

Since $\min_{i \in S} \{x \Sigma_i x^T\} = - \max_{i \in S} \{-x \Sigma_i x^T\}$, the $$(\text{TMV}_{sc})$$ can be rewritten as,

$$\min \tau x \Sigma x^T + \max_{i \in S} \{x \Sigma_i x^T\} + \max_{i \in S} \{-x \Sigma_i x^T\}$$

s.t. $\langle \mu, x \rangle \geq \rho$, $\langle e, x \rangle = 1$, $l \leq x \leq u$,  

$$(\text{TMV}_{sc1})$$

Thus, the objective function of $$(\text{TMV}_{sc1})$$ is a composite function that contains a convex quadratic function and two non-convex maximum functions. Then, we transform it equivalently to an unconstrained composite problem in Subsection 3.2.
3.2. Unconstrained optimization problem. To transform the \( \text{TMV}_{\text{sc}} \) to an unconstrained composite equivalently, we first introduce an indicator function of \( X = \{ x | (\mu, x) \geq \rho, (e, x) = 1, l \leq x \leq u \} \) given by,

\[
\mathcal{I}(x) = \begin{cases} 
0, & x \in X, \\
+\infty, & x \notin X.
\end{cases}
\]

Then \( \text{TMV}_{\text{sc}} \) can be equivalently expressed as an unconstrained optimization,

\[
\min_{x \in S} \tau x \Sigma x^T + \max_{i \in S} \{ x \Sigma_i x^T \} + \max_{i \in S} \{ -x \Sigma_i x^T \} + \mathcal{I}(x). \tag{UTMV_{sc}}
\]

It is obviously that both terms of \( \max_{i \in S} \{ x \Sigma_i x^T \} \) and \( \max_{i \in S} \{ -x \Sigma_i x^T \} \) are non-convex and non-smooth. Thus \( \text{UTMV}_{\text{sc}} \) is still difficult to solve.

To convexify \( \max_{i \in S} \{ x \Sigma_i x^T \} + \max_{i \in S} \{ -x \Sigma_i x^T \} \), we choose a sufficiently large constant \( \theta \) such that \( \Sigma_i + \theta I \) and \( -\Sigma_i + \theta I \) are positive semidefinite, where \( I \) is an \( m \times m \) identical matrix. The matrix \( \Sigma_i \) can be decomposed as \( \Sigma_i = \lambda_i \nu_i \nu_i^T - \gamma_i \omega_i \omega_i^T \), where \( \lambda_i \geq 0, -\gamma_i \leq 0 \) are the eigenvalues of \( \Sigma_i \) and \( \nu_i, \omega_i \) are the corresponding orthogonal unit eigenvectors. In particular, let

\[
\theta = \max \{ \lambda_1, \ldots, \lambda_m, \gamma_1, \ldots, \gamma_m \}.
\]

Therefore, \( \text{UTMV}_{\text{sc}} \) is equivalent to the following problem.

\[
\min \Psi(x) + \mathcal{X}(x), \tag{UTMV_{sc}}
\]

where

\[
\Psi(x) = f(x) + h(x), \quad f(x) = -2\theta(x, x), \quad h(x) = \tau x \Sigma x^T,
\]

\[
\mathcal{X}(x) = \max_{i \in S} \{ x(\Sigma_i + \theta I)x^T \} + \max_{i \in S} \{ x(-\Sigma_i + \theta I)x^T \} + \mathcal{I}(x).
\]

Thus, \( \Psi(x) \) is a non-convex differentiable function which consists of a convex function and a concave function. \( \mathcal{X}(x) \) is a proper convex with bounded domain \( x \in X \) but non-smooth function.

**Definition 3.1.** [12] Given a matrix \( A \in \mathbb{R}^{n \times n} \), its spectral norm is defined as the largest singular value of \( A \), i.e.,

\[
\| A \| = \sqrt{\text{maximum eigenvalue of } (A^H A)},
\]

where \( A^H \) denotes the conjugate transpose of \( A \).

**Lemma 3.2.** For any \( x, y \in X \), there exits a constant \( L_{\Psi} \) such that

\[
\| \nabla \Psi(y) - \nabla \Psi(x) \| \leq L_{\Psi} \| y - x \|.
\]

**Proof.** By \( \Psi(x) = \tau x \Sigma x^T - 2\theta(x, x) \), we have

\[
\| \nabla \Psi(y) - \nabla \Psi(x) \| = \| (2\tau y \Sigma - 4\theta y) - (2\tau x \Sigma - 4\theta x) \| \\
\leq 2\tau \| (y - x) \Sigma \| + 4\theta \| y - x \| \leq (2\tau \| \Sigma \| + 4\theta) \| y - x \|
\]

Let \( L_{\Psi} = 2\tau \| \Sigma \| + 4\theta \), we have

\[
\| \nabla \Psi(y) - \nabla \Psi(x) \| \leq L_{\Psi} \| y - x \|.
\]

Therefore, \( \nabla \Psi(x) \) is Lipschitz continuous. \( \square \)
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Obviously, (UTMV\textsuperscript{sc1}) has the same form of (CP). Therefore, (UTMV\textsuperscript{sc1}) can be solved by Algorithm 2.1. However, if \(m\), the number of the assets for restricting the sensitivity of parameters, is chosen large, then solving (2) and (3) of Algorithm 2.1 may cause the computational difficulty. To overcome it, we develop a modified AG algorithm in the following section.

4. The modified AG algorithm

In this section, we first develop a modified AG algorithm to solve the problem (UTMV\textsuperscript{sc1}), which is described as Algorithm 4.1. Then we derive the convergence and the convergence rate of Algorithm 4.1.

Denote that \(P_i = \Sigma_i + \theta I\), \(Q_i = -\Sigma_i + \theta I\), \(i \in S\). The key step in Algorithm 2.1 is to solve problem (P), which can be reformulated equivalently into the following quadratic convex programming problem.

\[
\min_w \langle y, w \rangle + \frac{1}{2c} \|w - x\|^2 + \max_{i \in S} \{w^T P_i w\} + \max_{i \in S} \{w^T Q_i w\} \quad \text{s.t.} \quad x \in X. \tag{P1}\]

(P1) is a convex programming problem that can be solved by CVX software package developed by Grant et al. [10]. However, choosing \(m\) assets from \(n\) assets, (P1) has to be solved twice for two terms of sensitive of parameters at each iteration in Algorithm 2.1, which obviously increases the computational cost. To alleviate expensive computational cost associated with the different parameters, our idea is to only solve (P1) once to obtain \(x_k^{ag}\). Then the iteration \(x_k\) is obtained in terms of combination of \(x_k^{ag} - 1\) and \(x_k^{ag}\). In other words, our algorithm only requires the solution of one subproblem (P1) and the computational cost is decreased. Our algorithm is described as follows.

Algorithm 4.1. The modified AG algorithm

**Step 0.** Input a feasible solution \(x_0\) and the accuracy parameter \(\epsilon\). Let \(x_0^{ag} = x_0\), \(k = 1\), \(a_k = \frac{2}{k+1}\), \(b_k = \frac{1}{\pi c}\).

**Step 1.** Let
\[
x_k^{md} = (1 - a_k)x_{k-1}^{ag} + a_kx_{k-1}. \tag{4}\]

**Step 2.** Compute \(\nabla \Psi(x_k^{md})\), let
\[
x_k^{ag} = P(x_k^{md}, \nabla \Psi(x_k^{md}), b_k), \tag{5}\]
\[
x_k = x_k^{ag} + \frac{1}{\alpha_k} (x_k^{ag} - x_k^{ag} - 1). \tag{6}\]

**Step 3.** If \(\|G\| \leq \epsilon\), stop. Else \(k = k + 1\), go to Step 1.

Note that the subproblem (5) guarantees the feasibility of solution and its solution \(x_k^{ag}\) is used to compute the search direction \(x_k^{ag} - x_k^{ag} - 1\). From the termination criterion (1) and (5), the new termination criterion is as follows.

\[
G(x_k^{md}, \nabla \Psi(x_k^{md}), b_k) = \frac{1}{b_k} (x_k^{md} - x_k^{ag}). \tag{7}\]

The following Lemma 4.1 shows that \(x_k^{ag}\) approaches to a stationary point of (UTMV\textsuperscript{sc1}) as (7) decreasing.
Lemma 4.1. If \( \|G(x_k^m, \nabla \Psi(x_k^m), \beta_k)\| \leq \epsilon \) after \( k \) iterations, then
\[ -\nabla \Psi(x_k^{ag}) \in \partial \lambda(x_k^{ag}) + B(\frac{3}{2}\epsilon), \]
where \( B(r) := \{x \in \mathbb{R} : \|x\| \leq r\} \).

Proof. By \( \text{(5)} \) and the first-order optimal condition, we have
\[ -\Psi(x_k^{ag}) - \frac{1}{\beta_k}(x_k^{ag} - x_k^{md}) \in \partial \lambda(x_k^{ag}). \]
Thus, we obtain
\[ -\Psi(x_k^{ag}) + \Psi(x_k^{ag}) - \Psi(x_k^{md}) - \frac{1}{\beta_k}(x_k^{ag} - x_k^{md}) \in \partial \lambda(x_k^{ag}). \]
By Lemma \( \text{3.2} \) and \( \beta_k = \frac{1}{L_f} \), we have
\[
\|\Psi(x_k^{ag}) - \Psi(x_k^{md}) - \frac{1}{\beta_k}(x_k^{ag} - x_k^{md})\| \leq L_\Psi \|x_k^{ag} - x_k^{md}\| + \frac{1}{\beta_k} \|x_k^{ag} - x_k^{md}\|
\[
= \frac{3}{2} \left( \frac{1}{\beta_k} \|x_k^{ag} - x_k^{md}\| \right) \leq \frac{3}{2} \epsilon.
\]

If it satisfies \(-\nabla \Psi(x_k^{ag}) \in \partial \lambda(x_k^{ag}) + B(\frac{3}{2}\epsilon), \), \( x_k^{ag} \) is called an \( \epsilon \)-stationary point of \( \text{(UTMV_{sc})} \). In the following part, we prove the convergence and convergence rate of Algorithm 4.1.

Theorem 4.2. If \( x^* \) is an optimal solution for \( \text{(UTMV_{sc})} \) and \( \|x_k\|(k \geq 1) \) is bounded, then for any \( N \geq 1 \), there exists a constant \( M \) such that
\[ \min_{k=1, \ldots, N} \|G(x_k^m, \nabla \Psi(x_k^m), \beta_k)\|^2 \leq \frac{24L_\Psi(L_f + 2L_\Psi)}{N + 2}(\|x^*\|^2 + 2M^2). \]
Moreover, \( x_N^{ag} \) is an \( \epsilon \)-stationary point of \( \text{(UTMV_{sc})} \) at most \( N = \mathcal{O}(1/\epsilon^2) \) iterations.

Proof. By Lemma \( \text{3.2} \) and Lemma \( \text{2.4} \) we have the following inequality,
\[ -\frac{L_f}{2}\|y - x\|^2 \leq \Psi(y) - \Psi(x) - \langle \nabla \Psi(x), y - x \rangle \leq \frac{L_\Psi}{2}\|y - x\|^2. \]
Specially, for the right hand side of inequality, we have
\[ \Psi(x_k^{ag}) \leq \Psi(x_k^{md}) + \langle \nabla \Psi(x_k^{md}), x_k^{ag} - x_k^{md} \rangle + \frac{L_\Psi}{2} \|x_k^{ag} - x_k^{md}\|^2, \]
and for the left hand side of inequality, we have
\[
\Psi(x_k^{md}) - \|((1 - \alpha_k)\Psi(x_k^{ag}) + \alpha_k \Psi(x))
\]
\[ = \alpha_k [\Psi(x_k^{md} - \Psi(x)) + (1 - \alpha_k)[\Psi(x_k^{md}) - \Psi(x_k^{ag})]
\]
\[ \leq \alpha_k [\|\nabla \Psi(x_k^{md}, x_k^{md} - x) + \frac{L_f}{2} \|x_k^{md} - x\|^2]
\]
\[ + (1 - \alpha_k)[\|\nabla \Psi(x_k^{md}), x_k^{md} - x_k^{ag}\| + \frac{L_f}{2} \|x_k^{md} - x_k^{ag}\|^2]. \]
Combining \( \text{(8)} \) and \( \text{(9)} \), we have to compute \( \langle \nabla \Psi(x_k^{md}), x_k^{ag} - \alpha_k x - (1 - \alpha_k)x_k^{ag} \rangle \). Since \( x_k^{ag} \) is the optimal solution of \( \text{(5)} \), we have
\[ \langle \nabla \Psi(x_k^{md}), x_k^{ag} - x \rangle + \lambda(x_k^{ag}) \leq \lambda(x) + \frac{1}{2\beta_k} \left( \|x_k^{md} - x\|^2 - \|x_k^{ag} - x_k^{md}\|^2 \right), \]
for any \( x \in \mathbb{R}^n \). Let \( x = x_{k-1}^{ag} \),

\[
\langle \nabla \psi(x^m), x_{k-1}^{ag} - x_{k-1}^{ag} \rangle
\leq -\psi(x_{k-1}^{ag}) + \psi(x_{k-1}^{ag}) + \frac{1}{2\beta_k} \left[ \|x_{k-1}^{ag} - x_{k-1}^{ag}\|^2 - \|x_{k-1}^{ag} - x_{k-1}^{ag}\|^2 \right].
\]  

(11)

Multiplying (10) by \( \alpha_k \) and (11) by \( (1 - \alpha_k) \), respectively, we obtain

\[
(1 - \alpha_k)\langle \nabla \psi(x^m), x_{k-1}^{ag} - x_{k-1}^{ag} \rangle + \alpha_k \langle \nabla \psi(x^m), x_{k-1}^{ag} - x \rangle
\leq -\psi(x_{k-1}^{ag}) + \alpha_k \psi(x) + (1 - \alpha_k)\psi(x_{k-1}^{ag}) + \frac{1}{2\beta_k} \left[ \|x_{k-1}^{ag} - x_{k-1}^{ag}\|^2 - \|x_{k-1}^{ag} - x_{k-1}^{ag}\|^2 \right]
\]

(12)

Then denoting \( \Phi(x) = \psi(x) + \psi(x) \) and combining (8), (9) and (12), we have

\[
\Phi(x_{k-1}^{ag}) \leq (1 - \alpha_k)\Phi(x_{k-1}^{ag}) + \alpha_k \Phi(x) + \frac{\alpha_k(L_f \beta_k + 1)}{2\beta_k} \|x_{k-1}^{ag} - x\|^2
\]

\[
+ \frac{1 - \alpha_k}{2\beta_k} \|x_{k-1}^{ag} - x_{k-1}^{ag}\|^2 + \frac{L_q \beta_k - 1}{2\beta_k} \|x_{k-1}^{ag} - x_{k-1}^{ag}\|^2
\]

\[
= (1 - \alpha_k)\Phi(x_{k-1}^{ag}) + \alpha_k \Phi(x) + \frac{\alpha_k(L_f \beta_k + 1)}{2\beta_k} \|x_{k-1}^{ag} - x\|^2
\]

\[
+ \frac{\alpha_k^2(1 - \alpha_k)(L_f \beta_k + 1)}{2\beta_k} \|x_{k-1}^{ag} - x_{k-1}^{ag}\|^2 + \frac{L_q \beta_k - 1}{2\beta_k} \|x_{k-1}^{ag} - x_{k-1}^{ag}\|^2,
\]

where the last equality follows form the equation (11). Subtracting \( \Phi(x) \) from both side of the above inequality, re-arranging the terms, we obtain

\[
\phi(x_{k-1}^{ag}) - \phi(x) \leq \sum_{k=1}^{N} \frac{1 - \alpha_k}{\Gamma_k} \|x_{k-1}^{ag} - x_{k-1}^{ag}\|^2
\]

(13)

\[
\leq \sum_{k=1}^{N} \frac{\alpha_k(L_f \beta_k + 1)}{2\beta_k \Gamma_k} \left[ \|x_{k-1}^{ag} - x\|^2 + \alpha_k(1 - \alpha_k)\|x_{k-1}^{ag} - x_{k-1}^{ag}\|^2 \right],
\]

where

\[
\Gamma_k := \begin{cases} 
1, & k = 1, \\
(1 - \alpha_k)\Gamma_{k-1}, & k \geq 2.
\end{cases}
\]  

(14)

Observing Lemma 2.5, there exists a constant \( M_1 \) such that \( \|x_{k-1}^{ag}\| \leq M_1 \) and \( x_{k-1}^{ag} \in X \). Moreover, by the presume that \( \|x_{k-1}^{ag}\| \) is bounded, there also exists a constant \( M_2 \) such that \( \|x_{k-1}^{ag}\| \leq M_2 \). Therefore, letting \( M = \max\{M_1, M_2\} \), \( x = x^* \), and using Jensen’s inequality for \( \| \cdot \| \), we have

\[
\|x_{k-1}^{ag} - x^*\|^2 + \alpha_k(1 - \alpha_k)(\|x_{k-1}^{ag} - x_{k-1}^{ag}\|^2)
\]

\[
\leq 2(\|x^*\|^2 + \|x_{k-1}^{ag}\|^2 + \alpha_k(1 - \alpha_k)(\|x_{k-1}^{ag} - x_{k-1}^{ag}\|^2) + \|x_{k-1}^{ag}\|^2)
\]

\[
\leq 2(\|x^*\|^2 + \alpha_k(\|x_{k-1}^{ag}\|^2 + \|x_{k-1}^{ag}\|^2) + \alpha_k(1 - \alpha_k)(\|x_{k-1}^{ag} - x_{k-1}^{ag}\|^2) + \|x_{k-1}^{ag}\|^2)
\]

\[
\leq 2(\|x^*\|^2 + 2M^2).
\]
Replacing the above result in (13), we obtain
\[
\frac{\Phi(x_{N}^{ag}) - \Phi(x^*)}{\Gamma_N} = \sum_{k=1}^{N} \frac{1 - L_{\Psi}\beta_k}{2\beta_k\Gamma_k} \|x_k^{ag} - x_k^{md}\|^2 \leq \sum_{k=1}^{N} \frac{\alpha_k(L_f\beta_k + 1)}{\beta_k\Gamma_k} = \frac{L_f + 2L_{\Psi}}{\Gamma_N} (\|x^*\|^2 + 2M^2),
\]
where \(\beta_k = \frac{1}{2\Psi}\) and the last inequality follows that
\[
\sum_{k=1}^{N} \frac{\alpha_k}{\Gamma_k} = \frac{1}{\Gamma_1} + \sum_{n=1}^{N} \frac{1}{\Gamma_k} (1 - \frac{\Gamma_k}{\Gamma_{k-1}}) = \frac{1}{\Gamma_1} + \sum_{k=2}^{N} \frac{1}{\Gamma_{k-1}} = \frac{1}{\Gamma_N}.
\]
For the fact of \(\Phi(x_{N}^{ag}) - \Phi(x^*) \geq 0\), we obtain
\[
\frac{1}{16L_{\Psi}} \sum_{k=1}^{N} k(k+1) \|G(x_k^{md}, \nabla \Psi(x_k^{md}), \beta_k)\|^2 \leq \sum_{k=1}^{N} \frac{1 - L_{\Psi}\beta_k}{2\beta_k\Gamma_k} \|x_k^{ag} - x_k^{md}\|^2 \leq \frac{L_f + 2L_{\Psi}}{\Gamma_N} (\|x^*\|^2 + 2M^2).
\]
From \(\alpha_k = \frac{2}{k+1}\) and (14), we have
\[
\Gamma_k = \frac{2}{k(k+1)}.
\]
Therefore, substituting \(\Gamma_N\) in the above equation, we have
\[
\min_{k=1,\ldots,N} \|G(x_k^{md}, \nabla \Psi(x_k^{md}), \beta_k)\|^2 \leq \frac{24L_{\Psi}(L_f + 2L_{\Psi})}{N+2} (\|x^*\|^2 + 2M^2).
\]
Therefore, in view of Lemma 4.1, \(x_{N}^{ag}\) is an \(\epsilon\)-stationary point of (UTMV\(_{sc}\)) at most \(N = O(1/\epsilon^2)\) iterations.

5. Empirical analysis. In this section, we take the empirical analysis for our proposed optimal trade-off model compared with the MV model. We first describe a stress test problem using data from Standard & Poor’s 500 (S&P 500) and compare the efficient frontiers and the ratios of mean to standard deviation of the portfolios between our model and the MV model. Then we analyse the out-of-sample performances of the portfolios using Monte Carlo simulation. Finally, we explore the region of the parameter \(\tau\) in our model. Let \(l_i = 0, u_i = 0.3, i = 1,\ldots, 33, m = n = 33\), and \(\epsilon = 10^{-4}\). The proposed model is solved by the modified AG algorithm which is implemented in Matlab R2012(a) win64-bit on a PC with 2.30GHZ CPU processor.

5.1. Sample analysis. We consider a portfolio selection problem with S&P 500 historical data from the period of July 24, 2006 to February 24, 2012. Weekly rates of return are used to estimate their mean \(\mu\), standard deviation \(\sigma\) and the covariant matrix \(\Sigma\). We select 33 stocks according to the statistic analysis in [13, 3], listed in Table I.

To compare the efficient frontier of the (TMV\(_{sc}\)) model and the MV model, we first observe the efficient frontiers without stress testing. Set the trade-off factor \(\tau = 1, 5, 10, 20\), and the expected return \(\rho \in [7 \times 10^{-3}, 11 \times 10^{-3}]\). For each value of \(\rho\), we obtain the optimal risk by performing the (TMV\(_{sc}\)) model and the MV model. The efficient frontier is composed of investments with the highest return and the
Table 1. 33 stocks from S&P 500

| Stock | Name                           | Stock | Name                           |
|-------|--------------------------------|-------|--------------------------------|
| 1     | MASTERCARD                     | 18    | MEDCO HEALTH SLTN.             |
| 2     | PRICELINE.COM                  | 19    | SOUTHWESTERN ENERGY           |
| 3     | MCDONALDS.COM                  | 20    | CVS CAREMARK                  |
| 4     | AUTOZONE                       | 21    | J M SMUCKER                   |
| 5     | WATSON PHARMS.                 | 22    | URBAN OUTFITTERS             |
| 6     | FAMILY DOLLAR STORES           | 23    | APOLLO GP.'A'                 |
| 7     | PERRIGO                        | 24    | CELGENE                       |
| 8     | STERICYCLE                     | 25    | INTERCONTINENTAL EX.          |
| 9     | INTUITIVE SURGICAL             | 26    | LOCKHEED MARTIN               |
| 10    | EDWARDS LIFESCIENCES           | 27    | ALTRIA GROUP                  |
| 11    | GOODRICH                       | 28    | HORMEL FOODS                  |
| 12    | FIDELITY NAT.INFO.SVS.         | 29    | NETFLIX                       |
| 13    | F5 NETWORKS                    | 30    | MICRON TECHNOLOGY             |
| 14    | WAL MART STORES                | 31    | VARIAN MED.SYS.               |
| 15    | COCA COLA                      | 32    | BROWN-FORMAN ‘B’              |
| 16    | BIOGEN IDEC                    | 33    | GAMESTOP ‘A’                  |
| 17    | TRAVELERS COS.                 |       |                                |

Figure 1. Efficient frontiers of (TMVsc) and (MV)

The figure illustrates that the efficient frontiers of the (TMVsc) model are below the efficient frontier of the MV model. As the value of \( \tau \) increasing, the efficient frontier of the (TMVsc) model moves downward.

Then we carry out the stress test and suppose that the rates of return and the standard deviations under stress scenario are:

\[
\hat{\mu}_i = 0.7\mu_i, \quad \hat{\sigma}_i = 1.3\sigma_i, \quad i = 1, \ldots, 7,
\]
where $i$ denotes seven assets with largest sensitivity of parameters. Moreover, we reconstruct the MV model with new $\hat{\mu}$ and $\hat{\sigma}$. The portfolios of the reconstructed MV model are regarded as the optimal portfolios. Similar to Figure 1, the efficient frontiers under stress scenario are obtained. As shown in Figure 2, the efficient frontiers of the (TMV$_{sc}$) model are above the efficient frontier of the MV model. We also observe that the efficient frontier of the (TMV$_{sc}$) model is close to the optimal one for $\tau = 5$.

We further compute the ratios of mean to standard deviation of the portfolios. As the numerical results in Table 2, for the case of $\tau = 5$ and $\tau = 10$, the ratios of mean to standard deviation of the (TMV$_{sc}$) model are greater than the ratios of the MV model. Moreover, the ratio of mean to standard deviation of the (TMV$_{sc}$) model are even greater than the optimal one when $\rho = 9 \times 10^{-3}$ and $\tau = 5$. As to the criterion of ratio of mean to standard deviation, the (TMV$_{sc}$) model performs better than the MV model.

5.2. Out-of-sample analysis. We now compare the out-of-sample performances of the portfolios generated by the (TMV$_{sc}$) model and the MV model.

In particular, the weekly rates of return are generated by Monte Carlo simulation with 10000 samples from the normal distribution $N(\hat{\mu}_i, \hat{\sigma}_i^2)$. Using the weekly data, we compute the return and the risk of portfolios in Subsection 5.1. The ratios of the mean to the standard deviation are obtained and listed in Table 3.
As illustrated in Table 3, the ratios of mean to standard deviation of the \((\text{TMV}_{sc})\) model are greater than the ratios of the MV model for \(\tau = 5\). Moreover, the ratios of mean to standard deviation of the \((\text{TMV}_{sc})\) model are greater than the optimal one for the case of \(\rho = 8 \times 10^{-3}\) and \(\rho = 9 \times 10^{-3}\). Fixed \(\rho = 8 \times 10^{-3}\), we compare the accumulated returns of our model and the MV model in Figure 3.

Obviously, the accumulated return of our model is upward that of the MV model. The empirical analysis illustrates that the \((\text{TMV}_{sc})\) model makes sense for a stable return and a low risk.

5.3. Discussion of \(\tau\). The parameter \(\tau\) balances the risk and sensitivity of parameters in the \((\text{TMV}_{sc})\) model. To explore the region of \(\tau\), we preform the \((\text{TMV}_{sc})\) model and compare both optimal value of risk and that of the sensitivity of parameters, respectively, based on data from S&P 500 and Hongkong (HK) stocks. Obviously, the larger the value of \(\tau\) is, the smaller the value of the risk \(x^\Sigma x^T\) is. Moreover, we compare the rate of the risk, defined by \(\text{Rate}_R = \frac{\text{Risk}(\text{TMV}_{sc})}{\text{Risk}(\text{MV})} - 1\), and the rate of the sensitivity of parameters defined by \(\text{Rate}_S = |\frac{\text{Sensitivity}(\text{TMV}_{sc})}{\text{Sensitivity}(\text{MV})} - 1|\), respectively. The numerical results are listed and illustrated in Table 4. Fixed \(\rho = 7 \times 10^{-3}\) and \(\tau = 5\), the risk of the \((\text{TMV}_{sc})\) model is \(0.4902 \times 10^{-3}\). In contrast to the risk of the MV model, there is almost 20% increasing. Similarly, the sensitivity of the \((\text{TMV}_{sc})\) model is \(1.7136 \times 10^{-3}\). It is almost 57% decreasing, compared with that of the MV...
model. Let the value of $\tau$ increase as $\tau = 10$, $\tau = 15$ and $\tau = 20$, respectively. We observe that the values of $Rate_{R}$ and $Rate_{S}$ go to less, respectively. Summarily, we conclude that $\tau$ makes sense to balance the risk and the sensitivity of parameters in the \((TMV_{sc})\) model with a range $\tau \in [5, 20]$.

To further verify the property of $\tau$ and its region, we perform the \((TMV_{sc})\) model again by new data of HK stocks to compare the risk, the sensitivity of parameters, $Rate_{R}$ and $Rate_{S}$, respectively. The corresponding numerical results are recorded in Table 5. As showed in Table 5, fixed $\rho = 3 \times 10^{-3}$ and $\tau = 10$, the risk of the \((TMV_{sc})\) model is $0.2819 \times 10^{-3}$, greater almost 14% than that of the MV model. The sensitivity of the \((TMV_{sc})\) model is $4.8713 \times 10^{-3}$, less almost 38% than that of the MV model. We observe the similar conclusion to the previously noted numerical results in Table 4 with a range $\tau \in [20, 40]$. Moreover, we find that the region of $\tau$ depends on the different data.

6. Numerical experiments. In this section, we first compare the CPU time and iterations between the modified algorithm and Algorithm 2.1, respectively, based on the data from S&P 500. We then present the computational results of Algorithm 4.1 based on randomly generated data. The parameters in Algorithm 2.1 are set as $\alpha_k = \frac{2}{k+1}$, $\beta_k = \frac{1}{2L}\psi$, and $\lambda_k = \frac{k\beta_k}{2}$. The algorithms are implemented in Matlab R2012(a) win64-bit on a PC with 2.30GHZ CPU processor.

6.1. Numerical experiments for S&P 500. We first perform the \((TMV_{sc})\) model by Algorithm 2.1 and Algorithm 4.1 and compare the CPU time and iterations of algorithms, respectively, based on the data from S&P 500.

For each instance, the optimal value of the model \((TMV_{sc})\) solved by Algorithm 4.1 is denoted as "Opt". Meanwhile, Algorithm 2.1 is terminated as the objective
Table 5. Discussion of $\tau$ for HK stocks

| $\rho$ $(\times 10^{-3})$ | $\tau$ | Risk $(\times 10^{-3})$ | Rate$_R$ (%) | Sensitivity $(\times 10^{-3})$ | Rate$_S$ (%) |
|--------------------------|-------|------------------------|-------------|----------------|-------------|
| MV                       | 0.2469| -                      | 7.9021      | -              | -           |
| $\tau = 10$              | 0.2819| 14.18                  | 4.8713      | 38.35          |
| $\tau = 20$              | 0.2616| 5.95                   | 5.4896      | 30.53          |
| $\tau = 30$              | 0.2595| 5.10                   | 5.6577      | 28.40          |
| $\tau = 40$              | 0.2582| 4.58                   | 5.4896      | 26.64          |
| 3                        |       |                        |             |                |
| MV                       | 0.3118| -                      | 8.2937      | -              |
| $\tau = 10$              | 0.3505| 12.41                  | 5.386       | 35.06          |
| $\tau = 20$              | 0.3356| 7.63                   | 5.6569      | 31.79          |
| $\tau = 30$              | 0.3308| 6.09                   | 5.9154      | 28.68          |
| $\tau = 40$              | 0.3272| 4.94                   | 6.1602      | 25.72          |
| 3.5                      |       |                        |             |                |
| MV                       | 0.4445| -                      | 9.7782      | -              |
| $\tau = 10$              | 0.4500| 1.24                   | 9.1207      | 6.72           |
| $\tau = 20$              | 0.4482| 0.83                   | 9.2027      | 5.89           |
| $\tau = 30$              | 0.4472| 0.61                   | 9.2756      | 5.14           |
| $\tau = 40$              | 0.4462| 0.40                   | 9.3756      | 4.43           |

Table 6. Comparison Algorithm 4.1 and Algorithm 2.1

| $\tau$ | $\rho$ $(\times 10^{-3})$ | Opt | Algorithm 4.1 | Algorithm 2.1 |
|--------|--------------------------|-----|---------------|---------------|
|        |                          | CPU time | $N_{iter}$ | CPU time | $N_{iter}$ |
| 5      | 5.5                      | 0.0171  | 96.9  | 58 | 670.6 | 214 |
| 5      | 6                       | 0.0170  | 151.0 | 88 | $\geq 1000$ | $\geq 279$ |
| 5      | 7                       | 0.0304  | 142.5 | 85 | $\geq 1000$ | $\geq 300$ |
| 10     | 5.5                      | 0.0297  | 104.2 | 62 | 279.0 | 82 |
| 10     | 6                       | 0.0312  | 123.8 | 75 | 302.2 | 88 |
| 10     | 7                       | 0.0424  | 80.2  | 43 | $\geq 1000$ | $\geq 327$ |
| 20     | 5.5                      | 0.0351  | 173.0 | 102 | 627.1 | 186 |
| 20     | 6                       | 0.0366  | 141.0 | 84 | 350.5 | 105 |
| 20     | 7                       | 0.0494  | 92.1  | 52 | $\geq 1000$ | $\geq 350$ |

The CPU time and iterations are listed in Table 6 respectively. Where the iteration is denoted as $N_{iter}$.

It is obviously that the CPU time in Algorithm 2.1 are even more than 1000 seconds and iterations are more than 350, while all the CPU time of Algorithm 4.1 are less than 200 seconds and iterations are less than 110. Therefore, Algorithm 4.1 solves the model (TMV$_{sc}$) more efficiently than Algorithm 2.1. To further analyse the effectiveness of Algorithm 4.1 on (TMV$_{sc}$), we test it with different $m$ and $n$.

In the following implementation, $\tau = 5$, $\rho = 4 \times 10^{-3}$ and the termination criterion $\epsilon = 10^{-4}$. For each pair of $m$ and $n$, we generate five instances by selecting value is not more than Opt. The CPU time and iterations are listed in Table 6 respectively. Where the iteration is denoted as $N_{iter}$.
Table 7. Numerical experiments for S&P 500

| n  | m  | min | max  | average | N_{iter} |
|----|----|-----|------|---------|----------|
| 10 | 5  | 8.2 | 27.5 | 17.6    | 33       |
| 10 | 10 | 11.5| 36.0 | 24.4    | 32       |
| 20 | 5  | 15.5| 44.8 | 34.1    | 62       |
| 20 | 10 | 34.6| 34.9 | 42.6    | 56       |
| 30 | 10 | 23.4| 95.5 | 62.1    | 78       |
| 30 | 20 | 70.0| 125.3|104.1    | 89       |
| 40 | 10 | 51.9|100.1 |68.4     | 84       |
| 40 | 20 | 74.8|123.5 |85.3     | 68       |
| 50 | 10 | 41.8| 59.4 | 52.0    | 64       |
| 50 | 20 | 76.3|123.0 |95.5     | 82       |
| 100| 10 | 39.6|128.1 |82.0     | 79       |
| 100| 20 | 85.8|277.5 |156.7    | 71       |
| 100| 50 | 615.8|830.8 |738.2    | 185      |
| 200| 20 | 225.5|530.3 |405.3    | 137      |
| 200| 50 | 722.9|1106.8|911.8    | 165      |

For the rest parts of numerical experiments, we mainly report the minimum, maximum, average CPU time and average iterations. According to the numerical results in Table 7, when \( n \leq 100 \) and \( m \) is fixed, we find that the CPU time are relative stable. However, the CPU time is almost double when \( m \) doubled. It means that the CPU time of Algorithm 4.1 is more sensitive to \( m \) than \( n \).

6.2. Numerical experiments for randomly data. We further present the numerical results of Algorithm 4.1 in the instances generated randomly by the same method mentioned in [27]. In particular, the instances are generated by the single factor model as followed.

\[
    r_i = \alpha_i + \beta_i r_m + e_i, \quad i = 1, \ldots, n, \]

where \( r_i \) is the return of asset \( i \), \( r_m \) is the return of market index and \( e_i \) is the residual return of asset \( i \). Therefore, we have \( \mu_i = \alpha_i + \beta_i E(r_m), \sigma_{ii} = \beta_i^2 \text{Var}(r_m) + \text{Var}(e_i) \) and \( \sigma_{ij} = \beta_i \beta_j \text{Var}(r_m) \), where the parameters are set as followed.

- \( \alpha_i = 10^{-5} \times r_d, i = 1, \ldots, n \), where \( r_d \) is a random number generated by the standard normal distribution.
- \( \beta_i \in [0.6, 1.4], i = 1, \ldots, n \) is randomly generated by the uniform distribution.
- \( E(r_m) = 4 \times 10^{-3}, \text{Var}(r_m) = 0.03 \), and \( \text{Var}(e_i) \in [0, 0.2 \times 10^{-3}], i = 1, \ldots, n \) is randomly generated by the uniform distribution.
- \( \tau = 5, \rho = 4 \times 10^{-3} \).

For each instance generated, the computational results are listed in Table 8. It has been seen that Algorithm 4.1 is sensitive to \( m \). Moreover, given fixed \( m \), if \( n \) increases, then the CPU time decreases. This observation shows that the CPU time depends on the different value of \( m/n \). Given \( m \in [5, 50] \), we illustrate the behavior

\[
    n \text{ stocks randomly from S&P 500 to obtain the computational results in Table 7.} \]
Table 8. Numerical experiments for randomly data

| n  | m  | min | max | average | N_{iter} |
|----|----|-----|-----|---------|----------|
| 10 | 5  | 12.8| 14.5| 13.3    | 25       |
| 10 | 10 | 36.7| 37.4| 36.9    | 51       |
| 20 | 5  | 7.1 | 7.4 | 7.3     | 14       |
| 20 | 10 | 14.6| 34.3| 24.8    | 32       |
| 30 | 10 | 13.2| 15.5| 14.5    | 20       |
| 30 | 20 | 45.4| 46.9| 46.1    | 39       |
| 40 | 10 | 9.4 | 10.0| 9.7     | 13       |
| 40 | 20 | 22.7| 26.1| 24.0    | 19       |
| 50 | 10 | 8.6 | 10.4| 9.5     | 13       |
| 50 | 20 | 22.3| 24.2| 23.1    | 19       |
| 100| 10 | 5.8 | 12.8| 9.3     | 10       |
| 100| 20 | 16.6| 28.8| 22.6    | 13       |
| 100| 50 | 47.1| 54.9| 51.5    | 15       |
| 200| 20 | 33.3| 39.6| 36.5    | 17       |
| 200| 50 | 50.9| 78.1| 66.7    | 14       |

Figure 4. Performance of the CPU time for different value of $m/n$

of CPU time in Figure 4, where the lines with “○, □, ×” denote the CPU time with $m/n = 1, 1/2, 1/3$, respectively.

7. Conclusions. In this paper, we have proposed an optimal trade-off model for portfolio selection with sensitivity of parameters. Furthermore, we have developed a modified AG algorithm to solve the optimal trade-off model. The convergence and the convergence rate of our algorithm have been derived. The empirical analysis has indicated that the optimal trade-off model results in a stable return with lower
risk under the stress test. The numerical experiments have been demonstrated that the modified AG algorithm outperforms the existed AG algorithm in both the CPU time and the iterations, respectively.
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