Abstract. We consider load controlled quasistatic evolution. Well posedness results for the nonlocal continuum model related to peridynamics are established. We show local existence and uniqueness of quasistatic evolution for load paths originating at stable critical points. These points can be associated with local energy minima among the convex set of deformations belonging to the strength domain of the material. The evolution of the displacements however is not constrained to lie inside the strength domain of the material. The load-controlled evolution is shown to exhibit energy balance.
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1. Introduction. The model studied here is a nonlocal continuum model where the length scale of force interaction between points is taken to be at least an order of magnitude smaller than the characteristic length of the domain. We pose a nonlinear and nonlocal field theory of peridynamic (PD) type [28]. The unknown is the displacement field $u$ at a point $x$ in the body at time $t$. For PD models the force interaction occurs between a point $x$ and another point $y$ when $y$ lies within a sphere $H_{\epsilon}(x)$ of radius $\epsilon$ centered at $x$. The force between $x$ and $y$, is determined by the displacement at each point through a constitutive law. The net force on $x$ is the force averaged over all $y$ in the sphere. The radius $\epsilon$ is often referred to as the horizon. The net force is referred to as the PD force of the body acting on $x$. The constitutive law used here is of cohesive type; the force between two points initially increases with strain until a maximum force is reached and then the force decreases to zero with a continued increase in strain.

The objective of PD field theory is to account for elastic interaction where the material is intact as well as the emergence and propagation of failure zones characterized by vanishing force. PD models are inherently multiscale, coupling fracture caused by breaking bonds at the atomic scale with elastic deformation at the macroscopic scale. Dynamic simulations for cohesive PD show that failure zones are naturally localized by the model and appear as thin and crack like [20, 13]. Both localization and emergent behavior is the hallmark of simulations using the PD formulation introduced in [28, 31], see for example [30, 5, 25, 14, 32, 21, 33] where different PD models are developed and applied. There is a growing mathematical theory supporting well posedness of the nonlocal fracture modeling and numerical simulations for different PD fracture models [9, 8, 18, 12, 33]. Cohesive PD models like the one considered here are seen to recover classic Griffith fracture energy from the PD energy in the limit $\epsilon \to 0$ through $\Gamma$ convergence, [16, 17, 20]. Convergence of PD fields adjacent to crack like defects to elastic fields with zero normal traction on classic cracks as well as the classic kinetic relations for crack growth (see [11, 26, 3]) are recovered in the $\epsilon = 0$ limit [19, 13].
In the absence of inertia one considers quasistatic or rate independent evolution. Nonlocal formulations of rate independent linearized plastic evolution is formulated and solved [15]. There it is shown that the nonlocal peridynamic model $\Gamma$ converges to classic local elastoplasticity as the interaction range goes to zero. Nonlocal equilibrium problems for linear elasticity are shown to $\Gamma$ converge to classic elastic boundary value problems [24]. Nonlocal multiscale peridynamic models have been shown to rigorously to recover classic strongly coupled local theories of elasticity with highly oscillatory coefficients [27]. Memory effects are recovered by two scale limits of highly oscillatory linear nonlocal models using two-scale homogenization [2, 7].

This article investigates the quasi-static regime using the constitutive model of cohesive PD. We consider the zero inertia limit and focus on the rate independent evolution governed by the PD equations in the absence of acceleration. The approach to evolution taken here is a departure from the quasistatic evolution of global energy minimizers. Given a body $\Omega \in \mathbb{R}^d$, $d = 2, 3$ we assume at $t = 0$ and for $x \in \Omega$ that there exists a displacement $u_0 = u(x, 0)$ and body force $b(x, 0)$ for which we have force balance

$$\mathcal{L}[u_0](x) = b(x, 0),$$

where $\mathcal{L}[u_0](x)$ is the force at $x$ due to the deformation $u_0$ and given by (2.6). The quasistatic evolution $u(t) = u(x, t) : t \in [0, T]$ is given by

$$\mathcal{L}[u(t)](x) = b(x, t).$$

for a prescribed load path $b(x, t) : t \in [0, T] \to \mathbb{R}^2$. Here $t$ appears as a load parameter and the load path is independent of parameterization. We show existence of an evolution in a neighborhood of $(u_0, b_0)$ provided the inverse of the Fréchet derivative of $\mathcal{L}[u(t)]$ exists at $u_0$, see theorem 2. When the load $b(t)$ is smooth and the Fréchet derivative of $\mathcal{L}[u(t)]$ is invertible for $t \in [0, T]$ then the quasistatic evolution satisfies energy balance, see theorem 7 of section 3.

A displacement $u(x, t)$ is said to be in the strength domain if its strain

$$S(y, x) = \frac{u(y) - u(x)}{|y - x|} \cdot \frac{y - x}{|y - x|},$$

increases with increasing force for every $y$ in the neighborhood of every point in the body, see Definition 1. If there is a set of points for which force begins to decrease inside their neighborhoods then the deformation lies outside the strength domain. The collection of such points are called softening zones. The key feature is that the force $\mathcal{L}[u(t)](x)$ remains defined for all points of the body. Here material damage is represented by the softening zone and its propagation is part of the quasistatic evolution.

Next we consider the case when $b_0$ is such that the solution $u_0$ of (1.1) lies inside the strength domain. For this case we introduce a stability tensor field defined at every point $x$ in the body, see Definition 4 of section 3. We discover that the stability tensor is positive definite when the domain satisfies an interior cone condition and the deformation field lies inside the strength domain of the material, see theorem 3 of section 3. The interior cone condition automatically excludes sharp domains see figure 2. For this case we can show that the Fréchet derivative of $\mathcal{L}[u_0]$ is invertible and conclude that a quasistatic evolution exists in an neighborhood of $(b_0, u_0)$, see the discussion below theorem 3.
We relate the existence of a local evolution to the existence of a local minimizer of a PD energy. We show that a quasi-static PD evolution exists within a neighborhood of a local energy minimizer. Here the minimizing displacement is a local minimizer among fields belonging to the strength domain of the material, see Theorem 5 of section 3. If instead the displacement $u_0$ does not lie in the strength domain we present more general sufficient conditions for invertability given in Theorem 8. Part of the sufficient conditions require that all eigenvalues of $A[u]$ lie outside an open interval containing 0. We present a necessary condition of invertability of the Fréchet derivative of $L[u_0]$ in terms of the stability tensor that shows that $A[u]$ can not have a zero eigenvalue on a subset of finite measure on $\Omega$, see Theorem 6 of section 3. The stability tensor is defined here for the quasistatic case but agrees in form with the stability tensor introduced for dynamic fracture in [29] and in [16, 20]. This tensor appears again for elasto-dynamic problems and in energy minimization for equilibrium problems in [6, 23] and elasto-static problems with sign changing kernel [22]. Much of the theory developed here provides the foundation for the quasistatic fracture theory developed and implemented in the sequel [4].

The PD model is described in section 2 and the main results are provided in section 3. The proofs of all theorems are provided in sections 4 through 6. The article concludes with a summary of results.

2. Background and problem formulation. In this paper both two and three dimensional nonlocal formulations are considered. For dynamics the deformation field $u(x, t)$ of a material point $x$ in the domain $\Omega \subset \mathbb{R}^d$, $d = 2, 3$, at time $t$ satisfies the momentum-balance equation

\begin{equation}
\rho \ddot{u}(x, t) = \int_{H_\epsilon(x) \cap \Omega} f(y, x, u, t) dy + b(x, t), \quad x \in \Omega
\end{equation}

where $\rho$ is the material density, $H_\epsilon(x)$ is a sphere centered at the point $x$ with radius $\epsilon$ and $b$ is the body force density. Here, $H_\epsilon(x) \cap \Omega$ is the set of neighboring points $y$ in $\Omega$ that can interact with $x$. The parameter $\epsilon$ is called the horizon. The force interaction between $x$ and $y$ is mediated by $f(y, x, u, t)$ that denotes the force density exerted by a point $y \in H_\epsilon(x)$ on $x$ and is taken to be a function of internal displacement at time $t$.

When the effect of inertia can be ignored (2.1) reduces to the quasi-static formulation given by

\begin{equation}
\int_{H_\epsilon(x) \cap \Omega} f(y, x, u) dy + b(x, t) = 0.
\end{equation}

We introduce the nonlocal strain $S(y, x, u)$ between the point $x$ and any point $y \in H_\epsilon(x)$ given by

\begin{equation}
S(y, x, u) = \frac{u(y) - u(x)}{|y - x|} \cdot e_{y-x},
\end{equation}

where $e_{y-x}$ is the unit vector given by

$$e_{y-x} = \frac{y - x}{|y - x|}.$$
Force is related to strain using the constitutive relation given by the cohesive force law \[16, 17\]. Under this law the force is linear for small strains and for larger strains the force begins to soften and then approaches zero after reaching a critical strain. The nonlocal force density \(f\) is given in terms of the nonlocal potential \(W(S)\) by

\[
(2.4) \\
    f(y, x, u) = 2\partial_S W(S(y, x, u))e_{y-x},
\]

where

\[
(2.5) \\
    W(S(y, x, u)) = \frac{J'(\|y-x\|)}{\epsilon^{d+1}\omega_d |y-x|} g\left(\sqrt{|y-x|S(y, x, u)}\right).
\]

Here, \(J'(r) = J(\frac{r}{\epsilon})\), where \(J\) is a non-negative bounded function supported on \([0, 1]\). \(J\) is called the influence function as it determines the influence of the bond force of peridynamic neighbors \(y\) on the center \(x\) of \(H_\epsilon(x)\). The volume of unit ball in \(\mathbb{R}^d\) is denoted by \(\omega_d\). As figure 1 illustrates we assume that \(g(r)\) and the derivatives \(g'(r), g''(r)\), and \(g'''(r)\) are bounded for \(-\infty < r < \infty\). It is required is that \(g(0) = 0\) and \(g(r) > 0\) otherwise, \(g(r)\) together with its first three derivatives must be bounded, and that \(g\) be convex in the interval \(r^c < r < r^c\) and concave outside this interval with finite limits \(\lim_{r \to -\infty} g(r) = C^-\) and \(\lim_{r \to \infty} g(r) = C^+\). Additionally \(\max\{|g'''(r)|\} = g''(0)\). The quasistatic peridynamic equation (2.2) is expressed by

\[
L[u](x, t) = b(x, t), \quad x \in \Omega,
\]

where the integral operator \(L\) is defined as

\[
(2.6) \\
    L[u](x, t) = - \int_{H_\epsilon(x) \cap \Omega} 2\frac{J'(\|y-x\|)}{\epsilon^{d+1}\omega_d \sqrt{|y-x|}} g'\left(\sqrt{|y-x|S(y, x, u)}\right)e_{y-x} dy.
\]

For this model the strength domain of the material is simple and can be described in terms of the strain \(S(y, x, u)\).

**Definition 1.** Strength Domain. For \(x \in \Omega\) and \(y \in \Omega \cap H_\epsilon(x)\) the strength domain of the material is given by all displacements with strain inside the interval

\[
(2.7) \\
    r^c < \sqrt{|y-x|S(y, x, u)} < r^c,
\]

or

\[
(2.8) \\
    \frac{r^c}{\sqrt{|y-x|}} < S(y, x, u) < \frac{r^c}{\sqrt{|y-x|}}.
\]

This is the set of strains where the magnitude of force increases with increasing strain. Material failure occurs for strains outside this interval where the force becomes unstable. Moreover \(g''\left(\sqrt{|y-x|S(y, x, u)}\right) > 0\) in the strength domain. The strength domain is a convex set. A displacement is said to lie strictly inside the strength domain if \(\sqrt{|y-x|S(y, x, u)}\) lies within a closed interval inside \((r^c, r^c)\).

Any Lipschitz continuous function with modulus of continuity less than \(\omega = \min\{|r^c|, |r^c|\}\) lies within the strength domain provided the horizon for the material is less than one, i.e., \(\epsilon < 1\).

The quasistatic evolution problem is now described. The load path is given by a prescribed body force density \(b(x, t)\) parameterized by \(t\), with \(0 \leq t \leq T\) and written \(b(t)\). The associated displacement is written \(u(t) := u(x, t)\). The application of \(b\)
in the absence of prescribed boundary displacement is referred to as load control [3].
We say that the displacement \( u(t) \) satisfies the quasi-static evolution problem for load control with prescribed load path \( b(t) \), \( t \in [0, T] \) if it satisfies

\[
\mathcal{L}[u(t)] = b(t),
\]

for \( 0 \leq t \leq T \).

We conclude this section noting that in the peridynamic taxonomy our cohesive model is classified as a bond-based or ordinary state based peridynamic material model outlined in [31]. To see this write

\[
\mathcal{L}(u) = \int_{\Omega \cup H_\epsilon(x)} (T(x)(y - x) - T(y)(x - y)) \, dy,
\]

where

\[
T(y)(y - x) = \partial_S W^\epsilon(S(y, x, u(t)))e_{y-x}, \quad T(x)(x - y) = \partial_S W^\epsilon(S(x, y, u(t)))e_{x-y}.
\]

3. Existence and energy balance for load control. The section contains the main results and describes the existence and uniqueness of quasistatic evolution within a neighborhood of a prescribed initial deformation of the material. In what follows fixed point methods are applied to find solutions to the quasistatic evolution. Solutions are elements of a subspace of the well known Lebesgue space \( L^\infty(\Omega; \mathbb{R}^d) \) defined by all essentially bounded, measurable displacements with norm

\[
\|u(t)\|_\infty := \text{esssup}_{x \in \Omega} |u(x, t)|.
\]
The $L^2(\Omega; \mathbb{R}^d)$ norm is given by

\[(3.2) \quad \|u(t)\|_2 := \left(\int_{\Omega} |u(x, t)|^2 \, dx\right)^{1/2}.\]

We remark at the outset that all positive constants that are independent of $u$ are denoted either by $C$ or $K$ unless explicitly stated otherwise.

In what follows we denote a ball of radius $R$ centered at an element $\hat{u}$ of $L^\infty(\Omega; \mathbb{R}^d)$ by,

\[(3.3) \quad B(\hat{u}, R) = \{u : \|u - \hat{u}\|_\infty \leq R\}.\]

The derivative of $L$ at $u$ is denoted by $D(L)[u]$ and is a linear operator on $L^\infty(\Omega; \mathbb{R}^d)$. The operator norm of $D(L)[u]$ is written $\|D(L)[u]\| \sim D(L)[u]$ and is defined by

\[(3.4) \quad \|D(L)[u]\| \sim D(L)[u] \leq \sup_{\Delta u \in L^\infty(\Omega; \mathbb{R}^d)} \frac{\|D(L)[u]\Delta u\|}{\|\Delta u\|_\infty}.\]

From Proposition 2 of section 4 the derivative is understood as a bounded linear map on $L^\infty(\Omega; \mathbb{R}^d)$. For this case it is shown that there is a fixed positive constant $C > 0$ independent of $\epsilon$ and $\Delta u$ in $L^\infty(\Omega; \mathbb{R}^d)$ such that

\[(3.5) \quad \|D(L)[u]\Delta u\|_\infty \leq C \epsilon^2 \|\Delta u\|_{L^\infty(\Omega; \mathbb{R}^d)},\]

The inverse map when it exists on $V$ is written $D(L)[\hat{u}]^{-1}$ and

\[(3.6) \quad \|D(L)[u]^{-1}\Delta u\|_\infty \geq \frac{\epsilon^2}{C} \|\Delta u\|_\infty.\]

We define

\[(3.7) \quad \|D(L)[u]^{-1}\| = \sup_{\Delta u \in V} \frac{\|D(L)[u]^{-1}\Delta u\|}{\|\Delta u\|_\infty}.\]

In this treatment we consider a very general class of domains $\Omega$. These are the domains that satisfy the interior cone condition [1].

**Definition 2.** The interior cone condition for $\Omega$ states that there exists a positive constant angle $\theta > 0$ such that any $x \in \Omega$ contains a spherical cone $C_{\lambda, \theta}(x, e_x)$ with its apex at $x$, radius $\lambda$ aperture angle $2\theta$ bisected by an axis in the direction of a unit vector $e_x$.

Such domains can not have external cusps, see Figure 2. Convex domains as well as non convex domains given by notched specimens satisfy the interior cone condition. In this treatment all domains $\Omega$ are assumed to satisfy the interior cone condition.

We now identify the subspace of $L^\infty(\Omega; \mathbb{R}^d)$ in which we find solutions to the load control problems. First let $\Pi$ denote the space of rigid motions, i.e.,

\[(3.8) \quad \Pi = \{Qx + c : Q^T = -Q \in \mathbb{R}^{d \times d}, c \in \mathbb{R}^d\}.\]

Direct use Lemma 2 of [6] shows that the rigid rotations comprise the null space of the strain operator:

**Proposition 1.** $S(y, x, u) = 0$ for all $x \in \Omega$ and $y \in H_r(x)$ if and only if $u \in \Pi$. 
From this proposition it follows that $\mathcal{L}(w) = 0$ if $w \in \Pi$.

Denote the closure of $\mathcal{V}$ in $L^2(\Omega; \mathbb{R}^d)$ by $\mathcal{V}^2$. The function space $\mathcal{V}$ used for quasistatic evolutions under load control is given by:

**Definition 3.** The space $\mathcal{V} \subset L^\infty(\Omega; \mathbb{R}^d)$ is defined by

$$\mathcal{V} = \{ u \in L^\infty(\Omega; \mathbb{R}^d); \int_\Omega u \cdot w \, dx = 0, \text{ for all } w \in \Pi \}.$$  

(3.9)

This space is closed in the $L^\infty(\Omega; \mathbb{R}^d)$ norm and it follows that $\mathcal{V}^2 \cap \Pi = \{0\}$.

**Lemma 3.1.** For $u \in \mathcal{V}$ one has $L[u] \in \mathcal{V}$ and is a bounded operator.

This follows from the straightforward estimate $\|L(u)\|_\infty \leq C\|u\|_\infty$ and $\int_\Omega L[u] \cdot w \, dx = 0$. The orthogonality follows from an integration by parts as in the proof of Lemma 5.3 of section 5.2 and Proposition 1.

The operator $L[u]$ is continuously Fréchet differentiable on $\mathcal{V}$.

**Theorem 1.** The linear transform $D(L)[u] : \mathcal{V} \to \mathcal{V}$ is the Fréchet derivative of $L$ and exists with respect to the $L^\infty(\Omega; \mathbb{R}^d)$ norm for all $u \in \mathcal{V}$, i.e.,

$$\lim_{\|\Delta u\|_\infty \to 0} \frac{\|L[u + \Delta u](x) - L[u](x) - D(L)[u]\Delta u\|_\infty}{\|\Delta u\|_\infty} = 0.$$  

(3.10)

Moreover it is Lipschitz continuous in $u$, i.e., for $\delta, \Delta u \in \mathcal{V}$ there is a constant $C$ independent of $\delta$ such that

$$\frac{\|D(L)[u + \delta]\Delta u - D(L)[u]\Delta u\|_\infty}{\|\Delta u\|_\infty} \leq C\|\delta\|_\infty.$$  

(3.11)

The theorem is proved in section 4.

We now and assert the existence of solutions to the load control problem.

**Theorem 2 (Load control).** Let $u_0, b_0 \in \mathcal{V}$ be such that $L[u_0] = b_0$ and assume $D(L)[u_0]^{-1}$ exists and is bounded on on $\mathcal{V}$, set

$$R = \frac{C\|\delta\|_\infty}{\|D(L)[u_0]^{-1}\|},$$  

(3.12)
where $C$ is obtained from $(4.5)$. Then for any given load path such that $b(t): [0, T] \to \mathcal{V}$ is continuous and $b(t) \in B \left( b_0, \frac{R}{2 \| D(\mathcal{L})[u_0]^{-1} \|} \right)$, there exists a unique continuous solution path $u(t) \in \mathcal{V}$ lying inside $B(u_0, R)$ such that

$$\mathcal{L}[u(t)] = b(t), \text{ for } t \in [0, T].$$

(3.13)

We now show that $D(\mathcal{L})[u_0]^{-1}$ exists and is bounded on $\mathcal{V}$ for fields $u_0$ inside the strength domain. This includes the case $u_0 = 0$. We now define the stability tensor.

**Definition 4. Stability tensor**

$$\mathcal{A}[u](x) = \int_{H_r(x) \cap \Omega} \frac{J^r(|y-x|)}{\epsilon^{d+1} r_d |y-x|^d} g'' \left( \sqrt{|y-x|^2} \right) S(y,x,u) e_{y-x} \otimes e_{y-x} dy.$$

(3.14)

The stability tensor is a measurable tensor valued function. We write $\mathcal{A}[u] - \gamma I > 0$ when for all $x \in \Omega$ and all $v \in \mathbb{R}^d$, $\mathcal{A}[u](x)v \cdot v - \gamma|v|^2 > 0$.

When the domain satisfies the interior cone condition and one has a deformation $u_0$ inside the strength domain we have:

**Theorem 3 (Invertibility). Assume $u_0$ lies strictly inside the strength domain, i.e., for all $x \in \Omega$ and $y \in \Omega \cap H_r(x)$ the strain $\sqrt{x-y}S(y,x,u_0)$ lies inside a closed interval contained inside the interval $(r^x, r^y)$, and if $\Omega$ satisfies the interior cone condition then $Ker\{D(\mathcal{L})[u]\} = \{0\}$ and there is a $\gamma > 0$ for which $\mathcal{A}[u_0] - \gamma I > 0$ so $D(\mathcal{L})[u_0]^{-1}$ is well defined on $\mathcal{V}$ and $\| D(\mathcal{L})[u_0]^{-1} \| < \infty$.

Now we show existence of a nontrivial initial data $(u_0, b_0)$. Pick any $u_0 \neq 0$ in the strength domain of the material and set $b_0 = \mathcal{L}[u_0].$ Now follows from Theorem 2 and Theorem 3 that for any given load path such that $b(t): [0, T] \to \mathcal{V}$ is continuous and $b(t) \in B \left( b_0, \frac{R}{2 \| D(\mathcal{L})[u_0]^{-1} \|} \right)$, there exists a unique continuous solution path $u(t) \in \mathcal{V}$ lying inside $B(u_0, R)$ such that

$$\mathcal{L}[u(t)] = b(t), \text{ for } t \in [0, T].$$

(3.15)

However even with this initial condition Theorem 2 does not prohibit a solution $u(t)$ associated with a propagating crack like defect.

We introduce the peridynamic potential energy.

$$PD[u] = \int_{\Omega} \int_{H_r(x) \cap \Omega} |y-x| \mathcal{W}^{\epsilon}(S(y,x,u)) dy dx.$$

(3.16)

The total energy of the system is given by

$$E[u] = PD[u] - \int_{\Omega} u \cdot b_0 \ dx.$$

(3.17)

The critical point $u_0$ for the total energy $(3.17)$ is given by the solution to the Euler Lagrange equation

$$DE[u_0] = 0$$

(3.18)

which is

$$\mathcal{L}[u_0] = b_0.$$
THEOREM 4. Assume \( u_0 \) lies strictly inside the strength domain and is a critical point of the energy \( E[u] \) given by (3.17) for the choice \( b = b_0 \). Then

\[
E[u] \geq E[u_0],
\]

over all displacements \( u \) in the strength domain within the ball \( B(u_0, R) \).

Theorem 4 is proved in section 5.3.

On combining theorems 2, 3, and 4 we discover that a quasistatic PD evolution exists within a neighborhood of a local energy minimizer over displacements inside the strength domain.

THEOREM 5. Assume \( u_0 \) lies strictly inside the strength domain and is a critical point of the energy \( E[u] \) given by (3.17) for the choice \( b = b_0 \). Under the hypothesis of Theorem 3 we can choose \( R \) given by (3.12) such that for any continuous load path \( b(t) : [0, T] \to \mathcal{V} \) with \( b(t) \in B \left( b_0, \frac{R}{\|b_0\|_{\mathcal{V}}} \right) \), there exists a unique continuous solution path \( u(t) \in \mathcal{V} \) lying inside \( B(u_0, R) \) such that

\[
\mathcal{L}[u(t)] = b(t), \quad \text{for } t \in [0, T].
\]

Here \( u_0 \) is a critical point and minimizer of the energy \( E[u] \) for the choice \( b = b_0 \),

\[
E[u] \geq E[u_0],
\]

over all displacements \( u \) belonging to the strength domain inside the ball \( B(u_0, R) \).

The energy inequality (3.21) of Theorem 5 is proved in section 5.3.

When \( u_0 \) does not lie in the strength domain and \( \Omega \) does not satisfy an interior cone condition then one can no longer assert the existence of a \( \gamma > 0 \) such that \( \lambda - \gamma \| \cdot \| > 0 \). With this in mind we present a necessary condition for the invertibility of \( D(\mathcal{L})[u_0] \).

THEOREM 6 (Necessity condition for invertibility). Given \( u_0 \in \mathcal{V} \). If \( D(\mathcal{L})[u_0]^{-1} \) exists on \( \mathcal{V} \) then \( \text{Ker}\{A[u_0](x)\} = \{0\} \) almost everywhere on \( \Omega \).

This necessity condition is seen in the more general sufficient conditions for invertibility given in Theorem 8. Part of the sufficient conditions require that all eigenvalues of \( A[u] \) lie outside an open interval containing 0.

To prove the theorem we suppose \( \text{Ker}\{A[u_0](x)\} \neq \{0\} \) on a set \( F \subset \Omega \) of nonzero Lebesgue measure and proceed to construct an explicit sequence of nonzero elements \( \{w_n\} \in \mathcal{V} \) to show that \( \|D(\mathcal{L})[u_0]w_n\| \to 0 \) but that \( \|w_n\|_\infty = 0 \). This proves that \( D(\mathcal{L})[u_0]^{-1} \) is not defined on \( \mathcal{V} \). The proof is given in section 6.

When the load path \( [0, T] \to b(t) \) is differentiable and its derivative is continuous in \( t \) then energy balance holds. This is codified in the following theorem.

THEOREM 7 (Energy balance). If \( u_0, b_0 \) satisfy the hypotheses of theorem 2, \( b(t) \) is continuously differentiable with respect to \( t \) and \( D(\mathcal{L})[u]^{-1} \) exists for all \( u \in B(u_0, R) \), then the derivative \( \frac{\partial u(t)}{\partial t} \) belongs to \( L^\infty(\Omega; \mathbb{R}^3) \) and is continuous in \( t \) and is related to the loading rate \( b_t \) by

\[
D(\mathcal{L})[u(t)]^{-1} \left( \frac{\partial b(t)}{\partial t} \right) = \frac{\partial u(t)}{\partial t},
\]
and we have the energy balance for $0 < t < T$, given by

$$PD[u(t)] - \int_{\Omega} u(t) \cdot b(t) \, dx = PD[u_0] - \int_{\Omega} u_0 \cdot b_0 \, dx$$

$$- \int_0^t \int_{\Omega} u(\tau) \cdot b_t(\tau) \, dx \, d\tau,$$

where $PD(u)$ is given by (3.16) and $b_t$ is the derivative of $b(t)$.

If instead of having existence of $D(\mathcal{L})[u]^{-1}$ for all $u \in \overline{B(u_0, R)}$, we only know that $D(\mathcal{L})[u_0]^{-1}$ exists we can appeal to Banach’s Lemma to find a quasistatic evolution $u(t)$ that satisfies the energy balance in the neighborhood of $u_0$. This is illustrated in section 7.

4. Existence theory for load control. In this section we give the proofs of theorem 1 and theorem 2. We first prove theorem 2 as theorem 1 follows from techniques developed in its proof. In order to prove theorem 2 we establish the necessary prerequisites. For a fixed $u \in \mathcal{V}$ we define the linear transform $D(\mathcal{L})[u]$ acting on $\Delta u \in \mathcal{V}$ by

$$D(\mathcal{L})[u] \Delta u =$$

$$\int_{H_1(\mathcal{V}) \cap \Omega} \frac{J^r(|y - x|)}{e^{d+1\omega_d}} g''(\sqrt{|y - x||S(y, x, u)|}) S(y, x, \Delta u)e_{y-x} \, dy,$$

and we first note that it a linear functional on $L^\infty(\Omega; \mathbb{R}^d)$.

**Proposition 2.** The linear functional $D(\mathcal{L})[u]$ exists for all $u \in \mathcal{V}$ and is a bounded linear functional for $\Delta u \in L^\infty(\Omega; \mathbb{R}^d)$.

**Proof.** Recalling $g''(0) = \max\{|g''(r)|\}$ the proposition follows from the string of inequalities

$$\|D(-\mathcal{L})[u] \Delta u\|_{\infty} \leq$$

$$\text{esssup}_{x \in \Omega} \int_{H_1(\mathcal{V}) \cap \Omega} \frac{J^r(|y - x|)}{e^{d+1\omega_d}} g''(\sqrt{|y - x||S(y, x, u)|}) S(y, x, \Delta u)e_{y-x} \, dy$$

$$\leq C \text{esssup}_{x \in \Omega} \frac{1}{e^{d+1\omega_d}} \int_{H_1(\mathcal{V}) \cap \Omega} \frac{\|\Delta u\|}{|y - x|} \, dy \leq \frac{C}{\epsilon} \|\Delta u\|_{\infty},$$

where the constant $C$ is independent of $\Delta u$ and $\epsilon$.

The existence of a quasistatic evolution is based on fixed point theory. We start by proposing a functional $T_{b - b_0}(u - u_0)$ defined on $B(u_0, R)$ such that at its fixed point $u^* - u_0$ one has that $\mathcal{L}[u^*] = b$.

**Proposition 3.** Define

$$F_{u_0}(u - u_0) = -\mathcal{L}[(u - u_0) + u_0] + \mathcal{L}[u_0] - D(-\mathcal{L})[u_0](u - u_0)$$

$$= -\mathcal{L}[u] + \mathcal{L}[u_0] - D(-\mathcal{L})[u_0](u - u_0)$$

and the map

$$T_{b - b_0}(u - u_0) = -D(-\mathcal{L})[u_0]^{-1} (F_{u_0}(u - u_0) + (b - b_0)).$$

If $T_{b - b_0}(u^* - u_0) = u^* - u_0$, then $\mathcal{L}[u^*] = b$. 

Theorem 2. 

Proof. Applying $-D(-\mathcal{L})[u_0]$ to the fixed point equation

$$T_{b-b_0}(u^* - u_0) = u^* - u_0,$$

we get from the definition of $T, F$ and $\mathcal{L}[u_0] = b_0$ that

$$F_{u_0}(u^* - u_0) + (b - b_0) = -D(-\mathcal{L})[u_0](u^* - u_0)$$

$$-\mathcal{L}[u^*] + \mathcal{L}[u_0] - D(-\mathcal{L})[u_0](u^* - u_0) + (b - b_0) = -D(-\mathcal{L})[u_0](u^* - u_0) - \mathcal{L}[u^*] + \mathcal{L}[u_0] + (b - b_0) = 0$$

$$\mathcal{L}[u^*] = b.$$

Therefore $u^*$ solves equation (2.2) with body force density $b$.

The proof of Theorem 2 now proceeds in two steps. Step I shows that $T_{b-b_0}$ is a contraction on the ball on $B(u_0, R)$, defined by (3.3) and therefore has a unique fixed point. Step II shows that for any prescribed continuous load path $b$ and $b(t) \in \mathcal{V}$, such that $b : [0, T] \to B\left(\mathcal{B}_0, \frac{r}{2\|D(-\mathcal{L})[u_0]\|_\infty}\right)$ there exists a unique continuous solution path $u(t) \in \mathcal{V}$ lying inside $B(u_0, R)$.

Proof of Theorem 2. Step I. Choose $u, u'$ in $B(u_0, R)$ and from the definition of $T_{b-b_0}$,

$$\|T_{b-b_0}(u - u_0) - T_{b-b_0}(u' - u_0)\|_{\infty} = \|D(-\mathcal{L})[u_0]^{-1} (F_{u_0}(u - u_0) - F_{u_0}(u' - u_0))\|_{\infty}.$$ 

Using the linearity of $D(-\mathcal{L})[u_0]$ gives

$$F_{u_0}(u - u_0) - F_{u_0}(u' - u_0) = -\mathcal{L}(u) + \mathcal{L}(u') = D(-\mathcal{L})[u_0](u - u').$$

Recall from the definition of $\mathcal{L}$,

$$-\mathcal{L}(u) + \mathcal{L}(u')$$

$$= \int_{H_s(x) \subset \Omega} \frac{J_t([y - x]) g'(\sqrt{|y - x|S(y, x, u)}) - g'(\sqrt{|y - x|S(y, x, u')}) e_{y-x} dy}{\sqrt{|y - x|}}$$

$$= \int_{H_s(x) \subset \Omega} \frac{J_t([y - x])}{e^{d+1} \omega_d} \left[ g''(r(t)) dt S(y, x, u - u') e_{y-x} dy, \right.$$

where we have used

$$g'(\sqrt{|y - x|S(y, x, u)}) - g'(\sqrt{|y - x|S(y, x, u')}) = \int_{\sqrt{|y - x|S(y, x, u)}}^{\sqrt{|y - x|S(y, x, u')}} g''(r) dr$$

$$= \int_0^1 g''(r(t))r'(t) dt$$

with

$$r(t) = \sqrt{|y - x|((1-t)S(y, x, u') + tS(y, x, u))}.$$
and hence
\[ r'(t) = \sqrt{|y - x|}(S(y, x, u) - S(y, x, u')) = \sqrt{|y - x|}S(y, x, u - u'). \]

Also recall from equation (4.1)
\[
D(-\mathcal{L})[u_0](u - u') = 
\int_{\mathcal{H}_c(x)\cap\Omega} \frac{J^r(|y - x|)}{e^{d+1}\omega_d} \left[ g'' \left( \sqrt{|y - x|}S(y, x, u) \right) - g'' \left( \sqrt{|y - x|}S(y, x, u_0) \right) \right] \, dy.
\]

Therefore,
\[
F_{u_0}(u - u_0) - F_{u_0}(u' - u_0) = -\mathcal{L}(u) + \mathcal{L}(u') - D(-\mathcal{L})[u_0](u - u')
\]
\[
= \int_{\mathcal{H}_c(x)\cap\Omega} \frac{J^r(|y - x|)}{e^{d+1}\omega_d} \int_0^1 \left[ g'' \left( \sqrt{|y - x|}S(y, x, (1-t)u' + tu) \right) - g'' \left( \sqrt{|y - x|}S(y, x, u_0) \right) \right] \, dt \, dy.
\]

where again, we have used
\[
g''(r(t)) - g''(\sqrt{|y - x|}S(y, x, u_0)) = \int_0^1 g'''(s_l(\tau))s'_l(\tau) \, d\tau
\]

with \( s_l(\tau) = \sqrt{|y - x|}(1 - \tau)S(y, x, u_0) + \tau S(y, x, (1-t)u' + tu) \) and hence
\[
s'_l(\tau) = \sqrt{|y - x|}S(y, x, (1-t)u' + tu - u_0).
\]

So,
\[
F_{u_0}(u - u_0) - F_{u_0}(u' - u_0)
\]
\[
= \int_{\mathcal{H}_c(x)\cap\Omega} \frac{J^r(|y - x|)}{e^{d+1}\omega_d} \int_0^1 \left[ g''(s_l(\tau)) \right] \, d\tau \, dy.
\]

We now work to bound the integrand. First using the Cauchy-Schwartz inequality and \(|e_{y-x}| = 1\), to see that \(|S(y, x, u)| \leq \frac{|u(y) - u(x)|}{|y - x|}\). Now define
\[
u_t := (1-t)u' + tu,
\]
and
\[
|F_{u_0}(u - u_0) - F_{u_0}(u' - u_0)| 
\leq \|Jf\|_\infty \|g''\|_\infty \int_{H(x) \cap D} \frac{\sqrt{|y - x|}}{|y - x|^2} \int_0^1 |(u_t - u_0)(y) - (u_t - u_0)(x)| dt \|(u - u')(y) - (u - u')(x)\| dy 
\leq \frac{4 \|Jf\|_\infty \|g''\|_\infty \|u - u'\|_\infty}{\varepsilon^{d+1}w_d} \int_{H(x) \cap D} \frac{1}{|y - x|^\frac{d}{2}} dy \int_0^1 \|u_t - u_0\|_\infty dt,
\]
where
\[
\int_{H(x)} |y - x|^{-\frac{3}{2}} dy \leq \omega_d \int_0^\varepsilon \rho^{-\frac{3}{2}} \rho^{d-1} d\rho = \frac{\omega_d \varepsilon^{d-\frac{3}{2}}}{d-\frac{3}{2}},
\]
so for all \(x \in D\),
\[
|F_{u_0}(u - u_0) - F_{u_0}(u' - u_0)| \leq C(\epsilon, g, J) \|u - u'\|_\infty \int_0^1 \|u_t - u_0\|_\infty dt,
\]
where
\[
C(\epsilon, g, J) = \frac{\|Jf\|_\infty \|g''\|_\infty}{\varepsilon^2}.
\]
We have
\[
|u_t - u_0| = |(1 - t)u' + tu - (1 - t)u_0 - tu_0| = |(1 - t)(u' - u_0) + t(u - u_0)|,
\]
therefore, if \(u, u' \in B(R, u_0)\),
\[
\|u_t - u_0\|_\infty \leq (1 - t) \|u' - u_0\|_\infty + t \|u - u_0\|_\infty \leq (1 - t)R + tR = R
\]
so
\[
\int_0^1 \|u_t - u_0\|_\infty dt \leq R.
\]
It now follows from equation (4.4) that
\[
\|F_{u_0}(u - u_0) - F_{u_0}(u' - u_0)\|_\infty \leq C(\epsilon, g, J) \|u - u'\|_\infty R,
\]
and
\[
\|T_{h - u_0}(u - u_0) - T_{h - u_0}(u' - u_0)\|_\infty 
\leq \|D(-L)[u_0]^{-1} (F_{u_0}(u - u_0) - F_{u_0}(u' - u_0))\|_\infty 
\leq \|D(-L)[u_0]^{-1}\|_\infty \|F_{u_0}(u - u_0) - F_{u_0}(u' - u_0)\|_\infty 
\leq R C(\epsilon, g, J) \|D(-L)[u_0]^{-1}\|_\infty \|u - u'\|_\infty.
\]
Last choosing $R$ such that

\begin{equation}
(4.8) \quad C(\epsilon, g, J) \|D(-\mathcal{L})[u_0]^{-1}\| R = \frac{1}{2}
\end{equation}

it follows that $T_{b-b_0}$ is a contraction for $u$ and $u'$ in the ball $B(u_0, R)$.

It remains to show that if $\|u - u_0\|_\infty \leq R$ then $\|T_{b-b_0}(u - u_0)\|_\infty \leq R$. Indeed, for $u \in B(u_0, R)$,

\[
\|T_{b-b_0}(u - u_0)\|_\infty \leq \|D(-\mathcal{L})[u_0]^{-1}(F_{u_0}(u - u_0))\|_\infty + \|D(-\mathcal{L})[u_0]^{-1}(b - b_0)\|_\infty \\
\leq \|D(-\mathcal{L})[u_0]^{-1}\|_\infty \|F_{u_0}(u - u_0)\|_\infty + \|D(-\mathcal{L})[u_0]^{-1}\|_\infty \|b - b_0\|_\infty.
\]

Taking $u' = u_0$ in (4.4) gives

\[
\|F_{u_0}(u - u_0)\|_\infty = \|F_{u_0}(u - u_0) - F_{u_0}(u_0 - u_0)\|_\infty \\
\leq C(\epsilon, g, J) \|u - u_0\|_\infty \int_0^1 t \|u - u_0\|_\infty dt \\
= C(\epsilon, g, J) \|u - u_0\|_\infty^2.
\]

Then choose $b$ with

\[
\|b - b_0\|_\infty \leq \frac{R}{2 \|D^{-1}(-\mathcal{L})[u_0]\|_\infty}.
\]

to get

\[
\|T_{b-b_0}(u - u_0)\|_\infty \leq C(\epsilon, g, J) \|D(-\mathcal{L})[u_0]^{-1}\|_\infty R^2 + \frac{R}{2}.
\]

The choice of $R$ from equation (4.8) implies

\[
\|T_{b-b_0}(u - u_0)\|_\infty \leq R.
\]

So for this choice of $R$, Banach’s fixed point theorem implies that there exists unique fixed point $u^* \in B(u_0, R)$ such that

\[
T_{b-b_0}(u^* - u_0) = u^* - u_0.
\]

Step I now follows from Proposition 3.

**Step II.** To show the continuity of $T$ in $b - b_0$, note

\begin{align*}
(4.9) \quad & \sup_{u - u_0 \in B(0, R)} \left\| T_{b-b_0}(u - u_0) - T_{b-b_0}(u - u_0) \right\|_\infty \\
(4.10) \quad & = \left\| D(-\mathcal{L})[u_0]^{-1}(b - \tilde{b}) \right\|_\infty \\
& \leq \left\| D(-\mathcal{L})[u_0]^{-1}\|_\infty \left\| b - \tilde{b} \right\|_\infty.
\end{align*}

Now suppose for $b - b_0$ we have the fixed point $T_{b-b_0}(u - u_0) = u - u_0$ and for $\tilde{b} - b_0$ we have the fixed point $T_{b-b_0} (\tilde{u} - u_0) = \tilde{u} - u_0$. So from (4.9) and since $T_{b-b_0}$ is a
Hence we have the continuity given by
\[
\|u - \tilde{u}\|_\infty \leq 2\|D(-\mathcal{L})[u_0]\|_\infty \|b - \tilde{b}\|_\infty.
\]

Let \(b(t)\) be a continuous map \(b : [0, T] \to B(b_0, 2\|D(-\mathcal{L})[u_0]\|_\infty)\) with \(b(0) = b_0\).

Theorem 2 implies that for any \(t \in (0, T]\) the solution \(u(t)\) to equation (2.2) belongs to the ball \(B(u_0, R)\). Step II now follows from the continuity (4.12) of the map \(T_{b(t)-b_0}\) on \(t\). Theorem 2 now follows from steps I and II.

The proof of Theorem 1 now follows from observations made in the proof of Theorem 2.

**Proof of Theorem 1.** Note that for any \(u', u\) belonging to \(V\) the substitutions \(u' = u_0\) and \(u - u' = \Delta u\) in (4.4) give
\[
\| - \mathcal{L}(u_0 + \Delta u) + \mathcal{L}(u_0) - D(-\mathcal{L})[u_0]\Delta u\|_\infty
\leq C(\epsilon, g, J) \|\Delta u\|_\infty \int_0^1 \|u_t - u_0\|_\infty dt.
\]

Equation (3.10) of the Theorem 1 becomes evident noting that \(0 \leq \|u_t - u_0\|_\infty \leq \|\Delta u\|_\infty\). Equation (3.11) follows on writing
\[
\|D(\mathcal{L})[u + \delta] \Delta u - D(\mathcal{L})[u] \Delta u\|_\infty
= \int_{H,(x)\in\Omega} \left| \frac{J'(\|y - x\|)}{\epsilon^{d+1}w_d} \right| g''\left( \sqrt{|y - x^2|}S(y, x, u + \delta)\right) - g''\left( \sqrt{|y - x^2|}S(y, x, u)\right)
\leq C(\epsilon, g, J) \|\Delta u\|_\infty \int_0^1 \|u_t - u_0\|_\infty dt.
\]

and estimating as in (4.4).

**5. Stability and Invertibility.** In this section we give the proof of Theorem 3. We begin with useful properties and necessary observations. Denote the characteristic function \(\chi\) of the set \(\Omega\) and \(\chi_\epsilon\) for the set given by the ball of radius \(\epsilon\) with center 0 denoted by \(H_\epsilon(0)\). Here the characteristic functions take the value 1 for points inside the set and zero outside. Set \(\chi(y, x) = \chi(y)\chi(x)\chi_\epsilon(|y - x|)\) and for \(u \in \overline{V^2}\) write
\[
\rho(y, x, S(y, x, u)) = \frac{\chi(y, x)J'(\|y - x\|)}{\epsilon^{d+1}w_d \|y - x\|} g''\left( \sqrt{|y - x^2|}S(y, x, u)\right).
\]
\[ d = 2, 3. \] Here \( \rho(y, x, S(y, x, u)) \) changes sign depending on the factor \( g''(r) \) with \( r = S(y, x, u) \), see for example figure 1. One has the estimate

\[
|\rho(y, x, S(y, x, u))| \leq \frac{C \chi(y - x)}{c^{d/2} |y - x|}, \quad C = g''(0) \max_{y \in H_i(0)} \{|J(y)|\}
\]

where \( \max_{r \in \mathbb{R}} \{g''(r)\} = g''(0) \). One readily verifies the interchange symmetry

\[
\rho(y, x, S(y, x, u)) = \rho(x, y, S(x, y, u))
\]

and

\[
0 < \rho(y, x, S(y, x, u))
\]

for strains \( S(y, x, u) \) inside the strength domain (see Definition 1). On the boundary of the strength domain we have

\[
\rho(y, x, S(y, x, u)) = 0 \text{ when } S(y, x, u) = r^e / \sqrt{|y - x|}
\]

and

\[
\rho(y, x, S(y, x, u)) = 0 \text{ when } S(y, x, u) = -r^e / \sqrt{|y - x|}.
\]

Combining equation (4.1) and (5.1) we express \( D(L)[u]w \) as

\[
D(L)[u]w = -\int_{\Omega} \rho(y, x, S(y, x, u)) (w(y) - w(x) \cdot e_{y - x}) e_{y - x} dy.
\]

We have that

**Lemma 5.1.** Given \( u \in V \), \( D(L)[u] \) is a symmetric bounded operator on \( L^2(\Omega; \mathbb{R}^d) \).

The proof of this theorem is given in section 5.2.

The operator, \( D(L)[u](w) : \mathcal{V}^2 \rightarrow \mathcal{V}^2 \) can be split into two parts and is written

\[
D(L)[u](w) = \mathbb{K}(w) + \mathbb{A}(w).
\]

Here

\[
\mathbb{A}(w) = \mathbb{A}(x)w(x)
\]

where \( \mathbb{A}(x) \) is the stability tensor given by Definition 4. Hence the operator \( \mathbb{A} \) is symmetric on \( L^2(\Omega; \mathbb{R}^d) \). It is also bounded, this follows from (5.2) and the change of variable \( y - x = \xi \). The operator \( \mathbb{K} \) is given by

\[
\mathbb{K}(w) = -\sum_{j=1}^{d} \int_{\Omega} K_{ij}(x, y)w_j(y) dy,
\]

with kernel \( K_{ij}(x, y) \) in \( L^2(\Omega \times \Omega; Sym^{d \times d}) \),

\[
K_{ij}(x, y) = \rho(y, x, S(y, x, u)) e_i e_j,
\]

where \( Sym^{d \times d} \) is the space of \( d \times d \) symmetric matrices. From Theorem 5.1 and the symmetry and boundedness of \( \mathbb{A} \) it is immediate that \( \mathbb{K} \) is bounded and symmetric on \( L^2(\Omega; \mathbb{R}^d) \). Additionally since \( \rho(y, x, S(y, x, u)) \) is in \( L^2(\Omega \times \Omega; Sym^{d \times d}) \) one sees...
that $\mathcal{K}$ is expressed as a limit of rank one operators so $\mathcal{K}$ is compact on $L^2(\Omega; \mathbb{R}^d)$ see, e.g., [10]. The decomposition given by (5.6) will be used in the proof Theorem 3 given in Section 5.1 below.

The proof of Theorem 3 proceeds in two steps. The first step assumes the map $D(\mathcal{L})[u]$ satisfies the following assumptions: i) there exists a $\gamma > 0$ for which $A[u] - \gamma I > 0$, and ii) $D(\mathcal{L})[u]$ is a symmetric bounded linear map on $V^2 \subset L^2(\Omega; \mathbb{R}^d)$, with $\text{Ker}\{D(\mathcal{L})[u]\} = \{0\}$. With these assumptions it is shown that $D(\mathcal{L})[u]$ maps $V$ onto itself so $D(\mathcal{L})[u]^{-1}$ exists. Additionally we use the hypotheses to show that the inverse is bounded. These hypotheses are special cases of more general hypotheses stated in in theorem 8 and established in following subsection. The proof is completed in the second step where it is shown that these assumptions are satisfied when $u$ is strictly contained in the strength domain. The first step is given in section 5.1 and the second step is given in section 5.2.

5.1. Step 1 of proof of Theorem 3. In this section we establish the following theorem:

**Theorem 8.** If $D(\mathcal{L})[u]$ is a symmetric bounded linear map on $V^2 \subset L^2(\Omega; \mathbb{R}^d)$, with $\text{Ker}\{D(\mathcal{L})[u]\} = \{0\}$ and there exists a $\gamma \neq 0$ such that $A^2[u] \geq \gamma^2 I$, then $D(\mathcal{L})[u]^{-1}$ exists as a bounded linear map on $V$ with respect to the $L^\infty(\Omega; \mathbb{R}^d)$ norm.

The condition $A^2[u] - \gamma^2 I > 0$ is equivalent to saying that all eigenvalues of $A[u]$ lie outside an interval about 0. This hypothesis includes the case $A[u] - \gamma I > 0$ for $\gamma > 0$ used in the proof of Theorem 3.

In what follows we denote the range of the map $D(\mathcal{L})[u]$ on $V^2$ by $D(\mathcal{L})[u](V^2)$.

The first step in accomplishing the goal of this section is to establish the inequality given by

**Lemma 5.2.** Given $u \in V$ if $D(\mathcal{L})[u]$ is a bounded, symmetric linear map on $V^2 \subset L^2(\Omega; \mathbb{R}^d)$, with $\text{Ker}\{D(\mathcal{L})[u]\} = \{0\}$ and there exists $\gamma \neq 0$ such that $A^2[u] \geq \gamma^2 I$ then there exists a positive constant $K$ independent of $w \in V^2 \setminus \{0\}$ such that

$$\|D(\mathcal{L})[u](w)\|_2 \geq K \|w\|_2, \quad (5.10)$$

for all $w \in V^2 \setminus \{0\}$, hence $D(\mathcal{L})[u]^{-1}$ exists as an $L^2(\Omega; \mathbb{R}^d)$ bounded map on $V^2$.

**Proof:** First denote the operator norm of $D(\mathcal{L})[u]$ in $L^2(\Omega; \mathbb{R}^d)$ by $\|D(\mathcal{L})[u]\|_2$ and $\|D(\mathcal{L})[u]\|_2 < \infty$ from hypothesis. By Theorem 5.1 $D(\mathcal{L})[u]$ is symmetric on $V^2$ we have

$$V^2 = D(\mathcal{L})[u](V^2) \oplus \text{Ker}\{D(\mathcal{L})[u]\}, \quad (5.11)$$

here we have denoted the $L^2(\Omega; \mathbb{R}^d)$ closure of a set $S$ by $\overline{S}^2$. We now prove the theorem by contradiction. Suppose there exists a sequence $K_j > 0$ such that $\lim_{j \to 0} K_j = 0$, $w_{K_j} \in D(\mathcal{L})(V^2)$, $\|w_{K_j}\|_2 = 1$ and

$$\|D(\mathcal{L})[u](w_{K_j})\|_2 \leq K_j.$$

Since $\|w_{K_j}\|_2 = 1$ there is a subsequence also denoted by $\{w_{K_j}\}$ that is weakly converging to $w$ in $V^2$. Now we show that $w = 0$. Denote the $L^2(\Omega; \mathbb{R}^d)$ inner product by $(\cdot, \cdot)$. Since $D(\mathcal{L})[u]$ is a symmetric linear operator on $V^2$ one has for any $\Phi \in V^2$

$$|(D(\mathcal{L})[u](\Phi), w_{K_j})| = |(\Phi, D(\mathcal{L})[u](w_{K_j}))| \leq \|\Phi\|_2 \|D(\mathcal{L})[u](w_{K_j})\|_2.$$
Then since \( w_{K_j} \to w \) in \( L^2(\Omega; \mathbb{R}^d) \) it follows from the estimate above and the symmetry of \( D(\mathcal{L})[u] \) that

\[
0 = (D(\mathcal{L})[u](\Phi), w) = (\Phi, D(\mathcal{L})[u](w)),
\]

for all test functions \( \Phi \) so \( D(\mathcal{L})[u](w) = 0 \) almost everywhere so \( w \in Ker\{D(\mathcal{L})[u]\} \), hence \( w = 0 \), by the hypothesis.

Now it is shown that \( w_{K_j} \to 0 \) in the strong topology of \( L^2(\Omega; \mathbb{R}^d) \), this will give the contradiction since \( \|w_{K_j}\|_2 = 1 \). Recall that \( D(\mathcal{L})[u](w_{K_j}) = K[u]w_{K_j} + A[u]w_{K_j} \) where \( K[u] \) is a compact operator on \( L^2(\Omega; \mathbb{R}^d) \) and \( A[u]T(x) = A[u](x) \). Since \( w_{K_j} \) goes weakly to zero we can pass to a subsequence \( K[u]w_{K_j} \) converging to zero the \( L^2(\Omega; \mathbb{R}^d) \) norm. We write

\[
\|A[u]w_{K_j}\|_2 = \|D(\mathcal{L})[u](w_{K_j}) - K[u]w_{K_j}\|_2
\]

(5.12)

\[
\leq \|D(\mathcal{L})[u](w_{K_j})\|_2 + \|K[u]w_{K_j}\|_2,
\]

and take limits to see that \( \lim_{K_j \to 0} \|A[u]w_{K_j}\|_2 = 0 \). The hypothesis and the symmetry of \( A \) gives

\[
\gamma^2 \|w_{K_j}\|_2^2 \leq ([A[u]]^2w_{K_j}, w_{K_j}) = (A[u]w_{K_j}, A[u]w_{K_j}) = \|A[u]w_{K_j}\|_2^2.
\]

Applying (5.13) shows that \( \lim_{K_j \to 0} \|w_{K_j}\|_2 = 0 \) and we get the contradiction establishing the inequality (5.10).

Since \( Ker\{D(\mathcal{L})[u]\} = \{0\} \) we see that \( D(\mathcal{L})[u] \) is one to one. To establish that \( D(\mathcal{L})[u] \) is onto, note that inequality (5.10) implies that is a closed operator so \( D(\mathcal{L})[u]|v_2 = \{w \in V^2 \perp Ker\{D(\mathcal{L})[u]\}\} \). So the inverse exists and is bounded from (5.10).

The next step is to show that \( D(\mathcal{L})[u]^{-1} \) exists on \( \mathcal{V} \) as a bounded linear map in the \( L^\infty(\Omega; \mathbb{R}^d) \) norm. Denote the kernel of the map \( D(\mathcal{L})[u] \) on \( V_2 \) by \( Ker\{D(\mathcal{L})[u]|V_2\} \) and the kernel of the map \( D(\mathcal{L})[u] \) on \( \mathcal{V} \) by \( Ker\{D(\mathcal{L})[u]|\mathcal{V}\} \). Note \( Ker\{D(\mathcal{L})[u]|\mathcal{V}\} \subset Ker\{D(\mathcal{L})[u]|V_2\} \) so \( Ker\{D(\mathcal{L})[u]|\mathcal{V}\} \) = 0. So \( D(\mathcal{L})[u] \) is one to one map from \( \mathcal{V} \) into itself. Next we show that \( D(\mathcal{L})[u] \) is onto \( \mathcal{V} \).

To simplify notation we write \( K[u] = K \) and \( A[u] = A \). Observe that \( v \in D(\mathcal{L})[u]|\mathcal{V} \) implies \( v \in D(\mathcal{L})[u]|V_2 \). So from Theorem 5.2 there exists a unique \( w \in V_2 \) such that

\[
v = D(\mathcal{L})[u]w \text{ in } V_2.
\]

(5.14)

To establish surjectivity we show that \( \|w\|_\infty \leq C\|w\|_2 + \|v\|_\infty \) for some constant independent of \( w \). Writing \( D(\mathcal{L})[u](w) = K + A \) gives

\[
\|v\|_\infty = \|D(\mathcal{L})[u]w\|_\infty = \|K(w)(x) + A(x)w(x)\|_\infty
\]

Since \( A(x) \) is a self-adjoint matrix valued field, we have for all \( \eta \in \mathbb{R}^d \)

\[
\eta^T A^2(x) \eta \geq \gamma^2 \|\eta\|^2.
\]
Since all the eigenvalues of $A$ are non zero, $A$ is invertible. Therefore,

\[
\|\mathbb{K}(w)(x) + A(x)w(x)\| = \| (\mathbb{K}(w)(x) + A(x)w(x)) \cdot ((\mathbb{K}(w)(x) + A(x)w(x)) - \frac{1}{2}) \\
= [A(x)(A^{-1}\mathbb{K}(w)(x) + w(x)) \cdot A(x)(A^{-1}\mathbb{K}(w)(x) + w(x))]^{\frac{1}{2}} \\
= \left( A^2(x)(A^{-1}\mathbb{K}(w)(x) + w(x)) \cdot (A^{-1}\mathbb{K}(w)(x) + w(x)) \right)^{\frac{1}{2}}
\]

(5.15)

\[
\geq |\gamma| |A^{-1}\mathbb{K}(w)(x) + w(x)|.
\]

Applying the reverse triangle inequality gives

\[
\|v\|_{\infty} = \|\mathbb{K}(w) + Aw\|_{\infty} \geq |\gamma| \|A^{-1}\mathbb{K}(w) + w\|_{\infty} \geq |\gamma| \|A^{-1}\mathbb{K}(w)\|_{\infty} - \|w\|_{\infty}.
\]

Now we have two cases. Suppose first that

\[
\|A^{-1}\mathbb{K}(w)\|_{\infty} \geq \|w\|_{\infty}.
\]

We apply the Cauchy-Schwartz inequality and change of integration variable to get

\[
\|\mathbb{K}(w)(x)\| \leq \int_{D \cap H_2(x)} \frac{C}{|y - x|} |w(y)| dy \leq C \|w\|_{L^2(\Omega; \mathbb{R}^d)};
\]

so

\[
(5.18) \quad \|\mathbb{K}(w)\|_{\infty} \leq C \|w\|_{L^2(\Omega; \mathbb{R}^d)};
\]

and equation (5.17) implies

\[
|w|_{\infty} \leq \|A^{-1}\mathbb{K}(w)\|_{\infty} \leq |\gamma|^{-1} \|\mathbb{K}(w)\|_{\infty} \leq C|\gamma|^{-1} \|w\|_{2},
\]

where the third inequality follows from (5.18) and we see $w \in V$. If instead we have

\[
\|A^{-1}\mathbb{K}(w)\|_{\infty} < \|w\|_{\infty},
\]

then from equation (5.16) we have

\[
\|v\|_{\infty} \geq |\gamma| (\|w\|_{\infty} - \|A^{-1}\mathbb{K}(w)\|_{\infty}) > 0.
\]

So,

\[
(5.20) \quad |\gamma| \|w\|_{\infty} \leq \|v\|_{\infty} + |\gamma| \|A^{-1}\mathbb{K}(w)\|_{\infty} \leq \|v\|_{\infty} + \|\mathbb{K}(w)\|_{\infty}
\]

\[
(5.21) \quad \leq \|v\|_{\infty} + C \|w\|_{2},
\]

where the third inequality follows from (5.18) and we see $w \in V$. This establishes the surjectivity and we conclude $D(L)[u]^{-1}$ exists on $V$.

Now we can easily go further using (5.19) and (5.20) to show that the inverse is bounded. To see this we continue the two cases (5.19) and (5.20) making use of Lemma 5.2. Continuing inequality (5.19) we get

\[
\|w\|_{\infty} \leq \|A^{-1}\mathbb{K}(w)\|_{\infty} \leq |\gamma|^{-1} \|\mathbb{K}(w)\|_{\infty} \leq C|\gamma|^{-1} \|w\|_{2}
\]

\[
\leq C|\gamma|^{-1} \|D(L)[u]w\|_{2} \leq \sqrt{\|\Omega\|} C|\gamma|^{-1} \|D(L)[u]w\|_{\infty},
\]
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where the second to last inequality follows from Lemma 5.2, and the first case delivers the desired inequality. For the second case

\[
\gamma A^{-1} K(w) \leq v + \gamma (A - 1) K(w) \leq v + C K(w),
\]

where the last inequality follows as before from Lemma 5.2 and the second case delivers the desired inequality. Thus we have shown \( D(L)[u]^{-1} \) exists as a bounded linear transform over \( V \). This proves Theorem 8.

5.2. Step 2 of proof of Theorem 3. In this step we show that \( D(L)[u] \) satisfies all the hypotheses of theorem 8 when \( u \) is strictly inside the strength domain. We begin by showing \( D(L)[u] \) is symmetric and bounded in \( L^2(\Omega; \mathbb{R}^d) \).

Lemma 5.3. Given \( u \in V \), \( D(L)[u] \) is symmetric on \( L^2(\Omega; \mathbb{R}^d) \).

Proof. To show that

\[
\int_\Omega D(L)[u](w) \cdot v dx = \int_\Omega D(L)[u](v) \cdot w dx,
\]

we appeal to the definition,

\[
-\int_\Omega D(L)[u](w) \cdot v dx = \int_\Omega \int_\Omega \rho(y, x, S(y, x, u)) w(y) \cdot e_{y-x} v(x) \cdot e_{y-x} dy dx
\]

(5.22)

\[
= \int_\Omega \int_\Omega \rho(y, x, S(y, x, u)) w(x) \cdot e_{y-x} v(x) \cdot e_{y-x} dy dx.
\]

Here consider the first term on the right hand side and switch the variable names of \( x \) and \( y \). Then using the interchange symmetry (5.3) of \( \rho \) and \( e_{x-y} \otimes e_{x-y} \) in the \( x \) and \( y \) variables, together with Fubini's theorem (5.22) gives

\[
\int_\Omega \int_\Omega \rho(y, x, S(y, x, u)) w(y) \cdot e_{y-x} v(x) \cdot e_{y-x} dy dx
\]

\[
= \int_\Omega \int_\Omega \rho(y, x, S(y, x, u)) w(x) \cdot e_{y-x} v(y) \cdot e_{y-x} dy dx
\]

The result follows on combining the above with the second term on the right hand side of (5.22).

Next we show \( D(L)[u] \) is bounded.

Lemma 5.4. Given \( u \in V \) the operator \( D(L)[u] \) is bounded in \( L^2(\Omega; \mathbb{R}^d) \), i.e., there exits \( C > 0 \) independent of \( \epsilon \) and any \( w \in L^2(\Omega; \mathbb{R}^d) \) such that

\[
\| D(L)[u]w \|_2 \leq C \epsilon^d \| w \|_2.
\]
Proof. Write

\[ \|D(\mathcal{L})[u]w\|_2^2 \]

\[ = \int \int_{\Omega} \rho(y, x, S(y, x, u)) (w(y) - w(x)) \cdot e_{y-x} e_{y-x} dy \] \[ \leq \int \int_{\Omega} \int \int_{\Omega} |\rho(y, x, S(y, x, u))\rho(z, x, S(z, x, u)) (w(y) - w(x)) \cdot e_{y-x} | \times \]

\[ \| (w(z) - w(x)) \cdot e_{z-x} | dy \] \[ \leq \int \int_{\Omega} \int \int_{\Omega} \rho(y, x, S(y, x, u))\rho(z, x, S(z, x, u))(|w(y)| + |w(x)|) |w(z)| dy \] \[ \leq \int \int_{\Omega} \int \int_{\Omega} \rho(y, x, S(y, x, u))\rho(z, x, S(z, x, u))(|w(y)| + |w(x)|) |w(z)| dy \] \[ \leq C \| \omega \|_2^2, \]

where to pass to the last line we applied (5.2), made the change of variables \( z = \epsilon \eta \), \( y = x = \epsilon \zeta \) and switched limits of integration. Here the label \( C \) denotes a constant independent of \( \epsilon \).

The next terms are

\[ \int \int_{\Omega} \int \int_{\Omega} \rho(y, x, S(y, x, u))\rho(z, x, S(z, x, u)) (|w(y)| + |w(x)|) |w(z)| dy \] \[ = 2 \int \int_{\Omega} \int \int_{\Omega} \rho(y, x, S(y, x, u))\rho(z, x, S(z, x, u)) |w(y)| |w(x)| dy \] \[ = 2 \int \int_{\Omega} \int \int_{\Omega} \rho(y, x, S(y, x, u)) |w(y)| |w(x)| \left( \int_{\Omega} \rho(z, x, S(z, x, u)) dz \right) dy \] \[ \leq C \| \omega \|_2^2 \]
where the last inequality follows from Young’s integral inequality. The final term
\[
\int_\Omega \int_\Omega \int_\Omega \rho(y, x, S(y, x, u)) \rho(z, x, S(z, x, u)) |w(x)|^2 \, dy \, dz \, dx
\]
\[
\leq \int_\Omega \left( \int_\Omega \rho(y, x, S(y, x, u)) \, dy \right) \left( \int_\Omega \rho(z, x, S(z, x, u)) \, dz \right) |w(x)|^2 \, dx
\]
\[
\leq \frac{C}{\epsilon^2} \|w\|^2_2
\]
The result follows by combining all 3 terms. Theorem 5.1 follows immediately from Lemmas 5.3 and 5.4.

First note from (5.4) that when the strain lies strictly inside the strength domain one has \(\rho(y, x, S(y, x, u)) > 0\). The goal is to now show that \(\text{Ker}\{D(L[u]\} = \{0\}\) when \(u\) lies strictly inside the strength domain. We begin by writing an alternate formula for the quadratic form.

**Lemma 5.5.**

\[(5.23)\]
\[
\int_\Omega D(L)[u] w \cdot w \, dx = \frac{1}{2} \int_\Omega \int_{H_r(x)} \rho(y, x, S(y, x, u)) (w(y) - w(x)) \cdot e_{y-x}^2 \, dy \, dx
\]

From Lemma 5.5 and \(\rho(y, x, S(y, x, u)) > 0\) it is seen that the quadratic form associated with \(D(L)[u]\) is positive definite on \(L^2(\Omega; \mathbb{R}^d)\).

**Proof.**

\[(5.24)\]
\[
- \int_\Omega D(L)[u] w \cdot w \, dx
\]
\[
= \frac{1}{2} \int_\Omega \int_{H_r(x)} \rho(y, x, S(y, x, u)) (u(y) - w(x)) \cdot e_{y-x} w(x) \cdot e_{y-x} \, dy \, dx
\]
\[
+ \frac{1}{2} \int_\Omega \int_{H_r(x)} \rho(y, x, S(y, x, u)) (w(y) - w(x)) \cdot e_{y-x} w(x) \cdot e_{y-x} \, dy \, dx
\]

Writing the second term we see that
\[
\frac{1}{2} \int_\Omega \int_\Omega \rho(y, x, S(y, x, u)) (w(y) - w(x)) \cdot e_{y-x} w(x) \cdot e_{y-x} \, dy \, dx
\]
\[
= -\frac{1}{2} \int_\Omega \int_\Omega \rho(y, x, S(y, x, u)) (w(x) - w(y)) \cdot e_{x-y} w(x) \cdot e_{x-y} \, dx \, dy
\]
\[
(5.25) = -\frac{1}{2} \int_\Omega \int_\Omega \rho(y, x, S(y, x, u)) (w(y) - w(x)) \cdot e_{y-x} w(y) \cdot e_{y-x} \, dy \, dx,
\]
where the second term follows from exchanging the order of integration, the third follows from rewriting \(w(y) - w(x)\) the last follows a relabeling inner and outer
variables of integration and the symmetry of $\rho$ and $\mathbf{e}_{x-y} \otimes \mathbf{e}_{x-y}$ in $x$ and $y$. The Lemma follows substituting (5.25) into the second term of the right hand side of (5.24).

The next lemma is an adaptation of Lemma 1 of Mengesha-Du [23].

**Lemma 5.6.** \( \int_{\Omega} D(L)[u] \mathbf{w} \cdot \mathbf{w} d\mathbf{x} = 0 \) if and only if $\mathbf{w} \in \Pi$.

**Proof.** From Lemma 5.5 we have

\[
\int_{\Omega} D(L)[u] \mathbf{w} \cdot \mathbf{w} d\mathbf{x} = \frac{1}{2} \int_{\Omega} \int_{H_s(x)} \rho(y, x, S(y, x, u)) \left| (\mathbf{w}(y) - \mathbf{w}(x)) \cdot \mathbf{e}_{y-x} \right|^2 dy dx
\]

Since $\rho(y, x, S(y, x, u)) > 0$ for $S(u)$ strictly inside the strength domain the Lemma follows from (5.26) and Lemma 1 of [23]. Since $V_2 \cap \Pi = \{0\}$ we conclude that $\ker D(L)[u] = \{0\}$ when $u$ lies inside the strength domain. Moreover since $V \subset V_2$ and we conclude that

\[
(5.27) \quad \ker D(L)[u] = 0, \text{ for all } u \in V.
\]

Now we show there exists $\gamma > 0$ such that $A[u] \geq \gamma \mathbb{I}$.

**Lemma 5.7.** Given that $u$ is strictly inside the strength domain there exists $\gamma > 0$ such that for all $x \in \mathbb{R}^d$, $d = 2, 3$,

\[
\gamma \mathbb{I} \leq A(x) = \int_{\Omega} \rho(y, x, S(y, x, u)) \mathbf{e}_{y-x} \otimes \mathbf{e}_{y-x} dy
\]

where $\mathbb{I} \in \mathbb{R}^{d \times d}$ is the identity matrix.

**Proof.** When $u$ is strictly contained in the strength domain then one has a $\tilde{\gamma} > 0$ for which

\[
(5.28) \quad g''(\sqrt{y-x} S(y, x, u)) > \tilde{\gamma}
\]

so for this case one has the estimate

\[
(5.29) \quad \rho(y, x, S(y, x, u)) \geq \frac{\tilde{\gamma} \chi(y, x) J'(\|y-x\|)}{\epsilon^{d+1} \omega_d |y-x|}.
\]

We proceed as in [6], [23] and for $x \in \Omega$, $\eta \in \mathbb{S}^{d-1}$ we introduce the function $\Phi(x, \eta)$ defined by

\[
\Phi(x, \eta) = \int_{\Omega} \chi(y) \chi_e(\|y-x\|) J'(\|y-x\|) |\mathbf{e}_{y-x} \cdot \eta|^2 dy.
\]

Since the domain $\Omega$ satisfies the interior cone condition (see Definition 2) we apply the insights of [6], [23] to see that for any $x, \eta \in \Omega \times \mathbb{S}^{d-1}$ we have at most a zero measure subset in $C_{\chi, \phi}(x, \mathbf{e}_x)$ which is perpendicular to $\eta$, so

\[
\eta^T A(x) \eta > \Phi(x, \eta) > 0.
\]
When $\Phi(x, \eta)$ is continuous on $x, \eta \in \Omega \times S^{d-1}$ we can conclude the existence of a positive constant $C$ for which

$$C = \min_{x, \eta} \{\Phi(x, \eta)\}.$$ 

Applying the result of [23] we can easily show that $\Phi(x, \eta)$ is continuous and from (5.29) we conclude that

$$\eta^T \Lambda(x) \eta > \gamma |\eta|^2 > 0,$$

where $\gamma = \tilde{\gamma} C$.

Lemma 5.3, Lemma 5.4, equation (5.27), and Lemma 5.7, show that the hypotheses of Theorem 8 are satisfied if $u$ is strictly contained in the strength domain so $D(\mathcal{L}|u)$ has a bounded inverse on $\mathcal{V}$.

5.3. Energy minimization among deformations in the strength domain.

We establish Theorem 4. It is shown that if $L(u_0) = b_0$ and $u_0$ is strictly in the strength domain then $E[u] \geq E[u_0]$ for fields $u$ inside the strength domain. From construction $g(r)$ is convex for $r^* < r < r^*$ hence if $u$ has strain with $\sqrt{|y-x|}S(y,x,u) \in (r^*, r^*)$, then

$$g(\sqrt{|y-x|}S(y,x,r(t))) \leq t g(\sqrt{|y-x|}S(y,x,u) + (1-t) g(\sqrt{|y-x|}S(y,x,u_0)),$$

where $0 \leq t \leq 1$ and $r(t) = tu + (1-t)u_0$. So for $E[u]$ defined by (3.17) we have

$$E[r(t)] \leq tE[u] + (1-t)E[u_0],$$

hence

$$\frac{E[r(t)] - E[u_0]}{t} \leq E[u] - E[u_0],$$

sending $t$ to zero gives

$$\int_\Omega (L(u_0) - b_0) \cdot (u - u_0) \, dx \leq E[u] - E[u_0],$$

and the claim follows noting that $L(u_0) = b_0$.

6. A necessary condition for an inverse. We prove Theorem 6. Suppose there is a set $\mathcal{F} \subset \Omega$ with nonzero measure for which $\text{Ker}\{\Lambda(x)\} \neq \{0\}$ on $\mathcal{F}$. So there is a measurable function $a(x)$ taking values in $S^{d-1}$ on $\mathcal{F}$ and zero otherwise, with $\Lambda(x)a(x) = 0$ on $\Omega$. We let $B(x_0, \delta)$ be the ball of radius $\delta$ centered at $x_0 \in \mathcal{F}$ and form the function

$$(6.1) \quad u_0^\delta(x) = \frac{a(x)\chi_F(x)\chi_{B(x_0,\delta)}(x)}{\sqrt{B(x_0,\delta)}},$$

where $\chi_F$ and $\chi_{B(x_0,\delta)}$ are the indicator functions of the sets $\mathcal{F}$ and $B(x_0, \delta)$ respectively. Choose $\delta$ small enough so that $B(x_0, \delta) \subset \Omega$ and for this choice we apply (5.2).
to get

\begin{align}
(6.2) \quad |D(\mathcal{L})[u]u_{x_0}^{\delta}(x)| &= |\mathbb{K}u_{x_0}^{\delta}(x)| \\
&= \left| \int_{\Omega} \rho(y, x, S(y, x, u)) (u_{x_0}^{\delta}(y) \cdot e_{y-x}) e_{y-x} dy \right| \\
&\leq \int_{\Omega} \frac{C}{\epsilon(1+\omega_d |y-x|)} \left| (u_{x_0}^{\delta}(y) \cdot e_{y-x}) e_{y-x} \right| dy \\
&\leq \tilde{C} \delta^{-\frac{1}{2}} \int_{B(x_0, \delta)} \frac{1}{|y-x|} \left| (a(y) \cdot e_{y-x}) e_{y-x} \right| dy \\
&\leq \tilde{C} \delta^{-\frac{1}{2}} \int_{B(x_0, \delta)} \frac{1}{|y-x|} dy \leq \tilde{C} \delta^{-\frac{1}{2}},
\end{align}

here \( \tilde{C} \) denotes a constant independent of \( \delta \). We arrive at the estimates

\begin{align}
(6.3) \quad &|D(\mathcal{L})[u]u_{x_0}^{\delta}|_{\infty} \leq \tilde{C} \delta^{\frac{1}{2}}, \quad |u_{x_0}^{\delta}|_{\infty} = \omega_d^{-\frac{3}{2}} \delta^{-\frac{1}{2}}. 
\end{align}

We summarize concluding for any sequence of positive numbers \( K \to 0 \) there is an appropriate \( v_K = u_{x_0}^{\delta_K} / |u_{x_0}^{\delta_K}|_{\infty} \) for which \( |v_K|_{\infty} = 1 \) and

\[ |D(\mathcal{L})[u]v_K|_{\infty} \leq K. \]

This shows that \( D(\mathcal{L})[u] \) is not invertible on \( \text{Ran}\{D(\mathcal{L})[u]\} \).

7. Energy balance. In this section the energy balance given by theorem 7 is established. Since \( D(\mathcal{L})[u]^{-1} \) exists for all \( u \in \overline{B(u_0, R)} \) there exists a positive constant \( K \) independent of \( u \in B(u_0, R) \) for which

\begin{align}
(7.1) \quad &|D(\mathcal{L})[u][w]|_{\infty} \geq K |w|_{\infty}, \forall w \in \mathcal{V}.
\end{align}

Next we show that \( u_t \) is defined and continuous when the body force \( b(t) \) is continuously differentiable in \( t \). First suppose

\[ \mathcal{L}u(t) = b(t) \text{ for } 0 < t < T, \]

and set \( \Delta u(t) = u(t + \Delta t) - u(t) \). Note that \( D(\mathcal{L}[u(t)]) \) is the Fréchet derivative of \( \mathcal{L}u(t) \) so

\begin{align}
(7.2) \quad &\frac{b(t + \Delta t) - b(t)}{\Delta t} = \mathcal{L}(u(t) + \Delta u(t)) - \mathcal{L}u(t) \\
&= D(\mathcal{L}[u(t)]) \left( \frac{\Delta u}{\Delta t} \right) + \eta(t)q(t),
\end{align}

where \( |\eta(t)| \leq C \| \Delta u \|_{\infty} \) and \( |q(t)| \leq C \| \Delta u \|_{\infty} \). From (7.1)

\begin{align}
(7.3) \quad &\left\| D(\mathcal{L}[u(t)]) \left( \frac{\Delta u}{\Delta t} \right) \right\|_{\infty} \geq K \left\| \frac{\Delta u}{\Delta t} \right\|_{\infty}.
\end{align}

Since \( u(t) \) is continuous in \( t \) we have \( \|\Delta u\|_{\infty} \to 0 \) as \( \Delta t \to 0 \), so if \( \lim\sup_{\Delta t \to 0} \eta(t)q(t) \) is non zero then \( \lim\sup_{\Delta t \to 0} \| \frac{\Delta u}{\Delta t} \|_{\infty} = \infty \) which from (7.3) and (7.2) implies \( b_t = \infty, \)
which contradicts the assumed differentiability of \( b(t) \). Hence \( \limsup_{\Delta t \to 0} \eta(t)q(t) = 0 \). Inverting gives

\[
D(L)[u(t)]^{-1} \left( \frac{b(t + \Delta t) - b(t)}{\Delta t} \right) = \frac{\Delta u}{\Delta t} + D(L)[u(t)]^{-1} \eta(t)q(t),
\]

and on taking limits noting \( D(L)[u(t)]^{-1} \) is a bounded operator we get

\[
D(L)[u(t)]^{-1} \left( \frac{\partial b(t)}{\partial t} \right) = \lim_{\Delta t \to 0} \frac{\Delta u}{\Delta t} := \frac{\partial u(t)}{\partial t},
\]

and \( u_t \) exists and is continuous in \( t \).

Multiplying (3.13) by \( u_t \) and integrating over \( D \) gives

\[
\int_\Omega L[u(t)]u_t \, dx = \frac{d}{dt}PD(u(t)) = \int_\Omega b(t) \cdot u_t \, dx,
\]

and the energy balance Theorem 7 follows from time integration.

If instead we only know that \( D(L)[u_0]^{-1} \) exists we show that we can choose \( R \) smaller than or equal to that given in theorem 2 such that \( D(L)[u]^{-1} \) exists as a bounded linear functional on \( V \) for \( u \in B(u_0, R) \). From Theorem 1 we have a \( C \) independent of \( u - u_0 \in V \) such that

\[
\| D(L)[u] - D(L)[u_0] \| < C \| u - u_0 \|_{\infty}
\]

Now from Banach’s Lemma if

\[
\| D(L)[u] - D(L)[u_0] \| < \| D(L)[u_0]^{-1} \|^{-1}
\]

then \( D(L)[u]^{-1} \) exists. Taking \( R \) small enough such that

\[
CR \leq \| D(L)[u_0]^{-1} \|^{-1},
\]

we see that \( D(L)[u]^{-1} \) exists for all \( u \in B(u_0, R) \). On choosing \( R \) such that both (7.8) and (4.8) hold we get the conclusion of theorem 7.

8. Conclusions. We have shown existence of quasistatic evolutions for nonlocal models exhibiting damage. The method shows existence of a solution as a rate independent evolution of critical points. It is shown that an evolution exists in the neighborhood of a nontrivial initial displacement field-body load pair \( (u_0, b_0) \). For an appropriate body force \( b_0 \) the pair can be chosen such that \( u_0 \) lies in the strength domain and is a local minimizer of the PD energy. An energy balance law is established for the quasistatic load-controlled evolution. More generally Theorem 2 shows that there is a quasistatic evolution about and displacement-load pair \( u_0, b_0 \in V \) for which \( L[u_0] = b_0 \) and \( D(L)[u_0]^{-1} \) exists and is bounded on \( V \).

A displacement controlled quasistatic evolution can also be addressed using methods introduced here. Much of the theory developed here provides the mathematical foundations for the quasistatic fracture theory developed and implemented in the sequel [4].
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