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Abstract—The release note is an essential software artifact of open-source software that documents crucial information about changes, such as new features and bug fixes. With the help of release notes, both developers and users could have a general understanding of the latest version without browsing the source code. However, it is a daunting and time-consuming job for developers to produce release notes. Although prior studies have provided some automatic approaches, they generate release notes mainly by extracting information from code changes. This will result in language-specific and not being general enough to be applicable. Therefore, helping developers produce release notes effectively remains an unsolved challenge. To address the problem, we first conduct a manual study on the release notes of 900 GitHub projects, which reveals that more than 54% of projects produce their release notes with pull requests. Based on the empirical finding, we propose a deep learning based approach named DeepRelease (Deep learning based Release notes generator) to generate release notes according to pull requests. The process of release notes generation in DeepRelease includes the change entries generation and the change category (i.e., new features or bug fixes) generation, which are formulated as a text summarization task and a multi-class classification problem, respectively. Since DeepRelease fully employs text information from pull requests to summarize changes and identify the change category, it is language-agnostic and can be used for projects in any language. We build a dataset with over 46K release notes and evaluate DeepRelease on the dataset. The experimental results indicate that DeepRelease outperforms four baselines and can generate release notes similar to those manually written ones in a fraction of the time.
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I. INTRODUCTION

Release notes are essential software trails [1], summarizing the primary changes that occurred since the previous release, such as new features, bug fixes, etc. [2]. Maintainers of open-source software use release notes to communicate with users about new changes and updates in the software system. Table I presents a release note snippet from Electron in which three change categories that represent high-level types of information [2], including features, fixes, and other changes. Each of the change category has several entries that describe the corresponding changes. In addition, at the end of each entry, there is a number that refers to a GitHub Pull Request (from hereon, PR), which is a distributed development model implemented by GitHub [3]. Contributors can submit their changes (e.g., implement a feature) to the central repository through a PR. A PR consists of a title, an optional free-form text that describes what changes are made and why they are needed, and one or more interrelated commits [4].

| Features                          | #27993 |
|----------------------------------|--------|
| Added support for the des-ede3 cipher in node crypto. |        |

| Fixes                             | #27941 |
|-----------------------------------|--------|
| Fixed navigator.bluetooth.requestDevice crash. |        |

| Other Changes                     | #28101 |
|-----------------------------------|--------|
| Backported fix for CVE-2020-27844 |        |

TABLE I
A RELEASE NOTE SNIPPET FROM ELECTRON.

However, considering that maintainers may not understand all the changes, manually generating release notes can be complicated and time-consuming. Take open-source projects on GitHub as an example, the general process is that one of the maintainers collects all relevant information to create a formal release note based on the commits [5]. Usually, each commit corresponds to a specific PR in the pull-based development model [6]. Different maintainers may not have the same level of familiarity with the project and may need to read the PRs carefully to summarize changes, thus spending much time. Existing study [2] shows that the whole process can take as much as eight hours.

Some studies proposed automated approaches to generate the release note. However, one main limitation in prior research is that such approaches ignore text information in
repositories and generate release notes mainly by extracting information from code changes, which results in language-specific and not being general enough to be applicable \cite{2,7}. Furthermore, Bi et al. \cite{5} found that no participants in their empirical study have adopted such tools, demonstrating a clear need to develop practical tools to document release notes automatically. Thus, how to generate release notes effectively remains an unsolved challenge.

In this paper, we propose a language-agnostic approach for open-source software to generate release notes automatically. We first conduct a manual study to reveal the characteristics of release notes. By analyzing the release notes of 900 open-source projects, we find that more than 54% of projects generate release notes based on PRs, and 41% do not have the change category (i.e., new features or bug fixes). Driven by our manual study results, we propose a deep learning based approach called DeepRelease to automatically generate release notes based on the text information in PRs. To the best of our knowledge, this is the first empirical step toward generating release notes from PRs using deep learning. The process of release notes generation in DeepRelease includes the change entries generation and the change category generation, which are formulated as a text summarization task and a multi-class classification problem, respectively. We evaluate DeepRelease using ROUGE for the change entries generation, and the results show that our approach outperforms the baselines in terms of ROUGE-1, ROUGE-2, and ROUGE-L by 5.0%, 6.2%, and 5.2%. As for the change category classification, DeepRelease can also outperform baselines in terms of F1 score by 22.6% at least. Overall, the experimental results indicate that DeepRelease can generate release notes similar to those manually written ones in a fraction of the time.

In summary, this paper provides the following contributions:

- We conduct a comprehensive manual study to reveal the characteristics of release notes.
- We propose DeepRelease, a deep learning based and language-agnostic approach to generate release notes automatically for open-source software. It can be used for projects in any programming language.
- We built a dataset with over 46K release notes from GitHub, and it is publicly available\cite{2}.
- We evaluate DeepRelease on the dataset, and the evaluation results show that our approach outperforms competitive baselines.

The rest of this paper is organized as follows: Section III introduces the related works and compares those works with ours. Section IV presents the manual study on release notes. Section V elaborates on our release notes generation approach. We describe our dataset in Section VI and present the procedures and results of the evaluation in Section VII. Section VIII discusses the threats to validity. Finally, we conclude the paper and point out some potential directions for future research in Section IX.

\[\text{https://tinyurl.com/sdcc95dj}\]
pull-based model in any programming language. Moreover, we apply a deep learning based approach to mimic the behavior of developers when making release notes.

Researchers have also explored the summarization of the smaller granularity software changes, such as commit messages. For example, Buse and Weimer [9] presented a semantically rich summarization algorithm called DELTADOC, which can describe the effects of a change on program behavior, rather than simply showing what text changed. Similarly, Linares-Vasquez et al. [10] built ChangeScribe, a tool that can automatically generate commit messages by extracting and analyzing the differences between two versions of the source code, and also performing a commit characterization based on the stereotypes of methods modified, added and removed.

Distinct from commit messages that only correspond to one commit, a release is a collection of plenty of commits and/or PRs [4]. Hence they have different focuses and information structures. Besides, the existing technique for commit messages generation is limited to code changes and specific programming languages. However, there are also non-code changes in a release, like updating the documents. Thereby, the techniques for generating commit messages and release notes are complementary rather than competing with our approach. Our work summarizes the text information within PRs to generate release notes, covering code changes and non-code changes.

### III. MANUAL STUDY

To better understand what information is included in release notes and examine if there exist common characteristics that can help produce release notes, in this section, we manually inspect release notes from 900 GitHub projects.

#### A. Studied Projects

To begin with, we use the TIOBE Programming Community Index [3] to pick nine popular programming languages, including C, Python, Java, C++, C#, JavaScript, PHP, Ruby, and Go. Then, because the number of stars of a GitHub repository can be seen as a proxy of its popularity [11], we get the top 100 repositories with the most GitHub stars in each language, for a total of 900 projects, with the help of the GitHub Ranking [40].

#### B. Manual Study Setup

Our goal is to inspect the release notes to study their characteristics manually. For each project’s release notes, we observe their style and analyze the composition of the content to search for the potential factors taking part in the generation. Specifically, this paper’s first and second authors (i.e., A1 and A2) study these 900 projects and record patterns within and between projects separately. Finally, A1 and A2 compare the observed patterns and discuss any disagreement until reaching a consensus.

#### C. Observed Patterns

From the horizontal aspect, we initially find that projects with and without release notes are 62.33% and 37.67%, respectively. Further, more than 54% of those projects with release notes document changes with references linking to the corresponding PRs, just like the example shown in Table I. Besides, we find that the release notes of different projects vary in styles and change categories due to the lack of uniform specifications. Take the change category for example, 41.9% of projects with release notes list their software changes directly instead of organizing them by categories. For those projects with change categories, there is considerable discrepancy among their definitions of categories. For example, some projects use specific internal modules’ names as change categories, and others use common categories like features and fixes, etc. Generally, all release notes we studied among these projects can be classified into six main categories based on Bi et al. [5]. Fig. 1 shows the percentage of each change category.

The description of the change categories is as follows:

- **Issues fixed**: Changes about what issues have been fixed.
- **Non-functional requirements**: Changes about a set of quality attributes of systems (for example, security and performance).
- **New features**: Changes about new features and functions that are newly added.
- **Documentation**: Changes about new features and functions that are newly added.
- **Internal**: Changes about software artifacts, e.g., architecture documents.
- **Miscellaneous**: Trivial changes, e.g., update dependencies and revert changes.

From the vertical aspect, we find that the style of release notes can be different even within the same project. For example, some projects did not have the change category in the early release notes and later started to have them. There are two possible reasons for this. On the one hand, each release task may be undertaken by a different maintainer. On the other hand, this may be due to the fact that as the project develops and evolves, the release process gradually becomes more standardized.

![Fig. 1. The percentage of categories in release notes.](https://www.tiobe.com/tiobe-index)
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In summary, our findings show that a large percentage of open-source projects do not have release notes. Furthermore, among those projects with release notes, more than 54% of projects produce release notes based on PRs. In addition, more than 41% of projects’ release notes have no change category.

IV. APPROACH

As we find in Section III, many projects generate release notes based on PRs and do not have change categories. Hence, PRs may contain important information that developers can employ when producing release notes. In this section, we seek to explore the potential of generating release notes with the text information of PRs. Below, we describe how we formulate problems and build deep learning models to generate release notes.

A. Problem Formulation

Based on the manual study, we denote a release note containing \( n \) groups as \( RN = (G_1, G_2, ..., G_n) \), and each group \( G \) is represented as a tuple \( G = (C, E) \), where \( C \) is the change category to which \( G \) belongs, and \( E = (e_1, e_2, ..., e_m) \) denotes the change entries. Therefore, the process of generating release notes can be divided into two procedures: the generation of change entries and categories.

First, we regard the generation of change entries as a text summarization task, which condenses a piece of text to a shorter version that contains the primary information from input document(s). The combination of the title, the description, and commit messages in the PR as the source sequence \( X = (x_1, x_2, ..., x_{|X|}) \), and the entry as the target sequence \( Y = (y_1, y_2, ..., y_{|Y|}) \). Therefore we need find a function \( f \) so that \( f(X) = Y \).

Second, since the number of change categories is relatively limited, we formulate the process of generating the change category as a multi-class classification problem. Given the PR title that is related to an entry, we apply a deep learning model to discriminate which category it should be.

B. DeepRelease

In this subsection, we present the overall architecture and implementation of deep learning models in DeepRelease. The overall framework of our approach DeepRelease is illustrated in Fig. 2. It consists of four modules, i.e. Pull Requests Collector, Entry Summarizer, Category Discriminator, and Text Generator. Specifically, Pull Requests Collector firstly retrieves all URLs of PRs that merged between the previous release and the new release of the project (Section IV-B1). For each PR, the title, the description, and commit messages are extracted and preprocessed. Then Entry Summarizer employs the PR title, the PR description, and commit messages to summarize an entry of the release note (Section IV-B2). Simultaneously, Category Discriminator uses the PR title to decide the change category, such as a new feature or a bug fix (Section IV-B3). Finally, Text Generator groups entries with the same category and generates the release notes in markdown format (Section IV-B4).

1) Pull Requests Collector: When a new version is about to be released, Pull Requests Collector initially retrieves all URLs of PRs that merged between the last release and the current release. For each PR, Pull Requests Collector queries its title, description, and commit messages via GitHub API. Then a series of data processing will be performed, which is described in detail in the subsection IV-B. After that, Pull Requests Collector maintains an array of preprocessed PR, and each array element uses the number of PR to identify uniquely. These data will be sent to Entry Summarizer and Category Discriminator for further processing.

2) Entry Summarizer: Entry Summarizer builds on sequence-to-sequence learning through a deep learning model to summarize change entries based on PRs provided by the Pull Requests Collector. Specifically, given a preprocessed PR, we concatenate its title, description, and commit messages as the input, then Entry Summarizer summarizes it to a change entry. It is pretty ubiquitous to see out-of-vocabulary (OOV) words in software artifacts due to developer-named identifiers, such as module names. To alleviate this problem, we apply the pointer generator \([12]\) as Entry Summarizer, which can either
generate words from the fixed vocabulary or copy words from the input sequence.

\[ y = \frac{1}{Q} \sum_{q=1}^{Q} x_q \]  
\[ p_k = \frac{e^{z_k}}{\sum_{d=1}^{D} e^{z_d}} \]

where \( Q \) is the number of word vectors, \( p_k \) is the predicted probability that the PR belongs to the \( k \)-th category, \( z_k \) and \( z_d \) are the components of the \( D \) dimensional classification vector \( z \).

**V. DATASET**

**A. Data Collection**

To the best of our knowledge, there is no publicly accessible dataset of release notes with PRs and change categories. Thereby, we first select 561 projects with release notes based on the manual study to collect release notes from GitHub for DeepRelease's training. Next, to ensure that the selected projects are non-trivial, similar to a prior study [5], we define...
three criteria for filtering: (1) the project is a software system rather than tutorials or books; (2) the number of release notes in the project is more than 30; and (3) the project is active and not be archived. Then we filter out 400 projects that meet our selection criteria. Fig. 5 shows that the number of studied projects per language.

![Number of studied projects per language](image)

Fig. 5. The number of studied projects per language.

For each project, we take different methods to get their release notes. Due to the lack of uniform specifications, the location of release notes varies in different projects. Some are presented on the website, some are placed as files in the project root directory, and some are published on the GitHub Releases page. Hence, we have to manually check and locate release notes and then apply different methods to collect data for different situations. For example, we use GitHub API to retrieve release notes from GitHub Releases and build crawlers for data on the web. After that, we use the regular expression to parse change categories and entries, respectively. Since DeepRelease employs the text information in PRs, for each entry, given a PR, we retrieve its corresponding PR's title, description, and commit messages via GitHub's GraphQL API. In total, we obtain 46,656 entries of release notes with their categories and PRs from 400 repositories in different languages.

### B. Preprocessing

Our preprocessing of the collected release notes includes the following steps:

1) Remove and replace: This procedure is to filter out trivial and templated information. For the PR description, our manual study finds that 14.8% (133/900) of projects apply pull request templates to customize and standardize the information maintainers would like contributors to include. Hence, we query if there is a PR template in the repository for each project. If so, the template text in PR's description will be removed. Then we take the same actions to preprocess PR titles, descriptions, and commit messages. Similar to a prior study [4], sentences with URL, GitHub references (e.g., “#1234”), signatures, emails, mentions (e.g., “@username”), markdown headlines, and non-ASCII characters (e.g., emoji) will be deleted. Because these tokens do not contain much information about changes, and they may bring many OOV words to interfere with our model. To further reduce the number of unique tokens, we convert SHA1 hash digest, version strings, and numbers into “sha”, “version”, and 0, respectively.

2) Unify the change category: As we find in the manual study, different projects have different definitions of change categories. For example, for those changes that fix problems, some projects used “Fix”, and others used “Bug fixes”, even though they mean the same thing. Therefore, we apply a heuristic approach to unify these categories. We begin by setting some category keywords in advance, which indicate what the entry belongs to. Table II shows the keywords we used. Take the category “Issues fixed” as an example, if the category we extracted from release notes contains any keywords of “fix”, “bug”, and “issue” (ignore case), it will be renamed to “Issues fixed”. Hence, categories like “Fixes”, “Bug Fixes” will be unified to “Issues fixed”. To simplify the problem, we only consider the top-4 categories in our manual study, i.e. “Issues fixed”, “Non-functional”, “New features”, and “Documentation”. The reason is two-fold. On the one hand, they have the largest amount of data and are more balanced, making them more suitable for model learning. On the other hand, we focus on the method’s versatility since this is the first work in the literature applying deep learning to classify release note entries. Thus, we exclude those categories that are closely related to specific projects. Extending our model to classify more change categories is part of our future work.

| Category   | Keywords                                     |
|------------|----------------------------------------------|
| Issues fixed | fix, bug, issue                              |
| Non-functional | enhance, improve, performance, optimize, security |
| New features | add, feature, new                           |
| Documentation | doc, documentation, wiki                   |

3) Construct the input for models: For the task of text summarization, we concatenate the title, description, and commit messages for each PR as the input. The commit messages are sorted by their creation time in ascending order. These three sections are separated by a particular token “[sep]”. For the multi-class classification problem, we just remove punctuation at the beginning and end of the PR title.

### VI. Evaluation

In this section, we introduce the evaluation metrics and the baselines firstly. Next, we describe our experiment settings and research questions. Lastly, we show the corresponding experimental results.
A. Evaluation Metrics

We evaluate the Entry Summarizer and its baselines with the ROUGE metric \cite{lin2004rouge}, reporting the scores for ROUGE-1, ROUGE-2, and ROUGE-L that respectively measure the word-overlap, bigram-overlap, and the longest common sequence between the reference summary created by humans and the summary to be evaluated. The ROUGE metric has been shown to be highly relevant to human assessments of summarized text quality \cite{lin2004rouge} and is widely used for evaluating text summarization tasks \cite{loebe2016summarizing, steinberger2014automatic}. The precision, recall, and F1 score for ROUGE-N are calculated as follows:

$$P_{\text{rouge-}n} = \frac{\sum_{X,Y \in S} \sum_{\text{gram}_n \in X} \text{Cnt}_Y(\text{gram}_n)}{\sum_{X,Y \in S} \sum_{\text{gram}_n \in Y} \text{Cnt}_Y(\text{gram}_n)}$$ (7)

$$R_{\text{rouge-}n} = \frac{\sum_{X,Y \in S} \sum_{\text{gram}_n \in X} \text{Cnt}_X(\text{gram}_n)}{\sum_{X,Y \in S} \sum_{\text{gram}_n \in Y} \text{Cnt}_X(\text{gram}_n)}$$ (8)

$$F_{1\text{rouge-}n} = \frac{2P_{\text{rouge-}n}R_{\text{rouge-}n}}{P_{\text{rouge-}n} + R_{\text{rouge-}n}}$$ (9)

where \(X\), \(Y\), and \(S\) refer to a reference summary, a generated summary, and the test set. \(\text{gram}_n\) is an n-gram phase, and \(\text{Cnt}_X(\text{gram}_n)\) and \(\text{Cnt}_Y(\text{gram}_n)\) refer to the occurrence number of \(\text{gram}_n\) in \(X\) and \(Y\), respectively.

Similarly, ROUGE-L is computed as follows:

$$P_{\text{rouge-}l} = \frac{\text{LCS}(X,Y)}{\text{length}(X)}$$ (10)

$$R_{\text{rouge-}l} = \frac{\text{LCS}(X,Y)}{\text{length}(Y)}$$ (11)

$$F_{1\text{rouge-}l} = \frac{2P_{\text{rouge-}l}R_{\text{rouge-}l}}{P_{\text{rouge-}l} + R_{\text{rouge-}l}}$$ (12)

where \(\text{LCS}(X,Y)\) is the length of the longest common subsequence of \(X\) and \(Y\).

For the multi-class classification task, we use Precision, Recall, and F-measure as our evaluation metrics. The precision is intuitively the ability of the classifier not to label as positive a sample that is negative, and the recall is intuitively the ability of the classifier to find all the positive samples. F1 score balances the precision and recall, and provides a more realistic measure of the performance by using both of them.

B. Baselines

For the task of generating release notes’ entries, we use two baselines: LeadCM and PR-Title. LeadCM outputs the first few tokens of the commit messages in a PR as a summary. It was firstly proposed by Liu et al. \cite{liu2017automatic}, they hypothesized that developers might commit key changes first and make other trivial changes later. Thereby, the first few commit messages may summarize the primary information of a PR. In this paper, we make LeadCM output the first 9 tokens, because 9 is the average length of entries in our dataset. In addition, we propose PR-Title for this task. Given a PR, as the name implies, PR-Title uses the PR title as the entry. The hypothesis behind PR-Title is that developers may be inclined to use a concise sentence as a title to summarize the change in a PR.

To classify the change category, we use Random Guess (RG) and keywords-based heuristics as our baselines. Random Guess is commonly used by prior studies \cite{liu2017automatic, yu2018telling}. Given a PR title, it discriminates which category the entry should belong to based on the proportion of change categories in the dataset. We repeat the Random Guess 30 times (as suggested by previous studies \cite{liu2017automatic, yu2018telling, yu2018arena}) for each input to reduce the biases, and use the average values as the result. In addition, we propose a keywords-based heuristics that discriminates the change category based on keywords in the PR’s title. The keywords we set are the same as in the Table II.

C. Experiment Settings

For the task of generating release notes’ entries, we randomly split the 46K release notes in the ratio of 8:1:1 for training, validation, and testing, similar to the prior work \cite{yu2018arena}. Similar to Liu et al. \cite{liu2017automatic}, we use 128-dimensional word embeddings. The encoder is a single-layer bidirectional LSTM and the decoder is the same but unidirectional. Both of them use 256-dimensional hidden states. The vocabulary size is set to 30K. When training the pointer generator network, we leverage Adam \cite{kingma2014adam} with a batch size of 8. The beam size is set to 4 when the model generates sequences in testing.

As for the task of multi-class classification, we firstly employ some data augmentation techniques \cite{zhou2017data} on the original dataset. Then the dataset is split in the ratio of 7:1 for training and testing. Each sentence in the training set of Category Discriminator is slightly modified using four specified operations, including synonym replacement, random swap, random insert, and random deletion. Through this method, the training set grows from 42k items to more than 420k items. Then we further train our Category Discriminator with the enhanced dataset using 100-dimensional word vectors.

D. Research Questions

Our evaluation aims at answering the research questions described in the following paragraphs.

**RQ1:** How effective are DeepRelease when generating the change entries and categories? We investigate the performance of our deep learning models in this RQ. Our finding may help prove that there is sufficient text information that can be used to generate release notes in PRs. Specifically, we split the RQ into two sub-RQs:

RQ1.1: Does Entry Summarizer outperform the baselines?

RQ1.2: Does Category Discriminator outperform the baselines?

**RQ2:** Is DeepRelease language-agnostic? We assess whether DeepRelease is a language-agnostic solution for generating release notes via qualitative analysis. Since ARENA \cite{zhang2019arena} and Ali’s method \cite{ali2013language} are not available, and they are evaluated manually, it is hard to do quantitative analysis with them.

**RQ3:** What is the inference time of models in DeepRelease? This RQ focuses on the efficiency and applicability of our models. When generating release notes automatically, it is
unreasonable to expect the developer to spend a similar amount of time that generating manually costs. Therefore, we perform a timing analysis to assess the time needed to generate entries and change categories. Precisely, we separately measure the model’s inference time it takes for the number of PRs to go from 10 to 100 with an increment of 10. Then we calculate the average time required to generate each entry and change category. It is worth noting that training time is not considered since this is a one-time cost.

E. Results

RQ1.1: Does Entry Summarizer outperform the baselines? Table III shows the evaluation results. First, we can find that our approach outperforms LeadCM and PR-Title in terms of all metrics, indicating that our approach can summarize the entry of release notes more precisely than the two baselines. Second, although the F1 scores for ROUGE are typically between 0.2 to 0.4 in text generation tasks [4], [12], [18], [28], DeepRelease can reach 0.6 to 0.7, which reveals that the number of overlapping units between the generated entry and the entry created by developers is high.

We argue that the reason our approach achieves better performance is two-fold. On the one hand, our approach learns knowledge about which phrases or sentences are crucial for summarizing an entry from a large amount of historical data. On the other hand, the pointer generator model can generate novel words and copy words from the input. It can generate entries with different lengths based on the input and rephrase essential sentences. This advantage of DeepRelease reduces the number of trivial tokens and results in high precision. On the contrary, LeadCM and PR-Title cannot rephrase extracted sentences, generate novel words, or dynamically decide how many tokens to generate, since they generate entries by extracting sentences.

Third, it is interesting to note that the complicated DeepRelease outperforms the naïve PR-Title by relatively small margins (from 4.99% to 6.24%) than the LeadCM. In particular, the recalls of our approach are very close to that of PR-Title (from 0.12% to 0.27%). We argue that there are two main reasons. The one is the hypothesis of PR-Title, which is that developers may tend to use a concise sentence as the title to summarize the PR. Hence, phrases produced by PR-Title may contain some tokens in the reference summary and improve the recall. The other is probably because some projects use tools that directly select the PR’s title as an entry to generate release notes automatically.

In summary, our approach outperforms the two baselines in terms of ROUGE and can generate entries resembling those manually written by developers.

RQ1.2: Does Category Discriminator outperform the baselines? Table IV presents the evaluation results of multi-class classification. Overall, Category Discriminator outperforms the baselines by significant margins for nearly all metrics, except the recall of the Non-functional category. This may be because it is easier to dig out more representative keywords of Non-functional changes than other categories, making it have a broader match. In addition, although the recall of the Non-functional category is slightly lower, DeepRelease could achieve a much higher F1 score because of its better precision.

We also find that the metrics on the Documentation category are much lower than other categories. There are two likely causes: 1) Insufficient amount of data limits the model’s performance; 2) Developers may use the specific names of documents to introduce the change so that DeepRelease can not figure it out.

DeepRelease is able to outperform two baselines significantly in classifying four common change categories.
**RQ2: Is DeepRelease language-agnostic?** Table VI shows the comparison result of supported languages between DeepRelease and two related works. ARENA is currently implemented to work with Java-based systems, and it depends on a Java code analyzer to parse the source code. Similarly, Ali’s method analyzes code changes with the help of Abstract Syntax Tree (AST). Thereby, these approaches are language-specific and adapting them to work with projects implemented in other programming languages requires additional engineering effort. Whereas DeepRelease is trained on release notes from C, Python, Java, C++, C#, JavaScript, PHP, Ruby, and Go projects in GitHub, and achieves promising results on generating release notes. We select the nine programming languages according to the TIOBE Programming Community Index, which is an indicator of the popularity of programming languages.

| Language | ARENA | Ali’s | DeepRelease |
|----------|-------|-------|-------------|
| C        | -     | -     | √           |
| Python   | -     | -     | √           |
| Java     | √     | -     | √           |
| C++      | -     | -     | √           |
| C#       | -     | -     | √           |
| JavaScript | -   | -     | √           |
| PHP      | -     | -     | √           |
| Ruby     | -     | -     | √           |
| Go       | -     | -     | √           |

Note that this does not mean that DeepRelease only supports these nine languages, because we use natural language information in PRs as input instead of source code. DeepRelease learns general knowledge from PRs about how to produce release notes thus achieves language-independent.

DeepRelease is language-agnostic and can be used for projects in any programming language without additional engineering effort.

**RQ3: What is the inference time of models in DeepRelease?**

| #PR | Entry Summarizer | Category Discriminator |
|-----|------------------|------------------------|
| 10  | 26.830           | 0.017                  |
| 20  | 28.950           | 0.016                  |
| 30  | 32.150           | 0.014                  |
| 40  | 28.682           | 0.012                  |
| 50  | 29.272           | 0.012                  |
| 60  | 31.662           | 0.012                  |
| 70  | 30.323           | 0.012                  |
| 80  | 31.198           | 0.012                  |
| 90  | 30.128           | 0.012                  |
| 100 | 27.795           | 0.012                  |

Average: 29.699 ms, 0.013 ms

Given the specified number of inputs, we compute the average inference time for each output, as shown in Table VI. The reported time is in milliseconds for each provided input. For instance, it would take on average about 26.83 milliseconds to generate an entry and 0.017 milliseconds to identify the change category when the input size is 10 PRs. On average, it takes 29.699 ms and 0.013 ms to generate each entry and category, respectively. These results are repeated ten times and computed using a single NVIDIA RTX 3090 GPU. It is apparent from this table that it is quick for models to infer, demonstrating the usability and effectiveness of DeepRelease.

We find that DeepRelease can generate an entry and its change category in an average of 29.712 milliseconds.

**VII. Threats to Validity**

In this section, we want to acknowledge several threats to the paper’s validity, such as the factors that can bias our study. These factors can be classified into three categories: construct validity, internal validity, and external validity.

Construct validity concerns the relationship between the theory and the observation. Our approach presumes that the open-source software employs the pull-based develop model and all PRs follow good practice. However, no industrial standards guide developers to write PR titles, descriptions and labels, etc. Our objective in this paper is to generate release notes that can be learned from the history of repositories. Further improvement on human-written PRs falls outside the scope of this paper.

Internal validity threats concern factors that are internal to our study that could influence our results. We conduct manual studies to investigate the characteristics and uncover the patterns of release notes. The authors examine the data independently to avoid biases. Any disagreement is discussed until a consensus is reached. Involving third-party open-source developers to verify our results might further reduce this threat.

Different parameters used in the neural networks might affect the effectiveness of the trained models as well. We follow prior studies to set parameters for our deep learning models. The models trained using our approach might not be optimal on some of the evaluation metrics. Future study will further improve the performance of DeepRelease.

Finally, external validity is related to the generalizability of our findings. We conduct our study only on 900 open-source systems. However, we select the studied systems in various domains and programming languages to improve our studied systems’ representativeness. Note that we did not compare DeepRelease with previous approaches such as ARENA, since they are not publicly available, which would require additional engineering effort to implement them. Further, our main goal is to empirically investigate the feasibility of a learning-based and language-agnostic approach for generating release notes.

**VIII. Conclusions and Future Work**

This paper aims to tackle the challenge of generating release notes for open-source projects in a more general way. We reveal some characteristics of release notes and find that...
more than 54% of projects produce their release notes with pull requests by conducting a manual study. Based on the finding, we propose a deep learning based approach named DeepRelease to utilize text information in pull requests for the generation of release notes. Since DeepRelease only requires texts, it is language-agnostic and more general. The process of generating release notes in DeepRelease includes generating entries and change categories, which are formulated as a text summarization task and a multi-class classification problem. DeepRelease outperforms competitive baselines and achieves promising results on both summarizing the entry and discriminating the change category. The experimental results highlight the potential of generating release notes by leveraging text information in pull requests. We present that a learning-based approach could help aid in this problem, and thus improve release efficiency.

Future studies could explore the characteristics of release notes for different categories of open-source software, like Application Software and Framework. Studying a more advanced way to improve the Entry Summarizer and discriminate more change categories is also part of our future research agenda.
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