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In this work we develop a Hessian-based sampling method for the construction of goal-oriented reduced order models with high-dimensional parameter inputs. Model reduction is known very challenging for high-dimensional parametric problems whose solutions also live in high-dimensional manifolds. However, the manifold of some quantity of interest (QoI) depending on the parametric solutions may be low-dimensional. We use the Hessian of the QoI with respect to the parameter to detect this low-dimensionality, and draw training samples by projecting the high-dimensional parameter to a low-dimensional subspace spanned by the eigenvectors of the Hessian corresponding to its dominating eigenvalues. Instead of forming the full Hessian, which is computationally intractable for a high-dimensional parameter, we employ a randomized algorithm to efficiently compute the dominating eigenpairs of the Hessian whose cost does not depend on the nominal dimension of the parameter but only on the intrinsic dimension of the QoI. We demonstrate that the Hessian-based sampling leads to much smaller errors of the reduced basis approximation for the QoI compared to a random sampling for a diffusion equation with random input obeying either uniform or Gaussian distributions.
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1. INTRODUCTION

Partial differential equations (PDEs) with stochastic or parametric inputs can be found in many different contexts such as uncertainty quantification, inverse problems, control and optimization, sensitivity and risk analysis. In the case that the dimension of the parameter is very high or even infinite, approximation of the parametric PDEs is computationally very challenging because of the curse of dimensionality—the computational complexity grows exponentially with respect to the dimension of the parameter. Recently, different approximation methods have been developed to deal with the high-dimensional approximation, such as Monte Carlo approximation and its variants—multilevel, quasi, high-order quasi Monte Carlo\cite{37,38,44}, sparse polynomial approximation with Galerkin projection or collocation\cite{5,34,65}, low-rank approximation\cite{49,57}, Taylor approximation or perturbation analysis\cite{3,12}, and reduced basis approximation\cite{11,13,29,30,60}.

The reduced basis approximation, or more generally model reduction\cite{8}, seek the PDE solution by a Galerkin projection in a reduced basis space that is constructed from some ‘snapshots’—PDE solutions at properly selected parameter samples. The dimension of the reduced basis space is expected to be much smaller than the dimension of a high-fidelity approximation space such as the finite element space, so that solving the reduced basis system is much faster than solving the high-fidelity system. Therefore, the way to construct the reduced basis space becomes crucial for the accuracy and efficiency of the reduced basis approximation, which depends on two factors—the training samples and the construction method. For the latter, proper orthogonal decomposition (POD) or the related singular value decomposition (SVD) of the snapshot matrix, and greedy algorithms with a posteriori error estimates have been
developed as the two most successful methods. For the former, the mostly used training samples are random samples drawn from the parameter space [47,59]. Quasi Monte Carlo samples [59], structured collocation or quadrature points [27], sparse grid points [25,41], have also been used.

When it comes to problems with high-dimensional parameters, the PDE solutions may also live in high-dimensional manifolds. Therefore, a large number of reduced basis functions have to be used in order to achieve certain required accuracy of the reduced basis approximation, which makes the reduced order model less efficient or useful. However, in many cases the goal of our computation is some QoI depending on the PDE solution, e.g., the average of the solution at a certain location, which may live in a low-dimensional manifold even it depends on the high-dimensional parameter through the PDE solution. To detect this low-dimensionality structure, we use the Hessian information of the QoI with respect to the parameter, which describes its local curvature, or the extent of its variation with respect to the parameter in different directions. More specifically, one expects that the QoI varies the most along the eigenvectors corresponding to the dominating eigenvalues of the Hessian. Hence, instead of sampling in the whole parameter space, we draw samples by projecting the parameter to the subspace spanned by these eigenvectors, namely a Hessian-based sampling, which is supposed to capture the most variation of the QoI. When the dimension of the parameter is very high, the Hessian matrix becomes very large, to form which one needs to solve a large number of PDEs that is computational intractable. To address this difficulty, we employ a randomized SVD algorithm to compute the dominating eigenpairs of the Hessian, which requires only a limited number of PDE solves. To demonstrate the accuracy of the Hessian-based sampling, we perform numerical experiments based on a diffusion model with parametric diffusion coefficient. We consider both a uniform distribution and a Gaussian distribution for the parameter. In the former case, the coefficient is a piecewise random variable in each subdomain of the physical domain; for the latter, the coefficient is a log-normal random field. We construct the reduced order model by both a POD/SVD algorithm and a greedy algorithm with random training samples, as well as by the POD/SVD algorithm with Hessian-based training samples. From the comparison of the error decay of the reduced basis approximation for both the solution and the QoI, we show that the Hessian-based sampling leads to more accurate approximation for the QoI than the random sampling, not necessarily for the PDE solution. We mention that a Hessian-based model reduction with initial-condition inputs was developed in [7], which does not involve any parameter and the Hessian has different meaning from the second order variation of the QoI in our context. In [36,51], the parameter and state are simultaneously projected to their subspaces constructed in a greedy manner in the context of model reduction for inverse problems, and the Hessian of the likelihood function is employed in [36] to seek the parameter subspace for inverse problems.

The following of the paper is organized as follows: in Section 2 we present the basic elements for model reduction, including the reduced basis approximation, offline-online decomposition, two methods for the construction of reduced basis spaces, and a short survey of sampling methods for the construction. Section 3 is devoted to the development of the Hessian-based sampling method, the randomized SVD algorithm for the computation of the eigenpairs of the Hessian, and the way to compute the Hessian action in certain given direction. Numerical experiments are presented in Section 4 for the demonstration of the efficiency and the accuracy of the Hessian-based sampling method, for both a uniform distributed parameter of 256 dimensions and a Gaussian distributed parameter of 16,641 dimensions. At last, conclusions and perspectives are provided in Section 5.

2. MODEL REDUCTION

In this section, we briefly present the main ingredients of model reduction for a linear parametric partial differential equation (PDE) by a reduced basis method, which include a high-fidelity approximation and a reduced basis approximation for the PDE and QoI, offline-online decomposition of the reduced basis approximation, the construction algorithms (POD/SVD and greedy) of the reduced basis space, and a short survey of sampling methods for the construction.

2.1 Parametric partial differential equations

Let $V$ denote a Hilbert space on $\mathbb{R}$ with its dual space $V'$. Let $P \subset \mathbb{R}^K$ denote a $K$-dimensional parameter space, where $K \in \mathbb{N}$. We consider an abstract weak form of a linear parametric PDE: at any given parameter
\( \mathbf{p} = (p_1, \ldots, p_K) \in P \), find \( u \in V \) such that

\[
a(u, v; \mathbf{p}) = f(v; \mathbf{p}) \quad \forall v \in V,
\]

where \( a(\cdot, \cdot; \mathbf{p}): V \times V \to \mathbb{R} \) is a bilinear form and \( f(\cdot; \mathbf{p}) \in V' \) is a linear functional for any given \( \mathbf{p} \). By \( s(u) \in \mathbb{R} \) we denote a QoI that depends on the solution \( u \), which is our goal of computation.

### 2.2 High-fidelity approximation

To solve problem (1), we introduce an approximation space \( V_h \subset V \) with dimension \( N_h = \dim(V_h) \), e.g., a finite element space, where \( h \) stands for the mesh size. In the following, we call \( V_h \) a high-fidelity approximation space and \( u_h \) a high-fidelity solution, which solves the high-fidelity approximation problem: at any given \( \mathbf{p} \in P \), find \( u_h \in V_h \) such that

\[
a(u_h, v_h; \mathbf{p}) = f(v_h; \mathbf{p}) \quad \forall v_h \in V_h.
\]

Let \( \{ \zeta^n_h \}_{n=1}^{N_h} \) denote the basis functions in \( V_h \), i.e., \( V_h = \text{span}\{ \zeta^n_h, n = 1, \ldots, N_h \} \), so that the high-fidelity solution \( u_h \) can be represented as

\[
u_h = \sum_{n=1}^{N_h} u^h_n \zeta^n_h,
\]

where \( u_h = (u^h_1, \ldots, u^h_{N_h})^\top \in \mathbb{R}^{N_h} \) is the coefficient vector. Then the algebraic formulation of problem (2) can be written as: find \( u_h \in \mathbb{R}^{N_h} \) such that

\[
A_h(\mathbf{p})u_h = f_h(\mathbf{p}),
\]

where the high-fidelity matrix \( A_h(\mathbf{p}) \in \mathbb{R}^{N_h \times N_h} \) and vector \( f_h(\mathbf{p}) \in \mathbb{R}^{N_h} \) at \( \mathbf{p} \) are given by

\[
(A_h(\mathbf{p}))_{mn} = a(\zeta^n_h, \zeta^m_h; \mathbf{p}) \quad \text{and} \quad (f_h(\mathbf{p}))_m = f(\zeta^m_h; \mathbf{p}), \quad m, n = 1, \ldots, N_h.
\]

As a result, the QoI \( s(u) \) can be approximated by

\[
s(u_h) = s_h^\top u_h, \quad \text{where} \quad (s_h)_n = s(\zeta^n_h), \quad n = 1, \ldots, N_h,
\]

where we assume that the QoI is linear with respect to the solution for simplicity.

### 2.3 Reduced-basis approximation

As \( N_h \) is typically very big if high accuracy of the solution/QoI is required, solving the large-scale system (4) at each \( \mathbf{p} \in P \) is computational expensive and only a limited number of solves can be afforded. To reduce the computational cost, we introduce a reduced basis approximation: for any given \( \mathbf{p} \in P \), find \( u_N \in V_N \) such that

\[
a(u_N, v_N; \mathbf{p}) = f(v_N; \mathbf{p}) \quad \forall v_N \in V_N,
\]

where \( V_N \subset V_h \) is called the reduced basis space with dimension \( N \). Let \( \{ \zeta^n_N \}_{n=1}^{N} \) denote the basis functions of \( V_N \), i.e., \( V_N = \text{span}\{ \zeta^n_N, n = 1, \ldots, N \} \), then the reduced basis solution can be represented as

\[
u_N = \sum_{n=1}^{N} u^N_n \zeta^n_N,
\]

with coefficient vector \( u_N = (u^N_1, \ldots, u^N_N)^\top \in \mathbb{R}^N \). Consequently, the algebraic formulation of the reduced basis approximation problem (7) can be obtained as

\[
A_N(\mathbf{p})u_N = f_N(\mathbf{p}),
\]

where the reduced basis matrix \( A_N(\mathbf{p}) \) and vector \( f_N(\mathbf{p}) \) at \( \mathbf{p} \) are given by

\[
(A_N(\mathbf{p}))_{mn} = a(\zeta^n_N, \zeta^m_N; \mathbf{p}) \quad \text{and} \quad (f_N(\mathbf{p}))_m = f(\zeta^m_N; \mathbf{p}), \quad m, n = 1, \ldots, N.
\]

Moreover, the reduced basis approximation of the QoI can be evaluated as

\[
s(u_N) = s_N^\top u_N \quad \text{where} \quad (s_N)_n = s(\zeta^n_N), \quad n = 1, \ldots, N.
\]
2.4 Offline-online decomposition

Assume that the bilinear form $a$ and the linear functional $f$ allows the following affine representations with $Q_a$ and $Q_f$ terms

$$a(w, v; p) = \sum_{q=1}^{Q_a} \theta^q_a(p) a^q(w, v) \quad \text{and} \quad f(v; p) = \sum_{q=1}^{Q_f} \theta^q_f(p) f^q(v),$$

i.e., $a(\cdot; p)$ and $f(\cdot; p)$ depend on the parameter $p$ through the coefficients $\theta^q_a(p) \in \mathbb{R}$ and $\theta^q_f(p) \in \mathbb{R}$. Then the reduced basis algebraic system can be written as

$$\left( \sum_{q=1}^{Q_a} \theta^q_a(p) A^q_N \right) u_N = \sum_{q=1}^{Q_f} \theta^q_f(p) F^q_N,$$

where the reduced basis matrices $A^q_N \in \mathbb{R}^{N \times N}$, $q = 1, \ldots, Q_a$ and vectors $F^q_N \in \mathbb{R}^N$, $q = 1, \ldots, Q_f$, are given by

$$(A^q_N)_{mn} = a^q(\zeta^m_N, \zeta^n_N) \quad \text{and} \quad (F^q_N)_{mn} = f^q(\zeta^m_N), \quad m, n = 1, \ldots, N.$$  

Therefore, once the reduced basis matrices and vectors are computed and stored in the offline stage, solution of the reduced basis system (13) in the online stage takes $O(Q_a N^2 + Q_f N)$ operations for assembling and $O(N^3)$ operations for solving, evaluation of the reduced basis approximation of the QoI takes $O(N)$ and the linear functional

Assume that the bilinear form

2.5 Construction of the reduced basis space

Both the accuracy of the reduced basis approximation and the performance of the computational reduction critically depend on the reduced basis space $V_N$. Here we present two common algorithms for the construction of $V_N$: POD/SVD and a goal-oriented greedy algorithm.

2.5.1 The POD/SVD algorithm

For the construction by proper orthogonal decomposition (POD), one first takes a training sample set

$$\Xi_t = \{p^n, n = 1, \ldots, N_t \}$$

with $N_t$ samples. Then the high-fidelity solution vector $u_h(p)$ is computed by solving the high-fidelity problem (4) at each of the training sample $p \in \Xi_t$. By forming the coefficient matrix $U = (u_h(p^1), \ldots, u_h(p^{N_t})) \in \mathbb{R}^{N_h \times N_t}$, one then compute its singular value decomposition (SVD)

$$U = \mathbb{V} \Sigma \mathbb{W}^T,$$

where $\mathbb{V} = (\mathbf{v}_1, \ldots, \mathbf{v}_{N_h}) \in \mathbb{R}^{N_h \times N_h}$ and $\mathbb{W} = (\mathbf{w}_1, \ldots, \mathbf{w}_{N_t}) \in \mathbb{R}^{N_t \times N_t}$ are orthonormal matrices, and $\Sigma = \text{diag}(\sigma_1, \ldots, \sigma_r, 0, \ldots, 0) \in \mathbb{R}^{N_h \times N_t}$ is the diagonal matrix of positive singular values $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_r > 0$ with $r \leq \min(N_h, N_t)$, denoting the rank of $U$. Then the reduced basis space $V_N$ is constructed with the first $N$ singular vectors of $\mathbb{V}$ as the coefficient vectors for its basis functions, for $N$ such that

$$N = \arg\min_{n \leq r} \frac{\sum_{i=1}^{n} \sigma_i^2}{\sum_{i=1}^{r} \sigma_i} \geq 1 - \varepsilon$$

with a given tolerance $\varepsilon > 0$ representing the information/energy loss. Note that the singular vectors are orthonormal in the discrete $\ell_2$-norm. To construct basis functions orthogonal with respect to the norm $X$, e.g., $L_2$-norm or energy $V$-norm, we only need to perform SVD on $BU$ where $X = BU^T B$, e.g., a Cholesky factorization of $X \in \mathbb{R}^{N_h \times N_h}$ where $X_{mn} = (\zeta_n^m, \zeta_n^m)_X$, and construct $V_N$ with $B^{-1} \zeta_n$ as the coefficient vector of its $n$-th basis function $\zeta_N^n$, so that $(\zeta_N^n, \zeta_n^m)_X = \zeta_n^T B^{-T} XB^{-1} \zeta_m = \delta_{mn}$.

2.5.2 The Greedy algorithm

Different from the POD/SVD algorithm, the greedy algorithm seeks to construct $V_N$ iteratively in the parameter training set $\Xi_t$. At the initial step, one often picks the first sample $p^1$ from $\Xi_t$, solve the high-fidelity problem (4) at $p^1$, and construct $V_1 = \text{span}\{u_h(p^1)\}$. Then, for $N = 1, 2, \ldots$, one chooses the next sample as

$$p^{N+1} = \arg\max_{p \in \Xi_t} \Delta_N(p), \quad (18)$$

solve the high-fidelity problem at $p^{N+1}$, and enrich $V_{N+1} = V_N \oplus \text{span}\{u_h(p^{N+1})\}$, which is often orthogonalized by Gram–Schmidt process. Here $\Delta_N(p)$ is an a-posteriori error indicator of the solution error $||u_h(p) - u_N(p)||_V$ or the goal-oriented error $|s(u_h(p)) - s(u_N(p))|$. As our goal is the computation of the QoI, we consider a goal-oriented (dual-weighted residual) error indicator for the latter, which is defined as

$$\Delta_N(p) := |r(\psi_N; p)| = |f(\psi_N; p) - a(u_N, \psi_N; p)|, \quad (19)$$

where $\psi_N$ is the solution of the dual problem: given $p \in P$, find $\psi_N \in W_N$ such that

$$a(w_N, \psi_N; p) = s(w_N) \quad \forall w_N \in W_N, \quad (20)$$

where the reduced basis space $W_N$ can be constructed as $W_N = \text{span}\{\psi_h(p^n), n = 1, \ldots, N\}$ with $\psi_h(p)$ the high-fidelity solution of the dual problem (20) in $V_h$. Under the affine assumption (12), we can evaluate the weighted residual by

$$r(\psi_N; p) = \sum_{q=1}^{Q_f} \theta_q^f(p) (f_q^f)^T \psi_N - \sum_{q=1}^{Q_a} \theta_q^a(p) u_N^T h_N^q \psi_N, \quad (21)$$

with $O(Q_f N + Q_a N^2)$ operations, independent of $N_h$, where

$$(\bar{f}_N^f)_m = f_q(\eta_N^m) \quad \text{and} \quad (\bar{h}_N^a)_m = a_q(\zeta_N^m, \eta_N^m), \quad m, n = 1, \ldots, N, \quad (22)$$

are computed and stored for once. Here by $\{\eta_N^m\}_{N=1}^N$ we denote the basis functions of $W_N$, which are obtained by Gram–Schmidt orthogonalization from $\{\psi_h(p^n)\}_{n=1}^N$.

2.6 A short survey of sampling methods

Both the POD/SVD construction and the greedy construction algorithms require a training sample set $\Xi_t$, which plays a crucial role in the approximation property of the reduced basis space $V_N$, especially in the case of high-dimensional parameter. On the one hand, $\Xi_t$ should be rich enough such that the main information of the manifold of the solution or the QoI can be captured by the snapshots in the training set. On the other hand, the size of $\Xi_t$ should not be redundantly large as one has to solve the expensive high-fidelity problem at each of the training sample by the POD/SVD algorithm, or compute the error indicator $\Delta_N(p)$ at each of the training sample for each $N = 1, 2, \ldots$, by the greedy algorithm.

One of the most widely used sampling method is random sampling from the probability distribution of the parameter [57, 60]. It is rather straightforward and does not take the property of the computational QoI into account. A variant is the quasi-random sampling using low-discrepancy sequences [55, 59], such as Halton or Sobol sequence, which tends to provide more equidistributed samples in the parameter space. For different probability distributions
of the parameter, weighted reduced basis/POD methods \[26,62,64\] were developed by sampling from the probability distribution with a weighted a-posteriori error estimator for the construction of the reduced basis space. Structured sampling methods using quadrature/collocation points such as Chebyshev points and Gauss Legendre/Hermite points have also been investigated \[27\] in comparison with the random sampling methods. In \[40\], an “hp” adaptive sampling method was proposed, where the parameter domain is decomposed into smaller subdomains and in each subdomain a random sampling is used. An adaptive greedy sampling algorithm was proposed in \[46\] by adaptively cleaning and enriching the training sample set with random samples. A goal-oriented sampling method was developed in \[24\] in the context of failure probability computation, where the samples are adapted to the critical limit state surface. In high-dimensional parameter space, a greedy sampling method in combination with the isotropic sparse grid and dimension-adaptive sparse grid has been developed in \[41\] and \[25\]. Sampling from a subspace of the parameter space constructed using Karhunen–Loève expansion or gradient information were investigated in \[22,45,63\].

3. HESSIAN-BASED SAMPLING

In this section, we develop a new sampling method particularly suited for high-dimensional parametric problems based on the Hessian of the QoI with respect to the parameter. The rationale is that even the intrinsic dimension of the solution manifold is high, that of the QoI manifold could still be low, which can be captured by the low rank structure or fast spectral decay of the Hessian of the QoI with respect to the parameter. In fact, the low rank or fast spectral decay property of the Hessian has been proven for some specific problems and observed numerically for many others \[1–3,7,14,16–20,32,35,43,48,53,58\]. We can therefore draw samples by projecting the high-dimensional parameter into a low-dimensional subspace spanned by the eigenvectors corresponding to the largest (absolute) eigenvalues.

3.1 Hessian

Our computational goal is the QoI \(s(u(p))\), which depends the parameter \(p \in P \subset \mathbb{R}^{K \times K}\) through the PDE solution \(u(p)\). In the following, we simply denote it as \(s(p)\). Hessian is the square matrix \(\mathbb{H} \in \mathbb{R}^{K \times K}\) of the second-order partial derivatives of \(s\) with respect to \(p\), i.e.,

\[
\mathbb{H}_{kl} = \frac{\partial^2 s}{\partial p_k \partial p_l}, \quad k, l \in 1, \ldots, K. \tag{23}
\]

It describes the local curvature of \(s\) at \(p\) in the parameter space \(P\), and has been widely used in large-scale optimization \[16,33,56\], Bayesian inversion \[9,32,53\], and data assimilation \[7,50\]. The eigenvectors corresponding to the dominating eigenvalues of the Hessian are the directions along which the QoI changes the most in the parameter space, which is illustrated by a simple example in Fig. 1. We can see that the QoI varies only along the first eigenvector and does not change along the second. Thus, sampling in the subspace spanned by the eigenvectors corresponding to the dominating eigenvalues will presumably capture the most variation of the QoI.

3.2 Hessian-based sampling

Without loss of generality, suppose the parameter \(p\) obeys probability distribution \(\mu\) and has mean \(\bar{p}\) and covariance \(\mathbb{C}\). For instance, \(\mu = \mathcal{U}([-\sqrt{3}, \sqrt{3}]),\) a uniform distribution in the box \([-\sqrt{3}, \sqrt{3}]^K\) with mean \(\bar{p} = 0\) and covariance \(\mathbb{C} = \mathbb{I}\), or \(\mu = \mathcal{N}(\bar{p}, \mathbb{C})\), a Gaussian distribution with mean \(\bar{p}\) and covariance \(\mathbb{C}\). Note that a parameter \(p \in P\) in the compact support \(P \in \mathbb{R}^K\) without any prescribed probability distribution can be regarded as a random variable uniformly distributed in the parameter space \(P\). To proceed with the Hessian-based construction of the subspace for the parameter projection, we first consider the quadratic approximation of \(s\) given by

\[
s(p) \approx s_{\text{quad}}(p) = s(\bar{p}) + g_p^T (p - \bar{p}) + \frac{1}{2} (p - \bar{p})^T \mathbb{H}_{\bar{p}} (p - \bar{p}), \tag{24}
\]
where $g_p$ and $H_p$ represent the gradient and the Hessian of $s$ at $\bar{p}$. The expectation of $s$ can thus be approximated by

$$E[s] \approx E[s_{\text{quad}}],$$

which has the analytic expression (see the proof in Appendix A)

$$E[s_{\text{quad}}] = s(\bar{p}) + \frac{1}{2} \text{tr}(\tilde{H}_p),$$

(25)

where the second term is the trace of the covariance preconditioned Hessian $\tilde{H}_p = CH_p$ at the mean $\bar{p}$. It is equivalent to the sum of all its eigenvalues, i.e.,

$$\text{tr}(\tilde{H}_p) = \sum_{k=1}^{K} \lambda_k(\tilde{H}_p).$$

(26)

In many problems, e.g., [1–3,7,14,16–20,32,35,43,48,53,58], it can be proven or numerically demonstrated that the (absolute) eigenvalues are dominated by a only a few of them $L \ll K$. Moreover, $L$ typically does not change even $K$ becomes bigger, e.g., as the mesh is refined for a random field parameter. Therefore, the variation of $s$ can be captured by the dominating eigenvalues, which implies that the parameter in the subspace spanned by the corresponding eigenvectors contribute to the most variation of the QoI in the parameter space.

To compute the dominating eigenvalues $(\lambda_k)_{k=1}^L$ of $\tilde{H}_p = CH_p$ for some $L \leq K$, which are the same as the dominating generalized eigenvalues of $(H_p, C^{-1})$, we solve the generalized eigenvalue problem

$$H_p \phi_k = \lambda_k C^{-1} \phi_k, \text{ such that } \phi_k^T C^{-1} \phi_{k'} = \delta_{kk'}, \quad k, k' = 1, \ldots, L.$$  

(27)

We remark that $C^{-1}$ is used in the computation as it is often readily available, e.g., when the covariance is given by the discretization of an inverse of a fractional elliptic operator as shown later in Section 4.2. The parameter dimension reduction is then obtained by projecting the parameter $p - \bar{p}$ to the $L$-dimensional subspace spanned by the eigenvectors $\Phi_L = \text{span}\{\phi_l, l = 1, \ldots, L\}$, with properly chosen $L \leq K$, i.e.,

$$P_L(p - \bar{p}) = \sum_{l=1}^{L} \phi_l \phi_l^T C^{-1}(p - \bar{p}).$$

(28)

Then projected parameter (sample from the subspace $\Phi_L$), denoted as $p_L$, is given by

$$p_L = \bar{p} + P_L(p - \bar{p}).$$

(29)
In the case of Gaussian distribution \( \mu = \mathcal{N}(\bar{p}, \mathbb{C}) \), the parameter \( p \) can be expressed by the Karhunen–Loève expansion as
\[
p = \bar{p} + \sum_{k=1}^{K} \sqrt{\rho_k} \phi_k \xi_k, \quad \text{i.i.d.} \quad \xi_k \sim \mathcal{N}(0, 1),
\] (30)
where \( (\rho_k, \phi_k)_{k=1}^{K} \) are the eigenpairs of the covariance \( \mathbb{C} \). Then the projection (29) becomes
\[
p_L = \bar{p} + \sum_{l=1}^{L} \varphi_l \sum_{k=1}^{K} \sqrt{\rho_k} \phi_l^T \mathbb{C}^{-1} \phi_k \xi_k.
\] (31)
Since a linear combination of Gaussian random variations is still a Gaussian random variable denoted as \( \sqrt{\beta_l} \omega_l, \omega_l \in \mathcal{N}(0, 1) \), with the variance given by
\[
\beta_l = \sum_{k=1}^{K} \rho_k (\varphi_l^T \mathbb{C}^{-1} \phi_k)^2 = \varphi_l^T \left( \sum_{k=1}^{K} \rho_k^{-1} \phi_k \phi_k^T \right) \varphi_l = \varphi_l^T \mathbb{C}^{-1} \varphi_l = 1,
\] (32)
where we used (27) in the last equality, so that we can sample \( p_L \) simply as
\[
p_L = \bar{p} + \sum_{l=1}^{L} \varphi_l \omega_l.
\] (33)
Note that for high-dimension parameters with \( K \gg L \), \( \omega_l \) can be taken as i.i.d. random variables.

We remark that the Hessian \( \mathbb{H}_p \) is local, evaluated at the mean \( \bar{p} \), which may fail to characterize the variation of the QoI globally in the parameter space. To deal with this issue, we propose two schemes for the computation of a global Hessian—namely, an averaged Hessian and a combined Hessian—to account for the variation of the QoI globally in the parameter space, as presented in APPENDIX B. Extension of the Hessian-based sampling for multiple quantities of interest, or a vector-valued output is presented in APPENDIX C.

3.3 Randomized SVD for generalized eigenvalue problems

To solve the generalized eigenvalue problem (27), it is prohibitive to form the full Hessian matrix when the parameter dimension is high. Instead, we apply a randomized SVD algorithm to compute the dominating generalized eigenpairs which only requires Hessian action in some random parameter directions. This is presented in Algorithm 1; see [4, 61] for more details on randomized SVD algorithms.

**Algorithm 1: Randomized SVD for the generalized eigenvalue problem (27)**

**Input:** matrices \( \mathbb{H}_p, \mathbb{C} \), the number of eigenpairs \( k \), an oversampling factor \( c \leq 10 \).

**Output:** \( (\Lambda_L, \Phi_L) \) with \( \Lambda_L = \text{diag}(\lambda_1, \ldots, \lambda_L) \) and \( \Phi_L = (\varphi_1, \ldots, \varphi_L) \).

1. Draw a Gaussian random matrix \( \Omega \in \mathbb{R}^{n \times (L+c)} \).
2. Compute \( Y = \mathbb{C} (\mathbb{H}_p \Omega) \).
3. Compute QR-factorization \( Y = QR \) such that \( Q^T \mathbb{C}^{-1} Q = I_{L+c} \).
4. Form \( T = Q^T \mathbb{H}_p Q \) and compute eigendecomposition \( T = SAS^T \).
5. Extract \( \Lambda_L = \Lambda(1: L, 1: L) \) and \( \Phi_L = QS_L \) with \( S_L = S(:, 1: L) \).

We remark that the computation is dominated by the Hessian actions \( \mathbb{H}_p \Omega \) and \( \mathbb{H}_p Q \), which are presented in the next section. The advantages of Algorithm 1 are: (i) the error of the eigenvalues \( \lambda_j, j = 1, \ldots, L \), are bounded by the remaining ones \( \lambda_j, j > L \), which is small if they decay fast; (ii) the computational cost is dominated by \( 2(L + c) \) Hessian actions (the application of \( \mathbb{C} \) on a vector is inexpensive, e.g., it only takes \( O(n) \) operations by a multigrid solver for \( \mathbb{C} \) discretized from a differential operator); (iii) it is tractable as \( L \) typically does not change when \( K \) becomes bigger; (iv) computing the Hessian actions \( \mathbb{H}_p \Omega \) and \( \mathbb{H}_p Q \) can be asynchronously parallelized.
3.4 Hessian action in a given direction

To compute the Hessian action in a certain given parameter direction, we employ a Lagrange multiplier method. We take the Hessian $\mathcal{H}_p$ at any given $p \in P$ as an example to compute its action in a given direction $\hat{p} \in P$, which readily applies to the local, the averaged, and the combined Hessian actions. We first form the Lagrangian as

$$\mathcal{L}(u, v; p) = s(u) + f(v; p) - a(u, v; p),$$  \hspace{1cm} (34)

where $v$ is the adjoint variable or the Lagrange multiplier. Then by setting the first variation of $\mathcal{L}$ with respect to the adjoint and the state variables to be zero we obtain the state and adjoint variables at $p$ as the solutions of the state problem (1) and the adjoint problem: find $v \in V$ such that

$$a(w, v; p) = s(w) \quad \forall w \in V.$$  \hspace{1cm} (35)

Then we can evaluate the gradient of $s$ with respect to $p$ as

$$g_p = \partial_p \mathcal{L}(u, v; p) = \partial_p f(v; p) - \partial_p a(u, v; p).$$  \hspace{1cm} (36)

To compute the Hessian action in direction $\hat{p}$, we form another Lagrangian for the first order variation constraints as

$$\mathcal{L}^H(u, v, p, \hat{u}, \hat{v}; \hat{p}) = a(u, \hat{v}; p) + a(\hat{u}, v; p) + (\partial_p f(v; p) - \partial_p a(u, v; p), \hat{p}),$$  \hspace{1cm} (37)

where $\hat{v}$ and $\hat{u}$ are adjoint variables. They can be obtained by setting variation of (37) with respect to $u$ and $v$ as zero, which leads to the incremental adjoint problem: find $\hat{v} \in V$ such that

$$a(\hat{u}, \hat{v}; p) = (\partial_p a(\hat{u}, v; p), \hat{p}) \quad \forall \hat{u} \in V,$$  \hspace{1cm} (38)

and the incremental state problem: find $\hat{u} \in V$ such that

$$a(\hat{u}, \hat{v}; p) = (\partial_p a(u, \hat{v}; p) - \partial_p f(\hat{v}; p), \hat{p}) \quad \forall \hat{v} \in V.$$  \hspace{1cm} (39)

We remark that the adjoint problem and the two incremental problems are linear and have the same linear operator (or its adjoint), even when the state problem is nonlinear. Then the Hessian action in direction $\hat{p}$ is given by

$$\mathcal{H}_p \hat{p} = \partial_p \mathcal{L}^H \hat{p} = (\partial_p a(u, \hat{v}; p) + \partial_p a(\hat{u}, v; p) + \partial_{pp} f(v; p) - \partial_{pp} a(u, v; p), \hat{p}).$$  \hspace{1cm} (40)

Therefore, once the solutions of the state and adjoint problems at $p$ are obtained, the Hessian action $\mathcal{H}_p \hat{p}$ only involves solving two linear incremental problems for each $\hat{p}$, which implies that the computational cost of the randomized SVD Algorithm I is dominated by $4(L+c)$ linear PDE solves with the same linear operator (or its adjoint).

4. NUMERICAL EXPERIMENTS

To demonstrate the performance of the Hessian-based sampling algorithm for goal-oriented model reduction with high-dimensional parameter, we consider the diffusion problem

$$-\nabla(\kappa(p)\nabla u) = g, \quad \text{in } D,$$  \hspace{1cm} (41)

in a physical domain $D = [0, 1]^2$, with parametric coefficient $\kappa(p)$ and suitable boundary conditions on $\partial D$. We consider the following QoI

$$s(p) = \frac{1}{|D_s|} \int_{D_s} u(p) dx,$$  \hspace{1cm} (42)

where we set $D_s = [0, 0.1]^2$ with volume $|D_s| = 0.1^2$. As for the parameter $p \in P \subset \mathbb{R}^K$, we consider the cases of a uniform distribution with dimension $K = 16^2$ and a Gaussian distribution with dimension $K = 129^2$. 
4.1 Uniform distribution

In this example, we consider the coefficient $\kappa(p)$ as a piecewise random variable with uniform distribution given by

$$\kappa(p) = \kappa_0 + \sum_{k=1}^{K} k^{-\beta} \chi_{D_k} p_k,$$

where $\chi_{D_k}$ is a characteristic function taking value one in $D_k$ and zero elsewhere, $p \sim U([-\sqrt{3}, \sqrt{3}]^K)$ with mean $\bar{p} = 0$ and covariance $\Sigma = I$, $\beta$ is a scaling parameter. Here $D = \bigcup_k D_k = [0, 1]^2$, where the $k$-th subdomain $D_k = [i * h, (j + 1) * h] \times [(i + 1) * h, (j + 1) * h]$ with $h = 1/\sqrt{K}$, $j = \text{mod}(k, \sqrt{K})$ and $i = (k - j)/\sqrt{K}$. We take $g = 0$, and set the Dirichlet boundary conditions $u = 1$ on $x = [0, 1] \times 0$, and $u = 0$ on $x = [0, 1] \times 1$, while setting zero Neumann boundary conditions elsewhere.

The weak form of problem (41) can be expressed as (1) with affine representation (12), where we have $\theta^1_a(p) = \kappa_0, a^1(w, v) = \int_{\hat{D}} \nabla w \cdot \nabla v dx$ and

$$\theta^{k+1}_a(p) = k^{-\beta} \chi_{D_k} p_k, \text{ and } a^{k+1}(w, v) = \int_{D_k} \nabla w \cdot \nabla v dx, \quad k = 1, \ldots, K,$$

and $\theta^1_f(p) = \kappa_0, f^1(v) = \int_{\hat{D}} \nabla u_D \cdot \nabla v dx$, being $u_D$ the Dirichlet boundary condition on $\Gamma_D = [0, 1] \times \{0, 1\}$, and

$$\theta^{k+1}_f(p) = k^{-\beta} \chi_{D_k} p_k, \text{ and } f^{k+1}(v) = \int_{\partial D_k \cap \Gamma_D} \nabla u_D \cdot \nabla v dx, \quad k = 1, \ldots, K.$$

In the numerical test, we use piecewise linear finite element in a uniform mesh of size $65 \times 65$ for the discretization of the problem. We consider a relatively high dimension $K = 256$. We set the parameter $\kappa_0 = \sqrt{3} + 0.01$ to guarantee that the coefficient is positive, and set $\beta = 1$ so that the solution manifold is relatively high-dimensional yet its reduced basis approximation error still shows evident decay with respect to the number of reduced basis functions.

At first, we compute the Hessian $\mathbb{H}_p$ of the QoI $s$ at the mean $\bar{p} = 0$. Note that here $\mathbb{H}_p \in \mathbb{R}^{K \times K}$, which can be formed via (40) by solving the incremental adjoint and state problems (38) and (39) with $\bar{p} = e_k$, whose $k$-th element is one and all the other elements are zero, $k = 1, \ldots, K$. Computing the full Hessian is used in this test of uniform distribution for $K = 256$, which becomes very expensive if $K$ is much larger as in the next test of Gaussian distribution where we use the randomized SVD Algorithm (7) instead of computing the full Hessian. The eigenvalues of the Hessian are computed as the solution of problem (27) with $C = I$, which are shown in Fig. (2). We can observe that the eigenvalues decay very fast in the first few dimensions, with four orders of magnitude of difference in the first 20 dimensions.

In the construction of the reduced basis space, we compare three different schemes: POD with random training samples, (goal-oriented) greedy with random training samples, and POD with Hessian-based training samples. We draw $N_t = 1000$ training samples for each scheme and construct the corresponding reduced basis space by the POD/greedy algorithms presented in Sec. 2.5 with $N = 200$ basis functions. Then we compute the relative error of the reduced basis approximation for the solution and the QoI as

$$\mathcal{E}_N = \frac{1}{|\Xi_{test}|} \sum_{p \in \Xi_{test}} \frac{||u_h(p) - u_N(p)||_V}{||u_h(p)||_V}; \mathcal{E}_N^s = \frac{1}{|\Xi_{test}|} \sum_{p \in \Xi_{test}} \frac{|s_h(p) - s_N(p)|}{|s_h(p)|},$$

where $\Xi_{test}$ is a test sample set with $|\Xi_{test}| = 10$ samples randomly drawn from the uniform distribution. The decay of the relative error of the RB approximation for the PDE solution is shown in the left of Fig. (3) from which we can observe that the RB space obtained by POD construction with random training samples leads to the smallest approximation error, smaller than that by the greedy construction with the same random training samples. The errors get stagnated for the POD construction with the Hessian-based training samples. Moreover, the larger the number of the modes $L$ used in the projection (29), the smaller the errors become. This observation indicates that for the
Hessian-based sampling for high-dimensional model reduction

FIG. 2: The decay of the generalized eigenvalues of the Hessian $H_{\bar{p}}$ at the mean $\bar{p} = 0 \in \mathbb{R}^{256}$, as the solution of problem (27). Positive and negative eigenvalues are shown with red dot and blue cross, respectively.

FIG. 3: Decay of the relative error $E_u$ (left) and $E_s$ (right), defined in (46), of the RB approximation of the solution and the QoI, respectively. $L = 5, 10, 20$ modes are used in the projection (29) for the Hessian-based samples.

RB approximation of the solution, the Hessian-based sampling does not capture the solution manifold as well as the random sampling, which is expected since the Hessian is for the QoI, not for the PDE solution.

As for the RB approximation of the QoI, from the right of Fig. 3 we can observe that the Hessian-based sampling (with $L = 20$ modes) leads to much smaller errors compared to both the POD and the greedy construction with random training samples. Moreover, the Hessian-based sampling with small number of modes ($L = 5$) yields smaller errors for small $N$ but larger errors for large $N$ than that with large number of modes ($L = 20$), which implies that the parameter in the subspace spanned by fewer eigen-modes can capture more representative reduced basis functions for small $N$, while more eigen-modes are needed if higher approximation accuracy is required. Therefore, an adaptive Hessian-based sampling by gradually increasing the number of modes could probably lead to a better construction...
method, which is subject to further investigation. Note that the greedy construction yields smaller errors than the POD construction with the same random training samples, due to the use of the goal-oriented a-posteriori error indicator that can be efficiently computed as in thanks to the affine representation.

4.2 Gaussian distribution

In the second example, we consider the coefficient as a log-normal random field, i.e.,

$$\kappa(p) = e^p,$$  \hfill (47)

where $p$ is a Gaussian random field with distribution $\mathcal{N}(\bar{p}, C)$. Here the covariance operator $C$ is taken as the inverse of a fractional elliptic operator

$$C = (-\delta \Delta + \gamma I)^{-\alpha}.$$  \hfill (48)

In this example, we take $\gamma = 0.5$, $\delta = 1$, $\alpha = 2$, such that $C$ is of trace class. By piecewise linear finite element discretization in a uniform mesh of size $129 \times 129$, we obtain a $129^2$-dimensional parameter $p$ as the coefficient for the random field $p$, which obeys the Gaussian distribution $p \sim \mathcal{N}(\bar{p}, C)$ with covariance given such that

$$C^{-1} = A M^{-1} A,$$  \hfill (49)

where $M$ is the mass matrix and $A$ is the stiffness matrix given by

$$M_{ij} = \int_D \psi_j \psi_i dx \text{ and } A_{ij} = \int_D (\delta \nabla \psi_j \cdot \nabla \psi_i + \gamma \psi_j \psi_i) dx, \quad i, j = 1, \ldots, 129^2,$$  \hfill (50)

where $\psi_i, i = 1, \ldots, 129^2$, are the finite element basis functions. For simplicity, we take the source term $g = 1$ and use homogeneous Dirichlet boundary conditions.

![Graph](image.png)

**FIG. 4:** The decay of the generalized eigenvalues of the Hessian $\nabla^2 p$ at the mean $\bar{p} = 0 \in \mathbb{R}^{16641}$, as the solution of problem (27). Positive and negative eigenvalues are shown with red dot and blue cross, respectively.

We solve the generalized eigenvalue problem by the randomized SVD algorithm presented in Section where the Hessian action in a random direction is evaluated as in Section. We compute the first 100 eigenpairs.
by using 110 random directions, for which the decay of the eigenvalues is shown in Fig. 4. We can observe that the eigenvalues decay very fast in the first few dimensions, with four orders of magnitude of difference in the first 15 dimensions, and in particular the first eigenvalue is dominating, which indicates that sampling in a rather low-dimensional subspace spanned by the eigenvectors could be sufficient to capture the major variation of the QoI in the parameter space.

To demonstrate the efficacy of the Hessian-based sampling, we project the $129^2$-dimensional parameter $p$ to low-dimensional subspaces as in (29) with $L = 1, 3, 7, 15$, where the sampling is performed efficiently as in (33). We construct the reduced basis space by the POD algorithm in Section 2.5.1 with both random training samples and the Hessian-based training samples of size 1000. Note that the problem is nonaffine due to the log-normal coefficient $\kappa(p) = e^p$, we do not use greedy algorithm which is very expansive without the offline-online decomposition for the evaluation of the dual-weighted residual (19). Affine approximation (e.g., by empirical interpolation) of the log-normal random field is not considered here and can be found in [31] for details. A Hessian-based sampling for empirical interpolation is out of scope of this paper and subject to further investigation. We compute the reduced basis approximation errors for the solution and the QoI defined in (46) with 10 test samples randomly drawn from the whole parameter space. The decay of the errors are shown in the left of Fig. 5 for the solution and in the right of Fig. 5 for the QoI. From the former figure we can see that with only 1 mode for the Hessian-based sampling, the RB error for the solution remains large, while with 3 modes, the RB error becomes much smaller, and with 7 and 15 modes, the RB errors are comparable to and become even smaller than that obtained by random samples at large number of RB basis functions. On the other hand, with 1 mode for the Hessian-based sampling, the RB error for the QoI is already close to that obtained by random samples as seen from the right of Fig. 5. Moreover, with 3, 7, and 15 modes, the RB errors become much smaller than that obtained by random samples, which demonstrate the efficiency of the Hessian-based sampling in capturing the QoI variation in high-dimensional parameter space.

FIG. 5: Decay of the relative error $E_u^N$ (left) and $E_s^N$ (right), defined in (46), of the RB approximation of the solution and the QoI, respectively. $L = 1, 3, 7, 15$ modes are used in the projection (29) for the Hessian-based samples.

5. CONCLUSION

We developed an efficient Hessian-based sampling method to construct goal-oriented reduced order models for high-dimensional parametric problems. Even the dimension of the solution manifold is high due to the high-dimensionality of the parameter space, the QoI related to the solution may live in a low-dimensional manifold. We detected this low-dimensionality by exploring the Hessian of the QoI with respect to the parameter and proposed to sample the parameter from a subspace spanned by the eigenvectors of the Hessian instead of the whole parameter space. For the computation of the eigenpairs of the Hessian, we proposed to use a randomized SVD algorithm, whose cost depends
only on the number of eigenpairs, not on the nominal dimension of the parameter. Based on a diffusion model, we demonstrated that this sampling method leads to much smaller errors of the reduced basis approximation of the QoI for parameters with both uniform distribution and Gaussian distribution.

Further investigation includes adaptive Hessian-based sampling on a systematic way to determine the number of eigenvectors and the required accuracy for the reduced basis approximation of the QoI. Another direction is on the development of the Hessian-based sampling method for nonaffine and nonlinear PDE models and quantities of interest. Moreover, study of the comparison of subspace based sampling methods for function approximation and model reduction using local and global Hessian, as well as gradient information is ongoing.
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**APPENDIX A.**

It is easy to see that \( \mathbb{E}[g^T_p (p - \bar{p})] = 0 \). We only to verify the quadratic term. Let \((\lambda_k, \Phi_k)_{k=1}^K\) be the eigenpairs of \(\mathbb{H}_p\) where \((\Phi_k)_{k=1}^K\) form a complete orthonormal basis in \(\mathbb{R}^K\) (with completion if the rank of \(\mathbb{H}_p\) is smaller than \(K\)). Let \(P_K : \mathbb{R}^K \rightarrow \mathbb{R}^K\) denote a projection operator defined as

\[
P_Kv = \sum_{k=1}^K \Phi_k \Phi_k^T v, \quad \forall v \in \mathbb{R}^K, \tag{A1}\]

As \((\Phi_k)_{k=1}^K\) form a complete orthonormal basis in \(\mathbb{R}^K\), we have \(P_Kv = v, \forall v \in \mathbb{R}^K\). Therefore, by replacing \(p - \bar{p} = P_K(p - \bar{p})\), we have

\[
\mathbb{E}[(p - \bar{p})^T \mathbb{H}_p (p - \bar{p})] = \sum_{k,l} \mathbb{E}[(p - \bar{p})^T \Phi_k \Phi_k^T \mathbb{H}_p \Phi_l \Phi_l^T (p - \bar{p})] \\
= \sum_{k} \lambda_k \mathbb{E}[(p - \bar{p})^T \Phi_k \Phi_k^T (p - \bar{p})] \\
= \sum_{k=1}^K \lambda_k \Phi_k^T \mathbb{E}[(p - \bar{p})(p - \bar{p})^T] \Phi_k \\
= \sum_{k=1}^K \Phi_k^T \mathbb{H}_p \Phi_k = \text{tr} (\mathbb{H}_p). \tag{A2}\]

**APPENDIX B. FROM LOCAL TO GLOBAL HESSIAN**

Note that the Hessian \(\mathbb{H}_p\) is local, evaluated at the mean \(\bar{p}\), which may fail to characterize the variation of the QoI globally in the parameter space. To deal with this issue, we propose two schemes for the computation of a global Hessian—namely, an averaged Hessian and a combined Hessian—to account for the variation of the QoI globally in the parameter space.

**APPENDIX B.1 Averaged Hessian**

As the Hessian at the mean describes the local curvature, which might not capture the important directions in the whole parameter spaces, we can replace the Hessian at the mean by an averaged Hessian defined as

\[
\mathbb{H} = \int_P \mathbb{H}_p d\mu(p) \approx \frac{1}{M} \sum_{m=1}^M \mathbb{H}_p^{m}, \tag{B1}\]

with \(p^m\) sampled according to its probability distribution \(\mu\) in the whole parameter space. Then as in the first case, we can compute the generalized eigenpairs of \((\mathbb{H}, \mathbb{C}^{-1})\) with averaged Hessian \(\mathbb{H}\) and project the parameter in the
subspace spanned by the first $L$ eigenvectors. We remark that the averaged Hessian was used in \[36\] for the projection of a parameter under posterior distribution into a subspace spanned by the dominating eigenvectors in the context of Bayesian inverse problems.

**APPENDIX B.2 Combined Hessian**

Another method to construct the subspace for the parameter projection is to combine all the eigenvectors of Hessian at different locations with suitable compression. Let $(\lambda_k^m, \varphi_k^m)_{k=1}^L$ denote the generalized eigenpairs of $(\mathbb{H}^m, \mathbb{C}^{-1})$ at the random sample $p^m$, $m = 1, \ldots, M$, i.e.,

$$\mathbb{H}^m \varphi_k^m = \lambda_k^m \mathbb{C}^{-1} \varphi_k^m,$$

such that $\varphi_k^m \mathbb{C}^{-1} \varphi_k^m = \delta_{kk'}$, $k, k' = 1, \ldots, L_m$. Then we form the matrix $\Phi \in \mathbb{R}^{K \times N}$ with

$$\Phi = (w_1^1 \varphi_1^1, \ldots, w_L^1 \varphi_L^1, \ldots, w_1^M \varphi_1^M, \ldots, w_L^M \varphi_L^M),$$

with suitable weight $w_k^m$ that reflects the importance of the eigenvector $\varphi_k^m$. A natural choice is $w_k^m = \sqrt{\lambda_k^m}$. Let $\mathbb{S}$ denote a matrix such that $\mathbb{C}^{-1} = \mathbb{S}^T \mathbb{S}$, e.g., $\mathbb{S} = \mathbb{C}^{-1/2}$ or $\mathbb{S}$ represents a Cholesky factorization of $\mathbb{C}^{-1}$. Then we compute the singular value decomposition of $\mathbb{S} \Phi$ for the largest $L$ singular values as

$$\mathbb{S} \Phi = \mathbb{P} \Sigma \mathbb{Q}^T,$$

where $\Sigma = \text{diag}(\sigma_1, \ldots, \sigma_L) \in \mathbb{R}^{L \times L}$ is a diagonal matrix with the $L$ largest non-negative singular values on the diagonal, $\mathbb{Q} = (q_1, \ldots, q_L) \in \mathbb{R}^{N \times L}$ are the $L$ right singular vectors. We construct the basis functions for the parameter projection as

$$\varphi_k = \sum_{j=1}^N \frac{1}{\sigma_k} q_{k,n} \varphi_n, \quad k = 1, \ldots, L,$$

where $q_{k,n}$ denotes the $n$-th element of $q_k$. One can verify that $\varphi_k^T \mathbb{C}^{-1} \varphi_k' = \delta_{kk'}$, $k, k' = 1, \ldots, L$. Fig. \[B.6\] displays the comparison of the three different Hessians for the construction of the reduced order model, from which we can see that there is almost no difference between using the local Hessian and the global Hessian for the examples in Section \[4\] Comparison of the differences of the local and global Hessian for both function approximation and model reduction is subject to further investigation.

**APPENDIX C. MULTIPLE QUANTITIES OF INTEREST**

In the case of multiple quantities of interest, $s_j$, $j = 1, \ldots, J$, instead of constructing different reduced order models with independent Hessian-based sampling for each QoI, we can construct a single reduced order model by designing Hessian with the following two approaches as used in Sec. \[3.2\]. Let $\mathbb{H}^j_p$ denote the Hessian for $s_j$ at $p$, $j = 1, \ldots, J$, then we can project the full parameter to the eigenvectors of the averaged Hessian at the mean

$$\mathbb{H}^j_p = \frac{1}{J} \sum_{j=1}^J \mathbb{H}^j_p,$$

or the double averaged Hessian

$$\mathbb{H} = \frac{1}{JM} \sum_{j=1}^J \sum_{m=1}^M \mathbb{H}^j_p^m.$$

Alternatively, we can compute the eigenpairs of the Hessian $\mathbb{H}^j_p$ at mean $\bar{p}$ separately, denoted as $(\lambda_l^j, \varphi_l^j)_{l=1}^L$, and combine them with weight $w_l^j$ (e.g. $w_l^j = \sqrt{\lambda_l^j}$) as

$$\Phi = (w_1^1 \varphi_1^1, \ldots, w_L^1 \varphi_L^1, \ldots, w_1^j \varphi_1^j, \ldots, w_L^j \varphi_L^j).$$
which we compress by SVD as in Appendix B.2 to obtain the dominating singular vectors for the projection of the parameter. Moreover, we may compute the eigenpairs of the sample averaged Hessian with $M$ samples, and combine the eigenvectors as

$$\Phi = (\Phi_1, \ldots, \Phi_J),$$

where $\Phi_j$ is the combined eigenvectors (B3) for each $j = 1, \ldots, J$. Then, similarly we perform SVD compression for $\Phi$ and project the full parameter to the subspace formed by the singular vectors corresponding to the dominating singular values.