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ABSTRACT

We study the problem of weakly supervised grounded image captioning. That is, given an image, the goal is to automatically generate a sentence describing the context of the image with each noun word grounded to the corresponding region in the image. This task is challenging due to the lack of explicit fine-grained region word alignments as supervision. Previous weakly supervised methods mainly explore various kinds of regularization schemes to improve attention accuracy. However, their performances are still far from the fully supervised ones. One main issue that has been ignored is that the attention for generating visually groundable words may only focus on the most discriminate parts and can not cover the whole object. To this end, we propose a simple yet effective method to alleviate the issue, termed as partial grounding problem in our paper. Specifically, we design a distributed attention mechanism to enforce the network to aggregate information from multiple spatially different regions with consistent semantics while generating the words. Therefore, the union of the focused region proposals should form a visual region that encloses the object of interest completely. Extensive experiments have demonstrated the superiority of our proposed method compared with the state-of-the-arts.
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1 INTRODUCTION

Describing a given scene is considered an essential ability for humans to perceive the world. It is thus important to develop intelligent agents with such an ability, formally known as image captioning that generates the natural language descriptions based on the given images [9, 15, 23, 46]. A further pursuit in the image captioning task has emerged: not only the captions should semantically reflect the content of the image, but also the words in the generated captions should be grounded in the image, i.e., finding visual regions in the image that corresponds to the words. This way, more interpretable captions are expected to be generated.

To this end, the mainstream works leverage attention mechanisms that focus on certain regions of images to generate more grounded captions. Pioneering works [25, 52, 59] have explored using annotated bounding box as attention supervision for each
visually groundable word or noun phrase in the training stage, and led to desirable improvement on the interpretability of the generated captions. However, acquiring such region-word alignment annotations is expensive and time-consuming.

Recently, several attempts have been made to generate more grounded attention with weak supervision [26, 31, 60]. These methods mainly focus on designing various regularization schemes to produce attended regions to enclose the visual entities corresponding to the words in the generated captions. Despite the promising results achieved by the weakly supervised methods, their performances are still far from the fully supervised baselines. One main issue is that the attention for generating the visually groundable word without ground-truth grounding supervision may only focus on the most discriminant regions, failing to cover the entire object. See Fig. 1 for example, the grounded region of the word ‘woman’ generated by our baseline network only covers the facial part. While such grounding region identify the correct person (‘the woman in blue shirt’), the network largely ignores the body parts presented in the image, which means that it fails to visually distinguish the word ‘woman’ and the word ‘face’. This problem is important, especially when the input images are not accessible to the users (e.g. voice assist system for blind person). In such cases, whether grounding on partial or the whole body may affect some follow-up decisions.

Such a problem, termed as the partial grounding problem in our paper, is usually seen in the grounded image captioning task with weak supervision. This is primarily attributed to the fact that the objects of interest in the images are usually partially covered by many redundant region proposals, and choosing the most salient proposal inevitably leads to the described problem. In Fig. 2, we statistically analyze the grounding error of the baseline architecture on Flickr 30k Entities [36] dataset by casting it into three categories including partial grounding, enlarged grounding, and deviated grounding. As we can see that, the partial grounding problem contributes to a large portion of the grounding error. This further confirms the necessity to solve the partial grounding problem.

Based on the observation, we propose a simple yet effective method to alleviate the partial grounding problem. The ingredient of our method is a distributed attention mechanism that enforces the network to aggregate the semantically consistent regions across the entire image. The attention mechanism can be applied to various types of grounded attention with weak supervision [26, 31, 60]. These methods rely on sophisticated network designs. In this way, the union of the attended regions should form a visual region that encloses the object completely. We follow the previous method [59] and build our baseline network based on the widely used up-down architecture [2]. The attention module in the baseline network is augmented with multiple branches, and region proposal elimination is used to enforce different attention branches to focus on different regions. We conduct various experiments to verify the effectiveness of our method. From our experiments, we illustrate that the partial grounding problem is a crucial issue that produces inferior grounding results, and adding our distributed attention to the baseline method can effectively achieve a large performance gain on grounding accuracy than those produced by the state-of-the-art methods relying on sophisticated network designs.

In summary, our technical contributions are summarized:

- We propose a novel solution to the partial grounding issue by introducing a distributed attention mechanism that enforces the network to aggregate the semantically consistent regions across the entire image.
- By testing our method on the Flickr30k Entities dataset and ActivityNet Entities dataset, we achieve significant gain on grounding accuracy compared with state-of-the-art methods.

2 RELATED WORK

Grounded Image Captioning. Image captioning is an important task at the juncture of computer vision and natural language processing. Traditional methods [10, 23, 32, 54] mainly adopts the pre-defined templates with slots that are filled with visual cues detected on the images. The performance of these methods is limited. With the advent of deep neural networks, the caption quality has been greatly improved. State-of-the-art methods [2, 9, 15, 18, 30, 49, 50] make use of various form of the attention mechanism for attending to different regions of the images while generating captions. The attention mechanism can be applied to various types of data including spatial grids [30], semantic metadata [49, 50] as well as object region proposals [2, 18]. Despite the great success achieved in terms of captioning performance of these methods, the grounding accuracy is still not satisfactory.

Several attempts have been made for improving the grounding accuracy. Some pioneering works [25, 52, 54, 59] obtained improved grounding results with the help of the attention mechanism in a
produce localization maps by aggregating deep feature maps using a class-specific fully connected layer. Despite the simplicity and effectiveness of CAM-based methods, they suffer from identifying small discriminative parts of objects. To improve the activation of CAMs, several methods [8, 41, 53, 55] adopted adversarial erasing on input images or feature maps to drive localization models focusing on extended object parts. SPG [56] and I²C [57] increased the quality of localization maps by introducing the constraint of pixel-level correlations into the network. SPA [35] and TS-CAM [13] obtain accurate localization maps with the help of long-range structural information. Different from the WSOD task, our task leverages the correctly attended regions for caption generation.

3 METHODOLOGY

In this section, we first give the notations of image captioning (Sec 3.1). We then briefly introduce the attention based encoder-decoder baseline network as our image captioning baseline (Sec 3.2). In Sec 3.3, we describe in detail the proposed distributed attention mechanism for aggregating semantically consistent partial regions for more grounded image captioning.

3.1 Notations

The generic image captioning task aims at generating a sentence $Y$ to describe the context of a given image $I$. We follow the pioneering works [31, 59] on weakly supervised image captioning and present the input image as a set of region proposals $R = \{r_1, r_2, ..., r_N\} (r_i \in \mathbb{R}^d)$ and the image feature map $f_c$, where $N$ and $d$ are the number and the feature dimension of the region proposals, respectively. We generate $r_i$ with Faster RCNN [37] while $f_c$ is extracted from a pre-trained ResNet [17] model. The generated sentence is represented as a sequence of one-hot vectors $Y = \{y_1, y_2, ..., y_T\} (y_t \in \mathbb{R}^s)$, where $T$ is the length of the sequence and $s$ is the size of the vocabulary.

3.2 Revisit the Baseline Method

Our method is built on GVD [59] except for the self-attention loss for region feature embedding. Fig. 3(b) shows the core part of the GVD, named language generating module, which is an extension of the widely used Bottom-up and top-down attention network [2] for the image captioning task. Specifically, the language generating model consists of two LSTM layers, the attention LSTM layer, and the language LSTM layer. The attention LSTM is used to identify the importance of different regions in the input image for generating the next word. It takes as input the global image feature vector $v_g$, the previous word embedding vector $e_{t-1} = W_e e_{t-1}$, and the previous hidden state $h_{t-1}$, and encode them into current hidden state $h_t$:

$$h_t = \text{LSTM}_t([v_g; e_{t-1}], h_{t-1}),$$

where $W_e$ is the learnable word embedding matrix. $[\cdot; \cdot]$ denotes the concatenation operation and we obtain $v_g$ by applying global average pooling on the image feature map $f_c$. Note that, the description of the cell states for both LSTM layers is omitted for notational clarity.

To obtain the attention weight $e_t$ over the image regions, the hidden state $h_t$ produced by the above-mentioned attention LSTM layer is further fed into an attention module followed by a softmax
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Figure 3: The pipeline of our proposed method (a), and the detailed framework of the baseline network (b). The attention branches in the distributed attention module are applied iteratively to discover semantically consistent regions. Note that, we do not show all the region proposals for a clear illustration.

layer as:

\[ z_{i,t} = W_a \tanh(W_r r_i \oplus W_h h^1_t), \]
\[ \alpha_t = \text{softmax}(z_t), \]

where \( W_a, W_r \) and \( W_h \) are the learnable weight matrices and \( \oplus \) is the element-wise addition operation. Given the attention weight \( \alpha_t \), the attended region feature \( \hat{r}_t \) can be calculated as the weighted combination of the regions features:

\[ \hat{r}_t = \alpha_t^T R \]

where \( R \in \mathbb{R}^{N \times d} \) is a feature matrix whose column represents the feature of a region proposal. Following \[31, 59\], we also enhance the attended region feature \( \hat{r}_t \) with the image features \( f_c \) to get the attended image feature \( \hat{f}_t \):

\[ \hat{f}_t = \hat{r}_t + \text{attimg}(f_c) \]

where \( \text{attimg} \) is the attention block for aggregating the image feature map \( f_c \) into a feature vector. Finally, the attended image feature \( \hat{f}_t \) is fed into the language LSTM for producing the conditional probability distribution \( p(y_t|y_{1:t-1}) \) of the next word \( y_t \) over all possible outputs as:

\[ h^2_t = \text{LSTM}_2(h^1_t, \hat{f}_t), \]
\[ p(y_t|y_{1:t-1}) = \text{softmax}(W_o h^2_t), \]

where \( y_{1:t-1} \) denotes the sequence of the previously predicted words, \( p(y_t|y_{1:t-1}) \) denotes the conditional probability of the word \( y_t \) given the previous words, \( h^2_t \) is the hidden state of the language LSTM and \( W_o \) is the learnable weight.

Figure 4: The extracted region proposals (white bounding boxes) are redundant and the objects are partially covered by many region proposals.

In the training phase, the network is optimized by adopting the teacher forcing strategy given the ground truth caption sequence \( Y^* = \{y^*_1, y^*_2, ..., y^*_T\} \). The training objective is to minimize the following cross-entropy loss \( L_{CE}(\theta) \):

\[ L_{CE}(\theta) = - \sum_{t=1}^{T} \log(p(\hat{y}_t|y^*_{1:t-1})) \]

where \( \theta \) denotes the trainable parameters. The region with the maximum attention weight will be selected as the grounding result.
3.3 Region Aggregation with Distributed Attention

In this section, we introduce our distributed attention mechanism for aggregating semantically consistent regions to resolve the partial grounding problem in detail.

As shown in Fig. 4, the extracted region proposals by a pre-trained Faster-RCNN are redundant with each object partially covered by many region proposals. It is likely that the attention mechanism used in the baseline network will only identify parts of the objects which are the most discriminative.

Based on the above discussion, we propose the distributed attention mechanism for aggregating semantically consistent regions for generating the words. Fig. 3(a) illustrates the overall pipeline of our proposed method. Specifically, to make the attention focus on different regions, we augment the attention module in the baseline network with K attention branches, and enforce the focused regions of all the attention branches to be mutually exclusive by iteratively applying the attention branches on the region proposals:

\[
d_{k} = \text{Attention}^k(\hat{R}_k, h_{t-1}^k),
\]

\[
\hat{R}_k = \{r_t \in R, r_t \notin M_k\}
\]  

(7)

where Attention\(^k\) is the function for computing the attention weights with k-th attention branch over the region proposals as described in Eqn. 2. \(k \in [1, K]\) is the branch index, \(\hat{R}_k\) denotes the set of region proposals used in the attention branch \(k\), \(d_k\) is the attention weights predicted by the \(k\)-th attention branch and \(M_k\) denotes \(k – 1\) region proposals selected by previous \(k – 1\) attention branches. Note that these attention branches do not share the same weights. The attended features of all \(K\) attention branches are further passed through language LSTM (Eqn. 3, 4, 5) to get \(K\) outputs.

At the training stage, we use the teacher-forcing strategy and apply the cross-entropy loss to all the \(K\) outputs. During testing, at each time step, we select the word predicted by the most number of \(K\) outputs. During testing, the network was optimized with Adam Optimizer [21], with an initial learning rate set to \(5e^{-4}\) and decayed by a factor of 0.8 for every three epochs. The batch size was set to 64. We trained the network with a single attention branch for 20 epochs and included the other branches in the training loop afterward. The whole training process takes less than one day.

### 4 EXPERIMENTS

#### 4.1 Experimental Settings

**Datasets.** We conducted the main experiments on the widely used Flickr30k-Entities dataset [36]. It contains 31k images in total, and each image is annotated with 5 sentences. In addition, it also contains 275k bounding box annotations and each bounding box corresponds to a visually groundable noun phrase in the caption. Following GVD [59], we used the data split setting from Karpathy et al. [20], which has 29k images for training, 1k images for validation, and 1k for testing. The testing size of the dataset is 8639.

**Evaluation Metrics.** We used the standard captioning evaluation toolkit [7] to measure the captioning quality. Four commonly used language evaluation metrics are reported, i.e., BLEU [34], METEOR [11], CIDEr [45] and SPICE [1].

To evaluate the grounding performance, we used the metrics \(F_{1_{all}}\) and \(F_{1_{loc}}\) defined in GVD [59]. For \(F_{1_{all}}\), a prediction is considered as correct if the object word is correctly generated and the Intersection-over-Union (IOU) of the predicted bounding box and the ground truth bounding box is larger than 0.5. In \(F_{1_{loc}}\), only the correctly generated words are considered. Both metrics were averaged over classes.

**Implementation Details.** We implemented our method with PyTorch, and all the experiments were conducted on two V100 GPUs. Following the previous works [26, 31, 59], we adopted the widely used Faster R-CNN network [37] pre-trained on Visual Genomes [22] by GVD [59] to extract 100 region proposals for each image. The word embedding dimension in the captions was set to 512, and the word embedding layer was trained from scratch. The dimension of the hidden states for both Attention and Language LSTM was set to 1024.

The network was optimized with Adam Optimizer [21], with an initial learning rate set to \(5e^{-4}\) and decayed by a factor of 0.8 for every three epochs. The batch size was set to 64. We trained the network with a single attention branch for 20 epochs and included the other branches in the training loop afterward. The whole training process takes less than one day.

#### 4.2 Comparison with Prior Work

**Quantitative Comparison.** We compared our method with state-of-the-art weakly supervised grounded image captioning methods, including GVD [59], Prophet [26], Zhou et al. [60] and Cyclical [31], to see the effectiveness of our method on the grounding accuracy. Note that, in Zhou et al. [60], various techniques are used to improve the captioning performance including SCST [38] and scheduled sampling [5], while we only employ the standard cross-entropy loss used in the baseline network during training.

As shown in Table 1, by applying our proposed distributed attention module on the baseline method, we achieved significant improvement on the grounding accuracy (\(F_{1_{all}}\) and \(F_{1_{loc}}\)) compared with other weakly supervised grounded image captioning methods. By comparing our method with the supervised baseline method in Cyclical, the grounding performance of our method only inferior a little. It further confirmed the necessity of solving the partial grounding problem in this task.

| Method       | Captioning Eval | Grounding Eval |
|--------------|----------------|----------------|
|              | \(\text{B@1}\) | \(\text{B@4}\) | \(\text{M}\) | \(\text{C}\) | \(\text{S}\) | \(\text{F}_{1_{all}}\) | \(\text{F}_{1_{loc}}\) |
| Supervised methods |              |                |               |               |                |                   |                   |
| Cyclical [31] | 69.0          | 26.8           | 22.4          | 61.1          | 16.8           | 8.44              | 22.78             |
| GVD [59]     | 69.9          | 27.3           | 22.5          | 62.3          | 16.5           | 7.55              | 22.2              |
| Weakly supervised methods |              |                |               |               |                |                   |                   |
| GVD [59]     | 69.2          | 26.9           | 22.1          | 60.1          | 16.1           | 3.88              | 11.70             |
| Prophet [26] | -             | 27.2           | 22.3          | 60.8          | 16.3           | 5.45              | 15.30             |
| Zhou et al. [60] | 71.4           | 28.0           | 22.6          | 66.2          | 17.0           | 6.53              | 15.79             |
| Cyclical [31] | 69.9          | 27.4           | 22.3          | 61.4          | 16.6           | 4.98              | 15.33             |
| Ours         | 69.2          | 27.2           | 22.5          | 62.5          | 16.5           | 7.91              | 21.54             |

Table 1: Comparison with other state-of-the-art methods on the Flickr30k Entities test set.
Figure 5: Results of the generated captions and the grounding regions by comparing our method with the baseline.

**Qualitative Comparison.** We qualitatively compare our method with the baseline method to see how the partial grounding problem can be alleviated. As shown in Fig. 5, the predicted grounding regions of our method are more accurate and can cover the whole objects, while the selected regions of the baseline method may only cover the most salient parts.

**Performance on ActivityNet-Entities.** We further tested the performance of our method on the ActivityNet-Entities dataset [59] to see if our method works or not on the grounded video description task. By extending GVD with our distributed attention module, we achieved significant improvement on the validation set for both $F_{1\text{all}}$ (from 3.70 to 5.32) and $F_{1\text{loc}}$ (from 12.70 to 21.06) with the captioning performance keeping comparable. This further confirmed the effectiveness of our proposed method.

**4.3 Qualitative Results.**

**Example Results.** In Fig. 6, we present some example results including the generated captions as well as the corresponding grounding results. As we can see that, our method is able to generate fine grained image captions with accurate groundings for both foreground objects (e.g., 'man') and the background (e.g., 'beach').

**Visualization of the Distributed Attention.** We visualize the distributed attention in Fig. 7 to see how the region proposals are selected and fused. When generating a word, the distributed attention will attend to multiple semantically consistent regions with different locations, and the attended region proposals with the same semantic meanings will be fused to get the grounding results. We can see that our distributed attention has the ability to aggregate semantically consistent regions to enclose the object of interest completely and thus alleviate the partial grounding problem.

**4.4 Ablation Study**

**Effect of $K$.** We tested the performance of our method with a varied number of attention branches $K$. As shown in Table 2, the grounding performance of our method outperformed the state-of-the-art methods by a large margin when the number of attention branches $K$ is larger than 3. When $K$ is smaller than 3, the grounding accuracy is degraded. The main reason is that, due to the redundant region proposals extracted with Faster-RCNN, the distributed attention module is not able to discover enough regions when $K$ is too small.

**Effect of Region Proposal Elimination.** As shown in Table 3 we tested the performance of our method without region proposal elimination. Our method can also improve the grounding accuracy without region proposal elimination. That’s mainly because, different initialization of the attention branches will lead to slightly different attention results, and the partial grounding problem can also be alleviated. The use of the region proposal elimination is to explicitly enforce the distributed attention module to focus on different semantically consistent regions to further boost the grounding performance.

**Relationship with Multi-head Attention.** Our method has a close relationship with multi-head attention proposed in [44]. Here, we compared our distributed attention with multi-head attention by replacing the attention module in our baseline network with multi-head attention and tested it by varying the number of attention heads from 2 to 6. The best performing result is achieved with the number of attention head setting to 4, that is 4.75 for $F_{1\text{all}}$ and
A skateboarder is skateboarding down the street.
A boy in an orange life vest is paddling a blue boat.
A man in a red hat and green shirt is talking on a cellphone.
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Figure 6: Visualization of our generated captions as well as the corresponding grounded regions.

Table 2: Effect of the number of attention branches $K$.

| $K$ | Captioning Eval | Grounding Eval |
|-----|------------------|----------------|
|     | $B@1$ | $B@4$ | $M$ | $C$ | $S$ | $F_{1\text{all}}$ | $F_{1\text{loc}}$ |
| 2   | 68.8  | 26.5  | 22.4 | 60.9 | 16.6 | 5.2  | 15.90 |
| 3   | 69.3  | 27.0  | 22.4 | 61.6 | 16.7 | 6.78 | 20.10 |
| 4   | 69.2  | 27.2  | 22.5 | 62.5 | 16.5 | 7.91 | 21.54 |
| 5   | 68.9  | 26.6  | 22.4 | 62.4 | 16.7 | 7.62 | 20.45 |

Table 3: Results without region proposal elimination.

| $K$ | Captioning Eval | Grounding Eval |
|-----|------------------|----------------|
|     | $B@1$ | $B@4$ | $M$ | $C$ | $S$ | $F_{1\text{all}}$ | $F_{1\text{loc}}$ |
| 2   | 68.9  | 27.0  | 22.4 | 61.1 | 16.5 | 5.48 | 15.80 |
| 3   | 68.6  | 27.1  | 22.5 | 61.85| 16.41| 5.48 | 16.14 |
| 4   | 68.9  | 26.8  | 22.4 | 61.5 | 16.6 | 6.82 | 18.91 |
| 5   | 68.9  | 26.8  | 22.3 | 61.4 | 16.3 | 6.27 | 17.36 |

13.19 for $F_{1\text{loc}}$, which is lower than our result as shown in Table 1. One possible reason is that, in our work, we explicitly enforce the attention branches to focus on multiple regions with consistent semantics, which is not guaranteed for multi-head attention.

4.5 Error Analysis

In this section, to better understand the grounding performance, we analyzed the grounding accuracy detailly by classifying all the predictions on Flickr30k Entities test set into five categories:

- **Mis Cls**: Missing Class computes the ratio of noun words that are in the ground truth reference captions but not in the corresponding predicted captions.
- **Hallu Cls**: Hallucinated Class computes the ratio of noun words that are in the predicted captions but not in the corresponding ground truth reference captions.
- **Corr Grd**: Correct Grounding computes the ratio of noun words that are correctly generated and grounded ($IOU > 0.5$).
- **Part Grd**: Partial Grounding computes the ratio of noun words that are correctly generated but partially grounded (the predicted
A man in a black suit is sitting at a piano.

A man in a red shirt and black pants is sweeping the sidewalk.

Figure 7: Visualization of the distributed attention. For a noun word (red) in a generated caption, the corresponding attention weights and the selected regions are shown.

Figure 8: Limitation of our method.

4.6 Limitations

The main limitation of our proposed method is that the predicted grounding regions might be larger than the target objects as shown in Fig. 8. One main reason might be that the attention weights are calculated based on contextual information from the previous words rather than the one to be generated. Thus, the attention weights predicted by some attention branches might have the ‘deviated focus’ problem, and fusing the deviated regions together may lead to enlarged grounding regions. One possible solution is to combine our work with other state-of-the-arts (e.g. [26, 31]). As it is not the main focus of our work, we leave it as future work.

5 CONCLUSION

In this paper, we study the problem of generating image captions with accurate grounding regions without any grounding annotations. We unveil the fact that alleviating the partial grounding issue is critical to improve the grounding performance, which has been overlooked in many previous works. To this end, we propose the distributed attention mechanism to enforce the network to aggregate different regions with consistent semantics while generating the words. Extensive experiments have shown the effectiveness of our proposed method. By incorporating our proposed module into the baseline network, we achieved significant improvement on the grounding accuracy compared with the state-of-the-arts.
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