Large Scale Autonomous Driving Scenarios Clustering with Self-supervised Feature Extraction
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Abstract—The clustering of autonomous driving scenario data can substantially benefit the autonomous driving validation and simulation systems by improving the simulation tests’ completeness and fidelity. This article proposes a comprehensive data clustering framework for a large set of vehicle driving data. Existing algorithms utilize handcrafted features whose quality relies on the judgments of human experts. Additionally, the related feature compression methods are not scalable for a large data-set. Our approach thoroughly considers the traffic elements, including both in-traffic agent objects and map information. Meanwhile, we proposed a self-supervised deep learning approach for spatial and temporal feature extraction to avoid biased data representation. With the newly designed driving data clustering evaluation metrics based on data-augmentation, the accuracy assessment does not require a human-labeled data-set, which is subject to human bias. Via such unprejudiced evaluation metrics, we have shown our approach surpasses the existing methods that rely on handcrafted feature extractions.

I. INTRODUCTION

Autonomous driving technologies have been extensively studied and developed for the past decade, and the deployment of self-driving vehicles has gradually started [1]. Vehicle driving data plays a critical role in accelerating the autonomous driving technology development [2]. Essential autonomous driving components, especially simulation systems, use real-world vehicle driving data to generate close to autonomous driving components, especially simulation systems. Meanwhile, we proposed a self-supervised deep learning approach for spatial and temporal feature extraction to avoid biased data representation. The external evaluation usually takes advantage of the extracted features, thus affected by the handcrafted features would introduce human mental bias [5]. These biased features would eventually result in deteriorated clustering results. Similarly, the evaluation of clustering algorithms is a non-trivial task [13]. The internal evaluation takes advantage of the extracted features, thus affected by the feature extraction process. The external evaluation usually requires ground-truths cluster labels of the data instances [14], where the ground-truths are generally unavailable.

In this article, we introduce a framework of mapping the original data sequence into a feature representation. When an unsupervised clustering method is applied to the feature representation, similar data sequences will be grouped together.

The recorded vehicle driving raw data is typically composed of both the ego vehicle (the vehicle that is recording the data) and the agent vehicles trajectories, and the geometries of the lane boundaries. The first step of our data pipeline is to combine both trajectories and map information into uniform data sequences. Each data sequence is composed of multiple data frames. We further exploit the convolu-
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investigates the algorithms of clustering vehicle collision scenarios in the simulation system. [16] proposes a framework for generating autonomous driving technologies. Identifying the vehicle research interests because of its importance for developing advantages.

The clustering of vehicle driving data has attracted many research interests because of its importance for developing autonomous driving technologies. Identifying the vehicle driving scenario type helps to generate representative simulation test cases. [15] proposes a framework for generating collision avoidance scenarios in the simulation system. [16] investigates the algorithms of clustering vehicle collision data based on pre-defined scenario types. Moreover, [12] discusses unsupervised learning algorithms based on the random forest for grouping the general traffic data.

Existing methods of obtaining the scenario types from vehicle driving data usually take advantage of handcrafted features, resulting in overlooking certain cases or being inadequate. Hence [5] proposes a method of extracting scenario types from driving data while using the human mental model as little as possible. The method in [5] extracts speeds and distances and compresses such features by principal component analysis (PCA). The similarity between data sequences is achieved by dynamic time wrapping (DTW).

Recent studies in the field of video representation learning provide us alternatives for understanding vehicle data sequences. For example, [17] proposes a model of recurrent neural network (RNN) for learning the expressive representation of a video. Besides, [18] tries to extract meaningful representation by enforcing the prediction quality from the extracted feature. More recently, [19] learns the video representation while considering the clustering quality using the extracted feature, improving the compactness of the clustering result. We adopt the deep learning scheme with RNN for processing various-length sequences and extensively explore the self-supervision technique to extract and learn the expressive feature vectors that can represent the data sequences. Such compact representations are used for grouping the data sequence into different scenario types.

Our work shares a similar objective of eliminating handcrafted feature extraction [5], but leveraging the unsupervised deep learning techniques for more effective spatial and temporal feature extraction. We adopt the video feature ex-
traction techniques from [18], [19] with the improvement of enforcing the similarity property into the extracted features. Moreover, our approach can be scaled to large-scale data set compared with the existing traffic data clustering algorithms.

III. APPROACH

A. Problem Formulation

In this article, we aim to group a large vehicle driving data-set. Given a set of unlabelled vehicle driving data sequences

\[ X = \{x_1, x_2, ... x_n\}, \]

where \( n \) is the size of the data-set. Our objective is to design a mapping function \( \Psi \) that maps a data sequence into a compact representation space \( Y \), i.e.

\[ y_i = \Psi(x_i), \]

where \( y_i \in \mathbb{R}^d \), so that similar data sequences can be congregated while dissimilar ones are dispersed in the \( Y \) space. Subsequently, a clustering algorithm groups the data-set based on the extracted features \( y_i \) and generates the clustering labels as

\[ l_i = \Phi(y_i), \]

where \( \Phi \) represents the clustering algorithm.

There are three major challenges for this task. The first is that the data sequence is not uniform, in the sense of each data sequence’s length and the information in each frame of a data sequence. On the other hand, current clustering algorithms normally compare the difference between uniformed data representations. The second challenge is the extraction of data features and the definition of similarity without ground-truth labeling. Finally, without the ground-truth labeling, the evaluation of clustering results becomes a non-trivial job. Towards this end, we design a framework that first unifies each frame of the raw data sequence \( x_i \), so that the mathematical representation of each data frame shares the same dimension and size. Such uniformed data representations are further compressed to conclude more compact latent space representations. Later, these uniform and compact representations are grouped by a clustering algorithm. The evaluation of the clustering results takes advantage of data augmentation. The overall framework is shown in Fig. 1.

B. Uniform Data Representation

A data sequence \( x_i \) can be represented by

\[ x_i = [x_i(t_1), x_i(t_2), x_i(t_3), ... x_i(t_{m^i})], \]

and \( m^i \) indicates the size of data sequence \( x_i \), where \( m^i \) is not necessarily equal to \( m^j \) if \( i \neq j \). Each frame of raw data sequence \( x_i(t_k) \) contains the ego vehicle and agent vehicles’ pose and velocity information. Meanwhile, the map information is not originally in the form of time series. We choose to render all these elements into a four-layer image to combine the vehicle poses and map information.

Similar data representation is introduced in [20]–[22], but we further encode the speed information into the images without manually concatenation and adopt the Frenet coordinate system [23] for better understanding the surrounding scenarios of the ego vehicle. The Frenet coordinate system [23] is used in this work where the ego vehicle pose is the origin of the coordinate system, and other agent vehicles and maps are placed accordingly. Additionally, the origin of the coordinate system is placed at the center of the images. Each layer of image contains \( p_m \times p_n \) pixels to represent an area of \( height \times width \), hence the resolution of each pixel is \( \frac{height}{p_m} \times \frac{width}{p_n} \).

The first layer contains the speed information of the ego vehicle. Given the Frenet frame, the pixels that represent the ego vehicle always located at the center of the image. The value of these pixels is the speed of the ego vehicle after normalization.

The second and third layers of the images contain the agent vehicles’ relative positions and velocities. Pixels of each agent vehicle are obtained by projecting the agent vehicles’ polygon onto the image in the Frenet coordinate. The velocity of each vehicle is decomposed w.r.t Frenet coordinate system as well as lateral and longitudinal speeds. The pixels of an agent vehicle in the second image layer represents the longitudinal vehicle speed while those pixels of the third image layer indicates the lateral speeds.

The fourth image layer contains the rendering of the map’s lane boundaries, which are also projected based on the Frenet coordinate. Examples of image representation for single-frame data are shown in Fig. 2.

Such image representation of each frame of data is uniform, and the size of the image remains identical regardless of various numbers of agents vehicles, geometry changes of lane boundaries. Thus, each frame of the original data \( x_i(t_k) \) is now represented by \( \tilde{x}_i(t_k) \), i.e.,

\[ \tilde{x}_i(t_k) = R(x_i(t_k)), \]

where \( R \) represents the process of rendering. Applying a
guarantee the extracted feature between them. The reconstruction purpose of VAE does not between the extracted features should indicate the similarities for the lack of labels problem. We introduce the contrast of many data sequences provides us a self-supervised solution. Meanwhile, without the ground-truth labels, such property is difficult to enforce on the features. However, the availability of many data sequences provides us a self-supervised solution for the lack of labels problem. We introduce the contrast triplet loss [26] between different frames during the training process, which is defined as

\[ L_i^t = E(\|z_i(t_k) - z_i(t_m)\|^2_2 - \|z_i(t_k) - z_j(t_m)\|^2_2 + \alpha) + E(\|z_i(t_k) - z_j(t_m)\|^2_2 - \|z_i(t_k) - z_j(t_m)\|^2_2 + \alpha), \]

where \(t_k - t_m < ||t_k - t_n||\) and \(i \neq j\). Intuitively, we design the triplet loss so that in the same data sequence, the closer the two frames in terms of time index \(t\), the smaller the L2 norm of the difference between the two features. Besides, given the same difference in terms of frame index \(t\), the difference between two frames inside the same sequence is smaller than that of two frames across two data sequences.

The overall loss function is the combination of reconstruction loss and the contrast triplet loss, i.e.,

\[ \mathcal{L} = L_{\text{recon}} + \omega L_i^t, \]

where \(\omega\) is a hyper-parameter of the loss ratio. In this way, we aim to obtain an extracted feature that is both expressive for reconstruction and contains similar information between frames.

Considering each frame, the extracted is now uniform and compact, yet each data sequence’s length could be different, which will be handled by the temporal model in the following section.

D. Temporal Data Compression and Unsupervised Clustering

To further compress the sequence feature representation, we exploit a recurrent neural network (RNN) based autoencoder (AE) model. Such process can be compactly represented as

\[ y_i = enc_s(z_i) \]
\[ \hat{z}_i = dec_s(y_i) \]
\[ \hat{z}_i = pre_s(y_i) \]

where \(z_i = [z_i(t_0), z_i(t_1), ... z_i(t_{m_i})]\), \(enc_s\) indicates a RNN model for encoding purpose while \(dec_s\) and \(pre_s\) are RNN model for decoding purpose. As discussed in [17], the extracted feature of a data sequence is considered expressive when it can both reconstruct the input data sequence as well as predict the future states. Besides, [17] has shown that reversing the order of reconstruction target improves the quality of extracted feature.

Following this idea, we implement two decoder models. One decoder is designed for reconstruction, and one model
is for prediction yet with modification of the prediction supervision. As shown in Fig. 3(a), given a data sequence, the input sequence and prediction ground-truth can be obtained by slicing the original data sequence into two parts. The previous part is taken as the input data \( \hat{z}_{i} \) while the latter part is considered the prediction ground-truth \( z_{i} \), i.e., supervision of \( z_{i} \). Such an approach is introduced in [17]. However, such method would cause the loss of expression of the prediction part in the extracted feature \( y_{i} \), since none of the information inside prediction sequence is processed by the encoding model. Hence, we explore an alternative that the input data sequence is composed by certain number of extracted frames from the original data sequence, while the frames next to the selected input data frames are selected to construct the prediction data sequence, as shown in Fig. 3(b).

Hence, the objective is to minimize the difference between reconstruction and prediction with respect to ground-truth, such as

\[
L_{i}^{RP} = E(||z_{i} - \hat{z}_{i}||_{2}^{2}) + E(||\hat{z}_{i} - \hat{z}_{i}||_{2}^{2}).
\]

In addition to enforcing the extracted feature \( y_{i} \) to be expressive, another desired property to enforce is that the distance between semantically similar instances should be minimized, i.e., the similar definition between data sequences. We adapt the local aggregation approach in [19] for this purpose. An iterative expectation-maximization (EM) framework is exploited. A clustering algorithm first groups the data based on the sequence feature vectors \( y_{i} \), then a loss function is constructed based on the grouping result, and the model parameters are updated via back-propagation. The loss is defined as

\[
L_{i}^{la} = -\log \frac{P(C_{i, \cup} B_{i} \mid y_{i})}{P(B_{i} \mid y_{i})},
\]

where \( B_{i} \) indicates the group of \( k \) data vectors closest to \( y_{i} \), measured by Euclidean distance; \( C_{i} \) represents the set of features grouped in the same cluster by \( \Psi \). Additionally, the probability of data \( y \) inside a set \( A \) is defined as

\[
P(A \mid y) = \sum_{i \in A} P(i \mid y), \quad \text{and} \quad P(i \mid y) = \frac{\exp(y_{i}^{T} y / \tau)}{\sum_{j=1}^{N} \exp(y_{j}^{T} y / \tau)},
\]

where \( \tau \) is a hyper-parameter. Intuitively, such loss function penalizes the situation that data features are not grouped in the same cluster but are close to each other in the sense of Euclidean distance.

### E. Clustering Methods

Here we select the K-means clustering algorithm for grouping the sequence feature vectors into clustering. The Silhouette coefficient is calculated and considered as an indication for the optimal number of clusters [27].

### IV. EVALUATION METRICS

Evaluating the clustering result of un-labeled data set is a non-trivial task. Many metrics, such as Silhouette coefficients and Calinski-Harabasz index, assess the clustering performance w.r.t. the extracted features, i.e., the \( Y \) space in our case. However, such metrics could not reflect the quality of feature extraction \( \Psi \). Thus the overall clustering quality remains undetermined. For a comprehensive evaluation of the data sequence clustering result, we exploit a data augmentation mechanism and related data sequence mining results for assessing the overall performance.

Towards this end, we prepare an evaluation data-set from the rendered data sequences \( \hat{x}_{i} \) by data augmentation. Given one data sequence, we sample the data frames multiple times following a uniform distribution to form multiple data sequences, as shown in Fig. 4. The generated data sequences are called derived data sequence. The derived sequences from the same original sequence do not contain any identical data frame, but they should belong to the same class. We call the derived data sequences from the same original data sequence as siblings.

**True Positive Rate:** Our clustering pipeline is applied to these derived data sequences to obtain the grouping results. A metric is defined as true positive rate, which is the ratio between the number of corrected grouped data sequences and the total number of data sequences, i.e.,

\[
TP = \frac{P_{c}}{N_{d}}
\]

where \( N_{d} \) is the total number of clustered derived data sequences, and \( P_{c} \) is the number of derived data sequences that all of its derived siblings are clustered into the same group by the algorithm.

**False Positive Rate:** In addition to the data augmentation evaluation metrics, we also take advantage of the rule-based data mining results of the data sequences, which are called gradings. The gradings are obtained by checking if the ego vehicle trajectories or the agent vehicles trajectories satisfy the pre-defined rules. We select several data mining results to form the grading vector, i.e.,

\[
v_{i} = [v_{i}^{1}, v_{i}^{2}, v_{i}^{3}, v_{i}^{4}, v_{i}^{5}, v_{i}^{6}]^{T},
\]

where the features are

- \( v_{i}^{1} \): If the ego vehicle follows an agent vehicle with favorable speed and distance;
- \( v_{i}^{2} \): If the ego vehicle follows an agent vehicle in a junction area with favorable distance;
- \( v_{i}^{3} \): If the ego vehicle has a risk of collision;
- \( v_{i}^{4} \): If the jerk of the vehicle exceeds a limit;
- \( v_{i}^{5} \): If the ego vehicle follows an agent vehicle in low speed;
- \( v_{i}^{6} \): If the ego vehicle runs a yellow light.

From our observation, the distribution of the grading items could be quite unbalanced, for example, around \( 90\% \) of the data sequences have the identical grading item \( v_{i}^{1} \). Hence, the grading vectors could not be a meaningful representation of the data sequence but could serve as an indicator of wrongly grouped data sequence. Namely, the clustering result is incorrect if the data sequences in the same cluster process the different grading vectors. Therefore, a metric named false positive rate is defined accordingly as the ratio between the
number of incorrectly clustered data sequences and the total number of data sequences, i.e.,

\[ FP = \frac{P_w}{Nd} \]

where \( P_w \) is the number of derived data sequences whose data mining results \( v \) are different from that of the other majority of the data sequences in the same cluster.

V. EXPERIMENTS

A. Dataset

We train the frame feature extraction model and sequence feature compression model using a private data-set, recorded in various road conditions, and evaluate the results with the augmented data-set via the proposed data augmentation technique.

Private Data-set Our data is composed of 10,000 data sequences collected in real-world driving scenarios by a manually driven data recording vehicle. Each data sequence contains the ego vehicle’s trajectory and the detected agent vehicles’ trajectories on the road. Besides, a high-definition (HD) map containing information of road boundaries and lane boundaries is accessible. Moreover, each sequence has a corresponding rule-based grading result by expert-defined criteria, including vehicle driving safety and comfortableness related metrics as described in the previous section.

Augmented Data-set The evaluation metrics we proposed are based on the data augmentation mechanism. We select 1,000 data sequences as the base data-set, then augment each data sequence into 5 derived data sequences. Hence, we form an augmented data-set of size 5000. To keep the similarity with source data sequences, we use a uniform sampling for data augmentation.

Public Data-set In addition to the private data-set, the proposed method has been applied to the public nuScenes data-set [28]. NuScenes contain 1000 sequences which split into 700 for training, 150 for validation and 150 for testing, respectively. Only the training and validation data are used in this paper. Each sequence lasts about 20 seconds with 20 FPS frequency and annotation at 2 FPS. NuScenes data-set provides convenient APIs to query vehicle locations, obstacle vehicle locations and map renderings. The clustering pipeline remains the same as we applied on the private data-set, including the data representation, spatial and temporal data compression. The only difference lies in the evaluation part, when the false positive rate is calculated. Since nuScenes data-set does not provide the same grading metrics, we hence need to select the features from the scenario description. The features we use for False Positive Rate for public-dataset nuScenes are “wait at intersection”, “turn right”, “turn left”, “cross intersection”, “arrive at intersection”, “parked cars”, “parking lot”, “nature”.

B. Implementation Details

For the uniform data representation rendering, we choose the rendering image pixel numbers as \( p_m = p_n = 129 \) and the range of the representation as \( height = width = 100m \).

We select the following hyper-parameters for the training process of the frame feature extraction (CNN-VAE) model. The batch size is selected as 1600 with 8 Nvidia M40 GPUs, the learning rate is 0.001 using Adam optimizer, the ratio \( \omega \) between contrast triplet loss \( \mathcal{L} \) and reconstruction loss \( \mathcal{L}_{recon} \) is 1.0, and the triplet loss margin \( \alpha \) is chosen as 1.0. The hyper-parameter \( \tau \) is chosen as 0.07.

For a fair comparison, we use the same training strategies and hyperparameters in all the experiments.

We train our sequence feature compression model with Adam optimizer using a learning rate value of 0.001, and the weight decay is 0.01. The batch size is 256, and the total epoch number is 200. For local aggregation iterative training, we select the closest 100 data to form the background neighbor set \( B_i \). To construct the close neighbor set \( C_i \), we repeatedly run the k-means cluster algorithm 4 times to group the data into 50, 100, 150, and 200 clusters, respectively. The local aggregation loss ratio w.r.t. the reconstruction loss is 0.0001.

To reduce the heavy burdens of training the whole model from scratch and help the training converge fast, our training is split into three stages. First of all, the frame features extractor (ConvNet) module is trained alone, then we freeze the weights of ConvNet module and training the sequence feature extractor(seq2seq) module. In the end, we fine-tune on the whole model.

### Table I: Evaluation results on private Data-set.

| Methods                     | True Positive Rate | False Positive Rate |
|-----------------------------|--------------------|---------------------|
| Proposed Method             | 99.88%             | 0.10%               |
| Proposed Method w/o prediction | 98.48%             | 1.92%               |
| Proposed Method w/o reconstruction | 98.94%           | 1.40%               |
| Proposed Method w/o triplet loss | 99.86%           | 0.30%               |
| Proposed Method w/o Reverse-order | 97.66%           | 3.86%               |
| Sequence Average            | 95.41%             | 2.50%               |
| Benchmark                   | 77.27%             | 3.00%               |

### Table II: Evaluation results on nuScenes Data-set.

| Methods                     | True Positive Rate | False Positive Rate |
|-----------------------------|--------------------|---------------------|
| Proposed Method             | 98.70%             | 2.25%               |
| Proposed Method w/o prediction | 98.23%             | 2.63%               |
| Proposed Method w/o reconstruction | 98.51%           | 2.58%               |
| Proposed Method w/o triplet loss | 92.6%            | 5.95%               |
| Proposed Method w/o Reverse-order | 98.63%           | 3.21%               |
| Sequence Average            | 98.58%             | 2.50%               |
| Benchmark                   | 67.10%             | 31.57%              |

C. Performance Evaluation

In this section, we evaluate our proposed method by the proposed metrics (True Positive Rate and False Positive Rate), with the augmented data-set. The results are shown
in Table I, the True Positive Rate is 99.88%, and the False Positive Rate is 0.10%. We compare our performance with a benchmark method proposed in [5], one of the most recent results of vehicle driving data clustering for scenario understanding. The benchmark method achieves the True Positive Rate of 77.27% and the False Positive Rate of 3.00%. Meanwhile, the benchmark method is applied on a truncated data-set of size 100 because the computation and storage requirements of the related PCA and DTW techniques limit the capability of using a larger data-set with this benchmark method. Our method, instead, can be applied to much larger data-sets. The evaluation result of the nuScenes data-set is shown in Table II. With our proposed pipeline, the True Positive Rate is 98.70% and the False Positive Rate is 2.25%.

Fig. 5: The first row shows the original renderings of the vehicle driving data. The second row shows the reconstructed renderings from the frame feature vectors; each image is decoded from an individual feature vector. The third row shows the reconstructed renderings from the sequence feature vector; that is, a single feature vector is first decoded into multiple frame feature vectors. Moreover, each frame feature vector is further reconstructed into renderings.

D. Analysis

Moreover, to illustrate the effectiveness of the feature extraction models, samples of the original data renderings and the reconstructed renderings are shown in Fig. 5. To shed more light on the effect of the proposed contrast triplet loss when training the frame extraction model, we compare the Euclidean distance between each frame feature vector when training with/without contrast triplet loss. The result is shown in Fig. 5. It can be seen that the triplet loss helps enforce the property that consecutive frame vectors are more similar to each other. Namely, the Euclidean distance between two consecutive frames is smaller than the ones separated by several frames.

Fig. 7 shows clustered samples from the clustering results. Each driving sequence is rendered as an image containing ego vehicle trajectory, agent vehicle trajectories, and map information. The samples from the same cluster normally comprise similar road structures such as intersection, similar vehicle behavior such as passing and yielding.

VI. Ablation Studies

In this section, we conduct ablation studies to evaluate the necessity of each part of our architecture design. We individually remove several modules from our proposed network model. More specifically, five types of settings are evaluated here to compare with the proposed method. The experiment settings are (1) Proposed method without prediction head; (2) Proposed method without reconstruction head; (3) Proposed method without triplet loss; (4) Proposed method, but the order of reconstruction targets is not reversed; (5) Averaging model, where the frame feature extractor keeps the same with the proposed method, but the sequence to sequence model is removed and replaced by a simple average pooling along the temporal dimension.

Furthermore, all the settings of these experiments strictly follow the training steps of the proposed model. The evaluation results are shown in Table I and Table II. As we can see,
with the private data-set, the proposed method has the best performance. The prediction and reconstruction module both play an important role in the sequence clustering. Without the prediction and reconstruction module, the True Positive Rate drop about 1.40% and 0.94%, and the False Positive Rate increase about 1.62% and 1.30%, respectively. The reconstruction module helps to compress the most critical information, and the prediction module helps to learn the motion between frames. Furthermore, reverse the target sequence order contributes about 2.22% in True Positive Rate, and the False Positive Rate decrease about 3.76%, benefit from. The True Positive Rate of The averaging model is only 95.41%, and the False Negative Rate is 2.5%, which shows that the temporal information is quiet pivotal in sequence representation. Similar results are also shown with the public NuScenes data-set, where our proposed pipeline achieves the best evaluation performance.

VII. CONCLUSIONS

This paper proposed a method of clustering the vehicle driving data into different groups. The performance of our method vastly exceeds the existing benchmark method. Such improvement is achieved by the proposed uniform data representation, including comprehensive information on the traffic situation. Moreover, we exploited advanced deep learning techniques with self-supervised fashion for expressive feature extractions. In addition to the clustering framework design, we introduce an evaluation method via data augmentation to assess the performance of the un-labeled data clustering problem.

Future developing directions are two-fold. One is to consider additional agents and map information, for example the trajectories of bikes and pedestrians, crosswalks, traffic lights, stop signs and so on. Towards this end, the other future work would be exploring more sophisticated deep learning model architectures, especially for processing the temporal data sequences, since current RNN models could forget the early frames as the sequence length extends.
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