Many-body physics of Rydberg dark-state polaritons in the strongly interacting regime
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Coupling light to Rydberg states of atoms under conditions of electromagnetically induced transparency (EIT) leads to the formation of strongly interacting quasi-particles, termed Rydberg polaritons. We derive a one-dimensional model describing the time evolution of these polaritons under paraxial propagation conditions, which we verify by numerical two-excitation simulations. We determine conditions allowing for a description by an effective Hamiltonian of a single-species polariton, and calculate ground-state correlations by use of the density matrix renormalization group (DMRG). Under typical stationary slow-light EIT conditions it is difficult to reach the strongly interacting regime where the interaction energy dominates the kinetic energy. We show that by employing time dependence of the control field the regime of strong interactions can be reached where the polaritons attain quasi crystalline order. We analyze the dynamics and resulting correlations for a translational invariant system in terms of a time-dependent Luttinger liquid theory and exact few-particle simulations and address the effects of nonadiabatic corrections and initial excitations.

I. INTRODUCTION

Recently there has been growing interest in using Rydberg gases [1] to tailor strong and nonlocal nonlinearities for photons. The strong interactions between Rydberg states in a gas of ultra-cold atoms can mediate strong nonlocal interactions for light fields propagating under conditions of electromagnetically induced transparency (EIT) in such a medium [2][10]. For instance, the formation of a small blockaded volume leading to antibunching of photons as well as pronounced bunching of photons in a Rydberg gas have been demonstrated experimentally [11][12]. Moreover, first steps have been taken towards building single photon logic devices, such as single photon switches [13][16].

Rydberg polaritons exhibit potentially strong and nonlocal mutual interactions making them interesting candidates to study many-body effects in the regime of strong correlations, where the interaction energy dominates the kinetic energy. In the present paper we consider the propagation of light in Rydberg EIT media under paraxial conditions in a one-dimensional setting, as can be realized experimentally by, e.g., cigar-shaped atomic ensembles or sending photons through hollow-core optical fibers filled with Rydberg atoms [17][18]. In a previous letter [19] we argued that the propagation of photons inside Rydberg gases under EIT conditions can be described in terms of interacting quasi-particles, named Rydberg polaritons. We showed that a regime of strong correlations, where the ratio between interaction energy and kinetic energy becomes large, can be reached by dynamically turning photons into stationary Rydberg excitations [20].

In the present paper we extend these studies by deriving an effective dark-state polariton model including leading-order corrections valid for sufficiently large separation of Rydberg polaritons. This regime allows for a perturbative treatment of the coupling between bright- and dark-state polaritons. We derive a Lindblad master equation for the Rydberg dark-state polaritons where the bright-state polaritons act as a Markovian reservoir. We verify the model and address the preparation of an initial state by employing numerical two-excitation wave-function simulations. We derive conditions for when the Master equation can be reduced to the effective Hamiltonian introduced in [19]. Furthermore, we show that for an excitation density smaller than one per blockade volume and a transversal beam diameter less than the blockade radius the paraxial propagation can be described by a one-dimensional model.

The paper is organized as follows. In Section II we introduce the microscopic model of photons coupled to interacting three-level atoms. We map the model to the polaritonic basis and derive a one-dimensional Born-Markovian master equation for the dark-state polaritons by treating the bright-state polaritons as a reservoir. Calculating interaction-mediated scattering amplitudes between different transverse modes we derive conditions for an effective one-dimensional treatment of the problem. We furthermore analyze conditions when the master equation reduces to an effective Hamiltonian describing a unitary time evolution. In section III we employ numerical two-excitation wave-function calculations to verify the model and determine the initial state after sending a light pulse into a Rydberg gas. In section IV we calculate ground state correlations of the effective Hamiltonian by use of density-matrix renormalization group (DMRG) calculations and a Luttinger liquid approach. We show that un-
nder continuous driving conditions and large optical depth per blockade distance the regime of strong interactions cannot be entered since the Rydberg blockade prevents to reach the polariton densities necessary for the interaction energy to overcome kinetic contributions. However, in section V we show that it is possible to enter this regime by dynamically slowing down Rydberg polaritons. In particular we consider the storage of interacting photons inside a Rydberg medium. We apply numerical wave function simulations to show that the losses during storage remain finite and use a time-dependent Luttinger liquid approach to compute time-dependent density correlation functions.

II. RYDBERG POLARITONS

In this section, we discuss the paraxial propagation of weak light pulses consisting of few photons in an atomic medium under EIT conditions with Rydberg interactions.

A. Light-matter coupling

Let us consider a system of a weak quantized probe field \( \hat{E} = \sqrt{\frac{n_0}{2\pi\hbar}} \hat{E}_0 e^{-i(\omega_p t-k_p r)} + \text{h.a.} \) propagating through an ensemble of non-interacting three level atoms as sketched in Fig. 1 b) with the level structure in ladder configuration as in [21], and as drawn in Fig. 1 a). The operators \( \hat{E}, \hat{E}^\dagger \) are slowly varying envelope operators, which obey bosonic commutation relations \( [\hat{E}(r), \hat{E}^\dagger(r')] = i(\mathbf{r} - \mathbf{r}') \) and \( \omega_p \) and \( k_p \) denote carrier frequency and wave vector of the probe field, respectively. The atoms are composed of a ground state \(| g \rangle \), an intermediate excited state \(| e \rangle \) and a metastable Rydberg state \(| r \rangle \). Here we neglect dipole-dipole interactions of Rydberg states for a moment, which we will reintroduce later. The field \( \hat{E} \) is coupled to the coherence between states \(| g \rangle \) and \(| e \rangle \) with single-photon detuning \( \Delta = \omega_{eg} - \omega_p \). The coherence between states \(| e \rangle \) and \(| r \rangle \) is driven by a classical control field \( \Omega \) with carrier frequency \( \omega_c \) and detuning \( \Delta_c = \omega_{re} - \omega_c \). We denote the resulting two-photon detuning by \( \delta = \Delta + \Delta_c \). The atomic state \(| e \rangle \) is assumed to be subject to spontaneous decay with rate \( \gamma \).

The atomic polarization is microscopically described by spin flip operators \(| \mu \rangle \langle \nu | \) of individual atoms. By averaging these over a small volume centered at a position \( \mathbf{r} \) and containing \( N_r \gg 1 \) atoms we define continuous, coarse-grained atomic spin flip operators \( \sigma_{\mu\nu} \) at position \( \mathbf{r} \),

\[
\hat{\sigma}_{\mu\nu}(\mathbf{r}) = \frac{1}{N_r} \sum_{j=1}^{N_r} |\mu\rangle_j \langle \nu| ,
\]

which fulfill the commutation relations \( [\hat{\sigma}_{\alpha\beta}(\mathbf{r}), \hat{\sigma}_{\mu\nu}(\mathbf{r}')] = \frac{i}{\hbar} \delta(\mathbf{r} - \mathbf{r}') [\delta_{\alpha\mu} \hat{\sigma}_{\nu\beta}(\mathbf{r}) - \delta_{\alpha\nu} \hat{\sigma}_{\mu\beta}(\mathbf{r})] \), where the density \( n \) of the atoms is assumed to be homogeneous. Transforming to a frame rotating with the atomic frequencies and performing the rotating wave approximation, the atom-light coupling Hamiltonian of this system can be written as \((\hbar = 1)\)

\[
\hat{H} = n \int d^3r \left\{ \Delta \hat{\sigma}_{ee}(\mathbf{r}) + \delta \hat{\sigma}_{rr}(\mathbf{r}) \right\} - \left\{ \Omega \hat{\sigma}_{re}(\mathbf{r}) + g \sqrt{n} \hat{E}(\mathbf{r}) \hat{\sigma}_{eg}(\mathbf{r}) + \text{h.a.} \right\},
\]

where \( g = d_{ge} \sqrt{\omega_{ge}/2\hbar c \epsilon_0} \) denotes the coupling strength of the electric field \( \hat{E} \) to the atomic transition \(| g \rangle - | e \rangle \), with \( d_{ge} \) being the atomic dipole matrix element.

We derive Heisenberg-Langevin equations of motion for the slowly varying field \( \hat{E} \) and atomic operators taking into account the spontaneous decay rate \( \gamma \) of the intermediate level [22]. Assuming the probe field to be weak compared to the control field we can treat the equations in linear response with respect to \( g \hat{E} \), leading to

\[
\begin{align*}
\partial_t \hat{\sigma}_{gr} & = -i\delta \hat{\sigma}_{gr} + i\Omega \hat{\sigma}_{ge}, \\
\partial_t \hat{\sigma}_{ge} & = -\Gamma \hat{\sigma}_{ge} + ig \sqrt{n} \hat{E} + i\Omega \hat{\sigma}_{rg} + \hat{F}_{ge},
\end{align*}
\]

where \( \Gamma = \gamma + i\Delta \). \( \hat{F}_{ge} \) denotes a Langevin noise operator [22], which is \( \delta \)-correlated in time and space with vanishing expectation value that needs to be added to preserve the commutation relations. As the noise is related to the population of the excited state which we set \( \hat{\sigma}_{ge} = 0 \) in linear response, the Langevin operators can be neglected.

In the following we want to consider the case of two-photon resonant driving, i.e., \( \delta = 0 \). We note, however, that taking interactions between atoms excited to level \(| r \rangle \) into account will lead to an effective space-dependent two photon detuning.

B. Paraxial light propagation

The dynamics of the probe field is described by the truncated paraxial wave equation,

\[
\left( \frac{\partial}{\partial t} + c \frac{\partial}{\partial z} - \frac{i}{2k_p} \nabla^2 \right) \hat{E}(\mathbf{r}, t) = ig \sqrt{n} \hat{\sigma}_{ge}(\mathbf{r}, t).
\]

We assume a cylindrical symmetry of the setup and decompose the probe field into mode functions \( u_{kl}(r, \varphi) \), which are eigensolutions of \( \nabla^2 u_{kl}(r, \varphi) = 0 \),

\[
\hat{E}(\mathbf{r}, t) = \sum_{k,l} u_{k,l}(r, \varphi) \hat{E}_{k,l}(z, t).
\]

The mode functions

\[
u_{kl}(r, \varphi) = \frac{C_{kl}}{w_0} \left[ \frac{\sqrt{2r}}{w_0} e^{-r^2/w_0^2 + ik \varphi} L_k^l \left( \frac{2r^2}{w_0^2} \right) \right],
\]

are complete orthogonal set in \((r, \varphi)\). \( L_k^l \) are the associated Laguerre polynomials and \( C_{kl} \) are appropriate normalization constants. \( l \) and \( k \) denote the radial and azimuthal index of the mode functions, respectively. The decomposition [5] is adequate as it describes Gauss-Laguerre modes of paraxial light propagation [23] (where \( w_0 \rightarrow w_0(z) \)) for \( z \) values well
within the Rayleigh length \( z_R = \frac{L}{n} w_0^2 \) of the focal plane, where \( w_0(z) \approx w_0 = \text{const.} \)

We can decompose the optical polarizations \( \hat{\sigma}_{ge}(r, t) \) and \( \hat{\sigma}_{gr}(r, t) \) into \( u_{k,j}(r, \varphi) \) in an analogous way and obtain from (4) and the completeness of the mode functions

\[
\left( \partial_t + c \partial_z \right) \hat{E}_{kl}(z, t) = 2 \pi i g \sum_{m,n} \int d\varphi \sqrt{n(r)} u_{k,j}(r, \varphi) u_{m,n}(r, \varphi) \hat{\sigma}_{ge}^{m,n}(z, t).
\]

If the atomic density \( n(r) \) is slowly varying spatially in \( r \) on the scale \( w_0 \) and furthermore is independent on \( \varphi \), orthogonality of the modes yields

\[
\left( \partial_t + c \partial_z \right) \hat{E}_{kl}(z, t) = i g \sqrt{n} \hat{\sigma}_{ge}^{k,l}(z, t). \tag{8}
\]

If furthermore the driving-field Rabi frequency is independent on \( \varphi \) and slowly varying in \( r \), the Heisenberg-Langevin equations (3) decouple in the transverse modes \( u_{k,j}(r, \varphi) \). In this case eq. (4) can be reduced to a one-dimensional propagation equation for individual transverse modes. Note that this is only correct as long as interactions are disregarded. The effect of the latter will be discussed later on. We are interested in particular in the input mode \( \hat{E}_{a,0} \) for which we drop the index \((0,0)\) for simplicity in the following.

C. Slow-light polaritons

Assuming that the control field \( \Omega(z, t) \) is slowly varying in \( z \) on the scale \( w_0 \) yields a system of linear partial differential equations for the probe field and the atomic coherences, the Maxwell-Bloch equations, which separate in the transverse equations for the probe field and the atomic coherences, the z

\[
\left( \partial_t + c \partial_z \right) \hat{E}_{kl}(z, t) = i g \sqrt{n} \hat{\sigma}_{ge}^{k,l}(z, t). \tag{8}
\]

If furthermore the driving-field Rabi frequency is independent on \( \varphi \) and slowly varying in \( r \), the Heisenberg-Langevin equations (3) decouple in the transverse modes \( u_{k,j}(r, \varphi) \). In this case eq. (4) can be reduced to a one-dimensional propagation equation for individual transverse modes. Note that this is only correct as long as interactions are disregarded. The effect of the latter will be discussed later on. We are interested in particular in the input mode \( \hat{E}_{a,0} \) for which we drop the index \((0,0)\) for simplicity in the following.

D. Rydberg interactions

For highly excited Rydberg states \( |r \rangle \), dipole-dipole interactions among atoms become important, due to their large dipole moments \([24]\). Atoms in a state \( |r \rangle \) interact with the van der Waals interaction potential \( V(r) = \frac{C_6}{r^6} \) with interaction strength \( C_6 \). For an ensemble of Rydberg atoms the microscopic Hamiltonian describing the interaction reads

\[
\hat{V} = \frac{1}{2} \sum_{i,j \neq i} \hat{\sigma}^{(i)}_{rr} V(r_i - r_j) \hat{\sigma}^{(j)}_{rr}, \tag{14}
\]

where \( \hat{\sigma}^{(i)}_{rr} \) denotes the projection operator to the Rydberg state of atom \( i \) at position \( r_i \). The interaction potential (14) leads to a space-dependent level shift which is the dominating energy scale on small length scales. If the atoms sit too close to each other the transition from a single Rydberg excitation to the doubly-excited state by laser light is prohibited, leading to a strong suppression of a second excitation, which is the so-called Rydberg blockade \([25]\).

Assuming a small excitation probability per atom to the Rydberg state, which allows to set \( \hat{\sigma}^{(i)}_{rr} \approx \hat{\sigma}_{gr}^{(i)} \hat{\sigma}_{gr} \), transforming to coarse-grained operators according to equation (11) and performing the continuum limit as above leads to the continuous
interaction Hamiltonian

\[ \hat{H}_{\text{int}} = \frac{\hbar^2}{2} \int \! d^3 r \int \! d^3 r' \, V(r - r') \hat{\sigma}_{gr}^\dagger (r) \hat{\sigma}_{gr} (r') \hat{\sigma}_{gr} (r'). \]  

(15)

The atom-light interaction, eqs. [3], drives the atoms into stationary dark states, i.e., states from which there are no spontaneous emission losses, provided that the two-photon detuning \( \delta \) is sufficiently small. As a consequence the atomic medium becomes transparent (EIT), and light propagates undepleted with reduced group velocity. The van der Waals interaction between Rydberg excitations gives rise to a two-photon level shift, which exceeds the EIT linewidth when the distance becomes less than the EIT blockade radius

\[ a_B = \sqrt{\left| C_0 \right|/\Omega^2}. \]  

(16)

As a consequence for short distances the mixing between dark- and bright-state polaritons becomes strong and the polariton picture is no longer adequate [26,27]. However, if the excitation density is sufficiently smaller than \( a_B^{-1} \) the polariton picture is expected to hold true. It should be noted that under slow-light conditions \( \Omega^2 \) becomes small and thus the EIT blockade radius becomes large. In fact in the limit of light storage, where \( \Omega(t) \to 0 \) one finds \( a_B \to \infty \) and thus it is unclear if light storage in a Rydberg EIT medium is possible at all. We will show below, however, that the critical distance \( a_c \) between excitations at which a significant mixing between polaritons sets in is not given by (16) but by

\[ a_c = \sqrt{C_0 \Gamma}/\Omega^2, \]  

(17)

which stays finite in the limit of light storage, as \( \Omega^2 \to g^2 n \).

E. Reduction to a one-dimensional model

Rydberg interactions can lead to a scattering between different transverse Laguerre-Gaussian modes \( u_{kl}(r,\varphi) \) and thus even the paraxial propagation of slow-light polaritons in a Rydberg gas becomes in general a three-dimensional problem. In the following we will show that also in the presence of interactions the effective one-dimensional description is valid, provided that the beam waist of the beam is small compared to the Rydberg blockade radius \( a_B \).

To derive the interaction Hamiltonian of an effective one-dimensional model we use the decomposition of the spin-flip operators \( \hat{\sigma}_{gr} (r) \) into Laguerre-Gaussian modes \( \hat{\sigma}_{gr} (r) = \sum_{k,l} u_{kl}(r) \hat{\sigma}_{gr}^k (z) \) as in section [11B]. Thus we can decompose the interaction into different potentials describing interaction between different transversal modes

\[ \hat{H}_{\text{int}} = \frac{\hbar^2}{2} \int \! dz \int \! dz' \sum_{k_1,k_2,k_3,k_4} \hat{\sigma}_{gr}^{k_1,k_2,k_3,k_4} (z - z') \hat{\sigma}_{gr}^{k_1,k_2,k_3,k_4} (z'), \]  

(18)

where the effective potentials are defined by integrating out \( r, \ r' \) and \( \varphi, \ \varphi' \),

\[ \hat{V}_{k_1,k_2,k_3,k_4} (z - z') := C_0 \int \! dz \int \! dz' \int \! r \, dr \int \! (r' \, dr') \times u_{k_1,l_1}^* (r) u_{k_2,l_2}^* (r') (r) u_{k_3,l_3} (r') u_{k_4,l_4} (r) \left( r^2 + r'^2 + 2rr' \cos(\varphi - \varphi') + (z - z')^2 \right)^3. \]  

(19)

The angular integrals can be calculated analytically by residue integration yielding

\[ \hat{V}_{k_1,k_2,k_3,k_4} (z - z') \sim \delta_{k_1,k_4} \delta_{k_2,k_3} \]  

(20)

The further evaluation has to be done numerically. We are interested in the scattering processes of an initial Gaussian mode with zero angular momentum into higher order Laguerre-Gaussian modes which are governed by the potentials \( V_{l_1,l_2,l_3} \). The modes \( u_{kl} \) with \( k \neq 0 \), i.e., higher-order azimuthal modes, have vanishing amplitude at \( r = 0 \) and the corresponding interaction processes are suppressed compared to the \( k = 0 \) modes. Thus we will restrict the following discussion to scattering processes into azimuthally symmetric modes. In Fig. 2 we show different potential curves for the interaction of two photons at relative distance \( z \), initially in the Gaussian mode \( l_3 = l_4 = 0 \) and finally in (higher order) Laguerre-Gaussian modes with radial indices \( l_1, l_2 \). The relevant reference is the forward scattering potential \( V_{0,0,0,0} \).

We find that for distances smaller than the beam waist \( w_0 \) all potentials show a \( z^{-4} \) dependence with different amplitudes due to the small overlap of the different modes. At \( z = w_0 \) the potentials cross over to a power law \( z^{-\alpha} \), where we find numerically that \( \alpha \approx 6 + (l_1 + l_2) \), before they flatten again for \( z > w_0 \). For strong interactions small distances are blockaded, where typically the blockade distance
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Figure 2. Different interaction potentials \( V_{l_1,l_2,l_3} \) between two photons initially in Laguerre-Gaussian modes \( l_3, l_4 \) sitting at positions \( (z, z') = 0 \) and finally in Laguerre-Gaussian modes \( l_1, l_2 \), as indicated by the inset. In particular we choose initial Gaussian modes \( l_3 = l_4 = 0 \). The dashed lines indicate power-law fits in the regime \( w_0 < z < w_R \) obtained by assuming zero beam divergence \( w(z) = w_0 \).
We make a standard system-plus-reservoir approach \cite{28} and can analogously be decomposed into dark-state, bright-state polaritons. Note that in the slow light regime $u_B > w_0$. This yields an effective one-dimensional interaction described by the van der Waals potential. Omitting again the indices 0 we find

$$\hat{H}_{\text{int}} = \frac{n^2}{2} \int dz \int dz' \tilde{V}(z-z')\delta_{\text{gr}}^\dagger(z)\delta_{\text{gr}}(z')\delta_{\text{gr}}(z)$$

Note that the 1D operators $\delta_{\text{gr}}(z) = \delta_{\text{gr}}^0(z)$ have a different physical dimension as the spin flip operators $\delta_{\text{gr}}(r)$ in three dimensions.

F. Effective model for Rydberg dark-state polaritons

Transforming the 1D interaction Hamiltonian (21) to the polaron basis according to $\sqrt{n}\delta_{\text{gr}}(z) = -\sin \theta \hat{\Psi}(z) + \cos \theta \hat{\Phi}(z)$ yields

$$\hat{H}_{\text{int}} = \frac{1}{2} \int dz \int dz' V(z-z') \left\{ [\sin \theta \hat{\Psi}^\dagger(z) - \cos \theta \hat{\Phi}^\dagger(z)] \times \left[ \sin \theta \hat{\Psi}(z') - \cos \theta \hat{\Phi}(z') \right] \right. \times \left. \left[ \sin \theta \hat{\Psi}(z) - \cos \theta \hat{\Phi}(z) \right] \right\}.$$

After expanding one can identify terms describing: (i) a two-body interaction of dark-state polaritons with relative strength $\sin^4 \theta$, (ii) an interaction of bright-state polaritons with relative strength $\cos^4 \theta$ and (iii) nonlinear coupling terms of dark- and bright-state polaritons. Note that in the slow light regime $1 \approx \sin^4 \theta \gg \cos^4 \theta$ the dark-state polaritons, consisting mainly of Rydberg excitation, are strongly interacting while the bright-state polaritons, consisting mainly of electric field excitation, are weakly interacting. In lowest order in $\cos \theta$ only a nonlinear interaction term between Rydberg dark-state polaritons remains. In the following we want to consider also the dominant correction terms, caused by the coupling of the dark-state polaritons to bright-state polaritons, which we can assume to be in a vacuum state.

The full time evolution of dark- and bright-state polaritons is governed by the sum of free and interaction Hamiltonian and can analogously be decomposed into dark-state, bright-state and coupling terms, $\hat{H} = \hat{H}_0 + \hat{H}_{\text{int}} = \hat{H}_\Psi + \hat{H}_\Phi + \hat{H}_{\Phi\Psi}$. We make a standard system-plus-reservoir approach \cite{28} and derive an effective Liouvillean for the Rydberg dark-state polaritons by treating the bright-state polaritons as a Markovian reservoir in the vacuum steady state. The free time evolution of the polaritons in zeroth order in the coupling is described by the differential equations

$$\partial_t \hat{\Psi}(z, t) = -c \cos^2 \theta \partial_z \hat{\Psi}(z, t)$$
$$\partial_t \hat{\Phi}(z, t) = -c \sin^2 \theta \partial_z \hat{\Phi}(z, t) - \Gamma_{\text{eff}} \hat{\Phi}(z, t),$$

where we have disregarded the Langevin noise terms. As can easily be derived, the solution of these equations is given by

$$\langle \hat{\Phi}(x, t) \hat{\Phi}^\dagger(y, t) \rangle \approx e^{-\Gamma_{\text{eff}} t} \delta(x-y), \quad t > 0,$$

$$\langle \hat{\Psi}(x, t) \hat{\Phi}^\dagger(y, t) \rangle \approx e^{-2\Gamma_{\text{eff}} t} \left[ \delta(x-y) + \delta(x+y) \right], \quad t > 0.$$

All remaining correlation functions of bright-polariton operators vanish in the vacuum state.

In an interaction picture with respect to the system and reservoir Hamiltonian $\hat{H}_\Psi + \hat{H}_\Phi$ the dark-state polaron degrees of freedom are described by the density matrix $\rho = \text{tr}_\Phi \chi$, which we get by partial trace of the full density matrix $\chi$ over the bright-state polaritons. The time evolution of $\rho$ is then governed in Born approximation by the equation

$$\dot{\rho}_\Psi(t) = -\int_0^\infty d\tau \text{tr}_\Phi \left\{ \left[ \hat{H}_{\Phi\Psi}(t), \left[ \hat{H}_{\Phi\Psi}(t), \rho(t) \otimes \rho_\Psi \right] \right] \right\},$$

where $\rho_\Psi$ denotes the bright-state polaron steady state density matrix. We note that the free part of $\hat{H}_\Psi$ corresponds to a transformation to a frame comoving with the group velocity $v_s = c \sin^2 \theta$. Introducing the operator

$$\hat{L} \equiv -\sin^3 \theta \cos \theta \left[ \int ds V(z-s) \hat{\Psi}^\dagger(s) \hat{\Psi}(s) + \frac{c \partial_s}{\sin^2 \theta} \right],$$

allows us to write the system-reservoir-coupling Hamiltonian in the interaction picture in the compact form

$$\hat{H}_{\Phi\Psi}(t) = \int dz \left\{ \hat{\Phi}^\dagger(z) \hat{L}(z) + \hat{L}^\dagger \hat{\Phi}(z) + \int dz' V(z-z') \times \sin^2 \theta \cos^2 \theta \left( \hat{\Phi}^\dagger(z, t) \hat{\Phi}^\dagger(z', t) \hat{\Psi}(z', t) \hat{\Psi}(z, t) + \hat{\Psi}^\dagger(z, t) \hat{\Psi}^\dagger(z', t) \hat{\Phi}(z', t) \hat{\Phi}(z, t) \right) \right\},$$

where we omitted terms third order in the bright-state polaritons since the three particle correlations of bright-state polaritons are vanishing in the vacuum. We insert Hamiltonian \cite{27}.
into equation (25) and follow the standard derivation of a Master equation (28). By performing the Markov approximation we get a Master equation in Lindblad form describing an effective time evolution of the dark-state polaritons. After transforming back to the moving frame Schrödinger picture we arrive at

\[ \dot{\rho} = i \frac{\Delta}{\Omega_c} \int dz \left[ \rho, \hat{L}^\dagger(z) \hat{L}(z) \right] + i \int dz \int dz' V(z - z') \left[ \rho, \hat{\Psi}^\dagger(z') \hat{\Psi}(z') \Psi(z) \right] 
+ \frac{i \sin^4 \theta \cos^4 \theta}{\Omega_c^2} \int dz \int dz' V^2(z - z') \left[ \rho, \hat{\Psi}^\dagger(z') \hat{\Psi}(z') \Psi(z) \right] 
+ \frac{\gamma \sin^4 \theta \cos^4 \theta}{\Omega_c^2} \int dz \int dz' V^2(z - z') \left( 2 \hat{\Psi}^\dagger(z') \hat{\Psi}(z) \rho \hat{\Psi}^\dagger(z') \hat{\Psi}(z) - \left\{ \rho, \hat{\Psi}^\dagger(z') \hat{\Psi}(z) \right\} \right) \] (28)

where \{ · , · \} denotes the anti-commutator. The coupling of dark- and bright-state polaritons gives rise to various effective unitary and dissipative terms in equation (28) influencing the evolution of dark-state polaritons. Specifically, we find the following unitary terms: a kinetic energy term with an effective mass defined by

\[ m^{-1} = 2v_g \frac{e \Delta \sin^2 \theta}{\Omega_c^2} = 2v_g \frac{\Delta}{\gamma} L_{\text{abs}} \sin^2 \theta, \] (29)

a drift term \( \sim \int dz' V(z - z') \hat{\Psi}^\dagger(z') \hat{\Psi}(z') \) – mediated by interactions – giving corrections to the group velocity \( v_g \), and, finally, higher order terms in the interaction, namely a three body interaction and corrections to the two-body interaction \( \sim V^2(z - z') \).

Moreover, since the bright-state polaritons decay the coupling also leads to effective loss channels for the dark-state polaritons in equation (28). The decay processes are described by the operator \( \hat{L} \) defined in (26). This operator consists of two terms arising from the two effective loss channels describing coupling between dark- and bright-state polaritons, namely a linear coupling outside the EIT window and a non-linear coupling arising from the interaction. Both terms lead to losses of dark-state polaritons. In particular, we identify a generalized single particle loss generated by the Lindblad operator \( \sqrt{\hat{\Gamma}(z)} \hat{\Psi}(z) \) with the operator valued loss rate

\[ \hat{\Gamma}(z) = \frac{\gamma \cos^2 \theta \sin^6 \theta}{\Omega_c^2} \left[ \int dx V(z - x) \hat{\Psi}^\dagger(x) \hat{\Psi}(x) \right]^2. \] (30)

Note that this loss as well as the corrections to the drift term cannot be simply treated in a mean-field approximation, since \( V(z - z') \) can assume arbitrary values. However, the full Lindblad operator gives rise to a space-dependent loss process \( \sim r^{-12} \) that is strong for small distances \( r \).

**G. Effective Hamiltonian**

After an initial transient we expect polariton states to evolve according to equation (25) and to show an blockaded volume for small distances. We assume that the product of interaction energy and mass is always positive, corresponding to repulsive interaction that prevents excitations to propagate into the blockade volume. On large length scales the interaction decays as \( V(r) \sim |r|^{-6} \), thus the effective interaction terms linear in \( V \) are the dominant contributions and we may neglect the two body interaction with potential \( \sim V^2 \sim |r|^{-12} \) and the three-body interaction as well as the loss term with rate \( \gamma \). As a second approximation we assume that we are in the slow-light regime, where \( \cos \theta \ll 1 \) and only excitation energies inside the EIT window are allowed. Finally, we consider an off-resonant driving scheme where the fields are far detuned and \( \gamma \ll \Delta \) which allows us to neglect the remaining loss terms. An expansion in \( \cos \theta \) up to second order reduces the master equation to a von Neumann equation for the density matrix, governed by the Hamiltonian

\[ \hat{H} = -\int dz \hat{\Psi}^\dagger(z) \frac{\partial^2}{2m} \hat{\Psi}(z) + C^g \sin^4 \theta \int dz \int dz' V(z) \hat{\Psi}^\dagger(z') \hat{\Psi}(z) \hat{\Psi}(z) \hat{\Psi}(z') \left| z - z' \right|^6, \] (31)

in the moving frame Schrödinger picture.

**III. TWO-PARTICLE SIMULATIONS AND VERIFICATION OF EFFECTIVE MODEL**

We are interested in the effect of the Rydberg interactions on the evolution of propagating dark-state polaritons. For two copropagating polaritons this has been considered theoretically and simulated numerically in [29] and, in a resonant as well as off-resonant regime recently been demonstrated in experiments [11, 12]. We want to extend this to the strongly interacting far off-resonant regime, where we predicted in the previous section that the dynamics is governed by the effective Hamiltonian in a comoving frame.

It was shown in [29] that the van der Waals interaction leads to an avoided volume for the propagating photons of size \( 2a_B \). Near single-photon resonance, \( |\Delta| \leq \gamma \), two photons at distance smaller than \( a_B \) get absorbed and an incident two-photon wave-packet evolves into a non-classical state that is a
Figure 3. Splitting of initial Gaussian wave packet due to van der Waals interaction. Full two-excitation wave function simulation for the parameters $g = 10\Omega = 10\gamma$ and $\Delta = 4\gamma$. The optical depth per blockade is chosen $OD_B \equiv a_B/L_{abs} = 7$. The color plots in a) and b) show the two-excitation probe field amplitude $EE(z_1, z_2, t)$ at times $t = 0$ and $t = 0.5L/v_g$ corresponding to the times where the center of the incident Gaussian wave packet is at the medium boundary and at the middle of the medium, resp. Plot c) shows a cross section (blue solid line) of the middle color plot along the diagonal $r = z_1 - z_2$ for $2R = z_1 + z_2 = L = 100 a_B$, as indicated by the dashed-dotted line in b). We compare the cross section to a pulse propagating in absence of interactions (Gaussian, purple dotted line) and the two-particle ground state of the effective Hamiltonian \cite{21} (yellow dashed line), where we impose periodic boundary conditions with a period corresponding to the distance of the two peaks (blue solid line). The red dash-dotted line shows a thermal two-particle state of the effective Hamiltonian. For illustration purposes we continued the two-particle ground state and the thermal state.

Statistical mixture of a single excitation and a correlated train of (two) photons separated by $2a_B$ \cite{29}. In the off-resonant regime $|\Delta| \gg \gamma$ the absorption plays no role but two photons closer than the blockade distance propagate with the vacuum speed of light and thus escape. Moreover, the repulsive interaction prevents the photons to get inside the blockade radius.

To validate the simple picture we perform numerical simulations of the full 1D Maxwell-Bloch equations for two co-propagating polaritons subject to van der Waals interaction. The two-excitation wave function $|\Psi_2(t)\rangle$ is composed of six two-excitation modes describing all combinations of the single-excitation modes $\hat{E}_r, \sigma_{gr}$, and $\sigma_{ge}$. Note that in presence of decay the norm of the wave-function is not conserved.

We consider an initial Gaussian two-photon wave packet $|\Psi_0\rangle = \hat{E}_r^{\dagger} \hat{E}_r^{\dagger} |0\rangle$ in free space, where we assume that the spectral width fits well inside the EIT window of the medium in absence of interactions. The state vector at a later time $t$ is then described by two-excitation wave functions

$$|\Psi(t)\rangle = \int dz_1 \int dz_2 \sum_{F,G} FG(z_1, z_2, t) \hat{F}_G(z_1) \hat{G}_F(z_2) |0\rangle$$

where $FG \in \{EE, PP, SS, EP, PE, ES, SE, PS, SP\}$ denote all possible two-particle wave functions corresponding to excitations in the electric field ($E$), the optical polarization ($P$), and the spin polarization ($S$). We then simulate the propagation of the pulse from free space into the Rydberg gas by considering a space-dependent atomic coupling strength $g^2 n = g^2 n(z)$, where we use a step function for $n(z)$. To take care of the EIT pulse compression for small group velocities we use an adaptive spatial grid spacing. In Fig. 3(a), b) we show two snapshots of the time evolution of the $EE(z_1, z_2)$ component incident into the medium at the lower left corner ($z_{1/2} = 0$) and propagating along the diagonal to the upper right corner of the pictures. As can be seen from the figure in the considered off-resonant regime the wave packet splits at the medium boundary into two parts separated by the off-resonant blockade radius $a_B$, indicating a photon antibunching as shown for the resonant case in \cite{29}. However, after longer propagation inside the medium the separated parts move even further apart due to the repulsive interaction on length scales $\Delta z \gg a_B$.

The results in Fig. 3 verify the expected time evolution governed by Hamiltonian \cite{31}. This can be seen from Fig. 3(c), where we compare a cross section (blue solid line) of the evolved pulse to the two-excitation ground state of the effective Hamiltonian (yellow dashed line) calculated by employing periodic boundary conditions. For illustrative purposes we have periodically continued the ground-state wave-function in the plot (yellow dash-dotted line).

We recognize two important things: First, we find a remarkably good agreement of the numerically evolved wave-packet to the ground state of the effective Hamiltonian up to a length scale of $\sim \pm 2a_B$. Secondly, contrary to \cite{12}, we do not find a localized two-particle excitation around $r = 0$ (bound state). That the final state of the evolution is so close to the ground state is somewhat unexpected since the initial wave-packet contains many highly excited components. The presence of a finite EIT frequency window sets some upper bounds on the energy of the polaritons. Since the system is not integrable, we can assume that the polaritons quickly thermalize after entering the interacting medium. However, as can be seen from comparison with the red (dash-) dotted curves in Fig. 3 estimating the temperature by the EIT transmission window \cite{11} is much too high. A possible explanation of this is the presence of a mechanism similar to evaporative cooling. The high-energy modes of the Rydberg dark-polariton modes are preferentially coupled to bright-polariton modes and decay or propagate away. A full analysis of this mechanism is...
Let us briefly comment on the fact that we do not see bunching of photons in the numerical simulations of the full Maxwell-Bloch equations as in [28]. We here consider the case $mc_B > 0$, where the effective Hamiltonian [31] does not have bound states which could explain the observed bunching. The full set of Maxwell-Bloch equations on the other hand should reproduce the bunching. However, our simulation is run in a regime with much larger optical depth per blockade $OD_B$ as in [28]. As will be discussed elsewhere [27], in this regime not a single, but many bound states exist which cannot be excited, however, by the incident photon pulse. For values of $OD_B$ much smaller than considered in the present paper we also find bunching in our numerics.

IV. GROUND STATE PROPERTIES OF EFFECTIVE HAMILTONIAN AND LUTTINGER LIQUID APPROACH

We have seen in the previous section that a finite-length light pulse entering an EIT medium with Rydberg interactions with large optical depth per blockade $OD_B$ generates a many-body state of Rydberg dark-state polaritons with an energy close to the ground state of the effective Hamiltonian [31] in the moving frame. In this section we will discuss the ground-state properties of this Hamiltonian using numerical DMRG simulations as well as a Luttinger-liquid approach.

A. DMRG ground state simulations

The physics of [31] is governed by an interplay of kinetic energy contribution trying to delocalize the massive particles and polariton-polariton interaction leading to spatial order. Note that the effective mass [29] can be negative, depending on the sign of the detuning $\Delta$. We assume in the following that the product of $mC_B$ has always a positive sign, corresponding to a repulsive interaction. To analyze the interplay between kinetic and interaction energies we calculated ground state correlations using the density matrix renormalization group [30]. Specifically we calculate single- and two-body correlation functions for different interaction strengths, quantified by the dimensionless parameter $\Theta$, which is defined as the ratio of interaction energy at average inter-particle distance $1/\rho_0$ compared to the Fermi energy [40],

$$\Theta = \frac{(\rho_0 a_B)^4}{4\pi^2 \Delta^2} \left( \frac{\gamma}{\Delta} \right)^2 OD_B^2.$$ (32)

In Fig. 4 we show density-density and first order correlations calculated by DMRG. For short distances the density-density correlations are strongly suppressed, i.e., $g^{(2)}(0) = 0$, indicating the photon blockade of two copropagating excitations. For small $\Theta$ corresponding to weak interactions the first order correlation functions govern the long-range behavior, indicating a superfluid state. Increasing the interaction strength leads to a strongly pronounced and slowly decaying density wave (CDW) with fast decaying first order correlations. From the plot we can extract a power law decay $z^{-\beta}$ for distances larger than.

1/\rho_0. Note that for $z\rho_0 \gtrsim 4$ finite size effects influence the results. Due to the low dimensionality ($d = 1$) of the model no slower-than-power law decay of correlations can be found, i.e., the model cannot exhibit true crystalline order. However, the latter can in principle be created by engineering an additional lattice potential, i.e., a space-dependent two-photon detuning for the polaritons leading to a sine-Gordon like model for commensurate fillings. This model exhibits a quantum phase transition to a gapped phase with true crystalline order [41][42].

B. Luttinger liquid approach

The low energy physics of a gapless one-dimensional system can be described in terms of a Luttinger liquid (LL) model. Assuming that we have a state of $N$ polariton excitations in a frame moving with group velocity $v_g$ distributed over length $L$ yields an excitation density of $\rho_0 = N/L$. Working in the far off-resonant regime, spontaneous decay can be neglected after an initial transient and the repulsive interaction suppresses the coupling to the bright-state polariton loss channels. Therefore the number of polaritons can be assumed to be constant. Following standard LL theory [42] we express the bosonic polariton field $\Psi(z)$ by fields $\phi(z)$ and $\theta(z)$ representing density and phase fluctuations of the long-lived sound-modes, respectively. The density of the polariton...
field transforms as \( \hat{\rho}(z) = \hat{\Psi}^\dagger(z) \hat{\Psi}(z) = -\partial_z \phi(z)/\pi \). Writing the system Hamiltonian in terms of \( \phi(z) \) and the canonically conjugate mode \( \Pi(z) = \partial_z \theta(z)/\pi \) yields the LL Hamiltonian

\[
H_{LL} = \frac{1}{2\pi} \int dz \left[ v_s K (\pi \Pi(z))^2 + \frac{u}{K} (\nabla \phi(z))^2 \right]. \tag{33}
\]

The Hamiltonian is fully defined by two parameters, the speed of sound \( v_s \) and the Luttinger parameter \( K \). The \( K \) parameter universally determines the long-range behavior of the ground state correlation functions. In particular, the equal time density-density correlations are given by \([32]\)

\[
\langle \rho(z) \rho(0) \rangle = \rho_0^2 - \frac{K}{2} \frac{1}{z^2} + A_2 \rho_0^2 \cos(2\pi \rho_0 z) e^{-2G_{\phi \phi}(z)},
\]

where \( G_{\phi \phi}(z) \equiv \langle [\phi(z) - \phi(0)]^2 \rangle \) and \( A_2 \) is a non-universal amplitude that has to be determined numerically from the microscopic model. We are particularly interested in the last term that oscillates spatially with the period \( 1/\rho_0 \) corresponding to a charge-density wave (CDW). The spatial decay of the CDW is governed by the correlation function \( e^{-2G_{\phi \phi}(z)} \) which in the ground state is given by a power law \( (\alpha/z)^{2K} \) with exponent \( 2K \) and a short distance cutoff \( \alpha \), which we choose to be the shortest length scale which is typically the average distance of excitations \( \rho_0^{-1} \). In contrast to this the ground state first order correlation function describing superfluid order is given by

\[
\langle \hat{\Psi}^\dagger(z) \hat{\Psi}(0) \rangle = \rho_0 A_1 \left( \frac{\alpha}{z} \right)^{1/2K},
\]

where the amplitude \( A_1 \) is also non-universal.

C. Quasi-Crystalline state under stationary EIT conditions

The long-range behavior of first order \([35]\) and density-density correlations \([34]\) are in the ground state both given by a power law with exponents \( 1/2K \) and \( 2K \), respectively. Comparing this with Fig. 4 shows that they both agree qualitatively well with the DMRG results. Depending on \( K \) either superfluid (first-order) \( (K \gg 1/2) \) or the CDW \( (K \ll 1/2) \) dominate the long-range nature of correlations, where the point \( K = 1/2 \) marks the crossover point, where both correlations decay with an exponent 1. For realization of a quasi-crystalline state a regime \( K \ll 1 \) has to be realized. Notice that the long-range interaction yields a \( K \)-parameter smaller than 1 for a sufficient interaction strength, indicating more pronounced density correlations than free fermions which is the strongest that can be achieved for \( \delta \)-interacting bosons \([32]\), e.g., photons interacting via a Kerr nonlinearity \([33, 34]\).

For our model \([31]\) the dependence of the \( K \)-parameter as a function of microscopic parameters cannot be given analytically, but has to be determined numerically. We can extract \( K \) from DMRG simulations, where we calculated the compressibility \( \chi^{-1} = \rho_0^2 \frac{\partial \mu}{\partial \rho_0} = \rho_0^2 L \frac{\partial E}{\partial N} \). From this we get the ratio \( K/v_s = \pi \rho_0^2 \chi \) and together with the product \( v_s K = \pi \rho_0/m \)

which is constant for any Galilean invariant system \([32]\) we can extract the \( K \)-parameter as a function of the dimensionless parameter \( \Theta \), \([32]\). In the case of power law interactions an approximate analytical formula for the \( K \)-parameter has been given in \([35]\), which is asymptotically correct for small and large \( \Theta \),

\[
K = \left( 1 + \frac{\pi^4}{45} \Theta \right)^{-1/2}. \tag{36}
\]

From this we can estimate the experimental requirements for reaching the strongly interacting regime \( (K \ll 1) \) under stationary EIT conditions. An important restriction of stationary EIT is set by the Rydberg blockade: When two excitations get closer than the EIT blockade radius \( a_B \), eq.(16), they are either absorbed or transformed into fast propagating bright-state polaritons which escape. Thus the excitation density is limited due to photon blockade to values

\[
\rho_0 a_B \leq 1 \tag{37}
\]

and in the regime of small \( K \) we have \( K \sim \text{OD}_B^{-1} \) indicating that even for a \( \rho_0 a_B \approx 1 \) the required optical depth is orders of magnitude higher than experimentally feasible \([11]\), cf. Fig. 5. Moreover, increasing \( \text{OD}_B \) by changing the blockade distance \( a_B \) requires a smaller excitation density \( \rho_0 \) for fixed \( \rho_0 a_B \) and thus limits the number of excitations in a medium with a finite length such that in the limit \( \text{OD}_B \gg 1 \) only a single excitation would be allowed inside the medium for stationary EIT driving.
V. REACHING THE STRONGLY INTERACTING REGIME: LIGHT STORAGE IN RYDBERG GASES

A. frequency pulling in adiabatic slow-down of Rydberg polaritons

The problems to reach the required conditions for quasi-crystalline order of Rydberg polaritons under stationary EIT conditions can be overcome using a dynamical protocol, i.e., by considering light storage or dynamical slow down of polaritons while inside the medium. One recognizes from (16) that during slow down and ultimately light storage the EIT blockade radius \(a_B \approx \Omega^{-1/3}\) would diverge. Naively one would expect that as a consequence the smallest possible distance between Rydberg polaritons diverges as well, when the group velocity goes to zero. Remarkably this is not the case. To see this let us consider the dynamics of a dark-state polariton during storage with a finite two-photon detuning \(\delta\), resulting, e.g., from a second nearby Rydberg excitation. As has been shown in [36] a small two-photon detuning causes a time-dependent phase shift (chirp) of the dark-state polariton during slow down:

\[
\Psi(z,t) = \Psi \left( z - c \int_0^t d\tau \cos^2(\tau), 0 \right) \times \exp \left\{ i\delta \int_0^t d\tau \sin^2(\tau) \right\}. \tag{38}
\]

As a consequence the spectrum of the probe field \(E(z,t) = \cos \theta(t) \Psi(z,t)\) assuming a slowly varying mixing angle \(\theta(t)\) can be expressed as

\[
S(z,\omega) = \int_{-\infty}^{\infty} d\tau e^{-i\omega \tau} \langle E^\dagger(z, t) E(z, t - \tau) \rangle
= S \left( 0, \frac{1}{\cos^2 \theta(t)} \left( \omega - \delta \sin^2 \theta(t) \right) \right). \tag{39}
\]

One recognizes two effects: First, there is a spectral narrowing proportional to \(\cos^2 \theta(t)\), which guarantees that during light storage the pulse spectral width remains less than the EIT transparency window (11), if it did so at the beginning of the storage process [37]. Secondly, and more importantly in the present context, there is a pulling of the center frequency of the pulse towards the two-photon resonance

\[
\delta(t) = \delta_0 \cos^2 \theta(t). \tag{40}
\]

This effect has been observed experimentally in [38] and is responsible for the fact that the two-photon linewidth of EIT light storage [36]

\[
\delta_{2ph} = \frac{\Omega^2}{|\Gamma|} \tag{41}
\]

is determined by the collective Rabi frequency \(\Omega_c\) rather than the control-field Rabi frequency \(\Omega(t)\). (Here \(\Gamma = \gamma + i\Delta\) and we have set the optical depth \(\text{OD} = 1\).)

As a consequence of this the minimum distance of two Rydberg polaritons is not given by the EIT blockade distance, (16), but by the critical distance

\[
a_c = \sqrt[3]{\frac{C_6 \Gamma}{\Omega^2}}. \tag{42}
\]

We have verified this by two-particle simulations, which are illustrated in Fig. [7] Shown is the spin-spin component of an initial two-photon wave-packet propagating in an EIT medium with Rydberg interactions as in section [31] After an initial transient an avoided volume is formed corresponding to the blockade radius \(a_B(\Omega_0)\) given by the initial drive-field Rabi-frequency \(\Omega_0\) and larger than the critical distance \(a_c\). When the drive field is adiabatically turned to zero as shown in the inset, the EIT blockade radius \(a_B(\Omega(t))\) increases and eventually diverges. The avoided volume stays however approximately constant.

Therefore adiabatic slow down of Rydberg polaritons allows to increase their effective mass and thus the ratio of interaction energy to kinetic energy, \(\Theta\), without reducing the polariton density \(\rho_0\). In this way it is possible to enter the interesting regime of strong interactions between Rydberg dark-state polaritons!

B. Time-dependent Luttinger liquid approach

In the previous section we have shown that by employing a time-dependent protocol a regime of strongly interacting polaritons with \(K \ll 1\) can be reached, as opposed to a continuous driving. Through two-photon simulations we have validated that during storage the polaritons are separated by the
finite distance $a_c$. The ground state in the regime $K \ll 1$ is strongly correlated as we have shown in section IV A. However, since the Luttinger liquid is gapless the quench from weakly to strongly interacting regime cannot be fully adiabatic. Nevertheless, as will be shown in the following a state with long-range CDW correlations that extend over a finite length can be prepared.

To analyze the many-body polariton dynamics we calculate the time evolution of the correlation functions (44) starting from a given (weakly interacting) initial state which we assume to have been prepared under stationary EIT conditions. To get the correlation functions after storage we apply a time-dependent Luttinger theory as in (39).

Storing the polaritons by tuning the control field $\Omega$ to zero leads to time-dependent parameters $K(t)$ and $v_s(t)$, where we can calculate their time-dependence from the effective mass analytically using (36) and also numerically from exact DMRG simulations (Fig. 5). We follow standard bosonization procedure and decompose the canonically conjugate fields $\Phi$ and $\Pi$ into bosonic momentum modes $[b_p, b^\dagger_p] = \delta_{p,q}$. This transforms the Hamiltonian (33) to

$$\hat{H}_{LL} = \frac{v_s(t)}{2} \sum_{p \neq 0} [p] \left[ w(t)|b_p|^2 b_p - \frac{g(t)}{2} \left( b_p b^\dagger_{-p} + b^\dagger_p b_{-p} \right) \right],$$

where $w(t)$ and $g(t)$ are given by the LL parameter as $K(t) = K^{-1}(t)$, respectively. The time evolution of the system can then be calculated by solving the Heisenberg equations of motion for the bosonic modes which are given as

$$i\partial_t \left( \begin{array}{c} b_p \\ b^\dagger_{-p} \end{array} \right) = \frac{v_s(t)|p|}{2} \left[ \begin{array}{c} w(t) - g(t) \\ g(t) - w(t) \end{array} \right] \left( \begin{array}{c} b_p \\ b^\dagger_{-p} \end{array} \right).$$

This is a system of coupled differential equations each coupling the momentum modes $b_p$ and $b^\dagger_{-p}$. Performing a time-dependent Bogoliubov transformation $b_p = u_p(t) b_p(0) + v_p(t) b^\dagger_{-p}(0)$ and an analog transformation for $b^\dagger_{-p}$ maps the operator time dependencies to the Bogoliubov coefficients $u_p(t)$ and $v_p(t)$. Applying these transformation to the Heisenberg equations (44) leads to coupled differential equations for the coefficients. Defining $R_p = (u_p(t), v_p(t))^t$ these can be written as

$$i\partial_t R_p = M_p(t) R_p, \quad M_p(t) \equiv \frac{v_s(t)|p|}{2} \left( \begin{array}{cc} w(t) - g(t) & g(t) - w(t) \end{array} \right).$$

In general these equations cannot be solved analytically. Since the matrix $M_p(t)$ is time-dependent, a transformation $S_p$ which diagonalizes $M_p(t)$ is in general time-dependent itself and thus leads to nonadiabatic corrections. These corrections introduce again an off-diagonal coupling of the transformed variables $R^{(1)}_p \equiv S^{-1}(t) R_p$. To find the corrections due to this off-diagonal coupling we calculate the matrix $S_p$ such that $S^{-1}(t) M_p(t) S_p = M_p(t)$ is diagonal and transform equation (45) accordingly. We find that the diagonal entries of the resulting matrix $M_p(t)$ are then given by $\pm |p| v_s(t)$, whereas the off-diagonal couplings $S^{-1} b_p$ are given by $-iK(t)/2K(t)$. The latter can be neglected if

$$|p| \gg \frac{K(t)}{2K(t) v_s(t)}. \quad (46)$$

For a fully adiabatic dynamics this condition has to be fulfilled for all relevant modes $p$ at all times. However, this is impossible for all momentum modes since the Hamiltonian (33) is gapless. Nevertheless, bounding the timescale of changing $\hat{K}(t)$, i.e., of storing the polaritons, gives rise to a momentum scale $p_c$ such that all large momentum modes $|p| \geq p_c$ fulfill (46) at all times. We divide the set of momentum modes into two parts $|p| \geq p_c$ and $|p| < p_c$ which gives rise to two spatial regimes. On small length scales corresponding to large momentum modes the correlations can adiabatically follow the change of parameters while on large length scales corresponding to small momentum modes they stay frozen in the initial state. This simple argument yields a length scale $L_0 \sim 1/p_c$ marking the crossover between the two regimes.

A better estimate for the crossover-length between adiabatic and diabatic behavior can be found as follows: Correlations in real space propagate at the speed of sound $v_s$, i.e., turning $v_s \sim \sqrt{K(t)}$ to zero during light storage freezes the correlations. Performing the storage in finite time lets correlations propagate up to a certain length scale $L_{\text{corr}}$ marking a crossover between an adiabatic regime, where the correlations follow the storage to a diabatic regime which shows the initial correlations. This length scale is given by the integral over the speed of sound

$$L_{\text{corr}} = \int_0^\infty \text{d} t \, v_s(t), \quad (47)$$

which we will calculate for a particular time-dependence in the following.
Let us now discuss a particular time-dependence of the parameters, which allows for a semi-analytic solution of the time-dependent Luttinger model. To this end, we use the approximate dependence of $K$ on the mass from equation \(56\) to introduce a time-dependence of the $K$-parameter via $\Theta(t)/\Theta_0 = \Omega(t)^2/\Omega(t)^2$. Furthermore, we iterate the diagonalization procedure, i.e., we find a Matrix $S_p^{(1)}$ that diagonalizes $M_p^{(1)}$. The off-diagonal corrections in this second-order adiabatic diagonalization are then given by the time derivative

$$\pm \frac{d}{dt} \left( \frac{K}{K_{\nu_s(t)}} \right). \quad (48)$$

For a Galilean invariant system we can express the speed of sound in terms of $K$ and $m$ via $v_s = \pi \rho_0/mK$. Plugging this into \(48\) and making use of the fact that $K$ and $m$ have a unique relation, we can find a special time dependence of $K(t)$ (or equivalently $m(t)$) such that expression \(48\) vanishes for all times. This yields a differential equation for $K(t)$ which has the solution

$$K(t) = e^{-acosh(t/\tau+C)}, \quad (49)$$

where $C = \frac{1}{2}(K_0 + 1/K_0)$. With this we can calculate the critical momentum $p_c$ defined by the expression on the right of the inequality \(43\).

$$p_c = \left| \frac{\dot{K}(t)}{K(t)\nu_s(t)} \right| = \frac{1}{\pi \rho_0 \eta \tau} = \frac{1}{L_0} = \text{const.}, \quad (50)$$

which now constant in time. We can express the crossover length $L_0 = \frac{\pi}{2\rho_0 \alpha_0^2} v_s(0) \rho_0^2 \Delta^2 \tau$ in terms of the parameters $\rho_0 \alpha_0^2$ and $\Delta^2$ describing the initial conditions.

For the maximal distance up to which correlations can build up during the storage protocol we find

$$L_{\text{corr}}(t) = \int_0^t ds \nu_s(s) = \frac{L_0}{2} \ln \left( \frac{K(0)}{K(t)} \right). \quad (51)$$

Apart from logarithmic corrections the maximal distance is given by $L_0/2$, allowing in principle for a large correlation length $L_{\text{corr}}$, if $K(t) \ll K(0)$. However, for large times $t$ the $K$-parameter vanishes like $K(t) \rightarrow \frac{\tau}{2\tau}$, i.e., it takes long times to reach small $K$ values. This limits the maximal $L_{\text{corr}}(t)$ in practical realizations of the protocol.

Switching off the control field such that $K$ gets tuned to zero according to \(49\), the off-diagonal coupling of the twice transformed equations vanishes and we can integrate the differential equations to get the solution

$$R_p^{(2)}(t) = \begin{pmatrix} e^{-\xi(t)/L_0} & 0 \\ 0 & e^{\xi(t)/L_0} \end{pmatrix} R_p^{(2)}(0) \quad (52)$$

where $\xi(t) = \frac{1}{2\xi_{\text{corr}}(t)} \sqrt{p^2 L_0^2 - 1}$. It is now straightforward to calculate the time evolution of the operators $b_p(t)$ and $b_p(t)$ by inverting the transformations.

D. Correlation functions

To calculate the time evolution of the correlation functions we have to assume an initial state. The two-photon initial state we find under stationary EIT conditions is close to the two-polariton ground state. Thus we assume in the following as initial state the ground state or a low-temperature thermal state. The initial time-independent LL-Hamiltonian for $t \leq 0$ can be diagonalized by means of a Bogoliubov transformation which is given by the transformation $S = S_p^{(0)}$ as defined above, yielding the Hamiltonian

$$\hat{H} = \frac{1}{2} v_s(0) \sum_{p \neq 0} |p| \gamma_p^\dagger \gamma_p. \quad (53)$$

If the initial state is the ground state ($T = 0$) or a thermal state ($T > 0$) of this Hamiltonian the initial correlation functions are given by

$$\langle \gamma_p \gamma_q^\dagger \rangle = \delta_{p,q} \coth \left( \frac{v_s |p|}{2L_T} \right), \quad (54)$$

where $L_T$ denotes the thermal length corresponding to a finite temperature $T$.

To begin with, we consider the case $T = 0$. Using the initial correlations \(54\) in this case and transforming back to operators $b_p^\dagger$, $b_p$ we calculate the time-dependent correlation functions, in particular the equal time density-density correlations which are in Luttinger liquid theory universally given by equation \(43\). The time-dependent correlator $G_{\phi \phi}$ for our protocol is now given by

$$G_{\phi \phi}(t) = \int \frac{dp}{p} (1 - \cos(pz)) \langle (b_p^\dagger + b_{-p})(b_{-p}^\dagger + b_p) \rangle$$

$$= K(t) \int_0^\infty dp \frac{e^{-ap}}{p} (1 - \cos(pz))$$

$$\times \left[ 1 + \frac{1 - \cos(2\xi(t)/L_0)}{L_0^2 p^2 - 1} - \frac{\sin(2\xi(t)/L_0)}{\sqrt{L_0^2 p^2 - 1}} \right] , \quad (55)$$

where we introduced a cutoff $\alpha$ to treat UV divergences. The full integral can only be evaluated numerically, but we can analyze the limiting cases for small and large momenta $p$ giving us asymptotic results for large and small moments $z$, resp. Since $L_{\text{corr}}(t)$ grows only logarithmically with $K(t)$ we assume $L_{\text{corr}}(t) \approx L_0$. For $p L_0 \gg 1$ the terms $\cos(2\xi/L_0)$ and $\sin(2\xi/L_0)$ oscillate quickly and thus average to zero. The remaining integral can be calculated analytically and gives the fully adiabatic correlations

$$G_{\phi \phi} = -K(t) \ln \left( \frac{\alpha}{z} \right) + \text{const.} \quad (56)$$

leading to a power law in the density-density correlations as in the initial ground state but now decaying with the much smaller exponent $2K(t) \ll 1$, thus indicating a quasi-crystalline order. For $p L_0 \ll 1$, on the other hand, $\xi(t)$ becomes purely imaginary and approximates to $\ln(K(t)/K(t))$ such that the last line in \(55\) approximates to $K(t)/K(t)$ cancelling.
the prefactor \( K(t) \) and indicating a power law decay with the initial exponent \( 2K(0) \). These limits agree with the crossover from an adiabatic to a diabatic regime which we expected from the gaplessness of the model.

We calculate the density-density correlation function (55) after the storage numerically and compare it to a full numerical integration of the time evolution using interpolated \( K(\Theta) \) to the analytical result (55) using formula (36), where we fix the initial \( \Theta_0 \) for both results. The correlation function shows a crossover from an adiabatic regime, where the spatial decay fits well to a Gaussian function, to a diabatic regime, showing a power law with initial exponent \( 2K_f \). The dashed vertical lines indicate the distance \( z = L_{corr} \). Inset: Plotting the correlations on linear scale show that for small distances the correlation functions are well described by a Gaussian function with the width \( \sigma = L_{corr} \).

We plot the distance in units of the length \( L_{stor} \), defined by the distance a wave-packet propagates during the storage protocol, which we will introduce below.

The correlations show the expected crossover at length scale \( L_{corr} \) from an adiabatic to a diabatic regime, where asymptotically the correlation function decays as a power law with initial exponent \( K_0 \). Note that we choose the same initial \( \Theta_0 \) for both, analytical and numerical calculation, which yields different initial \( K_0 \), since the analytic calculations use the approximate relation between \( K \) and \( \Theta \). As can be seen from the inset in Fig. 8 the adiabatic spatial regime is well described by a Gaussian profile \( \exp\left(-2G_{\phi \phi}(z)\right) \). From fitting this profile to the calculated correlations we can extract the full width at half maximum \( \sigma \) of the Gaussian giving the value where the amplitude of density-density correlations has dropped to 1/2, yielding a length scale for the crossover from adiabatic to diabatic regime corresponding to \( L_{corr} \).

In experimental realizations of the proposed scheme only finite medium lengths are available. Thus the time scale \( \tau \) of the protocol has to be limited such that the distance the polaritons travel during storage is less than the medium length. During the protocol (49) the polaritons propagate the distance

\[
L_{stor} = \int ds \, v_g(s) \leq v_g(0) \Theta_0 K_0 \tau.
\]  

As for a finite system this scale is ultimately limited, we compare \( L_{stor} \) to the correlation length scale \( L_{corr} \). The timescale \( \tau \) drops out and we get the best possible \( L_{corr} \) for a given \( L_{stor} \) as

\[
\frac{L_{corr}}{L_{stor}} = \frac{\pi^4 \rho_0 L_{abs} |\Delta|}{45} \ln \left( \frac{K_0}{K_f} \right),
\]  

where the initial \( K_0 \) is also dependent on \( \rho_0 a_B \) and \( OD_B \). A feasible \( K_0 \) can be read off Fig. 5 showing that it is possible to get strong correlation functions on the order of the medium length for sufficiently small final \( K_f \).

F. Corrections

In the following we consider corrections to the results due to deviations of the initial state from the ground state and additional losses during storage due to nonadiabatic couplings.

Initial excitations. As we have shown numerically the initial state created under stationary propagation of a two-photon pulse into a Rydberg medium is close to the ground-state. As the Rydberg polaritons can only be excited inside the EIT window (11) we can estimate the maximum allowed momentum fluctuations by \( |k| \leq |k_{max}| = \Omega_c^2/|\Gamma|c \). Excitations with a kinetic energy corresponding to \( k > k_{max} \) couple to bright-state polariton degrees of freedom which propagate almost at the vacuum speed of light, or, in the case of near single-photon resonance, are absorbed and thus quickly disappear. Therefore, modeling excitations of the initial state within the EIT window by a finite initial temperature, we can estimate an upper bound for this temperature by \( k_B T_0 \leq (\Omega_c^2 + g^2 \sqrt{n})/2m|\Gamma|c \), yielding a thermal length scale (41) of \( (k_B = 1) \)

\[
L_T \geq \frac{v_g K}{\pi T} = 2\rho_0 a_B \frac{|\Delta|}{\gamma} \frac{1}{OD_B}.
\]  

We then take the thermal excitations into account in the initial correlation functions (54) of the time-dependent Luttinger calculation. The thermal length scale \( L_T \) marks a crossover of the initial state from power law decay of the spatial correlation functions to an exponential decay (41). We again calculate the time evolution of the density-density correlation functions during the storage and plot the resulting functions in Fig. 10. We find that while the correlation function of the thermal initial state decays exponentially for \( z \gg L_T \), the correlation function after storage shows adiabatic following for a region
totically approaches the zero-temperature result of our model is guaranteed as long as the initial pulse spec-

erfections. If sufficiently slow, if shown in Fig. 9

Numerically we find that this condition holds as long as \( L \) can be seen, for small thermal length scales the resulting correlation length scale is given by this geometric mean and saturates asymptotically to \( L_{\text{corr}} \) for \( L_T \gg L_{\text{corr}} \).

Figure 9. Correlation length scales after storage for a thermal initial state. The red squares show the thermal length scale from a Gaussian fit to the correlation function \( \exp\{-2G_{\phi\phi}(z)\} \), which we compare to the geometric mean of \( L_T \) and \( L_{\text{corr}} \) for initial ground state. As can be seen, for small thermal length scales the resulting correlation length scale is given by this geometric mean and saturates asymptotically to \( L_{\text{corr}} \) for \( L_T \gg L_{\text{corr}} \).

Figure 10. Correlation function \( \exp\{-2G_{\phi\phi}(z)\} \) for a fixed finite initial Temperature \( T_0 \) and two different crossover length scales. The resulting crossover increases with \( L_0 \). Vertical lines correspond to the length scales \( L_0 = 21.6 \) and larger \( L_T \). In particular by fitting a Gaussian to the correlation function and extracting the crossover length scale, we find that after storage instead of the \( T = 0 \)-correlation length \( L_{\text{corr}} \) the relevant length scale is \( L_{\text{corr},T} \) which is

\[
L_{\text{corr},T} = \frac{1}{2} \sqrt{L_{\text{corr}} L_T}. \tag{60}
\]

Numerically we find that this condition holds as long as \( L_T \lesssim 2L_{\text{corr}} \), while for large initial thermal length, \( L_{\text{corr},T} \) asymptotically approaches the zero-temperature result \( L_{\text{corr}} \). This is shown in Fig. 2.

From this we conclude that if the storage can be done sufficiently slow, if \( L_{\text{stor}} \) is sufficiently large, a finite range Wigner crystal can be created despite initial thermal excitations or imperfections.

Non-adiabaticity effects. In a \( \text{cw} \) experiment the validity of our model is guaranteed as long as the initial pulse spec-

tral width fits well inside the EIT window defined by condition (11). For storage, i.e., a time-dependent control field, however, we have to modify condition (11) and additionally consider \( \theta \ll \sin \theta \cos \theta |\Gamma_{\text{eff}}| \). This restricts the time scales on which the input pulse can be stored. For our specific protocol the nonadiabatic coupling \( \sim \theta \) is bounded by its value at \( t = 0 \). We find

\[
\frac{2K_0}{(K_0^2 - 1)^2} \ll \frac{\gamma}{|\Gamma|} \frac{c \tau}{L_{\text{abs}}}. \tag{61}
\]

Solving for \( \tau \) and using the fact that the maximal allowed \( \tau \) is bounded by the condition that the polaritons may maximally propagate the system length during storage, i.e., \( L_{\text{stor}} \leq L \) we can write this condition as lower bound on the total optical depth of the system,

\[
\text{OD} \gg \frac{90|\Gamma|v_g(0)}{\pi^2 \gamma c} \frac{1}{1 - K_0^2}, \tag{62}
\]

which obviously diverges for \( K_0 \to 1 \). However, as we can read off from Fig. 3 an initial \( K_0 < 0.8 \) is experimentally feasible for stationary EIT conditions. Assuming \( |\Gamma|v_g(0)/\gamma c \lesssim 1 \) we find \( \text{OD} \gg 3 \), which is easily achievable in current experimental realizations [12].

**SUMMARY**

In summary, we derived an effective model for the interaction of photons in a gas of Rydberg atoms under conditions of electromagnetically induced transparency (EIT) in particular in the regime of large optical depth per blockade distance, \( \text{OD}_{\text{B}} \gg 1 \). We showed that under paraxial propagation conditions and for sufficiently low densities of excitations the system can be described by an effective model of a single species of quasi-particles, called Rydberg polaritons, which becomes one-dimensional, if the transverse beam diameter is less than the EIT blockade radius. For sufficiently large inter-particle distances Rydberg polaritons behave as massive Schrödinger particles with repulsive van der Waals type interactions. For shorter distances there is a coupling of dark- to fast propagating bright-state polaritons, which gives rise to an effective loss-mechanism for Rydberg polaritons [12]. For an off-resonant excitation scheme with finite single-photon detuning also bound two-particle states exists. As will be discussed in detail elsewhere [27] these states can not be excited for large \( \text{OD}_{\text{B}} \) from an initial light field and thus were not considered here. We derived conditions where the losses in the effective Rydberg polariton model are negligible and we can use an effective Hamiltonian. The ground-state properties of this Hamiltonian were analyzed using numerical DMRG simulations and in terms of a Luttinger liquid model. We showed that the regime of strong interactions, quantified by the ratio of interaction to kinetic energy \( \Theta \gg 1 \) is very difficult to reach under stationary EIT conditions. Increasing the strength of the Rydberg interaction leads to an increase of the EIT blockade distance, which prevents to reach sufficiently large polariton densities to enter the strong-interaction regime. However,
making use of a dynamical slow-down of Rydberg polaritons while propagating inside the medium or a storage protocol of polaritons in stationary spin excitations allows to decrease the kinetic energy by increasing their effective mass without reducing the quasi-particle density. In this way it is possible to generate a quasi-crystalline or a charge-density wave (CDW) state of stored photons, which is a highly non-classical state consisting of an ordered string of single-photon wave-packets. This state can be observed by either nonadiabatic release of the stored excitations into a train of single photons or by direct imaging of the Rydberg ensemble as in [42]. We analyzed this storage in terms of a time-dependent Luttinger liquid model and showed that the gapless model leads to a spatial crossover in the CDW correlations between an adiabatic regime, exhibiting strong spatial correlations and a diabatic regime, where the correlations show the initial power-law decay.
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