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Abstract—The popularity of deep learning techniques renewed the interest in neural architectures able to process complex structures that can be represented using graphs, inspired by Graph Neural Networks (GNNs). We focus our attention on the originally proposed GNN model of Scarselli et al. 2009, which encodes the state of the nodes of the graph by means of an iterative diffusion procedure that, during the learning stage, must be computed at every epoch, until the fixed point of a learnable state transition function is reached, propagating the information among the neighbouring nodes. We propose a novel approach to learning in GNNs, based on constrained optimization in the Lagrangian framework. Learning both the transition function and the node states is the outcome of a joint process, in which the state convergence procedure is implicitly expressed by a constraint satisfaction mechanism, avoiding iterative epoch-wise procedures and the network unfolding. Our computational structure searches for saddle points of the Lagrangian in the adjoint space composed of weights, nodes state variables and Lagrange multipliers. This process is further enhanced by multiple layers of constraints that accelerate the diffusion process. An experimental analysis shows that the proposed approach compares favourably with popular models on several benchmarks.
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1 INTRODUCTION

NOWADAYS several real-world problems can be efficiently approached with Neural Networks, ranging from Computer Vision to Natural Language, from Bioinformatics to Robotics. In the last decade, following the success of Deep Learning, neural models gained further popularity both in the scientific community and in the industry. Artificial Neural Networks are very flexible models with proved approximation capabilities, and their original processing and learning schemes have been extended in order to deal with structured inputs. While the original feed-forward model is able to process vectors of features as inputs, different architectures have been proposed to process sequences (Recurrent Neural Networks [1], [2]), groups of pixels (Convolutional Neural Networks [3]), directed acyclic graphs (Recursive Neural Networks [4], [5]), and general graph structures (Graph Neural Networks [6]). These models generally share the same learning mechanism based on error BackPropagation (BP) through the network architecture, that allows the computation of the gradient of the cost function with respect to the connection weights. When processing structured data the original BP schema is straightforwardly extended by the process of unfolding, that generates a network topology based on the current input structure by replicating a base neural network module (e.g. BP Through Time, BP Through Structure). However, recently, some authors [7], [8] proposed a different approach to learning neural networks, where neural computations are expressed as constraints and the optimization is framed into the Lagrangian framework. These algorithms are naturally local and they can be used to learn any computational structure, both acyclic or cyclical. The main drawback of these methods is that they are quite memory inefficient; in particular, they need to keep extra-variables for each hidden neuron and for each example. This makes them inapplicable to large problems where BP is still the only viable option.

Graph Neural Networks (GNNs) are neural models that are able to process input data represented as graphs. They exploit neural networks to learn task-dependent representations of the nodes of a graph, taking into account both the information that is locally attached to each node and the whole graph topology. The seminal work by Scarselli et. al [6], which henceforth will be denoted with GNN*, is based on a pair of functions whose parameters (weights) are learned from data, that are the state transition function and the output function. In a recent survey on Graph Neural Networks [9], such model is classified as Recurrent GNN (RecGNN), due to the specific properties of their learning process. In particular, the learning process of GNN* requires, for each training epoch, an iterative diffusion mechanism that is repeated until it converges to a stable fixed point [6], requiring a multi-stage optimization procedure that is computationally expensive and less practical than models based on gradient-based optimization. The iterative process can be early stopped to speed-up the computation, but this ends up in limiting the quality of the outcome of the local encoding learned by the GNN*, virtually reducing the depth of the diffusion along the graph of the information carried by each node. In this paper, we propose a new learning mechanism for GNNs that is based on a Lagrangian formulation in which the relationship between each node and its neighborhood is represented by a set of constraints. Finding node state representations that fulfill the constraints is a simple way to rethink the computation of the fixed point of the aforementioned diffusion process. In particular, we can borrow tools from constrained optimization in Neural Networks [10] to devise a learning scheme that is fully based on BP and where the state representations and the weights of the state transition and output functions are jointly optimized without the need of applying any separate iterative procedures at every training epoch.

Differently from the aforementioned Lagrangian-based training procedures [7], [8], both the state transition function and the output
function are classic BP-trainable models, that are shared by all the training examples, whereas the only additional variables of the learning problem are associated to the nodes of the graphs. This allows us to find a good trade off between the flexibility introduced by the Lagrangian-based formulation of the graph diffusion and the addition of new variables. We further extend this idea, originally presented in [11], computing multiple representations of each node by means of a pipeline of constraints that very much resembles a multi-layer computational scheme. In particular, the evolving representation of each node is treated as new information attached to the node itself. Another state transition function is introduced, that has the use of such new information, while constraints enforce a parallel diffusion process that leads to the development of another representation of the node. This procedure can be replicated multiple times, thus simulating a deep constraining scheme that augments the representation capabilities of the GNN. Experimental results on several popular benchmarks emphasize the quality of the proposed model, that compares favourably with the original GNN model and more recent variants.

The paper is organized as follows. Section 2 reviews the recent developments in the field of Neural Networks for graphs and in Lapragmanic approaches. Section 3 introduces the basics of the GNN model, whereas in Section 4 the proposed Lagrangian formulation of GNNs is described. Section 5 reports an experimental evaluation. Finally, conclusions are drawn in Section 6.

2 Related Work

Despite the large ubiquity of data collected in Euclidean domains in which each sample is a fixed-length vector, a large number of application domains require to handle data that are characterized by an underlying structure that lays on a non-Euclidean domain, i.e. graphs [12] and manifolds [13]. Early machine learning approaches for structured data were designed for directed acyclic graphs [5], [14], while a more generic framework (GNN*) was introduced in [6]. GNN* is able to deal with directed, undirected and cyclic graphs. The core idea behind GNN* is based on an iterative scheme of information diffusion among neighboring nodes, involving a propagation process aimed at reaching an equilibrium of the node states that represents a local encoding of the graph for a given task. Estimating such encoding is a computationally expensive process being based on the iterative computation of the fixed point of the state transition function. Some methods were aimed at simplifying this step, such as the scheme proposed in [15] that exploits gated recurrent units. Steady State Embedding (SSE) [16] proved that algorithms on graphs can be effectively learned exploiting a constrained fixed-point formulation, solved via a policy iteration algorithm in the context of Reinforcement Learning, and resorting to ad-hoc moving average updates to improve the transition and output functions. In recent literature [9], [17], these pioneering methods are classified as RecGNNs, due to the iterative application of aggregation functions sharing the same set of parameters.

More recent trends in the field of Graph Representation Learning leverage models composed of a limited number of layers parametrized by different weights in each layer. Several works highlighted the fact that such models are Turing Universal if their capacity, defined as the product of the dimension of the state vector representation by the network depth (number of layers), is large enough [18]. However, stacking many layers of aggregation has the tendency of losing node features information [19], an issue that can be overcome with some tricks involving residual connections or particular node aggregation functions [20]. Such models are generally referred to as Convolutional GNNs (ConvGNNs) [2], and they differ in the choice of the neighborhood aggregation method and the graph level pooling scheme, in such a way that they can be categorized into spectral approaches and spatial approaches. Spectral approaches exploit particular embeddings of the graph and spectral convolution [21]. Simplified instances are based on smooth reparametrization [22] or approximation of the spectral filters by a Chebyshev expansion [23]. The filters of Graph Convolutional Networks (GCNs) [24] are restricted to operate in a 1-hop neighborhood of each node. Spatial methods comprehend models such as DCNNs [25], GraphSAGE [26], PATCHY-SAN [27], [28], DGCNN [29], which directly leverage the graph topology, without the need of an intermediate representation. AWE [30] exploits kernel-based methods with a learning-based approach to learn graph embeddings. Going beyond the aforementioned categories, there exist several other models inspired by the generalization of the convolution operation on graphs (see [31] for a complete taxonomy), characterized by a finite number of message exchanges among neighbors. In [32], the selection and aggregation GNNs leverage linear shift invariant graph filters and temporally structured signals, respectively, to create convolutional models capable to handle graph signals. In [33], convolutional filters able to that take into consideration the structure of the graph are obtained, leveraging trainable nonlinear activation functions and using graph median filters and graph max filters. These works fully take advantage of the representational power given by the multi-layered parametrized aggregation process.

In an effort to unify the previously presented models (and others [20]) under a common framework, Gilmer et al. [34], [35] introduced Message Passing Neural Networks (MPNNs), leveraging the general concept of message exchange. Such framework comprises both isotropic models, in which every neighbor equally contributes to the node computation, and the anisotropic ones, where the model learns directly from data to weight each node contribution (GAT [36], MoNet [37] and others [38]).

A parallel line of research focuses on the analysis of the expressive capabilities of GNNs and their aggregation functions. The seminal work by Xu et al. [39] paved the road to studies on the expressive power of GNNs through the notion of graph isomorphism. The authors propose a model, the Graph Isomorphism Network (GIN), having the same representational power of the Weisfeiler-Leman (WL) Test [40]. The main intuition is based on the usage of an injective aggregation function, e.g. the sum, which is able to distinguish and devise elements belonging to a multiset. Conversely, other types of aggregation functions tend to capture the proportion/distribution of elements of a given type (mean function) or ignore multiplicities, reducing the multiset to a simple set (max function). However, the WL-test itself is not a sufficient condition for two graphs being isomorphic, and, for this reason, several other works try to capture higher-order graph properties [41], [42]. Bearing in mind these findings, other approaches try to combine several aggregation functions in order to devise a powerful representational scheme [43].

Departing from the GNN-related literature, our work also follows the path traced by those approaches that exploit optimization in the Lagrangian framework to train Neural Networks. A Lagrangian formulation of learning was studied in the seminal work of Yann LeCun [44], which proposed a theoretical framework for BP. More recently, Carreira and Wang [7] introduced the idea of training networks whose architecture is described by...
a constraint-based representation, implying an increase of the variables involved in the optimization. Their optimization scheme is based on quadratic penalties, aiming at finding an approximate solution of the problem that is then refined in a post-processing phase. Differently, [8] exploits closed-form solutions, where most of the architectural constraints are softly enforced, and further additional variables are introduced to parametrize the neuron activations. These approaches introduce a large flexibility in the learning process, making it local, in the sense that the computations of the gradients are not the outcome of a BP-like scheme over the whole network, but they only depend on groups of neighbouring neurons/weights. As a result, the computations of different layers can be carried out in parallel. Inspired by these ideas, other approaches [45] exploit a block-wise optimization schema on the neural network architecture, or they fully rely on local models based on the Lagrangian formalism [45].

In the proposed approach, we follow a novel mixed strategy that benefits from the simplicity of the Lagrangian-based approaches to overcome the aforementioned limitations of the state diffusion in GNN*. In particular, the majority of the computations still rely on BP while constraints are exploited only to define the diffusion mechanism. In order to intermix the BP-based modules with the constraints, we borrow tools for hard constraint optimization that were proposed in the context of Neural Networks [10]. This allows us to carry out both the optimization of the neural functions and the diffusion process at the same time, instead of alternating them into two distinct phases (as in [6]), with a theoretical framework supporting the formulation (Lagrangian optimization).

3 Graph Neural Networks

The term Graph Neural Network (GNN) refers to a general computational model that exploits the inference and learning schemes of neural networks to process non-Euclidean data, i.e., data organized as graphs. Given an input graph $G = (V, E)$, where $V$ is a finite set of nodes and $E \subseteq V \times V$ collects the arcs, GNNs apply a two-phase computation on $G$. In the encoding (or aggregation) phase the model computes a state vector for each node in $V$ by combining the states of neighboring nodes (i.e., nodes $u, v \in V$ that are connected by an arc $(u, v) \in E$). In the second phase, usually referred to as output (or readout), the latent representations encoded by the states stored in each node are exploited to compute the model output. GNNs can implement either a node-focused function, where an output is produced for each node of the input, or a graph-focused function, where the representations of all the nodes are aggregated to yield a single output for the whole graph.

Following the common framework of MPNNs [34, 35], let $x_v \in \mathbb{R}^s$ be the state (encoding) of node $v$, that is a vector with $s$ components. Each node can be eventually paired with a feature vector that represents node-related information that might be available in the considered task (often referred to as the node label), indicated with $l_v \in \mathbb{R}^m$. Similarly, $l_{(v,u)} \in \mathbb{R}^d$ is the eventually available feature vector attached to arc $(v, u) \in E$ (the arc label). Finally, $pa[v] = \{u \in V : (u, v) \in E\}$ is the set of the parents of node $v$ in $G$, $ch[v] = \{u \in V : (v, u) \in E\}$ are the children of node $v$ in $G$, $ne[v] = pa[v] \cup ch[v]$ are the neighbors of node $v$ in $G$. In MPNNs, the node state $x_v$ is updated by means of an iterative process, with iteration index $t$, that involves a message passing scheme among neighboring nodes $ne[v]$, followed by an aggregation of the exchanged information. Formally,

$$
\begin{align*}
    x_v^{(t-1)} &= MSG(x_v^{(t-1)}, x_u^{(t-1)}, l_{(v,u)}) \quad (1) \\
    x_v^{(t)} &= AGG(x_v^{(t-1)}, \sum_{u \in ne[v]} x_u^{(t-1)}, l_v) \quad (2)
\end{align*}
$$

where $x_v^{(t-1)}$ is an explicit edge representation, i.e., the exchanged message, computed by a learnable map $MSG(\cdot)$. Function $AGG(\cdot)$ aggregates the messages from edges connecting the neighboring nodes, exploiting also local node information (state and features). The functions $MSG(\cdot)$ and $AGG(\cdot)$ are typically implemented via Multi-Layer Perceptrons (MLPs), whose parameters (weights) are learned from data, and shared among nodes in order to gain generalization capability and save memory consumption. The representation of each node right after the last time step represents the node-level output of the GNN.

The two functions of Eq. (1) and Eq. (2) might or might not be shared among different message passing iterations. In the former case the superscript $t$ in the function names is dropped, as in the original GNN* [6] (Section 3.1). This setting is mostly related to the basic instance of what we propose in this paper (Section 4), that we will also extend to a stacked architecture composed of multiple layers (Section 4.1). Differently, when there is no function sharing among the time steps, $AGG^{(a)}(\cdot)$ and $AGG^{(b)}(\cdot)$ are two distinct functions exploited at time steps $t = a$ and $t = b$, respectively (the same holds for $MSG$). In this case, the iterative message passing computations of Eq. (1) and Eq. (2) can be described as the outcome of a multi-layer model, in which, for example, the output of $AGG^{(t)}$ is provided as input to $MSG^{(t+1)}$. Hence an $\ell$-step message passing scheme can be seen as an $\ell$-layered model. This choice entails both a higher representational capability and increased space and computational complexities. However, when considering a fixed number of layers $\ell$, the model is able to directly propagate a message up-to an $\ell$-hop distance, as in ConvGNNs [9]. We also mention that, in several modern models, the node state vector is usually initialized with the initial features, $x_0 = l_v$, that is not necessarily the case of the original GNN* model [6].

3.1 GNN*

In the original GNN* model [6], the state of node $v$ is the outcome of an iterative procedure in which a state transition function $f_a$ processes information from the neighborhood of $v$ and from $v$ itself in order to compute a vector embedding. Such function is implemented by a neural model with learnable parameters $\theta_{fa}$. Formally,

$$
\begin{align*}
    x_v^{(t)} &= f_a \left( x_v^{(t-1)}, l_{ne[v]}, l_{(v,ch[v])}, l_{pa[v],v}, x_v^{(t-1)}, l_v \mid \theta_{fa} \right) \quad (3)
\end{align*}
$$

where the three subscripts $pa[v], ch[v], ne[v]$, with an abuse of notation and for the sake of simplicity, provide a particular meaning to the symbol to which they are attached. In detail, $x_{ne[v]}$ represents the set of the states of the nodes that are neighbours to node $v$, i.e., $\{x_u : u \in ne[v]\}$, and the same rationale is used in $l_{(v,ch[v])}$, and $l_{(pa[v],v)}$. It should be noted that the function $f_a$ may depend on a variable number of inputs, given that the nodes $v \in V$ may have different degrees $d[v] = |ne[v]|$. In GNN* [6], $f_a$ is computed as shown in the first row of Table I. It is the outcome of summing-up the contributions of explicit edge representations
obtained by jointly projecting the node-level information and the edge-level information. Such projection is computed by means of \( h_v(\theta_h) \), an MLP that represents the learnable part of \( f_a \). Existing implementations are usually invariant with respect to permutations of the nodes in \( ne[v] \), unless some predefined ordering is given for the neighbors of each node. Once the state transition function has been iterated \( T \) times, a GNN* computes an output function on each node or on an aggregated representation of all the nodes of the graph (depending on the requirements of the task at hand), i.e.,

\[
\begin{align*}
y_v &= f_r \left( x_v^{(T)} \mid \theta_{fr} \right), \\
y_G &= f_r \left( \{ x_v^{(T)} \mid v \in V \} \mid \theta_{fr} \right),
\end{align*}
\]

where \( y_v \) is the output in the node-focused case, whereas \( y_G \) is the output in the graph-focused case. The recursive application of the state transition function \( f_a() \) on the graph nodes yields a diffusion mechanism, whose range depends on \( T \). In fact, by stacking \( t \) times the aggregation of 1-hop neighborhoods by \( f_a() \), information of one node can be transferred to the nodes that are distant at most \( t \)-hops. In GNN*, Eq. (3) is run until convergence of the state representation, i.e. until \( x_v^{(t)} \simeq x_v^{(t-1)} \forall v \in V \). This scheme corresponds to the computation of the fixed point of the state transition function \( f_a() \) on the input graph. In order to guarantee the convergence of this phase, the transition function is required to be a contraction map \([6]\). A sufficient number of iterations is the key to achieve a useful encoding of the input graph for the task at hand and, hence, the choice is problem-specific.

In order to contextualize GNN* in the MPNN framework, we notice that Eq. (3) actually includes both the main operations described in Eq. (1) and Eq. (2). As a matter of fact, \( f_a() \) can be seen as an instance of the \( \mathcal{AGG}^{(t)}() \) function of Eq. (1), that internally includes an arc-level message passing scheme \( h() \), essentially corresponding to \( \mathcal{MSG}^{(t)}() \) of Eq. (2). Various other aggregation mechanisms have been proposed in related approaches, as shown in Table [1]. In GNN*, all the message passing iterations share the same \( f_a \), so that Eq. (3) introduces a clear recurrent computational scheme that is the main reason why GNN* belongs to the category of RecGNN models [9]. The multiple iterations of the fixed point computation can be seen as the depth of the GNN*. Another important feature of GNN* that distinguishes them from more recent implementations is that the node states \( x_v \in \mathbb{R}^a \) are zero-initialized and initialized from the eventually available node features \( l_v \in \mathbb{R}^m \) (i.e., \( x_v^{(0)} \) is not equivalent to \( l_v \)). While using a shared function among multiple iterations might be lacking in terms of representational power [32, 33], \( f_a \) receives as input the eventually available node-level information \( (l_k) \) and the one attached to the arcs \( (l_{(i,j)}) \). This allows GNN* to avoid over-smoothing or loosing the connection with the available information about the considered graph [19].

Henceforth, for compactness, we denote the state transition function, applied to a node \( v \in V \), with:

\[
f_{a,v} = f_a \left( x_{ne[v]}, f_{ne[v]}, l_v, x_{(v, ch[v])}, l_{(pa[v], v)}, x_v, l_v \mid \theta_{fa} \right).
\]

Basically, the encoding phase, through the iteration of \( f_a() \), finds a solution to the fixed point problem defined by the equality constraint

\[
\forall v \in V, \quad x_v = f_{a,v}.
\]

When this condition is met, the states virtually encode the information contained in the whole graph. The diffusion mechanism of GNN*, given the fact that convergence must be reached for every learning epoch, represents a computational burden for the model.

### 4 Constraint-based Propagation

When considering the learning stage of the original GNN* training algorithm, the computation of the fixed point (or of an approximation of it) is required at each epoch of the learning procedure. The gradient computation requires to take into account such relaxation procedure, by a BP schema that involves the replicas of the state transition network exploited during the iterative fixed point computation (unfolding). This is due to the fact that the computation in GNN*s is driven by the input graph topology, that defines a set of constraints among the state variables \( x_v, v \in V \). In Section 3 we described how the fixed point computation aims at solving Eq. (6), that imposes an equality constraint between each node state and the way it is computed by the state transition function.

Learning in Neural Networks can be also cast as a constrained optimization problem and solved in the Lagrangian framework [7]. The problem consists in the minimization of the classical data fitting loss (and eventually a regularization term) subject to a set of architectural constraints that describe the computation performed on the data (for example, in feed-forward networks we can constrain the variable associated to the output of a neuron to be equal to the value of the activation function computed on the weighted sum of the neuron inputs). The solution of the problem can be computed by finding the saddle points of the associated Lagrangian in the space defined by the learnable parameters and the Lagrange multipliers. In the specific case of GNN*, we can consider a Lagrangian formulation of the learning problem by adding free variables corresponding to the node states \( x_v \), such that the fixed point is directly defined by the constraints themselves, as

\[
\forall v \in V, \quad G( x_v - f_{a,v} ) = 0, \tag{7}
\]

where \( G(x) \) is a function characterized by \( G(0) = 0 \), such that the satisfaction of the constraints implies the solution of Eq. (6). Apart from classical choices, like \( G(x) = x \) or \( G(x) = x^2 \), we can design different function shapes (see Section 2), with desired properties. For instance, a possible implementation is \( G(x) = \max(||x|| - \epsilon, 0) \), where \( \epsilon \geq 0 \) is a parameter that can be used to tolerate a small slack in the satisfaction of the constraint. The original formulation of the problem would require \( \epsilon = 0 \), but by setting \( \epsilon \) to a small positive value it is possible to obtain a better generalization and tolerance to noise.

In the following, for simplicity, we will refer to a node-focused task, such that for some (or all) nodes \( v \in S \subseteq V \) of the input graph \( G \), a target output \( y_v \) is provided as a supervision [7]. If \( L(f_r(x_v \mid \theta_{fr,v}), y_v) \) is the loss function used to measure the target fitting approximation for node \( v \in S \), the formulation of the learning task is:

\[
\begin{align*}
\min_{\theta_{fa}, \theta_{fr,v}} & \sum_{v \in S} L(f_r(x_v \mid \theta_{fr,v}), y_v) \\
\text{subject to } & G( x_v - f_{a,v} ) = 0, \quad \forall v \in V, \tag{8}
\end{align*}
\]

where we already defined \( \theta_{fa} \) and \( \theta_{fr,v} \), as the weights of the MLPs implementing the state transition function and the output function, respectively, while \( X = \{ x_v : v \in V \} \) is the set of the newly introduced free state variables.

This problem statement implicitly includes the definition of the fixed point of the state transition function since for each solution

1. For the sake of simplicity we consider only the case when a single graph is provided for learning. The extension for more graphs is straightforward for node-focused tasks, since they can be considered as a single graph composed by the given graphs as disconnected components.
TABLE 1: Common implementations of the state transition function \( f_a \). In GNN*, the function \( h() \) is implemented by a feedforward neural network with \( s \) outputs, whose input is the concatenation of its arguments (for example, in the first input the consist of a vector of \( 2s + 2m + 2d \) entries, with \( l_{(u,v)} \in \mathbb{R}^d \) and \( l_u \in \mathbb{R}^m \)). For the sake of clarity, some of these formulas are reported in a simplified way w.r.t. the original proposal. In [24], \( c_{u,v} \) denotes a normalization constant depending on node degrees, while \( \alpha(t−1) \) in [36] is a learned attention coefficient which introduces anisotropy in the neighbor aggregation. In the multi-hop linear combination \( s \) of this Section, the constrained optimization problem of Eq. (8) is defined as:

\[
\min_{\theta_f, \theta_r, X} \max_\Lambda \mathcal{L}(\theta_f, \theta_r, X, \Lambda),
\]

where \( \Lambda \) is the set of the \( |V| \) Lagrangian multipliers. We can find solution of the learning problem by optimizing an unconstrained optimization index and searching for saddle points in the adjoint space \( (\theta_f, \theta_r, X, \Lambda) \). In detail, we aim at solving

\[
\frac{\partial \mathcal{L}}{\partial x_v} = L' f_{r,v} + \lambda_v \mathcal{G}_v(1 - f_{a,v} - \sum_\omega \lambda_\omega \mathcal{G}_\omega f_{a,\omega})
\]

\[
\frac{\partial \mathcal{L}}{\partial \theta_{f,a}} = - \sum \lambda_\omega \mathcal{G}_\omega f_{a,\omega}
\]

\[
\frac{\partial \mathcal{L}}{\partial \theta_{f,r}} = \sum \mathcal{L}' f_{r,v}
\]

\[
\frac{\partial \mathcal{L}}{\partial \lambda_v} = \mathcal{G}_v
\]

where \( f_{a,v} \) is defined in Eq. (5), \( f_{r,v}' \) is its derivative \( f_{r,v} = f_r(x_v | \theta_f) \), \( f_{r,v}' \) is its derivative (with respect to \( \theta_f \)). \( \mathcal{G}_v \) is its first derivative, and, finally, \( L' \) is the first derivative of \( L \). Being \( f_a \) and \( f_r \) implemented by feedforward neural networks, their derivatives are obtained easily by applying a classic BP scheme, in order to optimize the Lagrangian function in the descent-ascent procedure, aiming at reaching a saddle point, following [10]. Even if the proposed formulation adds the free state variables \( x_v \) and the Lagrange multipliers \( \lambda_v \), \( v \in V \), there is no significant increase in the memory requirements since the state variables also need to be memorized in the original formulation of GNN* and there is just a single Lagrange multiplier for each node.

This novel approach in training GNN*s has several interesting properties. The learning algorithm is based on a mixed strategy where (i.) BP is used to efficiently update the weights of the neural networks that implement the state transition and output functions, and (ii.) the diffusion mechanism evolves gradually by enforcing the convergence of the state transition function to a fixed point by virtue of the constraints. This introduces a significant difference with respect to running an iterative procedure at each epoch and, only afterwards, applying the backward stage of BP to update the weights of \( f_a \) and \( f_r \), as done in GNN*. In the proposed scheme, which we denote with the name Lagrangian Propagation GNNs (LP-GNNs), both the neural network weights and the node state variables are simultaneously updated by gradient-based rules. The learning proceeds by jointly updating the function weights and by diffusing information among the nodes, through their state, up to a stationary condition where both the objective function is minimized and the state transition function has reached a fixed point of the diffusion process. This also introduces a strong simplification in the way the algorithm can be implemented in modern software libraries that commonly include automatic gradient computation.

### 4.1 Deep LP-GNNs

The GNN* computation of Eq. (3) may exploit a Multi-Layer Neural Network with any number of hidden layers to implement
the state transition function $f_{a,v}$. By using more layers in this network, the model is able to learn more complex functions to diffuse the information on the graph, but the additional computation is completely local to each node. A different approach to yield a deep structure is to add layers to the state computation mechanism, in order to design a Layered GNN* \cite{47}. Differently from Section 3 in which we emphasized the recurrence over index $t$ and its interpretation in the framework of MPNNs, in this section we refer to physically stacking multiple instances of GNNs to get Layered GNNs. Basically, a set of $K$ states $\{x_{v,k}, k = 0, \ldots, K-1\}$ is computed for each node $v \in V$. The state of the first layer, $x_{v,0}$, is computed by Eq. (5) and it becomes a labeling of node $v$ that can be used to compute the state of the node at the following layer, i.e., $x_{v,1}$. More generally, at layer $k+1$ we have the use of the node label $l_{v,k+1} = x_{v,k}$. A different state transition function $f^{k}_{a,v}$ may be exploited at each layer. Formally, the computation is performed by the following schema for each layer $k > 0$:

$$ x_{v,k}^{(t)} = f_{a,v}^{k} \left( x_{v,k-1}^{(t-1)}, x_{v,k-1} \mid \theta f_{a,v}^{k} \right), $$

whereas the states of the first layer $x_{v,0}$ are computed by Eq. (5). The model outputs are computed by applying the output network $f_{o}$ to the states $x_{v,K-1}$ available at the last layer. The proposed implementation is a simplification of the more general model that may process the neighboring node and arc labels $l_{(v,ch(v))}, l_{(pa(v),v)}$ (and also additional node labels to augment $l_{v}$) again at each layer $k$.

Following the original GNN* computation schema, the states need to be sequentially computed layer-by-layer applying the relaxation procedure to reach the fixed point: when moving to layer $k$ the states computed by the previous layer $k-1$ are considered constant inputs, as shown in Eq. (15). As a result, Layered GNN* may be computationally demanding since they require to compute the fixed point for each layer in the forward phase, and to backpropagate the information through the resulting unfoldings in the backward phase. In order to overcome these issues, we can exploit the locality in the computations of the proposed LP-GNN by considering the state variables $x_{v,k}$ at each node and layer as free variables. Once we introduce new layer-wise constraints with the same structure of Eq. (7), the proposed learning problem can be generalized to multiple layers as follows:

$$ \min_{\Theta_{f_{o}}, \Theta_{f_{r}} \in \mathcal{S}} \sum_{v \in S} L(f_{r}(x_{v,K-1} \mid \theta f_{r}), y_{v}) $$

subject to $G(x_{v,k} - f_{a,v}^{k} = 0, \forall v \in V, \forall k \in [0, K-1]$

where $\Theta_{f_{a}} = [\theta_{f_{a,0}}, \ldots, \theta_{f_{a,K-1}}]$ collects the weights of the neural networks implementing the transition function of each layer, and $X$ collect the states $x_{v,k}$ for each node and layer. The notation $f_{a,v}^{k}$ is a straightforward extension of the one proposed in Eq. (5), taking into account the schema defined by Eq. (15), where $f_{a,v}^{k}$ with $k > 0$, is function of $x_{v,k-1}$. In this context, $f_{a,v}$ corresponds to the original definition. Our approach not only allows us to jointly optimize the weights of the networks and diffuse the information along the graph, but also to propagate the information through the layers, where, for each of them, a progressively more informed diffusion process is carried on and optimized.

4. The model can be also extended by considering an output function $f_{o}$ for each layer such that the output $y_{v,k-1}$ at layer $k-1$ is concatenated to $x_{v,k-1}$ for each node as input for the following layer. These intermediate outputs can be subject to the available supervisions \cite{47}.

4.2 Complexity and Expressiveness

Common RecGNNs models \cite{9}, to which GNN* belongs, exploit synchronous updates among all nodes and multiple iterations for the node state embedding, with a computational complexity for each parameter update of $O(T(|V| + |E|))$, where $T$ is the number of iterations, $|V|$ the number of nodes and $|E|$ the number of edges \cite{16}. By simultaneously carrying on the optimization of neural models and the diffusion process, the LP-GNN scheme proposed in this paper relies solely on 1-hop neighbors for each parameter update, hence showing a computational cost of $O(|V| + |E|)$. The potential addition of further layers of constraints causes a proportional increase of the complexity. From the point of view of memory usage, the persistent state variable matrix requires $O(|V|)$ space for each layer.

Many different GNN models have been recently analysed in terms of their ability to discriminate non-isomorphic graphs that the classical WL algorithm \cite{40} is able to discriminate. The GNN* model \cite{6} has been shown to belong to the class of MPNNs, which, in turn, are showed to be at most as expressive as the 1-WL test \cite{39, 41}. The Lagrangian formulation of learning explored in this paper represents a different parametrization of the classical GNNs*, with a newly introduced optimization framework. However, at convergence, the functional model of LP-GNN is fully equivalent to the one of the original GNN* framework, thus it inherits the same expressiveness of GNN*. As a result, we argue that the Lagrangian approach of this paper could be implemented exploiting the aggregation processes of other models (e.g., GCN \cite{24}, GIN \cite{39}), yielding different perspectives in term of expressiveness.

5 Experiments

We implemented the algorithm described in the previous sections using TensorFlow \cite{unisi}. The implementation exploits the TensorFlow facilities to compute the gradients (Eq. (11)-(14)), while we updated the parameters of the problem of Eq. (10) using the Adam optimizer \cite{45}. For the comparison with the original GNN model, we exploited the GNN TensorFlow implementation \cite{49} introduced in \cite{51}. As it will be further investigated in Section 5.6 in our proposed algorithm, the diffusion process is turned itself into an optimization process that must be carried out both when learning and when making predictions. As a matter of fact, inference itself requires the diffusion of information through the graph, that, in our case, corresponds with satisfying the constraints of Eq. (7). For this reason, the testing phase requires a (short) optimization routine to be carried out, that simply looks for the satisfaction of Eq. (7) for test nodes, and it is implemented using the same code that is used to optimize Eq. (10), avoiding to update the state transition and output functions.

5.1 Qualitative analysis

When analyzing graphs, a very interesting analysis \cite{24} consists in having a look at how latent representations of nodes (states) evolve during the learning process. Indeed, when the dependence of the state transition function on the available node-attached features ($l_{v}^{(0)}$ is reduced or completely removed, the algorithm can only rely on the topology of the graph to perform the classification task at
Fig. 1: The karate club dataset. This is a simple and well-known dataset exploited to perform a qualitative analysis of the behaviour of our model. Nodes have high intra-class connections and low inter-class connections. Each color is associated to a different class (4 classes).

hand. In this setting, the states are continuous representations of topological features of the nodes in the graph and the LP-GNN model would implicitly learn a metric function in this continuous space. For this reason, we would expect that nodes belonging to the same class are placed close to each other in the embedding space.

In order to perform this evaluation, we exploit the simple and well-known Zachary Karate Club dataset [50]. The data was collected from the members of a university karate club by Wayne Zachary in 1977. Each node represents a member of the club, and each edge represents a tie between two members. There are 34 nodes, connected by 154 (undirected and unweighted) edges. Every node is labeled by one out of four classes, obtained via modularity-based clustering (see Figure 1).

We trained a layered LP-GNN with three state layers ($K = 3$). In order to visualize the node states and how they change over time, we set the state dimension of the last layer to 2 units and we used a shallow softmax regressor as output function, to force a linear separation among classes. Moreover, node-attached features of the given data were totally removed in order to force the algorithm to exploit only structural properties in the solution of the classification task. Figure 2 shows how the node states evolve over time, starting from an initialization composed of zero-only states (i.e. node states are initialized to a zero value) and then they move progressively toward four distinct areas of the 2D embedding space, one for each class. Since features of nodes were removed, the distinct areas of the space group nodes only with similar topological features.

5.2 Artificial Tasks

We consider the two tasks of subgraph matching and clique localization. These tasks represent different challenges for the proposed model. In this experiment, the LP-GNN must be able to leverage both the topology of the input graph and the available features $l_i$ attached to each node, that will be described in the following. We first describe the main properties of the considered tasks, and, afterward, we describe the experimental results.

**Subgraph Matching:** Given a graph $G$ and a graph $S$ such that $|S| \leq |G|$, the subgraph matching problem consists in finding the nodes of a subgraph $S \subseteq G$ which is isomorphic to $S$. The task is that of learning a function $\tau_S$, such that $\tau_S(G, n) = 1$, $n \in V$, when the node $n$ belongs to the given subgraph $S$, otherwise $\tau_S(G, n) = 0$. The target subgraph $S$ is predefined in the learning phase by providing examples of graphs $G$ that contain $S$ (the nodes of $G$ that define the subgraph $S$ have a supervision equal to 1). The problem of finding a given subgraph is common in many practical problems and corresponds, for instance, to finding a particular small molecule inside a greater compound. An example of a subgraph structure is shown in Figure 3(left). The dataset the we considered is composed of 100 different graphs, each one having 7 nodes. The number of nodes of the target subgraph $S$ is instead 3. The subgraph to be detected is randomly generated in each trial and inserted into every graph of the dataset. Following [6], the nodes have integer nodal features in the range $[0, 10]$, with the addition of a small normal noise, with zero mean and a standard deviation of 0.25. The LP-GNN model must be capable to exploit both the topological connectivity and the relative distribution of the features in $S$ with respect to the features in the graphs.

| Function $G(x)$ | Lin | Lin-$\epsilon$ | Abs | Abs-$\epsilon$ | Squared |
|----------------|-----|----------------|-----|----------------|---------|
| Unilateral     | $\times$ | $\times$ | $\checkmark$ | $\checkmark$ | $\times$ |
| $\epsilon$-insensitive | $\times$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |

**Clique localization:** A clique is a complete graph, i.e. a graph in which each node is connected with all the others. In a network, overlapping cliques (i.e. cliques that share some nodes) are admitted. Clique localization is a particular instance of the subgraph matching problem, with $S$ being complete. However, the several symmetries contained in a clique makes the graph isomorphism test more difficult. Indeed, it is known that the graph isomorphism has polynomial time solutions only in absence of symmetries. A clique example is shown in Figure 3(right). In the experiments, we consider a dataset composed by graphs having 7 nodes each, where the dimension of the maximal clique is 3 nodes. The nodal features are integer random values in the range $[0, 10]$, as in [51].

We designed a batch of experiments on these two tasks aimed at validating our simple local optimization approach to constraint-based networks. In particular, we want to show that our optimization scheme can learn better transition and output functions than the corresponding GNN* of [6]. Moreover, we want to investigate the behaviour of the algorithm for different choices of the function}

| Model | $\epsilon$ | Subgraph | Clique |
|-------|------------|----------|--------|
| $G$   | 0.00       | 96.25    | 88.80  | 4.82   |
|       | 0.01       | 96.30    | 88.75  | 5.03   |
|       | 0.10       | 95.80    | 85.88  | 4.13   |
| LP-GNN|            |          |        |        |
|       | 0.00       | 95.94    | 84.61  | 2.49   |
|       | 0.01       | 95.94    | 85.21  | 0.54   |
|       | 0.10       | 95.80    | 85.14  | 2.17   |
| squared|            | 96.17    | 93.07  | 2.18   |
| GNN*  | -          | 95.86    | 91.86  | 1.12   |
with respect to the four classes. Their number of hidden units was selected from \{10, 50, 100\}, the dropout drop-rate from the set \{0, 0.5, 1\}, and the learning rate for the variables \(x_v\) and \(\lambda_r\), from the set \{10^{-5}, 10^{-4}, 10^{-3}\}.

We compared our model with the equivalent GNN* in [6], with the same number of hidden neurons of the \(f_a\) and \(f_r\) functions. Results are presented in Table 3. On average, LP-GNN perform favourably than vanilla GNN* when the \(G\) function is properly selected. Constraints characterized by unilateral functions usually offer better performances than equivalent bilateral constraints. This might be due to the fact that keeping constraints positive (as in unilateral constraints) provides a more stable learning process. Moreover, smoother constraints (i.e. squared) or \(\epsilon\)-insensitive constraints tend to perform slightly better than the other versions. This can be due to the fact that as the constraints move closer to 0 they tend to give a small or null contribution, for squared and \(abs-\epsilon\) respectively, acting as regularizers.

5.3 Graph Classification

Graph-focused tasks consists in finding a common representation of the current input graph, yielding a single output, as stated by Eq. (4). To extract this unique embedding from the representations encoded by all the states available at each node, we implemented the following version of the readout function.

\[
y_G = f_r^{(SUM)}(\{x_v, v \in V\} | \theta_{f_r}) = f_r \left( \sum_{v \in V} f_{a,v} | \theta_{f_r} \right).
\]

We selected 6 datasets that are popular for benchmarking GNN models. In particular, four of them are from bioinformatics (MUTAG, PTC, NCI1, PROTEINS) and two from social network analysis (IMDB-BINARY, IMDB-MULTI) [52].

The MUTAG dataset is composed of 188 mutagenic aromatic and heteroaromatic nitro compounds, having 7 discrete labels. PTC is characterized by 344 chemical compounds belonging to 19 discrete labels, reporting the carcinogenicity for male and female rats. The National Cancer Institute (NCI) made publicly available the NCI dataset (4100 nodes), consisting of chemical compounds screened for their ability to suppress or inhibit the growth of a panel of human tumor cell lines, having 37 discrete labels. Nodes in the PROTEINS dataset represent secondary structure elements (SSEs), with an edge connecting them if they are neighbors in the amino-acid sequence or in the 3D space. The set has 3 discrete labels, representing helix, sheet or turn. Regarding the social network datasets, IMDB-BINARY is a movie collaboration dataset collecting actor/actress and genre information of different movies.
extracted from the popular site IMDB. For each graph, nodes represent actors/actresses, connected with edges if they appear in the same movie. Each graph is derived from a pre-specified movie category, and the task is to classify the genre it is derived from. In the IMDB-B dataset, the collaboration graphs are labelled with the two genres Action and Romance. The multi-class version of this dataset is IMDB-MULTI, which is composed by a balanced set of graphs belonging to the Comedy, Romance and Sci-Fi labels.

The main purpose of this kind of experiments is to show the ability of the model to strongly exploit the graph topology and structure. In fact, whilst in the bioinformatics graphs the nodes have categorical input labels (e.g., atom symbol), in the social networks there are no input node labels. In this case, we followed what has been recently proposed in [39], i.e. using one-hot encodings of node degrees. Dataset statistics are summarized in Table 4.

We compared the proposed Lagrangian Propagation GNN (LP-GNN) scheme with some of the state-of-the-art neural models for graph classification, such as Graph Convolutional Neural Networks. In particular, the models used in the comparison are: Diffusion-Convolutional Neural Networks (DCNN) [25], PATCHY-SAN [27], Deep Graph CNN (DGCNN) [29], AWL [30], GraphSAGE [26], GIN [39], original GNN* [6]. For all the GNN-like models there are a number of layers equal to 5. We compared also two versions of our scheme: LP-GNN-Single, which is a shallow architecture with K = 1, and LP-GNN-Multi, which is a layer version of our model, as described in Section 4.1. It is important to notice that differently from LP-GNN-Single, all the convolutional models use a different transition function at each layer. This fact entails that, at a cost of a much larger number of parameters, they have a stronger ability of the model to strongly exploit the graph topology and structure. In fact, whilst in the bioinformatics graphs the nodes are a number of layers equal to 5. We compared also two versions of our scheme: LP-GNN-Single, which is a shallow architecture with K = 1, and LP-GNN-Multi, which is a layer version of our model, as described in Section 4.1. It is important to notice that differently from LP-GNN-Single, all the convolutional models use a different transition function at each layer. This fact entails that, at a cost of a much larger number of parameters, they have a stronger ability of the model to strongly exploit the graph topology and structure. In fact, whilst in the bioinformatics graphs the nodes and edges are a number of layers equal to 5. We compared also two versions of our scheme: LP-GNN-Single, which is a shallow architecture with K = 1, and LP-GNN-Multi, which is a layer version of our model, as described in Section 4.1. It is important to notice that differently from LP-GNN-Single, all the convolutional models use a different transition function at each layer. This fact entails that, at a cost of a much larger number of parameters, they have a stronger ability of the model to strongly exploit the graph topology and structure. In fact, whilst in the bioinformatics graphs the nodes and edges have categorical input labels (e.g., atom symbol), in the social networks there are no input node labels. In this case, we followed what has been recently proposed in [39], i.e. using one-hot encodings of node degrees. Dataset statistics are summarized in Table 4.

We followed the evaluation setting of [27]. In particular, we performed 10-fold cross-validation and reported both the average and standard deviation of the accuracies across the 10 folds within the cross-validation. The stopping epoch is selected as the epoch with the best cross-validation accuracy averaged over the 10 folds. We tuned the hyperparameters by searching: (1) the number of hidden units for both the \( f_a \) and \( f_r \) functions from the set \{5, 20, 50, 70, 150\}; (2) the state transition function from \( \{ f_{a,v}^{SUM}, f_{a,v}^{AVG} \} \); (3) the dropout ratio from \{0, 0.7\}; (4) the size of the node state \( x_v \) from \{10, 35, 50, 70, 150\}; (5) learning rates for both the \( \theta_{f_a}, \theta_{f_r}, x_v \) and \( \lambda_v \) from \{0.1, 0.01, 0.001\}.

Results are reported in Table 4. As previously stated and as it will be further discussed in Section 5.6, the LP-GNN-Single model offers performances that, on average, are preferable or on-par to the ones obtained by more complex models that exploit a larger amount of parameters. Finally, the LP-GNN-Multi model performs equally to or better than most of the competitors on most of the benchmarks.

5.4 Non-Isomorphic Graph Classification

In Section 4.2 we discussed the representational capabilities of the proposed model. Even the most expressive aggregation functions available in MPNNs (i.e., GIN, which is exactly as powerful as the 1-WL test) may lack a sufficient representational power to devise node or edge isomorphism. To address this weakness, in [20] the authors propose to enrich the nodal features with positional encodings capable of describing relative distances and node positioning, in alternative to the usage of more complex GNN models (WL-GNN family [41]). In particular, each attribute is enriched with the \( k \) smallest graph Laplacian eigenvectors, in order to obtain smooth encoding description of local neighborhoods.

In this section, we test if the LP-GNN is capable of leveraging such additional nodal features in the case of the Circulant Skip Links (CSL) [53], a synthetic dataset composed by automorphic graphs. Each graph is a 4-regular cycle graph with skip links, and the dataset is composed by 150 graphs, balanced in order to contain 15 graphs for every isomorphism class. Indeed, graphs belonging to the same isomorphic class share the same skip length. Hence, correctly classifying their skip length foster the classification of non-isomorphic graphs. We considered the exact same splits of [20], obtained by a 5-fold cross validation with stratified sampling. For each of the 5 training sets we considered 20 different initializations of the model parameters, reporting the average and the standard deviation of the results. We tuned the hyper-parameters considering the following grid of values: the number of hidden units for both the \( f_a \) and \( f_r \) functions in \{20, 40, 80, 100\}; the \( \mathcal{G} \) function in \{\( \text{abs} - \epsilon, \text{squared}\)\}; the size of the node state \( x_v \) in \{25, 50, 100\}; learning rates for both the \( \theta_{f_a}, \theta_{f_r}, x_v \) and \( \lambda_v \) in \{0.1, 0.05, 0.00001\}; the LP-GNN
and state transition functions number of layers in \( \{1, 2, 5\} \). We considered 20 thousands epochs with an early stopping given by a patience on the validation loss of 5 thousands epochs. Table 5 shows how LP-GNN are capable of exploiting the rich nodal features constituted by the positional encoding with Laplacian eigenmaps, allowing the model to correctly classify the graph skip length, hence the isomorphism class.

| Model       | Test Accuracy | Train Accuracy |
|-------------|---------------|----------------|
| MLP         | 22.57 ± 6.09  | 30.39 ± 5.71   |
| GCN         | 100.00 ± 0.00 | 100.00 ± 0.00  |
| GraphSage   | 99.93 ± 0.47  | 100.00 ± 0.00  |
| GAT         | 99.93 ± 0.47  | 100.00 ± 0.00  |
| GIN         | 99.93 ± 1.33  | 100.00 ± 0.00  |
| RingGNN     | 97.23 ± 6.36  | 26.12 ± 14.38 |
| 3WLGGNN     | 30.53 ± 9.86  | 99.64 ± 1.68   |
| LP-GNN      | 98.90 ± 4.49  | 99.92 ± 0.67   |

### 5.5 Standardized Graph Benchmark

Several works in recent literature [20], [54], [55] highlighted the lack of a common evaluation protocol for measuring the performances of GNN models. In order test the performances of our model in a setting in which the statistical relevance of the dataset is assured, we exploited the data splits provided by the common infrastructure of [20], focusing on ENZYMES, one of the conventional datasets for benchmarking GNNs. This dataset consist in a set of proteins, represented as graphs, where each node correspond to secondary structure elements. The node connectivity follows the same rules as the previously discussed PROTEINS dataset, whilst each node, in addition to a discrete attribute indicating the structure it belongs (helix, sheet or turn), is enriched with chemical and physical measurements resulting in vector-valued features of size 18 (secondary structure length, hydrophobicity, polarity, polarizability, etc.). The goal of the task is to assign the input graphs to one of the 6 EC top-level classes, which reflect the catalyzed chemical reaction.

We considered the same splits of [20], that are based on 10-fold cross validation, stratified sampling. Each training set is composed by 480 graphs, while the validation and test sets are composed by 60 graphs each. We tuned the hyper-parameters in the following grids: the number of hidden units for both the \( f_d \) and \( f_c \) functions in set \( \{100, 120, 150, 180\} \); the \( G \) function in \( \{abs, c, squared\} \); the size of the node state \( x_v \) in \( \{50, 100, 200\} \); learning rates for both the \( \theta_d \), \( \theta_c \), \( x_v \) and \( \lambda_v \) in \( \{0.01, 0.02, 0.0001, 0.0002\} \); the LP-GNN and state transition functions number of layers in \( \{1, 2, 5\} \). We considered 20 thousands epochs with an early stopping criterion given by a patience on the validation loss of 5 thousands epochs. Experiments are performed considering two distinct seeds to initialize the random number generators.

This experiment confirmed the observations from [20] regarding similar statistical test performance among the various GNN models. Indeed, the proposed LP-GNN achieves comparable results with respect to the most promising GNN models in both the runs.

### 5.6 Depth vs Diffusion

It is interesting to note that for current ConvGNNs models [25], [26], [27], [29], [30], [39] the role of the architecture depth is twofold. First, as it is common in deep learning, depth is used to perform a multi-layer feature extraction of node inputs, providing more and more representational power as depth increases. Secondly, it allows node information to flow through the graph fostering the realisation of a diffusion mechanism. Conversely, our model strictly splits these two processes. Diffusion is realised by looking for a fixed point of the state transition function, while deep feature extraction is realised by stacking multiple layers of node states, enabling a separate diffusion process at each layer. We believe this distinction to be a fundamental ingredient for a clearer understanding of which mechanism, between diffusion and node deep representation, is concurring in achieving specific performances. In the previous section, we showed indeed that our diffusion mechanism paired only with a simple shallow representation of nodes (referred as LP-GNN-Single) is sufficient, in most cases, to match performances of much deeper and complex networks. In this section, we want to investigate further this aspect. In particular, we focused on the IMDB-B dataset. The choice of this dataset has to be attributed to the fact that it contains no node features. In this way, as done in Section 5.1, we can assure that the only information available to solve the task is the topological one. Other datasets, for example the simpler MUTAG, reach high level accuracies even without the structural information of the graph, by only exploiting node features.

We compared our model with the state-of-the-art GIN [39] model. For both models, we tested four architectures with \( \{1,2,3,5\} \) GNN state layers. We want to show that in very shallow GNNs (one layer) our model can still perform fairly well, since the diffusion process is independent from the depth of the network. On the other side, the GIN model, as other graph convolutional networks, needs deep architectures with a larger number of parameters for the diffusion process to take place. We believe this to be a big advantage of our model w.r.t. convolutional architectures in all the cases where high representational power is not required. Results are shown in Table 7. It can be noted that this task can reach the 96% of the top accuracies (75.1 and 76.2, respectively) using only 2 layers of GNN, for both the competitors. The great difference between the two approaches becomes clear in the architecture composed by only 1 layer. In this setting, the GIN model, like all the other convolutional architectures, can only exploit information contained in direct 1-hop neighbors, reaching a 52% accuracy.
We proposed an approach that simplifies the learning procedure with respect to the maximum obtained performances. The constrained learning procedure can be replicated recursively multiple times, thus introducing different levels of abstraction and different representations, similarly to what happens in multi-layer networks. We proposed and investigated constraining functions that allow the model to modulate the effects of the diffusion process. Our experiments have shown that the proposed approach leads to results that compare favourably with the ones of related models. The proposed constraint-based scheme can be easily exploited in other GNN models, leveraging their aggregation capabilities while diffusing information, as we briefly experimented. Future work will include a deeper analysis of the proposed scheme when more specifically customized to the case of other GNN architectures.

**TABLE 7:** Absolute and Relative test accuracies in the IMDB-B data when the number of GNN layers varies from 1 to 5 (i.e. \( K \in \{1, 5\} \)). Relative accuracy is the \% of the current accuracy with respect to the maximum obtained performances. The state-of-the-art GIN [39] model and our proposed approach are compared.

| Evaluation | Model       | Number of State Layers |
|-----------|-------------|------------------------|
|           | Absolute    | 1 | 2 | 3 | 5 |
|           | GIN [39]    | 52 | 72.6 | 72.7 | 75.1 |
|           | LP-GNN      | 65.3 | 73.7 | 73.9 | 76.2 |
|           | Relative    | 69 | 96 | 97 | 100 |
|           | GIN [39]    | 85 | 96 | 97 | 100 |

| Evaluation | Model       | Number of State Layers |
|-----------|-------------|------------------------|
|           | Absolute    | 1 | 2 | 3 | 5 |
|           | LP-GNN      | 65.3 | 73.7 | 73.9 | 76.2 |
|           | LP-GIN      | 71.3 | 73.2 | 73.0 | 73.6 |
|           | LP-GCN      | 73.4 | 73.5 | 73.8 | 73.6 |

**TABLE 8:** LP diffusion in other GNN models. Setting of Table 7.

(whicth is close to random in a binary classification task). On the contrary, our model can reach a 65.3\% of accuracy (85\% of the maximum accuracy). This is a signal of the fact that convolutional architectures need a second layer (and thus a larger number of parameters) mainly to perform diffusion at 2-hop neighbors rather than for higher representational power.

### 5.7 Lagrangian Propagation in GNNs

The proposed LP-GNN experimented in this paper exploits the aggregation function of classic GNN* (first row of Table 1). However, the generality of the proposed approach enables, in principle, its extension to a wide variety of aggregation functions available in literature (see the references in Table 1). We adapted the proposed constraint-based scheme to use the aggregation functions of two popular models, i.e., GIN and GCN — see Table 1. In so doing, we obtained two new models denoted with LP-GIN and LP-GCN, respectively. We tested the performances of such models in the same experimental setting of Section 5.5 and the results are reported in Table 8. Both the new models are capable of leveraging the constraint-based diffusion mechanism, even with a shallow 1-layered architecture, and, vice-versa, the LP-GNN schema proposed in this paper can benefit from the particular aggregation mechanisms of GIN and GCN.

### 6 Conclusions and Future Work

We proposed an approach that simplifies the learning procedure of the GNN* model of [6], making it more easily implementable and more efficient. The formulation of the learning task as a constrained optimization problem allows us to avoid the explicit computation of the fixed point, that is needed to encode the graph. The proposed framework defines how to jointly optimize the model weights and the state representations without the need of the separate optimization stages that are typical of GNN*. The constrained learning procedure can be replicated recursively multiple times, thus introducing different levels of abstraction and different representations, similarly to what happens in multi-layer networks. We proposed and investigated constraining functions that allow the model to modulate the effects of the diffusion process. Our experiments have shown that the proposed approach leads to results that compare favourably with the ones of related models. The proposed constraint-based scheme can be easily exploited in other GNN models, leveraging their aggregation capabilities while diffusing information, as we briefly experimented. Future work will include a deeper analysis of the proposed scheme when more specifically customized to the case of other GNN architectures.
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