Two-dimensional hole transport in ion-gated diamond surfaces: A brief review
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Electrically-conducting diamond is a promising candidate for next-generation electronic, thermal and electrochemical applications. One of the major obstacles towards its exploitation is the strong degradation that some of its key physical properties – such as the carrier mobility and the superconducting transition temperature – undergo upon the introduction of disorder. This makes the two-dimensional hole gas induced at its surface by electric field-effect doping particularly interesting from both a fundamental and an applied perspective, since it strongly reduces the amount of extrinsic disorder with respect to the standard boron substitution. In this short review, we summarize the main results achieved so far in controlling the electric transport properties of different field-effect doped diamond surfaces via the ionic gating technique. We analyze how ionic gating can tune their conductivity, carrier density and mobility, and drive the different surfaces across the insulator-to-metal transition. We review their strongly orientation-dependent magnetotransport properties, with a particular focus on the gate-tunable spin-orbit coupling shown by the (100) surface. Finally, we discuss the possibility of field-induced superconductivity in the (110) and (111) surfaces as predicted by density functional theory calculations.

INTRODUCTION

Intrinsic diamond is a wide-bandgap insulator that has attracted significant interest from both a fundamental and an applied perspective, owing to its ultrahigh thermal conductivity, large intrinsic charge-carrier mobility, high breakdown electric field, excellent electrochemical stability, and biocompatibility. One of the key challenges to exploit its potential lies in how to induce a large electrical conductivity without an excessive degradation of its excellent intrinsic transport properties. Hole-type conductivity can be induced in bulk diamond by substituting boron (B) to carbon in the lattice structure, inducing an insulator-to-metal transition and superconductivity (SC) at low temperature. However, the necessary dopant concentrations are very large and introduce significant lattice disorder, thus being detrimental both for the normal-state and SC transport properties. Disorder and limited B solubility have also hampered the exploitation of the ultrahigh Debye temperature of diamond to achieve the predicted high-temperature SC.

The surface of diamond can exhibit hole-type conductivity when it is functionalized with hydrogen and exposed to electron-accepting molecules (e.g., air moisture) for at least few tens of minutes due to an electron-transfer process between the valence band of diamond and the available energy levels of the adsorbed molecules. The electric transport properties of this surface conducting layer have been investigated extensively in the literature and exploited to fabricate high-performance transistors and biosensors. The surface hole densities induced by this charge-transfer process are modest, but already at the limits attainable by means of standard transistor configurations. In recent years, a much wider range of tunability was achieved by means of the ionic gating technique, where the ultrahigh capacitance of an electrolyte/electrode interface is exploited to modulate the charge carrier density and strongly modify the physical properties of the gated material. While the first reports of electrolyte-gated diamond-based transistors were focused on chemical and biological sensing, several later investigations appeared in the literature where the electric transport properties of the gate-induced two-dimensional hole system were front and center.

In this short review, we present the main results obtained so far concerning the electric transport properties of ion-gated diamond, both from the theoretical and experimental point of view, with a specific focus on the behavior shown by the different diamond surfaces at low temperature. In Section II we describe the electronic bandstructure of (111) and (100) hydrogenated diamond, which are the only two single-crystal surfaces experimentally investigated so far. In Section II we describe how the ionic gating technique applied to the (111), (100) and nanocrystalline diamond (NCD) surfaces allows tuning their high-temperature electric transport properties. In Section II we present an analysis of the gate-induced insulator-to-metal transition (or lack thereof) in the same surfaces. In Section II we focus on the strongly orientation-dependent magnetotransport properties of the (111) and (100) surfaces at low temperature. In Section II we examine the theoretical predictions for gate-induced SC in the (110) and (111) surfaces. Finally, in Section II we summarize the main results and provide a possible outlook for future investigations.

I. ELECTRONIC BANDSTRUCTURE

When a bulk crystal is cleaved along one of its structural crystallographic planes, the exposed surface becomes very reactive to the presence of both neighboring sites and adsorbates. As a consequence, the cleaved surface may either undergo a reconstruction, or the dangling bonds may be saturated by bonding other atomic species. Intrinsic diamond is often grown via chemical vapor deposition (CVD) in a hydrogen-rich atmosphere, so
that hydrogen termination is the most natural choice to passivate the exposed surfaces. Here we review the electronic bandstructure of the hydrogen-terminated, (111)- and (100)-oriented diamond surfaces as calculated by ab-initio density functional theory (DFT) using various methods [54–58].

The as-cleaved (100) diamond surface features two dangling bonds per surface carbon atom, which cannot be entirely saturated by hydrogen due to steric repulsion between adsorbates [59, 60]. As a consequence, the hydrogenated $1 \times 1$ surface is unstable and reconstructs into the $2 \times 1$ supercell shown in Fig.1a. This reconstructed surface exhibits dimer rows between neighboring carbon atoms and covalent bonds between hydrogen and carbon. The surface point group is $C_{2v}$ where [100] is a two-fold rotation axis, while there are two mirror planes orthogonal to the [011] and [011] axes. The corresponding bandstructure is shown in Fig.1b. The uppermost three valence bands arise from bulk states, since the occupied surface states lie $\approx 2$ eV below the top of the bulk valence band, while the empty surface states lie $\approx 3$ eV above the highest occupied band [54]. In the absence of external doping, the hydrogen-terminated $2 \times 1$ (100) surface is thus insulating with a DFT-calculated band gap of $\approx 3.0$ eV [56].

The as-cleaved (111) diamond surface features only one dangling bond per surface carbon atom, making the $1 \times 1$ surface cell stable upon hydrogenation of the missing bonds. In the absence of hydrogenation, the clean surface reconstructs in the $2 \times 1$ supercell instead, forming carbon dimers [55, 61]. The hydrogenated (111) surface is shown in Fig.1c. The corresponding point group is $C_{3v}$ where [111] is a three-fold rotation axis and there are three reflection planes (orthogonal to the [211], [112] and [121] axes). Similarly to the $2 \times 1$ (100) surface, the hydrogenated $1 \times 1$ (111) diamond surface is insulating with a direct band gap (calculated by DFT) of $\approx 2.5$ eV [56], its uppermost valence bands originate from bulk states, and its occupied surface states are $\approx 4$ eV below the top of the bulk valence band.

Hydrogenation of the diamond surfaces stabilizes them against reconstruction and makes them insulating. However, it also lowers their electron affinities and ionization energies due to the polarity of adatom-substrate bonds, which can be treated as heteropolar molecules [50, 57, 62]. This makes these surfaces extremely susceptible to charge transfers upon adsorption of electron-accepting species: Hydrogen redox extracts electrons from the valence bands of diamond, leaving behind surface-bound holonic carriers which are mobile in the in-plane directions and lead to a finite surface electrical conductivity [13–15]. For simplicity, in the following we shall refer to the reconstructed $2 \times 1$ (100) hydrogenated diamond surface and to the unreconstructed $1 \times 1$ (111) hydrogenated diamond surface as the (100) and (111) surfaces respectively.

II. IONIC-GATE OPERATION

It is well known that the application of an electric field perpendicular to the surface of a semiconductor can result in the formation of a two-dimensional gas of charge carriers with a tunable density. The ionic gating technique can be employed to induce the electric field effect in the electric double-layer (EDL) transistor configuration, which we sketch in Fig.2a for an ion-gated diamond surface. Here, the diamond surface is separated from a metal gate electrode (G) by an electrolyte, which can be an aqueous solution [43], a solid polymer electrolyte [44], an ionic liquid [45–49] or an ion-gel [50]. When a negative voltage $V_G$ is applied to the gate electrode, negative ions accumulate at the diamond surface and induce the formation of the two-dimensional hole gas (2DHG), thus building up the EDL. Typically, $V_G$ is applied immediately above the freezing point of the chosen electrolyte to minimize the chance of unwanted electrochemical reactions. The conductivity of the 2DHG can be monitored by applying a small current $I_{DS}$ between the source (S)
and drain (D) electrodes and simultaneously measuring the longitudinal voltage drop.

In Fig. 2a, we show the high-temperature conductivity per unit surface, \( \sigma_{2D} \), as a function of the carrier density \( n_{2D} \) for different ion-gated diamond surfaces. In the (111) and (100) hydrogenated single-crystal surfaces \(^{45, 48} \), \( \sigma_{2D} \) can be controlled over nearly three orders of magnitude upon the induction of moderate carrier densities \( n_{2D} \lesssim 4 \cdot 10^{13} \text{ cm}^{-2} \). The \( \sigma_{2D} \) of the accumulation layer induced at the much rougher surface of B-doped NCD films is less tunable (slightly less than two orders of magnitude) and requires much larger carrier densities \( (10^{13} - 10^{14} \text{ cm}^{-2}) \) to be modified \( \text{50} \). Additionally, the exposure of the hydrogenated surfaces to the electrolyte always results in an initial reduction of \( \sigma_{2D} \) by at least one order of magnitude, as the adsorbates responsible for charge-transfer doping dissolve in the electrolyte \(^{45} \); whereas the conductivity of the B-doped films is insensitive to the deposition of the electrolyte \( \text{51} \).

The behavior of the induced carrier density \( n_{2D} \) as a function of the applied \( V_G \) is also dependent on the diamond surface (see Fig. 2b). In general, \( n_{2D} \) becomes larger for larger negative values of \( V_G \), with at least one voltage range — usually at low \( V_G \) — where the increase is linear and the diamond/electrolyte interface capacitance \( C_G \) is nearly constant \(^{45, 47, 50} \). The exact values and trends are dependent on which electrolyte is used and at which temperature \( T \) one measures \( n_{2D} \), as is the maximum negative \( V_G \) which can be applied before the onset of irreversible electrochemical reactions. The inset to Fig. 2b summarizes the values of \( C_G \) determined by fitting the \( n_{2D} \) vs. \( V_G \) curves in the linear region. Despite sample-to-sample fluctuations, it can be seen that the (111) hydrogenated surface features a larger capacitance \( (C_G \simeq 2.6 - 4.6 \mu \text{F cm}^{-2}) \) \(^{45, 47, 50} \) than the (100) surface \( (C_G \simeq 2.1 - 2.8 \mu \text{F cm}^{-2}) \) \(^{45, 47, 48} \). This difference may be associated to the different density of \( C^- \cdot H^+ \) dipoles between the two surfaces \(^{28, 45} \), or possibly to different values of density of states (DOS) at the Fermi level leading to different values of the quantum capacitance. The even larger value of \( C_G \simeq 6.3 \mu \text{F cm}^{-2} \) of the NCD surface is instead likely associated with the finite B content providing a finite carrier density even at \( V_G = 0 \) \( \text{50} \), which in turn improves the electrostatic screening with respect to the undoped surfaces.

Knowing both \( n_{2D} \) and \( \sigma_{2D} \) allows determining the mobility \( \mu \) in the various 2DHGs. As we show in Fig. 2b, the mobilities of the (111) and (100) hydrogenated surfaces are comparable, the values of \( \mu \) for the (100) surface being slightly larger for most of the values of \( n_{2D} \) (though it could be partially due to sample-to-sample fluctuations) \(^{45, 48} \). On the other hand, the values of \( \mu \) for the B-doped NCD surface are two orders of magnitude lower at comparable \( n_{2D} \), obviously due to the polycrystalline nature of the samples and their much larger surface roughness \( (\sim 30 \text{ nm for NCD vs. } \sim 0.5 \text{ nm for single crystals}) \) \( \text{51} \). Despite these differences, \( \mu \) is always decreasing with increasing \( n_{2D} \) for all diamond surfaces. Ref. \( \text{42} \) proposed this behavior to be due to a density-dependent increase in carrier-phonon scattering, in analogy with silicon inversion layers \(^{63} \) and ungated hydrogenated diamond \( \text{23} \). In Ref. \( \text{51} \), instead, the decrease of \( \mu \) is associated to the fact that ionic gating itself introduces extrinsic disorder due to the presence of the charged ions in the EDL, leading to suppressed mobilities with respect to standard solid-gating techniques \(^{62} \) or even a suppression of metallic charge transport \( \text{70–72} \). As we will discuss in the next Section, the low-\( T \) mobility (where no significant phonon scattering is present) decreases only for sufficiently large values of \( n_{2D} \); thus, it is likely that the suppression of \( \mu \) with increasing \( n_{2D} \) at high \( T \) is caused by a combination of both effects.

### III. INSULATOR-TO-METAL TRANSITION

Tuning the carrier density in the gate-induced 2DHG has a profound impact on its charge conduction mechanism, as evidenced by the \( T \)-dependence of \( \sigma_{2D} \) (see Fig. 3a-c). In the absence of the ionic gate, \( \sigma_{2D} \) decreases with decreasing \( T \) in both the (111) and (100) hydrogenated surfaces (solid black lines in Fig. 3a and b respectively), mostly due to a strong suppression of the hole mobility \(^{44} \). The deposition of the ionic medium suppresses \( \sigma_{2D} \) (solid violet lines in Fig. 3a-b) at \( V_G = 0 \), but the original \( \sigma_{2D} \) can be recovered by applying a small \( |V_G| < 0.4 \text{ V} \) (solid blue lines in Fig. 3a-b). Even though different samples having the same surface termination often exhibit different values of \( \sigma_{2D} \) at \( V_G = 0 \), increasing the hole density by applying negative values of \( V_G \) results in an increase of \( \sigma_{2D} \) and in a weakening of its \( T \)-dependence. Indeed, when the applied negative \( V_G \) is sufficiently large, \( \sigma_{2D} \) becomes nearly \( T \)-independent for \( T \to 0 \) in both the (111) and (100) hydrogenated surfaces \(^{45, 47} \), suggesting a gate-induced insulator-to-metal transition (IMT). Conversely, this low-\( T \) saturation is never observed in the NCD B-doped surfaces \(^{50} \) (see Fig. 3c). No evidence for SC behavior has been observed so far in any ion-gated diamond surfaces down to the lowest measured \( T \); most likely the achieved values of \( n_{2D} \) are not large enough \(^{45, 50} \).

Further insight in the gate-induced IMT can be gained by considering the scaling of \( \sigma_{2D} \) with \( T \). When \( n_{2D} \) is low enough (the exact values being surface- and sample-dependent), \( \sigma_{2D} \) decreases with decreasing \( T \) faster than any power law, indicating that charge transport occurs through a hopping mechanism between localized states \(^{73, 74} \). In the case of NCD B-doped surfaces, the hopping mechanism has been explicitly identified to be of the 2D Mott variable-range type. Upon increasing the hole density, the low-\( T \) behavior of \( \sigma_{2D} \) changes into a power law, \( \sigma_{2D} \propto T^\beta \), with \( \beta \lesssim 1 \). This is the hallmark of the quantum critical (QC) regime of the IMT \(^{78, 79} \). When \( \beta > 1/3 \), \( \sigma_{2D} \) still vanishes for \( T \to 0 \), identifying the insulating side of the IMT. Notably, the NCD B-doped surface can never be brought beyond this regime even at
FIG. 2. (a) Sketch of a diamond-based EDL transistor biased with a negative $V_G$. Electric field $\vec{E}$ and source (S), drain (D) and gate (G) electrodes are indicated. The gate-induced 2DHG is represented by the shaded red area. (b) In-plane sheet conductance in the accumulation layer $\sigma_{2D}$ as a function of the induced hole density $n_{2D}$ in different gated diamond surfaces at high $T$. (c) Induced hole density $n_{2D}$ as a function of $V_G$ in different gated diamond surface. The inset shows the EDL capacitance $C_G$ extrapolated in different papers from the range where $n_{2D}$ scales linearly with $V_G$. (d) High-$T$ mobility $\mu$ as a function of $n_{2D}$ in different gated diamond surfaces. Surface type and $T$ at which $V_G$ was applied are reported in the legend in all panels. Dashed lines are all guides to the eye. Data are adapted from Refs.45–48, and 50.

The largest values of $n_{2D}$, most likely due to its very low mobility caused by the large surface roughness [50]. On the other hand, sufficiently large values of $n_{2D}$ allow the hydrogenated single-crystal surfaces to cross the $\beta = 1/3$ line (the QC point of the IMT [73–75]) and reach the metallic regime where a finite $\sigma_{2D}$ exists for $T \rightarrow 0$. In this regime, the residual weak $T$-dependence of $\sigma_{2D}$ has been attributed to weak localization in the (111) surface [46] and to hole-hole interactions in the (100) surface [47]. The $n_{2D}$-dependences of the scaling factor $\beta$ for the various diamond surfaces are summarized in Fig.3d.

As anticipated in the previous Section, the $n_{2D}$-dependence of the low-$T$ mobility is different from that of the high-$T$ one. Namely, $\mu$ no longer monotonously decreases with increasing $n_{2D}$, showing instead an increasing trend at low $n_{2D}$, reaching a maximum and then decreasing (see Fig 3e). This behavior can be observed in all ion-gated diamond surfaces [45–48, 50]. Since at low $T$ the electron-phonon scattering is suppressed, this behavior can be attributed to a crossover in the scattering with defects, specifically Coulomb scattering with the ions in the EDL. At low $n_{2D}$, the extra charge carriers introduced by the ionic gate improve the electrostatic screening, thus increasing the mobility [45]. When $n_{2D}$ becomes too large, the additional charge carriers are no longer sufficient to effectively screen the extra disorder introduced by the ions and $\mu$ eventually decreases [50]. In the case of the (100) hydrogenated surface, the drop in $\mu$ is very sharp and might be assisted by an additional mechanism, namely the sudden increase in the interband scattering rate which occurs when high-energy sub-bands become filled at the increase of the doping level.
IV. TWO-DIMENSIONAL MAGNETOTRANSPORT AT LOW TEMPERATURE

Magnetotransport measurements are a powerful tool to investigate the physical properties of an electrically conducting system, since the dependence of $\sigma_{2D}$ on the applied magnetic field $B$ can provide crucial information concerning e.g. its dimensionality, the structure of its Fermi surface, the main sources of inelastic scattering and phase breaking, and the interplay between its orbital and spin degrees of freedom. So far, there has not been a comprehensive examination of the magnetotransport properties of all gated diamond surfaces, with each work focusing on a specific feature of a specific surface. Nevertheless, the consensus appears to be that the magnetotransport in the (111) surface is dominated by weak localization (WL) onto which Shubnikov-de Haas (SdH) oscillations are superimposed in high-mobility samples [46]; the magnetotransport in the (100) surface is instead dominated by weak anti-localization (WAL) caused by strong spin-orbit coupling (SOC), although the exact behavior and interpretation are debated between the different experimental reports [47,49]. The magnetotransport properties of the (110) and polycrystalline surfaces have so far been unexplored. In this Section, we summarize the main results currently reported in the literature and suggest a possible explanation for the conflicting observations of Refs.47 and 48.

(111) surface: Quantum oscillations

The observation of quantum oscillations in B-doped diamond has been hampered by its low bulk mobility ($\mu \lesssim 3 \text{ cm}^2\text{V}^{-1}\text{s}^{-1}$) [6,79], mainly due to the very large B doping necessary to induce metallic behavior in diamond [4,80,81] as compared to B-doped silicon [82] or Ga-doped germanium [83]. Indeed, the first evidence for SdH oscillations in conducting diamond was reported in Ref.46 thanks to the large mobility (approaching $\mu \sim 10^2 \text{ cm}^2\text{V}^{-1}\text{s}^{-1}$, see Fig.3) obtained in the ion-gated samples analyzed there. This is because the mobility in the gate-induced 2DHG can be significantly larger than the bulk value as long as the surface is atomically flat [46]; this is necessary for the surface roughness to be smaller than the electrostatic screening length, which in gated diamond is expected to be of the order of 1–2 nm [48,49,50,51] for typical values of $n_{2D} \lesssim 10^{14} \text{ cm}^{-2}$ (larger $n_{2D}$ values can lead to strong deviations from the
The number of peaks and their positions were found to be nearly systematically lower (by one order of magnitude) than the transport scattering rate. This feature, together with the presence of multiple SdH frequencies, is again consistent with spatial inhomogeneities in the gate-induced hole density, since it points to the existence of spatially distinct regions with different local values of \( n_{2D} \) and with a local \( \mu \) exceeding \( 10^3 \) cm\(^2\) V\(^{-1}\) s\(^{-1}\) at low \( T \).

Finally, the magnetoresistance of the gated (111) surface was found to be strongly dependent on the angle \( \theta \) between \( B \) and the out-of-plane direction. As \( B \) was tilted towards the in-plane direction (\( \theta \to 90^\circ \)), the negative magnetoresistance nearly disappeared and the nodes of the SdH oscillation shifted towards larger values of \( B \). Indeed, Ref.\(^\text{46} \) showed that the magnetoresistance signal depended only on the \( B \) component perpendicular to the surface (\( B \cos \theta \), see Fig.\(^\text{4} \)), providing a direct evidence for the 2D character of the Fermi surface of the gate-induced 2D HGS.

(100) surface: Spin-orbit coupling

The magnetotransport properties of the gated (100) diamond surface were first investigated in Refs.\(^\text{44, 47} \) and \(^\text{48} \). The two works focused on close but non-overlapping ranges of doping: Ref.\(^\text{47} \) investigated magnetotransport in the ungated surface, \( n_{2D} \simeq 1.1 \cdot 10^{13} \text{ cm}^{-2} \), and in the gated surface in the range \( n_{2D} \simeq 2.4 \cdot 7.2 \cdot 10^{13} \text{ cm}^{-2} \). Ref.\(^\text{48} \) focused instead on the gated surface only and in the narrow range \( n_{2D} \simeq 1.15 \cdot 1.72 \cdot 10^{13} \text{ cm}^{-2} \). Surprisingly, despite the same device platform and the moderate difference between the doping values, the results (and their interpretation) of the two works were at variance with one another, only agreeing on the fundamental role played by SOC in the observed behaviors. Moreover, the negative magnetoconductance observed in Refs.\(^\text{44, 47} \) and \(^\text{48} \) in the (100) diamond surface is in stark contrast with the positive magnetoconductance observed in Ref.\(^\text{46} \) in the (111) surface, and provides evidence of a wide difference in the role played by SOC between the two surfaces.

Ref.\(^\text{47} \) reported that, for \( T \lesssim 20 \text{ K} \), the \( T \)-dependent electric transport was dominated by hole-hole interactions (HHI), as evidenced by the logarithmic dependence of the transverse resistance on \( T \). Indeed, when the small HHI contribution \(^\text{91} \) was subtracted from \( R_s \), the resulting corrected longitudinal sheet resistance was found to be nearly \( T \)-independent, both in the presence and in the

### FIG. 4

(a) Sheet resistance \( R_s \) as a function of the magnetic field \( B \) applied in the out-of-plane direction for different values of \( T \) in a gated (111) diamond surface. Curves at \( T = 0.91 \text{ K} \) and \( T = 1.43 \text{ K} \) are shifted for clarity. (b) Fourier spectra of the \( B \)-dependence of the oscillations shown in (a). Frequencies at \( 21 \text{ T}, 43 \text{ T}, 63 \text{ T} \) and \( 81 \text{ T} \) are highlighted by arrows. (c) \( R_s \) vs. \( B \) for another gated (111) diamond surface, for different angles \( \theta \) between \( B \) and the surface (\( \theta = 0^\circ \) indicates that \( B \) is perpendicular to the surface). Curves at \( \theta = 18^\circ, \theta = 38^\circ, \theta = 68^\circ \) and \( \theta = 88^\circ \) are shifted for clarity. (d) Same data of (c) plotted vs. \( B \cos \theta \), highlighting that the magnetotransport features depend only on the out-of-plane component of \( B \). All data are adapted from Ref.\(^\text{46} \).
FIG. 5. (a) In-plane magnetoconductance ratio $[\sigma(B) - \sigma(0)]/\sigma(0)$ vs. out-of-plane magnetic field $B_\perp$, for different values of $V_G$ applied at a (100) diamond surface. The label “no IG” marks the curve in absence of the ionic gate. (b) $T$-dependences of the phase-coherence length $L_\phi$ (diamonds) and spin-coherence length $L_{so}$ (circles) for two different values of $V_G$. (c) Spin-coherence length $L_{so}$ (circles, left scale) and spin-orbit splitting $\Delta_{so}$ (pentagons, right scale) as a function of $n_{2D}$. Dashed lines in both (b) and (c) are guides to the eye. (d) In-plane magnetoconductance ratio $\sigma/\sigma(0)$ of the phase-coherence length $L_\phi$ (orange-red lines) or the in-plane magnetic field $B_\parallel$ (green-blue lines) for different values of $V_G$. (e) In-plane magnetoconductance ratio vs. $B_\parallel/T$. Data for different values of $V_G = -1.4$ V, $-1.6$ V, $-1.8$ V and $T$ (as indicated in the legend) all collapse on the same curve. Data in (a), (b) and (c) are adapted from Ref.47. Data in (d) and (e) are adapted from Ref.48.

The absence of the ionic gate. The authors then conducted the subsequent analysis on the HHI-corrected magnetotransport data, evidencing a $T$- and $n_{2D}$-dependent crossover from WL to WAL caused by a gate-tuned SOC strength. The $n_{2D}$-dependent crossover is exemplified in Fig.5 at a fixed $T = 4.2$ K. In the absence of the ionic gate, the positive magnetococonductivity ratio $\Delta\sigma/\sigma(0) = [\sigma(B) - \sigma(0)]/\sigma(0)$ is due to WL. When $n_{2D}$ is increased, $\Delta\sigma/\sigma(0)$ becomes increasingly negative, signaling the presence of WAL. A similar crossover is induced by decreasing $T$, as already reported for the ungated surface.

Ref.47 attributed the observed WAL to a gate-tunable SOC of dominant Rashba type – induced by the broken inversion symmetry in the 2DHG caused by the strong interface electric field – and fitted the magnetoconductivity data with the corresponding theoretical expression (Rashba splitting proportional to the wave vector to the third power) to extract the phase and spin-orbit coherence lengths $L_\phi$ and $L_{so}$ as a function of $n_{2D}$ and $T$. In the presence of a finite SOC, the spin of the charge carriers precedes as they are scattered in closed loops, the sign of this precession being opposite for the two loop directions: This changes the constructive interference of coherent carrier backscattering into destructive interference. Thus, WAL is observed whenever $L_\phi$ exceeds $L_{so}$ and the gate-dependent crossover from WL to WAL was ascribed to the increase of $n_{2D}$ which extends the $T$ range where $L_\phi > L_{so}$ (see Fig.5). Instead, the $T$-dependent crossover (not shown here) was attributed to anisotropic hole-hole scattering suppressing $L_\phi$ as $T^{-1/2}$, eventually pushing it below the $T$-independent $L_{so}$. From the $n_{2D}$-dependence of $L_{so}$, the authors also extracted the dependence of the Rashba spin-orbit splitting $\Delta_{so}$, which was found to increase by over 4 times as $n_{2D}$ was increased (see Fig.5 even though the intrinsic Rashba coupling strength decreased (anomalous / negative differential Rashba splitting). Notably,
maximum gate-induced $\Delta_{\sigma_0} \approx 24.5$ meV is larger than those reported for most 2D hole systems \cite{47}, and is comparable to those of 2D electron systems such as HgTe quantum wells \cite{96} or the high-energy valleys of electron-doped MoS$_2$ \cite{78}.

Ref.\textsuperscript{48} also reported WAL behavior in gated (100) surfaces at $T \lesssim 10$ K. As in Ref.\textsuperscript{47}, the negative magnetoconductance was orders of magnitude larger than the classical orbital contribution \cite{57}, suggesting the dominant role of the spin degree of freedom. This was confirmed by $\Delta \sigma/\sigma(0)$ being measured not only as a function of the out-of-plane magnetic field $B_\perp$ (as in Ref.\textsuperscript{47}), but also of the in-plane magnetic field $B_\parallel$, and its magnitude found to be weakly dependent on the direction of $B$ (see Fig.5\textsuperscript{1}) \cite{48}. However, no crossover between WL and WAL was reported, and $\Delta \sigma/\sigma(0)$ was nearly insensitive to changes in $n_{2D}$ at low $B$, in sharp contrast to the behavior reported in Ref.\textsuperscript{45} and shown in Fig.5c. Most notably, all the in-plane magnetoconductance data reported in Ref.\textsuperscript{48} collapse on the same universal curve when plotted as a function of $B_\parallel/T$ (see Fig.3), and the out-of-plane magnetoconductance data do the same as a function of $B_\perp/T^{1.32}$ (not shown), irrespectively of the values of $n_{2D}$ and $T$ \cite{48}.

Several theories have been developed for 2D conducting systems in the presence of SOC and Zeeman splitting \cite{48,102} which predict $\Delta \sigma \propto -(B/T)^2$, but all they have strong difficulties in reproducing the observed $\Delta \sigma/\sigma \propto -(B/T)^2$ \cite{48}. This second dependence has been instead predicted in the hopping regime in the presence of localized spins \cite{102}, where the Pauli exclusion principle suppresses the carrier hopping probability to those sites where the localized spin is aligned to that of the charge carrier. Although the gated (100) diamond surface is far away from the hopping regime (as discussed in Ref.\textsuperscript{48} and Section 3), and in the absence of a fully satisfactory theory, the authors proposed that a similar process may be at play in their devices due to the remaining dangling bonds after the (100) surface reconstruction, which provide localized spins and constitute a known source of magnetic noise \cite{103,104}.

Several possible reasons can be cited for the discrepancy between the results of Refs.\textsuperscript{47} and \textsuperscript{48}. First, the data in Ref.\textsuperscript{48} were not corrected for HHI, as were those of Ref.\textsuperscript{47} instead. On the other hand, Ref.\textsuperscript{47} did not perform measurements for in-plane magnetic fields, and Ref.\textsuperscript{48} pointed out how WAL theories cannot account for non-saturating magnetoconductance even at 2 T, which is observed in the data of Ref.\textsuperscript{47} at low $n_{2D}$. A strong difference in the density of dangling bonds in the crystals employed by the two groups cannot be ruled out but seems unlikely, given that they act as trap states and the mobility of the two sets of samples is comparable (see Fig.3). Overall, we deem the most likely explanation to lie in the different doping regimes investigated by the two works. Since Ref.\textsuperscript{47} focuses on doping levels at least twice as large as those of Ref.\textsuperscript{48}, the dangling-bond induced trap states would become more filled (reducing the density of unpaired localized spins), while the Rashba splitting increases due to the increase of the interatomic electric field. The WAL signal would then crossover from being dominated by spin-phonon interactions at low doping (responsible for the universal $\Delta \sigma/\sigma \propto -(B/T)^2$ behavior observed in Ref.\textsuperscript{48}), to Rashba SOC at high doping (responsible for the more standard, Hikami-like magnetoconductance observed in Ref.\textsuperscript{47}).

(100) surface: $g$-factor and well-width fluctuations

Further insight into the physical properties of the gate-induced 2DHG at the (100) surface can be gained by investigating its magnetoconductance upon the simultaneous application of finite $B_\perp$ and $B_\parallel$. Namely, one can obtain estimations for the carrier $g$-factor, which measures the strength of the coupling between the carrier spin and a magnetic field, and the mean square well-width roughness $d^2$, which measures how much the local depth of the 2DGHG from the surface deviates from its average value (and, thus, from an ideal 2D system). This was first done in Ref.\textsuperscript{49}, following the methods developed in Refs.\textsuperscript{107} and \textsuperscript{108} for $n_{2D} \lesssim 4.35 \cdot 10^{13}$ cm$^{-2}$.

As shown in Fig.6\textsuperscript{a}, a quenching of the WAL signal vs. $B_\perp$ with increasing $B_\parallel$ was observed, which can be accounted for by introducing two additional phase-breaking fields, $\Delta_\varphi$ and $\Delta_\alpha$, in the standard Hikami formula for WAL in 2D \cite{49,107}. $\Delta_\varphi$ is proportional to $d^2L/B_\parallel^2$, where $L$ is the correlation length of the well-width fluctuations and $l$ is the mean free path, and represents the fact that, when $d^2$ is finite, charge carriers scattering in closed loops are no longer strictly confined to a 2D sheet and thus acquire an additional Aharonov-Bohm phase. $\Delta_\alpha$ is proportional to $g\mu_B B_\parallel^2$ ($\mu_B$ being the Bohr magneton) and is due to the Zeeman effect. Thus, Ref.\textsuperscript{49} determined the

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig6.png}
\caption{(a) In-plane magnetoconductance ratio $\Delta \sigma/\sigma(0)\approx -(B/T)^2$ vs. out-of-plane magnetic field $B_\perp$, for different values of the in-plane magnetic field $B_\parallel$, in a gated (100) diamond surface. (b) In-plane $g$-factor (black circles, left scale) and roughness parameter $d^2L$ divided by the phase-breaking length $L_\varphi \sim 30$ nm (red pentagons, right scale) as a function of $n_{2D}$. The label “no IG” marks the value in absence of the ionic gate. Dashed lines are guides to the eye. All data are adapted from Ref.\textsuperscript{49}.}
\end{figure}
$g$-factor and $d^2L$ (see Fig 6(b)) by linearly fitting the $B_0^2$-dependence of $\Delta$, and $\Delta_r$, as obtained from fitting the Hikami model to the experimental data.

The $g$-factor was found to sharply decrease upon the deposition of the ionic liquid, and then to increase monotonically up to 2.3 with increasing $n_{2D}$. Since deviations of $g$ from the free-electron value ($g = 2$) arise from changes in the bandstructure, in the absence of an accurate model the authors proposed that the modulation of $g$ might be due to a combination of valence band filling and hybridization of the light-hole and heavy-hole sub-bands [49]. The roughness parameter $d^2L/L_0$, on the other hand, was found to decrease monotonically with increasing $n_{2D}$, eventually approaching the mean-square surface roughness $\sim 1.2 \text{ nm}^2$ at large $n_{2D}$. This implies that, in the measured range of $n_{2D}$, the gate-induced 2DHG becomes more homogeneous as more holes become trapped in the potential well [49] and is consistent with the known behavior of ion-gated surfaces [88].

V. SUPERCONDUCTIVITY

Superconductivity can be induced in bulk diamond when the B-dopant concentration becomes large enough, with typical values for the SC critical temperature $T_c \gtrsim 4 \text{ K}$ for hole densities $n_{3D} \approx 10^{22} \text{ cm}^{-3}$ [2, 3, 7]. B-doped diamond films grown homoepitaxially on intrinsic single crystals feature maximum $T_c \approx 3 \text{ K}$ for the (100) orientation and $T_c \approx 7 \text{ K}$ for the (111) orientation [109]. In the latter case, a further improvement to $T_c \approx 10 \text{ K}$ has been obtained in highly-ordered films [8]. Indeed, theoretical predictions indicate [8, 12, 110, 111] that further incrementing the B content in the compact diamond crystal structure should allow obtaining $T_c \sim 40 \text{ K}$. However, the successful achievement of such a large $T_c$ is hampered by the limited solubility of B in the diamond lattice, as well as by the disorder introduced by the substitution process [3, 7, 8]. Surprisingly, little theoretical effort has been devoted to explore the possibility of superconductivity induced by field-effect doping in diamond, which should be much less prone to the introduction of extrinsic disorder.

(110) surface

The influence of field-effect doping on the hydrogenated (110) diamond surface has been investigated theoretically in Refs [51] and [52]. In these works, the metallic gate was modeled by a homogeneous planar distribution of charges. The resulting uniform electric field is normal to the diamond surface and becomes screened inside the material by a self-consistent redistribution of the charge density. In principle, this allows to induce both electron and hole surface doping by selecting the sign of the applied field (conventionally, the reference system is chosen so that a negative sign of the applied field corresponds to hole doping).

Ref [51] first computed the electronic structure of the (110) surface – modeled with a slab of 13 carbon layers terminated by hydrogen on both sides – in the absence of the electric field. The DFT calculations were performed with the full-potential linearized augmented plane-wave method [112, 113]. The as-cleaved surface has only one dangling bond per surface carbon atom. Thus, as in the case of the (111) surface, hydrogen can saturate all the missing bonds, stabilizing the $1 \times 1$ cell and avoiding any reconstruction. The hydrogenated (110) diamond surface is shown in Fig 7, and the corresponding point group is $C_{2v}$, with a two-fold rotation axis in [110]. In the absence of external doping, the surface is insulating with a direct band gap of $\approx 2.5 \text{ eV}$ at the $\Gamma$ point of the first Brillouin zone. The bonding and antibonding orbitals of hydrogen are several electronvolts below and above the valence-band maximum, respectively.

When a finite negative electric field was applied to the surface, hole carriers were induced in the first few carbon layers ($\sim 5 - 10 \text{ Å}$ below the surface): The Fermi
level crossed the first valence bands and the surface became metallic. The gate electric field had no significant effect on the crystal lattice, only slightly reducing the bonding length between the surface atoms. The authors of Ref. 51 focused on two values of the electric field ($E = -0.5$ V/Å and $E = -1.0$ V/Å), corresponding to the two hole doping levels $n_{2D} = 2.84 \cdot 10^{13}$ cm$^{-2}$ and $n_{2D} = 5.68 \cdot 10^{13}$ cm$^{-2}$. At $n_{2D} = 2.84 \cdot 10^{13}$ cm$^{-2}$, the Fermi level crossed only the uppermost valence band (see Fig. 7a), leading to a single holonic pocket at the zone center. On increasing the doping to $n_{2D} = 5.68 \cdot 10^{13}$ cm$^{-2}$, the Fermi level shifted to lower energies. This resulted in the increase of the Fermi surface size and in the crossing of the second valence band as well (see Fig. 7), leading to the emergence of a second holonic pocket at zone center. Notably, the filled valence bands are also surface-bound hole states in the sense that the charge distributions of their wavefunctions are spatially distributed in planar sheets 52, and the confinement of the induced holonic carriers within few atomic layers from the surface results in a value of $n_{3D}$ exceeding the one responsible for the onset of SC in B-doped bulk diamond 51. The authors then computed the electron-phonon coupling $\lambda$ in the rigid-muffin-tin approximation 116–118, obtaining $\lambda = 0.18$ at $n_{2D} = 2.84 \cdot 10^{13}$ cm$^{-2}$ and $\lambda = 0.47$ at $n_{2D} = 5.68 \cdot 10^{13}$ cm$^{-2}$. Even though they did not attempt to compute the $T_c$, the fact that bulk diamond features a comparable $\lambda$ to $0.51$ for a 12% B concentration 51 led them to suggest that the value of $\lambda$ at $n_{2D} = 5.68 \cdot 10^{13}$ cm$^{-2}$ should be sufficient to trigger the onset of SC in the surface accumulation layer.

The field-induced SC transition temperature was calculated in Ref. 52 by DFT, with the pseudopotential plane-wave method 114, and in the same geometry as in Ref. 51. Fig. 7 summarizes the calculated dependence of $\lambda/N(0)$ (that is the electron-phonon coupling constant normalized to the DOS at the Fermi level, and corresponds to the attractive potential in BCS theory, $V$) on increasing $n_{2D}$. The authors computed $\lambda/N(0)$ for B-doped bulk diamond (black hexagons) and for three ion-gated hydrogenated (110) slabs composed of two ($L = 2$, green circles), three ($L = 3$, orange triangles) and four ($L = 4$, violet diamonds) carbon layers as a function of the surface charge density. The results of DFT in virtual-crystal approximation for bulk B-doped diamond from Refs. 6 (blue pentagons) and 121 (red pentagons) are reported in Fig. 7 for comparison. By extrapolating the (almost doping-independent) resulting values of $\lambda/N(0)$ to a slab made up of a larger number of layers, the authors estimate the value of $V$ in the slab to be $V \approx 1.1$ (states/spin/cell/eV)$^{-1}$. From here, and using a step-like approximation of the DOS, they estimated $\lambda$ to increase from 0.08 (when only the first hole pocket is present) to 0.3 (when the second hole pocket forms at the zone center). The $T_c$ of the the gated (110) surface was then estimated by using the semi-empirical McMillan equation 121, 122:

$$T_c = \frac{\omega_{\log}}{1.2} \exp \left\{ -\frac{1.04(1 + \lambda)}{\lambda - \mu^*(1 + 0.62\lambda)} \right\}$$  (1)

where $\omega_{\log} \sim 1200$ K is the logarithmic averaged phonon frequency and $\mu^* \sim 0.1$ is the typical Morel-Anderson pseudopotential of B-doped bulk diamond 6, 80, 120, 122. The result of the whole procedure indicates the existence of critical value of the induced hole density $n_{2D,c} \approx 2.3 \cdot 10^{13}$ cm$^{-2}$ above which a finite $T_c \approx 1$ K appears. For $n_{2D} < n_{2D,c}$, $\lambda \approx 0.1$ and $T_c \to 0$. The onset of superconductivity thus corresponds to a sudden jump in the DOS, $N(0)$, that occurs when the second valence band crosses the Fermi level and that strongly boosts the electron-phonon coupling to $\lambda \approx 0.3$. The situation is similar to that observed, for instance, in MoS$_2$ 68, 78 where the superconducting transition does not appear until the Fermi level crosses both the spin-orbit split sub-bands at the Q point.

(111) surface

The possible occurrence of superconductivity due to field-effect doping was also investigated in Ref. 53 on the hydrogenated (111) diamond surface (see Fig. 4). In this work, ab-initio plane-wave pseudopotential density functional theory computations were carried out in the proper field-effect geometry 124 (i.e. by taking into account the screening of the electric field in a self-consistent way on structure relaxation, electronic and vibrational properties and electron-phonon coupling). Three different hole doping values were investigated: $n_{2D} = 2.84 \cdot 10^{13}$ cm$^{-2}$, $n_{2D} = 1.96 \cdot 10^{14}$ cm$^{-2}$ and $n_{2D} = 6.00 \cdot 10^{14}$ cm$^{-2}$. By letting the structure relax in the presence of the electric field, the authors showed that atomic positions were not dramatically affected and the only effect was just a slight variations of bond lengths. The electronic structure however was shown to be strongly dependent on the field-effect doping: as a matter of fact, on increasing doping the Fermi level is crossed by bands that change their character from a bulk-like to a surface-like one. Moreover, the presence of the electric field in the direction perpendicular to the surface breaks inversion symmetry along the axis perpendicular to the surface and this results in a lifting of degeneracies among bands (see Fig. 4 and Fig. 8 for comparison).

Electron-phonon interactions as a function of doping were initially computed only at the center of the Brillouin zone (i.e. $\mathbf{q} = \Gamma$). The resulting electron-phonon coupling constants $\lambda$ and logarithmic averaged frequencies $\omega_{\log}$ are reported in Fig. 8. The transition temperature was then computed using the semi-empirical McMillan equation (Eq. 1), showing that at high hole doping (i.e. $n_{2D} = 6.00 \cdot 10^{14}$ cm$^{-2}$) superconductivity appears with $T_c \in [57.20 \text{ K}, 63.14 \text{ K}]$ ($\mu^* \in [0.13, 0.14]$), and that it is mainly due to planar vibrations and – to a lesser extent
VI. SUMMARY AND OUTLOOK

In this short review, we have discussed the electronic structure and the electric transport properties of the two-dimensional hole gas induced at the surface of ion-gated diamond. The role of the different surface orientations in determining the valence-band structure of hydrogen-terminated diamond has been examined based on the results of DFT calculations. We have discussed how the ionic gating technique can be used to control the hole density in the accumulation layer at the (111), (100) and nanocrystalline surfaces, and whether and how hole transport can be tuned across the insulator-to-metal transition, highlighting the different roles of intrinsic and gate-induced disorder. We have further reviewed the low-temperature magnetotransport properties of the (111) and (100) ion-gated surfaces, discussing two-dimensional weak localization and Shubnikov-de Haas oscillations in the (111) surface and different regimes of weak antilocalization and gate-tunable spin-dependent transport in the (100) surface. Finally, we have discussed the electronic structure and superconductivity predicted for the hydrogen-terminated (110) and (111) surfaces on the basis of DFT calculations.

At the end we can suggest some promising avenues for future investigations. From the theoretical point of view, the spin-dependent transport in the hydrogenated (100) surface still lacks a comprehensive and quantitative explanation for the observed features. Additionally, the possibility and requirements for gate-induced superconductivity have not yet been investigated in the (100) surface. Conversely, from the experimental point of view, the electric transport properties of the ion-gated (110) surface are still to be explored, a promising task owing to the predicted superconductivity. Finally, superconducting behavior has not been observed in either the (111) or (100) gated surfaces, most likely due to the insufficient hole density achieved so far. Since larger gate-induced hole densities have been reported in nanocrystalline surfaces upon B-doping, we deem the combination of B-doping and ionic gating in the same epitaxial film to be a promising avenue to finally reach a gate-tunable superconducting state at the surface of diamond.
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