Accurate and efficient computation of mean ionization states with an average-atom Kubo–Greenwood approach
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The mean ionization state (MIS) is a critical property in dense plasma and warm dense matter research. Unfortunately however, the best way to compute the MIS remains an open question. Average-atom (AA) models are widely-used due to their computational efficiency, but we show that the canonical approach for calculating the MIS in AA models is typically insufficient. However, we demonstrate that an approach which uses the Kubo–Greenwood conductivity formula in an AA model yields excellent agreement with both higher fidelity simulations and experimental data.

Warm dense matter (WDM) is a phase of matter characterized by temperatures on the order of $1 - 100$ eV and densities of $10^{-2} - 10^4$ g cm$^{-3}$ [1,2]. Under these conditions, conventional divisions between solid-state and plasma physics are bridged and a variety of interesting phenomena emerge, including for example nonequilibrium effects [3], phase transitions [4,5], and partially ionized matter. WDM is observed in various astrophysical domains, such as exoplanets [6] and brown and white dwarfs [7,8]; furthermore, during inertial confinement fusion (ICF), materials are exposed to WDM conditions [9,10].

The mean ionization state (MIS), or equivalently the free electron density, is of particular importance in WDM. It is directly related to physical properties such as electrical conductivity, opacity, collision rates and acoustic velocities [11,12]. Furthermore, the MIS is an input parameter for various simulations including hydrodynamics [13] and Monte–Carlo simulations [14], finite-temperature pseudo-potentials for density-functional theory calculations [15,16], and in computing adiabats used in ICF modelling [10]. Additionally, accurate predictions of the MIS are crucial for validating and fitting models to experimental data [17,18].

In the WDM regime, there is rarely a clear distinction between ‘bound’ and ‘free’ electrons, meaning the MIS is hard to define. The ramifications of this ambiguity extend beyond direct computation of the MIS: they are relevant to recent debates regarding the ionization potential depression (IPD) effect [19,22], and further raise questions regarding the application of the Chihara decomposition [23,25]. These difficulties are further compounded by the variety of methods used in the modelling of WDM, running all the way from analytical models such as Stewart–Pyatt [26] and Ecker–Kroll [27] to ab initio density-functional theory (DFT) [28,29] and path-integral Monte–Carlo [30,31] simulations.

Average-atom (AA) models are a popular and successful tool in modelling the WDM regime, since they incorporate in a natural way quantum effects (typically using DFT) at a manageable computational cost [35,36]. There is a wide range of AA models [38], but they share in common the concept of an atom immersed in a plasma. Typically, the MIS is defined as the number of electronic states with energy above a certain threshold,

$$\bar{Z} = \int_{v(R_{WS})}^{\infty} g(\epsilon) f_{FD}(\epsilon),$$  \hspace{1cm} (1)

where $g(\epsilon)$ denotes the density-of-states and $f_{FD}(\epsilon)$ the Fermi–Dirac (FD) distribution, and $v(R_{WS})$ the value of the mean-field potential at the boundary at the Wigner–Seitz radius $R_{WS}$.

As seen in a previous work [38], the definition (1) is somewhat limited, showing large discrepancies for different choices of boundary condition and sharp discontinuities when $\bar{Z}$ is plotted as a function of temperature or density. Furthermore, bound and free states in AA models are typically treated differently, and hence the definition of $\bar{Z}$ is both an output of and input to the model, which means any errors may self-multiply. We note however that modern AA models do not always follow this assumption [39,40].

DFT molecular dynamics (DFT-MD) simulations can also be used to compute the MIS using definition (1) (with the threshold energy typically assumed to start at the conduction band lower edge). In DFT-MD simulations, all (non-core) orbitals are treated on the same footing. Even so, the definition (1) is limited because it assumes states can be categorized as completely bound or completely free based on their energy alone, and DFT-MD results have shown divergence from experimental measurements [17].

Consequently, novel ways of computing the MIS have recently gained traction. For example, Bethkenhagen et al. proposed using the Kubo–Greenwood (KG) conductivity formula to measure the MIS [11]. The comparison of their results with an AA model showed significant differences in the MIS. However, pressures computed with
the AA and DFT-MD models were in excellent agreement [11], which suggests that a more pertinent definition of Z in the AA model might give better agreement.

In this Letter, we adapt the KG method of Ref. [11] to an AA model. This approach shows excellent agreement both with DFT-MD simulations [11] and experimental data [42–44], is highly computationally efficient, and is free from empirical input. Additionally, we explore two other approaches for computing the MIS with an AA model. Firstly, we use the canonical definition [1], which (as expected) gives inconsistent results, particularly for high densities. Secondly, we introduce a novel approach which uses the electron localization function (ELF) to determine the MIS. The ELF has been used extensively in quantum chemistry and materials science [45–46], but to the best of our knowledge has not been applied to study ionization in WDM. We shall see that this method yields more consistent and accurate results, compared to the canonical approach, but the best agreement with the benchmarks comes from the KG-AA method.

Theory — The AA model we use follows from the model derived in Ref. [38]. We direct the reader to this previous paper and the Supplementary Material for a detailed description of our AA model, and here restrict our discussion to only the key features and differences from the previous model. In our AA model, we solve the Kohn–Sham DFT (KS-DFT) equations for a single atom consisting of a nucleus with charge Z and a fixed number of electrons N_e (with N_e = Z for all the systems we consider). Explicit interactions between this atom and its neighbours are ignored, and instead these interactions are implicitly accounted for via boundary conditions. Unlike in Ref. [38] in which the ‘bound’ and ‘unbound’ orbitals were treated differently, in the current work we solve the same KS equations for all orbitals, regardless of their energy. The orbitals X_{nl}(r) must obey one of the following boundary conditions: (i) X_{nl}(R_{KS}) = 0, (ii) dX_{nl}(r)/dr |_{R_{KS}} = 0, which we shall henceforth refer to as respectively the “Dirichlet” (i) and “Neumann” (ii) boundary conditions.

Furthermore, to extend our comparisons beyond the model described above, we have implemented the AA model proposed by Massacrier et al. In this model, the KS equations are solved for both the Dirichlet and Neumann boundary conditions, yielding energies ϵ^+_{nl} which define the upper (Dirichlet) and lower (Neumann) limits of a band-structure, with the DOS approximated by the Hubbard function [47]. In the Supplementary Material, we demonstrate good qualitative agreement between the DOS from this AA model and a DFT-MD benchmark [11].

The Kubo–Greenwood (KG) conductivity formula for a finite system is given by [38, 39]

$$
\sigma_{s_1,s_2}(\omega) = \frac{2\pi}{3V\omega} \sum_{i\in S_1} \sum_{j\in S_2} (f_i - f_j) \langle \phi_i | \nabla | \phi_j \rangle^2 \times \delta(\epsilon_j - \epsilon_i - \omega),
$$

where S_1 and S_2 denote a chosen subset of orbitals (for example the orbitals in the conduction band), V is the volume of the system under consideration, φ_i are the KS orbitals and \epsilon_i and f_i are their energies and FB occupations. For the total conductivity, S_1 and S_2 represent the complete set of orbitals.

As described in Ref. [11], Eq. (2) can be used as a proxy for the mean ionization state in combination with the Thomas–Reiche–Kuhn (TRK) sum rule [50–52]

$$
\bar{Z} = \frac{2V}{\pi} \int_0^\infty d\omega \sigma_{c,c}(\omega),
$$

where \sigma_{c,c} means both orbital subsets are given by the conducting orbitals. If the total conductivity \sigma_{t,t}(\omega) is used in place of the conducting part only, then the total electron number N_e (= Z) should be recovered. This provides a useful check of the implementation and convergence. The KG formula for spherically symmetric orbitals is derived in Ref. [49] and is also given in the Supplementary Material.

In KS-DFT, the usual expression for the (total density) electron localization function (ELF) is given by [45, 53]

$$
\text{ELF}(r) = \frac{1}{1 + [D(r)/D_0(r)]^2},
$$

where D(r) and D_0(r) are the electron pair density curvature (EPDC) functions for the system and for the uniform electron gas (UEG) respectively. We have found that an approximate expression for the kinetic energy density in D(r), based on a second-order gradient expansion [54], yields more clearly identifiable minima in the ELF than the normal orbital-dependent expression. This
threshold and ELF results, we compare the Dirichlet and DFT-MD benchmark and experimental data. For the technique based on the ELF — against a higher fidelity “threshold” approach (1), the KG method (2) and the described for computing the MIS — the canonical or the development of atoMEC [56–61].

In the following, we shall compare the three methods — All calculations have been performed using the open-source average atom code atoMEC [55]. The numerical implementation follows to a large extent what we had described in a previous paper [58] and is described in detail in the Supplementary Material. We acknowledge several scientific libraries and methods critical to the development of atoMEC [56-61].

In the following, we shall compare the three methods described for computing the MIS — the canonical or “threshold” approach (1), the KG method (2) and the technique based on the ELF — against a higher fidelity DFT-MD benchmark and experimental data. For the threshold and ELF results, we compare the Dirichlet and Neumann boundary conditions and the band-structure model. For the KG results, we use the Dirichlet boundary condition only. This is because the sum rule check for the total conductivity is observed very accurately (within 1%) across all conditions for the Dirichlet boundary condition, but not for the others; we are investigating possible reasons for this. We use throughout the (spin-unpolarized) local density approximation (LDA) for the xc-functional [62].

First, we compare our results with the DFT-MD simulations for Carbon Ref. 11 in Fig. 2. In the left-hand sub-plot, we plot the canonical threshold method for each of the boundary conditions. We see that this method has severe limitations, especially at the highest densities, when the three boundary conditions yield diverging results. Furthermore, in the density-range in which the DFT-MD simulations were performed, none of the AA results are remotely close to the reference result.

In the central sub-plot of Fig. 2, we plot the MIS obtained via the ELF method against the DFT-MD benchmark. In order to obtain these results, we took the electron density in the \( n = 1 \) sub-shell to be bound, and everything outside it to be free. We see that this approach yields a more realistic picture for the MIS, as the results from the three boundary conditions are at least consistent and capture the correct qualitative behaviour; however, they all systematically under-estimate the MIS relative to the DFT-MD result.

Finally, in the right-hand sub-plot of Fig. 2, we compare the ELF and KG results using the Dirichlet boundary condition with the DFT-MD simulation. Here we observe very strong agreement between our AA model and the DFT-MD benchmark for the KG result. Only at the very highest densities do we see some divergence between the results. In Ref. [11], it was postulated that the AA result deviates from the DFT-MD result because the AA model does not account for the many-body interactions. Based on Fig. 2 there is encouraging evidence
that if the same theory is used to calculate the MIS for the AA and DFT-MD simulations, then the agreement is much better.

Next, we perform a similar set of comparisons for Beryllium in Fig. 3, this time with fixed density equal to its ambient density ($\rho_m = 1.85$ g cm$^{-3}$) from temperatures between 1 – 80 eV. This time, the benchmark results (shown as the 3 scattered points with error bars) are taken from an experiment, in which the free electron density $n_f$ (which is directly related to the MIS) was determined using X-ray scattering [42]. Like in the prior Carbon example, we have assumed under these conditions that the electron density in the $n = 1$ sub-shell is bound, and everything outside it is free.

Again, the threshold results are shown in the left-hand sub-plot and the ELF results in the centre. This time, we see better agreement between the threshold results for the different boundary conditions, although the Neumann result is significantly different from the others at low temperatures. The ELF results are somewhat similar, but resolve this inconsistency at low temperatures. Whilst both techniques seem to capture roughly the right shape of the curve and agree quite well with the highest-temperature experimental measurement, they do not agree with the other two experimental results.

In the right-hand sub-plot of Fig. 3, we compare all three approaches for computing the MIS (threshold, ELF and KG) with just the Dirichlet boundary condition against the experimental data. Strikingly, the KG results are in very close agreement with the lower temperature experimental results, although slightly over-predict the free electron density at the highest temperature. The KG result for the lowest temperature ($\tau \approx 2$ eV) is particularly interesting, because it is the only method which correctly predicts the experimentally measured value of $\approx 2.8 \times 10^{23}$ cm$^{-3}$: this is higher than the value which we might naively expect if we take ambient density Beryllium to have two free electrons per atom, which corre-
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**FIG. 3.** Comparison of different models and experimental data [42] for the free electron density as a function of temperature for solid-density Beryllium ($\rho = 1.85$ g cm$^{-3}$). Left: comparison of boundary conditions with the MIS computed with the energy threshold method. Centre: comparison of boundary conditions with the MIS computed via the ELF. Right: comparison of different methods for computing the MIS with the Dirichlet boundary condition.

sponds to $n_f = 2.5 \times 10^{23}$ cm$^{-3}$.

The final comparisons we make are with a pair of experiments, both involving Aluminium at its ambient density (2.7 g cm$^{-3}$). We now focus on results using just the Dirichlet boundary condition. In the first experiment [43], the free electron density and electron temperature were measured. We compare our AA results for the three different methods with the experimental data in Fig. 4. In fact, under these conditions, all three methods largely lie within the experimental error bars, suggesting the AA model is accurate under these conditions regardless of how we measure the MIS.

In the second experiment [44], the free electron density was not itself measured, but rather the $K$-shell ionization energy for different charge states. We use this data indirectly to compare our methods for calculating the MIS: for a range of temperatures (1 – 100 eV) we compute the MIS and use this as a proxy for the charge state. We then take the $K$-edge ionization energy as the energy required to excite the 1s orbital to
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**FIG. 4.** Comparison of the free electron density between our AA model and experimental results [43], for Aluminium at its ambient density (2.7 g cm$^{-3}$), as a function of temperature. The shaded region represents the experimental error bars.
FIG. 5. Comparison of our AA model and experimental data[12] for the K-shell excitation energy as a function of the charge state for ambient-density Aluminium ($\rho = 2.7 \, \text{g cm}^{-3}$).

...the continuum (assuming $\epsilon_c = v_s(R_{WS})$). We also follow Ref. [39] and shift the orbital energy by a constant equal to the difference between $\epsilon_{1s} - \epsilon_c$ and the experimentally measured K-shell ionization energy zero temperature, so $E_K = \epsilon_{1s} + \Delta E_K^0$. This comparison is shown in Fig. 5; we see here that the KG results lie consistently within the experimental range, whereas the ELF and threshold results do not (and in the case of the threshold result, there is a discontinuity). This follows from the tendency of the threshold and ELF methods to underestimate the MIS.

**Conclusions** — In this Letter, we have explored different ways of computing the mean ionization state (MIS) — a critical property in warm dense matter and dense plasmas — using a KS-DFT average-atom model. Our most important finding is that using a Kubo–Greenwood approach for computing the MIS, as first proposed in Ref. [11], using DFT-MD simulations, yields excellent agreement with both experimental data and the DFT-MD benchmark. This is of particular interest because our AA code can typically run on a laptop in the timescale of minutes — far less computationally demanding than DFT-MD simulations.
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