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1. Introduction and preliminary results

Derivations and generalized derivations are very important subjects in the study of both algebras and their generalizations. In recent years, many authors put so much effort into this problems [2, 5, 10, 11, 16, 19, 25, 28, 29, 30]. In [2], Brešar et al. showed that all biderivations on commutative prime rings are inner biderivations, and determine the biderivations of semiprime rings. The notation of biderivations of Lie algebras was introduced in [29], his part result is shown that the skewsymmetric biderivation of finite dimensional complex simple Lie algebra is inner. In addition, [28] and [10] study the skewsymmetric biderivations on the Schrödinger-Virasoro algebra and simple generalized Witt algebra over a field of characteristic 0, respectively. It is shown that thy are inner. In [19], the authors determine all the skewsymmetric biderivations of $W(a, b)$ and find that there exist non-inner biderivations. The problem on biderivation is also generated to super-biderivation, in [30] the authors show that the skewsymmetric super-biderivations on the Super-Virasoro Algebras is inner.

Note that almost all the above articles on Lie (super-)algebra are assumed that the biderivation is (super-)skewsymmetric (although the authors in [28] and [29] did not refer to the skewsymmetric hypothesis, but this hypothesis should be put into use, as pointed out in [10], [25]). So, this class of problems without (super-)skewsymmetric condition should receive attention. Based on this, we [25] study the biderivations of finite dimensional complex simple Lie algebra and general linear Lie algebra without the restriction of skewsymmetric, we find that there exist non-skewsymmetric biderivations. It may be useful and interesting for computing the biderivations of some important Lie (super-)algebras. On the other hand, Virasoro algebra as the universal central extension of the Witt algebra, is an infinite dimensional Lie algebra which has appeared in several context, it has been paid great attention of mathematicians and physicists, see [14, 17, 18] and so on. Another an infinite dimensional Lie algebra $W(2, 2)$ is a class of
W-algebra, which is a non-central extension of the Virasoro algebra and first introduced by [32] in their recent work on the classification of some simple vertex operator algebras, and then some scholars studied the theory on structures and representations of \( W(2,2) \), see [8, 15, 20, 24] and so forth. In this paper, we dedicate ourselves to study the biderivations of Virasoro algebra and W-algebra \( W(2,2) \) without skewsymmetric condition. And then, we also give two applications of biderivations of them. That is, the fist application is to characterize the linear commuting map on a Lie algebra by using a well known method, which also works for skewsymmetric biderivation. The second application is to characterize the commutative post-Lie algebra structures on Lie algebra, note that the precondition of the method is that the biderivation should be assumed to be non-skewsymmetric.

Although paper we work under complex number field \( \mathbb{C} \), but it also works with algebraically closed field of characteristic zero. For an arbitrary Lie algebra \( L \), we recall a bilinear map \( f : L \times L \to L \) is a biderivation of \( L \) if it is a derivation with respect to both components, or to be more precise, one has

**Definition 1.1.** Suppose that \( L \) is a Lie algebra. A bilinear map \( f : L \times L \to L \) is called a biderivation if it satisfying

\[
\begin{align*}
  f([x,y], z) &= [x, f(y,z)] + [f(x,z), y], \\
  f(x, [y,z]) &= [f(x,y), z] + [y, f(x,z)]
\end{align*}
\]

for all \( x, y, z \in L \).

For a complex number \( \lambda \), we define a bilinear map \( f : L \times L \to L \) given by \( f(x,y) = \lambda [x,y] \), then it is easy to verify that \( f \) is a biderivation of \( L \). We call such biderivation to be inner. \( f \) is called skew-symmetric if \( f(x,y) = -f(y,x) \) for all \( x, y \in L \).

Now let us recall the definition of derivation of Lie algebra as follows.

**Definition 1.2.** Suppose that \( L \) is a Lie algebra. A linear map \( \phi : L \to L \) is called a derivation if it satisfying

\[
\phi([x,y]) = [\phi(x), y] + [x, \phi(y)]
\]

for all \( x, y \in L \).

For \( x \in L \), it is easy to see that \( \phi_x : L \to L, y \mapsto \text{ad}_x(y) = [x,y] \), for all \( y \in L \) is a derivation of \( L \), which is called an inner derivation. Below let us recall the definition of Virasoro algebra and W-algebra \( W(2,2) \).
Definition 1.3. The infinite dimensional Lie algebra Vir is called Virasoro algebra if it with the basis \( \{ L_m, c | m \in \mathbb{Z} \} \) and Lie brackets

\[
[L_m, L_n] = (m-n)L_{m+n} + \frac{m^3 - m}{12}\delta_{m+n,0}c, \quad [Vir, c] = 0.
\]

Definition 1.4. The W-algebra \( W(2, 2) \) is a Lie algebra with the basis \( \{ L_m, H_m, c | m \in \mathbb{Z} \} \) and Lie brackets

\[
[L_m, L_n] = (m-n)L_{m+n} + \frac{m^3 - m}{12}\delta_{m+n,0}c, \\
[L_m, H_n] = (m-n)H_{m+n} + \frac{m^3 - m}{12}\delta_{m+n,0}c, \\
[H_m, H_n] = 0, \quad [W(2, 2), c] = 0.
\]

We have the following lemmas about the derivation of Virasoro algebra and \( W(2, 2) \).

Lemma 1.5. Every derivation of Virasoro algebra is inner.

Lemma 1.6. Every derivation \( \delta \) of \( W(2, 2) \) is of the following form

\[ \delta = \text{ad} x + aD \]

for some \( x \in W(2, 2) \) and \( a \in \mathbb{C} \), where \( D \) is a out derivation of \( W(2, 2) \), which is defined by \( D(L_m) = 0, \ D(I_m) = I_m \) for all \( m \in \mathbb{Z} \) and \( D(c) = dc \) for some \( d \in \mathbb{C} \).

2. Biderivation of W-algebra

In this section, we always assume that \( f \) is a biderivation of W-algebra \( W(2, 2) \).

Lemma 2.1. There are two linear maps \( \phi \) and \( \psi \) from \( W(2, 2) \) into itself such that

\[ f(x, y) = l_x D(y) + [\phi(x), y] = r_y D(x) + [x, \psi(y)], \quad \forall x, y \in L, \tag{4} \]

where \( l_x, r_x \) are complex numbers depend on \( x \), and \( D \) is given by Lemma 1.6

Proof. For the biderivation \( f \) of \( L \) and a fixed element \( x \in L \), we define a map \( \phi_x : W(2, 2) \to W(2, 2) \) is given by \( \phi_x(y) = f(x, y) \). Then we know by (2) that \( \phi_x \) is a derivation of \( W(2, 2) \). So there is a map \( \phi : L \to L \) such that \( \phi_x = k_x D + \text{ad}(x) \), i.e., \( f(x, y) = l_x D(y) + [\phi(x), y] \). Due to \( f \) is bilinear, one has \( \phi \) is linear. Similarly, as we define a map \( \psi_z \) from \( W(2, 2) \) into itself is given by \( \psi_z(y) = f(y, z) \) for all \( y \in L \), we can get a linear map \( \psi \) from \( W(2, 2) \) into itself such that \( f(x, y) = r_y D(x) + \text{ad}(\psi(y))(x) = r_y D(x) + [x, \psi(y)] \). The proof is completed. \( \square \)

By Lemmas 2.1 and 1.6 we have
Lemma 2.2. For any $i, j \in \mathbb{Z}$, one has the following equations:

$$f(L_i, L_j) = [\phi(L_i), L_j] = [L_i, \psi(L_j)],$$  \hspace{1cm} (5)  

$$f(L_i, H_j) = l_{L,H} + [\phi(L_i), H_j] = [L_i, \psi(H_j)],$$  \hspace{1cm} (6)  

$$f(H_i, L_j) = [\phi(H_i), L_j] = r_{L,H} + [H_i, \psi(L_j)],$$  \hspace{1cm} (7)  

$$f(H_i, H_j) = l_{H,H} + [\phi(H_i), H_j] = r_{H,H} + [H_i, \psi(H_j)],$$  \hspace{1cm} (8)  

$$f(x, c) = dl_x c, f(c, y) = dr_y c, \hspace{1cm} x, y \in \{L_m, H_m\},$$  \hspace{1cm} (9)  

where $\phi, \psi, l_x, r_x$ are given by Lemma \ref{lem:2.1}.

Lemma 2.3. Let $\phi$ and $\psi$ be defined by Lemma \ref{lem:2.1}. For any $m \in \mathbb{Z}$, there are $\lambda, \mu, \alpha_m, \beta_m \in C$ such that

$$\phi(L_m) = \lambda L_m + \mu H_m + \alpha_m c,$$

$$\psi(L_m) = \lambda L_m + \mu H_m + \beta_m c.$$

Proof. For any but fixed $n \in \mathbb{Z}$, let

$$\phi(L_n) = \sum_{i \in \mathbb{Z}} k_i^{(n)} L_i + \sum_{i \in \mathbb{Z}} t_i^{(n)} H_i + \alpha_n c,$$ \hspace{1cm} (10)  

$$\psi(L_n) = \sum_{i \in \mathbb{Z}} h_i^{(n)} L_i + \sum_{i \in \mathbb{Z}} g_i^{(n)} H_i + \beta_n c,$$ \hspace{1cm} (11)  

where $k_i^{(n)}, t_i^{(n)}, h_i^{(n)}, g_i^{(n)}, \alpha_n, \beta_n \in \mathbb{C}, i \in \mathbb{Z}$. Therefore, we have

$$[\phi(L_m), L_n] = \sum_{i \in \mathbb{Z}} (i - n) k_i^{(m)} L_{n+i} + \sum_{i \in \mathbb{Z}} (i - n) t_i^{(m)} H_{n+i} + \frac{n^3 - n}{12} (k_{m}^{(m)} + t_{m}^{(m)}) c,$$  \hspace{1cm} (12)  

$$[L_m, \psi(L_n)] = \sum_{i \in \mathbb{Z}} (m - i) h_i^{(n)} L_{m+i} + \sum_{i \in \mathbb{Z}} (m - i) g_i^{(n)} H_{m+i} + \frac{m^3 - m}{12} (h_{m}^{(n)} + g_{m}^{(n)}) c,$$  \hspace{1cm} (13)  

By \ref{eq:12}, we have $f(L_m, L_n) = [\phi(L_m), L_n] = [L_m, \psi(L_n)]$. This, together with Equations (12) and (13), implies that

$$\sum_{i \in \mathbb{Z}} (i - n) k_i^{(m)} = (2m - n) h_{n-m+i}^{(n)},$$ \hspace{1cm} (14)  

$$\sum_{i \in \mathbb{Z}} (i - n) t_i^{(m)} = (2m - n) g_{n-m+i}^{(n)}.$$ \hspace{1cm} (15)  

for all $m, n, i \in \mathbb{Z}$. For any $m, n$ with $m \neq n$, by taking $i = 2m - n, n, m$ in \ref{eq:14} respectively, we have

$$k_{2m-n}^{(m)} = h_{2n-m}^{(n)} = 0, \hspace{1cm} k_m^{(m)} = h_n^{(n)}, \hspace{1cm} \forall m, n \in \mathbb{Z} \text{ with } m \neq n.$$ \hspace{1cm} (16)  

Let $m, n$ run all integers with $m \neq n$, we conclude by \ref{eq:16} that

$$k_i^{(m)} = 0, h_j^{(n)} = 0, \forall i \neq m, j \neq n,$$ \hspace{1cm} (17)  

implies that
and
\[ k_n^{(n)} = h_n^{(n)} = h_0^{(0)}, \forall n \in \mathbb{Z}. \] (18)

Similarly, we have by (15) that \( t_{2m-n}^{(m)} = g_{2n-m}^{(n)} = 0, \) \( t_m^{(m)} = g_n^{(n)} \) for all \( m, n \in \mathbb{Z} \) with \( m \neq n. \) And then, we deduce
\[ t_i^{(m)} = 0, g_j^{(n)} = 0, \forall i \neq m, j \neq n, \] (19)

and
\[ t_i^{(n)} = g_n^{(n)} = t_0^{(0)}, \forall n \in \mathbb{Z}. \] (20)

By letting \( h_0^{(0)} = \lambda \) and \( t_0^{(0)} = \mu, \) the proof follows from Equations (10), (11), (17), (18), (19) and (20). \( \square \)

**Lemma 2.4.** Let \( \phi \) and \( \psi \) be defined by Lemma 2.3. For any \( m \in \mathbb{Z}, \) we have
\[
\phi(H_m) = \lambda H_m + \gamma_m c, \\
\psi(H_m) = \lambda H_m + \eta_m c, \\
l_{L_m} = r_{L_m} = l_{H_m} = r_{H_m} = 0,
\]
where \( \lambda \) is given by Lemma 2.3. \( l_{L_m}, r_{L_m}, l_{H_m}, r_{H_m} \) are given by Lemma 2.3 and \( \gamma_m, \eta_m \in \mathbb{C}. \)

**Proof.** For any \( n \in \mathbb{Z}, \) let
\[
\phi(H_n) = \sum_{i \in \mathbb{Z}} p_i^{(n)} L_i + \sum_{i \in \mathbb{Z}} q_i^{(n)} H_i + \gamma_n c, \] (21)
\[
\psi(H_n) = \sum_{i \in \mathbb{Z}} s_i^{(n)} L_i + \sum_{i \in \mathbb{Z}} r_i^{(n)} H_i + \eta_n c, \] (22)
where \( p_i^{(n)}, q_i^{(n)}, s_i^{(n)}, r_i^{(n)}, \gamma_n, \eta_n \in \mathbb{C}, i \in \mathbb{Z}. \) By the direct computations, we deduce by Lemma 2.3 that
\[
[\phi(L_m), H_n] = (m - n)\lambda H_{m+n} + \frac{m^3 - m}{12} \lambda \delta_{m+n,0} c, \] (23)
\[
[H_m, \psi(L_n)] = (m - n)\lambda H_{m+n} - \frac{n^3 - n}{12} \lambda \delta_{m+n,0} c \] (24)
and by Equations (21), (11) that
\[
[L_m, \psi(H_n)] = \sum_{i \in \mathbb{Z}} (m - i)s_i^{(n)} L_{m+i} + \sum_{i \in \mathbb{Z}} (m - i)r_i^{(n)} H_{m+i} + \frac{m^3 - m}{12}\left( s_{-m}^{(n)} + r_{-m}^{(n)} \right)c, \] (25)
\[
[\phi(H_m), L_n] = \sum_{i \in \mathbb{Z}} (i - n)p_i^{(m)} L_{n+i} + \sum_{i \in \mathbb{Z}} (i - n)q_i^{(m)} H_{n+i} + \frac{n - n^3}{12}\left( p_{-n}^{(m)} + q_{-n}^{(m)} \right)c. \] (26)

Now applying (11) one has
\[
f(L_m, H_n) = l_{L_m} H_n + [\phi(L_m), H_n] = [L_m, \psi(H_n)]. \] (27)

This, together with (23), (25), yields \( (m - i)s_i^{(n)} = 0 \) for all \( m, n, i \in \mathbb{Z}. \) It follows that
\[
s_i^{(n)} = 0, \forall i \in \mathbb{Z}. \] (28)
Similarly, we have by Equations (7), (21), (24) and (26) that
\[ r^{(n)}_i = \lambda. \]
We also have
\[ (m - n)r^{(n)}_i = 0 \] for any \( i \in \mathbb{Z} \) with \( i \neq m - n \) and \( i \neq n \). Above all, we get
\[ r^{(n)}_i = \lambda, \quad r^{(n)}_i = 0, \forall i \neq n. \]

We also have \( l_{L_m} = 0 \) for all \( m \in \mathbb{Z} \). This, together with (25) and (22), implies \( \psi(H_m) = \lambda H_m + \eta_m c \). Similarly, we have by Equations (7), (21), (24) and (26) that \( r_{L_m} = 0 \) and \( \phi(H_m) = \lambda H_m + \gamma_m c \) for all \( m \in \mathbb{Z} \). From this, applying (8), we deduce
\[ f(H_m, H_n) = l_{H_m} H_n + [\phi(H_m), H_n] = l_{H_m} H_n = r_{H_m} H_n + [H_m, \psi(H_n)] = r_{H_m} H_n. \]
The above equation implies \( l_{H_m} = r_{H_n} = 0 \) for all \( m, n \in \mathbb{Z} \) with \( m \neq n \). This completes the proof. \( \square \)

**Lemma 2.5.** For any \( m \in \mathbb{Z} \), we have \( f(c, x) = f(x, c) = 0, \forall x \in \{L_m, I_m\} \) and \( f(c, c) = 0. \)

**Proof.** Lemma (24) tells us that \( l_{L_m} = r_{L_m} = l_{H_m} = r_{H_m} = 0 \) for all \( m \in \mathbb{Z} \). This, together with (9), gives \( f(c, x) = f(x, c) = 0, \forall x \in \{L_m, I_m\} \). On the other hand, note that \( c = 2[L_2, L_{-2}] - 8L_0 \), we have
\[ f(c, c) = f(2[L_2, L_{-2}] - 8L_0, c) = 2[f(L_2, c), L_{-2}] + 2[L_2, f(L_{-2}, c)] - 8f(L_0, c) = 0. \]
The proof is completed. \( \square \)

For convenience, we define a linear map \( \omega : W(2, 2) \rightarrow W(2, 2) \) is given by \( \omega(L_m) = H_m, \omega(H_m) = \omega(c) = 0 \) for all \( m \in \mathbb{Z} \), that is,
\[ \omega(\sum_{i \in \mathbb{Z}} k_i L_i + \sum_{i \in \mathbb{Z}} t_i H_i + rc) = \sum_{i \in \mathbb{Z}} k_i H_i. \]
For all \( m, n \in \mathbb{Z} \), it is obvious that \( \omega(L_m), H_n) = [L_m, \omega(H_n)] = 0, \omega(H_m), L_n) = [H_m, \omega(L_n)] = 0. \) Note that \( \omega(L_m), L_n) = [H_m, L_n) = (m - n)H_{m+n} + \frac{m^3 + 3m}{12} \delta_{m+n,0} c \) and \( [L_m, \omega(L_n)] = [L_m, H_n] = (m - n)H_{m+n} + \frac{m^3 + 3m}{12} \delta_{m+n,0} c. \) We deduce \( [\omega(L_m), L_n) - [L_m, \omega(L_n)] = \frac{n + m - (n^3 + m^3)}{12} \delta_{m+n,0} c = 0 \), and then \( [\omega(L_m), L_n) = [L_m, \omega(L_n)]. \) The above conclusions along with \( [\omega(x), c] = [x, \omega(c)] = [\omega(c), y] = [c, \omega(y)] = 0 \) for all \( x, y \in W(2, 2) \), yield that
\[ [\omega(x), y] = [x, \omega(y)], \forall x, y \in W(2, 2). \] (29)

We now state our main result as follows.
Theorem 2.6. \( f \) is a biderivation of \( W(2, 2) \) if and only if there are two complex numbers \( \lambda, \mu \) such that
\[
f(x, y) = \lambda[x, y] + \mu[\omega(x), y], \quad \forall x, y \in W(2, 2),
\] (30)
where \( \omega \) is a linear map from \( W(2, 2) \) into itself defined by \( \omega(L_m) = H_m, \omega(H_m) = \omega(c) = 0 \) for all \( m \in \mathbb{Z} \).

Proof. Suppose that \( f \) has the form (30). By Jacobi identity and (29), we have
\[
[\omega([x, y]), z] = [[x, y], \omega(z)] = [x, [y, \omega(z)]],
\]
for all \( x, y \in W(2, 2) \). From this, it is easy to verify that \( f \) is a biderivation.

Conversely, suppose that \( f \) is a biderivation of \( W(2, 2) \). It follows by Lemmas 2.2, 2.4 and 2.5 that
\[
f(x, y) = [\phi(x), y], \quad \forall x, y \in W(2, 2),
\] (31)
where \( \phi \) is given by Lemma 2.1 after promising \( \phi(c) = \lambda c \). Now by the conclusions of Lemmas 2.3, 2.4 and 2.5, we have
\[
\phi(L_m) = (\lambda \varepsilon_{W(2, 2)} + \mu \omega)(L_m) + \alpha_m c,
\]
\[
\phi(I_m) = (\lambda \varepsilon_{W(2, 2)} + \mu \omega)(H_m) + \gamma_m c,
\]
\[
\phi(c) = (\lambda \varepsilon_{W(2, 2)} + \mu \omega)(c),
\]
where \( \varepsilon_{W(2, 2)} \) denote the identity map of \( W(2, 2) \). Hence, we can assume that
\[
\phi(x) = (\lambda \varepsilon_{W(2, 2)} + \mu \omega)(x) + \sigma_x c, \quad \forall x \in W(2, 2),
\]
for some \( \sigma_x \in \mathbb{C} \). So it follows from (31) that \( f(x, y) = [(\lambda \varepsilon_{W(2, 2)} + \mu \omega)(x) + \sigma_x c, y] = \lambda[x, y] + \mu[\omega(x), y] \).
The proof is completed. \( \square \)

3. Biderivation of Virasoro algebra

In this section, let \( f \) be a biderivation of \( \text{Vir} \). We give the following theorem.

Theorem 3.1. \( f \) is a derivation of \( \text{Vir} \) if and only if \( f \) is inner, i.e., there exist a complex number \( \lambda \) such that
\[
f(x, y) = \lambda[x, y], \quad \forall x, y \in \text{Vir},
\] (32)
Proof. The “if part” is easy to verify. We now prove the “only if” part.
Firstly, by Lemma 1.5 we know that every derivation of $Vir$ is inner. If we let $\phi_x(y) = f(x, y) = \psi_y(x)$ for all $x, y \in gl_n(\mathbb{C})$, then $\phi_x$ and $\psi_y$ are both derivations of $Vir$. Similar to the proof of Lemma 2.1, there are linear maps $\phi, \psi$ from $Vir$ into itself such that

$$ f(x, y) = [\phi(x), y] = [x, \psi(y)], \forall x, y \in Vir. $$

We mark $H_i = 0$ for all $i \in \mathbb{Z}$ in the proof of Lemma 2.3 and using the same way of the proof of Lemma 2.3, it is not difficult to see that

$$ \phi(L_m) = \lambda L_m + \alpha_m c, \quad \psi(L_m) = \lambda L_m + \beta_m c, \quad \forall m \in \mathbb{Z}, \quad (33) $$

for some $\lambda, \alpha_m, \beta_m \in \mathbb{C}$.

Nextly, we claim that $\rho(c) \in \mathbb{C}c$ for any derivation $\rho$ of $Vir$. In fact, note that $[x, c] = 0$, one has

$$ 0 = \rho([x, c]) = [\rho(x), c] + [x, \rho(c)] = [x, \rho(c)] $$

for all $x \in Vir$, the claim follows since $Z(Vir) = \mathbb{C}c$. Thus, note that $\phi_x = f(\cdot, x)$ and $\psi_y = f(\cdot, y)$ are both derivations of $Vir$, applying the above claim we have

$$ f(x, c), f(c, y) \in \mathbb{C}c, \quad \forall x, y \in Vir. \quad (34) $$

Note that $[L_2, L_{-2}] = 4L_0 + \frac{2^3-2}{12}c$ and $[L_1, L_{-1}] = 2L_0$, it follows that $c = 2[L_2, L_{-2}] - 4[L_1, L_{-1}]$. We also have $L_m = \frac{1}{m}[L_m, L_0]$ for all $m \in \mathbb{Z} \setminus \{0\}$. Thus, we have by Equations (33) and (1) that

$$ f(L_m, c) = f\left(\frac{1}{m}[L_m, L_0], c\right) = \frac{1}{m}\left([L_m, f(L_0, c)] + [f(L_m, c), L_0]\right) = 0, \quad m \neq 0, $$

$$ f(L_0, c) = f\left(\frac{1}{2}[L_1, L_{-1}], c\right) = \frac{1}{2}\left([L_1, f(L_{-1}, c)] + [f(L_1, c), L_{-1}]\right) = 0, $$

$$ f(c, c) = f(2[L_2, L_{-2}] - 4[L_1, L_{-1}], c) $$

$$ = 2([L_2, f(L_{-2}, c)] + [f(L_2, c), L_{-2}]) - 4([L_1, f(L_{-1}, c)] + [f(L_1, c), L_{-1}]) = 0. $$

Similarly, we have by Equations (33) and (2) that $f(c, L_m) = f(c, L_0) = 0$ for all $m \neq 0$. The above discussion tells us that $f(x, c) = f(c, x) = 0$ for all $x \in Vir$. This allows us to assume that $\phi(c) = \psi(c) = \lambda c$ and so that $f(c, x) = [\phi(c), x]$ and $f(x, c) = [x, \psi(c)]$ just establish. Again according to (33), we are able to assume that $\phi(x) = \lambda x + k_x c, \quad \forall x \in Vir$, where $k_x \in \mathbb{C}$.

Finally, we conclude that

$$ f(x, y) = [\phi(x), y] = [\lambda x + k_x c, y] = \lambda [x, y], $$

for all $x, y \in Vir$. The proof is completed. □

4. Applications

In this section, we give two applications of biderivation.
4.1. **Linear commuting maps on Lie algebras.** Recall that a linear commuting map \( \phi \) on a Lie algebra \( L \) subject to \([\phi(x), x] = 0\) for any \( x \in L \). The first important result on linear (or additive) commuting maps is Posner’s theorem [23] from 1957. Then many scholars study commuting maps on all kinds of algebra structures, Brešar [4] briefly discuss various extensions of the notion of a commuting map. Recent articles about commuting maps can reference [1, 3, 4, 9, 10, 13, 19, 28, 30, 31].

Obviously, if \( \phi \) on \( L \) is such a map, then \([\phi(x), y] = [x, \phi(y)]\) for any \( x, y \in L \). Define \( f(x, y) = [\phi(x), y] = [x, \phi(y)] \), then it is easy to check \( f \) is a biderivation of \( L \).

Using Theorem 2.6, we get the following result.

**Theorem 4.1.** Any linear map \( \phi \) on \( W(2, 2) \) is commuting if and only if there are complex numbers \( \lambda, \mu \) and a linear function \( \sigma : W(2, 2) \to \mathbb{C} \) such that

\[
\phi(x) = \lambda x + \mu \omega(x) + \sigma(x)c, \quad \forall x \in W(2, 2),
\]

where \( \omega \) is a linear map from \( W(2, 2) \) into itself defined by \( \omega(L_m) = H_m, \omega(H_m) = \omega(c) = 0 \) for all \( m \in \mathbb{Z} \).

**Proof.** Note that \([\omega(x), x] = 0\) for all \( x \in W(2, 2) \), the “if part” is easy to verify. We now prove the “only if” part.

By the above discuss we see that \( f(x, y) = [\phi(x), y] \), \( x, y \in W(2, 2) \) is a biderivation of \( W(2, 2) \). It is follows by Theorem that \([\phi(x), y] = [\lambda x + \mu \omega(x), y] \) for some \( \lambda, \mu \in \mathbb{C} \). Further, we have \([\phi(x) - \lambda x - \mu \omega(x), y] = 0 \) and then \( \phi(x) - \lambda x - \mu \omega(x) \in Z(W(2, 2)) = \mathbb{C}c \). This means that there is a map \( \sigma \) from \( W(2, 2) \) in to \( \mathbb{C} \) such that

\[
\phi(x) - \lambda x - \mu \omega(x) = \sigma(x)c.
\]

It is easy to check that \( \sigma \) is linear. The proof is completed. \( \square \)

Similar to the proof of Theorem 3.5 of [25], we get by Theorem 3.1 the following result.

**Theorem 4.2.** Any linear map \( \phi \) on \( \text{Vir} \) is commuting if and only if there is a complex number \( \lambda \) and a linear function \( \sigma : \text{Vir} \to \mathbb{C} \) such that

\[
\phi(x) = \sigma(x)c + \lambda x, \quad \forall x \in \text{Vir}.
\]

**Remark 4.3.** If we let \( c = 0 \) in Virasoro algebra or in \( W \)-algebra \( W(2, 2) \), then using the same method we are able to give the forms of biderivation of Witt algebra or centerless \( W \)-algebra \( W(2, 2) \). The linear commuting maps on them are also described.
4.2. **Post-Lie algebra.** Post-Lie algebras have been introduced by Valette in connection with the homology of partition posets and the study of Koszul operads [27]. As [7] point out, post-Lie algebras are natural common generalization of pre-Lie algebras and LR-algebras in the geometric context of nil-affine actions of Lie groups. Recently, many authors study some post-Lie algebras and post-Lie algebra structures [6, 7, 21, 22, 26]. In particular, the authors [7] study the commutative post-Lie algebra structure on Lie algebra, they by using the Levi decompositions proved that any commutative post-Lie algebra structure on a (finite) perfect Lie algebra is trivial. Note that the Virasoro algebra $Vir$ and W-algebra $W(2, 2)$ are both infinite dimensional perfect Lie algebras, we naturally want to know that is also trivial for commutative post-Lie algebra structure on them? By using our Theorems 3.1 and 2.6, we answer yes to this question. Let us recall the definition of commutative post-Lie algebra as follows.

**Definition 4.4.** Let $(L, [,])$ be a complex Lie algebra. A commutative post-Lie algebra structure on $L$ is a $\mathbb{C}$-bilinear product $x \cdot y$ on $L$ satisfying the following identities:

\begin{align*}
x \cdot y &= y \cdot x \quad (35) \\
[x, y] \cdot z &= x \cdot (y \cdot z) - y \cdot (x \cdot z) \quad (36) \\
x \cdot [y, z] &= [x \cdot y, z] + [y, x \cdot z] \quad (37)
\end{align*}

for all $x, y, z \in V$. We also call $(L, [,], \cdot)$ to be a commutative post-Lie algebra.

The following lemma shows the connection of commutative post-Lie algebra and biderivation of Lie algebra, which first was pointed out.

**Lemma 4.5.** Suppose that $(L, [,], \cdot)$ is a commutative post-Lie algebra. If we define a bilinear map $f : L \times L \to L$ by $f(x, y) = x \cdot y$ for all $x, y \in L$, then $f$ is a biderivation of $L$.

**Proof.** For any $x, y, z \in L$, by (35) and (37), we deduce that

\begin{align*}
f([x, y], z) &= [x, y] \cdot z = z \cdot [x, y] = [z \cdot x, y] + [x, z \cdot y] \\
&= [x \cdot z, y] + [x, y \cdot z] = [f(x, z), y] + [x, f(y, z)], \\
f(x, [y, z]) &= x \cdot [y, z] = [x \cdot y, z] + [y, x \cdot z] = [f(x, y), z] + [y, f(x, z)],
\end{align*}

which inosculates with (1) and (2), as desired. \qed

We now give the main result of this section as follows.

**Theorem 4.6.** Suppose that $L$ is the Virasoro algebra $Vir$ or W-algebra $W(2, 2)$. Then any commutative post-Lie algebra structure on $L$ is trivial. Namely, $x \cdot y = 0$ for all $x, y \in L.$
Proof. (a) For Virasoro algebra \( \mathfrak{vir} \). Suppose that \((\mathfrak{vir}, [,], \cdot)\) is a commutative post-Lie algebra. By Lemma 3.1 and Theorem 3.1, we know that there is a complex number \( \lambda \) such that \( x \cdot y = \lambda [x, y] \) for all \( x, y \in \mathfrak{vir} \). Note that the product \( \cdot \) is commutative, we have \( \lambda [x, y] = \lambda [y, x] \), which deduces \( \lambda = 0 \). In other words, it is trivial.

(b) For W-algebra \( W(2, 2) \). Suppose that \((W(2, 2), [,], \cdot)\) is a commutative post-Lie algebra. By Lemma 3.1 and Theorem 2.6, we know that there are complex number \( \lambda, \mu \) such that \( x \cdot y = \lambda [x, y] + \mu [\omega(x), y] \) for all \( x, y \in W(2, 2) \), where \( \omega \) is defined by Theorem 2.6. Since the product \( \cdot \) is commutative, we have \( \lambda [x, y] + \mu [\omega(x), y] = \lambda [y, x] + \mu [\omega(y), x] \). Note that (29) tells us that \([\omega(x), y] = [x, \omega(y)]\). It follows that \( 2(\lambda [x, y] + \mu [\omega(x), y]) = 0 \) and so that \( \lambda = \mu = 0 \). That is, \( x \cdot y = 0 \) for all \( x, y \in W(2, 2) \). \( \square \)

Remark 4.7. The proof of Theorem 4.6 means that we are able to characterize the commutative post-Lie algebra structure on a Lie algebra \( L \) while we know the forms of biderivation of \( L \). But the precondition is that the biderivation should be assumed to be non-skewsymmetric. Thus, using a result of [25] on biderivations of general linear lie algebras \( \mathfrak{gl}_n(\mathbb{C}) \), we find there is a non-trivial commutative post-Lie algebra structure, i.e., the product is given by \( x \cdot y = \mu \text{tr}(x)\text{tr}(y)I_n \) for all \( x, y \in \mathfrak{gl}_n(\mathbb{C}) \), where \( I_n \) and \( \text{tr}(x) \) denote the identity matrix and trace of \( x \) respectively.
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