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Abstract. Let $P$ be a finite poset and $L$ the associated distributive lattice of order ideals of $P$. Let $\rho$ denote the rowmotion bijection of the order ideals of $P$ viewed as a permutation matrix and $C$ the Coxeter matrix for the incidence algebra $kL$ of $L$. Then we show the identity $(\rho^{-1}C)^2 = id$, as was originally conjectured by Sam Hopkins. Recently it was noted that the rowmotion bijection is a special case of the much more general grade bijection $R$ that exists for any Auslander regular algebra. This motivates to study the interaction of the grade bijection and the Coxeter matrix for general Auslander regular algebras. For the class of higher Auslander algebras coming from $n$-representation finite algebras we show that $(R^{-1}C)^2 = id$ if $n$ is even and $(R^{-1}C + id)^2 = 0$ when $n$ is odd.

1. Introduction

Let $A$ be a finite dimensional algebra over a field $k$ with finite global dimension. We will always assume that $k$ is a splitting field for the algebra $A$, which for example is true if $k$ algebraically closed or if $A$ is a quiver algebra. We denote the indecomposable projective $A$-modules by $P_i$ for $i = 1, \ldots, n$. Then the Cartan matrix $M$ of $A$ is defined as the $n \times n$-matrix with entries $m_{i,j} = \dim_k \text{Hom}_A(P_i, P_j)$. The Coxeter matrix (a.k.a. Coxeter transformation) $C$ of $A$ is then defined as $C := -M^{-1}M^T$. Note that this is well defined as the Cartan matrix of an algebra of finite global dimension has determinant 1 or -1 and thus $M$ is invertible over $\mathbb{Z}$, see for example [ASS, Proposition III.3.10]

The Coxeter matrix of a finite dimensional algebra with finite global dimension is the main object of study in the spectral theory of finite dimensional algebras, we refer for example to the survey article [LP].

Of special interest in homological algebra are algebras with periodic Coxeter matrix, that is $C^l = id$ for some $l \geq 1$. Algebras with periodic Coxeter matrix include for example fractionally Calabi-Yau algebras that arise in geometric and combinatorial contexts, we refer for example to [CDIM] and [Y].

When $P$ is a finite poset then the set of order ideals of $P$ is a distributive lattice $L$ and every finite distributive lattice arises this way and is uniquely determined by $P$. The Coxeter matrix of the incidence algebra $kL$ can be directly read off from elementary combinatorial data involving the Möbius function of $L$. When $S$ is an antichain of $P$ then set $I(S)$ to be the order ideal whose maximal elements are given by $S$ and set $M(S)$ to be the order ideal whose minimal non-elements are given by $S$. The rowmotion bijection is given on the elements of $L$ by sending $I(S)$ to $M(S)$, which defines a bijection. The rowmotion bijection is one of the main attractions in dynamical algebraic combinatorics, we refer for example to the articles [H], [SG] and [TW]. When $L$ has $n$ elements, we can associate to the rowmotion bijection an $n \times n$-permutation matrix in a natural way. While the Coxeter matrix and the rowmotion bijection are well studied objects in representation theory and combinatorics respectively, it seems that no relation between them has been shown before.

The following theorem, which is our first main result, was first conjectured by Sam Hopkins, who noted the identity in several examples:

Theorem 1.1. Let $L$ be a finite distributive lattice with $C$ the Coxeter matrix of the incidence algebra of $kL$ and $\rho$ the rowmotion bijection for $L$ viewed as a permutation matrix. Then $\rho^{-1}C$ has order two, that is $(\rho^{-1}C)^2 = id$.

In the article [IM] it was noted that the rowmotion bijection for a distributive lattice $L$ is a special case of a much more general bijection that exists for any Auslander regular algebra. Recall here that a finite
dimensional algebra $A$ is called \textit{Auslander regular} if $A$ has finite global dimension and in the minimal injective coresolution
\[ 0 \to A \to I_0 \to I_1 \to \cdots I_n \to 0 \]
we have that the projective dimension of $I_i$ is bounded by $i$ for all $i \geq 0$. In \cite{Iya1}, Iyama defined the so-called \textit{grade bijection} of an Auslander regular algebra $A$. It is a permutation of the simple modules of $A$, whose precise definition we will recall in the next section. Again, we can associate a permutation matrix to the grade bijection that we will usually denote by $R_A$, or $R$ for short, for an Auslander regular algebra $A$. One of the main results in \cite{IM} states that a finite lattice $L$ is distributive if and only if the incidence algebra $kL$ is Auslander regular. Moreover, when $L$ is distributive the grade bijection gives a homological realisation of the rowmotion bijection, when one identifies the elements of the lattice $L$ with the simple $kL$-modules in a natural way. This leads to the natural question, whether for other Auslander regular algebras there is a simple relation between the Coxeter matrix and the grade bijection.

We give a positive answer for an important class of algebras that also appears in combinatorics. Namely, an algebra $A$ is called $n$-representation-finite if $A$ has global dimension at most $n$ and there is an $n$-cluster tilting object $M$ in mod $A$, which is then uniquely given when we assume that $M$ is basic. The notion of $n$-representation finite algebras was introduced in \cite{Iya5} and includes many important classes of algebras such as all path algebras of Dynkin type, higher Auslander algebras of Dynkin type $A$ that have strong relations to the combinatorics of cyclic polytopes \cite{OT} and the 2-representation finite algebra $A$. For an $n$-representation finite $A$ with $n$-cluster tilting module $M$, the endomorphism algebra $B := \text{End}_A(M)$ will be an higher Auslander algebra. Higher Auslander algebras are those algebras $B$ with finite global dimension and a minimal injective coresolution
\[ 0 \to B \to I_0 \to I_1 \to \cdots I_n \to 0 \]
such that the projective dimension of $I_i$ is zero for $i = 0, 1, \ldots, n-1$, when $n$ denotes the global dimension. Thus by definition higher Auslander algebras are always Auslander regular. Our second main result is as follows for such algebras $B$.

**Theorem 1.2.** Let $A$ be an $n$-representation finite algebra with $n$-cluster tilting module $M$. Let $B = \text{End}_A(M)$ with grade bijection $R$ and Coxeter matrix $C$. If $n$ is even then $(R^{-1}C)^2 = \text{id}$ and if $n$ is odd then $(R^{-1}C + \text{id})^2 = 0$.

2. **Preliminaries**

We assume that algebras are finite dimensional over a field $k$ and that they are non-semisimple and connected unless stated otherwise. Additionally, we assume that $k$ is a splitting field, which is for example automatic if $k$ is algebraically closed or if $A$ is a quiver algebra. Here $k$ being a splitting field for the $k$-algebra $A$ means that every simple module $A$-module $S$ has the property that $\text{End}_A(S) \cong k$, see for example \cite[Lam, Chapter 7]{Lam} for more equivalent characterisations and properties of splitting fields. We assume that modules are right modules unless otherwise stated. $D = \text{Hom}_k(-, k)$ denotes the duality and $J$ denotes the Jacobson radical of an algebra. We assume that the reader is familiar with the basics of representation theory and homological algebra of finite dimensional algebras and we refer for example to the textbooks \cite{ARS} and \cite{Sy}. Let $\nu_A := D\text{Hom}_A(-, A)$ denote the Nakayama functor of an algebra $A$ and $\nu_A^{-1} = \text{Hom}_A(D(A), -)$ its inverse. It is well known that $\nu_A$ induces an equivalence between the category of projective $A$-modules and the category of injective $A$-modules with inverse $\nu_A^{-1}$. The \textit{global dimension} of an algebra $A$ is defined as the supremum of all projective dimensions of $A$-modules. The \textit{dominant dimension} of an algebra $A$ with minimal injective coresolution
\[ 0 \to A \to I_0 \to I_1 \to \cdots \]
is defined as the smallest $n \geq 0$ such that $I_n$ is not projective or as infinite if there is no such $I_n$. For an $A$-module $M$, $\text{add}(M)$ will denote the full subcategory of mod $A$ consisting of all direct summands of $M^n$ for some natural number $n$. Let $K_0(A)$ denote the Grothendieck group of an algebra $A$ with finite global dimension with basis given by the indecomposable projective modules $[P]$. For simplicity, we will often omit the usual brackets $[P]$ for an element in the Grothendieck group $K_0(A)$ when there is no danger of confusion. When $A$ has finite global dimension, the \textit{Coxeter transformation} of $A$ is defined as $C_A([P]) := -[\nu_A(P)]$. When this linear transformation is expressed as a matrix with respect to the
basis of $K_0(A)$ given by the classes of the indecomposable projective modules, we recover the matrix $C$ from Section 1

An algebra $A$ is called Auslander regular when $A$ has finite global dimension and there exists an injective coresolution

$$0 \to A \to I^0 \to I^1 \to \cdots \to I^n \to 0$$

of the regular module such that $pdim I^i \leq i$ for all $i \geq 0$. Important classes of Auslander regular algebras are incidence algebras of distributive lattices (see [IM]), higher Auslander algebras (see [Iya3]) and blocks of category $O$ (see [KMM]). The grade of an $A$-module $M$ is defined by $grade M := \inf\{i \geq 0 \mid Ext^i_A(M, A) \neq 0\}$. Dually, the cograde of a module $M$ is defined as $\inf\{i \geq 0 \mid Ext^i_A(D(A), M) \neq 0\}$. For every Auslander regular algebra, there exists a bijection on the simple $A$-modules as follows:

**Theorem 2.1.** ([Iya1] Theorem 2.10) Let $A$ be an Auslander regular algebra. Then there is a bijection $Gr_A$ sending a simple $A$-module $S$ to the simple $A$-module $Gr_A(S) = \top(D \Ext^g_A(S, A))$, where $g_A := grade S$. The grade of $S$ equals the cograde of $Gr_A(S)$.

We call the bijection $Gr_A$ as in the previous theorem for Auslander regular algebras the grade bijection on simple $A$-modules. We refer to [Iya1] Theorem 2.10 for a more general statement and proofs. In [IM] it was shown that the grade bijection gives a categorification of the rowmotion map for incidence algebras of distributive lattices. We define the grade bijection on the Grothendieck group of an Auslander regular algebra $A$ by $R_A([P_S]) = [P_{Gr_A(S)}]$, where $P_S$ denotes the projective cover of a simple module $S$. We define the rowmotion Coxeter transformation of an Auslander regular algebra $A$ as $R_A^{-1}C_A$. Note that since $R_A$ is a permutation matrix, we have $R_A^{-1} = R_A^T$. We will be mainly interested in the minimal polynomial of $R_A^{-1}C_A$ and the relation $(R_A^{-1}C_A)^2 = id$. Note that since $CA R_A^{-1} = R_A(R_A^{-1}CA)R_A^{-1}$, the operators $CA R_A^{-1}$ and $R_A^{-1}CA$ are similar and thus they have the same minimal polynomials and we have $(CA R_A^{-1})^2 = id$ if and only if $(R_A^{-1}CA)^2 = id$.

3. The Coxeter transformation and the rowmotion bijection for distributive lattices

Let $P$ denote a finite poset and $L$ the distributive lattice of order ideals of $P$. Let $S$ be an antichain of $P$ and $I(S)$ the order ideal whose maximal elements are given by $S$ and $M(S)$ the order ideal whose minimal non-elements are given by $S$. Formally,

$$I(S) = \{x \in P : x \leq s \text{ for some } s \in S\}.$$  

$$M(S) = P \setminus \{y \in P : y \geq s \text{ for some } s \in S\}.$$  

The Hasse quiver of a poset $P$ is the finite quiver with points $x \in P$ and an arrow $x \to y$ if $x$ covers $y$ (note that we use here the opposite convention compared to [IM]). The incidence algebra $kP$ of a poset $P$ over a field $k$ is defined as the quiver algebra $kQ/I$ with $Q$ the Hasse quiver of $P$ and the relations $I$ such that any two paths that start and end at the same points get identified.

The rowmotion bijection $\rho$ for a distributive lattice $L$ given as the set of order ideals of a poset $P$ is defined as the permutation sending $I(S)$ to $M(S)$. As explained in the preliminaries, the rowmotion bijection is a special case of the more general grade bijection when viewing the incidence algebra of a distributive lattice as an Auslander regular algebra. We will denote by $P_O$ the indecomposable projective module in the incidence algebra $kL$ of a distributive lattice $L$ corresponding to the order ideal $O$ and $J_O := \nu_A(P_O)$ (we use $J$ instead of $I$ for the indecomposable injectives in this section to avoid confusion with $I(S)$). When $A = kL$ is the incidence algebra of a distributive lattice, we set $R_A([P_{I(S)}]) = [P_{M(S)}]$ motivated by the fact that the grade bijection gives a homological realisation of the rowmotion bijection as explained after **Theorem 2.1**. We will use the following result, whose proof can be found in [IM] Theorem 3.2 and where one can also find a description of the differentials. See also [Y] Definition 2.3, where this construction was anticipated, though restricted to a particular case.

**Theorem 3.1.** Let $L$ be a distributive lattice given as the set of order ideals of a poset $P$. Then a minimal projective resolution of the indecomposable injective module $J_{I(S)}$ for an antichain $S$ is given as follows in $kL$:

$$0 \to P_{M(S)} \to \bigoplus_{T \subseteq S, |T| = r - 1} P_{M(T)} \to \cdots \to \bigoplus_{T \subseteq S, |T| = i} P_{M(T)} \to \cdots \to \bigoplus_{T \subseteq S, |T| = 1} P_{M(T)} \to P_{M(\emptyset)} \to J_{I(S)} \to 0.$$
Example 3.2. For an example of the previous theorem, consider the case where \( P \) is the poset shown on the left in the diagram below. The lattice \( L \) is the distributive lattice of order ideals of \( P \), shown on the right.

Let \( S = \{x_1, x_2\} \). The projective resolution of \( J_I(S) \) given by Theorem 3.1 is as follows, where we represent \( kL \) modules by the corresponding representations of the Hasse quiver.

\[
\begin{array}{cccccccc}
0 & 0 & 0 & k & k & 0 & 0 & 0 \\
0 & 0 & k & k & k & k & 0 & k \\
0 & k & k & k & k & k & 0 & 0 \\
0 & 0 & k & 0 & 0 & 0 & 0 & 0 \\
& & & & & & & \\
\end{array}
\]

Corollary 3.3. Let \( L \) be a distributive lattice given as the set of order ideals of a poset \( P \). Let \( S \) denote an antichain of \( P \). Then the Coxeter transformation \( C_A \) for \( A = kL \) is given by

\[
C_A([P_I(S)]) = - \sum_{T \subseteq S} (-1)^{|T|} [P_M(T)].
\]

Theorem 3.4. Let \( A = kL \) be the incidence algebra of a distributive lattice \( L \) given as the set of order ideals of a poset \( P \). Then \( (R_A^{-1} C_A)^2 = \text{id} \).

Proof. We first look at \( C_A R_A^{-1} C_A \) and determine the values on a basis:

\[
C_A R_A^{-1} C_A([P_I(S)]) = C_A R_A^{-1} \left( - \sum_{T \subseteq S} (-1)^{|T|} [P_M(T)] \right)
\]

\[
= C_A \left( - \sum_{T \subseteq S} (-1)^{|T|} [P_I(T)] \right)
\]

\[
= \sum_{T \subseteq S} \sum_{R \subseteq T} (-1)^{|T|} (-1)^{|P_M(T)|} [P_M(R)]
\]

\[
= \sum_{R \subseteq S} \sum_{R \subseteq T \subseteq S} (-1)^{|T|} |P_M(R)|
\]

If \( R \) is properly contained in \( S \), the inner sum is over the \( 2^{|S|-|R|} \) choices for \( T \), half with \( |T| - |R| \) even, and half with \( |T| - |R| \) odd. The inner sum is therefore zero in this case. The only surviving term of the outer sum is \( R = S \), in which case we also have \( T = S \). The result is that \( C_A R_A^{-1} C_A([P_I(S)]) = [P_M(S)] \) and if we now apply \( R_A^{-1} \) to both sides, we get that \( R_A^{-1} C_A R_A^{-1} C_A([P_I(S)]) = [P_I(S)] \), as desired. \( \square \)
The next example shows that the identity \((R_A^{-1}C_A)^2 = id\), which is true when \(A\) is the incidence algebra of a distributive lattices, does not hold for Auslander regular incidence algebras of posets that are not lattices:

**Example 3.5.** The following poset with incidence algebra \(A\) is Auslander regular:

![Poset Diagram]

Let \(P_i\) denote the indecomposable projective \(A\)-modules and \(I_i\) the indecomposable injective \(A\)-modules. A computer program such as the GAP-package \([QPA]\) can be used to show that \(A\) is Auslander regular and to find the grade bijection and Coxeter matrix. We just give a sketch for the calculations without all details in the following. One finds the injective resolution of each indecomposable projective, and then checks the projective dimension of the injectives that appear. The minimal injective resolutions of indecomposable projectives are given below.

\[
0 \rightarrow P_1 \rightarrow I_6 \rightarrow 0,
\]

\[
0 \rightarrow P_2 \rightarrow I_6 \rightarrow I_3 \rightarrow 0,
\]

\[
0 \rightarrow P_3 \rightarrow I_6 \rightarrow I_2 \rightarrow 0,
\]

\[
0 \rightarrow P_4 \rightarrow I_6 \rightarrow I_5 \rightarrow 0,
\]

\[
0 \rightarrow P_5 \rightarrow I_6 \rightarrow I_4 \rightarrow 0,
\]

and

\[
0 \rightarrow P_6 \rightarrow I_6 \rightarrow I_4 \oplus I_5 \rightarrow I_2 \oplus I_3 \rightarrow I_1 \rightarrow 0.
\]

Since the algebra is isomorphic to its opposite algebra, one can dually obtain the minimal projective resolution of the indecomposable injectives and from that the projective dimensions of the indecomposable injectives to see that \(A\) is indeed Auslander regular.

We emphasize that \(R_A\) here is given by the grade bijection. Currently, no purely combinatorial description of this bijection is available for Auslander regular incidence algebras of posets except in the case that the poset is a distributive lattice. Such a combinatorial description would be a generalization of rowmotion on distributive lattices, and would be very interesting to have. In forthcoming work \([KMT]\) we show that the grade bijection \(R_A\) of a general Auslander regular algebra \(A\) is given by sending \(P_i\) to the last term in the minimal projective resolution of \(\nu_A(P_i) = I_i\), which allows to calculate the grade bijection directly from the minimal projective resolutions of the \(I_i\) as above.
The matrix for $R_A$ is given as follows:

\[
\begin{pmatrix}
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

and the Coxeter matrix $C_A$ is given as follows:

\[
\begin{pmatrix}
-1 & -1 & -1 & -1 & -1 \\
1 & 0 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 1 \\
-1 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

The matrix $R_A^{-1}C_A$ has minimal polynomial $x^3 - x^2 - x + 1$ and thus the identity $(R_A^{-1}C_A)^2 = id$ is not true for this poset.

4. $n$-representation finite algebras

We recall some basics on cluster tilting modules and higher Auslander algebras. An $A$-module $M$ is called $n$-cluster-tilting when $M$ is a generator-cogenerator and $M_{\leq n} = \text{add}(M) = \text{add}_n M$, where $M_{\leq n} = \{ N \in \text{mod } A | \text{Ext}_A^i(M,N) = 0 \text{ for all } 1 \leq i < n \}$ and $\text{add}_n M = \{ N \in \text{mod } A | \text{Ext}_A^i(N,M) = 0 \text{ for all } 1 \leq i < n \}$. A 1-cluster tilting module $M$ exists if and only if $A$ is representation-finite; in this case $\text{add}(M) = \text{mod } A$. By the higher Auslander correspondence, see for example [Iya3], $M$ is $n$-cluster tilting if and only if the algebra $B := \text{End}_A(M)$ is a higher Auslander algebra of global dimension $n + 1$, that is it has global dimension and dominant dimension equal to $n + 1$. We denote by $\tau_n := \tau \Omega^{n-1}$ for $n \geq 1$ the $n$-Auslander–Reiten translate and by $\tau_n^{-1} := \Omega^{-(n-1)}\tau^{-1}$ the inverse $n$-Auslander–Reiten translate. Let $A$ be an algebra and let $M$ be a generator-cogenerator of $\text{mod } A$ and $B := \text{End}_A(M)$. In the following, we will summarize several properties of $B$ in this situation and refer for example to [ARS] Chapter VI.5 for more information.

There is an equivalence of categories $\text{add}(M) \cong \text{proj } B$, given by $\text{Hom}_A(M,-)$. We denote the indecomposable projective $B$-module associated to an indecomposable $A$-module $N \in \text{add}(M)$ by $L_N := \text{Hom}_A(M,N)$. Note that $\nu_B(L_N) = D \text{Hom}_B(L_N,B) = D \text{Hom}_B(\text{Hom}_A(M,N),\text{Hom}_A(M,M)) \cong D \text{Hom}_A(N,M)$ and thus the indecomposable injective $B$-modules are given by $T_N := D \text{Hom}_A(N,M)$ for an indecomposable module $N \in \text{add}(M)$. We denote by $S_N$ the simple $B$-module with projective cover $L_N$. In this section the modules $P_i$ will refer to terms in a minimal projective resolution of a module and not to the indecomposable projective modules of an algebra corresponding.

An algebra $A$ is called $n$-representation-finite for some $n \geq 1$ if $\text{gldim } A \leq n$ and there is an $n$-cluster tilting module $M$ in $\text{mod } A$, see for example [Iya5], where such algebras were studied systematically for the first time. Note that an $n$-cluster tilting module $M$ in a $n$-representation-finite algebra is unique when we assume that $M$ is basic. Note also that $M$ necessarily contains the indecomposable projective and injective modules as direct summands. 1-representation-finite algebras are exactly the representation finite hereditary algebras. They are classified by Dynkin diagrams, see [ARS] Chapter VIII.

We collect several results that we will need. For a survey on $n$-cluster tilting categories and higher Auslander algebras, we refer to Section 2 of [Iya4]. For the definition of $n$-almost split sequences and their basic properties we refer to Section 2.3 in [Iya4], which also contains the next lemma. We recall that the length of an $n$-almost split sequence is equal to $n + 2$.

**Lemma 4.1.** Let $A$ be an algebra with $n$-cluster-tilting module $M$ and $B := \text{End}_A(M)$.

1. Let $N$ be an indecomposable non-projective summand of $M$. There is an $n$-almost split sequence

   \[
   0 \to \tau_n(N) \to \cdots \to N \to 0.
   \]

   Applying $\text{Hom}_A(M,-)$ to it yields a minimal projective resolution of $S_N$:

   \[
   0 \to L_{\tau_n(N)} \to \cdots \to L_N \to S_N \to 0.
   \]

(4.1)
Let $N$ be an indecomposable non-injective summand of $M$. There is an $n$-almost split sequence
\[ 0 \to N \to \cdots \to \tau^{-1}_n(N) \to 0. \]

Applying $D \Hom_A(-, M)$, we obtain a minimal injective coresolution of $S_N$:
\[ 0 \to S_N \to T_N \to \cdots \to T_{\tau^{-1}_n(N)} \to 0. \]

As an immediate consequence of this lemma, we deduce that if $N$ is an indecomposable summand of $M$ which is not projective, then the projective dimension of $S_N$ is $n+1$; similarly, if $N$ is not injective, then the injective dimension of $S_N$ is $n+1$.

**Lemma 4.2.** Let $A$ be an $n$-representation-finite algebra with $n$-cluster tilting module $M$. Let $X, Y \in \add(M)$.

1. $\Hom_A(\tau^{-1}_n(Y), X) = D \Ext^1_A(X, Y)$.
2. $\Hom_A(Y, \tau_n(X)) = D \Ext^1_A(X, Y)$.

**Proof.** We show (1), the proof of (2) is dual. We have in general that $\Hom_A(\tau^{-1}_n(Y), X) = D \Ext^1_A(X, Y)$ for any $X, Y \in \add(M)$ for a cluster tilting module $M$ (without the assumption that $A$ has global dimension at most $n$), by [Iya2, Theorem 2.3.1]. Now the assumption that $A$ has additionally global dimension at most $n$ gives us that $\Hom_A(\tau^{-1}_n(Y), X) = \Hom_A(\tau^{-1}_n(Y), X)$ by [Iya5, Lemma 2.4(d)].

**Lemma 4.3.** Let $N$ be an $A$-module of finite projective dimension. Then $\pdim N = \sup \{i \geq 0 \mid \Ext^i_A(N, A) \neq 0\}$.

**Proof.** See for example [ARS, Lemma VI.5.5].

Given this lemma, it follows from the definition of $n$-representation finite algebra that the summands of $M$ are either projective or of projective dimension $n$.

**Lemma 4.4.** Let $A$ be an $n$-representation finite algebra with $n$-cluster-tilting module $M$ and $B := \End_A(M)$.

1. Let $N$ be an indecomposable projective summand of $M$. We have $T_N \cong L_{\nu_A(N)}$ and thus $T_N$ is projective as a $B$-module.
2. Let $N$ be an indecomposable non-projective summand of $M$. Suppose that its minimal projective resolution is
\[ 0 \to P_n \to \cdots \to P_1 \to P_0 \to N \to 0. \]
Then the projective resolution as a $B$-module of $T_N$ is given by:
\[ 0 \to L_{\tau_n(N)} \to L_{\nu_A(P_n)} \to \cdots \to L_{\nu_A(P_0)} \to T_N \to 0. \]
This then also gives an injective coresolution
\[ 0 \to L_{\tau_n(N)} \to T_{P_n} \to \cdots \to T_{P_0} \to T_N \to 0 \]
of $L_{\tau_n(N)}$ with $T_P \cong L_{\nu_A(P)}$.
3. Let $N'$ be an injective indecomposable direct summand of $M$. Then $L_{N'}$ is itself injective, so it is its own injective resolution.
4. There is a bijection between the indecomposable projective $B$-modules of injective dimension $n+1$ and the indecomposable injective $B$-modules of projective dimension $n+1$ given by $\Omega^{-1} \circ \Omega^{-1}$ with inverse $\Omega^{n+1}$.

**Proof.** (1) Since $N$ is projective, $T_N = D \Hom_A(N, M) \cong \Hom_A(M, \nu_A(N)) = L_{\nu_A(N)}$ by [SY, Chapter III, Corollary 6.2], so $T_N$ is itself projective.

(2) Since $N$ is non-projective, we have already established that $\pdim N = n$. In order to calculate $\Ext^n(N, M)$, we would apply $\Hom(-, M)$ to the projective resolution of $N$, and since $\Ext^i(N, M) = 0$ except for $i = 0$ and $i = n$, we obtain an exact sequence:
\[ 0 \to \Hom_A(N, M) \to \Hom_A(P_0, M) \to \Hom_A(P_1, M) \to \cdots \to \Hom_A(P_n, M) \to \Ext^n_A(N, M) \to 0. \]

Now by the higher Auslander–Reiten formulas in Lemma 4.2, we have $\Ext^n_A(N, M) \cong D \Hom_A(M, \tau_n(N))$. Note also that $D \Hom_A(N, M) =: T_N$. Thus, applying the duality
D to (4.4) we obtain the exactness of (4.3). It is a projective resolution since the terms $D \text{Hom}_A(P_i, M) \cong L_{\nu_A}(P_i)$ are projective-injective by (1), which also shows that the second exact sequence is an injective coresolution of $L_{\tau_n(N)}$.

(3) This is dual to (1).

(4) The indecomposable projective $B$-modules which are not injective are the modules $L_N$ for $N$ an indecomposable direct summand of $M$ which is not injective. By (4.3), we see that $\Omega^{(n+1)}L_N = T_{\tau_n(N)}$. The modules of the form $T_{\tau_n(N)}$ are exactly the indecomposable injective $B$-modules which are not projective, and (4.3) shows that $\Omega^{n+1}T_{\tau_n(N)} = L_N$.

In the next theorem we calculate the Coxeter transformation of higher Auslander algebras coming from cluster tilting modules in $n$-representation-finite algebras.

**Theorem 4.5.** Let $A$ be a $n$-representation-finite algebra with $n$-cluster-tilting module $M$, let $B = \text{End}_A(M)$ and let $N$ be an indecomposable $A$-module in $\text{add}(M)$.

1. If $N$ is projective, $C_B([L_N]) = -[L_{\nu_A}(N)]$.
2. If $N$ is non-projective, let $0 \to P_n \to \cdots \to P_1 \to P_0 \to N \to 0$ be a minimal projective resolution of $N$. Then $C_B([L_N]) = \sum_{i=0}^{n} (-1)^{i+1}[L_{\nu_A}(P_i)] + (-1)^n[L_{\tau_n(N)}]$.

**Proof.** By definition $C_B([L_N]) = -[T_N]$. To express $[T_N]$ with respect to the basis of indecomposable projective $B$-modules, it suffices to calculate a projective resolution of $T_N$ and take the alternating sum. We have found these projective resolutions in Lemma 4.4 and the claim follows.

Recall that we defined the grade bijection in the Grothendieck group of an Auslander regular algebra $B$ on the indecomposable projective $A$-modules by $R_B([P_S]) = [P_{\text{Gr}_B(S)}]$, where $P_S$ denotes the projective cover of a simple module $S$ and $\text{Gr}_B$ the grade bijection on simple modules. We now calculate the grade bijection for higher Auslander algebras that are endomorphism rings of an $n$-cluster tilting module.

**Theorem 4.6.** Let $A$ be an algebra with $n$-cluster-tilting module $M$ with $B := \text{End}_A(M)$ and let $N$ be an indecomposable module in $\text{add}(M)$. Then the grade bijection $R_B$ for $B$ is given by $R_B([L_N]) = [L_{\nu_A}(N)]$ when $N$ is projective and $R_B([L_N]) = [L_{\tau_n(N)}]$ else.

**Proof.** Assume first that $N$ is projective. $S_N$ injects into $T_N \cong L_{\nu_A}(N)$, which is a summand of $B$, hence $\text{Hom}_B(S_N, B) \neq 0$ and thus grade $S_N = 0$. Applying $D \text{Hom}_B(-, B)$ on $L_N \to S_N \to 0$ one gets $T_N \to D \text{Hom}_B(S_N, B) \to 0$, and since $T_N$ is projective and the middle term does not vanish, we have $\text{top}(D \text{Hom}_B(S_N, B)) = \text{top}(T_N) = \text{top}(L_{\nu_A}(N)) = S_{\nu_A}(N)$. Thus $R_B([L_N]) = [L_{\nu_A}(N)]$.

Assume now that $N$ is not projective. We will show that $D \text{Ext}_B^i(S_N, B) = S_{\tau_n(N)}$, if $i = n + 1$ and $D \text{Ext}_B^i(S_N, B) = 0$, else. This will show that grade $S_N = n + 1$ and $R_B([L_N]) = [L_{\tau_n(N)}]$. By the projective resolution of $S_N$ given in (4.1), $D \text{Ext}_B^i(S_N, B)$ is the $i$-th homology of the complex obtained from

$$0 \to L_{\tau_n(N)} \to \cdots \to L_{N} \to 0$$

by applying $D \text{Hom}_B(-, B)$. This complex equals

$$0 \to T_{\tau_n(N)} \to \cdots \to T_{N} \to 0,$$

which by (4.2) for $\tau_n(N)$ is exact except at the $(n + 1)$-th degree, where the homology equals $S_{\tau_n(N)}$. The last theorem tells us how to calculate the grade bijection. In the next theorem we will also use the inverse of the grade bijection, which is then given by $R_B^{-1}([L_N]) = [L_{\nu_A}^{-1}(N)]$ if $N$ is injective and $R_B^{-1}([L_N]) = [L_{\tau_n^{-1}(N)}]$, otherwise.

**Theorem 4.7.** Let $A$ be an $n$-representation-finite algebra with $n$-cluster-tilting module $M$ and $B := \text{End}_A(M)$. Then we have $(C_B R_B^{-1})^2 = \text{id}$ if $n$ is even and $(C_B R_B^{-1} + \text{id})^2 = 0$ when $n$ is odd.
Proof. If $N$ is an injective indecomposable summand of $M$ then we have $C_B R_B^{-1}(\left[ L_N \right]) = C_B(\left[ L_{\nu^{-1}_A(N)} \right]) = -[L_N]$, since $\nu^{-1}_A(N)$ is projective. If $N$ is an indecomposable and non-injective summand of $M$ we have:

$$C_B R_B^{-1}(\left[ L_N \right]) = C_B(\left[ L_{\nu^{-1}_A(N)} \right]) = \sum_{i=0}^{n} (-1)^{i+1}[L_{\nu_A(P_i)}] + (-1)^n[L_N],$$

where

$$0 \to P_n \to \cdots \to P_1 \to P_0 \to \tau^{-1}_n(N) \to 0$$

denotes a minimal projective resolution of $\tau^{-1}_n(N)$.

It follows that with respect to the basis of the $[L_N]$, ordered such that the elements corresponding to the injective modules $N$ precede all the others, the matrix of $C_B R_B^{-1}$ has the block form

$$\begin{pmatrix}
-I_r & E \\
0 & (-1)^n I_s
\end{pmatrix}$$

for some matrix $E$, where $I_r$ denotes the $r \times r$ identity matrix, $s$ is the number of injective indecomposable modules $N$ in add$(M)$, and $t$ is the number of the non-injective such modules. If $n$ is even then the square of such a matrix is the identity $I_{s+t}$, whereas if $n$ is odd then by adding the identity $I_{s+t}$ one gets the matrix

$$\begin{pmatrix}
0 & E \\
0 & 0
\end{pmatrix}$$

whose square is zero. \qed

Specialising to path algebras of Dynkin type gives the following special case:

**Example 4.8.** Let $A = KQ$ be a path algebra of Dynkin type and $M$ the direct sum of all indecomposable $A$-modules, which is a 1-cluster tilting module. Let $B := \text{End}_A(M)$, which is the Auslander algebra of $A$. By Theorem 4.7, we have $(C_B R_B^{-1} + id)^2 = 0$.
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