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Abstract. This paper is about the study of a new class of fractional-order projection neural networks with impulses which capture the desired features of both the variational inequality and the fractional-order impulsive dynamical systems within the same framework. We obtain the existence and boundedness of solutions for such fractional-order projection neural networks under mild conditions. Moreover, we give some sufficient conditions for ensuring the global Mittag-Leffler stability of the equilibrium point for such fractional-order projection neural networks by utilizing a general quadratic Lyapunov function. Finally, we provide two numerical examples to illustrate the validity and feasibility of the main results.
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1 Introduction

As an important generalization of integral calculus, fractional calculus deals with the study of so-called fractional order integral and derivative operators over real or complex domains, which has been extensively used to model many practical problems arising in physics and mechanics, biology and chemistry, economy and finance, science and engineering and so on [1–9]. On the other hand, neural networks have attracted wide attention owing to their applications in various fields such as robot, aerospace joint memory, pattern recognition, signal processing, and automatic control engineering. The practical application of neural networks depends on the development of related theories of neural networks, such as the study of the existence and uniqueness of solutions and the stability of neural networks. Recently, the stability of fractional-order neural networks has drawn much attention such as Mittag-leffler stability [10–13], asymptotic stability [14–16], and finite-time stability [17–20].
It is well known that, the projection neural network (dynamical system), captured the desired features of both the variational inequality and the dynamical systems within the same framework, can be used to solve many constrained optimization problems, variational inequality problems, equilibrium point problems, dynamic traffic networks and so on (see, for example, [21–35] and the references therein). Taking into account of the advantages of fractional calculus, Wu and Zou [24], for the first time, proposed a class of fractional order projective dynamical systems. Wu et al. [25] proposed a new system of global fractional-order interval implicit projection neural networks and showed Mittag-Leffler stability of the equilibrium point for such fractional-order projection neural networks under suitable conditions. On the basic of the linear matrix inequality technique, Li et al. [29] obtained some sufficient conditions to ensure the asymptotical stability of the equilibrium point of the addressed projection neural networks. Wu et al. [35] investigated a new class of global fractional-order projection dynamical system with delay and obtained existence and uniqueness of solutions for considered dynamical system by using the Krasnoselskii fixed point theorem.

It is worth mentioning that, in the real world, many systems are often disturbed suddenly, and systems changes suddenly in a short time. This phenomenon is called as impulse. Recently, various theoretical results, numerical algorithms with applications have been studied extensively for the fractional-order neural networks with impulses under different conditions in the literature; for instance, we refer the reader to [36–39] and the references therein. Very recently, Li and Kao [40] investigated the Mittag-Leffler stability for a new coupled system of fractional-order differential equations with impulses by utilizing the direct graph theory. Ali et al. [41] studied the impulsive effects on the stability equilibrium solution for Riemann-Liouville fractional-order fuzzy BAM neural networks with time delay under mild conditions. Pratap et al. [42] introduced a class of delayed fractional-order competitive neural networks with impulsive effects and established the stability and synchronization criteria of the considered networks. Popa [43] studied the global µ-stability of neutral-type impulsive complex-valued BAM neural networks with leakage delay and unbounded time-varying delays. Nevertheless, in some practical situations, it is necessary to consider the fractional-order projection neural networks with impulsive effects. However, to the best of our knowledge, the discipline of the fractional-order projection neural networks with impulsive effects is still not explored and much is desired to be done. The present work is to make an attempt in this new direction.

We now briefly sketch the contents of the paper. In the next section we present some necessary definitions, lemmas and model description. After that Section 3 characterizes the solution of fractional-order projection neural networks with impulses. In Section 4, we investigate the Mittag-leffler stability of fractional-order projection neural networks with impulses under under some mild conditions. Two numerical examples are given in Section 5 to confirm the validity of our main results, before we summarize the results in Section 6.

2 Preliminaries

Let $R = (-\infty, +\infty)$, $Z^+ = \{1, 2, \cdots\}$, and $C$ be the set of all complex numbers. Let $R^n$ be the $n$-dimensional Euclidean space, $R^{m \times n}$ the set of all $m \times n$ real matrices, and $I$ the identity matrix with appropriate dimension. Let $A^T$ and $A^{-1}$ denote the transpose and the inverse of matrix $A$, respectively. Assume that $||z|| = \sqrt{z^T z}$ stands for the Euclidean norm of a real vector $z$. For a real matrix $A$, $\lambda_{\text{max}}(A)$ and $\lambda_{\text{min}}(A)$ denote, respectively, the maximal and minimal eigenvalues of $A$, and $A > 0$ ($A < 0$) means the
matrix $A$ is symmetric and positive definite (or negative definite). The norm of a real matrix $A$ is defined by $\|A\| = \sqrt{\lambda_{\text{max}}(A^T A)}$. In addition, let $J = [0, T]$ and $C(J, X)$ be the Banach space of all continuous functions from $J$ into Banach space $X$ with a norm $\|u(t)\| = \sup\{\|u(t)\| : t \in J\}$ for $u(t) \in C(J, X)$. Moreover, let $PC(J, X) = \{u : J \rightarrow X : u \in C((t_k, t_{k+1}), X), k = 0, 1, \ldots, m, \text{ there exist } u(t_k^-) \text{ and } u(t_k^+) \text{ with } u(t_k^-) = u(t_k)\}$ with norm $\|u\|_{PC} = \sup\{\|u(t)\| : t \in J\}$.

**Definition 2.1.** [1,3] The Riemann-Liouville fractional integral of order $q$ for a function $x(t)$ is defined as

$$t_0D_t^{-q}x(t) = \frac{1}{\Gamma(q)} \int_{t_0}^{t} (t-s)^{q-1} x(s) ds,$$

where $q > 0$ and $t > t_0$. The Gamma function $\Gamma(q)$ is defined by the integral

$$\Gamma(q) = \int_{0}^{+\infty} s^{q-1} e^{-s} ds.$$

**Definition 2.2.** [1,3] The Riemann-Liouville fractional derivative of order $q$ for a function $x(t)$ is defined as

$$t_0D_t^{q}x(t) = \frac{1}{\Gamma(n-q)} \frac{d^n}{dt^n} \int_{t_0}^{t} (t-s)^{n-q-1} x(s) ds,$$

where $n-1 \leq q < n$ and $n \in \mathbb{Z}^+$.

**Definition 2.3.** [1,3] The Caputo fractional derivative of order $q$ for a function $x(t)$ is defined as

$$C_{t_0}D_t^{q}x(t) = \frac{1}{\Gamma(n-q-1)} \int_{t_0}^{t} (t-s)^{n-q-1} x^{(n)}(s) ds, \quad t > t_0,$$

where $n-1 < q < n$ and $n \in \mathbb{Z}^+$.

Moreover, the Mittag-Leffler function with two parameters $\alpha > 0$ and $\beta > 0$ is defined by

$$E_{\alpha,\beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + \beta)}, \quad \alpha > 0, \beta > 0, \ z \in \mathbb{C}.$$

For $\beta = 1$, the one-parameter Mittag-Leffler function is given by

$$E_{\alpha}(z) := E_{\alpha,1}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + 1)}, \quad \alpha > 0, \ z \in \mathbb{C}.$$

In particular, $E_{1}(z) = e^{z}$.

**Lemma 2.1.** [14] Let $x(t) \in \mathbb{R}^n$ be a vector of differentiable function. Then, for any time instant $t \geq t_0$, the following relationship holds:

$$\frac{1}{2} C_{t_0}D_t^{q}(x^T(t)Qx(t)) \leq x^T(t)Q \left( C_{t_0}D_t^{q}x(t) \right), \quad q \in (0, 1),$$

where $Q \in \mathbb{R}^{n \times n}$ is a constant, square, symmetric and positive definite matrix.

**Lemma 2.2.** [44] For the given positive scalar $\rho > 0$, $\vartheta, v \in \mathbb{R}^n$ and matrix $Q$, then

$$\vartheta^T Q v \leq \frac{\rho - 1}{2} \vartheta^T Q Q^T \vartheta + \frac{\rho}{2} v v^T.$$

**Definition 2.4.** [23] If $K$ is a nonempty closed convex subset of $\mathbb{R}^n$, then the projection operator $P_K : \mathbb{R}^n \rightarrow K$ is defined as follows

$$P_K(y) = \arg\min_{z \in K} \|y - z\|, \quad \forall y \in \mathbb{R}^n.$$
Lemma 2.3. [45] If \( K \) is a convex closed subset of \( R^n \), then the projection \( P_K \) is non-expansive, i.e.,
\[
\|P_K(u) - P_K(v)\| \leq \|u - v\|, \quad \forall u, v \in R^n.
\]

Lemma 2.4. [46] For a \( \alpha > 0 \), suppose \( a(t) \) is a nonnegative, nondecreasing function locally integrable on \( 0 \leq t < T \) some \( (T \leq +\infty) \), and \( b(t) \leq M \) is a nonnegative, nondecreasing continuous function defined on \( 0 \leq t < T \), where \( M \) is a constant. If \( x(t) \) is nonnegative and locally integrable on \( 0 \leq t < T \) satisfying
\[
x(t) = a(t) + b(t) \int_0^t (t - s)^{\alpha - 1} x(s) ds,
\]
then \( x(t) \leq a(t)E_\alpha(b(t)\Gamma(\alpha)t^\alpha) \).

Let \( J = [0, T] \) and \( J' = J \setminus \{t_1, t_2, \cdots, t_m\} \). This paper is addressed to study the following fractional-order projection neural networks with impulses (FPNNI):
\[
\begin{align*}
\begin{cases}
\frac{C}{\rho} D^\alpha_t x_i(t) = -x_i(t) + P_K \left( x_i(t) - \rho \sum_{j=1}^n a_{ij} x_j(t) - \rho b_i \right), & t \in J', \\
\Delta x_i(t_k) = x_i(t_k^+) - x_i(t_k^-) = U_k(x_i(t_k)), \\
x_i(0) = x_{i0}, & i = 1, 2, \cdots, n; k = 1, 2, \cdots, m,
\end{cases}
\end{align*}
\]

or in the matrix-vector notation
\[
\begin{align*}
\begin{cases}
\frac{C}{\rho} D^\alpha_t x(t) = -x(t) + P_K \left( x(t) - \rho Ax(t) - \rho b \right), & t \in J', \\
\Delta x(t_k) = x(t_k^+) - x(t_k^-) = U_k(x(t_k)), \\
x(0) = x_0, k = 1, 2, \cdots, m,
\end{cases}
\end{align*}
\]

where \( \frac{C}{\rho} D^\alpha_t x(t) \) denotes an \( \alpha \) order Caputo fractional derivative of \( x(t) \) with \( 0 < \alpha < 1 \), \( n \) is the number of neurons in the indicated neural networks, \( x(t) = (x_1(t), x_2(t), \cdots, x_n(t))^T \) is the state vector of the networks at time \( t \), \( K \) is a closed and convex subset of \( R^n \), \( P_K \) is the projection operator, \( A = (a_{ij})_{n \times n} \in R^{n \times n} \), \( U_k : R^n \rightarrow R^n \) stands for the jump operator of impulsive, and impulsive moments \( \{t_k, k = 1, 2, 3, \cdots\} \) satisfy \( 0 = t_0 < t_1 < t_2 < \cdots < t_k < t_{k+1} < \cdots < t_m < t_{m+1} = T; \ t(t_k^+) = \lim_{t \rightarrow t_k^+} x(t_k) \) and \( x(t_k^-) = \lim_{t \rightarrow t_k^-} x(t_k) \) express the right and left limits of \( x(t) \) at \( t = t_k \) moreover, \( x(t_k^-) = x(t_k) \).

Definition 2.5. A function \( x(t) : J \rightarrow R^n \) is said to be a solution of system (2.5) on \( J \) with the initial condition \( x(0) = x_0 \) if

(i) \( x(t) \) is absolutely continuous on each interval \( (t_k, t_{k+1}] \) with \( k = 1, 2, \cdots, m; \)

(ii) \( x(t) \) satisfies the system (2.5) for almost all \( t \in J; \)

(iii) For any \( t_k \in (0, \infty) \), \( x(t_k^-) \) and \( x(t_k^+) \) exist such that \( x(t_k^-) = x(t_k) \) for \( k = 1, 2, \cdots, m. \)

Definition 2.6. A constant vector \( x^* \in R^n \) is said to be an equilibrium point of system (2.5) if \( x^* \) satisfies the following equation
\[
-x^* + P_K (x^* - \rho Ax^* - \rho b) = 0
\]
and \( U_k(x_k^*) = 0. \)

Definition 2.7. An equilibrium point \( x^* \) of system (2.5) is said to be globally Mittag-Leffler stable if there exist two constants \( \lambda > 0 \) and \( b > 0 \) such that
\[
\|x(t) - x^*\| \leq [m (x_0 - x^*) E_\alpha (-\lambda t)^\alpha]^b,
\]
where \( m(x) : \mathbb{R}^n \to \mathbb{R} \) is local Lipschitz continuous with \( m(0) = 0, m(x) \geq 0 \) for all \( x \in \mathbb{R}^n \), and \( E_\alpha \) is a one-parameter Mittag-Leffler function. The system (2.5) is said to be globally Mittag-Leffler stable providing its equilibrium point is globally Mittag-Leffler stable.

**Definition 2.8.** [47] A function \( V : [0, +\infty) \times \mathbb{R}^n \to [0, +\infty) \) is said to belong to class \( V_0 \) if

1. \( V(t, u) \) is continuous in \((t_{k-1}, t_k) \times \mathbb{R}^n \), for each \( u \in \mathbb{R}^n \), \( \lim_{(t,v) \to (t^+_k, u)} V(t, v) = V(t^+_k, u) \) exits, and \( V(t^+_k, u) = V(t_k, u) \), \( k = 1, 2, \cdots, m; \)
2. \( V(t, u) \) is locally Lipschitz continuous with respect to \( u \).

**Lemma 2.5.** [11] Consider the following impulsive fractional-order differential equation system

\[
\begin{aligned}
    \frac{C}{0}D_t^\alpha u(t) &= g(t, u(t)), \quad t \in J', \\
    \triangle u(t_k) &= u(t_k^+) - u(t_k^-) = \Upsilon_k(u(t_k)), \\
    u(0) &= u_0, k = 1, 2, \cdots, m.
\end{aligned}
\]  

(2.6)

Suppose that \( g(t, 0) = 0, t > 0, \Upsilon_k(0) = 0 \) and \( \varphi(u) = u + \Upsilon(u) \geq 0 \) are nondecreasing with respect to \( u \), \( k = 1, 2, \cdots, m \), and there exists \( V(t) \in V_0 \) with \( V(t, 0) = 0 \) such that

- \( \gamma_1 \|u(t)\|^p \leq V(t, u(t)) \leq \gamma_2 \|u(t)\|^p \), \((t, u(t)) \in J' \times \mathbb{R}^n \);
- \( \frac{C}{0}D_t^\alpha V(t, u(t)) \leq -\gamma_3 V(t, u(t)), (t, u(t)) \in (t_{k-1}, t_k) \times \mathbb{R}^n, k = 1, 2, \cdots, m; \)
- \( V(t^+, u(t) + \Upsilon_k(u(t))) \leq V(t, u(t)), u \in \mathbb{R}^n, t = t_k, k = 1, 2, \cdots, m. \)

Here \( \gamma_4 \in (0, 1], \gamma_1, \gamma_2, \gamma_3, p \) and \( q \) are arbitrary positive constants. Then the zero solution of (2.6) is globally Mittag-Leffler stable.

**Definition 2.9.** [48] Let \( \Lambda \) be a bounded subset in a metric space \((X, d)\). Then Kuratowski noncompactness measure \( \mu(\Lambda) \) is defined as follows:

\[
\mu(\Lambda) = \inf \left\{ \varepsilon > 0 : \Lambda \subset \bigcup_{i=1}^n Q_i, Q_i \subset E, \text{diam}(Q_i) < \varepsilon (i = 1, \ldots, n), n \in \mathbb{Z}^+ \right\},
\]

where \( \text{diam}(Q_i) = \sup \{d(x, y) : x, y \in Q_i\} \).

**Definition 2.10.** [48] Let \( N : X \to X \) be a bounded and continuous operator on a Banach space \( X \). We say that \( N \) is condensing if \( \mu(N(B)) < \mu(B) \) for all bounded set \( B \subset D(N) \), where \( \mu \) is the Kuratowski noncompactness measure.

**Lemma 2.6.** [49] Let \( F = F_1 + F_2 : X \to X \). Assume that

1. \( F_1 \) is \( k \)-contraction with \( 0 \leq k < 1 \), that is \( \|F_1(x) - F_1(y)\| \leq k\|x - y\|; \)
2. \( F_2 \) is compact.

Then \( F \) is condensing.

**Lemma 2.7.** (Sadovskii fixed point theorem) [50] Let \( Q \) be a convex, bounded, and closed subset of a Banach space \( X \) and let \( N : Q \to Q \) be a condensing map. Then, \( N \) has a fixed point in \( Q \).
3 The existence and boundedness of solution

In this section, we shall deal with the existence of solution of (2.5) by using the Sadovskii fixed point theorem and the Banach fixed point theorem. We will show boundedness of solution of (2.5) by employing the inequality techniques.

Note that
\[ u(t) = u_0 - \frac{1}{\Gamma(\alpha)} \int_0^a (a-s)^{\alpha-1} h(s) ds + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} h(s) ds, \]
solves the Cauchy problems
\[
\left\{ \begin{array}{l}
\frac{C}{0} D^\alpha_t u(t) = h(t), \ t \in J,
\end{array} \right.
\]
\[
\left\{ \begin{array}{l}
u(0) = u_0 - \frac{1}{\Gamma(\alpha)} \int_0^a (a-s)^{\alpha-1} h(s) ds.
\end{array} \right.
\]

One can obtain the following result immediately.

**Lemma 3.1.** [36] Let 0 < α < 1 and h : J → R be continuous. A function u ∈ C(J, R) is a solution of the fractional integral equation
\[ u(t) = u_0 - \frac{1}{\Gamma(\alpha)} \int_0^a (a-s)^{\alpha-1} h(s) ds + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} h(s) ds, \]
if and only if u is a solution of the following fractional Cauchy problems
\[
\left\{ \begin{array}{l}
\frac{C}{0} D^\alpha_t u(t) = h(t), \ t \in J,
\end{array} \right.
\]
\[
\left\{ \begin{array}{l}
u(a) = u_0, \ a > 0.
\end{array} \right.
\]

By using Lemma 3.1, we can obtain the following result.

**Theorem 3.1.** x(t) is a solution of the neural networks (2.5) with initial value x(0) = x_0, if and only if x(t) is a solution of the following fractional integral equation:
\[
x(t) = \left\{ \begin{array}{l}
x_0 - \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} x(s) ds + \frac{1}{\Gamma(\alpha)} \int_0^1 (t-s)^{\alpha-1} P_K(x(s) - \rho A x(s) - \rho b) ds, \ t \in [0, t_1],
\end{array} \right.
\]
\[
x_0 + U_1(x(t_1)) - \frac{1}{\Gamma(\alpha)} \int_0^1 (t-s)^{\alpha-1} x(s) ds
\]
\[
+ \frac{1}{\Gamma(\alpha)} \int_0^1 (t-s)^{\alpha-1} P_K(x(s) - \rho A x(s) - \rho b) ds, t \in (t_1, t_2],
\]
\[
x_0 + U_1(x(t_1)) + U_2(x(t_2)) - \frac{1}{\Gamma(\alpha)} \int_0^1 (t-s)^{\alpha-1} x(s) ds
\]
\[
+ \frac{1}{\Gamma(\alpha)} \int_0^1 (t-s)^{\alpha-1} P_K(x(s) - \rho A x(s) - \rho b) ds, t \in (t_2, t_3],
\]
\[
\vdots
\]
\[
x_0 + \sum_{j=1}^k U_j(x(t_j)) - \frac{1}{\Gamma(\alpha)} \int_0^1 (t-s)^{\alpha-1} x(s) ds
\]
\[
+ \frac{1}{\Gamma(\alpha)} \int_0^1 (t-s)^{\alpha-1} P_K(x(s) - \rho A x(s) - \rho b) ds, t \in (t_k, t_{k+1}],
\]
\[
\vdots
\]
\[
x_0 + \sum_{j=1}^m U_j(x(t_j)) - \frac{1}{\Gamma(\alpha)} \int_0^1 (t-s)^{\alpha-1} x(s) ds
\]
\[
+ \frac{1}{\Gamma(\alpha)} \int_0^1 (t-s)^{\alpha-1} P_K(x(s) - \rho A x(s) - \rho b) ds, t \in (t_m, T].
\]

**Proof.** Necessity: Let x(t) is a solution of the neural networks (2.5) with initial value x(0) = x_0. For t ∈ [0, t_1], it follows that
\[
\frac{C}{0} D^\alpha_t x(t) = -x(t) + P_K(x(t) - \rho A x(t) - \rho b), \ t \in [0, t_1].
\]
Integrating (3.2) from 0 to \( t \) by virtue of Definition 2.1, one can have
\[
x(t) = x_0 - \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} x(s)ds + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} P_K(x(s) - \rho Ax(s) - \rho b)ds.
\]
If \( t \in (t_1, t_2] \), then
\[
x(t) = x(t_1) - \frac{1}{\Gamma(\alpha)} \int_{t_1}^t (t-s)^{\alpha-1} [-x(s) + P_K(x(s) - \rho Ax(s) - \rho b)]ds
+ \frac{1}{\Gamma(\alpha)} \int_{t_1}^t (t-s)^{\alpha-1} x(s)ds + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} P_K(x(s) - \rho Ax(s) - \rho b)ds.
\]
By the means of Lemma 3.1, one obtain
\[
x(t) = x(t_1) + \frac{1}{\Gamma(\alpha)} \int_{t_1}^t (t-s)^{\alpha-1} x(s)ds + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} P_K(x(s) - \rho Ax(s) - \rho b)ds.
\]
If \( t \in (t_2, t_3) \), then using again Lemma 3.1, we get
\[
x(t) = x(t_2) - \frac{1}{\Gamma(\alpha)} \int_0^{t_2} (t_2-s)^{\alpha-1} [-x(s) + P_K(x(s) - \rho Ax(s) - \rho b)]ds
+ \frac{1}{\Gamma(\alpha)} \int_{t_2}^t (t-s)^{\alpha-1} x(s)ds + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} P_K(x(s) - \rho Ax(s) - \rho b)ds.
\]
Sufficiency: Assume that \( x(t) \) satisfies (3.1). If \( t \in [0, t_1] \) then \( x(0) = x_0 \) and using that \( C_0^D \alpha \) is the left inverse of \( C_0^D \alpha \), we get (3.2). If \( t \in (t_k, t_{k+1}] \), \( k = 1, 2, \ldots, m \) and using the fact of the Caputo fractional derivative of a constant is equal to zero, we obtain
\[
x(t_1^+) = x(t_1^-) + \frac{1}{\Gamma(\alpha)} \int_{t_1}^t (t-s)^{\alpha-1} x(s)ds + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} P_K(x(s) - \rho Ax(s) - \rho b)ds.
\]
and \( x(t_k^+) = x(t_k^-) = U_k(x(t_k)) \). This completes the proof.
Next, we will show the existence result concerned with the solution of (2.5) by employing the Sadovskii fixed point theorem. To this end, we need the following hypotheses:

\[ [H]: U_k : R^n \rightarrow R^n \text{ and there exist } l_1, l_2 > 0 \text{ such that} \]
\[ \|U_k(x)\| \leq l_1 \text{ and } \|U_k(x) - U_k(y)\| \leq l_2\|x - y\|, \text{ for all } x, y \in PC(J, R^n). \]

**Theorem 3.2.** Under the assumption \([H]\), the neural networks (2.5) has at least one solution \(x \in PC(J, R^n)\), provided that \(1 + \|\rho A\| T^\alpha < 1 \) and \(ml_2 + \frac{T^\alpha}{\Gamma(\alpha + 1)} < 1\).

**Proof.** Consider an operator \(\Phi : PC(J, R^n) \rightarrow PC(J, R^n)\) defined by
\[
(\Phi x)(t) = x_0 + \sum_{j=1}^{k} U_j(x(t_j^-)) - \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} x(s) ds + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} P_K(x(s) - \rho Ax(s) - \rho b) ds, \]
\(t \in (t_k, t_{k+1}], k = 1, 2, \ldots, m. \) (3.3)

We define two operators as follows:

\( F : PC(J, R^n) \rightarrow PC(J, R^n) \) given by
\[
(Fx)(t) = x_0 + \sum_{j=1}^{k} U_j(x(t_j^-)) - \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} x(s) ds, \]
\(t \in (t_k, t_{k+1}], k = 1, 2, \ldots, m. \)

\( G : PC(J, R^n) \rightarrow PC(J, R^n) \) given by
\[
(Gx)(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} P_K(x(s) - \rho Ax(s) - \rho b) ds.
\]

Clearly, \(\Phi = F + G.\)

Let \(B_\delta\) be a bounded closed and convex subset of \(PC(J, R^n)\) and is defined as \(B_\delta = \{x : \|x\| \leq \delta\} \), where
\[
\delta \geq \frac{\|x_0\| + ml_1 + \|\rho b\|\|\psi\| T^\alpha}{1 - \frac{1+\|\rho A\| T^\alpha}{\Gamma(\alpha + 1)}}, \psi \in K. \quad (3.4)
\]

Next, we prove that \(\Phi\) has at least one fixed point. The proof is divided into three steps.

**Step 1.** \(\Phi\) is self mapping. Now we show that \(\Phi(B_\delta) \subset B_\delta.\)

For any \(x \in B_\delta\). If \(t \in [0, t_1]\), we get
\[
\|(\Phi x)(t)\| \leq \|x_0\| + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \|x(s)\| ds + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \|P_K(x(s) - \rho Ax(s) - \rho b)\| ds. \quad (3.5)
\]

According to the definition of projection operator, since \(K\) is not empty, we can choose a point \(\psi \in K\), which makes the following inequality hold:
\[
\|P_K(0)\| \leq \|\psi\|.
\]

By Lemma 2.3, we have
\[
\|P_K(x(s) - \rho Ax(s) - \rho b)\| = \|P_K(x(s) - \rho Ax(s) - \rho b) - P_K(0) + P_K(0)\|
\leq \|P_K(x(s) - \rho Ax(s) - \rho b) - P_K(0)\| + \|P_K(0)\|
\leq \|x(s) - \rho Ax(s) - \rho b\| + \|\psi\|
= \|(I - \rho A)x(s) - \rho b\| + \|\psi\|
\leq \|I - \rho A\|\|x(s)\| + \|\rho b\| + \|\psi\|,
\]

(3.6)
where $I$ stands for the identity matrix with appropriate dimension.

It follows from (3.4), (3.5) and (3.6) that

$$
\| (\Phi x)(t) \| \leq \| x_0 \| + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \| x(s) \| ds
$$

$$
+ \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} (\| I - \rho A \| \| x(s) \| + \| \rho b \| + \| \psi \| ) ds
$$

$$
= \| x_0 \| + \frac{1 + \| I - \rho A \|}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \| x(s) \| ds
$$

$$
+ \frac{\| \rho b \| + \| \psi \|}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} ds
$$

$$
\leq \| x_0 \| + \frac{(1 + \| I - \rho A \|) \delta + \| \rho b \| + \| \psi \| T^\alpha}{\Gamma(\alpha + 1)} \leq \delta.
$$

(3.7)

If $t \in (t_1, t_2]$, by (3.4), (3.5) and (3.6), we have

$$
\| (\Phi x)(t) \| \leq \| x_0 \| + \| U_1(x(t_1^-)) \| + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \| x(s) \| ds
$$

$$
+ \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \| P_K(x(s) - \rho A x(s) - \rho b) \| ds
$$

$$
\leq \| x_0 \| + \| U_1(x(t_1^-)) \| + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \| x(s) \| ds
$$

$$
+ \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} (\| I - \rho A \| \| x(s) \| + \| \rho b \| + \| \psi \| ) ds
$$

$$
= \| x_0 \| + l_1 + \frac{1 + \| I - \rho A \|}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \| x(s) \| ds
$$

$$
+ \frac{\| \rho b \| + \| \psi \|}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} ds
$$

$$
\leq \| x_0 \| + l_1 + \frac{(1 + \| I - \rho A \|) \delta + \| \rho b \| + \| \psi \| T^\alpha}{\Gamma(\alpha + 1)} \leq \delta.
$$

(3.8)

If $t \in (t_k, t_{k+1}]$, $k = 3, 4, \ldots, m$, using the same argument, we get

$$
\| (\Phi x)(t) \| \leq \| x_0 \| + \sum_{j=1}^m \| U_j(x(t_j^-)) \| + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \| x(s) \| ds
$$

$$
+ \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \| P_K(x(s) - \rho A x(s) - \rho b) \| ds
$$

$$
\leq \| x_0 \| + m l_1 + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \| x(s) \| ds
$$

$$
+ \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} (\| I - \rho A \| \| x(s) \| + \| \rho b \| + \| \psi \| ) ds
$$

$$
= \| x_0 \| + m l_1 + \frac{1 + \| I - \rho A \|}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \| x(s) \| ds
$$

$$
+ \frac{\| \rho b \| + \| \psi \|}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} ds
$$

$$
\leq \| x_0 \| + m l_1 + \frac{(1 + \| I - \rho A \|) \delta + \| \rho b \| + \| \psi \| T^\alpha}{\Gamma(\alpha + 1)} \leq \delta.
$$

(3.9)

which implies that $\Phi(B_3) \subset B_3$.

Step 2 $F$ is $k_1$-contraction. If $t \in [0, t_1]$, for $x, y \in PC(J, \mathbb{R}^n)$, we have

$$
\| (Fx)(t) - (Fy)(t) \| \leq \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \| x(s) - y(s) \| ds
$$

$$
\leq \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} ds \| x - y \|
$$

$$
\leq \frac{T^\alpha}{\Gamma(\alpha + 1)} \| x - y \|.
$$
If \( t \in (t_1, t_2) \), for \( x, y \in PC(J, \mathbb{R}^n) \), we have
\[
\| (Fx)(t) - (Fy)(t) \| \leq \| U_1(x(t_1^-)) - U_1(y(t_1^-)) \| + \frac{1}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha-1} \| x(s) - y(s) \| \, ds
\]
\[
\leq \left( l_2 + \frac{T^\alpha}{\Gamma(\alpha + 1)} \right) \| x - y \|.
\]
If \( t \in (t_k, t_{k+1}], k = 3, 4, \ldots, m \), for \( x, y \in PC(J, \mathbb{R}^n) \), using the same argument, we get,
\[
\| (Fx)(t) - (Fy)(t) \| \leq \sum_{j=1}^m \| U_j(x(t_j^-)) - U_j(y(t_j^-)) \| + \frac{1}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha-1} \| x(s) - y(s) \| \, ds
\]
\[
\leq \left( ml_2 + \frac{T^\alpha}{\Gamma(\alpha + 1)} \right) \| x - y \|
\]
\[
= k_1 \| x - y \|,
\]
where
\[
k_1 = ml_2 + \frac{T^\alpha}{\Gamma(\alpha + 1)}.
\]
Thus, for \( t \in [0, T] \), \( x, y \in PC(J, \mathbb{R}^n) \), one has
\[
\| Fx - Fy \|_{PC} = \sup_{t \in J} \| (Fx)(t) - (Fy)(t) \| \leq k_1 \| x - y \|_{PC},
\]
and so \( F \) is a contraction operator on \( PC(J, \mathbb{R}^n) \) due to \( 0 < k_1 < 1 \).

Step 3 \( G \) is compact.

Claim 1. \( G(B_\delta) \) is bounded.

For any \( t \in [0, T] \), for \( x \in B_\delta \), by (3.6), we get
\[
\| (Gx)(t) \| \leq \frac{1}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha-1} \| P_K(x(s) - \rho Ax(s) - \rho b) \| \, ds
\]
\[
\leq \frac{1}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha-1} (\| I - \rho A \| \| x(s) \| + \| \rho b \| + \| \psi \|) \, ds.
\]
Thus, one has
\[
\| Gx \| \leq \frac{T^\alpha}{\Gamma(\alpha + 1)} (\| I - \rho A \| \| x \| + \| \rho b \| + \| \psi \|)
\]
\[
\leq \frac{T^\alpha}{\Gamma(\alpha + 1)} (\| I - \rho A \| \delta + \| \rho b \| + \| \psi \|)
\]
and so \( G(B_\delta) \) is bounded.

Claim 2. \( Gx \) is equicontinuous.

For \( 0 \leq \tau_1 < \tau_2 < T, x \in B_\delta \), based on (3.6), we get
\[
\| (Gx)(\tau_1) - (Gx)(\tau_2) \| = \| \int_0^{\tau_1} (\tau_1 - s)^{\alpha-1} P_K(x(s) - \rho Ax(s) - \rho b) \, ds
\]
\[
- \int_0^{\tau_2} (\tau_2 - s)^{\alpha-1} P_K(x(s) - \rho Ax(s) - \rho b) \, ds \|
\]
\[
\leq \frac{1}{\Gamma(\alpha)} \int_{\tau_1}^{\tau_2} [(\tau_1 - s)^{\alpha-1} - (\tau_2 - s)^{\alpha-1}] \| P_K(x(s) - \rho Ax(s) - \rho b) \| \, ds
\]
\[
+ \frac{1}{\Gamma(\alpha)} \int_{\tau_1}^{\tau_2} (\tau_2 - s)^{\alpha-1} \| P_K(x(s) - \rho Ax(s) - \rho b) \| \, ds
\]
\[
\leq \frac{1}{\Gamma(\alpha)} \int_{\tau_1}^{\tau_2} [(\tau_1 - s)^{\alpha-1} - (\tau_2 - s)^{\alpha-1}] \| P_K(x(s) - \rho Ax(s) - \rho b) \| \, ds
\]
\[
+ \frac{1}{\Gamma(\alpha)} \int_{\tau_1}^{\tau_2} (\tau_2 - s)^{\alpha-1} \| P_K(x(s) - \rho Ax(s) - \rho b) \| \, ds
\]
\[
\leq \frac{T^\alpha}{\Gamma(\alpha + 1)} (\| I - \rho A \| \| x \| + \| \rho b \| + \| \psi \|)
\]
\[
\leq \frac{T^\alpha}{\Gamma(\alpha + 1)} (\| I - \rho A \| \delta + \| \rho b \| + \| \psi \|)
\]
\[
\leq \frac{T^\alpha}{\Gamma(\alpha + 1)} (\| I - \rho A \| \delta + \| \rho b \| + \| \psi \|)
\]
2.6

\[ \tau_2 \rightarrow \tau_1, \text{the right-hand side of the above inequality tends to zero. Therefore, } Gx \text{ is equicontinuous. Thus using Arzela-Ascoli theorem for equicontinuous functions, we conclude that } G(B_\delta) \text{ is relatively compact.} \]

As \( \Phi = F + G \), \( F \) is continuous and \( \kappa_1 \)-contraction, \( G \) is compact, so by using Lemma 2.6, \( \Phi \) is condensing map. Therefore, we show that mapping \( \Phi \) satisfy all the conditions of sadovskii fixed point theorem. Consequently, by Lemma 2.7 we deduce that \( \Phi \) has at least one fixed point. This completes the proof. \( \square \)

**Theorem 3.3.** Under the assumption \([H]\), the neural networks (2.5) has a unique solution \( x \in PC(J, R^n) \), provided that \( m_l + \frac{1}{\alpha}1_{\alpha+1}T^n < 1 \).

**Proof.** Consider an operator \( \Phi : PC(J, R^n) \rightarrow PC(J, R^n) \) defined by (3.3). Next, we will show the uniqueness result concerned with the solution of (2.5) by employing the Banach fixed point theorem. The proof is divided into two steps.

Step 1. \( \Phi x \in PC(J, R^n) \) for every \( x \in PC(J, R^n) \).

Let \( \varpi_k = \max \| x(t) \|, t \in (t_k, t_{k+1}], k = 0, 1, 2, \cdots, m \). If \( t \in [0, t_1] \), for every \( x \in C([0, t_1], R^n) \) and any \( \epsilon > 0 \) satisfy \( t < t + \epsilon < t_1 \), we get

\[
\| (\Phi x)(t + \epsilon) - (\Phi x)(t) \| \\
= \left| - \frac{1}{\Gamma(\alpha)} \int_0^{t+\epsilon} (t + \epsilon - s)^{\alpha - 1} x(s) \, ds + \frac{1}{\Gamma(\alpha)} \int_0^{t+\epsilon} (t + \epsilon - s)^{\alpha - 1} P_K(x(s) - \rho Ax(s) - \rho b) \, ds \\
+ \frac{1}{\Gamma(\alpha)} \int_0^{t} (t - s)^{\alpha - 1} x(s) \, ds - \frac{1}{\Gamma(\alpha)} \int_0^{t} (t - s)^{\alpha - 1} P_K(x(s) - \rho Ax(s) - \rho b) \, ds \right| \\
\leq \frac{1}{\Gamma(\alpha)} \int_0^{t} \left[ (t + \epsilon - s)^{\alpha - 1} - (t - s)^{\alpha - 1} \right] \| x(s) \| \, ds + \frac{1}{\Gamma(\alpha)} \int_t^{t+\epsilon} \left[ (t + \epsilon - s)^{\alpha - 1} \right] \| x(s) \| \, ds \\
+ \frac{1}{\Gamma(\alpha)} \int_0^t \left[ (t + \epsilon - s)^{\alpha - 1} - (t - s)^{\alpha - 1} \right] \| P_K(x(s) - \rho Ax(s) - \rho b) \| \, ds \\\n+ \frac{1}{\Gamma(\alpha)} \int_t^{t+\epsilon} (t + \epsilon - s)^{\alpha - 1} \| P_K(x(s) - \rho Ax(s) - \rho b) \| \, ds. \tag{3.10}
\]

It follows from (3.6) and (3.10) that

\[
\| (\Phi x)(t + \epsilon) - (\Phi x)(t) \| \leq \frac{1}{\Gamma(\alpha)} \int_0^t \left[ (t + \epsilon - s)^{\alpha - 1} - (t - s)^{\alpha - 1} \right] (1 + \| I - \rho A \|) \| x(s) \| \, ds \\
+ \frac{1}{\Gamma(\alpha)} \int_t^{t+\epsilon} (t + \epsilon - s)^{\alpha - 1} (1 + \| I - \rho A \|) \| x(s) \| \, ds \\
+ \frac{\rho \| b \| + \| \psi \|}{\Gamma(\alpha)} \int_0^t \left[ (t + \epsilon - s)^{\alpha - 1} - (t - s)^{\alpha - 1} \right] ds \\
+ \frac{\rho \| b \| + \| \psi \|}{\Gamma(\alpha)} \int_t^{t+\epsilon} (t + \epsilon - s)^{\alpha - 1} ds.
\]
It is easy to see that the right-hand of the above inequality tends to zero as $\epsilon \to 0$. Thus, $\Phi \in C([0, t_1], \mathbb{R}^n)$.

If $t \in (t_1, t_2]$, for every $x \in C((t_1, t_2], \mathbb{R}^n)$ and any $\epsilon > 0$ satisfy $t_1 < t + \epsilon < t_2$, repeating the same procedures, we get

$$
\|(\Phi x)(t + \epsilon) - (\Phi x)(t)\| \leq \frac{1}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha - 1} \left| P_K(x(s) - \rho A x(s) - \rho b) - P_K(y(s) - \rho A y(s) - \rho b) \right| ds
$$

It is easy to see that the right-hand of the above inequality tends to zero as $\epsilon \to 0$. Thus, $\Phi \in C((t_1, t_2], \mathbb{R}^n)$.

Step 2. $\Phi$ is a contraction operator on $PC(J, \mathbb{R}^n)$.

If $t \in [0, t_1]$, for $x, y \in PC(J, \mathbb{R}^n)$, by Lemma 2.3, we have

$$
\|(\Phi x)(t) - (\Phi y)(t)\| \leq \frac{1}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha - 1} \left| P_K(x(s) - \rho A x(s) - \rho b) - P_K(y(s) - \rho A y(s) - \rho b) \right| ds
$$

If $t \in (t_1, t_2]$, for $x, y \in PC(J, \mathbb{R}^n)$, we have

$$
\|(\Phi x)(t) - (\Phi y)(t)\| \leq \frac{1}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha - 1} \left| P_K(x(s) - \rho A x(s) - \rho b) - P_K(y(s) - \rho A y(s) - \rho b) \right| ds
$$
is bounded.

Under the assumption \[H\], the set of all solutions of fractional-order neural networks (2.5) is bounded.
Proof. If \( t \in [0, t_1] \), it follows from (3.1), (3.6) that
\[
\|x(t)\| \leq \|x_0\| + \left(\frac{1 + \|I - \rho A\|}{\Gamma(\alpha)}\right) \int_0^t (t - s)^{\alpha - 1}\|x(s)\|\,ds + \frac{\rho\|b\| + \|\psi\|}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha - 1}\,ds
\]
\[
\leq \|x_0\| + \left(\frac{\rho\|b\| + \|\psi\|}{\Gamma(\alpha)}\right) t^{\alpha} + \left(1 + \|I_n - \rho A\|\right) \int_0^t (t - s)^{\alpha - 1}\|x(s)\|\,ds.
\]
If \( t \in (t_1, t_2) \), then we have
\[
\|x(t)\| \leq \|x_0\| + \|U_1(x(t^-))\| + \left(\frac{1 + \|I - \rho A\|}{\Gamma(\alpha)}\right) \int_0^t (t - s)^{\alpha - 1}\|x(s)\|\,ds + \frac{\rho\|b\| + \|\psi\|}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha - 1}\,ds
\]
\[
\leq \|x_0\| + l_1 + \left(\frac{\rho\|b\| + \|\psi\|}{\Gamma(\alpha + 1)}\right) t^{\alpha} + \left(1 + \|I_n - \rho A\|\right) \int_0^t (t - s)^{\alpha - 1}\|x(s)\|\,ds.
\]
Thus, for \( t \in [0, T] \), one has
\[
\|x(t)\| \leq \|x_0\| + m l_1 + \left(\frac{\rho\|b\| + \|\psi\|}{\Gamma(\alpha + 1)}\right) t^{\alpha} + \left(1 + \|I_n - \rho A\|\right) \int_0^t (t - s)^{\alpha - 1}\|x(s)\|\,ds
\]
Let
\[
a(t) = \frac{\|x_0\| + m l_1 + \left(\frac{\rho\|b\| + \|\psi\|}{\Gamma(\alpha + 1)}\right) t^{\alpha} + \left(1 + \|I_n - \rho A\|\right)}{\Gamma(\alpha)}, \quad b(t) = \frac{\|I_n - \rho A\|}{\Gamma(\alpha)}.
\]
Obviously, \( a(t) \) is a nonnegative and nondecreasing function. It follows from Lemma 2.5 that
\[
\|x(t)\| \leq a(t) E_{\alpha}(b(t)\Gamma(\alpha) t^{\alpha})
\]
\[
\leq \left(\|x_0\| + m l_1 + \left(\frac{\rho\|b\| + \|\psi\|}{\Gamma(\alpha + 1)}\right) E_{\alpha}(b(t)\Gamma(\alpha) t^{\alpha})\right).
\]
Thus, the set of all solutions of system (2.5) is bounded. This completed the proof.

4 The Mittag-Leffler Stability of the equilibrium point

In this section, we will show that the equilibrium point of the neural networks (2.5) is globally Mittag-Leffler stable under some mild conditions.

Theorem 4.1. Assume that the impulse operator \( U_k(x(t_k)) \) satisfies
\[
U_k(x(t_k)) = -\sigma(x(t_k) - x^*), \quad k = 1, 2, \cdots, m.
\]
Moreover, suppose that there exist a symmetric and positive definite matrix \( Q > 0 \) and positive scalars \( \rho_1 > 0 \), \( 0 < \eta_1 \leq 1 \) such that
\[
\lambda_{\text{min}} \left(-Q^{-\frac{1}{2}} \left(-2Q + \rho_1^{-1} Q^2 + \rho_1 (I - \rho A)^T (I - \rho A) Q^{-\frac{1}{2}}\right) > 0\right)
\]
and
\[
Q^{-\frac{1}{2}} (I - \sigma)^T Q (I - \sigma) Q^{-\frac{1}{2}} - \eta_1 I \leq 0.
\]
Then the neural networks (2.5) is globally Mittag-Leffler stable.
Proof. Assume that $x^*$ be the equilibrium point of the neural networks (2.5) with initial value $x(0) = x_0$. Let $y(t) = x(t) - x^*$. Then the neural networks (2.5) is transformed into the following system:

$$
\begin{align*}
\begin{cases}
C_0D_t^\alpha y(t) &= -y(t) + \tilde{P}_K(y(t)), \quad t \in J', \\
\triangle y(t_k) &= y(t_k^+ - y(t_k^-) = -\sigma(y(t_k)), \\
y(0) &= y_0, \quad k = 1, 2, \cdots, m,
\end{cases}
\end{align*}
$$

(4.3)

where

$$
\tilde{P}_K(y(t)) = P_K[y(t) - \rho A y(t) + x^* - \rho A x^* - \rho b] - P_K[x^* - \rho A x^* - \rho b], \quad y(0) = x_0 - x^*.
$$

Clearly, the equilibrium point $x^*$ of (2.5) is globally Mittag-Leffler stable if and only if the zero solution of system (4.3) is globally Mittag-Leffler stable.

Consider a Lyapunov function candidate:

$$
V(t) = y^T(t)Qy(t).
$$

When $t \neq t_k$, by calculating the $\alpha$-order Caputo derivatives of $V(t)$ along the trajectories of system (4.3), we can obtain from Lemmas 2.1, Lemmas 2.2 and Lemmas 2.3 that

$$
\begin{align*}
C_0D_t^\alpha V(t) &= C_0D_t^\alpha (y^T(t)Qy(t)) \\
&\leq 2y^T(t)Q (C_0D_t^\alpha y(t)) \\
&= 2y^T(t)Q (\frac{\partial}{\partial t} y(t) + \tilde{P}_K(y(t))) \\
&= y^T(t)\left(-2Qy(t) + 2y^T(t)Q\tilde{P}_K(y(t)) \right) \\
&\leq y^T(t)\left(-2Qy(t) + \rho_1^{-1}y^T(t)Q^2y(t) + \rho_1\tilde{P}_K^T(y(t))\tilde{P}_K(y(t)) \right) \\
&\leq y^T(t)\left(-2Qy(t) + \rho_1^{-1}y^T(t)Q^2y(t) + \rho_1\|	ilde{P}_K(y(t))\|^2 \right) \\
&\leq y^T(t)\left(-2Qy(t) + \rho_1^{-1}y^T(t)Q^2y(t) + \rho_1\|y(t) - \rho A y(t)\|^2 \right) \\
&= y^T(t)(-2Qy(t) + \rho_1^{-1}y^T(t)Q^2y(t) + \rho_1(y(t) - \rho A y(t))^T(y(t) - \rho A y(t)) \\
&= y^T(t)(-2Qy(t) + \rho_1^{-1}y^T(t)Q^2y(t) + \rho_1y^T(t)(I - \rho A)^T(I - \rho A)y(t) \\
&= y^T(t)(-2Q + \rho_1^{-1}Q^2 + \rho_1(I - \rho A)^T(I - \rho A))y(t) \\
&= y^T(t)Q^\frac{\alpha}{2} \left(-Q^{-\frac{\alpha}{2}}Q^{-\frac{\alpha}{2}} \right) Q^\frac{\alpha}{2}y(t) \\
&= -y^T(t)Q^\frac{\alpha}{2} \left(-Q^{-\frac{\alpha}{2}}Q^{-\frac{\alpha}{2}} \right) Q^\frac{\alpha}{2}y(t),
\end{align*}
$$

(4.4)

where

$$
\Pi = -2Q + \rho_1^{-1}Q^2 + \rho_1(I - \rho A)^T(I - \rho A).
$$

Let $\xi_1 = \lambda_{\min} \left(-Q^{-\frac{\alpha}{2}}Q^{-\frac{\alpha}{2}} \right)$. By using $\lambda_{\min}(Q)\|y(t)\|^2 \leq y^T(t)Qy(t) \leq \lambda_{\max}(Q)\|y(t)\|^2$ and (4.1), we can obtain

$$
C_0D_t^\alpha V(t) \leq -y^T(t)Q^\frac{\alpha}{2} \left(-Q^{-\frac{\alpha}{2}}Q^{-\frac{\alpha}{2}} \right) Q^\frac{\alpha}{2}y(t) \leq -\lambda_{\min} \left(-Q^{-\frac{\alpha}{2}}Q^{-\frac{\alpha}{2}} \right) y^T(t)Qy(t) = -\xi_1 V(t).
$$
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When $t = t_k$, it follows from (4.2) that

$$V(t_k^+) = y^T(t_k^+)Qy(t_k^+)$$

$$= (y(t_k^-) - \sigma y(t_k^-))^T Q (y(t_k^-) - \sigma y(t_k^-))$$

$$= y^T(t_k)(I_n - \sigma)^T Q (I_n - \sigma)y(t_k)$$

$$= y^T(t_k)Q \left( Q^{-\frac{1}{2}}(I - \sigma)^T Q(I - \sigma)Q^{-\frac{1}{2}} \right) y(t_k)$$

$$\leq \eta_1 y^T(t_k)Qy(t_k)$$

$$= \eta_1 V(t_k).$$

Thus, by applying Lemma 2.5, we can deduce that the impulsive system (2.5) is globally Mittag-Leffler stable. □

**Theorem 4.2.** Assume that the impulsive operator $U_k(x(t_k))$ satisfies

$$U_k(x(t_k)) = -\sigma(x(t_k) - x^*), k = 1, 2, \ldots, m.$$  

If there exist symmetric and positive definite matrix $Q > 0$, and positive scalars $\rho_2 > 0, \mu_2 > 0$ and $0 < \eta_2 \leq 1$, such that the matrix $Q > 0$ and the impulse matrix $\sigma$ satisfy the following inequalities

$$-2Q + \rho_2^{-1}Q^2 + \rho_2(I - \rho A)^T(I - \rho A) + \mu_2 Q \leq 0,$$  

and

$$(I - \sigma)^T Q(I - \sigma) - \eta_2 Q \leq 0,$$

then the neural networks (2.5) is globally Mittag-Leffler stable.

**Proof.** Consider a Lyapunov function candidate:

$$V(t) = y^T(t)Qy(t).$$

When $t \neq t_k$, by calculating the $\alpha$-order Caputo derivatives of $V(t)$ along the trajectories of system (4.3), it follows from Lemmas 2.1, Lemmas 2.2 and Lemmas 2.3 and (4.5) that

$$\frac{\gamma}{\alpha} D_0^\alpha V(t) = \frac{\gamma}{\alpha} D_0^\alpha (y^T(t)Qy(t))$$

$$\leq 2y^T(t)Q \left( \frac{\gamma}{\alpha} D_0^\alpha y(t) \right)$$

$$= 2y^T(t)Q \left( y(t) + \tilde{P}_K(y(t)) \right)$$

$$= y^T(t)(-2Q)y(t) + 2y^T(t)Q \tilde{P}_K(y(t))$$

$$\leq y^T(t) \left( -2Q + \rho_2^{-1}Q^2 + \rho_2(I - \rho A)^T(I - \rho A) \right) y(t)$$

$$= y^T(t) \left( -2Q + \rho_2^{-1}Q^2 + \rho_2(I - \rho A)^T(I - \rho A) + \mu_2 Q \right) y(t) - \mu_2 y^T(t)Qy(t)$$

$$\leq -\mu_2 y^T(t)Qy(t) = -\mu_2 V(t).$$  

(4.7)
When \( t = t_k \), it follows from (4.6) that

\[
V(t_k^+) = y^T(t_k^+)Qy(t_k^+)
\]

\[
= (y(t_k^-) - \sigma y(t_k^-))^T Q (y(t_k^-) - \sigma y(t_k^-))
\]

\[
= y^T(t_k)(I - \sigma)^T Q(I - \sigma)y(t_k)
\]

\[
= y^T(t_k) ((I - \sigma)^T Q(I - \sigma) - \eta_2 Q) y(t_k) + \eta_2 y^T(t_k)Q y(t_k)
\]

\[
\leq \eta_2 y^T(t_k)Q y(t_k)
\]

\[
= \eta_2 V(t_k).
\]

Thus, by applying Lemma 2.5, we can deduce that the impulsive system (2.5) is globally Mittag-Leffler stable.

\[\square\]

**Remark 4.1.** In [24, 25], authors studied stability of fractional-order projection neural networks without impulse. Unlike the previous results, we have considered the stability of projection neural networks with impulsive effects by utilizing the general quadratic Lyapunov function. Moreover, the stability conditions are established in terms of different kinds of LMIs, which can be applied to check the stability of impulsive fractional-order projection neural networks with different characteristics.

## 5 Numerical examples

In this section, two numerical examples for fractional-order projection neural networks with impulses are given to illustrate the validity and feasibility of our main results.

**Example 5.1.** Consider a two dimensional FPNNI as follows:

\[
\begin{aligned}
\frac{D_t^\alpha x(t)}{} &= -x(t) + P K(x(t) - \rho x(t) - \rho b), \quad t \in J', \\
\Delta x(t_k) &= x(t_k^+) - x(t_k^-) = \tilde{U}_k x(t_k)) = -\sigma(x(t_k) - x^*), \\
x(0) &= x_0, k = 1, 2, \cdots, m,
\end{aligned}
\]  

(5.1)

where

\[
K = \{x| -2 \leq x_i \leq 2, i = 1, 2\}, \alpha = 0.9,
\]

and

\[
A = \begin{pmatrix} 7 & -3 \\ -4 & 2 \end{pmatrix}, \quad b = \begin{pmatrix} 1 \\ -1 \end{pmatrix}, \quad \sigma = \begin{pmatrix} 0.5 & 0 \\ 0 & 0.25 \end{pmatrix}.
\]

Let \( \rho = 0.1, T = 2.5, \rho_1 = 1, \eta_1 = 1 \) and \( Q = \text{diag}(1,1) \). Then we obtain

\[
\lambda_{\min} \left( -Q^{-\frac{1}{2}} (-2Q + \rho_1^{-1}Q^2 + \rho_1(I - \rho A)^T(I - \rho A)) Q^{-\frac{1}{2}} \right) = \lambda_{\min} \left( \begin{pmatrix} 0.75 & -0.41 \\ -0.41 & 0.27 \end{pmatrix} \right) = 0.0349 > 0
\]

and

\[
Q^{-\frac{1}{2}}(I - \sigma)^T Q(I - \sigma)Q^{-\frac{1}{2}} - \eta_1 I = \begin{pmatrix} -0.75 & 0 \\ 0 & -0.4375 \end{pmatrix} \leq 0,
\]

which yields that conditions (4.1) and (4.2) of Theorem 4.1 are satisfied. Therefore, it follows from Theorem 4.1 that system (5.1) is globally Mittag-Leffler stable. By the iterative method to find the equilibrium point employed in [51], we can check that the equilibrium point of system (5.1) is \((0.5, 1.5)^T\). Figure 1 shows the time responses of the variables \(x_1(t)\) and \(x_2(t)\) of system (5.1).
Figure 1: Transient states of the solutions \((x_1(t), x_2(t))^\top\) for system (5.1) with the initial values \(x_0 = (5.0, -3.0)^\top\), \((2.5, -1.0)^\top\), respectively.

**Example 5.2** Consider a two dimensional FPNNI as follows:

\[
\begin{align*}
C_0 D^\alpha_{\theta} x(t) &= -x(t) + P K (x(t) - \rho A x(t) - \rho b), \ t \in J', \\
\Delta x(t_k) &= x(t_k^+) - x(t_k^-) = U_k(x(t_k)) = -\sigma(x(t_k) - x^*), \\
x(0) &= x_0, \ k = 1, 2, \cdots, m,
\end{align*}
\]

(5.2)

where

\[
K = \{x| -1 \leq x_i \leq 1, i = 1, 2\}, \alpha = 0.7,
\]

and

\[
A = \begin{pmatrix} 6 & -2 \\ -4 & 3 \end{pmatrix}, \quad b = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \sigma = \begin{pmatrix} 0.3 & 0 \\ 0 & 0.3 \end{pmatrix}.
\]

Let \(\rho = 0.1\), \(T = 1.5\), \(\rho_2 = 1\) and \(\mu_2 = 0.1\). Then, by employing the Matlab LMI Toolbox, we can verify that LMI (4.5) in Theorem 4.2 is feasible and the feasible solution is given as follows:

\[
Q = \begin{pmatrix} 0.5911 & 0.1035 \\ 0.1035 & 0.6515 \end{pmatrix}.
\]

Clearly, the condition (4.6) is satisfied with \(\eta_2 = 1\). Thus, it follows from Theorem 4.2 that system (5.2) is globally Mittag-Leffler stable. By the iterative method to find the equilibrium point used in [51], we can obtain that the equilibrium point of system (5.2) is \((-0.3, -0.4)^\top\). Figure 2 shows the time responses of the variables \(x_1(t)\) and \(x_2(t)\) of system (5.2).
Figure 2: Transient states of the solutions \((x_1(t), x_2(t))^\top\) for system (5.2) with the initial values \(x_0 = (2.9, -2.3)^\top, (1.5, -1.5)^\top, (0.5, -1.0)^\top\), respectively.

6 Conclusions

This paper focused on the study of a new class of FPNNI under some mild conditions. The main contributions of this paper are as follows: (i) a new class of FPNNI are introduced which capture the desired features of both the variational inequality and the fractional-order impulsive dynamical systems within the same framework; (ii) some properties of the solutions set of FPNNI are obtained under different conditions; (iii) some sufficient conditions are given for ensuring the global Mittag-Leffler stability of the equilibrium point of FPNNI by utilizing a general quadratic Lyapunov function.

It is well known that the presence of delay often leads to the instability and oscillation of neural networks. Therefore, it is significant to study the stability of neural networks with delays. As far as we know, there are few papers on studying the stability of the fractional-order projection neural networks with both impulses and delays. Thus, it would be interesting and important to consider the fractional-order impulsive projective neural networks with delays. We leave this for our future research.
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