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ABSTRACT: Light-harvesting complex II (LHCII) is a pigment–protein complex present in higher plants and green algae. LHCII represents the main site of light absorption, and its role is to transfer the excitation energy toward the photosynthetic reaction centers, where primary energy conversion reactions take place. The optical properties of LHCII are known to depend on protein conformation. However, the relation between the structural and spectroscopic properties of the pigments is not fully understood yet. In this respect, previous classical molecular dynamics simulations of LHCII in a model membrane [Sci. Rep. 2015, 5, 1–10] have shown that the configuration and excitonic coupling of a chlorophyll (Chl) dimer functioning as the main terminal emitter of the complex are particularly sensitive to conformational changes. Here, we use quantum chemistry calculations to investigate in greater detail the effect of pigment–pigment interactions on the excited-state landscape. While most previous studies have used a local picture in which electrons are localized on single pigments, here we achieve a more accurate description of the Chl dimer by adopting a supramolecular picture where time-dependent density functional theory is applied to the whole system at once. Our results show that specific dimer configurations characterized by shorter inter-pigment distances can result in a sizable intensity decrease (up to 36%) of the Chl absorption bands in the visible spectral region. Such a decrease can be predicted only when accounting for Chl–Chl charge-transfer excitations, which is possible using the above-mentioned supramolecular approach. The charge-transfer character of the excitations is quantified by two types of analyses: one focusing on the composition of the excitations and the other directly on the observable total absorption intensities.

INTRODUCTION

In photosynthesis, the major light-harvesting complex II (LHCII) serves as the principal solar energy collector transferring the sunlight energy toward the reaction center of the photosystems. LHCII is located in the thylakoid membrane of the chloroplast, normally presenting a trimer structure with each monomer unit binding a total of 18 pigments: six chlorophylls b (Chlb), eight chlorophylls a (Chla), and four carotenoid (Car) molecules. These chromophores are responsible for sunlight absorption and are grouped into Chl−Chl and/or Chl−Car clusters according to the intensity of their excitonic interactions, given their relative orientation and proximity in space. In order to understand the correlation between the conformational changes of the protein–chromophore system and the spectral properties of the complex, the inclusion of dynamical effects becomes increasingly necessary. The advent of classical molecular dynamics simulations in the microsecond (μs) timescale allows probing the chromophore dynamics at an atomistic resolution, also allowing the inclusion of lipid membrane and solvent effects. Snapshots from these long simulations can be used as an input for quantum chemical calculations to provide a computationally efficient strategy for studying spectral properties of LHCs over such timescales. We note that care has to be taken that the force field reproduces the structure of the chromophores well enough and have checked that the difference of excitation energies between MM and QM optimized structures does not exceed 0.1 eV. For the molecular dynamics, we build on an earlier work, where some of us have performed classical dynamics in the lipid-embedded form of LHCII. Here, it was shown that the Chla611–Chla612 dimer experiences a strong deviation of the interaction energy with respect to its crystal structure. Specifically, the N-terminus movements have been found to correlate with the changes in the network of interactions around Chla612, increasing in some cases the Coulomb coupling with Chla611.
Figure 1. Conceptual diagram of an excitation of a generic AB pair of Chls in the supramolecular and local pictures. The transition dipole moments printed in the blue font are those of eqs 9 and 10.

The main purpose of the current work is to provide more detailed insights into the spectral properties of the Chla611−Chla612 pair in a set of different conformations of LHCII. Using quantum chemistry calculations based on density functional theory (DFT) and its time-dependent extension (TDDFT), we will be focused on the visible absorption spectrum of the Chl pair, highlighting differences between different configurations of the dimer. Our aim is to provide observables that could be experimentally measured and assist in the re-design and re-tuning of the absorption spectrum of Chl-binding complexes from the detailed knowledge of this specific pair. Our work is also of relevance for other studies on pigment−protein complexes as we demonstrate how small protein conformational changes can lead to large variations in the spectroscopic properties of the pigments.

METHODS

We use time-dependent DFT (TDDFT) in the linear response regime to calculate the lowest eight excitations of the Chla611−Chla612 pair in a set of selected frames from two classical trajectories of solubilized LHCII. In these TDDFT calculations, the protein environment is not taken into account. All calculations are carried out with the Amsterdam Density Functional (ADF) code using the range-separated CAMY-B3LYP exchange and correlation (XC) functional, combined with a double-zeta polarized (DZP) basis set. The details about the assessment of the CAMY-B3LYP XC functional can be found elsewhere.

The trajectories belong to our previous work in which we investigated a monomer of LHCII embedded in a model membrane via molecular dynamics using the GROMACS package (see the Supporting Information for details on the molecular dynamics simulations). According to the original nomenclature, we choose the trajectories “C” and “A” (with time lengths of 921.2 and 1036.0 ns, respectively), in which the Chla611−Chla612 dimer undergoes markedly different dynamics. From the trajectories, a total of 103 frames is selected and separated into two groups, 51 frames belonging to the beginning of the simulation and 52 frames from the end. Separation is set to 400 ps in both sets of frames. Using this sampling, we can easily compare the visible absorption of the solubilized Chla611−Chla612 pair to the one of its crystal forms, that is, by simply comparing the absorption of the last frames versus that of the initial frames. We use the VMD visualization program to select and save the relevant coordinates in each frame and the RDKit library to saturate the bonds with missing hydrogen atoms. The cutting of the phytol chains of the Chls and the automatization of the calculations is done by means of Python library QMFlows and the PLAMS library interfaced with the ADF.

Local and Supramolecular Pictures. The visible absorption of a generic AB molecule can be viewed from two different perspectives (see Figure 1). The first one is a supramolecular viewpoint, in which the dimer is considered as a single unit and the electrons are delocalized over the two molecules. This picture arises naturally from the canonical Kohn−Sham orbitals as these tend to be delocalized. In the second perspective, the local picture (drawn to the right in Figure 1), the dimer is considered as formed by two individual molecules interacting with each other. Here, orbitals are considered localized on each separate molecule, no matter how close the two molecules are. This is possible because for non-covalently bonded subsystems, one may recombine the canonical occupied and virtual orbitals into well-localized ones without changing the nature of the wave functions and its energy. We can use this local orbital picture to define localized Chla611 and Chla612 excitations even if the pair is a strongly interacting dimer at a short intermolecular distance. In a graphical manner, Figure 1 shows the transformation of an AB → AB supramolecular excitation to a local picture where it is decomposed into four local contributions: A → A, B → B, A → B, and B → A. The first two terms represent the neutral excitations localized on the respective monomers, while the last two terms involve occupied and virtual orbitals of different molecules, normally referred to as charge-transfer excitations. Linear combination of these four states then helps us recover the supramolecular picture. In the following, Chla611 will be interchangeably referred to as molecule A and Chla612 as molecule B.

In principle, the supramolecular and local pictures must yield the same excited-state landscape since they are just different perspectives of the same physical phenomenon. In practice, however, local models are more often used since they allow a gradual increase of the intermolecular interaction, moving smoothly from isolated molecules to the fully interacting situation. In addition, one may introduce approximations to avoid the costly supramolecular calculation. In our case, where we are interested in studying the excitations of the Chla611−Chla612 pair, we will compare the performance of the following models with an increasing level of interaction (and, therefore, accuracy):

(i) Isolated molecules model. Based on the local picture, this model represents a completely uncoupled model where the TDDFT linear response calculations are performed considering each Chla of the pair at a time. The visible absorption of the whole pair will be
estimated by the simple addition of the two isolated Chla contributions.

(ii) Uncoupled frozen density embedding (FDEu)\textsuperscript{22,23} model. This model is based on DFT calculations in the local picture, where the Chla611–Chla612 pair is partitioned into two subsystems each corresponding to one Chla. The ground-state density of a given molecule is optimized in the presence of the other molecule that is kept as frozen, that is, its electrons do not explicitly enter into the Kohn–Sham procedure\textsuperscript{24} but are present as an effective potential instead. Particularly, in our case, we use the PW91\textsubscript{k} kinetic energy,\textsuperscript{24} the Becke88 exchange,\textsuperscript{25} and LYP correlation\textsuperscript{26} approximants as the additional non-additive counterparts of the regular intrasubsystem functionals, as required in the conventional formulation of subsystem DFT\textsuperscript{27} and its extension to the TDDFT regime.\textsuperscript{28}

In a similar way to the previous model, we can obtain the visible spectrum of the Chla611–Chla612 pair by simply adding the two individual FDEu–TDDFT Chla absorption bands. In this case, however, the FDEu approach includes the chromophore–chromophore interactions, allowing each Chla electron density to be polarized by the presence of the other. Nevertheless, similar to the previous one, this model is expected to fail when the two chromophores are close enough to induce significant coupling between the excitations.

(iii) Coupled FDE model using the Tamm–Dancoff approximation (FDEc-TDA)\textsuperscript{29,30} Based on the combination of the FDEu approximation with TDDFT\textsuperscript{30}, the FDEc-TDA model couples the lowest subsystem excitations coming from FDEu-TDDFT calculations of the single Chls to retrieve the electronic spectrum of the total system (thus constructing a supramolecular picture). This procedure is computationally much more efficient than a full supramolecular calculation and is demonstrated to work well in the weak coupling regime, where orbitals (and electrons) remain substantially localized on each molecule. This method only accounts for neutral excited states, which can possibly be delocalized over the two molecules. The results are the so-called Frenkel exciton states, corresponding to linear combinations of the localized excitations only, i.e., A → A and B → B. However, since the molecular orbitals (MOs) remain localized, the charge-transfer contributions, that is, A → B and B → A excitations, are still missing compared to the full supramolecular treatment. The contribution of charge-transfer excitations (requiring the use of a supramolecular picture) in the description to low-lying excited states might become significant when the two chromophores are sufficiently close to each other. We note, however, that recent studies by Neugebauer and co-workers using projection-based embedding techniques (as an alternative to the conventional non-additive functionals used here) in combination with a supramolecular basis set in the context of subsystem TDDFT have been shown to be able to describe inter-subsystem charge-transfer excitations and reproduce the supramolecular results exactly.\textsuperscript{31–34} We have not considered this extension of FDE here.

(iv) Supramolecular model. This is computationally the most demanding and, in principle, also the most accurate. In our work, we perform supramolecular TDDFT linear response calculations where the atoms of both Chla611 and Chla612 are taken into account. This is the most complete picture where in addition to the Frenkel states, the charge-transfer states are also taken into account explicitly.

In order to connect the two (local and supramolecular) pictures and provide more insights into the nature of the excitations, two complementary analysis tools are used to decompose the supramolecular excitations in terms of local excitations. First, we briefly describe the charge-transfer analysis based on the study by Plasser and Lischka\textsuperscript{35} as implemented in the ADF code. After this, we also present a dedicated intensity decomposition scheme to express the supramolecular excitations in terms of local excitations.

**Charge-Transfer Analysis.** In the charge-transfer analysis proposed by Plasser and Lischka,\textsuperscript{36} the charge-transfer number $\Omega_{\text{CT}}^{\text{AB}}$ for a given excitation $k$ is defined in terms of the transition density matrix $D_{\text{CT}}^{\text{AB}}$ in the basis of fragment (localized) MOs

$$\Omega_{\text{CT}}^{\text{AB}} = \frac{1}{2} \|D_{\text{CT}}^{\text{AB}}\|_F$$

where $\|M\|_F$ is the Frobenius norm of a matrix $M$. The sub-block $D_{\text{CT}}^{\text{AB}}$ of the total MO transition density matrix $D_{\text{CT}}$ is defined as

$$D_{\text{CT}}^{\text{AB}} = D_{\text{CT}}^{\text{AB}} \quad \{ i \in A \land a \in B \}$$

$$D_{\text{CT}}^{\text{AB}} = 0 \quad \{ i \not\in A \lor a \not\in B \}$$

In practice, it is easier to carry out the analysis in the non-orthogonal basis of atomic orbitals (AOs) with a Mayer\textsuperscript{36} population analysis

$$\Omega_{\text{CT}}^{\text{AB}} = \frac{1}{2} \|P_{\text{CT}}^{\text{AB}}S\|_F$$

where the Hadamard product $(P_{\text{CT}}\circ S)$ of the transition density $P_{\text{CT}}$ and overlap $S$ matrices in the AO basis appears. The sub-blocks are defined as before using the perfectly localized AOs.

**Intensity Analysis.** Complementary to the charge-transfer analysis is to consider the physically observable absorption of visible light directly. Given a generic AB molecule and a set of (supra)molecular excitations $\{E_i, E_2, E_3, \ldots \}$ (where $E_i$ represents the energy of the $i$th supramolecular excitation), the corresponding oscillator strengths are, in the dipole length formulation, given by the following equation (in a.u.)

$$f_k = \frac{2}{3} E_i |\vec{\mu}_i|^2$$

where $\vec{\mu}_i$ is the transition dipole moment vector of the $i$th supramolecular excitation. In the MO basis, this dipole vector is written as

$$\vec{\mu}_i = \sum_{\text{Occ}} \sum_{\text{Virt}} \sum_{\text{a}} D_{\text{a}}^{\text{i}} \vec{\mu}_{\text{a}}$$

with the individual matrix elements $\vec{\mu}_{\text{a}}$ in eq 5 given as

$$\vec{\mu}_{\text{a}} = \int \psi_{\text{a}}^*(r) \hat{\mu}(r) \psi_{\text{a}}(r) \, d\vec{r}$$

where $\hat{\mu}$ is the position operator. In the same fashion as the CT analysis, we can switch to a local picture of the intensity by transforming to the AO basis. The transition dipole vectors are
then expressed in terms of the AO transition density matrix $P^{0k}$ and the dipole matrix $\mathbf{M}$

$$\tilde{\mu}_k = \sum_{\kappa,\lambda} P^{0k}_{\kappa\lambda} \mathbf{M}_{\kappa\lambda}$$

(7)

By defining transition density sub-blocks corresponding to the $A$ and $B$ parts of the $AB$ molecule, we can then write the dipole moment vectors as a sum of the four transition dipole components previously displayed in Figure 1 and separate the contributions to the transition dipole in terms of local and charge-transfer excitations

$$\tilde{\mu}_k = \tilde{\mu}_k^{LE} + \tilde{\mu}_k^{CT}$$

(8)

$$\tilde{\mu}_k^{LE} = \tilde{\mu}_k^{AA} + \tilde{\mu}_k^{BB}$$

(9)

$$\tilde{\mu}_k^{CT} = \tilde{\mu}_k^{AB} + \tilde{\mu}_k^{BA}$$

(10)

with

$$\tilde{\mu}_k^{XY} = \sum_{\kappa \in X, \lambda \in Y} P^{0k}_{\kappa\lambda} \mathbf{M}_{\kappa\lambda}$$

(11)

Inserting eq 8 into eq 4 then yields

$$f_k = \frac{2}{3} E_k [\tilde{\mu}_k^{LE}]^2 + [\tilde{\mu}_k^{CT}]^2 + 2 \tilde{\mu}_k^{LE} \tilde{\mu}_k^{CT}$$

$$= f_k^{LE} + f_k^{CT} + f_k^{OR}$$

(12)

The first two terms are always positive, while the third orientation (OR) term can become negative depending on the angle between the local-excitation and charge-transfer contributions to the total transition dipole moment.

### RESULTS AND DISCUSSION

Using TDDFT linear response calculations, we evaluate the visible absorption of the Chla611–Chla612 pair in two classical trajectories of LHCII (the trajectories “C” and “A”, according to the original nomenclature). For each of these two trajectories, we carry out TDDFT calculations on two sets of ~50 frames taken from the beginning and the end of the simulation, hereafter referred to as the first and last sets of frames (see the Methods section for details). We choose these two specific trajectories because they are characterized by markedly different dynamics of the Chla611–Chla612 dimer. In the trajectory “C”, the two Chls keep an almost constant orientation and center-to-center distance ($\approx 10$ Å) throughout the dynamics, while in the trajectory “A”, the two Chls become more stacked and come closer together (a center-to-center distance of $\approx 5$ Å, see Figure 2). This difference is also reflected in the average absolute excitonic couplings of the two $Q_y$ Chl bands that rise with the shortening distance toward the end of the trajectory “A” (Figure 2, lower panel). Additionally, in Figure 2, large fluctuations of the couplings [computed in the ideal dipole approximation (IDA)] are observed toward the end of this trajectory, resulting from a more disordered domain involving the Chl pair and the N-terminus of the protein, as reported previously by Liguori and co-workers in ref 6.

We are interested in investigating how these markedly different dimer configurations impact the absorption spectrum of the Chl pair, as predicted by a supramolecular TDDFT approach. In the following, we will analyze the results of these calculations using the supramolecular and local pictures introduced earlier.

Since the $Q_y$ region (corresponding to the lowest-energy electronic transitions) is the most interesting to investigate and given that the reliability of TDDFT calculations in the UV region is less good, we focus only on the wavelength range...
from 500 to 700 nm, which falls in the green-to-red region of the visible spectrum and covers the entire Q-band region (Q_x and Q_y). This so-called Q-band region can be described sufficiently well with a CAMY-B3LYP type exchange-correlation functional. As the lowest excited states computed with TDDFT may mix among each other, we will consider the summed intensity of all states that fall in this 500–700 nm window. More specifically, integrating the entire Q region is more informative about the contribution/relevance of CT states because the excitonic interactions [which are already present in model (iii)] can possibly redistribute the intensity over the Q states but conserve the total intensity, whereas mixing with a CT state also impacts the total intensity of the Q band (besides that of specific states).

Visible Absorption of the Chla611–Chla612 Pair. In Figure 3, we plot the total Q-band absorption intensity of the Chla611–Chla612 pair for the trajectories “C” and “A” as compared to a reference value computed for the absorption of the pair in the LHClI crystal structure. As displayed in the left panel of Figure 3, the supramolecular model [model (iv) in the previous section] predicts for the Q-band intensity a substantial drop toward the end of the simulation “A”, going from a relative value of 1.08 to 0.69 (averaged over the first and last set of frames of the trajectory, respectively). This corresponds to an average decrease of 36% of the initial intensity. In the right-side panel of Figure 3, we compare the performances of the different models presented in the previous section on two selected snapshots from the beginning and the end of the trajectory “A” [see Figure S1 in the Supporting Information for the averaged values for models (ii), (iii), and (iv)]. While all three approximate models based on the local picture are in good agreement with the supramolecular model in the case of the initial structure, they similarly fail to reproduce the intensity drop predicted by the supramolecular calculations for the final structure. These differences between the models indicate the possible importance of charge-transfer contributions in the supramolecular calculations as this is lacking in all the other approximate models based on a local picture. As expected, the relevance of charge-transfer contributions to the low-lying excited states is higher when the pigments are closer and more strongly interacting. For sufficiently distant pigments, the differences between the models are reasonably small, and the approximate models [i.e., models (i)–(iii)] then offer a computationally more efficient approach in comparison to the full supramolecular calculations.28,29

Supramolecular and Local Perspectives. To elucidate the cause of the intensity decrease observed at the end of the trajectory “A”, we will now consider the individual excitations in the supramolecular and local pictures. We label the two lowest excitations of the dimer as Q_x and Q_y, with Q_y taken as the excitation with the lowest transition energy. In columns #3 to #5 of Table 1, the averaged excitation wavelength (λ), intensity (I), and transition dipole moment (μ) of both excitations (Q_x and Q_y) in the selected first and last sets of frames of the trajectory “A” are shown. As we can see, the lowest excitation is in the last set of frames, red-shifted by about 16 nm as compared to that of the first set of frames, whereas the other excitation is red-shifted by 12 nm. This is most likely an effect of the larger mixing of the locally excited (LE) states with one or more charge-transfer (CT) states due to the shorter inter-pigment distances in the last set of frames. The red-shifted absorption caused by the increased coupling between LE and CT states is consistent with previous experiments and theoretical modeling.39–41 Besides red-shifting, the two lowest transitions also change their oscillator strength, which steeply drops for the lowest Q_x excitation and slightly increases for the Q_y transition at the end of the trajectory “A”.

The different degree of mixing between LE and CT states is likely a consequence of the changing extent of electron delocalization over the two molecules. The latter depends on

---

**Table 1. Average Excitation energy (E) in eV, Wavelength (λ) in nm, Absorption Intensity (I), and Transition Dipole Moment (μ) in debye of the Two Lowest Excitations of the Chla611–Chla612 Pair of the Trajectory “A”**

| Frames | E (eV) | λ (nm) | I (f) | μ (μD) |
|--------|--------|--------|-------|--------|
| First Set | 1.98 | 626 | 0.443 | 7.66 |
| Last Set | 1.93 | 642 | 0.082 | 3.29 |
| First Set | 2.04 | 608 | 0.094 | 3.35 |
| Last Set | 2.00 | 620 | 0.165 | 4.49 |
the configuration of the dimer and, particularly, on the distance between Chls, as can be recognized by looking at the orbitals involved in the lowest energy transitions. In Figure 4, we display the supramolecular orbitals of the pair, taking two snapshots of the trajectory from the beginning (left) and the end (right) of the trajectory “A”. The Gaussian broadening factor used to draw the spectra is \( \sigma = 0.1 \ \text{eV} \). Bottom figures, MO diagrams with the HOMO and HOMO − 1 orbitals drawn in red and blue in the red squares, respectively, and the LUMO and LUMO + 1 orbitals drawn in orange and green in the blue squares, respectively. The isovalue of the orbital representations is set to 0.03 a.u. The indicated transition dipole moment value corresponds to the lowest excitation in both snapshots.

Figure 4. Upper two panels, Electronic spectra of the Chla611−Chla612 pair taken at two snapshots from the beginning (left) and the end (right) of the trajectory “A”. The Gaussian broadening factor used to draw the spectra is \( \sigma = 0.1 \ \text{eV} \). Bottom figures, MO diagrams with the HOMO and HOMO − 1 orbitals drawn in red and blue in the red squares, respectively, and the LUMO and LUMO + 1 orbitals drawn in orange and green in the blue squares, respectively. The isovalue of the orbital representations is set to 0.03 a.u. The indicated transition dipole moment value corresponds to the lowest excitation in both snapshots.

In this frame, the orbitals involved in the lowest excitations (\( Q_y \) and \( Q_y' \)) are almost fully localized, and we can clearly identify the molecule to which they belong. The situation is different when the molecular separation is reduced to \( \approx 4.85 \ \text{Å} \) distance. The electron delocalization increases and, as shown in the right-hand side of the orbital diagram of Figure 4, the HOMO − 1 orbital is now spread over the two porphyrin rings. At the same time, the transition dipole moment of the lowest excitation is
strongly reduced and, consequently, the absorption intensity as well (see eq 4, assuming almost constant $E_i$).

In order to have a more quantitative analysis of the cause of the intensity drop, we switch to a local picture. At the beginning of the simulation, the relevant canonical orbitals are fully localized on each Chl, and supramolecular TDDFT yields two excitations that can be easily identified as a linear combination of two local excitations. However, toward the end of the trajectory, the Kohn–Sham orbitals are delocalized, and the LE states are strongly mixed with the CT states. Such coupling of CT states with low-lying excitonic or Frenkel states has been observed previously in experiments,\textsuperscript{40,41} supported by theory,\textsuperscript{39} and reproduced with quantum chemical calculations using diabatization techniques to separate the LE states from the CT states.\textsuperscript{31,43} Furthermore, it has been shown that the CT mixing in these states is substantiated by the large excitonic-phonon coupling measured in fluorescence.\textsuperscript{39}

To quantify the average CT character of Q-band excitations independent of the nature of the canonical Kohn–Sham orbitals, we calculate the CT numbers of eq 3 averaged over all excitations that fall in the 500–700 nm range and over either the first or last set of frames, that is,

$$\overline{\Omega_{AB}} = \frac{1}{n_{frame}} \sum_{j=1}^{n_{excitation}} \left(\frac{1}{n_{frame}} \sum_{i=1}^{n_{excitation}} \Omega_{AB}(i)\right)$$

(13)

where $\Omega_{AB}(i)$ is the CT number $\Omega_{AB}$ (calculated according to eq 3) for excitation $j$ in frame $i$. The resulting average CT number $\overline{\Omega_{AB}}$ is only 11% for the beginning of the trajectory and rises to 40% at the end. This confirms that at the beginning of the simulation, the excitations are mainly composed of local (89%) excitations, with a steep increase in the CT character when the inter-Chl distance drops toward the end of the trajectory.

Although this CT analysis is useful to characterize the nature of the states, it does not directly provide the impact of the change in the CT character on the computed oscillator strengths. For this, we turn to the accompanying analysis of the transition dipole moment contributions. In Table 2, we decompose the oscillator strengths in the 500–700 nm region according to eq 12. We thereby integrate each component over the energy range of 500–700 nm and average over either the first or the last set of frames of the trajectory.

$$f_{LE}^{X}(i) = \sum_{j=1}^{n_{frame}} f_{LE}^{X}(i)$$

(14)

$$f_{CT}^{X} = \frac{1}{n_{frame}} \sum_{j=1}^{n_{frame}} (f_{CT}^{X}(i))$$

(15)

We observe that the single-integrated intensity components $f_{LE}^{X}(i)$ and $f_{CT}^{X}(i)$ both increase in magnitude toward the end of the simulation. As shown in the last column of Table 2, the drop in the total intensity is explained by the orientation factor $f_{OR}^{X}(i)$, defined in eq 12, which depends on the angle between the LE and CT transition dipole moments and can attain both negative and positive values. As shown graphically in Fig.5, where we monitor the value of each of these three terms throughout the 103 frames of the trajectory, during the first part of the simulation (left of the split of the x-axis in Figure 5), the total intensity can be considered as arising largely from the sum of separate local transitions with small corrections due to the mixing of CT states. In the last part (right of the split of the x-axis in Figure 5), this mixing dominates and there is a strong correlation between the magnitude of the terms with the $f_{CT}^{X}$ contribution, negating the effect of the increase in $f_{LE}^{X}$ and $f_{CT}^{X}$. We also note that the overall decrease in dipole strength is not simply because the CT character increases (as $f_{CT}^{X}$ itself is also very large) but because of the destructive interference between LE and CT dipole contributions. It also shows that CT states alone do not necessarily have vanishingly small dipole strength when the distance between the Chls becomes short enough.

## CONCLUSIONS

We investigated the absorption properties of the Chla611–Chla612 dimer of LHCIi using different configurations from two classical molecular dynamics trajectories. Our supramolecular TDDFT calculations show that a specific dimer configuration, where the two Chls are more stacked and closer to each other, is accompanied by a decrease in the Q-band absorption intensity of about 36% with respect to its initial value. We show that such a decrease can only be predicted if we include CT effects, that is, only if we allow electrons to delocalize between both chromophores. Neglecting CT effects, as is done by treating only LE states in a subsystem description, leads to an inefficient computational scheme\textsuperscript{16,47} but does not capture this effect and should be used with care when chromophores come in close contact. Analysis of the supramolecular transition density matrix in terms of LE and CT components shows that the cause of the decrease is a destructive interference between the transition dipole vectors of the LE and CT states: the individual transition dipoles are increasing, but the orientation of these dipoles is such that the net effect is a decrease in the absorption. Our results indicate that the coupling between LE and CT states should be taken into consideration when deriving parameters for spectral fitting procedures, especially for closely interacting pigments.\textsuperscript{43,49}

This study highlights the importance of accounting for CT states and electron delocalization when studying the energy landscape of pigment–protein complexes, particularly in the case of strongly interacting pigments. Furthermore, it shows how pigment re-organizations following protein conformational changes can greatly affect the spectral properties. This spectral tunability is fundamental for light-harvesting complexes (LHs) to be able to switch between different functional states. Previous studies have shown a strong correlation between the LHC energetics and protein conformational changes,\textsuperscript{44,46} also showing that the so-called “quenched” states of LHs are linked to particular conformations where the chromophore–chromophore interactions are strengthened.\textsuperscript{45,51–53} In this respect, the Chla611–Chla612 dimer is particularly interesting because it is often assumed to be a critical site for the switch between light-harvesting and quenched conformations of LHs.\textsuperscript{52,55,56}
Moreover, an improved knowledge of the nature of these dimer excitations in different orientations can provide hints to help us understand the effects of artificial modifications of the Chla611−Chla612 binding pocket on the overall absorption spectrum of the complex.
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**NOTE ADDED AFTER ASAP PUBLICATION**

Due to a production error, this article originally published with errors in the header columns of Table 2. The headers were corrected and the article reposted May 27, 2021.