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ABSTRACT We present a novel method to design and optimize window functions based on combinations of linearly independent functions. These combinations can be performed using different strategies, such as sums of sines/cosines, series, or conveniently using a polynomial expansion. To demonstrate the flexibility of this implementation, we propose the Generalized Adaptive Polynomial (GAP) window function, a nonlinear polynomial form in which all the current window functions could be considered as special cases. Its functional flexibility allows fitting the expansion coefficients to optimize a certain desirable property in time or frequency domains, such as the main lobe width, sidelobe attenuation, and sidelobe falloff rate. The window optimization can be performed by iterative techniques, starting with a set of expansion coefficients that mimics a currently known window function and considering a certain figure of merit target to optimize those coefficients. The proposed GAP window has been implemented and several sets of optimized coefficients have been obtained. The results using the GAP exemplify the potentiality of this method to obtain window functions with superior properties according to the requirements of a certain application. Other optimization algorithms can be applied within this strategy to further improve the window functions.

INDEX TERMS Discrete Fourier transforms, signal processing, optimization methods, adaptive algorithms.

I. INTRODUCTION
The Discrete Fourier Transform (DFT) is a powerful tool to perform Fourier analysis in discrete data, with widespread uses in several modern applications, such as in astronomy, chemistry, acoustic signals, geophysics (seismic data), and digital processing [1]–[3]. In signal processing, the signals are sampled over a finite time interval, and window functions are time- and frequency-domain weighting functions applied to reduce the Gibbs oscillations resulting from the truncation of a Fourier series. The analyzed signal is then the multiplication of the sampled data with the window function, with the resulting signal called windowed one. The simplest window function is the rectangular one, which is unitary inside the window and null outside.

The use of window functions affects the analysis in the frequency domain, sometimes introducing unwanted artifacts, such as signal leakage, scalloping loss, intensity of sidelobes, among others. Additionally, many signals of interest are sampled corrupted with background noise, which could be of the same intensity of the signals of interest. To prevent such artifacts or improve the properties of the results, a large number of window functions have been proposed and applied to several systems, with diverse successes [4]–[11]. Those window functions have been proposed to improve and provide certain spectral characteristics, such as to reduce leakage, distinguish two sine signals with close frequencies, avoid scalloping loss, resolve a sine signal within a noisy background, analyze signals with comparable strength, and discriminate signals with different strength [12], [13].

The current need for better signal processing methods opens space for the development of improved window functions, particularly some that could provide superior properties simultaneously. The major challenge of the current window functions is that they are generally developed using guessed functional forms, with small functional flexibility, and the refinements of the window functions have been achieved by adjusting a few parameters of close-form expressions.

The recent research on window functions has focused mainly on the ability to create mechanisms to improve the performance of the algorithms and develop windows with flexible temporal and spectral characteristics [11], [14]–[17]. Several investigations have proposed window functions with one or more free parameters that could be adjusted, to improve a certain property [7]. For example, Sun et al. proposed a method to design window functions with flexible...
spectral characteristics based on the inverse of the shaped output using the cyclic algorithm (ISO-CA) [11]. In the same context, Liu et al. presented a convex optimization problem to optimize the sidelobe attenuation or the Signal-to-Noise Ratio (SNR) [18]. Zaytsev and Khzmalyan also proposed a method to synthesize optimal windows with sidelobe spectrum falloff rate multiple of 12 dB per octave (dB/oct) [15].

However, none of those window functions has the functional flexibility that could provide simultaneously different superior properties. In other words, while a window generally improves a certain spectral characteristic, at the same time it compromises other properties. Therefore, there is a major need for a more systematic procedure to develop window functions. In this sense, this investigation proposes a generalization for the representation of window functions for a wide range of applications, e.g., suppression of co-channel interference [19], harmonic analysis in real-time systems [20], satellite altimeter’s waveform [21], radar systems [18], [22], [23], sensor arrays [24], and audio systems [3], [25].

Here, we present a generalized window function, as a non-linear polynomial expansion in which all the current windows could be mimic with the appropriate expansion coefficients. This functional form is very flexible, which allows searching by a systematic method to obtain sets of expansion coefficients that could provide superior and optimized properties, considering a reference figure of merit that takes into account the property that is intended to be improved. Finally, this procedure sets the road for the use of optimization and adaptive methods, such as machine learning and genetic algorithms, to adapt the window expansion coefficients to certain sets of data. Considering those characteristics, we labeled it as a Generalized Adaptive Polynomial (GAP) window function.

This paper is organized as follows. Section II describes the GAP window function. Section III presents a comparison between traditional window functions and the ones obtained with GAP. It also presents results from optimized GAP window functions, particularly in improving the main lobe width and the sidelobe value, or both simultaneously. Finally, Section IV presents the conclusions.

II. THE GENERALIZED ADAPTIVE WINDOW FUNCTION

A. GAP WINDOW FUNCTION ALGORITHM

Several window functions have been developed over the last few years, all with equivalent characteristics [10]. They are symmetric with respect to the center $N/2$ (for data running from $i = 1$ to $N$ within the window) and generally normalized at the center $w[N/2] = 1$. Also, with some exceptions, e.g., the rectangular window, they are null, $w[0] = w[N] = 0$, or with a very small value at their endpoints. Some window functions carry additional properties, such as null derivatives at those points. The most traditional window functions are based on fixed expressions, such as the rectangular, Hann, Hamming, Flat-top, Blackman, and Sine. Others have one or more free parameters, such as the Gaussian, Tukey, Chebyshev, and functional forms from more recent investigations [7], [11], [26]–[28], which have been adjusted to optimize a certain property at the frequency domain. Hybrid window functions have also been developed, such as the Barlett-Hann and Planck-Bessel ones, by combining other known window functions.

All those well-established window functions, even the adjustable ones, have low functional flexibility, and any adjustable parameter can not improve substantially the spectral characteristics desired. Additionally, those developments are generally based on empirical and trial-and-error procedures. This suggests the need for a more general window function, in which all others could be derived. Besides, a more systematic procedure to develop window functions could provide higher optimization on the properties of signal processing.

We propose the most flexible functional form for a window function, a non-linear polynomial expansion (1):

$$w(t) = \sum_{n=0}^{m} \alpha_n t^n$$

where $\alpha_n$ and $m$ are the coefficients and the maximum order of the polynomial expansion, respectively. Additionally, those coefficients must be determined according to certain rules. This form has been proposed previously by other authors [5], but with different goals than here.

In principle, any function could be described by an infinite polynomial expansion. For any smooth function, such as the window functions generally used in DFT, one could find a finite expansion with the appropriate set of coefficients that describe it satisfactorily.

One of the properties of all windows is the symmetry constraint around its center. Therefore, considering the polynomial represented only in the time interval $-T/2$ to $+T/2$, we keep our expansion with that constraint, with the form:

$$w(t) = a_0 + \sum_{n=1}^{m} a_{2n} \left(\frac{T}{T}ight)^{2n}, \text{ for } |t| \leq T/2$$

and $w(t) = 0$ for $|t| > T/2$. Here, we develop window functions constraining $a_0 = 1$, but this constraint could be lifted in future developments.

Besides, a smaller number of expansion terms than in (1) is obtained with the exponent $2n$, with reasonable results with a small set of parameters ($m$ varying from 4 to 12). On the other hand, there is no theoretical shortcoming to consider non-symmetrical window functions, such that this constraint could also be lifted in future developments, to get even more optimized window functions, although with a higher computational cost due to a larger number of expansion terms.

B. FOURIER TRANSFORM OF GAP AND STRATEGIES TO OPTIMIZE THE GAP WINDOW FUNCTION

With a flexible functional form for the window function, the challenge is now to find the appropriate expansion coefficients that better describe a certain set of properties in the
frequency domain. For that, we could use several optimization strategies, defining a figure of merit function, or cost function, to achieve the desired property in the frequency domain.

This cost function could be minimized iteratively using local or global optimization methodologies. A more sophisticated procedure to obtain an optimized window function is using a self-consistent adaptive procedure, such as machine learning, to obtain the best set of expansion parameters for a certain property.

The first optimization strategy can be performed in the frequency domain, \( W(\omega) \), by varying the GAP coefficients and optimizing the main properties in the frequency response. The Fourier transform of (2) is given by (3) [5]:

\[
W(\omega) = a_0 P_0 + \sum_{n=1}^{m} a_{2n} P_{2n}
\]

(3)

\( P_0 \) and \( P_{2n} \) can be described by (4) and (5), respectively.

\[
P_0 = \frac{2}{\omega} \lfloor \sin(\omega T/2) \rfloor,
\]

(4)

\[
P_{2n} = \frac{1}{4^n - 1} \omega^2 T \left[ \frac{\omega T}{2} \sin(\omega T/2) + 2n \cos(\omega T/2) \right]
- \frac{2n(2n-1)}{(\omega T)^2} P_{2(n-1)}
\]

(5)

As demonstrated in (2), the polynomial window is represented in the time interval \(|t| \leq T/2\). Applying the Fourier transform in the polynomial regression coefficients, one can calculated the variables \( P_0 \) and \( P_{2n} \). These values would be represented by delta functions if the limits of integration were \(-\infty\) and \(+\infty\). However, with the restriction it is possible to obtain the Fourier transform of polynomial functions on a restricted domain. In short, \( P_0 \) can be described as a sinc function, while the \( P_{2n} \) can be obtained generalizing the pattern of the Fourier transform expansion.

Another strategy to optimize the GAP functions can be performed directly in the time domain. For example, minimizing the window function derivative at its extremities to improve the relative sidelobe attenuation, as described in (6), or maximizing its second derivative at the center point, as indicated in (7), to decrease the main lobe width.

\[
\min \left\{ \left| \frac{dw(t)}{dt} \right| \bigg|_{t=\pm T/2} \right\}
\]

(6)

\[
\max \left\{ \left| \frac{d^2 w(t)}{dt^2} \right| \bigg|_{t=0} \right\}
\]

(7)

The simulation could be performed with certain constraints for the function described by (2). Those constraints, such as forcing a null value for the window function extremities, guarantee that the window is normalized at its center, or to achieve a strictly positive window function, could be enforced after each iterative step. On the other hand, in a more general window function, all those constraints could be lifted. For example, as mentioned earlier, the expansion in (2) forces a symmetry around its center, but this constraint could be also lifted to explore a more general window function. With the procedure described in the previous paragraphs, it is possible to achieve highly optimized window functions as compared to the currently established ones.

III. SIMULATIONS AND RESULTS

A. GAP WINDOW FUNCTION COMPARISON

An expansion with \( m = 10 \), with only ten coefficients (\( a_2 \) to \( a_{20} \)), can describe well most of the traditional window functions, although large values of \( m \) could be more appropriate in some cases. The expansion of (2), with the appropriate coefficients presented in Table 1, allows to mimic any of the well-established window functions, therefore one can call the function as a generalized window function with flexibility to allow searching for sets of expansion coefficients that could provide highly-optimized results for signal analysis.

For some window functions, such as the Dolph-Chebyshev with sidelobe attenuation of \(-100\) dB, the polynomial expansion with an order of up to 20 is insufficient to describe and to optimize the window satisfactorily. In these cases, it is necessary to increase the number of polynomial expansion terms.

Figs. 1 (a) and (b) show, respectively, the time and frequency domains of Hamming, Hann, Blackman, and Flat Top windows obtained with the GAP function (considering a window with \( N = 64 \)). The GAP windows present the same spectral characteristics when compared to those traditional implementations. The Hamming and its GAP implementation have the same values of sidelobe attenuation, \(-42.5\) dB, and main lobe width (\(-3\) dB), 0.041071 (1.31 bins). Also, the Hann and its GAP implementation have sidelobe attenuation of \(-31.5\) dB and the main lobe width of 0.045656 (1.46 bins). A slight variation is observed in Flat Top window spectral characteristics. While the Flat Top has sidelobe attenuation of \(-88.0\) dB and the main lobe width of 0.118126 (3.78 bins), the polynomial approximation presented \(-90.3\) dB and 0.115230 (3.68 bins). Those variations could be mitigated using a greater \( m \) value. Equivalent results are obtained with different \( N \) values.

B. GAP WINDOW OPTIMIZATION

The optimization could be performed starting with a random set of expansion coefficients. In the optimizations performed, GAP coefficients that mimic traditional window functions were used as initial guesses to allow a quick optimization and to guarantee a convergent solution. In other words, starting with a set of expansion coefficients \( a_i \) that mimics one of the well-known window functions, as given in Table 1, one can find a new window function by varying those coefficients, searching iteratively to minimize the cost function up to a certain pre-determined convergence value.

There is no difference in treating symmetrical or non-symmetrical window functions in the proposed method. In the case of non-symmetrical window functions, one can consider maintaining the polynomial expansion with coefficients calculated on the power of \( n \) instead of the power...
of $2\pi$. The symmetrical window functions were used in this investigation to facilitate the comparison with the existing literature and other well-known window functions.

There are different metrics to analyze window functions. In general, the most relevant are the main lobe width, sidelobe attenuation, and sidelobe falloff rate. The first two metrics are widely used when comparing window functions, so they can be used as a reference for optimization.

Figs. 2, 3, and 4 exemplify GAP optimizations performed analyzing the frequency domain response. Fig. 2 shows an optimization for the Flat Top window to improve the sidelobe attenuation. The iterative procedure started with the set of expansion coefficients that mimic the Flat Top window. These coefficients represent only the initial guess, and any new set of coefficients that improves the property in the frequency domain provides a more optimized window function than that initial guess. Using the $a_i$ variables as an input of the Nelder–Mead (NM) algorithm (simplex method), it is possible to find a local minimum of a sidelobe measurement function. While the Flat Top window initially has relative sidelobe attenuation of $-90.3$ dB and main lobe width of $0.115230$ (3.68 bins), the optimized one achieves a relative...
sidelobe attenuation of $-99.5\,\text{dB}$ keeping the same main lobe width.

Fig. 3 shows the results obtained for the Hann window coefficients to improve the main lobe width. The iterative procedure started with the coefficient set that mimics the Hann window. While the Hann window has initially the main lobe width of 0.045656 (1.46 bins) and a relative sidelobe attenuation of $-31.5\,\text{dB}$, the optimized one achieves the main lobe width of 0.039063 (1.25 bins) (an improvement of 14.44%), keeping the same relative sidelobe attenuation.

Fig. 4 presents an improvement of both the sidelobe attenuation and the main lobe width starting with Tukey window coefficients. While the Tukey window has initially the main lobe width of 0.036449 (1.16 bins) and a relative sidelobe attenuation of $-15.1\,\text{dB}$, the optimized one achieves the main lobe width of 0.031250 (1.00 bins) (an improvement of 14.26%) and a relative sidelobe attenuation of $-25.6\,\text{dB}$ (an improvement of 69.53%).

Both optimizations, shown in Figs. 3 and 4, present a decrease in the sidelobe falloff rate. This parameter is fundamental when attenuation is required at higher frequencies.

Finally, Fig. 5 demonstrates the optimization of three spectral characteristics (main lobe width, sidelobe attenuation, and sidelobe falloff rate) simultaneously using the GAP Nuttall as initial value. Considering the first two window metrics, while the Nuttall window has initially the main lobe width of 0.059320 (1.90 bins) and a relative sidelobe attenuation of $-93.8\,\text{dB}$, the optimized one achieves the main lobe width of 0.058594 (1.87 bins) (an improvement of 1.22%) and a relative sidelobe attenuation of $-102.7\,\text{dB}$ (an improvement of 9.48%). The optimized GAP Nuttall features a very significant and innovative result obtained in this investigation since it combines expressive values of sidelobe attenuation with main lobe width.

Table 2 and Fig. 6 summarize the results obtained from main lobe width ($\times\pi/\text{rad/sample}$ and bins) and sidelobe attenuation (dB) of traditional windows and those obtained with GAP optimization. The window functions with better spectral characteristics should have high sidelobe attenuation and small main lobe width, i.e., they are allocated in the lower and left positions of Fig. 6.

In the proposed scenarios, the optimized GAP window functions improved the spectral characteristics of the traditional window functions. During the GAP optimizations, the trade-off between main lobe width and sidelobe attenuation could be suppressed, increasing the resolution in frequency.
without the cost of reducing the dynamic range of the spectrum and vice versa.

The results demonstrate the versatility of GAP, and optimizations based on other methods, such as simulated annealing, could lead to even better performances. The examples presented here demonstrate the potentiality of using GAP as a strategy to develop adaptive windows.

IV. CONCLUSION

A novel method based on polynomial window functions, labeled GAP, is proposed. It allows to mimic previously known window functions, and this algorithm proposes a comprehensive method to embed a full set of window functions in devices. Since the proposed algorithm to obtain window functions is quite general, it allows the use of several optimization methods, such as global optimization techniques, e.g., genetic algorithms, simulated annealing, or local optimization techniques, e.g., Newton methods and gradient-based methods. Even machine learning could be the focus of future investigations. Besides, any new window obtained by optimization procedures represents an improvement of the properties in the frequency domain, when compared to that initial window function guess.

REFERENCES

[1] F. J. Harris, “On the use of windows for harmonic analysis with the discrete Fourier transform,” Proc. IEEE, vol. 66, no. 1, pp. 51–83, Jan. 1978.
[2] K. M. M. Prabhu and K. B. Bagan, “Variable parameter window families for digital spectral analysis,” IEEE Trans. Acoust., Speech, Signal Process., vol. 37, no. 6, pp. 946–949, Jun. 1989.
[3] M. Sahidullah and G. Saha, “A novel windowing technique for efficient computation of MFCC for speaker recognition,” IEEE Signal Process. Lett., vol. 20, no. 2, pp. 149–152, Feb. 2013.
[4] B. Chen, Y. Li, X. Cao, W. Sun, and W. He, “Removal of power line interference from ECG signals using adaptive notch filters of sharp resolution,” IEEE Access, vol. 7, pp. 150667–150676, 2019.
[5] R. G. Kulkarni, “Polynomial windows with fast decaying sidelobes for narrow-band signals,” Signal Process., vol. 83, no. 6, pp. 1145–1149, Jun. 2003.
[6] K. Okarma, “Polynomial windows with low sidelobes’ level,” Signal Process., vol. 87, no. 4, pp. 782–788, Apr. 2007.
[7] T. H. Yoon and E. K. Joo, “A flexible window function for spectral analysis,” IEEE Signal Process. Mag., vol. 27, no. 2, pp. 139–142, Mar. 2010.
[8] M. Kashitban and M. Shayesteh, “New efficient window function, replacement for the Hamming window,” IET Signal Process., vol. 5, no. 5, pp. 499–505, Aug. 2011.
[9] D. Chakraboty and N. Kovvali, “Generalized normal window for digital signal processing,” in Proc. IEEE Int. Conf. Acoust., Speech Signal Process., May 2013, pp. 6083–6087.
[10] K. M. M. Prabhu, Window Functions and Their Applications in Signal Processing, 1st ed. Boca Raton, FL, USA: CRC Press, 2013.
[11] Y. Sun, Q. Liu, J. Cai, and T. Long, “A novel method for designing general window functions with flexible spectral characteristics,” Sensors, vol. 18, no. 9, pp. 3081–3090, Sep. 2018.
[12] C. C. Li and Y. P. Lin, “Receiver window designs for radio frequency interference suppression in DMT systems,” IET Signal Process., vol. 3, no. 1, pp. 33–39, Jan. 2009.
[13] S. Aggarwal and K. Khare, “CORDIC-based window implementation to minimise area and pipeline depth,” IET Signal Process., vol. 7, no. 5, pp. 427–435, Jul. 2013.
[14] B. Li, Z. Jiang, and J. Chen, “On performance of sparse fast Fourier transform algorithms using the flat window filter,” IEEE Access, vol. 8, pp. 79174–79146, 2020.

[15] G. V. Zaytsev and A. D. Khzhmalyan, “A family of optimal window functions for spectral analysis with the spectrum sidelobe falloff rate multiple of 12 dB per octave,” J. Commun. Technol. Electron., vol. 65, no. 5, pp. 502–515, May 2020.
[16] R. Desbiens and P. Tremblay, “A new efficient approach to the design of parametric windows with arbitrary sidelobe profiles,” Signal Process., vol. 86, no. 11, pp. 3226–3239, Nov. 2006.
[17] S. W. A. Bergen and A. Antoniou, “Design of ultraspherical windows with prescribed spectral characteristics,” in Proc. Int. Symp. Circuits Syst. (ISCAS), vol. 4, 2003, p. 4.
[18] J. Liu, W. Wang, and H. Song, “Optimization of weighting window functions for SAR imaging via QCQP approach,” Sensors, vol. 20, no. 2, p. 419, Jan. 2020.
[19] R. G. Kulkarni, “Synthesis of a new signal processing window,” Electron. Lett., vol. 55, no. 20, pp. 1108–1110, Oct. 2019.
[20] G. V. Zaytsev and A. D. Khzhmalyan, “A family of optimal windows for harmonic analysis with arbitrary falloff rate of spectrum sidelobes,” in Proc. Int. Conf. Eng. Telecommun. (EIT), Nov. 2019, pp. 1–5.
[21] W. H. F. Smith, “Spectral windows for satellite radar altimeters,” Adv. Space Res., vol. 62, no. 6, pp. 1576–1588, Sep. 2018.
[22] Y. Sun, Q. Liu, J. Cai, and T. Long, “A novel weighted mismatched filter for reducing range sidelobes,” IEEE Trans. Aerosp. Electron. Syst., vol. 55, no. 3, pp. 1450–1460, Jun. 2019.
[23] F. D. Enggar, A. M. Muthiah, O. D. Winarko, O. N. Samijayani, and S. Rahmatia, “Performance comparison of various windowing on FMCW radar signal processing,” in Proc. Int. Symp. Electron. Smart Devices (ISESD), Nov. 2016, pp. 326–330.
[24] K. Adhikari and B. Drozdenko, “Design and statistical analysis of tapered coprime and nested arrays for the min processor,” IEEE Access, vol. 7, pp. 139601–139615, 2019.
[25] T. Backstrom, “Comparison of windowing in speech and audio coding,” in Proc. IEEE Workshop Appl. Signal Process. to Audio Acoust., Oct. 2013, pp. 1–4.
[26] V. Stanković, “Adjustable high resolution window function,” Electron. Lett., vol. 54, no. 13, pp. 827–829, Jun. 2018.
[27] I. Sharma, A. Kumar, and G. K. Singh, “Adjustable window based design of multiplier-less cosine modulated filter bank using swarm optimization algorithms,” AEU Int. J. Electron. Commun., vol. 70, no. 1, pp. 85–94, Jan. 2016.
[28] T. R. F. Mendonca, C. H. N. Martins, M. F. Pinto, and C. A. Duque, “Variable window length applied to a modified hanning filter for optimal amplitude estimation of power systems signals,” in Proc. IEEE Power Energy Soc. Gen. Meeting, Jul. 2015, pp. 1–5.

JOÃO FRANCISCO JUSTO received the B.Sc. and M.Sc. degrees in physics from the University of São Paulo, in 1988 and 1991, respectively, and the Ph.D. degree in nuclear engineering from the Massachusetts Institute of Technology, in 1997. From 2007 to 2008, he was a Visiting Associate Professor with the University of Minnesota. He is currently a Full Professor with the Escola Politécnica, University of São Paulo. He has experience in computational modeling of nanomaterials and embedded electronics.

WESLEY BECCARO received the B.Sc., M.Sc., and Ph.D. degrees in electrical engineering from the Escola Politécnica da, University of São Paulo, in 2008, 2012, and 2017, respectively. His research interests include digital signal processing, instrumentation, embedded systems, and fuel qualification.