Modern quantum machine learning (QML) methods involve variationally optimizing a parameterized quantum circuit on a training data set, and subsequently making predictions on a testing data set (i.e., generalizing). In this work, we provide a comprehensive study of generalization performance in QML after training on a limited number $N$ of training data points. We show that the generalization error of a quantum machine learning model with $T$ trainable gates scales at worst as $\sqrt{T/N}$. When only $K \ll T$ gates have undergone substantial change in the optimization process, we prove that the generalization error improves to $\sqrt{K/N}$. Our results imply that the compiling of unitaries into a polynomial number of native gates, a crucial application for the quantum computing industry that typically uses exponential-size training data, can be sped up significantly. We also show that classification of quantum states across a phase transition with a quantum convolutional neural network requires only a very small training data set. Other potential applications include learning quantum error correcting codes or quantum dynamical simulation. Our work injects new hope into the field of QML, as good generalization is guaranteed from few training data.

The ultimate goal of machine learning (ML) is to make accurate predictions on unseen data. This is known as generalization, and significant effort has been expended to understand the generalization capabilities of classical ML models. For example, theoretical results have been formulated as upper bounds on the generalization error as a function of the training data size and the model complexity. Such bounds provide guidance as to how much training data is required and/or sufficient to achieve accurate generalization.

Quantum machine learning (QML) is an emerging field that has generated great excitement. Modern QML typically involves training a parameterized quantum circuit in order to analyze either classical or quantum data sets. Early results indicate that, for classical data analysis, QML models may offer some advantage over classical models under certain circumstances. It has also been proven that QML models can provide an exponential advantage in sample complexity for analyzing quantum data.

However, little is known about the conditions needed for accurate generalization in QML. Significant progress has been made in understanding the trainability of QML models, but trainability is a separate question from generalization. Overfitting of training data could be an issue for QML, just as it is for classical machine learning. Moreover, the training data size required for QML generalization has yet to be fully studied. Naively, one could expect that an exponential number of training points are needed when training a function acting on an exponentially large Hilbert space. For instance, some studies have found that, exponentially in $n$, the number of
qubits, large amounts of training data would be needed, assuming that one is trying to train an arbitrary unitary\(^{39,40}\). This is a concerning result, since it would imply exponential scaling of the resources required for QML, which is precisely what the field of quantum computation would like to avoid.

In practice, a more relevant scenario to consider instead of arbitrary unitaries is learning a unitary that can be represented by a polynomial-depth quantum circuit. This class of unitaries corresponds to those that can be efficiently implemented on a quantum computer, and it is exponentially smaller than that of arbitrary unitaries. More generally, one could consider a QML model with \( T \) parameterized gates and relate the training data size \( N \) needed for generalization to \( T \).

Even more general would be to consider generalization error a dynamic quantity that varies during the optimization.

In this work, we prove highly general theoretical bounds on the generalization error in variational QML: The generalization error is approximately upper bounded by \( \sqrt{T/N} \). In our proofs, we first establish covering number bounds for the class of quantum operations that a variational QML model can implement. From these, we then derive generalization error bounds using the chaining technique for random processes. A key implication of our results is that an efficiently implementable QML model, such that \( T \in O(\text{poly}) \), only requires an efficient amount of training data, \( N \in O(\text{poly}) \), to obtain good generalization. This implication, by itself, will improve the efficiency guarantees of variational quantum algorithms\(^ {10,41,42} \) that employ training data, such as quantum autoencoders\(^3 \), quantum generative adversarial networks\(^4 \), variational quantum error correction\(^ {11,43,44} \), variational quantum compiling\(^ {45,46} \), and variational dynamical simulation\(^ {47,48} \). It also yields improved efficiency guarantees for classical algorithms that simulate QML models.

We furthermore refine our bounds to account for the optimization process. We show that generalization improves if only some parameters have undergone substantial change during the optimization. Hence, even if we used a number of parameters \( T \) larger than the training data size \( N \), the QML model could still generalize well if only some of the parameters have changed significantly. This suggests that QML researchers should be careful not to overtrain their models especially when the decrease in training error is insufficient.

To showcase our results, we consider quantum convolutional neural networks (QCNNs)\(^ {49,50} \), a QML model that has received significant attention. QCNNs have only \( T = \mathcal{O}(\log n) \) parameters and yet they are capable of classifying quantum states into distinct phases. Our theory guarantees that QCNNs have good generalization error for quantum phase recognition with only polylogarithmic training resources, \( N \in \mathcal{O}(\log n) \). We support this guarantee with a numerical demonstration, which suggests that even constant-size training data can suffice.

Finally, we highlight the task of quantum compiling, a crucial application for the quantum computing industry. State-of-the-art classical methods for approximate optimal compiling of unitaries often employ exponentially large training data sets\(^ {51,52} \). However, our work indicates that only polynomial-sized data sets are needed, suggesting that state-of-the-art compilers could be further improved. Indeed, we numerically demonstrate the surprisingly low data cost of compiling the quantum Fourier transform at relatively large scales.

**Results**

**Framework**

Let us first outline our theoretical framework. We consider a quantum machine learning model (QMLM) as being a parameterized quantum channel, i.e., a completely positive trace preserving (CPTP) map that is parameterized. We denote a QMLM as \( E^\text{QMLM}_\alpha(\cdot) \) where \( \alpha = (\theta, k) \) denotes the set of parameters, including continuous parameters \( \theta \) inside gates, as well as discrete parameters \( k \) that allow the gate structure to vary. We make no further assumptions on the form of the dependence of the CPTP map \( E^\text{QMLM}_\alpha(\cdot) \) on the parameters \( \alpha \). During the training process, one would optimize the continuous parameters \( \theta \) and potentially also the structure \( k \) of the QMLM.

A QMLM takes input data in the form of quantum states. For classical data \( x \), the input is first encoded in a quantum state via a map \( x \mapsto \rho(x) \). This allows the data to be either classical or quantum in nature, since regardless it is eventually encoded in a quantum state. We assume that the data encoding is fixed in advance and not optimized over. We remark here that our results also apply for more general encoding strategies involving data re-uploading\(^ {39} \), as we explain in Supplementary Note 3.

For the sake of generality, we allow the QMLM to act on a subsystem of the state \( \rho(x) \). Hence, the output state can be written as \( (E^\text{QMLM}_\alpha \otimes \text{id})(\rho(x)) \). For a given data point \((x, y)\), we can write the loss function as

\[
\ell(\alpha; x, y) = \text{Tr}[\rho^\text{obs} \cdot E^\text{QMLM}_\alpha(\alpha) \rho(x)],
\]

for some Hermitian observable \( \rho^\text{obs} \). As is common in classical learning theory, the prediction error bounds will depend on the largest (absolute) value that the loss function can attain.

In Eq. (1), we take the measurement to act on a single copy of the output of the QMLM \( E^\text{QMLM}_\alpha(\cdot) \) upon input of (a subsystem of) the data encoding state \( \rho(x) \). At first, this looks like a restriction. However, note that one can choose \( E^\text{QMLM}_\alpha(\cdot) \) to be a tensor product of multiple copies of a QMLM, each with the same parameter setting, applied to multiple copies of the input state. Hence, our framework is general enough to allow for agreements between measurements on multiple copies. In addition to the aforementioned situation, we further study the case in which trainable gates are more generally reused.

For a training dataset \( S = \{(x_i, y_i)\}_{i=1}^{N} \) of size \( N \), the average loss for parameters \( \alpha \) on the training data is

\[
\bar{R}(\alpha) = \frac{1}{N} \sum_{i=1}^{N} \ell(\alpha; x_i, y_i),
\]

which is often referred to as the training error. When we obtain a new input \( x \), the prediction error of a parameter setting \( \alpha \) is taken to be the expected loss

\[
\mathbb{E}_{(x,y)}[\ell(\alpha; x, y)],
\]

where the expectation is with respect to the distribution \( P \) from which the training examples are generated.

Achieving small prediction error \( R(\alpha) \) is the ultimate goal of quantum machine learning. As \( P \) is generally not known, the training error \( \bar{R}(\alpha) \) is often taken as a proxy for \( R(\alpha) \). This strategy can be justified via bounds on the generalization error

\[
\text{gen}(\alpha) = R(\alpha) - \bar{R}(\alpha),
\]

which is the key quantity that we bound in our theorems.

**Analytical results**

We prove probabilistic bounds on the generalization error of a QMLM. Our bounds guarantee that a good performance on a sufficiently large training data set implies, with high probability, a good performance on previously unseen data points. In particular, we provide a precise meaning of “sufficiently large” in terms of properties of the QMLM and the employed training procedure.
Figure 1 gives an overview of the different scenarios considered in this work. We begin with the basic form of our result. We consider a QMLM that has arbitrarily many non-trainable global quantum gates and $T$ trainable local quantum gates. Here, by local we mean $\kappa$-local for some $\kappa$-independent locality parameter $\kappa$, and a local quantum gate can be a unitary or a quantum channel acting on $\kappa$ qubits. Then we have the following bound on the generalization error for the QMLM with final parameter setting $\alpha^*$ after training:

**Theorem 1. (Basic QMLM).** For a QMLM with $T$ parameterized local quantum channels, with high probability over training data of size $N$, we have that

$$\text{gen}(\alpha^*) \in \mathcal{O}\left(\sqrt{\frac{T \log T}{N}}\right).$$

**Remark 1.** Theorem 1 directly implies sample complexity bounds: For any $\varepsilon > 0$, we can, with high success probability, guarantee that $\text{gen}(\alpha) \leq \varepsilon$, already with training data of size $N \cdot T \log T / \varepsilon^2$, which scales effectively linearly with $N$ and the number of parameterized gates.

For efficiently implementable QMLMs with $T \in \mathcal{O}(\text{poly})$, a sample size of $N \in \mathcal{O}(\text{poly} / \varepsilon^2)$ is already sufficient. More concretely, if $T \in \mathcal{O}(n^D)$ for some degree $D$, then the corresponding sufficient sample complexity obtained from Theorem 1 satisfies $N \in \mathcal{O}(n^D / \varepsilon^2)$, where the $\mathcal{O}$ hides factors logarithmic in $n$. In the NISQ era\textsuperscript{18}, we expect the number $T$ of trainable maps to only grow mildly with the number of qubits, e.g., as in the architectures discussed in refs.\textsuperscript{18, 45, 57}. In this case, Theorem 1 gives an especially strong guarantee.

In various QMLMs, such as QCNNs, the same parameterized local gates are applied repeatedly. One could also consider running the same QMLM multiple times to gather measurement data and then post-processing that data. In both cases, one should consider the QMLM as using the same parameterized local gates repeatedly. We assume each gate to be repeated at most $M$ times. A direct application of Theorem 1 would suggest that we need a training data size $N$ of roughly $MT$, the total number of parameterized gates. However, the required number of training data actually is much smaller:

**Theorem 2. (Gate-sharing QMLM).** Consider a QMLM with $T$ independently parameterized local quantum channels, where each channel is reused at most $M$ times. With high probability over training data of size $N$, we have

$$\text{gen}(\alpha^*) \in \mathcal{O}\left(\sqrt{\frac{M T \log(M T)}{N}}\right).$$

Thus, good generalization, as in Remark 1, can already be guaranteed, with high probability, when the data size effectively scales linearly in $T$ (the number of independently parameterized gates) and only logarithmically in $M$ (the number of uses). In particular, applying multiple copies of the QMLM in parallel does not significantly worsen the generalization performance compared to a single copy. Thus, as we discuss in Supplementary Note 3, Theorem 2 ensures that we can increase the number of shots used to estimate expectation values at the QMLM output without substantially harming the generalization behavior.

The optimization process of the QMLM also plays an important role in the generalization performance. Suppose that during the optimization process, the $t^\text{th}$ local gate changed by a distance $\Delta_t$. We can bound the generalization error by a function of the changes $\{\Delta_t\}_t$:

**Theorem 3. (Gate-sharing QMLM under optimization).** Consider a QMLM with $T$ independently parameterized local quantum channels, where the $t^\text{th}$ channel is reused at most $M$ times and is changed by $\Delta_t$ during the optimization. Assume $\Delta_1, \ldots, \Delta_T$. With high probability over training data of size $N$, we have

$$\text{gen}(\alpha^*) \in \mathcal{O}\left(\min_{c=0, \ldots, T} \left\{ \sqrt{\frac{K \log(MT)}{N}} + \sum_{k=c+1}^{T} M \Delta_k \right\} \right).$$

When only $K < T$ local quantum gates have undergone a significant change, then the generalization error will scale at worst linearly with $K$ and logarithmically in the total number of parameterized gates $MT$. Given that recent numerical results suggest that the parameters in a deep parameterized quantum circuit only change by a small amount during training\textsuperscript{18, 46, 59}, Theorem 3 may find application in studying the generalization behavior of deep QMLMs.

Finally, we consider a more advanced type of variable ansatz optimization strategy that is also adopted in practice\textsuperscript{46, 53}. Instead of
fixing the structure of the QMLM, such as the number of parameterized gates and how the parameterized gates are interleaved with the fixed gates, the optimization algorithm could vary the structure, e.g., by adding or deleting parameterized gates. We assume that for each number $T$ of parameterized gates, there are $G_T$ different QMLM architectures.

**Theorem 4. (Gate-sharing QMLM with variable structure).** Consider a QMLM with an arbitrary number of parameterized local quantum channels, where for each $T > 0$, we have $G_T$ different QMLM architectures with $T$ parameterized gates. Suppose that after optimizing on the data, the QMLM has $T$ independently parameterized local quantum channels, each repeated at most $M$ times. Then, with high probability over input training data of size $N$, $\text{gen}(\alpha^*) \in \mathcal{O}\left(\sqrt{\frac{T \log(MT)}{N}} + \sqrt{\log(G_T)}\right)$. \hfill (8)

Thus, even if the QMLM can in principle use exponentially many parameterized gates, we can control the generalization error in terms of the number of parameterized gates used in the QMLM after optimization, and the dependence on the number of different architectures is only logarithmic. This logarithmic dependence is crucial as even in the cases when $G_T$ grows exponentially with $T$, we have $\log(G_T)/N \in \mathcal{O}(T/N)$.

**Numerical results**

In this section we present generalization error results obtained by simulating the following two QML implementations: (1) using a QCNN to classify states belonging to different quantum phases, and (2) training a parameterized quantum circuit to compile a quantum Fourier transform matrix.

We begin with the quantum phase classification application. The QCNN architecture introduced in\textsuperscript{27} generalizes the model of (classical) convolutional neural networks with the goal of performing pattern recognition on quantum data. It is composed of so-called convolutional and pooling layers, which alternate. In a convolutional layer, a sequence of translationally invariant parameterized unitaries on neighbouring qubits is applied in parallel, which works as a filter between feature maps in different layers of the QCNN. Then, in the pooling layers, a subset of the qubits are measured to reduce the dimensionality of the state while preserving the relevant features of the data. Conditioned on the corresponding measurement outcomes, translationally invariant parameterized 1-qubit unitaries are applied. The QCNN architecture has been employed for supervised QML tasks of classification of phases of matter and to devise quantum error correction schemes\textsuperscript{36}. Moreover, QCNNs have been shown not to exhibit barren plateaus, making them a generically trainable QML architecture\textsuperscript{27}.

The action of a QCNN can be considered as mapping an input state $\rho_{\text{in}}$ to an output state $\rho_{\text{out}}$ given as $\rho_{\text{out}} = e^{\text{QCNN}}(\rho_{\text{in}})$. Then, given $\rho_{\text{out}}$, one measures the expectation value of a task-specific Hermitian operator.

In our implementation, we employ a QCNN to classify states belonging to different symmetry protected topological phases. Specifically, we consider the generalized cluster Hamiltonian

$$H = \sum_{j=1}^{n} \left( Z_j - J_1 X_j X_{j+1} - J_2 X_{j-1} X_j X_{j+1} \right),$$ \hfill (9)

where $Z_i(X_i)$ denote the Pauli $z(x)$ operator acting on qubit $i$, and where $J_1$ and $J_2$ are tunable coupling coefficients. As proved in\textsuperscript{36}, and as schematically shown in Fig. 2, the ground-state phase diagram of the Hamiltonian of Eq. (9) has four different phases: symmetry-protected topological (I), ferromagnetic (II), anti-ferromagnetic (III), and trivial (IV).

By sampling parameters in the $(J_1, J_2)$ plane, we create a training set $\{(\psi_i, y_i)\}_{i=1}^{M}$ composed of ground states $|\psi_i\rangle$ of $H$ and their associated labels $y_i$. Here, the labels are in the form of length-two bit strings, i.e., $y_i \in \{0, 1\}^2$, where each possible bit string corresponds to a phase that $|\psi_i\rangle$ belongs to. The QCNN maps the $n$-qubit input state $|\psi_i\rangle$ to a 2-qubit output state. We think of the information about the phase as being encoded into the output state by which of the 4 computational basis effect operators is assigned the smallest probability. Namely, we define the loss function as $\ell(\alpha, |\psi_i\rangle, y_i) = \langle y_i | e^{\text{QCNN}}(|\psi_i\rangle, \alpha) | y_i \rangle$. This
leads to an empirical risk given by

$$R_2(\alpha) = \frac{1}{N} \sum_{i=1}^{N} \left| \left| \langle \psi_i | \langle \psi | V(\alpha) \langle \psi | U \rangle^T \rangle \right| \right|^2,$$

(10)

In Fig. 2, we visualize the phase classification performance achieved by our QCNN, trained according to this loss function, while additionally taking the number of misclassified points into account. Moreover, we show how the true risk, or rather the test accuracy as proxy for it, correlates well with the achieved training accuracy, already for small training data sizes. This is in agreement with our theoretical predictions, discussed in more detail in Supplementary Note 4, which for QCNNs gives a generalization error bound poly-logarithmic in the number of qubits. We note that refs. 65, 66 observed similarly favorable training data requirements for a related task of learning phase diagrams.

Next, we turn our attention to the unitary compiling application. Compiling is the task of transforming a high-level algorithm into a low-level code that can be implemented on a device. Unitary compiling is a paradigmatic task in the NISQ era where a target unitary is compiled into a gate sequence that complies with NISQ device limitations, e.g., hardware-imposed connectivity and shallow depth to mitigate errors. Unitary compiling is crucial to the quantum computing industry, as it is essentially always performed prior to running an algorithm on a NISQ device, and various companies have their own commercial compilers \textsuperscript{67,68}. Hence, any ability to accelerate unitary compiling could have industrial impact.

Here we consider the task of compiling the unitary $U$ of the $n$-qubit Quantum Fourier Transform (QFT) \textsuperscript{69} into a short-depth parameterized quantum circuit $V(\alpha)$. For $V(\alpha)$ we employ the VAns (Variable Ansatz) algorithm \textsuperscript{70}, which uses a machine learning protocol to iteratively grow a parameterized quantum circuit by placing and removing gates in a way that empirically leads to lower loss function values. Unlike traditional approaches that train just continuous parameters in a fixed structure circuit, VAns also trains discrete parameters, e.g., gate placement or type of gate, to explore the architecture hyperspace. In Supplementary Note 5, we apply our theoretical results in this compiling scenario.

The training set for compilation is of the form $\{|\psi_i\rangle, U|\psi_i\rangle\}_{i=1}^{N}$ consisting of input states $|\psi_i\rangle$ and output states obtained through the action of $U$. The $|\psi_i\rangle$ are drawn independently from an underlying data-generating distribution. In our numerics, we consider three such distributions: (1) random computational basis states, (2) random (non-orthogonal) low-entangled states, and (3) Haar random $n$-qubit states. Note that states in the first two distributions are easy to prepare on a quantum computer, whereas states from the last distribution become costly to prepare as $n$ grows. As the goal is to train $V(\alpha)$ to match the action of $U$ on the training set, we define the loss function as the squared distance between $U|\psi_i\rangle$ and $V(\alpha)|\psi_i\rangle$, i.e.,

$$\ell(\alpha; |\psi_i\rangle, U|\psi_i\rangle) = \langle U|\psi_i\rangle \langle U | V(\alpha)|\psi_i\rangle - |\langle V(\alpha)|\psi_i\rangle|_2^2.$$  

This leads to the empirical risk

$$R_3(\alpha) = \frac{1}{N} \sum_{i=1}^{N} \left| \left| U|\psi_i\rangle \langle \psi | U^T \rangle - V(\alpha)|\psi_i\rangle \langle \psi | V(\alpha) \right| \right|^2,$$

(11)

where $|| \cdot ||_2$ indicates the trace norm.

Figure 3 shows our numerical results. As predicted by our analytical results, we can, with high success probability, accurately compile the QFT when training on a data set of size polynomial in the number of qubits. Our numerical investigation shows a linear scaling of the training requirements when training on random computational basis states. This better than the quadratic scaling implied by a direct application of our theory, which holds for any arbitrary data-generating distribution. Approximate implementations of QFT with a reduced number of gates \textsuperscript{71}, combined with our results, could help to further study this apparent gap theoretically. When training on Haar random states, our numerics suggest that an even smaller number of training data points is sufficient for good generalization: Up to $n=9$ qubits, we generalize well from a constant number of training data points, independent of the system size.

Even more striking are our results when initializing close to the solution. In this case, as shown in Fig. 4, we find that two training data points suffice to obtain accurate generalization, which holds even up to a problem size of 40 qubits. Our theoretical results in Theorem 3 do predict reduced training requirements when initializing near the solution. Hence, the numerics are in agreement with the theory, although they paint an even more optimistic picture and suggest that further investigation is needed to understand why the training data requirements are so low. While the assumption of initialization near the solution is only viable assuming additional prior knowledge, it could be justified in certain scenarios. For example, if the unitaries to be compiled depend on a parameter, e.g., time, and if we have already compiled the unitary for one parameter setting, we might use this as initialization for unitaries with a similar parameter.

**Discussion**

We conclude by discussing the impact of our work on specific applications, a comparison to prior work, the interpretation of our results from the perspective of quantum advantage, and some open questions.

We begin with a discussion of the impact on specific applications. Quantum phase classification is an exciting application of QML, to which Ref. \textsuperscript{45} has successfully applied QCNNs. However, Ref. \textsuperscript{45} only provided a heuristic explanation for the good generalization performance of QCNNs. Here, we have presented a rigorous theory that encompasses QCNNs and explains their performance, and we have confirmed it numerically for a fairly complicated class diagram and a wide range of system sizes. In particular, our analysis allows us to go beyond the specific model of QCNNs and extract general principles for how to ensure good generalization. As generating training data for this problem asks an experimenter to prepare a variety of states from different phases of matter, which will require careful tuning of different parameters in the underlying Hamiltonian, good generalization guarantees for small training data sizes are crucial to allow for the implementation of phase classification through QML in actual physical experiments.

Several successful protocols for unitary compiling make use of training data \textsuperscript{84,85}. However, prior work has relied on training data sets whose size scaled exponentially with the number of qubits. This scaling is problematic, both because it suggests a similarly bad scaling of the computational complexity of processing the data and because generating training data can be expensive in actual physical implementations. Our generalization bounds provide theoretical guarantees on the performance that unitary compiling with only polynomial-size training data can achieve, for the relevant case of efficiently implementable target unitaries. As we have numerically demonstrated in the case of the Quantum Fourier Transform, this significant reduction in training data size makes unitary compiling scalable beyond what previous approaches could achieve. Moreover, our results provide new insight into why the VAns algorithm \textsuperscript{70} is successful for unitary compiling. We believe that the QML perspective on unitary compiling advocated for in this work will lead to new and improved ansätze, which could scale to even larger systems.

Recent methods for variational dynamical simulation rely on quantum compiling to compile a Trotterized unitary into a structured ansatz with the form of a diagonalization \textsuperscript{48,49,72,73}. This technique allows for quantum simulations of times longer than an iterated Trotterization because parameters in the diagonalization may be changed by hand to provide longer-time simulations with a fixed depth circuit. We expect the quantum compiling results presented here to carry over to
effort has been made to solve this problem on classical computers recently, it was proposed to use near-term quantum computers to partially leading to faster classical discovery of quantum codes. More qubits.

machine learning problem, since computing the average code involves training data (e.g., chosen from a 2-design). Significantly, on system size with random computational basis inputs (solid lines), $N_{\text{min}}$ scales linearly in $n$. When training on examples with Haar random inputs (dashed lines), $N_{\text{min}}$ is constant up to system size $n=9$. In Panel (b), for $n=9$ qubits, we plot the prediction error of successfully trained (training cost $<10^{-4}$) runs for 8 training data sets with $N=16$ to $N=30$ random computational basis inputs. Panel (c) shows the dependence of the testing error on the reciprocal of the training error for different training data sizes, in the case of 9 qubits. Here, the data consisted of random computational basis states and the corresponding outputs. As $N$ increases, small training error becomes a more reliable predictor for small testing error. Each subplot shows 8 different training runs, trained on different training data sets.

this application. This will allow these variational quantum simulation methods to use fewer training resources (either input-output pairs, or entangling auxiliary systems), yet still achieve good generalization and scalability.

Discovering quantum error correcting codes can be viewed as an optimization problem. Furthermore, it can be thought of as a machine learning problem, since computing the average fidelity of the code involves training data (e.g., chosen from a 2-design). Significant effort has been made to solve this problem on classical computers. Such approaches can benefit from our generalization bounds, potentially leading to faster classical discovery of quantum codes. More recently, it was proposed to use near-term quantum computers to find such codes. Again, our bounds imply good generalization performance with small training data for this application, especially for QCNNs, due to their logarithmic number of parameters.

Finally, autoencoders and generative adversarial networks (GANs) have recently been generalized to the quantum setting. Both employ training data, and hence our generalization bounds provide quantitative guidance for how much training data to employ in these applications. Moreover, our results can provide guidance for ansatz design. While there is no standard ansatz yet for quantum autoencoders or quantum GANs, ansatze with a minimal number of parameters will likely lead to the best generalization performance.

Next, we give a comparison to previously known results. Some prior works have studied the generalization capabilities of quantum models, among them the classical learning-theoretic approaches of, the more geometric perspective of, and the information-theoretic technique of. Independently of this work, Ref. also investigated covering numbers in QMLMs. However our bounds are stronger, significantly more general, and broader in scope. We give a detailed comparison of our results to related work in Supplementary Note 1.

To view our results in the context of the quest for quantum advantage, it is important to note that we do not prove a quantum advantage of quantum over classical machine learning. However, generalization bounds for QMLMs are necessary to understand their potential for quantum advantage. Namely, QMLMs can outperform classical methods, assuming both achieve small training error, only in scenarios in which QMLMs generalize well, but classical ML methods do not. We therefore consider our results a guide in the search for quantum advantage of QML: We need to identify a task in which QMLMs with few trainable gates achieve small training error, but classical models need substantially higher model complexity to achieve the same goal. Then, our bounds guarantee that the QMLM performs well also on unseen data, but we expect the classical model to generalize poorly due to the high model complexity.

We conclude with some open questions. For QMLMs with exponentially many independently trainable gates, our generalization error bounds scale exponentially with $n$, and hence we do not make non-trivial claims about this regime. However, this does not yet imply that exponential-size QMLMs have bad generalization behavior. Whether and under which circumstances this is indeed the case is an interesting
open question (e.g., see \cite{17, 18} for some initial results). More generally, one can ask: Under what circumstances will a QMLM, even one of polynomial size, outperform our general bound. For example, if we have further prior knowledge about the loss, arising from specific target applications, it might be possible to use this information to tighten our generalization bounds. Moreover, as our generalization bounds are valid for arbitrary data-generating distributions, they may be overly pessimistic for favorable distributions. Concretely, in our numerical experiments for unitary compiling, highly entangled states were more favorable than especially efficiently preparable states from the perspective of generalization. It may thus be interesting to investigate distribution-specific tightenings of our results. Finally, it may be fruitful to combine the generalization bounds for QMLMs studied in this work and the effect of data encodings in \cite{19} to yield a better picture on generalization in quantum machine learning.

Methods

This section gives an overview over our techniques. First, we outline the proof strategy that leads to the different generalization bounds stated above. Second, we present more details about our numerical investigations.

Analytical methods

An established approach to generalization bounds in classical statistical learning theory is to bound a complexity measure for the class under consideration. Metric entropies, i.e., logarithms of covering numbers, quantify complexity in exactly the way needed for generalization bounds, as one can show using the chaining technique from the theory of random processes \cite{20, 21}. Therefore, a high level view of our proof strategy is: We establish novel metric entropy bounds for QMLMs and then combine these with known generalization results from classical learning theory. The strongest form of our generalization bounds is the following.

**Theorem 5. (Mother theorem).** Consider a QMLM with an arbitrary number of parameterized local quantum channels, where for each $T > 0$, we have $G_T$ different QMLM architectures with $T$ trainable local gates. Suppose that after optimizing on the training data, the QMLM has $T$ independently parameterized local quantum channels, where the $t$-th channel is reused at most $M_t$ times and is changed by $\Delta_t$ during the optimization. Without loss of generality, assume $\Delta_{t_1, \ldots, t_N}$. Then with high probability over input training data of size $N$, we have

$$\text{gen}(\alpha^*) \leq C \left( \min_{K} f(K) + \sqrt{\frac{\log(G_T^n)}{N}} \right),$$

where $f(K) = \sqrt{\frac{\log(M^n)}{T}} + \sum_{t=1}^{T} M_{N_t}$. We give a detailed proof in Supplementary Note 3. Here, we also describe a variant in case the loss function cannot be evaluated exactly, but only estimated statistically. Here, we present only a sketch of how to prove Theorem 5.

Before the proof sketch, however, we discuss how Theorem 5 relates to the generalization bounds stated above. In particular, we demonstrate how to obtain Theorems 1, 2, 3, and 4 as special cases of Theorem 5.

In the scenario of Theorem 1, the QMLM architecture is fixed in advance, each trainable map is only used once, and we do not take properties of the optimization procedure into account. In the language of Theorem 5, this means: There exists a single $T > 0$ with $G_T = 1$ and we have $G_T = 0$ for all $T > T$. Also, $M_T = 1$. And instead of taking the minimum over $K = 1, \ldots, T$, we consider the bound for $K = T$. Plugging this into the generalization bound of Theorem 5, we recover Theorem 1.

Similarly, Theorem 5 implies Theorems 2, 3, and 4. Namely, if we take $G_T = 1$ and $G_T = 0$ for all $T > T$, and evaluate the bound for $K = T$, we recover Theorem 2. Choosing $G_T = 1$ and $G_T = 0$ for all $T > T$, the bound of Theorem 5 becomes that of Theorem 3. Finally, we can obtain Theorem 4 by bounding the minimum in Theorem 5 in terms of the expression evaluated at $K = T$.

Now that we have established that Theorem 5 indeed implies generalization bounds for all the different scenarios depicted in Fig. 1, we outline its proof. The first central ingredient to our reasoning are metric entropy bounds for the class of all $n$-qubit CPTP maps that a QMLM as described in Theorem 5 can implement. where the distance between such maps is measured in terms of the diamond norm. Note: The trivial metric entropy bound obtained by considering this class of maps as compact subset of an Euclidean space of dimension exponential in $n$ is not sufficient for our purposes since it scales exponentially in $n$. Instead, we exploit the layer structure of QMLMs to obtain a better bound. More precisely, we show: If we fix a QMLM architecture with $T$ trainable 2-qubit maps and a number of maps $0 \leq K \leq T$, and we assume (data-dependent) optimization distances $\Delta_{t_1, \ldots, t_N}$, then it suffices to take $(\gamma/KM)$-covering nets for each of the sets of admissible 2-qubit CPTP maps for the first $K$ trainable maps to obtain a $(\epsilon + \sum_{K} M_{N_t})$-covering net for the whole QMLM. The cardinality of a covering net built in this way, crucially, is independent of $n$, but depends instead on $K, M, T$. In detail, its logarithm can effectively be bounded as $\leq O(K \log(MT/\epsilon))$. This argument directly extends from the 2-local to the $k$-local case, as we describe in Supplementary Note 3.

Now we employ the second core ingredient of our proof strategy. Namely, we combine a known upper bound on the generalization error in terms of the expected supremum of a certain random process with the so-called chaining technique. This leads to a generalization error bound in terms of a metric entropy integral. As we need a non-standard version of this bound, we provide a complete derivation for this strengthened form. This then tells us that, for each fixed $T, M, K,$ and $\Delta_{t_1, \ldots, t_N}$, using the covering net constructed above, we can bound the generalization error as

$$\text{gen}(\alpha^*) \leq C \sqrt{\frac{\log(M^n)}{T}} + \sum_{t=1}^{T} M_{N_t},$$

with high probability.

The last step of the proof consists of two applications of the union bound. The first instance is a union bound over the possible values of $K$. This leads to a generalization error bound in which we minimize over $K = 0, \ldots, T$. So far, however, the bound still applies only to any QMLM with fixed architecture. We extend it to variable QMLM architectures by taking a second union bound over all admissible numbers of trainable gates $T$ and the corresponding $G_T$ architectures. As this is, in general, a union bound over countably many events, we have to ensure that the corresponding failure probabilities are summable. Thus, we invoke our fixed-architecture generalization error bound for a success probability that is proportional to $(G_T^n)^{-1}$. In that way, the union bound over all possible architectures yields the logarithmic dependence on $G_T$ in the final bound and completes the proof of Theorem 5.

**Numerical methods**

This section discusses numerical methods used throughout the paper. The subsections give details on computational techniques applied to phase classification of the cluster Hamiltonian in Eq. (9) and Quantum Fourier Transform compilation.

**Phase classification.** The training and testing sets consist of ground states $|\psi_G\rangle$ of the cluster Hamiltonian in Eq. (9), computed for different coupling strengths $(J, J_h)$. The states $|\psi_G\rangle$ were obtained with the translation invariant Density Matrix Renormalization Group \cite{22}. The states in the training set (represented by blue crosses in Fig. 2a) are chosen to be away from phase transition lines, so accurate description of the ground states is already achieved at small bond dimension $\chi$. That value determines the cost of further computation involving the states $|\psi_G\rangle$ and we keep it small for efficient simulation.
We use Matrix Product State techniques\(^3\) to compute and optimize the empirical risk in Eq. (10). The main part of that calculation is the simulation of the action of the QCNN \(\mathcal{E}_{\mathbf{\alpha}}^{\text{QCNN}}\) on a given ground state \(\ket{\psi_i}\). The map \(\mathcal{E}_{\mathbf{\alpha}}^{\text{QCNN}}\) consists of alternating convolutional and pooling layers. In our implementation the layers are translationally invariant and are represented by parameterized two-qubit gates. The action of a convolutional layer on an MPS amounts to updating two nearest neighbor MPS tensors in a way similar to the time-evolving block decimation algorithm\(^4\). The pooling layer is simulated in two steps. First, we simulate the action of all two-qubit gates on an MPS. This is analogous to the action of a convolutional layer, but performed on a different pair of nearest neighbor MPS tensors. This step is followed by a measurement of half of the qubits. We use the fact that the MPS can be written as a unitary tensor network and hence allows for perfect sampling techniques\(^5\). The measurement step results in a reduction of the system size by a factor of two.

We repeat the application of convolutional and pooling layers using the MPS as described above until the system size becomes small enough to allow for an exact description. A few final layers are simulated in a standard way and the empirical risk is given by a two-qubit measurement according to the label \(y_i\), as in Eq. (10). The empirical risk is optimized with the Simultaneous Perturbation Stochastic Approximation algorithm\(^6\). We grow the number of shots used in pooling layer measurements as the empirical risk is minimized. This results in a shot-frugal optimization\(^7\), as one can control the accuracy of the gradient based on the current optimization landscape.

**Unitary compiling.** In the numerical results section, we show that the task of unitary compilation can be translated into minimization of the empirical risk \(R_{\mathbf{\alpha}}(\mathbf{\theta})\) defined in Eq. (11). Here, \(\mathbf{\alpha} = (\mathbf{\theta}, \mathbf{k})\) denotes a set of parameters that specifies a trainable unitary \(V(\mathbf{\alpha})\). The optimization is performed in the space of all shallow circuits. It has discrete and continuous components. The discrete parameters \(\mathbf{k}\) control the circuit layout, that is, the placement of all gates used in the circuit. Those gates are described by the continuous parameters \(\mathbf{\theta}\). The optimization \(\min_{\mathbf{\alpha}} R_{\mathbf{\alpha}}(\mathbf{\theta})\) is performed with the recently introduced VAns algorithm\(^8\).\(^9\). The unitary \(V(\mathbf{\alpha})\) is initialized with a circuit that consists of a few randomly placed gates. In subsequent iterations, VAns modifies the structure parameter \(\mathbf{k}\) according to certain rules that involve randomly placing a resolution of the identity and removing gates that do not significantly contribute to the minimization of the empirical risk \(R_{\mathbf{\alpha}}(\mathbf{\theta})\). The qFactor algorithm\(^10\), modified to work with a set of pairs of states as opposed to a target unitary, is used to optimize over continuous parameters \(\mathbf{\theta}\) for fixed \(\mathbf{k}\). This optimization is performed after each update to the structure parameter \(\mathbf{k}\). In subsequent iterations, VAns makes a probabilistic decision whether the new set of parameters \(\mathbf{\alpha}'\) is kept or rejected. This decision is based on the change in empirical risk \(R_{\mathbf{\alpha}}(\mathbf{\alpha}') - R_{\mathbf{\alpha}}(\mathbf{\theta})\), an artificial temperature \(T\), and a factor \(\Lambda\) that sets the penalty for growing the circuit too quickly. To that end, we employ a simulated annealing technique, gradually decreasing \(T\) and \(\Lambda\), and repeat the iterations described above until \(R_{\mathbf{\alpha}}(\mathbf{\theta})\) reaches a sufficiently small value.

Let us now discuss the methods used to optimize the empirical risk when \(V(\mathbf{\alpha})\) is initialized close to the solution. Here, we start with a textbook circuit for performing the QFT and modify it in the following way. First, the circuit is rewritten such that it consists of two-qubit gates only. Next, each two-qubit gate is replaced with \(u' = u e^{i\varphi}\), where \(h\) is a random Hermitian matrix and \(\varphi\) is chosen such that \(|u - u'| = \epsilon\) for an initially specified \(\epsilon\). The results presented in the numerical results section are obtained with \(\epsilon = 0.1\). The perturbation considered here does not affect the circuit layout and hence the optimization over continuous parameters \(\mathbf{\theta}\) is sufficient to minimize the empirical risk \(R_{\mathbf{\alpha}}(\mathbf{\theta})\). We use qFactor to perform that optimization.
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