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Abstract. We classify degenerate singular points of $\mathbb{C}^2$-actions on complex surfaces.

1. Introduction

The notion of germ of semicomplete vector field was introduced in [20] essentially as an obstruction to the realization problem for the given germ by an actual complete holomorphic vector field on some suitable manifold. In other words, if a germ of vector field is not semicomplete, then it cannot be realized as a singular point of a complete vector field on any complex manifold. In dimension 2, (germs of) semicomplete holomorphic vector fields were classified in [20], [6], and [21]. Apart from singular points where the vector field has at least one eigenvalue different from zero, this classification is summarized by Table 1 in Section 2.

Although the mentioned classification provides very accurate normal forms, a few interesting questions can still be formulated. We may ask for example if the “invertible” multiplicative function appearing in several entries of the mentioned table can be made constant. The answer to this question is in general negative, as already follows from [6], but additional information is provided in Section 3 and especially by Proposition 4.1. Similarly, still considering Table 1, we note the presence of vector fields with non-isolated singularities whose underlying foliation is not linearizable (item 10 in Table 1). A first motivation to this work was then to consider pairs of commuting (semicomplete) vector fields and check the extent to which the existence of this additional symmetry further rigidifies the corresponding germs. This motivation is compounded by the observation that most of the models in Table 1 possess non-constant first integrals since the existence of non-trivial centralizers is a typical property of integrable systems.

Whereas some additional motivations arising from singular spaces and/or commuting vector fields in dimension 3 will also be mentioned below, let us first explain the main results obtained in this paper. Our main purpose is to classify all pairs $X, Y$ forming a rank 2 system of commuting semicomplete vector fields on a neighborhood of $(0,0) \in \mathbb{C}^2$, where by rank 2 system it is meant that $X$ and $Y$ are not linearly dependent everywhere. In the sequel, the search for this classification will be referred to as the centralizer problem. Note that the above mentioned invertible multiplicative function appearing in front of the models in Table 1 significantly adds to the difficulty of the centralizer problem as it can be inferred from a simple computation of the bracket of two vector fields. The purpose of this paper is to provide an accurate solution to the centralizer problem whose content is summarized by Main Theorem below.

Before stating our classification result, it is however convenient to introduce some terminology. One of the most interesting cases appearing in Main Theorem, as well as in Table 1, involves vector fields whose underlying foliations are determined by a holomorphic 1-form $\omega$ admitting the normal form

\begin{equation}
\omega = mx(1 + \text{h.o.t.}) \, dy + ny(1 + \text{h.o.t.}) \, dx
\end{equation}
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where h.o.t. stands for higher order terms and with strictly positive integers $m, n$. In the sequel we will also use the phrase Martinet-Ramis foliations to refer to the collection of foliations described in Equation (1) since they are thoroughly studied in [17]. Table I tells us in particular that there are non-linearizable Martinet-Ramis foliations associated with semicomplete vector fields having curves of singular points. Furthermore these foliations admit only constant first integrals.

The main result of this paper is therefore the following one:

**Main Theorem.** Suppose that $X, Y$ form a rank 2 system of commuting semicomplete holomorphic vector fields on $(\mathbb{C}^2, 0)$. Assume also that the eigenvalues of both $X$ and $Y$ at the origin are zero. Then there are coordinates $(x, y)$ where the pair $X, Y$ admits one of the following normal forms (up to linear combination): :

1. $X = y^n \partial / \partial x$ and $Y = y(a(x, y)\partial / \partial x + b(y)\partial / \partial y)$ where $b(y) = \alpha y + \text{h.o.t.}$ with $\alpha \in \mathbb{C}^*$ and $a(x, y) = 1 + \alpha nx + x\gamma(y) + s(y)$ where $r, s$ are holomorphic functions satisfying $r(0) = s(0) = 0$.
2. $X = x^2 \partial / \partial x$ and $Y = y^2 \partial / \partial y$.
3. $X = y^n \partial / \partial x$ and $Y = y(nx\partial / \partial x + y\partial / \partial y)$ where $n \in \mathbb{N}^*$, $n \geq 2$. If $n = 1$, then we have
   
   $X = c_1 y\partial / \partial x + c_2 x(x\partial / \partial x + y\partial / \partial y)$ and $Y = y(x\partial / \partial x + y\partial / \partial y)$
   
   with $c_1, c_2 \in \mathbb{C}$.

4. $X = g_1(xy^n) y^n x^2 \left[ \frac{\partial}{\partial x} + y^{n+1}g_2(xy^n) \left( nx \frac{\partial}{\partial x} - \frac{y}{y} \frac{\partial}{\partial y} \right) \right]$
   
   and $Y = y(nx\partial / \partial x + y\partial / \partial y)$, where $n \in \mathbb{N}^*$ and $g_1, g_2$ are holomorphic functions of a single variable with $g_1(0) = 1$ and $g_1'(0) = g_2(0) = 0$;

5. $X = x^2 \partial / \partial x$ and $Y = x(ny - (n + 1)x)\partial / \partial x - y^2\partial / \partial y$ where $n \in \mathbb{N}$.

6. $X = (y - 2y^2)\partial / \partial x - 2xy\partial / \partial y$ and $Y = y(x\partial / \partial x + y\partial / \partial y)$.

7. Both $X$ and $Y$ have linearizable Martinet-Ramis singularities at the origin and their associated foliations have the same eigenvalues $m, -n$ $(m, n \in \mathbb{N}^*)$. Moreover there are non-negative integers $a, b, a_\mu, b_\mu$ satisfying:
   1. $am - bn = \pm 1$ and $(a, b) = k_1(m, n) + (a_\mu, b_\mu)$, $k_1 \in \mathbb{N}$.
   2. the function $(x, y) \mapsto x^{a_\mu} y^{b_\mu} / x^m y^n$ is strictly meromorphic.

With the preceding notation, $X$ and $Y$ takes respectively on the forms

$$X = x^n y^{[nx\partial / \partial x - ny\partial / \partial y]}$$

$$Y = x^n y^{b_1(x^n y^m)} [nx\partial / \partial x - ny\partial / \partial y + x^{-a_\mu} y^{-b_\mu} u_2(x^n y^m) (bx\partial / \partial x - ay\partial / \partial y)]$$

where $u_1, u_2$ are holomorphic functions of a single variable, with $u_1(0) = 1$, and $u_2$ such that the map $(x, y) \mapsto x^{-a_\mu} y^{-b_\mu} u_2(x^n y^m)$ is holomorphic of order at least 1 at the origin.

Conversely all of the above models yield rank 2 systems of commuting semicomplete vector fields.

**Remark 1.1.** In the above list the reader will note that Cases (iii) and (vi) have a common core when $n = 1$ though it seems to be preferable to state the classification in the above form as opposed to try to merge these two cases into a single one. The issue relating these two items arises from the general considerations at the beginning of Section 2 cf. in particular Equation (3). In fact, for $n = 1$, the vector field $y(x\partial / \partial x + y\partial / \partial y)$ admits $x/y$ as first integral and, once multiplied by $x/y$, yields the vector field $x(x\partial / \partial x + y\partial / \partial y)$ which is still holomorphic. In particular, the vector fields $x(x\partial / \partial x + y\partial / \partial y)$ and $y(x\partial / \partial x + y\partial / \partial y)$ must commute (Equation (3)). Now, just note that the vector fields $x(x\partial / \partial x + y\partial / \partial y)$, $(y - 2x^2)\partial / \partial x - 2xy\partial / \partial y$, and $y\partial / \partial x$ are linearly dependent over $\mathbb{C}$ and all of them commute with $y(x\partial / \partial x + y\partial / \partial y)$. Naturally the vector fields $x(x\partial / \partial x + y\partial / \partial y)$ and $y(x\partial / \partial x + y\partial / \partial y)$ do not form a rank 2 commutative systems and this is the reason why they do not appear together in the above list.
The alternative in Case (iii) can similarly be explained. For \( n = 1 \), both vector fields \( y\partial/\partial x \) and \( x(x\partial/\partial x + y\partial/\partial y) \) commute with \( y(x\partial/\partial x + y\partial/\partial y) \). As a side note, for arbitrary \( n \in \mathbb{N}^* \), the vector field \( y(nx\partial/\partial x + y\partial/\partial y) \) admits \( x/y^n \) as first integral though the product \( y(x\partial/\partial x + y\partial/\partial y) \) by \( x/y^n \) is not holomorphic unless \( n = 1 \). Yet, \( x/y^n \) times \( y^a\partial/\partial x \) yields the vector field \( x\partial/\partial x \) which, albeit holomorphic, possesses one eigenvalue different from zero at the origin and hence is excluded from the classification in Main Theorem.

Also Case (iv) with \( g_1 \) constant equal to 1 and \( g_2 \) identically zero and Case (v) share a common nature. Indeed, \( (n + 1)x^2\partial/\partial x \) commutes with \( y^n x^2\partial/\partial x \) for the evident reasons (Equation (3)) while the sum of \( x(ny - (n + 1)x)\partial/\partial x - y^2\partial/\partial y \) and \( (n + 1)x^2\partial/\partial x \) yields \( y(nx\partial/\partial x - y\partial/\partial y) \).

A last needed comment about the classification above still concerns Case (iii) when \( n = 1 \). Precisely, according to Main Theorem, for every choice of coefficients \( c_1, c_2 \), the vector field

\[
X = c_1 y\partial/\partial x + c_2 x(x\partial/\partial x + y\partial/\partial y)
\]

is semicomplete. This assertion however can easily be justified, in fact, it suffices to show that the vector fields \( y\partial/\partial x + cx(x\partial/\partial x + y\partial/\partial y) \) are semicomplete for every \( c \neq 0 \). By blowing-up these vector fields, the last assertion turns out to be equivalent to showing that all the vector fields of the form

\[
x^2\partial/\partial x - (xy + cy^2)\partial/\partial y
\]

are semicomplete. For this, it suffices to note that the linear change of coordinates \((u, v) \mapsto (-cu/2, v) = (x, y)\) conjugates these vector fields to the “parabolic quadratic vector field” \( x^2\partial/\partial x - y(x - 2y)\partial/\partial y \) of Table 1 (\( n = 1 \)).

An immediate consequence of Main Theorem is that only linearizable Martinet-Ramis singularities exist in the context of rank 2 commuting vector fields. It also shows that the invertible function appearing in front of several vector fields in Table 1 can now be made constant though, in this respect, Proposition 1.1 already sharpens Table 1 to a certain extent. On the other hand, the statement of Main Theorem suggests that Martinet-Ramis singularities are somehow special which hardly come as a surprise since they are the basic building blocks of more general singularities in Table 1 (see [20], [6], [21] or the more general “birational point of view” of [13]).

As a side notice about Main Theorem and some possible extensions, we remind the reader that the study of pairs of commutative semicomplete germs of vector fields in dimension 3 is of particular importance, not least because known examples include Lins-Neto’s examples for the Painlevé problem, (see [15] and [8]), as well as several equations in Chazy’s list, see [12]. These pairs of vector fields defined on \((\mathbb{C}^3, 0)\) however always leave invariant an (singular) analytic surface through the origin, owing to the main result of [23]. As matter of fact, the restriction of the vector fields in question to this invariant surface provides significant information on the initial action and, in turn, hints at the interest of extending Main Theorem to singular surfaces along the lines of the birational theory of semicomplete vector fields in [13] and [11]. Finally, from a more technical standpoint, the problem of understanding the structure of commuting vector fields - regardless of whether or not they are semicomplete - has a number of potential applications. Furthermore, by arguing as in [13] and relying on Seidenberg’s theorem [21], in most cases this local problem will only involve vector fields associated with Martinet-Ramis singularities. In this sense the method used in Section 5 to deal with vector fields associated with Martinet-Ramis singularities may provide some insight on the corresponding vector fields beyond the scope of the semicomplete situation emphasized in this work.

Another interesting problem that unfortunately will mostly be left out of this work concerns what may be called the realization problem. It consists of realizing the semicomplete models provided by Main Theorem (or even by Table 1 in the case of single vector field) as a singular point of a complete flow on some complex surface, not necessarily compact. If we restrict ourselves to compact surfaces then all models that are realizable are known as a consequence of the classification theorem of Dloussky, Oeljeklaus and Toma [4], [5]; see also [11]. In the general case some additional information is known in connection with “elliptic models” in Table 1 and...
elliptic surfaces, cf. [6], and this topic will further be developed in Section 3. There is however no doubt that the realization problem deserves a more detailed treatment than the one provide in this paper.

Let us finish this introduction by briefly outlining the structure of the paper. Section 2 contains a number of basic facts that will be used in the course of this article. The highlight of this section is Table 1 summarizing the classification of germs of semicomplete vector fields in dimension 2.

Section 3 is primarily devoted to the centralizer problem involving the “elliptic vector fields” in Table 1. The method used there relies on the realization of the corresponding germs as complete vector fields on open elliptic surfaces as pointed out in [6]. The main result of the section is Proposition 3.1 explaining why these vector fields have no place in Main Theorem. Collateral results in this section show, in particular, that elliptic vector fields do admit non-trivial centralizers in the meromorphic category. A natural globalization of the resulting pair of meromorphic vector fields is also indicated in the section which finishes with a similar - though shorter - discussion of Hirzebruch surfaces and the realization problem involving parabolic vector fields.

Section 4 contains Proposition 4.1 which, plainly put, improves Table 1 in regard to the invertible functions “$f$” appearing in this table. There follows from Proposition 4.1 that the function “$f$” can be assumed constant in certain cases and this, along with previously established results, allows us to reduce the proof of Main Theorem to the cases in which the associated foliations are either regular or of Martinet-Ramis type. The section then finishes by completing this discussion in the case where one of the foliations is regular. Finally Section 5 is entirely devoted to finishing off the proof of Main Theorem by studying the case in which the foliations associated with the pair of vector fields $X$ and $Y$ are of Martinet-Ramis type.

2. Basic issues of local nature

This section contains a review of the material needed in the course of this paper. Whereas a good part of this material revolves around semicomplete vector fields and “maximal local actions”, we will begin with a couple of elementary observations about commuting vector fields which will be used throughout this paper.

Assume then that $X$ and $Y$ are holomorphic vector fields defined on a neighborhood of $(0,0) \in \mathbb{C}^2$. Assume also that they are linearly independent at generic points (i.e. away from a proper analytic subset). If $Z$ is another holomorphic vector field defined around $(0,0) \in \mathbb{C}^2$, there are uniquely defined meromorphic functions $f$ and $g$ such that $Z = fX + gY$. Indeed, setting $X = A\partial/\partial x + B\partial/\partial y$, $Y = C\partial/\partial x + D\partial/\partial y$ and $Z = P\partial/\partial x + Q\partial/\partial y$, we obtain:

$$f = \frac{PD - QC}{AD - BC} \quad \text{and} \quad g = \frac{QA - PB}{AD - BC}.$$  

(2)

The above formula allows us to describe all vector fields commuting with a given vector field $X$ provided that we know one vector field $Y$ commuting with $X$ and not everywhere parallel to $X$. In fact, for $Z = fX + gY$ we have

$$[X, Z] = [X, fX + gY] = \frac{\partial f}{\partial X} X + \frac{\partial g}{\partial X} Y,$$

(3)

since $[X, Y] = 0$. Since $X$ and $Y$ are linearly independent at generic points, there follows that $[X, Z] = 0$ if and only if both $\partial f/\partial X$ and $\partial g/\partial X$ are identically zero. In other words, a vector field $Z = fX + gY$ commutes with $X$ if and only if $f$ and $g$ are first integrals of $X$.

Having made the above remarks, consider now a holomorphic vector field $X$ defined on an open set $U$ of some complex manifold. Recall that $X$ is said to be semicomplete on $U$ if for every point $p \in U$ there exists a solution of $X$, $\phi : V_p \subset \mathbb{C} \to U$, $\phi(0) = p$, $\phi(T) = X(\phi(T))$, such that whenever $\{T_i\} \subset \mathbb{C}$ converges to a point $\hat{T}$ in the boundary of $V_p$, the corresponding sequence $\phi(T_i)$ leaves every compact subset of $U$. In this way $\phi : V_p \subset \mathbb{C} \to U$ is a maximal solution of $X$ in a sense similar to the notion of “maximal solutions” commonly used for real
differential equations. A semicomplete vector field on $U$ gives rise to a semi-global flow $\Phi$ on $U$. A useful criterion to detect semicomplete vector fields can be stated as follows. First consider a holomorphic vector field $X$ on $U$ and note that the local orbits of $X$ define a singular foliation $\mathcal{F}$ on $U$. A regular leaf $L$ of $\mathcal{F}$ is naturally a Riemann surface equipped with an Abelian 1-form $dT_L$ which is called the time-form induced on $L$ by $X$. Indeed, at a point $p \in L$ where $X(p) \neq 0$, $dT_L$ is defined by setting $dT_L(p).X(p) = 1$. Now, according to [20], if $c : [0, 1] \to L$ is an open (embedded) path then the integral
\[ \int_c dT_L \]
is different from zero provided that $X$ is semicomplete.

As an application of the above criterion note that an explicit integration shows that the vector field $z^k \partial/\partial z$ is not semicomplete on a neighborhood of $0 \in \mathbb{C}$ provided that $k \geq 3$. More generally given a holomorphic vector field of the form $h(z)\partial/\partial z$, this vector field can be written as $(z^k + \text{h.o.t.}) \partial/\partial z$, where $k$ is the order of $h$ at the origin. By using a “perturbation argument”, the following statements can then be proved (cf. [20] and [6]):

**Lemma 2.1.** Consider a holomorphic vector field $X = h(z)\partial/\partial z$ defined around $0 \in \mathbb{C}$. Then the following holds:

- If $h(0) = h'(0) = h''(0) = 0$, then $X$ is not semicomplete around $0 \in \mathbb{C}$;
- If $X$ is semicomplete and $h(0) = h'(0) = 0$, then the residue of $X$ around $0 \in \mathbb{C}$ is equal to zero.

Next let $G$ represent $\mathbb{C} \times \mathbb{C}$ as a Lie group. The notion of semi-global flow fits in the setting of “maximal local actions” in the sense of Palais, cf. [19] and [9]. Consider an open set $U$ of a complex manifold where a family $\lambda X + \mu Y$, $\lambda, \mu \in \mathbb{C}$ of pairwise commuting vector fields is defined. With $G \simeq \mathbb{C} \times \mathbb{C}$, we say that the family $\lambda X + \mu Y$ generates a maximal local action of $G$ if there exists a holomorphic map $\Phi : V \subset G \times U \to U$, $(0, 0) \times U \subset V$ satisfying the following conditions:

1. $\Phi((0, 0), p) = p$ for every $p \in U$ and $\Phi(((t_1, s_1), \Phi(((t_2, s_2), p)) = \Phi((t_1 + t_2, s_1 + s_2), p)$ provided that both sides are defined.
2. Given $p \in U$ and a sequence $\{((t_i, s_i))\}$, with $((t_i, s_i), p) \subset V$, verifying $\lim_{i \to \infty}(t_i, s_i) = (i, \hat{s}) \in \partial V$, the sequence $\Phi((t_i, s_i), p)$ must leave every compact set contained in $U$.

Note that the restriction of a maximal local action to every open subset of $U$ is still maximal on the set in question. In particular we can talk about germs of locally maximal actions in the same way we talk about germs of semi-complete vector fields.

The following lemma clarifies the nature of these definitions:

**Lemma 2.2.** Suppose that $X, Y$ are holomorphic vector fields satisfying $[X, Y] = 0$. Then the following are equivalent:

1. $X, Y$ are semi-complete.
2. The family $\lambda X + \mu Y$, $\lambda, \mu \in \mathbb{C}$, defines a maximal local action.
3. Every vector field $Z$ in the family $\lambda X + \mu Y$ is semicomplete.

**Proof.** Suppose that $X, Y$ are semi-complete and denote by $\Phi_X : \mathcal{V}_X \subset \mathbb{C} \times U \to U$ and by $\Phi_Y : \mathcal{V}_Y \subset \mathbb{C} \times U \to U$ their respective semi-global flows. Let us define $U \subset G \times U$ by saying that $(t, s, p)$ belongs to $U$ if and only if $(t, p)$ belongs to $\mathcal{V}_X$ and $(s, \Phi_X(t, p))$ belongs to $\mathcal{V}_Y$. Next let $U_0$ denote the connected component of $U$ containing $(0, 0) \times U$. Finally let $\Phi_G : U_0 \subset G \times U \to U$ be defined by $\Phi_G((t, s), p) = \Phi_Y(s, \Phi_X(t, p))$. Note that $\Phi_G$ defines a local $C^2$-action since $[X, Y] = 0$ which is clearly generated by the family $\lambda X + \mu Y$. In addition this local action is actually maximal since $X$ and $Y$ are semicomplete. This shows that (1) implies (2) in our statement. To check that (2) implies (3), fix $Z = \lambda X + \mu Y$. A semi-complete flow $\Phi_{\lambda X} : \mathcal{V}_{\lambda X} \subset \mathbb{C} \times U \to U$ (resp. $\Phi_{\mu Y} : \mathcal{V}_{\mu Y} \subset \mathbb{C} \times U \to U$) for $\lambda X$ (resp. $\mu Y$) can
therefore be obtained by suitable restriction of $\Phi_G$. Namely, given $p \in U$, the map $\Phi_{\lambda X}(t,p)$ coincides with $t \mapsto \Phi_G(\lambda t,0,p)$. Analogously $\Phi_{\mu Y}(s,p)$ coincides with $t \mapsto \Phi_G((0,\mu s),p)$. The fact that $\Phi_{\lambda X}$, $\Phi_{\mu Y}$ are semi-global flows is an immediate consequence of the fact that $\Phi_G$ is maximal. Finally to produce a semi-global flow $\Phi_Z$ associated to $Z$ it suffices to set $\Phi_Z(t,p) = \Phi_{\mu Y}(t,\Phi_{\lambda X}(t,p))$. Since it is clear that condition (3) implies condition (1), the proof of our lemma is over.

By virtue of the preceding lemma, we shall also say that the family $\lambda X + \mu Y$ is semicomplete to mean that it generates a maximal local action of $G \simeq \mathbb{C} \times \mathbb{C}$.

As mentioned, the classification of semicomplete holomorphic vector fields around the origin of $\mathbb{C}^2$ was obtained by Ghys and Rebelo in a series of papers ([20], [6], and [21]). The paper [13] casts these results in the far more general context of meromorphic vector fields, or rather birational theory of semicomplete vector fields. The results of [13] however will not strictly be needed in what follows. In turn the results of [20], [6], and [21] are summarized by Table 1.
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**Remark 2.3.** In Table 1, $f$ always stands for the germ of an invertible holomorphic function. Furthermore,
In cases 1.a and 1.b we necessarily have $a \neq 0$ otherwise the resulting vector field $X$ would have non-zero eigenvalues at $(0,0) \in \mathbb{C}^2$.

- Parabolic vector fields only appear in the context of isolated singularities;
- Elliptic vector fields have a non-constant holomorphic first integral given, in each case, by the “polynomial raised to power $a$” in Table I. Accordingly, the singular point is isolated if and only if $a = 0$.

- In both parabolic and elliptic cases, the corresponding nilpotent vector fields can be obtained by collapsing $(-1)$-curves invariant by the associated foliations as follows:
  
  (1) In the parabolic case the nilpotent vector field 3 is obtained out of the quadratic vector field 2 by setting $n = 1$ and collapsing the resulting separatrix of self-intersection $-1$;
  
  (2) In the elliptic case the vector fields 5 and 6 have separatrices of self-intersection $-1$ as well. Once these are collapsed, the vector fields 8 and 9 arise;
  
  (3) The vector field 9 still possesses a separatrix with self-intersection $-1$ which can be collapsed to yield the vector field 7.
  
  (4) As previously said, Proposition 4.1 sharpens Table I in the sense that it shows that in the case of parabolic vector fields as well as in a sub-case of item 11 the corresponding invertible functions can always be made constant.

Let us close this section with a slightly technical lemma that will be useful for us to settle the centralizer problem in the case of commuting vector fields $X$ and $Y$ such that the foliation associated with, say, $X$ is regular.

**Lemma 2.4.** Assume that $Y$ is a (germ of) holomorphic semicomplete vector field whose eigenvalues at $(0,0)$ are both equal to zero (so that $Y$ admits one of the normal forms in Table I). Assume also the existence of local coordinates $(u,v)$ where $Y$ takes on the form

$$Y = A(u,v)\partial/\partial u + B(v)\partial/\partial v$$

where $A$ and $B$ are holomorphic functions. Then either the foliation associated with $Y$ is regular at the origin or $Y$ admits one of the following normal forms:

$(1) \; vh(v)[nu\partial/\partial u + v\partial/\partial v]$ where $h(0) \neq 0$ and $n \in \mathbb{Z}^*$.

$(2) \; h(v)[u(nv - (n + 1)u)\partial/\partial u + v^2\partial/\partial v]$ where $h(0) \neq 0$ and $n \in \mathbb{N}$.

**Proof.** Assume first that $Y$ has an isolated singularity at the origin. In this case, and in view of Table I, it suffices to show that $Y$ can neither take on any of the elliptic normal forms (in Table I) nor on the parabolic nilpotent vector field (item 3 in the mentioned table). For this we proceed as follows. Denote by $\mathcal{F}$ the foliation associated with $Y$. Note that in the $(u,v)$-coordinates the projection $(u,v) \mapsto v$ is transverse to $\mathcal{F}$ away from the invariant axis $\{v = 0\}$. In particular $\mathcal{F}$ possesses a smooth separatrix $\{v = 0\}$ and this suffices to rule out the nilpotent elliptic vector field with a cusp as separatrix, though we shall recover this fact from our more general argument.

Consider a leaf $L$ of $\mathcal{F}$ different from $\{v = 0\}$ and a loop $c : [0,1] \to L$ whose projection on the $u$-axis is denoted by $c_u$. Clearly the integral of the time-form $dT_L$ induced by $Y$ on $L$ over $c$ coincides with the integral of the form $dv/B(v)$ over $c_u$. Now we have:

**Claim.** The integral of $dv/B(v)$ over $c_u$ equals zero.

**Proof of the Claim.** Note that $B(0) = B'(0) = 0$ since both eigenvalues of $Y$ at the origin are equal to zero. Moreover, we must have $B''(0) \neq 0$ since otherwise there is an open path $\tau : [0,1] \to \{u = 0\}$ over which the integral of $dv/B(v)$ equals zero (cf. Lemma 2.1). The last possibility however cannot occur since a lift of $\tau$ in a leaf of $\mathcal{F}$ would provide us with an open path over which the integral of the corresponding time-form equals zero, hence contradicting the assumption that $Y$ is semicomplete.

We can then assume that $B(v) = v^2 + h.o.t.$ and the proof of the claim now follows from the following observation: if this integral is different from zero, then the endpoint of the loop can slightly be moved so as to produce a necessarily open path over which the integral of $dv/B(v)$
is zero (cf. again Lemma 3.1). By lifting the resulting open path in a leaf of $F$ we again obtain a contradiction with the fact that $Y$ is semicomplete. The claim is proved. □

Let us now show that $Y$ cannot take on any of the elliptic normal forms in Table 1. This is however an immediate consequence of Lemma 3.2 in the next section. Indeed, according to Lemma 3.2, given an elliptic vector field in Table 1, every neighborhood $U$ of $(0,0) \in \mathbb{C}^2$ contains loops $c : [0,1] \to U$ lying in leaves of the foliation associated with $Y$ over which the integral of the corresponding time-form is different from zero. This is clearly incompatible with the preceding claim.

To finish the proof of our lemma in the case of isolated singular points, it only remains to show that $Y$ cannot be conjugate to the nilpotent parabolic vector field in Table 1. Assume aiming at a contradiction that this was the case. In particular, we would have $\tilde{Y} = A(u,v)\partial/\partial u + B(v)\partial/\partial v$ with $A(u,v) = v + \text{h.o.t.}$ so that the blow-up $\bar{Y}$ of $Y$ is regular on the exceptional divisor. The foliation $F$ associated with $\bar{Y}$ has a unique singular point lying at the intersection of the exceptional divisor with the transform of the axis $\{v = 0\}$. In coordinates $(u,t)$ such that $\pi(u,t) = (u,ut)$, this intersection point is represented by the origin and $\bar{Y}$ is locally given by

$$\bar{Y} = A(u,tu)\partial/\partial u + \left[\frac{-t}{u}A(u,tu) + \frac{1}{u}B(tu)\right]\partial/\partial t.$$ 

This vector field has a quadratic singular point at $(0,0)$ and it must be conjugate to the quadratic parabolic vector field with $n = 1$, i.e. to the vector field $u(t - 2u)\partial/\partial u + t^2\partial/\partial t$ (item 2 in Table 1). In particular, the quadratic part of $\bar{Y}$ must be linearly conjugate to $u(t - 2u)\partial/\partial u + t^2\partial/\partial t$. However $B(tu)/u$ has order at least 3 so that the quadratic part of $\bar{Y}$ is actually given by $A_2(u,tu)\partial/\partial u - (tA_2(u,tu)/u)\partial/\partial t$, where $A_2(u,tu)$ stands for the quadratic part of the function $(u,t) \mapsto A(u,tu)$. Therefore, in terms of foliation, the foliation associated with the quadratic part of $\tilde{Y}$ is simply $u\partial/\partial u - t\partial/\partial t$ and hence not (linearly) conjugate to the foliation associated with $u(t - 2u)\partial/\partial u + t^2\partial/\partial t$. The resulting contradiction completes the proof of the lemma in the case of isolated singular points.

Finally let us consider the case in which $\bar{Y}$ possesses a curve of zeros through $(0,0) \in \mathbb{C}^2$. Since in $(u,v)$ coordinates every function $g$ dividing $Y$ depends only on the variable $v$, there follows that the zero-set of $Y$ consists of a single smooth component through $(0,0)$. This rule out all the elliptic cases (multiplied by first integrals) in Table 1. Thus the foliation associated with $Y$ is either regular at the origin or has integral eigenvalues $m,n$ with $mn \neq 0$. In the latter case, a direct inspection in Table 1 shows that $Y$ must admit the form indicated in item (1) above since, again, the zero-set of $Y$ is constituted by a single smooth component. This completes the proof of the lemma. □

3. Some global constructions

The purpose of this section is to solve the centralizer problem for the parabolic vector fields and the elliptic vector fields appearing in Table 1. The solution will be provided by means of a geometric construction of the corresponding flows so that the realization problem mentioned in the introduction will also be solved for the vector fields in question. The constructions carried out here have an inevitable overlap with the constructions conducted in [6] though the present version is slightly more accurate.

Let us begin with the case of elliptic vector fields where our purpose will be to prove the following proposition:

**Proposition 3.1.** Let $X$ be an elliptic vector field as in Table 1. Then there is no holomorphic vector field $Y$ forming a rank 2 system of commuting vector fields with $X$.

The discussion conducted below will be slightly more general than what is strictly needed to prove Proposition 3.1. In particular, we will show the existence of the mentioned vector field $Y$ in the meromorphic setting i.e. if we are allowed to consider negative values of the
exponent “a” in Table 1. We will also show that these meromorphic vector fields can be realized on compact surfaces (where it should be emphasized that the realization on compact surfaces is as meromorphic vector fields). Naturally the argument used at the beginning of Section 2 remains valid for meromorphic vector fields: once one vector field $Y$ for a rank 2 commuting system with $X$ is known, all other vector fields are obtained by means of the combinations

$$f_1 X + f_2 Y$$

where $f_1, f_2$ are meromorphic first integrals of $X$.

To prove Proposition 3.1 it suffices to deal with the case of quadratic elliptic vector fields since the nilpotent elliptic vector fields can be obtained by blowing-down the previous ones, cf. Remark 2.3. In turn, it suffices to consider the case of vector fields admitting $xy(x-y)$ as first integral since the remaining cases can similarly be treated. Let us then begin with

$$X = x(x - 2y) \partial / \partial x + y(y - 2x) \partial / \partial y.$$  

The foliation $\mathcal{F}$ associated with $X$ is given by the level curves of $xy(x-y)$. Thus $\mathcal{F}$ can be viewed in $\mathbb{C}P(2) \cong \mathbb{C}^2 \cup \Delta$ (where $\Delta \cong \mathbb{C}P(1)$ is the line at infinity) as the pencil of elliptic curves given in the initial affine $\mathbb{C}^2$ by $xy(x-y) = \alpha$, where $\alpha$ is a constant. The foliation $\mathcal{F}$ has therefore 3 singular points $p_1, p_2, p_3$ in the line at infinity $\Delta$ which correspond to the intersections of $\Delta$ with the $x$-axis, the line $\{x = y\}$, and the $y$-axis, respectively. Apart from the union of the invariant lines $\{y = 0\}$, $\{x = y\}$, and $\{x = 0\}$ all the elliptic curves in the pencil in question pass through each of the singular points $p_i$ intersecting $\Delta$ with multiplicity 3, $i = 1, 2, 3$.

To describe the structure of $\mathcal{F}$ and of $X$ around the singular points $p_i$, $i = 1, 2, 3$, we perform the standard change of variables $(u, v) \rightarrow (1/u, v/u) = (x, y)$ so that $p_1$ coincides with the origin of the $(u, v)$-coordinates. The first integral characterizing the leaves (elliptic curves) of $\mathcal{F}$ then becomes $v(v-1)/u^3$ while the vector field $X$ is now given by

$$X_0 = \frac{1}{u} \left[ u(1 - 2v) \frac{\partial}{\partial u} + 3v(v-1) \frac{\partial}{\partial v} \right].$$

In particular, $X_0$ has poles of order 1 over $\Delta$. Since over a leaf of $\mathcal{F}$ we have $v(v-1) = \alpha u^3$, there follows easily that the restriction of $X_0$ to one of these leaves is actually regular (non-zero) at the origin: it suffices to parameterize the leaf under the form $u = t$ and $v = \alpha t^3(1 + \text{h.o.t.})$, $\alpha \neq 0$. The analogous computations also show that the restriction of $X_0$ to a leaf of $\mathcal{F}$ is regular at the points $p_2$ and $p_3$ as well. In other words, the restriction of $X$ to a non-degenerate elliptic curve in the pencil defined by $\mathcal{F}$ is a nowhere zero holomorphic vector field.

Up to blowing up each of the points $p_i$ three times, the pencil $\mathcal{F}$ becomes an elliptic fibration $\mathcal{P}$ on a surface $M$ fibering over $\mathbb{C}P(1)$. This fibration has exactly two singular fibers, namely the fiber $\mathcal{P}^{-1}(0)$ over 0 (given by the union of the invariant lines $\{y = 0\}$, $\{x = y\}$, and $\{x = 0\}$) and the fiber $\mathcal{P}^{-1}(\infty)$ over $\infty$ which is the singular fiber $IV^*$ in Kodaira’s table (see for example [14], [13]). Furthermore the vector field $X_0$ (identified with its own transform) has poles over $\mathcal{P}^{-1}(\infty)$ and is holomorphic on $M \setminus \mathcal{P}^{-1}(\infty)$. As previously seen, $X_0$ is tangent to the fibers and restricted to a regular fiber of $\mathcal{P}$ is holomorphic and nowhere zero: since the fiber is an elliptic curve, there follows that $X_0$ is constant over this fiber and, in particular, complete. Summarizing the preceding, we have:

- The foliation $\mathcal{F}$ associated with $X_0$ yields an elliptic fibration $\mathcal{P}$ on a compact surface $M$ fibering over $\mathbb{C}P(1)$ with exactly two singular fibers, $\mathcal{P}^{-1}(0)$ and $\mathcal{P}^{-1}(\infty)$ (of types respectively $IV$ and $IV^*$ in Kodaira’s table, [14], [13]).
- $X_0$ is holomorphic and complete on the open surface $N = M \setminus \mathcal{P}^{-1}(\infty)$.
- If $X_0$ is multiplied by a first integral, i.e. by a meromorphic function on the basis $\mathbb{C}P(1)$ having poles only at $\{\infty\}$, then $X$ still is a complete vector field on the open surface $N$.
- all the regular elliptic fibers of $\mathcal{P}$ are isomorphic as elliptic curves. Indeed, the holomorphic map from $\mathbb{C}^*$ to the moduli space of elliptic curves that assigns to a point $z \in \mathbb{C}^*$
the point in the moduli space determined by the elliptic curve \( P^{-1}(z) \) must be constant since the moduli space in question is complex hyperbolic.

**Lemma 3.2.** Consider \( X \) defined on \( \mathbb{C}^2 \) and its associated foliation \( \mathcal{F} \). For every regular leaf \( L \) of \( \mathcal{F} \) different from the three invariant lines, \( X \) has non-zero periods on \( L \). Furthermore the periods of \( X \) vary from leaf to leaf so as to give rise to a non-constant holomorphic function on the corresponding leaf space.

**Proof.** The first assertion is clear. In fact, if we place ourselves in the context of the elliptic surface \( M \), it was seen that the restriction of \( X \) to a regular fiber in \( M \) is a (non-zero) constant vector field on an elliptic curve. The periods are therefore non-zero.

From the description of \( X \) as a vector field tangent to the fibers of \( P \), it is clear that the periods of \( X \) provide holomorphic functions on the corresponding leaf space which can naturally be identified with \( \mathbb{C}^* \). It only remains to show that these functions are not constant.

Consider then \( X \) and \( \mathcal{F} \) in \( \mathbb{C}^2 \). Fix a leaf \( L \) of \( \mathcal{F} \) and let \( c \subset L \) be a loop over which the integral of the time-form associated with \( X \) is different from zero. Choose \( \lambda \in \mathbb{C}^* \) and consider the homothetic map \( \Lambda : (x, y) \mapsto (\lambda x, \lambda y) \). If \( \lambda \) is small enough, then \( \Lambda(c) \) is contained in arbitrarily small neighborhoods of \((0,0) \in \mathbb{C}^2 \). Moreover \( \Lambda \) preserves the foliation \( \mathcal{F} \) so that \( \Lambda(c) \) is still a loop contained in a certain leaf \( L_\lambda \) of \( \mathcal{F} \). If we denote by \( dT_L \) (resp. \( dT_{L_\lambda} \)) the time-form induced by \( X \) on \( L \) (resp. \( L_\lambda \)), we clearly have

\[
\int_c \Lambda^*(dT_{L_\lambda}) = \int_{\Lambda(c)} dT_{L_\lambda}.
\]

However \( \Lambda^*X = \lambda X \) since \( X \) is homogeneous of degree 2. Thus \( \Lambda^*(dT_{L_\lambda}) = \lambda^{-1}dT_L \). In other words,

\[
\int_{\Lambda(c)} dT_{L_\lambda} = \frac{1}{\lambda} \int_c dT_L.
\]

Thus the period of \( X \) over \( \Lambda(c) \) becomes unbounded as \( \lambda \to 0 \). Since over two different (elliptic) leaves of \( \mathcal{F} \) the corresponding restrictions of \( X \) differ only by a multiplicative constant (the leaves in question being pairwise isomorphic), the lemma follows.

**Remark 3.3.** Note that the multiplicative constant arising from comparing \( X_0 \) restricted to two different elliptic fibers is further affected if \( X_0 \) is multiplied by a first integral. Since there are holomorphic first integrals that do not vanish at \((0,0)\), we recover the fact that the invertible multiplicative function appearing “in front” of these vector fields in Table 1 cannot be made constant in general.

Moreover, if the homology class of a loop \( c \) in the elliptic fibers is fixed (and recalling that they are all isomorphic as elliptic curves), the multiplicative constant relating the restrictions of \( X_0 \) to two different fibers can easily be obtained by comparing the corresponding periods over \( c \). This clearly gives rise to a holomorphic first integral \( \mathcal{I} \) for \( X_0 \) (or for \( \mathcal{F} \)) defined on \( \mathbb{C}^* \) identified with the base space of the regular part of the fibration \( P \). The argument used in the end of the proof of Lemma 3.2 shows that \( \mathcal{I} \) has a pole at \( 0 \in \mathbb{C} \) while it is holomorphic (equal to zero) at infinity.

**Proof of Proposition 3.1.** Let then \( X_0 \) be as above and consider a vector field \( X \) obtained by multiplying \( X_0 \) by an invertible function \( f \) and by a suitable (non-negative) power of \( xy(x-y) \). As previously seen, on arbitrarily small neighborhoods of \((0,0) \subset \mathbb{C}^2 \), we can find loops \( c \) inside leaves \( L \) of \( \mathcal{F} \) such that the integrals of \( dT_L \) over \( c \) become unbounded - in particular the period of \( X \) does vary with the leaf (where \( dT_L \) stands for the corresponding time-forms). If there were a vector field \( Y \) forming a commutative rank 2 system with \( X \), the (local) flow of \( Y \) would permute these leaves of \( \mathcal{F} \). Moreover, this local flow preserves \( X \) which means that the periods of \( X \) would have to be independent of the leaf chosen. The resulting contradiction proves Proposition 3.1 in the case of holomorphic vector fields whose underlying foliation has \( xy(x-y) \) as first integral. The proof of this proposition in the other two (quadratic) cases is
Note that if the vector field $X_0$ is allowed to be multiplied by the above considered function $\mathcal{I}$, then we obtain vector fields whose periods no longer vary with the fibers. More precisely, $\mathcal{I}$ lifts to a first integral $I$ of $X_0$ since $\mathcal{I}$ is a function defined on the leaf space of $\mathcal{F}$. Clearly $I$ must be meromorphic around the origin since $\mathcal{I}$ has a pole at $0 \in \mathbb{C}$. Up to multiplying $X_0$ by $I$, we obtain a meromorphic vector field $X$ with poles exactly over the 3 invariant lines through $(0,0)$. The restrictions of $X$ to the leaves of $\mathcal{F}$ however all have the same period. Indeed, the lift of $X$ to the surface $M$ always gives the same vector field on each of the elliptic fibers.

At this point, we can wonder again about the existence of a (possibly meromorphic) vector field $Y$ forming a rank 2 commutative system with $X$. To construct a vector field $Y$ as desired, we first go back to the compact elliptic surface $M$, the product of $\mathbb{C}$ curve known (see for example [2], page 210). It turns out that the fibers are isomorphic to the elliptic curve $E$ obtained as the quotient of $\mathbb{C}$ by the group generated by 1 and by $\exp(2\pi i/3)$. An explicit model for $M$ - or at least for $N = M \setminus \mathcal{P}^{-1}(\infty)$ - can be obtained as follows. Consider the product of $\mathbb{C} \times E$ of $\mathbb{C}$ and the elliptic curve $E$. Note that $E$ viewed as a quotient of $\mathbb{C}$ is stable by multiplication by $\exp(2\pi i/3)$. Indeed this multiplication induces an automorphism of $E$ of order 3 having 3 fixed points. Next let $\sigma$ be the diffeomorphism of $\mathbb{C} \times E$ given by $(x,y) \mapsto (\exp(2\pi i/3)x, \exp(2\pi i/3)y)$. This diffeomorphism has again order 3 and all of its fixed points lie in the curve $\{0\} \times E$. Thus the quotient of $\mathbb{D} \times E$ by the diffeomorphism $\sigma$ is a singular elliptic surface: the singular points are in number of 3 and correspond to the fixed points in $E \simeq \{0\} \times E$ of the automorphism induced by multiplication by $\exp(2\pi i/3)$. The singular points however can easily be resolved: it suffices to perform a single blow-up which leads to a smooth surface containing 4 rational curves, namely: the three exceptional divisors (rational curves of self-intersection $-3$) and a rational curve of self-intersection $-1$ corresponding to the quotient of $E \simeq \{0\} \times E$. Once the latter rational curve is collapsed, the resulting surface is nothing but the open surface $N$.

The above construction makes it clear that $N \setminus \mathcal{P}^{-1}(0)$ is endowed with a natural holomorphic connection $\nabla$. In fact, the horizontal connection on $\mathbb{C} \times E$ is preserved by the action of $(x,y) \mapsto (\exp(2\pi i/3)x, \exp(2\pi i/3)y)$ and hence induces a connection $\nabla$ on the quotient. To obtain the desired vector field $Y$ we now proceed as follows. Consider on $\mathbb{C}$ identified to the basis of the elliptic fibration $\mathcal{P}$ on $N$ the vector field $x\partial/\partial x$. Now using $\nabla$ lift $x\partial/\partial x$ to a holomorphic vector field $Y$ on $N \setminus \mathcal{P}^{-1}(0)$ and consider its extension to all of $N$. To show that $[X,Y] = 0$ it suffices to check that the flow of $Y$ preserves the vector field $X$. It is however clear that the flow of $Y$ takes fibers of $\mathcal{P}$ to fibers of $\mathcal{P}$ by construction. Thus it pulls-back the restriction of $X$ to a certain fiber to another fiber. The pulled-back vector field however has the same period than the original vector field on the fiber in question. They must therefore coincide and this proves that $[X,Y] = 0$.

The remainder of this section will be devoted to the centralizer and to the realization problems in the case of the parabolic vector fields in Table 1. Note that the automorphism group of Hirzebruch surfaces is described for example in [1] and again the material discussed below has some intersection with [3].

Let $n \in \mathbb{N}$ be fixed and consider two copies of $\mathbb{C} \times (\mathbb{C} \cup \{\infty\})$ with coordinates $(x,y)$ and $(u,v)$ where $y, v \in \mathbb{C} \cup \{\infty\}$. For $x \neq 0$, let the point $(x,y)$ of the first copy to be identified with the point $(1/x, y/x^n) = (u,v)$ of the second one. The result of this gluing in the Hirzebruch surface $F_n$, which can also be described as the (fiberwise) compactification of the line bundle with Chern class $-n$ over $\mathbb{C}P(1)$. In particular, $F_n$ is isomorphic to the product $\mathbb{C}P(1) \times \mathbb{C}P(1)$. Similarly, the surface $F_1$ is not minimal in the sense that it contains a $(-1)$-rational curve: by collapsing this curve we obtain the projective plane $\mathbb{C}P(2)$. Furthermore, for every $n \in \mathbb{N}$, the parabolic vector field $X_n$ in Table 1 can be globalized in the surface $F_n$ (cf. [1], [6]).
Once more it suffices to work with the (quadratic) parabolic vector fields \( X_n \) since the nilpotent parabolic vector field \( P \) can be obtained out of \( X_1 \) by collapsing the \((-1)\)-curve in \( F_1 \). Our purpose will be to characterize vector fields \( Y \) forming a rank 2 commutative system with \( X_n \) as well as to show that the corresponding germs of \( \mathbb{C}^2 \)-actions are all realized by globally defined vector fields on \( F_n \).

Consider the flow \( \Phi^t \) defined on the first copy \( \mathbb{C} \times (\mathbb{C} \cup \{\infty\}) \) by \( \Phi^t(x, y) = (x + t, y + (x + t)^{n+1} - x^{n+1}) \). Let also \( \Psi^s \) be the flow on \( \mathbb{C} \times (\mathbb{C} \cup \{\infty\}) \) given by \( \Psi^s(x, y) = (x, y + s) \). It is immediate to check that these two flows commute, i.e. \( \Psi^s \circ \Phi^t(x, y) = \Phi^t \circ \Psi^s(x, y) \) for every \( t, s \in \mathbb{C} \).

Now it is straightforward to check that in \((u, v)\)-coordinates, \( \Phi^t \) takes on the form

\[
\Phi^t(u, v) = \left( \frac{u}{1+tu}, (1+tu)^{-n}[v + \frac{1}{u}((1+tu)^{n+1} - 1)] \right).
\]

Similarly, \( \Psi^s(u, v) = (u, v + su^n) \). In particular both \( \Phi \) and \( \Psi \) are global holomorphic flows on \( F_n \). Moreover the above expressions show that the point \( p = \{u = 0, v = \infty\} \) is fixed by both flows so that the holomorphic vector fields \( Z \) and \( Y \) arising respectively from \( \Phi \) and \( \Psi \) have a singular point at \( p \). Finally the vector fields \( Z \) and \( Y \) clearly verify \([Z, Y] = 0\) since the flows \( \Phi \) and \( \Psi \) commute. Next note that in coordinates \( \bar{u} = u \) and \( \bar{v} = 1/v \), the point \( p \) is identified with the origin and a direct verification shows that the vector field \( Z \) becomes

\[
Z = \bar{v}^2 \partial/\partial \bar{u} - (n \bar{v}^2 - (n + 1) \bar{v}) \partial/\partial \bar{v}.
\]

Hence the germ of \( Z \) at \( p \) coincides with the vector field \( X_n \). In other words, \( Z \) is a global realization of the vector field \( X_n \) on the compact surface \( F_n \). Furthermore, the vector field \( Y \) is given in the coordinates \((\bar{u}, \bar{v})\) by

\[
Y = -\bar{u}\bar{v}^2 \partial/\partial \bar{v}.
\]

Now recalling Formula (3) and taking into account that the only (non-constant) first integral of the vector field \( X_n \) is strictly meromorphic, what precedes can be summarized as follows:

**Proposition 3.4.** Let \( X_n \) be a parabolic (quadratic) vector field as in Table 7. Then every vector field \( Y \) forming a rank 2 system of commuting vector fields with \( X \) has the form

\[
Y = c_1 \bar{u}\bar{v}^2 \partial/\partial \bar{v} + c_2 X_n
\]

with \( c_1, c_2 \in \mathbb{C} \). Furthermore, all the corresponding germs of \( \mathbb{C}^2 \)-actions can be realized by global vector fields on the compact surface \( F_n \). \( \square \)

**Remark 3.5.** As previously mentioned, the case of the parabolic nilpotent vector field \( P \) can be derived from Proposition 3.4 when \( n = 1 \). Indeed, every holomorphic vector field forming a rank 2 system of commuting vector fields with \( P \) has the form

\[
(c_1y(x\partial/\partial x + y\partial/\partial y) + c_2P
\]

with \( c_1, c_2 \in \mathbb{C} \). Furthermore, all the corresponding germs of \( \mathbb{C}^2 \)-actions can be realized by global vector fields on \( \mathbb{C}P(2) \).

4. On the invertible functions in Table 1 and the centralizer problem

In this section we will further advance the proof Main Theorem by essentially settling the cases of vector fields whose underlying foliation is not of Martinet-Ramis type.

We begin by considering vector fields in Table 1 which admit a strictly meromorphic first integral, namely the parabolic vector fields in items 2 and 3 as well as vector fields of the form

\[
xf[x\partial/\partial x + ny\partial/\partial y]
\]

where \( n \in \mathbb{N}^* \); cf. item 11 in Table 1. Proposition 4.1 below consists of a slight improvement on the content of Table 1 itself.
Proposition 4.1. Let \( X \) be a holomorphic semicomplete vector field defined on a neighborhood of \((0, 0) \in \mathbb{C}^2\). Assume that both holomorphic eigenvalues of \( X \) at the origin are equal to zero. Assume also that \( X \) possesses a strictly meromorphic first integral. Then \( X \) possesses one of the following normal forms:

1. \( x[x\partial/\partial x + ny\partial/\partial y] \) with \( n \in \mathbb{N}^* \);
2. \( x^2\partial/\partial x - y(nx - (n + 1)y)\partial/\partial y \) with \( n \in \mathbb{N} \);
3. \( (y - 2x^2)\partial/\partial x - 2xy\partial/\partial y \).

In other words, the invertible multiplicative function appearing in front of the models 2, 3, and 11 - this last case only if \( n > 0 \) - in Table 7 can be made constant.

Proof. Let \( X \) be a holomorphic semicomplete vector field as in the statement. We can assume once and for all that \( X \) has the form \( X = f\mathbb{Z} \) where \( f \) is an invertible function and where \( Z \) is a vector field belonging to the above indicated list ((1), (2), and (3)) of vector fields. In particular, both \( X \) and \( Z \) share the same associated foliation which will be denoted by \( \mathcal{F} \). The proof of the proposition consists of finding coordinates where the function \( f \) becomes constant.

Recall that a \textit{separatrix} for \( \mathcal{F} \) is an irreducible analytic curve \( C \) passing through the origin which is invariant under \( \mathcal{F} \). In other words, \( C \setminus \{(0,0)\} \) is a leaf of \( \mathcal{F} \). Next note that all the leaves of \( \mathcal{F} \) actually define separatrices for this foliation as it easily follows from the fact that \( \mathcal{F} \) possesses a \textit{strictly meromorphic} first integral.

Let then \( L \) be a leaf of \( \mathcal{F} \) and consider the restriction of \( X \) to \( L \). In a local coordinate \( z \) along \( L \) obtained from a suitable Puiseux parameterization, the restriction of \( X \) to \( L \) has the form \((z^2 \text{ h.o.t.})\partial/\partial z\). Since this restriction must be semicomplete, there follows from Lemma 2.11 that the residue of \( X \) around \( z = 0 \) is zero and hence that this vector field is conjugate to \( z^2\partial/\partial z \). Since the same applies to the restriction of \( Z \) to \( L \), we conclude that the restrictions of \( X \) and \( Z \) to a same leaf \( L \) of \( \mathcal{F} \) are always conjugate. Thus to prove the proposition, we only need to check that it is possible to coherently patch together these “foliated” change of coordinates so as to produce an actual change of coordinates on a neighborhood of \((0,0) \in \mathbb{C}^2\).

To construct the desired change of coordinate out of the fact that the restrictions of \( X \) and \( Z \) to a same leaf \( L \) of \( \mathcal{F} \) are conjugate, we proceed as follows. Consider first the case where \( L \) is as in item (1) of the list in the statement, with \( n = 1 \). In other words, \( Z = x(x\partial/\partial x + y\partial/\partial y) \) and \( \mathcal{F} \) is given by the vector field \( x\partial/\partial x + y\partial/\partial y \) whose leaves are radial lines through the origin. Denote by \( \tilde{\mathcal{F}} \) the blow-up of \( \mathcal{F} \) at the origin and let \( \pi^{-1}(0) \simeq \mathbb{C}P(1) \) be the exceptional divisor. The leaves of \( \tilde{\mathcal{F}} \) are transverse to \( \pi^{-1}(0) \) so that the space of these leaves is naturally identified to \( \mathbb{C}P(1) \). There is however no holomorphic section defined on the leaf space and taking values in a neighborhood of the exceptional divisor since the self-intersection of \( \pi^{-1}(0) \) is strictly negative (equal to \(-1 \) in this case). On the other hand, the fact that the self-intersection is strictly negative allows us to apply the holomorphic tubular neighborhood theorem of Grauert [7] and thus we can identify a neighborhood of \( \pi^{-1}(0) \) with a neighborhood \( U \) of the null section in the corresponding normal line bundle.

Note that if there were a section \( \sigma_1 \) of the mentioned line bundle (with values on \( U \)), then the desired change of coordinates would be obtained as follows: for every \( p \in \pi^{-1}(0) \simeq \mathbb{C}P(1) \), consider the point \( \sigma_1(p) \in L \) and construct a holomorphic diffeomorphism between the restrictions of \( X \) and of \( Z \) to \( L \) by means of the semi-global flows \( \Phi_X \) and \( \Phi_Z \) of these (1-dimensional) vector fields. More precisely, since both restrictions are conjugate to the 1-dimensional vector field \( z^2\partial/\partial z \), for every \( q \in L \setminus \pi^{-1}(0) \), there is a unique \( T_{q,X} \in \mathbb{C} \) (resp. \( T_{q,Z} \in \mathbb{C} \)) such that \( \Phi_X^{T_{q,X}}(\sigma_1(p)) = q \) (resp. \( \Phi_Z^{T_{q,Z}}(\sigma_1(p)) = q \)). A diffeomorphism \( h_L \) of \( L \) conjugating the restrictions of \( X \) and of \( Z \) to \( L \) can then be obtained by setting \( q \mapsto \Phi_Z^{T_{q,Z}} \circ \Phi_X^{T_{q,X}}(q) \). Since \( \sigma_1 \) is holomorphic, these “foliated” diffeomorphisms glue together on a diffeomorphism defined on \( U \setminus \pi^{-1}(0) \) which would then extend to all of \( U \) owing to Riemann’s theorem.

Whereas no holomorphic section \( \sigma_1 \) as above exists, the preceding idea can be adapted by using a suitable sequence of meromorphic sections. We begin by fixing a point \( p_N \in \pi^{-1}(0) \). The leaf of \( \tilde{\mathcal{F}} \) through \( p_N \) will be denoted by \( L_{p_N} \). Next let \( V_1 \) be a relatively compact disc contained
in $\pi^{-1}(0) \setminus \{p_N\}$. On the open set $V_1$ we can find a holomorphic section $\sigma_1$ as above. Indeed, $\sigma_1$ can be the restriction of a meromorphic section of the normal bundle having poles only at $p_N$. By using $\sigma_1$ as indicated in the preceding paragraph, we then construct a diffeomorphism $h_1$ defined on the subset of $U$ lying over $V_1$. To be more precise, for every $q$ in the open set in question, the restriction of $h_1$ to the leaf of $\mathcal{F}$ through $q$ is given by $q \mapsto \Phi^T_{\mathcal{F}} \circ \Phi^{-\tau}(q)$, where $T_q$ is the unique complex time for which $\Phi^T_{\mathcal{F}}(\sigma_1(p)) = q$.

It is however clear that the image of the (globally defined meromorphic) section $\sigma_1$ will eventually leave the neighborhood $U$ of $\pi^{-1}(0)$ fixed in the beginning if the open set $V_1$ is sufficiently enlarged. Thus we cannot immediately guarantee that $h_1$ is defined on $U \setminus L_{p_N}$. To overcome this difficulty, consider then another relatively compact disc $V_2 \subset \pi^{-1}(0) \setminus \{p_N\}$ containing $V_1$. Assume also that the graph of $\sigma_1$ over $V_2$ is not contained in $U$, otherwise there is nothing to be proved.

Now $\sigma_1$ can be deformed into another section $\sigma_2$ by using the flow of $X$, i.e. by considering sections of the form $\Phi^T_{\mathcal{F}} \circ \sigma_1$ which are still (global) meromorphic sections with poles only at $p_N$. Here a comment is needed since the image of $\sigma_1$ may not be contained in the domain of definition of $X$. The simplest way to overcome this difficulty consists of defining sections over $V_1$ under the form $\Phi^T_{\mathcal{F}} \circ \sigma_1$ and then observing that these sections can naturally be extended to global meromorphic sections as desired. To check that these “local” sections can be extended into meromorphic ones, note that the leaves of $\mathcal{F}$ can be identified with open discs in the fibers of the normal bundle in question. The vector field $z^2 \partial/\partial z$ is however globally defined in the corresponding fibers and hence can be used to move the section $\sigma_1$. Finally since this vector field is conjugate to $X$ over $V_1$, there is no essential difference between deforming $\sigma_1$ by $\Phi^T_{\mathcal{F}} \circ \sigma_1$ or by the flow of $z^2 \partial/\partial z$.

In view of the preceding, by a small abuse of notation, we will keep talking about global meromorphic sections of the form $\Phi^T_{\mathcal{F}} \circ \sigma_1$ in what follows. As mentioned, these sections are holomorphic away from $p_N$. Furthermore, if $T$ is suitably chosen to “bring the graph of $\sigma_1$ closer to the null section”, then the graph of $\sigma_2$ over the disc $V_2$ will still be contained in $U$. Let then $T_{12}$ stand for the complex time chosen in the definition of $\sigma_2$, i.e. $T_{12}$ is such that $\sigma_2 = \Phi^T_{\mathcal{F}} \circ \sigma_1$. In particular, for every point $p \in V_1$, we can consider the points $\sigma_2(p) = \Phi^T_{\mathcal{F}} \circ \sigma_1(p)$ and $p^* = \Phi^T_{\mathcal{F}} \circ \sigma_1(p)$. These two points are related by $h_1$, more precisely we have $h_1(\sigma_2(p)) = p^*$. However we will need to consider the points $\sigma_2(p)$ and $p^*$ for every $p \in V_2$ (and not only in $V_1$). The difficulty here is analogous to the difficulty in defining meromorphic sections of the form $\Phi^T_{\mathcal{F}} \circ \sigma_1$ already mentioned above. However, considering that $\sigma_2$ is already defined, the point $p^*$ can simply be taken as $p^* = \Phi^T_{\mathcal{F}} \circ \sigma_1(p)$.

By using $\sigma_2$ and the above construction, the next step is to define an extension $h_2$ of $h_1$ to the subset of $U$ lying over $V_2$. For this, consider a leaf of $\mathcal{F}$ through a point $p$ (identified with the leaf space) in $V_2$ and consider a point $q$ in this leaf. Denoting by $T_{q}^{(2)}$ the time at which the flow of $X$ takes $\sigma_2(p)$ to $q$, a diffeomorphism conjugating the restrictions of $X$ and $Z$ to the leaf in question is obtained by setting $q \mapsto \Phi^T_{\mathcal{F}} \circ \sigma_1(p^*)$. This collection of diffeomorphisms defined on individual leaves gives rise to a diffeomorphism $h_2$ defined on the subset of $U$ lying over $V_2$. Finally, to check that $h_2$ is an extension of $h_1$ consider $p \in V_1$. With the above notation, the time $T_{q}^{(2)}$ satisfies then $T_{q}^{(2)} = T_q - T_{12}$. Hence

$$\Phi^T_{\mathcal{F}}(p^*) = \Phi^T_{\mathcal{F}} \circ \Phi^{-\tau}(p^*) = \Phi^T_{\mathcal{F}} \circ \sigma_1(p) = h_1(q).$$

Therefore $h_2$ coincides with $h_1$ over $V_1$ as desired.

By considering an exhaustion of $\pi^{-1}(0) \setminus \{p_N\}$ by open discs $V_k$ as above, we can define a diffeomorphism $h$ conjugating $X$ and $Z$ in $U \setminus L_{p_N}$. This diffeomorphism however is clearly bounded on neighborhoods of points in $L_{p_N} \setminus \{p_N\}$ since it preserves the leaves of the common foliation $\mathcal{F}$ and, in restriction to these leaves, sends $X$ to $Z$. Thus Riemann’s theorem implies that $h$ has a holomorphic extension to $L_{p_N} \setminus \{p_N\}$. Finally it also extends to $p_N$ since $p_N$ is an
isolated point in the 2-dimensional ambient space. This completes the proof of the proposition in the case where \( \mathcal{F} \) is given by the vector field \( x\partial/\partial x + y\partial/\partial y \).

The preceding proof can however be extended to the remaining cases. Assume first that the foliation \( \mathcal{F} \) is given by \( x\partial/\partial x + ny\partial/\partial y \, (n \geq 2) \). After performing finitely many blow-ups, we arrive to a radial singularity of the form \( x\partial/\partial x + y\partial/\partial y \) and we can then construct the desired diffeomorphism on a neighborhood of the singular point in question. This diffeomorphism will naturally be defined on the complement of finitely many leaves (separatrices) for the blow-up foliation. In fact, apart from the radial singularity in question, all singularities of the blown-up foliation are linear and of Siegel type. Hence the saturated of the radial singularity fills all of \( U \) bar finitely many leaves arising as separatrices for the Siegel singularities in question. As above, these diffeomorphisms are bounded on neighborhoods of points in these separatrices that are not contained in the exceptional divisor. Thus Riemann’s theorem allows us to extend the diffeomorphism to each punctured separatrix and then to the whole space. This shows the existence of a diffeomorphism conjugating \( X \) and \( Z \) for foliations of the form \( x\partial/\partial x + ny\partial/\partial y \, (n \geq 2) \).

Consider now the case where the foliation \( \mathcal{F} \) is given by \( x^2\partial/\partial x - y(nx - (n + 1)y)\partial/\partial y \, (n \in \mathbb{N}) \). Denote by \( \widetilde{\mathcal{F}} \) the blow-up of \( \mathcal{F} \) at the origin and note that \( \widetilde{\mathcal{F}} \) leaves invariant the exceptional divisor \( \pi^{-1}(0) \). Moreover \( \widetilde{\mathcal{F}} \) possesses exactly 3 singular points, namely:

- A singularity \( p_1 \) where \( \widetilde{\mathcal{F}} \) admits \( x\partial/\partial x + (n + 1)y\partial/\partial y \) as local model.
- Two linearizable singularities \( p_2 \) and \( p_3 \) of Siegel type. Furthermore the eigenvalues of \( \widetilde{\mathcal{F}} \) at \( p_2 \) are 1 and \(-1\) whereas the eigenvalues of \( \widetilde{\mathcal{F}} \) at \( p_3 \) are 1 and \(-n - 1\).

The previous results allow us to construct the diffeomorphism \( h \) conjugating \( X \) and \( Y \) on a neighborhood of the singular point \( p_1 \). However the saturated of this neighborhood by \( \widetilde{\mathcal{F}} \) covers a neighborhood of the exceptional divisor bar the separatrices transverse to \( \pi^{-1}(0) \) of \( \widetilde{\mathcal{F}} \) at \( p_2 \) and \( p_3 \). As previously indicated, Riemann’s theorem can then be used to extend \( h \) to the two separatrices in question. Finally, the remaining case of the nilpotent vector field (item (3) in the statement) follows immediately since it can be obtained as the blow-down of the vector field \( x^2\partial/\partial x - y(nx - (n + 1)y)\partial/\partial y \) with \( n = 1 \). The proof of Proposition \([4,1]\) is finished. \( \square \)

At this point the progress made so far in the centralizer problem can be summarized by reducing the proof of Main Theorem to the proof of Theorem \([4,2]\) below:

**Theorem 4.2.** Assume that \( X, Y \) form a rank 2 system of commuting semicomplete holomorphic vector fields on \((\mathbb{C}^2, 0)\). Assume also that the eigenvalues of both \( X \) and \( Y \) at the origin are zero. Then we have:

(A) If the foliation associated with one of these vector fields is regular. Then, up to linear combination, there are coordinates where the pair \( X \) and \( Y \) takes on one of the following forms:

- \( X = y^n\partial/\partial x \) and \( Y = y(a(x, y)\partial/\partial x + b(y)\partial/\partial y) \) where \( b(y) = \alpha y + \text{h.o.t. with } \alpha \in \mathbb{C}^* \) and \( a(x, y) = 1 + \alpha nx + xr(y) + s(y) \) where \( r, s \) are holomorphic functions satisfying \( r(0) = s(0) = 0 \);
- \( X = x^2\partial/\partial x \) and \( Y = y^2\partial/\partial y \);
- \( X = y^n\partial/\partial x \) and \( Y = y(nx\partial/\partial x + y\partial/\partial y) \), with \( n \in \mathbb{N}^* \);
- \( X = g_1(xy^n)y^n x^2 \left[ \frac{\partial}{\partial x} + y^n g_2(xy^n) \left( nx \frac{\partial}{\partial x} - y \frac{\partial}{\partial y} \right) \right] \)

and \( Y = y(nx\partial/\partial x + y\partial/\partial y) \), where \( n \in \mathbb{N}^* \) and \( g_1, g_2 \) are holomorphic functions of a single variable with \( g_1(0) = 1 \) and \( g_1'(0) = g_2(0) = 0 \);
- \( X = y^n x^2 \partial/\partial x \) and \( Y = x(ny - (n + 1)x)\partial/\partial x - y^2 \partial/\partial y \), with \( n \in \mathbb{N} \).

(B) If the foliations associated with both \( X \) and \( Y \) are of Martinet-Ramis type. Then, up to linear combination, there are coordinates where the pair \( X \) and \( Y \) takes on the following
form:

\[ X = (x^n y^m)^{k_1} x^{a_n} y^{b_n} [mx \partial / \partial x - ny \partial / \partial y], \]

where \( k_1 \in \mathbb{N} \), \( a_n, b_n \) are non-negative integers satisfying \( a_n m - b_n n = \pm 1 \) and such that the function \( (x, y) \mapsto x^{a_n} y^{b_n} / x^n y^m \) is strictly meromorphic. In turn, up to a multiplicative function \( u_1(x^n y^m) \), the vector field \( Y \) has the form

\[ Y = (x^n y^m)^{k_1} x^{a_n} y^{b_n} [mx \partial / \partial x - ny \partial / \partial y + x^{-a_n} y^{-b_n} u_2(x^n y^m) [bx \partial / \partial x - ay \partial / \partial y]] \]

with \( u_1, u_2 \) holomorphic functions of a single variable satisfying the following conditions: \( u_1(0) = 1 \) and the \( (x, y) \mapsto x^{-a_n} y^{-b_n} u_2(x^n y^m) \) is holomorphic of order at least 1 at the origin.

The proof of Main Theorem can now be obtained as follows.

**Proof of Main Theorem.** First we remind the reader of the basic observation pointed out at the beginning of Section 2 Namely assume that \( X \) and \( Y \) form a rank 2 system of commuting holomorphic vector fields. Then every (holomorphic/meromorphic) vector field \( Z \) commuting with \( X \) has the form \( Z = fX + gY \) where \( f, g \) are first integrals of \( X \). Also, owing to Proposition 3.1, the elliptic cases in Table 1 can be ruled out from the discussion.

Let us then begin the discussion with the case of parabolic vector fields. Here Proposition 4.1 allows us to consider coordinates where the invertible function appearing in Table 1 is actually constant. More precisely we can assume that \( X \) has the form \( X = x \partial / \partial x + y \partial / \partial y \) when \( X \) is a quadratic vector field - and \( Y = y(x \partial / \partial x + y \partial / \partial y) \) when \( X \) is nilpotent. Thus the general form of a vector field commuting with \( X \) would be

\[ fX + gY \]

where \( f \) and \( g \) are first integrals of \( X \). These first integrals are however functions of the above indicated meromorphic first integrals of \( X \) and thus they only way for the vector field \( fX + gY \) to be holomorphic is to have \( f \) and \( g \) constant. The corresponding statement in Main Theorem follows at once.

The same argument can be applied when \( X \) has the form indicated in item 11 of Table 1 with \( n \in \mathbb{N}^* \). Again Proposition 3.1 allows us to assume that \( X \) is given by \( y(nx \partial / \partial x + y \partial / \partial y) \) in suitable coordinates. In particular, \( X \) admits \( x/y^n \) as a meromorphic first integral. An example of holomorphic vector field forming a rank 2 system of commuting vector fields with \( X \) is provided by \( Y = y^n \partial / \partial x \). The main difference with the case of parabolic vector fields arises from the fact that \( Y \) multiplied by \( x/y^n \) is again holomorphic. Namely \( Y \) becomes \( x\partial / \partial x \). However the vector field \( x\partial / \partial x \) can be ruled out from the discussion since it has one eigenvalue different from zero at the origin. Nonetheless, if in addition \( n = 1 \), then \( X \) multiplied by \( x/y \) yields the vector field

\[ x(x \partial / \partial x + y \partial / \partial y) \]

which is again holomorphic, semicomplete, and has both eigenvalues at the origin equal to zero. Thus the general form of a holomorphic vector field commuting with \( X = y(x \partial / \partial x + y \partial / \partial y) \) and having both eigenvalues at the origin equal to zero is

\[ c_1 y \partial / \partial x + c_2 x(x \partial / \partial x + y \partial / \partial y) \tag{6} \]

with \( c_1, c_2 \in \mathbb{C} \) as in Main Theorem. Finally, as pointed out in the introduction, all vector fields in \( (0) \) are semicomplete. In fact, for \( c \neq 0 \), all the vector fields of the form \( y \partial / \partial x + cx(x \partial / \partial x + y \partial / \partial y) \) are conjugate to the nilpotent parabolic vector field \( y - 2x^2 \partial / \partial x - 2xy \partial / \partial y \).

The remaining possibilities for the foliation associated with \( X \) (resp. \( Y \)) is either to be regular or to have a Martinet-Ramis singularity at the origin. If one of them is regular, then
the result follows from the first part of Theorem 5.4.2. Finally if they both have Martinet-Ramis singularities the second part of Theorem 5.4.2 implies the statement of Main Theorem. □

In terms of solving the centralizer problem as stated in this paper it only remains to prove Theorem 4.2. The corresponding proof will take up the remainder of this section and the whole of next section. In fact, the case in which the foliation associated with one of the vector fields, $X$ or $Y$, is regular will be treated below whereas the case in which both vector fields have associated foliations with Martinet-Ramis singular points will be the object of the next section.

In the sequel, we assume that $X$ and $Y$ are as in Theorem 4.2 and that the foliation associated with $X$ is regular at the origin. Owing to Table 1, we can then set

$$X = y^k F(x, y) \partial / \partial x$$

(7)

with $a \in \mathbb{N}$ and where $F(x, y)$ has one of the following three forms: constant (equal to 1), $F(x, y) = x$, or $F(x, y) = x^2 + g_1(y)x + g_2(y)$ where $g_1$ and $g_2$ are holomorphic functions on $(\mathbb{C}^2, 0)$ satisfying $g_1(0) = g_2(0) = 0$. In the same coordinates, we let $Y = A \partial / \partial x + B \partial / \partial y$. The condition $[X, Y] = 0$ immediately implies that $B$ depends only on $y$, i.e. $B = B(y)$. In particular $B(y) = y^2 + \text{h.o.t.}$ (cf. the proof of Lemma 2.4). Assume now that the foliation associated with $Y$ is not regular at the origin. Then the combination of Lemma 2.4 and Proposition 4.1 ensures the existence of $n \in \mathbb{N}^*$ such that $Y$ is conjugate to one of the following vector fields:

- $x^2 \partial / \partial x - y(nx - (n+1)y) \partial / \partial y$;
- $y(nx \partial / \partial x + y \partial / \partial y)$;
- $yf(y)(nx \partial / \partial x - y \partial / \partial y)$, where $f(0) \neq 0$.

In the first two cases, the centralizer of the corresponding vector field $Y$ was already worked out in detail (cf. the above proof of Main Theorem) and it follows that Theorem 4.2 holds in the present context. The third case where $Y$ is conjugate to $yf(y)(nx \partial / \partial x - y \partial / \partial y)$, with $f(0) \neq 0$ and $n \in \mathbb{N}^*$, requires a few additional comments. First, there follows from the proof of Lemma 5.6 in Section 5 that, again, $f$ can be made constant. Thus $Y$ is actually of the form $y(nx \partial / \partial x - y \partial / \partial y)$ and $X$ is a semicomplete vector field commuting with $Y$ and inducing a regular foliation on a neighborhood of $(0, 0) \in \mathbb{C}^2$. An example of vector field forming a rank 2 system of commuting vector fields with $Y = y(nx \partial / \partial x - y \partial / \partial y)$ is provided by $y^n x^2 \partial / \partial x$. Thus the general vector field commuting with $Y$, has the form

$$f_1 y^n x^2 \partial / \partial x + f_2 y(y(nx \partial / \partial x - y \partial / \partial y))$$

(8)

where $f_1$, $f_2$ are first integrals of $Y$ and hence functions of $xy^n$. Precisely $f_1$, $f_2$ are functions of a single variable $z$ and by $f_1$ (resp. $f_2$) above, we actually mean the composition $(x, y) \mapsto f_1(xy^n)$ (resp. $(x, y) \mapsto f_2(xy^n)$).

In particular, $X$ must have the form indicated in (8). However the foliation associated with $X$ must be regular meaning that $f_1 y^n x^2$ must divide the vector field $X$ itself, which, in turn, means that $f_1 y^n x^2$ must divide $y f_2$. Thus we have

$$X = f_1 y^n x^2 \left[ \frac{\partial}{\partial x} + \frac{y f_2}{f_1 y^n x^2} \left( nx \frac{\partial}{\partial x} - y \frac{\partial}{\partial y} \right) \right],$$

(9)

where the quotient $y f_2 / f_1 y^n x^2$ is a holomorphic function. Note that, in principle, $f_1$ might have a pole of order 1 at $0 \in \mathbb{C}$. This possibility however is ruled out by the fact that the eigenvalues of $X$ at the origin must be zero. Thus $f_1$ is actually holomorphic at $0 \in \mathbb{C}$. Moreover, $X$ still must be semicomplete and this implies that $f_1(0) \neq 0$ so that we can assume $f_1(0) = 1$. Note that this implies that $f_2$ is holomorphic as well and, as function of a single variable, it also satisfies $f_2(0) = f'_2(0) = 0$. Whereas $X$ must admit the normal form of Formula (3) as indicated above, it is not clear at this point whether or not all vector fields given by Formula (3) are, in fact, semicomplete. This, however, is precisely the content of Lemma 4.3 below:
Lemma 4.3. Let $X$ be given by
\begin{equation}
X = g_1(x y^n) y^n x^2 \left[ \frac{\partial}{\partial x} + y^{n+1} g_2(x y^n) \left( n x \frac{\partial}{\partial x} - y \frac{\partial}{\partial y} \right) \right],
\end{equation}
where $g_1, g_2$ are holomorphic functions of a single variable with $g_1(0) = 1$. Then the vector field $X$ is semicomplete if and only if $g_1(0) = g_2(0) = 0$.

Summarizing what precedes, in order to understand the case of pairs of vector fields $X$ and $Y$ as in Theorem 4.2 such that the foliation associated with $X$ is regular, we can assume now that the foliation associated with $Y$ is regular as well. This condition will be assumed to hold in the remainder of the section. Recall that $Y = A \partial / \partial x + B(y) \partial / \partial y$ with $B(0) = B'(0) = 0$. Note that $A(0,0) = 0$ since the vector field $Y$ has a singular point at the origin (actually this singular point must also have both eigenvalues equal to zero). Therefore $A$ is divisible by $y$. Thus one of the following possibilities must hold:

1. $Y = A \partial / \partial x + B(y) \partial / \partial y = y(a(x,y) \partial / \partial x + b(y) \partial / \partial y)$ with $a(0,0) \neq 0$ and $b(0) = 0$;
2. $Y = A \partial / \partial x + B(y) \partial / \partial y = y^2(a(x,y) \partial / \partial x + b(y) \partial / \partial y)$ where necessarily $b(0) \neq 0$.

Next we have:

Lemma 4.4. Assume that $X$ and $Y$ are holomorphic vector fields as in the statement of Theorem 4.2. Assume also that $X = y^2 F(x,y) \partial / \partial x$ whereas $Y$ has the above indicated form (2), i.e. $Y = y^2(a(x,y) \partial / \partial x + b(y) \partial / \partial y)$ with $b(0) \neq 0$. Then the coordinates $(x,y)$ can be chosen so that
\begin{align*}
X &= x^2 \partial / \partial x \quad \text{and} \quad Y = y^2 \partial / \partial y.
\end{align*}

Proof. Note that the foliation associated with the vector field $Y$ is regular at the origin and it also transverse to the (regular) foliation associated with $X$. Therefore there exist local coordinates $(u,v)$ where the foliation associated with $X$ is given by $\partial / \partial u$ and the foliation associated with $Y$ is given by $\partial / \partial v$. In fact, in these $(u,v)$-coordinates, we have
\begin{align*}
X &= v^k f(u,v) \partial / \partial u \quad \text{and} \quad Y = v^2 g(u,v) \partial / \partial v.
\end{align*}

The condition $[X,Y] = 0$ now amounts to having
\begin{align*}
\frac{\partial (v^k f(u,v))}{\partial v} &= 0 \quad \text{and} \quad \frac{\partial (v^2 g(u,v))}{\partial u} = 0.
\end{align*}

In other words, the function $v^k f(u,v)$ does not depend on $v$ and the function $v^2 g(u,v)$ does not depend on $u$. Thus we must have $k = 0$, $f = f(u)$ with $f(u) = u^2 + \text{h.o.t.}$, and $g = g(v)$. Furthermore $g(0) \neq 0$ since $b(0) \neq 0$ (or more directly $Y$ is semicomplete). Finally since again these vector fields must be semicomplete, Lemma 4.1 implies that $u$ and $v$ can independently be changed in coordinates $x$ and $y$ where the vector fields $X$ and $Y$ have the indicated forms. The proof of the lemma is finished. \hfill \Box

Lemma 4.5 summarizes the case in which the foliation associated with the vector field $X$ is regular at the origin.

Lemma 4.5. Assume that $X$ and $Y$ are holomorphic vector fields as in the statement of Theorem 4.2. Assume also that the foliation associated with $X$ is regular at the origin. Then, up to linear combination, there are coordinates where the pair $X$ and $Y$ takes on one of the forms indicated in item (A) of Theorem 4.2.

Proof. We keep the preceding notation. As previously seen, and up to proving Lemma 4.3, we only need to consider the case in which the foliation associated with $Y$ is regular at the origin. Moreover, owing to Lemma 4.4, we can assume without loss of generality that $Y$ admits the form (1) above, i.e. $Y = y(a(x,y) \partial / \partial x + b(y) \partial / \partial y)$ with $a(0,0) \neq 0$ and $b(0) = 0$ so that the
axis \( \{y = 0\} \) is invariant by the foliation associated with \( Y \). Also \( A = ya \) and \( B = yb \). Besides the fact that \( B \) depends solely on the variable \( y \), the condition \([X, Y] = 0\) also yields

\[
y^kF(x, Y) \left( \frac{\partial A}{\partial x} \right) - A(x, y) \left( \frac{\partial (y^kF)}{\partial x} \right) - B(y) \left( \frac{\partial (y^kF)}{\partial y} \right) = 0.
\]

Recall that the axis \( \{y = 0\} \) is invariant by the foliation associated with \( Y \) \((a(0, 0) \neq 0 \) and \( b(0) = 0 \)). Whereas \( Y \) vanishes identically over \( \{y = 0\} \), it induces an affine structure on this axis by means of the construction in Section 4 of [13]. The same applies for the vector field \( X \) and, in this case, the resulting affine structure is compatible with the translation structure obtained directly from the restriction of \( X \) to this axis provided that \( k \neq 0 \). The main issue here is that the affine structures induced by \( X \) and by \( Y \) must coincide since \( X \) and \( Y \) commute. This last assertion follows essentially from Equation (11) above. Indeed, and whereas in the sequel we will argue from the point of view of these affine structure as developed in [13], the reader unfamiliar with this material can produce self-contained - if slightly ad-hoc - proofs for our claims by systematically replacing \( F, A, \) and \( B \) by their respective forms, dividing both sides in Equation (11) by the maximal common power of \( y \) and then setting \( y = 0 \) in the remaining equation.

Note that the case \( k = 0 \) is special in what follows only because it forces \( F \) to take on the form \( F(x, y) = x^2 + g_1(y)x + g_2(y) \) (the origin must be a singular point of \( X \) having both eigenvalues equal to zero). This said, the affine structure induced by \( X \) on a neighborhood of \( 0 \in \{y = 0\} \) is determined by the vector field \( F(x, 0)\partial/\partial x \). On the other hand, the affine structure arising from \( Y \) is determined by the vector field \( a(x, 0)\partial/\partial x \) and, in particular, this latter affine structure is regular at \( 0 \in \{y = 0\} \) since \( a(0, 0) \neq 0 \). Therefore the affine structure associated with \( F(x, 0)\partial/\partial x \) must be regular as well and this implies \( F(0, 0) \neq 0 \) which, in turn, implies that \( F \) must be constant equal to 1 (in particular \( k \) is strictly positive). Also, up to a multiplicative constant, we set \( a(0, 0) = 1 \) and \( B(y) = \alpha y^2 + \text{h.o.t.} \) for some \( \alpha \neq 0 \).

Plugging the information \( F = 1 \) and \( k > 0 \) into Equation (11), we conclude that

\[
\frac{\partial a}{\partial x} = \alpha k + r(y)
\]

where \( r(y) = B(y)/y^2 - \alpha \). Since \( a(0, 0) = 1 \), there follows that

\[
a(x, y) = 1 + \alpha kx + xr(y) + s(y)
\]

where \( s \) is a holomorphic function satisfying \( s(0) = 0 \). Thus it only remains to check that the resulting vector field \( Y \) is, in fact, semicomplete on a neighborhood of \((0, 0) \in C^2 \). For this, we will look for new coordinates where the foliation \( \text{associated with} \ Y \) is given by horizontal lines.

Let us thus consider the change of coordinates \((\overline{x}, \overline{y}) \mapsto (\overline{x}, u(\overline{x}, \overline{y})) = (x, y)\), where \( u \) is a holomorphic function, satisfying the following conditions:

- \( u(0, \overline{y}) = \overline{y} \).
- The change of coordinates send horizontal lines \( \{\overline{y} = \text{cte}\} \) to leaves of the foliation associated with \( Y \).

It straightforward to check that the vector field \( Y \) in the coordinates \((\overline{x}, \overline{y})\) becomes (see proof of Lemma 4.3 for details)

\[
Y = \overline{y}(1 + \beta(\overline{x}, \overline{y}))\partial/\partial \overline{x},
\]

where \( \beta \) is a holomorphic function vanishing at the origin. Since \( \overline{y} \) is constant over the horizontal lines, \( Y \) is semicomplete on a neighborhood of the origin if and only if the vector field

\[
(1 + \beta(\overline{x}, \overline{y}))\partial/\partial \overline{x}
\]

is so. This last vector field is however clearly semicomplete since it is regular at the origin and hence admits a flow-box coordinate defined around \((0, 0) \in C^2 \). Lemma 4.3 is proved. □

We close this section with the proof of Lemma 4.3.
Proof of Lemma 4.3. Note that the foliation associated with $X$ is again regular at the origin and hence we can again choose coordinates $(\overline{x}, \overline{y}) \mapsto (x, u(\overline{x}, \overline{y})) = (x, y)$ satisfying the conditions:

- $u(0, \overline{y}) = \overline{y}$.
- The change of coordinates send horizontal lines $\{\overline{y} = \text{cte}\}$ to leaves of the foliation associated with $Y$.

The vector field $X$ then becomes

$$X = \overline{y}^n x^2 (1 + \beta(\overline{x}, \overline{y})) \partial / \partial \overline{x}.$$  

Hence $X$ is semicomplete if and only if the vector field

$$x^2 (1 + \beta(\overline{x}, \overline{y})) \partial / \partial \overline{x}$$

is so. In turn, this means that for every (small) fixed value $\overline{y}_0$ of $\overline{y}$ the 1-dimensional vector field $x^2 (1 + \beta(\overline{x}, \overline{y}_0)) \partial / \partial \overline{x}$ is semicomplete. In particular, its residue at $0 \in \mathbb{C}$ must be zero (Lemma 2.1). By setting $\beta(\overline{x}, \overline{y}) = \sum_{j=0}^{\infty} a_j(y) x^j$, this last condition means that $a_1(y)$ is identically zero. In other words, the Taylor series of $u$ at $(0,0)$ contains no monomials of the form $\overline{x}^j \overline{y}^k$. Conversely, if this condition holds then the corresponding 1-dimensional vector field is conjugate to (a multiple of) $x^2 \partial / \partial x$ and thus semicomplete on some neighborhood of $0 \in \mathbb{C}$. The domain of definition of the mentioned conjugation can, however, be made of uniform size as $\overline{y}_0 \to 0$ so that $X$ is semicomplete as desired.

The rest of the proof consists of showing that $\beta$ satisfies the above condition if and only if the initial functions $g_1$ and $g_2$ are as indicated in the statement of Lemma 4.3. For this we proceed as follows.

Set

$$\Theta(x, y) = \frac{-y^{n+1} g_2(xy^n)}{1 + nxy^n g_2(xy^n)} = -y^{n+1} g_2(xy^n) \left[ 1 - nxy^n g_2(xy^n) + \cdots \right].$$

On the other hand the condition that the leaves of the initial foliation are given by $\{\overline{y} = \text{cte}\}$ amounts to the equation

$$\frac{\partial u}{\partial \overline{x}}(\overline{x}, \overline{y}) = \Theta(\overline{x}, u(\overline{x}, \overline{y})).$$

Next let $u(\overline{x}, \overline{y}) = \sum_{i=1}^{\infty} c_i(\overline{x}) \overline{y}^i$. The condition $u(0, \overline{y}) = \overline{y}$ then implies $c_1(0) = 1$ and $c_i(0) = 0$ for $i \geq 2$. Plugging $u$ into Equation (13), dividing by $\overline{y}$ and then setting $\overline{y} = 0$, we conclude that $c_i'(0) = 0$ so that $c_i(x)$ is constant equal to $1$. Thus $u(\overline{x}, \overline{y}) = \overline{y}(1 + \sum_{i=2}^{\infty} c_i(\overline{x}) \overline{y}^{i-1})$ and the coefficients functions $c_i(x)$ can recursively be computed. In particular if $g_2(0) \neq 0$, then all coefficients $c_i$ satisfies $c_i'(0) = 0$ (and some of them are identically zero). Thus $u$ does not have monomials of the form $\overline{x}^j \overline{y}^k$ in its Taylor series. Conversely, if $g_2(0) \neq 0$, then $c_n'(0) \neq 0$ and hence the Taylor series of $u$ contains the monomial $\overline{x}^n \overline{y}^{n+1}$.

Finally in coordinates $(\overline{x}, \overline{y})$, the vector field $X$ becomes

$$x^2 g_1(\overline{x}(u(\overline{x}, \overline{y})))^n (u(\overline{x}, \overline{y}))^n \partial / \partial \overline{x}$$

so that

$$1 + \beta(\overline{x}, \overline{y}_0) = g_1(\overline{x}(u(\overline{x}, \overline{y}))^n (u(\overline{x}, \overline{y}))^n.$$  

Taking into account the formula $u(\overline{x}, \overline{y}) = \overline{y}(1 + \sum_{i=2}^{\infty} c_i(\overline{x}) \overline{y}^{i-1})$ and the fact that $g_1(0) = 1$, it is easy to check that the absence of monomials of the form $\overline{x}^j \overline{y}^k$ in the Taylor series of $1 + \beta(\overline{x}, \overline{y}_0)$ is equivalent to the following pair of conditions:

1. $g_1'(0) = 0$;
2. The Taylor series of $u$ at $(0,0)$ contains no monomial of the form $\overline{x}^j \overline{y}^k$.

As previously seen, condition (2) is satisfied if and only if $g_2(0) = 0$. The lemma follows. □
5. Vector fields whose associated foliation is of Martinet-Ramis type

To complete the proof of Main Theorem, it only remains to discuss the case of holomorphic vector fields $X$ and $Y$ forming a rank 2 systems of commuting semicomplete vector fields under the following additional condition: the foliation associated with the vector field $X$ and the foliation associated with the vector field $Y$ both have Martinet-Ramis singular points at the origin. The remainder of this paper will be devoted to understanding this situation.

We begin with a general simple lemma.

**Lemma 5.1.** Let $\mathcal{F}_Y$ be the foliation associated with a holomorphic vector field $Y$. Suppose that $X$ is another holomorphic vector field that commutes with $Y$. Then the local flow of $X$ induces a (local) 1-parameter group of automorphisms in the leaf space of $\mathcal{F}_Y$.

**Proof.** First we would like to point out that the leaf space of $\mathcal{F}_Y$ was not yet endowed with any particular structure. In this sense the meaning of the above statement is precisely the following: suppose that we are given points $x_1, x_2$, belonging to the same leaf of $\mathcal{F}_Y$, and consider $T \in \mathbb{C}$ such that $\Phi(T, x_1), \Phi(T, x_2)$ are both defined, where $\Phi$ denotes the local flow of $X$. Then $\Phi(T, x_1), \Phi(T, x_2)$ also belong to the same leaf of $\mathcal{F}_Y$. To check the claim we note that it has a local nature. Therefore it suffices to prove it for $x_1$ close to $x_2$ and for $T$ small in norm. If $\Psi$ denotes the local flow of $Y$, the preceding allows us to suppose that $x_2 = \Psi(t, x_1)$ for small $t \in \mathbb{C}$. The commutativity of $X, Y$ then provides

$$\Phi(T, x_2) = \Phi(T, \Psi(t, x_1)) = \Psi(t, \Phi(T, x_1))$$

as long as all the terms in this equation are well defined. We then conclude that $\Phi(T, x_1), \Phi(T, x_2)$ belong to the same leaf of $\mathcal{F}_Y$ as desired. $\square$

Throughout this section $X$ and $Y$ will be holomorphic vector fields defined around $(0, 0) \in \mathbb{C}^2$ and satisfying all of the conditions below:

1. $X$ and $Y$ form a rank 2 system of commuting semicomplete vector fields;
2. The eigenvalues of $X$ and of $Y$ at $(0, 0) \in \mathbb{C}^2$ are all equal to zero;
3. The foliation $\mathcal{F}_X$ associated with $X$ and the foliation $\mathcal{F}_Y$ associated with $Y$ both have Martinet-Ramis singular points at $(0, 0) \in \mathbb{C}^2$.

Next we have a slightly more specific lemma.

**Lemma 5.2.** Let $X, Y$ be as above. Then $\mathcal{F}_X, \mathcal{F}_Y$ share the same separatrices.

**Proof.** Since the origin is a Martinet-Ramis singular point of $\mathcal{F}_X$ (resp. $\mathcal{F}_Y$), there follows that $\mathcal{F}_X$ (resp. $\mathcal{F}_Y$) possesses exactly two irreducible separatrices, see [18] or [17]. In addition these separatrices are smooth and mutually transverse. Let then $S_{1,X}$ be one of the separatrices of $\mathcal{F}_X$. Since the origin is a fixed point of the (semi-global) flow $\Phi_Y$ of $Y$, there immediately follows that $\Phi_Y^T(S_{1,X})$ is still a germ of analytic curve passing through $(0, 0)$ which is invariant under the flow $\Phi_X$ of $X$. Up to choosing $T$ small enough, we conclude that $\Phi_Y$ must preserve $S_{1,X}$. We then need to prove that $S_{1,X}$ is a separatrix of $\mathcal{F}_Y$ as well.

Assume aiming at a contraction that $S_{1,X}$ is not a separatrix for $\mathcal{F}_Y$. Since $S_{1,X}$ must be invariant by $\Phi_Y$, it follows that $Y$ has zeros over $S_{1,X}$. In view of Table I this last assertion implies the existence of local coordinates $(x, y)$ where

$$Y = x^n y^n (x - y) f[x \partial / \partial x - y \partial / \partial y]$$

with $f(0, 0) \neq 0$, $n \in \mathbb{N}$, and $S_{1,X} = \{x = y\}$. Conversely, $X$ must also have zeros over one of the separatrices $S_{1,Y}$ of $\mathcal{F}_Y$ which, in the above coordinates, can be chosen as $\{x = 0\}$ (and $S_{1,Y} = \{x = 0\}$ is not a separatrix for the foliation associated with $X$). Since the line $S_{1,X} = \{x = y\}$ is transverse to $\mathcal{F}_Y$ (at generic points), it parameterizes an open set of the leaf space of $\mathcal{F}_Y$. Thus $X$ cannot vanish identically over $S_{1,X} = \{x = y\}$, otherwise the automorphism induced by $X$ on the leaf space of $\mathcal{F}_Y$ would be trivial which, in turn, would contradict the fact that $X$ and $Y$ are linearly independent at generic points (cf. condition (1)).
In other words, the vector field $X$ does not vanish identically on one of the separatrices of its associated foliation. Table I then ensures that the zero-set of $X$ consists solely of the line $\{x = 0\}$. Similarly the zero-set of $Y$ is reduced to the line $\{x = y\}$ so that $n = 0$. Thus the first non-zero (i.e. quadratic) homogeneous components of the Taylor series of $X$ and of $Y$ are respectively given by

$$x[(x - 2y)\partial/\partial x - y\partial/\partial y] \quad \text{and} \quad (x - y)[x\partial/\partial x - y\partial/\partial y].$$

A direct inspection however shows that these quadratic vector fields do not commute and this contradicts the fact that $[X, Y] = 0$. The lemma is proved. \hfill \square

Lemma 5.2 can be made slightly more accurate as follows:

**Lemma 5.3.** Assume that $X$ and $Y$ satisfy conditions (1), (2), and (3) above. Then there are coordinates $(x, y)$ where the separatrices of $\mathcal{F}_X$ and of $\mathcal{F}_Y$ are given by the union of the axes $\{x = 0\}$ and $\{y = 0\}$. Furthermore the zero-set of either $X$ or $Y$ is contained in the union of these (common) separatrices.

**Proof.** The existence of coordinates $(x, y)$ such that the coordinates axes $\{x = 0\}$ and $\{y = 0\}$ correspond to the separatrices of $\mathcal{F}_X$ (resp. $\mathcal{F}_Y$) is an immediate consequence of Lemma 5.2 combined with the well-known general normal form of foliations having Martinet-Ramis singular points (cf. [15] or [17]).

To show that the zero-set of $X$ (resp. $Y$) is contained in the union of the corresponding coordinates axes, it suffices to rule out the possibility of having $X$ (resp. $Y$) as in item 13 of Table I. However, if $X$ were as in item 13 of Table I it would vanish identically over a curve $C$ which is not a separatrix for $\mathcal{F}_Y$. As previously seen, this implies that the automorphism induced by $X$ in the leaf space of $\mathcal{F}_Y$ is trivial contradicting the condition (1). This establishes the lemma. \hfill \square

What precedes can be summarized by claiming the existence of local coordinates $(x, y)$ where the vector field $X$ takes on the form

$$X = x^ay^bf(x, y)[mx(1 + \text{h.o.t.})\partial/\partial x - ny(1 + \text{h.o.t.})\partial/\partial y]$$

where $m, n \in \mathbb{N}^*$, $f(0, 0) \neq 0$, and $a, b \in \mathbb{N}$ with at least one between $a$ and $b$ different from zero (since the eigenvalues of $X$ at $(0, 0)$ are both zero). Similarly, we also have

$$Y = x^{a*}y^{b*}f^*[m^*x(1 + \text{h.o.t.})\partial/\partial x - n^*y(1 + \text{h.o.t.})\partial/\partial y].$$

Here again $f^*(0, 0) \neq 0$, $m^*, n^* \in \mathbb{N}^*$, and $a^*, b^* \in \mathbb{N}$ with at least one of them different from zero.

Recall also that $m, n, a, b$ (resp. $m^*, n^*, a^*, b^*$) are bound by the relation $am - bn \in \{-1, 0, 1\}$ (resp. $a^*m^* - b^*n^* \in \{-1, 0, 1\}$). Furthermore, $\mathcal{F}_X$ (resp. $\mathcal{F}_Y$) is necessarily linearizable if $am - bn \neq 0$ (resp. $a^*m^* - b^*n^* \neq 0$).

Finally note that $\mathcal{F}_X$ and $\mathcal{F}_Y$ share the same eigenvalues if and only if $m/m^* = n/n^*$. In fact, the eigenvalues of a foliation are defined only up to multiplicative constants.

For $X$ (resp. $Y$) as above, let $X^H$ (resp. $Y^H$) denote the first non-zero homogeneous component of the Taylor series of $X$ (resp. $Y$) at the origin. In other words, up to multiplicative constants, we set

$$X^H = x^ay^b[mx\partial/\partial x - ny\partial/\partial y] \quad \text{and} \quad Y^H = x^{a*}y^{b*}[m^*x\partial/\partial x - n^*y\partial/\partial y].$$

Now we have:

**Lemma 5.4.** Assume that $X, Y$ satisfy conditions (1), (2), and (3) at the beginning of this section. If the eigenvalues of $\mathcal{F}_X, \mathcal{F}_Y$ do not coincide then $x^ay^b$ is a first integral for the linear foliation induced by $Y^H$. Similarly, $x^{a*}y^{b*}$ is a first integral for the linear foliation induced by $X^H$.
\textbf{Proof.} Since \( X \) and \( Y \) commute, the homogeneous vector fields \( X^H, Y^H \) must commute as well. Therefore, we have

\[
\begin{align*}
    b - b^* &= \frac{m^*}{n^*}a - \frac{m}{n}a^*, \\
    a - a^* &= \frac{n^*}{m^*}b - \frac{n}{m}b^*.
\end{align*}
\]

Solving the second equation for \( a \) and substituting it in the first one, we obtain

\[
    \frac{nm^* - mn^*}{mn^*}b^* = \frac{nm^* - mn^*}{nn^*}a^*.
\]

This equation is verified if and only if

\[
    nm^* - mn^* = 0 \quad \text{or} \quad b^* = \frac{m}{n}a^*.
\]

Assuming that the eigenvalues of \( X^H, Y^H \) do not coincide, we must have the second situation, i.e. \( b^* = ma^*/n \). Substituting now the expression of \( b^* \) in the second equation, the system (17) becomes equivalent to

\[
\begin{align*}
    \frac{b}{a} &= \frac{m}{n^*} \quad \text{and} \quad \frac{b^*}{a^*} = \frac{m}{n^*}.
\end{align*}
\]

The lemma follows. \( \square \)

An immediate consequence of what precedes reads as follows.

\textbf{Corollary 5.5.} If the eigenvalues of \( F_X, F_Y \) do not coincide, then \( F_X, F_Y \) are linearizable (though not necessarily linearizable in the same coordinate).

\textbf{Proof.} Let \( X, Y \) as above and assume that \( am - bn = 0 \). Then we must have \( m/n = b/a = m^*/n^* \) so that \( F_X \) and \( F_Y \) have the same eigenvalues at the origin. Thus we must have \( am - bn \in \{-1, 0, 1\} \) and hence \( F_X \) is linearizable. An analogous argument shows that \( F_Y \) must be linearizable as well. \( \square \)

Lemma 5.6 below provides us with sufficient conditions to ensure that the invertible multiplicative functions \( f \) becomes constant in suitable coordinates. This lemma will play an important role in the subsequent discussion.

\textbf{Lemma 5.6.} Consider vector fields \( X, Y \) satisfying conditions (1), (2), and (3) at the beginning of this section. Assume that the foliation \( F_X \) is linearizable. Then there are local coordinates \((x, y)\) where \( X \) becomes

\[
x^a y^b \left[ mx \partial / \partial x - ny \partial / \partial y \right]
\]

with \( am - bn \in \{-1, 0, 1\} \).

\textbf{Proof.} Under the assumption that \( F_X \) is linearizable, the vector field \( X \) can be written as

\[
X = x^a y^b f(x, y) \left[ mx \partial / \partial x - ny \partial / \partial y \right],
\]

with \( am - bn \in \{-1, 0, 1\} \), and where \( f \) is a holomorphic function satisfying \( f(0, 0) \neq 0 \). The statement means that the coordinates \((x, y)\) can be chosen so as to have, in addition, the function \( f \) equal to a constant.

The existence of the desired coordinates \((x, y)\) will be established by constructing a local diffeomorphism taking \( X \) to the vector field \( Z = x^a y^b \left[ mx \partial / \partial x - ny \partial / \partial y \right] \). In the sequel, the linear foliation associated with \( Z \) will be denoted by \( F \).

Consider a local section \( \Sigma \) through a point \( x_0 \) of \( \{y = 0\} \) which is transverse to both \( F_X \) and \( F \). The local holonomy maps arising from a small path contained in \( \{y = 0\} \) and encircling the origin are finite in both cases. In fact, the holonomy map arising from the foliation \( F_X \) is
conjugate to the holonomy map arising from $F$. In particular, the fundamental group of the leaves of $F_X$ (resp. $F$) is cyclic infinite. This allows us to talk about a period for the vector field $X$ (resp. $Z$) as follows: consider a path contained in $\{y = 0\}$ and winding around the origin the order of the corresponding holonomy map (namely $n$ times). Given a leaf $L$ of $F_X$ (resp. $F$), denote by $c_L$ the lift of the mentioned path in $L$. Clearly the path $c_L$ is a generator of the fundamental group of $L$. The period of $L$ with respect to $X$ (resp. $Z$) is then the value of the integral of $dT$ over $c_L$, where $dT$ stands for the time-form induced by $X$ (resp. $Z$) on $L$. The reader will easily check that these periods are always zero for semicomplete vector fields $X$ such that $am - bn \in \{-1,1\}$. Conversely they are non-zero if $am - bn = 0$.

To prove the existence of a diffeomorphism taking $Z$ to $X$, it suffices to consider the particular case where $m = n = 1$. In fact, the general case can be reduced to $m = n = 1$ by lifting the vector field through the ramified covering $(x,y) \mapsto (x^m,y^n)$. The choice $m = n = 1$ allows us to abridge notation since the local holonomy map associated to $F_X$ (resp. $F$) coincides with the identity in this case.

Let us first consider the case in which the periods of the leaves of $F_X$ with respect to $X$ are zero. As pointed out above, this means that $am - bn = a - b \in \{-1,1\}$. The condition $a - b \in \{-1,1\}$ also implies that the periods of the leaves of $F$ with respect to $Z$ are zero as well. To construct the desired diffeomorphism taking $X$ to $Z$, let us consider again the transverse section $\Sigma$. Let $\Phi_X$ (resp. $\Phi_Z$) denote the (semi-global) flow of $X$ (resp. $Z$). Away from $\{x = 0\} \cup \{y = 0\}$, the diffeomorphism $H$ is defined by the following rule: we choose $T$ such that $\Phi_X(T,(x,y)) = (x_0,y_0) \in \Sigma$ (note that $T$ and $(x_0,y_0)$ are well defined since the holonomy of $F_X$ is trivial and since the period of $X$ is zero); then set $H(x,y) = \Phi_Z(-T,\Phi_X(T,(x,y)))$. Clearly $H$ is well defined and a straightforward verification shows that $H$ extends to the separatrices $\{x = 0\} \cup \{y = 0\}$ so as to define a holomorphic diffeomorphism on a neighborhood of $(0,0)$; cf. [18].

To finish the proof of the lemma, there remains to consider the case where not all the periods of the leaves of $F_X$ with respect to $X$ are zero. This implies that $am - bn = a - b = 0$. In particular, it is immediate to check that all the leaves of $F$ have the same non-zero period with respect to $Z$.

The crucial point of the argument consists of showing that all leaves of $F_X$ have the same period with respect to $X$ as well. In fact, if these periods are always the same and up to multiplying $X$ by a constant, we can assume they also coincide with the (constant) period obtained from the leaves of $F$ with respect to $Z$. At this point the same construction used above yields again a well-defined diffeomorphism $H$ conjugating $X$ and $Z$. Indeed, with the preceding notation, the point $(x_0,y_0)$ is well defined since it only depends on the fact that the local holonomy maps of the foliations in question are trivial. The value of the time “$T$” however is no longer well defined. Nonetheless, two different values of $T$ differ by a multiple of the period and therefore $H(x,y) = \Phi_Z(-T,\Phi_X(T,(x,y)))$ becomes independent of the choice of $T$. In other words, $H$ is well defined and conjugates $X$ and $Z$ as required.

Finally to show that all the leaves of $F_X$ have the same period with respect to $X$, it suffices to use the fact that the flow of the vector field $Y$ permutes the leaves of $F_X$. More precisely, the time-$t$ diffeomorphism induced by $Y$ preserves $X$. Thus it conjugates the different (1-dimensional) vector fields obtained by restricting $X$ to the leaves of $F$. Hence the periods of the leaves of $F_X$ must be constant and the lemma follows. \hfill $\Box$

Albeit simple, the next lemma is also important for the proof of Theorem 4.2.

**Lemma 5.7.** Let $X, Y$ be two semicomplete holomorphic vector fields satisfying conditions (1), (2), and (3) at the beginning of this section. Assume also that $X$ is given by Formula (14) and that $F_X$ is linearizable. Then $am - bn \neq 0$.

**Proof.** Assume aiming at a contradiction that $am - bn = 0$. Since $F_X$ is linearizable, there exist coordinates $(x,y)$ where $X$ is given by

$$X = (x^n y^m)^k f(x,y) [m x \partial / \partial x - n y \partial / \partial y],$$

where $k$ and $f(x,y)$ are smooth functions of $x$ and $y$. Since $am - bn = 0$, we have

$$mn x^n y^m = km x^n y^m,$$

which implies $k = m = n = 1$. This contradicts the assumption that $F_X$ is linearizable. \hfill $\Box$
with $k \geq 1$ and $f$ holomorphic satisfying $f(0,0) \neq 0$. Note that in the sequel we can even dispense with the use of Lemma 5.6 to set $f$ constant equal to 1. In fact, we observe that the period of the vector field $X$ must be constant since it commutes with $Y$ (with $X$ and $Y$ forming a rank 2 system of vector fields, i.e. $X$ and $Y$ are not linearly dependent everywhere). Hence to obtain the contradiction it suffices to check that the periods of the vector field $X$ as above do vary with the leaf of $\mathcal{F}_X$. For this note the leaf $L$ through a point $(x_0, y_0)$ can be parameterized by $T \mapsto (x_0 e^{mT}, y_0 e^{-nT})$ where $T$ belongs to some domain $\Omega \subset \mathbb{C}$ with is invariant by vertical translations. The restriction of $T$ associated with $X$ must be parameterized by forming a rank 2 system of vector fields, i.e. $\{X, Y\}$. Let $(x, y)$ be vector fields as in the statement of the theorem in question. Then the foliation $\mathcal{F}_X$ (resp. $\mathcal{F}_Y$) associated with $X$ (resp. $Y$) is linearizable.

Taking for granted Proposition 5.8, the proof of Theorem 4.2 can now be provided.

Proof of Theorem 4.2. Let $X$ and $Y$ be vector fields as in the statement of the theorem in question. In view of the discussion in Section 4, we can assume that the foliations associated with $X$ and $Y$ have both Martinet-Ramis singular points at the origin, cf. in particular Lemma 4.4 and Lemma 4.5. In other words, $X$ and $Y$ satisfy conditions (1), (2), and (3) at the beginning of the present section. Actually, we can assume without loss of generality that conditions (1), (2), and (3) are satisfied by all non-trivial linear combination of $X$ and $Y$ as well.

According to Proposition 5.8, the foliation $\mathcal{F}_X$ (resp. $\mathcal{F}_Y$) associated with $X$ (resp. $Y$) is linearizable. In turn, the combination of Lemma 5.6 and Lemma 5.7 yields local coordinates $(x, y)$ where $X$ becomes

$$X = x^a y^b [m x \partial / \partial x - n y \partial / \partial y]$$

with $am - bn \in \{-1, 1\}$, $a, b \in \mathbb{N}$. Let $k_1$ be the greatest non-negative integer for which $(x^n y^m)^{k_1}$ divides $x^a y^b$. Then we can set

$$X = (x^n y^m)^{k_1} x^{a_\mu} y^{b_\mu} [m x \partial / \partial x - n y \partial / \partial y]$$

where $a_\mu, b_\mu$ are non-negative integers satisfying $a_\mu m - b_\mu n = am - bn = \pm 1$ and such that the function $(x, y) \mapsto x^{a_\mu} y^{b_\mu} / x^n y^m$ is strictly meromorphic. On the other hand, the vector field $b x \partial / \partial x - a y \partial / \partial y$ commutes with $X$ and satisfies condition (1) with $X$. Therefore the general form of a holomorphic vector field commuting with $X$ and having all eigenvalues at the origin equal to zero is given by

$$f_1(x^n y^m)(x^n y^m)^{k_1} x^{a_\mu} y^{b_\mu} [m x \partial / \partial x - n y \partial / \partial y] + f_2(x^n y^m)[b x \partial / \partial x - a y \partial / \partial y],$$

where $f_1$ and $f_2$ are functions of a single variable satisfying the following conditions:

- $f_1$ is meromorphic at $0 \in \mathbb{C}$ with order greater than or equal to $-k_1$;
- $f_2$ is holomorphic around $0 \in \mathbb{C}$ and, in addition, $f_2(0) = 0$.

The vector field $Y$ must admit the form indicated in Formula (20). However the foliation $\mathcal{F}_Y$ associated with $Y$ must have a Martinet-Ramis singular point at the origin. On the other hand, we can assume that $X$ and $Y$ have the same order at the origin, since $X$ and $Y$ can be replaced by any non-trivial couple of linear combinations of them. From this, it easily follows that $\mathcal{F}_X$ and $\mathcal{F}_Y$ must have the same eigenvalues $(m, -n)$ at the origin as well. In addition, $Y$ must then have the form

$$Y = (x^n y^m)^{k_1} x^{a_\mu} y^{b_\mu} u_1(x^n y^m)[m x \partial / \partial x - n y \partial / \partial y + x^{a_\mu} y^{-b_\mu} u_2(x^n y^m)[b x \partial / \partial x - a y \partial / \partial y]],$$

$$= x^a y^b u_1(x^n y^m)[m x \partial / \partial x - n y \partial / \partial y + x^{a_\mu} y^{-b_\mu} u_2(x^n y^m)[b x \partial / \partial x - a y \partial / \partial y]],$$
with \( u_1, u_2 \) holomorphic functions of a single variable such that:

1. \( u_1(0) = 1 \);
2. The map \( (x, y) \mapsto x^{-a_y} y^{-b_y} u_2(x^n y^m) \) is holomorphic of order at least 1 at the origin (since the eigenvalues of \( Y \) are \( m, -n \)).

The proof of Theorem 4.2 is now reduced to showing that a vector field \( Y \) as above must be semicomplete on a neighborhood of the origin. For this we begin by noticing that the foliation associated with \( Y \) is also linearizable for the roles of \( X \) and \( Y \) can be permuted. Yet, in this respect, we can be slightly more accurate while also providing an elementary proof independent of the semicomplete character of \( Y \). Indeed, consider the vector field

\[
Z = mx \partial/\partial x - ny \partial/\partial y + x^{-a_y} y^{-b_y} u_2(x^n y^m) [hx \partial/\partial x - ay \partial/\partial y].
\]

Recall that a monomial \( x^{k_1} y^{k_2} (k_1 + k_2 \geq 2) \) in the Taylor series of \( Z \) is said to be resonant if either \( m = k_1 m - k_2 n \) or \( -n = k_1 m - k_2 n \). In other words, these are of the form \( x^{1 + km} y^{kn} \) in the component \( \partial/\partial x \) and of the form \( x^{km} y^{1 + kn} \) in the component \( \partial/\partial y \), where \( k \in \mathbb{N}^* \). Since \( a_y m - b_y n = \pm 1 \), there follows that the Taylor series of \( Z \) contains no resonant monomials.

The standard power series procedure then ensures that \( Z \) is linearizable, as follows by a simple induction argument, by taking into account that the desired change of coordinates has the form 

\[
(x_1, y_1) = (x_1(1 + \zeta_1(x_1, y_1)), y_1(1 + \zeta_2(x_1, y_1)))
\]

where the monomials with non-zero coefficients in the Taylor series of \( \zeta_j \) (\( j = 1, 2 \)) have all the form \((x^{a_y} y^{b_y})^{l_1} (x^n y^m)^{l_2} \), with \( l_1, l_2 \in \mathbb{N} \) and \( \zeta_1(0, 0) = \zeta_2(0, 0) = 0 \). Additional details can be found for example in [3].

Summarizing what precedes, in coordinates \((x_1, y_1)\) the vector field \( Y \) becomes

\[
Y = (x_1^n y_1^m)^{k_1} x_1^{a_y} y_1^{b_y} v(x_1, y_1) [mx \partial/\partial x_1 - ny \partial/\partial y_1]
\]

where \( v \) is some holomorphic function satisfying \( v(0, 0) = 1 \). To conclude that \( Y \) as in Formula (21) is semicomplete, we proceed as follows. Recall that the leaves of the foliation associated with \( Y \) are parameterized by \( T \mapsto (x_0 e^{mT}, y_0 e^{nT}) \) where \( T \) belongs to some domain \( \Omega \subset \mathbb{C} \) with is invariant by vertical translations, cf. Lemma 5.7. Arguing as in Lemma 5.7 (or actually with the affine structure of \( \mathbb{C} \) and its relation with monodromy), we see that the periods of \( Y \) over the leaves of the foliation will vary with the leaf unless they are all equal to zero. However, since \( X \) commutes with \( Y \), we know a priori that the periods in question should not depend on the leaf. Hence they are all equal to zero.

Next recall that in the coordinate \( T \), the restriction of \( X \) to the leaf in question becomes 

\[
(x_0^{a_y} y_0^{b_y}) v(x_0 e^{mT}, y_0 e^{nT}) e^T \partial/\partial T
\]

which converges uniformly to \( x_0^{a_y} y_0^{b_y} e^T \partial/\partial T \) as both \( x_0, y_0 \) go to zero. Since the shape of \( \Omega \subset \mathbb{C} \) is determined by the foliation - and hence does not depend on multiplicative factors - we conclude that the vector field \( x_0^{a_y} y_0^{b_y} v(x_0 e^{mT}, y_0 e^{nT}) e^T \partial/\partial T \) is semicomplete from the fact that it is a perturbation - keeping all periods equal to zero - of the semicomplete vector field corresponding to \( v \) being constant equal to 1. Theorem 4.2 is proved.

The remainder of the paper is devoted to the proof of Proposition 5.3. Consider then vector fields \( X \) and \( Y \) as in this proposition. If one of the foliations, say \( \mathcal{F}_X \), is linearizable. As in the proof of Theorem 4.2 there follows from Lemmas 5.6 and 5.7 that \( X \) admits the normal form

\[
X = x^a y^b [mx \partial/\partial x - ny \partial/\partial y]
\]

with \( am - bn \in \{-1, 1\} \). The pair \( X \) and \( Y \) is then as indicated in Theorem 4.2 and there is nothing to be proved. Thus, in order to prove Proposition 5.3 we assume, aiming at a contradiction, that neither \( \mathcal{F}_X \) nor \( \mathcal{F}_Y \) is linearizable. In particular, \( \mathcal{F}_X \) and \( \mathcal{F}_Y \) must have the same eigenvalues \( m, -n \) at the origin, with \( m, n \in \mathbb{N}^* \) (see Corollary 5.5).

Owing to Lemma 5.3 there exist coordinates \((x, y)\) where \( X \) has the form

\[
X = (x^n y^m)^{k_1} [mx(1 + \text{h.o.t.}) \partial/\partial x - ny(1 + \text{h.o.t.}) \partial/\partial y]
\]

while

\[
Y = (x^n y^m)^{k_2} [mx(1 + \text{h.o.t.}) \partial/\partial x - ny(1 + \text{h.o.t.}) \partial/\partial y],
\]

with \( k_1, k_2 \in \mathbb{N} \).
where \( k_1, k_2 \) belong to \( \mathbb{N}^* \). The following simple lemma will be useful in the discussion below.

**Lemma 5.9.** With the above notation, we can assume without loss of generality that \( k_2 > k_1 \) (strictly).

**Proof.** The order of a germ of vector field is the degree of the first non-zero homogeneous component at the origin. In particular, the order of \( X \) (resp. \( Y \)) as above is \( k_1 + 1 \) (resp. \( k_2 + 1 \)). Assume now that \( k_1 = k_2 \) otherwise there is nothing to be proved. Note however that the vector field \( Z = X - Y \) has order strictly greater than the orders of \( X \) and of \( Y \). Furthermore \( X \) and \( Z \) still form a rank 2 system of commuting semicomplete vector fields owing to Lemma 2.2. In particular they satisfy conditions (1) and (2) at the beginning of this section. We can however assume that the foliation \( F_Z \) associated with \( Z \) has a Martinet-Ramis singular point at the origin for, otherwise, the pair \( X \) and \( Z \) falls back in one of the cases already treated of Main Theorem. Moreover, since by assumption \( F_X \) is not linearizable at the origin, there follows that \( F_X \) and \( F_Z \) share the same eigenvalues (Corollary 5.5). Thus we can replace \( Y \) by \( Z \) in the previous discussion and since the order of \( Z \) at the origin is strictly larger than the order of \( X \), there will follow that \( k_2 > k_1 \) as desired. \( \square \)

Since \( X, Y \) are linearly independent at generic points (condition (1)), the flow of \( Y \) induces a non-trivial 1-parameter group of transformations on the leaf space of \( F_X \). To exploit this observation, it is convenient to briefly recall the description of the leaf space of \( F_X \) provided by Martinet-Ramis in [17] (see also [16]).

The starting point is to observe that \( F_X \) admits a formal normal form corresponding to the foliation \( F_{\lambda, p} \) defined by the 1-form

\[
mx[1 + \lambda(x^n y^m)] dy + ny[1 + (\lambda - 1)(x^n y^m)] dx.
\]

In particular, the complex number \( \lambda \) and the positive integer \( p \geq 1 \) are the only formal invariants of \( F_X \) (\( m, n \) being fixed).

Let \( h_X \) denote the local holonomy of \( F_X \) with respect to the axis \( \{ y = 0 \} \). Then \( h_X \) is formally conjugate to \( \sigma \circ g_{m, p, \lambda} \), where \( \sigma \) is the rotation \( \sigma(z) = e^{2\pi i m/n} z \) and \( g_{m, p, \lambda} \) is the time-one map induced by the vector field

\[
Z_{m, p, \lambda} = 2\pi i \frac{z^{m+1}}{1 + \lambda z^m} \frac{\partial}{\partial z}.
\]

The leaf space of \( F_X \) on \( \mathbb{C}^2 \setminus \{ x = 0 \} \) is identified to the orbit space of \( h_X \) on a neighborhood of \( 0 \in \mathbb{C} \). In turn, the latter space can be realized as a “\( p \)-collar of spheres”, cf. [17]. This is a 1-dimensional non-separate complex manifold \( \Lambda \) with \( 2p \) distinguished points \( a_0, a_1, \ldots , a_{2p-1} \) satisfying the following condition: for every \( i \mod(2p) \) \( a_i, a_{i+1} \) belong to a unique Riemann sphere embedded in \( \Lambda \). Thus every \( a_i \) belongs exactly to two consecutive spheres glued together over neighborhoods of \( a_i \) by means of some analytic diffeomorphism. We choose one sphere and denote it by \( S_0^2 \). The remaining spheres can then naturally be ordered by the gluing points. Let \( z_0 \) be a coordinate on \( S_0^2 \) where the gluing points are identified to \( 0, \infty \). The next step consists of determining a coordinate \( z_1 \) over \( S_1^2 \) such that the gluing diffeomorphisms at the points \( 0, \infty \) are tangent to the identity. The procedure is then repeated over each \( S_i^2 \) \((i = 1, \ldots , 2p - 1)\) by requiring that the gluing diffeomorphisms

\[
\varphi^j_\infty : (S_{2j+1}, \infty) \rightarrow (S_{2j}, \infty) \quad (j = 0, \ldots , p - 1),
\]

\[
\varphi^j_0 : (S_{2j}, 0) \rightarrow (S_{2j-1}, 0) \quad (j = 1, \ldots , p - 1)
\]

are tangent to the identity at the gluing points. In the coordinate \( z_0, z_{2p-1} \) the diffeomorphism \( \psi^0_0(S_{2j}^2, 0) \rightarrow (S_{2p-1}, 0) \) becomes \( \psi^0_0 = e^{-2\pi i \lambda} \phi^0_0 \) where \( \phi^0_0 \) is tangent to the identity. Summarizing to each \( p \)-collar of spheres, it is associated a pair \( (\lambda, \varphi) \in [\text{Diff}(S^2; 0, \infty)]^p \). The arbitrary choices made above are all encoded in the natural action of \( \mathbb{Z}_{2p} \times \mathbb{Z}_2 \times \mathbb{C}^\times \) on the set of these pairs. Finally two \( p \)-collar of spheres are isomorphic if and only if their associated pairs coincide modulo this action.
induces a point \( p \in \varphi \) in [16]).
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Moreover the first non-zero homogeneous component has a natural “projection” i.e. the formal conjugacy between group of automorphisms in the leaf space of \( F \) section. More precisely consider a local transverse section \( \Sigma \) to the leaves of \( F \). Let us now go back to the foliation \( F_X \). It was seen that \( Y \) induces a non-trivial (1-parameter) group of automorphisms in the leaf space of \( F_X \). By construction, these are holomorphic automorphism of the (singular) Riemann surface \( \Lambda \). Since \( \Lambda \) has dimension 1, it follows that this group must coincide with the flow of a non-trivial holomorphic vector field \( Z \) characterized by having \( \varphi = \text{Id} \) (with slightly different conventions, this collar is called euclidean in [16]).

Let us now go back to the foliation \( F_X \). It was seen that \( Y \) induces a non-trivial (1-parameter) group of automorphisms in the leaf space of \( F_X \). By construction, these are holomorphic automorphism of the (singular) Riemann surface \( \Lambda \). Since \( \Lambda \) has dimension 1, it follows that this group must coincide with the flow of a non-trivial holomorphic vector field \( Z \) globally defined on \( \Lambda \). The existence of a non-trivial holomorphic vector field clearly trivializes the invariant \( \varphi \in [\text{Diff} (S^2;0,\infty)]^p \). Thus we obtain:

**Lemma 5.10.** The foliation \( F_X \) is analytically conjugate to the foliation given by

\[
mx[1 + \lambda(x^n y^m)^p] \, dy + ny[1 + (\lambda - 1)(x^n y^m)^p] \, dx,
\]

i.e. the formal conjugacy between \( F_X \) and \( F_{\lambda,p} \) is, in fact, analytic. \( \square \)

A (local) representative for the leaf space of \( F_X \) can be obtained by means of a local transverse section. More precisely consider a local transverse section \( \Sigma \) to the leaves of \( F_X \) passing through a point \( p_0 \in \{y = 0\} \) so that \( \Sigma \) can be identified to a neighborhood of \( 0 \in \mathbb{C} \). The vector field \( Y \) has a natural “projection” \( Y_{\Sigma} \) on \( \Sigma \) defined as follows. Given local coordinates \( (x_1, y_1) \) around \( p_0 \) so that \( X = f(x_1, y_1) \partial/\partial x_1 \), the vector field \( Y \) takes on the form \( Y = F(x_1, y_1) \partial/\partial x_1 + G(y_1) \partial/\partial y_1 \), where \( G \) depends only on \( y_1 \) since \([X, Y] = 0 \). The vector field \( Y_{\Sigma} \) is then given by \( Y_{\Sigma} = G(y_1) \partial/\partial y_1 \).

**Proof of Proposition 5.8.** Keep the preceding notation and recall that we have assumed aiming at a contradiction that neither \( F_X \) nor \( F_Y \) is linearizable. The vector fields \( X \) and \( Y \) are given in suitable coordinates by Formulas (22) and (23). In view of Lemma 5.9 we also assume that \( k_2 > k_1 \).

Thanks to Lemma 5.10 we may change the coordinates so that \( X \) becomes

\[
X = (x^n y^m)^{k_1} f(x, y)[mx(1 + \lambda(x^n y^m)^p) \partial/\partial x - ny(1 + (\lambda - 1)(x^n y^m)^p) \partial/\partial y],
\]

where \( f(0, 0) \neq 1 \) (up to a multiplicative constant). In the same coordinates \( (x, y) \), the first non-zero homogeneous component \( Y^H \) of the vector field \( Y \) is given by

\[
Y^H = (x^n y^m)^{k_2}[mx \partial/\partial x - ny \partial/\partial y].
\]

As already pointed out in the proof of Lemma 5.9 we can also assume that \( Z = X - Y \) forms with \( X \) a rank 2 system of commuting vector fields satisfying the conditions (1), (2), and (3) at the beginning of the section. Moreover the first non-zero homogeneous component \( Z^H \) of \( Z \) is given by

\[
Z^H = (x^n y^m)^{k_1}[mx \partial/\partial x - ny \partial/\partial y].
\]

Thus the vector field \( Z \) itself has the form

\[
Z = (x^n y^m)^{k_1}[mx(1 + \text{h.o.t.}) \partial/\partial x - ny(1 + \text{h.o.t.}) \partial/\partial y].
\]

Next let \( \Sigma \) be a local section transverse to the leaves of \( F_X \) and passing through a point \( p_0 \in \{y = 0\} \). The section \( \Sigma \) will also be identified with a neighborhood of \( 0 \in \mathbb{C} \). Consider local coordinates \( (x_1, y_1) \) about \( p_0 \) so that \( F_X \) becomes horizontal, i.e. where \( X \) becomes \( X = f(x_1, y_1) \partial/\partial x_1 \). In these coordinates, the vector field \( Y \) must admit the form

\[
Y = y_1^{mk}[a(x_1, y_1) \partial/\partial x_1 + y_1 b(y_1) \partial/\partial y_1].
\]
where \( b(0) \neq 0 \). Thus the projection \( Y_\Sigma \) of \( Y \) on \( \Sigma \) is given in the coordinate \( y_1 \) by \( Y_\Sigma = y_1^{k_2+1} b(y_1) \partial/\partial y_1 \).

Now note that the vector field \( Y_\Sigma \) is preserved by the local holonomy map \( h_X \) associated to the foliation \( F_X \) w.r.t. to the leaf \( \{ y = 0 \} \). Indeed this is an immediate consequence of the fact that \( Y \) has a natural projection on the leaf space of \( F_X \). However, it follows from Lemma 5.10 that \( h_X \) is conjugate to the time-one map induced by the vector field \( 2\pi i (y_1^{mp+1})/(1 + \lambda y_1^{mp}) \partial/\partial y_1 \).

It is well known that the last condition guarantees that these two vector fields must coincide up to a multiplicative constant. In particular, we conclude that \( k_2 = p \).

The desired contradiction now arises from considering the projection \( Z_\Sigma \) of \( Z \) on \( \Sigma \). By repeating the previous argument, we are led to the conclusion that \( k_1 = p = k_2 \) which is impossible since \( k_2 > k_1 \) strictly. This ends the proof of Proposition 5.8.

\[ \square \]
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