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Abstract

To achieve the more significant passive beamforming gain in the double-intelligent reflecting surface (IRS) aided system over the conventional single-IRS counterpart, channel state information (CSI) is indispensable in practice but also more challenging to acquire, due to the presence of not only the single- but also double-reflection links that are intricately coupled and also entail more channel coefficients for estimation. In this paper, we propose a new and efficient channel estimation scheme for the double-IRS aided multi-user multiple-input multiple-output (MIMO) communication system to resolve the cascaded CSI of both its single- and double-reflection links. First, for the single-user case, the single- and double-reflection channels are efficiently estimated at the multi-antenna base station (BS) with both the IRSs turned ON (for maximal signal reflection), by exploiting the fact that their cascaded channel coefficients are scaled versions of their superimposed lower-dimensional CSI. Then, the proposed channel estimation scheme is extended to the multi-user case, where given an arbitrary user’s cascaded channel (estimated as in the single-user case), the other users’ cascaded channels can also be expressed as lower-dimensional scaled versions of it and thus efficiently estimated at the BS. Simulation results verify the effectiveness of the proposed channel estimation scheme and joint training reflection design for double IRSs, as compared to various benchmark schemes.
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I. INTRODUCTION

Intelligent reflecting surface (IRS) has recently emerged as an innovative solution to the realization of smart and reconfigurable environment for wireless communications [2–5]. Specifically, IRS consists of a large number of passive reflecting elements with ultra-low power consumption, each being able to control the reflection phase shift and/or amplitude of the incident signal
in a programmable manner so as to collaboratively reshape the wireless propagation channel in favor of signal transmission. As such, different from the existing transmission techniques that can only adapt to but have no control over the random wireless channels, IRS provides a new means to effectively combat with wireless channel fading impairment and co-channel interference. Furthermore, as being of light weight and free of radio frequency (RF) chains, large-scale IRSs can be densely deployed in various wireless communication systems [6]–[11] to enhance their performance at low as well as sustainable energy and hardware cost.

Prior works on IRS mainly considered the wireless communication systems aided by one or multiple distributed IRSs (see, e.g., [12]–[20]), each independently serving its nearby users without taking into account the inter-IRS signal reflection, which, however, fails to capture the cooperative beamforming gains between IRSs to further improve the system performance. Only recently, the cooperative beamforming over inter-IRS channel has been explored in the double-IRS aided communication system [21]–[23], which was shown to achieve a much higher-order passive beamforming gain than that of the conventional single-IRS aided system (i.e., $O(M^4)$ versus $O(M^2)$ with $M$ denoting the total number of reflecting elements/subsurfaces in both systems [21]). However, achieving this more appealing passive beamforming gain requires more channel training overhead in practice, due to the significantly more channel coefficients to be estimated over the inter-IRS double-reflection link, in addition to the single-reflection links in the conventional single-IRS system. Note that existing works on IRS channel estimation mainly focused on the channel state information (CSI) acquisition for the single-reflection links only [24]–[32], which, however, are inapplicable to the double-IRS aided system with the co-existence of single- and double-reflection links as shown in Fig. 1. In [21], the authors assumed that the two IRSs in the double-IRS system are equipped with receive RF chains to enable signal sensing for estimating their channels with the base station (BS)/user, separately. However, even with receive RF chains integrated to IRSs, the channel estimation for the inter-IRS (i.e., IRS 1→IRS 2 in Fig 1) link still remains a difficult task in practice (unless active sensors that can both transmit and receive signals are installed to the IRSs, which inevitably incur additional cost and complexity). In contrast, the double-IRS channel estimation with fully-passive IRSs was investigated in [23], but without the single-reflection links considered and for the single-user case only. In [11], we presented a decoupled channel estimation scheme for the general double-IRS aided system with multiple BS antennas/users, which successively estimates the two single-reflection channels (each corresponding to one of the two IRSs turned ON with the other turned
OFF, respectively) and then the double-reflection channel (with the signals canceled over the two single-reflection channels estimated) in a decoupled manner. Although this scheme substantially reduces the training overhead of that in [23], it suffers from not only residual interference due to imperfect signal cancellation (based on the estimated single-reflection channels) but also considerable reflection power loss due to the ON/OFF reflection control of the two IRSs during the channel training, which thus degrade the channel estimation accuracy.

To overcome the above issues, we propose in this paper a new and efficient channel estimation scheme for the double-IRS aided multi-user multiple-input multiple-output (MIMO) communication system shown in Fig. 1, where two fully-passive IRSs are deployed near a multi-antenna BS and a cluster of $K$ users, respectively, to assist their communications. Different from the decoupled channel estimation scheme in [1], we propose to jointly estimate the cascaded CSI of the single- and double-reflection links with the always-ON training reflection (i.e., all the reflecting elements/subsurfaces of the two IRSs are switched ON with the maximum reflection amplitude during the entire channel training) while properly tuning their reflection phase-shifts over time, which thus achieves the full-reflection power for improving the channel estimation accuracy significantly. Note that with the always-ON reflection of both IRSs, the two single-reflection channels (each corresponding to one of the two IRSs, respectively) are superimposed with the double-reflection channel at all time, which makes them difficult to be estimated separately at the BS based on the received user pilot signals over the intricately coupled single- and double-reflection links. To tackle this difficulty, we explore the intrinsic relationship between the single- and double-reflection channels as well as that among different users and design the training reflection phase-shifts of the two IRSs accordingly to achieve low training overhead and yet high channel estimation accuracy. Specifically, the main contributions of this paper are summarized as follows (please refer to Fig. 1 for the channel illustration).
• First, for the single-user case, the superimposed CSI of the single- and double-reflection channels related to IRS 2 is estimated at the multi-antenna BS with dynamically tuned reflection phase-shifts of IRS 2 over time and those of IRS 1 being fixed. Then, the high-dimensional double-reflection (i.e., user→IRS 1→IRS 2→BS) channel and the single-reflection (i.e., user→IRS 2→BS) channel are efficiently estimated, by exploiting the fact that their cascaded channel coefficients are scaled versions of their superimposed CSI due to their commonly shared IRS 2→BS link; as a result, by taking the superimposed CSI as the reference CSI, only the lower-dimensional scaling factors and the other single-reflection (i.e., user→IRS 1→BS) channel need to be estimated at the multi-antenna BS, thus greatly reducing the training overhead. The proposed channel estimation scheme is further extended to the multi-user case, where given an arbitrary user’s cascaded channel estimated as in the single-user case, the other users’ cascaded channels are also (lower-dimensional) scaled versions of it and thus can be efficiently estimated at the BS with low training overhead.

• Moreover, for the proposed channel estimation scheme, we jointly optimize the training reflection phase-shifts of the two IRSs to minimize the channel estimation error over different training phases, for which some closed-form optimal solutions are derived with desired orthogonality. In addition, we analytically characterize the minimum training overhead of the proposed scheme, which is shown to decrease with the increasing number of BS antennas \( N \) until reaching its lower bound with \( N > M \). We also show an interesting trade-off in training time allocation over different training phases with the intricate error propagation effect taken into account.

• Last, we provide extensive numerical results to validate the superiority of our proposed channel estimation scheme to other benchmark schemes in terms of both training overhead and channel estimation error. Besides, the effectiveness of the proposed joint training reflection phase-shift design for double IRSs is also corroborated by simulation results, as compared to other heuristic training reflection designs.

The rest of this paper is organized as follows. Section II presents the system model for the double-IRS aided multi-user MIMO system. In Sections III and IV, we propose efficient channel estimation schemes with optimized training reflection phase-shift designs for the single-user and multi-user cases, respectively. Simulation results are presented in Section V to evaluate the performance of the proposed channel estimation scheme and training reflection phase-shift
design. Finally, conclusions are drawn in Section VII.

**Notation:** Upper-case and lower-case boldface letters denote matrices and column vectors, respectively. Superscripts \((\cdot)^T\), \((\cdot)^H\), \((\cdot)^*\), \((\cdot)^{-1}\), and \((\cdot)^\dagger\) stand for the transpose, Hermitian transpose, conjugate, matrix inversion, and pseudo-inverse operations, respectively. \(\mathbb{C}^{a \times b}\) denotes the space of \(a \times b\) complex-valued matrices. For a complex-valued vector \(x\), \(\|x\|\) denotes its \(\ell_2\)-norm and \(\text{diag}(x)\) returns a diagonal matrix with the elements in \(x\) on its main diagonal. For a general matrix \(A\), \(\text{rank}(A)\) returns its rank, \(\|A\|_F\) denotes its Frobenius norm, \(\text{vec}(A)\) denotes the vectorization of \(A\) by stacking its columns into a column vector, and \(A_{a:b,c:d}\) denotes the submatrix of \(A\) with its rows from \(a\) to \(b\) and columns from \(c\) to \(d\). \(O(\cdot)\) denotes the standard big-O notation, \([\cdot]\) is the ceiling function, \(\otimes\) denotes the Kronecker product, and \(\mathbb{E}\{\cdot\}\) stands for the statistical expectation. \(I\), \(1\), and \(0\) denote an identity matrix, an all-one vector/matrix, and an all-zero vector/matrix, respectively, with appropriate dimensions. The distribution of a circularly symmetric complex Gaussian (CSCG) random vector with mean vector \(\mu\) and covariance matrix \(\Sigma\) is denoted by \(\mathcal{N}_c(\mu, \Sigma)\); and \(\sim\) stands for “distributed as”.

II. System Model

Consider a double-IRS cooperatively aided multi-user MIMO communication system shown in Fig. I in which two distributed IRSs (referred to as IRS 1 and IRS 2) are deployed to assist the communications between a cluster of \(K\) single-antenna users and an \(N\)-antenna BS\(^1\). As in \([22]\), we consider a practical scenario where the direct links between the users in the cluster of interest and the BS are severely blocked due to obstacles (e.g., walls/corners in the indoor environment) and thus can be ignored\(^2\). To bypass the blockage as well as minimize the path loss, IRSs 1 and 2 are properly placed near the cluster of users and the BS, respectively, such that the \(K\) users can be effectively served by the BS through both the single- and double-reflection links created by them. Let \(M\) denote our budget on the total number of passive subsurfaces for the two distributed IRSs, where IRSs 1 and 2 comprise \(M_1\) and \(M_2\) subsurfaces, respectively, with \(M_1 + M_2 = M\). Similar to the element-grouping strategy in \([24]\), \([33]\), each of these IRS subsurfaces is composed of an arbitrary number of adjacent reflecting elements that share a common phase shift for reducing the channel estimation and reflection design complexity. In

\(^1\)The results in this paper can be easily extended to the case of multiple user clusters each with a helping IRS deployed locally, by e.g., considering these distributed IRSs as an equivalent IRS (i.e., IRS 1) of larger size accordingly.

\(^2\)If the direct links are non-negligible, the BS can estimate them by using the conventional channel estimation method with orthogonal/sequential pilots sent from the users and the two IRSs both turned OFF.
this paper, we assume the quasi-static flat-fading channel model for all channels involved, which remain approximately constant during each channel coherence interval.

Let \( \mathbf{u}_k \triangleq [u_{k,1}, \ldots, u_{k,M_1}]^T \in \mathbb{C}^{M_1 \times 1} \), \( \tilde{\mathbf{u}}_k \triangleq [\tilde{u}_{k,1}, \ldots, \tilde{u}_{k,M_2}]^T \in \mathbb{C}^{M_2 \times 1} \), \( \mathbf{D} \triangleq [d_1, \ldots, d_{M_1}] \in \mathbb{C}^{M_2 \times M_1} \), \( \mathbf{G}_1 \in \mathbb{C}^{N \times M_1} \), and \( \mathbf{G}_2 \in \mathbb{C}^{N \times M_2} \) denote the baseband equivalent channels in the uplink for the user \( k \rightarrow \text{IRS} \), user \( k \rightarrow \text{IRS} \), IRS 1→IRS 2, IRS 1→BS, and IRS 2→BS links, respectively, with \( k = 1, \ldots, K \). Let \( \boldsymbol{\theta}_\mu \triangleq [\theta_{\mu,1}, \ldots, \theta_{\mu,M_\mu}]^T = [\beta_{\mu,1}e^{j\phi_{\mu,1}}, \ldots, \beta_{\mu,M_\mu}e^{j\phi_{\mu,M_\mu}}]^T \) denote the equivalent reflection coefficients of IRS \( \mu \) with \( \mu \in \{1, 2\} \), where \( \beta_{\mu,m} \in [0, 1] \) and \( \phi_{\mu,m} \in [0, 2\pi) \) are the reflection amplitude and phase shift of subsurface \( m \) at IRS \( \mu \), respectively. Thus, the effective channel from user \( k \) to the BS is the superimposition of the double-reflection link and the two single-reflection links (see Fig. 1), which is given by

\[
\mathbf{h}_k = \mathbf{G}_2 \Phi_2 \mathbf{D} \Phi_1 \mathbf{u}_k + \mathbf{G}_2 \Phi_2 \tilde{\mathbf{u}}_k + \mathbf{G}_1 \Phi_1 \mathbf{u}_k, \quad k = 1, \ldots, K \tag{1}
\]

where \( \Phi_\mu = \text{diag} (\theta_\mu) \) denotes the diagonal reflection matrix of IRS \( \mu \) with \( \mu \in \{1, 2\} \). With fully-passive IRSs 1 and 2, it is infeasible to acquire the CSI between the two IRSs as well as that with the BS/users separately. Nonetheless, it was shown in [22] that the cascaded CSI (to be specified below) is sufficient for designing the cooperative reflection/passive beamforming at the two IRSs to maximize the data transmission rate without loss of optimality. As such, let \( \mathbf{R}_k = \mathbf{G}_1 \text{diag} (\mathbf{u}_k) \in \mathbb{C}^{N \times M_1} \) (\( \tilde{\mathbf{R}}_k = \mathbf{G}_2 \text{diag} (\tilde{\mathbf{u}}_k) \in \mathbb{C}^{N \times M_2} \)) denote the cascaded user \( k \rightarrow \text{IRS} \) (IRS 2)→BS channel (without taking the effect of IRS reflection yet) for the single-reflection link reflected by IRS 1 (IRS 2), and \( \tilde{\mathbf{D}}_k \triangleq [\tilde{d}_{k,1}, \ldots, \tilde{d}_{k,M_1}] = \mathbf{D} \text{diag} (\mathbf{u}_k) \in \mathbb{C}^{M_2 \times M_1} \) denote the cascaded user \( k \rightarrow \text{IRS} \)→ IRS 2 channel (without IRS reflection) with \( \tilde{d}_{k,m} = d_{m}u_{k,m}, \forall m = 1, \ldots, M_1 \). Then, the channel model in (1) can be equivalently expressed as

\[
\mathbf{h}_k = \mathbf{G}_2 \Phi_2 \tilde{\mathbf{D}}_k \theta_1 + \tilde{\mathbf{R}}_k \theta_2 + \mathbf{R}_k \theta_1 \\
= \mathbf{G}_2 \left[ \Phi_2 \tilde{d}_{k,1}, \ldots, \Phi_2 \tilde{d}_{k,M_1} \right] \theta_1 + \tilde{\mathbf{R}}_k \theta_2 + \mathbf{R}_k \theta_1 \\
= \mathbf{G}_2 \left[ \text{diag} (\tilde{d}_{k,1}) \theta_2, \ldots, \text{diag} (\tilde{d}_{k,M_1}) \theta_2 \right] \theta_1 + \tilde{\mathbf{R}}_k \theta_2 + \mathbf{R}_k \theta_1 \\
= \sum_{m=1}^{M_1} \mathbf{G}_2 \text{diag} (\tilde{d}_{k,m}) \theta_2 \theta_{1,m} + \tilde{\mathbf{R}}_k \theta_2 + \mathbf{R}_k \theta_1, \quad k = 1, \ldots, K \tag{2}
\]

where \( \mathbf{Q}_{k,m} \in \mathbb{C}^{N \times M_2} \) denotes the cascaded user \( k \rightarrow \text{IRS} \)→ IRS 2→BS channel associated with subsurface \( m \) of IRS 1, \( \forall m = 1, \ldots, M_1 \) for the double-reflection link. According to (2), it is sufficient to acquire the knowledge of the cascaded channels \( \{\mathbf{Q}_{k,m}\}_{m=1}^{M_1}, \tilde{\mathbf{R}}_k \), and \( \mathbf{R}_k \) for jointly
designing the passive beamforming \( \{\theta_1, \theta_2\} \) for uplink data transmission in the double-IRS aided multi-user MIMO system [22].

However, the total number of channel coefficients in the cascaded channels \( \{Q_{k,m}\}_{m=1}^{M_1}, \tilde{R}_k, \) and \( R_k \) is prohibitively large, which consists of two parts:

- The number of channel coefficients (equal to \( K \times NM_1M_2 \)) for the high-dimensional double-reflection link (i.e., \( \{Q_{k,m}\}_{m=1}^{M_1} \)), which are newly introduced due to the double IRSs.
- The number of channel coefficients (equal to \( K \times N(M_1 + M_2) \)) for the two single-reflection links (i.e., \( R_k \) and \( \tilde{R}_k \)), which exist in the conventional single-IRS aided system (with either IRS 1 or IRS 2 present).

As such, the number of channel coefficients for the double-reflection link is of much higher-order than that for the two single-reflection links due to the fact that \( M_1M_2 \gg M_1 + M_2 \) given large \( M_1 \) and \( M_2 \) in practice, which makes the channel estimation problem more challenging for the double-IRS aided system, as compared to the single-IRS counterpart. Note that given a limited channel coherence interval, such a considerably larger number of channel coefficients may require significantly more training overhead that renders much less or even no time for data transmission, thus resulting in reduced achievable rate for the double-IRS aided system (despite the higher-order passive beamforming gain over the double-reflection link assuming perfect CSI as shown in [22]). Moreover, the cascaded CSI of the double-reflection link needs to be efficiently estimated along with that of the two single-reflection links. However, the pilot signals from the users are intricately coupled over the single- and double-reflection links when both the two IRSs are turned ON for maximizing the reflected signal power, which thus calls for new designs for their joint channel estimation at the multi-antenna BS.

To tackle the above challenges, we propose a new and efficient channel estimation scheme for the considered double-IRS aided system that achieves practically low training overhead and yet high channel estimation accuracy. We first consider the single-user setup, i.e., \( K = 1 \), to illustrate the main idea of the proposed channel estimation scheme and training reflection design in Section [III] and then extend the results to the general multi-user case in Section [IV]. To reduce the hardware cost and maximize the signal reflection power, we consider the always-ON training reflection design for which all the reflecting elements/sub-surfaces at the two IRSs are turned ON during the entire channel training and their reflection amplitudes are set to the maximum value of one (i.e., \( \beta_{\mu,m} = 1, \forall m = 1, \ldots, M_\mu, \mu \in \{1, 2\} \)), and thereby focus on the dynamically tuned reflection phase-shift design for achieving efficient joint channel estimation of the single-
III. DOUBLE-IRS CHANNEL ESTIMATION FOR SINGLE-USER CASE

In this section, we study the cascaded channel estimation and training design for the single-user case with $K = 1$. For notational convenience, the user index $k$ is omitted in this section.

A. Proposed Channel Estimation Scheme

Note that with both IRSs 1 and 2 turned ON simultaneously, the double-reflection channel $\{Q_m\}_{m=1}^{M_1}$ and two single-reflection channels $\{R, \tilde{R}\}$ are superimposed in (2), which are difficult to be estimated separately at the BS as the received pilot signals from the user are intricately coupled over the single- and double-reflection links. To tackle this difficulty, we propose an efficient channel estimation scheme, which includes two phases as elaborated below.

Phase I: In this phase, we fix the reflection phase-shifts of IRS 1, i.e., $\theta_{1,i}^{(i)} = \theta_{1,1}, \forall i = 1, \ldots, I_1$ and dynamically tune the reflection phase-shifts of IRS 2, i.e., $\theta_{2,i}^{(i)}$, over different pilot symbols to facilitate the cascaded channel estimation, where $I_1$ denotes the number of pilot symbols in Phase I. For simplicity, we set $\theta_{1,1} = 1_{M_1 \times 1}$ and thus the effective channel in (2) during symbol $i$ of Phase I, denoted by $h_1^{(i)}$, is given by

$$h_1^{(i)} = \sum_{m=1}^{M_1} Q_m \theta_{2,1}^{(i)} + \tilde{R} \theta_{2,1}^{(i)} + G_1 u$$

$$= \sum_{m=1}^{M_1} G_2 \text{diag}(\tilde{d}_m) \theta_{2,1}^{(i)} + \tilde{R} \text{diag}(\tilde{u}) \theta_{2,1}^{(i)} + G_1 u$$

$$= G_2 \text{diag}(\tilde{u} + \sum_{m=1}^{M_1} \tilde{d}_m) \theta_{2,1}^{(i)} + G_1 u, \quad i = 1, \ldots, I_1. \quad (3)$$

For notational convenience, we let $g_1 \triangleq G_1 u, \bar{d} \triangleq \tilde{u} + \sum_{m=1}^{M_1} \tilde{d}_m$, and

$$Q \triangleq G_2 \text{diag}(\bar{d}) = \tilde{R} + \sum_{m=1}^{M_1} Q_m$$

where $Q$ can be regarded as the superimposed CSI of the single- and double-reflection channels related to IRS 2. As such, the effective channel in (3) can be simplified as

$$h_1^{(i)} = Q \theta_{2,1}^{(i)} + g_1, \quad i = 1, \ldots, I_1. \quad (5)$$

Based on the channel model in (5) with $x_1^{(i)} = 1$ being the pilot symbol transmitted by the (single) user, the received signal at the BS during symbol $i$ of Phase I is expressed as

3Note that $\theta_{1,1}$ can be arbitrarily set in Phase I for our proposed channel estimation scheme without affecting its performance.
\[ z_1^{(i)} = \bar{Q} \theta^{(i)}_{2,1} + g_1 + v_1^{(i)}, \quad i = 1, \ldots, I_1 \]  

(6)

where \( v_1^{(i)} \sim \mathcal{N}(0, \sigma^2 I_N) \) is the additive white Gaussian noise (AWGN) vector with normalized noise power of \( \sigma^2 \) at the BS (with respect to user transmit power). By stacking the received signal vectors \( \{ z_1^{(i)} \}_{i=1}^{I_1} \) into \( Z_1 = \begin{bmatrix} z_1^{(1)}(1), z_1^{(2)}, \ldots, z_1^{(I_1)} \end{bmatrix} \), we obtain

\[
Z_1 = \begin{bmatrix} g_1, \bar{Q} \end{bmatrix} \begin{bmatrix} 1, & 1, & \ldots, & 1 \\ \theta^{(1)}_{2,1}, & \theta^{(2)}_{2,1}, & \ldots, & \theta^{(I_1)}_{2,1} \end{bmatrix} + V_1. \tag{7}
\]

where \( \bar{Q} \in \mathbb{C}^{(M_2+1) \times I_1} \) denotes the training reflection matrix of IRS 2 in Phase I and \( V_1 = \begin{bmatrix} v_1^{(1)}, v_1^{(2)}, \ldots, v_1^{(I_1)} \end{bmatrix} \) is the corresponding AWGN matrix. By properly constructing the training reflection matrix of IRS 2 in Phase I such that \( \text{rank} \left( \bar{Q}_{2,1} \right) = M_2 + 1 \), the least-square (LS) estimates of \( g_1 \) and \( \bar{Q} \) based on (7) are given by

\[
\begin{bmatrix} \hat{g}_1, \hat{Q} \end{bmatrix} = Z_1 \bar{Q}_{2,1}^\dagger = \begin{bmatrix} g_1, \bar{Q} \end{bmatrix} + V_1 \tilde{\Theta}_{2,1}^+ \tag{8}
\]

where \( \bar{Q}_{2,1}^+ = \bar{Q}_{2,1}^H (\Theta_{2,1} \bar{Q}_{2,1}^H)^{-1} \). Note that \( I_1 \geq M_2 + 1 \) is required to ensure \( \text{rank} \left( \bar{Q}_{2,1} \right) = M_2 + 1 \) and thus the existence of \( \bar{Q}_{2,1}^+ \).

**Lemma 1.** With the superimposed CSI \( \bar{Q} \) available after Phase I, the channel model in (2) for the single-user case can be simplified as

\[
h = \begin{bmatrix} \bar{Q} \text{diag} (\bar{\theta}_2) E, & \bar{R} \end{bmatrix} \tilde{\Theta}_1 \tag{9}
\]

where \( \tilde{\Theta}_1 \triangleq [1, \theta_1^T, \theta_1^T]^T \) and \( E \triangleq [e_0, e_1, \ldots, e_{M_1}] \in \mathbb{C}^{M_2 \times (M_1+1)} \) is the scaling matrix that collects all the (lower-dimensional) scaling vectors \( \{ e_m \}_{m=0}^{M_1} \) with \( e_0 \triangleq \text{diag} (\bar{d})^{-1} \bar{u} \in \mathbb{C}^{M_2 \times 1} \) and \( e_m \triangleq \text{diag} (\bar{d})^{-1} \bar{d}_m \in \mathbb{C}^{M_2 \times 1}, \forall m = 1, \ldots, M_1. \)

**Proof.** Recall from (2) that \( \bar{R} \) and \( \{ Q_m \}_{m=1}^{M_1} \) are respectively expressed as

\[
\bar{R} = G_2 \text{diag} (\bar{u}), \quad Q_m = G_2 \text{ diag} (\bar{d}_m), \quad m = 1, \ldots, M_1. \tag{10}
\]

It is observed that \( \bar{R} \) and \( \{ Q_m \}_{m=1}^{M_1} \) in (10) share the same (common) IRS 2→BS link (i.e, \( G_2 \)) as the superimposed CSI \( \bar{Q} \) in (4). As such, if taking the superimposed CSI \( \bar{Q} \) in (4) as the reference CSI, we can re-express (10) as

\[
\bar{R} = G_2 \text{ diag} (\bar{d}) \cdot \text{ diag} (\bar{d})^{-1} \text{ diag} (\bar{u}) \tag{11}
\]
\[
Q_m = G_2 \text{diag}(d) \cdot \text{diag}(d)^{-1} \text{diag}(\tilde{d}_m), \quad m = 1, \ldots, M_1
\] (12)

where \( e_0 \triangleq \text{diag}(d)^{-1} \bar{u} \in \mathbb{C}^{M_2 \times 1} \) and \( e_m \triangleq \text{diag}(d)^{-1} \bar{d}_m \in \mathbb{C}^{M_2 \times 1}, \forall m = 1, \ldots, M_1 \) denote the scaling vectors normalized by \( \bar{d} \). As compared to the cascaded channel matrices \( \tilde{R} \) and \( \{Q_m\}_{m=0}^{M_1} \), the scaling vectors \( \{e_m\}_{m=0}^{M_1} \) are of lower dimension with \( \bar{Q} \) being the referenceCSI. By substituting \( \tilde{R} \) and \( Q_m \) of (11) and (12) into (2), the channel model in (2) for the single user case can be equivalently expressed as

\[
h = \sum_{m=1}^{M_1} Q\text{diag}(e_m) \theta_2 \theta_{1,m} + Q\text{diag}(e_0) \theta_2 + R \theta_1
\]

\[
= Q\text{diag}(\theta_2) [e_0, e_1, \ldots, e_{M_1}] \begin{bmatrix} 1 \\ E \end{bmatrix} + R \theta_1.
\] (13)

Let \( \tilde{\theta}_1 \triangleq [1, \theta_1^T, \theta_1^T]^T \) and after some simple transformations, the channel model in (13) can be further expressed in a more compact form as in (9), thus completing the proof.

According to Lemma 1, it is sufficient to acquire the CSI of \( \{Q, E, R\} \) for our considered cascaded channel estimation. Moreover, it is worth pointing out that as compared to (2) with totally \( N(M_1 + M_2) + NM_1M_2 \) channel coefficients in \( \{Q_m\}_{m=1}^{M_1}, \tilde{R}, R \} \) under the single-user setup with \( K = 1 \), the number of channel coefficients in \( \{Q, E, R\} \) based on (9) is substantially reduced to \( N(M_1 + M_2) + M_2(M_1 + 1) \) when \( N \gg 1 \) in practice. Moreover, with the superimposed CSI \( Q \) estimated in Phase I according to (8), we only need to further estimate \( \{E, R\} \) in the subsequent Phase II, as elaborated in the next.

**Phase II (Estimation of \( \{E, R\} \)):** In this phase, we dynamically tune the reflection phase-shifts of the two IRSs, i.e., \( \{\theta_{1,II}^{(i)}, \theta_{2,II}^{(i)}\} \), over different pilot symbols to facilitate the joint estimation of \( \{E, R\} \), where the number of pilot symbols in Phase II is denoted by \( I_2 \). As such, the effective channel in (9) during symbol \( i \) of Phase II, denoted by \( h_{II}^{(i)} \), is given by

\[
h_{II}^{(i)} = \left[ Q\text{diag}(\theta_{2,II}^{(i)}) E, \tilde{R} \right] \tilde{\theta}_{1,II}^{(i)}, \quad i = 1, \ldots, I_2
\] (14)

where \( \tilde{\theta}_{1,II}^{(i)} \triangleq \left[ 1, (\theta_{1,II}^{(i)})^T, (\theta_{1,II}^{(i)})^T \right]^T \).

Based on the channel model in (14) with \( x_{II}^{(i)} = 1 \) being the pilot symbol transmitted by the (single) user, the received signal at the BS during symbol \( i \) of Phase II is given by

\[
z_{II}^{(i)} = \left[ Q\text{diag}(\theta_{2,II}^{(i)}) E, R \right] \tilde{\theta}_{1,II}^{(i)} + v_{II}^{(i)}, \quad i = 1, \ldots, I_2
\] (15)
where $v_{II}^{(i)} \sim \mathcal{N}_c(0, \sigma^2 I_N)$ is the AWGN vector at the BS. For the joint estimation of $\{E, R\}$, we consider the following two cases.

1) Case 1: $N \geq M_2$. In this case, we design the time-varying reflection phase-shifts of IRS 2 as $\theta_{2,II}^{(i)} = \psi_{II}^{(i)} \theta_{2,II}$, where $\psi_{II}^{(i)}$ with $|\psi_{II}^{(i)}| = 1$ denotes the time-varying common phase shift that is applied to all the reflecting elements/subsurfaces of IRS 2 (given the initial reflection phase-shifts of IRS 2 in Phase II as $\theta_{2,II}$). For simplicity, we set $\theta_{2,II} = 1_{M_2 \times 1}$ and the resultant received signal in (15) reduces to

$$z_{II}^{(i)} = \left[\psi_{II}^{(i)} \bar{Q}, R\right] \bar{v}_{1,II}^{(i)} + v_{II}^{(i)} = \left[\bar{Q}E, R\right] \left[\psi_{II}^{(i)} \theta_{1,II}^{(i)}\right] + v_{II}^{(i)}$$

where $F \in \mathbb{C}^{N \times (2M_1+1)}$ denotes the composite CSI of $\{\bar{Q}, E, R\}$. By stacking the received signal vectors $\left\{z_{II}^{(i)}\right\}$ over $I_2$ pilot symbols as $Z_{II} = \left[z_{II}^{(1)}, z_{II}^{(2)}, \ldots, z_{II}^{(I_2)}\right]$, we obtain

$$Z_{II} = F \underbrace{\left[\begin{array}{cccc} \psi_{II}^{(1)}, & \psi_{II}^{(2)}, & \ldots, & \psi_{II}^{(I_2)} \\ \psi_{II}^{(1)} \theta_{1,II}^{(1)}, & \psi_{II}^{(2)} \theta_{1,II}^{(2)}, & \ldots, & \psi_{II}^{(I_2)} \theta_{1,II}^{(I_2)} \\ \theta_{1,II}^{(1)}, & \theta_{1,II}^{(2)}, & \ldots, & \theta_{1,II}^{(I_2)} \end{array}\right]}_{\Omega_{II}} + V_{II}. \quad (17)$$

where $\Omega_{II} \in \mathbb{C}^{(2M_1+1) \times I_2}$ denotes the joint training reflection matrix of the phase shifts $\left\{\theta_{1,II}^{(i)}\right\}_{i=1}^{I_2}$ at IRS 1 and the (common) phase shifts $\left\{\psi_{II}^{(i)}\right\}_{i=1}^{I_2}$ at IRS 2, and $V_{II} = \left[v_{II}^{(1)}, v_{II}^{(2)}, \ldots, v_{II}^{(I_2)}\right]$ is the corresponding AWGN matrix in Phase II. By properly constructing the joint training reflection matrix $\Omega_{II}$ such that $\text{rank} (\Omega_{II}) = 2M_1 + 1$, the LS estimate of $F$ based on (17) is given by

$$\hat{F} = Z_{II} \Omega_{II}^\dagger = F + V_{II} \Omega_{II}^\dagger$$

where $\Omega_{II}^\dagger = \Omega_{II}^H (\Omega_{II} \Omega_{II}^H)^{-1}$. Note that $I_2 \geq 2M_1 + 1$ is required to ensure $\text{rank} (\Omega_{II}) = 2M_1 + 1$ and thus the existence of $\Omega_{II}^\dagger$. With the CSI of $\hat{Q}$ and $F$ estimated in (8) and (18), respectively, the LS estimates of $E$ and $R$ are respectively given by

$$\hat{E} = \left(\hat{Q}^H \hat{Q}\right)^{-1} \hat{Q}^H \left[\hat{F}\right]_{:,1:M_1+1}, \quad \hat{R} = \left[\hat{F}\right]_{:,M_1+2:2M_1+1}. \quad (19)$$

Note that $\theta_{2,II}$ can be arbitrarily set in Phase II for our proposed channel estimation scheme in the case of $N \geq M_2$ without affecting its performance.
With the CSI of \(\{\bar{Q}, E, R\}\) estimated in (8), (18), and (19) for the case of \(N \geq M_2\), we can then recover the estimated CSI of the double-reflection channels \(\{Q_m\}_{m=1}^{M_1}\) and the single-reflection channel \(\bar{R}\) according to (11) and (12) in the proof of Lemma 1. As such, accounting for both Phases I and II, the minimum training overhead in terms of number of pilot symbols required is \(2M_1 + M_2 + 2\) for the proposed channel estimation scheme in the case of \(N \geq M_2\) under the single-user setup.

2) Case 2: \(N < M_2\). Recall from (16) that \([F]_{1:1:M_1+1} = \bar{Q}E\). In this case, since \(\bar{Q}\) is (column) rank-deficient, i.e., \(\text{rank}(\bar{Q}) = N < M_2\), we cannot estimate \(E\) according to (19). As such, we propose to simultaneously tune the training reflection phase-shifts of the two IRSs over time to jointly estimate \(\{E, R\}\) for the case of \(N < M_2\). Specifically, the received signal at the BS during symbol \(i\) of Phase II in (15) can be re-expressed as

\[
z_{I2}^{(i)} = Q \text{diag} \left( \theta_{2,I2}^{(i)} \right) E \Theta_{1,I2}^{(i)} + \bar{R} \Theta_{1,I2}^{(i)} + \nu_{I2}^{(i)}
\]

\[
= \left( \theta_{1,I2}^{(i)} \right)^T \otimes Q \text{diag} \left( \theta_{2,I2}^{(i)} \right) \text{vec}(E) + \left( \theta_{1,I2}^{(i)} \right)^T \otimes I_N \text{vec}(R) + \nu_{I2}^{(i)}
\]

\[
= \begin{bmatrix} \left( \theta_{1,I2}^{(i)} \right)^T \otimes Q \Psi_{I2}^{(i)} & \left( \theta_{1,I2}^{(i)} \right)^T \otimes I_N \end{bmatrix} \begin{bmatrix} \text{vec}(E) \\ \text{vec}(R) \end{bmatrix} + \nu_{I2}^{(i)}
\]

(20)

where (a) is obtained according to the property of Kronecker product for vectorization, \(\tilde{\Theta}_{1,I2}^{(i)} \triangleq [1, (\theta_{1,I2}^{(i)})^T]^T\), and \(\Psi_{I2}^{(i)} \triangleq \text{diag} \left( \theta_{1,I2}^{(i)} \right)\). By stacking the received signal vectors \(\{z_{I2}^{(i)}\}\) over \(I_2\) pilot symbols as \(z_{I2} = \left[ (z_{I2}^{(1)})^T, (z_{I2}^{(2)})^T, \ldots, (z_{I2}^{(I_2)})^T \right]^T \), we obtain

\[
z_{I2} = \begin{bmatrix} \left( \theta_{1,I2}^{(1)} \right)^T \otimes Q \Psi_{I2}^{(1)} & \left( \theta_{1,I2}^{(1)} \right)^T \otimes I_N \\ \vdots & \vdots \\ \left( \theta_{1,I2}^{(I_2)} \right)^T \otimes Q \Psi_{I2}^{(I_2)} & \left( \theta_{1,I2}^{(I_2)} \right)^T \otimes I_N \end{bmatrix} \begin{bmatrix} \text{vec}(E) \\ \text{vec}(R) \end{bmatrix} + \nu_{I2}
\]

(21)

where \(\nu_{I2} = \left[ (\nu_{I2}^{(1)})^T, (\nu_{I2}^{(2)})^T, \ldots, (\nu_{I2}^{(I_2)})^T \right]^T\) is the corresponding AWGN vector in Phase II. Accordingly, if we design the training reflection phase-shifts \(\{\theta_{1,I2}^{(i)}, \theta_{2,I2}^{(i)}\}_{i=1}^{I_2}\) at the two IRSs properly such that \(\text{rank}(\Xi) = M_2 + M_1 M_2 + NM_1\), the LS estimates of \(E\) and \(R\) based on (21) can be obtained as

\[
\begin{bmatrix} \text{vec}(\hat{E}) \\ \text{vec}(\hat{R}) \end{bmatrix} = \Xi^T z_{I2} = \begin{bmatrix} \text{vec}(E) \\ \text{vec}(R) \end{bmatrix} + \Xi^T \nu_{I2}
\]

(22)
where $\Xi^\dagger = (\Xi^H \Xi)^{-1} \Xi^H$. Note that since $I_2 N \geq M_2 + M_1 M_2 + N M_1$ is required to ensure rank $(\Xi) = M_2 + M_1 M_2 + N M_1$ with $I_2$ being an integer, we have $I_2 \geq \left\lceil \frac{M_2 + M_1 M_2 + N M_1}{N} \right\rceil + M_1$.

Similar to the case of $N \geq M_2$, after estimating the CSI of $\{\tilde{Q}, E, \tilde{R}\}$ based on (8) and (22) for the case of $N < M_2$, we can also obtain the estimated CSI of $\{Q_m\}_{m=1}^{M_1}$ and $\tilde{R}$ according to (11) and (12) in the proof of Lemma 1. As such, the corresponding minimum training overhead in terms of number of pilot symbols is $\left\lceil \frac{(M_1+1)M_2}{N} \right\rceil + M_1 + M_2 + 1$ over Phases I and II for the case of $N < M_2$ under the single-user setup. Finally, it is worth pointing out that although the LS channel estimation based on (21)-(22) for the case of $N < M_2$ can also be applied to the case of $N \geq M_2$, it is generally less efficient due to the more reflection phase-shifts of the two IRSs required during Phase II as well as the higher complexity of the larger-size matrix inversion operation for $\Xi^\dagger$, as compared to the case of $N \geq M_2$ in Section III-A1.

B. Training Reflection Phase-Shift Design

In this subsection, we optimize the training reflection phase-shift design to minimize the channel estimation error over the two training phases proposed in Section III-A.

**Phase I:** The mean squared error (MSE) of the LS channel estimation in (8) is given by

$$
\varepsilon_I = \frac{1}{N(M_2+1)} \mathbb{E} \left\{ \left\| \hat{g}_1 \hat{Q} - [g_1, \hat{Q}] \right\|_F^2 \right\} = \frac{1}{N(M_2+1)} \mathbb{E} \left\{ \left\| V_1 \hat{\Theta}_{2,1}^\dagger \right\|_F^2 \right\}
$$

$$
= \frac{1}{N(M_2+1)} \text{tr} \left\{ (\hat{\Theta}_{2,1}^\dagger)^H \mathbb{E} \left\{ V_1^H V_1 \right\} \hat{\Theta}_{2,1}^\dagger \right\} = \frac{\sigma^2}{M_2 + 1} \text{tr} \left\{ (\hat{\Theta}_{2,1} \hat{\Theta}_{2,1}^H)^{-1} \right\} \tag{23}
$$

where $\mathbb{E} \left\{ V_1^H V_1 \right\} = \sigma^2 N I_1$. Similar to (24), (25), the MSE in (23) can be minimized if and only if $\Theta_{2,1} \Theta_{2,1}^H = I_1 I_{M_2+1}$. Accordingly, we can design the training reflection matrix $\Theta_{2,1}$ of IRS 2 in Phase I as e.g., the submatrix of the $I_1 \times I_1$ discrete Fourier transform (DFT) matrix with its first $M_2 + 1$ rows and thus achieve the minimum MSE as $\varepsilon_I^{\text{min}} = \frac{\sigma^2}{I_1}$ for Phase I.

**Phase II:** Next, we jointly optimize the training reflection phase-shifts of the two IRSs in Phase II to minimize the MSE, which is divided into the following two cases for $N \geq M_2$ and $N < M_2$, respectively.

1) **Case 1:** $N \geq M_2$. The MSE of the LS channel estimation in (18) is given by

$$
\varepsilon_{II} = \frac{1}{N(2M_1+1)} \mathbb{E} \left\{ \left\| \hat{F} - F \right\|_F^2 \right\} = \frac{1}{N(2M_1+1)} \mathbb{E} \left\{ \left\| V_{II} \hat{\Omega}_{II}^\dagger \right\|_F^2 \right\}
$$

$$
= \frac{1}{N(2M_1+1)} \text{tr} \left\{ (\hat{\Omega}_{II}^\dagger)^H \mathbb{E} \left\{ V_{II}^H V_{II} \right\} \hat{\Omega}_{II}^\dagger \right\} = \frac{\sigma^2}{2M_1 + 1} \text{tr} \left\{ (\hat{\Omega}_{II} \hat{\Omega}_{II}^H)^{-1} \right\} \tag{24}
$$
where $\mathbb{E}\{V_{ii}^H V_{ii}\} = \sigma^2 N I_{I_2}$. Similarly, the MSE in (24) can be minimized if and only if $\Omega_{ii}^H \Omega_{ii}^H = I_{2}I_{2M_1+1}$. However, recall from (17) that $\Omega_{ii}$ is the joint training reflection matrix of the phase-shifts $\{\theta_{1,ii}^{(i)}\}_{i=1}^{I_2}$ at IRS 1 and the (common) phase shifts $\{\psi_{ii}^{(i)}\}_{i=1}^{I_2}$ at IRS 2, whose design is more involved as compared to that of $\Theta_{2,1}$ in Phase I. For the purpose of exposition, let $\psi_{ii}^H = [\psi_{ii}^{(1)}, \ldots, \psi_{ii}^{(I_2)}]$ denote the (common) phase-shift vector at IRS 2 and $\Theta_{1,ii} = [\theta_{1,ii}^{(1)}, \ldots, \theta_{1,ii}^{(I_2)}]$ denote the reflection phase-shift matrix at IRS 1 in Phase II. By substituting $\psi_{ii}^H$ and $\Theta_{1,ii}$ into the joint training reflection matrix $\Omega_{ii}$ in (17), we have

$$\Omega_{ii} \Omega_{ii}^H = \begin{bmatrix} \psi_{ii}^H \\ \Theta_{1,ii} \text{diag}(\psi_{ii}^H) \\ \Theta_{1,ii} \end{bmatrix} \begin{bmatrix} \psi_{ii}^H \\ \psi_{ii}^H \Theta_{1,ii} \text{diag}(\psi_{ii}^H) \Theta_{1,ii}^H \\ \Theta_{1,ii} \Theta_{1,ii}^H \end{bmatrix} = \begin{bmatrix} I_{2} & 1_{1\times I_2} \Theta_{1,ii}^H \\ \Theta_{1,ii} \Theta_{1,ii}^H \\ \Theta_{1,ii} \Theta_{1,ii}^H \end{bmatrix}$$

where (b) holds since $\psi_{ii}^H \psi_{ii} = I_{2}$, $\text{diag}(\psi_{ii}^H) \psi_{ii} = 1_{I_2 \times 1}$, and $\text{diag}(\psi_{ii}^H) \text{diag}(\psi_{ii}) = I_{I_2}$ for the (common) phase-shift vector at IRS 2. Then the optimal condition of $\Omega_{ii} \Omega_{ii}^H = I_{2}I_{2M_1+1}$ to achieve the minimum MSE in (24) is equivalent to the following conditions:

$$\Theta_{1,ii} \Theta_{1,ii}^H = I_{2}I_{M_1}, \quad (26)$$

$$\Theta_{1,ii} 1_{I_2 \times 1} = 0_{M_1 \times 1}, \quad (27)$$

$$\Theta_{1,ii} \psi_{ii} = 0_{M_1 \times 1}, \quad (28)$$

$$\Theta_{1,ii} \text{diag}(\psi_{ii}^H) \Theta_{1,ii}^H = 0_{M_1 \times M_1}, \quad (29)$$

As such, we need to carefully construct $\Theta_{1,ii}$ and $\psi_{ii}^H$ to satisfy all the conditions in (26)-(29) under the full-reflection constraint with the always-ON IRSs so as to minimize the MSE in (24), which, however, is not a trivial task.

Fortunately, we notice that the DFT matrix has the perfect orthogonality desired and the summation of each row (except the first row with all-one elements) is 0, which can be exploited...
for the joint training reflection design of $\Theta_{1,II}$ and $\psi_{II}$. In particular, we need to carefully select $M + 1$ rows from the DFT matrix to construct $\Theta_{1,II}$ and $\psi_{II}$ for achieving perfect orthogonality in $\Omega_{II}$, so as to minimize the MSE in (24). To this end, we propose to construct an optimal joint training reflection design of $\Theta_{1,II}$ and $\psi_{II}$ as follows.

Let $W$ denote the $I_2 \times I_2$ DFT matrix, where $I_2 \geq 2M_1 + 1$ is required for the LS estimation in (18). First, we move the first row of $W$ to the last and form a new $I_2 \times I_2$ matrix denoted by $\hat{W}$. To satisfy the conditions in (26)-(27), we let the training reflection matrix at IRS 1 as the first $M_1$ rows of $\hat{W}$, i.e., $\Theta_{1,II} = [\hat{W}]_{1:M_1,:}$. Then it can be observed that, if we design the common phase-shift vector at IRS 2 as the $(M_1 + 1)$-th row of $\hat{W}$, i.e., $\psi_{II}^H = [\hat{W}]_{M_1+1,:}$, we then have $\Theta_{1,II} \text{diag}(\psi_{II}^H) = [\hat{W}]_{M_1+2:2M_1+1,:}$ due to the row-shifting effect of $\text{diag}(\psi_{II}^H)$ on $\Theta_{1,II}$ and thus the conditions in (28)-(29) can be simultaneously satisfied due to the pairwise orthogonality among rows in $\hat{W}$. The above optimal training reflection matrix construction is illustrated in Fig. 2. With the optimal $\Theta_{1,II}$ and $\psi_{II}$ that satisfy $\Omega_{II} \Omega_{II}^H = I_2 I_{2M_1+1}$, the minimum MSE of (24) is achieved, which is given by $\varepsilon_{II}^{\min} = \frac{a^2}{I_2}$ for Phase II.

2) Case 2: $N < M_2$. The MSE of the LS channel estimation in (22) is given by

\[
\varepsilon_{II}' = \frac{1}{M_2 + M_1 M_2 + N M_1} \mathbb{E} \left\{ \left\| \text{vec}(\hat{E}) - \text{vec}(\hat{R}) \right\|_2^2 \right\}
\]

\[
= \frac{1}{M_2 + M_1 M_2 + N M_1} \mathbb{E} \left\{ \left\| \Xi^I \psi_{II} \right\|_2^2 \right\}
\]

$^5$The performance of the heuristic training reflection design of $\Theta_{1,II}$ and $\psi_{II}$ by drawing arbitrary $M_1 + 1$ rows from the DFT matrix will be evaluated by simulations in Section [V] which is shown to be much worse than that of our proposed training reflection design.
where $\mathbb{E}\{v_{11}v_{11}^H\} = \sigma^2 I_{2N}$. Moreover, according to the expression of $\Xi$ given in (21), we have

$$\Xi^H \Xi = \sum_{i=1}^{L_2} \begin{bmatrix} (\bar{\theta}^{(i)}_{1,11})^* (Q \Psi^{(i)}_{11})^H & \cdots & (\bar{\theta}^{(i)}_{1,11})^* (Q \Psi^{(i)}_{12})^H \\ (\bar{\theta}^{(i)}_{1,11})^* I_N & \cdots & (\bar{\theta}^{(i)}_{1,11})^* I_N \end{bmatrix} \begin{bmatrix} (\bar{\theta}^{(i)}_{1,11})^T Q \Psi^{(i)}_{11} & (\bar{\theta}^{(i)}_{1,11})^T Q \Psi^{(i)}_{12} \\ \vdots & \vdots \end{bmatrix} \begin{bmatrix} (\bar{\theta}^{(i)}_{1,11})^T I_N & (\bar{\theta}^{(i)}_{1,11})^T I_N \end{bmatrix}$$

(31)

where $(c)$ is obtained according to the mixed-product property of Kronecker product.

It is noted that for any arbitrary $Q$ involved in (31), it is generally difficult (if not impossible in some special cases) to jointly design the optimal training reflection phase-shifts $\{\theta^{(i)}_{1,11}, \theta^{(i)}_{1,22}\}_{i=1}^{L_2}$ at the two IRSs in Phase II to minimize the MSE in (30). Alternatively, we can construct the training reflection phase-shifts $\{\theta^{(i)}_{1,11}, \theta^{(i)}_{2,22}\}_{i=1}^{L_2}$ based on some orthogonal matrices (e.g., the DFT matrix, Hadamard matrix, and circulant matrix generated by Zadoff-Chu sequence [34]) to achieve $\text{rank}(\Xi) = M_2 + M_1 M_2 + N M_1$ required by the LS estimation in (22).

IV. DOUBLE-IRS CHANNEL ESTIMATION FOR MULTI-USER CASE

For the multi-user channel estimation, a straightforward method is by adopting the single-user channel estimation in Section III to estimate the cascaded channels of $K$ users separately over consecutive time, which, however, increases the total training overhead by $K$ times as compared to the single-user case and thus is practically prohibitive if $K$ is large. To achieve more efficient channel training, we extend the proposed channel estimation scheme and training reflection design for the single-user case in Section III to the general multi-user case in this section in a different way. The key idea is to exploit the fact that given the cascaded channel of an arbitrary user (referred to as the reference user) estimated as in the single-user case (cf. Section III), the other users’ cascaded channels can be expressed as lower-dimensional scaled versions of it and thus estimated with substantially reduced channel training. The detailed channel estimation scheme and training reflection design for the general multi-user case are elaborated in the two subsequent subsections, respectively.
A. Extended Channel Estimation Scheme for Multiple Users

After estimating the cascaded channel of an arbitrary user as in the single-user case of Section III, the cascaded channels of the other users can be efficiently estimated by exploiting the property that all the users share the common IRS 2→BS (i.e., $G_2$), IRS 1→BS (i.e., $G_1$), and IRS 1→IRS 2 (i.e., $D$) links in their respective single- and double-reflection channels (see Fig. 1). In particular, we have the following lemma for the cascaded channels of the other users.

**Lemma 2.** With the cascaded CSI of an arbitrary user (say, $\{Q_{1,m}\}_{m=1}^{M_1}, \tilde{R}_1,$ and $R_1$ of user 1) available as the reference CSI, we only need to estimate the scaling vectors $b_k = \text{diag}(u_1)^{-1} u_k$ and $\tilde{b}_k = \text{diag}(\tilde{u}_1)^{-1} \tilde{u}_k$ to acquire the cascaded CSI of the remaining $K - 1$ users with $k = 2, \ldots, K$.

**Proof.** If given the cascaded CSI of user 1 as the reference CSI, we can rewrite the two single-reflection channels $\{R_k, \tilde{R}_k\}, \forall k = 2, \ldots, K$ in (2) as

$$R_k = G_1 \text{diag}(u_k) = G_1 \text{diag}(u_1) \cdot \text{diag}(u_1)^{-1} u_k = R_1 \text{diag}(b_k)$$

$$\tilde{R}_k = G_2 \text{diag}(\tilde{u}_k) = G_2 \text{diag}(\tilde{u}_1) \cdot \text{diag}(\tilde{u}_1)^{-1} \tilde{u}_k = \tilde{R}_1 \text{diag}(\tilde{b}_k)$$

and the double-reflection channels $\{Q_{k,m}\}_{m=1}^{M_1}, \forall k = 2, \ldots, K$ in (2) as

$$Q_{k,m} = G_2 \text{diag}(d_{k,m}) = G_2 \text{diag}(d_m u_{k,m})$$

where $b_k = [b_{k,1}, \ldots, b_{k,M_1}]^T = \text{diag}(u_k)^{-1} u_k$ and $\tilde{b}_k = \text{diag}(\tilde{u}_k)^{-1} \tilde{u}_k$ are two scaling vectors of user $k$→IRS 1 and user $k$→IRS 2 channels normalized by $u_1$ and $\tilde{u}_1$, respectively. As such, with the cascaded CSI of user 1 available as the reference CSI, we only need to further estimate $\{b_k, \tilde{b}_k\}_{k=2}^{K}$ to acquire the cascaded CSI of the remaining $K - 1$ users according to the channel relationship in (32)-(34), thus completing the proof.

According to Lemma 2, after acquiring the cascaded CSI of user 1 as for the single-user case in Section III, we only need to further estimate the scaling vectors $\{b_k, \tilde{b}_k\}_{k=2}^{K}$ for the remaining $K - 1$ users. By substituting (32)-(34) into (2), we can re-express the channel model in (2) as

$$h_k = \sum_{m=1}^{M_1} Q_{1,m} \theta_2 \theta_1 m b_{k,m} + \tilde{R}_1 \text{diag}(\tilde{b}_k) \theta_2 + R_1 \text{diag}(b_k) \theta_1$$

$$= [Q_{1,1} \theta_2, \ldots, Q_{1,M_1} \theta_2] \text{diag}(\theta_1) b_k + \tilde{R}_1 \text{diag}(\theta_2) \tilde{b}_k + R_1 \text{diag}(\theta_1) b_k$$
\[
= \left[ (Q_{1,1}\theta_2, \ldots, Q_{1,M}\theta_2) + R_1 \right] \text{diag}(\theta_1), \quad \tilde{R}_1 \text{diag}(\theta_2) \right] b_k \right] \right] \cdot (35)
\]

Following Phases I-II for estimating the cascaded CSI of the single user (i.e., user 1) in Section III, we propose the joint estimation of \( \{\lambda_k\}_{k=2}^K \) in the subsequent Phase III, which is elaborated in the next.

**Phase III (Estimation of \( \{b_k, \tilde{b}_k\}_{k=2}^K \):** In this phase, we fix the reflection phase-shifts of the two IRSs for simplicity, i.e., \( \theta^{(i)}_{1,\text{III}} = \theta_{1,\text{III}} \) and \( \theta^{(i)}_{2,\text{III}} = \theta_{2,\text{III}} \), and design the concurrent pilot symbols for the remaining \( K-1 \) users to facilitate the joint estimation of \( \{\lambda_k\}_{k=2}^K \). Based on the channel model in (35) with the fixed reflection phase-shifts \( \{\theta_{1,\text{III}}, \theta_{2,\text{III}}\} \) of the two IRSs, the received signal at the BS during symbol period \( i \) of Phase III can be expressed as

\[
z^{(i)}_{\text{III}} = \sum_{k=2}^{K} x^{(i)}_k B \lambda_k + v^{(i)}_{\text{III}} = B \left[ \lambda_2, \ldots, \lambda_K \right] x^{(i)} + v^{(i)}_{\text{III}}, \quad i = 1, \ldots, I_3
\]

where \( I_3 \) denotes the number of (pilot) symbol periods in Phase III, \( x^{(i)} = \left[ x^{(i)}_2, \ldots, x^{(i)}_K \right]^T \) denotes the pilot symbol vector transmitted by the remaining \( K-1 \) users, and \( v^{(i)}_{\text{III}} \sim \mathcal{N}(0, \sigma^2 I_N) \) is the AWGN vector with normalized noise power of \( \sigma^2 \). For the joint estimation of \( \Lambda \triangleq [\lambda_2, \ldots, \lambda_K] \), we consider the following two cases.

1) **Case 1:** \( N \geq M_1 + M_2 \). In this case, we stack the received signal vectors \( \left\{ z^{(i)}_{\text{III}} \right\} \) over \( I_3 \) symbol periods as \( Z_{\text{III}} = \left[ z^{(1)}_{\text{III}}, z^{(2)}_{\text{III}}, \ldots, z^{(I_3)}_{\text{III}} \right] \) and thus obtain

\[
Z_{\text{III}} = B\Lambda X + V_{\text{III}} \quad (37)
\]

where \( X = \left[ x^{(1)}, x^{(2)}, \ldots, x^{(I_3)} \right] \) is the pilot symbol matrix of the remaining \( K-1 \) users and \( V_{\text{III}} = \left[ v^{(1)}_{\text{III}}, v^{(2)}_{\text{III}}, \ldots, v^{(I_3)}_{\text{III}} \right] \) is the corresponding AWGN matrix. By properly designing the training reflection phase-shifts \( \{\theta_{1,\text{III}}, \theta_{2,\text{III}}\} \) of the two IRSs as well as the pilot symbol matrix \( X \) such that \( \text{rank}(B) = M_1 + M_2 \) and \( \text{rank}(X) = K-1 \), the LS estimate of \( \Lambda \) based on (37) is given by

\[
\hat{\Lambda} = B^\dagger Z_{\text{III}} X^\dagger = \Lambda + B^\dagger V_{\text{III}} X^\dagger
\]

\( ^{4}\text{Note that since the cascaded CSI of } \{Q_{1,m}\}_{m=1}^{M_1}, \tilde{R}_1, \text{ and } R_1 \text{ has been acquired in Phases I-II, we can next optimize the IRS reflection phase-shifts } \{\theta_{1,\text{III}}, \theta_{2,\text{III}}\} \text{ in } B \text{ to facilitate the joint estimation of } \{\lambda_k\}_{k=2}^K \text{ in Phase III.} \)
where $B^\dagger = (B^H B)^{-1} B^H$ and $X^\dagger = X^H (XX^H)^{-1}$. Note that $I_3 \geq K - 1$ is required to ensure $\text{rank}(X) = K - 1$ and thus the existence of $X^\dagger$ for the case of $N \geq M_1 + M_2$.

2) Case 2: $N < M_1 + M_2$. In this case, since $B$ is (column) rank-deficient, i.e., $\text{rank}(B) = N < M_1 + M_2$, we cannot estimate $\Lambda$ according to (38). Alternatively, we stack the received signal vectors $\{z_{\text{III}}^{(i)}\}$ over $I_3$ symbol periods as $z_{\text{III}} = [(z_{\text{III}}^{(1)})^T, (z_{\text{III}}^{(2)})^T, \ldots, (z_{\text{III}}^{(I_3)})^T]^T = \text{vec}(Z_{\text{III}})$ and thus obtain

$$z_{\text{III}} = (X^T \otimes B) \text{vec}(\Lambda) + v_{\text{III}}$$

where $v_{\text{III}} = [(v_{\text{III}}^{(1)})^T, (v_{\text{III}}^{(2)})^T, \ldots, (v_{\text{III}}^{(I_3)})^T]^T$ is the corresponding AWGN vector in Phase III. Accordingly, if we design the training reflection phase-shifts $\{\theta_{1,\text{III}}, \theta_{2,\text{III}}\}$ of the two IRSs as well as the pilot symbol matrix $X$ properly such that $\text{rank}(X^T \otimes B) = (K - 1)(M_1 + M_2)$, the LS estimate of $\text{vec}(\Lambda)$ based on (39) is given by

$$\text{vec}(\hat{\Lambda}) = (X^T \otimes B)^\dagger z_{\text{III}} = \text{vec}(\Lambda) + (X^T \otimes B)^\dagger v_{\text{III}}$$

where $(X^T \otimes B)^\dagger = \left((X^T \otimes B)^H (X^T \otimes B)\right)^{-1} (X^T \otimes B)^H$. Note that since $I_3 N \geq (K - 1)(M_1 + M_2)$ is required to ensure $\text{rank}(X^T \otimes B) = (K - 1)(M_1 + M_2)$ with $I_3$ being an integer, we have $I_3 \geq \left[\frac{(K - 1)(M_1 + M_2)}{N}\right]$ for the case of $N < M_1 + M_2$. Moreover, it is worth pointing out that the LS channel estimation based on (40) for the case of $N < M_1 + M_2$ can also be applied to the case of $N \geq M_1 + M_2$, but it incurs higher complexity due to the larger-size matrix inversion operation for $(X^T \otimes B)^\dagger$.

B. Training Design for Multiple Users

It can be verified that for the case of $N \geq M_1 + M_2$, the LS channel estimation based on (40) is also equivalent to that based on (38) with proper vectorization. As such, we focus on the MSE derivation for the LS channel estimation based on (40), which is given by

$$\varepsilon_{\text{III}} = \frac{1}{(K - 1)(M_1 + M_2)} \mathbb{E}\left\{\left\|\text{vec}(\hat{\Lambda}) - \text{vec}(\Lambda)\right\|^2\right\}$$

$$= \frac{1}{(K - 1)(M_1 + M_2)} \mathbb{E}\left\{\left\|(X^T \otimes B)^\dagger v_{\text{III}}\right\|^2\right\}$$

$$= \frac{1}{(K - 1)(M_1 + M_2)} \text{tr}\left\{(X^T \otimes B)^\dagger \mathbb{E}\{v_{\text{III}} v_{\text{III}}^H\} (X^T \otimes B)^\dagger\right\}$$

$$= \frac{\sigma^2}{(K - 1)(M_1 + M_2)} \text{tr}\left\{(X^T \otimes B)^H (X^T \otimes B)^{-1}\right\}$$

$$= \frac{(d)}{(K - 1)(M_1 + M_2)} \text{tr}\left\{XX^H\right\} \text{tr}\left\{(B^H B)^{-1}\right\}$$

(41)
where \( \mathbb{E} \{ \mathbf{v}_{III} \mathbf{v}_{III}^H \} = \sigma^2 \mathbf{I}_{3N} \) and \((d)\) is obtained according to the mixed-product and trace properties of Kronecker product. As such, the MSE minimization in (41) is equivalent to minimizing \( \text{tr} \left\{ (\mathbf{X} \mathbf{X}^H)^{-1} \right\} \) and \( \text{tr} \left\{ (\mathbf{B}^H \mathbf{B})^{-1} \right\} \), respectively. Specifically, the minimization of \( \text{tr} \left\{ (\mathbf{X} \mathbf{X}^H)^{-1} \right\} \) can be achieved if and only if \( \mathbf{X} \mathbf{X}^H = I_3 I_{K-1} \), which implies that the pilot sequences from the remaining \( K - 1 \) users should be orthogonal to each other in Phase III. Accordingly, we can design the pilot symbol matrix \( \mathbf{X} \) in Phase III as e.g., the submatrix of the \( I_3 \times I_3 \) DFT matrix with its first \( K - 1 \) rows. On the other hand, since the matrix \( \mathbf{B} \) involves the cascaded CSI of \( \{ \mathbf{Q}_{1,m} \}_{m=1}^{M_1}, \tilde{\mathbf{R}}_1, \) and \( \mathbf{R}_1 \) which can be arbitrary in practice, it is generally difficult to design the optimal training reflection phase-shifts of the two IRSs to minimize \( \text{tr} \left\{ (\mathbf{B}^H \mathbf{B})^{-1} \right\} \). Alternatively, we can design the training reflection phase-shifts of the two IRSs based on some orthogonal matrices/sequences (e.g., the DFT matrix), to satisfy the rank conditions required by the LS channel estimations in (38) and (40), whose performance will be examined by simulations in Section V.

V. NUMERICAL RESULTS

In this section, we present numerical results to validate the effectiveness of our proposed channel estimation scheme as well as the corresponding training design for the double-IRS aided multi-user MIMO system. Under the three-dimensional (3D) Cartesian coordinate system, we assume that the central (reference) points of the BS, IRS 2, IRS 1, and user cluster are located at \((1, 0, 2), (0, 0.5, 1), (0, 49.5, 1), \) and \((1, 50, 0)\) in meter (m), respectively. Moreover, we assume that the BS is equipped with a uniform linear array (ULA); while the two distributed IRSs are equipped with uniform planar arrays (UPAs). As the element-grouping strategy adopted in [24], [33], each IRS subsurface is a small-size UPA composed of \( 5 \times 5 \) adjacent reflecting elements that share a common phase shift for reducing design complexity. The distance-dependent channel path loss is modeled as \( \gamma = \gamma_0 / d^\alpha \), where \( \gamma_0 \) denotes the path loss at the reference distance of \( 1 \) m which is set as \( \gamma_0 = -30 \) dB for all individual links, \( d \) denotes the individual link distance, and \( \alpha \) denotes the path loss exponent which is set as \( 2.2 \) for the link between the user cluster/BS and its nearby serving IRS (due to the short distance) and set as \( 3 \) for the other links (due to the relatively longer distances). Without loss of generality, all the users are assumed to have equal transmit power, i.e., \( P_k = P, \forall k = 1, \ldots, K \) and the noise power at the BS is set as \( \sigma^2_N = -65 \) dBm. Accordingly, the normalized noise power at the BS is given by \( \sigma^2 = \sigma^2_N / P \).
Note that there has been very limited work on channel estimation for the double-IRS aided system with the co-existence of single- and double-reflection links. As such, we consider the following two benchmark channel estimation schemes for comparison.

- **Decoupled scheme with ON/OFF IRSs [1]:** For the single-user case of this scheme, the cascaded channels of the two single-reflection links, each corresponding to one of the two IRSs respectively, are successively estimated at the multi-antenna BS with the other IRS turned OFF. Then, after canceling the signals over the two single-reflection channels estimated, the higher-dimensional double-reflection (i.e., user $\rightarrow$ IRS $1$ $\rightarrow$ IRS $2$ $\rightarrow$ BS) channel is efficiently estimated at the BS by exploiting the fact that its cascaded channel coefficients are scaled versions of those of the single-reflection (i.e., user $\rightarrow$ IRS $2$ $\rightarrow$ BS) channel due to their commonly shared IRS $2$ $\rightarrow$ BS link. For the multi-user case, by leveraging the same (common) channel relationship among users in Lemma 2, the scaling vectors $\{b_k\}_{k=2}^K$ and $\{\tilde{b}_k\}_{k=2}^K$ are separately estimated at the BS with one of the two IRSs turned OFF.

- **Benchmark scheme based on [23]:** We extend the channel estimation method proposed in [23] as another benchmark scheme, where the double-reflection channel is estimated at each BS antenna in parallel without exploiting the (common) channel relationship with the single-reflection channels, and the cascaded channels of $K$ users are separately estimated over consecutive time. Moreover, as the single-reflection channels were ignored in [23], the same decoupled channel estimation for the two single-reflection channels in [1] is adopted for each user in this benchmark scheme.

### A. Training Overhead Comparison

The training overhead comparison between the proposed channel estimation scheme and the two benchmark schemes is shown in Table I, where $M_1 = M_2 = M/2$ is assumed for ease of exposition. As can be seen in Table I by exploiting the peculiar channel relationship over single- and double-reflection channels as well as that among multiple users, both the proposed channel estimation scheme with always-ON IRSs and the decoupled channel estimation scheme with ON/OFF IRSs incur much lower-order training overhead than the benchmark scheme based on [23], especially when $N \geq M$. In the rest of this section, given the total number of subsurfaces $M = 40$, we set $M_1 = M_2 = M/2 = 20$ for the two distributed IRSs.

In Fig. 3(a) we show the required training overhead versus the number of BS antennas $N$. It is observed that for both the proposed and decoupled channel estimation schemes, their training
TABLE I
TRAINING OVERHEAD COMPARISON FOR DIFFERENT CHANNEL ESTIMATION SCHEMES (ASSUME $M_1 = M_2 = M/2$)

| Minimum number of (pilot) symbol periods | Proposed scheme with always-ON IRSs | Decoupled scheme with ON/OFF IRSs | Benchmark scheme based on [23] |
|------------------------------------------|-----------------------------------|----------------------------------|-------------------------------|
| $N \geq M$                               | $\frac{3}{2}M + K + 1$           | $\frac{3}{2}M + 2 + \lceil \frac{(K-1)M}{N} \rceil$ | $KM + \frac{1}{4}KM^2$        |
| $M > N \geq M/2$                         | $\frac{3}{2}M + 2 + \lceil \frac{(K-1)M}{N} \rceil$ | $M + 1 + \frac{M^2}{4N} + 2 \lceil \frac{(K-1)M}{2N} \rceil$ |                                |
| $N < M/2$                                | $M + 1 + \frac{M^2}{4N} + 2 \lceil \frac{(K-1)M}{2N} \rceil$ | $M + 1 + \frac{M^2}{4N} + 2 \lceil \frac{(K-1)M}{2N} \rceil$ |                                |

Fig. 3. Training overhead comparison of different channel estimation schemes.

(a) Training overhead versus number of BS antennas $N$. (b) Training overhead versus number of users $K$. Overheads decrease dramatically with the increasing number of BS antennas $N$, which is in sharp contrast to the benchmark scheme based on [23] where its training overhead is independent of $N$. This is expected since both the proposed and decoupled channel estimation schemes exploit the (common) channel relationship and the multiple antennas at the BS for joint cascaded channel estimation to reduce their training overheads substantially; whereas in the benchmark scheme based on [23], the BS estimates its cascaded channels associated with different antennas/users independently in parallel without exploiting the channel relationship between them. When the number of BS antennas is sufficiently large (i.e., $N \geq M = 40$), the required training overheads of the proposed and decoupled channel estimation schemes reach their respective lower bounds of $\frac{3}{2}M + K + 1$ and $\frac{3}{2}M + 2(K - 1)$ pilot symbols, as given in Table I.

In Fig. 3(b), we show the required training overhead versus the number of users $K$. One can observe that the training overhead increment is marginal in both the proposed and decoupled channel estimation schemes as the number of users $K$ increases. In contrast, the training overhead required by the benchmark scheme based on [23] increases dramatically with $K$ since it estimates the channels of different users separately over consecutive time. In particular, the additional
training overhead with one more user is \( \max \{ 1, \left\lceil \frac{M}{N} \right\rceil \} \) and \( \max \{ 2, 2 \left\lceil \frac{M}{2N} \right\rceil \} \) for the proposed and decoupled channel estimation schemes, respectively; whereas that for the benchmark scheme based on [23] is \( M + \frac{1}{4}M^2 \), which is considerably higher when \( M \) is large.

### B. Normalized MSE Comparison for Single-User Case

In the following simulations, we calculate the normalized MSE for different channels estimated over 1,000 independent fading channel realizations. For example, the normalized MSE of the cascaded user→IRS 1→BS channel \( \mathbf{R} \) estimated is given by

\[
\varepsilon_R = \frac{1}{NM_1} \mathbb{E} \left\{ \frac{\| \hat{\mathbf{R}} - \mathbf{R} \|_F^2}{\| \mathbf{R} \|_F^2} \right\}.
\]

The normalized MSE of other channels estimated can be similarly calculated as the above.

We first compare different training reflection designs of the proposed channel estimation scheme under the single-user setup with \( N = 25 \). In Figs. 4(a) and 4(b), we show the normalized MSE versus user transmit power \( P \) for different training reflection designs in Phases I and II, respectively. It is observed that the theoretical (theo.) analysis of MSE given in Section III-B is in perfect agreement with the simulation (sim.) results for our proposed optimal training design in the two Phases. For Phase I shown in Fig. 4(a), the proposed DFT-based design achieves up to 10 dB power gain over the random phase-shift design where the training reflection phase-shifts of \( \bar{\Theta}_{2,1} \) are randomly generated following the uniform distribution within \([0, 2\pi]\). For Phase II shown in Fig. 4(b), the joint training reflection design of the two IRSs is more involved and we consider the heuristic DFT-based design with \( \Theta_{1,II} \) and \( \psi_{II} \) drawn from the first (or any randomly selected) \( M_1 + 1 \) rows of the \( I_2 \times I_2 \) DFT matrix as another benchmark design for
(a) Normalized MSE versus number of pilot symbols allocated to Phase I for estimating $\{Q, E, R\}$ in (9) of Lemma 1.

(b) Normalized MSE versus number of pilot symbols allocated to Phase I for estimating $\{\{Q_m\}_{m=1}^{M_1}, \tilde{R}, R\}$ in (2).

Fig. 5. Normalized MSE versus number of pilot symbols allocated to Phase I for the single-user case, where the total number of pilot symbols over the two phases is fixed as $I_1 + I_2 = 1062$, $P = 15$ dBm, and $N = 25$.

comparison. It is observed from Fig. 4(b) that by carefully choosing $M_1 + 1$ rows from the DFT matrix to ensure the perfect orthogonality of $\Omega_{II}$ with the joint training reflection design of $\Theta_{1,II}$ and $\psi_{II}$, our proposed DFT-based design achieves much lower MSE than the heuristic DFT-based design as well as the random phase-shift design.

In Fig. 5 we show the normalized MSE versus the number of pilot symbols allocated to Phase I, $I_1$, for estimating different CSI required for the channel models in (9) and (2), respectively, where the total number of pilot symbols over the two training phases is fixed as $I_1 + I_2 = 1062$ for the single-user case. It is observed from Fig. 5 that the MSE of $\{E, \{Q_m\}_{m=1}^{M_1}, \tilde{R}\}$ first decreases and then increases with the increasing number of pilot symbols allocated to Phase I. This is expected since the channel estimation error of Phase I will affect the channel estimation performance of Phase II due to the channel estimation error propagation. Intuitively, for the estimation of $\{E, \{Q_m\}_{m=1}^{M_1}, \tilde{R}\}$, if more pilot symbols are allocated to Phase I, the error propagation effect to Phase II will be reduced, while less time is left for channel estimation in Phase II given the fixed overall training overhead. In contrast, as the CSI $\bar{Q}$ ($R$) is estimated in Phase I (Phase II) only without suffering from the error propagation issue, the corresponding MSE thus monotonically decreases (increases) with the increasing number of pilot symbols allocated to Phase I given the fixed overall training overhead.

As shown in Fig. 5 the benchmark scheme based on [23] is much less efficient due to its higher-order training overhead. Moreover, it was shown in [1] that given the same training overhead, the decoupled channel estimation scheme with ON/OFF IRSs already achieves much
better performance than the benchmark scheme based on [23] in terms of normalized MSE. As such, we mainly focus on the normalized MSE comparison between the proposed and decoupled channel estimation schemes in Fig. 6 considering their comparable minimum training overheads shown in Table II with $K = 1$.

In Fig. 6(a), we compare the normalized MSE of the proposed and decoupled channel estimation schemes versus user transmit power $P$ for estimating the cascaded CSI of the two single-reflection links $\{\tilde{R}, R\}$. It is observed that the proposed channel estimation scheme has different (asymmetric) normalized MSE performance for estimating the cascaded CSI of the two single-reflection links. This can be understood by the fact that the estimation of $\tilde{R}$ is affected by the error propagation from Phase I to Phase II; while the estimation of $R$ involves Phase II only without suffering from the error propagation issue, as discussed for Fig. 5. In contrast, the decoupled channel estimation scheme has the same (symmetric) normalized MSE performance for estimating the cascaded CSI of the two single-reflection links, which is due to the successive/separate channel estimation of $\{\tilde{R}, R\}$ with equal training time. Two interesting observations are also made as follows in comparing the performance of the proposed and decoupled channel estimation schemes. First, by exploiting the full-reflection power of the two IRSs for estimating $R$, the proposed channel estimation scheme with always-ON IRSs achieves up to 3 dB power gain over the decoupled counterpart with only one of the two IRSs turned ON successively over training. Second, the proposed channel estimation scheme is observed to achieve lower normalized MSE when $P \leq 12$ dBm while higher normalized MSE when $P > 12$ dBm for estimating $\tilde{R}$, as compared to the decoupled scheme. This is because the
normalized MSE performance of the proposed channel estimation scheme for estimating \( \tilde{R} \) is limited by the error propagation in the two phases, thus suffering from a lower decaying rate of the normalized MSE as user transmit power \( P \) increases.

In Fig. 6(b) we compare the normalized MSE of the proposed and decoupled channel estimation schemes versus user transmit power \( P \) for estimating the cascaded CSI of the double-reflection links \( \{Q_m\}_{m=1}^{M_1} \). As discussed in Fig. 5, the estimation of \( \{Q_m\}_{m=1}^{M_1} \) is affected by the error propagation from Phase I to Phase II in the proposed scheme. On the other hand, with the signals canceled over the two single-reflection channels estimated and the estimated \( \tilde{R} \) taken as the reference CSI, the decoupled channel estimation scheme encounters not only the error propagation issue but also the residual interference due to imperfect signal cancellation for estimating \( \{Q_m\}_{m=1}^{M_1} \), thus resulting in higher normalized MSE than the proposed scheme.

C. Normalized MSE Comparison for Multi-User Case

Last, we compare the normalized MSE performance between the proposed and decoupled channel estimation schemes for the multi-user case with \( K = 10 \) in Fig. 7, considering their comparable minimum training overheads as shown in Fig. 3(b). Note that both the proposed and decoupled channel estimation schemes reduce the training overhead for the multi-user case by exploiting the fact that the other users’ cascaded channels are lower-dimensional scaled versions of an arbitrary (reference) user’s cascaded channel; as a result, both the two schemes only need to estimate the scaling vectors \( \{b_k, \tilde{b}_k\}_{k=2}^{K} \), with user 1 taken as the reference user. For the decoupled channel estimation scheme, the scaling vectors \( \{b_k\}_{k=2}^{K} \) and \( \{\tilde{b}_k\}_{k=2}^{K} \) are successively estimated at the BS with one of the two IRSs turned OFF; while for the proposed channel estimation scheme, \( \{b_k, \tilde{b}_k\}_{k=2}^{K} \) are jointly estimated at the BS with always-ON IRSs.

In Fig. 7(a) we show the normalized MSE of the scaling vectors \( \{b_k, \tilde{b}_k\}_{k=2}^{K} \) by the proposed and decoupled channel estimation schemes versus user transmit power \( P \) under the multi-user setup, where the cascaded CSI of user 1 (i.e., \( \{Q_{1,m}\}_{m=1}^{M_1}, \tilde{R}_1, \) and \( R_1 \)) is assumed to be perfectly available as the reference CSI for ease of comparison. Some important observations are made as follows. First, with the always-ON IRSs for maximizing the signal reflection power, the proposed channel estimation scheme achieves much better performance than the decoupled scheme with the ON/OFF IRS reflection design, in terms of the normalized MSE of \( \{b_k\}_{k=2}^{K} \) and \( \{\tilde{b}_k\}_{k=2}^{K} \). Second, the proposed channel estimation scheme has different (asymmetric) normalized MSE performance for estimating \( \{b_k\}_{k=2}^{K} \) and \( \{\tilde{b}_k\}_{k=2}^{K} \). This can be understood from (32)-(34) that
each $b_k$ is associated with both the single-reflection (i.e., user $k\rightarrow$IRS 1→BS) channel and the double-reflection (i.e., user $k\rightarrow$IRS 1→IRS 2→BS) channel, thus reaping higher reflection power for channel estimation than each $\tilde{b}_k$ that is associated with the single-reflection (i.e., user $k\rightarrow$IRS 2→BS) channel only. On the other hand, the decoupled channel estimation scheme has the same (symmetric) normalized MSE performance for estimating $\{b_k\}_{k=2}^K$ and $\{\tilde{b}_k\}_{k=2}^K$, which is due to the successive/separate channel estimation of them with nearly equal training time and single-reflection power.

In Fig. 7(b) we show the normalized MSE of the proposed and decoupled channel estimation schemes versus user transmit power $P$ accounting for all the cascaded CSI (i.e., $\{\{Q_{k,m}\}_{m=1}^{M_1}, \tilde{R}_k, R_k\}, \forall k$) under the multi-user case. It is observed that the proposed channel estimation scheme outperforms the decoupled counterpart significantly. This is expected due to the incrementally/cumulatively superior performance of the proposed channel estimation scheme as shown in Figs. 6 and 7(a).

VI. CONCLUSIONS

In this paper, we proposed an efficient uplink channel estimation scheme for the double-IRS aided multi-user MIMO system with both IRSs always turned ON during the entire channel training for maximizing their reflected signal power. For the single-user case, minimum training time is achieved by exploiting the fact that the cascaded CSI of the single- and double-reflection links related to IRS 2 is lower-dimensional scaled versions of their superimposed CSI. For the multi-user case, by further exploiting the fact that all other users’ cascaded channels are also
lower-dimensional scaled versions of an arbitrary (reference) user’s cascaded channel (estimated as in the single-user case), the multi-user cascaded channels are estimated with minimum training overhead. Moreover, for the proposed channel estimation scheme, we designed the corresponding training reflection phase-shifts for the double IRSs to minimize the channel estimation error over different training phases. In addition, we showed an interesting trade-off of training time allocation over different training phases with their intricate error propagation effect taken into account. Simulation results demonstrated the effectiveness of the proposed channel estimation scheme and training reflection phase-shift design, as compared to the existing channel estimation schemes and other heuristic training designs.
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