PFML-based Semantic BCI Agent for Game of Go Learning and Prediction
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Abstract—This paper presents a semantic brain computer interface (BCI) agent with particle swarm optimization (PSO) based on a Fuzzy Markup Language (FML) for Go learning and prediction applications. Additionally, we also establish an Open Go Darkforest (OGD) cloud platform with Facebook AI research (FAIR) open source Darkforest and ELF OpenGo AI bots. The Japanese robot Palro will simultaneously predict the move advantage in the board game Go to the Go players for reference or learning. The proposed semantic BCI agent operates efficiently by the human-based BCI data from their brain waves and machine-based game data from the prediction of the OGD cloud platform for optimizing the parameters between humans and machines. Experimental results show that the proposed human and smart machine co-learning mechanism performs favorably. We hope to provide students with a better online learning environment, combining different kinds of handheld devices, robots, or computer equipment, to achieve a desired and intellectual learning goal in the future.
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I. INTRODUCTION

Inspired by DeepMind’s work (AlphaGoZero) [15], Facebook AI research (FAIR) reproduced and released the ELF OpenGo AI bot that is able to teach itself how to play Go at the level of a professional human player or better [13]. In this paper, we present a brain computer interface (BCI) agent with particle swarm optimization (PSO) based on a fuzzy markup language (FML) for Go learning and prediction applications. An Open Go Darkforest (OGD) cloud platform, including Facebook AI Research (FAIR) open sourced Darkforest [11] and ELF Open Go AI bots [13], is established to predict next top five moves for both Black and White; and the robot Palro, developed by Fujisoft, Japan, will predict current game situation and the next move advantage for Black or White as a reference during the competition [11, 12, 14]. Different humans may take different kinds of strategies even for an identical situation with their mood swinging. They may give a stable or an aggressive response to their opponent in a complicated game situation. Consequently, we want to further observe the variance of brain waves of the human who is playing and infer the linguistics of his/her each-move win rate based on the information extracted from humans and machines.

Brain is a very complex part of human body and it is also the center of all thoughts and life [1]. Brain signaling has emerged as a powerful candidate of the existing biometric traits due to its unique nature [17]. In the neuroscience field, there has been an increasing interest in studies about mapping the human brain connectivity in recent years [3]. Brain computer interface (BCI) is a bridge between the brain waves and the machine that can put the produced signals into effect [2]. There have been a wide range of successful applications about BCI [3]. For example, Martinez-Cagigal et al. [5] presented an asynchronous P300-based BCI system for controlling social networking features of a smartphone. Sitaram et al. [16] built an online support vector machine (SVM) to assess emotional disorders from fMRI signals. Lin et al. [4] estimated shifts in drivers’ levels of arousal, fatigue, and vigilance based on a developed wireless and wearable electroencephalographic (EEG) system. Ko et al. [26] investigated students’ sustained attention from alertness to fatigue in the real classroom via EEG activities changes. Above studies showed that many BCI systems have been widely developed for various applications and close to our real life.

MarketsandMarkets [6] reported that learning environments with the use of the AI technology simulate students passing for learning and help enhance their learning experience. AI can present information and provide practice time, without
becoming impatient or judgemental [7]. In recent years, advances in technology have already transformed robots into the ones to co-learn with humans [7, 9, 10]. Lee et al. [10] proposed a machine-human co-learning model to help various students learn the mathematical concepts based on their learning ability and performance. Meanwhile, the robot acts as a teacher’s assistant to co-learn with children in class. Lee et al. [8] also proposed a novel PSO-based FML (PFML) learning mechanism for optimizing the parameters between items and students based on item response theory (IRT) and a human fuzzy linguistic knowledge cognition model for future educational applications.

Fuzzy markup language (FML), an IEEE 1855-2016 standard, facilitates the modelling of a fuzzy controller in a human-readable and hardware-independent manner [18-19]. Considerable research has focused on FML applications, including computer games [21], diet [22], and student performance learning [8]. Training data, knowledge, and learning process are the important parts of AI technology. With the learned model and explainable model with argumentation, we can generate explanations for the output [20]. This paper proposes a PFML-based semantic BCI agent and the application of Go learning with prediction. We use the extracted features from human’s brain waves and predicted features from machines as the training data. Additionally, we adopt FML to describe the human-readable knowledge. After that, we adopt the learning process based on PSO-based FML optimization to generate the learned model to infer human each-move linguistics. The remainder of this paper is organized as follows: Sections II and III introduce the implemented BCI agent and PFML learning for semantic BCI agent, respectively. The experimental results are shown in Section IV and conclusions are given in Section V.

II. BRAIN-COMPUTER-INTERFACE (BCI) AGENT

A. Introduction to Human Brain Waves

EEG is an electrophysiological monitoring method to record electrical activity of human brain [23]. In this study, we adopted the commercial EEG headset with 8 channels to collect the Go players’ EEG signals when they are playing. Fig. 1 (left) shows the eight channels’ location followed by the international 10-20 systems and Fig. 1 (right) is the adopted commercial EEG system photo called BR8 [24]. Each EEG channel with letters “F, T, P, and O” identifies the frontal, temporal, parietal, and occipital lobes, respectively.

![Fig. 1. Location of the eight channels and picture of the adopted mindo [24].](image)

After collecting the EEG signals, we perform the time-frequency analysis to transfer the time domain EEG signals to different frequency brain waveforms. Normally, brain waveforms can be subdivided into bandwidths known as gamma, beta, alpha, theta, and delta whose descriptions are given as follows: 1) Gamma waves (30–80 Hz) have been linked to states of high attention. 2) Beta waves (12–30 Hz) may be involved in movement and complex tasks such as memory and decision making. 3) Alpha waves (8–12 Hz) appear when a relaxed person closes his eyes. 4) Theta waves (4–8 Hz) may help the brain sort information essential for navigation. 5) Delta waves (1.5–4 Hz) mark deep sleep and anesthesia [23].

B. Brain-Computer-Interface Agent Structure

Fig. 2 shows the BCI agent structure. The agent is used to retrieve the human-based BCI data and machine-based game data during playing the game of Go with FAIR ELF OpenGo and Darkforest AI bot. We briefly describe the operation of the proposed structure as follows:

1) A human wearing a wireless BR8 [4, 24] plays Go with machines via the OGD cloud platform. The BCI-based psychological signal detection mechanism and the Go robot agent communicate with the OGD cloud platform via websocket.

2) When the human plays a move, the Go robot agent reports him/her a predicted move advantage and the current game situation with short linguistic description, including: Black/White may be at a disadvantage, The winner still hasn’t been determined, Black/White is at an advantage, or Black/White may win, when the current game situation has been changed.

3) The BCI-based psychological signal detection mechanism continuously receives his/her brain waves via Bluetooth and then analyzes periodic rhythms recorded in the EEG. After that, we can acquire five types of indicators including: the human’s attention level, left-brain activation level, right-brain activation level, stress level, and fatigue level. The developed psychological signal app shows and updates these five indicators about each second. Simultaneously, the EEG signal, the analyzed five indicators, and playing-time of each move are also stored in the human-based BCI data repository.

![Fig. 2. BCI agent structure.](image)
4) During playing, the OGD-based prediction mechanism and the DDF-based prediction mechanism predict the next top five moves based on ELF OpenGo [13] and Darkforest [11] AI engines, respectively. Each predicted move includes its position, simulation numbers, and win rate. These predicted data are stored into the machine-based game data repository.

C. **BCI-based Psychological Signal Detection Mechanism**

The BCI-based psychological signal detection mechanism is responsible for analyzing the brain waves from 8 channels of the mind and transferring them into five indicators, including attention, left-brain activation level, right-brain activation level, stress, and fatigue. Fig. 3 shows the information which we analyze the indication of the brain activity [25].

Fig. 3. Related information of the brain and channel locations [25].

1) Attention level: The alpha-band energy of the frontal lobe has a significant decreasing trend when a person is in high concentration, which is in contrast to the rest state. In this paper, we analyze the alpha waves of the channels Fp1, Fp2, and Fz to evaluate the attention level of the Go player.

2) Left-brain activation level and right-brain activation level: When the left brain is activated, the right brain will be negatively correlated with the left brain. We use the brain waves of the channels C3, C4, and Pz to measure these two corresponding indicators.

3) Stress level: We evaluate a person’s stress indicator by the changes in theta and alpha bands of frontal lobe, including channels Fp1, Fp2, and Fz.

4) Fatigue level: The fatigue is highly associated with the energy of the occipital alpha and theta bands of channels O1 and O2 based on the past EEG studies [4, 26]. When the degree of fatigue level is increasing, the corresponding EEG power in occipital area is increasing significantly.

III. **PFML LEARNING FOR SEMANTIC BCI AGENT**

A. **PFML optimization Structure for Semantic BCI Agent**

Fig. 4 shows the structure used to integrate the OGD cloud platform with PFML optimization for Go learning and prediction. We briefly describe the operation of the proposed structure as follows:

1) Go players play Go via the OGD cloud platform to generate the human-based BCI data. At the same time, the OGD cloud platform also predicts the information of the next five moves to create machine-based game data.

2) According to the machine-based game data and human-based BCI data, the domain expert constructs the knowledge base (KB) and rule base (RB) of the semantic BCI agent and stores the personalized BCI with knowledge about Go into the KB/RB repository.

![PFML learning structure for semantic BCI agent](image)

Fig. 4. PFML learning structure for semantic BCI agent.

3) The data preprocessing mechanism analyzes the human-based BCI data and machine-based game data to generate the training data. We also adopt the FAIR ELF OpenGo-predicted win rate as the desired output (DO) of the semantic BCI agent.

4) The PFML learning process, including an FML-based inference mechanism and a PFML-based learning mechanism, employs reasoning based on the learned KB and RB until termination and stores the parameters of the learned model into the learned KB/RB repository. After that, the learned KB/RB is feedback to the KB/RB repository, and this can facilitate human-and-machine co-learning.

B. **Data Preprocessing Mechanism**

This section introduces the data preprocessing mechanism to transfer human-based BCI data to the training data. Table I shows the algorithm of the data preprocessing mechanism.

| TABLE I. DATA PREPROCESSING MECHANISM ALGORITHM. |
|-------------------------------------------------|
| **Input:** |
| 1. \( a_1, a_2, \ldots, a_N, b_1, b_2, \ldots, b_N, c_1, c_2, \ldots, c_N, d_1, d_2, \ldots, d_N, e_1, e_2, \ldots, e_N \), and \( t_1, t_2, \ldots, t_N \) |
| *Parameters \( a, b, c, d, \) and \( e \) are all of the collected human attention level, left-brain activation level, right-brain activation level, stress level, and fatigue whose values are in the interval \([0, 10]\). Parameter \( t \) is the elapsed time after executing the developed psychological signal app and its unit is msec.* |
| 2. Each-move playing date and time for the game. |
| \( \text{datetime}_{p1}, \text{datetime}_{p2}, \ldots, \text{datetime}_{pM} \) |
| *Parameters \( p_1, p_2, \ldots, p_M \) denote the playing date and time of move 1, 2, \ldots, and \( M \), respectively.* |
| 3. \( \text{datetime}_{s} \) |
| *Starting date and time of executing the psychological signal app.* |

| **Output:** |
| 1. \( \text{PredictedMove}_1, \text{PredictedMove}_2, \ldots, \text{PredictedMove}_N \) |
| *Parameters \( \text{PredictedMove}_1, \text{PredictedMove}_2, \ldots, \text{PredictedMove}_N \) denote the predicted move and its unit is move.* |

---
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C. Learning Process

This section describes the learning process, including an FML-based inference mechanism and a PFML-based learning mechanism. Table II shows the parameters of fuzzy sets and Table III shows partial knowledge base and rule base of the adopted FML, where there are six input fuzzy variables, including Attention Level Distance (ALD), Brain Activation Level Distance (BALD), Stress Level Distance (SLD), Fatigue Level Distance (FLD), Simulations Number (SN), and Top-Move Rate (TMR) as well as one output fuzzy variable Win Rate (WR).

### Table II. Parameters of Fuzzy Sets.

| Attention Level Distance (ALD) | Stress Level Distance (SLD) |
|------------------------------|-----------------------------|
| Low                          | Low                         |
| [0.0, 0.5, 1]                | [0.0, 0.5, 1]               |
| Medium                       | Medium                      |
| [0.5, 1, 3, 4]               | [0.5, 1, 3, 4]              |
| High                         | High                        |
| [3.4, 10, 10]                | [3.4, 10, 10]               |

| Brain Activation Level Distance (BALD) | Fatigue Level Distance (FLD) |
|---------------------------------------|------------------------------|
| Low                                   | Low                          |
| [0.0, 0.5, 1]                         | [0.0, 0.5, 1]                |
| Medium                                | Medium                       |
| [0.5, 1, 3, 4]                        | [0.5, 1, 3, 4]               |
| High                                  | High                         |
| [3.4, 10, 10]                         | [3.4, 10, 10]                |

| Simulations Number (SN) | Top-Move Rate (TMR) |
|-------------------------|---------------------|
| Low                     | Low                 |
| [0.0, 128, 512]         | [0.0, 0.8, 0.9]     |
| Medium                  | Medium              |
| [128, 512, 2048, 2048]  | [0.8, 0.9, 1, 1]    |
| High                    | High                |
| [128, 512, 2048, 2048]  | [0.8, 0.9, 1, 1]    |

| VeryLow | VeryHigh |
|---------|----------|
| [0.0, 0.35, 0.4] | [0.5, 0.6, 0.7, 0.8] |
| Low     | VeryHigh |
| [0.35, 0.4, 0.5, 0.6] | [0.7, 0.8, 1, 1] |

### Table III. Partial KB and RB of the Adopted FML.

We briefly describe them as follows: 1) ALD, SLD, and FLD are the attention level, stress level, and fatigue level distance of consecutive two moves, respectively. 2) BALD represents the brain activation level distance. Left-brain activation level and right-brain activation level are two corresponding indicators so here we use the distance of left-brain activation level as brain activation level distance. 3) SN is the FAIR ELF OpenGo-predicted number of simulations. 4) TMR denotes the matching degree of top-move rate prediction from ELF OpenGo AI bot [12]. 5) WN denotes the ELF OpenGo-predicted win rate of each move. The PFML-based learning mechanism combines particle swarm optimization and fuzzy markup language to learn the parameters of the fuzzy sets [8]. In this paper, there are 20 particles and the parameters of six input fuzzy variables and one output fuzzy variable represent the position of the particle in the seven dimensional space; they are optimized by adjusting the moving velocity in order to reach convergence. Additionally, the inertia weight, cognitive parameter, and social parameter of PSO are 0, 2, and 2, respectively. The fitness function $Fitness(x_i, y_i)$ is calculated as follows:

$$Fitness(x_i, y_i) = \sum_{i=1}^{M} (x_i - y_i)^2 / M$$  \(1\)

where $M$ denotes the total number of the data points and $x_i$, and $y_i$ denote the inferred result and desired output of the $i$th data point, respectively. After termination of the learning, we use the positions of the best position among all 20 particles in the swarm to compose the after-learning knowledge base of the semantic BCI agent.
IV. EXPERIMENTAL RESULTS

To evaluate the performance of the proposed approach, we invited four human Go players, including two professional players and two amateur players, to wear a mindo to play Go games. Table IV shows the basic information of the 10 games and the brief descriptions are in the following.

| Game No | Black       | White       | Winner |
|---------|-------------|-------------|--------|
| 1       | Hirofumi Ohashi (6P) | ELF OpenGo | W      |
| 2       | Yi-Hsiu Lee (8P)  | Hirofumi Ohashi (6P) | B      |
| 3       | Darkforest   | Yu-Hao Huang (2D) | B      |
| 4       | Yi-Hsiu Lee (8P) + Robot (ELF OpenGo) | ELF OpenGo | B      |
| 5       | Yi-Hsiu Lee (8P)  | ELF OpenGo | W      |
| 6       | Yi-Hsiu Lee (8P)  | Hirofumi Ohashi (6P) | B      |
| 7       | Yu-Hao Huang (2D) + Darkforest | Darkforest | W      |
| 8       | Lu-An Lin (7D) + Robot (Darkforest) | Darkforest | W      |
| 9       | ELF OpenGo    | Lu-An Lin (7D) + Robot (ELF OpenGo) | B      |
| 10      | ELF OpenGo    | Lu-An Lin (7D) + Robot (ELF OpenGo) | B      |

1) Games 1 and 5: Ohashi (6P) and Lee (8P) played with ELF OpenGo without any provided prediction information, respectively.

2) Games 2 and 6: Moves 1 to 88 of Games 2 and 6 were played by Ohashi (6P) and Lee (8P), respectively, according to the moves 1 to 88 of Game 4. After the Move 88, they designed their own strategies and played the remaining moves in the Game 2 and Game 6 till the end of each game.

3) Game 3: Huang (2D) played against Darkforest without any provided prediction information.

4) Game 4: Lee (8P) acquired the robot’s predicted next move advantage by listening and we set ELF OpenGo’s simulations to 1024.

5) Game 7: Huang (2D) copied the moves 1 to 88 of the Game 4 when playing the Game 7. After the Move 88, Huang (2D) played but also referred to the robot Palro’s predicted moves until the end of the game.

6) Game 8: Lin (7D) and the robot Palro (Darkforest) were the team members of Black and they played against Darkforest by Pair Go.

7) Games 9 and 10: Lin (7D) and the robot Palro (ELF OpenGo) are the team members of Black and they played against ELF OpenGo as Pair Go. However, the difference between Games 9 and 10 is that Lin (7D) was allowed to refer to the robot’s predicted moves before she played her next move.

Table V shows the game records and the human comments made by the two Go players. Figs. 5(a) and 5(b) show Lee (8P)’s psychological indicators of the Game 4 when he played the Move 67 and the whole Game 4, respectively. Figs. 6(a) and 6(b) are for the related information of the Game 4 played by Lee (8P) and Game 8 played by Lin (7D), respectively. Both had paid tremendous attention to the games. Lin (7D)’s stress level was also high stress in the whole game because her partner Darkforest put her at a disadvantage and she tried her best to turn the tables. For Game 8, Lee (8P)’s stress level changes a lot before about the Move 80. However, he experienced the high levels of stress for the last few moves before he won the game. Figs. 7(a)–(g) are the learned fuzzy sets for fuzzy variables ALD, BALD, SLD, FLD, SN, TMR, and WR, respectively, for learning 3000 generations. Fig. 8 shows the semantic accuracy before learning and after learning. It indicates that the proposed semantic BCI agent performs well after learning 3000 generations for most of the ten games except Game 2.

| Game No | Black       | White       | Winner |
|---------|-------------|-------------|--------|
| 4       | Yi-Hsiu Lee (8P) + Robot (ELF OpenGo) | ELF OpenGo | B      |
| 6       | Yi-Hsiu Lee (8P)  | ELF OpenGo | B      |
| 8       | Lu-An Lin (7D) + Robot (Darkforest) | Darkforest | W      |
| 9       | ELF OpenGo    | Lu-An Lin (7D) + Robot (ELF OpenGo) | B      |
| 10      | ELF OpenGo    | Lu-An Lin (7D) + Robot (ELF OpenGo) | B      |
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Fig. 5. Game 4: Lee (8P)’s psychological indicators and win rate of (a) move 67 and (b) all of the game.

Fig. 6. Game 8: Lin (7D)’s psychological indicators and win rate of (a) move 55 and (b) all of the game.

Fig. 7. After-learning fuzzy sets for fuzzy variables (a) ALD, (b) BALD, (c) SLD, (d) FLD, (e) SN, (f) TMR, and (g) WR.

Fig. 8. Semantic accuracy.

V. CONCLUSIONS

This paper proposes a semantic BCI agent based on FML and PSO for Go learning and prediction applications. We invited two professional Go players and two amateur Go players to join the experiment to retrieve the human-based BCI data. In each game, the machine-base game data are also stored in the repository. Based on these two kinds of data, we construct knowledge base and rule base to optimize the learned model based on FML and PSO. The experimental results show that the proposed method; therefore, improvements could be made, for example, by collecting more human-based BCI data to train much perfect model and by introducing the explainable intelligence into the developed OGD cloud platform.
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