Interfacial motion in flexo- and order-electric switching between nematic filled states
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Abstract
We consider a nematic liquid crystal, in coexistence with its isotropic phase, in contact with a substrate patterned with rectangular grooves. In such a system the nematic phase may fill the grooves without the occurrence of complete wetting. There may exist multiple (meta)stable filled states, each characterized by the type of distortion (bend or splay) in each corner of the groove and by the shape of the nematic–isotropic interface, and additionally the plateaux that separate the grooves may be either dry or wet with a thin layer of nematic. Using numerical simulations, we analyse the dynamical response of the system to an externally-applied electric field, with the aim of identifying switching transitions between these filled states. We find that order-electric coupling between the fluid and the field provides a means of switching between states where the plateaux between grooves are dry and states where they are wetted by a nematic layer, without affecting the configuration of the nematic within the groove. We find that flexoelectric coupling may change the nematic texture in the groove, provided that the flexoelectric coupling differentiates between the types of distortion at the corners of the substrate. We identify intermediate stages of the transitions, and the role played by the motion of the nematic–isotropic interface. We determine quantitatively the field magnitudes and orientations required to effect each type of transition.

1. Introduction
The multiple wetting configurations of nematics on patterned substrates are of great interest in the development of display devices, in particular multistable devices where two or more distinct display states exist in the absence of applied voltage, allowing greatly enhanced energy efficiency and portability over conventional monostable devices. Multistable devices exploit the multiple textures that result from the interplay between surface geometry and the elastic distortion energy of the spatially varying director field.

There have been numerous theoretical and simulation studies of field-induced switching of nematics on substrates with periodic patterning. Many have focused on topographically-structured substrates with sinusoidal [1–5] or triangular [6] ridges, based on the design of the zenithal bistable nematic device (ZBND) [7], whilst others have considered flat substrates where the anchoring is spatially varying [8–10] or inherently bistable [11].

Structured substrates are also of great current research interest due to their wetting properties. In particular, the control and manipulation of interfaces is utilized in a wide range of microfluidic devices and smart surfaces. In addition to being completely dry or completely wet, a structure may be ‘filled’, with an interface pinned on the topography [12, 13]. Simple fluids at sinusoidal surfaces [14] and in wedges [15] exhibit a filling transition where the interface unbends, followed by a wetting transition where the interface unbinds. Controllable undulation of this interface is being exploited for
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various applications, for example as a switchable diffraction grating [16, 17] or curvature-driven particle assembly [18].

When the wetting fluid is nematic, the behaviour is additionally enriched by the long-range interactions between the substrate and the interface, which are mediated by the elasticity of distortions in the nematic’s orientation and by the orientation-dependent effects (anchoring) at the interface itself. On such surfaces, multiple filled states are achievable, with interfaces characterized by differing shape profiles. The interface shape reveals the existence of distinct nematic textures within the grooves. First-order transitions between these states may occur, driven by the anchoring strength or the substrate topography [19–21].

In this paper, we examine how we may switch between distinct metastable filled states with the use of electric fields. In particular, the role of the interface in the switching dynamics will be investigated. We focus our attention on the coupling of the electric field to gradients in the nematic order. Such coupling is of two main types: coupling to gradients in the rotational orientation, termed flexoelectricity and first identified by Meyer [22], and coupling to gradients in the degree of nematic order, termed order-electricity and first identified by Prost and Marcroix [23].

We find that order-electricity is a viable mechanism for wetting, whilst specific flexoelectric coupling is required to switch between nematic filled states with distinct textures. However, even in this case the dynamics can depend drastically on the presence of the interface, which facilitates the re-orientation of the director field throughout the nematic domain.

We model the system using Landau–de-Gennes theory with Beris-Edwards dynamics, numerically solving the equations of motion with the hybrid lattice-Boltzmann/finite-difference method. The paper is arranged as follows. In section 2 we describe the statics and dynamics of a model nematic in an externally-applied electric field. In section 3 we characterize the system, and in section 4 we outline the simulation method and parameters. In section 5 we present qualitative and quantitative results for the switching transitions between filled states driven by order-electric and flexoelectric couplings. We first show, in section 5.1, that order-electricity may be used to wet and dewet the substrate. Such switching is akin to electrowetting, which is extensively documented for isotropic fluids [24]. Then, in section 5.2, we consider how flexoelectricity allows switching between filled states with different topological arrangements of the orientational order. We provide a quantitative analysis of the transitions, identifying the symmetry and magnitude of applied fields that will produce them, and the free energy barriers and timescales involved. We conclude in section 6 with a discussion and perspectives for future work.

2. The model

In order to model phase separation, interfaces and defects, the required nematic order parameter is a traceless, symmetric tensor [25]:

\[ Q_{\alpha\beta} = \frac{1}{2} S \left( 3 n_{\alpha} n_{\beta} - \delta_{\alpha\beta} \right) + \frac{1}{2} B \left( n_{\alpha} m_{\beta} - l_{\alpha} l_{\beta} \right), \]

where \([n, m, l] \) is an orthonormal set, \( S \) is the degree of nematic order along \( n \) and \( B \) is the biaxial order along \( m \).

The Landau–de Gennes free energy functional, defined over the fluid domain \( D \) and its boundary with the substrate \( \partial D \), is given by

\[ \mathcal{F} = \int_D \left( f_{\text{bulk}} + f_{\text{elast}} + f_{\text{diel}} + f_{\text{flexo}} \right) d^3r + \int_{\partial D} f_{\text{wet}} d^2r \]

where

\[ f_{\text{bulk}} = \frac{2}{3} A \left[ \left( S_{\text{nem}}^2 Q_{\alpha\beta} Q_{\beta\alpha} - \frac{4}{3} (2 + \tau^*) S_{\text{nem}}^2 Q_{\alpha\beta} Q_{\beta\gamma} Q_{\gamma\alpha} \right. \right. \]

\[ \left. + \frac{2}{3} S_{\text{nem}}^2 \right] \left( Q_{\alpha\beta} Q_{\beta\alpha} \right), \]

\[ f_{\text{elast}} = \frac{1}{2} L_1 \partial_{\alpha} Q_{\alpha\beta} \partial_{\gamma} Q_{\beta\gamma} + \frac{1}{2} L_2 \partial_{\alpha} Q_{\alpha\gamma} \partial_{\beta} Q_{\gamma\beta} \]

\[ + \frac{1}{2} L_3 \partial_{\alpha} Q_{\alpha\gamma} \delta_{\beta\gamma}, \]

\[ f_{\text{diel}} = -\frac{1}{2} \epsilon_0 \left( \epsilon_1 \delta_{\alpha\beta} + \chi Q_{\alpha\beta} \right) E_\alpha E_\beta, \]

\[ f_{\text{flexo}} = -\frac{1}{2} \chi_1 \partial_{\alpha} \left( Q_{\alpha\beta} \partial_{\gamma} Q_{\beta\gamma} \right) \]

\[ - \frac{1}{2} \chi_2 E_\gamma \partial_{\alpha} \left( Q_{\alpha\beta} \partial_{\gamma} Q_{\beta\gamma} \right), \]

\[ f_{\text{wet}} = -\frac{1}{2} w_1 Q_{\alpha\beta}^2 Q_{\alpha\beta} + \frac{1}{2} w_2 Q_{\alpha\beta} Q_{\beta\gamma} \]

\( A \) is a positive constant and \( \tau^* \) is a dimensionless parameter related to temperature. Substitution of equation (1) into (3) reveals two minima, which correspond to an isotropic phase with \( S = S_{\text{iso}} = 0 \) and a uniaxial nematic phase with \( S = S_{\text{nem}} \). The free energy difference between the two phases is

\[ f_{\text{bulk}}(S_{\text{nem}}) - f_{\text{bulk}}(S_{\text{iso}}) = \frac{1}{4} A \left( \tau^* - 1 \right). \]

Throughout this paper, we shall consider the case of coexistence between isotropic and nematic, \( \tau^* = 1 \), but we point out that our qualitative findings should remain applicable slightly above and below coexistence.

In the bulk nematic phase, the \( L_i \) relate to the Frank elastic constants by

\[ K_1 = K_3 = \frac{2}{3} S_{\text{nem}}^2 \left( 2 L_1 + 2 L_2 + L_3 \right), \]

\[ K_2 = \frac{2}{3} S_{\text{nem}}^2 L_1. \]

In addition to imposing a free energy penalty to gradients in orientation, the elastic terms also penalize gradients in the order parameter. At interfaces between the nematic and isotropic phases, the balance of elastic and bulk contributions leads to an interfacial profile with characteristic width (correlation length) given by

\[ \xi = S_{\text{nem}} \sqrt{ \frac{3 L_1 + 2 (L_2 + L_3) }{ 2 A} }, \]

and surface tensions

\[ \gamma_{\perp} = \frac{1}{3} S_{\text{nem}} \sqrt{ A \left( 6 L_1 + 4 (L_2 + L_3) \right) }, \]

\[ \gamma_{||} = \frac{1}{3} S_{\text{nem}} \sqrt{ A \left( 6 L_1 + L_2 + L_3 \right) } \]

for the cases of homeotropic and planar alignment respectively. Comparing the surface tensions, it is seen that the preference of alignment, or anchoring, is dependent on the sign of \( L_2 + L_3 \) relative to \( L_1 \).

\( f_{\text{diel}} \) is the dielectric contribution to the free energy, consisting of the usual isotropic part, with relative permittivity
$e_1$, and a deviatoric part proportional to $Q$. $f_{\text{flexo}}$ relates to flexoelectricity and order-electricity, and comprises four independent terms when taking gradients of $Q$ up to quadratic order. It is useful to compare the polarization described in $f_{\text{flexo}}$ to a phenomenological description in the uniaxial framework [26]:

$$P_a = e_a S\delta( n_a n_a) + e_5 S( n_b \partial_b n_a - n_a \partial_b n_b)$$

$$+ e_{12} S \alpha + \phi_a \left( 2n_a n_b - \delta_{ab} \right) \partial_b S \tag{12}$$

$e_{\pm}$ are the flexoelectric coefficients, corresponding to polarizations arising from the respective alignment and opposition of splay and bend. $e_1$ and $e_3$ are the order-electric coefficients [26]. The $e_1$ term purely couples to the gradient of $S$, describing a polarization across the interface independent of the alignment. The $e_3$ term is alignment dependent, such that homeotropic and planar configurations have opposite polarities.

Substitution of equation (1) into (6), and comparison with equation (12), yields [26]

$$e_+ = 2\chi_0 + S\chi_+$$

$$e_- = S\chi_-$$

$$e_1 = \frac{1}{2}\chi_0 + \frac{1}{2}S\chi_+ + S\chi_2 \tag{13}$$

$$e_3 = \chi_0 + S\chi_+.$$ A set of $\{\chi\}$ can be found to satisfy a general choice of $[e]$ for most fixed $S$. But $[e]$ cannot be consistently determined when $\chi$ is varying; an important point of consideration given that at least one of $\chi$ can be found to satisfy a general choice of $\chi$.

Finally, $Q^2$ represents the approximate order tensor favoured by the substrate, provided that the anchoring strengths $w_1$ and $w_2$ lie within suitable ranges [27].

Minimization of the free energy in equation (2), subject to the constraints that $Q$ be symmetric and traceless, leads to the equilibrium condition $H^{\text{vol}} = 0$ throughout $D$, and $H^{\text{surf}} = 0$ along $\partial D$, where

$$H^{\text{vol}}_{\alpha\beta} = \frac{4}{3} A \left[ 2(2 + \tau^*) S^2 \text{ran} \left( Q_{\alpha\gamma} Q_{\gamma\beta} - \frac{1}{3} Q_{\gamma\delta} Q_{\delta\gamma} \delta_{\alpha\beta} \right) ight]$$

$$- \left( 1 - \frac{2\tau^*}{3} \right) S_{\text{nem}} Q_{\alpha\beta} - \frac{2}{3} S^T_{\text{nem}} Q_{\alpha\gamma} Q_{\gamma\delta} Q_{\delta\beta} \right)$$

$$+ L_3 \partial_{\beta} Q_{\alpha\gamma} + (L_2 + L_3) \partial_{\gamma} P_{\alpha \gamma \delta}$$

$$+ \frac{2}{3} \rho \partial_{\beta} (E_a E_{\beta} - \frac{1}{3} \delta_{\alpha\beta} E^2) - \frac{2}{3} \chi_0 (\partial_{\beta} E_{\alpha})$$

and

$$H^{\text{surf}}_{\alpha\beta} = -L_1 v_{\gamma} \partial_{\gamma} Q_{\alpha\beta} - (L_2 v_{\delta} - L_3 v_{\gamma}) \partial_{\gamma} P_{\alpha \gamma \delta}$$

$$+ \frac{2}{3} \chi_0 Q_{\alpha\gamma} - \frac{2}{3} \chi_0 Q_{\alpha\delta} - \frac{2}{3} \delta_{\alpha\beta} Q_{\gamma\delta}$$

where $P_{\alpha \gamma \delta} = \frac{1}{2} \delta_{\alpha\gamma} Q_{\delta\beta} + \frac{1}{2} \delta_{\alpha\delta} Q_{\gamma\beta} - \frac{1}{2} \delta_{\gamma\beta} Q_{\alpha\delta}$ and $v$ is the inward normal to the substrate.

To describe the dynamics of the fluid, we must introduce density and velocity fields $\rho$ and $u$. The evolution of the fluid with time $t$ is described by the continuity, Navier–Stokes and Beris–Edwards [51] equations:

$$\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u_{\alpha})}{\partial x_{\alpha}} = 0 \tag{16}$$

$$\frac{\partial u_{\alpha}}{\partial t} + \frac{\partial (u_{\alpha} u_{\beta})}{\partial x_{\beta}} = -\frac{\partial P}{\partial x_{\alpha}} + \frac{\tau_{\alpha\beta} + \chi_{\alpha\beta}}{\rho} \tag{17}$$

$$+ \frac{\partial P}{\partial t} + \frac{\partial (\rho u_{\alpha} u_{\beta})}{\partial x_{\alpha}}$$

$$- \frac{\partial \rho}{\partial t} - \frac{\partial (\rho u_{\alpha})}{\partial x_{\alpha}} = 0 \tag{16}$$

where $\chi_{\alpha\beta} = \frac{E}{\Delta x}$ is the speed of sound, where $\Delta x$ is the distance corresponding to the separation of nearest-neighbour lattice nodes, and $\Delta t$ is the timestep corresponding to one iteration of the algorithm. $\tau$ is a parameter depending on the molecular details of the liquid crystal and $\Gamma$ is the mobility. The system is closed at $\partial D$ by the conditions of non-slip and thermodynamic equilibrium:

$$\left( \delta_{\alpha\beta} - u_{\alpha} u_{\beta} \right) = 0 \tag{20}$$

$$H^{\text{surf}}_{\alpha\beta} = 0 \tag{21}$$

3. The system

We consider the system depicted in figure 1. We restrict our study to a two-dimensional system confined in the $y$ direction. As such, the system is considered to be two-dimensional, lying in the $xz$ plane. In the $x$ direction the system is periodic, whilst in the $z$ direction it is confined between
two substrates, the lower of which is patterned and has homeotropic anchoring of finite strength. Following [21], we choose the substrate to be crenelated with rectangular grooves. The grooves have width $20\xi$, and each pair of grooves is separated by a plateau also of width $20\xi$. The height/depth of the grooves is $10\xi$, and the upper substrate is located a further $10\xi$ from the tops of the crenels. This upper substrate is flat and has no anchoring strength ($w_1 = w_2 = 0$). It exists to close the simulation box in the upper substrate, nucleating the spreading of the nematic along this substrate.

Where the interface touches this upper substrate, anchoring at the interface to be homeotropic, thereby offering an explanation: the configuration in the nematic forces the fluid. Thus, the interface connects the two upper corners, nucleating the spreading of the nematic along this substrate.

Again following [21], we choose $L_2 = 2L_1$ and $L_3 = 0$. This choice of elastic coefficients gives rise to planar anchoring at the interface. At the substrate, we choose

$$Q_{\alpha\beta}^S = \frac{1}{2}S_{\text{nem}}(v_\alpha v_\beta - \frac{1}{3}S_{\alpha\beta}), \quad w_1 = \frac{1}{4}S_{\alpha\beta}^{-2} \quad w_2 = 0. \quad (22)$$

We focus our attention on states where the base and sides of the grooves are wetted by the nematic phase, but the plateaux and upper surface are in contact with the isotropic fluid. Thus, the interface connects the two upper corners of the groove. We refer to these as ‘filled’ states. Within the groove, the nematic will be distorted due to conflict between the anchoring of the three walls and the interface. At each of the bottom corners, the conflicting anchoring of the right-angled pair of walls causes the director to either bend or splay [29–31]. The combination of these two possibilities in two corners leads to four possible filled states, which we label $\text{BB}$, $\text{SB}$, $\text{BS}$ and $\text{SS}$, where the first and second letters indicate the type of distortion in the left and right lower corners, respectively. Of course, $\text{SB}$ and $\text{BS}$ are degenerate, being mirror images.

The distortion-mediated interactions between the substrate and nematic–isotropic interface determine the shape of that interface and the relative free energies of the filled states. In the $\text{BB}$ state, the interface follows the contours of the bend, as illustrated in figure 2(a(ii)), whilst in $\text{SB}/\text{BS}$ (figure 2(a(i))) the interface is flat. In the terminology of [21], $\text{BB}$ and $\text{SB}/\text{BS}$ are thus referred to as the bent and unbent states (referring to the shape of the interface), but $\text{SS}$ is not mentioned because it is not a global free energy minimum for any of the parameters that the authors consider. Figure 2(a(iii)) offers an explanation: the configuration in the nematic forces the alignment at the interface to be homeotropic, thereby increasing the surface tension.

In these states the plateau between grooves is ‘dry’ (i.e. in contact with the isotropic fluid), but alternatively it may be wetted with a thin layer of nematic, whilst the configuration within the groove is unchanged and the interface remains pinned. Thus there are four further filled states, which we denote $\text{BB}/\text{BS}$, $\text{SB}$ and $\text{SS}$, illustrated in figure 2(b). The interface is pinned at the upper corners of the groove, by virtue of the conflicting orientations either side of the corner.

For the parameters specified for this system [21] shows that each dry-plateau state has a lower free energy than its corresponding wet-plateau state, and that $\text{BB}$ is the filled state with lowest free energy. We further find that $\text{SB}/\text{BS}$ has a lower free energy than $\text{SS}$.

It is possible for the fluid region of the system to be completely isotropic (dry state) or completely nematic. In [21], where an open system is considered, the latter of these includes an interface far from the substrate. In the system considered here, the nematic wets the upper substrate to fill the cell, and is thus confined in a finite space, so the state is not ‘wet’ in the usually understood definition. As with the filled states, there are multiple types of such a state, depending on the nature of the distortion at the four corners. However, since this paper focuses on filled states, where the nematic–isotropic interface is pinned at the upper corners of the grooves, we currently do not distinguish the ‘wet’ states, and refer to them collectively as $W$. In section 6, we shall briefly discuss switching between wet states.

4. Simulation method

To simulate the dynamics of switching, we discretize $\mathcal{D}$ into a square grid of nodes, and evolve the system through a series of time steps, using the hybridized method described in [32]. Equations (16) and (17) are evaluated indirectly by a lattice-Boltzmann algorithm—a discretized version of the Boltzmann equation in which the fluid populations are distributed according to the appropriate stresses and propagated between neighbouring nodes [28, 33, 32]. Equation (18) is directly iterated by finite differences. The two algorithms are evaluated in tandem, with an additional predictor–corrector step to improve stability.

Most lattice-Boltzmann studies of liquid crystals have been carried out deep in the nematic phase ($\tau^* < 1$) [8, 34, 3, 32]. Those dealing with coexisting nematic and isotropic fluids have looked either at two-substance systems, with the relative amounts of each type of material fixed [35], or single-substance systems at or close to $\tau^* = 1$ [33], so that nematic and isotropic coexist in variable proportion. The system we consider is of the latter type.

The substrate geometry is a convenient one for the simulation method, with its boundaries lying parallel to the lattice directions. The no-slip condition (20) is enforced using the method of bounce-back on links [36], for which it is most amenable to position the boundaries halfway between lattice nodes. Anchoring is implemented differently from previous studies [3, 35, 37], requiring the solution of equation (21). This equation is Taylor-expanded in $Q$. Such a method may be applied to an arbitrarily positioned and orientated substrate.
For 4-(4-methoxybenzylidene)-4-butylaniline (MBBA), the nematic order parameter at coexistence is \( S_{\text{nem}} \approx 0.3 \) [38], but in the simulations the order is normalized to \( S_{\text{nem}} = 1 \).

We use the simulation parameters \( A = \frac{1}{2} \) and \( L_1 = \frac{2}{7} \), which through equation (10) produce a correlation length of \( \xi = 3 \) lattice spacings, which is found to be sufficient for good agreement in statics with the results of the finite-element method employed in [21]. Thus the simulation box measures 120 by 60 lattice nodes. Viable simulation parameters must be mapped to physical quantities by an appropriate choice of scaling. Using reported data for MBBA [39, 40], \( A \sim 10^5 \) N m\(^{-2}\) and \( 3L_1 + 2L_2 \sim 10^{-11} \) N, so that the correlation length, \( \xi \), and hence the physical length scale corresponding to a lattice spacing, is \( \Delta x \sim 10^{-8} \) m. Grooved substrates suitable for liquid crystals with dimensions as small as \( 5 \times 10^{-8} \) m have been produced [41–43].

To ensure stability, the simulation density \( \rho \) is limited to a minimum value \( \sim 1 \). Using the physical value \( \rho \sim 10^3 \) kg m\(^{-3}\), we map a simulation mass unit to \( 10^{-21} \) kg. The timescale may be determined by mapping either surface tension or viscosity. Using equation (11), we derive a value \( \gamma = 0.022 \) in the simulation units and \( \gamma \sim 10^{-3} \) N m\(^{-1}\) in physical units. These are matched by one iteration corresponding to \( \Delta t \sim 10^{-10} \) s.

Using a relaxation time \( \tau = 2 \) in the lattice-Boltzmann algorithm provides an isotropic kinematic viscosity of 0.5 in lattice units, which corresponds to \( \eta \sim 10^{-6} \) m\(^2\) s\(^{-1}\). This is an order of magnitude smaller than accepted values (generally, stability restrictions make it difficult to provide a compatible viscosity and surface tension without resorting to a prohibitively large grid [35]). We set \( \Gamma = 0.45 \) and \( \xi = 0.4 \), providing deviatoric components of viscosity of a similar magnitude.

Finally, we consider how to incorporate an electric field \( E \) into the simulation. Maxwell’s equations state that \( \mathbf{E} \) is given by the solution of

\[
\begin{align*}
\epsilon_0 \left( \epsilon_1 \partial_\alpha \mathbf{E}_\alpha + \epsilon_A Q_{\alpha\beta} \partial_\alpha \mathbf{E}_\beta \right) \\
= - \epsilon_0 \epsilon_A \mathbf{E}_\beta \partial_\alpha Q_{\alpha\beta} + \frac{4}{3} \chi_0 \partial_\alpha \mathbf{E}_\beta Q_{\alpha\gamma} \\
+ \frac{\chi_1}{\epsilon_A} \partial_\alpha (Q_{\alpha\gamma} Q_{\gamma\beta}) + \frac{\chi_2}{\epsilon_A} \partial_\alpha (Q_{\alpha\gamma} Q_{\gamma\beta}) \\
+ \frac{\chi_3}{\epsilon_A} \partial_\alpha (\partial_\gamma Q_{\alpha\gamma} Q_{\beta\mu} - \partial_\mu Q_{\alpha\gamma} \partial_\gamma Q_{\beta\mu}) - \partial_\alpha (Q_{\alpha\gamma} Q_{\gamma\beta}).
\end{align*}
\]

Solution of equation (23) at every time step would add significant computational burden, not least because, unlike iteration of equations equation (16)–(18), the field cannot be updated using only information from neighbouring nodes. Repeated iterations over the grid would be required at each time step in order to solve equation (23). To avoid this complication, we follow many other numerical studies [6, 11, 8, 35, 44] and experimental analyses [45, 46] in assuming uniform \( \mathbf{E} \). This assumption is consistent with equation (23) provided that \( \epsilon_1 \gg \epsilon_A \) and \( \epsilon_0 \epsilon_1 E \gg \chi S_{\text{nem}} \xi^{-1} \).

Whether the first of these conditions is met depends solely on the material properties. For example, for MBBA \( \epsilon_A/\epsilon_1 \sim 0.1 \) [25], adequately fulfilling the condition, whilst for 4-cyano-4′-pentylbiphenyl (5CB) \( \epsilon_A/\epsilon_1 \sim 10 \) [47], and thus the condition does not hold.

The second condition depends on both the material and the strength of the electric field. Assuming that the first condition is met, the second may be expressed as the ratio

\[
r \sim \frac{\xi^{-1} \chi S_{\text{nem}} E}{\epsilon_0 \epsilon_1 E^2} \sim \frac{e}{\xi \epsilon_0 \epsilon_1 E}.
\]
5. Results

5.1. Order-electric switching

We first consider a system where only $\chi_2$ is non-zero, corresponding to a system where there is a polarization across gradients of $S$, independent of director alignment. The resulting polarizations for the $BB$ (stable), $BS$ (metastable) and $SS$ (metastable) filled states are shown in the third row of figure 3.

Figures 4(a)–(c) show the effect of applying a field $S_{\text{cem}} \chi_2 E = (0, -0.03)$ (normalized by the magnitude of the flexoelectric coefficient and the degree of nematic order) perpendicular to the bottom of the grooves. Starting in the filled state with bend distortion in both lower corners, $BB$, a homeotropic wetting layer grows on the upper surface of the plateau, until the system resembles $\tilde{BB}$. The morphology within the crenel is little changed. When the field is switched off, the system remains in $\tilde{BB}$, this being a metastable state at the chosen parameters. Thus, we have effected a transition $BB \rightarrow \tilde{BB}$.

The behaviour can be explained as follows. As indicated in equation (15), $\chi_2$ gives rise to a surface term with the same form as the quadratic wetting potential, with an effective $w_2$ given by $-\chi_2 \nu \cdot E$, and thus dependent on the orientation of the substrate relative to the field. On the horizontal sections of the substrate, there is a contribution in $Q_{a\beta} Q_{\beta a}$, which is negative when the substrate faces upwards and hence favours
positive $S$, thereby causing the growth of a nematic layer on the plateau. On the vertical sections, however, there is no change to the effective wetting potential, so the contact line does not move. Furthermore, because the field is uniform, there is no force on the polarized interface.

By reversing the direction of the field, the sign of the effective $w_2$ changes, favouring the isotropic phase $S = 0$ at the plateau. Figures 4(d)–(f) show how applying $S_{\text{nem}}^{\chi_2}E = (0, 0.03)$ dewets the plateau. When the field is switched off, the cycle is completed, with the system moving back to the starting configuration of figure 4(a). We observe that transitions between BS and SS, and between SS and SSS, may be brought about by the same means (not shown).

We now consider how we might switch the system between the topologies BB, BS and SS. For example, the transition BB $\rightarrow$ BS requires symmetry breaking, indicating that a horizontal field might be used.

Figure 5 shows the results of applying a field parallel to the base and plateau surfaces of the grooves $S_{\text{nem}}^{\chi_2}E = (0.03, 0)$. By the same token as above, the left-hand wall of the crenel now favours $S = 0$, whilst the right-hand wall has (additional) preference for $S = S_{\text{nem}}$. The effect is thus that the left-hand wall dewets, causing the interface to sit diagonally in the crenel. However, when the field is switched off, the nematic rewets the wall, returning to BB without any transition taking place.

Examination of the director orientation in figure 5 illustrates why this approach will not cause a switch to BS. In each lower corner, the director remains in a bent configuration. It is unsurprising that coupling via $\chi_2$ will not bring about a change in the director topology, since it couples only to the degree of ordering $S$.

5.2. Flexoelectric switching

We have seen that pure order-electric coupling, through the term with coefficient $\chi_2$, is not capable of changing the director topology at the corners of the crenel, and hence bringing about transitions between BB, BS and SS. We thus turn our attention to the other coefficients present in equation (6). A comparison is shown in figure 3.

Examining the polarization in the lower corners of the crenel, we note that for $\chi_0$ and $\chi_+$, the polarization always points outwards at the corners, regardless of whether the director morphology is splayed or bent, with the result that the polarization fields of the states show little difference from one another. We therefore conclude that coupling of this nature cannot strongly drive transitions between the states.

However, when coupling is of the $\chi_-$ form, we see that the polarization points outwards at corners where the director is bent, but inwards where the director is splayed. As such, the four states BB, BS, SB and SS possess different polarization fields, such that the application of an electric field will favour one over the others. We therefore identify $\chi_-$ as the relevant coefficient in driving transitions between the states, and set the other $\chi$ to zero. In terms of the uniaxial coefficients, this corresponds to a system where $e_+ \ll e_-$ in the bulk, as may be found, for example, in certain isomers of MBBA [50].

As shown in figure 3, in the state BB, the polarization points outwards from both lower corners, whilst in the state BS, the polarization in the bottom-left corner also points outwards, but in the bottom-right corner it instead points inwards. The application of $E$ in the downward-right direction would thus be expected to thermodynamically favour BS over BB, and may offer a means of effecting the transition BB $\rightarrow$ BS. Figures 6(a)–(f) show the effect of applying a field $S_{\text{nem}}^{\chi_-}E = (0.0192, -0.0111)$, with BB as the starting state.
configuration shown in figure 6(a). The polarization in the bottom-right corner opposes the field, so this region of the nematic carries a free energy cost. The interface is thus pulled towards the corner in order to shrink this region, as shown in figure 6(b). This happens until the right-hand wall of the crenel has been dewetted, as shown in figure 6(c). At the bottom-right corner, the director rotates anticlockwise, passing through the vertical orientation and continuing until it is again horizontal. The nematic then reverts the wall, as shown in figures 6(d) and (e), but this time creates a region in which the polarization is aligned with the field. The system comes to rest in the configuration shown in figure 6(f), which is topologically the same as BS, but with a bulging interface. When the field is switched off, the system relaxes to BS, as shown in figure 6(g), thus completing the transition BB \rightarrow BS.

In order for the transition to occur, the intensity of the field must be within the correct range. If $\chi \cdot E$ is too small, then the distortion of the interface will not be great enough to allow the director to rotate. For example, switching on the field may produce a state similar to figure 6(b), that will then relax back to BB when the field is removed. Alternatively, if $\chi \cdot E$ is too large, then the system will ‘wet’ (i.e. the cell will be completely filled with nematic). This usually occurs by the bulge of the interface in figure 6(f) being sufficient for the interface to de-pin at the upper corners. The distorted nematic has a lower free energy density than the isotropic phase, so wetting of the entire system readily happens once the interface de-pins.

In addition to being of a suitable strength, the field must be directed at an appropriate angle. In figure 6, an angle of 30° below the horizontal is used, which offers a large range of applicable field strengths, but the transition is possible from 22° above the horizontal to 68° below. Figure 7(a(ii)) shows plots of the free energy (excluding the electrical contributions) of the system against time, for the fields corresponding to the respective coloured markers on figure 7(a(i)). The $E$ field is kept on until $t = 80\,000$ iterations, within which the system is fully relaxed in all cases, although in many cases a much shorter time is sufficient for the transition to proceed. After this time, there is no field. The red curve corresponds to parameters for which the transition does not proceed, and the free energy returns to its original value. The brown curve indicates a situation where the system wets. We note that the wet state actually has the lowest free energy, due to the interface being removed, but it also corresponds to the highest free energy barrier. All other curves correspond to the transition BB \rightarrow BS. In these cases the final free energy is higher than the original, because BS is metastable for this system. The blue curve shows the evolution of the system presented in figure 6.

Having outlined the transition BB \rightarrow BS, we now consider the reverse, BS \rightarrow BB. As the down-right directed field favoured the polarization of BS over BB, an up-left field should favour the reverse. Figures 6(g)–(k) show the effect of applying a field $S_{\text{nem}} \cdot E = (-0.0111, 0.0192)$ to the state BS. Its effect is not to pull the interface, as was the case in the previous transition, but to rotate the director until the geometry is such that the polarization is aligned with the field. The substrate energy $f_{\text{wet}}$ increases until it reaches a maximum with the director aligned planar to the wall in the vertical orientation (as shown in figure 6(i)). Once past this point, $f_{\text{wet}}$ decreases again as the director continues rotating into a new homeotropic alignment, and the system readily evolves until it is in a state topologically similar to BB, as shown in figure 6(j), but with the interface higher and relatively unbent. Switching off the field causes the interface to descend (figure 6(k), (l) and (a)), until it has returned to the bent configuration.

Figure 7(b(i)) shows the field response of the system, when initially in state BS. We note that the transition BS \rightarrow BB is effected by applying the electric field in the upward and leftward directions, unsurprisingly the opposite of BB \rightarrow BS, and with a range of fields similar in order of magnitude, if slightly smaller. It is not possible to switch from BS to its mirror image SB directly through a single field application. However, it can be done through two successive
Figure 7. (i) The resulting state following the application of an electric field, plotted against $S_{\text{BB}} \chi (E_x, E_z)$, starting from the state (a) BB, (b) BS and (c) SS. (ii) Free energy (excluding the electrical contributions) against time, for the fields corresponding to the respective coloured markers in (i). The field is switched on until $t = 80,000$ iterations, after which time it is switched off. The blue curves (inverted triangle) in (a) and (b) correspond to the evolution depicted in figure 6. The purple curve (unfilled circle) in (b) corresponds to figure 8. The blue (inverted triangle) and green (diamond) curves in (c) represent figures 9 and 10 respectively.

Field applications and relaxations, with BB as an intermediate state.

We notice also a small region in the bottom-left corner of figure 7(b(i)), in which the transition BS $\rightarrow$ SS occurs. Figure 8 outlines the mechanism. Just as an upward field caused the director to rotate on the right-hand wall, Figures 6(a)–(c) show that a downward field causes a rotation of the director on the left-hand wall, turning the bent texture in the bottom-left corner into splay. The interface then bulges upward, as shown in figure 6(d), and we note that wetting will occur if it reaches the ceiling of the system. Indeed, if the ceiling were higher, then the BS $\rightarrow$ SS region of figure 7(b(i)) would extend further. When the field is switched off, this bulge relaxes, as shown in figures 6(e) and (f).

Figure 7(b(ii)) shows plots of the free energy (excluding the electrical contributions) of the system against time, for the fields corresponding to the respective coloured markers in figure 7(b(i)). As with figure 7(a(ii)), the $E$ field is kept on until $t = 80,000$ iterations, and is then switched off. The red curve corresponds to a case where no transition occurred, the orange, green and blue curves to various instances of BS $\rightarrow$ BB, the purple curve to BS $\rightarrow$ SS and the brown curve to a scenario where the system wets.

Finally, we investigate the response of the state SS to a field, which is shown in figure 7(c(i)). Immediately of note is that if the field has an upward component only a very small magnitude is required to enact a transition, either to BB if the field is close to vertical or to BS or SB if it has a sufficient lateral component. SS is robust only against downwardly-orientated fields. Figure 7(c(ii)) shows the free energy plots. As indicated by the green and blue curves, which correspond to points very close to the origin, there is only a very small energy barrier between SS and either BB or BS/SB.
6. Discussion

Simple fluids at rectangular gratings exhibit a continuous filling transition where the interface unbends, followed by a wetting transition where the interface unbinds [14]. In nematics, elasticity and topological defects, not present in simple fluids, lead to a variety of novel filled and wet states, characterized by distinct nematic textures [19].

As the geometrical parameters of a rectangular grating vary, the anchoring strength versus roughness nematic surface phase diagram exhibits complex behaviour, resulting in the stability of novel filled states not observed in other systems [21]. In particular, two filled states coexist: the unbent (SB or BS) filled state, where the nematic-isotropic (NI) interface is flat and pinned at the top corners of the grooves, and the bent (BB) state where the NI interface, inside the grooves, is bent. When the system changes from a dry state to the bent filled state, a filling transition occurs but there is no unbending transition.

There are important open questions concerning the dynamics of these transitions. The wetting and filling transitions at rectangular gratings are first-order, and understanding the transition dynamics, involving the nucleation of defects at the corners of the grooves and NI interfacial motion is an important open question.

In addition, external fields may be used to drive transitions between filled and wet states and provide a convenient means to investigate switching mechanisms among the nematic wet and filled surface states. In this paper we have reported the results of a hybrid lattice-Boltzmann/finite-element approach to simulate field-induced transitions between nematic filled states in rectangular gratings. In particular, we investigated how the application of electric fields, with flexoelectric or order-electric coupling to the nematic, may be used to switch between distinct textures. We have found that order-electric coupling enables switching between states where the plateaux of the rectangular grating are dry and those where they are wet, with the nematic texture in the grooves remaining unchanged, whilst flexoelectric coupling, specifically the component with coefficient $\chi^-$, allows for switching between the various nematic textures that may fill the groove.

Clearly the presence of the interface is of central importance to the transitions induced by order-electricity, but even in the case of flexoelectric coupling, the interface also affects the dynamics. To demonstrate this, we briefly consider transitions between wet states analogous to the filled states, which we denote BB, BS, SB and SS. Figure 11 shows the transition BB $\rightarrow$ BS, followed by the reverse transition BS $\rightarrow$ BB. The electric fields employed are the same in strength and direction as those used in figure 6. Figure 12 compares the free energy barriers encountered for the filled and wet cases.

Comparison of figures 6(a)–(g) and 11(a)–(f) reveals that the pathway of the transition BB $\rightarrow$ BS is very different from that of BB $\rightarrow$ BS, passing through the SB and SS textures before relaxing to BS. Figure 12 shows the free energy barrier to be roughly twice as large in the wet case as in the filled case. By contrast, the pathways of BS $\rightarrow$ BB and BS $\rightarrow$ BB are similar and the free energy barriers have roughly the same maximum. We conclude that for BB $\rightarrow$ BS the motion of the interface aids the transition, while for BS $\rightarrow$ BB the interface
Figure 11. Transitions between wet configurations, under electric fields of the same magnitude and directions as applied in figure 6. (a)–(f) The transition $\mathbb{B} \rightarrow \mathbb{S}$, through the application of the field $S_{\text{nem}}^{\chi} \cdot E = (0.0192, -0.0111)$ (a)–(d), and subsequent relaxation in the absence of an electric field (d)–(f). (f)–(a) The reverse transition $\mathbb{S} \rightarrow \mathbb{B}$, through $S_{\text{nem}}^{\chi} \cdot E = (-0.0111, 0.0192)$.

Figure 12. Plots of the free energy (excluding electrical contributions) against time for the transitions (blue, (a)) $\mathbb{B} \rightarrow \mathbb{S}$ and (blue, (b)) $\mathbb{S} \rightarrow \mathbb{B}$, depicted in figure 6, and (red, (a)) $\mathbb{B} \rightarrow \mathbb{S}$ and (red, (b)) $\mathbb{S} \rightarrow \mathbb{B}$, shown in figure 11. The fields applied are (a) $S_{\text{nem}}^{\chi} \cdot E = (0.0192, -0.0111)$ and (b) $S_{\text{nem}}^{\chi} \cdot E = (-0.0111, 0.0192)$. In order to compare the size of the free energy barriers, the curves are shifted so that both start at the origin in each graph. In fact, the red curve starts with a lower free energy than the blue curve, owing to the absence of interface when the confined geometry is completely filled with nematic.

does not move significantly and thus the transition is similar in nature to $\mathbb{S} \rightarrow \mathbb{B}$.

Further work remains to be done on the effect of deviations of the electric field from uniformity, including flexo/order-electric self-polarization, dielectric anisotropy and differing permittivities of the substrate and fluid. However, we have shown that, given a suitable liquid crystal, these effects are second-order and do not affect the field symmetry driving the transitions.

Another avenue for future work is to extend the study to three dimensions. The application of an electric field may induce gradients in $Q$ along $y$, breaking the translational symmetry to produce periodic variations in the longitudinal direction of the grooves. A difficulty in simulating such a system is that the repeat length along $y$ is imposed by the length of the simulation box in this direction, and may not match that naturally adopted by the system.

In conclusion, the results presented here describe a simple realization of flexoelectric switching between nematic filled states, in restricted (two-dimensional) rectangular gratings. They highlight the role played by the interface in the dynamics of the transitions between distinct nematic filled states.
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