Many real-world multi-agent interactions consider multiple distinct criteria, i.e. the payoffs are multi-objective in nature. However, the same multi-objective payoff vector may lead to different utilities for each participant. Therefore, it is essential for an agent to learn about the behaviour of other agents in the system. In this work, we present the first study of the effects of such opponent modelling on multi-objective multi-agent interactions with non-linear utilities. Specifically, we consider two-player multi-objective normal form games with non-linear utility functions under the scalarised expected returns optimisation criterion. We contribute novel actor-critic and policy gradient formulations to allow reinforcement learning of mixed strategies in this setting, along with extensions that incorporate opponent policy reconstruction and learning with opponent learning awareness (i.e., learning while considering the impact of one’s policy when anticipating the opponent’s learning step). Empirical results in five different MONFGs demonstrate that opponent learning awareness and modelling can drastically alter the learning dynamics in this setting. When equilibria are present, opponent modelling can confer significant benefits on agents that implement it. When there are no Nash equilibria, opponent learning awareness and modelling allows agents to still converge to meaningful solutions that approximate equilibria.
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## 1 Introduction

Game theory classically studies multi-agent decision making with one-dimensional payoffs (Nisan et al., 2007). However, many real-life decision problems are much more intricate. For example, while hammering out a contract for building a new piece of software, the different agents may care about price, delivery time, functionality, and so on. In other words, many multi-agent decision problems are inherently multi-objective (Rădulescu et al., 2020a).

In such multi-objective settings, the utility derived from the payoffs may differ from agent to agent. For example, imagine a multi-player online game where a team of players does a quest together. The quest will lead to the same expected amount of experience points, loot and currency for each player in the team. However, depending on their level, class, and play style, different agents may care about these objectives differently, leading to different individual
utilities. While the expected payoffs may be common knowledge, the utility each agent would derive from these payoffs may be private information. Furthermore, it may even be non-trivial for the individual agents to quantify these utilities themselves (Zintgraf et al., 2018). In such cases, it is critical to study the emergent behaviour after multiple interactions as the agents learn more about each other. In other words, it is key to look at it from a reinforcement learning perspective.

An elegant model to study agent interaction in multi-objective settings is the multi-objective normal form game (MONFG) (Blackwell et al., 1956; Shapley and Rigby, 1959). To date, most papers studying MONFGs have considered different – specifically multi-objective – equilibria, which are often agnostic about the utility functions of the individual agents (Borm et al., 1988; Voorneveld et al., 1999). Furthermore, most research implicitly assumes that the agents are interested in the expected utility of the payoff vector of a single play. This is called the expected scalarised returns (ESR) optimality criterion (Ronkjaers et al., 2018). However, in many games, especially when the game is played multiple times, agents may instead be interested in the utility of the expected payoff (over multiple plays), which is called the scalarised expected returns (SER) optimality criterion. As we study repeated interaction and long-term rewards, befitting the reinforcement learning setting, we are interested in the SER criterion. Recent work by Radulescu et al. (2020b) demonstrated that the difference between ESR and SER in MONFGs can drastically alter the equilibria, and that, under SER, Nash equilibria (NE) need not exist at all. The payoffs in MONFGs are common knowledge, but the utilities that the agents derive from these are not. It is therefore important to learn about the opponents, i.e., other agents, through interaction.

In this paper, we investigate whether opponent modelling (OM) benefits agents in reinforcement learning for multi-objective multi-agent decision making problems under SER. Although opponent modelling techniques have a long history of use within the MAS community (Albrecht and Stone, 2018), to date their potential applications to multi-objective multi-agent systems (MOMAS) have not been comprehensively explored. Furthermore, we build on the recent advances from the multi-agent learning literature and introduce the idea of learning with opponent learning awareness (Foerster et al., 2018a) to MOMAS. In a multi-objective setting, modelling the opponents’ learning step is not straightforward, since the learning direction is defined by the opponents’ utility, information that is usually not available. The key idea behind our opponent learning awareness method is to train a Gaussian process (Rasmussen and Kuss, 2003) as an estimator for the opponents’ learning step that considers both the opponent’s current policy, as well as the influence of the agent’s own policy.

The contributions of this paper are:

1. Using both a policy gradient and an actor-critic framework, we develop the first reinforcement learning methods that can learn stochastic best response strategies for MONFGs under SER.
2. We contribute novel algorithms developed specifically for opponent learning awareness and modelling in MONFGs under SER with non-linear utility functions.
3. We provide the first empirical evidence that opponent modelling can confer significant advantages in MONFGs under SER with non-linear utility functions when Nash equilibria are present. Our results demonstrate that when both agents implement opponent modelling, opponent modelling can increase the probability of converging to (better) Nash equilibria.
4. When NE are present, we demonstrate that when only a single agent implements opponent modelling, there is an increased probability of converging to the best Nash equilibrium for that agent.
5. Our experimental results show that when no NE are present, learning with opponent learning awareness allows agents to still converge to meaningful solutions that approximate equilibria, opening the discussion for new solution concepts to be adopted for such settings.

The next section of the paper introduces the necessary background material. In Section 3 we introduce our novel algorithms along with extensions for opponent learning awareness and modelling. Section 4 presents an experimental evaluation of our proposed algorithms in several different MONFGs. Section 5 surveys related prior work on opponent modelling. Finally, Section 6 concludes the paper with some closing remarks and a discussion of promising directions for future research.

2 Background

In this section, we discuss the necessary background material on MONFGs, multi-objective optimisation criteria, utility functions, solution concepts, policy-based learning and opponent modelling algorithms. For a more complete overview of the field of multi-objective multi-agent decision making we refer the interested reader to a recent survey article by Radulescu et al. (2020a).
2.1 Multi-Objective Normal Form Games

We are interested in a setting where multiple agents, each having different preferences with respect to the objectives, are interacting and learning to optimise the utility they receive. We use the framework of multi-objective normal form games (MONFG) to model the agents’ interactions.

Definition 2.1 (Multi-objective normal-form game) An $n$-person finite multi-objective normal-form game $G$ is a tuple $\langle N, A, P \rangle$, with $n \geq 2$ and $C \geq 2$ objectives, where:

- $N = \{1, \ldots, n\}$ is a finite set of agents.
- $A = A_1 \times \cdots \times A_n$, where $A_i$ is the finite action set of agent $i$ (i.e., the pure strategies of $i$). An action (pure strategy) profile is a vector $a = \langle a_1, \ldots, a_n \rangle \in A$.
- $P = \langle p_1, \ldots, p_n \rangle$, where $p_i : A \to \mathbb{R}^C$ is the vectorial payoff of agent $i$, given an action profile.

We adopt a utility-based perspective (Roijers et al., 2013), by assuming that for each agent there exists a utility function that maps its vectorial payoffs to a scalar utility.

2.1.1 Utility Functions

In multi-objective normal-form games, the term payoff is used to denote the numeric vector received by agents after each interaction. As mentioned above, we also assume each agent $i$ has a utility function that maps this payoff to a scalar value: $u_i : \mathbb{R}^C \to \mathbb{R}$, where $C$ is the number of objectives.

In general, we only require that the utility functions $u_i$ belong to the class of monotonically increasing functions, i.e., given two joint strategies $\pi$ and $\pi' : (\forall c : p^c_{\pi,c} \geq p^c_{\pi',c}) \implies u_i(p_{\pi}) \geq u_i(p_{\pi'})$, where $p^c_{\pi,c}$ is the payoff in objective $c$ for agent $i$ when the agents follow a joint strategy $\pi$. In other words, if the value of one strategy is superior in at least one objective, we expect to maintain the same ranking after applying the utility function.

We are interested in the setting of repeated interactions, while going beyond the widely used class of linear utility functions, i.e., $u_i(p_i) = \sum_{c=1}^{C} w_{i,c}p_i(c)$, and considering more general function classes. Furthermore, while the payoffs in MONFGs are known to the players, the utility that each agent derives from it remains hidden from the other agents. Learning about other agents through repeated interactions then becomes an essential component for allowing an agent to reach favourable outcomes.

2.1.2 Optimisation Criteria

In MONFGs each agent aims to optimise its utility. The utility of an agent can be derived by applying its utility function to its received payoffs. Contrary to single-objective games however, it matters when the utility function is applied. We distinguish between two options (Roijers et al., 2013; Roijers and Whiteson, 2017): (1) first computing the expectation over the payoffs according to a joint strategy $\pi$ and only then applying the utility function is called the scalarised expected returns (SER) approach:

$$u(\mathbb{E}[p^\pi]),$$

and (2) first applying the utility function before computing the expectation is called the expected scalarised returns (ESR) approach:

$$\mathbb{E}[u(p^\pi)].$$

The distinction between these options only appears when considering non-linear utility functions (Roijers and Whiteson, 2017). The choice between these criteria depends on what an agent is interested in optimising. ESR should be chosen when what matters is the utility of the payoff vector after every single interaction. Most previous research on MONFGs implicitly assumes ESR (Borm et al., 2003; Lozovanu et al., 2005). Contrary, SER is more natural in the case of repeated interactions, as in SER the average payoff over multiple interactions determines the utility. SER is the most common choice in the reinforcement learning (RL) literature (Roijers et al., 2013), and has recently been analysed in MONFGs (Radulescu et al., 2020a,b). As we are interested in learning over repeated interactions, we focus on SER.

2.1.3 Solution concepts for MONFGs

In a MONFG under SER, a Nash equilibrium (NE) (Nash, 1951) is defined as a set of strategies for each agent, such that no agent can increase her SER by deviating from the equilibrium joint strategy (Radulescu et al., 2020b).
**Definition 2.2 (Nash equilibrium in a MONFG under SER)** A mixed strategy profile $\pi^{NE}$ is a Nash equilibrium in a MONFG under SER if for all $i \in \{1, \ldots, n\}$ and all $\pi_i \in \Pi_i$, with $\Pi_i$ the set of mixed strategies for agent $i$:

$$u_i \left( E \left[ p_i(\pi^{NE}_i, \pi^{NE}) \right] \right) \geq u_i \left( E \left[ p_i(\pi_i, \pi^{NE}) \right] \right)$$

i.e. $\pi^{NE}$ is a Nash equilibrium under SER if no agent can increase the utility of her expected payoffs by deviating unilaterally from $\pi^{NE}$, where $\pi_{-i}$ is the strategy profile without the strategy of agent $i$.

Recent work (Radulescu et al., 2020b) has demonstrated that NE need not exist in MONFGs under SER with non-linear utility functions: whether any NE exist in this setting depends on the payoff scheme of the MONFG and the utility functions of the agents. Given the lack of theoretical results for the behaviour or learning dynamics for these cases, it is interesting to experimentally determine and characterise the output in these settings.

### 2.2 Policy Gradient and Actor-Critic

Policy gradient (Sutton and Barto, 2018; Williams, 1992) is a family of reinforcement learning algorithms that directly learns a policy $\pi(\theta)$ parameterised by $\theta$ instead of indirectly inferring a policy based on value functions as done in value-based methods. Policy gradient methods calculate the gradients of the objective, $J(\theta)$, with respect to $\theta$ using the agent’s experiences from interacting with the environment (i.e., observed states, actions and rewards) and update the parameters $\theta$ by taking a step in the direction of this gradient:

$$\theta \leftarrow \theta + \alpha \nabla J(\theta)$$

In addition to policy gradient methods, there is another powerful class of learning methods, called actor-critic methods. These methods learn a policy, referred to as the actor as well as a value function, referred to as the critic (Sutton and Barto, 2018). Policy gradient methods are therefore also known as actor-only methods. Compared to actor-only methods, using a critic typically reduces the variance in the gradients and thus often achieve a more stable policy update. For single-objective settings, popular state-of-the-art methods exist in both classes (Foerster et al., 2018a,b; Lowe et al., 2017).

### 2.3 Opponent Modelling

As the agents do not know each other’s utility functions, it becomes increasingly important to explicitly learn about the other agents. For modelling the opponent’s policy, we consider here the approach of policy reconstruction using conditional action frequencies (Albrecht and Stone, 2018). This implies that an agent will maintain a set of beliefs regarding the strategy of the opponent. Similar to the idea introduced for Opponent Modelling Q-learning (Uther and Veloso, 1997), joint-action learners (Claus and Boutilier, 1998) and fictitious play (Fudenberg et al., 1998), we consider empirical distributions derived from observing the actions of the opponent over $w$ interactions, during which the policies of the agents remain unchanged.

Let $\kappa_i(a)$ be the number of times agent $i$ observed agent $j$ take action $a \in A_j$. The probability that agent $j$ plays action $a$, according to agent $i$, is defined as:

$$P_i(a) = \frac{\kappa_i(a)}{\sum_{a' \in A_j} \kappa_i(a')}$$

These probabilities can then be used by agent $i$ to represent the parameters $\theta_j$ of her opponent’s policy $\pi_j$.

#### 2.3.1 Gaussian Processes

Recent advances in multi-agent learning approaches have introduced the idea of learning with opponent learning awareness (Foerster et al., 2018a) or, in other words, an agent can learn while taking into consideration her opponent’s learning step together with how this step is influenced by her own policy. This approach, thus allows one to also shape the learning process of the opponents. In a multi-objective setting, modelling the opponent’s learning step is not straightforward. This is due to the fact that we also need to consider the unknown utility function of the other agent, since it is involved in the computation of the opponent’s objective. To overcome this issue, we propose to use Gaussian processes as a function approximator for modelling and shaping the opponent’s learning step. Gaussian processes are Bayesian regression models that are known for their sample-efficiency. One can easily define the class of functions considered by the fitting procedure and track the uncertainty over this class given the training set. Such a framework allows us to locally capture the updates of the opponents using a limited amount of samples.
Gaussian processes (GPs) \cite{rasmussen2003gaussian} are an extension of multivariate normal distributions. Specifically, a GP describes an infinite set of random variables, such that any arbitrary finite subset of variables follows a multivariate normal distribution. In the context of regression, the outputs of the unknown function \( f(x) \) can be described as random variables,\[y(x) = f(x) + \varepsilon, \text{ with measurement noise } \varepsilon \sim \mathcal{N}(0, \sigma^2).\] (6)
As the number of random variables are infinite, they can be modelled using a Gaussian process. Formally, when we assume a zero-mean GP prior on the unknown function:\[f(x) \sim \mathcal{GP}(0, k(x, x')) \text{,} \] (7)
any finite set of measured outcomes \( y \) can be modelled as\[y \mid X \sim \mathcal{N}(0, K) \text{,} \] (8)
where \( K_{i,j} = k(x_i, x_j) \) is the correlation between the random outputs \( y_i \) and \( y_j \), based on their associated inputs \( x_i \) and \( x_j \), respectively.

When fitting a training set \( \langle X, y \rangle \), we can use Bayesian inference to compute the posterior’s statistics for any set of outputs \( f \),\[E[ f \mid X, y] = K_{X, X}^{-1} K_{X, y} \] \[\forall f \mid X, y \] \[K_{X, X}^{-1} + \sigma^2 I \],\[C_{X, X} = k(x_i, x_j) + \sigma^2 I \text{,} \] (9)
where \( K_{X, X'} \) describes the pair-wise correlations between the outputs associated with sets \( X \) and \( X' \).

The choice of covariance kernel \( k(\cdot, \cdot) \) defines various characteristics of the unknown function. A popular choice is the squared exponential (SE) kernel, defined as:\[k_{SE}(x, x') = \exp \left( -0.5 \sum_{d=1}^{D} \frac{(x_d - x'_d)^2}{l_d^2} \right) \text{,} \] (10)
where \( l_d \) is the length scale along input dimension \( d \), describing the smoothness of the function. This kernel models continuous and differentiable functions, rendering it a popular choice for general modelling purposes. Evidence maximisation can be used to optimise the hyperparameters \( l_d \) \cite{rasmussen2003gaussian}.

In the case of functions with multiple outputs, it is possible to define correlations between the different output variables as well. For example, one can use the following multi-task kernel:\[k_{multi}(\langle x, e \rangle, \langle x', e' \rangle) = k_{SE}(x, x') F_{e, e'} \text{,} \] (11)
where \( F_{e, e'} \) is the cross-covariance between the \( e \)-th and \( e' \)-th outputs. When the outputs are the same, the squared exponential kernel evaluates to 1 and \( F_{e, e} \) reflects the variance on a single output signal. When \( F_{e, e} = 0 \) for \( e \neq e' \), the resulting GP will consider all outputs to be independent. Similar to the length scales of the squared exponential kernel, the cross-covariance matrix \( F \) can be optimised using evidence maximisation. For more information about the construction of this multi-task kernel, we refer the interested reader to the work by \cite{bonilla2008multi}.

3 Opponent Modelling in MONFGs

In this paper, we investigate the effects of opponent modelling in the setting of MONFGs under SER with non-linear utility functions. We focus on understanding if opponent modelling can speed up learning or confer a significant advantage for agents who implement it in this setting. Furthermore, when considering MONFGs under SER, we also investigate whether there is a difference in the observed effect of opponent modelling in games with Nash equilibria, compared to games without Nash equilibria.

To investigate the effects of opponent modelling in MONFGs under SER, we design a series of policy-based and actor-critic algorithms specially adapted for this framework to optimise SER. Compared to value-based methods, policy-based and actor-critic methods allow the agents to learn an explicitly stochastic policy. This enables effective exploration and exploitation strategies that are significantly better than the often-used hard-coded epsilon-greedy exploration in value-based methods. More importantly however, stochastic policies are essential for the SER optimality
At each time step, correlations between the elements of the Jacobian. \( \varepsilon \) where \( \theta \) captures the approximation error. Note that we used the multi-task kernel, defined in Equation 11, to capture correlations between the elements of the Jacobian.

At each time step, \( t_{\text{current}} \), we define a training set:

\[
X_{\text{tr}} = \{ (\theta^t_1, \hat{\theta}^t_2) \}_{t_{\text{current}}}^{t_{\text{lower}}}
\]

\[
Y_{\text{tr}} = \{ \Delta_2^t \}_{t_{\text{current}}}^{t_{\text{lower}}},
\]

where \( t_{\text{lower}} = \max(1, t_{\text{current}} - H + 1) \) and \( H \) is the maximum number of samples in the training set. Using the posterior statistics described in Section 2.3.1 we can compute the mean function:

\[
\mu_2^\nabla (\theta_1, \theta_2) = \mathbb{E} [ \nabla_{\theta_2} J_2 (\theta_1, \theta_2) \mid X_{\text{tr}}, Y_{\text{tr}}].
\]

### 3.2 Actor-Critic for MONFGs

In this section we propose a line of algorithms of increasing complexity in the actor-critic family for SER. AC (Section 3.2.1) introduces the actor-critic framework for reinforcement learning in MONFGs, modelling the opponent as

2 Specifically, the parameters of a softmax policy for ACOLAM (Section 3.2.3) and the parameters of a sigmoid policy for LOLAM (Section 3.3.1).
part of the environment. ACOM (Section 3.2.2) improves upon AC by adding a learned model of the opponent’s current policy. ACOLAM (Section 3.2.3) also considers the opponent’s learning by predicting the opponent’s learning updates using a Gaussian process.

### 3.2.1 Actor-Critic without Opponent Modelling (AC)

When maximising its SER, we optimise the inner product of the action-values $Q(a) \in \mathbb{R}^C$ and the stochastic policy $\pi(a|\theta)$, parameterised by $\theta$. We define the SER objective of an agent as:

$$J(\theta) = u \left( \sum_{a \in A} \pi(a|\theta) Q(a) \right)$$

where $u$ is the agent’s (non-linear) utility function. Specifically, $\sum_{a} \pi(a|\theta) Q(a)$ is an estimation of the expected multi-objective return vector, $E[p_\pi]$ (Equation [1]). We propose a base algorithm without opponent modelling as well as algorithms with opponent learning awareness and modelling within the actor-critic framework that optimise the SER objective, $J(\theta)$.

To optimise SER, we have to take the gradients of $J(\theta)$ w.r.t $\theta$. We divide this into 2 iterative steps. First, the multi-objective action value vector $Q(a)$ needs to be learned. After an action $a$ is chosen using $\pi(a|\theta)$, the agent observes a vectorial payoff $p$, and applies a stateless Q-learning update rule (as per (Rădulescu et al., 2020b)):

$$Q(a) \leftarrow Q(a) + \alpha_Q (p - Q(a)),$$

where $\alpha_Q$ is the learning rate for Q-learning. After the action values have been updated, the objective $J$ is calculated. Second, the agent updates $\theta$ using the computed gradient of $J(\theta)$, by performing a gradient ascent step:

$$\theta \leftarrow \theta + \alpha_\theta \nabla J(\theta),$$

where $\alpha_\theta$ is the learning rate. We detail in Algorithm 1 the update under AC for agent 1.

**Algorithm 1: AC update for agent 1**

| Input: experience $\langle a_1, p \rangle$, learning rates $\alpha_Q, \alpha_\theta$, policy parameters $\theta_1$, utility function $u_1$ |
| Output: $\pi_1$, $Q$ |
| 1 Update Q-function: $Q(a_1) \leftarrow Q(a_1) + \alpha_Q [p - Q(a_1)]$ |
| 2 Calculate the gradient of the objective: $\nabla_\theta J(\theta_1) = \nabla_\theta u_1 \left( \sum_{a \in A_1} \pi_1(a|\theta_1) Q(a_1) \right)$ |
| 3 Update policy parameters: $\theta_1 \leftarrow \theta_1 + \alpha_\theta \nabla_\theta J(\theta_1)$ |

### 3.2.2 Actor-Critic with Opponent Modelling (ACOM)

We combine opponent modelling with our actor-critic algorithm, and propose the Actor-Critic with Opponent Modelling (ACOM) algorithm. To do so, we make the following modifications. Firstly, instead of learning $Q(a)$, a joint action value $Q(a_1, a_2)$ is learned to estimate the expected vectorial payoff for each possible joint action. Then, after each episode, the agent combines the updated $Q(a_1, a_2)$ and estimate of the opponent’s policy $\pi_2$ to evaluate the expected utility of its next action. Note that as stochastic policies are used by both the agent and its opponent, this requires marginalising out both policies:

$$J(\theta_1) = u \left( \sum_{a_1 \in A_1} \pi(a_1|\theta_1) \sum_{a_2 \in A_2} \pi_2(a_2|\theta_2) Q(a_1, a_2) \right).$$

This results in the update step for agent 1 under ACOM (Algorithm 2).

### 3.2.3 Actor-Critic with Opponent Learning Awareness and Modelling (ACOLAM)

Finally, we propose Actor-Critic with Opponent Learning Awareness and Modelling (ACOLAM), which incorporates the use of a Gaussian process to model and shape the opponent’s learning step. This requires the agent to also maintain
Algorithm 2: ACOM update for agent 1

**Input:** experience \( (a_1, a_2, p) \), learning rates \( \alpha_Q, \alpha_\theta \), policy parameters \( \theta_1 \), utility function \( u_1 \), estimated opponent policy parameters \( \theta_2 \)

**Output:** \( \pi_1, Q \)

1. Update joint Q-function: \( Q(a_1, a_2) \leftarrow Q(a_1, a_2) + \alpha_Q [p - Q(a_1, a_2)] \)
2. Calculate the gradient of the objective: \( \nabla_\theta J(\theta_1) = \nabla_\theta u_1 \left( \sum_{a \in A_1} \pi_1(a | \theta_1) \sum_{a' \in A_2} \pi_2(a' | \theta_2) Q(a, a') \right) \)
3. Update policy parameters: \( \theta_1 \leftarrow \theta_1 + \alpha_\theta \nabla_\theta J(\theta_1) \)

Algorithm 3: ACOLAM update for agent 1

**Input:** experience \( (a_1, a_2, p) \), learning rates \( \alpha_Q, \alpha_\theta, \alpha_\mu \), policy parameters \( \theta_1 \), utility function \( u_1 \), estimated opponent policy parameters \( \theta_2 \), history of policies \( X_u \) and opponent policy differences \( y_u \), lookahead \( L \)

**Output:** \( \pi_1, Q \)

1. Update joint Q-function: \( Q(a_1, a_2) \leftarrow Q(a_1, a_2) + \alpha_Q [p - Q(a_1, a_2)] \)
2. Initialise opponent’s \( \theta'_2 = \hat{\theta}_2 \)
3. Train GP on \( (X_u, y_u) \)
4. for \( l \in \{1, ..., L\} \) do
5. Predict posterior mean \( \mu_2^\text{GP}(\theta_1, \theta'_2) \) using GP inference
6. Update \( \theta'_2 \leftarrow \theta'_2 + \alpha_\mu \mu_2^\text{GP}(\theta_1, \theta'_2) \)
7. Calculate the gradient of the objective: \( \nabla_\theta J(\theta_1) = \nabla_\theta u_1 \left( \sum_{a \in A_1} \pi_1(a | \theta_1) \sum_{a' \in A_2} \pi_2(a' | \theta'_2) Q(a, a') \right) \)
8. Update policy parameters: \( \theta_1 \leftarrow \theta_1 + \alpha_\theta \nabla_\theta J(\theta_1) \)

3.3 Policy Gradient for MONFGs

In this section, we propose an algorithm in the policy gradient family for SER. Firstly, as a baseline algorithm, we extend the single-objective LOLA-DiCE (Learning with Opponent-Learning Awareness using the Infinitely Differentiable Monte-Carlo Estimator) algorithm (Foerster et al., 2018a) to reinforcement learning in MONFGs by making some unrealistic assumptions, leading to Multi-Objective LOLA. Specifically, Multi-Objective LOLA requires the utility function of the opponent as well as the opponent’s policy parameters to be known. This is of course unrealistic, as this information is not in fact accessible in an MONFG. Therefore, we propose LOLAM (Section 3.3.1) which predicts the opponent’s learning updates using a Gaussian process, removing the need for the assumptions in Multi-Objective LOLA.

Multi-Objective LOLA is a policy gradient method that allows agents to learn by optimising the following objective w.r.t. \( \theta_1 \):

\[
J_1(\theta_1, \theta_2) = u_1 \left( \mathbb{E}_{\pi_{\theta_1}, \pi_{\theta_2} \sim \Delta_2(\theta_1, \theta_2)} [\mathcal{L}_1] \right),
\]

with \( \mathcal{L}_1 = \sum_{k=1}^{K} \gamma^k p^+_t \) representing the return and

\[
\Delta_2(\theta_1, \theta_2) = \nabla_{\theta_2} u_2 \left( \mathbb{E}_{\pi_{\theta_1}, \pi_{\theta_2}} [\mathcal{L}_2] \right)
\]

representing the opponent’s anticipated learning step.
DiCE [Foerster et al., 2018b] provides an estimator for the original objective, that can also be differentiated repeatedly, thus supporting higher-order gradient estimation. The implementation of this method relies on the $\mathcal{C}$ operator, defined as follows:

$$\mathcal{C}(\mathcal{W}) = \exp(\tau - \perp(\tau))$$

$$\tau = \sum_{w \in \mathcal{W}} \log(P(w | \theta)),$$

where $\mathcal{W}$ is the set of stochastic nodes that influence the original objective, and $\perp$ sets the gradient of the operand to zero, i.e., $\nabla_x \perp(x) = 0$.

Equation 20 can be defined as a DiCE-objective in the following manner:

$$J_{1,\mathcal{C}}(\theta_1, \theta_2) = u_1 \left( \sum_k \mathcal{C}\left( \left\{ a_{j \in \{1,2\}}^{k' \leq k} \right\} \right) \gamma^k P_1 \right),$$

with $\left\{ a_{j \in \{1,2\}}^{k' \leq k} \right\}$ being the set of actions taken by the agents up until time $k$, when performing a rollout of length $K$.

The notation is kept consistent with the original work (Foerster et al., 2018b). For full implementation details, please refer to our Github repository: https://github.com/rradules/opponent_modelling_monfg.

We now introduce the Multi-Objective LOLA update in Algorithm 4, for the policy parameters of agent 1.

**Algorithm 4: Multi-Objective LOLA update for agent 1**

**Input:** lookahead $L$, learning rates $\alpha_\theta$, $\alpha_\gamma$, utility functions $u_1$ and $u_2$ and policy parameters $\theta_1$ and $\theta_2$ of each player.

**Output:** $\theta'_1$

1. Initialise opponent’s $\theta'_2 = \theta_2$

2. for $l \in \{1...L\}$ do

3. Rollout trajectories $\tau_1$ under $(\pi_{\theta_1}, \pi_{\theta_2})$

4. Update $\theta'_2 \leftarrow \theta'_2 + \alpha_\gamma \nabla \theta J_{2,\mathcal{C}}(\theta'_2, \theta_1)$

5. Rollout trajectories $\tau$ under $(\pi_{\theta_1}, \pi_{\theta_2})$

6. Update $\theta'_1 \leftarrow \theta'_1 + \alpha_\theta \nabla \theta J_{1,\mathcal{C}}(\theta_1, \theta'_2)$

Note that this initial version of the Multi-Objective LOLA approach requires full information regarding the opponent’s policy parameters and utility function. In MONFGs, this information is not available, so we need adapt the algorithm to account for this.

### 3.3.1 Multi-Objective LOLA-DiCE with Opponent Modelling (LOLAM)

Since in most cases agents do not have access to their opponents’ policy parameters and utility functions, these elements need to be modelled. LOLAM uses the same approach as described in ACOLAM for modelling the policy parameters of the opponent (Section 2.3), together with the opponent’s update step (Section 3.1).

We now introduce the multi-objective LOLA-DiCE with opponent modelling update in Algorithm 5 for the policy parameters of agent 1.

As you can see, instead of the rollouts in Multi-Objective LOLA (Algorithm 4 – Line 3), in LOLAM the rollouts are replaced with posterior mean Jacobian predictions using the GP. In that way we directly estimate the learning of the opponent. LOLAM uses these estimates directly to predict the updates to $\theta_2$, rather than calculating the opponent’s objective $J_{2,\mathcal{C}}$ and computing its gradient. This is because the GP estimates the learning step of the opponent from data, i.e., the GP includes estimates of how the opponent is learning. This is of course necessary, as due to us not knowing the other agent’s utility function, we cannot infer the direction of the learning steps of the opponent otherwise, even if we would assume that the opponent follows the same learning algorithm. Moreover, we argue that this can be beneficial if the other agent does not in fact follow the same learning algorithm; there are no assumptions in the estimates of the learning of the other agent, it is all learned from interaction data.

---

3 For a detailed explanation of this approach, please refer to Foerster et al. (2018b).
Algorithm 5: LOLAM update for agent 1

Input: lookahead $L$, learning rates $\alpha_\theta, \alpha_{\theta_1}$, utility function $u_1$, policy parameters $\theta_1$, estimated opponent policy parameters $\hat{\theta}_2$, history of policies $X_{tr}$ and opponent policy differences $y_{tr}$

Output: $\theta_1'$

1. Initialise opponent’s $\theta_2' = \hat{\theta}_2$
2. Train GP on $\langle X_{tr}, y_{tr} \rangle$
3. for $l \in \{1...L\}$ do
   4. Predict posterior mean $\mu_{\nabla^2}(\theta_1, \theta_1')$ using GP inference
   5. Update $\theta_2' \leftarrow \theta_2' + \alpha_\theta \mu_{\nabla^2}(\theta_1, \theta_2')$
   6. Rollout trajectories $\tau$ under $(\pi_{\theta_1}, \pi_{\theta_1'})$
   7. Update $\theta_1' \leftarrow \theta_1 + \alpha_{\theta_1} \nabla_{\theta_1} J_{1,0}(\theta_1, \theta_2')$

4 Experimental Setup and Results

To evaluate the impact of opponent learning awareness and modelling, we use five 2-player 2-objective MONFGs with different properties. In all these MONFGs, we consider the utility functions as defined in (Rădulescu et al., 2020b); the row player’s utility function is:

$$u_1(p_1) = (p_{1,1})^2 + (p_{1,2})^2,$$  \hspace{1cm} (24)

while the column player’s utility function is:

$$u_2(p_2) = p_{2,1} \cdot p_{2,2}.$$  \hspace{1cm} (25)

We first introduce Game 1 (Table 1) that has one NE in pure strategies under SER: $(L,M)$. Secondly, we create a MONFG with multiple NE, inspired from (Rădulescu et al., 2020b), referred to as Game 2 (Table 2). There are two equilibria in this case: $(L,L)$ and $(M,M)$. $(L,L)$ offers the highest utility for the row player, while $(M,M)$ is the preferred outcome for the column player. This allows us to focus closely on the competition between the agents for reaching their preferred equilibrium. For the third MONFG with NE, we use Game 3 (Table 3) (Rădulescu et al., 2020b), having 3 pure Nash equilibria (i.e., $(L,L)$, $(M,M)$, $(R,R)$) under SER with the specified utility functions. The $(R,R)$ NE is Pareto-dominated by the other equilibria. Again, $(L,L)$ is the best outcome for the row player in terms of utility, while $(M,M)$ is preferred by the column player.

Table 1: Game 1 – A MONFG which has one pure strategy NE in $(L,M)$ under SER, with expected payoffs of 10 and 3.

|   | $L$   | $M$   |
|---|-------|-------|
| $L$ | $(4,0)$ | $(3,1)$ |
| $M$ | $(3,1)$ | $(2,2)$ |

Table 2: Game 2 – A MONFG which has pure strategy NE in $(L,L)$ – payoffs $(17, 4)$, and $(M,M)$ – payoffs $(13, 6)$, under SER. Note that $(L,L)$ offers the highest utility for the row player, whereas $(M,M)$ offers the highest utility for the column player.

|   | $L$   | $M$   |
|---|-------|-------|
| $L$ | $(4,1)$ | $(1,2)$ |
| $M$ | $(3,1)$ | $(3,2)$ |

We also conduct experiments using two MONFGs without any NE under SER. For this setting, Rădulescu et al. (2020b) have shown that NE need not exist.

We use Game 4 (Table 4), and the (Im)balancing Act MONFG, which we refer to as Game 5 (Table 5), originally introduced in (Rădulescu et al., 2020b). Both of these games exhibit similar dynamics when the players use the utility functions in Equations (24) and (25). To get the highest utility, agent 1 (row) wishes to make the objectives as imbalanced as possible, whereas agent 2 (column) prefers balanced objectives. Because of the structure of the payoffs, it is never possible to reach a stable equilibrium in pure or mixed strategies, as one of the agents always has an incentive to deviate towards its preferred pure strategy to gain extra utility (Rădulescu et al., 2020b).
Table 3: Game 3 – A MONFG which has pure strategy NE in (L,L) – payoffs (17, 4), (M,M) – (13, 6), and (R,R) – (10, 3), under SER [Radulescu et al., 2020b]. Note that (L,L) and (M,M) Pareto-dominate (R,R), and that (L,L) offers the highest utility for the row player, whereas (M,M) offers the highest utility for the column player.

|   | L       | M       | R       |
|---|---------|---------|---------|
| L | (4, 1)  | (1, 2)  | (2, 1)  |
| M | (3, 1)  | (3, 2)  | (1, 2)  |
| R | (1, 2)  | (2, 1)  | (1, 3)  |

Table 4: Game 4 – with no NE under SER [Radulescu et al., 2020b]

|   | L       | M       |
|---|---------|---------|
| L | (4, 0)  | (2, 2)  |
| M | (2, 2)  | (0, 4)  |

Table 5: Game 5 – The (Im)balancing act MONFG [Radulescu et al., 2020b], with no NE under SER.

|   | L       | M       | R       |
|---|---------|---------|---------|
| L | (4, 0)  | (3, 1)  | (2, 2)  |
| M | (3, 1)  | (2, 2)  | (1, 3)  |
| R | (2, 2)  | (1, 3)  | (0, 4)  |

For each setting, agents interact for 3000 episodes, averaged over 30 trials. Most often, we present our results in the form of empirical outcome distributions for the last 10% of the interactions, as it allows us to analyse the relative frequency of different joint actions being played upon convergence. In all the actor-critic settings, the gradient \( \nabla_{\theta} J(\theta) \) is computed analytically and the agents’ policy \( \pi(a | \theta) \) is represented using a softmax function:

\[
\pi_1(a = k | \theta_1) = \frac{e^{\theta_1, k}}{\sum_j e^{\theta_1, j}}.
\]

For the implementation of the policy gradient algorithms we use Pytorch [Paszke et al., 2019] and we rely on the provided automatic-differentiation functionality to compute the required gradients.

We distinguish between two main case studies in our experiments, i.e., (1) the full information setting, which is a theoretical situation in which, despite the competitive games’ settings, agents have access to each other’s policy parameters and utility functions, and (2) the no information setting, which is more realistic and is the situation which we are interested in studying. In the no information setting the agents can only observe each other’s actions and payoffs after each interaction.

We present an overview of all the experiments we conducted in Figure 1. Due to the asymmetry of our MONFGs, we analyse both variants for agent 1 and agent 2 when comparing two distinct approaches. We only discuss here the subset of results that exhibit distinct behaviours, i.e., the settings highlighted in Figure 1. The results for all the settings are provided as supplementary material.

4.1 Full information setting - MO-LOLA vs. MO-LOLA

**Game 1** Multi-Objective LOLA agents manage to reach the pure NE (L,M) with a probability of at least \( \approx 98\% \) under all the possible lookahead value combinations (Figure 2a).

**Game 2** The agents reach the two pure NE (L,L) and (M,M) with a probability of \( \approx 99\% \) (Figure 2b).

**Game 3** Multi-Objective LOLA agents manage to reach the two preferred pure NE (L,L) and (M,M) with a probability of \( \approx 99\% \). Furthermore, the agents’ balance between their preferred NE outcomes and avoid the dominated NE (R,R) (Figure 2c).

---

*https://github.com/rradules/opponent_modelling_monfg_results*

*https://github.com/rradules/opponent_modelling_monfg*
Table 6: Overview of parameter values

| Algorithm          | Parameter | Value   |
|--------------------|-----------|---------|
| AC                 | $\alpha_Q$ | 0.05    |
| ACOM, ACOLAM       | $\alpha_Q$ | 1       |
| AC, ACOM, ACOLAM   | $\alpha_\theta$ | 0.05  |
| ACOLAM             | $\alpha_{in}$ | 0.05  |
| MO-LOLA, LOLAM     | $\alpha_\theta$ | 0.1    |
| MO-LOLA, LOLAM     | $\alpha_{in}$ | 0.2    |
| MO-LOLA, LOLAM     | $\gamma$ | 1       |
| ACOLAM, LOLAM      | $H$ (GP training set size) | 50 |
| ACOM, ACOLAM, LOLAM | $w$ (opponent policy estimation window) | 100 |

Figure 1: Experimental overview, highlighting the settings we analyse in this work.

Figure 2: Empirical outcome distributions for MO-LOLA vs. MO-LOLA. Lookahead 1 for both agents.

Figure 3: Game 4 (Table 4) – MO-LOLA vs. MO-LOLA. The lookahead value for these instances is 2 for both agents.
Game 4 Here, the agents present interesting learning dynamics, i.e., they cycle between all their possible joint actions, since there is no NE for this setting (Figure 3). We notice that when the lookahead value increases, it becomes easier for the agents to converge to an equal probability distribution over their 2 actions, i.e., they presented less variance in their action probability evolution throughout the learning iterations. We note that this outcome was characterised in (R˘adulescu et al., 2020b) as a correlated equilibrium for the game.

Game 5 Despite the lack of a NE, Multi-Objective LOLA agents settle for a middle ground outcome, with agent 1 oscillating almost equally between actions L and R and agent 2 converging to action M (Figure 4). This is again an interesting outcome, since it very closely matches one of the possible correlated equilibria for this game, according to the analysis of (R˘adulescu et al., 2020b). A possible correlated equilibrium in this game consists of the agents alternating between playing the joint actions (L,M) and (R,M), and our results demonstrate that the MO-LOLA agents manage to find this outcome without any external correlation signal.

This is a significant result because there is no prior published example of a learning algorithm that converges to an equilibrium in the absence of a correlation signal in settings such as Game 4 and Game 5 (i.e., under SER with non-linear utility functions here NE do not exist). Furthermore, this provides a hopeful result for future analysis of MONFGs, since in MONFGs under SER, NE need not exist, thus requiring a different solution concept as the golden standard for MONFGs under SER. MO-LOLA (and the no-information version LOLAM) can potentially allow agents to learn to reach (approximate) equilibria in such settings, where other learning algorithms will fail entirely to reach meaningful outcomes.

4.2 No information setting

We now move to evaluating the no-information setting. This is the realistic MONFG setting.
4.2.1 AC and ACOM

Let us start exploring the results for no-information setting by looking at the AC and ACOM approaches. For Games 4 and 5, where no NEs are present, agent 2 seems to have an advantage in all cases, in contrast to the behaviour of multi-objective LOLA, where a middle ground point is found (Figures 5d, 5e - 8d, 8e).

In Games 1–3, all the combinations between AC and ACOM generally manage to converge to the NE and also avoid the dominated point (R,R) from Game 3. A notable exception is presented in Game 1 in which agent 1 uses the AC approach (Figures 5a and 7a). Instead of converging to action L, agent 1 seems to also allot a small probability to action M, despite the fact that outcome (M,M) is less preferred for that agent compared to outcome (L,M).

ACOM vs. AC and AC vs. ACOM Games 2 and 3 also allow us to draw the first conclusions regarding the single-sided use of opponent modelling. By contrasting Figures 7b, 7c with Figures 8b, 8c, we notice how the ACOM approach confers the agent with a significant advantage in terms of shifting the outcome distribution towards its preferred NE. We remind the reader that agent 1 prefers (L,L), while agent 2 prefers (M,M) in both Games 2 and 3.
4.2.2 ACOLAM

We continue our analysis by looking at the ACOLAM method. We note here that ACOM vs. ACOM yields the same behaviour as ACOM vs. ACOM. Moreover, the interactions between AC and ACOM also show the same results as for AC and ACOM. This observation points to the fact that using a Gaussian Process as an estimator for the opponent’s local learning step is a valid approach and it is not detrimental for the learning process of the agents.

For these reasons, we mainly focus here on the comparison between ACOM and ACOM and try to evaluate whether the extra step of learning with opponent learning awareness can bring any benefits for the studied settings.

ACOM vs ACOM and ACOM vs. ACOM In the games without a NE under SER, i.e., Games 4 and 5, the behaviour of ACOM and ACOM when going against each other is consistent with the previously observed situations between AC and ACOM, where agent 2 seems to have an advantage and the final joint-action they converge to (i.e., second diagonal of the games) does not represent any meaningful outcome.
Looking at Game 1, where one NE is present (L,M), we see that the combination of ACOM and ACOLAM manages to reach this equilibrium quickly, with a probability of \( \approx 99\% \). In Game 2, it seems that agent 1, be it ACOM or ACOLAM, manages to steer the outcome towards its preferred NE (Figures 9b and 10b).

Only by looking at Game 3 (Figures 9c and 10c), we can observe an asymmetry in the behaviour of the two approaches. Specifically, when agent 1 uses ACOM (Figure 9c), it does not manage to shift the outcome significantly in its favour anymore. Moreover, when agent 1 uses ACOLAM (Figure 10c), we can observe a more pronounced difference between the probabilities of (L,L) and (M,M) in its favour. This suggests that incorporating the idea of opponent learning awareness and modelling using a Gaussian process to estimate the local opponent learning step can be beneficial and improve upon the case of only using the current estimated opponent policy.

### 4.2.3 LOLAM

The final approach we investigate here is LOLAM. We first look at how LOLAM vs. LOLAM (Figure 11) performs, especially in comparison to the full information setting (Section 4.1, Figures 2–4).

---

**Figure 10: Empirical outcome distributions for ACOLAM vs. ACOM (lookahead value 1).**

**Figure 11: Empirical outcome distributions for LOLAM vs. LOLAM (lookahead values 1 and 3).**
Despite the fact that LOLAM agents do not have access to the same level of information compared to MO-LOLA, and make decisions based on a model of the opponent built from observations, they exhibit very similar behaviour to MO-LOLA in the unrealistic full information setting. In Games 1–3 (Figures 11a–11c) the LOLAM agents have no trouble reaching the NE under SER and also learn to avoid the dominated (R,R) outcome of Game 3. We also note that we do not observe any correlation or relationship between the lookahead values used by the agents and the final empirical outcome distribution they converge towards. This means that a higher lookahead value does not translate to an agent being able to shift the outcome in its favour more often.

We observe the same behaviour as before for the games without a NE, Games 4 and 5 (Figures 11d and 11e), where the LOLAM agents’ policies converge to meaningful outcomes previously identified as correlated equilibria for the games (Rădulescu et al., 2020b).

These results further validate the use of Gaussian Process as estimators for the opponents’ learning step in multi-objective settings, and alleviate the problem of not knowing the utility function of the opponent.

ACOLAM vs. LOLAM and LOLAM vs. ACOLAM At this point we have an idea about the type of behaviour that each of our actor-critic and policy gradient approaches output in the studied MONFGs. The last remaining comparison we look at is between the two families of algorithms.

Before we discuss the obtained results, we first highlight a few differences between the approaches that might play a role in the observed learning dynamics. First of all, ACOM and ACOLAM learn a joint-action Q-table. Since we are in a deterministic setting, the learning rate $\alpha$ is set to 1. In comparison to the policy gradient approaches, this seems to allow AC-based agents to converge faster, as demonstrated in Figure 12. Secondly, each method makes an assumption regarding the type of policy used by the other agent. AC-based agents assume a softmax function when marginalising over the opponent’s action, while PG-based agents will simulate a sigmoid function during the internal rollouts. This assumption does not invalidate the comparison, but it might affect the observed dynamics. It would be interesting to further investigate the effects of such assumptions, since in a competitive multi-agent setting, there is no guarantee for the type of opponent an agent can encounter, or whether the opponents will use the same learning approach.

Both combination of the ACOLAM and LOLAM methods manage to reach the pure NE (L,M) in Game 1 (Figures 12a and 13a). For Game 3, the ACOLAM agent is able to shift the outcome in its favour more often in Game 4, the dynamics and final interaction results seem to be dictated by the type of approach employed by agent 1. If agent 1 is an ACOLAM learner, we notice the same type of output as for the previous AC-based approaches, where agent 2 has an advantage. If agent 1 is a LOLAM learner, then the agents converge to equal probabilities over their actions and thus to a correlated equilibrium for this game under SER.
The results for Game 2 highlight how the speed of convergence for the ACOLAM agent (Figures 14 and 15) can shift the outcome in that agent’s favour. We can notice in Figure 15b that initially the LOLAM agent starts playing action L, but immediately shifts to M to match the second agent.

Finally, the results of Game 5 present some interesting characteristics, depending on which agent uses which approach. When ACOLAM is used by agent 1, we observe the same evolution in the action probabilities as in the previous ACOLAM analyses (Figure 16b), i.e. a convergence to either fully action L or M. The initial action probability trajectory for LOLAM in this case is to play action M, as seen in the LOLAM vs. LOLAM analysis. However, since its opponent is immediately converging to either L or R, the LOLAM agent seems to start playing the opposing action R or L. This shifts the outcome from the correlated equilibrium actions (L,M)–(R,M) to (L,R)–(R,L), which is a better situation for agent 2. When LOLAM is used by agent 1, it converges, as seen in the LOLAM vs. LOLAM analysis, to a mixed strategy between actions L and R (Figure 17b). In this situation the ACOLAM agent maintains a uniform distribution over its actions as its policy (Figure 17c).

While we are not able to say that the LOLAM approach manages every time to obtain a more preferred outcome, we do notice that LOLAM is capable of finding interesting, middle ground solutions, in situations where no NE under SER exist. The outcomes that LOLAM converges to approximate correlated equilibria, without having received any prior correlation signal. We consider this to be a valuable and interesting finding for future analyses of MONFGs, as it opens up the idea that different solution concepts are attainable in such settings.
5 Related Work

Here we present a brief overview of prior work on MONFGs and opponent modelling, with a specific focus on works which are closely related to the contributions of this paper. A comprehensive survey of opponent modelling techniques is presented by Albrecht and Stone (2018).

Since the introduction of MONFGs in (Blackwell et al., 1956), they have mostly been considered under linear utility functions (Borm et al., 1988; Lozovanu et al., 2005) or when implicitly assuming the ESR criterion (Borm et al., 2003). Rădulescu et al. (2020b) revisit MONFGs and explicitly distinguish between ESR and SER under non-linear utility functions. They demonstrate the effect of using different criteria on the set of Nash and correlated equilibria. We note, however, that their experimental framework only incorporates a simplistic Q-learning approach, using $\epsilon$-greedy as an action selection mechanism. This needed to be coupled with a non-linear optimisation solver to enable agents to determine at each step their optimal mixed strategies.

A straightforward method for opponent modelling in reinforcement learning is building a model of the other agents’ policy. Opponent Modelling Q-learning (Uther and Veloso, 1997) extends Q-learning in a similar manner to our approach for extending the critic in our actor-critic-based algorithms: it calculates the probability distribution of the opponent’s actions from the observed behaviour, and then derives the best action for the agent by marginalising out the opponent’s actions from the joint Q-table. More recently, Foerster et al. (2018a) used maximum likelihood to infer the opponent’s policy from the observed state-action trajectories, in their opponent modelling setting.

Opponent modelling has also been incorporated in RL methods based on neural function approximators by augmenting the model with a module that is able to predict the action of the other agent (He et al., 2016; Knegt et al., 2018). Finally, goal prediction is another approach for opponent modelling, presented in Self Other-Modeling (Raileanu et al.), where the agent uses his own policy to learn to predict the goal of the other agent.

In multi-objective settings, another choice for modelling other agents is to build a model of their utility functions. However, this task is not trivial, and an important idea is to use, anytime possible, knowledge regarding the structure of the utility space. For example, Chajewska and Koller (Chajewska and Koller, 2000) build a probabilistic model for utilities elicited from a population of users and show how one can find a factorisation of the utility function. Chajewska et al. (2001) continue this line of work and show how one can use such a model as a probabilistic prior to obtain the sub-utility components for a specific agent (having a linear additive utility function) when passively observing his behaviour. They derive a set of linear constraints on the set of sub-utilities from the observed actions to obtain a posterior and sample a new utility function similar to the inverse reinforcement learning approach of (Ng et al., 2000). More recently, several works have used Gaussian processes to model utility functions (Chu and Ghahramani, 2005; Guo et al., 2010; Zintgraf et al., 2018).

Using an active learning approach, the decision making process – based on partial utility information – can be intertwined with a querying process in order to elicit additional utility information (Chajewska et al., 2000; Zintgraf et al., 2018). However, revealing information regarding one’s preferences will not always be in the best interest of agents, especially in competitive settings. Hence, the agent would need to extract preference information from interactions, which is far from trivial.

6 Conclusion and Future Work

In this work, we presented the first study on the effects of opponent learning awareness and modelling in multi-objective multi-agent settings under the SER optimisation criterion. In contrast to much prior work on opponent modelling in multi-criteria problems, we considered opponents with non-linear utility functions. We adopted the
MONFG model for our experimental evaluations. Novel formulations of actor-critic and policy gradient approaches for this setting were introduced, along with extensions that incorporate: (1) opponent modelling via policy reconstruction using action frequencies; and (2) modelling the opponent’s learning step using a Gaussian process, when no information regarding the opponent’s utility function is available.

Empirical results in five different MONFGs (three with Nash equilibria, and two without under the SER criterion) demonstrated that opponent learning awareness and modelling can significantly alter the learning dynamics of a MONFG. In cases where NE are present, opponent learning awareness and modelling can confer significant benefits for agents that implement it. When there are no NE, we showed that our policy gradient approach, LOLAM, allows agents to compromise and still converge to a middle ground solution, which corresponded to an approximate correlated equilibrium for the games, without having received any correlation signal. This brings forth the idea that different solution concepts are attainable in such settings.

This study has a number of limitations, leaving much scope for future research to build upon the present work. As we adopted the MONFG model, our analysis considered stateless decision making problems only; therefore this line of work should be extended to sequential settings such as multi-objective stochastic games (MOSGs) (Mannion et al., 2018; Rădulescu et al., 2020a). Furthermore, our experimental evaluations were limited to games with two agents only, so there is much work to be done on opponent modelling in larger MOMAS. In many real world settings (e.g. online games such as MMORPGs, or political negotiations between multiple states), the utility functions of agents in the environment often have varying degrees of alignment to one another. Therefore an agent that can effectively model opponent utility from interactions could make predictions about the intentions (i.e. cooperative vs. competitive) of other agents, based on the degree of alignment of an estimated opponent utility function with her own private utility function.

As multi-objective multi-agent decision making is a relatively under-explored area of MAS research, many significant and interesting open questions remain within the field. The choice of optimisation criterion (ESR versus SER) can have drastic effects on the set of equilibria in MOMAS. We already made the surprising observation that opponent learning awareness and modelling can allow agents to find compromise solutions under SER, when there are no NEs. We want to further investigate this phenomenon. Larger MOMAS may contain agents that choose different optimisation criteria or different learning mechanisms. This could add further complications when determining the conditions for a stable outcome to be reached. While we have proposed several new MONFGs in this paper, in future work it would be worthwhile to develop a larger set of standardised benchmarks that could be used to evaluate the performance of algorithms in a variety of multi-objective multi-agent decision making settings, e.g., cooperative and competitive games, negotiations, and sequential settings.
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