Oxygen in the early Galaxy: OH lines as tracers of oxygen abundance in extremely metal-poor giant stars
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Abstract. Oxygen is a powerful tracer element of Galactic chemical evolution. Unfortunately, only a few oxygen lines are available in the ultraviolet-infrared stellar spectra for the reliable determination of its abundance. Moreover, oxygen abundances obtained using different spectral lines often disagree significantly. In this contribution we therefore investigate whether the inadequate treatment of convection in 1D hydrostatic model atmospheres used in the abundance determinations may be responsible for this disagreement. For this purpose, we used VLT CRIRES spectra of three EMP giants, as well as 3D hydrodynamical CO\textsuperscript{5}BOLD and 1D hydrostatic LHD model atmospheres, to investigate the role of convection in the formation of infrared (IR) OH lines. Our results show that the presence of convection leads to significantly stronger IR OH lines. As a result, the difference in the oxygen abundance determined from IR OH lines with 3D hydrodynamical and classical 1D hydrostatic model atmospheres may reach $-0.2 \ldots -0.3$ dex. In case of the three EMP giants studied here, we obtain a good agreement between the 3D LTE oxygen abundances determined by us using vibrational-rotational IR OH lines in the spectral range of 1514–1626 nm, and oxygen abundances determined from forbidden [O I] 630 nm line in previous studies.

1. Introduction

Although oxygen is an important tracer of Galactic chemical evolution, only a few spectral lines are available for its diagnostics in extremely metal-poor (EMP) stars. In red giant stars, [O I] 630 nm line can be used, however, in the EMP regime it is very weak and frequently blended with telluric oxygen lines ([O I] and O\textsubscript{2} band). Alternatively, oxygen abundances can be derived from ultraviolet (UV) and infrared (IR) OH lines but results obtained using molecular and atomic lines are frequently discrepant: for example, abundances obtained from IR OH
lines are typically $\sim 0.3$–$0.4$ dex higher than those determined from the forbidden [O I] 630 nm line.

One possible reason behind these discrepancies is that 1D hydrostatic model atmospheres that are used in the abundance analysis do not account for the horizontal fluctuations of thermodynamic quantities arising from convective motions in stellar atmospheres. Since formation of OH lines is very sensitive to the effects of convection (see, e.g., Collet et al. [2007]; Dobrovolskas et al. [2013]), one may expect that application of 3D hydrodynamical model atmospheres in the abundance analysis may diminish, or even eliminate, the differences in oxygen abundances obtained from atomic and molecular lines.

In this contribution we therefore study whether a more realistic modeling of convection may bring the oxygen abundances obtained from molecular IR OH lines into better agreement with those determined using forbidden [O I] 630 nm line (note that [O I] 630 nm line is insensitive to 3D hydrodynamical and NLTE effects, see, e.g., Asplund [2005]). To this end, we used spectra of three EMP giants obtained with the VLT CRIRES spectrograph, as well as 3D hydrodynamical CO$^5$BOLD and 1D hydrostatic LHD model atmospheres, to better understand the role of convection in the formation of IR OH lines. All results obtained in this analysis will be presented in a forthcoming paper (Dobrovolskas et al., 2014), while in this contribution we briefly summarize some of the most important findings.

2. Methodology

We used high resolution ($R = 50,000$) and high signal-to-noise ratio ($S/N \approx 400$–$600$) near-infrared ($H$-band) spectra of 3 EMP stars ([Fe/H] = $-2.6$ to $-3.1$, see Table 1) obtained with the CRIRES spectrograph at the VLT UT1 telescope (program ID 089.D-0079(A); a sample spectrum is shown in Fig. [1]). For each star, oxygen abundances were determined using the measured equivalent widths of vibrational-rotational IR OH lines ($X^1\Pi$) from the first-overtone sequence located in the spectral range of 1527–1626 nm. Atmospheric parameters and iron abundances used in the abundance determination were taken from the literature. Abundance analysis was done in 1D LTE with the ATLAS9 model atmospheres. The obtained 1D LTE oxygen abundances were corrected for the 3D hydrodynamical effects, by applying 3D–1D abundance corrections to oxygen abundances determined from each individual IR OH line. The 3D–1D abundance corrections (i.e., differences in the abundance of a given chemical element obtained from the same spectral line using 3D hydrodynamical and 1D hydrostatic model atmospheres) were computed with the 3D hydrodynamical CO$^5$BOLD (Freytag et al. 2012) and 1D hydrostatic LHD model atmosphere codes (Caffau et al., 2008). The two types of model atmospheres shared identical elemental abundances, atmospheric parameters, equation of state, and opacities. Abundance corrections were derived using a single 3D hydrodynamical model atmosphere computed using the following atmospheric parameters: $T_{\text{eff}} = 4600$ K, $\log g = 1.6$, $[M/H] = -2.5$. We note that differences between the atmospheric parameters of this 3D hydrodynamical model and those of the target EMP stars studied here did not exceed $\Delta T_{\text{eff}} = 150$ K, $\Delta \log g = 0.2$, and $\Delta [M/H] = 0.6$. Such differences would lead to only minor deviations in the abundance corrections, the size of which (typically, a few hundredths of a dex) would render them unim-
Table 1.: List of observed EMP stars and determined oxygen abundances.

| Star     | V  | S/N | $T_{\text{eff}}$, K | $\log g$ | $\frac{[\text{Fe}]}{[\text{H}]}$ Abundances from OH lines (this work) | Abundances from $\frac{[\text{O}]}{[\text{Fe}]}$ 630 nm line $\frac{[\text{O}]}{[\text{Fe}]}$ LTE |
|----------|----|-----|---------------------|---------|--------------------------------------------------------------------------|-------------------------------------------------------------------------|
| HD 122563 | 6.2 | 560 | 4600$^a$            | 1.6     | $-2.8^b$ 0.79 ± 0.12 0.56 ± 0.13 0.53 : 0.60$^c$ 0.62$^c$                 |
| HD 186478 | 9.2 | 440 | 4700$^b$            | 1.3     | $-2.6^b$ 1.02 ± 0.10 0.76 ± 0.09 0.75 ± 0.11$^e$                      |
| BD -18:5550 | 9.4 | 600 | 4750$^b$            | 1.4     | $-3.1^b$ 1.17 ± 0.12 0.84 ± 0.15 0.42 ± 0.24$^e$                    |

$^a$ Creevey et al. (2012); $^b$ Cayrel et al. (2004); $^c$ Sneden et al. (1991); $^d$ Barbuy et al. (2003); $^e$ Spite et al. (2005).

3. Results and conclusions

Results provided in Table 1 show that oxygen abundances determined using 3D hydrodynamical model atmospheres are always smaller than those obtained with 1D hydrostatic models: 3D–1D differences for the three stars are in the range of $-0.23 \ldots -0.26$ dex. These differences are a result of large horizontal fluctuations of thermodynamic and hydrodynamical quantities in 3D hydrodynamical model atmospheres of these stars that arise because of convective motions in their outer atmospheric layers. Horizontal temperature fluctuations are clearly seen in Fig. 2, where we show temperature profiles of the 3D hydrodynamical, average (3D), and 1D model atmospheres computed using identical atmospheric parameters, chemical composition, equation of state, and opacities. In fact, the presence of large temperature fluctuations (which increase towards the outer atmospheric layers characterized with lower $\log \tau_{\text{Ross}}$ values) seems to be a general property of different types of stars and is seen routinely in their 3D hydrodynamical model structures (see, e.g., Ludwig & Kučinskas, 2012; Kučinskas et al., 2013; Dobrovolskas et al., 2013). Large horizontal temperature fluctuations lead to larger OH line opacities in the low-temperature regions. This, in turn, results in stronger lines in 3D, negative abundance corrections, and thus, lower 3D LTE abundances.

In fact, it is not only the horizontal temperature fluctuations that influence the formation and strengths of IR OH lines. The differences between the average temperature profile of the 3D model and that in 1D hydrostatic model do
Figure 1: Observed VLT CRIRES spectrum of HD 122563 (black dots). Gaussian profiles fits to IR OH lines used in the oxygen abundance determination are shown in red.
OH lines as tracers of oxygen abundance in EMP giants

Figure 2.: Top panel: temperature profiles in the 3D hydrodynamical (gray scale is temperature probability density), average (3D) (red solid line), and 1D (red dashed line) model atmospheres, plotted versus the logarithm of Rosseland optical depth, \( \log \tau_{Ross} \). All models were computed using identical atmospheric parameters (\( T_{\text{eff}} = 4600 \text{ K}, \log g = 1.6, [\text{M/H}] = -2.5 \)), chemical composition, equation of state, and opacities. Horizontal bars indicate the range in optical depth where typical IR OH line forms (i.e., its where equivalent width increases from 5% to 95%); parameters of this particular line were: wavelength \( \lambda = 1605.5 \text{ nm}, \) excitation potential \( \chi = 0.48 \text{ eV})\); black and dashed blue bars correspond to the line forming regions in the full 3D and 1D model atmospheres (the equivalent widths of OH lines in both cases were 1.6 pm). Bottom panel: RMS value of horizontal temperature fluctuations in the 3D model (black line) and temperature difference between the average (3D) and 1D models (dashed blue line).
play a role, too. Since the average \(3D\) model is slightly hotter in the optical depths where IR OH lines form (\(\log \tau_{\text{Ross}} \approx -0.5 \ldots -4\); see Fig. 2), this results in somewhat weaker lines in \(3D\), and thus, small but positive abundance corrections. This slightly diminishes the effect of horizontal temperature fluctuations and leads to smaller (i.e., in the absolute sense) total \(3D\text{--}1D\) abundance corrections.

At the same time, we obtain a good agreement between the \(3D\) LTE oxygen abundances and those obtained in \(1D\) LTE using forbidden [O I] 630 nm line. The agreement is especially good in HD 122563 and HD 186478, where the difference between abundances obtained using the two indicators is smaller than \(\sim 0.02\) dex. Although differences are larger in BD –18:5550, note that in this case \(1D\) LTE abundance measurement is less reliable, as indicated in Spite et al. (2005).

The obtained results therefore demonstrate that the use of \(3D\) hydrodynamical model atmospheres may allow to reconcile oxygen abundances obtained from IR OH lines and [O I] 630 nm line. Nevertheless, one should note that NLTE effects may play a role in the formation of OH lines at low metallicities. The impact here may be two-fold. First, formation and dissociation of OH molecules may be affected by non-equilibrium effects and thus non-equilibrium OH number densities may be different from those where equilibrium molecular formation is assumed. Second, IR OH lines may form in the conditions that are far from LTE, thus NLTE line strengths may be different from those that would be expected in LTE. It is quite likely that both effects may be important in the atmospheres of EMP red giants, especially in the outer atmospheric layers were molecular lines form (note, however, that the forbidden [O I] 630 nm line seems to be insensitive to \(3D\) hydrodynamical and NLTE effects, see, e.g., Asplund 2003; Dobrovolskas et al. 2013). In the future, these effects should be properly taken into account using full \(3D\) NLTE analysis methodology.
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