Data reconstruction of turbulent flows with Gappy POD, Extended POD and Generative Adversarial Networks
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Three methods are used to reconstruct two-dimensional instantaneous velocity fields in a turbulent flow under rotation. The first two methods both use the linear proper orthogonal decomposition (POD), which are Gappy POD (GPOD) and Extended POD (EPOD), while the third one reconstructs the flow using a fully non-linear Convolutional Neural Network embedded in a Generative Adversarial Network (GAN). First, we show that there is always an optimal number of modes regarding a specific gap for the GPOD with dimension reduction. Moreover, adopting a Lasso regularizer for GPOD provides comparable reconstruction results. In order to systematically compare the applicability of the three tools, we consider a square gap at changing the size. Results show that compared with POD-based methods, GAN reconstruction not only has a smaller $L^2$ error, but also better turbulent statistics of both the velocity module and the velocity module gradient. This can be attributed to the ability of nonlinearity expression of the network and the presence of adversarial loss during the GAN training. We also investigate effects of the adversarial ratio, which controls the compromising between the $L^2$ error and the statistical properties. Finally, we assess the reconstruction on random gappiness. All methods perform well for small- and medium-size gaps, while GAN works better when the gappiness is large.
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1. Introduction

The problem of reconstructing missing information, due to measurements constraints and lack of spatial/temporal resolution, is ubiquitous in almost all important applications of turbulence to laboratory experiments, geophysics, meteorology and oceanography (Asch et al. 2016; Le Dimet...
& Talagrand 1986; Torn & Hakim 2009; Bell et al. 2009; Krysta et al. 2011). For example, satellite imagery often suffers from missing data due to dead pixels and thick cloud cover (Shen et al. 2015; Zhang et al. 2018; Militino et al. 2019). In particle image velocimetry (PIV) experiments, instances of missing information come from the issue of out-of-pair particles, object shadows or the light reflection (Garcia 2011; Wang et al. 2016; Wen et al. 2019). Similarly, in many instances, the experimental probes are limited to assess only a subset of the relevant fields, asking for a careful apriori engineering of the most relevant features to be tracked. Recently, many data-driven Machine Learning tools have been proposed to fulfil some of the previous tasks. Research using these black-box tools is at its infancy and we lack systematic quantitative benchmarks for paradigmatic high-quality and high-quantity multi-scale complex datasets, a mandatory step to make them useful for the fluid-dynamics community. In this paper, we perform a first systematic quantitative comparison among three data-driven methods (no information on the underlying equations) to reconstruct highly complex two-dimensional (2D) fields from a typical geophysical set-up, as the one of rotating turbulence. The first two methods are connected with a linear biased model reduction, the so-called Proper Orthogonal Decomposition (POD) and the third is based on a fully non-linear unbiased Convolutional Neural Network (CNN) embedding in a framework of Generative Adversarial Network (GAN) (Deng et al. 2019; Subramaniam et al. 2020; Buzzicotti et al. 2021; Kim et al. 2021; Guastoni et al. 2021; Yousif et al. 2022). POD is widely used for pattern recognition (Sirovich & Kirby 1987; Fukunaga 2013), optimization (Singh et al. 2001) and data assimilation (Romain et al. 2014; Suzuki 2014). To repair the missing data in a gappy field, Everson & Sirovich (1995) proposed GPOD, where coefficients are optimized according to the measured data outside the gap. By introducing some modifications to GPOD, Venturi & Karniadakis (2004) improved its robustness and made it reach the maximum possible resolution at a given level of spatio-temporal gappiness. Gunes et al. (2006) showed that GPOD reconstruction outperforms the Kriging interpolation (Oliver & Webster 1990; Myers 2002; Gunes & Rist 2008). However, GPOD is essentially a linear interpolation and thus is in trouble when dealing with complex multi-scale and non-Gaussian flows as the ones typical of fully developed turbulence (Alexakis & Biferale 2018) and/or large missing areas (Li et al. 2021).

EPOD was first used in Maurel et al. (2001) on the PIV data of a turbulent internal engine flow, where the POD analysis is conducted in a sub-domain spanning only the central rotating region but the preferred directions of the jet-vortex interaction can be clearly identified. Borée (2003) generalized the EPOD and reported that EPOD can be applied to study the correlation of any physical quantity in any domain with the projection of any measured quantity on its POD modes in the measurement domain. EPOD has many applications of flow sensing, where flow predictions are made based on remote probes (Tinney et al. 2008; Hosseini et al. 2016; Discetti et al. 2019). For example, using EPOD as a reference of their CNN models, Guastoni et al. (2021) predicted the 2D velocity-fluctuation fields at different wall-normal locations from the wall-shear-stress components and the wall pressure in a turbulent open-channel flow. EPOD also provides a linear relation between the input and output fields.

In recent years, CNNs have made a great success in computer vision tasks (Niu & Suen 2012; Russakovsky et al. 2015; He et al. 2016) because of their powerful ability of handling nonlinearities (Hornik 1991; Kreinovich 1991; Baral et al. 2018). In fluid mechanics, CNN has also been shown as a promising technique for data reconstruction. Many researches devote to the super-resolution task, where CNNs are used to reconstruct high-resolution data from low-resolution data of laminar and turbulent flows (Liu et al. 2020; Subramaniam et al. 2020; Fukami et al. 2021; Kim et al. 2021). In the scenario where a large gap exists, missing both large- and small-scale features, Buzzicotti et al. (2021) reconstructed for the first time a set of 2D damaged snapshots of three-dimensional (3D) rotating turbulence with a GAN consisting of two CNNs, a generator and a discriminator. Previous preliminary researches indicate that the introduction of discriminator, the relative importance of which is called the adversarial ratio, significantly
improves the high-order statistics of the prediction (Deng et al. 2019; Subramaniam et al. 2020; Buzzicotti et al. 2021; Kim et al. 2021; Güemes et al. 2021). Here we extend the work (Buzzicotti et al. 2021) with a more refined statistical investigation of the GAN, including its dependency on the hyper-parameters, on the gap shape and more importantly, with a direct comparison against the POD-based reconstruction methods.

Two factors make the reconstruction difficult. First, turbulent flows have a large number of active degrees of freedom which grows with the turbulent intensity, typically parameterized by the Reynolds number. The second factor is the spatio-temporal gappiness, which depends on the area and geometry of the missing region. In the current work we conduct a first systematic comparative study between GPOD, EPOD and GAN on the reconstruction of turbulence in the presence of rotation, which is a paradigmatic system with both coherent vortices at large scales and strong non-Gaussian and intermittent fluctuations at small scales (Alexakis & Biferale 2018; Buzzicotti et al. 2018; Di Leoni et al. 2020). Figure 1 displays some examples of the reconstruction task in this work. The aim is to fill the gap region with data close to the ground truth (figure 1(c) and (f)). A second long term goal would also be to systematically perform features ranking: understanding the quality of the supplied information on the basis of its performance in the reconstruction goal. The latter is connected to the sacred grail of turbulence: identifying the master degrees of freedoms driving turbulent flow, connected also to control problems (Choi et al. 1994; Lee et al. 1997; Gad-el Hak & Tsai 2006; Brunton & Noack 2015; Fahland et al. 2021). The study presented in this work is a first step towards a quantitative assessment of the tools that can be employed to ask and answer this kind of questions. In order to concentrate on two paradigmatic realistic set-ups, we study two gap geometries which are one central square gap (figure 1(a,d)) and random gappiness (figure 1(b,e)). The gap area is also varied from a small to an extremely large proportion up to the limit where only one thin layer is supplied at the border, a seemingly impossible reconstructing task, for evaluation of the three methods on different situations.

The paper is organized as follows. Section 2.1 describes the database used to evaluate the reconstruction methods in this study. The GPOD, EPOD and GAN-based reconstruction methods are discussed in §2.2, §2.3 and §2.4, respectively. In §3, the performances of POD- and GAN-
based methods on turbulence reconstruction are systematically compared when there is one central square gap of different sizes. We address the dependency on the adversarial ratio for the GAN-based reconstruction in §4 and show results for random gappiness from GPOD, EPOD and GAN in §5. Finally, conclusions of the work are presented in §6.

2. Methodology

2.1. Dataset

For the evaluation of different reconstruction tools, we use incompressible forced homogeneous rotating turbulence with the following governing equations

\[ \nabla \cdot \mathbf{u} = 0, \]
\[ \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} + 2\mathbf{\Omega} \times \mathbf{u} = -\frac{1}{\rho} \nabla \bar{p} + \nu \nabla^2 \mathbf{u} + \mathbf{f}, \]

where \( \mathbf{u} \) is the velocity, \( \mathbf{\Omega} = \Omega \hat{\mathbf{x}}_3 \) is the system rotation vector, \( \bar{p} = p + \frac{1}{2}\rho ||\mathbf{\Omega} \times \mathbf{x}||^2 \) is the pressure in an inertial frame modified by a centrifugal term, \( \nu \) is the kinematic viscosity and \( \mathbf{f} \) is an external forcing mechanism.

The dataset is obtained from TURB-Rot (Biferale et al. 2020), an open database generated from direct numerical simulations (DNS) in a 3D (\( x_1 - x_2 - x_3 \)) periodic domain of size \( [0, 2\pi]^3 \) with 256 grid points in each direction. A Gaussian forcing mechanism is adopted in spectral space around \( k_f = 4 \) with a fixed energy input rate. The viscous term \( \nu \nabla^2 \mathbf{u} \) in equation (2.2) is replaced with a hyperviscous term \( \nu_h \nabla^4 \mathbf{u} \) to enlarge the inertial range. Moreover, a large scale friction term \( -\beta \mathbf{u} \) is used in r.h.s. to reach a stationary state with a Rossby number \( Ro = E_{tot}^{1/2} / k_f \mathbf{\Omega} \approx 0.1 \), where \( E_{tot} \) is the kinetic energy.

Although GPOD, EPOD and GAN are feasible to 3D data, in order to make contact with geophysical observation we restrict here to 2D horizontal slices in the \( x_1 - x_2 \) plane. Moreover, velocity is downsized from \( 256 \times 256 \) to \( 64 \times 64 \) by a spectral low-pass filter

\[ \tilde{\mathbf{u}}(x) = \sum_{||k||<k_\eta} \hat{\mathbf{u}}(k) e^{ik \cdot x}, \]

where \( k_\eta = 32 \) (see later for comments about limitations on the input data-size). In the present study we only reconstruct the velocity module, \( \mathbf{u} = ||\mathbf{u}|| \), and the dataset is divided as Train/Validation/Test split: 84480 (73.1%)/10560 (9.1%)/20480 (17.7%).

2.2. GPOD reconstruction

In this section we briefly present the procedure of GPOD. First, we use a training dataset, \( \{\mathbf{u}^c(x)\}_{c=1}^{N_{\text{train}}} \), to obtain the POD modes of the ensemble, \( \{\psi_n(x)\}_{n=1}^{N} \). POD modes are eigenvectors of the correlation matrix

\[ R(x,y) = \frac{1}{N_{\text{train}}} \sum_{c=1}^{N_{\text{train}}} \mathbf{u}^c(x)\mathbf{u}^c(y) \quad (x,y \in I). \]

Therefore, the number of POD modes \( N \) is limited by the size of the image. During the reconstruction stage, one can make a prediction inside the gap by writing the linear POD expansion:

\[ \mathbf{u}_{\text{pred}}(x) = \sum_{n=1}^{N} a_n \psi_n(x) \quad (x \in G), \]

where the POD coefficients, \( \{a_n\}_{n=1}^{N} \), are obtained from the least squares estimates with the available information in the area outside the gap, \( S \). Note that the number of measurements in \( S \)
is always smaller than $N$, which equals to the whole image size. Therefore, there does not exist a unique least squares estimate, resulting in infinite variance and the model cannot be used at all.

Two approaches are used to handle this problem. The first is dimension reduction (DR) as used in Everson & Sirovich (1995), where we only keep the first $N'$ terms in (2.5). The POD coefficients are computed by minimizing the following error

$$
\tilde{E} = \int_S \left[ u_{\text{true}}(x) - \sum_{n=1}^{N'} a_n \psi_n(x) \right]^2 \, dx.
$$

Further details are discussed in Appendix A, where the error analysis of the reconstruction is also conducted. The main result of this analysis is that although a larger $N'$ leads to a smaller truncation error in the POD expansion, there exists a trade-off against the number of POD coefficients that need to be computed from the available information supplied by the data in $S$. Hence, the optimal $N'$ has to be determined empirically from the training dataset for each specific gap.

The second approach is conducting the linear regression with regularization. Instead of only keeping the leading POD modes, all POD modes are used for optimization but the objective function is modified as

$$
\tilde{E}_{L_1} = \int_S \left[ u_{\text{true}}(x) - \sum_{n=1}^{N} a_n \psi_n(x) \right]^2 \, dx + \alpha \sum_{n=1}^{N} |a_n|.
$$

Here we add a Lasso (Tibshirani 1996) regularizer to make the $L_1$ norm of POD coefficients small. Lasso tends to produce some coefficients that are exactly zero, which is similar to finding a best subset of POD modes that does not necessarily consist of the leading ones. The hyper-parameter $\alpha$ controls regularization strength and we estimate $\alpha$ by fivefold cross-validation (Efron & Tibshirani 1994) in this study. Results of GPOD with Lasso for a square gap are shown in Appendix B, where it also indicates that the GPOD with DR and with Lasso regularizer are comparable. Therefore, only the former is used for comparison with EPOD and GAN in the following of this paper.

### 2.3. EPOD reconstruction

To use EPOD for flow reconstruction, we first conduct POD analysis of the training dataset only on the known region by solving the eigenvalue problem of the correlation matrix

$$
R(x, y) = \frac{1}{N_{\text{train}}} \sum_{c=1}^{N_{\text{max}}} u^c(x) u^c(y) \quad (x, y \in S),
$$

where the corresponding eigenvalues and POD modes are $\{\lambda_n\}_{n=1}^{\tilde{N}}$ and $\{\phi_n(x)\}_{n=1}^{\tilde{N}}$, respectively. In this study, the number of POD modes $\tilde{N}$ is set as its maximum possible value, which equals to the number of points in $S$. Therefore, any instance of the training dataset can be expanded as

$$
u^c(x) = \sum_{n=1}^{\tilde{N}} b^c_n \phi_n(x) \quad (x \in S),
$$

where $\{b^c_n\}_{n=1}^{\tilde{N}}$ represents the corresponding POD coefficients. In the next step, the EPOD modes for the velocity module in the gap region are obtained as

$$
\phi_n^c(x) = \frac{1}{N_{\text{train}}} \sum_{c=1}^{N_{\text{max}}} b^c_n u^c(x) / \lambda_n \quad (x \in G).
$$
Architecture of generator and discriminator network for flow reconstruction with a square gap. The kernel size $k$ and the corresponding stride $s$ are determined based on the gap size $l$. Similar architecture holds for random gappiness as well.

Borée (2003) demonstrates that the only part of the velocity module inside the gap correlated with the one outside is predicted as

$$u_{\text{pred}}(x) = \sum_{n=1}^{N} b_n \phi_n^c(x) \quad (x \in G),$$

where we used the POD coefficients, $\{b_n\}_{n=1}^{N}$, obtained from the supplied data in $S$.

2.4. GAN-based reconstruction with Context Encoders

In a previous work, Buzzicotti et al. (2021) used a context encoder embedding in GAN (Goodfellow et al. 2014) to generate missing data in the same turbulent database but exploring only the case where the total gap size is fixed. In order to extend and generalize the previous approach to study gaps of different sizes, here we have started from a similar GAN architecture and added one layer at the start and two layers at the end of the generator and one layer at the start of the discriminator. The generator has an encoder-decoder architecture (Pathak et al. 2016). It first takes the damaged data and produces a latent feature representation by the encoder part. Then the decoder learns to generalize the latent features and generates candidates for the missing data. Figure 2 shows the architectures of the generator and discriminator. Each convolution (up-convolution) layer is followed by a Leaky Rectified Linear Unit (ReLU) activation function.

The generator is trained to minimize the following loss function:

$$L_{\text{GEN}} = (1 - \lambda_{\text{adv}}) L_{\text{MSE}} + \lambda_{\text{adv}} L_{\text{adv}},$$

which is a weighted summation of the mean squared loss ($L_2$ loss), $L_{\text{MSE}}$, and the adversarial loss, $L_{\text{adv}}$. The weight $\lambda_{\text{adv}}$ is called the adversarial ratio. The $L_2$ loss handles the continuity between generated data and the context, which is in favour of blurry predictions without high-
frequency information. It is important to stress that on the contrary of the GPOD case, here the supervised $L_2$ loss is calculated only inside the gap region $G$. At the same time, the adversarial loss helps the generator to produce predictions that are statistically similar to real turbulent configurations. Specifically, it minimizes the divergence between the generated and the true probability distributions (Goodfellow et al. 2014; Nowozin et al. 2016). Denoting the predicted and original data respectively as $u_{\text{pred}}$ and $u_{\text{true}}$, the mean squared error is defined as

$$\mathcal{L}_{\text{MSE}}(u_{\text{pred}}, u_{\text{true}}) = \frac{1}{m(G)} \int_G [u_{\text{pred}}(x) - u_{\text{true}}(x)]^2 \, dx,$$

(2.13)

where $m(G)$ is the number of points in $G$. The adversarial loss is provided by the discriminator output $D$, and it is defined as,

$$\mathcal{L}_{\text{adv}} = \log \left( 1 - D \left( u_{\text{pred}} \right) \right).$$

(2.14)

At the same time, the discriminator is trained such as to maximize the logistic loss based on the classification prediction of both real and generated samples,

$$\mathcal{L}_{\text{DIS}} = \log \left( D \left( u_{\text{true}} \right) \right) + \log \left( 1 - D \left( u_{\text{pred}} \right) \right).$$

(2.15)

More details about the architecture and training of the GAN are discussed in Appendix C.

3. Comparison between POD- and GAN-based reconstructions

To conduct a systematic comparison between POD- and GAN-based reconstructions, we start by assessing their performances on a square gap of various sizes located at the center of the $64 \times 64$ field. Model evaluation is carried out first for large-scale information and subsequently from a multi-scale perspective, based on mean squared errors (MSE) and turbulence statistics. Finally, we analyze the performance of predicting extreme events.

3.1. Large-scale information

In this section, the prediction of velocity module is quantitatively evaluated over the full test dataset. First we consider the reconstruction error and define the normalized MSE in the gap as

$$\text{MSE}_{\text{gap}}(u) = \frac{1}{E_u} \left( \frac{1}{m(G)} \int_G [u_{\text{pred}}(x) - u_{\text{true}}(x)]^2 \, dx \right).$$

(3.1)

where the notation

$$\langle \cdot \rangle = \frac{1}{N_{\text{test}}} \sum_{c=1}^{N_{\text{test}}} \langle \cdot \rangle$$

represents the average over the $N_{\text{test}} = 20480$ test planes and we define the normalization factor as

$$E_u = u_{\text{true}}^{\text{rms}} \cdot u_{\text{pred}}^{\text{rms}}.$$  

(3.2)

The $\text{rms}$ refers to root-mean-squared (r.m.s.) quantities in the gap, for example,

$$u_{\text{pred}}^{\text{rms}} = \left( \frac{1}{m(G)} \int_G u_{\text{pred}}^2(x) \, dx \right)^{1/2}.$$  

(3.3)

Note that we use $u_{\text{pred}}^{\text{rms}}$ in the denominator to make sure that a prediction with too small or too large energy gives a large MSE. To provide a baseline MSE, we make a new set of reconstructions by replacing the missing data with velocity fields sampled randomly from the test dataset. In other words the baseline gives the error obtainable when reconstructing with a statistically consistent field but not corresponding to the specific realization. The baseline gives a value around 0.5358,
Figure 3. The MSE of the reconstructed velocity module from GPOD, EPOD and GAN for a square gap with different sizes \( l \). The abscissa is normalized by the image size \( l_0 = 64 \).

Figure 4. PDF of the point-wise \( L_2 \) error obtained from GPOD, EPOD and GAN for a square gap with different sizes.

see Appendix D. Figure 3 shows the MSE of velocity module from GPOD, EPOD and GAN reconstructions for the square gap with different sizes, which are normalized by the image size \( l_0 = 64 \). The error bar represents the spread between the minimum and maximum \( L_2 \) error calculated on subsets of batch size equal to 128. EPOD and GAN reconstructions provide similar MSEs except at the largest gap size, where GAN has a little bit larger MSE than EPOD. Besides, both EPOD and GAN have smaller MSEs than GPOD for all gap sizes. Figure 4 shows the PDF of point-wise \( L_2 \) error,

\[
\Delta u(x_1, x_2) = \frac{1}{E_u} \left[ u_{\text{pred}}(x_1, x_2) - u_{\text{true}}(x_1, x_2) \right]^2, \tag{3.4}
\]

for three different gap sizes \( l/l_0 = 24/64, 40/64 \) and \( 62/64 \). The PDFs are consistent with the results presented in figure 3. We can observe that the PDFs’ tails of the point-to-point error fluctuations are slightly reduced for the cases with smaller MSEs. To further study the capacity of the three tools, we plot the averaged point-wise \( L_2 \) error, \( \langle \Delta u(x_1, x_2) \rangle \), for a square gap of size \( l/l_0 = 40/64 \) in figure 5. Gappy produces large \( \langle \Delta u \rangle \) all over the gap, while EPOD and GAN behave better near the gap edge. Moreover, GAN generates smaller \( \langle \Delta u \rangle \) than EPOD in the inner area. However, the \( L_2 \) error is naturally dominated by the more energetic structures (the ones found at large scales in our turbulent flows) and does not provide information on the multi-scale physics.
Figure 5. Averaged point-wise $L_2$ error obtained from (a) GPOD, (b) EPOD and (c) GAN for a square gap of size $l/l_0 = 40/64$, where the optimal $N' = 12$ is used in GPOD reconstruction. (d) Profiles of $\langle \Delta u \rangle$ along the red diagonal line shown in (a).

Figure 6. Reconstruction visualization of velocity module for GPOD, EPOD and GAN for a square gap of sizes $l/l_0 = 24/64$ (1st row), $40/64$ (2nd row) and $62/64$ (3rd row), where the optimal $N' = 20$, 12 and 12 are used in GPOD reconstruction, respectively. The last column plots generated and ground truth profiles along the vertical line shown in the first column.

of the reconstructed fields. Indeed, from figure 6 it is possible to see in a glimpse that the POD- and GAN-based reconstructions have a completely different multi-scale statistics which is not captured by the mean squared error. Figure 6 shows predictions of an instantaneous velocity field based on GPOD, EPOD and GAN methods compared with the ground truth solution. For all three gap sizes $l/l_0 = 24/64$, $40/64$ and $62/64$, GAN produces realistic reconstructions while GPOD and EPOD only generate blurry predictions. Besides, there are also obvious discontinuities between context and the gap for the GPOD prediction. This is clearly due to the fact that minimizing the $L_2$ distance from ground truth can result in multi-minimal quasi-optimal solution where different ‘physics’ coexist, with almost the same ‘energetic’ contents but strongly different multi-scale properties. GPOD is unable to capture the complexity of this physical background and blatantly fail to deliver realistic flow conditions when the gap is big. EPOD only keeps the correlated part with the information outside the gap. Therefore, it can predict the large-scale coherent structures but is incapable of generating correct multi-scale properties. Specifically, when the gap size is extremely large, the number of EPOD modes is very small (equals to the number of points outside the gap), thus EPOD has a limited degree of freedoms to make realistic predictions. To quantify the above statements, we proceed with a statistical analysis of the reconstructed velocity for all methods, using the Jensen–Shannon (JS) divergence. The JS divergence is a measure of
the similarity between two probability distributions, which is defined as
\[
\text{JSD}(P \parallel Q) = \frac{1}{2} D(P \parallel M) + \frac{1}{2} D(Q \parallel M),
\]
(3.5)

where \( M = \frac{1}{2} (P + Q) \) and
\[
D(P \parallel Q) = \int_{-\infty}^{\infty} P(x) \log \left( \frac{P(x)}{Q(x)} \right) \, dx
\]
(3.6)
is the Kullback–Leibler (KL) divergence. A small JS divergence indicates that the two probability distributions are close and vice versa. We use the base 2 logarithm and thus \( 0 \leq \text{JSD}(P \parallel Q) \leq 1 \). Figure 7 shows the JS divergence between PDFs of the velocity module for the ground truth and the two predictions measured inside the gap, \( \text{JSD}(u) = \text{JSD}((PDF(u_{\text{true}})) \parallel (PDF(u_{\text{pred}}))) \). We divide the test data into 10 batches of size 2048, calculate the mean JS divergence over these batches and we indicate with error bars its range of fluctuation. From this analysis we have found that GAN gives smaller JS divergence than GPOD and EPOD by an order of magnitude over almost the full range of gap sizes, indicating that the PDF of GAN prediction has a better correspondence to the ground truth. This is further shown in figure 8 where we present the PDFs of the reconstructed velocity fields for different gap sizes compared with the original data. Besides the wrong PDF shapes of GPOD and EPOD, we note that they are also predicting some negative values, nonphysical for a velocity module. The same problem is avoided by the GAN architecture, using a ReLU activation function in the last layer of the generator.

3.2. Multi-scale information

This section reports a quantitative analysis of the multi-scale information reconstructed by the three methods. We first consider the analysis of the velocity gradients, \( \partial u / \partial x_1 \). Figure 9 plots MSE of the reconstructed gradients, in this case we can see that all methods produce errors much larger than in the velocity reconstruction. Moreover, GAN shows similar errors with GPOD at the largest gap size and with EPOD at small gap sizes. However, also in this case the MSE itself is not enough to describe the full picture. This can be easily understood by looking again at the visualization of the gradients reconstruction shown in figure 10. That GPOD and EPOD generate clearly much worse predictions than the GAN. The reason is that introducing more realistic
turbulent fluctuations the GAN is very sensitive to any small shifting between the predictions and the true solutions which can lead to large MSE. On the other hand even the GPOD or EPOD solution is inaccurate, having too small oscillations and it ends up with a similar MSE when compared with the GAN results. To evaluate the statistical quality of the three reconstructions we use again the JS divergence between gradients PDFs from original and generated data only inside the gap regions, as reported in figure 11. These results confirm that GAN is able to well predict the PDF of $\partial u / \partial x_1$ while GPOD and EPOD do not have this ability. Moreover, GPOD produces smaller JSD($\partial u / \partial x_1$) than EPOD. Figure 12 support further such conclusion. To compare the scale-by-scale energy budget of the reconstructed and the original solutions, in figure 13 we have measured the energy spectrum for the different fields, namely

$$E(k) = \sum_{k \leq |k| < k+1} \langle \hat{u}(k)\hat{u}^*(k) \rangle,$$  

where $k = (k_1, k_2)$ is the wave number, $\hat{u}(k)$ is the Fourier transform of velocity module and $\hat{u}^*(k)$ is its complex conjugate. To highlight the reconstruction performance as a function of the wave number, we also show the ratio between the reconstructed and the original spectra, $E(k)/E_{\text{true}}(k)$ for the three different gap sizes on the second row of the same figure 13.
Figure 10. Reconstruction visualization of velocity module gradient for GPOD, EPOD and GAN for a square gap of sizes \( l/l_0 = 24/64 \) (1st row), 40/64 (2nd row) and 62/64 (3rd row), where the optimal \( N' = 20, 12 \) and 12 are used in GPOD reconstruction, respectively. Note that for the maximum gap size, \( l/l_0 = 62/64 \), we have only one velocity layer on the vertical borders where we do not supply any information on the gradient.

Figure 11. The JS divergence between PDFs of the velocity module gradient inside the reconstructed region calculated from the original data and the reconstruction from GPOD, EPOD and GAN for a square gap with different sizes.

compare higher-order statistical observables, in figure 14 we show the flatness of the different fields,

\[
F(r) = \frac{\langle (\delta_r u)^4 \rangle}{\langle (\delta_r u)^2 \rangle},
\]

where \( \delta_r u = u(x + r) - u(x) \) and \( r = (r, 0) \). The angle brackets in the definition of the flatness represents the average over the test dataset and over \( x \), for which \( x \) or \( x + r \) fall in the gap. Figures 13 and 14 show that GAN performs well to reproduce the multi-scale statistical properties, except at small scales for large gap sizes. However, GPOD and EPOD can only predict a good energy spectrum for the small gap size \( l/l_0 = 24/64 \) but fails at all scales for both the energy spectrum and flatness at gap sizes \( l/l_0 = 40/64 \) and 62/64.
Figure 12. PDF of the velocity module gradient in the reconstructed region obtained from GPOD, EPOD and GAN for a square gap with different sizes, where $\sigma(\partial u / \partial x_1)$ is the standard deviation of the original data.

Figure 13. Energy spectrum of the reconstructed velocity module over the whole region obtained from GPOD, EPOD and GAN for a square gap of different sizes (the 1st row). The corresponding $E(k)/E_{true}(k)$ is shown on the 2nd row, where $E(k)$ and $E_{true}(k)$ are the reconstructed and original spectra, respectively.

Figure 14. The flatness of the reconstructed velocity module obtained from GPOD, EPOD and GAN for a square gap of different sizes.
To evaluate the ability of the different techniques in reproducing correctly the extreme events missing in the damaged turbulent configurations, in figure 15 we present the scatter plots of the largest velocity and gradient values measured in the gap region from the original data and the predicted fields generated by GPOD, EPOD or GAN. On top of each panel we report the scatter plot correlation index, defined as

\[ r = \langle 1 - |\sin \theta| \rangle, \]

where \( \theta \) is the angle between \( \mathbf{U} = (\max(x_{\text{pred}}), \max(x_{\text{true}})) \) and the unit vector \( \mathbf{e} = (1/\sqrt{2}, 1/\sqrt{2}) \), and

\[ |\sin \theta| = \frac{||\mathbf{U} \times \mathbf{e}||}{||\mathbf{U}||} = \frac{|\max(x_{\text{pred}}) - \max(x_{\text{true}})|}{\sqrt{2 \left[ \max(x_{\text{pred}})^2 + \max(x_{\text{true}})^2 \right]}}. \]

where \( x \) indicates generically either the velocity or the gradient values. It is obvious that \( r \in [0, 1] \) and \( r = 1 \) corresponds to a perfect prediction. In figure 15 it shows that GAN is the best and EPOD performs better than GPOD in terms of properly reproducing the correct maximum velocity module inside the gap. Moreover, GAN also outperforms the other two methods for the maximum velocity gradient.

4. Dependency of GAN-based reconstruction on the adversarial ratio

As shown by the previous results, GAN is certainly superior whenever we ask questions concerning multi-scale reconstruction properties. It is natural to ask whether this supremacy comes from an ad-hoc balancing between the two adversarial machines or it is already embedded.
in the non-linear CNN structure of the generator only. In order to answer this question we have performed a systematic scanning of the GAN performances at changing the adversarial ratio \( \lambda_{adv} \), the hyper-parameter controlling the relative importance of \( L_2 \) and adversarial loss of the generator, as shown in equation (2.12). To study the effects of \( \lambda_{adv} \) on GAN reconstruction of turbulent data, we consider a central square gap of size \( l/l_0 = 40/64 \) and train the GAN with different adversarial ratios, where \( \lambda_{adv} = 10^{-4}, 10^{-3}, 10^{-2} \) and \( 10^{-1} \). Table 1 shows the MSE and JS divergence of the PDF for the velocity module as functions of the adversarial ratio. It is obvious that the adversarial ratio controls the balance between the point-wise reconstruction error and the predicted turbulent statistics. As the adversarial ratio increases, the MSE increases while the JS divergence decreases. PDFs of the GAN predicted velocity module with different adversarial ratios are compared with that of the original data in figure 16, which shows that the predicted PDF gets closer to the original one with a larger adversarial ratio. The above results clearly show that there exists an optimal adversarial ratio to satisfy the multi-objective requirements of having a small \( L_2 \) distance and a realistic PDF. In the limit of vanishing \( \lambda_{adv} \), results of GAN shows that the nonlinear CNN is still superior to GPOD but is inferior to EPOD in the absence of a critic discriminator. Therefore, there is still room for the improvement of the generator architecture and we can consider combining GAN with EPOD in the future work.

5. Dependency on gap geometry: random gappiness

Things change again when looking at a completely different topology of the damages. Here we study the case when pixels are removed randomly in the original domain \( I \), without any spatial
Figure 17. The MSE (left) and the JS divergence (right) between PDFs of the original and generated velocity modules inside the reconstructed region, obtained from GPOD, EPOD and GAN for random-pixel gap with different sizes.

Figure 18. PDF of the velocity module in the reconstructed region obtained from GPOD, EPOD and GAN for random-pixel gap with different sizes. Note that results of GPOD and EPOD are not physically correct because there exist negative tails for the positive velocity module.

correlations. We define the gap size of random gappiness as the square root of the damaged area. Because the random-pixel gap is easier for interpolating than a square gap of the same size, all reconstruction methods show good and comparable results in terms of MSE and PDFs of velocity module (figures 17 and 18). For almost all damaged densities, POD- and GAN-based methods give small MSE and JS divergence. However, when the total damaged region area is extremely large, GPOD and EPOD are not able to reconstruct the field at large wave numbers while GAN still works well because of the adversarial training. For extremely large random gappiness, figure 19 shows the reconstructed energy spectrum and figure 20 shows reconstructions of velocity module and velocity module gradient. It is obvious that GPOD and EPOD only predict the large-scale structure while GAN generates reconstructions with multi-scale information.

6. Conclusions

In this work, two linear POD-based approaches, GPOD and EPOD, are compared against a fully non-linear and unbiased convolutional network, based on a generative adversarial architecture, to reconstruct 2D damaged images taken from a database of rotating turbulent flows. Performances have been quantitatively judged on the the basis of (i) large-scale features based on the $L_2$ distance
between the ground truth and the reconstructed field and (ii) multi-scale properties given by the distance between the original and the reconstructed probability distribution functions of the local velocity module and of its spatial gradient. For one central square gap the GAN approach is proved to be superior, with small MSE and JS divergence, in particular for the large gap sizes where multi-scale features play a major role. GAN reconstructs the velocity field with better multi-scale properties in terms of the PDF of the velocity module gradient, energy spectrum and
flatness, as well as the prediction of the extreme events inside the missing area. In the presence of random damages, the three approaches give competent results except for the case of extreme gappiness where GAN is leading again. Furthermore, two GPOD approaches are compared, which use different approaches to determine the POD coefficients. The first one is keeping only the leading POD modes which is known as dimension reduction. An error analysis demonstrated that the optimal number of POD modes is controlled by the balance between different error components. As a result, for each specific gap, the optimal number of POD modes should be determined from a set of training data prior to the prediction step. The second approach uses a Lasso regularizer to select a subset of POD modes during the linear regression. Results show that both approaches provide a similar MSE and JS divergence. Dependency of GAN-based model on the adversarial ratio is also quantitatively studied. The adversarial ratio controls the compromise between having an ‘optimal’ point-wise reconstruction error and a realistic turbulent statistics also concerning extreme and rare events. Large adversarial ratios undermine the MSE while are good for generated statistical properties and vice versa. Our work is a first step toward the set-up of benchmarks and grand challenges for realistic ‘hard’ turbulent problem with interest for geophysical and laboratory applications, where the lack of measurements obstructs the capability to fully control the system. Many questions remain open, connected to the difficulty of having apriori estimates of the deepness and complexity of the GAN architecture as a function of the complexity of the physics, in particular concerning the amplitude of the missing data (here limited to medium-size gaps) and to the geometry (2D or 3D). As a result, little is known about the performance of the data-driven models as a function of the Reynolds or Rossby numbers, and/or on the possibility to supply physics information to help to further improve the network’s performances. Furthermore, problems such as remote sensing of velocity via pressure signals at the wall can be, in principle, attacked with the same tools.

Appendix A. GPOD (DR) reconstruction and error analysis

Figure 21 shows a schematic diagram of a gappy field. Denote $I$, $G$ and $S$ as point sets composed of points in the whole field, points inside and outside the gap region, respectively. Given $m(\cdot)$ as a function returning the number of points in a set, we can define

\[
I = \{x_1, x_2, \ldots, x_{m(I)}\},
G = \{x_k \mid x_k \text{ in the gap} = \{x_{i_1}, x_{i_2}, \ldots, x_{i_{m(G)}}\},
S = I \setminus G = \{x_{j_1}, x_{j_2}, \ldots, x_{j_{m(S)}}\},
\]

(A1)
\[ x = \begin{bmatrix} x_1 & x_2 & \cdots & x_{m(I)} \end{bmatrix}^T, \]
\[ \bar{x} = \begin{bmatrix} x_{i_1} & x_{i_2} & \cdots & x_{i_{m(G)}} \end{bmatrix}^T, \]
\[ \tilde{x} = \begin{bmatrix} x_{j_1} & x_{j_2} & \cdots & x_{j_{m(S)}} \end{bmatrix}^T. \]  

(2)

Expand a full field \( u(x) \) on POD modes \( \{\psi(x)\}_{n=1}^{n=N} \),

\[
 u(x) = \sum_{n=1}^{N} a_n \psi_n(x) = \sum_{n=1}^{N} a_n \psi_n(x) + \sum_{n=N'+1}^{N} a_n \psi_n(x), \]  

which can be written as

\[
 u = Xa = X'a' + r', \]  

where \( N \) is the total number of POD modes and \( N' \) is the number of POD modes adopted for approximation. The definitions of \( X, X', a, a' \) and \( r' \) are shown below,

\[
 X = \begin{bmatrix} \psi_1(x) & \psi_2(x) & \cdots & \psi_N(x) \\ \psi_1(x_1) & \psi_2(x_1) & \cdots & \psi_N(x_1) \\ \psi_1(x_2) & \psi_2(x_2) & \cdots & \psi_N(x_2) \\ \vdots & \vdots & \ddots & \vdots \\ \psi_1(x_{m(I)}) & \psi_2(x_{m(I)}) & \cdots & \psi_N(x_{m(I)}) \end{bmatrix}, \]  

(5)

\[
 X' = \begin{bmatrix} \psi_1(x) & \psi_2(x) & \cdots & \psi_{N'}(x) \\ \psi_1(x_1) & \psi_2(x_1) & \cdots & \psi_{N'}(x_1) \\ \psi_1(x_2) & \psi_2(x_2) & \cdots & \psi_{N'}(x_2) \\ \vdots & \vdots & \ddots & \vdots \\ \psi_1(x_{m(I)}) & \psi_2(x_{m(I)}) & \cdots & \psi_{N'}(x_{m(I)}) \end{bmatrix}, \]  

(6)

\[
 a = \begin{bmatrix} a_1 & a_2 & \cdots & a_N \end{bmatrix}^T, \]  

(7)

\[
 a' = \begin{bmatrix} a_1 & a_2 & \cdots & a_{N'} \end{bmatrix}^T, \]  

(8)

\[
 r' = r'(x) = \begin{bmatrix} \psi_{N'+1}(x) & \psi_{N'+2}(x) & \cdots & \psi_N(x) \end{bmatrix} \begin{bmatrix} a_{N'+1} & a_{N'+2} & \cdots & a_N \end{bmatrix}^T. \]  

(9)

Before we move on to GPOD reconstruction, we introduce two operators, \((\cdot)\) and \(\tilde{(\cdot)}\). For \( u = u(x) \),

\[
 \tilde{u} = u(\bar{x}), \quad \tilde{u} = u(\tilde{x}), \]  

(10)
and for $X$,

$$
\tilde{X} = \begin{bmatrix}
\psi_1(\tilde{x}) & \psi_2(\tilde{x}) & \cdots & \psi_N(\tilde{x}) \\
\psi_1(x_{i_1}) & \psi_2(x_{i_1}) & \cdots & \psi_N(x_{i_1}) \\
\psi_1(x_{i_2}) & \psi_2(x_{i_2}) & \cdots & \psi_N(x_{i_2}) \\
\vdots & \vdots & \ddots & \vdots \\
\psi_1(x_{i_{m(G)})} & \psi_2(x_{i_{m(G)})} & \cdots & \psi_N(x_{i_{m(G)})} \\
\end{bmatrix}
$$

(A11)

Besides, $\tilde{X}'$, $\tilde{r}'$ and $\tilde{r}'$ can be similarly defined.

Everson & Sirovich (1995) minimize the error outside the gap,

$$
\tilde{E} = \|\tilde{u} - \tilde{X}'a'\| = \int_S \left| u(x) - \sum_{n=1}^{N'} a_n \psi_n(x) \right|^2 \, dx,
$$

(A12)

and achieve a best fit of $a'$ (Penrose 1956; Planitz 1979),

$$
a'_b = \arg \min_{a'} \tilde{E} = \tilde{X}'u + \left( I' - \tilde{X}'\tilde{X}' \right) w',
$$

(A13)

where $I' \in \mathbb{R}^{N' \times N'}$ is an identity matrix, $\tilde{X}'$ is the Moore-Penrose inverse of $\tilde{X}'$, and $w' \in \mathbb{R}^{N' \times 1}$ is an arbitrary vector. The reconstructed field in the gap is obtained from

$$
\tilde{u}_b = \tilde{X}'a'_b,
$$

(A14)

and the reconstruction error is

$$
\tilde{E} = \|\tilde{u} - \tilde{u}_b\| = \|\tilde{X}' \left( \left( I' - \tilde{X}'\tilde{X}' \right) \left( a' - w' \right) - \tilde{X}'\tilde{r}' \right)\| = \|\tilde{e}_1 + \tilde{e}_2 + \tilde{e}_3\|,
$$

(A15)

where

$$
\tilde{e}_1 = \tilde{X}' \left( I' - \tilde{X}'\tilde{X}' \right) (a' - w'), \quad \tilde{e}_2 = -\tilde{X}'\tilde{X}'\tilde{r}', \quad \tilde{e}_3 = \tilde{r}'.
$$

(A16)

Equations (A15) and (A16) show that the quality of reconstruction depends on three terms, $\tilde{e}_1$, $\tilde{e}_2$ and $\tilde{e}_3$. We calculate their contributions to the reconstruction error

$$
\tilde{C}_1 = \|\tilde{e}_1\|, \quad \tilde{C}_2 = \|\tilde{e}_2\|, \quad \tilde{C}_3 = \|\tilde{e}_3\|.
$$

(A17)

For a square gap with $l/l_0 = 8/64$ and $40/64$, figure 22 shows $\langle \tilde{C}_1 \rangle$, $\langle \tilde{C}_2 \rangle$, $\langle \tilde{C}_3 \rangle$ and $\langle \tilde{E} \rangle$ as functions of $N'$, where $\langle \cdot \rangle = \frac{1}{N_{\text{test}}} \sum_{c=1}^{N_{\text{test}}} (\cdot)$ represents the average over $N_{\text{test}} = 20480$ test data.

Values are normalized by $m(G)E_u$, where $E_u$ is the normalization factor given in equation (3.2). We use $w' = 0$ to calculate $\langle \tilde{C}_1 \rangle$ and $\langle \tilde{E} \rangle$ without loss of generality.

Figure 22 shows that $\langle \tilde{C}_1 \rangle$ is always zero when $N'$ is smaller than a threshold, $N'_c$, because in equation (A16) $\tilde{X}'$ is invertible and thus $I' - \tilde{X}'\tilde{X}' = 0$. The arbitrariness of $w'$ only takes effect when $N'$ is larger than the threshold, in which case $\tilde{X}'$ is not invertible and $\langle \tilde{C}_1 \rangle$ is not zero. When $N'$ increases from zero, $\langle \tilde{C}_3 \rangle$ always decreases as it represents the truncation error of POD expansion, while $\langle \tilde{C}_2 \rangle$ increases at $N' < N'_c$ and decreases at $N' > N'_c$. From the trade-off between different error components, we can obtain an optimal $N' = N'_{\text{opt}}$ with the smallest
Appendix B. Comparison between DR and Lasso for GPOD reconstruction

The two GPOD methods introduced in §2.2 are compared for a square gap of size $l/l_0 = 40/64$. Figure 23 (left) shows the PDF of the estimated value of $\alpha$ over the test data for Lasso regression. Table 2 shows that the GPOD reconstruction with DR and Lasso give similar MSE and JS divergence of the PDF for the velocity module. Figure 23 (right) also shows that the reconstructed PDFs of the velocity module are comparable. The difference between DR and Lasso is illustrated by the reconstruction sample in figure 24. It shows that DR can better capture the large-scale structure while Lasso provides more multi-scale structures. Figure 24 also shows
Square gap, $l/l_0 = 40/64$

![PDF graph](image)

**Figure 23.** PDF of the estimated value of $\alpha$ over the test data for Lasso regression (left) and PDFs of the velocity module in the reconstructed region obtained from GPOD reconstruction with DR and Lasso (right) for a square gap of size $l/l_0 = 40/64$.

### Table 2

|           | $\text{MSE}_{\text{gap}}(u)$ | $\text{JSD}(u)$               |
|-----------|-------------------------------|--------------------------------|
| DR        | $0.1683(-0.0153, +0.0123)$    | $0.04769(-0.00067, +0.00080)$ |
| Lasso     | $0.1708(-0.0165, +0.0168)$    | $0.04854(-0.00110, +0.00063)$ |

**Table 2.** The MSE and the JS divergence between PDFs of the original and generated velocity modules inside the reconstructed region, obtained from GPOD reconstruction with DR and Lasso for a square gap of size $l/l_0 = 40/64$.

![Reconstruction visualization](image)

**Figure 24.** Reconstruction visualization of velocity module (the 1st row) and velocity module gradient (the 2nd row) for the two GPOD approaches for a square gap of size $l/l_0 = 40/64$, where the optimal $N' = 12$ is used for DR. The last column plots the spectra of reconstructed POD coefficients obtained from DR and Lasso for the flow configuration shown on the left.

The corresponding spectra of POD coefficients obtained from DR and Lasso, where DR gives a nonzero spectrum up to $N' = 12$ and Lasso selects both large- and small-scale modes.

### Appendix C

This appendix contains details of the architecture (figure 2) and training of the GAN. For square gap with different sizes $l = 8, 16, 24, 32, 40, 50, 60$ and $62$, we use different kernel sizes of the last layer of generator and the first layer of discriminator, $k = 8, 4, 18, 2, 25, 15, 5$ and
The adversarial loss as a function of epoch (left) and PDFs of the original data and the predicted data at different epochs (right). Results are obtained from the training process of the GAN for a square gap of size $l/l_0 = 40/64$.

For random gappiness, we use $l = 64$ and $k = 1$ but the $L_2$ loss is only computed in the gap. To generate positive output, ReLU is adopted as the activation function for the last layer of generator. A hyper-parameter $\alpha = 0.2$ is chosen for the leaky ReLU activation function of other convolution (up-convolution) layers. We use the adversarial ratio $\lambda_{adv} = 10^{-2}$ for a central square gap and $\lambda_{adv} = 10^{-3}$ for random gappiness as they give good compromise between MSE and reconstructed turbulent statistics.

We train the generator and discriminator together with Adam optimizer (Kingma & Ba 2014), where the learning rate of generator is twice that of discriminator. To improve the stability of training, a staircase-decay schedule is adopted to the learning rate. It decays with a rate of 0.5 every 50 epochs for 11 times, corresponding to the maximum epoch equal to 600. We choose a batch size of 128 and the initial learning rate of generator as $10^{-3}$. Figure 25 shows the training process of the GAN for a $l/l_0 = 40/64$ central square gap. As training proceeds, the adversarial loss saturates at fixed values (figure 25(a)), while the predicted PDF gets closer to the ground truth (figure 25(b)). This indicates the training convergence.

Appendix D.

To simplify the notation, we denote $x$ as the ground truth, $u_{true}$ (or $\partial u_{true}/\partial x_1$), and $y$ as the generated data, $u_{pred}$ (or $\partial u_{pred}/\partial x_1$). The average over gap region and the test data is indicated by

$$\langle \cdot \rangle = \frac{1}{N_{\text{test}}} \sum_{c=1}^{N_{\text{test}}} \frac{1}{m(G)} \int_G \langle \cdot \rangle \, dx.$$  \hfill (D1)

Equation (3.1) can be rewritten as below,

$$\text{MSE}_{\text{gap}} = \frac{\langle (x - y)^2 \rangle}{\sqrt{\langle x^2 \rangle} \sqrt{\langle y^2 \rangle}} = \frac{\langle x^2 \rangle - 2\langle xy \rangle + \langle y^2 \rangle}{\sqrt{\langle x^2 \rangle} \sqrt{\langle y^2 \rangle}}.$$  \hfill (D2)

Since the generated data is randomly sampled from the original one, they are completely uncorrelated thus $\langle xy \rangle = \langle x \rangle \langle y \rangle$. Besides, $x$ and $y$ have the same statistics, indicating that $\langle x \rangle = \langle y \rangle$ and $\langle x^2 \rangle = \langle y^2 \rangle$. Therefore, one can obtain that

$$\text{MSE}_{\text{gap}} = \frac{2(\langle x^2 \rangle - \langle x \rangle^2)}{\langle x^2 \rangle} = 2 \left( 1 - \frac{\langle x \rangle^2}{\langle x^2 \rangle} \right).$$  \hfill (D3)
Therefore, we have the estimate $\text{MSE}_{\text{gap}}(u) \approx 0.5358$ from the mean value and the mean energy of the velocity module. For the velocity module gradient, we have $\langle \chi \rangle = 0$ from the periodicity and thus $\text{MSE}_{\text{gap}}(\partial u/\partial x_1) \approx 2$.
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