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Abstract  In recent years, artificial neural networks have been successfully used in time series analysis. Using linear methods such as ARIMA and exponential smoothing for non linear time series cannot produce satisfactory results. Although there are various non linear methods, these methods have an important drawback that all of them require a specific model assumption. On the other hand, artificial neural networks have no restrictions such as linearity or model assumptions. In many applications within the time series analysis, it has been seen that artificial neural networks produce more accurate results than those obtained from traditional methods. In spite of the fact that artificial neural networks provide some advantages, researchers keep working on the component selection problem of the method. The answer of the question that which components of the method should be used is a vital issue in terms of forecasting performance. In this study, the effects of number of hidden layer and length of test set on forecasting performance of artificial neural networks are examined. Eight real time series are used in the implementation. The obtained results are analyzed by using statistical analysis and are interpreted.
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1. Introduction

Artificial neural networks have been preferred in various time series forecasting implementations since its advantages. The most important problem is to determine the right components when artificial neural networks are used for forecasting[1]. When feed forward neural networks are employed, the components of the method such as the number of hidden layer, the number of neurons in the layers, which are input, hidden and in the output layers, the activation functions in the hidden and the output layers and the length of the test set are tried to be determined in order to reach high performance accuracy. To pick right components, different approaches have been used in the literature. The studies until 1998 can be found in[12]. [6,8] examined the number of hidden layer and they claimed that using one hidden layer will be sufficient. Later, [4,13] suggested that two hidden layers should be used to reach more accurate results. According to[5,11], using more than two hidden layers will be useless. In many studies available in the literature, %10, %15, %20 or %30 of time series have been generally used for test set. There is no a general rule to determine the length of the test set. Besides these studies, there have been some studies in which systematical approaches for architecture selection in feed forward artificial neural networks are proposed. [2,3,7] proposed architecture selection methods based on forecasting performance measures. And, [1] proposed an architecture selection approach based on tabu search algorithm.

In this study, the answer of the question that “what should be the number of hidden layers and the length of test set to get accurate forecasts?” is searched. To do this, eight real time series which are Ankara air pollution (AAP), Samsun air pollution (SAP), beer consumption in Austria (BCA), airline data series G (ADS), the number of foreign tourists visiting Turkey (FTT), IMKB index (II), exchange rates Turkish Liras/EURO (TLE) and Turkish Liras/DOLAR (TLD) are analyzed and obtained results are examined by using statistical hypothesis. In the next section, brief information about the feed forward neural networks in time series analysis is given. By utilizing tables, Section 3 presents the results obtained from the implementation in which eight real time series are analyzed. In the last section, the obtained results are summarized, interpreted and discussed.

2. Feed Forward Neural Networks

Artificial neural networks approach is a data processing system which mimics biological neural networks. Artificial neural networks can learn from samples included by data. Although the structure of artificial neural networks is simpler than the structure of human neural system, they can produce successful results in various real life problems such as fo-
recasting, classification and image processing.

Although different types of neural networks exist in the literature, feed forward neural networks are generally used for forecasting in the applications. Feed forward neural networks consist of layers that are input, hidden and output layers. A broad neural network architecture is presented in Fig. (1). Each layer compose of neurons and neurons are connected with each other with weights. There is no connection between neurons which are in the same layer. In most of studies available in the literature, one neuron is generally employed for output layer. For neurons in hidden and output layers, activation functions are used. The inputs for neurons in hidden and output layers are calculated by summation of values that is obtained by multiplying output values from other neurons by corresponding weights. This summation can be called activation value. Then, the output value of the neuron is obtained by using activation function for a given activation value. Activation function is the non linear part of neural networks and provides non linear mapping. Hence, activation functions which are non linear are preferred for neurons in the hidden layer. For output neuron, both linear and non linear activation functions can be employed.

![Figure 1. Multilayer feed forward artificial neural network with one output neuron](image)

Training process in artificial neural networks can be considered as determining the best weight values that produce results which are most close to target values. Training is performed by optimizing error value according to the weights. In the literature, there are various training algorithms used for training process. One of these algorithms is Levenberg–Marquardt algorithm that has been generally preferred in recent studies. In the implementation, we also use this algorithm for training.

In recent years, artificial neural networks have been used in most of the time series applications. The advantages that artificial neural networks have can be given as follows:

- Time series can be analyzed without making any test for linearity.
- The forecasts which are more accurate than those obtained from traditional methods can be obtained.
- Conventional non linear time series methods are not flexible since they were improved for only special non linear structures. On the other hand, artificial neural networks can be used for any non linear time series.
- The theory of artificial neural networks is simpler then the theory of conventional approaches so it is simple to utilize artificial neural networks in applications.

For both feed forward and feed backward neural networks, it is possible to give forecasting process in seven steps[8].

**Step 1. Choosing activation function and preprocessing of data.**

First of all, activation functions that will be used for neurons in hidden and output layers are determined. In our study, logistic activation function given in equation (1) is used in all of the neurons.

$$f(x) = \frac{1}{1 + \exp(-x)} \tag{1}$$

Secondly, observations are mapped into a proper interval in terms of determined type of activation function. If logistic activation function is used, observation values will be mapped into interval[0 1] by using the formula given below.

$$x'_i = \frac{x_i - \text{Min}(x_i)}{\text{Max}(x_i) - \text{Min}(x_i)} \tag{2}$$

where $x_i$, $\text{Max}(x_i)$ and $\text{Min}(x_i)$ represents observation values, minimum and maximum values of observations, respectively.

**Step 2. Determining the lengths of test and training sets.**

It is determined that how many percentage of data will be used for testing and training.

**Step 3. Modeling.**

The neural network model is determined by selecting the number of hidden layer, the number of neurons in all of the layers, training algorithm (and parameters of that algorithm) and performance measure.

**Step 4. Generating input values of the neural network.**

The input values of the neural network are lagged time series. When the input values for time series $X_t$ are generated, $m$ lagged time series $X_{t-1}, X_{t-2}, \ldots, X_{t-m}$ are used if $m$ neurons are employed in the input layer.

**Step 5. Calculating the best weight values.**

The best weight values are found by using a training algorithm over the test set. Then, the output value of the neural network model is calculated by using the best values of the weights.

**Step 6. Calculating the performance measure.**

Predictions for test set are calculated. Then, a transformation which is the reverse of the transformation given in (2) is applied to both the output values obtained in Step 5 and predictions obtained in this step. As a result of this transformation, the calculated values are predictions for training (in sample) and test (out sample) sets, respectively. After this transformation, a performance measure is calculated based on the difference between predictions and real values for test set. In the literature, there are various performance measures that are used to see how good the neural network model could learn the relationships between observations[2]. The most preferred criterion in the applications is root of mean square error (RMSE) and it can be calculated by using the formula

$$\text{RMSE} = \sqrt{\frac{1}{p} \sum_{p=1}^{p} (y_p - z_p)^2} \tag{3}$$
where $p$, $z_p$ and $d_p$ represent length of the test set, the output and the target values of the neural network, respectively.

**Step 7. Forecasting**

Finally, forecasts for beyond the test set are calculated by using the best weight values obtained in Step 5.

### 3. Forecasting Results of Feed Forward Neural Networks for Real Data

In order to determine the number of hidden layer and the lengths of training and test sets, time series which are air pollution data for cities Ankara and Samsun (APA and APS), beer consumption in Australia (BCA), Airline Data Seri G (ADS), the international tourism demand of Turkey (TDT), Index 100 in stocks and bonds exchange market of Istanbul (IMKB), exchange rates of Turkish Liras/US dollar (ETU) and Turkish Lira/Euro (ETE) are analyzed by using feed forward neural networks and obtained results are discussed. In the application, two feed forward neural network models given below are used.

Model 1: Logistic and linear activation functions are employed for neurons in hidden layer and output layer, respectively.

Model 2: Logistic activation function is employed for neurons in both hidden and output layers.

1 and 2 hidden layers are employed for each model so four different architectures totally used in the implementation. 10%, 15%, 20% and 30% of time series are taken as length of test set. Thus, each time series is separately analyzed for four different length of test set. When one hidden layer is used, both the numbers of neurons in hidden and input layers are changed between 1 and 12 so 144 architectures are totally examined. When two hidden layers are tried, the number of neurons in input layer is varied from 1 through 12. And, the numbers of both first and second hidden layers are changed between 1 and 3 so 108 architectures are totally examined.

In tables in which the results obtained from each time series are summarized, the best architectures that give the best forecasts for test sets and corresponding RMSE values are presented. Architectures with one hidden layer are represented by $[n-m-1]$. $[n-m-1]$ represents an architecture including $n$ and $m$ neurons in input and hidden layers, respectively. For architectures with two hidden layers, the representation $[n-m1-m2-1]$ is employed. In a similar way, $[n-m1-m2-1]$ represents an architecture including $n$, $m_1$ and $m_2$ neurons in input, first hidden and second hidden layers, respectively. In the implementation, only one neuron is used in output layer for all architectures like done in most of the studies in the literature.

In Table 1, the obtained results for APA time series are shown. For first cell of the table ‘8.58[2-7-1]’, when length of test set is 10%, one hidden layer and Model 1 are used, the best architecture is found as $[2-7-1]$ that includes 2 and 7 neurons in input and hidden layers and corresponding RMSE value calculated from this architecture is 8.58.

| Hidden Layers Number | Models | Percentage of Test Data |
|----------------------|--------|-------------------------|
| 1                    | Model 1 | 8.58[2-7-1]            |
| 1                    | Model 2 | 8.21[1-9-1]            |
| 1                    | Model 1 | 8.56[1-2-1-1]          |
| 1                    | Model 2 | 7.73[2-3-2-1]          |
| 2                    | Model 1 | 14.61[2-3-1]           |
| 2                    | Model 2 | 11.48[10-11-1]         |
| 2                    | Model 1 | 13.12[5-3-1-1]         |
| 2                    | Model 2 | 15.28[5-1-2-1]         |

According to Table 1, for test set length 10%, the best results are obtained when Model 2 with two hidden layers is used. For 15%, the best forecasts are reached when Model 1 with two hidden layers. For 20%, Model 2 with one hidden layer gives the best results. Finally, for 30%, the most accurate forecasts are calculated from Model 2 with two hidden layers. When the obtained results for APA time series presented in Table 1 is examined, it is seen that architectures with two hidden layers generally produce more accurate results. In a similar way, the results obtained from rest of the time series used in the implementation are summarized in Table 2 and 8.

| Hidden Layers Number | Models | Percentage of Test Data |
|----------------------|--------|-------------------------|
| 1                    | Model 1 | 18.17[11-1-1]          |
| 1                    | Model 2 | 17.94[4-9-1]           |
| 1                    | Model 1 | 17.88[10-2-3-1]        |
| 1                    | Model 2 | 18.36[11-2-2-1]        |
| 2                    | Model 1 | 16.43[9-3-1]           |
| 2                    | Model 2 | 16.75[7-2-1]           |
| 2                    | Model 1 | 17.39[11-2-1-1]        |
| 2                    | Model 2 | 17.00[9-3-3-1]         |

| Hidden Layers Number | Models | Percentage of Test Data |
|----------------------|--------|-------------------------|
| 1                    | Model 1 | 0.0472[12-1-1]         |
| 1                    | Model 2 | 0.0629[7-4-1]          |
| 1                    | Model 1 | 0.0442[12-1-3-1]       |
| 1                    | Model 2 | 0.0500[12-1-3-1]       |
| 2                    | Model 1 | 0.0500[12-1-1-1]       |
| 2                    | Model 2 | 0.0684[12-12-1]        |
| 2                    | Model 1 | 0.0504[12-1-1-1]       |
| 2                    | Model 2 | 0.0522[9-3-3-1]        |
When Table 3 is examined, it is seen that Model 1 generally gives better results for ADS time series.

Table 4. The obtained results for APS time series

| Hidden Layers Number | Models       | Percentage of Test Data |
|----------------------|--------------|-------------------------|
|                      | Model 1      | 30.2144[8-5-1]          |
|                      | Model 2      | 39.6750[2-1-1]          |
|                      | Model 1      | 32.4994[2-3-1-1]        |
|                      | Model 2      | 35.6096[5-3-2-1]        |
|                      | 20%          | 36.2506[4-5-1]          |
|                      | 15%          | 35.9797[3-4-1]          |
|                      | 1            | 37.1699[5-1-1-1]        |
|                      | 2            | 50.3244[2-1-1-1]        |

According to Table 4, architectures include one hidden layer generally produce more accurate forecasts for APS time series.

Table 5. The obtained results for TDT time series

| Hidden Layers Number | Models       | Percentage of Test Data |
|----------------------|--------------|-------------------------|
|                      | Model 1      | 70.8758[9-2-1]          |
|                      | Model 2      | 66.4199[2-3-1]          |
|                      | Model 1      | 71.7236[2-2-1]          |
|                      | Model 2      | 69.1652[7-1-3-1]        |
|                      | 20%          | 56.264[12-1-1]          |
|                      | 30%          | 56.661[8-8-1]           |
|                      | 1            | 49.4839[6-2-3-1]        |
|                      | 2            | 66.9820[5-3-1-1]        |

Table 6. The obtained results for IMKB time series

| Hidden Layers Number | Models       | Percentage of Test Data |
|----------------------|--------------|-------------------------|
|                      | Model 1      | 105613.2[9-5-1]         |
|                      | Model 2      | 116630.8[8-4-1]         |
|                      | Model 1      | 98650.9[7-1-3-1]        |
|                      | Model 2      | 99407.6[7-1-3-1]        |
|                      | 10%          | 105828.1[9-1-1]         |
|                      | 15%          | 92375.1[8-5-1]          |
|                      | 20%          | 82847.6[8-1-3-1]        |
|                      | 30%          | 84954.6[7-1-3-1]        |

It is seen from Table 5 that the best results are generally obtained from architectures with two hidden layers for TDT time series.

According to Table 6, it can be said that architectures include one hidden layer generally give more accurate results for IMKB time series.

Table 7. The obtained results for ETE time series

| Hidden Layers Number | Models       | Percentage of Test Data |
|----------------------|--------------|-------------------------|
|                      | Model 1      | 0.0219[2-12-1]         |
|                      | Model 2      | 0.0218[1-7-1]          |
|                      | Model 1      | 0.0350[2-3-1]          |
|                      | Model 2      | 0.0221[1-3-2-1]        |
|                      | 20%          | 0.0194[1-4-1]          |
|                      | 30%          | 0.0190[1-7-1]          |
|                      | 1            | 0.0197[1-2-3-1]        |
|                      | 2            | 0.0192[1-3-2-1]        |

Table 8. The obtained results for ETU time series

| Hidden Layers Number | Models       | Percentage of Test Data |
|----------------------|--------------|-------------------------|
|                      | Model 1      | 0.0109[1-8-1]          |
|                      | Model 2      | 0.0096[1-11-1]         |
|                      | Model 1      | 0.0114[8-3-2-1]        |
|                      | Model 2      | 0.0109[1-3-1-1]        |
|                      | 20%          | 0.0123[1-8-1]          |
|                      | 30%          | 0.0112[1-7-1]          |
|                      | 1            | 0.0125[1-2-1]          |
|                      | 2            | 0.0135[1-3-1-1]        |

When Table 7 is examined, it is clearly seen that the best results are obtained from architectures with one hidden layer for ETE time series. In addition, the numbers of neuron in input layers are equal to one for all cases.

Table 9. The obtained results for APA time series

| Number              | Models       | Percentage of Test Data |
|---------------------|--------------|-------------------------|
| 1                   | Model 1      | 0.0137[1-8-1]          |
|                     | Model 2      | 0.0140[3-3-1]          |
|                     | Model 1      | 0.0135[10-3-1-1]       |
|                     | Model 2      | 0.0135[1-3-1-1]        |
| 20%                 | 0.0116[1-3-1] |
| 30%                 | 0.0109[1-7-1] |
| 40%                 | 0.0111[8-1-3-1] |
| 60%                 | 0.0114[1-3-3-1] |

It can be said from Table 8 that Model 2 generally produces better results than those obtained from Model 1 for ETU time series. Besides this, architectures have one neuron in input layer are generally selected as best architecture.

The best architectures that give the best forecasts are presented in Table 1 and 8. When these tables were interpreted, statistical hypotheses were not used. However, Model 1 is compared to Model 2 and architecture with one hidden layer is compared to architecture with two hidden layers in Table 9 by utilizing Mann-Whitney U nonparametric hypothesis test. RMSE values obtained from different architectures for each time series compose the sample for hypothesis test. For instance, APA time series was analyzed with 252 architectures as mentioned before. 252 RMSE values belong to these architectures are compared by using Mann-Whitney U test. The reason of using a nonparametric
hypothesis test is that samples do not have Normal Distribution. And, median is preferred as a location parameter.

In Table 9, for APA time series, median values are 20.67 and 21.49 for Model 1 and Model 2, respectively. The difference between these models is not significant since corresponding significance probability value obtained from Mann-Whitney U test is 0.101. Therefore, the answer of the question “Is the difference between two models significant?” is ‘No’. In other words, choosing Model 1 or Model 2 will not change the obtained results. In a similar way, the other results given in Table 9 can be examined. For five time series ADS, APS, TDT, IMKB and ETU, the difference between Model 1 and Model 2 is significant. Using Model 1 will give better results for ADS time series while preferring Model 2 will produce better results for APS, TDT, IMKB and ETU time series.

According to Table 9, it is obvious that for all time series, the difference between architectures with one hidden layer and two hidden layers is significant since all of the significance probability values are very close to zero. Architectures with two hidden layers produce more accurate forecasts than those obtained from architectures with one hidden layer for all eight time series.

| Table 9. Mann-Whitney U test results |
|-------------------------------------|
| Data | Model | Hidden Layer Number | 1 | 2 |
| APA | Medians | Decision | No (p=0.101) | Yes (p=0.000) |
| BCA | Medians | Decision | No (p=0.058) | Yes (p=0.000) |
| APS | Medians | Decision | Yes (p=0.000) | Yes (p=0.000) |
| TDT | Medians | Decision | Yes (p=0.000) | Yes (p=0.000) |
| IMKB | Medians | Decision | Yes (p=0.000) | Yes (p=0.000) |
| ETE | Medians | Decision | No (p=0.051) | Yes (p=0.000) |
| ETU | Medians | Decision | Yes (p=0.002) | Yes (p=0.000) |

4. Conclusions and Discussions

Eight real time series are analyzed with feed forward neural networks. Different test set lengths, different types of activation functions and architectures with one and two hidden layers are used in this study. The obtained results are examined by using Mann-Whitney U nonparametric hypothesis test. As a result of the study, it can be said that Model 1 gives better results than those obtained from Model 2 for four data sets. In addition, it is seen that the length of test set has an important effect on forecasting performance. The smaller the test set length is, the more accurate the obtained forecasts are. Another finding is that using architectures with two hidden layers gives more accurate results than those obtained from architectures with one hidden layer for all of the time series used in the implementation.
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