1. Introduction

Transient stability assessment (TSA) has long been considered to be of paramount importance for ensuring safe operation of power systems [1]. Transient stability refers to the ability of an electric power system to remain in synchronism between machines after suffering from serious disturbances [2, 3]. Problems arising from the growing integration of intermittent renewable power generation in a variety of forms, such as active distribution networks [4], microgrids [5], and integrated energy systems [6], are pushing a power system to complex and variable operating scenarios due to the inherent uncertainties of renewable generation [7]. Meanwhile, the increasing cyberattacks and the reliance on control and communication are resulting in new sources and propagation paths of cascading failures [8]. As a new generation of DC transmission technique, voltage source converter-based high-voltage direct current (VSC-HVDC) has become a popular opinion of power transmission due to its significant advantages such as independent adjustments of active and reactive powers [9] and asynchronous interconnection between islands [10]. Besides, the integration of energy storage [11, 12], electric vehicles [13], and increasingly diversified demands [14, 15] affect the stable operation of the system to a certain extent. All these shifts pose new challenges in maintaining the system working reliably [16]. Recently, the successful application of time-stamped phasor measurement units- (PMUs-) based wide-area measurement system (WAMS) makes synchronized measurements available for use, which opens up new opportunities for developing a modern wide-area protection and control (WAPaC) system [17–19].

In general, the TSA methods consist of two categories: time-domain (T-D) simulations [20] and direct method [21–24]. Machine learning has proven as an effective way to solve complex electrical engineering problems [25, 26]. Recent research demonstrates that pattern recognition techniques, such as decision trees (DT), artificial neural networks (ANN), and support vector machines (SVM), are promising for assessing transient stability status of power systems, called pattern recognition-based TSA (PRTSA) [27]. (1) DT-based TSA: In [28], a dynamic security assessment approach is proposed by using PMUs and DT; and then, an adaptive ensemble DT is developed for doing so in [29]; in [30], a generic DT-based probabilistic framework is put forward for predicting transient stability of power systems via PMU data. (2) ANN-based TSA: ANN is originally introduced to solve TSA problems by Sobajie and Pao in [31]; in [32], an ANN-based dynamic security assessment method is proposed for power systems with fisher discrimination-based feature selection; in [33], a TSA approach based on recurrent artificial
neural network is presented for multimachine power systems; in [34], multilayered perceptron (MLP) neural networks are utilized for TSA of power systems with detailed models; and in [35], a TSA approach is developed by using a hybrid intelligent system consisting of a preprocessor, an ANN array, and an interpreter. (3) SVM-based TSA: in [36], an SVM-based TSA approach is put forward for large-scale power systems; in [37], an SVM-based algorithm is proposed for TSA via PMU data; in [38], a feature selection approach based on improved maximal relevance and minimal redundancy (mRMR) coupled with SVM-based classifier is proposed for TSA; and in [39], energy-based features are employed as the inputs of an SVM classifier for TSA. (4) Extreme learning machine- (ELM-) based TSA: in [40], a real-time TSA model using ELM is presented; in [41], an ELM-based TSA model optimized by improved particle swarm optimization (IPSO) is proposed by using PMU data; in order to address the issue of lacking online learning ability in current PRTSA methods, an ELM-based critical clearing time forecasting method is proposed by using ELM and improved ant-miner algorithm for TSA. (5) Other PRTSA approaches: in [42], a time-adaptive TSA approach is developed by using ELM and improved Jaya-based feature selection is put forward; in [43], a rule extraction method is developed by using ELM and improved ant-miner algorithm for TSA. (5) Other PRTSA approaches: in [44], a real-time ELM-based TSA method with Jaya-based feature selection is put forward; in [45], a rule extraction method is developed by using ELM and improved ant-miner algorithm for TSA. (5) Other PRTSA approaches: in [46], a core vector machine-based TSA is presented. In [47], a multifeature fusion approach for TSA is proposed via PMU data. In [48], a time-adaptive TSA approach is developed. Unfortunately, there are some inherent disadvantages in PRTSA methods. For example, the ANN has problems of overfitting, local optima, and slow convergence; the SVM has difficulty in optimal parameter selection. These above-mentioned defects seriously limit the practical application of such methods.

Random vector functional link (RVFL) network originally proposed in [49] is a powerful single-layer feed-forward neural network (SLFN) with significant advantages of efficient training speed and universal approximation [50], and it has been widely used for addressing various power system issues such as voltage stability assessment [51], static security assessment [52], and dynamic security assessment [53]. Meanwhile, the Jaya algorithm proposed in [54] is an emerging intelligent optimization algorithm, whose optimization performances do not rely on the algorithm-specific control parameters [55]. The Jaya algorithm has been employed to solve complex optimization problems in engineering, such as optimal parameter selection [44], optimal power flow [56], and optimization of thermal devices and cycles [57]. In this paper, a novel TSA approach using RVFL network optimized by using the Jaya algorithm, called Jaya-RVFL, is proposed for power systems. First, by extracting system-level features from PMU measurements as predictors, an RVFL-based TSA model is proposed. For the purpose of improving the performance of RVFL classifiers, a quantile scaling approach is utilized to optimize the randomization range of input weights via the Jaya algorithm.

The rest is structured as follows: the construction of the original feature set is presented in Section 2, and then the principle of the proposed Jaya-RVFL-based TSA approach is presented in detail in Section 3. Application of the approach is shown using the IEEE 39-bus system and a practical system in Section 4. At last, Section 5 draws the conclusions.

2. Construction of the Original Feature Set

It is an important task for PRTSA to construct effective original features [58, 59]. Due to limitations of traditional measurement systems, previous works tend to utilize pre-fault static features as predictors; while this work focuses on extracting system-level features from postfault dynamic information from WAMS.

2.1. WAMS. Due to the limitations of traditional measurement systems like SCADA, existing works tend to utilize pre-fault static features. The industrial application of WAMS has recently broken through this bottleneck, whose structure is illustrated in Figure 1.

As shown in Figure 1, WAMS is a measurement system for a power system including multiple areas, and it typically consists of three components: PMU, communication system, and control system. Just because WAMS is capable of supplying postfault synchronized measurements, this work focuses on extracting features from PMU data as predictors for real-time TSA.

2.2. Original Feature Set. In order to comprehensively depict the transient disturbed pattern space during the whole distribution process, the original features are extracted from different phases including the pre-fault steady state, fault clearing time, and postfault state. As listed in Table 1, the input features proposed in [58, 59] are used as the original input features of this work.

3. Principle of the Proposed Approach

3.1. RVFL Network. As illustrated in Figure 2, RVFL network has three layers: input, hidden, and output layers. Different from other SLFNs like ELM, there are direct links between the input and hidden layers in the RVFL. For a given training set \( D \) with \( N \) instances in the following form: \( D = \{ (x_i, y_i) | x_i \in \mathbb{R}^M, y_i \in \mathbb{R} \}, \ i = 1, \cdots, N, \ \ x_i = [x_{i1}, \cdots, x_{im}, \cdots, x_{iM}] \in \mathbb{R}^M \text{ and } y_i = [y_{i1}, \cdots, y_{ip}, \cdots, y_{ip}] \in \mathbb{R} \) are the \( i \)th input vector with \( M \) input features and the \( ith \) output vector with \( P \) output features. The RVFL network with \( L \) hidden nodes is mathematically written as follows: where \( h_i = f(\sum_{m=1}^{M} a_{mi}x_m + b_{i1}) \); \( a_{mi} \) and \( \beta_{ip} \) are, respectively, the weights between input and hidden layers and the weights between hidden and output layers; \( \beta_{ip} \) are the weights between input and output layers; \( f \) is the activation function; and \( b_{i1} \) and \( b_{ip} \) are the biases between layers.

\[
y_p = \sum_{l=1}^{L} \beta_{l, p} h_l + b_{h, p} + \sum_{m=1}^{M} \beta_{m, p} x_m + b_{i, p},
\]  

(1)
Recent research in [50] suggests that the output bias terms are insignificant; therefore, they are omitted, i.e., $b_{i,p} = b_{h,p} = 0$. For ease of description, (1) is rewritten as

$$H\beta = Y,$$

where $H$ is the hidden layer output matrix, $Y = [y_1, \ldots, y_N]^T$, and $\beta$ is the output weight vector.

And finally, one can obtain

$$\hat{\beta} = H^\dagger Y,$$

where $H^\dagger$ is the Moore–Penrose generalized inverse of $H$.

3.2. Jaya Algorithm. The key idea of this algorithm is that a solution should move to the optimal solution and away from the worst one [54], which is represented as

$$X_{j,k,i} = X_{j,k,i} + r_{1,j,i}(X_{j,\text{best},i} - X_{j,k,i}) \times r_{2,j,i}(X_{j,\text{worst},i} - X_{j,k,i}),$$

where $X_{j,k,i}$ denotes the value of variable $j$ for candidate $k$ at iteration $i$; $X'_{j,k,i}$ refers to the updated value of $X_{j,k,i}$; $X_{j,\text{worst},i}$ and $X_{j,\text{best},i}$ are, respectively, the values of variable $j$ for the worst and best candidates [44]; and $r_{1,j,i}$ and $r_{2,j,i}$ are the two random numbers for variable $j$ at iteration $i$. $X'_{j,k,i}$ is accepted, if this updated value yields a better function value. More details of this algorithm can be found in [44, 54].

3.3. Jaya-RVFL-Based TSA

3.3.1. Jaya-Based RVFL Training. According to [50, 53], the quantile scaling algorithm is an effective way to improve the performance of RVFL networks by optimizing the randomization range of input weights. In this study, the Jaya algorithm is employed to optimize the two parameters: the regularisation parameter $\lambda$ and the number of hidden nodes $L$. The main steps of Jaya-based RVFL training are listed as follows:

**Step 1.** Initialize population: all individuals of the Jaya algorithm are randomly generated, the ranges of the parameters are as follows: $L \in [1, 1000]$; $r \in [0, 0.5]$.

**Step 2.** Run RVFL classifier with current parameters.

**Step 3.** Fitness evaluation: calculate the fitness value. Here, the 5-fold cross-validation accuracy classification is used as the fitness value.

**Step 4.** Update the parameters: if the fitness value in the current generation is better than that in the previous generation, then update the population positions and generate the next-generation populations according to the optimization mechanism of the Jaya algorithm.

**Step 5.** Termination criteria: if the criterion is met, go to Step 6; otherwise, increase the evolutionary generation by 1, and then return to Step 2. Here, the criterion is that the
current generation exceeds the maximum number of iterations or the fitness value is greater than a pregiven threshold.

Step 6. Output the optimal RVFL classifier.

3.3.2. TSA Scheme. As shown in Figure 3, the proposed scheme includes two phases: offline training and real-time assessment.

(1) Generation of the Knowledge Base. A knowledge base (KB) consists of large numbers of operating conditions (OCs), and it implies the mapping relationship between inputs and stability statuses. In this work, KB is generated by using Power System Toolbox (PST). The simulations are repeatedly performed under different OCs and faults. In each case, a label Class\_Lable is defined as

$$\text{Class\_Lable} = \text{sgn}\left(\frac{360°-|\Delta \delta_{\text{max}}|}{360°+|\Delta \delta_{\text{max}}|}\right),$$

where sgn(·) is the sign function and $\Delta \delta_{\text{max}}$ is the maximum relative rotor angle deviation between machines after the fault occurrence. If the class label is “-1,” the system is considered to be unstable; otherwise, the system is stable.

### Table 1: Input features of the dataset.

| No. | Input features |
|-----|----------------|
| Tz1 | Average mechanical power of all generators before fault |
| Tz2 | Maximum value of all generators’ initial rotor accelerations |
| Tz3 | Initial rotor angle of the generator that has the maximum acceleration |
| Tz4 | Initial average acceleration power of all generators |
| Tz5 | System impact at $t_{cl}$ |
| Tz6 | RA1 at $t_{cl}$ |
| Tz7 | KE1 at $t_{cl}$ |
| Tz8 | Rotor angle of the generator that has the maximum kinetic energy at $t_{cl}$ |
| Tz9 | KE2 at $t_{cl}$ |
| Tz10 | KE3 at $t_{cl}$ |
| Tz11 | MD at $t_{cl}$ |
| Tz12 | RA2 at $t_{cl}$ |
| Tz13 | System impact at $t_1$ |
| Tz14 | KE2 at $t_1$ |
| Tz15 | KE3 at $t_1$ |
| Tz16 | RA1 at $t_1$ |
| Tz17 | MD at $t_1$ |
| Tz18 | KE1 at $t_1$ |
| Tz19 | RA2 at $t_1$ |
| Tz20 | System impact at $t_2$ |
| Tz21 | KE2 at $t_2$ |
| Tz22 | KE3 at $t_2$ |
| Tz23 | RA1 at $t_2$ |
| Tz24 | MD at $t_2$ |
| Tz25 | RA2 at $t_2$ |
| Tz26 | System impact at $t_3$ |
| Tz27 | KE2 at $t_3$ |
| Tz28 | KE3 at $t_3$ |
| Tz29 | RA1 at $t_3$ |
| Tz30 | MD at $t_3$ |
| Tz31 | RA2 at $t_3$ |
| Tz32 | No. | Input features |
| Tz33 | System impact at $t_4$ |
| Tz34 | KE2 at $t_4$ |
| Tz35 | KE3 at $t_4$ |
| Tz36 | RA1 at $t_4$ |
| Tz37 | MD at $t_4$ |
| Tz38 | RA2 at $t_4$ |

COI: center of inertia; $t_{cl}$: the fault clearing time; $t_1$, $t_2$, and $t_3$: the third, sixth, and ninth cycle after fault clearance; RA1: rotor angle of the generator that has the largest difference relative to the COI; KE1: kinetic energy of the generator with the maximum rotor angle; RA2: rotor angular velocity of the generator with the largest difference relative to the COI; KE2: maximum rotor kinetic energy; KE3: average rotor kinetic energy; MD: maximum difference of rotor angles.

Among the features, Tz1: the load level; Tz2 ~ Tz4: the features extracted at $t_0$; Tz5 ~ Tz12: the features extracted at $t_{cl}$; Tz13 ~ Tz33: the postfault dynamic features of the system.
(2) Feature Extraction. As illustrated in Table 1, a set of system-level features are extracted. These features depict the transient disturbed pattern space during the whole distribution process.

(3) Data Preprocessing. The min-max normalization technique is used as the data preprocessing method, i.e.,
\[
val' = \frac{val - \text{min}_a}{\text{max}_a - \text{min}_a}
\]
where \(val\) and \(val'\) are the original feature value and its scaled value and \(\text{min}_a\) and \(\text{max}_a\) are, respectively, the lower and upper bounds of the feature value.

(4) Real-Time Assessment. When new OCs are fed into the trained TSA model, the stability status will be immediately obtained. If the system is stable, then enter the next cycle; otherwise, the emergency control will be started up.

4. Case Study

To examine the effectiveness of our approach, the IEEE 39-bus system and a real-world power system—Hebei provincial power system, China—are utilized as the testing systems. The used T-D simulation software is the Power System Toolbox (PST). All simulations are performed under the MATLAB environment on a desktop PC platform equipped with Intel Core i5-6400 2.70 GHz CPU and 8 GB RAM. Note that, in this study, PMU data are simulated through detailed numerical simulations via the PST.

4.1. Case 1: IEEE 39-Bus System. This system is a famous benchmark system extensively studied in the previous literature [36–44]. It includes 10 generators, 39 buses, and 46 lines, as illustrated in Figure 4.

4.1.1. KB Generation. During the simulations, three-phase short-circuit faults are created at 0.1 s and cleared at 0.4 s for all of the contingencies. After fault clearance, reclosures are successfully performed and no topology changes occur. OCs are generated by modifying the bus loads at random within 80% to 120% of the original values. The obtained total 3300 samples are divided into two subsets: wherein one that consists of 2200 randomly selected samples is for training and the other is for testing.

4.1.2. Test Results. To reasonably assess the optimization performance of the Jaya algorithm, comparison tests are carried out between the Jaya and other optimization algorithms, e.g., genetic algorithm (GA) and practice swarm optimization (PSO). At the same time, due to the inherent occasionality during the testing process, statistical tests are employed to measure the classifier performance [60]. Thus, to measure the model’s classification ability, the following indicator \(\eta\) is employed [45, 58]:
\[
\eta = \frac{\text{Acc} + \text{Kap} + \text{Auc}}{3}
\]

where Acc is the test accuracy, Kap denotes the kappa statistic value, and Auc is the area under the receiver operating characteristic (ROC) curve.

The results are demonstrated in Table 2. Table 2 shows that the presented scheme can accurately assess the stability status of the system. As a result, two conclusions can be drawn: (1) the Jaya algorithm is effective to strengthen the classification ability of the presented model, and furthermore, the Jaya algorithm is obviously superior to other alternatives such as GA and PSO.

4.1.3. Comparison with TSA Models. To further evaluate the proposed method, comparison tests with other TSA models (including MLP and SVM) are performed. The parameters in these algorithms are as follows: for MLP, the number of hidden neurons is 25, and the back-propagation algorithm is...
Table 2: Test results using different optimization algorithms.

| TSA model | Acc (%) | Kap  | Auc   | \( \eta \) |
|-----------|---------|------|-------|----------|
| Jaya-RVFL | 98.00   | 0.980| 0.967 | 0.976    |
| GA-RVFL   | 96.00   | 0.915| 0.959 | 0.945    |
| PSO-RVFL  | 95.45   | 0.905| 0.955 | 0.938    |

Table 3: Test results of different TSA models.

| TSA model | Acc (%) | Kap  | Auc   | \( \eta \) |
|-----------|---------|------|-------|----------|
| Jaya-RVFL | 98.00   | 0.980| 0.967 | 0.976    |
| SVM       | 96.18   | 0.925| 0.964 | 0.950    |
| MLP       | 95.00   | 0.895| 0.950 | 0.932    |

Figure 5: Hebei provincial power system.
employed; for SVM, the used kernel function and parameter selection method are, respectively, chosen as the radial basis function kernel and the grid search algorithm [58].

The test results of different TSA models are listed in Table 3.

Table 3 indicates that the proposed approach possesses better predictive performance than all other comparative models. There are two reasons for this: (1) the RVFL network itself has good generalization ability, and (2) the performance of the RVFL-based model has been strengthened because of the parameter optimization of the Jaya algorithm.

4.2. Case 2: The Hebei Provincial Power System. In order to further evaluate the performances of our approach, an examination has been carried out on a real-world power system—Hebei provincial power system, China. This system has a total of 18 generators, 103 busses, 169 transmission lines, and 31 transformers [61]. The single-line diagram of this system is illustrated in Figure 5.

4.2.1. KB Generation. Regarding the used generators’ model, 12 generators are modeled by the six-order model with the governors and the excitation systems; the rest adopts the classical third-order model. The load uses a composite model with 60% constant power and 40% constant impedance. Load levels range from 80% to 130% of the base value. The types of faults considered are three-phase ground faults, which are cleared within 5 to 10 cycles after the fault occurrence. The fault locations are randomly selected on different lines. A total of 2000 samples are generated via T-D simulations; 1320 ones are selected as the training dataset, and the rest as the testing dataset.

4.2.2. Test Results. The test results with other TSA models are listed in Table 4.

Table 4 shows that the presented approach is also applicable for a practical system. Furthermore, the performance of our approach is significantly superior to that of other commonly used TSA models. It should be noted that the SVM outperforms the MLP in two cases. The reason for this phenomenon is that the SVM has better generalization ability than the MLP since it is based on the structural risk minimization principle, effectively avoiding the over-fitting problem of MLP neural networks that use the conventional empirical risk minimization principle.

5. Conclusions

Pattern recognition has recently proven to be effective and promising for transient stability assessment. However, many such methods suffer some inherent disadvantages such as local optima and slow convergence. In this study, a new TSA approach using RVFL network optimized by the Jaya algorithm, called Jaya-RVFL, is proposed for power systems. First of all, an RVFL-based TSA model is built to reflect the mapping relationships between the system-scale input features and the stability status. Next, the quantile scaling approach is utilized to enhance the performance of RVFL classifiers via the Jaya algorithm. The simulation results on the IEEE 39-bus system demonstrate that the proposed method manages to assess the transient stability of power system. More importantly, the classification performance of our approach outperforms that of other commonly used TSA models, such as MLP and SVM.

Our future work will focus on extending the proposed approach to estimate an accurate transient stability boundary and address stability constrains in transient stability-constrained optimal power flow. It is interesting to investigate TSA of power systems with new elements such as distributed generations [62, 63]. Another potential topic in future research is to develop TSA model using new machine learning techniques such as deep learning [64, 65].
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