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Abstract

In the framework of three-active-neutrino mixing, the charge parity phase, the neutrino mass ordering, and the octant of $\theta_{23}$ remain unknown. The Deep Underground Neutrino Experiment (DUNE) is a next-generation long-baseline neutrino oscillation experiment, which aims to address these questions by measuring the oscillation patterns of $\nu_\mu/\nu_e$ and $\bar{\nu}_\mu/\bar{\nu}_e$ over a range of energies spanning the first and second oscillation maxima. DUNE far detector modules are based on liquid argon TPC (LArTPC) technology. A LArTPC offers excellent spatial resolution, high neutrino detection efficiency, and superb background rejection, while reconstruction in LArTPC is challenging. Deep learning methods, in particular, Convolutional Neural Networks (CNNs), have demonstrated success in classification problems such as particle identification in DUNE and other neutrino experiments. However, reconstruction of neutrino energy and final state particle momenta with deep learning methods is yet to be developed for a full AI-based reconstruction chain. To precisely reconstruct these kinematic characteristics of detected interactions at DUNE, we have developed and will present two CNN-based methods, 2-D and 3-D, for the reconstruction of final state particle direction and energy, as well as neutrino energy. Combining particle masses with the kinetic energy and the direction reconstructed by our work, the four-momentum of final state particles can be obtained. Our models show considerable improvements compared to the traditional methods for both scenarios.

1 Introduction

Neutrino oscillation is the first experimental observation beyond the standard reconstruction method which provides evidence of neutrinos with a non-zero mass. This phenomenon originates from the mixture between the mass and flavor eigenstates of neutrinos, and is commonly described by the PMNS formalism with six fundamental parameters $[1, 3]$. DUNE aims to make precise measurements of these oscillation parameters through the detection of $\nu_\mu/\nu_e$ disappearance and $\nu_e/\bar{\nu}_e$ appearance over a long propagation distance $[4]$. A precise neutrino energy reconstruction provides a chance to estimate the neutrino oscillation parameters with a high significance. Neutrinos are normally detected via charged-current (CC) interactions with the nuclei in the detector. In a CC interaction, the final state includes a charged lepton with the same flavor of the incident neutrino, which in the case of DUNE it is either an electron or a muon, and one or more hadrons. Directions and energies (momentum) of these final state particles give the full kinematics of an neutrino interaction.

Traditionally, the energies of electrons and hadrons are calculated from calorimetric energies and calibration factors. The kinetic energy of the muons is reconstructed using the length of the track.
or the multiple Coulomb scattering method [5], depending on whether the track is contained or not inside the detector. The Coulomb scattering method uses the average scattering angle of a muon to predict the energy not contained in the detector. Directions of particles are reconstructed by fitting to detector hits. The neutrino energy is obtained as the sum of the lepton and hadron energies [6]. The reconstruction of these kinematic parameters is challenging in DUNE due to missing energy caused by argon impurities, nonlinear detector energy responses and overlapping particle trajectories. Image recognition models like convolutional neural networks (CNNs) [7,8] have demonstrated outstanding performance in classification tasks using calorimeter images at DUNE and other high energy physics experiments [9,13]. Nevertheless, applications of CNNs to solve regression problems and reconstruct continuous variables in neutrino physics is still preliminary [19,20], especially when the variables are vectors. In this work, we propose using CNNs to reconstruct the aforementioned kinematic parameters directly from DUNE’s 2-D and 3-D LArTPC images. Our work demonstrates that the kinematics of a physics process in a complicated detector can be fully reconstructed by AI without laborious human-engineered algorithms.

To detect the interactions, the DUNE LArTPC far detector has 3 wire planes for readout, positioned at different angles from each other. After a number of corrections, the signals read out by these planes are reconstructed as "hits", categorized by the charge per hit, the wire and wire plane in which the hit occurred on, and the time of the hit, in units of ticks, which are 0.5 μs each. This information can be represented as 3 images for each neutrino event, one for each wire plane. The pixelmaps are arranged as a 400×280 pixel image, where each pixel corresponds to the reconstructed hits binned by wire number and time ticks respectively, and centered using the reconstructed neutrino interaction vertex. The 400×280 pixels represent 400 wires by 1680 time ticks for νe events, and 2800 wires by 6720 time ticks for νμ events. It is also possible to create 3-D pixelmaps by combining spatial and charge information from all 3 planes. These 3-D pixelmaps are 100×100×100 pixels while its corresponding true area in the detector is 125×125×250 cm for νe events, and 500×500×1000 cm for νμ events where the last dimension is the direction of the neutrino beam. These 3-D pixelmaps are used by the CNN in the reconstruction of the 3-D directions, as they directly provide spatial distributions of detector hits.

![Figure 1: 3 views of 2-D pixelmaps for full-event νe and νμ CC. 3 views of each event are taken together as inputs of the 2-D energy regression CNN.](image)

![Figure 2: 3-D pixelmaps for full-event and prong-only νe and νμ CC. Each pixelmap is taken as an input of the 3-D regression CNN. The red arrows indicate the true directions.](image)

## 2 Models

We propose two CNN architectures, one for energy reconstruction in 2-D, and another one for direction reconstruction in 3-D. For reconstructing CC and prong energy we use the same architecture as [21] with hyperparameters optimized for these specific tasks using SHERPA [22]. The inputs to the network are the three plane views U,V, and Z (Figure[1]). For the νμ CC energy the model was trained on a balanced combination of contained and not contained events. Both νμ CC energy and prong energy models were optimized using Adam [23] with learning rate 0.001, batch size 100 and a
mean absolute percentage error loss for up to 100 epochs with early stopping. The 2-D models were trained using Keras \[24\] with Tensorflow backend \[25\].

The direction regression is heavily dependent on the 3-D geometry in the data, thus we designed a 3-D CNN to exploit the structure in the data. The model is built on a series of “residual blocks” \[26\] and a linear layer to output 3-D direction vectors (Figure 3a). Each “residual block” includes two convolutional layers with \{64, 128, 256, 512\} number of filters respectively, which are both followed by a batch normalization layer (Figure 3b). The input and the output within and between the “residual blocks” are connected by the “shortcut connection”. All activation units except the output use Rectified Linear Units (ReLU) \[27\]. The model is optimized using Adam with learning rate 0.01 with learning rate decay for 200 epochs and mini-batch size 32 in Keras \[24\]. A cosine distance metric was used during the training while a relaxed cosine distance was used for validation and testing. Using regular cosine distance can avoid ambiguity during optimization. It distinguishes between exactly opposite directions, though we can easily infer which hemisphere directions are located in from prior knowledge. Thus we defined relaxed cosine distance loss for better performance as:

\[
L_{dir} = \frac{1}{n} \sum_{i=1}^{n} \min \left( 1 + \frac{d_{\text{True}} \cdot d_{\text{Reco}}}{d_{\text{True}}^{2} + d_{\text{Reco}}^{2}}, 1 - \frac{d_{\text{True}} \cdot d_{\text{Reco}}}{d_{\text{True}}^{2} + d_{\text{Reco}}^{2}} \right)
\] (1)

3 Results

Figures 4a and 4b show the distribution of relaxed angular resolutions (3-D angle between reconstructed and true directions) from the CNN and the traditional method for prong-only $\nu_e$ and $\nu_\mu$ CC events. The angular resolutions are used instead of cosine distances for visualization purposes. The CNN model produced 13.3° and 4.8° angular resolution compared with 37.6° and 9.5° from the traditional method, an improvement of 65% and 50% for electron and muon respectively. Figures 4c and 4d show the energy dependence of the RMS of the angular resolutions. The 3-D regression CNN produced a more precise reconstruction for the whole neutrino energy range for both $\nu_e$ and $\nu_\mu$. These results show the 3-D CNN can extract spatial information better than the traditional clustering and fitting method.
Figure 5 shows the CNN outperforms the leptonic-hadronic energy method by 47% and 15% for $\nu_\mu$ CC events contained and not contained in the detector respectively. The CNN improves the RMS from 0.191 to 0.101 for contained events and from 0.200 to 0.158 for uncontained events. The improvement for events outside the detector with CNN indicates that AI can automatically and more effectively extract the relationship between the muon scattering angle and uncontained energy without explicitly applying the multi-coulomb scattering equation. Potential energy-dependent biases for contained events were corrected by training CNN with reweighted neutrino energy distribution. The reweighted energy distribution is flat between 0 and 6 GeV and constant for higher energies. However, correcting the bias resulted in a slightly higher resolution (0.116), but it still outperformed the leptonic-hadronic energy method in terms of resolution and bias (Figure 5).

Figure 5a and 5b display the track energy reconstruction for the muon (contained events) and electron respectively. The resulting histograms are fit with Gaussian curves to estimate the mean and standard deviation. The CNN and the estimation from the track length perform similar to one another. With both methods achieving a mean of -0.001 and similar resolution around the peak (4% for muon and 5% for electron), while the regression CNN has a much narrower overall distribution, indicating it is less affected by the failure of reconstruction. For the electron, the CNN demonstrates less bias in reconstruction with a mean of 0.007 compared to the Calorimetric Energy of -0.057, an 8 fold improvement in the bias.
4 Conclusion

We have developed 2-D and 3-D regression CNNs to reconstruct both spatial and energy kinematic parameters at DUNE. The regression CNNs outperform the traditional clustering and fitting based methods, indicating that AI can better exploit underlying physics from simulated detector responses. Our models achieve resolution improvements of 65% for electron directions and 50% for muon directions, 31% for $\nu_\mu$ CC energy, and much smaller RMS for lepton energy. The results are promising for the next phase of DUNE, where high-performance reconstruction algorithms will play an essential role in the analysis of new experimental data.

Broader Impact

The deep learning algorithms developed in this work could replace many traditional methods in continuous variable reconstruction tasks for complex detectors. This work is a key step towards a full AI-based event reconstruction. By deploying our methods, they will facilitate the analysis of the large volume of experimental data by providing fast and precise kinetic energy and direction reconstruction.

In the case that our current methods do not match the real data well, detector simulation, energy calibration, and neutrino event generator can be tuned based on the observed difference between data and simulation. Data-driven models and training could also be implemented in our algorithms to mitigate this issue. While our models are currently trained on DUNE simulation, the next step is to validate their performance on the data taken by DUNE’s prototype detectors at CERN.

References

[1] B. Pontecorvo, *Mesonium and anti-mesonium*, Sov. Phys. JETP **6** (1957) 429.
[2] B. Pontecorvo, *Neutrino Experiments and the Problem of Conservation of Leptonic Charge*, Sov. Phys. JETP **26** (1968) 984–988.
[3] Z. Maki, M. Nakagawa, and S. Sakata, *Remarks on the unified model of elementary particles*, Prog. Theor. Phys. **28** (1962) 870–880.
[4] DUNE Collaboration, B. Abi et al., *Deep Underground Neutrino Experiment (DUNE), Far Detector Technical Design Report, Volume II DUNE Physics*, arXiv:2002.03005.
[5] MicroBooNE Collaboration, P. Abratenko et al., *Determination of muon momentum in the MicroBooNE LArTPC using an improved model of multiple Coulomb scattering*, JINST **12** (2017), no. 10 P10010, [arXiv:1703.06187](https://arxiv.org/abs/1703.06187).
[6] N. Grant and T. Yang, *Neutrino energy reconstruction in the DUNE far detector*, in *Meeting of the American Physical Society Division of Particles and Fields*, (Batavia, USA), DPF, (2017). [https://indico.fnal.gov/event/11999/contributions/11146/](https://indico.fnal.gov/event/11999/contributions/11146/).
[7] Y. LeCun, B. Boser, J. S. Denker, D. Henderson, R. E. Howard, W. Hubbard, and L. D. Jackel, *Backpropagation applied to handwritten zip code recognition*, Neural computation **1** (1989), no. 4, 541–551.
[8] P. Baldi and Y. Chauvin, *Neural networks for fingerprint recognition*, Neural Computation **5** (1993), no. 3, 402–418.
[9] DUNE Collaboration, B. Abi et al., *Neutrino interaction classification with a convolutional neural network in the DUNE far detector*, arXiv:2006.15052.
[10] P. Baldi, P. Sadowski, and D. Whiteson, *Searching for Exotic Particles in High-Energy Physics with Deep Learning*, Nature Communications **5** (2014) 4308, [1402.4735](https://arxiv.org/abs/1402.4735).
[11] S. Delaquis, M. Jewell, I. Ostrovskiy, M. Weber, T. Ziegler, J. Dalmasson, L. Kaufman, T. Richards, J. Albert, I. Badhrees, P. Barbeau, R. Bayerlein, R. Beck, V. Belov, M. Breidenbach, T. Brunner, G. Cao, W. Cen, and O. Zeldovich, *Deep Neural Networks for Energy and Position Reconstruction in EXO-200*, Journal of Instrumentation **13** (2018) [1804.09641](https://arxiv.org/abs/1804.09641).
[12] L. G. Almeida, M. Backović, M. Cliche, S. J. Lee, and M. Perelstein, *Playing Tag with ANN: Boosted Top Identification with Pattern Recognition*, JHEP **07** (2015) 086, [arXiv:1501.05968](https://arxiv.org/abs/1501.05968).
[13] L. de Oliveira, M. Kagan, L. Mackey, B. Nachman, and A. Schwartzman, *Jet-Images — Deep Learning Edition*, Journal of High Energy Physics (2016) [arXiv:1511.05190].

[14] P. T. Komiske, E. M. Metodiev, and M. D. Schwartz, *Deep learning in color: towards automated quark/gluon jet discrimination*, JHEP 01 (2017) 110, [arXiv:1612.01551].

[15] D. Guest, J. Collado, P. Baldi, S.-C. Hsu, G. Urban, and D. Whiteson, *Jet Flavor Classification in High-Energy Physics with Deep Neural Networks*, Physical Review D 94 (2016) [arXiv:1607.08633].

[16] P. Sadowski, J. Collado, D. Whiteson, and P. Baldi, *Deep Learning, Dark Knowledge, and Dark Matter*, in *Proceedings of the NIPS 2014 Workshop on High-energy Physics and Machine Learning*, vol. 42 of *Proceedings of Machine Learning Research*, (Montreal, Canada), pp. 81–87, PMLR, (2015). [http://proceedings.mlr.press/v42/sado14.html]

[17] P. Baldi, *Deep Learning in Science: Theory, Algorithms, and Applications*. Cambridge University Press, Cambridge, UK, 2020. In press.

[18] D. Belayneh, F. Carminati, A. Farbin, B. Hooberman, G. Khattak, M. Liu, J. Liu, D. Olivito, V. B. Pacela, M. Pierini, et al., *Calorimetry with deep learning: particle simulation and reconstruction for collider physics*, The European Physical Journal C 80 (2020), no. 7 1–31.

[19] P. Baldi, J. Bian, L. Hertel, and L. Li, *Improved Energy Reconstruction in NOvA with Regression Convolutional Neural Networks*, Phys. Rev. D 99 (2019) [arXiv:1811.04557].

[20] EXO Collaboration, S. Delaquis et al., *Deep Neural Networks for Energy and Position Reconstruction in EXO-200*, JINST 13 (2018), no. 08 P08023, [arXiv:1804.09641].

[21] L. Seong, L. Hertel, J. Collado, L. Li, N. Nayak, J. Bian, and P. Baldi, *Convolutional Neural Networks for Energy and Vertex Reconstruction in DUNE*, in *33rd Conference on Neural Information Processing Systems (NeurIPS)*, Machine Learning and the Physical Sciences Workshop, (2019). [https://ml4physicalsciences.github.io/2019/files/NeurIPS_ML4PS_2019_77.pdf]

[22] L. Hertel, J. Collado, P. Sadowski, J. Ott, and P. Baldi, *Sherpa: Robust Hyperparameter Optimization for Machine Learning*, SoftwareX (2020) [arXiv:2005.04048]. In press. Software available at: https://github.com/sherpa-ai/sherpa.

[23] D. P. Kingma and J. Ba, *Adam: A method for stochastic optimization*, arXiv preprint arXiv:1412.6980 (2014).

[24] F. Chollet et al., “Keras.” https://keras.io 2015.

[25] M. Abadi, A. Agarwal, P. Barham, E. Brevdo, Z. Chen, C. Citro, G. S. Corrado, A. Davis, J. Dean, M. Devin, S. Ghemawat, I. Goodfellow, A. Harp, G. Irving, M. Isard, Y. Jia, R. Jozefowicz, L. Kaiser, M. Kudlur, J. Levenberg, D. Mané, R. Monga, S. Moore, D. Murray, C. Olah, M. Schuster, J. Shlens, B. Steiner, I. Sutskever, K. Talwar, P. Tucker, V. Vanhoucke, V. Vasudevan, F. Viégas, O. Vinyals, P. Warden, M. Wattenberg, M. Wicke, Y. Yu, and X. Zheng, *TensorFlow: Large-scale machine learning on heterogeneous systems*, 2015. Software available from tensorflow.org.

[26] K. He, X. Zhang, S. Ren, and J. Sun, *Deep residual learning for image recognition*, in *Proceedings of the IEEE conference on computer vision and pattern recognition*, pp. 770–778, 2016.

[27] X. Glorot, A. Bordes, and Y. Bengio, *Deep sparse rectifier neural networks*, in *Proceedings of the Fourteenth International Conference on Artificial Intelligence and Statistics*, vol. 15 of *Proceedings of Machine Learning Research*, (Fort Lauderdale, FL, USA), pp. 315–323, PMLR, 11–13 Apr, 2011.