Non-Linear Processes in the Gironde River Plume (North-East Atlantic): Instabilities and Mixing
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Instability and mixing are ubiquitous processes in river plumes but their small spatial and temporal scales often limit their observation and analysis. We investigate flow instability and mixing processes in the Gironde river plume (Bay of Biscay, North-East Atlantic ocean) in response to air-sea fluxes, tidal currents, and winds. High-resolution numerical simulations are conducted in March (average river discharge) and in August (low discharge) to explore such processes. Two areas of the Gironde river plume (the bulge and the coastal current) experience different instabilities: barotropic, baroclinic, symmetric, and/or vertical shear instabilities. Energy conversion terms reveal the coexistence of barotropic and baroclinic instabilities in the bulge and in the coastal current during both months. These instabilities are intensified over the whole domain in August and over the inner-shelf in March. The Hoskins criterion indicates that symmetric instability exists in most parts of the plume during both periods. The evolution of the Gironde plume with the summer stratification, tidal currents and winds favors its development. During both seasons, ageostrophic flow and large Rossby numbers characterize rapidly-growing and small-scale frontal baroclinic and symmetric instabilities. The transition between these instabilities is investigated with an EKE decomposition on the modes of instability. In the frontal region of the plume, during both months, symmetric instabilities grow first followed by baroclinic and mixed ones, during wind bursts and/or high discharge events. In contrast, when the wind is weak or relaxing, baroclinic instabilities grow first followed by symmetric and then mixed ones. Their growth periods range from a few hours to a few days. Mixing at the ocean surface is analyzed via Potential Vorticity (PV) fluxes. The net injection of PV at the ocean surface occurs at submesoscale buoyant fronts of the Gironde plume during both months. Vertical mixing at these fronts has similar magnitude as the wind-driven and surface buoyancy fluxes. During both months, the frontal region of the plume is restratified during wind relaxation events and/or high river discharge events through frontoge netic processes. Conversely, wind bursts destratify the frontal plume interior through non-conservative PV fluxes.

Keywords: river plumes, buoyant fronts, (sub)mesoscale instabilities, PV mixing, stratification, Gironde river, Bay of Biscay
1. INTRODUCTION

The Bay of Biscay is a semi-enclosed region in the northeastern Atlantic ocean where ocean flows with different spatial and temporal scales interact and are constrained by a complex bathymetry (a wide continental shelf, several canyons along the slope). The bay receives freshwater from three main rivers (the Loire, the Gironde, and the Adour). The purpose of this paper is to investigate the instability of the Gironde river plume and the associated mixing processes.

The Bay of Biscay is the seat to multiple oceanic phenomena as described in Koutsikopoulos et al. (1998) and Le Boyer et al. (2013). The continental shelf and the open ocean have different dynamics; regional modeling reveals weak cross-slope exchanges (Xu et al., 2015; Graham et al., 2018; Rubio et al., 2018; Akpınar et al., 2020). Over the continental shelf, river runoffs induce density currents and salinity fronts (Lazure and Jegou, 1998; Puillat et al., 2004). The residual circulation over the shelf is due to wind and tidal forcings, leading to density gradients. On the continental slope, nonlinear processes favor the generation of mesoscale [scales ~ O (10–100 km)] and submesoscale [scales ~ O (1–10 km)] structures (Charria et al., 2017; Yelekçi et al., 2017). The open ocean circulation is marked by long-living mesoscale eddies, mainly generated along the continental slope. Such eddies can be shed by the Iberian Poleward current, which flows over canyons (Pingree and Le Cann, 1989; Pingree and Le Cann, 1990; Frouin et al., 1990; Pingree et al., 1999; García-Soto et al., 2002; Serpette et al., 2006; Le Cann and Serpette, 2009).

Using submesoscale permitting numerical models, small-scale oceanic features have been observed in the Bay of Biscay with a seasonal variability (Charria et al., 2017). At the end of winter, the most intense surface features result from mixed layer baroclinic instabilities. These features also display an interannual variability due to winter atmospheric conditions (Charria et al., 2017). In this macro-tidal bay, tides also play a role in the growth of small scale features. For example, Karagiorgos et al. (2020) showed that the semidiurnal tidal harmonics intensify the submesoscale activity in summer, in particular near the Ushant front. Tidal and buoyant fronts are ubiquitous in the Bay of Biscay. Buoyant fronts are observed over the continental shelf due to the interaction between the Loire and Gironde river plumes and the open ocean (Yelekçi et al., 2017). This frontal activity is intense in winter due to the river influence over the inner-shelf. The Loire, Gironde, and Adour rivers are an important source of freshwater, they represent more than 75% of the total river runoff in the bay, with an annual river discharge of 900 m$^3$ s$^{-1}$; their plumes reach a noticeable alongshore extension during downwelling favorable wind events (Lazure et al., 2009; Costoya et al., 2017).

When the freshwater flows from the estuary to the open ocean, a river plume is formed. The structure and extent of the river plume result from the river discharge, the local topography, and the influence of winds, tides, and of the Coriolis force. It can be studied in two steps: (1) the offshore spreading and its curvature which lead to the generation of an anticyclonic bulge and (2) the development of a coastal current, both interacting with the topography (Yankovsky and Chapman, 1997). Concerning the bulge, Nof and Pichevin (2001) studied the ballooning of buoyant outflows near a river mouth using numerical and analytical simulations. For large Rossby number outflows, they found that a ballooning anticyclonic gyre forms, which traps most of the freshwater. When the Rossby number of the outflow is smaller than unity, the coastal current transports most of the freshwater which does not accumulate in the bulge. Frictionless processes alter the Potential Vorticity (PV) of the bulge. Isobe (2005) finds that the bulge ballooning is due to near inertial disturbances near the river mouth; these instabilities develop in the anticyclonic gyre fed by an inflow of freshwater. Such instabilities grow in the absence of wind or ambient currents whereas tides stabilize their growth offshore, and also modify the plume structure near the river mouth (Horner-Devine, 2009). When winds are weak, tidal plumes can form as the river plume interacts with tides; this is observed for the Columbia River. In the presence of stronger winds, river plume spreading is sensitive to the wind direction (Kourafalou et al., 1996a,b; Liu et al., 2008; Kastner et al., 2018). When winds are downwelling favorable, low surface salinity waters are advected to the southwest. In contrast, upwelling favorable winds favor large exports of low-salinity water offshore. Under the influence of external forcings, river plumes undergo geostrophic and non-geostrophic instabilities.

Geostrophic and non-geostrophic instabilities can develop in river plumes under favorable conditions. The numerical modeling of the Mississippi-Atchafalaya river plume has revealed that baroclinic instabilities are not observed when the width of the coastal current is too small compared to the local deformation radius and inertial length scale (Hetland, 2017). This study however mentioned that baroclinic unstable flows can be observed in the presence of tides and during winds relaxation periods or through a transition from symmetric instabilities. This instability can also occur as frontal disturbances due to a small salinity anomaly or strong stratification (Jia and Yankovsky, 2012). They indicate that barotropic and baroclinic instabilities can coexist. In this latter study, baroclinic instability played the leading role and could be inhibited with a gentle bottom slope. The onset of such instabilities can also occur after a downwelling favorable wind event (Lv et al., 2020). This study, using numerical simulations, showed that a downwelling favorable wind strengthens the stratification and that symmetric instabilities are generated. After a wind event, the stratification weakens and baroclinic instabilities prevail. For the specific case of the Bay of Biscay, the interaction between the Gironde river plume, tides and winds promote the existence of different instabilities which coexist in different regions of the plume (Ayouche et al., 2020). This study showed that semi-diurnal tides lead to the coexistence of symmetric, barotropic, and baroclinic instabilities in the near field of the plume. Southwesterly winds promote the coexistence of frontal symmetric, baroclinic, and barotropic instabilities in the far field region of the plume. In addition, when the river plume is not constrained by external forcings (high discharge only ~10,000 m$^3$ s$^{-1}$), it undergoes symmetric and mixed barotropic/baroclinic instabilities where the Rossby number is large.

River plumes are not only propitious to the development of such instabilities but also play a major role in the exchange...
of freshwater with the salty open ocean which induces vertical mixing within different regions of the plume.

In river plumes, a competition between the growth of fronts and local mixing is observed in different regions. The freshwater volume retained behind the front is inversely proportional to mixing rates, near the river mouth (Hetland, 2010). The near-field plume is sensitive to tides and to estuarine discharge. Larger river discharges lead to a decrease in plume mixing, limiting its lateral expansion and inhibiting shear mixing (Cole and Hetland, 2016). Tidal rectification is also a possible mechanism for transport and/or mixing as suggested by Wu and Wu (2018). Tides also lead to the development of Kelvin-Helmholtz billows in the bottom boundary layer which enhance mixing between freshwater and ambient salty waters near the river mouth (MacDonald and Geyer, 2004; Kilcher and Nash, 2010). In the far-field region of the plume the net mixing is less sensitive to tides and more sensitive to increased river discharge in the absence of winds through shear mixing (Cole and Hetland, 2016). In the presence of winds, mixing is efficient in both near field and far field regions (Hetland, 2005). In idealized simulations of the Gironde River plume, interior mixing was evaluated with a restratification budget based on PV mixing (Ayouche et al., 2020). They showed that frontogenetic processes govern the restratification in the near field region of the plume when forced by tides or a high river discharge (~10,000 m$^3$ s$^{-1}$). Frontogenesis is enhanced in the coastal current of the plume when interacting with downwelling favorable winds and the PV is eroded through surface frictionless processes.

Following these previous studies, we analyze the plume dynamics, its instabilities and the associated mixing in the case of the Gironde River. We use diagnostics based on potential vorticity budget and on a Fourier decomposition of the Eddy Kinetic Energy (EKE).

Numerical realistic simulations (with a submesoscale resolving model) are performed with a specific focus on the Gironde river plume. The study is organized around the following four main questions:

1. What are the 3D structure and dynamics of Gironde river plume in high resolution realistic simulations?
2. Which instability processes affect this river plume (nature, mechanism, intensity, and growth)?
3. What are the processes responsible for potential vorticity removal or injection at the ocean boundary layers (surface and bottom) in the river plume?
4. What are the processes explaining the stratification weakening or intensification in the plume?

The paper is organized as follows: the model configuration, simulations and methods are described in section 2. The model validation is presented in section 3. The 3D structure and dynamics of Gironde river plume are detailed in section 4.1. The instabilities are analyzed in sections 4.2 and 4.3; the potential vorticity mixing at the ocean boundaries is analyzed in section 4.4 and the processes explaining the stratification destruction or intensification are explored in section 4.5. The main results are then discussed (section 5) before the main conclusions and perspectives are given.

2. MATERIALS AND METHODS

2.1. Model Configuration

The numerical model used for our realistic simulations is the CROCO model (based on the ROMS model) (Shchepetkin and McWilliams, 2005; Debret et al., 2012). CROCO is a free-surface, hydrostatic, primitive equation ocean model. Sigma coordinates are used in the vertical with 40 vertical levels. These levels are stretched at the surface with $\theta_b = 5$ and at the bottom with $\theta_b = 0.4$. The bathymetry is a combination of HOMONIM bathymetry from the Shom (https://data.shom.fr/—100 m horizontal resolution) and of EMODNET bathymetry for regions E3 and E4 (https://portal.emodnet-bathymetry.eu—115 m horizontal resolution). The merged bathymetry was smoothed to limit pressure gradient errors. The minimum depth is 8 m (estuaries) and the maximum depth at the western boundary is $\sim$ 4,000 m (Figure 1A). Orthogonal curvilinear horizontal coordinates are used with a horizontal resolution of 400 m. The model time step is 15 s with hourly model outputs.

The horizontal and vertical advection of momentum are performed with the Total Variation Diminishing scheme. The tracers horizontal and vertical advection schemes are with the Zico extension fifth order WENO scheme (a weighted ENO with improvements of the weights formula) (Rathan and Naga Raju, 2018). The tracer horizontal advection is rotated along isopycnals. The model turbulent closure scheme is KPP (Large et al., 1994). The background vertical diffusivities (for both momentum and tracers) are $K_v = 10^{-2}$ m$^2$ s$^{-1}$ and $K_t = 10^{-9}$ m$^2$ s$^{-1}$. Smagorinsky-like viscous and diffusive terms (with molecular viscosities and diffusivities) are implemented. The quadratic Von-Karman law (logarithmic law) is used for bottom friction with a bottom roughness $z_0 = 5$ mm.

Initial conditions and open boundaries are extracted from a daily average of the BACH1000, 1 km resolution, 100 sigma layers, MARS3D simulation (Charria et al., 2017; Akpinar et al., 2020). Open boundaries are parameterized using the Chapman (Chapman, 1985) and Flather scheme (Marchesiello et al., 2001) for 2D components (sea surface height and barotropic velocities). An Orlanski scheme is used for the 3D momentum and tracers (Orlanski, 1976). A sponge layer with 200 grid points is used.

Atmospheric forcing is provided by ERA-Interim (3 h) (Dee et al., 2011). The wind stress is computed from the $C_d$ drag coefficient, model SST, and wind velocities at 10 m using the bulk formulae. The different components of the air-sea heat exchanges are parameterized using bulk definitions. The bulk formulation is based on air temperature, pressure, relative humidity at 2 m, rain and cloud coverage (ERA-Interim). The tidal sea surface elevation and currents with 15 harmonic constituents are imposed along the boundaries using the FES2014 ocean tide atlas (Lyard et al., 2020). In the result section, model outputs are detided using Godin filtering (Godin, 1972). In our study, 2 months (March and August 2008) have been simulated.

The freshwater source salinity and temperature for the Gironde river are estimated as monthly averages (March, August 2019) from the MAGEST in situ observing network time series (at 1 m depth; Figures 1D,E). Since no MAGEST data were available during the 2008 year, we chose the nearest year where
freshwater source salinity and temperature are available (the 2019 year). The Pauillac station was considered here (location shown in Figure 1A) for summer and winter simulations. For the Loire river, temperature and salinity are estimated from the BOBYCLIM climatology (http://www.ifremer.fr/climatologie-gascogne/; Vandermeirsch et al., 2010). River discharges are provided by Banque Hydro France for Dordogne, Garonne (Gironde as a combination of both Dordogne and Garonne rivers) and Loire rivers, and their daily values are shown in Figures 1B, C. River inputs (discharge, freshwater source salinity, and temperature) are applied over one grid point at the end of the Gironde and Loire estuaries.

2.2. Methods of Analysis

2.2.1. River Plume Instabilities

The instability mechanisms are analyzed using the transfer of kinetic and potential energy from the mean to the turbulent flows. A scale decomposition is performed (into mean and
perturbations) on the velocity and buoyancy fields. We write 
\( u = \bar{u} + u' \) and \( b = \bar{b} + b' \). Overbar and prime denote temporal mean over one day as follows \( X(t) = \frac{1}{T} \int_{t-T/2}^{t+T/2} X(t') dt' \) and perturbations relative to the mean flow, respectively. The horizontal (HRS) and vertical (VRS) shear stresses and the vertical buoyancy flux (VBF) (instantaneous values) are expressed as (Gula et al., 2016):

\[
\text{HRS} = -u'^2 \partial_z \bar{u} - u' \nu' \left[ \partial_z \bar{u} + \partial_z \bar{v} \right] - \nu'^2 \partial_z \bar{v} \\
\text{VRS} = -u' w' \partial_z \bar{u} - v' w' \partial_z \bar{v} \\
\text{VBF} = w' b'
\]

Positive HRS, VRS, and VBF values indicate the potential presence of barotropic, vertical shear, and baroclinic instabilities, respectively. A positive HRS (transfer from MKE (mean kinetic energy) to EKE (eddy kinetic energy)) characterizes barotropic instability. A positive vertical buoyancy flux (VBF, transfer from potential to kinetic energy) reveals baroclinic instability. Mixed barotropic and baroclinic instabilities occur when VBF and HRS are positive at the same location. Kelvin-Helmholtz instability is characterized by a positive VRS. More generally, negative values of VBF, VRS, HRS represent a contribution from the perturbation to the mean flow (Kang, 2015; Contreras et al., 2019).

The change of sign of Ertel potential vorticity (Q) (or of its anomaly with respect to a state of rest) is used to indicate instability. Ertel potential vorticity is written as:

\[ Q = \omega_b \nabla b \]  

where \( \omega_b = \nabla \times u + i \kappa \) is the absolute vorticity and \( b = -g \frac{\partial z}{\rho_0} \) is the buoyancy (\( \rho_0 \) is the mean density in our domain).

To understand the relation between river plumes, stratification and shear mixing, we evaluate the Richardson Number:

\[ R_i = \frac{N^2}{S^2} \]

where \( N^2 = \partial \beta_b \) is the Brunt-Vaisala frequency and \( S^2 = \partial \beta u^2 + \partial \beta v^2 \) is the vertical shear of horizontal velocity. \( R_i < 0.25 \) indicates the possibility of Kelvin Helmholtz instability (which is one type of vertical shear instability).

The Hoskins (1974) criteria \( IQ < 0 \) and \( R_i < 1 \) indicate a potential existence of symmetric instability.

Eddy kinetic energy [\( \text{EKE} = 0.5 \left( u'^2 + v'^2 \right) \)] was decomposed over different modes of instability as suggested by Stone's theory (Stone, 1970). We decompose perturbations using Fourier analysis onto baroclinic (BC), symmetric (SI), mixed modes (MM; as in Stamper and Taylor, 2016); MM are a combination of SI and BC. We consider the baroclinic mode in the crossshore direction (independent of the wavenumber \( l \)) and the symmetric mode in the along-shore direction (independent of the wavenumber \( k \)); the mixed mode is for both directions (wavenumbers different than 0). We express the vertical averaged eddy kinetic energy associated with each mode as follows:

\[
\text{EKE}^2(k = 0, l \neq 0) = \frac{1}{2H} \int \int u'^2 + v'^2 dldz \\
\text{EKE}^2(l = 0, k \neq 0) = \frac{1}{2H} \int \int u'^2 + v'^2 dkdz \\
\text{EKE}^2(k \neq 0, l \neq 0) = \frac{1}{2H} \int \int u'^2 + v'^2 dkdldz
\]

Where we express perturbations as:

\[ u', v' = \left( u(z), v(z) \right) * \exp \left( \sigma t \right) * \exp \left( ikx + ly \right) \]

\( H \) represents the averaged depth of the base of the plume and is expressed as follows (Thomson and Fine, 2003):

\[ \text{mld} = \int z N^2 dz \]

For each instability, the growth rate \( \sigma \) of instability is expressed as:

\[ \sigma = \frac{1}{2(t_i - t_{i-1})} \log \left( \frac{\text{EKE}_{i+1}}{\text{EKE}_{i-1}} \right) \]

The same decompositions are performed on the EAPE (Eddy Available Potential Energy) field (Roulet et al., 2014)

\[ \text{EAPE} = \frac{b'^2}{2N^2} \]

where \( b' \) is the buoyancy perturbation field.

### 2.2.2. Analysis of the River Plume Restratiﬁcation

We evaluate the ocean restratiﬁcation in terms of PV mixing and of frontogenesis/frontolysis (Marshall and Nurser, 1992; Marshall et al., 2001; Lapierre et al., 2006; Thomas and Ferrari, 2008). To describe PV mixing near the surface, we write the evolution equation of PV:

\[ \partial_t Q + \nabla \cdot J = 0 \]

where the flux is written \( J = wq + \nabla b \times F - \omega_b D \). The ﬁrst term is advective stirring (\( J_a = wq \)), the second term is frictional mixing (\( J_f = \nabla b \times F \)) and last term is diabatic mixing (\( J_d = -\omega_b D \)). We write \( D = \frac{\partial b}{\partial T} = \partial_t b + u \partial_x b + v \partial_y b + w \partial_z b \). \( F \) represents body forces in the Navier-Stokes equations as expressed in Marshall and Nurser (1992).

At the surface, advective stirring can be neglected (via the Haynes and McIntyre impermeability theorem) and we can write \( J = J_f = J_{\text{wind}} + J_{\text{ttw}} + J_{\text{buoy}} + J_{\text{bot}} \).

The frictional term is made of the wind contribution at the surface (\( J_{\text{wind}} \)) and of the body force exerted by the bottom (\( J_{\text{bot}} \)). The diabatic term is made of the surface buoyancy flux (\( J_{\text{buoy}} \)) and of a wind-driven buoyancy flux term at fronts (\( J_{\text{ttw}}, \))
where $ttw$ stands for turbulent thermal wind, where Ekman transport can advect dense water over light one (e.g., Thomas and Ferrari, 2008). These four terms are expressed as follows:

$$J_{wind} = (f + \zeta) \frac{EBF}{H}$$

(14)

$$J_{ttw} = (f + \zeta) \frac{EBF_g}{H}$$

(15)

$$J_{buoy} = (f + \zeta) B_0 H$$

(16)

$$J_{bot} = \nabla b \wedge F_b n$$

(17)

where $EBF = (\rho f) \frac{\tau}{h} \wedge k \nabla b$ ($\tau$ for the surface wind stress) is the Ekman Buoyancy flux. $EBF_g = -v \partial_x u, \partial_y u$ is the geostrophic Ekman buoyancy flux. Geostrophic shear is deduced from thermal wind balance, using $v = 0.1 Hu^*$, a scaling where $u^* = \sqrt{\rho H F_s}$ is the wind frictional velocity (Wenegrat et al., 2018). $B_0$ is the surface buoyancy flux deduced from $D = \partial_z b$. $F_b$ represents the body force (the right hand side terms of the Navier-Stokes equations) at the bottom.

We focus on the restratification processes using a Budget of vertical density gradient (Brunt Vaisala frequency). This budget is related to PV fluxes (deduced from a volume integral of Equation 13) and frontogenesis [$\text{FRONT} = \partial_\zeta (\zeta b)$, where $\zeta$ is the vertical component of the relative vorticity and $b$ is the buoyancy]. This budget is defined as in Wenegrat et al. (2018) but we include the lateral transport of $N^2$ across the lateral boundaries since the computation domain is finite and subject to tides and river discharge from the estuary; it is written as:

$$\partial_t N^2 + \nabla \frac{bvp|\zeta|^2}{h} = -\frac{1}{fH} (<\text{FRONT}> |\zeta|^2 + <J_d> |\zeta|^2) + <\nu_f > |\zeta|^2 + <J_a> |\zeta|^2$$

(18)

where $N^2 = \frac{b(x=\pm x_0, y=0) - b(x=0, y=\pm y_0)}{\Sigma}$; $bvp$ is the boundary value problem considered here for the advection of $N^2$ across the lateral boundaries (called $\Sigma$); it is expressed as $bvp = \frac{1}{\Sigma} \int \int u_n n^2 d\Sigma$. $h$ represented the thickness ($z_1 - z_2$) of the layer where this budget is evaluated. The brackets ($<>$) indicate a horizontal averaging over a domain. In our study, this budget is evaluated near the surface and in the frontal region of the Gironde plume.

3. MODEL VALIDATION

3.1. Frontal Dynamics

In this section, the modeled salinity is described for the two simulated months (March and August). Here the salinity evolution is not detided. The horizontal salinity gradients are derived and compared with MODIS chlorophyll concentration gradients (with $\sim$800 m spatial resolution); this comparison of two different tracers aims at comparing the fronts. Indeed, remotely sensed salinity is not available at high resolution.

First, the spatial distribution of the salinity is explored in the studied region (Figures 2A,B). The Gironde river plume is made of two regions: a bulge (an anticyclonic gyre near the river mouth, also called the near field) and a coastal current (also called the far field). When the river discharge rate is nominal ($\sim$1,500 m³ s⁻¹), the Gironde river plume is well developed (for instance, in March 2008). Low salinity water from the estuary is advected offshore in the plume, and extends northward, up to a latitude $\sim$ 46.5°N, via the coastal current. Indeed, low salinity values (with values of about 30) characterize the river water in the open ocean, once it has exited the estuary. This plume remains close to the coast due to wind influence. By contrast, in August, the bulge is small because of the low river discharge (200 m³ s⁻¹), and of strong westerlies. Indeed, these westerlies favor the development of a northward coastal current. They constrict the coastal current near the coast while it extends to the northern part of the domain. The plume is bounded by sharp salinity gradients with the high salinity shelf water (34-35 psu). These gradients are observed to oscillate with tides.

Figure 3 shows the horizontal salinity gradient and MODIS chlorophyll gradient in the studied region. The salinity gradient is mainly zonal as $\partial_\zeta S > \partial_y S$. In March, salinity fronts are intense inside and outside of the Gironde estuary (Figure 3A). Near the Gironde river mouth, they remain close to the coast (longitude $\sim$ 1.5°W). These fronts are more sensitive to the average river discharge. The river discharge also feeds the coastal current where salinity fronts are intense. In the Gironde river plume, the zonal salinity gradient is largest in the estuary since the river discharge is low in August (Figure 3B). In the near field, the Gironde river plume front remains close to the coast (longitude $\sim$1.5°W). This plume extends to the north (up to a latitude $\sim$46.5°N) in the coastal current. Moderate winds and small river discharge constrict the coastal current near the coast. Beyond the river plume front, small scale filaments and eddies are observed.

Then, we compare these modeled salinity fronts to observed chlorophyll fronts (Figures 3C,D). In winter, cloud coverage does not allow the observation of the Gironde river plume (Figure 3C). Thus, comparisons are carried out outside of this region. South of the Gironde river plume (latitude between 44.5 and 45°N), the observed chlorophyll fronts and modeled salinity fronts locations are similar (longitude $\sim$1.6°W). On the northern side of the bay, the Loire river plume front (latitude $\sim$47°N) remains close to the coast in our numerical simulation and in the observed MODIS dataset. The modeled and observed river plume fronts are different in intensity. The location of salinity and chlorophyll fronts is similar outside of the Loire river plume. In August, the turbid Gironde river plume and salinity fronts are similar (Figure 3D). In the near field, the chlorophyll gradient maxima is close to the coast (longitude $\sim$1.5°W). Meanwhile, the chlorophyll front is at the same longitude in the coastal current.

Thus, our numerical simulations reproduce the frontal activity linked with the salinity gradients in the studied region. The main differences between the model and the data are that: (i) in the Gironde river plume, the coastal plume front is closer to the coast in numerical simulations, (ii) small scale filaments and eddies outside of the Gironde river plume are not observed in the MODIS dataset. These differences can be due to: (i) different horizontal resolutions, (ii) MODIS chlorophyll data is influenced by biological processes, (iii) uncertainties in MODIS.
chlorophyll data due for instance to cloud coverage, or (iv) the fact that we include only the Loire and Gironde rivers in our numerical simulations. Other rivers, such as the Charente and the Sèvre-Niortaise, located between the Loire and Gironde rivers, may contribute to the total freshwater input and change slightly the coastal current front location due to their small discharges (between 12 and 40 m$^3$ s$^{-1}$ in annual average).

3.2. Tidal Dynamics in the Model Simulations

Here, we compute the modeled and observed sea surface height (ssh) anomaly. The ssh anomaly (ssha) is computed as the perturbation from a time mean over the studied periods. Then, we decompose these signals into different tidal harmonics. This decomposition is performed on each tidal constituent and written as

$$\text{ssha}(t) = \sum_{i=0}^{k} a_i \cos(\omega_i t + \phi_i)$$ (19)

where $a_i$ are the Fourier coefficients, $\omega_i$ is the angular frequency of harmonic $i$ and $\phi_i$ is its phase.

These decomposed signals are extracted at four locations across the domain. These locations are listed in Table 1. In our numerical simulations, we consider the nearest immersed locations to observations. This validation is performed for semi-diurnal (M2, S2, and N2) and for diurnal (K1, O1, Q1) tidal constituents. The amplitudes and phase lags averaged over all tidal gauges for observations and numerical model are first explored (Figure 4). The main differences are observed for the semi-diurnal components with an amplitude overestimated by the model of the M2 harmonic amplitudes by 1 cm, an overestimation of the K1 harmonics by 1–2 cm for both months, with differences of 0.5–1 cm for Q1 harmonic).

In March, the model overestimates the phases lags of several tidal constituents: S2 by 1$^\circ$, N2 by 1$^\circ$, and O1 by 2$^\circ$ (Figure 4B). It underestimates the M2 by 1$^\circ$, K1 by 2$^\circ$, and Q1 by 10$^\circ$ tidal constituents in phase lags. In contrast, during August the model underestimates the S2 by 30$^\circ$, N2 by 100$^\circ$, O1 by 5$^\circ$, and Q1 by 10$^\circ$ tide harmonics as phases lags. But it overestimates the phase lags of the M2 by 20$^\circ$ and K1 by 10$^\circ$ harmonics. In order to evaluate these discrepancies two statistical indicators are defined, the root mean square error (RMSE) and the Willmott refined index ($d_i$) that we write as

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (P_i - O_i)^2}$$ (20)

$$d_i = 1 - \frac{\sum_{i=1}^{n} |P_i - O_i|}{2 \sum_{i=1}^{n} |O_i - \overline{O}_i|}$$ (21)

when $\sum_{i=1}^{n} |P_i - O_i| \leq 2 \sum_{i=1}^{n} |O_i - \overline{O}_i|$

$$d_i = \frac{2 \sum_{i=1}^{n} |O_i - \overline{O}_i|}{\sum_{i=1}^{n} |P_i - O_i|}$$ (22)

when $\sum_{i=1}^{n} |P_i - O_i| > 2 \sum_{i=1}^{n} |O_i - \overline{O}_i|$

where the overbar denotes a time average over the studied period and $n$ refers to the number of values for the observed and modeled time series.

The RMSE evaluates the bias between the modeled ($P_i$) and the observed ($O_i$) ssh anomaly signals. The refined Willmott
FIGURE 3 | Modeled sea surface salinity gradients the 5 March (A) and the 23 August (B) 2008; and corresponding observed Sea Surface Chlorophyll-a gradients in March (C) and in August (D) from MODIS satellite.

TABLE 1 | Geographic location of each tide gauge in the studied domain.

| Tide gauges               | Latitude [° N] | Longitude [° E] |
|---------------------------|----------------|-----------------|
| Arcachon eyrac (Station 1) | 44.7           | -1.2            |
| Port bloc (Station 2)     | 46.0           | -1.1            |
| Herbaudiere (Station 3)   | 47.0           | -2.2            |
| Saint nazaire (Station 4) | 47.3           | -2.2            |

The Willmott index characterizes the performance of the model to predict the observed values and it is bounded between −1 and 1 (Willmott et al., 2012). The refined Willmott index is less sensitive to outliers. These indicators are computed for each tide gauge and constituent. The RMSE of ssh anomaly is <12 cm at each station for the semi-diurnal tidal constituents in March and August (Figures 5A,B). This indicator is above 10 cm for the N2 harmonic during these periods. The RMSE between observations and model ssh anomaly is between 0.5 and 2 cm at each location in March and August for the diurnal tidal constituents. It reaches a maximum of 2 cm for the K1 harmonic near the Gironde (Station 2) and the Loire (Station 3) river plumes in August. The Willmott refined index indicates that the model performance at each location is good ($d_i \geq 0.7$) for most of the semi-diurnal and diurnal tidal constituents in March and August (Figures 5C,D). However, the agreement between the numerical and observations.
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**FIGURE 4** | Statistics of the mean tide amplitudes in March (A) and in August (B) from numerical simulations (blue) and tide gauge observations (red); and the corresponding mean phase lags in March (C) and August (D) averaged using four tide gauges (see Table 1).

is correct (0.5 ≤ $d_i$ < 0.7) for the N2 harmonic at the 4 stations in March, and near the Gironde river plume (Station 2) in August. This satisfactory performance is also observed for the Q1 harmonic near the Gironde river plume (Station 1). A poor performance of the model (0 ≤ $d_i$ < 0.5) is observed for the Q1 harmonic at station 1 (near the Gironde river plume) in March. Finally, the model outperformed ($d_i$ < 0) for the M2 and N2 harmonics near the Loire river plume (Station 3) in August.

The differences between observed and modeled sea level can be explained by: (i) the location of the tide gauges near the coast, or near islands, where the model grid is too coarse to resolve local processes, or (ii) the sensitivity to the bottom drag parameterization in the numerical model. Simulated tides are sensitive to the bathymetry, the bottom roughness and to the friction law (linear, quadratic, and logarithmic) (Toublanc et al., 2018; Piton et al., 2020).

Despite these differences and since the Bay of Biscay is energetic in M2 and S2 tidal harmonics, the numerical model performance is satisfactory for the simulations of tides.

### 3.3. Vertical Salinity Structure

Now, we evaluate the salinity distribution in the numerical simulations of March and August 2008, in order to explore the Gironde river plume dynamics. We use observations from cruises carried out during these periods. ECLAIR cruises (Huret et al., 2018) located in front of the Gironde estuary, and achieved in March (10–16th) and August (10–14th) 2008 constitute a unique and valuable dataset to validate the vertical salinity structure in our simulations. The vertical salinity profiles from 13 CTD stations are compared with colocated modeled profiles (Figure 6). During the ECLAIR1 cruise in March 2008, a river plume with a limited offshore extent was observed despite the
high river discharge season. Profiles 2 and 4 (Figure 6) show comparable salinity values with a similar stratification (profile 2 has a lower salinity at the surface originated from the plume). The model overestimates the salinity (+0.1 in profile 2 in the surface layer; +0.1 in profile 4 outside the plume in a vertically mixed water column). In summer, during ECLAIR5, the modeled river plume extends offshore with several low salinity filaments. The river plume reaches a depth of about 30 m (profiles 7 and 13) in the numerical simulation, similar to the observed profiles. In the plume, low salinities between 34.4 and 34.6 are reproduced in the simulations. Deeper, below 40 m depth, the observed and simulated salinities are very close with values around 35.6. The large spatial and temporal variability of the river plume makes the comparison to in-situ observations complicated. However, the simulated salinity and vertical gradients are in good agreement with the observations which make us confident about the realism of our simulations of the plume.

4. ANALYSIS OF THE GIRONDE RIVER PLUME STRUCTURE, STABILITY, AND MIXING

4.1. Gironde River Plume Dynamics

The dynamics of the Gironde river plume is first analyzed using the local Rossby number \( R_o \sim \frac{\zeta_z}{f} \), where \( \zeta_z \) is the vertical component of the relative vorticity and \( f \) the Coriolis parameter) at the surface; this is presented in Figure 7. This local Rossy number determines the geostrophic or ageostrophic nature of the velocity field of the Gironde river plume. In winter (March), the circulation is mostly anticyclonic in the plume \( (\zeta_z < 0) \) except:

(i) at the river mouth (longitude \( \sim 1.2^\circ \text{W} \) and latitude between 45.5 and 45.6\(^\circ\text{N} \)),
(ii) in the northern part of the coastal current (longitude \( \sim 1.5^\circ \text{W} \) and latitude \( \sim 46.2^\circ\text{N} \)), and
(iii) offshore of the plume front (longitude \( \sim 1.5^\circ \text{W} \) and latitude between 45.75 and 46.2\(^\circ\text{N} \); Figure 7, left). The circulation is ageostrophic \( R_o \).
∼ O(1)] at these locations. Moreover, strong negative vorticity \((\zeta \lesssim -1)\) is observed in the coastal current. Further offshore, over the continental shelf, the local Rossby number is small, indicating a geostrophic balance. In contrast, when the ocean is stratified (in August), the circulation remains anticyclonic in the river plume except: (i) at the northern corner of the river mouth (longitude \(\sim 1.2^\circ\)W and latitude \(\sim 45.6^\circ\)N), (ii) near the coast south of the Gironde river plume (longitude between 1.2 and 1.5\(^\circ\)W and latitude between 45 and 45.4\(^\circ\)N), and (iii) at the offshore edge of the plume front (longitude \(\sim 1.5^\circ\)W and latitude between 45.4 and 46.2\(^\circ\)N; Figure 7, right). This (cycloonic) circulation is ageostrophic at the northern (latitude between 45.75 and 46\(^\circ\)N) and southern edges of the plume front and in a small filament south of the Gironde, along the coast to the east. At the southern edge of the plume, a small ageostrophic cycloonic eddy can be observed (longitude \(\sim 1.5^\circ\)W and latitude \(\sim 45.4^\circ\)N) due to recirculation processes. Over the continental shelf and outside of the Gironde river plume, the overall circulation is anticyclonic except at the rim of small eddies and in filaments. The stratification in summer favors the development of anticyclonic eddies over the continental shelf.

Despite the existence of local ageostrophic motions in the Gironde river plume and over the continental shelf, on average (over the box in Figure 7), the global Rossby number is small \((R_o \sim 0.1)\) both in March and August. This means that the global circulation over the continental shelf is mostly in geostrophic balance. Therefore, to understand the contrast between these motions, we represent in Figure 8 the surface averaged time evolution of the wind stress intensity \((\tau = \sqrt{\tau_x^2 + \tau_y^2})\), where \(\tau_x\) and \(\tau_y\) are the cross-shore and along-shore wind stress components) and the vertical geostrophic shear. These terms are evaluated in frontal regions bounded by two isopycnals \((1,024\) and \(1024.5\ kg\ m^{-3}\) in August, \(1,025\) and \(1025.5\ kg\ m^{-3}\) in March) and are written as

\[
S_g^2 = \frac{\partial_x u_g^2}{\frac{\partial_y b}{g}} + \frac{\partial_y v_g^2}{\frac{\partial_x b}{g}} = \frac{\partial_x b^2 + \partial_y b^2}{i^2} \tag{23}
\]
where \( b = -g \frac{\partial \rho}{\partial \rho_0} \) is the buoyancy (\( g \) is the gravity acceleration, \( \rho \) is the potential density and \( \rho_0 \) is a mean density over the studied domain), and the vertical ageostrophic shear is written as

\[
S_{ag}^2 = \partial_z(u-v_g)^2 + \partial_z(v-v_g)^2
\]  
(24)

In March, a storm is observed during the first half of the month (between March 9th and 13th; Figure 8A). During this period and after a lag of \( \sim \) 1 day, the vertical ageostrophic shear increases and the geostrophic shear remains steady (Figures 8B,C). Then (between 13 and 15th March), a wind relaxation event is observed during which the ageostrophic shear slackens and the geostrophic shear increases. Afterwards (between 15 and 21st March), the geostrophic shear weakens and remains steady during 3 days. Conversely, during the latter period, few moderate wind events are observed with few variations in the ageostrophic shear.
Following this period (between 21 and 23rd March), weak wind events are associated with the growth of geostrophic shear and weak ageostrophic shear. At the end of March, the geostrophic shear decreases noticeably and a weak maximum in the ageostrophic shear is observed. Geostrophic shear growth events are associated with wind relaxation and increase in river discharge ($Q \sim 1,000$ and 1,500 m$^3$ s$^{-1}$, see Figure 1B). Meanwhile, the wind conditions in August 2008 are characterized by a series of strong wind events, with an intensity larger than the peak in March (an order of magnitude larger). Therefore, the ageostrophic component predominates largely over the geostrophic shear (an order of magnitude larger) due to these wind conditions and to the weak river discharge during this period ($Q \sim 200$ m$^3$ s$^{-1}$, see Figures 1C, 8D). The increase of the ageostrophic shear during this month is due to previous wind gusts (Figure 8F). Moreover, the geostrophic shear increases during wind relaxation events or when the ageostrophic shear slackens (Figure 8E). It remains quasi-steady during periods where the ageostrophic shear increases.

Thus, ageostrophic motions prevail in the frontal region of the plume due to (i) a local Rossby number $R_o \sim O(1)$ and (ii) higher (two times larger in March or an order of magnitude larger in August) ageostrophic shear than the geostrophic shear (the geostrophic shear is an order of magnitude larger in March due to the average river discharge $\sim 1,000$ m$^3$ s$^{-1}$). In the Bay of Biscay, ageostrophic motions are more noticeable in winter (March) over the inner shelf (shallower than 100 m) and over the whole continental shelf in summer (August).

4.2. Generation and Occurrence of Instabilities in the Gironde River Plume

In this section, we perform diagnostics to identify and characterize instabilities in the Gironde river plume. First, we evaluate the existence of symmetric instabilities using the Hoskins stability criterion in the near field and the coastal current during March and August. The Hoskins stability criterion is based on negative PV values and a Richardson number smaller than one. Negative PV are related to different instabilities: gravitational, inertial (centrifugal), or symmetric. Gravitational instability requires unstable stratification (negative $N^2$) which is not the case here since the Richardson number is positive (Figures 9E,F). Centrifugal instability requires a negative absolute vorticity which is not the case here either (figure not shown). Hereafter, we will refer to negative PV (Hoskins criteria) as symmetric instabilities since it is mostly dominated by geostrophic and ageostrophic shears. In March, symmetric instabilities exist in different locations of the near field: (i) in the Gironde river plume (longitude between 1.25 and 1.4°W) from the surface to the bottom, (ii) at the offshore edge of the river plume front (longitude $\sim 1.5°W$) where large (negative) values are observed near the surface (at 2 m depth), and (iii) offshore of the Gironde river plume (longitudes between 1.6
and 1.8°W) from 10 to 40 m depth (Figures 9C,E). In the plume interior, symmetric instabilities are generated via local flow interaction with moderate winds and river discharges inducing vertical sheared horizontal currents. In the offshore part of the plume front, they are also observed and intensified near the surface due to strong buoyancy/salinity gradients and high wind sheared flows since the vertical ageostrophic shear prevails there (see previous section). Offshore of the Gironde river plume, symmetric instabilities may exist from 10 m down to 40 m depth due to interior horizontal sheared currents and weak/homogenized stratification. Near the bottom, vertical shear instabilities may prevail, since the Richardson number is smaller than 0.25, due to high baroclinic tidal currents and steep bathymetric gradients which induce high sheared currents. In this region the freshwater density is lower than 1,026 kg m⁻³ and the plume is bottom attached (isopycnals interact with the bottom) (Figure 9A).

In March, in the coastal current, symmetric instabilities also exist at different locations: (i) near the coast (longitude between 1.3 and 1.5°W) in almost the whole water column except in a small layer near the bottom, (ii) at the edge of the plume (longitude ~ 1.6°W) between the surface and 25 m depth, and (iii) offshore of the plume (longitude between 1.7 and 2°W) between 15 and 40 m depth (Figures 9D,F). In the plume interior, symmetric instabilities are intensified near the surface (~ 5 m depth) via the interaction of the plume with winds, tidal currents and/or the coast. The plume interaction with winds and baroclinic tidal currents enhances the sheared currents intensity and therefore the vertical components of the PV become dominant which induce negative PV. The interaction between the coast and the Gironde plume may also induce processes which may favor the development of such instabilities. At the edge of the plume, symmetric instabilities prevail on the upper 25 m due to frontogenetic processes inducing high salinity gradients, baroclinic tidal currents, and moderate winds favoring intense ageostrophic vertical shear. Meanwhile, offshore of the Gironde plume, these instabilities exist on the upper 10 m via the ageostrophic shear induced by moderate winds. Near the bottom in this region of the plume, since the freshwater interacts with the bottom with densities <1,026 kg m⁻³ as seen in Figure 9B, vertical shear instabilities may dominate. The latter instabilities develop due to steep bottom slopes and baroclinic tidal currents which favor strong sheared flows.

In August, symmetric instabilities also exist at different locations of the near field region bounded by different isopycnals. In regions where the density is smaller than 1024.5 kg m⁻³ (Figure 10A), they exist at different longitudes: (i) between 1.4 and 1.6°W, (ii) between 1.8 and 2°W, and (iii) far offshore between 2.4 and 2.7°W. These instabilities span the vertical extent of the isopycnal layer, between the surface and 25 m depth (Figures 10C,E). Symmetric and vertical shear instabilities coexist from the surface down to ~ 10 m depth, since the Richardson number is smaller than 0.25 and the PV is negative, due to the wind activity inducing a high vertical shear. The river
discharge would have a weak influence on those instabilities since small values (\(\sim 200 \text{ m}^3 \text{ s}^{-1}\)) are observed during August. In this isopycnic layer and slightly beneath, symmetric instabilities exist also due to shear interior induced by strong frontogenetic processes generated by tidal currents and/or internal waves. Near the bottom, symmetric and vertical shear instabilities coexist due to strong bathymetric gradients and baroclinic tidal currents.

In the coastal current and during the same period, symmetric instabilities prevail in regions with smaller densities, \(<1024.5 \text{ kg m}^{-3}\) as shown in Figure 10B, and at various zonal locations: (i) near the coast (longitude \(\sim 1.4^\circ\)W), (ii) between 1.6 and 1.8\(^\circ\)W, (iii) between 1.9 and 2.4\(^\circ\)W, and (iv) far offshore with longitudes \(>2.8^\circ\)W (Figures 10D,F). These instabilities overwhelm almost the entire isopycnic layer and are more intense due to stronger wind bursts compared to a winter situation (an order of magnitude stronger). At the top 10 m, they coexist with vertical shear instabilities, since the Richardson number is smaller than 0.25, due to strong ageostrophic shear which engenders negative PV values. Symmetric instabilities also exist between 10 and 25 m depth in regards of the interaction between the ambient stratification and tidal currents which induce frontogenetic processes and therefore intense horizontal buoyancy gradients. Beneath this isopycnic layer and near the bottom, symmetric and vertical shear instabilities coexist (\(R_i < 0.25\)), from 1.4 to 1.6\(^\circ\)W longitude, due to steep bottom slopes and tidal currents inducing high ageostrophic shear.

Energy conversion terms are evaluated near the surface, at 5 m depth, during both months to identify the existence and intensity of barotropic, baroclinic, and vertical shear instabilities (Figure 11). Positive HRS, VBF, and VRS indicate the existence of barotropic, baroclinic, and vertical shear instabilities, respectively. The VBF and HRS dominate over the VRS term near the river mouth (not shown—VRS values below \(10^{-3}\) \text{ m s}^{-3}).

In winter, barotropic and baroclinic instabilities coexist at a larger scale over the continental shelf at the rim of eddies and in filaments (Figure 11A). Over the continental shelf, winds play a major role in increasing the energy of the mean flow which feeds the perturbations, and therefore the generation of mixed barotropic/baroclinic instabilities is observed. Over the inner-shelf (above 100 m isobath), these mixed instabilities are more intense due to the interaction of density currents induced by Gironde plume and its front, tidal currents and wind bursts. Those interactions sustain the mean flow (buoyancy and momentum) with a high reservoir of energy which feed the perturbations and generate such instabilities.

In summer, mixed barotropic/baroclinic instabilities exist in the near field and the coastal current of the plume, and over the continental shelf (Figure 11B). Compared to winter, those instabilities are intensified over the whole domain. In the Gironde plume and since the river discharge is weak, the source of such instabilities is the interaction of the ocean surface layer with tidal currents and wind activity. Those interactions alter the stratification and the momentum which induce perturbations essential to the generation of mixed barotropic/baroclinic instabilities. Over the continental shelf, the mean flow induced by eddies, wind bursts, and internal waves favor the development of these instabilities.

Since the wind and tides contribute to the generation of baroclinic and symmetric instabilities, the relation between these two instabilities in frontal regions of the plume will be explored in the following section.

### 4.3. Plume Instability

The development of instability can be monitored using the evolution of the energy from buoyancy and momentum perturbations. We then decompose the Eddy Kinetic Energy (EKE) and Eddy Available Potential Energy (EAPE) in three main contributions from: symmetric, baroclinic, and mixed instabilities (Figure 12).

In winter, the mixed modes are dominant in both decompositions of EKE and EAPE; they are one order of magnitude larger than the symmetric and baroclinic modes during the first 8 days (see Figures 12A–C).

Meanwhile, during the last 2 days of this analyzed period, the three modes feed equally and weakly the perturbations in the 3D eddying state. Through this decomposition, two events are noticed which occur during the second half of March (on the 16th and the 17th). During these periods, peaks in EAPE precede peaks in EKE with a lag of about half a day. The lag is similar for the symmetric and baroclinic modes.

Conversely in August, the symmetric, baroclinic, and mixed modes supply EKE and EAPE significantly with a predominance of the mixed perturbations (Figures 12D–F). During this period, three major events can be observed in the EKE decomposition. The first event occurs around August 12th. On this day, the mixed mode grows first with a significant amplitude followed by symmetric and then baroclinic modes. Then, a second event occurs almost 2 days later when the symmetric mode grows first followed by baroclinic and then mixed modes. On August 16th, symmetric and mixed modes contribute equally and nearly at the same time followed by baroclinic modes. Finally, after this active period the three unstable modes have developed nonlinearly and reach a 3D eddying state. In contrast, in the EAPE decomposition only the first event is noticeable. It occurs almost a day later. Similarly to the EKE decomposition, mixed modes increase first followed by symmetric and then baroclinic modes. The lag between EKE and EAPE suggests that a transfer of energy occurs within the same instability mode.

The development of these instabilities is related to the wind activity. A lagged cross-correlation between the EKEs and the wind stress intensity (\(\sim 0.7\)) reveals that the instabilities develop after wind events within a lag \(\sim 18\) h in summer and \(\sim 3\) days in winter (figure not shown). Those lags are different due to a larger wind stress intensity in summer (an order of magnitude larger compared to winter).

Growth rates can be deduced from the evolution of EKE (see Equation 11). Estimated growth rates (Figure 13) range from 0.02 to 0.12 h\(^{-1}\) (i.e., time scales ranging from 8 to 50 h). In March, the second event grows faster and contributes more to the increase of the EKE (Figure 13A). Meanwhile in summer (Figure 13B), growth rates are higher for symmetric and baroclinic instabilities (between 0.04 and 0.08 h\(^{-1}\) for symmetric instabilities and between 0.04 and 0.1 h\(^{-1}\) for baroclinic instabilities). On the opposite, in winter, mixed and
symmetric instabilities have higher growth rates (between 0.04 and 0.1 h\(^{-1}\) for mixed instabilities and between 0.04 and 0.12 h\(^{-1}\) for symmetric instabilities).

4.4. Mixing at Ocean Boundaries
To explore the mixing in different ocean layers, the potential vorticity (PV) mixing in Gironde river is first evaluated in the surface and bottom boundary layers, where the isopycnals can outcrop. We averaged over 10 days (between the 10th and the 20th of each month) the surface wind-driven, buoyancy, thermal turbulent wind, and bottom PV fluxes. These fluxes have been evaluated between two outcropping isopycnals (at the surface and at the bottom): between 1,025 and 1025.5 kg m\(^{-3}\) in March and between 1,024 and 1024.5 kg m\(^{-3}\) in August. Figure 14 shows the spatial distribution of these fluxes during the two periods.

In March, surface buoyancy fluxes always remove PV from the ocean surface (\(\text{-}J_{\text{dbuoy}} < 0\)) except at some locations: (i) at the Gironde river mouth (longitude \(\sim 1.5^\circ\)W and latitude \(\sim 45.6^\circ\)N) and (ii) at the northern edge of the coastal current (longitude \(\sim 1.5^\circ\)W and latitude \(\sim 46.2^\circ\)N) (Figure 14A). The wind-driven PV fluxes (\(\text{-}J_{\text{dwind}}\)) inject and remove potential vorticity from the surface depending on the location. They strongly remove PV at the northern edge of the coastal current and at the offshore edge of the plume. On the opposite, near the river mouth and in the inner edge of the plume front, wind-driven PV is injected. The thermal turbulent wind flux (\(\text{-}J_{\text{ttw}}\)) always injects PV at
the ocean surface, suggesting the importance of buoyant fronts induced by the Gironde river in the PV budget. These fluxes have comparable magnitudes (\(\sim 10^{-12}\) m s\(^{-4}\)); this shows their importance in the freshwater mixing of the Gironde river plume. The bottom fluxes are not important during this period; their magnitudes are smaller (\(\sim 10^{-14} < 10^{-12}\) m s\(^{-4}\)) than those of the surface fluxes (not shown).

In August, positive and negative surface buoyancy fluxes associated with PV are also observed (Figure 14B). They remove PV from the ocean surface (\(\sigma_{\text{dbuoy}} < 0\)): (i) near the river mouth, (ii) at the plume front, and (iii) over the continental shelf. In the latter region, the surface buoyancy PV fluxes show positive and negative patterns in the zonal direction. The wind-driven flux changes sign meridionally at the plume front and over the continental shelf. The thermal turbulent wind fluxes always inject PV in plume fronts when the river discharge is average, in the strong salinity gradients and in filaments over the continental shelf. These fluxes have the same magnitude; they are important sources of mixing at the ocean surface. The bottom PV flux is weak except in small positive strips north and south of the Gironde mouth and near the Loire river plume (not shown).

### 4.5. Frontal Vertical Mixing in the Water Column

Stratification budgets are analyzed in the plume frontal region (Figure 15) in a range of isopycnic layers previously defined (cf section 2.2.2). These budgets are evaluated between 5 and 10 m depth. The stratification budget is related to frontogenesis/frontolysis (intensification/weakening of salinity/density gradients), non-conservative PV fluxes (PV mixing) and advective PV fluxes (stirring processes). Non-conservative PV fluxes are the combination between frictional PV fluxes (related to momentum mixing) and diabatic PV fluxes (related to mass/buoyancy mixing). The \(\sigma_{\text{bvp}}\) term was also considered to close the stratification budget (Figures 15B,D). This boundary term was not neglected since we considered that the finite computation domain is subject to tides and river discharge from the estuary. We compare the time variations of \(N^2\) and the total term (sum of \(\sigma_{\text{bvp}}\) and time variations of \(N^2\)). In the total term, the time variations of \(N^2\) dominate except during episodic periods in winter (March 13th and 17th, Figure 1B) and summer (after August 19th, Figure 1C) where the \(\sigma_{\text{bvp}}\) may have an important impact due to an increase of the river discharge.
Hereafter, we will consider the total term to characterize the time rate of the stratification in the plume frontal region.

In winter, two events of restratification and one event of destratification are observed (Figure 15B). The first restratification event occurs between March 12th and 14th. This event is associated with an increase of the river discharge and a wind relaxation after a wind burst. Frontogenesis (positive FRONT values) and weak positive advective PV fluxes (positive ADV values) then control the intensification of the stratification. Non-conservative PV fluxes as a combination of shear and diabatic mixing, are mutually compensated and do not contribute to the restratification process of the water column between March 12th and 14th (Figure 15A). Destratification occurs between March 14th and 16th during a higher river discharge (around 1,000 m$^3$ s$^{-1}$) period but it is mainly due to an increase of the wind stress. During this event, non conservative fluxes and frontolysis (negative FRONT values) contribute to the destratification of the water column. Following the latter event (between March the 16th and 18th), a restratification occurs again driven by frontogenesis and slightly positive non conservative fluxes; the latter fluxes are associated with the wind relaxation after the second wind burst and with a high river discharge. After the last restratification event, the stratification variations decrease (or nearly constant) leading to a homogenized water column. The homogenization of the water column happens after the generation of instabilities (Figures 12A–C) and during moderate wind events (Figure 8A). It is mostly related to upwelling-favorable winds (figure not shown) which favor the flattening of isopycnals (EAPE $\sim$ 0) and therefore the homogenization of the water column. Similar events are also observed in summer when the river discharge remains small (around 200 m$^3$ s$^{-1}$). A destratification event develops between August 10th and 12th (Figure 15C) associated with an increase of the wind stress. This process is governed
by negative advective PV fluxes and a weak frontolysis. The non conservative PV fluxes are weakly positive (Figure 15D). Following this destratification, two successive restratification events (13th and 17th August) occur. During these events, frontogenesis is the major contributor since non conservative fluxes (shear and diabatic mixing) are small and negative. This weak frontogenesis occurs during wind relaxation after wind gusts. It is also related to the weak summer river discharge (~200 m$^3$ s$^{-1}$). Advection (stirring) processes are then close to zero. Finally, between August 24th and the 29th, a noticeable restratification event is observed with an increase of the PV from $10^{-10}$ s$^{-2}$ to more than $3 \times 10^{-10}$ s$^{-2}$. This increase is concomitant with a river discharge increase (from 160 to 230 m$^3$ s$^{-1}$) and a weak wind stress. At that time, vertical advective PV fluxes and frontogenesis are the main sources of this restratification since non conservative fluxes are almost balanced or are weakly negative.

5. DISCUSSION

5.1. Gironde River Plume Fronts

Our high resolution numerical simulation reveals (sub)mesoscale features in the Gironde river plume and over the continental shelf. The shape of the plume appears more complex than previously simulated (Lazure and Jegou, 1998). River plumes fronts have been explored in our simulations using the sea surface salinity gradients which characterize buoyant plumes (Vic et al., 2014; Ayouche et al., 2020). Salinity and chlorophyll fronts show similar locations in the Gironde and in the Loire river plumes. The extension of these plumes has been explored using satellite SST data (2002–2014) in previous studies (Costoya et al., 2016). The former authors showed that the locations of the Gironde and Loire river plumes fronts remain close to the coast which is similar to our findings in this study. These fronts can be pushed shoreward by wind and tides, then suppressing the ballooning of the outflow (Nof and Pichevin, 2001; Isobe, 2005; Ayouche et al., 2020). In the northward coastal current of the Gironde river plume, winds may constrain the plume near the coast both in summer and in winter. Ayouche et al. (2020) showed that in idealized simulations referring to the Gironde river plume, downswwelling favorable winds pushed the plume toward the coast and this might be the case in our simulations during episodic wind regimes. The river plume can also be detected from sea surface temperature in winter (Costoya et al., 2016; Yelekçi et al., 2017) when the strong river discharge strengthens the stratification; the mixed layer is then more sensitive to air-sea fluxes. Fronts in winter remain confined over the inner shelf. Their extent is limited offshore at the 100 m isobath, as shown by remote sensing observations (Yelekçi et al., 2017). Plume fronts are less prominent in summer due the weaker river discharges.

5.2. River Plume Dynamics

Inside the river plume, the circulation is mainly in geostrophic balance as observed (Mazzini et al., 2019; Alory et al., 2021) and modeled in other buoyant plumes (Nof and Pichevin, 2001; Ou et al., 2009; Schiller et al., 2011). Locally, the circulation in the river plume is ageostrophic [Re $\sim$ O(1)]. This ageostrophic circulation corresponds to the strongly sheared flows near the plume front (with strong curvature). Isobe (2005) shows that in the bulge, the inertial oscillations are locally constrained by the tidal dynamics. In our simulations, such a mechanism may be at work in the near-field. The friction with the coast and its geometry induce strong negative vorticity ($\zeta_{f} < -1$) in the coastal current due to strong sheared flows. This ageostrophic circulation has been highlighted in idealized simulations (Ayouche et al., 2020; Lv et al., 2020) and is reproduced in the present
realistic simulations. These high Rossby number flows appear during high discharge conditions or during strong wind events. Over the continental shelf and outside the river plume, the ageostrophic circulation remains weak in winter. In summer, at the rim of eddies and in filaments, strong ageostrophic circulation is observed related to a local secondary circulation (McWilliams, 2017).

The local ageostrophic circulation and its contrast with geostrophic processes have been explored in the frontal region of the Gironde river plume. This contrast has been analyzed in terms of vertical shears and linked to the wind stress intensity. We find that wind gusts (high to moderate winds) generate ageostrophic shear in the plume after a period of time (of the order of a day) during both seasons. In contrast, when the wind stress intensity is weak the geostrophic shear predominates. We emphasize the key role of the average river discharge during weak wind events to enhance density currents and therefore their induced vertical geostrophic shear. The wind-driven and geostrophic shear processes are important in the cross-shelf circulation of a coastaly trapped plume (Moffat and Lentz, 2012). The river discharge induces alongshore geostrophic currents which carry out the downcoast freshwater transport in the northern Hemisphere (Horner-Devine et al., 2015). The interaction between surface intensified river plumes and downwelling favorable winds induces geostrophic sheared flows (weak to moderate winds) in regions of strong horizontal density gradients (Spall and Thomas, 2016). In their study, high wind conditions induced circulation that prevails over the density current (Spall and Thomas, 2016). In our study, intense winds induce ageostrophic sheared currents that dominate over the density current which is similar to their key findings.

The Gironde river plume transports nutrients, sediments, and pollutants to the open ocean. Once it interacts with the open ocean, a flow barrier is formed: the plume front. This plume front is characterized by intense chlorophyll concentration and salinity/density gradients. Our study reveals also the existence of frontal ageostrophic dynamics related to winds. Such frontal dynamics and hydrology favor the concentration of phytoplankton which feeds marine organisms such as zooplankton and fish (Acha et al., 2004; Morgan et al., 2005). The concentration of nutrients and light fluctuations is sensitive to the nature of the front (convergent or divergent) and therefore influence the size of phytoplankton (Marañón et al., 2012; Marañón et al., 2015). The interactions between the frontal plume dynamics and marine biology using high resolution numerical modeling is a topic of interest for future studies to understand the biophysical dynamics in the Bay of Biscay.

5.3. Development of Instabilities in the River Plume

Energy conversion terms reveal that mixed baroclinic/barotropic instabilities, characterized by positive VBF and HRS, coexist in the near-field and the far-field of the Gironde plume. Such instabilities have a large signature over the inner-shelf (shallower than 100 m) in winter and summer.

In our realistic simulations, we have shown that the generation of such instabilities is due to the interaction between external forcings (tides and winds) and density currents in winter and mostly due to the interaction between external forcings and the surface ocean layer in summer since the river discharge is weak during this period. The combination between the Gironde discharge, tides and winds favors the development of such instabilities in the near and far fields of the plume. Our results confirm what has been shown in previous idealized simulations (Jia and Yankovskiy, 2012; Ayouche et al., 2020).

Symmetric instabilities have also been investigated using the Hoskins and Richardson number criteria. These instabilities develop in different regions of the plume, the bulge and the coastal current, when the PV is negative and the Richardson number is smaller than 1. They are generated through the impact of winds on the bulge and coastal current. Symmetric instabilities in our realistic simulations remain close to the coast in winter and extend from the coast to the continental shelf in summer. These instabilities may overwhelm the water column in the bottom-attached plume interior in March and August. In August, symmetric instabilities remain near the surface locally over the continental shelf. Such instabilities have been studied previously in idealized simulations (Ayouche et al., 2020; Lv et al., 2020). In plumes frontal regions interacting with downwelling favorable winds, symmetric instabilities are triggered and restratify the plume interior (Lv et al., 2020). In idealized simulations referring to a Gironde river plume, downwelling winds trigger frontal symmetric instabilities in the coastal current of the plume and semidiurnal tides (M2) favor the generation of these instabilities in the bulge (Ayouche et al., 2020).

Vertical shear instabilities are also simulated ($R_i < 0.25$) near the bottom of the Gironde plume near (bulge) and far (coastal current) fields due to their interaction with steep bottom slopes and strong tidal currents. Their existence in the near field of the plume have been attributed to strong tidal horizontal currents near the bottom (MacDonald and Geyer, 2004; Kilcher and Nash, 2010).

The previous results highlight the possible coexistence of baroclinic and symmetric instabilities in the Gironde plume regions when $R_i$ is smaller than one. Symmetric instabilities can be replaced by baroclinic instabilities when the Richardson number $R_i$ is $O(1)$. To investigate the relation between these instabilities, an EKE modal decomposition has been achieved in frontal regions where large Rossby numbers are observed locally. These instabilities have short growth time ranging from a few hours to a few days. In winter, they occur after moderate wind bursts, during relaxation events, with a transition from symmetric to baroclinic instability. Indeed, symmetric instabilities grow first followed by mixed instabilities and then baroclinic instabilities after different wind events. During this period, the turbulent activity is transferred from the EAPE to the EKE for each instability (baroclinic, symmetric, and mixed). This transition corroborates the classical Lorenz cycle (Lorenz, 1955). The origin of such instabilities is due to the interaction between density currents and the wind activity in the Gironde plume.

In summer, these instabilities also occur after wind events. The growth time is slightly weaker than in winter, due to low energy conversion terms.
river discharge, but it keeps the same order of magnitude. These growths have been associated with three wind events. During the first event (moderate winds), symmetric instabilities grow first followed by baroclinic and then mixed instabilities. During the other two events, the wind is weak and therefore baroclinic instabilities grow first followed by symmetric and mixed instabilities. During this month, a transfer occurs from the EKE to the EAPE for each instability and this might be due to the presence of internal waves and their interactions with the Gironde plume. In our simulations, these decompositions reveal that frontal baroclinic instability exists through a transition from symmetric instabilities. The EKE decomposition indicates that mixed instabilities (symmetric and baroclinic instabilities) also exist but with a slower growth.

Baroclinic instabilities may exist during wind relaxation events or through a symmetric instability transition (Hetland, 2017; Lv et al., 2020). Following Stone (1970) classification, the presence of Richardson numbers between 0.84 and 1 locally in the plume during both simulated periods may explain the development of mixed baroclinic/symmetric instabilities. Another classification allows exploring the growth of non-geostrophic baroclinic instabilities based on the slope Burger number (Qu and Hetland, 2020). In further studies, the exploration of the slope Burger number in realistic simulations would help to detail the instability growth rate sensitivity.

5.4. Mixing in Ocean Boundary Layers
In our study, we retain non-linearities in the computation of PV fluxes since ageostrophic circulation is important at the river plume front compared with previous studies which neglected these non-linearities (Wenegrat et al., 2018). The three main sources of PV mixing at the surface of the ocean are buoyancy, thermal turbulent wind and wind-driven fluxes. These fluxes are similar in intensity during both months; this emphasizes their importance in the frontal region PV budget of the Gironde river plume. The main source of PV mixing at the surface of the ocean are buoyancy/salinity fronts since thermal wind fluxes always inject the PV during both periods. They are localized in the frontal region at the edge of the plume for both periods and at the rim of eddies and in filaments over the continental shelf in summer. Thermal turbulent wind PV fluxes are related to density currents that are enhanced during average to high river discharge periods, typically in winter. The latter results are limited to the bounding isopycnals defining the frontal region. Thermal turbulent wind PV fluxes are also enhanced during wind relaxation periods when the geostrophic shear increases, and when the ageostrophic circulation weakens (during both periods). This result has also been observed in the far field of the Chesapeake Bay plume during weak wind periods (Mazzini et al., 2019).

The wind-driven and surface buoyancy fluxes inject and extract PV from the frontal region of the river plume. In winter, these fluxes remain close to the coast. Surface buoyancy fluxes are injecting PV closer to the river mouth due to some local warming from the Gironde estuary and at the northern edge of the coastal current due to air-sea fluxes. Surface buoyancy fluxes are also observed in summer due to warmer temperature from the atmosphere and from the Gironde estuary. Extreme events can play a role in those surface buoyancy fluxes as observed during hurricanes. For example, Hurricane Irma in 2017 impacted the stability in the Amazon-Orinoco river plume by reducing the SST cooling and energizing the air-sea fluxes (Rudzin et al., 2020). Surface buoyancy fluxes are also observed over the continental shelf as patterns of positive and negative fluxes that result from the air-sea interactions and internal tides oscillations. Internal waves, due to strong semi-diurnal tidal currents (Pichon and Corréard, 2006), have been observed over the continental shelf of the Bay of Biscay in late summer and they are reproduced in our simulations.

Wind-driven fluxes are sensitive to the wind direction and intensity. They are highly variable in space and time in the frontal region of the plume. In winter, these fluxes inject PV at the inner edge of the plume front and remove potential vorticity north of the coastal current and at the offshore edge of the plume front. While in summer, injection and removal of PV vary along the front (meridional direction). Over the continental shelf, positive and negative fluxes are mainly compensated. The PV removal and injection vary depending on whether the wind is along-front or cross-front and on the induced frontal symmetric instabilities. The injection of PV by winds can be also observed during periods when the wind is weak and the geostrophic shear increases. The wind-driven removal/destruction of PV by winds has been observed in ocean fronts when the wind is downfront which induces an upward flux at the sea surface (Thomas, 2005). The latter have also been observed for weak to moderate downfront winds interacting with buoyant coastal plumes (Spall and Thomas, 2016).

Since the frontal region of the plume is interacting with the bottom most of the time in our simulation, bottom PV fluxes have been analyzed. They remain relatively weak and are not expected to contribute effectively to the PV mixing of the plume frontal region.

5.5. River Plume Interior Mixing
In the ocean interior, the mixing has been characterized by frontogenesis and PV mixing processes in the Gironde river plume frontal region. In winter, during river discharge intensification periods and/or wind relaxation events, the frontogenesis prevails and the plume interior restratification is intensified. In contrast, destratification is characterized by non conservative fluxes (diabatic and shear mixing) and frontolysis through wind intensification periods. These budgets have been evaluated in idealized simulations characterizing the Gironde river plume in a winter regime (Ayouche et al., 2020). In their study, they show that downwelling favorable winds with average discharge favor the destratification in the coastal current (far field) of the plume. The former authors also show that semi-diurnal tides generate intense fronts (frontogenesis) near the river mouth (near-field region) that restratify the plume. Conversely, in a stratified regime (summer season), weak restratification events are observed during wind relaxation due to the small river discharge. The destratification in summer is also linked to a high wind event inducing frontolysis and the growth of ageostrophic shear. Similar results have been
observed in idealized simulations in stratified buoyant coastal plumes where the wind stress is linked to the reduction of PV and therefore to destratification (Spall and Thomas, 2016; Lv et al., 2020). In their study, the restratification processes are observed during wind relaxation periods when the geostrophic shear becomes dominant.

6. CONCLUSION

The Gironde river plume appears as a complex system under the influence of varying forcings: the river discharge, wind stress fluctuations, tide related processes. The interaction of all these nonlinear processes strongly shapes the development of instabilities and the mixing efficiency in the river plume.

Based on high resolution numerical simulations, we highlighted the buoyant frontal activity at meso- and sub-mesoscales with a contrasted seasonal activity. This buoyant frontal dynamics is linked with geostrophic (driven by river discharge) and ageostrophic (associated with wind stress) motions. The geostrophic balanced circulation exists in the river plume interior (in the near field and the coastal current) whereas the ageostrophic circulation occurs locally in the frontal regions. Exploring two seasons (winter and summer), numerical simulations indicate that ageostrophic features are more intense over the inner shelf (shallower than 100 m) in winter and extend to the whole continental shelf in summer. Our understanding of geostrophic and ageostrophic dynamics is giving insights for future observations of coastal ocean submesoscale through satellite altimetry (e.g., SWOT mission).

These nonlinear processes favor the development and coexistence of instabilities (baroclinic, frontal symmetric, and barotropic) in different regions of the river plume. We simulated these instabilities. We observed baroclinic and symmetric instabilities in frontal regions. Such instabilities are growing in a mixed mode (co-existing) or through a transition sequence between symmetric and baroclinic instabilities linked with wind events. These instabilities can also develop in the near field or the coastal current (with a signature in energy and PV fluxes). Other instabilities such as barotropic instability are also found to coexist with baroclinic and symmetric instabilities, in the near field and the coastal current due to the interaction between Gironde river plume and moderate to high wind gusts, tidal currents and river discharge growth.

The potential source of the mixing in river plumes is sustained through different processes (ocean fronts, air/sea interactions, and wind dynamics). Based on our simulations, the mixing appears mainly linked to the frontal dynamics at the edge of the river plume. The analysis of PV fluxes in the ocean interior and at the surface at small temporal (hourly fields) and spatial (400 m resolution) scales allows quantifying the mixing. PV fluxes are driven by density currents (frontogenesis), heat fluxes, internal waves and wind forcings (non conservative, i.e., shear and diabatic, mixing processes). The estimate of the PV budget relies on approximations and hypotheses (see section 2.2.2). Besides, mixing processes in the simulations are highly sensitive to model parameterizations. Therefore, future efforts should be oriented toward in situ measurements that would help us to assess or tune some model parameterizations and to test some of our hypotheses. In the near future, in situ experiments will be proposed to measure the turbulent mixing (i.e., turbulence microstructure measurements) to improve model parametrization for the river plume in tidally-driven coastal environments.
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