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Abstract—Combining skeleton structure with graph convolutional networks has achieved remarkable performance in human action recognition. Since current research focuses on designing basic graph for representing skeleton data, these embedding features contain basic topological information, which cannot learn more systematic perspectives from skeleton data. In this paper, we overcome this limitation by proposing a novel framework, which unifies 15 graph embedding features into the graph convolutional network for human action recognition, aiming to best take advantage of graph information to distinguish key joints, bones, and body parts in human action, instead of being exclusive to a single feature or domain. Additionally, we fully investigate how to find the best graph features of skeleton structure for improving human action recognition. Besides, the topological information of the skeleton sequence is explored to further enhance the performance in a multi-stream framework. Moreover, the unified graph features are extracted by the adaptive methods on the training process, which further yields improvements. Our model is validated by three large-scale datasets, namely NTU-RGB+D, Kinetics and SYSU-3D, and outperforms the state-of-the-art methods. Overall, our work unified graph embedding features to promote systematic research on human action recognition.
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I. INTRODUCTION

HUMAN action recognition has attracted substantial attention from different research areas in recent years, since the deluge of skeleton data offers unprecedented opportunities to investigate structures, appearance, joints and bones, video sequences of human actions [1–3]. The study of human action recognition provides significant insights for action surveillance, pose tracking, medical monitoring and diagnosis, sports analysis, security reports, and human-computer interaction [4–6]. Compared to traditional RGB or RGB-D video data, the skeleton sequences are compact motion data, which can dramatically reduce the computational cost of human action recognition. Besides, the skeleton data could show better performance when the background of human action is complicated [7, 8].

It is known that recurrent neural networks (RNN) [8], [9], convolutional neural networks (CNN) [10], temporal convolutional networks (TCN) [11], graph convolutional networks (GCN) [12], and spatial temporal GCN (ST-GCN) [13] have been applied to human action recognition. The earliest models for human action recognition often construct all coordinates of human joints from each frame for convolutional learning, like RNN or CNN. These learning models rarely investigate the endogenous relationship between joints and bones, leading to missing abundant unique and significant information in skeleton data. To understand the relationships between joints and bones, recent models build a skeleton graph, where nodes are human joints and edges are natural bones between two connected joints, and implement GCN to extract informative features. Later, the spatial-temporal GCN (ST-GCN) further developed GCN to simultaneously learn topological features of skeleton graphs [13]. The ST-GCN constructed a skeleton graph to represent the connections of joints, and firstly proposed the temporal edges to link the relationships between consecutive frames. Although the ST-GCN captures the features of joints and bones, structurally key joints and bones are largely ignored, which may contain specific patterns and information of actions. For example, human hand joints and knee joints play key roles in the walking action. While the ST-GCN tries to capture all of the human joints, the correlations between key joints and actions might be weakened during the training process.

To address such issues, we need a new design that can automatically detect the key human joints and bones, and deeply emphasize their uncovered graph features in terms of their large distance for every human action. Meanwhile, the new model could encode the extracted graph features into training process as well as highlight their dynamic properties, which could fully consider different perspectives from skeleton graphs, and present a general graph embedding application. Additionally, while the skeletons are the structural graphs instead of 2D or 3D grids on different human actions, most of the previous models construct a constant graph as the input signal. Basically, to complete an action, everyone needs the cooperation of various body parts. The phenomenon indicates human actions are based on the relationships between different body parts, but some body parts may play key roles in human
actions. For example, walking action strongly depends on legs, knees and feet, while sitting action is closely related to the head and trunk. An exogenous dependency has been proposed for disconnected joints or human parts, but they could not cover wider-range human actions. These body parts could be considered as subgraphs of skeleton graphs.

Deep learning on graphs, in particular, have emerged as the dominant models for learning representations on graphs. These graph learning models condense neighborhood connectivity patterns into low-dimensional embedding features that can be used for a variety of downstream tasks. While graph representation learning has made tremendous progress in recent years, prevailing models focus on learning useful features for nodes, edges, subgraphs or entire graphs. Graph-level features provide an overarching view of the graphs at macro details. In contrast, node-level features focus instead on the preservation of the local topological structure in micro details. Besides, subgraph features could effectively capture the unique topology of subgraphs, and incredibly improve the learning performance.

In this paper, we systematically study human actions, and propose a new framework to unify 15 graph embedding features with graph convolutional networks and to model characteristic skeletons for human action recognition, called UNFGEF. Compared to existing GCN models, this new model answers what characterizes node features, edge features and subgraph features for skeleton graphs. UNFGEF is expected to provide a ranking that identifies the most important joints, bones and body parts in different human actions. Inspired by graph embedding methods, we categorized the graph features into three domains, such as node centrality, edge centrality, subgraph features. The node centrality contains 10 node-level features, including Salton index, Jaccard index, and Katz index, etc. The edge centrality is calculated by the betweenness centrality, degree centrality, and similarity centrality. Finally, subgraph features are measured by clustering coefficient and motif index. Then, the extracted graph features are encoded into the graph convolution networks for further training. The UNFGEF can identify the relationships between physically connected and disconnected joints simultaneously, which effectively capture micro-level and high-level skeleton structures. Besides, this proposed module shows endogenous dependencies in an attention mechanism to enhance the learning performance of human action recognition. The pipeline of UNFGEF is illustrated in Fig. 1.

The major contributions of this work are summarized as follows.

- First, UNFGEF is the first work for embedding various graph features into graph evolutionary networks. And it is designed to uncover the overlooked graph information between physically connected and disconnected parts of the human skeleton.
- Second, UNFGEF exploits 15 graph embedding methods in designing the embedding module to meet general demands in human actions. It could offer a new and deep direction of the action recognition task.
- Third, the motion information between consecutive frames is extracted for temporal information modeling.

Both the spatial and temporal information are fed into a multi-stream framework for the action recognition task.

- Fourth, our model has state-of-the-art performance on three large-scale datasets for skeleton-based action recognition. The relative improvement is about 1%. The finding indicates that these extracted graph features are fundamental factors in the skeleton data, which brings remarkable improvements for human action recognition.

Our results have implications for unifying graph embedding features with graph convolutional networks, advancing the science of human action recognition and improving our understanding of general graph learning.

II. RELATED WORK

A. Skeleton-based action recognition

Despite the illumination change and scene variation, the reliable skeleton data could be easily and accurately extracted by pose estimation algorithms from depth sensors or RGB cameras and temporal CNN. The substantial skeleton data spurs the creation of new technological or theoretical action recognition models. Recently, deep learning approaches have been widely applied to build the spatial-temporal frameworks of skeleton sequences in human action recognition. For example, RNN models are implemented into human action recognition due to effectively learning long-term sequence data. Compared to RNN, CNN also showed important implications for human action recognition, owing to its powerful parallelization over every element in the training process. Skeleton data are manually transferred into 2D or 3D images deployed by CNN, which achieves high performance in action recognition. However, these images used by CNN cannot fully show the topological structures of skeleton data. To address the limitations, GCN successfully applies to human action recognition, and its plausible mechanisms lead to more promising results.

The traditional GCN models only consider physical connections between different joints on human actions. Since the endogenous factors, referring to physically disconnected joints, also play a preeminent role in human action recognition, the skeleton structure conveys much unrevealed information and leaves potential space to improve the performance of GCN.

B. Graph convolutional networks

Mapping the relational data into graphs, the topological structures can be encoded to model the connections among nodes, and provide more promising perspectives underlying the data. Inspiring by this mechanism, GCN is successfully implemented in deep learning research. The various approaches in modeling GCN fall into two categories, including spatial and spectral approaches. Spatial approaches use graph theory to define the nodes and edges for entities on data. Interestingly, spectral approaches analyze the constructed graph in the frequency domain. The spectral approach usually leverages the Laplacian eigenvector to transform a graph in the time domain to in frequency domain, potentially resulting in large computation cost. Considering human action recognition, most of the methods choose the spatial approaches.
Fig. 1. The network architecture of UNFGEF model. The action video could be divided into each frame. Then, the related skeleton graph is built by each frame. We use adjacent matrix to represent the skeleton graph. Based on graph embedding algorithms, various graph features are extracted and categorized into three domains, such as node features, edge features and subgraph features. Next, these features are separately embedded into GCN and TCN networks. After the training process, the trained weighted matrices could be fully connected. Finally, the output is calculated by the Softmax classifier in each stream. And then the scores are added by the multi-stream fusion to make the final prediction.

to construct the GCN due to the large size of skeleton data. Since the human body is naturally formed as a graph, not a sequence or an image, the related features are easily extracted from skeleton data. However, their works only focus on the static graph structure and are hard to understand the dynamic information and graph features from human actions. Here, our model could adaptively extract the key information on joints, bones and body parts, which yields a dynamical GCN. Besides, the UNFGEF combines the high-order information to provide a new insight for learning human actions.

C. Graph embedding methods

From the perspective of extracted features, graph embedding models can be classified into two groups: topological embedding methods and content enhanced embedding approaches. First, topological embedding methods encode topological structure features from the graph, and the learning objective is to preserve the topological features. A number of probabilistic models have been designed, such as node2vec [31] and LINE [32]. Recently deep learning models also implement the graph embedding features into their training process. These models investigate the first and second order graph features [33] via different variants of autoencoders. Meanwhile, community detection, motif extraction, and embedding models for subgraph have made tremendous progress in learning nodes [16], edges [17] or entire graphs [18]. These methods search for groups of nodes that are well-connected internally while being relatively well-separated from the rest of the graph and typically limited to individual connected components. Second, content enhanced embedding models simultaneously explore topological information and content features, which fully considers all available information during the training process. Henneberg growth model explores massive and complicated topological structures in large-scale graphs [35], [56]. However, these graph embedding methods are hardly combined with graph convolutional networks for human action recognition. Our paper systematically explored available graph features of skeleton graphs, and encode them into graph convolutional architectures. The UNFGEF is different from the current learning representations of human action recognition.

III. GRAPH EMBEDDING FEATURES

In this paper, three groups of graph features are extracted from the skeleton data, such as node features, edge features and subgraph features. These graph features play a significant role in highlighting the key joints, bones and body parts in human actions. Besides, these graph features elaborately and systematically reflects all information hidden in the skeleton structure. These graph embedding methods have been proposed in many empirical studies on graph learning representations [21].

A skeleton graph could be modeled by an undirected and weighted network $G(V, E)$, where $V$ is the number of joints, and $E$ is the number of bones, respectively. $e_{ij}$ is an edge between node $i$ and $j$. In the skeleton graph, each bone is linked by two joints, such as the source node and the target node, respectively. Note that every edge has the length of the corresponding bone information. For example, given two node (joints) coordinates, the source node $n_i = (x_i, y_i, z_i)$ and the target node $n_j = (x_j, y_j, z_j)$, the length of the edge (bone) can be calculated as $d(n_i, n_j) = \sqrt{(x_j - x_i)^2 + (y_j - y_i)^2 + (z_j - z_i)^2}$. In this skeleton graph, there is no cycle, which indicates every edge...
can only contain a source node and a target node. In this way, the graph adjacent matrix, node features, edge features and subgraph features are calculated, respectively.

A. Node features

A score \( v_{ij} \) is calculated by the node feature algorithm. The score is to measure the common feature between two nodes. Next, the extracted features are listed below:

- **Common neighbors.** It could be written as
  \[
  v_{ij}^{CN} = |\Gamma(i) \cap \Gamma(j)|,
  \]
  where \( \Gamma(i) \) is the set of neighbors of node \( i \) and \( |\cdot| \) is the cardinality of set. The feature matrix is set to \( \hat{V}_1 \).

- **Salton index.** It is defined as
  \[
  v_{ij}^{SA} = \frac{|\Gamma(i) \cap \Gamma(j)|}{\sqrt{k_i \times k_j}},
  \]
  where \( k_i \) is the degree of \( i \). Its matrix is set to \( \hat{V}_2 \).

- **Jaccard index.** It is defined as
  \[
  v_{ij}^{JI} = \frac{|\Gamma(i) \cap \Gamma(j)|}{|\Gamma(i) \cup \Gamma(j)|}.
  \]
  Its matrix is set to \( \hat{V}_3 \).

- **Hub promoted index.** It is defined as
  \[
  v_{ij}^{HPI} = \frac{|\Gamma(i) \cap \Gamma(j)|}{\min(k_i, k_j)},
  \]
  The calculated matrix is set to \( \hat{V}_4 \).

- **Srensen Index.** It is defined as
  \[
  v_{ij}^{SRI} = \frac{2|\Gamma(i) \cap \Gamma(j)|}{k_i + k_j}.
  \]
  Its matrix is set to \( \hat{V}_5 \).

- **Adamic-Adar Index.** It is defined as
  \[
  v_{ij}^{AA} = \sum_{z \in \Gamma(i) \cap \Gamma(j)} \frac{1}{\log k_z}.
  \]
  Its matrix is set to \( \hat{V}_6 \).

- **Local path index.** It is defined as
  \[
  v_{ij}^{LPI} = (A^2)_{ij} + \epsilon (A^3)_{ij},
  \]
  where \( \epsilon \) is a hyper parameter and set to 0.1. \( A \) is the adjacent matrix, and \( (A^k)_{ij} \) is the number of path length \( k \) linking with the nodes \( i \) and \( j \). Its matrix is set to \( \hat{V}_7 \).

- **Katz index.** It is defined as
  \[
  v_{ij}^{KI} = \alpha (A)_{ij} + \alpha^2 (A^2)_{ij} + \alpha^3 (A^3)_{ij} + \cdots,
  \]
  where \( \alpha \) is a parameter. If \( \alpha < \frac{1}{\lambda_{\max}} \), it can be rewritten as
  \[
  v_{ij}^{KI} = (1 - \alpha A)^{-1} - I_N,
  \]
  where \( I_N \) is the identity matrix, and \( \lambda_{\max} \) is the largest eigenvalue of \( A \). Its matrix is set to \( \hat{V}_8 \).

- **Preferential attachment index.** It is defined as
  \[
  v_{ij}^{PAI} = |\Gamma(i)| \cdot |\Gamma(j)|,
  \]
  Its matrix is set to \( \hat{V}_9 \).

- **Closeness centrality.** It is defined as
  \[
  v_{ij}^{CE} = \frac{N}{\sum_{j=1}^{N} d_{ij}},
  \]
  where \( d_{ij} \) is the shortest path length between nodes \( i \) and \( j \). Its matrix is set to \( \hat{V}_{10} \).

Based on 10 mentioned methods, we identify the node features from skeleton graphs. Next, we use attention mechanism to encode 10 node features (feature matrices) into GCN.

B. Edge features

In the skeleton graph, the bone can be served as an edge. Due to the different coordinates of each node, the distances of bones have a diverse length. Considering graph theory, the body part could be considered as a subgraph. A subgraph \( S \) is a graph whose node set \( S \) is a subset of the node set \( N(G) \), i.e. \( N(S) \subseteq N(G) \). Similarly, the subgraph edge set \( E(S) \) is a subset of the edge set \( E(G) \), that is \( E(S) \subseteq E(G) \). The subgraph features are extracted by the listing algorithms:

C. Subgraph features

Different body parts are associated with completing human actions. However, there exists a problem of how to evaluate the influence of every body part during human actions and measure the correlations between two body parts. In graph theory, the body part could be considered as a subgraph. A subgraph \( S \) is a graph whose node set \( N(S) \) is a subset of the node set \( N(G) \), i.e. \( N(S) \subseteq N(G) \). Similarly, the subgraph edge set \( E(S) \) is a subset of the edge set \( E(G) \), that is \( E(S) \subseteq E(G) \). The subgraph features are extracted by the listing algorithms:
• **Clustering coefficient.** It is defined as

\[ s_i^{CC} = \frac{2L_i}{k_i(k_i - 1)}, \tag{15} \]

where \( L_i \) is the number of edges between neighbors of node \( i \). Its matrix is set to \( S_1 \).

• **Motif index.** It is defined as

\[ s_i^{MI} = M_i^1 + M_i^2 + M_i^3 + \cdots, \tag{16} \]

where \( M_i^k \) denotes the frequency of node \( i \) in subgraphs \( M^k \), and \( k \) is the number of nodes in subgraph. Its matrix is set to \( S_2 \).

The associations with subgraphs are measured by every node, that is, a weighted matrix with \( N \times N \) dimensions.

### IV. Method

#### A. Network architecture

Shown in Fig. 1, the pipeline of this network architecture contains four components, namely graph generator, feature encoder, GCN-TCN blocks, and multi-stream fusion. In the first component, the original action video would be transferred into the skeleton data. Then the adjacent matrix is generated from the skeleton data and is encoded into three streams for training and prediction. Second, the feature encoder calculated 15 different features mentioned in the above sections. These features are categorized into three domains, namely node features, edge features, and subgraph features. These extracted features would be trained by the GCN-TCN blocks, which could take the best advantages of the skeleton data to learn more information. The GCN-TCN blocks play key roles in training and updating parameters. Finally, the framework would fuse the output scores of the softmax layers from the three streams. In the following sections, the last two components of the proposed network architecture are elaborated in detail.

#### B. GCN-TCN blocks

One basic GCN-TCN block is composed of two layers, namely the GCN layer and TCN layer, based on ST-GCN model [1]. Its pipeline is illustrated in Fig. 2. Compared to the original GCN layer, the GCN layer has 5 layers, and appends two more layers, including the dropout layer and aggregation layer. The next TCN layer has 3 layers, namely convolution, batch normalization, and RELU layers. Each GCN-TCN block adds a residual connection to avoid gradient vanishing.

Let \( x \in R^N \) be a feature vector for every node in a graph. The spectral convolution on a graph can be formulated as

\[ Z = \hat{D}^{-\frac{1}{2}}\hat{A}\hat{D}^{-\frac{1}{2}}X\Theta = \hat{A}X\Theta, \tag{17} \]

where \( \hat{A} = \hat{D}^{-\frac{1}{2}}\hat{A}\hat{D}^{-\frac{1}{2}} = I_{N \times N} + D^{-\frac{1}{2}}AD^{-\frac{1}{2}} \) (\( A \) is considered as its adjacency matrix with \( N \times N \) dimensions), \( \hat{D}_i = \sum_j \hat{A}_{ij} \), \( X \in R^{N \times C} \) and \( \Theta \in R^{C \times F} \) (\( C \) is the dimensions of feature vector per node and \( F \) is the filter channels). Note that \( Z \) is the convolved or extracted feature matrix, and \( \Theta \) is the filtering-parameters matrix. Thus, the complexity of this normalized formulation is \( O(EFC) \).

To implement the UNFGEF in human action recognition, let \( X = X_{in} \) be the input feature matrix on total frames per one video sample. For encoding graph embedding features, \( \hat{A} \) of the Eq. (17) would be modified. For example, the node features could be encoded by this method

\[ Z_1 = (\hat{A} + J)X_{in}\Theta_1, \tag{18} \]

where \( J = \sum_k \hat{V}_k \) is 10 node features, and \( \hat{V}_k \) means the extracted node feature matrix, like Salton index and Jaccard index, etc. \( Z_1 \) and \( \Theta_1 \) are the output and parameters of the node stream, respectively.

Similar to node features, let \( B \) be 3 edge features and \( S \) be 2 subgraph features. The Eq. (18) could be rewritten as

\[ Z_2 = (\hat{A} + B)X_{in}\Theta_2, \tag{19} \]

\[ Z_3 = (\hat{A} + S)X_{in}\Theta_3, \tag{20} \]

where \( B = \sum_k B_k \), \( S = \sum_k S_k \), and \( B_k \) and \( S_k \) represent the extracted edge and subgraph feature matrices, respectively. \( Z_2 \) and \( \Theta_2 \) are the output and parameters of the edge stream, whereas \( Z_3 \) and \( \Theta_3 \) are the output and parameters of the subgraph stream.

#### C. Multi-stream Fusion

Compared to previous works, the three streams, such as node, edge, and subgraph streams, consist of 15 graph features, which is the first to systematically investigate the skeleton structures and uncover neglected information. The three streams are calculated from mentioned graph embedding features. Then, 15 graph embedding features pass about 10 GCN-TCN blocks. Each softmax score is calculated by

\[ P_1 = Softmax(ReLU(Z_1)), \tag{21} \]

\[ P_2 = Softmax(ReLU(Z_2)), \tag{22} \]

\[ P_3 = Softmax(ReLU(Z_3)), \tag{23} \]

where \( Z_1, Z_2, Z_3 \) are outputs of node, edge, and subgraph streams, respectively. The multi-class cross-entropy loss is written as

\[ L = -\sum_{i \in G} Y_i \log(p_i), \tag{24} \]

where \( p_i \) is the predicted probability of class \( i \) and \( y_i \) is the number of action classes. if \( Y = i \), \( y_i \) is set as 1, otherwise it is 0.

Fused by three softmax scores, the final score can be obtained

\[ R = P_1 + P_2 + P_3, \tag{25} \]

where \( P_1, P_2, P_3 \) are softmax scores of node, edge, and subgraph streams, respectively. The final score could yield the score ranking and predict the action classification.
V. EXPERIMENT

To evaluate the proposed framework, i.e., UNFGEF, we conduct the experiments on three large-scale action recognition datasets: NTU-RGB+D [23], Kinetics [22] and SYSU-3D [37]. First, since the size of the NTU-RGB+D dataset is smaller than that of the Kinetics dataset, we perform the ablation studies of our model on the NTU-RGB+D dataset, which examines every component of the proposed model on the action recognition performance. Then, the performance of UNFGEF is verified and compared with that of state-of-the-art approaches.

A. Datasets

1) NTU-RGB+D: NTU-RGB+D is currently one of the largest dataset widely used in the skeleton-based action recognition, which consists of 56,880 video samples categorized into 60 action classes. All of video samples are acted by 40 volunteers, who come from different age groups from 10 to 35. Each action is recorded by three Kinect V2 cameras concurrently from different horizontal angles, like $-45^\circ$, $0^\circ$, $45^\circ$. This dataset contains 3D skeletal data for each video sample. Here, it records 25 joints for each frame on each subject. The captured skeleton data contains two dimensions of coordinates, i.e., $(x, y)$, and the confidence score $(c)$ for each joint. The dataset consists of a training set (240,000 video samples) and a testing set (20,000 video samples). Following the evaluation method, we report the top-1 and top-5 accuracy on the benchmark.

2) Kinetics: Kinetics is another large-scale dataset for human action recognition, containing 300,000 video samples. All of video samples cover 400 human action classes. The video samples are recorded by YouTube and have various subjects. It only contains RGB video samples without raw skeleton data. We obtain 18 joints’ positions of every frame using the publicly available OpenPose toolbox. The captured skeleton data contains two dimensions of coordinates, i.e., $(x, y)$, and the confidence score $(c)$ for each joint. The dataset consists of a training set (240,000 video samples) and a testing set (20,000 video samples). Following the evaluation method, we report the top-1 and top-5 accuracy on the benchmark.

3) SYSU-3D: SYSU-3D is a dataset recorded by Kinetic camera. It consists of 480 skeleton video samples of 12 action categories performed by 40 subjects. Each video sample has 20 joints. There are two standard evaluation cases for this dataset, i.e., cross-subject (CS) setting and same-subject (SS) setting. For the cross-subject setting, half of the subjects are used for training and the rest are for testing. For the same subject setting, half of the samples from each activity are used for training and the rest are for testing.

B. Training details

UNFGEF is implemented on the PyTorch deep learning framework. The kernel size of this model is set to 4. And it contains three streams to train the skeleton data. The optimization method uses the stochastic gradient descent with Nesterov momentum (0.9). And the loss function chooses the cross-entropy function for back propagating gradients. The batch size is 32 or 64. The learning rate is also set to 0.1 and the decay rate is 0.0001. The UNFGEF model is trained on 2 GTX-1080Ti GPUs. For different datasets, we set the specific configurations of UNFGEF.

The number of GCN-TCN block are 10. The numbers of output channels are 64, 64, 64, 128, 128, 256, 256 and 256 in each block. Note that the drop rate of GCN layers is set to 0.4. At the beginning of 10 basic blocks, there exists a batch normalization layer, which normalizes the input skeleton data. Through 10 basic blocks, it is followed by a global average pooling layer, adjusting different feature dimensions of video samples into the same dimensions. Finally, the final result
is calculated by the Softmax layer to yield the classification results.

For the NTU-RGB+D dataset, each video sample contains no more than two persons. The feature dimensions are 64, 128 and 256, respectively. The number of frames in each video sample is set to 300. If the frame number is less than 300 frames, we repeat the video sample until it reaches 300 frames. In Eq. 18, \( X_{in} \) should be the total features from 300 frames. The training process ends at the 50th epoch.

For the Kinetics dataset, the input configuration of Kinetics is set to 150 frames with 2 persons in each video sample. Here, we randomly select 150 frames from the input skeleton data, and disorder the joint coordinates with randomly chosen translations and rotations. Here, \( X_{in} \) should be the total features from 150 frames in Eq. 18. The training process converges to the 60th epoch.

For the SYSU-3D dataset, it contains one person per each frame, and has two standard evaluation protocols, i.e., Setting-1 (cross-subject) and Setting-2 (same-subject). We randomly select 200 frames from the input skeleton data, and disorder the joint coordinates with randomly chosen translations and rotations. The training process stops at the 60th epoch.

C. Ablation study

We examine the influence of each graph embedding feature in UNFGEF with the X-view benchmark on the NTU-RGB+D dataset. The performance of ST-GCN on the NTU-RGB+D dataset is 88.3%. By highlighting 15 graph embedding features with multi-stream framework, the result is improved to 96.4%, which brings a definite improvement. The detail is introduced in the below parts.

1) Graph embedding features: As mentioned in Section 3, there are three types of graph embedding features in the UNFGEF framework, i.e., node features \( J \), edge features \( B \), and subgraph features \( S \). Here, we only investigate effects of these graph features. The different combinations of the graph features are tested on the UNFGEF framework, including UNFGEF only with \( J \), UNFGEF only with \( B \), UNFGEF only with \( S \), UNFGEF with \( J \) and \( B \), UNFGEF with \( J \) and \( S \), UNFGEF with \( B \) and \( S \), and UNFGEF with \( J \), \( B \) and \( S \). And the results are shown in Table I. UNFGEF (\( J+B+S \)) outperforms the baseline model ST-GCN by 8.2% on the X-view NTU-RGB+D dataset, which strongly demonstrate the importance of graph embedding features. The results show that each graph feature extracted from the graph is significant for human action recognition. Besides, deleting any one of streams will dramatically reduce the performance.

The confusion matrices of UNFGEF on 60 action classes of the NTU-RGB+D dataset are shown in Fig. 4. The performance on the cross-view benchmark is better than that on the cross-subject benchmark.

2) Visualization of the centrality graphs.: Fig. 5 is a visualization of three types of graph embedding features for one
layer on the same action, i.e. node features, edge features, and subgraph features, respectively. The skeleton graphs are plotted from the physical connections of the human body. The red joints, bones, and body parts represent the highlighted parts by these graph features. In the drinking-water action class, the highlights of body parts move from the left arm to the upper body. For the standing-up action, the low trunk and upper legs play the key roles during the action. It indicates that the node and edge of the human trunk play significant roles in this action. Besides, it also suggests that a traditional skeleton graph is not the best choice for the action recognition task, and different actions need graphs with different skeleton structures. The node features pay more attention to the adjacent joints in the physical skeleton graph. For the subgraph features, the neck part and the hipbone part are detected to have a stronger connection, although they are far away from each other in the physical skeleton. Compared to previous works, these extracted graph features clearly capture the low-level features, like key joints and bones, and high-level structures, namely body parts. This information could uncover endogenous factors in human actions and give new perspectives on human action recognition and graph convolutional networks. Thus, graph embedding features are more relevant to the action classification task.

D. Comparison with the state-of-the-art

We compare the performance of our model with state-of-the-art action recognition methods on the NTU-RGB+D dataset \cite{1, 3, 11, 23, 38, 48}, Kinetics dataset \cite{1, 11, 23, 48–50}, and SYSU dataset \cite{51–54}. The results of three comparisons are shown in Table II, Table III and Table IV respectively. The methods used for comparison are categorized as RNN-based methods \cite{3, 23, 39–41, 49, 51, 52}, CNN-based methods \cite{11, 38, 42–47}, and GCN-based methods \cite{11, 48, 50, 53, 54}. Our model outperforms state-of-the-art methods with a large margin on these datasets, which validates the superiority of our model. For the NTU-RGB+D dataset, the proposed UNFGEF framework achieves 8.9% and 8.2% improvements over the most influence method, i.e. ST-GCN, on the cross-subject and cross-view benchmarks, respectively. In \cite{48}, the authors encode joint and bone features into GCN and exploit two-stream framework for skeleton-based human action recognition. Compared to this model, our model outperforms it by 1.9% and 1.4% on both benchmarks.

In Table III, UNFGEF surpasses recent GCN-based meth-
VI. CONCLUSIONS

In this work, we proposed a novel framework of unifying graph embedding features (UNFGEF) with graph convolutional networks for human action recognition. UNFGEF captures the key joints, bones, and body parts from human actions and embeds them into graph convolution networks to adaptively learn fusion features. On the contrary, the existing methods always ignore the importance of graph information on skeleton data, i.e., node features, bone features, and subgraph features. However, these embedding features could show the low-level features and high-level information of the skeleton data. Our UNFGEF uses a multi-stream framework to explicitly exploit 15 graph embedding structures, which improves the performance significantly. UNFGEF is validated on three large-scale datasets, namely NTU-RGB+D, Kinetics, and SYSU-3D, and outperforms state-of-the-art methods on all the three datasets. The finding indicates that these extracted graph features are fundamental mechanisms and factors hidden in the skeleton topology. This novel framework provides some new insights on future studies of skeleton-based action recognition. For example, how to incorporate the correlations between adjacent frames, such as similarities, distances, and structures into the UNFGEF framework becomes a natural question.
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