Abstract

Faced with new and different data during testing, a model must adapt itself. We consider the setting of fully test-time adaptation, in which a supervised model confronts unlabeled test data from a different distribution, without the help of its labeled training data. We propose an entropy minimization approach for adaptation: we take the model’s confidence as our objective as measured by the entropy of its predictions. During testing, we adapt the model by modulating its representation with affine transformations to minimize entropy. Our experiments show improved robustness to corruptions for image classification on CIFAR-10/100 and ILSVRC and demonstrate the feasibility of target-only domain adaptation for digit classification on MNIST and SVHN.

1 Introduction

Deep networks can achieve high accuracy on training data and are effective for testing data from the same distribution, as evidenced by tremendous benchmark progress [18, 34, 12]. However, generalization to new and different data is limited [13, 29, 8]. When the training (source) data differ from the testing (target) data, a condition known as dataset shift [26], then model accuracy suffers. Models can be sensitive to corruptions, variations, or shifts during testing that were not encountered during training. Nevertheless, it can be necessary to deploy a model in changing conditions on data from different distributions.

We seek to reduce generalization error given only an already trained model and target data. That is, without recourse to the training/source data, as it may no longer be available, or it may be computationally infeasible. This is the condition of a model in deployment, such as on computationally-constrained devices on the “edge” (such as phones or robots [57]), or a model downloaded from a zoo and brought to bear on new data, as is now commonplace. We call this setting fully test-time adaptation.

Fully test-time adaptation has practical motivations. 1. Availability: a model might be distributed without its data, the source data might be protected for privacy concerns, or it might simply be gone. 2. Efficiency: it might not be computationally practical to (re-)process the source data during testing. This is especially true on edge devices, where limits are more strict. 3. Accuracy: a model might not be sufficiently accurate on new data for its purpose.

Fully test-time adaptation is an unsupervised setting, so the model must extract its own supervision. Our objective for test-time optimization is model confidence, as measured by the entropy of the model’s predictions on the test set. For our entropy minimization, we augment the model with an adaptor, which we optimize while keeping the model fixed. The adaptor modulates the model

*Equal contribution.
representation by feature-wise affine transformations, an efficient class of transformations for test-time optimization. The adaptor is optimized purely by entropy minimization of the model predictions during testing. No joint optimization on train and test data is required, and the adapter never sees training/source data. No re-training or re-architecting of the model is needed.

Our experiments investigate robustness to image corruptions, domain shift for digit recognition, and ablation and oracle analysis. We compare our method to normalization and optimization baselines in the same fully test-time adaptation setting. For reference results given more data and supervision, we also report the accuracies of semi-supervised learning and domain adaptation methods with access to the labeled training data.

Fully test-time adaptation by entropy minimization reduces generalization error for common image corruptions on CIFAR-10/100 and ILSVRC. We show the feasibility of domain adaptation with only target data for digit classification on SVHN and MNIST. We improve on both test-time normalization and self-supervision, even when self-supervision is augmented by joint training on source data. Our method does no harm on a “clean” test set without differences from train. The ablation and oracle experiments support our choice of entropy objective and adaptor architecture.

Our contributions

1. We highlight the setting of fully test-time adaptation, with supervised model and test data alone.

2. We are the first to show the efficacy of entropy as a fully test-time objective, in contrast to its role as a regularizer for a supervised training. This is surprising, in that a supervised model has learned enough during training to adapt itself during testing such that reducing its entropy reduces error.

3. For robustness to corruptions, our method achieves higher accuracy than test-time training by self-supervision, and requires less computation by doing without joint training.

4. For domain adaptation, we show the feasibility of target-only adaptation on a simple digit classification problem, with competitive accuracy to the standard unsupervised domain adaptation setting which requires source and target data.

2 Entropy Minimization via Modulation

In fully test-time adaptation, there is a supervised model $f_\theta$ with trained parameters $\theta$ and test data $D = x_1, \ldots, x_N$. The model must adapt to new and different data during testing without recourse to source data or labeled target data. We adapt the model through test-time optimization to minimize the entropy of predictions by modulating its features. Figure 1 illustrates the proposed method. Fully test-time optimization requires (1) a compatible model, (2) an objective to minimize, and (3) parameters to optimize over.

Model Requirements The model to be adapted must be trained for the supervised task, probabilistic, and differentiable. Supervised training is needed because no supervision is provided during testing, so the model must already be supervised for the task to be done. Probabilistic inference is needed to define a distribution over predictions, and therefore an entropy of the predictions. Differentiability is needed to take the gradient of entropy through the model for iterative optimization during testing.
During test-time, we add affine modulation parameters for each channel of the model features chosen for adaptation. The modulation is a channel-wise transformation of the model features, with the scale $\gamma$ followed by the shift $\beta$. These parameters are initialized to one and zero respectively, to set the modulation to the identity and begin adaptation with the original model.

We select off-the-shelf deep image classifiers as representative models for supervised learning with deep networks. These satisfy our three conditions in that they are pre-trained, probabilistic by their predicted softmax distribution over classes, and end-to-end differentiable by construction. Note however that our method is not restricted to softmax classifiers—other compatible probabilistic models include regressors with predictive variance [16] or mixture-of-experts models.

### 2.1 Entropy Objective

We measure model uncertainty by the Shannon entropy $H$ of the predictions $\hat{y}$:

$$H(\hat{y}) = -\sum_c p(\hat{y}_c) \log p(\hat{y}_c),$$

where $\hat{y}_c$ denotes the predicted probability of class $c$. This is a totally unsupervised objective, without the true target $y$ for the task. Nevertheless, the entropy is a function of the task training, as a measure of the model predictions. In this way it is an intrinsic signal for the trained task.

In contrast, auxiliary tasks used for self-supervised optimization are not directly related to the trained task. As such, care is needed to choose an auxiliary task compatible with the domain and task, and a balance must be struck for optimization. For concreteness: examples of these tasks include rotation prediction [9], context prediction [4], and cross-channel auto-encoding [42]. Too much progress on an auxiliary task could interfere with performance on the supervised task, and self-supervised adaptation methods have to limit or mix updates accordingly [36, 35]. Our entropy objective encounters no such difficulties, and our fully test-time optimization helps generalization in either few or many steps.

### 2.2 Modulation Parameters

Entropy minimization requires a choice of parameters for updating. The model parameters $\theta$ are a natural choice, and this is the choice of prior work on entropy minimization in semi-supervised [10] and few-shot [3] learning regimes. However, $\theta$ is the only representation of the training/source data in our setting, and altering $\theta$ could cause drift from the training data and supervised task. Plus, $f$ can be complicated and $\theta$ high dimensional, making optimization too sensitive and time-consuming for test-time usage.

Instead, we augment the model with an adaptor to adjust the model through modulations $\delta$. For our purpose, the adaptor must be simpler than the model in number of parameters and non-linearity. This is appropriate given its role of adjustment, while the model itself is responsible for the task.

Our modulations are affine transformations with scale $\gamma$ and shift $\beta$ (see Figure 2). A scale and shift are assigned to each channel $k$ of the model representation chosen for adaptation. Each modulation $\delta_k = \gamma_k, \beta_k$ can be a parameter $\phi$, or itself a prediction $\delta_k = g_\phi(x)$. In our experiments we use the direct parameterization of $\phi$, as this form of modulation is linear and low dimensional for efficient and stable optimization.

### 2.3 Algorithm

We minimize the entropy of the model predictions with respect to affine modulation parameters on the test set. We optimize the modulation parameters by stochastic gradient descent with an adaptive optimizer while we simultaneously update the normalization statistics on test data. The optimization shares the same parameters for all test points, unlike the episodic optimization of TTT [36], which independently optimizes each test point.
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Figure 3: Examples of how fully test-time entropy minimization adapts predictions on corrupted CIFAR-10 (gaussian noise). The class predictions $p(\hat{y} \mid x)$ before (orange) and after (blue) adaptation show 1) correction in switching to the true class (in red) and 2) entropy reduction (see legend). Our adaptation optimizes over the test set as a whole, yielding correction, while independent optimization of each test point would merely yield more certainty, whether right or wrong.

**Initialization** We first initialize the modulation parameters $\phi = \{\gamma_{l,k}, \beta_{l,k}\}$ for each model layer $l$ and channel $k$ for adaptation. The $\gamma$ and $\beta$ are set to 1 and 0 respectively, so that the modulation is initialized to the identity, preserving the model.

**Iteration** At each step $t$, the modulation parameters and normalization statistics are updated. The modulation parameters $\phi^{(t)}$ are updated by the gradient of the prediction entropy $\nabla H(\hat{y})$ to $\phi^{(t+1)}$. The normalization statistics are updated from moving statistics of the training set to the population statistics on the test set.

**Termination** The simplest and most efficient choice is to optimize for a single epoch. This only necessitates $2 \times$ the inference time plus $1 \times$ the gradient time per test point vs. the standard $1 \times$ inference time of the regular, unadapted model. It is possible to continue optimization for multiple epochs for further improvement. Unlike self-supervised objectives, which may interfere with the supervised task, our entropy objective converges and does no harm with further steps.

**Inference** Once optimization is complete, we carry out a last pass over the data to make predictions given the learned modulation parameters $\phi$ and the updated normalization statistics.

3 Experiments

We evaluate our method on corrupted CIFAR-10/100 and ILSVRC and on digit domain adaptation from SVHN to MNIST. Our results on corruption show the effectiveness of fully test-time entropy minimization for improving robustness. Our results on domain adaptation demonstrate the feasibility of cross-domain generalization without access to the source domain, and outperform unsupervised domain adaptation methods that rely on source domain data.

Our method and experiments are implemented on top of the pycls library [27, 28] in PyTorch [24]. Our (anonymized) code is included with this submission, and code will be released for publication.

**Models** For corruption experiments we use a residual network [12] with 26 layers, following [36]. For domain adaptation experiments we use the same network with two different channel width variants (W1 and W4), and a simple LeNet [20] variant from existing works [7, 38, 39]. These architectures are shared by all methods in each experimental condition for fair comparison.

Our networks are equipped with batch normalization [14], and we experiment with its adaptive extension [22] for a strong, optimization-free adaptation baseline.

**Datasets** We evaluate on standard datasets for image classification and domain adaptation.

For comparison and ablation experiments at an accessible scale we choose CIFAR-10 and CIFAR-100 [19]. These datasets have 10 and 100 classes respectively, a training set of 50,000 images, and a test set of 10,000. For large-scale experiments we choose ILSVRC [31], with 1,000 classes, training set of 1.2 million images, and validation set of 50,000 images.

For digit domain adaptation we choose SVHN [23] and MNIST [20] as source and target domain, respectively. Both datasets have ten classes from the digits 0–9. MNIST consists of binarized
handwritten digits with a training set of 60,000 and test set of 10,000. SVHN consists of color images of house numbers from street views with a training set of 73,257 and test set of 26,032.

**Optimization** We optimize the modulation parameters \( \phi \) by stochastic gradient descent with Adam [17], an adaptive optimizer that normalizes the parameter updates by moving statistics of their norms. The learning rate is set to 0.001 with batch size 512 and cosine schedule. Optimization is performed for a single epoch for efficiency.

**Baselines** We evaluate a variety of baselines including domain adaptation, self-supervision, normalization, and confidence:

- source-only: the trained classifier is applied to the test set without adaptation.
- adversarial domain adaptation (RevGrad) [7]: reversing the gradients of a domain classifier optimizes the representation to be invariant to the source and target domains.
- self-supervised domain adaptation (UDA) [35]: joint optimization of self-supervised rotation and position tasks on the source and target encourages a shared representation.
- test-time training (TTT) [36]: the supervised model is augmented with an auxiliary task predictor, which shares its representation with the task model, and then both are jointly optimized during training. During testing, the auxiliary task is optimized further to update the shared representation. The specific auxiliary task for this method is rotation prediction [9].
- test-time normalization (batch norm): adaptive batch normalization [22] estimates separate mean and variance statistics on source data and target data. In our experiments, the mean and variance of all batch normalization layers are replaced with their estimates on the test/target data. These are the full estimates of the means and variances for the set, and not moving estimates.
- pseudo labeling (pseudo label) [21]: this approach defines a confidence threshold, assigns hard targets to any test prediction over the threshold, and then optimizes the model to these targets. This method indirectly reduces entropy, as hard targets have entropy zero, but is governed by the threshold hyperparameter. Our method directly minimizes entropy without such a hyperparameter.

The domain adaptation methods, RevGrad and UDA, do joint optimization over labeled source and unlabeled target data. Although TTT adapts at test-time, it first requires joint training on the source data to learn a representation compatible with the supervised and auxiliary task. Only test-time batch normalization, pseudo labeling, and our method are fully test-time adaptation methods.

### 3.1 Robustness to Corruptions

To benchmark robustness to corruption, we make use of common image corruptions [13], as computed offline for reproducibility. There are several corruption types, as detailed in our results tables, and each type has five severity levels from the least severe at one to the most severe at five. By default, we choose the most severe level, five, for all different types of corruptions in the following experiments. These corrupted test sets are CIFAR-10-C, CIFAR-100-C, and ImageNet-C.

We begin by illustrating the effect of our adaptation in Figure 3. Here we inspect the predicted classifications of three test points in CIFAR-10-C before and after adaptation. After entropy minimization over the entire test set, the adapted distributions have not only lower entropy but different peaks. This indicates that the shared modulation to minimize entropy results in different classifications, as is needed to correct errors.
Next we verify that minimizing entropy with respect to the modulation parameters is in fact sufficient to reduce entropy. Figure 4 histograms the distribution of prediction entropy on the test sets of CIFAR-10-C, CIFAR-100-C, and ImageNet-C. The distribution before adaptation includes a larger range and a concentration of higher entropies, while the distribution after adaptation has a marginally smaller range and a marked concentration at lower entropies. (Note that the entropies on the original test sets, without corruption, are lower still. Our method has reached an intermediate degree of confidence.)

The full evaluation of the corruption benchmark is reported in Table 1. On the majority of corruptions and datasets our method achieves the lowest error. Notably many conditions have error rates in excess of 50% (see every condition on ILSVRC for example), even after adaptation by normalization, but our entropy minimization nevertheless reduces error.

The fifteen corruptions are arranged in columns, and the methods are arranged in rows, grouped by dataset. On CIFAR-10 and CIFAR-100 we compare all methods, including those that require joint training on source and target, given the convenient size of these datasets. On ILSVRC we compare the most efficient fully test-time methods—the source-only baseline, the normalization baseline, and our method—given the large-scale size of the training set at >1 million images.

### 3.2 Target-Only Domain Adaptation

For unsupervised domain adaptation, we adopt the established setting of digit domain adaptation [7,38,39]. In particular we experiment with adaptation from SVHN to MNIST. The progress of our optimization is shown in Figure 5 and the resulting error rates are shown in Table 2. We verify that accuracy improves as entropy is reduced to justify our choice of objective. Our method achieves the lowest error across three architectures from a simple LeNet to a ResNet-26 in slimmer (W1) and wider (W4) editions.

| CIFAR-10 | glass | shot | impulse | defocus | glass | motion | snow | frost | fog | bright | contrast | elastic | pixelate | jpeg |
|----------|-------|------|---------|---------|-------|--------|------|-------|-----|--------|-----------|---------|----------|------|
| source-only | 67.2 | 59.6 | 62.5 | 42.9 | 47.8 | 32.7 | 36.4 | 23.0 | 35.5 | 28.8 | 7.7 | 62.4 | 24.8 | 52.1 | 28.5 |
| RevGrad | 26.8 | 22.7 | 32.3 | 11.3 | 31.4 | 12.5 | 11.7 | 15.6 | 16.2 | 12.0 | 8.1 | 9.2 | 21.9 | 17.1 | 25.7 |
| UDA | 19.0 | 17.3 | 17.2 | 10.7 | 29.5 | 15.5 | 12.8 | 15.6 | 14.8 | 11.3 | 7.5 | 9.6 | 18.3 | 12.0 | 17.4 |
| TTT | 16.8 | 15.4 | 20.2 | 10.9 | 35.4 | 15.8 | 9.9 | 14.0 | 14.1 | 11.0 | 6.2 | 10.0 | 18.5 | 17.7 | 25.5 |
| batch norm | 25.4 | 22.1 | 32.6 | 10.7 | 31.2 | 10.8 | 9.9 | 14.0 | 14.1 | 11.0 | 6.2 | 10.0 | 18.5 | 17.7 | 25.5 |
| pseudo label | 22.0 | 20.2 | 29.3 | 10.4 | 31.5 | 11.0 | 9.0 | 12.8 | 14.8 | 10.3 | 7.8 | 10.7 | 19.8 | 14.0 | 21.6 |
| minent (ours) | 20.2 | 18.1 | 25.5 | 8.9 | 26.6 | 10.0 | 8.5 | 12.5 | 14.0 | 9.9 | 6.8 | 7.5 | 17.8 | 12.7 | 19.4 |
| CIFAR-100 | glass | shot | impulse | defocus | glass | motion | snow | frost | fog | bright | contrast | elastic | pixelate | jpeg |
| source-only | 89.9 | 88.1 | 95.1 | 65.6 | 81.4 | 55.6 | 59.0 | 53.0 | 65.9 | 59.1 | 31.9 | 77.8 | 51.4 | 76.5 | 57.6 |
| RevGrad | 49.9 | 47.6 | 57.1 | 29.3 | 51.8 | 31.2 | 28.6 | 37.0 | 37.7 | 34.3 | 25.8 | 27.1 | 40.8 | 34.8 | 50.0 |
| UDA | 54.3 | 51.9 | 46.1 | 35.8 | 59.1 | 44.5 | 40.4 | 45.0 | 42.2 | 41.3 | 31.1 | 37.4 | 46.3 | 36.7 | 47.6 |
| TTT | 47.7 | 46.0 | 50.3 | 34.4 | 63.3 | 41.7 | 47.4 | 42.6 | 44.9 | 41.9 | 31.2 | 36.4 | 43.8 | 36.5 | 47.0 |
| batch norm | 55.8 | 53.8 | 62.4 | 32.7 | 57.0 | 33.6 | 31.3 | 39.7 | 40.1 | 38.2 | 26.5 | 31.8 | 42.9 | 39.5 | 54.7 |
| pseudo label | 51.0 | 50.3 | 58.8 | 32.0 | 54.3 | 33.2 | 31.1 | 39.6 | 40.2 | 36.0 | 27.6 | 31.3 | 44.3 | 36.8 | 51.3 |
| minent (ours) | 46.8 | 45.4 | 53.3 | 29.4 | 49.9 | 30.5 | 28.6 | 36.4 | 36.6 | 32.7 | 26.3 | 26.8 | 40.6 | 33.7 | 45.8 |
| ILSVRC | glass | shot | impulse | defocus | glass | motion | snow | frost | fog | bright | contrast | elastic | pixelate | jpeg |
| source-only | 94.2 | 92.9 | 93.9 | 84.2 | 91.7 | 87.8 | 77.2 | 84.5 | 77.9 | 79.6 | 42.5 | 95.4 | 84.0 | 71.7 | 61.3 |
| batch norm | 88.1 | 86.2 | 87.1 | 87.0 | 86.9 | 77.0 | 63.3 | 66.3 | 67.1 | 52.7 | 34.9 | 88.5 | 58.1 | 54.3 | 66.4 |
| minent (ours) | 74.3 | 70.1 | 71.4 | 74.2 | 75.2 | 58.2 | 49.5 | 49.8 | 61.3 | 40.6 | 31.7 | 81.5 | 43.7 | 40.8 | 47.4 |

Table 1: Corruption benchmark measuring percentage error on CIFAR-10, CIFAR-100, and ILSVRC following [13]. Image corruptions are applied only during testing to measure generalization. The baseline suffers a great drop in accuracy from its reference results on the uncorrupted test sets: 4.1% on CIFAR-10, 21.0% on CIFAR-100, and 23.5% on ILSVRC. Our method (minent) achieves the best accuracy in most cases while requiring less optimization than unsupervised domain adaptation methods and test-time training, which include joint training on source and target.
Method | Data | Source | Target | LeNet | R-26(W1) | R-26(W4)
---|---|---|---|---|---|---
source-only | ✓ | 19.5 | 18.2 | 16.8
RevGrad | ✓ | ✓ | 17.1 | 12.2 | 12.6
UDA | ✓ | ✓ | 24.4 | 14.4 | 12.4
batch norm | ✓ | 18.9 | 15.7 | 15.4
pseudo label | ✓ | 17.2 | 12.7 | 12.0
minent (ours) | ✓ | 16.4 | 10.0 | 8.7

Table 2: Digit domain adaptation for SVHN \(\rightarrow\) MNIST. We compare the error rate of fully test-time entropy minimization against unsupervised domain adaptation methods, reverse gradient and self-supervised, plus fully test-time adaptation by batch normalization and pseudo-labeling. The low error of methods without source data shows the feasibility of target-only domain adaptation. Entropy minimization is the most accurate.

| Method | Data | Source | Target | LeNet | R-26(W1) | R-26(W4) |
|---|---|---|---|---|---|---|
| source-only | ✓ | 19.5 | 18.2 | 16.8 |
| ours (test) | 16.4 | 16.0 | 12.8 |
| ours (train) | 13.5 | 13.8 | 4.7 |
| oracle | | | | |
| ours (test) | 10.0 | 6.8 | 4.8 |
| ours (train) | 7.6 | 3.9 | 0.8 |
| oracle | | | | |
| ours (test) | 8.7 | 5.1 | 3.5 |
| ours (train) | 5.8 | 3.1 | 0.1 |

Table 3: Analysis results with more data, optimization, and supervision on SVHN \(\rightarrow\) MNIST. All results are error rates on the target test set.

3.3 Analysis

We provide sanity check, ablation, and oracle analysis experiments. As a sanity check, we evaluate our adaptation method on the original/clean test sets of the corruption benchmark. When the train and test data distributions are the same, and no adaptation is needed, our method does no harm. The accuracy of entropy minimization on the original test set is within 1% of the unadapted model. For ablation, we attempt to minimize entropy with respect to the model parameters \(\theta\). In every case this results in error rates worse than the baseline or no better. This negative result supports our optimization of modulation parameters.

For oracle analysis, we include more data, more optimization, and supervision in Table 3. We compare entropy minimization on target test, our method, with a variant on the larger target train, which significantly reduces error. Although we optimize for one epoch in our main experiments for efficiency, we experiment with multiple epochs (20 total) to gauge further improvement. Finally, to upper bound adaptation by modulation we optimize the cross-entropy given the target labels.

4 Related Work

We relate the fully test-time adaptation setting to existing adaptation settings, and highlight work that informs our approach of entropy minimization by affine modulation.

**Adaptation** Transfer learning, domain adaptation, and transduction adapt a model by extending its training given more data and supervision. Transfer learning by fine-tuning \([5, 41]\) requires labeled target data for (re-)training the model. In our setting the target data is unlabeled, denying direct supervised learning of this kind. Domain adaptation \([11]\) mitigates source/target differences by joint training on source and target. In unsupervised domain adaptation, the source data is labeled, but the target is not. This is closer to our setting, but still makes use of source data, while we have only target data. Transduction \([6, 15, 43]\) fits predictions to a particular test set, in contrast to inductive methods that learn a general model for all test sets. Doing so requires joint computation over all of the training and testing points.

These approaches each have their purpose, but they do not cover all practical cases. How to adapt during testing, without any supervision, has received less attention. Inspired by these training-time
adaptation approaches, we advocate for exploring test-time adaptation without reliance on source data and labels.

**Entropy Minimization**  Entropy minimization is a key regularizer in semi-supervised learning and few-shot learning. These methods regularize a supervised objective by explicit or implicit entropy minimization during training. Their purpose is to prevent decision boundaries at high densities in the data distribution \[10\] and thereby improve accuracy for distinct class distributions.

Explicit methods optimize the sum of a supervised objective and entropy regularizer. Entropic semi-supervised learning \[10\] regularizes predictions on unlabeled training data, while entropic few-shot learning \[3\] regularizes predictions on the unlabeled test data. Implicit methods define targets for semi-supervised learning that reduce entropy without directly penalizing it. Pseudo-labeling \[21\] assigns hard labels to confident predictions on unlabeled data. A hard label is an indicator distribution over classes, for which the entropy is zero. MixMatch \[1\] sharpens target distributions for unlabeled data, where these target distributions are formed by averaging predictions over data augmentations. Optimizing a model on these hard or sharpened targets indirectly reduces entropy.

We apply entropy minimization to adapt a model during testing by unsupervised learning. Our experiments are the first to show the effectiveness of entropy as a standalone objective for adaptation.

**Test-Time Optimization** Recently, test-time training (TTT) by self-supervision \[36\] has been proposed to reduce generalization error. Self-supervision generates targets for auxiliary tasks that can be automatically labeled, such as recognizing rotations of an image. In TTT, the model is first jointly trained on the supervised task and an auxiliary task, and then the auxiliary task is further optimized at test-time. The test-time optimization can be episodic, over each test point independently, or online over all test points.

TTT and our test entropy method both optimize at test-time, but differ in their data requirements. Our method is fully test-time adaptation, without joint training on the source data, while TTT needs joint training. TTT depends on the choice of auxiliary task for supervision (indeed, \[36\] cautions that this task must be “both well-defined and non-trivial in the new domain”). Our test entropy objective is measured on the supervised task prediction, without an auxiliary task, and is in this way is more domain-agnostic.

**Feature Modulation** Modulation is a form of conditioning that adjusts a model so that it varies with its input. Borrowing from its usage in signal processing, the modulation is usually simpler than the model, for example in being lower-dimensional than the model parameters. To simplify optimization, for robustness and speed, we optimize an adaptor to modulate the model instead of optimizing the model itself. We choose channel-wise affine transformation as an efficient and effective type of modulation that is used in batch normalization \[14\] and for conditioning features on the input \[25\] (in this role it is known as feature-wise linear modulation (FiLM) \[25\]). In these works on normalization and conditioning the modulation is optimized during training, as supervised by the task. We instead introduce modulation during testing, and optimize it by an unsupervised objective.
5 Conclusion

The main result of this work is that entropy can be a sufficient objective for fully-test time adaptation. This is remarkable in that this objective, while unsupervised, is purely a function of the supervised model training. In effect, it seems that the model has learned enough to supervise itself on shifted data. While there is still a notable gap in accuracy on corrupted data, and therefore further adaptation is needed, this is an encouraging step. Our fully test-time adaptation setting and experiments should encourage more exploration of what models may already know about the data distribution.

Broader Impact

As a work on unsupervised adaptation, it is our hope that this direction can make deep networks more accessible for pursuits with limited data and annotations. Not every group and purpose can afford the collection of massive training sets, much less labeling. In this way efficient methods to improve generalization might assist in the democratization of deep learning in smaller-scale contexts.

As adaptation research, our work inherits any benefits and disadvantages of the model that is adapted. To the extent that test-time entropy minimization reduces error, the cost of the failures of the adapted model will be reduced. With regard to biases in data, the goal of our optimization is to mitigate dataset shift. However, our technique attempts to maximize model certainty to do so, and may exploit over-represented features of the model training. Future work should investigate how fully test-time adaptation, and our test entropy minimization method, interact with training methods directed at calibration, robustness, and fairness.
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Appendix

We report supplementary results for the method as described in Section 2. All of these results are collected with the same method as-is, with differences only in (1) the input and (2) the pre-trained model to be adapted.

A Robustness to Corruptions

In Section 3.1 we evaluate methods on a common image corruptions benchmark. In Table 1 we report results on the most severe level of corruption, level 5. In this appendix, we include examples of these image corruptions, and report results at milder levels of corruption for completeness.

Example Corruptions We summarize the image corruption types for the benchmark in Figure 6.

Varying Severity Error rates on milder corruptions for levels 1–4 are reported in Tables 4, 5, 6, and 7. The model and optimization details follow Section 3.1 and only the level of input corruption differs.
|                | gauss | shot | impulse | defocus | glass | motion | zoom | snow | fog | bright | compost | classic | pixelate | jpeg |
|----------------|-------|------|---------|---------|-------|--------|------|------|-----|--------|----------|---------|----------|------|
| CIFAR-10       |       |      |         |         |       |        |      |      |     |        |          |         |           |      |
| source-only    | 21.1  | 13.3 | 14.6    | 4.4     | 42.9  | 9.0    | 11.6 | 8.3  | 8.7 | 4.4    | 4.2      | 4.7     | 8.6       | 5.9  |
| TTT            | 9.8   | 8.1  | 8.6     | 7.1     | 24.8  | 9.8    | 16.1 | 10.1 | 8.3 | 7.0    | 6.7      | 7.1     | 10.0      | 8.0  |
| batch norm     | 9.4   | 7.1  | 8.9     | 4.0     | 21.5  | 5.5    | 5.9  | 7.2  | 6.3 | 4.3    | 4.0      | 4.2     | 7.0       | 5.5  |
| pseudo label   | 9.1   | 7.7  | 8.7     | 5.1     | 19.7  | 6.5    | 7.4  | 6.8  | 7.5 | 5.7    | 5.2      | 5.1     | 8.4       | 6.5  |
| minent (ours)  | 8.7   | 7.0  | 8.7     | 4.6     | 17.0  | 6.1    | 6.3  | 7.0  | 7.0 | 4.7    | 4.9      | 4.8     | 7.5       | 6.2  |
| CIFAR-100      |       |      |         |         |       |        |      |      |     |        |          |         |           |      |
| source-only    | 56.6  | 44.4 | 44.6    | 64.5    | 79.2  | 30.5   | 33.8 | 30.0 | 32.9| 21.9  | 21.4     | 22.3    | 29.5      | 25.7 |
| TTT            | 34.3  | 31.3 | 31.0    | 26.8    | 52.9  | 31.4   | 35.9 | 33.2 | 31.3| 27.9  | 27.4     | 27.7    | 33.5      | 29.7 |
| batch norm     | 32.6  | 28.8 | 30.8    | 21.0    | 45.5  | 24.4   | 23.5 | 26.6 | 26.3| 21.2  | 21.2     | 21.1    | 26.2      | 23.9 |
| pseudo label   | 32.6  | 30.0 | 31.1    | 22.4    | 43.3  | 25.9   | 24.3 | 27.3 | 27.2| 23.6  | 22.3     | 22.6    | 27.2      | 26.0 |
| minent (ours)  | 29.6  | 27.4 | 28.6    | 21.6    | 39.7  | 24.3   | 23.1 | 25.9 | 26.3| 21.8  | 21.9     | 21.9    | 26.9      | 24.0 |
| ILSVRC         |       |      |         |         |       |        |      |      |     |        |          |         |           |      |
| source-only    | 37.5  | 38.5 | 47.0    | 41.1    | 44.6  | 35.8   | 46.8 | 46.8 | 39.8| 40.2  | 27.1     | 35.8    | 32.8      | 32.7 |
| TTT            | 35.1  | 35.9 | 40.8    | 41.3    | 38.5  | 32.5   | 39.2 | 38.4 | 35.6| 31.2  | 25.4     | 29.1    | 29.7      | 28.9 |
| batch norm     | 31.3  | 31.7 | 34.9    | 33.8    | 32.2  | 29.6   | 34.2 | 33.0 | 32.9| 29.1  | 25.4     | 27.6    | 28.6      | 27.5 |
| Table 4: Corruption benchmark measuring percentage error on CIFAR-10, CIFAR-100, and ILSVRC at severity level 1 (least severe). |

|                | gauss | shot | impulse | defocus | glass | motion | zoom | snow | fog | bright | compost | classic | pixelate | jpeg |
|----------------|-------|------|---------|---------|-------|--------|------|------|-----|--------|----------|---------|----------|------|
| CIFAR-10       |       |      |         |         |       |        |      |      |     |        |          |         |           |      |
| source-only    | 40.6  | 22.7 | 27.0    | 5.7     | 41.4  | 15.5   | 14.7 | 18.7 | 13.9| 5.5    | 4.4      | 7.8     | 8.9       | 10.2 |
| TTT            | 12.2  | 9.9  | 11.0    | 6.8     | 25.6  | 11.1   | 16.0 | 13.0 | 10.4| 7.6    | 7.1      | 7.5     | 10.7      | 8.3  |
| batch norm     | 13.2  | 9.1  | 13.1    | 4.2     | 21.1  | 6.8    | 5.8  | 11.5 | 8.2 | 4.6    | 4.3      | 5.1     | 6.6       | 6.6  |
| pseudo label   | 13.2  | 9.0  | 12.1    | 5.0     | 19.1  | 7.6    | 6.6  | 10.9 | 9.3 | 6.2    | 5.4      | 6.7     | 8.0       | 7.8  |
| minent (ours)  | 11.2  | 9.2  | 11.5    | 4.9     | 16.0  | 7.2    | 6.2  | 9.3  | 8.5 | 5.2    | 5.1      | 5.3     | 7.3       | 6.7  |
| CIFAR-100      |       |      |         |         |       |        |      |      |     |        |          |         |           |      |
| source-only    | 74.8  | 57.9 | 67.1    | 25.1    | 78.8  | 39.1   | 38.6 | 47.7 | 42.6| 25.2  | 22.0     | 28.7    | 30.0      | 33.2 |
| TTT            | 38.9  | 34.6 | 34.7    | 27.4    | 50.9  | 34.3   | 37.8 | 36.9 | 35.6| 28.7  | 28.1     | 29.4    | 33.9      | 30.9 |
| batch norm     | 40.8  | 34.0 | 38.6    | 21.3    | 46.5  | 26.9   | 24.1 | 34.6 | 30.6| 22.5  | 21.5     | 22.4    | 25.3      | 25.4 |
| pseudo label   | 38.4  | 32.3 | 36.8    | 22.8    | 44.2  | 27.3   | 25.2 | 33.1 | 31.4| 23.6  | 23.0     | 23.4    | 27.2      | 26.6 |
| minent (ours)  | 35.7  | 30.4 | 34.0    | 22.0    | 39.6  | 26.3   | 23.6 | 31.3 | 29.7| 22.6  | 22.1     | 22.7    | 26.3      | 25.2 |
| ILSVRC         |       |      |         |         |       |        |      |      |     |        |          |         |           |      |
| source-only    | 47.6  | 50.7 | 57.0    | 48.3    | 59.6  | 46.6   | 56.7 | 69.6 | 57.3| 47.0  | 28.8     | 42.3    | 35.4      | 36.9 |
| TTT            | 44.1  | 46.3 | 50.6    | 51.6    | 51.4  | 41.0   | 46.3 | 53.0 | 49.5| 34.3  | 26.4     | 32.1    | 45.7      | 30.4 |
| batch norm     | 36.4  | 36.9 | 40.6    | 39.2    | 39.0  | 33.6   | 38.2 | 41.4 | 42.1| 30.5  | 26.2     | 29.3    | 40.9      | 28.1 |
| Table 5: Corruption benchmark measuring percentage error on CIFAR-10, CIFAR-100, and ILSVRC at severity level 2. |
| CIFAR-10 | gauss | shot | impulse | defocus | glass | motion | zoom | snow | fog | bright | contrast | elastic | pixelate | jpeg |
|----------|-------|------|---------|--------|------|--------|-----|------|----|--------|----------|--------|----------|-----|
| source-only | 56.9 | 42.2 | 36.6 | 10.6 | 38.9 | 24.1 | 20.5 | 14.5 | 23.0 | 7.2 | 5.0 | 11.3 | 13.1 | 14.7 | 20.5 |
| TTT | 14.9 | 12.1 | 13.7 | 7.0 | 24.5 | 13.7 | 16.3 | 13.9 | 12.1 | 9.3 | 7.6 | 7.5 | 10.9 | 8.8 | 13.9 |
| batch norm | 19.6 | 15.2 | 17.8 | 4.7 | 20.6 | 9.0 | 6.7 | 11.5 | 10.9 | 5.2 | 4.6 | 5.5 | 7.4 | 7.8 | 18.4 |
| pseudo label | 17.0 | 15.8 | 16.0 | 5.6 | 18.3 | 9.2 | 6.8 | 11.5 | 11.2 | 6.9 | 6.1 | 5.7 | 8.1 | 8.7 | 16.3 |
| minent (ours) | 15.6 | 12.6 | 14.7 | 5.6 | 15.6 | 8.9 | 6.7 | 11.3 | 10.6 | 5.7 | 4.9 | 5.9 | 7.8 | 7.7 | 15.9 |

| CIFAR-100 | gauss | shot | impulse | defocus | glass | motion | zoom | snow | fog | bright | contrast | elastic | pixelate | jpeg |
|------------|-------|------|---------|--------|------|--------|-----|------|----|--------|----------|--------|----------|-----|
| source-only | 84.4 | 77.5 | 79.9 | 34.8 | 74.8 | 48.3 | 45.3 | 41.4 | 54.7 | 29.0 | 23.3 | 35.3 | 36.8 | 39.8 | 49.2 |
| TTT | 43.9 | 39.4 | 37.5 | 28.6 | 53.3 | 37.2 | 41.9 | 38.6 | 40.0 | 36.6 | 28.4 | 30.1 | 35.8 | 31.4 | 42.2 |
| batch norm | 48.5 | 44.4 | 44.1 | 22.2 | 46.6 | 30.8 | 25.7 | 34.3 | 35.2 | 24.2 | 22.2 | 23.7 | 26.9 | 27.2 | 46.8 |
| pseudo label | 46.2 | 41.6 | 41.4 | 23.1 | 43.3 | 30.1 | 26.1 | 34.0 | 36.2 | 25.2 | 23.5 | 24.1 | 28.6 | 27.8 | 43.3 |
| minent (ours) | 40.7 | 36.9 | 38.6 | 22.4 | 39.4 | 29.1 | 24.8 | 32.3 | 33.0 | 24.0 | 22.8 | 23.2 | 26.8 | 26.7 | 39.8 |

| ILSVRC | gauss | shot | impulse | defocus | glass | motion | zoom | snow | fog | bright | contrast | elastic | pixelate | jpeg |
|--------|-------|------|---------|--------|------|--------|-----|------|----|--------|----------|--------|----------|-----|
| source-only | 64.2 | 66.5 | 65.6 | 63.6 | 83.0 | 65.4 | 64.8 | 66.4 | 69.1 | 56.6 | 31.5 | 55.2 | 45.9 | 46.3 | 39.6 |
| batch norm | 58.3 | 59.2 | 58.9 | 68.7 | 71.3 | 54.8 | 52.1 | 52.9 | 59.3 | 38.9 | 28.0 | 38.7 | 35.0 | 37.0 | 40.8 |
| minent (ours) | 44.5 | 44.4 | 45.0 | 50.8 | 52.8 | 40.1 | 41.6 | 41.1 | 50.1 | 32.7 | 27.5 | 32.0 | 30.2 | 31.6 | 34.2 |

Table 6: Corruption benchmark measuring percentage error on CIFAR-10, CIFAR-100, and ILSVRC at severity level 3.

| CIFAR-10 | gauss | shot | impulse | defocus | glass | motion | zoom | snow | fog | bright | contrast | elastic | pixelate | jpeg |
|----------|-------|------|---------|--------|------|--------|-----|------|----|--------|----------|--------|----------|-----|
| source-only | 63.2 | 48.5 | 49.9 | 19.7 | 50.8 | 23.9 | 26.4 | 17.2 | 25.2 | 10.9 | 5.7 | 20.4 | 20.0 | 31.9 | 23.5 |
| TTT | 16.1 | 14.2 | 16.5 | 8.6 | 37.0 | 13.4 | 17.2 | 15.9 | 12.6 | 14.0 | 7.7 | 8.5 | 14.2 | 10.1 | 15.4 |
| batch norm | 23.1 | 17.7 | 25.8 | 6.4 | 31.1 | 8.7 | 7.6 | 12.8 | 11.4 | 6.2 | 5.0 | 6.4 | 11.7 | 10.9 | 20.8 |
| pseudo label | 23.1 | 15.6 | 25.8 | 7.5 | 30.5 | 8.4 | 8.0 | 12.3 | 11.8 | 7.5 | 6.4 | 7.4 | 13.3 | 10.0 | 17.9 |
| minent (ours) | 18.2 | 14.0 | 20.7 | 6.8 | 24.6 | 8.7 | 7.2 | 12.0 | 10.7 | 6.7 | 5.6 | 6.0 | 11.9 | 9.0 | 17.1 |

| CIFAR-100 | gauss | shot | impulse | defocus | glass | motion | zoom | snow | fog | bright | contrast | elastic | pixelate | jpeg |
|------------|-------|------|---------|--------|------|--------|-----|------|----|--------|----------|--------|----------|-----|
| source-only | 87.4 | 82.8 | 91.4 | 46.9 | 84.7 | 48.0 | 51.4 | 44.4 | 56.1 | 36.2 | 25.5 | 46.8 | 44.3 | 60.1 | 53.0 |
| TTT | 46.1 | 42.3 | 43.9 | 31.1 | 62.7 | 36.7 | 43.8 | 40.6 | 39.4 | 48.3 | 29.2 | 31.3 | 39.8 | 32.9 | 43.3 |
| batch norm | 51.6 | 47.3 | 54.4 | 25.3 | 57.5 | 30.0 | 28.0 | 36.6 | 35.7 | 28.1 | 23.4 | 25.3 | 34.4 | 31.7 | 50.3 |
| pseudo label | 48.0 | 43.8 | 30.0 | 26.0 | 56.3 | 30.3 | 29.3 | 37.9 | 35.2 | 28.5 | 24.7 | 26.1 | 35.1 | 30.9 | 47.0 |
| minent (ours) | 44.4 | 40.0 | 46.1 | 24.5 | 50.1 | 28.4 | 26.3 | 34.5 | 33.1 | 27.4 | 23.9 | 24.1 | 33.2 | 28.8 | 41.7 |

| ILSVRC | gauss | shot | impulse | defocus | glass | motion | zoom | snow | fog | bright | contrast | elastic | pixelate | jpeg |
|--------|-------|------|---------|--------|------|--------|-----|------|----|--------|----------|--------|----------|-----|
| source-only | 81.8 | 85.7 | 83.2 | 75.5 | 87.9 | 81.0 | 71.3 | 77.9 | 71.1 | 63.7 | 36.1 | 81.1 | 58.8 | 61.6 | 48.3 |
| batch norm | 73.5 | 76.9 | 75.0 | 79.5 | 78.4 | 69.2 | 58.2 | 63.5 | 60.8 | 42.3 | 30.9 | 61.5 | 41.3 | 47.9 | 52.9 |
| minent (ours) | 55.5 | 58.0 | 56.7 | 62.0 | 60.9 | 50.2 | 45.4 | 47.9 | 51.7 | 34.9 | 29.3 | 41.0 | 33.2 | 36.9 | 39.6 |

Table 7: Corruption benchmark measuring percentage error on CIFAR-10, CIFAR-100, and ILSVRC following [13] at severity level 4.
B Target-only Domain Adaptation

In Section 3.2, we evaluate methods for digit domain adaptation. We focus on target-only domain adaptation in our fully test-time adaptation setting. In Table 2, we quantitatively compare unsupervised domain adaptation with our method and baselines. In this supplement, we include a qualitative result for target-only domain adaptation for semantic segmentation (pixel-wise classification) with a simulation-to-real (sim-to-real) domain shift.

For the sim-to-real condition, the source data is simulated while the target data is real. Our source data is GTA \cite{Zhou2017}, a visually-sophisticated video game set in an urban environment, and our target data is Cityscapes \cite{Cordts2016}, an urban autonomous driving dataset. The supervised model is HRnet-W18, a fully convolutional network \cite{Chen2018} in the high-resolution network family \cite{Zhao2017}. We minimize entropy over a single input image, because an image is effectively a dataset of pixels. This is a direct analogy of the classification task experiments in the main text.
Figure 7: Domain adaptation on a semantic segmentation task with simulation-to-real shift from GTA [30] to Cityscapes [2]. Our fully test-time adaptation by entropy minimization only uses the target data, and optimizes over a single image as a dataset of pixel-wise predictions. In only 10 iterations our method suppresses noise (see the completion of the street segment, in purple) and recovers missing classes (see the motorcycle and rider, center).