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Abstract: The presented state of the art can be intended as an overview of the current understandings and the remaining challenges on the phenomenological aspects involving systems operating at ultra-low temperature, which typically characterize the cryogenic fuels, i.e., liquefied natural gas and liquefied hydrogen. To this aim, thermodynamic, kinetic, and technological aspects were included and integrated. Either experimental or numerical techniques currently available for the evaluation of safety parameters and the overall reactivity of systems at cryogenic temperatures were discussed. The main advantages and disadvantages of different alternatives were compared. Theoretical background and suitable models were reported given possible implementation to the analyzed conditions. Attention was paid to models describing peculiar phenomena mainly relevant at cryogenic temperatures (e.g., para-to-ortho transformation and thermal stratification in case of accidental release) as well as critical aspects involving standard phenomena (e.g., ultra-low temperature combustion and evaporation rate).
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1. Introduction

Storage and transportation of light gases found economic advantages in ultra-low temperature and low to mid-pressures, because of the elevated density. This aspect is of particular interest for methane and hydrogen, where a decrease in temperature up to cryogenic conditions can lead to liquefaction, with large benefits gained with the elevated volumetric energy density [1]. Besides, the limited impacts on the environment related to the combustion of low-carbon or zero-carbon cryogenic fuels make them convenient in a wider sense [2]. The introduction of ultra-low temperature (T < 223 K) has, however, posed several concerns related to safety aspects. These fears are based on the limited awareness and lack of comprehensive databases and models suitable for the characterization of the chemical and physical behavior of fuels in non-ambient conditions. These limitations can be attributed to the non-fundamentals basis of the experimental systems [3] and promote the development of alternative approaches and techniques. Furthermore, peculiar phenomena playing a significant role only at ultra-low temperatures exist. A clear example is the case of the electronic configurations of hydrogen, characterized by differences in thermodynamic properties [4] and equilibrium composition strongly dependent on the temperature only if lower than 230 K [5]. More specifically, properties for pure ortho hydrogen (o-H₂), pure para hydrogen (p-H₂), and normal hydrogen (i.e., a mixture of 75% o-H₂ + 25% p-H₂) (n-H₂) cases are significantly different. Hence, distinguishing these configurations is essential for low-temperature systems only. During the liquefaction, catalysts are required to hasten the conversion from the equilibrium composition at room temperature (namely normal hydrogen) to the most stable composition at boiling temperature (almost pure parahydrogen) [1]. In this perspective, some preliminary echoes on the eccentricity of the electronic structure of the hydrogen atoms are provided. Following Pauli’s exclusion principle, the total wave function for hydrogen molecule and wave function in the proton...
coordinates are antisymmetric [6]. Hence, only antisymmetric nuclear spin and symmetric nuclear rotation (i.e., para-hydrogen) or symmetric nuclear spin and antisymmetric nuclear rotation (i.e., ortho-hydrogen) configurations are possible [7]. A schematic representation of the alternative configurations is provided in Figure 1, where the relative positions and rotations of electrons (E) and protons (P) are represented.

Figure 1. Representation of the electronic configurations (i.e., ortho and para) of hydrogen atoms. Adapted from [8].

The reversible transformation from para to ortho hydrogen is accompanied by a significant heat release/absorption (up to 708 kJ/kg), thus higher than the hydrogen latent heat \( h_{fg} \), about 445 kJ/kg [9]. Hence, it has the potential to play a significant role in temperature distribution in liquefaction processes. Also, variation in temperature profile affects the hydrogen density, thus its dispersion in the atmosphere. However, considering that regardless of the temperature hydrogen vapors are lighter than air, temperature differences should have a limited impact on the size of the area where flammable mixtures can be seen for a given height. However, it can create localized pockets characterized by a higher concentration of fuel. In this light, the implication of para-ortho transformation should be accounted for, especially to describe storage systems in the RPT scenarios. To this aim, accurate estimations of the thermodynamic properties of both hydrogen configurations are an essential step toward meaningful results. Considering the extreme conditions required (i.e., a temperature close to 20 K), high uncertainties could be expected for experimental measurements and strong non-ideal may affect the estimation quality of current models. For these reasons, a comparison of the results obtained by both approaches should be done to corroborate the thermodynamic data and, thus, the analysis relying on them. Several studies have addressed this issue experimentally throughout the last century [10–12], building a consistent database for the evaluation of para- and ortho-hydrogen properties. However, numerical models are not available for the estimation of these parameters. Considering the complete theoretical basis, quantum mechanics have the potential to cover this gap of knowledge and supply precise estimations. Besides, its accuracy can be tested by comparing the estimations with the experimental data available.

The following sections will discuss the current understandings and theoretical knowledge on phenomena ruling at ultra-low temperature conditions, including the available techniques suitable for the evaluation of safety parameters. More specifically, this review will analyse the following:
- Laminar burning velocity
- Flammability limits
- Ignition (initiation reactions, ignition delay time)
- Mass burning rate
- Evaporation rate

Except for the evaporation rate and mass burning rate, all these parameters are essential for the definition of the safety of cryogenic fuels from the vapor perspective, for any possible scenarios resulting from an accidental release. On the other hand, due to the specific characteristics of cryogenic fuels, evaporation at ambient temperature and pressure (for the case of accidental release without an ignition source) and overall burning rate (for the case of accidental release with an ignition source) are important if the liquid perspective is included in the analyses. Indeed, after an initial, localized and short phase
where flash can be observed, the accidental release of cryogenic fuel in an open field can be modeled assuming a liquid pool at atmospheric pressure as a boundary condition. Hence, supercritical behavior can be neglected since the critical pressure can be reached neither by LNG nor by LH₂ under the posed conditions. In this light, two separate sections gathering information and models suitable to characterize gaseous and liquid cryogenic systems in terms of safety will be proposed. Based on the defined scope, particular attention will be paid to experimental techniques and models reproducing the physical properties of liquids and thermo-chemical properties of vapors. In addition, a brief overview of the available empirical data and models for the determination of the rate of phase change in subcritical conditions will be presented. Indeed, under the impulse of detailed characterization of accidental release of cryogenic fuels, transcritical and supercritical conditions were not included in this review for the sake of conciseness. However, detailed discussion and insights can be found in the current literature [13].

2. Characterization of Gaseous Systems

Historically, ultra-low temperature systems have been investigated by gradually lowering the operative temperature, thus characterizing the behavior of the gaseous phase at first. In this sense, this section proposes the main parameters and the techniques to determine the thermos-chemical and combustion properties of gaseous mixtures suitable for cryogenic conditions.

2.1. Gaseous Properties

From the numerical perspective, several approaches can be adopted for the evaluation of the thermo-chemical phenomena occurring under conditions of interest for this review [14]. Among the others, apparent and micro-kinetic mechanisms are widespread alternatives. The former usually includes the apparent reactions connecting the initial reactants to the final products and by-products with experimentally derived coefficients, whereas the latter aims to unravel the elemental steps involving unstable intermediates, as well. The main drawback of the micro-kinetic approach lies in the size of the resulting mechanisms (also referred to as a detailed kinetic mechanism). Indeed, the resulting models may consist of hundreds of species and thousands of reactions even for simple systems [15,16], thus prone to error in case of manual editing. Hence, comprehensive models for the description of the chemical behavior of cryogenic fuels and combustion at ultra-low temperature should be generated by using automated tools, driven by the algorithm used to properly select reactions and libraries adopted as sources of the related kinetic coefficients. In this regard, readers are encouraged to refer to the recently published overview of the main techniques applicable to produce kinetic mechanisms [17]. The existing approaches for the automated production of detailed kinetic mechanisms can be classified based on the criteria considered for the selection of species and reactions to be included at each iteration. As a way of example, a rule-based method, as implemented in Genesys [18], or a rate-based method, as implemented in the Reaction Mechanism Generator (RMG) [19], can be mentioned. The former is based on a set of user-defined constraints for the selection of species and reactions to be added, whereas in the latter case species and reactions are included in the mechanisms if the associated fluxes overcome an acceptance criterion. In both cases, many properties are required during the process as input for model generation. The development of accurate micro-kinetic mechanisms describing the chemical behavior at ultra-low temperature represents a key step to gain a general understanding of the systems. Indeed, detailed kinetic mechanisms consist of comprehensive databases either for thermodynamic properties or kinetic parameters. They aim to the reproduction of the elemental steps and decomposition pathways characterizing the investigated species, based on thermodynamics and kinetics aspects [20]. Hence, accurate evaluations of ΔH(T,P) and ΔG(T,P) are essential, at first. To this aim, comprehensive databases can be found in the literature (e.g., [21]). The significance of the quality of data sources for a successful generation of accurate mechanisms has been
emphasized [17]. Several approaches can be adopted to gather the information listed in the thermodynamic and kinetic databases, including experiments, correlations, and ab initio calculations. The number of parameters and conditions (e.g., a short average lifetime of analyzed species) to be investigated may discourage the experimental approach, whereas the application of empirical correlations can be limited by the uncertainties associated with them [22], promoting the implementation of the theoretical-based approach [23]. With that being said, extensive libraries including data deriving from experiments and ab initio calculations can be employed [24,25]. The missing information can be inferred employing rate rules and group additivity [26], based on the classification of reactions in appropriate families sorted by the interaction between functional groups. It is worth noting that the optimization (fitting) of some key parameters represents an additional route to produce detailed kinetic mechanisms when experimental data are available. However, in this case, the application of the resulting mechanism should be limited to the range of conditions where tuned parameters were derived, with obvious implications reducing the validity of the mechanisms and the significance of the whole approach. Quantum mechanical calculations are based on the individuation of the most stable conformer or transition state, usually followed by the estimation of the energy associated to the rotation of each rotatable bonds and frequencies calculations, following the rigid-rotor-harmonic-oscillator (RRHO) method [27]. Eventually, quantities related to the partition function (e.g., heat capacity, enthalpy variation, and entropy) can be calculated starting from the obtained data by solving the molecular Schrodinger equation. A level of theory and a basis set is required to expand the molecular orbitals as a linear combination of atomic orbitals [28]. A comparison of them in terms of computational time and accuracy can be found in the literature [29]. Density functional theory (DFT) is usually utilized for geometry optimization and frequency calculation [30]. However, lower levels, such as the composite methods, are suggested for large systems [31]. G3, G4, CBS-QB3, and CBS-APNO belong to this class and are examples of the level of theory, i.e., the method, commonly adopted to address the numerical combustion chemistry topic [32]. A detailed overview of theoretical approaches, together with an in-depth comparison of assumptions, computational requirements, and accuracy of these methods is out of the scope of this review, but they have been covered by dedicated publications available in the current literature [33,34]. Nevertheless, it should be reported that the CBS-QB3 level of theory is considered as optimized in terms of accuracy for hydrocarbons generated species and computational required [33]. Quite obviously, large sets of basis functions make solutions more accurate but, at the same time, more demanding. Besides, structuring basis sets in the gaussian form make computations easier. Hence, several basis sets were developed with these premises. Among the others, Pople- and Dunning- types are worth mentioning [35]. A generic representation of Pople-type basis sets is A-BCG, where A represents the number of primitive Gaussians considered for each core atomic orbital basis function and it can assume values equal to 3, 4, and 6, B and C are the numbers of bases adopted for valence orbitals, commonly 1, 2, or 3, G indicate the use of Gaussian functions. It can be preceded by the symbol + in the case of diffusion functions and followed by polarization notations. Alternatively, the information reporting information related to the Dunning-type basis sets can be expressed in the compacted form cc-pV, where cc-p indicates correlation-consistent polarized, v valence-only basis sets. Sometimes, this notation can be preceded by aug, representing the augmented version of the indicated basis sets. Further information on the nomenclature and the theoretical principles founding quantum mechanics can be found elsewhere [28,36,37].

The effect of temperature on enthalpy, entropy, and specific heat capacity is commonly expressed in terms of NASA polynomial, i.e., a correlation with 7 coefficients. The variation of temperature is commonly split into two ranges to increase the accuracy concerning the source data, and the low-temperature range usually includes temperature up to 1000 K. However, in most cases data are given for temperature above ambient values, exclusively. In this view, coefficients deriving from ab initio calculations were reported in Table 1, as
reported in the literature for most common cryogenic fuels, including different electronic configurations of hydrogen [38,39].

Table 1. Low-temperature coefficients of NASA polynomial, as obtained by ab initio calculations for species involved in an accidental release of cryogenic fuels in the atmosphere [38,39].

| Species | A₀ | A₁ | A₂ | A₃ | A₄ | A₅ |
|---------|----|----|----|----|----|----|
| n-H₂    | 3.50 \times 10^{-3} | 7.97 \times 10^{-5} | -2.55 \times 10^{-7} | 3.61 \times 10^{-11} | 2.69 \times 10^{-13} | -1.06 \times 10^{3} |
| o-H₂    | 2.55 \times 10^{-3} | -1.96 \times 10^{-3} | 4.08 \times 10^{-6} | 2.06 \times 10^{-7} | -5.69 \times 10^{-10} | -9.04 \times 10^{2} |
| p-H₂    | 2.61 \times 10^{-3} | -1.39 \times 10^{-2} | 3.39 \times 10^{-4} | -1.61 \times 10^{-6} | 2.22 \times 10^{-9} | -1.06 \times 10^{3} |
| CH₄     | 4.21 \times 10^{-3} | -5.36 \times 10^{-3} | 2.51 \times 10^{-5} | -2.14 \times 10^{-8} | 5.97 \times 10^{-12} | -1.02 \times 10^{4} |
| C₂H₆    | 3.75 \times 10^{-3} | 4.55 \times 10^{-5} | 4.08 \times 10^{-5} | -4.57 \times 10^{-8} | 1.57 \times 10^{-11} | -1.15 \times 10^{4} |
| C₃H₈    | 3.06 \times 10^{-3} | 1.29 \times 10^{-2} | 3.47 \times 10^{-5} | -4.71 \times 10^{-8} | 1.71 \times 10^{-11} | -1.44 \times 10^{4} |
| N₂      | 3.54 \times 10^{-3} | -6.93 \times 10^{-4} | 2.10 \times 10^{-6} | -1.29 \times 10^{-9} | 2.59 \times 10^{-13} | -1.04 \times 10^{3} |
| O₂      | 3.12 \times 10^{-3} | 1.73 \times 10^{-3} | -8.53 \times 10^{-7} | 1.70 \times 10^{-10} | -1.23 \times 10^{-14} | -1.04 \times 10^{3} |

Reported coefficients well reproduce the experimental data available in the current literature [12]. It is worth mentioning that only ab initio calculations can distinguish electronic configurations since most empirical estimators commonly adopted in the literature (e.g., group additivity [26]) are based on the chemical structure and bond energy. These observations confirm the need for accurate calculations for the correct estimation of low-temperature processes.

2.2. Laminar Burning Velocity

Detailed kinetic mechanisms have been historically developed and adopted to characterize chemical phenomena occurring during combustion processes. Besides, most of the analyses available in the current literature have been focused on the evaluation of high temperatures (>1100 K) behavior, whereas only recently the relevance of low-temperature conditions (usually intended as per temperature within 500 K and 900 K) has been pointed out [40]. The high-temperature regime is characterized by unimolecular reactions involving the fuel, favoured by the elevated energy density of the systems, with the formation of unstable intermediate species (radicals). Conversely, the low-temperature chemistry is characterized by hydrogen abstraction by oxygenated radicals (e.g., OH, O₂) acting as primary reaction producing fuel radicals, thus laying the foundations for ignition phenomena. For the sake of completeness, in intermediate regime (typically in the range between 900 K and 1100 K) hydrogen abstraction by oxygenated radicals and cracking mechanism compete, together with hydrogen abstraction non-oxygenated radicals [41]. The novelty together with the potentiality of this concept has attracted the researcher’s attention to fill the gap and perform in-depth investigations. However, still, several aspects are unclear or poorly understood [42]. Hence, the utilization of detailed kinetic mechanisms for the characterization of low-temperature oxidation can be beneficial under several aspects. The number of reactions included in kinetic mechanisms, I, has been roughly represented by a linear proportionality to the number of species, K, following the correlation I = 5 K [15]. However, the need of representing wider conditions, together with the inclusion of additional functional groups (e.g., oxygenated species representative of biofuels [43] or hetero atom rings for chemical production [44]) have led to a steeper curve relating these two parameters. Indeed, the implementation of a hierarchical approach makes the detailed kinetic mechanism prone to an undesired increase in size with the increase in molecular weight of the target species. The technological achievements, the increased complexity, and the number of variables involved in the investigated problems have required several practical modifications for the sake of validation. Indeed, the nature and the complexity of typical chemical models promote the addition of an intermediate step, comparing data obtained through simplified experimental apparatus with numerical estimations before the implementation in real systems. To this aim, tailor-made experimental systems have been developed to neglect the influences of non-studied phenomena and reduce the number of unknown parame-
ters. Indeed, laboratory-scale burners are designed to be as much as possible close to a laminar and mono-dimensional regime, to disregard turbulence by chemical and physical phenomena. These simplifications allow for the idealization of experimental systems for the sake of model implementation, making possible a proper comparison of numerical estimations and experimental measurements under comparable conditions. Bearing in mind the conditions under investigation, the laminar burning velocity \( S_u \) is commonly selected as a key parameter for the representation of chemical aspects \[15\]. Furthermore, \( S_u \) is commonly used to characterize the severity of accidental scenarios involving reactive systems via simplified and accurate analyses. This approach has the intrinsic advantage of keeping most of the extremely relevant chemical information in a stand-alone parameter for each initial condition, making the validation for several conditions easier. Moreover, these parameters may allow for the estimation of safety parameters \[45\] and optimal residence time \[46\]. Further information on this topic will be given in the following paragraphs.

Despite the apparent simplicity, several experimental systems have been developed to measure the \( S_u \). Among them, the opposed jet method, the closed vessel method, and the flat burner method are commonly used, whereas the utilization of a Bunsen burner is strongly discouraged by the well-known limitations regarding the ambiguous definition of the flame surface \[37\]. The opposed jet method consists of two counter-flowing jets of fuel or oxidizer, creating stretched flames due to the flue gases flowing to the side of the flame. The strain rate is dependent on the distance from the nozzles, meaning that the unstretched burning velocity can be estimated by repeating the experiments at different strain rates and extrapolating data through logarithmic correlation (Equation (1)), as introduced by Kelley and Law (2009) \[47\], or linear correlation (Equation (2)), as proposed by Dowdy et al., (1991) \[48\], to Markstein length \( L_b \) and stretch rate \( k \):

\[
\left( \frac{S_b}{S^0_b} \right)^2 \ln \left( \frac{S_b}{S^0_b} \right)^2 = -2 \left( L_b \times k / S^0_b \right)
\]

\[
S_b = S^0_b + L_b \times k \tag{2}
\]

where \( S_b \) and \( S^0_b \) are unstretched and stretched flame velocities, respectively.

The closed vessel method often referred to as a combustion bomb, generates a rotationally symmetric, transient, and stretched flame in a closed vessel, which is often spherical. The burning velocity is obtained by monitoring the pressure profile for time via the extrapolating methods reported for the counterflow flame method.

The flat burner consists of a cylindrical perforated burner plate where steady-state and unstretched flames can be generated, where the assumption of a mono-dimensional flame is commonly accepted since homogeneous inlet conditions are provided \[49\]. When the stabilization is performed using a heating/cooling fluid controlling the burner plate temperature, this method is referred to as the heat flux method (HFM). The technique, first introduced by de Goey et al., (1993) \[50\] is based on the balance between the heat loss required for flame stabilization and convective heat flux from the burner surface to the reacting front. In this case, \( S_u \) has assumed the velocity at which the burner plate shows a constant temperature and is determined by measuring the temperature profile of the plate burner at different gas flow rates and given fuel/oxidant ratio, temperature, and pressure conditions. Alternatively, also the characterization of the flame structure can be considered for validation scope. It is commonly performed via jet stirred reactors \[51\], where gaseous streams are fed in a spherical reactor by opposed nozzles providing sufficient stir to the mixture, temperature distribution along the reactor is monitored by conveniently located thermocouples, and the composition of the mixture is measured using a movable probe connected to an online FTIR \[52\]. However, practical requirements have limited the application of this technique to the investigated conditions.

Quite obviously, a complete characterization of chemical behaviour at cryogenic conditions is attractive for light flammable species such as methane and hydrogen. In this sense, a detailed kinetic mechanism suitable for the oxidation of light hydrocarbons at low temperatures allows for the evaluation of the overall reactivity at conditions where data
are lacking. Indeed, considering the theoretical approach adopted for the generation of the detailed kinetic mechanism, there is no drawback to its application at low temperature (i.e., temperature lower than 298 K). Hence, Figures 2 and 3 provide an overview of the estimations of laminar burning velocity at a low initial temperature in air for hydrogen and methane, respectively. For the sake of comparison, experimental data were added either for hydrogen [48,53–61] or methane [62–68].

The typical shapes of the laminar burning velocity for the equivalence ratio are not altered by the temperature in both cases. Indeed, an almost linear trend characterizes the lean compositions, whereas parabolic decrease can fairly represent the rich composition case for both fuels. Other than the obvious effect of reducing the overall reactivity, the decrease in initial temperature leads to a shift toward the stoichiometric composition of the equivalence ratio where fundamental laminar burning velocity is observed ($\phi_f$). This trend is more evident in the hydrogen case, although the investigated values are quite far from the boiling temperature. Considering that initial temperature has a weaker effect on thermal aspects than kinetics, this observation is in line with the assumption of the equality of thermal and kinetic rates at $\phi_f$. Conversely, the asymptotic values are weakly affected by the initial temperature, confirming the connection between laminar burning velocity and gaseous diffusion at extreme composition. This correlation represents the key hypothesis for the development of the limiting laminar burning velocity theory, commonly adopted for the estimation of the safety parameters, as discussed in the following section.

Figure 2. Comparison of the laminar burning velocity of hydrogen/air mixtures for the equivalence ratio, at a low initial temperature as estimated by using the detailed kinetic mechanism KiBo [69] (lines) and collected experimentally (symbols) [48,53–61].
2.3. Flammability Limits

Several correlations have been developed for the estimation of flammability limits at temperature and pressure differing from the standard conditions where most of the experimental tests are performed. However, these correlations have been developed for temperatures higher than 298 K, without any validations at lower temperatures. Smaller temperatures imply a narrower flammable region because of the reduced reactivity of the mixture. Hence, the safety parameters at a temperature below 298 K have been commonly assumed as equal to the experimental values by a conservative approach. However, the development of a detailed kinetic mechanism suitable for these conditions allows for accurate estimations of these parameters, removing the abovementioned hypothesis. Similarly, the effect of composition on these parameters can be evaluated in a more robust way by using kinetic mechanisms since consecutive and parallel pathways accounting for the pure fuel case are merged. This may be convenient for several industrial applications involving liquefied natural gas (LNG), syngas, or biogas. The accurate determination of safety parameters represents an essential step for safe handling and storage system design and optimization for all the industrial process phases involving gaseous or liquid flammable mixtures. In this regard, the lower flammability limit (LFL) and upper flammability limit (UFL) represent some of the most important safety specifications for flammability hazard assessment. However, both LFL and UFL are strongly affected by unburned gas temperature, pressure, inert concentration and species, apparatus sizing and material, ignition energy, propagation direction, and turbulence. Quite obviously, a first approach is represented by the experimental determination of their values under numerous conditions. To this aim, several systems and procedures have been proposed and utilized in the current literature, as summarized in Table 2.
Table 2. Main characteristics of the commonly used standard methods for FLs determination.

| Characteristic           | Typical Alternatives                                                                 |
|-------------------------|--------------------------------------------------------------------------------------|
| Explosion vessel        | Closed glass sphere or cylinder, Steel tube, Glass flask, Quartz tube                |
| Flame direction         | Horizontal, Vertical                                                                  |
| Ignition source         | Spark, Flame, Exploding wire                                                         |
| Ignition duration       | 0.2 s, 0.5 s                                                                          |
| Ignition position       | Sphere centre, Tube bottom                                                           |
| Ignition criteria       | Visual flame, Thermal rise, Pressure rise, Pressure-time curve inflexion point        |
| Limit definition        | Last non-ignition point, Average of last ignition and non-ignition points             |

Among the highlighted aspects, test vessel and ignition criteria represent crucial choices strongly affecting the other experimental rig characteristics. An example of the typical experimental procedure is given by the pioneering study performed by Coward and Jones (1952) [70] reporting a comprehensive database of individual gases and vapors Flammability Limits (FLs) obtained using 50 mm glass tube, 1.5 m long and visual identification, i.e., the mixture was considered flammable only if a flame propagation of at least half tube length occurred. Nevertheless, similar test vessels are still used as proved by the study of Le et al., (2012) [71] on the evaluation of the effect of sub-atmospheric pressure on the hydrogen and light hydrocarbons UFL, where a thermal ignition criterion was applied. A commonly used experimental rig is the spherical vessel with central ignition, where the pressure rises equal to defined values from 1% up to 10% of initial pressure is adopted as ignition criteria [72]. However, in a recent study, Crowl and Jo (2009) [73] have proposed the maximum in the second derivative of the pressure-time curve as a method for the determination of FLs for a gas in a closed spherical vessel. Since the use of the maximum pressure increase as ignition criteria was considered an arbitrary approach leading to not negligible errors especially for hydrogen-containing mixtures.

For the sake of an effective comparison of experimental results, efforts were made to develop standardized test procedures for the determination of FLs, e.g., ASTM E681 [74] and EN 1839 [75], where flask and spherical vessel, cylindrical open and spherical or cylindrical closed vessels, material, dimensions, and ancillary equipment are specified. Additional information and comparison are given in the analysis of EU and US standards for the determination of flammability (or explosion) limits and Minimum Oxygen Concentration (MOC) performed by Molnarne and Schroeder (2017) [76].

A detailed review of FLs experimental data collected at atmospheric conditions from several procedures and empirical equations for more than 200 combustible/air mixtures considered of interest for the prevention of disastrous explosions have been reported by Zabetakis (1999) [77]. Currently, FLs data are required in a wide range of conditions to satisfy the various industrial process operations need and correctly estimate the risk associated with the chemical plants; however, it should be considered that measurements are not always available for all the complex mixture compositions commonly used in industrial applications. For these reasons, an overview of the empirical and theoretical formulas developed so far to estimate the safety parameters as a function of operative conditions are presented in this section. Among the others, critical adiabatic flame temperature (CAFT) [78] and limiting laminar burning velocity [45] theories are worth mentioning. The first alternative assumes that flammability limits can generate a given value of adiabatic flame temperature; i.e., thermal and kinetic aspects are balanced and able to self-sustain a flame [79]. However, although the threshold value should depend on the fuel composition and operative conditions, it is commonly considered within the range of 1200–1350 K [80], leaving a degree of freedom for the estimation of flammability limits. A similar hypothesis was posed by Hertzberg [45], but the balance between thermal and kinetic aspects was scrutinized by using the laminar burning velocity as a monitoring parameter. In this case,
a correlation for the evaluation of the effects of operative conditions on the threshold value \( (S_{u,\text{lim}}) \) was provided:

\[
S_{u,\text{lim}} = \sqrt[3]{\frac{2\alpha \times \rho_b}{\rho_u}}
\]

where \( \rightarrow g \), \( \alpha \), \( \rho_b \), and \( \rho_u \) represent the gravitational acceleration, effective thermal diffusivity of the mixture, burned, and unburned densities.

For economic reasons, storage in cryogenic conditions may potentially involve either hydrogen, natural gas, or ethylene. Excluding a small number of impurities, natural gas represents the only case where composition can significantly variate. Anyway, methane, ethane, and propane are the most abundant species in purified natural gas. Hence, three alternatives were selected as representative of LNG composition (Table 3).

Table 3. Gaseous compositions, expressed in volumetric fractions, typically considered as per LNG representation.

| Mixture | CH\(_4\) [% vol/vol] | C\(_2\)H\(_6\) [% vol/vol] | C\(_3\)H\(_8\) [% vol/vol] |
|---------|-----------------------|---------------------------|--------------------------|
| LNG 1   | 100                   | 0                         | 0                        |
| LNG 2   | 90                    | 10                        | 0                        |
| LNG 3   | 80                    | 10                        | 10                       |

Hence, the estimations resulting from the application of KiBo were reported for these species and mixtures in the presence of air (Figure 4). Experimental data from the literature were added, when available. Please note that the reported lower temperature differs per fuel following the variation in flashpoint or boiling point of oxygen.

An excellent agreement between experimental and numerical data can be observed at extreme conditions, as well, testifying to the comprehensiveness of the adopted mechanism. As expected, the decrease in temperature makes the flammable regions narrower, regardless of the analysed fuel. However, it is worth mentioning that only the LFL of hydrogen follows a linear trend with temperature, meaning that the assumption of the thermal aspect dominating the reactivity at the lean limit cannot be extended to methane and ethylene at low temperatures. On the other hand, similar trends can be observed once the effect of temperature on UFL is compared. These phenomena can be attributed to the difference in the overall reactivity of the investigated species. More specifically, temperature decrease
makes the hypothesis of instantaneous reactions at lean conditions not applicable for fuels having low overall reactivity, exclusively.

2.4. Ignition Phenomena

Regardless of the investigated conditions and reactive systems, reactions can be distinguished between the following classes: (1) initiation; (2) chain branching, (3) chain propagation; (4) chain termination. The fate of the reactive system is determined by the proportion between these classes of reactions. Hence, this paragraph will be dedicated to the description of a generic structure typical of detailed kinetic mechanisms, suitable for 0-dimensional systems, namely for the investigation of pure chemical behavior.

The initiation step is an activated reaction producing more reactive species, e.g., radicals, starting from a stable compound (AB) and an unstable compound (C). This reaction class can be expressed in the generic form:

\[ AB + C \leftrightarrow A + BC \] (4)

Typical examples of these reactions are dissociation reactions and hydrogen abstraction. The former indicates a reaction like \( A = B \), whereas in the latter case A usually stands for hydrocarbons chain and is substituted by the symbol R, B represents the hydrogen atom, and C is referred to as abstracting agent. C may represent several species, mostly small radicals. Among the possible abstracting agents, OH, H, O, O\(_2\), and HO\(_2\) are worth mentioning in combustion applications [20]. The relevance of radicals indicated by C and, thus the ruling decomposition path, is strongly affected by the temperature. Indeed, low-temperature regimes are characterized by an elevated amount of HO\(_2\) resulting from the initiation step [87].

Chain branching reactions are characterized by the production of radical(s) starting from unstable intermediates as reactants, increasing the overall number of radicals available and the reactivity of the systems. Hence, the so-called growth phase observable by monitoring the heat release rate of flames can be attributed to this reaction class [88]. On a macroscopic scale, this phase corresponds to the ignition. Assuming this reaction class as a continuation of the initiation step, a generic representation can be expressed as follows in terms of the generic molecules or chemical groups D and E:

\[ DE + A \leftrightarrow DA + E \] (5)

The equation above is a general form potentially expressing typical examples of chain branching reactions characterizing OH formation and, thus, combustion application. More specifically, two cases are dominant in a wide range of conditions: (I) A is an oxygen atom, \( D = E \) and represents a hydrogen atom, or conversely, (II) A stands for a hydrogen atom, \( D = E \) and represents an oxygen atom [56].

Chain propagation reactions are characterized by the same number of radicals on the reactants and product sides. However, a slight decrease in the overall reactivity is commonly attributed to the occurrence of this class of reactions because it tends to consume OH radicals to form less reactive species [89].

Eventually, chain termination reactions considerably reduce the tendency to react to the system. Third bodies, such as reactor walls or inert species, can be involved in partially absorbing the energy of excited species and producing more stable species [90].

It is worth mentioning that the case where only two or more stable species react is neglected in micro-kinetic mechanisms because of the limited rates associated with the interactions between closed-shell species. On the other hand, this class of reactions usually composes empirical-derived mechanisms because of greater simplicity in measuring stable species. This classification can be used to provide indications on the ignition behaviour
concerning the initial conditions, under Zeldovich theory [91], by estimating the evolution of the free-radical density ($\rho_e$) with respect to time ($t$): 

$$\frac{d\rho_e}{dt} = \omega_0 + (cb - ct) \times \rho_e$$

(6)

where $\omega_0$ account for the inverses of the characteristic time of the system; $cb$ and $ct$ stand for chain branching and chain termination, respectively. Indeed, depending on the sign of the brackets a decrease or an increase in free-radical density will be observed, determining the fate of the system.

Undoubtedly, migration from high to low temperatures has a terrific impact on the ruling reaction pathways and, thus on overall reaction rates. Further clarifications and insights corroborating this statement can be gained by analysis of a specific case. In this sense, the case of alkanes combustion may represent a convenient option, because of the large availability of information [92]. The high-temperature mechanisms are characterized by the presence of a pyrolysis path, leading to the formation of aromatics and soot precursors via an increase in the aliphatic chain and hydrogen addition reactions. Besides, two distinct paths can be conducted to high-temperature oxidation. Both follow the $\text{CH}_2\text{O} \rightarrow \text{HCO} \rightarrow \text{CO} \rightarrow \text{CO}_2$ route as the final steps. However, in one case $\text{CH}_2\text{O}$ is produced via alcohol intermediate by hydrogen abstraction reaction followed by double bond formation, whereas in the other case the abstraction site is on the hydrocarbons side. It is well-established that hydrogen abstraction is the ruling primary reaction for alkanes combustion, provided that the initial temperature is below 1200 K [93].

A simplified reaction path representative for ultra-low and low temperatures is reported in Figure 5.

Figure 5. Simplified representation of a typical combustion path characterizing ultra-low and low temperatures combustion. Please note that red, blue, and grey arrows represent reactions typically classified as initiation, chain branching, and termination reactions, respectively.

Low-temperature combustion is characterized by having oxygen molecules as dominant abstracting agents, producing the alkyl group (indicated as R in) and hydroperoxy radical ($\text{HO}_2$). This phenomenon can be attributed to the reduced availability of small radicals, deriving from dissociation reactions. Indeed, this reaction class is favored by elevated internal energy and momentum, thus hindered by decreases in temperature. The produced alkyl radical may undergo further hydrogen abstraction by oxygen, to form an additional hydroperoxy radical and alkene, or attract an oxygen molecule and produce a peroxyalkyl radical ($\text{R} - \text{OO}^\cdot$). The latter is considered being a barrierless reaction [94], justifying the fact that it is dominant at low temperatures. The production of $\text{HO}_2$ (as reported for the primary and secondary reactions with $\text{O}_2$) represents a peculiarity of low-temperature combustion and characterizes the whole ignition phenomena. Indeed, this radical can be easily involved in chain branching reactions breaking the O-O bond and generating hydrogen atom (H) and hydroxyl radical (OH). The formation of these radicals fastens the reactivity of the system, determining the ignition. On the other hand, more
stable compounds, such as alkenes, are produced reducing the overall reactivity. Hence, the relative rates of these branches determine the ignition behaviour at low temperatures, causing the negative temperature coefficient (NTC) behaviour in some cases; i.e., a decrease in the global reactivity determined by an increase in temperature \[95\]. Other than temperature, the branching ratio is affected by the number of carbon atoms forming the reactants. Indeed, concerted elimination of HO\(_2\) forming alkene is neglected for alkyl radicals having more than 4 carbon atoms \[96\]. Hence, a full understanding of low-temperature combustion mechanisms assumes relevance, especially for light hydrocarbons. Since the scope of this review is to report the main understandings of the combustion mechanisms occurring at low-temperature, a special emphasis will be placed on the reaction paths starting from the R – OO\(^*\). In this light, two major reactions should be highlighted: the disproportionation with other radicals, forming a hydroperoxide (ROOH), and the internal migration of hydrogen atom, resulting in a hydroperoxyalkyl radical (QOOH). Based on the analysis reported by Curran et al., (1998) \[96\], the latter reaction is dominant when the temperature is above 600 K. Once formed, ROOH decomposes to RO and OH radicals via a degenerate branching step. On the other side, QOOH can be involved in three major paths: the addition of oxygen molecules, decomposition to cyclic ethers, or decomposition to acyclic species. The first option results in peroxyhydroperoxyalkyl radicals (OOQOOH), which reacts as QOOH. The major path leads to the formation of keto hydroperoxides \[97\]. Additional information on the most relevant reaction paths characterizing high- and low-temperatures can be found in dedicated literature reviews \[97,98\].

Based on the intrinsic nature of the investigated phenomena, thermal aspects should be combined with thermodynamics and kinetics phenomena, as suggested well-known Semenov theory. This alternative approach is oriented on the evaluation of ignition based on macroscopic and easily measurable parameters. Indeed, the overall power produced by the reaction \(Q_r\) and the amount of power removed by the cooling system/environment \(Q_e\) should be comparable. In complex systems, \(Q_r\) can be intended as the sum of all the contributes \(Q_{r,i}\) of the \(i\)-th reaction, as defined in Equation (7):

\[
Q_r = \sum_i Q_{r,i} = \sum_i \Delta H_{r,i}(T) \times V \times r_i(T)
\]  

(7)

where \(V\) is the volume of reacting mixture, \(\Delta H_{r,i}(T)\) is the heat generated per unit mass of reactant by the reaction \(i\) at the temperature \(T\), and \(r_i(T)\) is the reaction rate of the reaction \(i\) at \(T\). \(Q_e\) can be defined in the most general form as:

\[
Q_e = Q_{ex} + Q_s + Q_{loss} + U \times S \times (T - T_w)
\]  

(8)

assuming \(Q_{ex}\) as the convective heat exchange due to mass flow, \(Q_{loss}\) as the heat losses, \(Q_s\) as related to the mechanical energy dispersed by moving objects, \(U\) is the overall heat transfer coefficient, \(S\) the heat exchange surface and \(T_w\) the vessel wall (equipment) temperature, which can be correlated to the cooling fluid temperature, if any, or to the ambient temperature. \(Q_s\), when present, is converted into viscous friction energy and finally altered into thermal energy. In most cases, it is negligible when compared to the heat released by combustion. The last term accounts for the actual heat exchange between the bulk of the reactants and the equipment system, which is typically the prevalent process in any process. Under these assumptions, an almost linear trend of \(Q_e\) with \(T\) can be expected, thus the comparison of \(Q_e\) and \(Q_r\) results in three different alternatives, as reported in Figure 6:

- Curves for produced heat and exchanged heat are secant. The conditions represented by the lower intersection are considered stable because the system can restore the initial conditions in case of moderate and localized variations. In other words, an increase in temperature leads to faster heat removal, with a consequent decrease of the bulk temperature, whereas a decrease in temperature makes heat removal slower than heat production, with a consequent increase of the bulk temperature. In contrast,
the conditions representative for the intersection occurring at higher temperatures are considered unstable since any modification in operative temperature is accomplished by positive feedback.

- Curves for produced heat and exchanged heat are tangent. The conditions represented by the intersection behave like the ones corresponding to the intersection occurring at the higher temperature described in the previous case. Hence, they are intended as critical conditions.

- Curve for produced heat and exchanged heat are separated. The absence of intersections between the curves is representative for super-critical conditions, thus to unstable points regardless of the temperature variation.

![Figure 6. Representation of three possible conditions from the comparison of exchanged and produced powers.](image)

Given a flammable mixture, the initial occurrence of one or more uncontrolled, exothermic reactions may be triggered by several factors, such as deviation of the real composition from the setpoint, abrupt variation in the operative conditions (even locally), failure or damages in ancillary systems, or by the presence of impurity into the vessel. Regardless of the causes promoting side reactions, the occurrence of undesired exothermic reactions may increase bulk temperature and/or affect the fraction of liquid fuel stored. The former generates positive feedback in gaseous kinetics, whereas the latter produces an abrupt decrease in density in a closed space. Hence, both circumstances cause an increase in pressure, potentially damaging the storage tank.

Based on the discussed models and approaches, a flow diagram that summarizes a possible workflow for the characterization of ignition phenomena using thermo-chemical considerations was produced, in a general perspective, and reported in Figure 7.
Figure 7. Flow diagram for the evaluation of the ignition phenomena combining thermo-chemical models.
3. Characterization of Liquid-Vapor Systems

Once a biphasic system is investigated, the characterization of the chain of events is essential. Indeed, in the case of cryogenic fuels, the amount of vapor available for combustion is related to the net transfer rate between liquid and vapor sub-systems. Subsequently, the geometrical distribution of a flammable cloud determines the ignitability and the overall reactivity (e.g., due to fuel and thermal stratifications), thus the fate of accidental release of cryogenic fuels.

For the sake of accurate analyses, models for the estimation of the density of liquids and vapors, as well as the determination of phase diagrams at cryogenic conditions are essential. Hence, researchers’ attention has been posed to the development of the equation of states (EOS) and experimental apparatus suitable for the investigated conditions. Indeed, the traditional approaches have limited accuracy at ultra-low temperatures, requiring the development of more comprehensive models accounting for a significant role of non-ideal behavior [99]. This issue still represents a significant challenge either for measurements or theoretical derivation [100]. As a way of example, binary mixtures have been only recently tested [101].

Throughout the decades, several real-fluid EOS have been developed or modified [102,103]. Typically, these models can be distinguished by the number of parameters required (e.g., two-parameters, three-parameters). Alternatively, EOS are classified based on the parameter adopted for the formulation, such as Gibbs energy, enthalpy, internal energy, or Helmholtz energy. The latter has the intrinsic advantage to be continuous within the phase boundary and a function of measurable properties. Most EOS quantify the repulsive and attractive forces among molecules and use correction factors depending on the acentric factor and reduced temperature. Among the others, Benedict-Webb-Rubin (BWR), Jacobsen and Stewart (JS), Soave Redlich Kwong (SRK), Peng Robinson (PR), and cubic equations are worth mentioning. In particular, SRK and PR have been widely used for numerical analyses, being a good tradeoff between accuracy and computational efficiency [13]. The comparison of models accuracy in predicting the thermodynamic properties of light gas published by Nasrifar (2010) [104] has indicated that the modification to the SRK equation proposed by Mathias and Copeman (RKMC) leads to increased accuracy.

In this perspective, this section was divided into three subsections gathering some of the available data as well as the widely used approaches and models for the characterization of pool evaporation, the behaviour of non-reactive liquid-vapor systems, and behaviour of reactive liquid-vapor systems, respectively.

3.1. Evaporating Pool

In the case of the accidental release of cryogenic fuel, an evaporating pool is suddenly formed. The presence of ignition sources in the proximity of the releasing point and the substrate where this phenomenon occurs strongly affects the fate of the consequent accidental scenario. In case of immediate ignition, a pool fire scenario is triggered. Eventually, if the ignition is delayed, the formed vapor ignites resulting in flash fire scenarios potentially triggering pool fire, as well. Considering the nature of the described scenarios, the first can be intended as a diffusive flame burning the evaporated fuel in the proximity of the liquid pool, whereas the latter scenario is characterized by thermal and mass stratification. Indeed, vapors produced by LNG are denser than air at first, thus a preliminary phase where LNG can be modelled as dense gas (i.e., it mostly spreads horizontally) occurs. Then, the decrease in density due to the mixing and heat exchange with the environment leads to a subsequent behaviour like neutral and light gases. The combination of these mechanisms produces significant gradients in fuel and temperature distributions. The tendency to act as dense gas has been observed for liquid hydrogen too, by Hansen (2020) [105]. For the sake of safety analyses, the stand-off distance of pool fire is typically calculated based on the incident heat flux on a given position/target, whereas for flash fire distances are estimated through the LFL values [106], thus neglecting the combustion-related phenomena. This assumption may appear an oversimplification once cryogenic conditions are involved. In this
perspective, specific insights on the combustion phenomena characterizing liquid-vapor systems will be provided in the following sections.

In the case of release on water, the intimate liquid-liquid interactions may lead to elevated heat transfer coefficients, promoting sudden evaporation. The abrupt change in the state produces a localized variation of specific volume, thus posing the foundations for the generation of overpressures. This phenomenon is called a rapid phase transition (RPT) and represents an additional scenario to be considered for the sake of consequence analyses involving cryogenic storage systems, especially for the case of liquid hydrogen \cite{107}. Additional information on the main approaches adopted for the characterization of these scenarios will be provided in the following.

Undoubtedly, prior evaluation on the pool formation and evaporation represents an essential step for meaningful results and proper characterization of the accidental scenarios involving cryogenic release. In this sense, a generic equation correlating the pool mass per unit area ($m''_p$) to time ($t$) can be expressed as follow:

$$\frac{dm''_p}{dt} = m''_{spill} - m''_{ev} - m''_{dis}$$

(9)

where the subscripts $spill$, $ev$, and $dis$ stand for spilled, evaporated, and dissolved, respectively.

The dissolved term accounts for the fraction of liquid adsorbed by the substrate where the pool is spreading. This contribution can be neglected for cryogenic release regardless of the composition of the spreading surfaces (e.g., either for water or concrete). Hence, the evaporation rate is commonly assumed equal to the spilling rate once the steady-state conditions are achieved. Quite clearly, this approach is unadaptable for different unsteady conditions as e.g., for short instantaneous release and can lead to significant overestimations for the continuous release case. Consequently, the development of robust models accounting for phenomena involved in liquid-gas phase transition is desirable. In this light, the main aspects involving the evaporation of a liquid pool are schematized in Figure 8. For the sake of simplicity, no barriers limiting the pool geometry were assumed, resulting in a cylindrical pool.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure8.png}
\caption{Schematic representation of the main aspects characterizing the evaporation of a cylindrical pool.}
\end{figure}
Under the assumption of pure liquid, a constant latent heat of vaporization ($\Delta H_{ev}$) and boiling temperature can be considered. Hence, the evaporation term can be intended as the sum of the conduction ($q_{\text{cond}}$), convection ($q_{\text{conv}}$), and radiation ($q_{\text{rad}}$) heat fluxes ($\Delta H_{ev}$)

$$m''_{ev} = \frac{q_{\text{cond}} + q_{\text{conv}} + q_{\text{rad}}}{\Delta H_{ev}} \tag{10}$$

The radiative heat flux can be neglected in the absence of ignition sources. Besides, due to the major differences between the pool and substrate temperature, the conduction term is usually dominant at first, then, the convective term assumes significance [108]. The conduction term accounts for the heat transferred from the substrate where the pool is formed, thus different models can be used if the release occurs on water or solid. Assuming LNG as pure methane, Conrado and Vesovic [109] applied the following model in the case of release on water:

$$q_{\text{cond}} = k_{w} \times (T_{w} - T_{P}) \tag{11}$$

where $k_{w}$ is the heat transfer coefficient between water and LNG, $T$ the temperature, and the subscripts $w$ and $P$ represent the water and pool, respectively.

Under the hypothesis of semi-infinite solid at a constant temperature, the model developed by Carslow et al., (1986) [110] can be adopted for the evaluation of conduction term to time $t$ in case of a solid substrate, based on the thermal conductivity $k_{s}$, thermal diffusivity $\alpha_{s}$, solid substrate temperature $T_{s}$,

$$q_{\text{cond}} = k_{s} \times \frac{(T_{s} - T_{P})}{(t \times \pi \times \alpha_{s})^{0.5}} \tag{12}$$

The convection term is commonly expressed as the product of the driving force heat transfer coefficient. The former is the difference between room and pool temperatures, whereas the latter can be estimated via several equations correlating the Nusselt number to Reynolds and Prandtl dimensionless number [111,112], the suitable for the investigated layout and turbulence.

Alternatively, a fundamental approach may correlate fluid properties and boundary conditions to the evaporation rate. In this light, it should be considered that this phenomenon can be intended as a non-equilibrium process having a net transport of liquid molecules across a liquid-vapor interface into a gaseous phase [113]. In other words, models for the evaporation rate estimation can be the sum of two different contributes:

- condensation of evaporated molecules in the area surrounding the liquid.
- evaporation of liquid molecules in the atmosphere.

The available fraction of these two states of aggregation is, in the first approximation, regulated by well-known thermodynamic correlations, e.g., the Antoine law. Following this approach, several models have been developed for either cryogenic or non-cryogenic conditions. In both cases, the evaporation rate per unit of liquid surface ($m''_{ev}$) can be expressed as a function ($f$) of the driving force, i.e., the effects of the vapor pressure $P_{a}$ at the liquid temperature $T_{l}$, and a function of thermodynamic properties, transport coefficients, and/or boundary conditions ($h_{s}$)

$$m''_{ev} = h_{s} \times f[P_{a}] \tag{13}$$

Either linear (Equation (14)) or logarithmic (Equation (15)) trends can be used to substitute $f$

$$m''_{ev} = h_{x} \times \frac{M_{w} \times P_{a}}{R \times T_{l}} \tag{14}$$

$$m''_{ev} = h_{x} \times \frac{M_{w} \times P_{a}}{R \times T_{l}} \times \ln \left(\frac{P_{a}}{P_{a} - P_{s}}\right) \tag{15}$$
where the subscripts \( l, s, \) and \( a \) represent the liquid surface, saturated conditions, and atmosphere, whereas the symbols \( P, R, T_s, \) and \( M_w \) are the pressure, ideal gas constant, temperature, and molecular weight, respectively. A comparison with experimental data has demonstrated that the linear trend is more accurate for cryogenic applications [114].

Further distinctions can be done based on the approach adopted for the evaluation of \( h_x \). Indeed, \( h_x \) can be intended as an empirical-based coefficient, a function of thermodynamic data, or fluid dynamic properties. The latter case is commonly expressed in terms of dimensionless numbers, such as Reynolds \( (Re = \frac{2r \times u_{in}}{\nu}) \), Schmidt \( Sc = \frac{v}{D} \). Examples of correlations for the estimation of \( m''_{ev} \) were reported in the following Table 4.

| Authors/Reference | Equation |
|------------------|----------|
| Hertz-Knudsen-Schrage [115,116] | \[ \frac{2}{1-\alpha_l} \left( \frac{1}{2\pi} \frac{M_w}{R} \left( \frac{a_w}{P_l^{1/7} - \alpha_l P_s^{1/7}} \right) \right) \] |
| Ingersoll [117] | \[ D_l \times (P_s - P_{air}) \times \frac{P_s}{P_l} \times \frac{g \times v^{-2}}{x} \] |
| Mackay and Matsugu [118] | \[ 4.8 \times 10^{-3} \times \nu_{w,\text{air}}^{0.78} \times (2\pi)^{-0.11} \times Sc^{0.67} \times \frac{P_s}{P_l} \times \frac{M_w}{R \times T_l} \] |
| Lee [119] | \[ (1-\beta)u_{w,\text{air}} T_s - \frac{D_l}{T_s} P_{air} \times \frac{P_s}{P_l} \times \frac{M_w}{R \times T_l} \] |
| Raj and Morris [120] | \[ 3.7 \times 10^{-2} \times (Re^{0.8} - 15500) \times Sc^{0.33} \times \frac{D_l}{T_s} \times \frac{P_s}{P_l} \times \frac{M_w}{R \times T_l} \] |
| Reed [121] | \[ 4.8 \times 10^{-3} \times \nu_{w,\text{air}}^{0.78} \times (2\pi)^{-0.11} \times Sc^{0.67} \times \frac{P_s}{P_l} \times \frac{M_w}{R \times T_l} \times \sqrt{\frac{(M_w + M_{w,\text{air}}}{M_w}} \] |
| Hummel [122] | \[ 1.5 \times 10^{-11} \times \nu_{w,\text{air}}^{0.625} \times P_s \times M \] |
| Barry [123] | \[ 8.8 \times 10^{-4} \times \nu_{w,\text{air}}^{0.625} \times P_s \times M \] |
| Derek et al. [124] | \[ 0.17D_l \times \frac{P_s}{P} \times \frac{M_w}{P \times M_{w,\text{air}}} \times \frac{P_s - P_{air}}{P_l} \times \frac{g \times v^{-2}}{x} \] |
| Heymes [125] | \[ 1.5 \times 10^{-1} \times Re^{0.69} \times Sc^{0.87} \times \frac{D_l}{T_s} \times \frac{P_s}{P_l} \times \frac{M_w}{R \times T_l} \] |
| Schrage [126] | \[ \frac{2a}{2-\alpha} \sqrt{\frac{1}{2\pi}} \left( \frac{P_s}{RT_s} - \frac{P_l}{RT_l} \right) \] |

It should be noted that some correlations have been specifically developed for cryogenic conditions but in a non-terrestrial environment. These peculiar conditions have led to a neglect of the effect of wind, included by most of the correlations. Since consequence analyses are usually performed under the benchmark stability classes 5D and 2F, referring to a characteristic wind speed of 5 m/s with Pasquill atmospheric stability class D and 2 m/s with Pasquill atmospheric stability class F, respectively, correlations including the effect of wind should be preferred. Besides, the lack of comprehensive databases including data on the evaporation rate of cryogenics, discourage the adoption of fully empirical correlations having unknown relaxation coefficients. Similarly, in the case of accidental release on the water surface, several models can be implemented for the evaluation of the evaporation rate [127]. Besides, the introduction of additional parameters (e.g., water depth and agitation) is necessary to satisfactorily describe the substrate conditions and, thus, the evaporation rate [128]. Furthermore, the significant difference in temperature between the substrate and fuel has the potential to cause the solidification of water. However, theoretical analyses have demonstrated that this phenomenon can be neglected for deep or turbulent
Regardless of the composition, the immediate formation of a vapor film over the liquid surface can be assumed and, thus, the evaporation rate can be estimated as in Equation (16) \[ m_{\text{ev}} = h_w \times \frac{T_w - T_p}{\Delta H_{\text{ev}}} \] 

where \( h_w \) represents the heat transfer coefficient between substrate and liquid pool, \( \Delta H_{\text{ev}} \) the latent heat of vaporization, \( T_w \) the wall temperature, \( T_p \) the pool temperature. It should be noted that \( T_w \) can be assumed as constant if the substrate is sufficiently larger than the pool and thus heat can effectively disperse the heat. On the other hand, \( T_p \) variates unless pure liquids are considered. Eventually, \( h_w \) can be estimated by suitable correlations, such as the ones developed by Klimenko [130], reported in terms of dimensionless numbers (\( Nu = \text{Nusselt}, Pr = \text{Prandtl}, Ar = \text{Archimede} \)).

\[ Nu = \frac{h_w \times l}{k} = 0.19 \times (Ar \times Pr)^{\frac{1}{3}} \times f_1 \text{ if } Ar < 10^8 \]  \hspace{1cm} (17)

\[ Nu = \frac{h_w \times l}{k} = 0.0086 \times Ar^{\frac{1}{2}} \times Pr^{\frac{1}{3}} \times f_2 \text{ if } Ar > 10^8 \] \hspace{1cm} (18)

in which \( f_1 \) and \( f_2 \) are the so-called near unity correction factors, defined by Klimenko in terms of reduced latent heat of vaporization, whereas \( \sigma, k, \) and \( l \) stand for thermal diffusivity, thermal conductivity, and critical wavelength of the instability, respectively. The latter is defined as reported in the following equation:

\[ l = 2\pi \times \left( \frac{\sigma}{g \times (\rho - \rho_v)} \right)^{\frac{1}{2}} \] \hspace{1cm} (19)

provided that \( \sigma, g, \) and \( \rho \) are surface tension, gravitational acceleration, and density, and the subscript \( v \) indicates cryogenic vapor.

### 3.2. Non-Reactive Liquid-Vapor Systems

Once the evaporation model is carefully selected, computational fluid dynamic (CFD) models can be adopted for the evaluation of near-field aspects involving the vapor phase resulting from an accidental release of cryogenic fuels.

Recalling the events previously defined in this work, either physical or chemical phenomena may show some peculiarities due to the low-temperature conditions. More specifically, based on the thermodynamic properties, vapors may act as dense gas when the temperature is below a given value (e.g., about 200 K for LNG), whereas are lighter than air as the temperature approaches the room value [27,105]. In absence of ignition sources, a visible cloud is commonly generated from the liquid pool. A widespread approach to characterize this scenario is the estimation of the methane distribution along with the distance from the releasing point. Although the transient nature of the investigated system, numerical results are usually presented in a pseudo-steady state form by assuming the most conservative time. Once liquids are released in the atmosphere, a visible cloud is formed immediately. It is related to the condensation of moisture present in the atmosphere caused by the contact between the atmosphere and cold vapor [131]. Hence, the cloud can be characterized either in terms of flammable or visible footprint. The former can be expressed as the maximum distance from the releasing point where LFL is observed (\( d_{\text{LFL}} \)) [132], while the latter can be defined as the maximum distance where the measured temperature and dew point (\( T_{\text{dew}} \)) are equal (\( d_{\text{v}} \)) [131]. The \( T_{\text{dew}} \) can be calculated by using Bosen’s correlation [133], reported below (Equation (20)).

\[ T_{\text{dew}} = \left( \frac{H}{100} \right)^{\frac{1}{2}} (112 + 0.9 \times T_a) + 0.1 \times T_a - 112 \] \hspace{1cm} (20)
where $H$ is the relative humidity in % and $T_a$ is the ambient temperature in Celsius, respectively.

The ratio between these factors is defined as the dispersion safety factor (DSF) (Equation (21)).

$$DSF = \frac{d_{LFL}}{d_{Vis}}$$ (21)

Wind speed, atmospheric temperature and humidity, pool size, and the material forming the substrate affect either $d_{LFL}$ or $d_{Vis}$. However, differences in the size of these variations make also DSF dependent on these parameters [134].

Alternatively, the transition between film and nucleate boiling regimes may result in an RPT [135]. The distinction between these regimes is made by the critical heat flux ($\dot{q}_{CHF}$), defined in Equation (22) and used for the evaluation of the evaporation rate $m'_{ev}$ (Equation (23)) [136].

$$\dot{q}_{CHF} = a \times \lambda \times \rho_v \left[ \frac{g \sigma (\rho_l - \rho_v)}{\rho_v^2} \right]^{\frac{1}{4}}$$ (22)

$$m'_{ev} = \frac{\dot{q}_{CHF}}{\bar{h}_f g} \left[ \frac{4 \pi r^2}{\rho_{mix, T_b}} \right]$$ (23)

where the coefficient $a$ is equal to 0.16 for the case of hydrogen [137], $\lambda$ is the latent heat of vaporization, $\rho_l$ is the liquid density, $\rho_v$ is the vapor density, $g$ is the gravitational acceleration, $r$ is the pool radius, and $\sigma$ is the surface tension. Although, the same symbol is used for the evaporation rate in the absence and presence of ignition, the former should be considerably smaller than the latter because of the absence of heat generated by the combustion process. The characterization of consequences resulting from RPTs goes through the assessment of the maximum overpressure generated. In this sense, the correlation reported in Equation (24) provides a rough estimation of this parameter with respect to pool radius ($r$), the density of the mixture at the boiling temperature ($\rho_{mix, T_b}$), molar weight ($MW$), and evaporating velocity ($v_r$) [39].

$$\Delta P_{max} = 8 \times r \times \rho_{mix, T_b} \times MW \times v_r^2$$ (24)

For the sake of consequence analysis in the case of RPT, some empirical-based correlations have been developed, as well [106]. However, most of them neglect the peculiar properties at cryogenic conditions since they have been developed for atmospheric conditions. In this view, methods accounting for the endothermic transformation from para to ortho hydrogen should be preferred [11]. Recently, computational fluid dynamics has been integrated with a detailed kinetic mechanism including theoretical-based thermodynamic properties for the characterization of liquid hydrogen release on water [38]. Based on the releasing rate, two regimes have been distinguished and classified in terms of the generated overpressure.

Because of the robustness of the required infrastructures, most large-scale campaigns have been devoted to the analysis of LNG for the sake of risk assessment of LNG transportation via ship systems. Either experimental or numerical approaches have been adopted to this aim. Nevertheless, small scale data can be found, as well. In this section, a brief overview of the main data and conditions experimentally tested, together with the models considered as more accurate will be reported. Small scale RPT experiments performed by Enger and Hartman (commonly referred to as Shell tests) [138], testing a 0.1 m$^3$ pool composed of a mixture of light alkanes, have proved that RPT does not occur unless methane content is lower than 40% in volume. On the other hand, large-scale tests included in the Coyote test series [139], performed by the Lawrence and Livermore national laboratory (LLNL), have reported RPT for LNG having methane content up to 88% in volume. In this case, several compositions including methane, ethane, and propane, selected as representative of LNG were tested realizing a continuous spill having flowrate within 6–19 m$^3$/min. Under these conditions, only a fraction of tests has reported the RPT. However, either
early (i.e., in the proximity and immediately after the spill begin) or delayed (i.e., far from
the releasing point and at the end of the spill) RPTs have been observed. The discrepan-
cies between the two experimental campaigns are reported here, indicating that different
mechanisms rule the RPT based on the pool size. Differences in water temperature can be
considered additional criteria. Indeed, the hypothesis of 290 K as the threshold value of
water temperature for RPT occurrence has been accepted [140]. Similarly, the superheat
temperature theory has been adopted to correlate this value to the fuel composition. More
specifically, it has been assumed that the water temperature should be within the range
delimited by the superheat temperature and its 110% [141]. This parameter has been
evaluated for several pure species [142] and can be approximated for mixtures based on a
mole fraction [143]. Quite obviously, the evaporation rate and vapor composition variate
along with the test, because of the differences in the volatility of the involved species. The
delayed RPT is attributed to this phenomenon, causing the enrichment of ethane in the
LNG pool along the time [135]. Considering the significant differences between the room
temperature and LNG boiling temperature, the instantaneous formation of the film boiling
regime is commonly assumed, then the RPT is attributed to instabilities leading to local
collapses of the vapor layer leading to liquid-liquid contact [144].

Several experimental tests have been performed for the characterization of the LNG
dispersion scenario, either on water or on solid surfaces. Among the others, Esso [145],
Maplin Sands [146], Burro [147], Coyote [139], and Falcon [148] series are worth mentioning.
These campaigns span from a small scale (e.g., approximate pool radius of 5 m) to a large
scale (e.g., approximate pool radius of 30 m). Several compositions were tested. Visible
plume sizes and maximum distances where lower flammability limits were observed were
reported as a function of wind velocity, air humidity, spill rate, and pool size. Dense cloud
behaviour has been reported in all tests; i.e., LNG vapor tends to spread on downwind
size predominantly, forming a cloud low in height compared to the downwind direction.
Vapor density was found to be sensitive to the level of humidity in the surrounding area.
A comparison of qualitative and quantitative analyses performed during the Burro series
show that the LFL can be detected within the visible cloud even for an extremely low level
of humidity (i.e., 5%). Most of the computational fluid dynamic analysis performed so far
have evaluated the LNG vapor dispersion by using the k-ε sub-model for turbulence, 2F
and 5D as Pasquill stability classes and wind velocity. The effect of pool area and shape,
release rate, substrate roughness, presence of obstacles, and atmospheric conditions have
been tested, showing an increased relevance of parameters affecting source term when
wind flows slowly because gravitational forces are dominant [149].

3.3. Reactive Liquid-Vapor Systems

If an ignition source is present, the accidental release of cryogenic turns into a pool
(or tank) fire. In this case, it should be considered that kinetics is strongly affected by the
temperature, and low-temperature combustion affects the ruling pathways toward the
complete and partial oxidations. Hence, the implementation of detailed kinetic mechanisms
in CFD has the potential to solve both issues, because of the exhaustive thermodynamic
database included in them. However, the computational power available strongly limits
the feasibility of this approach. On the other hand, the implementation in a reduced form
of kinetic mechanisms in CFD for an accurate representation of real systems has been
indicated as a promising technique in several industrial fields [150]. This approach lays the
foundation on the individuation of the most representative pathways and species for the
investigated conditions. Indeed, reducing the size with negligible effects on accuracy means
narrow the operative conditions accounted for in the model. Hence, the most representative
values should be individuated by carefully evaluating the investigated scenarios. To
this aim, sensitivity analysis and reaction path analysis are commonly adopted [151,152].
Considering the generic nature and the theoretical background of the approach, it can be
adopted for cryogenic applications, as well, allowing for the reproduction of accidental
scenarios. In the case of pool fire resulting from the accidental release of cryogenic fuels,
the model can be focused on the atmospheric pressure and temperature varying from the storage and the adiabatic flame temperatures. A simplified representation of the proposed strategy is given in Figure 9.

![Figure 9](image-url)

**Figure 9.** Procedure for the integration of detailed kinetic mechanisms and computational fluid dynamics.

Among the other possible scenarios, pool fire is undoubtedly worth particular attention because it is the only one able to reach a pseudo-steady state condition and, thus, having the potential to cause a second cascading event [153]. Regardless of the kinetic mechanism adopted to model the combustion aspects, this scenario is usually characterized by the thermal radiation intensity reaching the target per unit of the surface area, i.e., the radiative heat flux \((I)\), to the distance from the pool centre \((x)\) [154]. The radiative heat flux is a function of the atmospheric transmissivity \((\tau)\) and view factor \((F)\), following the classical model (Equation (25)) [28]:

\[
I(x) = SEP \times F \times \tau
\]  

(25)

The view factor \(F\) is a geometric parameter defining the fraction of energy radiated by the fire that reaches the target. \(F\) has an inverse proportionality with \(x\) [155]. SEP stands for surface emissive power, being the heat release rate \((HRR)\) per unit of flame surface \((A_F)\), and can be estimated as follow [156]:

\[
SEP = \frac{HRR}{A_F} = \sigma \times \varepsilon \times T_F^4
\]

(26)

where \(\sigma\), \(\varepsilon\), and \(T_F\), are the Stefan–Boltzmann constant, the emissivity, and the adiabatic flame temperature.

Considering that \(HRR\) can be intended as the product of the mass burning rate, enthalpy of reaction \((\Delta H_r)\), and combustion efficiency \((\eta)\), \(SEP\) can be expressed as

\[
SEP = m'^v_{ev} \times \Delta H_r \times \eta
\]

(27)

where \(m'^v_{ev}\) stands for the mass burning rate per unit of flame surface. It is commonly equalized to the evaporation rate, i.e., the gas-phase reaction is assumed instantaneous to
the liquid-vapor transformation. The effect of the pool diameter \(d_p\) on this parameter can be evaluated by using Hottel’s correlation \([157]\) for the combustion of liquid fuels:

\[
m_{\infty}^\prime = m_{\infty}^\prime \times \left(1 - e^{-k \times \beta \times d_p}\right)
\]

The subscript \(\infty\) represents the case where “infinite” pool is considered, whereas \(k\) is the absorption-extinction coefficient, approximately equal to 3.0 m\(^{-1}\) for LNG \([156]\) and \(\beta\) is the correction coefficient for the beam length.

The flame size is usually calculated assuming a cylindrical shape tilted by the wind, having the base area equal to the pool, a tilt angle \(\alpha\), and height \(H\). By way of examples, empirical correlations proposed by Fay \([158]\) and Thomas \([159]\) were reported for the estimation of \(\alpha\) and \(H\), respectively.

\[
\alpha = \arcsin \left(\frac{Fr}{Fr + 0.19}\right)
\]

\[
\frac{H}{d_p} = 42 \times \left(\frac{m_{\infty}^\prime}{\rho_a \times g^{0.5} \times d_p^{0.5}}\right)^{0.61}
\]

where \(Fr\), \(\rho_a\), and \(g\) are the Froude number, air density, and gravitational acceleration.

As mentioned in the Section 3.2, stratified mixtures are formed after a release in the atmosphere of cryogenic fuels, if the ignition is absent or delayed. In this perspective, the experimental studies reported in an early investigation by Philips (1965) \([160]\) are worth mentioning. Indeed, a laminar triple-flame, combining three different combustion modes was observed. More specifically, “premixed”, diffusion, and convection flames have been noticed along with the distance from the inlet of methane. This distinction can be related to the fuel concentration since premixed flames are typical of a stoichiometric composition, only, whereas diffusion flames characterize either lean or rich flammable mixtures, and convective flames are typical for fuel-rich mixtures, namely with concentration higher than UFL. Moreover, the same work found the flame speed to be independent of the quantity of fuel and concentration gradients at the interface. More recently, a modified formulation of the Raj and Emmons model identifies two stages characterizing the combustion of stratified mixtures: a constant quasi-laminar or low-turbulent flame; and a burning zone also referred to as a wall of flame. In both cases, a constant speed \(S_f\) depending exclusively on the wind speed \(u_w\) can be defined as in Equation (31).

\[
S_f [\text{m/s}] = 2.3 + 1.2 \times u_w [\text{m/s}]
\]

It should be recalled that these conclusions have been drawn based on the analysis of mixtures showing only fuel gradient along with the relative distance from the fuel inlet point. However, the cryogenic case implies a thermal gradient, as well. In this perspective, the integration of these models with correlations estimating the effect of temperatures on the flame speed \([161]\) should be recommended.

Regardless of the analysed scenario, the novelty in investigated conditions has posed issues related to the inertization systems. Indeed, traditional water-based systems for fire suppression are ineffective or even intensify the consequences when directed to the pools at cryogenic conditions \([162]\), because of the increased evaporation rate discussed before in the case of liquid-liquid contact. Indeed, regardless of the average drop size (e.g., either using sprinkler or water curtain), water-based systems were found ineffective for the mitigation of the discussed scenarios. Hence, within this class of mitigation systems, only the water curtain has been considered for the generation of a safe path for evacuation and rescue \([163]\). Indeed, by definition, a water curtain does not come in direct contact with liquids at cryogenic temperatures but reduces the energy received by the target, acting as a shield. Alternative solutions are represented by the addition of inert substances avoiding or limiting the mixing between fuel and oxidant. As a way of example, the application of solid
powders forming a layer on the pool surface to isolate it from the oxidative environment is under development and is still facing some problems related to the decomposition of solid material exposed to extreme temperatures [164]. Furthermore, the addition of inert gaseous species (e.g., nitrogen or carbon dioxide) can be considered, requiring the estimation of flammability limits and minimum oxygen concentration of cryogenic fuels at a temperature below ambient condition [85]. However, the latter alternative is effective only if it can considerably reduce the content of oxygen in the atmosphere. Hence, it is suggested for partially closed or closed environments such as engine rooms, where recirculation is limited.

Eventually, LNG pool fire tests have been performed either in the case of liquid or solid substrate, varying the spill rate and pool size. A comprehensive and critical review of the experimental campaign dedicated to the collection of data on pool fire of LNG can be found in the literature [140,165]. Surface emissive powers starting from 175 kW/m² up to 350 kW/m² were measured. The mass burning rate was recorded only during the Maplin Sands [166] and Montoir [167] tests, while most of the other cases have estimated this parameter based on the measured SEP. Both approaches show a mass burning rate of 0.1 kg/m²s. The numerical models commonly adopted for the estimation of the thermal radiation generated by pool fire have been proved to be robust for a wide range of conditions and in agreement with most of the experimental data, especially for large scale scenario. However, the needs for combustion models accounting for soot formation has been showing as one of the major improvements for full understandings on this subject [165].

4. Conclusions

Recent years have been characterized by intensive research on cryogenic fuels and low-temperature combustion systems, allowing for the development of technological solutions suitable for these conditions. However, several aspects are still unclear either from a phenomenological or technological point of view. In this perspective, this work presents an overview of the current understandings and gaps of knowledge in the field. Considering the nature of the system under investigation, multidisciplinary and cross-sectional research involving experts in hard sciences and technologists, as well as experimentalists and numerical experts is recommended. Indeed, the current lack of knowledge that limits the utilization of cryogenic systems involves phase transitions, interactions with other fluids, and combustion behaviour. Although the evaporation rate on a solid substrate has been characterized in detail at both laboratory scale and industrial large-scale tests, a dearth of data and models can be observed for intermediate conditions (mesoscale) and in case of contact between cryogenic fuels and water. Besides, mitigation systems suitable for ultra-low temperature conditions are currently based on empirical approaches, because of the poor understanding of the ruling phenomena. Furthermore, a model for the accurate quantification of the production of relevant pollutants (e.g., NOₓ and soot) is still missing.
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