SESELF-SIMILARITY IN A THIN FILM MUSKAT PROBLEM

PHILIPPE LAURENÇOT AND BOGDAN–VASILE MATIIOC

Abstract. The large time behavior of non-negative weak solutions to a thin film approximation of the two-phase Muskat problem is studied. A classification of self-similar solutions is first provided: there is always a unique even self-similar solution while a continuum of non-symmetric self-similar solutions exist for certain fluid configurations. Despite this non-uniqueness, convergence of all non-negative weak solutions towards a self-similar solution is proved.

1. Introduction

The purpose of this work is to investigate the large time asymptotics of a thin film approximation to the Muskat problem derived recently in [15]. It is a mathematical model describing the evolution of two immiscible and vertically superposed thin fluid layers, of different densities and viscosities, on a flat surface when gravity is the sole driving force. More precisely, in a two-dimensional setting, we assume that the impermeable bottom of the porous medium is located at $y = 0$, and we denote the thickness of the lower and upper fluids by $f = f(t, x) \geq 0$ and $g = g(t, x) \geq 0$, respectively. The thin film Muskat problem then reads

\[
\begin{align*}
\partial_t f &= \partial_x (f \partial_x ((1 + R)f + Rg)), \\
\partial_t g &= R \mu \partial_x (g \partial_x (f + g)),
\end{align*}
\]

and appears as the singular limit of the two-phase Muskat problem when the thickness of the fluid layers vanishes.

The thin film Muskat problem. The Muskat problem was proposed in [26] as a model for the motion of two immiscible fluids with different densities and viscosities in a porous medium, the intrusion of water into oil for instance. It describes the time evolution of the domains occupied by the two fluids and of the potential distributions of the fluids. More precisely, the space and time evolution of the thickness $f$ and $g$ of the two fluids ($h := f + g$ being then the total height of the fluid system) and of the potential distributions is described.
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by the following system of equations

\[
\begin{align*}
\Delta u_+ &= 0 & \text{in } [f < y < h], \\
\Delta u_- &= 0 & \text{in } [0 < y < f], \\
\partial_t h &= -\mu_+^{-1}(\nabla u_+)(-\partial_y h, 1) & \text{on } [y = h], \\
u_+ &= G\rho_+ h - \gamma_h \kappa_h & \text{on } [y = h], \\
\partial_y u_- &= 0 & \text{on } [y = 0], \\
u_+ - u_- &= G(\rho_+ - \rho_-) f + \gamma_f \kappa_f & \text{on } [y = f], \\
\partial_t f &= -\mu_+^{-1}(\nabla u_+)(-\partial_x f, 1) & \text{on } [y = f],
\end{align*}
\]  

(1.2)

with given initial data \((f,h)(0) = (f_0,h_0)\), cf. \([14, 15]\). The interface \([y = f]\) separates the two fluids (we use the subscript \(-\) for the fluid below and we refer to the fluid located above this interface by using the subscript \(+\)), and we assume a uniform pressure, normalized to be zero, on the interface \([y = h]\) which separates the fluid system from the air. Moreover,

- \(\rho_\pm\) and \(\mu_\pm\) are the densities and viscosities of the fluids \(\pm\),
- \(G\) is the gravity constant,
- \(u_\pm := \rho_\pm + G\rho_\pm y\) are the velocity potentials, the velocity \(v_\pm\) of the fluids being given by Darcy’s law \(v_\pm = -\mu_\pm^{-1} \nabla u_\pm\),
- \(\gamma_f\) and \(\kappa_f\) are the surface tension coefficient and curvature of the interface \([y = f]\),
- \(\gamma_h\) and \(\kappa_h\) are the surface tension coefficient and curvature of the interface \([y = h]\).

This complex moving boundary value problem was studied in \([14]\) where it was shown to be of parabolic type for small initial data. This property is used to prove the well-posedness and to study the stability properties of the equilibria of (1.2) (see \([12]\) for a related problem).

For thin fluid layers, the full Muskat problem (1.2) is approximated in \([15]\) by a strongly coupled parabolic system of equations having only the functions \(f\) and \(g\) as unknowns, see also \([19]\) for a similar derivation in the context of seawater intrusion modeling. More precisely, a new parameter \(0 < \varepsilon \ll 1\) is introduced in the system (1.2) to scale the thickness of the layers: the variables and the unknowns in (1.2) are then scaled as follows

\[
x = \tilde{x}, \quad y = \varepsilon \tilde{y}, \quad t = \tilde{t}/\varepsilon,
\]

\[
f(t,x) = \varepsilon \tilde{f}(\tilde{t}, \tilde{x}), \quad h(t,x) = \varepsilon \tilde{h}(\tilde{t}, \tilde{x}), \quad u_\pm(t,x,y) = \tilde{u}_\pm(\tilde{t}, \tilde{x}, \tilde{y}).
\]

Then, using formal expansions for \(\tilde{u}_\pm\) in \(\varepsilon\) and omitting the tildes, one retains, at the lowest order in \(\varepsilon\), the following thin film Muskat problem

\[
\begin{align*}
\partial_t f &= \partial_x \left( f \partial_x \left( \frac{G\rho_- f + G\rho_+ g - \gamma_f + \gamma_h \kappa_f}{\mu_-} \right) \right), \\
\partial_t g &= \partial_x \left( g \partial_x \left( \frac{G\rho_- f + G\rho_+ g - \gamma_h \kappa_f}{\mu_+} \right) \right),
\end{align*}
\]  

(1.3)

with initial data \((f,g)(0) = (f_0,g_0)\), where \(g := h - f\). We emphasize that the cross-diffusion terms are nonlinear and have highest order.

The existence, uniqueness, and life span of classical solutions to this limit system are studied in \([16]\) when considering surface tension effects at both interfaces, and in \([15]\) when
allowing only for gravity effects (which corresponds to setting \( \gamma_f = \gamma_h = 0 \) in (1.3)). Non-negative global weak solutions on a bounded interval and with no-flux boundary conditions were constructed in [13] for \( \gamma_f = \gamma_h = 0 \), and in [24] when assuming only capillary forces. Weak solutions to a class of systems including (1.3) with \( \gamma_f = \gamma_g = 0 \), \( \mu_- = \mu_+ \), and with periodic boundary conditions are also constructed in [1]. We subsequently uncover that the system (1.3) can be interpreted as the gradient flow of a certain energy functional with respect to the 2–Wasserstein metric. This gradient flow structure allowed us to use tools from the calculus of variations and to implement a discrete time scheme to obtain, in the limit when the time step goes to zero, non-negative and globally defined weak solutions of (1.3), cf. [22, 23]. While in [22] we assumed \( \gamma_f \gamma_h \neq 0 \), and the weak solutions are defined in \( \mathbb{R} \) or \( \mathbb{R}^2 \), the solutions found in [23] are only subject to gravity effects and the analysis is one-dimensional. The uniqueness of these weak solutions is still an open question.

The above mentioned gradient flow structure is actually reminiscent from the porous medium equation (PME)

\[
\partial_t f = \partial_x (f \partial_x f) 
\]  

and the thin film equation (TFE)

\[
\partial_t f = \partial_x (f \partial_x^3 f)
\]  

to which (1.3) reduces (up to a multiplicative constant) when \( g = 0 \) and either \( \gamma_f = 0 \) or gravity is neglected. Indeed, both equations are gradient flows associated to a suitable functional for the 2–Wasserstein distance, see [18, 25, 29, 30] and the references therein. Such a gradient flow structure is rather seldom in the context of parabolic systems and, apart from (1.3), we are only aware of the model for diffusion of multiple species presented in [6] and the parabolic-parabolic chemotaxis Keller-Segel system and its variants [4, 5, 35].

According to the discussion above, the thin film Muskat problem (1.3) can be interpreted as a two-phase generalization of the PME (1.4) when capillary is neglected and of the TFE (1.5) when gravity is neglected. The large time behavior of non-negative solutions to these two equations in \( \mathbb{R}^n \), \( n \geq 1 \), has been thoroughly investigated, see [9, 20, 21, 27, 30, 31, 33] for the PME and [2, 7, 10, 25] for the TFE and the references therein. It is actually given by self-similar solutions and is a typical example of asymptotic simplification, in the sense that any non-negative solution converges towards the unique non-negative self-similar solution having the same \( L_1 \)-norm as its initial condition. It is then tempting to figure out whether such a behavior is also enjoyed by (1.3) and the purpose of this paper is to investigate thoroughly this issue when capillary forces are neglected.

More precisely, we focus on the system (1.1) endowed with the initial conditions

\[ f(0) = f_0, \quad g(0) = g_0. \]

which is obtained from (1.3) after introducing the parameters

\[
R := \frac{\rho_+}{\rho_- \rho_+}, \quad \mu := \frac{\mu_-}{\mu_+}, \quad R_\mu := \mu R,
\]  

neglecting capillary effects (\( \gamma_f = \gamma_h = 0 \)), and rescaling the space variable suitably. In the remainder of this paper the parameters \( R \) and \( R_\mu \) are assumed to be positive. Physically, this means that the denser fluid layer is located beneath the less dense one.
Self-similar solutions. The first contribution of this paper is a classification of non-negative self-similar solutions to (1.1). Let us first recall that, given \( M > 0 \), the PME (1.4) possesses a unique self-similar solution \( f_M(t, x) = t^{-1/3} F_M(x t^{-1/3}) \) which is given by the Barenblatt-Pattle profile

\[
F_M(x) = \left( a_M - \frac{x^2}{6} \right) + ,
\]

the positive constant \( a_M \) being uniquely determined by the volume constraint \( \| F_M \|_1 = M \), see [33] for instance. We note that the self-similar solution \( f_M \) satisfies \( \| f_M(t) \|_1 = M \) for all \( t \geq 0 \) and that the self-similar profile \( F_M \) is even and has a connected positivity set.

Concerning (1.1), a simple computation reveals that it enjoys the same scaling property as the PME (1.4) and that volume-preserving self-similar solutions shall be of the form

\[
(f, g)(t, x) = t^{-1/3} (f_s, g_s)(x t^{-1/3}) , \quad (t, x) \in (0, \infty) \times \mathbb{R} .
\]

As we shall see below, the presence of a second fluid changes drastically the shape of the self-similar profiles \( (f_s, g_s) \) and complicates the analysis a lot. Namely, we first show that, as the PME (1.4), the gravity driven thin film Muskat problem (1.1) has for each configuration of the fluids –viscosity, density and volumes– a unique even self-similar solution. This solution is described in Proposition 3.3 and illustrated in Figure 1. It has the interesting property that, if the ratio of the viscosities is very large or very small (see Proposition 3.3 (iii) and (iv)), the less viscous fluid layer consists of two disconnected blobs while the other fluid forms a blob which fills the space between the two blobs of the less viscous fluid. Moreover, in this regime, there are other self-similar solutions which are determined by non-symmetric profiles. We show that there is actually a continuum of self-similar profiles parametrized by a real-analytic curve which contains the even self-similar profile as an interior point, and all other points on this curve are non-symmetric self-similar profiles of the thin film Muskat problem (1.1), see Theorem 2.1 and Figures 2 and 3. On the other hand, in the complement of this small/large viscosities ratio regime the existence of self-similar profiles, other than the even one, is excluded, see Theorem 2.1.

Large time behavior. The existence of a plethora of non-symmetric self-similar solutions makes the study of the asymptotic behavior of the weak solutions of (1.1) much more involved. Moreover, compared to the PME (1.4), we have a further unknown that corresponds to the height of the second fluid layer. Due to this fact, the problem (1.1) has a higher degree of nonlinearity than the PME, being additionally doubly degenerate as all coefficients of the highest order spatial derivatives of (1.1) vanish on sets where \( f = g = 0 \). Therefore, many techniques used when studying the asymptotic behavior of solutions of the PME, e.g. the entropy method and the comparison principle fail in the context of (1.1). Nevertheless, relying on compactness arguments, we can still prove the convergence of the global non-negative weak solutions towards a self-similar solution, see Theorem 2.2. A key observation here is that the energy computed on the continuum of self-similar profiles has some monotonicity properties.

Film rupture. We emphasize that a particular feature of the gravity driven thin film Muskat problem is that it models the rupture of thin films. This interesting phenomenon was studied by several authors in connection with model equations related to the TFE (1.5), see [11, 28, 34] and the references therein. In our setting, the film rupture occurs, for example, in the small/large viscosities ratio regime. According to Theorem 2.2, weak solutions
corresponding to even initial configurations with both fluid layers having a connected set of positive thickness converge towards the even self-similar solution which has the property that the less viscous layer consists of two disjoint blobs. We thus observe rupture of the less viscous fluid at least in infinite time, see the numerical simulation in Figure 4. In fact, our simulations suggest that the film rupture occurs in finite time.

**Outline.** The outline of the paper is as follows. The next section is devoted to a detailed statement of the main results of this paper. As a preliminary step, we introduce a rescaled version (2.5) of the thin film Muskat system (1.1) which relies in particular on the classical transformation to self-similar variables. The advantage of this alternative formulation is twofold: the profiles of non-negative self-similar solutions to (1.1) are non-negative stationary solutions to (2.5) and it also allows us to reduce the study to non-negative self-similar solutions having both an $L_1$-norm equal to one. We then give a complete classification of non-negative stationary solutions to (2.5) in Theorem 2.1. In particular, we identify a range of the parameters for which a continuum of stationary solutions exists. The convergence of any non-negative weak solution to (2.5) to one of these stationary solutions is stated in Theorem 2.2. Section 3 is devoted to the classification of self-similar profiles and the proof of Theorem 2.1. After deriving some basic properties of the self-similar profiles in Section 3.1, we split the analysis in three parts and study first even profiles in Section 3.2 after turning to non-symmetric profiles with either connected supports in Section 3.3 or disconnected supports in Section 3.4. Identifying the supports of the profiles is at the heart of this classification and requires to solve nonlinear algebraic systems of equations in $\mathbb{R}^5$, their detailed analysis being partly postponed to the Appendix. Section 4 is devoted to the study of the asymptotic behavior of the weak solutions of the rescaled system (2.5). After recalling the existence of solutions to (2.5) and their properties in Section 4.1, the convergence to a stationary solution is established in Section 4.2. The proof relies on the availability of a Liapunov functional which takes distinct values for different stationary solutions. In Section 5 we present numerical simulations which indicate that the even self-similar profile is not the unique attractor of the system.

2. **Main results**

2.1. **Alternative formulations.** The system (1.1) is a parabolic system with a double degeneracy: the eigenvalues of the matrix associated to the right-hand side of (1.1) are non-negative and they vanish both if $f = g = 0$. A natural framework to work with is thus that of weak solutions and the analysis performed in [23] is dedicated to proving existence of non-negative global weak solutions to (1.1) corresponding to initial data $(f_0,g_0)$ which are probability densities in $\mathbb{R}$ and belong to $L_2(\mathbb{R})$. However, as mentioned in the discussion following [23, Remark 1.2], one may consider arbitrary non-negative initial data by simply introducing an additional scaling factor in (1.1). More precisely, given non-negative initial data $(f_0,g_0)$ satisfying $f_0,g_0 \in L_1(\mathbb{R},(1+x^2)dx) \cap L_2(\mathbb{R})$ and $f_0,g_0 \neq 0$, we define $\eta \in (0,\infty)$ by $\eta^2 := \|f_0\|_1^2/\|g_0\|_1$. Then, if $(f,g)$ is a global weak solution to (1.1) corresponding to $(f_0,g_0)$, then setting

$$\phi(t,x) := \frac{f(t\|g_0\|_1^{-1},x)}{\|f_0\|_1} \quad \text{and} \quad \psi(t,x) := \frac{g(t\|g_0\|_1^{-1},x)}{\|g_0\|_1} \quad (2.1)$$
for \((t,x) \in [0,\infty) \times \mathbb{R}\), we see that \((\phi, \psi)\) solves the system
\[
\begin{aligned}
\partial_t \phi &= \partial_x \left( \phi \partial_x \left( (1 + R)\eta^2 \phi + R\psi \right) \right), \\
\partial_t \psi &= R\mu \partial_x \left( \psi \partial_x \left( \eta^2 \phi + \psi \right) \right),
\end{aligned}
\] (2.2)
with initial data
\[(\phi,\psi)(0) = (\phi_0,\psi_0) : = \left( \frac{f_0}{\|f_0\|_1}, \frac{g_0}{\|g_0\|_1} \right).\]

Introducing the set
\[K := \left\{ w \in L_1(\mathbb{R}, (1 + x^2)dx) \cap L_2(\mathbb{R}) : w \geq 0 \text{ a.e. and } \|w\|_1 = 1 \right\},\]
it follows from [23] that, given \((\phi_0, \psi_0) \in K^2\), there is a global weak solution \((\phi, \psi)\) of (2.2) with initial data \((\phi_0, \psi_0)\) such that \((\phi(t), \psi(t)) \in K^2\) for all \(t \geq 0\), and the mapping \(t \mapsto \mathcal{E}(\phi(t), \psi(t))\) is non-increasing a.e. in \((0, \infty)\). Here, \(\mathcal{E}\) denotes the energy functional
\[
\mathcal{E}(u, v) := \frac{\eta}{2} \|u\|^2 + \frac{R}{2} \|\eta u + \eta^{1/2} v\|^2, \quad (u,v) \in K^2.
\] (2.3)

In fact, the system (2.2) is the gradient flow of the energy functional \(\mathcal{E}\) with respect to the 2–Wasserstein metric [23].

A further transformation of (2.2) involves the so-called self-similar variables and reads
\[
(f, g)(t,x) := e^{t/3} \left( \phi(t), \psi(t) \right) \left( e^t - 1, xe^{t/3} \right), \quad (t, x) \in [0, \infty) \times \mathbb{R}.
\] (2.4)

Then, setting \((\bar{f}_0, \bar{g}_0) : = (\phi_0, \psi_0)\) and dropping the bars to simplify the notation, we end up with the following rescaled system
\[
\begin{aligned}
\frac{\partial_t f}{\|f\|_1} &= \partial_x \left( f \partial_x (\eta^2 (1 + R) f + Rg + x^2 /6) \right), \\
\frac{\partial_t g}{\|g\|_1} &= \partial_x \left( g \partial_x (\eta^2 \mu f + \mu g + x^2 /6) \right),
\end{aligned}
\] (2.5)
with initial data \((f_0, g_0) \in K^2\). In addition, it clearly follows from the properties of \((\phi, \psi)\) and (2.4) that \((f(t), g(t))\) belong to \(K^2\) for all times \(t \geq 0\) and that \(t \mapsto \mathcal{E}_*(f(t), g(t))\) is a non-increasing function a.e. in \((0, \infty)\). We have introduced here the rescaled energy \(\mathcal{E}_*\) through
\[
\mathcal{E}_*(u, v) := \mathcal{E}(u,v) + \frac{1}{6} \mathcal{M}_2(u,v), \quad (u,v) \in K^2,
\] (2.6)
with
\[
\mathcal{M}_2(u,v) := \int_{\mathbb{R}} \left( u + \Theta \right)(x) \, x^2 \, dx \quad \text{and} \quad \Theta := \frac{R}{\eta^2 \mu} = \frac{1}{\mu \eta^2}.
\] (2.7)

The main feature of (2.5) is that, if \((\phi, \psi)\) is a self-similar solution of (2.2) of the form (1.7), that is,
\[
(\phi, \psi)(t,x) = t^{-1/3} (F,G) \left( xt^{-1/3} \right), \quad (t, x) \in (0, \infty) \times \mathbb{R},
\] (2.8)
then the corresponding self-similar profile \((F,G)\) is a stationary solution to (2.5). Such a property is also useful when studying the attracting properties of the self-similar solutions to (2.2). Indeed, it amounts to the stability of steady-state solutions to (2.5).
2.2. Main results. We enhance that the value of the ratio \( \mu \) of the viscosities of the fluids was not important when proving the existence of weak solutions for \((2.2)\) on the real line or on a bounded interval. Also, when studying the asymptotic properties of weak and strong solutions defined on a bounded interval, the viscosities influence just the rate at which the solutions converge towards the (flat) equilibria. In this setting though, it turns out that, for fixed densities, \( \mu \) is the parameter which determines the shape of the self-similar solutions of \((2.2)\). In other words, once \( R \) and \( \eta \) are fixed, the structure of the steady-state solutions to \((2.5)\) varies according to the values of \( R_\mu \) and is described in the next theorem. For further use we set

\[
R_\mu^0(R, \eta) := R + \frac{\eta^2}{1 + \eta^2}, \quad R_\mu^+(R, \eta) := R + \left(\frac{1 + \eta^2}{\eta^2}\right)^2, \quad R_\mu(R, \eta) := \frac{R^3(1 + R)}{R^3 + (\eta^2(1 + R) + R)^2}.
\]

Theorem 2.1 (Classification of self-similar profiles). Let \( R, R_\mu, \) and \( \eta \) be positive constants. Then, the following hold.

(i) There exists a unique even stationary solution \((F_0, G_0) \in K^2 \cap H^1(\mathbb{R}, \mathbb{R}^2)\) of \((2.5)\).

(ii) If \( R_\mu \notin [R_\mu^-(R, \eta), R_\mu^+(R, \eta)] \), then there are a bounded interval \( \Lambda := [\ell_-, \ell_+] \) containing zero and a one-parameter family \((F_\ell, G_\ell)_{\ell \in \Lambda} \subset K^2 \cap H^1(\mathbb{R}, \mathbb{R}^2)\) of stationary solutions of \((2.5)\) which are non-symmetric if \( \ell \neq 0 \). In addition, \((F_\ell, G_\ell)\) depends continuously on \( \ell \in \Lambda \) and even analytically on \( \ell \in (\ell_-, \ell_+) \).

(iii) Setting \( \Lambda := \{0\} \) and \( \ell_- = \ell_+ = 0 \) for \( R_\mu \in [R_\mu^-(R, \eta), R_\mu^+(R, \eta)] \), any steady-state solution of \((2.5)\) belongs to the family \((F_\ell, G_\ell)_{\ell \in \Lambda} \).

(iv) The map \( \ell \mapsto \mathcal{E}_*(F_\ell, G_\ell) \) is decreasing on \([\ell_-, 0]\) and increasing on \([0, \ell_+]\).

Furthermore, there are \( R_\mu^M(R, \eta) > R_\mu^+(R, \eta) \) and \( R_\mu^m(R, \eta) \in (0, R_\mu^-(R, \eta)) \) such that

(v) If \( R_\mu \notin [R_\mu^M(R, \eta), R_\mu^M(R, \eta)] \) and \( \ell \notin \{\ell_-, \ell_+\} \), then either \( F_\ell \) or \( G_\ell \) has a disconnected support.

(vi) If \( R_\mu \notin [R_\mu^-(R, \eta), R_\mu^M(R, \eta)] \) and \( \ell \in \{\ell_-, \ell_+\} \), then both \( F_\ell \) and \( G_\ell \) have connected supports.

(vii) If \( R_\mu \in (R_\mu^-(R, \eta), R_\mu^-(R, \eta)) \cap (R_\mu^+(R, \eta), R_\mu^M(R, \eta)) \) and \( \ell \in \{\ell_-, \ell_+\} \), then either \( F_\ell \) or \( G_\ell \) has a disconnected support.

The threshold value \( R_\mu^M(R, \eta) \) is actually the unique solution in \((R + 1, \infty)\) of \((3.22)\) while \( R_\mu^m(R, \eta) \) is the unique solution in \((0, R)\) of \((3.23)\).

The analysis performed below actually gives more information on the continuum \((F_\ell, G_\ell)_{\ell \in \Lambda} \) of stationary solutions of \((2.5)\). In particular, explicit formulas are available, see Proposition 3.3 for the even solutions and Propositions 3.5 and 3.6 for the non-symmetric solutions with connected supports and disconnected supports, respectively. In addition, if \( \ell \in \Lambda \), the reflection \( x \mapsto (F_\ell(-x), G_\ell(-x)) \) of \((F_\ell, G_\ell)\) is also a stationary solution to \((2.5)\) owing to the invariance of \((2.5)\) by reflection, so that there is \( \ell' \in \Lambda \) such that \((F_{\ell'}(-x), G_{\ell'}(-x)) = (F_\ell(x), G_\ell(x)) \) for \( x \in \mathbb{R} \). It is also worth pointing out that the interval \( \Lambda \) depends on \( R, \eta \), and \( R_\mu \).

The proof of Theorem 2.1 is rather involved and relies on a detailed study of the connected components of the positivity sets of \( F \) and \( G \). The first step is to identify the number and
location of these connected components. In doing so, we end up with systems of three to five algebraic equations. Each solution of one of these systems satisfying suitable constraints corresponds to a stationary solution of (2.5) and the second step is to figure out for which values of the parameters \((R, R_\mu, \eta)\) these systems have solutions satisfying the constraints already mentioned. In particular, one of these systems turns out to be underdetermined and is the reason for getting a continuum of steady-solutions in some cases.

An important feature revealed by Theorem 2.1 is that the value of the energy selects at most two stationary solutions in the continuum \( (F_\ell, G_\ell)_{\ell \in \Lambda} \) (when \( \Lambda \neq \{0\} \)). This property is the cornerstone of the proof of the next result dealing with the large time behavior of the solutions to (2.5).

**Theorem 2.2** (Convergence towards a steady state). Let \( R, R_\mu, \) and \( \eta \) be given positive constants and consider \((f_0, g_0) \in K^2\). There are \( \ell \in \Lambda \) and a stationary solution \( (F_\ell, G_\ell) \) of (2.5) such that the weak solution \( (f, g) \) of (2.5) with initial data \((f_0, g_0)\) constructed in Theorem 4.1 satisfies

\[
\lim_{t \to \infty} (f(t), g(t)) = (F_\ell, G_\ell) \quad \text{in} \quad L_1(\mathbb{R}, (1 + x^2)dx, \mathbb{R}^2) \cap L_2(\mathbb{R}, \mathbb{R}^2). \tag{2.10}
\]

Additionally, if \( f_0 \) and \( g_0 \) are both even, then \( \ell = 0 \).

Owing to the gradient flow structure of (2.5), the outcome is quite obvious when \( R_\mu \in [R_-^\mu(R, \eta), R_+^\mu(R, \eta)] \) since (2.5) has a unique stationary solution by Theorem 2.1. This contrasts markedly with the situation for \( R_\mu \not\in [R_-^\mu(R, \eta), R_+^\mu(R, \eta)] \) where there is a continuum of stationary solutions of (2.5). However, thanks to Theorem 2.1 (iv), there are at most two steady states having the same energy, a property which allows us to exclude the non-convergence of the trajectory with the help of the connectedness of the \( \omega \)-limit set.

Theorem 2.2 guarantees the convergence of any trajectory of (2.5) to a steady state but provides no information on the speed of convergence. At this point there is a major difference between the system (2.5) and the porous medium equation written in self-similar variables

\[
\partial_t f = \partial_x \left( f \partial_x(f + x^2/6) \right), \quad (t, x) \in (0, \infty) \times \mathbb{R}. \tag{2.11}
\]

The exponential convergence of weak solutions of (2.11) towards the corresponding Barenblatt-Pattle profile is obtained by showing the exponential decay of the relative entropy, the latter being a consequence of the exponential decay of the entropy dissipation, see [8, 9, 33] and the references therein. Coming back to the system (2.5), if a weak solution \((f, g)\) of (2.5) converges to some steady state \((F_\infty, G_\infty)\), the relative entropy \( E_*((f, g)|(F_\infty, G_\infty)) \) is

\[
E_*((f, g)|(F_\infty, G_\infty)) := E_*(f, g) - E_*(F_\infty, G_\infty) \geq 0, \tag{2.12}
\]

and the entropy dissipation \( I(f, g) \) is

\[
2I(f, g) := \int_R f \left( \eta^2(1 + R)\partial_x f + R\partial_x g + \frac{x}{3} \right)^2 \, dx \\
+ \Theta \int_R g \left( \eta^2\partial_x f + R_\mu\partial_x g + \frac{x}{3} \right)^2 \, dx, \tag{2.13}
\]

see Theorem 4.1 (iv). However, the entropy/entropy dissipation approach which proves successful for (2.11) does not seem to extend easily to the system (2.5). One reason is likely to be that, since there may exist several steady-state solutions, the choice of the relative
entropy becomes unclear. Moreover, it is not clear whether $I(f,g)$ is a decreasing function of time.

3. Self-similar profiles

According to the discussion in Section 2.1 the profiles $(F,G)$ of self-similar solutions of (2.2) defined in (2.8) are steady-state solutions of (2.5) and thereby satisfy the equations

\[
\begin{align*}
F \partial_x \left( (1+R)\eta^2 F + RG + x^2/6 \right) &= 0, \\
G \partial_x \left( R_\mu \eta^2 F + R_\mu G + x^2/6 \right) &= 0,
\end{align*}
\]

with $(F,G) \in \mathcal{K}^2 \cap H^1(\mathbb{R},\mathbb{R}^2)$. Note that these properties guarantee in particular that neither $F$ nor $G$ vanishes identically. The aim of this section is to classify all solutions of (3.1).

To this end, let $(F,G) \in \mathcal{K}^2 \cap H^1(\mathbb{R},\mathbb{R}^2)$ be a solution of (3.1) and define the positivity sets $\mathcal{P}_F$ and $\mathcal{P}_G$ of $F$ and $G$ by

\[ \mathcal{P}_F := \{ x \in \mathbb{R} : F(x) > 0 \}, \quad \mathcal{P}_G := \{ x \in \mathbb{R} : G(x) > 0 \}. \]

We notice that $\mathcal{P}_F$ and $\mathcal{P}_G$ are both non-empty as $\|F\|_1 = \|G\|_1 = 1$ and open as $F$ and $G$ are continuous on $\mathbb{R}$. It can be easily seen from (3.1) that:

- If $I$ is an interval in $\mathcal{P}_F \cap \mathcal{P}_G$, then there are $(a,b) \in \mathbb{R}^2$ such that

\[
\eta^2 F(x) = a - b - \frac{R_\mu - R}{6R_\mu} x^2, \quad x \in I,
\]

\[
G(x) = \frac{(1+R)b - aR}{R} - \frac{1+R - R_\mu}{6R_\mu} x^2, \quad x \in I. \tag{3.2}
\]

- If $I$ is an interval in $\mathcal{P}_F \setminus \mathcal{P}_G$, then there is $a \in \mathbb{R}$ such that

\[
\eta^2 F(x) = \frac{a}{1+R} - \frac{x^2}{6(1+R)}, \quad G(x) = 0, \quad x \in I. \tag{3.3}
\]

- If $I$ is an interval in $\mathcal{P}_G \setminus \mathcal{P}_F$, then there is $b \in \mathbb{R}$ such that

\[
\eta^2 F(x) = 0, \quad G(x) = \frac{b}{R} - \frac{x^2}{6R_\mu}, \quad x \in I. \tag{3.4}
\]

We emphasize here that the parameters $a$ and $b$ are likely to depend upon the interval $I$.

3.1. First properties. We collect in this section several basic properties of solutions of (3.1).

**Lemma 3.1.** Let $(F,G)$ be a solution to (3.1). Then:

(i) $\mathcal{P}_F \cap \mathcal{P}_G \neq \emptyset$.

(ii) Every connected component of $\mathcal{P}_F$ and $\mathcal{P}_G$ is bounded.

(iii) If $R_\mu > R$ and $I$ is a connected component of $\mathcal{P}_F$, then $0 \in I$ and $\mathcal{P}_F$ is an interval of $\mathbb{R}$.

(iv) If $R_\mu < 1+R$ and $I$ is a connected component of $\mathcal{P}_G$, then $0 \in I$ and $\mathcal{P}_G$ is an interval of $\mathbb{R}$.

(v) If $I$ is a connected component of $\mathcal{P}_F$ (resp. $\mathcal{P}_G$) with $0 \notin I$, then $I \cap \mathcal{P}_G \neq \emptyset$ (resp. $I \cap \mathcal{P}_F \neq \emptyset$).
Proof. (i): Assume for contradiction that $\mathcal{P}_F \cap \mathcal{P}_G = \emptyset$ and let $\mathcal{I} = (\alpha, \beta)$ be a connected component of $\mathcal{P}_F$. Then $F$ is given by (3.3) on $\mathcal{I}$ for some $a \in \mathbb{R}$ and satisfies $F(\alpha) = F(\beta) = 0$. Consequently, $a > 0$ and $\beta = -\alpha = \sqrt{6a}$. Similarly, recalling that $G \not\equiv 0$, if $\mathcal{J}$ is a connected component of $\mathcal{P}_G$, it follows from (3.4) that there is $b > 0$ such that $\mathcal{J} = (-\sqrt{6bR_\mu}/R, \sqrt{6bR_\mu}/R)$. Thus, $0 \in \mathcal{I} \cap \mathcal{J} \neq \emptyset$ and this contradicts $\mathcal{I} \cap \mathcal{J} \subset \mathcal{P}_F \cap \mathcal{P}_G$.

(ii): Assume first for contradiction that $\mathcal{P}_F \cap \mathcal{P}_G$ has an unbounded connected component $\mathcal{I}$. Then $(F,G)$ are given by (3.2) in $\mathcal{I}$ for some $(a,b) \in \mathbb{R}^2$ and their non-negativity implies that $R_\mu \leq R$ and $1 + R \leq R_\mu$, whence a contradiction. Assume next for contradiction that $\mathcal{P}_F$ has an unbounded connected component $\mathcal{J}$. Owing to the just established boundedness of the connected components of $\mathcal{P}_F \cap \mathcal{P}_G$, there is $r > 0$ such that $G(x) = 0$ for all $x \in \mathcal{J}$ such that $|x| > r$. Then, $F$ is given by (3.3) on that set which contradicts its non-negativity. This proves the claim for $\mathcal{P}_F$, the assertion for $\mathcal{P}_G$ following by a similar argument.

(iii): Let $\mathcal{I}$ be a connected component of $\mathcal{P}_F$ and recall that it is a bounded interval by (ii). Assume for contradiction that $\mathcal{I} \subset (0, \infty)$. According to (3.2) and (3.3), for $x \in \mathcal{I}$, $\eta^2 \partial_x F(x)$ is given either by $-(R_\mu - R)x/3R_\mu$ if $G(x) > 0$ or by $-x/(1 + R)$ if $G(x) = 0$. Therefore, $\partial_x F < 0$ in $\mathcal{I}$ which, together with the continuity of $F$, entails that $F$ is decreasing in $\mathcal{I}$ and contradicts the fact that $F$ vanishes at both ends of $\mathcal{I}$. A similar argument rules out the possibility that $\mathcal{I} \subset (-\infty, 0)$ and completes the proof.

(iv): The proof is similar to that of (iii).

(v): Consider a connected component $\mathcal{I}$ of $\mathcal{P}_F$ and assume that $\mathcal{I} \subset (0, \infty)$. Assuming for contradiction that $\mathcal{I} \cap \mathcal{P}_G = \emptyset$, we readily infer from (3.3) that $F$ is decreasing in $\mathcal{I}$ which contradicts that $F$ vanishes at both ends of $\mathcal{I}$ (recall that $\mathcal{I}$ is bounded by (ii)). We argue in a similar way if $\mathcal{I} \subset (-\infty, 0)$.

We next notice some invariance properties of (3.1) which can be checked by direct computations and allow us to reduce the range of the parameters $R$, $R_\mu$, and $\eta$ to study.

**Lemma 3.2.** Let $(F,G)$ be a solution of (3.1) with parameters $(R,R_\mu,\eta)$. Then

(i) $x \mapsto (F(-x),G(-x))$ is also a solution of (3.1) with parameters $(R,R_\mu,\eta)$.

(ii) Introducing

$$R_{\mu,1} := \frac{R(1+R)}{R_\mu}, \quad \eta_1 := \frac{1}{\eta} \sqrt{\frac{R}{1+R}},$$

and

$$\lambda := \left(\frac{\eta^2 R_\mu}{R}\right)^{1/3}, \quad F_1(x) := \lambda G(\lambda x), \quad G_1(x) := \lambda F(\lambda x), \quad x \in \mathbb{R},$$

the pair $(F_1,G_1)$ belongs to $C^2 \cap H^1([\mathbb{R}, \mathbb{R}^2])$ and is a solution of (3.1) with parameters $(R,R_{\mu,1},\eta_1)$ instead of $(R,R_\mu,\eta)$.

3.2. **Even self-similar profiles.** The observation (i) in Lemma 3.1 is the starting point of the classification of even solutions of (3.1).

**Proposition 3.3** (Classification of even self-similar profiles). Let $R$, $R_\mu$, and $\eta$ be given positive parameters. There is a unique even solution $(F,G)$ of (3.1) with parameters $(R,R_\mu,\eta)$ which is given by:
(i) If $R_\mu = R^0_\mu (R, \eta)$, then $\mathcal{P}_F = \mathcal{P}_G = (-\beta, \beta)$ and

$$F(x) = G(x) = \frac{R_\mu - R}{6\eta^2 R_\mu} (\beta^2 - x^2) , \quad x \in \mathcal{P}_F = \mathcal{P}_G = (-\beta, \beta) ,$$

where $\beta > 0$ is defined in (3.8).

(ii) If $R_\mu \in (R^0_\mu (R, \eta), R^+_\mu (R, \eta))$, then $\mathcal{P}_F = (-\beta, \beta)$, $\mathcal{P}_G = (-\gamma, \gamma)$, and

$$\eta^2 F(x) = \frac{R_\mu - R}{6R_\mu} (\beta^2 - x^2) , \quad x \in \mathcal{P}_F = (-\beta, \beta) ,$$

$$G(x) = \begin{cases} \frac{\gamma^2}{6R_\mu} + \frac{R - R_\mu \beta^2}{6R_\mu} - \frac{1 + R - R_\mu x^2}{6R_\mu} , & |x| \leq \beta , \\ \frac{1}{6R_\mu} (\gamma^2 - x^2) , & \beta \leq |x| \leq \gamma , \end{cases}$$

where $0 < \beta < \gamma$ are defined by (3.8).

(iii) if $R_\mu \geq R^+_\mu (R, \eta)$, then $\mathcal{P}_F = (-\beta, \beta)$, $\mathcal{P}_G = (-\gamma, -\alpha) \cup (\alpha, \gamma)$, and

$$\eta^2 F(x) = \begin{cases} \frac{R_\mu - R}{6R_\mu} \beta^2 + \frac{R(1 + R - R_\mu)}{6R_\mu (1 + R)} \alpha^2 - \frac{x^2}{6(1 + R)} , & |x| \leq \alpha , \\ \frac{R_\mu - R}{6R_\mu} (\beta^2 - x^2) , & \alpha \leq |x| \leq \beta , \\ \frac{1 + R - R_\mu}{6R_\mu} (\alpha^2 - x^2) , & \alpha \leq |x| \leq \beta , \\ \frac{1}{6R_\mu} (\gamma^2 - x^2) , & \beta \leq |x| \leq \gamma , \end{cases}$$

where $0 \leq \alpha < \beta < \gamma$ is the solution of (3.15)-(3.17).

(iv) if $R_\mu \leq R^-_\mu (R, \eta)$ then $\mathcal{P}_F = (-\gamma, -\alpha) \cup (\alpha, \gamma)$, $\mathcal{P}_G = (-\beta, \beta)$, and

$$\eta^2 F(x) = \begin{cases} \frac{R_\mu - R}{6R_\mu} (\alpha^2 - x^2) , & \alpha \leq |x| \leq \beta , \\ \frac{1}{6(1 + R)} (\gamma^2 - x^2) , & \beta \leq |x| \leq \gamma , \end{cases}$$

$$G(x) = \begin{cases} \frac{R_\mu - R}{6R_\mu} \alpha^2 + \frac{1 + R - R_\mu}{6R_\mu} \beta^2 - \frac{x^2}{6R_\mu} , & |x| \leq \alpha , \\ \frac{1 + R - R_\mu}{6R_\mu} (\beta^2 - x^2) , & \alpha \leq |x| \leq \beta , \end{cases}$$

where $0 \leq \alpha < \beta < \gamma$ is the solution of (3.18)-(3.20).
(v) if $R_\mu \in (R_\mu^-(R,\eta), R_\mu^+(R,\eta))$, then $\mathcal{P}_F = (-\gamma, \gamma)$, $\mathcal{P}_G = (-\beta, \beta)$, and

$$
\eta^2 F(x) = \begin{cases} 
\frac{\gamma^2}{6(1+R)} - \frac{R(1+R-R_\mu)}{6(1+R)R_\mu} \beta^2 - \frac{R_\mu-R}{6R_\mu} x^2, & |x| \leq \beta, \\
\frac{1}{6(1+R)}(\gamma^2 - x^2), & \beta \leq |x| \leq \gamma,
\end{cases}
$$

$$
G(x) = \frac{1+R-R_\mu}{6R_\mu} (\beta^2 - x^2) \quad \text{in} \quad \mathcal{P}_G = (-\beta, \beta),
$$

where $0 < \beta < \gamma$ is the solution of (3.21).

Proof of Proposition 3.3. According to Lemma 3.1 (i), there is at least one non-empty connected component $\mathcal{I} = (\alpha, \beta)$ of $\mathcal{P}_F \cap \mathcal{P}_G$ and we necessarily have $\alpha \in \mathbb{R}$ and $\beta \in \mathbb{R}$ by Lemma 3.1 (ii). Then $(FG)(\alpha) = (FG)(\beta) = 0$ and we classify the (even) solutions of (3.1) by considering all possible cases determined by these relations.

**Case (I):** $F(\alpha) = F(\beta) = 0$. By (3.2), $F$ and $G$ are given by

$$
\eta^2 F(x) = a - b - \frac{R_\mu-R}{6R_\mu} x^2 \quad \text{and} \quad G(x) = \frac{(1+R)b-aR}{R} - \frac{1+R-R_\mu}{6R_\mu} x^2 \quad (3.7)
$$

for $x \in \mathcal{I}$ for some $(a, b) \in \mathbb{R}^2$. Since $F > 0$ in $\mathcal{I}$ and $F(\alpha) = F(\beta) = 0$, we realize that necessarily $\alpha = -\beta < 0$ and $R_\mu > R$. Combining the latter with Lemma 3.1 (iii) implies that $\mathcal{P}_F = (-\beta, \beta)$.

Next either $G(-\beta)G(\beta) = 0$ and (3.7) entails that $G(\beta) = G(-\beta) = 0$. Or $G(\beta)G(-\beta) > 0$ and we denote the connected component of $\mathcal{P}_G$ containing $(-\beta, \beta)$ by $(\delta, \gamma)$. Clearly, $\delta < -\beta < \beta < \gamma$ and, due to (3.4), there are $b_1, b_2$ such that

$$
G(x) = \frac{b_1}{R} - \frac{x^2}{6R_\mu}, \quad x \in (\beta, \gamma), \quad \text{and} \quad G(x) = \frac{b_2}{R} - \frac{x^2}{6R_\mu}, \quad x \in (\delta, -\beta).
$$

Since $G(\beta) = G(-\beta)$ by (3.7), we realize that $b_1 = b_2$ and thus that $\delta = -\gamma$. Furthermore, the continuity of $G$ at $x = \beta$ and the property $F(\beta) = 0$ give $b_1 = b$.

Finally let $\mathcal{J}$ be a connected component of $\mathcal{P}_G$ lying outside $(-\beta, \beta)$ (resp. $(-\gamma, \gamma)$) if $G(\beta) = 0$ (resp. $G(\beta) > 0$). Since $F$ vanishes on $\mathcal{J}$, the function $G$ is given by (3.4) and thus is monotone in $\mathcal{J}$, leading us again to a contradiction. Therefore, $\mathcal{P}_G = (-\beta, \beta)$ (resp. $\mathcal{P}_G = (-\gamma, \gamma)$).

Summarizing, we have shown that there is $0 < \beta \leq \gamma$ and $(a, b) \in \mathbb{R}^2$ such that

$$
\eta^2 F(x) = a - b - \frac{R_\mu-R}{6R_\mu} x^2, \quad |x| \leq \beta,
$$

and

$$
G(x) = \begin{cases} 
\frac{(1+R)b-aR}{R} - \frac{1+R-R_\mu}{6R_\mu} x^2, & |x| \leq \beta, \\
\frac{b}{R} - \frac{x^2}{6R_\mu}, & \beta \leq |x| \leq \gamma \quad (\text{if} \quad \beta \neq \gamma).
\end{cases}
$$
Figure 1. Even self-similar profiles of $(1.1)$ for $\eta = R = 1$, and: (1) $R_\mu = 0.1$; (2) $R_\mu = 0.2$; (3) $R_\mu = 1/3$; (4) $R_\mu = 1$; (5) $R_\mu = 1.25$; (6) $R_\mu = 1.5$; (7) $R_\mu = 5/3$; (8) $R_\mu = 2$; (9) $R_\mu = 3$; (10) $R_\mu = 5$; (11) $R_\mu = 10$. The blue line is $F$, the dashed red line is $G$, and the dash-dotted black line is $\eta^2 F + G$. The pair $(f_s, g_s)$ is a self-similar profile of $(1.1)$, whereby $f_s := \|f_0\|_1 F$ is the interface between the layers and $f_s + g_s := \|g_0\|_1 (\eta^2 F + G)$ is the upper boundary of the less dense layer.
In view of $F(\beta) = G(\gamma) = 0$ we have the following relations:

$$a - b = \frac{R_\mu - R}{6R_\mu} \beta^2 \quad \text{and} \quad \frac{b}{R} = \frac{\gamma^2}{6R_\mu}.$$  

Moreover, since $\|F\|_1 = \|G\|_1 = 1$, we also find

$$(R_\mu - R)\beta^3 = \frac{9\eta^2 R_\mu}{2} \quad \text{and} \quad \gamma^3 - (R_\mu - R)\beta^3 = \frac{9R_\mu}{2}.$$  

Consequently, $\beta, \gamma, a, b$ are uniquely determined by $(R, R_\mu, \eta)$ and

$$\beta^3 = \frac{9\eta^2 R_\mu}{2(2R_\mu - R)}, \quad \gamma^3 = \frac{9R_\mu}{2}(1 + \eta^2),$$

$$a = \frac{\gamma R}{6R_\mu} + \frac{R_\mu - R}{6R_\mu}, \quad b = \frac{\gamma R}{6R_\mu}.$$  

Imposing that $\gamma \geq \beta$ and that $G(0) > 0$, we obtain that this case occurs exactly when

$$R_\mu^0(R, \eta) = R + \eta^2 \frac{1}{1 + \eta^2} \leq R_\mu < R + \left( \frac{1 + \eta^2}{\eta^2} \right)^2 = R_\mu^+(R, \eta),$$  

with $\beta = \gamma$ if and only if $R_\mu = R_\mu^0(R, \eta)$. Note that the constraints (3.9) are consistent with the condition $R_\mu > R$. Observe also that $G$ is convex in $(-\beta, \beta)$ if $R_\mu > 1 + R$, $G$ is concave in $(-\beta, \beta)$ if $R_\mu < 1 + R$, and $G$ is constant in $(-\beta, \beta)$ if $R_\mu = 1 + R$. This completes the proof of Proposition 3.3 (i)-(ii).

**Case (II):** $F(\beta) = G(\alpha) = 0$. We may additionally assume that $F(\alpha) > 0$ since the case where $F$ vanishes at both $\alpha$ and $\beta$ has been handled in Case (I). Next, assume for contradiction that $G(\beta) = 0$. Since $F$ and $G$ are given by

$$\eta^2 F(x) = a - b - \frac{R_\mu - R}{6R_\mu} x^2 \quad \text{and} \quad G(x) = \frac{(1 + R)b - aR}{R} - \frac{1 + R - R_\mu}{6R_\mu} x^2$$  

in $(\alpha, \beta)$ for some $(a, b) \in \mathbb{R}^2$ according to (3.2), the property $G(\alpha) = G(\beta) = 0$ and (3.10) imply that $\alpha = -\beta < 0$. Using again (3.10), we realize that it gives $F(\alpha) = F(\beta) = 0$ and a contradiction. Therefore $G(\beta) > 0$ and we may define

$$\beta_1 := \inf\{x < \alpha : F > 0 \text{ in } (x, \beta)\} < \alpha,$$

$$\gamma := \sup\{x > \beta : G > 0 \text{ in } (\alpha, x)\} > \beta.$$  

Since $\partial_x F(\beta^-) \leq 0$ and $\partial_x G(\alpha^+) \geq 0$, we deduce from (3.10) that

$$(R_\mu - R)\beta \geq 0 \quad \text{and} \quad (1 + R - R_\mu)\alpha \leq 0.$$  

In addition,

$$-\beta \notin [\alpha, \beta], \quad -\alpha \notin (\alpha, \beta), \quad \text{and} \quad \alpha \beta \geq 0.$$  

Indeed, assume for contradiction that $-\beta \in [\alpha, \beta]$. Then $F(-\beta) = F(\beta) = 0$ by (3.10) and a contradiction. A similar argument gives the second claim in (3.13). Finally, assume for contradiction that $\alpha \beta < 0$, so that $\alpha < 0 < \beta$. It then follows from the first two statements in (3.13) that $-\beta < \alpha$ and $\beta < -\alpha$, and a contradiction. As a consequence of (3.13), we realize that either $0 \leq \alpha < \beta$ or $\alpha < \beta \leq 0$ and study separately these two cases.
**Case (II-a):** We first consider the case $0 \leq \alpha < \beta$. Since $F$ and $G$ are not constant in $(\alpha, \beta)$ we infer from (3.12) that $R_\mu > R$ and either $\alpha > 0$ and $R_\mu > R + 1$ or $\alpha = 0$. In the latter, $G(0) = 0$ and the positivity of $G$ in $(0, \beta)$ entails that $R_\mu > R + 1$ as well. We have thus shown that $R_\mu > R + 1$ in that case. We then infer from Lemma 3.1 (iii) that $P_F = (\beta_1, \beta)$ and $\beta_1 < 0$. The assumed evenness of $F$ (which has not been used up to this point) entails that $\beta_1 = -\beta$. Assume next for contradiction that there is $x_0 \in (0, \alpha)$ such that $G(x_0) > 0$, a situation which can only occur if $\alpha > 0$. Then $x_0 \in P_F \cap P_G$ and it follows from (3.2) and the property $R_\mu > R + 1$ that $G$ is increasing on $(x_0, \alpha)$ which contradicts $G(\alpha) = 0$. Therefore, recalling that $G$ is assumed to be even, we conclude that $G \equiv 0$ in $(-\alpha, \alpha)$. Finally, since $P_F = (-\beta, \beta)$, we deduce from (3.4) that $G$ shall be monotone on any connected component of $P_G \setminus (-\gamma, \gamma)$, so that necessarily $P_G = (-\gamma, -\beta) \cup (\beta, \gamma)$.

Summarizing, there are $0 \leq \alpha < \beta < \gamma$ such that $P_F = (-\beta, \beta)$ and $P_G = (-\gamma, -\alpha) \cup (\alpha, \gamma)$ and it follows from (3.2)-(3.4), the continuity of $F$ and $G$, and the constraints $F(\beta) = G(\alpha) = G(\gamma) = 0$ that there are real numbers $(a, b)$ such that

$$
\eta^2 F(x) = \begin{cases}
\frac{a - x^2}{1 + R - \frac{6R_\mu}{6R_\mu}} - \frac{x^2}{6(1 + R)}, & |x| \leq \alpha , \\
\alpha - b - \frac{R_\mu - R}{6R_\mu}x^2, & \alpha \leq |x| \leq \beta , \\
\end{cases}
$$

and

$$
G(x) = \begin{cases}
\frac{(1 + R)b - aR}{R} - \frac{1 + R - R_\mu}{6R_\mu}x^2, & \alpha \leq |x| \leq \beta , \\
\frac{b}{R} - \frac{x^2}{6R_\mu}, & \beta \leq |x| \leq \gamma .
\end{cases}
$$

The parameters $a, b, \alpha, \beta, \gamma$ satisfy

$$
a - b = \frac{R_\mu - R}{6R_\mu} \beta^2, \quad \frac{(1 + R)b - aR}{R} = \frac{1 + R - R_\mu}{6R_\mu} \alpha^2, \quad \frac{b}{R} = \frac{\gamma^2}{6R_\mu},
$$

(3.14)

as well as

$$
(R_\mu - R)\beta^3 - \frac{R(R_\mu - R - 1)}{1 + R} \alpha^3 = \frac{9\eta^2 R_\mu}{2},
$$

(3.15)

$$
\gamma^3 - (R_\mu - R)\beta^3 + (R_\mu - R - 1)\alpha^3 = \frac{9R_\mu}{2},
$$

(3.16)

since $\|F\|_1 = \|G\|_1 = 1$. We are left with solving the algebraic system (3.14)-(3.16) for the unknowns $(a, b, \alpha, \beta, \gamma)$, keeping in mind the constraint $0 \leq \alpha < \beta < \gamma$. It however easily follows from (3.14) that $a$ and $b$ can be computed in terms of $(\alpha, \beta, \gamma)$ and that (3.14) reduces to

$$
\gamma^2 - (R_\mu - R)\beta^2 + (R_\mu - R - 1)\alpha^2 = 0 .
$$

(3.17)

Thus, we only have to solve the system of three algebraic equations (3.15)-(3.17) for $(\alpha, \beta, \gamma)$ and find out for which values of the parameters $(R, R_\mu, \eta)$ satisfying $R_\mu > R + 1$ it has a solution enjoying the property $0 \leq \alpha < \beta < \gamma$. According to Lemma A.1 which is stated and proved in the appendix the system (3.15)-(3.17) has a unique solution $(\alpha, \beta, \gamma)$ satisfying
\[ 0 \leq \alpha < \beta < \gamma \] if and only if \( R \geq R_\mu^+(R, \eta) \). Moreover, \( \alpha > 0 \) if \( R_\mu > R_\mu^+(R, \eta) \) and \( \alpha = 0 \) if \( R_\mu = R_\mu^+(R, \eta) \). We have thus proved Proposition 3.3 (iii).

**Case (II-b):** We are left with the case \( \alpha < \beta \leq 0 \) which actually can be deduced from the previous one with the help of Lemma 3.2. Indeed, define the parameters \((R_{\mu,1}, \eta_1)\) and \(\lambda\) as in Lemma 3.2 and set

\[ F_1(x) = \lambda G(-\lambda x) , \quad G_1(x) = \lambda F(-\lambda x) , \quad x \in \mathbb{R} . \]

Then \((F_1, G_1)\) is a solution of (3.1) with parameters \((R, R_{\mu,1}, \eta_1)\), \(F_1(-\alpha/\lambda) = G_1(-\beta/\lambda) = 0\), and \((-\beta/\lambda, -\alpha/\lambda)\) is a connected component of \(\mathcal{P}_{F_1} \cap \mathcal{P}_{G_1}\). In addition, recalling the definition (3.11) of \(\beta_1\) and \(\gamma\), the interval \((-\gamma/\lambda, -\alpha/\lambda)\) is a connected component of \(\mathcal{P}_{F_1}\) while the interval \((-\beta/\lambda, -\beta_1/\lambda)\) is a connected component of \(\mathcal{P}_{G_1}\). We are thus in the situation analysed in **Case (II-a)** for \((F_1, G_1)\) and \((F_1, G_1)\) is given by

\[
\eta_1^2 F_1(x) = \begin{cases} 
\frac{R_{\mu,1} - R}{6R_{\mu,1}} \frac{\alpha^2}{\lambda^2} + \frac{R(1 + R - R_{\mu,1})}{6R_{\mu,1}(1 + R)} \frac{\beta^2}{\lambda^2} - \frac{x^2}{6(1 + R)} , & |x| \leq -\frac{\beta}{\lambda} , \\
\frac{R_{\mu,1} - R}{6R_{\mu,1}} \left( \frac{\alpha^2}{\lambda^2} - x^2 \right) , & -\frac{\beta}{\lambda} \leq |x| \leq -\frac{\alpha}{\lambda} , \\
\frac{1 + R - R_{\mu,1}}{6R_{\mu,1}} \left( \frac{\beta^2}{\lambda^2} - x^2 \right) , & -\frac{\beta}{\lambda} \leq |x| \leq -\frac{\alpha}{\lambda} , \\
\frac{1}{6R_{\mu,1}} \left( \frac{\beta^2}{\lambda^2} - x^2 \right) , & -\frac{\alpha}{\lambda} \leq |x| \leq -\frac{\beta_1}{\lambda} , 
\end{cases}
\]

\[ G_1(x) = \begin{cases} 
\frac{1}{6R_{\mu,1}} \left( \frac{\beta^2}{\lambda^2} - x^2 \right) , & -\frac{\alpha}{\lambda} \leq |x| \leq -\frac{\beta_1}{\lambda} , 
\end{cases}
\]

where \(\gamma = -\alpha\) and \(0 \leq -\beta/\lambda < -\alpha/\lambda < -\beta_1/\lambda\) is the solution of (3.15)-(3.17) with \((R, R_{\mu,1}, \eta_1)\) instead of \((R, R_{\mu}, \eta)\) which is known to exist if and only if

\[ R_{\mu,1} \geq R_\mu^+(R, \eta_1) = R + \left( \frac{1 + \eta_1^2}{\eta_1^2} \right)^2 , \]

owing to the analysis performed in **Case (II-a)**. Equivalently \(R_\mu \leq R_\mu^-(R, \eta)\) and \(\beta_1 < \alpha < \beta \leq 0\) is the unique solution of

\[
(1 + R - R_{\mu})(-\alpha)^3 - (R - R_{\mu})(-\beta)^3 = \frac{9R_{\mu}}{2} ,
\]

\[
R_{\mu}(-\beta_1)^3 - R(1 + R - R_{\mu})(-\alpha)^3 + (1 + R)(R - R_{\mu})(-\beta)^3 = \frac{9}{2}R_{\mu}(1 + R)\eta^2 ,
\]

\[
R_{\mu}(-\beta_1)^3 - R(1 + R - R_{\mu})\alpha^2 + (1 + R)(R - R_{\mu})\beta^2 = 0 .
\]

Furthermore, \((F, G)\) are given by

\[
\eta^2 F(x) = \begin{cases} 
\frac{R_{\mu} - R}{6R_{\mu}} \left( \frac{\beta^2}{\lambda^2} - x^2 \right) , & -\beta \leq |x| \leq -\alpha , \\
\frac{1}{6(1 + R)} \left( \frac{\beta_1^2}{\lambda^2} - x^2 \right) , & -\alpha \leq |x| \leq -\beta_1 , 
\end{cases}
\]
\[ G(x) = \begin{cases} \frac{1 + R - R_\mu}{6R_\mu} \alpha^2 + \frac{R_\mu - R}{6R_\mu} \beta^2 - \frac{x^2}{6R_\mu}, & |x| \leq -\beta, \\ \frac{1 + R - R_\mu}{6R_\mu} (\alpha^2 - x^2), & -\beta \leq |x| \leq -\alpha. \end{cases} \]

Changing the notation \((-\beta, -\alpha, -\beta_1)\) to \((\alpha, \beta, \gamma)\) for consistency, the above analysis shows that \((\alpha, \beta, \gamma)\) is the unique solution to

\[ (1 + R - R_\mu)\beta^3 - (R - R_\mu)\alpha^3 = \frac{9R_\mu}{2}, \quad (3.18) \]

\[ R_\mu \gamma^3 - R(1 + R - R_\mu)\beta^3 + (1 + R)(R - R_\mu)\alpha^3 = \frac{9}{2} R_\mu (1 + R) \eta^2, \quad (3.19) \]

\[ R_\mu \gamma^2 - R(1 + R - R_\mu)\beta^2 + (1 + R)(R - R_\mu)\alpha^2 = 0, \quad (3.20) \]

satisfying \(0 \leq \alpha < \beta < \gamma\) which exists if and only if \(R_\mu \leq R^-_\mu (R, \eta)\). We have thus completed the proof of Proposition 3.3 (iv).

**Case (III):** \(F(\alpha) = G(\beta) = 0\). This case actually reduces to the previous ones thanks to Lemma 3.2. Indeed, define the parameters \((R_{\mu,1}, \eta_1)\) and \(\lambda\) as in Lemma 3.2 and set

\[ F_1(x) = \lambda G(\lambda x), \quad G_1(x) = \lambda F(\lambda x), \quad x \in \mathbb{R}. \]

Then \((F_1, G_1)\) is a solution to (3.1) with parameters \((R, R_{\mu,1}, \eta_1)\) with \(F_1(\beta/\lambda) = G_1(\alpha/\lambda) = 0\) and \((\alpha/\lambda, \beta/\lambda)\) is a connected component of \(P_{F_1} \cap P_{G_1}\). We are thus in the situation already analysed in **Case (II)** for \((F_1, G_1)\) and we do not obtain other solutions.

**Case (IV):** \(G(\alpha) = G(\beta) = 0\). Once more, using Lemma 3.2 and keeping the same notation as in **Case (III)** allow us to deduce this case from **Case (I)**. Indeed, arguing as in **Case (III)** above we realize that we are in the situation analyzed in **Case (I)** for \((F_1, G_1)\). Then \(\alpha = -\beta\),

\[ \eta_1^2 F_1(x) = \frac{R_{\mu,1} - R}{6R_{\mu,1}} \left( \frac{\beta^2}{\lambda^2} - x^2 \right), \quad |x| \leq \frac{\beta}{\lambda}, \]

and

\[ G_1(x) = \begin{cases} \frac{1}{6R_{\mu,1}} \frac{\gamma^2}{\lambda^2} + \frac{R - R_{\mu,1}}{6R_{\mu,1}} \frac{\beta^2}{\lambda^2} - \frac{1 + R - R_{\mu,1}}{6R_{\mu,1}} x^2, & |x| \leq \frac{\beta}{\lambda}, \\ \frac{1}{6R_{\mu,1}} \left( \frac{\gamma^2}{\lambda^2} - x^2 \right), & \frac{\beta}{\lambda} \leq |x| \leq \frac{\gamma}{\lambda}, \end{cases} \]

where \((\beta/\lambda, \gamma/\lambda)\) are given by

\[ \frac{\beta^3}{\lambda^3} = \frac{9}{2} \frac{\eta_1^2 R_{\mu,1}}{R_{\mu,1} - R}, \quad \frac{\gamma^3}{\lambda^3} = \frac{9R_{\mu,1}}{2} (1 + \eta_1^2), \]

and satisfy \(\beta \leq \gamma\), the latter being true if and only if \(R_{\mu,1} \in [R^-_\mu (R, \eta_1), R^0_\mu (R, \eta_1)]\). This condition also reads \(R_{\mu} \in (R^-_\mu(R, \eta), R^0_\mu(R, \eta)]\) while \(\beta\) and \(\gamma\) are explicitly given by

\[ \beta^3 = \frac{9}{2} \frac{R_{\mu}}{1 + R - R_{\mu}}, \quad \gamma^3 = \frac{9}{2} ((1 + R) \eta^2 + R). \quad (3.21) \]
Observing that $\beta = \gamma$ if $R_\mu = R_\mu^\mu(R, \eta)$ which corresponds to the solution to (3.1) already described in Proposition 3.3 (i), we have shown Proposition 3.3 (v) and thereby completed the proof. 

**Remark 3.4.** It is worth emphasizing here that the assumption of evenness of the solution $(F,G)$ to (3.1) is used only in the analysis of Case (II) and Case (III) in the proof of Proposition 3.3. Therefore, on the one hand, only even solutions of (3.1) exist when $R_\mu \in (R_\mu^-(R, \eta), R_\mu^+(R, \eta))$. On the other hand, there may exist other, non-symmetric, solutions of (3.1) when $R_\mu \not\in (R_\mu^-(R, \eta), R_\mu^+(R, \eta))$. In the following we shall prove that non-symmetric solutions of (3.1) exist if and only if $R_\mu \not\in [R_\mu^-(R, \eta), R_\mu^+(R, \eta)]$.

### 3.3. Non-symmetric self-similar profiles with connected supports.

Up to now, we have shown that for each choice of the parameters $(R, R_\mu, \eta)$ there exists exactly one even solution of (3.1). We show next that for certain values of the parameters there exist other solutions $(F,G)$ of (3.1) which are not symmetric and have the property that both $F$ and $G$ have connected supports. Observe that non-symmetric solutions of (3.1) appear always pairwise according to Lemma 3.2 (i).

**Proposition 3.5.** Let $(R, R_\mu, \eta)$ be positive parameters. There are $R_\mu^M(R, \eta) > R_\mu^+(R, \eta)$ and $R_\mu^m(R, \eta) < R_\mu^-(R, \eta)$ such that:

(i) if $R_\mu \geq R_\mu^M(R, \eta)$, then the pair $(F,G)$ with $P_F = (\beta_1, \beta)$, $P_G = (\alpha, \gamma)$, and

\[
\eta^2 F(x) = \begin{cases} 
\frac{\beta_1^2 - x^2}{6(1 + R)}, & x \in [\beta_1, \alpha], \\
\frac{R_\mu - R}{6R_\mu}(\beta^2 - x^2), & x \in [\alpha, \beta], 
\end{cases}
\]

\[
G(x) = \begin{cases} 
\frac{1 + R - R_\mu}{6R_\mu}(\alpha^2 - x^2), & x \in [\alpha, \beta], \\
\frac{\gamma^2 - x^2}{6R_\mu}, & x \in [\beta, \gamma], 
\end{cases}
\]

is a non-symmetric solution of (3.1) where $(\beta_1, \alpha, \beta, \gamma)$ is the unique solution of the system of algebraic equations (3.26)-(3.29) satisfying $\beta_1 < 0 \leq \alpha < \beta < \gamma$. Additionally, its reflection $x \mapsto (F(-x), G(-x))$ is also a solution of (3.1).

(ii) if $R_\mu \leq R_\mu^m(R, \eta)$, then the pair $(F,G)$ with $P_F = (\alpha, \gamma)$, $P_G = (\beta_1, \beta)$, and

\[
\eta^2 F(x) = \begin{cases} 
\frac{R_\mu - R}{6R_\mu}(\alpha^2 - x^2), & x \in [\alpha, \beta], \\
\frac{\gamma^2 - x^2}{6(1 + R)}, & x \in [\beta, \gamma], 
\end{cases}
\]
Figure 2. Non-symmetric self-similar profiles of (2.2) with connected supports. The parameters are $\eta = R = 1$ and: (1) $R_\mu = R^M_\mu (1, 1) \approx 12.258$; (2) $R_\mu = 21$; (3) $R_\mu = R^m_\mu (1, 1) \approx 0.058$; (4) $R_\mu = 0.01$.

$$G(x) = \begin{cases} \frac{\alpha_1^2 - x^2}{6R_\mu}, & x \in [\beta_1, \alpha], \\ \frac{1 + R - R_\mu}{6R_\mu}(\beta^2 - x^2), & x \in [\alpha, \beta], \end{cases}$$

is a non-symmetric solution of (3.1) where $(\beta_1, \alpha, \beta, \gamma)$ is the unique solution of the system of algebraic equations (3.31)-(3.34) satisfying $\beta_1 < 0 \leq \alpha < \beta < \gamma$. Additionally, its reflection $x \mapsto (F(-x), G(-x))$ is also a solution of (3.1).

(iii) if $R_\mu \in (R^m_\mu (R, \eta), R^M_\mu (R, \eta))$, there is no non-symmetric solution $(F, G)$ of (3.1) which have the property that the supports of $F$ and $G$ are connected.

The threshold value $R^M_\mu (R, \eta)$ is actually the unique solution in $(R+1, \infty)$ of the equation

$$\sqrt{R^M_\mu - R} \left( \eta^2 - \frac{1 + R}{R^M_\mu} \right) = 1 + \eta^2,$$ (3.22)

while $R^m_\mu (R, \eta)$ is the unique solution in $(0, R+1)$ of

$$\sqrt{1 + R - R^m_\mu} \left( \sqrt{\frac{R}{R^m_\mu}} - \eta^2 \frac{1 + R}{R} \right) = 1 + \eta^2 \frac{1 + R}{R}.$$ (3.23)
Proof. As already pointed out in Remark 3.4, one of the outcome of the proof of Proposition 3.3 is that solutions to (3.1) are necessarily even in Cases (I) & (IV). To prove Proposition 3.5 we are left to consider Cases (II) & (III) without assuming that the solutions sought for are even but assuming that their supports are connected.

Case (II-a): Recall that we are in the situation where there are 0 ≤ α < β such that (α, β) is a connected component of $\mathcal{P}_F \cap \mathcal{P}_G$ with $F(\beta) = G(\alpha) = 0$, $F(\alpha) > 0$, and $G(\beta) > 0$. Also, we assume that either $F$ or $G$ is not even. As in the proof of Proposition 3.3, we define

$$\beta_1 := \inf \{ x < \alpha : F > 0 \ \text{in} \ (x, \beta) \} < \alpha,$$

$$\gamma := \sup \{ x > \beta : G > 0 \ \text{in} \ (\alpha, x) \} > \beta,$$

and recall that $R_\mu > R + 1$. Then Lemma 3.1 (iii) guarantees that $\beta_1 < 0$ and $\mathcal{P}_F = (\beta_1, \beta)$. Now assume for contradiction that there is $x_0 \in (\beta_1, \alpha)$ such that $G(x_0) > 0$. Since $\mathcal{P}_G$ is connected this implies that $G(x) > 0$ for $x \in [x_0, \alpha]$ and thus $\partial_\gamma G(\alpha-) \leq 0$ since $G(\alpha) = 0$. By (3.2) $\partial_\gamma G(\alpha-) = -(1 + R - R_\mu)\alpha / 3R_\mu$ and combining the previous properties with the inequality $R_\mu > R + 1$ implies that necessarily $\alpha = 0$ and $G$ is decreasing on the connected component of $\mathcal{P}_F \cap \mathcal{P}_G$ to which $x_0$ belongs. Consequently, $(\beta_1, 0)$ is the connected component of $\mathcal{P}_F \cap \mathcal{P}_G$ containing $x_0$ and we infer from (3.2) that there are real numbers $(a, b, a_1, b_1)$ such that

$$\eta^2 F(x) = \begin{cases} a_1 - b_1 - \frac{R_\mu - R}{6R_\mu} x^2, & x \in [\beta_1, 0], \\ a - b - \frac{R_\mu - R}{6R_\mu} x^2, & x \in [0, \beta], \end{cases}$$

and

$$G(x) = \begin{cases} (1 + R)b_1 - a_1 R - \frac{1 + R - R_\mu}{6R_\mu} x^2, & x \in [\beta_1, 0], \\ (1 + R)b - aR - \frac{1 + R - R_\mu}{6R_\mu} x^2, & x \in [0, \beta]. \end{cases}$$

Since $G(0) = 0$ we realize that $(1 + R)b_1 = Rb_1$ and $(1 + R)b = Ra$ while the continuity of $F$ requires $a_1 - b_1 = a - b$. Consequently, $a = a_1$, $b = b_1$ and

$$\eta^2 F(x) = a - b - \frac{R_\mu - R}{6R_\mu} x^2, \quad G(x) = -\frac{1 + R - R_\mu}{6R_\mu} x^2, \quad x \in (\beta_1, \beta),$$

from which we deduce that $\beta_1 = -\beta$. In particular, $\mathcal{P}_F = (-\beta, \beta)$, $F$ is even, and $G(-\beta) = G(\beta) > 0$. Denoting the connected component of $\mathcal{P}_G$ containing $-\beta$ by $\mathcal{J}_1$, it follows from (3.4) that there are $b_2 \in \mathbb{R}$ and $b_3 \in \mathbb{R}$ such that

$$G(x) = \frac{b_2}{R} - \frac{x^2}{6R_\mu}, \quad x \in (\beta, \gamma), \quad \text{and} \quad G(x) = \frac{b_3}{R} - \frac{x^2}{6R_\mu}, \quad x \in \mathcal{J}_1 \cap (\alpha, -\beta).$$

As $G(-\beta) = G(\beta)$, we realize that $b_2 = b_3$ so that $\mathcal{J}_1 = (-\gamma, 0)$ and $G$ is even on $(-\gamma, \gamma)$. Furthermore, since $\mathcal{P}_F = (-\beta, \beta) \subseteq (-\gamma, \gamma)$, Lemma 3.1 (v) entails that $\mathcal{P}_G = (-\gamma, \gamma)$. We have thus shown that $F$ and $G$ are even which contradicts our starting assumption. Consequently,

$$G(x) = 0, \quad x \in (\beta_1, \alpha),$$

whence $\mathcal{P}_G \subset (\alpha, \infty)$ since $\mathcal{P}_G$ is connected and $\beta_1 < 0 \leq \alpha$. Finally, since $\mathcal{P}_F = (\beta_1, \beta)$, Lemma 3.1 (v) excludes the existence of another connected component of $\mathcal{P}_G$ included in
(γ, ∞) and we have thus established that \( \mathcal{P}_F = (\beta_1, \beta) \) and \( \mathcal{P}_G = (\alpha, \gamma) \). Then, according to (3.2)-(3.4), there are \((a, b, a_1, b_1) \in \mathbb{R}^4\) such that

\[
\eta^2 F(x) = \begin{cases} 
\frac{a_1}{1+R} - \frac{x^2}{6(1+R)} , & x \in [\beta_1, \alpha) , \\
 a - b - \frac{R_\mu - R}{6R_\mu} x^2 , & x \in [\alpha, \beta] , 
\end{cases}
\]

and

\[
G(x) = \begin{cases} 
\frac{(1+R)b - aR}{R} - \frac{1 + R - R_\mu x^2}{6R_\mu} , & x \in [\alpha, \beta] , \\
\frac{b_1}{R} - \frac{x^2}{6R_\mu} , & x \in [\beta, \gamma] .
\end{cases}
\]

Since \( F \) and \( G \) are both continuous and \( F(\beta_1) = F(\beta) = G(\alpha) = G(\gamma) = 0 \) we find that \( a_1 = a, b_1 = b \), and moreover

\[
a - b = \frac{R_\mu - R}{6R_\mu} \beta^2 , \quad \frac{(1+R)b - aR}{R} = \frac{1 + R - R_\mu x^2}{6R_\mu} , \quad a = \frac{\beta_1^2}{6} , \quad b = \frac{\gamma^2}{6R_\mu} . \tag{3.25}
\]

Requiring that both \( F \) and \( G \) have unitary \( L_1 \)-norm, we arrive at the following relations

\[
R_\mu \beta_1^3 - (1+R)(R_\mu - R)\beta^3 + R(R_\mu - R - 1)\alpha^3 = -9\eta^2 R_\mu (1+R) , \tag{3.26}
\]

\[
\gamma^3 - (R_\mu - R)\beta^3 + (R_\mu - R - 1)\alpha^3 = 9R_\mu , \tag{3.27}
\]

while we deduce from (3.25) that

\[
\gamma^2 - (R_\mu - R)\beta^2 + (R_\mu - R - 1)\alpha^2 = 0 , \tag{3.28}
\]

\[
R_\mu \beta_1^2 - (1+R)(R_\mu - R)\beta^2 + R(R_\mu - R - 1)\alpha^2 = 0 . \tag{3.29}
\]

We are thus looking for solutions \((\beta_1, \alpha, \beta, \gamma)\) of (3.26)-(3.29) satisfying \( \beta_1 < 0 \leq \alpha < \beta < \gamma \), which is a rather involved problem. Nevertheless, according to Lemma A.2, there is \( R_\mu^M(R, \eta) > R_\mu^+(R, \eta) \) such that (3.26)-(3.29) has a unique solution \((\beta_1, \alpha, \beta, \gamma)\) satisfying \( \beta_1 < 0 \leq \alpha < \beta < \gamma \) if and only if \( R_\mu \geq R_\mu^M(R, \eta) \). In that case, the constants \( a, b \) are given by (3.25) and we obtain the solution \((F, G)\) to (3.1) given in Proposition 3.5 (i). We then use Lemma 3.2 (i) to conclude that \( x \mapsto (F(-x), G(-x)) \) is also a solution to (3.1) and complete the proof of Proposition 3.5 (i).

**Case (II-b):** As in the proof of Proposition 3.3, we define the parameters \((R_{\mu,1}, \eta_1)\) and \( \lambda \) as in Lemma 3.2 and set

\[
F_1(x) = \lambda G(-\lambda x) , \quad G_1(x) = \lambda F(-\lambda x) , \quad x \in \mathbb{R} .
\]

Then \((F_1, G_1)\) is a solution to (3.1) with parameters \((R, R_{\mu,1}, \eta_1)\) satisfying \( F_1(-\alpha/\lambda) = G_1(-\beta/\lambda) = 0 \) with \(-\beta/\lambda < -\alpha/\lambda \) and \((-\beta/\lambda, -\alpha/\lambda)\) is a connected component of \( \mathcal{P}_{F_1} \cap \mathcal{P}_{G_1} \). Moreover, both \( F_1 \) and \( G_1 \) have connected supports. We are therefore back to the
situation analysed in Case (II-a) and, according to the analysis performed in that case, there are \( \beta_1 < \alpha \) and \( \gamma > 0 \) such that \( P_{F_1} = (-\gamma/\lambda, -\alpha/\lambda) \), \( P_{G_1} = (-\beta/\lambda, -\beta_1/\lambda) \),

\[
\eta_1^2 F_1(x) = \begin{cases} 
\frac{1}{6(1+R)} \left( \frac{\gamma^2}{\lambda^2} - x^2 \right), & -\frac{\gamma}{\lambda} \leq x \leq -\frac{\beta}{\lambda}, \\
\frac{\mu - R}{6\mu} \left( \frac{\alpha^2}{\lambda^2} - x^2 \right), & -\frac{\beta}{\lambda} \leq x \leq -\frac{\alpha}{\lambda},
\end{cases}
\]

and

\[
G_1(x) = \begin{cases} 
\frac{1 + R - \mu}{6\mu} \left( \frac{\beta^2}{\lambda^2} - x^2 \right), & -\frac{\beta}{\lambda} \leq x \leq -\frac{\alpha}{\lambda}, \\
\frac{\mu}{6\mu} \left( \frac{\beta_1^2}{\lambda^2} - x^2 \right), & -\frac{\alpha}{\lambda} \leq x \leq -\frac{\beta_1}{\lambda},
\end{cases}
\]

if and only if \( R_{\mu,1} \geq R_{\mu}^M(R, \eta_1) \), the parameters \( -\gamma/\lambda < 0 \leq -\beta/\lambda < -\alpha/\lambda < -\beta_1/\lambda \) being the unique solution to (3.26)-(3.29) given by Lemma A.2 with \( (R, R_{\mu,1}, \eta_1) \) instead of \( (R, R_{\mu}, \eta) \). Setting

\[
R_{\mu}^m(R, \eta) := \frac{(1 + R)R}{R_{\mu}^M(R, \eta_1)},
\]

we have thus shown that there is a solution \((F, G)\) to (3.1) with connected supports given by

\[
\eta^2 F(x) = \begin{cases} 
\frac{1}{6(1+R)} \left( \frac{\beta_1^2}{\lambda^2} - x^2 \right), & \beta_1 \leq x \leq \alpha, \\
\frac{\mu - R}{6\mu} \left( \frac{\alpha^2}{\lambda^2} - x^2 \right), & \alpha \leq x \leq \beta,
\end{cases}
\]

and

\[
G(x) = \begin{cases} 
\frac{1 + R - \mu}{6\mu} \left( \frac{\beta^2}{\lambda^2} - x^2 \right), & \alpha \leq x \leq \beta, \\
\frac{\mu}{6\mu} \left( \frac{\gamma^2}{\lambda^2} - x^2 \right), & \beta \leq x \leq \gamma
\end{cases}
\]

if and only if \( R_{\mu} \leq R_{\mu}^m(R, \eta) \), the parameters \((\beta_1, \alpha, \beta, \gamma)\) satisfying \( \beta_1 < \alpha < \beta \leq 0 < \gamma \) and solving

\[
R_{\mu}(-\beta_1)^3 + (1 + R)(R - R_{\mu})(-\beta)^3 - R(1 + R - R_{\mu})(-\alpha)^3 = 9\eta^2 R_{\mu}(1 + R), \\
(-\gamma)^3 + (R - R_{\mu})(-\beta)^3 - (1 + R - R_{\mu})(-\alpha)^3 = -9R_{\mu}, \\
R_{\mu}\beta_1^3 + (1 + R)(R - R_{\mu})\beta^2 - R(1 + R - R_{\mu})\alpha^2 = 0, \\
\gamma^2 + (R - R_{\mu})\beta^2 - (1 + R - R_{\mu})\alpha^2 = 0.
\]
Changing the notation \((-\gamma, -\beta, -\alpha, -\beta_1)\) to \((\beta_1, \alpha, \beta, \gamma)\) for consistency, the above algebraic system reads

\[
\begin{align*}
R_\mu \gamma^3 + (1 + R)(R - R_\mu)\alpha^3 - R(1 + R - R_\mu)\beta^3 &= 9\eta^2 R_\mu(1 + R), \\
-\beta_1^3 - (R - R_\mu)\alpha^3 + (1 + R - R_\mu)\beta^3 &= 9R_\mu, \\
R_\mu \gamma^2 + (1 + R)(R - R_\mu)\alpha^2 - R(1 + R - R_\mu)\beta^2 &= 0, \\
\beta_1^2 + (R - R_\mu)\alpha^2 - (1 + R - R_\mu)\beta^2 &= 0,
\end{align*}
\]

while \((F,G)\) is given by Proposition 3.5 (ii). That its reflection \(x \mapsto (F(-x), G(-x))\) also solves (3.1) is a consequence of Lemma 3.2 (i). This completes the proof of Proposition 3.5.

Finally, since Case (III) \((F(\alpha) = G(\beta) = 0)\) reduces to Case (II) as already observed in the proof of Proposition 3.3, we have identified all possible non-symmetric solutions with connected supports, showing in particular that they exist if and only if \(R_\mu \not\in (R_\mu^m(R, \eta), R_\mu^M(R, \eta))\), and thereby completed the proof of Proposition 3.5.

3.4. Non-symmetric self-similar profiles with disconnected supports. Since we have explicitly used the assumption of connected supports of the solution of (3.1) we were looking for in Proposition 3.5, there may exist solutions \((F, G)\) of (3.1) which have the property that at least one of the functions \(F\) and \(G\) has a disconnected support. The following proposition gives a classification of such solutions, showing in particular that only one of the functions \(F\) and \(G\) may have a disconnected support.

**Proposition 3.6.** Let \(R, R_\mu, \) and \(\eta\) be given positive parameters.

(i) If \(R_\mu > R + 1\) and the system (3.47)-(3.51) has a solution \((\gamma_1, \beta_1, \alpha_1, \alpha, \beta, \gamma) \in \mathbb{R}^6\) satisfying

\[
\gamma_1 < \beta_1 < \alpha_1 \leq 0 \leq \alpha < \beta < \gamma \quad \text{and} \quad \alpha_1 \neq -\alpha,
\]

then the pair \((F,G)\) given by

\[
\eta^2 F(x) = \begin{cases} 
\frac{R_\mu - R}{6R_\mu} (\beta_1^2 - x^2), & x \in [\beta_1, \alpha_1], \\
\frac{R_\gamma^2 + (R_\mu - R)\beta_1^2}{6(1 + R)R_\mu} - \frac{x^2}{6(1 + R)}, & x \in [\alpha_1, \alpha], \\
\frac{R_\mu - R}{6R_\mu} (\beta^2 - x^2), & x \in [\alpha, \beta],
\end{cases}
\]
Proof. Recalling that (3.1) has only even solutions in Cases (I) & (IV) introduced in the proof of Proposition 3.3, we are left with Cases (II) & (III).
We first return to the Case (II-a), that is, $\mathcal{P}_F \cap \mathcal{P}_G$ has a connected component $I = (\alpha, \beta)$ with $0 \leq \alpha < \beta$, $F(\beta) = G(\alpha) = 0$, and $F(\alpha)G(\beta) > 0$. In that case, we already know that necessarily $R_\mu > R + 1$ and recall the definition (3.11) of $(\beta_1, \gamma)$:

$$\beta_1 := \inf\{x < \alpha : F > 0 \text{ in } (x, \beta)\} < \alpha,$$
$$\gamma := \sup\{x > \beta : G > 0 \text{ in } (\alpha, x)\} > \beta.$$ 

By Lemma 3.1 (iii), $\beta_1 < 0$ and $\mathcal{P}_f = (\beta_1, \beta)$ so that it is the support of $G$ which is disconnected. It then has a connected component $\mathcal{J} := (\gamma_1, \alpha_1)$ which does not intersect $(\alpha, \gamma)$. We claim that

$$\mathcal{J} \cap (\beta_1, \alpha) \neq \emptyset \quad \text{and} \quad \beta_1 < \alpha_1 < \alpha. \quad (3.36)$$

Indeed, assume for contradiction that $\mathcal{J} \cap (\beta_1, \alpha) = \emptyset$. Then either $\mathcal{J} \subset (\gamma, \infty)$ and Lemma 3.1 (v) implies that $\mathcal{J} \cap \mathcal{P}_f \neq \emptyset$ and a contradiction. Or $\mathcal{J} \subset (-\infty, \beta_1)$ and a contradiction follows by the same argument. In addition, $\alpha_1 < \alpha$ since the support of $G$ is disconnected and we have proved (3.36).

As $\mathcal{J} \cap (\beta_1, \alpha) \subset \mathcal{P}_f \cap \mathcal{P}_G$, we infer from (3.2) that there are $(a_2, b_2) \in \mathbb{R}^2$ such that

$$\eta^2 F(x) = a_2 - b_2 - \frac{R_\mu - R}{6R_\mu} x^2, \quad x \in \mathcal{J} \cap (\beta_1, \alpha),$$
$$G(x) = \left(1 + R\right)b_2 - Ra_2 - \frac{1 + R - R_\mu}{6R_\mu} x^2, \quad x \in \mathcal{J} \cap (\beta_1, \alpha),$$
with $G(\alpha_1) = 0$ and $\partial_x G(\alpha_1) \leq 0$. Recalling that $R_\mu > R + 1$, we deduce from the latter that

$$\alpha_1 \leq 0.$$  \hfill (3.37)

Consequently, $\partial_x G < 0$ in $J \cap (\beta_1, \alpha)$ so that $G(x) > G(\alpha_1) = 0$ for $x \in J \cap (\beta_1, \alpha)$ and thus $\gamma_1 < \beta_1$. We have thus shown that

$$\gamma_1 < \beta_1 < \alpha_1 \leq 0 \leq \alpha < \beta < \gamma,$$  \hfill (3.38)

and we use once more Lemma 3.1 (v) to conclude that $\mathcal{P}_\gamma = (\gamma_1, \alpha_1) \cup (\alpha, \gamma)$. Then, according to (3.2)-(3.4), there are $(a, b, a_1, b_1, a_2, b_2, b_3) \in \mathbb{R}^7$ such that

$$\eta^2 F(x) = \begin{cases} 
    a_2 - b_2 - \frac{R_\mu - R}{6R_\mu} x^2, & x \in [\beta_1, \alpha_1], \\
    \frac{a_1}{1 + R} - \frac{x^2}{6(1 + R)}, & x \in [\alpha_1, \alpha], \\
    a - b - \frac{R_\mu - R}{6R_\mu} x^2, & x \in [\alpha, \beta], 
\end{cases}$$

and

$$G(x) = \begin{cases} 
    \frac{b_3}{R} - \frac{x^2}{6R_\mu}, & x \in [\gamma_1, \beta_1], \\
    \frac{(1 + R)b_2 - Ra_2}{R} - \frac{1 + R - R_\mu x^2}{6R_\mu}, & x \in [\beta_1, \alpha_1], \\
    \frac{(1 + R)b - Ra}{R} - \frac{1 + R - R_\mu x^2}{6R_\mu}, & x \in [\alpha, \beta], \\
    \frac{b_1}{R} - \frac{x^2}{6R_\mu}, & x \in [\beta, \gamma]. 
\end{cases}$$

We then deduce from the properties of $F$ and $G$ that

$$a_2 - b_2 = \frac{R_\mu - R}{6R_\mu} \beta^2_1, \quad a - b = \frac{R_\mu - R}{6R_\mu} \beta^2_2,$$  \hfill (3.39)

$$a_2 - b_2 - \frac{R_\mu - R}{6R_\mu} \alpha^2_1 = \frac{a_1}{1 + R} - \frac{\alpha^2_1}{6(1 + R)},$$  \hfill (3.40)

$$\frac{a_1}{1 + R} - \frac{\alpha^2_1}{6(1 + R)} = a - b - \frac{R_\mu - R}{6R_\mu} \alpha^2_2,$$  \hfill (3.41)

$$\frac{b_3}{R} = \frac{\gamma^2_1}{6R_\mu}, \quad \frac{(1 + R)b_2 - Ra_2}{R} = \frac{1 + R - R_\mu \alpha^2_1}{6R_\mu},$$  \hfill (3.42)

$$\frac{(1 + R)b - Ra}{R} = \frac{1 + R - R_\mu \alpha^2_2}{6R_\mu}, \quad \frac{b_1}{R} = \frac{\gamma^2_2}{6R_\mu},$$  \hfill (3.43)
\[ \frac{b_3}{R} - \frac{\beta_1^2}{6R_{\mu}} = \frac{(1 + R)b_2 - Ra_2}{R} - \frac{1 + R - R_{\mu}}{6R_{\mu}} \beta_1^2, \quad (3.44) \]
\[ \frac{(1 + R)b_2 - Ra}{R} - \frac{1 + R - R_{\mu}}{6R_{\mu}} \beta^2 = \frac{b_1}{R} - \frac{\beta^2}{6R_{\mu}}. \quad (3.45) \]

It follows from (3.41) and (3.43) that \( a = a_1 \) and from (3.40) and (3.42) that \( a_1 = a_2 \). Also, \( b_3 = b_2 \) by (3.39) and (3.44) and \( b = b_1 \) by (3.39) and (3.45). Summarizing,
\[ a = a_1 = a_2, \quad b = b_1, \quad b_2 = b_3. \quad (3.46) \]

Using (3.39)-(3.46) we identify \( a, b, \) and \( b_2 \) in terms of \( (\gamma_1, \beta_1, \alpha_1, \alpha, \beta, \gamma) \) and find
\[ a = \frac{R}{6R_{\mu}} \gamma^2 + \frac{R_{\mu} - R}{6R_{\mu}} \beta^2, \quad b_1 = \frac{R}{6R_{\mu}} \gamma^2, \quad b_2 = \frac{R}{6R_{\mu}} \gamma_1^2. \]

Combining these identities with (3.39)-(3.46), we finally deduce three algebraic equations having \( (\gamma_1, \beta_1, \alpha_1, \alpha, \beta, \gamma) \) as unknown
\[ \gamma_1^2 - (R_{\mu} - R)\beta_1^2 + (R_{\mu} - R - 1)\alpha_1^2 = 0, \quad (3.47) \]
\[ \gamma^2 - (R_{\mu} - R)\beta^2 + (R_{\mu} - R - 1)\alpha^2 = 0, \quad (3.48) \]
\[ R(\gamma_1^2 - \gamma^2) + (R_{\mu} - R)(\beta_1^2 - \beta^2) = 0. \quad (3.49) \]

There are two more equations obtained from the constraints \( (F, G) \in k^2 \), namely
\[ (R_{\mu} - R)(\beta_3^2 - \beta_3^2) - \frac{R(R_{\mu} - R - 1)}{1 + R}(\alpha^3 - \alpha_1^3) = 9\eta^2 R_{\mu}, \quad (3.50) \]
\[ (\gamma_3^3 - \gamma_3^3) - (R_{\mu} - R)(\beta_3^2 - \beta_3^2) + (R_{\mu} - R - 1)(\alpha^3 - \alpha_1^3) = 9R_{\mu}. \quad (3.51) \]

Recalling (3.38), it follows from Lemma A.3 (iii) that, if \( \alpha_1 = -\alpha \), then \( (F, G) \) is an even solution of (3.1) which contradicts the assumption of non-symmetric profiles. Consequently, \( (\gamma_1, \beta_1, \alpha_1, \alpha, \beta, \gamma) \) satisfies (3.35). We have thus established that, if the system (3.47)-(3.51) has a solution \( (\gamma_1, \beta_1, \alpha_1, \alpha, \beta, \gamma) \) satisfying (3.35), then the pair \( (F, G) \) defined in Proposition 3.6 (i) is a non-symmetric solution of (3.1), the function \( G \) having clearly a disconnected support. Since its reflection \( x \mapsto (F(-x), G(-x)) \) also solves (3.1) by Lemma 3.2 (ii), this completes the proof of Proposition 3.6 (i).

We next consider Case (II-b), where \( P_F \cap P_G \) has a connected component \( I = (\alpha, \beta) \) with \( \alpha < \beta \leq 0 \), \( F(\beta) = G(\alpha) = 0 \), and \( F(\alpha)G(\beta) > 0 \). As in the proofs of Propositions 3.3 and 3.5, we use Lemma 3.2 to map this case to the one previously studied. Recalling the definition (3.11) of \( \beta_1 \) and \( \gamma \) and defining the parameters \( (R_{\mu,1}, \eta) \) and \( \lambda \) as in Lemma 3.2, the pair \( (F_1, G_1) \) given by
\[ F_1(x) = \lambda G(\gamma x), \quad G_1(x) = \lambda F_1(-\gamma x), \quad x \in \mathbb{R}, \]
is a solution of (3.1) with parameters \( (R, R_{\mu,1}, \eta) \) such that \( (-\beta/\lambda, -\alpha/\lambda) \) is a connected component of \( P_{F_1} \cap P_{G_1} \) with \( 0 \leq -\beta/\lambda < -\alpha/\lambda \), \( F_1(-\alpha/\lambda) = G_1(-\beta/\lambda) = 0 \), and \( F_1(-\beta/\lambda)G_1(-\alpha/\lambda) > 0 \). We are then in the situation analysed in Case (II-a) and deduce that, if \( R_{\mu,1} > R + 1 \) and the system (3.47)-(3.51) with parameters \( (R, R_{\mu,1}, \eta) \) instead of \( (R, R_{\mu}, \eta) \) has a solution \( (\gamma_1', \beta_1', \alpha_1', \alpha', \beta', \gamma') \in \mathbb{R}^6 \) satisfying
\[ \gamma_1' < \beta_1' < \alpha_1' \leq 0 \leq \alpha' < \beta' < \gamma', \quad \alpha_1' \neq -\alpha' \]
then \((F_1, G_1)\) are given by

\[
\eta_i^2 F_1(x) = \begin{cases} 
  \frac{R_{\mu,1} - R}{6R_{\mu,1}}((\beta'_1)^2 - x^2), & x \in [\beta'_1, \alpha'_1], \\
  \frac{R(\gamma'_1)^2 + (R_{\mu,1} - R)(\beta'_1)^2}{6(1 + R)R_{\mu,1}} - \frac{x^2}{6(1 + R)}, & x \in [\alpha'_1, \alpha'], \\
  \frac{R_{\mu,1} - R}{6R_{\mu,1}}((\beta')^2 - x^2), & x \in [\alpha', \beta'], \\
  \frac{(\gamma'_1)^2 - x^2}{6R_{\mu,1}}, & x \in [\gamma'_1, \beta'_1], \\
  1 + R - R_{\mu,1}((\alpha'_1)^2 - x^2), & x \in [\beta'_1, \alpha'_1], \\
  1 + R - R_{\mu,1}((\alpha')^2 - x^2), & x \in [\alpha', \beta'], \\
  \frac{(\gamma')^2 - x^2}{6R_{\mu,1}}, & x \in [\beta', \gamma'], 
\end{cases}
\]

\(G_1(x) = \begin{cases} 
  1 + R - R_{\mu,1}(\alpha'_1 + x^2), & x \in [\beta'_1, \alpha'_1], \\
  \lambda - R_{\mu,0}(\alpha'' + x^2), & x \in [\alpha'_1, \alpha'], \\
  \lambda - R_{\mu,0}(\alpha'' + x^2), & x \in [\alpha', \beta'], \\
  \lambda - R_{\mu,0}(\alpha'' + x^2), & x \in [\beta', \gamma'], \\
\end{cases}\)

and \(\mathcal{P}_{F_1} = (\beta'_1, \beta'), \mathcal{P}_{G_1} = (\gamma'_1, \alpha'_1) \cup (\alpha', \gamma')\). The condition \(R_{\mu,1} > 1 + R\) readily implies that \(R_{\mu} < R\) while the properties of \((\gamma'_1, \alpha'_1, \alpha', \beta', \gamma')\) entail that the system

\[
\begin{align*}
R_{\mu}(\gamma_1^2 - R(1 + R - R_{\mu})\beta_1^2 + (1 + R)(R - R_{\mu})\alpha_1^2) &= 0, \\
R_{\mu}(\gamma^2 - R(1 + R - R_{\mu})\beta^2 + (1 + R)(R - R_{\mu})\alpha^2) &= 0, \\
R_{\mu}(\gamma^3 - \gamma_1^3) - R(1 + R - R_{\mu})(\beta^3 - \beta_1^3) + (1 + R)(R - R_{\mu})(\alpha^3 - \alpha_1^3) &= 9\eta_i^2 R_{\mu}(1 + R), \\
(1 + R - R_{\mu})(\beta^3 - \beta_1^3) - (R - R_{\mu})(\alpha^3 - \alpha_1^3) &= 9R_{\mu},
\end{align*}
\]

has a solution \((\gamma_1, \beta_1, \alpha_1, \alpha, \beta, \gamma) = (-\gamma'/\lambda, -\beta'/\lambda, -\alpha'/\lambda, -\alpha_1'/\lambda, -\beta_1'/\lambda, -\gamma_1'/\lambda)\) satisfying (3.35). Using this notation, the above identities for \((F_1, G_1)\) ensure that \((F, G)\) are given by Proposition 3.6 (ii). That its reflection \(x \mapsto (F(-x), G(-x))\) is also a solution of (3.1) follows also from Lemma 3.2 (i).

Finally, as already observed in the proofs of Propositions 3.3 and 3.5, the Case (III) \((F(\alpha) = G(\beta) = 0)\) reduces to the Case (II). We have thus identified all possible non-symmetric solutions with disconnected supports and thereby completed the proof of Proposition 3.6.

We note that the systems (3.47)-(3.51) and (3.52)-(3.56) are both under-determined, having six unknowns and only five equations. In this case we can no longer expect a uniqueness result as for the system (3.15)-(3.17) determining the even profiles or for the system (3.26)-(3.29) determining the profiles with connected supports. Instead, we can prove that each
solution \((\gamma_1, \beta_1, \alpha_1, \alpha, \beta, \gamma)\) of (3.47)-(3.51) and (3.52)-(3.56) satisfying
\[
\gamma_1 < \beta_1 < \alpha_1 < 0 < \alpha < \beta < \gamma
\] (3.57)

belongs to a real-analytic curve consisting, with the exception of the even profile, only of non-symmetric solutions of (3.1).

**Proposition 3.7.** Let \(R, R_\mu, \text{ and } \eta\) be given positive real numbers such that \(R_\mu > R + 1\) and consider a solution \((\gamma_1^*, \beta_1^*, \alpha_1^*, \alpha^*, \beta^*, \gamma^*)\) of (3.47)-(3.51) satisfying (3.57). Then there exist \(\overline{\alpha_1}, \overline{\alpha_1} \in (-\infty, \alpha_1^*)\), and a bounded continuous function
\[
\varphi := (\varphi_1, \varphi_2, \varphi_3, \varphi_4, \varphi_5, \varphi_6) : [\overline{\alpha_1}, \overline{\alpha_1}] \to \mathbb{R}^6 \quad \text{with} \quad \varphi_3 \equiv \text{id}, \quad \tag{3.58}
\]
which is real-analytic in \((\overline{\alpha_1}, \overline{\alpha_1})\) and has the following properties:

(a) Given \(\alpha_1 \in (\overline{\alpha_1}, \overline{\alpha_1})\), the sextuplet \(\varphi(\alpha_1)\) is a solution of (3.47)-(3.51) satisfying (3.57);

(b) The end points \(\varphi(\overline{\alpha_1})\) and \(\varphi(\overline{\alpha_1})\) satisfy
\[
\varphi_{7-k}(\overline{\alpha_1}) = -\varphi_k(\overline{\alpha_1}), \quad 1 \leq k \leq 6.
\]

If \(R_\mu \geq R_\mu^*(R, \eta)\), then
\[
\varphi(\overline{\alpha_1}) = \varphi(\overline{\alpha_1}) < \varphi_4(\overline{\alpha_1}) < \varphi_5(\overline{\alpha_1}) < \varphi_6(\overline{\alpha_1})
\]
and \((\varphi_2(\overline{\alpha_1}), \varphi_3(\overline{\alpha_1}), \varphi_4(\overline{\alpha_1}), \varphi_5(\overline{\alpha_1}), \varphi_6(\overline{\alpha_1}))\) solves (3.26)-(3.29) and is given by Lemma A.2.

If \(R_\mu \in \left(R_\mu^*(R, \eta), R_\mu^*(R, \eta)\right)\), then \(\varphi(\overline{\alpha_1})\) is the solution of (3.47)-(3.51) given by Lemma A.4 and satisfies \(\varphi_3(\overline{\alpha_1}) = 0\).

(c) If \(R_\mu > R_\mu^*(R, \eta)\), we denote the unique solution to (3.15)-(3.17) given by Lemma A.1 by \((\alpha_*, \beta_*, \gamma_*)\). Then
\[
-\alpha_* \in (\overline{\alpha_1}, \overline{\alpha_1}) \quad \text{and} \quad \varphi(-\alpha_*) = (-\gamma_*, -\beta_*, -\alpha_*, \alpha_*, \beta_*, \gamma_*)
\]

**Proof.** Using \(\alpha_1\) as a parameter, we show that we may apply the implicit function theorem to the system (3.47)-(3.51) in a neighborhood of \((\gamma_1^*, \beta_1^*, \alpha_1^*, \alpha^*, \beta^*, \gamma^*)\). To this end we recast the system (3.47)-(3.51) as an equation \(\Phi(\gamma_1, \beta_1, \alpha_1, \alpha, \beta, \gamma) = 0\), where \(\Phi : \mathbb{R}^6 \to \mathbb{R}^5\) is the real-analytic function with components defined by the equations (3.47)-(3.51). We need to show that the derivative \(\partial_{(\gamma_1, \beta_1, \alpha, \beta, \gamma)} \Phi(\gamma_1^*, \beta_1^*, \alpha_1^*, \alpha^*, \beta^*, \gamma^*)\) is invertible. It turns out that
\[
J_\Phi(\gamma_1^*, \beta_1^*, \alpha_1^*, \alpha^*, \beta^*, \gamma^*) := \left| \det \partial_{(\gamma_1, \beta_1, \alpha, \beta, \gamma)} \Phi(\gamma_1^*, \beta_1^*, \alpha_1^*, \alpha^*, \beta^*, \gamma^*) \right|
\]
\[
= 72(R_\mu - R - 1)(R_\mu - R)^2 \alpha^* \beta^* \beta_1^* \gamma_1^* \left( (\beta^* - \beta_1^*)(\gamma^* - \alpha^*) + R(\gamma^* - \gamma_1^*)(\beta^* - \alpha^*) \right),
\]
and we infer from (3.57) that \(J_\Phi(\gamma_1^*, \beta_1^*, \alpha_1^*, \alpha^*, \beta^*, \gamma^*) > 0\). We are thus in a position to use the implicit function theorem and obtain the existence of a maximal open interval \(\mathcal{I}^* := (\overline{\alpha_1}, \overline{\alpha_1})\) containing \(\alpha_1^*\) and a real-analytic function \(\varphi = (\varphi_i)_{1 \leq i \leq 6} : \mathcal{I}^* \to \mathbb{R}^6\) such that \(\varphi_3 \equiv \text{id}\) and \(\varphi(\alpha_1)\) solves (3.47)-(3.51) and satisfies (3.57) for all \(\alpha_1 \in \mathcal{I}^*\).

We now claim that \(\mathcal{I}^*\) is a bounded interval included in \((-\infty, 0)\) and that \(\varphi\) is also bounded. Indeed, the equation (3.50) implies, in view of \(R_\mu > R + 1\), \(\varphi_3^3 > \varphi_4^3\), and \(-\varphi_2^3 > -\varphi_3^3\) that
\[
0 < \max \{ \varphi_4(\alpha_1)^3, -\alpha_1^3 \} \leq \varphi_4(\alpha_1)^3 - \alpha_1^3 < 9\eta^2(1 + R), \quad \alpha_1 \in \mathcal{I}^*.
\]
which implies that
\[ \mathcal{I}^* \subset \left( -9(1 + R)\eta^2)^{1/3}, 0 \right) \quad \text{and} \quad \varphi_4(\mathcal{I}^*) \subset \left( 0, (9(1 + R)\eta^2)^{1/3} \right). \]

Using again (3.50) and the positivity of \( R_\mu - R \) we realize that
\[ 0 < \max \{ \varphi_5(a_1)^3, -\varphi_2(a_1)^3 \} \leq \varphi_5(a_1)^3 - \varphi_2(a_1)^3 < 9\eta^2(1 + R), \quad a_1 \in \mathcal{I}^*, \]

hence the boundedness of \( \varphi_2 \) and \( \varphi_5 \). In a similar way, we use (3.51) to establish the boundedness of \( \varphi_1 \) and \( \varphi_6 \). Next, as a consequence of the boundedness of \( \mathcal{I}^* \) and \( \varphi \), there are two sequences \( \alpha_{1,n} \searrow \alpha_{1} \) and \( \overline{\alpha}_{1,n} \nearrow \overline{\alpha}_1 \) such that the limits
\[ \left( \gamma_1, \beta_1, \alpha_{1,n}, \alpha, \beta, \gamma \right) := \lim_{n \to \infty} \varphi(\alpha_{1,n}) \quad \text{and} \quad \left( \overline{\gamma}_1, \overline{\beta}_1, \overline{\alpha}_{1,n}, \overline{\alpha}, \overline{\beta}, \overline{\gamma} \right) := \lim_{n \to \infty} \varphi(\overline{\alpha}_{1,n}) \]

exist in \( \mathbb{R}^6 \). Clearly \( \left( \gamma_1, \beta_1, \alpha_{1,n}, \alpha, \beta, \gamma \right) \) and \( \left( \overline{\gamma}_1, \overline{\beta}_1, \overline{\alpha}_{1,n}, \overline{\alpha}, \overline{\beta}, \overline{\gamma} \right) \) solve (3.47)-(3.51) but the maximality of the interval \( \mathcal{I}^* = \left( \alpha_{1}, \overline{\alpha}_1 \right) \) prevents them from satisfying (3.57). However, recalling that \( \alpha_{1} < \alpha^*_1 < 0 \) entails that we necessarily have
\[ 0 \in \left\{ \beta_1 - \gamma_1, \alpha_{1} - \beta_1, \alpha, \beta, \alpha - \gamma, -\beta \right\}, \quad (3.59) \]

and
\[ 0 \in \left\{ \overline{\beta}_1 - \overline{\gamma}_1, \overline{\alpha}_{1} - \overline{\beta}_1, \overline{\alpha}, \overline{\beta}, \overline{\alpha} - \overline{\gamma}, \overline{-\beta} \right\}. \quad (3.60) \]

We shall now prove that \( \left( \gamma_1, \beta_1, \alpha_{1}, \alpha, \beta, \gamma \right) = \left( -\gamma, -\beta, -\alpha, -\alpha_1, -\beta_1, -\gamma_1 \right) \) and that

- for \( R_\mu \geq R^M_\mu(R, \eta) \) we have \( \gamma_1 = \beta_1 = \alpha_{1} < 0 \leq \alpha < \beta < \gamma \) and \( \left( \alpha_{1}, \alpha, \beta, \gamma \right) \) is the unique solution of (3.26)-(3.29) satisfying (A.6).
- for \( R_\mu \in (R^*_\mu(R, \eta), R^M_\mu(R, \eta)) \) we have \( \gamma_1 < \beta_1 < \alpha_{1} < 0 = \alpha < \beta < \gamma \) and \( \left( \gamma_1, \beta_1, \alpha_{1}, 0, \beta, \gamma \right) \) is the unique solution of (3.47)-(3.51) satisfying (A.23).

By (3.59) we may face the following three situations: \( \beta_1 = \gamma_1 \) or \( \beta_1 = \alpha_{1} \), \( \beta = \gamma \) or \( \beta = \alpha \), and \( \alpha \) which we handle separately.

**Case (i).** Assume that \( \beta_1 = \gamma_1 \) or \( \beta_1 = \alpha_{1} \). In both cases we deduce from (3.47)-(3.49) that \( \gamma_1 = \beta_1 = \alpha_{1} < 0 \). It then follows from Lemma A.3 (i) that \( \left( \alpha_{1}, \alpha, \beta, \gamma \right) \) satisfies \( \alpha_{1} < 0 \leq \alpha < \beta < \gamma \) and solves (3.26)-(3.29). According to Lemma A.2 such a solution exists only if
\[ R_\mu \geq R^M_\mu(R, \eta). \quad (3.61) \]

Concerning \( \left( \overline{\gamma}_1, \overline{\beta}_1, \overline{\alpha}_{1}, \overline{\alpha}, \overline{\beta}, \overline{\gamma} \right) \), let us first consider the following case:

**Case (i1):** \( \overline{\alpha}_1 < 0 \). Assume for contradiction that \( \overline{\beta}_1 = \overline{\gamma}_1 \) or \( \overline{\beta}_1 = \overline{\alpha}_1 \). Arguing as above, we deduce from (3.47)-(3.49) and Lemma A.3 (i) that \( \overline{\beta}_1 = \overline{\alpha}_1 = \overline{\gamma}_1 < 0 \) and \( \left( \overline{\alpha}_{1}, \overline{\alpha}, \overline{\beta}, \overline{\gamma} \right) \) satisfies \( \overline{\alpha}_1 < 0 \leq \overline{\alpha} < \overline{\beta} < \overline{\gamma} \) and is the unique solution of (3.26)-(3.29) given by Lemma A.2. Thus \( \left( \overline{\alpha}_{1}, \overline{\alpha}, \overline{\beta}, \overline{\gamma} \right) \) coincides with \( \left( \alpha_{1}, \alpha, \beta, \gamma \right) \). Since this fact contradicts the property \( \alpha_{1} < \alpha^*_1 < 0 \), we conclude that
\[ \overline{\gamma}_1 < \overline{\beta}_1 < \overline{\alpha}_1 < 0. \]

Assume next for contradiction that \( \overline{\alpha} < \overline{\beta} \) or \( \overline{\beta} < \overline{\gamma} \). Then \( \overline{\alpha} < \overline{\beta} < \overline{\gamma} \) by (3.48) and it follows from (3.60) that \( \overline{\alpha} = 0 \). According to Lemma A.4, the system (3.47)-(3.51) has
such a solution only if $R^+_\mu(R, \eta) < R_\mu < R^M_\mu(R, \eta)$ which is not compatible with (3.61).

Consequently,

$$0 < \bar{\alpha} = \bar{\beta} = \bar{\gamma},$$

the positivity of $\bar{\pi} = 0$ being a consequence of (3.49). We then infer from Lemma A.3 (ii) that $(-\bar{\alpha}, -\bar{\alpha}_1, -\bar{\beta}_1, -\bar{\gamma}_1)$ is the unique solution of (3.26)-(3.29) given by Lemma A.2 which is known to exist for $R > R^M_\mu(R, \eta)$ since $-\bar{\alpha}_1 > 0$. We have thus shown that, in Case (i), one has necessarily $R_\mu > R^M_\mu(R, \eta)$ and both $(\bar{\alpha}_1, \bar{\alpha}, \bar{\beta}, \bar{\gamma})$ and $(-\bar{\alpha}, -\bar{\alpha}_1, -\bar{\beta}_1, -\bar{\gamma}_1)$ solve (3.26)-(3.29). According to Lemma A.2,

$$(\bar{\alpha}_1, \bar{\alpha}, \bar{\beta}, \bar{\gamma}) = (-\bar{\alpha}, -\bar{\alpha}_1, -\bar{\beta}_1, -\bar{\gamma}_1)$$

and the uniqueness statement in Lemma A.2 entails that the limits as $\alpha_1 \searrow \bar{\alpha}_1$ and $\alpha_1 \nearrow \bar{\alpha}_1$ are both well-defined and uniquely determined. We may thus extend $\varphi$ by continuity to $[\bar{\alpha}_1, \bar{\alpha}_1]$ by

$$\varphi(\bar{\alpha}_1) := (\bar{\alpha}_1, \bar{\alpha}_1, \bar{\alpha}_1, \bar{\alpha}_1)$$

and complete the proof of Proposition 3.7 (a)-(b) in that case.

Case (ii): $\bar{\alpha}_1 = 0$. There are several possibilities which we analyze successively.

- If $\bar{\alpha}_1 < \bar{\beta}_1 < 0 = \bar{\alpha}_1 < \bar{\beta} < \bar{\gamma}$, then $(-\bar{\gamma}, -\bar{\beta}, -\bar{\alpha}_1, -\bar{\beta}_1, -\bar{\gamma}_1)$ is the unique solution to (3.47)-(3.51) found in Lemma A.4. As it only exists when $R^+_\mu(R, \eta) < R_\mu < R^M_\mu(R, \eta)$, this case is excluded according to (3.61).

- If $\bar{\alpha}_1 = \bar{\beta}_1$ or $\bar{\alpha}_1 = \bar{\beta}_1$, then $\bar{\alpha}_1 = \bar{\beta}_1 = \bar{\alpha}_1 = 0$ by (3.47). Owing to (3.48) and (3.49), this in turn implies that $\bar{\gamma} = \bar{\beta} = \bar{\alpha} = 0$ and a contradiction with (3.50). This case is thus excluded as well.

- If $\bar{\alpha}_1 = 0$, then $\bar{\alpha}_1 = \bar{\alpha}$ so that $-\bar{\gamma} < \bar{\beta}_1 = -\bar{\beta} < \bar{\gamma}$ and $(\bar{\alpha}, \bar{\beta}, \bar{\gamma})$ solves (3.15)-(3.17) by Lemma A.3 (iii) with $\bar{\alpha} = 0$. Recalling Lemma A.1 this implies that $R_\mu = R^+_\mu(R, \eta)$ and does not match (3.61) since $R^+_\mu(R, \eta) < R^M_\mu(R, \eta)$. This case is thus also excluded.

- If $\bar{\gamma} = \bar{\beta}$ or $\bar{\alpha}_1 = \bar{\beta}_1$, then $\bar{\gamma}_1 < \bar{\beta}_1 = \bar{\alpha}_1 = 0 < \bar{\alpha} = \bar{\beta} = \bar{\gamma}$ and $(-\bar{\alpha}_1, 0, -\bar{\beta}_1, -\bar{\gamma}_1)$ solves (3.26)-(3.29) by Lemma A.3 (ii) and the previous case. Gathering these information we deduce from Lemma A.2 that necessarily $R_\mu = R^M_\mu(R, \eta)$. Since $(\bar{\alpha}_1, \bar{\alpha}, \bar{\beta}, \bar{\gamma})$ is also a solution of (3.26)-(3.29) when $R_\mu = R^M_\mu(R, \eta)$, we use again Lemma A.2 to conclude that $\alpha_1 = 0$ and $(\bar{\alpha}_1, \bar{\alpha}, \bar{\beta}, \bar{\gamma}) = (-\bar{\gamma}, 0, -\bar{\beta}_1, -\bar{\gamma}_1)$. We then extend $\varphi$ by continuity to $[\bar{\alpha}_1, \bar{\alpha}_1]$ by

$$\varphi(\bar{\alpha}_1) := (\bar{\alpha}_1, \bar{\alpha}_1, \bar{\alpha}_1, 0, \bar{\beta}, \bar{\gamma})$$

and complete the proof of Proposition 3.7 (a)-(b) in that case.

Case (ii). We now turn to the case $\alpha = \beta$ or $\beta = \gamma$. Then, according to Lemma A.3 (ii), $\bar{\gamma}_1 < \bar{\beta}_1 < \bar{\alpha}_1 \leq 0 < \bar{\alpha} = \bar{\beta} = \bar{\gamma}$ and $(-\bar{\gamma}, -\bar{\alpha}_1, -\bar{\beta}_1, -\bar{\gamma}_1)$ is a solution of (3.26)-(3.29). According to Lemma A.2, such a solution exists only if $R_\mu \geq R^M_\mu(R, \eta)$, that is, (3.61) holds true and it satisfies

$$\bar{\alpha} > -\bar{\alpha}_1.$$  

As for $(\bar{\gamma}_1, \bar{\beta}_1, \bar{\alpha}_1, \bar{\alpha}_1, \bar{\beta}, \bar{\gamma})$, we study separately the cases $\bar{\alpha}_1 < 0$ and $\bar{\alpha}_1 = 0$. 

Case (ii1): $\alpha_1 < 0$. Assume first for contradiction that $\alpha = \beta$ or $\beta = \gamma$. Then $\alpha < \beta < \alpha \leq 0 < \alpha = \beta = \gamma$ and $(-\alpha, -\alpha_1, -\beta_1, -\gamma_1)$ solves (3.26)-(3.29) by Lemma A.3 (ii). We then infer from Lemma A.2 that
\[ (-\alpha_1 - \alpha_1, -\beta_1, -\gamma_1, -\gamma_1) = (-\alpha, -\alpha_1, -\beta_1, -\gamma_1), \]
and $\alpha_1 = \alpha_1$ and a contradiction with $\alpha_1 < \alpha_1^* < \alpha_1$. Therefore
\[ \alpha < \beta < \gamma. \] (3.63)
Assume next for contradiction that $\gamma_1 < \beta_1 < \alpha_1$. It then follows from (3.60) and (3.63) that $\alpha = 0$, so that $(\gamma_1, \beta_1, \alpha_1, \beta, \gamma)$ is the solution of (3.47)-(3.51) given by Lemma A.4. Since the existence of such a solution requires $R_{\mu} \in \{R_{\mu}^*(R, \eta), R_{\mu}^M(R, \eta)\}$ according to Lemma A.4, this is not compatible with (3.61) and we again end up with a contradiction. Consequently, $\alpha_1 = \beta_1$ or $\beta_1 = \gamma_1$. Then $\alpha_1 = \beta_1 = \gamma_1 < 0 < \alpha < \beta < \gamma$ and $(\alpha_1, \alpha, \beta, \gamma)$ solves (3.26)-(3.29) by Lemma A.3 (i). Lemma A.2 guarantees that $(\alpha_1, \alpha, \beta, \gamma) = (-\alpha_1, -\alpha_1, -\beta_1, -\gamma_1)$. Recalling (3.62), we realize that $\alpha_1 = -\alpha_1 < \alpha_1$ and thereby obtain a contradiction. We have therefore excluded that $\alpha_1 < 0$ in Case (ii)

Case (ii2): $\alpha_1 = 0$. Arguing as in the analysis of Case (ii2) we exclude the following situations:
\[ -\gamma_1 < \beta_1 < \alpha_1 = 0 < \alpha < \beta < \gamma, \]
\[ -\gamma_1 = \beta_1 \text{ or } \beta_1 = \alpha_1, \]
\[ -\alpha = 0. \]
Consequently $\alpha = \beta$ or $\beta = \gamma$ with $\alpha > 0$. We then argue as at the end of the analysis of Case (ii2) to deduce from Lemma A.2 and Lemma A.3 (ii) that necessarily $R_{\mu} = R_{\mu}^M(R, \eta)$ and that $\alpha = 0$ and $(\alpha_1, \alpha_1, \beta, \gamma) = (-\alpha_1, -\alpha_1, -\beta_1, -\gamma_1)$ is the solution of (3.26)-(3.29) given by Lemma A.2 in that case. We then extend $\varphi$ by continuity to $[\alpha_1, \alpha_1]$ by
\[ \varphi(\alpha_1) := (-\gamma_1, -\beta_1, 0, -\alpha_1, -\alpha_1, -\alpha_1), \] and complete the proof of Proposition 3.7 (a)-(b) in that case.

Case (iii). Owing to the above analysis, we may assume that
\[ \gamma_1 < \beta_1 < \alpha_1 < 0 \quad \text{and} \quad \alpha < \beta < \gamma, \]
and infer from (3.59) that $\alpha = 0$. Then $(\gamma_1, \beta_1, \alpha_1, 0, \beta, \gamma)$ is the unique solution of (3.47)-(3.51) given by Lemma A.4 which only exists for $R_{\mu} \in \{R_{\mu}^*(R, \eta), R_{\mu}^M(R, \eta)\}$. Owing to (3.60), Lemma A.1, Lemma A.2, Lemma A.3, and Lemma A.4, this constraint on $R_{\mu}$ ensures that the only possibility for $(\gamma_1, \beta_1, \alpha_1, \alpha, \beta, \gamma)$ is to be
\[ (\gamma_1, \beta_1, \alpha_1, \alpha, \beta, \gamma) = (-\gamma_1, -\beta_1, 0, -\alpha_1, -\alpha_1, -\alpha_1), \]
Since the limits $(\gamma_1, \beta_1, \alpha_1, \alpha, \beta, \gamma)$ and $(\gamma_1, \beta_1, \alpha_1, \alpha, \beta, \gamma)$ are uniquely determined, we extend $\varphi$ by continuity to $[\alpha_1, \alpha_1]$ by
\[ \varphi(\alpha_1) := (-\gamma_1, -\beta_1, 0, -\alpha_1, -\alpha_1, -\alpha_1), \] and $\varphi(\alpha_1) := (-\gamma_1, -\beta_1, 0, -\alpha_1, -\alpha_1, -\alpha_1)$. This last step completes the proof of Proposition 3.7 (a)-(b).

We next turn to the proof of the property (c) stated in Proposition 3.7. We first consider the case $R_{\mu} \geq R_{\mu}^M(R, \eta)$. Then $\varphi(\alpha_1)$ is given by Lemma A.2 with $\varphi(\alpha_1) = \varphi(\alpha_1) = \alpha_1$.
and satisfies \(-\alpha_1 > \varphi_4(\alpha_1)\). Equivalently, \((\varphi_3 + \varphi_4)(\alpha_1) < 0\) which implies, together with Proposition 3.7 (b) that \((\varphi_3 + \varphi_4)(\alpha_1) = -(\varphi_3 + \varphi_4)(\alpha_1) > 0\). Owing to the continuity of \(\varphi_3 + \varphi_4\), we readily conclude that there is \(\alpha'_1 \in (\alpha_1, \alpha_1)\) such that \((\varphi_3 + \varphi_4)(\alpha'_1) = 0\). Now, \(\varphi(\alpha'_1)\) is a solution of (3.47)-(3.51) satisfying (3.57) and it follows from Lemma A.3 that \((\varphi_1 + \varphi_6)(\alpha'_1) = (\varphi_2 + \varphi_5)(\alpha'_1) = 0\) and \((-\alpha'_1, \varphi_5(\alpha'_1), \varphi_6(\alpha'_1))\) solves (3.15)-(3.17). Consequently, \(-\alpha'_1 = \alpha_1\) by Lemma A.1 and \(\varphi(-\alpha_1)\) is given by Proposition 3.7 (c).

Consider next the case \(R_\mu \in (R_\mu^+, R_\mu^M(R, \eta))\). Then \(\varphi(\alpha_1)\) is given by Lemma A.4 with \(\alpha_1 < 0 = -\varphi_4(\alpha_1)\). Therefore, \((\varphi_3 + \varphi_4)(\alpha_1) < 0\) and we deduce from Proposition 3.7 (b) that \((\varphi_3 + \varphi_4)(\alpha_1) = -(\varphi_3 + \varphi_4)(\alpha_1) > 0\). We then proceed as in the case \(R_\mu \geq R_\mu^M(R, \eta)\) to complete the proof of Proposition 3.7 (c). □

A direct consequence of Lemma A.2, Lemma A.4, and Proposition 3.7 is the following non-existence result.

**Lemma 3.8.** If \(R_\mu \in (R + 1, R_\mu^+(R, \eta)]\), then there is no solution \((\gamma_1, \beta_1, \alpha_1, \alpha, \beta, \gamma)\) of the system (3.47)-(3.51) satisfying

\[
\gamma_1 < \beta_1 < \alpha_1 \leq 0 \leq \alpha < \beta < \gamma \quad \text{and} \quad \alpha_1 \neq -\alpha.
\]

**Proof.** Let \(R_\mu \in (R + 1, R_\mu^+(R, \eta)]\) and assume for contradiction that there exists a solution \((\gamma_1^*, \beta_1^*, \alpha_1^*, \alpha^*, \beta^*, \gamma^*)\) of (3.47)-(3.51) satisfying (3.64). As \((-\gamma^*, -\beta^*, -\alpha^*, -\alpha_1^*, -\beta_1^*, -\gamma_1^*)\) is also a solution of (3.47)-(3.51) and \(\alpha_1^*\) and \(\alpha\) do not vanish simultaneously, we infer from Lemma A.4 that \(\alpha_1 < 0 < \alpha\). Consequently, \((\gamma_1^*, \beta_1^*, \alpha_1^*, \alpha^*, \beta^*, \gamma^*)\) is a solution of (3.47)-(3.51) satisfying (3.57). By Proposition 3.7 this solution belongs to a continuous curve of solutions of (3.47)-(3.51) with one end being a solution of (3.47)-(3.51) given by Lemma A.2 or Lemma A.4. Since such solutions only exist for \(R_\mu > R_\mu^+(R, \eta)\), we obtain a contradiction and complete the proof. □

Now, the outcome of the above analysis enables us to provide a complete picture of the non-symmetric self-similar profiles.

**Proposition 3.9.** Let \((R, R_\mu, \eta)\) be three given positive real numbers.

(a) If \(R_\mu > R_\mu^+(R, \eta)\), there are a bounded interval \(\Lambda := [\ell_-, \ell_+]\) and a function \(\zeta := (\gamma_1, \beta_1, \alpha_1, \alpha, \beta, \gamma) \in C(\Lambda, \mathbb{R}^6)\) that determines a one-parameter family \((F_\ell, G_\ell)\) of solutions of (3.1) such that

(1) The function \(\zeta\) is real-analytic in \((\ell_-, \ell_+)\) and \(\ell_- < 0 < \ell_+\).

(2) The pair \((F_0, G_0)\) is the unique even solution of (3.1) given by Proposition 3.3.

(3) For each \(\ell \in (\ell_-, \ell_+) \setminus \{0\}\) the sextuplet \(\zeta(\ell)\) is a solution of (3.47)-(3.51) satisfying (3.57) and the pair \((F_\ell, G_\ell)\) is the non-symmetric solution of (3.1) given by Proposition 3.6 corresponding to the parameters \(\zeta(\ell)\).

(4) If \(R_\mu \geq R_\mu^M(R, \eta)\), then \(\gamma_1(\ell_-) = \beta_1(\ell_-) = \alpha_1(\ell_-)\), the quadruplet

\[
(\beta_1(\ell_-), \alpha(\ell_-), \beta(\ell_-), \gamma(\ell_-))
\]

is the solution of (3.26)-(3.29) given by Lemma A.2, and

\[
\zeta(\ell_+) = (-\gamma(\ell_-), -\beta(\ell_-), -\alpha(\ell_-), -\alpha_1(\ell_-), -\beta_1(\ell_-), -\gamma_1(\ell_-)).
\]

The pair \((F_{\ell_\pm}, G_{\ell_\pm})\) is the non-symmetric solution of (3.1) given by Proposition 3.5 corresponding to the parameters \((\beta_1(\ell_\pm), \alpha(\ell_\pm), \beta(\ell_\pm), \gamma(\ell_\pm))\).
(a5) If \( R_\mu \in (R^+_\mu(R, \eta), R^M_\mu(R, \eta)) \), then \( \zeta(\ell_-) \) is the solution of (3.47)-(3.51) given by Lemma A.4 satisfying \( \alpha(\ell_-) = 0 \) and
\[
\zeta(\ell_-) = \left( -\gamma(\ell_-), -\beta(\ell_-), -\alpha(\ell_-), -\alpha_1(\ell_-), -\beta_1(\ell_-), -\gamma_1(\ell_-) \right).
\]
The pair \((F_{\ell_\pm}, G_{\ell_\pm})\) is the non-symmetric solution of (3.1) given by Proposition 3.6 corresponding to the parameters \( \zeta(\ell_\pm) \).

(a6) There is no other non-symmetric solution of (3.1).

(b) If \( R_\mu \in (0, R^-_\mu(R, \eta)) \), there are a bounded interval \( \Lambda := [\ell_-, \ell_+] \) and a function \( \zeta := (\gamma_1, \beta_1, \alpha_1, \alpha, \beta, \gamma) \in C(\Lambda, \mathbb{R}^6) \) that determines a one-parameter family \((F_\ell, G_\ell)_{\ell \in \Lambda}\) of solutions of (3.1) such that

(b1) The function \( \zeta \) is real-analytic in \( (\ell_-, \ell_+) \) and \( \ell_- < 0 < \ell_+ \).

(b2) The pair \((F_0, G_0)\) is the unique even solution of (3.1) given by Proposition 3.3.

(b3) For each \( \ell \in (\ell_-, \ell_+) \setminus \{0\} \) the sextuple \((\zeta(\ell)\) is a solution of (3.52)-(3.56) satisfying (3.57) and the pair \((F_\ell, G_\ell)\) is the non-symmetric solution of (3.1) given by Proposition 3.6 corresponding to the parameters \( \zeta(\ell) \).

(b4) If \( R_\mu \in (0, R^+_\mu(R, \eta)) \), then \( \gamma_1(\ell_-) = \beta_1(\ell_-) = \alpha_1(\ell_-) \), the quadruplet
\[
(\beta_1(\ell_-), \alpha(\ell_-), \beta(\ell_-), \gamma(\ell_-))
\]
is the solution of (3.31)-(3.34) associated to that of (3.26)-(3.29) given by Lemma A.2 by the transformation described in Lemma 3.2 (ii), and
\[
\zeta(\ell_-) = \left( -\gamma(\ell_-), -\beta(\ell_-), -\alpha(\ell_-), -\alpha_1(\ell_-), -\beta_1(\ell_-), -\gamma_1(\ell_-) \right).
\]
The pair \((F_{\ell_\pm}, G_{\ell_\pm})\) is the non-symmetric solution of (3.1) given by Proposition 3.5 corresponding to the parameters \((\beta_1(\ell_\pm), \alpha(\ell_\pm), \beta(\ell_\pm), \gamma(\ell_\pm))\).

(b5) If \( R_\mu \in (R^-_\mu(R, \eta), R^+_\mu(R, \eta)) \), then \( \zeta(\ell_-) \) is the solution of (3.52)-(3.56) satisfying \( \alpha(\ell_-) = 0 \) associated to that of (3.47)-(3.51) given by Lemma A.4 by the transformation described in Lemma 3.2 (ii) and
\[
\zeta(\ell_-) = \left( -\gamma(\ell_-), -\beta(\ell_-), -\alpha(\ell_-), -\alpha_1(\ell_-), -\beta_1(\ell_-), -\gamma_1(\ell_-) \right).
\]
The pair \((F_{\ell_\pm}, G_{\ell_\pm})\) is the non-symmetric solution of (3.1) given by Proposition 3.6 corresponding to the parameters \( \zeta(\ell_\pm) \).

(b6) There is no other non-symmetric solution of (3.1).

Proof. Case 1: \( R_\mu > R^+_\mu(R, \eta) \). Let \((\alpha_*, \beta_*, \gamma_*)\) be the unique solution of (3.15)-(3.17) given by Lemma A.1. Observing that \((-\gamma_*, -\beta_*, -\alpha_*, \beta_*, \gamma_*)\) solves (3.47)-(3.51) and satisfies (3.57) for \( R_\mu > R^+_\mu(R, \eta) \) we infer from Proposition 3.7 that there are \( \varrho_1 \in (-\alpha_*, 0) \), \( \varrho_1 \in (-\infty, -\alpha_* \) and a bounded continuous function \( \varphi \in C([\varrho_1, \varrho_1], \mathbb{R}^6) \) such that \( \varphi \) is real-analytic in \((\varrho_1, \varrho_1)\) with \( \varphi_1 = \text{id} \) and satisfies the properties \( (a) \) and \( (b) \) of Proposition 3.7. Setting \( \ell_- := \alpha_* + \varrho_1 < 0 \), \( \ell_+ := \alpha_* + \varphi_1 > 0 \), and \( \zeta(\ell) := \varphi(\ell - \alpha_* \) for \( \ell \in \Lambda := [\ell_-, \ell_+] \), the statements (a1)-(a5) of Proposition 3.9 are straightforward consequences of Proposition 3.7.

In order to prove (a6), assume for contradiction that there exists a non-symmetric self-similar profile solving (3.1) with one of its components having a disconnected support which does not lie on the curve \( \varphi([\varrho_1, \varrho_1]) \) constructed above. In view of Proposition 3.6, this solution corresponds to a sextuplet \((\gamma_1, \beta_1, \alpha_1, \alpha', \beta', \gamma')\) solving (3.47)-(3.51) and satisfying (3.35). The possibility that \( \alpha_1' = 0 \) or \( \alpha' = 0 \) is actually excluded since it corresponds to the solutions of (3.47)-(3.51) described in Lemma A.4 which are already on the curve \( \varphi([\varrho_1, \varrho_1]) \).
Consequently, \((\gamma', \beta', \alpha', \beta', \gamma')\) also satisfies \((3.57)\) and we infer from Proposition 3.7 that there is a function \(\psi := (\psi_k)_{1 \leq k \leq 6} \in C([\underline{x}, \overline{x}], \mathbb{R}^6)\) which is real-analytic in \([\underline{x}, \overline{x}]\) such that \(\psi_3 \equiv \text{id}\) and \(\psi(\alpha_1)\) is a solution to \((3.47)-(3.51)\) satisfying \((3.57)\) for every \(\alpha_1 \in (\underline{x}, \overline{x})\).

We emphasize here that \(\varphi\) and \(\psi\) are defined on the same interval as their end points are uniquely identified in Proposition 3.7 (b) and this also implies that

\[
\varphi(\underline{x}) = \psi(\underline{x}) \quad \text{and} \quad \varphi(\overline{x}) = \psi(\overline{x}).
\]

We further infer from Proposition 3.7 (c) that \(\psi(-\alpha_*) = \varphi(-\alpha_*)\) and the local uniqueness stemming from the implicit function theorem implies that \(\psi\) and \(\varphi\) coincide in a neighborhood of \(-\alpha_*\). Being both real-analytic they actually coincide on \([\underline{x}, \overline{x}]\).

**Case 2:** \(R_\mu \in (0, R_\mu^- (R, \eta))\). This case can actually be deduced from the previous one, thanks to the transformation described in Lemma 3.2 (ii). Recall in particular that the parameter \(R_{\mu,1} = R (1 + R) / R_\mu\) defined in (3.5) ranges in \((R_\mu^+, R, \eta)\), \((R, \eta_1)\) when \(R_\mu \in (0, R_\mu^- (R, \eta))\).

**Lemma 3.10.** Let \(R\), \(R_\mu\), and \(\eta\) be given positive real numbers. If \(R_\mu > R_\mu^+ (R, \eta)\) or \(R_\mu \in (0, R_\mu^- (R, \eta))\), then \(\ell \mapsto \mathcal{E}_* (F_\ell, G_\ell)\) is decreasing on \([\ell_-, 0]\) and increasing on \([0, \ell_+]\) where \((F_\ell, G_\ell)\) is the curve of solutions of (3.1) described in Proposition 3.9.

**Proof.** Case 1: \(R_\mu > R_\mu^+ (R, \eta)\). We keep the notation introduced in Proposition 3.9 and its proof. We infer from Theorem 4.1 (v) that \(\mathcal{E}_* (F_\ell, G_\ell) = \mathcal{M}_2 (F_\ell, G_\ell) / 2\) for all \(\ell \in \Lambda\). Therefore, using the explicit formula found in Proposition 3.6 (i), we have that \(\xi(\ell) := \mathcal{E}_* (F_\ell, G_\ell)\) satisfies

\[
\xi = \frac{1}{90 \eta^2 R_\mu^2} \left[ R(\gamma_5^5 - \gamma_5^5) + (R_\mu - R)^2 (\beta_5^5 - \beta_5^5) - \frac{R(R_\mu - R - 1)^2}{1 + R} (\alpha_5^5 - \alpha_5^5) \right] \tag{3.65}
\]

where \((\gamma_1, \beta_1, \alpha_1, \beta, \gamma)\) is the corresponding solution of \((3.47)-(3.51)\). In order to study the sign of \(\xi'\), we need to determine the derivative of \(\xi = (\gamma_1, \beta_1, \alpha_1, \beta, \gamma)\). It follows from the equations \((3.47)-(3.51)\), after rather lengthy computations, that

\[
\gamma_1 \gamma'_1 = \frac{R_\mu - R - 1}{1 + R} R(\gamma_1 - \gamma_1)(\gamma_1 - \alpha_1) + R(\gamma_1 - \gamma_1)(\alpha_1 - \beta_1) + (\beta - \beta_1)(\gamma_1 - \alpha_1), \quad \alpha_1 > 0,
\]

\[
\beta_1 \beta'_1 = \frac{R(R_\mu - R - 1)}{(1 + R)(R_\mu - R)} \frac{R(\gamma_1 - \gamma_1) + (\beta - \beta_1)(\gamma_1 - \alpha_1)}{(R_1^2 - \gamma_2) + (\beta - \beta_1)(\gamma_1 - \alpha_1)}, \quad \alpha_1 < 0,
\]

\[
\alpha \alpha' = \frac{R(\gamma_1 - \gamma_1)(\beta_1 - \alpha_1) + (\beta - \beta_1)(\gamma_1 - \alpha_1)}{R(\gamma_1 - \gamma_1) + (\beta - \beta_1)(\gamma_1 - \alpha_1)}, \quad \alpha_1 > 0,
\]

\[
\beta \beta' = \frac{R(R_\mu - R - 1)}{(1 + R)(R_\mu - R)} \frac{R(\gamma_1 - \gamma_1)(\beta_1 - \alpha_1) + (\beta - \beta_1)(\gamma_1 - \alpha_1)}{(R_1^2 - \gamma_2) + (\beta - \beta_1)(\gamma_1 - \alpha_1)}, \quad \alpha_1 > 0,
\]

\[
\gamma \gamma' = \frac{R(R_\mu - R - 1)}{1 + R} \frac{R(\gamma_1 - \gamma_1)(\alpha_1 - \beta_1) + (\gamma - \gamma_1)(\alpha_1 - \beta_1) + (\gamma - \gamma_1)(\beta_1 - \alpha_1)}{(R_1^2 - \gamma_2) + (\beta - \beta_1)(\gamma_1 - \alpha_1)}, \quad \alpha_1 < 0.
\]

Recalling \((3.57)\), we realize that \(\alpha' > 0, \beta' > 0, \beta'_1 > 0, \gamma' < 0, \text{ and } \gamma'_1 < 0\) in \((\alpha_1, \overline{\alpha}_1)\).

Differentiating \((3.65)\) and making use of the previous formulas, we deduce that

\[
\xi' = \frac{1}{18 \eta^2 R_\mu^2} \frac{R(R_\mu - R - 1)}{(1 + R)} \frac{R(\gamma_1 - \gamma_1)(\beta - \alpha) + (\beta - \beta_1)(\gamma - \alpha)}{(T_1 + R T_2)} \tag{3.66}
\]
where, making use of (3.47)-(3.49), the terms $T_1$ and $T_2$ may be expressed, after rather lengthy algebraic manipulations, as follows:

$$T_1 := R(\gamma_1^2 - \gamma^2) \left\{ \beta(\gamma - \alpha)(\gamma_1 - \beta_1) - \beta_1(\gamma_1 - \alpha_1)(\gamma - \beta) \right. \\
+ \frac{1 + R}{R} (\beta_1 - \beta)(\gamma_1 - \alpha_1)(\gamma - \alpha) \right\} ,$$

$$T_2 := R(\gamma_1^2 - \gamma^2) \left\{ \gamma(\beta - \alpha)(\gamma_1 - \beta_1) - \gamma_1(\beta_1 - \alpha_1)(\gamma - \beta) \right. \\
+ \frac{1 + R}{R} [\gamma_1(\beta_1 - \alpha_1)(\gamma - \alpha) - \gamma(\beta - \alpha)(\gamma_1 - \alpha_1)] \right\} .$$

Thanks to (3.57), the expressions in the curly brackets of both $T_1$ and $T_2$ are positive. We finally note that, since

$$(\gamma_1^2 - \gamma^2)' = 2\gamma_1\gamma_1' - 2\gamma\gamma' > 0$$

by the explicit formulas above and $(\gamma_1^2 - \gamma^2)(0) = 0$ due to the evenness of $(F_0, G_0)$, $\gamma_1^2 - \gamma^2$ is an increasing function on $\Lambda$ which vanishes at zero. Inserting these information in (3.66) completes the proof.

**Case 2: $R_\mu(0, R_\mu(R, \eta))$.** We use once more the transformation found in Lemma 3.2 (ii) to deduce this case from the previous one. \(\square\)

Collecting all the results established in this section allows us to complete the proof of Theorem 2.1.

**Proof of Theorem 2.1.** The statements (i)-(iii) follow from Propositions 3.3 and 3.9, the unimodal structure of the rescaled energy $\mathcal{E}_*$ stated in (iv) being a consequence of Lemma 3.10. The properties (v)-(viii) of the supports of steady-state solutions of (2.5) are obtained by combining the outcome of Propositions 3.5, 3.6, and 3.9. \(\square\)

3.5. **Variational characterization of even self-similar profiles.** We conclude the analysis of self-similar profiles to (2.2) by a variational characterization of the even self-similar profiles we constructed in Proposition 3.3. More precisely, each of them is the unique minimizer of the scaled energy functional $\mathcal{E}_*$ defined in (2.6).

**Proposition 3.11.** Given positive parameters $(R, R_\mu, \eta)$, there exists a unique minimizer $(F, G)$ of the functional $\mathcal{E}_*$ within $\mathcal{K}^2$. Additionally, both functions $F$ and $G$ are even, belong to $H^1(\mathbb{R})$, and solve the system (3.1) (and are explicitly computed in Proposition 3.3).

**Proof.** Since $\mathcal{E}_*$ is a non-negative and strictly convex functional on the convex set $\mathcal{K}^2$, the existence and uniqueness of a unique minimizer $(F, G) \in \mathcal{K}^2$ of $\mathcal{E}_*$ in $\mathcal{K}^2$ can be established by classical variational arguments, following for instance the lines of the proof of [23, Lemma 2.1]. Moreover, the uniqueness of the minimizer and the rotational invariance of the functional $\mathcal{E}_*$ imply that both functions $F$ and $G$ are even. The $H^1$-regularity can then be proved as in [23, Lemma 2.1] with the help of a technique developed in [25]. We finally argue as in [23, Lemma 2.2] to establish that $(F, G)$ solves (3.1) and complete the proof. \(\square\)

4. **Asymptotic behavior in self-similar variables**

This section is dedicated to the study of the asymptotic behavior of weak solutions to (2.5), as defined in Theorem 4.1.
4.1. **Weak solutions.** Since the change of variables induces a one-to-one correspondence between the set of weak solutions of (2.2) and that of the system (2.5), we obtain from [23] the following existence result.

**Theorem 4.1.** Let \( R, R_\mu, \) and \( \eta \) be given positive constants. Given \((f_0, g_0) \in \mathcal{K}^2\), there exists at least a pair \((f, g) : [0, \infty) \to \mathcal{K}^2\) such that

(i) \((f, g) \in L_\infty(0, \infty; \mathcal{K}^2), \) \((f, g) \in L_2(0, t; H^1(\mathbb{R}; \mathbb{R}^2))\),

(ii) \((f, g) \in C([0, \infty); H^{-1}(\mathbb{R}; \mathbb{R}^2))\) with \((f, g)(0) = (f_0, g_0)\),

and \((f, g)\) is a weak solution of the rescaled system (2.5) in the sense that

\[
\int_{\mathbb{R}} f(t) \xi \, dx - \int_{\mathbb{R}} f_0 \xi \, dx + \int_0^t \int_{\mathbb{R}} f \partial_x \left( \eta^2 (1 + R) f + R g + \frac{x^2}{6} \right) \partial_x \xi \, dx \, d\sigma = 0, \tag{4.1}
\]

\[
\int_{\mathbb{R}} g(t) \xi \, dx - \int_{\mathbb{R}} g_0 \xi \, dx + \int_0^t \int_{\mathbb{R}} g \partial_x \left( \eta^2 R_\mu f + R_\mu g + \frac{x^2}{6} \right) \partial_x \xi \, dx \, d\sigma = 0, \tag{4.2}
\]

for all \( \xi \in C_0^\infty(\mathbb{R}) \) and all \( t \geq 0 \). In addition, \((f, g)\) satisfies the following estimates:

(iii) \( \mathcal{H}(f(t), g(t)) + \int_s^t (\eta^2 \| \partial_x f \|^2_2 + R \eta^{-2} \| \partial_x f + \partial_x g \|^2_2) \, d\sigma \)

\[
\leq \mathcal{H}(f(s), g(s)) + \frac{1}{3} (t - s),
\]

(iv) \( \mathcal{E}_*(f(t), g(t)) + \frac{1}{2} \int_s^t \int_{\mathbb{R}} f \left( \eta^2 (1 + R) \partial_x f + R \partial_x g + \frac{x^2}{3} \right)^2 \, dx \, d\sigma
\]

\[
+ \frac{\Theta}{2} \int_s^t \int_{\mathbb{R}} g \left( \eta^2 R_\mu \partial_x f + R_\mu \partial_x g + \frac{x^2}{3} \right)^2 \, dx \, d\sigma \leq \mathcal{E}_*(f(s), g(s)),
\]

(v) \( \mathcal{M}_2(f(t), g(t)) + \int_s^t \mathcal{M}_2(f(\sigma), g(\sigma)) \, d\sigma = \mathcal{M}_2(f(s), g(s)) + 2 \int_s^t \mathcal{E}_*(f(\sigma), g(\sigma)) \, d\sigma
\]

for all \( s \in [0, \infty) \setminus \mathcal{N} \) and \( t \in [0, \infty) \) with \( s \leq t \), \( \mathcal{N} \) being a measurable subset of \((0, \infty)\) with Lebesgue measure zero. The functionals \( \mathcal{E}_*, \mathcal{M}_2, \) and \( \mathcal{H} \) are defined by (2.6), (2.7), and

\[
\mathcal{H}(u, v) := \int_{\mathbb{R}} (u \ln u + \Theta v \ln v) \, dx, \tag{4.3}
\]

respectively.

Furthermore, if \( f_0 \) and \( g_0 \) are even, then \( f(t) \) and \( g(t) \) are even functions for all \( t \in (0, \infty) \).

A classical consequence of Theorem 4.1 is that \((f, g)\) solves (2.5) in the sense of distributions, that is,

\[
\partial_t f = \partial_x \left( f \partial_x \left( \eta^2 (1 + R) f + R g + \frac{x^2}{6} \right) \right) =: \partial_x J_f, \tag{4.4}
\]

\[
\partial_t g = \partial_x \left( g \partial_x \left( \eta^2 R_\mu f + R_\mu g + \frac{x^2}{6} \right) \right) =: \partial_x J_g \tag{4.5}
\]

in \( \mathcal{D}'((0, \infty) \times \mathbb{R}) \).

**Remark 4.2.** It is easy to see that the identity (v) is valid for all \( 0 \leq s \leq t \).
Proof of Theorem 4.1. Let \((\phi, \psi)\) denote the weak solution of (2.2) constructed in [23, Theorem 1.1] by using the gradient flow structure of (2.2) with respect to the 2-Wasserstein distance in the space of probability measures with finite second moment. The function \((f, g)\) defined by the transformation (2.4) is then a weak solution of (2.5) and all the properties stated in Theorem 4.1 readily follow from those enjoyed by \((\phi, \psi)\) which are established in [23]. Moreover, the time evolution \((v)\) of the second moment is derived from (4.1), (4.2), and the estimate (iv) by choosing a suitable approximating sequence \((\xi_n)_n \subset C_0^\infty(\mathbb{R})\) for the function \(x \mapsto x^2\).

Finally, if \(f_0\) and \(g_0\) are even, then the solution \((\phi, \psi)\) of (2.2) constructed in [23] has the property that both \(\phi(t)\) and \(\psi(t)\) are even for almost all \(t \geq 0\), and, by (2.4) and the continuity property established in Theorem 4.1 (ii), \(f(t)\) and \(g(t)\) also enjoy this property for all \(t > 0\).

\(\square\)

4.2. Convergence. In order to prove Theorem 2.2 we exploit the estimates recalled for weak solutions \((f, g)\) of (2.5) in Theorem 4.1 to identify the cluster points of \((f(t), g(t))_{t \geq 0}\) as \(t \to \infty\) for the weak topology of \(L_2(\mathbb{R}, \mathbb{R}^2)\). More precisely, given \((f_0, g_0) \in K^2\) and a weak solution \((F, G)\) to (2.5) as in Theorem 4.1, we define the \(\omega\)-limit set \(\omega(f_0, g_0)\) for the weak topology of \(L_2(\mathbb{R}, \mathbb{R}^2)\) as follows:

\[
\omega(f_0, g_0) := \left\{ (F_\infty, G_\infty) \in K^2 \text{ and there exists a sequence } (t_n)_{n \geq 1} \text{ satisfying } t_n \to \infty \text{ and } (f(t_n), g(t_n)) \to (F_\infty, G_\infty) \text{ in } L_2(\mathbb{R}, \mathbb{R}^2) \text{ as } n \to \infty \right\}.
\]

(4.6)

Proposition 4.3. The \(\omega\)-limit set \(\omega(f_0, g_0)\) is non-empty and bounded in \(H^1(\mathbb{R}, \mathbb{R}^2)\) and in \(L_1(\mathbb{R}, (1 + x^2)dx, \mathbb{R}^2)\) and is connected in \(H^{-3}(\mathbb{R}, \mathbb{R}^2)\). In addition, if \((F_\infty, G_\infty) \in \omega(f_0, g_0)\), then \((F_\infty, G_\infty)\) solves (3.1), i.e. is a stationary solution of (2.5).

Proof. We first note that Theorem 4.1 (iv) and (v) guarantee that

\[
\mathcal{E}_*(f(t), g(t)) \leq \mathcal{E}_*(f_0, g_0), \quad t \geq 0,
\]

(4.7)

\[
\int_0^\infty \mathcal{I}(f(s), g(s))ds \leq \mathcal{E}_*(f_0, g_0),
\]

(4.8)

\[
\mathcal{M}_2(f(t), g(t)) \leq \mathcal{M}_2(f_0, g_0)e^{-t} + 2\mathcal{E}_*(f_0, g_0)(1 - e^{-t}), \quad t \geq 0,
\]

(4.9)

where the entropy dissipation is defined in (2.13). We first deduce from (4.7) and (4.9) that the trajectory \(\{(F(t), G(t)) : t \geq 0\}\) is bounded in \(K^2\). The reflexivity of \(L_2(\mathbb{R}, \mathbb{R}^2)\) and the Dunford-Pettis theorem then ensure that \(\omega(f_0, g_0)\) is non-empty and bounded in \((L_1(\mathbb{R}, (1 + x^2)dx, \mathbb{R}^2) \cap L_2(\mathbb{R}, \mathbb{R}^2))\). It further follows from (4.7), (4.9), and the classical bounds

\[
\int_\mathbb{R} h(x) |\ln h(x)| dx \leq C + \int_\mathbb{R} h(x) \left(1 + x^2\right) dx + \|h\|_2^2,
\]

\[
\int_\mathbb{R} h(x) \ln h(x) \geq -C - \int_\mathbb{R} h(x) \left(1 + x^2\right) dx,
\]

see [23, Lemma A.1] for instance, that

\[
|\mathcal{H}(f(t), g(t))| \leq C, \quad t \geq 0,
\]
the constant $C$ being independent of $t$. Together with Theorem 4.1 (iii), this gives
\[
\int_{t-1}^{t+1} (\eta^2 \|\partial_x f(s)\|^2_2 + R\eta^{-2}\|\nabla^2 \partial_x f + \partial_x g(s)\|^2_2) \, ds \leq C , \quad t \geq 1 . \quad (4.10)
\]

Consider now $(F_\infty, G_\infty) \in \omega(f_0, g_0)$ and a sequence $(t_n)_{n \geq 1}$ of positive real numbers such that
\[
t_n \to \infty \quad \text{and} \quad (f(t_n), g(t_n)) \to (F_\infty, G_\infty) \quad \text{in} \quad L_2(\mathbb{R}, \mathbb{R}^2) . \quad (4.11)
\]
Owing to (4.11), we may assume without loss of generality that $t_n > 1$ for all $n \geq 1$ and we define functions $(f_n, g_n) : (-1, 1) \times \mathbb{R} \to \mathbb{R}^2$ by the relation
\[
(f_n(s, x), g_n(s, x)) := (f(s + t_n, x), g(s + t_n, x)) , \quad (s, x) \in (-1, 1) \times \mathbb{R} . \quad (4.12)
\]
We infer from (4.7)-(4.10) that
\[
(f_n, g_n)_n \quad \text{is bounded in} \quad L_\infty((-1, 1); K^2) , \quad (4.13)
\]
\[
(f_n, g_n)_n \quad \text{is bounded in} \quad L_2((-1, 1); H^1(\mathbb{R}, \mathbb{R}^2)) , \quad (4.14)
\]
and
\[
\lim_{n \to \infty} \int_{-1}^{1} \mathcal{I}(f_n(s), g_n(s)) \, ds = \lim_{n \to \infty} \int_{-1+tn}^{1+tn} \mathcal{I}(f(t), g(t)) \, dt = 0 . \quad (4.15)
\]
Moreover, it follows from (4.4) that $\partial_t f_n = \partial_x J_{f_n}$ in $\mathcal{D}'((-1, 1) \times \mathbb{R})$, whereby in virtue of (4.13), (4.15), and Hölder’s inequality we have
\[
\|J_{f_n}\|_{L_2((-1, 1); L_{4/3}(\mathbb{R}))} \leq\int_{-1}^{1} \left\| \sqrt{f_n(s)} \right\|_4^2 \left\| \sqrt{f_n(s)} \right\|_4 \left( \eta^2 (1 + R) \partial_x f_n + R \partial_x g_n + \frac{x}{3} \right) (s) \, ds
\]
\[
\leq C \int_{-1}^{1} \mathcal{I}(f_n(s), g_n(s)) \, ds \to 0
\]
as $n \to \infty$. Consequently $\partial_t f_n = \partial_x J_{f_n} \in L_2((-1, 1); (W_1^4(\mathbb{R}))')$ for all $n \geq 1$ and
\[
\partial_t f_n \to 0 \quad \text{in} \quad L_2((-1, 1); (W_1^4(\mathbb{R}))') . \quad (4.16)
\]
Proceeding in a similar way, we deduce from (4.5), (4.13), (4.15), and Hölder’s inequality that
\[
\partial_t g_n \to 0 \quad \text{in} \quad L_2((-1, 1); (W_1^4(\mathbb{R}))') . \quad (4.17)
\]
We now infer from (4.11), (4.16), and (4.17) that
\[
(f_n, g_n) \to (F_\infty, G_\infty) \quad \text{in} \quad C([-1, 1]; (W_1^4(\mathbb{R}))') . \quad (4.18)
\]
Indeed, for $\xi \in W_1^4(\mathbb{R})$,
\[
\left| \int_{\mathbb{R}} (f_n(s) - F_\infty) \xi \, dx \right| = \left| \int_{0}^{s} \int_{\mathbb{R}} \partial_t f_n(s) \xi \, dx \, ds \right|
\]
\[
\leq \int_{0}^{s} \|\partial_t f_n(s)\|_{(W_1^4(\mathbb{R}))'} \|\xi\|_{W_1^4} \, ds
\]
\[
\leq \|\xi\|_{W_1^4} \int_{-1}^{1} \|\partial_t f_n(s)\|_{(W_1^4(\mathbb{R}))'} \, ds ,
\]
hence the claim. Furthermore, invoking [23, Lemma 3.2], the embedding $H^1(\mathbb{R}) \cap L_1(\mathbb{R}, (1 + x^2) \, dx)$ in $L_2(\mathbb{R})$ is compact and moreover the embedding of $L_2(\mathbb{R})$ in $(W_1^4(\mathbb{R}))'$ is continuous.
Thanks to (4.13), (4.14), (4.16), and (4.17), we are in a position to apply [32, Corollary 4] and use (4.18) to conclude that there is a subsequence of \(((f_n, g_n))_n\) (not relabeled) such that
\[
(f_n, g_n) \to (F_\infty, G_\infty) \quad \text{in} \quad L_2((-1, 1) \times \mathbb{R}, \mathbb{R}^2),
\]
\[
(\partial_t f_n, \partial_x g_n) \to (\partial_t F_\infty, \partial_x G_\infty) \quad \text{in} \quad L_2((-1, 1) \times \mathbb{R}, \mathbb{R}^2).
\]
Consequently, owing to (4.10) and (4.20), \((F_\infty, G_\infty)\) lies in a bounded subset of \(H^1(\mathbb{R}, \mathbb{R}^2)\), which proves the boundedness of \(\omega(f_0, g_0)\) in \(H^1(\mathbb{R}, \mathbb{R}^2)\). Additionally, we deduce from (4.19) that there is (at least) a sequence \((s_n)_n\) such that \(s_n \in (-1 + t_n, 1 + t_n) \setminus \mathcal{N}\) for all \(n \geq 1\) and
\[
(f(s_n), g(s_n)) \to (F_\infty, G_\infty) \quad \text{in} \quad L_2(\mathbb{R}, \mathbb{R}^2).
\]
Finally, it follows from (4.13), (4.19), and (4.20) that
\[
\sqrt{f_n} \partial_x \left( \eta^2 (1 + R) f_n + R g_n + \frac{x^2}{6} \right) \to \sqrt{F_\infty} \partial_x \left( \eta^2 (1 + R) F_\infty + R G_\infty + \frac{x^2}{6} \right)
\]
in \(L_1((-1, 1) \times \mathbb{R})\), while (4.15) guarantees that it converges strongly to zero in \(L_2((-1, 1) \times \mathbb{R})\). Therefore,
\[
\sqrt{F_\infty} \partial_x \left( \eta^2 (1 + R) F_\infty + R G_\infty + \frac{x^2}{6} \right) = 0 \quad \text{a.e. in} \quad \mathbb{R}.
\]
A similar argument ensures that
\[
\sqrt{G_\infty} \partial_x \left( R F_\infty + R \eta^2 G_\infty + \frac{x^2}{6} \right) = 0 \quad \text{a.e. in} \quad \mathbb{R},
\]
so that \((F_\infty, G_\infty)\) solves (3.1).

Finally the fact that \(\omega(f_0, g_0)\) is connected in \(H^{-3}(\mathbb{R})\) is a consequence of the time continuity of \(f\) and \(g\) in \(H^{-3}(\mathbb{R})\) and the compactness of \(\omega(f_0, g_0)\) in \(L_2(\mathbb{R})\).

\[\square\]

**Lemma 4.4.** There exists \(L > 0\) such that, for all \((F_\infty, G_\infty) \in \omega(f_0, g_0),\)
\[
\mathcal{E}_*(F_\infty, G_\infty) = \frac{1}{2} \mathcal{M}_2(F_\infty, G_\infty) = L.
\]

*Proof.* Since \(t \mapsto \mathcal{E}_*(f(t), g(t))\) is a positive function which is non-increasing on \([0, \infty) \setminus \mathcal{N},\) it follows from Theorem 4.1 (iv) that there exists a constant \(L \geq 0\) such that
\[
\mathcal{E}_*(f(t), g(t)) \searrow L \quad \text{as} \quad t \nearrow \infty, \quad t \notin \mathcal{N}.
\]

Defining the function \(m_2(t) := \mathcal{M}_2(f(t), g(t)) - 2L\) for \(t \geq 0,\) we deduce from the assertions (iv) and (v) of Theorem 4.1 that \(m_2\) is differentiable almost everywhere in \((0, \infty),\) with
\[
\frac{dm_2}{dt} + m_2 = 2(\mathcal{E}_*(f, g) - L) \quad \text{a.e. in} \quad (0, \infty).
\]
Consequently, \(m_2\) is a non-negative function and
\[
m_2(t) = m_2(0)e^{-t} + 2 \int_0^t (\mathcal{E}_*(f(s), g(s)) - L)e^{s-t} \, ds + 2 \int_t^\infty (\mathcal{E}_*(f(s), g(s)) - L)e^{s-t} \, ds
\]
for all $0 < \tau < t$. Given $\varepsilon > 0$, we infer from (4.23) that there is $t_\varepsilon > 0$ such that $L \leq \mathcal{E}_s(f(s), g(s)) < L + \varepsilon$ for every $s \geq t_\varepsilon$ with $s \not\in \mathcal{N}$. Taking $t > t_\varepsilon$ and $\tau = t_\varepsilon$ in the above identity and using (4.7), we obtain

$$0 \leq m_2(t) \leq m_2(0)e^{-t} + 2(\mathcal{E}_s(f_0, g_0) - L) (e^{t_\varepsilon} - 1) e^{-t} + 2\varepsilon (1 - e^{t_\varepsilon - t}) .$$

Letting first $t \to \infty$ and then $\varepsilon \to 0$ we conclude that

$$\lim_{t \to \infty} \mathcal{M}_2(f(t), g(t)) = 2L . \quad (4.24)$$

Now, take $(F_\infty, G_\infty) \in \omega(f_0, g_0)$. By Proposition 4.3 and in particular (4.21), $(F_\infty, G_\infty)$ is a stationary solution to (2.5) and there is a sequence $(t_n)_n \subset (0, \infty) \setminus \mathcal{N}$ such that $t_n \to \infty$ and

$$(f(t_n), g(t_n)) \to (F_\infty, G_\infty) \quad \text{in} \quad L_2(\mathbb{R}, \mathbb{R}^2) . \quad (4.25)$$

Since $(F_\infty, G_\infty)$ is a stationary solution to (2.5), we infer from Theorem 4.1 (v) that

$$\mathcal{M}_2(F_\infty, G_\infty) = 2\mathcal{E}_s(F_\infty, G_\infty) , \quad (4.26)$$

or, alternatively, owing to (2.6),

$$\mathcal{M}_2(F_\infty, G_\infty) = 3\mathcal{E}(F_\infty, G_\infty) . \quad (4.27)$$

Next, the convergence (4.25) gives

$$\mathcal{E}(F_\infty, G_\infty) = \lim_{n \to \infty} \mathcal{E}(f(t_n), g(t_n)) . \quad (4.28)$$

Since $\mathcal{E}_s(f, g) = \mathcal{E}(f, g) + \mathcal{M}_2(f, g)/6$ by (2.6), it follows from (4.23), (4.24), (4.27), and (4.28) that

$$\mathcal{E}_s(F_\infty, G_\infty) = \mathcal{E}(F_\infty, G_\infty) + \frac{1}{6} \mathcal{M}_2(F_\infty, G_\infty) = \frac{3}{2} \mathcal{E}(F_\infty, G_\infty)$$

$$= \frac{3}{2} \lim_{n \to \infty} \mathcal{E}(f(t_n), g(t_n)) = \frac{3}{2} \lim_{n \to \infty} \left[ \mathcal{E}_s(f(t_n), g(t_n)) - \frac{1}{6} \mathcal{M}_2(f(t_n), g(t_n)) \right]$$

$$= \frac{3}{2} \left( L - \frac{L}{3} \right) = L .$$

Recalling (4.26), we find $\mathcal{M}_2(F_\infty, G_\infty) = 2L > 0$. \hfill \square

We are now in a position to prove our convergence result Theorem 2.2.

**Proof of Theorem 2.2.** Consider $(f_0, g_0) \in \mathcal{K}^2$ and let $(f, g)$ be the corresponding solution to (2.5) given by Theorem 4.1. We aim at showing that $\omega(f_0, g_0)$ contains only one element. Indeed, we infer from Theorem 2.1, Proposition 4.3, and Lemma 4.4 that there is $L > 0$ such that

$$\omega(f_0, g_0) \subset \mathcal{S}_L := \{(F_\ell, G_\ell) : \ell \in \Lambda \text{ and } \mathcal{E}_s(F_\ell, G_\ell) = L\} .$$

According to Theorem 2.1 the set $\mathcal{S}_L$ contains at most two elements so that $\omega(f_0, g_0)$ is a discrete set and also contains at most two elements. Since it is connected in $H^{-3}(\mathbb{R})$ by Proposition 4.3 we conclude that it is reduced to a single element $(F_\infty, G_\infty) \in \mathcal{S}_L$. Consequently, $(f(t), g(t))_{t \geq 0}$ converges weakly towards $(F_\infty, G_\infty)$ in $L_2(\mathbb{R}, \mathbb{R}^2)$ as $t \to \infty$. 
We now claim that \((f(t), g(t))_{t \geq 0}\) converges towards \((F_\infty, G_\infty)\) as \(t \to \infty\) in \(L_2(\mathbb{R}, \mathbb{R}^2)\). To this end, we argue by contradiction and assume that there exist a sequence \(t_n \to \infty\) and \(\varepsilon > 0\) such that

\[
\mathcal{E}(f(t_n) - F_\infty, g(t_n) - G_\infty) \geq \varepsilon \quad \text{for all } n \geq 1.
\]

Owing to the estimate \((iv)\) of Theorem 4.1 we may assume, after extracting eventually a subsequence, that \((\mathcal{E}(f(t_n), g(t_n)))_{n \geq 1}\) converges in \(\mathbb{R}\). Since

\[
\varepsilon \leq \mathcal{E}(f(t_n) - F_\infty, g(t_n) - G_\infty)
= \mathcal{E}(f(t_n), g(t_n)) + \varepsilon \int_{\mathbb{R}} f(t_n) F_\infty \, dx
- R \int_{\mathbb{R}} \left( \eta f(t_n) + \frac{1}{\eta} g(t_n) \right) \left( \eta F_\infty + \frac{1}{\eta} G_\infty \right) \, dx,
\]

the weak convergence in \(L_2(\mathbb{R}, \mathbb{R}^2)\) ensures, after passing to the limit \(n \to \infty\), that

\[
\lim_{n \to \infty} \mathcal{E}(f(t_n), g(t_n)) \geq \varepsilon + \mathcal{E}(F_\infty, G_\infty).
\] (4.29)

Due to Theorem 4.1 \((iv)\), there exists a sequence \(s_n \to \infty\) with \(s_n < t_n\) and \(s_n \notin \mathcal{N}\) for all \(n \geq 1\). In view of Theorem 4.1 \((iv)\) we get

\[
\mathcal{E}_*(f(t_n), g(t_n)) \leq \mathcal{E}_*(f(s_n), g(s_n)) \quad \text{for all } n \geq 1.
\]

Since \(\mathcal{E}_*(f(s_n), g(s_n)) \to \mathcal{E}_*(F_\infty, G_\infty) = \mathcal{E}(F_\infty, G_\infty) + \mathcal{M}_2(F_\infty, G_\infty)/6\) as \(n \to \infty\), we obtain from (4.22), (4.24), and (4.29), after passing to the limit \(n \to \infty\) in the previous inequality, that

\[
\mathcal{E}(F_\infty, G_\infty) + \mathcal{M}_2(F_\infty, G_\infty)/6 \geq \lim_{n \to \infty} \mathcal{E}_*(f(t_n), g(t_n))
= \lim_{n \to \infty} \left( \mathcal{E}(f(t_n), g(t_n)) + \frac{1}{6} \mathcal{M}_2(f(t_n), g(t_n)) \right)
\geq \varepsilon + \mathcal{E}(F_\infty, G_\infty) + \mathcal{M}_2(F_\infty, G_\infty)/6,
\]

which is a contradiction. This shows that our assumption was false, thus \((f(t), g(t))_{t \geq 0}\) converges towards \((F_\infty, G_\infty)\) as \(t \to \infty\) in \(L_2(\mathbb{R}, \mathbb{R}^2)\).

Now, assume for contradiction that \(\mathcal{M}_2(|f(t) - F_\infty|, |g(t) - G_\infty|)\) does not converge to zero as \(t \to \infty\). There are then a sequence of positive times \((t_k)_{k \geq 1}, t_k \to \infty, \) and \(\delta > 0\) such that \(\mathcal{M}_2(|f(t_k) - F_\infty|, |g(t_k) - G_\infty|) > \delta\). Owing to the strong convergence of \((f(t), g(t))\) towards \((F_\infty, G_\infty)\) in \(L_2(\mathbb{R}, \mathbb{R}^2)\) we may assume, after possibly extracting a further subsequence, that \((f(t_k), g(t_k))\) converges almost everywhere in \(\mathbb{R}\) towards \((F_\infty, G_\infty)\). Since \((F_\infty, G_\infty) \in \mathcal{K}^2\), we infer from the dominated convergence theorem

\[
\lim_{k \to \infty} \int_{\mathbb{R}} \left[ x^2 f(t_k, x) - x^2 f(t_k, x) - F_\infty(x) \right] \, dx = \int_{\mathbb{R}} x^2 F_\infty(x) \, dx,
\]

\[
\lim_{k \to \infty} \int_{\mathbb{R}} \left[ x^2 g(t_k, x) - x^2 g(t_k, x) - G_\infty(x) \right] \, dx = \int_{\mathbb{R}} x^2 G_\infty(x) \, dx.
\]

This implies that

\[
\lim_{k \to \infty} \left[ \mathcal{M}_2(f(t_k), g(t_k)) - \mathcal{M}_2(|f(t_k) - F_\infty|, |g(t_k) - G_\infty|) \right] = \mathcal{M}_2(F_\infty, G_\infty),
\]
hence, thanks to Lemma 4.4 and (4.24),
\[
\lim_{k \to \infty} \mathcal{M}_2(|f(t_k) - F_\infty|, |g(t_k) - G_\infty|) = 0,
\]
and a contradiction. We have thus shown that \((f(t), g(t))_{t \geq 0}\) converges towards \((F_\infty, G_\infty)\) in \(L_1(\mathbb{R}, (1 + x^2)dx, \mathbb{R}^2) \cap L_2(\mathbb{R}, \mathbb{R}^2)\).

Finally, we show that the first moment of each weak solution of (2.5) vanishes at an exponential rate.

**Proposition 4.5.** Define the first moment
\[
\mathcal{M}_1(u, v) := \int_\mathbb{R} (u + \Theta v)(x) x \, dx \quad \text{for } (u, v) \in K^2.
\]
If \((f, g)\) is a non-negative weak solution of (2.5), then
\[
\mathcal{M}_1(f(t), g(t)) = \mathcal{M}_1(f_0, g_0)e^{-t/3} \quad \text{for all } t \geq 0.
\]

**Remark 4.6.** Particularly, relation (4.30) ensures that every steady state \((F_\infty, G_\infty)\) of (2.5) satisfies the identity \(\mathcal{M}_1(F_\infty, G_\infty) = 0\).

**Proof.** Choosing a suitable approximating sequence \((\xi_n)_n \subset C^\infty_0(\mathbb{R})\) for the identity mapping on \(\mathbb{R}\), we obtain in view of (4.1), (4.2), and the estimate (iv) of Theorem 4.1 the following relation
\[
\mathcal{M}_1(f(t), g(t)) - \mathcal{M}_1(f(s), g(s)) + \frac{1}{3} \int_s^t \mathcal{M}_1(f(\sigma), g(\sigma)) \, d\sigma = 0
\]
for all \(t \geq s \geq 0\). This yields the desired claim.

\[\square\]

5. **Numerical simulations**

In this section we present the results of several numerical simulations realized in the context of the rescaled system (2.5). We use the fully discrete finite volume scheme for degenerate parabolic equations presented in [3, Section 3.2], its accuracy being tested for the numerical simulation of various degenerate and non-degenerate parabolic equations in [3] and which we present below. More precisely, we will compute the evolution of non-negative initial configurations \((f_0, g_0)\) that are compactly supported in the interval \(I := (-5, 5)\). This interval is discretized uniformly as follows
\[-5 := x_{1/2} < x_1 < x_{3/2} < \ldots < x_{N_x} < x_{N_x+1/2} = 5,\]
whereby \(N_x \in \mathbb{N}\) and \(N_x \delta = 10\). Here \(\delta/2\) denotes the spatial step size and \(N_x\) is the number of control volumes \(\{K_i = (x_{i-1/2}, x_{i+1/2})\}_{1 \leq i \leq N_x}\). The time step is denoted by \(\Delta t > 0\) and \(t^n := n\Delta t\) for all non-negative integers \(n\) less than or equal to the integer value \(\lfloor T/\Delta t\rfloor\), \(T > 0\) being a positive fixed time. The initial data \((f_0, g_0)\) are discretized as follows:
\[f_i^0 := \delta^{-1} \int_{K_i} f_0 \, dx, \quad g_i^0 := \delta^{-1} \int_{K_i} g_0 \, dx, \quad 1 \leq i \leq N_x.\]
Observe that the system (2.5) is written more compactly in the form
\[
\begin{align*}
\partial_t f + \partial_x (-J_f) &= 0, \\
\partial_t g + \partial_x (-J_g) &= 0,
\end{align*}
\]
with \(-J_f = fV_f\) and \(-J_g = gV_g\) being the advective fluxes defined in (4.4)-(4.5) and the velocities \(V_f\) and \(V_g\) given by

\[
V_f := -\partial_x \left( \eta^2 (1 + R)f + Rg + \frac{x^2}{6} \right), \quad V_g := -\partial_x \left( \eta^2 R\mu f + R\mu g + \frac{x^2}{6} \right).
\]

In our setting the fully discrete scheme developed in [3] for computing the approximation \((f^n_i, g^n_i)\) of the weak solution \((f,g)\) of (2.5) on \(K_i\) at time \(t^n\) reads

\[
\begin{aligned}
\frac{f^n_{i+1} - f^n_i}{\Delta t} + F^n_{i+1/2} - F^n_{i-1/2} &= 0, \\
\frac{g^n_{i+1} - g^n_i}{\Delta t} + G^n_{i+1/2} - G^n_{i-1/2} &= 0,
\end{aligned}
\]

for \(1 \leq i \leq N_x - 1\) and \(0 \leq n \leq \lceil T/\Delta t \rceil - 1\). Here, \(F^n_{i+1/2}\) and \(G^n_{i+1/2}\) approximate the fluxes \(-J_f\) and \(-J_g\) at \((t^n, x_{i+1/2})\), respectively, and are discretized by the upwind method

\[
F^n_{i+1/2} = (A^n_{i+1/2})^+ f^n_i - (A^n_{i+1/2})^- f^n_{i+1}, \quad G^n_{i+1/2} = (B^n_{i+1/2})^+ g^n_i - (B^n_{i+1/2})^- g^n_{i+1},
\]

where \(x^+ = \max\{0, x\}\) and \(x^- = \max\{0, -x\}\). Furthermore, \(A_{i+1/2}\) and \(B_{i+1/2}\) approximate the velocities \(V_f\) and \(V_g\) at \((t^n, x_{i+1/2})\), respectively, and are defined by

\[
\begin{aligned}
A_{i+1/2} := -\frac{x_{i+1} + x_i}{6} - (1 + R)\eta^2 \frac{f_{i+1}^n - f^n_i}{h} - R\mu \frac{g^n_{i+1} - g^n_i}{h}, \\
B_{i+1/2} := -\frac{x_{i+1} + x_i}{6} - \eta^2 R\mu \frac{f_{i+1}^n - f^n_i}{h} - R\mu \frac{g^n_{i+1} - g^n_i}{h}.
\end{aligned}
\]

Finally, because we expect the weak solutions to remain compactly supported, which is also suggested by the numerical simulations, we supplement (5.1) and (5.2) by no-flux conditions on the boundary \(\partial T\).

Our simulations are all performed in the regime \(R\mu < R\mu^- (R, \eta)\). This regime is physically highly relevant as \(R\mu < R\mu^- (R, \eta)\) exactly when

\[
\frac{\mu_-}{\mu_+} < \frac{\rho_- - \rho_+^2}{\rho_+^2 + (\eta^2 \rho_- + \rho_+^2)^2 (\rho_- - \rho_+^2)}.
\]

The inequality (5.3) holds for example when the denser fluid is water, the other one is rapeseed oil, and \(\eta = 1\). Indeed, at 20°C, water has density \(\rho_- \approx 1 \text{ kg/litre}\) and viscosity \(\mu_- \approx 1 \text{ mPa} \cdot \text{s}\), respectively \(\rho_+ \approx 0.92 \text{ kg/litre}\) and \(\mu_+ \approx 67.84 \text{ mPa} \cdot \text{s}\) for rapeseed oil, cf. [17].

The scope of the simulations is threefold. First, it can be seen from Figures 4-6 that if the initial data are compactly supported they remain so as time evolves. This suggests that the supports of weak solutions of (2.5), and also of (1.1), propagate with finite speed.

Secondly, we have rigorously established in Theorem 2.2 that weak solutions which correspond to even initial data converge towards the unique even stationary solution \((F_0, G_0)\) of (2.5). This even self-similar profile has the property that the positivity set of \(F_0\) consists on two intervals if \(R_\mu < R\mu^- (R, \eta)\), cf. Proposition 3.6. Hence, if the initial data have connected positivity sets, then the denser film will break at least in infinite time. Figure 4 suggests that in fact the film rupture occurs in finite time.
Figure 4. Time evolution (from left up to right down) of the weak solution of (2.5) corresponding to an even initial configuration for $\eta = 1$, $R = 1$, $R_{\mu} = 0.05$, $\Delta t = 10^{-5}$, and $N_x = 1000$. The blue line is $f$, the dashed red line is $g$, and the dash-dotted black line is $\eta^2 f + g$.

Figure 5. Time evolution of the weak solution corresponding to a non-symmetric initial configuration for $\eta = 1$, $R = 4$, $R_{\mu} = 0.7$, $\Delta t = 10^{-5}$, and $N_x = 1000$. The blue line is $f$, the dashed red line is $g$, and the dash-dotted black line is $\eta^2 f + g$. The solution converges towards the self-similar profile $(F_{\ell_-},G_{\ell_-})$.

At last Figures 5-6 display the fact that the even self-similar profile is not a universal attractor for the dynamics and that other profiles belonging to the continuum found in Theorem 2.1 attract certain weak solutions of (2.5).

Let us emphasize that the above numerical simulations reveal some qualitative properties of the dynamics of (2.5) which have not yet been studied analytically, including:

- the property of finite propagation speed of solutions of (2.5),
Figure 6. Time evolution of the weak solution corresponding to a non-symmetric initial configuration for $\eta = 1$, $R = 4$, $R_\mu = 2$, $\Delta t = 10^{-5}$, and $N_x = 1000$. The blue line is $f$, the dashed red line is $g$, and the dash-dotted black line is $\eta^2 f + g$. The solution converges towards a self-similar profile $(F_\ell, G_\ell)$ with $\ell \in (\ell_-, \ell_+) \setminus \{0\}$.

- the finite time film rupture in the small/large viscosities ratio regime,
- the fact that in the small/large viscosities ratio regime each of the self-similar profiles attracts certain weak solutions of the rescaled system (2.5).

Appendix A. Solvability of the auxiliary algebraic systems

We first study the system of three algebraic equations (3.15)-(3.17) arising in the analysis of even self-similar profiles in Section 3.2.

Lemma A.1. Let $(R, R_\mu, \eta)$ be three positive real numbers such that $R_\mu > R + 1$. The system of algebraic equations (3.15)-(3.17) has a unique solution $(\alpha, \beta, \gamma)$ satisfying $0 \leq \alpha < \beta < \gamma$ if and only if $R \geq R_\mu^+(R, \eta)$. Moreover, $\alpha > 0$ if $R_\mu > R_\mu^+(R, \eta)$ and $\alpha = 0$ if $R_\mu = R_\mu^+(R, \eta)$.

Proof. Combining (3.15)-(3.17) gives

$$
\beta^3 = \frac{R(R_\mu - R - 1)}{(R + 1)(R_\mu - R)} \alpha^3 + \frac{9R_\mu}{2(R_\mu - R)\eta^2}, \\
\gamma^3 = -\frac{R_\mu - R - 1}{R + 1} \alpha^3 + \frac{9R_\mu}{2}(1 + \eta^2),
$$

(A.1)

and

$$
(A_1 - B_1 \alpha^3)^{2/3} - (A_2 + B_2 \alpha^3)^{2/3} + (R_\mu - R - 1)\alpha^2 = 0
$$

(A.2)

with

$$
A_1 := \frac{9R_\mu}{2}(1 + \eta^2) > 0, \quad B_1 := \frac{R_\mu - R - 1}{R + 1} > 0, \\
A_2 := \frac{9R_\mu}{2} \eta^2 \sqrt{R_\mu - R} > 0, \quad B_2 := \frac{R(R_\mu - R - 1)}{R + 1} \sqrt{R_\mu - R} > 0.
$$
We also observe that, if \((\alpha, \beta, \gamma)\) solves (3.15)-(3.17) with \(0 \leq \alpha < \beta < \gamma\), then
\[
0 < (R_\mu - R)(\beta^3 - \alpha^3) = \frac{R(R_\mu - R - 1)}{R + 1} \alpha^3 + \frac{9R_\mu}{2} \eta^2 - (R_\mu - R)\alpha^3
= \frac{9R_\mu}{2} \eta^2 - \frac{R_\mu}{1 + R} \alpha^3,
\]
whence
\[
\alpha^3 < \frac{9}{2}(1 + R)\eta^2. \tag{A.3}
\]

We first look for positive solutions to (A.2). To this end we set \(Y = \alpha^{-3}\) and multiply (A.2) by \(\alpha^{-2}\) to obtain that \(Y\) is a positive zero of the function
\[\xi(y) := (A_1 y - B_1)^{2/3} - (A_2 y + B_2)^{2/3} + R_\mu - R - 1, \quad y \geq 0. \tag{A.4}\]
Then, for \(y \neq y_1 := B_1/A_1\),
\[
\xi'(y) = \frac{2}{3} \frac{A_1}{A_2 y + B_2}^{1/3} \left[ \sign(y - y_1) \left( \frac{A_2 y + B_2}{|A_1 y - B_1|} \right)^{1/3} - \frac{A_2}{A_1} \right],
\]
so that
\begin{itemize}
  \item \(\xi'(y) < 0\) for \(y \in [0, y_1)\),
  \item \(\xi'(y) > 0\) for \(y \in (y_1, \infty)\) if \(A_2 \leq A_1\),
  \item there is a unique \(y_0 \in (y_1, \infty)\) such that \(\xi' > 0\) in \((y_1, y_0)\), \(\xi' < 0\) in \((y_0, \infty)\), and \(\xi'(y_0) = 0\) if \(A_2 > A_1\).
\end{itemize}
Moreover we note that
\[
y_2 := \frac{2}{9\eta^2(1 + R)} = \frac{B_1}{A_1} \frac{1 + \eta^2}{\eta^2} \frac{R_\mu}{R_\mu - R - 1} > y_1,
\]
with
\[
\xi(y_2) = \left( 1 + \frac{R_\mu}{\eta^2(1 + R)} \right)^{2/3} - 1 > 0. \tag{A.5}
\]
Finally
\[
\lim_{y \to \infty} \xi(y) = \begin{cases} 
\infty & \text{if } A_1 > A_2, \\
R_\mu - R - 1 & \text{if } A_1 = A_2, \\
-\infty & \text{if } A_1 < A_2.
\end{cases}
\]
Recalling the constraint (A.3), we thus look for a zero of \(\xi\) in \((y_2, \infty)\). There is none if \(A_1 \geq A_2\) according to (A.5) and the monotonicity of \(\xi\). If \(A_2 > A_1\), we infer from (A.5) and the behavior of \(\xi\) that \(\xi\) has a unique zero \(Y > y_2\). Setting \(\alpha = Y^{-1/3}\) and defining \((\beta, \gamma)\) by (A.1), the property \(Y > y_2\) implies that the constraint (A.3) is satisfied, so that \(\alpha < \beta\). Furthermore, the properties \(\alpha < \beta\) and \(R_\mu > R + 1\) and (3.16) guarantee that \(\gamma^3 > \beta^3\). Finally, the requirement \(A_2 > A_1\) for \(Y\) to exist is equivalent to \(R_\mu > R^+\mu(R, \eta)\).

It remains to consider the possibility of having \(\alpha = 0\). Then (A.2) implies that \(A_1 = A_2\) and thus \(R_\mu = R^+\mu(R, \eta)\). We deduce from (A.1) that
\[
\beta^3 = \frac{9R_\mu}{2} \frac{\eta^6}{(1 + \eta^2)^2} > 0, \quad \gamma^3 = \frac{9R_\mu}{2} \left( 1 + \eta^2 \right)^2 > \beta^3,
\]
which completes the proof. \(\Box\)
We next turn to the system of four algebraic equations (3.26)-(3.29) arising in the study of non-symmetric self-similar profiles with connected supports in Section 3.3.

**Lemma A.2.** Let \((R, R_\mu, \eta)\) be three positive real numbers such that \(R_\mu > R + 1\). There exists a constant \(R_\mu^M(R, \eta) > R_\mu^+(R, \eta)\) with the property that the system of algebraic equations (3.26)-(3.29) has a unique solution \((\beta_1, \alpha, \beta, \gamma)\) with

\[
\beta_1 < 0 \leq \alpha < \beta < \gamma
\]  

(A.6)

for each \(R_\mu \geq R_\mu^M(R, \eta)\), and it has no such solution when \(R + 1 < R_\mu < R_\mu^M(R, \eta)\). Moreover, \(-\beta_1 > \alpha\) for all \(R_\mu \geq R_\mu^M(R, \eta)\) and \(\alpha = 0\) if and only if \(R_\mu = R_\mu^M(R, \eta)\).

**Proof.** We fix \(R, \eta \in (0, \infty)\) and consider \(R_\mu > R + 1\) as being a variable parameter. We observe that, if \((\beta_1, \alpha, \beta, \gamma)\) is a solution of (3.26)-(3.29) satisfying (A.6), then the new variables

\[
x := \frac{\gamma}{\beta}, \quad y := \frac{\beta_1}{\beta}, \quad z := \frac{\alpha}{\beta}
\]  

(A.7)

are ordered as follows \(y < 0 \leq z < 1 < x\). Moreover, dividing the equations (3.26)-(3.27) by \(\beta^3\) and (3.28)-(3.29) by \(\beta^2\), we find the following relations

\[
R_\mu y^2 + R(R_\mu - R - 1)z^2 = (1 + R)(R_\mu - R), \quad (A.8)
\]

\[
x^2 + (R_\mu - R - 1)z^2 = (R_\mu - R), \quad (A.9)
\]

\[
R_\mu y^3 + R(R_\mu - R - 1)z^3 - (1 + R)(R_\mu - R) = -\frac{9\eta^2 R_\mu (1 + R)}{\beta^3}, \quad (A.10)
\]

\[
x^3 + (R_\mu - R - 1)z^3 - (R_\mu - R) = \frac{9R_\mu}{\beta^3}. \quad (A.11)
\]

Extracting \(x\) and \(y\) from the relations (A.8)-(A.9) gives

\[
x = \sqrt{\frac{R_\mu - R - (R_\mu - R - 1)z^2}{R_\mu}}, \quad (A.12)
\]

and recalling that \(R_\mu > R + 1\), we see that indeed \(x > 1\) and \(y < 0\) are well-defined for \(z \in [0, 1)\). We eliminate now \(\beta\) from (A.10)-(A.11) and arrive at the equation \(\xi_0(R_\mu, z) = 0\), where the function \(\xi_0 : (R + 1, \infty) \times [0, 1) \to \mathbb{R}\) is defined by

\[
\xi_0(R_\mu, z) := -((1 + \eta^2)(1 + R)(R_\mu - R) - \frac{1}{\sqrt{R_\mu}}[(1 + R)(R_\mu - R) - R(R_\mu - R - 1)z^2]^{3/2} + \eta^2(1 + R)[R_\mu - R - (R_\mu - R - 1)z^2]^{3/2} + (R_\mu - R - 1)(R + \eta^2(1 + R))z^3.
\]

Clearly, if for some \(R_\mu > R + 1\) the map \(\xi_0(R_\mu, \cdot)\) has no zero, then (3.26)-(3.29) has no solution with the desired ordering. Conversely, each zero of \(\xi_0(R_\mu, \cdot)\) provides a unique solution \((\beta_1, \alpha, \beta, \gamma)\) of (3.26)-(3.29) satisfying (A.6). Indeed, let \(z \in [0, 1)\) be a solution \(\xi_0(R_\mu, z) = 0\) and define \(x\) and \(y\) by (A.12). Then, in view of \(z \in [0, 1)\) and \(R_\mu > R + 1\),
both $x$ and $y$ are well-defined and $y < 0 \leq z < 1 < x$. Together with (A.8) and (A.10) this implies that

$$\frac{9\eta^2 R\mu(1 + R)}{\beta^3} = R(R\mu - R - 1)z^2(1 - z) + R\mu y^2(1 - y) > 0,$$

(A.13)

which uniquely determines $\beta$. Thus, with $\beta_1, \alpha, \gamma$ given by (A.7), we obtain a solution of (3.26)-(3.29) satisfying (A.6). We emphasize that there is in fact a one-to-one correspondence between the solutions $\beta_1 < 0 \leq \alpha < \beta < \gamma$ of the system (3.26)-(3.29) and the solutions $z \in [0,1)$ of $\xi_0(R\mu, z) = 0$, see (A.10), (A.12), and (A.13).

Thanks to the previous analysis, we are left with the simpler task of determining the zeros of $\xi_0$. We first note that

$$\lim_{z \to 1} \xi_0(R\mu, z) = -2R\mu < 0,$$

(A.14)

and

$$\partial_z \xi_0(R\mu, z) = 3(R\mu - R - 1)z^2\xi_1\left(R\mu, \sqrt{\frac{R\mu - R}{z^2}} - (R\mu - R - 1)\right), \quad z \in [0,1),$$

(A.15)

with

$$\xi_1(R\mu, t) := \frac{R}{\sqrt{R\mu}}\sqrt{(1 + R)t^2 + R\mu - R - 1 - \eta^2(1 + R)t + R + \eta^2(1 + R)}$$

(A.16)

for $(R\mu, t) \in (R + 1, \infty) \times (1, \infty)$. Note that

$$\lim_{t \to 1} \xi_1(R\mu, t) = 2R$$

(A.17)

and

$$\lim_{t \to \infty} \xi_1(R\mu, t) = \begin{cases} \infty, & R^2 > \eta^4 R\mu(1 + R), \\ R + \eta^2(1 + R), & R^2 = \eta^4 R\mu(1 + R), \\ -\infty, & R^2 < \eta^4 R\mu(1 + R). \end{cases}$$

(A.18)

In addition,

$$\partial_t \xi_1(R\mu, t) = \frac{R(1 + R)}{\sqrt{R\mu}} \frac{\zeta(R\mu, t^2)}{R^2((1 + R)t^2 + R\mu - R - 1)}$$

$$\times \left(\frac{t}{\sqrt{(1 + R)t^2 + R\mu - R - 1}} + \frac{\eta^2 \sqrt{R\mu}}{R}\right)^{-1},$$

(A.19)

with

$$\zeta(R\mu, s) := (R^2 - \eta^4 R\mu(1 + R))s - \eta^4 R\mu(R\mu - R - 1)$$

for $(R\mu, s) \in (1 + R, \infty) \times (1, \infty)$.

We handle separately different cases:

**Case 1:** $R^2 > \eta^4 R\mu(1 + R)$. Introducing

$$s_0 := \frac{\eta^4 R\mu(R\mu - R - 1)}{R^2 - \eta^4 R\mu(1 + R)} > 0,$$
A.15

and we conclude that \( \xi_1(R, t) > 0 \) for \( t > 1 \) with equality only when \( t = \sqrt{s_0} \). Therefore,

\[
\xi_1(R, t) \geq \xi_1(R, \sqrt{s_0}) = \frac{R^2 - \eta^4 R(1 + R)}{\eta^2 R} \sqrt{s_0} + R + \eta^2 (1 + R) > 0 ,
\]

and we conclude that \( \xi_1(R, t) \) is positive in \( (1, \infty) \) and \( \xi_0(R, t) \) is increasing in \( (1, \infty) \) by (A.15). Recalling (A.14), \( \xi_0(R, t) \) is negative in \([0, 1)\) and the equation \( \xi_0(R, z) = 0 \) has no solution in \([0, 1)\).

**Case 2:** \( R^2 = \eta^4 R(1 + R) \). In that case, \( \zeta(R, t) \) is obviously negative in \( (1, \infty) \) which, together with (A.18) and (A.20), entails that \( \xi_1(R, t) > 0 \) for all \( t > 1 \). Recalling (A.14) and (A.15), we conclude that the equation \( \xi_0(R, z) = 0 \) has no solution in \([0, 1)\).

**Case 3:** \( R^2 < \eta^4 R(1 + R) \). In that case \( \zeta(R, t) < 0 \) in \( (1, \infty) \) and \( \xi_1(R, t) \) is decreasing from \( (1, \infty) \) onto \((-\infty, 2R)\). There is thus a unique \( t_1 \in (1, \infty) \) such that

\[
\xi_1(R, t) > 0 \quad \text{for} \quad t \in (1, t_1) \quad \text{and} \quad \xi_1(R, t) < 0 \quad \text{for} \quad t \in (t_1, \infty) .
\]

Setting

\[
z_1 := \sqrt{\frac{R - R}{t_1^2 + R - R - 1}} \in (0, 1) ,
\]

it follows from (A.15) that

\[
\partial_z \xi_0(R, z) > 0 \quad \text{for} \quad z \in (z_1, 1) \quad \text{and} \quad \partial_z \xi_0(R, z) < 0 \quad \text{for} \quad z \in (0, z_1) .
\]

Recalling (A.14), we realize that \( \xi_0(R, z) < -2R < 0 \) for \( z \in [z_1, 1) \) so that the function \( \xi_0(R, t) \) vanishes at most once in \([0, 1)\) and necessarily in \([0, z_1)\). Clearly this can only happen if \( \xi_0(R, 0) \geq 0 \).

Summarizing, we have shown that the equation \( \xi_0(R, z) = 0 \) has a solution \( z \in [0, 1) \) if and only if \( \xi_0(R, 0) \geq 0 \), this solution being unique.

To see when the inequality \( \xi_0(R, 0) \geq 0 \) holds, we observe that

\[
\xi_0(R, 0) = (1 + R)(R - R) \xi_2(R - R) ,
\]

with

\[
\xi_2(t) := t^{1/2} \left( \eta^2 - \sqrt{\frac{1 + R}{t + R}} \right) - 1 - \eta^2 , \quad t > 1 .
\]

The function \( \xi_2 \) satisfies

\[
\lim_{t \to 1} \xi_2(t) = -2 \quad \text{and} \quad \lim_{t \to \infty} \xi_2(t) = \infty ,
\]

and

\[
\xi'_2(t) = \frac{\eta^2}{2\sqrt{t(R + t)}^{3/2}} \left( (R + t)^{3/2} - \frac{R\sqrt{1 + R}}{\eta^2} \right) , \quad t > 1 .
\]

Therefore,

\[
\xi'_2(t) > 0 \quad \text{for} \quad t > \max\{1, t_2\} , \quad t_2 := \frac{R^{2/3} (1 + R)^{1/3}}{\eta^{1/3}} - R ,
\]

\[
\xi'_2(t) < 0 \quad \text{for} \quad t \in (1, \max\{1, t_2\}) .
\]
and $\xi_2$ has a unique zero $t_M \in (1, \infty)$. We set $R^M_\mu(R, \eta):= R + t_M$. Since

$$
\xi_2(R^+_\mu(R, \eta) - R) = -\frac{1 + \eta^2}{\eta^2} \sqrt{\frac{1 + R}{R^+_\mu(R, \eta)}} < 0,
$$

we conclude that $R^M_\mu(R, \eta) > R^+_\mu(R, \eta)$. With (A.21), we have thus shown that $\xi_0(R_\mu, 0) < 0$ for $R_\mu < R^M_\mu(R, \eta)$, $\xi_0(R^M_\mu(R, \eta), 0) = 0$, and $\xi_0(R_\mu, 0) > 0$ for $R_\mu > R^M_\mu(R, \eta)$. Returning to the original problem, we have proven that (3.26)-(3.29) has a unique solution $(\beta_1, \alpha, \beta, \gamma)$ satisfying (A.6) if and only if $R_\mu \geq R^M_\mu(R, \eta)$ and the property $\xi_0(R^M_\mu(R, \eta), 0) = 0$ entails that $\alpha = 0$ if $R_\mu = R^M_\mu(R, \eta)$. We finally note that, if $R_\mu \geq R^M_\mu(R, \eta) > R + 1$ and $(\beta_1, \alpha, \beta, \gamma)$ denotes the corresponding solution to (3.26)-(3.29) satisfying (A.6), it follows from (3.29) and (A.6) that

$$
R_\mu \beta_1^2 > (1 + R)(R_\mu - R)\alpha^2 - R(R_\mu - R - 1)\alpha^2 = R_\mu \alpha^2,
$$

hence $-\beta_1 > \alpha$ by (A.6). The proof of Lemma A.2 is then complete. \hfill \Box

In the next lemma, we study some particular solutions of the system of five algebraic equations (3.47)-(3.51).

**Lemma A.3.** Let $(R, R_\mu, \eta)$ be three positive real numbers such that $R_\mu > R + 1$ and consider a solution $(\gamma_1, \beta_1, \alpha_1, \alpha, \beta, \gamma) \in \mathbb{R}^6$ of the system of algebraic equations (3.47)-(3.51) such that

$$
\gamma_1 \leq \beta_1 \leq \alpha_1 \leq 0 \leq \alpha \leq \beta \leq \gamma. \tag{A.22}
$$

(i) If $\gamma_1 = \beta_1$ or $\beta_1 = \alpha_1$, then $\alpha_1 = \beta_1 = \gamma_1 < 0 \leq \alpha < \beta < \gamma$ and $(\beta_1, \alpha, \beta, \gamma)$ solves (3.26)-(3.29).

(ii) If $\gamma = \beta$ or $\beta = \alpha$, then $\gamma_1 < \beta_1 < \alpha_1 \leq 0 < \alpha = \beta = \gamma$ and $(-\alpha, -\alpha_1, -\beta_1, -\gamma_1)$ solves (3.26)-(3.29).

(iii) If $\alpha_1 = -\alpha$, then $\gamma_1 = -\gamma$, $\beta_1 = -\beta$, $0 \leq \alpha < \beta < \gamma$, and $(\alpha, \beta, \gamma)$ solves (3.15)-(3.17).

**Proof.** (i): If $\gamma_1 = \beta_1$ or $\beta_1 = \alpha_1$ it readily follows from (3.47) that $\gamma_1^2 - \alpha_1^2 = (R_\mu - R)(\beta_1^2 - \alpha_1^2)$ and thus $\alpha_1 = \beta_1 = \gamma_1$ by (A.22). A similar argument using (3.48) and (A.22) shows that, if $\alpha = \beta$ or $\beta = \gamma$, then $\alpha = \beta = \gamma$. In that case equation (3.49) yields additionally that $\alpha_1 = -\alpha$, which contradicts (3.51). Consequently $0 \leq \alpha < \beta < \gamma$. Next, if $\alpha_1 = 0$, then we infer from (3.48)-(3.49) that $\alpha = \beta = \gamma = 0$, which also contradicts (3.51). Finally, we infer from (3.48)-(3.51) that $(\beta_1, \alpha_1, \beta, \gamma)$ solves (3.26)-(3.29).

(ii): We simply note that $(-\gamma, -\beta, -\alpha, -\alpha_1, -\beta_1, -\gamma_1)$ also satisfies (3.47)-(3.51) and (A.22) and deduce (ii) from (i).

(iii): If $\alpha_1 = -\alpha$, we infer from (3.47)-(3.49) that

$$
\gamma_1^2 - \gamma_1^2 = \beta_1^2 - \beta_1^2 = 0.
$$

Combining these identities with (A.22) entails that $\gamma_1 = -\gamma$ and $\beta_1 = -\beta$. A further use of (3.47)-(3.49) shows that $(\alpha, \beta, \gamma)$ solves (3.15)-(3.17). To conclude, we note that if $\alpha = \beta$ or $\beta = \gamma$, equation (3.17) implies $\alpha = \beta = \gamma$, which is not possible by (3.16). \hfill \Box

We investigate now the existence of solutions of the systems (3.47)-(3.51) and (3.52)-(3.56) which satisfy (3.35) as well as $\alpha = 0$ and $\alpha_1 > 0$ (or equivalently $\alpha_1 = 0$ and $\alpha > 0$.
since these systems are invariant with respect to the transformation \((\gamma_1, \beta_1, \alpha_1, \alpha, \beta, \gamma) \mapsto (-\gamma, -\beta, -\alpha, -\alpha_1, -\beta_1, -\gamma_1)\). It turns out that, in this case, the solution, if it exists, is uniquely determined by the constants \((R, \mu, R, \alpha, \beta, \gamma)\).

**Lemma A.4.** Let \(R, R_\mu, \) and \(\eta\) be given positive numbers such that \(R_\mu > R + 1\). Then the system (3.47)-(3.51) has a unique solution \((\gamma_1, \beta_1, \alpha_1, \alpha, \beta, \gamma)\) satisfying

\[
\gamma_1 < \beta_1 < \alpha_1 < 0 = \alpha < \beta < \gamma, \quad (A.23)
\]

for each \(R_\mu^+ (R, \eta) < R_\mu < R_\mu^M (R, \eta)\) and no solution with this property if \(R_\mu \in (R + 1, R_\mu^+ (R, \eta)] \cup [R_\mu^M (R, \eta), \infty)\).

**Proof.** Let \(R_\mu > R + 1\) be given (recall that we are in Case (II-a)) and pick a solution \((\gamma_1, \beta_1, \alpha_1, \alpha, \beta, \gamma)\) of (3.47)-(3.51) satisfying (A.23). It is useful to define the variables

\[
x := \gamma_1 \beta < y := \frac{\beta_1}{\beta} < z := \frac{\alpha_1}{\beta} < 0< t := \frac{\gamma}{\beta}. \quad (A.24)
\]

Dividing the equations (3.47)-(3.49) by \(\beta^2\) and the equations (3.50)-(3.51) by \(\beta^3\) we obtain that \(t = (R_\mu - R)^{1/2}\) and \((x, y, z)\) solves the following system:

\[
x^2 - (R_\mu - R)y^2 + (R_\mu - R - 1)z^2 = 0, \quad (A.25)
\]

\[
Rx^2 + (R_\mu - R)y^2 - (1 + R)(R_\mu - R) = 0, \quad (A.26)
\]

\[
(R_\mu - R)(1 - y^2) + \frac{R(R_\mu - R - 1)}{1 + R}z^3 = \frac{9\eta^2 R_\mu}{\beta^3}, \quad (A.27)
\]

\[
t^3 - x^3 - (R_\mu - R)(1 - y^2) - (R_\mu - R - 1)z^3 = \frac{9R_\mu}{\beta^3}. \quad (A.28)
\]

We may extract now \(x\) and \(z\) from (A.25) and (A.26) and find

\[
x = -\sqrt{\frac{R_\mu - R}{R}} \sqrt{(1 + R) - y^2} \quad \text{and} \quad z = -\sqrt{\frac{(1 + R)(R_\mu - R)}{R(R_\mu - R - 1)} \sqrt{y^2 - 1}}. \quad (A.29)
\]

We note that \(x\) and \(z\) are well-defined and satisfy \(x < y < z\) exactly when \(y \in (y_0, -1)\) where

\[
y_0 := -\sqrt{\frac{(1 + R)(R_\mu - R)}{R_\mu}}. \quad (A.30)
\]

Eliminating \(\beta^3\) from (A.27)-(A.28) and using (A.29) we are left with a single equation \(\xi_3(R_\mu, y) = 0\) for \(y\) where \(\xi_3: (R + 1, \infty) \times (y_0, 1) \to \mathbb{R}\) is defined by

\[
\xi_3(R_\mu, y) := (1 + \eta^2)(R_\mu - R)y^3 + \eta^2 \left(\frac{R_\mu - R}{R}\right)^{3/2} (1 + R - y^2)^{3/2} \\
+ (R + \eta^2(1 + R)) \left(\frac{R_\mu - R}{R}\right)^{3/2} \left(\frac{1 + R}{R_\mu - R - 1} (y^2 - 1)^{3/2} \right. \\
+ \eta^2(R_\mu - R)^{3/2} - (1 + \eta^2)(R_\mu - R).
\]

Consequently any solution \((\gamma_1, \beta_1, \alpha_1, \alpha, \beta, \gamma)\) of (3.47)-(3.51) satisfying (A.23) provides a solution \(y \in (y_0, -1)\) of \(\xi_3(R_\mu, y) = 0\). Conversely, if \(y \in (y_0, -1)\) is a solution of the equation
\[ \xi_3(R_\mu, y) = 0, \]  
then we set \( t = (R_\mu - R)^{1/2} \) and define \( x \) and \( z \) by (A.29), \( \beta \) by (A.27), and \((\gamma_1, \beta_1, \alpha_1, \alpha, \beta, \gamma)\) by (A.24). The sextuplet \((\gamma_1, \beta_1, \alpha_1, \alpha, \beta, \gamma)\) thus constructed is a solution of (3.47)-(3.51) satisfying (A.23). In addition, we infer from (A.27) and (A.29) that

\[ \frac{9\eta^2 R_\mu}{\beta^3} = B(y) := (R_\mu - R) (1 - y^2) - (R_\mu - R)^{3/2} \sqrt{\frac{1 + R}{R(R_\mu - R - 1)}} (y^2 - 1)^{3/2}. \]  

Then

\[ B'(y) = -3\eta(R_\mu - R)B_1(y) \quad \text{with} \quad B_1(y) := y + \sqrt{\frac{(1 + R)(R_\mu - R)}{R(R_\mu - R - 1)}} (y^2 - 1)^{1/2}. \]

Since \( B'_1(y) < 0 \) for \( y \in (y_0, -1) \), we deduce that

\[ -1 = B_1(-1) < B_1(y) < B_1(y_0) = 0, \quad y \in (y_0, -1), \]

so that \( B \) is decreasing on \((y_0, 1)\). Owing to the monotonicity of the left-hand side of (A.30), we conclude that there is a one-to-one correspondence between the solutions \((\gamma_1, \beta_1, \alpha_1, \alpha, \beta, \gamma)\) of (3.47)-(3.51) satisfying (A.23) and the solutions \( y \in (y_0, -1) \) of \( \xi_3(R_\mu, y) = 0 \).

We now proceed to determine the latter. To this end, notice that

\[ \xi_3(R_\mu, -1) = 2\eta^2 (R_\mu - R) \left( \sqrt{R_\mu - R} - \frac{1 + \eta^2}{\eta^2} \right) = 2\eta^2 (R_\mu - R) \left( \sqrt{R_\mu - R} - \sqrt{R_\mu^+(R, \eta) - R} \right), \]

\[ \xi_3(R_\mu, y_0) = (R_\mu - R) \left[ \sqrt{R_\mu - R} \left( \eta^2 - \sqrt{\frac{1 + R}{R_\mu}} \right) - (1 + \eta^2) \right] = \frac{\xi_0(R_\mu, 0)}{1 + R}, \]

where \( \xi_0(R_\mu, \cdot) \) is defined in Lemma A.2, see also (A.21). We infer from the proof of Lemma A.2 that

\[ \xi_3(R_\mu^R(R, \eta), y_0) = 0, \quad \xi_3(R_\mu, y_0) (R_\mu - R_\mu^M(R, \eta)) > 0 \quad \text{for} \quad R_\mu \neq R_\mu^M(R, \eta), \quad (A.31) \]

while it is easy to see from the above formula that

\[ \xi_3(R_\mu^+(R, \eta), -1) = 0, \quad \xi_3(R_\mu, -1) (R_\mu - R_\mu^+(R, \eta)) > 0 \quad \text{for} \quad R_\mu \neq R_\mu^+(R, \eta). \quad (A.32) \]

Moreover, we have that \( \partial_y \xi_3(R_\mu, y) = 3\eta^2 \xi_4(R_\mu, 1/y^2) \), with \( \xi_4 : (R + 1, \infty) \times (1/y_0^2, 1) \to \mathbb{R} \) being defined by

\[ \xi_4(R_\mu, r) := (1 + \eta^2)(R_\mu - R) + \eta^2 \left( \frac{R_\mu - R}{R} \right)^{3/2} \sqrt{(1 + R)r - 1} \]

\[ - (R + \eta^2(1 + R)) \left( \frac{R_\mu - R}{R} \right)^{3/2} \sqrt{\frac{1 + R}{R_\mu - R - 1}} \sqrt{1 - r}. \]

A simple computation reveals that \( \xi_4 \) is increasing with \( \xi_4(R_\mu, r) \to 0 \) as \( r \to 1/y_0^2 \). Consequently, \( \xi_3(R_\mu, \cdot) \) is an increasing function which, together with (A.31) and (A.32), gives the expected result. \( \blacksquare \)
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