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Abstract. Some model reduction techniques for multiple-time-scale dynamical systems make use of the identification of low dimensional slow invariant attracting manifolds (SIAM) in order to reduce the dimensionality of the phase space by restriction to the slow flow. The focus of this work is on a proposition and discussion of a general viewpoint using differential geometric concepts for submanifolds to deal with slow invariant manifolds in an extended phase space. The motivation is a coordinate independent formulation of the manifold properties and its characterization problem treating the manifold as intrinsic geometric object. We formulate a computationally verifiable necessary condition for the slow invariant manifold graph stated in terms of a differential geometric view on the invariance property. Its application to example systems is illustrated. In addition, we present some ideas and investigations concerning the search for sufficient, differential geometric conditions characterizing slow invariant manifolds based on our previously developed variational principle.
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1. Introduction. Multiple time scale dynamical systems occur widely in modeling natural processes such as chemical reactions often resulting in high-dimensional kinetic ordinary differential equation (ODE) systems. The time scales frequently range from nanoseconds to seconds and the numerical simulation of such stiff dynamical systems becomes very time consuming. This calls for appropriate model reduction techniques. Time scale separation of a dynamical system flow into fast and slow modes is the basis for many model and complexity reduction approaches. The fast relaxing modes are approximated by enslaving them to the slow modes via a mapping. The mathematical object related to this idea is the invariant attracting manifold of slow motion.

The first model reduction techniques have been the quasi-steady-state assumption (QSSA) [4, 7] and the partial equilibrium approximation (PEA) [38]. In the QSSA approach, specific variables are supposed to be in steady state, by contrast in the PEA approach it is assumed that certain (fast) reactions are equilibrated. Both methods are still used nowadays due to their conceptual simplicity although more sophisticated methods have been developed. A very popular and widely used reduction technique is the intrinsic low-dimensional manifold (ILDM) method developed by Maas and Pope in 1992, cf. [36]. All aforementioned approaches have in common, that the resulting manifold is not invariant. The computational singular perturbation (CSP) [25, 26] method, which is proposed by Lam in 1985, and equation free methods from Kevrekidis et al. [24] as well as from Theodoropoulos et al. [43], the relaxation redistribution method by Chiavazzo and Karlin and a finite-time Lyapunov exponents based method by Mease et al. [37] are other popular model reduction techniques. Some prominent methods for the numerical computation of slow invariant manifolds in context of chemical kinetics are a method for generation of invariant grids [8, 20] and the G-scheme framework by Valorani and Paolucci [46]. Further approaches are the invariant constrained equilibrium edge preimage curve (ICE-PIC) method introduced by Ren et al. [40, 39], the zero-derivative principle (ZDP) method presented by Gear, Zagaris et al. [15, 47], the functional equation truncation (FET) approach by Roussel [42, 41] and methods by Adrover et al.
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The flow curvature method (FCM) presented by Ginoux, which is also discussed in the work of Brøns et al., is based on a differential geometric analysis of curves within the high-dimensional phase space. The main idea of approximating the codimension-1 slow invariant manifold is the annulation of generalized curvatures of curves based on Frenet frames. This interesting approach is based on curves and requires the computation of a determinant of the time derivatives of the state vector; invariance of the compute manifold follows then from the Darboux theorem. The work of Ginoux et al. is of particular significance in the context of this paper; it supported our inspiration to work on topics presented here although we have been concerned with differential geometry ideas in the context of slow invariant manifolds since some years without knowing about Ginoux’s work. Our model reduction technique is based on a variational principle by using a trajectory-based optimization approach is proposed by Lebiedz et al., which is supposed to be applied to kinetic models in combustion chemistry. The recently published work of Lebiedz and Unger discusses and exploits common ideas and brings together concepts of several model reduction approaches.

In we study fundamental principles underlying various SIAM computation ideas, in particular we distinguish between methods that construct pointwise liftings to the manifold and those using the flow of the dynamical systems. The ZDP is a classical lifting method that does not use the flow but a local root finding criterion to approximate the SIAM. Whereas the ICE-PIC method in principle uses only the flow of the dynamical system computing a manifold point by solving (with a shooting approach) a boundary value problem involving an appropriate point on the edge of the manifold and following a solution trajectory up to a manifold point corresponding to the chosen parameterization values. Our boundary value problem introduced in belongs to both classes in some respect, it uses the flow and a local criterion for lifting. However, the differential geometric approach based on phase-space-time manifolds presented here is a local method, i.e. it belongs to the lifting class such as ZDP. The flow and flow-induced mappings are only used to characterize local geometric properties (in particular the time-sectional curvature) of the slow invariant manifold in time direction.

The multiscale issue related to a transition from microscopic to macroscopic models via sub has also been addressed by Transtrum et al. Of particular interest in the context of our work is the fact that Transtrum also exploits differential geometric aspects and even established a connection to information geometry taking a statistical viewpoint where a Riemann metric is derived from Fisher-information-type. To study this viewpoint in terms of slow invariant attracting manifolds as approximations of many initial value problems might be an interesting issue for future research.

The geometric singular perturbation theory (GSPT) originated by Fenichel, which is also presented in, is tailored for theoretical analysis of time scale separated systems in singularly perturbed form

\[
\begin{align*}
\frac{d}{dt}x &= \varepsilon f(x, y, \varepsilon) \in \mathbb{R}^{n_x} \\
\frac{d}{dt}y &= g(x, y, \varepsilon) \in \mathbb{R}^{n_y}
\end{align*}
\]

omitting potential explicit time $\tau$-dependencies of the right hand side functions here, involving $n_x, n_y \in \mathbb{N}$, a parameter $\varepsilon > 0$ and sufficiently smooth functions $f : \mathbb{R}^{n_x} \times \mathbb{R}^{n_y} \times (0, \infty) \to \mathbb{R}^{n_x}$, $g : \mathbb{R}^{n_x} \times \mathbb{R}^{n_y} \times (0, \infty) \to \mathbb{R}^{n_y}$. Fenichel’s theory provides a set of theorems to analyze and gain deeper understanding of those system in terms of the slow flow behaviour. The critical manifold $S_0$ is defined as the set of points, where $g(x, y, 0) = 0$ holds. The slow invariant
manifold, whose existence for sufficiently small $\varepsilon$ has been proved by Fenichel, is defined as

$$S_{\varepsilon} := \{(x, y) : y = h_{\varepsilon}(x)\}$$

with an asymptotic expansion in form of a graph

$$y = h_{\varepsilon}(x) = h_0(x) + \varepsilon h_1(x) + \varepsilon^2 h_2(x) + ...$$

whereby the coefficients $h_{\varepsilon}(x)$ can be obtained by iteratively and recursively solving the invariance equation

$$\varepsilon Dh_{\varepsilon}(x)f(x, h_{\varepsilon}(x), \varepsilon) - g(x, h_{\varepsilon}(x), \varepsilon) = 0. \quad (1.1)$$

The aim of the present work is the proposition and establishment of a novel differential geometric viewpoint, in which the object of a slow invariant manifold might be characterized by purely geometric, coordinate independent properties within an extended phase-space-time manifold. By doing so, we aim at avoiding a description with an asymptotic expansion in $\varepsilon$ and the implications of a non-uniqueness of the slow invariant manifold defined by matched asymptotic expansion according to Fenichel’s theory. The hope is, that the whole phase-space-time manifold spanned by solution trajectories of the ODE contains all required information to identify an invariant (and appropriately attracting) object, which matches with the Fenichel definition up to all orders in $\varepsilon$. In particular, Section 2 deals with a necessary condition based on a reformulation of the invariance equation eq. (1.1) in terms of differential geometric property which has to be met by the slow invariant manifold. For this purpose we formulate the manifold as a graph over some (slow) variables and the time-axis. In Section 3 the theoretical result is applied to several well known examples in order to illustrate the necessary condition. Higher-dimensional models with analytically known slow invariant manifold are constructed and analyzed in the following. The lack of sufficiency is investigated and some considerations on additional criteria are presented in Section 4. Section 5 contains a summary and an outlook focused on a way towards a complete characterization of SIAM of arbitrary dimension in terms of its differential geometry.

2. Necessary Condition for Slow Invariant Manifolds. We state a necessary condition for slow invariant manifolds in a differential geometry context. Assume $\varepsilon > 0, n, k \in \mathbb{N}$ with $k < n$ and consider a $(k, n-k)$-(slow,fast) system

$$\begin{align*}
\dot{x}(t) &= f(x(t), y(t)) \in \mathbb{R}^k \\
\varepsilon \dot{y}(t) &= g(x(t), y(t)) \in \mathbb{R}^{n-k}
\end{align*} \quad (2.1)$$

with $x := (x_1, ..., x_k), y := (y_1, ..., y_{n-k}), f := (f_1, ..., f_k)$ and $g := (g_1, ..., g_{n-k})$. We define a smooth immersion

$$\psi : [0, \infty) \times \mathbb{R}^k \rightarrow \mathbb{R}^{n+1}$$

$$(t^*, x^*) \mapsto (t^*, x^*, p(t^*, x^*; a)) \quad (2.2)$$

involving a sufficiently smooth function

$$p : [0, \infty) \times \mathbb{R}^k \times (C^\infty(\mathbb{R}^k))^{n-k} \rightarrow \mathbb{R}^{n-k}$$

$$(t^*, x^*; a) \mapsto y^* = p(t^*, x^*; a)$$

where $y^* = y(t^*)$ is the solution of the following boundary value problem (BVP)

$$\begin{align*}
\dot{x}(t) &= f(x(t), y(t)) \\
\varepsilon \dot{y}(t) &= g(x(t), y(t)) \\
x(t^*) &= x^* \\
y(0) &= a(x(0)).
\end{align*} \quad (2.3)$$
The function \( a(\cdot) \) plays the role as of initial value function coupling the data \( x(0) \) and \( y(0) \), i.e., lifting the parameterizing values of the slow variables \( x \) to a manifold point in the full space. Figure 2.1 illustrates the BVP viewpoint and the meaning of the initial value function (red curve) plotted into the \( xy \)-plane. A submanifold is determined by a choice of an arbitrary initial value function \( a(u) \) considering all possible initial values \( u \in \mathbb{R}^k \) transported by the phase flow of (2.1). We define the following \( k + 1 \)-dimensional manifold

\[
M = M(a) := \{ (t^*, x^*, y^*) \in \mathbb{R}^n : y^* = p(t^*, x^*; a) \}
\]

embedded in phase-space-time \([0, \infty) \times \mathbb{R}^n \) and being defined as the graph of the time evolution with the flow of eq. (2.1) of all possible initial values \((u, a(u)) \in \mathbb{R}^n, u \in \mathbb{R}^k \). Figure 2.2 illustrates this issue in the case of an \((1,1)\) system in a three-dimensional phase-space-time frame with two different initial value functions.

**Remark 1.** The manifold \( M \) can also be seen as the union of all trajectories with feasible initial values coupled via \( a \). Especially, it holds that \( p(t^*, x^*; a) \) equals the solution of

\[
\exists x_0 \in \mathbb{R}^k : \Phi_{t^*}(x_0, a(x_0)) = (x^*, y^*)
\]

where \( \Phi_{t^*}(x_0, a(x_0)) \) denotes the flow map of the dynamical system eq. (2.1) at time \( t^* \) starting from the initial value \((x_0, a(x_0))\).

**Proposition 2.1 (Induced Metric Tensor).** Consider the smooth immersion eq. (2.2) and define

\[
g := J^T J \quad \text{and} \quad J := \left( \frac{\partial}{\partial x_1} \psi, \frac{\partial}{\partial x_2} \psi, ..., \frac{\partial}{\partial x_k} \psi \right).
\]

Then \((M,g)\) is a Riemannian manifold and \( g \) is a metric tensor induced by the euclidean metric in \( \mathbb{R}^{n+1} \).

**Proof.** Since we defined \( g = J^T J \), it holds that \( g \) is the Gramian matrix of \( \left\{ \frac{\partial}{\partial x_1} \psi, \frac{\partial}{\partial x_2} \psi, ..., \frac{\partial}{\partial x_k} \psi \right\} \) and symmetric by definition. Moreover, \( g \) is positive semi definite. We have to show that \( g \) is positive definite. It holds

\[
J = \begin{pmatrix} I \\ * \end{pmatrix} \in \mathbb{R}^{nk+1}
\]
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Fig. 2.2: Illustration of an (1,1) system in phase-space-time. Colored surfaces: Subsets of $\mathcal{M}$ defined for $(t^*, x^*) \in [0, 2]^2$. Red curves: Different initial value functions $a(u)$ for $u \in [0, 2]$ plotted into the $xy$-plane. Black Mark: Selected point $\psi(1.5, 0.5) = (1.5, 0.5; (1.5, 0.5; a)) \in \mathcal{M}$.

with the identity matrix $I \in \mathbb{R}^{k+1 \times k+1}$ and arbitrary values $\star$. Thus rank $J = k + 1$, which implies $\det g \neq 0$. Therefore, $g$ is symmetric and positive definite.

In the following, we denote by

$$T_q \mathcal{M} = \text{span} \left\{ \frac{\partial}{\partial x^1}, \frac{\partial}{\partial x^2}, ..., \frac{\partial}{\partial x^{k+1}} \right\} := \text{span} \left\{ \frac{\partial}{\partial t^*}, \frac{\partial}{\partial x^1}, ..., \frac{\partial}{\partial x^k} \right\}$$

the tangential space of $\mathcal{M}$ at point $q \in \mathcal{M}$, omit the explicit dependencies on all arguments of $p(t^*, x^*; a)$ for simplicity and use the Einstein sum notation.

**Definition 2.2 (Time Sectional Curvatures).** Let $(\mathcal{M}, g)$ be the Riemannian manifold defined in theorem 2.1 and $T_q \mathcal{M}$ be its tangential space. We define

$$\sigma_i := \text{span} \left\{ \frac{\partial}{\partial x^i}, \frac{\partial}{\partial x^i} \right\} \subset T_q \mathcal{M} \quad i = 2, ..., k + 1$$

with $\dim \sigma_i = 2$. Then, it holds for the sectional curvatures

$$K(\sigma_i) = R^m_{1i} g_{mi} - g^2_{1i}$$

whereas $R^m_{1i}$ are the entries of the Riemann tensor and $g_{ij}$ are the entries of the metric tensor $g$. The set $\{K(\sigma_i), i = 2, ..., k + 1\}$ is the collection of sectional curvatures involving the time direction. The importance of such directions is highlighted in the following proposition.

**Proposition 2.3 (Necessary Condition for Invariant Manifolds).** Consider system eq. (2.1). Fenichel’s Theorem guarantees the existence of a slow invariant manifold

$$S_{\epsilon} = \{(x, y) \in \mathbb{R}^n : y = h_{\epsilon}(x)\}.$$ 

Let $a(\cdot) = h_{\epsilon}(\cdot)$. Then, it holds for all $q \in \mathcal{M}$ and $i = 2, ..., k + 1$

$$K(\sigma_i) = 0.$$
Proof. We set \( t = t^* \) and \( x_i = x_i^t \) for simplicity. Consider
\[
h_{e}(x(t)) = y(t) = p(t, x(t); h_e).
\]
Differentiating this equation with respect to \( t \) leads to
\[
\frac{d}{dt} y(t) = \frac{d}{dt} p(t, x(t); h_e)
= p_i(t, x(t); h_e) + p_s(t, x(t); h_e) \dot{x}(t)
= p_i(t, x(t); h_e) + Dh_e(x(t)) \dot{x}(t).
\]
which is equivalent to
\[
p_i(t, x(t); h_e) = \dot{y}(t) - Dh_e(x(t)) \dot{x}(t)
\]
By using \( h_e(x(t)) = y(t) \) and the invariance equation (1.1), we get
\[
p_i = \frac{\partial}{\partial t} p = 0 \quad \Leftrightarrow \quad \left( \begin{array}{c} \frac{\partial}{\partial t} p^{(1)} \\ \vdots \\ \frac{\partial}{\partial t} p^{(n-k)} \end{array} \right) = 0.
\]
We have to prove, that \( p_i = 0 \) implies \( K(\sigma_i) = 0 \) for all \( q \in \mathcal{M} \) and \( i = 2, ..., k + 1 \). The metric tensor is given by
\[
g = \begin{pmatrix}
1 + p_i^{(i)} p_i^{(i)} & p_i^{(i)} p_s^{(i)} & \ldots & p_i^{(i)} p_{s}^{(i)} \\
p_s^{(i)} p_i^{(i)} & 1 + p_s^{(i)} p_s^{(i)} & \ldots & p_s^{(i)} p_{s}^{(i)} \\
\vdots & \vdots & \ddots & \vdots \\
p_s^{(i)} p_i^{(i)} & p_{s}^{(i)} p_s^{(i)} & \ldots & 1 + p_{s}^{(i)} p_{s}^{(i)}
\end{pmatrix},
\]
denoting the partial derivatives with a subscript, i.e. \( p_{x_j}^{(i)} := \frac{\partial}{\partial x_j} p^{(i)} \). Because of \( p_i^{(i)} = 0 \) for all \( q \in \mathcal{M} \) and \( i = 1, ..., n - k \), we have
\[
g = \begin{pmatrix}
1 & 0 \\
0 & P
\end{pmatrix}
\]
with \( P \in \mathbb{R}^{k \times k} \). The contravariant metric tensor is given by
\[
g^{-1} = \begin{pmatrix}
1 & 0 \\
0 & P^{-1}
\end{pmatrix}.
\]
Note that since \( g \) is symmetric and positive definite, all principal minors are positive and thus \( P \) is regular. Further, it holds
\[
K(\sigma_i) = \frac{R^m_{1ii}g_{mi}}{g_{1ii} - g_{1i}^2} = \frac{R^1_{1ii}g_{1i}}{g_{1ii} - g_{1i}^2} = \frac{R^1_{1ii}}{g_{1i}},
\]
because \( g_{1m} = 0 \) for \( m = 2, ..., k + 1 \). The remaining task is to show, that it holds both \( R^1_{1ii} = 0 \) and \( g_{1i} \neq 0 \) for all \( i = 2, ..., k + 1 \). The latter issue is trivial, since \( g_{1i} = 1 + \sum_{l=1}^{n-k} (p_{x_i}^{(l)})^2 > 0 \). Moreover, the entries of the Riemann tensor are given by
\[
R^1_{1ii} = \frac{\partial}{\partial x^j} \Gamma^i_{ij} - \frac{\partial}{\partial x^j} \Gamma^i_{ij} + \Gamma^i_{il} \Gamma^l_{ij} - \Gamma^l_{ij} \Gamma^l_{il}
\]
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and while using \( g_{1m} = 0 \) for \( m = 2, \ldots, k + 1 \) once again the Christoffel symbols read

\[
\Gamma^j_{ij} = \frac{1}{2} g^{jl} \left( \frac{\partial}{\partial x^i} g_{jl} + \frac{\partial}{\partial x^j} g_{il} - \frac{\partial}{\partial x^l} g_{ij} \right)
\]

Based on \( p_i^{(l)} = 0 \) for all \( i = 1, \ldots, n - k \), we conclude

\[
\frac{\partial}{\partial t} g = \frac{\partial}{\partial x^1} \left( \begin{array}{c} 1 \\ 0 \\ P \end{array} \right) = \left( \begin{array}{c} 0 \\ 0 \\ \frac{\partial}{\partial t} P \end{array} \right) = \left( \begin{array}{c} 0 \\ 0 \\ 0 \end{array} \right)
\]

because it holds

\[
\frac{\partial}{\partial x^1} p_{ij} = \frac{\partial}{\partial t} p_{ij} = \frac{\partial}{\partial t} \sum_{\ell=1}^{n-k} p_{i\ell}^{(l)} p_{j\ell}^{(l)} = \sum_{\ell=1}^{n-k} \left( \frac{\partial p_{i\ell}^{(l)}}{\partial x^1} + \frac{\partial p_{j\ell}^{(l)}}{\partial x^1} - \frac{\partial p_{i\ell}^{(l)}}{\partial x^1} \right) = 0
\]

using the commutation of second derivatives. Therefore, we have \( \Gamma^1_{ij} = 0 \) for all \( i, j = 1, \ldots, k + 1 \) and thus \( R^1_{ij} = 0 \).

**Corollary 2.4 (Gaussian Curvature).** A special case of theorem \( \S 2 \) for \((1,1)\) systems leads to the following statement: If \( a(\cdot) = h_x(\cdot) \) holds, then the gaussian curvature vanishes for all \( q \in \mathcal{M} \).

### 3. Examples and Results

In this section, we discuss a few examples and apply the theoretical results of Section \( \S 2 \) to demonstrate how the immersion defined in eq. \( (2.2) \) can be used in applications. We discuss well known examples frequently used as test models for SIAM computation and develop similar higher-dimensional examples for illustration purposes. Further examples can be found in [21].

#### 3.1. (1,1)-Davis-Skokde Model

The Davis-Skokde model (cf. [10]) is widely used for analysis and performance tests for manifold based model reduction techniques identifying slow invariant manifolds. The system reads

\[
\begin{align*}
\frac{d}{dt} x(t) &= -x(t) + f(x(t), y(t)) \\
\frac{d}{dt} y(t) &= -\gamma y(t) + \frac{(\gamma - 1)x(t) + \gamma x(t)^2}{(1 + x(t))^2} =: g(x(t), y(t))
\end{align*}
\] (3.1)

with \( \gamma := \varepsilon^{-1} > 1, \varepsilon > 0 \) being the time scale separation parameter. The solution of this system is

\[
\begin{align*}
x(t) &= c_1 e^{-t} \\
y(t) &= c_2 e^{-\gamma t} + \frac{c_1}{c_1 + e^t}
\end{align*}
\]

with constants \( c_1, c_2 \in \mathbb{R} \) depending on an initial value. Further, the slow invariant manifold is analytically known

\[
S_x = \left\{ (x, y) \in \mathbb{R}^2 : y = h_x(x) = \frac{x}{x + 1} \right\} = S_0
\]
and identical with the critical manifold. The parameterization $p$ is given by

$$y = p(t, x; a) = a(xe^t)e^{-\gamma t} - \frac{x e^{(1-\gamma)t}}{xe^t + 1} + \frac{x}{x + 1},$$

while using $x$ as slow variable and $y$ as fast variable. Figure 2.2 depicts the parameterization $p(t, x; a)$ for $a(u) = 1 - \frac{1}{u}$ (left) and $a(u) = (u - 1)^2$ (right) for $\gamma = 3.5$ and $(t, x) \in [0, 2]^2$. Based on theorem 2.4, we focus on the calculation of the gaussian curvature via the Riemann tensor identifying $(x, x^2, x^3) = (t, x, y)$. We omit the explicit dependencies due to simplicity.

The induced metric tensor of theorem 2.1 is

$$g = \begin{pmatrix} 1 + p_t^2 & p_t p_x \\ p_t p_x & 1 + p_x^2 \end{pmatrix}$$

with

$$p_t = \frac{d}{dt} p(t, x; a) = a'(xe^t)xe^{(1-\gamma)t} - a(xe^t)\gamma xe^{-\gamma t} - \frac{x(1-\gamma)e^{(1-\gamma)t}}{xe^t + 1} + \frac{xe^{(2-\gamma)t}}{(xe^t + 1)^2}$$

and

$$p_x = \frac{d}{dx} p(t, x; a) = a'(xe^t)xe^{(1-\gamma)t} - \frac{e^{(1-\gamma)t}}{xe^t + 1} + \frac{xe^{(2-\gamma)t}}{(xe^t + 1)^2} + \frac{1}{(x + 1)} - \frac{x}{(x + 1)^2}.$$

Then, it holds for the time sectional curvature

$$K(\sigma_2) = \frac{R_{122}^m g_{m1}}{g_{11}^2 g_{22} - g_{12}^2} = \frac{R_{122}^l g_{11} + R_{122}^2 g_{12}}{g_{11}^2 g_{22} - g_{12}^2} = \frac{p_t p_{xx} - p_{xt}^2}{(1 + p_t^2 + p_x^2)^2}.$$

We investigate which initial value function $a$ cancels the time derivative of $p$. Therefore, we try to find a function $a$ such that

$$p_t = a'(xe^t)xe^{(1-\gamma)t} - a(xe^t)\gamma xe^{-\gamma t} - \frac{x(1-\gamma)e^{(1-\gamma)t}}{xe^t + 1} + \frac{xe^{(2-\gamma)t}}{(xe^t + 1)^2} \equiv 0.$$

Substituting $u := xe^t \Rightarrow x = ue^{-t}$ and multiplying with $e^{\gamma t}$ leads to the differential equation

$$a'(u)u - \gamma a(u) + \frac{(\gamma - 1)u}{u + 1} + \frac{u^2}{(u + 1)^2} = 0$$

whose solution

$$a(u) = \frac{u}{u + 1} + cu^\gamma, \quad c \in \mathbb{R}$$

describes invariant graphs under the flow. Note that the constant $c$ is arbitrary. Such solutions annul $p_t$ and therefore the gaussian curvature $K(\sigma_2) = 0$. Especially, we obtain $a = h_x$ by setting $c = 0$.

3.2. (1,1)-Nonlinear Model. The following example is taken from [6] (Example 3.1.6). Consider the (1,1) system

$$\begin{align*}
\frac{dx(t)}{dt} &= -\varepsilon x(t) \\
\frac{dy(t)}{dt} &= x^2(t) - y(t)
\end{align*}$$
Towards diff. geom. characterization SIM

with \( \epsilon > 0 \) having the solution

\[
x(t) = c_1 e^{-\epsilon t}
\]

\[
y(t) = \left( c_2 - \frac{c_1^2}{1 - 2\epsilon} \right) e^{-\epsilon t} + \frac{c_1^2}{1 - 2\epsilon} e^{-2\epsilon t}
\]

with constants \( c_1, c_2 \in \mathbb{R} \) depending on an initial value. In contrast to the (1,1)-Davis-Skodje model, the critical manifold

\[
S_0 = \{(x, y) \in \mathbb{R}^2 : y = h_0(x) = x^2\}
\]

is not equal to the slow invariant manifold

\[
S_\epsilon = \{(x, y) \in \mathbb{R}^2 : y = h_\epsilon(x) = \frac{x^2}{1 - 2\epsilon}\}
\]

enabling to check the necessary condition of theorem 2.3 with both \( h_0 \) and \( h_\epsilon \). The required parameterization \( p \) is given by

\[
y = p(t, x; a) = a(xe^{\epsilon t})e^{-t} - \frac{x^2 e^{(2\epsilon - 1)t}}{1 - 2\epsilon} + \frac{x^2}{1 - 2\epsilon}
\]

The induced metric tensor, the Riemann tensor and the time sectional curvature \( K(\sigma_2) \) can be calculated similar to Section 3.1. Consider the equation

\[
p_t = a'(xe^{\epsilon t})xe^{(\epsilon - 1)t} - a(xe^{\epsilon t})e^{-t} + x^2 e^{(2\epsilon - 1)t} = 0
\]

which identifies the initial value functions annulling the gaussian curvature. Substituting \( u := xe^{\epsilon t} \Rightarrow x = ue^{-\epsilon t} \) and multiplying with \( e^t \) leads to the differential equation

\[
a'(u)ue - a(u) + u^2 = 0.
\]

The solution is

\[
a(u) = \frac{u^2}{1 - 2\epsilon} + cu^{\epsilon^{-1}}
\]

with an arbitrary constant \( c \in \mathbb{R} \). Therefore, we obtain \( a = h_\epsilon \) by setting \( c = 0 \) and further it holds \( K(\sigma_2) = 0 \) for all points on \( \mathcal{M} \). Notice, that \( h_0 \) does not have such a structure and the gaussian curvature does not vanish for all points of \( \mathcal{M} \). In particular for

\[
(t^*, x^*, p(t^*, x^*; h_0)) \in \mathcal{M} = \{(t, x, y) \in \mathbb{R}^3 : y = p(t, x; h_0)\}
\]

with \( \epsilon = 0.01, t^* = 0, x^* = 0.5 \) it holds

\[
K(\sigma_2)(0, 0.5, 0.25) \approx -0.0025 \neq 0.
\]

Hence, the necessary condition of theorem 2.3 is not fulfilled for the critical manifold in this case.
3.3. (1,1)-Enzym-Kinetic Model. The Michaelis-Menten-Henri model for enzym kinetics reads

\[
\begin{align*}
\frac{d}{dt}x(t) &= e(-x(t) + (x(t) + \kappa - \lambda)y(t)) \\
\frac{d}{dt}y(t) &= x(t) - (x(t) + \kappa)y(t),
\end{align*}
\]

cf. [6], Example 11.2.4, assuming the slow invariant manifold can be computed via an asymptotic expansion for \(d\) does not coincide with the slow invariant manifold also in this example. The graph of the slow invariant manifold can be computed via an asymptotic expansion for \(h_c\). Thus, we have

\[
S_0 = \left\{ (x, y) \in \mathbb{R}^2 : y = h_0(x) = \frac{x}{x + \kappa} \right\}
\]
does not coincide with the slow invariant manifold also in this example. The graph of the slow invariant manifold can be computed via an asymptotic expansion for \(h_c\). Thus, we have

\[
S_\varepsilon = \left\{ (x, y) \in \mathbb{R}^2 : y = h_\varepsilon(x) = \sum_{k=0}^{\infty} \varepsilon^k h_k(x) \right\}
\]
and the coefficients \(h_k\) can be determined using the invariance equation eq. (11).

Since an analytical solution for the system is not known, the parameterization \(p\) can only be obtained by solving the boundary value problem eq. (23) which in this case reads for

\[
(BVP) \begin{cases}
\dot{x}(t) = e(-x(t) + (x(t) + \kappa - \lambda)y(t)) \\
\dot{y}(t) = x(t) - (x(t) + \kappa)y(t) \\
x(t^*) = x^* \\
y(0) = a(x(0))
\end{cases}
\]
t \in [0, \tau]\) and depending on an initial value function \(a\) and a fixed point \((\tau^*, x^*)\). We solve those problems with MatLab’s bvp4c method. The solution \(y^* = y(\tau^*)\) of this boundary value problem provides the required parameterization

\[
y^* = p(\tau^*, x^*; a) = \text{arg BVP}(y(\tau^*)).
\]

Thereby, the induced metric tensor, the Riemann tensor and the time sectional curvature \(K(\sigma_2)\) can be calculated by utilizing central differences to approximate the required derivatives. fig. 5.1 depicts the gaussian curvature \(K(\sigma_2)(t^*, x^*)\) (colored surface) on a reference domain \(\Omega = [0, 2] \times [0, 3]\) for \(a(u) = 0.5\) (red thick line). Let be \(\Omega_h\) a discretization of \(\Omega\). In order to demonstrate the necessary condition for this example, we calculate

\[
I[a] = \int_\Omega |K(\sigma_2)(t, x)| \, d(t, x) = \frac{1}{|\Omega_h|} \sum_{(t_h, x_h) \in \Omega_h} |K(\sigma_2)(t_h, x_h)|
\]
for several initial value functions

\[
a_h(u) := \sum_{\ell=0}^k \varepsilon^\ell h_\ell(u)
\]
approximating \(h_\varepsilon\). We choose \(\lambda = 0.5, \kappa = 1.0, \varepsilon = 0.5\) and a grid with equidistant discretized axis

\[
\Omega_h = \{t_1, t_2, ..., t_n\} \times \{x_1, x_2, ..., x_n\}
\]
Towards diff. geom. characterization SIM

Fig. 3.1: Illustration of an (1,1)-enzym kinetic model in space-time with \( \lambda = 0.5, \kappa = 1.5 \) and \( \varepsilon = 0.01 \). Colored Surface: \( M \). Red Curve: Graph of initial value functions \( a(u) = 0.5 \) projected into the \( xy \)-plane. The BVPs for each point are solved with MATLAB’s bvp4c method.

with \( n_e = 10 \) and \( n_x = 20 \).

Fig. 3.2 illustrates for increasing \( k \) the decrease of \( I[a_k] \) validating the necessary condition of theorem 2.3. It must hold \( I[a_k] \to 0 \) for \( k \to \infty \).

3.4. (2,1)-Higher-dimensional Model I. We discuss a higher dimensional (2,1) system to demonstrate the application of theorem 2.3 to a model with two slow and one fast variable in the case, that the critical manifold coincides with the slow invariant manifold. Consider a (2,1) system which is based on the Davis-Skodje model and extended with another slow variable. The system reads

\[
\frac{dx_1}{dt}(t) = -x_1(t)
\]
\[
\frac{dx_2}{dt}(t) = -2x_2(t)
\]
\[
\frac{dy}{dt}(t) = -\gamma y(t) + \frac{(\gamma - 1)x_1(t) + \gamma x_1^2(t)}{(1 + x_1(t))^2} + \frac{2(y - 2)x_2(t) + 2yx_2^2(t)}{(1 + x_2(t))^2}
\]

with \( \gamma := \varepsilon^{-1} > 2, \varepsilon > 0 \) being the time scale separation parameter. The system has the following solution

\[
x_1(t) = c_1 e^{-t}
\]
\[
x_2(t) = c_2 e^{-2t}
\]
\[
y(t) = c_3 e^{-\gamma t} + \frac{c_1}{c_1 + 1} + \frac{2c_2}{c_2 + 1}
\]
Fig. 3.2: Validation of the necessary condition by means of the (1-1)-enzym kinetic model. The decrease of $I[a_k]$ is plotted for $k = 0, \ldots, 5$ having $\lambda = 0.5, \kappa = 1.0$ and $\varepsilon = 0.5$ as model parameters.

with constants $c_1, c_2, c_3 \in \mathbb{R}$ depending on an initial value. In this example, the slow invariant manifold

$$S_\varepsilon = \left\{(x_1, x_2, y) \in \mathbb{R}^3 : y = h_\varepsilon(x_1, x_2) = \frac{x_1 + 2x_2 + 3x_1x_2}{(1 + x_1)(1 + x_2)} \right\} = S_0$$

coincides with the critical manifold as they do in the Davis-Skodje model. The required parameterization $p$ is given by

$$y = p(t, x_1, x_2; a) = \left(a(x_1 e^t, x_2 e^{2t}) - \frac{x_1 e^t}{1 + x_1 e^t} - \frac{2x_2 e^{2t}}{1 + x_2 e^{2t}}\right) e^{-\gamma t} + \frac{x_1}{1 + x_1} + \frac{2x_2}{1 + x_2}.$$

The initial value function $a = a(u_1, u_2)$ depends on two variables. We identify $(x^1, x^2, x^3, x^4) = (\ell, x_1, x_2, y)$ and omit the explicit dependencies because of simplicity, once again. The induced metric tensor is

$$g = \begin{pmatrix} 1 + p_1^2 & p_1p_{x_1} & p_1p_{x_2} \\ p_1p_{x_1} & 1 + p_2^2 & p_2p_{x_2} \\ p_1p_{x_2} & p_2p_{x_2} & 1 + p_3^2 \end{pmatrix}$$

and the time sectional curvatures are given by

$$K(\sigma_2) = \frac{R_{x_2x_2}^{x_1} g_{x_1}^{x_1} - R_{x_2x_2}^{x_1} g_{x_1}^{x_1}}{g_{x_1}^{x_1} g_{x_2}^{x_2} - g_{x_1}^{x_1} g_{x_2}^{x_2} = \frac{R_{x_2x_2}^{x_1} g_{x_1}^{x_1} + R_{x_2x_2}^{x_1} g_{x_1}^{x_1} + R_{x_2x_2}^{x_1} g_{x_1}^{x_1}}{g_{x_1}^{x_1} g_{x_2}^{x_2} - g_{x_1}^{x_1} g_{x_2}^{x_2}}.$$
We investigate the partial differential equation
\[
p_t = \left( \partial_1 a(x_1 e^t, x_2 e^{2t}) x_1 e^t + 2 \partial_2 a(x_1 e^t, x_2 e^{2t}) x_2 e^{2t} - \frac{x_1 e^t}{x_1 e^t + 1} \right) + \frac{x_1^2 e^{2t}}{(x_1 e^t + 1)^2} - \frac{4 x_1 e^{2t}}{x_2 e^{2t} + 1} + \frac{4 x_2^2 (e^{4t})}{(x_2 e^{2t} + 1)^2} e^{-\gamma t}
\]
\[
- \left( a(x_1 e^t, x_2 e^{2t}) - \frac{x_1 e^t}{1 + x_1 e^t} - \frac{2 x_2 e^{2t}}{1 + x_2 e^{2t}} \right) \gamma e^{-\gamma t} = 0
\]
in order to identify the time invariants. We denote \( \partial_k a \) for the partial derivative with respect to the \( k \)-th argument. Substituting \( u_1 := x_1 e^t, u_2 := x_2 e^{2t} \) and multiplying with \( e^{\gamma t} \) leads to
\[
0 = \partial_1 a(u_1, u_2) u_1 + 2 \partial_2 a(u_1, u_2) u_2 - \frac{u_1}{(u_1 + 1)^2} - \frac{4 u_2}{(u_2 + 1)^2}
\]
\[
- \gamma \left( a(u_1, u_2) - \frac{u_1}{u_1 + 1} - \frac{2 u_2}{u_2 + 1} \right).
\]
The solution is
\[
a(u_1, u_2) = \frac{u_1 + 2 u_2 + 3 u_1 u_2}{(1 + u_1)(1 + u_2)} + \nu \left( \frac{u_2}{u_1} \right) u_1^\gamma
\]
with an arbitrary, sufficiently differentiable function \( \nu(\cdot) \). We get \( a = h_e \) by setting \( \nu(\cdot) \equiv 0 \) resulting in \( K(\sigma_2) = 0 \) and \( K(\sigma_3) = 0 \) for all points on \( M \).

3.5. (3,2)-Higher-dimensional Model II. The last example discusses a higher-dimensional model with three slow and two fast variables and is designed to illustrate the necessary condition in higher dimension, where the critical manifold does not coincide with the slow invariant manifold. The (3,2) system reads
\[
\begin{align*}
\frac{d}{dt} x_1(t) &= -\varepsilon x_1(t) \\
\frac{d}{dt} x_2(t) &= -2 \varepsilon x_2(t) \\
\frac{d}{dt} x_3(t) &= -3 \varepsilon x_3(t) \\
\frac{d}{dt} y_1(t) &= 2 x_1^3(t) + x_2^3(t) x_3(t) - 4 y_1(t) \\
\frac{d}{dt} y_2(t) &= 3 x_1^4(t) + x_2^3(t) - 3 y_2(t)
\end{align*}
\]
with \( 0 < \varepsilon \ll \frac{1}{2} \). The analytical solution of this system is given by
\[
\begin{align*}
x_1(t) &= c_1 e^{-\varepsilon t} \\
x_2(t) &= c_2 e^{-2\varepsilon t} \\
x_3(t) &= c_3 e^{-3\varepsilon t} \\
y_1(t) &= c_4 e^{-4t} + \frac{c_1^2}{2 - \varepsilon} e^{-2\varepsilon t} + \frac{c_2^2 c_3}{4 - 7 \varepsilon} e^{-7 \varepsilon t} \\
y_2(t) &= c_5 e^{-3t} + \frac{3 c_1^4}{3 - 4 \varepsilon} e^{-4\varepsilon t} + \frac{c_2^3}{3 - 6 \varepsilon} e^{-6\varepsilon t}
\end{align*}
\]
with constants \( c_1, c_2, c_3, c_4, c_5 \in \mathbb{R} \) depending on an initial value. The critical manifold
\[
S_0 = \left\{ (x_1, x_2, x_3, y_1, y_2) \in \mathbb{R}^5 : \begin{pmatrix} y_1 \\ y_2 \end{pmatrix} = h_0(x_1, x_2, x_3) = \begin{pmatrix} \frac{1}{2} x_1^2 + \frac{1}{4} x_2^2 x_3 \\ x_1^2 + \frac{1}{3} x_2^2 \end{pmatrix} \right\}
\]
does not coincide with the slow invariant manifold
\[
S_\varepsilon = \left\{ (x_1, x_2, x_3, y_1, y_2) \in \mathbb{R}^5 : \begin{pmatrix} y_1 \\ y_2 \end{pmatrix} = h_\varepsilon(x_1, x_2, x_3) = \begin{pmatrix} \frac{1}{2} x_1^2 + \frac{1}{4} x_2^2 x_3 \\ \frac{3 x_1^4}{3 - 4\varepsilon} + \frac{x_2^3}{3 - 6\varepsilon} \end{pmatrix} \right\}.
\]
The required parameterization \( p \) reads
\[
\begin{pmatrix} y_1 \\ y_2 \end{pmatrix} = p(t, x_1, x_2, x_3; \alpha) = \begin{pmatrix} p^{(1)}(t, x_1, x_2, x_3; \alpha) \\ p^{(2)}(t, x_1, x_2, x_3; \alpha) \end{pmatrix}
\]
with
\[
\begin{align*}
p^{(1)}(t, x_1, x_2, x_3; \alpha) &= \left[ d^{(1)}(x_1 e^{\varepsilon t}, x_2 e^{2\varepsilon t}, x_3 e^{3\varepsilon t}) - \frac{x_1^2 e^{3\varepsilon t}}{3} - \frac{x_2^3 x_3 e^{3\varepsilon t}}{4 - 7\varepsilon} \right] e^{-3t} \\
&\quad + \frac{x_1^2}{2 - \varepsilon} + \frac{x_2^3 x_3}{4 - 7\varepsilon}
\end{align*}
\]
\[
\begin{align*}
p^{(2)}(t, x_1, x_2, x_3; \alpha) &= \left[ d^{(2)}(x_1 e^{\varepsilon t}, x_2 e^{2\varepsilon t}, x_3 e^{3\varepsilon t}) - \frac{3 x_1^4 e^{3\varepsilon t}}{3 - 4\varepsilon} - \frac{x_2^3 e^{3\varepsilon t}}{3 - 6\varepsilon} \right] e^{-3t} \\
&\quad + \frac{3 x_1^4}{3 - 4\varepsilon} + \frac{x_2^3}{3 - 6\varepsilon}
\end{align*}
\]
We identify \((x^1, x^2, x^3, x^4, x^5, x^6) = (t, x_1, x_2, x_3, y_1, y_2)\) and omit the explicit dependencies due to simplicity. The induced metric tensor is
\[
g = \begin{pmatrix}
1 & \sum_{i=1}^{2} (p_i^{(1)})^2 & p_1^{(1)} p_3^{(1)} + p_2^{(2)} p_3^{(1)} & p_1^{(1)} p_4^{(1)} + p_2^{(2)} p_4^{(1)} & p_1^{(1)} p_5^{(1)} + p_2^{(2)} p_5^{(1)} & p_1^{(1)} p_6^{(1)} + p_2^{(2)} p_6^{(1)} \\
\sum_{i=1}^{2} (p_i^{(1)})^2 & 1 & \sum_{i=1}^{2} (p_i^{(1)})^2 & \sum_{i=1}^{2} (p_i^{(1)})^2 & \sum_{i=1}^{2} (p_i^{(1)})^2 & \sum_{i=1}^{2} (p_i^{(1)})^2 \\
p_1^{(1)} p_3^{(1)} + p_2^{(2)} p_3^{(1)} & \sum_{i=1}^{2} (p_i^{(1)})^2 & 1 & \sum_{i=1}^{2} (p_i^{(1)})^2 & \sum_{i=1}^{2} (p_i^{(1)})^2 & \sum_{i=1}^{2} (p_i^{(1)})^2 \\
p_1^{(1)} p_4^{(1)} + p_2^{(2)} p_4^{(1)} & \sum_{i=1}^{2} (p_i^{(1)})^2 & \sum_{i=1}^{2} (p_i^{(1)})^2 & 1 & \sum_{i=1}^{2} (p_i^{(1)})^2 & \sum_{i=1}^{2} (p_i^{(1)})^2 \\
p_1^{(1)} p_5^{(1)} + p_2^{(2)} p_5^{(1)} & \sum_{i=1}^{2} (p_i^{(1)})^2 & \sum_{i=1}^{2} (p_i^{(1)})^2 & \sum_{i=1}^{2} (p_i^{(1)})^2 & 1 & \sum_{i=1}^{2} (p_i^{(1)})^2 \\
p_1^{(1)} p_6^{(1)} + p_2^{(2)} p_6^{(1)} & \sum_{i=1}^{2} (p_i^{(1)})^2 & \sum_{i=1}^{2} (p_i^{(1)})^2 & \sum_{i=1}^{2} (p_i^{(1)})^2 & \sum_{i=1}^{2} (p_i^{(1)})^2 & 1
\end{pmatrix}
\]
and the time sectional curvatures are given by
\[
\begin{align*}
K(\sigma_2) &= \frac{R_{1223} g_{m1}}{g_{11} g_{22} - g_{12}^2} = \frac{R_{1223}^1 g_{11} + R_{1223}^2 g_{12} + R_{1223}^3 g_{13} + R_{1223}^4 g_{14}}{g_{11} g_{22} - g_{12}^2} \\
K(\sigma_3) &= \frac{R_{1333} g_{m1}}{g_{11} g_{33} - g_{13}^2} = \frac{R_{1333}^1 g_{11} + R_{1333}^2 g_{12} + R_{1333}^3 g_{13} + R_{1333}^4 g_{14}}{g_{11} g_{33} - g_{13}^2} \\
K(\sigma_4) &= \frac{R_{1444} g_{m1}}{g_{11} g_{44} - g_{14}^2} = \frac{R_{1444}^1 g_{11} + R_{1444}^2 g_{12} + R_{1444}^3 g_{13} + R_{1444}^4 g_{14}}{g_{11} g_{44} - g_{14}^2}
\end{align*}
\]
We investigate the system of partial differential equations
\[
\begin{align*}
p_1^{(1)} &= 0 \\
p_1^{(2)} &= 0.
\end{align*}
\]
Substitution of $u_1 := x_1 e^{t \epsilon}, u_2 := x_2 e^{2t \epsilon}, u_3 := x_3 e^{3t \epsilon}$ and multiplication of the first equation with $e^{4t}$ and the second equation with $e^{3t}$ leads to the following system

$$0 = \partial_t d^{(1)}(u_1, u_2, u_3) + 2 \partial_2 d^{(1)}(u_1, u_2, u_3) + 3 \partial_3 d^{(1)}(u_1, u_2, u_3)$$

$$0 = \partial_t d^{(2)}(u_1, u_2, u_3) + 2 \partial_2 d^{(2)}(u_1, u_2, u_3) + 3 \partial_3 d^{(2)}(u_1, u_2, u_3)$$

The solution is given by

$$d^{(1)}(u_1, u_2, u_3) = \frac{u_1^2}{2 - \epsilon} + \frac{u_2^2 u_3}{4 - 7 \epsilon} + v_1 \left( \frac{u_2}{u_1}, \frac{u_3}{u_1} \right)^{4\epsilon^{-1}}$$

$$d^{(2)}(u_1, u_2, u_3) = \frac{3u_1^4}{3 - 4\epsilon} + \frac{u_2^3}{3 - 6\epsilon} + v_2 \left( \frac{u_2}{u_1}, \frac{u_3}{u_1} \right)^{3\epsilon^{-1}}$$

with two arbitrary functions $v_1(\cdot, \cdot)$ and $v_2(\cdot, \cdot)$. Once we set $v_1 \equiv 0$ and $v_2 \equiv 0$, it holds $a = h_\epsilon$ and therefore

$$K(\sigma_2) = 0, \quad K(\sigma_3) = 0 \quad \text{and} \quad K(\sigma_4) = 0$$

for all points on $M$. Notice that $h_0$ does not have such a structure and the gaussian curvature does not vanish for all points of $M$. In particular for

$$(t', x_1', x_2', x_3', p^{(1)}(t', x_1', x_2', x_3'; h_0), p^{(2)}(t', x_1', x_2', x_3'; h_0)) \in M$$

with $\epsilon = 0.01, t' = 0, x_1' = 0.3, x_2' = 1, x_3' = 0.5$, it holds

$$K(\sigma_2)(0, 0.3, 1, 0.5) \approx -0.04928 \neq 0,$$

$$K(\sigma_3)(0, 0.3, 1, 0.5) \approx -0.02973 \neq 0,$$

$$K(\sigma_4)(0, 0.3, 1, 0.5) \approx -0.01270 \neq 0.$$
addition condition, the latter must imply \( c = 0 \). A geometrically motivated idea discussed in our previous publications might relate to minimal curvature of the graph. Based on the standard curvature notion, which is simple for one-dimensional manifolds, i.e. curves, consider the following criterion for a fixed \( u \)

\[
\min_c F_1(c) := \min_c a''(u)^2 = \min_c \left( -\frac{2}{(u+1)^2} + \frac{2u}{(u+1)^3} + c\gamma(1-(u)^{-2}) \right)^2.
\]

We minimize the squared curvature in order to avoid problems with changing sign or non-differentiability of the absolute value function. Differentiating with respect to \( c \) leads to the following result

\[
F_1'(c) = 0 \quad \iff \quad c = \frac{2u^{-\gamma}}{\gamma(u^3 + 3\gamma u^2 - u^3 + 3\gamma u - 3u^2 + 3u - 1)}
\]

\[
F_1''(c) = 2\left(\gamma(1-(u)^{-2})\right)^2 > 0 \quad \forall \ u \neq 0.
\]

For example, if we choose \( \gamma = 3.5 \) and \( u = 2 \), it yields \( c \approx 0.003 \), \( c \) small but not zero. The classical curvature of the graph does not provide a sufficient condition for the slow invariant manifold. The following investigations are motivated from the trajectory-based optimization approach, cf. \[32\] \[33\] \[30\]. There, the slow invariant manifold is approximated by minimizing an objective functional under the constraints of the dynamics and the fixation of reaction progress variables as parametrization of the flow manifold. We make use of this objective functional considering the pointwise version to obtain the following additional criterion for the slow manifold graph

\[
\min_c F_2(c) := \min_c \left\| J(u,a(u)) \cdot \left( f(u,a(u)) \right) \right\|_{L_2}^2
\]

for a fixed \( u \) and the Jacobian matrix \( J \) of the system eq. \[5.1\]. It holds

\[
F_2'(c) = 0 \quad \iff \quad c = \frac{u(u-1)}{u^3 \gamma^2 (u^3 + 3u^2 + 3u + 1)}
\]

and

\[
F_2''(c) = 2\left(u^{-2}\gamma^2\right)^2 > 0 \quad \forall \ u \neq 0.
\]

Once again, we choose \( \gamma = 3.5 \) and \( u = 2 \) and obtain \( c \approx 0.00053 \). In comparison with the first criterion, the value of \( c \) is an order of magnitude smaller and closer to the SIM.

In \[30\], another criterion is motivated by analogy reasoning in terms of Hamilton’s principle of classical mechanics. Consider

\[
\min_c F_3(c) := \min_c k_1 \left\| \frac{f(u,a(u))}{g(u,a(u))} \right\|_{L_2}^2 - k_2 \left\| \frac{u}{a(u)} \right\|_{L_2}^2. \quad (4.1)
\]

The first summand can be seen as a ‘generalized kinetic energy’ and the second summand correspond to some appropriately defined ‘generalized potential energy’. The analysis in \[30\] reveals the choice \( k_1 = 1 \) and \( k_2 = \frac{\gamma}{u+1} \) in order to exactly identify the slow invariant manifold for the Davis-Skodje model as a time-parameterized solution of the corresponding variational problem minimizing the Lagrangian integral.
In our context here, minimizing the objective function \( F_3 \) reveals \( c = 0 \) if \( k_1 = 1 \) and \( k_2 = \frac{y}{u + 1} \). The first derivative of \( F_3 \) reads

\[
F'_3(c) = 2k_1 \gamma \left( yu^{2+y} c + 5yu^{4+2y} c + 10yu^{3+2y} c + 10yu^{2+2y} c \right) (u + 1)^5 \\
+ 2k_1 \gamma \left( 5yu^{1+2y} c + yc u^{2+y} + 3u^{2+y} + 3u^{3+y} + u^{4+y} + u^{5+y} \right) (u + 1)^5 \\
- 2k_2 \left( \frac{u}{u + 1} + cu^\gamma \right) u^\gamma.
\]

Solving \( F'_3(c) = 0 \) yields

\[
c = -\frac{(yk_1 - uk_2 - k_2)u}{(\gamma^2 u^2 k_1 + 2\gamma u k_1 + \gamma^2 k_1 - u^2 k_2 - 2uk_2 - k_2)u^\gamma}.
\]

For \( c = 0 \) the following equation has to be satisfied

\[
(yk_1 - uk_2 - k_2)u = 0
\]

using only the numerator of eq. (4.2). This leads to either \( u = 0 \) or

\[
k_2 = \frac{yk_1}{u + 1}
\]

and therefore the derived values of \( k_1 \) and \( k_2 \) coincide by setting \( k_1 = 1 \) with the constants derived in [20]. Further, it holds

\[
F''_3(c) = \frac{2\gamma u^\gamma (yu + \gamma - 1)}{u + 1} \neq 0 \quad \forall \quad u \in \mathbb{R} \setminus \left\{ 0, \frac{1 - \gamma}{\gamma} \right\}.
\]

Hence, the slow invariant manifold for the Davis-Skodje model can be sufficiently characterized by

\[
a = h_e \iff a \text{ satisfies theorem } [23] \text{ and } a \text{ minimizes problem eq. (4.1)}.
\]

fig. 4.1 depicts the graphs of \( F_1 \) (red line with diamonds), \( F_2 \) (blue line with crosses) and \( F_3 \) (green line with triangles) for \( c \in [-0.05, 0.05] \). The black stars mark the minima.

5. Summary and Conclusions. The focus of this work lies on the investigation of a general differential geometric viewpoint in order to characterize slow invariant attracting manifold in multiple time scale dynamical systems. A necessary condition is formulated in Section 2 as a reformulation of the invariance equation with differential geometric terms and is illustrated by means of several examples in Section 3. A discussion on a sufficient condition is introduced in Section 4. Ideas and investigation are based upon intrinsic curvature up to now, an issue for further investigation might be extrinsic curvature measuring the curvature of the manifold \( M \) as a geometric object embedded in the surrounding space. The work of Ginoux et al. [18, 19] uses extrinsic curvature of curves in hyperplanes (codimension-1 manifolds) in order to derive a determinant criterion for computing slow manifold points. A generalization to embedded manifolds of arbitrary dimension would be desirable, in the ideal case involving a local geometric criterion that can easily be evaluated numerically. For this aim we propose to consider the slow manifold as a submanifold of the full solution manifold of the ODE flow in an extended phase-space time frame and look for a way to define an appropriate metric on this manifold. We conjecture that the SIM could be characterized within that viewpoint by extrema or zeros of an appropriate external curvature notion. Our preliminary studies on sufficient geometric characterization of the slow manifold in simple test models investigated in this work might help for this purpose.
Fig. 4.1: Illustration of each criterion function $F_1$ (red line with diamonds), $F_2$ (blue line with crosses) and $F_3$ (green line with triangles) applied to the (1,1)-Davis-Sko die model having $\gamma = 3.5$ and $u = 2$. The black stars mark the particular minima.
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