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Abstract

A two-temperature magnetohydrodynamic (MHD) model, which evolves the electron and ion temperatures separately, is implemented in the PSI-Tet code and used to model plasma dynamics in the HIT-SI experiment. When compared with single-temperature Hall-MHD, the two-temperature Hall-MHD model demonstrates improved qualitative agreement with experimental measurements, including: far-infrared interferometry, ion Doppler spectroscopy, Thomson scattering, and magnetic probe measurements. The two-temperature model is utilized for HIT-SI simulations in both the PSI-Tet and NIMROD codes at a number of different injector frequencies in the 14.5 – 68.5 kHz range. At all frequencies the two-temperature models result in increased toroidal current, lower chord-averaged density, and symmetrization of the current centroid, relative to single-temperature simulations. Both codes produce higher average temperatures and toroidal currents as the injector frequency is increased. Power balance and heat fluxes to the wall are calculated for the two-temperature PSI-Tet model and indicate considerable viscous and compressive heating, particularly at high injector frequency. Parameter scans are also presented for the artificial diffusivity, and Dirichlet wall temperature and density. Artificial diffusivity and the density boundary condition both significantly modify the plasma density profiles, leading to larger average temperatures, higher toroidal current, and increased relative density fluctuations at low diffusivity and low wall density. High power, low density simulations at 14.5 kHz achieve sufficiently high gain \(G \approx 5\) to generate significant volumes of closed flux lasting 1-2 injector periods.
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1 Introduction

Space and laboratory plasmas are almost universally multi-scale and strongly nonlinear. This motivates the use of simulations to improve understanding, but necessarily requires complex numerical models. Efficiency and model validation, balancing complexity and computational speed, is essential for simulating plasmas from solar wind dynamics to the interiors of fusion experiments. Magnetohydrodynamic (MHD) codes have now been used in the plasma physics community for over 50 years, but the complexity and inherent scale separations result in many numerical codes which are specialized for the efficient computation of a specific type of experiment or plasma system. For instance, a number of codes are optimized for solving in axial and toroidal geometry \([1-3]\). As performance and efficiency have improved, additional physical effects have been added to the basic single-fluid MHD model, such as: two-fluid (Hall) effects, finite Larmor radius (FLR) effects, evolution of a neutral fluid, and improved closures. The importance of these terms for HIT-SI simulations is chosen from theoretical considerations \([4]\) and the results of experimental validation \([5-7]\). Investigating the differences between plasma systems with a collection of models and geometries of varying complexities facilitates new understanding of the plasma dynamics, as well as validation of the numerical codes. The work presented here is part of an effort to in-
vestigate the complexity of the physical models, geometry, and boundary conditions required to accurately simulate the HIT-SI experiment, while retaining high efficiency.

Previous work on HIT-SI simulations started with a resistive single fluid model [5] followed by a model including Hall terms to capture some of the effects expected with the full two-fluid system of separate ions and electrons [6]; these models are typically referred to as resistive-MHD and Hall-MHD respectively. Two-fluid effects through the Hall terms are expected to be important for spatial scales between the ion and electron inertial scales [8]. In HIT-SI the ion inertial scale $d_i \approx 8$ cm is comparable with experimental length scales, such as the diameter of an injector mouth $d_{\text{inj}} \approx 14$ cm, and the characteristic magnetic scales of the spheromak $\lambda_sph^{-1} \approx 10$ cm, and of the injector $\lambda_{\text{inj}}^{-1} \approx 5$ cm [9, 10]. Numerical models with the Hall terms significantly improve agreement with HIT-SI measurements over the resistive MHD models [6], and validate well with many bulk measurements of the experiment [7, 11, 12]. However, from measurements of HIT-SI [12] (and a newer device called HIT-SI3) [13] and theory [9, 14], ion temperatures are expected to be significantly higher than electron temperatures. Distinguishing between the ion and electron temperatures provides additional validation with experiment over the single temperature model, and leads to new insights into the energy flow and dynamical processes in the system.

1.1 The HIT-SI experiment

HIT-SI was a laboratory device that formed and sustained spheromak plasmas for the study of plasma self-organization and steady inductive helicity injection (SIHI) [14]. It consisted of an axisymmetric flux conserver and two inductive injectors (called the X-injector and the Y-injector) mounted on each end as shown in Fig. 1. Voltage and flux circuits are wrapped around the outside of the injectors but are not pictured here. The voltage and axial flux of each injector are oscillated in phase at a frequency $f_{\text{inj}}$ with values between $14.5 - 68.5$ kHz. The two injectors are spatially and temporally $90^\circ$ out of phase and are purely inductive. The power and magnetic helicity injected by the two injectors is approximately constant during the discharge and is slowly varying compared with $f_{\text{inj}}$. An experimental discharge begins with an initial formation period, followed by the nonlinear self-organization of the spheromak plasma, which is subsequently sustained by the injectors for the remainder of the discharge. A description of the equilibrium profile and postulated current drive mechanism during sustainment can be found in the references on imposed dynamo current drive (IDCD) [4, 15]. Detailed descriptions of the experiment can be found in Jarboe et. al. [14] and Wrobel [16]. The upgraded HIT-SI3 device is dynamically similar, but features three inductive injectors mounted solely on the top of the device.

1.2 Contributions of this work

A two-temperature Hall-MHD model is implemented in the PSI-Tet extended MHD code. The PSI-Tet and NIMROD models are described in Section 2 and are compared with their single-temperature counterparts. In Section 3 we extend the scans of the injector frequency performed in previous works [11, 17] and find a number of interesting and important changes in the plasma dynamics, including: significantly hotter ions than electrons at high frequency operation, new insights into the dynamical power flows, super-linear injector impedance scaling with the injector frequency, and improved understanding of the structure of spheromak formation. When compared to the single-temperature models, the two-temperature models robustly predict larger (or similar magnitude) toroidal currents, increased volume-averaged ion temperatures, lower chord-averaged densities, and an outward radial shift (this is only true for PSI-Tet) and vertical symmetrization of the current centroid. Moreover, we discover that modeling the injector geometry in
PSI-Tet appears to be important for reproducing the experimentally observed asymmetry between injector waveforms and corresponding vertical shift of the current centroid; the NIMROD single temperature model, which does not model the injector geometry, observes a slight vertical shift but this shift is not present with the two-temperature NIMROD model.

In Section 4, parameter space scans are performed for the artificial diffusivity and the density and temperature Dirichlet boundary conditions. The wall temperature scan indicates an inward shift of the current centroid and reduced volume-averaged $\beta$, consistent with increased thermal pressure near the wall. Scans in the density and artificial diffusivity indicate operating in a low density regime leads to a hotter plasma with higher toroidal currents and larger relative density fluctuations, consistent with experimental results and theoretical work on IDCD [4, 15]. Low frequency, low density, high power simulations illustrate evidence of a transition to a high performance regime, with closed flux events lasting $50 - 100 \mu s$ (or 1-2 injector periods, $\tau_{\text{inj}}$) at spheromak gains of $G \approx 5$. In Section 5, we conclude with a number of suggestions for future work to improve the modeling and validation capabilities of these codes. The code used in this work can be found at https://github.com/akaptano/Two-Temperature-HITSI-Analysis.

2 Details of the MHD model

Numerical modeling of HIT-SI with MHD is a critically enabling tool for physical understanding of this dynamic system and design of future current drive experiments based on SIHI. We utilize two MHD codes, NIMROD [1] and PSI-Tet [18, 19], which differ primarily in their spatial discretizations.
2.1 MHD model

The first-principles model must balance efficiency and complexity, and this balance will vary depending on the physics required to resolve the dynamics of interest. The two-temperature Hall-MHD model chosen for these simulations was informed by previous work \[6, 17\] and theoretical considerations \[4, 15\]. This model is defined by the following evolution equations for the plasma density \(n\), fluid velocity \(u\), ion temperature \(T_i\), electron temperature \(T_e\), and magnetic field \(B\),

\[
\frac{\partial n}{\partial t} = -\nabla \cdot (nu) + D \nabla^2 n,
\]

\[
\frac{\partial u}{\partial t} = -u \cdot \nabla u + \frac{1}{m_in} [J \times B - \nabla (n(T_i + T_e)) - \nabla \cdot \Pi],
\]

\[
\frac{\partial T_i}{\partial t} = -u \cdot \nabla T_i + (\gamma - 1) \left[ -T_i \nabla \cdot u - \frac{1}{n} (\nabla \cdot q_i - Q_i) \right],
\]

\[
\frac{\partial T_e}{\partial t} = -u_e \cdot \nabla T_e + (\gamma - 1) \left[ -T_e \nabla \cdot u - \frac{1}{n} (\nabla \cdot q_e - Q_e) \right],
\]

\[
\frac{\partial B}{\partial t} = -\nabla \times E,
\]

with terms which are different in the single and two-temperature models colored in blue. The model is completed with the following closures:

\[\mu_0 J = \nabla \times B,\]

\[E = -u \times B + \eta J + \frac{1}{ne} (J \times B - \nabla nT_e) + \frac{m_e}{ne^2} \frac{\partial J}{\partial t},\]

\[q_s = -n \left[ \chi_{\parallel,s} \hat{b} \hat{b} + \chi_{\perp,s} (I - \hat{b} \hat{b}) \right] \cdot \nabla T_s,\]

\[Q_i = - (\nabla u)^T : \Pi - Q_{\text{coll}},\]

\[Q_e = \eta J^2 + Q_{\text{coll}},\]

\[Q_{\text{coll}} = 2 \times 10^{-14} \frac{n}{T_e^2} (T_i - T_e),\]

\[\Pi = -\nu W = -\nu (\nabla u + (\nabla u)^T - \frac{2}{3} I \nabla \cdot u),\]

\[u_e = u - \frac{J}{ne}.\]

Here \(m_i\) is the ion mass, \(m_e\) is the electron mass, \(e\) is the charge of an electron, \(\gamma = 5/3\) is the adiabatic index, \(\hat{b}\) is a unit vector in the direction of the magnetic field, and \(s\) indexes the fluid species, \(s = i\) or \(s = e\). An artificial particle diffusivity \(D = 250\ \text{m}^2/\text{s}\) is used to prevent numerical issues with small scale density oscillations. Anisotropic Braginskii thermal conduction \[20\ 21\ \chi_{\perp,s}\] and \(\chi_{\parallel,s}\), Spitzer-like resistivity \[22\ \eta = \eta_0/T_e^3\], and constant and isotropic viscosity \(\nu = 550\ \text{m}^2/\text{s}\) are assumed. The electrons are approximated in this model to receive the entirety of the ohmic heating, while only ions receive viscous heating. These choices are well-motivated because the ratio of electron to ion ohmic heat and the ratio of ion to electron viscous heat are both approximately \((m_i/m_e)^{1/2}\). The heat exchange from ion-electron collisions, \(Q_{\text{coll}}\), is an approximation obtained from the latest NRL plasma formulary \[23\].
| Parameter          | Value [Units]          |
|--------------------|------------------------|
| Injector Flux      | 0.5 [mWb]              |
| Injector Current   | 8 [kA]                 |
| Wall Density       | 0.75 [$10^{19}$ m$^{-3}$] |
| Wall Temperature   | 3 [eV]                 |
| $\nu$              | 550 [m$^2$/s]          |
| $D$                | 250 [m$^2$/s]          |
| $\eta_0$           | $5.327 \times 10^{-4}$ [\Omega m eV$^{-\frac{3}{2}}$] |
| $m_i/(f_{m,e} m_e)$ | 100                    |

Table 1: Fixed parameters for PSI-Tet and NIMROD frequency scan simulations.

In both numerical codes, there is an enhancement factor for the electron inertia term in Ohm’s law to artificially damp Whistler waves of high spatio-temporal frequencies. This tends to reduce numerical stiffness in the magnetic field evolution. Typically $f_{m,e} = 36.72$ and this value was found in previous work to be well-converged for simulations similar to those presented here [6, 17]. These and other relevant parameters are summarized in Table 1.

2.2 PSI-Tet

PSI-Tet is a 3D high-order finite element code that supports multi-physics models on unstructured tetrahedral grids. The grids can be generated directly from Computer-Aided Design (CAD) models and this discretization facilitates the accurate representation of complex 3D geometries like the HIT-SI device. For this work the existing Hall-MHD physics module was modified to include the two-temperature model. The HIT-SI flux conserver is constructed from $1/2"$ thick copper and the plasma-facing surface is coated with a thin insulating layer so that the injector operation remains purely inductive. The approximate experimental boundary conditions are

$$B \cdot \hat{n} = 0, \quad J \cdot \hat{n} = 0.$$

$B$ is the magnetic field, $J$ is the current density, and $\hat{n}$ is a unit normal vector to the wall. This boundary condition is enabled by the unique mixed element discretization used by PSI-Tet. PSI-Tet additionally uses Dirichlet boundary conditions equal to the initial condition for velocity, temperature, and density, with the values

$$u = 0, \quad T_e = T_i = 3 \text{ eV}, \quad n = 10^{19} \text{ m}^{-3},$$

on the boundary. An implicit Crank-Nicolson time advance is used with a maximum time step of 40 ns, determined to be suitable by convergence studies [18]. Typical time steps are 40 ns for low frequency simulations and 10 ns for high frequency simulations. A uniform grid spacing of 2.8 cm is used with third order basis functions. This produces an approximate resolution of 9 mm, which resolves the smallest physical scale, the electron inertial scale $d_e \approx 12$ mm.

2.3 NIMROD

NIMROD is a versatile extended MHD code used extensively for simulating spheromaks [6, 7, 17, 24, 25] as well as other plasma systems [26, 27]. Instead of implementing the boundary condition $J \cdot \hat{n}$, a thin layer of high resistivity with $\eta_{wall}/\eta_{plasma} \approx 10^5$ is used to impede current flow into the wall. To avoid numerical issues from a sharp jump in $\eta$, a matching boundary layer is added to
the mesh so that the variation occurs within a single cell. NIMROD is also restricted to toroidally symmetric geometries, so the HIT-SI injectors are modeled as boundary conditions on the flux conserver.

The magnetic field boundary condition approximates the action of the helicity injectors through a combination of $B_\perp$ and $E_\parallel$ conditions. The spatial profile of $B_\perp$ is generated through a Grad-Shafranov solution of the injector geometry and is detailed in reference [6]. The injector voltage, which generates $E_\parallel = -\nabla V$, has the same spatial profile of $B_\perp$ and differs by a phase delay in time.

The entire wall, including the injector openings, uses a constant and uniform Dirichlet boundary condition for temperature and density with the values in Table 1. A minor complication is that the two-temperature simulation at $f_{\text{inj}} = 14.5$ kHz was performed with $T_i = T_e = 1$ eV because of numerical issues; we will later justify in Section 4.1 that the dynamics are fairly insensitive to this value. More importantly, the Dirichlet temperature and density boundary conditions for the injector may lead to significantly different dynamics than those observed in PSI-Tet. These boundary conditions enforce a cold, uniform plasma across the injectors. Parallel heat conduction then produces cold channels of plasma in the main volume which are linked to the injectors. This is in direct contrast to PSI-Tet simulations which observe highly dynamic plasma channels in the injectors which are much warmer than the wall temperature.

The velocity is zero at the boundary except for a constant inward flow at each injector mouth to counteract density holes that cause numerical issues. These inwards flows are well-motivated by and comparable in magnitude to large flows seen in PSI-Tet simulations [11]. The spatial profile of the normal velocity matches the absolute value of the normal magnetic field, and the peak velocity $\approx 19.5$ km/s is in approximate agreement with the flow velocity observed on the experiment with ion doppler spectroscopy [12].

The average cell size in the poloidal plane was 1.8 cm and used fourth order basis functions. Eleven Fourier modes in the toroidal direction were used, corresponding to a toroidal node spacing of approximately 8.3 cm at the mid-radius of the domain (27.5 cm). Grid resolution studies for both PSI-Tet [18, 19] and NIMROD [6, 17] have shown convergence of results at these resolutions. Lastly, NIMROD solves the same system of equations that PSI-Tet does, with the exception of a divergence cleaning term added to the magnetic field evolution [1].

### 2.4 Power flows

Significant differences in ion and electron temperatures implies the possibility of important differences in the heating and loss terms in the evolved equations. In order to investigate these details, we calculate the various power and heat flows for the two-temperature PSI-Tet simulations.

The injector voltage circuit is responsible for most of the power input experimentally, but in PSI-Tet only the current waveform of this circuit is known. More details can be found in the original works [18, 19], but for our purposes, the consequence is that the total injected power cannot be calculated directly in PSI-Tet. Instead, the total injector power $P_{\text{inj}}$ is approximated from a power balance of the total time rate of change of the total energy with the ion and electron heat fluxes to the wall through

$$\sum_s \frac{d}{dt} \int_V \left[ \frac{B^2}{2\mu_0} + \frac{1}{2} \rho u^2_s + \frac{nT_s}{\gamma - 1} \right] dV - \oint_{\Omega} q_s \cdot d\Omega = P_{\text{inj}}.$$
We also track individual thermal energy flow terms

\[
\sum_s \frac{\partial}{\partial t} \int_V nT_s dV = \sum_s \oint_{\Omega} q_s \cdot d\Omega + \int_V \nu (\nabla u)^T : W dV + \int_V \eta J^2 dV + \frac{1}{\gamma-1} \int_V [(T_i+T_e) D \nabla^2 n] dV - \frac{1}{\gamma-1} \int_V [(T_i+T_e)(u \cdot \nabla n + \gamma n \nabla \cdot u)] dV - \frac{1}{\gamma-1} \int_V [n(u \cdot (\nabla T_i + \nabla T_e)) - J \cdot \nabla T_e] dV.
\]

Changes to the above relation from upwinding \cite{28}, applied to the density and temperature evolution equations, are included and contribute negligible heating power. Numerical heat flow introduced by the artificial diffusivity term is approximately 5% of the total power flowing at \( f_{\text{inj}} = 14.5 \) kHz and approximately 3% at \( f_{\text{inj}} = 68.5 \) kHz, a small but significant contribution.

3 Frequency Scan

Driven nonlinear systems tend to exhibit resonances and reproduce harmonics or quasi-harmonics of the driving frequency \cite{29}; simulating HIT-SI with different injector frequencies provides understanding about these qualitative behavior changes. Experimental trends in injector frequency indicate that higher frequency operations tend to exhibit higher plasma impedance in the injectors, increased volume-averaged \( \beta \), reduced chord-averaged density fluctuations from interferometry, and, to a lesser extent, larger current gain \( G = I_{\phi}/I_{\text{inj}} \). Previous work\cite{7, 11, 17} with the single-temperature models in NIMROD and PSI-Tet has indicated qualitative agreement with all of these trends when the injector frequency is increased from 14.5 kHz to 68.5 kHz; the two-temperature model facilitates further exploration and understanding of these qualitative trends. For the remainder of the paper, all volume-averaged quantities will be denoted like \( \langle \beta \rangle \), as will the chord-averaged density \( \langle n \rangle \) which is used in place of the volume-averaged density throughout the paper. The toroidal current and current centroid are obtained from averages over a number of surface magnetic probes and will be denoted \( \bar{I}_{\phi} \) and \( (\bar{R}, \bar{Z}) \), respectively.

Most of this analysis will be concerned with the plasma dynamics observed in these simulations, but qualitative comparisons with experimental trends will also be made. It is important to note that these simulations use typical parameters for a HIT-SI discharge at 68.5 kHz, i.e. at relatively low density and power. Furthermore, the total power injected in experimental HIT-SI satisfies \( P_{\text{inj}} = V_{\text{inj}} I_{\text{inj}} = Z_{\text{inj}} I_{\text{inj}}^2 \propto f_{\text{inj}} I_{\text{inj}}^2 \) where \( Z_{\text{inj}} \) is the plasma impedance in the injector \cite{15, 17}. These simulations keep the injector current and flux waveform amplitudes fixed, so that if the same scaling exists in the simulations, the power injected increases linearly with \( f_{\text{inj}} \). In fact, the injector power illustration in Fig. 3 indicates that the simulation produces scaling with \( f_{\text{inj}} \) that is slightly greater than linear. While the waveform amplitudes are constant, the relative phases between the waveforms are changed to match the average phases used for high performance HIT-SI experimental discharges at each frequency, and this may also affect the injector impedance scaling with injector frequency; more details on the how the phases were chosen can be found in previous work \cite{18}.

3.1 Ion and electron temperatures

For low density or low temperature plasmas, the slow ion-electron collision rates can result in separate temperatures for the two species on the timescales of interest. For the HIT-SI experiment, which sustains plasmas for 1-2 milliseconds, the approximate thermalization time \( \tau_{ei} \approx 100 \mu s \)
Figure 2: Summary of bulk metrics, comparing PSI-Tet and NIMROD single and two-temperature models. Density illustrations represent the chord-averaged density $\langle n \rangle$ obtained from the synthetic far-infrared interferometry diagnostic. Magnitude of the toroidal current $|I_\phi|$ and current centroid $(\bar{R}, \bar{Z})$ are calculated as averages of the four poloidal surface arrays.

$>\tau_{\text{inj}}$ for all the injector frequencies investigated here. Therefore we expect that separate ion and electron temperature evolutions are important for understanding the specific temperature profiles (affecting $\eta$ and $\beta$), as well as the flow of plasma energy and heat through the system.

The two-temperature model shows increasing differences between $\langle T_e \rangle$ and $\langle T_i \rangle$ as the frequency increases in Fig. 2. At 14.5 kHz $\langle T_e \rangle \approx \langle T_i \rangle$. However, at 68.5 kHz $\langle T_i \rangle$ and $\langle T_e \rangle$ match closely with the experimental measurements of $T_e \approx 5 - 10$ eV and $T_i \approx 20 - 30$ eV [12, 30]. Thomson scattering measurements on the newer HIT-SI3 device at 14.5 kHz also indicate electron temperatures of $5 - 10$ eV [13], in excellent agreement with the $\langle T_i \rangle$ calculated here. Volume-averaged electron temperature is fairly insensitive to injector frequency, while $\langle T_i \rangle$ shows a strong and approximately linear scaling with injector frequency. The mild increase for $\langle T_e \rangle$ can be partially explained through increases in the ohmic heating and electron heat flux to the wall. Colli-
sional heating with the ions is in the tens of kilowatts and therefore plays essentially no role in the electron heating. Ohmic heating and the total electron heat flux to the wall both increase by a factor of three or four from low to high frequency, restraining volume-averaged electron temperature to a modest increase at high frequency.

The larger volume-averaged ion temperatures can be explained from increased viscous heating. This increase is a product of more injector power at higher frequency, with a factor of approximately eight between the lowest and highest frequencies. Reconnection converts magnetic energy to ion motion, which then dissipates through viscosity, heating the ions \[31, 32\]. The change in ion motion can also be observed through the kinetic energy in Fig. 3.

The higher viscous heating at higher injector frequency can be explained physically. The frequency dependence predicted for the injector impedance is related to the energy required to do the field reversal every injector cycle. The higher the frequency, the more often the reversals happen, the more work that is expended to operate the injector, and therefore the higher the impedance. Since the injector dynamics involve significant reconnection, the viscous heating increases, leading to hotter ions. However, the large increases in the ion heat flux to the wall suggests that there is additional ion heating that offsets these losses.

A likely source of this additional heating is through the compressive heating \(\propto nT_s \nabla \cdot u\). Once the ions are warm, the compressive heat preferentially goes to the ions through the linear dependence on temperature, and Fig. 3 indicates that the total compressional heat \(\propto n(T_e + T_i) \nabla \cdot u\) is comparable to viscous and ohmic heating. Compression also tends to be very high in the injectors during a field reversal. The early and large (larger than ohmic for the simulations with \(f_{\text{inj}} \geq 36.5\) kHz) viscous heating of the ions facilitates the compressive heat to preferentially heat them even further.

Lastly, single temperature models produce lower overall temperatures for both species. One possible explanation for this difference is that the heat conduction used in the single temperature case is assumed to be maximally large, since it uses the larger of the ion and electron transport in each direction. The two-temperature model develops different spatial temperature distributions that result in reduced ion temperatures near the wall, with the notable exception of inside the injectors.

To understand why the PSI-Tet two-temperature model exhibits larger \(\langle T_e \rangle\) than the single-temperature model at low frequency and smaller \(\langle T_e \rangle\) at high frequency, note that, at low frequency, the ohmic heating is greater than the viscous heating. The single-temperature model shares the ohmic heating with the ions, reducing the amount of heat to the electrons. At high frequency, the viscous heating is shared between the electrons and ions, so that the single-temperature model now overheats the electrons. However, the NIMROD two-temperature model has slightly larger \(\langle T_e \rangle\) than the single temperature model at high frequency. This difference is possibly explained by the cold channels of plasma from the NIMROD injector boundary conditions.

### 3.2 Current centroid

The current centroid is an important quantity for modeling magnetic equilibria and understanding the magnetic topology in HIT-SI. The toroidal current \(I_\phi\) and current centroid \((\bar{R}, \bar{Z})\) are calculated as averages of the results from each of the four poloidal surface probe arrays in order to be consistent with the experimental analysis. The experimentally measured current centroid is taken as the weighted average of the poloidal field measurements from each of the four poloidal surface
Figure 3: Summary of volume-integrated energies and power for two-temperature PSI-Tet HIT-SI simulations.

where the index $k$ is summing over the four poloidal arrays and the index $i$ is summing over the 16 magnetic probes in each array. The uncertainties in the radial and vertical locations are also averaged over the four probe arrays and are quantified by the variances $\bar{\sigma}_R$ and $\bar{\sigma}_Z$. Experimental measurements have indicated an outward radial shift and vertical symmetrization of the current centroid at high frequency in HIT-SI [33]. Previous work comparing single-temperature and constant-temperature simulations did not find evidence of robust changes for different injector frequencies [11]. The two-temperature model in PSI-Tet indicates a small but robust outward radial shift and both two-temperature models produce vertical symmetrization of the current centroid compared to single temperature models. As before, there is no consistent evidence of symmetrization or outward radial shift as the injector frequency increases.

An interesting finding is that the PSI-Tet models tend to see the vertical component of the current centroid shifted upwards $2 - 4$ cm from the midplane, although $\bar{\sigma}_Z$ has a similar magnitude. The change in dynamics from the single to two-temperature PSI-Tet model appears to reduce the
upward shift of $\bar{Z}$ at low injector frequency, but has negligible change at high frequency. The vertical shift observations in PSI-Tet appear to be the consequence of an asymmetry between the amount of power input by the two injectors in PSI-Tet \[18\]; injected power asymmetry is also observed experimentally. The current waveforms for the flux circuit tend to be larger for the injector on the bottom of the machine to produce the same flux in both circuits. This asymmetry depends in principle on the nonlinear plasma dynamics inside of each injector, and the stronger injector is determined by the toroidal current direction \[34\]. In PSI-Tet simulations the bottom injector will tend to input more power, and therefore perturb the system preferentially in the upwards direction. This is directly reflected in PSI-Tet by the vertical component of the current centroid; NIMROD only produces a slight current centroid asymmetry with the single-temperature model, suggesting that capturing the injector power asymmetry correctly may require modeling the dynamics inside the injectors. In fact, the single-temperature 36.5 kHz simulation has a negative toroidal current direction and still exhibits an upward shift.

The vertical shift of the current centroid is observed to a small extent ($\approx 1$ cm) experimentally \[33\]. The smaller experimental shift is likely because an increase in one of the injector voltage waveforms tends to occur with a corresponding decrease in the same injector current waveform, leading to approximately equal power from each injector despite the asymmetric waveforms. Dealing with this subtlety would require a more realistic model of the experimental circuit. Nonetheless, this effect provides an additional metric for experimental validation and an interesting direction for future experimental work, i.e. intentional asymmetric operation of the injectors to investigate the current centroid dependence.

The experimentally observed shift in the radial component of the current centroid is postulated as a Shafranov shift from increased plasma pressure in the interior of the device. In these simulations the current centroid does not consistently shift outwards with higher frequency, even with significantly larger $\langle \beta \rangle$. The volume-averaged plasma $\beta$ is pictured in Fig. 3 and defined here through the plasma pressure $p = n(T_i + T_e)$ as

$$\langle \beta \rangle = \frac{\int_V (p - p_{wall}) dV}{\int_V \frac{B^2}{2\mu_0} dV}.$$

The lack of a shift with frequency in simulations despite an increase in $\langle \beta \rangle$ is consistent because there is no confined pressure; the field lines are all open in these simulations.

The two-temperature PSI-Tet observations for $\langle \beta \rangle$ indicate a large increase from 14.5 kHz to 36.5 kHz (perhaps corresponding to a transition from lower to higher average $\langle \beta \rangle$ as has been demonstrated elsewhere \[17\]) and diminishing increases from 36.5 kHz to higher frequencies. These two-temperature PSI-Tet values for $\langle \beta \rangle$ are uniformly larger than those obtained with the single-temperature PSI-Tet or either of the NIMROD models. The larger values for the PSI-Tet two-temperature model may partially explain the radial outward shift of the current centroid when compared to the equivalent single-temperature model. However, there is no Shafranov shift at high frequency despite $\langle \beta \rangle$ increasing significantly with the injector frequency. The lack of an outward shift as the frequency changes is consistent with single-temperature PSI-Tet observations in previous work \[11\]. Rather than implicating confined pressure, this suggests that the current distribution changes in the two-temperature PSI-Tet simulations, which leads to the observed shift between the two-temperature and single-temperature models.
3.3 Injector impedance

Experimental data and imposed dynamo current drive \cite{4,15} predicts that the injector impedance approximately satisfies

\[ Z_{\text{inj}} = C_1 \mu_0 R_0 \left( \frac{1}{8\pi e a^3} \frac{\lambda_{\text{inj}} I_\phi}{\lambda_{\text{sph}} n} + 2\pi C_2 f_{\text{inj}} \right). \]

For NIMROD and PSI-Tet simulations the second term on the right-hand side is dominant \cite{17}, and so we further approximate to

\[ Z_{\text{inj}} \approx 2\pi C R_0 \mu_0 f_{\text{inj}}. \]

\( R_0 = 0.5 \, \text{m} \) and \( a = 0.25 \, \text{m} \) are the major and minor radius of the HIT-SI device, and \( C_1, C_2, C = C_1 C_2 \) are fitting parameters. The \( Z_{\text{inj}} \) scaling with the frequency is indicated in Fig. 4 and indicates an average \( C \approx 1.9 \), in contrast to NIMROD simulations with \( C \approx 0.18 \). The relationship \( Z_{\text{inj}} \propto f_{\text{inj}} \) appears to accurately capture the leading order injector impedance evolution, but the relationship appears to be slightly super-linear in two-temperature PSI-Tet simulations. The physical cause of this additional scaling does not appear to correlate with average \( |J|/n \) as suggested by IDCD. Due to the continuous evolution of quantities and their profiles in these simulations as the injector frequency changes, an alternative physical correlation could not be found.

A natural extension of this analysis is an examination of the scaling of the current gain \( G = I_\phi/I_{\text{inj}} \). Helicity balance models \cite{30,35} indicate that for fixed injector waveforms and steady-state operation

\[ G \propto \sqrt{\frac{\tau_L}{R}} Z_{\text{inj}} \propto \sqrt{T_e^2 f_{\text{inj}}}, \]

where the second scaling follows from this analysis and \( \tau_{\text{L/R}} \) is the resistive decay time. However, these simulations are not at steady-state operation at \( t = 0.6 \, \text{ms} \), as can be seen straightforwardly in the continued growth of the toroidal currents in Fig. 2. Further work should examine the scaling of gain and injector impedance at steady-state with the two-temperature models.

3.4 Spheromak formation

The nonlinear relaxation event, the interval during which the plasma self-organizes into a spheromak plasma, has been analyzed extensively. However, the exact timing of this event, and the process by which the resulting toroidal current direction is determined, are not well-understood experimentally or theoretically. Recently, work with reduced order models using dynamic mode decomposition (DMD) \cite{36,38} identified previously undiscovered large-scale magnetic structures with \( n_\phi = 2 \) toroidal fourier structure, oscillating at the second harmonic of the injector frequency during sustainment\cite{39}. That work was performed in NIMROD on a larger and significantly hotter version of HIT-SI with a uniform and constant temperature and density Hall-MHD model \cite{25}.

At high frequency, NIMROD \cite{17} and PSI-Tet single and two-temperature simulations all indicate the presence of a structure of two oppositely oriented flux tubes during spheromak formation which matches the spatio-temporal dependence identified in the DMD work. Moreover, these flux tubes oscillate at approximately the second injector harmonic. This structure also briefly appears during the formation event for low frequency HIT-SI simulations using the two-temperature PSI-Tet model. The structure is visualized using \( B_z \) at the \( Z = 0 \) midplane for both low and high frequency two-temperature PSI-Tet simulations in Fig. 5.
This observation is notable because the HIT-SI experiment tends to produce both negative and positive toroidal discharges and this parity choice appears to depend on a number of factors, including the phases of the injector waveforms during the time of formation [17]. Previous studies have found that fixed parameter discharges operating only a single injector always form and sustain spheromaks with toroidal current parity determined by the sign of the injected helicity [40, 41] but more detailed explanations for this behavior have been elusive. Moreover, HIT-SI simulations in PSI-Tet with these fixed parameters always produce negative toroidal current; equivalent simulations for the HIT-SI3 device, which has a different injector geometry, produce positive toroidal currents. This parity can often be switched in the simulations by changing the relative phases of the injector waveforms. Different parameter regimes indicate different parity preferences.

In the simulations presented here, at the time of spheromak formation, the two closest flux tubes merge in the center, while the other two spread out and merge along the edge. Which flux tubes merge in the center determines the direction of the toroidal current. All of these observations are consistent with the interpretation of each injector driving a flux tube pair, with parity fixed by the sign of helicity. During operations with both injectors, a quasi-random process then selects which flux tube pair merges and determines the sign of toroidal current. This quasi-random process likely depends on a number of nonlinearities, as different parameter spaces indicate different timing and sign of the toroidal current. Future work could investigate how these formation structures change with different injector phasing.

4 PSI-Tet Parameter scans

Investigating the parameter space of the magnetohydrodynamic models presented here is essential; fixed numerical terms require convergence studies to understand their impact on simulations and physical parameters should be scanned in order to understand the possible range of results from the experimental uncertainty in the measured values.

With the two-temperature PSI-Tet model, a number of parameter scans were performed to investigate the plasma dependence on these values. The wall temperature, wall density, and artificial diffusivity scans are performed only for $f_{inj} = 14.5$ kHz. Previous HIT-SI simulations have indicated only small changes from the value of the viscosity and choice of isotropic or anisotropic viscosity [7]. However, scans performed in NIMROD may not see dependencies on the injector
Figure 5: Contours of $B_z$ with limits ±100 Gauss and vector plots of $B$ illustrated at time snapshots directly before spheromak formation, in the $Z = 0$ midplane. The flux tubes form a $n_\phi = 2$ toroidal fourier structure, and oscillate at approximately $2f_{\text{inj}}$. During spheromak formation, the flux tubes merge to determine the direction of the toroidal current.

geometry and associated field reversals. Future work in PSI-Tet should explore this possibility.

4.1 Wall temperature

The exact temperature boundary condition is unknown on the HIT-SI experiment. More sophisticated first-principles modeling of the temperature boundary condition would necessitate the evolution of a neutral fluid, as plasma-wall interactions involve recombination and other atomic processes which may strongly alter the density and temperature near the boundaries. However, scanning the wall temperature provides understanding about how the internal plasma dynamics are affected and provides a sense of which value best validates with experimental observations.

Three different wall temperatures $T_i = T_e = 1, 3, \text{ and } 10 \text{ eV}$, were investigated. The only significant changes are shown in Fig. and indicate that the primary change is a decrease in $\langle \beta \rangle$ as the wall temperature is increased, leading to a large inward shift of the current centroid. This shift is inwards because the pressure in the volume interior appears not to scale proportionally with the wall temperature. This is consistent with the interior $T_e$ not scaling proportionally with the wall temperature, while $\langle T_e \rangle$ increases substantially from the increased $T_e$ near the wall.

4.2 Wall density

To investigate the density dependence in simulations, wall densities $n = 10^{19} \text{ m}^{-3}, 2.58 \times 10^{19} \text{ m}^{-3}, \text{ and } 5.15 \times 10^{19} \text{ m}^{-3}$ are scanned at $f_{\text{inj}} = 14.5 \text{ kHz}$. To better approximate experimental conditions, injector current and flux waveform amplitudes are increased by a factor of 2.6 as compared to the other 14.5 kHz simulations shown in previous sections, leading to higher input powers of 4 – 8 MW. This is comparable with the low end of experimental discharges at low frequency, which typically input 5 – 15 MW of injector power.
Figure 6: Time evolution of important quantities for the wall temperature scan with $\langle T_i \rangle$ and $\langle T_e \rangle$ in solid and dashed lines, respectively.

Fig. 8 indicates that the toroidal current is strongly dependent on the density. At low density, $\langle T_i \rangle$ exceeds 50 eV, and toroidal current is approaching 100 kA and growing. Despite large gains in the temperature, $\langle \beta \rangle$ decreases, indicating the magnetic field strength has increased significantly faster than the pressure. The lowest density simulation $\langle \beta \rangle$ falls to near the Mercier limit for the HIT-SI flux conserver [42, 43]. The large magnetic field strength, the spheromak gain of $G \approx 5$, and increased fluctuations on the average temperature evolution all indicate possible closed flux activity. Poincaré plot movies in Fig. 7 for $B$ and $J$ confirm the existence of regions of closed flux lasting $50 - 100 \mu s$, or $1 - 2$ injector periods. These movies illuminate considerable variation in the closed flux surfaces. These surfaces vary from symmetric states to highly asymmetric states exhibiting complex magnetic island structures.

The large increase in viscous heating (and therefore ion temperature) at low density can be mostly accounted for by the corresponding large increase in injector power. However, the simulation with $n = 2.58 \times 10^{19} \text{m}^{-3}$ actually produces a slight decrease in the injector power compared to when $n = 5.16 \times 10^{19} \text{m}^{-3}$. A similar trend is seen in the compressive heating, although it exhibits a complicated temporal dependence not observed in any other of the simulations in this work. Note that the simulation with $n = 2.58 \times 10^{19} \text{m}^{-3}$ also indicates some interesting behavior in the compressive heat evolution, but this heat flattens out after a significant toroidal current is formed at $t \approx 0.3 \text{ ms}$; the lowest density simulation, in contrast, indicates large changes in the compressive heating behavior long after it has formed a large toroidal current. All of these observations suggest a threshold at a low enough density and high enough input power where the overall performance of the device increases sharply. An experimental study at 36.5 kHz operation did not find evidence of substantial toroidal current increases with low density deuterium [40], although the total input powers were less than 4 MW for all discharges examined. The record for experimental HIT-SI gain was $G \approx 3.9$, but this high frequency discharge also had only a few MW of input power [33], so the $G \approx 5$ regime has not been explored experimentally. Therefore, these observations at low density and high input power may indicate a route toward optimizing for higher performance experimental discharges. One complication in this route is that there are often large radiative losses in HIT-SI discharges, which are not modeled in the simulation. These losses may prevent the plasma from reaching the requisite viscous, ohmic, and compressive heating necessary for this higher performance regime. These findings at low density, low frequency, and high power operation merit future work on the density boundary conditions and profiles used for HIT-SI simulations.
Figure 7: Closed flux surfaces with lifetimes $50 - 100 \, \mu s$ in a low density, high power HIT-SI simulation. Points in blue approximately indicate the closed field lines.

Figure 8: Time evolution of important quantities for the wall density scan with $\langle T_i \rangle$ and $\langle T_e \rangle$ in solid and dashed lines, respectively.

4.3 Particle diffusivity

The artificial particle diffusivity in the continuity equation is necessary for the stability of the Hall-MHD model; it is tolerable if it can be converged down to a small value where it has negligible effects on the simulation. However, previous work [17] only managed to reduce this value to approximately $D = 250 \, m^2/s$. Here we report successful runs down to $D = 50 \, m^2/s$ in PSI-Tet,
which have been reproduced in NIMROD using additional hyper-diffusivity. We also compare with a run with $D = 1000 \text{ m}^2/\text{s}$ to understand the physical effects of this stabilizing term to regimes used in prior work [7]. We are unable to converge this value until the plasma dynamics are completely insensitive to it, but this comparison provides understanding about how diffusion affects the dynamics in our simulations. The quantities which indicated significant changes are summarized in Fig. 9.

In PSI-Tet and NIMROD this term is needed to avoid overshoot with grid-scale sharp features, generally near the wall or reconnecting regions. The two-temperature PSI-Tet simulations presented here have $\langle n \rangle$ which only mildly varies from $D = 1000 \text{ m}^2/\text{s} \rightarrow 250 \text{ m}^2/\text{s}$ but is significantly lower at $D = 50 \text{ m}^2/\text{s}$. This reduction in chord-averaged density produces an overall increase in performance (higher toroidal current and average temperatures) consistent with the wall density scan. The volume-averaged temperatures increase significantly, and $\langle T_i \rangle > \langle T_e \rangle$ for $D = 50 \text{ m}^2/\text{s}$. Relatively unchanged thermal pressure, with significantly larger magnetic pressure at low diffusivity, leads to reduced $\langle \beta \rangle \approx 10\%$. Despite these modest changes to the pressure balance, the current centroid shifts very little ($< 1 \text{ cm}$).

Experimental interferometry exhibits large and rapid oscillations which are considerably larger than those observed in previous work or in this analysis; artificial diffusivity has been postulated as a possible explanation for this discrepancy. While the density fluctuations $\langle \delta n \rangle$ shown on the raw density signal in Fig. 9 do not grow proportionally as the diffusivity is decreased, the relative density fluctuations $\langle \delta n \rangle/\langle n \rangle$ increase significantly. It is possible that further convergence of $D \rightarrow 0$ will validate better with the experimental oscillations. Another possibility is that matching the experimental density fluctuation size will require a density profile in the injectors that is a more faithful representation of the experimental fueling. Further progress will likely require careful reproduction of the experimental waveforms and possibly a direct model of the experimental circuit.
5 Conclusions

A two-temperature model was implemented in PSI-Tet and provides new insights into the plasma dynamics in HIT-SI simulation and experiment. Both the PSI-Tet and NIMROD two-temperature models differ from the single-temperature models through higher volume-averaged ion temperature, lower chord-averaged density, and axial symmetrization of the current centroid. Ion and electron temperatures are now in qualitative agreement with ion Doppler spectroscopy and initial Thomson scattering measurements. This new model further indicates injector impedance and volume-averaged temperatures scale approximately linearly with injector frequency.

Parameter scans in the Dirichlet boundary condition for temperature and density, along with simulations exploring the artificial diffusivity, lead to new physical insights into the plasma dynamics in the HIT-SI device. At higher wall temperature, the interior pressure increases substantially slower than the wall pressure, leading to $\langle \beta \rangle$ decreasing and an inward shift of the current centroid. In contrast, the plasma dynamics exhibit considerable dependence on the plasma density. Performance improves with higher volume-averaged temperatures, larger toroidal current, reduced oscillations of the current centroid position, and reduced heat flux to the wall. The low density, low frequency, high power simulation indicates a sharp rise in injector power, suggesting a sudden change in the dynamics towards a higher performance regime. These simulations motivate further experimental and numerical investigation of low density parameter regimes.

Reductions in the artificial diffusivity produce significant decreases in the chord-averaged density in the device, leading to higher temperatures and toroidal currents. The relative density fluctuations increase as the chord-averaged density decreases. Further reduction may potentially lead to numerical instability near these sharp density gradients. Reduction in the artificial diffusivity in PSI-Tet may be possible by using a hyper-diffusivity term $D_h \nabla^4 n$, which can provide a larger ratio between smoothing at the grid scale and the global scale and has been successfully applied to NIMROD simulations. The observations here strongly support the claim that variations in density produce a strong impact on the dynamics.

Lastly, future work includes detailed validation with the experiment with the new two-temperature model, as has been done with previous models [44]. Towards this goal, a circuit model [24] of the injectors will be implemented in PSI-Tet so that injector drive can be captured more completely by the simulation. This is expected to be important for experimental validation because the reconnection heating, propagated through the viscous heating, depends strongly on the phase between the injector waveforms during times when the injector reverses direction. The primary reversal phase was found in previous work [18] to last only a few $\mu$s, consistent with the Sweet-Parker [45, 46] reconnection timescale. Further physical understanding and improved validation with the experiment could also be obtained from an implementation of a more realistic closure for heat transport, along with anisotropic viscosity.
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