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Abstract. In this paper, we consider the problem of jointly performing online parameter estimation and optimal sensor placement for a partially observed infinite dimensional linear diffusion process. We present a novel solution to this problem in the form of a continuous-time, two-timescale stochastic gradient descent algorithm, which recursively seeks to maximise the asymptotic log-likelihood of the observations with respect to the unknown model parameters, and to minimise the expected mean squared error of the hidden state estimate with respect to the sensor locations. We also provide extensive numerical results illustrating the performance of the proposed approach in the case that the hidden signal is governed by the two-dimensional stochastic advection-diffusion equation.
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1. Introduction. The study of partially observed stochastic dynamical systems is old, but remains relevant to numerous applications in fields as diverse as acoustics and signal processing, image analysis and computer vision, automatic control and robotics, economics and finance, computational biology and bioinformatics, environmental monitoring, and meteorology (e.g., [11, 34, 49, 52]). In this paper, we consider a partially observed stochastic process governed by a particular dissipative stochastic partial differential equation (SPDE), namely, the stochastic advection-diffusion equation. This equation, typically as one component of a hierarchical model (see, e.g., [41]), is frequently used in environmental monitoring applications to model phenomena such as precipitation [28, 84, 110], air pollution [17, 83], groundwater flow [74, 120], and sediment transport [88].

We will consider the case in which the hidden state of interest is a space-time varying scalar field, $u(x,t)$, on some bounded two-dimensional domain $\Pi \subseteq \mathbb{R}^2$. This state is modelled using the stochastic advection-diffusion equation, which can be written as

$$\frac{\partial u(x,t)}{\partial t} = -\mu^T \nabla u(x,t) + \nabla \cdot \Sigma \nabla u(x,t) - \zeta u(x,t) + b(x) \varepsilon(x,t)$$

where $x = (x_1, x_2)^T \in \Pi$, $\nabla = (\partial/\partial x_1, \partial/\partial x_2)^T$ is the gradient operator, $\cdot$ is the divergence operator, and $\varepsilon(x,t)$ is a Gaussian noise process which is temporally white and spatially coloured. This might appear as a restrictive choice for the dynamics, but much of the subsequent methodology is generic, and could thus theoretically be applied to other models of interest (see [109] for a rigorous treatment). Moreover, this model results in a tractable but
non-separable space-time covariance operator [110], and thus its spatiotemporal dynamics are interpretable for practitioners. In addition, the terms in this equation can, if desired, be given a clear physical interpretation. In particular, the first term describes transport effects, also termed convection or advection, with \( \mu = (\mu_1, \mu_2)^T \in \mathbb{R}^2 \) the drift or velocity field. The second term describes a possibly anisotropic diffusion, with \( \Sigma = [\Sigma_{i,j}]_{i,j=1,2} \in \mathbb{R}^{2 \times 2} \) the diffusivity or diffusion matrix. This matrix can further be parametrised as (e.g., [110])

\[
(1.0.2) \quad \Sigma^{-1}(\rho_1, \gamma, \alpha) = \frac{1}{\rho_1^2} \begin{pmatrix}
\cos \alpha & \sin \alpha \\
-\gamma \sin \alpha & \gamma \cos \alpha
\end{pmatrix}^T \begin{pmatrix}
\cos \alpha & \sin \alpha \\
-\gamma \sin \alpha & \gamma \cos \alpha
\end{pmatrix}
\]

in which case \( \rho_1 \in \mathbb{R}_+ \) can be viewed as the range, which determines the amount of diffusion; \( \gamma \in \mathbb{R}_+ \) as the anisotropic amplitude, which determines the amount of anisotropy; and \( \alpha \in [0, \pi/2] \) as the anisotropic direction, which determines the direction of the anisotropy. In the case that \( \gamma \equiv 1 \), this matrix is symmetric, and the diffusion is isotropic. Finally, the third term describes damping, with \( \zeta \in \mathbb{R}_+ \) the damping rate, or damping coefficient.

The central problem underlying this partially observed stochastic dynamical system is that of optimal state estimation, or filtering. This consists in determining the conditional probability distribution of the latent signal process (i.e., the filter), given the history of observations, under the assumption that any model parameters are known, and the locations of the measurement sensors are fixed (e.g., [18, 42, 53]). In practical applications, however, it is often the case that the parameters of this model are unknown, and must be inferred from the data. Indeed, inferring the model parameters is often the primary problem of interest (e.g., [74, 92]). Moreover, the locations of the measurement sensors are typically not fixed, and thus it may be possible to improve upon the optimal state estimate by determining an ‘optimal sensor placement’. This is particularly relevant to applications in engineering and the applied sciences. In such applications, the process of interest, even if defined continuously over space and in time, can only be measured at a finite number of spatial locations. Moreover, the spatial density of observations is generally very low, due either to prohibitive expense (i.e., the sensors are expensive, or expensive to place), or geographical inaccessibility (i.e., the sensors cannot be placed in particular locations). Furthermore, measurements at certain points in the domain may yield more information about the system than measurements at other points, due to correlations in the signal. Thus, to a greater or lesser extent, the accuracy of the estimate of the signal is dependent on the number and location of the measurement sensors.

In this paper, we address, for the first time, the problems of parameter estimation and optimal sensor placement (for the purpose of optimal state estimation) together. This represents a significant departure from the existing literature, in which these two problems have, until now, been studied separately. There is clear motivation for this combined approach. In the vast majority of practical applications, both of these problems are relevant. It would thus be highly convenient to solve them simultaneously, and, if possible, in an online fashion (i.e., in real time). Moreover, they are often interdependent, in the sense that the optimal sensor placement can vary significantly according to the current parameter estimate (see Section 3.3). Thus, tackling them together can result in significant performance improvements (see Figure 1). Before we provide further details on our approach, let us briefly review the existing literature on these two important problems.
Figure 1. A comparison of the true, hidden state $u(x,t)$ (Fig. 1a) and the optimal state estimate $\hat{u}_{\theta,o}(x,t)$ obtained in three possible scenarios: using the true parameters and an optimal sensor placement (Fig. 1b), using the true parameters but a sub-optimal sensor placement (Fig. 1c), and using an optimal sensor placement but the incorrect parameters (Fig. 1d). In this example, the hidden state is only accurately reconstructed in the first scenario, when the model parameters are successfully estimated and the sensors are optimally placed. The parameters values and sensor placements used to generate these figures are provided in Appendix D.

1.1. Literature Review.

1.1.1. Parameter Estimation. The study of parameter estimation for infinite dimensional stochastic differential equations was initiated in the late 1960s (e.g., [72, 100]), and has since been the subject of numerous papers and several monographs (e.g., [16, 37, 87] and references therein). Although the majority of literature on this subject has been written for fully observed processes, several authors have also consider the ‘partially observed’ case, in which observations of the infinite dimensional system are corrupted by some additional noise process [3, 4, 5, 6, 9, 10]. Among the methods considered for this problem, those based on the maximum likelihood principle are perhaps the most ubiquitous. In the offline setting, maximum likelihood (ML) methods seek the value of $\theta$ that maximises the likelihood of the observations, or incomplete data log-likelihood, after some fixed time-period $T$. In particular, the maximum likelihood estimator (MLE) is defined as $\hat{\theta}_T = \arg \max_{\theta \in \Theta} L_T(\theta,o)$. The asymptotic properties of this estimator, including asymptotic consistency, asymptotic efficiency, and asymptotic normality, have been studied by various authors (e.g., [6, 9, 10, 13, 67, 70, 91]).

In this paper, we will primarily be concerned with online parameter estimation methods, which recursively estimate the unknown model parameters based on the continuous stream of observations (e.g., [19]). In comparison to classical methods, which process the observed data in a batch fashion, online methods perform inference in real time, can track changes in parameters over time, are more computationally efficient, and have significantly smaller storage requirements. We will focus, in particular, on recursive maximum likelihood (RML)
methods, which recursively seek the value of $\theta$ which maximises the asymptotic log-likelihood, defined as $\tilde{L}(\theta, o) = \lim_{t \to \infty} \frac{1}{t} L_t(\theta, o)$.

Perhaps somewhat surprisingly, a rigorous treatment of this approach in the infinite-dimensional case remains an open problem. With this in mind, let us provide a brief overview of existing results in the finite-dimensional case (e.g., [55, 56, 114]). The asymptotic properties of such methods for partially observed, discrete-time systems have been studied extensively (e.g., [39, 50, 71, 77, 78, 101, 107, 115, 116]). In comparison, the partially observed, continuous-time case has received relatively little attention.\(^1\) This method was first proposed by Gerencser et al. [55], who derived a RML estimator for the parameters of a partially observed linear diffusion process using the Itô-Venzel formula (e.g., [121]), and provided an almost sure convergence (a.s.) result for this estimator without proof. This analysis was later extended in [56], in which the authors established the a.s. convergence of a modified version of the estimator in [55], which included an additional resetting mechanism. The use of a continuous-time RML method for online parameter estimation was more recently revisited by Surace and Pfister [114], who derived an RML estimator for the parameters of a partially observed non-linear diffusion process, and established the a.s. convergence of this estimator under appropriate conditions on the latent state, the filter, and the filter derivative. This extended the results in [111] to the partially observed setting. The use of a continuous-time RML method for non-linear partially observed diffusion processes was also considered in [85, 94]. In these papers, however, in addition to the model parameters, the hidden state was estimated via maximum likelihood, rather than the usual filtering paradigm.

1.1.2. Optimal Sensor Placement. The problem of optimal sensor placement for state estimation in infinite dimensional, partially observed, linear stochastic dynamical systems, has been studied by a large number of authors, and in a wide variety of contexts. Arguably the first mathematically rigorous treatment of this problem was provided by Bensoussan [20, 21], who formulated it as an application of optimal control on the infinite dimensional Ricatti equation governing the covariance of the optimal filter. This extended the results in [8], in which similar conditions were obtained in the finite dimensional case. For a review of other early results on the sensor placement problem, we refer to [73]. Under this framework, sensor locations are treated as control variables, and the optimal sensor locations are defined as the minima of a suitable objective function, typically defined as the trace of the covariance at some finite time (e.g., [20, 21, 33, 36, 43, 95, 123]), or the integral of the trace of the covariance over some finite time interval (e.g., [32, 36, 59, 69]). Alternatively, one can define cost functions with respect to parameter estimation considerations (e.g., [98, 119]). In any case, one then has $\hat{o}_T = \arg \min_{o \in O} J_T(\theta, o)$.

Recently, and in the spirit of Bensoussan’s original approach, Burns et al. [29, 31, 32, 30, 60, 104] have provided a rigorous general framework for determining optimal location and trajectories of sensor networks for linear stochastic distributed parameter systems. In particular, in [32], the optimisation problem is precisely formulated as the minimisation of a functional involving the trace of a solution to the integral Ricatti equation, with constraints given by the allowed trajectories of the sensor network. The existence of Bochner integrable

\(^1\)We do not attempt to review the fully observed, continuous-time case here. The interested reader is referred to [79, 111] and references therein.
solutions to this equation, and thus the existence of optimal sensor locations, is established in [29, 31]. Meanwhile, in [32], a Galerkin type numerical scheme for the finite dimensional approximation of these solutions is proposed, for which convergence is proved in $L_p$ norm.

Several authors have also considered optimal sensor placement with respect to asymptotic versions of these objective functions (e.g., [1, 7, 103, 118, 124, 126]). In this case, the optimal sensor placements are obtained, possibly recursively, as the minima of the asymptotic objective function $\tilde{J}(\theta, o) = \frac{1}{t} \lim_{t \to \infty} J_t(\theta, o)$. Most recently, Zhang and Morris [126] consider minimisation of the trace of the (mild) solution of the infinite dimensional algebraic Ricatti equation as a sensor placement criterion. In particular, they prove that the trace of the solution to this equation minimises the steady-state error variance, and thus represents an appropriate design objective. They also establish the existence of solutions (i.e., optimal sensor locations) to the corresponding optimal sensor placement problem, as well as the convergence of appropriate finite-dimensional approximations to these solutions, using results previously obtained for optimal actuator locations in [93].

1.2. Contributions. In this paper, we present a principled method for performing joint online parameter estimation and optimal sensor placement for a partially observed infinite-dimensional linear diffusion process. We formulate this as a bilevel optimisation problem, in which the objective is to obtain estimates $\hat{\theta} \in \Theta$ and $\hat{o}(\hat{\theta}) \in \Pi_{ny}$ such that

$$\hat{\theta} = \arg \max_{\theta \in \Theta} \tilde{L}(\theta, \hat{o}(\theta)) \quad , \quad \hat{o}(\theta) = \arg \min_{o \in \Pi_{ny}} \tilde{J}(\theta, o).$$

(1.2.1)

where, as previously, $\tilde{L}(\cdot)$ denotes the asymptotic log-likelihood of the observations, and $\tilde{J}(\cdot)$ denotes an asymptotic sensor placement objective function. It should be noted that the choice of $\tilde{L}(\cdot)$ rather than $\tilde{J}(\cdot)$ as the upper-level objective function here is arbitrary. In particular, our methodology remains valid if we consider the bilevel optimisation problem in which the upper-level and lower-level objective functions are reversed. The upper-level objective function can thus be chosen on a case-by-case basis, based on which criterion (parameter estimation or optimal sensor placement) one wishes to prioritise.

To solve this problem, we propose a novel continuous-time, two-timescale stochastic gradient descent algorithm. This algorithm can be seen as a formal extension of the authors’ previous work in [109] to the setting in which the latent state is infinite-dimensional. We establish, using the theoretical results in [109], almost sure convergence of the online parameter estimates and recursive optimal sensor placements generated by a suitable finite dimensional approximation of this algorithm to the stationary points of the asymptotic log-likelihood and the asymptotic filter covariance, respectively. We then provide several detailed numerical case studies, illustrating the performance of this method for the partially observed stochastic advection diffusion equation. Our numerical results indicate that the algorithm is highly effective, and can be applied in cases involving static and dynamic parameters, multiple noise and bias parameters, different specifications of the sensor placement objective, and different specifications of the upper and lower-level objective functions.

\footnote{Under reasonable additional assumptions, it is possible to extend this analysis to show that the online parameter estimates are local maxima of the asymptotic log-likelihood, and the recursive optimal sensor placements are local minima of the asymptotic filter covariance [109].}
1.3. Paper Organisation. The remainder of this paper is organised as follows. In Section 2, we precisely formulate the stochastic advection-diffusion equation as a functional stochastic differential equation on an appropriate separable Hilbert space. In Section 3, we present the two-timescale stochastic gradient descent algorithm for joint parameter estimation and optimal sensor placement. We present our methodology in a generic abstract framework, and thus in principle it could be applied to partially observed stochastic partial differential equations other than the stochastic advection-diffusion equation. In Section 4, we provide several numerical examples illustrating the application of the proposed methodology. Finally, in Section 5, we provide some concluding remarks.

2. The Partially Observed Stochastic Advection-Diffusion Equation. In this section, we provide some background on the stochastic advection-diffusion equation. In particular, we outline how this SPDE can be defined as a functional evolution equation on an appropriate separable Hilbert space (see also, e.g., [15, 32, 123]). We restrict our attention to the case of periodic boundary conditions following the treatment in [110]. This choice is largely motivated by expositional convenience, and the ability to efficiently perform numerical approximations using the Fast Fourier Transform (FFT). We should emphasise, however, that the subsequent joint online parameter estimation and optimal sensor placement algorithm in Section 3 is generic, and does not require this assumption.

2.1. Preliminaries. We will suppose that the region of interest is the unit torus \( \Pi := [0,1]^2 \), with \( x = (x_1,x_2)^T \in \Pi \) a point on this space. We are interested in a space-time varying scalar field \( u: \Pi \times [0,\infty) \to \mathbb{R} \), and will write \( u(x,t) \) to denote the value of the field at spatial location \( x \in \Pi \) and time \( t \in [0,\infty) \). We will assume that this field satisfies periodic boundary conditions. The function space of interest is given by \( \mathcal{H} = L^2_{\text{per}}(\Pi) \), the space of periodic square-integrable functions on \( \Pi = [0,1]^2 \).

It is natural to work with the Fourier characterisation of this space. In particular, suppose we write \( \{\phi_k\}_{k \in \mathbb{Z}^2} \) for the set of orthonormal Fourier basis functions for \( \mathcal{H} \), namely, \( \phi_k(x) = \exp(ik^T x) \). We can then write

\[
\mathcal{H} = \left\{ \varphi : \varphi(x) = \sum_{k \in \mathbb{Z}^2} \alpha_k \phi_k(x) : \alpha_{-k} = \overline{\alpha_k}, \sum_{k \in \mathbb{Z}^2} \alpha_k^2(t) < \infty \right\}.
\]

2.2. The Signal Equation. Using standard results on infinite dimensional systems (e.g., [45, 96]), we can formulate the stochastic advection-diffusion partial differential equation (1.0.1) as a functional evolution equation on \( \mathcal{H} \). Let \( u(t) = u(\cdot,t) = \{u(x,t) : x \in \Pi\} \in \mathcal{H} \) denote the state of the infinite-dimensional system. Then we can write

\[
du(t) = A(\theta)u(t)dt + Bdv_\theta(t), \quad u(0) = u_0 \in \mathcal{H}
\]

where \( \theta \in \Theta \subset \mathbb{R}^{n_\theta} \) is an \( n_\theta \)-dimensional parameter, \( A(\theta) \) and \( B \) are abstract operators to be defined below, \( v_\theta(t) = v_\theta(\cdot,t) = \{v_\theta(x,t) : x \in \Pi\} \) is a space-time Brownian motion, and \( u_0 \) is a \( \mathcal{H} \)-valued Gaussian random variable, which is independent of \( v_\theta \). We are interested in weak solutions of this equation, to be understood path-wise on the complete probability space \( (\Omega, \mathcal{F}, P) \).
The terms in this equation are defined explicitly as follows. Firstly, $A(\theta) : D(A(\theta)) \to \mathcal{H}$ is the two-dimensional advection diffusion operator, defined according to

$$(2.2.2) \quad A(\theta)\varphi = -\sum_{i=1}^{2} \mu_{i} \frac{\partial \varphi}{\partial x_{i}} + \sum_{i,j=1}^{2} \frac{\partial}{\partial x_{i}} \left( \Sigma_{i,j} \frac{\partial \varphi}{\partial x_{j}} \right) - \zeta \varphi, \quad \varphi \in D(A(\theta))$$

where $D(A(\theta)) = \{ \varphi \in \mathcal{H} : \frac{\partial \varphi}{\partial x_{i}}, \frac{\partial^{2} \varphi}{\partial x_{i} \partial x_{j}} \in L_{2}(\Pi), i,j = 1,2 \}$, and $(\mu_{i})_{i=1,2}$, $(\Sigma_{i,j})_{i,j=1,2}$, $\zeta$ are the parameters defined in Section 1. We remark that this operator generates an exponentially stable $C_{0}$-semigroup over $\mathcal{H}$ (e.g., [32, 108]).3 Meanwhile, $B : \mathcal{H} \to \mathcal{H}$ is a disturbance operator defined, for some $b \in \mathcal{H}$, via

$$(2.2.3) \quad B\varphi = b(x)\varphi, \quad \varphi \in \mathcal{H}.$$ 

Finally, $\nu_{0}(t)$ is a $\mathcal{H}$-valued Wiener process with incremental covariance operator $Q(\theta) : \mathcal{H} \to \mathcal{H}$. We will assume that this covariance operator satisfies $Q(\theta)\phi_{k} = \eta^{2}_{k}(\theta)\phi_{k}$ for all $k \in \mathbb{Z}^{2}$, for some bounded sequence of real numbers $\{\eta^{2}_{k}(\theta)\}_{k \in \mathbb{Z}^{2}}$ satisfying $\eta_{-k}(\theta) = \eta_{k}(\theta)$ and $\sum_{k} \eta^{2}_{k}(\theta) < \infty$. We thus work with a diagonal covariance operator with respect to the Fourier basis, although other choices could easily be considered. It follows from standard results (see, e.g., [44, 46]) that

$$(2.2.4) \quad \nu_{0}(x,t) := \sum_{k \in \mathbb{Z}^{2}} \eta_{k}(\theta)\phi_{k}(x)z_{k}(t),$$

where $\{z_{k}(t)\}_{k \in \mathbb{Z}^{2}}$ are a set of suitably defined independent Brownian motions (see, e.g., [86] for a precise definition). Following [80, 110], we will assume that $\{\eta^{2}_{k}(\theta)\}_{k \in \mathbb{Z}^{2}}$ are given by

$$(2.2.5) \quad \eta_{k}(\theta) = \frac{\sigma}{2\pi} \left( k^{T}k + \frac{1}{\rho_{0}} \right)^{-\nu},$$

where $\sigma > 0$ is a marginal variance parameter, $\rho_{0} > 0$ is a spatial range parameter, and $\nu > 0$ is a smoothness parameter. This yields a noise process with the Matérn covariance function in space, which is perhaps the most widely used covariance function in spatial statistics [40, 58, 113]. In many applications, the smoothness parameter is not identifiable [80, 110]. Thus, as in [110], we will assume that $\nu = 1$. In principle, however, other values of $\nu$ could also be considered. This particular choice corresponds to the so-called Whittle covariance function in space, which can arguably be regarded as ‘the elementary correlation in two dimensions’ [122].

2.3. The Spectral Signal Equation. Using the Fourier characterisation, it is possible to write $u(x,t)$ as

$$(2.3.1) \quad u(x,t) = \sum_{k \in \mathbb{Z}^{2}} \alpha_{k}(t)\phi_{k}(x), \quad \alpha_{k}(t) = \langle u(t), \phi_{k} \rangle = \int_{\Pi} u(x,t)\overline{\phi_{k}(x)}dx.$$
It is thus equivalent to consider the parametrisation of \( u(t) \) via the set of Fourier coefficients \( \{\alpha_k(t)\}_{k \in \mathbb{Z}^2} \). Taking the inner product of both sides of the signal equation with \( \phi_k \), we see that the \( \alpha_k \)'s obey the following infinite dimensional stochastic differential equation

\[
(2.3.2) \quad d\alpha_k(t) = \sum_{j \in \mathbb{Z}^2} \lambda_{j,k}(\theta)\alpha_j(t)dt + \sum_{j \in \mathbb{Z}^2} \xi_{j,k}\eta_j(\theta)dz_j(t), \quad k \in \mathbb{Z}^2,
\]

where \( \lambda_{j,k}(\theta) = (A(\theta)\phi_j, \phi_k) = -(ijT\mu + jT\Sigma j + \zeta)\delta_{j,k} \) and \( \xi_{j,k} = (B\phi_j, \phi_k) \). We will occasionally refer to this as the ‘spectral’ signal equation. In our numerics, we will often assume that \( B \) is given by the identity operator, in which case we also have \( \xi_{j,k} = \delta_{j,k} \). In this case, the spectral signal equation diagonalises completely; that is, the \( \alpha_k \)'s evolve independently of one another. This parametrisation of the signal process is highly convenient, as it allows us to perform inference on a vector whose coordinates evolve according to a SDE, even if this vector happens to have infinite length.

2.4. The Observation Equation. We assume that the signal process cannot be observed directly, but that instead we obtain a continuous sequence of noisy observations \( y = \{y(t)\}_{t \geq 0} \), taking values in \( \mathbb{R}^{n_y} \), via a set of \( n_y \) sensors located at \( o = \{o_i\}_{i=1}^{n_y} \). In particular, the observations are generated according to

\[
(2.4.1) \quad dy(t) = C(\theta, o)u(t)dt + dw_o(t), \quad y(0) = 0,
\]

where \( C(\theta, o) : \mathcal{H} \to \mathbb{R}^{n_y} \) is a bounded linear operator to be specified below, and \( w_o(t) \) is a \( \mathbb{R}^{n_y} \) valued Wiener process with incremental covariance \( R(o) \in \mathbb{R}^{n_y \times n_y} \), which is independent of both \( \theta \) and \( u_0 \). While the use of a linear observation equation is somewhat restrictive, it does encompass most typical observation schemes used in practice.

We will further assume that each sensor provides a noisy, possibly biased, average of the latent signal around its current location, in which case the observation operator is defined by

\[
(2.4.2) \quad C(\theta, o_\ast) \varphi = \left( \begin{array}{c} C_1(\theta, o_1)\varphi \\ \vdots \\ C_{n_y}(\theta, o_{n_y})\varphi \end{array} \right), \quad C_i(\theta, o_i)\varphi = \frac{\int_\mathbb{R} K_{o_i}(x)\varphi(x)dx}{\int_\mathbb{R} K_{o_i}(x)dx} + \beta_i, \quad \varphi \in \mathcal{H}
\]

where \( K_{o_i} : \Pi \to \Pi \) are suitably chosen weighting functions, which decrease as \( |x - o_i| \) increases, and \( \beta_i \in \mathbb{R} \) are bias terms. In our numerics, we restrict our attention to the case in which each sensor provides an unweighted average of the latent signal process within a small fixed region of its current location (e.g., \([32, 86]\)). This corresponds to the choice

\[
(2.4.3) \quad K_{o_i}(x) = 1\{x \in \Pi : |x - o_i| \leq r\}, \quad r > 0.
\]

For simplicity, we will also assume that the sensors are independent, in which case the covariance matrix \( R(o) \) reduces to a diagonal matrix; and that the sensors can be categorised into \( p_1 \) distinct ‘noise classes’, and into \( p_2 \) distinct ‘bias’ classes, where \( 1 \leq p_1, p_2 \leq n_y \). By this, we mean that all observations generated by sensors belonging to a particular class have the same variance (or the same bias).
3. Joint Online Parameter Estimation and Optimal Sensor Placement. In this section, we present the joint online parameter estimation and optimal sensor placement algorithm for a generic partially observed infinite dimensional linear diffusion process of the form

\begin{align}
  \text{(3.0.1)} \quad d\theta(t) &= \mathcal{A}(\theta) \theta(t) dt + \mathcal{B} \nu(t), \quad \theta(0) = \theta_0, \\
  \text{(3.0.2)} \quad dy(t) &= \mathcal{C}(\theta, o) \theta(t) dt + dw_o(t), \quad y(0) = 0,
\end{align}

where \( \mathcal{A}(\theta) : \mathcal{H} \to \mathcal{H} \) is the infinitesimal generator of a \( C_0 \)-semigroup over a separable Hilbert space \( \mathcal{H} \), \( \mathcal{B} : \mathcal{H} \to \mathcal{H} \) and \( \mathcal{C}(\theta, o) : \mathcal{H} \to \mathcal{R}^{n_y} \) are bounded linear operators, \( \nu(t) \) and \( w_o(t) \) are independent \( \mathcal{H} \) and \( \mathcal{R}^{n_y} \)-valued Wiener processes with incremental covariances \( Q(\theta) \) and \( \mathcal{R}(o) \), and \( \theta_0 \) is a \( \mathcal{H} \)-valued Gaussian random variable, independent of \( \nu \) and \( w_o \). Clearly, this abstract framework includes the partially observed stochastic advection diffusion equation defined in Section 2.

3.1. The Infinite-Dimensional Kalman-Bucy Filter. We begin by briefly review the infinite-dimensional filtering problem. This refers to the problem of determining the conditional law of the latent signal, given the history of observations \( \mathcal{F}_t^y = \sigma\{y(s) : s \in [0, t]\} \). In the linear Gaussian case, it is well known that the conditional distribution of the latent signal is Gaussian, and thus determined uniquely by its mean and covariance. These quantities are given in closed form by the infinite-dimensional Kalman-Bucy filter (e.g., [20, 42, 44]).

In particular, suppose that we write \( \hat{\theta}(\theta, o, t) \) for the conditional mean of the latent signal, and \( \Sigma(\theta, o, t) \) for its conditional covariance. Then \( \hat{\theta}(\theta, o, t) \) is a mild solution of the stochastic evolution equation [44]

\begin{align}
  \text{(3.1.1)} \quad d\hat{\theta}(\theta, o, t) &= \mathcal{A}(\theta) \hat{\theta}(\theta, o, t) dt \\
  &\quad + \Sigma(\theta, o, t) \mathcal{C}^1(\theta, o) \mathcal{R}^{-1}(o)(dy(t) - \mathcal{C}(\theta, o) \hat{\theta}(\theta, o, t) dt),
\end{align}

and \( \Sigma(\theta, o, t) \) is a weak solution of the operator Ricatti equation [22, 44]

\begin{align}
  \text{(3.1.2)} \quad \dot{\Sigma}(\theta, o, t) &= \mathcal{A}(\theta) \Sigma(\theta, o, t) + \Sigma(\theta, o, t) \mathcal{A}^1(\theta) \\
  &\quad + \mathcal{B} Q(\theta) B^1 - \Sigma(\theta, o, t) \mathcal{C}^1(\theta, o) \mathcal{R}^{-1}(o) \mathcal{C}(\theta, o) \Sigma(\theta, o, t).
\end{align}

3.2. Online Parameter Estimation. We can now turn our attention to the problem of online parameter estimation. We will suppose that the model generates observations according to a true, but unknown, static parameter \( \theta^* \). Our objective is to obtain an estimator of the true parameter which is both \( \mathcal{F}_t^y \)-measurable and recursively computable. That is, an estimator which can be computed online using the continuous stream of observations, without revisiting the past.

For this task, we will follow an approach based on the maximum likelihood principle. Naturally, we thus require an expression for the log-likelihood of the observations, or incomplete data log-likelihood, for a partially observed infinite-dimensional linear diffusion process. Under appropriate conditions, this can be obtained as (e.g., [4, 10, 12, 14, 82])

\begin{align}
  \text{(3.2.1)} \quad \mathcal{L}_t(\theta, o) &= \int_0^t \langle \mathcal{R}^{-1}(o) \mathcal{C}(\theta, o) \hat{\theta}(\theta, o, s), dy(s) \rangle - \frac{1}{2} \int_0^t \| \mathcal{R}^{-\frac{1}{2}}(o) \mathcal{C}(\theta, o) \hat{\theta}(\theta, o, s) \|^2 ds,
\end{align}
where \( \langle \cdot, \cdot \rangle \) denotes the standard inner product on \( \mathbb{R}^{n_y} \), and \( ||\varphi||^2 = \langle \varphi, \varphi \rangle \). In the online setting, a standard approach is to recursively seek the value of \( \theta \) which maximises the asymptotic log-likelihood, namely, \( \hat{L}(\theta, o) = \lim_{t \rightarrow \infty} \frac{1}{t} L_t(\theta, o) \). This optimisation problem can be tackled using a continuous-time stochastic gradient descent algorithm, whereby the parameters follow a noisy ascent direction given by the integrand of the gradient of the log-likelihood, evaluated with the current parameter estimate (see [56, 114] in the finite-dimensional case). In particular, initialised at \( \theta_0 \in \Theta \), the parameter estimates can be generated according to

\[
(3.2.2) \quad d\theta(t) = \begin{cases} 
\gamma(t) \left[ C(\theta, o) u^\theta(\theta, o, t) \right]^T R^{-1}(o) \left[ dy(t) - C(\theta, o) u(\theta, o, t) dt \right] & \theta = \theta(t), \theta(t) \in \Theta, \\
0 & \theta(t) \notin \Theta
\end{cases}
\]

where \( \gamma : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) is a non-negative, non-increasing, real function, known as the learning rate, and we have written \( u^\theta(\theta, o, t) \) for the ‘filter derivative’ of the conditional mean. By this, we mean that this process is the solution, interpreted in the appropriate sense, of the equation obtained upon formal differentiation of (3.1.1) with respect to \( \theta \). This algorithm is commonly referred to as recursive maximum likelihood (RML).

### 3.3. Optimal Sensor Placement

We now review the optimal sensor placement problem. Here, the objective is to obtain an estimator of the set of \( n_y \) sensor locations \( o^* = \{ o^*_i \}_{i=1}^{n_y} \) which are optimal with respect to some pre-determined criteria, possibly subject to constraints. Once more, we require our estimator to be \( \mathcal{F}^Y_t \)-measurable and recursively computable. A standard approach to this problem is to first define a suitable objective function, say \( \mathcal{J}(\theta, \cdot) : \Omega^{n_y} \rightarrow \mathbb{R} \), and then to define the optimal sensor placement as \( o^* = \arg \min_{o \in \Omega^{n_y}} \mathcal{J}(\theta, o) \).

In this paper, we are interested in determining the sensor placement which minimises the uncertainty in our optimal state estimate. In this case, an appropriate objective function is (e.g., [32, 36, 59, 69]),

\[
J_t(\theta, o) = \int_0^t \text{Tr} [ \mathcal{M}(s) \Sigma(\theta, o, s) ] \ ds
\]

where \( \Sigma(\theta, o, s) \) is the weak solution of the operator Ricatti equation (3.1.2), and \( \mathcal{M}(s) : \mathcal{H} \rightarrow \mathcal{H} \) is a user-chosen, possibly time-dependent, bounded linear operator, which allows one to weight significant parts of the state estimate. In the spirit of the previous section, in the online setting, to obtain the optimal sensor placement we can recursively seek the value of \( o \) which minimises the asymptotic objective function, namely \( \bar{J}(\theta, o) = \lim_{t \rightarrow \infty} \frac{1}{t} J_t(\theta, o) \).

Similarly to online parameter estimation, this optimisation problem can be tackled recursively using continuous-time stochastic gradient descent, whereby the sensor locations follow a noisy descent direction given by the integrand of the gradient of the objective function, evaluated with the current estimates of the sensor placements. In particular, initialised at \( o_0 \in \Omega^{n_y} \), estimates of the optimal sensor locations can be recursively generated according to

\[
(3.3.2) \quad do(t) = \begin{cases} 
-\gamma(t) \text{Tr}^o \left[ \mathcal{M}(t) \Sigma(\theta, o, t) \right]^T dt & \text{if } o(t) \in \Omega^{n_y}, \\
0 & \text{if } o(t) \notin \Omega^{n_y}
\end{cases}
\]

where \( \gamma : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) is the learning rate, and \( \text{Tr}^o \left[ \mathcal{M}(t) \Sigma(\theta, o, t) \right] = \nabla_o \text{Tr} [ \mathcal{M}(t) \Sigma(\theta, o, t) ] \) denotes the ‘filter derivative’ of the weighted trace of the conditional covariance with respect to the sensor placements.
We should remark that, if the true model parameters are known, then one can compute the asymptotic sensor placement objective function (and its gradient) prior to receiving any observations by solving the so-called algebraic Ricatti equation (see Appendix B). In this case, it would thus arguably be preferable to use a (non-stochastic) gradient descent algorithm on the asymptotic objective function directly in order to obtain the optimal sensor placement (e.g., [1, 7]). If, however, the true model parameters are unknown, then one can no longer compute the true asymptotic sensor placement objective function (or its gradient) prior to receiving any observations, since the true solution of the algebraic Ricatti equation (and thus the optimal sensor placement) depends on knowing the value of these parameters (see Figure 2). This observation highlights the need to tackle the parameter estimation and optimal sensor placement problems together.

![Figure 2. The 'optimisation landscape'. Plots of the asymptotic sensor placement objective function, \( \tilde{J}(\theta, o) \), and the corresponding optimal sensor placement, \( o^* = \arg \min_{o \in \Omega} \tilde{J}(\theta, o) \), for two possible specifications of the model parameters \( \theta \).](image-url)

3.4. Joint Online Parameter Estimation and Optimal Sensor Placement. We finally now turn our attention to the problem of joint online parameter estimation and optimal sensor placement. In the spirit of the previous two sections, we will formulate this as a bilevel optimisation problem, in which the objective is to obtain \( \theta \in \Theta \), \( o \in \Omega^m \) which simultaneously maximise the asymptotic log-likelihood \( \tilde{L}(\theta, o) \), and minimise the asymptotic objective function \( \tilde{J}(\theta, o) \).

There are two possible approaches to this task. The first is to alternate between online parameter estimation and optimal sensor placement, periodically updating the locations of the measurement sensors on the basis of the current parameter estimates. The second is to jointly perform online parameter estimation and optimal sensor placement, simultaneously and recursively updating the parameter estimates and the locations of the measurement sensors. We strongly advocate the second approach, which is not only more numerically convenient, but can be implemented in a truly online fashion. Moreover, in the case of mobile sensors, this approach can provide real-time motion guidance.

On this basis, we propose the use of a continuous-time, two-timescale stochastic gradient descent algorithm (e.g., [24, 25, 109]), which combines the schemes in (3.2.2) and (3.3.2). In particular, suppose some initialisation at \( \theta_0 \in \Theta \), \( o_0 \in \Omega^m \). Then, simultaneously, the
parameter estimates and the sensor placements are generated according to

\[
\begin{align}
\mathbf{d\theta}(t) &= \begin{cases} 
-\gamma_{\theta}(t)[C(\theta, \mathbf{o}) \dot{u}(\theta, \mathbf{o}, t)]^T \mathcal{R}^{-1}(\mathbf{o}) \dot{u}(\theta, \mathbf{o}, t) dt \quad \text{if } \theta(\mathbf{o}, t) = \theta(\mathbf{o}), \theta(t) \in \Theta, \\
0 & \quad \text{if } \theta(\mathbf{o}, t) \neq \theta(\mathbf{o}), \theta(t) \notin \Theta,
\end{cases} \\
\mathbf{do}(t) &= \begin{cases} 
-\gamma_{\mathbf{o}}(t) \text{Tr}[\mathcal{M}(t) \Sigma(\theta, \mathbf{o}, t)] dt \quad \text{if } \mathbf{o}(\mathbf{a}, t) = \mathbf{o}(\mathbf{a}), \mathbf{o}(t) \in \Omega_{Ny}, \\
0 & \quad \text{if } \mathbf{o}(\mathbf{a}, t) \neq \mathbf{o}(\mathbf{a}), \mathbf{o}(t) \notin \Omega_{Ny}.
\end{cases}
\end{align}
\]

where \(\gamma_{\theta}, \gamma_{\mathbf{o}} : \mathbb{R}_+ \rightarrow \mathbb{R}_+\) are learning rates which satisfy either \(\lim_{t \rightarrow \infty} \gamma_{\theta}(t) / \gamma_{\mathbf{o}}(t) = 0\) or \(\lim_{t \rightarrow \infty} \gamma_{\mathbf{o}}(t) / \gamma_{\theta}(t) = 0\). The choice between these two conditions determines which of the algorithm iterates move on a slower timescale, which in turn determines whether parameter estimation or optimal sensor placement is the primary objective. For example, the first implies that the parameter estimates move on a slower timescale than the sensor placements, and is generally preferred if parameter estimation is the primary objective.

In practice, we cannot implement this algorithm directly, as it depends on the infinite-dimensional solutions of the Kalman-Bucy filtering equations. We are thus required to use a Galerkin discretisation, and project onto a finite-dimensional Hilbert space (e.g., [57, 106]). Under certain, verifiable conditions, the approximate, finite-dimensional solutions of the Kalman-Bucy filtering equations, and the algebraic Ricatti equation, converge to the true, infinite-dimensional solutions as the order of the projection is increased (e.g., [15, 32, 47, 57, 123, 126]). It is thus reasonable to expect that, under similar conditions, the finite-dimensional approximations of the asymptotic log-likelihood and the asymptotic objective function, \(\tilde{\mathcal{L}}_n(\theta, \mathbf{o})\) and \(\tilde{\mathcal{J}}_n(\theta, \mathbf{o})\), will converge to their true, infinite-dimensional counterparts, as will the corresponding approximations of the MLE and the optimal sensor placement.

In fact, rigorous convergence results of this type have already been obtained for the sensor placement objective function and the optimal sensor placement. In particular, under precisely the conditions required for convergence of the finite-dimensional filter, the finite-dimensional approximation of the sensor placement objective function and the optimal sensor placement do indeed converge to their true values (e.g., [32, 123, 126]). While similar results do not currently exist for the log-likelihood and the MLE (see [37] for some relevant results in the fully observed case), it is expected that similar arguments could be applied in this setting.

In this context, we have strong justification for implementing a finite-dimensional version of Algorithm (3.4.1a) - (3.4.1b), in which the filter and filter derivatives are replaced by their finite-dimensional approximations. The resulting algorithm is a particular case of the joint online parameter estimation and optimal sensor placement algorithm analysed in [109, Proposition 3.1]. Thus, under suitable conditions on the latent state, the optimal filter, and the filter derivatives, the parameter estimates and the optimal sensor placements generated by this algorithm are guaranteed to converge to the stationary points of the (finite-dimensional approximations of the) asymptotic log-likelihood and the asymptotic sensor placement objective function, respectively. That is,

\[
\lim_{t \rightarrow \infty} \nabla_{\theta} \tilde{\mathcal{L}}_n(\theta(t), \mathbf{o}(t)) = \lim_{t \rightarrow \infty} \nabla_{\mathbf{o}} \tilde{\mathcal{J}}_n(\theta(t), \mathbf{o}(t)) = 0.
\]

We state these conditions in full in Appendix A, and provide sufficient conditions in the linear Gaussian case.
4. Numerical Results. In this section, we provide numerical examples illustrating the performance of the joint online parameter estimation and optimal sensor placement algorithm. The R code is available at https://github.com/louissharrock/RML-ROSP. All simulations are performed on a 2015 MacBook Pro with 2.7 GHz Intel Core i5 processor and 8GB RAM.

4.1. Numerical Considerations. For numerical purposes, we will project the infinite-dimensional solution of the signal equation onto a finite dimensional Hilbert space. In particular, we will consider the finite dimensional subspace \( H_n \subset H \) spanned by the truncated set of Fourier basis functions \( \{\phi_k\}_{k \in \Lambda_n} \), where \( \Lambda_n \subset \mathbb{Z}^2 \) is the set of wave-numbers

\[
(4.1.1) \quad \Lambda_n = \left\{ k \in \mathbb{Z}^2 : -\left(\frac{n}{2} - 1\right) \leq k_1, k_2 \leq \frac{n}{2} \right\}, \quad n \in 2\mathbb{N}, \quad |\Lambda_n| = n^2.
\]

We should emphasise that this choice of basis is not unique. Indeed, in principle, one could consider any finite dimensional basis (e.g., Chebyshev polynomials, finite-elements, etc.), provided that the resulting projection converged in an appropriate sense as its dimension increased (see, e.g., Theorem 4.2 in [126]). Indeed, other choices of the finite dimensional basis, such as the piecewise linear basis functions in [80], may be more appropriate in the case of non-periodic boundary conditions or other more complex geometries.

For \( n \geq 1 \), let \( \Pi_n : H \to H_n \) denote the orthogonal projection onto this space, defined in the usual fashion. The Galerkin projection of \( u(t) \) is then given by \( u_n(t) = u_n(\cdot,t) = \{u_n(x,t) : x \in \Pi\} \in H_n \), where

\[
(4.1.2) \quad u_n(x,t) = \Pi_n u(x,t) = \sum_{k \in \Lambda_n} \alpha_k(t) \phi_k(x), \quad \alpha_k(t) = \langle u(t), \phi_k \rangle = \int \Pi u(x,t) \overline{\phi_k(x)} \, dx,
\]

and where the vector of Fourier coefficients \( \{\alpha_k(t)\}_{k \in \Lambda_n} \) now obey the finite dimensional SDE

\[
(4.1.3) \quad d\alpha_k(t) = \sum_{j \in \Lambda_n} \lambda_{j,k}(\theta) \alpha_j(t) \, dt + \sum_{j \in \Lambda_n} \xi_{j,k}(\theta) \, dz_j(t), \quad k \in \Lambda_n,
\]

with \( \lambda_{j,k}(\theta) \) and \( \xi_{j,k}(\theta) \) defined as previously. This high dimensional SDE will provide an approximation for the original, infinite dimensional SPDE. Indeed, as \( n \to \infty \), one can show that the finite-dimensional approximation \( u_n(t) \) does indeed converge in law to the true solution \( u(t) \) (see, e.g., [110]). It is convenient to rewrite this equation, as well as the corresponding observation equation, in vector form. Let \( \alpha_n(t) = \{\alpha_k\}_{k \in \Lambda_n} \) denote the \( n^2 \)-dimensional vector of Fourier coefficients. We then have

\[
(4.1.4) \quad d\alpha_n(t) = A_n(\theta) \alpha_n(t) \, dt + B_n \, dv_{n,\theta}(t), \quad \alpha_n(0) = \alpha_{n,0},
\]

\[
(4.1.5) \quad dy_n(t) = C_n(\theta,\mathbf{o}) \alpha_n(t) \, dt + dw_\mathbf{o}(t), \quad y_n(0) = 0,
\]

where \( A_n(\theta) \in \mathbb{R}^{n^2 \times n^2} \), \( B_n \in \mathbb{R}^{n^2 \times n^2} \), and \( C_n(\theta,\mathbf{o}) = C(\theta,\mathbf{o}) |_{\mathbb{R}^{n^2}} \in \mathbb{R}^{n \times n^2} \) are the matrices

\[
(4.1.6) \quad [A_n(\theta)]_{j,k} = \lambda_{j,k}(\theta), \quad [B_n]_{j,k} = \xi_{j,k}, \quad [C_n(\theta,\mathbf{o})]_{j,k} = \mathcal{C}_j(\theta,\mathbf{o}) \phi_k,
\]

and where \( v_{n,\theta}(t) \) is the \( \mathbb{R}^{n^2} \)-valued Wiener process with incremental covariance matrix \( Q_n(\theta) = \text{diag}[\eta_{k_1}^2(\theta), \ldots, \eta_{k_{n^2}}^2(\theta)] \). In our numerical simulations, will typically set \( n = 50 \),
so that the simulated observations correspond to noisy realisations of the projection of the true infinite dimensional signal onto an \( n^2 = 2500 \) dimensional subspace.

Meanwhile, will apply the finite-dimensional Kalman-Bucy filter and tangent filter, and implement the joint online parameter estimation and optimal sensor placement algorithm, using a reduced Fourier basis of \( K \ll n^2 \) basis functions. This is typical in similar applications (e.g., [41, 110]). In particular, following [110], we used a reduced Fourier basis given by \( \{ \phi_k \}_{k \in \Gamma_{m,n}} \), where \( \Gamma_{m,n} \subseteq \Lambda_n \subset \mathbb{Z}^2 \) is the following set of wave-numbers

\[
\Gamma_{m,n} = \{ k \in \mathbb{Z}^2 : k_1^2 + k_2^2 \leq m \} \cap \Lambda_n, \quad m \in \mathbb{N}_0, \quad K = |\Gamma_{m,n}|.
\]

In our simulations, we will generally set \( m = 5 \), which yields a Fourier truncation with \( K = 21 \) basis functions. Numerical results indicate that, for our purposes, this choice represents a reasonable trade-off between accuracy - both of the optimal sensor placement (see Table 1) and the optimal state estimate (see Figure 3a) - and computational cost. This choice is also comparable with other related works (e.g., [32, 110, 126]). Regarding the time discretisation, we use an exponential Euler scheme for the finite-dimensional approximation of the partially observed diffusion process (4.1.4) - (4.1.5), and implement the discrete-time analogue of the stochastic gradient descent algorithm (3.4.1a) - (3.4.1b).

**Table 1**

The mean squared error (MSE) of the approximate optimal sensor placement, and the CPU time per iteration, for different values of the number of basis functions \( K \), in two cases of interest. In Case I, there are 25 sensors, all of which are movable. In Case II, there are 40 sensors, of which are movable. In both cases, the sensors are initially uniformly placed at random over \( \Pi = [0,1]^2 \), and the algorithm is run for \( T = 1 \times 10^4 \) iterations. While increasing the number of basis functions beyond \( K = 21 \) can clearly decrease the error, this choice is adequate to obtain a relatively accurate approximation at a relatively low computational cost, particularly when there are relatively few movable sensors (Case II).

| Case    | \( K \) | 5  | 13 | 21 | 37 | 57 | 81 | 101 |
|---------|--------|----|----|----|----|----|----|-----|
| Case I  | MSE \((\times 10^{-2})\) | 5.75 | 4.28 | 2.23 | 2.67 | 1.43 | 0.28 | 0.13 |
|         | CPU Time per Iteration (s) | 0.03 | 0.05 | 0.06 | 0.11 | 0.23 | 0.54 | 0.87 |
| Case II | MSE \((\times 10^{-2})\) | 12.49 | 9.07 | 0.32 | 0.16 | 0.05 | 0.02 | 0.01 |
|         | CPU Time per Iteration (s) | 0.04 | 0.05 | 0.07 | 0.12 | 0.24 | 0.52 | 0.83 |

**Figure 3.** The MSE of the optimal state estimate, and the CPU time (per iteration), for different choices of (a) the number of basis functions \( K \) and (b) the number of movable sensors. In (a) we use 25 sensors, all of which are movable. In (b) we use 40 sensors, varying the number of movable sensors, and use \( K = 45 \) basis functions. In both cases, the sensors are initially uniformly placed at random over \( \Pi = [0,1]^2 \), and the algorithm is run for \( T = 1 \times 10^4 \) iterations.
4.2. Numerical Experiments.

4.2.1. Simulation 1. We first investigate the convergence of the parameter estimates and the optimal sensor placements under conditions which guarantee convergence to the stationary points of the asymptotic log-likelihood and the asymptotic sensor placement objective function, respectively (see Appendix A). We assume that the true model parameters and the initial parameter estimates are given respectively by

\[ \theta^* = (\rho_0 = 0.50, \sigma^2 = 0.2, \zeta = 0.5, \rho_1 = 0.1, \gamma = 2.0, \alpha = \frac{\pi}{4}, \mu_x = 0.30, \mu_y = -0.3, \tau^2 = 0.01), \]
\[ \theta_0 = (\rho_0 = 0.25, \sigma^2 = 0.8, \zeta = 0.1, \rho_1 = 0.2, \gamma = 1.2, \alpha = \frac{\pi}{4}, \mu_x = 0.1, \mu_y = -0.15, \tau^2 = 0.10). \]

We also assume that we have \( n_y = 8 \) sensors in \( \Pi = [0,1]^2 \). We suppose that the sensors are independent, have zero bias, and generate noisy measurements with variance \( \tau^2 \). Thus, in the observation equation, we have \( \beta = (0, \ldots, 0)^T \) and \( \mathcal{R} = \text{diag}(\tau^2) \). In this test simulation, in order to verify the convergence of our algorithm, we suppose that our objective is to obtain the optimal sensor placement with respect to the state estimate at a set of known ‘target’ locations. This is achieved by choosing an operator \( \mathcal{M} \) in the sensor placement objective function \( \mathcal{J}(\theta, o) \), c.f. (3.3.1), which places greater emphasis on minimising the uncertainty in the state estimate at the target locations. We provide an explicit definition of this operator in Appendix C. In particular, we assume that the target sensor locations and the initial sensor locations are given, respectively, by

\[ \gamma = \{ (0.00, 0.50), (0.33, 0.50), (0.75, 0.50), (0.08, 0.58), (0.83, 0.83), (0.25) \}, \]

\[ \alpha = \{ (0.84, 0.34), (0.43, 0.31), (0.60, 0.34), (0.27, 0.26), (0.51, 0.18), (0.08, 0.23), (0.25), (0.08) \}. \]

It remains to specify the learning rates \( \{ \gamma_{\theta}^i(t) \}_{i=1}^{9} \) and \( \{ \gamma_{o}^j(t) \}_{j=1}^{8} \), where the indices \( i, j \) now make explicit the fact that the step sizes are permitted to vary between parameters, and between sensors. In this simulation, we assume that our primary objective is to estimate the true model parameters, and our secondary objective is to optimally place the measurement sensors. We thus set \( \gamma_{\theta}^i(t) = \gamma_{\theta,0}^i t^{-\epsilon_{\theta}^i} \) and \( \gamma_{o}^j(t) = \gamma_{o,0}^j t^{-\epsilon_{o}^j} \), where \( \gamma_{\theta,0}^i, \gamma_{o,0}^j > 0 \) and \( 0.5 < \epsilon_{\theta}^i < \epsilon_{o}^j \leq 1 \) for all \( i = 1, \ldots, 9 \) and \( j = 1, \ldots, 8 \), with the values of \( \gamma_{\theta,0}^i, \epsilon_{\theta}^i, \gamma_{o,0}^j \) and \( \epsilon_{o}^j \) tuned individually. In our numerics, the specific values of the learning rates are chosen on the basis of initial experiments. In principle, however, one can use any one of a number of adaptive learning rate methods to automate this choice, including backtracking line search, Adagrad [51], Adadelta [125], Adam [68], AMSgrad [105], and others. This choice of learning rate satisfies all of the conditions of [109, Proposition 3.1]. In particular, it guarantees that

\[ \lim_{t \to \infty} \frac{\gamma_{\theta}^i(t)}{\gamma_{o}^j(t)} = 0 \quad \forall i = 1, \ldots, 9, \quad j = 1, \ldots, 8. \]

This implies that the parameter estimates \( \{ \theta(t) \}_{t \geq 0} \) move on a slower timescale than the sensor placements \( \{ o(t) \}_{t \geq 0} \). Thus, the sensor placements see the parameter estimates as quasi-static, while the parameter estimates see the sensor placements as almost equilibrated.
In practice, this means that \( o(t) \) will asymptotically track the sensor placements which are optimal with respect to the current parameter estimates. This is particularly advantageous when the optimal sensor placement depends significantly on the parameters (see Section 4.2.2).

The performance of the two-timescale stochastic gradient descent algorithm is visualised in Figures 4, in which we plot the sequence of online parameter estimates and optimal sensor placements, Figure 5, in which we plot a single component of the hidden state used to generate the observations, and the optimal state estimate, and in Figure 6, in which we plot the time evolution of the mean squared error (MSE) for the corresponding filter. As expected, all of the parameter estimates converge to within a small neighbourhood of their true values (Figure 4a), and all of the sensors converge to one of the target locations (Figure 4b). As a result, the performance of the filter is improved to near-optimal after approximately \( T = 2 \times 10^4 \) iterations (Figure 6). This number is largely determined by the initial magnitudes of the learning rates \( \gamma_i(t) \) and \( \gamma_j(t) \). In particular, increasing one or more of these values will often decrease the time taken for the algorithm iterates to converge.

\[ \lim_{t \to \infty} \gamma_i(t) = 0 \quad \forall i = 1, \ldots, 9, \quad j = 1, \ldots, 8. \]
This implies, of course, that the sensor placements \( \{ o(t) \}_{t \geq 0} \) now move on a slower timescale than the parameter estimates \( \{ \theta(t) \}_{t \geq 0} \). The performance of the two-timescale stochastic gradient descent algorithm in this scenario, with all other assumptions unchanged from the first simulation, is illustrated in Figure 7. Once more, we observe that all of the parameter estimates converge to within a small neighbourhood of their true values, and all of the sensors converge to one of the target locations. Unsurprisingly, given the alternative specification of the learning rates, the convergence of the parameter estimates is somewhat faster than before, while the convergence of the optimal sensor placements is somewhat slower.

It is worth re-emphasising, at this stage, that the convergence of our algorithm does not depend on whether the learning rates satisfy (4.2.3) or (4.2.4). That is to say, a priori, the algorithm has no preference over which of the parameter estimates or the optimal sensor placements moves on the faster time scale, and which moves on the slower time scale. This is a clear advantage of the two-timescale approach.
4.2.2. Simulation II. In our second numerical experiment, we investigate the performance of our algorithm in a scenario where the optimal sensor placement depends to a significant extent on the value of one of the model parameters. In this simulation, we will assume that the values of $\theta_{2:9} = (\sigma^2, \zeta, \rho_1, \gamma, \alpha, \mu_x, \mu_y, \tau^2)$ are known, and fixed equal to their true values, while the value of $\theta_1 = \rho_0$ is unknown. The true value and the initial value of the unknown parameter are given by $\rho_0^* = 0.3$ and $\rho_0 = 0.01$, respectively.

We now assume that we have $n_y = 5$ sensors in $\Pi = [0,1]^2$, all of which are independent, have zero bias, and the same variance. The locations of the first 4 sensors are fixed, while the location of the final sensor is to be optimised. In contrast to the previous simulation, we now suppose our objective is to obtain the optimal sensor placement with respect to the state estimate over the entire spatial domain (i.e., not weighted towards a set of target locations). This is achieved by setting the spatial weighting operator $M = \mathbb{I}$ (i.e., the identity operator) in the sensor placement objective function. The locations of the fixed sensors, and the initial location of the sensor whose location is to be optimised, are shown in Figure 9b.

It remains to specify the learning rates $\{\gamma_{\rho_0}(t)\}_{t \geq 0}$ and $\{\gamma_{\alpha}(t)\}_{t \geq 0}$. In this case, we set $\gamma_{\rho_0}(t) = 0.1t^{-0.55}$ and $\gamma_{\alpha}(t) = 0.1t^{-0.51}$, implying that the sensor placements move on a faster timescale than the parameter estimates. Thus, as outlined previously, $\alpha(t)$ should asymptotically track $\alpha^*(\rho_0(t))$, the sensor placement which is optimal with respect to the current parameter estimate. This is clearly advantageous in the current scenario, in which the optimal sensor placement is known to depend on the unknown model parameter. This is clearly visualised in Figure 8, which contains plots of the asymptotic sensor placement.

Figure 7. Simulation Ib. The online parameter estimates & the optimal sensor placements (black); and the true parameters & optimal sensor placements (red, dashed). In this simulation, the parameter estimates move on the faster timescale, and the sensor placements move on the slower timescale.
objective function, and the corresponding optimal sensor placement, for several different values of the unknown model parameter. For this configuration of fixed sensors, we observe that the optimal location of the additional sensor is to the south-east (or north-west) of centre for small $\rho_0$ (Figure 8a), and converges to the centre as $\rho_0$ increases (Figures 8b - 8d).

The performance of the two-timescale gradient descent algorithm is illustrated in Figure 9, in which we have plotted the sequence of online parameter estimates $\{\rho_0(t)\}_{t\geq 0}$ and optimal sensor placements $\{o_5(t)\}_{t\geq 0}$. Unsurprisingly, the online parameter estimate, on the slow-timescale, is seen to converge to the true value of $\rho_0^* = 0.3$ over the course of the entire learning period. Meanwhile, the optimal sensor placement, on the fast-timescale, begins by moving rapidly from its initial position to a location to the south-east of centre. It then moves slowly towards the centre of the domain as the online parameter estimate of $\rho_0$ increases towards its true value. Thus, the optimal sensor placement does indeed track the local optima of the sensor placement objective function, while the online parameter estimate converges to its true value.

Figure 8. Simulation II. Heat maps of the sensor placement objective function, and the optimal sensor placement, for different values of $\rho_0$.

Figure 9. Simulation II. The online parameter estimates & the optimal sensor placements (various colours); and the true parameter (red, dashed). The total CPU time required for this simulation is 185s (0.00925s per iteration).
We should note, at this point, that the asymptotic sensor placement objective function (and the asymptotic log-likelihood function) can admit multiple local optima (see Figure 8). There is thus no guarantee that the sensor placements (or the parameter estimates) generated by our algorithm will always converge to the global optimum (i.e., the true optimal sensor placements or the true parameter values). On this point, let us make several remarks. Firstly, this is a necessary feature of any gradient based method; such methods are only guaranteed to converge to a global optimum under the rather restrictive assumption of global convexity (see [109]). Secondly, we use a stochastic gradient descent method, updating the sensor placements and the parameter estimates in the directions of noisy estimates of the gradients of the asymptotic sensor placement objective and the asymptotic log-likelihood. In comparison to a (non-stochastic) gradient descent scheme, this approach is significantly more likely to avoid local minima and saddle points (e.g., [26, 54]). One can also use momentum [102] or additional random noise to help to escape local minima. Finally, if required, one can run the algorithm multiple times using random restarts.

4.2.3. Simulation III. In our third numerical experiment, we investigate the performance of our algorithm under the assumption that the true model parameters \( \theta^* = \theta^*(t) \) are no longer static, and contain change-points at certain points in time. The values of these parameters are shown in Figure 10. Meanwhile, the initial parameter estimates are now given by\[ \theta_0 = (\rho_0 = 0.25, \sigma^2 = 0.5, \zeta = 0.3, \rho_1 = 0.2, \gamma = 1.5, \alpha = \frac{\pi}{3}, \mu_x = 0.1, \mu_y = -0.15, \tau^2 = 0.1). \]We also now suppose that the optimal sensor locations \( o^* = o^*(t) \) vary in time. In particular, in this simulation we consider a scenario in which our objective is to obtain the sensor placement which minimises the uncertainty in the state estimate over the entire spatial domain, but now weighted slightly towards a set of four time-varying spatial locations. Once again, this is achieved by a suitable choice of spatial weighting operator in the sensor placement objective function, whose explicit definition we provide in Appendix C. We assume that we have \( n_y = 25 \) sensors in \( \Pi = [0, 1]^2 \), each with zero bias and equal variance. The first 16 sensors are distributed evenly towards the boundary of the spatial domain, with their locations fixed. Meanwhile, the locations of the final 9 sensors are to be optimised. We show the locations of the fixed sensors (red), the initial sensor locations of the nine sensors to be optimised (green) and the weighted spatial locations at four different time points (purple) in Figure 10b.

It remains, once more, to specify the learning rates \( \{\gamma_{\theta^i}(t)\}_{i=1}^{9}, \{\gamma_{o^j}(t)\}_{j=17}^{20} \). In this simulation, we set the learning rates for the parameter estimates and the sensors placements as constant. That is, \( \gamma_{\theta^i}(t) = \gamma^i_0 \) and \( \gamma_{o^j}(t) = \gamma^j_0 \), with the specific values of \( \gamma^i_0, \gamma^j_0 \) tuned individually. This is a standard choice when the true parameters are no longer static (e.g., [112]). The choice of constant learning rates violates one of conditions required for convergence of the parameter estimates and the optimal sensor placements, namely, that \( \int_0^{\infty} \gamma_{\theta^i}^2(t)\,dt < \infty \) and \( \int_0^{\infty} \gamma_{o^j}^2(t)\,dt < \infty \) (see Appendix A). There is thus no longer any guarantee that the algorithm iterates will converge to the stationary points of the two objective functions. They are, however, expected to oscillate around the optimal points. The advantage of constant learning rates is that the algorithm iterates can now adapt rapidly to changes in the true model parameters and the optimal sensor placements.

In practice, the two-timescale stochastic gradient algorithm still performs remarkably well.
in this scenario (Figure 10). The online parameter estimates generated by the algorithm are able to track the changes in the dynamic model parameters in real time (Figure 10a), while the sensor placements update in response to changes in the time-varying weighted spatial locations (Figure 10b).

Let us make some brief remarks regarding the optimal sensor placements. In general, we see that, at any given time instant, the sensors tend to be positioned closer to the current locations of the four weighted points than they would be in a completely uniform configuration. For example, at $t = 30000$ (top right hand panel in Figure 10b), all of the sensors, to a greater or lesser extent, have moved towards the south-west of the domain. At the same time, the sensors also maintain a relatively even distribution across the entire centre of the domain. This should not come as a surprise, and does indeed represent the optimal placement of the available measurement sensors. In particular, this configuration represents a trade-off between attempting to minimise the uncertainty of the state estimate over the entire spatial domain (which favours a uniform placement of sensors), while also placing a slightly greater emphasis on the accuracy of the state estimate at the four time-varying weighted locations (which favours a placement of sensors close to these locations).

![Figure 10. Simulation III. The online parameter estimates & the optimal sensor placements; and the true parameters (red, dashed). The total CPU time required for this simulation is 9345s (0.0623s per iteration).](image)

**4.2.4. Simulation IV.** In our fourth numerical experiment, we investigate the ability of our algorithm to estimate multiple unknown bias and variance parameters. We thus relax our previous assumption that the sensors all have zero bias, and the same variance. This scenario is of significant practical interest: in real-data applications, it is often necessary to calibrate the bias and variance of many measurement sensors simultaneously, and in real time.

In this simulation, we assume that we have $n_y = 11$ sensors in $\Pi = [0, 1]^2$, six of which have unknown bias and variance. The true values, and initial estimates, of these parameters,
are given respectively by
\begin{align}
\tau^* &= (\tau_1^* = 0.01, \tau_2^* = 0.01, \tau_3^* = 0.05, \tau_4^* = 0.05, \tau_5^* = 0.10, \tau_6^* = 0.10) \\
\tau_0^2 &= (\tau_{1,0}^2 = 0.05, \tau_{2,0}^2 = 0.03, \tau_{3,0}^2 = 0.15, \tau_{5,0}^2 = 0.20, \tau_{6,0}^2 = 0.25)
\end{align}

and
\begin{align}
\beta^* &= (\beta_1^* = 1.0, \beta_2^* = 1.0, \beta_3^* = 1.0, \beta_4^* = 2.0, \beta_5^* = 2.0, \beta_6^* = 2.0) \\
\beta_0 &= (\beta_{1,0} = 0.1, \beta_{2,0} = 3.0, \beta_{3,0} = 1.5, \beta_{4,0} = 2.5, \beta_{5,0} = 0.0, \beta_{6,0} = 0.5)
\end{align}

We estimate the bias and variance of each of these sensors independently. In terms of the parameters in the signal equation, we now assume that the values of \( \theta_{3,6} = (\zeta, \rho_1, \gamma, \alpha) \) are known, and fixed equal to their true values, while the values of \( \theta_{1,2,7,8} = (\rho_0, \sigma^2, \mu_x, \mu_y) \) are unknown, and to be estimated. The true values and initial values of these parameters are shown in Figure 11a.

Regarding the sensor placement, we assume that the locations of the six sensors whose biases and variances are unknown are to be optimised, while the locations of the remaining five sensors are fixed. The objective is to minimise the uncertainty in the state estimate over the entire spatial domain, as in Simulation II. The locations of the fixed sensors are distributed non-uniformly close to the boundary of the domain, while the initial locations of the sensors whose locations are to be optimised are distributed non-uniformly close to the centre of the domain. Finally, the step-sizes are of the same form as those in the Simulation Ib.

The performance of the two-timescale algorithm is shown in Figure 11, in which we have plotted the sequence of online parameter estimates for the unknown parameters. As previously, the parameter estimates are all seen to converge towards a small neighbourhood of their true values. Thus, the algorithm correctly identifies the different biases and variances corresponding to each of the measurement sensors. Meanwhile, the final locations of the movable measurement sensors are distributed more evenly throughout the domain (plot omitted), leading to a 27% reduction in the error in the optimal state estimate (0.026 to 0.019).

**Figure 11.** Simulation IV. The online parameter estimates (black); and the true parameters (red, dashed). The total CPU time required for this simulation is 888s (0.0355s per iteration).
4.2.5. Simulation V. In our final numerical simulation, we investigate the performance of the two-timescale stochastic gradient descent algorithm in the presence of a spatially weighted disturbance in the signal noise. We will assume, in this simulation, that \( \theta_{1:6} = (\rho_0, \sigma^2, \zeta, \rho_1, \gamma, \alpha) \) are known, while \( \theta_{7:9} = (\mu_x, \mu_y, \tau^2) \) are to be estimated. The true values and initial estimates of these parameters are given respectively by

\[
\begin{align*}
\theta^* &= (\mu_x = 0.10, \mu_y = -0.10, \tau^2 = 0.01), \\
\theta_0 &= (\mu_x = 0.39, \mu_y = -0.41, \tau^2 = 0.50).
\end{align*}
\]

We now assume that we have \( n_y = 10 \) sensors \( \Pi = [0, 1]^2 \), each with zero bias and equal variance. The locations of nine of these sensors are fixed, while the location of the final sensor is to be optimised. The locations of the fixed sensors, and the initial location of the sensor whose location is to be optimised, are shown in Figure 12b. As in the second numerical experiment, we will suppose that the objective is to obtain the optimal state estimate over the entire spatial domain (i.e., not only at a set of target locations). We also now suppose that there is a localised disturbance in the signal noise around the point \((5/12, 5/12)\). Thus, in the signal equation, we now specify the spatial weighting function

\[
b(x, y) = \text{sech} \left[ \left( \frac{x - 5}{12} \right)^2 + \frac{(y - 5/12)^2}{0.2^2} \right]^{1/2}.
\]

The performance of the two-timescale algorithm is illustrated in Figures 12 and 13, in which we have plotted trial averaged sequences of the optimal sensor placements, and the online parameter estimates, respectively. As previously, the online parameter estimates all converge to a neighbourhood around their true values. Meanwhile, the optimal sensor placement is seen to converge to a location close to, but not directly at, the centre of the local disturbance. The slight offset to the south-west of the centre of this disturbance is explained by the presence of the fixed sensor at \((0.5, 0.5)\), which is just to the north-east of the centre of the disturbance. These numerical results corroborate those also obtained in, e.g., [32, 126].

![Simulation V. The sequence of optimal sensor placements for four different initial conditions. The average CPU time required for this simulation is 41s (0.016s per iteration).](image-url)
5. Conclusions. In this article, we have considered the problem of joint online parameter estimation and optimal sensor placement for a partially observed, infinite-dimensional linear diffusion process. We have presented a solution to this problem in the form of a two-timescale stochastic gradient descent algorithm, and shown in detail how this algorithm can be successfully applied to a partially observed stochastic advection-diffusion equation, which depends in a highly non-linear fashion on a set of nine or more unknown model parameters. Our numerical results have illustrated the effectiveness of the proposed approach in a number of scenarios of practical interest. Moreover, they have highlighted the advantages of tackling the problems of online parameter estimation and optimal sensor placement together.

There are several important extensions to the work presented in this paper. From a theoretical perspective, the main open problem is to obtain rigorous convergence results for the parameter estimates and optimal sensor placements generated by the finite-dimensional approximation of Algorithm (3.4.1a) - (3.4.1b) to the stationary points of the true, infinite-dimensional asymptotic log-likelihood and asymptotic sensor placement objective function. This essentially represents an extension of [109, Proposition 3.1] to include an infinite-dimensional latent signal process, and the effect of using a finite-dimensional approximation. There are, in fact, several existing results along these lines for the optimal sensor placement (e.g., [32, 126]). The main obstacle, therefore, is to obtain corresponding results for the MLE.

From a computational perspective, a natural extension of our numerical results is to consider the case in which the advection-diffusion operator is no longer spatially or temporally invariant, with the drift, diffusion, and damping parameters allowed to vary in space (see, e.g., [84]) or in time. It is also of interest to consider alternative, more complex spatial domains and boundary conditions, which are typical of environmental monitoring applications in urban settings. We are also interested in considering other sensor configurations, perhaps allowing explicitly for the possibility of mobile sensors whose motion is governed by some controlled ODEs, or for differing levels of communication between sensors (e.g., [32, 48]). Finally, we would like to extend the results in this paper to partially observed diffusion processes governed by non-linear dissipative SPDEs, such as the stochastic Navier-Stokes or Kuramoto-Sivashinski equations [27, 63]. In such models, of course, it will no longer be possible to compute the filter or tangent filter analytically, and it will be necessary to replace these quantities by suitable approximations (e.g., [23, 65]).
Appendix A. Convergence of the Joint Online Parameter Estimation and Optimal Sensor Placement Algorithm. In this Appendix, we provide an almost sure convergence result for the joint parameter estimation and optimal sensor placement algorithm proposed in the main article. This corresponds to [109, Proposition 3.1], adapted appropriately to the linear Gaussian case. This result guarantees the almost sure convergence of the online parameter estimates and optimal sensor placements generated by the finite-dimensional approximation of Algorithm (3.4.1a) - (3.4.1b) to the stationary points of the finite-dimensional approximations of the asymptotic log-likelihood and the asymptotic sensor placement objective function, respectively. We also state and verify several sufficient conditions in the linear Gaussian case.

A.1. Additional Notation. We will require the following additional notation. We will write \( H(\theta, o, x) \) to denote both the standard Euclidean norm and the standard matrix norm; and \( ||\cdot||_{HS} \) to denote the Hilbert-Schmidt norm. We will say that a function \( H : \Theta \times \Pi^n \times \mathbb{R}^d \to \mathbb{R} \) satisfies the polynomial growth property (PGP) if there exist \( q, K > 0 \) such that, for all \( \theta \in \Theta, o \in \Pi^n \),
\[
H(\theta, o, x) \leq K(1 + ||x||^q).
\]
We will then write \( \mathbb{H}^d \) to denote the space of functions \( H : \Theta \times \Pi^n \times \mathbb{R}^d \to \mathbb{R} \) such that \( H(\cdot, o, x) \in C^2(\Theta), H(\theta, \cdot, x) \in C^2(\Pi^n) \), \( H(\theta, o, \cdot) \in C(\mathbb{R}^d) \), and \( \nabla_\theta H(\cdot, o, x), \nabla_o H(\cdot, \cdot, x) \), \( i = 1, 2 \), are Hölder continuous with exponent \( \delta \). We will also write \( \mathbb{H}^d_c \) to denote the subspace consisting of \( H \in \mathbb{H}^d \) that are centred, i.e., \( \int_{\mathbb{R}^d} H(\theta, o, x)\mu_\theta, o(dx) = 0 \). Finally, we will write \( \mathbb{H}^d_o \) to denote the subspace consisting of \( H \in \mathbb{H}^d \) such that \( H \) and all of its first and second derivatives with respect to \( \theta \) and \( o \) satisfy the PGP.

A.2. The Finite-Dimensional Kalman-Bucy Filter. Let \( \hat{\alpha}_n(\theta, o, t) = \mathbb{E}_{\theta, o}[\alpha_n(t)|\mathcal{F}^Y_n] \) and \( \Sigma_n^\alpha(\theta, o, t) = \text{Cov}_{\theta, o}[\alpha_n(t)|\mathcal{F}^Y_n] \) denote the conditional mean and conditional covariance of the vector of Fourier coefficients \( \alpha_n(t) = \{\alpha_k(t)\}_{k \in \Lambda_n} \) given the observation sigma algebra \( \mathcal{F}^Y_n = \sigma\{y_n(s) : s \in [0, t]\} \). Since (4.1.4) - (4.1.5) are finite dimensional, these quantities evolve according to the finite dimensional Kalman-Bucy filter (e.g., [64]). In particular, we have that
\[
d\hat{\alpha}_n(\theta, o, t) = A_n(\theta)\hat{\alpha}_n(\theta, o, t)dt + \Sigma_n^\alpha(\theta, o, t)\mathcal{C}^*_n(\theta, o)\mathcal{R}^{-1}(o)(dy_n(t) - C_n(\theta, o)\hat{\alpha}_n(\theta, o, t)dt),
\]
\[
\Sigma_n^\alpha(\theta, o, t) = A_n(\theta)\Sigma_n^\alpha(\theta, o, t) + \Sigma_n^\alpha(\theta, o, t)A_n^*(\theta) + B_nQ_n(\theta)B_n^* - \Sigma_n^\alpha(\theta, o, t)\mathcal{C}^*_n(\theta, o)\mathcal{R}^{-1}(o)C_n(\theta, o)\Sigma_n^\alpha(\theta, o, t).
\]

A.3. The Finite-Dimensional Objective Functions. Using these quantities, we can obtain approximations of the asymptotic log-likelihood function and the asymptotic sensor placement objective function. In particular, we define
\[
\tilde{L}_n(\theta, o) = \lim_{t \to \infty} \frac{1}{t} \int_0^t \langle R^{-1}(o)C_n(\theta, o)\hat{\alpha}_n(\theta, o, s)\rangle \langle dy_n(s) \rangle
\]
\[-\frac{1}{2} \int_0^t ||R^{-1}(o)C_n(\theta, o)\hat{\alpha}_n(\theta, o, s)||^2 ds \]
\[
\tilde{J}_n(\theta, o) = \lim_{t \to \infty} \frac{1}{t} \int_0^t \text{Tr}[M_n(s)\Sigma_n^\alpha(\theta, o, s)]ds
\]
where \( M_n(s) = \Pi_n \mathcal{M}(s) \Pi_n \) denotes the finite-dimensional approximation of the bounded linear operator \( \mathcal{M}(s) \) used to weight significant parts of the state estimate.

**A.4. The Finite-Dimensional Algorithm.** We can also now define a finite-dimensional approximation of the joint online parameter estimation and optimal sensor placement algorithm, namely,

\[
\text{(A.4.1a)} \quad \mathrm{d}\theta_n(t) = \begin{cases} -\gamma_\theta(t) \left[ C_n(\theta, o) \hat{\alpha}_n(\theta, o, t) \right]^T R^{-1}(o) \left[ C_n(\theta, o) \hat{\alpha}_n(\theta, o, t) \right] dt - \mathrm{d}y_n(t) & \theta = \theta_n(t), \ \theta_n(t) \in \Theta, \\
0 & \theta_n(t) \notin \Theta,
\end{cases}
\]

\[
\text{(A.4.1b)} \quad \mathrm{d}o_n(t) = \begin{cases} -\gamma_o(t) \mathrm{Tr}[M_n(t) \Sigma_n(\theta, o, t)]^T dt & o = o_n(t), \\
0 & o_n(t) \notin \Omega^o,
\end{cases}
\]

**A.5. Convergence Result.** Finally, we can now provide a statement of the relevant convergence result from [109]. In particular, this corresponds to [109, Proposition 3.1].

**Proposition A.1.** Assume that Conditions A.1, A.2a - A.2c, A.3, and A.4 hold (see Section A.6). Then, with probability one,

\[
\text{(A.5.1)} \quad \lim_{t \to \infty} \nabla_\theta \hat{L}_n(\theta_n(t), o_n(t)) = \lim_{t \to \infty} \nabla_o \hat{J}_n(\theta_n(t), o_n(t)) = 0,
\]

or

\[
\text{(A.5.2)} \quad \lim_{t \to \infty} (\theta_n(t), o_n(t)) \in \{(\theta, o) : \theta \in \partial \Theta \cup o \in \partial \Omega^o\}.
\]

**A.6. Conditions.** The conditions for Proposition A.1 are stated below. For reference, these correspond to Assumptions 2.2.1, 2.2.2a, 2.2.2b, 2.2.2c, 2.2.2d.i”, 2.2.2d.ii”, 2.2.2e, and 2.1.5 - 2.1.6 in [109], adapted appropriately to the linear Gaussian setting. We remark that this set of Assumptions is sufficient for [109, Proposition 3.1] by [109, Propositions E.1, E.2].

**Assumption A.1.** The step sizes \( \{\gamma_\theta(t)\}_{t \geq 0}, \{\gamma_o(t)\}_{t \geq 0} \), satisfy

\[
\text{(A.6.1a)} \quad \lim_{t \to \infty} \gamma_\theta(t) = \lim_{t \to \infty} \gamma_o(t) = \lim_{t \to \infty} \frac{\gamma_\theta(t)}{\gamma_o(t)} = 0, \quad \int_0^\infty \gamma_\theta(t) dt = \int_0^\infty \gamma_o(t) dt = \infty,
\]

\[
\text{(A.6.1b)} \quad \int_0^\infty \gamma_\theta^2(t) dt, \quad \int_0^\infty \gamma_o^2(t) dt < \infty, \quad \int_0^\infty |\dot{\gamma}_\theta(t)| dt, \quad \int_0^\infty |\dot{\gamma}_o(t)| dt < \infty.
\]

In addition, there exist \( r_\theta, r_o > 0 \), such that

\[
\text{(A.6.2)} \quad \lim_{t \to \infty} \gamma_\theta^2(t)^{\frac{1}{2} + 2r_\theta} = \lim_{t \to \infty} \gamma_o^2(t)^{\frac{1}{2} + 2r_o} = 0.
\]

**Assumption A.2a.** The process \( \{X_n(\theta, o, t)\}_{t \geq 0} \), which consists of the concatenation of the finite-dimensional approximations of the latent signal process \( \{\alpha_n(t)\}_{t \geq 0} \), the optimal filter \( \{\hat{\alpha}_n(\theta, o, t)\}_{t \geq 0}, \{\Sigma_n^o(\theta, o, t)\}_{t \geq 0} \), and the filter derivatives with respect to \( \theta, o \), and takes values in \( \mathbb{R}^{d_x} \), is ergodic for all fixed \( \theta \in \Theta \) and \( o \in \Omega^o \), with unique invariant probability measure \( \mu_{n, \theta, o} \).
Assumption A.2b. For all \( q > 0, \theta \in \Theta, o \in \Pi_\nu \), there exist constants \( K_q, K^q_q, K^o_q > 0 \), such that
\[
(A.6.3a) \quad \int_{\mathbb{R}^d} (1 + ||x||^q) \mu_{n,\theta,o}(dx) \leq K_q,
\]
\[
(A.6.3b) \quad \int_{\mathbb{R}^d} (1 + ||x||^q) \nu_{n,\theta,o,i}^{(q)}(dx) \leq K^q_q, \quad \int_{\mathbb{R}^d} (1 + ||x||^q) \nu_{n,\theta,o,i}^{(o)}(dx) \leq K^o_q
\]
where \( |\nu_{n,\theta,o,i}^{(q)}(dx)| \) and \( |\nu_{n,\theta,o,i}^{(o)}(dx)| \) denote the total variations of the finite signed measures \( \nu_{n,\theta,o,i} \), i.e.,
\[
\nu_{n,\theta,o,i}^{(q)} = \partial_\theta \mu_{n,\theta,o}, \quad i = 1, \ldots, d_1, \quad \text{and} \quad \nu_{n,\theta,o,i}^{(o)} = \partial_o \mu_{n,\theta,o}, \quad i = 1, \ldots, d_2.
\]
Assumption A.2c. The diffusion coefficient in the stochastic differential equation for the process \( \{X_n(\theta, o, t)\}_{t \geq 0} \) has the PGP (component-wise).

Assumption A.2d. For all \( H \in \mathbb{H}_d \), the Poisson equation \( A_{\mathcal{X}_n} v(\theta, o, x) = H(\theta, o, x) \), where \( A_{\mathcal{X}_n} \) denotes the infinitesimal generator of \( \mathcal{X}_n \), has a unique solution \( v(\theta, o, x) \) that lies in \( \mathbb{H}_d \), with \( v_n(\theta, o, \cdot) \in C^2(\mathbb{R}^d) \). Moreover, if \( H \in \mathbb{H}_d \), then \( v_n \in \mathbb{H}_d \), and its mixed first partial derivatives with respect to \( (\theta, x) \) and \( (o, x) \) have the PGP.

Assumption A.2dii. The functions \( \varphi_n, \psi_n, \phi_n, \eta_n, \zeta_n, \xi_n \), which map \( \Theta \times \Pi_\nu \times \mathbb{R}_n \to \mathbb{R}_n \), \( \mathbb{R}^{n_0 \times n_0}, \mathbb{R}^{n_0}, \mathbb{R} \), and \( \mathbb{R}^{n_0 \times n_0} \), respectively, and are defined by
\[
(A.6.4) \quad \varphi_n(\theta, o, X_n) = C_n(\theta, o) \hat{\alpha}_n(\theta, o)
\]
\[
(A.6.5) \quad \zeta_n(\theta, o, X_n) = [C_n(\theta, o) \hat{\alpha}_n(\theta, o)]^T [C_n(o) \alpha_n - \frac{1}{2} C_n(o) \hat{\alpha}_n(\theta, o)]
\]
\[
(A.6.6) \quad \eta_n(\theta, o, X_n) = C_n(\theta, o) \alpha^0_n(\theta, o)
\]
\[
(A.6.7) \quad \psi_n(\theta, o, X_n) = [C_n(\theta, o) \alpha^0_n(\theta, o)]^T [C_n(o) \alpha_n - C_n(o) \hat{\alpha}_n(\theta, o)]
\]
\[
(A.6.8) \quad \nu_n(\theta, o, X_n) = \text{Tr} [M_n \Sigma_n(\theta, o)]
\]
\[
(A.6.9) \quad \phi_n(\theta, o, X_n) = [\text{Tr}^o [M_n \Sigma_n(\theta, o)]]^T
\]
have the PGP (component-wise).

Assumption A.2e. For all \( q > 0 \), for all \( t \geq 0 \), \( \mathbb{E}[||X_n(\theta(t), o(t), t)||^q] < \infty \). Furthermore, there exists \( K > 0 \) such that for all \( t \) sufficiently large,
\[
(A.6.10a) \quad \mathbb{E} \left[ \sup_{s \leq t} ||X_n(\theta, o, s)||^q \right] \leq K \sqrt{t}, \quad \forall \theta \in \Theta, \forall o \in \Pi_\nu,
\]
\[
(A.6.10b) \quad \mathbb{E} \left[ \sup_{s \leq t} ||X_n(\theta(s), o_n(s), s)||^q \right] \leq K \sqrt{t}.
\]

Assumption A.3. For all \( \theta \in \mathbb{R}_n \), the ordinary differential equation
\[
(A.6.11) \quad \dot{o}_n(t) = -\nabla_o \tilde{J}_n(\theta, o_n(t))
\]
has a discrete, countable set of equilibria \( \{o^*_i\}_{i \geq 1} = \{\lambda_i(\theta)\}_{i \geq 1} \), where \( \lambda_i : \Theta \to \Pi_\nu, i \geq 1 \), are Lipschitz-continuous maps.

Assumption A.4. For all \( i \geq 1 \), the ordinary differential equation
\[
(A.6.12) \quad \dot{\theta}_i(t) = -\nabla_{\theta_i} \tilde{L}_n(\theta_n(t), \lambda_i(\theta)(t))
\]
has a discrete, countable set of equilibria \( \{\theta^*_i\}_{j \geq 1} \).
In the general case, Assumptions A.3 - A.4 are somewhat challenging to verify, although they are satisfied for a rather broad class of functions on account of standard results from Morse theory (see, e.g., [89, Chapter 2]). Thus, for the remainder of this Appendix, we will focus our attention on Assumptions A.2a - A.2e.

**A.7. Sufficient Conditions.** In particular, we now provide sufficient conditions for Assumptions A.2a - A.2e in the linear Gaussian case. We also verify that these conditions are, indeed, sufficient.

**Assumption A.2i.** For all \( \theta \in \Theta, o \in \Pi^n \), the pair \((A_n(\theta), B_nQ_n^{\frac{1}{2}}(\theta))\) is stabilisable, and the pair \((A_n(\theta), C_n(\theta, o))\) is detectable.

This is a standard sufficient condition for stability of the Kalman-Bucy filter (e.g., [44, 76]).

**Assumption A.2ii.** For all \( \theta \in \Theta \), the matrix \( A_n(\theta) \) is stable.

We remark that this assumption holds for the finite-dimensional matrix representation of the advection-diffusion operator implemented in Section 4. In this case, the matrix \( A_n(\theta) \) is diagonal (see equation (4.1.6)), and its diagonal entries (i.e., its eigenvalues) have strictly negative real parts.

**Assumption A.2iii.** For all \( \theta \in \Theta, o \in \Pi^m \), the pair \((\Phi_n(\theta, o), \Psi_n(\theta, o))\) is controllable, where \( \Phi_n(\theta, o) \) and \( \Psi_n(\theta, o) \) are the drift and diffusion coefficients in the SDE for the process \( \{X_n(\theta, o, t)\}_{t \geq 0} \).

This assumption ensures that the covariance matrix of \( \{X_n(\theta, o, t)\}_{t \geq 0} \) is non-degenerate.

On the basis of Assumptions A.2i - A.2iii, we can now prove the following auxiliary results.

**Lemma A.2.** Suppose that Assumption A.2i holds. Then the process \( \{X_n(\theta, o, t)\}_{t \geq 0} \), which consists of the concatenation of the set of Fourier coefficients \( \alpha_n(t) \), the filter mean \( \hat{\alpha}_n(\theta, o, t) \), and the filter derivatives, \( \dot{\alpha}_{n,\theta}(\theta, o, t), \dot{\alpha}_{n,o}(\theta, o, t) \), is a multivariate Ornstein-Uhlenbeck (OU) process.

**Proof.** Under Assumption A.2i, we have \( \Sigma^\alpha_{n,\infty}(\theta, o, t) \to \Sigma^\alpha_{n,\infty}(\theta, o) \) as \( t \to \infty \), where \( \Sigma^\alpha_{n,\infty}(\theta, o) \) denotes the solution of the algebraic Ricatti equation (e.g., [76])

\[
0 = A_n(\theta)\Sigma^\alpha_{n,\infty}(\theta, o) + \Sigma^\alpha_{n,\infty}(\theta, o)A_n^*(\theta) + B_nQ_n(\theta)B_n^* - \Sigma^\alpha_{n,\infty}(\theta, o)C_n^*(\theta, o)R^{-1}(o)C_n(\theta, o)\Sigma^\alpha_{n,\infty}(\theta, o).
\]

By initialising the Kalman-Bucy filter with \( \Sigma^\alpha_{n,\infty}(\theta, o) \), its representation can be made \( n \)-dimensional. In particular, it can now be represented solely in terms of the process \( \hat{\alpha}_n(\theta, o, t) \), which evolves according to

\[
\begin{align*}
\dot{\hat{\alpha}}_n(\theta, o, t) &= A_n(\theta)\hat{\alpha}_n(\theta, o, t)dt \\
&\quad + \Sigma^\alpha_{n,\infty}(\theta, o)C_n^*(\theta, o)R^{-1}(o)(dy_n(t) - C_n(\theta, o)\hat{\alpha}_n(\theta, o, t)dt) \\
&\quad + \Sigma^\alpha_{n,\infty}(\theta, o)C_n^*(\theta, o)R^{-1}(o)d\omega_o(t).
\end{align*}
\]

Using the finite-dimensional observation equation (4.1.5), we can rewrite this as

\[
\begin{align*}
\dot{\hat{\alpha}}_n(\theta, o, t) &= A_n(\theta)\hat{\alpha}_n(\theta, o, t)dt + \Sigma^\alpha_{n,\infty}(\theta, o)C_n^*(\theta, o)R^{-1}(o)C_n(\theta, o)\alpha(t)dt \\
&\quad - \Sigma^\alpha_{n,\infty}(\theta, o)C_n^*(\theta, o)R^{-1}(o)C_n(\theta, o)\dot{\alpha}_n(\theta, o, t)dt \\
&\quad + \Sigma^\alpha_{n,\infty}(\theta, o)C_n^*(\theta, o)R^{-1}(o)d\omega_o(t)
\end{align*}
\]
Let \( \{X_n(\theta, o, t)\}_{t \geq 0} \) denote the process consisting of the concatenation of the set of Fourier coefficients \( \alpha_n(t) \), the \( n \)-dimensional representation of the filter, \( \hat{\alpha}_n(\theta, o, t) \), and the vectorisation of the filter derivatives, \( \hat{\alpha}_n(\theta, o, t) \). This process takes values in \( \mathbb{R}^d \), where \( d = n^2 + n^2_{\theta} + n^2_o \). Then it follows from equation (4.1.4), equation (A.7.3), and the derivatives of equation (A.7.3), that \( \{X_n(\theta, o, t)\}_{t \geq 0} \) evolves according to

\[
\begin{align*}
\text{(A.7.4)} \quad dX_n(\theta, o, t) &= \Phi_n(\theta, o)X_n(\theta, o, t)dt + \Psi_n(\theta, o)db_n(t)
\end{align*}
\]

where \( \Phi_n(\theta, o) \in \mathbb{R}^{d \times d} \), \( \Psi_n(\theta, o) \in \mathbb{R}^{d \times (n+1)} \), and \( b_n(t) = (v_{n,\theta}(t), w_o(t))^T \) is the \( n+1 \)-dimensional process consisting of the concatenation of the finite-dimensional approximation of the signal noise and the measurement noise. This process has incremental covariance matrix \( T_n(\theta, o) \in \mathbb{R}^{(n+1) \times (n+1)} \), a block diagonal matrix with entries \( T_n(\theta, o) \) and \( T_n(\theta, o) \) is ergodic. The unique invariant probability measure of this process, \( \mu \), is Gaussian with zero mean and covariance matrix \( \mu \). It follows, using the fact that the moments of a multivariate normal distribution are bounded, that for all \( q > 0 \), there exists a constant \( K_q > 0 \) such that

\[
\begin{align*}
\text{(A.7.8)} \quad \int_{\mathbb{R}^d} (1 + ||x||^q)\mu_{n,\theta,o}(dx) &\leq K_q
\end{align*}
\]
It also follows, assuming that the matrices $\Phi_n(\theta, o)$, $\Psi_n(\theta, o)$, $T_n(\theta, o)$ have bounded partial derivatives with respect to $\theta, o$, that for all $q > 0$, there exist constants $K_q^\theta, K_q^o > 0$, such that

\[
(A.7.9) \quad \int_{\mathbb{R}^d} (1 + ||x||^q)|\nu_n^{(\theta)}(x, o, o, i)(dx)| \leq K_q^\theta, \quad \int_{\mathbb{R}^d} (1 + ||x||^q)|\nu_n^{(o)}(x, o, o, i)(dx)| \leq K_q^o.
\]

**Proposition A.6.** Assumption A.2c holds.

**Proof.** The matrix $\Phi_n(\theta, o)$ is independent of $X_n(\theta, o)$. Thus, trivially, it satisfies the PGP (component-wise).

**Proposition A.7.** Assumptions A.2i - A.2iii imply Assumption A.2di.

**Proof.** By Lemma A.3, the matrix $\Phi_n(\theta, o)$ satisfies Condition ($A_b$) in [97]. By Lemmas A.2 and A.3, the process $\{X_n(\theta, o, t)\}_{t \geq 0}$ satisfies Condition ($A_T$) in [97]. By Assumption A.2iii, the transition density of $\{X_n(\theta, o, t)\}_{t \geq 0}$ satisfies Condition ($D_{st}$) in [97]. The result follows from [97, Theorem 1].

**Proposition A.8.** Assumption A.2dii holds.

**Proof.** In this proof, we will make repeated use of the following standard results (e.g., [62, Chapter 1]):

- (R1) Let $x \in \mathbb{R}^d$, and let $x^{(i)}$ denote the $i^{th}$ component of $x$. Then $|x^{(i)}| \leq ||x||$.
- (R2) Let $x_1 \in \mathbb{R}^d$, $x_2 \in \mathbb{R}^d$, and $x = (x_1, x_2)^T \in \mathbb{R}^{d_1+d_2}$. Then $||x_1|| \leq ||x||$.
- (R3) Let $x_1, x_2 \in \mathbb{R}^d$. Then $|x_1^T x_2| \leq ||x_1|| ||x_2||$.
- (R4) Let $A \in \mathbb{R}^{d_1 \times d_2}$, let $A^{(i,j)}$ denote the $(i, j)^{th}$ entry of $A$, and let $A^{(-j)}$ denote the $j^{th}$ column of $A$. Then $|A^{(i,j)}| \leq ||A^{(-j)}||$.
- (R5) Let $A \in \mathbb{R}^{d_1 \times d_2}$ and $x \in \mathbb{R}^{d_2}$. Then $||Ax|| \leq ||A|| ||x||$.
- (R6) Let $A \in \mathbb{R}^{d_1 \times d_2}$. Then there exists $0 < K < \infty$ such that $||A|| \leq K$.
- (R7) Let $A \in \mathbb{R}^{d_1 \times d_2}$ and $B \in \mathbb{R}^{d_2 \times d_3}$. Then $||\text{Tr}(AB)|| \leq ||A||_{HS} ||B||_{HS}$.

Using these results, we can verify directly that the functions $\varphi_n, \psi_n, \phi_n, \eta_n, \zeta_n, \xi_n$ have the PGP (component-wise). In particular, allowing the value of the constant $K > 0$ to vary from line to line, we have

\[
|\varphi_n^{(i)}(\theta, o, X)| \leq ||\varphi_n(\theta, o, X)|| = ||C_n(\theta, o)\hat{\alpha}_n(\theta, o)|| \leq ||C_n(\theta, o)|| ||\hat{\alpha}_n(\theta, o)|| \leq K||\hat{\alpha}_n(\theta, o)|| \leq K||X(\theta, o)|| \quad (R1, R5, R6, R2)
\]

\[
|\zeta_n(\theta, o, X)| = ||C_n(\theta, o)\hat{\alpha}_n(\theta, o)||^2 ||C_n(\theta, o)\alpha_n - \frac{1}{2}C_n(\theta, o)\hat{\alpha}_n(\theta, o)|| \leq ||C_n(\theta, o)\hat{\alpha}_n(\theta, o)|| \leq ||C_n(\theta, o)\alpha_n - \frac{1}{2}C_n(\theta, o)\hat{\alpha}_n(\theta, o)|| \leq K ||\hat{\alpha}_n(\theta, o)|| \leq K ||X(\theta, o)|| \quad (R3, R5, R6, R2)
\]

\[
|\eta_n^{(i,j)}(\theta, o, X)| \leq ||\eta_n^{(i,j)}(\theta, o, X)|| = ||C_n(\theta, o)\hat{\alpha}_n^{(i,j)}(\theta, o)|| \leq ||C_n(\theta, o)|| ||\hat{\alpha}_n^{(i,j)}(\theta, o)|| \leq K ||\hat{\alpha}_n^{(i,j)}(\theta, o)|| \leq K ||X(\theta, o)|| \quad (R4, R5, R6, R2)
\]
\[ |\psi_n^{(1)}(\theta, \alpha, \chi)\| = \left| C_n(\theta, \alpha)\hat{\alpha}_n(\theta, \alpha) - C_n(\theta, \alpha)\hat{\alpha}_n(\theta, \alpha) \right| \]
\[
\leq ||C_n(\theta, \alpha)\hat{\alpha}_n(\theta, \alpha)|| ||C_n(\theta, \alpha)\alpha_n - C_n(\theta, \alpha)\hat{\alpha}_n(\theta, \alpha)|| \quad (R3)
\]
\[
\leq ||C_n(\theta, \alpha)||^2 ||\hat{\alpha}_n(\theta, \alpha)|| ||\alpha_n - \hat{\alpha}_n(\theta, \alpha)|| \quad (R5)
\]
\[
\leq K ||\hat{\alpha}_n(\theta, \alpha)|| ||\alpha_n - \hat{\alpha}_n(\theta, \alpha)|| \leq K ||\chi(\theta, \alpha)||^2 \quad (R6, R2)
\]
\[
|\eta_n(\theta, \alpha, \chi)\| = ||\text{Tr} [M_n\Sigma_n^\alpha(\theta, \alpha)]|| \leq ||M_n||_{HS} ||\Sigma_n^\alpha(\theta, \alpha)||_{HS} \quad (R7)
\]
\[
\leq ||M_n||_{HS} ||\Sigma_n^\alpha(\theta, \alpha)||_{HS} \leq K ||\Sigma_n^\alpha(\theta, \alpha)||_{HS} \quad (R7, R6)
\]
\[
\leq K ||\text{vec}(\Sigma_n^\alpha(\theta, \alpha))|| \leq K ||\chi(\theta, \alpha)|| \quad (R2).
\]

**Proposition A.9.** Assumptions A.2i - A.2ii imply Assumption A.2c.

**Proof.** By Lemma A.2, \(X_n(\theta_n(t), \alpha_n(t), t)\}_{t \geq 0}\) is a multivariate OU process which evolves according to equation (A.7.4). The mean and covariance of this process can be obtained straightforwardly as
\[
\begin{align*}
\text{(A.7.10)} & \quad m_n(\theta_n(t), \alpha_n(t), t) = e^{\Phi_n(\theta_n(t), \alpha_n(t))t} \chi_n(\theta_n(0), \alpha_n(0), 0) \\
\text{(A.7.11)} & \quad P_n(\theta_n(t), \alpha_n(t), t) = \int_0^t e^{\Phi_n(\theta_n(s), \alpha_n(s))(t-s)} T_n(\theta_n(t), \alpha_n(t)) e^{\Phi_n(\theta_n(t), \alpha_n(t))(t-s)} ds,
\end{align*}
\]
By Lemma A.3, the matrix \(\Phi_n(\theta_n(t), \alpha_n(t))\) is stable for all \(\theta \in \Theta, \alpha \in \Pi_n\). It follows that \(\Phi_n(\theta_n(t), \alpha_n(t))\) is stable for all \(t \geq 0\). Thus, there exist positive constants \(\alpha, \beta > 0\) such that \(||e^{\Phi_n(\theta_n(t), \alpha_n(t))t}|| \leq \alpha e^{-\beta t}\) (e.g., [61, Chapter 3]). This implies, in particular, that there exist positive constants \(K_1, K_2 > 0\) such that
\[
\begin{align*}
\text{(A.7.12)} & \quad ||m_n(\theta_n(t), \alpha_n(t), t)|| \leq ||\chi_n(\theta_n(0), \alpha_n(0), 0)|| \alpha e^{-\beta t} \leq K_1 e^{-\beta t}, \\
\text{(A.7.13)} & \quad ||P_n(\theta_n(t), \alpha_n(t), t)|| \leq \sup_{s \in [0, t]} ||T_n(\theta_n(s), \alpha_n(s))|| \int_0^t \alpha^2 e^{-2\beta (t-s)} ds \leq K_2.
\end{align*}
\]
where, in a slight abuse of notation, we use \(|| \cdot ||\) to denote the standard Euclidean norm in the first line, and \(|| \cdot ||\) to denote the induced matrix norm in the second line. The matrix \(P_n\) is positive-definite, and thus its norm \(||P_n||\) is equal to its largest eigenvalue, say \(\lambda_n\) (e.g., [62, Chapter 1]). It follows, writing \(P_n^\frac{1}{2}\) to denote the principal square root of \(P_n\), that \(||P_n^\frac{1}{2}||\) is equal to \(\lambda_n^\frac{1}{2}\). We thus have
\[
||P_n^\frac{1}{2}(\theta_n(t), \alpha_n(t), t)|| = \lambda_n^\frac{1}{2}(\theta_n(t), \alpha_n(t), t) \leq \max\{1, \lambda(\theta_n(t), \alpha_n(t), t)\} \leq \max\{1, K_2\}.
\]
It follows, defining \(K = \max\{1, K_1^q, K_2^q\} > 0\), that for all \(q > 0\),
\[
\begin{align*}
\text{(A.7.14)} & \quad ||m_n(\theta_n(t), \alpha_n(t), t)||^q \leq Ke^{-\beta qt}, \\
\text{(A.7.15)} & \quad ||P_n^\frac{1}{2}(\theta_n(t), \alpha_n(t), t)||^q \leq K.
\end{align*}
\]
Now, using elementary properties of the multivariate normal distribution, it is possible to write \( X_n^*(t) = m_n^*(t), o_n(t), t = m_n^*(t), o_n(t), t + p_n^2(\theta_n(t), o_n(t), t) z_n \), where \( z_n \sim \mathcal{N}(0, I_n) \). We thus have, also making use of the inequalities \( ||x + y||^q \leq ||x||^q + ||y||^q \), and \( ||Ax|| \leq ||A|| ||x|| \), that

\[
A.7.16 \quad E \left[ ||X_n(\theta_n(t), o_n(t), t)||^q \right] \leq ||m_n(\theta_n(t), o_n(t), t)||^q + ||p_n^2(\theta_n(t), o_n(t), t)||^q E \left[ ||z_n||^q \right] \\
\leq ||m_n(\theta_n(t), o_n(t), t)||^q + ||p_n^2(\theta_n(t), o_n(t), t)||^q \\
\leq K \left[ 1 + e^{-\beta q t} \right].
\]

It follows, in particular, that for all \( q > 0 \), and for all \( t \geq 0 \), \( E[||X_n(\theta_n(t), o_n(t), t)||^q] < \infty \), and there exists \( K > 0 \) such that for all \( t \) sufficiently large,

\[
A.7.17a \quad E \left[ \sup_{s \leq t} ||X_n(\theta, o, s)||^q \right] \leq K \sqrt{t}, \quad \forall \theta \in \Theta, \forall o \in \Omega^n,
\]

\[
A.7.17b \quad E \left[ \sup_{s \leq t} ||X_n(\theta_n(s), o_n(s), s)||^q \right] \leq K \sqrt{t}.
\]

**Appendix B. The Algebraic Ricatti Equation.** In this Appendix, we recall a well known result on asymptotic solutions of the differential Ricatti equation, original due to Curtain [44].

**Theorem B.1.** Suppose that the pair \( (A(\theta), BQ^2(\theta)) \) is exponentially stabilisable, and that the pair \( (A(\theta), C(\theta, o)) \) is exponentially detectable (see, e.g., [126] for definitions of ‘exponentially stabilisable’ and ‘exponentially detectable’). Then, as \( t \to \infty \), the solution of the differential Ricatti equation \( \Sigma(\theta, o, t) \) converges strongly to \( \Sigma_\infty(\theta, o) \), the unique weak non-negative solution of the algebraic Ricatti equation

\[
B.0.1 \quad 0 = A(\theta)\Sigma_\infty(\theta, o) + \Sigma_\infty(\theta, o)A^\dagger(\theta) \\
\quad + BQ(\theta)B^\dagger - \Sigma_\infty(\theta, o)C^\dagger(\theta, o)R^{-1}(o)C(\theta, o)\Sigma_\infty(\theta, o).
\]

The following result, which provides an explicit representation for the asymptotic sensor placement objective function in terms of the solution of the algebraic Ricatti equation, then follows straightforwardly. For brevity, the proof is omitted.

**Corollary B.2.** Suppose that the assumptions of Theorem B.1 hold. Suppose also that \( M(t) \) converges strongly to a bounded linear operator \( M_\infty : \mathcal{H} \to \mathcal{H} \) as \( t \to \infty \). Then

\[
B.0.2 \quad \tilde{J}(\theta, o) := \lim_{t \to \infty} \frac{1}{t} J_t(\theta, o) = \text{Tr} \left[ M_\infty \Sigma_\infty(\theta, o) \right].
\]

**Appendix C. The Spatial Weighting Operator.** In this Appendix, we provide an explicit definition of the spatial weighting operator \( M(t) : \mathcal{H} \to \mathcal{H} \). Throughout this paper, we assume that this operator is defined according to

\[
C.0.1 \quad (M(t)\varphi)(x) = m(x, t)\varphi(x), \quad \varphi \in \mathcal{H},
\]
where \( m(\cdot, t) \in \mathcal{H} \) is a spatial weighting function to be defined below. In this case, it is possible to show (e.g., [36, 38, 75]), using Mercer’s Theorem [90], that

(C.0.2) \[
\text{Tr} \left[ M(t) \Sigma(\theta, o, t) \right] = \int_{\Pi} m(x, t) \tilde{\Sigma}(\theta, o, x, x, t) dx,
\]

where \( \tilde{\Sigma}(\theta, o, \cdot, \cdot, t) : \Pi \times \Pi \to \mathbb{R} \) is the kernel operator (or covariance function) associated with the covariance operator \( \Sigma(\theta, o, t) \). Thus, in particular, the sensor placement objective function can be written in the form

(C.0.3) \[
J_{t}(\theta, o) = \int_{0}^{t} \left[ \int_{\Pi} m(x, s) \tilde{\Sigma}(\theta, o, x, x, s) dx \right] ds.
\]

We can now define the explicit form of the spatial weighting function \( m(\cdot, t) \in \mathcal{H} \). In particular, we will assume that

(C.0.4) \[
m(x, t) = c_{0} \mathbb{1}_{x \in \Pi_{w}(t)} + c_{1} \mathbb{1}_{x \in \Pi \setminus \Pi_{w}(t)}, \quad x \in \Pi,
\]

where \( \Pi_{w}(t) \subseteq \Pi \) denotes a ‘weighted’ or ‘target’ spatial region, which corresponds to the region in which we are most interested in minimising the uncertainty in the optimal state estimate, and \( 0 \leq c_{1} \leq c_{0} \leq 1 \) are positive constants. The choice of the constants \( c_{0} \) and \( c_{1} \), or equivalently the ratio \( c_{0} / c_{1} \in [1, \infty) \), determines the extent to which the objective function will prioritise minimising the uncertainty in the state estimate in the region \( \Pi_{w}(t) \), relative to the region \( \Pi \setminus \Pi_{w}(t) \). In our numerics, we use the following specific definitions of \( c_{0} \), \( c_{1} \), and \( \Pi_{w}(t) \).

**Simulation I.** In this simulation, we set \( c_{0} = 1 \), \( c_{1} = 0 \), and \( \Pi_{w}(t) = \Pi_{w} = \bigcup_{i=1}^{8} \{ x \in \Pi : |x - x_{i}| \leq r \} \), where \( \{ x_{i} \}_{i=1}^{8} \) are the 8 ‘target’ locations defined in (4.2.1), and \( r > 0 \) is a small positive constant. This yields \( m(x, t) = \sum_{i=1}^{8} \mathbb{1}_{\{ x \in \Pi : |x - x_{i}| \leq r \}} \), and thus

(C.0.5) \[
\text{Tr} \left[ M(t) \Sigma(\theta, o, t) \right] = \sum_{i=1}^{8} \int_{\{ x \in \Pi : |x - x_{i}| \leq r \}} \tilde{\Sigma}(\theta, o, x, x, t) dx
\]

so that the objective function only seeks to minimise the uncertainty in the state estimate close to the target locations \( \{ x_{i} \}_{i=1}^{8} \). We remark that similar results are obtained if one sets \( c_{1} = \varepsilon \), for some \( \varepsilon \ll 1 \). In this case, the weighted trace of the covariance is given by a similar expression to (C.0.7) (see below).

**Simulation II, IV, V.** In these simulations, we set \( c_{0} = c_{1} = 1 \), or equivalently \( c_{0} / c_{1} = 1 \). In this case, the spatial weighting function reduces to the identity, \( m(x, t) = \mathbb{1}_{x \in \Pi_{w}} + \mathbb{1}_{x \in \Pi \setminus \Pi_{w}} = \mathbb{1}_{x \in \Pi} \), and we have

(C.0.6) \[
\text{Tr} \left[ M(t) \Sigma(\theta, o, t) \right] = \int_{\Pi} \tilde{\Sigma}(\theta, o, x, x, t) dx
\]

so that the objective function equally weights the uncertainty in the state estimate at all spatial locations.
Simulation III. In this simulation we set \( c_0 = 1, \ c_1 = 0.01, \) and \( \Pi_0(t) = \bigcup_{i=1}^{4} \{ x \in \Pi : |x - x_i(t)| \leq r \} \), where \( \{ x_i(t) \}_{i=1}^{4} \) are the 4 time-varying locations shown in purple in Figure 10b. This yields \( m(x, t) = \sum_{i=1}^{4} I_{\{ x \in \Pi : |x - x_i(t)| \leq r \}} + 0.01I_{\{ x \in \Pi : |x - x_i(t)| > r \}} \) and

\[
(C.0.7) \quad \text{Tr} [\mathcal{M}(t) \Sigma(\theta, o, t)] = \sum_{i=1}^{4} \int_{\{ x \in \Pi : |x - x_i(t)| \leq r \}} \tilde{\Sigma}(\theta, o, x, x, t) \, dx + 0.01 \int_{\{ x \in \Pi : |x - x_i(t)| > r \}} \tilde{\Sigma}(\theta, o, x, x, t) \, dx
\]

so that the objective function strongly weights the uncertainty in the state estimate in the regions close to the time-varying locations \( \{ x_i(t) \}_{i=1}^{4} \), but also contains a contribution from the uncertainty in the state estimate at all other locations.

Appendix D. Additional Details for Figure 1. In this Appendix, we provide additional details of the parameter values and the sensor placements used to generated Figure 1. The true parameters \( \theta^* \) and the incorrect parameters \( \theta_0 \) are given respectively by

\[
(D.0.1) \quad \theta^* = (\rho_0 = 0.5, \sigma^2 = 0.2, \zeta = 0.5, \gamma = 2, \alpha = \frac{3}{5}, \mu_x = 0.3, \mu_y = -0.3),
\]

\[
(D.0.2) \quad \theta_0 = (\rho_0 = 0.5, \sigma^2 = 0.2, \zeta = 0.5, \gamma = 2, \alpha = \frac{3}{5}, \mu_x = 0.3, \mu_y = -0.3).
\]

The optimal sensor placement consists of 400 sensors, uniformly distributed over the spatial domain \( \Pi = [0, 1]^2 \). The sub-optimal sensor placement consists of 400 sensors, distributed at random over \([0.5, 0.95]^2\).
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