A closed loop gradient descent algorithm applied to Rosenbrock’s function
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Abstract—We introduce a novel adaptive damping technique for an inertial gradient system which finds application as a gradient descent algorithm for unconstrained optimisation. In an example using the non-convex Rosenbrock’s function, we show an improvement on existing momentum-based gradient optimisation methods. Also using Lyapunov stability analysis, we demonstrate the performance of the continuous-time version of the algorithm. Using numerical simulations, we consider the performance of its discrete-time counterpart obtained by using the symplectic Euler method of discretisation.

Index Terms—Learning Systems, Time-varying Systems, Nonlinear Systems and Control.

I. INTRODUCTION

Recent advances in the field of deep learning has rekindled interest in gradient-based optimisation algorithms. Often we find the training loss for machine learning models is dependent on the nature of such algorithms. This motivates us to study these algorithms from a control systems perspective. While studying such algorithms, we encounter unconstrained optimisation problems which are of the form:

\[
\min_{x \in \mathbb{R}^d} f(x) \quad \text{where } f : \mathbb{R}^d \rightarrow \mathbb{R}. \tag{1}
\]

Mostly, such algorithms are dependent on learning the gradient of the cost function. A central aspect of analysing this problem is the Lipschitz continuity of the cost function \( f \), where there exists a constant \( L \), termed as the Lipschitz constant, such that:

\[
\| \nabla f(y) - \nabla f(x) \| \leq L \| y - x \| \tag{2}
\]

\( \forall \ x, y \in \mathbb{R} \). A sufficient condition for learning the gradient of such a cost function is to take a small enough step-size \( s \) such that:

\[
0 < s \leq \frac{1}{L}, \tag{3}
\]

Thus, we consider methods which require first order gradient knowledge to obtain the minima. However, the performance of such methods is heavily dependent upon the cost function’s spectral condition number, its overall geometry, the presence of saddle points, and local minima \[f\].

One such method is the Nesterov’s accelerated gradient descent algorithm which is given by:

\[
\begin{align*}
\theta_{k+1} &= \theta_k + v_{k+1}, \\
v_{k+1} &= \theta_k - \theta_k, \\
\theta_k &= y_k - \varepsilon_k \nabla f(y_k), \\
y_{k+1} &= \theta_k + \mu_k (\theta_k - \theta_{k-1}),
\end{align*} \tag{4}
\]

with a reported convergence rate of \( O(\frac{1}{k^2}) \) \[f\] for a convex cost function \( f \). In continuous-time this algorithm takes the form \[f\] for a convex cost function \( f \):

\[
\dot{X} + \frac{\alpha}{t} \ddot{X} + \nabla f(x) = 0 \quad \forall \ t > 0. \tag{5}
\]

Su et al. show in their paper \[f\] how the possible values of the damping coefficient, \( \alpha \) affect the rate of convergence of this algorithm. For convex functions, and \( \alpha \geq 3 \), the rate of convergence of \( f \) is of the order \( f - f^* = O(\frac{1}{k^2}) \). Though there is a lack of mathematical literature to explain the acceleration of this algorithm, recent advances show a variety in the rate of convergence by re-scaling the gradient flow which corresponds to a Bregman Lagrangian \[f\]. While this does provide some insight, all derivations in the class of inertial gradient systems like \( f \) are based on realising Lyapunov functionals which themselves rely on the geometry of the cost function to approximate an upper bound on the convergence rate. These algorithms in continuous-time can be regarded as open loop systems which show variance in their dynamic evolution in discrete-time, depending upon the order of discretisation used. The Nesterov scheme for example takes multiple forms depending upon the discretisation method used \[f\].

Notwithstanding the difficulty in explaining the phenomenon of acceleration in the Nesterov and Heavy-
ball schemes, a number of studies have shown that momentum definitely plays a central role in the acceleration of such optimisation algorithms. It should be noted that the continuous-time analysis of such systems is achieved by using high-resolution ordinary differential equation approximations with small step sizes.

The literature on first order momentum-based methods shows that, in the deterministic setting, such methods reveal a stabilising effect in their transient phases. Recent results indicate that these momentum methods admit an attractive invariant manifold on which the dynamics reduce to a gradient flow.

In this paper, we will discuss a particular method within a relatively new class of gradient descent schemes which are closed loop in nature and show qualitatively better numerical performance in continuous-time compared to an open loop approach like Nesterov’s scheme. Our study begins with understanding the problem generalised as:

$$\dot{X} + \gamma \dot{X} + \nabla f(x) = 0,$$  \hspace{1cm} (6)

where $$\gamma$$ is the damping coefficient. We will consider the construction of $$\gamma$$ as a feedback control problem to optimise the dynamics for rapid convergence.

To test the performance of our method, we use Rosenbrock’s function (a test-bench for global optima-seeking) as the cost function (See Figure 1). The Rosenbrock’s function is a non-convex function which is known for its hard to find minima. This global minima exists at $$(1, 1)$$ located within a large valley making the optimisation computationally hard. Rosenbrock’s function is given as:

$$f(x, y) = (1 - x)^2 + 100 (y - x^2)^2.$$  \hspace{1cm} (7)

As mentioned earlier, the performance of an optimisation scheme is characterised by the spectral condition number of the Hessian of the cost function calculated at its minima. The spectral condition number of a matrix given as $$\kappa = \frac{\lambda_{\text{max}}}{\lambda_{\text{min}}}$$ where $$\lambda$$ signifies the eigenvalues [11].

At its minima, the spectral condition number of the Hessian of Rosenbrock’s function is calculated to be $$\kappa = 2508$$ [12]. This indicates that the system is ill-conditioned and most first order gradient-based methods would require a large number of iterations to find its minima. In the continuous-time method, it has been found that it can only be solved by considering implicit methods which can handle such stiff systems [13].

First order gradient algorithms when applied to Rosenbrock’s function performs quite poorly in discrete-time; i.e. they are unable to find the minima within a practical runtime. While ADAM [14] and other hybrid algorithms are able to solve this problem, they do so at a high computational cost; i.e. it takes them a large number of iterations to minimise Rosenbrock’s function and often converge slowly due to the stiffness of the system as shown in Figure 2 (note that ADAM takes at least $$10^5$$ iterations to converge to the minima for $$\epsilon = 10^{-8}$$ for

1The Hessian at all points of the function are not positive semi-definite [10].

Rosenbrock’s function [15].

This paper is divided into two main sections to deal with the continuous and the discrete-time analyses of the proposed algorithm.

II. CONTINUOUS-TIME ANALYSIS

A. Motivation

The design of the proposed algorithm was inspired by a physical understanding of the dynamical system which involves control using its momentum [16]. This has also been motivated by the recent paper by Attouch et al. [17]. In [17], closed-loop control is considered using multiple scenarios with a damping constant of the form $$\gamma = r|x|^p$$, where $$p$$ and $$r$$ are positive constants (control parameters) and $$x$$ is the velocity. However, the simulation results we obtained for this algorithm were not particularly satisfactory for the minimisation of Rosenbrock’s function. We make two particular observations:

1) The damping function did not adequately stabilise the system over long intervals for various values of $$p$$ and $$r$$. This inspired us to use the control parameter $$r$$ (time) and $$p = 2$$ [18].

2) The lack of stability of the system over large intervals of time led us to look at [6] as a linear time-variant system and to perform a corresponding pole placement.

The linearised ODE for the method [7] applied to Rosenbrock’s function is equivalent to the form:

$$\ddot{X} + \gamma \dot{X} + \nabla^2 f X = 0,$$  \hspace{1cm} (8)

where the Hessian $$\nabla^2 f$$ for Rosenbrock’s function at the minima $$X = X^*$$, is:

$$\nabla^2 f = \begin{bmatrix} 802 & -400 \\ -400 & 200 \end{bmatrix}.$$  \hspace{1cm} (9)

Please note that in this paper, all simulations and results have been compiled in the MATLAB and Simulink environments. All graphs where the X-axis has not been explicitly mentioned, denotes time in seconds.

1Note that this implies for the vector form $||X||^2$ becomes the inner product of the velocity vector with itself.
A block diagram for this algorithm is shown in Figure 3, which in matrix form can be written as:

\[ \dot{X} = u \]

we arrive at our hybrid gradient optimisation which indicates an exponential convergence rate of at least 

\[ \text{This leads to the redefined system:} \]

\[ \dot{y} + \eta y = Ay, \]

\[ (A - \eta I) y. \]

The minimum real part of the eigenvalues of the system (11) can be written as:

\[ \sigma = \frac{-\gamma}{2} - \eta \]

which indicates an exponential convergence rate of at least \( \eta \). Based on this, we choose the value of \( \eta = 1 \). Thus we arrive at our hybrid gradient descent optimisation method which we shall refer to as the whiplash inertial gradient optimisation method (14):

\[ \dot{X} + (1 + t ||\dot{X}||^2) \dot{X} + \nabla f(X) = 0. \]

A block diagram for this algorithm is shown in Figure 3, the motivation for this nomenclature can be found in subsection II-C.

B. Convergence Analysis using the Lyapunov Method

For an autonomous system, of the form:

\[ \dot{x} = f(x) \]

we can guarantee global asymptotic stability if there exists a functional, \( V(x) \), such that:

\[ V(x) > 0 \forall x \neq 0 \]

\[ V(0) = 0 \]

\[ \dot{V}(x) < 0 \forall x \neq 0. \]

Furthermore, we consider the La-Salle principle of invariance (19) and suppose there exists a continuously differentiable, positive definite, radially unbounded function \( V(z) : \mathbb{R}^n \rightarrow \mathbb{R} \) such that \( \forall z \in \mathbb{R}^n \):

\[ \frac{\partial V}{\partial x} (z - x_e) f(z) \leq W(z) \leq 0. \]

(17)

Then, \( x_e \) is a Lyapunov stable equilibrium point, and the solution always exists globally. Moreover, \( x(t) \) converges to the largest invariant set \( M \) contained in \( E = \{ z \in \mathbb{R}^n : W(z) = 0 \} \). When \( W(z) = 0 \) only for \( z = x_e \) then \( E = \{ x_e \} \). Since \( M \subset E \) therefore \( x(t) \rightarrow x_e \) which implies asymptotic stability. Even when \( E \neq \{ x_e \} \), we often have the condition \( M = \{ x_e \} \) from which we can conclude asymptotic stability (20). This is used in our analysis for the general inertial gradient dynamical system (21) by defining a candidate Lyapunov function \( W(t) \) for all damping functions \( \gamma \) such that:

\[ W(t) = \frac{1}{2} ||\dot{x}||^2 + f(x) - f(x^*), \]

(18)

where \( f(x^*) \) denotes the minimas of the cost function, which satisfies all the conditions in (11). Upon replacing the time derivative in the equation (6) for \( \dot{X} \), we obtain:

\[ \dot{W}(t) = \langle \dot{X}, \dot{X} \rangle + \langle \nabla f(X), \dot{X} \rangle \]

\[ = -\gamma ||\dot{X}||^2 \leq 0 \forall \gamma \geq 0. \]

(19)

This shows that the time derivative of our Lyapunov candidate is negative semi-definite. This shall suffice to show using La-Salle’s principle of invariance that the set of accumulation points of any trajectory is contained in \( \mathcal{J} \), where \( \mathcal{J} \) is the union of complete trajectories contained entirely in the set \( \{ x : W(x) = 0 \} \) (19). Thus by Lyapunov’s Second Theorem, we have the functional \( W \) is positive definite; i.e. “\( \mathcal{J} \) contains no trajectory of the system except the trivial trajectory \( x(t) \equiv 0 \) and as \( W \) is radially unbounded; i.e. \( W(x) \rightarrow \infty \) as \( ||x|| \rightarrow \infty \), we conclude that the origin is globally asymptotically stable (20).

C. Simulation Results

We modelled the whiplash inertial gradient dynamic system (14) using the Euler fixed step integrator (ode1) on Rosenbrock’s function, using a step-size of 0.001. A few examples of the state trajectories have been shown in Figure 5 starting from different initial conditions. While all starting speeds achieve convergence (unlike the Nesterov scheme which must be started at \( \dot{X}(0) = 0 \) (21) (4) to ensure convergence) it should be noted that we start the system at an arbitrary fixed velocity of \( \dot{X}(0) = -1000 \) which shows rapid convergence for all initial conditions.

If one looks at Figure 4, where we have analysed the system’s damping coefficient \( \gamma = 1 + t \langle \dot{X}, \dot{X} \rangle \), it shows a sharp rise followed by an abrupt fall for high starting speeds (which ensures faster convergence). This phenomenon replicates the physical process of the whiplash effect, and hence motivated its nomenclature.

*Further research will be required to study the effect of various starting speeds for this system.
We hypothesise that (as explained by Kovachki and Stuart in their paper [2]) this effect might be responsible for the rapid stabilisation of the system in the transient phase.

III. DISCRETE-TIME ANALYSIS

A. Discretisation

The discretization that is used is the semi-implicit or symplectic Euler method [22]. Using a discrete-time step $s$ and sampling of $t \approx k\sqrt{s}$, we obtain a two-state estimate of the acceleration and velocity as shown below:

$$\hat{X} \approx v_k = \frac{x_{k+1} - x_k}{\sqrt{s}},$$

$$\hat{X} \approx \frac{v_{k+1} - v_k}{\sqrt{s}},$$

$$1 + t||\hat{X}||^2 \approx 1 + k\sqrt{s}||v_k||^2.\tag{20}$$

Now, we modify [14] to add a fixed mass to the system, which up until this point has been considered to be of unit magnitude. The choice of mass that we shall make is $m = \frac{1}{\sqrt{s}}$. This idea of introducing this mass in inertial gradient flow methods while discretising them has been inspired from the idea of selective mass scaling in finite element methods [23], where the iterative process can be scaled by choosing an effective mass. The rationale behind this is since the discrete-time method depend heavily on the step-size, they take much longer to attenuate for smaller step-sizes. Hence, to counter this effect, we may introduce such a fixed mass, which scales the dynamics, depending on the step-size. Upon making these substitutions and modification to [14], we obtain

$$\left(\frac{1}{\sqrt{s}}v_{k+1} = v_k\right) + (1 + k\sqrt{s})||v_k||^2 + \nabla f(x_k) = 0.\tag{21}$$

We can re-write (21) using (20) as:

$$v_{k+1} = (1 - \sqrt{s} - ks) v_k^2 \cdot v_k - s\nabla f(x_k).\tag{22}$$

Now, we consider the symplectic approximation for the Lyapunov stable system [24] such that $||\dot{x}(t)|| \to 0$ as $t \to \infty$. This implies that $||v_k|| \to 0$ as $k \to \infty$. Therefore, we introduce $z_k = x_k - x_{k-1} = \sqrt{s}v_k - 1$. For all asymptotic analyses, there is no practical difference between the sequences $z_k$ and $v_k$ as

$$\lim_{k \to \infty} ||z_{k+1} - v_k|| = |\sqrt{s} - 1||v_k|| = 0.\tag{23}$$

We may consider this as two transforms. First as a scaling of the system, followed by a backward recursion:

$$\lim_{t \to \infty} \sqrt{s} - 1|x(t)| \approx \max_{0 < k \leq \frac{1}{\sqrt{s}}} (x(k\sqrt{s}) - x((k-1)\sqrt{s})).\tag{24}$$

This trick simplifies our system’s updates while keeping intact the geometry of the dynamical system and does not change the global nature of the system’s convergence.

This particular choice of design for the algorithm simplifies the computation and makes discrete-time analyses of convergence considerably easier. We finally have the consolidated scheme as:

$$\begin{cases}
  x_1 = x_0 - s\nabla f(x_0), \\
  z_k = x_k - x_{k-1}, \\
  \alpha_k = 1 - \sqrt{s} - ks||z_k||^2, \\
  z_{k+1} = \alpha_k z_k - s\nabla f(x_k).
\end{cases}\tag{25}$$

B. Algorithm

This discrete-time scheme [25] can be translated to the following algorithm using a step-size $s$ and $n$ iterations, with initial starting point $x_0$ and final point $x_n$ [1]. Unlike prior gradient descent algorithms, which are capable of minimising Rosenbrock’s function, this algorithm does not use any hyper-parameters. Instead, it uses a simple two-step assignment to update the discrete-time damping in every iteration. The zeroth step [1] of the iteration $x_1$ is a gradient descent step [12] which assigns the initial momentum for the first iteration as $z_1 = x_1 - x_0$.

5 We have verified this claim using numerical results.

The code is available on the licensed repository: https://github.com/SubhransuSekharBhattacharjee/Whiplash.git

Fig. 4. The Closed-Loop Damping coefficient $\gamma$.

(a)

(b)

Fig. 5. Simulations for the continuous-time whiplash gradient descent: (a) Initial condition (12,3) (b) Initial condition (-4,17)
We have shown a few examples in Figure seven.lf. A plot of the Algorithm one.lf whiplash gradient descent algorithm is capable of fast convergence. Thus, as a direction for future research, we will need to reconsider the classical Lur’e problem, for the absolute stability of the entire class of the inertial gradient systems, involving a feedback path that contains a sector-bound non-linearity. We will also need to research further to understand the theoretical and practical limitations of closed loop control for the generalised inertial gradient system. Furthermore, we need to study the effect of variation in starting speed and the hypothesis regarding the stabilisation effect. Deriving upper bounds for the rates of convergence, using Lyapunov arguments, will be another direction for research. For that we may consider a Lyapunov argument of the form:

$$\mathcal{E}_t = \mathcal{P} (f - f^*) + \frac{1}{2}||x - x^* + \mathcal{L}||^2,$$

where $f^*$ denotes the optimal value of the cost function where $\{x^* : f^* = f(x^*)\}, \mathcal{P} (t, \alpha)$ is the converger to the scheme, with the hyper-parameter $\alpha$ and $\mathcal{L}(x, \dot{x}, t)$ is a differentiable non-linear function. Such a Lyapunov candidate might be used to estimate the convergence rate whose upper bound is $O(\frac{1}{\sqrt{t}})$, for various geometrical considerations like the nature of convexity of the cost function, only if $\mathcal{E}_t < 0$.
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