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Abstract—With the beginning of the noisy intermediate-scale quantum (NISQ) era, quantum neural network (QNN) has recently emerged as a solution for the problems that classical neural networks cannot solve. Moreover, QCNN is attracting attention as the next generation of QNN because it can process high-dimensional vector input. However, due to the nature of quantum computing, it is difficult for the classical QCNN to extract a sufficient number of features. Motivated by this, we propose a new version of QCNN, named scalable quantum convolutional neural network (sQCNN). In addition, using the fidelity of QC, we propose an sQCNN training algorithm named reverse fidelity training (RF-Train) that maximizes the performance of sQCNN.

Index Terms—Quantum Computing, Convolutional Neural Networks, Quantum Machine Learning.

1 INTRODUCTION

Quantum computing is anticipated to outperform classical algorithms in processing speed and impact various industry sectors that need complex computation [1]–[5]. Based on the quantum entanglement theory [6], each constituent of a quantum system is an inseparable whole, and the state in a quantum system is expressible as a superposition of states of each local constituent. In contrast to classical computation, where the computation unit (i.e., bit) holds either 0 or 1, a computing unit in the quantum system (i.e., qubit) can represent a superposition of the states, $\alpha |0\rangle + \beta |1\rangle$, where $\alpha$ and $\beta$ are complex numbers [7], [8]. This superposition of the states enables the quantum system to process a lot of vectorized data with only a small amount of qubits [9], [10]. The quantum system express and computes the data on an exponential scale. Therefore, even in the current decade of noisy intermediate-scale quantum computation (NISQ), quantum machine learning (QML) has acquired linear or sublinear complexity as opposed to the polynomial complexity of conventional ML. Since conventional ML depends heavily on massive data, which is extremely hard to analyze and process, QML has drawn attention as a practical solution to these challenges. Various research has been conducted to utilize the nature of quantum computing on QML fully. For instance, a classification task, one of the representative machine learning problems, can be solved by a QML-based classifier [11]. In addition, QML can be used with not only itself but classical neural networks [12]. Previous research showed that quantum computing performs complex computations in Hilbert space more efficiently than classical computing [12]. However, there is still a challenging problem that QML faces, i.e., barren plateaus. The barren plateaus are a notorious problem in QML that occurs when the number of qubits increases. The barren plateaus vanish the gradients of the QML, making it impossible to guarantee trainability [13]. As a solution, research in [14] proved that utilizing a quantum convolutional neural network (QCNN) with proper initialization can reduce the barren plateaus. Recent research in [15] designed the QCNN with filters to extract the features of input data like classical convolutional neural networks (CNN). Inspired by it, this paper proposes a new version of QCNN, scalable quantum convolutional neural network (sQCNN), and a new training algorithm, reverse fidelity-training (RF-Train), which utilizes the concept of fidelity, i.e., the nature of quantum computing. Therefore, sQCNN can fully use the intrinsic features of the input data.

1.1 Contributions

The contributions of this research are summarized as follows.

• First of all, we propose a scalable QCNN architecture with quantum computing, i.e., sQCNN, to achieve the scalability of filters while avoiding barren plateaus by maintaining QCNN architecture.

Fig. 1. Extracted feature maps according to various train strategies with sQCNN (untrained, vanilla trained, RF-trained).
• In addition, we propose an sQCNN training algorithm (named RF-Train) to extract the intrinsic features with finite filters.

• Lastly, we conduct data-intensive experiments to corroborate the superiority of sQCNN with RF-Train in MNIST and FMNIST datasets, widely used in the literature.

Fig. 1 shows each feature map of untrained QCNN, Vanilla-Train QCNN, and RF-trained sQCNN, respectively. We describe each feature’s classification performance and Euclidean distance from these models in Sec. 4.

1.2 Organization

The rest of this paper is organized as follows. Sec. 2 provides the descriptions on CNN and QCNN. After that, Sec. 3 describes the proposed sQCNN and its training algorithm; and Sec. 4 presents the performance evaluation results. Finally, Sec. 5 concludes this paper.

2 PRELIMINARIES OF S QCNN

2.1 Classical Convolutional Neural Network

A classical CNN architecture is mainly composed by 3 layer components, i.e., convolution layers, pooling layers, and fully connected layers.

2.1.1 Convolution Layers

In convolution layers, input data are convolved by a set of filters. Each filter is designed to extract the intrinsic feature of the input data. The number of filters can be adjusted under the consideration of elapsed calculation time in each layer in this classical CNN. The output is called the feature map of this convolution computation.

2.1.2 Pooling Layers

In pooling layers, dimensionality reduction is conducted on the convoluted data. This procedure is essential as it reduces the computation time on the next convolution layer. Moreover, it allows CNN to learn representations invariant to small translations.

2.1.3 Fully Connected Layers

After the computational procedure of convolution layers and pooling layers, conducting fully connected layers on input data enables the model to get the probability of initial input belonging to the corresponding class.

2.2 Quantum CNN

QCNN is a new design of CNNs for multi-dimensional vectors using quantum circuits as convolutional filters [15].

To consider spatial information with quantum computing, QCNN adopts a quantum version of convolution (i.e., quanvolution) [15]. The quanvolutional filter consists of three components, i.e., encoder, parameterized quantum circuit (PQC), and measurement. The architecture of quanvolutional filter is illustrated in Fig. 2. The encoder enables the quanvolutional filter train with the classical data. After the encoding, PQC with unitary gates exploits the spatial information and quanvolves the spatial data like the convolution layers in classical CNN. By measuring the output of PQC, QCNN achieves the quanvolved data. Note that, by selectively measuring the qubit of PQC, QCNN can reduce the dimensionality like the pooling layers of CNN.

2.2.1 Encoder

The encoder in quanvolutional filter encodes classical information x into the state information of qubits. There are many encoding strategies, i.e., basis encoding, amplitude encoding, and angle encoding [16]. In angle encoding, each classical data is encoded via a unitary gate as follows,

\[ |\psi_x\rangle = \prod_{m=0}^{\text{size}(x)} U(\theta_m)U(x_m)|0\rangle^n_q, \]

where \( U(\theta_m) \) denotes each unitary encoding gate of classical data m-th set of data \( x_m \). Angle encoding is generally used in many QCNN-based models due to the simplicity that the angle encoding can encode classical data only with a single rotation. In addition, inspired by [17], angle encoding with data re-uploading can encode multiple classical data iteratively as follows,

\[ |\psi_x\rangle = \prod_{m=0}^{[\text{size}(x)/n_q]} U(\theta_m)U(x_{n_q\cdot m:n_q\cdot(m+1)})|0\rangle^n_q, \]

where size(x) and \( x_{n_q\cdot m:n_q\cdot(m+1)} \) denote the vector size of input vector x and the vector which is composed by the first \( n_q \cdot m \) to \( n_q \cdot (m+1) \) elements, respectively.

2.2.2 Parameterized Quantum Circuit

As with the universal approximation theorem, there is always a PQC that can represent the optimal objective function within a small error [18]. Accordingly, QCNN uses PQC with trainable parameters as a filter and proposes to train the filter according to each data-driven task. Using the chain rule and parameter shift rule, we can write the derivative of the loss function in terms of the output of PQC [19].

2.2.3 Measurement

The measurement procedure of QCNN is the same as the QML. The output state of each n-qubit filter after training on PQC, \( |\psi_l\rangle \), can be measured by a set of projection matrices \( M_i \), which form an orthogonal set, i.e., \( M_i M_j = 0 \) when \( i \neq j \). If the set satisfies the requirement \( \sum_i M_i = 1 \), then any observable M has the spectral decomposition \( M = \sum_i \lambda_i M_i \). The possible outcomes correspond to the eigenvalues \( \lambda_i \) of M. In this paper, we use the measurement operator \( M = I^{n-1} \otimes Z \otimes I^{n-2} \), where I denotes the 2 \times 2 identity matrix and \( Z = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \). Then, the measurement can be denoted as,

\[ \langle O \rangle = \langle \psi_l|M|\psi_l\rangle. \]
Fig. 2. Comparison between QCNN with Vanilla-Train and sQCNN with RF-Train.

**Algorithm 1: Reverse Fidelity Train (RF-Train)**

1. **Initialization.** sQCNN parameters, \( w \);
2. for \( e = \{1, 2, \ldots, E\} \) do
3.   for \( (x, y) \in \zeta^k \) do
4.     for \( l, l' \in \{1, 2, \ldots, L - 1\} \) do
5.       Get features with \( l \)-th and \( l' \)-th filter;
6.       Calculate \( \mathcal{L}_{RF} \);
7.       Calculate loss gradients;
8.       Calculate \( \mathcal{L}_{RF}^k \rightarrow \mathcal{L}_{total}^k \);
9.       \( \theta^k_{e+1} \leftarrow \theta^k_e - \eta_e \nabla_{\theta^k} \mathcal{L}_{RF}^k \);

3.2 Reverse Fidelity Train (RF-Train)

As sQCNN can adjust the number of features and measure each PQC-based quanvolutional filter as a set of features, we aim to fully utilize the architectural advantage of sQCNN. Motivated by the fidelity in quantum computing theory, we propose an sQCNN training algorithm named reverse fidelity-train (RF-Train). The RF-Train contains an RF regularizer that adjusts the fidelity between the quanvolutional filters of sQCNN. Note that fidelity is a nature of quantum computing that is a similarity metric between two quantum states. Here, it is possible to measure fidelity because we scale up the sQCNN by increasing the number of filters, not the number of qubits in a single PQC. Suppose two filters have the output states \( |\psi_l\rangle \) and \( |\psi_{l'}\rangle \), respectively. The fidelity between the two quanvolutional filters is denoted as \( \Phi(\rho_l, \rho_{l'}) = |\langle \psi_l | \psi_{l'} \rangle|^2 \), where \( \rho_l = |\psi_l\rangle\langle \psi_l | \) and \( \rho_{l'} = |\psi_{l'}\rangle\langle \psi_{l'} | \). The increasing similarity between the two quanvolutional filters drives the fidelity to converge to 1. On the other hand, the fidelity converges to 0 when the similarity between the two filters decreases, indicating that the \( l \)-th filter does not follow the \( l' \)-th filter. We assume that a reduction in the fidelity between output pixel data is encoded in each qubit. After feature extraction, we can obtain a feature corresponding to the measurement value of each qubit of PQC. Note that, the number of features extracted in this process is equal to the number of qubits in PQC, which is the same as the size of the kernel. Suppose a single quanvolutional layer and a square filter with length \( M \). In this case, the number of features (i.e., equal to the number of channels) extracted through the QCNN is fixed to \( n_q = M^2 \), where \( n_q \) is the number of qubits in the filter. In contrast to QCNN, we design sQCNN to be able to increase the number of filters. As the increasing number of qubits in single quantum circuit results in barren plateaus, sQCNN aims to prevent the barren plateaus by increasing the number of filters (i.e., the number of quantum circuits) instead of the number of qubits in the circuit. The sQCNN utilizes multi-filters, enabling sQCNN to adjust the number of extracted features. The number of features is denoted as \( n_{f_{\text{total}}} \), where \( n_f \) is the number of filters.

| Description | Value |
|-------------|-------|
| # of filters | \{1, 2\} |
| Optimizer    | Adam  |
| Initial learning rate | \( 10^{-4} \) |
| # of qubits in QCNN & sQCNN | 4 |
| # of params in a QCNN & sQCNN filter | 48 |
| # of params in a classical CNN filter | 50 |
| Kernel size  | \( 2^2 \) |

**TABLE 1**
Top-1 accuracy and Euclidean distance comparison

| Metric                                    | \( \lambda = 0 \) | \( \lambda = 0.1 \) | \( \lambda = 0.5 \) |
|------------------------------------------|--------------------|--------------------|--------------------|
| Top-1 accuracy (%)                       | 76                 | 78                 | 82                 |
| Euclidean distance \( (\times 10^{-2}) \) | 0.4                | 0.7                | 1.1                |
states of the quanvolutional filters enables the extraction of various intrinsic features. We corroborate this assumption with numerical experiments in Sec. 4. We define the RF regularizer as,

$$L_{RF} = 1 - \frac{1}{L(L-1)} \sum_{l=1}^{L} \sum_{l' \neq l} \Phi(\psi_{ql}, \psi_{q_{l'}}),$$  \hspace{1cm} (4)$$

where $L$ is the number of filters. With the RF regularizer, the training procedure of sQCNN is described in Algorithm 1. The parameters $(x, y)$ are denoted as the input data and label, respectively. We adopt cross-entropy as,

$$L_{CE} = -\frac{1}{C} \sum_{c=1}^{C} \log p(y_{pred} = y_{c} | x),$$  \hspace{1cm} (5)$$

where $C$ represents the number of classes. $y_{pred}$ and $y_{c}$ are the predicted and actual classes, respectively. Consequently, we design the total loss of sQCNN as,

$$L_{total} = \frac{1}{|\zeta|} \sum_{(x, y) \in \zeta} [L_{CE} + \lambda L_{RF}],$$  \hspace{1cm} (6)$$

where $\zeta$, and $\lambda$ denote the minibatch and an RF regularizer parameter, respectively. By fully utilizing the classification loss $L_{CE}$ and the regularized RF loss $L_{RF}$, sQCNN can achieve the diverse features from each measurement, and this results in performance improvement. We corroborate this in Sec. 4.

### 4 Performance Evaluation

#### 4.1 Experimental Setting

To corroborate the performance of the sQCNN with RF-Train, we design the experiments as follows:

- We investigate the top-1 accuracy of sQCNN with various RF-regularizer parameters $\lambda$, and QCNN with Vanilla-Train on both MNIST and FMNIST datasets.
• To corroborate the impact of the RF regularizer parameter $\lambda$, we investigate the Euclidean distance between the extracted features due to the RF-regularizer parameter $\lambda$.

• The scalability of sQCNN is proven. In QCNN, an increase in qubits caused a barren plateau, which degraded the overall model performance. In contrast to QCNN, in sQCNN, more filters result in a performance improvement, despite using the same number of qubits in QCNN. Note that the sQCNN shows performance improvement with the increased number of filters.

4.2 Experimental Results

4.2.1 Performance of sQCNN

Fig. 3 (a)/(b) represent top-1 accuracy of various models with two filters on the MNIST and FMNIST datasets, respectively. Analyzing from the architectural point, both Fig. 3 (a)/(b) represent that RF-Trained sQCNNs outperform classical Vanilla-Trained QCNN. From the results, we confirmed that even using sQCNN, i.e., even without RF-Train, it can achieve performance improvement in a classification task. Moreover, when the RF-regularizer parameter $\lambda$ increases, sQCNN with a finite number of filters ($n_f = 2$) shows performance improvement. sQCNN with high RF-regularizer parameter ($\lambda = 0.5$) achieves 16% higher top-1 accuracy than sQCNN which does not utilize RF-Train ($\lambda = 0$). Here, we observe that by diversifying the filters with RF-Train, we can improve the performance of sQCNN.

4.2.2 Impact of RF-Train

Table 1 represents the impact of RF regularizer parameter $\lambda$ on the classification performance. We observe that RF-Train increases the Euclidean distance between extracted features and experimentally confirmed that this diversity between features improves the classification performance of sQCNN.

4.2.3 Scalability of sQCNN

Fig. 4 represents that sQCNN achieves scalability. In QCNN, the top-1 accuracy decreases significantly as the number of qubits in a filter increases. As the number of qubits increases from 8 to 16, the performance of QCNN drops about 30%. In contrast to QCNN, sQCNN shows a stable performance when the number of filters increases. From the result, we corroborate that this scalability of sQCNN can be a significant characteristic in several tasks requiring many filters as well as simple MNIST and FMNIST data with one input channel.

5 Conclusions and Future Work

This paper proposes a scalable QCNN (sQCNN) architecture and a novel training algorithm (RF-Train) that enables sQCNN to diversify the extracted features. To achieve scalability while avoiding the barren plateaus which occur when the number of qubits in the filter increases, we utilize multiple filters with a finite number of qubits. To extract various features with the filters and maximize the performance of sQCNN, motivated by the quantum theory, we design an RF regularizer using the concept of fidelity. With extensive experiments, we corroborate the diversity of features extracted by using RF-Train and the scalability of sQCNN.

As future research, the scalability and trainability of our proposed sQCNN in various applications can be analyzed.
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