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Abstract: Spatial Transformer Networks are considered a powerful algorithm to learn the main areas of an image, but still, they could be more efficient by receiving images with embedded expert knowledge. This paper aims to improve the performance of conventional Spatial Transformers when applied to Facial Expression Recognition. Based on the Spatial Transformers’ capacity of spatial manipulation within networks, we propose different extensions to these models where effective attentional regions are captured employing facial landmarks or facial visual saliency maps. This specific attentional information is then hardcoded to guide the Spatial Transformers to learn the spatial transformations that best fit the proposed regions for better recognition results. For this study, we use two datasets: AffectNet and FER-2013. For AffectNet, we achieve a 0.35% point absolute improvement relative to the traditional Spatial Transformer, whereas for FER-2013, our solution gets an increase of 1.49% when models are fine-tuned with the Affectnet pre-trained weights.
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1. Introduction

For many years, computer vision has been an active area of research. The development of Convolutional Neural Networks implied a revolution in this field as they were demonstrated to be an effective framework to improve many image processing tasks, such as image classification [1], Facial Expression Recognition [2], etc. However, they lack an attention mechanism that can identify the most relevant parts of an image. As a consequence of this necessity, the Spatial Transformer Networks (STN) appeared [3]. These models aim to detect the main regions that appear on an image and correct spatial variations by transforming the input data. Using these modified images, the following layers of the network increase their recognition rates [4–6].

Unlike conventional STNs, where the localization network exclusively receives the original input image, we propose replacing the original input image feeds into the localization network with our generated masks. These representations prove to be adequate to improve the attention on relevant local regions of the face, as they are the eyes, mouth, nose, etc. by increasing the final recognition rate.

To evaluate the viability of this idea, we test our proposal on a Facial Emotion Recognition task, given its interest in different fields. Recognizing emotions lets us efficiently interact with others. By analyzing user reactions, it is also possible to detect a loss of trust or changes in emotions in Embodied Conversational Agents (ECAs), letting one react to this event and adapt machine behaviors to improve interactions or modify the dialogue content, tone, or facial expression (if it has them) to create a better socio-affective user experience [7]. Furthermore, systems able to recognize certain emotions or deficits of them could help to diagnose certain diseases like depressive disorders [8], Parkinson’s [9], etc., and improve
the treatment of the patients. Another relevant application of Facial Expression Recognition is for automotive safety. Recognizing negative emotions like stress, anger, or fatigue is crucial to avoid traffic accidents and increase the security on the road [10] on intelligent vehicles, allowing them to act accordingly to the state of the driver.

The selected datasets for our work are AffectNet [11] and FER-2013 [12]. In both datasets, the strategies that employ masks instead of the original images significantly improve the results reached by the conventional STN model.

To summarize, the contributions of this paper are as follows:

- We propose a new module, that we call “Mask Generator”, to attach to the Spatial Transformer to improve its performance. This module will generate several masks that are fed into the STN together with the original images. These masks, which are directly crafted from the estimated facial landmarks or assimilated as the resulting visual saliency maps from the original image, are practical to enhance the attention on relevant local regions.

- We also solve the Facial Emotion Recognition task on two popular datasets, achieving statistically significant results with our strategies, which improves the conventional STNs. The results obtained in this task expose the efficacy of this idea and open the possibility of applying the same procedures to other computer vision tasks where the ground-truth of the interest regions is not available.

To our knowledge, this is the first work that analyzes and compares strategies to study the effect of feeding different images with embedded domain knowledge of the task into the localization network of an STN, trained end-to-end with only class emotional labels. The rest of the paper is organized as follows. Section 2 describes the related works and preceding research studies. Section 3 summarizes the methodology. Throughout Section 4, we describe the experiments, the datasets used, and some implementation details. Section 5 presents the main experiments performed and results. Finally, in Section 6, we discuss the main conclusions of our study and indicate some future research lines.

2. Related Work

2.1. Spatial Transformer Networks

Due to the adequacy of STNs [3] to solve visual tasks, they have been employed in many domains. We have classified the latest publications in the literature into three groups: task-based, framework-based, and model-based.

The first group that we called task-based publications contains all the studies that apply STNs to previous areas. Until the appearance of the STNs, these problems were solved with other architectures such as CNNs. However, with the development of these models, the community reached state-of-the-art results applying STNs on previously studied tasks. Some examples of this success occurred in the areas of lip movement detection [4], emotion recognition [5], or saliency prediction [13].

The second trend of publications, which are framework-based, includes research studies that investigate how to connect or incorporate this model in other frameworks. As in [14], where the authors combine an STN with a Generative Adversarial Network (GAN) to create more realistic images, or in [15], with the aggregation of an STN before a CNN network that recognizes people, making use of triplet loss as the cost function.

The third relevant line of STN papers, those that are model-based, aims to improve the original version of the STN by combining it with other ideas as in the work of Lin et al. [16] that integrate Lucas and Kanade (LK) algorithm into a classic STN, or the proposed STN-RNN in [17] that uses recurrent neural networks into an STN pipeline.

This third group also includes the work of M.C.H.Lee et al. [18]. In their article, the authors argue that their “Image-and-Spatial-Transformer Networks” (ISTN) could improve the medical image registration problem, which consists of the alignment of several images. They propose to add an extra network on top of an STN. The top network (ITN) generates the segments that conform to the input image. Then, the STN predicts the transformation matrix to align the images from the generated segments of the ITN.
However, for the training of the ITN, it is necessary to have the ground truth of the images with the landmarks of the segments correctly annotated to train the ITN network.

Our proposal follows a similar idea in a more general way because we do not have access to the ground truth of the attention regions. Instead, we evaluate the images generated automatically from different general purpose pre-trained networks that emphasize the most relevant areas of an input image. With these generic masks, we conduct an ablation study to assess the impact of passing each of them to the localization network of the STN. Results reveal that their inclusion enhances the performance of conventional STNs for the emotion recognition task.

One of the advantages of our proposal is that we do not need to re-train the models that extract the masks, as they are general purpose models that can be applied to several tasks. The use of these generalistic models reduces the manual annotation effort required to create supervised-tailored models.

Apart from the similarities with the work in [18], there are also several differences to our work. The first one is that we apply our proposal to a different domain, thus we require other landmarks extractors that detect morphologically different regions. Another of the main differences is the architecture of the STN that we use, as we need to add some extra layers after predicting the transformation matrix parameters to address the Facial Emotion Recognition task. Finally, we extend the ablation study that they do by evaluating modified versions of the landmarks and the idea of using the saliency maps, everything extracted automatically without re-training these models.

2.2. Emotion Recognition

Emotions are considered a psychological state. Due to their interest and variety of applications, they have been vastly studied from different scopes as psychology, computer science, medicine, etc.

Regarding psychological and neuroscience studies, they usually focus on discovering when a person manifests a specific emotion or how the brain generates the emotions. As an attempt to answer these questions, many psychological theories were proposed.

Two of the most relevant psychological theories that deepen the categorization of emotions were proposed by P. Ekman in 1999 [19], and by J. Posner and J.A.Russell in 2005 [20].

Ekman’s theory [19] establishes that there are six main families of universal emotions. These families of emotions are anger, fear, sadness, enjoyment, disgust, and surprise. Later, J.Posner and J.A.Russell developed a new theory: “the circumplex model of affect”. This new theory contrasts with the Ekman assumptions as they considered that emotions appear as a product of two independent neural systems, one that informs about the valence (how positive or negative is an emotion) and the other that represents the arousal (how intense or soft is an emotion) [20].

These psychological theories built the base to create most of the current existing datasets for emotion recognition [11,12,21–24]. Depending on the corpus, emotions are annotated in terms of a group of families, following the Ekman’s theory [12,21]; in terms of valence and arousal [24], as J.Poser and J.A.Russell said; or following both strategies [11,22,23].

The apparition of these datasets incentivized the investigation of new features and models to learn to recognize these emotions. An example of features is the landmarks estimation, which consists of extracting the coordinates of some key points around the eyebrows, eyes, nose, mouth, and jaw. Works such as that in [25] demonstrate that landmarks encapsulate important information about the facial expression of a person. Another example of features highly related to emotions are the Facial Action Units (FACs). In [26], they extract several FACs and introduce them into a 7-layer autoencoder, recognizing emotions with a high accuracy rate. One of the advantages of FACs compared with landmarks is that they encapsulate a facial movement, with information being more highly processed. However, it is not easy to create a mask from the FACs information, whereas landmark coordinates can be easily represented in an image.
Regarding the models, some of the most interesting for this work are EmotionalDAN [27] and Deep-Emotion [5]. EmotionalDAN can solve emotion, valence, and landmarks recognition at once, improving its baseline model that did not include the landmarks and valence predictors. It is interesting to mention this model because it also uses landmarks to improve the final results. On the other hand, Deep-Emotion uses an STN architecture to address emotion recognition, emphasizing that these models are appropriate to solve our task.

The last mention is for the study of Mavani, V. et al. [28]. Among their experiments, they evaluate the results of multiplying the original input image with a salience map. When they introduce this combined image into their model instead of the original image, the network learns from the filtered image. This result indicates that saliency can localize the most relevant areas in an image, allowing the network to extract emotional information.

Our work extends the previous studies by suggesting and comparing several methods to improve the performance of the localization network in STNs for Facial Emotion Recognition tasks.

3. Methodology

Our main goal is the evaluation of different strategies to improve the performance of Spatial Transformers Networks for Facial Emotion Recognition tasks. For this task, we include a module in charge of generating images, called masks, that will serve as input to the Localization Network of the STN.

The motivation of this work, rather than helping to push the research on the topic and achieve state-of-the-art results in each specific task, is to explore how well the proposed models generalize and perform on independent datasets. Therefore, to enable the analysis and comparison across differently (and maybe inconsistently) annotated datasets, our recognition experiments were performed according to the three main emotional valence categories: positive, neutral, and negative. This task re-definition should help us reduce potential biases resulting from a more heterogeneous and more skewed or unbalanced distribution of the emotion categories. Besides, as we plan to explore and evaluate transfer learning and adapt the models trained on both datasets, this valence categorization also allows us to adopt the same target labels in both cases, which minimizes the discrepancy between them in terms of the feature representation and ensures optimal transfer accuracy (the deviation between classifier weights across domains can be minimized when classes are the same [29,30]).

In this section, we will start by introducing how we generate the mentioned masks, and then we will define the structure of our Spatial Transformer.

3.1. Masks Generator

As we mentioned in Section 2.2, both landmarks and saliency maps have been widely employed in visual classification and recognition tasks. The main advantage of these two approaches is that they automatically detect essential parts of the image and emphasize them, obtaining a new image with embedded knowledge relevant to the task. For this reason, we use these techniques, and variations of them, for creating our masks.

The mask generator module can be fixed before the localization network, or before the sampler to modify the inputs of an STN, as we can see in Figures 5 and 6.

In this section, we explain the type of masks that the generator can produce.

3.1.1. Landmark-Based Binary Masks

Our face changes when we express emotions. Muscles and ligaments adopt different positions when we smile or frown. All these movements help our brain to recognize how people feel in each moment. The landmarks are related to these facial movements as they constitute a set of points that surrounds the key parts of the face as they are the eyebrows, eyes, nose, mouth, and jaw. Once we obtain the landmarks, it is possible to create regions of interest by filling in the enclosed area of the landmarks.
To detect as many faces as possible, we use a state-of-the-art CNN-based face detector, MTCNN [31]. When it finds a new face, the face passes to dlib library [32] to extract the landmarks. The landmarks consist of 68 \((x, y)\) tuples, which are the coordinates of the points that indicate the position of eyes, eyebrows, nose, and mouth in an image. With these tuples, we generate a binary mask: black and white. In white, we remark the relevant pixels enclosed by the landmarks, and in black, the rest of the background.

Notice that for some samples, the facial detector fails and does not detect any face. In those cases, it is not possible to generate the landmarks mask of that sample. As the STN always expects an image, we tested several ideas to substitute the landmarks masks on these cases: the first one that appears in tables as v1, consists of a substitute to those samples with full-white images, to indicate to the model that all the pixels are equally relevant; the second option, or v2, was used to introduce the saliency maps instead of the white images; and the third option, or v3, was used to ignore the predictions of the model trained with the landmarks mask and rely on the predictions of another model for those images. In our case, the second model was trained with saliency maps and appears in Tables 1 and A1 as “STN with saliency masks”.

Table 1. Quantitative evaluation of the different strategies on AffectNet.

| Strategy                                      | Accuracy ± 95% Confidence Interval | Average Epochs to Converge |
|-----------------------------------------------|-----------------------------------|---------------------------|
| ZeroR                                         | 49.26 ± 0.17                      | -                         |
| Simple-CNN                                    | 69.78 ± 0.16                      | 68                        |
| Baseline STN                                   | 70.37 ± 0.16                      | 89                        |
| STN with landmarks—binary masks v1            | 70.57 ± 0.16                      | 70                        |
| STN with landmarks—binary masks v2            | 70.54 ± 0.16                      | 58                        |
| STN with landmarks—binary masks v3            | 70.59 ± 0.16                      | -                         |
| STN with landmarks—soft masks                 | 70.72 ± 0.16                      | 71                        |
| STN with dilated masks                         | 70.53 ± 0.16                      | 58                        |
| STN with saliency masks                       | 70.60 ± 0.16                      | 108                       |
| STN with patches masks                         | 66.47 ± 0.16                      | 67                        |
| STN with weighted masks                        | 68.60 ± 0.16                      | 51                        |

For simplicity, the rest of the strategies derived from the landmarks use full-white images (v1) when the face is not detected.

In the following subsections, we will detail how we extract the saliency maps and how we train each model with the different masks.

3.1.2. Landmarks-Based Soft Masks

This strategy is a modified version of the binary masks with a soft background.

To soften the background of the landmark-based binary mask, we fix a threshold of 0.15. All the pixels that have intensities below 0.15, now get the value of 0.5, whereas the rest change their value to 1. As a consequence, we obtain images as shown in the third column of Figure 1.

With this transformation, we pursue to improve the training of the network, as introducing many zeros may deteriorate the learning of those areas in which there is usually a zero due to the functioning of the backpropagation algorithm. When the backpropagation algorithm propagates the error, those inputs with zero will not modify their associated weights in the network, as they did not contribute to the final prediction. However, these areas could still carry important information about the context and could be relevant for some images. For this reason, we considered that introducing non-zero values may benefit the network’s learning.
Furthermore, we believe that this way of expressing the data maintains the possibility of determining the transformation from the whole image and not only from the regions delimited by the landmarks, using more context but still retaining relevant regions.

3.1.3. Landmark-Based Dilated Binary Masks

This version is an approach between two strategies: the landmarks’ masks and the saliency masks.

The dilation transformation is a morphological operation that consists of convolving an input image with a kernel. We apply this operation to the landmark-based binary masks, after scaling them to 48 × 48 pixels and removing the jaw. The results are images that present an increment in the size of the streaks that define the picture.

As the thickness of the lines that conform to the image increases, we hypothesize that we could observe one of the following two possible behaviors. On the one hand, the surrounding pixels to the landmarks regions could give extra information from the surrounding area that may help to contextualize the relevant regions. On the other hand, this increment in size could introduce redundant information instead of valuable and new knowledge, which may degrade the final performance. Experiments suggest that our second intuition is closer to reality.

To generate the dilation, we used the OpenCV library [33]. We set a kernel of 2 × 2 with all the values to 0.5 and 2 repetitions. Some examples of the landmark-based dilated binary masks appear in the fourth column of Figure 1.

3.1.4. Visual Saliency-Based Masks

Visual saliency predictors generate saliency maps. These saliency maps are images that help to understand the meaning of an image’s content by emphasizing the most relevant areas that usually attract our attention. The very definition indicates the relation that these maps share with the attention and how humans maintain only relevant information when they solve a task.

As we describe in Section 3.2, the localization network has the characteristics of a spatial attention mechanism. This mechanism has the function of discovering the essential parts of the original image. Once it detects these regions, it learns the optimal transformation to convert the image and passes the modified image to the rest of the network to solve the recognition task.

Due to the similarities between the saliency maps and the attention mechanism of the STN [13,34,35], we hypothesize that saliency maps should contain enough information to guide the learning of the localization branch and to reduce the complexity of the training.

To extract the visual saliency maps from the original images, we employ the pre-trained CNN in [36] on the salicon dataset [37]. The reason for choosing this network is due to its size–performance balance. This model is lighter than others but achieves as good metrics as some state-of-the-art saliency predictors. In the fifth column of Figure 1, we have our saliency masks.

3.1.5. Landmark-Based Facial Patches

The generator creates these masks by multiplying the original image in grayscale by the landmarks-based binary masks. The result, as we can see in the sixth column of Figure 1, is the original image cropped accordingly to the regions delimited by the extracted facial landmark, with the rest of the background in black.

We use the resultant images at the input of the sampler of the STN instead of the original image, as the conventional STN does. The target of this experiment is to evaluate whether the contextual information is relevant or not. For this reason, we maintain only the data of the original image comprehended in the selected patches of the eyebrows, eyes, nose, and mouth areas.
Figure 1. Samples of the generated masks on the AffectNet dataset. Columns are organized as follows: Original image, Landmark-based binary mask, Landmark-based soft masks, Landmark-based dilated binary masks, Visual Saliency based masks, Landmark-based facial patches, and Landmark-based image weighing masks. The first two rows have images with positive valence, the middle row shows an image with neutral valence, and the 2 last rows are examples of negative valence.

3.1.6. Landmark-Based Image Weighing

Similar to the mask described in the previous subsection, this weighted image is also created by multiplying the original image with a mask, the landmarks-based soft mask. As we can see in the last column of Figure 1, the image contains all the information of the original image as well as the landmarks regions. As we commented before, we will use these masks to feed the sampler of the Spatial Transformer.

3.1.7. Common Mask Processing

Before leaving the mask generator, all the images are resized to $48 \times 48$ and converted to grayscale. This is the format that the network expects at its input.

After the mask generator, all the images suffer an additional transformation, a standard normalization:

$$I_{\text{norm}}(x,y) = \frac{(I(x,y) - 0.5)}{0.5}$$

where $(x,y)$ represents the coordinate of each pixel of the image $I$, and $I(x,y)$ the intensity value of the pixel with coordinates $(x,y)$.

3.2. Spatial Transformer Network

We implement a Spatial Transformer Network. As defined in [3], the classic version contains three main modules: the localization network, the grid generator, and the sampler.

The localization network receives the input image $U$ and outputs the $\theta$ parameters that form the transformation matrix, $\tau_{\theta}$. These parameters vary depending on the input image and change during the training because they usually correspond to the weights extracted from a fully connected layer. This module is in charge of detecting the most relevant regions to focus on the image for identifying the class in later layers.

The grid generator creates a regular grid of a certain size and receives the parameters $\theta$ of the localization network. With these two inputs, it applies an affine transformation on the regular grid $G$, resulting in the parametrized sampling grid $G_{\theta}$, which is a warped
version of the regular grid centered on the most important pixels of the input image \( U \), as \( \theta \) is estimated from \( U \). This sampling grid is a mapping that lets us infer a relationship between the coordinates of the pixels in the input image, \( U \), and the expected position of the transformed pixels at the output image, \( V \). This step is represented by the following equation:

\[
\begin{pmatrix}
    x_s^i \\
    y_s^i
\end{pmatrix} = \tau_{\theta}(G) = \begin{pmatrix}
    \theta_{11} & \theta_{12} & \theta_{13} \\
    \theta_{21} & \theta_{22} & \theta_{23}
\end{pmatrix} \ast \begin{pmatrix}
    x_t^i \\
    y_t^i
\end{pmatrix}
\]

(2)

where \((x_s^i, y_s^i)\) are the source coordinates of the input image \( U \) that define the sample points of \( G_s \); \((x_t^i, y_t^i)\) are the target coordinates of the regular grid \( G \) in the output image, \( V \); and \( \theta \) is the coefficient of the transformation matrix.

Notice that the transformation matrix has an inverse. By taking the inverse and the input image, it is possible to obtain the values of the pixels in the output image.

Finally, the sampler module applies the spatial transformation by taking the sampling grid \( G_s \) and the input image \( U \), to produce the transformed image \( V \). To obtain the value of each pixel of \( V \) when there is no direct correspondence with the input image pixels, it applies an interpolation based on these 2 inputs.

In Figure 2, we can see an example of how the STN transforms an input image.

![Figure 2](image)

Figure 2. Example of the transformation produced by a Spatial Transformer Network and its parts: localization network, grid generator, and sampler.

The transformed image passes to the classification network, usually a CNN or an MLP. Both the spatial transformer and classification networks are complementary and their combination ensures the sufficient utilization of both global and local features to solve the recognition problem.

In this work, we use a compacted STN architecture with few convolutional and fully connected layers, similar to the one reported in [5], as their results indicate that these small networks can solve Facial Emotion Recognition problems with relatively high accuracy. In Appendix B, we summarize our architecture with the input layers, the expected output size, and the filters and strides used for the convolutional layers and max-poolings.

Unlike in classic STN which receives the same image at the input of the localization network and the sampler, we examine the effect of adding an extra module, the mask generator, that changes the input that receives the localization network by a mask. More specifically, we evaluate whether precomputed masks that contain information about the relevant areas to focus on may improve the performance of the classic STN. In Figure 5, we can see a picture of what we have just explained. Additionally, we also study the effect of adding the mask generator at the input of the sampler too, as it depicts the Figure 6.
4. Experiments

With the idea of improving the performance of Spatial Transformers Networks for Facial Emotion Recognition tasks, we train a simple CNN with an STN with our mask generator module to predict valence. We evaluate our proposals on 2 datasets: AffectNet and FER-2013.

In this section, we will explain the 4 types of experiments performed, we will also detail the setup, including the validation and the training parameters.

4.1. Experiments Description

Regarding the experiments, we implement 2 initial models: the first one is a CNN without the STN and the second includes a conventional STN into the simple-CNN. These experiments are the baseline to evaluate our proposals.

In the second round of experiments, we will check the performance of the STN with our proposed module, the “Mask Generator”.

In this section, we describe the experiments, the corpora used during the analysis, and the configured training and validation parameters.

4.1.1. Simple CNN

This first experiment consists of a classification network exclusively, without the STN. We did this experiment to confirm whether adding the attention mechanism could help to achieve better recognition rates or not. Lower or similar scores would indicate that increasing the complexity of the model, adding the STN, does not provide any benefit. Besides, this experiment also establishes a baseline to analyze the improvements that our proposal can achieve. In Figure 3, we can see the classification network used in this experiment.

Figure 3. Simple CNN network without STN.

4.1.2. Baseline STN

As a second benchmark to compare the improvements introduced by our proposals, we implemented a conventional ST, which receives a unique image at the input of the Localization Network and the Sampler, as we can see in Figure 4.

This experiment lets us understand our contribution by comparing the performance of the conventional STN with our versions using the Mask Generator.

Figure 4. Baseline STN. Example of a conventional STN as it is described in [3].
4.1.3. STN with Mask Generator at the Localization Network

This section groups the experiments performed with 5 of the 7 masks introduced in Section 3.1: the landmarks-based binary masks, the landmarks-based soft masks, the landmarks-based dilated binary masks, and the visual saliency based masks.

This family of experiments combines the Spatial Transformer with the classification network, as we can see in Figure 5. In each experiment, the Mask Generator creates a mask that passes to the localization network. The localization network learns the transformation parameters from this image and sends them to the sampler. The sampler receives the $\theta$ parameters and the original image as inputs and returns the transformed version of the original image.

This transformed version, that focuses on the most relevant parts emphasized by the mask, feeds the classification network.

The main difference of this experiment with the conventional STN (Baseline STN) is that we inject the generated masks to the localization network instead of the original image. As the masks contain a simpler but more informational version of the image, it is expected that the mask approaches achieve higher accuracy than the baseline. In Section 5, we compare the results got by these strategies.

Figure 5. Spatial Transformer CNN architecture. Example for visual saliency based masks.

4.1.4. STN with Mask Generator at the Localization Network and Sampler

For this group of experiments, we employ an additional Mask Generator at the input of the Sampler. The first generator always produces the landmarks-based binary masks, introduced later into the Localization Network. The second Mask Generator creates Landmarks-based facial patches and Landmarks-based image weighing masks that feed the sampler.

With these 2 experiments, we try to answer the following questions:

- Is it possible to solve the Facial Emotion Recognition task only from the most relevant patches of the original image?
- Would the classification network be able to extract information from an image with embedded knowledge?

To answer the first question, we changed the input of the sampler to the landmarks-based facial patches. These images remove superfluous information and maintain the values of the original image for the eyebrows, eyes, nose, and mouth. This experiment appears represented in Figure 6.

To address the second question, we feed the Sampler with the landmarks-based image weighing. This mask maintains all the contextual information of the original image and overlaps the landmarks’ knowledge about the relevant points on an image for detecting emotions.

Notice that, in this case, the transformed version of the mask generated at the output of the sampler passes to the classification network, so this CNN will need to extract information from the patches or weighted images to solve the Facial Emotion Recognition task.
4.2. Datasets

In this work, we employ 2 common corpora for emotion recognition: AffectNet [11] and FER-2013 [12].

- **AffectNet**: AffectNet is one of the largest datasets available for visual emotion recognition in the wild. It contains approximately 450,000 images divided into 11 non-equally distributed categories: ‘Neutral’, ‘Happy’, ‘Sad’, ‘Surprise’, ‘Fear’, ‘Disgust’, ‘Anger’, ‘Contempt’, ‘None’, ‘Uncertain’, and ‘Non-Face’. Besides the emotional label, each image also has its arousal and valence annotated in the range from $-1$ to $1$. The only categories that do not include these annotations are ‘Uncertain’ and ‘Non-Face’. To adapt the annotations to our task and facilitate compatibility between datasets, we divide the valence axis into 3 regions. The first region, which goes from valence 1 to 0.2, represents positive emotions. The second region ranges from 0.2 to $-0.2$, and it is considered the region of neutral valence. The third group contains the images with valence lower than $-0.2$, which receives the negative valence label. In total, our new subset contains 325,239 images. In Figure 7, we can see the final distribution of images per class. As the plot shows, the subset is non-balanced, having more positive images than negative or neutral.

- **FER-2013**: The Facial Expression Recognition 2013 database contains 35,887 grayscale images with a resolution of $48 \times 48$ pixels. This dataset was collected using Google by requesting images associated with key emotional terms. The downloaded images were filtered for rejecting repeated samples and resized. Accordingly to the key term used in the query, each image was assigned to one of the following categories: angry, disgust, fear, happy, sad, surprise, and neutral.

One of the major difficulties of this dataset is the different nature of the images as they can contain different poses, occlusions, blurring, and other artifacts, which makes the recognition a challenging task. Again, we need to distribute the images into the same 3 label levels to homogenize both datasets.

Unlike what we did with AffectNet, in this dataset, we do not have the valence annotations. For this reason, and following the theories of J.Posner and J. Rusell [20], we assigned the positive valence to those images categorized as ‘happy’, the neutral valence to the ‘neutral’ images, and the rest of the samples to the negative valence set.

Those images tagged as ‘surprise’ were excluded from the groups since this emotion can represent positive or negative valences, depending on the situation. In total, the new subset contains 31,885 images over the original size of 35,887. In Figure 7, we can see the distribution of the labels.
4.3. Evaluation and Training Parameters

We evaluate our results following a 5-fold cross-validation strategy in both datasets. The division in folds was random and stratified, i.e., each fold has a similar number of samples per class randomly selected.

Concerning the training configuration and hyperparameters, we chose a batch size of 128 samples and a maximum number of training epochs of 500. To avoid overfitting, we also implemented an Early-Stopping strategy to finish the training when the validation accuracy did not improve in 30 iterations. Regarding regularization, we only used dropout with a 0.5 probability.

As we are solving an unbalanced classification task, we utilized the weighted cross-entropy loss implemented in PyTorch [38].

To optimize this objective function, we employed an Adam optimizer with a learning rate of 0.001 as it achieves faster convergence than other optimizers such as Stochastic Gradient Descent.

Regarding the metrics used to compare the results, we computed the average accuracy over the 5 folds. We also included a confidence interval to evaluate the significance of our methods and compare scenarios.

As we will see in the next section, all the strategies start the training from a random initialization of the weights, ‘from scratch’, except for the results reported in Section 5.2, in which we conduct transfer learning using pre-trained weights on AffectNet.

5. Results

5.1. Evaluation of Strategies on AffectNet

Table 1 shows the valence recognition rates obtained on AffectNet dataset.

ZeroR is the simplest classifier that relies on the target and always predicts the majority category (class). Although there is no predictability power in ZeroR, it is appropriate for determining a baseline performance as a benchmark for the other classification methods.

The ‘Simple CNN’ experiment beats the ZeroR rates, demonstrating that the proposed architecture is suitable for solving the task and evidencing a learning process. However, this result is significantly lower than the obtained when we add the Spatial Transformer, called Baseline-STN in the Table 1, which confirms that including this mechanism improves the accuracy.

The rest of the results with a single mask generator get higher accuracies than the ‘Baseline-STN’. These outcomes suggest that feeding the localization network with any of the landmarks strategies (binary masks, soft masks, and dilated masks) or saliency maps helps the attention mechanism to focus on the most relevant areas, which provokes a growth in the recognition accuracy.

It is especially interesting the case of the ‘STN with landmarks—soft masks’ because its result surpasses in a significant statistical way the accuracy achieved by the ‘Baseline STN’. For this reason, we can conclude that this proposal seems to be the best option to train the Spatial Transformers, despite the misdetected faces.
Although soft masks and dilated masks pursue the target of improving the binary mask version, only the soft mask leads to competitive results, with an average accuracy of 70.72%. This rate is 0.19 points higher than the dilated masks, 0.15 points superior to the binary landmarks, and 0.35 points better than the ‘Baseline STN’.

For the dilated masks, the results may indicate that increasing the size of the strokes introduces redundant information that is not convenient to learn the most relevant regions on an image. This strategy seems to maintain the drawbacks of the saliency and landmarks strategies. On the one hand, it misdetected the same faces as in the landmarks strategy. On the other hand, it also loses definition on the relevant areas, similar to what happens in the saliency maps. The combination of both effects concludes with an accuracy rate comparable to the landmarks-based binary masks; however, the dilated masks require more processing efforts to be generated.

The last strategy of this family to analyze is the mask-based saliency. In this case, the result also improves compared to the conventional STN by 0.23 points. This outcome implies that when landmarks or ground truth of the most relevant regions on the image are not available, we can still guide the learning of the localization network using the saliency maps and improve the performance of conventional STNs.

If we compare the saliency with the ‘STN with landmarks—soft masks’ model, the saliency maps are 0.1 points under the accuracy of the best landmark-based strategy. Despite reaching a lower performance in this task, saliency maps are still a powerful option as current saliency predictors are trained to extract saliency maps from almost any object, not only faces. This generic knowledge offers the possibility of applying this strategy in other domains without the necessity of a tailored landmarks extractor.

Regarding the method to deal with faces misdetected by the facial detector, we can see that the best option is version 3.

Changing the white images (v1) by saliency maps (v2) does not improve the final accuracy, probably because for AffectNet the number of lost faces was not too large, a 1.6%, or because training the STN with landmarks and saliency maps introduce some noise during the learning process because of the use of different ways of representing the information. The third version that relied on predictions of the STN trained with saliency maps for those cases improves the accuracy slightly, but it still does not surpass the results obtained by the STN trained with saliency masks. This tendency is also observed in the results for the FER-2013 dataset in Table A1.

Apart from the accuracy, we can also analyze the number of epochs that the models take until they converge. Comparing the results, the STN with dilated masks is one of the best in terms of epochs to converge as it takes 31 fewer epochs on average than the ‘Baseline STN’ method but increases the accuracy by 0.16 points. In second place, we have the rest of the landmark-based models that converge in around 20 fewer epochs than the ‘Baseline STN’, and in the third position is the ‘STN with saliency masks’ that takes 19 iterations more than the conventional STN.

As additional tests, we also performed separate experiments with 2 mask generators, one at the input of the Localization Network and the other before the Sampler, as we described in Section 4.1.4.

The first experiment, that passes patches masks to the sampler, did not surpass the results of the ‘Simple-CNN’. The main hypothesis of this low performance is that patches do not carry enough information for solving an emotion recognition task, which causes a reduction of the accuracy.

Regarding the second experiment using weighted masks, the performance is similar, but the reason for this low accuracy is likely different. We believe that in this case, the network is not capable of learning emotions because when we incorporate additional information into the image, we also break its regular patterns, which may cause errors during the training. Additionally, for the cases where the landmarks are incorrectly detected, the combined image could draw incoherent information.
If we compare both strategies, the best would be the weighted version because it still maintains all the information of the original image and the landmarks, although softened. However, neither of them could be considered a suitable option to improve the performance of a conventional STN.

5.2. Transfer-Learning on FER-2013

We applied the most competitive strategies used in AffectNet for the dataset of FER-2013. Although the task to solve is essentially the same, the conditions are more challenging in this dataset.

The first difference with AffectNet is that the original size of the images in FER-2013 is $48 \times 48$. The reduced resolution of these images makes it more problematic to detect faces to extract landmarks. A number that supports this statement is the amount of misdetected faces in each dataset. In AffectNet, we lost only 1.6% of the faces, whereas in FER-2013, we have 13.57% of misdetections. Another handicap of this dataset is the variety of data as there are images without faces, with cartoons, occlusions, etc. The reader can find a more detailed analysis of errors in the Appendix C.

Nonetheless, we decided to use it to discover if our methodology also works under challenging conditions. As we can see in Figure 8, the saliency-mask strategy reaches a statistically significant accuracy compared to the 'Baseline-STN'. The landmark-based strategies overpass the baseline model and follow tendencies similar to the experiments with AffectNet although they did not achieve statistically significant results probably because of the limited amount of evaluation data and the increment in the number of misdetected faces.

Comparing the green results with the red results of Figure 8, we can conclude that the use of pre-trained weights on AffectNet benefits all the models, especially the STN trained with saliency maps. This saliency-based model gets an increment of 1.08 points compared to its version trained ‘from scratch’. It seems that TL alleviates the reduced size of the dataset and enlarges the performance gap between our proposals and the baseline.

In general, the performance of our models for this second dataset also demonstrates certain robustness as the accuracy of the landmarks-based models does not decrease in a relevant manner despite losing approximately 14% of the training images. More interesting are the results obtained with the saliency-based model. This strategy beats all the landmark versions, enhancing the advantage of this method that always returns a saliency map, facilitating the functioning of the Spatial Transformer to learn the relevant regions on the image.

Figure 8. Quantitative evaluation of the most relevant strategies on FER-2013. In red, the results training from scratch; in green applying Transfer-Learning on AffectNet weights. Table with values and the v2 and v3 versions of the binary-masks in Appendix A, Table A1.
6. Conclusions

STN strategies have been confirmed to be more effective than CNN for solving Facial Emotion Recognition tasks. Based on these models, we appended a mask generator module into a conventional STN. This proposal reaches higher accuracy rates, enhancing the suitability of landmarks and saliency masks to improve the learning of the Localization Network, and thus the performance of the STNs.

The reason for this accuracy improvement compared to existing STNs relies on introducing more specific information to the attention mechanism, extracted from powerful pre-trained models that generate the saliency maps or the landmarks. The localization network receives these filtered images that contain the most relevant regions emphasized.

These images with emphasized regions help the attention mechanism to concentrate only on those relevant regions to transform the original image. As a result of this transformation, the classification branch sees a filtered image without unnecessary material to solve the Facial Emotion Recognition task. For this reason, in the results, we have observed an improvement in most of our strategies compared to traditional STNs.

From the different strategies tested for Facial Emotion Recognition tasks, the landmark-based methods with soft masks achieved the best performance on the AffectNet dataset, beating to the conventional STNs.

On FER-2013, the landmark-based masks also achieved good results, but the saliency maps surpassed all the other strategies, including the Baseline-STN. In this case, all the versions trained applying transfer learning from the learned weights on AffectNet demonstrated better performances. These results suggest that the models trained on AffectNet are robust enough for being used in other datasets.

Notice that there is a performance difference between AffectNet and FER-2013. The main reason for this difference may be the nature of the datasets and their initial distribution. AffectNet has a ZeroR of 49.26% against the ZeroR of FER-2013 that reaches a value of 52.37%. This difference explains why the models trained with FER-2013 achieved higher accuracy rates. Another important difference between datasets is the separation of our best model compared to the baseline STNs. In the case of AffectNet, this difference is 0.35% against the 1.49% reached in FER-2013. These results could be explained by the number of samples of the datasets and the resolution of their images. AffectNet contains more images with good quality and resolution, whereas FER-2013 has fewer images taken in more challenging conditions. Results seem to indicate that our proposals are more competitive for complex scenarios where the number of samples is limited. This result is coherent as in our strategies the STN only has to learn from the filtered masks (landmarks or saliency maps) and not from the complete image that is more complex and the localization network requires more samples to discover and learn patterns.

In conclusion, landmark-based strategies are the best option in the absence of ground truths of the most relevant regions, considering that landmarks represent tailored information about the regions of interest. However, when landmarks are not available or the quality of the images is low, we can also employ the saliency maps. Saliency maps have also achieved high accuracy rates in the experiments and, moreover, there are numerous general purpose saliency predictors [36,39] that could be used directly or re-trained for a new task, without the necessity of having the landmarks. These facts suggest that the method based on saliency maps could scale well to other computer vision tasks.

Regarding the analysis of errors, we detected that when the number of lost faces is close to 14%, the landmark-based versions are less efficient than the saliency-based. The misdetected faces could happen due to several factors as occlusions, illumination conditions, resolution of images, quality, presence of several faces, rotations, etc. In future versions, we will consider these sources of error to reduce their contribution to the recognition rate.

Other sources of errors in our models come from the distinction between emotions, as in ‘Happy’ and ‘Contempt’. They share similar patterns but their valences are opposed. For these cases, one solution will be to evaluate models with higher resolution images.
at their input, or to train customized models to distinguish between these 2 emotions to reduce the confusion between them.

As future lines, we also plan to apply these strategies to other fields to confirm the generalization capacity of these solutions. Additionally, we will study the possibility of developing different Spatial Transformers to focus on the eyes, nose, and mouth to extract information from each region and combine them in a posterior step. Furthermore, we reckon on exploring architectures with more layers to see if the network still benefits from the attention mechanism or not. Finally, we will extend our study to improve the landmark solutions when the face is not detected.
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Abbreviations

The following abbreviations are used in this manuscript:

| Abbreviation | Description                     |
|--------------|---------------------------------|
| STN          | Spatial Transformer Network     |
| CNN          | Convolutional Neural Network    |
| MTCNN        | Multi-task Cascaded Convolutional Networks |
| FER-2013     | Facial Expression Recognition 2013 database |
| GAN          | Generative Adversarial Networks |
| TL           | Transfer Learning               |

Appendix A. Complementary Material of the Results

Figure 1 represents the mean accuracy and the confidence intervals of the results obtained on AffectNet for the evaluated strategies.
Figure A1. Quantitative evaluation of the different strategies on AffectNet. In black is the average accuracy of the 5-folds CV; in red, the confidence intervals. Plot of the Table 1 without the v2 and v3 of the binary-based mask strategies.

Table A1 shows the numerical values returned in each experiment. It also includes the ZeroR performance to demonstrate that our proposals are convenient to solve the Facial Emotion Recognition task.

Table A1. Quantitative evaluation of the most relevant strategies on FER-2013 applying training from scratch against Transfer Learning.

| Weights Initialization       | Strategy                                      | Accuracy ± 95% Confidence Interval |
|------------------------------|-----------------------------------------------|------------------------------------|
| From scratch                | ZeroR                                         | 52.37 ± 0.55                       |
|                              | Baseline STN                                   | 72.92 ± 0.48                       |
|                              | STN with landmarks—binary masks v1            | 74.20 ± 0.48                       |
|                              | STN with landmarks—binary masks v2            | 69.99 ± 0.50                       |
|                              | STN with landmarks—binary masks v3            | 74.38 ± 0.48                       |
|                              | STN with landmarks—soft masks                 | 73.64 ± 0.48                       |
|                              | STN with saliency masks                       | 74.93 ± 0.48                       |
| Transfer-Learning using AffectNet weights | Baseline STN                                   | 74.52 ± 0.48                       |
|                              | STN with landmarks—binary masks v1            | 74.69 ± 0.48                       |
|                              | STN with landmarks—binary masks v2            | 74.26 ± 0.48                       |
|                              | STN with landmarks—binary masks v3            | 75.18 ± 0.48                       |
|                              | STN with landmarks—soft masks                 | 74.90 ± 0.48                       |
|                              | STN with saliency masks                       | 76.01 ± 0.47                       |
## Appendix B. Architecture Layers and Dimensions

### Table A2. Layers of the implemented Spatial Transformer Network.

| Branches of the Model | Input Layer | Output Size | Filter Size/Stride | Depth |
|-----------------------|-------------|-------------|--------------------|-------|
| **Input**             | Input Image | 48 \times 48 \times 1 | - | - |
| Localization Network  | Convolution-2D | 42 \times 42 \times 8 | 7 \times 7/1 | 8 |
|                       | MaxPooling-2D | 21 \times 21 \times 8 | 2 \times 2/2 | - |
|                       | Relu         | 21 \times 21 \times 8 | - | - |
|                       | Convolution-2D | 17 \times 17 \times 10 | 5 \times 5/1 | 10 |
|                       | MaxPooling-2D | 8 \times 8 \times 10 | 2 \times 2/2 | - |
|                       | Relu         | 8 \times 8 \times 10 | - | - |
|                       | Fully-Connected | 640 | - | - |
|                       | Fully-Connected | 32 | - | - |
|                       | Relu         | 32 | - | - |
|                       | Fully-Connected (θ) | 6 | - | - |
| **Input**             | Transformed Image | 48 \times 48 \times 1 | - | - |
| Simple-CNN            | Convolution-2D | 46 \times 46 \times 10 | 3 \times 3/1 | 10 |
|                       | Relu         | 46 \times 46 \times 10 | - | - |
|                       | Convolution-2D | 44 \times 44 \times 10 | 3 \times 3/1 | 10 |
|                       | MaxPooling-2D | 22 \times 22 \times 10 | 2 \times 2/2 | - |
|                       | Relu         | 22 \times 22 \times 10 | - | - |
|                       | Convolution-2D | 20 \times 20 \times 10 | 3 \times 3/1 | 10 |
|                       | Relu         | 20 \times 20 \times 10 | - | - |
|                       | Convolution-2D | 18 \times 18 \times 10 | 3 \times 3/1 | 10 |
|                       | Batch Normalization | 18 \times 18 \times 10 | - | - |
|                       | MaxPooling-2D | 9 \times 9 \times 10 | 2 \times 2/2 | - |
|                       | Relu         | 9 \times 9 \times 10 | - | - |
|                       | Dropout (p = 0.5) | 9 \times 9 \times 10 | - | - |
|                       | Fully-Connected | 810 | - | - |
|                       | Fully-Connected | 50 | - | - |
|                       | Relu         | 50 | - | - |
|                       | Fully-Connected | 3 | - | - |

## Appendix C. Analysis of Errors

In this section, we will analyze the errors introduced by the face detector and by our models to detect defects and propose solutions for future versions.

### Appendix C.1. Errors Due to Facial Detector

Both AffectNet and FER-2013, are two datasets commonly used in the literature for Facial Emotion Recognition. However, both contain some challenging images that may affect the recognition rate.
One of the first tests to detect complex images is to understand the outputs of the facial detector. In our case, the MTCNN detector fails in 1.6% of the images for AffectNet and 13.57% for the FER-2013 dataset. Some samples of the misdetected faces appear in Figures A2 and A3. We have arranged the type of errors into 4 groups that may cause the miss-detections: the presence of occlusions, extreme poses or rotations, poor illumination conditions, and too much zoom. On the row of ‘Others’, we have included samples in which there are no faces, there are cartoons or the faces contain some peculiarities as tattoos. This last group is a minority but it is still important to understand the difficulties of the task and why the facial detector fails.

Some of these misdetections may cause errors in the emotion recognizer too. Analyzing the matches between the errors of the ‘STN with landmarks—soft masks’ strategy and the misdetected faces by MTCNN, we see that in AffectNet from the 1.6% of the lost faces, the 42.10% are incorrectly classified by the model. For FER-2013, this error rate represents the 26.14% of the 13.57% miss-detections.

To decrease the errors due to wrong images on the datasets, we could try to detect and remove the images without faces, as some examples under the ‘Other’ row. Detecting them and training the models without them probably would improve our results since these images introduce noise during the learning.

For the occlusions, illumination, etc. we could test other facial detectors trained on these conditions or create a new model to learn emotions on these conditions. For this case, we should use another dataset with more images that represent these situations.

Partial Occlusions

Pose or Rotations

Illumination

Zoom

Others

Figure A2. Samples of miss-detected faces on AffectNet by the STN with landmarks—soft masks model.
Appendix C.2. Most Common Errors across Emotions

To apprehend the limitations of our models, we accomplish an investigation to distinguish the most distanced errors in terms of their valence values. These errors are those labeled as positive but predicted as negative, and those annotated as negative but predictive as positive.

As both datasets have annotations of the emotions, we do this analysis across emotions. Instead of analyzing a specific strategy, we consider the most failed images by the following STN models: Baseline STN, STN with landmarks (binary, soft, and dilatation), and saliency. These erroneous images should inspire future versions of the models and the set-up to reduce the number of failed samples.

Starting with AffectNet, we can see in Table A3 that most of the misclassified images correspond to the contempt category. Checking some of the contempt images in Figure A4 give an intuition about what may be happening. It seems that our models are confusing ‘Happiness’ with ‘Contempt’. This mistake is understandable since both emotions share common patterns, but in AffectNet ‘Contempt’ images are assigned to a strong negative valence, in average this class has a valence of $-0.51$ in the annotations.

The second emotion most mistaken corresponds with ‘Sad’. We can see in Figure A4 that some of the pictures show people crying because of the emotion but not because they feel sad. These images could also confound the model since they contain information from two different emotions.

From Figure A4, we can see that in most samples people are smiling or showing their teeth. This common characteristic makes us think that the systems are learning more information from the mouth than other parts of the face, which could be reasonable because of the resolution of the images and the importance that the mouth has.
Table A3. Samples predicted as positive but with negative label. Common errors on AffectNet of models: Baseline-STN, STN with landmarks (binary and sof masks) and STN with saliency.

| Fold   | Neutral | Sad | Surprise | Fear | Disgust | Anger | Contempt | None |
|--------|---------|-----|----------|------|---------|-------|----------|------|
| fold 1 | 35      | 136 | 3        | 9    | 57      | 102   | 316      | 71   |
| fold 2 | 48      | 141 | 3        | 2    | 70      | 99    | 342      | 57   |
| fold 3 | 38      | 125 | 2        | 4    | 74      | 82    | 306      | 57   |
| fold 4 | 37      | 142 | 2        | 7    | 75      | 87    | 317      | 58   |
| fold 5 | 33      | 127 | 2        | 5    | 67      | 109   | 364      | 61   |
| Total  | 191     | 671 | 12       | 27   | 343     | 479   | 1.645    | 304  |

Figure A4. Samples predicted as positive but with negative label. Examples of the most negative valence images incorrectly classified.
Regarding the negative predictions for real positive valence, we can see in Table A4 and Figure A5 some of the common wrongs recognized pictures by our models.

If we focus on the most numerous group, that correspond with the ‘Happy’ category, there are several reasons that may explain the errors committed. One cause may be the occlusions. A second reason could be the age difference since ancient people and babies express their emotions differently because of the morphology of their faces. Although both datasets do not contain annotations about age ranges, the under-representation of some of them could be introducing a bias in our models.

Concerning ‘None’ images, they represent different emotions what makes this group especially challenging. In fact, the standard deviation of valence annotations of this group is 0.40 against the other emotional categories whose deviation varies between 0.07 and 0.22. Introducing this group in the training and evaluation may have altered the learning process since annotations are not as clear as for other categories. Still, it is interesting to have it because it is closer to ‘in the wild’ environments.

From this analysis, we draw several conclusions. The most important is related to the resolution of the images. In future versions, we will evolve our architecture to work with higher-resolution images. In this way, we could investigate if the image size is influencing the performance of the models. Second, we will study the distribution by ages of the dataset to consider training different emotion recognizers for different ranges of ages. Finally, we will develop a new experiment with and without the images under the ‘None’ category to study how their inclusion influences the predictions of the other emotions.

Table A4. Samples predicted as negative but with positive label. Common errors on AffectNet of models: Baseline-STN, STN with landmarks (binary and sof masks) and STN with saliency.

|       | Neutral | Happy | Surprise | None |
|-------|---------|-------|----------|------|
| fold 1| 37      | 204   | 48       | 177  |
| fold 2| 19      | 181   | 46       | 136  |
| fold 3| 26      | 162   | 48       | 142  |
| fold 4| 27      | 186   | 52       | 145  |
| fold 5| 37      | 218   | 48       | 148  |
| Total | 146     | 951   | 242      | 748  |

As we discussed in our experiment of the ‘STN with weighted masks’, non-natural patterns on images damage the networks’ learning. As we can observe in Figures A6 and A7, some of the samples incorrectly classified of the FER-2013 dataset contain watermarks or images with occlusions. The low quality of some images could explain part of the errors. Others may be caused by the same reason that we discussed with AffectNet results, age may introduce a bias, as well as some deviated annotations due to the complexity of the images, so the strategies to follow are the same that we commented before. In Tables A5 and A6 we can see some of the most failed samples in terms of emotions.
Figure A5. Samples predicted as negative but with positive label. Examples of the most positive valence images incorrectly classified.

Table A5. Samples predicted as positive but with negative label. Common errors on FER-2013 of models: Simple-CNN, Baseline-STN, STN with landmarks (binary and soft masks), and STN with saliency.

|        | Sad | Fear | Disgust | Anger |
|--------|-----|------|---------|-------|
| fold 1 | 19  | 12   | 0       | 12    |
| fold 2 | 12  | 16   | 1       | 14    |
| fold 3 | 11  | 14   | 1       | 21    |
| fold 4 | 12  | 15   | 1       | 17    |
| fold 5 | 15  | 20   | 0       | 14    |
| Total  | 69  | 77   | 3       | 78    |

Figure A6. Samples predicted as positive but with negative label. Examples of images incorrectly classified on FER-2013.
Table A6. Samples predicted as negative but with positive label. Common errors on FER-2013 of models: Simple-CNN, Baseline-STN, STN with landmarks (binary and soft masks), and STN with saliency.

|        | Happy |
|--------|-------|
| fold 1 | 68    |
| fold 2 | 67    |
| fold 3 | 65    |
| fold 4 | 52    |
| fold 5 | 68    |
| Total  | 320   |

Figure A7. Samples predicted as negative but with positive label. Examples of images incorrectly classified on FER-2013.
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