Prediction of drilling leakage locations based on optimized neural networks and the standard random forest method
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Abstract. Circulation loss is one of the most serious and complex hindrances for normal and safe drilling operations. Detecting the layer at which the circulation loss has occurred is important for formulating technical measures related to leakage prevention and plugging and reducing the wastage because of circulation loss as much as possible. Unfortunately, because of the lack of a general method for predicting the potential location of circulation loss during drilling, most current procedures depend on the plugging test. Therefore, the aim of this study was to use an Artificial Intelligence (AI)-based method to screen and process the historical data of 240 wells and 1029 original well loss cases in a localized area of southwestern China and to perform data mining. Using comparative analysis involving the Genetic Algorithm-Back Propagation (GA-BP) neural network and random forest optimization algorithms, we proposed an efficient real-time model for predicting leakage layer locations. For this purpose, data processing and correlation analysis were first performed using existing data to improve the effects of data mining. The well history data was then divided into training and testing sets in a 3:1 ratio. The parameter values of the BP were then corrected as per the network training error, resulting in the final output of a prediction value with a globally optimal solution. The standard random forest model is a particularly capable model that can deal with high-dimensional data without feature selection. To evaluate and confirm the generated model, the model is applied to eight oil wells in a well site in southwestern China. Empirical results demonstrate that the proposed method can satisfy the requirements of actual application to drilling and plugging operations and is able to accurately predict the locations of leakage layers.

1 Introduction

Circulation loss is a common but complex occurrence during the drilling process. Downhole leakage considerable increases drilling cost and downtime [1–3], which often leads to serious accidents because leakage management is a tedious process [4]. Furthermore, the reduction in the height of the liquid column in the wellbore is reduced, resulting in a decrease in effective static liquid column pressure at the well’s bottom; this may easily lead to an imbalance in the formation of pore pressure, causing overflow and even blowout [5]. Oil companies and universities have spent considerable amount of money on research related to the problem of drilling fluid leakage and plugging and explored various avenues including hole reinforcement [6], plugging materials [7], mud flow law [8–10], drilling fluid diffusion pressure [11] and drilling fluid formulas [12, 13].

Identifying the location of the circulation loss layer is a key element of dealing with the problem of circulation loss, and accurate judgment in that regard can greatly aid decision-making in the field. Currently, various instruments are used to measure the location of the leakage layer, including acoustic testers, eddy current testers, radioactive tracers, and well temperature testers [14, 15]. It is not only needs professional team, but also has high cost and difficult to popularize. Furthermore, it is extremely difficult to quickly obtain leakage layer prediction results with measurements from such instruments during the occurrence of a well leakage. Therefore, to determine the location of the leakage layer, the engineering practice of plugging typically relies on experience or test plugging, which has both poor accuracy and is wasteful in terms of human and material resources. Therefore, for high leakage loss in wells around the world, the lack of a method for predicting the location of leakage layers is one of the primary reasons.

Although Artificial Intelligence (AI) emerged in the 1950s, it is still a relatively new area of science that studies and develops the theory, method, technology, and application of systems that are used to simulate, extend, and expand human intelligence. To date, it has been successfully
applied to various industries, including economics, computer science, financial trade, medical diagnosis, industry, transportation, and telematics [16–18]. Currently, AI technology has proven able to solve certain difficult problems in the oil industry [19–23].

Because traditional methods cannot completely or even effectively address the issue, many researchers have previously experimented with different approaches for using AI methods to reduce the cost of drilling and plugging and to improve the success rates of plugging, including predicting the direction of lost circulation in a coordinate system [24], formation type and lithology [25], and drilling fluid density [26].

Currently, AI has been involved in many classic cases in the field of drilling and plugging; however, it is far from being able to form a complete system, and there is the conspicuous lack of an AI model for predicting leakage layer locations. Therefore, it is necessary to construct an AI model to predict leakage layer locations.

This study aims to use real-time well history data and drilling parameters to predict the locations of circulation loss layers and to propose a new and effective prediction method for use in drilling and plugging operations. Through a literature review and practice comparison, we concluded that the Genetic Algorithm-Back Propagation (GA-BP) neural network and the standard random forest model were best suited to mining potentially useful information from the drilling data such as different lithologies and the magnitude of the impact made by different amounts of drilling pressure on the location of the leakage layer. Using AI to precisely analyze the data related to these factors, a potential law for predicting leakage layer location may be derived.

2. Data source

In this study, the original data set was composed of 1.4 million well history records selected from 240 wells in southwestern China, including 1029 cases of circulation loss.

Since these 240 wells are all vertical wells or near vertical wells (the deviation angle is within 15°), the parameters such as well deviation angle, azimuth angle, deviation change rate and closure distance are not considered in this study. Therefore, there were 20 unfiltered parameters including well depth, vertical pressure, outlet density, inlet density, equivalent density, horizon, hook load, lithology, bit type, bit size, total pool volume, rotation speed, torque, outlet flow, drilling speed, inlet flow, Weight On Bit (WOB), drilling fluid density, funnel viscosity, and three-turn reading, all of which may be related to predicting the location of circulation loss in the drilling data set. Thus, correlation analysis was required to determine whether they were input parameters.

The well history data focused on the official drilling and logging data, which reflects the well’s formation information, drilling time records (whole meter data), full performance of drilling fluid, bit usage, drilling fluid records for each shift, and other data information closely related to the entire drilling process (Tab. 1). The parameters of the drilling machinery, most of which were based on instrument readings, were obtained from real-time sensors. The primary difficulty with collecting data in a well site is the quality of data. Over the course of drilling, the levels of data measurement uncertainty and inaccuracy can be rather high, mostly because of both operator and equipment error. Because of the abovementioned problems, it was necessary in this study to preprocess the measured well site data so as to improve the accuracy of prediction results.

In this process, the mud signal is converted to the front-end of the drilling fluid, and converted to the downhole signal by the mud-MWD technology. The results of mud MWD deep well adaptability test show that the system can work normally at well depth of 7000 m and temperature below 150 °C, as so as to ensure the reliability of data source.

3 Data preprocessing

Before data mining using AI, it was necessary to preprocess the data, the purpose of which was to eliminate and modify certain factors that would affect data mining of the well history data and drilling parameters. The preprocessing procedure primarily included data parameter selection, data coding, processing of abnormal and missing values, and data specification.

3.1 Parameter selection

In this study, the ANOVA method proposed by Fisher was used to select parameters for analyzing drilling leakage data. This method involves the division of the total variance of measurement data, depending on the source of variations, according to processing (inter group) effects and error (intra group) effects and making a quantitative estimation to determine multiple parameters that influence the research results (i.e., the location of the leakage layer).

SPSS can then be used along with the ANOVA method to measure the relationships between variables when determining the attribute parameters of leakage layer location. By inputting a large number of data parameters, the strength of the relationships between variables can be accurately measured, and the most influential parameter variables related to leakage layer location can be determined.

A disadvantage of this method is that it cannot use these relationships to predict data; moreover, it does not refine or solidify the relationships between variables to form a model. Therefore, it needs to be used along with a GA-BP neural network or other models.

3.2 Data coding

There is a large amount of textual information recorded in Chinese characters and English in the data mining database regarding lithology, horizon, and bit type. However, this type of textual information cannot be directly utilized in data mining; therefore, it needs to be further processed and digitized. Because of the disorder between categories, we were unable to use natural ordinal coding. Instead, we used the unique technology of hot coding.
Single hot coding, also known as one-bit effective coding, uses $n$-bit status registers to code $n$ states; each state has its own independent register bits, and only one of them is valid at any one time. The advantage of this method is that it can ignore the code–size relationship induced by direct coding, and thus avoid the prediction error introduced by the size relationship of parameter codes such as lithology, bit type, and horizon (Tab. 2).

### 3.3 Abnormal data value and missing value processing

The box chart method is used to detect and process outliers; it can intuitively display and eliminate the outliers in a large amount of data. The next step after removing outliers is to fill in the fields with a missing rate of $<30\%$ (a few pieces of data with a missing rate of $>30\%$ can be considered untrusted and subsequently deleted). According to the principle that the parameters represented by the fields can be collected and obtained at the drilling site, as much data information can be retained in the cleaning data as possible for the next processing, so the data can be divided into different areas. The Newton interpolation method was used to fill in the gaps in different regions.

ID index primary key fields and flag fields were added to all data tables in the data warehouse to record whether a piece of data has been pushed to data specification. For pushed records, the value was recorded as 1. For newly entered data records that were not pushed, the value was recorded as 0.

### 3.4 Data specification and normalization

To avoid the phenomenon of data inundation because of very few pieces of leakage point data, well depth without leakage was selected from the original data, and data reduction was made in units of 10 m. Most non-leakage data was thus abandoned, and the surrounding data was able to be used to represent these non-leakage data points, thus improving the model’s prediction accuracy.

Furthermore, to prevent parameters from being influenced by dimension and data value ranges at the beginning of training, the Pandas module in Python was used to arrange all sample data in $[0, 1]$ sets.

After the above data preprocessing process, the original 96 data tables of $>125\,000$ well history records, including 1029 well history records, were consolidated into one data table comprising 57 576 well history records, including 661 well history records (Fig. 1). On this basis of the aforementioned, the final model of data mining achieved a high level of precision.

---

**Table 1. Data sources.**

| Classification          | Data                        |
|-------------------------|-----------------------------|
| Logging information     | Depth                       |
|                         | Drilling time record        |
| Formation information   | Cuttings logging data       |
|                         | Stratigraphic stratification|
| Drilling information    | Bit usage                   |
|                         | Drilling performance        |
|                         | Daily BHA                   |
|                         | Daily bit                   |
| Drilling fluid information | Actual measurement of drilling fluid instruments |
|                         | Usage record of drilling fluid |

**Table 2. Text data of lithology used in this study.**

| Lithology                      | Code       | Lithology                  | Code     |
|--------------------------------|------------|----------------------------|----------|
| Limestone                      | 000001     | Carbonaceous mudstone      | 001101   |
| Mudstone                       | 000010     | Coal seam                  | 001110   |
| Argillaceous limestone         | 000011     | Nodular limestone          | 001111   |
| Shale                          | 000100     | Medium sandstone           | 010000   |
| Bauxite mudstone               | 000101     | Fine sandstone             | 010001   |
| Pelitic siltstone              | 000110     | Siltstone                  | 010010   |
| Silty mudstone                 | 000111     | Sandy shale                | 010011   |
| Shell limestone                | 001000     | Gypsum layer               | 010100   |
| Medium shale                   | 001001     | Dolomitic limestone        | 010101   |
| Tuff                           | 001010     | Gypsum dolomite            | 010110   |
| Pebbly fine sandstone          | 001011     | Siliceous mudstone         | 010111   |
| Pebbly siltstone               | 001100     | Siliceous siltstone        | 011000   |

---
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4 Model introduction

4.1 GA-BP neural network

The BP neural network is the most extensively used error backpropagation training algorithm. It presents the distinct advantage of mapping well to any non-linear relationship. Figure 2 shows the structure of a general three-layer BP network model. It is a feedforward neural network [27, 28], which describes multiple linear and nonlinear uncertain mapping relationships in which each neuron can learn and store a large number of mapping relationships without understanding the exact mathematical equation for the unknown mapping relationship.

Using the parameters provided in Table 1, a knowledge base with 18 tables and 30 056 well history records was developed; neural network model training was then performed using this knowledge base. For conducting this study, after many experiments and error analyses, the number of hidden layers did not have a great impact on the accuracy of the model's predictions. Therefore, this study used only three layers of the BP neural network (as shown in Fig. 2), namely, an input layer, an output layer, and a hidden layer. The input layer comprised 17 parameters, the dimension was 17; the output layer comprised 1 parameter; and the hidden layer comprised 20 parameters.

GA can optimize the initial values of a BP network's parameters, which improves the correct recognition rate of the optimized output; the effect of this is significantly improved compared with general BP neural network. GA, as a global optimization algorithm, corrects the parameter values of BP according to errors in network training, and finally outputs a prediction value with a globally optimal solution, as shown in Figure 3.

The specific optimization process is as follows:

1. Initialize the population and code:
   Determine the total number of nodes in the BP structure and code the real number of population individuals; each individual includes all parameters of the BP neural network.

2. Individual fitness:
   The predicted individual fitness is related to the absolute value and the error; the individual fitness value is then recorded as $F_i$:
   \[ F_i = k \left( \sum_{j=1}^{n} \text{abs}(y_i - o_i) \right), \tag{1} \]
   where $k$ is the correction coefficient, $n$ is the total number of predicted outputs, $y_i$ is the true value of the $i$th output of the network, and $o_i$ is the predicted value of the $i$th output.

3. Selection:
   The GA selected is related to the fitness value, and the selection of individual $I$ is as follows:
   \[
   \begin{align*}
   f_i &= k/F_i, \\
   p_i &= \frac{f_i}{\sum_{j=1}^{N} f_j}.
   \end{align*} \tag{2}
   \]
   where $F_i$ is the fitness value of individual $I$, $k$ is the correction coefficient, and $N$ is the population size.

4. Cross:
   Crossover generates a new individual by exchanging parts of two original individuals. The crossover formula is as follows:
   \[
   \begin{align*}
   a_{ij} &= a_{ij}(1 - b) + a_{ij} b, \\
   a_{ij} &= a_{ij}(1 - b) + a_{ij} b.
   \end{align*} \tag{3}
   \]

5. Variation:
   In GA, new individuals are generated by introducing mutations to improve population adaptability. The process involves the mutation of gene $a_{ij}$, the formula for which is as follows:
   \[
   a_{ij} = \begin{cases} 
   a_{ij} + (a_{ij} - a_{\text{max}})f(g), & r > 0.5 \\
   a_{ij} + (a_{\text{min}} - a_{ij})f(g), & r \leq 0.5
   \end{cases}, \tag{4} \]
   \[ f(g) = t(1 - g/G_{\text{max}})^2. \tag{5} \]
   Among them, $a_{\text{max}}$ and $a_{\text{min}}$ are the upper and lower bounds of $a_{ij}$, $g$ is the number of evolutions, $G_{\text{max}}$ is the maximum number of evolutions, and the variation probability is generally between 0.001 and 0.1.
4.2 Standard random forest

The Standard Random Forest (SRF) uses the idea of decision tree integration. In the forest, each tree is independent, and 99.9% of the unrelated trees make prediction results covering all situations. While these prediction results will offset each other, a few excellent trees will have good prediction results.

A typical problem with regression is the prediction of the location of drilling leakage layer based on well history data. To realize random forest regression, every decision tree in the random forest must be a regression tree. The process uses a recursive partition to divide the data into different homogeneous regions, subsequently averaging the results of all the regression trees. Each tree then independently grows to the maximum size (~70%) based on the guidance samples in the training data set without any pruning (i.e., the selection of input variables will not be stopped at each node). For each tree, the SRF randomly selects a subset of variables (mtry) to determine the split at each node. The calculation formula at node $v$ of Gini($v$) with the Gini coefficient is as follows:

$$Gini(v) = \sum_{j=1}^{p} \hat{p}_j^v(1 - \hat{p}_j^v),$$

where $\hat{p}_j^v$ is the observation value of the $j$th variable at node $v$. The “Gini” coefficient gain $(X_i, v)$ of $X_i$ at the split node $v$ is the impurity difference $v$ between the nodes and sub-node $v$ of nodes, which is updated as follows:

$$Gain(X_i, v) = Gini(X_i, v) - \omega_L Gini(X_i, v^L) - \omega_R Gini(X_i, v^R),$$

where $v^L$ and $v^R$ are the left and right child nodes of node $v$, respectively, and $\omega_L$ and $\omega_R$ are the ratios of the characteristic variables to the left and right child nodes, respectively. On each node, mtry ($\text{mtry} \approx \sqrt{p}$) randomly selects variables from among $P$ variables and finally obtains the characteristic variable with the maximum information gain for the split of node $v$. The formula for calculating the importance $X_i$ of the variable is as follows:

$$\text{imp}_i = \frac{1}{\text{ntree}} \sum_{v \in S_i} \text{Gain}(X_i, v),$$
where $S_X$ is the set of nodes divided into $X_i$ in the random forest of the nTree tree. Importance scores are used to evaluate the contribution of characteristic variables to the prediction.

The random forest process only comprises four steps: 1) bootstrap sampling of the original samples; 2) randomly selecting $mtry$ features to establish the decision tree; 3) repeating the previous two steps nTree times (i.e., forming an nTree decision tree of random forests); and 4) predicting the average value of all decision trees for new data. The principle of node splitting is then used to minimize prediction error.

## 5 Results and discussion

### 5.1 Correlation analysis of input parameters

As per the parameters of the collected well history data, the independent variables of the variance analysis were defined, and the parameters were determined as the main sources of intra-group error. The actual difference in locations of the leakage layer in the same block is the main performance of the intra-group error, and the location of the leakage layer was the dependent variable. Figure 4 shows the results obtained using SPSS.

Generally, $\alpha$ in the p value of a multifactor analysis is either 0.05 or 0.1. To consider as many factors as possible, $\alpha$ was considered as 0.1. Therefore, as shown in Figure 5, the 17 parameters that had the greatest influence on fracture width during variance analysis were selected as the input parameters of the neural network; these included well depth, vertical pressure, outlet density, inlet density, equivalent density, horizon, hook load, lithology, bit type, bit size, total volume of pool, rotation speed, torque, outlet flow, drillings speed, inlet flow, and WOB.

### 5.2 GA-BP neural network

To understand the prediction performance of the model after selecting the GA-BP neural network, 70% of the data set was used as the training set for training the neural network model; the remaining 30% was used as the test set for model verification. Figures 6a and 6b show the results of the comprehensive statistic and a graphic error analyses of the model’s performance. This figure shows the prediction scatter diagram for the GA-BP neural network model’s training and test sets, respectively.

To confirm the reliability of the Artificial Neural Network (ANN) model’s leakage layer position prediction results, the decision coefficient ($R^2$), Root Mean Square Error (RMSE), and Mean Absolute Percentage Error (MAPE) of the two models (i.e., the BP neural network and the GA-BP neural network) were calculated as follows:

$$R^2 = 1 - \frac{\sum (\hat{y}_i - y_i)^2}{\sum (y_i - \bar{y})^2}, \quad (9)$$

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2}, \quad (10)$$

$$MAPE = \frac{100\%}{n} \sum_{i=1}^{n} \left| \frac{\hat{y}_i - y_i}{y_i} \right| \quad (11)$$

where $y$ is the number of actual missing solutions, $\hat{y}$ is the number of correctly simulated missing solutions using machine learning methods, and $n$ is the total number of data types used for model evaluation. As shown in Table 3, the model with the highest $R^2$, the lowest RMSE, and the lowest MAPE can be considered as the optimal model.

Table 3 shows that the GA-BP neural network that was optimized via the genetic algorithm was much more accurate and stable than the BP neural network that was not optimized.

### 5.3 Random forest

Note that 70% of the data set was used as the training set for decision tree model’s training, and the remaining
30% was used as the test set for model verification. The results are shown in Figures 7a and 7b, in which the scatter diagrams of the decision tree model and the random forest model are presented.

Similarly, the decision coefficient $R^2$, RMSE, and MAPE of the two models were calculated; the results are presented in Table 4.

### 5.4 Result analysis

Although the above scatter diagram and model parameters may reflect certain advantages and disadvantages of several of the prediction models, the results are still not intuitive. The data of for the training and test sets were thus input into the two models for analysis, and the prediction results and trend charts for the GA-BP neural network and random forest algorithm were obtained.

Based on the mining of well history data and drilling parameters by the GA-BP neural network and random forest algorithm, the GA-BP neural network and random forest methods played an extremely unique role in predicting leakage layer position. As shown in Figure 8, the evaluation standards of each model, and the trend charts, not only the coefficient of determination ($R^2$) is very high, but also the prediction results are in good agreement with the actual data. The results thus measured agreed well with the actual data.

### 6 Model application example

The Permian layer in Block C of an oil field in southwestern China often encounters large-scale circulation losses. The conventional methods of bridge plugging, high filtration, cement plugging, and composite plugging have low success rates and take an inordinate amount of time. By summarizing geological and engineering data analyses and early plugging work, the primary difficulties with plugging in this leakage layer were characterized as follows: there are multiple natural horizontal and vertical fractures, and the location of the leakage layer is unclear, resulting in inaccurate mud injection. Whether the location of the leakage layer
is determined to be high or low, final plugging will be affected. With a density of 1.15 g/cm³, the leakage layer is sensitive to pressure. When pressure increases to 1.21 g/cm³, leakage and even backflow of drilling fluid will occur.

Fig. 8. Trend chart of leakage layer position prediction for the GA-BP and random forest models.

Fig. 6. Prediction scatter diagram of the training and test sets in the GA-BP neural network model.

Fig. 7. Prediction scatter diagram of the training and test sets for the standard random forest model.
In the target block, eight wells have lost circulation in the past three months. The established GA-BP neural network and random forest models were then used to predict real-time drilling data, and these prediction results were used to support decision-making during the plugging efforts. At last, five wells (numbers 1, 4, 5, 6, and 8) were successfully plugged once. Figure 9 shows the prediction results of the two models.

The results show that the prediction accuracy of the two models constructed by this method is basically consistent with the actual value, which can be used to predict the location of lost circulation zone and transmit it to the surface in real time, thus effectively guiding the lost circulation operation and providing scientific basis for the determination of lost circulation formula and plugging material. Even according to the change of prediction results of lost circulation location in the drilling process, combined with drilling conditions and operation parameters, the downhole formation fracture can be monitored to prevent the loss of drilling fluid caused by the unknown length and width of induced fracture caused by natural fracture or improper operation, so as to standardize drilling operation and reduce downhole accidents.

7 Conclusion

This study has presented a method for quickly predicting the locations of drilling leakage layers using AI technology and has established two models based on the GA-BP neural network and random forest algorithms. These models thus established were confirmed by drilling data gathered from various blocks in southwestern China; the results are compared as follows:

1. The two models showed excellent performance in predicting the locations of drilling leakage layers. Regarding accuracy, both the GA-BP neural network and random forest models performed well in mining potential information from drilling data and, based upon that, predicting the parameters of the drilling leakage layers.
2. Through variance analysis, the location parameters of circulation loss were related to drilling fluid parameters, drilling geological parameters, and drilling mechanical parameters, among which five parameters (i.e., drilling fluid density, horizon, lithology, riser pressure, and WOB) had the greatest impact on the location of circulation loss.
3. Based on field application, the framework proposed in this study is expected to be placed in practice and provide the most effective solution for leakage events in other field examples. However, these models are only valid for other datasets within the range of datasets used in the training process.
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