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Abstract

Single layer (SL) two-dimensional transition metal dichalcogenides (TMDs), such as MoS2, ReS2, WSe2, and MoTe2 have now become the focus of intensive fundamental and applied researches due to their intriguing and tunable physical properties. These materials exhibit a broad range of structural phases that can be induced via elastic strain, chemical doping, and electrostatic field effect. These transitions in turn can open and close the band gap of SL-TMDs, leading to metal-insulator transitions, and lead to emergence of more complex quantum phenomena. These considerations necessitate detailed understanding of the mesoscopic mechanisms of these structural phase transitions. Here we develop the Landau-type thermodynamic description of SL-TMDs on example of SL-(MoS2)1-x-(ReS2)x system and analyze the free energy surfaces, phase diagrams, and order parameter behavior. Our results predict the existence of multiple structural phases with 2-, 6- and 12-fold degenerated energy minima for in-plane and out of plane order parameters. This analysis suggests that out-of-plane ferroelectricity can exist in many of these phases, with the switchable polarization being proportional to the out-of-plane order parameter. We further predict that the domain walls in SL-(MoS2)1-x-(ReS2)x should become conductive above a certain strain threshold.
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I. INTRODUCTION

Intriguing tunable physical properties of single layer (SL) two-dimensional (2D) transition metal dichalcogenides (TMDs), such as MoS$_2$, ReS$_2$, WSe$_2$, and MoTe$_2$ have made them an object of intensive fundamental and applied research [1, 2, 3, 4]. A significant volume of fundamental studies is devoted to the symmetry and domain structure [5, 6], band structure, elastic and electronic properties of SL-TMDs [7, 8, 9, 10, 11, 12], and demonstrate various possibilities to tune the properties in a wide range due to mechanical strain [4, 5, 6, 7], chemical doping, and electrostatic field effect [12]. SL-TMDs, such as MoS$_2$, ReS$_2$ and WSe$_2$, unlike gapless graphene sheets and indirect gap bulk TMDs, are direct gap semiconductors, and therefore can be widely used in optoelectronics devices [13, 14, 15, 16]. Similarly, a number of applications of hybrid structures of SL-TMDs with bilayer graphene [17] (possibility to tune electronic structure of MoS$_2$), and as ferroelectrics [18] (ultra-fast, non-volatile multilevel memory devices with non-destructive low-power readout) have emerged.

These materials show remarkable tunability of phase transitions via external stimuli. For example, application of mechanical strain can switch SL-TMDs between several phases, corresponding to the irreducible representations of its 2D symmetry and having different electronic properties [5, 6]. The associated changes in the band gap of SL-TMDs can lead to metallic transition [4], allowing tuning electronic properties of SL-TMDs from semiconducting to metallic [4, 6]. These considerations necessitate developing detailed composition-dependent structural phase diagrams of these materials, and corresponding Landau theory to predict the dopant, strain, and field effects. Here, we construct and explore the Landau-type thermodynamic description of SL-MoS$_2$-ReS$_2$ system.

To construct the compositional phase diagram of SL-(MoS$_2$)$_{1-x}$(ReS$_2$)$_x$ within Landau approach, one has to reproduce the symmetry properties of the respective end members, e.g. MoS$_2$ (x=0) and ReS$_2$ (x=1). The point group of unstrained MoS$_2$ unit cell is 6/mmm [19] (trigonal prismatic $D_{3h}$), with the “trigonal prismatic” semiconducting H phase stable under normal conditions. Rigorously speaking, the $6m2$ point group is reduced to $6mm$ point group for the infinite and flat SL-MoS$_2$, because all “out-of-plane” symmetry operations moving atoms away from the SL plane disappear [20]. The semiconducting H phase are connected with metallic octahedral T or semi-metallic T’ phases via displacive structural transformations permitting rapid and possibly reversible switching between the structures in SL-MoS$_2$ [21]. On the other hand, H phase can be transformed to the T phase by Re atom doping [22], though T phase is metastable without the doping or other specific treatment. Under the specific treatment H phase can also be transformed to the distorted octahedral phase with clusterization of metal atoms into zigzag chains in “Z” phase of SL-MoS$_2$ [23].
Bulk ReS$_2$ exists in the diamond-shape (DS) phase with triclinic symmetry, where the neighboring Re clusters are linked along the b[010] axis to form Re DS-chains [24]. The point group of unstrained bulk ReS$_2$ unit cell is triclinic $C_i$ [25, 26]; however, higher symmetry polymorphs such as 3m [27] are possible. For the SL-ReS$_2$, as 2D system, the point group remains unchanged (as containing no “out-of-plane” symmetry operations) and stable under normal conditions. Lin et al [28] showed here that SL-ReS$_2$ is a stable n-type semiconductor which exhibits an order of magnitude difference in anisotropic conduction, unlike most 2D materials. Note that most MoS$_2$ and ReS$_2$ structures cannot coexist without defects and broken bonds [4], suggesting the potential for intriguing atomic level mechanisms.

Previously Berry et al. [5, 6] has proposed the continuum Landau-type thermodynamic potential for 2D-TMDs with chemical formulae MX$_2$ (M – metal, X – chalcogenide). In Berry description [5, 6], the free energy density includes Landau part ($f_L$) and elastic energy ($f_{el}$) that in turn consists of the intrinsic strain and extrinsic bending energy. However, Berry et al [5, 6] considered only two phases for TMDs, namely H phase (with zero order parameter, $\eta=0$) and T' phase (with non-zero order parameter, $\eta=+1$). The T phase was ignored as unstable. At the same time, the full free energy functional for SL TMDs should allow the continuous strain-induced and composition-induced transformations between four (or even five) symmetry phases, namely the “host MoS$_2$” H, (meta)stable T and stable T' phases, and “guest ReS$_2$” DS phase, and possible fifth Z phase. In the case of SL-(MoS$_2$)$_{1-x}$(ReS$_2$)$_x$ the Berry $\eta=0$ in the T phase, and hence an extra energy term describing the transition between H and T phases should be included. Here we construct the thermodynamic potential of SL-(MoS$_2$)$_{1-x}$(ReS$_2$)$_x$ system allowing for all possible phases.

The paper is organized as following. Section II contains the derivation of the Landau-type free energy functional for SL-(MoS$_2$)$_{1-x}$(ReS$_2$)$_x$ and equations of state for vector order parameter. Free energy functional of MoS$_2$ is analyzed in Section III. Free energy, phase diagrams and order parameter behavior of SL-(MoS$_2$)$_{1-x}$(ReS$_2$)$_x$ are studied in Section IV. Obtained results are discussed and summarized in Section V and VI, respectively. Supplementary Materials contain the calculation details listed in Appendixes A and B.

II. LANDAU-TYPE FREE ENERGY FUNCTIONAL

To modify Berry et al. [5, 6] approach for multi-phase transformations, we introduce a vector order parameter, $\mathbf{\eta}$, being an analog of spontaneous strain tensor or polarization/magnetization vectors in ferroics. The nature of this order parameter can be established from the statistical normal mode studies of experimental high resolution scanning transmission electron microscopy data on SL-(MoS$_2$)$_{1-x}$(ReS$_2$)$_x$, system [29]. This mode represents the dominant symmetry breaking mode for all
studied compositions. Below we assume that this mode is associated with vector order parameter \( \eta \). The continuum approach allows us plot the phase state of the order parameter as a function of Mo/Re ratio \( x \).

The Landau-type part of the free energy density for \((\text{MoS}_2)_{1-x}-(\text{ReS}_2)_x\) system is expanded as

\[
f_{\text{L}}[\eta(r)] = \alpha \eta_i \eta_j + \beta \eta_{ijkl} \eta_i \eta_j \eta_k \eta_l + \gamma \eta_{ijklmn} \eta_i \eta_j \eta_k \eta_m \eta_n\]

(1)

where \( x \) is the fraction of Mo/Re atoms. Note that subscripts \( i,j,k,l=x,y,z \) for a 3D order parameter \( \eta = (\eta_1, \eta_2, \eta_3) \) corresponding to bulk or SL-(MoS\(_2\))\(_{1-x}-(\text{ReS}_2)_x\) (\( x>0 \)), and \( i,j,k,l=x,y \) for a 2D order parameter \( \eta = (\eta_1, \eta_2, 0) \) inherent to SL-MoS\(_2\). The orientation of \( \eta \) with respect to \((\text{MoS}_2)_{1-x}-(\text{ReS}_2)_x\) atomic structure is shown in Fig. 1. Following the Landau analysis of traditional perovskite systems, we assume that the tensorial expansion coefficients \( \alpha \), \( \beta \), and \( \gamma \) in Eq.(1) can be composition \( x \)-dependent.

\[\begin{align*}
\text{FIGURE 1.} & \text{ Orientation of the order parameter components } \{\eta_1, \eta_2, \eta_3\} \text{ in } \text{SL-(MoS}_2)_{1-x}-(\text{ReS}_2)_x. \text{ The SL lies in the } \{\eta_1, \eta_2\} \text{ plane. Metal (Mo or Re) and upper/lower chalcogen (S) atoms are shown in gray-blue and orange/yellow colors, respectively.}
\end{align*}\]

The general form of the elastic free energy is chosen to be compatible with all domain configurations [5, 6], namely:

\[
f_{\text{EL}}[\eta(r), u_{ij}] = \frac{c_{ijkl}}{2} u_{ij} u_{kl} + (Q_{ijkl} \eta_i \eta_j + R_{ijklmn} \eta_i \eta_j \eta_m \eta_n) u_{ij},
\]

(2)

where \( c_{ijkl} \) are the components of elastic stiffness tensor, \( u_{ij} \) are the components of elastic strain tensor, and \( Q_{ijkl} \) and \( R_{ijklmn} \) are the components of striction tensors, respectively.
Since most possible crystallographic MoS$_2$-ReS$_2$ structures cannot coexist without defects and broken bonds [4], the total free energy $f[\eta]$ density should also include the gradient and flexoelectric terms energy to describe associated local deformations. Finally, $f[\eta]$ acquires the form:

$$f[\eta] = f_L[\eta(\vec{r})] + f_{EL}[\eta(\vec{r})] + \frac{g_{ijkl}}{2} \frac{\partial \eta_{ij}}{\partial x_j} \frac{\partial \eta_{kl}}{\partial x_l} + \frac{f_{ijkl}}{2} \left( \frac{\partial \eta_{ij}}{\partial x_j} u_{kl} - \eta_{ij} \frac{\partial u_{kl}}{\partial x_j} \right).$$  \hspace{1cm} (3)

Depending on the system dimensionality (3D or 2D) the free energy functional reads:

$$F_{3D}[\eta] = \int d^3 r f[\eta(\vec{r})], \quad F_{2D}[\eta] = \int d^2 r f[\eta(\vec{r})].$$  \hspace{1cm} (4)

As the next step, we establish the symmetry of tensors in Eq. (3). In Landau theory, the free energy is invariant with respect to all point group symmetry transformations of the “parent” or “aristo” phase. Hence, for 3D bulk (MoS$_2$)$_{1-x}$(ReS$_2$)$_x$, we should use $\overline{6}m2$ (for $x=0$) and 3$m$ (for $x=1$) point groups, respectively. For a 2D SL-(MoS$_2$)$_{1-x}$(ReS$_2$)$_x$, we should consider $6mm$ and 3$m$ point groups, respectively. Since $6mm$ is a higher symmetry, we use this symmetry group to describe SL-MoS$_2$ aristo-phase ($x=0$), and pose that doping with Re leads to symmetry lowering transitions to 3$m$ group for SL-ReS$_2$ ($x=1$). The possible domain configurations can then be obtained in lower symmetry phases in accordance with Curie principle.

Direct application of aristo-phase point group symmetry operations to the tensors $\alpha_{ij}$, $\beta_{ijkl}$, $\gamma_{ijklm}$, $g_{ijkl}$, $Q_{ijkl}$ and $R_{ijklm}$ (shortly, the "direct method" [30]) along with existing index-permutation symmetry, leads to the system of linear algebraic equations for each tensor, e.g. $\alpha_{ij} = C_w C_{ij} \alpha_{ij'}$ (see Appendix A). The first lines in these equations include point group symmetry, where matrix elements $C_w$ are $\overline{6}m2$ (for a bulk), $6mm$ or 3$m$ (for a SL) group symmetry operations in the matrix form [31], and the second line reflects the index-permutation symmetry (if any exist). Solution of these equations gives the detailed structure of the tensors, including the number of nonzero and independent elements, as listed in Appendix A.

Setting the strain and spatial gradients equal to zero for the considered free SL, the free energy density acquires the form

$$f_L[\eta(\vec{r})] = f_{L}^{6mm}[\eta(\vec{r})] + \Delta f_{L}^{3m}[\eta(\vec{r})].$$  \hspace{1cm} (5)

The parts with $6mm$ symmetry and specific for $\overline{3}m$ symmetry are:

$$f_{L}^{6mm}[\eta(\vec{r})] = \alpha_{11} \eta_{11}^2 + \alpha_{33} \eta_{33}^2 + \beta_{11} \eta_{11}^2 + \beta_{13} \eta_{11}^2 \eta_{33}^2 + \beta_{33} \eta_{11}^2 + \gamma_{113} \eta_{11}^2 \eta_{33}^2 + \gamma_{113} \eta_{11}^2 \eta_{33}^2 + \gamma_{113} \eta_{11}^2 \eta_{33}^2 + \gamma_{113} \eta_{11}^2 \eta_{33}^2 + \gamma_{113} \eta_{11}^2 \eta_{33}^2$$

$$+ \gamma_{113} \eta_{11}^2 (3 \eta_{11}^2 - 2 \eta_{33}^2)^2 + \gamma_{113} \eta_{11}^2 (3 \eta_{11}^2 - 2 \eta_{33}^2)^2 + \gamma_{113} \eta_{11}^2 (3 \eta_{11}^2 - 2 \eta_{33}^2)^2 + \gamma_{113} \eta_{11}^2 (3 \eta_{11}^2 - 2 \eta_{33}^2)^2 \hspace{1cm} (6)$$
where $\eta_\perp = \sqrt{\eta_1^2 + \eta_2^2}$ is the absolute value of the in-plane order parameter. The 4th and 6th power terms in Eqs.(6)-(7) break the transverse in-plane isotropy of the free energy density (5) with respect to the orientation of order parameter components $\eta_i$. Not negativity of coefficients $\gamma_{111} \geq 0$, $\gamma_{222} \geq 0$ and $\gamma_{333} \geq 0$ is required for thermodynamic stability.

Eq.(5) yields three coupled equations of state for the components of the order parameter $\eta = (\eta_1, \eta_2, \eta_3)$, listed in Appendix B. Substituting $\eta_1 = \eta_\perp \cos(\varphi)$ and $\eta_2 = \eta_\perp \sin(\varphi)$ in Eqs.(6)-(7), we obtain:

$$f_L[\eta(\vec{r})] = \alpha_{11} \eta_1^2 + \alpha_{33} \eta_3^2 + \beta_{11} \eta_1^4 + \beta_{13} \eta_1^2 \eta_3^2 + \beta_{33} \eta_3^4 + \gamma_{111} \eta_1^6 + \gamma_{113} \eta_1^4 \eta_3^2 + \gamma_{133} \eta_1^2 \eta_3^4 + \gamma_{333} \eta_3^6$$

(8)

Equations (8) cannot be solved analytically for arbitrary values of material parameters, but several important analytical solutions valid for particular cases are derived and analyzed in next sections.

III. FREE ENERGY OF SL-MoS$_2$

First we consider the phases with $\eta_3 = 0$, corresponding to a SL-MoS$_2$, and potentially valid for SL-(MoS$_2$)$_{1-x}$(ReS$_2$)$_x$ with small concentrations of Re, at $x<<1$. In this case, the free energy density (8) simplifies as

$$f_L[\eta(\vec{r})] = \alpha_{11} \eta_1^2 + \alpha_{33} \eta_3^2 + \beta_{11} \eta_1^4 + \beta_{13} \eta_1^2 \eta_3^2 + \beta_{33} \eta_3^4 + \gamma_{111} \eta_1^6 + \gamma_{222} \sin^2(3\varphi) \eta_1^6$$

(9)

Minimization of Eq.(9) yields two solvable coupled equations for the polar angle $\varphi$ and absolute value $\eta_\perp$ of the in-plane components $\eta_1$ and $\eta_2$, which have the form:

$$\begin{cases}
\left(\gamma_{111} - \gamma_{222}\right)\sin(6\varphi) = 0, \\
\alpha_{11} \eta_\perp^2 + 2\beta_{11} \eta_\perp^4 + 3\left[\gamma_{111} \cos^2(3\varphi) + \gamma_{222} \sin^2(3\varphi)\right] \eta_\perp^6 = 0.
\end{cases}$$

(10)

The system Eq. (10) has 6 direction-degenerated minima (“states”) corresponding to the vertices of regular hexagon the in the configuration space $\{\eta_1, \eta_2\}$, the parameters of which are listed in Table SI in Appendix B. The six global minima are separated by six local minima or saddles. All these 12 states we divided into “G1-phase” with angles $\varphi_m = \frac{\pi}{3} m$ and rotated “G2-phase” with

$$\varphi_m = \frac{\pi}{6} + \frac{\pi}{3} m \ (m = 0, ..., 5).$$

The energies of the states in G1- and G2-phases differ only in the value of the nonlinearity parameter $\gamma_{iii}$. When $\gamma_{111} = \gamma_{222}$, the energies of G1- and G2-phases minima become
indistinguishable and the equilibrium direction of $\eta_i$ in the $\{\eta_1, \eta_2\}$ plane is indeterminate. The six order parameters corresponding to the minima have the form $\eta_i = \eta_i \cos(\varphi_m)$ and $\eta_2 = \eta_2 \sin(\varphi_m)$ where $\varphi_m = \frac{\pi}{3} m$ for G1-phase, and $\varphi_m = \frac{\pi}{6} + \frac{\pi}{3} m$ for G2-phase, where $m = 0, ..., 5$. These hexagon-type solutions form two distinct groups corresponding to 2 triangles in the configuration space $\{\eta_1, \eta_2\}$. The first one is $\eta_i = 0$, and $\eta_2 = \pm \eta_\perp$ (or $\eta_i = \pm \eta_\perp$ and $\eta_2 = 0$), and the second one is $\eta_i = \pm \eta_\perp$ and $\eta_2 = \pm \sqrt{3} \eta_\perp$ (or $\eta_i = \pm \sqrt{3} \eta_\perp$ and $\eta_2 = \pm \eta_\perp$).

Similar to thermodynamic analysis of the perovskites, here we assume that only the coefficient $\alpha_{11}$ in Eq.(9) depends on Mo/Re atomic ratio $x$ in the following way

$$\alpha_{11}(x) = \alpha_{11}^0 a(x), \quad a(x) = \frac{x}{x_{Mo}} - 1, \quad 0 \leq x << 1, \quad 0 < x_{Mo}. \quad (11)$$

We further introduce the dimensionless variables, order parameters and expansion coefficients,

$$\tilde{g} = f_L \alpha_{11}^0 \sqrt{\frac{\alpha_{11}^0}{\gamma_{111}}}, \quad \tilde{\eta}_{i,2} = \sqrt{\frac{\gamma_{111}}{\alpha_{11}^0}} \eta_{i,2}, \quad \eta_{i,2} = \sqrt{\frac{\alpha_{11}^0}{\gamma_{111}}} \tilde{\eta}_{i,2}, \quad \beta = \beta_{11i} \sqrt{\frac{\gamma_{111}}{\alpha_{11}^0}}, \quad \gamma = \frac{\gamma_{222}}{\gamma_{111}}, \quad (12)$$

As described above, $\alpha_{11}^0 > 0$, $\gamma_{111} \geq 0$ and $\gamma_{222} \geq 0$ to ensure thermodynamic stability. Using the designations Eq. (12) we derive the following expression for the dimensionless free energy density:

$$\tilde{g} = a(x) \tilde{\eta}_{\perp}^2 + \beta \tilde{\eta}_{\perp}^4 + \left[ \cos^2(3\varphi) + \gamma \sin^2(3\varphi) \right] \tilde{\eta}_{\perp}^6. \quad (13)$$

The values of dimensionless order parameter components, corresponding energies (13) and their stability conditions are given in Table I.

| Phase   | Order parameter components $\tilde{\eta}_i$, $\tilde{\eta}_2$ | Phase energy and stability conditions |
|---------|---------------------------------------------------------------|---------------------------------------|
| Disordered | $\tilde{\eta}_i = 0$, $\tilde{\eta}_2 = 0$                  | $\tilde{g} = 0 = \text{min}$. Stability conditions are $a(x) \geq 0$, $\beta^2 - 4\gamma a(x) \leq 0$ and $\beta^2 - 4a(x) \leq 0$ |
| G2-phase | $\tilde{\eta}_i = \tilde{\eta}_\perp \cos(\varphi_m)$, $\tilde{\eta}_2 = \tilde{\eta}_\perp \sin(\varphi_m)$ | $\tilde{g}_{G2} = -a(x) \sqrt{\beta^2 - 4\gamma a(x)}$ | $\text{min} = \frac{2(\beta^2 - 3\gamma a(x))^{\beta_2} + 2\beta^3 - 9\beta^2 a(x)}{\beta_2}$ |
|          | $\varphi_m = \pm \frac{\pi}{6} + \frac{2\pi}{3} m, \quad m = 0, 1, 2.$ | Stabilization conditions are $0 < \gamma < 1$ and $a(x) < 0$, or $a(x) > 0$, $0 < \gamma < 1$, $\beta^2 \geq 4a(x)^\gamma$, $\beta < 0$. |
\[ \tilde{n}_1 = \tilde{n}_1 \cos(\varphi_m) \quad \tilde{n}_2 = \tilde{n}_1 \sin(\varphi_m) \]
\[ \tilde{n}_1 = \frac{-a(x)}{\sqrt{\sqrt{\beta^2 - 3a(x)} + \beta}} \]
\[ \varphi_m = \frac{\pi}{3} m, \quad m = 0, ..., 5. \]

Free energy of SL-(MoS\textsubscript{2}) as a function of order parameter components \( \tilde{n}_1 \) and \( \tilde{n}_2 \) calculated for several values \( \beta, \gamma \) and \( a = -1 \) are shown in Figs. 2. Note the evolution of characteristic behaviors between the cases \( \beta = -1 \) and \( \beta = +1 \). Figs. 2(a)-(c) show the changes of the free energy relief with \( \gamma \) increase at negative \( \beta = -1 \). At \( \gamma << 1 \) free energy has 6 deep and narrow equivalent minima located in the ends of regular hexagon, separated by saddle points and a high central maxima [“deep” G\textsubscript{2}-phase, Fig. 2(a)]. With \( \gamma \) increase the minima become shallow and wide, and eventually split into the ring in the limiting case \( \gamma = 1 \) shown in Fig. 2(b). For \( \gamma > 1 \) the 6 minima gradually appear again and become deeper and narrower with further increase of \( \gamma \). At \( \gamma >> 1 \) free energy has 6 deep and thin equivalent minima located in the ends of regular hexagon, separated by saddle points and a high central maxima [“deep” G\textsubscript{1}-phase, Fig. 2(c)]. Note that the minima position at \( \gamma > 1 \) (G\textsubscript{2}-phase) is rotated with respect to the case \( \gamma < 1 \) (G\textsubscript{1}-phase) at 30 degrees, as expected from the analytical results listed in Table I.

Figs. 2(d)-(f) show the changes of the free energy surface with \( \gamma \) increase at fixed positive \( \beta = -1 \). At \( \gamma << 1 \) free energy has 6 shallow and wide equivalent minima located in the ends of regular hexagon, connected by a ditch and separated with zero central maxima [“shallow” G\textsubscript{2}-phase, Fig. 2(d)]. With \( \gamma \) increase the minima smear, and eventually split into the ring in the case \( \gamma = 1 \), as shown in Fig. 2(e). For \( \gamma > 1 \) the 6 minima gradually appear again. At \( \gamma >> 1 \) the free energy has 6 shallow and wide equivalent minima located in the ends of regular hexagon, rotated with respect to the case \( \gamma < 1 \) at 30 degrees [“shallow” G\textsubscript{1}-phase, Fig. 2(f)]. Note that the minima rotation is in agreement with analytical results listed in Table I.
FIGURE 2. Free energy of SL-MoS₂ in dependence on order parameter components \( \tilde{\eta}_1 \) and \( \tilde{\eta}_2 \) calculated for several values of dimensionless parameters \( \beta, \gamma \) and \( a \) indicated above the plots (a)-(f). The component \( \tilde{\eta}_3 = 0 \).

IV. FREE ENERGY, PHASE DIAGRAMS AND ORDER PARAMETER OF SL-MoS₂-ReS₂

We further consider the phases with both \( \eta_3 = 0 \) and \( \eta_3 \neq 0 \) possible for a 2D SL-(MoS₂)\(_{1-x}\)-(ReS₂)\(_{x}\), with nonzero fraction of Re atoms, i.e. at arbitrary \( x > 0 \). We assume that the inequalities \( \gamma_{111} \geq 0 \), \( \gamma_{222} \geq 0 \) and \( \gamma_{333} \geq 0 \) are valid, as required for the stability of the phase described by functional Eq. (5). In this case we performed numerical analysis using the same dimensionless variables as in the case \( \eta_3 = 0 \) [see Eqs.(12)], and additionally introduce dimensionless variables and parameters:

\[
\tilde{g} = f_{\gamma} \frac{\alpha_{11}^0}{\gamma_{111}} \tilde{\eta}_{1,2}^2, \quad \tilde{\eta}_{1,2} = \sqrt{\frac{\gamma_{111}}{\alpha_{11}^0}} \eta_{1,2}, \quad \tilde{\gamma}_3 = \sqrt{\frac{\gamma_{111}}{\alpha_1^0}} \gamma_3, \quad \gamma = \frac{\gamma_{222}}{\gamma_{111}}, \quad \lambda = \frac{\alpha_{33}^0}{\alpha_{11}^0}, \quad (14a)
\]

\[
\beta = \beta_{11} \sqrt{\frac{\gamma_{111}}{\alpha_1^0}}, \quad \tilde{\beta}_{13} = \beta_{13}^0 \sqrt{\frac{\gamma_{111}}{\alpha_1^0}}, \quad \tilde{\beta}_{15} = \beta_{15}^0 \sqrt{\frac{\gamma_{111}}{\alpha_1^0}}, \quad \delta = \beta_{33} \sqrt{\frac{\gamma_{111}}{\alpha_1^0}}. \quad (14b)
\]

\[
\tilde{\gamma}_{113} = \frac{\gamma_{113}}{\gamma_{111}}, \quad \tilde{\gamma}_{133} = \frac{\gamma_{133}}{\gamma_{111}}, \quad \tilde{\gamma}_{333} = \frac{\gamma_{333}}{\gamma_{111}}, \quad \tilde{\gamma}_{115}(x) = \frac{\gamma_{115}(x)}{\gamma_{111}}, \quad \tilde{\gamma}_{135}(x) = \frac{\gamma_{135}(x)}{\gamma_{111}}. \quad (14c)
\]

The concentration dependent parameters in Eqs.(14a)-(14d) has the form,
\( \alpha_{11}(x) = \alpha_0^0 a(x), \quad \alpha_{33}(x) = \alpha_0^0 c(x), \quad \beta_{13}(x) = \beta_{13} b(x), \quad \beta_{15}(x) = \beta_{15} b(x) \), \hspace{1cm} (14d)
\[
a(x) = \frac{x}{x_{Mo}} - 1, \quad c(x) = 1 - \frac{x}{x_{Re}}, \quad b(x) = 1 - \exp\left(-\frac{x}{\Delta}\right) \approx \begin{cases} 0, & 0 < x \ll \Delta, \\ 1, & \Delta \ll x. \end{cases} \hspace{1cm} (14e)
\]

where the characteristic concentrations \( x_{Re}, x_{Mo} \) and dispersion \( \Delta \) are positive. Hereinafter we regard that \( \alpha_0^0 > 0 \). The parameter \( a(x) \) increases from “\(-1\)” for \( x=0 \) (MoS\(_2\)) to positive values for \( x > x_{Mo} \) (closer to ReS\(_2\)). Parameter \( c(x) \) decreases from “\(+1\)” for \( x=0 \) (MoS\(_2\)) to negative values for \( x > x_{Re} \) (closer to ReS\(_2\)).

Parameter \( b(x) \) describes the coupling strength between \( \tilde{n}_1, \tilde{n}_2 \) and \( \tilde{n}_3 \). The coupling is possible only when neighboring dopant (Re) atoms start to interact via e.g. changes of the host lattice force matrix (that is possible for \( x > \Delta_{\infty} \)), and, later on with \( x \) increase, possibly via percolation mechanism.

To model the interaction, we regard that \( b(x) \) should be very small is nearly zero for \( \Delta \ll x \), then it increases exponentially and saturates to unity for \( x \gg \Delta \). Similarly to the coupling parameters \( \beta_{12}(x) \) and \( \beta_{13}(x) \), other \( \tilde{n}_{1,2} - \tilde{n}_3 \) coupling parameters \( \tilde{\gamma}_{115}(x), \tilde{\gamma}_{133}(x) \) and \( \tilde{\gamma}_{135}(x) \) should be proportional to Re-fraction, \( x \).

For the case \( \delta > 0 \) there is no need to consider the higher expansion terms proportional to \( \tilde{\gamma}_{113} \tilde{n}_1 \tilde{n}_2 \tilde{n}_3 + \tilde{\gamma}_{133} \tilde{n}_1 \tilde{n}_2 \tilde{n}_3 + \tilde{\gamma}_{333} \tilde{n}_1 \tilde{n}_2 \tilde{n}_3 \), since the functional stability with \( \eta \) increase is provided by lower terms.

So the simplification \( \tilde{\gamma}_{113} = \tilde{\gamma}_{133} = \tilde{\gamma}_{333} = \tilde{\gamma}_{115} = \tilde{\gamma}_{135} = 0 \) is grounded for \( \delta > 0 \) and regarded valid hereinafter for the sake of simplicity.

Taking into account all above assumptions and simplifications, the free energy density (8) in dimensionless variables (14) has the form:

\[
\tilde{g} \approx \left[ a(x) \tilde{n}_1 \tilde{n}_2 \tilde{n}_3 + \beta \tilde{n}_1 \tilde{n}_3 + \left[ \cos^2 (3\varphi) + \gamma \sin^2 (3\varphi) \right] \tilde{n}_1 \tilde{n}_3 + \lambda \right] + \left[ \tilde{\gamma}_{115} \right] + \delta \tilde{n}_1 \tilde{n}_3 + b(x) \tilde{n}_1 \tilde{n}_3 \tilde{n}_1 \tilde{n}_3 \tilde{n}_3 \cos(3\varphi) \right] \hspace{1cm} (15)
\]

Minimization of Eq.(15) yields three coupled equations for \( \tilde{n}_1 \), and \( \varphi \):

\[
\begin{align*}
2(\gamma - 1) \tilde{n}_1 \cos(3\varphi) \tilde{b}_1 b(x) \tilde{n}_1 \tilde{n}_3 \tilde{n}_3 \sin(3\varphi) = 0, \\
2a(x) \tilde{n}_1 + 4\beta \tilde{n}_1^3 + 6 \cos^2 (3\varphi) + \gamma \sin^2 (3\varphi) \tilde{n}_1 \tilde{n}_3 + b(x) \left[ 2 \beta \tilde{n}_1 \tilde{n}_1 \tilde{n}_3 + 3 \beta \tilde{n}_1 ^3 \tilde{n}_1 \cos(3\varphi) \right] = 0, \\
2(\lambda \varphi + \beta_1 b(x) \tilde{n}_1) \tilde{n}_3 + 4 \delta \tilde{n}_3 + \beta_1 b(x) \tilde{n}_3 \tilde{n}_3 \cos(3\varphi) = 0.
\end{align*}
\hspace{1cm} (16)
\]

The polar angles of global and local minima (or saddles) can be found from equations, \( \sin(3\varphi) = 0 \) and \( \cos(3\varphi) = \frac{\tilde{\beta}_1 b(x) \tilde{n}_1}{2(\gamma - 1)\tilde{n}_1} \), each of which has 6 roots at the polar circle. Approximate solutions of Eqs.(16) are derived in Appendix B.
For several phases, Equations (16) can be solved analytically, and corresponding expressions for \( \tilde{\eta}_i \) and \( \tilde{g}(\tilde{\eta}_i) \) are listed in Table II. It is seen from the table that disordered \( G_0 \), and long-range ordered \( G_2, G_1, G_3, G_{23}, G_{13}, \) and \( G_{123} \) phases can exist for a certain ranges of material parameters. The properties of these phases are described below.

\( G_2 \) and \( G_1 \) phases with \( \tilde{\eta}_3 = 0 \) correspond to 6-fold energy degenerated states. Hence, 6 types of structural in-plane domains exist. 2-fold degenerated \( G_3 \) phase with \( \tilde{\eta}_1 = \tilde{\eta}_2 = 0 \) contains 2 types of structural out-of-plane domains with \( \tilde{\eta}_3 = \pm \sqrt{\frac{\lambda c(x)}{2\delta}} \). 12-fold degenerate \( G_{23} \) phases contain 12 types of structural domains (direct product of 6 in-plane and 2 out-of-plane ones) for \( \beta_{15} = 0 \). Analytical expressions corresponding to \( G_{13} \) phase [listed in Table II] are exact only for \( \beta_{15} = 0 \), when it has 12-fold degenerated energy minima located it 2 regular hexagons located in plane \( \{ \tilde{\eta}_1, \tilde{\eta}_2 \} \) with

\[
\tilde{\eta}_3 = \pm \sqrt{\frac{\lambda c + \tilde{\beta}_{15} b \tilde{\eta}_1^2}{2\delta}}.
\]

For \( \beta_{15} = 0 \), the inversion with respect to the sign of \( \tilde{\eta}_i \), \( \tilde{g}(+\tilde{\eta}_1, \tilde{\eta}_2, \tilde{\eta}_3) = \tilde{g}(-\tilde{\eta}_1, \tilde{\eta}_2, \tilde{\eta}_3) \), \( \tilde{g}(\tilde{\eta}_1, -\tilde{\eta}_2, \tilde{\eta}_3) = \tilde{g}(\tilde{\eta}_1, +\tilde{\eta}_2, \tilde{\eta}_3) \) and \( \tilde{g}(\tilde{\eta}_1, \tilde{\eta}_2, +\tilde{\eta}_3) = \tilde{g}(\tilde{\eta}_1, \tilde{\eta}_2, -\tilde{\eta}_3) \), exists in all above phases. If \( \beta_{15} \neq 0 \), the degeneracy for \( \tilde{\eta}_i \) is lifted, \( \tilde{g}(+\tilde{\eta}_1, \tilde{\eta}_2, \tilde{\eta}_3) \neq \tilde{g}(-\tilde{\eta}_1, \tilde{\eta}_2, \tilde{\eta}_3) \). However, the equality \( \tilde{g}(+\tilde{\eta}_1, \tilde{\eta}_2, \tilde{\eta}_3) = \tilde{g}(-\tilde{\eta}_1, \tilde{\eta}_2, -\tilde{\eta}_3) \) is valid for \( \beta_{15} \neq 0 \), indicating that the change of \( \tilde{\eta}_3 \) sign is accompanied with its 6 minima rotation at 60-degree in the plane \( \{ \tilde{\eta}_1, \tilde{\eta}_2 \} \).

Importantly, the term \( \tilde{\beta}_{15} b(x) \tilde{\eta}_1 \tilde{\eta}_3 (\tilde{\eta}_1^2 - 3\tilde{\eta}_2^2) \) with nonzero amplitude \( \tilde{\beta}_{15} b(x) \) can induce the stable “mixed” phases. In particular, \( G_{23} \) phase continuously transforms in the 12-fold degenerated “mixed” \( G_{123} \) at \( \beta_{15} \neq 0 \), and corresponding exact expressions for the order parameters and energy are also listed in Table II. Positive value of \( \tilde{\eta}_3 = \sqrt{\frac{\lambda c + \tilde{\beta}_{15} b \tilde{\eta}_1^2 \tilde{\eta}_3}{2\delta} - \frac{\tilde{\beta}_{15}^2 b^2}{4\delta(\gamma - 1)}} \) corresponds to 6 stable minima (separated by 3 metastable states and 3 saddles), and negative

\[
\tilde{\eta}_3 = -\sqrt{\frac{\lambda c + \tilde{\beta}_{15} b \tilde{\eta}_1^2 \tilde{\eta}_3}{2\delta} - \frac{\tilde{\beta}_{15}^2 b^2}{4\delta(\gamma - 1)}}
\]

corresponds 60-degree rotated 6 stable minima of the same depth, since \( \tilde{g}(+\tilde{\eta}_1, \tilde{\eta}_2, +\tilde{\eta}_3) = \tilde{g}(-\tilde{\eta}_1, \tilde{\eta}_2, -\tilde{\eta}_3) \). The minima can be shallow depending on the absolute value of coupling parameter \( |\tilde{\beta}_{15} b(x)| \).

For small coupling strength \( 0 < |\tilde{\beta}_{15} b| << 1 \), \( 0 < |\tilde{\beta}_{15} b| << 1 \) the properties of \( G_{13} \) phase can be analyzed within perturbation theory. In this case, the minima corresponding to the phase acquire
properties qualitatively similar to the ones inherent to the “mixed” G\textsubscript{123} phase. In particular, for \( \bar{\beta}_{15} \neq 0 \) G\textsubscript{13} phase can be either “proper”, if \( \lambda c < 0 \), or “incipient” if \( \lambda c > 0 \). The “proper” phase G\textsubscript{13} is 6-fold degenerated for the each sign of \( \bar{\eta}_3 \) (positive or negative), indicating the transition of a planar hexagonal-type 6 minima to two triangular-type 3 global minima located in different planes \( \bar{\eta}_3 \approx +\sqrt{-\frac{\lambda c}{2\delta}} \) for \( (-1)^\lambda \bar{\beta}_{15} b < 0 \) and \( \bar{\eta}_3 \approx -\sqrt{-\frac{\lambda c}{2\delta}} \) for \( (-1)^\lambda \bar{\beta}_{15} b > 0 \). At arbitrary \( \bar{\beta}_{15} \neq 0 \) G\textsubscript{13} phase has 3-fold energy degenerated in-plane deep minima separated either by 3 shallower minima, or 3 saddles. Thus 6 stable and 6 metastable domain configurations, required to recover the initial symmetry in accordance with Curie principle, should exist in G\textsubscript{13} phase.

**Table II.** Order parameter values in different phases of free energy (15b), corresponding energies and their stability conditions at \( \delta > 0 \) and \( \bar{\gamma}_{115} = \bar{\gamma}_{133} = \bar{\gamma}_{333} = \bar{\gamma}_{115} = \bar{\gamma}_{135} = 0 \)

| Phase          | Order parameter components \( \bar{\eta}_1, \bar{\eta}_2, \bar{\eta}_3 \) | Phase energy and stability conditions                                                                 |
|----------------|--------------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------------|
| Disordered G\textsubscript{0} | \( \bar{\eta}_1 = 0, \bar{\eta}_2 = 0, \bar{\eta}_3 = 0 \)                  | \( \bar{g} = 0 = \min \). Stability conditions are \( a(x) \geq 0, \lambda^2 - 4\gamma a(x) \leq 0 \) and \( \lambda c > 0 \)                                    |
| In-plane G\textsubscript{2}-phase | \( \bar{\eta}_1 = \bar{\eta}_1 \cos(\varphi_m), \bar{\eta}_2 = \bar{\eta}_1 \sin(\varphi_m) \) | \( \tilde{g}_{L}^{2} = \frac{-a^2(x)[\beta^2 - 4\gamma a(x)]}{2[\beta^2 - 3\gamma a(x)]^{3/2} + 2\beta^3 - 9\beta\gamma a(x)} = \min \) \( \lambda c > 0 \), \( a(x) < 0 \), or \( 0 < \gamma < 1 \), \( \lambda c(x) > 0 \), \( a(x) > 0 \), \( \beta^2 \geq 4a(x)\gamma \), \( \beta < 0 \). |
| In-plane G\textsubscript{1}-phase | \( \bar{\eta}_1 = \bar{\eta}_1 \cos(\varphi_m), \bar{\eta}_2 = \bar{\eta}_1 \sin(\varphi_m) \) | \( \tilde{g}_{L}^{1} = \frac{-a^2(x)[\beta^2 - 4\gamma a(x)]}{2[\beta^2 - 3\gamma a(x)]^{3/2} + 2\beta^3 - 9\beta\gamma a(x)} = \min \) \( \lambda c > 0 \), \( a(x) > 0 \), \( \beta > 0 \). |
| Out-of-plane G\textsubscript{3}-phase | \( \bar{\eta}_1 = \bar{\eta}_2 = 0, \bar{\eta}_3 = \pm\sqrt{-\frac{\lambda c(x)}{2\delta}} \) | \( \tilde{g}_{L}^{3} = \frac{-\lambda c(x)}{2\delta} = \min \), Stability conditions are \( \lambda c(x) < 0 \), \( a(x) > 0 \), \( \beta > 0 \) |
| G\textsubscript{23}-phase Becomes G\textsubscript{123}-phase at \( \beta_{15} \neq 0 \) | \( \bar{\eta}_1 = \bar{\eta}_1 \cos(\varphi_m), \bar{\eta}_2 = \bar{\eta}_1 \sin(\varphi_m) \) | \( \tilde{g}_{L}^{23} = \frac{-a^2\gamma[\beta^2 - 4\gamma a^*]}{2[\beta^2 - 3\gamma a^*]^{3/2} + 2\beta^3 - 9\beta\gamma a^*} = \min \) \( a^* = a - \lambda c \frac{\bar{\beta}_{13} b}{2\delta} - \bar{\beta}_{13} \frac{\bar{\beta}_{13} b^3}{4\delta(\gamma - 1)} \), and \( \beta^* = \beta - \frac{\bar{\beta}_{15} b^2}{4\delta} \). |

Stability conditions are \( 0 < \gamma < 1 \), \( a^* < 0 \), or
Below we will analyze the phase diagrams and order parameter values calculated numerically for arbitrary $\tilde{\beta}_{15}$ and $\tilde{\beta}_{13}$ values. The continuous transition from 6 equivalent potential wells (corresponding to the case $b(x) = 0$) to the 3 equivalent deep potential wells separated by either 3 shallow wells, or by 3 saddles, or by 3 local maxima, occurs with $b(x)$ increase from “0” to “1”, fixed other parameters and positive $\nabla_3$ (positive or negative), indicating the transition of a planar hexagon minima to 2 triangles minima located in different planes.

\[ \nabla_3 = \sqrt{\frac{\lambda c}{2\delta}}, \quad \text{for} \quad (\tilde{\beta}_{15} b < 0, \quad \text{and} \quad \nabla_3 = \sqrt{-\frac{\lambda c}{2\delta}}, \quad \text{for} \quad (\tilde{\beta}_{15} b > 0). \]

\[
\nabla_{13}^{G_1} = \frac{-a^2(\beta^2 - 4a^*)}{2(\beta^2 - 3\eta a)^{3/2} + 2\beta^3 - 9\beta^* a^*}
\]

\[
\nabla_{13}^{G_1} \approx \frac{-a^2(\beta^2 - 4a^*)}{2(\beta^2 - 3\eta a)^{3/2} + 2\beta^3 - 9\beta^* a^*} + \pm (-1)^{m}\tilde{\beta}_{15} b \left( \beta^2 - 3\eta a^* - \beta^* \right)^{3/2} \sqrt{\frac{\lambda c}{2\delta}}
\]

is 6-fold degenerated for the each sign of $\nabla_3$ (positive or negative), indicating the transition of a planar hexagon minima to 2 triangles minima located in different planes.

\[
\nabla_3 = \sqrt{\frac{\lambda c}{2\delta}}, \quad \text{for} \quad (\tilde{\beta}_{15} b < 0, \quad \text{and} \quad \nabla_3 = \sqrt{-\frac{\lambda c}{2\delta}}, \quad \text{for} \quad (\tilde{\beta}_{15} b > 0). \]

Below we will analyze the phase diagrams and order parameter values calculated numerically for arbitrary $\tilde{\beta}_{15}$ and $\tilde{\beta}_{13}$ values. The continuous transition from 6 equivalent potential wells (corresponding to the case $b(x) = 0$) to the 3 equivalent deep potential wells separated by either 3 shallow wells, or by 3 saddles, or by 3 local maxima, occurs with $b(x)$ increase from “0” to “1”, fixed other parameters and positive $\nabla_3$ (see Figs. 3-4). For negative $\nabla_3$ there are other 3 equivalent deep potential wells separated by either 3 shallow wells, or by 3 saddles, or by 3 local maxima. The transition corresponds to point symmetry changes from in-plane hexagon to the spatially separated 2 rotated triangles induced by Re doping. Hence, the transition reflects the situation when one “moves”
along x-axes from SL-MoS\textsubscript{2} with $x \approx 0$ to the morphotropic boundary at $x \geq 0.5$, and then approaches SL-ReS\textsubscript{2} at $x = 1$.

**FIGURE 3.** Free energy of SL-(MoS\textsubscript{2})\textsubscript{1-x}(ReS\textsubscript{2})\textsubscript{x} in dependence on order parameter components $\tilde{\eta}_1$ and $\tilde{\eta}_2$ calculated for several values of dimensionless parameters $\beta$, $\gamma$, and $b$ indicated above the plots (a)-(i). The positive (or zero) $\tilde{\eta}_3$ values, which correspond to the energy minima, are indicated inside the plots. The in-plane rotated patterns corresponding to negative $\tilde{\eta}_3$ values are not shown. Parameters $a = -0.95$, $\tilde{\beta}_{13} = 1$, $\tilde{\beta}_{15} = 1$, $\lambda c = -1$ and $\delta = 2$. 
FIGURE 4. Free energy of SL-(MoS₂)₁₋ₓ-(ReS₂)ₓ in dependence on order parameter components $\eta_1$ and $\eta_2$ calculated for several values of dimensionless parameters $\beta$, $b$ and $a$ indicated above the plots (a)-(i). The positive (or zero) $\eta_3$ values, which correspond to the energy minima, are indicated inside the plots. The in-plane rotated patterns corresponding to negative $\eta_3$ values are not shown. Parameters $\gamma=3$ and $\beta=−1$; others are the same as in Fig. 3.

The particular form of this “6”-to-“2×3” or “hexagon”-to-“two rotated triangles” transition depends on the signs and values of other parameters, such as $\gamma$ [compare top (a)-(c) and bottom (d)-(f) plots in Fig. 3, calculated for $\gamma=0.3$ and $\gamma=3$, respectively], $\beta$ [compare plots in Fig. 3 for $\beta=1$ with the plots in Fig. 4 for $\beta=−1$] and $a$ [compare top (a)-(c), middle (d)-(f) and bottom (g)-(i) plots in Figs. 4, calculated for $a=−0.95$, $−0.5$ and $−0.05$, respectively].
Note that hexagon-shaped free energy surfaces in Figs. 3(g)-(i) calculated for negative $\beta = -1$, $a = -0.95$ and $\gamma = 0.3$ are almost insensitive to increase of $b$. Namely, both position and depth of 6 equivalent minima remain unchanged when $b$ increases from “0” to “1”, since $\tilde{\eta}_3 = 0$ for the case. The unchanged hexagons shown in Figs. 3(g)-(i) contrast with the hexagon-to-triangles transition shown in plots Figs. 3(a)-(c), where $\tilde{\eta}_3 \neq 0$. The pronounced hexagon-to-triangles transition [evidently seen in Figs. 4(a)-(c), (d)-(f), and (g)-(i) along horizontal lines] occur with $b$ increase, and are accompanied by $\tilde{\eta}_3$ increase from 0.2 to 0.5. Hence we conclude that the appearance of nonzero $\tilde{\eta}_3$ induces the hexagon-to-triangles transition.

It should be noted that all energy maps shown in Figs. 3-4 for $\tilde{\eta}_3 = 0$ or $\tilde{\eta}_3 > 0$, are characterized by the same (or very close) angular positions of global (or local) minima, which amount varies from 6 to 3 depending on $b$ value and $\beta$ sign. In other words, the minima and saddles positions appeared weakly $b$-independent, while the minima depth and corresponding values of the order parameter components can significantly depend on $b$ (exception is the case $\beta = -1$ and $\gamma <1$). We further established that the hexagon-to-triangles transition is continuous, i.e. when it happens, it happens gradually with $b$ increase.

These two circumstances, namely the weak dependence of minima angular position on $b$ and the hexagon-to-triangles transition continuity, allows us to conclude that the increase of the term $\tilde{\beta}_{15}(x)\tilde{\eta}_1\tilde{\eta}_3(\tilde{\eta}_1^2 - 3\tilde{\eta}_2^2)$ in the free energy Eq.(7) is responsible for the for the “hexagon”-to-“two rotated triangles” transition. Very small $b$ influences the appearance and stability of $G_1$- and $G_2$-phases only weakly. Hence, the term can be considered as “perturbation”, and the fact allows us to check the numerical algorithm for the phase diagrams and order parameter calculation using Table III for $\tilde{\beta}_{15} = 0$, and $0 < |\tilde{\beta}_{15}b| < 1$.

A. The case $\tilde{\beta}_{15} = 0$

First we analyze phase diagrams for $\tilde{\beta}_{15} = 0$ as shown in Figs. 5(a)-(c). Color images Figs. 5(a) schematically show the distribution of the free energy minima in the plane $\{\tilde{\eta}_1, \tilde{\eta}_2\}$ at fixed $\tilde{\eta}_3$ corresponding to the minima of corresponding phase. The profiles of the order parameters corresponding to the cut-lines of the diagrams at fixed $\gamma$ and $\tilde{\beta}_{15}$ are shown in Figs. 6(a)-(c), respectively. The amplitude $\tilde{\eta}_1$ of six in-plane roots $\tilde{\eta}_1 = \tilde{\eta}_1 \cos(\varphi_m)$ and $\tilde{\eta}_2 = \tilde{\eta}_1 \sin(\varphi_m)$, and the positive root for $\tilde{\eta}_3$ are shown in the figures.
The phase diagram of SL-(MoS2)\textsubscript{1-x}-(ReS2)\textsubscript{x} dependent on Re/Mo fraction $x$ and nonlinearity coefficient $\gamma$ are shown in Fig. 5(a). G\textsubscript{2}-phase is stable at $\gamma < 1$ and $x < x_C$ ($x_C \approx 0.51$). G\textsubscript{1}-phase is stable at $x < x_C$ and $\gamma > 1$. G\textsubscript{23}-phase is stable at $\gamma < 1$ and $x_C < x < x_M$ ($x_M \approx 0.91$). G\textsubscript{13}-phase is stable at $x_C < x < x_M$ and $\gamma > 1$. G\textsubscript{3}-phase is stable at $x > x_M$. Note that the value of $x_C \approx 0.51$ is very close to $x_{Re} = 0.5$, and the value $x_M \approx 0.91$ is close to $x_{Mo} = 1$. The difference between $x_C$ and $x_{Re}$ is related with nonzero $\beta_{13} = 0.1$, and it increases with $\beta_{13}$ increase. The phase boundaries in Fig. 5(a) are either almost vertical (G\textsubscript{2}-G\textsubscript{23}, G\textsubscript{1}-G\textsubscript{13}, G\textsubscript{23}-G\textsubscript{3} and G\textsubscript{13}-G\textsubscript{3} boundaries) or horizontal (G\textsubscript{2}-G\textsubscript{1} and G\textsubscript{23}-G\textsubscript{13} boundaries).

The dependence of the order parameter components $\tilde{\eta}_1$, $\tilde{\eta}_3$, calculated for $\beta_{13} = 0.1$, $\gamma = 3$ (solid curves) or $\gamma = 0.3$ (dashed curves) are shown in Fig. 6(a). The dependences demonstrate the second order phase transition between G\textsubscript{1} and G\textsubscript{13} (or G\textsubscript{2} and G\textsubscript{23}) phases at $x = x_C$, when the out-of-plane component $\tilde{\eta}_3$ appears and is almost the same for $\gamma = 3$ and $\gamma = 0.3$ (black dashed and solid curves coincide). Then another second order phase transition between G\textsubscript{13} and G\textsubscript{3} (G\textsubscript{23} and G\textsubscript{3}) phases happens at $x = x_M$, when in-plane components $\tilde{\eta}_{1,2}$ (red solid curve for $\gamma > 1$ or blue dashed curve for $\gamma < 1$) disappear.

The phase diagrams of SL-(MoS2)\textsubscript{1-x}-(ReS2)\textsubscript{x}, in dependence on Re/Mo fraction $x$ and nonlinearity coefficient $\beta_{13}$ is shown in Figs. 5(b) and 5(c), calculated for $\gamma = 3$ and $\gamma = 0.3$, respectively. G\textsubscript{1}, G\textsubscript{13}, and G\textsubscript{3} are stable for $\gamma = 3$ [Fig. 5(b)]. G\textsubscript{2}, G\textsubscript{23}, and G\textsubscript{3} are stable for $\gamma = 0.3$ [Fig. 5(c)]. Fig. 5(c) looks almost the same as Fig. 5(b) with substitution of the subscript “1” for $\gamma > 1$ to subscript “2” for $\gamma < 1$. The result is expected because $\gamma$ values for the figures are close to inverse ones, $1/3 \approx 0.3$. The phase boundaries between all three phases in these figures are curved, and for chosen parameters three phases meet in a tricritical point with coordinates $x \approx 0.62$ and $\beta_{13} \approx 1.6$. G\textsubscript{1} (or G\textsubscript{2}) phase is stable at $x < 0.4$, and the region of its stability increases up to $x < 0.62$ with $\beta_{13}$ increase from −1 to 2. G\textsubscript{13} (or G\textsubscript{23}) phase is stable at $x > 0.4$, and the region of its stability decreases with $\beta_{13}$ increase up to disappearance in the tricritical point $\beta_{13} \approx 1.6$. G\textsubscript{3} phase is stable at $x > 0.62$ and $\beta_{13} > 0$, and the region of its stability increases with $\beta_{13}$ increase.

The dependence of the order parameter components on $x$, calculated at $\gamma = 3$, and relatively high positive $\beta_{13} = +1$ (solid curves) or negative $\beta_{13} = −1$ (dashed curves) are shown in Fig. 6(b). The dependences demonstrate the second order phase transition between G\textsubscript{1} and G\textsubscript{13} phases at $x \approx 0.4$ (for
\( \tilde{\beta}_{13} = -1 \) or at \( x \approx 0.59 \) (for \( \tilde{\beta}_{13} = +1 \)), when the out-plane component \( \tilde{\eta}_3 \) appears and rapidly increases with \( x \) (compare black dashed and solid curves). Another second order phase transition between \( G_{13} \) and \( G_3 \) phases happens at \( x \approx 0.68 \) and \( \tilde{\beta}_{13} = +1 \), when in-plane components with amplitude \( \tilde{\eta}_\perp \) (red solid curve) disappears. The transition between \( G_{13} \) and \( G_3 \) phases is absent for \( \tilde{\beta}_{13} = -1 \) (red dashed curve for \( \tilde{\eta}_\perp \) exists for all \( x \)). The features (kinks) on the \( \tilde{\eta}_\perp \) and \( \tilde{\eta}_3 \) curves correspond to the phase transition points (appearance of \( \tilde{\eta}_3 \) and \( \tilde{\eta}_\perp \), respectively). The situation shown in Fig. 6(b) is typical for relatively high \( |\tilde{\beta}_{13}| \).

The dependence of the order parameter components on \( x \), calculated for \( \gamma = 0.3 \), and relatively small positive \( \tilde{\beta}_{13} = +0.1 \) (solid curves) or negative \( \tilde{\beta}_{13} = -0.1 \) (dashed curves) are shown in Fig. 6(c). The dependences demonstrate the second order phase transition between \( G_2 \) and \( G_{23} \) phases at \( x \approx x_c \), when the out-plane component \( \tilde{\eta}_3 \) appears and looks very similar for \( \tilde{\beta}_{13} = +0.1 \) and \( \tilde{\beta}_{13} = -0.1 \) (black dashed and solid curves are very close). Another second order phase transition between \( G_{23} \) and \( G_3 \) phases happens at \( x \approx x_M \) and \( \tilde{\beta}_{13} = +0.1 \), when in-plane component \( \tilde{\eta}_\perp \) (blue solid curve) disappears. The transition between \( G_{23} \) and \( G_3 \) phases is absent for \( \tilde{\beta}_{13} = -0.1 \) (blue dashed curve for \( \tilde{\eta}_\perp \) exists for all \( x \)).

**B. The case \( \tilde{\beta}_{15} \neq 0 \)**

We further explore phase diagrams of SL-(MoS\(_2\))\(_{1-x}\)-(ReS\(_2\))\(_x\) for \( \tilde{\beta}_{15} \neq 0 \) as shown in Figs. 5(d)-(f). Small color images Figs. 5(d) and 5(e) schematically show the distribution of the free energy minima in the plane \( \{\tilde{\eta}_1, \tilde{\eta}_2\} \) at fixed \( \tilde{\eta}_3 \) corresponding to the stability of corresponding phase. The profiles of the order parameters corresponding to the cut-lines of the diagrams at fixed \( \tilde{\beta}_{15} \) are shown in Figs. 6(d) and 7(a-d), respectively.

The phase diagrams of SL-(MoS\(_2\))\(_{1-x}\)-(ReS\(_2\))\(_x\) as a function of concentration \( x \) and nonlinearity coefficient \( \tilde{\beta}_{15} \), for different \( \gamma \) and \( \tilde{\beta}_{13} \) are shown in Fig. 5(d)-(f). For \( \gamma = 3 \) and \( \tilde{\beta}_{13} = 0.1 \), a very thin region of \( G_1 \) phase has a wedge-like shape; it is surrounded by \( G_{13} \) phase, that is followed by \( G_3 \) phase at \( x > x_M \) and [Fig. 5(d)]. For \( \gamma = 0.3 \) and \( \tilde{\beta}_{13} = 0.1 \), a wide region of \( G_2 \) phase exists at \( x < x_c \); it is followed by a beak-shape region of \( G_{123} \) phase, surrounded by \( G_{13} \) phase, that is followed by a segment of \( G_3 \) phase at \( x > x_M \) and \( \tilde{\beta}_{15} > -0.6 \) [Fig. 5(e)]. For \( \gamma = 0.3 \) and \( \tilde{\beta}_{13} = 1 \), a wider region of \( G_2 \) phase exists at \( x < x_c \); it is followed by a relatively thin region of \( G_{123} \) phase, surrounded by \( G_{13} \) phase, that is followed by a wider curved region of \( G_3 \) phase at \( x > 0.7 \) [Fig. 5(f)].
The dependence of the $\tilde{\eta}_\perp$ (red curve) and $\tilde{\eta}_3$ (blue curve) on $x$, calculated at $\gamma = 3$, small $\tilde{\beta}_{13} = +0.1$ and $\tilde{\beta}_{15} = \pm 0.1$ are shown in Fig. 6(d). The $\tilde{\eta}_3$ curve is smooth corresponding to the diffuse second phase transition points. The situation shown in the figure is typical for very small $|\tilde{\beta}_{13}|$.

The amplitude $\tilde{\eta}_\perp$ of the in-plane order parameter components, $\tilde{\eta}_1 = \tilde{\eta}_\perp \cos(\varphi_m)$ and $\tilde{\eta}_2 = \tilde{\eta}_\perp \sin(\varphi_m)$, and the positive $\tilde{\eta}_3$ are shown in Figs. 7(c-d). The dependence of the $\tilde{\eta}_i$ on $x$, calculated for $\gamma = 0.3$, very small $\tilde{\beta}_{13} = +0.1$ and small $\tilde{\beta}_{15} = \pm 0.3$; high $\tilde{\beta}_{13} = +1$ and very small $\tilde{\beta}_{15} = \pm 0.1$ are shown in Fig. 7(c) and 7(d), respectively. The small features on the $\tilde{\eta}_i$ curves correspond to the phase transition between G2 and G123 phases. The appearance of $\tilde{\eta}_3$ at $x \approx (0.5 - 0.6)$ and disappearance of $\tilde{\eta}_\perp$ at $x \approx (0.65 - 0.95)$ corresponds the second order phase transitions, which become diffuse at small $0 < |\tilde{\beta}_{15}| << 1$.

Corresponding angles $\varphi_m$ are shown in Figs. 7(a) for small $\tilde{\beta}_{13} = 0.1$ and in Fig. 7(b) for high $\tilde{\beta}_{13} = 1$. There are equidistant 6 angles $\varphi_m$ in G2 phase, which split into 12 angles $\varphi_m$ in G123 phase, then merge into 6 angles in G13 phase (which are rotated on 30 degree with respect to initial 6 angles), and eventually disappear in G3 phase. Comparing Fig. 7(a) and 7(b), it is seen that the regions of G123 and G13 phases stability decrease significantly with $\tilde{\beta}_{13}$ increase from 0.1 to 1.
FIGURE 5. Phase diagrams of SL-(MoS$_2$)$_{1-x}$(ReS$_2$)$_x$ in dependence of the Re/Mo fraction $x$ and nonlinearity coefficients $\gamma$ (a), $\tilde{\beta}_{13}$ (b,c) and $\tilde{\beta}_{15}$ (e-f). Plots are calculated for $\beta = +1$, $\lambda = +1$, $\delta =0.5$, $x_{Mo} = 1$, $x_{Re} = 0.5$ and $\Delta = 0.1$, the values of dimensionless parameters $\tilde{\beta}_{13}$, $\tilde{\beta}_{15}$ and $\gamma$ are indicted in the plot legends. Color images in
the phase regions schematically show the distribution of the free energy minima in the plane $\{\tilde{\eta}_1, \tilde{\eta}_2\}$ at fixed $\tilde{\eta}_3$ corresponding to the energy minima.

**FIGURE 6.** Values of the order parameter in-plane amplitude $\tilde{\eta}_\perp$ and out-of-plane component $\tilde{\eta}_3$ in dependence on Re/Mo fraction “$x$” in SL-(MoS$_2$)$_{1-x}$(ReS$_2$)$_x$ system. Parameters are the same as in Fig. 5.
FIGURE 7. Values of the order parameter angles $\varphi$ in plane $\{\vec{n}_1, \vec{n}_2\}$ (a, b); in-plane amplitude $\vec{n}_\perp$ and out-of-plane component $\vec{n}_3$ (c, d) in dependence on Re/Mo fraction "$x$" in a SL-(MoS$_2$)$_{1-x}$-(ReS$_2$)$_x$. Parameters are the same as in Fig. 5.

V. DISCUSSION

A. Out-of-plane piezoelectricity and ferroelectricity

The analysis performed in Section IV predicts the existence of at least two possible bistable directions of the component $\vec{n}_3$ exists in $G_{13}$, $G_{23}$, $G_{123}$ and $G_3$ structural phases of SL-(MoS$_2$)$_{1-x}$-(ReS$_2$)$_x$ [see e.g. Table II and Fig. 8]. Since $\vec{n}_3$ is polar being related with reflection symmetry breaking normal to the SL plane, the out-of-plane piezoelectricity in $G_{13}$, $G_{23}$, $G_{123}$ and $G_3$ can exist in the structural phases. Since $\vec{n}_3$ is coupled to the polar displacement in the SL, it can be switched between the directions by
e.g. external electric field. Note that several stable states in the plane \( \{ \tilde{n}_1, \tilde{n}_2 \} \) correspond to each direction of \( \tilde{n}_3 \), due to the possibility of free energy minima in-plane rotation at 30 (or 60) degrees. In other words, \( \tilde{n}_3 \) and \( \tilde{n}_{1,2} \) are coupled in G13 and G123 (meaning if \( \tilde{n}_1 \) switches, then in plane \( \{ \tilde{n}_1, \tilde{n}_2 \} \) it also switches by 30 (or 60) degrees. Trigger-type direct transitions from G1, G2 to G3, or from G2 to G13 is rare, but not impossible for the considered model [see Fig.5(b)].

**FIGURE 8.** Schematics of possible phase transformations in a SL-(MoS2)\(_{1-x}\)-(ReS2)\(_x\). Color images in the G2, G1, G23, G123 and G13 phases schematically show the evolution of the free energy minima in the plane \( \{ \tilde{n}_1, \tilde{n}_2 \} \) with \( x \) increase. Color bar in G3 phase shows the two minima of \( \tilde{n}_3 \). Abbreviation “II-FT” is for the second order phase transition from the states with \( \tilde{n}_3 = 0 \) (G1 or G2) to the 2 (polar) states with \( \tilde{n}_3 \neq 0 \) (G13, or G23). II-FT takes place between G13 and G3 phases. Abbreviation “C-FT” is for continuous phase transition between e.g. G1 and G2 phases, as well as between G23 and G123; G13 and G123, and different configurations of G13 phases.

Thus, the out-of-plane and in-plane polar displacements can be coupled similarly to the bulk multiaxial ferroelectrics. Obtained numerical and analytical results allow us to estimate the values of
spontaneous polarization assuming that its components are proportional to the vector \( \{ \hat{n}_1, \hat{n}_2, \hat{n}_3 \} \), and predict the existence of 2, 6 or 12 polar domain types in different structural phases. These results are in agreement with recent works [32, 33, 34, 35, 36, 37].

Since different structural phases of SL-TMDs can be either conducting or semiconducting [5, 6], different domains can be distinguished by conducting properties. However, the domain engineering is not the only possibility to tune the SL-TMDs conductivity. Complementary, one should take into consideration the strain concentration (and possible band changes) at the domain walls, which can be rather thin and attracting as conductivity channels.

Above calculations are performed assuming that the spatial gradients of the order parameter components are absent. The assumption can be valid in a model case of mechanically free and flat infinite SL. Any bending of suspended SL can induce the gradient of \( \hat{n}_i \). Due to the flexoelectric coupling it immediately leads to the polarization changes. The impact of the flexoelectric coupling on the phase diagrams and structural properties of SL-(MoS\(_2\))\(_{1-x}\)-(ReS\(_2\))\(_x\) will be studied in our forthcoming papers. However, the important sequence of the gradient-related elastic strain is that the inhomogeneous strain in the vicinity of SL boundaries should induce the changes of the SL conductivity due to e.g. the coupling with band structure via deformation potential.

The deformation potential value for MoS\(_2\) (band gap about 1.7 eV) can be estimated from Johari and Shenoy \textit{ab initio} results [4] as \( \Sigma = 17 \) eV. The high enough value is very close to the graphene one, and so it is quite realistic. The conductivity change at the wall is proportional to \( \exp \left( -\frac{\Sigma u_y}{k_B T} \right) \) (Boltzmann approximation for non-degenerated carriers) and \( u_y \langle \hat{n} \rangle - u_y [0] \approx (\nabla u_y [0]) \hat{n} \). Thus we can expect that all types of domain walls in SL-(MoS\(_2\))\(_{1-x}\)-(ReS\(_2\))\(_x\) should become conductive, once the spontaneous strain value exceeds several %.

**VI. SUMMARY**

We derived the Landau-type free energy functional for SL-(MoS\(_2/\)ReS\(_2\)) and analyze the free energy relief, phase diagrams and order parameter behavior of SL-(MoS\(_2\))\(_{1-x}\)-(ReS\(_2\))\(_x\). Our results predict the existence of multiple structural phases with 2-, 6- and 12-fold degenerated energy minima. The out-of-plane piezoelectricity and ferroelectricity can exist in many of these phases, regarding that value of switchable spontaneous polarization is proportional to the out-of-plane order parameter, and predict the existence of 2, 6 or 12 types of polar domain in different phases. Also we can expect that the domain walls in SL-(MoS\(_2\))\(_{1-x}\)-(ReS\(_2\))\(_x\) should become conductive, as the spontaneous strain value exceeds several %.
Our analysis (being limited to the point symmetry) can be generalized for other 2D materials immobilized in 2D configurations. We further note that for free standing materials further interesting set of phenomena should emerge due to bucking in the direction normal to SL, when the primary flexoelectricity of 2D system will start playing a role [38].
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Direct application of aristo-phase point group symmetry operations to the tensors $\alpha_{ij}$, $\beta_{ijkl}$, $\gamma_{ijklm}$, $g_{ijkl}$, $Q_{ijkl}$ and $R_{ijklm}$ along with existing index-permutation symmetry, leads to the system of linear algebraic equations for each tensor:

$$\alpha_{ij} = C_{ii} C_{jj} \alpha_{i'j'}, \quad \beta_{ijkl} = C_{ii} C_{jj} C_{kk} C_{ll} \beta_{i'j'k'l'}, \quad g_{ijkl} = C_{ii} C_{jj} C_{kk} C_{ll} g_{i'j'k'l'}, \quad (A.1)$$

$$\gamma_{ijklmn} = C_{ii} C_{jj} C_{kk} C_{ll} C_{mm} C_{nn} \gamma_{i'j'k'l'm'n'}, \quad \gamma_{ijklmn} = \gamma_{ijklmn} = \gamma_{ijklmn} = \gamma_{ijklmn} = \gamma_{ijklmn} = \ldots, \quad (A.2)$$

$$c_{ijkl} = C_{ii} C_{jj} C_{kk} C_{ll} c_{i'j'k'l'}, \quad c_{ijkl} = c_{ijkl}, \quad c_{ijkl} = c_{ijkl}, \quad c_{ijkl} = c_{ijkl}, \quad Q_{ijkl} = C_{ii} C_{jj} C_{kk} C_{ll} Q_{i'j'k'l'}, \quad Q_{ijkl} = Q_{ijkl}, \quad Q_{ijkl} = Q_{ijkl}, \quad (A.3)$$

$$R_{ijklmn} = C_{ii} C_{jj} C_{kk} C_{ll} C_{mm} C_{nn} R_{i'j'k'l'm'n'}, \quad R_{ijklmn} = R_{ijklmn}, \quad R_{ijklmn} = R_{ijklmn}, \quad R_{ijklmn} = R_{ijklmn} = R_{ijklmn} = \ldots. \quad (A.4)$$

The first lines in Eqs.(A.1)-(A.4) include point group symmetry, where matrix elements $C_{ii}$ are $\bar{6}m2$ (for a bulk), $6mm$ or $3m$ (for a SL) group symmetry operations in the matrix form, and the second line reflects the index-permutation symmetry (if any exist). Solution of Eqs.(A.1)-(A.4) gives the detailed structure of the tensors, including the number of nonzero and independent elements. Namely for $6mm$ we obtained that

$$\hat{\alpha} = \begin{pmatrix}
\alpha_{11} & 0 & 0 \\
0 & \alpha_{11} & 0 \\
0 & 0 & \alpha_{33}
\end{pmatrix} \quad (A.5a)$$

$$\hat{\beta} = \begin{pmatrix}
\beta_{11} & \beta_{11} & \beta_{13} \\
\beta_{11} & \beta_{11} & \beta_{13} \\
\beta_{13} & \beta_{13} & \beta_{33}
\end{pmatrix} \quad (A.5b)$$

Here we introduced Voight notations $\beta_{11} \equiv \beta_{1111}$, $\beta_{13} \equiv 6\beta_{1133}$, $\beta_{33} \equiv \beta_{3333}$ and used the relation $\beta_{112} = \frac{\beta_{1111}}{3}$. Elastic compliances and striction tensors are
\[
\hat{c} = \begin{pmatrix}
    c_{111} & c_{112} & c_{113} & 0 & 0 & 0 \\
    c_{112} & c_{111} & c_{113} & 0 & 0 & 0 \\
    c_{113} & c_{113} & c_{333} & 0 & 0 & 0 \\
    0 & 0 & 0 & c_{1313} & 0 & 0 \\
    0 & 0 & 0 & 0 & c_{1313} & 0 \\
    0 & 0 & 0 & 0 & 0 & c_{1212}
\end{pmatrix}, \quad c_{1212} = \frac{c_{1111} - c_{1122}}{2} \tag{A.6}
\]

\[
\hat{Q} = \begin{pmatrix}
    Q_{1111} & Q_{1122} & Q_{1133} & 0 & 0 & 0 \\
    Q_{1122} & Q_{1111} & Q_{1133} & 0 & 0 & 0 \\
    Q_{3311} & Q_{3311} & Q_{3333} & 0 & 0 & 0 \\
    0 & 0 & 0 & Q_{1313} & 0 & 0 \\
    0 & 0 & 0 & 0 & Q_{1313} & 0 \\
    0 & 0 & 0 & 0 & 0 & Q_{1212}
\end{pmatrix}, \quad Q_{1212} = \frac{Q_{1111} - Q_{1122}}{2} \tag{A.7}
\]

The 2-nd and 4-th order convolutions are:

\[
\alpha_{\gamma j} \eta_i \eta_j = \alpha_{11} \left( \eta_i^2 + \eta_j^2 \right) + \alpha_{33} \eta_3^2, \quad (A.8a)
\]

\[
\beta_{ijkl} \eta_i \eta_j \eta_k \eta_l = \beta_{11} \left( \eta_i^2 + \eta_j^2 \right)^2 + \beta_{13} \left( \eta_i^2 + \eta_j^2 \right) \eta_3^4 + \beta_3 \eta_3^4, \quad (A.8b)
\]

Here we introduced Voight notations \( \beta_{11} = \beta_{1111} \), \( \beta_{13} = 6\beta_{1133} \), \( \beta_{33} = \beta_{3333} \) and used the relation \( \beta_{1122} = \frac{\beta_{1111}}{3} \). Equations (A.8a-b) have 5 independent and unknown constants for 3D case with \( \eta_3 \neq 0 \), and 2 constants for a 2D case with \( \eta_3 = 0 \).

The 6-th order convolution is:

\[
\gamma_{ijklmn} \eta_i \eta_j \eta_k \eta_m \eta_n \eta_o = \gamma_{1111} \eta_i^2 \left( \eta_i^2 - 3\eta_j^2 \right)^2 + \gamma_{2222} \eta_j^2 \left( 3\eta_i^2 - \eta_j^2 \right)^2 \\
+ \gamma_{1133} \left( \eta_i^2 + \eta_j^2 \right)^2 \eta_3^2 + \gamma_{1313} \left( \eta_i^2 + \eta_j^2 \right) \eta_3^4 + \gamma_{3333} \eta_3^6 \tag{A.8c}
\]

Here we introduced \( \gamma_{1111} = \gamma_{111111} \), \( \gamma_{2222} = \gamma_{222222} \), \( \gamma_{1133} = 15\gamma_{111133} \), \( \gamma_{1313} = 15\gamma_{131313} \) and \( \gamma_{3333} = \gamma_{333333} \). Equation (A.8c) has 5 independent constants for 3D case with \( \eta_3 \neq 0 \), and 2 constants for a 2D case with \( \eta_3 = 0 \).

**Appendix B. Analytical solutions**

One obtains from Eq.(5) three coupled equations of state for the components of the order parameter \( \eta = (\eta_1, \eta_2, \eta_3) \):

---

The 2-nd and 4-th order convolutions are:

\[
\alpha_{\gamma j} \eta_i \eta_j = \alpha_{11} \left( \eta_i^2 + \eta_j^2 \right) + \alpha_{33} \eta_3^2, \quad (A.8a)
\]

\[
\beta_{ijkl} \eta_i \eta_j \eta_k \eta_l = \beta_{11} \left( \eta_i^2 + \eta_j^2 \right)^2 + \beta_{13} \left( \eta_i^2 + \eta_j^2 \right) \eta_3^4 + \beta_3 \eta_3^4, \quad (A.8b)
\]

Here we introduced Voight notations \( \beta_{11} = \beta_{1111} \), \( \beta_{13} = 6\beta_{1133} \), \( \beta_{33} = \beta_{3333} \) and used the relation \( \beta_{1122} = \frac{\beta_{1111}}{3} \). Equations (A.8a-b) have 5 independent and unknown constants for 3D case with \( \eta_3 \neq 0 \), and 2 constants for a 2D case with \( \eta_3 = 0 \).

The 6-th order convolution is:

\[
\gamma_{ijklmn} \eta_i \eta_j \eta_k \eta_m \eta_n \eta_o = \gamma_{1111} \eta_i^2 \left( \eta_i^2 - 3\eta_j^2 \right)^2 + \gamma_{2222} \eta_j^2 \left( 3\eta_i^2 - \eta_j^2 \right)^2 \\
+ \gamma_{1133} \left( \eta_i^2 + \eta_j^2 \right)^2 \eta_3^2 + \gamma_{1313} \left( \eta_i^2 + \eta_j^2 \right) \eta_3^4 + \gamma_{3333} \eta_3^6 \tag{A.8c}
\]

Here we introduced \( \gamma_{1111} = \gamma_{111111} \), \( \gamma_{2222} = \gamma_{222222} \), \( \gamma_{1133} = 15\gamma_{111133} \), \( \gamma_{1313} = 15\gamma_{131313} \) and \( \gamma_{3333} = \gamma_{333333} \). Equation (A.8c) has 5 independent constants for 3D case with \( \eta_3 \neq 0 \), and 2 constants for a 2D case with \( \eta_3 = 0 \).

**Appendix B. Analytical solutions**

One obtains from Eq.(5) three coupled equations of state for the components of the order parameter \( \eta = (\eta_1, \eta_2, \eta_3) \):
Possible stable phases of free energy (5) corresponding to solutions of Eq. (B.1) for $\eta_3 = 0$ are listed in Table SI.

**Table SI.** Possible stable phases of free energy (5) valid for $\eta_3 = 0$

| Phase       | Order parameter components $\eta_1, \eta_2$                                                                 | Phase energy and stability conditions |
|-------------|----------------------------------------------------------------------------------------------------------|---------------------------------------|
| Disordered  | $\eta_1 = \eta_2 = 0$,
$\eta_\perp = \sqrt{\eta_1^2 + \eta_2^2} = 0$                                                        | $f_L^0 = 0 = \text{min}$. Stability conditions are $\beta_{11} > 0$,
$\alpha_{11} \geq 0$ or $\beta_{11} < 0, \gamma_{111} \geq 0, \gamma_{222} \geq 0$,
$\beta_{11}^2 - 4\alpha_{11} \gamma_{222} \leq 0, \beta_{11}^2 - 4\alpha_{11} \gamma_{111} \leq 0$ |
| $G_2$-phase | $\eta_1 = \eta_\perp \cos(\varphi_m)$,
$\eta_2 = \eta_\perp \sin(\varphi_m)$,
$\eta_\perp = \sqrt{\beta_{11}^2 - 3\alpha_{11} \gamma_{222} + \beta_{11}}$,
$\varphi_m = \pi \pm \frac{\pi}{3} m, \ m = 0, ..., 5.$                                                | $f_L^{G_2} = \frac{-\alpha_{11}^2 \left[ \beta_{11}^2 - 4\alpha_{11} \gamma_{222} \right]}{2 \beta_{11}^2 - 3\alpha_{11} \gamma_{222}}^{1/2} + 2\beta_{11}^3 - 9\alpha_{11} \beta_{11} \gamma_{222} = \text{min}$
Stability conditions are
$\alpha_{11} < 0, \gamma_{111} \geq \gamma_{222} \geq 0$ or
$\alpha_{11} > 0, \beta_{11} < 0, \beta_{11}^2 \geq 4\alpha_{11} \gamma_{222}, \gamma_{111} \geq \gamma_{222} \geq 0$ |
| $G_1$-phase | $\eta_1 = \eta_\perp \cos(\varphi_m)$,
$\eta_2 = \eta_\perp \sin(\varphi_m)$,
$\eta_\perp = \sqrt{\beta_{11}^2 - 3\alpha_{11} \gamma_{111} + \beta_{11}}$,
$\varphi_m = \frac{\pi}{3} m, \ m = 0, ..., 5.$                                                | $f_L^{G_1} = \frac{-\alpha_{11}^2 \left[ \beta_{11}^2 - 4\alpha_{11} \gamma_{111} \right]}{2 \beta_{11}^2 - 3\alpha_{11} \gamma_{111}}^{1/2} + 2\beta_{11}^3 - 9\alpha_{11} \beta_{11} \gamma_{111} = \text{min}$
Stability conditions are
$\alpha_{11} < 0, \gamma_{222} \geq \gamma_{111} \geq 0$ or
$\alpha_{11} > 0, \beta_{11} < 0, \beta_{11}^2 \geq 4\alpha_{11} \gamma_{111}, \gamma_{222} \geq \gamma_{111} \geq 0$ |

Now let us consider more general case when $\eta_3$ can be nonzero. Using polar coordinate system and putting $\tilde{\gamma}_{113} = \tilde{\gamma}_{133} = \tilde{\gamma}_{333} = \tilde{\gamma}_{115} = \tilde{\gamma}_{135} = 0$, one obtains from Eq. (B.1) three coupled equations of state for $\tilde{\eta}_i$ and $\varphi$.  

$$
(2\alpha_{11} \eta_1 + 4\beta_{11}(\eta_1^2 + \eta_2^2) \eta_1 + 2\beta_{13} \eta_3 \eta_1 + 3\beta_{15} \eta_3 (\eta_1^3 - \eta_2^3) + 6\gamma_{111}(\eta_1^4 - 4\eta_1^2 \eta_2^2 + 3\eta_1^4) \eta_1 + 2\gamma_{133} \eta_3^4 \eta_1 + 12\gamma_{222}(3\eta_1^2 - \eta_2^2) \eta_1^3 \eta_1 + 4\gamma_{113}(\eta_1^2 + \eta_2^2) \eta_1^5 \eta_1 + 6\gamma_{115} \eta_3 (5\eta_1^4 - 6\eta_1^2 \eta_2^2 - 3\eta_1^4) + 3\gamma_{133} \eta_3^5 (\eta_1^2 - \eta_2^2) = 0,
$$

$$
(2\alpha_{11} \eta_2 + 4\beta_{11}(\eta_1^2 + \eta_2^2) \eta_2 + 2\beta_{13} \eta_3 \eta_2 + 3\beta_{15} \eta_3 (\eta_1^3 - \eta_2^3) + 6\gamma_{111}(\eta_1^4 - 4\eta_1^2 \eta_2^2 + 3\eta_1^4) \eta_2 + 2\gamma_{133} \eta_3^4 \eta_2 + 12\gamma_{111}(3\eta_1^2 - \eta_2^2) \eta_1^3 \eta_2 + 4\gamma_{113}(\eta_1^2 + \eta_2^2) \eta_1^5 \eta_2 + 2\gamma_{115} \eta_3 (5\eta_1^4 - 6\eta_1^2 \eta_2^2 - 3\eta_1^4) - 6\gamma_{133} \eta_1 \eta_2^3 \eta_3 = 0,
$$

$$
(2\alpha_{13} \eta_3 + 2\beta_{13}(\eta_1^2 + \eta_2^2) \eta_3 + 2\beta_{15} \eta_1 (\eta_1^3 - \eta_2^3) + 4\beta_{13} \eta_3^3 + 2\gamma_{113}(\eta_1^2 + \eta_2^2) \eta_1^3 \eta_3 + 4\gamma_{133}(\eta_1^2 + \eta_2^2) \eta_1^5 \eta_3 + 6\gamma_{333} \eta_3^5 + \gamma_{115} \eta_3 (\eta_1^2 - \eta_2^2) \eta_1^3 + 3\gamma_{133} \eta_3^5 (\eta_1^2 - \eta_2^2) = 0.
$$

(B.1)
\[
\begin{align*}
&\left(\gamma - 1\right) \tilde{n}_3^6 \sin(6\varphi) - \tilde{b}_{13} b \tilde{n}_3^3 \tilde{n}_3 \sin(3\varphi) = 2 \left(\gamma - 1\right) \tilde{n}_3^6 \cos(3\varphi) - \tilde{b}_{13} b \tilde{n}_3^3 \tilde{n}_3 \sin(3\varphi) = 0, \\
&2a \tilde{n}_3^5 + 4b \tilde{n}_3^3 + 6 \cos^2(3\varphi) + \gamma \sin^2(3\varphi) \tilde{n}_3^5 + b \tilde{b}_{13} \tilde{n}_3^3 \tilde{n}_3 \cos(3\varphi) = 0, \\
&2 \left(\lambda c + \tilde{b}_{13} b \tilde{n}_3^3 \tilde{n}_3 + 4 \delta \tilde{n}_3^3 + \tilde{b}_{13} b \tilde{n}_3^3 \cos(3\varphi) = 0.\right.
\end{align*}
\]

From these equations the angles can be found from equations, \(\cos(3\varphi) = \frac{\tilde{b}_{13} b \tilde{n}_3^3}{2(\gamma - 1)\tilde{n}_3^3}\) (case 1) or \(\sin(3\varphi) = 0\) (case 2). For these 2 cases Eqs.(B.2) split into the systems:

**Case 1.** For \(\cos(3\varphi) = \frac{\tilde{b}_{13} b \tilde{n}_3^3}{2(\gamma - 1)\tilde{n}_3^3}\) the free energy is
\[
\tilde{g} = a \tilde{n}_3^5 + \beta \tilde{n}_3^5 + \left(1 - \gamma\right) \cos^2(3\varphi) + \gamma \tilde{n}_3^5 + b \tilde{b}_{13} \tilde{n}_3^3 \tilde{n}_3 \cos(3\varphi) = 0,
\]
\[
\equiv a \tilde{n}_3^5 + \beta \tilde{n}_3^5 + \gamma \tilde{n}_3^5 + \left(\lambda c + \frac{\tilde{b}_{13} b^2}{2(\gamma - 1)}\right) \tilde{n}_3^5 + \delta \tilde{n}_3^5 + \tilde{b}_{13} b \tilde{n}_3^3 \tilde{n}_3^3.
\]

Minimization of the energy (B.3) with respect to \(\tilde{n}_3 \) and \(\tilde{n}_3 \) leads to the equations:
\[
\begin{align*}
&\left\{\lambda c + \frac{\tilde{b}_{13} b^2}{2(\gamma - 1)} + \tilde{b}_{13} b \tilde{n}_3^3 \tilde{n}_3 + 2 \delta \tilde{n}_3^3 = 0, \quad \Rightarrow \quad \tilde{n}_3 = 0 \quad \text{or} \quad \tilde{n}_3^2 = -\frac{\lambda c + \tilde{b}_{13} b \tilde{n}_3^3}{2\delta} - \frac{\tilde{b}_{13} b^2}{4\delta(\gamma - 1)},
\end{align*}
\]
\[
\begin{align*}
&\tilde{n}_3 \left(a + \tilde{b}_{13} b \tilde{n}_3^3 + 2b \tilde{n}_3^3 + 3\gamma \tilde{n}_3^4 \right) = 0, \quad \Rightarrow \quad \\
&\Rightarrow \tilde{n}_3 \left(a - \lambda c - \frac{\tilde{b}_{13} b}{2\delta} - \frac{\tilde{b}_{13} b^3}{4\delta(\gamma - 1)} + 2b - \frac{\tilde{b}_{13} b^2}{2\delta}\right) \tilde{n}_3^5 + 3\gamma \tilde{n}_3^4 = 0, \quad \text{or} \quad \tilde{n}_3 \left(a + 2b \tilde{n}_3^3 + 3\gamma \tilde{n}_3^4 \right) = 0 \Rightarrow
\end{align*}
\]
\[
(a^* - a - \lambda c - \frac{\tilde{b}_{13} b}{2\delta} - \frac{\tilde{b}_{13} b^3}{4\delta(\gamma - 1)}), \quad \text{and} \quad b^* = b - \frac{\tilde{b}_{13} b^2}{4\delta}.
\]

There are 2 groups of solutions of Eq.(B.4), namely:
\[
\begin{align*}
&\tilde{n}_3 = \frac{1}{\sqrt{3\gamma}} \left(\sqrt{\beta^* \gamma - 3\gamma a^* - \beta^*}\right), \quad \text{(B.5a)}
\end{align*}
\]
\[
\tilde{n}_3 = \pm \sqrt{\frac{\lambda c + \tilde{b}_{13} b \tilde{n}_3^3}{2\delta} - \frac{\tilde{b}_{13} b^2}{4\delta(\gamma - 1)}},
\]

where \(a^* = a - \lambda c - \frac{\tilde{b}_{13} b}{2\delta} - \frac{\tilde{b}_{13} b^3}{4\delta(\gamma - 1)}\) and \(b^* = b - \frac{\tilde{b}_{13} b^2}{4\delta}\). Since \(\tilde{n}_3 b \tilde{n}_3^3 \tilde{n}_3^3 \cos(3\varphi)\) is min for the solutions (B.5a), they are “mixed” G123 phase. The polar angle has 6 directions
\[
\cos(3\varphi) = \frac{\tilde{b}_{13} b \tilde{n}_3^3}{2(\gamma - 1)\tilde{n}_3^3}, \quad \varphi = \pm \frac{1}{3} \arccos \left[\frac{\tilde{b}_{13} b \tilde{n}_3^3}{2(\gamma - 1)\tilde{n}_3^3}\right] + \frac{2\pi m}{3}, \quad m = 0, 1, 2. \quad \text{(B.5b)}
\]

The 6-fold degenerated energy value corresponding to extremum is
The energy extremum is minimum at $\gamma < 1$.

Another solution is:

$$\tilde{\eta}^2_\perp = \frac{1}{3\gamma} \left( \sqrt{\beta^2 - 3\gamma a - \beta} \right) \frac{-a}{\sqrt{\beta^2 - 3\gamma a + \beta}}, \quad \tilde{\eta}_3 = 0, \quad \phi = \pm \frac{\pi}{6} + \frac{2\pi m}{3} \quad (B.5d)$$

The energy of the solution (B.5d) is already listed in Table III as “pure” G2 phases.

**Case 2.** For $\sin(3\phi) = 0$, $\phi = \frac{\pi m}{3}$, $m = 0, 1, 2, 3$, the free energy is

$$\tilde{g} = a \tilde{\eta}^2_\perp + \beta \tilde{\eta}^4_\perp + \tilde{\eta}^6_\perp + \lambda c \tilde{\eta}^3_3 + \delta \tilde{\eta}^4_3 + b \tilde{\eta}^2_\perp \left[ \tilde{\beta}_{13} \tilde{\eta}^2_3 + (-1)^m \tilde{\beta}_{15} \tilde{\eta}_1 \tilde{\eta}_3 \right] \quad (B.6)$$

Minimization of the energy (B.6) with respect to $\tilde{\eta}_\perp$ and $\tilde{\eta}_3$ leads to the equations:

$$\begin{aligned}
\left[ \tilde{\eta}_\perp \left( 2a + 4\beta \tilde{\eta}^2_\perp + 6\tilde{\eta}^4_\perp + b \left[ 2\tilde{\beta}_{13} \tilde{\eta}^2_3 + (-1)^m 3\tilde{\beta}_{15} \tilde{\eta}_1 \tilde{\eta}_3 \right] \right) \right] = 0, \\
2(\lambda c + \tilde{\beta}_{15} b \tilde{\eta}^2_\perp) \tilde{\eta}_3 + 48 \tilde{\eta}^3_3 + (-1)^m \tilde{\beta}_{13} b \tilde{\eta}^3_\perp = 0.
\end{aligned} \quad (B.7)$$

Assuming that the appearance of $\tilde{\eta}_3$ obeys the second order phase transition scenario, while the appearance of $\tilde{\eta}_\perp$ can be of the first order, approximate solution of Eqs.(B.7) becomes possible for small enough $|\tilde{\beta}_{15} b| << 1$ in the vicinity of the $\tilde{\eta}_3$ second order phase transition. Here $\tilde{\eta}_3$ is too small to affect $\tilde{\eta}_\perp$ strongly and so in the first approximation the solutions of the second Eq.(B.7) are

$$\tilde{\eta}_3 \approx \begin{cases} 
\pm \sqrt{\frac{\lambda c + \tilde{\beta}_{13} b \tilde{\eta}^2_\perp}{2\delta}} + (-1)^m \frac{\tilde{\beta}_{15} b \tilde{\eta}_3}{4(\lambda c + \tilde{\beta}_{13} b \tilde{\eta}^2_\perp)}, & \lambda c + \tilde{\beta}_{13} b \tilde{\eta}^2_\perp < 0, \\
- \frac{(-1)^m \tilde{\beta}_{13} b \tilde{\eta}^3_\perp}{2(\lambda c + \tilde{\beta}_{13} b \tilde{\eta}^2_\perp)}, & \lambda c + \tilde{\beta}_{13} b \tilde{\eta}^2_\perp > 0
\end{cases} \quad (B.8)$$

The perturbation approach can be used for small $|\tilde{\beta}_{13} b| << 1$ and $|\tilde{\beta}_{15} b| << 1$, which become small simultaneously.

2a) Let us consider $\lambda c + \tilde{\beta}_{13} b \tilde{\eta}^2_\perp < 0$ at first. The in-plane components amplitude allowing for Eq.(B.7)-(B.8) are

$$\begin{aligned}
\tilde{\eta}_\perp &= 0, \\
2a - \tilde{\beta}_{13} b \lambda c \delta + 4 \left( -1 \right)^m 3 \tilde{\beta}_{15} b \tilde{\eta}_3 \sqrt{\frac{\lambda c}{2\delta}} \tilde{\eta}^4_\perp + 6 \tilde{\eta}^4_\perp &\approx -(-1)^m 3 \tilde{\beta}_{15} b \tilde{\eta}_3 \sqrt{\frac{\lambda c}{2\delta}} \tilde{\eta}^4_\perp
\end{aligned} \quad (B.9a)$$
At $\beta_{15} = 0$ the last equation has the solution 
\[ \tilde{\eta}_\perp = \frac{1}{\sqrt{3}} \left( \sqrt{\beta^* - 3a^* - \beta^*} \right), \] 
where $a^* = a - \lambda c \frac{\tilde{\beta}_{13} b}{2\delta}$
and $\beta^* = \beta - \frac{\tilde{\beta}_{13}^2 b^2}{4\delta}$. The solution has 12-fold degenerated energy extremums 
\[ \tilde{g}^\text{ext}_L \approx \frac{-a^* \left( \beta^* - 4a^* \right)}{2(\beta^* - 3a^*)^{3/2} + 2\beta^* - 9\beta^* a^*}. \] 
For $0 < |\beta_{13} b| << 1$ the energy value can be approximated as 
\[ \tilde{g}^\text{ext}_L \approx \frac{-a^* \left( \beta^* - 4a^* \right)}{2(\beta^* - 3a^*)^{3/2} + 2\beta^* - 9\beta^* a^*} \pm (1)^n \tilde{\beta}_{13} b \tilde{\eta}_\perp^{1/3} \tilde{\eta}_3. \] 

Expression (B.9b) is 6-fold degenerated for the each sign of $\tilde{\eta}_3$ (positive or negative), indicating the transition of a planar hexagon minima to 2 triangles minima located in different planes 
\[ \tilde{\eta}_3 \approx \pm \sqrt{\frac{-\lambda c}{2\delta}} \] 
for $(-1)^n \tilde{\beta}_{13} b < 0$ and $\tilde{\eta}_3 \approx \mp \sqrt{\frac{-\lambda c}{2\delta}}$ for $(-1)^n \tilde{\beta}_{13} b > 0$.

2b) Now let us consider $\lambda c + \tilde{\beta}_{13} b\tilde{\eta}_\perp^2 > 0$. The in-plane components amplitude allowing for Eq.(B.7)-(B.8) are
\[ \begin{bmatrix} \tilde{\eta}_\perp &= 0 \\ 2a + 4\beta \tilde{\eta}_\perp^2 + 6\tilde{\eta}_\perp^4 + \frac{\tilde{\beta}_{13}^2 b^2 \tilde{\eta}_\perp^6}{2(\lambda c + \tilde{\beta}_{13} b\tilde{\eta}_\perp^2)^2} &= \frac{3\tilde{\beta}_{13}^2 b^2 \tilde{\eta}_\perp^4}{2(\lambda c + \tilde{\beta}_{13} b\tilde{\eta}_\perp^2)} \end{bmatrix} \] 

The last equation can be simplified as 
\[ a + 2\beta \tilde{\eta}_\perp^2 + 3 \left( 1 - \frac{\tilde{\beta}_{13}^2 b^2}{4\lambda c} \right) \tilde{\eta}_\perp^4 \approx 0, \] 
and has the solution, 
\[ \tilde{\eta}_\perp \approx \sqrt{\frac{\sqrt{\beta^* - 3a(1-\eta)} - \beta}{3(1-\eta)}}, \] 
where $\eta = \frac{\tilde{\beta}_{13}^2 b^2}{4\lambda c}$. For $0 \leq |\tilde{\beta}_{13} b| << 1$ the solution corresponds to energy extrema
\[ \tilde{g}^\text{ext}_L = \frac{-a^* \left( \beta^* - 4(1-\eta)a \right)}{2(\beta^* - 3(1-\eta)a)^{3/2} + 2\beta^* - 9(1-\eta)\beta a} - \frac{\tilde{\beta}_{13}^2 b^2 \tilde{\eta}_\perp^4}{2(\lambda c + \tilde{\beta}_{13} b\tilde{\eta}_\perp^2)} \] 

In fact expression (B.10b) is nothing else but 2-nd order correction to the G13-phase that is valid at $\lambda c > 0$.

REFERENCES
1 S. Song, D. H. Keum, S. Cho, D. Perello, Y. Kim, and Y. H. Lee. Room temperature semiconductor–metal transition of MoTe2 thin films engineered by strain. Nano Lett. 16, 188-193 (2015).
2 S. Kang, S. Jeon, S. Kim, D. Seol, H. Yang, J. Lee, and Y. Kim. Tunable out-of-plane piezoelectricity in thin-layered MoTe2 by surface corrugation-mediated flexoelectricity. ACS Appl. Mater. Interfaces 10, 27424-27431 (2018).
3 K.-A. N. Duerloo, Y. Li, and E. J. Reed. Structural phase transitions in two-dimensional Mo- and W-dichalcogenide monolayers. Nat. Commun. 5, 4214 (2014).
4 P. Johari, and V. B. Shenoy. Tuning the electronic properties of semiconducting transition metal dichalcogenides by applying mechanical strains. ACS nano 6, 5449-5456 (2012).
5 J. Berry, S. Zhou, J. Han, D. J. Srolovitz, and M. P. Haataja. Dynamic phase engineering of bendable transition metal dichalcogenide monolayers. Nano letters 17, 2473-2481 (2017).
6 J. Berry, S. Zhou, J. Han, D. J. Srolovitz, and M. P. Haataja. Domain morphology and mechanics of the H/T′ transition metal dichalcogenide monolayers. Phys. Rev. Mater. 2, 114002 (2018).
7 S. Ahmad, and S. Mukherjee. A comparative study of electronic properties of bulk MoS2 and its monolayer using DFT technique: application of mechanical strain on MoS2 monolayer. Graphene 3, 52 (2014).
8 Y. Zhang, T.-R. Chang, B. Zhou, Y.-T. Cui, H. Yan, Z. Liu, F. Schmitt. Direct observation of the transition from indirect to direct bandgap in atomically thin epitaxial MoSe2. Nat. Nanotechnol. 9, 111 (2014).
9 N. Onofrio, D. Guzman, and A. Strachan. Novel doping alternatives for single-layer transition metal dichalcogenides. J. Appl. Phys. 122, 185102 (2017).
10 W. Wang, C. Yang, L. Bai, M. Li, and W. Li. First-principles study on the structural and electronic properties of monolayer MoS2 with S-vacancy under uniaxial tensile strain. Nanomaterials 8, 74 (2018).
11 M. Drüppel, T. Deilmann, J. Noky, P. Marauhn, P. Krüger, and M. Rohlfing. Electronic excitations in transition metal dichalcogenide monolayers from an LDA+ GdW approach. Phys. Rev. B 98, 155433 (2018).
12 J. Suh, T. L. Tan, W. Zhao, J. Park, D.-Y. Lin, T.-E. Park, J. Kim. Reconfiguring crystal and electronic structures of MoS2 by substitutional doping. Nat. Commun. 9, 199 (2018).
13 P. Miro, M. Audiffred, T. Heine. An atlas of two dimensional materials. Chem. Soc. Rev. 43, 6537 (2014).
14 X. Li, L. Tao, Z. Chen, H. Fang, X. Li, X. Wan, J.-B. Xu, H. Zhu. Graphene and related two-dimentional materials: Structure-property relationship for electronics and optoelectronics. Appl. Phys. Rev. 4, 021306 (2017).
15 O. V. Yazyev, A. Kis. MoS2 and semiconductors in the flatland. Mater. Today 18, 20 (2015).
16 D.-H. Lien, S. Z. Uddin, M. Yeh, M. Amani, H. Kim, J. W. Ager, E. Yablonovitch, A. Javey. Electrical suppression of all nonradiative recombination pathways in monolayer semiconductors. Science, 364, 468 (2019).
17 Z. B. Aziza, H. Henck, D. Di Felice, D. Pierucci, J. Chaste, C. H. Naylor, A. Balan, Y. J. Dappe, A. C. Johnson, and A. Ouerghi. Bandgap inhomogeneity of MoS2 monolayer on epitaxial graphene bilayer in van der Waals pn junction. Carbon 110, 396-403 (2016).
18 T. Li, P. Sharma, A. Lipatov, H. Lee, J.-W. Lee, M. Y. Zhuravlev, T. R. Paudel, Y.A. Genenko, C.B. Eom, E.Y. Tsymbal, and A. Sinitskii, Polarization-mediated modulation of electronic and transport properties of hybrid MoS2–BaTiO3–SrRuO3 tunnel junctions. Nano Lett. 17, 922-927 (2017).

19 R. Murray, and B. Evans. The thermal expansion of 2H-MoS2 and 2H-WSe2 between 10 and 320 K. J. Appl. Crystallogr. 12, 312-315 (1979).

20 E.A. Eliseev, A.N. Morozovska, M.D. Glinchuk, B.Y. Zaulychny, V.V. Skorokhod, R. Blinc. Surface-induced piezomagnetic, piezoelectric, and linear magnetoelectric effects in nanosystems. Phys. Rev. B. 82, 085408 (2010).

21 K.-A. N. Duerloo, Y. Li, and E. J. Reed, Structural phase transitions in two-dimensional Mo- and W-dichalcogenide monolayers, Nat. Commun. 5, 4214 (2014).

22 A.N. Enyashin, L. Yadgarov, L. Houben, I. Popov, M. Weidenbach, R. Tenne, M. Bar-Sadan, and G. Seifert. New route for stabilization of 1T-WS2 and MoS2 phases. J. Phys. Chem. C 115, 24586–24591 (2011).

23 G. Eda, T. Fujita, H. Yamaguchi, D. Voiry, D. Chen, M. Chhowalla, Coherent Atomic and Electronic Heterostructures of Single-Layer MoS2. ACS Nano 6, 7311–7317 (2012).

24 H.-J. Lamfers, A. Meetsma, G.A. Wiegers, J.L. de Boer, The Crystal Structure of Some Rhenium and Technetium Dichalcogenides. J. Alloys Compd. 241, 34–39 (1996).

25 C. H. Ho, Y. S. Huang, P. C. Liao, and K. K. Tiong. Crystal structure and band-edge transitions of ReS_{2-x}Se_x layered compounds. J. Phys. Chem. Solids 60, 1797-1804 (1999).

26 Material properties: ReS2 (ID mp-572758), <https://materialsproject.org/materials/mp-572758/>

27 Material properties: ReS2 (ID mp-1232344), <https://materialsproject.org/materials/mp-1232344/>

28 Y.-C. Lin, H.-P. Komsa, C.-H. Yeh, T. Bjorkman, Z.-Y. Liang, C.-H. Ho, Y.-S. Huang, P.-W. Chiu, A. V. Krasheninnikov, and K. Suenaga. Single-Layer ReS2: Two-Dimensional Semiconductor with Tunable In-Plane Anisotropy. ACS nano 9, 11249-11257 (2015).

29 S.V. Kalinin et al., unpublished

30 E.A. Eliseev, A.N. Morozovska, M.D. Glinchuk, B.Y. Zaulychny, V.V. Skorokhod, R. Blinc. Surface-induced piezomagnetic, piezoelectric, and linear magnetoelectric effects in nanosystems. Phys. Rev. B. 82, 085408 (2010).

31 For 3D symmetry the transformation matrix has the general form \( \hat{C} = \begin{pmatrix} C_{11} & C_{12} & C_{13} \\ C_{21} & C_{22} & C_{23} \\ C_{31} & C_{32} & C_{33} \end{pmatrix} \). 2D symmetry the transformation matrix has the block form, \( \hat{C} = \begin{pmatrix} C_{11} & C_{12} & 0 \\ C_{21} & C_{22} & 0 \\ 0 & 0 & 1 \end{pmatrix} \).

32 J.H. Choi, S.H. Jhi. Origin of robust out-of-plane ferroelectricity in d1T-MoS 2 monolayer. J.Phys.: Cond. Matter 32 045702 (2020).
33 M. Wu, S. Dong, K. Yao, J. Liu, and X. C. Zeng. Ferroelectricity in covalently functionalized two-dimensional materials: integration of high-mobility semiconductors and nonvolatile memory. Nano Lett. 16, 7309-7315 (2016).
34 L. Li, and M. Wu. Binary compound bilayer and multilayer with vertical polarizations: two-dimensional ferroelectrics, multiferroics, and nanogenerators. ACS nano 11, 6382-6388 (2017).
35 S.N. Shirodkar and U.V. Waghmare. Emergence of ferroelectricity at a metal-semiconductor transition in a 1T monolayer of MoS 2. Phys. Rev. Lett. 112, 157601 (2014).
36 P. Sharma, F.-X. Xiang, D.-F. Shao, D. Zhang, E.Y. Tsymbal, A.R. Hamilton, and J. Seidel. A room-temperature ferroelectric semimetal. Sci. Adv. 5, eaax5080 (2019).
37 S. Yuan, X. Luo, H.L. Chan, C. Xiao, Y. Dai, M. Xie, and J. Hao. Room-temperature ferroelectricity in MoTe 2 down to the atomic monolayer limit. Nat. Commun. 10, 1775 (2019).
38 S. V. Kalinin, and V. Meunier. Electronic flexoelectricity in low-dimensional systems. Phys. Rev. B, 77, 033403 (2008).