Chiral thermodynamics in tailored chiral optical environments
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We present an optomechanical model that describes the stochastic motion of an overdamped chiral nanoparticle diffusing in the optical bistable potential formed in the standing-wave of two counter-propagating Gaussian beams. We show how chiral optical environments can be induced in the standing-wave with no modification of the initial bistability by controlling the polarizations of each beam. Under this control, optical chiral densities and/or an optical chiral fluxes are generated, associated respectively with reactive vs. dissipative chiral optical forces exerted on the diffusing chiral nanoparticle. This optomechanical chiral coupling bias the thermodynamics of the thermal activation of the barrier crossing, in ways that depend on the nanoparticle enantiomer and on the optical field enantiomorph. We show that reactive chiral forces, being conservative, contribute to a global, enantiospecific, change of the Helmholtz free energy bistable landscape. In contrast, when the chiral nanoparticle is immersed in a dissipative chiral environment, the symmetry of the bistable potential is broken by non-conservative chiral optical forces. In this case, the chiral electromagnetic fields continuously transfer, through dissipation, mechanical energy to the chiral nanoparticle. For this chiral nonequilibrium steady-state, the thermodynamic changes of the barrier crossing take the form of heat transferred to the thermal bath and yield chiral deracemization schemes that can be explicitly calculated within the framework of our model. Three-dimensional stochastic simulations confirm and further illustrate the thermodynamic impact of chirality. Our results reveal how chiral degrees of freedom both of the nanoparticle and of the optical fields can be transformed into true thermodynamics control parameters, thereby demonstrating the significance of optomechanical chiral coupling in stochastic thermodynamics.

I. INTRODUCTION

Recently, optomechanical manifestations of chiral light-matter interactions have been explored in the form of new optical forces that stem from the coupling between a chiral object and a chiral electromagnetic field [1–4]. Because they intertwine the chiral content of the electromagnetic field with the chiral response of the object, the new forces are enantioselective and have led to promising chiral sorting strategies [5–11]. These strategies have obviously a strong applicative potential at the nanoscale, when targeting molecular chiral resolution by optomechanical means [12]. At these scales, thermal fluctuations impose a stochastic description of these chiral forces that provides an interesting framework for studying the thermodynamics significance of the chiral coupling. It is the purpose of this work to highlight thermodynamic signatures of chirality and thus to address the fundamental question of chirality in the context of stochastic thermodynamics [13–16].

In a thermodynamic approach, it is interesting to view chiral forces as being induced when a chiral object is immersed within a chiral optical environment. This view indeed draws relevant analogies with chiral chemistry where the notion of asymmetric chemical evolution within chiral environments permeates a vast literature covering a wide range of topics [18–20]. Among many possible, we give here three illustrative examples. (a) H. Kagan et al. have reported that an asymmetric synthesis can be triggered when irradiating the reactants with circularly polarized light, yielding enantiomeric excess in the product formation [21]. (b) Chiral liquid crystals nuclear magnetic resonance (NMR) and (c) chiral chromatography both exploit the fact that in chiral solvents, solute-solvent interactions are enantioselective. In NMR, these interactions lead to differential orientations of molecular enantiomers with
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FIG. 1. Schematics of the proposed optomechanical model. Two counter-propagating ±k Gaussian beams, focused to a common waist by two objectives, create a bistable potential free energy surface. A diffusing chiral nanoparticle, optically trapped in this potential in the dipolar regime, is thermally activated and crosses, in both z ≤ 0 directions, the barrier separating the two potential wells. Depending on the settings of the polarization vectors e± of the beams, optical chiral density K(r) and/or chiral flux \( \Phi(r) \) can be induced in the standing wave between the objectives. When this happens, a chiral coupling involves the chirality of the nanoparticle via the chiral polarizability \( \chi \) and the chirality of the field via \( K(r) \) and \( \Phi(r) \), which are respectively time-even pseudoscalar and pseudovector, i.e. truly chiral quantities [17]. The chiral coupling generates chiral optical forces that act on the nanoparticle and bias the diffusing motion of the nanoparticle within the bistable potential. This therefore endows the thermally activated barrier crossing with an enantiospecific, chiral discriminative, thermodynamics.
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respect to the magnetic field. As a consequence, NMR parameters, such as chemical shift anisotropy, are enantiomerically dependent, achieving high-resolution chiral discrimination capacities [22, 23]. In chiral chromatography too, the chirality of the stationary phase (the chiral selector) is crucial for forming, through non-covalent interactions between the enantiomers and the chiral selector, diastereoisomer complexes that have different free energies depending on the enantiomer. Differences in free energies lead to driving forces for retention in the column that become enantiodependent [24, 25].

In these examples, the precise role played by the chiral coupling in the thermodynamics is not always easy to uncover explicitly. This has driven us to propose an optomechanical Brownian model that involves chiral optical forces and which aim is to formulate an enantiospecific thermodynamics explicitly, as schematized in Fig. 1. We set our model in the framework of the thermal activation of a barrier crossing proven by H.A. Kramers to yield efficient diffusion models of chemical reactions [26]. As such, the so-called Kramers problem [27] is immediately connected with the field of chiral chemistry where a great variety of chiral molecular systems do exhibit thermally activated bistability [28]. The bistable potential is indeed, and even before Kramers, central to the first historical explanation of the stability of chiral molecules in the so-called Hund’s paradox [29]. Room temperature fast interconversions of enantiomers through conformational barriers are usually modeled as dynamical processes that lead, in the majority of cases, to racemic solutions. In this context, bistability provides a conceptual framework for describing such interconversions but also for investigating the possible modifications of the interconversion rates in order to favor one enantiomer with respect to the other, a process known as deracemization.

In chemistry, finding such possibilities is important in that they can allow to form enantiomerically pure systems from racemic mixtures, a result of paramount importance in the pharmaceutical industry. But deracemization is usually a process that is entropically penalized with respect to racemization and that therefore demands stereoselective interactions able to bias the bistable dynamics [30, 31]. There, the influence of external chiral optical fields in deracemization was early anticipated, notably by Pasteur, Le Bel and Van’t Hoff in the 19th century, much later verified experimentally [32, 33], and currently at the heart of the development of chiroptical molecular machines [34]. However, the thermodynamics involved in the variety of deracemization processes (by crystallization, chemistry, light, etc) is not always easy to resolve in an explicit way. The key result of our work is to evaluate the influence of the chiral coupling on the thermodynamics of the barrier crossing, providing an optomechanical analog of chiral discrimination and deracemization processes.

Similar issues torment the search for the origin of homochirality where, too, bistability plays a central role [35–38]. In this search, the concept of spontaneous mirror symmetry breaking is often invoked. Starting from enantiomorph local minima at distinct reaction coordinates, separated by a high activation barrier but degenerated in terms of (Gibbs) free energies, the scenario is to explain how a stochastic selection of one enantiomer trapped in its minimum, at the initial condition, then followed by an amplification or autocatalytic process, can lead to the full predominance of only one chirality, being dextro for sugars or levo for amino acids [39, 40]. Alternatively, one can move away from such stochastic scenarios by rather resorting, more faithfully to Pasteur’s views of “asymmetric forces” [41], to underlying, systematic coupling mechanisms that can lift the enantiomeric free energy degeneracy and, as a consequence, lead to the asymmetry observed in biochemistry [42]. Such coupling mechanisms can rely on fundamental asymmetries, such as the violation of parity [43, 44]. They can also, and somehow more evidently, rely on the role of the environment (be it electromagnetic, chemical, geophysical, astronomical, so forth) which chirality determines the direction of the splitting in free energies [45].

It is the aim of the chiral optomechanical model presented in this Article to describe in details how a chiral environment can yield an enantiospecific thermodynamics within (Helmholtz) free energy landscapes.

II. SUMMARY OF OUR FRAMEWORK

From a dynamical viewpoint, the coupling between a chiral dipole and a chiral electromagnetic field (for instance, a circularly polarized light field) leads to specific types of optical forces, chiral in nature, that are exerted on the chiral dipole. Their general structure, in particular their reactive (conservative) and dissipative (non-conservative) nature, central to this work, is reminded in Section III of the manuscript. We explain the coupling mechanism through which new chiral optical forces emerge, as Pasteurian forces, from the “immersion” of the chiral dipole within a chiral electromagnetic environment. For the reasons exposed in the Introduction, we set this optical chiral coupling in a specific dual-beam optical configuration designed in such a way as to form a bistable optical trapping potential capable of implementing a Brownian thermal activation process. The dual-beam configuration and the associated double-well potential energy with its barrier height profile, are detailed in Section IV.

Our concept of tailored chiral optical environments is presented in Section V where we show that, keeping the electromagnetic energy density fixed, a fine polarization control enables to induce chiral densities and fluxes within the dual-beam interfering pattern in ratios fully controllable by the polarization parameters. We show in this Section how different types of chiral optical environments, of reactive and/or dissipative nature, can be generated depending on whether chiral densities or fluxes are selected. The nature of the environment then lead to the induction of specific chiral optical forces, that are conservative or non-conservative in reactive or dissipative chiral optical environments, respectively.

Section VI builds the stochastic model of a Brownian chiral nanoparticle optically trapped within a bistable potential energy in order to evaluate the thermodynamics consequences of the chiral coupling in both reactive and dissipative cases. This Section presents the one-dimensional Fokker-Planck description we use in order to calculate escape rates from both
sides of the potential barrier within the Kramers framework [26, 46].

In this thermodynamics framework, Section VII calculates the modification of the escape rates induced by immersing the chiral nanoparticle inside a reactive chiral environment. Induced chiral forces, being conservative, contribute to a global change of the Helmholtz free energy landscape, yielding new potential energy surfaces that depend both on the dipole enantiomer and on the optical field enantiomorph. In contrast, when the chiral coupling is set to be dissipative in Section VIII, the chiral optical forces exerted on the chiral dipole are non-conservative and the mechanical energy transferred by the chiral optical field to the dipole that is dissipated as heat into the thermal bath. In this case, the probability density function associated with the barrier crossing diffusion is modified, not by a change in the Helmholtz free energy as in the reactive case, but rather by creation of entropy. This is an important consequence of the dissipative coupling, giving in the context of chirality a clear illustration of the difference already stressed by C. Jarzynski in stochastic thermodynamics [47] between the “inclusive work” of reactive coupling where a conservative chiral force enters the definition of the free energy- and the “exclusive work” of the dissipative coupling where the symmetry breaking induced by a non-conservative chiral force is accompanied by the creation of heat/entropy, i.e. proceeding from a nonequilibrium steady state configuration.

The relevance of the Kramers framework for extracting the thermodynamics significance of our chiral optomechanical model is confirmed in Section IX by three-dimensional stochastic simulations of an overdamped Langevin equation. Physically, Fokker-Planck and Langevin equations are equivalent but they constitute different tools. The Langevin approach gives indeed access to the individual Brownian trajectory for the diffusion of a chiral nanosphere inside the bistable optical trap in the presence of either reactive or and dissipative chiral optical forces. Simulating the diffusive motions of a large number of chiral nanospheres leads to build statistical ensemble that greatly help visualizing the mechanical action of the chiral optical environment when calculating the probability density functions associated with the ensemble of trajectories. Consolidating our model approach based on escape rates, the simulations highlight the chiral thermodynamic decapenization scheme enabled by the dissipative chiral coupling as a potential chiral resolution strategy.

The results are complemented in Section X with statistics performed on the barrier crossing events at the level of single trajectories. These statistics lead to precise determinations of the average residency times in each of the bistable local wells. They actually point to the possibility to measure the chiral optical forces biasing the thermodynamics of the barrier crossing by only recording residency times. Exchanging thereby force measurements into time measurements paves the way to shortcut force calibration procedures and as such, to a strategy interesting to develop in the context of weak chiral force measurements. In particular, obtaining the average residency times in both the reactive and dissipative chiral coupling schemes yields an absolute measurement of both real and imaginary parts of the chiral polarizability of a single nanoparticle. This capacity is rooted in the fact that chiral coupling transforms chiral internal degrees of freedom of the trapped Brownian object into true thermodynamic control parameters. This feature constitutes a central outcome of our work.

III. A REMINDER ON ACHIRAL AND CHIRAL OPTICAL FORCES

We remind here the general expression of the time-averaged optical force $F$ exerted by a harmonic electromagnetic complex field $(E(r)e^{-i\omega t}, H(r)e^{-i\omega t})$ on a chiral dipole characterized by electric $p$ and magnetic $m$ dipolar moments coupled to the incident electric and magnetic fields through complex electric $\alpha$, magnetic $\beta$ and mixed electric-magnetic $\chi$ polarizabilities as $[1, 48]$

$$
\begin{pmatrix}
\mathbf{p} \\
\mathbf{m}
\end{pmatrix}
= 
\begin{pmatrix}
\alpha \varepsilon_f \\
-\varepsilon_f \chi_f / \beta
\end{pmatrix}
\begin{pmatrix}
\mathbf{E} \\
\mathbf{H}
\end{pmatrix},
$$

where $\varepsilon_f$, $\mu_f$ are the permittivity and permeability of the fluid enclosed in the optical trapping cell (deionized water).

As now well-known, the time-averaged optical force $F$ splits into a (standard) achiral and (new) chiral contributions. We defer to Appendix A the full expression for $F$ and neglect here and below all magnetic force contributions. This allows us writing simply

$$
F(r) = \text{Re} \left[ \frac{\chi}{\omega \varepsilon_f \mu_f} h_0(r) \right] + F_\alpha(r) + F_\chi(r),
$$

where $F_\alpha$ is the standard achiral optical force contribution that only involves $\alpha$ and $F_\chi$ is the new chiral optical force contribution that depends on the mixed electric-magnetic $\chi$ polarizability. Both achiral and chiral force contributions can be separated into reactive and dissipative components $[1, 49]$ engaging respectively the real and imaginary parts $(i)$ of the $(\alpha, \chi)$ polarizabilities and $(ii)$ of the vector fields $(f_0, h_0)$ that take simple forms with

$$
\begin{align*}
\text{Re}\left[f_0(r)\right] &= \nabla W_E(r) \\
\text{Im}\left[f_0(r)\right] &= -\omega \varepsilon_f \mu_f \Pi_0(r) \\
\text{Re}\left[h_0(r)\right] &= \nabla K(r) \\
\text{Im}\left[h_0(r)\right] &= -2\omega \varepsilon_f \mu_f (\Phi(r) - \nabla \times \Pi(r))/2.
\end{align*}
$$

The achiral contribution therefore is determined by $W_E(r) = \varepsilon_f E(r) \cdot E^*(r)/4$ the time-averaged (electric) energy density and $\Pi_0(r)$ the orbital part of the full Poynting vector $\Pi = \text{Re} \left[ E(r) \times H^*(r) \right]/2$, showing how the reactive achiral force component can be interpreted as a gradient force and the dissipative one as a radiation pressure, as already discussed in [50, 51]. For the chiral contribution, the chiral density $K(r) = \omega \varepsilon_f \mu_f \text{Im}\left[E(r) \cdot H^*(r)\right]/2$ and the chiral flux $\Phi(r) = -\omega \text{Im}\left[\varepsilon_f E(r) \times E^*(r) + \mu_f H(r) \times H^*(r)\right]/4$ measure the chirality of the electromagnetic field. Here, we
stress that $K(r)$ and $Φ(r)$ are time-even, parity-odd quantities, therefore truly chiral according to Barron’s definition [17].

These remarkable expressions reveal new types of optical forces, chiral in nature, that are induced when a chiral system is immersed within an electromagnetic field that contains either non-zero electromagnetic chiral density or chiral flux. These chiral optical forces intertwine the chirality of the matter with the chirality of the electromagnetic field and are enantioselective, explaining why they generated a strong interest since their predictions. Dipolar, they also do not depend on any specific energy-level structure of the chiral system involved. However, essentially because $χ ≪ α$, chiral optical forces remain small compared to achiral optical forces. This issue has driven many proposals for exploiting the potential of these chiral optical forces in chiral discriminatory schemes despite the fact that they correspond to relatively weak signals [1, 3, 5, 6, 8–11, 52].

The chiral light-matter coupling leads to simple relations. From the light part, chiral electromagnetic fields form a pair of enantiomorph optical environments when reversing the signs of $K(r), Φ(r)$ without changing the energy density. From the matter part, chiral dipoles form a pair of enantiomers with opposite signs for the real and imaginary parts of $χ$. We decide here to call a “right-handed” dipole one with $\text{Re} [χ] > 0$, $\text{Im} [χ] < 0$ and a “left-handed” dipole with $\text{Re} [χ] < 0$, $\text{Im} [χ] > 0$. In the model presented below, we fix a ratio $χ/α = 5\%$ calculated from the Clausius-Mossotti polarizabilities $α$ and $χ$ in the quasistatic limit see Appendix C for details.

IV. BISTABLE POTENTIAL ENERGY IN AN OPTICAL TRAP

The expressions of the optical forces being reminded, we now explain how the achiral force contribution can induce a bistable dynamics within the optical trap. To do so, i.e. to form a double-well trapping potential, we use a trapping configuration involving two counter-propagating Gaussian beams, focused on a common waist, already implemented in the context of optical force spectroscopy [53–55]. In the paraxial approximation [56] and using harmonic time dependent complex fields, the Gaussian beams, propagating either with a $+kz$ or $−kz$ phase along the $z$-optical axis ($k = \sqrt{2}ω/c$), can be evaluated at any position $r = q\hat{ρ} + z\hat{z}$ in the cylindrical coordinate system as:

$$E_{±}(r) = E_{±}(r)e^{±ikz}e_{±},$$

$$H_{±}(r) = \frac{1}{Z_{f}}E_{±}(r)e^{±ikz}(±\hat{z} \times e_{±}),$$

where $e_{±}$ are the (unit) polarization vectors associated with each field in each direction of propagation and $Z_{f} = \sqrt{μf/εf}$ the optical pendulum of the fluid. With beam waists $w_0$ and Rayleigh ranges $z_{R}$ identical for both beams, we have

$$E_{±}(r) = \frac{w_0}{w(z)}E_{±}(0)e^{±iφ(q,z)}e^{-\frac{q^2}{w^2(z)}}$$

where we note $φ(r) = kq^2/2R(z) − ξ(z)$ the Gaussian phase that accounts for the finite radius of curvature $R(z) = z[1 + (z/R)^2]^2$ of the beam and the Gouy phase $ξ(z) = \arg\tan[z/z_R]$, and $w(z) = w_0[1 + (z/z_0)^2]^{1/2}$ the beam radius measured along the optical axis from both sides of the waist. We define the polarization vectors by

$$e_+ = (\sqrt{1 − h_+}e_{r} + \sqrt{1 + h_+}e_{i})/\sqrt{2}$$

$$e_- = (\sqrt{1 − h_-}e^{i(δ−δθ)}e_{r} + \sqrt{1 + h_-}e^{i(δ+δθ)}e_{r})/\sqrt{2}$$

in the basis of left and right circular polarization vectors $e_{l}$ and $e_{r}$, with $h_+$ and $h_−$ corresponding to the helicity of both beams ranging from 1 for a right-handed circular polarization to $−1$ for a left-handed circular polarization. The phase delay between both beams is $δ$ and $δθ$ is the angle between the semi major axis of the polarization of both beams, as described in Fig. 2. The field superpositions $E_{sw}(r) = E_{+}(r) + E_{−}(r)$ and $H_{sw}(r)$ form a standing-wave. A crucial consequence for the forces is the zero Poynting vector inside the standing-wave because $E_{sw}(r) \times H_{sw}(r)$ is purely imaginary.

Before inducing any chiral coupling, let us look at the dynamical landscape within the optical trap when solely involving the achiral reactive force field $F_α(r) = \text{Re} [α] \nabla W_E(r)$. This force is conservative and the corresponding potential energy inside the optical trap $U_{\text{opt}}(r) = −\text{Re} [α] W_E(r)$ is determined by the time averaged electric energy density $W_E(r) = εfE_{sw}(r) \cdot E_{sw}(r)/4$ inside the standing-wave. The notations

$$h_1 = (\sqrt{1 − h_+1 − h_−1 − \sqrt{1 + h_+1 + h_−1}})/2$$

$$h_2 = (\sqrt{1 − h_+1 − h_−1 + \sqrt{1 + h_+1 + h_−1}})/2$$

$$φ(r) = δ + 2k\left(z + \frac{q^2}{2R(z)}\right) − 2ξ(z)$$

allow us to express in a simple way the separation of the energy density $W_E(r)$ between a trapping energy density $W_{\text{trap}}(r)$ independent of polarization, and an interference energy density $W_{\text{inter}}(r)$ according to:

$$W_E(r) = W_{\text{trap}}(r) + W_{\text{inter}}(r)$$

$$W_{\text{trap}}(r) = \frac{εf_0^2q^2}{2w^2(z)}\frac{2η^2}{εf}$$

$$W_{\text{inter}}(r) = W_{\text{trap}}(r)\left(h_2\cos δθ \cos φ(r) + h_1\sin δθ \sin φ(r)\right).$$

There is clearly a vast $(h_1, h_2, δ, δθ)$ parameter space available for the design of the potential energy landscape, as discussed in details in Appendix A. In order to set the double-well trapping potential, we start with linear polarizations $h_+ = h_- = 0$ giving $h_1 = 0, h_2 = 1$. The bistability profile can then be shaped by controlling the strength of the interferences superimposed to the trapping potential. This is done by adjusting $δθ$ to a value that leaves only one interference falling inside the trapping envelop strong enough to cause a force inversion around the waist see Fig. 11 in Appendix A for a detailed description of the landscape. This being fixed,
we force with \( \delta \) the potential energy \( U_{\text{opt}}(r) \) to be symmetric with respect to the waist position with a constructive interference at \( z = 0 \). Finally, the barrier height is adjusted via the two beam (even) intensities. These controls lead to the bistable optical potential inside the trap displayed in Fig. 3 (a) and (b) for the corresponding \( z \)-axial force field, with the corresponding values given in the figure caption.

\[ \delta = 45^\circ \]
\[ \delta \theta = 72^\circ \]

**FIG. 2.** The polarization vectors \( \mathbf{e}_\pm \) for each of the two counter-propagating Gaussian beams are represented for plane wave electric fields. In blue, a beam with \( \mathbf{e}_+ \) and \( k > 0 \) and in red, \( \mathbf{e}_- \) and \( k < 0 \). The schematics illustrates the effects of the phase \( \delta \) and the polarization main axis angle \( \delta \theta \) on beams linearly polarized with \( h_\pm = 0 \). The insets show the polarization ellipses for different values of \( h_\pm \). The effect of the \( \delta \theta \) parameter is seen when the beams are not circularly polarized.

**V. BISTABILITY IN CHIRAL OPTICAL ENVIRONMENTS**

The explicit expressions of the electromagnetic chiral density and chiral flux associated with the dual-beam configuration described above

\[
K(r) = -(h_+ - h_-) \cdot \omega \sqrt{\varepsilon f \mu_f} W_{\text{trap}}(r) \tag{13}
\]

\[
\Phi(r) = -(h_+ + h_-) \cdot \omega W_{\text{trap}}(r) \hat{z} \tag{14}
\]

immediately reveal that setting linear \( h_+ = h_- = 0 \) polarizations for both beams deprive the interference pattern from any chirality. But elliptically polarized beam endow the optical environment with chirality. This leads to the dynamical consequences that we now discuss.

The first key feature of our model is the possibility to choose \( h_+, h_- \) values that select \( K(r) \) or \( \Phi(r) \) (or both) while preserving exactly the bistable structure of the achiral potential energy defined in Sec. IV above. This is clearly seen in Fig. 3 (a) and (b). With such polarization choices therefore, the double-well landscape of the trap becomes optically chiral. According to Eq. (2), as soon as a chiral dipole is immersed in this chiral optical environment, the chiral coupling will induce chiral forces that add to the bistable dynamic which is, for its part, driven by the achiral force fields only.

The second important feature is the ability to select by polarization the reactive and/or dissipative nature of the chiral environment and thereby to induce on the chiral dipole reactive and dissipative forces

\[
F_{\text{reac}}(r) = \text{Re}[\chi] \frac{1}{\omega \sqrt{\varepsilon f \mu_f}} \nabla K(r) \tag{15}
\]

\[
F_{\text{disp}}(r) = \text{Im}[\chi] 2 \sqrt{\varepsilon f \mu_f} \Phi(r) \tag{16}
\]

that are, each, associated with one unique chiral quantity. The evolution of the reactive vs. dissipative nature of the chiral environment in the \((h_+, h_-)\) helicity space is displayed in Fig. 4 where it is clear that the two distinct reactive \([K(r) \neq 0, \Phi(r) = 0]\) vs. dissipative \([K(r) = 0, \Phi(r) \neq 0]\) chiral optical environments can be selected using \( h_+ = -h_- \)

**FIG. 3.** (a) Bistable optical potential energy \( U_{\text{opt}}(r) = -\text{Re} [\alpha] W_E(r) \) displaying the two local minima at \( z_A \) and \( z_C \) separated by the barrier at \( z_B \). The electric dipolar polarizability \( \alpha \) associated with an achiral \((\chi = 0)\) gold (Au) nanosphere of radius \( R = 20 \) nm is calculated using Au tabulated optical data measured at an illumination wavelength of 785 nm and the Clausius-Mossotti relations of Appendix C with \( \kappa_{\text{Au}} \equiv 0 \) in this case. (b) Corresponding optical achiral force field \( \mathbf{F}_\alpha = \text{Re} [\alpha] \nabla W_E(r) \) drawn in the waist region. This double-well profile in \( U_{\text{opt}}(r) \) is generated with the polarization settings \( h_+ = h_- = 0, \delta \theta = 0.9989 \times \pi/2, \delta = -\pi \). Superimposed in (a) and (b) are the achiral potential energy recalculated with the polarization settings that lead to reactive and dissipative chiral environments. These settings are \( h_+ = 0.05 = h_- = 0, \delta \theta = 0.8990 \times \pi/2, \delta = -\pi/2 \) for the reactive case and \( h_+ = 0.0017 = h_- = 0, \delta \theta = \pi/2, \delta = -\pi/2 \) for the dissipative one. As seen, these polarization settings do not modify the achiral potential energy surface inside the optical trap. The distance between the two local wells located at \( z_A < 0 \) and \( z_C > 0 \) from both sides of the waist barrier positioned at \( z_B = 0 \) is noted \( \Delta z \) in the main text.
vs. \( h_+ = h_- \). We stress that this selection is performed on a sole polarization control, without changing the intensity of the two beams. This polarization-based tailoring of the chiral optical environment yields the important thermodynamics consequences at the heart of our work.

Importantly, the appropriate choices of polarizations that induce chirality without perturbing the achiral bistable potential energy set above in Section IV must balance two potentially competing constraints. First, they must comply with the necessity to keep the achiral potential energy unmodified that, as discussed above, demands to decrease the amplitude of the interferences sufficiently so that the optical potential takes a double-well profile at the minimum of \( W_{\text{trap}}(r) \). Then, because chiral optical forces are weak signals, polarization settings have to allow for an optimal ratio between chiral and interferential axial forces, the latter corresponding to \( \mathbf{F}_{\text{inter}} = \text{Re} [\alpha] \nabla W_{\text{inter}}(r) \). The ratio associated with chiral reactive and dissipative forces are plotted in Fig. 5 (a) and (b), respectively, in the \((h_+, \delta \theta)\) parameter plane, considering that \( \delta \) is tuned to shape an achiral potential energy surface symmetrical with respect to the plane \( z = 0 \). For the reactive coupling that involves \( K(r) \), the optimal choice would be to set \( h_+ = -h_- = \pm 1 \) with \( \delta \theta = \pi/2 \). However in this case, no interference is expected, losing therefore the double-well structure. This demands to slightly move away from \( \delta \theta = \pi/2 \) while reducing the helicity of the two beams. In contrast, the dissipative coupling involves \( \Phi(r) \) where \( h_+ = h_- \) maximizes interferential forces associated with very deep wells in the potential energy. Our choice here is rather to set \( \delta \theta = \pi/2 \) with a reduced helicity in both beams. These constraints lead to the polarization choices detailed in the caption of Fig. 3 that yield force ratios strong enough for our purposes while preserving the double-well profile of \( W_E(r) \).

**VI. FOKKER-PLANK MODEL FOR THERMAL ACTIVATION OF A BARRIER CROSSING: BISTABLE EQUILIBRIUM**

We now include temperature \( T \) and describe the evolution of the dipole inside the bistable potential, at first without chiral contributions \( K(r) = 0, \Phi(r) = 0 \). In this case, the evolution is only driven by decoupled achiral reactive axial \( \mathbf{F}_\alpha(r) \cdot \hat{z} \) and radial \( \mathbf{F}_\alpha(r) \cdot \hat{r} \) forces inside the optical trap. This situation corresponds to a Kramers problem with the possibility given to the dipole to escape local trapping sites by thermal activation and diffusion over the separating barrier of the double-well potential energy landscape drawn in Fig. 3. We model this metastable dynamics with an overdamped Fokker-Planck equation [46]

\[
\partial_t p(r, t) = -\nabla \cdot \mathbf{j}(r, t),
\]  

connecting the probability density \( p(r, t) \) to find the dipole at \( r \) at time \( t \) to the probability current

\[
\mathbf{j}(r, t) = -\frac{1}{\gamma} \nabla U_{\text{opt}}(r) p(r, t) - D \nabla p(r, t),
\]
with $\gamma$ the Stokes drag, $k_B$ the Boltzmann constant, and $D = k_B T / \gamma$ the free Brownian diffusion coefficient. For an optical trap immobilizing an Au nanoparticle of radius $R = 20 \text{ nm}$ in pure water at room temperature ($\gamma = 2 \pi \eta R$ with a viscosity $\eta = 0.88 \times 10^{-3} \text{ Kg/m/s}$), the overdamped regime is well reached with a momentum relaxation time given by the nanoparticle over friction ratio of $m / \gamma \sim 10^{-7} \text{ s}$.

In our model, we will only study the component $j_z(r, t)$ of the probability current along the optical $z$-axis in the steady-state regime with $U_{\text{opt}}$ time-independent. In this regime, $\partial_t p(r, t) = \partial_z j_z(r, t) = 0$.

We now further neglect the transverse variations of the beam with respect to the axial ones, i.e., $\partial_{q_z} q_j(q) / q \ll \partial_z j_z$, so that the z-component of the probability current around the waist is modeled as a constant $j_z(q)$ in the $z$ variable. This makes it easy to evaluate the crossing rates for the dipole over the barrier (positioned at $z_B = 0$) in the forward + and backward $-z$-directions. In the forward $z$-direction, the rate to be computed corresponds to crossing events from the $z < 0$ initially populated well (well A, minimum at $z_A$) towards the $z > 0$ unoccupied one (well C, minimum at $z_C$). This initial population corresponds to the stationary nonequilibrium probability density $p^+(q, z)$ inside well A that creates a current $j_z^+(q) = \hat{j}(q) \cdot z$ flowing in the $+z$ direction, according to:

$$j_z^+(q) = -\frac{1}{\gamma} \partial_z U_{\text{opt}}(q, z) p^+(q, z) - D \partial_q p(q, z).$$

Following a standard method [57], the nonequilibrium probability density $p^+(q, z)$ can be determined between one point $z'$ within well A and a distant point above the barrier for which $p^+(q, z > z_B) = 0$, as

$$p^+(q, z') = \gamma j_z^+(q) e^{\frac{U_{\text{opt}}(q, z')}{k_B T}} \int_{z'}^\infty dz'' e^{\frac{U_{\text{opt}}(q, z'')}{k_B T}} ,$$

together with the corresponding population density

$$n_A^+ = \int_0^\infty dq' 2\pi q' \int_{-\infty}^{z_B} dz' p^+(q, z').$$

This population is then evaluated with a Gaussian steepest-descent approximation, expanding the optical potential around the barrier maximum at $z_B$ and the local minimum at $z_A$:

$$U_{\text{opt}}(q, z \sim z_B) \simeq U_{\text{opt}}(q, z_B) - b^2(q)(z - z_B)^2$$

$$U_{\text{opt}}(q, z \sim z_A) \simeq U_{\text{opt}}(q, z_A) + a^2(q)(z - z_A)^2$$

with $2b^2(q) = |\partial^2 U_{\text{opt}}(q, z) / \partial z^2|_{z_B}$ and $2a^2(q) = |\partial^2 U_{\text{opt}}(q, z) / \partial z^2|_{z_A}$, and extending the lower and upper limits of integration to $\pm \infty$. We thus obtain

$$n_A^+ = \int_0^\infty dq q' \frac{k_B T}{2\pi} \frac{j_z^+(q)}{a(q)b(q)} e^{\frac{U_{\text{opt}}(q, z_B) - U_{\text{opt}}(q, z_A)}{k_B T}} .$$

Due to the axial symmetry of the optical landscape, it is clear that the optical potential is an even function of $q$. In the close vicinity of the optical axis therefore, one can always assume that $\partial^2 U_{\text{opt}}(q, z) = 0$. This assumption has two consequences: (i) that $a(q) \sim a$ and $b(q) \sim b$ are independent of $q$, and (ii) that $U_{\text{opt}}(q, z_B) - U_{\text{opt}}(q, z_A) \simeq U_{\text{opt}}(0, z_B) - U_{\text{opt}}(0, z_A)$ by expanding the potential energy around $z_A$ and $z_B$. Under this hypothesis therefore:

$$n_A^+ \simeq \frac{k_B T \gamma}{\pi a b} e^{\frac{U_{\text{opt}}(0, z_B) - U_{\text{opt}}(0, z_A)}{k_B T}} \int_0^\infty dq' 2\pi q' j_z^+(q).$$

The assumption leads to interpret $\int_0^\infty dq' 2\pi q' j_z^+(q) = j_z^+(z_B)$ as the total probability current in the positive direction. The escape rate $\kappa_A \rightarrow C$ from well A to well C then simply writes as

$$\kappa_A \rightarrow C = \frac{j_z^+(z_B)}{n_A^+} \approx \frac{ab}{k_B T \gamma} e^{\frac{U_{\text{opt}}(0, z_B) - U_{\text{opt}}(0, z_A)}{k_B T}} ,$$

which corresponds to the well-known result obtained by Kramers with $\Delta U_{\text{opt}} = U_{\text{opt}}(0, z_B) - U_{\text{opt}}(0, z_A)$ the optical barrier height measured along the optical axis at $q = 0$ [26, 46].

The escape rate $\kappa_C \rightarrow A$ from well C to well A is calculated from the probability current $j_z^-(q) = -j_z^+(q)$, flowing in the opposite direction than $j_z^+(q)$ and solution of

$$j_z^-(q) = -\frac{1}{\gamma} \partial_z U_{\text{opt}}(q, z) p^-(q, z) + D \partial_q p(q, z).$$

Following the same steps, but this time integrating over well C, one evaluates the escape rate from the well C at $z_C$ over the barrier at $z_B$ as:

$$\kappa_C \rightarrow A = \frac{j_z^-(z_B)}{n_C^-} \approx \frac{bc}{k_B T \gamma} e^{\frac{U_{\text{opt}}(0, z_B) - U_{\text{opt}}(0, z_C)}{k_B T}} .$$

For a symmetric optical potential with $U_{\text{opt}}(0, z_A) = U_{\text{opt}}(0, z_C)$ and $a = c$, one obviously obtains $n_A^+ = n_C^-$ and therefore from the detailed balance $\kappa_A \rightarrow C = \kappa_C \rightarrow A$. We can take this equality and the absence of any other force besides the trapping force forming the optical bistable potential energy as the definition of the equilibrium state of our system.

**VII. STEADY-STATE IN THE REACTIVE CHIRAL COUPLING**

We select here the polarizations $h_+ = h_-$ in the two beams in order to induce a purely reactive chiral coupling and to study its impact on the thermodynamics of the thermal activation process inside the bistable optical trap. In this case, the reactive chiral optical force depends on the gradient of the chirality density and is thus conservative. It therefore contributes to the optical energy potential as a chiral potential

$$U_\chi(q, z) = -\text{Re} \chi [K(q, z)] \omega \sqrt{\varepsilon / \mu f} .$$
that adds to the dynamics described by the steady-state Fokker-Planck equation, according to (forward direction)

$$\tilde{J}^+_z(q) = -\frac{1}{\gamma} \partial_z U_{\text{opt}}(q, z) \tilde{p}^+(q, z)$$

$$- D \partial_z \tilde{p}^+(q, z),$$

(31)

defining $U_{\text{opt}}(q, z) = U_{\text{opt}}(q, z) + U_\chi(q, z)$. With a modified $\tilde{p}^+$ nonequilibrium probability density, escape rates evolve accordingly with:

$$\tilde{k}_{A\rightarrow C} = \frac{\tilde{J}^+_z}{\tilde{n}_A} \simeq k_{A\rightarrow C} \cdot e^{-\frac{U_\chi(0, z_B) - U_\chi(0, z_A)}{k_B \cdot T}},$$

(32)

$$\tilde{k}_{C\rightarrow A} = \frac{\tilde{J}^-_z}{\tilde{n}_C} \simeq k_{C\rightarrow A} \cdot e^{-\frac{U_\chi(0, z_B) - U_\chi(0, z_C)}{k_B \cdot T}},$$

(33)

where we have verified that the local curvatures of the optical landscape are only weakly modified by the chiral potential, in other words that $\bar{a} \simeq a$, $\bar{b} \simeq b$ and $\bar{c} \simeq c$. We use the same notation for $U_\chi$ used for $U_{\text{opt}}$ above, and where we take advantage of the $z$-parity of the chiral density $K(q, z)$ with $\partial_z U_\chi(z)|_{z=0} = 0$ and its $q$-parity giving $\frac{\partial^2 U_{\text{opt}}(q, z)}{\partial q \partial z} \sim 0$ close to the optical axis. This parity also implies that the reactive chiral coupling does not lift the degeneracy in free energy between the two wells, maintaining the equilibrium constant to $\tilde{k}_{A\rightarrow C}/\tilde{k}_{C\rightarrow A} = 1$.

From a thermodynamics viewpoint, the rate modifications come from the work performed by the reactive chiral force between the barrier and the wells. This conservative work provides a contribution to the potential energy in the form of a Helmholtz free energy difference $\Delta F_\chi = W_{\text{cons}}^{\chi} = U_\chi(z_B) - U_\chi(z_i)$, with $i = A, C$. This situation exactly corresponds to a chiral counterpart of the inclusive framework discussed by Jarzynski [47].

The second important thermodynamic consequence is the enantioselective character of the free energy difference $\Delta F_\chi$ considering that $\text{Re} \left[ \chi \right]$ has opposite signs for different enantiomers of the chiral dipole and that $K(q, z)$, being a pseudoscalar, changes sign for the enantiomorphs (parity operation) of the chiral optical standing-wave. Chiral coupling therefore has the capacity to yield a new potential energy surface that depends on both the chirality of the dipole and of the optical field. This dual enantiomeric and enantiomorphic dependence of $W_{\text{cons}}^{\chi}$ is the manifestation of a truly chiral discriminating thermodynamic process, concentrating one enantiomer towards the center and the other towards the outside of the double well as illustrated Fig. 6.

Fig. 6 (a) indeed displays the initial optical potential energy and the changes induced on it by the chiral density $K(q, z)$ through the chiral coupling. As seen in panel (a), the contribution of the chiral potential, proportional to $W_{\text{trap}}(r)$ with a sign determined by the enantiomeric form of the dipole, either enhances the trapping component of $W_E(r)$ for “right-handed” enantiomers (Re $|\chi| > 0$) or favors its interenferential component $W_{\text{inter}}(r)$ for “left-handed” ones (Re $|\chi| < 0$).

In the steady-state regime, that implies the detailed balance $\tilde{J}^+_z = -\tilde{J}^-_z$, we also plot in panel (b) the probability balance function (PDF) evaluated on the optical axis at q = 0 which is simply given by

$$p_\chi^{\text{reac}}(0, z) = C \cdot e^{-\frac{U_{\text{opt}}(0, z) + U_\chi(0, z)}{k_B \cdot T}},$$

(34)

with $U_{\text{opt}}(0, z) = -\text{Re} \left[ a \right] W_E(0, z)$, $U_\chi(0, z) = -\text{Re} \left[ \chi \right] K(0, z)/\omega \sqrt{\pi T} \cdot T$ and $C$ a normalization factor evaluated such that $\int_{-\infty}^{\infty} dz \cdot p_\chi^{\text{reac}}(0, z) = 1$. 

FIG. 6. (a) With $h_+ = h_-$ and the polarization settings of the two beams detailed Fig. 3, the chiral coupling is reactive, leading to conservative chiral optical forces exerted on the diffusion of the chiral dipolar nanoparticle (χ/α = 5%) within the bistable optical trap. Because these forces derive from a chiral potential $U_\chi(q, z)$, they combine with the achiral electromagnetic potential to form the potential energy surface $U_{\text{opt}}(q, z)$. The resulting potentials at $q = 0$ are plotted for the two opposite enantiomers: the “right-handed” (Re $|\chi| > 0$ in red) and the “left-handed” one (Re $|\chi| < 0$ in blue). The same is plotted in black for an achiral environment. The same differences would be induced for one fixed choice of enantiomer but using two opposite enantiomorphs for the reactive chiral optical field. (b) The corresponding normalized probability density functions (PDFs) are evaluated from our one-dimensional model (lines) and three-dimensional simulations (symbols) as detailed in Appendix D. Although the achiral and chiral PDFs appear only slightly different, their enantioselective character is manifest, revealing a chiral discriminating thermodynamics.
VIII. STEADY-STATE IN THE DISSIPATIVE CHIRAL COUPLING

If we change the polarizations to $h_+ = -h_-$, the standing-wave now carries a chiral flux with no chiral density. As a consequence, a dissipative chiral force is exerted on the diffusing chiral dipole. As we explain below, this mere change of polarization that switches the chiral optical environment from reactive to dissipative leads to a totally different thermodynamics.

Because the dissipative chiral force is non-conservative with $\nabla \times \mathbf{F}^\text{diss} (q, z) \neq 0$, it is not possible to derive it from a chiral potential, as it was the case for the reactive chiral coupling. But despite the non-conservative nature of the chiral force, we will solve the steady-state Fokker-Planck equation

$$\hat{J}^\pm_z (q) = -\frac{1}{\gamma} \left( \partial_z U_{\text{opt}}(q, z) - \mathbf{F}_\chi^\text{diss} (q, z) \cdot \mathbf{z} \right) \hat{p}^\pm (q, z)$$

$$- D \partial_z \hat{p}^\pm (q, z)$$

(35)

analytically by making use of the fact that under the paraxial approximation, the $z$-dependence of the chiral flux $\Phi(q, z)$ is very slow over the distance $\Delta z \sim \Delta \ell$ separating the two local minima. The projected chiral dissipative force $\mathbf{F}_\chi^\text{diss} (q, z) = \hat{z} \cdot \mathbf{F}_\chi^\text{diss} (q, z)$ is thus such that

$$\Delta F^\text{diss} (q, \Delta z) = \partial^2_z F^\text{diss}_\chi (q, 0) \Delta z^2 \ll F^\text{diss}_\chi (q, 0)$$

(36)

given that the symmetry of the force field imposes $\partial_z F^\text{diss}_\chi (q, 0) = 0$. This is well seen in Fig. 7 (a) where over $\Delta z \approx 100 \text{ nm}$, $|F^\text{diss}_\chi (0, \Delta z) - F^\text{diss}_\chi (0, 0)| / |F^\text{diss}_\chi (0, 0)| = \Delta z^2 / z^2_R \approx 3.4 \times 10^{-3}$.

This slow-varying evolution of $F^\text{diss}_\chi (q, z)$ throughout the bistable region makes it possible to approximate the dissipative force by its Taylor expansion around $(q, z) = 0$ in $z$.

Given the parity of the force, only pair orders are present and coefficients evolve in $1/(z^2_R)$ where $n$ is the expansion order in $z$. Choosing an arbitrary expansion order, we can tune the precision of the approximation of the chiral force field over a given volume inside the trap. This expansion can then be integrated as a pseudo-potential $u^\text{diss}_\chi (q, z)$. Note that as stressed already above, it is not strictly possible to find a chiral potential for the dissipative chiral force. Our approximation here therefore neglects the fact that the pseudo potential defined is dependent on $q$ while there is no associated radial force. In an effective way, we use a pseudo-one dimensional model with a radial $q$ parameter, exploiting the fact that in one dimension, all forces can be derived from a potential. For the sake of simplicity, we will use a second order development for our model for defining $F^\text{diss}_\chi (q, z) = -\partial_z u^\text{diss}_\chi (q, z)$. This pseudo-potential approach will help us solving the steady-state Fokker-Planck equation (35) using the same steepest-descent approach and the $q$-parity of $\Phi(q, z)$. We can then evaluate analytically the probability density function under dissipative chiral coupling plotted in Fig. 7 (b) –see below.

Under such an approximation, the Fokker-Planck equation (35) can be directly integrated, leading to escape rates modified by the external chiral dissipative force field as

$$\hat{R}_{A \rightarrow C} = \frac{\hat{J}_{A}^+}{n_A}$$

$$\approx \kappa_{A \rightarrow C} \times e + \frac{u_{\chi_{A \rightarrow C}}^\text{diss}(0) \langle \Delta z_{C-A} \rangle}{k_B T},$$

(37)

$$\hat{R}_{C \rightarrow A} = \frac{\hat{J}_{C}^-}{n_C}$$

$$\approx \kappa_{C \rightarrow A} \times e + \frac{u_{\chi_{C \rightarrow A}}^\text{diss}(0) \langle \Delta z_{C-A} \rangle}{k_B T},$$

(38)

with $\hat{a} \simeq a$, $\hat{b} \simeq b$ and $\hat{c} \simeq c$ as we verified here too.

Because the chiral electromagnetic fields continuously transfer, through dissipation, mechanical energy to the chiral dipole immersed in this dissipative chiral environment, our system behaves as a nonequilibrium steady-state system where the chirality of the probe becomes a thermodynamic parameter. The thermodynamic consequence of the emergence of a dissipative chiral optical force is a bias put on the probability distribution function of positions from both sides of the waist. In this dissipative coupling, the PDF is evaluated in the stationary regime, on the optical axis, using a nonequilibrium potential $F^\text{diss}_\chi (0, z) = C \exp [-\varphi(0, z)]$ where we have, within the pseudo-potential $u^\text{diss}_\chi (0, z)$ approach, $\varphi(0, z) = (U_{\text{opt}}(0, z) + u^\text{diss}_\chi (0, z))/k_B T$, and the normalization $C^{-1} = \int_{-\infty}^{+\infty} dz \exp [-\varphi(0, z)] [13] \, ? \, ]$. It is plotted in Fig. 7 (b).

As already emphasized, the chiral coupling intertwines the chirality of the dipole with the chirality of the field, while leaving untouched the achiral bistable potential. For this reason, the bias depends on both the enantiomeric form of the dipole via $\Im [\chi]$ and the enantiomorphic form of the field through the chiral flux $\Phi(q, z)$. But contrasting with the reactive case, the dissipative chiral action cannot be framed into a chiral contribution to the potential energy landscape. In such an “exclusive” framework indeed, the chiral force contributes to the thermodynamics as a dissipative work $W^\text{diss}_\chi (q, z) \delta z = \delta W^\text{diss}_\chi$ and not as a free energy change [47]. This fundamental difference in the thermodynamics between the reactive and the dissipative chiral couplings has important consequences as we now see.

The chiral dissipative force break the symmetry of the escape rates

$$\frac{\hat{R}_{A \rightarrow C}}{\hat{R}_{C \rightarrow A}} = e + \frac{u_{\chi_{C \rightarrow A}}^\text{diss}(0) \langle \Delta z_{C-A} \rangle}{k_B T},$$

(39)

and act as a chiral source of heat $\Delta Q = Q^C_{A \rightarrow C} - Q^A_{C \rightarrow C}$ $F^\text{diss}(0, 0) \Delta \ell / (k_B T)$ transferred to the surrounding fluid in the trap. We note that the sign of this transfer is determined by the orientation of the chiral force with respect to oriented inter-well distance $\Delta \ell > 0$, in other words depends, via $\Im [\chi] \leq 0$, on the enantiomorphic form of the dipole. This enantiodependency is observed in Fig. 7 (b) in the difference in the probability density function between the two wells.

The heat transfer can be described as an associated entropy production $\Delta S = \Delta Q / T$ during the diffusion of the dipole from one well to the other. This production of entropy is only
related to the dissipative chiral dynamics and can be associated with the “entropy penalty” expected for any deracemization process, as mentioned in the Introduction [30, 31].

FIG. 7. (a) A dissipative chiral coupling is induced the chiral nanosphere \( \chi/\alpha = 5\% \) for \( h_{\pm} = -h_{-} \) in the two beams and the polarization settings detailed Fig. 3. The angle formed between the polarization axes of the beams and their helicities are fixed so as to lead to the generation of a chiral flux \( \Phi_{q, z} \) -and zero chiral density- with the same achiral optical potential energy density \( U_{opt}(q, z) \) as for an achiral environment (in black, same as in Fig. 3 (a)) again calculated at \( q = 0 \). Our chiral dipole now couples to the chiral optical environment through \( \text{Im} \{ \chi \} \) with chiral dissipative forces \( F^{\text{diss}}_{\chi}(q, z) \) that are opposed for opposite signs in \( \text{Im} \{ \chi \} \) -the same sign inversion appears if, instead of changing dipole enantiomers, one changes electromagnetic field enantiomorphs. Note that in the paraxial approximation of the model with \( \Delta \ell \ll z_{H}, \) we have \( \Delta F^{\text{diss}}_{\chi}(q, z) \ll F^{\text{diss}}_{\chi}(q, z) \) -see main text. Here, we plot the profile of a second order development of \( F^{\text{diss}}_{\chi}(q, z) \) -black line, with the associated scale on the right-hand side of the graph. Because the dissipative chiral force is non-conservative, it does not contribute to the potential free energy surface as it is the case for the reactive chiral coupling. (b) The influence of the chiral dissipative force is seen on the modified steady-state probability density function of the chiral dipole in the bistable trap, shifted in the direction of the force for both our one-dimensional model (lines) and three-dimensional simulations (symbols) – details in Appendix D. This modified PDF reveals the strong chiral discriminating action of \( F^{\text{diss}}_{\chi}(0, z) \) with respect to the two local maxima at \( z_{A} \) and \( z_{C} \). We give in the main text the thermodynamics interpretation of this result.

IX. STOCHASTIC SIMULATIONS: TRAJECTORIES AND PROBABILITY DENSITY FUNCTIONS

Once the model exposed and analytically solved, we can go a step further by simulating the three-dimensional instantaneous motion \( r(t) \) of the chiral dipole inside the optical trap when the polarizations are set to induce chiral optical environments. To do so, we solve the overdamped Langevin equation

\[
\gamma \dot{r} = -\nabla U_{\text{opt}}(r) + F_{\chi}(r) + F_{\text{th}}(t)
\]

in the achiral bistable optical potential \( U_{\text{opt}}(r) \) with \( F_{\text{th}}(t) \) the thermal random force of zero mean that satisfy the fluctuation-dissipation theorem. We include in this Langevin equation the three-dimensional chiral force fields (axial and radial) whose expressions have been reminded in Section III. In Fig. 3 (a), the electromagnetic field intensity was adjusted so that the bistable barrier separating the two local potential minima is set to a height of one \( k_{B}T \).

The simulations are performed in achiral \( (F_{\chi}(r) = 0) \), chiral reactive \( (F_{\chi}(r) = F_{\chi}^{\text{react}}(r)) \) and chiral dissipative \( (F_{\chi}(r) = F_{\chi}^{\text{diss}}(r)) \) configurations, using the same polarization settings as those involved in Fig. 3. Again, the chirality of the trapped nanosphere is set to \( \chi/\alpha = 5\% \). Simulations are run for a racemic mixture of chiral dipoles corresponding to \( 10^{4} \) trajectories per enantiomer in parallel, starting from an initial distribution of positions determined from the three-dimensional stationary probability density distributions evaluated by our model, for \( 5 \times 10^{4} \) time steps. Simulation algorithms and methods are detailed in Appendix E.

Within all the available states that lie below the level set by the temperature and the simulation time, these results perfectly reveal how the Brownian motion probes the chiral optical environment, where the chiral coupling bias the diffusion driven by thermal fluctuations. The spatial distributions of positions numerically calculated and shown in Fig. 8 clearly reveal this bias. In the achiral case of Fig. 8 (a), the distribution does not depend on the enantiomer while both reactive -Fig. 8 (b)- and dissipative -Fig. 8 (c)- cases are enantiodependent. With the chosen optical enantiomorph, we see in the reactive case that an optically trapped “right-handed” enantiomer with \( \text{Re} \{ \chi \} > 0 \) is more concentrated towards the trapping maximum than for the opposite \( \text{Re} \{ \chi \} < 0 \) enantiomer. In the dissipative coupling, the enantiomers are clearly spatially separated. These signatures seen on trajectories complement Sec. VIII in the demonstration and characterization of a genuine optomechanical deracemization process.

For each three simulations, we can also build the corresponding PDF and compare them with the one-dimensional ones evaluated in our model. Although it would be possible to evaluate, in each simulation, the axial distribution using only positions of the nanospheres that lie very close to the axis, it turns more favorable in terms of statistics to integrate this distribution in each axial plane, leading to the distribution

\[
p_{\text{sim}}(z) = \frac{\int_{0}^{+\infty} \int_{-\infty}^{+\infty} \rho(q, z) 2\pi q dq}{\int_{-\infty}^{+\infty} \int_{0}^{+\infty} \rho(q, z) 2\pi q dq dz}
\]
a total of $4 \times 10^4$ trajectories used to form the simulated PDF displayed in Fig. 6 (b) and 7 (b). We vary the chiral nature of the optical environment going through (a) an achiral optical environment, (b) a reactive chiral optical environment and (c) a dissipative chiral optical environment. We can see that in the achiral case, the distribution is totally independent from the enantiomeric form of the nanoparticle, as expected. In the reactive case in contrast, the chiral nanoparticles are either more concentrated towards the center of the optical trap for the family of “right-handed” enantiomers ($\text{Re} [\chi] > 0$) or moved away to external regions for the “left-handed” enantiomers ($\text{Re} [\chi] < 0$). In the dissipative case, the chiral coupling is capable of inducing a deracemization process by progressively localizing enantiomers to different wells in strict relation with their enantiomeric $\text{Im} [\chi] \leq 0$ forms. For each of the different types of couplings, the contour plots shown on the axis planes correspond to the predictions of the $p_{\text{opt}}(q, z)$, $p_{\chi}^{\text{react}}(q, z)$, $p_{\chi}^{\text{diss}}(q, z)$ PDFs given by our one-dimensional model. As well seen, our model successfully reproduces both the axial and radial distributions.

where $\rho(q, z)$ is the volume density of particles positions given by the simulations. This density is linked to the actual distribution of all simulated positions $\rho(q, z)$ and to the number $N$ of position data by the relation $\rho(q, z) = N \rho_{\text{opt}}(q, z)$. Under the $q$-parity hypothesis of Section VII, this distribution is expected to match the predictions of our one-dimensional model.

In Fig. 6 (b) and Fig. 7 (b), we compare the simulated PDFs to the model axial PDFs, respectively $p_{\chi}^{\text{react}}(0, z)$ and $p_{\chi}^{\text{diss}}(0, z)$. The excellent agreement validates in the specific case of dissipative chiral coupling, the pseudo-potential approach of our model. It also validates for all cases that one can use the corresponding stationary PDF of the model for initializing the simulations, as discussed in Appendix D.

X. STOCHASTIC SIMULATIONS: WELL RESIDENCY TIMES STATISTICS

We now look at single long diffusive trajectories of one chiral nanosphere within the optical trap, thermally activated from one local well to the other. For such a study, it is important to have good statistics on barrier-crossing events and we therefore chose to use here a number of trajectories reduced in comparison with the ensemble simulations of Sec. IX but allowing to calculate over longer times -over 2.9 ms corresponding to $3 \times 10^6$ points with a time step $dt = 0.95$ ms.

Fig. 9 (a) shows a time trace $z(t)$ along the optical $q = 0$ axis of one such long diffusing trajectory in the achiral bistable potential defined in Sec. IV. The time trace clearly reveals the stochastic motion of the trapped nanoparticle that “jumps” from one well to the other (ca. 40 jumps for a 2.9 ms trajectory). Such jumps are described by a Poisson statistics where the residency time $\tau_i$ in each well $i = A, C$ follows an exponential law $P(\tau_i) = \exp(-\tau_i/\langle \tau_i \rangle)/\langle \tau_i \rangle$, where $\langle \tau_i \rangle$ is the mean residency time in well $A$ or $C$ [58]. As explained in Appendix E, the evaluation of such distributions demands a careful identification of the jumps, accounting for the possible re-crossing events present in all thermally activated barrier-crossing diffusive systems. Fig. 9 (b) shows that the symmetry of the achiral bistable potential leads to identical exponential laws for the residency times inside each well $A$ and $C$.

A time trace $z(t)$ along the optical $q = 0$ axis simulated in the case of a reactive chiral coupling is displayed in Fig. 9 (c). The degeneracy in residency times preserved in the reactive chiral coupling is clearly observed in Fig. 9 (d), with a difference in the residency times corresponding to the differences in the well depths shown in Fig. 6. The discriminative action of the chiral reactive coupling is measured here on the exponent differences between the two enantiomer families.

In the case of dissipative chiral coupling in contrast, we already know from Sec. VIII that the degeneracy between the two wells is broken. This is perfectly seen on the time trace displayed in Fig. 9 (e) diffusion dynamics of the chiral nanosphere, and more clearly on the probability distributions of the residency times in Fig. 9 (f). The observed tendency to spend more time in well $A$ than in well $C$ for a “left-handed” enantiomer ($\text{Im} [\chi] > 0$) is in agreement with the probability
FIG. 9. (a) One trajectory simulated over 2.9 ms with time steps of 0.95 ns corresponding to the diffusion of an optically trapped nanosphere in the achiral bistable optical potential energy landscape displayed in Fig 3 (b). Jumps are identified using a hysteresis of \( \sigma = 10 \) nm. The trapped periods are highlighted for well A in blue and C in red. The first and last events are excluded as explained in Appendix E. (b) Cumulated statistics (over 4096 trajectories) of the residency time in both wells A \((z < 0, \text{ in blue})\) and C \((z > 0, \text{ in red})\) for the symmetric bistable potential. For times larger than the relaxation time of the well, the statistics follow a Poisson distribution, as expected from Kramers’ theory. The average residency time in one well corresponds to the inverse of the linear slope of the distribution associated to that well, plotted in a lin-log scale. (c) One trajectory simulated within a chiral reactive environment for a “left-handed” chiral nanosphere \((\Re[\chi] < 0)\). As can be seen, the nanosphere spends an equivalent time in both wells, but its jumps frequency is slowed down compared to the achiral case. As seen in (d), the same phenomenon appears with the same degeneracy but with an acceleration for a “right-handed” nanosphere. (e) One trajectory, this time simulated within a chiral dissipative environment for a “left-handed” chiral nanosphere \((\Im[\chi] > 0)\). As can be seen, the chiral nanosphere does not spend an even time between the two wells, in stark contrast with the achiral bistable case and the chiral reactive coupling case. The breaking of symmetry when the dissipative chiral coupling is switched on is reflected in the splitted exponential laws associated with the two wells calculated in (f).

This measured ratio can be directly compared to the model with \( \langle \tau_C \rangle / \langle \tau_A \rangle = \kappa_{A \to C}/\kappa_{C \to A} \). The ratio is evaluated using Eq. (39), reaching \( \kappa_{A \to C}/\kappa_{C \to A}|_{\text{model}} = 0.29 \), which clearly departs from the simulated result. This disagreement suggests that the role of the force field contributions cannot simply be limited to quadratic approximations taken at the wells’ minima, as it is done in the steepest descent approach of our one-dimensional model. Accounting for higher order terms, i.e. the anharmonicity of the wells around the barrier, is required for quantitative comparisons.

This is confirmed if we now look at three-dimensional PDFs. This ratio indeed can also be related to the populations inside each well according to \( \langle \tau_C \rangle / \langle \tau_A \rangle = n_C/J^+_C/n_A^+J^-_C \) and therefore can be directly evaluated within the detailed balance, \( J^+ = J^- \) using probability densities. In this approach, we extend the expression of the detailed balance stationary PDF given in Sec. VIII to three-dimensions with \( p(q, z) = C \exp [-\varphi(q, z)] \), with \( \varphi(q, z) = (U_{\text{opt}}(q, z) + u_{\text{diss}}(q, z))/k_B T \). The population in one well is then evaluated by an integration of the PDF restricted over the well and therefore

\[
\frac{n_C}{n_A} = \frac{\int_0^\infty dq 2\pi q \int_0^\infty dz p(q, z)}{\int_0^\infty dq 2\pi q \int_{-\infty}^0 dz p(q, z)} = 0.36. 
\]

The perfect agreement with the simulations confirms the (expected) quantitative importance of accounting for the anharmonic curvature of the potential generated by the interfering density functions plotted in Fig. 7 (b). This symmetry breaking is responsible for the deracemization process observed in Fig. 8 (c) above when dealing with a pure racemic mixture composed of a large, even number of optically trapped “left-” and “right-handed” enantiomers. In this dissipative case, we measure from the exponential laws a ratio between the residency times \( \langle \tau_C \rangle / \langle \tau_A \rangle = 0.36 \).

This measured ratio can be directly compared to the model with \( \langle \tau_C \rangle / \langle \tau_A \rangle = \kappa_{A \to C}/\kappa_{C \to A} \). The ratio is evaluated using Eq. (39), reaching \( \kappa_{A \to C}/\kappa_{C \to A}|_{\text{model}} = 0.29 \), which clearly departs from the simulated result. This disagreement suggests that the role of the force field contributions cannot simply be limited to quadratic approximations taken at the wells’ minima, as it is done in the steepest descent approach of our one-dimensional model. Accounting for higher order terms, i.e. the anharmonicity of the wells around the barrier, is required for quantitative comparisons.

This is confirmed if we now look at three-dimensional PDFs. This ratio indeed can also be related to the populations inside each well according to \( \langle \tau_C \rangle / \langle \tau_A \rangle = n_C/J^+_C/n_A^+J^-_C \) and therefore can be directly evaluated within the detailed balance, \( J^+ = J^- \) using probability densities. In this approach, we extend the expression of the detailed balance stationary PDF given in Sec. VIII to three-dimensions with \( p(q, z) = C \exp [-\varphi(q, z)] \), with \( \varphi(q, z) = (U_{\text{opt}}(q, z) + u_{\text{diss}}(q, z))/k_B T \). The population in one well is then evaluated by an integration of the PDF restricted over the well and therefore

\[
\frac{n_C}{n_A} = \frac{\int_0^\infty dq 2\pi q \int_0^\infty dz p(q, z)}{\int_0^\infty dq 2\pi q \int_{-\infty}^0 dz p(q, z)} = 0.36. 
\]

The perfect agreement with the simulations confirms the (expected) quantitative importance of accounting for the anharmonic curvature of the potential generated by the interfering
Gaussian beams.

The important scope of these results is to show that it is possible to detect and measure the presence of chiral optical forces by looking at the average of the residency times of each of the wells rather than at the forces themselves. Considering that these residency times are exponentially sensitive to either the chiral free energy (in the case of reactive chiral coupling) or the chiral heat (in the case of dissipative chiral coupling), one expects such an approach to yield a high resolution in detection of chiral optical forces and in the resolution of the chiral discriminative thermodynamics at play when the chiral coupling is switched on.

In particular, the escape rates \( \kappa = 1/\langle \tau \rangle \) corresponding to each three optical landscapes can be extracted from the measurements of the average residency times using the Poisson statistics. Since we have shown that our pseudo-potential approach allows to predict very precisely the distribution of positions and since the optical landscapes can, each, be set very precisely, it thus becomes possible to perform an absolute determination of \( \langle \tau_{\text{achiral}} \rangle / \langle \tau_{\text{react}} \rangle \) —see Eqs. (32,33)— and of \( \langle \text{Im} \chi \rangle / \langle \text{Re} \chi \rangle \) by measuring \( \langle \tau_{\text{achiral}} \rangle / \langle \tau_{\text{react}} \rangle \) —see Eqs. (37,38). This determination is done at the single nanoparticle level, and as such draws promising detection capacities in the context of artificial chiral matter engineering at the nanoscale [59–62].

\[ \langle \tau \rangle = \sum_{i=1}^{N} \frac{1}{\kappa_i} \Phi_{i} \]

\[ \Phi_{i} = \int_{0}^{\infty} \frac{1}{\kappa_i} \text{exp} \left[ -\frac{1}{\kappa_i} \int_{0}^{t} \Phi \left( \text{residency time} \right) dt \right] dt \]

\[ \Phi \left( \text{residency time} \right) = \text{probability density function between the two local minima of the bistable potential} \]

\[ \text{diss} \]

\[ \text{react} \]

\[ \text{achie} \]

\[ \text{achiral} \]

\[ \text{reactive} \]

\[ \text{dissipative} \]

\[ \text{free energy} \]

\[ \text{thermodynamics} \]

\[ \text{Poisson statistics} \]

\[ \text{average residency times in the case of the dissipative chiral coupling demonstrates, from the single trajectory viewpoint, the optomechanical deracemization process} \]

\[ \text{Poisson statistics of the residency times for each local minima of the bistable potential without, and with, chiral coupling.} \]

\[ \text{average residency times in the case of the dissipative chiral coupling demonstrates, from the single trajectory viewpoint, the optomechanical deracemization process} \]

\[ \text{the dissipative coupling yields non-conservative chiral forces that “exclusively” work in the thermal activation thermodynamics.} \]

\[ \text{dissipation of heat to the thermal bath is responsible for lifting the degeneracy of the probability density function between the two local minima of the bistable potential.} \]

\[ \text{this breaking of the initial mirror symmetry of the bistable trap takes the form of an enantiospecific contribution to the thermodynamics} \]

\[ \text{at the level of Langevin dynamics of single diffusing trajectories thermally activated over the barrier separating the two wells, the same results are reached by measuring the Poisson statistics of the residency times for each local minima of the bistable potential without, and with, chiral coupling.} \]

\[ \text{dissipative chiral coupling contributes as an explicit example of a deracemization process analyzed from the thermodynamics viewpoint} \]

\[ \text{approaching the problem from the residency time point of view shows how one can probe the thermodynamics of the system from time measurement sequences only rather than from more demanding force measurements,} \]

\[ \text{and how one can obtain an absolute measurement of both the real and imaginary parts of the chiral polarizability of a single nanoparticle by extracting, from the Poisson statistics, the average residency times in the achiral, chiral reactive and chiral dissipative coupling schemes.} \]

Overall, our results illustrate how the chiral coupling transforms chiral degrees of freedom into true thermodynamic control parameters. They open a rich playground to further exploring chiral light-matter interactions. The capacity of our model to solve the stochastic chiral bistable problem convinces us that the optical forces and residency times approaches can offer new and relevant insights on the thermodynamics of chiral systems immersed within chiral environments. Considering the ubiquity of such bistable landscapes in the realm of chirality, our model and our methods have a heuristic value that unfolds at the crossroad of chemistry and physics. In particular at the quantum level, further extending our results to chiral quantum optics [63, 64] will give the possibility to study how chirality can impact quantum stochastic thermodynamics [65, 66]. This opens up new perspectives yet to be explored.
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Appendix A: The dual-beam optical trap: optical landscapes and optical forces

We extend here the simplified discussions of Secs. III and IV in order to include magnetic force components and thus present the complete chiral force model in the dipolar regime [1]. We remind that our configuration consists in counter-propagating Gaussian beams identical in terms of intensity and spatial profile. In the paraxial approximation, this implies the cancellation of the Poynting vector $\mathbf{P}$, both its orbital and spin components. From a force viewpoint, this implies the absence of any radiation pressure force field.

The polarization vectors $\mathbf{e}_\pm$ associated with each beam can be described in a generic way with

$$\mathbf{e}_+ = (\sqrt{1-h_+} \mathbf{e}_l + \sqrt{1+h_+} \mathbf{e}_r) / \sqrt{2}$$

for the beam propagating along the $z > 0$ direction and

$$\mathbf{e}_- = (\sqrt{1-h_-} e^{i(\delta-\delta\theta)} \mathbf{e}_l + \sqrt{1+h_-} e^{i(\delta+\delta\theta)} \mathbf{e}_r) / \sqrt{2}$$

for the counter-propagating beam ($z < 0$ direction). In order to understand the role of the different polarization setting parameters, we stress that $h_\pm$ controls the helicity of the $z > 0$ beam with $\mathbf{e}_+$ varying from $\mathbf{e}_l$ when $h_+ = -1$ to $(\mathbf{e}_l + \mathbf{e}_r) / \sqrt{2}$ (i.e. linear state of polarization) when $h_+ = 0$, and to $\mathbf{e}_r$ when $h_+ = +1$. The main polarization axis of the beam remains arbitrarily fixed and constitutes a degree of freedom for the axisymmetric system. The phase at time $t = 0$ is fixed as well, the system being invariant by translation of the initial time. For the counter-propagating beam, $\mathbf{e}_-$ on the other hand, varies from $e^{i(\delta-\delta\theta)} \mathbf{e}_l$ when $h_- = -1$ to $e^{i\delta}(e^{-i\delta\theta} \mathbf{e}_l + e^{i\delta\theta} \mathbf{e}_r) / \sqrt{2}$ when $h_- = 0$, and to $e^{i(\delta+\delta\theta)} \mathbf{e}_r$ when $h_- = +1$. As can be seen, the effect of the parameter $\delta$ is, in all cases, a global phase shift. It thus controls the relative phase between the counter-propagating beams. The $\delta\theta$ parameter, on the other hand, rotates the polarization axis, as can be most clearly seen by decomposing the circular polarization vectors in the linear polarization basis. These two parameters $\delta$ and $\delta\theta$ are expressed in radians, either as a phase angle, or as a physical angle between the main axis.

Extending Sec. IV to the magnetic case, we define the electric $W_E(r) = \varepsilon f E_{sw} \cdot E_{sw} / 4$ and magnetic $W_H(r) = \mu f H_{sw} \cdot H_{sw} / 4$ components to the time-averaged energy densities which can be expressed in terms of the trapping energy density $W_{trap}(r)$ and an interference energy density $W_{inter}(r)$ as:

$$W_E(r) = W_{trap}(r) + W_{inter}(r) \quad (A1)$$
$$W_H(r) = W_{trap}(r) - W_{inter}(r), \quad (A2)$$

where we have

$$W_{trap}(r) = \frac{e_0^2 w_0^2 \varepsilon f}{2w^2(z)} e^{-2a^2/z^2} \quad (A3)$$

$$W_{inter}(r) = W_{trap}(r) \left( h_2 \cos(\delta \theta) \cos(\varphi(r)) + \frac{h_1 \sin(\delta \theta) \sin(\varphi(r))}{\sqrt{2}} \right). \quad (A4)$$

We also define the electric and magnetic ellipticities $\Phi_E(r) = i \omega f E_{sw} \times E_{sw}^* / 4$ and $\Phi_H(r) = i \omega f H_{sw} \times H_{sw}^* / 4$ that can be summed to obtain the chiral flux introduced Section V, $\Phi(r) = \Phi_E(r) + \Phi_H(r) \quad [1, 8]$. Similarly to their scalar counterparts, these decompose into average $\Phi_{trap}(r)$ and interference $\Phi_{inter}(r)$ components. This time, however, both components depend on the polarization of the beams according to:

$$\Phi_E(r) = \Phi_{trap}(r) + \Phi_{inter}(r) \quad (A5)$$
$$\Phi_H(r) = \Phi_{trap}(r) - \Phi_{inter}(r) \quad (A6)$$
$$\Phi(r) = 2\Phi_{trap}(r), \quad (A7)$$

with:

$$\Phi_{trap}(r) = -\frac{h_+ + h_-}{2} W_{trap}(r) \mathbf{z} \quad (A8)$$

$$\Phi_{inter}(r) = \omega W_{trap}(r) \left( h_1 \cos(\delta \theta) \cos(\varphi(r)) + \frac{h_2 \sin(\delta \theta) \sin(\varphi(r))}{\sqrt{2}} \right) \mathbf{z}. \quad (A9)$$

Finally, we remind the expression for the chiral density $K(r) = \varepsilon f f_j \mu \text{Im}[E_{sw} \cdot H_{sw}^* / 2]$, which corresponds to a simple trapping pattern modulated by the relative chirality of the beams

$$K(r) = -(h_+ - h_-) \cdot \omega \sqrt{\varepsilon f f_j} W_{trap}(r). \quad (A10)$$

These fluxes and potentials allow us to fully define the electric, magnetic and chiral forces

$$F^E(xyz) = \text{Re}\{\alpha(\nabla W_E(r)) \}$$
$$F^H(xyz) = \text{Re}\{\beta(\nabla W_H(r)) \}$$
$$F^{\chi}(xyz) = \text{Re}\{\chi(\nabla K(r)) / \omega \}$$

$$F^{\phi}_{E} = \text{Im}\{\alpha(\omega \varepsilon f f_j \mu \Pi(r) - \nabla \times \Phi_E(r)) / \omega) \}$$
$$F^{\phi}_{H} = \text{Im}\{\beta(\omega \varepsilon f f_j \mu \Pi(r) - \nabla \times \Phi_H(r)) / \omega) \}$$
$$F^{\phi}_{\chi} = \sqrt{\varepsilon f f_j} \text{Im}\{\chi(2\Phi(r) - \nabla \times \Pi(r)) \} \quad (A11)$$
that connect the real and imaginary parts of the electromagnetic polarizabilities $\alpha$, $\beta$ and $\chi$ to the electric, magnetic and chiral densities and fluxes of the electromagnetic field.

In our configuration, the electric and magnetic dissipative forces are purely azimuthal, thus playing no role in the probability distributions of the double well. For our onedimensional model, we can thus ignore them in the Fokker-Planck analysis where the only dissipative force that must be accounted for is the chiral dissipative force. Of course, these azimuthal components are accounted for in the three-dimensional simulations of the vectorial Langevin equation.

Appendix B: Achiral force field landscape

We here describe the general polarization parameter space in which the achiral electric force field landscape develops, as illustrated in Fig. 10. By choosing the $h_+$, $h_-$, and $\delta \theta$ parameters, we can tune the relative amplitude of the interference $\text{Re}[\alpha] \nabla W_{\text{inter}}$ (blue line of the insets) and average trapping forces $\text{Re}[\alpha] \nabla W_{\text{trap}}$ (black line of the insets of Fig. 10), while the $\delta$ parameters introduces a phase change in the interference forces. In Fig. 10, as well as in the rest of the paper, we systematically choose $\delta$ so that the interference potential is maximum at the center of the trap ($z = 0$). The surface represents the ratio between the maximum and the minimum amplitude of the interference forces when varying $h_-$ against the choice of $h_+$ and $\delta \theta$.

The insets displayed in the figure showcase a few archetypical configurations. For a given choice of $h_+$ and $\delta \theta$, we present the choices of $h_-$ where the amplitude of the interference forces are respectively minimum and maximum. These two configurations are set with two opposite values of $h_-$ that are specified in the insets. The oscillations of the interference force in blue appear as a blue surface due to the high frequency of the oscillations with respect to the extension chosen for the optical axis. The red lines in the insets are the envelope of the total force. If we vary $\delta \theta$ along the $h_+ = 0$ line (in blue on the surface), the intensity of the interferences is varied, but does not change depending on $h_-$. The achiral landscape used in the main text is a more extreme case of the inset outlined in red on the right. It is shown in detail in Fig. 11 below. The other red outlined inset is a reactive configuration as the maximum of interference is obtained for opposite values of $h_-$ close to the one chosen in the main text.

The dissipative configuration is an intermediate case where $\delta \theta \neq 90^\circ$ allows for a purely dissipative interference force landscape. Along the red line on the surface, we vary $\delta \theta$ from 0° to 90°, allowing for such intermediate cases to appear. Finally, in the configurations where $\delta \theta = 90^\circ$ or $h_+ = 1$, we ensure that the minimum of interferences is always 0 while for $\delta \theta = 0^\circ$, we ensure that the maximum of interference is the global maximum. For other intermediate values of $\delta \theta$, the choice of $h_+$ can tune the minimum of interferences, ensuring that they are present, as seen for example following the red line.

Appendix C: Dipolar chiral nanoparticle model

Here, we follow [8] in order to calculate the dipolar $(p, m)$ response of a chiral nanosphere that can be expressed in terms of the incident electric and magnetic fields $E$ and $H$

$$
\left( \begin{array}{c} p \\ m \end{array} \right) = \left( \begin{array}{cc} \alpha \varepsilon_f - i \chi \varepsilon_f \mu_f \\ i \varepsilon_f \mu_f / \beta \end{array} \right) \cdot \left( \begin{array}{c} E \\ H \end{array} \right). 
$$

(C1)

In the quasistatic limit for a sphere of radius $R$, the electric, magnetic and chiral susceptibilities $\alpha$, $\beta$ and $\chi$ are given as:

$$
\alpha = 4\pi R^3 (\varepsilon_m - \varepsilon_f)(\mu_m + 2\mu_f) - \kappa_m^2 \\
\beta = 4\pi R^3 (\varepsilon_m + 2\varepsilon_f)(\mu_m - \mu_f) - \kappa_m^2 \\
\chi = 12\pi R^3 \frac{\kappa_m^2}{(\varepsilon_m + 2\varepsilon_f)(\mu_m + 2\mu_f) - \kappa_m^2},
$$

(C2) (C3) (C4)

where $\varepsilon_m$ and $\mu_m$ are the complex permittivity and permeability of the material (in our case, gold), $\varepsilon_f$ and $\mu_f$ are those of the fluid (assuming that both are purely real) and $\kappa_m$ is the complex “chiral parameter” of the nanosphere [8].

In practice, for a non spherical chiral particle of arbitrary geometry, it is reasonable to assume that these equations will still apply with an effective electromagnetic radius $R$ and a chiral parameter that depends on the geometry of the particle. Exact equations can however always be calculated knowing the particular geometry. Experimentally, a determination of the complex chiral parameter can be obtained by measuring for the chiral nanoparticle the optical rotary dispersion (ORD) for $\text{Re} [\kappa_m]$ and the circular dichroism (CD) for $\text{Im} [\kappa_m]$.

From the chiral optical force perspectives, the polarizability $\chi$ is the relevant parameter, more precisely the ratio $\xi = \chi / \alpha$ that we fixed at a 5% value throughout the Article. The Clausius-Mossotti relations (C4) then lead to a simple relation that allows us to determine $\kappa_m$ from the chosen value for $\xi$:

$$
\kappa_m^2 + 3\kappa_m / \xi - (\varepsilon_m - \varepsilon_f)(\mu_m + 2\mu_f) = 0.
$$

(C5)

Among the four possible solution values for $\kappa_m$, we use the two opposite ones that have the smallest modulus. This choice is made in order to ensure that the transition from the achiral $\chi = 0$ case to the chiral $\chi \neq 0$ case has practically no impact in the $\alpha$ and $\beta$ values. In such a case, the trapping potential profile described in Sec. IV in the achiral case remains unchanged when the chiral coupling is induced in Secs. VII and VIII with $\chi \neq 0$ and non-zero chiral density and/or flux.

Appendix D: Simulations: algorithms and methods

The Langevin dynamics of an overdamped brownian object at position $r$ immersed in a force field $F$ and a fluid of viscosity $\gamma$ and diffusion coefficient $D$ is given by the equation

$$
dr = \frac{1}{\gamma} F dt + \sqrt{2D} dW_t.
$$

(D1)
where $dW_t$ is the brownian increment at time $t$.

To simulate the Langevin dynamics of a dipolar chiral particle in an axisymmetrical force field as done in Secs. IX and X, we use the Euler-Maruyama scheme \[67\]

$$
\rho_n = \sqrt{x_n^2 + y_n^2}
$$

$$
x_{n+1} = x_n + \frac{dt}{\gamma} \frac{x_nF_\rho(\rho_n, z_n) - y_nF_\theta(\rho_n, z_n)}{\rho_n} + \sqrt{2D dt} \cdot \eta_x(n)
$$

$$
y_{n+1} = y_n + \frac{dt}{\gamma} \frac{y_nF_\rho(\rho_n, z_n) + x_nF_\theta(\rho_n, z_n)}{\rho_n} + \sqrt{2D dt} \cdot \eta_y(n)
$$

$$
z_{n+1} = z_n + \frac{dt}{\gamma} F_z(\rho_n, z_n) + \sqrt{2D dt} \cdot \eta_z(n)
$$

where during the time increment $dt$, the Brownian increment on each axis is randomly chosen in the distribution $\eta_x/y/z = \sqrt{dt} N(0, 1)$. The simulation time step parameter $dt$ is chosen such that $\text{Max}[F_i \sqrt{dt}/\sqrt{2k_B T \gamma}] \leq 1$ for all cylindrical components $i = \rho, \theta, z$ of the optical force $F$ (achiral and chiral).

In an effort to further reduce the calculation time and thus allow for better statistics to be used, we used the result of our one-dimensional model and draw the initial positions from the predicted stationary PDF in order to avoid the equilibration time. To do that, we use a multidimensional inverse transform sampling method.

In a standard one-dimensional inverse transform sampling, knowing the distribution’s PDF $p(X)$, we calculate the monotonic cumulative distribution function (CDF) $F(X)$. It can then be proved that if we draw a random number $U$ following a uniform distribution, $F^{-1}(U)$ will follow the distribution $p(X)$. In order to adapt this method to our multidimensional case, we first note that the problem being fully axisymmetrical, the azimuth $\theta$ can simply be chosen as a uniformly distributed random number. The two remaining parameters are...
FIG. 11. Zoom on the electric force landscape in the achiral case, keeping in mind that the magnetic force is practically zero. This landscape is modified by the chiral forces when the helicity parameters \( h_\pm \) are non zero. As in Fig. 10, the black line represents the force deriving from the trapping potential \(-\text{Re}[\alpha_1] \nabla W_{\text{trap}}(z, q)\). This force carries the contribution of the interference potential \(-\text{Re}[\alpha_2] \nabla W_{\text{inter}}(z, q)\) due to the interplay between the two counter-propagating beams. The total reactive electric force generated by these two components is represented by the blue line. Finally, the red line is the envelope of the electric forces. In the main text, we consider the nanospheres trapped at the center of the line. Finally, the red line is the envelope of the electric forces. In the one-dimensional method, we calculate the residence time probability density functions.

Sec. X analyzes the distribution of the residency times in both wells A and C of the optical potential energy as a function of the presence and nature of the chiral coupling. These residency time are calculated using 4096 long 3 000 000 steps trajectories. We describe in this section how the residency times are identified.

A diffusing trajectory in the bistable potential is characterized by different jump-like events. For some, the particle moves quickly from one well to the other. For many others however, the particles diffuse around the top of the unstable barrier or barely crosses it and returns back to its initial wells, so-called recrossing events.

Following [68], we choose to use an hysteresis criterion to filter out such recrossing events. To do this, we exploit the repulsive character of the barrier which strength is given by a steepest descent approach similar to the one developed in Sec. VI as \( -\frac{\partial \varphi_{\text{eff}}}{\partial z} \) —where \( \varphi_{\text{eff}} = U_{\text{opt}} + U_{\text{react}} + \varphi_{\text{diss}} \) is evaluated on the optical axis \( (q = 0, z) \) including the chiral reactive potential \( U_{\text{react}} \) and/or dissipative pseudo-potential \( \varphi_{\text{diss}} \) depending on the chiral coupling cases.

This trapping strength leads to a standard deviation delimiting an exclusion zone of \( \sigma = \sqrt{-k_B T/\partial^2 \varphi_{\text{eff}}/\partial z^2} \) = 10 nm. We use this standard deviation to define the hysteresis of the bistability: the particle enters or leaves well A when it crosses the \( z = -\sigma \) and enters or leaves well C when it crosses \( z = \sigma \). But in addition, a jump is counted only when the opposite well is reached. In other words, a particle that would make an excursion in the vicinity of the barrier \( z_B \) and eventually going back to its initial well will not be counted as having left its
well. Such sequences are excluded from the record, as seen in black on Fig. 9 in the main text.

Having defined the crossing events, as shown in Fig. 9 (a) and (c), we measure the time interval \( \tau \) that a particle has stayed in one well before jumping to the other. Because it is impossible to determine this time interval at the beginning and end of the trajectory, the corresponding events are excluded from the analysis.

We then calculate the PDF of the occupation times of both wells. The results are shown in Fig. 9 (b) and (d). According to Kramers theory, this PDF should follow an exponential law. However, we clearly observe deviations from such a law at short times, where the position of the particle remains correlated. The correlation time being

\[
t_{\text{corr}} = \frac{2\pi\gamma}{|\partial^2 \phi_{eff}/\partial z^2|_{0,A/C}},
\]

we therefore exclude from our analysis all traces recorded for times smaller that \( t_{\text{corr}} \). This being done, we finally perform a weighted fit of the distribution to take into account the fact that the smaller the probability, the lower the signal-over-noise ratio is. This fit yields precise values for the slopes of the exponential law –plotted in a logarithmic plot as represented Fig. 9 (b) and (d). From the Poissonian exponential law, these slopes correspond to the average residence time.

[1] Antoine Canaguier-Durand, James A Hutchison, Cyriaque Genet, and Thomas W Ebbesen, “Mechanical separation of chiral dipoles by chiral light,” New J. Phys. 15, 123037 (2013).
[2] Robert P Cameron, Stephen M Barnett, and Alison M Yao, “Discriminatory optical force for chiral molecules,” New J. Phys. 16, 013020 (2014).
[3] Kun Ding, Jack Ng, Lei Zhou, and Che Ting Chan, “Realization of optical pulling forces using chirality,” Phys. Rev. A 89, 063825 (2014).
[4] Konstantin Y Bliokh, Yuri S Kivshar, and Franco Nori, “Magnetoelastic effects in local light-matter interactions,” Phys. Rev. Lett. 113, 033601 (2014).
[5] Georgiy Tkachenko and Etienne Brasselet, “Optofluiddic sorting of material chirality by chiral light,” Nat. Commun. 5, 1–7 (2014).
[6] Robert P. Cameron, Alison M. Yao, and Stephen M. Barnett, “Diffraction gratings for chiral molecules and their applications,” J. Phys. Chem. A 118, 3472–3478 (2014).
[7] Antoine Canaguier-Durand and Cyriaque Genet, “Chiral near fields generated from plasmonic optical lattices,” Phys. Rev. A 90, 023842 (2014).
[8] Antoine Canaguier-Durand and Cyriaque Genet, “Chiral route to pulling optical forces and left-handed optical torques,” Phys. Rev. A 92, 043823 (2015).
[9] Amaury Hayat, J. P. Balthasar Mueller, and Federico Capasso, “Lateral chirality-sorting optical forces,” PNAS 112, 13190–13194 (2015).
[10] Ivan D Rukhlenko, Nikita V Tepliakov, Anvar S Baimuratov, Semen A Andronaki, Yuri K Gun’ko, Alexander V Baranov, and Anatoly V Fedorov, “Completely chiral optical force for enantioseparation,” Sci. Rep. 6, 36884 (2016).
[11] Nina Kravets, Artur Aleksanyan, Hamza Chraibi, Jacques Leng, and Etienne Brasselet, “Optical enantioseparation of racemic emulsions of chiral microparticles,” Phys. Rev. Appl. 11, 044025 (2019).
[12] Vincent Marichez, Alessandra Tassoni, Robert P Cameron, Stephen M Barnett, Ralf Eichhorn, Cyriaque Genet, and Thomas M Hermans, “Mechanical chiral resolution,” Soft Matter 15, 4593 (2019).
[13] Ken Sekimoto, Stochastic energetics (Springer-Verlag, Berlin Heidelberg, 2010).
[14] Udo Seifert, “Stochastic thermodynamics, fluctuation theorems and molecular machines,” Rep. Prog. Phys. 75, 126001 (2012).
[15] S. Cliberto, “Experiments in stochastic thermodynamics: Short history and perspectives,” Phys. Rev. X 7, 021051 (2017).
[16] John Bechhoefer, Sergio Cliberto, Simone Pigolotti, and Edgar Roldán, “Stochastic thermodynamics: experiment and theory,” J. Stat. Mech. 2020, 064001 (2020).
[17] L. D. Barron, “True and false chirality and absolute enantiorelection,” Rend. Fis. Acc. Lincei 24, 179 (2013).
[18] Martin Avalos, Reyes Babiano, Pedro Cintas, José L Jiménez, Juan C Palacios, and Laurence D Barron, “Absolute asymmetric synthesis under physical fields: facts and fictions,” Chem. Rev. 98, 2391–2404 (1998).
[19] Uri Hananel, Assaf Ben-Moshe, Daniel Tal, and Gil Markovich, “Enantiomeric control of intrinsically chiral nanocrystals,” Adv. Mat., 190594 (2019).
[20] Marinc S. Slkeczkowski, Mathijs FJ Mabesoone, Piotr Slkeczkowski, Anja RA Palmans, and EW Meijer, “Competitions between chiral solvents and chiral monomers in the helical bias of supramolecular polymers,” Nat. Chem., 1–8 (2020).
[21] H Kagan, Alec Moradpour, Jean François Nicoud, Gilbert Balavoine, RH Martin, and JP Cosyn, “Photochemistry with circularly polarised light, ii) asymmetric synthesis of octa and nonahelicene,” Tetrahedron Lett. 12, 2479–2482 (1971).
[22] Muriel Sarfati, Philippe Lesot, Denis Merlet, and Jacques Courtieu, “Theoretical and experimental aspects of enantiomeric differentiation using natural abundance multinuclear nmr spectroscopy in chiral polypeptide liquid crystals,” Chem. Commun., 2069–2081 (2000).
[23] Philippe Lesot, Christie Aroulada, Herbert Zimmermann, and Zeev Luz, “Enantiotopic discrimination in the nmr spectrum of prochiral solutes in chiral liquid crystals,” Chem. Soc. Rev. 44, 2330–2375 (2015).
[24] Torgny Fornstedt, Peter Sajonz, and Georges Guiochon, “Thermodynamic study of an unusual chiral separation, propanolol enantiomers on an immobilized cellulose,” J. Am. Chem. Soc. 119, 1254–1264 (1997).
[25] Norbert M Maier, Pilar Franco, and Wolfgang Lindner, “Separation of enantiomers: needs, challenges, perspectives,” J. Chromatogr. A 906, 3–33 (2001).
[26] H. A. Kramers, “Brownian motion in a field of force and the diffusion model of chemical reactions,” Physica 7, 284–304 (1940).
[27] V. I. Mel’nikov, “The kramers problem: Fifty years of development,” Phys. Rep. 209, 1–71 (1991).
[28] Baron Peters, Reaction rate theory and rare events (Elsevier, 2017).
[29] Friedrich Hund, “Zur deutung der molekspektren. iii.” Z. Physik 43, 805–826 (1927).
