Abstract: In this paper, we investigate the consequences of dormancy in the ‘rare mutation’ and ‘large population’ regime of stochastic adaptive dynamics. Starting from an individual-based micro-model, we first derive the polymorphic evolution sequence of the population, based on previous work by Baar and Bovier (2018). After passing to a second ‘small mutations’ limit, we arrive at the canonical equation of adaptive dynamics, and state a corresponding criterion for evolutionary branching, extending a previous result of Champagnat and Mélaéard (2011).

The criterion allows a quantitative and qualitative analysis of the effects of dormancy in the well-known model of Dieckmann and Doebeli (1999) for sympatric speciation. In fact, a quite intuitive picture merges: Dormancy enlarges the parameter range for evolutionary branching, increases the carrying capacity and niche width of the post-branching sub-populations, and, depending on the model parameters, can either increase or decrease the ‘speed of adaptation’ of populations. Finally, dormancy increases diversity by increasing the genetic distance between subpopulations.
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1. Introduction

Motivation. Dormancy is a ubiquitous trait in (but not restricted to) microbial communities. It allows individuals to enter a reversible state of reduced metabolic activity for a limited period of time. While it is known that dormancy contributes to the maintenance of microbial diversity (see e.g. [JL10, LdHWBB21]), only few concrete mathematical models seem to have been developed to study the impact of dormancy on the evolution of species. Here, we focus on a stochastic modelling approach using the methods of adaptive dynamics, which has been employed by Champagnat and Mélaéard [CM11]. However, long before the advent of stochastic adaptive dynamics, the study of deterministic Lotka–Volterra systems already laid the foundations for the analysis of the evolution and interaction of species with density dependent competition.

One early example is the discrete-time Lotka–Volterra model in [R72]. There, individuals live on a resource axis – what is known in adaptive dynamics as the trait space – and individuals at position $x$ on the axis have an equilibrium population size $K(x)$. An interesting question arising in this context is the width of the niche occupied by a species, which is the space that the species occupies on the resource axis. Roughgarden found that the niche width depends on the difference of the variance of...
the carrying capacity and the competition function. Precisely this term later appears in [DD99] as a criterion for evolutionary branching in a slightly different, continuous time model.

The term 'evolutionary branching' describes the splitting of a monomorphic population into a dimorphic population around a critical trait with a subsequent divergence of the traits away from the branching point. This dimorphism may be interpreted as two branches of the population which are close to each other initially but are driven apart due to the accumulation of specific (beneficial) mutations. For this to happen, usually it is assumed that a monomorphic population first converges towards a critical point which, once the population has arrived, constitutes a local fitness minimum, so that the coexistence of multiple traits in its vicinity becomes possible. Hence one may observe evolutionary branching. For a more detailed description and interpretation of this mechanism we refer to [D11, Chapter 2] and [WG05, Section 2.9]. The theory of evolutionary branching in a non-geographic trait space as developed by [DD99] based on classical results was a milestone of adaptive dynamics modelling for sympatric speciation – the emergence of new species without geographic separation between populations. However, this theory is also seen as difficult to prove [C07].

Note that Dieckmann and Doebeli provide a continuous space variant of a model introduced by [CL80] in which the speciation mechanism only depends on the concentration of the competition kernel and the carrying capacity. While this result is not entirely new as we have mentioned above, it was the first time to be stated in the context of evolutionary branching and sympatric speciation. A plethora of further models with many different features which exhibit evolutionary branching have been investigated around the time (cf. [GKMM98, GK00, DHK04, SMJV13] and references therein). However, we are not aware of any models in this area incorporating dormancy.

The assumptions in all these models sparked a discussion on the usefulness, limitations and need of adaptive dynamics as a modelling approach. A particular criticism of Waxmann and Gavrilets in their survey article on adaptive dynamics [WG05] concerns the (limited) parameter ranges for sympatric speciation. We will show that the introduction of a competition-induced dormancy mechanism as presented in [BT20] relaxes the criterion for evolutionary branching as long as the strength of the mechanism is of the same order as the competition kernel and the carrying capacity. In particular, we claim that dormancy can favour evolutionary branching and therefore may be seen as a factor contributing to sympatric speciation (within the limitations of the existing adaptive dynamics models, i.e. asexual reproduction, homogeneous environment, mostly monomorphic populations etc).

Moreover, we observe that dormancy can enrich the diversity of microbial communities in numerous other ways besides helping evolutionary branching. Firstly, we observe larger carrying capacities. This happens in two ways: due to dormancy, individuals can tolerate higher levels of competition and hence the total population size increases. Furthermore, the introduction of dormancy can help the population to occupy larger portions of the trait space. This occurs through wider branches which we also refer to as wider niches. Secondly, our dormancy mechanism can increase or decrease the speed of adaptation. This is to say that the evolution towards a fitness optimum from a lower fitness level may both be favourably or adversely impacted by dormancy depending on the model parameters. Thirdly, we can show that the (genetic) distance between subpopulations after evolutionary branching can be increased. And lastly, we observe the emergence of alternative pathways to dimorphic populations.

In order to make these claims mathematically sound, we will use the stochastic model of [CM11] as our foundation. The polymorphic evolution sequence (PES) is the result of an additional assumption on rare mutations, i.e. a mutant trait fixates before a second mutation emerges. While this assumption prevents clonal interference and may alter the effects of other evolutionary features, it is one of the simplest models for polymorphic populations in the large population limit and has been adopted into several different settings before, such as cancer modelling [BCM+16] or predator-prey dynamics [CHL+16]. The second building stone is the canonical equation of adaptive dynamics, which is the small mutation limit of the trait substitution sequence (the monomorphic equivalent of the PES), the
latter of which was introduced in [MGM+96]. This equation describes the evolution of the trait over time as a differential equation and has been discussed in several different models (cf. [CM11, CMM13]). With these means we obtain a precise mathematical criterion for evolutionary branching.

Organisation of the paper. The remainder of the paper is structured as follows: In Section 2 we present the model and necessary mathematical notation and results: Section 2.1 contains the basic stochastic individual-based model. Section 2.2 provides the corresponding polymorphic evolution sequence in the many particles and rare mutations regime. Section 2.3 considers the small mutation limit and states the evolutionary branching criterion of Champagnat and Mézéard in the context of dormancy. In Section 3 we then specialize our results to the set-up of Dieckmann and Doebeli, now extended to include dormancy. We are able to provide quantitative results for the parameter ranges leading to evolutionary branching in the presence of dormancy, and also provide simulations to illustrate them (Section 3.1). In Section 3.2, we discuss further effects of dormancy for adaptive diversification, including the speed of adaptation, diversity in trait space, and potential alternative pathways to polymorphic populations.

2. Model and theoretical results

2.1. A micro-model for competition-induced dormancy. We extend a stochastic individual-based model with rare mutations introduced by [CM11] to include dormancy. More specifically, we assign to each individual of our population model a trait \( x \in \mathcal{X} \), where \( \mathcal{X} \subseteq \mathbb{R}^\ell \) with \( \ell \geq 1 \) is a compact set. This trait determines the behaviour of the individual. Furthermore, each trait \( x \) may exhibit an active and a dormant state (or phenotype), which we denote by \((x,a)\) and \((x,d)\) respectively. For each \( x,y \in \mathcal{X} \) we introduce the functions

- \( \lambda(x) \geq 0 \) is the rate at which active individuals with trait \( x \) reproduce,
- \( \mu(x) \geq 0 \) is the rate at which active individuals with trait \( x \) die. We assume \( \mu(x) \leq \lambda(x) \) for all \( x \in \mathcal{X} \).
- \( K \in \mathbb{N} \) is the carrying capacity which governs the population size,
- \( \frac{\alpha(x,y)}{K} \geq 0 \) is the competition kernel which determines the competition an active individual of trait \( y \in \mathcal{X} \) exerts onto an active individual of trait \( x \in \mathcal{X} \),
- \( u_Km(x) \in (0,1] \) is the probability of mutation at birth where \( u_K, m(x) \in (0,1] \),
- \( u_K\phi(x) \in [0,1] \) is the rate of mutation of a dormant individual of trait \( x \) with \( \phi(x) > 0 \),
- \( M((x,t), h)dh \) with \( t \in \{a,d\} \) is the mutation kernel determining the law of the mutant trait \( x + h \in \mathcal{X} \) when the mutant is born from an individual with trait \( x \) or is a mutant dormant individual respectively,
- \( p(x) \in [0,1] \) is the probability with which an individual of trait \( x \) can become dormant when it experiences competition,
- \( \kappa(x) \geq 0 \) is the rate at which dormant individuals of trait \( x \) die. Usually, we will assume \( \kappa(x) \leq \mu(x) \).
- \( \sigma(x) > 0 \) is the rate at which dormant individuals of trait \( x \) resuscitate,

Note that there are no assumptions regarding symmetry of the competition kernel or the mutation kernels. In fact, real world data from [R72] provide an example of an asymmetric competition kernel.

Our set-up is almost a special case of the general model with phenotypic plasticity which was considered by Baar and Bovier in [BB18]. There, mutations can only result from births but not spontaneously, and some rates only depend on the phenotype but not the genotype. However, a simple modification of their arguments can be used to show that their results concerning the limiting behaviour of the population also apply in our case.
2.2. Many particles and rare mutations: The polymorphic evolution sequence. Under suitable assumptions regarding the behaviour of the mutation rate \( u_K \) and the carrying capacity \( K \) the dynamics of the population converge as \( K \to \infty \) towards a pure jump Markov chain. This is due to the so-called “rare mutations regime” which allows for a mutant trait to establish itself in the population before another mutation emerges. We will briefly sketch the way to our result. Denote by \( N(t) \) the total population size at time \( t \geq 0 \) and let \( N_{x,r}(t) \) with \( r \in \{a, d\} \) denote the active respectively dormant population size of trait \( x \) at time \( t \). As \( K \to \infty \), the population sizes will tend to infinity as well, therefore we consider the rescaled population and count how often each trait is represented, where we denote the trait of the \( i \)-th individual at time \( t \) and its phenotype by \( z_i(t) \), i.e. \( z_i(t) = (x, r) \) for some \( x \in \mathcal{X} \) and \( r \in \{a, d\} \). Then we can write

\[
\nu^K_t = \frac{1}{K} \sum_{i=1}^{N_t} \delta_{z_i(t)}
\]

which counts the number of active/dormant individuals of each trait. If the trait space is finite, say \( \mathcal{X} = \{x_1, \ldots, x_k\} \), then we can represent \( \nu^K_t \) as the vector

\[
\nu^K_t = \frac{1}{K} \left( N_{x_1,a}(t), N_{x_1,d}(t), \ldots, N_{x_k,a}(t), N_{x_k,d}(t) \right).
\]

In the absence of mutations, it is well known from [EK86, Theorem 11.2.1] that the dynamics of \( N_{x_i,r}(t)/K \) for a finite number of traits \( \{x_1, \ldots, x_k\} \subseteq \mathcal{X} \) converges on finite time intervals as \( K \to \infty \) to the solution \( n_{x_i,r}(t) \) of the dynamical system

\[
\begin{align*}
\dot{n}_{x_i,a}(t) &= n_{x_i,a}(t) \left( \lambda(x_i) - \mu(x_i) + \sigma(x_i)n_{x_i,d}(t) - \sum_{j=1}^{k} \alpha(x_i, x_j)n_{x_j,a}(t) \right) \\
\dot{n}_{x_i,d}(t) &= p(x_i)n_{x_i,a}(t) \sum_{j=1}^{k} \alpha(x_i, x_j)n_{x_j,a}(t) - n_{x_i,d}(t) \left( \kappa(x_i) + \sigma(x_i) \right).
\end{align*}
\] (2.1)

We say that the traits \( x_1, \ldots, x_k \) can coexist, if this system admits a coordinatewise positive and locally stable equilibrium. Denote this equilibrium by \( \bar{n} = (\bar{n}_{x_1,a}, \bar{n}_{x_1,d}, \ldots, \bar{n}_{x_k,a}, \bar{n}_{x_k,d}) \). Then we know from [ANY72, Chapter V] that the probability of an invading mutant trait \( y \in \mathcal{X} \) to go extinct is given by the coordinate \( q_a \) for an initially active mutant and the coordinate \( q_d \) for an initially dormant mutant corresponding to the solution of

\[
\begin{align*}
\lambda(y)(q_a^2 - q_a) + p(y)(q_d - q_a) \sum_{j=1}^{k} \alpha(y, x_j)\bar{n}_{x_j,a} + \left( \mu(y) + (1 - p(y)) \sum_{j=1}^{k} \alpha(y, x_j)\bar{n}_{x_j,a} \right)(1 - q_a) &= 0 \\
\sigma(y)(q_a - q_d) + \kappa(y)(1 - q_d) &= 0
\end{align*}
\]

in \([0,1]^2 \setminus \{(1,1)\}\). Denote this unique solution by \( q_a(y, \mathbf{x}) \) for an active and similarly \( q_d(y, \mathbf{x}) \) for an initially dormant mutant of trait \( y \). Now, we can formulate the convergence result for \( \nu^K_t \).

**Theorem 2.1.** Fix traits \( x_1, \ldots, x_k \in \mathcal{X} \) and assume that they can coexist. Further, assume that at time \( t = 0 \), these are the only existing traits and their population size converges as \( K \to \infty \) to their equilibrium, i.e.

\[
\lim_{K \to \infty} \nu^K_0 = \sum_{j=1}^{k} \bar{n}_{x_j,a} \delta_{x_j,a} + \bar{n}_{x_j,d} \delta_{x_j,d}.
\]

Moreover, assume that the mutation parameter satisfies

\[
\exp(-VK) \ll u_K \ll \frac{1}{K \log(K)} \quad \text{for all } V > 0 \text{ as } K \to \infty,
\]
and that λ, α, µ, κ and σ are bounded. Lastly, assume that the solution of the dynamical system (2.1) for coexisting traits x_1, ..., x_k and an invading new trait x_{k+1} ∈ X converges towards a unique locally strongly stable equilibrium n^*(x_1, ..., x_k, x_{k+1}) from any sufficiently small neighbourhood of the initial condition (n, 0, 0).

Then the process (ν^K_t/(Ku_K))_{t≥0} with initial condition ν^K_0 converges in the sense of finite dimensional distributions on the space of finite measures on X × {a, d} equipped with the weak topology as K → ∞ to the jump process (Z_t)_{t≥0} with transitions from

\[ \sum_{j=1}^{k} n_{x_j,a} \delta_{x_j,a} \]  

at rate

\[ \sum_{j=1}^{k} \lambda(x_j)m(x_j)n_{x_j,a}(1 - q_a(x_{k+1}, x))M((x_j, a), x_{k+1} - x_j) \]

\[ + \sum_{j=1}^{k} \phi(x_j)n_{x_j,d}(1 - q_d(x_{k+1}, x))M((x_j, d), x_{k+1} - x_j) \]

and initial condition

\[ Z_0 = \lim_{K \to \infty} ν^K_0 = \sum_{j=1}^{k} n_{x_j,a} \delta_{x_j,a} + n_{x_j,d} \delta_{x_j,d}. \]

**Proof.** The proof consists of a straightforward modification of the proof of [BB18, Theorem 3.6]. □

### 2.3. The small mutation limit and a criterion for evolutionary branching

We now turn towards obtaining a scaling limit as the allowed radius of mutation is scaled down to 0. For this, we need to assume that the trait space X ⊆ R^ℓ is convex. Further, we introduce the scaling parameter ε > 0 into the mutation kernel by defining the mutant trait by y = x + εY where now Y is distributed according to M((x, r), h)dh. In addition, we assume that there are no mutations in the dormant population. Then, letting K → ∞, we obtain a polymorphic evolution sequence dependent on ε, which we call Z^ε = (Z_t^ε)_{t≥0}, and subsequently letting ε → 0 gives us convergence of Z^ε to a deterministic limit. However, we need a new scaling of time to account for the smaller size of mutations.

As in [CM11, Section 4] we will assume a monomorphic population. Then we can associate the polymorphic evolution sequence (Z_t^ε)_{t≥0} with a jump Markov process (X_t^ε)_{t≥0} via Z_t^ε = n_{X_t^ε,a} \delta_{X_t^ε,a} + n_{X_t^ε,d} \delta_{X_t^ε,d}. The process (X_t^ε)_{t≥0} now takes values in R^ℓ and describes the trait of the population at time t.

**Theorem 2.2.** Under the assumptions of Theorem 2.1 assume that the processes (Z_t^ε)_{t≥0} have a monomorphic initial condition

\[ Z_0^ε = n_{x,a} \delta_{x,a} + n_{x,d} \delta_{x,d}, \quad \text{i.e.} \quad X_0^ε = x \]

for some x ∈ X. Also, assume that the mutation rates satisfy φ(x) = 0 for all x ∈ X, and that the function

\[ g(y, x) = \lambda(x)m(x)n_{x,a}(1 - q_a(y, x)) \]

is continuous on X^2 and continuously differentiable with respect to y. Furthermore, let the map x ↦ M((x, a), h)dh be Lipschitz with respect to the Wasserstein metric on the set of probability measures and let M((x, a), h) have finite and bounded in x third-order moments. Then (X_t^ε)_{t≥0} converges weakly...
in the space of càdlàg paths $\mathbb{D}([0,T],\mathbb{R}^d)$ on any finite time interval $[0,T]$ with $T > 0$ to a deterministic function $x(t)$ with $x(0) = x$ and which solves the following canonical equation of adaptive dynamics

$$\frac{dx(t)}{dt} = \int_{\mathbb{R}^d} h[\nabla_1 g(x(t), x(t))]_+ M((x(t), a), h)dh.$$ 

Here, $\nabla_1 g(x, x)$ with $x \in \mathbb{R}^d$ denotes the gradient of $g$ with respect to the first vector. Further, the term in square brackets is to be understood as scalar product.

Proof. Note that we can calculate the equilibrium

$$n_{x,a} = \frac{(\lambda(x) - \mu(x))(\kappa(x) + \sigma(x))}{\alpha(x, x)(\kappa(x) + (1 - p(x))\sigma(x))}$$

and the probability of survival of the mutant trait against a monomorphic resident population

$$1 - q_a(y, x) = 1 - \frac{\alpha(y, x)n_{x,a}(\kappa(y) + (1 - p(y))\sigma(y))}{\lambda(y)(\kappa(y) + \sigma(y))} - \frac{\mu(y)}{\lambda(y)}$$

explicitly. In particular, it is possible to define a function

$$f(y, x) = \lambda(y) - \mu(y) - \frac{\alpha(y, x)n_{x,a}(\kappa(y) + (1 - p(y))\sigma(y))}{\kappa(y) + \sigma(y)}$$

such that

$$g(y, x) = \lambda(x)m(x)n_{x,a} \frac{f(y, x)}{\lambda(y)}.$$ 

Observe that this is the form of the transition function found in [CM11, Theorem 4.1] with similar properties. Therefore, one can now continue exactly as in their proof to obtain the result.

Remark 2.3. In [BBC17] it has been shown that one can obtain a similar result even when one takes the limits simultaneously instead of successively as we have done. However, the corresponding proof is significantly more technical. While we believe that a corresponding result with dormancy should exist, we stick with the simpler version provided here, which is sufficient for our purposes.

Our next aim is to derive an explicit criterion for what is called evolutionary branching in one dimension. Recall that the term describes the situation where at a point $x^*$, a previously monomorphic population living in a neighbourhood of $x^*$ may suddenly become dimorphic with an increasing distance between the genotypes. Consider now $\mathcal{X} \subseteq \mathbb{R}$ as a closed interval and let $x^*$ be a point towards which the solution of the canonical equation converges. We will focus on traits which satisfy $\partial_1 g(x^*, x^*) = 0$ or equivalently $\partial_1 f(x^*, x^*) = 0$. We refer to such traits as evolutionary singularities. While this point will never be reached by $x(t)$, we can ask, how the stochastic system behaves around these points. A criterion for evolutionary branching was derived by [MGM+96]. A more rigorous version was then proved by Champagnat and Mélaard. Under the assumptions of Theorem 2.2 they found the following result, which carries over one-to-one to our model:

Theorem 2.4. Consider the process $Z^e$ and assume that the canonical equation of adaptive dynamics with initial condition $x$ converges towards an evolutionary singularity $x^*$ in the interior of $\mathcal{X}$. We also assume that $\lambda, \mu, \kappa, \sigma$ and $p$ are three times continuously differentiable and $\alpha(x, y)$ is four times continuously differentiable with respect to the first variable. Further assume that the mutation kernel $M((x, a), \cdot)$ has mass on the positive and negative real axis for any $x$ in the interior of $\mathcal{X}$. Assume that the function $f$ from the proof of Theorem 2.2 satisfies

$$\partial_{22} f(x^*, x^*) > \partial_{11} f(x^*, x^*)$$

and $\partial_{22} f(x^*, x^*) + \partial_{11} f(x^*, x^*) \neq 0$.

Then,

- if $\partial_{11} f(x^*, x^*) > 0$, then there is almost surely evolutionary branching at $x^*$. 

if \( \partial_{11}f(x^*, x^*) < 0 \), then there is almost surely no evolutionary branching.

Sketch of proof. Most of the proof can be taken from the proof of [CM11, Theorem 4.10]. However, we need to specify the fitness function for an invading mutant trait \( z \) in a dimorphic population consisting of traits \( x \) and \( y \). This is done by setting

\[
  f(z; x, y) = \lambda(z) - \mu(z) - \frac{(\alpha(z, x)\hat{n}_{x,a} + \alpha(z, y)\hat{n}_{y,a})(\kappa(z) + (1 - p(z))\sigma(z))}{\kappa(z) + \sigma(z)},
\]

where \( \hat{n}_{x,a} \) and \( \hat{n}_{y,a} \) denote the active population sizes of trait \( x \) and \( y \) respectively in their dimorphic equilibrium. To calculate these explicitly, we consider the dynamical system

\[
\begin{align*}
  \dot{n}^a_x(t) &= n^a_x(t) \left( \lambda(x) - \mu(x) - \alpha(x, x)n^a_x(t) - \alpha(x, y)n^a_y(t) + \sigma(x)n^d_y(t) \right) \\
  \dot{n}^a_y(t) &= n^a_y(t) \left( \lambda(y) - \mu(y) - \alpha(y, x)n^a_x(t) - \alpha(y, y)n^a_y(t) + \sigma(y)n^d_y(t) \right) \\
  \dot{n}^d_x(t) &= p(x)n^a_x(t)(\alpha(x, x)n^a_x(t) + \alpha(x, y)n^a_y(t)) - \sigma(x)n^d_y(t) \\
  \dot{n}^d_y(t) &= p(y)n^a_x(t)(\alpha(x, x)n^a_x(t) + \alpha(y, y)n^a_y(t)) - \sigma(y)n^d_y(t),
\end{align*}
\]

which describes the behaviour of the two traits in absence of mutations as is known from standard theory (cf. [BT20], [EK86]). It is easily verified that the equilibrium of (2.2) satisfies

\[
  \alpha(y, x)\hat{n}_{x,a} + \alpha(y, y)\hat{n}_{y,a} = \frac{(\lambda(y) - \mu(y))(\kappa(y) + \sigma(y))}{\kappa(y) + (1 - p(y))\sigma(y)}
\]

and

\[
  \alpha(x, x)\hat{n}_{x,a} + \alpha(x, y)\hat{n}_{y,a} = \frac{(\lambda(x) - \mu(x))(\kappa(x) + \sigma(x))}{\kappa(x) + (1 - p(x))\sigma(x)}.
\]

Hence, \( f(z, x, y) \) is well-defined if and only if the linear system has a unique solution and hence \( \alpha(y, x)\alpha(x, y) \neq \alpha(x, x)\alpha(x, y) \). With this definition and explicit representation one can show the properties given in [CM11, Proposition 4.13] from which the result follows.

Aside from the technical assumptions, \( \partial_{11}f(x^*, x^*) \) decides whether the singularity \( x^* \) is a local fitness minimum or maximum. On the one hand, if it is a minimum, then invading traits from the left and the right of the singularity have a higher fitness and can coexist for suitable combinations. Since these traits are now coexisting, the singular trait \( x^* \) is no longer able to invade (but traits further away may still be able to invade and push the coexisting traits further apart). If on the other hand \( \partial_{11}f(x^*, x^*) < 0 \) and \( x^* \) is a fitness maximum, then surrounding traits of \( x^* \) may invade but not extinguish the singular trait if \( \partial_{11}f(x^*, x^*) + \partial_{22}f(x^*, x^*) > 0 \). This leads to coexistence of multiple traits in a small neighbourhood of the singular trait as was shown by [CM11, Proposition 4.11]. A graphical description of how these situations may arise is given in Figures 2.3 and 2.4 of [D11]. Here, the model is slightly different but the interpretation also applies to our situation.

While the above criterion in its abstract formulation is unchanged from the one stated by Champagnat and Méléard, the implicit presence or absence of dormancy will significantly affect the emergence of evolutionary branching, as we will investigate in an important special scenario below. In general, the impact of dormancy depends heavily on the shape of the functions \( \kappa, \sigma \) and \( p \) which makes a general discussion rather complex.

### 3. Dormancy in a classical model for evolutionary branching

#### 3.1. A simple explicit criterion for evolutionary branching in the presence of dormancy

In order to gain an understanding of the consequences of dormancy in our abstract evolutionary branching criterion, we now discuss dormancy in the concrete set-up provided by Champagnat and Méléard, which is in turn based on Dieckmann and Doebeli [DD99], Christensen and Loescke [CL80], Roughgarden [R72] and references therein.
Here, the parameters of the general micro-model from the beginning of Section 2 are specified to \( X = [-2, 2] \), \( \mu(x) = 0 \), \( m(x) = m \), \( M((x, a), h)dh \sim N(0, \rho^2) \),
\[
\lambda(x) = \exp \left( -\frac{x^2}{2\sigma_b^2} \right), \quad \alpha(x, y) = \exp \left( -\frac{(x - y)^2}{2\sigma_b^2} \right).
\]

We introduce a specific type of dormancy by letting
\[
\kappa(x) = 0, \quad \sigma(x) = \sigma, \quad p(x) = 1 - \exp(-|x|/(2\sigma_p^2))
\]
for \( \sigma_p, r > 0 \). Note that the choice \( r = 2 \) appears particularly natural, since then dormancy and competition/fitness act on similar scales.

Further, note that our choice for the dormancy-initiation function \( p \) introduces a reproductive trade-off into the system, in the sense that individuals who can evade death by becoming dormant more efficiently in turn suffer from an increased need for resources and hence lower reproduction rate. Such a trade-off has been reported in the dormancy literature (e.g. [LdHWBB21]) and is a crucial modelling assumption.

In order to get an explicit criterion for evolutionary branching in the presence of competition-induced dormancy as realized above, we now need to calculate the derivatives of the fitness function \( f \) and then apply Theorem 2.4. We obtain
\[
f(y, x) = \lambda(y) - \frac{\alpha(y, x)\lambda(x)}{1 - p(x)} (1 - p(y)).
\]
Calculating the first derivative yields
\[
\partial_1 f(x, x) = \lambda'(x) + \frac{\lambda(x)\alpha(x, x)p'(x)}{1 - p(x)} - \partial_1 \alpha(x, x)\lambda(x) = \lambda'(x) + \frac{\lambda(x)\alpha(x, x)p'(x)}{1 - p(x)}, \tag{3.1}
\]
and the second derivative with respect to the first component gives
\[
\partial_{11} f(x, x) = \lambda''(x) - \partial_{11} \alpha(x, x)\lambda(x) + 2\frac{\lambda(x)}{1 - p(x)} \partial_1 \alpha(x, x)p'(x) + \frac{\lambda(x)\alpha(x, x)p''(x)}{1 - p(x)}
\]
\[= \lambda''(x) - \partial_{11} \alpha(x, x)\lambda(x) + \frac{\lambda(x)\alpha(x, x)p''(x)}{1 - p(x)}, \tag{3.2}
\]
Note that more generally, these equations hold as long as we assume the competition function to be at a maximum for identical traits.

For our choice of \( p \), the first derivative takes the form
\[
\partial_1 f(x, x) = -\frac{xe^{-x^2/(2\sigma_b^2)}}{\sigma_b^2} + \frac{rx|x|r^{-2}e^{-x^2/(2\sigma_p^2)}}{2\sigma_p^2} = 0 \iff \frac{rx|x|r^{-2}}{2\sigma_p^2} = \frac{x}{\sigma_b^2}.
\]
For \( r > 1 \), this admits the solution \( x = 0 \) but if \( r \neq 2 \) there are up to two further solutions which can be computed in the closed form:
\[
x_{1,2} = \pm \left( \frac{r\sigma_b^2}{2\sigma_p^2} \right)^{-1/(r-2)}.
\]
These two points are also the only equilibria in the case \( r \in (0, 1] \). The stability of these zeros of the first derivative depends only on \( r \) (for \( r \neq 2 \)). For \( r > 2 \), only 0 is stable, whereas for \( r < 2 \), the equilibrium 0 becomes unstable and \( x_{1,2} \) both become stable.

In the most interesting case when \( r = 2 \), the equilibrium 0 is stable if and only if the stability condition
\[
\frac{1}{\sigma_p^2} < \frac{1}{\sigma_b^2}
\]
is satisfied.
The second derivative in our scenario reads
\[
\partial_{11} f(x, x) = \frac{(x^2 - \sigma_b^2)e^{-x^2/(2\sigma_b^2)} - e^{-x^2/(2\sigma_b^2)} - r|x|^r(r|x|^r - 2\sigma_p^2 r + 2\sigma_p^2)e^{-x^2/(2\sigma_b^2)}}{4x\sigma_b^4}.
\]

If now \( x^* = 0 \) is the stable evolutionary singularity, then this simplifies to
\[
\partial_{11} f(0, 0) = \begin{cases} \frac{1}{\sigma_a^2} - \frac{1}{\sigma_b^2}, & \text{if } r > 2 \\ \frac{1}{\sigma_a^2} - \frac{1}{\sigma_b^2} + \frac{1}{\sigma_p^2}, & \text{if } r = 2. \end{cases}
\]

We also compute
\[
\partial_{22} f(0, 0) = \begin{cases} \frac{1}{\sigma_a^2} + \frac{1}{\sigma_b^2}, & \text{if } r > 2 \\ \frac{1}{\sigma_a^2} + \frac{1}{\sigma_b^2} - \frac{1}{\sigma_p^2}, & \text{if } r = 2. \end{cases}
\]

The criterion for evolutionary branching in the case of \( r < 2 \) is also dependent on the equilibrium itself and as such the relationship between the parameters becomes more involved. For now, we only consider the case \( r \geq 2 \). We find that \( \partial_{22} f(0, 0) > \partial_{11} f(0, 0) \) is always satisfied. Comparing our criterion for evolutionary branching around 0 with the criterion obtained by [CM11], we see no change in the case \( r > 2 \). This is due to the effect of dormancy being too weak in the neighbourhood of the singularity and in fact being of different order compared to the birth and competition rates. However, when they are of the same order in the case \( r = 2 \), then we obtain an additional positive constant depending on the dormancy parameter \( \sigma_p \). This shows that evolutionary branching is supported by dormancy, as long as the mechanism is sufficiently strong. At the same time, dormancy must not be too strong, i.e. \( \frac{1}{\sigma_p} < \frac{1}{\sigma_b} \), because the population would not converge to the evolutionary singularity 0 but instead be driven towards the boundary of the trait space.

Hence we arrive at the main result of this section.

**Theorem 3.1 (Evolutionary branching in the presence of dormancy).** Under the above notation, with \( r = 2 \), assume that the stability condition
\[
\frac{1}{\sigma_p^2} < \frac{1}{\sigma_b^2}
\]
is satisfied. Then, we observe local convergence into the stable singularity at 0 with subsequent evolutionary branching, if
\[
\frac{1}{\sigma_a^2} - \frac{1}{\sigma_b^2} + \frac{1}{\sigma_p^2} > 0.
\]
In particular, the presence of dormancy always increases the parameter range for evolutionary branching.

We illustrate this behaviour in Figure 1 and with concrete simulations of the stochastic population model. For this, we have chosen \( r = 2, \sigma_p^2 = 2, \sigma_a^2 = 2 \) and different \( \sigma_b \). The results are shown in Figure 2. Note that in the case \( \sigma_b^2 = 1.2 \), there would be no evolutionary branching without the aid of dormancy since \( \frac{1}{\sigma_a^2} - \frac{1}{\sigma_b^2} < 0 \).

**Remark 3.2 (The impact of the parameter \( r \)).** We display in Figure 3a a selection of fitness landscapes for different parameters of \( r \). We see that in the case \( r \geq 2 \), the stable singularity 0 is a local maximum of the equilibrium population. However, as soon as \( r < 2 \), this former local maximum turns into a local minimum with two new local maxima emerging symmetrically around 0. These are the new stable singularities that we computed previously. Regarding the stability, we see that for \( r > 2 \), the singularity 0 may not be globally stable in the sense that the solution of the canonical equation of adaptive dynamics converges to 0 from any starting trait in the trait space. This effect becomes even more pronounced if we plot the partial derivative \( \partial_1 f(x, x) \) with the same parameters as is depicted in Figure 3b. However, in the critical case \( r = 2 \), there seems to be a dichotomy between either an
(a) The impact of $\sigma_p$ and $\sigma_b$ for constant $\sigma_\alpha$ on evolutionary branching in the case $r = 2$.

(b) The impact of $\sigma_p$ and $\sigma_\alpha$ for constant $\sigma_b$ on evolutionary branching in the case $r = 2$.

**Figure 1.** The blue curve (showing $\partial_{11}f(0,0) = 0$) decides whether there is evolutionary branching, the red curve (showing $\frac{1}{\sigma_p^2} = \frac{1}{\sigma_b^2}$) decides whether 0 is a stable evolutionary singularity. In area A (light grey), 0 is a stable singularity, but there is no evolutionary branching. Area B (dark grey) shows the admissible combinations such that 0 is a stable singularity and the evolutionary branching criterion $\partial_{11}f(0,0) > 0$ is satisfied. In area C, 0 is not a stable singularity. We omit the comparison of $\sigma_\alpha$ against $\sigma_b$ because it is qualitatively similar to Figure (a).

(a) A simulation of the model with $r = 2, \sigma_\alpha^2 = 2, \sigma_b^2 = 0.8, \sigma_p^2 = 2, \sigma = 0.1, m = 0.01, \rho^2 = 0.05, K = 1000$.

(b) A simulation of the model with $r = 2, \sigma_\alpha^2 = 2, \sigma_b^2 = 1.2, \sigma_p^2 = 2, \sigma = 0.1, m = 0.01, \rho^2 = 0.05, K = 1000$.

**Figure 2.** Simulations showing the population size of each trait over time. The trait space is on the vertical line with the size of each trait at a given time being indicated by a colour corresponding to the scale next to the image. Initially, the population is composed of 250 active individuals with trait $-1$. 
unstable singularity or a globally attracting singularity at 0. For \( r < 2 \), each of the two singularities are stable in the sense that there is convergence to the singularity which is closest to the starting trait. Heuristically, as long as \( r \in (1, 2) \), the population could cross the equilibrium 0 as long as the driving forces of evolutionary branching are sufficiently strong, since there is only little resistance to overcome (boundedness of \( \partial_1 f(x, x) \) around 0). However, if \( r \leq 1 \), then the derivative becomes unbounded and the fitness valley can only be crossed by a sufficiently large mutation.

Already the fact that there are two stable singularities indicates that we should be able to observe another enrichment in species diversity. In fact, in our model mutations are normally distributed on the trait space, so even if there is no evolutionary branching in the sense of our criterion \( \partial_{11} f(x^*, x^*) > 0 \) at the equilibrium \( x^* \), we still can – and eventually will – obtain mutations which are closer to the second equilibrium. The traits at the two equilibria can coexist, since they have the same fitness but the competition may drive the branches further apart.

**Remark 3.3** (More general dormancy functions \( p \)). It is easy to see that a dormancy mechanism with constant \( \sigma \) and no death in the dormant state always extends the classical parameter range for evolutionary branching, if \( p \) is convex around the singularity, since then the last term in \( (3.2) \) is strictly positive. In the setting described in [D11, Chapter 2], the fitness function around a singularity can also be thought of as a trade-off function. The forces taken into account are the birth rate and the competition rates. Moving away from an optimal state requires the reduction in reproduction to be compensated by lower competition or vice versa an increase in competitive pressure to be compensated by increased birth rates. If \( \partial_{11} f(x^*, x^*) > 0 \), then this shows a convex trade-off between the function governing births and the function determining competition around the singularity. By this we mean that the loss in reproduction is outweighed by a gain in reduced competition. Since dormancy may be seen as another decrease in competitive pressure by allowing individuals to escape into a dormant state, the shape of the dormancy initiation probability impacts the shape of the fitness function directly. If \( p \) is convex, then it increases the curvature of \( f \), while if it is concave, it decreases the curvature. However, this may still be difficult to investigate, since we can see from equation \( (3.1) \) that \( p \) also affects the position of the singularity. Suppose that \( x^* \) is a singularity in the model without dormancy.
3.2. Further consequences of competition-induced dormancy. Now we investigate some further aspects of dormancy (apart from the criterion for evolutionary branching that we determined in Section 3.1), which we will justify partially mathematically and partially only heuristically or via simulations.

Dormancy can increase the number of subsequent branchings. Note that our criterion for evolutionary branching only applies for the first branching since after that point, we no longer have the approximation of the process via the canonical equation. In order to investigate the impact of dormancy on subsequent branching events, we use the example parameters shown in Figure 4. We highlight that in both cases – with and without dormancy – the criterion for evolutionary branching is satisfied for the evolutionary singularity 0. However, in the setting with dormancy, an additional branch emerges compared to the simulation with identical parameters but without dormancy. This shows that dormancy may also favour evolutionary branching in a setting which we cannot describe accurately with our approach.

Dormancy can both decrease and increase the speed of adaptation. To investigate the speed of adaptation (that is, the speed with which sub-populations reach equilibria in trait space) we focus on the case \( r = 2 \). To this aim, we compare the transition rates of the PES with and without dormancy. Suppose that in both models all rates are equal except for the additional dormancy mechanism and that the population is monomorphic with resident trait \( x \in X \). Then the rate at which a mutant trait \( y \) invades is given by

\[
\lambda(x)m(x) \cdot \frac{\lambda(x) - \mu(x)}{\alpha(x, x)} \cdot (1 - q(y, x))M(x, y - x)
\]
in the model without dormancy, where \( q(y, x) \) is the probability of extinction of a single individual of trait \( y \) against trait \( x \) and \( M(x, y - x) \) is the mutation kernel governing the probability of obtaining trait \( y \) from a mutant offspring of trait \( x \). In the setting with dormancy where mutations only result from births, we obtain

\[
\lambda(x)m(x) \cdot \frac{\lambda(x) - \mu(x)}{\alpha(x, x)(1 - p(x))} \cdot (1 - q_a(y, x))M((x, a), y - x).
\]

as the rate of invasion of a mutant trait \( y \). In our concrete example, recall \( \mu(x) = 0 \) and \( \alpha(x, x) = 1 \). Since the rate of birth, mutation probability and mutation kernel are assumed to be equal, we need to investigate the relationship between

\[
s(y, x, a) = \frac{\lambda(x) - \mu(x)}{\alpha(x, x)} \cdot (1 - q(y, x)) = \lambda(x) - \frac{\alpha(y, x)\lambda^2(x)}{\lambda(y)}
\]

and

\[
s(y, x, d) = \frac{\lambda(x) - \mu(x)}{\alpha(x, x)(1 - p(x))} \cdot (1 - q_a(y, x)) = \frac{\lambda(x)}{1 - p(x)} - \frac{\alpha(y, x)\lambda^2(x)(1 - p(y))}{\lambda(y)(1 - p(x))^2}.
\]

Plugging in our rates and letting \( y = x + \varepsilon \) yields

\[
\frac{s(x + \varepsilon, x, d)}{s(x + \varepsilon, x, a)} = e^{x^2/(2\sigma_p^2)} \cdot \frac{1 - \exp(-\frac{x^2}{2\sigma_a^2} - \frac{\varepsilon^2}{2\sigma_a^2} + \frac{(x + \varepsilon)^2}{2\sigma_b^2} + \frac{x^2}{2\sigma_p^2})}{1 - \exp(-\frac{x^2}{2\sigma_a^2} - \frac{\varepsilon^2}{2\sigma_a^2} + \frac{(x + \varepsilon)^2}{2\sigma_b^2})} \xrightarrow{\varepsilon \to 0} e^{x^2/(2\sigma_p^2)} \left(1 - \frac{\sigma_b^2}{\sigma_p^2}\right).
\]

In particular, in the small mutation limit the rate of evolution is faster in the model with dormancy if and only if

\[
1 - \frac{\sigma_b^2}{\sigma_p^2} > e^{-x^2/(2\sigma_p^2)} \iff |x| > \sqrt{2\sigma_p^2 \log \left(\frac{\sigma_p^2}{\sigma_p^2 - \sigma_b^2}\right)}.
\]

Hence, close to the singularity 0, the introduction of our dormancy mechanism slows down the evolutionary process. This can also be seen in Figure 4. The forces acting against each other are an increased rate of mutation from a larger equilibrium population size and the fact that a larger population size decreases the probability of a successful invasion due to increased competition. Far from the optimal population size, more frequent mutations outweigh more competition since population sizes are small.

**Dormancy can increase the diversity in trait space.** If branches are pushed further apart, we consider this as an ‘increase in diversity’ in trait space. While we have seen that the introduction of dormancy may facilitate additional branching, we will investigate the location of the branches after the first branching event and before any further branchings have occurred. The simplest case is given by symmetric branching around the singularity 0, so we will assume the parameters to be as in Figure 4. Note that we can assume symmetric branching since all of the functions are symmetric around 0. Let us assume that the population in the rare mutation limit only consists of the two coexisting traits \( x_1 > 0 > x_2 \). Due to symmetry, we expect \( x := x_1 = -x_2 \). One could then ask about the distance between the coexisting traits after they have settled into their equilibrium. For this, we consider the dynamical system (2.2) where we replace the trait \( y \) by \( -x \). Then, using the symmetry of the involved functions and the traits as well as \( \alpha(x, x) = 1 \), we find that the non-trivial equilibrium population satisfies

\[
n_1^a = n_2^a = \frac{\lambda(x) - \mu(x)}{(1 + \alpha(-x, x))(1 - p(x))} \quad \text{and} \quad n_1^d = n_2^d = \frac{(\lambda(x) - \mu(x))^2p(x)}{\sigma(x)(1 + \alpha(-x, x))(1 - p(x))^2}.
\]

In our case, we obtain

\[
n_1^a = n_2^a = \frac{e^{-x^2/(2\sigma_a^2) + x^2/(2\sigma_b^2)}}{1 + e^{-2x^2/(2\sigma_b^2)}} \quad \text{and} \quad n_1^d = n_2^d = \frac{(e^{-x^2/(2\sigma_a^2)})^2(1 - e^{-x^2/(2\sigma_b^2)})}{\sigma(1 + e^{-2x^2/(2\sigma_b^2)})(e^{-x^2/(2\sigma_b^2)})^2}.
\]
Now, an invading mutant trait $y$ is successful against this coexistence if and only if its invasion fitness is positive. We know from [BPT21, Section 2, Appendix A] that the invasion fitness in our setting can be calculated by the formula

$$h(y, x) = \frac{\rho(y, x) - \sigma + \sqrt{(\rho(y, x) + \sigma)^2 + 4\sigma p(y)(\alpha(y, x) + \alpha(y, -x))n_1^a}}{2}$$

where $\rho(y, x) = \lambda(y) - (\alpha(y, x) + \alpha(y, -x))n_1^a$. This follows from the death rate in the approximating branching process being $d = \mu(y) + \alpha(y, x)n_1^a + \alpha(y, -x)n_2^a$. Now, we consider the invading trait to be close to $x > 0$, say $y = x + \varepsilon$ with $\varepsilon > 0$. Then the first positive zero of $h(x + \varepsilon, x) = \tilde{h}_\varepsilon(x)$ only depends on $\varepsilon$. Denote this zero by $z(\varepsilon)$. As the radius of mutation tends to zero, the fitness of a mutant trait can be approximated by $\tilde{h}_\varepsilon(x)$ with $\varepsilon \to 0$. In particular, the point at which there are no further successful invasions is given by $z = \lim_{\varepsilon \to 0} z(\varepsilon)$. Unfortunately, we cannot hope for a simple explicit form of $z$, as the zeros of $h$ or $\tilde{h}_\varepsilon$ respectively are not easy to compute. However, we can numerically approximate these endpoints of the branching. Similar computations have been conducted by [SMJV13] in a related model without dormancy. Due to a simpler form of the fitness function, they were able to find an explicit formula.

One could also expect the traits to optimize over time, such that the active population is maximised. In other words, the population will evolve towards the trait $x$ and $-x$ respectively for which the maximum of $n_1^a$ is achieved. In fact, this is the first point where

$$\frac{d}{dx} n_1^a = 0.$$ 

However, while this idea is indeed correct in a population consisting of a single trait, as it is known that the invasion fitness of populations with competition induced dormancy is positive if and only if the active equilibrium population size is larger (cf. [BT20, Eq 2.5]), this is not the case in a polymorphic population. For the example presented in Figure 4 we calculate the position of the traits before any secondary branchings to be $x \approx 0.897$ while the approach via maximising the active population size would yield $x \approx 1.10$. This shows that the coexistence of traits prevents the population to reach its maximal resource efficiency. Similarly, we calculate the position of the branches for the same parameters without dormancy to be $x \approx 0.589$. Hence, if one interprets the trait space as genetic distance, then dormancy may lead to an increase in this distance. Hence, if speciation only occurs when a certain threshold is surpassed, then dormancy can contribute to speciation in this sense.

**Dormancy increases the carrying capacity of sub-populations.** We also compare the total population size with the example given in Figure 5 when dormancy is involved, the environment can support significantly more individuals as is seen from the colour scale indicating the current size of the trait. This is due to the fact that dormant individuals do not use any resources. Another qualitative feature of these simulations is the thickness of each branch. We may think of the branches as different sub-species, the thickness of a branch indicates the genetic variation within a given subspecies or the width of the niche the given subspecies occupies. Here, the branches with dormancy occupy a larger range of the trait space, while the ones without dormancy appear narrow and light. This observation can also be made in Figure 2. Note that this stems from a slow rate of resuscitation (on average once per ten units of time). Hence the population experiences less exposure to stochastic fluctuations in the trait. Mutations which are not necessarily advantageous remain in the population for longer due to the escape into dormancy. When the resuscitation rate is increased, this effect is reduced as can be seen in Figure 3. We can only confirm our observations for finite populations, since we cannot calculate the coexistence equilibria for an arbitrary number of traits and hence cannot give an exact simulation of the PES. However, it may be possible that even in the limit $K \to \infty$ we see wider ranges for coexistence.
Dormancy can create alternative paths to dimorphic populations. In the stochastic system, it may happen by chance that some individuals stay dormant for long enough until the general population sits at a large distance. When these individuals wake up, they may experience little competition and survive to create a new branch. We call this effect “tunnelling” and an example of this effect is displayed in Figure 6.

Note however that this is not possible when we consider the scaling of $K \to \infty$ in the setting of the polymorphic evolution sequence because mutations are rare. In fact, the rarity of mutations prevents the survival of any dormant individuals against the dominating trait unless they can coexist. Hence, this is a purely stochastic effect. For one, we require a dormant individual to remain dormant for a sufficient period of time, which only depends on $\sigma$. Secondly, we require this individual to have a positive fitness at the time of resuscitation, which depends on the birth rate $\lambda$ and the competition experienced. The latter implicitly depends on the mutation parameter $m$, since more mutations allow the population to evolve faster into the reproduction optimum. Suppose that the population has evolved towards its reproduction optimum 0 and a resuscitating “mutant” trait $y$ enters the active population. For convenience, we will assume that the trait 0 has been adopted by the population and hence the equilibrium population size of a monomorphic population is assumed. Then, the invasion fitness of trait $y$ against trait 0 is positive if and only if the branching criterion is satisfied. Hence, this mechanism of branching does not allow a larger range of parameters to observe a splitting of the population. In fact, we expect the two branches of the population to end up in the same regions of the trait space as the branches from evolutionary branching around 0 would. However, it significantly changes the history of the population and it may allow for temporary additional branches as can be seen in Figure 6. While the behaviour in the stochastic setting after resuscitation of a subpopulation by tunnelling is difficult to understand, we have not observed a similar structure in simulations without such a tunnelling effect. A similar observation regarding the effects of stochasticity on qualitative aspects of evolutionary dynamics has been made by [WI13]. In their model, they found that evolutionary branching only occurs for sufficiently large population sizes. This contrasts our
Figure 6. Simulation showing the population size of each trait over time. Initially, the population is composed of 250 active individuals with trait $-1$. The parameters are $r = 2$, $\sigma_b^2 = 0.7$, $\sigma_a^2 = 0.49$, $\sigma_p^2 = 5$, $m = 0.1$, $\sigma = 0.01$, $\rho^2 = 0.01$ and $K = 1000$.

result, since we require sufficiently small populations, but also demonstrates the importance of finite population sizes when analysing the models.
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