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1. Introduction

Carleson measures are ubiquitous in Harmonic Analysis. In the paper of Fefferman–Kenig–Pipher [4] an interesting class of Carleson measures was introduced for the need of regularity problems of elliptic PDE. These Carleson measures were associated with $A_\infty$ weights. In discrete setting (we need exactly discrete setting here) they were studied in Buckley’s [1], where they were associated with dyadic $A^d_\infty$.

Our goal here is to show that such Carleson–Buckley measures (in discrete setting) exists for virtually any positive function (weight). Of course some modification is needed, because it is known (see below) that Carleson property of Buckley’s measure are equivalent to the weight to be in $A^d_\infty$.

However a very natural generalization of those facts exist for any weight, and of course, as a natural application to special case $w \in A^d_\infty$ it gives Buckley’s results. The same can be said for continuous version of [4].

Notice that these Carleson–Buckley measures for general weight immediately gave some applications. In preprints [5], [6], [7] ([7] is a full text version of a short [6]) a rather long standing problem called “bump condition problem” has been solved. The methods are different, and [6], [7] formulated only in metric $L^2$, but [6], [7] are based on these general Carleson–Buckley measure pertinent to general (not $A_\infty$) weight. In this sense [6], [7] are slightly more general than [5]. Although it is feasible that our Carleson–Buckley results of [6], [7] and in this note also can be obtained by “local mean oscillation decomposition” of [5].

1.1. $A_\infty$ and Carleson measures associated with it. We formulate two results, the first belongs to Buckley, the second is probably a folklore one. Let $w \in A^d_\infty$, let $I \in \mathcal{D}$ be a dyadic interval, $I_+, I_-$ being its right and left halves, $\Delta_I w := \langle w \rangle_{I_+} - \langle w \rangle_{I_-}$, then

$$\sum_{I \subset J, I \in \mathcal{D}} \frac{|\Delta_I w|^2}{\langle w \rangle_I} |I| \leq C w(J),$$

where $C$ depends only on $A_\infty$ characteristic $[w]_{A^d_\infty}$ of $w$. It is known how exactly it depends on $A_\infty$ characteristic $[w]_{A^d_\infty}$ of $w$, see [2]. But we do not need this here.
Clearly this is the statement about \( w \)-Carleson measure associated with \( A^d_\infty \) weight. Another statement is the following: again let \( w \in A^d_\infty \), \( \{\alpha_I\}_{I \in \mathcal{D}} \) be a dyadic Carleson sequence (discrete measure), meaning that \( \alpha_I \geq 0 \) and

\[
\forall J \in \mathcal{D}, \sum_{I \subseteq J, I \in \mathcal{D}} \alpha_I |I| \leq C |J|,
\]

where the best \( C \) is called the Carleson norm of the sequence (measure) \( \{\alpha_I\}_{I \in \mathcal{D}} \). Then

\[
\forall J \in \mathcal{D}, \sum_{I \subseteq J, I \in \mathcal{D}} \langle w \rangle_I \alpha_I |I| \leq C \langle w \rangle(J),
\]

This second folk result we will even prove now: as \( \langle w \rangle_I \leq C \langle w^{1/2} \rangle_I^2 \) (it is in \( A^d_\infty \) so it satisfies the Reverse Hölder Inequality (RHI)), we can replace (1.3) by

\[
\sum_{I \subseteq J, I \in \mathcal{D}} \langle f \rangle_I^2 \alpha_I |I| \leq C \int_J f^2 dx,
\]

where \( f := w^{1/2} \). But the latter inequality is well known (see Garnett’s book, for example) property of Carleson sequences. We are done with (1.2).

See [1] and [4] for (1.1).

2. Not \( A_\infty \) weights

What if \( w \) is not an \( A_\infty \) weight? Obviously (1.1), (1.3) fail. It is known that (1.1) implies \( A^d_\infty \), and we even know the sharp dependence of \([w]_{A^d_\infty}\) on \( C \) from (1.1). In what concerns (1.3), the maximal operator is not bounded in \( L^1 \) unfortunately.

But we are going to prove the following theorems for general \( w \). They will of course imply the previous section trivially. But they also implied the bump conjecture, see [6], [7] (we already mentioned another solution in [5]). See also immense amount of references in these papers and in the book [3]. Moreover, the theorems below have stronger versions discussed in the last Section. Therefore, these theorems prove the bump conjecture under weaker “bump” assumptions.

To formulate the results we need Orlicz norms, and actually, something else expressed by function \( \Psi \) below.

2.1. Orlicz norms and distribution functions.

2.2. A lower bound for the Orlicz norm. Let \( \Phi \) be a continuous non-negative increasing convex function such that \( \Phi(0) = 0 \) and \( \int^{+\infty} \frac{dt}{\Phi(t)} < +\infty \). Define \( \Psi(s) \) parametrically by \( \Psi(s) = \Phi'(t) \) when \( s = \frac{1}{\Phi(t)} \) (\( t > 0 \)). Then \( \Psi(s) \) is positive and decreasing for \( s > 0 \) and \( s \Psi(s) \) is increasing. Moreover
Indeed, using our parameterization we can rewrite the last integral as
\[
\int_{0}^{+\infty} \left( \frac{1}{\Phi(t)} + \frac{\Phi''(t)}{\Phi(t)^2} \right) dt.
\]
The first integral converges by our assumption and the second integrand has a bounded near \(+\infty\) antiderivative \(\frac{1}{\Phi(t)}\).

Let \(w \geq 0\) on \(I \subset X\). Define the normalized distribution function \(N\) of \(w\) by
\[
N(t) = N_I^w(t) = \frac{1}{\mu(I)} \mu(\{x \in I : w(x) > t\})
\]
Lemma 2.1. Let \(\Psi : (0,1] \rightarrow \mathbb{R}_+\) be a decreasing function such that the function \(s \mapsto s\Psi(s)\) is increasing. Let \(\Phi\) be a Young function and let
\[
\Psi(s) \leq C\Phi'(t) \quad \text{where} \quad s = \frac{1}{\Phi(t)\Phi'(t)}
\]
for all sufficiently large \(t\). Then for \(N = N_I^w\)
\[
(2.1) \quad n_{\Psi}(N) := \int_{0}^{\infty} N(t)\Psi(N(t)) dt \leq C\|w\|_{L^\Phi(I)}.
\]
Proof. The left hand side scales like a norm under multiplication by constants, so it is enough to show that if \(\|w\|_{L^\Phi(I)} \leq 1\), i.e.,
\[
\frac{1}{|I|} \int_{I} \Phi(w) = \int_{0}^{\infty} N(t)\Phi'(t) dt \leq 1
\]
then \(n_{\Psi}(N)\) is bounded by a constant. Since \(s\Psi(s)\) increases, we may have trouble only at \(+\infty\) It is clear that it suffices to estimate the integral over the set where \(\Psi(N(t)) > \Phi'(t)\) but since \(\Psi\) is decreasing this means that \(N(t) \leq C/(\Phi(t)\Phi'(t))\), so we get at most \(\int_{+\infty}^{\infty} \Phi(t)^{-1} dt\) and we are done. \(\square\)

Remark. In the above Lemma [2.1] we do not need the assumption that
\[
(2.2) \quad \int_{0}^{\infty} \frac{1}{s\Psi(s)} ds < \infty.
\]
But in what follows this assumption will be needed, and the reasoning in the beginning of this section shows that for any Young function \(\Phi\) satisfying \(\int_{+\infty}^{\infty} (\Phi(t))^{-1} dt < \infty\) we can find \(\Psi\) from Lemma [2.1] satisfying \(\Phi'(t) \sim (\ln t)^{\alpha}\).

2.3. Examples. In the above section only the behavior of \(\Phi\) at \(+\infty\) (equivalently, the behavior of \(\Psi\) near 0) was important, so we will concentrate our attention there.

Let \(\Phi(t) = t(\ln t)^{\alpha}, \quad \alpha > 1\) near \(\infty\). Then
\[
\Phi'(t) \sim (\ln t)^{\alpha}, \quad \Phi(t)\Phi'(t) \sim t(\ln t)^{2\alpha},
\]
so \(\Psi(s) := (\ln(1/s))^\alpha\) satisfies the assumptions of Lemma [2.1] to see that we notice
\[
\ln(\Phi(t)\Phi'(t)) \sim \ln t.
\]
If \( \Phi(t) = t \ln t (\ln \ln t)^\alpha, \alpha > 1 \), then
\[
\Phi'(t) \sim \ln t (\ln \ln t)^\alpha, \quad \Phi(t) \Phi'(t) \sim t (\ln t)^2 (\ln \ln t)^{2\alpha}
\]
and \( \Psi(s) = \ln(1/s)(\ln \ln(1/s))^\alpha \) works, because again \( \ln(\Phi(t) \Phi'(t)) \sim \ln t \).

Note that in both examples \( \int_0^1 (s \Psi(s))^{-1} ds < \infty \).
The examples of Young functions with higher order logarithms are treated similarly.

### 2.4. Differential Embedding Theorems with weight not satisfying \( A_\infty \)
Here is the analog of Buckley’s inequality (1.1) for weights without \( A_\infty \) property.

**Theorem 2.2.** Let \( \Psi \) be as in the previous subsection. Then for any weight \( w \) such that \( n_\Psi (N_I w) < \infty \) for all \( I \in \mathcal{L} \)
\[
\sum_{I \in \mathcal{D}, I \subset J} n_\Psi (N_I w)^{-1} (\Delta_I w)^2 \leq C w(J),
\]
here in the summation we skip \( I \) on which \( w \equiv 0 \).

It is well known that the previous theorem will imply the following differential embedding theorem, which was instrumental in the solution of the bump conjecture in [6], [7].

**Theorem 2.3.** Let \( \Psi \) be as in the previous subsection. Then for any weight \( w \) such that \( n_\Psi (N_I w) < \infty \) for all \( I \in \mathcal{L} \)
\[
\sum_{I \in \mathcal{D}, I \subset J} n_\Psi (N_I w)^{-1} (\Delta_I (f w))^2 \leq C \int_J f^2 w dx,
\]
for all \( f \in L^2(w) \); here in the summation we skip \( I \) on which \( w \equiv 0 \).

### 2.5. Embedding theorem with weight not satisfying \( A_\infty \)
Another theorem, which was instrumental in the solution of the bump conjecture in [6], [7], is the analog of (1.3) for weight not satisfying any \( A_\infty \) conditions.

**Theorem 2.4.** Let \( \{\alpha_I\}_{I \in \mathcal{D}} \) be a Carleson sequence as in (1.2). Let \( \Psi \) be as in subsection 2.1. Then for any weight \( w \) such that \( n_\Psi (N_I w) < \infty \) for all \( I \in \mathcal{L} \)
\[
\sum_{I \in \mathcal{D}, I \subset J} n_\Psi (N_I w)^{-1} (w I)^2 \alpha_I |I| \leq C w(J),
\]
here in the summation we skip \( I \) on which \( w \equiv 0 \).

It is well known that the previous theorem will imply the following differential embedding theorem, which was instrumental in the solution of the bump conjecture in [6], [7].
Theorem 2.5. Let \( \{\alpha_I\}_{I \in D} \) be a Carleson sequence as in (1.2). Let \( \Psi \) be as in subsection 2.1. Then for any weight \( w \) such that \( n_\psi(N^w_I) < \infty \) for all \( I \in \mathcal{L} \)

\[
\sum_{I \in D, I \subset J} n_\psi(N^w_I)^{-1}(fw)_I^2 \alpha_I |I| \leq C \int_J f^2wdx ,
\]

here in the summation we skip \( I \) on which \( w \equiv 0 \).

Remark 1. The reader should notice that this is obtained by (strangely enough) writing in (1.3) \( \langle w \rangle_I \) as \( \langle w \rangle^{2}_I \), and replacing the denominator by bigger “bumped” average. The same happened in Theorem 2.2: we took Buckley’s inequality (1.1) and replaced its denominator by bigger “bumped” average, by the way, the same one.

3. PROOFS OF DIFFERENTIAL EMBEDDING THEOREMS

Let \( \phi(s) := s\Psi(s) \). Let \( U(s) = \frac{1}{\phi(s)} \). Define \( B(s) \) on \([0,1]\) by \( B(0) = B'(0) = 0, B''(s) = U(s) \). Since \( U \) is integrable, \( B \) is well-defined and \( B(s) \leq C_s \). Since \( U \) is decreasing, we have the finite difference inequality

\[
\frac{1}{2}[B(w + \Delta w) + B(w - \Delta w)] \geq B(w) + \frac{1}{2}U(w)(\Delta w)^2. 
\]

Consider

\[
B(I) = \int_0^\infty B(N(t)) dt \leq C \int_0^\infty N(t) dt = C \frac{1}{|I|} \int_I w .
\]

Note that

\[
\frac{1}{2}[B(I_-) + B(I_+)] \geq B(I) + \frac{1}{2} \int_0^\infty \frac{1}{\phi(N(t))} (\Delta N(t))^2 dt.
\]

By Cauchy-Schwarz, this integral is at least

\[
\left[ \int_0^\infty \phi(N(t)) dt \right]^{-1} \left[ \int_0^\infty \Delta N(t) dt \right]^2.
\]

But the first integral is dominated by \( \|w\|_{L_\Phi(I)} \) and the second one is also known as \( \Delta_I w \). Thus, we have the Bellman function proof of the fact that the sequence \( \|\Delta_I w\|^2 |I| \) is \( w \)-Carleson. So Theorem 2.2 is already proved. We promised to deduce Theorem 2.3 from it.

3.1. Proof of Theorem 2.3. Another, more Bellman technique proof is in [7].

Let \( w, v \) be any positive weights. Then

\[
\sum_I \frac{|\Delta_I(fw)| \cdot |\Delta_I(gv)|}{\sqrt{|\|w\|_{L_\Phi(I)}\|v\|_{L_\Phi(I)}}}|I| \leq C\|f\|_{L^2(w)}\|g\|_{L^2(v)} .
\]
Indeed, let us use our lovely shifted Haar functions $h^w_I$ and $h^v_I$ normalized in $L^2(w)$ and $L^2(v)$ respectively and write, as usual,

$$\Delta_I(fw) = \alpha_I(f, h^w_I)_{L^2(w)} / \sqrt{|I|} + \frac{\langle fw \rangle_I}{\langle w \rangle_I} \Delta_I w$$

with $|\alpha_I| \leq \sqrt{\langle w \rangle_I}$ and, similarly,

$$\Delta_I(gv) = \beta_I(f, h^v_I)_{L^2(v)} / \sqrt{|I|} + \frac{\langle gv \rangle_I}{\langle v \rangle_I} \Delta_I v.$$

As usual, we have four sums to estimate. Using the fact that the $L_\Phi$ norm dominates the $L^1$ norm, we see that the first sum is fine by the standard Parceval inequality. To bound the second sum, we can ignore the factor $\frac{\beta_I}{\sqrt{\parallel L_\Phi(I) \parallel}} \leq 1$, use Cauchy–Schwarz inequality, and bound the sum

$$\sum_I \left[ \frac{\langle fw \rangle_I}{\langle w \rangle_I} \right]^2 \frac{(\Delta_I w)^2}{\parallel w \parallel_{L_\Phi(I)} |I|}$$

by $\|f\|^2_{L^2(w)}$ using the classical weighted Carleson embedding theorem. The third sum is similar. At last, applying Cauchy–Schwarz inequality to the fourth sum, we see that we again can use the same Carleson type bounds but now for both $w$ and $v$.

4. PROOFS OF EMBEDDING THEOREMS

We can think that Carleson constant in (4.2) is 1. Let

$$A := A_I := \frac{1}{|I|} \sum_{I \subseteq I, I' \in D} \alpha_I |I| \leq 1.$$

So in what follows we can think that $0 \leq A \leq 1$.

Consider

$$T(A, N) := N \int_0^{N/(A+1)} \frac{1}{\phi(s)} ds.$$

Here we at least used that $1/\phi(s)$ is integrable at 0. Notice that $0 \leq T(A, N) \leq cN$, and that

$$- \frac{\partial T}{\partial A} \geq c \frac{N^2}{\phi(N)}$$

because of the doubling condition on $\phi$ and because $0 \leq A \leq 1$.

We need to check that $T$ is convex.

Lemma. Function $T$ is convex for any $\phi$ because

$$\frac{\phi'(s)}{\phi(s)} \leq \frac{2}{s}, \forall s \in (0, 1).$$
In fact, for our function even a stronger inequality $s\phi'(s) \leq \phi(s)$ is satisfied. Indeed, since $\phi(s) = s\Psi(s)$ is increasing and $\Psi$ is decreasing, then

$$0 \leq \phi'(s) = (s\Psi(s))' = \Psi(s) + s\Psi'(s) \leq \Psi(s) = \frac{\phi(s)}{s},$$

(the second inequality holds because $\Psi$ is decreasing).

**Proof.** Notice that function $f(x, y) = xG(\frac{x}{y})$ always satisfies Monge-Ampère equation:

$$\frac{\partial^2}{\partial x^2} f \frac{\partial^2}{\partial y^2} f - (\frac{\partial^2}{\partial x y} f)^2 = 0.$$  

In fact, such a function is linear on foliating lines $y = cx$. One can of course make it by direct calculation as well. So our $T$ is such.

Now let us compute the second derivative of $T$ in $A$. It is

$$2 \frac{N^2}{\phi(N/(A + 1))(A + 1)} - \frac{N^3}{(A + 1)^4} \frac{\phi'(N/(A + 1))}{\phi(N/(A + 1))} = \frac{N^2}{(A + 1)^3} \frac{\phi'(N/(A + 1))}{\phi(N/(A + 1))} \left(2 - \frac{N}{A + 1} \frac{\phi'(N/(A + 1))}{\phi(N/(A + 1))}\right) \geq 0,$$

because of (4.2).

Now because the Hessian’s determinant is zero, we get automatically that the second derivative in $N$ is also positive. We are done.

Now we define $B(A, N) = CN - T(A, N)$, and

$$B(I) := \int_0^\infty B(A_I, N_{w, I}(t)) \, dt,$$

where $A_I = \frac{1}{I} \sum_{\ell \in D, \ell \subseteq I} \alpha_\ell \ell$, and $N(t) := N_{w, I}(t) := \{x \in I : w(x) > t\}$.

By the properties of $B(A, N)$ (concavity and (4.1)) the following inequality holds for any $I$ and any $t \in (0, \infty)$:

$$B(I) - \frac{1}{2} (B(I_+) + B(I_-)) \geq c\alpha_I \int_0^\infty \frac{N^2(t)}{\phi(N(t))} \, dt \geq c\alpha_I \frac{\int N(t) \, dt}{\int \phi(N(t)) \, dt}.$$

The latter fraction is at least

$$c\alpha_I \frac{\langle w \rangle_I^2}{\|w\|_{L_{\Phi, I}}^2},$$

and we can follow the usual steps of Bellman induction to get (1.3), (2.5).

5. Application

We want to sketch the application from [7] to the so-called “bump conjecture”.
5.1. Bellman function and main differential inequality. Let \( \varphi(s) := s\Psi(s) \). Multiplying \( \Psi \) by an appropriate constant we can assume without loss of generality that

\[
\int_0^1 \frac{1}{\varphi(s)} ds = 1. \tag{5.1}
\]

Define \( m(s) \) on \([0, 1]\) by

\[
m(0) = m'(0) = 0, m''(s) = 1/\varphi(s). \tag{5.1}
\]

Identity (5.1) implies that \( m \) is well-defined and \( m'(s) \leq 1, m(s) \leq s \). For a distribution function \( N = N_I \) define

\[
u(N) = \int_0^\infty (2N(t) - m(N(t))) dt = 2\langle w \rangle_I - \int_0^\infty m(N(t)) dt. \tag{5.2}
\]

For the scalar variable \( f \in \mathbb{R} \) and the distribution function \( N \) define the Bellman function \( \tilde{B}(f, N) = B(f, \nu(N)) \) where

\[
B(f, u) = \frac{f^2}{u}. \tag{5.3}
\]

5.2. Main inequality in the finite difference form. It is proved in [7] that if \( n := \int_0^\infty \phi(N(t)) dt \), then by computing second derivative of \( \tilde{B} \) in the direction \( \Delta = (\Delta f, \Delta N) \) we get

\[
\tilde{B}_\Delta'' \geq \frac{2(\Delta f)^2}{2n + u} \geq \frac{2(\Delta f)^2}{2n} \geq c \frac{(\Delta f)^2}{n}. \tag{5.3}
\]

This implies the following.

**Lemma 5.1.** Let

\[
f = \frac{f_1 + f_2}{2}, \quad N(t) = \frac{N_1(t) + N_2(t)}{2}.
\]

Then

\[
\frac{1}{2} \left( B(f_1, \nu(N_1)) + B(f_2, \nu(N_2)) \right) - B(f, \nu(N)) \geq c \frac{(f_1 - f)^2}{n(N)}. \tag{5.4}
\]

for some positive absolute constant \( c \). (Note that \( f_1 - f = f - f_2 \), so we can replace \( (f_1 - f)^2 \) in the right side by \( (f_2 - f)^2 \))

**Proof.** Notice that

\[
s_1 + s_2 \Psi \left( \frac{s_1 + s_2}{2} \right) \geq \frac{s_1 + s_2}{2} \Psi (s_1 + s_2) \geq \frac{1}{2} s_1 \Psi (s_1); \tag{5.5}
\]

here the first inequality holds because \( \Psi \) is decreasing and the second one because \( s \Psi (s) \) is increasing. Of course, we can interchange \( s_1 \) and \( s_2 \) in the above inequality.

Let \( \Delta f := f_1 - f, \Delta N := N_1 - N \). Define

\[
F(\tau) = B(f + \tau \Delta f, \nu(N + \tau \Delta N)) + B(f - \tau \Delta f, \nu(N - \tau \Delta N))
\]
Taylor’s formula together with the estimate (3.8) from [7] imply that
\[
F(1) - F(0) \geq c \left( \frac{1}{n(N + \tau \Delta N)} + \frac{1}{n(N - \tau \Delta N)} \right) \tag{5.6}
\]
for some \( \tau \in (0, 1) \).

Estimate (5.5) implies that
\[
n(n) \geq \frac{1}{2} n(N \pm \tau \Delta N),
\]
so
\[
\left( \frac{1}{n(N + \tau \Delta N)} + \frac{1}{n(N - \tau \Delta N)} \right) \geq \frac{1}{n(n)}.
\]
Then it follows from (5.6) that
\[
F(1) - F(0) \geq c \cdot \frac{1}{2} \cdot (\Delta f)^2 \cdot \frac{1}{n(n)}.
\]
Recalling the definition of \( F \) and dividing this inequality by 2 we get (5.5).

\[\square\]

5.3. **General case.** Let \( \phi \) and \( \tilde{B} \) be as above.

**Lemma 5.2.** Let \( f, f_k \in \mathbb{R} \), \( \alpha_k \in \mathbb{R}_+ \) and the distribution functions \( N, N_k \), \( k = 1, 2, \ldots, n \) satisfy
\[
f = \sum_{k=1}^{n} \alpha_k f_k, \quad N = \sum_{k=1}^{n} \alpha_k N_k, \quad \sum_{k=1}^{n} \alpha_k = 1.
\]
Then
\[
-\tilde{B}(f, N) + \sum_{k=1}^{n} \alpha_k \tilde{B}(f, N_k) \geq \frac{c}{16} \cdot \frac{1}{n(n)} \left( \sum_{k=1}^{n} \alpha_k |f_k - f| \right)^2.
\]

See the explanation how this lemma follows from the previous one in [7]. Of course it is an interesting exercise in convexity. Essentially, boldface variables should be substituted by averages of \( w \) over a dyadic interval \( I \) and over its \( 2^n \) children of \( n \)-th generation. Distribution function \( N \) should be thought as the normalized distribution function of \( w \) on \( I \), and \( N_k \)'s are normalized distribution functions of \( w \) on the children of \( n \)-th generation.

On the other hand, Lemma (5.2) with \( \alpha_k = 2^{-n} \) exactly means the boundedness of a dyadic shift of complexity \( n \) (actually of any “slice” of dyadic shift of complexity \( n \) as one can see in [7]), it is, in fact, the required inequality in a different language, see why is that in [7], but it is really just a simple observation!

This is how we deal with dyadic shifts, because every shift of complexity \( n \) has \( n \) slices (see [7]), the estimate becomes linear in complexity.

Now there are also paraproducts to be treated. Here we state the embedding theorem, which gives the estimate for the paraproduct operator in two-weight situation under the bump condition.
Theorem 5.3. Let $\varphi : (0,1] \to \mathbb{R}_+$ be a bounded increasing function such that $s \mapsto \varphi(s)/s$ is decreasing, $\varphi(s) \geq s$ and

$$\int_0^1 \frac{1}{\varphi(s)} \, ds < \infty.$$  

For any normalized Carleson sequence $\{a_I\}_{I \in \mathcal{D}}$ $(a_I \geq 0)$, i.e. for any sequence satisfying

$$\sup_{I \in \mathcal{D}} |I|^{-1} \sum_{I' \in \mathcal{D} : I' \subset I} a'_I |I'| \leq 1,$$

we get

$$\sum_{I \in \mathcal{D}} \frac{(fw)^2_{L^2(w)}}{n(N^I)} a_I \leq C \|f\|_{L^2(w)}^2.$$

5.4. An auxiliary function. Let $\varphi$ be as above in Theorem 5.3. For the numbers $A \in [1,2]$, $N \in \mathbb{R}_+$ define

$$T(A, N) := N \int_0^{N/A} \frac{1}{\varphi(s)} \, ds.$$

This is our function from the previous section that gives Carleson estimate in (1.3).

5.5. Bellman function and the main differential inequality. Let now $N$ be a distribution function, and let

$$T(A, N) = \int_0^\infty T(A, N(t)) \, dt.$$

As in Section 5.1 assume, multiplying $\varphi$ by an appropriate constant, that

$$\int_0^1 \frac{1}{\varphi(s)} \, ds = 1.$$

Then $T(A, N(t)) \leq N(t)$, so

$$T(A, N) \leq \int_0^\infty N(t) \, dt =: w = w(N).$$

For $f \in \mathbb{R}$, $M \in [0,1]$ and for a distribution function $N$ define $\tilde{B}(f, N, M) := B(f, u(N, M))$, where

$$B(f, u) = \frac{f^2}{u}$$

and

$$u = u(N, M) = 2 \int_0^\infty N(t) \, dt - T(N, M + 1) =: 2w(N) - T(N, M + 1).$$

Note that $u(N) \geq w(N)$. 

Exactly as before, we get
\[
- \frac{\partial \tilde{B}}{\partial M} \geq \frac{1}{16} \cdot \frac{f^2}{n}
\]
This inequality (together with the convexity of $\tilde{B}$) is the main differential inequality for our function.

5.6. **Finite difference form of the main inequality.** Let $X = (f, N, M)$, $X_k = (f_k, N_k, M_k)$, $(f, f_k \in \mathbb{R}, M, M_k \in [0, 1], N, N_k$ are the distribution functions) satisfy
\[
f = \sum_{k=1}^{n} \alpha_k f_k, \quad N = \sum_{k=1}^{n} \alpha_k N_k, \quad M = a + \sum_{k=1}^{n} \alpha_k M_k, \quad a \geq 0,
\]
where
\[
\sum_{k=1}^{n} \alpha_k = 1, \quad \alpha_k \geq 0.
\]
Then
\[
- \tilde{B}(X) + \sum_{k=1}^{n} \alpha_k \tilde{B}(X_k) \geq \frac{1}{16} \cdot \frac{af^2}{n}
\]
where $n = n(N)$.

Again, see [7] for the explanation that this main inequality is exactly the boundedness of the paraproduct given a bump condition.

6. Discussion

The reader already probably noticed that we do not require the bump condition. Instead of $\| \cdot \|_{\Phi, I}$ and the requirement that the product of such quantities is bounded, we require that the product of $n_{\Psi}(\cdot)$ is bounded. We saw in Lemma 2.1 that
\[
n_{\Psi}(N) := \int_{0}^{\infty} N(t) \Psi(N(t)) dt \leq C \|w\|_{L^{\Psi}(I)}.
\]
It is clear from the proof that one can build the weights for which the left hand side is really much smaller than the right hand side. So our assumptions of the bump conjecture are slightly weaker (for general weights) than the classical assumptions.
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