A recent experiment by Minev et al. [arXiv:1803.00545] demonstrated that in a dissipative (artificial) 3-level atom with strongly intermittent dynamics it is possible to “catch and reverse” a quantum jump “mid-flight” : by the conditional application of a unitary perturbation after a fixed time with no jumps, the system was prevented from getting shelved in the dark state, thus removing the intermittency from the dynamics. Here we offer an interpretation of this phenomenon in terms of the dynamical large deviation formalism for open quantum dynamics. In this approach, intermittency is seen as the first-order coexistence of active and inactive dynamical phases (or more precisely, dynamical regimes in this finite level system). Dark periods are thus like time bubbles of the inactive regime in the active one. Here we consider a controlled dynamics via the (single - as in the experiment - or multiple) application of a unitary control pulse during no-jump periods. By considering the large deviation statistics of the emissions, we show that appropriate choice of the control allows to stabilise a desired dynamical regime and remove the intermittency. In the thermodynamic analogy, the effect of the control is to prick bubbles thus preventing the fluctuations that manifest phase coexistence. We discuss similar controlled dynamics in broader settings.

I. INTRODUCTION

Open quantum systems evolve stochastically due to the action of the environment with which they interact. This stochastic evolution is the result of conditioning on events observed in the environment, such as the detection of photons emitted by a driven atom. A time record of such emissions is a quantum measurement trajectory corresponding to the time sequence of quantum jumps in the state of the system. That is, to the observable (and classical) quantum measurement trajectory corresponds an unobservable quantum trajectory (also called a quantum filter) of the state of the system. In the simplest case of weak coupling to a large bath, the quantum trajectories of such dissipative dynamics are those of a quantum Markov process. For reviews see [1–4].

A recent experiment by Minev et al. [5] has provided a beautiful practical demonstration of quantum trajectories. It studied a superconducting artificial atom designed in a three level V geometry, like the one sketched in Fig. 1(a). Conditions were such that emission dynamics was intermittent due to the system occasionally getting “shelved” in the non-emitting state, cf. Fig. 1(b). A feedback and control mechanism was then devised to prevent excursions into the dark subspace: a longer-than-typical period with no emissions - after the last observed one - was taken as an “advanced warning” that the system was in the process of moving away from the bright subspace and into the dark one. Conditioned on this observation, a unitary perturbation was then applied designed to rotate the state away from the dark level. The effect was to remove the intermittency in the dynamics by preventing the system from leaving the bright subspace, a procedure called in Ref. [5] “catching and reversing” a quantum jump “mid-flight”. The success of the controlled dynamics required the ability to detect emissions with very high efficiency in order to get an accurate estimation of the state of the system, something that was possible in the solid-state setting of Ref. [5] in contrast to what is achievable in actual atomic systems. The experiment of Ref. [5] - together with other recent ones such as [6–9] illustrating the experimental accessibility to quantum trajectory information - is a remarkable demonstration of the applicability of quantum trajectory concepts [10–21] in open quantum systems.

In this note we consider the problem above from the point of view of thermodynamics of quantum trajectories [21]. This is a statistical mechanics approach to the dynamics of open quantum systems that aims to treat ensembles of trajectories just like standard equilibrium statistical mechanics treats ensembles of configurations. It thus generalises concepts such as order parameters, free-energies and thermodynamic phases to the ensemble of trajectories generated by a dynamics. This method can be formalised by applying to dynamics the techniques of large deviations (LDs) [22–25] (i.e., the same mathematical tools used to define the standard equilibrium ensemble method of statistical mechanics). This approach was originally devised for classical systems and has been successfully employed in the study of a variety of dynamical problems, uncovering in many cases the existence of rich dynamical phase behaviour, as for example in glasses [26–29], exclusion processes and driven systems [30–35], signalling networks [36, 37], and protein folding [38, 39]. For a basic review of the classical dynamical LD approach and its extension to Markovian open quantum systems see [40].

From the thermodynamics of trajectories perspective, intermittency in the emission dynamics of an open quantum system is related to dynamical phase coexistence...
Intermittent dynamics is a consequence of the existence of two distinct dynamical phases, an active phase where emissions are plentiful, and an inactive phase with low or no emissions. This dynamical phase structure is what is revealed by the LD approach. At conditions where intermittency occurs, typical trajectories of the dynamics are those that display coexistence and alternate between these two phases. By quantifying the statistical properties of all trajectories, one finds that away from typical behaviour - i.e., when rare fluctuations give rise to atypical dynamics - rare trajectories that emit much more than average have different characteristics than rare trajectories that emit much less than average, each belonging to a distinct dynamical phase.

The change in the nature of dynamical fluctuations from rare and active, through typical and intermittent, to rare but inactive, corresponds to the physics of a first-order phase transition (as say, liquid to vapour in a standard equilibrium static setting) but occurring in trajectory space: it is first-order as the two phases have distinct values of the order parameter that distinguishes them (for example their characteristic emission rate - cf. the difference in density between the liquid and vapour phases in the static analogy) and the interface between bright and light periods when intermittent - i.e., at coexistence - is sharp (cf. the sharp interface of vapour bubbles in a liquid). For a system with a finite state space, such as the three level one of Fig. 1(a), the transition cannot be sharp and is rounded off (a singular transition requires a large system), and the dynamical behaviour is thus one of a first-order crossover.

Here we use the above methods and ideas to study and interpret the quantum jump reversal control dynamics as the one of the experiment of Ref. 5. The reason why such control dynamics is effective is precisely the phase coexistence character of the dynamics. The fact that the interface between regimes belonging to the two phases is sharp allows an accurate identification of when the control perturbation needs to be applied. Below we study this control dynamics using the tools of dynamical LD. We find that that appropriate choices of the control operation and the time at which it is applied allows to stabilise a desired dynamical regime (either active or inactive) and remove the intermittency. In a static thermodynamic analogy, the effect of the control is akin to scanning a system close to phase coexistence and when seeing an interface pricking it so as to prevent the formation of bubbles of the other phase.

The paper is organised as follows. In Sec. II we introduce the basic three level model and we review the LD properties of its dynamics. In Sec. III we study a feedback-control dynamics similar to the one used in Ref. 5 within the LD approach, showing how appropriate control pulses allow to select a dynamical regime and remove intermittency. In Sec. IV we generalise the protocol to allow for repeated unitary pulses within a no-jump period, which gives even more precise control on the observed dynamics, and implement this feedback scheme in an alternative Markovian fashion by means of an ancillary classical controller. In Sec. V we discuss the broader context of our results and give our conclusions.

II. Model and Dynamical Large Deviations Method

A. Three level system

As in Ref. 5, we consider a system with three levels, \{0, 1, 2\}, in a V setting, see Fig. 1. The dynamics we consider is Markovian, with the average state \( \rho_t \) given by

\[
\rho_t = T_{t_1,t_2} \rho_0
\]

Here \( T_{t_1,t_2} \) corresponds to the evolution super-operator that evolves the average state between times \( t_1 \) and \( t_2 \). For the case where the dynamics is not controlled (see below for the controlled case) average evolution is generated by the Master super-operator \( \mathcal{L} \), that is,

\[
T_{t_1,t_2} = e^{(t_2-t_1)\mathcal{L}},
\]

with \( \mathcal{L} \) of the Lindblad form

\[
\mathcal{L}(\cdot) = -i[H,(\cdot)] + J(\cdot)J^\dagger - \frac{1}{2} \{J^\dagger J, (\cdot)\}
\]

with Hamiltonian and jump operator given by

\[
H = \Omega_{01} |0\rangle\langle 1| + |1\rangle\langle 0| + \Omega_{02} (|0\rangle\langle 2| + |2\rangle\langle 0|)
\]

and

\[
J = \sqrt{7} |0\rangle\langle 1|
\]

This means that the evolution equation Eq. 1 can be written in the form of a Master equation

\[
\partial_t \rho_t = \mathcal{L} \rho_t.
\]

The above dynamics is related to a quantum Markov process 3 4, corresponding to an unravelling of the average dynamics in terms of stochastic quantum trajectories 10 13. Under conditions such as \( \gamma, \Omega_{01} \gg \Omega_{02} \) this stochastic dynamics is intermittent, see. Fig. 1(b): typical trajectories combine periods of high emissions with periods of no emissions 47 49.

B. Thermodynamics of trajectories and dynamical phase coexistence

The statistics of emissions at long times can be obtained via the method of large deviations 21. If \( K \) denotes the total number of emissions in a quantum trajectory up to time \( t \), the probability to observe \( K \) emissions (assuming perfect detection efficiency) is

\[
P_t(K) = \sum_{\text{traj}} \delta(K_{\text{traj}} - K) \approx e^{-t\varphi(K/t)}
\]
where the sum is over the trajectories of the dynamics, and the approximate equality holds at long times where we assume that a large deviation principle holds. The function \( \varphi(k) \) is the LD rate function [23]. It is related to scaled cumulant generating function (SCGF) obtained from the moment generating function (MGF) at long times

\[
Z_t(s) = \sum_K e^{-sK} P_t(K) \approx e^{t \theta(s)}
\]  \hspace{1cm} (8)

The SCGF \( \theta(s) \) is given by the largest eigenvalue of the tilted generator [21, 24]

\[
\mathcal{L}_t(\cdot) = -i[H(\cdot), \cdot] + e^{-sJ(\cdot)J^\dagger} - \frac{1}{2} \{J^\dagger J^\dagger, \cdot\}
\]  \hspace{1cm} (9)

In terms of the tilted generator, the MGF reads

\[
Z_t(s) = \text{tr} e^{t \mathcal{L}_t} \rho_0
\]  \hspace{1cm} (10)

For the 3-level model the SCGF is easy to compute by direct diagonalisation of \( \mathcal{L}_t \). Under intermittency conditions, \( \gamma, \Omega_{01} \gg \Omega_{02} \), the SCGF has the form of a free-energy displaying a (smoothed) first-order transition between two phases (strictly speaking two dynamical regimes [43]), one active with plentiful emissions and one inactive with no emissions [21]. Typical dynamics occurs at coexistence between these phases, with intermittency being its dynamical manifestation. In this perspective, long periods without emissions correspond to bubbles of the inactive phase in the active one, a dynamical version of say vapour bubbles in a liquid phase. The physics is thus of a rounded first order transition (the smoothing due to the fact that the system is finite), occurring in trajectory space rather than in state space [21].

**III. CONTROLLED DYNAMICS**

**A. Unitary control after a period without jumps and its LD properties**

We now implement a simple control scheme similar to that of the experiment of Ref. [5]. The idea is the following. When monitoring the environment (by observing the emissions into it), a long enough survival time without emissions is an indicator of (the possibility) of a transition from a period of high emissions to one of no emissions. That is, a long survival time can serve as a warning of the system about to become shelved in the dark state. This information can be used to make an (instantaneous for simplicity) unitary perturbation which should help reverse the jump.

While analysing such a controlled dynamics in a general system is not simple - as in principle the Markovian character is lost by the conditioned control - for the three level model considered here there is an important simplification. The original dynamics in this case that of a (quantum) renewal process, that is, after each emission the state of the system is reverted to \(|0\rangle\langle 0|\). And since the condition to trigger an action depends only on the time \( \Delta t \) survived after since the last jump, the controlled dynamics is also that of a renewal process. This is the property that will allow us to solve the controlled dynamics in relatively simple terms.
In the original (uncontrolled) dynamics, the state evolves between times $t_1$ and $t_2$ with no emissions according to the evolution super-operator, cf. Sec. II,

$$Q_{t_2,t_1} = e^{(t_2-t_1)\mathcal{R}}, \quad (11)$$
generated by

$$\mathcal{R}(\cdot) = -i[H,\cdot] - \frac{1}{2}J^1J(\cdot) \quad (12)$$

A state initially in $\rho_{t_1}$ conditioned on no emissions occurring up to time $t_2$ therefore reads

$$Q_{t_2,t_1}\rho_{t_1} = e^{(t_2-t_1)\mathcal{R}}\rho_{t_1} \quad (13)$$

Note that the resulting state above is not normalised, as the indication to act on the system with unitary $U$ as the indication to act on the system with unitary $U$.

In order to implement the control, we define a new dynamics, where the no-jump evolution is now given by

$$Q'_{t_2,t_1} = \begin{cases} e^{(t_2-t_1)\mathcal{R}} & (t_2 - t_1) < \Delta t \\ e^{(t_2-t_1-\Delta t)\mathcal{R}} U e^{\Delta t \mathcal{R}} & (t_2 - t_1) \geq \Delta t \end{cases} \quad (14)$$

where $U$ is the super-operator

$$U(\cdot) = U(\cdot)U^\dagger \quad (15)$$
corresponding to the action of the unitary $U$ on a state. In Eq. (15) we assume that the initial time $t_1$ is that when a jump has just occurred.

The above implements the control scheme: if the waiting time between events reaches a time $\Delta t$, this is taken as the indication to act on the system with unitary $U$. As in the experiment of Ref. [5], the aim is to choose $U$ and $\Delta t$ such that the crossover to the inactive period is reversed by the action of $U$. Furthermore, we define the jump part of the dynamics to be the same as in the uncontrolled case.

This new dynamics cannot be generated as that of Eqs. (13). We can still write the new evolution operator $T'_{t_2,t_1}$ in terms of the Dyson series that defines its action on the state. Consider first the Dyson series for the original dynamics. In that case the evolution operator $T_{t_2,t_1} = e^{U}$ can be written as

$$T_{t_2,t_1} = \sum_{K=0}^{\infty} \int_{0 \leq t_1 \cdots t_K \leq t} Q_{t_K,t} \mathcal{J} Q_{t_K,t_{K-1}} \cdots \mathcal{J} Q_{t_t,0} \quad (16)$$

where the super-operator,

$$\mathcal{J}(\cdot) = J(\cdot)J^\dagger \quad (17)$$
is the part of $\mathcal{L}$ responsible for the jumps (and $\mathcal{L} = \mathcal{J} + \mathcal{R}$), and $Q$ is given in Eq. (11). The sum in Eq. (16) over the number of jumps and the integral over all possible jump times corresponds to summing over all possible quantum trajectories (we have set the initial time to 0 and the final one to $t$). We can write a similar expression to Eq. (19) for the controlled dynamics by replacing $Q$ by $Q_U$, cf. Eq. (14).

$$T'_{t_2,t_1} = \sum_{K=0}^{\infty} \int_{0 \leq t_1 \cdots t_K \leq t} Q'_{t_K,t} \mathcal{J} Q'_{t_K,t_{K-1}} \cdots \mathcal{J} Q'_{t_t,0} \quad (18)$$

While, in contrast to the original evolution operator, there is no generator for $T_{t_2,t_1}$, we can still tilt the controlled evolution operator, $T_{t_2,t_1} \rightarrow T_{t_2,t_1}^{U,s}$ by making the change in Eq. (18), $\mathcal{J} \rightarrow \mathcal{J}' = e^{-s \mathcal{J}}$. The corresponding MGF then reads,

$$Z_t^{U,s}(s) = Tr T_{t_2,t_1}^{U,s} \rho_0 \quad (19)$$

Given that the dynamics due to $T_{t_2,t_1}^{U,s}$ will have finite correlation times despite the control, we still expect the MGF to have a LD form at long times,

$$Z_t^{U,s}(s) \approx e^{\theta_U(s)} \quad (20)$$

To obtain $\theta_U(s)$ it will prove convenient to Laplace transform in time the Dyson series for the tilted evolution operator [given by Eq. (18) with $T_{t_2,t_1}$ replaced by $T_{t_2,t_1}^{U,s}$ and all $\mathcal{J}$ replaced by $\mathcal{J}'$]. The Laplace transformation makes all the time convolutions into products,

$$T_{t_2,t_1}^{U,s} = \sum_{K=0}^{\infty} Q_{t_K,t} \mathcal{J} Q_{t_K,t_{K-1}} \cdots \mathcal{J} Q_{t_t,0} \quad (21)$$

where \( \mathcal{J} = \int_0^\infty dt e^{-st} f_s \), $\mathcal{I}$ is the super-operator identity, and we have used the fact that $Q_{t_2,t_1}^{U,s}$ only depends on the time difference, cf. Eq. (14).

We can write $T_{t_2,t_1}^{U,s}$ as

$$\hat{T}_{t_2,t_1}^{U,s} = \sum_{K=0}^{\infty} \hat{Q}_{t_K,t} \hat{J} \hat{Q}_{t_K,t_{K-1}} \cdots \hat{J} \hat{Q}_{t_t,0} \quad (22)$$

where from cf. Eq. (14) we can write $\hat{Q}_{t_2,t_1}^{U,s}$ as

$$\hat{Q}_{t_2,t_1}^{U,s} = (x \mathcal{I} + \mathcal{R})^{-1} \left[ \mathcal{I} - e^{-\Delta t x} (\mathcal{I} - \mathcal{U}) e^{\Delta t \mathcal{R}} \right] \quad (23)$$

The super-operator

$$\hat{F}_{t_2,t_1}^{U,s} = \mathcal{J} (x \mathcal{I} + \mathcal{R})^{-1} \left[ \mathcal{I} - e^{-\Delta t x} (\mathcal{I} - \mathcal{U}) e^{\Delta t \mathcal{R}} \right] \quad (24)$$
is the tilted evolution super-operator in the so-called x-ensemble of trajectories of fixed number of jumps but fluctuating total overall time $[53] [51]$. That is, at $x = 0$, $\mathcal{F} = \mathcal{F}_{x=0}$ is the evolution operator that evolves the average state between two jumps, irrespective of the time elapsing between jumps. It is easy to check from Eq. (24) that $\mathcal{F}$ is probability conserving, $Tr \mathcal{F} \rho = Tr \rho$. The case $x \neq 0$ corresponds to a tilting of $\mathcal{F}$.
associated to the SCGF for the statistics of the total time in trajectories with a fixed number of jumps \([50, 51]\).

Equations \([22, 24]\) express the tilted evolution operator of the controlled dynamics in terms of the original dynamics, the unitary \(U\) and time \(\Delta t\). Having an explicit form for \(F^U_{\Delta t}\) allows to obtain the SCGF for the controlled process, cf. Eq. \((20)\), in a manner that generalises the procedure of Ref. \([50]\).

The action “to the left” of super-operators such as Eqs. \((21)\) and \((24)\) is defined as the action of their adjoints on operators \([33, 34]\). That is, if \(S\) is a super-operator and \(X\) an operator, then the resulting operator after applying \(S\) to the left to \(X\) is

\[
X S = S^* X
\]

where \(S^*\) is the adjoint of \(S\) with respect to the inner product \((X, Y) = \text{Tr}(X^T Y)\). Using this notation, we call \(L_s\) the left-eigenoperator of \(T^U_{\Delta t, s}\) in Eq. \((18)\) corresponding to its dominant eigenvalue, which we assume has the form of the r.h.s. of Eq. \((20)\)

\[
L_s T^U_{\Delta t, s} = e^{i\theta_U(s)} L_s
\]

where \(\theta_U(s)\) is what we are trying to evaluate. For the Laplace space operator Eq. \((21)\), then we have

\[
L_s \tilde{T}^U_{\Delta t, s} = [x - \theta_U(s)]^{-1} L_s
\]

Using Eq. \((21)\), this equation can be rearranged to

\[
L_s \tilde{J} = L_s \left( \tilde{Q}^U_{\Delta t} \right)^{-1} - [x - \theta_U(s)]^{-1} L_s
\]

From the poles of Eqs. \((22)\) and \((27)\) we see the relation between the SCGF \(\theta_U(s)\) and the corresponding largest eigenvalue \(e^{g_U(x)}\) of \(\tilde{J}^U\). Namely, Eq. \((27)\) diverges when \(x = \theta_U(s)\), while Eq. \((27)\) does so when \(g_U(x) = s\). Since \(\theta_U(0) = 0\) and \(g_U(0) = 0\) by probability conservation, by continuity of the largest eigenvalues we get that \(g_U\) is given by the inverse function of \(\theta_U\) and vice-versa \([50, 51]\)

\[
g_U(x) = \theta_U^{-1}(x) \iff \theta_U = g_U^{-1}
\]

where \(\theta_U^{-1}[\theta_U(s)] = s\) and \(g_U^{-1}[g_U(x)] = x\). This means that we can obtain the SCGF of the controlled process, Eq. \((20)\), and thus all the statistical properties of the dynamics at long times, from diagonalising the operator \(F^U_{\Delta t}\), for which we have an explicit form, Eq. \((24)\).

### B. Control and jump reversal

Now we test the effect of the control using the definitions above. We will use two different kinds of control operators \(U\). For the first one we choose as a unitary the transformation in the \(|0\rangle, |2\rangle\) subspace that rotates away the \(|2\rangle\) component. That is, if after no-jump evolution up to time \(\Delta t\) we have

\[
|\psi_{\Delta t}\rangle = \frac{e^{-i\Delta H_{dimitro} \Delta t} |0\rangle}{\sqrt{\|e^{-i\Delta H_{dimitro} \Delta t} |0\rangle\|^2}} = a |0\rangle + b |1\rangle + c |2\rangle
\]

with \(|a|^2 + |b|^2 + |c|^2 = 1\), then we choose \(U_{\Delta t}\) such that

\[
U_{\Delta t} |\psi_{\Delta t}\rangle = a |0\rangle + \sqrt{|b|^2 + |c|^2} |1\rangle
\]

We have labelled these unitaries by \(\Delta t\), as the form of the operator depends on the time at which it is applied given that the state to be rotated changes with time, cf. Eq. \((30)\). This control is similar to the one applied in the experiment of Ref. \([5]\).

The second kind of control we consider is in terms of a unitary corresponding to a \(\pi/2\) rotation in the \(|0\rangle, |2\rangle\) subspace, that is, we define an operator \(U_2\),

\[
U_2 = \exp \left[ \frac{i\pi}{2} \left( |0\rangle \langle 2| + |2\rangle \langle 0| \right) \right]
\]
such that its action on a state like the one of Eq. (30) is
\[ U_2|\psi_{\Delta t}\rangle = i|c\rangle(0) + b|1\rangle + i a|2\rangle \] (33)
irrespective of the value of \( \Delta t \).

The survival function for the uncontrolled dynamics
\[ S(t) = \text{Tr} \mathcal{Q}_{t,0}|0\rangle\langle 0| \] (34)
corresponds to the probability of having had no jumps up to time \( t \) after the last jump at time 0. The survival probability in the controlled dynamics is
\[ S(t) = \text{Tr} \mathcal{Q}_{t,0}^{U'}|0\rangle\langle 0| \] (35)

Figure 1(c) compares the survival probabilities without and with control. The uncontrolled case has the characteristic two-time structure when \( \gamma, \Omega_{01} \gg \Omega_{02} \). For the controlled dynamics, the probability of surviving beyond \( \Delta t \) changes, depending on the control operator \( U \) and on the time \( \Delta t \). For control with \( U_{\Delta t} \) we choose \( \Delta t \Omega_{01} = 3/2 \). This corresponds to where the occupations of the three states is comparable, see Inset to Fig. 1(c) (vertical dashed line). Since the application of \( U_{\Delta t} \) rotates the state to remove all projection on the dark subspace, cf. Eq. (31), this control greatly reduces the likelihood of dynamics surviving beyond \( \Delta t \) without an emission (but does not eliminate it completely). For control with \( U_2 \) we choose instead \( \Delta t \Omega_{01} = 3/2 \). This is a time where occupation of states 0, 1 is much higher than that of 2 in the original dynamics, see Inset to Fig. 1(c) (vertical dotted line). In this case, the action with \( U \) at \( \Delta t \) leads to the distinction between the two dynamical regimes to be attenuated and the survival \( S(t) \) looks more like that of a single kind of dynamics that is slower. Figures 1(b) and 1(c) show representative trajectories for the three dynamics: while the original trajectories are intermittent and display dynamical coexistence, those for the two kinds of control are either entirely of high activity or entirely of low activity.

In Fig. 2 we compare the fluctuation properties of the original dynamics to the controlled dynamics, as quantified from the LD analysis above, for the same choices of \( U \) and \( \Delta t \). Figure 2(a) shows the SCGF \( \theta(s) \) for all cases, where for the controlled dynamics \( \theta(s) \) is obtained by diagonalising \( F_x^{U'} \) to get the SCGF \( g(x) \) for fixed number of jumps and then using Eq. (29). Figure 2(b) shows the corresponding \( s \)-dependent number of emissions, \( k(s) = -\theta'(s) = t^{-1}(e^{-sK}/e^{-s}) \). Depending on the nature of the control we see two possible effects for our choices of \( \Delta t \). The value of \( s \) corresponding to the dynamical crossover - the point at which dynamics is most fluctuating - is determined by the location of the peak of the dynamical susceptibility, \( \chi(s) = \theta''(s) = t^{-1} \left( (e^{-sK}K^2)/(e^{-sK}) - t^2k^2(s) \right) \), Fig. 2(c). For the case of \( U_{\Delta t} \) this crossover moves away from \( s = 0 \) as compared to the original dynamics [red versus black dotted curves in Fig. 2(c)]. The further away a feature is from \( s = 0 \) (which corresponds to typical dynamics) means the less probable that feature will be observed in the dynamics. This means that under \( U_{\Delta t} \) dynamical coexistence is suppressed making intermittency a much rarer phenomenon in the typical trajectories of the controlled dynamics; see the typical trajectory in the middle of Fig. 1(b). Nevertheless, for the control with \( U_{\Delta t} \) the crossover does not disappear completely. It becomes sharper than in the original dynamics, but now occurs at a larger value of \( s \), see Figs. 2(b,c). This is due to the fact that while accessing the inactive phase is much suppressed due to the control, it is not completely eliminated, and when the system manages to switch to the dark subspace despite the control, it remains there for a long time, even if that occurrence is much rarer than in the original dynamics.

The effect of control with \( U_2 \), for the chosen value of \( \Delta t \), is different. In this case the dynamical coexistence is strongly suppressed, as manifested by the shallower nature of \( k(s) \) and its susceptibility \( \chi(s) \), Figs. 2(b,c). The behaviour is essentially that of a single phase (there is no sharpness anywhere in \( s \), in contrast to both the original dynamics and the first kind of control) with a low average number of emissions; see the typical trajectory at the bottom of Fig. 1(b).

Figure 2(d) compares the probabilities of the total number of emissions, \( P_t(K) \), in the different dynamics. For the original dynamics (black dotted curve), \( P_t(K) \) is very broad due to the strong correlations in the dynamics - for comparison we also show a Poisson distribution with the same average (dashed curve). Both controls (red and blue dashed curves) make \( P_t(K) \) narrower than in the original dynamics, i.e., they suppress manifestations of phase coexistence in the observed fluctuations. [Note the leftmost tail in the probability for \( U_{\Delta t} \) control (red curve): this is in the effect in probability of the sharp feature in the SCGF, cf. Fig. 2(a), corresponding to a “Maxwell construction” associated to the (almost) phase transition that occurs in very rare trajectories of very low emissions.]
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**FIG. 3.** (a) Average rate of emissions \( \langle k \rangle = -\theta'(0) \) as a function of control time \( \Delta t \), for the original dynamics (black - independent of \( \Delta t \)), for the controlled dynamics with \( U_{\Delta t} \) (red circles), and for the controlled dynamics with \( U_2 \) (blue squares). Parameters: \( \Omega_{01} = 1, \Omega_{02} = 1/10, \gamma = 4 \). (All plotted quantities are in dimensionless units.)
The effect of the control depends on the time $\Delta t$ at which it is applied. Figure 3 shows what occurs when $\Delta t$ is varied, by comparing the average number of emissions, $U$ (red circles) and $\chi = k = \text{var}(K)$ (panel b), in the original dynamics (black) and in the controlled dynamics with $U_{\Delta t}$ (red circles) and $U_2$ (blue squares). The control with $U_{\Delta t}$ always promotes the active dynamics (as expected as it always suppresses the state 2), while for the control with $U_2$ which phase is favoured depends on $\Delta t$, cf. Inset to Fig. 1(c). Nevertheless, for both controls, the fluctuations in the typical dynamics are attenuated for all $\Delta t$, Fig. 3(b), meaning that the control suppresses intermittency by removing the phase coexistence in the typical dynamics.

IV. CONTROL APPLIED REPEATEDLY IN NO-JUMP PERIODS

A. Feedback-control scheme and its LD properties

In the previous sections we discussed the application of a single control pulse at time $\Delta t$ after the last emission, in analogy with the experiment of Ref. [5]. While this may suppress the likelihood of entering the dark inactive phase, it does not suppress it completely, cf. Fig. 2: for control with $U_{\Delta t}$, at $\Delta t$ after the application of the unitary the population in 2 is completely removed, but nothing prevents a further build up of this population in the (very unlikely) event of a subsequent long period without emissions.

One can then consider a repeated application of the control at intervals of $\Delta t$ of no emissions have occurred. The analysis of Sec. III can be extended for this new dynamics. Generalising Eq. (14) we can define

$$Q^{U,M}_{t_2,t_1} = \begin{cases} 
e \tau \in [0, \Delta t) e^{\tau R} \\ e^{(\tau-\Delta t)R} U e^{\Delta t R} \quad \tau \in [\Delta t, 2 \Delta t) \\ \vdots \\ e^{(\tau-M \Delta t)R} (U e^{\Delta t R})^M \quad \tau \in [M \Delta t, \infty) \end{cases}$$

(36)

corresponding to the application of the unitary $M$ times, where $\tau = t_2 - t_1$. After some algebra, Eq. (23) generalises to

$$Q^{U,M}_{t_2,t_1} = (x I - R)^{-1} \left[ I - \sum_{m=1}^{M} e^{-m \Delta t x} (I - U) e^{\Delta t R} (U e^{\Delta t R})^{m-1} \right]$$

(37)

with Eq. (24) simply becoming

$$F^{U,M}_x = J \hat{Q}^{U,M}_x$$

(38)

In particular, we can consider the case $M \to \infty$, i.e., the unitary is applied at every interval $\Delta t$ during the no emissions period until an emission occurs. In this case Eqs. (37) and (38) become

$$\hat{Q}^{U,\infty}_x = \frac{I - e^{\Delta t (I - x I)}}{x I - R} (1 - U e^{\Delta t (I - x I)})^{-1}$$

(39)

and

$$F^{U,\infty}_x = J \hat{Q}^{U,\infty}_x$$

(40)

Proceeding like in the previous section we can obtain the fluctuation properties of the dynamics for the repeated control at long times from the largest eigenvalue of $F^{U,\infty}_x$ via Eq. (29). Figure 4 shows the results when the unitary applied repeatedly at intervals $\Delta t$ is $U_{\Delta t}$, defined such that, cf. Eqs. (30) and (31),

$$U_{\Delta t}^{M} (\psi_{\Delta t}) = |0\rangle$$

(41)

Both the SCGF, Fig. 4(a), and the s-dependent activity, Fig. 4(b), are completely smooth in $s$, and all hint of two dynamical phases has disappeared, as also confirmed by the virtual absence of any peak in the s-dependent susceptibility in the repeated control case, see Inset to Fig. 4(b). Correspondingly, the probability of the number of emissions $P_t(K)$ for the control case becomes essentially Poissonian, see Fig. 4(c). Figure 4(d) confirms this observations for other values of $\Delta t$. The physics is clear: the repeated action with the unitary prevents the system from populating the dark state, so that in the controlled case a single phase of the dynamics survives.

B. Markovian implementation with a classical controller

The way we implemented the feedback dynamics in Secs. III and IV.A relies on applying a conditional control unitary at certain time intervals $\Delta t$. A consequence of this is that the system evolution is not described by a Markov semigroup anymore, in contrast to the original uncontrolled dynamics, cf. Eqs. (13). This prevented us from applying the usual LD approach for studying the trajectory ensemble of Markovian systems [based on the properties of a tilted generator such as Eq. (9), the so-called s-ensemble method]. To circumvent this problem we exploited the so-called $x$-ensemble method for ensembles of trajectories with fixed number of jumps (rather than fixed overall time), as in that case the controlled dynamics can still be described by a single discrete transition operator per jump, cf. Eqs. (24) and (40).

We now show that the above control procedure can also be described in a Markovian way using an additional classical controller which keeps track of the time elapsed from the last jump. (For other instances of a Markovian formulation of a non-Markovian dynamics via an extension of the state space see e.g. [52, 53].)
For simplicity and clarity we discretise the time evolution in small time intervals $\delta t$ during which the system can either emit a photon or not, with corresponding Kraus operators [43]

$$K_0^{\delta t} = e^{-i\delta t H} \sqrt{1 - \delta t H J}, \quad K_1^{\delta t} = e^{-i\delta t H} \sqrt{\delta t J}$$

so that the infinitesimal master equation is given by

$$\mathcal{T}^{\delta t} (\cdot) = K_0^{\delta t} (\cdot) K_0^{\delta t} + K_1^{\delta t} (\cdot) K_1^{\delta t}\tag{42}$$

Let $n = \Delta t / \delta t$ be the number of discrete steps in the time interval $\Delta t$, and consider a classical controller with configurations labelled $\{0, 1, \ldots, n - 1\}$. The classical counting measurement output of the 3-level system is fed-forward and drives the controller’s dynamics as follows: Assuming that the controller is in state $l < n - 1$, if no photon is detected in the next time interval $\delta t$, then the controller moves to $l + 1$ (that is, the controller acts as a “clock” timing the duration of a no-jump period). In contrast, if a photon is detected the controller is reset back to zero. When the controller reaches the state $n - 1$ (which indicates that a time $\Delta t$ has passed with no emissions) the unitary feedback operator $U$ is applied and the controller is reset to zero.

This dynamics can be described by a discrete time transition operator on the hybrid quantum-classical system with state space $M_3 \otimes \mathbb{C}^n$ in terms of augmented Kraus operators that read [43]

$$K_0^{\delta t} = \sum_{l=0}^{n-2} K_0^{\delta t} \otimes |l + 1\rangle \langle l| + U K_0^{\delta t} \otimes |0\rangle \langle n - 1| \tag{43}$$

and

$$K_1^{\delta t} = \sum_{l=0}^{n-1} K_1^{\delta t} \otimes |0\rangle \langle l| \tag{44}$$

where $\{|l| : l = 0, \ldots, n - 1\}$ represent the states of the classical controller. (To lighten the expressions in what follows we do not label the operators and super-operators with $U$ in contrast to what we did in the previous sections.) With these definitions, the joint system-controller evolution is then given by the transition operator

$$\mathcal{T}^{\delta t} (\cdot) = K_0^{\delta t} (\cdot) + K_1^{\delta t} (\cdot)$$

where $K_{0,1}^{\delta t} (\cdot) = K_{0,1}^{\delta t} \cdot K_{0,1}^{\delta t \dagger}$. Since for our discretised dynamics Eq. (46) is the operator that “generates” it, we can study the associated LD properties via the standard approach, cf. Sec. II.B, by defining the tilted operator

$$\mathcal{T}^{\delta t}_s (\cdot) = K_0^{\delta t} (\cdot) + e^{-s} K_1^{\delta t} (\cdot)$$

and finding its largest eigenvalue.

We now confirm that this yields the same result as in Sec. IV.A. The $x$-ensemble formulation for trajectories with a fixed number of jumps $K$ in the system-controller dynamics has evolution operator for each jump

$$F_x^{\delta t} = \sum_{k=0}^{\infty} e^{-K_{1,1}^{\delta t} (e^{-s \delta t} \varrho_{0})^{k}} = K_{1,1}^{-1} (1 - e^{-s \delta t} K_{0,1}^{\delta t})^{-1}$$

corresponding to an arbitrary application of the no-jump step $K_0^{\delta t}$ terminated by a jump $K_1^{\delta t}$, and where each step is weighted by $e^{-s \delta t}$, cf. Eqs. (24) and (40). Note that $F_x^{\delta t}$ maps any state into the product of the 0 state of the atom and the 0 state for the controller, $\varrho_0 = |0\rangle \langle 0| \otimes |0\rangle \langle 0|$. That is, if the joint state of the system-controller is

$$\varrho = \sum_{l=0}^{n-1} \rho_l \otimes |l\rangle \langle l|$$

then

$$F_x^{\delta t} (\varrho) = \gamma \sum_{l=0}^{n-1} (1 \rho_l) \otimes \varrho_0 = \left( \sum_{l=0}^{n-1} J \rho_l \right) \otimes |0\rangle \langle 0|$$

where we have used Eq. (17) in the last equality.
Consider now the action of the operator Eq. (48) on
the combined, \( \varrho = \rho_0 \otimes |0\rangle \langle 0| \), which would correspond
either to the initial state or to the state just after a jump
(\( \rho_0 = |0\rangle \langle 0| \)). From Eqs. (48) and (50) we have that

\[
\mathbb{F}_x^{\delta t} \varrho = \left( \sum_{l=0}^{n-1} \mathcal{T}_l \right) \otimes \langle 0| \langle 0| \tag{51}
\]

where we have defined

\[
\sum_{l=0}^{n-1} \mathcal{T}_l \otimes |l\rangle \langle l| = (I - e^{-x^{\delta t} \mathbb{K}_0^{\delta t}})^{-1} \rho_0 \tag{52}
\]

The equation above can be inverted to give

\[
\mathcal{T}_l = (e^{-x^{\delta t} \mathbb{K}_0^{\delta t}})^l \left[ \mathcal{I} - \mathcal{U} (e^{-x^{\delta t} \mathbb{K}_0^{\delta t}})^{-1} \right]^{-1} \rho_0 \tag{53}
\]

where \( \mathbb{K}_0^{\delta t} (\cdot) = K_0^{\delta t} (\cdot) K_0^{\delta t} \). By taking the limit \( \delta t \) to zero (and consequently \( n = \Delta t / \delta t \) to infinity) the sum in
Eq. (51) becomes an integral, and using Eq. (53) we can write

\[
\mathbb{F}_x^{\delta t} \varrho = \int_0^{\Delta t} dt \mathcal{T} e^{(\mathcal{R} - x) t} \left( \mathcal{I} - \mathcal{U} e^{(\mathcal{R} - x) t} \right)^{-1} \rho_0 \otimes |0\rangle \langle 0| \tag{54}
\]

where we have used that \( \lim_{\delta t \to 0} (K_0^{\delta t})^{1/\delta t} = e^{t \mathcal{R}} \). The
above shows that in the limit of \( \delta t \to 0 \) the action of the
evolution operator Eq. (48) for the system-controller combined setup is the same as that of the non-Markovian
evolution operator Eq. (10) once the controller is traced out. This implies that in this limit the SCGF function extracted from the tilted generator Eq. (47) is the same as that obtained in Sec. IV.A.

V. CONCLUSIONS

Here we have considered feedback-control schemes
based on the one applied in the experiment of Ref. [5] to
catch and revert quantum jumps. (For other control
schemes aiming to temper intermittency or to find
dark states see for example [54–56].) We have focused
on the case of an intermittent three level system, as
in the experiment, but our approach can be generalised to
more complex situations. We have considered in par-
ticular the statistics of dynamical fluctuations by means
of large deviation methods. Our central observation is
that unitary perturbations applied conditioned on the
time elapsed without emissions lead to a modification
of the observed dynamics where intermittency is either
suppressed or completely removed. From the thermody-
namics of trajectories perspective [21, 42], intermittency
is due to the existence of a nearby dynamical first-order
transition (smoothed to a first-order crossover in a fi-
nite state system such as the one considered here [43])

between active and inactive phases: the controlled dy-
namics suppresses this transition by favouring one or the
other dynamical phase, depending on the details of the
control operation. Within this thermodynamic perspec-
tive of dynamics, catching and reversing a quantum jump
is similar to pricking the (time) bubbles of the inactive
dynamics that give rise to the intermittent dynamics [57].

On the technical level, we have used the tools of large
deviations to obtain our results. Since the control dy-
namics as defined in Secs. III and IV.A (single, or mul-
iple, application of a unitary perturbation during no-jump
regimes, respectively) are not Markovian, we have ex-
ployed trajectory ensemble equivalence [51, 58] (yet an-
other thermodynamic analogy) to recover the LD proper-
ties for trajectories of fixed total time from that of trajec-
tories of fixed number of jumps. In Sec. IV.B we showed
that the repeated control scheme of Sec. IV.A can be
implemented in a Markovian, time-independent fashion,
using classical feed-forward and feedback with an aux-
iliary classical controller. The single-application unitary
scheme of Sec. III can also be implemented by further en-
larging the controller such that it keeps track of the bit of
information regarding whether the unitary has been al-
ready applied since the last photon emission. This opens
the way for treating more complicated system dynamics,
with controllers which (partly) encode the measurement
trajectory and trigger the control action in a Markovian
fashion. In particular, an interesting type of controller
would be based on sliding window encoder of a finite
portion of the trajectory. Here one can use ideas from
symbolic dynamics and coding [59]. More generally, the
controller can be fully quantum, rather than classical,
exploiting the methods of coherent feedback and quantum
networks theory [60].

In future work we hope to generalise the control
schemes described above to more complex setting involv-
ing multiple jump operators, multiple dynamical phases
and many-body models. Furthermore, the control ap-
proach we studied here, based on that used in Ref. [5],
in turn can lead to new thinking in the study of complex
non-equilibrium dynamics. In a system with interesting
rare dynamical fluctuations, as revealed by LD methods,
a general problem of interest is how to engineer the dy-
namics to make those fluctuations typical. A common
approach is that of the so-called generalised Doob trans-
formation [21, 61–64]. This can be formulated as an opti-
mal control problem [65, 66] which aims to find a contin-
uously controlled system that evolves (in the long time
limit) with a new dynamics that is time homogeneous if
the original one was so. The Doob transformed dynam-
ics as defined in Secs. III and IV.A (single, or multi-
ple) can use instead a control scheme that is local
tent one can use instead a control scheme that is local
in time applied conditionally on the observed dynamics,
similarly to what was done above. The time-local control
might offer an efficient alternative to the Doob transf
for generating interesting trajectory ensembles in a manner reminiscent of classical stabilisation via reset. 67, 67.
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