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In this work, we propose extremal black holes (BH) as critical points of a new class of gravitational collapses. The conjecture is made by observing the Continuous Self Similarity (CSS) and Discrete Self Similarity (DSS) behaviours of perturbations of an extremal black hole spacetime and compare them to similar properties of Choptuik-type critical solutions. By performing analytical perturbation studies on extremal black holes, we explicitly show that the DSS solution found here can be interpreted as renormalization group (RG) limit cycles, and the transition between CSS and DSS regimes occurs as the stable and unstable fixed points collide and move to the complex plane. We argue that the DSS solutions found in spherically symmetric gravitational collapses can be similarly interpreted. We identify various phenomena in non-gravitational systems with RG limit cycles, including DSS correlation function, DSS scaling laws in correlation length and order parameters, which are observed in gravitational critical collapses. We also discuss a version of gravitational Efimov effect.

I. Introduction

Gravitational critical collapse (GCC), initially discovered by Choptuik in 1993 [1], represents a class of the most extensively studied gravitational critical phenomena in the strong-gravity regime. Near the collapse critical point, the spacetime and the field(s) may exhibit self similar behavior in certain parameter regime, which is often referred to as Continuous Self Similarity (CSS). In other cases fields and the spacetime may instead display oscillatory, periodic behaviour by varying the scale of the system, thus breaking the continuous self similarity of the configuration. Such phenomena are often referred to as Discrete Self Similarity (DSS). Away from criticality, the system’s order parameter $M$, e.g., the mass of black hole formed after the gravitational collapse, is often related to a control parameter $p$, which characterizes the profile of initial data, by $M - M_* \propto (p - p_*)^\gamma$ ($\gamma$ is a critical exponent). Such behaviour is very similar to that in condensed matter systems near continuous phase transitions.

Indeed the classification of GCC follows closely with the analogy of phase transitions, as nicely reviewed in [2]. Various kinds of collapse simulations, with different underlying theories, spacetime dimensions, initial data and evolution schemes, have been performed in the past decades (Table I in [2]), which greatly enrich the phenomenology of GCC and point to deeper connection with condensed matter systems near criticality. It is also understood how to compute the critical exponent and the DSS period in certain systems with eigenvalue analysis of wave equations (e.g., [3–6]). However, despite this great progress, many fundamental questions remain unsolved. For example, how “universal” (i.e., whether they change among different theories and/or model parameters) are the critical exponent and DSS period, and how are they connected to/determined by the critical point? Why is there a DSS behaviour in many GCC experiments? Is there a more explicit relation/mapping between GCC and condensed matter systems near criticality? If so, is there a unified framework to describe critical behaviours in both gravitational and non-gravitational systems?

While the theoretical impact of answering these questions is profound, it requires a community effort to eventually obtain answers, which may benefit from the analysis on analytically solvable systems in addition to numerical simulations. In this sense, studying new critical phenomenon should also help make progress in this direction. In this work, we propose that extremal black holes are the critical points of a new class of GCC, and discuss possible setups to realize the critical process. Although no such numerical implementation has been performed so far, there are analytical arguments supporting this claim. In addition, this viewpoint, i.e., extremal black holes as critical points of GCCs, provides an analytically solvable system to understand various properties of GCC, and its connection to critical behaviour in non-gravitational systems. In particular, we show that the extremal black hole collapse experiments can be reformulated via RG. It will be interesting to check whether such viewpoint also extends to generic GCC experiments. In fact, it is known that the correlation function in quantum systems with RG limit cycles (fixed points) displays DSS (CSS) behaviour, which shows interesting analogy with the Green’s function in GCCs. In addition, quantum systems with RG limit cycles near the critical point naturally requires that the order parameter (and the correlation length) scale as

$$M - M_* \propto (p - p_*)^\gamma e^{f[\log(p-p_*)]}$$

where $f(.)$ is a periodic function with certain period $\Delta$.
and the scale of the system remains fixed as we tune the control parameter $p$. This DSS behaviour of order parameters is also generically seen in GCC experiments near DSS critical points. In the gravity side, by comparing the Choptuik-type collapse experiments and the proposed experiments with extremal black holes as the critical points, we conjecture that in certain collapse experiments, there are extremal-black-hole-like singularities with the continuous conformal symmetry explicitly broken, but nevertheless satisfies discrete conformal symmetry, i.e., the spacetime is DSS.

The RG interpretation of GCC calls for more quantitative mappings between gravitational and quantum (or statistical physics) systems. To establish such mappings, observable like the critical exponents, the correlation/Green function may be useful, and we show that the DSS period $\Delta$ is not suitable for this purpose as it is non-universal, as it changes for different model parameters (see discussion in Sec. II A). Much is unknown along this direction and we shall discuss a few open problems. For simplicity we adopt the natural unit system where $c = G = 1$.

II. Extremal black holes from GCC.

In this section, we discuss extremal black holes and their perturbations in two aspects. In Sec. II A we point out that the perturbations of extremal black holes share similar CSS and DSS behavior as Choptuik-like critical solutions, which motivates the conjecture that extremal black holes are critical solutions of a new type of GCC. \(^1\) On the other hand, in Sec. II B we perform renormalization group analysis to the wave equation to explain why both DSS and CSS signatures may appear for the critical solutions and/or their perturbations. In particular, we point out the DSS behavior is related to the renormalization group limit cycles.

With non-spherical perturbations applied to the Choptuik-like collapse experiments, it has been suggested that the spherically symmetric critical solution is stable \cite{4}. Intuitively to avoid this type of critical solution, we can start with spherically symmetric initial data (scalar field or fluid) deep in the black hole formation regime, and then gradually increase the angular momentum of the initial data. The resulting end state should be a black hole with increasing spin. Since a non-extremal black hole is able to spin up by accretion, we expect the maximum spin achievable in this process is $a/M = 1$ ($a$ is the reduced spin), i.e., an extremal Kerr, unless there is additional critical process associated with matter present in the collapse process. Notice that according to the Weak Cosmic Censorship, a rotating black hole cannot have super-critical spin from gravitational collapses, with matter satisfying the null energy condition \cite{8}. This means that the only viable alternative outcome of this type of gravitational collapse, as the angular momentum of initial data continues to increase, is a flat spacetime with waves/matter dispersed away. The extremal Kerr may serve as the critical point for this type of GCC (see Fig. 1). Similarly, extremal Reissner-Nordstrom may serve as the critical point for a spherically symmetric collapse with charged fields. The collapse of spherical charged dust analyzed in \cite{9} indeed shows that the dust bounces and disperses to infinity if $Q > M > M_0$, with $Q$ being the total charge of the dust shell, $M$ being the total mass and $M_0$ being the rest mass, and collapses to be a Reissner-Nordstrom black hole if $M > Q > M_0$.

To conveniently probe the critical behaviour, one may perform GCC experiments with either rotating or charged waves or matter. The analysis in Sec. II A not only motivates the existence of such critical solution, but also provides theoretical predictions on the critical exponent, the possible DSS period, etc., which can be further tested by the numerical experiments.

\footnotesize
\begin{enumerate}
  \item A rigorous proof appeared on arXiv \cite{7} during the preparation of an updated version of this manuscript. Our analysis nevertheless provides a different perspective on why forming extremal black holes from GCC is expected.
\end{enumerate}
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\caption{The schematic phase diagram, with the horizontal axis the initial data that tunes the transition between a flat spacetime and a Kerr black hole, separated by a vertical axis denoting an extremal Kerr spacetime. Depending on the sign of $\delta^2$ the perturbations of the critical solution may display either continuous or discrete self similar behavior.}
\end{figure}

A. Extremal black holes and Perturbations.

In this section, we discuss the critical signatures of perturbative fields on a background extremal black hole. This is motivated by a similar discussion of Choptuik-type of gravitational critical collapses, where DSS and/or CSS critical solutions and perturbations are found and used to characterize the critical collapse process \cite{3}. For simplicity we shall analyze the pertur-
bation of scalar waves. Since the Teukolsky equation for fields with different spin weights share similar mathematical form (apart from the spin weight parameter \( s \)) [10] and the zero-damping quasinormal modes for fields with different spin weights are qualitatively similar [11, 12], we expect the result of this analysis also qualitatively applies for fields with other spin weights. It is however important to perform a study for general fields in more complete settings, including those with both gravitational and additional field perturbations. Nevertheless, the goal of this analysis is to further motivate the conjecture that extremal black holes are critical solutions of a new type of gravitational critical collapse.

Notice that although the full evolution of a gravitational critical collapse should be nonlinear, with fine-tuned initial data there is a stage of evolution where the spacetime/fields can be described by the critical solution and its perturbations, as the initial data is weakly perturbed from the one that gives rise to the exact critical solution. More detailed discussion can be found in section 2 of [2].

Let us now consider generic extremal black hole spacetimes (with or without assuming GR) with \( SO(2,1) \times U(1) \) symmetry at the critical points of associated gravitational collapses. The background metric can be written as [13]

\[
ds^2 = M^2 \left[ v_1(\theta) \left( -r^2 \, dt^2 + dr^2/r^2 + \beta^2 \, d\theta^2 \right) + \beta^2 v_2(\theta) (d\phi + \alpha \, dt)^2 \right] \tag{2}
\]

where \( v_1, v_2 \) are positive functions of \( \theta \) and \( \alpha, \beta \) are constants. In particular, the NEK (Near Horizon Extremal Kerr) is achieved by setting

\[
\alpha = 1, \quad \beta = 1, \quad v_1 = 1 + u^2, \quad v_2 = 4 \frac{1 - u^2}{1 + u^2} \tag{3}
\]

with \( u := \cos \theta \). For simplicity we consider scalar field evolution on top of this background, mimicking the perturbing fields away from the critical configuration. \( \Box \psi = 0 \) implies that (with \( \psi = R(r) S(\theta) e^{i\omega t - im\phi} \))

\[
2m^2 \left[ \alpha^2 \beta^2 - v_1(\theta)/v_2(\theta) \right] + 4m \alpha \beta^2 \omega/r + 2 \beta^2 \omega^2/r^2 + 4 \beta^2 R'/R + [\log v_1(\theta)v_2(\theta)] S'/S + 2 \beta^2 R''/R + 2 S''/S = 0, \tag{4}
\]

which leads to two separable equations:

\[
2S'' + [\log v_1(\theta)v_2(\theta)]' S' + 2m^2 \left[ \alpha^2 \beta^2 - v_1(\theta)/v_2(\theta) \right] S = K \beta^2 S, \\
R'' + \frac{2R'}{r} + \frac{1}{2r^2} \left[ K + 4m\alpha \omega/r + 2\omega^2/r^2 \right] R = 0. \tag{5}
\]

The angular eigenvalue \( K \) can be tuned by choosing different \( v_1, v_2, \alpha, \beta, m \). Denoting \( \delta^2 = 1/4 - K/2 \), in the case of Kerr, it has been shown that \( \delta^2 \) can be positive or negative, depending on the mode indices \( l \) and \( m \) of the angular eigenvalue problem [11, 12]. For generic extremal black holes, the flexibility in \( v_1, v_2, \alpha \) and \( \beta \) should allow tunable sign of \( \delta^2 \) even for the same \( m \). The general solution of the radial wave equation is [14]

\[
R_{\text{in}} = W_{\pm \imath m\alpha, \pm \imath \delta}(-2i\omega/r), \quad R_{\text{out}} = W_{-\imath m\alpha, -\imath \delta}(2i\omega/r) \tag{6}
\]

or (\( h_\pm = 1/2 \pm i \delta \))

\[
R_\pm = (2i\omega)^{-h_\pm} M_{\pm \imath m\alpha, \pm \imath \delta}(-2i\omega/r), \tag{7}
\]

as expressed by Whittaker functions [15]. A generic homogeneous solution is a linear combination of any two of these solutions. When \( r \to 0 \), we have

\[
R_{\text{in}} \to e^{i\omega/r}(2i\omega/r)^{i\alpha}, \quad R_{\text{out}} \to e^{-i\omega/r}(2i\omega/r)^{-i\alpha} \tag{8}
\]

and (\( r \to \infty \))

\[
R_\pm \to (-2i\omega/r)^{h_\pm}. \tag{9}
\]

For a physical black hole spacetime, the boundary condition should be ingoing at the horizon, so \( R_{\text{in}} \) should be used. The boundary condition at infinity may be a mixture of ingoing and outgoing waves, depending on the source at infinity (or outside this “NHEK” region). If the amplitude ratio between the \( \pm \) pieces is \( N \), the Green’s function \( g_{\text{mix}}^{\text{rad}} \) can be obtained using similar approach in [14], which has the time-domain form as (assuming \( E/N < e^{-\pi \delta} \))

\[
G_{\text{in,mix}}(t, r, r' \to \infty) \propto (N_{r'}^{-h_+} + r'^{-h_-})_{r''} \left( \frac{tr - 1}{2} \right) \Theta(tr - 1) \\
\times \sum_{n=0}^{\infty} \left( \frac{E}{N} \right)^n \left( \frac{tr - 1}{2} \right)^{-2in\delta} r^{2in\delta} \times 2 \tilde{F}_1(h_+ - \imath m\alpha, h_- - \imath m\alpha, h_- - \imath m\alpha + (1 - 2h_+)n, -(tr - 1)/2), \tag{10}
\]

where \( 2 \tilde{F}_1(a, b, c; z) := F_1(a, b; c)/\Gamma(c) \), \( E = (h_+ - h_-)\Gamma(1 - 2h_+)\Gamma(h_+ - \imath m\alpha)/[\Gamma(2h_+)\Gamma(h_- - \imath m\alpha)] \), and
\( zF_1 \) is the hypergeometric function. If the inner boundary condition is taken to be outgoing, the Green’s function will contain terms as \( r^{(h_-+2i\delta)} \). If the boundary condition at \( r \to \infty \) is either ingoing or outgoing, the summation is truncated with only \( n=0 \) term. In general we consider the signal which scales as

\[
\psi \sim C \sum_{n=0}^{\infty} r^{(h_++2i\delta)} f_n(tr),
\]

where \( tr \) is the conformally invariant coordinate. This field solution suggests a critical exponent of 1/2 and the DSS period being \( \Delta = 2\pi/\delta \) (as encoded in \( h^\pm \)) if \( \delta \) is real. When \( \delta \) is imaginary, only one of the terms dominates in the \( r \to 0 \) limit. So the whole process becomes CSS when \( \delta \) is imaginary. Notice that the sign of \( \delta^2 \) is tunable for different extremal spacetimes, which all satisfy the spacetime symmetry \( SO(2,1) \times U(1) \), so that changing theories while keeping the same symmetry allows the DSS period to vary and the transition between DSS and CSS signatures to happen, while the critical component 1/2 in DSS regime with period \( \Delta \). The function \( \tilde{g} \) displays diverging \( \Delta \) near the transition. In this sense the DSS period is non-universal as it varies in different theories. The DSS and CSS solutions have been reported in the collapse experiment of Einstein-SU(2) sigma model [16], which also displays diverging \( \Delta \) near the transition.

The Choptuik-type critical points are the marginal naked singularity spacetimes satisfying \( g_{ij} = r^2 \tilde{g}_{ij}(\tilde{x}_i) \) in the CSS regime, with scaling index being two, \( \tilde{x}_i := x_i/r \) being the scale-invariant coordinates and

\[
\tilde{g}_{ij} = r^2 g_{ij}(\tilde{x}_i, \log r), \quad \tilde{g}_{ij}(\tilde{x}_i, \log r + \Delta) = \tilde{g}_{ij}(\tilde{x}_i, \log r) \tag{12}
\]

in the DSS regime with period \( \Delta \). The function \( \tilde{g} \) is non-universal as it varies in different theories. The extremal-black-hole-type critical points in Eq. (2), on the other hand, satisfy the conformal symmetry with scaling index zero. In analogy with the Choptuik-type critical points, it is reasonable to speculate that certain GCCs give rise to extremal black hole critical points with discrete conformal symmetry: \( g_{ij}(l, r, \theta, \phi) = g_{ij}(l/\lambda, r\lambda, \theta, \phi) \) only for \( \lambda = e^{\pm n\Delta}, n = 0, 1, 2, 3, \ldots \). It is theoretically interesting to search for these DSS extremal black hole solutions from numerical experiments.

### B. RG perspective

As discussed, depending on the initial data, Eq. (11) describes a stage of evolution as described by the critical solution and its perturbations, which should eventually lead to a Kerr BH, a flat spacetime, or the extremal Kerr BH, i.e., the critical point. Fixing \( tr \), Eq. (11) has a characteristic length scale, denoted by \( L \). According to the usual phenomenology of continuous phase transitions [17, 18], whenever the system is at or near the criticality, the physics at length scales \( r_0 \ll r \ll L \) qualitatively agrees with the criticality, with \( r_0 \ll L \) certain short-distance cutoff. This picture enables us to reformulate our gravitational collapse via RG. We will see that the transition with CSS can be described by a stable \( UV \) fixed point. As \( \delta^2 \) increases, this stable fixed point collides with unstable ones, leaving behind an RG limit cycle corresponding to the transition with DSS.

We start with the regime where \( \delta^2 < 0 \) and the system exhibits emergent CSS at criticality. We view each term in Eq. (11) as an RG fixed point. In the regime \( r_0 \ll r \ll L \) with \( tr \) fixed, the largest term in Eq. (11) becomes the stable UV fixed point describing the physics at criticality, while the presence of other terms is effectively a relevant perturbation. Motivated by [19], we introduce a running coupling, a central notion in RG, as follows. We modify the wave equation within \( r \ll r_0 \) to be (for variables \( r, \xi, \theta, \phi \))

\[
\frac{\partial^2 \psi}{\partial r^2} + \frac{2}{r} \frac{\partial \psi}{\partial r} + \frac{\lambda}{r_0^2} \psi = 0 \tag{13}
\]

where the partial derivative here assumes fixed \( \xi, \theta, \phi \), and \( \lambda \) is a coupling constant. For the relevant \( r \)-dependent part,

\[
R'' + \frac{2R'}{r} + \frac{\lambda}{r_0^2} R = 0. \tag{14}
\]

The solution of this equation, with the requirement of regularity at the origin, is

\[
R \sim \left( \frac{r}{r_0} \right)^{-1/2} J_{1/2}(\sqrt{\lambda} r/r_0). \tag{15}
\]

Matching this solution with the exterior solution at \( r = r_0 \) yields

\[
r_0 R'(r_0) = \frac{\sqrt{\lambda} J_{3/2}(\sqrt{\lambda})}{J_{1/2}(\sqrt{\lambda})} \equiv \tilde{\lambda}. \tag{16}
\]

Changing the cutoff \( r_0 \) while demanding the solution at scales \( r \gg r_0 \) to be independent of \( r_0 \) requires \( \tilde{\lambda} \) to change with \( r_0 \), which defines the RG flow of \( \tilde{\lambda} \) as \( r_0 \) varies.

More concretely, once the boundary condition in the UV is modified, besides the terms in Eq. (11), terms that scale as \( r^{h_- - 2i\delta} \) should also appear, which are also viewed as fixed points. Consider the fixed point corresponding to \( \psi^{(\pm)} \sim r^{h_\pm \pm 2i\delta} f^{(\pm)}(\xi) \). Evaluating \( r \psi'/\psi \) at \( r = r_0 \), we get \( \tilde{\lambda} = \tilde{\lambda}_\pm^{(n)} \), with

\[
\tilde{\lambda}_\pm^{(n)} = h_\pm \pm 2i\delta \tag{17}
\]
So $\lambda$ is independent of $r_0$, corroborating our identification of each $\psi^{(\pm)}_n$ with a fixed point. Now consider the field configuration composed with two such fixed points, e.g., $\psi \sim c\psi^{(\pm)}_{n_1} + d\psi^{(\pm)}_{n_2}$, with $c$ and $d$ constants. Evaluating $r\psi'/\psi$ at $r = r_0$, we get

$$
\frac{cf^{(\pm)}_{n_1}(\xi)}{df^{(\pm)}_{n_2}(\xi)} = -r_0^{\lambda^{(n_2)} - \lambda^{(n_1)}} \frac{\lambda - \tilde{\lambda}^{(n_2)}}{\lambda - \tilde{\lambda}^{(n_1)}}.
$$

(18)

Define the RG time by $\ell \equiv -\log r_0$, and the beta function of $\lambda$ by $\beta(\lambda) \equiv \frac{d\lambda}{d\ell}$. Differentiating both sides of Eq. (18) with respect to $\ell$ yields

$$
\beta(\lambda) = \left(\lambda - \tilde{\lambda}^{(n_1)}\right) \left(\lambda - \tilde{\lambda}^{(n_2)}\right)
$$

(19)

which means that the fixed point with a smaller (larger) $\lambda$ is more stable (unstable) in the UV. This is expected from our RG perspective, because in the UV the field is dominated by the largest term, and $\lambda$ should flow to the value characterizing the fixed point corresponding to this term.

As $\delta^2$ is tuned from a negative value to zero, all these fixed points collide at $\lambda = 1/2$. Further tuning $\delta^2$ to be positive pushes the system into the DSS regime, where Eq. (17) becomes complex, and all terms in Eq. (11) are oscillating and equally important. So we should consider the following field configuration as describing the critical point

$$
\psi \sim c \sum_n r^{h_+ + 2in\delta} f_n(\xi) + d \sum_n r^{h_- - 2in\delta} g_n(\xi)
$$

(20)

with $c, d$ being constants and $f_n, g_n$ determined by the Green’s function. Evaluating $r\psi'/\psi$ at $r = r_0$ gives

$$
\lambda = \frac{c/d \sum_n (h_+ + 2in\delta) r_0^{h_+ + 2in\delta} f_n(\xi) + \sum_n (h_- - 2in\delta) r_0^{h_- - 2in\delta} g_n(\xi)}{c/d \sum_n r_0^{h_+ + 2in\delta} f_n(\xi) + \sum_n r_0^{h_- - 2in\delta} g_n(\xi)}
$$

(21)

In this case, $\lambda$ does run as $r_0$ changes. However, it is observed that $\lambda$ returns to itself as $r_0 \to r_0 e^{\frac{\pi}{\delta}}$, which means that $\lambda$ undergoes an RG limit cycle, with period $2\pi/\delta$ (measured in $\ell = -\log r_0$).

It is reasonable to expect that such arguments carry through for the critical spacetimes as well, in addition to their perturbations. We notice that the key to this process is to realize a solution with a form similar to Eq. (20), i.e., periodicity in the scaling dimension.

In the case of Choptuik spherical collapse, the scale-invariant coordinate is $\xi = t/r$ and $\text{Re}(h_{\pm})$ depends on the nature of fields considered (two for the metric and zero for the collapsing scalar field). If the wave equations for the metric quantities and the scalar field are modified in a similar way as Eq. (14) within certain cutoff radius $r_0$ and arbitrary $\xi$, it is expected that the critical solution depends on $r_0$ and the inner ($r \leq r_0$) physics assumed. As the outer (critical) solution is periodic in the log $r$ direction, it should return to the original state if $r \to r e^{2\pi/\delta}$, i.e., a RG limit cycle with $\Delta = 2\pi/\delta$. The direct implementation and demonstration for Choptuik-type GCC is left for future work.

### C. Gravitational Efimov Effect.

In systems with RG limit cycles, after a UV cutoff $\Lambda_{UV}$ is imposed, a series of IR scales generically emerges with $\Lambda_{IR} \sim \Lambda_{UV} e^{-n\Delta}$ [19]. In particular, the “Efimov states” may appear forming a geometric spectrum, as associated with the IR scales. In gravitational systems, we now discuss a similar phenomenon which is present for extremal black holes. In particular, we shall show that, if a UV cutoff is placed at $x_0 = r/M - 1 \ll 1$ for an extremal Kerr black hole, there is a family of quasinormal modes with frequencies forming a geometric series:

$$
\omega_n \propto 1/\sqrt{x_0}, \quad \omega_n = \omega_0 e^{n\pi/(2\delta)},
$$

(22)

with $n = 0, 1, 2, 3...$. The Choptuik-type critical points should have emergent length scales as $r_0 e^{\Delta}$. If the UV cutoff is placed at $r_0$, because of the log periodicity of the field. It is possible to form (quasi)-bound states with frequencies in geometric series as well.

In Efimov systems, the cutoff at the UV scale naturally introduces an IR scale and there is an infinite ladder of bound states with energies being associated with the IR scale and given by a geometric series. Let us search for similar signatures in extremal black holes, e.g. extremal Kerr. We adopt the Boyer-Lindquist coordinate and construct a UV cutoff boundary condition $x\psi'/\psi = \gamma$ at $r = r_0$ ($x = r-1, x_0 = r_0 - 1 \ll 1$). Here for simplicity we have set the black hole mass $M = 1$. If we view an extremal Kerr black hole as the limit of near-extremal Kerr with $a \to 1$,

$$
\partial_t/\kappa \to T\partial_T - R\partial_R
$$

(23)

where $T, R$ are the time and radial coordinate in the NHEK spacetime (which is labeled as $t, r$ in Eq. 2 in the main text) and $\kappa \equiv \sqrt{1-a^2}$. In other words, $\partial_t$ is the killing vector field that corresponds to the conformal invariant coordinate $\xi$. To be compatible with
Eq. 13 in the main text, where \( \partial_t \) is respect to fixed \( \xi \), a mode analysis should consider the Fourier transform of \( t \) instead of \( T \). Such equation is just the Teukolsky equation [12] (which is also true for near-extremal black holes with \( x \gg \kappa \)):

\[
x^2 R'' + 2x R' + \left[ \omega^2 (x + 2)^2 - \lambda \right] R = 0, \tag{24}
\]

where \( \lambda = A_{0\omega} + \omega^2 - 2m \omega \) with \( A_{0\omega} \) being the eigenvalue of the angular Teukolsky equation. The homogeneous solutions of this equation are

\[
R = A e^{i \omega x} x^{1/2 + i \delta} + B(\delta \to - \delta)
\]

where \( 1F_1 \) is the confluent hypergeometric function and we only consider the DSS regime with \( \delta > 0 \). The outgoing boundary condition at \( r \to \infty \) suggests that

\[
\frac{A}{B} = \frac{e^{\pi \delta + 2i \delta \log 2 \omega}}{\Gamma(2i\delta) \Gamma(1/2 - i\delta - 2i\omega)}\frac{\Gamma(1/2 + i\delta - 2i\omega)}{\Gamma(1/2 + i\delta - 2i\omega)}. \tag{26}
\]

We shall write the above expression as

\[
\frac{A}{B} \approx e^{\pi \delta + 4i \delta \log 2 \omega} \left[ e^{-2i \delta \log 2 \omega} \frac{\Gamma(-2i\delta) \Gamma(1/2 + i\delta - 2i\omega)}{\Gamma(-2i\delta) \Gamma(1/2 - i\delta - 2i\omega)} \right].
\]

as for \( |\omega| > 1 \), the term in the square bracket turns out to be approximately independent of \( \omega \) as we change the magnitude of \( \omega \). Now consider the boundary condition at \( r_0 \), we have

\[
\frac{A(-1/2 + i\delta)x_0^{-1/2 + i\delta} + B(-1/2 - i\delta)x_0^{-1/2 - i\delta}}{A x_0^{-1/2 + i\delta} + B x_0^{-1/2 - i\delta}} = \gamma
\]

or

\[
\frac{A/B(-1/2 + i\delta)x_0^{2i\delta} + (-1/2 - i\delta)}{A/Bx_0^{2i\delta} + 1} = \gamma. \tag{29}
\]

It is straightforward to see that, \( \omega \propto 1/\sqrt{x_0} \) and if \( \omega_0 \) is a solution of this equation, then \( \omega_n = \omega_0 e^{n\pi/24} \) with \( n = 0, 1, 2, \ldots \) should also be a solution. Therefore we see the quasinormal mode frequencies for the spacetime with a UV cutoff also form a geometric series. It is interesting to search for similar signatures in Choptik-type critical spacetime as well.

### III. RG in non-gravitational systems.

RG has been studied in various non-gravitational contexts. Fixed points are more familiar, and it is well known that they lead to CSS, similar to our GCC with \( \delta^2 < 0 \) [17, 18, 20, 21]. Limit cycles have also been studied in quantum field theory [22–26], statistical physics [27, 28], quantum few-body systems [19, 29, 30] and quantum many-body systems [31, 32]. See Ref. [33] for a review. Limit cycles often manifest themselves as some DSS behavior, such as Efimov effect and log-periodic behavior at or near continuous phase transitions.

To highlight the similarity between our GCC with \( \delta^2 > 0 \) and continuous phase transitions in non-gravitational systems described by RG limit cycles, here we first summarize phenomena related to RG limit cycles and DSS. The detailed derivation is presented in the later part of this section.

Suppose a continuous phase transition is accessed by tuning a parameter \( p \) to the critical point at \( p = 0 \), and the critical theory has a parameter \( \theta \) that undergoes an RG limit cycle. The correlation functions exhibit DSS at criticality. For example, the two-point correlation function \( G(k; p = 0, \theta) \) at momentum \( k \) satisfies that \( G(sk; p = 0, \alpha) = s^{2\alpha} G(k; p = 0, \theta) \) only for specific choices of \( s \) and a constant \( c_1 \), which further implies that \( G \) can be written as \( G(k; p = 0, \theta) = k^{c_2} \tilde{G}_\theta(\log k) \), where \( \tilde{G}_\theta \) is a periodic function that depends on \( \theta \). Note this DSS behaviour of correlation function is similar to the DSS Green’s function described by Eq. (10).

Away from the critical point, the correlation length \( L \) diverges as \( L \sim p^{-c_2} L_0(\log p) \), and the order parameter (if any) \( M \sim p^{-c_3} M_0(\log p) \), where \( c_{2,3} \) are also universal constants, and \( L_0 \) and \( M_0 \) are \( \theta \)-dependent periodic functions.

The above phenomena show remarkable similarity with GCC, which further supports our RG perspective on the latter.

We now derive of the consequences of the presence of a coupling that undergoes an RG limit cycle on the critical behaviors in a continuous phase transition. We will see, from Eqs. (35) and (36), that the correlation functions of the system right at the critical point shows discrete self similarity (DSS), in contrast to the usual continuous self similarity (CSS) that shows up at critical points without any coupling undergoing an RG limit cycle. Moreover, according to Eqs. (39) and (44), the singularities of physical quantities that appear when the system approaches the critical point is also not given by the usual power law of the deviation from the critical point, but such a power law multiplied by a log-periodic function of the deviation, i.e., a periodic function of the logarithm of the deviation. The period of this log-periodic function is determined by the period of the limit cycle, and its other aspects depend on the precise value of the parameter that undergoes an RG limit cycle.

For concreteness, we consider a continuous phase transition that can be described by a renormalizable field theory in \( D \) dimensional Euclidean spacetime, which has the full Euclidean symmetry (i.e., translation and rotation symmetries). It is straightforward to generalize the consideration here to other field theories, which may break the Euclidean symmetry.

We assume that the transition is accessed by tuning
a parameter $p$ to the critical point at $p = 0$. There may or may not be a local order parameter associated with this transition, but if there is (e.g., the transition is related to a spontaneous symmetry breaking), we denote this order parameter by $m$, which is coupled to a source denoted by $h$. Besides the couplings $p$ and $h$, there is another single coupling constant $\theta$ that undergoes an RG limit cycle. The beta functions of these couplings near the critical point take the form

\[
\beta(p) \equiv -\mu \frac{dp}{d\mu} = \Delta_p p \\
\beta(h) \equiv -\mu \frac{dh}{d\mu} = \Delta_h h \\
\beta(\theta) \equiv -\mu \frac{d\theta}{d\mu}
\]

where $\mu$ is the renormalization scale, and the dimensionless constants $\Delta_p$ and $\Delta_h$ are the scaling dimensions of $p$ and $h$, respectively. We do not need to specify the details of $\beta(\theta)$, except that it induces a limit cycle of $\theta$, i.e., the running $\theta$ is a periodic function of $\log \mu$. In the above, we have ignored the corrections to the beta function of one coupling due to the other couplings; in particular, we have assumed that the beta function of $\theta$ only depends on $\theta$, but not on $p$ or $h$. This should be examined for each specific field theory. We expect that these corrections are often small as long as the system is sufficiently close to the transition, where $p = 0$ and $h = 0$. We have also assumed that all other couplings are irrelevant, and their amplitudes can be ignored when the system is sufficiently close to the critical point.

A. Discrete self similarity in the correlation functions at the transition

We first demonstrate that the correlation functions of the system at the transition, i.e., $p = 0$ and $h = 0$, exhibits DSS. To show this, we note that the correlation functions generically satisfy a Callan-Symanzik equation [20]. To be concrete, consider a two-point correlation function in momentum space, $G(k; \theta, \mu)$, where $k$ is a momentum. The Callan-Symanzik equation takes the form

\[
\left[ k \frac{\partial}{\partial k} + \beta(\theta) \frac{\partial}{\partial \theta} - \Delta(\theta) \right] G(k; \theta, \mu) = 0
\]

where the function $\Delta(\theta)$ is determined by the dynamics of the field theory, just like $\beta(\theta)$. From this equation, we can already see the usual result applicable to systems described by an RG fixed point. Suppose the fixed point is at $\theta = \theta_*$, such that $\beta(\theta_*) = 0$. Then $G(k; \theta_*, \mu) \propto |k|^{\Delta(\theta_*)}$. So the correlation function displays CSS, i.e., $G(s k; \theta_*, \mu) = s^{\Delta(\theta_*)} G(k; \theta_*, \mu)$ for any $s$, $k$ and $\mu$.

Our system is not described by an RG fixed point, but a limit cycle. To extract the property of the correlation function in this case, we look at the solution to this Callan-Symanzik equation [20] (see Eqs. (12.72) and (12.73) therein):

\[
G(k; \theta, \mu) = \tilde{G}(\tilde{\theta}(k; \theta)) \exp \left[ \int_{k' = \mu}^{k' = k} d \log \frac{k'}{\mu} \Delta(\tilde{\theta}(k'; \theta)) \right]
\]

where $\tilde{\theta}(k; \theta)$ satisfies

\[
\frac{d}{d \log \frac{k}{\mu}} \tilde{\theta}(k; \theta) = -\beta(\tilde{\theta}(k; \theta)), \quad \tilde{\theta}(\mu; \theta) = \theta
\]

and $\tilde{G}$ is a function that sets the initial condition of the Callan-Symanzik equation, which is also determined by the dynamics of the field theory.

That $\theta$ undergoes an RG limit cycle means that there exists a specific constant $s$ such that $\tilde{\theta}(sk; \theta) = \tilde{\theta}(k; \theta)$ for any $k$ and $\theta$. Then Eq. (32) implies that

\[
G(sk; \theta, \mu) = \tilde{G}(\tilde{\theta}(sk; \theta)) \exp \left[ \int_{k' = \mu}^{k' = sk} d \log \frac{k'}{\mu} \Delta(\tilde{\theta}(k'; \theta)) \right]
= G(k; \theta, \mu) \exp \left[ \int_{k' = k}^{k' = sk} d \log \frac{k'}{\mu} \Delta(\tilde{\theta}(k'; \theta)) \right]
\]

The limit cycle behavior of $\tilde{\theta}$ further implies that the last factor depends only on $s$ and the precise structure of the function $\Delta(\tilde{\theta})$, but not on the value of $k/\mu$ or $\theta$. Denoting the last factor by $s^{\Delta}$ where $\Delta$ is a dimensionless constant, we get the DSS behavior of the correlation function

\[
G(sk; \theta, \mu) = s^{\Delta} G(k; \theta, \mu)
\]

where $s$ is a specific value, while $k$, $\theta$ and $\mu$ can be arbitrary.

It may be useful to write the correlation function as $G(k; \theta, \mu) \equiv k^{\Delta} \tilde{G}(k; \theta, \mu)$. Then Eq. (35) implies that $G(sk; \theta, \mu) = G(k; \theta, \mu)$. Now define $\tilde{G}(k; \theta, \mu) = \tilde{G}(\mu^{k/\mu}; k; \theta)$, then $\tilde{G}(k + \log s; \theta, \mu) = \tilde{G}(k; \theta, \mu)$ and

\[
G(k; \theta, \mu) = k^{\Delta} \tilde{G} \left( \log \frac{k}{\mu}; \theta, \mu \right)
\]

That is, such a correlation function with DSS can be written as a power law multiplied by a log-periodic function with a period. Note that $\tilde{G}$ still depends on $\theta$ even at the transition.

B. Singularities of physical quantities

In a continuous phase transition described by an RG fixed point, various physical quantities show power-law behavior. For example, the susceptibility $\chi(\theta)$ exhibits a power-law divergence at the critical point:

\[
\chi(\theta) \propto |\theta - \theta_*|^{\nu}
\]

where $\nu$ is the critical exponent. The critical point is characterized by $\chi(\theta) \to \infty$ as $|\theta - \theta_*| \to 0$. The exponent $\nu$ depends on the nature of the transition, e.g., $\nu = 1$ for a second-order transition and $\nu = 2$ for an Ising model. The behavior of $\chi(\theta)$ near the critical point is determined by the critical fixed point of the corresponding field theory.
singularity as the system approaches the critical point. For example, the correlation length diverges as a power law of the deviation from the critical point. Now we examine how these singularities are modified in the presence of a coupling that undergoes an RG limit cycle.

Let us start with the correlation length $\xi$. To this end, it suffices to consider the case $h = 0$. In general, $\xi$ is a function of $p$ and $\theta$, which in turn depend on the RG parameter $\ell \equiv -\log \mu_{0}$, where $\mu_{0}$ is an arbitrary momentum scale to make the argument of this logarithm dimensionless. By definition, the correlation length satisfies

$$\frac{d\xi}{d\ell} = -\xi$$ (37)

so

$$\frac{\partial \xi}{\partial p} \frac{dp}{d\ell} + \frac{\partial \xi}{\partial \theta} \frac{d\theta}{d\ell} = \Delta_{p} \frac{\partial \xi}{\partial p} + \beta(\theta) \frac{\partial \xi}{\partial \theta} = -\xi$$ (38)

The solution of this equation is

$$\xi(p, \theta) = \left( \frac{p_{0}}{p} \right)^{\frac{1}{\Delta_{p}}} \cdot g(\tilde{\theta}(p, \theta))$$ (39)

where $p_{0}$ and $g$ are determined by the boundary condition of the above equation, and $\tilde{\theta}(p, \theta)$ satisfies

$$\frac{d\tilde{\theta}(p, \theta)}{d\log p} = -\frac{\beta(\tilde{\theta})}{\Delta_{p}} \cdot \tilde{\theta}(p_{0}, \theta) = \theta$$ (40)

For the case of an RG fixed point where the only symmetric relevant coupling is $p$, the function $g$ can be viewed as a constant since there is no notion of $\theta$, and we see that the correlation length diverges as $\xi \sim p^{-\frac{1}{\Delta_{p}}}$, which is the standard result [17] (see Eq. (3.50) therein). In our case, $\theta$ undergoes an RG limit cycle, so $\xi \sim p^{-\frac{1}{\Delta_{p}}} \cdot g_{0}(\log p)$, where $g_{0}$ is a periodic function of $\log p$ and $p$ depends on $\theta$.

Next, we turn to the order parameter. To this end, we need to consider a nonzero $h$ and the free energy density $f(p, h, \theta)$. The free energy density is simply the generating functional of the field theory with an external source that is uniform in spacetime. It satisfies that

$$\frac{df}{d\ell} = Df$$ (41)

where $D$ is the spacetime dimension. So

$$\frac{\partial f \partial p}{D\ell} + \frac{\partial f \partial h}{D\ell} + \frac{\partial f \partial \theta}{D\ell} = \Delta_{p} \frac{\partial f}{\partial p} + \Delta_{h} \frac{\partial f}{\partial h} + \beta(\theta) \frac{\partial f}{\partial \theta} = Df$$ (42)

The solution of this equation is

$$f(t, h, \theta) = \left( \frac{p}{p_{0}} \right)^{\frac{1}{\Delta_{p}}} \cdot \hat{f}(\tilde{h}(p, h), \tilde{\theta}(p, \theta))$$ (43)

where $p_{0}$ and $\hat{f}$ are again determined by the boundary condition of the above equation, $\tilde{\theta}$ still satisfies Eq. (40), and $h(p, h) = h \cdot (p/p_{0})^{\Delta_{h}/\Delta_{p}}$.

For the usual case of an RG fixed point, we can drop $\theta$ in Eq. (43), which then simplifies as $f(p, h) = \left( \frac{p}{p_{0}} \right)^{\frac{1}{\Delta_{p}}} \cdot \hat{f}(\tilde{h}(p, h))$. The order parameter is given by the standard result $m = \frac{\partial f}{\partial h} \big|_{h=0} \sim p^{-\Delta_{h}/\Delta_{p}}$ [17] (see Eq. (3.31) therein). In our case, the order parameter

$$m = \frac{\partial f}{\partial h} \big|_{h=0} = \left( \frac{p}{p_{0}} \right)^{\frac{1}{\Delta_{p}}} \cdot \frac{\partial \hat{f}(0, \tilde{\theta}(p, \theta))}{\partial h}$$ (44)

Because $\theta$ undergoes an RG limit cycle, the second factor in the above expression is a periodic function of $\log t$, which further depends on $\theta$.

In summary, in the presence of a coupling undergoing an RG limit cycle, the continuous self similarity commonly seen in a continuous phase transition is broken to discrete self similarity, and it manifests as some log-periodic multiplicative correction to the usual power-law behavior.

IV. Discussion.

If we treat CSS solutions as a special case of DSS solutions with $\Delta = \infty$, the critical signatures of a GCC should at least include the scaling index of the critical spacetime, the DSS period $\Delta_{1}$, the critical exponent of the dominant perturbation mode $\gamma$ and the DSS period $\Delta_{2}$ of the perturbation. There are GCC cases where $\Delta_{1} = \Delta_{2}$ (e.g., Choptuik collapse [1]) and cases where $\Delta_{1} = \infty$, $\Delta_{2} \neq \infty$ (collapse with extremal black holes). It is unclear whether the case(s) with $\Delta_{1} \neq \Delta_{2} \neq \infty$ is possible in GCCs. Traditionally the universality classes have been used to classify the critical phenomena and distinguish between different kinds of critical systems. It is unclear whether similar concepts can be applied for GCC systems. In particular, as DSS periods are non-universal, do the scaling index and the critical exponent uniquely define a universality class, or if other observables (such as the correlation function) are also required to compare the critical behaviour in two distinct systems? Such understanding will be crucial if the comparison is extended to be made between gravitational and non-gravitational systems.

The Choptuik-type critical points have the scaling index being two and the extremal black holes have the scaling index being zero. It is natural to ask, whether they are the only viable critical points for GCCs in four dimensions? The answer is possibly true because one option of the final state: the black hole fixed point, can all be described by the mass, spin and charge according to the no hair theorem. The marginal black hole formation may either correspond to a zero-mass...
naked singularity or an extremal black hole. As the Efimov systems discussed in [33] often have symmetry being \( SO(2, 1) \), i.e., similar to the extreme black hole scenario, it will be interesting to search for other systems with RG limit cycles that have similar signatures as Choptuik-type critical points.
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