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Abstract—The image captioning task is about to generate suitable descriptions from images. For this task there can be several challenges such as accuracy, fluency and diversity. However there are few metrics that can cover all these properties while evaluating results of captioning models. In this paper we first conduct a comprehensive investigation on contemporary metrics. Motivated by the auto-encoder mechanism and the research advances of word embeddings we propose a learning based metrics for image captioning, which we call Intrinsic Image Captioning evaluation ($I^2CE$). We select several state-of-the-art image captioning models and test their performances on MS COCO dataset with respects to both contemporary metrics and the proposed $I^2CE$. Experiment results show that our proposed method can keep robust performance and give more flexible scores to candidate captions when encountered with semantic similar expression or less aligned semantics. On this concern the proposed metric could serve as a novel indicator on the intrinsic information between captions, which may be complementary to the existing ones.

Index Terms—image captioning, auto-encoder, evaluation metric, word embeddings, sentence similarity

I. INTRODUCTION

In recent years there has been abundant images uploaded in the Internet. Generating proper descriptions from visual images to language expression has gained much attention from computer vision and natural language processing researchers. And since neural networks prosper the research community has witnessed proliferation of various neural image captioning models. However The development of evaluation metrics for image captioning seem to remain unchanged for years, such as BLEU, METEOR, ROUGE or CIDER [1] [2] [3] [4], all of which are about to calculate a hard alignment between candidate captions and ground truth sentences. More recently the SPICE metric use scene graph to add the visual information when comparing the similarity between candidates and ground truth. More recently the SPICE metric uses scene graph to add the visual information when comparing the similarity between candidates and ground truth and shows cross-modal similarity [2].

An interesting phenomenon emerged in recent years on MSCOCO Image Captioning Challenge is that the neural models are now outperforming human performance with respects to the contemporary evaluation metrics, which we may consider not convincing and need to give deeper investigation towards the automatic metrics [8].

Generally these kinds of metrics provide with different approaches to calculating the similarity degree between the generated captions and the ground truth captions in the dataset. Some of these contemporary metrics are actually from related research area. For example, the BLEU metric is from machine translation. The ROUGE metric is designed for text summary originally. METEOR is another metric also borrowed from machine translation task. CIDER and SPICE are specially designed for image captioning, which are derived in more recent research studies. There are some key challenges faced with the automatic evaluation metrics for image captioning. Firstly the contemporary metrics are struggling with the problem of deviating from human judgements with its nearly mechanical manner of comparing on candidate captions [5]. Thus metrics based on token overlap would miss the semantic similarity among sentences. For one thing there can be various expression pointing to the same meaning, for another there might be altering meanings of the same word, which are all difficult to cover for the traditional metrics. Secondly there can be various blind spot for rule based metrics. For example, the SPICE metric excels in capturing the visual information by scene graphs but not as good when it comes to sentence structural information in sentence level.

To address the above mentioned challenges and inspired from auto-encoding mechanism, we propose a learning based metric that captures intrinsic information entailed among different sentences. The main idea of auto-encoder is to recover the input from itself. To be more specific in an auto-encoder the input would be first transformed into a vector representation with an encoder, followed by a decoder to generate the original input. Here the supervision information is from the input data itself. Inspired from this and we assume that if the original data can be recovered by the intrinsic representation then the similarity between the representation should be an indicator as the similarity of the original data. Based on the above idea we carry out the proposed Intrinsic Image Captioning Evaluation ($I^2CE$). We use pre-trained GloVe vectors as word representation and encode the input sentence with GRU. Similarly at the decoder side we use GRU to decode the encoded information together with self attention mechanism. We combine some translation corpus and MSCOCO sentences to train the sentence auto-encoder. And we select several state-of-the-art image captioning models to test their performances with respects of both conventional metrics and our $I^2CE$. Experiments results show the effectiveness and robustness towards captions of different qualities. The main contributions
of this paper include:

- We propose the Intrinsic Image Captioning Metric ($I^2CE$), a learning based metrics based on auto-encoder mechanism and word embeddings.
- We demonstrate how to train an auto-encoder with sentence corpus and serve as captioning evaluator.
- We test performances of various state-of-the-art image captioning models on the MSCOCO dataset with both contemporary metrics and our proposed method. Our metric show dynamic and highly semantic related properties on scoring for testing captions.

II. RELATED WORK

A. Contemporary Adopted Metrics

\[
\text{BLEU} = \frac{\sum_i \sum_{k} \min\{h_k(c_i), \max_j h(s_{ij})\}}{\sum_i \sum_{k} h_k(c_i)}
\]

BLEU is originally designed for machine translation evaluation [2]. In the equation of the definition, \(k\) and \(i\) are the index of the N-gram token and the testing case. The \(c\) and \(s\) stands for candidate and reference caption respectively. The \(h\) is the number of occurrences of the token. So \(h_k(c_i)\) means the \(k\text{th}\) word token’s number of occurrences in the \(i\text{th}\) candidate caption. From the original metric expression formula we can see that this is actually describing the proportion that how much of the generated N-grams got matched with the ground truth caption references out of all the N-grams of the candidate sentence. To give the matching less strict it takes the maximum number of the occurrences accounting among comparing with all the references of the dataset (generally there are 5 ground truth references for each image). To avoid single word repeating style of candidate scoring full mark it takes then the minimum between the numbers of occurrences in candidate and in ground truth. After iterating all the N-grams in the candidate caption then the contributions of different N-grams (\(N\) equals to 1, 2, 3, or 4) are then summed to get the final score of the candidate sentence with the short length punishing term attached. Eventually we get the BLEU scores.

ROUGE. The ROUGE metric [3] is very similar to BLEU metric but gives specifically concerns on the balance between the recall and precision, in which case the BLEU only consider the precision of the generated candidate while the recall not covered. And this kind of metric was originally proposed for text summary tasks.

METEOR. METEOR is also designed for machine translation [2]. Again this may be considered as another enhanced version of original BLEU metric. Based on the F measure of the previous ROUGE metric, here the novel ingredient is the introducing modifier of chunk punishment term. Automatically this algorithm will find the non-intersecting matching chunk pairs between the candidate and the reference. If the candidate strictly matches with the reference then this term reaches its minimum and in this case the METEOR score is at its maximum level.

CIDER. The core mechanism embedded in CIDER is the tf-idf weighting term [4], which has wide range of application in vector semantics. The main idea of this term comes from the assumption that the occurrence frequency of a word in a certain corpus can be a significant indicator for the character or semantic meaning of the word. Some words occurs frequently in nearly every corpus (“and”, “the”, etc.). So when we consider the meaning of a whole sentence we need to weight different words for significance on this concern.

SPICE. Instead of considering matching with N-grams in the caption like previous metrics, SPICE creatively employ word tuples and calculate the intersection between candidate and ground truth captions. Another highlight of SPICE metric is the graph representation of sentences. The SPICE metric [12] covers more information than N-gram token. The matching process is carried out through the comparison between two tuple sets of texts and image graphs. However the performance of this metric relies much on the parsing accuracy. It prefers longer sentences and tend to lose structural information of sentences [5].

B. More Recently Proposed Metrics

Learning based metrics. This kinds of metrics are different from the traditional rule based ones. Cui Yin et al. proposed a binary classifier as the caption metric model [5]. The model are trained by two kinds of captions: the human drafted ones and the machine generated ones which are labelled one or zero. Finally the distinguishing model would give a score which is between zero and one, indicating how likely a caption is generated by human. And the authors take this probability score as a metric for image caption on the concern of human relatedness.

Retrieval model. Ruotian Luo et al. introduce an image retrieval auxiliary image caption generation model [10]. In the experiment the authors mainly explore with the diversity oriented loss terms for generating more diverse captions. For measuring the singularity of the generated captions they utilize an image retrieval model to provide with feedbacks as an indicator and relay this extra signal back to the caption generation model. The advantage a generated caption may have in image retrieval process could be another kind of metric for the quality of a candidate caption.

WMD metric takes the similarity problem between candidate and reference captions as a special instance of the Earth Mover’s Distance, which is a well known transportation linear optimization problem [6].

\[
\min_{T \geq 0} \sum_{i,j} T_{ij} c(i, j)
\]

In this optimization objective the \(c_{ij}\) is the Euclidian distance from word \(w_i\) to word \(w_j\) in semantic space. The \(T_{ij}\) is the transport amount between word \(w_i\) to the warehouse word \(w_j\). The amount is the weight of occurrence a word carries in the whole sentence. The assumption is that the more similar
the two captions the less cost it would take to transfer one to the other.

Diversity metric. On the concern on diversity in image caption generation Qinzhong Wang et al. proposed a diversity indicator as a metric [10]. The main idea is that for a specific generation model and a specific image let it generate for say three different captions and then conduct a k-SVD decomposition analysis on these captions. If the singularity values are balanced well then we can say the model is good at diversity property. If not—the singularity value is biased to a single value and the rest are all near zero, then we know the tree captions are actually of the same meaning, in another word the model is less versatile.

C. Discussion on Existing Metrics

From the above discussion we can see that actually BLEU, ROUGE, METEOR and SPICE are all based on matching of word tokens with various styles. For the original BLEU the contributions of the score consists of discrete binary terms. In this case we only add the contribution when the current considered token are strictly matched or the same with that of the ground truth caption. When encountered with synonym or semantic similar tokens their contribution would be missed in the numerator term.

The SPICE metric uses tuple sets in stead of N-grams for comparing. To ameliorate the performance on synonym encountering some of them utilize the WordNet as a soft mechanism to enhance the original matching process. As we have discussed previously the hard matching manner proposed by this style of metrics would let us miss the contributions of those semantic diverse but similar expressions in the candidate sentences.

The more recent ones are constrained by different practical concerns. For example, the WMD metric is also a soft matching method, but originally this distance is for document and may not be suitable for shorter sentences. This work is the most similar one to us among all the above metrics. But the main mechanism behind is for measuring document distance while the caption sentences are usually much shorter relatively. And thus it may not necessary to use the occurrence weights for different words in the caption since nearly each word just appears for once especially for the key words. This can be indicated by the huge sparsity of the transport matrix in the metric.

Motivated by above mentioned concerns we introduce a soft matching metric called Intrinsic Image Captioning Metric to encourage more diverse expressions towards the considered image, which may actually keep original intrinsic semantic information and are just phrased in different manners.

III. THE PROPOSED METHOD

Our inspiration comes from vector semantics. As once a philosopher put it, “the meaning of a word is its usage in the language”(Wittgenstein,1953). And thus we can use the concurrences among different words in abundant amounts of corpus to represent the sense of a single word. This representation is called vector semantic. And with this method now we can map word which is originally string of characters to a vector in semantic space. We are inspired by this idea and use pre-trained GloVe vectors and then employ an auto-encoder to form the sentence level representation. With the above idea we introduce our Intrinsic Image Captioning Evaluation.

![Fig. 1. ](image)

As shown in the above Fig. 1, we employ an auto-encoder for the word vector fusion. The left half is the encoder for extracting the meaning of the sentence, which is represented by the last hidden state vector of the encoder, which we name Intrinsic Vector. The right half is the decoder. It is only employed in the training stage to make learning the intrinsic encoder possible.

The assumption here is that if the auto-encoder can reconstruct the input sentence itself after abundant training process then we can say the intrinsic vector between the encoder and decoder can be taken as the meaning of the input sentence. In order to take advantage of Word2vec representation and the large corpus training datasets we use pre-trained GloVe vectors to initialize the embedding layer for the encoder. In addition the Bahdanau attention is utilized for the decoder for better performance [33]. And the decoder is built just like traditional RNN based sequence decoder. Since we use the input sentence itself as supervision for the learning process our model is learnt in a self-supervised manner.

After abundant training process we utilize the encoder to conduct sentence representation and get the intrinsic vector for calculating the similarity between the candidate and reference captions.

A. Preprocessing on Sentences

To illustrate the difference between hard and soft matching we take consideration on the stop words in caption. And for this concern we propose a simpler version of soft matching metric $I^2CE$. As we want to utilize the mapping between the word and vector we need first to extract words from the candidate captions. For the $MEAN$ metric, we consider the meaning of a sentence represented by its core words. And the words that are less important(which can be called stop words)for understanding the whole sentence would be removed before evaluation. We adopt the standard definition set of stop word provided by $NLTK$ library.

On the other hand for our proposed $I^2CE$ metric we need to map the words in caption into vectors with the pre-trained
GloVe vectors. Also we need to build the index to word mapping so that we get the word index to vector mapping matrix. With this matrix we initialize the embedding layer in encoder as constant and fix it in the training process of the auto-encoder.

B. Word Vector Learning

Originally a word vector were generated by counting the number of times it occurs in different corpus. Then the words co-occurrence matrix was introduced instead. In this way we may get a word represented by a long dimensional and sparse vector. However, the short and dense vector based word representation models like GloVe, Fasttext have shown great performance on various NLP tasks. The learning mechanism behind is the assumption that words of similar meaning appear neighboring with each other in language corpus. Or we may put it in another way the meaning of a word is defined by its usage.

The Word2vec algorithm [7] provides with a good strategy for learning dense word vector representations. The main idea is that instead of counting now we consider a binary classification problem on how likely a word occurs as part of the context of a target word. With this idea we can simply use two separate linear layers to map the original one hot vectors of target and context words to dense vectors. Then we compare the mapping results and carry out the binary classification process through a soft-max layer. Finally at the output side of the mapping results and carry out the binary classification process through a soft-max layer. Finally at the output side of soft-max we need to compare the output results and the ground truth about word co-occurrence and calculate the difference for back propagation. The optimization objective is two folds. First to maximize the co-occurrence of true (target, context) for back propagation. The optimization objective is two folds.

The NCE training trick was introduced at the formula:

$$L(\theta) = \log \frac{1}{1 + e^{-ct}} + \sum_{i=1}^{k} \log \frac{1}{1 + e^{nt_i}}$$

Above is the learning objective to maximize for the training process. There are generally two different strategies in word2vec algorithm, the continuous bag of words and the skip-gram model. Here the GloVe vector we select adopts the skip-gram. In this formula the c, t is stand for context and target word vector respectively. And ni is the noise word by the NCE training trick [7]. We can see that the objective is actually both maximizing the probabilities of the true contexts and minimizing that of the noisy words.

C. Word Vector Fusion with Auto-Encoder

After we map the words into the semantic space. Then the meaning of a sentence can be considered as a cluster of vectors or points in the representation space.

$$MEAN = \frac{1}{k} \sum_{i=1}^{k} w_i$$

Basically to introduce the vector semantic idea to the sentence similarity we may make simplified the representation of the meaning of a sentence by taking the centroid of the corresponding sentence cluster, which is shown in the above equation. The $w_i$ is the vector representation of the ith word and k is the number of words in the sentence. This can be a metric for image caption we call $MEAN$, a simplified version of soft matching metric based on vector semantics.

To take a step further and enable the metric to capture more significant features on a candidate sentence we utilize a GRU based auto-encoder to do the fusion on word vectors, involved with the whole candidate caption. This metric is our proposed $P_{CE}$.

Auto-encoder is a forward neural network generally with a pair of encoder and decoder. Or we may put it in another way the auto-encoder is actually a data compression algorithm, which is of data driven and lossy. However, in contrast to traditional rule based encoder and decoder framework the auto-encoder is built with neural network generally. And there may be some common properties shared by different versions of auto-encoders. Firstly, they are data driven models and large datasets are needed for the training process. Since they are data driven and thus they may have data bias inherently and the domain adaptation is a great challenge for this concern. Secondly, the auto-encoder is a lossy compression model and the reconstructed data may be degraded in some scale. In addition the auto-encoder is a self supervised learning algorithm without any other label data, which makes it more convenient for training.

In the case of our paper we built the encoder and decoder with the Gated Recurrent Units. For the encoder to utilize the advantages of large corpus we initialize the embedding layer as constant and keep it fixed in the training process of the auto-encoder. And for the decoder the Bahdanau Attention is employed, which was originally introduced for machine translation [33]. To be more specific we use the GRU to encode the input sequence of sentence. For training the encoder we need a paired decoder with the self supervision. After training with abundant corpus we take the encoder as our core module to calculate the intrinsic vector of a specific sentence.

D. Cosine Similarity for Soft Matching

To eventually give the similarity score between the candidate and ground truth caption we need a distance metric for comparing the previous defined Intrinsic vector. Up until now the widely adopted one is cosine similarity.

$$Sim(c, s_j) = \frac{I(c) \cdot I(s_j)}{|I(c)| \cdot |I(s_j)|}$$

In the above equation I is the intrinsic vector of the sentence. The c and s are the candidate and reference caption respectively. This can be understood as that the more likely two captions describing similar meaning the more likely their semantic vector appear in neighbor area in the semantic space. For the $MEAN$ method we can simply use the averaging embedding of core word vectors as the intrinsic vector of
the corresponding. And by averaging the MEAN scores between candidate and all the references we would get the final evaluation score for a single sentence. And by taking the mean of all candidate cases in the testing dataset we get the final MEAN evaluation score for the testing model.

For our proposed $I^2CE$, the intrinsic vector $I$ in equation should be the intrinsic vector extracted by the metric encoder. And by computing the similarity between the intrinsic vectors of (candidate, reference) pair we got the score of the candidate giving regards to the considered ground truth sentence.

IV. EXPERIMENTAL SETUP

The main objective of this part is to validate the effectiveness of the proposed metric. As discussed in previous sections, the popular metrics like BLEU try to find matching tokens in the reference captions which depends largely on the phrasing style in the process of caption generation.

We first introduce the dataset employed to test the performances of both hard matching and soft matching. Then we briefly list the adopted image caption generation models.

Dataset. Firstly for the training of the caption models. Based on the Microsoft Common Objects in context (MSCOCO) dataset, Microsoft research team introduced the MSCOCO Caption dataset. This dataset has two branches. One is MSCOCO-C5, In this branch the training, validation and testing splits have the same image collection as the original COCO dataset. With each image there are five manual label sentences as reference captions. The other is MSCOCO-C40. Each image has forty labelling sentences in this branch of dataset. Since the labelling work is very time consuming there are only five thousand images in total for this branch. We choose the MSCOCO-C5 branch as our evaluation dataset for better generalization.

Secondly, For the training of the proposed metric model $I^2CE$. We first train a rudiment sentence encoder with the Spanish to English Translation Dataset. The training trick here is that only use the English half of the original corpus, which contains up to one hundred thousand sentences. So we input a English sentence and expect to output itself in the decoder side. After that we then adapt the auto-encoder to the captioning corpus, the annotation or reference sentences in the MSCOCO-C5 dataset.

ImageCaptionModels. In this paper we employ some of the current popular generation models including show and tell [15], top-down attention [9], attention2in [26], top-down with self-critical training and attention2in with self-critical training. Show and Tell. The Show and Tell is one of the earliest image caption models based on neural network. The main idea is two steps for caption generation. First to use convolution neural network to extract image feature. Second to use the recurrent neural network to modelling the language generation process, in which the final sentence is generated word by word and the previous generated ones are taken as the input for next time step.

Top-down attention. The Top-down Attention model enhances the original neural models by various enhancements. They use the fast R-CNN to analysis the image first to extract some attributes. Guiding by this pre-generated attributes the model can generate caption in a more accurate manner, which aligns more with the visual information. Since this top-down manner the model is then called top-down attention.

Att2in. The Att2in is similar to fully connected neural model enhanced by adding attention term to LSTM cell node. The proposers find that when optimizing with Adam optimized this structural altering leads to better performance.

Self-Critical Sequence Training. The SCST training [26] utilizes reinforcement learning as training procedure for the caption generator. In this case the agent is the LSTM model within the environment of visual and text features. And the action is about which word to choose at each time step. However, different form traditional modelling of reinforcement problem, the method use the generated sentences on testing stage as baseline instead of directly calculating the reward. And the better ones than the baseline would be weighted positively or negatively if not.

V. EXPERIMENTAL RESULTS

In this section we first compare the performance of the above mentioned image generation models with regard to the contemporary caption metrics—BLEU, METEOR, ROUGE, CIDER and SPICE. A hard matching mechanism is embedded in these rule based metrics. We simply choose the BLEU metric to modify and form our proposed $I^2CE$ metric. Then we compare the metric scores of the two different matching strategies. And Finally we include evaluation scores of captions calculated by $I^2CE$ and compare all previous results together. In addition, we also give some intuitive $I^2CE$ scores of both high quality generated captions and also the captions less aligned to reference ground truth.

A. Soft Matching vs. Hard Matching

As shown in Table 1, when the non-significant stop words are removed we compare the scoring results of the comparing models with regards to both the hard matching and the MEAN metric. The left column is the scores of original hard matching BLEU. We can see that after removing the stop words the BLEU score decrease in a significant scale.

| Captioning Models | B@1  | B@1* | GloVe |
|-------------------|------|------|-------|
| show-tell         | 0.700 | 0.749 | 0.803 |
| top-down          | 0.749 | 0.735 | 0.814 |
| attent2in         | 0.735 | 0.779 | 0.805 |
| top-down+         | 0.779 | 0.418 | 0.826 |
| attent2in+        | 0.767 | 0.488 | 0.815 |

For this we think the reason is that in the original BLEU metric the stop words make a considerable contribution towards the total nominator term, which we think is less informative for the semantic representation of a sentence. In addition we notice that on BLEU@1 metric the attent2in+
outperforms the top-down+ while the inverse is true for the soft matching MEAN metric. The reason for this phenomenon may be that for candidate captions generated by att2in+ there are relatively more stop words matching contribution while for the top – down+ more matching contributions are made by key words.

B. Comparing with Contemporary Metrics

The Table 2 compares our soft matching based metrics MEAN and \( I^2CE \) with the popular metrics on state-of-the-art captioning models. From the above results we can see generally for better models recognized by popular metrics such as top – down+ and att2in+ our MEAN and \( I^2CE \) also would give relative higher scores for them. And comparing to the MEAN which simply take averaging as fusion method, the \( I^2CE \) seems to be more distinguishable since the scores distribute in relative larger range. This can be taken as that the averaging fusion may have the side effect of blurring on the representation of the whole sentence composed of its key words.

### TABLE II

#### PERFORMANCE EVALUATION ON \( I^2CE \) METRIC AND CONTEMPORARY AUTOMATIC METRICS

| Caption Metric | show-tell | top-down | atten2in | top-down+ | atten2in+ |
|----------------|-----------|----------|----------|-----------|-----------|
| B@1           | 0.700     | 0.749    | 0.735    | 0.779     | 0.767     |
| B@2           | 0.528     | 0.582    | 0.567    | 0.612     | 0.603     |
| B@3           | 0.387     | 0.437    | 0.423    | 0.459     | 0.451     |
| B@4           | 0.282     | 0.323    | 0.312    | 0.338     | 0.333     |
| Meteor        | 0.234     | 0.259    | 0.250    | 0.263     | 0.257     |
| Rouge         | 0.514     | 0.548    | 0.536    | 0.556     | 0.552     |
| CIDEr          | 0.901   | 1.065    | 1.019    | 1.182     | 1.156     |
| SPICE          | 0.164     | 0.191    | 0.184    | 0.195     | 0.189     |
| \( I^2CE \)     | 0.751     | 0.731    | 0.732    | 0.789     | 0.822     |

With the knowledge learned from large language corpus the utilized auto-encoder would have a better ability on distinguishing caption semantics. In addition MEAN removes the stop words for both candidate and reference sentences which may cause more loosen tendency on the evaluation scores. That is to say all the comparing models are capable of capturing the key objects or attributes in the scene but with various level of expressions, in which stage the stop words may take significant effects. In contrast \( I^2CE \) consider on the original whole sentences and extract semantics with learnt prior. From the results comparing to MEAN we can see that it is better at distinguishing different caption models with various levels of expression since it has a larger interval of scores distribution. In addition, comparing with the original BLEU the scores are higher since it employs the soft matching strategy.

C. Intuitive Results on \( I^2CE \) Scores

The following Fig.1 shows us the scores given by \( I^2CE \) on some testing cases with the testing captioning model att2in+. In the figure there are three pieces of testing cases shown. For each testing case there are one candidate caption in the first line and the five references below. Addicted to each reference is the corresponding \( I^2CE \) score for the (candidate, reference) pair.

**Fig. 2.** \( I^2CE \) scores on highly aligned generated captions.

Take the first picture for example, we can see that for the latter three generated captions which are most similar references given the candidate caption get relatively higher scores. For the first reference it has some additional details like “drinking water” and “in the jungle”, which are not covered by the candidate caption and thus the similarity score is lower. The second reference is quite likely the same case. However the latter three references are just expressing exactly the same information as the test caption. Thus the candidate would reach higher scores.

**Fig. 3.** \( I^2CE \) scores on less aligned generated captions.

To observe the scoring results in a larger scope we present some lower scored cases given in Fig.2. As we can see, for these captions less aligned to the references there are whether miss detected conceptions like “couch” and “fire hydrant”, or pathological syntactic sentence structure.

VI. CONCLUSION

In this paper, we give special concern on the matching strategy in image caption evaluation metrics. We first take
a comprehensive investigation and in depth analysis on the core mechanism behind the contemporary metrics including BLEU, ROUGE, METEOR, CIDER and SPICE. In addition, we also give respects towards the more recent proposed image caption metrics like the learning based, Self-$f$ – CIDER and WMD distance. Then we introduce our proposed $I^2CE$ metric, which use the sentence intrinsic vectors to calculate similarity instead of hard matching on word tokens. To keep the syntax structure of the original sentence we take a step further and employ an auto-encoder to conduct vector fusion on word representation.

To validate the effectiveness of the proposed soft matching method we conduct three stage experiments. First we evaluate the performances of state of art models with the contemporary metrics. And then we analysis the results giving regards to the performances of state of art models with the contemporary method we conduct three stage experiments. First we evaluate sentence we take a step further and employ an auto-encoder vectors to calculate similarity instead of hard matching on to better word vector fusion methods and perhaps pre-trained give more reasonable and flexible evaluation scores when metrics. Experiment results show the proposed method can I
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