Abstract

Unsupervised domain adaptation (UDA) with pre-trained language models (PrLM) has achieved promising results since these pre-trained models embed generic knowledge learned from various domains. However, fine-tuning all the parameters of the PrLM on a small domain-specific corpus distort the learned generic knowledge, and it is also expensive to deployment a whole fine-tuned PrLM for each domain. This paper explores an adapter-based fine-tuning approach for unsupervised domain adaptation. Specifically, several trainable adapter modules are inserted in a PrLM, and the embedded generic knowledge is preserved by fixing the parameters of the original PrLM at fine-tuning. A domain-fusion scheme is introduced to train these adapters using a mix-domain corpus to better capture transferable features. Elaborated experiments on two benchmark datasets are carried out, and the results demonstrate that our approach is effective with different tasks, dataset sizes, and domain similarities.

1 Introduction

Unsupervised domain adaption (UDA) is an essential task in the realm of deep learning since it mitigates the expensive burden of manual annotation by focusing on cheap unlabeled data from target domains [Ramponi and Plank, 2020]. Among all existing approaches for UDA, pre-trained language model (PrLM) based approaches become the de-facto standard [Gururangan et al., 2020, Ben-David et al., 2020, Yu et al., 2021, Karouzos et al., 2021] since these PrLMs are equipped with generic knowledge learned from large corpora [Howard and Ruder, 2018] and lead to promising results.

The primary focuses of UDA methods are to capture the transferable features for the target domain while reserving the knowledge learned from the source domain [Blitzer et al., 2006, Pan et al., 2010]. However, most existing pre-training-based UDA approaches are carried out by fine-tuning the entire set of model parameters on domain-specific corpora [Gururangan et al., 2020, Yu et al., 2021, Karouzos et al., 2021], which are usually of limited sizes. Such a setting may easily drift the PrLM to a specified domain and distort the generic knowledge embedded in the original PrLM weights [Pfeiffer et al., 2020, He et al., 2021]. This hinders the model from capturing transferable features between different domains and leads to sub-optimal performance for UDA tasks [Karouzos et al., 2021]. Moreover, it is also expensive to fine-tune and deploy a large model for every single domain [Houlsby et al., 2019].

We observe that the intuition of preserving learned knowledge coincides with recently developed adapter-based tuning methods [Houlsby et al., 2019, Rebuffi et al., 2017], in which several trainable
adapter modules are introduced between layers of a pre-trained language model (LM) while parameters from the original LM are fixed. This setting helps preserve the knowledge embedded in the PrLM and alleviates the distortion of features for different domains since the original PrLM remains intact [He et al., 2021, Pfeiffer et al., 2020,, Houlsby et al., 2019]. However, few studies are performed to extend this effective method to tackle UDA tasks.

In this paper, we explore to introduce adapter modules in pre-training-based UDA approaches. Specifically, several bottle-necked adapter modules are inserted in a transformer-based PrLM [Vaswani et al., 2017]. These adapters are learned following a two-step process: 1) The domain-fusion training step trains adapters with the Masked-Language-Model (MLM) loss [Devlin et al., 2019] on a mixed corpus containing data from both the source and all the target domains. This step facilitates the capture and fusion of transferable knowledge between different domains; 2) The task fine-tuning step fine-tunes adapters with the task-specific loss on the source domain corpus. Note that parameters of the underlying pre-trained LM are fixed throughout the two learning processes. This helps prevent the drifting of learned generic knowledge and facilitates more effective domain knowledge transferring [Pfeiffer et al., 2020]. In the testing phase, we apply the resulted model to data sampled from the target domain. The results on two benchmark datasets indicate that our method outperforms competitive baselines and is effective in improving the performance of downstream UDA tasks.

Our contributions can be summarized as:

1. We apply adapter modules in the pre-training-based UDA approaches. Specifically, trainable adapters are introduced in a PrLM, and a two-step process is introduced to facilitate the learning of these adapters.

2. Elaborated experiments on two benchmark datasets show that our approach outperforms competitive baselines and is more effective to improve the performance of downstream UDA tasks.

## 2 Related Work

**Unsupervised Domain Adaption:** Existing UDA approaches can be generally classified into two categories: 1) The *model-based* methods target at augmenting the feature spaces [Glorot et al., 2011, Chen et al., 2012, Ziser and Reichart, 2019, Ben-David et al., 2020], designing new losses [Ganin 2016, Dong et al., 2018]. Our code is available in Appendix C.
and Lempitsky, 2015; Ganin et al., 2016] or refining model structures [Bousmalis et al., 2016]; 2) The data-based methods aim to utilize pseudo-labels [Ruder and Plank, 2018; Lim et al., 2020] and develop better data selection schemes [Han and Eisenstein, 2019; Ma et al., 2019]. Some works also try to tackle UDA tasks utilizing large PrLM [Li et al., 2019; Gururangan et al., 2020; Yu et al., 2021; Karouzos et al., 2021], which are becoming the de-facto standard for various NLP tasks. Although promising results are reported, fine-tuning the whole model on a small amount of domain-specific data may distort underlying PrLM and lead to sub-optimal performances.

Adapters: In NLP studies, adapter modules are primarily used for parameter-efficient fine-tuning of large PrLMs [Lauscher et al., 2020; Wang et al., 2020; Lin et al., 2021; Poth et al., 2021; Han et al., 2021; Mahabadi et al., 2021]. The most similar works comparing to our study are the models for zero-shot cross-lingual transfer tasks [Pfeiffer et al., 2020; Vidoni et al., 2020]. However, these models aim to separate language-specific knowledge using adapters, while our UDA task tries to capture common and transferable features across different domains.

3 Method

3.1 Task Formulation

The UDA task investigated in this study aims to improve the model performance with the help of unlabeled data. Specifically, the training data consists of two parts: 1) labeled dataset $D_s = \{(x^s_j, y_j)\}$ collected from a single source domain $S$; 2) $n$ unlabeled datasets $D_{t_i} = \{x^{t_i}_j\} (i = 1, \ldots, n)$ collected from $n$ target domains $T_i (i = 1, \ldots, n)$. $x^s_j$ and $x^{t_i}_j$ represents data drawn from $S$ and $T_i$, respectively, and $y_j \in \mathcal{Y}$ is the label associated with $x^{t_i}_j$, where $\mathcal{Y}$ is the label space. In the testing phase, we examine the effect of UDA on the labeled dataset $\bar{D}_{t_i} = \{(\bar{x}^{t_i}_j, \bar{y}_j)\}$ collected for each target domain $T_i$, in which $\bar{y}_j \in \mathcal{Y}$.

3.2 Adapters Architecture

Figure 1 shows an overview of our adapter-based UDA approach. Specifically, a transformer model is first initialized using a set of pre-trained weights, and a trainable adapter module is inserted into each transformer layer. Here we apply a variant of the efficient lightweight-adapter [Pfeiffer et al., 2020] that only adds one bottle-necked MLP after the feed-forward sublayer of each transformer block. The bottle-necked MLP first projects the $H$-dimensional input representations into a smaller dimension $m$ ($m < H$), then applies a nonlinearity (GELU [Hendrycks and Gimpel, 2016] in our case), and finally projects back to $H$ dimensions. A residual connection is applied across the adapter.

3.3 Two-step Adaption

In the training process, we fix the parameters initialized from the PrLM and propose to learn the parameters of the randomly initialized adapter modules using a two-step process:

The first step is domain-fusion training, in which we mix the training instances from both the source and target domains, $D_s \cup D_{t_1} \ldots \cup D_{t_n}$, and train the adapters with the MLM loss $L_{MLM}$ on these instances. This setting enables the adapter to capture transferable features among all the domains, which enriches the knowledge embedded in the pre-trained model.

The second step, i.e., task fine-tuning, learns a task head using the task-specific loss $L_{Task}$ (for example, the cross-entropy loss for classification tasks) on the labeled dataset $D_s$. In this step, we also learn the adapters’ parameters to allocate more modeling capacity to fit the task distribution. Note that different from the adaptive pre-training method [Gururangan et al., 2020] that directly learns the task head on labeled target domain data, our study follows the UDA setting that learns the task head on the source domain and tests it on the target domain. The transferable features captured in adapters help generalize the learned task knowledge and improve the performance of the resulting model on target domains.
4 Experiments

4.1 Dataset

Our UDA approach is evaluated on two benchmark datasets with different tasks:

1. SDA: Sentiment Domain Adaptation dataset [Blitzer et al. 2007] that contains Amazon product reviews for four different product types (i.e., domains): Books (B), DVDs (D), Electronics (E) and Kitchen appliances (K). 2.0K reviews with binary sentiment labels are available for each domain and we split these data into Train and Dev set with a ratio of 8:2. Four adaption schemes are attempted by regarding each of these four domains as the source domain (src) and the rest domains as the target domain (tgt). Test set of each domain contains 1.6K labeled reviews with binary sentiment labels.

2. XNLI: Cross-lingual Natural Language Inference dataset [Conneau et al. 2018] that focuses on the NLI three-way classification task. This dataset involves texts with 15 languages, and the Train, Dev, and Test set of each language contain 392.70K, 2.49K, and 5.01K samples, respectively. In this study, we regard each language as a domain and only use English as the source domain.

4.2 Implementation Details

Model and Training: For experiments on the SDA and XNLI dataset, the pre-trained RoBERTa-base [Liu et al., 2019] and XLM-R-base [Conneau et al., 2020] model is used as the initialization PrLM, respectively, and the adapter size $m$ is set to 128, and 256, respectively. The Adam optimizer [Kingma and Ba, 2014] is used with a learning rate of 5e-5. The domain-fusion training process lasts for 10 epochs and the best models are selected based on the Dev set performance. See Appendix A for more training details.

Baselines: Three baselines are tested in our study. The first two baselines do not utilize the adapter module: 1) Full-FT Fine-Tunes all transformer parameters using $\mathcal{L}_{task}$ on $D_S$. The domain-fusion training is not performed in this baseline; 2) Full-TSA adjusts the work of [Gururangan et al., 2020] to UDA tasks, i.e., the Two-Step Adaptation process introduced in Section 3.3 is applied on all transformer parameters. The third baseline in our study, 3) Ada-FT, incorporates the adapter module but do not perform the domain-fusion training process. We denote our approach as Ada-TSA.

| src $\rightarrow$ tgt | Full-FT | Full-TSA | Ada-FT | Ada-TSA |
|-----------------------|---------|----------|--------|---------|
| B $\rightarrow$ D     | 92.80 ± 0.30 | 92.80 ± 0.40 | 92.46 ± 0.42 | **92.87** ± 0.27 |
| B $\rightarrow$ E     | 92.01 ± 0.67 | 91.26 ± 1.15 | 91.98 ± 0.54 | **92.84** ± 0.43 |
| B $\rightarrow$ K     | 93.70 ± 0.09 | **94.36** ± 0.59 | 92.91 ± 0.88 | 93.98 ± 0.16 |
| D $\rightarrow$ B     | **92.25** ± 0.81 | **93.74** ± 0.66 | 92.51 ± 1.65 | 93.30 ± 0.28 |
| D $\rightarrow$ E     | 91.46 ± 0.40 | 93.17 ± 0.54 | 91.50 ± 0.47 | **93.72** ± 0.17 |
| D $\rightarrow$ K     | 92.64 ± 0.68 | 94.17 ± 0.20 | 93.41 ± 0.86 | **94.39** ± 0.32 |
| E $\rightarrow$ B     | 91.44 ± 0.26 | 91.41 ± 0.24 | 90.77 ± 0.31 | **92.25** ± 0.29 |
| E $\rightarrow$ D     | 91.34 ± 0.12 | 91.66 ± 0.29 | 91.57 ± 0.58 | **92.15** ± 0.33 |
| E $\rightarrow$ K     | 93.48 ± 0.19 | 94.10 ± 0.16 | **94.32** ± 0.36 | 94.14 ± 0.21 |
| K $\rightarrow$ B     | **90.77** ± 0.21 | 91.89 ± 0.14 | 90.54 ± 0.45 | **93.20** ± 0.17 |
| K $\rightarrow$ D     | 90.85 ± 0.31 | 92.54 ± 0.08 | 91.01 ± 0.51 | **93.26** ± 0.07 |
| K $\rightarrow$ E     | 92.54 ± 0.22 | **93.65** ± 0.13 | 93.09 ± 0.81 | 93.63 ± 0.16 |
| Avg.                  | **92.10**$^\dagger$ | **92.89**$^\dagger$ | **92.17**$^\ddagger$ | **93.31** |

Table 1: Sentiment classification accuracy and standard deviations of five independent runs on SDA. $^\dagger$ and $^\ddagger$ indicates significant difference ($t$-test) between our approach and the baseline with $p$-value < 0.05 and 0.01, respectively.

4.3 Results and Discussion

UDA Results: The results of our approach and baselines are summarized in Table1 (for the sentiment classification task on SDA) and Table2 (for the NLI task on XNLI). All results are averaged over five runs with different random seeds. Our approach achieves the best results in most adaptation settings.
| tgt | Full-FT | Full-TSA | Ada-FT | Ada-TSA |
|-----|---------|---------|--------|---------|
| en  | 83.16±0.30 | 83.14±0.29 | 83.98±0.39 | **84.57±0.41** |
| fr  | 76.57±0.52 | 76.22±0.21 | 77.11±0.72 | **77.91±0.51** |
| es  | 77.24±0.39 | 77.87±0.32 | 78.11±0.37 | **78.17±0.39** |
| de  | 75.06±0.32 | 75.96±0.44 | 74.90±0.37 | **76.02±0.39** |
| el  | 76.25±0.13 | 76.86±0.42 | 77.30±0.42 | **77.43±0.46** |
| ru  | 73.89±0.21 | 74.45±0.39 | 75.11±0.30 | **75.11±0.39** |
| bg  | 75.06±0.32 | 75.96±0.44 | 74.90±0.37 | **76.02±0.39** |
| ar  | 69.64±0.25 | 70.22±0.46 | 70.49±0.51 | **71.31±0.37** |
| vi  | 73.37±0.50 | 73.59±0.33 | **74.15±0.53** | 73.86±0.49 |
| th  | 70.33±0.55 | 71.20±0.29 | **71.29±0.79** | 69.99±0.62 |
| zh  | 72.18±0.20 | **74.47±0.29** | 72.48±0.58 | 72.98±0.51 |
| hi  | 68.74±0.52 | 69.36±0.52 | **69.36±0.37** | 68.69±0.62 |
| sw  | 60.98±0.34 | **65.45±0.42** | 63.31±0.21 | 64.88±0.54 |
| ur  | 64.34±0.22 | 62.96±0.63 | **64.95±0.52** | 64.15±0.54 |
| Avg.| 71.62† | 72.45 | 72.49 | **72.71** |

Table 2: NLI accuracy and standard deviations of five independent runs on XNLI dataset. † and ‡ carry the same means as in Table 1.

Moreover, Figure 2 shows the averaged performance of each model across all adaption settings. It can be seen that applying the adapter module and using the two-step adaption approach helps to improve the UDA performance. Specifically, for the averaged performance, our method yields an absolute improvement of 1.21% and 1.09% over the Full-FT baseline on the SDA and XNLI dataset, respectively. Results on more datasets in Appendix B also support this conclusion.

Figure 2: Averaged performance on both datasets.

**Adapter for Different Data Sizes:** Since the SDA and XNLI datasets have different sizes, the results reported in Table 1 also reveal the effect of data size on UDA performances:

1) When $D_S$ is small, the adapter module is less effective without the domain-fusion step. Specifically, if we do not apply the domain-fusion training process, the adapter module only improves the averaged performance from 92.10% (Full-FT) to 92.17% (Ada-FT) on the relatively small dataset SDA (i.e., an absolute improvement of 0.07%). However, on the XNLI dataset, which contains more data, the performance gain brought by the adapter module is much larger, i.e., from 71.62% (Full-FT) to 72.49% (Ada-FT). This may be because a small $D_S$ is not enough to properly learn the adapter module from random initialization.

2) Our two-step adaption process improves the effectiveness of the adapter on small $D_S$. Specifically, when the two-step adaption process is applied, the adapter module becomes more effective on the SDA dataset that an absolute improvement of 0.42% (i.e., from 92.89% of Full-TSA to 93.31% of Ada-TSA) is observed. That is, our two-step adaption process upgrades the effectiveness of the adapter about 6 times on SDA.

**Domain Fusion with Different Similarities:** In this part, we study the effect of domain fusion training with different domain similarities. We first analyzed the similarities between each domain using the vocabulary overlaps [Gururangan et al., 2020]. Specifically, we first build the vocabulary
on the corpus of each domain. Then for any two domains, we calculate the overlap of their top 10k frequent vocabulary words as their domain similarity. The domain similarities of the SDA and XNLI dataset are separately shown in [3a] and [3b]. The results confirm our intuition that the gaps between each domain in XNLI are much larger than SDA. This conclusion makes sense because all texts in UDA are English Amazon reviews, while texts in XNLI are in different languages.

| Books | Dvd | Elec. | Kitch. |
|-------|-----|-------|-------|
| Books | 100 | 56.4  | 39.0  | 39.2  |
| Dvd   | 56.4| 100   | 38.4  | 38.2  |
| Elec. | 39.0| 38.4  | 100   | 41.5  |
| Kitch.| 39.2| 38.2  | 41.5  | 100   |

(a) SDA

| en  | fr  | es   | de   | el   |
|-----|-----|------|------|------|
| 100 | 17.4| 9.3  | 12.6 | 2.5  |
| bg  | ru  | tr   | ar   | vi   |
| 1.6 | 1.9 | 7.5  | 1.7  | 13.2 |
| th  | zh  | hi   | sw   | ur   |
| 4.8 | 2.1 | 3.1  | 22.5 | 5.9  |

(b) XNLI

Figure 3: The domain similarity of the SDA and XNLI dataset. (a) SDA: each element of the matrix represents the vocabulary overlap of source (rows) and target domain (columns). (b) XNLI: the similarity between the English domain and all other domains.

Figure 4: Hidden representation of different domain fusion (DF) ways. For both SDA and XNLI (only show four languages for clarity), we plot the figures for three cases, (1) No domain fusion: the original pretrained model without DF. (2) Domain fusion with full model: perform DF on the original pretrained model. (3) Domain fusion with adapter: perform DF on the adapter-based model.

The results in Figure 4 suggest that our domain-fusion training step is more effective at improving the UDA performance when the data used in this step come from similar domains. Specifically, the domain-fusion process brings an absolute gain of 1.14% on the SDA dataset (i.e., from 92.17% of Ada-FT to 93.31% of Ada-TSA). In contrast, this gain drops to 0.22% on the XNLI dataset (i.e., from 72.49% of Ada-FT to 72.71% of Ada-TSA), which has larger domain gaps. To get a deeper insight into different ways of domain fusion training, we compute their hidden representation of the last layer and reduce the dimension using the t-SNE algorithm [Van der Maaten and Hinton, 2008], which are shown in Figure 4. We can see that the dataset with smaller domain similarity (XNLI) brings less changes in hidden representation than the one with larger domain similarity (SDA). And it is more effective to perform the domain fusion training with the adapter module than with the full model.
5 Conclusion

This paper presents an adapter-based fine-tuning approach for unsupervised domain adaptation. Trainable adapter modules are inserted in a pre-trained LM, and a two-step training process is introduced to learn the parameters of these adapters. We demonstrate our method on two datasets with different sizes and domain similarities. The results show that the introduced adapter modules facilitate the adaptation process, and our two-step training approach helps to further improve the UDA performance. As future works, we will explore more effective architectures of the adapter module.
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A Model and Training Details

In this appendix, we provide more details about the model and training configuration.

The hyper-parameter settings of different models and fine-tuning process on the SDA and XNLI dataset are provided in Table 3. In the domain-fusion training process, the corpus used to optimize the MLM loss contains data sampled from the source domain and all target domains. The learning rate of domain-fusion training is set to 2e-5 for the model with full-parameter update (i.e., Full-TSA) and 5e-5 for the model with adapter-parameter update (i.e., Ada-TSA). Additionally, the training of all models starts with a warm-up step of 1K, and the learning rate decreases linearly with the number of training steps. The Adam optimizer is used with the parameter $\beta_1 = 0.9$, $\beta_2 = 0.999$ and $\epsilon = 10^{-8}$. All the models are trained on the GTX2080Ti GPU.

B Supplementary Experiments

This appendix provides the experiment results on a larger multi-domain sentiment analysis dataset to support the analysis in our paper. Specifically, this dataset is collected from Kaggle\footnote{https://www.kaggle.com} and it contains reviews from multiple sources (i.e., domains) including Amazon (A), IMDB (I), TripAdvisor (T) and Yelp (Y). We denote this dataset as MSS (Multi-Source Sentiment dataset). The statistic of MSS is summarized in Table 4 and the experimental results are shown in Table 5.
| Dataset | Model     | AdaS | LR  | BZ  | TE  | ToP   | TrP   | MaxL |
|---------|-----------|------|-----|-----|-----|-------|-------|------|
| SDA     | Full-FT   | -    | 2e-5 | 16  | 10  | 125M  | 125M  | 512  |
|         | Full-TSA  | -    | 2e-5 | 16  | 10  | 125M  | 125M  | 512  |
|         | Ada-FT    | 128  | 5e-5 | 16  | 10  | 127M  | 2.9M  | 512  |
|         | Ada-TSA   | 128  | 5e-5 | 16  | 10  | 127M  | 2.9M  | 512  |
| XNLI    | Full-FT   | -    | 2e-5 | 32  | 10  | 278M  | 278M  | 128  |
|         | Full-TSA  | -    | 2e-5 | 32  | 10  | 278M  | 278M  | 128  |
|         | Ada-FT    | 256  | 5e-5 | 32  | 10  | 283M  | 5.3M  | 128  |
|         | Ada-TSA   | 256  | 5e-5 | 32  | 10  | 283M  | 5.3M  | 128  |

Table 3: Detailed configurations of the models and training process. Abbreviation description: LR: learning rate, BZ: batch size, TE: training epoch, ToP: total parameter, TrP: trainable parameter, AdaS: adapter size, MaxL: max sequence length.

| Source  | Train | Dev  | Test |
|---------|-------|------|------|
| Amazon  | 20K   | 5K   | 5K   |
| IMDB    | 20K   | 5K   | 5K   |
| TripAdvisor | 8K | 1K   | 1K   |
| Yelp    | 20K   | 5K   | 5K   |

Table 4: Statistics of the MSS dataset. Note that the Train, Dev, and Test set are all balanced.

Table 5: The accuracy on the MSS dataset and standard deviations of five independent runs.

Discussion: Experiments on the MSS dataset corroborate the discussion about the effect of data size and domain similarities in Section 4.3 of the main text:

1) Comparing the results of SDA and MSS, which have the same task (i.e., sentiment analysis) but different data sizes, a larger gain is obtained with the injection of the adapter module when the data size is larger. Specifically, the adapter module improves the average accuracy from 90.59% of Full-FT to 91.47% of Ada-FT on the MSS dataset (an absolute improvement of 0.88%) while only 92.10% of Full-FT to 92.17% of Ada-FT on the SDA dataset (an absolute improvement of 0.07%). This proves that more data facilitates to learn the parameters of the adapter module from random initialization.

2) Comparing the results of MSS and XNLI, which both have enough corpus for their corresponding task, the domain-fusion training is more effective on the MSS dataset than on the XNLI dataset. Specifically, the averaged accuracy improves from 91.47% of Ada-FT to 92.13% of Ada-TSA (the gain is 0.66%) on the MSS dataset. However, this performance improvement drops to 0.22% on the XNLI dataset. (from 72.49% of Ada-FT to 72.71% of Ada-TSA). This proves that the domain-fusion training brings a larger gain when the source and target domains are more similar.
C Link of Our Code

Our experiments are implemented utilizing the Transformers framework of Huggingface. To support the reproducibility of our work, we provide an anonymous download link of our code.

5https://github.com/huggingface/transformers
6https://drive.google.com/file/d/1fHI4w1DmbRDOn-3OxWsYz6AeQ6FmweWP/view?usp=sharing