Exploiting Parallel Corpora to Improve Multilingual Embedding based Document and Sentence Alignment
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Abstract Multilingual sentence representations pose a great advantage for low-resource languages that do not have enough data to build monolingual models on their own. These multilingual sentence representations have been separately exploited by few research for document and sentence alignment. However, most of the low-resource languages are under-represented in these pre-trained models. Thus, in the context of low-resource languages, these models have to be fine-tuned for the task at hand, using additional data sources. This paper presents a weighting mechanism that makes use of available small-scale parallel corpora to improve the performance of multilingual sentence representations on document and sentence alignment. Experiments are conducted with respect to two low-resource languages, Sinhala and Tamil. Results on a newly created dataset of Sinhala-English, Tamil-English, and Sinhala-Tamil show that this new weighting mechanism significantly improves both document and sentence alignment. This dataset, as well as the source-code, is publicly released.
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1 Introduction

Sentence alignment is the process of mapping sentences from a source text to the sentences in the target text, which gives out the same interpretation. Output of sentence alignment is a parallel corpus. This parallel corpus can be between sentences in the same language (e.g. each sentence pair corresponding to a complex sentence and its simplified version), or sentences in two different languages. In the latter case, each sentence in the source language is mapped to the corresponding translation of the target language. In this work, bilingual parallel corpus is considered.

The process of parallel sentence extraction from large document collections is known as parallel data mining, parallel text mining, or bitext mining. The most notable uses of parallel sentences is to be used as training data in building multilingual sentence representation [Artetxe and Schwenk (2019)], and Machine Translation (MT) systems. Performance of MT systems, in particular Neural machine Translation (NMT) systems heavily depends on the availability of a large parallel corpus [Koehn and Knowles (2017)]. Multilingual sentence representations can be used for a multitude of tasks such as cross-lingual document classification and information retrieval [Ruder et al. (2019)].

However, most of the sentence alignment techniques expect the availability of a comparable corpus. A comparable corpus is a collection of documents from different languages, which contains potential translations. Document alignment is a possible way to generate comparable corpora. Document alignment can be identified as a task of matching document pairs by computing a score that denotes the likelihood that they are translations of each other [Buck and Koehn (2016)]. The content may or may not be sentence aligned. After document alignment, the sentence space to match becomes considerably smaller. Thereafter, sentence alignment can be done on the aligned documents.

The aim of this research is to implement a system that automatically aligns documents from noisy sources, and then use the aligned documents to automatically extract parallel sentences for the language pairs Sinhala-Tamil, Sinhala-English, and Tamil-English. Sinhala and Tamil are considered as low resource languages. They are the official languages in Sri Lanka. Sinhala is limited to the island nation, while Tamil is being used in certain parts of India as well. According to the language categorization by Joshi et al. (2020), Sinhala is placed at class 0, and Tamil is placed at class 3.

Both document and sentence alignment solutions are implemented by exploiting the recently introduced pre-trained multilingual sentence representations (aka multilingual sentence embeddings). Our document alignment system is based on the work of El-Kishky and Guzmán (2020). Here, they have introduced a scoring function to calculate the semantic distance between documents by using multilingual sentence embeddings. They have used multiple sentence weighting schemes such as sentence length, inverse document frequency (IDF) and sentence length combined with IDF (SLIDF) to improve the results further. We implemented the same techniques for English-Sinhala, English-Tamil, and Sinhala-Tamil.
Our sentence alignment system is based on the work of [Artetxe and Schwenk (2018)]. They have first obtained sentence embeddings of all target and source side sentences and calculated normalized cosine similarity over nearest neighbours. Calculated score is used as the similarity measurement between a source and a target sentence pair. We implemented the same technique for aforementioned three language pairs.

In that sense, this research can be considered as a case-study that further elaborates the benefit of multilingual sentence representations for low-resource language processing. Moreover, to the best of our knowledge, this is the first work to exploit multilingual sentence embeddings on a common dataset for both document and sentence alignment.

Furthermore, we introduce a new weighting mechanism by utilizing existing parallel data sets such as dictionaries, glossaries, and person name bilingual lists to identify the mapping words and sentences in the two languages. From this improved weighting, we were able to gain an average 14% improvement in recall than the baseline system for document alignment. Similar to document alignment, for sentence alignment also we introduced a weighting scheme using existing parallel data to improve the similarity measurement between a sentence pair. We were able to outperform the baseline system by average 15% recall for Tamil - English and 1% for Sinhala - English and 5% for Sinhala - Tamil. To evaluate the sentence and document alignment systems, a new dataset that consists of document and sentence aligned data for the considered three languages was prepared, along with a hand-aligned golden dataset. This dataset has been publicly released[1] in the hope that it would serve in further research in document and sentence alignment. This is the first manually curated dataset for the considered three languages for document alignment. Compared to the sentence aligned datasets such as those used by [Chaudhary et al. (2019)] that are based on subtitles, our corpus is more general-purpose. Moreover, the considered languages belong to three distinct language families (English - Indo European, Tamil - Dravidian, Sinhala - Indo Aryan). Thus this data set is a much tougher benchmark compared to other multilingual datasets such as Text+Berg corpus [Volk et al. (2010)], and more open-domain compared to data sets such as those based on the Bible.

2 Related Work

The process of extracting a parallel corpus from the web consists of five main tasks; identifying websites having multilingual content, crawling the identified websites, document alignment, sentence alignment, and sentence pair filtering to acquire the desired corpus size or the desired quality.

[1] https://github.com/kdissa/comparable-corpus
2.1 Acquiring Multilingual Content

Commonly used multilingual content include parliament Hansards in multiple languages, such as the Hansard of the Canadian Parliament [Brown et al. (1991)], Wikipedia articles [Zweigenbaum et al. (2017); Schwenk et al. (2019)], the Bible [Thompson and Koehn (2019)], as well as books, novels, and news websites [Yeong et al. (2019)].

2.2 Document Alignment

Automatic document alignment techniques can be categorized as metadata based, translation based, and multilingual sentence embedding based. Early work on document alignment is mostly metadata based [Resnik and Smith (2003); Resnik (1998); RESNIK (1999)]. Though these techniques performed well in parallel document extraction, relying on metadata is not possible in many circumstances because the used heuristics are unique to the used dataset and/or resource. In translation based document alignment methods, either the whole document or a part of the target language document is translated into the source language using previously gained linguistic knowledge on source and target languages, and matching documents are identified using characteristics in the resulting documents [Uszkoreit et al. (2010); Gomes and Pereira Lopes (2016)]. Hybrid systems improve over these translation based techniques by incorporating heuristics and Information Retrieval techniques [Dara and Lin (2016); Mahata et al. (2016)]. Even though translation based methods were able to score well in document alignment, their performance highly depends on the accuracy of the translation system used.

Recently, deep learning models have been explored for the task of document alignment. Guo et al. (2019) introduced a new neural architecture called Hierarchical Attention Networks (HAN) that captures the insights about the document structure. Very recently, El-Kishky and Guzman (2020) proposed a method that utilizes pre-trained multilingual sentence embeddings to calculate the semantic distance between documents in various languages. They have done experiments for high-resource, mid-resource and also low-resource languages. As mentioned earlier, this is the baseline for our research, and more information of this technique can be found in Section 5.

2.3 Sentence Alignment

Sentence alignment methods proposed so far can be broadly categorized as statistical, Machine Translation based and multilingual sentence embedding based methods.

Early work on sentence alignment is based on sentence statistics such as the correlation of sentence lengths between source and target languages [Brown et al. (1991)].
However when the correlation between source and target languages decreases, the performance of this approach drops rapidly [Ma (2006)]. Addressing the above-mentioned issue, a hybrid approach is taken, which uses a Machine Translation system and the statistical features of the sentences for alignment [Moore (2002); Varga et al. (2007)].

Similar to document alignment, more recent work seems to exploit the pre-trained multilingual sentence representation models. Artetxe and Schwenk (2018) use multilingual sentence level embeddings, Neural Machine Translation and supervised classification to identify parallel sentence pairs in French - English corpora. This can be considered as the first research in this line. Chaudhary et al. (2019) used the LASER toolkit to obtain multilingual sentence representations in their submission to WMT16 shared task. They show that their method outperforms both statistic based and Machine Translation based methods for English - Nepali and English - Sinhala sentence extraction.

In addition to pre-trained multilingual sentence representations, deep learning has also been used for sentence alignment. Grégoire and Langlais (2017) developed a deep learning framework for sentence extraction using a Recurrent Neural Network (RNN). This method uses sentence embeddings as input features, and cosine similarity is used to reduce the number of candidates to compare.

3 Multilingual Sentence Representations

Using word representations or word embeddings is very common in all Natural Language Processing (NLP) tasks today. These word embeddings are able to project syntactic and semantic features of the words into an embeddings space. But when working with sentence level NLP tasks, these word representations are needed to be analyzed at a sentence level.

According to Schwenk and Douze (2017), a popular approach to build sentence level representations is to use the “encoder-decoder approach”. Here, the input sentence is encoded to an internal representation and it can be decoded to generate the output sentence. However, all these deep learning techniques are data hungry approaches and therefore a good solution is to first learn language representations on unlabelled data, and then integrating them with task-specific down-stream systems Artetxe and Schwenk (2019). However, the problem here is that these approaches are specific to the language considered, and are not able to grasp the information across different languages. With this, a new problem arises for low-resource languages because these systems cannot learn the sentence representations due to the lack of data on these languages. Therefore, a system that can produce sentence representations without being limited on the language is highly valuable for low-resource languages.

One such solution is Multilingual-BERT which supports for around 104 languages. This is the multilingual variant of BERT (Bidirectional Encoder Representations from Transformers), which is a language representation model.
model designed to pre-train deep bidirectional representations from unlabeled text [Devlin et al. (2018)]. Multilingual-BERT model includes Tamil and English, but not Sinhala.

[Artetxe and Schwenk (2019)] introduced another solution with a single encoder that can handle multiple languages, so that sentences that are semantically similar lie closer in the embedding space. They used a BiLSTM encoder, which is pre-trained on 93 languages (using parallel corpora), and this encoder is coupled with an auxiliary decoder. Sentence embeddings are obtained by applying a max-pooling operation over the output of the encoder and used to initialize the decoder LSTM through a linear transformation. The encoder and decoder are shared by all the languages and for that, a joint byte-pair encoding (BPE) vocabulary made on the concatenation of all training corpora is used. With this, the encoder is able to learn language independent representations due to the fact that it does not have an input signal about what the language is.

According to [Artetxe and Schwenk (2019)], these generated sentence embeddings can be used on many NLP tasks such as cross-lingual natural language inference, cross-lingual document classification, and bitext mining. They have publicly released their implementation as a toolkit named LASER with the support for 93 languages among which English, Sinhala and Tamil are included.

4 Data set

We selected four news web sites that publish the same news in English, Tamil and Sinhala languages as the data source to create the evaluation data set. The selected web sites are Hiru News [4], NewsFirst [5], Army News [6] and ITN [7]. During pre-processing, news content of each web page was merged into a single string, and image and video tags were removed. To eliminate very short content pages, a threshold of 50 characters was applied.

Some web sites have published each news in all three languages having the same content, sentence structure, order of sentences, and information flow. As an example, for most of the English documents collected from Hiru News and Army News, there were exact translations of the document in Sinhala and Tamil sides. In NewsFirst and ITN, the same news was published in all three languages having the same content but with a relatively low correlation compared to Hiru News. Hence, to balance the data set, we selected a sub set of around 2000 documents based on the published date from the pre-processed documents of each web site to prepare the ground truth. Due to the low correlation between documents published by ITN and Newsfirst they have a lower

---

3 https://github.com/facebookresearch/LASER
4 http://www.hirunews.lk
5 https://www.newsfirst.lk/
6 https://www.army.lk/
7 https://www.itnnews.lk
number of aligned document pairs in the ground truth alignment compared to Army News and Hiru. The number of selected documents from source and target sides and aligned documents pairs in the ground truth alignment for each web site is listed in Table 1.

In order to create the ground truth alignment, we used some additional information about the data set and the support of human annotators who are fluent in Sinhala, English and Tamil languages.

– URL of each Hiru news document contains a unique id, which is repeated in the URL of the English news article, if the news is published in English language. We used this property to create the ground truth alignment for the Hiru news data set. The created alignment was verified by one human annotator by going through each aligned document pair in the alignment.

– Army news also had the publication date as the shared attribute between the articles of the three languages. The same news was published in all three languages at the exact same date and time. Similar to Hiru news, we created the ground truth alignment for Army news data set using the relationship in publication time, and later verified the alignment with the help of a human annotator.

– Documents crawled from the other two web sites, NewsFirst and ITN did not have any such metadata that we could use to create the ground truth alignment. Therefore, ground truth alignment was manually created by human annotators and was verified by the same annotators by switching the data sets.

Comparable document pairs identified in the ground truth document alignment were used as the input to the sentence alignment system. The number of input sentences in source side and target side for each language pair is listed in Table 2. Given the large number of sentences in each side, it would take a very long time for human annotators to find all sentence pairs that are translations of each other. Therefore we created a ground truth alignment for sentence alignment data set including roughly 300 one-to-one sentence pairs from each web site in all three language pairs except ITN Tamil-English, ITN Sinhala-Tamil and Newsfirst Sinhala-Tamil. As there was a small number of aligned document pairs for those two websites for the above mentioned language pairs, we could not find 300 aligned sentence pairs. The number of aligned sentence pairs in the ground truth alignment for each web site is listed in Table 3.

To evaluate the impact of sentence alignment system on downstream MT quality, a hold-out test set of Wikipedia translations for Sinhala – English from the FLORES dataset Guzmán et al. (2019), and for Tamil-English and Sinhala - Tamil a hold-out test set from the parallel data set created by the National Languages Processing Center of University of Moratuwa, Sri Lanka are used.

For our improvements, we used already existing parallel data sets such as dictionaries, glossaries, and person name bilingual lists, for the considered languages. These data sets were taken from Natural Language Processing Centre
Table 1: Document alignment data set with golden alignment counts

| Website   | SI - EN | TA - EN | SI - TA |
|-----------|---------|---------|---------|
| Army      | 2033    | 1848    | 1905    |
|           | 2081    | 1671    | 2033    |
| Hiru      | 3133    | 2886    | 1671    |
|           | 1634    | 1096    | 1905    |
| ITN       | 3898    | 352     | 1521    |
|           | 1942    | 112     | 1521    |
| Newsfirst | 1819    | 344     | 2333    |
|           | 2278    | 316     | 2333    |

Table 2: Sentence alignment data set

| Language pair | Source sentences | Target sentences |
|---------------|------------------|------------------|
| SI - EN       | 153750           | 140701           |
| TA - EN       | 87266            | 87330            |
| SI - TA       | 38101            | 37371            |

Table 3: Ground truth alignment counts - Sentence Alignment

| Website   | SI - EN | TA - EN | SI - TA |
|-----------|---------|---------|---------|
| Army news | 300     | 300     | 300     |
| ITN       | 300     | 287     | 78      |
| Hiru      | 300     | 300     | 300     |
| Newsfirst | 300     | 300     | 169     |

of University of Moratuwa Farhath et al. (2018). Samples of these data sets are shown in Table 4.

Person Names Bilingual List: This dataset contains person names in all three languages. This dataset contains 3 sets of two way parallel data. The English-Sinhala dataset has 6194 parallel names, English-Tamil contains 1374 parallel names and Sinhala-Tamil dataset contains 76334 parallel names.

Designations Bilingual List: This also has designations in all three languages in 3 sets. The English-Sinhala dataset has 6764 parallel designations, English-Tamil dataset has 5779 parallel designations and the Sinhala-Tamil dataset contains 44193 parallel designations.

Word Dictionary: This word dictionary also contains words and their translation in the three languages as three sets. The English-Sinhala dictionary has 23722 parallel words, English-Tamil dictionary has 36551 parallel words and the Sinhala-Tamil dictionary has 19132 words.

Glossary: This glossary is three way parallel unlike the other data sets that we got our hands on. This glossary contains short phrases rather than words. It contains 24261 phrases in all three languages.

5 Methodology

5.1 Document Alignment

For document alignment, El-Kishky and Guzmán (2020) have done an impressive work on both high resource languages and low resource languages.
5.1.1 Baseline Implementation

This implementation introduces an unsupervised scoring function that uses multilingual sentence embeddings to calculate the semantic distance between two documents. LASER toolkit is used when generating the multilingual sentence embeddings. This calculated distance is used in the below described alignment algorithm that extracts the best matching document pairs.

To calculate the semantic distance, a novel distance metric named Cross-Lingual Sentence Mover’s Distance (XLSMD) has been introduced. XLSMD is a distance metric based on Earth Mover’s Distance (EMD). XLSMD represents each document as a bag-of-sentences (BOS) with all the sentences containing a pre-calculated probability mass (weight). Equation 1 shows the semantic distance between documents A and B.

\[
\text{XLSMD}(A, B) = \min_{T \geq 0} \sum_{i=1}^{V} \sum_{j=1}^{V} T_{i,j} \times \Delta(i, j) \tag{1}
\]

\[
\text{Here, } \forall i \sum_{j=1}^{V} T_{i,j} = d_{A,i} \text{, } \forall j \sum_{i=1}^{V} T_{i,j} = d_{B,j} \tag{2}
\]

Here, \(\Delta(i, j)\) is the Euclidean distance between the two sentence embeddings. In Equation 1, \(T_{i,j}\) shows how much of sentence \(i\) in document \(A\) is assigned to sentence \(j\) in document \(B\) (probability mass of a sentence).

\[
d_{A,i} = \frac{\text{count}(i)}{\sum_{s \in A} \text{count}(s)} \tag{3}
\]

Equation 3 shows the first function used for the probability mass. Here, they have used the relative frequencies of sentences as the probability mass.
\( \sum_{s \in A} \text{count}(s) \) represents the sentence count in document A. After calculating XLSMD, the distance is used in the alignment algorithm.

To make the XLSMD calculations more tractable, a greedy algorithm named Greedy Mover’s Distance is introduced. Here, the algorithm first calculates the Euclidean distance between each sentence pair and sorts them in ascending order. Then it iteratively multiplies each distance by the smallest weight among the two sentences, which is named as the flow value as shown in Equation 4.

\[
distance = distance + ||s_A - s_B|| \times \text{flow} \times w_{A,B,i}
\] (4)

Later, they introduced the following advanced weighting schemes in place of relative frequency.

**Sentence Length Weighting**

This weighting scheme is used under the assumption that longer sentences should be given more probability mass than shorter sentences. Equation 5 defines how this weight is calculated.

\[
d_{A,i} = \frac{\text{count}(i) \times |i|}{\sum_{s \in A} \text{count}(s) \times |s|}
\] (5)

Here, |i| and |s| represent the number of tokens in the sentences i and s, respectively.

**IDF Weighting**

IDF stands for Inverse Document Frequency. Here, they have used the argument that the sentences that occur more frequently in the corpus should be given less importance than the rare sentences in the document. Equation 6 defines how it is calculated.

\[
d_{A,i} = 1 + \log \frac{N + 1}{1 + |d \in D : s \in d|}
\] (6)

Here, N is the total number of documents in domain D, and |d \in D : s \in d| is the number of sentence that contain sentence s.

**SLIDF Weighting**

In this scheme, both the above schemes are joined together to form a joint weighting scheme.

5.1.2 Our Improvements

In our implementation, we did several improvements to the above baseline by considering the nature of data, and by exploiting the available parallel language resources.

**Datewise Filtering**
Since our dataset is completely taken from news websites, all the news documents have the published date as a metadata. Moreover, in most of the cases the same news document is published in all three languages in the same day. Therefore, before starting the aligning process, we filtered and divided the documents using the published date and reduced the search space by a considerable amount.

**Exploiting the Available Parallel Dictionaries**

The three weighting schemes used by El-Kishky and Guzmán (2020) are generated from the dataset used for alignment. We used already available parallel datasets mentioned in Section 4 to introduce an additional weighting scheme on top of the above schemes. Here, if a sentence $s_A$ from document $A$ contains a word $w$ in the parallel dataset and the sentence $s_B$ from document $B$ contains the translation of the word $w$, a counter value is incremented and inserted into the Greedy Mover’s Algorithm. The inserted value is calculated by Equation 7.

$$w_{A,B,i} = \left| s_A \right| - \text{count}$$

$$\left| s_A \right| = \text{Number of tokens in sentence } s_A$$ (7)

This $W_{A,B,i}$ is inserted into the Greedy Mover’s Distance algorithm as shown in Equation 8.

$$\text{distance} = \text{distance} + \left| s_A - s_B \right| \times \text{flow} \times w_{A,B,i}$$ (8)

This way, when more words that map with the parallel data sets are identified in a sentence pair, the distance between the two sentences will be lesser.

**Usage of Person Names Bilingual List**

We added the parallel words in person names bilingual list into a dictionary structure where keys are words from language $A$ and the values are arrays of translations of the key in language $B$ (One person name has multiple translations sometimes due to multiple types of spelling formats). When calculating the weights, for each sentence pair, we iterated through the words in the sentence to calculate the mapping counts. Here, we split the sentence $s_A$ into words and check if each word $w$ exists in the dictionary. If it exists, we get the parallel words $v_B$, and check if each parallel word exists in the sentence $s_B$. If so, we increase the counter and remove the mapped word from the sentence $s_B$. This counter value is used as the input in Equation 7. Algorithm 1 explains this process.

**Usage of Designations Bilingual List and Word Dictionary**

The difference in these datasets from the above dataset is that designations and word dictionary sometimes contain more than one word (contains phrases). Therefore, when calculating weights, we implemented a separate algorithm that identifies the multiple word mappings considering the multiple words. Here, for each sentence $s_A$, we get all the permutations of words from length one to length five (maximum length of a record in the dictionary is five). Then
we do the same process described above to get the mapping counts. Algorithm 2 depicts this process. When person names, designations, and word dictionary are used in combination, we sum up the counter values from both Algorithm 1 and 2 and use that value as the input for Equation 7.

**Algorithm 1:** Algorithm for checking Person names

**Input:** $s_A, s_B, dict$

**Output:** $w_{A, B, i}$

$w_A, w_B ← list(s_A), list(s_B)$;

$count ← 1$;

for $w ∈ w_A : |w| = 1$ do

if $w ∈ dict$ then

$v_B ← dict[w]$;

for $v ∈ v_B$ do

if $v ∈ w_B$ then

$count ← count + 1$;

Remove $w$ from $w_B$;

end

end

end

**Algorithm 2:** Algorithm for checking Designations and Word Dictionary

**Input:** $s_A, s_B, dict$

**Output:** $w_{A, B, i}$

$w_A, w_B ← list(s_A), list(s_B)$;

$count ← 1$;

if $|w_A| ≥ 5$ then

for $w ∈ w_A : |w| = 1, 2, 3, 4, 5$ do

if $w ∈ dict$ then

$v_B ← dict[w]$;

for $v ∈ v_B$ do

if $v ∈ w_B$ then

$count ← count + 1$;

Remove $w$ from $w_B$;

end

end

end

else

Algorithm 1

end

**Improved Dictionary**

We also experimented by using the glossary mentioned in Section 4 and there was no any considerable amount of improvement to be seen. This was due to the fact that the glossary mostly contained sentences and the respective translations rather than words. Therefore, when the glossary is cross-checked with the sentence pairs, the number of mappings is very low. Therefore we utilized the parallel sentences in the glossary to generate new parallel words. We used the word dictionary that we had, and cross-checked the sentences in the glossary with the words in the dictionary. We removed the parallel words that we found in the glossary sentences and extracted the remaining words from both languages as a parallel record. This way, the amount of words in one record in the glossary got reduced in a considerable amount and we were able to improve the existing dictionary by adding the records we found from
5.2 Sentence Alignment

5.2.1 Baseline system

Our baseline system is based on the sentence alignment system proposed by Artetxe and Schwenk (2018). They have first learned multilingual sentence embeddings using an encoder-decoder architecture and existing parallel data. In here also, we used the publicly available LASER toolkit. Sentences in both source and target sides were converted into sentence embeddings, and each sentence in source side is scored with all the sentences in the target side. Cosine similarity of the two vector representations is considered as the similarity score of the respective two sentences.

Below three strategies proposed by Artetxe and Schwenk (2018) were used for candidate generation.

- Forward: Each source sentence is aligned with exactly one best scoring target sentence. Some target sentences may be aligned with multiple source sentences or with none.
- Backward: Equivalent to the forward strategy, but going in the opposite direction.
- Intersection: Intersection of forward and backward candidates, which discards sentences with inconsistent alignments.

These candidates are then sorted according to their scores, and a threshold is applied. This can be either optimized on the development data, or adjusted to obtain the desired corpus size.

5.2.2 Our Improvements

In our implementation, we improved the similarity measurement by introducing a weighting scheme using the existing parallel data described in Section 4. We combined the improved dictionary together with the person names bilingual list and designations bilingual list as the parallel dataset as it gave the best results for document alignment. In forward candidate generation strategy,
we used cosine similarity as the initial similarity score and selected the best matching \( k \) candidates over cosine similarity for each source sentence. Here, if the source sentence \( s_A \) from document \( A \) contains a word \( w \) in the parallel dataset and the target sentence \( s_B \) from the selected \( k \) candidates contains the translation of the word \( w \), a counter value is incremented. This counter value is used to calculate the weight using Equation 9 (Multiplicative inverse of Equation 7), which gives a higher weight for sentence pairs having more overlapping tokens and a lower weight for sentence pairs with a lower number of overlapping tokens.

\[
    w_{A,B} = \frac{|s_A|}{|s_A| - \text{count}} \quad \text{|} \quad |s_A| = \text{Number of tokens in source sentence } s_A
\]

(9)

New similarity score between each source sentence \( s_A \) and each target sentence \( s_B \) in its \( k \) selected candidates is calculated using Equation 10.

\[
    \text{similarity}\_\text{score}_{a,b} = \text{cosine}\_\text{similarity}_{a,b} \times w_{a,b}
\]

(10)

Then each source sentence is aligned with the best scoring target sentence according to the above calculated similarity scores.

6 Evaluation

We evaluated our implementations separately for document alignment and sentence alignment.

6.1 Document Alignment

For document alignment, we used the same method that the baseline was evaluated on \cite{El-Kishky and Guzmán 2020}. Here, only recall (i.e. what percentage of the aligned document pairs in the golden alignment set is found by the system) is used to evaluate the generated pairs because the dataset contains many more parallel document pairs that are not in the ground truth set.

We did experiments for English-Sinhala, English-Tamil and Sinhala-Tamil with selected news web sites. The results are shown in Table 6.

We found out that in most of the cases, the use of dictionaries outperform the baselines in all the three language pairs. For English-Sinhala, using the improved dictionary combined with person names and designations score well in Hiru and Newsfirst. For Army, we cannot see an improvement because it already has a score of 99%. But for ITN, a difference can be seen where using improved dictionary does not perform than the existing dictionary.

\footnote{We use \( k=4 \) for all experiments in this work as it gave the best results in all our experiments.}
Table 6 Document Alignment Results. SL - Sentence Length, IDF - Inverse Document Frequency, SLIDF - SL + IDF, NF - Newsfirst, A - Baseline system, B - Using person names bilingual list, C - Using designations bilingual list on top of B, D - Using word dictionary on top of C, E - Using improved dictionary on top of C. Baseline and other results are taken after applying date-wise filtering.

|                | English-Sinhala |         | English-Tamil |         | Sinhala-Tamil |         |
|----------------|-----------------|---------|---------------|---------|---------------|---------|
|                | Hiru            | ITN     | NF            | Army    | Hiru          | ITN     | NF            | Army |
| SL             | 0.82            | 0.85    | 0.88          | 0.99    | 0.26          | 0.44    | 0.41          | 0.69  | 0.45          | 0.41    | 0.65          | 0.83 |
| IDF            | 0.78            | 0.84    | 0.81          | 0.98    | 0.24          | 0.44    | 0.37          | 0.57  | 0.42          | 0.47    | 0.59          | 0.73 |
| SLIDF          | 0.82            | 0.85    | 0.88          | 0.99    | 0.26          | 0.44    | 0.42          | 0.69  | 0.46          | 0.44    | 0.63          | 0.84 |
| SL             | 0.85            | 0.87    | 0.88          | 0.99    | 0.28          | 0.43    | 0.43          | 0.71  | 0.50          | 0.50    | 0.70          | 0.86 |
| IDF            | 0.81            | 0.84    | 0.79          | 0.98    | 0.25          | 0.39    | 0.35          | 0.57  | 0.45          | 0.50    | 0.62          | 0.73 |
| SLIDF          | 0.85            | 0.87    | 0.86          | 0.99    | 0.28          | 0.43    | 0.43          | 0.71  | 0.50          | 0.50    | 0.70          | 0.86 |
| SL             | 0.85            | 0.87    | 0.88          | 0.99    | 0.31          | 0.47    | 0.40          | 0.71  | 0.50          | 0.50    | 0.74          | 0.86 |
| IDF            | 0.82            | 0.85    | 0.80          | 0.98    | 0.29          | 0.41    | 0.47          | 0.58  | 0.46          | 0.50    | 0.62          | 0.73 |
| SLIDF          | 0.86            | 0.87    | 0.87          | 0.99    | 0.31          | 0.47    | 0.46          | 0.71  | 0.50          | 0.50    | 0.71          | 0.86 |
| SL             | 0.85            | 0.87    | 0.88          | 0.99    | 0.55          | 0.68    | 0.67          | 0.83  | 0.53          | 0.50    | 0.73          | 0.87 |
| IDF            | 0.83            | 0.86    | 0.81          | 0.98    | 0.46          | 0.66    | 0.54          | 0.71  | 0.48          | 0.58    | 0.64          | 0.75 |
| SLIDF          | 0.86            | 0.87    | 0.88          | 0.99    | 0.51          | 0.68    | 0.68          | 0.83  | 0.53          | 0.50    | 0.73          | 0.87 |
| SL             | 0.85            | 0.85    | 0.88          | 0.99    | 0.60          | 0.70    | 0.71          | 0.84  | 0.56          | 0.61    | 0.78          | 0.89 |
| IDF            | 0.83            | 0.86    | 0.83          | 0.98    | 0.48          | 0.67    | 0.58          | 0.72  | 0.52          | 0.64    | 0.70          | 0.77 |
| SLIDF          | 0.86            | 0.85    | 0.90          | 0.99    | 0.55          | 0.70    | 0.71          | 0.85  | 0.56          | 0.61    | 0.78          | 0.90 |

For both English-Tamil and Sinhala-Tamil, we can see a considerable amount of improvement in using all the dictionaries. Unlike English-Sinhala, both the baselines perform very low in these 2 pairs. The reason for this must be due to the low training data used for Tamil language when training the LASER toolkit [Artetxe and Schwenk, 2019], and the highly agglutinating nature of the language. Therefore, by using weights based on dictionaries, we were able to get an improvement of about 20%.

Even though the person names bilingual list of Sinhala-Tamil has a content about 10 times the other person names bilingual lists, we cannot see a considerable improvement in Sinhala-Tamil compared to other two. This is because most of the common person names already exist in all three parallel sets and not much difference is made even though the rare names exist.

6.2 Sentence Alignment

We used two techniques to evaluate the sentence alignment system. First we evaluated the obtained results against a ground truth data set. As this ground truth alignment only contained a small fraction of parallel sentences, there can be many more valid cross lingual sentence pairs in these data sets. Therefore we evaluated aligned sentence pairs using recall (i.e. what percentage of the sentence pairs in the golden alignment set are found by the algorithm), which is one of the commonly used measurements for sentence alignment accuracy [Thompson and Koehn, 2019; Artetxe and Schwenk, 2018].

Secondly, we used the same evaluation technique used in the WMT’19 sentence pair filtering task [Koehn et al., 2019] to measure improvements in
Table 7 Sentence Alignment Results - Recall values with golden alignment. F - Forward, B - Backward, I - Intersection, BL - Baseline, Dict - Using improved dictionary together with person names bilingual list and designations bilingual list.

| Lang pair | Army News | Hiru | TTN | Newsfirst |
|-----------|-----------|------|-----|-----------|
| SI-EN     | BL        | 0.87 | 0.90 | 0.83 | 0.94 | 0.91 | 0.58 | 0.89 | 0.92 | 0.85 | 0.93 | 0.92 | 0.88 |
|           | Dict      | 0.89 | 0.90 | 0.84 | 0.94 | 0.90 | 0.88 | 0.93 | 0.93 | 0.88 | 0.94 | 0.92 | 0.90 |
| TA-EN     | BL        | 0.44 | 0.64 | 0.57 | 0.40 | 0.55 | 0.28 | 0.33 | 0.59 | 0.28 | 0.38 | 0.60 | 0.30 |
|           | Dict      | 0.60 | 0.69 | 0.53 | 0.58 | 0.57 | 0.40 | 0.51 | 0.69 | 0.43 | 0.61 | 0.74 | 0.54 |
| SI-TA     | BL        | 0.65 | 0.74 | 0.58 | 0.70 | 0.74 | 0.59 | 0.63 | 0.63 | 0.44 | 0.71 | 0.75 | 0.62 |
|           | Dict      | 0.67 | 0.75 | 0.59 | 0.75 | 0.81 | 0.66 | 0.69 | 0.69 | 0.50 | 0.76 | 0.83 | 0.66 |

Table 8 Sentence Alignment Results - BLEU scores

| Weighting scheme | SI - EN | TA - EN | SI - TA |
|------------------|---------|---------|---------|
|                  | F  | B  | I  | F  | B  | I  | F  | B  | I  | F  | B  | I  | F  | B  | I  |
| Baseline         | 7.54 | 7.92 | 7.67 | 6.33 | 7.06 | 7.17 | 0.41 | 0.86 | 1.29 |
| Dictionary weighting | 7.66 | 7.92 | 7.87 | 6.44 | 6.49 | 7.27 | 0.33 | 1.2 | 2.18 |

downstream Machine Translation quality. Candidate sentences are scored using a margin based score over cosine similarity, and these scores are used to sub-sample sentence pairs that amount to 1 million target side words. The quality of the resulting subsets is determined by translating the evaluation datasets mentioned in Section 4 using the NMT system fairseq [Ott et al. 2019] trained on this data. The quality of the Machine Translated text is measured by BLEU score using SacreBLEU.

Our sentence alignment system outperforms the baseline system in all three language pairs for all the web sites with the exception of very few as seen in Tables 7 and 8. Tamil - English language pair shows the highest improvement by outperforming the baseline system by on average 15% recall. Sinhala - Tamil and Sinhala - English language pairs show on average 5% and 1% recall gains respectively.

Baseline sentence alignment results for both Tamil - English and Sinhala - Tamil language pairs are considerably low compared to Sinhala - English. The low amount of training data used for Sinhala and Tamil when training the LASER toolkit could be the reason for that [Artetxe and Schwenk 2019]. Language diversity, and the different forms of inflectional natures of Sinhala and Tamil also contribute to this problem.

All the BLEU scores reported for Sinhala - Tamil are in the range of 0.33 to 2.18, while other two language pairs have 6.5+ BLEU points for all candidate generation strategies. Compared to other two language pairs, input data set for Sinhala - Tamil had a very small amount of sentences in both source and target sides, causing the huge loss in the final results.
7 Conclusion

This research presented a unified document and sentence alignment system for the low resource language pairs Sinhala-English, Sinhala-Tamil, and Tamil-English using multilingual sentence representations. To the best of our knowledge, this is the first system that implements both types of alignment on a common dataset using multilingual sentence representations. Furthermore, we were able to exploit the already existing parallel data to fine-tune the alignment done using the pre-trained multilingual sentence representations, which overcomes (at least to some extent) the inability of the same to be easily retrained with new data. In addition, we have publicly released a multilingual dataset that can be used for further research on document and sentence alignment.

For our future work, we are going to try and integrate different distance metrics like cosine similarity along with the dictionary improvements and explore more on different weighting and normalizing schemes. And we are going to see whether the novel idea of integrating parallel lists to improve document and sentence alignment by embeddings can be generalized to other languages.
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