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Abstract—Emergence of smartphone and the participatory sensing (PS) paradigm have paved the way for a new variant of pervasive computing. In PS, human user performs sensing tasks and generates notifications, typically in lieu of incentives. These notifications are real-time, large-volume, and multi-modal, which are eventually fused by the PS platform to generate a summary. One major limitation with PS is the sparsity of notifications owing to lack of active participation, thus inhibiting large scale real-life experiments for the research community. On the flip side, research community always needs ground truth to validate the efficacy of the proposed models and algorithms. Most of the PS applications involve human mobility and report generation following sensing of any event of interest in the adjacent environment. This work is an attempt to study and empirically model human participation behavior and event occurrence distributions through development of a location-sensitive data simulation framework, called PS-Sim. From extensive experiments it has been observed that the synthetic data generated by PS-Sim replicates real participation and event occurrence behaviors in PS applications, which may be considered for validation purpose in absence of the ground-truth. As a proof-of-concept, we have used real-life dataset from a vehicular traffic management application to train the models in PS-Sim and cross-validated the simulated data with other parts of the same dataset.

Index Terms—Participatory sensing, Human participation, Event reporting, Simulation framework

I. INTRODUCTION

During recent times, overwhelming development in the smartphone technology and its ubiquitous nature have lead to rolling out a plethora of participatory sensing (PS) applications to help a user in making informed decisions. In PS, a human user, equipped with smart hand-held device (viz., smartphone, tablet, etc.) acts as a sensing agent typically in exchange of monetary or entertainment/educational incentives. If the user perceives anything worth sharing in his local environment, he submits the sensed information to a central server, which combines such information to build a body of knowledge.

The PS data can have different modalities viz., text, video, audio-clip, image, and so on. Also, these data are generated in real-time based on sensing of events of interest, and in most cases explicitly reveal mobility traces. Furthermore, mining of such data gives interesting insights into human mobility, urban planning, necessity of civic services, and so on. Additionally, PS reduces infrastructure cost required to deploy and maintain sensors for data collection. A number of avenues such as traffic and road condition monitoring, air and noise pollution, gas pricing, waste and litter management, and so on have been found to adopt PS paradigm to collect user feedbacks either to improve their services as a part of the feedback loop, or publish information which are eventually beneficial to the society at large. It is to be noted that the mobility of humans plays an important role in sensing the environment. Thus, for our work we assume those PS applications which requires mobility for collection of environmental data. Given the benefits PS has over society and economy, few attempts to develop a more reliable and cost-effective PS platforms have recently been made [2] [3] [4].

One major obstacle in PS research is the sparsity of the sensed data. To counter this, large scale deployment of test beds, development of middlewares, design of user interface, recruitment of volunteers for sensing tasks, and provisioning of incentives are required [5] [6]. However, this process of data generation is costly in terms of both time and money [8]. Often the volunteers get demotivated as the sensing task consumes time and resources (e.g., battery energy, cellular data, etc.), resulting in the submission of irregular and unreliable data. Moreover, the perennial problem of inaccessibility of data generated by proprietary/commercial applications still persists. They either do not share data or allow limited exposure of their datasets in the public domain. On the flip side, the research community needs sizeable ground-truth data for validating their proposed models and algorithm.

Henceforth, short-term real PS datasets available in the public domain are the only source of information that can act as the representative data to study the efficacy of new proposals. Alternatively, there is a need to develop and use simulation framework which can emulate the participation behavior of real participants and can generate spatio-temporal distributions of the events and notifications. It is to be noted that such simulator is expected to be sensitive towards spatio-temporal biases and one needs to tune its parameters to generate synthetic data for different locations and time windows. Moreover, the simulator should scale with the size of participants and event reports, and also address various implementation related issues like incentive planning.
recruitment of optimal number of participants etc.

Simulation of PS data which mostly results out of human mobility requires understanding of the participation and event behaviors in real world. In [9], a spatio-temporal coverage optimization problem in participatory sensing system has been designed and the solution reflects the effect of various mobility characteristics on such coverage. Zhang et al. [10] presents a spatio-temporal manifold learning algorithm to study the correlation of different urban sensing physical process. The work also discussed the traffic density variations during 24 hours time span. In [11], a real dataset has been analyzed to predict the future transport usage through formulation of the probability density function of week-based number of travel days per user and probability mass function of travel periodicity across all users. Reddy et al. [12] proposed a set of metrics to determine the fitness of individual participant in the sensing task. In [13], the authors studied the effect of human mobility on mobile sensor networks.

It is clear from the existing work that few efforts have been made in the past by the researchers to study the distribution of urban sensing process by humans, modeling of human mobility, prediction of transport usage and effect of human mobility on the mobile sensor networks. To the best of our knowledge, study of the participation behavior of users in terms of their contributions to the PS platform, and then extending this study to develop a data simulation framework has not been attempted. This limitation in the state-of-the-art PS research forms the motivation for our work.

In this work, we model participation behavior of the users and event occurrence pattern and develop a location-sensitive simulator framework, PS-Sim, to cater the requirements of ground-truth data for research experiments. Additionally, in order to deal with real-time PS data, we parallelize PS-Sim framework through implementation of the MapReduce algorithm running on a Hadoop cluster. Two main benefits which the framework offers are: (i) support for modeling and simulation of human participation and event generation behaviors to emulate PS mechanism, and (ii) easy scaling up or down to generate datasets of any duration and population size in polynomial time.

We consider a popular but proprietary vehicular traffic management smartphone application, called Waze[1], as a proof-of-concept to validate the data generated by PS-Sim. It is capable of modeling participation behavior and temporal distribution of reports in vehicular PS applications. The design principle of PS-Sim is such that it depends on the spatial and temporal parameters for generation of mobility-based PS data.

Thus, the major contributions of this work are: (i) study of real-world PS data (Waze) for knowledge discovery on users’ participation patterns and temporal distributions of report generations; (ii) extract distribution function from the gathered knowledge to model participation behavior and temporal factor related to reported events; (iii) development of a simulator framework for scalable simulation and generation of the simulated data; and (iv) cross-validation of the synthetic data using parts of the Waze. The results show that with respect to temporal variations, the simulated dataset closely follows the distribution of the real data. Further, the simulation time analysis experiments show that PS-Sim is scalable in terms of number of participants and duration of participations.

The rest of the paper is organized as follows. Section II describes the system model. Section III studies vehicular PS application dataset from different perspectives. Section IV presents the architecture, models, algorithm, and implementation details relevant to the PS-Sim framework. Section V evaluates the framework through validation and scalability experiments. Section VI draws conclusions and gives future research directions.

II. SYSTEM MODEL

As depicted in Fig. 1 our system model captures a sensing region with U users and E events. All users are assumed to be equipped with smart devices and subscribed to a vehicular PS application which provides the interface to submit the sensed data. All the smart device are expected to have Wi-Fi or cellular data connectivity.

![System Model for PS](image)

Fig. 1. System Model for PS

Three important components of this model are:

**Report**: A report is an alert or notification generated by a user in response to his perception of an incident (viz., accident, jam, road closure, and so on).

**Event**: An event is a notification which is published in some form (e.g., live map notice) after the PS platform receives a pre-defined number of “similar” reports from the users. Formally a PS event is defined as follows [4]:

**Definition 1**: (PS event). A PS event is defined as a four-tuple \( Event = (Date, DayTime, Loc, IncidentType) \), where \( Date \) denotes the date of occurrence of the event, \( DayTime \) is the time-slot of the day when the event took place, \( Loc \) is the location of the event, and \( IncidentType \) is the type of the event.
place, \( \text{Loc} \) is the location where the event has happened, and \( \text{IncidentType} \) is the type of incident occurred.

\textbf{User:} A user \( u_i \in U \) is a participant in the PS application. \( u_i \) senses his environment and has the propensity to generate reports, if he perceives anything of interest.

Modeling of participation and event occurrence behaviors need consideration of spatio-temporal biases. In our model, temporal biasness of event distribution is realized in terms of \textit{time of the day and day of the week}. The underlying assumption is that, under normal condition, events occurring at the same time interval on weekdays receives similar number of reports, while those generated during weekends are different.

We assume each event to have a fixed perimeter known as the \textit{event boundary}. Within a particular event boundary, multiple users may be present. The users included in an event boundary are liable to generate reports. Similarly, each user also has a fixed \textit{sensing boundary}. In a given sensing boundary, multiple events of interest may take place simultaneously. The user has the obligation to report all or part of the events occurring in his vicinity. Through such considerations, we can divide the dataset into multiple regions, with the assumption that locations belonging to the same region has similar event occurrence pattern.

\section{Observations from the Data}

We have used real-world dataset available from Waze\(^2\) as the ground-truth to train our participation and event generation models. The data comprises of traffic incident alerts generated between 23-February-2015 and 1-March-2015 by the users of the application. It has approximately 22,910 users, 71,505 reports for various traffic events occurring in 991 streets (locations) across 11 boroughs of Massachusetts (MA).

The Waze dataset has been analyzed from various perspectives which has yielded some interesting findings. Considering the number of reports generated to be a random variable \( \{N = 1, 2, \ldots\} \), \( \text{Fig. 2(a)} \) shows the number of users and their respective participation frequency in a week. It is evident that the majority of the users have generated around three reports the number of reports generated to be a random variable \( \{N = 1, 2, \ldots\} \), \( \text{Fig. 2(a)} \) shows the number of users and their respective participation frequency in a week. It is evident that the majority of the users have generated around three reports over the span of a week except a few outliers.

One important feature we have selected from the dataset is the time (with respect to Coordinated Universal Time) a report got injected in the Waze database. To avoid redundant reporting, we have discretized the duration of a day into eight \textit{temporal bins}, each with a span of three hours starting at 3AM: \textit{early morning (EM), morning (M), day (D), mid-day (MD), evening (E), late evening (LE), mid-night (MN), and night (N)}.

\begin{align*}
\sum_{x \in A} f_X(x) = 1
\end{align*}

\text{Fig. 2(b)} depicts the frequencies of report generation at different times over a day. It is evident that the distribution of reports is bimodal implying a higher percentage of human participation during two time windows over a day: \textit{mid-day and night}. In general, less people commute during the weekend. This results into the lesser traffic events

\footnote{\url{https://data.cityofboston.gov/}}

\begin{align*}
P_X(x) = P(X = x) = \Pr(s \in SS : X(s) = x) \quad (1)
\end{align*}

\( P_X(x) \) is the probability of happening \( x \) number of events during temporal bin \( s \) and \( SS = \{\text{Sunday, Monday, Tuesday, Wednesday, Thursday, Friday, Saturday}\} \) or \( SS = \{\text{Early morning, Morning, Mid day, Day, Evening, Late evening, Mid night, Night}\} \).

We considered two different \textit{pmfs} for time bins and day bins. It is also ensured that Eqn.\(^2\) remains valid for applicability of \textit{pmf} theory.

\text{IV. PROPOSED PS-SIM FRAMEWORK}

In this section, we discuss the overall system architecture and the modeling aspects of human behavior and event
occurrences, derived from the empirical study of the Waze dataset. Finally, we present the algorithm and the MapReduce implementation of the proposed simulator framework.

A. Architecture

The overall system architecture of the proposed PS-Sim framework is depicted in Fig. 3. The implementation allows integration of datasets from different sources.

As evident from the architecture, PS data collected from various sources are given as input to the Hadoop File System (HDFS) which has been deployed in a cluster running on our private cloud infrastructure. HDFS provides a framework for implementing the MapReduce algorithms and facilitates distributed data processing across many nodes. We have leveraged its data processing and analysis tool, Apache Pig, which utilizes the underlying MapReduce model to execute scripts. First, the stored data is filtered based on the requirements using Pig script. Next, they are integrated and input to feature selection algorithms for appropriate feature selection. The selected feature set is then fed to the data mining engine (consisting of classifiers) to train our statistical models and store the labeled data into the knowledge base. The knowledge obtained from the training phase are given as input to the proposed algorithm to generate simulated (predicted) data.

In order to handle massive volumes of PS data, we extend our simulator framework in a parallel way, such that it can leverage Map and Reduce functionalities of the MapReduce algorithm to partition the dataset and perform parallel processing. The Map function processes input values to generate a set of intermediate key/value pairs, and the Reduce function merges all intermediate values associated with the same intermediate key. Finally, the accuracy of the simulated dataset is tested using the 10-fold cross-validation technique.

B. Modeling Participation Behavior

Modeling of human participation behavior is one of the key elements required for building the data simulation framework for PS applications. We argue that there exist a relationship between mobility and participation behavior of humans. Reports get generated only if participants are present at the vicinity of event, provided that no spoofing of locations or compromise of devices has taken place. Our objective is to model the distribution of the participants' contributions in terms of the number of reports generated per week. Thus, we partition the event report data according to spatial regions. We use 10-fold methods to split the region-based partitioned data for modeling and validation of the simulator output in terms of participation behavior and distribution of events. For analysis, the submitted reports have been grouped by participant.

Fig. 2(a) shows the frequency of generation of reports. It can be found that the weekly contributions from majority of the participants are centered around a mean value and the plot is highly skewed towards left with a long tail towards right. To find the nearest distributions of the report generation frequency, we compared the data with different types of distributions using Q-Q Plot method. A Q-Q (quantile-quantile) plot is a probability plot, which is a graphical method for comparing quantiles of one dataset against the quantiles of the second dataset. Through Q-Q Plot testing it has been
found that the data has strong correlation with log-normal distribution (refer to Fig. 4). Moreover, this observation can be validated from the findings in [14] which studied large datasets and concluded that human mobility follows log-normal distribution.

Thus, we modeled the participation behavior of users using log-normal distribution with $M$ as location parameter and $S$ as scale parameter. The probability of contributing $x_p$ number of reports by the participant $p$, corresponding to the events occurring within his sensing boundary is given by

$$P(x_p) = \frac{1}{Sx_p\sqrt{2\pi}} \ast e^{-\frac{(\ln S - M)^2}{2S^2}}$$  \hspace{1cm} (3)

The above participation model is scalable and can be scaled up or down by modifying the scale and location parameter according to the required time of the simulation. It is imperative that the model is adaptive to capture various contexts, viz. if there is some festival, or protest, or sports event, and so on. This can be achieved by progressive update of the scale and location parameters.

C. Modeling Event Occurrence

The likelihood of sensing an event and generating corresponding reports is a spatio-temporal process and depends upon two factors: (i) probability of occurrence of an event at different time slots, and (ii) distribution of events on different days of the week. Our initial hypothesis is that the distribution of the events and their reporting are time-dependent. For example, during peak hours of the day (morning, noon, and evening), there will be higher number of vehicles and humans on the streets (as evident from Fig. 2(b)). During those time, the odds of happening of an event at a particular location is always higher than that during non-peak hours. Similarly, barring some exceptions, the frequency of occurrences of events and their reporting will always be on the higher side during weekdays in comparison to that of during weekends (as seen in Fig. 2(c)). We assume that the generation of PS reports is proportional to the occurrence of the event.

Furthermore, to discover the effects of the past event reports on the frequency of the forthcoming event reports, we experimented to find autocorrelation in the dataset. As mentioned earlier, we segregated the frequency of event reports in 56 temporal bins comprising of seven days with eight time bins in each day. Among 56 sets of data, we performed autocorrelation tests with lags starting from 1 to 8. From Fig. 5, it is evident that the Auto-correlation Factor (ACF) at different locations is very low for lags of 1 through 7. This reflects the fact that the frequency of event reports generation at present time is independent of that in past, except at the lag of 8, where the ACF is more than 0.6. It indicates that the event report frequency follows the similar trends and slight periodicity during same time bins of different days. Discarding exceptional cases, this is obvious as during every mid-night the event report frequency would be similar for each day and so is the true for the other time bins like, mid-day, evening etc. Furthermore, as shown in Table I, the average rate of generating event reports varies for different streets which entails that each location has distinct characteristics and biases.
past events \[7\].

\[ P(k) = \frac{e^{-\lambda_e} \lambda_e^k}{k!} \]  

Where \( P(k) \) is the probability of occurrence of \( k \) events per temporal bin. The Poissonian parameter \( \lambda_e \) is the mean rate of generation of event reports and is characteristic of a particular location and varies with the type of location viz., point of interest (important road crossing, office place, shopping and entertainment area, etc.), city road, highway, or neighborhood.

We assume that each location has its own characteristics in terms of probability of happening of a particular type of event. For example, a particular street is more likely to experience traffic jam but the same street is less likely to be closed. Similarly, some street is more prone to accident whereas at some street like junction points, traffic jam is a more probable event. Such location-specific event type distribution can be done by varying the density parameter \( \lambda_e \).

D. Algorithm

**PS-Sim** is a discrete time simulator that provides features to configure the various spatio-temporal biases that makes it more suitable for simulation of data generated in mobility-based PS applications. Table II describes the different configurable parameters. **PS-Sim** simulates various events and their related PS reports in different discretized bins to produce realistic trends. The working of **PS-Sim** is described by Algorithm [1]. The simulator produces event reports simulating user participation patterns prevailing at a particular location. The algorithm first scales the participation lognormal statistical parameters for the desired duration (that needs to be simulated). The value of statistical parameters are subjective and location-specific. This step helps to incorporate customized location-specific participation into the framework. Then, the algorithm uses the rescaled statistical parameters to generate participation frequency of individual participants. Further, the distribution of the events is modeled as Poisson point process with \( dyBin \), \( tmBin \) and \( \lambda_e \) as the parameters.

Next, the algorithm simulates event generations using probability mass functions for \( dyBin \), \( tmBin \) and \( evType \). Since, PS systems are susceptible to false data contributions (may be due to perception difference or malicious intents of the participants), it is imperative that the simulator should also possess the feature for infusing false reporting scenario.

To simulate the effect of the false report generation by the participants, a predefined probability factor, \( Pr_l \), is used for generating random event reports in place of report for actually occurred events. The simulator finally generates a trace file comprising of participatory sensing event reports. Any event report \( R \) is an 8-tuple data structure comprising of \( \langle EventNo, Date, Day, Time, ReportNo, SourceId, EventReported, EventOccured \rangle \). The sample reports generated by the simulator are shown in Table III.

Algorithm 1: **PS-Sim Simulator**

**Input:** \( \tau, dt_s, evType[], Pr_l, n, \lambda_e, mlog, slog, tmBin[], dyBin[], pmf(tmBin), pmf(dyBin), pmf(evType) \)

**Output:** \( R \)

**Initialise:** \( EvDates, EvBin, tmBin, dyBin, \mu, \sigma, N[i], c,R; \)

1. \((\mu, \sigma) \leftarrow \text{reScale}(mlog, slog, \tau);\)
2. \(\text{Source}[1..n] \leftarrow \text{lognormal}(n, \mu, \sigma);\)
3. \(\text{NoOfReports} \leftarrow \text{sumN}(1..n);\)
4. \(\text{Events} \leftarrow \text{gen_poisson}_ev(dyBin, tmBin, \lambda_e);\)

for \((i = 1 \text{ to Events})\) do

5. \(\text{EventNo}[i] \leftarrow i;\)
6. \(\text{EventDay}[i] \leftarrow \text{sample}(dyBin[], 1, pmf(dyBin));\)
7. \(\text{EventDate}[i] \leftarrow \text{sample}(evDates[], 1);\)
8. \(\text{EventTime}[i] \leftarrow \text{sample}(tmBin[], 1, pmf(tmBin));\)
9. \(\text{EventType}[i] \leftarrow \text{sample}(evType[], 1, pmf(evType));\)

end

for \((repNo = 1 \text{ to NoOfReports})\) do

10. \(\text{evNo} \leftarrow \text{sample}(\text{EventNo}, 1);\)
11. \(\text{Id} \leftarrow \text{sample}(1: n, 1) \text{ s.t. Source}[\text{Id}] > 0;\)
12. \(\text{EventOccured} \leftarrow \text{EventType}[\text{evNo}];\)
13. \(\text{EventReported} \leftarrow \text{EventOccured};\)
14. \(\text{if} \ Pr_l \text{ then}\)

\(\text{EventReported} \leftarrow \text{sample}(evType[] \setminus \text{EventOccured}, 1);\)

end

\(R \leftarrow R \cup \langle \text{EventNo, Date, Day, Time, ReportNo, SourceId, EventReported, EventOccured} \rangle\)

end

**Return:** \( R;\)

E. MapReduce Implementation

In our current implementation, we use the MapReduce functions to map the user generated reports to the corresponding events. From the Waze dataset it is evident that multiple users generate one or more reports to notify a particular event. Each report contains the participant’s ID, spatio-temporal information, and the type of incident perceived. Generation of simulated data needs each event to be in predefined
representation (as given in Definition 1), and also a count of the number of reports supporting it.

In the mapping process, all the input reports are re-organized into key/value pair, where each key is the four-tuple \( \langle \text{Date}, \text{DayTime}, \text{Loc}, \text{IncidentType} \rangle \) and the value is the rest of the information. Before these key/value pair is fed to Reducers, they will be sorted by Hadoop (according to temporal order) so that the pairs with the same key will go to the same Reducer. In the reducers, the number of occurrences of the respective key values are counted. Finally, for each event a key/value pair is generated, where the key is the four-tuple and the value is the number of supporting reports. Such parallel computation to find the frequency of event occurrences enables consideration of large input dataset for scalable generation of simulated results.

V. RESULTS AND DISCUSSION

The working of simulator has been validated using 10-fold partitioning of the real dataset from Waze. For each fold of test data, our main goal is to establish the similarity between the simulator output and the real data with respect to participation and event generation behaviors of the users. The distribution of real data and simulated data are plotted in Figs. 6(a), 6(b) and 6(c) for comparison. In Fig. 6(a) we consider the number of reports generated as a random variable and computed the fraction of users. It is evident that the participation behavior, in terms of event report contribution, is following similar distribution pattern for both real test data and the simulated data. Also, Figs. 6(b) and 6(c) show that the temporal distribution of the event reports generated by the simulator are following same trends as the real test data. To check the quality of the simulated data, we made correlation analysis and root-mean-square error (RMSE) of the simulator generated data and the real test data. The results given in Table IV show that the PS-Sim framework generated data has high correlation and have low RMSE when compared with the real test data for all three parameters: reports per user (participation frequency), reports per day bin, and reports per time bin.

To study the effect of MapReduce-based parallel computation on the scalability of PS-Sim, we varied the number of participants \( n \) and the number of days \( m \) in the range \( 100 \leq n \leq 1000 \) and \( 10 \leq m \leq 100 \) respectively, where each user on an average generates three reports per week. The time taken to generate the simulated data has been plotted in Fig. 7.

It is evident that the simulation time is in the order of 200 seconds for simulating the participation of 1000 users and generating reports over a period of 100 days. Through curve-fitting analysis, we find the time complexity of our implementation is of the order of polynomial of power 2, i.e., \( T(n, m) = O(n^2 \times m^2) \). Moreover, due to the usage of multiple Mapper and Reducer functions, the simulator is capable of utilizing all the available CPU cores simultaneously. This helps to scale-up the simulator for larger scale data generation using higher core systems.

VI. CONCLUSION

Mobile participatory sensing is an emerging field which produces huge volume of data and requires large scale test bed for research experiments. As human users are themselves sensing agents, persistent generation of truthful and up-to-date data is not always guaranteed. In this condition, the generation of near-optimal simulated data is one of the cost-effective and feasible alternatives. However, from the existing literature it is evident that there exists no such data simulator framework for PS applications, which can emulate the participation behavior and event occurrences in the realistic manner. In this paper, we propose a novel framework, PS-Sim, which analyzies the PS data and models location-sensitive participation behavior of users in terms of their contributions and temporal activeness. It generates near-optimal simulated data which has been validated with real vehicular PS application dataset. The scalability of simulated data generation has been greatly improved by using MapReduce-based parallel computation and found to generate synthetic datasets of varying sizes in lower-order polynomial time. In future, we plan to extend our framework by incorporating more features viz. human mobility model and road traffic dynamics model, and reports of other modalities (viz. image, multimedia, etc.) to make it more comprehensive for use in PS research.
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