Quantum vs classical genetic algorithms:
A numerical comparison shows faster convergence
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Abstract—Genetic algorithms are heuristic optimization techniques inspired by Darwinian evolution. Quantum computation is a new computational paradigm which exploits quantum resources to speed up information processing tasks. Therefore, it is sensible to explore the potential enhancement in the performance of genetic algorithms by introducing quantum degrees of freedom. Along this line, a modular quantum genetic algorithm has recently been proposed, with individuals encoded in independent registers comprising exchangeable quantum subroutines [1], which leads to different variants. Here, we address the numerical benchmarking of these algorithms against classical genetic algorithms, a comparison missing from previous literature. To overcome the severe limitations of simulating quantum algorithms, our approach focuses on measuring the effect of quantum resources on the performance. In order to isolate the effect of the quantum resources on the performance, we selected the classical variants to resemble the fundamental characteristics of the quantum genetic algorithms. Under these conditions, we encode an optimization problem in a two-qubit Hamiltonian and face the problem of finding its ground state. A numerical analysis based on a sample of 200 random cases shows that some quantum variants outperform all classical ones in convergence speed towards a near-optimal result. Additionally, we have considered a diagonal Hamiltonian and the Hamiltonian of the hydrogen molecule to complete the analysis with two relevant use-cases. If this advantage holds for larger systems, quantum genetic algorithms would provide a new tool to address optimization problems with quantum computers.

Index Terms—quantum computing, genetic algorithms, optimization

I. INTRODUCTION

Genetic Algorithms (GAs) are bioinspired algorithms with well-established performance in finding resilient solutions to complex optimization problems, such as problems with exponentially large search spaces and noisy optimization criteria [2]–[5]. In these algorithms, every element of the search space can be potentially represented by an individual and the selection towards the optimal solution is performed by Darwinian-like evolution. The set of individuals is known as population, their codification is commonly known as chromosomes, and their performance is ranked by a fitness function. Although there is no formal definition of GA which univocally distinguishes them from other evolutionary algorithms, there is a general consensus about the presence of the following four characteristic elements: population-based search through joint evolution of a set of individuals, a selection of some of them according to their performance, a crossover operation to breed new individuals, and a mutation operation which randomly modifies them [6].

During the past decades, the merge of GAs and quantum computation has been a source of new heuristic optimization methods [7]–[9]. Encouraged by the principles of quantum mechanics, most of the effort has been oriented to quantum inspired GAs, which mimic quantum superposition and qubit rotations to engineer new varieties of classical evolutionary algorithms [8], [10]–[16]. On the other hand, fully quantum approaches potentially achieving quantum speed-up have only attained partial success in the inclusion of the aforementioned characteristic elements [17]–[20]. In 2001, Rylander et al. proposed in Ref. [17] a quantum genetic algorithm introducing the concepts of chromosome-register and fitness-register. Although it was claimed that quantum superposition could provide an increased searching power, this conclusion has been considered unsupported due to the lack of heuristic or analytic evidence [7]. In 2006, Udrescu et al. proposed in Ref. [18] an algorithm based on quantum searching and inspired by evolutionary computation. In 2008, Malossini et al. [19] proposed an optimization algorithm that also used quantum search to enhance the selection subroutine in a GA. These two proposals were extended by Saitoh et al. [20] including quantum crossover and mutation in the algorithm. Nevertheless, as the whole population is encoded in the superposition of a single register, the selection procedure is implemented by projective measurements. Therefore, only one individual is selected in each generation, consequently reducing the intrinsic exploration capacity with respect to GAs.

In Ref. [1], the authors presented a quantum genetic algorithm (QGA) that comprised all the fundamental elements of GAs as fully quantum operations by means of encoding individuals in the state of qubit-registers. The algorithm is
composed of modular quantum subroutines inspired by classical GAs: selection, crossover, and mutation. This modular structure allowed the authors to study two QGA variants arising from two paradigmatic approximated quantum cloning machines employed to breed new individuals. Although they presented figures of merit to evaluate the performance of these algorithms and compare QGA variants, they did not address a benchmark against classical algorithms. This benchmark is important to determine the viability of QGAs as optimization methods. Testing this requires the design of a careful comparison which takes the cost of quantum simulation into account.

In this article, we perform the numerical comparison of the QGA with classical genetic algorithms. In Section II, we state our premises to select proper classical counterparts to compare with the QGA and describe the chosen algorithms, together with a brief review of the QGA. In Section III, we lay the foundations of the methodology used for the comparison, specifying the chosen parameters and problem-cases. Afterwards, we numerically compare the performance of each algorithm. Finally, we discuss some conclusions in Section IV.

II. DESCRIPTION OF THE COMPARED ALGORITHMS

Here, we summarize the fundamental structure of the QGA proposed in Ref. [1] and introduced the classical GAs considered for the comparison. The considered optimization problem is encoded into a problem Hamiltonian \( H_P \) which describes the energy of a \( c \)-qubit system, and whose ground state represents the optimal solution. Hence, the optimization algorithms search the Hilbert space \( \mathcal{H} \) associated with a \( c \)-qubit system minimizing the energy of their individuals encoded as quantum states. Regarding the classical GAs, we make the choice to study two methods for the encoding of the individuals, namely as complex column vectors or as bit-strings. The former is the most general encoding because it can be used to represent any possible state in \( \mathcal{H} \), whereas bit-strings can only be used to represent a discrete number of states, which is useful if the eigenbasis of the Hamiltonian is known and we can associate each state to a bit-string. Although the latter has restricted applicability, it has been included for the sake of completeness. More sophisticated encoding strategies can be proposed to suit a particular problem if it possesses symmetries or constraints, however, we have pursued simplicity to be able to study the effect of quantum resources. For the same reason, we have avoided too many random variables and opted for a unique selection method on the classical GAs. This choice allows us to identify and highlight the fundamental differences between QGAs and classical GAs in Section III.

A. Quantum genetic algorithm

In Ref. [1] the authors proposed a Quantum Genetic Algorithm (QGA) comprising all the fundamental elements of GAs. This work is built upon the representation of individuals by states of independent quantum registers and considered the minimization of a problem Hamiltonian \( H_P \). The population is encoded into the joint state of \( n \) registers which comprise \( c \) qubits each for a total of \( nc \) qubits. This allows for the exploration of the search space \( \mathcal{H} \) through Darwinian-like evolution. Here we provide a schematic overview of the QGA in Algorithm 1 and remark on the main features of the quantum subroutines.

**Algorithm 1 Quantum genetic algorithm**

1: \( n \leftarrow \text{number of registers} \rangle \) assumed divisible by four
2: \( c \leftarrow \text{number of qubits per register} \rangle \) assumed even
3: Initialize with a random state
4: repeat
5: sort registers 1 to \( n \)
6: reset registers \( n/2 \) to \( n \)
7: for \( r = 1, 2, \ldots, n/2 \) do
8: pseudo-clone register \( r \) to register \( n/2 + r \).
9: end for
10: for \( i = 1, 2, \ldots, n/4 \) do
11: swap the last \( c/2 \) qubits of register \( n/2 + 2i - 1 \) with the last \( c/2 \) qubits of register \( n/2 + 2i \).
12: end for
13: mutate each qubit with probability \( p_m \)
14: until ending criteria is met \( \sum \neq G \) generations

The core of the quantum selection subroutine is a quantum sorting network [21]. This protocol uses an ancillary workspace to store the pairwise comparisons between the registers while it performs the required permutations to sort the population. Afterwards, individuals in the lowest half of the population are discarded. Instead of performing the pairwise comparisons in terms of the average energy, the states are compared in the eigenbasis \( \{ |u_i \rangle \}_{i=1}^{2c} \) of \( H_P \) with ordered energies \( \lambda_i \leq \lambda_{i+1} \). For instance, let \( \sum_{i,j=1}^{2c} b_{i,j} |u_i \rangle |u_j \rangle_2 \langle 0 |_a \) be the initial state of registers 1, 2 and an ancilla, then the sorting network transforms it into

\[
\sum_{i,j=1}^{2c} b_{i,j} \begin{cases} 
|u_i \rangle_1 |u_j \rangle_2 |0 \rangle_\text{Sci} & \text{if } \lambda_i \leq \lambda_j, \\
|u_j \rangle_1 |u_i \rangle_2 |1 \rangle_\text{Sci} & \text{if } \lambda_j < \lambda_i.
\end{cases}
\]

**TABLE I**

**SUMMARY OF THE ACRONYMS FOR THE COMPARED GAS.** There are four quantum variants, four classical variants with complex-vector representation, and a single classical variant with bit-string representation. Variants are classified in terms of the cloning or crossover method, and the mutation method described in Section II.

| Quantum | No mutation | With mutation |
|---------|-------------|---------------|
| BCQO    | QGA\text{bmn} | QGA\text{bwm} |
| UQCM    | QGA\text{umn} | QGA\text{uwm} |
| Mutation (i) | | |
| Mutation (ii) | | |
| Classical | | |
| complex-vector | | |
| Crossover (a) | CGA\text{i} | CGA\text{i} |
| Crossover (b) | CGA\text{bi} | CGA\text{bi} |
| Classical | | |
| bit-string | BGA | |
Note that the ancillary work-space is required so that the operation is reversible, and that discarding its state and part of the population implies that, in general, the final state is a mixture of sorted populations.

Quantum crossover implements the replication of the selected individuals to populate the discarded registers. The first step requires initializing the registers that have been discarded and consequently applying an approximate quantum cloning machine (QCM) [22]. Finally, swap operations are performed between half of the qubits of the lower individuals in order to combine their states. As there are different QCMs this step can introduce different evolutionary patterns depending on our choice. We consider two QCMs, namely the biomimetic cloning of quantum observable (BCQO) [23] and the Bužek-Hillery universal quantum cloning machine (UQCM) [24]. The BCQO perfectly clones the statistics related to an observable, but its fidelity with respect to ideal cloning depends on the input state. In contrast, the UQCM approximately clones every state with identical fidelity, but it does not clone any state perfectly.

Finally, the quantum mutation subroutine consists in applying single qubit Pauli gates in each qubit of the population with a small probability \( p \). However, it has also been proposed to suppress this subroutine in the QGA, due to its minor impact on the performance for many problem instances. Therefore, we have considered BCQO with mutation (QGAbwm) and without mutation (QGAwm), and UQCM with mutation (QGAuwm) and without mutation (QGAunm).

B. Classical genetic algorithms

For the classical GAs, we have employed two different encodings for the individuals, namely, bit strings and complex vectors. The former is the most direct analog to the QGA, but its scope of tractable problems is constrained to diagonal Hamiltonians.

- **Bit-string GA (BGA)**: The \( n \) individuals are represented by classical \( c \)-bit strings which have definite energy with respect to \( H_P \), i.e. individuals represent eigenstates. Selection is performed by sorting the individuals according to their energy and only preserving the \( n/2 \) ones with the lowest values. Afterwards, they are duplicated and the bit-strings of the copies are combined by swap operations. Precisely, the copies are grouped by pairs according to their energies, then they preserve the first \( c/2 \) bits and concatenate the last \( c/2 \) bits of the other. Finally, the mutation is introduced by bitwise NOT operation with a probability \( p \).

- **Complex-vector GAs (CGAs)**: The \( n \) individuals are encoded in complex column vectors of size \( 2^n \), so they represent an arbitrary state of \( \mathcal{H} \). Selection is performed by sorting the individuals according to their average energy and preserving the half with the lowest energy. Afterwards, the latter are duplicated and their copies combined in two different manners:
  a. Performing a linear combination of them, i.e. let \( v_1 \) and \( v_2 \) be the column associated to the copied individuals, then the combinations are \( 2v_1 + v_2 \) and \( v_1 + 2v_2 \) normalized.
  b. Interchanging half of the coefficients of the column vectors, so that they preserve the first \( 2^n/2 \) coefficients and take the remaining ones from the other.

Finally, we also propose two mutation methods:

i. Adding small vectors whose coefficients are computed by sampling a normal distribution with a small standard deviation \( \sigma \) and multiplying it with a Bernoulli variable with the probability of one equal to \( q \), which facilitates that there are unchanged coefficients.

ii. Randomly applying single-qubit Pauli gates with probability \( p \).

Therefore, we consider four complex vector GAs noted CGAai, CGAaii, CGAbi, and CGAbii indicating the crossover and mutation method used.

III. COMPARISON OF THE QGA AND THE CLASSICAL GAS

QGAs and CGAs essentially differ in the state of the population, and both differ from BGA in their effective search space. Individuals are arbitrary quantum states in the former cases, but only the quantum counterpart admits a superposition at a population level, i.e. only QGAs enable entanglement between individuals. This restriction of the classical algorithms is imposed by the fact that the amount of resources scales with \( 2^n \) if entanglement between \( n \) quantum registers is included. However, this fundamental difference entails features that can be regarded both as positive and negative for each approach.

On the one hand, the ability to operate with entangled individuals enables the quantum sorting subroutine to compare in the eigenbasis of the problem Hamiltonian. Whereas, separability-preserving classical sorting has to be performed with other criteria, such as mean energy. Therefore, the selection process cannot specifically pick the components with lower energy but is forced to select the whole state. Thus, we expect a superior ability to distillate successful features of the individuals in the quantum selection subroutine.

On the other hand, a fully quantum representation of the population comes along with constraints imposed by fundamental quantum mechanics. Indeed, it is impossible to perfectly clone arbitrary quantum states and to reset arbitrary states in a reversible manner, as stated by the no-cloning [25] and no-deleting theorems [26]. Consequently, CGAs have the advantage of preserving all the features of selected individuals, whereas QGAs inevitably lose a part. Conversely, CGAs can erase discarded individuals without affecting the selected ones, but QGAs inevitably alter them in this process, due to quantum entanglement.

These differences result in the fundamental notion that QGAs can be described by quantum channels, i.e. the most general input-output transformations that quantum states can undergo. As shown in Ref. [1], QGAs converge exponentially towards stationary states, i.e fixed-points of the quantum channel, which are near to the optimum solution. Therefore, we expect that QGAs obtain low energy states faster than...
Fig. 1. (a) Mean energy of the lowest-energy individual and (b) fidelity between this individual and the desired Hamiltonian ground state after 10 generations. The fidelity is the standard measure of similarity between quantum states and is computed by $\langle u_1 | \rho | u_1 \rangle$ for arbitrary state $\rho$ and the ground state $|u_1\rangle$. We considered four CGAs and four QGAs, selected as described in Section II, and we applied each of them to a sample of randomly generated problem Hamiltonians. The vertical position of each point is the 0.90% quantile value for CGAs and the average value for QGAs from several initial populations for each $H_P$, and the horizontal position is jittered to reduce the visual overlap. The horizontal black lines depict the average and standard deviation for each GA, the numerical values are summarized in Table II. Noticeably, the best quantum variant is UQCM without mutation and has a mean and standard deviation equal to $0.91(0.04)$, greater than the best classical variants which have $0.85(0.02)$ and $0.85(0.02)$, for CGA1i and CGA1ii respectively.

classical counterparts, but also that CGAs should eventually be able to overcome the stationary state of the QGAs by investing a larger amount of generations. In Section III-A, we discuss in detail the effect of these features on numerical performance.

Beyond this comparison, an exhaustive analysis of the demanded resources and time-cost of the algorithms would be desirable in the future. In general, we expect an advantage in terms of the representation of the individuals, as representing quantum states in classical computers requires in general an exponential amount of resources, and a similar dependence of the time-cost of the subroutines with the size of the individuals. However, that comparison would have to take into account the precise quantum hardware, its allowed connectivity, and its set of fundamental operations, in order to support these claims.

A. Numerical performance of the algorithms

In this Section, we compare the performance of the classical GAs with the performance of the QGA addressing different problem instances. The size of the populations for all GAs was $n = 4$ individuals and the search space was the Hilbert space associated with $c = 2$ qubits, i.e. we used 2 qubits per individual in the QGAs, four-dimensional complex vectors for CGAs and two-bit string for the BGA. The figures of merit for this benchmark are the quantum fidelity between the best individual and the desired Hamiltonian ground state, and the expected energy. The quantum fidelity is a standard measure of similarity between quantum states that ranges from 0 to 1 and for a density matrix $\rho$ representing the state of the individual and the ground state of the Hamiltonian $|u_1\rangle$ is given by

$$F(\rho, |u_1\rangle) = \langle u_1 | \rho | u_1 \rangle.$$  

The energy of a state $\rho$ with respect to the problem Hamiltonian $H_P$ is given by

$$\langle E \rangle_\rho = \text{tr}[H_P \rho].$$

Although the average energy is a standardized figure of merit for numerically rating the performance, the fidelity is a stronger metric for theoretical analysis, as it also ensures the similarity of the outcome for any observable measurement. The first benchmark consists of the randomly generated sample of 200 problem Hamiltonians used in Ref. [1], whose elements differ in eigenbasis but have equal spectrum given by integer numbers in arbitrary units (denoted a.u.). Additionally, we

1Of course, this advantage in the representation holds only if we do not need complete knowledge about final state, which would require full tomography and an exponential number of repetitions of the QGA.
TABLE II
MEAN AND STANDARD DEVIATION OF THE FINAL FIDELITY AND ENERGY OF EACH GA APPLIED TO THE RANDOM SAMPLE OF 200 HAMILTONIANS.

| GA    | Fidelity | Energy (a.u.) |
|-------|----------|---------------|
| CGAii | 0.85(0.02) | 0.66(0.04)    |
| CGAii | 0.80(0.04) | 0.72(0.04)    |
| CGAbi | 0.85(0.02) | 0.63(0.04)    |
| CGAbii| 0.78(0.03) | 0.73(0.04)    |
| QGAbnum | 0.72(0.05) | 0.34(0.07)    |
| QGAbwm | 0.72(0.05) | 0.33(0.06)    |
| QGAunm | 0.91(0.04) | 0.10(0.04)    |
| QGAuwm | 0.89(0.04) | 0.12(0.04)    |

The $H_{H_2}$ provides a physically meaningful Hamiltonian whose ground state energy is $-1.382$ e$_{h}$, whereas the $H_C$ allows us to compare with the BGA and has zero ground state energy. Let us note that these Hamiltonians have the particularity that their eigenbasis is nearly (or exactly) the canonical basis, thus we observe some features that differ from the insights derived from the sample of Hamiltonians.

Simulations were performed with matrix computations in Python-NumPy. The QGAs were let to evolve for 10 generations for the sample of Hamiltonians repeating the process for 10 different initial populations, whereas for classical GAs 10 generations and 100 initial populations were used. For the case of $H_{H_2}$ and $H_C$, we employed 50 generations and 50 different initial populations for all the GAs. We used a mutation probability $p = q = \frac{1}{2}$ for QGAs and classical GAs, and a standard deviation $\sigma = 0.228$ for the first mutation method of CGAs.

1) Results for the sample of Hamiltonians: As the quantum algorithms have a single fixed point for this set of Hamiltonians, i.e. any initial state converges to the same final population, both the final fidelity and the final energy are accurately represented by their mean values. However, the final population for the CGAs strongly varies depending on the initial population and the mutation pattern, therefore we used the 0.90 quantile of the results obtained for different initial populations, i.e. the fidelity value that is only surpassed by 10% of the initial populations for the same problem Hamiltonian.

Figure 1 shows the values obtained for the final (a) mean energy and (b) fidelity with each GA. Each point represents the value obtained for a different Hamiltonian, in the case of the CGAs the value of the vertical axis is the (a) 10% quantile of the energy and (b) 90% quantile of the fidelity in the distribution of the final state obtained from different initial populations, whereas in the case of the QGAs it is the average value. The black horizontal lines represent the average and the standard deviation of the values for different problem instances, the precise numbers are summarized in Table II. According to this figure\(^2\), CGAii and CGAbii perform similarly (p-value = 0.336) and slightly better than the other classical alternatives (p-value < 0.001), both obtaining 0.85 average fidelity with a 0.02 standard deviation, and UQCM performs better than these and other quantum alternatives (p-value < 0.001), obtaining 0.91 average fidelity with a 0.04 standard deviation. Detailed analysis also shows that UQCM obtains better values than CGAs in all of the problem instances in terms of energy and in 90% of the cases in terms of fidelity.

Figure 2 provides further insight into the comparison between the performance of the algorithms. We counted the rate of cases for each generation, varying with respect to the initial population, where the UQCM variant outperformed the others in terms of fidelity. The plot shows the values obtained by averaging out these rates for the sample of problem Hamiltonians. We observe that within 10 generations QGAunm outperforms all the classical variants with a winning proportion above 0.95. This supports the intuition that the exponential convergence of QGAunm provides an advantage in the early stages of the evolutionary process. However, the comparisons with respect to CGAii and CGAbi present a decrease in the rate of this quantum variant succeeding against them. In the following results, we explore the performance of the algorithms for longer evolutionary processes considering two particular Hamiltonians.

\(^2\)We used a Wilcoxon signed-rank test to analyze the statistical significance of the results [28].
Fig. 3. Evolution of the mean energy of the lowest-energy individual with respect to the diagonal Hamiltonian $H_C$ (first row) and the hydrogen molecule Hamiltonian $H_{H_2}$ (second row) for 50 generations ($x$-axis). All the GAs, except BGA, were initialized with the same 50 initial populations and evolved for 50 generations. The shaded area features the range of values found for the energy in each generation, the solid lines show the medians, and the dashed lines depict the 50% confidence interval. The plot shows that BGA (only for $H_{H_2}$), QGA$\text{wm}$, and QGA$\text{um}$ rapidly converge towards values near to the minimum, respectively 0 and $-1.38$ for $H_C$ and $H_{H_2}$. CGA$\text{a}$, CGA$\text{ai}$, CGAb$\text{ii}$, and QGA$\text{wm}$ seem to converge towards low energy states, though the convergence pattern is more erratic. In contrast, CGAb$\text{ii}$ and QGA$\text{wm}$ seem to reach an impasse in their evolution. These observations are consistent with the numeric values observed in Table III and the properties discussed in Section III-A.
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**TABLE III**

|       | $H_C$        | $H_{H_2}$   |
|-------|--------------|-------------|
| Fidelity | Energy (a.u.) | Fidelity   | Energy (E$_h$) |
| BGA   | 1.00(0.00)   | 0.00(0.00)  |               |
| CGA$\text{ai}$ | 0.95(0.07)   | 0.07(0.10)  | 0.97(0.04)   | -1.33(0.07)   |
| CGA$\text{aii}$ | 0.95(0.16)   | 0.05(0.16)  | 0.74(0.18)   | -0.90(0.33)   |
| CGAb$\text{ii}$ | 0.97(0.07)   | 0.04(0.07)  | 0.98(0.02)   | -1.35(0.03)   |
| CGAb$\text{ii}$ | 0.56(0.16)   | 0.81(0.31)  | 0.55(0.11)   | -0.57(0.20)   |
| QGA$\text{wm}$  | 0.80(0.12)   | 0.27(0.16)  | 0.92(0.05)   | -1.25(0.08)   |
| QGA$\text{wm}$  | 1.00(0.00)   | 0.00(0.00)  | 0.82(0.15)   | -1.09(0.24)   |
| QGA$\text{um}$  | 0.99(0.00)   | 0.01(0.00)  | 0.94(0.00)   | -1.28(0.00)   |
| QGA$\text{wm}$  | 0.95(0.04)   | 0.05(0.04)  | 0.83(0.08)   | -1.10(0.13)   |

2) Results for $H_{H_2}$ and $H_C$: For these particular cases, we have run the GAs with 50 generations to describe with greater detail the different convergence patterns of the QGA and the classical GAs. In this problem instances, the UQCM variant also has a single fixed point, whereas for the BCQO there is a convex set of fixed points. This is due to the spectral properties of the Hamiltonians $H_{H_2}$ and $H_C$ with respect to the cloning gates, hence it presents similar results. For this reason, BCQO without mutation is identical to BGA except for the mutation subroutine, which also includes $Y$ and $Z$ gates, and QGA$\text{wm}$, and QGA$\text{um}$ perform similarly in terms of fidelity and energy of the final state, as presented in Table III. However, in terms of the convergence speed, Fig. 3 suggests that QGA$\text{um}$ converges rapidly and holds the advantage observed above within 10 generations.

Regarding $H_{H_2}$, the algorithms CGA$\text{a}$, CGAb$\text{i}$, QGA$\text{wm}$, and QGA$\text{um}$ perform similarly in terms of fidelity and energy of the final result and convergence speed due to its reduced search space. This shows that if the eigenbasis of the Hamiltonian is known beforehand, introducing quantum degrees of freedom into classical strategies may not provide an advantage. For the $H_C$ problem instance, BCQO with mutation is identical to BGA except for the mutation subroutine, which also includes $Y$ and $Z$ gates, hence it presents similar results. For this reason, BCQO without mutation is identical to a BGA without mutation, thus lacking the ability to explore and rapidly stabilizes.

Regarding $H_{H_2}$, the algorithms CGA$\text{ai}$, CGAb$\text{ii}$, QGA$\text{wm}$, and QGA$\text{um}$ perform similarly in terms of fidelity and energy of the final state, as presented in Table III. However, in terms of the convergence speed, Fig. 3 suggests that QGA$\text{um}$ converges rapidly and holds the advantage observed above within 10 generations.

Fig. 4 depicts the evolution of the rate of QGA$\text{um}$ obtaining better results than classical algorithms in terms of fidelity in each generation. We observe that it outperforms the classical
variants in above 90% of the cases within 10 generations. However, the advantage decreases to 50%, the shaded area, within 20 – 30 generations against CGAii and CGAii for $H_{H_2}$, and CGAii for $H_C$. Although in the case of $H_C$ BCQO with mutation performs better, this is due to the exceptional spectral properties of this Hamiltonian and it is not included in the figure.

IV. CONCLUSION

We have provided a framework to numerically compare QGA variants and their nearest classical analogs. The size of quantum systems that we are able to simulate limits the regime of our comparison, which motivates the search for alternative benchmarks. Hence, our approach focuses on analyzing the effect of quantum resources, such as superposition, on the algorithm’s performance. We have studied quantum variants that differ in the employed quantum cloning machines and the inclusion or suppression of mutation. Whereas for the classical GAs, we considered two different encodings for the individuals, namely, bit-strings and complex vectors, and complex vectors were combined and mutated in two different manners. Our comparison consisted in applying each of these GAs to different problem instances described by two-qubit Hamiltonians and analyzing the quality of their results in terms of their distance with respect to the optimal solution and their mean energy. Precisely, we have studied a sample of 200 randomly generated Hamiltonians complemented by two relevant cases, namely a diagonal Hamiltonian and the hydrogen molecule Hamiltonian. Our numerical analysis shows that for non-diagonal Hamiltonians the UQCM variant outperforms all the classical algorithms in terms of convergence speed, besides achieving near-optimal solutions. Indeed, within 10 generations the UQCM obtains higher fidelity than at least 90% of the trials performed with other variants for the same Hamiltonians while obtaining an average fidelity of 0.91 with a standard deviation of 0.04. Of course, as UQCM converges towards a stationary state while classical variants actively persist in evolving, this advantage is reduced for a larger number of generations, which was around 20 – 30 in the two relevant Hamiltonians studied. In future work, developing the theoretical analysis of QGA variants could provide performance estimates for larger systems, and compare them against large-scale GA simulations. Remarkably, if this future analysis shows that the advantage in convergence speed also holds in larger search spaces, QGA efficiency would be verified for near-optimal optimization results.
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