Correction for measurement error in invariance testing: An illustration using SQP
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Abstract

With the increasing availability of cross-national data, more attention has been given to the issue of comparability. But while a lot of emphasis has been directed to the assessment of measurement invariance, there has been substantially less concern on how measurement error can affect the results of measurement invariance testing. In this study, we show how correction for measurement error can be applied to measurement invariance analysis. We illustrate this using the concept of “Perceived ethnic threat” measured in the European Social Survey Round 3 (2006). The measurement invariance results before and after correction for measurement error are compared. We show that correction for measurement error offers a viable way to ensure that non-invariant parameters are actually caused by differences in the data and not caused by the measurement method.

1. Introduction

In recent years European societies have experienced deep social changes often connected to immigration. More pronouncedly, Western Europe has been an attractive destination for large-scale immigration since the Second World War and recent research has focused on the substantial migration inflows that developed in the last decades. The increase of immigrant population has changed the ethnic configuration of European countries and affected perceptions regarding immigrant groups [1]. There is evidence that a considerable fraction of the European population does not look at immigration with favorable eyes but considers it as a threat to the economic, social and political order, the cultural homogeneity and the national identity [2]. This fact is particularly visible in the electoral growth of anti-immigration parties in several European countries like the United Kingdom, France, Denmark or the Netherlands [3]. Several studies have focus on the origins of the perception of immigration as a threat. The Group Conflict Theory is probably one of the most significant approaches, conceptualizing prejudice and anti-immigration perceptions as defensive reactions to the insight of intergroup competition for conflicting goals and/or over limited resources [2, 4, 5]. It has been well established that socio-economic characteristics, such as income, education and unemployment, are strongly related with perceptions of immigration as an ethnic threat [6–8]. Further research...
has also started to take into consideration eventual contextual effects such as the quantitative demographic relation between groups and the amount of resources for which the groups are competing [9, 10]. In order to investigate these effects, the field of (anti-) immigration attitudes took advantage of the growing number of available cross-national data sources, in what has been characterized as the “cross-national turn”, and made comparing between countries a fundamental element to test the validity of the theory [11]. However, though cross-national comparisons bring along great advantages it is not without challenges: before cross-national comparisons can be made, measurement equivalence between countries has to be established. Not doing so can lead to biased and not meaningful comparisons between different groups or countries.

Measurement equivalence, also referred to as measurement invariance, was defined by Horn and McArdle [12, pp. 117] as whether “under different conditions of observing and studying phenomena, measurement operations yield measures of the same attribute”. In other words, measurement equivalence is a property of the measurement instrument, indicating that it measures the same concept in the same way across different groups [13]. Of course, this does not mean that all and any differences between groups should be seen as deviant. Instead, if measurement invariance holds, it implies that differences across groups in a given concept should be attributable only to cross-cultural differences in the constructs and not to measurement artifacts. On the other hand, if the answers to a measurement instrument are influenced by additional factors other than the differences in the construct, then the results are to be considered not invariant or non-equivalent [14].

There is growing awareness of the importance of testing the measurement invariance assumption not only regarding immigration attitudes but also other subjects such as political trust [e.g. 9, 15] or universal human values [e.g. 16–19]. However, there has been significant less concern on how measurement error can affect the substantive conclusions of measurement invariance testing, although there is vast evidence that measurement error is an important issue in survey research [20, 21]. Even though random measurement error is usually included in the invariance analysis models by using multiple indicators and structural equation modeling [22], systematic measurement error, on the contrary, is often disregarded and usually not accounted for when it comes to invariance testing [23]. However, if the size of the systematic error is different across the groups under comparison, the conclusions regarding measurement invariance can be biased by assuming that the groups have equal systematic error. While some procedures have been developed to deal with this issue [24], this paper presents an alternative approach which allows correcting for random and systematic measurement error. We illustrate this with the concept of “perceived ethnic threat” as measured in the European Social Survey (ESS) Round 3 (2006). In this paper we aim to: (1) determine if the attitudes towards immigration captured by the concept “perceived ethnic threat” measured in the ESS are measurement invariant across countries and (2) assess to which extent correction for measurement error yields different conclusions regarding invariance. This is, as far as we can tell, the first research study in which measurement invariance testing with correction for measurement error is compared with the standard approach.

2. Measurement invariance and bias

Survey research is fundamentally based on the assumption that all respondents have the same response function. This means that two respondents with the same opinion regarding any given subject will select the same answer category [25]. However, if respondents interpret the question or the response categories differently, then there is the chance that they might choose different answer options even if their opinion regarding the subject is the same. Testing for
measurement invariance is the procedure to assure that the fundamental assumption of the response function being the same for all respondents is actually fulfilled. Another way to understand measurement invariance is to focus on what can actually cause non-invariance. The bias framework developed in the field of cross-cultural studies is particularly useful to this end. In order to systemize the sources of error that challenge cross-cultural comparisons, three different types of bias can be distinguished: construct bias, method bias, and item bias [26]. The construct bias exists when a construct differs across cultures. An example can be found in the work of Chen et al. [27] in the study of the cultural meaning of perceived control. While studying individualistic and collectivistic cultures, the authors found that in the first set of cultures the external locus of control carries a negative connotation while in the second it is viewed as positive. The second element of the bias framework is method bias which refers to methodological and procedural aspects of survey research. Van de Vijver [26] further divides method bias into three further types: sample, administration, or instrument. Examples of such sources of disturbance can be background characteristics of samples, interviewers and test administrators influence, and measurement instrument properties. Last, item bias regards anomalies at the item level. This can be caused by several factors such as poor item translation or item wording, as well as group-specific nuisance factors or item word connotations.

Independent of the kind of bias, what they have in common is they can cause measurement non-invariance and have therefore implications in the comparability of survey data. That is the reason why testing for measurement invariance is very important rather than just assuming it is given. Measurement invariance testing under the Multi-Group Confirmatory Factor Analysis (MGCFA) bottom-up approach framework consists in testing several progressively constrained levels of invariance. The alternative is a top down approach (see [56]). Each level of invariance corresponds to a more constrained MGCFA model. The first and least strict level is configural invariance which means that the factorial structure is the same for all groups [28, 29]. It implies therefore identical patterns of correlations and the absence of cross-loadings. The subsequent level of invariance testing, metric invariance, requires that the factor loadings of the indicator variables are equivalent across the groups. If this level of invariance is proven to hold, the unstandardized relationships between the latent construct and any other variables can be meaningfully compared, allowing the comparison of estimated factor variances and covariances across groups since it is known that the factor explains the same amount of variance in item responses.

Finally, the third level, scalar invariance, adds to the equality of factor loadings the condition of equality of the intercepts. When scalar invariance is established, the latent variable means can be meaningfully compared across groups. When all the factor loadings and intercepts are invariant, full scalar invariance has been reached. Some authors test for even more restricted models (e.g. equal residual variances known as strict factorial invariance). However, because researchers in the social sciences are more often interested in comparing the scores of the latent variable across groups, we only discuss the configural, metric and scalar levels of invariance. Finally, a small note regarding partial invariance should be added. Several authors suggest that even when the parameters are not all invariant, meaningful comparisons can still be drawn across groups [30]. When at least two out of three items per construct are invariant, partial invariance is established and comparisons across groups are still valid [31].

3. Correction for measurement error

Measurement error is the difference between the observed answer and the actual unobserved opinion of the respondent. More precisely, measurement error is here defined as the counterpart of measurement quality ($q^2$) and consists of a random and a systematic part. Random
measurement error \( (e) \) will always occur and can be due to misunderstandings of the question or answer scale, typing or coding error, etc \([32]\). Systematic measurement error, on the other hand, can be a reaction to the method \( (M) \). For instance, the reaction to the length of a response scale or the presence of an interviewer. In Fig 1 we present the measurement model of the variable of interest \( (f) \). The relationship between this variable of interest and the observed variable \( (y) \) can be decomposed into the stable component, the true score \( (t) \), the systematic method factor \( (M) \) and the random error \( (e) \). The validity coefficient \( (v) \) squared is the validity \( (v^2) \) which indicates the strength of the relationship between the variable of interest and the true score, while the squared reliability coefficient \( (r) \), the reliability \( (r^2) \) indicates the relationship between the true score and the observed variable. Saris and Gallhofer \([22]\) define measurement quality \( (q^2) \) as the product of reliability \( (r^2) \) and validity \( (v^2) \).

The measurement quality ranges from 0 to 1, following the cut-off points from Cronbach’s alpha we can say that a \( q^2 < .6 \) is poor, \( 0.6 < q^2 \leq .7 \) is questionable, \( 0.7 < q^2 \leq .8 \) acceptable, \( 0.8 < q^2 \leq .9 \) good, and \( q^2 \geq .9 \) is excellent quality \([33]\).

For a long time, the main obstacle for correction of measurement error was the lack of information about the size of these errors. There are different ways to estimate the measurement quality \([20]\), but they need to be implemented at the time of data collection, normally being costly and time-consuming, with the clear disadvantage that the estimates of particular questions cannot be used for other questions. Therefore, Saris and colleagues \([34, 35]\) provided a way to overcome this problem by predicting the measurement quality based on a meta-analysis of 3,726 questions which were part of Multitrait-Multimethod (MTMM) analysis.
experiments in more than 20 languages and the coding of the characteristics of the questions included in those experiments. The free license Survey Quality Predictor (SQP) software [36] does contain this information for more than 16,000 questions and allows coding new questions in order to predict their measurement quality. As an open source research project, anyone can contribute to the SQP database, include their own question and coding and/or code other user’s questions. This prediction has a $R^2$ of 0.84 for the validity coefficient ($v$) logits and 0.65 for the reliability coefficient ($r$) logits [35]. Although SQP does not yet predict the measurement quality perfectly, it is, to our knowledge, the only software that contains this kind of information. Most studies do not account for measurement error at all and thus assume a perfect relationship between the observed variable and the variable of interest, i.e. measurement quality equals one. In this paper, while we rely on SQP predictions, we are fully aware that these are not perfect and measurement quality might be underestimated. However, at the very least, accounting in some way for measurement error will probably bring us closer to true values rather than assuming our measures are perfect. Thus, with the prediction or estimates of measurement quality, correction for measurement error is possible and invariance testing can and should be performed after correction for differences in the measurement process [22].

4. Measurement invariance with correction for measurement error

As discussed before, measurement non-invariance can be caused by differences in the construct or by method differences that can be originated, amongst other things, by the measurement instruments [22]. Between these two causes of non-invariance, construct differences cannot be corrected, it simply means that the groups have different understandings of the construct and cannot be compared. On the other hand, the differences in measurement across the groups can be represented in the measurement equation and corrected. Saris and Gallhofer [22] demonstrated that for meaningful comparisons only the cognitive and not the measurement part have to be invariant. By cognitive part the authors refer to how respondents cognitively react to the stimuli, in contrast with the measurement part, which refers to the way in which respondents answer to the question. When the cognitive and the measurement process are separated, invariance only needs to be tested for the cognitive part, as the measurement part can be corrected by using measurement quality predictions. This is where this approach distinguishes itself from other invariance testing approaches. Already Little (2013: 143), showing his disagreement with strict factorial invariance testing, argued that if the sum of indicator specific and random error is not exactly equal across groups, this would create problems to other estimated parameters of the model. If systematic error is not explicitly included in the model it can potentially inflate the concept of interest.

In Fig 2 we present a factor model with three indicators for invariance testing with correction for measurement error. Using the notation presented by Saris and Gallhofer [22], in this model we have at the top the concept-by-postulation ($F$), operationalized by the concepts-by-intuition $f_1$, $f_2$ and $f_3$. The measurement quality ($q^2$) is defined as the product of reliability ($r^2$) and validity ($v^2$), and the quality coefficient ($q$) is the product of the reliability coefficient ($r$) and validity coefficient ($v$). As the coefficients for the measurement part, i.e. the reliability coefficient ($r$), validity coefficient ($v$), and the effect of the method ($m$), can be obtained through other means (therefore here illustrated in grey and the corresponding effects with dashed arrows), only the upper part of the model needs to be estimated and invariance is tested by the standard procedure of constraining the loadings ($c_{ij}$) of the cognitive part to be equal across groups.
5. Data

The data we use to exemplify measurement invariance testing with correction for measurement error are the three variables that measure the "Perceived ethnic threat" concept in the ESS Round 3 (2006) [37]. Respondents are asked to state their opinion about immigrants’ impact on the country’s economy, cultural life, and life in general. Table 1 presents the wording and the 0 to 10 item-specific response scale of the questions with the respective reference points.

For the measurement quality predictions we rely on the information already available in SQP2.1 as authorized predictions. SQP allows coding own questions and obtaining a quality

Table 1. Questions wording and response scales for the “Perceived ethnic threat”.

| Variable name | Question                                                                 | Response scale                      |
|---------------|--------------------------------------------------------------------------|-------------------------------------|
| "economy"     | Would you say it is generally bad or good for [country]'s economy that people come to live here from other countries? | 0 bad for the economy–10 good for the economy |
| "culture"     | Would you say that [country]'s cultural life is generally undermined or enriched by people coming to live here from other countries? | 0 cultural life undermined–10 cultural life enriched |
| "better"      | Is [country] made a worse or a better place to live by people coming to live here from other countries? | 0 worse place to live–10 better place to live |

https://doi.org/10.1371/journal.pone.0239421.t001
prediction but also to consult other users’ codings and predictions as well as authorized codings and predictions. In this paper we use only authorized predictions. The difference is that they have been coded by native speakers, trained and supervised by the SQP team. The coding scheme of SQP is well defined, covers up to 60 characteristics depending on the survey question, of which only few are in fact subjective and thus up to the coder’s decision [38]. The developers of SQP have therefore decided not to present intercoder reliability but rather followed a team approach of review and adjudication, as suggested in other research fields such as survey translation [39]. While complete information about SQP 2.1 can be found elsewhere [36], for readers’ convenience we present in Annex 1 the SQP authorized coding of the 54 characteristics of the “economy” question as measured in the ESS.

Relying on authorized predictions has the advantage that we are sure that the codifications of the question’s characteristics are correct but has the disadvantage that the predictions are only available for 19 country groups in ESS Round 3 [37]. As SQP is an ongoing research project open for collaboration of the academic community and the SQP users, the availability of the data depends on this collaboration. In Table 2 we present for each question in the 19 country groups its quality coefficient \(q_i\), which is the product of validity coefficient \(v_i\) and the reliability coefficient \(r_i\), that can be directly obtained by SQP2.1. Moreover, we also present the effect of the method \(M\) on the observed variables \(y_i\) which is the product of the reliability coefficient \(r_i\) and the method effect coefficient \(m_i\). The latter is calculated as follows:

\[ m_i = r_i \mu_i, \quad \mu_i = \sqrt{1 - v_i^2}. \]

We introduce the quality coefficient \(q\) and method effect coefficient \(m\) as fixed values for each observed variable in the model for each country group. In Fig 3 we illustrate this for

| Country | economy | q | m | culture | q | m | better | q | m |
|---------|---------|---|---|---------|---|---|--------|---|---|
| Austria | 0.786   | 0.415 | 0.743 | 0.437 | 0.759 | 0.430 |
| Belgium | 0.799   | 0.379 | 0.766 | 0.434 | 0.756 | 0.374 |
| Denmark | 0.831   | 0.346 | 0.778 | 0.423 | 0.781 | 0.413 |
| Estonia | 0.792   | 0.391 | 0.735 | 0.430 | 0.753 | 0.445 |
| Finland | 0.803   | 0.388 | 0.769 | 0.462 | 0.765 | 0.423 |
| France  | 0.779   | 0.407 | 0.753 | 0.439 | 0.756 | 0.433 |
| Germany | 0.792   | 0.384 | 0.750 | 0.421 | 0.765 | 0.407 |
| Ireland | 0.775   | 0.412 | 0.733 | 0.473 | 0.737 | 0.453 |
| Netherlands | 0.838 | 0.317 | 0.801 | 0.368 | 0.799 | 0.298 |
| Norway | 0.788   | 0.419 | 0.758 | 0.457 | 0.753 | 0.461 |
| Poland | 0.786   | 0.407 | 0.739 | 0.441 | 0.734 | 0.444 |
| Portugal | 0.807  | 0.426 | 0.755 | 0.450 | 0.760 | 0.459 |
| Slovakia | 0.774  | 0.407 | 0.716 | 0.447 | 0.708 | 0.437 |
| Slovenia | 0.778  | 0.403 | 0.722 | 0.424 | 0.721 | 0.435 |
| Spain  | 0.799   | 0.396 | 0.747 | 0.443 | 0.742 | 0.426 |
| Sweden | 0.778   | 0.408 | 0.736 | 0.441 | 0.728 | 0.431 |
| Switzerland | 0.815 | 0.347 | 0.798 | 0.385 | 0.809 | 0.292 |
| Ukraine | 0.778   | 0.435 | 0.704 | 0.489 | 0.728 | 0.486 |
| United Kingdom | 0.782 | 0.383 | 0.739 | 0.438 | 0.756 | 0.415 |

\(q\) = quality coefficient, \(m\) = method effect coefficient.

https://doi.org/10.1371/journal.pone.0239421.t002
the case of Austria. The model can then be estimated and the results will be corrected for measurement error.

6. Analytical strategy

Our aim is to show the effect of correction for measurement error in invariance testing and we will therefore compare the findings of the different levels of invariance testing with and without correction for measurement error.

A factor model with three indicators is a just identified or saturated model which means that number of free parameters equals exactly the number of known values and hence there are zero degrees of freedom for testing. This means that we cannot test if the factor structure is the same across groups. Configural invariance must be assumed and the analysis starts with the test for metric invariance. However, the factor structure (configural invariance) is tested along with the equality restrictions of the loadings at the metric level. The measurement invariance approach we follow is bottom-up, meaning that the stricter test requires that the less strict level was achieved. At the metric invariance level, first we consider possible misspecified cross-loadings to evaluate the structural form of the model before focusing on the loadings’ equality restrictions across groups. Then, only if metric invariance was established, we test for scalar invariance by mainly looking for misspecified intercept equality constraints. We do not test for further levels of invariance as metric invariance allows for comparison of (unstandardized) relationships with other variables and scalar invariance for the comparison of latent means which is used in most substantive analyses.

Fig 3 illustrates the two different models for “Perceived ethnic threat” for the case of Austria. For identification, the loading of the indicator “better” ($\lambda_3$ and $c_3$) in all the groups is fixed.
to be 1, in what is also known as reference indicator parameterization. While other parameterizations are possible, this specification of the model has the advantage of producing an unstandardized solution which is particularly useful for measurement invariance testing [40]. In the model with correction for measurement error, further parameter constrains have to be introduced: the validity coefficient (v), reliability coefficients (r), and the method effect coefficients (m_\text{i}) are fixed to the values obtained from SQP, the intercepts of the latent factors (F, f_\text{i}, and M) as well as the unique components (u_\text{fi}) are set to zero.

The models are estimated using the maximum likelihood estimator of Lavaan [41], an R package for structural equation modeling. We consider that our main latent variable (“Perceived Ethnic Threat”) is continuous, while it is measured with three observed indicators with 11 points answer scales each. Research has shown that items with 5 or more response categories can be treated as continuous with maximum likelihood estimators [see e.g. 42, 43]. For model evaluation and testing, we rely on the SemTools function \textit{miPowerFit()} [44] which applies the local model testing procedure developed by Saris, Satorra, and van der Veld [45]. As known in the field of Structural equation modelling (SEM), the different global fit indices (GFI) are unequally sensitive for different misspecifications [see e.g. for a detailed overview 46]. Their cutoff values are derived from analyses of simulated data [47, see e.g. 48], being 0.06 or lower for RMSEA and 0.90 or higher for CFI, and they act as a statistics for hypothesis testing, i.e. if the critical value is exceeded, the entire model is rejected and if not, it is accepted. However, this way neither Type I (“false positive”) or Type II (“false negative”) errors, or their probabilities is controlled for. In face of this, Saris et al. [49] suggested taking the power of the test into account and argue against testing the model as a whole. A practical solution to this problem was later developed as a test for misspecifications of the model on the parameter level by using the modification index (MI) as test statistic for detection of misspecifications in combination with the expected parameter change (EPC) and the power of the test (46). This test is available for LISREL [50], for Mplus [51] and for R as SemTools function’ \textit{miPowerFit()} [52]. The criterion for mis specifications must be set by the researcher. For this study, we aimed at detecting deviations of 0.1 in the loadings and approximately 5% of the scale length for the intercepts, i.e. a deviation of 0.6 in the intercepts given the 11-point scale. This test can lead to four different suggestions for decisions as presented in Table 3.

The local fit testing decision procedure is extensively explained in van der Veld and Saris [53]. It should be highlighted that, as the authors explain, a certain number of misspecifications can occur by chance alone and it is not absolutely necessary to solve all indicated misspecifications. Our testing strategy is the following: at the metric level, we only consider misspecifications in the loadings or correlated errors. At the scalar level, we consider misspecified intercepts and loadings. We free the parameters where misspecifications are detected one by one, i.e. we first introduce one change to the model, estimate and test the model again, and then evaluate it once again using \textit{MiPowerFit()}.

The same procedure is followed when evaluating the model corrected for measurement error. Because the measurement information was introduced with the predictions provided by SQP, we are not interested in the misspecifications that \textit{miPowerFit()} indicates regarding the measurement part but only for the cognitive part of the model.

| Table 3. Suggested decisions defined by the size of the modification index and power of the test. |
|------------------------------------------|-----------------------------|-----------------------------|
| **Significant MI** | **High power** | **Low power** |
| Inspect Expected Parameter Change (EPC) | Misspecification present (m) |
| **Non significant MI** | No misspecification (nm) | Inconclusive (I) |

https://doi.org/10.1371/journal.pone.0239421.t003
While we rely on local testing given the known problems of the global goodness-fit-indices (GFI), we still present GFI for readers’ convenience to evaluate the improvement of the models based on addressing the misspecifications. We present the root mean square error of approximation (RMSEA) and the change in comparative fit index (CFI) that was found to be one of the robust statistics for testing between-group invariance of CFA models [54]. However, there is no consensus about the global fit indices and its cutoff values. Chen [55] suggests a criteria for change of $\geq .010$ or $.015$ for RMSEA and of $\leq -.005$ or -.010 for CFI, while Rutkowski and Svetina [56] agree with this for scalar invariance tests but conclude from their analyses that change in CFI of -.02 and RMSEA of .03 were most appropriate for tests of metric invariance with large groups.

7. Results

7.1 Model with no correction for measurement error

Given that the model has one latent variable and three indicators, the model is just identified, i.e. there are no degrees of freedom to test the model for the configural level of invariance. The analysis starts therefore with the metric invariance model, meaning that the loadings are constrained to be equal across groups.

Evaluating the initial metric invariance model with the *miPowerFit()* function, it indicates a misspecification caused by a correlated error between the indicators “better” and “culture” in some groups. Although the problem of correlated errors in invariance testing is recognized and acknowledged, views on how to solve this problem divide the academic debate [57–59]. On the one side, scholars argue that correlated errors can and should be added to the model accordingly to the statistical criteria provided [57]. On the other side, allowing for correlated errors completely changes the model and requires therefore that theoretical reasons are behind the reasoning to allowing it or, as an alternative that the groups where this happens should be dropped from the analysis [59]. In what concerns the present study, as the aim is to test if the same model fits the data in the different country groups and in the absence of any strong theoretical reason for the presence of a correlated error, we consider that the measurement model for that group is different and consequently it cannot be compared to the remainder groups. With this reasoning in mind, the local fit testing shows misspecified correlated errors in the groups of France, Denmark and Estonia (see Appendix II). The most severe misspecified correlated error between the indicators “better” and “culture” is present in the country group of France and we proceed therefore without this group. We repeat the analysis thus with 18 country groups. The misspecifications are still present in the groups of Denmark and Estonia. Focusing on the EPC and Modification Index, the most severe misspecification is shown to be in Denmark country group. Just as before, we take this group out of the sample and repeat the analysis. Following this same procedure, the country group of Estonia was also excluded from the sample, which then consists of 16 country groups.

After these groups are taken out of the analysis because of the correlated errors, no further relevant misspecifications are found by *miPowerFit()* and the global fit indices also suggest an improvement, although CFI is already suggesting that the data fits the initial model, being $>0.9$, RMSEA only indicates this for the final metric model, being $<.06$ (Table 4) Thus, our analysis shows that the model is metric invariant for 16 out of the 19 countries included in the analysis. The unstandardized loadings for the indicators are presented in Table 5. We report the unstandardized solution because following Brown [40] the analysis itself is based on unstandardized variables and completely standardized values are potentially misleading.

In face of the metric invariance results, we can now proceed to test for scalar invariance which implies that in addition to the loadings also the intercepts are constrained to be equal
across groups. As before the model is evaluated using `miPowerFit()` which indicates no misspecification of intercepts and loadings. The intercepts of the two indicators which were estimated are presented in Table 6. We can conclude from the analysis that the groups France, Denmark and Estonia are not metric invariant and therefore cannot be compared with the remainder groups. The global fit indices, RMSEA < .06 and CFI < .9, also indicate that the model fits the data (Table 4). In Table 6 we present the unstandardized intercepts after scalar invariance testing.

### 7.2 Model with correction for measurement error

Just as before, we start with the metric invariance model, constraining the loadings to be equal across groups. In addition, here we fix the measurement part of the model to the estimates obtained from SQP. We evaluate the results with `miPowerFit()` and check for misspecifications regarding the model parameters, focusing first on the structure and then on the constrained loadings. We encounter a large number of misspecified parameters and set them to be free one by one, always estimating the model again after each of these operations and evaluating the results again with `miPowerFit()`. Following this procedure, we had to free the “culture” indicator loadings constrained to be equal in the groups of France and Finland (see Appendix II). As

### Table 4. Global fit indices for model without correction for measurement error.

| Country groups | Initial metric model | Final metric model | Scalar model |
|----------------|----------------------|-------------------|-------------|
| Chi-square     | 333.456              | 179.506           | 3010.492    |
| Degree of freedom | 36                   | 30                | 60          |
| P-value        | 0.000                | 0.000             | 0.000       |
| RMSEA          | 0.069                | 0.053             | 0.165       |
| CFI            | 0.993                | 0.996             | 0.912       |

RMSEA = Root Mean Square Error of Approximation, CFI = Comparative Fit Index.

### Table 5. Unstandardized loadings after metric invariance test for the model without correction for measurement error.

| Loadings | Estimate | Std. error | 95% CI               |
|----------|----------|------------|----------------------|
| “economy” | 0.940    | 0.007      | [0.926; 0.955]       |
| “culture” | 1.035    | 0.008      | [1.020; 1.051]       |
| “better”  | 1.000    | -          | -                    |

Three excluded countries: Estonia, Denmark, France.

### Table 6. Unstandardized intercepts after scalar invariance test for the model without correction for measurement error.

| Intercepts | Estimate | Std. error |
|------------|----------|------------|
| “economy”  | 0.480    | 0.038      |
| “culture”  | 0.606    | 0.040      |

Three excluded countries: Estonia, Denmark, France.
for the “economy” indicator, the groups of Denmark and Estonia also have misspecified loadings. The estimates are presented in Table 7.

The results indicate that all the groups are at least partially metric invariant even though not all the groups can be directly compared. Furthermore, what is also relevant is that the metric invariance testing results with correction for measurement error gives no indication of misspecified correlated errors. Consequently, as all the groups are at least partially metric invariant, no group had to be excluded. This allows considering that the change in the GFI also fit the previously discussed criteria. This means that they can be used to study the relationships of the “Perceived ethnic threat” concept with other variables across the country groups in a latent variable model.

Moving forward with the analysis, the same procedure was followed in the subsequent step of the invariance analysis, testing for scalar invariance. The model constraining the loadings and the intercepts to be equal between groups was estimated and evaluated using miPowerFit(). The metric invariant parameters are freed from the equality constraint. The changes in global-fit-indices of the metric and scalar invariance models can be found in Table 8.

Just as before, the misspecified parameters are freed from the model restrictions one by one until no more relevant misspecifications are indicated by miPowerFit(). In addition to the deviant loadings of France, Finland, Estonia and Denmark detected in the metric analysis, now we have to free one parameter for the groups of Austria and Sweden. The final results, also supported by the GFI change criteria, show that all the groups are at least partially scalar invariant even though, as before, not all the groups can be compared with each other. The loading of the indicator “economy” was deviant in the groups of Denmark, Estonia, Austria and Sweden.

Table 7. Unstandardized loadings after metric invariance test for the model corrected for measurement error.

| Loadings    | Estimate | Std. error | 95% CI       |
|-------------|----------|------------|--------------|
| “economy”   | 17 comparable country groups | 0.932      | 0.007        | [0.918; 0.946] |
| Denmark     | 0.739    | 0.025      | [0.690; 0.787] |
| Estonia     | 0.726    | 0.033      | [0.660; 0.790] |
| “culture”   | 17 comparable country groups | 1.036      | 0.008        | [1.020; 1.051] |
| France      | 1.225    | 0.025      | [1.176; 1.273] |
| Finland     | 0.872    | 0.027      | [0.820; 0.924] |
| “better”    | -        | 1.000      | -            |

Table 8. Global fit indices for models with correcting for measurement error.

| Model                  | Chi-square | Δ Chi-square | df | Δ df | P-value for chi-square difference test | RMSEA | Δ RMSEA | CFI | Δ CFI |
|------------------------|------------|--------------|----|------|---------------------------------------|-------|---------|-----|-------|
| Initial metric model¹  | 330.661    | 36           |    |      |                                       | 0.068 | 0.993   |     |       |
| Final metric model²    | 149.592    | 181.069      | 32 | 4    | 0.000                                 | 0.046 | 0.022   | 0.997 | -0.004 |
| Initial scalar model³   | 2676.873   | -2527.281    | 64 | -32  | 0.000                                 | 0.152 | -0.106  | 0.935 | 0.062  |
| Final scalar model⁴     | 1759.987   | 916.886      | 62 | 2    | 0.000                                 | 0.125 | 0.027   | 0.958 | -0.023 |

¹ all loading set equal across groups,
² partial metric invariance: loadings of “economy” for Denmark and Estonia as well as of “culture” for Finland and France were not invariant,
³ all intercepts with the exception of Denmark, Estonia, Finland, and France were constrained to be equal,
⁴ partial scalar invariance: intercepts of “economy” for Denmark, Estonia, Austria, and Sweden as well as of “culture” for Finland and France were not invariant.

RMSEA = Root Mean Square Error of Approximation,
CFI = Comparative Fit Index,
Δ = change of chi-square difference test for nested model and change of RMSEA and CFI.
These groups can be compared with all the other groups with the exception of France and Finland which had a deviant loading in the “culture” indicator. Table 9 presents the intercepts of the indicators in all country groups.

We can conclude from the measurement invariance analysis with correction for measurement error that metric and scalar invariance holds for all country groups. However, several groups are partially invariant and cannot be directly compared. Namely, this is the case of Denmark, Estonia, Austria and Sweden that should not be compared with the groups of Finland and France.

Even though there are still an important number of groups which are only partially measurement invariant, it is clear that applying correction for measurement error improved the results for comparability across countries. The fit indices were consistently better after correction for measurement error and the misspecifications due to correlated errors also disappear. While in the model without correction the groups of France, Denmark and Estonia are not metric invariant, when we correct for measurement error these same groups are then partially invariant. In other words, those three country groups that were considered not comparable can still be meaningfully compared after correction for measurement error and taking the limitations of partial invariance into account.

Now that we know which groups are full scalar invariant with and without correction for measurement error, we can also check whether there are significant differences in the latent means scores after correction. Scholars are often interested in comparing country means, either as composite scores or latent means. In Table 10 we present, for illustration, the latent mean score and its rank by group estimated with and without correction for measurement error. We can see that the ranking is different. For example, without correction for measurement error, the Slovenian group was the third lowest mean ranking group, while after correction it ends up being the fifth. The Netherlands group, on the other hand, ranked 10 before and 8 after correction for measurement error. This illustration serves to show that measurement error is a factor that left unaccounted can bias latent mean score comparisons.

### Table 9. Unstandardized intercepts after scalar invariance test for the model corrected for measurement error.

| Intercepts        | Estimate | Std. error |
|-------------------|----------|------------|
| “economy”         |          |            |
| 15 comparable country groups | 0.300    | 0.037      |
| Denmark           | 0.918    | 0.158      |
| Estonia           | 1.520    | 0.155      |
| Austria           | 1.185    | 0.050      |
| Sweden            | -0.651   | 0.059      |
| “culture”         |          |            |
| 17 comparable country groups | 0.602    | 0.037      |
| Finland           | 2.301    | 0.152      |
| France            | -0.355   | 0.119      |

These groups can be compared with all the other groups with the exception of France and Finland which had a deviant loading in the “culture” indicator. Table 9 presents the intercepts of the indicators in all country groups.

We can conclude from the measurement invariance analysis with correction for measurement error that metric and scalar invariance holds for all country groups. However, several groups are partially invariant and cannot be directly compared. Namely, this is the case of Denmark, Estonia, Austria and Sweden that should not be compared with the groups of Finland and France.

Even though there are still an important number of groups which are only partially measurement invariant, it is clear that applying correction for measurement error improved the results for comparability across countries. The fit indices were consistently better after correction for measurement error and the misspecifications due to correlated errors also disappear. While in the model without correction the groups of France, Denmark and Estonia are not metric invariant, when we correct for measurement error these same groups are then partially invariant. In other words, those three country groups that were considered not comparable can still be meaningfully compared after correction for measurement error and taking the limitations of partial invariance into account.

Now that we know which groups are full scalar invariant with and without correction for measurement error, we can also check whether there are significant differences in the latent means scores after correction. Scholars are often interested in comparing country means, either as composite scores or latent means. In Table 10 we present, for illustration, the latent mean score and its rank by group estimated with and without correction for measurement error. We can see that the ranking is different. For example, without correction for measurement error, the Slovenian group was the third lowest mean ranking group, while after correction it ends up being the fifth. The Netherlands group, on the other hand, ranked 10 before and 8 after correction for measurement error. This illustration serves to show that measurement error is a factor that left unaccounted can bias latent mean score comparisons.

### 8. Conclusions

In this study we addressed two issues: The first was to examine if the concept of “perceived ethic threat” of immigration from the ESS was measurement invariant across the different country groups. The second was to show to what extent correction for measurement error impacts measurement invariance results.

Regarding the first question, we have shown that the concept of “perceived ethic threat” without correction for measurement error reaches only at best partial invariance within the countries that took part in the ESS round 3. Following the results of the analysis without
correction for measurement error, Denmark, Estonia and France cannot be compared with the rest of the groups. Disentangling the cognitive from the measurement process by correcting for measurement error, we find that Denmark, Estonia and France do not need to be excluded, as partial scalar invariance was established. The same holds for Austria, Sweden and Finland. This implies that the measurement invariance conclusions of the uncorrected model were driven by the measurement method used in these groups, i.e. the measurement part, rather than the cognitive part related to the “perceived ethic threat” concept. Even though more groups can be meaningfully compared after correction for measurement error, a note of caution regarding the use of simple composite scores is necessary. As only partial invariance was achieved, researchers interested in the latent mean differences are advised to use latent variable models as the creation of simple composite scores can lead to biased conclusions [60].

As for the second question, we hope to have been successful in showing clearly that measurement error can affect measurement invariance analysis results. The invariance testing procedure without correction for measurement error indicated that three countries, namely Denmark, Estonia and France had to be excluded due to the presence of correlated errors. In contrast, after correction for the measurement part, these groups were proven to be partially invariant instead of non-invariant. This means that not correcting for measurement error adds to the risk of excluding a group because of measurement error and not because of the substantial issue of interest. In the case presented here, we would not be able to compare unstandardized relationships and the latent means of Denmark, France and Estonia regarding “perceived ethic threat” with other European countries.

This study has also limitations. Amongst these, the most significant is that to correct for measurement error we rely on the SQP software which is only available at the moment for European countries and languages. Researchers working with data from other regions or languages of the world cannot depend on this resource, shortening the possibilities to address the issue of measurement error on measurement invariance. Moreover, SQP is an ongoing research project continuously updated with more experiments in its underlying meta-analysis. This obviously affects the quality predictions which as more information is used, increase their precision. In the current version the prediction has a $R^2$ of 0.84 and 0.65 for the validity ($v$) and reliability coefficient ($r$) logits, respectively [35]. This means that SQP does not yet predict

| Country     | Latent Mean Score$^1$ | Uncorrected Mean Ranking | Latent Mean Score$^1$ | Corrected Mean Ranking |
|-------------|-----------------------|--------------------------|-----------------------|------------------------|
| Belgium     | 4.730                 | 7                        | 6.250                 | 6                      |
| Germany     | 4.631                 | 5                        | 6.129                 | 4                      |
| Ireland     | 5.609                 | 12                       | 7.652                 | 12                     |
| Netherlands | 5.166                 | 10                       | 6.491                 | 8                      |
| Norway      | 5.163                 | 9                        | 6.889                 | 10                     |
| Poland      | 5.801                 | 13                       | 7.887                 | 13                     |
| Portugal    | 4.492                 | 4                        | 5.963                 | 3                      |
| Slovenia    | 4.393                 | 3                        | 6.146                 | 5                      |
| Slovakia    | 4.664                 | 6                        | 6.444                 | 7                      |
| Spain       | 5.147                 | 8                        | 6.937                 | 11                     |
| Switzerland | 5.414                 | 11                       | 6.805                 | 9                      |
| Ukraine     | 4.103                 | 1                        | 5.688                 | 1                      |
| United Kingdom | 4.233              | 2                        | 5.700                 | 2                      |

$^1$ The scale of the latent variables ranges from 0 to 11 as the loading of “better” was fixed to 1.
the measurement quality perfectly. However, even though SQP has in itself limitations, in the absence of any other available source of measurement quality, it allows correcting for measurement error in survey data.

On the other hand, this study also shows that while there is research using European data regarding the invariance property of the concept “perceived ethnic threat”, there are reasons to believe that correction for measurement error can change some of the conclusions. This is particularly significant because we use ESS data, most likely one of the cross-national surveys that dedicates the most resources in assuring cross-cultural comparability, and nonetheless measurement error still occurs. To conclude, correction for measurement error should be increasingly regarded as valid avenue to improve both survey and substantial research standards.

**Author Contributions**

**Conceptualization:** André Pirralha, Wiebke Weber.

**Data curation:** André Pirralha, Wiebke Weber.

**Formal analysis:** André Pirralha, Wiebke Weber.

**Funding acquisition:** André Pirralha, Wiebke Weber.

**Investigation:** André Pirralha, Wiebke Weber.

**Methodology:** André Pirralha, Wiebke Weber.

**Project administration:** André Pirralha, Wiebke Weber.

**Resources:** André Pirralha, Wiebke Weber.

**Software:** André Pirralha, Wiebke Weber.

**Supervision:** André Pirralha, Wiebke Weber.

**Validation:** André Pirralha, Wiebke Weber.

**Visualization:** André Pirralha, Wiebke Weber.

**Writing – original draft:** André Pirralha, Wiebke Weber.

**Writing – review & editing:** André Pirralha, Wiebke Weber.

**References**

1. Heath A, Richards L. How do Europeans differ in their attitudes to immigration? Findings from the European social Survey 2002/03–2016/17. 2019. (OECD Social, Employment and Migration Working Papers). Report No.: 222.

2. Meuleman B, Davidov E, Billiet J. Changing attitudes toward immigration in Europe, 2002–2007: A dynamic group conflict theory approach. Soc Sci Res [Internet]. 2009; 38(2):352–65. Available from: http://dx.doi.org/10.1016/j.ssresearch.2008.09.006 PMID: 19827179

3. Rooijin M. The rise of the populist radical right in Western Europe. Eur View [Internet]. 2015 Jun 3; 14(1):3–11. Available from: http://link.springer.com/10.1007/s12290-015-0347-5

4. Malchow-Møller N, Munch JR, Schroll S, Skakseth JR. Attitudes towards immigration—Perceived consequences and economic self-interest. Econ Lett. 2008 Aug; 100(2):254–7. https://doi.org/10.1016/j.econlet.2008.02.003

5. Scheepers P, Gijsberts M, Coenders M. Ethnic Exclusionism in European Countries. Public Opposition to Civil Rights for Legal Migrants as a Response to Perceived Ethnic Threat. Eur Soc Rev. 2002 Mar; 18(1):17–34. https://doi.org/10.1093/esr/18.1.17

6. Coenders M, Scheepers P. The Effect of Education on Nationalism and Ethnic Exclusionism: An International Comparison. Polit Psychol [Internet]. 2003 Jun; 24(2):313–43. Available from: http://doi.wiley.com/10.1111/0162-895X.00330
7. Citrin J, Green DP, Muste C, Wong C. Public Opinion Toward Immigration Reform: The Role of Economic Motivations. J Polit [Internet]. 1997 Aug; 59(3):858–81. Available from: http://www.journals.uchicago.edu/doi/10.2307/2998640

8. Wilkes R, Guppy N, Farris L. “No Thanks, We’re Full”: Individual Characteristics, National Context, and Changing Attitudes Toward Immigration. Int Migr Rev [Internet]. 2008 Jun; 42(2):302–29. Available from: http://doi.wiley.com/10.1111/j.1747-7379.2008.00126.x

9. Schneider SL. Anti-immigrant attitudes in Europe: Outgroup size and perceived ethnic threat. Eur Sociol Rev. 2008; 24(1):53–67.

10. Semyonov M, Raijman R, Gorodzeisky A. Foreigners’ Impact on European Societies. Int J Comp Sociol. 2008 Feb; 49(1):5–29.

11. Davidov E, Cieciuch J, Meuleman B, Schmidt P, Algesheimer R, Hausherr M. The comparability of measurements of attitudes toward immigration in the European social survey: Exact versus approximate measurement equivalence. Public Opin Q. 2015; 79(S1):244–66. https://doi.org/10.1093/poq/nsv008

12. Horn JL, McArdle JJ. A practical and theoretical guide to measurement invariance in aging research. Exp Aging Res. 1992 Sep; 18(3):117–44. https://doi.org/10.1080/03610739208253916 PMID: 1459160

13. Davidov E, Meuleman B, Cieciuch J, Schmidt P, Billiet J. Measurement Equivalence in Cross-National Research. Annu Rev Sociol. 2014; 40(1):55–75. https://doi.org/10.1146/annurev-soc-071913-043137

14. Kankaraş M, Moors G. Researching measurement equivalence in cross-cultural studies. Psihologija. 2010; 43(2):121–36. https://doi.org/10.2298/PSI1002121K

15. Turper S, Aarts K. Political Trust and Sophistication: Taking Measurement Seriously. Soc Indic Res. 2015;1–20. https://doi.org/10.1007/s11205-015-1182-4 PMID: 28163349

16. Steinmetz H, Schmidt P, Tina-Booh A, Wieczorek S, Schwartz SH. Testing measurement invariance using multigroup CFA: differences between educational groups in human values measurement. Qual Quant. 2009 Jul; 43(4):599–616.

17. Saris WE, Revilla M. Correction for Measurement Errors in Survey Research: Necessary and Possible. Soc Indic Res. 2016 Jul; 127(3):1005–20.

18. Saris W, Gallhofer I. Design, Evaluation, and Analysis of Questionnaires for Survey Research. Saris WE, Gallhofer IN, editors. Hoboken, NJ: John Wiley & Sons; 2014.

19. Lilleoja L, Saris WE. Does Correction for Measurement Error Have an Effect on the Structure of Basic Human Values? Surv Res Methods. 2015; 9(3). https://doi.org/10.18148/srm/2015.v9i3.6203

20. Williams LJ, Hartman N, Cavazotte F. Method variance and marker variables: A review and comprehensive cfa marker technique. Organ Res Methods. 2010; 13(3):477–514. https://doi.org/10.1177/1094428110366036

21. van de Vijver FJR. Capturing Bias in Structural Equation Modeling. In: Davidov E, Schmidt P, Billiet J, Meuleman B, editors. Cross-cultural analysis Methods and applications. Second Edi. New York: Routledge; 2018. p. 3–43.

22. Cheng C, Cheung SF, Chio JH, Chan M-PS. Cultural meaning of perceived control: A meta-analysis of locus of control and psychological symptoms across 18 cultural regions. Psychol Bull. 2013 Jan; 139(1):152–88. https://doi.org/10.1037/a0028596 PMID: 22642229

23. Meredith W. Measurement invariance, factor analysis and factorial invariance. Psychometrika [Internet]. 1993 Dec; 58(4):525–43. Available from: http://link.springer.com/10.1007/BF02394825

24. Vandenber RJ, Lance CE. A Review and Synthesis of the Measurement Invariance Literature: Suggestions, Practices, and Recommendations for Organizational Research. Organ Res Methods [Internet]. 2000 Jan 29; 3(1):4–70. Available from: http://journals.sagepub.com/doi/10.1177/109442810031002
30. Byrne BM, Shavelson RJ, Muthén B. Testing for the equivalence of factor covariance and mean structures: The issue of partial measurement invariance. Psychol Bull [Internet]. 1989; 105(3):456–66. Available from: http://doi.apa.org/getdoi.cfm?doi=10.1037/0033-2909.105.3.456

31. Steenkamp J-BEM, Baumgartner H. Assessing Measurement Invariance in. J Consum Reserach. 1998; 25(1):78–107.

32. Saris WE, Andrews FM. Evaluation of measurement instruments using a structural modeling approach. In: Biemer PP, Groves RM, Lyberg L. E. Mathiowetz NA, Sudman S, editors. Measurement Errors in Surveys. New York: JohnWiley & Sons, Inc.; 1991. p. 575–97.

33. Gliem JA, Gliem RR. Calculating, interpreting, and reporting Cronbach’s alpha reliability coefficient for Likert-type scales. Midwest Res to Pract Conf Adult, Contin Community Educ. 2003;(1992):82–8.

34. Saris WE, Gallhofer IN. Design, Evaluation, and Analysis of Questionnaires for Survey Research. Hoboken, NJ, USA: John Wiley & Sons, Inc.; 2007.

35. Oberski D, Gruner T, Saris WE. The prediction procedure the quality of the questions based on the present data base of questions. In: Saris W., D. Oberski, M. Revilla, D. Zavala, L. Lilleoja IG and TG, editor. The development of the program SQP 20 for the prediction of the quality of survey questions, RECSM Working paper 24. Barcelona, Spain; 2011. p. 71–89.

36. Saris WE. Survey Quality Predictor 2 [Online software]. Version 2.1. Barcelona, Spain: Universitat Pompeu Fabra; 2015.

37. ESS Round 3: European Social Survey Round 3 Data. Data file edition 3.7. NSD—Norwegian Centre for Research Data, Norway—Data Archive and distributor of ESS data for ESS ERIC. 2006.

38. Survey Quality Predictor. SQP Users’ Manual. Universitat Pompeu Fabra; 2017.

39. Harkness JA. Questionnaire translation. In: Harkness JA, van de Vijver FJR, Mohler PP, editors. Cross-cultural survey methods. Hoboken, NJ: John Wiley & Sons; 2003. p. 35–56.

40. Brown T. Confirmatory Factor Analysis for Applied Research. New York: The GuilFord Press; 2015.

41. Werle SA, Bagozzi RP. A comparison of robust continuous and categorical SEM estimation methods under suboptimal conditions. Psychol Methods [Internet]. 2012; 17(3):354–73. Available from: http://doi.apa.org/getdoi.cfm?doi=10.1037/a0029315 PMID: 22799625

42. Wu H, Leung S-O. Can Likert Scales be Treated as Interval Scales?—A Simulation Study. J Soc Serv Res [Internet]. 2017 Aug 8; 43(4):527–32. Available from: https://www.tandfonline.com/doi/full/10.1080/01488376.2017.1329775

43. Jorgensen TD, Pornprasertmanit S, Schoemann AM, Rosseel Y. semTools: Useful tools for structural equation modeling [Internet]. 2018. https://cran.r-project.org/package=semTools

44. Marsh HW, Hau K-T, Grayson D. Goodness of Fit in Structural Equation Models. In: Contemporary psychometrics: A festschrift for Roderick P McDonald. Mahwah, NJ, US: Lawrence Erlbaum Associates Publishers; 2005. p. 275–340. (Multivariate applications book series.).

45. Saris WE, Satorra A, van der Veld WM. Testing Structural Equation Models or Detection of Misspecifications? Struct Equ Model A Multidiscip J. 2009 Oct; 16(4):561–82. https://doi.org/10.1080/10705510903203433

46. Marsh HW, Hau K-T, Grayson D. Goodness of Fit in Structural Equation Models. In: Contemporary psychometrics: A festschrift for Roderick P McDonald. Mahwah, NJ, US: Lawrence Erlbaum Associates Publishers; 2005. p. 275–340. (Multivariate applications book series.).

47. Hu L, Bentler PM. Cutoff criteria for fit indexes in covariance structure analysis: Conventional criteria versus new alternatives. Struct Equ Model A Multidiscip J [Internet]. 1999 Jan [cited 2019 Mar 4]; 6 (1):1–55. Available from: http://www.tandfonline.com/doi/abs/10.1080/10705519909540118

48. Cheung GW, Rensvold RB. Evaluating Goodness-Of-Fit Indexes for Testing Measurement Invariance. Struct Equ Model A Multidiscip J [Internet]. 2002 Apr [cited 2019 Feb 22]; 9(2):233–55. Available from: http://www.tandfonline.com/doi/abs/10.1207/S15328007SEM0902_5

49. Saris WE, Satorra A, Sorbom D. The Detection and Correction of Specification Errors in Structural Equation Models. Sociol Methodol. 1987; 17:105. https://doi.org/10.2307/2703071

50. Van der Veld W, Saris WE, Satorra A. Judgement rule aid for structural equation models version 3.0.4 beta. 2008.

51. Oberski D. Jrule for Mplus: A program for post-hoc power evaluation of structural equation models estimated by Mplus. 2014 Jun;

52. Jorgensen TD, Pornprasertmanit S, Schoemann AM, Rosseel Y. semTools: Useful tools for structural equation modeling. 2018.

53. van der Veld W, Saris WE. Measurement Equivalence Testing 2.0. In: Davidov E, Schmidt P, Billiet J, Meuleman B, editors. Cross-cultural analysis Methods and applications. Second Edi. New York: Routledge; 2018. p. 245–79.
54. Cheung GW, Rensvold RB. Evaluating Goodness-of-Fit Indexes for Testing Measurement Invariance. Struct Equ Model A Multidiscip J. 2002 Apr; 9(2):233–238. https://doi.org/10.1207/S15328007SEM0902_5
55. Chen FF. Sensitivity of Goodness of Fit Indexes to Lack of Measurement Invariance. Struct Equ Model A Multidiscip J. 2007; 14(3):464–504. https://doi.org/10.1080/10705510701301834
56. Rutkowski L, Svetina D. Assessing the hypothesis of measurement invariance in the context of large-scale international surveys. Educ Psychol Meas. 2014; 74:31–57. https://doi.org/10.1177/0016491413498257
57. Bentler PM, Chou CP. Practical issues in structural modeling. Vol. 16, Sociological methods and research. 1987. p. 78–117.
58. Wheaton B. Assessment of Fit in Overidentified Models with Latent Variables. Sociol Methods Res. 1987; 16(1):118–54.
59. Gerbing DW, Anderson JC. On the Meaning of within-Factor Correlated Measurement Errors. J Consum Res. 1984; 11(1):572. https://doi.org/10.1086/208993
60. Steinmetz H. Analyzing Observed Composite Differences Across Groups. Methodology. 2013 Jan; 9(1):1–12.