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Abstract
We propose a model to describe the adaptation of a phenotypically structured population in a $H$-patch environment connected by migration, with each patch associated with a different phenotypic optimum, and we perform a rigorous mathematical analysis of this model. We show that the large-time behaviour of the solution (persistence or extinction) depends on the sign of a principal eigenvalue, $\lambda_H$, and we study the dependency of $\lambda_H$ with respect to $H$. This analysis sheds new light on the effect of increasing the number of patches on the persistence of a population, which has implications in agroecology and for understanding zoonoses; in such cases we consider a pathogenic population and the patches correspond to different host species. The occurrence of a \textit{springboard} effect, where the addition of a patch contributes to persistence, or on the contrary the emergence of a detrimental effect by increasing the number of patches on the persistence, depends in a rather complex way on the respective positions in the phenotypic space of the optimal phenotypes associated with each patch.

From a mathematical point of view, an important part of the difficulty in dealing with $H \geq 3$, compared to $H = 1$ or $H = 2$, comes from the lack of symmetry. Our results, which are based on a fixed point theorem, comparison principles, integral estimates, variational arguments, rearrangement techniques, and numerical simulations, provide a better understanding of these dependencies. In particular, we propose a precise char-
acterisation of the situations where the addition of a third patch increases or decreases the chances of persistence, compared to a situation with only two patches.
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1 Introduction

In Hamel et al. (2021), we analysed PDE systems describing the dynamics of adaptation of a phenotypically structured population, under the effects of mutation, selection and migration in a two-patch environment, each patch being associated with a different phenotypic optimum. Consistently with current literature (Débarre et al. 2013; Meszéna et al. 1997; Papaïx et al. 2013) in evolutionary biology, our analysis showed that migration between the two patches leads to a locally reduced fitness. This reduction in fitness is known as a migration load (García-Ramos and Kirkpatrick 1997) and implies decreased chances of persistence of the global population in a two-patch system compared to a single patch environment.

From an epidemiological viewpoint, the two patches can be interpreted as two different types of hosts (different species, or different genetic variants). Thus, the above result means that it is more difficult for a pathogen to adapt and establish in a two-patch environment connected by migration than in a single patch environment. This observation is in agreement with one of the fundamental principles of agroecology (Caquet et al. 2020; Food and Agriculture Organization of the United Nations 2018), which is that host species diversification should lead to a higher resilience of agroecosystems.

Nevertheless, as discussed in Lavigne et al. (2020), what is right for two patches may not be necessarily right for three patches or more. The presence of a third host may indeed cause a springboard effect, leading to higher chances of persistence of the pathogen, compared to an environment with two hosts. This is a common pattern in zoonoses. For instance the main reservoirs of influenza A virus are the aquatic birds, but it is widely accepted that these viruses need to adapt in an intermediate host (such as pig or poultry) before they lead to an outbreak in human populations (Parrish et al. 2015; Webby and Webster 2001). Coronaviruses, including SARS-CoV-1 and SARS-CoV-2, are also zoonotic, with bats as presumed main reservoir. Intermediate hosts are also suspected to have played an important role in the 2003 and 2019 outbreaks (Latinne et al. 2020; Lau et al. 2005).

Up to our knowledge, there is no rigorous mathematical framework to study the effect of host diversification on the adaptation of a pathogen, when there are three hosts or more. Here, using the same assumptions as in Hamel et al. (2021), we study a system for a phenotypically structured population, under the effects of mutation, selection and migration between several hosts. Our main goal is to check whether the introduction of a third host leads to the above-mentioned springboard effect, or whether, on the contrary, it reduces the chances of persistence of the global population compared to a situation with two hosts. Thus, we mostly focus on the case of three
hosts, described by the following system:

\[
\begin{align*}
\partial_t u_1(t, \mathbf{x}) &= \frac{\mu^2}{2} \Delta u_1(t, \mathbf{x}) + f_1(\mathbf{x}, u_1(t, \cdot)) + \delta \left[ \frac{u_2(t, \mathbf{x}) + u_3(t, \mathbf{x})}{2} - u_1(t, \mathbf{x}) \right], \\
\partial_t u_2(t, \mathbf{x}) &= \frac{\mu^2}{2} \Delta u_2(t, \mathbf{x}) + f_2(\mathbf{x}, u_2(t, \cdot)) + \delta \left[ \frac{u_1(t, \mathbf{x}) + u_3(t, \mathbf{x})}{2} - u_2(t, \mathbf{x}) \right], \\
\partial_t u_3(t, \mathbf{x}) &= \frac{\mu^2}{2} \Delta u_3(t, \mathbf{x}) + f_3(\mathbf{x}, u_3(t, \cdot)) + \delta \left[ \frac{u_1(t, \mathbf{x}) + u_2(t, \mathbf{x})}{2} - u_3(t, \mathbf{x}) \right],
\end{align*}
\]

for \( t > 0 \) and \( \mathbf{x} = (x_1, \ldots, x_n) \in \mathbb{R}^n \). Here, and as in Hamel et al. (2021), \( \mathbf{x} \) is a breeding value for phenotype (for short, we simply write “phenotype” in the sequel), and corresponds to a set of \( n \geq 1 \) traits. The unknowns \( u_i \) are the phenotype densities in the hosts \( i \in \{1, 2, 3\} \), the Laplace operator describes the mutation effects on the phenotype, \( \mu > 0 \) is a mutational parameter, \( \delta > 0 \) the migration rate, and the functions \( f_i(\mathbf{x}, u_i(t, \cdot)) \) describe the growth of the phenotype \( \mathbf{x} \) in the host \( i \) (the precise assumptions on the functions \( f_i \) are given below). Note that the migration and mutation parameters are assumed to be identical over the three hosts. In particular, each host sends migrants to the other hosts, at a rate \( \delta \), and the amount of migrants is evenly split between the other hosts, hence the factor \( 1/2 \). The host dynamics are not explicitly modelled, which implies that host population sizes are constant over the time period considered, and that the presence of the pathogen does not affect host population sizes. Additionally, the symmetric aspect of migration could be explained by the fact that the \( H \) hosts are well-mixed (mean field approximation) and present in comparable proportions. This vision is of course schematic, and cannot be directly applied to study the complex epidemiological dynamics of pathogens such as influenza A or coronaviruses. Nonetheless, as we will see, it still allows us to capture relevant and surprising effects of host diversification.

Some of our results also deal with the general case of \( H \geq 2 \) hosts. Thus, we also consider the following system:

\[
\partial_t u_i(t, \mathbf{x}) = \frac{\mu^2}{2} \Delta u_i(t, \mathbf{x}) + f_i(\mathbf{x}, u_i(t, \cdot)) + \delta \left( \sum_{k=1}^{H} \frac{u_k(t, \mathbf{x})}{H-1} - u_i(t, \mathbf{x}) \right), \quad 1 \leq i \leq H, \quad (1)
\]

for \( t > 0 \) and \( \mathbf{x} \in \mathbb{R}^n \). Again, we assume that each host sends migrants to the other hosts, at a rate \( \delta \), and that the amount of migrants is evenly split between the other hosts, hence the factor \( 1/(H-1) \). With these assumptions, the migration rate from a given host \( i \) towards the pool made up of all the \( H-1 \) other hosts does not depend on \( H \). In the particular case \( H = 1 \), there is no migration and (1) reduces to the scalar equation \( \partial_t u_1(t, \mathbf{x}) = (\mu^2/2) \Delta u_1(t, \mathbf{x}) + f_1(\mathbf{x}, u_1(t, \cdot)) \).

Each host is characterised by a phenotype optimum \( \mathbf{O}_i \in \mathbb{R}^n \). Namely, the fitness (reproductive success) of a phenotype \( \mathbf{x} \) in the host \( i \) is described by a function \( r_i(\mathbf{x}) \) that decreases away from the optimum \( \mathbf{O}_i \). As in Hamel et al. (2021) we use Fisher’s
geometrical phenotype-to-fitness model (FGM), which assumes that:

\[ r_i(x) = r_{\text{max}} - \alpha \frac{\| x - O_i \|^2}{2}, \]

where \( r_{\text{max}} \in \mathbb{R} \) is the fitness of the optimal phenotype \((O_i)\) in the host \(i\), \( \alpha > 0 \) is a measure of the intensity of selection, and \( \| \| \) denotes the Euclidean norm in \( \mathbb{R}^n \) (we use the same notation for any dimension \( n \geq 1 \), we also denote \( \cdot \) the Euclidean inner product in \( \mathbb{R}^n \)). Although the geometrical FGM may appear oversimplified, it is grounded in several theoretical and empirical arguments (Martin and Lenormand 2015; Tenaillon 2014) and can be derived from a less constrained model of the phenotype-to-fitness landscape based on random matrix theory (Martin 2014). As pointed out in Klausmeier et al. (2020), other non-quadratic fitness functions may be more appropriate in specific situations, such as a changing environment.

In Hamel et al. (2021), we considered two types of growth functions, either linear (corresponding to a Malthusian growth) or logistic-like. Here, we only consider the logistic-like growth term, which describes a nonlocal competition between the phenotypes within each host. It corresponds to 

\[ f_i(x, \phi) = \phi(x) \left( r_i(x) - \int_{\mathbb{R}^n} \phi(y) \, dy \right) \]

for any \( x \in \mathbb{R}^n \) and any continuous \( \mathcal{L}^1(\mathbb{R}^n) \) function \( \phi : \mathbb{R}^n \rightarrow \mathbb{R} \), that is,

\[ f_i(x, u_i(t, \cdot)) = u_i(t, x) \left( r_i(x) - \int_{\mathbb{R}^n} u_i(t, y) \, dy \right). \]

This is the most biologically relevant (however see Roughgarden 1971 for discussions on such choices) and mathematically involved case.

When \( H = 2 \), we established in Hamel et al. (2021) the existence and uniqueness of the solution of the Cauchy problem associated with (1) with growth functions (3), under some symmetry assumptions on the initial conditions. Then, still in the case \( H = 2 \), we obtained a characterisation of the large-time behaviour of the solution (persistence or extinction) based on the sign of a principal eigenvalue, here denoted \( \lambda_2 \).

In this work, we first extend these results to the general case \( H \geq 2 \). Let us emphasise that, when \( H \geq 3 \), symmetry arguments are no longer applicable (except in some very particular configurations). In Sect. 2, we thus state the existence and uniqueness of the solution of the Cauchy problem associated with (1), and we establish a condition for the persistence of the population, based on the sign of a principal eigenvalue denoted \( \lambda_H \), and we describe the large-time behaviour of the total population size. Then, we propose in Sect. 3 a mathematical analysis of the effects of the parameters on the value of \( \lambda_H \), including the effect of the mutation, selection and migration parameters. As explained above, our main objective is to investigate the effect of adding a third host, compared to a baseline situation with two hosts. In that respect, we fix the position of the two optima \( O_1 \) and \( O_2 \), leading to a given value of \( \lambda_2 \). Then, in Sect. 4, we study the sign of \( \lambda_2 - \lambda_3 \), depending on the position \( O_3 \) of the optimum of the third host. This sign determines whether the presence of a third host increases \( (\lambda_2 - \lambda_3 > 0) \) or decreases \( (\lambda_2 - \lambda_3 < 0) \) the chances of persistence. We propose a mathematical analysis, completed by some numerical simulations. The outcomes are various, and sometimes surprising, see the discussion in Sect. 5. We gather all the proofs in Sect. 6.
2 Existence, uniqueness and persistence results

2.1 The Cauchy problem

For $H ≥ 2$, we consider the nonlinear and nonlocal system (1), where the functions $x ↦ r_i(x)$ are as in (2), while the functions $f_i(x, u_i(t, \cdot))$ are as in (3). System (1) is supplemented with an initial datum

$$u^0 = (u_1^0, \ldots, u_H^0), \quad u_i^0 \in C(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \cap L^1(\mathbb{R}^n) \text{ and } u_i^0 ≥ 0 \text{ for all } 1 ≤ i ≤ H, \quad (4)$$

and we focus on the well-posedness of the Cauchy problem (1)–(4), under some additional decay properties on $u^0$, see (5) below. The proofs are very different from that for the case $H = 2$ in Hamel et al. (2021), where symmetry arguments were used to reduce the study of the nonlinear system (1) to that of a linear scalar equation. Such arguments cannot be applied in the general case $H > 2$.

**Theorem 1** (Well-posedness) Assume that there exist positive constants $K$ and $θ$ such that the initial condition $u^0$ in (4) satisfies

$$∀ 1 ≤ i ≤ H, \quad ∀ x ∈ \mathbb{R}^n, \quad 0 ≤ u_i^0(x) ≤ K e^{-θ\|x\|}. \quad (5)$$

Then, there is a unique solution $u = (u_1, \ldots, u_H)$ of (1)–(4) in $C([0, +∞) × \mathbb{R}^n, \mathbb{R}^H) \cap C^{1,2};t, x((0, +∞) × \mathbb{R}^n, \mathbb{R}^H)$ such that

$$∀ 1 ≤ i ≤ H, \quad ∀ t ≥ 0, \quad ∀ x ∈ \mathbb{R}^n, \quad 0 ≤ u_i(t, x) ≤ K e^{(r_{\max}+1)t-\min(θ, 1/μ)\|x\|}, \quad (6)$$

and the maps $t ↦ \int_{\mathbb{R}^n} u_i(t, x) \, dx$ are locally Lipschitz-continuous in $[0, +∞)$.

2.2 The principal eigenvalue

Here, we present some linear material, namely the principal eigenvalue $λ_H$ and the principal eigenvector $Φ = (ϕ_1, \ldots, ϕ_H)$ solving $AΦ^T = λ_H Φ^T$, where the operator

$$A := -\frac{μ^2}{2} \Delta - \begin{pmatrix} r_1(x) - δ & \frac{δ}{H - 1} & \cdots & \frac{δ}{H - 1} \\ \frac{δ}{H - 1} & r_2(x) - δ & \cdots & \cdots \\ \vdots & \vdots & \ddots & \vdots \\ \frac{δ}{H - 1} & \cdots & \frac{δ}{H - 1} & r_H(x) - δ \end{pmatrix} \quad (7)$$

is obtained by linearizing system (1) around the trivial solution $(0, \ldots, 0)$. Since $δ > 0$ and since the fitness functions, defined in (2), satisfy $r_i(x) → -∞$ as $\|x\| → +∞$, $A$ can be seen as a cooperative Schrödinger operator with confining potentials, of which
the linear analysis is classical, see (Agmon 1982; Damascelli and Pacella 2013) in a bounded domain, or Cardoulis (2009, 2015) in a slightly different setting. Another approach, used in Hamel et al. (2021), consists in defining $\lambda_H$ as the limit, as $R \to +\infty$, of the Dirichlet principal eigenvalue $\lambda^R_H$ in the open Euclidean ball $B(O, R)$ of center the origin

\[ O := (0, \ldots, 0) \]

and radius $R > 0$. Similarly, $\Phi = (\varphi_1, \ldots, \varphi_H)$ can be defined as in Hamel et al. (2021) as the locally uniform limit of the functions $\Phi^R$ (after suitable multiplication, say, with $\Phi^R_1(O) = 1$). The functions $\Phi^R$ belong to $C^\infty_0(B(O, R))$ from standard elliptic estimates, where $C^\infty_0(B(O, R))$ is the space of $C^\infty(B(O, R))$ functions vanishing on $\partial B(O, R)$. It is also known that the functions $\varphi_i$’s are positive and decay exponentially as $\|x\| \to +\infty$, thanks to the confining property of the potentials $r_i$. We thus consider the principal eigenvalue $\lambda_H$, the normalised and positive (that is, positive componentwise) principal eigenvector $\Phi := (\varphi_1, \ldots, \varphi_H)$ in $\mathbb{R}^n$.

\[
-\frac{\mu^2}{2} \Delta \varphi_i(x) - r_i(x) \varphi_i(x) - \delta \left( \sum_{k=1}^H \varphi_k(x) \frac{H-1}{H} - \varphi_i(x) \right) = \lambda_H \varphi_i(x) \quad \text{in} \quad \mathbb{R}^n, \quad 1 \leq i \leq H. \tag{8}
\]

We also know that $\Phi \in (H^1(\mathbb{R}^n) \cap L^2_w(\mathbb{R}^n))^H$, with

\[
L^2_w(\mathbb{R}^n) := \left\{ \psi : \mathbb{R}^n \to \mathbb{R} \text{ such that } x \mapsto \|x\| \psi(x) \in L^2(\mathbb{R}^n) \right\},
\]

and that the following Rayleigh formula is available:

\[
\lambda_H = Q_H(\Phi) = \min \left\{ Q_H(\Psi) : \Psi \in (H^1(\mathbb{R}^n) \cap L^2_w(\mathbb{R}^n))^H, \int_{\mathbb{R}^n} \|\Psi(x)\|^2 \, dx = 1 \right\}, \tag{9}
\]

where

\[
Q_H(\Psi) = Q_H(\psi_1, \ldots, \psi_H)
:= \sum_{i=1}^H \left( \frac{\mu^2}{2} \int_{\mathbb{R}^n} \|\nabla \psi_i(x)\|^2 \, dx - \int_{\mathbb{R}^n} r_i(x) (\psi_i(x))^2 \, dx \right) + \delta \left( 1 - \sum_{1 \leq i < j \leq H} \frac{2}{H-1} \int_{\mathbb{R}^n} \psi_i(x) \psi_j(x) \, dx \right). \tag{10}
\]

In the sequel, we say that $\Psi \in L^2(\mathbb{R}^n)^H$ is normalised whenever $\int_{\mathbb{R}^n} \|\Psi(x)\|^2 \, dx = 1$. 

\[ \text{Springer} \]
Furthermore, the principal eigenvector $Φ$ and its opposite $−Φ$ are the unique normalised minima of $Q_H$ in $(H^1(\mathbb{R}^n) \cap L^2_w(\mathbb{R}^n))^H$, and $Φ$ is the unique nonnegative (componentwise) eigenvector of $A$ in $(H^1(\mathbb{R}^n) \cap L^2_w(\mathbb{R}^n))^H$.

The principal eigenvalue $λ_H$ depends on the parameters $δ, α, μ, r_{\text{max}}$ (on a trivial additional manner, since $λ_H + r_{\text{max}}$ is independent of $r_{\text{max}}$), as well as on the optima $(O_i)_{1 ≤ i ≤ H}$. In the following sections, depending on the context, we will also use the notations $λ_H(δ)$, $λ_H(O_1, \ldots, O_H)$, or $λ_H(δ, α, μ, O_1, \ldots, O_H)$ in order to emphasise the effect of the various parameters on $λ_H$.

For the particular case $H = 1$, we refer to Sect. 3.1.

### 2.3 Extinction versus persistence

Let $u = (u_1, \ldots, u_H)$ denote the solution of (1)–(6) given in Theorem 1. Remember that $u_i ≥ 0$ in $[0, +∞) × \mathbb{R}^n$, for each $1 ≤ i ≤ H$. Assume without loss of generality that $u^0 \neq (0, \ldots, 0)$ in $\mathbb{R}^n$, that is, there is $1 ≤ j ≤ H$ such that $u_j \neq 0$ in $\mathbb{R}^n$. The strong parabolic maximum principle applied to $u_j$ implies that $u_j > 0$ in $(0, +∞) × \mathbb{R}^n$, and then $u_i > 0$ in $(0, +∞) × \mathbb{R}^n$ from the strong parabolic maximum principle applied to each $u_i$ with $i \neq j$. For $t ≥ 0$, we define the population size within each host $1 ≤ i ≤ H$ as

$$N_i(t) := \int_{\mathbb{R}^n} u_i(t, y) \, dy,$$

which is a positive real number for $t > 0$, by (6) and the previous observations. Furthermore, the Lebesgue dominated convergence theorem implies that each function $N_i$ is continuous in $[0, +∞)$. The total population size in the system is defined as

$$N(t) := N_1(t) + \cdots + N_H(t),$$

and the mean growth rate within each host as

$$\bar{r}_i(t) := \frac{\int_{\mathbb{R}^n} r_i(y) u_i(t, y) \, dy}{\int_{\mathbb{R}^n} u_i(t, y) \, dy} = \frac{\int_{\mathbb{R}^n} r_i(y) u_i(t, y) \, dy}{N_i(t)}.$$

By integrating (1) over $[t_1, t_2] × B(0, R)$ for any $0 < t_1 < t_2 < +∞$ and $R > 0$, by passing to the limit as $R → +∞$ and then as $t_2 - t_1 → 0$, and by using (6) as in the proof of Theorem 1 in Sect. 6.1 (see especially (38) below), it follows that the population sizes are differentiable in $(0, +∞)$ and satisfy

$$N'_i(t) = \bar{r}_i(t)N_i(t) - N_i(t)^2 + \frac{δ}{H - 1} \sum_{k=1}^{H} (N_k(t) - N_i(t))$$

for every $1 ≤ i ≤ H$ and $t > 0$ (and even at $t = 0$ by continuity as $t → 0$ in the above formula).
As classical in related literature, see (Berestycki et al. 2005; Cantrell and Cosner 1989) among many others, the sign of the principal eigenvalue $\lambda_H$ fully determines the fate of the population at large times.

**Proposition 1** (Extinction vs persistence) Let $\lambda_H$ be given by (9), and let $u$ be the solution of (1)–(6) given by Theorem 1, with a non-trivial initial condition $u^0$, let $N_i(t)$ be the corresponding population sizes in each habitat, and let $N(t)$ the total population size in the system.

(i) If $\lambda_H > 0$ and $u^0$ is compactly supported, then

$$N(t) \to 0 \text{ as } t \to +\infty \text{ (extinction of the population)}.$$ 

(ii) If $\lambda_H = 0$ and $u^0$ is compactly supported, then

$$\liminf_{t \to +\infty} \left( \min_{1 \leq i \leq H} N_i(t) \right) = 0 \text{ (partial extinction of the population)}.$$ 

(iii) If $\lambda_H < 0$, then

$$\limsup_{t \to +\infty} N(t) \geq \limsup_{t \to +\infty} \left( \max_{1 \leq i \leq H} N_i(t) \right) \geq -\lambda_H > 0 \text{ (persistence of the population)}.$$ 

\[ (12) \]

2.4 Stationary states

In this subsection, we are interested in positive bounded stationary states of (1). By positive, we mean positive componentwise in $\mathbb{R}^n$ since, from the strong elliptic maximum principle applied to this cooperative system, if a bounded stationary state is nonnegative componentwise in $\mathbb{R}^n$, it is either positive componentwise, or identically 0 in $\mathbb{R}^n$. From the confining properties of the fitnesses $r_i$, any positive bounded stationary state of (1) necessarily decays to 0 exponentially as $\|x\| \to +\infty$. Therefore, it follows from Theorem 1 and the proof of Proposition 1 that (1) has no positive bounded stationary state if $\lambda_H \geq 0$ (see Remark 4 below for further details).

Furthermore, it turns out that, when persistence occurs, that is, $\lambda_H < 0$, the nature of the stationary states deeply depends on the number of hosts. Namely, when $H = 1, 2$, the stationary states are proportional to the principal eigenfunctions (and the study of their “shapes” has recently received a lot of attention, see e.g. Alfaro and Veruet 2019; Djidjou-Demasse et al. 2017; Mirrahimi 2017; Mirrahimi and Gandon 2020). This is no longer true in general in the case $H > 2$, due to a possible symmetry breaking. More precisely, we have the following results.

**Proposition 2** (Stationary states)

(i) Assume that $H = 1$ and $\lambda_1 < 0$. The positive bounded stationary state of (1) is unique and is given by:

$$p_1(x) = -\lambda_1 \frac{\varphi_1(x)}{\int_{\mathbb{R}^n} \varphi_1(y) \, dy}, \ x \in \mathbb{R}^n.$$
(ii) Assume that $H = 2$ and $\lambda_2 < 0$. Then the principal eigenvector $(\varphi_1, \varphi_2)$ of $A$ in \((H^1(\mathbb{R}^n) \cap L^2_w(\mathbb{R}^n))^2\) satisfies \(\int_{\mathbb{R}^n} \varphi_1(y) \, dy = \int_{\mathbb{R}^n} \varphi_2(y) \, dy\), and

$$
\mathbf{x} \mapsto (p_1(\mathbf{x}), p_2(\mathbf{x})) := \left( -\lambda_2 \int_{\mathbb{R}^n} \varphi_1(y) \, dy, -\lambda_2 \int_{\mathbb{R}^n} \varphi_2(y) \, dy \right)
$$

is a positive bounded stationary state of (1) proportional to $(\varphi_1, \varphi_2)$, and satisfying $\int_{\mathbb{R}^n} p_1(\mathbf{x}) \, d\mathbf{x} = \int_{\mathbb{R}^n} p_2(\mathbf{x}) \, d\mathbf{x} = -\lambda_2$.

(iii) Assume that $H > 2$ and $\lambda_H < 0$. Then, there exists a configuration of the optima $(O_1, \ldots, O_H)$ such that any positive bounded stationary state $(p_1, \ldots, p_H)$ is not proportional to the principal eigenvector $(\varphi_1, \ldots, \varphi_H)$ of $A$.

3 Effect of the main parameters on persistence

In this section, we investigate the dependence of $\lambda_H$ with respect to the parameters $\delta > 0$, $\alpha > 0$, $\mu > 0$, and the optima $(O_i)_{1 \leq i \leq H} \in (\mathbb{R}^n)^H$. It is useful to start with the “reference case”, namely $H = 1$.

3.1 The reference case with a single host

In that case of a single host at position $O_1$, there is no transfer rate, that is, (8) reduces to a single equation with $\delta = 0$. The principal eigenpair $(\lambda_1, G_1)$ solving

$$
-\frac{\mu^2}{2} \Delta G_1(\mathbf{x}) - r_1(\mathbf{x}) G_1(\mathbf{x}) = \lambda_1 G_1(\mathbf{x}) \quad \text{in } \mathbb{R}^n,
$$

is explicitly given by

$$
\lambda_1 = \lambda_1(\alpha, \mu) = \frac{\mu \sqrt{\alpha}}{2} - r_{\max}, \quad G_1(\mathbf{x}) = G(\mathbf{x} - O_1), \quad G(\mathbf{y}) := C_G e^{-\sqrt{\alpha} \|\mathbf{y}\|^2/(2\mu)},
$$

where $C_G > 0$ is a normalising positive constant that guarantees that $\int_{\mathbb{R}^n} G^2(\mathbf{y}) \, d\mathbf{y} = 1$. Notice that, as the problem (14) is left invariant by any translation of the phenotypic space, the eigenvalue $\lambda_1$ does not depend on the position of the optimum $O_1$.

3.2 The case of $H$ hosts with $H \geq 2$

In this subsection, we assume $H \geq 2$ and denote $\lambda_H = \lambda_H(\delta, \alpha, \mu, O_1, \ldots, O_H)$ the principal eigenvalue of $A$ in \((H^1(\mathbb{R}^n) \cap L^2_w(\mathbb{R}^n))^H\), depending on $\delta > 0$, $\alpha > 0$, $\mu > 0$, and $(O_i)_{1 \leq i \leq H}$. As above, the corresponding normalised eigenvector is denoted $\Phi = (\varphi_1, \ldots, \varphi_H)$. Observe that, if we consider (8) with $\delta = 0$, the $H$ equations are decoupled and we then define

$$
\lambda_H(0, \alpha, \mu, O_1, \ldots, O_H) := \lambda_1(\alpha, \mu) = \frac{\mu \sqrt{\alpha}}{2} - r_{\max}.
$$
For later use, we define, for $1 \leq i \leq H$,

$$G_i(x) := G(x - O_i) = C_G e^{-\sqrt{\alpha} \|x-O_i\|^2/(2\mu)}$$

and it is convenient to straightforwardly compute

$$\int_{\mathbb{R}^n} G_i(x) G_j(x) \, dx = e^{-\sqrt{\alpha} \|O_i-O_j\|^2/(4\mu)}. \tag{17}$$

The following first result of this section asserts that the principal eigenvalue depends continuously on the parameters, and that an increase of the migration rate $\delta > 0$, or of the intensity of selection $\alpha > 0$, or of the mutational parameter $\mu > 0$ reduces the chances of persistence of the population.

**Proposition 3** (Continuity and monotonicity w.r.t. parameters) Let $H \geq 2$ be given. The function $(\delta, \alpha, \mu, O_1, \ldots, O_H) \mapsto \lambda_H(\delta, \alpha, \mu, O_1, \ldots, O_H)$ is continuous in $[0, +\infty) \times (0, +\infty)^2 \times (\mathbb{R}^n)^H$, and concave with respect to $(\delta, \alpha, \mu)$. Furthermore, $\lambda_H(\delta, \alpha, \mu, O_1, \ldots, O_H)$ is increasing with respect to $\alpha > 0$ and to $\mu > 0$. Lastly, either the optima $O_i$ are all identical and $\lambda_H(\delta, \alpha, \mu, O_1, \ldots, O_H) = \lambda_1(\alpha, \mu) = \mu n \sqrt{\alpha}/2 - r_{\max}$ for all $\delta \geq 0$, or $\lambda_H(\delta, \alpha, \mu, O_1, \ldots, O_H)$ is increasing with respect to $\delta \geq 0$.

The following bounds on $\lambda_H$ shows, in particular, that the case with many hosts is always less favourable for the population than the case with a single host.

**Proposition 4** (Bounds on $\lambda_H$ w.r.t. $\lambda_1$) Let $H \geq 2$ be given. Then, for all $\delta > 0$, $\alpha > 0$, $\mu > 0$, and $(O_i)_{1 \leq i \leq H} \in (\mathbb{R}^n)^H$,

$$\frac{\mu n \sqrt{\alpha}}{2} - r_{\max} = \lambda_1(\alpha, \mu) \leq \lambda_1(\alpha, \mu) + \delta \left(1 - \sum_{1 \leq i < j \leq H} \frac{2}{H-1} \int_{\mathbb{R}^n} \phi_i(x) \phi_j(x) \, dx\right) \leq \lambda_H(\delta, \alpha, \mu, O_1, \ldots, O_H) \leq \lambda_1(\alpha, \mu) + \delta \left(1 - \sum_{1 \leq i < j \leq H} \frac{2}{H(H-1)} \int_{\mathbb{R}^n} G_i(x) G_j(x) \, dx\right) \leq \lambda_1(\alpha, \mu) + \delta = \frac{\mu n \sqrt{\alpha}}{2} - r_{\max} + \delta. \tag{18}$$

Moreover, for every $\mu > 0$, $\alpha > 0$ and $(O_i)_{1 \leq i \leq H} \in (\mathbb{R}^n)^H$, $\lambda_H(\delta, \alpha, \mu, O_1, \ldots, O_H)$ is bounded independently of $\delta$.

In the sequel, and without loss of generality, we fix the optima $O_1$ and $O_2$ at

$$O_1 := (-\beta, 0, \ldots, 0), \quad O_2 := (\beta, 0, \ldots, 0), \quad \beta \geq 0$$

for some $\beta \geq 0$. In the case $H = 2$, we now denote $\lambda_2(\delta, \alpha, \mu, \beta)$ the principal eigenvalue of (8). In Hamel et al. (2021), we defined the habitat difference by $m_D :=$
\[ \|O_1 - O_2\|_2^2 / 2 = 2 \beta^2 \], and we proved that \( \lambda_2(\delta, \alpha, \mu, \beta) \) was an increasing function of \( m_D \) (and therefore of \( \beta \)), see (Hamel et al. 2021, Proposition 4). We also proved that \( \lambda_2(\delta, \alpha, \mu, \beta) \to \lambda_1(\alpha, \mu) = \mu n \sqrt{\alpha / 2} - r_{\text{max}} \) as \( \delta \to 0^+ \). The result below, which is a direct consequence of Proposition 4 (together with (17)), extends this last result to the case of \( H \geq 2 \) hosts.

**Corollary 1** Let \( H \geq 2 \) be given. Then, for every \( \delta > 0, \alpha > 0, \mu > 0, \beta \geq 0 \), and \((O_i)_{1 \leq i \leq H} \in (\mathbb{R}^n)^H \) with \( O_1 \) and \( O_2 \) as in (19), there holds

\[
\lambda_1(\alpha, \mu) \leq \lambda_H(\delta, \alpha, \mu, O_1, \ldots, O_H) \leq \lambda_1(\alpha, \mu) + \frac{2}{H(H-1)} e^{-\sqrt{\alpha \beta^2 / \mu}}.
\]

Incidentally, for \( H = 2 \), \( \lambda_2(\delta, \alpha, \mu, \beta) - \lambda_1(\alpha, \mu) \to 0 \) when \( \alpha \to 0^+, \mu \to +\infty \) or \( \beta \to 0 \).

Having understood, by Propositions 3–4, the small migration rate regime \( \delta \to 0 \), we now turn to the asymptotics \( \delta \to +\infty \). The case \( H = 2 \) was investigated in Hamel et al. (2021, Proposition 4), where we obtained that \( \lambda_2(\delta, 1, \mu, \beta) \to \lambda_1(1, \mu) + \beta^2 / 2 = \mu n / 2 - r_{\text{max}} + \beta^2 / 2 \) as \( \delta \to +\infty \) (in the case \( \alpha = 1 \)). We generalise here this result to any number \( H \geq 2 \) of hosts.

**Proposition 5** (Large migration rate) Let \( H \geq 2, \alpha > 0, \mu > 0 \), and \((O_i)_{1 \leq i \leq H} \in (\mathbb{R}^n)^H \) be given. Then \( \lambda_H(\delta, \alpha, \mu, O_1, \ldots, O_H) \nearrow \lambda_{H,\infty}(\alpha, \mu, O_1, \ldots, O_H) \) as \( \delta \to +\infty \), where \( \lambda_{H,\infty}(\alpha, \mu, O_1, \ldots, O_H) \) is the principal eigenvalue for a population living in a single host and with “effective” fitness equal to the mean of the \( H \) original fitness functions, that is,

\[
- \frac{\mu^2}{2} \Delta \varphi(x) - R_H(x) \varphi(x) = \lambda_{H,\infty}(\alpha, \mu, O_1, \ldots, O_H) \varphi(x), \quad R_H(x) := \frac{1}{H} \sum_{i=1}^{H} r_i(x). 
\]

with principal eigenfunction \( \varphi \in C_0^\infty(\mathbb{R}^n) \). As a consequence, given the center of mass

\[
M := \frac{1}{H} \sum_{i=1}^{H} O_i,
\]

we have

\[
\lambda_{H,\infty}(\alpha, \mu, O_1, \ldots, O_H) = \lambda_1(\alpha, \mu) - R_H(M) + r_{\text{max}}.
\]

### 4 Effect of a third host

As seen in Proposition 4, the inequality \( \lambda_1(\alpha, \mu) = \lambda_1 \leq \lambda_2 = \lambda_2(\delta, \alpha, \mu, O_1, O_2) \) is always true (as is the inequality \( \lambda_1 \leq \lambda_H \) for any \( H \geq 2 \)), meaning that the presence of a second host always penalises the population. In this section, given \( \delta > 0, \alpha > 0, \mu > 0 \), we investigate how the introduction of a third host affects the chances of survival of the population, compared to the case of only two hosts. To do so, we
denote $\lambda_2 = \lambda_2(O_1, O_2)$ the principal eigenvalue for two hosts with optima $O_1$ and $O_2$ as in (19), and $\lambda_3 = \lambda_3(O_1, O_2, O_3)$ the principal eigenvalue for three hosts with optima $O_1, O_2$ and $O_3$. Our goal is to compare $\lambda_2(O_1, O_2)$ and $\lambda_3(O_1, O_2, O_3)$. As revealed in the following, the situation is very rich and the outcomes dramatically depend not only on the different parameters but also the position of the third optimum $O_3$. In the following, we denote

$$\Lambda_\delta := \left\{ O_3 \in \mathbb{R}^n : \lambda_3(O_1, O_2, O_3) < \lambda_2(O_1, O_2) \right\}$$  (22)

the region in the phenotypical space where the presence of a third host corresponding to an optimum $O_3$ causes a springboard effect, leading to higher chances of persistence of the pathogen, compared to an environment with the two hosts with optima $O_1$ and $O_2$.

We first deal in Sect. 4.1 with the case of small or large migration regimes ($\delta$ small or large), while Sect. 4.2 provides some comparisons which hold for any given $\delta > 0$. Some complementing numerical simulations are presented in Sect. 4.3.

### 4.1 Large and small migration regimes

#### 4.1.1 Large migration regime

Let us first consider the regime corresponding to the limit case $\delta \to +\infty$. We denote

$$\Lambda_\infty := \left\{ O_3 \in \mathbb{R}^n : \lambda_{3,\infty}(O_1, O_2, O_3) < \lambda_{2,\infty}(O_1, O_2) \right\},$$  (23)

where the quantities $\lambda_{H,\infty}$ are defined in Proposition 5 (there, the dependence of $\lambda_{H,\infty}$ on $\alpha$ and $\mu$ was also emphasised; here $\alpha > 0$ and $\mu > 0$ are fixed, and we are mainly interested in the dependence with respect to the position of the optima, this is why we use the notations $\lambda_{3,\infty}(O_1, O_2, O_3)$ and $\lambda_{2,\infty}(O_1, O_2)$). We also recall that $\lambda_1 = \mu n \sqrt{\alpha/2} - r_{\max}$ is independent of $\delta$.

For two hosts, the center of mass is $M_2 = (O_1 + O_2)/2 = (0, \ldots, 0) = O$, and the effective fitness defined in Proposition 5 is $R_2(x) = (r_1(x) + r_2(x))/2 = r_{\max} - \alpha \|x\|^2/2 - \alpha \beta^2/2$. As a result

$$\lambda_{2,\infty}(O_1, O_2) = \lambda_1 - R_2(M_2) + r_{\max} = \lambda_1 + \frac{\alpha \beta^2}{2}.$$

For three hosts, the third optimum is denoted $O_3 = (a_1, \ldots, a_n)$, and the effective fitness of Proposition 5 is

$$R_3(x) = \frac{r_1(x) + r_2(x) + r_3(x)}{3} = r_{\max} - \frac{\alpha}{2} \|x - M_3\|^2 - \frac{\alpha}{2} \left( \frac{2}{3} \beta^2 + \frac{2}{9} (a_1^2 + \cdots + a_n^2) \right).$$
where $M_3 := \frac{1}{3}O_3$ is the center of mass of the triangle $O_1O_2O_3$. As a result

$$\lambda_{3,\infty}(O_1, O_2, O_3) = \lambda_1 - R_3(M_3) + r_{\max} = \lambda_1 + \frac{\alpha}{2} \left( \frac{2}{3} \beta^2 + \frac{2}{9} (a_1^2 + \cdots + a_n^2) \right).$$

From this, we immediately identify the asymptotic region (as $\delta \to +\infty$) where the third host increases the chances of persistence (see right column of Fig. 1).

**Proposition 6** (Region leading to higher chances of persistence for large migration rate) *In the phenotypical space $\mathbb{R}^n$, the region $\Lambda_{\infty}$ defined by (23) is the open Euclidean ball $B(O, \sqrt{3/2} \beta)$ centered at the origin $O$ and of radius $\sqrt{3/2} \beta$.\(^*\)

Notice that both $O_1$ and $O_2$ belong to $\Lambda_{\infty}$. On the other hand, $O_3 = (0, \pm\sqrt{3}\beta, 0, \ldots, 0)$, which makes $O_1O_2O_3$ an equilateral triangle, does not belong to $\Lambda_{\infty}$. This, as revealed below (see Proposition 8), is actually true for all $\delta > 0$.

**Remark 1** Consider the “host in the middle” situation, that is $O_3 = O = (0, \ldots, 0)$ so that $\lambda_{3,\infty}(O_1, O_2, O) = \lambda_1 + \alpha \beta^2/3$. We now introduce a fourth host whose optimum is denoted $O_4 = (b_1, \ldots, b_n)$. As above we compute

$$\lambda_{4,\infty}(O_1, O_2, O, O_4) = \lambda_1 + \frac{\alpha}{2} \left( \frac{1}{2} \beta^2 + \frac{3}{16} (b_1^2 + \cdots + b_n^2) \right).$$

Then the region where $\lambda_{4,\infty}(O_1, O_2, O, O_4) < \lambda_{3,\infty}(O_1, O_2, O)$ is the ball $B(O, \sqrt{8/9} \beta)$ and, this time, $O_1$ and $O_2$ do not belong to this ball.

**Small migration regime**

Let us fix $\alpha > 0$, $\mu > 0$, $\beta > 0$, $O_1$ and $O_2$ as in (19), and let us now investigate $\Lambda_{\delta}$ given in (22) for $0 < \delta \ll 1$. For given positions $O_1, O_2, O_3$, using the notations $\lambda_3 = \lambda_3(\delta)$ and $\lambda_2 = \lambda_2(\delta)$, we focus on the difference $\lambda_3(\delta) - \lambda_2(\delta)$. As mentioned above, by (16), $\lambda_3(0) - \lambda_2(0) = \lambda_1 - \lambda_1 = 0$, and $\lambda_3(\delta) - \lambda_2(\delta) \to \lambda_1 - \lambda_1 = 0$ by Proposition 4. Hence, if we define $\Lambda_0$ as in (22) with $\delta = 0$, we have $\Lambda_0 = \emptyset$. Thus, the quantity $\lambda_3'(0) - \lambda_2'(0)$, if it exists, would be an important information. For a general $H \geq 2$, we denote $\lambda_H = \lambda_H(\delta)$, all other parameters $\alpha > 0$, $\mu > 0$ and $(O_i)_{1 \leq i \leq H} \in (\mathbb{R}^n)^H$ being fixed.

**Proposition 7** (Region leading to higher chances of persistence for small migration rate) *For any $H \geq 2$, the function $\delta \mapsto \lambda_H(\delta)$ is differentiable in $[0, +\infty)$, with $\lambda_H'(\delta) < 1$ for all $\delta \geq 0$. Furthermore, either the optima $O_i$ are all identical and $\lambda_H(\delta) = \lambda_1 = \mu n \sqrt{\alpha}/2 - r_{\max}$ for all $\delta \geq 0$, or $\lambda_H'(\delta) > 0$ for all $\delta \geq 0$.\(^*\) Lastly,

$$\lambda_H'(0) = \frac{H - \mu A}{H - 1},$$

(24)

\(^*\) Notice that the inequalities $0 \leq \lambda_H'(0) < 1$ are coherent with Corollary 1.
where

$$\mu_A := \max_{q=(q_1, \ldots, q_H) \in \mathbb{R}^H, \|q\|=1} \sum_{1 \leq i, j \leq H} a_{ij} q_i q_j$$

is the largest eigenvalue of the $H \times H$ symmetric matrix $A = (a_{ij})_{1 \leq i, j \leq H}$ defined by

$$a_{ij} := e^{-\sqrt{\alpha} \|O_i - O_j\|^2/(4\mu)} > 0.$$  

In particular, with $O_1$ and $O_2$ as in (19), there holds

$$\mathcal{P} := \{O_3 \in \mathbb{R}^n : \lambda_2'(0) < \lambda_2(0)\} = \left\{O_3 \in \mathbb{R}^n : k(O_3) := g(O_3) \cos \left( \frac{\arccos(h(O_3) g(O_3)^{-3})}{3} \right) > 1 \right\}$$  

(25)

with

$$g(O_3) := \sqrt{1 + 2h(O_3) \cosh(\sqrt{\alpha} a_1 \beta / \mu) / 3}, \quad h(O_3) := e^{\sqrt{\alpha} (3\beta^2 - \|O_3\|^2)/(2\mu)},$$

and $O_3 = (a_1, \ldots, a_n)$. Thus, if $O_3 \in \mathcal{P}$, then there is $\delta_0 > 0$ such that $O_3 \in \Lambda_\delta$ for every $0 < \delta < \delta_0$, with $\Lambda_\delta$ as in (22). On the other hand, if $O_3 \notin \overline{\mathcal{P}}$, then there is $\delta_0 > 0$ such that $O_3 \notin \Lambda_\delta$ for every $0 < \delta < \delta_0$.

Let us now briefly comment on the properties of $\mathcal{P}$ given in (25). First of all, since the function $k$ is continuous in $\mathbb{R}^n$ and converges to $\cos(\pi/6)/\sqrt{3} = 1/2 < 1$ as $\|O_3\| \to +\infty$, the set $\mathcal{P}$ is open and bounded. Furthermore, it is symmetric with respect to the hyperplane $\{0\} \times \mathbb{R}^{n-1}$ and axisymmetric with respect to the axis $\mathbb{R} \times \{0\}^{n-1}$. When $O_3 = (0, \sqrt{3} \beta, 0, \ldots, 0)$, then $O_1 O_2 O_3$ is an equilateral triangle, and $k(O_3) = 1$, hence $O_3 \in \partial \mathcal{P}$. This is, in some sense, sharp: we will actually prove in Proposition 8 below that, for any $\delta > 0$, $O_3 = (0, \sqrt{3} \beta, 0, \ldots, 0) \notin \Lambda_\delta$.

On the other hand, for an arbitrary point $O_3 = (a_1, \ldots, a_n) \in \mathbb{R}^n$, formula (24) implies that $\lambda_2'(0) = 1 - e^{-\sqrt{\alpha} \beta^2 / \mu}$ and, with $q := (1/\sqrt{3}, 1/\sqrt{3}, 1/\sqrt{3})$,

$$\lambda_3'(0) \leq \frac{3 - qAq}{2} = 1 - \frac{e^{-\sqrt{\alpha} \beta^2 / \mu} + 2 e^{-\sqrt{\alpha} (\beta^2 + \|O_3\|^2)/(4\mu)} \cosh(\sqrt{\alpha} a_1 \beta / (2\mu))}{3}.$$  

Therefore,

$$\mathcal{P} \supset \left\{O_3 \in \mathbb{R}^n : e^{-3\sqrt{\alpha} \beta^2/(4\mu)} < e^{-\sqrt{\alpha} a_1^2/(4\mu)} \cosh \left( \frac{\sqrt{\alpha} a_1 \beta}{2\mu} \right) e^{-\sqrt{\alpha} (a_2^2 + \cdots + a_n^2)/(4\mu)} \right\}.$$
By studying the variations of the function $a_1 \mapsto e^{-\sqrt{\alpha_1^2/\mu}} \cosh(\sqrt{a_1/2\mu})$, one infers that

$$\mathcal{P} \supset [-\sqrt{3}\beta, \sqrt{3}\beta] \times [0]^{n-1},$$

hence $O_1 \in \mathcal{P}$ and $O_2 \in \mathcal{P}$. Lastly,

$$\mathcal{P} \supset \{0\} \times B'(O', \sqrt{3}\beta),$$

where $B'(O', \sqrt{3}\beta)$ is the open Euclidean ball of radius $\sqrt{3}\beta$ and centered at the origin $O' := (0, \ldots, 0)$ in $\mathbb{R}^{n-1}$.

### 4.2 The general case $\delta > 0$

In this subsection, we fix the parameters $\delta > 0$, $\alpha > 0$, and $\mu > 0$. We recall that, without loss of generality, $O_1$ and $O_2$ are as in (19) with $\beta \geq 0$, and that $\Lambda_3$ denotes the phenotypical region where the presence of $O_3$ leads to higher chances of persistence, as defined in (22).

#### 4.2.1 Some fitness loss situations

We show that if the third optimum $O_3$ is such that $O_1O_2O_3$ forms an equilateral triangle, then $\lambda_2 - \lambda_3$ is always negative (reduced chances of persistence). Since, by uniqueness of the principal eigenpair of (8), the map $O_3 \mapsto \lambda_3(O_1, O_2, O_3)$ is invariant by rotation around the line $(O_1O_2)$ containing $O_1$ and $O_2$, we can assume without loss of generality that $O_3$ lies in $\mathbb{R}^2 \times \{0\}^{n-2}$, that is, $O_3 = (0, \pm \sqrt{3}\beta, 0, \ldots, 0)$.

**Proposition 8** (Equilateral triangle configuration) Assume that $\delta > 0$, $\alpha > 0$, $\mu > 0$ are fixed, together with $O_1$ and $O_2$ as in (19) with $\beta > 0$. If $O_3 = (0, \sqrt{3}\beta, 0, \ldots, 0)$ or $O_3 = (0, -\sqrt{3}\beta, 0, \ldots, 0)$, then $\lambda_3(O_1, O_2, O_3) > \lambda_2(O_1, O_2)$, hence $O_3 \notin \Lambda_3$.

Now, still for any fixed $\delta > 0$, $\alpha > 0$, $\mu > 0$, and $O_1, O_2$ as in (19) with $\beta \geq 0$, we aim at describing the behaviour of $\lambda_3$ when the third optimum $O_3$ is far away from the two other optima. To do so, we introduce an auxiliary eigenvalue problem with two hosts, corresponding to a situation with migration loss: half of the individuals are lost during the migration process. Namely, we define the principal eigenvalue $\tilde{\lambda}_2(O_1, O_2)$ satisfying

$$-\frac{\mu^2}{2} \Delta \tilde{\phi}_i(x) - r_i(x) \tilde{\phi}_i = \delta \left( \frac{1}{2} \tilde{\phi}_j(x) - \tilde{\phi}_i(x) \right) = \tilde{\lambda}_2(O_1, O_2) \tilde{\phi}_i, \quad (26)$$

for $(i, j) = (1, 2)$ and $(i, j) = (2, 1)$ with $(\tilde{\varphi}_1, \tilde{\varphi}_2) \in \left( H^1(\mathbb{R}^n) \cap L^2_w(\mathbb{R}^n) \cap C_0^\infty(\mathbb{R}^n) \cap L^1(\mathbb{R}^n) \right)^2$ the corresponding normalised principal eigenvector. Note the factor $1/2$ in front of $\tilde{\varphi}_j$, which describes the migration loss.

Before going further on, we note that an evaluation of the Rayleigh quotient associated with $\tilde{\lambda}_2(O_1, O_2)$ at $(G_1, 0)$ (with $G_1 = G(\cdots - O_1)$ the principal eigenfunction
associated with \( \lambda_1 \) implies that \( \tilde{\lambda}_2(O_1, O_2) \leq \lambda_1 + \delta \). Additionally, multiplying (26) by \( \tilde{\varphi}_1 \) for \((i, j) = (1, 2)\) (resp. by \( \tilde{\varphi}_2 \) for \((i, j) = (2, 1)\)), integrating by parts and adding the two equations, and using this time the Rayleigh formula associated with \( \lambda_2(O_1, O_2) \), we observe that \( \tilde{\lambda}_2(O_1, O_2) \geq \lambda_2(O_1, O_2) + \delta \int_{\mathbb{R}^n} \tilde{\varphi}_1 \tilde{\varphi}_2 > \lambda_2(O_1, O_2) \) since \( \delta > 0 \) and \( \tilde{\varphi}_1 > 0, \tilde{\varphi}_2 > 0 \) in \( \mathbb{R}^n \). Finally,

\[
\lambda_2(O_1, O_2) < \tilde{\lambda}_2(O_1, O_2) \leq \lambda_1 + \delta.
\] (27)

When the third optimum “tends to infinity”, we expect the system to resemble this case of two hosts with migration loss. Indeed, roughly speaking, the third host disappears from the system taking with him migrants arriving from hosts 1 and 2, thus acting as a well or a black hole. Precisely, the following holds.

**Proposition 9** (Far away third optimum) Assume that \( \delta > 0, \alpha > 0, \mu > 0 \) are fixed, together with \( O_1 \) and \( O_2 \) as in (19) with \( \beta \geq 0 \). For \( \|O_3\| \) large enough, there holds

\[
\tilde{\lambda}_2(O_1, O_2) \geq \lambda_3(O_1, O_2, O_3) \geq \tilde{\lambda}_2(O_1, O_2) - \frac{\delta \sqrt{48 (\tilde{\lambda}_2(O_1, O_2) + r_{\text{max}})}}{\sqrt{\alpha} \min(\|O_3 - O_1\|,\|O_3 - O_2\|)}.
\] (28)

so that \( \lambda_3(O_1, O_2, O_3) \to \tilde{\lambda}_2(O_1, O_2) \) as \( \|O_3\| \to +\infty \), and \( \lambda_3(O_1, O_2, O_3) > \lambda_2(O_1, O_2) \) for all \( \|O_3\| \) large enough.

Some situations where the presence of a third host leads to higher chances of persistence

In Sect. 4.1, the set \( A_\delta \) where the presence of \( O_3 \) leads to higher chances of persistence, defined in (22), was captured for both regimes \( \delta \to +\infty \) and \( \delta \to 0^+ \). For arbitrary \( \delta > 0 \), a sharp characterisation is very involved (see Proposition 11 and the numerical simulations below). Nevertheless, we can provide the following information, saying that a third host with phenotypic optimum close to that of one of the other two hosts is globally beneficial for the chances of persistence.

**Proposition 10** (When the third host resembles one of the two others) Assume that \( \delta > 0, \alpha > 0, \mu > 0 \) are fixed, together with \( O_1 \) and \( O_2 \) as in (19) with \( \beta > 0 \). Then there is \( \rho > 0 \) such that

\[
B(O_1, \rho) \cup B(O_2, \rho) \subset A_\delta.
\]

4.2.2 A host in the middle

Here we consider a different approach: we fix the parameters \( \delta > 0, \alpha > 0, \mu > 0 \) and the third optimum \( O_3 = (O_1 + O_2) / 2 \). In other words, \( O_3 = (0, \ldots, 0) = O \), with our hypothesis (19). We show that, when the two optima \( O_1 \) and \( O_2 \) are far enough from each other (meaning \( \beta > 0 \) large), this “host in the middle” configuration does not maximise the difference \( \lambda_2(O_1, O_2) - \lambda_3(O_1, O_2, O_3) \), that is, it does not
minimise $\lambda_3(O_1, O_2, O_3)$. This result, consistent with the simulations in Fig. 1, is slightly surprising (at least at first glance) and shows the richness of the outcomes.

**Proposition 11** (Host in the middle) Assume that $\delta > 0$, $\alpha > 0$ and $\mu > 0$ are fixed. For $\beta > 0$ large enough in (19), we have

$$\lambda_3(O_1, O_2, O) > \lambda_3(O_1, O_2, O_1).$$

More precisely, $\lambda_3(O_1, O_2, O) \to \lambda_1 + \delta$ while $\lambda_3(O_1, O_2, O_1) \to \lambda_1 + \delta/2$ as $\beta \to +\infty$.

We point out that, since $\lambda_3(O_1, O_2, O_1) = \lambda_3(O_1, O_1, O_2)$ by symmetry, the limit $\lambda_1 + \delta/2 = \lim_{\beta \to +\infty} \lambda_3(O_1, O_2, O_1) = \lim_{\beta \to +\infty} \lambda_3(O_1, O_1, O_2)$ is coherent with the limit

$$\lim_{\beta \to +\infty} \lambda_3(O_1, O_2, O_2) = \tilde{\lambda}_2(O_1, O_1) = \lambda_1 + \frac{\delta}{2},$$

with $\tilde{\lambda}_2(O_1, O_1)$ being the principal eigenvalue of (26) in the case of identical optima (see the proof of Proposition 11 in Sect. 6.3 for further details).

### 4.2.3 Decreasing $\lambda_3$ by projecting

Next, still with $O_1$ and $O_2$ as in (19) without loss of generality, we show that replacing $O_3$ by its projection on the line $\mathbb{R} \times \{0\}^{n-1}$ containing $O_1$ and $O_2$ always decreases the principal eigenvalue $\lambda_3$, and thus increases the difference $\lambda_2 - \lambda_3$, leading to higher chances of persistence.

**Proposition 12** (Better on the line) Let $O_3 \in \mathbb{R}^n$, and let $O_3^{\parallel}$ be its projection on the line $\mathbb{R} \times \{0\}^{n-1}$, with $O_1$ and $O_2$ as in (19). Then

$$\lambda_3(O_1, O_2, O_3) \geq \lambda_3(O_1, O_2, O_3^{\parallel}).$$

### 4.2.4 Existence of a best third optimum

With $O_1$ and $O_2$ being fixed, the following corollary asserts the existence of a minimum for the function $O_3 \mapsto \lambda_3(O_1, O_2, O_3)$ defined in $\mathbb{R}^n$, thus ensuring the existence of a point in the phenotypic space maximizing the difference $\lambda_2(O_1, O_2) - \lambda_3(O_1, O_2, O_3)$.

**Corollary 2** (Minimizing $\lambda_3(O_1, O_2, \cdot)$) Assume that $\delta > 0$, $\alpha > 0$, $\mu > 0$, $O_1 \in \mathbb{R}^n$ and $O_2 \in \mathbb{R}^n$ are fixed. Then the function $O_3 \mapsto \lambda_3(O_1, O_2, O_3)$ has a minimum in $\mathbb{R}^n$, equal to $O_1 = O_2$ if these two optima are identical, or lying in the line $(O_1O_2)$ if $O_1 \neq O_2$. 
Proof Without loss of generality, one can assume that $O_1$ and $O_2$ are given as in (19). On the one hand, if $\beta = 0$, then $O_1 = O_2 = \mathcal{O}$ and $\lambda_3(O_1, O_2, \mathcal{O}) = \lambda_2(O_1, O_2) = \lambda_1$, by Proposition 3, while $\lambda_3(O_1, O_2, O_3) > \lambda_1$ for all $O_3 \neq \mathcal{O}$, by Proposition 3 again. The conclusion of Corollary 2 is then immediate in this case. On the other hand, if $\beta > 0$, the conclusion easily follows from the continuity property in Proposition 3, together with Propositions 9, 10 and 12.

Remark 2 From Proposition 11, it follows that the middle optimum $(O_1 + O_2)/2$ is not a minimum of the map $O_3 \mapsto \lambda_3(O_1, O_2, O_3)$ when $\|O_1 - O_2\|$ is large enough. Hence, for all $\|O_1 - O_2\|$ large enough, by symmetry, the map $\lambda_3(O_1, O_2, \cdot)$ has at least two different minima, of the type $(\pm a_\beta, 0, \ldots, 0)$, for a certain $a_\beta > 0$, under the notation (19). For all $\|O_1 - O_2\|$ large enough, these optima maximise the difference $\lambda_2(O_1, O_2) - \lambda_3(O_1, O_2, \cdot)$ (which is positive, by Proposition 10).

4.3 Numerical simulations

We present in Fig. 1 a map of the positions of the third optimum $O_3$ in the phenotypic plane $\mathbb{R}^2$ with a colorbar picturing the corresponding difference $\lambda_2(O_1, O_2) - \lambda_3(O_1, O_2, O_3)$, with $O_1$ and $O_2$ as in (19). We recall that the difference $\lambda_2(O_1, O_2) - \lambda_3(O_1, O_2, O_3)$ measures the gain (or loss, if negative) in the chances of persistence, when the third host is added to the system. All Matlab source code used to generate the analyses performed here is available at https://doi.org/10.17605/OSF.IO/QAV2M.

This figure serves as an illustration of the different results of this section. In each figure, the set $A_\delta$, defined in (22), corresponds to the green regions. The last column illustrates the behaviour $\delta \to +\infty$ of Proposition 6. In particular, on the first line, for $\beta = 1/2$, there is a perfect match between the ball given in the asymptotic regime $\delta \to +\infty$ and the numerical simulations. For the other values of parameter $\beta$ pictured here, $\delta = 10$ seems not large enough to be considered infinite, but one can still observe on the last two lines, going from the left to the right a “convexification” of the set $A_\delta$, for the lack of the better word, that points in the direction of the convergence towards the eventual ball, denoted $A_\infty$ in Proposition 6.

On the other hand, the first column represents the regime $\delta \to 0^+$, detailed in Proposition 7. In particular, it can be observed that, for small $\beta$, the set $A_\delta$ has the shape of an “athletic stadium”. Then, for larger $\beta$, the set $A_\delta$ becomes “oxygen molecule shaped”, and thus no longer convex. Interestingly, increasing $\beta$ leads to a loss of connectedness of the set $A_\delta$, see the picture for $\delta = 0.01$ and $\beta = 2$. In particular, in agreement with Proposition 11, this shows that the central point $(0, 0)$ is not optimal in terms of persistence.

Actually, this (numerically observed) loss of connectedness suggests that the introduction of the third host “in the middle” may lead to a decrease in pathogen fitness, compared to the case of only two hosts. One should be careful that this rather surprising result is not implied by Proposition 11, which compares the introduction of a third host having an optimum in the middle of the first two hosts with that of a third host having the same optimum as one of the first two hosts. Notice that, as seen in the computations after Proposition 7, $O_3 = (0, 0)$ always belongs to $\mathcal{P}$ defined in (25). However, from the numerical simulations, it is natural to conjecture that $(0, 0) \notin A_\delta$ should occur for
Fig. 1 Effect of adding a third host on persistence. Each point represent the position of a third optimum, while the two other optima are fixed, at the respective positions \((-\beta, 0)\) and \((\beta, 0)\), pictured in blue. The colormap corresponds to the value taken by the difference \(\lambda_2 - \lambda_3\), depending on the position of the third optimum. Each row corresponds to a different value of \(\delta\) and each line to a different value of \(\beta\). We assumed here that \(\mu^2/2 = \alpha = 1\) (color figure online)
some “particular combinations of large $\beta$-small $\delta$” that should depend on $\mu$ (mutations) and $\alpha$ (selection). This makes the proof of this conjecture very challenging.

Finally, we can verify that, as proved in Proposition 10, if the third optimum is very close (or indeed at the same position) than one of the other two optima, then the fitness of the system with three optima is better than the one with two. This corresponds to the concept of “evolutionary springboard”, as adaptation to one optimum is favoured by the presence of another one nearby. Incidentally, in accordance with Proposition 12, the closer the third optimum to the axis $(O_1O_2)$, the larger the chances of persistence. This means that on the $x_2$-axis the third optimum is best positioned at the same phenotypic height than the two fixed optima. On the other axis (the $x_1$-axis), despite the symmetry of the two fixed optima, it is much harder to get qualitative information as exemplified above by the case where the third host is in the middle.

5 Discussion

We proposed a model to describe the adaptation dynamics of a phenotypically structured population in a $H$-patch environment, with each patch associated with a different phenotypic optimum, and performed a rigorous mathematical analysis of this model. This analysis sheds new light on the effect of increasing the number of hosts on the persistence of a (say, pathogenic) population. As is already known with two hosts, a pathogen population will always have more difficulty persisting on multiple hosts connected by migration than on a single host (Proposition 4). Furthermore, increasing the migration rate $\delta > 0$ further reduces the chances of population persistence (Proposition 3). However, in some configurations where pathogen persistence is not possible with two hosts, adding a third host achieves persistence. In such case, the presence of a third host causes a springboard effect, by modifying the geometric configuration of the phenotypic space. Thus, as we already know experimentally with the examples of zoonoses mentioned in the Introduction, the increase in the number of hosts does not necessarily mean a decrease in the chances of persistence as long as the initial number of hosts is at least equal to 2. However, the occurrence of this springboard effect, or on the contrary of a detrimental effect of increasing the number of hosts on the persistence of the pathogen, depends in a rather complex way on the respective positions of the optimal phenotypes associated with each host. Our results, which are based on a fixed point theorem, comparison principles, integral estimates, variational arguments and rearrangement techniques, provide a better understanding of these dependencies.

In the asymptotic regimes of small and large migration rates, we were able to characterise very precisely the situations where the addition of a third host increases or decreases the chances of persistence of the pathogen, compared to a situation with only two hosts. Proposition 5 shows that when the migration rate is large, the system with $H$ host behaves as a single population, living in a single host and with “effective” fitness equal to the mean of the $H$ original fitness functions. In this case, where the population can be qualified as “generalist”, we were able to show that the addition of a third host is favourable to persistence if and only if the optimum associated with this host is inside a certain ball containing the two other optima (Proposition 6). When the migration rate is low, as shown in Proposition 7 (and Fig. 1), the shape of the region $\Lambda_5$
in the phenotypical space where the presence of a third host leads to higher chances of persistence of the pathogen is more complex and depends on the parameters. In particular, we see that this region is not necessarily convex especially if the two initial optima are far from each other. Moreover, while the addition of a third host always decreases the chances of persistence when the optima associated with the three hosts form an equilateral triangle in the phenotypic space (Proposition 8), we observe that when migration is low this equilateral configuration is very close to the $\Lambda_{\delta}$ region. Of course, some of these observations are only possible if the dimension of the phenotype space is at least 2. This illustrates the importance of taking pleiotropy into account (in the sense that a single mutation can affect multiple phenotypes), as already noted in Waxman and Peck (1998) in the case $H = 1$ (but with other assumptions on the mutational operator).

In the general case (i.e., with an arbitrary migration rate $\delta$), and when the positions $O_1$ and $O_2$ of the two other hosts are fixed, we proved the existence of a position in the phenotypic space of the optimum associated with the third host maximizing the chances of pathogen persistence (Corollary 2). This position is necessarily on the line $(O_1 O_2)$ (Proposition 12). However, contrary to a natural intuition, it is not necessarily located in the exact mean position between $O_1$ and $O_2$ (Proposition 11). In particular, if the two initial optima $O_1$ and $O_2$ are far apart, it is more beneficial for the persistence of the pathogen to introduce a third host associated with an optimum $O_3$ that is in a neighbourhood of $O_1$ or $O_2$. This result which is consistent with the simulations in Fig. 1 shows the richness of the outcomes.

From a mathematical point of view, an important part of the difficulty in dealing with $H \geq 3$ hosts, compared to $H = 1$ or $H = 2$ hosts, comes from the lack of symmetry. In the $H = 2$ case, provided that the initial conditions are themselves symmetric about $(O_1 + O_2)/2$, the solutions $u_1$ and $u_2$ remain symmetric about this point. This type of symmetry argument was used in Hamel et al. (2021) to reduce the study of the nonlinear system (1) to that of a linear scalar equation. Such arguments cannot be applied in the general case $H \geq 3$ where we had to treat the complete nonlinear and nonlocal system. This has led to very different proofs, starting with the well-posedness of the Cauchy problem (Theorem 1). The stationary states of the system illustrate well the complexity induced by the absence of symmetry: when there is persistence and $H = 1, 2$, the stationary states are proportional to the principal eigenfunctions, but this is no longer true in general in the case $H \geq 3$, because of a possible symmetry breaking (Proposition 2). Again because of the lack of symmetry, the populations at equilibrium have no reason to be equal in each host. Even when $H = 2$, the eigenfunctions are not radially symmetric (they are biased towards the other optimum, see formula 46 in Hamel et al. (2021)). When $H \geq 3$, the qualitative description of their profile is even more involved, leading to new difficulties in the comparison between different geometric configurations of the positions of the optima. Although we were able to show that the “best position” of $O_3$ when $O_1$ and $O_2$ are fixed should belong to the line $(O_1 O_2)$, the rearrangement techniques that we used for this result did not allow to determine the best position exactly. This is because the rearrangement result is only true in the directions where $O_1$ and $O_2$ are stable by rearrangement (and thus not in the direction $x_1$ with our conventions; otherwise the position $O_3 = (O_1 + O_2)/2$ would always be optimal, which would contradict the result of the Proposition 11). Note that
the rearrangement inequalities used in the proof of Proposition 12 are not standard, because of the unbounded domain and of the sign changes of \( r_i \).

As mentioned in the Introduction, one of the fundamental principles in agroecology is to promote diversified agroecosystems rather than uniform cultures. Our results show, with a rigorous mathematical analysis, that what is true when moving from a monoculture to a varietal mixture is not always true when moving from a varietal mixture with \( H \geq 2 \) species to a mixture with \( H + 1 \) species. In such a situation, it is necessary to know the respective positions of the optima associated with the different hosts, from the point of view of the pathogen, to predict the positive or negative impact of diversification. From an experimental point of view, it would therefore be necessary to be able to estimate these positions, by comparing, for example, via cross-inoculation experiments, the effect of pre-adaptation of a pathogen on each host before its introduction on a host \( j \), for each pair \( i, j \). Of course, the vision here, where each host is described by a unique optimum (FGM model) and where the different parameters do not depend on the host \( i \), is very schematic, and the comparison with quantitative data would require more complex approaches. However, the model (1) has the advantage of being mathematically tractable while capturing the antagonistic effects of host diversification.

To conclude, we acknowledge that our work is not exhaustive and suggests several potential avenues for future research. Specifically, we recommend exploring the relaxation of the assumption of symmetric migration by incorporating a geographical proximity metric and considering the response of the host population to epidemics. Such investigations would require a thorough theoretical analysis and contribute to a more comprehensive understanding of the studied phenomenon.

### 6 Proofs of the main results

This section is devoted to the proofs of all main results of the paper which have not been shown along the way in the previous sections. The results of Sect. 2 are proved in Sect. 6.1, while Sect. 6.2 contains the proofs of the results of Sect. 3, and Sect. 6.3 those of Sect. 4.

#### 6.1 Proofs of Theorem 1 and Propositions 1–2

**Proof of Theorem 1** Our strategy involves firstly a fixed point argument to construct a unique local-in-time solution, and secondly the derivation of some estimates to conclude that the solution is defined for all time \( t \geq 0 \). One recalls that \( u^0 = (u^0_1, \ldots, u^0_H) \) satisfies (4)–(5). Having in mind the assumption (5) and the desired inequality (6), we can assume without loss of generality that

\[
0 < \theta \leq \frac{1}{\mu}
\]

in (5). Set \( r_{\max}^+ := \max(r_{\max}, 0) \), let \( \omega_n \) be the \((n - 1)\)-dimensional Lebesgue measure of the unit Euclidean sphere of \( \mathbb{R}^n \), let \( B := \max_{1 \leq i \leq H} \|O_i\| \) and

\[ 
\text{Springer} 
\]
\begin{equation}
C_1 := \frac{e}{3} \theta^{-n} \omega_n (n - 1)! \times \left[ |r_{\text{max}}| + \alpha B^2 + \alpha \theta^{-2} n(n + 1) + K e^{r_{\text{max}}+} \theta^{-n} \omega_n (n - 1)! (e + 3) + 2 \delta \right].
\end{equation}

Denote
\begin{equation}
T_1 := \left( 1 + \frac{\theta^2 \mu^2}{2} + r_{\text{max}}^+ + 3 \theta^{-n} \omega_n (n - 1)! \ K e^{r_{\text{max}}+1} + 9 \ C_1^2 \right)^{-1} \in (0, 1),
\end{equation}
and
\begin{align*}
E := \& \left\{ u = (u_1, \ldots, u_H) \in C([0, T_1] \times \mathbb{R}^n, \mathbb{R}^H) \text{ such that } u_i(0, \cdot) = u_i^0 \text{ in } \mathbb{R}^n, \\
& 0 \leq u_i(t, x) \leq K e^{(r_{\text{max}}+1)t - \theta \|x\|} \text{ for all } (t, x) \in [0, T_1] \times \mathbb{R}^n, \\
& \text{ and } t \mapsto \int_{\mathbb{R}^n} u_i(t, x) \, dx \in C^{0,1/2}([0, T_1]), \text{ for all } 1 \leq i \leq H \right\}. \\
\end{align*}

We equip \( E \) with the distance
\begin{equation}
d_E(u, v) := \max_{1 \leq i \leq H} \left( \max_{1 \leq t \leq H} \left\| (t, x) \mapsto (u_i(t, x) - v_i(t, x)) e^{\theta \|x\|} \right\|_{L^\infty([0, T_1] \times \mathbb{R}^n)}, \\
\max_{1 \leq i \leq H} \left\| t \mapsto \int_{\mathbb{R}^n} (u_i(t, x) - v_i(t, x)) \, dx \right\|_{C^{0,1/2}([0, T_1])},
\end{equation}
where \( g_{C^{0,1/2}([0, T_1])} = \max_{t \in [0, T_1]} |g(t)| + \sup_{t \neq t' \in [0, T_1]} |g(t) - g(t')|/|t - t'|^{1/2} \) for \( g \in C^{0,1/2}([0, T_1]) \). The space \( (E, d_E) \) is a non-empty complete metric space.

Define now a mapping \( \mathcal{F} \) as follows:
\begin{align*}
\mathcal{F} : E & \rightarrow E \\
\ u & \mapsto \mathcal{F}(u) := U,
\end{align*}
where, for a given \( u \in E, U = (U_1, \ldots, U_H) \in C([0, T_1] \times \mathbb{R}^n, \mathbb{R}^H) \cap C^{1,2}([0, T_1] \times \mathbb{R}^n, \mathbb{R}^H) \) is the classical bounded nonnegative solution of the linear system
\begin{align*}
\partial_t U_i(t, x) & = \frac{\mu^2}{2} \Delta U_i(t, x) + \left( r_i(x) - \int_{\mathbb{R}^n} u_i(t, y) \, dy \right) U_i(t, x) \\
& \quad + \frac{\delta}{H - 1} \sum_{k=1, k \neq i}^{H} (U_k(t, x) - U_i(t, x))
\end{align*}
in \( (0, T_1] \times \mathbb{R}^n \), for \( 1 \leq i \leq H \), with initial condition \( U_i(0, \cdot) = u_i^0 \) in \( \mathbb{R}^n \). Using the Hölder continuity of the maps \( t \mapsto \int_{\mathbb{R}^n} u_i(t, x) \, dx \) in \( [0, T_1] \), such a solution \( U \) exists and is unique, by Besala (1979).
To show that \( \mathcal{F}(E) \subset E \), let us first check that, for each \( \mathbf{u} \in E \), the image \( \mathbf{U} = \mathcal{F}(\mathbf{u}) \) satisfies the pointwise bounds of \( E \). Notice that

\[
\partial_t U_i(t, \mathbf{x}) \leq \frac{\mu^2}{2} \Delta U_i(t, \mathbf{x}) + r_{\max} U_i(t, \mathbf{x}) + \frac{\delta}{H - 1} \sum_{k=1, k \neq i}^{H} (U_k(t, \mathbf{x}) - U_i(t, \mathbf{x}))
\]

(33)

for every \( 1 \leq i \leq H \) and \( (t, \mathbf{x}) \in (0, T_1] \times \mathbb{R}^n \). Take any vector \( \xi \in \mathbb{R}^n \) such that \( \|\xi\| = 1 \) and define

\[
\overline{U}_i(t, \mathbf{x}) := K e^{(r_{\max} + 1)t - \theta\|\xi\| \cdot \mathbf{x}}, \quad 1 \leq i \leq H, \quad t \in \mathbb{R}, \quad \mathbf{x} \in \mathbb{R}^n.
\]

(34)

Notice that the positive functions \( \overline{U}_i \) actually do not depend on \( i \), and satisfy

\[
\partial_t \overline{U}_i(t, \mathbf{x}) = \frac{\mu^2}{2} \Delta \overline{U}_i(t, \mathbf{x}) + (r_{\max} + 1) \overline{U}_i(t, \mathbf{x}) - \frac{\theta^2 \mu^2}{2} \overline{U}_i(t, \mathbf{x})
\]

(35)

in \( \mathbb{R} \times \mathbb{R}^n \). Since we had assumed that \( 0 < \theta \leq 1/\mu \) without loss of generality, we get that

\[
\partial_t \overline{U}_i(t, \mathbf{x}) \geq \frac{\mu^2}{2} \Delta \overline{U}_i(t, \mathbf{x}) + r_{\max} \overline{U}_i(t, \mathbf{x}) + \frac{\delta}{H - 1} \sum_{k=1, k \neq i}^{H} (\overline{U}_k(t, \mathbf{x}) - \overline{U}_i(t, \mathbf{x}))
\]

(36)

for every \( 1 \leq i \leq H \) and \( (t, \mathbf{x}) \in \mathbb{R} \times \mathbb{R}^n \) (recall that \( \overline{U}_k - \overline{U}_i \equiv 0 \)). Moreover, we know from (5) that \( U_i(0, \cdot) = u_i^0 \leq \overline{U}_i(0, \cdot) \) in \( \mathbb{R}^n \). Therefore, by (33) and (36), \( U \) and \( \overline{U} := (\overline{U}_1, \ldots, \overline{U}_H) \) are sub- and super-solutions of a linear cooperative system, and the parabolic maximum principle implies that \( U_i(t, \mathbf{x}) \leq \overline{U}_i(t, \mathbf{x}) \) for all \( 1 \leq i \leq H \) and \( (t, \mathbf{x}) \in [0, T_1] \times \mathbb{R}^n \), that is, \( U_i(t, \mathbf{x}) \leq K e^{(r_{\max} + 1)t - \theta\|\xi\| \cdot \mathbf{x}} \). Since \( \xi \) was arbitrary in the Euclidean unit sphere of \( \mathbb{R}^n \), and remembering the nonnegativity of each \( U_i \), we get that

\[
0 \leq U_i(t, \mathbf{x}) \leq K e^{(r_{\max} + 1)t - \theta\|\mathbf{x}\|}
\]

(37)

for all \( 1 \leq i \leq H \) and \( (t, \mathbf{x}) \in [0, T_1] \times \mathbb{R}^n \). The Lebesgue dominated convergence theorem then implies that each map \( t \mapsto \int_{\mathbb{R}^n} U_i(t, \mathbf{x}) d\mathbf{x} \) is well defined and continuous in \( [0, T_1] \). It remains to show that each such map is in \( C^{0,1/2}([0, T_1]) \). Since the functions \( U_i \) and \( r_i U_i \) decay exponentially to 0 as \( \|\mathbf{x}\| \to +\infty \) uniformly in \( t \in [0, T_1] \), it follows from standard parabolic estimates (Lieberman 1996) that, for each \( 0 < a \leq b \leq T_1 \), the functions \( \partial_x U_i \) decay exponentially to 0 as \( \|\mathbf{x}\| \to +\infty \) uniformly in \( t \in [a, b] \), for every \( 1 \leq i \leq H \) and \( 1 \leq j \leq n \). Therefore, for every \( 0 < t \leq t' \leq T_1 \), by integrating the equation satisfied by \( U_i \) over \( [t, t'] \times B(O, R) \) and passing to the limit as \( R \to +\infty \), one infers that
Finally, with these notations, for each 1 ≤ i ≤ H, together with $W_1$...,$W_H$ one has, for every 1 ≤ i ≤ H and $0 < t < t' ≤ T_1$ (and also with $t = 0$ by continuity). As a consequence, the maps $t \mapsto \int_{\mathbb{R}^n} U_i(t, x) \, dx$ are of class $C^{0,1}([0, T_1]) \subset C^{0,1/2}([0, T_1])$. Finally, $U \in E$.

Next, we show that $\mathcal{F}$ is a contraction mapping, that is, there exists $0 < \kappa < 1$ such that

$$\forall (u, v) \in E \times E, \quad d_E(\mathcal{F}(u), \mathcal{F}(v)) \leq \kappa d_E(u, v). \quad (40)$$

Take any $u, v \in E$, and denote $U := \mathcal{F}(u), \quad V := \mathcal{F}(v), \quad w := u - v$ and $W := U - V$. With these notations, for each 1 ≤ i ≤ H, the function $W_i$ belongs to $C([0, T_1] \times \mathbb{R}^n, \mathbb{R}^H) \cap C^{1,2}_{t,x}((0, T_1] \times \mathbb{R}^n, \mathbb{R}^H)$ and solves

$$\partial_t W_i(t, x) = \frac{\mu^2}{2} \Delta W_i(t, x) + \left( r_i(x) - \int_{\mathbb{R}^n} u_i(t, y) \, dy \right) W_i(t, x)$$

$$- V_i(t, x) \int_{\mathbb{R}^n} w_i(t, y) \, dy + \frac{\delta}{H - 1} \sum_{k=1 \atop k \neq i}^H (W_k(t, x) - W_i(t, x))$$

(41)

in $(0, T_1] \times \mathbb{R}^n$, together with $W_i(0, \cdot) = 0$ in $\mathbb{R}^n$. Consider any $\xi \in \mathbb{R}^n$ with $\|\xi\| = 1$. Our supersolution candidate for this system will be $\overline{W} = (\overline{W}_1, \ldots, \overline{W}_H)$ defined by

$$\overline{W}_i(t, x) := \frac{1}{3} d_E(u, v) e^{t/T_1-\theta \xi \cdot x}, \quad 1 \leq i \leq H, \quad 0 < t \leq T_1, \quad x \in \mathbb{R}^n.$$

Notice that the functions $\overline{W}_i$ actually do not depend on i. First of all, we recall that $\omega_n$ is the $(n-1)$-dimensional Lebesgue measure of the unit Euclidean sphere of $\mathbb{R}^n$. Now, since $V = \mathcal{F}(v) \in E$, one has, for every 1 ≤ i ≤ H and $(t, x) \in [0, T_1] \times \mathbb{R}^n$,
\[
\left| V_i(t, x) \int_{\mathbb{R}^n} w_i(t, y) \, dy \right| \leq V_i(t, x) \int_{\mathbb{R}^n} \left| u_i(t, y) - v_i(t, y) \right| \, dy \\
\leq d_E(u, v) V_i(t, x) \int_{\mathbb{R}^n} e^{-\theta \|y\|} \, dy \\
= \theta^{-n} \omega_n (n - 1)! d_E(u, v) V_i(t, x) \\
\leq \theta^{-n} \omega_n (n - 1)! d_E(u, v) K e^{(r_{\max} + 1)T_1 - \theta \|x\|} \\
\leq \theta^{-n} \omega_n (n - 1)! d_E(u, v) K e^{r_{\max} T_1 - \theta \|x\|}.
\]

(42)

On the other hand, the definition (30) of \( T_1 \) yields

\[
\frac{1}{T_1} \geq \frac{\theta^2 \mu^2}{2} + r^+_{\max} + 3 \theta^{-n} \omega_n (n - 1)! K e^{(r_{\max} + 1)T_1 - t/T_1}
\]

(43)

for all \( t \in [0, T_1] \). Since \( r_i \leq r_{\max} \leq r^+_{\max} \) in \( \mathbb{R}^n \) and \( u_i \geq 0 \) in \( [0, T_1] \times \mathbb{R}^n \), it then follows from (42)–(43) that each nonnegative function \( \overline{W}_i \) satisfies

\[
\partial_t \overline{W}_i(t, x) \geq \frac{\mu^2}{2} \Delta \overline{W}_i(t, x) + r^+_{\max} \overline{W}_i(t, x) - V_i(t, x) \int_{\mathbb{R}^n} w_i(t, y) \, dy \\
\geq \frac{\mu^2}{2} \Delta \overline{W}_i(t, x) + \left( r_i(x) - \int_{\mathbb{R}^n} u_i(t, y) \, dy \right) \overline{W}_i(t, x) \\
- V_i(t, x) \int_{\mathbb{R}^n} w_i(t, y) \, dy + \frac{\delta}{H - 1} \sum_{k=1}^{H} (\overline{W}_k(t, x) - \overline{W}_i(t, x))
\]

for all \( (t, x) \in (0, T_1] \times \mathbb{R}^n \) (recall that \( \overline{W}_k - \overline{W}_i \equiv 0 \)). Therefore, the functions \( Z_i := \overline{W}_i - W_i \) are continuous in \( [0, T_1] \times \mathbb{R}^n \), nonnegative at \( t = 0 \), and satisfy

\[
\partial_t Z_i(t, x) \geq \frac{\mu^2}{2} \Delta Z_i(t, x) + \left( r_i(x) - \int_{\mathbb{R}^n} u_i(t, y) \, dy \right) Z_i(t, x) \\
+ \frac{\delta}{H - 1} \sum_{k=1}^{H} (Z_k(t, x) - Z_i(t, x))
\]

in \( (0, T_1] \times \mathbb{R}^n \). The comparison principle for this linear cooperative system implies that \( Z_i(t, x) \geq 0 \), that is, \( W_i(t, x) \leq \overline{W}_i(t, x) \), for every \( 1 \leq i \leq H \) and \( (t, x) \in [0, T_1] \times \mathbb{R}^n \). By changing \( W_i \) into \( -W_i \) in (41) (and the sign of the first integral in the second line) and arguing similarly, one gets that \( |W_i(t, x)| \leq \overline{W}_i(t, x) = (d_E(u, v)/3) \times e^{t/T_1 - \theta \|x\|} \) for every \( 1 \leq i \leq H \) and \( (t, x) \in [0, T_1] \times \mathbb{R}^n \). Since \( \xi \) was arbitrary in the unit Euclidean sphere of \( \mathbb{R}^n \), one concludes that

\[
|U_i(t, x) - V_i(t, x)| = |W_i(t, x)| \leq \frac{1}{3} d_E(u, v) e^{t/T_1 - \theta \|x\|} \leq \frac{e}{3} d_E(u, v) e^{-\theta \|x\|}
\]

(44)

for every \( 1 \leq i \leq H \) and \( (t, x) \in [0, T_1] \times \mathbb{R}^n \).
In order to establish (40), it remains to estimate the \( C^{0,1/2}([0, T_1]) \) norm of the functions \( t \mapsto \int_{\mathbb{R}^n} (U_i(t, x) - V_i(t, x)) \, dx \). For every \( 1 \leq i \leq H \) and \( 0 < t < t' \leq T_1 \), by using (38) for both \( U_i \) and \( V_i \), one infers that

\[
\int_{\mathbb{R}^n} W_i(t', x) \, dx - \int_{\mathbb{R}^n} W_i(t, x) \, dx = \int_t^{t'} \left( \int_{\mathbb{R}^n} r_i(x) W_i(s, x) \, dx \right) \, ds
- \int_t^{t'} \left( \int_{\mathbb{R}^n} u_i(s, x) \, dx \right) \left( \int_{\mathbb{R}^n} W_i(s, x) \, dx \right) \, ds
- \int_t^{t'} \left( \int_{\mathbb{R}^n} w_i(s, x) \, dx \right) \left( \int_{\mathbb{R}^n} V_i(s, x) \, dx \right) \, ds
+ \frac{\delta}{H - 1} \sum_{k=1}^{H} \int_t^{t'} \left( W_k(s, x) - W_i(s, x) \right) \, dx \, ds.
\]

(45)

Let us now bound in absolute value each term of the right-hand side of (45). Since \( |r_i(x)| \leq |r_{\max}| + \alpha \|x\|^2 + \alpha B^2 \) by (2) (we recall that \( B = \max_{1 \leq i \leq H} \|O_i\| \)), it follows from (44) that

\[
\left| \int_t^{t'} \left( \int_{\mathbb{R}^n} r_i(x) W_i(s, x) \, dx \right) \, ds \right| 
\leq \frac{\epsilon}{3} d_E(u, v) \left( (|r_{\max}| + \alpha B^2) \theta^{-n} \omega_n(n - 1)! + \alpha \theta^{-n - 2} \omega_n(n + 1)! \right) \times |t - t'| \]

for all \( 0 < t < t' \leq T_1 \). Similarly, using (44) and \( u \in E \), together with \( T_1 \leq 1 \), the second term of the right-hand side of (45) can be bounded by

\[
\left| \int_t^{t'} \left( \int_{\mathbb{R}^n} u_i(s, x) \, dx \right) \left( \int_{\mathbb{R}^n} W_i(s, x) \, dx \right) \, ds \right| 
\leq \frac{1}{3} d_E(u, v) K e^{r_{\max}^+ + 2 \theta^{-2n} \omega_n^2(n - 1)^2} \times |t - t'|,
\]

for all \( 0 < t < t' \leq T_1 \). Furthermore, since \( |w_i(s, x)| \leq d_E(u, v) e^{-\theta \|x\|} \) and \( |V_i(s, x)| \leq K e^{(r_{\max}^+ + 1)\theta - \theta \|x\|} \leq K e^{r_{\max}^+ + 1 - \theta \|x\|} \) for every \( 1 \leq i \leq H \) and \( (s, x) \in [0, T_1] \times \mathbb{R}^n \) (because \( V = \mathcal{F}(v) \in E \) and \( T_1 \leq 1 \)), the integral in the third line of the right-hand side of (45) can be estimated as

\[
\left| \int_t^{t'} \left( \int_{\mathbb{R}^n} w_i(s, x) \, dx \right) \left( \int_{\mathbb{R}^n} V_i(s, x) \, dx \right) \, ds \right| 
\leq d_E(u, v) K e^{r_{\max}^+ + 1 - 2n \omega_n^2(n - 1)^2} \times |t - t'|.
\]
Lastly, (44) implies that

$$\frac{\delta}{H-1} \sum_{k=1}^{H} \int_{\mathbb{R}^n} (W_k(s, x) - W_i(s, x)) dx ds \leq \frac{2}{3} \frac{\delta e d_E(u, v) \theta^{-n}}{(n-1)!} \cdot |t - t'|$$

for every $1 \leq i \leq H$ and $0 < t < t' \leq T_1$. Finally, putting all the above inequalities into (45) and remembering the definition (29) of $C_1$, it follows that

$$\left| \int_{\mathbb{R}^n} W_i(t', x) dx - \int_{\mathbb{R}^n} W_i(t, x) dx \right| \leq C_1 d_E(u, v) \cdot |t - t'|$$

for all $0 < t < t' \leq T_1$, and then for all $0 \leq t \leq t' \leq T_1$ by continuity of $s \mapsto \int_{\mathbb{R}^n} W_i(s, x) dx$ in $[0, T_1]$. Remember now that $C_1 T_1 \leq C_1 \sqrt{T_1} \leq 1/3$ by (30), and that $W_i(0, \cdot) = 0$ in $\mathbb{R}^N$ for every $1 \leq i \leq H$. As a consequence,

$$\left\| t \mapsto \int_{\mathbb{R}^n} W_i(t, x) dx \right\|_{C^{0,1/2}([0, T_1])} \leq \frac{2}{3} d_E(u, v)$$

for all $1 \leq i \leq H$. Together with (44), and using the definition (32) of $d_E$, one obtains $d_E(U, V) \leq \kappa d_E(u, v)$, with $\kappa := \max(e/3, 2/3) = e/3 < 1$, that is, (40) is proved.

The Banach–Picard fixed point theorem then implies the existence and uniqueness of $u \in E$ such that $F(u) = u$. Therefore, $u$ belongs to $C([0, T_1] \times \mathbb{R}^n, \mathbb{R}^H) \cap C_{t,x}^{1/2}([0, T_1] \times \mathbb{R}^n, \mathbb{R}^H)$ and it solves (1) in $[0, T_1] \times \mathbb{R}^n$ with initial condition $u^0$. Furthermore, owing to the definition of $E$ in (31) and the inequality $\theta \leq 1/\mu$, $u$ satisfies (6) in $[0, T_1] \times \mathbb{R}^n$ and, by (39), the functions $t \mapsto \int_{\mathbb{R}^n} u_i(t, x) dx$ are Lipschitz-continuous in $[0, T_1]$.

Let us now show that $u$ can be extended to a global solution, that is, defined for all $t \geq 0$. First of all, observe that $T_1$ in (30) can be written as

$$T_1 = \left( A_1 + A_2 K + A_3 K^2 \right)^{-1},$$

for some positive constants $A_1$, $A_2$ and $A_3$ that are independent of $K$. Consider then any $T_{1'} \in (0, T_1)$. From (6) satisfied by $u$ at time $T_1'$, one has $0 \leq u_i(T_1', x) \leq Ke^{(r_{\max}+1)T_1'} e^{-\theta \|x\|}$ for all $1 \leq i \leq H$ and $x \in \mathbb{R}^n$. In other words, the continuous functions $u_i(T_1', \cdot)$ satisfy properties similar to (4)–(5), with $K$ replaced by $Ke^{(r_{\max}+1)T_1'}$. From the arguments of the previous paragraphs, there exists a unique solution $\tilde{u} = (\tilde{u}_1, \ldots, \tilde{u}_H) \in C([T_1', T_2') \times \mathbb{R}^n, \mathbb{R}^H) \cap C_{t,x}^{1/2}([T_1', T_2') \times \mathbb{R}^n, \mathbb{R}^H)$ such that, for every $1 \leq i \leq H$, $\tilde{u}_i(T_1', \cdot) = u_i(T_1', \cdot)$ in $\mathbb{R}^n$,

$$0 \leq \tilde{u}_i(t, x) \leq Ke^{(r_{\max}+1)T_1'} e^{(r_{\max}+1)(t-T_1') - \theta \|x\|} = Ke^{(r_{\max}+1)t - \theta \|x\|}$$
for all \((t, x) \in [T'_1, T'_2] \times \mathbb{R}^n\) and the functions \(t \mapsto \int_{\mathbb{R}^n} \tilde{u}_i(t, x) \, dx\) are in \(C^{0,1}([T'_1, T'_2])\), with

\[
T'_2 - T'_1 = (A_1 + A_2 Ke^{(r_{\text{max}} + 1)T'_1} + A_3 K^2 e^{2(r_{\text{max}} + 1)T'_1})^{-1}.
\]

Since the uniqueness also holds in any interval \([T'_1, T''_2]\) with \(T'_1 < T''_2 \leq T'_2\) and since \(u\) restricted to \([T'_1, \min(T_1, T'_2)] \times \mathbb{R}^n\) satisfies the same properties as the restriction of \(\tilde{u}\) to this set, one gets that these two restrictions are equal. Therefore, the function \(u = (u_1, \ldots, u_H)\) extended by \(\tilde{u}\) in \((T_1, T'_2] \times \mathbb{R}^n\) (provided this set is not empty), is then of class \(C([0, T'_2] \times \mathbb{R}^n, H) \cap C^{1,2}_{t,x}((0, T'_2] \times \mathbb{R}^n, H)\). Furthermore, \(0 \leq u_i(t, x) \leq K e^{(r_{\text{max}} + 1)t - \theta \|x\|}\) for all \((t, x) \in [0, T'_2] \times \mathbb{R}^n\) and \(1 \leq i \leq H\), and the functions \(t \mapsto \int_{\mathbb{R}^n} u_i(t, x) \, dx\) are in \(C^{0,1}([0, T'_2])\). Since this argument holds for every \(T'_1 \in (0, T_1)\), it follows that \(u\) can then be extended in \([0, T_2] \times \mathbb{R}^n\), with

\[
T_2 - T_1 = (A_1 + A_2 Ke^{(r_{\text{max}} + 1)T_1} + A_3 K^2 e^{2(r_{\text{max}} + 1)T_1})^{-1},
\]

and the above properties hold with \([0, T'_2]\) and \((0, T'_2]\) replaced by \([0, T_2]\) and \((0, T_2]\), respectively, with the functions \(t \mapsto \int_{\mathbb{R}^n} u_i(t, x) \, dx\) belonging to \(C^{0,1}_{loc}([0, T_2])\).

By an immediate induction, there exists a sequence \((T_m)_{m \geq 1}\) of positive real numbers such that, for every \(m \geq 1\),

\[
T_{m+1} - T_m = (A_1 + A_2 Ke^{(r_{\text{max}} + 1)T_m} + A_3 K^2 e^{2(r_{\text{max}} + 1)T_m})^{-1} \quad (46)
\]

and \(u\) can be extended as a \(C([0, T_m] \times \mathbb{R}^n, H) \cap C^{1,2}_{t,x}((0, T_m] \times \mathbb{R}^n, H)\) function satisfying \(0 \leq u_i(t, x) \leq K e^{(r_{\text{max}} + 1)t - \theta \|x\|}\) for all \((t, x) \in [0, T_m] \times \mathbb{R}^n\) and \(1 \leq i \leq H\), and the functions \(t \mapsto \int_{\mathbb{R}^n} u_i(t, x) \, dx\) are in \(C^{0,1}_{loc}([0, T_m])\). The sequence \((T_m)_{m \geq 1}\) is increasing and is not bounded (otherwise, it would converge to a positive real number while \(T_{m+1} - T_m\) would converge to 0, which would contradict (46)). Therefore, \(T_m \to +\infty\) and the function \(u\) is then defined in \([0, +\infty) \times \mathbb{R}^n\), and it satisfies all the desired properties of the conclusion of Theorem 1.

Finally, if \(v\) is another solution satisfying all the properties of \(u\) listed in Theorem 1, it follows that the restrictions of \(v\) and \(u\) to \([0, T_1] \times \mathbb{R}^n\) belong to \(E\) defined in (31), and that \(F(v) = v\), from the equations satisfied by the functions \(v_i\). Therefore, by uniqueness, the restrictions of \(v\) and \(u\) to \([0, T_1] \times \mathbb{R}^n\) are equal. By an immediate induction, using the construction of the above sequence \((T_m)_{m \geq 1}\), one gets that \(v\) and \(u\) are equal in \([0, T_m] \times \mathbb{R}^n\) for every \(m \geq 1\), hence \(u = v\) in \([0, +\infty) \times \mathbb{R}^n\). The proof of Theorem 1 is thereby complete.

**Remark 3** It follows from the above proof that, for any \(\varepsilon \in (0, 1)\), the quantity \(r_{\text{max}} + 1\) could be replaced by \(r_{\text{max}} + \varepsilon\) in (6), at the expense of replacing \(\min(\theta, 1/\mu)\) by \(\min(\theta, \sqrt{\varepsilon}/\mu)\). Indeed, in the above proof, by assuming that \(0 < \theta \leq \sqrt{\varepsilon}/\mu\) without loss of generality, the functions \(\tilde{U}_i\) in (34) would now be defined as \(\tilde{U}_i(t, x) := K e^{(r_{\text{max}} + \varepsilon)t - \theta \|x\|}\) and would satisfy (35), with \(r_{\text{max}} + \varepsilon\) instead of \(r_{\text{max}} + 1\), but they would still fulfill (36). The rest of the proof is unchanged, with just \((r_{\text{max}} + 1, r_{\text{max}} + \varepsilon)\).
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**Proof of Proposition 1**

(i) We first assume \( \lambda_H > 0 \). Consider the following linear system, for \( 1 \leq i \leq H \):

\[
\partial_t v_i(t, x) = \frac{\mu^2}{2} \Delta v_i(t, x) + r_i(x) v_i(t, x) + \frac{\delta}{H-1} \sum_{k=1}^{H} (v_k(t, x) - v_i(t, x)).
\] (47)

It corresponds to a Malthusian growth of the population. Since \( N_i(t) = \int_{\mathbb{R}^n} u_i(t, x) \, dx \geq 0 \) for all \( t \geq 0 \) by (6), the solution \( u \) of (1)–(5) is a subsolution of (47), while the function \( (t, x) \mapsto \Phi(x) e^{-\lambda_H t} \) is a solution, by definition of the principal eigenpair \( (\lambda_H, \Phi) \) of (8). Since \( u^0 \) is assumed to be compactly supported, and \( \Phi \) is continuous and positive componentwise, there is a constant \( A > 0 \) such that \( u^0 \leq A \Phi \) componentwise in \( \mathbb{R}^n \). The comparison principle applied to the cooperative system (47) implies that \( u(t, x) \leq A \Phi(x) e^{-\lambda_H t} \) componentwise for all \( (t, x) \in [0, +\infty) \times \mathbb{R}^n \), hence \( N_i(t) \to 0 \) as \( t \to +\infty \) for every \( 1 \leq i \leq H \).

(ii) We now assume that \( \lambda_H = 0 \). Notice that the previous arguments imply that the continuous functions \( N_i \) are bounded in \([0, +\infty)\). More precisely, as in the previous paragraph, since \( u^0 \) is assumed to be compactly supported, there is a constant \( A > 0 \) such that \( u^0 \leq A \Phi \) componentwise in \( \mathbb{R}^n \), hence \( u(t, x) \leq A \Phi(x) \) componentwise for all \( (t, x) \in [0, +\infty) \times \mathbb{R}^n \). Assume now by way of contradiction that \( \liminf_{t \to +\infty} \min_{1 \leq i \leq H} N_i(t) > 0 \). Then there are \( T > 0 \) and \( \epsilon > 0 \) such that \( N_i(t) = \int_{\mathbb{R}^n} u_i(t, x) \, dx \geq \epsilon \) for every \( 1 \leq i \leq H \) and \( t \geq T \). For \( t \geq T \), the solution \( u \) is a subsolution of the linear system

\[
\partial_t v_i(t, x) = \frac{\mu^2}{2} \Delta v_i(t, x) + (r_i(x) - \epsilon) v_i(t, x) + \frac{\delta}{H-1} \sum_{k=1}^{H} (v_k(t, x) - v_i(t, x)),
\]

whereas \( (t, x) \mapsto A \Phi(x) e^{-\epsilon(t-T)} \) is a solution (since \( \lambda_H = 0 \)). The maximum principle applied to this cooperative system implies that \( u(t, x) \leq A \Phi(x) e^{-\epsilon(t-T)} \) for all \( (t, x) \in [T, +\infty) \times \mathbb{R}^n \). Hence, \( N_i(t) \to 0 \) as \( t \to +\infty \), for every \( 1 \leq i \leq H \), contradicting our assumption. As a consequence, \( \liminf_{t \to +\infty} \min_{1 \leq i \leq H} N_i(t) = 0 \).

(iii) Assume finally that \( \lambda_H < 0 \) and assume that the desired conclusion (12) is not satisfied. Then there are \( T > 0 \) and \( \epsilon \in (0, -\lambda_H) \) such that \( N_i(t) = \int_{\mathbb{R}^n} u_i(t, x) \, dx \leq -\lambda_H + \epsilon \) for every \( 1 \leq i \leq H \) and \( t \geq T \). Since \( \lambda_H = \lim_{R \to +\infty} \lambda_R^H \), where \( \lambda_R^H \) denotes the principal eigenvalue of the operator \( A \) acting on \((C_0^\infty(B(\mathcal{O}, R)))^H\), there is \( R > 0 \) such that \( \lambda_R^H \leq -\lambda_H + \epsilon/2 \), hence \( N_i(t) = \int_{\mathbb{R}^n} u_i(t, x) \, dx \leq -\lambda_R^H - \epsilon/2 \) for every \( 1 \leq i \leq H \) and \( t \geq T \). Now, each function \( u_i(T, \cdot) \) is continuous and positive in \( \mathbb{R}^N \), hence there is \( \eta > 0 \) such that \( u(T, x) \geq \eta \Phi^R(x) \) componentwise for all \( x \in B(\mathcal{O}, R) \), where \( \Phi^R \in (C_0^\infty(B(\mathcal{O}, R)))^H \) denotes a principal eigenvector of \( A \),
associated to the principal eigenvalue $\lambda^R_H$ (that is, $\Phi^R$ is positive componentwise in $B(O, R)$, it vanishes on $\partial B(O, R)$ and it satisfies $\mathcal{A}\Phi^R = \lambda^R_H\Phi^R$ in $B(O, R)$). The function $(t, x) \mapsto \eta \Phi^R(x) e^{(\varepsilon/2)(t-T)}$ is a solution of the linear system

$$\partial_t v_i(t, x) = \frac{\mu_i^2}{2} \Delta v_i(t, x) + (r_i(x) + \lambda^R_H + \varepsilon/2)v_i(t, x)$$

$$+ \frac{\delta}{H-1} \sum_{k=1, k \neq i}^H (v_k(t, x) - v_i(t, x))$$

in $\mathbb{R} \times \overline{B(O, R)}$, with Dirichlet boundary conditions on $\mathbb{R} \times \partial B(O, R)$, whereas $u$ is a supersolution in $[T, +\infty) \times \overline{B(O, R)}$, and the functions are compared at time $T$. The maximum principle applied to this cooperative system implies that $u(t, x) \geq \eta \Phi^R(x) e^{(\varepsilon/2)(t-T)}$ for all $(t, x) \in [T, +\infty) \times \overline{B(O, R)}$. Hence, $N_i(t) \geq \int_{B(O, R)} u_i(t, x) \, dx \to +\infty$ as $t \to +\infty$, for every $1 \leq i \leq H$, contradicting our assumption. As a consequence, (12) is proved, and the proof of Proposition 1 is complete.

**Remark 4** We here show that, when $\lambda_H \geq 0$, the system (1) does not admit any positive bounded stationary state. Assume by way of contradiction that such a stationary state $p = (p_1, \ldots, p_H)$ exists. It necessarily converges to 0 exponentially as $\|x\| \to +\infty$, from the confining properties of the fitnesses $r_i$. Let $R > 0$ be such that $r_i(x) < 0$ for all $1 \leq i \leq H$ and $\|x\| \geq R$. Let also $A > 0$ be such that $p(x) \leq A \Phi(x)$ componentwise for all $\|x\| \leq R$, where $\Phi = (\varphi_1, \ldots, \varphi_H)$ denotes as usual the, positive, principal eigenvector of (8). Notice that, from its positivity, the stationary state $p$ of (1) is a subsolution of the following linear system

$$\frac{\mu_i^2}{2} \Delta p_i(x) + r_i(x) p_i(x) + \frac{\delta}{H-1} \sum_{k=1, k \neq i}^H (p_k(x) - p_i(x)) \geq 0,$$

while $\Phi$ is a supersolution of the same linear system, because $\lambda_H \geq 0$. The weak maximum principle for this system then yields $p(x) \leq A \Phi(x)$ componentwise for all $\|x\| \geq R$. Hence, $p(x) \leq A \Phi(x)$ componentwise for all $x \in \mathbb{R}^n$. Finally, let $u$ be the solution of (1) given by Theorem 1, with initial condition $u^0 := p$. On the one hand, by the uniqueness property of that theorem, there holds $u(t, x) \equiv p(x)$ for all $t \geq 0$ and $x \in \mathbb{R}^n$. On the other hand, the same arguments as in the proof of Proposition 1 in the cases $\lambda_H > 0$ or $\lambda_H = 0$ then imply that, in both cases, one has at least

$$\liminf_{t \to +\infty} \left( \min_{1 \leq i \leq H} \int_{\mathbb{R}^n} u_i(t, x) \, dx \right) = 0.$$

This leads to a contradiction, since $\int_{\mathbb{R}^n} u_i(t, x) \, dx = \int_{\mathbb{R}^n} p_i(x) \, dx > 0$ is independent of $t \geq 0$, for every $1 \leq i \leq H$. As a conclusion, (1) does not admit any positive bounded stationary state when $\lambda_H \geq 0$.

**Proof of Proposition 2** (i) Assume that $H = 1$ and $\lambda_1 < 0$. In this case, any positive bounded stationary state $p_1$ necessarily decays to 0 at least exponentially as $\|x\| \to +\infty$, and then belongs to $H^1(\mathbb{R}^n) \cap L^\infty_w(\mathbb{R}^n)$ from standard elliptic estimates. It is also...
a principal eigenfunction of the operator $A$ defined in (7), with associated principal eigenvalue $-\int_{\mathbb{R}^n} p_1$. By uniqueness of the eigenpair $(\lambda_1, \varphi_1)$, up to a multiplication of $\varphi_1$ by positive constants, we deduce that there exists $\kappa > 0$ such that $p_1 = \kappa \varphi_1$ in $\mathbb{R}^n$, and that $\int_{\mathbb{R}^n} p_1 = -\lambda_1$. We get that $\kappa = -\lambda_1 / (\int_{\mathbb{R}^n} \varphi_1)$. As it is immediate to check that $\kappa \varphi_1$ is a positive bounded stationary state of (1), this shows (i).

(ii) Assume that $H = 2$ and $\lambda_2 < 0$. Without loss of generality, up to rotation and translation of the phenotypic space, we can fix the optima $O_1$ and $O_2$ at $O_1 := (-\beta, 0, \ldots, 0)$, $O_2 := (\beta, 0, \ldots, 0)$, for some $\beta \geq 0$. First, we recall from Hamel et al. (2021) that, by uniqueness of the principal eigenfunctions (up to multiplication) and by symmetry of the problem (1) with respect to the origin, we have $\varphi_2(x) = \varphi_1(\tau(x)) > 0$ for all $x \in \mathbb{R}^n$, with

$$\tau(x) := \tau(x_1, x_2, \ldots, x_n) = (-x_1, x_2, \ldots, x_n).$$

It follows that $\int_{\mathbb{R}^n} \varphi_1 = \int_{\mathbb{R}^n} \varphi_2 > 0$. Furthermore, the principal eigenfunctions satisfy:

$$-\frac{\mu^2}{2} \Delta \varphi_i(x) - r_i(x) \varphi_i(x) + \delta (\varphi_i(x) - \varphi_j(x)) = \lambda_i \varphi_i, \ x \in \mathbb{R}^n, \ (48)$$

for $(i, j) = (1, 2)$ and $(i, j) = (2, 1)$. Define $(p_1, p_2)$ as in (13) and $\bar{r}_i$ as in (11), with $u_i(t, y)$ replaced by $p_i(y)$. Owing to the definition (13), integrating (48) over $\mathbb{R}^n$ and using that the $\varphi_i$’s and their first order derivatives decay at least exponentially as $\|x\| \to +\infty$, we infer that $\bar{r}_1 = \bar{r}_2 = -\lambda_2$. We also note that $\int_{\mathbb{R}^n} p_1 = \int_{\mathbb{R}^n} p_2 = -\lambda_2$. Dividing (48) by $\int_{\mathbb{R}^n} \varphi_i = \int_{\mathbb{R}^n} \varphi_j$, and multiplying by $-\lambda_2$ we then get:

$$-\frac{\mu^2}{2} \Delta p_i(x) - r_i(x) p_i(x) + \delta (p_i(x) - p_j(x)) = -\left( \int_{\mathbb{R}^n} p_i(y) \, dy \right) p_i(x), \ x \in \mathbb{R}^n,$$

for $(i, j) = (1, 2)$ and $(i, j) = (2, 1)$. This proves (ii).

(iii) Assume that $H \geq 3$ and consider the optima $O_{ij}$’s located at $O_1 := (-\beta, 0, \ldots, 0)$ and $O_i := (\beta, 0, \ldots, 0)$ for all $2 \leq i \leq H$, with $\beta > 0$. Let $(\lambda_H, \Phi)$ be the principal eigenpair of (8), with $\Phi = (\varphi_1, \ldots, \varphi_H)$ here normalised so that $\int_{\mathbb{R}^n} \varphi_1 = 1$. First of all, by uniqueness, we readily check that $\varphi_i = \varphi_2$ for all $2 \leq i \leq H$, hence the eigenfunctions satisfy:

$$\begin{cases}
-\frac{\mu^2}{2} \Delta \varphi_1(x) - r_1(x) \varphi_1(x) + \delta (\varphi_1(x) - \varphi_2(x)) = \lambda_H \varphi_1(x), \\
-\frac{\mu^2}{2} \Delta \varphi_2(x) - r_2(x) \varphi_2(x) + \frac{\delta}{H-1} (\varphi_2(x) - \varphi_1(x)) = \lambda_H \varphi_2(x). 
\end{cases} \quad (49)$$

We now claim that, for all $\beta > 0$ large enough, no positive multiple of $\Phi$ is a stationary state of the system (1). Assume by way of contradiction that there exist a sequence $(\beta_m)_{m \in \mathbb{N}}$ diverging to $+\infty$ and a sequence $(\kappa_m)_{m \in \mathbb{N}}$ of positive real numbers such that $(\kappa_m \varphi_{1,m}, \kappa_m \varphi_{2,m}, \ldots, \kappa_m \varphi_{H,m})$ is a positive bounded stationary state of (1), associated with the optima $O_{1,m} := (-\beta_m, 0, \ldots, 0)$ and $O_{2,m} = \cdots =
\( O_{H,m} := (\beta_m, 0, \ldots, 0) \). Call \((\lambda_{H,m})_{m \in \mathbb{N}}\) the sequence of associated principal eigenvalues, and normalise the principal eigenvectors so that \( \int_{\mathbb{R}^n} \varphi_1,m(x) dx = 1 \). For each \( m \in \mathbb{N} \), plugging the solution \((\kappa_m \varphi_1,m, \kappa_m \varphi_2,m, \ldots, \kappa_m \varphi_2,m)\) into (1) yields \( \kappa_m \int_{\mathbb{R}^n} \varphi_i,m(x) dx = -\lambda_H \) for every \( 1 \leq i \leq H \), hence \( \int_{\mathbb{R}^n} \varphi_2,m = \int_{\mathbb{R}^n} \varphi_1,m = 1 \) in (49) (with \( \varphi_1 \) and \( \varphi_2 \) replaced by \( \varphi_1,m \) and \( \varphi_2,m \)). From the conclusion of Proposition 4 (whose proof is independent of this one), each \( \lambda_{H,m} \) satisfies

\[
\lambda_1 \leq \lambda_{H,m} \leq \lambda_1 + \delta = \frac{\mu n \sqrt{\alpha}}{2} - r_{\text{max}} + \delta.
\]

Therefore, up to extraction of a subsequence one can assume that

\[
\lambda_{H,m} \to \lambda_\infty \in \mathbb{R} \ \text{as} \ m \to +\infty.
\]

Call now \( \phi_m := \varphi_1,m(\cdot + O_{1,m}) \) and \( \psi_m := \varphi_2,m(\cdot + O_{1,m}) = \varphi_2,m(\cdot - O_{2,m}) \). From (49), one has

\[
-\frac{\mu^2}{2} \Delta \phi_m(x) - \left( r_{\text{max}} - \alpha \frac{\|x\|^2}{2} \right) \phi_m(x) + \delta(\phi_m(x) - \psi_m(x)) = \lambda_{H,m} \phi_m(x)
\]

(50)

for all \( m \in \mathbb{N} \) and \( x \in \mathbb{R}^n \). Since \( \int_{\mathbb{R}^n} \phi_m = \int_{\mathbb{R}^n} \psi_m = 1 \) for all \( m \in \mathbb{N} \), it follows that the sequence \((\Delta \phi_m)_{m \in \mathbb{N}}\) is bounded in \( L^1_{\text{loc}}(\mathbb{R}^n) \). If \( n = 1 \), one immediately sees that the sequence \((\phi_m)_{m \in \mathbb{N}}\) is bounded in \( W^{1,\infty}_{\text{loc}}(\mathbb{R}) \). Consider now \( n \geq 2 \), and any \( R \geq 1 \). Since the positive functions \( \phi_m \) have unit \( L^1(\mathbb{R}^n) \) norm, there is a sequence of real numbers \((R_m)_{m \in \mathbb{N}}\) in \([R + 2, R + 3]\) such that sup\(\{\int_{B(O,R_m)} \phi_m\} \to +\infty \). For each \( m \in \mathbb{N} \), let then \( \xi_m \in C^\infty(B(O,R_m)) \cap C(B(O,R_m)) \) be the harmonic function in \( B(O,R_m) \) with boundary value \( \phi_m \) on \( \partial B(O,R_m) \). The sequence \((\xi_m)_{m \in \mathbb{N}}\) is bounded in \( L^\infty(B(O,R + 1)) \) by the Poisson formula, and then it is bounded in \( C^1(B(O,R)) \). Since \( \phi_m - \xi_m = 0 \) on \( \partial B(O,R_m) \) and the sequence \((\Delta(\phi_m - \xi_m))_{m \in \mathbb{N}}\) is bounded in \( L^1(B(O,R_m)) \), one infers from Littman et al. (1963, Theorem (5.1) and the preceding comments) or Ponce (2016, Proposition 5.1). that, for every \( 1 \leq p < n/(n - 1) \), the sequence \((\phi_m - \xi_m)_{m \in \mathbb{N}}\) is bounded in \( W^{1,p}_{\text{loc}}(B(O,R_m)) \), hence so is the sequence \((\phi_m)_{m \in \mathbb{N}}\) in \( W^{1,p}(B(O,R)) \). As a consequence, the sequence \((\phi_m)_{m \in \mathbb{N}}\) is bounded in \( W^{1,p}_{\text{loc}}(\mathbb{R}^n) \) for every \( 1 \leq p < n/(n - 1) \).

Therefore, up to extraction of a subsequence, there is a nonnegative function \( \phi_\infty \)

in \( W^{1,p}_{\text{loc}}(\mathbb{R}^n) \) for every \( 1 \leq p < n/(n - 1) \) if \( n \geq 2 \) (respectively for every \( 1 \leq p \leq +\infty \) if \( n = 1 \)) such that \( \phi_m \to \phi_\infty \) almost everywhere in \( \mathbb{R}^n \) and in \( L^q_{\text{loc}}(\mathbb{R}^n) \) for every \( 1 \leq q < n/(n - 2) \) if \( n \geq 3 \) (respectively for every \( 1 \leq q < +\infty \) if \( n = 2 \), respectively in \( L^q_{\text{loc}}(\mathbb{R}) \) if \( n = 1 \)), and \( \partial \phi_\infty \) weakly in \( L^p_{\text{loc}}(\mathbb{R}^n) \) for every \( 1 \leq p < n/(n - 1) \) if \( n \geq 2 \) (respectively for every \( 1 \leq p < +\infty \) if \( n = 1 \)). Since \( \int_{B(O,R)} \phi_\infty = \lim_{m \to +\infty} \int_{B(O,R)} \phi_m \leq 1 \) for every \( R > 0 \), it follows

\[\text{Comments on this point.}\]
from the monotone convergence theorem that \( \int_{\mathbb{R}^n} \phi_\infty \leq 1 \). On the other hand, by integrating (50) over \( \mathbb{R}^n \) and using that \( \int_{\mathbb{R}^n} \phi_m = \int_{\mathbb{R}^n} \psi_m = 1 \), one gets that

\[
\frac{\alpha R^2}{2} \int_{\mathbb{R}^n \setminus B(O,R)} \phi_m(x) \, dx \leq \frac{\alpha}{2} \int_{\mathbb{R}^n} \|x\|^2 \phi_m(x) \, dx = \lambda_{H,m} + r_{\max} \leq \frac{\mu n \sqrt{\alpha}}{2} + \delta
\]

for all \( m \in \mathbb{N} \) and \( R > 0 \). Since the nonnegative functions \( \phi_m \) converge to \( \phi_\infty \) in \( L^1_{\text{loc}}(\mathbb{R}^n) \) and have unit \( L^1(\mathbb{R}^n) \) norm, it follows that \( \int_{\mathbb{R}^n} \phi_\infty(x) \, dx = 1 \). As in (51), by using now \( \psi_m(\cdot + 2O_{2,m}) = \varphi_2, \psi_m(\cdot + O_{2,m}) \) instead of \( \phi_m = \varphi_1(\cdot + O_{1,m}) \), one also has

\[
\frac{\alpha R^2}{2} \int_{\mathbb{R}^n \setminus B(2O_{2,m},R)} \psi_m(x) \, dx \leq \frac{\alpha}{2} \int_{\mathbb{R}^n} \|x\|^2 \psi_m(x) \, dx = \lambda_{H,m} + r_{\max} \leq \frac{\mu n \sqrt{\alpha}}{2} + \delta
\]

for all \( m \in \mathbb{N} \) and \( R > 0 \). Since \( \psi_m \geq 0 \) in \( \mathbb{R}^n \) and since \( O_{2,m} = (\beta_m, 0, \ldots, 0) \) with \( \lim_{m \to +\infty} \beta_m = +\infty \), it follows that \( \psi_m \to 0 \) as \( m \to +\infty \) in \( L^1_{\text{loc}}(\mathbb{R}^n) \). Passing to the limit as \( m \to +\infty \) in (50) after multiplying against any \( C^\infty(\mathbb{R}^n) \) function with compact support, it follows that \( \phi_\infty \) is a distributional solution of

\[
-\frac{\mu^2}{2} \Delta \phi_\infty - (r_{\max} - \alpha \frac{\|x\|^2}{2}) \phi_\infty(x) + \delta \phi_\infty = \lambda_\infty \phi_\infty
\]

in \( \mathbb{R}^n \). Since \( \phi_\infty \in W^{1,p}_{\text{loc}}(\mathbb{R}^n) \) for every \( 1 \leq p < n/(n-1) \) if \( n \geq 2 \) (respectively for every \( 1 \leq p \leq +\infty \) if \( n = 1 \)), one infers from the weak formulation of (52) that \( \partial_{x_j} \phi_\infty \) actually belongs to \( W^{1,p}_{\text{loc}}(\mathbb{R}^n) \) for every \( 1 \leq j \leq n \) and then \( \phi_\infty \in W^{2,p}_{\text{loc}}(\mathbb{R}^n) \), for every \( 1 \leq p < n/(n-1) \) if \( n \geq 2 \) (respectively for every \( 1 \leq p \leq +\infty \) if \( n = 1 \)). Therefore, by bootstrapping and differentiating, it follows that \( \phi_\infty \) is a \( C^\infty(\mathbb{R}^n) \) solution of (52). Since it is nonnegative with unit \( L^1(\mathbb{R}^n) \) mass, the strong elliptic maximum principle implies that \( \phi_\infty > 0 \) in \( \mathbb{R}^n \). In particular, there is \( R_0 > 0 \) such that the function \( \phi_\infty \) is subharmonic in \( \mathbb{R}^n \setminus B(O, R_0) \). Hence,

\[
0 < \phi_\infty(x) \leq n \omega_n^{-1} \int_{B(x,1)} \phi_\infty(y) \, dy \leq n \omega_n^{-1} \int_{\mathbb{R}^n \setminus B(O,|x|-1)} \phi_\infty(y) \, dy
\]

for all \( \|x\| \geq R_0 + 1 \), where \( \omega_n/n \) is the Lebesgue measure of the Euclidean unit ball of \( \mathbb{R}^n \). Since \( \phi_\infty \in L^1(\mathbb{R}^n) \), one then deduces that \( \phi_\infty(x) \to 0 \) as \( \|x\| \to +\infty \). On the other hand, for every \( \sigma > 0 \), there is \( R_1 > 0 \) such that \( \alpha \|x\|^2/2 - r_{\max} + \delta \geq \lambda_\infty \) for all \( \|x\| \geq R_1 \) and such that the function \( x \mapsto e^{-\sigma \|x\|} \) is a supersolution of (52) in \( \mathbb{R}^n \setminus B(O, R_1) \). Therefore, by choosing \( A > 0 \) such that \( \max_{B(O,R_1)} \phi_\infty \leq A e^{-\sigma R_1} \), the weak maximum principle implies that \( 0 < \phi_\infty(x) \leq A e^{-\sigma \|x\|} \) for all \( \|x\| \geq R_1 \). As a consequence, \( \phi_\infty \) converges to 0 as \( \|x\| \to +\infty \) faster than any exponentially decaying function. So does then the function \( x \mapsto \|x\|^2 \phi_\infty(x) \), hence standard elliptic estimates imply that \( \|\nabla \phi_\infty\| \) also converges to 0 as \( \|x\| \to +\infty \) faster than any
exponentially decaying function. Finally, \( \phi_\infty \in H^1(\mathbb{R}^n) \cap L^2_w(\mathbb{R}^n) \) and, since it is positive, it is therefore the principal eigenfunction of the operator 

\[ -\frac{\mu^2}{2} \Delta - (r_{\max} - \alpha \|x\|^2/2) + \delta, \]

with principal eigenvalue \( \lambda_\infty \). Hence,

\[ \lambda_\infty = \lambda_1 + \delta = \frac{\mu n \sqrt{\alpha}}{2} - r_{\max} + \delta. \]  

(53)

Finally, by arguing similarly with the functions \( \tilde{\phi}_m := \varphi_{1,m}(\cdot + O_2,m) \) and \( \tilde{\psi}_m := \varphi_{2,m}(\cdot + O_2,m) \), and passing to the limit as \( m \to +\infty \) in the equation

\[ -\frac{\mu^2}{2} \Delta \tilde{\psi}_m(x) - \left( r_{\max} - \alpha \|x\|^2/2 \right) \tilde{\psi}_m(x) + \frac{\delta}{H-1} (\tilde{\psi}_m(x) - \tilde{\phi}_m(x)) = \lambda_{H,m} \tilde{\psi}_m(x), \]

one similarly gets that

\[ \lambda_\infty = \lambda_1 + \frac{\delta}{H-1} = \frac{\mu n \sqrt{\alpha}}{2} - r_{\max} + \frac{\delta}{H-1}, \]  

(54)

contradicting (53), since \( \delta > 0 \) and \( H \geq 3 \). The proof of Proposition 2 is thereby complete. \( \Box \)

### 6.2 Proofs of Propositions 3–4 and 5

We actually start with the proof of Proposition 4, since its conclusion is used in the proof of Proposition 3.

**Proof of Proposition 4** First of all, since

\[ 2 \int_{\mathbb{R}^n} \phi(x) \psi(x) \, dx \leq \int_{\mathbb{R}^n} (\phi(x))^2 \, dx + \int_{\mathbb{R}^n} (\psi(x))^2 \, dx \]  

(55)

for any two \( L^2(\mathbb{R}^n) \) functions \( \phi \) and \( \psi \), and since the principal eigenvector \( \Phi = (\varphi_1, \ldots, \varphi_H) \) of \( A \) is normalised in \( L^2(\mathbb{R}^n)^H \), the first inequality in (18) follows immediately. The second inequality follows from \( \lambda_H (\delta, \alpha, \mu, O_1, \ldots, O_H) = Q_H(\Phi) \) and the fact that \( \lambda_1 \) is the minimum of \( Q_H \) when \( \delta = 0 \):

\[ \sum_{i=1}^H \left( \frac{\mu^2}{2} \int_{\mathbb{R}^n} \|\nabla \varphi_i(x)\|^2 \, dx - \int_{\mathbb{R}^n} r_i(x) (\varphi_i(x))^2 \, dx \right) \]

\[ \geq \sum_{i=1}^H \lambda_1(\alpha, \mu) \int_{\mathbb{R}^n} (\varphi_i(x))^2 \, dx = \lambda_1(\alpha, \mu). \]

Now, recalling that \( G_i = G(\cdot - O_i) \) and testing the Rayleigh quotient \( Q_H \) at \( \Psi := (G_1/\sqrt{H}, \ldots, G_H/\sqrt{H}) \), we get that
\[ \lambda_H(\delta, \alpha, \mu, O_1, \ldots, O_H) \leq Q_H(\Psi) \]
\[ = \lambda_1(\alpha, \mu) + \delta \left(1 - \sum_{1 \leq i < j \leq H} \frac{2}{H(H-1)} \int_{\mathbb{R}^n} G_i(x) G_j(x) \, dx\right) \]
\[ \leq \lambda_1(\alpha, \mu) + \delta. \]

Lastly, for any \( \Gamma \in H^1(\mathbb{R}^n) \cap L^2_w(\mathbb{R}^n) \) such that \( \int_{\mathbb{R}^n} P^2 = 1/H \), we observe that the quantity \( Q_H(\Gamma, \ldots, \Gamma) \) is independent of \( \delta \) and therefore the Rayleigh formula (9)–(10) (together with the lower bound \( \lambda_H(\delta, \alpha, \mu, O_1, \ldots, O_H) \geq \mu n \sqrt{\alpha/2 - r_{\text{max}}} \)) implies that \( \lambda_H(\delta, \alpha, \mu, O_1, \ldots, O_H) \) is bounded independently of \( \delta \) (for every given \( \alpha > 0, \mu > 0 \) and \( (O_i)_{1 \leq i \leq H} \in (\mathbb{R}^n)^H \)). \( \square \)

**Proof of Proposition 3** Let us begin with the proof of the continuity of the map

\( (\delta, \alpha, \mu, O_1, \ldots, O_H) \mapsto \lambda_H(\delta, \alpha, \mu, O_1, \ldots, O_H) \)

in \( (0, +\infty)^3 \times (\mathbb{R}^n)^H \). Fix \( (\delta, \alpha, \mu, O_1, \ldots, O_H) \in (0, +\infty)^3 \times (\mathbb{R}^n)^H \) and consider any sequence \( (\delta^m, \alpha^m, \mu^m, O_1^m, \ldots, O_H^m)_{m \in \mathbb{N}} \) in \( (0, +\infty)^3 \times (\mathbb{R}^n)^H \) and converging to \( (\delta, \alpha, \mu, O_1, \ldots, O_H) \). Since the sequence \( (\lambda_H(\delta^m, \alpha^m, \mu^m, O_1^m, \ldots, O_H^m))_{m \in \mathbb{N}} \) is bounded by Proposition 4, one can assume that it converges to some real number \( \lambda \), up to extraction of a subsequence. For each \( m \in \mathbb{N} \), call \( \Phi^m := (\varphi_1^m, \ldots, \varphi_H^m) \) the normalised principal eigenvector associated to the principal eigenvalue \( \lambda_H(\delta^m, \alpha^m, \mu^m, O_1^m, \ldots, O_H^m) \). As at the beginning of the proof of Proposition 4, the inequality (55) applied to \( \int_{\mathbb{R}^n} \varphi_i^m \varphi_j^m \) implies that

\[
\sum_{i=1}^{H} \frac{(\mu^m)^2}{2} \int_{\mathbb{R}^n} \|\nabla \varphi_i^m(x)\|^2 \, dx + \frac{\alpha^m}{2} \int_{\mathbb{R}^n} \|x - O_i^m\|^2 (\varphi_i^m(x))^2(x) \, dx \\
\leq Q_H(\Phi^m) + r_{\text{max}} = \lambda_H(\delta^m, \alpha^m, \mu^m, O_1^m, \ldots, O_H^m) + r_{\text{max}}
\]

for all \( m \in \mathbb{N} \). Together with \( \int_{\mathbb{R}^n} \|\Phi(x)\|^2 \, dx = 1 \), the sequence \( (\Phi^m)_{m \in \mathbb{N}} = ((\varphi_1^m, \ldots, \varphi_H^m))_{m \in \mathbb{N}} \) is bounded in \( (H^1(\mathbb{R}^n) \cap L^2_w(\mathbb{R}^n))^H \). Hence, up to extraction of a subsequence, it converges weakly in \( H^1(\mathbb{R}^n)^H \), strongly in \( L^2_w(\mathbb{R}^n)^H \), and almost everywhere in \( \mathbb{R}^n \), to a certain limit \( \Phi^\infty := (\varphi_1^\infty, \ldots, \varphi_H^\infty) \in (H^1(\mathbb{R}^n) \cap L^2_w(\mathbb{R}^n))^H \), which is nonnegative componentwise. The boundedness of the sequences \( (\int_{\mathbb{R}^n} |x|^2 (\varphi_i^m(x))^2 \, dx)_{m \in \mathbb{N}} \) also implies (as for the function \( \phi^\infty \) after (51)) that the sequence \( (\Phi^m)_{m \in \mathbb{N}} \) converges to \( \Phi^\infty \) in \( L^2(\mathbb{R}^n)^H \), and that

\[ \int_{\mathbb{R}^n} \|\Phi^\infty(x)\|^2 \, dx = 1. \]

By passing to the weak limit in (8) (with parameters \( (\delta^m, \alpha^m, \mu^m, O_1^m, \ldots, O_H^m) \)), it follows that the pair \( (\lambda, \Phi^\infty) \) is a weak solution of (8), with \( \Phi^\infty \) normalised in \( L^2(\mathbb{R}^n)^H \) and nonnegative componentwise. From elliptic regularity, \( \Phi^\infty \) is actually
a $C^\infty(\mathbb{R}^n)^H$ solution of this problem and, from the strong elliptic maximum principle, it is positive componentwise in $\mathbb{R}^n$. By uniqueness of the principal eigenpair of (8), one infers that $\Phi^\infty = \Phi$ and $\lambda = \lambda_H(\delta, \alpha, \mu, \mathbf{O}_1, \ldots, \mathbf{O}_H)$. By uniqueness of the limit, it also follows that $\Phi^m \rightarrow \Phi$ in $L^2(\mathbb{R}^n)^H$ as $m \rightarrow +\infty$. One has then shown the continuity of the map $(\delta, \alpha, \mu, \mathbf{O}_1, \ldots, \mathbf{O}_H) \mapsto \lambda_H(\delta, \alpha, \mu, \mathbf{O}_1, \ldots, \mathbf{O}_H)$ in $(0, +\infty)^3 \times (\mathbb{R}^n)^H$. Together with the inequalities (18) and the definition (16), one concludes that the map $(\delta, \alpha, \mu, \mathbf{O}_1, \ldots, \mathbf{O}_H) \mapsto \lambda_H(\delta, \alpha, \mu, \mathbf{O}_1, \ldots, \mathbf{O}_H)$ is continuous in $[0, +\infty) \times (0, +\infty)^3 \times (\mathbb{R}^n)^H$.

Next, since the quantity $Q_H(\Psi)$ in (10) is affine with respect to $(\delta, \alpha, \mu) \in (0, +\infty)^3$ for each $\Psi \in (H^1(\mathbb{R}^n) \cap L^2_w(\mathbb{R}^n))^H$, one gets from (9) that the map $(\delta, \alpha, \mu) \mapsto \lambda_H(\delta, \alpha, \mu, \mathbf{O}_1, \ldots, \mathbf{O}_H)$ is concave in $(0, +\infty)^3$, for each $(\mathbf{O}_i)_{1 \leq i \leq H} \in (\mathbb{R}^n)^H$. Together with the continuity proved in the previous paragraph, one infers that the map $(\delta, \alpha, \mu) \mapsto \lambda_H(\delta, \alpha, \mu, \mathbf{O}_1, \ldots, \mathbf{O}_H)$ is concave in $[0, +\infty) \times (0, +\infty)^2$.

Consider now $\delta \geq 0, \alpha > 0, 0 < \mu_1 < \mu_2$, $(\mathbf{O}_i)_{1 \leq i \leq H} \in (\mathbb{R}^n)^H$, and let us show that $\lambda_H(\delta, \alpha, \mu_1, \mathbf{O}_1, \ldots, \mathbf{O}_H) < \lambda_H(\delta, \alpha, \mu_2, \mathbf{O}_1, \ldots, \mathbf{O}_H)$. The case $\delta = 0$ is obvious by (16), so let us assume that $\delta > 0$. Let $\Phi_1$ and $\Phi_2$ be the principal eigenvectors associated to the principal eigenvalues $\lambda_H(\delta, \alpha, \mu_1, \mathbf{O}_1, \ldots, \mathbf{O}_H)$ and $\lambda_H(\delta, \alpha, \mu_2, \mathbf{O}_1, \ldots, \mathbf{O}_H)$, respectively, and let $Q_{H,1}$ and $Q_{H,2}$ be the functionals defined in (10), associated with $\mu_1$ and $\mu_2$, respectively. Since no component of the vector $(\varphi_1, \ldots, \varphi_H) := \Phi_2$ is constant, one has $\int_{\mathbb{R}^n} \|\nabla \varphi_i(x)\|^2 \, dx > 0$ for each $1 \leq i \leq H$, hence

$$\lambda_H(\delta, \alpha, \mu_2, \mathbf{O}_1, \ldots, \mathbf{O}_H) = Q_{H,2}(\Phi_2) > Q_{H,1}(\Phi_2) \geq \lambda_H(\delta, \alpha, \mu_1, \mathbf{O}_1, \ldots, \mathbf{O}_H).$$

The strict increasing monotonicity of $\lambda_H(\delta, \alpha, \mu, \mathbf{O}_1, \ldots, \mathbf{O}_H)$ with respect to $\alpha > 0$ can be shown similarly. Lastly, the monotonicity of $\lambda_H(\delta, \alpha, \mu, \mathbf{O}_1, \ldots, \mathbf{O}_H)$ with respect to $\delta \geq 0$ will actually be shown independently in Proposition 7 in Sect. 6.3.

\[\square\]

**Proof of Proposition 5** The first part leading to (20) is actually a straightforward adaptation of the proof of Hamel et al. (2021, Proposition 4 (i)) performed in the case $H = 2$. Details are omitted. Next, since $R_H(x) = r_{\max} - \alpha \|x - M\|^2 / 2 + R_H(M) - r_{\max}$, we get (21).

\[\square\]

### 6.3 Proofs of Propositions 7–12

**Proof of Proposition 7** The parameters $\alpha > 0$ and $\mu > 0$ are fixed throughout the proof, as are the optima $(\mathbf{O}_i)_{1 \leq i \leq H} \in (\mathbb{R}^n)^H$. Let us first show that the map $\delta \mapsto \lambda_H(\delta)$ is differentiable in $(0, +\infty)$. For $\delta > 0$ and $\Psi = (\varphi_1, \ldots, \varphi_H) \in (H^1(\mathbb{R}^n) \cap L^2_w(\mathbb{R}^n))^H$, we denote by $Q_H(\Psi, \delta)$ the Rayleigh quotient (10). We also denote $\Phi^\delta = (\varphi_1^\delta, \ldots, \varphi_H^\delta)$ the principal (normalised) eigenvector associated with $\lambda_H(\delta)$, so that $\lambda_H(\delta) = Q_H(\Phi^\delta, \delta) = \min_{\Psi \in (H^1(\mathbb{R}^n) \cap L^2_w(\mathbb{R}^n))^H} Q_H(\Psi, \delta)$.
Fix any $\delta > 0$. We notice that, for $\varepsilon > 0$,
\[
\frac{Q_H(\Phi^{\delta+\varepsilon}, \delta + \varepsilon) - Q_H(\Phi^{\delta+\varepsilon}, \delta)}{\varepsilon} \leq \frac{\lambda_H(\delta + \varepsilon) - \lambda_H(\delta)}{\varepsilon} \\
\leq \frac{Q_H(\Phi^{\delta}, \delta + \varepsilon) - Q_H(\Phi^{\delta}, \delta)}{\varepsilon},
\]
(56)

together with
\[
\frac{Q_H(\Phi^{\delta+\varepsilon}, \delta + \varepsilon) - Q_H(\Phi^{\delta+\varepsilon}, \delta)}{\varepsilon} = 1 - \sum_{1 \leq i < j \leq H} \frac{2}{H - 1} \int_{\mathbb{R}^n} \varphi_i^{\delta+\varepsilon}(x) \varphi_j^{\delta+\varepsilon}(x) \, dx
\]
(57)
and
\[
\frac{Q_H(\Phi^{\delta}, \delta + \varepsilon) - Q_H(\Phi^{\delta}, \delta)}{\varepsilon} = 1 - \sum_{1 \leq i < j \leq H} \frac{2}{H - 1} \int_{\mathbb{R}^n} \varphi_i^{\delta}(x) \varphi_j^{\delta}(x) \, dx.
\]
(58)

From the proof of the continuity property in Proposition 3, one knows that $\Phi^{\delta+\varepsilon} \to \Phi^{\delta}$ in $L^2(\mathbb{R}^n)^H$ as $\varepsilon \to 0$. Thus, inserting (57) and (58) into (56) and passing to the limit as $\varepsilon \to 0^+$, we get
\[
\frac{\lambda_H(\delta + \varepsilon) - \lambda_H(\delta)}{\varepsilon} \to 1 - \sum_{1 \leq i < j \leq H} \frac{2}{H - 1} \int_{\mathbb{R}^n} \varphi_i^{\delta}(x) \varphi_j^{\delta}(x) \, dx.
\]

By reverting the inequalities in (56) when $\varepsilon \in (-\delta, 0)$, and using the arbitrariness of $\delta > 0$, one then concludes that the map $\delta \mapsto \lambda_H(\delta)$ is differentiable in $(0, +\infty)$, with
\[
\lambda'_H(\delta) = 1 - \sum_{1 \leq i < j \leq H} \frac{2}{H - 1} \int_{\mathbb{R}^n} \varphi_i^{\delta}(x) \varphi_j^{\delta}(x) \, dx < 1 \text{ for all } \delta > 0.
\]
(59)

Notice also that, if the optima $O_i$ are all identical, then by uniqueness the functions $\varphi_i^\delta$ are also all identical, hence $\int_{\mathbb{R}^n} \varphi_i^{\delta}(x) \varphi_j^{\delta}(x) \, dx = 1/H$ for all $1 \leq i \leq H$ (remember that $\Phi^\delta = (\varphi_1^\delta, \ldots, \varphi_H^\delta)$ has unit $L^2(\mathbb{R}^n)^H$ norm) and $\lambda'_H(\delta) = 0$ for all $\delta > 0$. On the other hand, if the optima $O_i$ are not all identical, then, for any $\delta > 0$, the functions $\varphi_i^\delta$ are not all identical: otherwise, each $\varphi_i^\delta \in H^1(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)$ would be a classical positive solution of $-(\mu^2/2)\Delta \varphi_i^\delta(x) - r_i(x) \varphi_i^\delta(x) = \lambda_H(\delta) \varphi_i^\delta(x)$ in $\mathbb{R}^n$ and then $r_i(x) \equiv r_j(x)$ in $\mathbb{R}^n$ and $O_i = O_j$ for all $1 \leq i, j \leq H$, a contradiction. Thus, for every $\delta > 0$, there are $1 \leq i_0 < j_0 \leq H$ such that $\varphi_{i_0}^\delta \neq \varphi_{j_0}^\delta$ in $\mathbb{R}^n$, hence
\[
\int_{\mathbb{R}^n} \varphi_{i_0}^\delta(x) \varphi_{j_0}^\delta(x) \, dx < \frac{1}{2} \int_{\mathbb{R}^n} (\varphi_{i_0}^\delta(x))^2 \, dx + \frac{1}{2} \int_{\mathbb{R}^n} (\varphi_{j_0}^\delta(x))^2 \, dx,
\]
while the large inequality always holds for every $1 \leq i, j \leq H$. Therefore, (59) and the normalisation of $\Phi^\delta = (\varphi_1^\delta, \ldots, \varphi_H^\delta)$ imply that $\lambda'_H(\delta) > 0$ for all $\delta > 0$.\[\square\] Springer
Let us now show the differentiability of $\delta \mapsto \lambda_H(\delta)$ at $\delta = 0$. We recall that

$$\lambda_H(0) = \lambda_1 = \frac{\mu n \sqrt{\alpha}}{2} - r_{\max} = \frac{\mu^2}{2} \int_{\mathbb{R}^n} \| \nabla G_i(x) \|^2 \, dx - \int_{\mathbb{R}^n} r_i(x) \left( G_i(x) \right)^2 \, dx$$

for every $1 \leq i \leq H$, with $G_i(x) = G(x - O_i)$ and $G$ defined in (15). We also observe that Proposition 4 implies that the function $\delta \mapsto \lambda_H(\delta)$ is continuous at 0, and that $0 \leq \liminf_{\delta \to 0^+} (\lambda_H(\delta) - \lambda_H(0))/\delta \leq \limsup_{\delta \to 0^+} (\lambda_H(\delta) - \lambda_H(0))/\delta < 1$ (the last strict inequality comes from the third inequality in (18)).

Consider now any sequence $(\epsilon_m)_{m \in \mathbb{N}}$ of positive real numbers converging to 0. The same arguments as in the proof of the continuity property in Proposition 3 imply that, up to extraction of a subsequence, the sequence $(\Phi^\epsilon_m)_{m \in \mathbb{N}} = ((\varphi_1^\epsilon_m, \ldots, \varphi_H^\epsilon_m))_{m \in \mathbb{N}}$ converges weakly in $H^1(\mathbb{R}^n)^H$, strongly in $L^2(\mathbb{R}^n)^H$, and almost everywhere in $\mathbb{R}^n$, to a certain limit $\Phi := (\varphi_1, \ldots, \varphi_H) \in (H^1(\mathbb{R}^n) \cap L^2(\mathbb{R}^n))^H$, which is nonnegative componentwise and satisfies $\int_{\mathbb{R}^n} \| \Phi(x) \|^2 \, dx = 1$. Furthermore, each function $\varphi_i$ is a $C_\infty(\mathbb{R}^n) \cap H^1(\mathbb{R}^n) \cap L^2_w(\mathbb{R}^n)$ nonnegative solution of

$$-\frac{\mu^2}{2} \Delta \varphi_i(x) - r_i(x) \varphi_i(x) = \lambda_1 \varphi_i(x) \text{ in } \mathbb{R}^n.$$

Therefore, by uniqueness of the principal eigenfunction for this equation, it follows that there is $p_i \in (0, +\infty)$ such that

$$\varphi_i(x) = p_i G_i(x) = p_i G(x - O_i) \text{ for all } x \in \mathbb{R}^n,$$

hence

$$(\varphi_1^\epsilon_m, \ldots, \varphi_H^\epsilon_m) \to (p_1 G_1, \ldots, p_H G_H) \text{ in } L^2(\mathbb{R}^n)^H \text{ as } m \to +\infty. \quad (60)$$

Since $\Phi$ is normalised in $L^2(\mathbb{R}^n)^H$, one also has

$$p_1^2 + \cdots + p_H^2 = 1.$$

Now, consider any $q = (q_1, \ldots, q_H) \in \mathbb{R}^H$ with $\|q\| = 1$, and call $\Psi := (q_1 G_1, \ldots, q_H G_H) \in (H^1(\mathbb{R}^n) \cap L^2_w(\mathbb{R}^n))^H$. Notice that $\int_{\mathbb{R}^n} \| \Psi(x) \|^2 \, dx = 1$. Observe also that each $\varphi^{\epsilon_m}_{i,i}$ belongs to $H^1(\mathbb{R}^n) \cap L^2_w(\mathbb{R}^n)$, hence

$$\lambda_1 \int_{\mathbb{R}^n} (\varphi_1^{\epsilon_m}(x))^2 \, dx \leq \frac{\mu^2}{2} \int_{\mathbb{R}^n} \| \nabla \varphi_1^{\epsilon_m}(x) \|^2 \, dx - r_{\max} \int_{\mathbb{R}^n} (\varphi_1^{\epsilon_m}(x))^2 \, dx + \frac{\alpha}{2} \int_{\mathbb{R}^n} \| x - O_i \|^2 (\varphi_1^{\epsilon_m}(x))^2 \, dx$$

$$=: Q_1(\varphi_1^{\epsilon_m}, 0)$$

and $\lambda_H(0) = \lambda_1 \leq Q_H(\Phi^{\epsilon_m}, 0)$ by summing the inequalities from $i = 1$ to $H$. The inequality $\lambda_H(\epsilon_m) = Q_H(\Phi^{\epsilon_m}, \epsilon_m) \leq Q_H(\Psi, \epsilon_m)$ and the equality $Q_H(\Psi, 0) =$
\[ \lambda_1 = \lambda_H(0) \text{ then imply that} \]

\[ \frac{Q_H(\Phi^{\epsilon_m}, \epsilon_m) - Q_H(\Phi^{\epsilon_m}, 0)}{\epsilon_m} \leq \frac{\lambda_H(\epsilon_m) - \lambda_H(0)}{\epsilon_m} \leq \frac{Q_H(\Psi, \epsilon_m) - Q_H(\Psi, 0)}{\epsilon_m} \]

for every \( m \in \mathbb{N} \), hence, as in (57)–(58),

\[ 1 - \sum_{1 \leq i < j \leq H} \frac{2}{H-1} \int_{\mathbb{R}^n} \phi_i^{\epsilon_m}(x) \phi_j^{\epsilon_m}(x) \, dx \leq \frac{\lambda_H(\epsilon_m) - \lambda_H(0)}{\epsilon_m} \leq 1 - \sum_{1 \leq i < j \leq H} \frac{2}{H-1} \int_{\mathbb{R}^n} q_i q_j G_i(x) G_j(x) \, dx. \]

Using (60) and passing to the limit as \( m \to +\infty \) in the left-hand side of the previous inequality leads to

\[ \sum_{1 \leq i < j \leq H} \int_{\mathbb{R}^n} q_i q_j G_i(x) G_j(x) \, dx \leq \sum_{1 \leq i < j \leq H} \int_{\mathbb{R}^n} p_i p_j G_i(x) G_j(x) \, dx, \]

hence

\[ \sum_{1 \leq i \leq H} \int_{\mathbb{R}^n} q_i q_j G_i(x) G_j(x) \, dx \leq \sum_{1 \leq i \leq H} \int_{\mathbb{R}^n} p_i p_j G_i(x) G_j(x) \, dx, \]

since each \( G_i = G(\cdot - O_i) \) has unit \( L^2(\mathbb{R}^n) \) norm and since both vectors \( p := (p_1, \ldots, p_H) \) and \( q = (q_1, \ldots, q_H) \) of \( \mathbb{R}^H \) have unit Euclidean norm. Denote \( A = (a_{ij})_{1 \leq i, j \leq H} \) the symmetric matrix whose entries are

\[ a_{ij} := \int_{\mathbb{R}^n} G_i(x) G_j(x) \, dx = e^{-\sqrt{\alpha} \|O_i-O_j\|^2/(4\mu)} > 0, \]

by (17). One has then obtained that \( q A q \leq p A p \) for all \( q \in \mathbb{R}^H \) with unit Euclidean norm (namely the quadratic form associated to \( A \) is maximal on the unit Euclidean sphere of \( \mathbb{R}^H \) at the normalised vector \( p \)). From the Perron-Frobenius theorem, since \( a_{ij} > 0 \) and \( p_i \geq 0 \) for all \( 1 \leq i, j \leq H \), it follows that \( p A p \) is the largest eigenvalue \( \mu_A \) of \( A \), that \( p \) is the unique normalised principal eigenvector of the matrix \( A \), and that \( p_i > 0 \) for all \( 1 \leq i \leq H \). By uniqueness of the limit, one concludes that \( \Phi^\epsilon \to (p_1 G_1, \ldots, p_H G_H) \) in \( L^2(\mathbb{R}^n)^H \) as \( \epsilon \to 0^+ \). Furthermore, by using \( q = p \) and \( \epsilon \) instead of \( \epsilon_m \) in (61), and by passing to the limit as \( \epsilon \to 0^+ \), one gets that \( \delta \mapsto \lambda_H(\delta) \) is differentiable at 0, with

\[ \lambda_H'(0) = 1 - \sum_{1 \leq i < j \leq H} \frac{2}{H-1} \int_{\mathbb{R}^n} p_i p_j G_i(x) G_j(x) \, dx = 1 - \frac{1}{H-1} \sum_{1 \leq i \neq j \leq H} p_i p_j a_{ij}. \]

\[ \square \, \text{Springer} \]
But $\sum_{1 \leq i \neq j \leq H} p_i p_j a_{ij} = p A p - \sum_{1 \leq i \leq H} p_i^2 = \mu_A - 1$. Finally,

$$\lambda'_H(0) = 1 - \frac{\mu_A - 1}{H - 1} = \frac{H - \mu_A}{H - 1}. \quad (64)$$

Observe that (63) confirms that $\lambda'_H(0) < 1$ (since $a_{ij} > 0$ and $p_i > 0$ for all $1 \leq i, j \leq H$). Furthermore, if the optima $O_i$ are all identical, then we already know that $\lambda'_H(\delta) = 0$ for all $\delta > 0$, hence the function $\delta \mapsto \lambda_H(\delta)$, which is continuous in $[0, +\infty)$ is constant in $[0, +\infty)$, thus $\lambda'_H(0) = 0$ too and $\lambda_H(\delta) = \lambda_H(0) = \lambda_1 = \mu n \sqrt{a} / 2 - r_{\text{max}}$ for all $\delta \geq 0$. On the other hand, if the optima $O_i$ are not all identical, then the functions $G_i$ are not all identical and there are $1 \leq i_0 < j_0 \leq H$ such that $G_{i_0} \neq G_{j_0}$, hence $p_{i_0} G_{i_0} \neq p_{j_0} G_{j_0}$ (remember that $p_i > 0$ for all $1 \leq i \leq H$ and that the functions $G_i$ have all unit $L^2(\mathbb{R}^n)$ norm)

$$\int_{\mathbb{R}^n} p_{i_0} p_{j_0} G_{i_0}(x) G_{j_0}(x) \, dx < \frac{1}{2} \int_{\mathbb{R}^n} (p_{i_0} G_{i_0}(x))^2 \, dx + \frac{1}{2} \int_{\mathbb{R}^n} (p_{j_0} G_{j_0}(x))^2 \, dx = \frac{p_{i_0}^2 + p_{j_0}^2}{2},$$

while the large inequality holds for all $1 \leq i, j \leq H$. Therefore, (63) and the equality $p_1^2 + \cdots + p_H^2 = 1$ imply that $\lambda'_H(0) > 0$.

Lastly, with $O_1, O_2$ as in (19), formula (64) implies that

$$\lambda'_2(0) = 1 - e^{-\sqrt{a} \beta^2 / \mu}$$

and

$$\lambda'_3(0) = 1 - \sqrt{\frac{a_{12}^2 + a_{13}^2 + a_{23}^2}{3}} \times \cos \left[ \frac{1}{3} \arccos \left( \frac{27}{(a_{12}^2 + a_{13}^2 + a_{23}^2)^3} \right) \right].$$

from the del Ferro-Cardan formula for the roots of the characteristic polynomial of the matrix $A$ (notice that the argument inside the arccos ranges in $(0, 1]$ from the positivity of the $a_{ij}$’s and the arithmetic–geometric mean inequality). After some algebraic transformations based on (62), one infers that $\mathcal{P} := \{O_3 = (a_1, \ldots, a_n) \in \mathbb{R}^n : \lambda'_3(0) < \lambda'_2(0) \}$ is given by formula (25), and that $\{O_3 = (a_1, \ldots, a_n) \in \mathbb{R}^n : \lambda'_3(0) > \lambda'_2(0) \} = \mathbb{R}^n \setminus \mathcal{P}$. The last conclusion of Proposition 7 immediately follows, and the proof is thereby complete. □

Proof of Proposition 8 Denote $\lambda^c_3 = \lambda_3(O_1, O_2, O_3)$, with $O_1 = (-\beta, 0, \ldots, 0)$, $O_2 = (\beta, 0, \ldots, 0)$, $O_3 = (0, \sqrt{3} \beta, 0, \ldots, 0)$, and $\beta > 0$. We first show some symmetry properties. Let $(\varphi_1, \varphi_2, \varphi_3)$ be the normalised principal eigenvector associated with the principal eigenvalue $\lambda^c_3$. Define the symmetry

$$t(x) = t(x_1, x_2, \ldots, x_n) := (-x_1, x_2, \ldots, x_n). \quad (65)$$
As \( r_2 \circ \iota = r_1 \) and \( r_3 \circ \iota = r_3 \), we get that \((\varphi_2 \circ \iota, \varphi_1 \circ \iota, \varphi_3 \circ \iota)\) is also a normalised positive eigenvector. By uniqueness, it follows that

\[
\varphi_2 = \varphi_1 \circ \iota \quad \text{and} \quad \varphi_3 = \varphi_3 \circ \iota.
\]

Now, define

\[
\kappa(x) = \kappa(x_1, x_2, \ldots, x_n) := \left( \frac{1}{2} (x_1 - \beta) + \frac{\sqrt{3}}{2} x_2, \frac{\sqrt{3}}{2} (x_1 + \beta) - \frac{1}{2} x_2, x_3, \ldots, x_n \right),
\]

which is the orthogonal affine reflection with respect to the hyperplane parallel to the directions \(x_3, \ldots, x_n\) and containing the line joining \(O_1\) and \((O_2 + O_3)/2\). We refer to the illustration of Fig. 2.

We have

\[
r_1 \circ \kappa = r_1, \quad r_2 \circ \kappa = r_3, \quad r_3 \circ \kappa = r_2.
\]

Additionally, one has \(\Delta(\varphi \circ \kappa)(x) = (\Delta \varphi)(\kappa(x))\) for all \(\varphi \in C^2(\mathbb{R}^n)\) and \(x \in \mathbb{R}^n\). Thus, \((\varphi_1 \circ \kappa, \varphi_3 \circ \kappa, \varphi_2 \circ \kappa)\) is also a normalised positive eigenvector. Again, by uniqueness, one infers that

\[
\varphi_1 = \varphi_1 \circ \kappa, \quad \varphi_2 = \varphi_3 \circ \kappa, \quad \text{and} \quad \varphi_3 = \varphi_2 \circ \kappa.
\]

Consider now the equation satisfied by \(\varphi_1\), namely

\[
- \frac{\mu^2}{2} \Delta \varphi_1(x) - r_1(x) \varphi_1(x) - \frac{\delta}{2} \left( \frac{\varphi_2(x) + \varphi_3(x)}{2} - \varphi_1(x) \right) = \lambda_3 \varphi_1(x). \tag{66}
\]

Multiplying by \(\varphi_1\) and integrating by parts, we get

\[
\int_{\mathbb{R}^n} \left( \frac{\mu^2}{2} \|\nabla \varphi_1(x)\|^2 - r_1(x) \dot{\varphi_1(x)}^2 \right) \, dx + \frac{\delta}{2} \int_{\mathbb{R}^n} \varphi_1(x) \varphi_2(x) \, dx - \frac{\delta}{2} \int_{\mathbb{R}^n} \varphi_1(x) \varphi_3(x) \, dx = \lambda_3 \int_{\mathbb{R}^n} (\varphi_1(x))^2 \, dx.
\]
Moreover,
\[
\int_{\mathbb{R}^n} \varphi_1(x) \varphi_3(x) \, dx = \int_{\mathbb{R}^n} (\varphi_1 \circ \kappa)(x) (\varphi_2 \circ \kappa)(x) \, dx = \int_{\mathbb{R}^n} \varphi_1(x) \varphi_2(x) \, dx.
\]

Thus we have
\[
\int_{\mathbb{R}^n} \left( \frac{\mu^2}{2} \| \nabla \varphi_1(x) \|^2 - r_1(x)(\varphi_1(x))^2 \right) \, dx + \delta \int_{\mathbb{R}^n} (\varphi_1(x))^2 \, dx
\]
\[
- \delta \int_{\mathbb{R}^n} \varphi_1(x) \varphi_2(x) \, dx = \lambda_3^\epsilon \int_{\mathbb{R}^n} (\varphi_1(x))^2 \, dx,
\]
\[\text{(67)}\]
and, by symmetry (using a composition with the function \(\iota\)),
\[
\int_{\mathbb{R}^n} \left( \frac{\mu^2}{2} \| \nabla \varphi_2(x) \|^2 - r_2(x)(\varphi_2(x))^2 \right) \, dx + \delta \int_{\mathbb{R}^n} (\varphi_2(x))^2 \, dx
\]
\[
- \delta \int_{\mathbb{R}^n} \varphi_1(x) \varphi_2(x) \, dx = \lambda_3^\epsilon \int_{\mathbb{R}^n} (\varphi_2(x))^2 \, dx.
\]
\[\text{(68)}\]

Adding (67) and (68), we observe that
\[
Q_2 \left( \frac{\varphi_1}{\sqrt{\int_{\mathbb{R}^n} (\varphi_1^2 + \varphi_2^2)(x) \, dx}} \right) = \lambda_3^\epsilon,
\]
\[\text{(69)}\]
where \(Q_2\) is the Rayleigh quotient defined by (10) with \(H = 2\). Since \((\varphi_1, \varphi_2) \in (H^1(\mathbb{R}^n) \cap L^2_w(\mathbb{R}^n))^2\), it follows from (9) that \(\lambda_3^\epsilon > \lambda_3(\mathbf{O}_1, \mathbf{O}_2)\).

Finally, if \(\lambda_3^\epsilon\) were equal to \(\lambda_3(\mathbf{O}_1, \mathbf{O}_2)\), since the principal eigenvector associated with the principal eigenvalue \(\lambda_2(\mathbf{O}_1, \mathbf{O}_2)\) with \(H = 2\) is the unique positive normalised minimum of \(Q_2\) in \((H^1(\mathbb{R}^n) \cap L^2_w(\mathbb{R}^n))^2\), it would follow from (69) that \((\varphi_1, \varphi_2)\) would be (up to normalisation) a principal eigenvector of (8) with \(H = 2\). Together with (66) and using the positivity of \(\delta\), one would infer that \(\varphi_3 \equiv \varphi_2\) in \(\mathbb{R}^n\). Similarly, by using the equation similar to (66) satisfied by \(\varphi_2\), one would get that \(\varphi_3 \equiv \varphi_1\) in \(\mathbb{R}^n\). Finally, \(\varphi_1 \equiv \varphi_2 \equiv \varphi_3\) in \(\mathbb{R}^n\) and (66) implies that \(\varphi_1\) would be a positive multiple of the normalised principal eigenfunction \(G_1 = G(\cdot - \mathbf{O}_1)\) of the case of only one host. But, similarly, \(\varphi_2\) would be a positive multiple of \(G_2 = G(\cdot - \mathbf{O}_2)\). This leads to a contradiction, since \(\mathbf{O}_1 \neq \mathbf{O}_2\) (because \(\beta > 0\)). Therefore, \(\lambda_3(\mathbf{O}_1, \mathbf{O}_2, \mathbf{O}_3) = \lambda_3^\epsilon > \lambda_2(\mathbf{O}_1, \mathbf{O}_2)\) and the proof of Proposition 8 is thereby complete.

**Proof of Proposition 9** With the notation (26), evaluating the Rayleigh quotient associated with \(\lambda_3 = \lambda_3(\mathbf{O}_1, \mathbf{O}_2, \mathbf{O}_3)\) at \(\Phi := (\tilde{\varphi}_1, \tilde{\varphi}_2, 0)\), we get
\[
\lambda_3 \leq Q_3(\tilde{\Phi}) = \tilde{\lambda}_2 = \tilde{\lambda}_2(\mathbf{O}_1, \mathbf{O}_2).
\]
\[\text{(70)}\]

On the other hand, as the minimum in the Rayleigh quotient \(Q_3\) is reached at \(\Phi = (\varphi_1, \varphi_2, \varphi_3)\), the normalised eigenvector associated with \(\lambda_3\), we have
\[ \lambda_3 \geq \min_{(\psi_1, \psi_2) \in \mathcal{E}^2} \left\{ \frac{\mu^2}{2} \int_{\mathbb{R}^n} \| \nabla \psi_1 \|^2 + \| \nabla \psi_2 \|^2 - \int_{\mathbb{R}^n} (r_1 \psi_1^2 + r_2 \psi_2^2) - \delta \int_{\mathbb{R}^n} \psi_1 \psi_2 \right\} \]

\[ + \min_{\psi_2 \in \mathcal{E}} \int_{\mathbb{R}^n} \| \nabla \psi_2 \|^2 - \int_{\mathbb{R}^n} r_3 \psi_2^2 \]

where \( \mathcal{E} = H^1(\mathbb{R}^n) \cap L^2_{\text{loc}}(\mathbb{R}^n) \). As the first minimum in the above formula is precisely \((\tilde{\lambda}_2 - \delta)(1 - \int_{\mathbb{R}^n} \varphi_3^2)\), and the second minimum is \(\lambda_1 \int_{\mathbb{R}^n} \varphi_3^2\), we get

\[ \lambda_3 \geq (\tilde{\lambda}_2 - \delta) \left( 1 - \int_{\mathbb{R}^n} \varphi_3^2 \right) + \lambda_1 \int_{\mathbb{R}^n} \varphi_3^2 + \delta - \delta \int_{\mathbb{R}^n} \varphi_3 (\varphi_1 + \varphi_2). \tag{71} \]

Our goal is now to show that \(\int_{\mathbb{R}^n} \varphi_3 (\varphi_1 + \varphi_2)\) becomes small as \(\|O_3\| \to +\infty\).

Since \(\lambda_3 = Q_3(\Phi)\), we have

\[ \lambda_3 > - \sum_{i=1}^{3} \int_{\mathbb{R}^n} r_i \varphi_i^2 + \delta - \delta \sum_{1 \leq i < j \leq 3} \int_{\mathbb{R}^n} \varphi_i \varphi_j \geq - \sum_{i=1}^{3} \int_{\mathbb{R}^n} r_i \varphi_i^2 \]

since \(\int_{\mathbb{R}^n} \|\Phi\|^2 = 1\). Using (70) and the definition (2) of \(r_i(x)\), we get

\[ \alpha \sum_{i=1}^{3} \int_{\mathbb{R}^n} \frac{\|\mathbf{x} - O_i\|^2}{2} (\varphi_i(x))^2 \, d\mathbf{x} < \tilde{\lambda}_2 + r_{\text{max}}. \]

This implies that, for any radius \(R > 0\), and \(i = 1, 2, 3\),

\[ \|\varphi_i\|^2_{L^2(\mathbb{R}^n \setminus B(O_i, R))} < \frac{2(\tilde{\lambda}_2 + r_{\text{max}})}{\alpha R^2}. \]

Next, we have, for \(i = 1, 2\),

\[ \int_{\mathbb{R}^n} \varphi_3 \varphi_i = \int_{B(O_i, R)} \varphi_3 \varphi_i + \int_{\mathbb{R}^n \setminus B(O_i, R)} \varphi_3 \varphi_i \leq \|\varphi_3\|_{L^2(B(O_i, R))} \|\varphi_i\|_{L^2(B(O_i, R))} + \|\varphi_3\|_{L^2(\mathbb{R}^n \setminus B(O_i, R))} \|\varphi_i\|_{L^2(\mathbb{R}^n \setminus B(O_i, R))}. \]

Taking \(R = \min(\|O_3 - O_1\|/2, \|O_3 - O_2\|/2)\), we have \(B(O_i, R) \subset \mathbb{R}^n \setminus B(O_3, R)\) for \(i = 1, 2\). Thus, we get

\[ \int_{\mathbb{R}^n} \varphi_3 (\varphi_1 + \varphi_2) \leq \|\varphi_3\|_{L^2(\mathbb{R}^n \setminus B(O_3, R))} (\|\varphi_1\|_{L^2(\mathbb{R}^n)} + \|\varphi_2\|_{L^2(\mathbb{R}^n)}) \]

\[ + \|\varphi_3\|_{L^2(\mathbb{R}^n)} (\|\varphi_1\|_{L^2(\mathbb{R}^n \setminus B(O_1, R))} + \|\varphi_2\|_{L^2(\mathbb{R}^n \setminus B(O_2, R))}) \leq \sqrt{\frac{2(\tilde{\lambda}_2 + r_{\text{max}})}{\alpha R^2}} (\|\varphi_1\|_{L^2(\mathbb{R}^n)} + \|\varphi_2\|_{L^2(\mathbb{R}^n)} + 2\|\varphi_3\|_{L^2(\mathbb{R}^n)}) \]
where the last inequality uses \( \int_{\mathbb{R}^n} \| \Phi \|^2 = \int_{\mathbb{R}^n} \varphi_1^2 + \int_{\mathbb{R}^n} \varphi_2^2 + \int_{\mathbb{R}^n} \varphi_3^2 = 1 \) together with the Cauchy-Schwarz inequality \( a + b + 2c \leq \sqrt{6(a^2 + b^2 + c^2)} \) for any \( (a, b, c) \in \mathbb{R}^3 \).

We come back to (71). Since \( \int_{\mathbb{R}^n} \varphi_3^2 \in (0, 1) \), we have

\[
\lambda_3 \geq \inf_{a \in (0, 1)} \{ (\lambda_2 - \delta) (1 - a) + \lambda_1 a \} + \delta - \delta \int_{\mathbb{R}^n} \varphi_3 (\varphi_1 + \varphi_2).
\]

Using (27), namely \( \lambda_2 - \delta \leq \lambda_1 \), we get

\[
\lambda_3 \geq \lambda_2 - \delta \int_{\mathbb{R}^n} \varphi_3 (\varphi_1 + \varphi_2).
\]

Finally, we recall that \( R = \min(\| \mathbf{O}_3 - \mathbf{O}_1 \| / 2, \| \mathbf{O}_3 - \mathbf{O}_2 \| / 2) \) in (72) and, together with (70), we get (28). The last conclusion of Proposition 9 then follows from (27). \( \Box \)

**Proof of Proposition 10** We denote \((\varphi_1, \varphi_2)\) the normalised principal eigenvector associated with \( \lambda_2 = \lambda_2(\mathbf{O}_1, \mathbf{O}_2) \). By symmetry, we have \( \varphi_1 = \varphi_2 \circ \iota \), with \( \iota \) as in (65), hence \( \int_{\mathbb{R}^n} \varphi_1^2 = \int_{\mathbb{R}^n} \varphi_2^2 = 1/2 \). Next, we take \( \mathbf{O}_3 \in B(\mathbf{O}_2, \rho) \) for some \( \rho > 0 \) (the case \( \mathbf{O}_3 \in B(\mathbf{O}_1, \rho) \) can be handled similarly), we call \( \lambda_3 = \lambda_3(\mathbf{O}_1, \mathbf{O}_2, \mathbf{O}_3) \), and we test the Rayleigh quotient \( Q_3 \) at \( \Phi := (a\varphi_1, a\varphi_2, b\varphi_2) \) with

\[
a^2 + \frac{b^2}{2} = 1,
\]

so that \( \Phi \) is normalised. We obtain after some straightforward computations

\[
\lambda_3 \leq Q_3(\Phi) = a^2 \lambda_2 + b^2 \left( \frac{\mu^2}{2} \int_{\mathbb{R}^n} \| \nabla \varphi_2 \|^2 - r_2 \varphi_2^2 \right) + b^2 \int_{\mathbb{R}^n} (r_2 - r_3) \varphi_2^2 \\
+ \delta \left( \int_{\mathbb{R}^n} b^2 \varphi_2^2 + a^2 \varphi_1 \varphi_2 - a b \varphi_1 \varphi_2 - a b \varphi_2^2 \right) \\
= a^2 \lambda_2 + b^2 \left( \lambda_2 \int_{\mathbb{R}^n} \varphi_2^2 + \delta \int_{\mathbb{R}^n} (\varphi_1 - \varphi_2) \varphi_2 \right) + b^2 \int_{\mathbb{R}^n} (r_2 - r_3) \varphi_2^2 \\
+ \delta \left( \int_{\mathbb{R}^n} b^2 \varphi_2^2 + a^2 \varphi_1 \varphi_2 - a b \varphi_1 \varphi_2 - a b \varphi_2^2 \right) \\
= \lambda_2 + \delta \left( b^2 + a^2 - a b \right) \int_{\mathbb{R}^n} \varphi_1 \varphi_2 - a b \int_{\mathbb{R}^n} \varphi_2^2 \right) + b^2 \int_{\mathbb{R}^n} (r_2 - r_3) \varphi_2^2.
\]

We now select \( a = b = \sqrt{2/3} \) and thus obtain

\[
\lambda_3 - \lambda_2 \leq \frac{2 \delta}{3} \left( \int_{\mathbb{R}^n} \varphi_1 \varphi_2 - \int_{\mathbb{R}^n} \varphi_2^2 \right) + \frac{2}{3} \int_{\mathbb{R}^n} (r_2 - r_3) \varphi_2^2.
\]
Since the Cauchy-Schwarz inequality yields \( \int_{\mathbb{R}^n} \varphi_1 \varphi_2 - \int_{\mathbb{R}^n} \varphi_2^2 < 0 \) (\( \varphi_1 \) and \( \varphi_2 \) are not colinear because \( \beta \neq 0 \)) and since the dominated convergence theorem implies that \( \int_{\mathbb{R}^n} (r_2 - r_3) \varphi_2^2 \rightarrow 0 \) as \( \rho \rightarrow 0 \), we have \( \lambda_3 - \lambda_2 < 0 \) if \( \rho > 0 \) is small enough. □

**Proof of Proposition 11** First, from Proposition 4 and Corollary 1, we know that, whatever the position of \( O_3 \), we have

\[
\lambda_1 \leq \lambda_1 + \delta \left( 1 - \sum_{1 \leq i < j \leq 3} \int_{\mathbb{R}^n} \varphi_i(x) \varphi_j(x) \, dx \right) \leq \lambda_3 \leq \lambda_1 + \delta \left( 1 - \frac{e^{-\sqrt{\alpha \beta^2 / \mu}}}{3} \right). \tag{73}
\]

Set \( \psi_i = \varphi_i (\cdot + O_i) \). We have

\[
\lambda_3 = -r_{\max} + \sum_{i=1}^{3} \int_{\mathbb{R}^n} \left( \frac{\mu^2}{2} \| \nabla \psi_i(x) \|^2 + \frac{\alpha}{2} \| x \|^2 (\psi_i(x))^2 \right) \, dx \geq -r_{\max} + \sum_{i=1}^{3} \int_{\mathbb{R}^n} \varphi_i(x) \varphi_j(x) \, dx.
\]

Thus, from (73), we obtain that

\[
\sum_{i=1}^{3} \int_{\mathbb{R}^n} \frac{\alpha}{2} \| x \|^2 (\psi_i(x))^2 \, dx \leq r_{\max} + \lambda_1 + \delta \left( 1 - \frac{e^{-\sqrt{\alpha \beta^2 / \mu}}}{3} \right).
\]

Considering any radius \( R > 0 \), the last inequality implies that

\[
\| \psi_i \|^2_{L^2(\mathbb{R}^n \setminus B(O, R))} \leq \frac{2 (r_{\max} + \lambda_1 + \delta)}{\alpha R^2}
\]

for every \( \beta > 0 \) and \( 1 \leq i \leq 3 \).

Now, consider the particular case where \( O_3 = O = (0, \ldots, 0) \), so that the Euclidean distance between two optima is at least \( \beta \). In this case, \( \psi_3 = \varphi_3 \) and we have, for every \( R > 0 \) and \( \beta \geq 2R \),

\[
\int_{\mathbb{R}^n} \varphi_1(x) \varphi_3(x) \, dx = \int_{\mathbb{R}^n} \psi_1(x - O_1) \psi_3(x) \, dx = \int_{B(O, R)} \psi_1(x - O_1) \psi_3(x) \, dx + \int_{\mathbb{R}^n \setminus B(O, R)} \psi_1(x - O_1) \psi_3(x) \, dx \leq \| \psi_1 \|_{L^2(B(O_1, R))} \| \psi_3 \|_{L^2(\mathbb{R}^n)} + \| \psi_1 \|_{L^2(\mathbb{R}^n)} \| \psi_3 \|_{L^2(\mathbb{R}^n \setminus B(O, R))} \leq \| \psi_1 \|_{L^2(\mathbb{R}^n \setminus B(O, R))} \| \psi_3 \|_{L^2(\mathbb{R}^n \setminus B(O, R))} + \| \psi_1 \|_{L^2(\mathbb{R}^n)} \| \psi_3 \|_{L^2(\mathbb{R}^n \setminus B(O, R))} \leq \| \psi_1 \|_{L^2(\mathbb{R}^n \setminus B(O, R))} + \| \psi_3 \|_{L^2(\mathbb{R}^n \setminus B(O, R))}.
\]
since $B(O_1, R) \subset \mathbb{R}^n \setminus B(O, R)$ and $\|\psi_i\|_{L^2(\mathbb{R}^n)} = \|\psi_i\|_{L^2(\mathbb{R}^n)} \leq 1$ for each $1 \leq i \leq 3$. As a result

$$\int_{\mathbb{R}^n} \varphi_1(x)\varphi_3(x)dx \leq \frac{\sqrt{8 (r_{\max} + \lambda_1 + \delta)}}{R \sqrt{\alpha}}.$$  

Applying the same arguments, we finally get

$$\sum_{1 \leq i < j \leq 3} \int_{\mathbb{R}^n} \varphi_i(x)\varphi_j(x)dx \leq \frac{\sqrt{72 (r_{\max} + \lambda_1 + \delta)}}{R \sqrt{\alpha}}.$$  

Together with (73), this shows that

$$\lambda_3(O_1, O_2, O) \to \lambda_1 + \delta \text{ as } \beta \to +\infty.$$  

Consider now the case $O_3 = O_1$. We note that $\lambda_3(O_1, O_2, O_1) = \lambda_3(O_1, O_1, O_2)$. Then, using the result of Proposition 9, we obtain that $\lambda_3(O_1, O_1, O_2) \to \tilde{\lambda}_2(O_1, O_1)$ as $\beta \to +\infty$, where $\tilde{\lambda}_2(O_1, O_1)$ is defined by (26), in the particular case where the two optima are at the same position. In such case, $\tilde{\varphi}_1 = \tilde{\varphi}_2$ by uniqueness and therefore, from (26),

$$-\frac{\mu^2}{2} \Delta \tilde{\varphi}_1 - r_1(x)\tilde{\varphi}_1 + \frac{\delta}{2} \tilde{\varphi}_1 = \tilde{\lambda}_2(O_1, O_1) \tilde{\varphi}_1,$$

so that $\tilde{\lambda}_2(O_1, O_1) = \lambda_1 + \delta/2$, and we are done.  

\[\square\]

Remark 5 The conclusion $\lim_{\beta \to +\infty} \lambda_3(O_1, O_2, O_1) = \lambda_1 + \delta/2$ of Proposition 11 looks at first glance similar to the conclusion (54) derived in the proof of Proposition 2 (iii). However, the arguments used in both proofs are not the same, since the proof of Proposition 11 mainly relies on $L^2$ estimates, while that of Proposition 2 (iii) is based on $L^1$ estimates, with a reasoning done by contradiction and actually leading to the contradicting conclusions (53) and (54). Notice also that the system (26) used in the proof of Proposition 11 is symmetric in $(\tilde{\varphi}_1, \tilde{\varphi}_2)$, whereas the system (49) derived in the argument by contradiction in the proof of Proposition 2 (iii) is not symmetric in $(\varphi_1, \varphi_2)$, complicating its analysis.

Proof of Proposition 12 We need to recall the notion of Steiner symmetrisation of a function with respect to the variable $x_k$. Consider first a measurable function $h : \mathbb{R} \to \mathbb{R}, x \mapsto h(x)$, which is either nonnegative and belongs to $L^p(\mathbb{R})$ for some $1 \leq p < \infty$, or which is such that $h(x) \to \inf_{x} h \in [-\infty, +\infty]$ as $|x| \to +\infty$. Then there exists a unique (in the class of functions which are identical almost everywhere) function $h^\ast : \mathbb{R} \to \mathbb{R}, x \mapsto h^\ast(x)$, such that: (i) $h^\ast$ is symmetric with respect to $x = 0$ and nonincreasing in $[0, +\infty)$, i.e., for all $x, y \in \mathbb{R}$, $h^\ast(x) \geq h^\ast(y)$ if $|x| \leq |y|$; (ii) $h^\ast$ has the same distribution function as $h$, that is,

$$\text{meas} \{x \in \mathbb{R} : h^\ast(x) > \alpha\} = \text{meas} \{x \in \mathbb{R} : h(x) > \alpha\}$$

Springer
for all $\alpha \in \mathbb{R}$, where meas denotes the one-dimensional Lebesgue measure.

Consider now a measurable function $h : \mathbb{R}^n \to \mathbb{R}$, $x \mapsto h(x)$, which is either nonnegative and belongs to $L^p(\mathbb{R}^n)$ for some $1 \leq p < \infty$, or which is such that $h(x) \to \inf_{\mathbb{R}^n} h \in [-\infty, +\infty)$ as $\|x\| \to +\infty$. For $1 \leq k \leq n$ and $(x_1, \ldots, x_{k-1}, x_{k+1}, \ldots, x_n) \in \mathbb{R}^{n-1}$, the measurable function $x_k \mapsto h(x_1, \ldots, x_k, \ldots, x_n)$ is either nonnegative and belongs to $L^p(\mathbb{R}^n)$ (for almost every $(x_1, \ldots, x_{k-1}, x_{k+1}, \ldots, x_n) \in \mathbb{R}^{n-1}$), or is such that $h(x_1, \ldots, x_k, \ldots, x_n) \to \inf_{\mathbb{R}^n} h = \inf_{\mathbb{R}^n} h(x_1, \ldots, x_{k-1}, x_{k+1}, \ldots, x_n) \in [-\infty, +\infty)$ as $|x_k| \to +\infty$. We can then rearrange the function $x_k \mapsto h(x_1, \ldots, x_k, \ldots, x_n)$ as above. This corresponds to the Steiner rearrangement of $h$ with respect to the variable $x_k$, and we denote it by $h^{\sharp k} : \mathbb{R}^n \to \mathbb{R}$, $x \mapsto h^{\sharp k}(x)$. We also refer to Berestycki et al. (2005) for the use of Steiner rearrangements in periodicity cells of periodic functions in $\mathbb{R}^n$, and to Berestycki and Lachand-Robert (2004) for properties and applications of the monotone rearrangement with respect to a variable in straight cylinders.

In the sequel, we use some known properties of this rearrangement, which we briefly recall. Firstly, for any nonnegative function $h \in L^p(\mathbb{R}^n)$ with $1 \leq p < \infty$, the nonnegative function $h^{\sharp k}$ belongs to $L^p(\mathbb{R}^n)$ too, and

$$
\int_{\mathbb{R}^n} h^p = \int_{\mathbb{R}^n} (h^{\sharp k})^p.
$$

(74)

Secondly, for any nonnegative $L^2(\mathbb{R}^n)$ functions $h$ and $j$, the Hardy-Littlewood inequality asserts that

$$
0 \leq \int_{\mathbb{R}^n} h j \leq \int_{\mathbb{R}^n} h^{\sharp k} j^{\sharp k}.
$$

(75)

Thirdly, the Pólya-Szegö inequality says that, for any nonnegative function $h \in W^{1,p}(\mathbb{R}^n)$ with $1 \leq p < \infty$, the function $h^{\sharp k}$ belongs to $W^{1,p}(\mathbb{R}^n)$ too, and

$$
\int_{\mathbb{R}^n} \|\nabla h\|^p \geq \int_{\mathbb{R}^n} \|\nabla h^{\sharp k}\|^p.
$$

(76)

Equipped with this, we are in position to prove the result in Proposition 12. For the proof, without loss of generality; using the notation (19) and the fact that the map $O_3 \mapsto \lambda_3(O_1, O_2, O_3)$ is invariant by rotation around the axis $\mathbb{R} \times \{0\}^{n-1}$, we can assume that $O_3 \in \mathbb{R}^2 \times \{0\}^{n-2}$. Let $(\varphi_1, \varphi_2, \varphi_3) \in (H^1(\mathbb{R}^n) \cap L^2(\mathbb{R}^n))^3$ be the normalised positive eigenvector associated with $\lambda_3 = \lambda_3(O_1, O_2, O_3)$. Remember from (9) that

$$
\lambda_3 = \sum_{i=1}^3 \int_{\mathbb{R}^n} \left( \frac{\mu_i^2}{2} \|\nabla \varphi_i\|^2 - r_i \varphi_i^2 \right) + \delta \int_{\mathbb{R}^n} (\varphi_1 \varphi_2 + \varphi_2 \varphi_3 + \varphi_1 \varphi_3).
$$

(77)

Consider $(\varphi_1^{\sharp 2}, \varphi_2^{\sharp 2}, \varphi_3^{\sharp 2})$ the Steiner symmetrisations of the eigenfunctions with respect to the variable $x_2$. From (74), we know that

$$
\int_{\mathbb{R}^n} (\varphi_1^{\sharp 2})^2 + (\varphi_2^{\sharp 2})^2 + (\varphi_3^{\sharp 2})^2 = \int_{\mathbb{R}^n} \varphi_1^2 + \varphi_2^2 + \varphi_3^2 = 1.
$$

(78)
Additionally, from (75), we have

\[
\int_{\mathbb{R}^n} (\varphi_1 \varphi_2 + \varphi_2 \varphi_3 + \varphi_1 \varphi_3) \leq \int_{\mathbb{R}^n} (\varphi_1^{\#2} \varphi_2^{\#2} + \varphi_2^{\#2} \varphi_3^{\#2} + \varphi_1^{\#2} \varphi_3^{\#2}). \tag{79}
\]

Now, we have to prove that, for each \(i = 1, 2, 3\), the function \(\varphi_i^{\#2}\) belongs to \(H^1(\mathbb{R}^n) \cap L^2_{uw}(\mathbb{R}^n)\). First of all, it belongs to \(H^1(\mathbb{R}^n)\), from (74) and (76). Let us now show that the integral \(\int_{\mathbb{R}^n} \|x\|^2 (\varphi_i^{\#2}(x))^2 \, dx\) converges. To do so, for any \(R > 0\), call \(b_R\) the nonnegative \(L^2(\mathbb{R}^n)\) function defined by \(b_R(x) := \max(R^2 - \|x\|^2, 0)\) and observe that

\[
\int_{\mathbb{R}^n} \min(\|x\|^2, R^2) (\varphi_i(x))^2 \, dx = \int_{\mathbb{R}^n} R^2 (\varphi_i(x))^2 \, dx - \int_{\mathbb{R}^n} b_R(x) (\varphi_i(x))^2 \, dx
\]

\[
\geq \int_{\mathbb{R}^n} R^2 (\varphi_i^{\#2}(x))^2 \, dx - \int_{\mathbb{R}^n} b_R^{\#2} (x) (\varphi_i^{\#2}(x))^2 \, dx
\]

from (74)–(75) (we here use the fact that \(\varphi_i^2\) belongs to \(L^2(\mathbb{R}^n)\), since it is continuous and decays to 0 faster than exponentially as \(\|x\| \to +\infty\)). Since \(b_R^{\#2} = b_R\), one then gets that

\[
\int_{\mathbb{R}^n} \|x\|^2 (\varphi_i(x))^2 \, dx \geq \int_{\mathbb{R}^n} \min(\|x\|^2, R^2) (\varphi_i(x))^2 \, dx
\]

\[
\geq \int_{\mathbb{R}^n} (R^2 - b_R(x)) (\varphi_i^{\#2}(x))^2 \, dx
\]

\[
= \int_{\mathbb{R}^n} \min(\|x\|^2, R^2) (\varphi_i^{\#2}(x))^2 \, dx.
\]

The monotone convergence theorem then yields the convergence of \(\int_{\mathbb{R}^n} \|x\|^2 (\varphi_i^{\#2}(x))^2 \, dx\). Thus, \(\varphi_i^{\#2} \in H^1(\mathbb{R}^n) \cap L^2_{uw}(\mathbb{R}^n)\), for each \(i = 1, 2, 3\).

Next, we claim that, for each \(i = 1, 2, 3\), the Hardy-Littlewood inequality can be applied to the couple \((r_i, \varphi_i^2)\), although \(r_i\) is not only sign-changing but actually unbounded from below in \(\mathbb{R}^n\), namely we claim that

\[
\int_{\mathbb{R}^n} r_i \varphi_i^2 \leq \int_{\mathbb{R}^n} r_i^{\#2} (\varphi_i^{\#2})^2 = \int_{\mathbb{R}^n} r_i^{\#2} (\varphi_i^{\#2})^2. \tag{80}
\]

To show (80) by overcoming the difficulty arising from the unboundedness of \(r_i\) from below, we use a truncation method together with the dominated convergence theorem. Notice first that all integrals in (80) converge since the functions \(\varphi_i\) and \(\varphi_i^{\#2}\) belong to \(L^2(\mathbb{R}^n) \cap L^2_{uw}(\mathbb{R}^n)\) and since \((r_1^{\#2}, r_2^{\#2}, r_3^{\#2}) = (r_1, r_2, r_{O_3}^2)\), where

\[
r_{O_3}(x) = r_{\max} - \alpha \frac{\|x - O_3^2\|^2}{2}
\]
(the equality \(r_{i_{3}}^{\sharp 2} = r_{\Omega_{3}}\) holds because \(O_{3} \in \mathbb{R}^{2} \times \{0\}^{n-2}\)). To show (80), set, for any arbitrary \(K > 0\), \(r_{i}^{K}(x) := r_{i}(x) + K\) if \(r_{i}(x) + K > 0\) and \(r_{i}^{K}(x) := 0\) otherwise, that is, \(r_{i}^{K}(x) = \max(r_{i}(x) + K, 0)\). The function \(r_{i}^{K}\) is continuous and compactly supported, hence it is in \(L^{2}(\mathbb{R}^{n})\). Notice also that the function \(\varphi_{i}\) is positive and decays exponentially at infinity. Thus, for every \((x_{1}, x_{3}, \ldots, x_{n}) \in \mathbb{R}^{n-1}\), the positive functions \(\tilde{\varphi}_{i} := \varphi_{i}(x_{1}, \cdot, x_{3}, \ldots, x_{n})\) and \(\tilde{\varphi}_{i}^{\sharp}\) belong to \(L^{2}(\mathbb{R})\), while \((\tilde{\varphi}_{i}^{\sharp 2})\) is symmetric in \(\mathbb{R}\), non-increasing in \([0, +\infty)\), and

\[
\text{meas} \{x_{2} \in \mathbb{R} : (\tilde{\varphi}_{i}^{\sharp 2})(x_{2}) > \alpha\} = \text{meas} \{x_{2} \in \mathbb{R} : \tilde{\varphi}_{i}^{\sharp 2}(x_{2}) > \max(\alpha, 0)\} = \text{meas} \{x_{2} \in \mathbb{R} : \tilde{\varphi}_{i}^{\sharp 2}(x_{2}) > \alpha\}
\]

for each \(\alpha \in \mathbb{R}\). Hence, by uniqueness of \((\tilde{\varphi}_{i}^{\sharp 2})\), there holds \((\tilde{\varphi}_{i}^{\sharp 2}) = (\tilde{\varphi}_{i}^{\sharp})^{2}\) a.e. in \(\mathbb{R}\), and, since \(\tilde{\varphi}_{i}^{\sharp}(x_{2}) = \varphi_{i}^{\sharp 2}(x_{1}, x_{2}, x_{3}, \ldots, x_{n})\) and \((\tilde{\varphi}_{i}^{\sharp 2}) = (\varphi_{i}^{\sharp 2})(x_{1}, x_{2}, x_{3}, \ldots, x_{n})\) for all \(x_{2} \in \mathbb{R}\), one finally concludes that \((\varphi_{i}^{\sharp 2}) = (\varphi_{i}^{\sharp 2})\). Now, from (75) applied to the nonnegative \(L^{2}(\mathbb{R}^{n})\) functions \(r_{i}^{K}\) and \(\varphi_{i}^{\sharp}\), we infer that

\[
0 \leq \int_{\mathbb{R}^{n}} r_{i}^{K} \varphi_{i}^{2} \leq \int_{\mathbb{R}^{n}} (r_{i}^{K})^{\sharp 2} (\varphi_{i}^{\sharp 2})^{2}.
\]

As \((r_{i}^{K})^{\sharp 2} = \max(r_{i}^{\sharp 2} + K, 0)\) by definition of \(r_{i}\) in (2), we get that

\[
\int_{r_{i} + K > 0} r_{i} \varphi_{i}^{2} + K \int_{r_{i} + K > 0} \varphi_{i}^{2} - K \int_{r_{i}^{\sharp 2} + K > 0} (\varphi_{i}^{\sharp 2})^{2} \leq \int_{r_{i}^{\sharp 2} + K > 0} r_{i}^{\sharp 2} (\varphi_{i}^{\sharp 2})^{2}.
\]

(81)

It also follows from (74) that the functions \(\varphi_{i}\) and \(\varphi_{i}^{\sharp 2}\) have the same \(L^{2}(\mathbb{R}^{n})\) norm, hence

\[
K \int_{r_{i} + K > 0} \varphi_{i}^{2} - K \int_{r_{i}^{\sharp 2} + K > 0} (\varphi_{i}^{\sharp 2})^{2} = -K \int_{r_{i} + K \leq 0} \varphi_{i}^{2} + K \int_{r_{i}^{\sharp 2} + K \leq 0} (\varphi_{i}^{\sharp 2})^{2}.
\]

(82)

Next, we note that there are some positive constants \(C\) and \(K_{0}\) such that

\[
\{x \in \mathbb{R}^{n} : r_{i}(x) + K \leq 0\} \cup \{x \in \mathbb{R}^{n} : r_{i}^{\sharp 2}(x) + K \leq 0\} \subset \mathbb{R}^{n} \setminus B(\mathcal{O}, C\sqrt{K})
\]

for all \(K \geq K_{0}\) and \(1 \leq i \leq 3\). Thus, (82) implies that, for all \(K \geq K_{0}\),

\[
|K \int_{r_{i} + K > 0} \varphi_{i}^{2} - K \int_{r_{i}^{\sharp 2} + K > 0} (\varphi_{i}^{\sharp 2})^{2}| \leq K \int_{\mathbb{R}^{n} \setminus B(\mathcal{O}, C\sqrt{K})} \varphi_{i}^{2} + (\varphi_{i}^{\sharp 2})^{2}.
\]

(83)
We then use the fact that the functions $x \mapsto \|x\|\varphi_i(x)$ and $x \mapsto \|x\|\varphi_{i^2}(x)$ are in $L^2(\mathbb{R}^n)$ (the property for $\varphi_{i^2}$ follows from the previous paragraph). Hence,

$$C^2 K \int_{\mathbb{R}^n \setminus B(O,C \sqrt{K})} (\varphi_i(x))^2 \, dx \leq \int_{\mathbb{R}^n \setminus B(O,C \sqrt{K})} \|x\|^2 (\varphi_i(x))^2 \, dx \to 0 \text{ as } K \to +\infty,$$

and a similar property holds for $\varphi_{i^2}$. Finally, (83) shows that

$$K \int_{r_i + K > 0} \varphi_i^2 - K \int_{r_i^2 + K > 0} (\varphi_{i^2})^2 \to 0 \text{ as } K \to +\infty.$$

Passing to the limit $K \to +\infty$ in (81) and using the dominated convergence theorem, we obtain (80).

Finally, using (76), we get that

$$\sum_{i=1}^3 \int_{\mathbb{R}^n} \|\nabla \varphi_i\|^2 \geq \sum_{i=1}^3 \int_{\mathbb{R}^n} \|\varphi_{i^2}\|^2. \quad (84)$$

Coming back to (77), and using (79), (80) and (84), it follows that

$$\lambda_3 \geq \sum_{i=1}^3 \int_{\mathbb{R}^n} \left( \frac{\mu^2}{2} \|\nabla \varphi_{i^2}\|^2 - r_i^2 (\varphi_{i^2})^2 \right) + \delta - \delta \int_{\mathbb{R}^n} (\varphi_1^2 \varphi_2^2 + \varphi_2^2 \varphi_3^2 + \varphi_1^2 \varphi_3^2). \quad (85)$$

Using (78) and $(\varphi_1^2, \varphi_2^2, \varphi_3^2) \in (H^1(\mathbb{R}^n) \cap L^2_w(\mathbb{R}^n))^3$, together with $(r_1^2, r_2^2, r_3^2) = (r_1, r_2, r_3)$, it follows that $(\varphi_1^2, \varphi_2^2, \varphi_3^2)$ is an admissible triplet in the Rayleigh quotient associated with the optimas $(O_1, O_2, O_3)$. As a conclusion, (85) yields $\lambda_3 \geq \lambda_3(O_1, O_2, O_3)$, which proves Proposition 12.

**Funding** This work has received funding from the French ANR RESISTE (ANR-18-CE45-0019) and DEEV (ANR-20-CE40-0011-01) projects, from Excellence Initiative of Aix-Marseille Université - A*MIDEX, a French “Investissements d’Avenir” program, and from the région Normandie BIOMA-NORMAN (21E04343) project. The authors acknowledge support of the Institut Henri Poincaré (UAR 839 CNRS-Sorbonne Université) and LabEx CARMIN (ANR-10-LABX-59-01).

**Data availability** Not applicable.

**Code availability** All Matlab source code used to generate the analyses performed here is available at [https://doi.org/10.17605/OSF.IO/QAV2M](https://doi.org/10.17605/OSF.IO/QAV2M).

**Declarations**

**Conflict of interest** The authors declare that they have no conflict of interest.
References

Agmon S (1982) Lectures on exponential decay of solutions of second-order elliptic equations: bounds on eigenfunctions of $N$-body Schrödinger operators. Mathematical Notes, vol 29. Princeton University Press, Princeton

Alfaro M, Veruet M (2019) Evolutionary branching via replicator-mutator equations. J Dyn Differ Equ 31:2029–2052

Berestycki H, Lachand-Robert T (2004) Some properties of monotone rearrangement with applications to elliptic equations in cylinders. Math Nachr 266:3–19

Berestycki H, Hamel F, Roques L (2005) Analysis of the periodically fragmented environment model: I-species persistence. J Math Biol 51:75–113

Besala P (1979) Fundamental solution and Cauchy problem for a parabolic system with unbounded coefficients. J Differ Equ 33:26–38

Cantrell RS, Cosner C (1989) Diffusive logistic equations with indefinite weights: population models in disrupted environments. Proc R Soc Edinb A 112:293–318

Caquet T, Gascuel C, Tixier-Boichard M (2020) Agroécologie: des recherches pour la transition des filières et des territoires. Quae

Cardoulis L (2009) Systems of Schrödinger equations in the whole space. Rostock Math Kolloq 65:29–49

Cardoulis L (2015) Principal eigenvalues for systems of Schrödinger equations defined in the whole space with indefinite weights. Math Slovaca 65:1079

Damascelli L, Pacella F (2013) Symmetry results for cooperative elliptic systems via linearization. SIAM J Math Anal 45:1003–1026

Débarre F, Ronce O, Gandon S (2013) Quantifying the effects of migration and mutation on adaptation and demography in spatially heterogeneous environments. J Evol Biol 26:1185–1202

Djidjou-Demasse R, Ducrot A, Fabre F (2017) Steady state concentration for a phenotypic structured problem modeling the evolutionary epidemiology of spore producing pathogens. Math Models Methods Appl Sci 27:385–426

Food and Agriculture Organization of the United Nations (2018) The 10 Elements of Agroecology. Guiding the Transition to Sustainable Food and Agricultural Systems, FAO

García-Ramos G, Kirkpatrick M (1997) Genetic models of adaptation and gene flow in peripheral populations. Evolution 51:21–28

Hamel F, Lavigne F, Roques L (2021) Adaptation in a heterogeneous environment. I: persistence versus extinction. J Math Biol 83:1–42

Klausmeier CA, Osmond MM, Kremer CT, Litchman E (2020) Ecological limits to evolutionary rescue. Phil Trans R Soc B 373:20190453

Latinne A, Hu B, Olival KJ, Zhu G, Zhang L, Li H, Chmura AA, Field HE, Zambrana-Torrelio C, Epstein JH, Li B, Zhang W, Wang L-F, Shi Z-L, Duszk P (2020) Origin and cross-species transmission of bat coronaviruses in China. Nature Commun 11:1–15

Lau SKP, Woo PCY, Li KSM, Huang Y, Tsoi H-W, Wong BHL, Wong SYY, Leung S-Y, Chan K-H, Yuen K-Y (2005) Severe acute respiratory syndrome coronavirus-like virus in Chinese horseshoe bats. Proc Natl Acad Sci 102:14040–14045

Lavigne F, Martin G, Anciaux Y, Papaïx J, Roques L (2020) When sinks become sources: adaptive colonization in asexuals. Evolution 74:29–42

Lieberman GM (1996) Second order parabolic differential equations. World Scientific Publishing Co. Inc., River Edge

Littman W, Stampacchia G, Weinberger HF (1963) Regular points for elliptic equations with discontinuous coefficients. Ann Scuola Norm Sup Pisa 3(17):43–77

Martin G (2014) Fisher’s geometrical model emerges as a property of complex integrated phenotypic networks. Genetics 197:237–255

Martin G, Lenormand T (2015) The fitness effect of mutations across environments: Fisher’s geometrical model with multiple optima. Evolution 69:1433–1447

Meszéna G, Czibula I, Geritz S (1997) Adaptive dynamics in a 2-patch environment: a toy model for allopatric and parapatric speciation. J Biol Syst 5:265–284

Mirrahimi S (2017) A Hamilton–Jacobi approach to characterize the evolutionary equilibria in heterogeneous environments. Math Models Methods Appl Sci 27:2425–2460

Mirrahimi S, Gandon S (2020) Evolution of specialization in heterogeneous environments: equilibrium between selection, mutation and migration. Genetics 214:479–491
Papaïx J, David O, Lannou C, Monod H (2013) Dynamics of adaptation in spatially heterogeneous metapopulations. PLoS ONE 8:e54697
Parrish CR, Murcia PR, Holmes EC (2015) Influenza virus reservoirs and intermediate hosts: dogs, horses, and new possibilities for influenza virus exposure of humans. J Virol 89:2990–2994
Ponce AC (2016) Elliptic PDEs, measures and capacities, from the Poisson equation to nonlinear Thomas-Fermi problems, vol 23 of Tracts in Mathematics. European Math. Society
Roughgarden J (1971) Density-dependent natural selection. Ecology 52:453–468
Tenaillon O (2014) The utility of Fisher’s geometric model in evolutionary genetics. Ann Rev Ecol Evol Syst 45:179–201
Waxman D, Peck JR (1998) Pleiotropy and the preservation of perfection. Science 279:1210–1213
Webby RJ, Webster RG (2001) Emergence of influenza A viruses. Philos Trans R Soc Lond B Biol Sci 356:1817–1828

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Springer Nature or its licensor (e.g. a society or other partner) holds exclusive rights to this article under a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted manuscript version of this article is solely governed by the terms of such publishing agreement and applicable law.