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Abstract

In this talk, we present Ornstein-Uhlenbeck processes whose parameters are modulated by an external underlying two-state Markov process. Conditional mean of the such process for a given modulation follows the analogue of the Langevin equation controlled by a pair of telegraph processes. These processes are investigated from the point of view of the first passage probabilities and invariant measures.

It also examines the limiting behaviour under scaling conditions similar to Kac’s scaling. The limiting processes become different classes of ordinary Ornstein-Uhlenbeck processes.

1 Introduction

The Ornstein-Uhlenbeck process $X$ can be defined as the solution of the stochastic equation

$$ dX^{OU}(t) = (a - \gamma X^{OU}(t))dt + b\,dW(t), \quad t > 0, $$

with the initial condition $X^{OU}(0) = x$, where $a$, $b$ and $\gamma$ are constants, $b \geq 0$; $W = W(t)$ is a standard Wiener process.

It is widely accepted that Ornstein-Uhlenbeck processes can be used as an alternative model of Brownian motion that better matches the physical data than the pure Wiener process.

The solution of (1) can be written explicitly,

$$ X^{OU}(t) = \frac{a}{\gamma} + \left(x - \frac{a}{\gamma}\right)e^{-\gamma t} + b \int_0^t e^{-\gamma(t-s)}\,dW(s). \quad (2) $$

Basic properties of $X^{OU}$ can be derived from (1)- (2). In particular, $X(t)$ has a Gaussian distribution with mean

$$ \mathbb{E}[X(t)] = \frac{a}{\gamma} + \left(x - \frac{a}{\gamma}\right)e^{-\gamma t}, $$

and covariance

$$ \text{Cov}(X(s), X(t)) = \frac{b^2}{2\gamma}e^{-\gamma(s-t)}(e^{\gamma t} - e^{-\gamma s}), \quad s \geq t \geq 0. $$

Having originated from physics, this model is exploited in various application fields as an alternative to Wiener process with an average tendency to return, see [6, 20]. For instance, the Vašíček interest rate model, [33], gave rise to widespread financial application of this process. The same processes are also intensively used for neuronal modelling, see e.g. [5, 24, 28].
Processes $X^{\text{OU}}$ are studied since the seminal paper by Uhlenbeck and Ornstein, \cite{32}. Subsequently, similar processes were constructed on the basis of a fractional Wiener process, \cite{3,14}, or, in general, by a Lévy process, \cite{2}, and a fractional Lévy process, \cite{7}. See also \cite{12} for rationales and nonstandard interpretations, and \cite{14,16} for statistics.

Recently, some results have appeared on the Ornstein-Uhlenbeck processes with Markov modulation, see \cite{11,27,28,29,37}. This approach assumes that equation (1) is modified by Markov oscillation of all parameters. The motivation to study the model in this context arises from the following observations. First, by allowing alternation of the coefficients of the Langevin equation (1), we open up new good opportunities for applications. The second idea is based on the fact that the Brownian motion has some properties that are contrary to physical intuition, such as infinite total variation of paths and infinite propagation speeds. Since a source of stochasticity such as Markov modulation does not possess these disadvantages, this modification of the model could be fruitful.

In general, the most radical approach to overcoming these difficulties is to replace the Wiener process with so-called Kac’s telegraph process $T(t)$, \cite{13}. The telegraph process $T(t)$, $t \geq 0$, describes a steady state motion of a particle with alternating at random times velocities,

$$T(t) = \int_0^t c_{\varepsilon(s)} ds,$$

where $\varepsilon = \varepsilon(s) \in \{0, 1\}$ is a two-state Markov process with switching intensity $\lambda$, $\lambda > 0$. This mathematical construct is useful on its own, for example, for physically oriented applications, such as the description of photon transport in a highly scattering medium, or of neutron transport in a reactor, \cite{21,35,36}. This model has recently been applied to studies of cosmic microwave background radiation studies based on the hyperbolic heat equation, \cite{4}. Application of telegraph processes in modelling of financial markets and related mathematical innovations are presented in \cite{26,15}.

In this paper, we study Markov-modulated Ornstein-Uhlenbeck processes where the Wiener process is replaced by Kac’s telegraph process. We call the result of such a replacement Kac-Ornstein-Uhlenbeck processes.

This paper concerns the following principal topics. First, we are interested in first passage probabilities of the Kac-Ornstein-Uhlenbeck process, Sections 2 and 3. This subject is related to applications of persistent random walks which are still of interest, \cite{17,21,22,28,34}. Second, we study invariant measures for Markov process which is formed by the Kac-Ornstein-Uhlenbeck process $X$ and the underlying state process $\varepsilon$, $\langle X(t), \varepsilon(t) \rangle$, Sections 2 and 4. Third, the limit behaviour of $X$ under some traditional parameter scalings is also analysed, see Section 5.

## 2 Model and main objectives

On a given probability space $(\Omega, \mathcal{F}, \mathbb{P})$, consider the standard Wiener process $W(t)$, $t \geq 0$, an irreducible continuous-time Markov chain $\varepsilon = \varepsilon(t)$, $t \geq 0$, with a finite state space $\{0, 1, \ldots, d\}$ and a random variable $x$, independent of each other.

We define Markov-modulated Ornstein-Uhlenbeck process $M = M(t)$, assuming that the parameters $a$, $b$ and $\gamma$ of the Ornstein-Uhlenbeck process undergo synchronous switching driven by the underlying process $\varepsilon$.

Precisely, let $a_i, b_i$ and $\gamma_i$, $i \in \{0, 1, \ldots, d\}$, be arbitrary constants, $b_i \geq 0$. The process $M = M(t)$ follows the stochastic equation

$$dM(t) = \left( a_{\varepsilon(t)} - \gamma_{\varepsilon(t)} M(t) \right) dt + b_{\varepsilon(t)} dW(t), \quad t > 0,$$
with the initial condition $M(0) = x$. This initial value problem is equivalent to the integral equation

$$M(t) = x + \int_0^t (a_{\varepsilon(s)} - \gamma_{\varepsilon(s)} M(s)) \, ds + \int_0^t b_{\varepsilon(s)} dW(s), \quad t \geq 0. \quad (4)$$

The study of Markov-modulated Ornstein-Uhlenbeck processes has recently begun, first in [11, 37], dealing with the transient behaviour of moments and some specific scaling of parameters, and then in [27, 28, 29] in terms of first passage distributions and neural modelling applications.

The solution to the integral equation (4) can be expressed by means of piecewise deterministic processes. Let $\Gamma(t) = \int_0^t \gamma_{\varepsilon(s)} \, ds$ and $\Lambda(t) = \int_0^t a_{\varepsilon(s)} \, ds$ be two piecewise linear processes based on the common underlying Markov process $\varepsilon$. We define also a process $\tilde{\Gamma}(s,t)$ with inverse time by setting $\tilde{\Gamma}(s,t) = \Gamma(t) - \Gamma(s) = \int_s^t \gamma_{\varepsilon(u)} \, du$, $0 \leq s \leq t$. The unique solution to (4) is given by

$$M(t) = xe^{-\Gamma(t)} + \int_0^t e^{-\tilde{\Gamma}(s,t)} d\Lambda(s) + \int_0^t b_{\varepsilon(s)} e^{-\tilde{\Gamma}(s,t)} dW(s). \quad (5)$$

Conditionally (for given $\{\varepsilon(s)\}_{s \in [0,t]}$) the random variable $M(t)$ is Gaussian with (random) mean $X(t) = \mathbb{E}(M(t) \mid \{\varepsilon(s)\}_{s \in [0,t]})$ and (random) variance $V(t) = \text{Var}(M(t) \mid \{\varepsilon(s)\}_{s \in [0,t]})$,

$$X(t) = xe^{-\Gamma(t)} + \int_0^t a_{\varepsilon(s)} e^{-\tilde{\Gamma}(s,t)} \, ds, \quad (6)$$

$$V(t) = \int_0^t b_{\varepsilon(s)}^2 e^{-2\tilde{\Gamma}(s,t)} \, ds. \quad (7)$$

See [11] Theorem 2.1.

In what follows, we assume that the underlying process $\varepsilon = \varepsilon(t) \in \{0, 1\}, t \geq 0$, is the two-state continuous-time Markov chain with transition intensities $\lambda_0$ and $\lambda_1$, $\lambda_0, \lambda_1 > 0$. Let

$$\Lambda = \begin{pmatrix} -\lambda_0 & \lambda_0 \\ \lambda_1 & -\lambda_1 \end{pmatrix}$$

and $\Pi = \Pi(t) = (\mathbb{P}\{\varepsilon(t) = j \mid \varepsilon(0) = i\})_{i,j \in \{0,1\}}, t \geq 0$, be the matrix of transition probabilities. It is known that, see e. g. [31],

$$\Pi(t) = \exp(t\Lambda)$$

$$= (2\lambda)^{-1} \begin{pmatrix} \lambda_1 + \lambda_0 e^{-2\lambda_1 t} & \lambda_0 (1 - e^{-2\lambda_1 t}) \\ \lambda_1 (1 - e^{-2\lambda_1 t}) & \lambda_0 + \lambda_1 e^{-2\lambda_1 t} \end{pmatrix},$$

where $2\lambda = \lambda_0 + \lambda_1$. For arbitrary distribution $\pi_0$ of the initial state $\varepsilon(0)$, the distribution of $\varepsilon(t)$ is given by $\pi(t)$ and the limit $\pi_s = \pi_s(\lambda_0, \lambda_1) = \lim_{t \to \infty} \pi(t)$ is given by

$$\pi_s(\lambda_0, \lambda_1) = (2\lambda)^{-1}(\lambda_1, \lambda_0). \quad (8)$$

The conditional mean $X = X(t)$ of the Markov-modulated process $M$ obeys the integral equation

$$X(t) = x + \int_0^t (a_{\varepsilon(s)} - \gamma_{\varepsilon(s)} X(s)) \, ds, \quad t \geq 0. \quad (9)$$

The process $X = X(t), t \geq 0, (9)$, can be viewed as a (non-Gaussian) Ornstein-Uhlenbeck process, controlled by two Kac’s telegraph processes, $\Gamma(t)$ and $\Lambda(t) = \int_0^t a_{\varepsilon(s)} \, ds, t \geq 0$, instead of Brownian motion. We call it the Kac-Ornstein-Uhlenbeck process.
By virtue of (6), the process \( X = X(t) \) sequentially follows the two deterministic patterns, \( \phi_0 \) and \( \phi_1 \), switching from one to another randomly after exponentially distributed holding times. These patterns are defined by

\[
\phi_0(t,x) = e^{-\gamma_0 t} \left( x + a_0 \int_0^t e^{\gamma_0 s} ds \right), \quad \phi_1(t,x) = e^{-\gamma_1 t} \left( x + a_1 \int_0^t e^{\gamma_1 s} ds \right).
\] (10)

Let \( \gamma_0, \gamma_1 \neq 0 \). Then the patterns \( \phi_0 \) and \( \phi_1 \) are determined by the function \( \phi(t,x) = \rho + (x - \rho)e^{-\gamma t} \) with two pairs of parameters, \( \langle \rho_0, \gamma_0 \rangle \) and \( \langle \rho_1, \gamma_1 \rangle \), alternating at random times when the underlying process \( \varepsilon \) is switched. Here \( \rho_0 = \rho(a_0/\gamma_0), \rho_1 = a_1/\gamma_1 \). If \( \gamma = 0 \), then \( \phi = x + at \).

If both \( \gamma \) are positive, we call the model attracting. We also consider the attractive-repulsive model, \( \gamma_0 \cdot \gamma_1 < 0 \). The case when one of attraction rates is equal to zero, say \( \gamma_0 > 0, \gamma_1 = 0 \), we call non-strict attractive one.

In all cases, \( t \to \phi_0(t,x) \) and \( t \to \phi_1(t,x) \), satisfy semigroup property.

If \( a_0/\gamma_0 = a_1/\gamma_1 = : \rho \), then the solution of (9) comes down to the exponential telegraph process. Namely, one can see that in this case, formula (6) is simplified as

\[
X(t) = e^{-\Gamma(t)} \left( x + \rho \int_0^t \gamma \phi(s) e^{\Gamma(s)} ds \right) = \rho + (x - \rho) \exp(-\Gamma(t)).
\] (11)

The distribution of such a process is well studied, see [15,19,30,26]. Note that in this case, process \( X \), (11), is time-homogeneous in the sense of [30, (2.13)] with rectifying diffeomorphism \( \Phi(x) = \log |x - \rho| \).

Assume that \( a_0/\gamma_0 \neq a_1/\gamma_1 \). To be specific, let \( \rho_0 = a_0/\gamma_0, \rho_1 = a_1/\gamma_1 = \rho_1 \). We are interested in the probabilities of the first passage of a fixed level \( y \) by process \( X \).

In the case when the parameters \( \rho, \gamma \) and the variables \( x, y \) satisfy the conditions

\[
\gamma > 0, \quad \frac{x - \rho}{y - \rho} > 1 \quad \text{or} \quad \gamma < 0, \quad 0 < \frac{x - \rho}{y - \rho} < 1,
\] (12)

the inverse function \( t(x,y) = \phi(t,x)^{-1}(y) \) is positive,

\[
t(x,y) = \phi(t,x)^{-1}(y) = \frac{1}{\gamma} \log \frac{x - \rho}{y - \rho} > 0.
\] (13)

If for the pair \( \langle \rho, \gamma \rangle \) condition (12) is not satisfied, we set \( t(x,y) = +\infty \). By \( t_0(x,y) \) and \( t_1(x,y) \) we denote the inverse functions to \( \phi_0(t,x) \) and \( \phi_1(t,x) \), respectively, which are defined above, (13). The values \( t_0(x,y) \) and \( t_1(x,y) \) coincide with the shortest time for process \( X \) to reach level \( y \), starting from \( x \), and without switching states.

### 2.1 First passage time

Let \( T(x,y) \) be the time when the process \( X = X(t) \) first passes through \( y \), starting from \( x = X(0) \),

\[
T(x,y) = \inf \{ t > 0 : X(t) = y \mid X(0) = x \}, \quad x \neq y.
\] (14)

Random variable \( T(x,y) \) has an atomic value at \( t(x,y) \), \( t(x,y) > 0 \), if the particle starting at \( x \) reaches \( y \) without switching. Furthermore, the distribution of \( T(x,y) \) is updated after each state switch.
The following distribution identities hold:
\[
\begin{align*}
[T(x,y) \mid \varepsilon(0) = 0] &\stackrel{D}{=} \mathcal{D}_0(x,y) \mathbb{1}_{\{\varepsilon(0) > \ell_0(x,y)\}} \\
&\quad + (\tau_0^+) + \left[T(\tilde{\varphi}(\tau_0^+,x),y) \mid \varepsilon(0) = 1\right] \mathbb{1}_{\{\varepsilon(0) < \ell_0(x,y)\}}, \\
[T(x,y) \mid \varepsilon(0) = 1] &\stackrel{D}{=} \mathcal{D}_1(x,y) \mathbb{1}_{\{\varepsilon(0) > \ell_1(x,y)\}} \\
&\quad + (\tau_1^+) + \left[T(\tilde{\varphi}(\tau_1^+,x),y) \mid \varepsilon(0) = 0\right] \mathbb{1}_{\{\varepsilon(0) < \ell_1(x,y)\}}.
\end{align*}
\]  
(15)

Here, the exponentially distributed random variables \(\tau_0^0\) and \(\tau_0^1\), \(\tau_1^0\), \(\tau_1^1\) \(\sim\) \(\text{Exp}(\lambda_0)\), \(\tau_1^1\) \(\sim\) \(\text{Exp}(\lambda_1)\), do not depend on further dynamics; \(T \mid \varepsilon(0) = i\) denotes the conditional distribution of \(T\) under the given initial state \(\varepsilon(0) = i\). The first terms on the right-hand sides of equations (15) are set to zero if the corresponding \(\ell_i(x,y)\) becomes equal to \(+\infty\).

Our first goal is explicit formulae for the Laplace transforms
\[
\begin{align*}
\ell_0(q,x,y) := \mathbb{E}_0[\exp(-qT(x,y))], \\
\ell_1(q,x,y) := \mathbb{E}_1[\exp(-qT(x,y))].
\end{align*}
\]
Notice that the functions \(\ell_0(q,x,y)\) and \(\ell_1(q,x,y)\) serve as cumulative distribution functions for the running minimum \(X_q := \min_{0 \leq t \leq \ell_q} X(t)\) if \(x > y\), and complementary cumulative distribution function for the running maximum \(X_q := \max_{0 \leq t \leq \ell_q} X(t)\) if \(x < y\). Indeed, integrating by parts one can see, \(i \in \{0, 1\},\)
\[
\ell_i(q,x,y) = \int_0^\infty e^{-qt} \mathbb{P}\{T(x,y) < t \mid \varepsilon(0) = i\} dt = \int_0^\infty q e^{-qt} \mathbb{P}\{T(x,y) < t \mid \varepsilon(0) = i\} dt
\]
\[
= \mathbb{P}\{T(x,y) < \ell_q \mid \varepsilon(0) = i\} = \begin{cases} 
\mathbb{P}\{X_q < y \mid \varepsilon(0) = i\} & x > y, \\
\mathbb{P}\{X_q > y \mid \varepsilon(0) = i\} & x < y,
\end{cases}
\]
Due to (15), functions \(\ell_0\) and \(\ell_1\) obey the coupled integral equations,
\[
\begin{align*}
\ell_0(q,x,y) &= e^{-(q+\lambda_0)\ell_0(x,y)} + \int_0^{\ell_0(x,y)} \lambda_0 e^{-(q+\lambda_0)\tau} \ell_1(q,\varphi_0(\tau,x),y) d\tau, \\
\ell_1(q,x,y) &= e^{-(q+\lambda_1)\ell_1(x,y)} + \int_0^{\ell_1(x,y)} \lambda_1 e^{-(q+\lambda_1)\tau} \ell_0(q,\varphi_1(\tau,x),y) d\tau.
\end{align*}
\]  
(16)

If condition (12) is not satisfied for a set of parameters \(x,y, \rho_i, \gamma_i\), then \(\ell_i(x,y) = +\infty\); the first term on the right-hand side of the corresponding equation of (16) vanishes, and the next integral is taken over the entire half-line \([0, +\infty)\).

Differentiating (16) with respect to \(x\), and then integrating by parts we get the coupled differential equations:
\[
\begin{align*}
(x - \rho_0) \frac{\partial \ell_0}{\partial x}(q,x,y) = -\beta_0(q) \ell_0(q,x,y) + \beta_0(0) \ell_1(q,x,y), \\
(x - \rho_1) \frac{\partial \ell_1}{\partial x}(q,x,y) = \beta_1(0) \ell_0(q,x,y) - \beta_1(q) \ell_1(q,x,y).
\end{align*}
\]  
(17)

Here we used the identities
\[
(x - \rho_0) \frac{\partial \varphi_0}{\partial x}(\tau,x) \equiv -\frac{1}{\gamma_0} \frac{\partial \varphi_0}{\partial \tau}(\tau,x), \quad (x - \rho_1) \frac{\partial \varphi_1}{\partial x}(\tau,x) \equiv -\frac{1}{\gamma_1} \frac{\partial \varphi_1}{\partial \tau}(\tau,x).
\]
In the case of non-strict attraction/repulsion, equations (16) and (17) can be written similarly.

For example, let $\gamma_1 = 0, a_1 > 0, \gamma_0 > 0$ and $x < y$. Hence, the second equation of (16) hold with $t_1(x,y) = (y-x)/a_1$ and $\phi_1(\tau, x) = x + a_1 \tau$. Equivalently, the first equation of system (17) don't change, while the second equation turns into

$$a_1 \frac{\partial \ell_1}{\partial x}(q, x, y) = -\lambda_1 \ell_0(q, x, y) + (q + \lambda_1) \ell_1(q, x, y). \tag{18}$$

For various combinations of parameters, system (17) should be considered in different domains with different boundary conditions. In Section 3 we present explicit formulae for $\ell_0(q, x, y)$ and $\ell_1(q, x, y)$ with different parameters.

### 2.2 Invariant measures

Our second goal is to study invariant measures for $X$.

Notice that $\Xi(t) = (X(t), \epsilon(t)) \in \mathbb{R} \times \{0, 1\}, t \geq 0$, is the Markov process. Let $\mathcal{P}(t, dy \mid x)$ be the transition function,

$$\mathcal{P}(t, dy \mid x, i) = (p_{ij}(t, x; dy))_{i,j \in \{0,1\}},$$

where $p_{ij}(t, x; dy) = \mathbb{P}(X(t) \in dy, \epsilon(t) = j \mid X(0) = x, \epsilon(0) = i)$. Let $P_t$ be the corresponding Markov semigroup, $\tilde{f} \to P_t \tilde{f}$, where

$$(P_t \tilde{f})(x) = \mathbb{E}\left(\tilde{f}(\Xi(t)) \mid \Xi(0) = (x, i)\right) = \int_{-\infty}^{\infty} \mathcal{P}(t, dy \mid x, i) \tilde{f}(y),$$

for any test-function $\tilde{f} = (f_0, f_1)$. The infinitesimal generator for the semigroup $P_t$ is determined by

$$\mathcal{L} = \begin{pmatrix} 0 + (a_0 - \gamma_0 x) \frac{d}{dx} & \lambda_0 \\ \lambda_1 & 0 + (a_1 - \gamma_1 x) \frac{d}{dx} \end{pmatrix}. $$

Indeed, let $f_0, f_1$ be a pair of test function. By definition, we get

$$\frac{\mathbb{E}_0[f_{\epsilon(0)}(X^t(0))] - f_0(x)}{t} = (1 - \lambda_0 t) f_0(\phi_0(t, x)) + \lambda_0 t f_1(x) - f_0(x) + o(t), \quad t \to 0,$$

which give the first row of the matrix $\mathcal{L}$. The second row is obtained similarly.

We study invariant measures, which are defined as fixed points of the adjoint semigroup $P_t^*$. Let $K, K \subset \mathbb{R}$, be an invariant set with respect to the time evolution $X(t), t \geq 0, [9]$. The invariant measure $\mu = (\mu_0, \mu_1)$, supported on a set $K \subset \mathbb{R}$, is defined by the equation

$$\mu(dy) = \int_K \mathcal{P}(t, dy \mid x) \mu(dx), \quad y \in K.$$

When the invariant measure $\mu$ is determined by the probability density function $\pi = \pi(x) = (\pi_0(x), \pi_1(x))$, this is equivalent to the boundary value problem for the ordinary differential equation, see e.g. [23],

$$\mathcal{L}^* \pi(x) = 0, \quad x \in K. \tag{19}$$
Here $\mathcal{L}^*$ is the adjoint operator to the generator $\mathcal{L}$, and the following assumptions hold:

$$\pi_0(x) \geq 0, \quad \pi_1(x) \geq 0, \quad \forall x \in K$$

and

$$\int_K (\pi_0(x) + \pi_1(x)) \, dx = 1.$$ 

The existence of the invariant distribution for the process $X$ and its shape depends on signs of the parameters $\gamma_0, \gamma_1$, which determine the boundary conditions to equation (19).

The explicit form of the adjoint operator $\mathcal{L}^*$ and the boundary conditions can be obtained by integrating by parts in

$$\left( \mathcal{L}^* \vec{f}(x), \vec{\pi}(x) \right) =$$

$$\int_K \left( -\lambda_0 f_0(x) + (a_0 - \gamma_0 x) f_0'(x) + \lambda_0 f_1(x) \right) \pi_0(x) \, dx$$

$$+ \int_K \left( \lambda_1 f_0(x) - \lambda_1 f_1(x) + (a_1 - \gamma_1 x) f_1'(x) \right) \pi_1(x) \, dx$$

for any test function $\vec{f} = (f_0(x), f_1(x))$. We have

$$\left( \mathcal{L}^* \vec{f}(x), \vec{\pi}(x) \right)$$

$$= \left[ (a_0 - \gamma_0 x) f_0(x) \pi_0(x) + (a_1 - \gamma_1 x) f_1(x) \pi_1(x) \right] |_{x \in \partial K}$$

$$+ \int_{-\infty}^{x} f_0(x) \left[ -\lambda_0 \pi_0(x) + \lambda_1 \pi_1(x) \right] + \gamma_0 x \pi_0(x) + (\gamma_0 x - a_0) \pi_0'(x) \, dx$$

$$+ \int_{-\infty}^{x} f_1(x) \left[ -\lambda_0 \pi_0(x) - \lambda_1 \pi_1(x) + \gamma_1 x \pi_1(x) + (\gamma_1 x - a_1) \pi_1'(x) \right] \, dx. \tag{20}$$

Therefore, the adjoint operator $\mathcal{L}^*$ is defined by the matrix

$$\mathcal{L}^* = \begin{pmatrix}
(\gamma_0 - \lambda_0) + (\gamma_0 x - a_0) & \lambda_1 \\
\lambda_0 & (\gamma_1 - \lambda_1) + (\gamma_1 x - a_1)
\end{pmatrix},$$

and the boundary conditions for (19) are supplied by setting the non-integral terms of (20) to be zero.

Precisely, we have the following system:

$$\begin{cases}
(\gamma_0 x - a_0) \frac{d\pi_0(x)}{dx} = (\lambda_0 - \gamma_0) \pi_0(x) - \lambda_1 \pi_1(x), \\
(\gamma_1 x - a_1) \frac{d\pi_1(x)}{dx} = -\lambda_0 \pi_0(x) + (\lambda_1 - \gamma_1) \pi_1(x),
\end{cases} \quad x \in K, \tag{21}$$

with the boundary conditions

$$\left. (a_0 - \gamma_0 x) \pi_0(x) \right|_{\partial K} = 0, \quad \left. (a_1 - \gamma_1 x) \pi_1(x) \right|_{\partial K} = 0. \tag{22}$$

Below, Section 4 we study the invariant measures under different combinations of parameters of the model. We distinguish two main cases: the attracting-only dynamics when both $\gamma$ are positive and the mixed attraction-repulsion case.

The first passage probabilities are explored in the next section.
3 First passage probabilities for the Kac-Ornstein-Uhlenbeck process

In this section, we obtain some explicit formulae for the Laplace transforms $\ell_0$ and $\ell_1$ of the first passage time $T(x,y)$, (14). We will consider two different models, when the paths of $X$ are alternately attracted to the points $\rho_0 = a_0/\gamma_0$ and $\rho_1 = a_1/\gamma_1$, $\gamma_0, \gamma_1 > 0$, and the case when one level attracts and the other repels, $\gamma_0, \gamma_1 < 0$.

We will use the following notations:

$$\xi_0(x) = \frac{x - \rho_0}{\rho_1 - \rho_0}, \quad \xi_1(x) = 1 - \xi_0(x) = \frac{\rho_1 - x}{\rho_1 - \rho_0}$$

and

$$b_{0,1} = \frac{1}{2} \left( \beta_0 + \beta_1 \pm \sqrt{(\beta_0 - \beta_1)^2 + 4\lambda_0\lambda_1/(\gamma_0\gamma_1)} \right), \quad (23)$$

where

$$\beta_0 = \beta_0(q) = (q + \lambda_0)/\gamma_0, \quad \beta_1 = \beta_1(q) = (q + \lambda_1)/\gamma_1;$$

by $F(b_0, b_1; b_2; \cdot)$ we denote the Gaussian hypergeometric function, defined by the series

$$F(b_0, b_1; b_2; z) = 1 + \sum_{n=1}^{\infty} \frac{(b_0)_n(b_1)_n}{(b_2)_n n!} z^n, \quad (24)$$

if one of the following conditions holds:

$$|z| < 1; \quad (25)$$

$$|z| = 1 \text{ and } b_2 - b_0 - b_1 > 0; \quad (25)$$

$$|z| = 1, z \neq 1 \text{ and } -1 < b_2 - b_0 - b_1 \leq 0.$$ 

Here

$$(b)_n = b \cdot (b + 1) \cdot \ldots \cdot (b + n - 1) = \Gamma(b + n)/\Gamma(b)$$

is the Pochhammer symbol. This function is defined by analytic continuation everywhere in $z$, $z < -1$, see [11].

3.1 Attracting-only case, $\gamma_0, \gamma_1 > 0$.

In this case, both parameters $\gamma_0$ and $\gamma_1$ are regarded as positive revertive rates, and both patterns, $\phi_0$ and $\phi_1$, defined by (10), converge as $t \to \infty$,

$$\lim_{t \to \infty} \phi_0(t,x) = \frac{a_0}{\gamma_0} =: \rho_0, \quad \lim_{t \to \infty} \phi_1(t,x) = \frac{a_1}{\gamma_1} =: \rho_1.$$ 

The interval $[\rho_0, \rho_1]$ serves as an attractor for the paths of $X$: if the process starts at point $x$ outside this interval, $x \notin [\rho_0, \rho_1]$, it falls into $[\rho_0, \rho_1]$ a.s. in a finite time. Moreover, once caught, the process remains there forever, see [27]. In this regard, we study the first passage through the threshold $y$, $\rho_0 < y < \rho_1$. A sample path is shown in Fig. [11]

The first passage time $T(x,y)$, (14), is finite a.s. $\forall x, y \in (\rho_0, \rho_1)$. The distribution of $T(x,y)$ can be studied separately for $x < y$ and $x > y$. In both these cases, functions $\ell_0$ and $\ell_1$ corresponding to the Laplace transform obey the boundary value problems for equations (17) on the half-lines $x < y$ and $x > y$, respectively.
Here, recall, $\beta_1$ we obtain

\[
\begin{cases}
\ell_1(q, x, y) |_{x>y} = 1 \\
\end{cases}
\] 

(26)

to system (17). We solve this system on the half-line $x < y$ with boundary condition (26), writing the solution in the form

\[
\ell_0(q, x, y) = \sum_{n=0}^{\infty} A_n(q, y) \xi_0(x)^n,
\]

\[
\ell_1(q, x, y) = \sum_{n=0}^{\infty} B_n(q, y) \xi_0(x)^n.
\] 

(27)

Substituting functions $\ell_0$ and $\ell_1$, defined by series (27), into (17) and using the identities

\[
(x - \rho_0) \frac{d\xi_0(x)}{dx} \equiv \xi_0(x), \quad (\rho_1 - \rho_0) \frac{d\xi_0(x)}{dx} \equiv 1,
\]

we obtain

\[
\begin{align*}
&A_n = -\beta_0(q) A_n + \frac{\lambda_0}{\gamma_0} B_n, \\
&B_n - (n+1)B_{n+1} = \frac{\lambda_1}{\gamma_1} A_n - \beta_1(q) B_n.
\end{align*}
\] 

(28)

After a simple algebra, see e.g. [27], we find the solution of system (28):

\[
\begin{align*}
&A_n = \frac{\lambda_0}{q + \lambda_0} \frac{(b_0)_{n+1}(b_1)_n}{(1 + \beta_0)_n n!} B_0 , \\
&B_n = \frac{(b_0)_{n+1}(b_1)_n}{(\beta_0)_{n+1} n!} B_0 ,
\end{align*}
\] 

(29)

Here, recall, $\beta_0 = \beta_0(q) = (q + \lambda_0)/\gamma_0$ and $b_0, b_1$ are defined by (23).

Due to (25), series (27) with coefficients $A_n$ and $B_n$ determined by (29) converge if $|\xi_0(x)| < 1$, that is, if

\[
2\rho_0 - \rho_1 < x < \rho_1.
\] 

(30)

Therefore, the Laplace transform of the first passage time $T(x, y)$ for $y \in (\rho_0, \rho_1)$, and $x$ satisfying (30) is expressed in terms of the Gaussian hypergeometric series, (24),

\[
\ell_0(q, x, y) = \frac{\lambda_0}{q + \lambda_0} F(b_0, b_1; 1 + \beta_0; \xi_0(x)) \cdot B_0,
\]

\[
\ell_1(q, x, y) = F(b_0, b_1; \beta_0; \xi_0(x)) \cdot B_0.
\] 

(31)

Figure 1: A sample path of $X = X(t)$, $\gamma_0, \gamma_1 > 0$. 

First, let $x < y$, $y \in (\rho_0, \rho_1)$.

Since both levels, $\rho_0, \rho_1$, attract, then $t_0(x, y) = +\infty$, $t_1(x, y) = \frac{1}{\gamma_1} \log \frac{x - \rho_0}{y - \rho_1} < \infty$. If the initial state is $1 = \varepsilon(0)$, then $T(x, y) \to 0$ a.s. as $x \uparrow y$. The latter gives the boundary condition

\[
\ell_1(q, x, y) |_{x>y} = 1
\] 

(26)
The indefinite parameter $B_0$ follows from the boundary condition (26). Thus, we finally obtain
the explicit formulae for $\ell_0(q,x,y)$ and $\ell_1(q,x,y)$ in the case $\rho_0 \leq y < \rho_1$ and $2\rho_0 - \rho_1 < x < y,$
\begin{align}
\ell_0(q,x,y) &= \frac{\lambda_0}{q + \lambda_0} \cdot \frac{F(b_0; b_1; 1 + \beta_0(q); \xi_0(x))}{F(b_0; b_1; \beta_0(q); \xi_0(y))}, \\
\ell_1(q,x,y) &= \frac{\lambda_1}{q + \lambda_1} \cdot \frac{F(b_0; b_1; 1 + \beta_1(q); \xi_1(x))}{F(b_0; b_1; \beta_1(q); \xi_1(y))},
\end{align}
(32)

In the case $\rho_0 < y \leq \rho_1$, $x > y$ formulae for $\ell_0(q,x,y)$ and $\ell_1(q,x,y)$ can be obtained by symmetry
in the form of series with $\xi_1(x)$. We have $\ell_0(q,x,y)|_{x,y} = 1$ and
\begin{align}
\ell_0(q,x,y) &= \frac{F(b_0; b_1; 1 + \beta_1(q); \xi_1(x))}{F(b_0; b_1; \beta_1(q); \xi_1(y))}, \\
\ell_1(q,x,y) &= \frac{\lambda_1}{q + \lambda_1} \cdot \frac{F(b_0; b_1; 1 + \beta_1(q); \xi_1(x))}{F(b_0; b_1; \beta_1(q); \xi_1(y))},
\end{align}
(33)

$\rho_0 < y < x < 2\rho_1 - \rho_0, \quad y \leq \rho_1.$

Note that for $y \in (\rho_0, \rho_1)$ we have $0 < \xi_0(y), \xi_1(y) < 1$, therefore the denominators in (32) and
(33) are also determined by Gaussian hypergeometric series (24).

In the case of non-strict attraction, the Laplace transforms $\ell_0$ and $\ell_1$ can be obtained similarly to
(32) and (33). For example, let $\gamma_1 = 0$, $a_1 = +1$, $\gamma_0 > 0$ and $x < y$. We have:
\begin{align}
\ell_0(q,x,y) &= \frac{\lambda_0}{\gamma_0} \frac{\Phi(\delta; 1 + \beta_0(q); (x-\rho_0)(q + \lambda_1))}{\Phi(\delta; \beta_0(q); (x-\rho_0)(q + \lambda_1))}, \\
\ell_1(q,x,y) &= \frac{\Phi(\delta; \beta_0(q); (x-\rho_0)(q + \lambda_1))}{\Phi(\delta; \beta_0(q); (y-\rho_0)(q + \lambda_1))},
\end{align}
where $\delta = \frac{(q + \lambda_0)(q + \lambda_1) - \lambda_0\lambda_1}{\gamma_0(q + \lambda_1)}$ and $\Phi(\cdot; \cdot; \cdot)$ is the confluent hypergeometric function.

3.2 Attraction-repulsion: $\gamma_0$ and $\gamma_1$ have opposite signs, “raznotyk”

To be specific, assume that $\gamma_0 > 0 > \gamma_1$, that is, the pattern $\phi_1$ is repelled from the threshold $\rho_1$, while
$\phi_0$ is attracted to $\rho_0$. In this case, process $X = X(t)$, $t \geq 0$, a.s. falls under $\rho_0$, into the half-line
$\{z \mid z \leq \rho_0\}$, in a finite time and, once falling, remains there forever, see Fig. 2. Let the threshold $y$
belong to the attractor, $y < \rho_0$. Similarly to the case of two attractive levels, we obtain the boundary
conditions in dependence of the starting point $x$.

If the process begins with 0-state from below of threshold $y$, $x < y$, then $T(x,y) \to 0$, a.s. as $x \uparrow y$.
For $x < y$, we must consider the system (17) with the boundary condition
\begin{align}
\ell_0(q,x,y)|_{x,y} = 1,
\end{align}
(34)

which gives the solution of the form (31), $2\rho_0 - \rho_1 < x < y < \rho_0$. By the boundary condition (34) we obtain
\begin{align}
B_0 = \left(\frac{\lambda_0}{q + \lambda_0} F(b_0; b_1; 1 + \beta_0(q); \xi_0(x))\right)^{-1}
\end{align}
and the explicit solution is given by

\[ \ell_0(q,x,y) = \frac{F(b_0,b_1;1+\beta_0;\xi_0(x))}{F(b_0,b_1;1+\beta_0;\xi_0(y))}, \]

\[ \ell_1(q,x,y) = \frac{q + \lambda_0}{\lambda_0} \cdot \frac{F(b_0,b_1;\beta_0;\xi_0(x))}{F(b_0,b_1;1+\beta_0;\xi_0(y))}, \]

\[ 2\rho_0 - \rho_1 < x < y < \rho_0. \]

Acting in the similar way, we find that in the case \(2\rho_0 - \rho_1 < y < x < \rho_1, y < \rho_0\) we obtain,

\[ \ell_0(q,x,y) = \frac{q + \lambda_1}{\lambda_1} \cdot \frac{F(b_0,b_1;\beta_1;\xi_1(x))}{F(b_0,b_1;1+\beta_1;\xi_1(y))}, \]

\[ \ell_1(q,x,y) = \frac{F(b_0,b_1;1+\beta_1;\xi_1(x))}{F(b_0,b_1;1+\beta_1;\xi_1(y))}. \]

In the case of \(\gamma < 0 < \gamma_1\), the formulae for the distribution of \(T(x,y), y > \rho_1\), are symmetric.

### 4 Invariant measures

As well as the distribution of the first passage time, the form of the invariant measure differs in the case of positive values of \(\gamma_0, \gamma_1\) and in the case of opposite signs.

#### 4.1 Attracting-only case, \(\gamma_0, \gamma_1 > 0\)

Since the paths of \(X\) remain inside the interval \((\rho_0, \rho_1)\) after an almost surely finite transition time, the invariant measure \(\mu\) is supported on \([\rho_0, \rho_1]\), \(\rho_0 = a_0/\gamma_0, \rho_1 = a_1/\gamma_1\).

As it was shown in Section 2, the invariant probability density function \(\pi = \pi(x) = (\pi_0(x), \pi_1(x))\) obeys the system \((21)\) of the ordinary differential equations, \(\rho_0 < x < \rho_1\). In the attracting-only case, this system should be equipped with the boundary conditions, see \((22)\).

\[ \begin{align*}
\pi_0(x)|_{x=\rho_0} &= 0, \\
(x - \rho_0)\pi_0(x)|_{x=\rho_0} &= 0, \\
(\rho_1 - x)\pi_1(x)|_{x=\rho_1} &= 0, \\
\pi_1(x)|_{x=\rho_0} &= 0. 
\end{align*} \quad (35) \]

By substituting

\[ \begin{align*}
\pi_0(x) &= C_0(x - \rho_0)^{\lambda_0}(\rho_1 - x)^{\lambda_0} 1_{\{\rho_0 < x < \rho_1\}}, \\
\pi_1(x) &= C_1(x - \rho_0)^{\lambda_1}(\rho_1 - x)^{\lambda_1} 1_{\{\rho_0 < x < \rho_1\}}.
\end{align*} \]
into equations (21) and taking into account the boundary conditions (35), we obtain

\[
\begin{align*}
\pi_0(x) &= c\gamma_0^{-1}(x - \rho_0)^{-1+\alpha_0}(\rho_1 - x)^{\alpha_0} \mathbb{1}_{[\rho_0 < x < \rho_1]}, \\
\pi_1(x) &= c\gamma_1^{-1}(x - \rho_0)^{\alpha_0}(\rho_1 - x)^{-1+\alpha_1} \mathbb{1}_{(\rho_0 < x < \rho_1)},
\end{align*}
\]

where \(\alpha_0 = \lambda_0 / \gamma_0, \alpha_1 = \lambda_1 / \gamma_1, \alpha_0, \alpha_1 > 0\). The normalising constant \(c\) can be found from the equality

\[
\int_{\rho_0}^{\rho_1} [\pi_0(x) + \pi_1(x)] \, dx = 1.
\]

Due to [10] 3.196 we obtain

\[
c^{-1} = (\rho_1 - \rho_0)^{\alpha_0 + \alpha_1} \left[ \gamma_0^{-1}B(\alpha_0, \alpha_1 + 1) + \gamma_1^{-1}B(\alpha_0 + 1, \alpha_1) \right],
\]

(36)

where \(B(\cdot, \cdot)\) is Euler’s beta-function.

**Example 4.1** Let \(\gamma_0 = \gamma_1 = \gamma > 0\). In this case, by (36) \(c^{-1} = (\rho_1 - \rho_0)^2\gamma^{-1}\) and

\[
\begin{align*}
\pi_0(x) &= (\rho_1 - \rho_0)^{-2}(\rho_1 - x), \\
\pi_1(x) &= (\rho_1 - \rho_0)^{-2}(x - \rho_0),
\end{align*}
\]

\(\rho_0 < x < \rho_1\).

It’s curious that when the process \(X\) begins with states 0 or 1 with equal probability, the invariant distribution is uniform on \([\rho_0, \rho_1]\).

### 4.2 Attraction-repulsion: \(\gamma_0\) and \(\gamma_1\) have opposite signs, “raznotyk”

First, let \(\gamma_0 > 0 > \gamma_1\). In this case, after an almost surely finite transition period, process \(X\) falls into the half-line \(\{x < \rho_0\}\), see Fig. [2]. The invariant distributions are defined by the probability density functions \(\pi = (\pi_0(x), \pi_1(x))\), satisfying system (21), \(x < \rho_0\), with the boundary conditions

\[
(\rho_0 - x)\pi_0(x)|_{x=\rho_0} = 0, \quad (\rho_1 - x)\pi_1(x)|_{x=\rho_0} = 0.
\]

Similarly the attraction-only case, Section 4.1, the solution is given by

\[
\begin{align*}
\pi_0(x) &= C_0(\rho_0 - x)^{-1+\alpha_0}(\rho_1 - x)^{\alpha_0} \mathbb{1}_{(x < \rho_0)}, \\
\pi_1(x) &= C_1(\rho_0 - x)^{\alpha_0}(\rho_1 - x)^{-1+\alpha_1} \mathbb{1}_{(x < \rho_0)},
\end{align*}
\]

(37)

where \(C_0 = c_0 \gamma_0^{-1}, C_1 = -c_0 \gamma_1^{-1}, C_0, C_1 > 0, \) and \(\alpha_0 = \lambda_0 / \gamma_0, \alpha_1 = \lambda_1 / \gamma_1, \alpha_0 > 0 > \alpha_1\).

In the symmetric case, \(\gamma_0 < 0 < \gamma_1\), process \(X\) is captured by the upper half-line, \(K = \{x > \rho_1\}\). The invariant probability density function is determined by

\[
\begin{align*}
\pi_0(x) &= C_0(x - \rho_0)^{-1+\alpha_0}(x - \rho_1)^{\alpha_0} \mathbb{1}_{(x > \rho_1)}, \\
\pi_1(x) &= C_1(x - \rho_0)^{\alpha_0}(x - \rho_1)^{-1+\alpha_1} \mathbb{1}_{(x > \rho_1)},
\end{align*}
\]

(38)

where \(C_0 = -c_1 \gamma_0^{-1}, C_1 = c_1 \gamma_1^{-1}\).
In both cases, we assume that
\[ \alpha_0 + \alpha_1 < 0. \] (39)
The normalising constants \( c_0 \) and \( c_1 \) are determined by the condition
\[ \int_K \left[ \pi_0(x) + \pi_1(x) \right] \, dx = 1. \] (40)
The integral in (40) converges if (39) holds. In the case \( \gamma_0 > 0 > \gamma_1 \), the normalising constant \( c_0 \) for (37) is determined by
\[ c_0^{-1} = (\rho_1 - \rho_0)^{\alpha_0 + \alpha_1} \left( \gamma_0^{-1}B(-\alpha_0 - \alpha_1, \alpha_0) \right. \]
\[ \left. - \gamma_1^{-1}B(-\alpha_0 - \alpha_1, 1 + \alpha_0) \right), \]
\[ \alpha_0 + \alpha_1 < 0, \quad \alpha_0 > 0. \]
In the symmetric case \( \gamma_0 < 0 < \gamma_1 \), the normalising constant \( c_1 \) for (38) is determined by
\[ c_1^{-1} = (\rho_1 - \rho_0)^{\alpha_0 + \alpha_1} \left( - \gamma_0^{-1}B(-\alpha_0 - \alpha_1, 1 + \alpha_1) \right) \]
\[ + \gamma_1^{-1}B(-\alpha_0 - \alpha_1, \alpha_1) \]
\[ \alpha_0 + \alpha_1 < 0, \quad \alpha_1 > 0. \]

If, on the contrary, (39) is not met, the invariant probability distribution does not exist.

4.3 Non-strict attraction

If one of attraction rates is zero, say \( \gamma_1 = 0 \), and \( \gamma_0 > 0 \), then the pattern \( \phi_0 \) defined by (10) is attractive, and \( \phi_1(t, x) \equiv x + a_1 t \).

![Figure 3: The sample path of \( X = X(t) \), \( \gamma_0 > 0 = \gamma_1, a_1 = 1 \).](chart)

Without loss of generality, we will put \( a_1 = 1 \) (if, originally, \( a_1 \) is positive), \( a_1 = -1 \) (if, originally, \( a_1 \) is negative). Regardless of the initial point \( x \), the trajectories of \( X \) (possibly, after a finite transition period) remain above (or below) the threshold \( \rho = \rho_0 = a_0/\gamma_0 \) in the case \( a_1 = +1 \) (or, respectively, \( a_1 = -1 \)), see Fig. 3

The invariant distribution densities \( \pi_0(x) \), \( \pi_1(x) \) follow system (21) on \( x < \rho \), if \( a_1 = -1 \) (on \( x > \rho \), if \( a_1 = +1 \):
\[
\begin{cases}
(x - \rho) \frac{d\pi_0(x)}{dx} = \left( \frac{\lambda_0}{\gamma_0} - 1 \right) \pi_0(x) - \frac{\lambda_1}{\gamma_0} \pi_1(x), \\
-\alpha_1 \frac{d\pi_1(x)}{dx} = -\lambda_0 \pi_0(x) + \lambda_1 \pi_1(x).
\end{cases}
\]
In both cases, the boundary condition (22) turns into

\[(\rho - x)\pi_0(x)|_{x=\rho} = 0, \quad \pi_1(x)|_{x=\rho} = 0.\]  

(41)

The solutions of these two boundary value problems are given by

\[
\pi_0^\pm(x) = C|x - \rho|^{\alpha - 1} e^{-\lambda_1|x - \rho|} \theta^\pm(x),
\]

\[
\pi_1^\pm(x) = \gamma_0 C|x - \rho|^{\alpha - 1} e^{-\lambda_1|x - \rho|} \theta^\pm(x),
\]

(42)

where \(\alpha = \lambda_0/\gamma_0, \rho = a_0/\gamma_0; C\) is a normalising constant. Functions \(\theta^-(x) = 1_{\{x<\rho\}}\) and \(\theta^+(x) = 1_{\{x>\rho\}}\) specify the measure support below and, respectively, above the level \(\rho\). The explicit value of normalising constant \(C\) follows from the equalities

\[
1 = \int_{\rho}^{\infty} [\pi_0^+(x) + \pi_1^+(x)] dx
\]

\[
= C\lambda_1^{-\alpha} \Gamma(\alpha) + \gamma_0 C\lambda_1^{-(\alpha+1)} \Gamma(\alpha + 1)
\]

\[
= C\lambda_1^{-\alpha} \Gamma(\alpha) [1 + \lambda_0/\lambda_1],
\]

which gives

\[
C = \frac{\lambda_1^{1+\alpha}}{(\lambda_0 + \lambda_1) \Gamma(\alpha)}.
\]

The proof for the case \(a_1 = -1\) is similar.

**Remark 4.1** When \(\gamma_1 = 0\) and \(a_1 = 0\), system (21) turn into

\[(x - \rho)\pi_0^0(x) = -\pi_0(x),\]

\[0 = -\lambda_0 \pi_0(x) + \lambda_1 \pi_1(x),\]

with the boundary conditions (41). This means \(\pi_0 = \pi_1 = 0\), i.e. in this case there is no invariant probability measure.

### 5 Scaling

First, we speed up the underlying Markov chain. Let \(\varepsilon\) be driven by alternating switching intensities \(\lambda_0, \lambda_1\) which are high but comparable, i.e.

\[
\lambda_0, \lambda_1 \to \infty \quad \text{and} \quad \frac{\lambda_0}{\lambda_1} \to v, \quad v > 0.
\]

(43)

With this scaling, the invariant distribution of the underlying process \(\varepsilon, \pi_*(\lambda_0, \lambda_1), (8)\), becomes

\[
\pi_*(\lambda_0, \lambda_1) \to \pi_*^* = ((1+v)^{-1}, v(1+v)^{-1}).
\]

Passing to limit in the moment generating function, see [18, formula (3.3)], it is easy to see that if the velocities \(c_0, c_1\) remain frozen, then upon scaling (43) the telegraph process \(\mathbb{T}(t), t > 0, (3)\), converges in probability to \(c_* t\) uniformly in \(t \in [0, T]\),

\[
\mathbb{T}(t) = \int_0^t c_{\varepsilon(s)} ds \to c_* t,
\]
where $c_* = \overrightarrow{\pi}_* \cdot \vec{c}$.

This result helps to understand the limiting behaviour of the Markov-modulated Ornstein-Uhlenbeck process. Let the switching intensities tend to infinity, (43), and parameters $\vec{a} = (a_0, a_1), \vec{b} = (b_0, b_1), \vec{y} = (\gamma_0, \gamma_1)$ of process $M$, (5), remain constant. With this scaling, process $M$ weakly converges to process $M_*$, which is an ordinary (unmodulated) Ornstein-Uhlenbeck process defined by the Langevin equation, (4), with constant deterministic parameters $a_\infty = \overrightarrow{\pi}_* \vec{a}^T, b_\infty = \overrightarrow{\pi}_* \vec{b}^T,$ and $\gamma_\infty = \overrightarrow{\pi}_* \vec{y}^T,$

$$dM_*(t) = (a_\infty - \gamma_\infty M_*(t)) \, dt + b_\infty \, dW(t), \quad t > 0.$$

See [11, Corollary 5.1].

Further, let’s see what happens under different versions of Kac scaling, see [13]. It is known that with the classical Kac scaling, i.e. if

$$c_0, -c_1 \to +\infty, \quad \lambda_0, \lambda_1 \to +\infty,$$

and

$$c_0^2/\lambda_0, \quad c_1^2/\lambda_1 \to \sigma^2,$$

the telegraph process $T$, (3), converges in distribution on $C([0, T]; \mathbb{R})$ (equipped with the sup-norm) to the Wiener process $\sigma W(t)$, see the proof e.g. in [25].

We apply this idea to a substantially asymmetric telegraph process. Let the scaling condition similar to (44) be satisfied separately for the two states, i.e. let (43) holds, and $c_0 \to +\infty, c_1 \to -\infty$, so that

$$c_0/\sqrt{\lambda_0} \to \sigma_0, \quad c_1/\sqrt{\lambda_1} \to -\sigma_1,$$

(45)

where $\sigma_0, \sigma_1 > 0$. From (43)-(45) it follows that the velocities are also comparable:

$$\frac{c_0}{c_1} = \frac{c_0/\sqrt{\lambda_0}}{c_1/\sqrt{\lambda_1}} \sqrt{\frac{\lambda_0}{\lambda_1}} \to -\nu \sigma_0/\sigma_1.$$

We also assume that

$$\frac{\lambda_1 c_0 + \lambda_0 c_1}{\lambda_1 + \lambda_0} \to \delta.$$

(46)

The latter limit relation is equivalent to $c_1 c_0/\lambda_0 + \lambda_0/\lambda_1 \to \delta$. Therefore, condition (46) assumes that $c_0/c_1 + \lambda_0/\lambda_1 \to 0$. So, condition (46) reads as rate of “similarity” between $\lambda_0/\lambda_1$ and $c_0/c_1$ at infinity. More precisely,

$$c_1 (c_0/c_1 + \lambda_0/\lambda_1) \to \delta (1 + \nu^2).$$

Under the scaling conditions (43)-(46) stated above, the telegraph process $T(t)$ weakly converges to the Wiener process with drift, see [19].

$$T(t) = \int_0^t c_{\varepsilon(s)} ds \overset{D}{\to} \sigma W(t) + \delta t, \quad t > 0.$$

(47)

Here

$$\sigma = \frac{\sqrt{\sigma_0^2 + \sigma_1^2}}{\sqrt{(\sigma_0^2 + \sigma_1^2)/2}}.$$

(48)

Assuming (43) to be hold, we apply scaling conditions similar to (45)-(46) in several versions.
(a) Let conditions (45)-(46) be satisfied for $a_0, a_1$. That is, let $a_0 \to -\infty, a_1 \to +\infty$, so that $a_0/\sqrt{\lambda_0} \to -\sigma_{0,a}, a_1/\sqrt{\lambda_1} \to \sigma_{1,a}$.

Let the additional drift be caused by condition of the form (46),

$$\frac{\lambda_1 a_0 + \lambda_0 a_1}{\lambda_0 + \lambda_1} \to \delta_a.$$ 

Leaving the remaining parameters constant, we see that due to (5), process $M(t)$, (4), weakly converges to $M_a(t)$, which is the solution of the equation

$$dM_a(t) = \left(\delta_a - \gamma_a M_a(t)\right)dt + \sigma_a d\tilde{W}(t) + b_\infty dW(t),$$

with this scaling, similarly to (49), we obtain the limiting process $M_b$ satisfying the equation

$$dM_b(t) = \left(\delta_a - \delta_\gamma M_b(t)\right)dt + \sigma_\gamma d\tilde{W}(t) + b_\infty dW(t),$$

where $\tilde{W}$ is the Wiener process independent of $W$, and $\sigma_\gamma$ is defined by formula (48) with $\sigma_0 = \sigma_{0,a}$ and $\sigma_1 = \sigma_{1,a}$.

(b) Assume $\vec{a}$ and $\vec{b}$ to be constant, but conditions (45)-(46) be satisfied for $\gamma_0, \gamma_1 : \gamma_0 \to -\infty, \gamma_1 \to +\infty$, with the consistency conditions

$$\frac{\gamma_0}{\sqrt{\lambda_0}} \to -\sigma_{0, \gamma}, \quad \frac{\gamma_1}{\sqrt{\lambda_1}} \to \sigma_{1, \gamma}$$

and additional drift caused by

$$\frac{\lambda_1 \gamma_0 + \lambda_0 \gamma_1}{\lambda_0 + \lambda_1} \to \delta_\gamma.$$ 

With this scaling, similarly to (49), we obtain the limiting process $M_b$ satisfying the equation

$$dM_b(t) = \left(\delta_a - \delta_\gamma M_b(t)\right)dt - \sigma_\gamma d\tilde{W}(t) + b_\infty dW(t), \quad t > 0,$$

where $\tilde{W}$ is the Wiener process independent of $W$ and $\sigma_\gamma$ is defined by formula (48) with $\sigma_0 = \sigma_{0, \gamma}$ and $\sigma_1 = \sigma_{1, \gamma}$.

(c) Let both conditions for $\vec{a}$, (a), and conditions for $\vec{\gamma}$, (b) hold simultaneously, and $\vec{b}$ be constant. Then $M(t)$ converges to $M_c(t)$ determined by the equation, $t > 0$,

$$dM_c(t) = \left(\delta_a - \delta_\gamma M_c(t)\right)dt + \left(\sigma_a - \sigma_\gamma M_c(t)\right) d\tilde{W}(t) + b_\infty dW(t).$$

Acknowledgements

This research was supported by the Russian Foundation for Basic Research (RFBR) and Chelyabinsk Region, project number 20-41-740020.
References

[1] Andrews, G. E., Askey, R., Roy, R.: Special Functions. Encyclopedia of Mathematics and its Applications (Vol 71), Cambridge University Press, (1999)

[2] Barndorff-Nielsen, O. E., Shephard, N.: Non-Gaussian Ornstein-Uhlenbeck-based models and some of their uses in financial economics. J. R. Stat. Soc. Ser. B Stat. Methodol., 63(2), 167–241, (2001)

[3] F. Biagini, Yaozhong Hu, Øksendal, B., Tusheng Zhang. Stochastic Calculus for Fractional Brownian Motion and Applications. Springer-Verlag, London, (2008)

[4] Broadbridge, Ph., Kolesnik, A. D., Leonenko, N., Olenko, A.: Random spherical hyperbolic diffusion. J. Stat. Phys. 177, 889–916, (2019)

[5] Buonocore, A., Caputo, L., D’Onofrio, G., Pirozzi, E.: Closed-form solutions for the first-passage-time problem and neuronal modeling. Ricerche Di Matematica 64(2), 421–439, (2015)

[6] Coffey, W. T., Kalmykov, Yu. P., Waldron, J. T.: The Langevin Equation: with applications to stochastic problems in physics, chemistry and electrical engineering, 2nd ed, World Scientific, (2004)

[7] Fink, H., Klüppelberg, C.: Fractional Lévy-driven Ornstein-Uhlenbeck processes and stochastic differential equations. Bernoulli 17(1), 484–506, (2011)

[8] Foong, S. K.: First-passage time, maximum displacement and Kac’s solution of the telegrapher equation. Phys. Rev. A 46, 707(R), (1992)

[9] Foong, S. K., Kanno, S.: Properties of the telegrapher’s random process with or without a trap, Stoch. Proc. Appl. 53(1), 147–173, (1994)

[10] Gradshteyn, I. S., Ryzhik, I. M.: Table of Integrals, Series and Products. Academic Press, Boston, (1994)

[11] Huang, G., Jansen, H. M., Mandjes, M., Spreij, P., De Turk, K.: Markov-modulated Ornstein-Uhlenbeck processes. Adv. Appl. Probab. 48, 235–254, (2016)

[12] Jacobsen, M.: Laplace and the origin of the Ornstein-Uhlenbeck process. Bernoulli, 2(3), 271–286, (1996)

[13] Kac, M.: A stochastic model related to the telegrapher’s equation. Rocky Mountain J Math 4, 497–509, (1974) Reprinted from: Kac, M. Some stochastic problems in physics and mathematics. Colloquium lectures in the pure and applied sciences, No. 2, hectographed, Field Research Laboratory, Socony Mobil Oil Company, Dallas, TX, pp. 102–122, (1956)

[14] Kleptsyna, M. L., Le Breton, A.: Statistical analysis of the fractional Ornstein-Uhlenbeck type process. Stat. Inference Stoch. Process, 5, 229–248, (2002)

[15] Kolesnik, A. D., Ratanov, N.: Telegraph Processes and Option Pricing. Springer-Verlag Heidelberg, New York, Dordrecht, London, (2013)

[16] Kutoyants, Yu. A.: Statistical Inference for Ergodic Diffusion Processes. Springer-Verlag London (2004)
[17] Larralde, H.: First-passage probabilities and mean number of sites visited by a persistent random walker in one- and two-dimensional lattices. Phys. Rev. E 102, 062129, (2020)

[18] Lópeze, O., Ratanov, N.: Kac’s rescaling for jump-telegraph processes. Stat. Probab. Lett. 82, 1768–1776, (2012)

[19] Lópeze, O., Ratanov, N.: On the asymmetric telegraph processes. J. Appl. Probab., 51(2), 569–589, (2014)

[20] Maller, R. A., Müller G., Szimayer, A.: Ornstein-Uhlenbeck processes and extensions. In: Mikosch T., Kreiß JP., Davis R., Andersen T. (eds) Handbook of Financial Time Series. Springer-Verlag Berlin, Heidelberg, pp 421–437, (2009)

[21] Masoliver, J., Weiss, G. H.: First passage times for a generalized telegrapher’s equation. Physica A 183(4), 537–548, (1992)

[22] V. Méndez, V., Masó-Puigdellosas, A., Sandev, T., Campos, D.: Continuous time random walks under Markovian resetting. Phys. Rev. E 103, 022103, (2021)

[23] Pavliotis, G. A.: Stochastic Processes and Applications. Diffusion Processes, the Fokker-Planck and Langevin Equations. Springer-Verlag New York Heidelberg Dordrecht London, (2014)

[24] Ricciardi, L. M., Sacerdote, L.: The Ornstein-Uhlenbeck process as a model for neuronal activity. I. Mean and variance of the ring time. Biol. Cybern. 35, 1–9, (1979)

[25] Ratanov, N.: Telegraph evolutions in inhomogeneous media. Markov Proc. Related Fields, 5, No 1, 53–68, (1999)

[26] Ratanov, N.: A jump telegraph model for option pricing. Quantitative Finance, 7(5), 575–583, (2007)

[27] Ratanov, N.: Ornstein-Uhlenbeck processes of bounded variation. Methodol. Comput. Appl. Probab. (2020)

[28] Ratanov N.: Mean-reverting neuronal model based on two alternating patterns. BioSystems, 196:104190, (2020)

[29] Ratanov, N.: First passage time for mean-reverting processes with bounded variation. The 5th International Conference on Stochastic Methods (ICSM-5), Proceedings, 168-172, (2020)

[30] Ratanov, N., Di Crescenzo, A., Martinucci B.: Piecewise deterministic processes following two alternating patterns. J. Appl. Prob. 56, 1006–1019, (2019)

[31] Ross, S. M.: Stochastic Processes. (2d Ed.) Wiley, (1995)

[32] Uhlenbeck, G. E., Ornstein, L. S.: On the theory of Brownian motion. Phys. Rev. 36, 823–841, (1930)

[33] Vasicek, O.: An equilibrium characterization of the term structure. J. Financ. Econ. 5(2), 177–188, (1977)

[34] Weiss, G. H.: First passage time problems for one-dimensional random walks, J. Stat. Phys. 24, 587–594, (1981)
[35] Weiss, G. H.: Aspects and Applications of the Random Walk. North-Holland, Amsterdam (1994)

[36] Weiss, G. H.: Some applications of persistent random walks and the telegrapher’s equation. Physica A, 311, 381–410, (2002)

[37] Xing, X., Zhang, W., Wang, Y.: The stationary distributions of the two classes of reflected Ornstein-Uhlenbeck processes. J. Appl. Prob. 46, 709–720, (2009)