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Abstract

The creation of altered and manipulated faces has become more common due to the improvement of DeepFake generation methods. Simultaneously, we have seen detection models’ development for differentiating between a manipulated and original face from image or video content. In this paper, we focus on identifying the limitations and shortcomings of existing deepfake detection frameworks. We identified some key problems surrounding deepfake detection through quantitative and qualitative analysis of existing methods and datasets. We found that deepfake datasets are highly oversampled, causing models to become easily overfitted. The datasets are created using a small set of real faces to generate multiple fake samples. When trained on these datasets, models tend to memorize the actors’ faces and labels instead of learning fake features. To mitigate this problem, we propose a simple data augmentation method termed Face-Cutout. Our method dynamically cuts out regions of an image using the face landmark information. It helps the model selectively attend to only the relevant regions of the input. Our evaluation experiments show that Face-Cutout can successfully improve the data variation and alleviate the problem of overfitting. Our method achieves a reduction in LogLoss of 15.2% to 35.3% on different datasets, compared to other occlusion-based techniques. Moreover, we also propose a general-purpose data pre-processing guideline to train and evaluate existing architectures allowing us to improve the generalizability of these models for deepfake detection.

1. Introduction

The term DeepFake has gained much attention in recent times. It denotes manipulated multimedia content, specifically video or images created using deep learning techniques. Deepfakes are typically created using generative networks like Variational Autoencoders (VAE) [24], and Generative Adversarial Networks (GAN) [13]. Although digital media manipulation is not new, the use of deep learning architectures for this purpose has been gaining popularity. Deepfake forgeries work by altering the facial attributes [16], gestures [4], or swapping the entire face of a target subject [26]. A deepfake generator first learns the facial features and attributes of the subjects and then generates a forged face by selectively altering these attributes.

The application of machine intelligence systems has enabled deepfake generators to produce forgeries almost unidentifiable by human inspection. As such, deepfake detection is one of the significant challenges of digital forensics and media security. Deepfakes pose a considerable risk to the authenticity and security of the current information media. They can be used as tools of political propaganda, spreading misinformation, identity fraud, and blackmail. Deepfakes have exposed the domain of machine intelligence to ethical risks and are the prime example of the harmful impacts of current AI systems.

In response to the increasing development of deepfake generators, many actions are being taken to develop techniques for detecting these forgeries. Institutes like Facebook, Google, and DARPA have independently made ef-
Deepfake detection is considered a binary classification problem, where given an image or video containing a face, the detector needs to identify whether the face is real or forged. Existing datasets are composed of collections of videos and images of real and fake faces. Typically, the detection networks are trained on these images to learn to identify deepfake features. After careful analysis of these existing networks and the results from the benchmark challenges, we have identified that most of these detection methods do not generalize well to external perturbations [8]. Even after training on such large amounts of data, these methods generally fail when tested on external samples. The winning solution that was proposed in the Kaggle DFDC competition by Selim Seferbekov [8] utilized an EfficientNet [45] model to score a LogLoss of 0.00336 on the public test dataset. This shows that existing vision architectures have the ability to understand and identify deepfake features. However, this score also signifies that even after training with such a huge amount of data, the model is still not robust enough to be used for real-time attributions. The organizers of DFDC have stated that “Deepfake detection is still an unsolved problem” [8].

Motivation: The main motivation of our research is to identify the causes of performance degradation for existing networks. We have formulated the problems surrounding the current state of deepfake detection into two questions.

1. Why can deepfake detection models trained on large amounts of data not generalize well to external perturbations?

2. How can we use existing vision architectures for the purpose of deepfake detection unbiased to external dataset?

To answer the first question, we take a deeper look at the data used to train these existing architectures in Sec. 3. All currently available public deepfake datasets include a collection of real and manipulated videos and images. In general, dataset creators first collect some videos of real faces and apply different deepfake generators on those faces to create many fake face samples. A problem with this process is that it is quite challenging to find a consistent amount of real faces along with the consent related to the use of such facial data. Datasets like UADFV [52], FaceForensics++ (FF++) [39] and Celeb-DF [31] were created using videos collected from online video streaming sites like YouTube. On the other hand, Google DFD [10], and the DFDC dataset was created using video clips recorded by paid actors. To mitigate the scarcity, in most of these datasets a single authentic face is over-sampled to generate multiple fake samples. This lack of variation and oversampling of data causes neural networks to quickly overfit the data before learning the necessary features for deepfake identification. Since detection models are trained with a handful of unique faces, they start to memorize the subjects’ faces and their corresponding labels resulting in poor generalization.

To answer the second question, we propose a data augmentation method termed as Face-Cutout to train the existing vision architectures on the oversampled deepfake datasets. Our proposed method is a variation of the existing Random-Erasing [56] augmentation that repaints groups of pixels of different shapes on an image using face landmark information. Random-Erasing is a popular and effective augmentation that employs the cutout method by selecting rectangles of various sizes and replacing the pixels with random values. This augmentation has the added effect of Dropout [43] regularization, which is highly effective in reducing overfitting. However, we have found in our experiments that plain Random-Erasing can be detrimental to deepfake detection as it does not consider the underlying pixel information of the erased segment. To improve the functionality of Random-Erasing, and utilize it for deepfake detection, Face-Cutout uses the face landmark information and also the deepfake locations to dynamically select the best cutout region, as can be seen from Fig. 1. It provides selective attention by occluding areas of the face that do not contain fake information. Since our method can improve the variation of the datasets, we can successfully train existing general-purpose vision architectures without worrying about them becoming overfitted to the training samples.

Contributions: The contributions of our work focus on identifying the problems of bias and data variance of existing deepfake datasets and understand their shortcomings. The deepfake phenomenon is itself a significant challenge for the security of any modern AI system. It is the responsibility of efficient pattern recognition methods to distinguish the authenticity and reliability of any media content. We aim to propose an effective solution to tackle the challenges of detecting deepfakes by utilizing existing detection frameworks and improving their performance. To summarize our contributions,

- We provide a comprehensive analysis of popular deepfake datasets to identify their shortcomings.
- We show the use of face clustering for evaluating the datasets and propose its use as a general data preprocessing step to prevent data leaks.
- We propose Face-Cutout, a simple erasing technique using the facial landmarks and underlying image information to dynamically cutout regions for augmentation.
- We show that our technique significantly improves deepfake detection performance of existing architectures by reducing overfitting and improves generalization.
2. Related Works

Most state-of-the-art deepfake generators utilize GANs for face forgery. The GAN is trained with a dataset of face images to learn the identifying characteristics and attributes of a face. During generation, these attributes can be selectively modified to produce a different face. Multiple variations of GAN architectures [21, 6, 58, 18] are currently used for deepfake generation. They are capable of performing image-to-image translation [37], modify the age and gender of a face [33], and swap faces of two persons [53]. An extensive study of DeepFake generation is presented in [34].

For detecting deepfake content, several different architectures have been proposed so far. Shallow networks were proposed in [1] to exploit the mesoscopic features in DeepFake videos having high compression artifacts. Xception-Net has been shown to perform very well in identifying facial forgeries in [40]. A Siamese approach is used in [59] that learns a difference function from both real and manipulated frames to encode deepfake features. In [35] multi-task learning was carried out to simultaneously classify and localize deepfakes. The use of capsule networks for forgery detection has been highlighted in [36]. In [7] a visual attention network with supervised and unsupervised learning approach has been shown. In addition, many studies have been done to detect the various artifacts left by deepfake generators, such as face warping artifacts [29], temporal and spatial inconsistencies [41], eye blinking [28], inconsistent head poses [52], etc. In recent times, attention and transformer networks have also been used in different methods [55, 22, 49, 48, 17]. A survey of multiple DeepFake detection architectures and their performance comparison has been presented in [20].

Although several studies have been done on designing architectures and identifying feature descriptors for fake face classification, there has been little analysis of the effects of data pre-processing and training specifics. The single pre-processing step used in all image-based detectors is extracting video frames and locating the facial regions. The effect of augmentations for face detection and CNN training has been studied in [36]. In [7] a visual attention network with supervised and unsupervised learning approach has been shown. In addition, many studies have been done to detect the various artifacts left by deepfake generators, such as face warping artifacts [29], temporal and spatial inconsistencies [41], eye blinking [28], inconsistent head poses [52], etc. In recent times, attention and transformer networks have also been used in different methods [55, 22, 49, 48, 17]. A survey of multiple DeepFake detection architectures and their performance comparison has been presented in [20].

The first pressing question we needed to answer was − “Why can deepfake detection methods not generalize even after training on such large amounts of data?” To find a solution to this question, we start by taking a closer look at the data used to train these models. A handful of deepfake datasets have been published in recent years. For creating a dataset, one needs to collect a number of unique source videos on which manipulations are applied. However, it is challenging to manually gather many unique actors and apply manipulations to each one. So generally, dataset creators select a few unique faces and generate multiple fakes.
from them to create a large number of videos.

We compare some of the existing deepfake datasets based on their year of release, the number of data samples, and the number of unique identities, as shown in Fig. 2. In the figure, the number of ids represents the number of unique actor identities or unique authentic faces that were used for the dataset generation. We can see that the earlier datasets like UADFV and DF-TIMIT [25] had less than 500 unique faces. As the generation improves, the amount of data is increasing exponentially. The first large scale face manipulation dataset released was the FF++ [40] benchmark dataset. Currently, DFDC is the largest dataset in terms of both the number of videos and unique IDs. For our study, we chose to analyze the DFDC, FF++, and Celeb-DF datasets. These are the most popular datasets from their respective generations, and they represent the common trend of current deepfake data production.

Table 1 shows a quantitative comparison of the selected three datasets. The fake to real video ratio was calculated by averaging the fake video count generated from a single real source video. Average videos per subject were calculated for every subject used either as a source or target for face swap or DeepFake. We can see a large imbalance in the data distribution from the count of videos per subject. For both the DFDC and Celeb-DF datasets, a single face appears in more than 120 videos on average. Considering the total number of frames in DFDC, a single face can be found in \(~37.2k\) images. So, this clearly indicates that existing datasets are highly oversampled.
3.1. Face Clustering

To reiterate our findings regarding face oversampling, we further perform a clustering of the unique faces in the datasets to visualize the extent of the problem. The first step in face manipulation detection is to locate the face from a video frame. Several different face detection models are used for this purpose, including MTCNN [54], DLib [23], BlazeFace [2] etc. We used the MTCNN face detector to detect, and cluster faces from videos. We use facial clustering to aggregate similar faces and calculate the number of unique videos per actor. First we extracted all faces found in each real video and encoded each face to a 128 dimension vector using a one-shot CNN encoder [12]. Experiments showed that increasing the dimension size did not improve cluster estimation by any significant margin. Then we used Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [11] with Euclidean distance to congregate the images into groups. Using the labeled dataset, we assigned all fake videos to their respective source face cluster. The clusters for Celeb-DF and DFDC are shown in Fig. 3. The 128 dimensional embeddings have been reduced to 2 dimensions using Principal Component Analysis (PCA) for better visualization. Here, each cluster corresponds to a unique face. We can see that even though there are many videos, unique clusters are very low.

Table 1 contains the result of clustering. We can see that the algorithm identified 45 clusters in the Celeb-DF dataset among the 59 subjects reported by the authors. The difference is due to the difficulties of differentiating among actors of similar race and gender under different lighting conditions and low-resolution images extracted from compressed videos. For FF++, we identified 987 clusters. This means almost all real videos in this dataset have unique faces. For the DFDC dataset, we identified 866 separate clusters compared to 960 reported subjects. The variety of faces in DFDC is meager compared to its size.

The results of face clustering further solidify our claim concerning the data variation. So, from this data and our observation, we can conclude that the reason for models not being able to generalize well to external cases is because the available training data is heavily oversampled. Models trained on these datasets are easily overfitted. Moreover, this phenomenon is complicated to identify because of data leakage. So, if we can find a way to mitigate overfitting, we can train existing vision architectures on these large datasets and utilize them for deepfake detection.

3.2. Pre-processing Guidelines

Data leak is a phenomenon when a training sample is also used as part of the validation set. Measuring model performance on leaked validation data results in skewed and overly accurate metrics. Usually, before the start of a training routine, the available data is divided into train, validation, and test splits using random or stratified splitting techniques [38]. The validation and test data need to be isolated so that they are not used for training. Because if a model is trained and evaluated on the same data, we will not be able to identify overfitting or the robustness of the model. However, a significant reason why overfitting is challenging to identify in deepfake datasets is that existing splitting techniques do not work for these datasets.

Even though the datasets contain real and fake faces, we cannot randomly split the data based on labels only. Since we have identified that the models can overfit the faces, we need to split the data based on the uniqueness of the faces. If a face used for training is also available in the test set, the model can memorize the face and predict the label resulting in high test accuracies. So we will need to split the data so that there are no common faces between the train and test splits. For this purpose, we propose the use of face clustering. The pre-processing steps are:

1. Group the data based on the available unique faces. All videos or images containing the same face should be considered as a single unit.
2. Split the data based on the number of face clusters, rather than available labels.

We propose these pre-processing steps as a general guideline for training deepfake detection networks. This will prevent data leaks and allow researchers to identify the robustness and generalizability of their models.

4. Face-Cutout

Our proposed method, Face-Cutout uses the landmark positions of a face to augment training images. Landmark positions are the locations of eyes, ears, nose, mouth, and jawline. DLib [23] can uniquely identify 68 positions on the face, shown in Fig. 4. Each landmark position is annotated with a point ranging from [0 – 67]. Points in [36 – 41] and [42 – 47] denote left and right eyes respectively, while [27 – 35] is used for the nose and [48 – 67] for the mouth. We use these positions to calculate polygons for Face-Cutout. Before training, we generate a pixel-wise difference mask by calculating the Structural Similarity Index (SSIM) [57] between the frame of a real, and it’s corresponding fake

Figure 4: 68 landmark positions detected by DLib.
Figure 5: (a) The original face without any augmentations. (b), (c), (d) Three types of Sensory Group cutout of Mouth, Eyes and Nose. (e), (f), (g) Three random outputs for Convex-Hull Cutout. It also shows example of cutout fill with random values.

Figure 6: Face extracted from the frame of a real as well as its corresponding fake video. The difference mask shows the artifacts found by measuring the real and fake face’s pixel-wise difference.

For a training image, $I$ in a mini-batch, the probability of it undergoing augmentation is $p$. Our augmentation method has three steps: 1) Polygon proposal, 2) Polygon Selection, and 3) Polygon Filling. In the first step, we select a random group of points from the 68 landmark coordinates and propose several polygons using these coordinates as vertices. We perform two types of cutout operations depending on the point group: 1) Sensory group removal and 2) Convex-hull removal. Sensory groups consist of polygons created using the landmark groups of two eyes, nose and mouth. Convex-hull removal uses all 68 coordinates to generate random polygons using the convex-hull algorithm. Next, we select the maximum enclosing polygonal region $I_c$ from these proposed polygons using the pre-calculated difference mask. We are choosing the maximum region because we want to remove as much irrelevant region as possible. So, the model can focus on only the fake regions. Let $C_o$ be the set of all pixels of value 1 contained within the selected polygon region and $A$ the set of all 1 pixels in the entire mask. Therefore, by definition $C_o \subset A$. The amount of envelop of a proposed cutout region is denoted by $\rho$ where,

$$\rho = \frac{|C_o|}{|A|}$$

The polygon is selected as a cutout region if $\rho \leq \Gamma_h$, where $\Gamma_h$ is a predefined threshold set to a default of 0.3. Since for real images, the difference mask does not contain any 1; therefore, $|A|$ will always equal 0. So, they are augmented by the default polygon generated by the algorithm. Thus, the condition of $\rho$ is only applied to fake images. Finally the selected polygon is cut out or filled. By cutout, we mean that the pixel values of the selected region $I_c$ are replaced with values from $[0, 255]$. Face-Cutout can also be combined with any existing image augmentation, like rotation, scaling, and color transforms. Fig. 5 shows some images generated using Face-Cutout.

5. Experimental Setup

We evaluate Face-Cutout on the three datasets, FF++, Celeb-DF, and DFDC. FF++ videos were used at 40% compression, and the other two datasets were used in their original format. We also tested combining samples from all three datasets to present that our method can help models to generalize to different datasets.

Test Set Selection: As explained earlier, DeepFake datasets are prone to overfitting due to a lack of face variation. While training and evaluating on these datasets, we need to prevent data leakage. For any machine learning system, the method for selecting the optimal validation data is a highly studied problem [51]. Train data should not be used for validation, as it would result in unrealistic model evaluation. To ensure data separation in our experiments, we followed the face cluster guideline proposed in Sec. 3.2. We evaluated the models with K-Fold Cross Validation with...
Model Selection: We selected two deep convolutional models: EfficientNet-B4 and XceptionNet. Both were initialized with pre-trained ImageNet weights. Additionally, EfficientNet-B4 was pre-trained using Noisy Student [50]. There are eight variants of the EfficientNet architecture based on their depth and number of parameters ranging from B0-B7. We chose B4 because of its lower parameter count and faster train time. The second model, XceptionNet, was introduced in [30, 9] as a baseline that achieves great results in forgery detection tasks.

Preprocessing: Each dataset consists of real and manipulated videos in mp4 format. We used only facial regions from each frame for both training and inference. We picked every 10th frame from each video. First, we used MTCNN Face detector with thresholds (0.85, 0.95, 0.95) to get the face bounding boxes from each frame of the original videos. Face detection was only applied to the real faces to avoid any false positives. Since fake videos contain the same face in the same location for each frame, the face coordinates can be used to extract the fake face. After that, DLib was used on the extracted real faces to detect facial landmarks.

Training Setup: All the extracted images in each dataset were normalized using per-channel mean of (0.485, 0.456, 0.406), and standard deviation (0.229, 0.224, 0.225). Images were isotropically resized to 224 × 224 with zero padding. Additional train augmentations were used, including Image Compression, Gaussian Noise, and Flipping, each with 10%-15% probability. Test and validation were done without any augmentation. The random generator was initialized with a seed of 777. We used Rectified Adam [32] optimizer with an initial learning rate of 0.001 and a weight decay of 0.0005. Learning rate scheduling was done using Reduction on Plateau by a factor of 0.25 and patience 2. All models were trained using Binary Cross-entropy Loss for 30 epochs and with Early stopping if no improvement was observed for consecutive 10 epochs. All experimentation was conducted with a training batch size of 40 on a system with an NVIDIA GTX 1080 Ti GPU and AMD Threadripper processor.

Evaluation Metrics: Since DeepFake datasets are heavily class imbalanced, accuracy is inefficient for measuring the model performance. We decided to use Area Under Curve (AUC) of ROC and Mean Average Precision (mAP) score for analyzing model performance. The AUC score summarizes the relation between the False Positive Rate (FPR) and True Positive Rate (TPR) of our binary classifier. Moreover, since the datasets contain a larger number of true negatives, mAP is more indicative of how a detection model will perform over a real distribution of images [8]. We also measure LogLoss on videos proposed by [8] as a metric for ranking DeepFake models. It was also used for ranking submissions in the DFDC Competition. LogLoss was calculated using equation (2),

\[
\text{LogLoss} = -\frac{1}{n} \sum_{i=1}^{n} [y_i \log (\hat{y}_i) + (1 - y_i) \log (1 - \hat{y}_i)]
\]

where \( n \) is the number of videos being predicted, \( \hat{y}_i \) the predicted probability of the video being fake and \( y_i \) the true label of the video, 1 if fake, and 0 if real. The final prediction for each video was made as a mean of each selected frame’s predicted probabilities.

6. Experimental Results

Classification on Independent Datasets: The results of evaluating Face-Cutout on the individual datasets are shown in Table 2. We set \( \Gamma_h = 0.3 \) and cutout fill 0. Results indicate that models trained with Face-Cutout have significant improvement over baseline and Random-Erase. Moreover, Random-Erasing performs worse than baseline in some cases, as seen from the results of FF++. Face-Cutout shows improvement in both EfficientNet and Xception models with an increase of 0.46% to 7.58% AUC(%) from baseline and improvement of 15.2% to 35.3% test LogLoss across models and datasets. Moreover, it improved LogLoss by 19.25% from Random-Erasing in DFDC and was almost on par in Celeb-DF. From Fig. 7c we can see that both the baseline model and Random-Erasing overfit to the DFDC dataset considerably. The decreasing validation loss for Face-Cutout shows its effectiveness in reducing model overfitting.

Classification on Combined Dataset: The combined dataset was kept small to balance the source videos since DFDC is magnitudes larger than the other two datasets. Results from Table 3 show that Face-Cutout performs equally well in the combined test data and outperforms Random-Erasing. It achieves an 11.3% improvement in LogLoss from Random-Erasing using EfficientNet.

Impact of Hyper-Parameters: There are two hyper-parameters for Face-Cutout, the threshold for \( p \) (\( \Gamma_h \)) and the cutout probability \( p \). We experimented on the DFDC dataset using EfficientNet-B4 to measure the impact of these hyper-parameters. When evaluating one parameter, the other one was fixed. From Fig. 7, we can see that a \( p \) of around 0.5 achieves the lowest LogLoss and improves baseline results by a factor of 0.14. With lower \( p \), the results are close to the baseline as the augmentation isn’t as effective when applied to a small amount of data. The results deviate from
Figure 7: (a), (b) Test errors under different hyper-parameters. (c) Validation and train losses on optimized hyper-parameters.

The optimum at higher probabilities but are still better than both baseline and Random-Erasing. For the threshold $\Gamma_h$, we can see an increasing trend in LogLoss. The threshold decides how much fake artifact we allow inside the cutout region. With higher threshold values, essential visual and fake information gets removed from the images, and the results are almost similar to Random-Erasing. A threshold of 0.1 achieves the best score, but it has a higher error deviation. We chose 0.3 to allow more augmentations. For Random-Erasing, we used parameters as suggested in [56].

**Impact of Cutout Pixel Value:** We evaluate Face-Cutout by erasing pixels in the selected region using three types of values: 1) each pixel is assigned a random value between [0, 255], (termed as F-R); 2) all pixels are assigned with 0, (termed as F-0); 3) all pixels are assigned with 255, (termed as F-255). Table 4a shows that all erasing schemes outperform the baseline. Moreover, F-R and F-0 performs equally well, and both are superior to F-255.

**Performance of Cutout Types:** We perform two types of Face-Cutout: 1) Sensory group and 2) Convex-Hull. We evaluated the impact of these two groups on the model performance. Table 4b shows that all cutout methods outperform the baseline. The use of any single sensory group cutout on all data gives approximately similar results, but choosing it randomly from the three groups improves the logloss by 0.03. Here one notable observation is that when only the eyes were removed the logloss increased to 0.32.

Table 2: Test results of the deep learning models trained separately using DFDC, FaceForensics++ and Celeb-DF datasets.

| Model                  | DFDC          | FF++ (c40)    | Celeb-DF      |
|------------------------|---------------|---------------|---------------|
|                        | LogLoss | AUC(%) | mAP(%) | LogLoss | AUC(%) | mAP(%) | LogLoss | AUC(%) | mAP(%) |
| EfficientNet-B4 Baseline | 0.3970 | 87.11   | 96.02  | 0.215   | 95.59  | 97.9   | 0.104   | 98.75  | 98.66  |
| EfficientNet-B4 + Random Erase | 0.3178 | 91.01   | 97.14  | 0.239   | 95.01  | 93.15  | 0.048   | 99.54  | 99.69  |
| EfficientNet-B4 + Face-Cutout | **0.2566** | **92.71** | **98.59** | **0.178** | **98.77** | **99.03** | 0.065   | 99.21  | 99.53  |
| Xception Baseline      | 0.5598 | 78.61   | 88.51  | 0.247   | 89.91  | 95.21  | 0.199   | 98.17  | 98.05  |
| Xception + Random Erase | 0.5011 | 82.07   | 90.80  | 0.287   | 88.42  | 95.04  | 0.098   | 99.20  | 99.17  |
| Xception + Face-Cutout | **0.4718** | **81.99** | **91.32** | **0.195** | **96.73** | **96.06** | **0.096** | **99.39** | **99.44** |

Table 3: Test results on the combined dataset.

| Model                  | LogLoss | AUC(%) | mAP(%) |
|------------------------|---------|--------|--------|
| EffNet-B4 Baseline     | 0.2719  | 92.99  | 96.22  |
| EffNet-B4 + Random Erase | 0.2698 | 95.00  | 98.71  |
| EffNet-B4 + Face-Cutout | **0.2393** | **95.44** | **98.94** |
| Xception Baseline      | 0.3177  | 90.15  | 98.01  |
| Xception + Random Erase | 0.2713 | 95.02  | 98.59  |
| Xception + Face-Cutout | **0.2586** | **95.66** | **98.76** |

Table 4: (a) Test results of different fill values. (b) Results of different cutout types evaluated individually.
This might be because eyes are vital in identification a person and during deepfake the ocular region is tampered with the most. So, removing the region entirely reduces important information for deepfake identification. Furthermore we see that using convex-hull cutout on its own performs on par with the sensory group. The best result is achieved using randomized sensory and convex-hull together.

7. Model Interpretability

From the different evaluation experiments, we have shown that models trained using Face-Cutout augmentation generally outperform baseline models or other augmentation methods. However, this does not entirely confirm that our proposed method is reducing overfitting. We are still not sure whether the models can identify the DeepFake features or not. To understand what the models are identifying when trained with or without the Face-Cutout, we analyze the intermediate feature representations using GradCAM [42].

We visualize the CAM output of the EfficientNet model in Fig. 8. The baseline model identified both the sample images correctly as fake with a 98% accuracy. However, the CAM output of the baseline model in Fig. 8 (d) shows the model highlighting the entire face, including arbitrary parts of the image. In the activation heatmaps, brighter colors represent higher activation. The baseline model is activating around arbitrary regions of the image. So, we can state that the baseline model has been overfitted. Instead of identifying the correct fake regions, it has memorized the entire input image as fake. However, the output produced by the same model when trained with Face-Cutout as shown in Fig. 8 (e) using the same parameters highlights only the fake portions of the face. This is verified by comparing the activation maps with the difference mask. So, this time the model was successful in locating the correct fake regions in the image. This means that the model trained with Face-Cutout has not overfitted to the data. So we can conclude that we have successfully reduced overfitting and improved model representation.

8. Conclusion

In this paper, we identified data oversampling as a primary reason why deepfake detection models are not able to generalize well to external data. We showed the use of face clustering to identify the shortcomings of deepfake datasets and proposed Face-Cutout, a data augmentation method for training convolutional neural networks to overcome these problems. Our analysis provides significant directions to evaluate a DeepFake dataset, including a general pre-processing guideline to mitigate overfitting and data leakage. Our proposed augmentation policy improves the variation of training data enabling the networks in improving generalizability and robustness to perturbations. We have performed extensive verification to prove that our method is independent of any single type of dataset and performs equally well for multiple types of architectures. We showed that our method improves the deepfake detection performance of existing architectures by 15.2% to 35.3%, demonstrating our proposed method’s generalizability. Furthermore, our data augmentation technique can be introduced into any existing DeepFake detection pipeline without any significant modifications. In the future, we wish to explore the use of this augmentation policy on more diverse face manipulation and forgery datasets.
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Appendix

A1. Implementation Details

The basic algorithm for Face-Cutout is similar for both sensory group and convex-hull cutout. This is shown in Algorithm 1. In both cases, after selecting the specified point group, random polygons are generated by shuffling the points, and each time ρ is calculated to select the polygon with the minimum overlap. The main distinguishing factor is the selection of the polygon region for either sensory group or convex-hull cutout.

The calculation of ρ is dependent on the original image since that is used to determine the difference mask. For real faces, the original image is not present. If the original image is not supplied, then this calculation is omitted.

After selecting the points for the specified group for sensory group cutout, we draw a line using the terminal vertices. The line is drawn between the points: 1) 30, 45 for eyes, 2) 27, 33 for nose, and 3) 48, 54 for the mouth when using DLib. Our implementation used the MTCNN landmark detector that also generates the same terminal points for each landmark. We draw the line using cv2.line function of python-opencv package. Next we used scipy.ndimage.binary-dilation from the scipy package for 5 iterations with various weights to expand the line and generate a polygon. Each time ρ is measured for the resulting polygon, and we select the polygon with minimum ρ.

For convex-hull cutout, we use three polygon selections.
1. Firstly, 8 to 15 points are selected randomly from the 27 boundary points. A polygon is drawn using the selected points using the skimage.draw.polygon function from skimage package. For each polygon, we calculate it’s area using the equation 3,

\[
A = \frac{1}{2} \left| \sum_{i=1}^{n-1} x_i y_{i+1} + x_n y_1 - \sum_{i=1}^{n-1} x_{i+1} y_i - x_1 y_n \right|
\]

where, \((x, y)\) are the coordinates of each vertex point. We select the polygon with the maximum area having \(\rho \leq \Gamma_h\).

2. We select a number \(i\), randomly between 8 and 15. We select \(i\) consecutive points starting from 0 till 26. For example, for \(i = 11\) on first iteration we select points 0 – 10, on second iteration 1 – 11, on third iteration 2 – 12 and so on. Each time we draw the polygon using the selected points and calculate \(\rho\), and it’s area. For all polygons that satisfy \(\rho \leq \Gamma_h\), we select the one with the maximum area.

3. We draw the polygon using all 27 boundary points. We find the centroid of this polygon using skimage.measure.centroid function. Then we
Algorithm 1: Face-Cutout

**Input**: Fake Image $I$
Original Image $O$ (Optional)
Erasing probability $p$
Landmark Coordinates $L$
Cutout threshold $\Gamma_h$
Cutout Fill $F$

**Output**: Augmented Image $I^*$

1. if $O$ is not empty then
2. Difference Mask $M \leftarrow \text{diff}(I, O)$
3. $p_1 \leftarrow \text{Rand}(0, 1)$;
4. $I^* \leftarrow I$;
5. if $p_1 \geq p$ then
6. return $I^*$;
7. else
8. choice $\leftarrow \text{Rand}[0, 1, 2, 3]$
9. if choice $= 0$ then points $\leftarrow L[36 - 47]$;
10. else if choice $= 1$ then points $\leftarrow L[48 - 67]$;
11. else if choice $= 2$ then points $\leftarrow L[27 - 35]$;
12. else points $\leftarrow L[0 - 26]$;
13. for $i \leftarrow 0$ to 5 do
14. $I_c \leftarrow$ pixels inside the polygon created by
15. randomly shuffling the vertices in
16. points;
17. if $O$ is empty then
18. $I(I_c) \leftarrow F$;
19. $I^* \leftarrow I$;
20. return $I^*$;
21. end
22. $|C_0| \leftarrow$ count of 1’s in $I_c$;
23. $|A| \leftarrow$ count of 1’s in $M$;
24. $\rho \leftarrow \frac{|C_0|}{|A|}$;
25. if $\rho \leq \Gamma_h$ then
26. $I(I_c) \leftarrow F$;
27. $I^* \leftarrow I$;
28. return $I^*$;
29. end
30. end
31. return $I^*$;
32. end


A2. Data Split

For training and testing on each of the datasets, we used the number of videos given in Table 5. Since DFDC is magnitudes larger than FF++ and Celeb-DF, for selecting the combined dataset, we used a smaller number of videos from DFDC.

| Dataset  | Individual data split | Combined data split |
|----------|-----------------------|---------------------|
|          | Real | Fake | Real | Fake |
| FF++     | Train | 789  | 2,411 | 600  | 2,000 |
|          | Test  | 100  | 300  | 200  | 173   |
| Celeb-DF | Train | 449  | 4,436 | 300  | 2,000 |
|          | Test  | 60   | 367  | 209  | 237   |
| DFDC     | Train | 16,148 | 22,510 | 5,000 | 7,000 |
|          | Test  | 2,180 | 10,371 | 2,000 | 4,000 |

Table 5: Number of videos in the train and test set for individual testing and combined data testing.

split the entire polygon laterally and vertically through this centroid, which gives us four sub polygons. From each of these sub-polygons, we select the one with minimum $\rho$. 

