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Abstract—Distributed Gaussian processes (DGPs) are prominent local approximation methods to scale Gaussian processes (GPs) to large datasets. Instead of a global estimation, they train local experts by dividing the training set into subsets, thus reducing the time complexity. This strategy is based on the conditional independence assumption, which basically means that there is a perfect diversity between the local experts. In practice, however, this assumption is often violated, and the aggregation of experts leads to sub-optimal and inconsistent solutions. In this paper, we propose a novel approach for aggregating the Gaussian experts by detecting strong violations of conditional independence. The dependency between experts is determined by using a Gaussian graphical model, which yields the precision matrix. The precision matrix encodes conditional dependencies between experts and is used to detect strongly dependent experts and construct an improved aggregation. Using both synthetic and real datasets, our experimental evaluations illustrate that our new method outperforms other state-of-the-art (SOTA) DGP approaches while being substantially more time-efficient than SOTA approaches, which build on independent experts.

1. INTRODUCTION

Gaussian processes (GPs) [1] are flexible, interpretable, and powerful non-parametric statistical models which provide accurate prediction with a low amount of uncertainty. They apply Bayes’ theorem for inference, which allows them to estimate complex linear and non-linear structures without the need for restrictive assumptions of the model. They have been extensively used in practical cases, e.g., optimization [2], data visualization, and manifold learning [3], reinforcement learning [4], multitask learning [5], online streaming models [6], [7], and time series analysis [8], [9]. The main bottleneck of using standard GPs is that they poorly scale with the size of the dataset. For a dataset of size $N$, the training complexity is $O(N^3)$ because the inversion and determinant of the $N \times N$ kernel matrix are needed. The prediction over a test set and also storing the results suffers from an additional complexity of $O(N \log N)$. This issue currently restricts GPs to relatively small training datasets, the size of which is typically in the order of $O(10^4)$.

To deal with large datasets two different strategies are used. The first strategy is based on sampling a small subset of the full dataset. The methods that follow this strategy try to train a GP on the smaller subset and then generalize the results. A simple method in this case, is subset-of-data (SoD) [10] which only uses a subset of size $m$ from the original dataset; its training complexity is $O(m^3)$ where $m << N$. Since this approach ignores the remaining data, it has limited performance.

Another method which is called sparse kernel or compactly supported kernel [11], [12], ignores the observations that are not correlated or show a covariance that is smaller than a threshold. In radial-based kernels, if the distance between two different entries is larger than a determined value, their covariance are set to zero. Although the training complexity of this method is $O(\alpha N^3)$, for certain interesting cases, it does not guarantee that the new modified kernel is positive semi-definite.

The most popular method in this area is the sparse approximation approach, which employs a subset of the data (called inducing points) and Nyström approximation to estimate the prior and posterior distributions [13], [14]. For $m$ inducing points, the training complexity is $O(Nm^2)$. Although the authors provide a full probabilistic model using the Bayesian framework, it is not conceivable to apply the method to large and high dimensional datasets because its capability is restricted by the number of the inducing points [15], [16].

The second strategy is to divide the full dataset into partitions, train the local GPs in each partition [17], [18], and then aggregate the local approximations [19]–[21]. Unlike sparse approximations, this local approach can model varying systems and non-stationary data features. Since in this family, the training procedure is run in different subsets, the final prediction may be affected by the regions with the poor predictive performance or by discontinuous predictions in overlapping sub-regions.

The most popular local approximation methods are the mixture of experts (MoE) and the product of experts (PoE). The MoE works as a Gaussian mixture model (GMM). It combines the local experts with their hyper-parameters and improves the overall predictive power [22], [23]. The main drawback of this method is that a joint training is needed to learn the mixing probabilities and the individual experts. This joint training positively affects the predictive power and helps control the experts with poor performance, but - on the negative side - it increases the complexity [19].

The prominent product of experts (PoE) [24] and Bayesian committee machine (BCM) [25] provide a new framework for GPs. Independent experts are GPs that are learned separately. Both methods suffer from the discontinuity issue and the weak
The problem of experts [21], [26]. The generalized product of experts (GPoE) [19] and robust Bayesian committee machine (RBCM) [20] propose different aggregation criteria, which are robust to weak experts’ predictions.

To cope with the consistency problem in the predictions, [27] suggested the nested pointwise aggregation of experts (NPAME), which provides consistent predictions but increases the time complexity. The authors of [21] proposed the generalized robust Bayesian committee machine (GRBCM) by considering one expert as a base expert, i.e., a global expert that is modified the RBCM to provide consistent predictions. The authors in [21] showed that this modified RBCM is capable of providing consistent predictions, especially for the disjoint data partitioning regime.

The idea behind the BCM and PoE families of methods is the conditional independence (CI) assumption between the local experts. These divide-and-conquer approaches can speed up the computation and provide a distributed learning framework. However, since the CI assumption is violated in practice, they return poor results in cases with dependent experts.

The key contribution of our work lies in considering the dependency between Gaussian experts and improve the prediction quality in an efficient way. To this end, we first develop an approach to detect the conditional correlation between Gaussian experts, and then we modify the aggregation using this knowledge. In the first step, a continuous form of a Markov random field is used to infer dependencies and then the expert set is divided into clusters of dependent experts. In the second step, we adopt GRBCM for this new scenario and present a new aggregation method that is accurate and efficient and leads to better predictive performance than other SOTA approaches, which use the CI assumption.

The structure of the paper is as follows. Section II introduces the GP regression problem and SOTA DGP approaches. In Section III the proposed model and the inference process are presented. Section IV shows the experimental results, and we conclude in Section V.

II. PROBLEM SET-UP

A. Background

Let us consider the regression problem \( y = f(x) + \epsilon \), where \( x \in \mathcal{D} \) and \( \epsilon \sim \mathcal{N}(0, \sigma^2) \), and the Gaussian likelihood is \( p(y|f) = \mathcal{N}(f, \sigma^2 I) \). The objective is to learn the latent function \( f \) from a training set \( \mathcal{D} = \{X,y\}_{i=1}^{n} \). The Gaussian process regression is a collection of function variables any finite subset of which has a joint Gaussian distribution. The GP then describes a prior distribution over the latent functions as \( f \sim \mathcal{GP} \left( m(x), k(x,x') \right) \), where \( m(x) \) is a mean function and \( k(x,x') \) is the covariate function (kernel) with hyperparameter \( \psi \). The prior mean is often assumed as zero, and the kernel is the well-known squared exponential (SE) covariance function equipped with automatic relevance determination (ARD),

\[
k(x,x') = \sigma_f^2 \exp \left( -\frac{1}{2} \sum_{i=1}^{D} \frac{(x_i - x'_i)^2}{L_i} \right)
\]

where \( \sigma_f^2 \) is a signal variance, and \( L_i \) is an input length-scale along the \( i \)th dimension, and \( \psi = \{\sigma_f^2, L_1, \ldots, L_D\} \). To train the GP, the hyper-parameters \( \theta = \{\sigma^2, \psi\} \) should be determined such that they maximise the log-marginal likelihood [1]

\[
\log p(y|X) = -\frac{1}{2} y^T C^{-1} y - \frac{1}{2} \log |C| - \frac{n}{2} \log(2\pi)
\]

where \( C = K + \sigma^2 I \). For a test set \( x^* \) of size \( n_t \), the predictive distribution is also a Gaussian distribution \( \mathcal{N}(\mu^*, \Sigma^*) \), with mean and covariance respectively given by

\[
\mu^* = k^T I(K + \sigma^2 I)^{-1} y,
\]

\[
\Sigma^* = k_{**} - k^T I(K + \sigma^2 I)^{-1} k_{*},
\]

where \( K = k(X,X), k_* = k(X,x^*), \) and \( k_{**} = k(x^*, x^*) \). According to (1), the training step scales as \( \mathcal{O}(n^3) \) because it is affected by the inversion and determinant of \( C \), which is an \( n \times n \) matrix. Therefore, for large datasets, training is a time-consuming task and imposes a limitation on the scalability of the GP.

B. Distributed Gaussian Process

To scale the GP to large datasets, the cost of the standard GP is reduced by distributing the training process. It involves dividing the full training dataset \( \mathcal{D} \) into \( M \) partitions \( \mathcal{D}_1, \ldots, \mathcal{D}_M \), (called experts) and training the standard GP on these partitions. The predictive distribution of the \( i \)th expert \( \mathcal{M}_i \) is \( p(y|\mathcal{D}_i, x^*) \sim \mathcal{N}(\mu^*_i, \Sigma^*_i) \), where its mean and variance are calculated by using (2) and (3) respectively

\[
\mu^*_i = k_{i*}^T (K_i + \sigma^2 I)^{-1} y,
\]

\[
\Sigma^*_i = k_{**} - k_{i*}^T (K_i + \sigma^2 I)^{-1} k_{*}.
\]

Aggregating these experts is based on the assumption that they are independent. The most prominent aggregation methods are PoE [24] and BCM [25]. GPoE [19] and RBCM [20] are new modified versions of PoE and BCM, which approach the discontinuity problem and overconfident predictions.

The term distributed Gaussian process was proposed by [20] to include PoE, BCM, and their derivatives, which are all based on the fact that the computations of the standard GP is distributed amongst individual computing units. Unlike sparse GPs, DGP makes use of the full dataset but divide it into individual partitions.

The predictive distribution of DGP is given as the product of multiple densities (i.e., the experts). If the experts \( \{\mathcal{M}_i\}_{i=1}^{M} \)
are independent, the predictive distribution of DGP for a test input \(x^*\) is
\[
p(y^*|\mathcal{D}, x^*) \propto \prod_{i=1}^{M} p_i^\beta(y^*|\mathcal{D}_i, x^*). \tag{6}
\]
The weights \(\beta = \{\beta_1, \ldots, \beta_M\}\) describe the importance and influence of the experts. The typical choice of the weights is the difference in differential entropy between the prior \(p(y^*|x^*)\) and the posterior \(p(y^*|\mathcal{D}, x^*)\) [19]. With such weights however, the predictions of GPoE are too conservative [20]. The predictive distribution of GPoE with normalized weights asymptotically converges to the full Gaussian process distribution but is too conservative [28].

C. Discussions of the Properties Existing Aggregations

a) Consistency: To deal with the inconsistency issue, the nested pointwise aggregation of experts (NPAE) [27] considers the means of the local predictive distributions as random variables by assuming that \(y_t\) has not been observed and therefore allows the dependency between individual experts’ predictions. Theoretically, it provides consistent prediction but its aggregation steps need much higher time complexity. For \(M\) individual partitions, NPAE needs to calculate the inverse of a \(M \times M\) matrix in each test point that leads to a longer running time when a large training set is used or the number of partitions is large.

Another new model is the generalized robust Bayesian committee machine (GRBCM) [21] which introduces a base (global) expert and considers the covariance between the base and other local experts. For a global expert, \(M_0\), in a base partition, \(D_0\), the predictive distribution of GPoE is
\[
p(y^*|\mathcal{D}, x^*) = \prod_{i=1}^{M} \frac{p_i^\beta(y^*|D_{bi}, x^*)}{p_b^\beta M} \tag{7}
\]
where \(p_b(y^*|D_{bi}, x^*)\) is the predictive distribution of \(M_0\), and \(p_b(y^*|D_{bi}, x^*)\) is the predictive distribution of an expert trained on the dataset \(D_{bi} = \{D_i, D_j\}\). It improves the prediction and consistency of the RBCM has time complexity \(O(\alpha m^3) + O(\beta n m^0)\), where \(m_0\) is the number of assigned points to each expert, \(n\) is the size of test set, \(\alpha = (8M - 7)/M\), and \(\beta = (4M - 3)/M\) [21].

b) Conditional independence (CI): CI is a crucial assumption for many unsupervised ensemble learning methods. It has been used widely in regression and classification problems [29], [30]. The (R)BCM and (G)PoE methods are also based on CI assumption which reduces the computational costs of the training process, see Figure 1a.

However, in practice, this assumption is often violated and their predictions are not accurate enough. Actually, the ensembles based on CI return sub-optimal solutions [31]. In this regard, few works have considered modelling dependencies between individual predictors. For classification, [32] used pairwise interaction between classifiers and [33] considered the agreement rates between subsets of experts. In another work [31], the authors suggested a model using clusters of binary classifiers in which the classifiers in each cluster are conditionally dependent. The authors of [31] defined a specific score function based on covariance between classifiers to detect dependency.

In local approximation GPs, the only method that considered the dependency between experts is NPAE [27], [34]. It assumes the joint distribution of experts and \(y^*\) is a Gaussian distribution and uses the properties of conditional Gaussian distributions to define the meta-learner. Due to the high computational cost which cubically depends on the number of experts at each test point, this method does not provide an efficient solution for large real-world datasets.

In the next section, we propose a new model that uses the dependency between experts and define a modified aggregation method based on GRBCM.

III. DISTRIBUTED GAUSSIAN PROCESS WITH DEPENDENT EXPERTS

Assume the Gaussian experts \(\mathcal{M} = \{\mathcal{M}_1, \ldots, \mathcal{M}_M\}\) have been trained on different partitions and let \(\mu_M^* = [\mu_1^*, \ldots, \mu_M^*]^{T}\) be a \(n_1 \times M\) matrix that contains the local predictions of \(M\) experts at \(n_1\) test points. Our approach makes use of the experts’ predictions, i.e. \(\mu_M^*\) in order to detect strong dependencies between experts. This step results in the use of experts’ predictions, which are conditionally independent given \(y^*\). Figure 1b depicts this model where the experts in cluster \(C_i\) are conditionally independent given \(K_i\), and each \(K_i\) is independent of \(K_j, i \neq j\) given \(y^*\). The final prediction is done by using the \(K\) instead of \(M\).

Definition 3.1 (Assignment function): A function \(\mathcal{H} : \mathcal{M} \rightarrow C\) is the assignment function that represents the related cluster for each expert. \(\mathcal{H}(\mathcal{M}_i) = C_j\) means that the \(i\)’th expert belongs to \(j\)’th cluster of experts and it has a dependency with the experts in this cluster. Therefore, if \(\mathcal{H}(\mathcal{M}_i) = \mathcal{H}(\mathcal{M}_j)\), the \(i\)’th and \(j\)’th experts are correlated to each other and belong to the same cluster.

In the following, we will show how to detect subsets of strongly dependent experts and present a new aggregation method for DGP.
then $\Sigma$ the precision matrix of the number of variables, and $\mu$ assumed to be independent. While in a GGM, if $\Sigma_{ij} = 0$, then $Z_i$ and $Z_j$ are assumed to be independent. While in a GGM, if $\Sigma_{ij} = 0$, then $Z_i$ and $Z_j$ are conditionally independent given all other variables, i.e. there is no edge between $Z_i$ and $Z_j$ in the graph.

b) Network Learning.: In the network, the locally trained experts are the nodes, and network learning results in the precision matrix $\Omega$; the latter reveals the conditional dependencies between experts. GGMs use the common sparsity assumption, that is, there are only few edges in the network and thus the parameter matrix is sparse. This assumption usually makes sense in experts’ networks because the interaction of one expert is limited to only a few other experts.

To this end, the Lasso regression [38] is used to perform neighborhood selection for the network. The Meinshausen-Bühlmann algorithm [39] is one of the first algorithms in this area. [39] and [40] proved that with some assumptions, Lasso asymptotically recovers correct relevant subsets of edges. [41] proposed the efficient graphical Lasso which adopts a maximum likelihood approach subject to an L1 penalty on the coefficients of the precision matrix. The graphical Lasso has been improved in later works [42]–[44].

Let $S$ be the sample covariance. Then, the Gaussian log-likelihood of the precision matrix $\Omega$ is equal to $\log|\Omega| - \text{trace}(S\Omega)$. The Graphical Lasso (gLasso) maximizes this likelihood subject to an element-wise $L_1$ norm penalty on $\Omega$. Precisely, the objective function is

$$\hat{\Omega} = \arg \max_{\Omega} \log |\Omega| - \text{trace}(S\Omega) - \lambda \|\Omega\|_1,$$

(10)

where the estimated neighborhood is then the non-zero elements of $\hat{\Omega}$. Since $\hat{\Omega}$ contains all information about the dependency between experts, we use it to construct the assignment function $C$ and the clusters of experts $K$.

B. Aggregation

After determining the dependencies between the experts, we apply the following aggregation method. First, we define clusters of interdependent experts, i.e. that include experts with strong dependency. Then, by using the GRBCM method in $i$th cluster, we generate for each cluster a modified expert $K_i$. The final prediction is done by aggregating the predictions of these modified experts.

a) Experts clustering: After detecting the dependencies between experts, we use the precision matrix to find the assignment function. Performing a clustering approach on the precision matrix returns the clusters of experts $K$; thus, each cluster $K_i$ contains strongly dependent experts based on the precision matrix. To this end, we apply spectral clustering (SC) [45] which is more robust and works better in practice. Spectral clustering makes use of the relevant eigenvectors of the Laplacian matrix of the similarity matrix (here the precision matrix) alongside a standard clustering method. The Laplacian matrix is $L = D - \Omega$, where $D$ is a diagonal matrix that includes the sum of the values in each row of $\Omega$.

Figure 2 depicts the GGM of a simulated dataset with $10^5$ training points which have been divided into 20 partitions (experts). This dataset is considered in Section IV-A in detail. Figure 2a represents the sparse graph with a penalty term $\lambda = 0.1$ in graphical Lasso with the nodes (experts) and
the cluster with red color) contain the original experts that are not strongly dependent with the other experts. Figure 2c represents the heat map plot of the symmetric precision matrix and shows the conditional dependencies between experts. The main diagonal returns the experts internal potential while the other elements are conditional dependencies between experts. In fact this figure shows that the experts are conditionally dependent and the CI assumption is violated.

b) Final Aggregation: We assume that the new experts \( \{K_1, \ldots, K_p\} \) are conditionally independent given \( y^* \) (see Figure 1b), which is not a strong assumption due to the process by which they were generated. The task is to find the distribution of new experts \( \{K_1, \ldots, K_P\} \) and then find \( p(y^*|D, x^*) \).

The authors in [21] showed that GRBCM provides consistent predictions under some mild assumptions, i.e. it can recover the true posterior distribution of \( y^* \) when \( n \to \infty \). Hence, we use the GRBCM aggregation method in each cluster by adding the global communication expert \( M_b \) to all clusters. For aggregating the new experts, we use either GPoE or GRBCM. Since the number of experts that are aggregated in each step is smaller than \( M \), the computational cost of this scenario is smaller than the computational cost of GRBCM. Algorithm 1 depicts the aggregation process.

**Algorithm 1 Aggregating Dependent Local Gaussian Experts**

**Require:** \( \mu_M^*, \lambda, P \)

1. Calculate sample covariance \( S \) of experts’ predictions
2. Estimate \( \hat{\Omega} \) using (10)
3. Estimate \( \hat{H} \) by performing spectral clustering \( SC(\hat{\Omega}, P) \)
4. Obtain new experts \( \{K_1, \ldots, K_P\} \) using GRBCM (7)
5. Aggregate new experts using GPoE (6) or GRBCM (7)
6. return The estimated mean and variance of 
\( p(y^*|D, x^*, \mathcal{K}) \), i.e. \( \mu_{\mathcal{K}}^* \) and \( \Sigma_{\mathcal{K}}^* \)

The following proposition gives our predictive distribution and its asymptotic properties.

**Proposition 1 (Predictive Distribution):** Let \( X \) be a compact, nonempty subset of \( \mathcal{R}^{n \times D} \), \( \mu_M^* = [\mu_1^*, \ldots, \mu_M^*]^T \) be the sub-models’ predictions. We use \( \{K_1, \ldots, K_P\} \) as defined in Algorithm 1. We further assume that (i) \( \lim_{n \to \infty} M = \infty \), (ii) \( \lim_{n \to \infty} m_0 = \infty \), where \( m_0 \) is the partition size, and (iii) \( \lim_{n \to \infty} |C_i| = \infty \), \( i = 1, \ldots, P \), where \( |C_i| \) is the size of \( i \)’th cluster. The second condition implies that the original experts become more informative with increasing \( n \), while the third condition means that the number of experts in each cluster increases. In addition, the third condition implies that \( P \ll M \), which describes the dependency between the experts. Then the estimation based on Algorithm 1, \( \hat{y}_K^* \) is consistent, i.e.

\[
\lim_{n \to \infty} \mu_{\mathcal{K}}^* = \mu^*
\]
\[
\lim_{n \to \infty} \Sigma_{\mathcal{K}}^* = \Sigma^*
\]

**Proof:** The proof is straightforward due to the consistency of GRBCM. According to assumptions (ii) and (iii), when

1. If we assume perfect diversity between experts (i.e., CI), then \( P \approx M \). In this case, the consistency still holds due to the consistency of GRBCM but it is not a realistic assumption.
\( n \to \infty \), each cluster returns a consistent predictor because the aggregation inside the clusters is based on GRBCM. Combining the consistent new experts \( \{K_1, \ldots, K_P\} \) in Step 5 of Algorithm 1 leads to a consistent prediction. We provide here the proof for the variance, when GPoE is used in Step 5, and note that the proof for the mean is analogous.

Let \( \Sigma^*_K \) be the covariance matrix of \( K_1 \) which is obtained in Step 4 of Algorithm 1, then the aggregated precision of GPoE (Step 5 of Algorithm 1) is equal to

\[
\lim_{n \to \infty} (\sum_{i=1}^P \Sigma^*_K) = \sum_{i=1}^P \lim_{n \to \infty} (\Sigma^*_K) = (\sum^*_P)^{-1},
\]

where the first equality is based on the definition of GPoE with equal weights and the third one is due to the consistency of GRBCM.

In the next section, we showcase the importance of taking local experts’ dependencies into account and the competitive performance of our approach using both artificial and real-world datasets.

### IV. Experiments

The prediction quality of the proposed dependent Gaussian expert aggregation method (DGEA) is assessed in this Section. We showcase the importance of taking local experts’ dependencies into account and the competitive performance of our approach using both artificial and real datasets. The quality of predictions is evaluated in two ways, standardized mean squared error (SMSE) and the mean standardized log loss (MSLL). The SMSE measures the accuracy of prediction mean, while the MSLL evaluates the quality of predictive distribution \([1]\). The standard squared exponential kernel with automatic relevance determination and a Gaussian likelihood is used. The experiments have been done in MATLAB using the GPML package\(^2\). The random partitioning method on the training dataset has been used in all experiments.

#### A. Toy Example

The goal of our first experiment is to study the effect of dependency detection on the prediction quality and computation time. It is based on simulated data of a one-dimensional analytical function \([21]\).

\[
f(x) = 5x^2 \sin(12x) + (x^3 - 0.5) \sin(3x - 0.5) + 4 \cos(2x) + \epsilon,
\]

where \( \epsilon \sim \mathcal{N}(0, (0.2)^2) \). We generated \( n = 10^4 \) training points in \([0, 1]\), and \( n_t = 0.1n \) test points in \([-0.2, -1.2]\). The data is normalized to zero mean and unit variance.

We assigned 200, 250, 300, 500 and 1000 data points to each expert, which leads to 50, 40, 30, 20, and 10 experts respectively. Figure 3 shows the sensitivity of different DGP methods with respect to the change in the number of experts.

\(^2\)http://www.gaussianprocess.org/gpml/code/matlab/doc/
present better results and DGEA has the smallest prediction error for the different numbers of experts.

Figure 3b reveals the quality of the predictive distribution. The overconfident methods (PoE, BCM, and RBCM) return smaller MSLL for 10 experts. However, their MSLL value dramatically increases with growing $M$. As the authors in [34] and [28] have shown, the GPoE is a conservative method and thus returns a higher quality. In Figure 3b we can see that its predictive distribution has a higher quality compared to PoE and (R)BCM. However, the DGEA represents an even higher quality for the predictive distribution for the different values of $M$. Figure 3c shows the computational costs of different methods. Comparing the running time of DGEA and GRBCM demonstrates that DGEA takes about half of the time of GRBCM, while its running time is almost indistinguishable from the running time of the most efficient methods, (G)PoE and (R)BCM.

B. Realistic Datasets

In this section, we use four realistic datasets, Pumadyn, Kin40k, Sacros, and Song. The Pumadyn3 is a generated 32D dataset with 7168 training points and 1024 test points. The 8D Kin40k dataset [46] contains $10^4$ training points and $3 \times 10^4$ test points. The Sacros4 is a 21D realistic medium-scale dataset with 44484 training and 4449 test points. The Song dataset 5 [47] is a 91D dataset with 515,345 instances which is divided into 463,715 training examples and 51,630 test examples. We extract the first 10$^5$ songs from this dataset for training and keep the original set of 51,630 songs for testing. The random partitioning method has been used to divide the dataset into partitions and to generate the experts. The number of experts is 20 for Pumadyn and Kin40k, 72 for Sacros, and 150 for Song. For the Pumadyn and Kin40k datasets, 5 clusters, and for Sacros and Song, 10 clusters are used.

Table I depicts the prediction quality of different methods. In the Pumadyn, Kin40k, and Sacros dataset, DGEA clearly outperforms the other methods. BCM and RBCM show lower prediction error compared to (G)PoE on these datasets, but their negative log-likelihood (MSLL) is quite large. Since

TABLE I
PREDICTION QUALITY FOR VARIOUS METHODS ON Pumadyn, Kin40k, Sacros, AND Song DATA. FOR BOTH QUALITY MEASURE, I.E. SMSE AND MSLL, SMALLER VALUES ARE BETTER.

| Model          | Pumadyn | SMSE | MSLL | Kin40k | SMSE | MSLL | Sacros | SMSE | MSLL | Song | SMSE | MSLL |
|----------------|---------|------|------|--------|------|------|--------|------|------|------|------|------|
| DGEA (Ours)    | 0.0486  | -1.513 | 0.0538 | -1.3025 | 0.0269 | -1.823 | 0.8084 | -0.122 |
| PoE            | 0.0505  | 4.8725 | 0.856 | 2.4153 | 0.0311 | 25.2807 | 0.8169 | 69.9464 |
| GPoE           | 0.0505  | -1.4936 | 0.0856 | -1.2286 | 0.0311 | -1.7756 | 0.8169 | -0.123  |
| BCM            | 0.0499  | 4.6688 | 0.0818 | 1.6974 | 0.0308 | 24.868 | 10.4291 | 44.1745 |
| RBCM           | 0.0498  | 12.1101 | 0.0772 | 2.5256 | 0.0305 | 61.5392 | 5.4373 | 1.2089  |
| GRBCM          | 0.0511  | -1.488 | 0.0544 | -1.2785 | 0.0305 | -1.4308 | 0.8269 | 0.2073  |

3https://www.cs.toronto.edu/~delve/data/pumadyn/desc.html
4http://www.gaussianprocess.org/gpml/data/
5https://archive.ics.uci.edu/ml/datasets/yearpredictionmsd

GPoE provides conservative predictions and its posterior distribution converges to the true predictive distribution, it shows a nice performance with respect to the MSLL value, even better than the performance of GRBCM on the Pumadyn, and Sacros datasets. The drawback of PoE and (R)BCM methods can be seen in their MSLL values, which shows that their predictive distribution does not have competitive quality and tends to produce overconfident and inconsistent predictions, which has also been discussed by [28] and [21]. With respect to the Song dataset, DGEA and GPoE return better predictions. While GPoE performs a little bit better than DGEA with respect to MSLL, DGEA has a lower prediction error.

The GRBCM method returns different prediction qualities for different detests. Since in this work a new ensemble method is proposed for the non-parametric regression problem, the random partitioning is used, because in this case all Gaussian experts can cover the full sample space and work as global predictors. The quality of GRBCM is higher with respect to the disjoint partitioning, which is consistent with the results presented in [21]. But overall, the prediction quality of DGEA outperforms the other methods, which shows the importance of taking the experts’ dependencies into account.

V. CONCLUSION

In this work, we have proposed DGEA, a novel DGP approach which leverages the dependencies between experts to improve the prediction quality through local aggregation of experts’ predictions. To combine correlated experts, comparable SOTA methods assume conditional independence between experts, which leads to poor prediction in practice. Our approach uses an undirected graphical model to detect strong dependencies between experts and defines clusters of interdependent experts. Theoretically, we showed that our new local approximation approach provides consistent results when $n \to \infty$. Through empirical analyses, we illustrated the superiority of DGEA over existing SOTA aggregation methods for scalable GPs.

For future work, we identify two directions for further research. First, for the aggregated posterior, we integrated Gaussian graphical models into the generalized robust Bayesian committee machine and generalized product of experts. Another aggregation approach can be the latent variable graphical model, assuming that the final predictor is a latent variable.
within the graph that may improve the prediction quality by using interdependencies between experts while reducing time complexity. Second, the GGM relies on the assumption that all experts are jointly Gaussian and cannot be used to explain complex models with the non-Gaussian distribution. Therefore, finding a flexible and capable substitute for the GGM to capture the properties of GP experts is left to future work.
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