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**Model-guided design of mammalian genetic programs**
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Genetically engineering cells to perform customizable functions is an emerging frontier with numerous technological and translational applications. However, it remains challenging to systematically engineer mammalian cells to execute complex functions. To address this need, we developed a method enabling accurate genetic program design using high-performing genetic parts and predictive computational models. We built multifunctional proteins integrating both transcriptional and posttranslational control, validated models for describing these mechanisms, implemented digital and analog processing, and effectively linked genetic circuits with sensors for multi-input evaluations. The functional modularity and compositional versatility of these parts enable one to satisfy a given design objective via multiple synonymous programs. Our approach empowers bioengineers to predictively design mammalian cellular functions that perform as expected even at high levels of biological complexity.

**INTRODUCTION**

Early demonstrations of genetically engineering customized functions in mammalian cells indicate a vast potential to benefit applications including directed stem cell differentiation (1, 2) and cell-based therapies (3). In general, most applications require precise control of gene expression and the capability to sense and respond to external cues (4–8). Despite the growing availability of biological parts (such as libraries of promoters and regulatory proteins) that could be used to control cell states, assembling parts to compose customized genetic programs that function as intended remains a challenge, and it often requires iterative experimental tuning or down-selection to identify functional configurations. This highly empirical process limits the scope of programs that one can feasibly compose and fine-tune, as well as the performance of functional programs identified in this manner. Thus, the need for systematic and precise design processes represents a grand challenge in the field of mammalian synthetic biology.

Model-guided predictive design has been demonstrated in the composition of some cellular functions, including transcriptional logic in bacteria (9) as well as logical (10) and analog behaviors in yeast (11); however, this type of approach is less developed in mammalian systems. To date, transcription factors (TFs) based on zinc fingers (ZF s) (12, 13), transcription activator-like effectors (TALEs) (14–17), dCas9 (18, 19), and other proteins (20) have been used to implement transcriptional logic in mammalian cells. Some of these studies make use of protein splicing (12, 14, 18). Other studies have used RNA-binding proteins (21), proteases (22, 23), and synthetic protein-binding domains (17). Yet, it remains difficult to predict circuit performance based only upon descriptions of the components. Associated challenges include the availability of appropriate parts (24), suitably descriptive models that support predictions using these parts (25), and computational and conceptual tools that facilitate the identification of designs that function robustly despite biological variability and cross-talk (26–28). In this study, we sought to address these issues by developing a model-driven process that enables one to propose a tractable set of candidate circuits for construction and testing without the need for empirical trial-and-error tuning. We validated this framework by using it to implement a variety of functions including digital and analog information processing, as well as sense-and-respond circuits.

**RESULTS**

**Biological parts for integrating transcriptional and posttranslational control of gene expression**

The strategy that we pursued for genetic program design was uniquely enabled by the COMposable Mammalian Elements of Transcription (COMET): a toolkit of TFs and promoters with tunable properties enabling precise and orthogonal control of gene expression (13). These TFs comprise a ZF DNA-binding domain and a functional domain, e.g., VP16 or VP64, which are activation domains (ADs) that with a ZF form an activator (ZF a). A protein including a ZF domain but lacking an AD functions as an inhibitor by competing with the cognate ZF a for binding. Promoters in this library contain ZF binding sites arranged in different configurations (e.g., ZF1x6-C has six compactly arranged ZF1 sites). Each combination of a promoter and a ZF a (and potentially an inhibitor) confers a characteristic level of transcriptional activity (fig. S1, A to E), and as part of this previous work, we developed mathematical models to characterize these relationships (13). Here, we investigate whether these biological parts and descriptive computational tools can be adapted and applied to achieve predictive genetic program design.

Although COMET includes many parts for implementing transcriptional regulation, we hypothesized that complex genetic program design could be facilitated by introducing a mechanism for regulation at the posttranslational level (Fig. 1, A and B). To investigate this strategy, we evaluated new parts based on split inteins: complementary domains that fold and trans-splice to covalently ligate flanking domains (exteins) (29). We selected the split intein gp41-1 for its rapid splicing kinetics (30). To test an application of this mechanism, we appended an AD to the gp41-1 N-terminal fragment (intN) and a ZF to the C-terminal fragment (intC). These parts were
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Fig. 1. Logical evaluation is enabled by transcriptional and posttranslational regulation. (A and B) Cartoons depict (A) the genetic components and (B) their arrangement to produce intended functions. In the schematics, circles are protein domains, arrows indicate splicing or regulation, yellow highlighting denotes the inputs, and the red node is the output. (C to J) A panel of logic gates was designed, simulated, and experimentally evaluated. In the electronic diagrams (teal background), lines denote splicing or regulation. Processes that have a modest effect within the dose range examined, and that because of fundamentally analog behavior do not carry out a fully digital function, are denoted by dotted lines. In the mechanistic diagrams (blue background), purple bent arrows are promoters, and black arrows indicate splicing and regulation. Yellow highlighting denotes the components for which dose is varied (in gene copies). Simulation and experimental results are presented in heatmaps that indicate how the two inputs affect reporter output (mKate2 signal in MEPTRs). Color-coding denotes the mean reporter signal from three biological replicates (bar graphs in fig. S1N and histograms in fig. S1O), scaled by the maximum value in each heatmap. Simulations in (C) are from a fit to the data, and subsequent panels (D to J) are predictions. (K) Some of the motifs that were used in gate designs confer sharp transitions in output, e.g., two inhibitors in a cascade produced ultrasensitivity. The downstream inhibitor is tagged with a PEST degron.
used to construct an AND gate in which a reporter gene was induced only when both fragments were present (Fig. 1C and fig. S1, F and G), demonstrating that COMET-mediated gene expression can be adapted with splicing. We then incorporated this mechanism into our modeling framework by modifying ordinary differential equations from the original study (13), which concisely represent transcriptional regulation (Supplementary Text), and fitting newly introduced parameters to the data (fig. S1, H and I). We extended the model to describe parts in which split inteins were fused onto two types of inhibitors (fig. S1J): ZF, which competes with ZFa for binding site occupancy in the promoter, and ZF fused to DsRed-Express2 (abbreviated as DsRed-ZF), which also reduces the cooperativity of ZFa-mediated RNA polymerase II recruitment at multisite promoters (13). In addition, we introduced an R95K mutation to ablade the DsRed chromophore (31), yielding a nonfluorescent inhibitor we termed DsDed-ZF (fig. S1K). The extended model accurately recapitulated the component dose-dependent performance of the AND gate (Fig. 1C), providing verification that this extension can describe split intein–based circuits.

Model-guided design of genetic programs

As a first test of the predictive capacity of the revised model, we simulated a panel of circuits that we hypothesized could carry out various logic operations (fig. S1L). Our objective was to identify promising designs for specific functions, so we opted not to include additional model complexity that might be required to predict all aspects of circuit behavior [e.g., potential cell burden effects (32)]. Throughout, simulations used a statistical model for gene expression variation, which we have previously shown to be important in accounting for the effect of cellular variation on how an engineered function is carried out across a cell population (Supplementary Text and fig. S1I) (13, 33). From the panel, we selected several designs to test. First, to make an IMPLY gate, the AND gate was modified by appending DsDed to intC-ZF1 and coexpressing a VP64-ZF1 activator. Experimental outcomes [i.e., reporter readout across component doses] were consistent with the prediction that readout would be low only with DsDed-intC-ZF1 present in sufficient excess over its VP64-intN splicing partner to function as an inhibitor (Fig. 1D). To make a NAND gate, a DsDed-ZF1 inhibitor was split into DsDed-intN and intC-ZF1 and coexpressed with an activator. Outcomes were consistent with the prediction that readout would be low only with sufficient reconstitution of the inhibitor (Fig. 1E). These initial test cases demonstrate that model-guided design can identify effective topologies, as well as the precise relationship between input component levels and circuit output.

A versatile design framework would enable one to achieve a given performance objective via multiple circuits. We speculated that the combined properties of COMET and splicing-based extensions developed here might provide a sufficient basis for this capability. To investigate this possibility, we compared four designs for a NIMPLY gate, each of which uses a different mechanism (i.e., topology and/or choice of parts). The first two designs used inhibition mediated by ZF1 (Fig. 1F) or DsDed-ZF1 (Fig. 1G). The third design used splicing of a VP64-intC-ZF1 activator to a DsDed-ZF1 inhibitor such that the readout would be high only with VP64-intC-ZF1 in sufficient excess of its splicing partner DsDed-intN (Fig. 1H). The fourth design used a double inversion cascade, in which an upstream inhibitor prevented a downstream inhibitor from acting on the reporter (Fig. 1I); this scenario represents a variation on a topology that was previously examined in bacteria (34) and later in mammalian cells with dCas9-TFs (35). All four designs produced NIMPLY behavior as predicted. We next tested whether splicing could be combined with a cascade, and we were able to build an AND gate by splitting the cascade’s upstream inhibitor into DsDed-intN and intC-ZF10 (Fig. 1J). Unlike standard ZFa-mediated activation, this activation via double inversion exhibited ultrasensitivity (Hill coefficient n = 2.8)—a signal transformation in which a small change in input yields a large change in output, and high output is produced only with sufficient input (Fig. 1K and fig. S1M). Ultrasensitivity buffered the circuit against low inputs such that the output remained low for input levels that, in the standard activation case, would have produced half-maximal activation.

Across the panel, five of the eight gates exhibited a goodness of prediction metric (comparing all simulated and observed outcomes, Q2) of at least 0.90, where the maximum possible value is 1, indicating a high capacity for predicting dose response landscapes that had not been used in model training (fig. S1, P and Q). Even for the gate with the lowest Q2 (IMPLY; Fig. 1D and fig. S1P), the model correctly predicted the trend across most input dose combinations. Together, these results demonstrate the feasibility of model-guided design of logic gates in mammalian cells and that the choice of parts and mechanism yields predictable performance characteristics.

Compression of circuit design using functional modularity

A putative advantage of orthogonal parts like COMET TFs and promoters is that these parts may be used together without disrupting their functions. However, simply appending modules can lead to inefficient and cumbersome designs, and thus, one focus of our approach was achieving genetic compactness as well as performance. Enhancing compactness could eliminate potential failure modes and reduce cargo size for gene delivery vehicles. Genetic compression—reducing the number of components for a given specification—has been investigated by using recombinase-mediated DNA rearrangement (36) and by borrowing from a software engineering strategy to eliminate redundancy (37). Here, we sought to implement a previously unexplored form of topological compaction based on protein multitasking (Fig. 2A). We hypothesized that because our genetic parts operate through direct interactions without relying on long-range mechanisms such as chromatin modification, they might exhibit functional modularity, i.e., domains could be concatenated and retain their functions. This property would be of great utility by enabling the use of multitasking proteins to act at multiple promoters or in both transcriptional and posttranslational roles to execute multiple functions in an efficient fashion.

We investigated whether functional modularity could enable the design of compact multi-input–multi-output (MIMO) systems. Ultimately, this capability could support the encoding of sophisticated decision-making strategies in which cells take different actions in different situations. As a base case, we simply appended a NIMPLY gate and a NOT gate in a noncompact manner, and the combination functioned as expected (Fig. 2B and fig. S2A). This success demonstrates the potential for composite functions, but it brings no efficiency relative to the individual gates. To test topological compaction, first, an IF/NIMPLY gate was proposed in which VP64-ZF1-intC-ZF10 would act as a bispecific activator (on two promoters) and interact with an inert DsDed-intN to produce a VP64-ZF1-intC/intN activator and a DsDed-ZF10 inhibitor (Fig. 2C and fig. S2B). The second gate, IF/AND, used an activator and an inhibitor
Fig. 2. Compact multi-output logic is attained through functional modularity. (A) A strategy for multi-output logic is proposed by using multitasking proteins that retain the functions of their constituent domains. The cartoons depict the use of multiple DNA-binding domains on a TF to regulate multiple genes, the embedding of a split intein fragment within a functioning TF to enzymatically alter its activity, and the merging of features from multiple genetic programs to enable their compact simulation. (B to F) A panel of MIMO gates was designed, simulated, and experimentally evaluated. As an example, (C) is deconstructed to show how separate topologies containing proteins that have some domains in common and are amenable to the appending of additional domains can be compressed. In the plots, color-coding denotes the mean mKate2 and enhanced yellow fluorescent protein (EYFP) reporter signal from three biological replicates (bar graphs in fig. S2F), scaled by the maximum value in each heatmap. (G) These plots summarize the complexity of the gates that were designed and validated in Figs. 1 (red) and 2 (purple), with complexity defined based on the size and depth of the circuits in the electronic diagrams (top) or based on the numbers of genes, regulatory connections, and regulatory proteins used (bottom). The expanded toolkit of genetic parts and model-guided approach were successful for building circuits spanning a range of attributes, which suggests that this design process could be executed reliably for many future objectives.
to produce a bispecific activator and an inert protein, through essentially the inverse mechanism of that in the IF/NIMPLY gate (Fig. 2D and fig. S2C). Third, a NIMPLY/AND gate used a VP64-intC-ZF1-DsDed activator and an intN-ZF10 inhibitor to invert their respective activities (Fig. 2E and fig. S2D). We hypothesized that the former protein would act as an activator, in that DsDed would not preclude VP64 from conferring activation. Last, a NIMPLY/NIMPLY gate used two activators to produce a bifunctional inhibitor and an inert protein (Fig. 2F and fig. S2E). We note that if this circuit had used the same readout for both reporters, it would be a XOR gate. Overall, the model predictions explained most of the variance in experimental outcomes, and several cases were in close agreement (≥0.90 $Q^2$) (fig. S2, F and G). Minor deviations are potentially attributable to effects such as differences in stability for different proteins; however, we chose not to incorporate such effects into the model because increasing model complexity could lead to overfitting. Moreover, the choice to simplify the description of protein stability did not preclude model-guided identification of high-performing designs.

Notably, when we examined performance at the single-cell level, some population-level outcomes were driven by subpopulations of cells. In some circuits, subpopulations induced one reporter or the other, but not both, and thus, population outcomes were driven by shifts in subpopulation frequencies (fig. S2, A, D, and E). In other circuits, this task distribution was not apparent (fig. S2, B and C). Although neither behavior was an explicitly designed feature, both types of behavior were predicted by simulations. Together, the gates described in Figs. 1 and 2 span a wide range of logical complexity (the number and the layers of implicit gates depicted in the electronic diagrams) and genetic complexity (the number of genes, regulatory connections, and regulatory proteins) (Fig. 2G). The successful development of these circuits without the need for additional tuning demonstrates that this framework may be well suited to overcoming complexity-associated barriers with mammalian genetic program design.

Implementation of analog signal processing

Digital logic has uses in gates, switches, classifiers, and other decision-making functions (38), but we also wanted to examine whether our tools could be used to implement analog information processing. Fundamentally, the molecular interactions involved in implementing digital logic are also analog, because input and output concentrations span a continuous range, although the objective is for the output to be either high or low depending on each combination of high and/or low inputs. For analog circuits, we focused instead on properties that apply across the continuous input-output range. The first property that we sought to implement was ultrasensitivity, which is desirable in engineering sharp activation (39, 40) and is observed in the natural control of processes including cell growth, division, and apoptosis (41). The second property was bandpass concentration filtering, in which an output is produced only when the input falls within a certain range (22, 42). Bandpass concentration filtering is salient for both natural and synthetic spatial patterning (43) and has been used in directing cell differentiation (1).

To develop a strategy for implementing these properties, we made use of existing mechanistic insights. Previously, we determined that ZFa-mediated activation is cooperative at the level of transcription initiation, and in comparing promoter architectures, maximal transcription increased with the number and compactness of binding sites (13). This COMET promoter feature confers high inducibility as well as a high sensitivity to inhibition by proteins that compete for DNA binding. We also deduced that TF binding to promoters is generally noncooperative, and transcriptional output from such promoters is not inherently ultrasensitive to ZFa dose (Hill coefficient $n = 1$). To construct systems that do exhibit ultrasensitivity ($n > 1$), we examined several strategies in which the output is inhibited only at low activator doses (fig. S3, A to C). The first design made use of the inhibition conferred by intC-ZF1 before splicing with a VP16-intN input (fig. S3B). We reasoned that, at low VP16-intN doses, intC-ZF-mediated inhibition would dominate, and that at high doses, transactivation by reconstituted VP16-ZF would dominate. We also tested this concept with the addition of a DsDed-ZF to threshold the response by promoting relatively more inhibition at low input doses (fig. S3C). However, the increase in ultrasensitivity was modest for these cases, apparently from insufficient inhibition at low activator doses due to decreased protein stability caused by appending the intC domain to the inhibitory ZF (fig. S1H).

Compared to a ZFa base case ($n = 1.0$) (Fig. 3A and fig. S3D), however, DsDed-ZF thresholding of ZFa-mediated activation increased $n$ to 1.8 (Fig. 3B and fig. S3E). This outcome led us to consider a vehicular analogy: The circuits with DsDed-ZF are akin to applying the brake (inhibition) while applying the accelerator (activation), but a more effective approach might be to release the brake as the accelerator is applied. To realize this concept and circumvent choices that modulate protein stability, we used a chemically responsive COMET TF (RaZFa) in which rapamycin-induced heterodimerization domains FRB and FKBP are fused to an AD and a ZF, respectively. In the presence of rapamycin (which in this scenario is not an input, but rather an environmental species), heterodimerization of VP16-FRB and FKBP-ZF converts FKBP-ZF (brake) into RaZFa (accelerator), which induces the reporter. With rapamycin, the response of this circuit to VP16-FRB input exhibited greater ultrasensitivity ($n = 3.3$), consistent with the prediction (Fig. 3C and fig. S3F). Thus, in this system, ultrasensitivity can arise through cascades (Fig. 1) or reconstitution (Fig. 3), and neither mechanism requires the cooperativity in TF-DNA binding that is often associated with ultrasensitive responses.

We next investigated circuits to implement bandpass concentration filtering. Our strategy was to use mechanisms that inhibit reporter output only at high doses of activator input, and the predictions were based on a fitted ZFa base case (Fig. 3D and fig. S3G). We hypothesized that although FKBP-ZF is necessary for RaZFa-mediated activation, excess FKBP-ZF would be inhibitory. We confirmed that FKBP-ZF acted as an inhibitor (Fig. 3E and fig. S3H), and we implemented a RaZFa test circuit. The response to FKBP-ZF input showed a peak in output, but no sharp upper threshold, as predicted (Fig. 3F and fig. S3I). On the basis of these results, we designed a new topology to achieve a sharper bandpass. Of the regulation within this design, the two paths of negative regulation from FKBP-ZF (and not the positive feedback from RaZFa) appeared to be most important for sharpening the bandpass (fig. S3M). For the primary input to the bandpass, FKBP-ZF, we expected that at zero dose there would be no activation; at moderate doses there would be activation; and, at high doses excess FKBP-ZF would both decrease reconstitution (by inhibiting induction of VP16-FRB) and inhibit the reporter. The experimental outcomes closely matched the prediction of a bandpass with a sharp upper threshold (Fig. 3G and fig. S3J). Furthermore, when VP16-ZF or VP16-FRB doses were varied, the responses were activating as predicted (Fig. 3, H and I, and fig. S3, K and L), demonstrating a predictive capacity across
Fig. 3. Analog behaviors are constructed by using TFs that play multiple roles. Reconstitutable TFs are conducive to (A to C) ultrasensitivity and (D to I) bandpass concentration filtering. Ultrasensitivity was increased by removing an inhibitor while producing an activator (C). For bandpass concentration filtering, a tight upper threshold was achieved with additional regulation in which moderate FKBP-ZF reconstitutes RaZFa and high FKBP-ZF inhibits the reporter and VP16-FRB (G). Simulations in (A) and (D) are fits to data, and other panels are predictions. Prediction plots indicate how output expression varies with the dose (nanograms of plasmid) of the component highlighted in yellow. Sets of simulated responses are for varying the component highlighted in red-to-blue gradient; each set contextualizes the “slice” that the tested response occupies in higher-dimensional component dose space. Each experiment plot corresponds to the simulation with the dark line. The ZF1/2x6-C promoter has six partially overlapping ZF1 and ZF2 sites. Dimethyl sulfoxide (DMSO) is the vehicle for rapamycin, which is used here as an environmental species (not an input). RaZFa simulations correspond to rapamycin treatment. Each experiment plot has either a no treatment series or both a rapamycin and a DMSO series. The mean and SEM of EYFP reporter signal are from three biological replicates (bar graphs in fig. S3, D to L). Axes are linearly scaled from 0 to 1 ng (dotted lines) and log-scaled above 1 ng.

- Multiple inputs for the system. These results demonstrate that our parts and approach are suitable for designing analog behaviors, as well as digital logic gates.

**Integration of genetic circuits with sensors to build sense-and-respond functions**

While the predictive design of genetic programs is a substantial technical advance, using this capability to enable many potential applications will require integrating genetic circuits with native or synthetic parts that sense and modulate the state of the cell or its environment. A recurring challenge associated with this goal is level-matching the output of a sensor to the input requirements of a downstream circuit (33, 44). We investigated whether our designed circuits could overcome this challenge and be effectively linked to sensors without requiring laborious trial-and-error tuning. Simulations suggested that adding an upstream layer of signal processing (i.e., for sensing) should be feasible because, in the model, ZFa can be arranged in series without prohibitively driving up background or dampening induced signal (fig. S4A).

We considered two classes of synthetic sensors (intracellular and transmembrane) for which we hypothesized that signaling (i.e., sensor output) could be coupled to COMET-based circuits. For the intracellular sensor, we built a new TF—ABA-ZFa, which is analogous to RaZFa—by fusing the abscisic acid (ABA)–binding domains PYL1 and ABI1 (45) to an AD and a ZF, respectively. For transmembrane sensing, we selected the modular extracellular sensor architecture (MESA)—a self-contained receptor and signal transduction system that transduces ligand binding into orthogonal regulation of target
genes (46, 47). In this mechanism, ligand-mediated dimerization of two transmembrane proteins called the target chain (TC) and protease chain (PC) promotes PC-mediated proteolytic trans-cleavage of a TC-bound TF. We explored several strategies for building COMET-compatible MESA based on a recently reported improved MESA design (48) and the parts developed in the current study (fig. S4, B to G). The best performance was observed using rapalog-inducible COMET-MESA that releases either ZFa for activating signaling or DsDed-ZF for inhibitory signaling (the latter represents a new function for MESA receptors) (fig. S4G); the ZFa-releasing COMET-MESA receptor was carried forward. We observed that both sensors displayed excellent performance in terms of reporter induction upon ligand treatment (Fig. 4, A and B). For ABA-ZF2a [ZF2a was selected for its potency stemming from cooperative transcriptional activation (13)], ligand-independent signal was unobservable, and induced signal was high, yielding perfect performance (Fig. 4A). For Rapa-MESA-ZF6a (ZF6a was also selected for its potency), the ligand-inducible fold difference in signal was ~200× (Fig. 4B), which is several-fold higher than was observed for recently reported receptors based on TTA (48) and also higher than the fold difference observed for a high-performing MESA that uses a distinct mechanism (49). Thus, Rapa-MESA-ZF6a is the highest performing MESA reported to date. Both sensors have a low off state and a high on state, apparently benefitting from the advantageous property of COMET promoter–based cooperativity.

We carried forward the two validated sensors and examined whether downstream circuits comprising genetic parts and designed topologies from this study could be seamlessly linked with the new

---

**Fig. 4. Sensors can be linked to genetic programs to make signaling cascades.** MESA and COMET technologies can be combined to construct functional biosensors, and upstream biosensor output is well-matched to the requirements for downstream promoter input. (A and B) ABA-ZF2a and Rapa-MESA-ZF6a each exhibit ligand-inducible signaling ($P = 2 \times 10^{-16}$ and $P = 1 \times 10^{-3}$, respectively, one-tailed Welch’s unpaired t test). Ethanol is the vehicle for both ligands. For MESA, the TC contains an FRB ectodomain and intracellular COMET TF, and the PC contains an FKBP ectodomain and intracellular tobacco etch virus protease (TEVp). Each receptor chain contains a fibroblast growth factor receptor 4 (FGFR4) transmembrane domain. (C to E) Validated sensors were applied to implement multi-input sensing. AND logic was selected as a design goal, and four synonymous topologies—those that are intended to achieve the same goal through different mechanisms—were proposed and evaluated. For each input type (two columns for upstream ZFa or ligand sensing) and topology (four rows), reporter signal with two inputs differed from that with either or no input ($P < 2 \times 10^{-10}$ for each case, three-factor analysis of variance (ANOVA) and Tukey’s honest significant difference (HSD) test), indicating successful AND gate outcomes. Topologies 1 to 4 displayed negligible background signal (comparable to the signal with only the reporter present, $\sim 10^2$ to $10^3$ MEPTRs; fig. S4H), despite involving multi-layer signaling that can be a potential source of leak. The (ZF2/ZF6)x3 promoter has three pairs of alternating ZF2 and ZF6 sites. Bar graphs represent the mean, SEM, and values of mKate2 reporter signal from three biological replicates (depicted as dots; near-zero values are below the log-scaled y-axis lower limit). The numbers above bar pairs are the fold difference, and a fold difference of $\approx$ indicates that the denominator signal is less than or equal to zero.
input layer. To this end, we designed a panel of four synonymous topologies that implement AND logic through different mechanisms (Fig. 4C): (1) a hybrid promoter with alternating TF sites [based on a similar architecture from the original COMET study (13)], (2) splicing (as in Fig. 1C), (3) splicing with DsDed (as in Figs. 1D and 2D for tighter inhibition), and (4) splicing with feedback (as in Fig. 3, G to I). All four topologies exhibited AND behavior when tested using ZFa as inputs (Fig. 4D), demonstrating the versatility for attaining a given objective in multiple ways. Moreover, when coupled to ligand-activated sensors, these circuits still conferred AND behavior, and performance was maintained (i.e., fold induction with two ligands remained much greater than with each ligand individually) in carrying out this more complex sensing function (Fig. 4E). A comparison across the designs provides some insights. The hybrid promoter in topology 1 was high-performing, and the splicing topologies in 2 to 4 generally yielded improvement over 1, despite the additional regulatory layer, by reducing the output generated from either single input alone to near reporter-only background (Fig. S4H, shown with linear scaling). Of the topologies examined, 2 and 3 were the most effective at producing a high output when both inputs were present and low output when either input was present alone. These results demonstrate that genetic programs can be designed by a predictive model-driven process, and then these programs can be readily linked to different classes of sensors to implement high-performing sensing and processing functions.

DISCUSSION

We developed an approach for accurate genetic program design by engineering new parts that combine transcriptional and posttranslational control and validating a computational modeling framework. The experimental observations closely matched simulations, even in scenarios using new proteins (including those with many domains) and new topologies (including those with many interacting parts), demonstrating a high predictive capacity across a range of complexity (Fig. 2G). Because the mechanisms used for binding, splicing, activation, and inhibition can be described by concise formalisms, no fundamental revamping (i.e., changing the underlying representation or granularity) of our original descriptive model was needed to enable predictions. Furthermore, no trial-and-error (e.g., empirical tuning of designs or substitution of parts) was needed to arrive at the specified design goals, which streamlined the design-build-test-learn cycle. We understand this to be possible because once the base case parts were characterized, no additional parameterization was needed to simulate how the parts would function when combined in new designs. Last, although a relatively small set of protein domains was used, we were able to combine the domains in many ways; a concise library was sufficient to produce the wide variety of behaviors observed.

This study benefited from insights that could facilitate future genetic circuit design efforts. Key strategies that enabled sophisticated design included the use of antagonistic bifunctionality (50), in which a component can exert opposing effects on a target gene depending on the other components in the circuit (fig. S4I), and functional modularity, which enabled multiple activities to be combined in individual proteins (fig. S4J). Sophisticated design was also enabled through the use of split genetic parts, including those that splice or dimerize. Split parts are conducive to encoding both digital (Figs. 1 and 2) and analog (Fig. 3) functions. Split parts also shift some of the regulation from the transcriptional level to the posttranslational level (i.e., protein-protein interactions), which could increase the speed of signal processing. Another benefit of split parts relates to circumventing cargo limitations of gene delivery vehicles, in that a large program that does not fit in one vector could be distributed across multiple vectors (51), in such a way that the parts interact to reconstitute the program only in cells receiving all of the vectors. We note that splicing and dimerization are complementary approaches with distinct consequences. In particular, splicing enables the swapping of protein domains, which does not constrain their subsequent localization to the same TF. This property was important for situations in which we removed a domain to add a function. For example, in Figs. 1H and 2 (C, E, and F), the AD was removed from the TF containing the DNA-binding domain to generate an inhibitor, and dimerization would not have provided this outcome. Last, we found that seamless level-matching could be achieved with multilayer circuits due to the potency of COMET TFs at cognate promoters, and in particular, the fusion of such a TF onto MESA resulted in the highest-performing version of this synthetic receptor to date (Fig. 4, B and E).

Together, these attributes and insights, in combination with the many ways in which components can be arranged to regulate each other, greatly expand the mammalian genetic program design space. In our current system, one can propose and formulate models for candidate designs based on principles for how the functionally modular parts operate. This process is model-guided in that circuits are proposed based on hypotheses and then vetted through simulations before construction and testing; in turn, through the process of model formulation and simulation, we gain intuition for making new hypotheses. In the future, it may be possible to further automate this process by conducting sweeps over large combinatorial spaces of topologies and identifying candidates that satisfy specified objectives. As fig. S1L illustrates, there are many ways that even a small number of protein domains can be arranged, and many distinct landscapes that can result, and so in future work there could be utility in conducting more systematic explorations. Such advances could further speed up the design process and broaden the scope of possible circuits and behaviors beyond those accessible solely by intuition. The new components and quantitative approaches developed here should enable bioengineers to build customized cellular functions for applications ranging from fundamental research to biotechnology and medicine.

MATERIALS AND METHODS

**Split inteins**

We expanded the COMET toolkit by incorporating gp41-1: a split intein that was identified putatively in a bioinformatic analysis (52), characterized in vitro and in *Escherichia coli* (30), and later used in mammalian cells (53). We maintained the TRSGY motif from the native sequence upstream of intN (at the end of the intN-adjointing extein), as done by (30, 54–56) to retain high splicing activity; however, gp41-1 splicing has also been reported without this motif (53). We note that it is important to use cysteine as the first amino acid of intN (“1” site) and serine as the first amino acid downstream of intC (“+1” site) (57).

The protein sequence for intN was: CLDLKTQVQTPQGMEKEISNIQVGDVLSNTRYNEVLNVPFPPSKKSKSYK1TLEDKKEICSEEHLFPTQGEMNISGLKEMCMLYVE, where the first amino acid is the “1” site, and TRSGY precedes this site.
The protein sequence for intC was: MMLKILKIELERELIDMCSVEHSNLFYANDILTTHNS, where the last amino acid is the “+1” site.

The mutagenesis investigation (fig. S4) was informed by a crystal structure of the gp41-1 C1A catalytically inactive mutant (58). Electrostatic interactions between the β3 strand at the end of intN and the β6 strand at the start of intC were previously identified to form a charge zipper and proposed to be important in the capture and collapse mechanism that precedes splicing. In this mechanism, which was elucidated using the Npu DnaE split intein (59), capture involves electrostatic interactions between extended regions of the two fragments, and collapse involves compaction and stabilization of their initially disordered regions.

**Plasmid cloning and purification**

Plasmids are listed in table S1. Plasmids were designed in SnapGene (GSL Biotech LLC), and primers were ordered from Integrated DNA Technologies. Several domains were sourced from Donahue et al. (13), but before the COMET study: VP16 and ZF domains are from Khalil et al. (60), VP64 is from Chavez et al. (61) (Addgene, #63798), FRB and FKBP are from Daringer et al. (46) (Addgene, #58876 and #58877), and DsRed-Express2 is a gift from D. Schaffer. Split inteins are from Hermann et al. (53) (Addgene, #51267 and #51268). The ABA-binding domains PLY1 and ABI1 (62–66) from Gao et al. (45) were used to make ABA-Zfa. The PEST sequence tag is from the mouse ornithine decarboxylase gene (67). Two types of plasmid backbones are used: pcDNA (pPD005; Addgene, #138749), which was modified from Thermo Fisher Scientific (#V87020) as described previously (13), and a series of transcription unit positioning vectors (TUPVs) derived from the modified pcDNA (13) and based upon the mMoClo system from Duportet et al. (68). Insulator sequences in TUPVs are from Bintu et al. (69) (Addgene, #78099).

Cloning was performed primarily using standard polymerase chain reaction (PCR), restriction, and ligation methods (reagents from New England Biolabs and Thermo Fisher Scientific) and, in some cases, through Golden Gate assembly, followed by transformation into chemically competent TOP10 E. coli (Thermo Fisher Scientific). Transformants were grown on LB ampicillin agar plates at 37°C, colonies were picked and grown in liquid LB ampicillin cultures, plasmid DNA was isolated (E.Z.N.A. plasmid mini kit, Omega Bio-tek), and DNA inserts were sequence-verified (ACGT Inc.). Plasmids were prepared using polyethylene glycol–based extraction (Bio-tek), and DNA inserts were sequence-verified (ACGT Inc.).

**Mammalian cell culture**

Human embryonic kidney (HEK) 293FT cells were cultured in complete Dulbecco’s modified Eagle’s medium (DMEM) containing 1% DMEM powder (Gibco, #31600091), 0.35% (w/v) glucose (Sigma-Aldrich, #50-99-7), 0.37% (w/v) sodium bicarbonate (Thermo Fisher Scientific, #S233-500), 10% heat-inactivated fetal bovine serum (Gibco, #16140071), 4 mM l-glutamine (Gibco, #25030081), and penicillin (100 U ml⁻¹) and streptomycin (100 µg ml⁻¹) (Gibco, #15140122) in tissue culture–treated 10-cm dishes (Corning, #150001672) at 37°C in 5% CO₂. To passage, medium was aspirated, and cells were washed in phosphate-buffered saline (PBS), incubated in trypsin-EDTA (Gibco, #25300054; 37°C, 5 min), detached by tapping the dish, and resuspended in fresh medium and plated. This cell line tested negative for Mycoplasma using the MycoAlert Mycoplasma Detection Kit (Lonza, #LT07-318).

**Flow cytometry data analysis**

Flow cytometry data were analyzed using FlowJo software (FlowJo, LLC) to gate on single-cell (FSC-A versus FSC-H) and live (FSC-A versus SSC-A) bases, compensated using compensation control samples, and gated as transfection-positive (fig. S1A). The mean reporter signal in mean fluorescence intensity (MFI) was obtained for each sample. Ultra Rainbow Calibration Particles (Spherotech, #URCP-100-2H) were run in each flow cytometry experiment. Beads were gated on an FSC-A versus FSC-H basis, the nine bead subpopulations of varying intensities were identified, and the MFI for each subpopulation in the FITC channel and PE–Texas Red channel was obtained. These values in combination with manufacturer-supplied...
MEFL and MEPTR values for each subpopulation were used to fit a regression line with y intercept equal to zero. The mean and SEM for the three biological replicates were calculated. Autofluorescence background signal was subtracted using samples transfected with the transfection control marker, and error was propagated. MFI values were converted to MEFL or MEPTR using the slope of the regression line, and error was propagated. Histograms in supplementary figures represent reporter signal in MFI.

Western blotting
HEK293FT cells were plated in six-well plates (6 x 10⁵ cells in 2 ml of DMEM per well). After the cells had adhered, cells were transfected using the calcium phosphate protocol with 400 μl of transfection mix per well. Each mix included 1.6 x 10¹⁹ copies per TF plasmid (pM516, pM554, or both; equivalent to 4 x 10¹⁷ copies per 0.5 ml in 24-well plates in functional assays), pM451 transfection control, and pPD005 empty vector to maintain a consistent total mass of DNA per well. At 1.5 days after transfection, expression of EBFP2 transfection control was confirmed by fluorescence microscopy. Medium was aspirated, and cells were washed with cold PBS, lysed with radioimmunoprecipitation assay buffer [500 μl; 150 mM NaCl, 50 mM tris-HCl (pH 8), 1% Triton X-100, 0.5% sodium deoxycholate, and 0.1% SDS] containing protease inhibitor cocktail (Pierce/Thermo Fisher Scientific, #A32953), scraped from plate and pipetted into Eppendorf tubes, and incubated on ice for 30 min. Lysate was clarified by centrifugation (14,000g, 20 min, 4°C), and supernatant was collected in new tubes. A bicinchoninic acid assay (Pierce/Thermo Fisher Scientific, #23225) was performed in a 96-well plate (Thermo Fisher Scientific, #655906) using a microplate reader (BioTek Synergy H1), and protein concentrations were estimated based on a standard curve.

Each sample (5 μg of protein) was reduced in Laemmli buffer [final concentration, 60 mM tris-HCl (pH 6.8), 10% glycerol, 2% SDS, 100 mM dithiothreitol, and 0.01% bromophenol blue] at 70°C for 10 min, and then loaded onto 4 to 15% Mini-PROTEAN TGX precast gels (Bio-Rad, #4561086) and run (50 V for 10 min, then 100 V for 60 min). Wet transfer was performed onto Immuno-Blot PVDF membranes (Bio-Rad) at 100 V for 45 min. Protein transfer was confirmed by Ponceau S staining, and membranes were kept in tris-buffered saline (TBS; 50 mM tris, 138 mM NaCl, 2.7 mM KCl, and HCl to pH 8) until the blocking step. The following procedures for 3x-FLAG tag staining and hemagglutinin (HA) tag staining were conducted with the incubation steps on a rocker at room temperature. In the procedure for the 3x-FLAG tag, the membrane was blocked with 3% milk in TBS for 30 min, washed once with TBS for 5 min, incubated with primary antibody (mouse anti-FLAG M2, Sigma-Aldrich, #F1804; diluted 1:1000 in 3% milk in TBS) for 60 min, washed once with TBS for 5 min, washed twice with TBS containing 0.05% Tween [TBST (pH 8)] for 5 min each, incubated with secondary antibody [horseradish peroxidase (HRP)–anti-mouse immunoglobulin G (IgG), Cell Signaling Technology (CST), #7076; diluted 1:3000 in 5% milk in TBST (pH 7.6)] for 60 min, washed three times with TBST (pH 7.6) for 5 min each, incubated with secondary antibody [HRP–anti-rabbit IgG, CST, #7041; diluted 1:3000 in 5% milk in TBST (pH 7.6)] for 60 min, and washed three times with TBST (pH 7.6) for 5 min each. The two membranes were incubated with Clarity Western ECL Substrate (Bio-Rad, #1705061) for 5 min and exposed to film, which was developed and scanned. Images were cropped, but no other image processing was performed.

Nomenclature
Genetic programs for digital functions are depicted using genetic diagrams and electronic diagrams. The former represents each promoter, protein, and regulatory interaction, and the latter represents the logic underlying these interactions. Genes are named by their protein domains in order from N terminus to C terminus. Domains are generally connected by flexible linkers comprising glycine and serine. Several abbreviations are used: ZFa is an AD-ZF for any choice of AD and ZF; similarly, RaZFa is an AD-FRB and FKBP-ZF, and ABA-ZFa is an AD-PYL1 and ABI1-ZF. DsRed refers to wild-type DsRed-Express2, and DsDed is an DsRed-Express2 R95K mutant. We use a streamlined nomenclature that differs from that used in the original COMET report (13), in that inhibitors do not use ZFi notation: ZFi is now termed ZF1, and DsRed-ZFi is now termed DsRed-ZF. The constitutive promoters used are cytomegalovirus (CMV) and EF1α. The inducible promoters used are COMET promoters, which are named as “[ZF domain][x[number of binding sites]-[binding site arrangement].” For example, ZF1x6-C has six compact sites for ZF1. There are two nonstandard cases: ZF1/2x6-C has six compact overlapping sites for ZF1 and ZF2 (up to six sites occupied, and up to six per ZF), and (ZF2/ZF6)x3 has six compact sites alternating between ZF2 and ZF6 (up to six sites occupied, and up to three per ZF). We note that some of the variation observed in the magnitude of readout signal across different circuits might be due to inherent properties of their topologies. One way to adjust the magnitude without having to examine alternative topologies would be to vary the number of TF binding sites in the promoter of the output gene, as investigated in the COMET study (13).

Statistical analysis
Each sensor in Fig. 4 (A and B) was assessed using a one-tailed Welch’s unpaired t test, with the null hypothesis that reporter signal was equal with and without ligand treatment. Figure 4 (D and E) used a three-factor analysis of variance (ANOVA) and Tukey’s honest significant difference (HSD) test, with the null hypothesis that reporter signal was equal across the two input types, four topologies, and four input combinations. Effects were considered significant if P < 0.05, and additionally for the HSD test if the comparisons had an adjusted P < 0.05.

Parameterization
Some parameter values are from the COMET study, and others are newly estimated or fitted (table S2).

Ultrasensitivity
Ultrasensitivity is a type of nonlinear signal processing in which a small change in an input produces a large change in an output. We demonstrate how this property can be achieved with engineered motifs such as a double inhibition cascade (Fig. 1K), activation thresholded by an inhibitor (Fig. 3B), and reconstitutable activation (Fig. 3C). The ultrasensitivity of experimental and simulated dose responses is quantified using the Hill coefficient n from a modified Hill equation, in which x is the input dose (nanograms of plasmid
or gene copies), \( y \) is the reporter signal, \( y_0 \) is the reporter signal for zero input, and \( a \) and \( b \) are other fitted parameters. Standard ZFa dose responses are characterized by \( n = 1 \). Ultrasensitive responses are those for which \( n > 1 \).

\[
y(\tau) = y_0 + \frac{a \cdot x^n}{(1 + b \cdot x^n)^n + x^n}
\]

**Goodness of fit**

The \( Q^2 \) metric was calculated analogously to the coefficient of determination (\( R^2 \)), but for a set of simulated and experimental outcomes. Maximal predictive capacity results in a \( Q^2 \) value of 1, and lower predictive capacity results in lower values (70).

**SUPPLEMENTARY MATERIALS**

Supplementary material for this article is available at http://advances.sciencemag.org/cgi/content/full/7/8/eabe9375/DC1
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