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Abstract: Disaster-related social media data often consist of several themes, and each theme allows people to understand and communicate from a certain perspective. It is necessary to take into consideration the dynamics of thematic emphases on social media in order to understand the nature of such data and to use them appropriately. This paper proposes a framework to analyze the temporal, spatial, and socioeconomic disparities in thematic emphases on social media during Typhoon Mangkhut. First, the themes were identified through a latent Dirichlet allocation model during Typhoon Mangkhut. Then, we adopted a quantitative method of indexing the themes to represent the dynamics of the thematic emphases. Spearman correlation analyses between the index and eight socioeconomic variables were conducted to identify the socioeconomic disparities in thematic emphases. The main research findings are revealing. From the perspective of time evolution, Theme 1 (general response) and Theme 2 (urban transportation) hold the principal position throughout the disaster. In the early hours of the disaster, Theme 3 (typhoon status and impact) was the most popular theme, but its popularity fell sharply soon after. From the perspective of spatial distribution, people in severely affected areas were more concerned about urban transportation (Theme 2), while people in moderately affected areas were more concerned about typhoon status and impact (Theme 3) and animals and humorous news (Theme 4). The results of the correlation analyses show that there are differences in thematic emphases across disparate socioeconomic groups. Women preferred to post about typhoon status and impact (Theme 3) and animals and humorous news (Theme 4), while people with higher income paid less attention to these two themes during Typhoon Mangkhut. These findings can help government agencies and other stakeholders address public needs effectively and accurately in disaster responses.
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1. Introduction

Social media platforms such as Twitter can collect data in a timely and extensive manner, improve situational awareness during disasters, and provide the public with a reliable communication channel when traditional communication methods fail [1]. The information on social media is updated in a highly timely manner, and the networked communication structure of social media platforms can quickly convey disaster situational information to a large audience [2]. Effective analysis, utilization, intervention, and guidance of information diffusion via social media have become important means for improving scientific decision making in emergencies. Access to timely and accurate information is essential to make real-time decisions and to take immediate actions [3]. As a result, social media has emerged as an option in the response to disaster incidents and received extensive attention.
Narratives regarding a disaster often consist of several themes or topics, and each theme or topic allows people to understand and communicate from a certain perspective [4]. Theme evolution can be detected in different stages of a disaster in order to understand the users’ concerns of social media at different stages of a crisis [4–6].

However, social media behaviors are known to vary across socioeconomic groups. For example, well-educated people are more inclined to use social media [7]. This prompts the question of whether there are socioeconomic differences in thematic emphases on social media during natural disasters. These thematic differences among disparate groups of the population could lead to biased conclusions if the analysis is not carefully done. Thus, analyzing the temporal and spatial distribution of thematic emphases and their socioeconomic differences among disparate groups of the population is important. These types of studies can help disaster managers customize communication content to fit public needs and maximize the positive communication effects.

The paper aims to examine socioeconomic differences of thematic emphases on social media in disaster using the case of Typhoon Mangkhut. These findings can help government agencies and other stakeholders address public needs effectively and accurately in disaster responses. In this study, we seek to answer three research questions:

• RQ1: What major themes appear in Sina Weibo texts during a typhoon disaster?
• RQ2: What is the temporal and spatial distribution of themes?
• RQ3: Are there any differences in thematic emphases across disparate socioeconomic groups?

We hypothesize that there are socioeconomic disparities of thematic emphases among disparate groups of the population. We employ a research framework based on the latent Dirichlet allocation (LDA) model and statistical analysis, which enable us to analyze the evolution and spatial distribution of each theme and generate an index, i.e., the proportion of each theme. Spearman correlation analyses between the index and the social variables during the disaster are conducted to identify the main social factors affecting the thematic emphases of Sina Weibo users.

2. Literature Review

2.1. Content Analysis on Social Media in Disaster Management

The era of big data and analytics opens up new possibilities for disaster management [8,9] in which the main source of big data is social media. When a disaster occurs, social media users usually generate massive amounts of data on social media such as Sina Weibo, Facebook, and Twitter. These social media data with temporal and spatial attributes have become an important means of understanding public behavior [10]. Managers and researchers can analyze social media data for disaster detection [11,12], situational awareness [13], risk communication [14–18], intelligent decision-making [13], emergency response to public opinions [19,20], and post-disaster damage assessment [21–25].

Social media data are multi-dimensional. Four types of data (i.e., space, time, content, and network) have been given particular attention, as useful information can be discovered from such data and in turn allows people to gain situational awareness and improve disaster response [26]. The amount of content that gets posted on various social media platforms provides a large volume of information that can be used for analytics at various levels [27]. For example, the LDA model for semantic information extraction with spatial and temporal analysis for hot spot detection is used to assess the footprint of and the damage caused by natural disasters [28]. Content analysis is used to track high-frequency foods/beverages mentions during four hurricanes for quantifying dietary patterns on Twitter [29]. Purohit, et al. [30] presented machine-learning methods to automatically identify and match social media needs and offers to substantially accelerate emergency relief efforts. Twitter data including those with the hashtag #4645Boricuas were collected to explore emergent themes within the hashtag [31].

Some studies analyze public opinions on social media from the perspective of theme evolution. Fan et al. [5] proposed a system analytics framework based on social sensing...
and text mining to detect theme evolution associated with the performance of infrastructure systems in disaster. Zhao et al. [6] attempted to understand social media publics’ changing concerns by analyzing whether and how the publics share messages of different themes and forms in different stages of a crisis. Based on a four-stage model of disaster, Xu et al. [4] found different themes on Twitter in different disaster stages using the case of Hurricane Irma.

2.2. Disparities in Social Media

There are social-geographical disparities in the use of social media. These disparities may cause bias and discrepancies in interpreting social media data, and so many academics and practitioners have warned against the naive usage of the data [32]. Tweet density is supposedly dependent on the percentage of well-educated people with an advanced degree and a good salary who work in the areas of management, business, science, and arts [7]. Jiang et al. [33] not only identified how the demographic and socioeconomic factors relate to the number of Twitter users, but they also measured and mapped out how the influence of these factors vary across counties.

Existing research also confirms that social-geographical disparities of social media exist during the three phases of emergency management (preparedness, response, and recovery). Communities that are, for example, closer to a wildfire location and had a younger population, higher population density, and higher situational awareness tend to produce more useful information on social media sites [34]. Communities with higher disaster-related Twitter use are generally better off in social and geographical conditions [35]. Physically vulnerable communities have more intense social responses while socially vulnerable groups are digitally left behind in pre-disaster social responses to Hurricane Sandy [36].

Yuan et al. [37] found that White groups act more actively than the Black groups in talking about a hurricane event, and the female-affected citizens are less active than the male-affected citizens on social media during Hurricane Florence. Vulnerable populations use social media less in a disaster. Sociodemographic vulnerability factors reflect more the activity on Twitter during a crisis than infrastructural damage does, and sociodemographic factors negatively influence Twitter activity, which is further amplified in a crisis [38]. Significant associations between social media use and socioeconomic factors, households in rural areas, lower-income groups, and racial minorities are more likely to report greater inaccuracies in social media information [39]. Significant positive correlations are found between Twitter use density and resilience indicators, confirming that communities with higher resilience capacity or those characterized by better social–environmental conditions tend to have higher Twitter use [40].

It is important to note the uneven distribution of social media use in disaster management. Such disparities could have a serious impact on emergency management and disaster resilience [35]. The findings of disparities in social media use can inform emergency managers and public officials to effectively use social media data for resource allocation, action prioritization [41], and public opinion response.

3. Materials and Methods

3.1. Typhoon Mangkhut as a Case Study

Typhoon Mangkhut was the strongest typhoon in the Northwest Pacific in 2018. It made landfall in northern Philippines and then Guangdong, China and caused huge surges as high as 6 m. It also triggered a record storm surge of 2.35 m in Hong Kong, China. Typhoon Mangkhut was reported to affect 7.1 million people; when it landed, the maximum wind force in the center was over grade 17 in the Philippines and China and caused 133 deaths. A total of 900,000 hectares of crops were damaged [42]. Due to the severe impact of Typhoon Mangkhut on Philippines and southern China, it has now been delisted by the Typhoon Committee. Therefore, we chose Typhoon Mangkhut as the case study to analyze thematic emphases of natural disaster events on the social media platform Sina Weibo.
At 20:00 on 7 September 2018, Typhon Mangkhut generated on the surface of the Pacific Northwest Ocean and landed on the coast of Guangdong Province, China, at around 17:00 on 16 September. Typhoon Mangkhut was officially announced as dissipated at 20:00 on 17 September.

In mainland China, Typhoon Mangkhut affected Guangdong, Guangxi, Hainan, Fujian, Guizhou, Yunnan, Hunan provinces, among which Guangdong and Guangxi provinces were seriously affected areas. We selected these 7 provinces in mainland China as the study area. Posts of Sina Weibo users in these provincial-level administrative regions were used to identify the temporal and spatial distribution of thematic emphases and in order for us to analyze the socioeconomic differences.

3.2. Sina Weibo Data

In the case study, we chose Sina Weibo as the data source. Sina Weibo is one of the largest social media platforms in China and is a Chinese equivalent to Twitter. According to the 2020 Weibo User Development Report, Sina Weibo has 511 million monthly active users in the month of September 2020.

We crawled data from the time that the typhoon center landed in Guangdong Province, China (5:00 p.m. on 16 September 2018) to the time that Typhoon Mangkhut dissipated (at 8:00 p.m. on 17 September). The time window was divided into one-hour intervals so that we can prepare for the evolution of themes. In terms of spatial areas, since Sina Weibo is basically used in mainland China, 7 disaster-affected provinces in mainland China were selected as research objects, excluding Hong Kong, Macao, and Taiwan.

The data were collected by a comprehensive strategy of keywords and locations, using the advanced search function of Sina Weibo. Sina Weibo’s advanced search function allows users to search for posts by time, location, and keyword. The search keyword we set was the phrase “tai feng shan zhu” (“台风山竹”), while the geographical location was limited to 7 disaster-affected provinces in mainland China, and the crawling interval was set to every hour. In this way, we retrieved posts about Typhoon Mangkhut from Sina Weibo users in 7 disaster-affected provinces per hour. The crawler was written in Python language. The crawled content included: user ID, publishing time, the content, the URL, and provincial administrative area.

The users of Sina Weibo include individuals and governments, companies, media, and other organizations. Since this paper focuses on public concerns, we further distinguished individual’s posts from those of organizations. Individual authentication accounts on Sina Weibo are marked in the orange logo, and non-individual users (institutions, enterprises, media, etc.) are marked in the blue logo. We observed that many ordinary individuals are usually not authenticated. In this way, we regarded users with either the orange logo or no authentication as individual users. We crawled the user’s personal information and selected those whose certified type is personal authentication or no authentication. Subsequently, duplications and irrelevant information were removed through information cleansing. After information cleansing on Sina Weibo data, a total of 19,807 Sina Weibo posts were obtained for our analysis in this article, involving 17,394 individual users.

3.3. Socioeconomic Data

In addition to Sina Weibo data, we collected 8 socioeconomic variables (Table 1). The selection of these variables was based on three reasons. Firstly, these variables represented the socioeconomic condition of a region; thus, they can be used to test the hypothesis that there are socioeconomic disparities of thematic emphases among disparate groups of the population. In Table 1, the variables DependencyRatio and PctYoung express the proportion of young people in the region from different angles; the variable Education expresses the education level of the people; the variables Income and Mobilephone express the wealth of the region; the variable Unemploy expresses the unemployment rate; the variable FemaleRatio expresses the proportion of women; and the variable PopDensity expresses the population density. The socioeconomic data came from the official website...
of the China Statistics Bureau (see http://www.stats.gov.cn/ (accessed on June 7, 2020)). Secondly, as related to disaster resilience, the same or similar set of 7 socioeconomic variables (except female ratio) were selected in two previous studies, i.e., [26,27], so the results can be compared to previous studies. The reason why we did not choose the same variables is that due to different national conditions, some variables were more difficult to find with the corresponding data in mainland China, and so we used similar variables instead. Thirdly, we added a female ratio to this study to identify gender differences in thematic emphases.

| Table 1. List of socioeconomic variables. |
|-------------------------------------------|
| **Abbreviation** | **Variable** | **Formula of the Variable** |
| Dependency Ratio | Total dependency ratio, 2018 | \( \text{Dependency Ratio} = \frac{P_{0-14} + P_{65+}}{P_{15-64}} \times 100\% \) |
| Education | \% population with a bachelor or a higher degree, 2018 | Proportion of population with bachelor degree and above |
| Income | Disposable income per capita, 2018 | Residents’ disposable income refers to the sum of residents’ final consumption expenditure and savings. |
| Mobilephone | \% mobile Internet users, 2018 | The ratio of the number of mobile Internet users to the number of households |
| Unemploy | \% unemployed workforce, 2018 | Ratio of registered unemployed persons in urban areas to employed persons in urban units |
| FemaleRatio | Female ratio, 2018 | Ratio of female population to population |
| PctYoung | \% population 15 to 29 years old, 2010 | Percentage of population aged 15–29 years population per square kilometer |
| PopDensity | Population density, 2018 | |

The total dependency ratio, disposable income, unemployment rate, and other related variables in Table 1 are all defined according to official national statistics. \( P_{0-14} \) is the population of children aged 0–14 years; \( P_{65+} \) is the population of elderly people aged 65 and over; and \( P_{15-64} \) is the population of working-age people aged 15–64 years.

From a socioeconomic perspective, the percentage of the population with a bachelor or a higher degree, the disposable income per capita, and percentage of mobile Internet users are common indicators of high socioeconomic conditions. The percentage of young population and population density are considered positive indicators of community resilience [27], while the total dependency ratio and the percentage of the unemployed workforce are considered negative indicators of community resilience. The female ratio is an important indicator reflecting the gender ratio, which we used to identify the gender differences in thematic emphasis.

3.4. Research Design

To extract useful information and common indexes to represent the spatiotemporal and socioeconomic patterns of social media activities during meteorological disasters, we adopted a research framework that combines data preparation, theme mining, and data analyses based on LDA model and statistical analysis (Figure 1). Taking Sina Weibo as the data source, the LDA model was first used to extract themes of Sina Weibo posts. Next, we discovered and explained the evolution and spatial distribution of themes. We used statistical analysis to identify thematic differences between severely affected areas and general affected areas. Then, we analyzed the socioeconomic disparities in themes in conjunction with socioeconomic data. On this basis, we can provide recommendations of meteorological disaster management for government departments and other stakeholders.

After crawling and obtaining Sina Weibo big data relating to Typhoon Mangkhut, we extracted Chinese vocabulary to remove URLs, numbers, and special characters, and we then performed word segmentation and removed stop words. The current Chinese popular stop words lists are the Chinese stop words list, Sichuan University’s stop words list, Harbin Institute of Technology’s stop words list, and Baidu’s stop words list. We used the summary and deduplication versions on GitHub. Some words such as typhoon and
Mangkhut were considered not useful for the thematic analysis of this study, and so these words were also added to the stop word library.

We then used the LDA model to extract themes of Sina Weibo posts. LDA [43] is the most common method for topic modeling, which is a type of probability model for discovering the abstract “themes” that occur in a collection of documents [44]. Traditional analysis methods, such as content analysis, require people to manually label themes, which is unrealistic for social media big data. Using LDA for topic modeling can automatically uncovering basic themes from a large amount of unstructured text data or big data. Relying on the LDA method, we can quickly discover themes (i.e., areas of public concern during disasters) from a large number of documents (i.e., Sina Weibo posts). LDA treats each document as a mixture of topics and each topic as a mixture of words. The document topic probabilities of an LDA model are the probabilities of observing each topic in each document used to fit the LDA model [31]. We chose the best topic model to identify themes of disaster-related Sina Weibo posts.

LDA has an excellent implementation in Python’s Gensim package. We wrote a Python program to identify the topics in Sina Weibo posts by calling related functions in the Gensim package. The pyLDAvis package based on Gensim is a good tool for LDA model visualization. A Python program was written to call the pyLDAvis package to visualize the themes.

A proportion of the theme (Formula (1)) was used as an indicator of spatiotemporal and socioeconomic disparities analysis. A proportion of the theme instead of the number of posts for the theme was selected for analysis because there are differences in the number of posts per hour, and the number of posts in peak hours is quite different from the posts in valley times. Therefore, in order to accurately measure themes people were concerned about, we chose the proportion of the theme as the analysis indicator. According to the document–topic probability matrix of the LDA model, the Sina Weibo posts were classified into themes, and each post was assigned to the theme with the highest probability.

\[
\text{Proportion of the theme} = \frac{\text{number of posts belong to the theme}}{\text{number of disaster related posts}}
\]

(1)

The time evolution of themes was used to analyze the change of themes over time. After assigning themes to each post, we calculated the proportion of each theme per hour. Then, a proportion–time evolution chart was obtained, and changes of themes over time were identified.

Figure 1. The research framework.
We also used the proportion of the theme to observe the spatial distribution of themes. Since we crawled the geographic location of each post when we crawled the Weibo data, we can use the posts to establish a mapping between geographic location (province) and each theme. Finally, we obtained the spatial distribution of each theme. In order to identify differences in thematic emphases between severely affected areas and moderately affected areas, we used independent-samples t-test to identify whether there are significant differences in thematic emphases between severely affected areas and moderately affected areas.

Finally, to test whether socioeconomic disparities in disaster-related Sina Weibo thematic emphases exist across different groups in disaster-affected areas, we computed the Spearman correlations between the proportion of each theme and the 8 socioeconomic variables (Table 1) to identify socioeconomic disparities in thematic emphases.

4. Results
4.1. Major Themes Appear in Sina Weibo Texts

The LDA model [43] is used to train the microblog text corpus and identify the themes of the microblog text. The LDA model is a technique for taking some unstructured texts and automatically extracting its common topics.

We used quantitative and qualitative approach to choosing the best topic model, containing two quantitative indicators, perplexity and topic coherence. Perplexity means that for an article, we are not sure how it belongs to a certain topic. The lower the perplexity, the better the model. Surprisingly, perplexity does not always agree with human opinion about the quality of the model [45]. Topic coherence is another indicator used for choosing the best topic model; it measures how often the topic words appear together in the corpus [46]. The higher the coherence, the better the model.

Therefore, we used two steps to determine the optimal topic model. First, we calculated the perplexity values and coherence values, determined the corresponding extreme value, and produced an indication of the appropriate range of topics’ numbers. Second, a visual display of the degree of separation between different themes was produced in the form of a visual map (produced with LDAvis), so that the number of topics with the best degree of separation is selected as the optimal number of topics (Figure 2). The resulting topic model is shown in Figure 3. English translation of the labels in Chinese in Figure 3 is shown in Table 2.

On the left, four themes were plotted as circles, whose meanings are shown in Table 3. The circle’s centers are defined by the computed distance between themes. LDAvis [47] uses multi-dimensional analysis to extract the principal components as two dimensions and to distribute the topics to these two dimensions. The distance between the themes expresses the proximity between the themes. It can be seen that the distinction between the four themes is very good. The prevalence of each theme is indicated by the circle’s area. As can be seen from Figure 3, Theme 1 appears most frequently. On the right, one bar shows the overall term frequency (in bluish gray).

Figure 2. Perplexity and coherence.
Figure 3. The resulting topic model (produced with LDAvis).

Table 2. English translation of the labels in Chinese in Figure 3.

| Chinese Term | English Term | Chinese Term | English Term | Chinese Term | English Term |
|--------------|--------------|--------------|--------------|--------------|--------------|
| 视频         | video        | 好好         | good         | 哈哈哈       | ha-ha        |
| 希望         | hope         | 中心         | center       | 减弱        | weaken       |
| 过后         | after        | 吃           | eat          | 风力        | wind force   |
| 拍           | take         | 可怜         | pathetic     | 这是        | this is      |
| 秒           | second       | 中央气象台   | Meteorological Observatory | 搞笑       | humorous     |
| 登陆         | landing      | 舔           | lick         | 上班        | work         |
| 影响         | influence    | 预警         | warning      | 大树        | big tree     |
| 心疼         | distressed   | 死亡         | death        | 想          | want         |
| 真的         | really       | 号           | number       | 清理        | clean        |
| 动物         | animal       | 来袭         | hit          | 停运        | suspension of traffic |

Table 3. Keywords of each theme.

| No.   | Name of Theme         | Keywords of Theme                                                                 |
|-------|-----------------------|----------------------------------------------------------------------------------|
| Theme 1 | General response | eat, want, work, ha-ha, feel, holiday, home, experience, hope, life, first time tree, clean up, ravaged, chaos, influence, bring, traffic police, community landing, impact, center, wind force, warning, weakening, release, expected, weather, out of service, suspension of traffic, suspension of school, flights |
| Theme 2 | Urban transportation |                                                                                   |
| Theme 3 | Typhoon status and impact |                                                                                   |
| Theme 4 | Animals and humorous news |                                                                                   |
We chose words with a higher description value for the theme to be keywords that can better describe the content of the theme. After screening, the keywords of each theme were confirmed, and these are shown in Table 3. During the typhoon disaster, there were four themes that Sina Weibo users paid attention to: general response, urban transportation, typhoon status and impact, and animals and humorous news. Theme 1 describes the general response of Sina Weibo users during the typhoon disaster, and it is the most frequent. Compared with Hurricane Laura, the impact of Typhoon Mangkhut is not so severe. Because of timely weather forecasts, people were able to remain at home and could be prepared for traffic inconveniences and power outages. Theme 1 reflects the general response to Typhoon Mangkhut and psychological reflections. Looking at some Sina Weibo posts, we can even find that some users expressed the joy of not having to go to work and the excitement of some Sina Weibo users who experienced a typhoon for the first time. Although it is inconvenient for the public to go out due to the typhoon, the public was able to stock up on food in advance because of the timely warning. Through the analysis of the posts about food, it was found that the public mainly mentioned about cooking and eating at home during the typhoon. There are some complaints about the inconvenience, but there was no panic expressed about food. Although emotion analysis is not our emphasis in this paper, emotion expressions remained only at a general level as captured in Theme 1. Theme 2 describes urban transportation. The typhoon disaster greatly damaged urban transportation, which affected people’s basic work and life; from this, it can be seen that urban transportation is another theme people cared about most. Theme 3 concerns the news release of the typhoon, mainly about meteorological information, warning information, disruption of traffic, and suspension of school, while Theme 4 concerns animals and humorous news. Related Sina Weibo posts reflect the distress of small animals such as cats and dogs during the typhoon, and the joy in humorous news about the typhoon. This is also related to the less serious consequences caused by Typhoon Mangkhut in mainland China. The data we used were dated from the point when the typhoon landed. Certain activities such as evacuation had occurred before the typhoon made its landfall. We believe that if we crawled Sina Weibo posts before the typhoon landed, there should be an evacuation theme.

4.2. Analysis on the Evolution of the Themes

Here, we explain the evolution of the theme over time through the proportion of the theme (Formula 1) in different time windows. According to the document topic probabilities of the LDA model, the probabilities that each post belongs to each theme were first obtained. Then each Sina Weibo post was classified into the theme with the highest probability. The change of the proportion of posts that belongs to each theme with time was analyzed to obtain a theme-time evolution map.

The Sina Weibo posts were divided into different time intervals (per hour), and the prevalence of each theme in different time intervals was calculated so that the evolution of each theme can be obtained (Figure 4). In the early hours of the disaster, the main themes in Sina Weibo focused on Theme 1 (general response), Theme 2 (urban transportation), and Theme 3 (typhoon status and impact). This shows that in the early hours of the typhoon disaster, the Sina Weibo users hoped to be able to obtain information and increase their disaster situation awareness. However, the popularity of Theme 3 (i.e., typhoon status and impact) soon fell sharply. After time elapsed for 12 h, which corresponds to 5:00 a.m. the next morning, the attention of Theme 2 (urban transportation) began to pick up quickly. At time = 14, which corresponds to 7:00 a.m. the next morning, Theme 3 (typhoon status and impact) has another small peak. This could be because people wanted to obtain the latest situation awareness information again after getting up in the next morning. Throughout the typhoon disaster, the dominant theme is Theme 1 (general response).
4.3. Analysis on the Spatial Distribution of Themes

To find out what the spatial distribution of thematic emphasis was during the typhoon, we linked each theme with the provinces and calculated the proportion of each theme in each provincial administrative unit (Figure 5). We found that geographically, the distribution of each theme in each province is different. This leads to our further hypotheses on the relationship between the spatial difference and the varying extents in the impact of the typhoon, which is addressed below.

After the typhoon landed, areas at or near the center of the typhoon were seriously affected. For example, urban transportation was greatly damaged. Areas a little away from the center of the typhoon were less affected and received heavy rainfalls. The varying extents in the impact of the typhoon on the public caused differences in the themes on social media.

The seven provinces in mainland China suffered from different disaster levels of Typhoon Mangkhut, among which Guangdong and Guangxi provinces were seriously affected areas. The provincial administrative regions were classified according to the disaster levels. Guangdong and Guangxi were seriously affected areas, and the other five provincial administrative regions were moderately affected areas. An independent-samples t-test was used to analyze the difference in thematic emphases of the two different groups (i.e., seriously affected areas, moderately affected areas). Because of the small number of samples (two samples in seriously affected areas and five in moderately affected areas), we used the proportion of each theme in every hour as samples for the independent-samples t-test. In some periods, such as early morning hours, few or no people posted on Sina Weibo. For example, in the data we crawled, there was only one post from 2:00 a.m. to 3:00 a.m. in Guizhou Province, and the post concerned Theme 2 (urban transportation). Such a case may cause inaccurate data analysis. In order to avoid such disturbing cases, we removed samples with very few posts, but we adopted the data where the number of posts is greater than or equal to 10 in each theme in the analysis, which resulted in variations in the sample size of independent sample tests under different themes.

Different levels of disaster have different impacts on the work and lives of people in disaster areas, which may affect their expression on Sina Weibo. Based on this, the following hypothesis is proposed in this paper:

**Hypothesis:** There are differences in the thematic emphases of Sina Weibo texts between seriously affected areas and moderately affected areas.
We used the data of the four themes to make independent-samples t-tests separately. The results show that there are significant differences in three themes (Themes 2, 3, and 4) between the seriously affected areas and moderately affected areas. Theme 1 (general response) is not significant at the 0.05 level of significance.

The results of the independent-samples t-test are shown in Tables 4 and 5. Group statistics of topic proportion are shown in Table 4. Table 5 shows the independent samples test for Theme 2 (urban transportation). Due to space limitations, independent-samples t-tests for the other three themes remaining are given in Appendix A (Tables A1–A3).

Table 4. Group statistics of thematic proportion.

| Theme                        | Group                          | N   | Mean    | Std. Deviation | Std. Error Mean |
|------------------------------|--------------------------------|-----|---------|----------------|-----------------|
| Urban transportation         | Seriously affected areas       | 45  | 0.345080| 0.0962932      | 0.0143545       |
|                              | Moderately affected areas      | 49  | 0.267166| 0.1154116      | 0.0164874       |
| Typhoon status and impact    | Seriously affected areas       | 40  | 0.150693| 0.0569779      | 0.0090090       |
|                              | Moderately affected areas      | 41  | 0.283218| 0.1230679      | 0.0192200       |
| Animals and humorous news    | Seriously affected areas       | 34  | 0.088122| 0.0322861      | 0.0055370       |
|                              | Moderately affected areas      | 22  | 0.168590| 0.0432491      | 0.0092207       |
Table 5. Independent samples test of thematic proportion (theme 2—urban transportation).

| Hypothesis                      | Levene's Test for Equality of Variances | t-Test for Equality of Means |
|---------------------------------|----------------------------------------|-----------------------------|
|                                 | F          | Sig. | t  | df | Sig. (Two-Tailed) | 95% Confidence Interval of the Difference |
| Equal variances assumed         | 0.014      | 0.906| −3.537 | 92 | 0.001 | −0.121666 | −0.034161 |
| Equal variances not assumed     | −3.564     | 91.190| 92 | 0.001 | −0.121336 | −0.034491 |

From the group statistics, it can be seen that people in severely affected areas are more concerned about Theme 2 (urban transportation). People in moderately affected areas are more concerned about Theme 3 (Typhoon status and impact) and Theme 4 (animals and humorous news). The urban transportation in seriously affected areas was greatly damaged, which greatly disrupted the travel of the local public. Therefore, the public in seriously affected areas was more concerned about Theme 2 (urban transportation).

4.4. Analysis on Socioeconomic Disparities of Thematic Emphases

Correlations between the proportion of each theme and socioeconomic variables were calculated at the province level. Ideally, socioeconomic characteristics of users would be determined at the individual level, but that type of data was not available for obvious reasons [6], so locations were used to link the proportion of themes and the Sina Weibo users.

Since the data were not in a normal distribution, the Spearman correlation coefficient was used for analysis. Spearman correlation analyses between the index (proportion of each theme) and the eight socioeconomic variables were conducted to test the main hypothesis that the groups with different socioeconomic conditions have different thematic emphases in emergency situations (Table 6).

Table 6. Spearman correlations between the proportion of each theme and the eight variables.

| Spearman Correlation | General Response | Urban Transportation | Typhoon Status and Impact | Animals and Humorous News |
|----------------------|------------------|----------------------|---------------------------|---------------------------|
| DependencyRatio      | 0.125            | −0.193               | 0.499 **                  | 0.608 **                  |
| Education            | 0.229 *          | −0.440 **            | 0.084                     | 0.507 **                  |
| Income               | −0.137           | 0.076                | −0.555 **                 | −0.574 **                 |
| Mobilephone          | −0.063           | 0.315 **             | −0.605 **                 | −0.621 **                 |
| Unemploy             | 0.094            | −0.435 **            | 0.417 **                  | 0.564 **                  |
| FemaleRatio          | 0.146            | −0.450 **            | 0.661 **                  | 0.787 **                  |
| PctYoung             | −0.119           | 0.207 *              | −0.496 **                 | −0.608 **                 |
| PopDensity           | −0.258 **        | 0.177                | −0.485 **                 | −0.560 **                 |

*Correlation is significant at the 0.05 level (2-tailed). **Correlation is significant at the 0.01 level (2-tailed).

The percentage of the population with a bachelor or a higher degree was found to be positively correlated with the proportion of Theme 1 (general response). The population density was found to be negatively correlated with the proportion of Theme 1 (general response), but the coefficient is low and the correlation is weak. The percentage of mobile Internet users and percentage of the population 15 to 29 years old were found to be positively correlated with the proportion of Theme 2 (urban transportation). The percentage of the population with a bachelor or a higher degree, percentage of the unemployed workforce, and female ratio were found to be negatively correlated with the proportion of Theme 2 (urban transportation). The total dependency ratio, percentage of the unemployed workforce, and female ratio were found to be positively correlated with the proportion of
 Theme 3 (typhoon status and impact). The disposable income per capita, percentage of mobile Internet users and the percentage of the population 15 to 29 years old were found to be negatively correlated with the proportion of Theme 3 (typhoon status and impact). The total dependency ratio, percentage of the population with a bachelor or a higher degree, percentage of the unemployed workforce, and female ratio were found to be positively correlated with the proportion of Theme 4 (animals and humorous news). The disposable income per capita, percentage of mobile Internet users, and percentage of the population 15 to 29 years old were found to be negatively correlated with the proportion of Theme 4 (animals and humorous news).

Except for some Spearman correlation coefficients in Themes 3 and 4, the values of other correlation coefficients are less than 0.6; this shows that the relationships between the themes (1 and 2) and the socioeconomic variables are weak correlations. The relationships between Theme 3 and the percentage of mobile Internet users and the female ratio are strong correlations. The relationships between Themes 4 and the total dependency ratio, female ratio, percentage of mobile Internet users, and percentage of the population 15 to 29 years old are strong correlations.

The above results reveal how socioeconomic conditions affect disaster-related Sina Weibo thematic emphases during the Typhoon disaster. In addition, the results support the hypothesis that there are differences in thematic emphases across disparate socioeconomic groups. Women preferred to post about Theme 3 (typhoon status and impact) and Theme 4 (animals and humorous news), while people with a higher income paid less attention to these two themes during Typhoon Mangkhut. Young people posted fewer posts related to Theme 4.

5. Discussion
5.1. Principal Results

We found that the distribution of themes during the typhoon disaster varied in the time dimension. From the perspective of time evolution, Theme 1 (general response) and Theme 2 (urban transportation) hold the principal position throughout the disaster. In the early hours of the disaster, Theme 3 (typhoon status and impact) is the most popular theme, but its popularity soon fell sharply after. According to Fink’s (1986) four-stage model of disaster [48], Xu et al. [4] found that themes varied across different stages during Hurricane Irma. Zhao et al. [5] also confirmed that the diversity of major themes was significantly associated with the crisis stages. Our results and these findings can help government agencies and disaster managers address the public needs effectively at various stages in a timely manner.

Geographically, the distribution of each theme in each province is different. Our research confirms that the geographical differences in the themes are mainly caused by the severity of the disaster. In our study, people in moderately affected areas were more concerned about Theme 3 (typhoon status and impact) and Theme 4 (animals and humorous news). Generally speaking, areas close to the disaster site tend to generate more useful information on social media sites [34]. Our research further shows that the themes of public concern are also related to the extent of the disaster.

Social media behaviors are known to vary across socioeconomic groups [7]. Thematic differences among disparate groups of the population could lead to biased conclusions if the analysis is not carefully done. Spearman correlation analyses between the index (proportion of each theme) and the eight socioeconomic variables confirm our hypothesis that there are socioeconomic differences in thematic emphases across disparate groups of the population. Women preferred to post about Theme 3 (typhoon status and impact) and Theme 4 (animals and humorous news), while people with more wealth paid less attention to these two themes during Typhoon Mangkhut. Yuan et al. found that citizens with different demographic characters presented varying emotions and concerns in the same disasters [49]. These understandings of varying sentiments and concerns of different
demographic groups can help crisis response managers design and implement on-target response strategies [37].

These findings provide new insights into the roles of social media that can be used in creating or dismantling the digital divide during disasters and can help government agencies, crisis managers, and other stakeholders to customize communication content to fit public needs and maximize positive communication effects.

5.2. Limitations and Future Research

This paper reveals the temporal, spatial, and socioeconomic patterns in thematic emphases on social media during Typhoon Mangkhut. However, limitations exist in our current work. The dataset of Sina Weibo posts used in this case study was incomplete. This dataset was collected by a Python crawler through the advanced search function on Sina Weibo. Sina Weibo's search limit is to display only 50 pages. We adopted the advanced search function of Sina Weibo, crawling every hour of data in each province, and we thus crawled as much relevant data as possible in this way. Although most of the data can be fully crawled, the data of the popular province during peak hours were still partially missing. However, we believe that the incompleteness of data basically has little effect on our thematic analysis.

The eight socioeconomic factors selected cannot fully explain the differences in thematic emphases related to disasters. Other factors, such as damage caused by disasters or similar experiences in the past, may also affect the focus of Sina Weibo users; this point can be furthered considered in future research.

Due to the existence of digital inequality [50–52], some vulnerable groups may lack representation or fail to speak online. Our research is based on Sina Weibo data, which may not sufficiently reflect the public opinion of these vulnerable groups. How to combine online and offline data to accurately reflect the concerns of the public, especially vulnerable groups, is the direction of further research.

6. Conclusions

This study contributes to identifying temporal, spatial, and socioeconomic dynamics in social media thematic emphases in disaster management through a case study of Typhoon Mangkhut. We found that the distribution of themes during the typhoon disaster varies in time and space. Spearman correlation analyses confirmed that there are socioeconomic differences in thematic emphases across disparate groups of the population. Women prefer to post about Theme 3 (typhoon status and impact) and Theme 4 (animals and humorous news), while socioeconomically well-off people pay less attention to these two themes during Typhoon Mangkhut.

There are important implications of the framework and research findings. First, this research adopts the concept of socioeconomic disparities into thematic analysis and sets a computable quantitative index: the proportion of the theme, enriching and developing the theoretical analyses of thematic analysis and socioeconomic disparities. Second, the proposed research framework can be easily applied to other different disasters. The research results can help policymakers and other stakeholders to identify the unique information needs of different groups and help provide tailor-made information support for disaster preparedness, mitigation, response, and recovery.
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Appendix A

Table A1. Independent samples test of thematic proportion for Theme 1 (general response).

|                     | Levene's Test for Equality of Variances | t-Test for Equality of Means                        |
|---------------------|----------------------------------------|---------------------------------------------------|
|                     | F           | Sig. | t    | df | Sig. (Two-Tailed) | 95% Confidence Interval of the Difference |
| Equal variances assumed | 4.339      | 0.040 | -1.726 | 112 | 0.087          | -0.0716112 - 0.0049264 |
| Equal variances not assumed | -1.802 | 111.780 | 0.074 | -0.0700012 - 0.0033164 |

Table A2. Independent samples test of thematic proportion for Theme 3 (typhoon status and impact).

|                     | Levene's Test for Equality of Variances | t-Test for Equality of Means                        |
|---------------------|----------------------------------------|---------------------------------------------------|
|                     | F           | Sig. | t    | df | Sig. (Two-Tailed) | 95% Confidence Interval of the Difference |
| Equal variances assumed | 27.757    | 0.000 | -6.193 | 79 | 0.000          | -0.1751184 - 0.0899311 |
| Equal variances not assumed | -6.243 | 56.700 | 0.000 | -0.1750352 - 0.0900143 |

Table A3. Independent samples test of thematic proportion for Theme 4 (animals and humorous news).

|                     | Levene's Test for Equality of Variances | t-Test for Equality of Means                        |
|---------------------|----------------------------------------|---------------------------------------------------|
|                     | F           | Sig. | t    | df | Sig. (Two-Tailed) | 95% Confidence Interval of the Difference |
| Equal variances assumed | 3.516    | 0.066 | -7.962 | 54 | 0.000          | -0.1007307 - 0.0602044 |
| Equal variances not assumed | -7.482 | 35.905 | 0.000 | -0.1022827 - 0.0586524 |
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