CLASSIFYING TEXT-BASED EMOTIONS USING LOGISTIC REGRESSION
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Abstract: Emotion detection textual content is getting popular among individuals and business companies to analyze user emotional reaction on the products they use. In this work, emotion detection from textual content is performed by using supervised learning-based Logistic Regression classifier. ISEAR dataset is used to taring the classifier, while testing dataset is used to evaluate the prediction capability of the classifier for emotion classification. The prior works used rule-based techniques, supported by lexical resources. However, limited coverage of emotional clues, was the major issue, which resulted in poor performance of system. The proposed work overcomes this limitation by proposing supervised learning technique using Logistic Regression classifier. The results obtained are encouraging and show that the proposed system performed better than the similar methods.
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1. Introduction: Cognitive computation aims at designing computational models for different mental processes like sentiments, opinions, beliefs, perception and emotions. An emotion reflects status of human mind in terms of joy, fear, sadness, hate, disgust and others [1]. Emotion classification from text faces different challenges like multiple senses of a same word, domain dependency and lack of sufficient lexical resources. Therefore, computational linguistic experts are focusing more in this direction.

Prior studies on emotion detection from text have used lexical resources, which often leads to incorrect classification due to limited coverage of emotion clues [1, 2, 3]. However, we suggest a supervised machine learning approach based on Logistic Regression (LR) with publically available emotion dataset, namely ISEAR [4]. The proposed study works on 5 emotion signals and the classifier is trained on the well annotated emotion dataset. The LR algorithm works on training and testing dataset of emotions. Before, making input to the dataset, some preprocessing steps are applied on the input text. We used different Python libraries for the implantation of the system. Performance evaluation results are encouraging and shows the effectiveness of the proposed system.

Remained of the article is organized as follows: related work is presented in section 2; materials and methods are presented in section 3; results and analysis is shown in section 4; and finally conclusion and future work is shown section 5.

2. Literature Review: Asghar et al. [1] proposed a emotion detection system for emotion detection from social media text using hybrid classification scheme classifiers which classify the emotions detected from text, emojis and slang terms. The system’s performance can be improved by increasing the size of the dataset and further experiments required to be conducted using supervised learning techniques. Shaila and Vadivel [2] proposed a emotion detection system using supervised learning technique. For this purpose, artificial neural network system is designed to isolate +ive and –ive emotion signals from text. Experimental results show that uni-gram and bigram features have played significant role in the emotion detection. Kaewyong et al. [5] proposed lexicon-based technique for analyzing student feedback automatically. More than 1000 student responses were about teachers were collected from students to evaluate the performance of teaching faculty. Different t scores using polarity lexicon. The experimental results have shown the performance improvement of the proposed system over similar methods.

Asghar et al. [3] proposed an emotion detection system from health reviews generated from patient feedback. A rule-based technique is implemented to classify emotion words from text. The system has effectively classified emotion expressed by patients in the input text. However, the system can be enhanced by incorporating emojis and slang terms with supervised learning techniques.
An affective computing technique is proposed by Cambria et al. [6] to detect sentiments and classify emotions from text. The sentiment are classified into +ive, -ive and neutral classes. The emotion recognition module classifies the text into different emotion classes. The system works in sequential and pipeline mode, i.e. firstly sentiment are detected and then the detected sentiments are categorized into different emotion types.

Kollias et al. [7] proposed a deep learning based Convolutional Neural Network model for emotion detection from facial expression in video content. The system has shown promising results when compared with machine learning models and other baseline methods. The system can be enhanced by incorporating more features of human computer interaction and performance of the system can be evaluated better in real life scenario.

Li and Ren [8] developed an emotion recognition system from Chinese text using Ren-CECPs (Corpus). The system gained performance improvement over similar methods and achieved an accuracy of more than 90%. The major limitation of their system is the low coverage of lexical entries, which if extended can improve the system performance.

Davletcharova et al. [9] have worked on the identification of emotions from human speech using speech classification system enriched with different speech features. They used 30 different subjects in the dataset preparation. The results obtained have shown significant improvement w.r.t accuracy over similar methods.

A treebank corpus is used by Socher et al. [10] in their experiments conducted on the classification of user sentiment using recursive deep learning models. The sentiment are analyzed are fine-grained level. The dataset is split into training and testing chunks and an accuracy of more than 80% is achieved, showing improvement over other methods.

3. Material and Methods
The proposed method is based on Logistic Regression (LR), an efficient machine learning technique [11, 12, 13]. In first phase, LR receives data from the ISEAR emotion dataset, and then emotion classification is performed by applying LR classifier.

3.1 Data Acquisition
A public dataset, namely ISEAR [4] is used to conduct the experiments. A partial listing of training and testing datasets are presented in Table 1 and Table 2 respectively.

Table 1 A Sample list of Emotion Training dataset obtained from SEAR Dataset

| Review Text                                                                 | Emotion Type |
|----------------------------------------------------------------------------|--------------|
| When my husband discovered I was having an affair with another man          | Guilt        |
| I was biking with my boyfriend, the sun shining after a long period of bad weather, afterwards we spent the evening and night together. | Joy          |
| Once in a public ladies room, I opened the door of a cubicle that was taken, although it was not locked | Shame        |
| When the relationship with my girlfriend broke up                          | Sadness      |
| Some weeks ago I experienced a day that everything went wrong I broke several things I felt very ashamed for I am not a solvent | Shame        |
| Sleeping alone in a tent, while hearing several noises such as rustling etc, I am afraid that there are people who are up to nothing good | Fear         |
| When I am in an auditorium with people and I ask a silly question so that everyone starts to laugh | Shame        |
| A friend came to tell me that her father invited me to go on holiday with them in Benidorm otherwise I could not afford to go on holiday | Joy          |
Table 2 A Sample list of Emotion Test dataset obtained from SEAR Dataset

| Review Text                                                                 | Emotion Type |
|-----------------------------------------------------------------------------|--------------|
| At an important moment in a volleyball game we made a point and by this we won a set from a much stronger competitor | Joy          |
| I fell down in the bus when it braked suddenly and everybody started looking at me | Shame        |
| My father was very angry with me, and I locked me up in the shower. Then my father knocked his fist through the door, I was scared to death | Fear         |
| When my grandmother died, her life was heavy and her last hours were terrible. | Sadness      |
| When my father (physically handicapped) asks me to do something and I raise several objections. Often I can fix it in few moments | Guilt        |

3.2 Classification of Emotions from Text Using Logistic Regression

The Logistic Regression (LR) classifier is applied to classify emotions from the input text. Diagrammatic representation is shown in Fig. 1 that LR performs emotion classification using supervised machine learning approach [14, 15, 16, 17].

![Fig. 1 Text-based Emotion Classification Using Logistic Regression](image)

Text-based emotions are detected and classified using Logistic Regression (LR) performs by taking training and testing data [18, 19, 20]. Mathematical formulation of LR algorithm (Algorithm 1) is presented as follows:

$$P(\text{Predict}) = \frac{1}{1 + e^{-(a_0 + \sum_{i=1}^{4} B_i X_i)}}$$ (1)

where $a_0$ = intercept(bias), $X_i$ = input vector, and $A_i$ = input coefficient

**Algorithm 1.** Working steps of Logistic Regression classifier

Suppose $X$ denotes Explanatory vector
Suppose $B_{i,j}$ = regression Coefficient associated with $i$th explanatory vector and $j$th emotion type

# jth outcome for jth Observation

$$P(j,i) \leq B_{i,j} \cdot X_j$$

$i = 1$

While ($i \leq 4$)

```
\[ \text{Prob}(\text{emoi}) = \frac{e^{\theta X_i}}{1 + \sum e^{\theta X_i}} \]

Emotion\_category=choose emoi with highest probability

}]

While end

3.3 Dataset Loading
In this phase, dataset is loaded, implementation detail is presented in Fig. 3

![Fig. 3 Dataset Loading](image)

3.4 Loading and Training Logistic Regression Classifier
We load Logistic Regression classifier using python and the implementation detail is given in Fig. 3.

![Fig. 4 Implementation Code of LR Technique](image)

A partial list of dataset listing is given as follows:
4 Analysis of Results: In first experiment, we evaluate the performance of proposed Logistic Regression Classifier using different performance evaluation metrics like precision, recall and f-measure (Fig.5). It is clear that satisfactory results are obtained for the detection of different emotions types.

![Fig. 4 A partial List of ISEAR Dataset](image)

| Classifier       | P    | R    | F    |
|------------------|------|------|------|
| SVC              | 80%  | 78%  | 79%  |
| KNN              | 75%  | 78%  | 76%  |
| XG-Boost         | 67%  | 69%  | 68%  |
| Proposed (Logistic Regression) | 86%  | 84%  | 85%  |

![Fig. 5 Performance evaluation of LR classifier for individual emotions.](image)

In second experiment, we performed comparison of emotion classification results with different classifiers. Results presented in Table 3 show that LR performed better than the other classifiers.

Table 3 Comparison of Results of LR with other classifiers (P: Precision, R:Recall, F:F-score)

Fig. 6 shows that LR performed better than other similar methods for emotion detection from text.
5. Conclusion and Future Work: In this study, Logistic Regression classifier based supervised learning approach is proposed to classify text into different emotions classes. We applied ISEAR dataset in the proposed experimental setup by splitting the dataset into training and testing splits. Preprocessing was applied to clean the text prior to its feeding to the classifier. Five emotion classes were used for text classification into emotions. The proposed system produced promising results when compared with other methods. The main drawback of the system is that it needs further exploration with deep learning models, as such technique are now becoming popular in data science community due their automatic feature engineering.
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