Energy- and charge-state-resolved spectrometry of tin laser-produced plasma using a retarding field energy analyzer
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Abstract
We present a method to obtain the individual charge-state-dependent kinetic-energy distributions of tin ions emanating from a laser-produced plasma from their joint overlapping energy distributions measured by means of a retarding field energy analyzer (RFA). The method of extracting charge state specific parameters from the ion signals is described mathematically, and reinforced with experimental results. The absolute charge-state-resolved ion energy distributions is obtained from ns-pulse Nd:YAG-laser-produced microdroplet tin plasmas in a setting relevant for state-of-the-art extreme ultraviolet nanolithography.

1 Introduction
Laser-produced plasmas (LPP) are a topic of interest for their ability to efficiently produce extreme ultraviolet (EUV) and soft x-ray radiation. In state-of-the-art LPP nanolithography, the production of 13.5 nm EUV light is carried out by a high-repetition-rate tin plasma, driven by a $\sim 10^{10}$ W/cm$^2$, 50 kHz pulsed CO$_2$ laser. Multiply charged tin ions Sn$^{8+}$–Sn$^{14+}$ are responsible for the EUV emission [1]: those ions display overlapping and narrow unresolved transition arrays (UTAs) around 13.5 nm in singly-, doubly- and triply-excited states [2]. Multilayer mirror optics (MLM) are used to collect and guide the EUV radiation emitted by the plasma. A MLM consisting of a series of alternating thin Mo and Si layers gives rise to a $\sim 70\%$ reflection coefficient at 13.5 nm wavelength in a 2% reflection bandwidth [3, 4]. As the hot and dense LPP expands in the source chamber, the mirrors are subject to a gradual reduction of optical properties when fast tin ions and neutral atoms collide with their surfaces. Various processes such as implantation, sputtering and coating are responsible for the degradation of the overall efficiency of the optics. The type of damage is contingent on the kinetic energy and charge of the ions [5].

For this purpose the ion emission characteristics need to be understood, in particular the charge state, the kinetic energy and angular distribution. The quantification of ion emission is key to establish the energy balance of the different channels through which the energy of the LPP is dissipated.

A wide variety of ion diagnostic tools has been used in the literature, e.g., electrostatic probes [6]; charge-integrated Faraday cups (FC) [7, 8]; charge-resolved retarding field analyzers (RFA) [9, 10]; electrostatic analyzers (ESA) [11–15]; and Thompson parabolas (TPS) [16]. Recently, the ARCNL ESA was cross-calibrated with a 4-grid FC, in an effort to produce high-accuracy charge-resolved ion spectra [11]. To study the angular dependence of the ion flow, such a spectrometer is not befitting given its dimensions, weight and particulars of its precise alignment to the plasma. This angular dependence can instead be more elegantly obtained using simple, robust and easy-to-align RFAs. Placing RFA detectors at various angles around the LPP allows for the simultaneous measurement of ion spectra, delivering valuable information on the angular dependence of the charge-energy spectra of the emitted ions. The prime shortcoming of the RFA type of detectors is their limited resolution when compared to the ESA. However, as we will show, the energy resolution obtained from commercially available RFAs (see
Appendix) is sufficient to discriminate all here relevant charge states.

The present survey aims to develop and demonstrate methods to obtain charge-energy resolved spectra from a 4-grid Kimball Physics FC-73 RFA used to diagnose our tin laser-produced plasma. In these plasmas, a plurality of charge states and kinetic energies are produced nearly instantaneously by the impact of the 10-ns-long pulses of a Nd:YAG laser onto a tin microdroplet. The experimental setup is first described. Next, the retarding field analysis approach is expounded and illustrated. Finally, a reconstructed charge-resolved RFA spectrum is presented.

2 Experimental setup

2.1 Laser-produced plasma (LPP)

Our LPP EUV source and auxiliary equipment has been described in detail before [17]. The components most relevant to this work are briefly recalled here, see also Fig. 1. A tin reservoir is mounted on top of a vacuum chamber (10⁻⁷ mbar) and is kept at a constant temperature of 260°C. From the reservoir, a nozzle produces a 22 kHz droplet train of pure, molten tin droplets traveling along the vertical axis of the vacuum chamber. The microdroplets, which have a diameter of 38 μm, first traverse a horizontal light sheet produced from a helium-neon laser. The light scattered off of the Sn droplets is detected by a photo-multiplier tube. The detected signal is frequency down-converted to 10 Hz to enable triggering of the laser system that creates the plasma. This Nd:YAG laser system produces pulses at a wavelength of 1064 nm and a time duration at full-width at half-maximum (FWHM) of approximately 10 ns. The beam is focused to a Gaussian spot (100 μm FWHM) onto the droplets in the center of the chamber. By using a half-wave plate and a thin-film polarizer, the laser pulse energy can be adjusted without affecting the spatial beam profile. In the following, the laser pulse energy was set to 90 mJ.

2.2 The retarding field energy analyzer (RFA)

The RFA is placed at a distance \( d = 445 \) mm from the LPP, at an angle \( \alpha = 41.4° \) with respect to the direction of the incoming laser light, as depicted schematically in Fig. 1. The entrance aperture of the RFA has a 5.0 mm diameter leading to a solid angle of \( \Delta \Omega = 99 \mu \text{sr} \). The FC in which the ion current is collected, is biased to \( U_{\text{bias}} = -30 \) V while the suppression grid is held at \( U_{\text{supp}} = -100 \) V.

The retarding grid bias \( U_{\text{ret}} \) is varied in steps of 20 V between (set) voltages of 10 and 500 V with actual read voltages used in the analysis (and shown in selected traces in Fig. 2) to create a potential barrier to reject ions with an energy \( E < zeU_{\text{ret}} \), with \( z \) the charge state of the incoming Sn⁺ ion. At the maximum voltage the ion current signal in the FC was found to be fully suppressed. In the time traces of

Fig. 1 A tin droplet is converted to plasma using a 1064 nm, 10 ns-long Nd:YAG laser pulse. An RFA is placed at \( d = 445 \) mm from the plasma, at an angle \( \alpha = 41.4° \) with respect to the laser direction. Inside the RFA, the plasma ions traverse four grids: one grounding grid (G), two retarding grids (R) and a suppressor grid (S). The ion current on the FC is amplified by a fast trans-impedance amplifier (G_s). In the bottom panel the corresponding electrostatic potentials are schematically shown (black line). The behaviour of plasma ions, plasma electrons, and secondary electrons is also sketched.

Fig. 2 Typical ion current traces as recorded by the RFA for different values of retarding voltage. Smooth steps appear in the time-of-flight traces as the retarding voltage is increased.
the ion current, the ringing at \( t = 0 \text{s} \) in Fig. 2 is due to pick-up of the main laser’s Q-switch and due to signal accredited to energetic photoelectrons emitted from the Faraday cup. The small noisy feature around 4 \( \mu \text{s} \) is due to pick-up from the shadowgraphy laser system (see Sect. 3) and will lead to tiny high-energy \((\sim 5 - 8 \text{keV})\) features in the later spectra.

Each of the four grids has a geometrical transmission of 83\%, as calculated from the pitch and the wire diameter. Assuming an alignment of the grids where the grids are spaced such that they have minimal geometric overlap but the same orientation, the total transmission may be estimated to be 41\%. This figure was previously found to be consistent with an ion current comparison between the RFA and a grid-less Faraday cup [11].

We convert the RFA time-of-flight (ToF) current traces to a voltage using a trans-impedance amplifier with a gain of 25 kV/A and a bandwidth of 25 MHz. The amplifier consists of two stages. The first, a trans-impedance stage with 5 kV/A gain, is based on a high speed operational amplifier (Texas Instruments OPA847) with a low input current noise of 2.5 pA/\( \sqrt{\text{Hz}} \) and a gain bandwidth product of 3 GHz. This stage is followed by a non-inverting output stage (Texas Instruments OPA691) with tenfold amplification. The output impedance of the amplifier is 50 \( \Omega \), matched to the load of the amplifier, giving rise to the 25 kV/A gain. Due to the fast response of the amplifier, deconvolution of the measured signal from the measurement electronics is not necessary to accurately reflect the ion current impinging upon the collector.

In a previous experiment [11], we confirmed the gain of the trans-impedance amplifier to be equal to its expected value of 25 kV/A. Measured ion transients have a typical duration on the order of several 10 \( \mu \text{s} \). Our amplifier, providing an amplified capacitive readout of the RFA, was designed accordingly to have a fast current ramp-up \((\sim \text{ns})\) and a particularly slow (negative) charge re-flow \((\sim \text{ms})\).

3 Method of data processing

The post-processing of RFA data aims at constructing the charge-resolved ion energy distributions from the ToF current measurements taken at various retarding voltages. First, average ion currents are calculated for each retarding voltage setting. In the experiments presented here, 200 shots are recorded for each retarding voltage value. Outliers, attributable to limited laser-to-droplet alignment accuracy, are removed before averaging. For this purpose, concurrently recorded shadowgraphic images of the tin target are used. The shadowgraphy imaging setup is described in earlier studies (see, e.g. [17, 18]) and enables obtaining the velocity of the plasma-propelled liquid mass. This propulsion velocity is a convenient metric for laser-to-droplet alignment [19]. For each shot, we extract the propulsion speed; in the rest of the analysis we only consider the shots where the propulsion speed is comprised within \( \pm 5\% \) of the most likely propulsion speed. For the presented data, about 75\% of the shots are sufficiently well aligned.

The baseline of the signal is evaluated at late times \((> 100 \mu \text{s})\), and is subtracted from each of the average current transient to correct for any potential drift in the baseline. This baseline subtraction also provides a first-order correction for re-flow current due to the capacitive readout (with the re-flow occurring at \( \sim \text{ms} \) time scale). The ion current is averaged over the small solid angle defined by the FC aperture and its distance to the plasma.

\[
d^2 Q(t) \approx \frac{dQ(t)}{dt} \frac{1}{\Delta \Omega}
\]

We omit the solid angle double differential notation for clarity in the following.

The time domain ion current \( \frac{dQ(t)}{dt} \) is next expressed as the energy domain current \( \frac{dQ(E)}{dE} \), given that the RFA selectively transmits ions based on their charge state and energy \( E \), through

\[
\frac{dQ(E)}{dE} = \frac{dQ(t) \frac{dt}{dE}}{dt}.
\]

For each retardation voltage \( U_{ret} \) applied, we split the ion current traces in the energy domain into energy bins of width \( eU_{ret} \). We assign the index \( n \) to the energy bin spanning \( neU_{ret} \) to \( (n+1)eU_{ret} \), centered at \( E_n = \left(n + \frac{1}{2}\right)eU_{ret} \), containing a charge \( Q_n \)

\[
Q_n(E_n) = \int_{neU_{ret}}^{(n+1)eU_{ret}} \frac{dQ(E)}{dE} dE.
\]

The charge contribution to the discretized ion energy distribution \( \frac{dQ_n(E)}{dE} \) from the \( n\)-th bin is given by

\[
\frac{dQ_n(E_n)}{dE} \approx \frac{Q_n(E_n)}{\Delta E} = \frac{Q_n(E_n)}{eU_{ret}},
\]

with the integration region \( \Delta E = (n+1)eU_{ret} - neU_{ret} = eU_{ret} \). The discretized ion energy distribution is constructed considering data from all scanned \( U_{ret} \) values and is transformed into a continuous function by linear interpolation.

Each bin \( n \) contains contributions from charge states \( z = 1 \) through \( z = n \). Ions in charge state \( z = n+1 \) that pass the retardation grid with its voltage \( U_{ret} \) will end up in bin \( n+1 \) (see Fig. 3). Thus,
The charge state distribution of any ion charge state can thus be obtained iteratively through Eq. (5). The identity Eq. (5) enables to iteratively obtain charge-state-resolved energy distributions \( dQ_z(E)/dE \). Starting with \( z = 1 \), we can take directly \( dQ^{z=1}/dE = dQ_{z=1}(E)/dE \) as it is the only ion charge contributing to bin \( n = 1 \). The energy spectrum of the next charge state \( z = 2 \) is obtained subtracting the now known spectrum of the \( z = 1 \) charge from the \( n = 2 \) bin, et cetera:

\[
\frac{dQ_z(E)}{dE} = \frac{dQ_{n=max}(E)}{dE} - \frac{dQ_{n-1}(E)}{dE}.
\]

The energy spectrum of any ion charge state can thus be obtained from this bottom-up procedure.

Once all of the \( dQ_z(E)/dE \) terms are calculated, the charge-integrated spectrum \( dQ(E)/dE \) is assembled:

\[
\frac{dQ(E)}{dE} = \sum_{z=1}^{n_{max}} \frac{dQ(E)}{dE} = \frac{dQ_{n=max}(E)}{dE}.
\]

Here the maximum ion charge \( z_{max} \) (and with it, the maximum bin number \( n_{max} \)) is introduced to truncate the iterative procedure. Its value should be set to be no larger than the maximum charge state expected to be emitted from the plasma in significant numbers. Setting \( z_{max} \) to a larger value will lead to increased post-processing computational time and the energy distributions of the highest charge-states will in any case be dominated by noise. If the maximum charge state \( z_{max} \) is set right, the charge-integrated spectrum \( dQ/dE \) determined through Eq. (7) will overlap closely with the corresponding charge-energy spectrum measured without any retarding potential applied (or, equivalently, for the lowest value of \( U_{ret} \) applied), transforming the full current via Eq. (2).

### 4 RFA spectrum

Next we apply the method to the case at hand. A maximum charge state of \( z = 7 \) was determined to describe sufficiently well the ion currents for the experiment presented here. Higher charge states are also present in the hot and dense phase of the plasma, as is known from spectroscopy in the extreme ultraviolet range (see e.g. Refs. [2, 20, 21]), where spectroscopic features are assigned to \( \text{Sn}^{14+} \) ions in higher charge states up to \( z = 14 \). However such higher charge states recombine with plasma electrons close to the laser-matter interaction zone, shifting the charge state distribution.
down to produce the Sn$^{+\ast}$ ions in lower charge states as observed here.

Figures 4 and 5 show the cumulative [Eq. (4)] and charge-state-resolved energy distributions [Eq. (6)] of Sn$^{+\ast}$ ions of the current experiment, respectively. In both figures, the gray line corresponds to a charge-integrated, Faraday cup type (FC-like) spectrum calculated from the corresponding time-of-flight trace via Eq. (7). Specifically, the FC-like spectrum is derived from the RFA current measured for the lowest retardation grid voltage of $U_{\text{ret}} = 9$ V. Note that the RFA and FC-like data were thus taken with the same device. As there is no significant contribution to the current trace of energies below $eU_{\text{ret}} = 9$ eV, the FC-like signal closely resembles the total current that would be measured from a regular Faraday cup without any retardation voltage.

In Fig. 5, the dashed gray line indicates the noise level of the FC-like spectrum, evaluated using the standard deviation of the ion current at late times (typically between 100–200 $\mu$s where there are no discernible features in the ToF signal). It can be shown analytically that the noise level scales with $E^{-3/2}$ considering the $dt/dE$ term in Eq. (2) ($dE/dt \sim d(1/r^2)/dt \sim 1/r^3 \sim E^{3/2}$) and assuming white noise in the time-of-flight traces with a time-independent noise amplitude.

The FC-like spectrum exhibits a high-energy peak between 1 and 2 keV. This high-energy peak has recently been attributed to a quasi-spherical expanding shell formed at early times in the plasma expansion into which subsequent hotter plasma is bunched—an effect that is characteristic to temporally Gaussian-shaped laser pulses [22].

In Fig. 5 the charge-integrated spectrum $dQ/dE$ determined through Eq. (7) is found to closely match with the corresponding charge-energy spectrum measured without any retarding potential applied (FC-like), supporting the robustness of the method as well as the choice of the largest considered charge state $z_{\text{max}} = 7$. Ions with higher charge may still be present but at negligible quantities. The individual charge-energy spectra follow trends similar to those seen previously using an electrostatic time-of-flight analyzer [11, 22], with in particular the higher charge states bunching up to form the aforementioned high-energy peak.

5 Conclusion

A method is presented to interpret data obtained from a retarding field analyzer (RFA). The process enables one to obtain the individual charge-state dependent kinetic-energy distributions of tin ions emanating from a laser-produced plasma from their overlapping energy distributions. Our method uses the fact that ions with the same energy but different charge state are selectively filtered out in the time-of-flight current signal by the applied retarding potential, which is scanned to obtain complete energy distributions. The selective filtering enables obtaining the individual charge state energy spectra in an iterative manner. This so-called “bottom-up” approach starts out from identifying the energy intervals where only a single—the lowest—charge state $z = 1$ contributes. Subsequently, the higher charge states ($z = 2, 3, \text{et cetera}$) are step-wise identified.

Applying our method to the obtained data from ns-laser-pulse impact on a tin microdroplet, we find that the individual charge-energy spectra follow trends similar to those seen previously using an electrostatic time-of-flight analyzer, with a characteristic high-energy peak comprising bunched charge states.

The understanding of complete spatial ion emission characteristics is crucial for establishing the momentum and energy balance of the LPP, as well as for designing ion “debris” mitigation schemes in future sources of EUV light for nanolithography. Our bottom-up method will facilitate obtaining angularly resolved charge-energy distributions from RFA measurements, as the robust and compact RFAs can conveniently be arranged around an LPP vacuum vessel.

Appendix: Energy resolution

To assess the energy resolution of an RFA we next analyze the energy-derivative of the $dQ/dE$ traces as obtained from the oscilloscope using Eq. (2). This derivative $dQ^2/dE^2$ exhibits Gaussian peaks originating from the smooth, step-wise increment of contributing charge states to the next bin (cf. Fig. 3) as is clear from Fig. 6.a, where $d^2Q(E)/dE^2$ is shown for a retarding voltage of 106 V. The widths of these Gaussian peaks give access to the experimental resolution of
the RFA under actual operating conditions. Peaks from \( n = 3 \) to \( n = z_{\text{max}} = 7 \) can reliably be fitted with Gaussian functions. The widths are retrieved from the fits, while obvious outliers are removed. Figure 6.b presents the thus obtained widths \( \Delta E \), defined as the FWHM of the Gaussian peaks. As predicted by Sakai et al. [23], we find a constant ratio \( \Delta E/E \) here with a value of approximately 8%. Given the design of the aperture and grids of our RFA, Sakai et al. predict a smaller resolution of 2\% for an idealized 2-grid RFA impinged on by a single-isotope, single-charge state, mono-energetic beam. We attribute the difference between the predicted and experimentally obtained resolution mainly to the presence of a wide range of tin isotopes and charge states, and to effects from the additional grids and their relative alignment.

The energy resolution can also be derived through a separate method which yields a consistent resolution of \( \Delta E/E \approx 9\% \). This method is based on taking the difference between traces obtained from consecutive values of the retarding field \( U_{\text{ret}} \) and \( U_{\text{ret}}' \): \( S_i(E) = dQ_i+1(E)/dE - dQ_i(E)/dE \), where \( i \) stands for the index of the \( U_{\text{ret}} \) increments. \( S_i \) also presents peaks centered at energies that are multiple of \( E_i \), where contributions from the individual charge states manifest. If the retarding voltage increment \( U_{\text{ret}}' - U_{\text{ret}} \) is small with respect to the local value of the resolution \( \Delta E \), the convolution of the step size with the energy resolution provides Gaussian peaks. Fitting those peaks enables recovering energy resolution \( \Delta E(E) \). In Fig. 6b, the widths of the \( S_i \) peaks corresponding to \( z = 2 \) and \( 3 \) are shown to be slightly offset (at \( \sim 20 \text{ eV} \)) from the results from the more detailed first method, as was expected given that \( U_{\text{ret}}' - U_{\text{ret}} = 20 \text{ V} \) in our scans, and to follow a similar slope \( \Delta E/E \) yielding the instrument resolution.
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