Redundant and specific roles of cohesin STAG subunits in chromatin looping and transcriptional control
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Cohesin is a ring-shaped multiprotein complex that is crucial for 3D genome organization and transcriptional regulation during differentiation and development. It also confers sister chromatid cohesion and facilitates DNA damage repair. Besides its core subunits SMC3, SMC1A, and RAD21, cohesin in somatic cells contains one of two orthologous STAG subunits, STAG1 or STAG2. How these variable subunits affect the function of the cohesin complex is still unclear. STAG1- and STAG2-cohesin were initially proposed to organize cohesin at telomeres and centromeres, respectively. Here, we uncover redundant and specific roles of STAG1 and STAG2 in gene regulation and chromatin looping using hCT16 cells with an auxin-inducible degron (AID) tag fused to either STAG1 or STAG2. Following rapid depletion of either subunit, we perform high-resolution Hi-C, gene expression, and sequential ChIP studies to show that STAG1 and STAG2 do not co-occupy individual binding sites and have distinct ways by which they affect looping and gene expression. These findings are further supported by single-molecule localizations via direct stochastic optical reconstruction microscopy (dSTORM) super-resolution imaging. Since somatic and congenital mutations of the STAG subunits are associated with cancer (STAG2) and intellectual disability syndromes with congenital abnormalities (STAG1 and STAG2), we verified STAG1/-STAG2-dependencies using human neural stem cells, hence highlighting their importance in particular disease contexts.

[Supplemental material is available for this article.]

Previously, STAG1 and STAG2 were reported to be differentially required for sister chromatid cohesion at telomeres and centromeres, respectively (Canudas and Smith 2009), while both contribute to chromosome arm cohesion (Remeseiro et al. 2012). STAG1-null mouse embryonic fibroblasts show increased aneuploidy resulting from telomeric cohesion defects (Remeseiro et al. 2012). STAG1 also protects chromosome ends and promotes replication by facilitating restart of stalled replication forks (Canudas and Smith 2009; Deng et al. 2012; Remeseiro et al. 2012). Acute STAG2 depletion results in partial loss of centromeric cohesion (Canudas and Smith 2009; Remeseiro et al. 2012; Lennox and Behlke 2016; Busslinger et al. 2017). STAG2 is also required for DNA damage repair via homologous recombination in the S/G2 phases (Kong et al. 2014), while both STAG1 and STAG2 are necessary for the S-phase DNA damage checkpoint (Kong et al. 2014). Cells can tolerate the absence of STAG1 or STAG2 but not of both, suggesting partial redundancy in their roles (Hill et al. 2016; Benedetti et al. 2017; van der Leij et al. 2017).

Besides their apparent functional differences, cohesin complexes containing STAG1 or STAG2 colocalize with the CTCF chromatin insulator along mouse and human chromosomes (Rubio et al. 2016; Benedetti et al. 2017; van der Leij et al. 2017).

© 2020 Casa et al. This article, published in Genome Research, is available under a Creative Commons License (Attribution-NonCommercial 4.0 International), as described at http://creativecommons.org/licenses/by-nc/4.0/.
et al. 2008; Wendt et al. 2008; Remeseiro et al. 2012). Cohesin and CTCF form chromatin loops by tethering distant genomic regions (Hadjur et al. 2009; Nativo et al. 2009; Zuin et al. 2014a; Nora et al. 2017; Rao et al. 2017), preferentially sites with convergently oriented CTCF motifs (Rao et al. 2014). Partitioning of the genome into loop clusters, known as topologically associating domains (TADs) (Dixon et al. 2012; Nora et al. 2012), impacts gene regulation by facilitating/abrogating promoter-enhancer contacts. How STAG1- and STAG2-cohesin are each involved in shaping these loops remains unclear. Decoding this will not only complete our understanding of cohesin molecular functions but also allow us to better understand pathologies linked to these orthologs. STAG2 is frequently mutated in different cancer types, such as urothelial bladder carcinoma (Balbás-Martínez et al. 2013; Solomon et al. 2013), Ewing sarcoma (Brohl et al. 2014; Tirole et al. 2014), and acute myeloid leukemia (Rocquain et al. 2010). Congenital loss-of-function mutations in STAG1 or STAG2 cause intellectual disability disorders which do not recapitulate the full spectrum of Cornelia de Lange syndrome (CdLS), the major cohesin-related disorder (Lehalle et al. 2017; Mullegama et al. 2017; Soardi et al. 2017).

Here, we combine chromatin genomics, in Hi-C and ChIP-seq, with single-molecule approaches, in direct stochastic optical reconstruction microscopy (dSTORM) imaging, to decipher the individual contributions of STAG1 and STAG2 in the 3D genome organization at different scales.

**Results**

**Acute auxin-inducible degradation of STAG1 and STAG2 in human diploid cells**

To obtain cells allowing for rapid depletion of either STAG1 or STAG2 and their visualization and immunopurification, we inserted the mini auxin-inducible degron (AID) tag in frame with mClover at the 3′ ends of the STAG1 and STAG2 open reading frames in HCT116-CMV-OsTIR1 cells (hereafter STAG1-AID and STAG2-AID) (Fig. 1A,B; Natsume et al. 2016). Earlier reports in RAD21-AID cells show that leakiness of the system yields lower levels of AID-tagged proteins compared to wild type (Natsume et al. 2016; Yesbolatova et al. 2019). To minimize this, we optimized our culturing conditions by using charcoal/dextran (C/D)-treated serum (Supplemental Fig. S1A–D). Nonetheless, and just like in the case of RAD21-AID cells (Rao et al. 2017), reduced STAG1/2 titers would not affect the outcome of experimental comparisons performed in these lines in the presence/absence of degradation stimuli via auxin.

Cohesin immunoprecipitation confirmed that STAG1- and STAG2-AID incorporate into the complex (Supplemental Fig. S1E,F). Both are quantitatively degraded upon auxin treatment.

![Figure 1](image-url)
for 12 h (Fig. 1C–F), without reciprocally affecting the levels of the nontargeted STAG subunit or of SMC1A (Fig. 1C,D; Supplemental Fig. S1G), and ChIP-qPCR confirmed that STAG1- or STAG2-AID were fully removed from chromatin (Fig. 1G,H).

**STAG1 and STAG2 have overlapping and discrete binding positions on chromatin**

To obtain a comprehensive repertoire of STAG1 and STAG2 binding on chromatin, we performed ChIP-seq using antibodies against EGFP, detecting the mClover-tag (Natsume et al. 2016). We identified 17,615 and 13,524 robust binding sites for STAG1 and STAG2, respectively (p-value < 0.005) (Fig. 2A). More than 60% of these binding sites are shared STAG1 and STAG2 sites (STAG1/2), whereas 4650 sites were exclusively called for STAG1 (STAG1-only) and 568 sites for STAG2 (STAG2-only), respectively (Fig. 2B). A comparison with published ChIP-seq data from a different human cell type (MCF10A) obtained with custom-made anti-STAG1 and -STAG2 antibodies (Kojic et al. 2018) showed that STAG1- and STAG2-peaks are partially conserved between the
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**Figure 2.** STAG1 and STAG2 have overlapping as well as discrete binding positions on chromatin. (A) ChIP-sequencing profiles of STAG1 and STAG2 from STAG1-AID and STAG2-AID cells using anti-EGFP antibodies (merge of two replicates), SMC3 ChIP-sequencing for STAG1-AID cells and published RAD21 ChIP-seq data from RAD21-AID cells (Rao et al. 2017) are displayed. Examples of STAG1-only, STAG2-only, and STAG1/2 shared sites are indicated. (B) Heat maps showing the ChIP-seq signals for STAG1, STAG2, RAD21, CTCF, and SMC3 in common and -only sites. RAD21 and CTCF ChIP-seq data are from Rao et al. (2017). (C) Averaged signal intensity of STAG1, STAG2 and CTCF (Rao et al. 2017) on STAG1/2 common sites and STAG1-/STAG2-only sites. (D) Examples of STAG1 and STAG2 binding sites in the PAGE2B/FAM104B locus that were tested in (E) by ChIP-qPCR. (E) Efficiency of auxin-mediated degradation was tested by ChIP-qPCR for different STAG1/STAG2 sites. (F) Localization of STAG1/STAG2 common sites or STAG1- or STAG2-only sites to inactive/active promoters or active/inactive enhancers based on the presence of characteristic histone modifications (Supplemental Table S7). The percentage of the sites in the different regions is indicated.
two cell types but display also cell type–specific peaks (Supplemental Fig. S2A–C). Nonetheless, all our STAG1- and STAG2-sites expectedly aligned to cohesin (SMC3 and RAD21), as well as to CTCF sites (RAD21 and CTCF from RAD21-AID cells) (Fig. 2B; Supplemental Fig. S3A,B; Natsume et al. 2016; Rao et al. 2017). The overall signal intensity of CTCF, but also STAG1 and STAG2, at STAG1/STAG2 common peaks was higher than in STAG1-only and STAG2-only peaks, possibly indicating lower occupancy at this subset of sites (Fig. 2C). We confirmed subunit-specific binding of STAG1 and STAG2 at STAG1/STAG2-only sites using ChIP-qPCR, which was abolished upon auxin treatment only for the relevant subunit (Fig. 2D,E; Supplemental Fig. S3D–G), with SMC3 (cohesin core subunit) recruitment decreasing accordingly (Supplemental Fig. S3C,E,G).

We next asked whether one STAG subunit replaced the other following degradation. STAG1 ChIP-qPCR in STAG2-AID cells showed such reciprocal replacement at every STAG1/2 site, with an average 1.5-fold increase after STAG2 degradation. Conversely, STAG2-only sites showed less, if any, enrichment for STAG1 (Supplemental Fig. S3H,I). When STAG2 ChIP-qPCR was performed after STAG1 degradation, STAG2 could only minimally, if at all, substitute STAG1 (Supplemental Fig. S3J,K). To address this discrepancy between STAG1- and STAG2-only sites, we looked into their distributions across the genome, focusing on regulatory regions. Almost 10% of the STAG1/2 common sites are found at active gene promoters and 15% at active enhancers. STAG1-only sites show a similar distribution—8% at active promoters and 15% at active enhancers—while significantly larger fractions of STAG2-only sites were at active promoters (33%) and enhancers (12%) (p < 0.001, Fisher’s exact test) (Fig. 2F; Supplemental Table S7). Analysis of transcription factor (TF) motifs contained in DNase I-hypersensitive footprints under all STAG1/STAG2 and STAG1-/STAG2-only peaks showed that they potentially co-bind with diverse and nonoverlapping repertoires of TFs (Supplemental Fig. S4A,D). GO-term analysis using Metascape (Zhou et al. 2019) revealed that these TFs are implicated in development and differentiation processes (Supplemental Fig. S4B). Using published ChIP-seq data from HCT116 cells (Supplemental Table S8), we showed that STAG2 peaks associate more with H3K4me3, indicative of active promoters, and less with H3K4me1 signal, indicative of enhancers (Supplemental Fig. S4C; in line with Fig. 2F). We could also confirm the prediction of different cobound TFs at STAG1- and STAG2-only sites, like FOSL1 of the FOS/JUN family at STAG1-only peaks (Supplemental Fig. S4C,D).

STAG1 and STAG2 do not cobind at individual binding sites

STAG1 and STAG2 ChIP-seq peaks overlap at >60% of sites, but it is unclear whether STAG1- and STAG2-containing complexes indeed localize together or whether this reflects the average of nonoverlapping binding in the cell population. To address this, we performed sequential ChIP (“Re-ChIP”) (Fig. 3A), first using antibodies against STAG2, EGFP (mClover), or SMC3 to ChIP from HCT116-STAG1-AID cells. The antibodies were crosslinked to beads to avoid carry-over into the second ChIP. From these ChIP eluates, a second ChIP with antibodies against STAG1 or STAG2 was performed. We could not ChIP STAG1 from the eluate of the STAG2-ChIP and, vice versa, STAG2 from the STAG1 ChIP eluate (Fig. 3B,C; Supplemental Fig. S5). However, using a SMC3 ChIP eluate, both STAG1- and STAG2-antibodies yielded strong ChIP-qPCR enrichments (Fig. 3B,C). Thus, STAG1-cohesin and STAG2-cohesin seem to not co-occupy the same site on the individual DNA strands.

We followed this up by single-molecule localization studies using triple-color dSTORM (van de Linde et al. 2011), allowing for the localization of single molecules with ~25-nm precision. We performed triple immunostaining for CTCF, STAG1, and STAG2 in human primary skin fibroblasts, chosen for their flat morphology (Fig. 3D–G; Supplemental Movie). We also performed a control using the secondary antibodies only (Supplemental Fig. S6) and a dye-swap as validation (Supplemental Fig. S7A–C). Localization data were analyzed and clustered (Paul et al. 2019), and the resulting binary images were used to infer CTCF, STAG1, and STAG2 coclustering (Fig. 3D–F; Supplemental Fig. S7A,B). We focused on correlations to CTCF clusters, as nearly all CTCF molecules are chromatin-bound (Supplemental Fig. S7F) and the vast majority of cohesin sites are also occupied by CTCF (Fig. 2B).

In our clustered data, we observe CTCF clusters of a mean size of 12,100 nm² that are either standalone or overlapped by STAG1- or STAG2-clusters (Fig. 3E,G; Supplemental Fig. S7C). Standalone CTCF clusters consistently showed a size of ~5300 nm² (the smallest observed) and represented >50% of all CTCF clusters (Fig. 3F,G). Since CTCF-CTCF loops are typically stabilized by at least one cohesin complex, we postulated that such standalone clusters could represent localization signals from single CTCF molecules. In agreement with this, CTCF dSTORM imaging in RAD21-AID cells showed a reduction in the mean CTCF cluster size from ∼11,500 to 6400 nm² upon RAD21 degradation (Supplemental Fig. S7D,E), a condition leading to the genome-wide loss of CTCF-CTCF loops (Rao et al. 2017). This reduced cluster size after RAD21 degradation matched that of standalone CTCF clusters in fibroblasts (Fig. 3F).

CTCF clusters overlapping adjacent STAG clusters appear progressively larger, as more STAG1 and/or STAG2 associate with them (ranging from ∼8800 for overlap with a single cluster to >50,000 nm² for overlap with >5 STAG1/STAG2 clusters) (Fig. 3F; Supplemental Fig. S7B). This is most likely indicative of higher-order chromatin structures harboring multiple proteins. In agreement with our Re-ChIP data, ~26% CTCF clusters overlap STAG2 and ~10% overlap STAG1, compared to the ~6% overlapping both STAG1 and STAG2 (Fig. 3G). Taken together, these analyses highlight the relative distribution of STAG1- and STAG2-containing cohesin complexes and, to the extent that we record higher-order chromatin interactions, seem to predominantly involve only one of the two STAG proteins.

STAG1 and STAG2 differentially contribute to higher-order chromatin organization

It was previously shown that auxin-induced cohesin degradation alleviates CTCF-CTCF loop formation genome-wide, leading to the profound rearrangement of regulatory chromatin interactions (Rao et al. 2017). Here, we generated highly correlated in situ Hi-C data from two independently obtained STAG1-/STAG2-AID lines (Supplemental Fig. S8A) that afford higher resolution than previously reported Hi-C from STAG-knockdown cells (Kojic et al. 2018). This allowed us to assess the individual contribution of STAG1 and STAG2 in spatial chromatin organization at different scales.

First, we subtracted Hi-C contact matrices from auxin-treated and untreated cells at a 100-kbp resolution. This revealed changes induced to higher-order chromosomal organization by STAG1 or
Figure 3. STAG1 and STAG2 do not co-occupy individual binding sites. (A) Overview of the Re-ChIP protocol. Please note that in the first ChIP, the antibodies were crosslinked to the beads, allowing for their complete removal from the eluate. (B) First ChIP in the Re-ChIP protocol performed from STAG1-AID cells with antibodies against EGFP (to precipitate STAG1), or STAG2 or against SMC3 as a positive control. For the analysis, qPCR primers for the amplification of one negative and 10 positive cohesin binding sites were used (mean and SD from \( n = 2 \)). (C) The second ChIP was performed with control IgG, anti-STAG1, and anti-STAG2 antibodies using the eluates from the first ChIP. The same primers as in B were used for the analysis. Data are shown as fold enrichment versus IgG; the replicates are further normalized using the positive site #4 (see Methods; mean and SD from \( n = 3 \) for STAG1 and STAG2, \( n = 2 \) for SMC3). (D) Analysis pipeline of the dSTORM imaging data. A merged reconstructed triple-color dSTORM image of a single nucleus stained for STAG1 (green), STAG2 (magenta), and CTCF (red) is shown at the left side. For a zoomed region from the same cell, the raw localizations are shown. The result of the kernel density estimation-based clustering algorithm for the individual colors are shown next to it. Not-clustered localizations are depicted in gray. Finally, a binary image of the same region is shown at the right with the clusters for all three proteins represented. (E) Examples of the four most common groups of CTCF cluster with either: none, one STAG1, one STAG2, or both one STAG1 and one STAG2 cluster adhering. (F) The cluster area size (nm\(^2\)) for CTCF is plotted grouped per number of adherent clusters of STAG1 or STAG2. (G) Frequency of CTCF cluster groups per cell measured for 11 cells. All CTCF clusters falling in other groups are depicted as “Others.” This group contains 18 subgroups, for example, adhering to more than two clusters or two clusters of the same STAG. All error bars show standard error of the mean (± SEM). Note that in Supplemental Figure S7, the same experiment using different secondary antibodies and different fluorophores is shown.
STAG2 depletion that are not only non-converging but at places display inverse patterns (see examples in Fig. 4A,B and zoom-ins at 25-kb resolution in Fig. 4C, D; Supplemental Fig. S8B). In line with previous observations, we detected no widespread switches between A- and B-compartments upon either depletion (Supplemental Fig. S9A; Seitan et al. 2013; Sofueva et al. 2013; Zuin et al. 2014a; Nora et al. 2017; Rao et al. 2017). Still, a general increase in longer-range interactions (>2 Mb) was seen in STAG1-depleted cells, in contrast to a largely reversed trend in STAG2-depleted ones (Supplemental Fig. S9B).

Looking at the level of individual TADs (up to ∼2 Mbp), STAG1 depletion resulted in stronger loss of interactions and general contact reshuffling compared to STAG2 depletion (Fig. 4E; Supplemental Fig. S9C). We identified TAD boundaries with TADtool (Kruse et al. 2016) and found that the majority (∼60%) remained unaffected despite STAG1 or STAG2 depletion. Of the ∼40% TAD boundaries that did change, in both cases they mostly merge with adjacent TADs (i.e., loss of local insulation in ∼20% TADs) or a new boundary develops (in ∼15% TADs) (Supplemental Fig. S9D). These effects are consistent with the collapse of loop domains seen upon RAD21 depletion (Rao et al. 2017).

Both TAD number and TAD border strength were more affected by STAG1 depletion (Supplemental Fig. S9E,F), while no significant differences between STAG1 or STAG2 could be observed in TAD border conservation (Supplemental Fig. S9G). Changes in interactions occurring across TAD boundaries strengthened only within the A-compartment upon STAG2 degradation, whereas upon STAG1 depletion, they weakened (and moderately increased in B-compartments) (Supplemental Fig. S9H).

Finally, we plotted average interaction profiles around STAG1/STAG2-shared peaks and STAG1- or STAG2-only peaks (Fig. 4G). In non-auxin-treated cells, STAG1/STAG2-shared peaks and STAG1-only, but not STAG2-only sites, reside at sites of local contact insulation (i.e., at TAD or loop domain boundaries). Upon depletion of either subunit, we again observed shorter-range contact changes around STAG2-only sites and longer-range changes around STAG1-only and STAG1/STAG2-shared sites (Fig. 4G).

We next used the highest (i.e., 10-kbp) resolution our Hi-C data could...
afford to query looping interactions between sites bound by one or the other cohesin-STAG complex. Focusing on STAG1- and STAG2-only peaks, we found STAG2-only peaks did not appear to form loops (with the caveat of their low number of 568 peaks) (Supplemental Fig. S9I). To substantiate this inability, we also asked whether STAG2-only sites might form loops with any other STAG-bound site; we used ih-TiC (Ay et al. 2014) to call all loop-like interactions in our Hi-C matrices and mined those with a STAG2-only peak in at least one of its anchors. This only returned 126 loops of ϵ = 0.8 Mbp in size that were also not sensitive to STAG2 auxin-mediated degradation (Supplemental Fig. S9I). In contrast, STAG1-only-bound sites gave rise to >1600 long-range loops in cis, which were markedly weakened upon STAG1 degradation (Fig. 4F). Approximately 2000 loops emerge in STAG1-depleted cells connecting previously bound STAG1-only sites (Fig. 4F). These were not seen as strong loops in non-auxin-treated cells, indicating widespread loop rewiring in the absence of STAG1. These two subsets contain 833 loops with STAG1-only shorter-range anchors that persist upon STAG1 degradation (Supplemental Fig. S10A,B). These persistent STAG1-only loops are significantly enriched for convergent CTCF DNA-binding motifs at their anchors, compared to STAG1-only loops detected in the presence or absence of STAG1 (Supplemental Fig. S10C). This is in line with what was shown for strong loops across numerous mammalian cell types (Rao et al. 2014; Guo et al. 2015) cobound by cohesin (Sofueva et al. 2013; Zunin et al. 2014a). Collectively, this analysis highlights reciprocal and subunit-specific contribution of STAG1 and STAG2 to 3D chromatin organization at different scales. At the Mbp-level, STAG1 depletion leads to a stronger contact reshuffling than STAG2, and this remains so at higher resolution, where individual looping events emanating from STAG1-only sites are selectively lost or rewired upon STAG1 depletion. On the other hand, STAG2-only peaks do not contribute significantly to looping and might rather directly affect gene expression, as recently proposed (Kojic et al. 2018).

**STAG1 and STAG2 depletion affect distinct gene subsets**

Our analyses of genome-wide binding and contribution to chromatin looping indicated that STAG1 and STAG2 might affect gene regulation via distinct paths. This prompted us to identify genes differentially expressed upon depletion of either STAG in HCT116. We performed RNA-seq in two independent STAG1-AID and STAG2-AID clones. After filtering out auxin-responsive loci (Rao et al. 2017), we observed 167 and 169 misregulated genes (FC > 0.6; P-value < 0.05) following STAG1 and STAG2 depletion, respectively (Fig. 5A,B; Supplemental Fig. S11A,B). Of these, only 36 were also reported as misregulated by RAD21 depletion in the same cells (Supplemental Fig. S11C; Rao et al. 2017). Most of these gene expression changes were not seen in the reciprocal AID line, as confirmed by RT-qPCR analysis of selected genes (Fig. 5C). This hints at specific roles for STAG1 or STAG2 in gene expression regulation. GO analysis with IPA (Ingenuity Pathway Analysis) (Krämer et al. 2014) revealed that STAG1 and STAG2 control genes belonging to different pathways and networks. For instance, STAG1 depletion affected genes linked to pathways relevant to neuronal development (Supplemental Fig. S11D), as was proposed (Soardi et al. 2017).

To assess the significance of these predictions in a relevant cellular context, we depleted STAG1, STAG2, or SMCA1 in human neural stem cells (hNSCs) using siRNAs (Supplemental Fig. S12A–F). We first tested genes misregulated by STAG1 and STAG2 degradation and confirmed that many genes also depend on STAG3 or STAG2 in this cell type (Fig. 5D), with discrepancies probably due to differential cell type–dependencies. We next tested genes associated with neuronal development and found that their expression depended either on both STAG1 and STAG2 (CDK6 and ADAM19) or only on STAG2 (AXL, IL6ST, and GAL) (Fig. 6). For these genes, an SMCA1 knockdown was also tested (Supplemental Fig. S12A–C). In summary, many of the gene expression changes documented in our HCT116 model translate into dependencies in a cell type relevant to neural development, with many of the tested genes also implicated in cancer (Mochizuki and Okada 2007; Tigan et al. 2016).

Finally, to understand how STAG1 or STAG2 depletion underpins misregulation of particular gene subsets, we plotted cohesin (RAD21, SMCA1) and CTCF ChIP-seq signals relative to the promoter (transcription start site, TSS) and the 3’ end of STAG1-/STAG2-regulated genes (transcription termination site, TTS) and up to 6 kbp up- and downstream (Supplemental Fig. S13A). For genes down-regulated after STAG1 degradation, we observed enriched cohesin, but not CTCF, signal at the TSS, pointing to a CTCF-independent binding here, as reported for particular promoters before (Schmidt et al. 2010). Genes down-regulated after STAG2 degradation have enriched cohesin and CTCF signal at both the TSS and TTS, suggesting that long-range interactions spanning their gene bodies might be involved in their regulation. Up-regulated genes have cohesin and CTCF signals enriched at their TSS. We speculated that these promoters are now contacting noncognate enhancers due to a reshuffling of promoter-based long-range interactions, in line with the mechanism proposed to follow cohesin degradation (Rao et al. 2017). We plotted average Hi-C profiles around the TSS of these four STAG1-/STAG2-regulated gene subsets (Supplemental Fig. S13B). TSSs of genes up-regulated upon STAG1 or STAG2 depletion do not reside at sites of local insulation (i.e., at a TAD or loop domain boundary), but reshuffling of Hi-C contacts does occur at the longer- and shorter-range, respectively. This effect also holds true for down-regulated genes, but here, there is a stronger indication of them residing at a boundary site remodeled upon STAG1 or STAG2 depletion (Supplemental Fig. S13B). This agrees with the early observation that such boundary sites are often marked by active gene promoters (Dixon et al. 2012), and their down-regulation would then affect boundary strength.

**Discussion**

While distinct roles for STAG1 and STAG2 have been proposed for their binding at telomeres and centromeres (Canudas and Smith 2009; Bisht et al. 2013), ChIP experiments for these two factors revealed extensive overlap between the two, as well as with CTCF along human chromosomal arms (Fig. 2A; Supplemental Fig. S3; Wendt et al. 2008; Remeseiro et al. 2012). Our ChIP-seq exploited the mClover-tag in the STAG1 and STAG2 loci, thereby eliminating antibody bias. We still saw extensive overlap between STAG1 and STAG2 peaks, aligning well to published RAD21 ChIP-seq data from HCT116 (Rao et al. 2017). However, we observed that 26% of all STAG1 and 4% of all STAG2 binding sites did not show binding by the other STAG subunit. These uniquely occupied sites are still co-occupied by CTCF, which contrasts with previous observations of a large number of STAG2-only peaks lacking CTCF (Kojic et al. 2018). This might be attributed to cell type–specific differences, since the relative numbers of STAG1- and STAG2-bound sites differ significantly between cell types (Kojic et al. 2018).
However, HeLa cells, which contain substantially more STAG2 than STAG1, show >90% STAG2/CTCF overlap (Hauf et al. 2005; Wendt et al. 2008). Our Re-ChIP and single-molecule aSTORM localization experiments revealed that, at the level of single alleles, individual binding sites are actually occupied exclusively by either cohesin-STAG1 or cohesin-STAG2, contradicting recent propositions of cobinding (Kojic et al. 2018). The overlap of STAG1 and STAG2 ChIP-seq peaks then simply reflects the fact that these sites have no preference for STAG1 or STAG2 in the population. STAG1/STAG2-shared sites, as well as STAG1-only but not STAG2-only sites display chromatin insulation properties (Fig. 4G). This agrees with the observation that STAG1/STAG2-shared sites have a similar genomic distribution as STAG1-only sites, in contrast to STAG2-only sites that preferentially localize to gene promoters.

Upon STAG1- or STAG2-degradation, functional differences between STAG1 and STAG2 become apparent also at shared sites. STAG2 depletion leads to a loss of insulation and to a mild, yet notable, increase in shorter-range interactions, visible in both insulation and decay plots (Fig. 4E,G). In contrast, upon STAG1 depletion, we observe reduced interactions at the range of TAD sizes (i.e., up to ∼2 Mbp) (Fig. 4E, G). This discrepancy can be interpreted on the basis of (1) the increase in STAG1 occupancy at STAG2-bound sites in the absence of STAG2 that is more pronounced than the converse (Supplementary Fig. S3H–K), and (2) the combination of FRAP studies and loop extrusion modeling that suggest continuous formation and collapse of chromatin loops relying on cohesin and CTCF throughout the cell cycle (Hansen et al. 2017). In other words, introduction of more STAG1 can allow establishment of new loops within Mbp-sized domains. Yet another hint that chromatin interactions change differentially when STAG1 or STAG2 are depleted was provided by Wutz and coworkers in a very recent publication (Wutz et al. 2020). They observed longer chromatin loops after depletion of STAG2 for 48 h, presumably mediated by STAG1. We reanalyzed our Hi-C data accordingly and indeed observed moderately increased loop lengths following STAG2 degradation (Supplemental Fig. S14A–C). We also asked whether the chromatin changes we recorded

**Figure 5.** STAG1 or STAG2 regulate different genes. (A, B) Volcano plots representing the transcriptional changes after STAG1 degradation (A) or STAG2 degradation (B). Significantly changing genes are plotted in blue when down-regulated, in orange when up-regulated. Genes that lie outside of the plotted range are indicated with their fold change and P-value. (C) Validation of genes responding to degradation of STAG1 or STAG2 in two independent clones of the respective AID cells by RT-qPCR. Genes that respond to STAG1 (STC2, DUSP4, BNPIL3, FUS) or STAG2 (KDM3A, NR4A2, TGM2, AMOTL2) or both (CAV1) were tested. (D) Sensitivity of genes to depletion of STAG1 or STAG2 was recapitulated in neural stem cells using siRNA depletion of STAG1 (shSTAG1) and STAG2 (shSTAG2). Mean of n = 3, t-test P-values are indicated, (*) P < 0.05, (**) P < 0.01.
following STAG1 or STAG2 degradation can also be recapitulated if “wild-type” HCT116 Hi-C is used as a control data set. To this end, we compared our Hi-C data to that from untreated RAD21-AID HCT116 (Rao et al. 2017) and obtained essentially identical changes at all levels of chromatin organization (despite differences in Hi-C preparations and sequencing depth) (Supplemental Fig. S15A–F).

Despite robust and acute degradation of either STAG subunit in our cells, not all loops forming between STAG1-only sites are sensitive to STAG1 depletion. On one hand, there is a subset of ~800 loops that persist despite STAG1 depletion, and on the other, >1000 loops form de novo between previously STAG1-only occupied sites. This likely indicates that replacing STAG1 by STAG2 at these sites suffices for loop formation, albeit not without reshuffling loop anchors, since STAG2-only sites form a small number of loops among them or with other STAG1/STAG2 sites (Supplemental Fig. S9I,J). Thus, we suggest that context (i.e., the orientation of the underlying CTCF sites and the repertoire of cobound factors at the anchors of prospective loops) is decisive for chromatin folding via STAG1/2 and determines redundant and unique contributions.

Degradation of STAG1 or STAG2 also led to moderate changes in gene expression (Fig. 5). Most of these genes were specifically affected in response to depletion of one or the other STAG, and not after RAD21 degradation (Rao et al. 2017). This pattern was recapitulated in neural stem cells using siRNA-mediated depletion of either STAG. We suggest that STAG2 has more direct effects on gene transcription due to its higher incidence at gene promoters compared to STAG1 (Fig. 2F), as also proposed by Kojic et al. (2018). On the other hand, the TSS of STAG1-dependent genes generally resided at a position of local insulation, and STAG1 seems to affect formation of longer-range loops (Supplemental Fig. S14). STAG1 depletion might thus cause gene misregulation via redirection of spatial chromatin contacts.

Finally, our dSTORM imaging revealed—to our knowledge, for the first time—that approximately only half of the observed CTCF clusters are in contact with cohesin in skin fibroblasts. Since, in these cells, the vast majority of CTCFs are chromatin-bound, CTCF clusters not contacting cohesin could represent the nonspecific DNA-binding pool of CTCF observed by FRAP experiments in U2OS cells (Hansen et al. 2017); alternatively, it can be that only a subset of CTCF binding sites in a cell are occupied by cohesin at a given time. The size of the CTCF clusters increases as the number of contacting cohesin clusters rises; the CTCF cluster size doubles, for example, when associated with two cohesin clusters. It is thus tempting to speculate that these larger clusters represent CTCF sites engaged in chromatin loops, although we did not directly visualize loops here. This hypothesis is reinforced by our observation that the median CTCF cluster size in RAD21-AID cells (Natsume et al. 2016) decreases upon RAD21 degradation to a size comparable to that of the smallest CTCF clusters in skin fibroblasts. This rules out that larger CTCF clusters are merely neighboring sites.
and points to them being triggers that inform 3D chromatin structure.

Taken together, we identified both redundant and nonredundant roles for STAG1 and STAG2 subunits of the cohesin ring complex in looping and ultimately in gene regulation. Of course, much of the current knowledge on how these large protein complexes operate comes from population studies complemented by (but not fully aligned to) single-cell measurements. Thus, in the future, it will be important to bridge this gap and address cell-to-cell variation in cohesin/CTCF function in genome organization.

Methods

Cell lines

STAG1-AID and STAG2-AID cell lines were generated using the HCT116-CMV-OsTIR1 cells obtained from M. Kanemaki using the similar strategy as described (Natsume et al. 2016). Details of the procedure and the sequences of the guide RNAs are in Supplemental Methods.

Cell culture

STAG1-AID and STAG2-AID cells as well as RAD21-AID cells (Natsume et al. 2016) were cultured in McCoy’s 5A medium supplemented with 10% charcoal/dextran-treated FBS (HYCLONE, GE Healthcare SH30068.03) and PSG. As was also observed in the RAD21-AID cells, the STAG1-AID and STAG2-AID cells showed reduced protein levels compared to wild type due to leakiness of the degron system. We noticed that it strongly depends on the fetal bovine serum used for culturing the AID-tagged cells (see also Supplemental Fig. S1A,B). Using media supplemented with charcoal/dextran-treated FBS retained AID-tagged proteins best.

To induce protein degradation, 500 µM indole-3-acetic acid (auxin, IAA) dissolved in ethanol or the solvent ethanol as a control were added for 12 h.

Human primary skin fibroblasts (Dept. of Clinical Genetics, Erasmus MC) were cultured in DMEM medium with 10% FBS and PSG.

Antibodies

Rabbit polyclonal antibodies directed against EGFP, STAG1, and STAG2 were custom-made. Details for antibody generation are in Supplemental Methods. The anti-SMC3 antibody has been described before (Zuin et al. 2014b). Additional antibodies are listed in Supplemental Table S1.

Immunoprecipitation

Immunoprecipitation experiments were performed as described (Watrin et al. 2006).

Cell fractionation

Whole-cell extracts of human primary skin fibroblasts were separated into soluble supernatant and chromatin-containing pellet fractions as described (Watrin et al. 2006).

ChIP sample preparation

ChIP was performed as described (Cabianca et al. 2012) with some adaptations. Details are in Supplemental Methods. For indicated experiments, the OneDay ChIP kit (Diagenode) was used according to the protocol of the manufacturer. The samples were either analyzed by qPCR (the respective primers are listed in Supplemental Table S2) or processed for sequencing.

ChIP-seq sample preparation and sequencing

Details about ChIP-seq sample preparation and sequencing are in Supplemental Methods.

ChIP-seq analysis

Details for initial ChIP-seq analysis are in Supplemental Methods. Sequencing data information and statistics are shown in Supplemental Table S6. All software used for the analysis is listed in Supplemental Table S9.

Cohesin positions (common, STAG1-only, and STAG2-only sites) were defined by calculating the overlap between STAG1 and STAG2 peaks using the “intersect” option of BEDTools v2.27 (Quinlan and Hall 2010) with a minimum of 1-bp overlap. STAG1 peaks called using a q-value of 0.005 were intersected with STAG2 peaks called using a q-value of 0.06 to define STAG1-only sites. For STAG2-only sites, a list of STAG2 peaks (q-value = 0.05) was intersected with a list of STAG1 sites (q-value = 0.06).

Mean read density profiles and read density heat maps were obtained with deepTools (Ramírez et al. 2016) using normalized bigWig files and plotting them around peak summits of STAG1- or STAG2-only or common peaks. For the SMC3 heat maps, input-normalized bigWig files were used.

Details about the analysis of the enrichment of common and -only sites at enhancer and promoters are in Supplemental Methods.

Transcription factor mapping

The analysis of transcription factor motifs at STAG1 and STAG2 binding sites in context with DNase hypersensitivity as a marker for the accessibility of these predicted TF sites was performed as described previously (Lin et al. 2015).

Culturing of neural stem cells and siRNA knockdown

Culturing of human neural stem cells and siRNA knockdown preparation were performed as described in Kruszka et al. (2019). Details and siRNA sequences are in Supplemental Methods.

Transcription analysis by reverse transcription (RT) and qPCR

Details about RNA and cDNA preparation and transcription analysis are in Supplemental Methods. The sequences of the primers used for the RT-qPCR are listed in Supplemental Table S3.

Re-ChIP or sequential ChIP

The original protocol from Vöelkel et al. (2015) was modified to perform the first ChIP step with antibodies crosslinked to beads. To prepare the beads, 20 mg of the different antibodies were loaded on 50 µL Affi-Prep Protein A Resin (Bio-Rad) (multiply this with the number of second ChIP’s planned and plan one extra sample to check the ChIP efficiency of the first ChIP step). After three washes with TBS/T (0.01% Triton X-100), the beads were washed three times with 0.2 M sodium borate pH 9.0 and then incubated for 20 min with a 20 mM solution of dimethyl pimelimidate dihydrochloride (Sigma-Aldrich) at room temperature under rotation. The crosslinking reaction was quenched by washing the beads three times with 250 mM Tris pH 8.0. Not-crosslinked antibodies were removed by a short treatment with 50 µL 100 mM glycine pH 2.0 per 50 µL beads, and then the beads were neutralized again by washing with TBS/T.
Sample preparation for the chromatin immunoprecipitation was performed as described before (Wendt et al. 2008; Zuin et al. 2014b). Refer to Supplemental Methods for details.

The samples for the second ChIP were eluted with Re-ChIP elution buffer (100 mM NaHCO₃, 1% SDS, 10 mM DTT) twice for 30 min at 37°C with 25 µL per 50 µL beads. The eluates were diluted 1:50 with ChIP buffer from the OneDay ChIP kit (Diagenode) and subsequently subjected to a second ChIP in accordance with the OneDay ChIP kit manual but performing an overnight antibody incubation under rotation at 4°C. Bead washes and cleanup were performed as described in the OneDay ChIP protocol. Primer sequences for ChIP-qPCR primers are listed in Supplemental Table S2. The fold enrichment values of the second ChIP depend on the efficiency of the first ChIP. To normalize for these variations and efficiently compare the three experiments, we used the qPCR primer pair #4 to normalize the experiments similarly to what has been previously described (Jermann et al. 2014). Therefore, for this primer pair, no standard deviation is shown.

RNA sample preparation and sequencing

Details about RNA sample preparation and sequencing are in Supplemental Methods.

RNA-seq analysis

Details about RNA-seq analysis are in Supplemental Methods. Sequencing data information and statistics are shown in Supplemental Table S6. All software used for the analysis is listed in Supplemental Table S9.

Genes with an FDR < 0.05 and an absolute (log2) fold-change of >0.6 were deemed as differentially expressed and listed in Supplemental Table S9. Volcano plots were generated using R (https://www.R-project.org/) (R Core Team 2018). Significant deregulated genes (P-value<0.05) were labeled in green. Genes found to be deregulated in both cases, after depletion of STAG1 and STAG2, are shown.

Hi-C sample preparation, sequencing, and data analysis

In situ Hi-C data from STAG1-/STAG2-AID HTC116 cells were generated as described previously (Zirkel et al. 2018) in two biological replicates each. For Hi-C sample sequencing and data analysis, details are in Supplemental Methods. Sequencing data information and statistics are shown in Supplemental Table S6. All software used for this analysis is listed in Supplemental Table S9. All in-house programming scripts used for the analysis were written in Python v2.7.15rc1 (https://www.python.org/) and R v.3.3.4 (https://www.R-project.org/) (R Core Team 2018) and are available at GitHub (https://github.com/eggduzao/Casa_et_al) (under GNU General Public License v3.0) and as Supplemental Code.

Immunostaining (including dSTORM preparation)

A detailed description of the immunostaining procedure is present at Supplemental Methods. A list of all antibodies used is shown at Supplemental Table S1.

dSTORM imaging

Cells were seeded to 70% density on cover slips; fixed and stained cells were mounted in an Attofluor cell chamber (Thermo Fisher Scientific) and in 1 mL of dSTORM buffer (25 mM MEA, glucose oxidase, catalase [all from Sigma-Aldrich], 50 mM NaCl, and 10% glucose [Sigma-Aldrich] in 10 mM Tris-HCl pH 8.0). The cell chamber was sealed with a cover slip and incubated on the microscope at room temperature for 30 min prior to imaging, to minimize drift. Imaging was performed using a Zeiss Elyra PS1 system fitted with an Andor iXon DU 897, 512 x 512 EMCCD camera. Images were made using a 100× 1.49NA TiRF objective and were imaged in HiLo mode. High Power 100 mW diode lasers with wavelengths of 488, 561, and 642 nm were used to excite the fluorophores and, respectively, BP495-575 + LP750, BP 570-650 + LP750, or LP655 filters were used. Movies of 12,000 frames were recorded with an exposure time of 33 msec. Multichannel images were acquired sequentially from high wavelength to lower wavelengths. In the Supplemental Movie, 1000 frames from one of the experiments are shown.

dSTORM analysis

Three dSTORM movies were made, one for each protein, and analyzed using Zeiss ZEN 2012 software. Localizations with a precision larger than 50 nm were discarded; remaining localizations were drift-corrected using a model-based approach. All additional analysis was done in R (https://www.R-project.org/) (R Core Team 2018) using the SMoLR package v.1.0.3 (Paul et al. 2019) and Fiji (Schindelin et al. 2012). Localizations from a single nucleus were selected manually by selecting a region of interest (ROI) in Fiji and the UJROL_subset function in SMoLR. Localizations were clustered based on their density using a kernel density estimation (KDE)-based clustering algorithm with the threshold set to 0.05 for all three channels. All clusters for CTCF were selected, and their area was measured using the thresholded KDE binary image. In the triple channel dSTORM experiments, CTCF was grouped based on the number of overlapping binary clusters from the STAG1 and STAG2 channels; clusters were considered overlapping if pixels containing both colors were present in the structure.

Data access

All raw and processed sequencing data generated in this study have been submitted to the NCBI Gene Expression Omnibus (GEO; https://www.ncbi.nlm.nih.gov/geo/) under accession number GSE132014. All in-house code/scripts used to perform the analyses are available at GitHub (https://github.com/eggduzao/Casa_et_al) (under GNU General Public License v3.0) and as Supplemental Code.
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