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ABSTRACT

Pneumonia screening is one of the most crucial steps in the pneumonia diagnosing system, which can improve the work efficiency of the radiologists and prevent delayed treatments. In this paper, we propose a deep regression framework for automatic pneumonia screening, which jointly learns the multi-channel images and multi-modal information (i.e., clinical chief complaints, age, and gender) to simulate the clinical pneumonia screening process. We demonstrate the advantages of the framework in three ways. First, visual features from multi-channel images (Lung Window Images, High Attenuation Images, Low Attenuation Images) can provide more visual features than single image channel, and improve the ability of screening pneumonia with severe diseases. Second, the proposed framework treats chest CT scans as short video frames and analyzes them by using Recurrent Convolutional Neural Network, which can automatically extract multiple image features from multi-channel image slices. Third, chief complaints and demographic information can provide valuable prior knowledge enhancing the features from images and further promote performance. The proposed framework has been extensively validated in 900 clinical cases. Compared to the baseline, the proposed framework improves the accuracy by 2.3% and significantly improves the sensitivity by 3.1%. To the best of our knowledge, we are the first to screen pneumonia using multi-channel images, multi-modal demographic and clinical information based on the large scale clinical raw dataset.

INDEX TERMS

Computed tomography, clinical diagnosis, biomedical imaging, pneumonia screening.

I. INTRODUCTION

Pneumonia is a prevalent thoracic disease that affects many people. In clinical practice, radiologists need to consider multi-modal information to screen pneumonia cases from massive clinical data. Conventionally, this task relies on experts’ manual operations, which is time-consuming and inhibits fully automatic assessment. Thus, developing a fast, robust, and accurate Computer-Aided Diagnosis (CAD) system to perform automated screening of pneumonia is meaningful and vital.

Roughly speaking, works related to pneumonia screening, detection, monitoring, and diagnosing [1]–[6] can be classified into three categories, including chest X-Ray based methods, chest CT based methods, and multi-modal based methods. Our study is related to the second and third categories.

The first category builds frameworks by analyzing chest X-Rays. In 2017, Wang et al. [5] provided hospital-scale chest X-Ray database ChestX-ray8, which contained eight common thoracic diseases. Later in 2017, Yao et al. [7] achieved AUROC of 0.713 in classifying pneumonia using DenseNet Image Encoder. Rajpurkar et al. [8] developed CheXnet with 121 convolutional layers and achieved AUROC 0.7680 in pneumonia classification.

The second category focuses on analyzing chest CT. For example, Shin et al. [4] exploited three important, but previously understudied factors of employing deep convolutional neural networks to computer-aided detection problems. Gao et al. [9] presented a method to classify interstitial lung disease imaging patterns on CT images and introduced normal lung rescale, high attenuation rescale, and low attenuation rescale. In this paper, we use CT as the image inputs. Rather than manual image selection, we apply a Recurrence Convolutional Neural Network to perform automatic extraction of multiple image features. Moreover, based on
researches [4], [9], we further demonstrate the effect of each image window during the deep learning process.

The third category, which is based on multi-modal analysis, has attracted considerable attention in the literature [10], [12]–[16], and our method is closely related to this category. In 2016, Shin et al. [11] proposed a method used CNN to extract features from chest X-Rays and used LSTM to generated MeSH (Medical Subject Headings) terms for chest X-Rays. In 2018, Wang et al. [3] proposed TieNet, which could learn visual image features and semantic features of textual reports at the same time. This study was innovative and proved that textual information is closely related to the images. Instead of using reports written by the radiologists, we use textual clinical complaints to enhance the features extracted from images and exploit expressions in chief complaints that are related to pneumonia. Meanwhile, we also use prior knowledge from the demographic information, which is seldom incorporated in the conventional models. In the field of Alzheimer’s disease diagnosis, Liu et al. [18] proposed a framework for joint classification and regression and proved that age and gender are related to brain states. Invoked by this study, we assume that age and gender are also related to the states of lungs, so that they can provide useful prior knowledge and improve the performances of the learning methods.

It is well accepted that radiologists need to consider several information sources in clinical practice, which is shown in Figure 1. First of all, image information is necessary because most pneumonia cases have direct visual evidence. Second, the radiologists also need to check the patient’s age, and gender, which can provide valuable prior knowledge. Last but not least, clinical chief complaints are very important because chief complaints can reflect patients’ direct feelings and conditions and provide prior knowledge too. After considering all the information above, the radiologists will then decide further treatments. In this paper, we propose a deep regression framework for pneumonia screening, which takes multi-channel images, demographic information (i.e., age and gender), and clinical information (chief complaints) into the deep learning process. Our framework aims to simulate clinical practice and improve screening accuracy using multi-channel images and multi-modal information. As far as we know, we are the first to screen pneumonia var multi-channel multi-modal learning using a large scale clinical raw dataset.

Figure 2 illustrates the schematic diagram of the proposed framework. Herein, (a) each CT image will be transformed into a multi-channel image with three windows: Lung Window (LW), High Attenuation (HA), and Low Attenuation (LA). LW provides visual features of overall lung tissues. HA provides visual features of abnormal increase in lung density. LA provides visual features of abnormal decrease in lung density. Three channels complement each other, which not only maintains the ability to extract information from overall lung tissues but also increases the ability to capture information from abnormal lung tissues; (b) We include clinical chief complaints in our framework. Chief complaints can provide information on the location of pain, and symptoms, which is related to the CT image and enhances the visual features extracted from CT; (c) Demographic information about age and gender can provide prior knowledge, which is related to the lungs states; (d) All information mention above will be fed into a regression framework to simulate the clinical screening process for pneumonia.

In summary, the main contributions of this work are as follows.

i) We formulate the clinical pneumonia screening process as a regression problem. The proposed framework takes advantage of the multi-channel images, multi-modal information, and overcomes the shortcomings of a single source of information.

ii) We propose to treat chest CT scans as short video frames and analyze them using Recurrent Convolutional Neural Network, which can make the most of CT slice information and automatically extract multiple visual features from multi-channel images.

iii) We demonstrate that different CT windows can provide different density information during the convolutional process and provide supplementary information for each other, which can improve the classification accuracy.

iv) We verify that certain expressions in the chief complaints are statistically related to the diagnosing of pneumonia. Chief complaints, along with prior demographic information, can improve the converging speed during training the framework and the overall performances of the deep learning framework.

The rest of this paper is organized as follows: Section II describes our research questions and studied information. Section III describes the details of our dataset. Then, the architecture of the proposed framework is presented in
II. STUDY SETUP

A. RESEARCH QUESTIONS

We formalize our study with the following three research questions:

RQ1: How the image windows affect the extraction of visual features during the convolutional process? In this RQ, we demonstrate the effects of image windows on CNN. To answer this RQ, we will conduct several experiments with different image windows and compare their experimental performances. Moreover, we output the convolutional features to display the effect of image windows intuitively.

RQ2: Can the expressions in chief complaints provide discriminative semantic features for the deep learning frameworks? In the second RQ, we would like to know the statistical relationships between chief complaints and pneumonia. To answer this RQ, we calculate the word frequency and find out the keywords play essential roles in pneumonia screening.

RQ3: How the multi-channel multi-modal information affects the performances of deep learning networks? In this RQ, we would like to discuss the effect that multi-channel multi-modal information brings to the deep learning framework. Therefore, we will build three regression networks: one framework with multi-channel images information, one framework with multi-modal demographic and clinical information, and the proposed framework with multi-channel multi-modal information. Then we demonstrate how these data affect the performances of the deep learning networks.

B. INFORMATION STUDIED

Generally speaking, demographic information, clinical information, and multi-channel CT images are all essential in the decision-making process. In our study, we decide to focus on CT images, demographic information, and clinical information.

1) CT IMAGE WINDOWS

Visual information from the CT images with different image windows aims to give direct visual features of pneumonia. With different windows, CT enhances different characteristics (like Ground Glass, Fibrosis), which are critical features during diagnose. Lung window is the most common CT window in clinical diagnosis for pneumonia. Under some circumstances, the radiologists need the mediastinal window (low attenuation) to observe the tissue details that cannot be displayed clearly in the lung window. Studies like [4], [9] have introduced normal lung rescale, high attenuation rescale, and low attenuation rescale. These studies invoke us to further exploit the effect of each image window during the learning process.

2) DEMOGRAPHIC AND CLINICAL INFORMATION

Features from demographic and clinical information aim to provide prior knowledge related to pneumonia. According to the data from the US CDC (Centers for Disease Control and Prevention), adults over 65 years or children younger than 5 years old are more likely to get pneumonia\textsuperscript{1}, since people in these age groups have weaker immune systems than middle-aged and young people. CDC also points out that people who smoke are more likely to get pneumonia than these people who do not. According to the 2018 China Adult Tobacco Survey, among people over 15 in China, 50% ...

\textsuperscript{1}https://www.cdc.gov/pneumonia/prevention.html
of males smoked, while only 2.1% of females smoked. Since the number of male smokers is significantly higher than that of females, this phenomenon may lead to gender differences in pneumonia distribution. As far as we know, conventional CAD systems for pneumonia seldom incorporate such demographic information into the learning process.

Clinical information, especially patients’ chief complaints are valuable in clinical practice. Understanding the chief complaints is the key to pass the National Medical Licensing Examination in China [19]. In this study, we introduce textual clinical chief complaints into the learning framework and exploit how chief complaints affect the performance of the deep learning framework.

### III. EVALUATION DATASETS

There are many datasets for thoracic disease research, but datasets contain all CT images, demographic and clinical information are rare. To evaluate our framework, we build a private dataset with the raw data collected from the Radiology Department of The First Affiliated Hospital of Army Medical University. All data have been reviewed and provided corresponding ethics approval. All sensitive information has been removed. In this study, we collect over a thousand community-acquired pneumonia cases and healthy cases from hospital PACS (Picture Archiving and Communication Systems) in the last three years (2016 - 2019) randomly.

Raw data from the hospital are stored in DICOM files, which might have more than one series of images, and each series has specific data types, image windows, or view angles. Generally speaking, radiologists use the series under the lung window with the smallest ‘Slice Thickness’. So we design a protocol to pick up the specific series for us:

(a) We choose the series with the specific ‘Convolution Kernel’. Different ‘Convolution Kernel’ names indicate different image windows. The names of ‘Convolution Kernel’ vary between hospitals and CT equipment. In our study, we choose ‘B31f’, ‘I31f 3’, ‘B70f’, ‘B80f’, ‘B70s’. We notice that in the Radiology Department of The First Affiliated Hospital of Army Medical University, ‘B70s’, which can be referred to lung window, is the most common parameter used in clinical practice.

(b) We remove the series like ‘Patient Protocol’, ‘Topogram’. These series contain some basic parameters and information about CT equipment, which are not suitable for deep learning.

(c) We calculate ‘Slice Thickness’ of each series, and keep the series with the smallest ‘Slice Thickness’, since small thickness may keep more detailed information about lung structures.

(d) If there is more than one series meeting the last three requirements, we keep the series with the largest number of slices, which has a larger span of view.

As a result, we pick up 552 pneumonia cases and 450 healthy cases (1002 cases total), and each CT scan has a case file, which contains necessary patient information: patient ID, gender, age, and chief complaints. Since our data are collected from the Radiology Department, the proportion of pneumonia is higher than usual, we randomly choose 450 cases from 552 healthy cases and balance two classes. We show in Table.1 the details of this dataset.

### IV. DEEP REGRESSION FRAMEWORK FOR PNEUMONIA SCREENING

#### A. OVERVIEW

In this section, we will discuss the details of the proposed framework. The architecture of the proposed framework is shown in Figure.3, which can be described as a multi-channel multi-modal regression framework for classification. As shown in this figure, there are three kinds of inputs: (1) multi-channel images, (2) semantic features of clinical chief complaints, (3) demographic information. The regression progress can be formulated as:

$$P(X) = \text{Softmax}(F(V(X) \otimes C(X) \otimes A(X) \otimes G(X)))$$

$X$ is the input case, $\otimes$ is the concatenation operation, $V(X)$ is visual features captured from multi-channel images, $C(X)$ is semantic information captured from clinical chief complaints, $A(X)$ and $G(X)$ indicate patient age and gender. $F$ is a function to fit the regression framework of $V(X)$, $C(X)$, $A(X)$ and $G(X)$. $P$ characterizes the likelihood of being pneumonia.

In our framework, an RCNN is used to learn visual features from multi-channel CT images and generate $V(X)$, and an LSTM network is used to learn the semantics of clinical chief complaints.

#### B. RECURRENT CONVOLUTIONAL NEURAL NETWORK

RCNN (Recurrent Convolutional Neural Network) has been proved to be very effective in video caption, description, and classification [22]–[25], some studies have applied RCNN to medical image analysis. Zreik et al. [26] recently used RCNN for automatic detection and classification of coronary artery plaque. They used CNN extracts features out of $25 \times 25 \times 25$ voxels cubed and used an RNN to process the entire sequence using gated recurrent units (GRUs) [27]. Tseng et al. [28]...
exploited convolutional LSTM to model a sequence of 2D slices, and jointly learned the multi-modalities and convolutional LSTM in an end-to-end manner to segment 3D biomedical images.

As mentioned before, CT allows visualization of lung structures, which brings a large amount of redundant information, like muscle, vessels, and bones. It will cost lots of calculation resources if we use 3D CNN directly. Conventional methods often require manual image selection so that they can move out images without disease tissues. In clinical practice, the radiologists slide all CT images as watching short video frames. It is a 2D operation but can get 3D visual features. It invokes us to analyze CT as short video frames and use Recurrent Convolutional Neural Network. In RCNN, each slice will be fed into CNN in sequence and get a sequence of visual features. Then this sequence will be fed into RNN so that we can perform automatical extraction of multiple visual features from 3D structures. We treat this process as an encoder $V$ for CT multi-channel slice visual features, which is calculated as:

$$V_t = LSTM(\varepsilon_{x_t}, V_{t-1}, z_{t-1})$$  \hspace{1cm} (1)

$\varepsilon_{x_t}$ is the visual features of the $t$-th CT slice, which is captured by CNN. $V_{t-1}$ is the output of $t - 1$ step. $z_{t-1}$ is the hidden state of $t - 1$ step. $t$ is the slice number. In this study, each scan has 32 slices.

1) CONVOLUTIONAL NEURAL NETWORK
In this study, we use ResNet-50 as the visual extractor in RCNN. We compare three kinds of classic CNN frameworks: VGG-16 [29], ResNet-50 [30] and GoogLeNet with Inception-V3 [31] and our experiments demonstrated that ResNet-50 performed the best. The experiments of this part will be discussed later in Section V. We use ResNet-50 without fully-connected layers as a feature extractor. Due to the radiologists’ clinical requirements, the input size of CNN is $512 \times 512$.

2) GLOBAL AVERAGE POOLING
Since the input size of CNN is $512 \times 512$, the output size will be extensive. Using fully-connected layers directly will lead to a heavy calculation burden. To reduce this burden, we use the global average pooling instead. The global average pooling [32] is a technology that can reduce the number of neurons significantly. It is a replacement of fully-connected layers to enable the summing of spatial information of feature maps. After global average pooling, the outputs with size $[32, 16, 16, 2048]$ will be transformed into vectors with size $[32, 1, 1, 2048]$. Then a fully-connected layer is used to reduce dimensions to 128 and fit the number of LSTM units. We will discuss the reason we use 128 LSTM units in Section VI.

3) LONG SHORT TERM MEMORY
Recurrent neural networks (RNNs) [33], [34] are an abundant class of dynamic models that have been used to generate sequences in domains as diverse as text and motion capture data. There have been several kinds of RNN units like GRU [35] and LSTM. GRU and LSTM are both widely used...
in medical image analysis [27], [28]. There is no significant difference in performance between the two models. In this study, we use LSTM as our RNN cells, because it has been demonstrated to be capable of large-scale learning of sequence data.

C. MULTI-CHANNEL IMAGES REPRESENTATION

As mentioned in Section III, each series of CT has one specific ‘Convolution Kernel’. Nevertheless, it may lead to data inconsistent between different cases. So we transform raw data into HU(Hounsfield Unit) values. The Hounsfield Unit is a quantitative scale for describing radio-density. After transformed into HU value matrices, all slices form CT scans will have the same unit of measure.

Following the study in [4], [9], HU value matrices will be transformed into images using different HU windows. Let X denote the multi-channel image input, then X can be calculated as:

\[ X = \sum_{q \in X} \text{Threshold}_q[\text{Min}, \text{Max}] \]

\[ \chi = \{\text{LW}, \text{HA}, \text{LA}\} \]

\[ \text{LW} = \text{Threshold}_\text{LW}[-1000, 400\text{HU}] \]

\[ \text{HA} = \text{Threshold}_\text{HA}[-160, 240\text{HU}] \]

\[ \text{LA} = \text{Threshold}_\text{LA}[-1400, -950\text{HU}] \]

Our thresholds are handcrafted and different from studies [4], [9]. Each slice will generate three one-channel gray-scale images, which will be concatenated into one three-channel image later. The ‘Slice Thickness’ between each slice is adjusted into 10mm, and each case will keep 32 slices so that they can cover the whole lung structures.

As shown in Figure 4, three-channel images can show more information about lung density. Original CT images are gray-scale images; high-density tissues are white; normal lung tissues and low-density tissues tend to be black. Relatively, three-channel false-color images have a larger scale of colors. First of all, high-density tissues will still tend to be white, like bones, high-density lung tissues. Second, normal lung tissues will tend to be red, and low-density tissues tend to be black, which is very useful when patients have severe lung diseases, which will lead to abnormal changes in lung density.

D. MULTI-MODAL INFORMATION REPRESENTATION

Studies like [20], [21] treated the demographic information as confounding factors. The main disadvantage of this strategy is that the original representations of subjects will be modified, because it adds up several steps of engineered pre-processing in a directed and engineered way [18]. Following the study [18], we concatenate demographic factors to the visual feature vectors learnt by RCNN. This method is simple yet effective. The demographic information of all studied patients has been listed in Table 1.

For patients’ chief complaints, since all chief complaints are written in Chinese, we have to do Chinese word segmentation. Chinese word segmentation is a challenging problem, so we will take a short cut and use a mature tool: Jieba Text Segmentation to segment Chinese sentences into Chinese word sequences.

After segmentation, we use Word2vec [36], [37] to embed word sequences into vectors and use CBOW(Continuous Bag-of-Words) to capture relationship between words. Since our corpus is small, the embedding size is set to 50, and the window size for CBOW is set to 3. We set length of Chinese word sequence to 16 since 16 is the maximum length among all chief complaint sequences. For those sequences whose length is less than 16, we add ‘None’ to fill up the voids and increase the length to 16. Then the sequences will be fed into LSTM:

\[ C_{ct} = \text{LSTM}(\text{Word}_c, C_{ct-1}, z_{ct-1}) \] (2)

\[ \text{Word}_c \] is word embedding matrix of the \( ct \)-th word in chief complaint. \( C_{ct-1} \) is the output of \( ct - 1 \) step. \( z_{ct-1} \) is the hidden state of \( ct - 1 \) step. \( ct \) is the current number of step.

E. ENSEMBLE OF DECISIONS

The multi-channel images will be encoded into a vector of length 128. The clinical chief complaints will be encoded into a vector of length 50. These two vectors, along with two demographic factors, will be fed into two fully-connected layers to fit a regression framework and calculate the likelihood \( P \). We use cross-entropy function as our loss function:

\[ \arg \min_w -\frac{1}{Q} \sum_{q=1}^{Q} \sum_{X_n \in \chi} \log(P(y^q_n = q|X_n; W)) \]

\[ \chi = \{X_n\}_{n=1}^{N} \] denotes the training set, \( X_n \) represents \( n \)-th case of training set. \( y^q_n \) is label vector. In this study, the class labels are used in a back-propagation procedure to update the network weights in the convolutional layers, LSTM units, and learn the most relevant features in the fully-connected layers. \( W \) denotes the trainable parameters of the proposed framework. \( Q \) is equal to 2, which indicates two classes in our study.

V. EXPERIMENTS

A. EXPERIMENTAL SETUP

As mentioned in Section III, the analyzed dataset contains 450 healthy cases and 450 pneumonia cases. We divide the dataset into five folds. In the RQ1, we use four folds of data, three folds for training, and one fold for testing. In the RQ3, we provide results of five-cross validation using all data for a complete review about system performance.

1https://github.com/fxsjy/jieba
TABLE 2. Comparison of all RCNNs.

| Structure    | Input Channel | Accuracy | Sensitivity | Specificity | F1 Score |
|--------------|---------------|----------|-------------|-------------|----------|
| RCNN(VGG)    | Three Channels| 0.828    | 0.889       | 0.767       | 0.857    |
| RCNN(ResNet) | Three Channels| 0.894    | 0.867       | 0.922       | 0.880    |
| RCNN(ResNet) | Lung Window   | 0.928    | 0.933       | 0.922       | 0.930    |
| RCNN(ResNet) | Low Attenuation| 0.900   | 0.889       | 0.911       | 0.894    |
| RCNN(ResNet) | High Attenuation| 0.783   | 0.711       | 0.856       | 0.745    |
| RCNN(ResNet) | Original HU Values| 0.839   | 0.900       | 0.778       | 0.868    |

The initial learning rate is $10^{-4}$ and drops 50% every 3000 training steps. The dropout rate in fully-connected layers is 0.5. Each experiment contains three training epochs. All the experiments are run on a GPU of NVIDIA Tesla V100. Each experiment needs about 12-16G of GPU memory. The network implementation is based on the Tensorflow framework [38].

Moreover, we use CNN frameworks pre-trained on ImageNet [39]. Experiments demonstrate that using pre-trained frameworks can significantly improve the converging speed. Even though the data in ImageNet has a different size with CT data, we believe it is still helpful using pre-trained frameworks. Pre-training aims to initialize the convolutional kernels, so that they can get preliminary ability to extract features. The size of images will not affect the preliminary ability to extract visual features since the convolutional process is a sliding process over the images.

The source code for this framework can be found at https://github.com/wangqiuli0102/MCMM_Pneumonia. We will also release the trained parameters and some sample cases. We cannot release dataset because of the privacy of patients.

B. BASELINE SYSTEM

To manifest the advantages offered by the proposed framework, we construct a baseline framework for comparison. Generally speaking, we should have a 3D CNN as our baseline because it is the most common method to analyze the 3D data. However, the input size is so large that it is impossible to train a 3D CNN using raw data under our conditions. Meanwhile, the lung window is the most common choice in clinical practice. As a result, we choose the RCNN, which contains ResNet-50 and trained with lung window images, as our baseline.

C. RQ1: HOW THE IMAGE WINDOWS AFFECT THE EXTRACTION OF VISUAL FEATURES DURING THE CONVOLUTIONAL PROCESS?

Approach: To answer this research question, we conduct several experiments with different image windows and compare their experimental performances. We output the middle convolutional features of CNNs to display the effect of image windows during the training. Additionally, we run an experiment using original CT values ([-2000, 2000HU]) as a comparison of other image windows. By default, the experiments in this section use RCNN, so that the influences of clinical and demographic information are removed. We use three folds of data for training, and one fold data for testing.

Results: Table.2 provides a comprehensive performance comparison between different combinations of RCNN frameworks and input channels. We analyze this table in two aspects: (1) The effect of image windows. (2) The impact of CNN frameworks.

1) THE EFFECT OF IMAGE WINDOWS

To exploit the effect of image windows, we run experiments on RCNN(ResNet) with five image windows: lung window, high attenuation window, low attenuation window, original HU window, and three-channel window. As can be seen, RCNN(ResNet) with three-channel images performs the best in accuracy, sensitivity, specificity, and F1. It means three-channel images can provide the most comprehensive visual features than other window settings. RCNN(ResNet) trained with HU images is slightly better than RCNN(ResNet) trained with lung window images, and both frameworks have weaker performances than RCNN(ResNet) with three-channel images. RCNN(ResNet) trained with low attenuation images performs the worst. RCNN(ResNet) trained with HU images is the second-best choice since HU images contain all visual features that exist in other image windows. On one side, its large scale of HU values (-2000, 2000HU) makes it challenging to learn the necessary visual features. On the other side, three-channel images help the deep learning frameworks focus on different parts of the lungs with different image windows. So it is not difficult to understand that original HU is worse than three-channel images but better than the others.

2) THE IMPACT OF CNN FRAMEWORKS

We test three classic CNN frameworks: VGG-16, GoogLeNet, and ResNet-50 with three-channel images. As can be seen, ResNet-50 has better performances than VGG-16 and GoogLeNet. RCNN with ResNet-50 achieves 0.930 in F1 score, 5% higher than GoogLeNet with InceptionV3, and 7.3% higher than VGG-16. This result is similar to the conclusion drawn in [5], their experiments also show that ResNet-50 outperforms GoogLeNet and VGG-16.

In order to exploit the effect of three-channel images further, we output the convolutional feature maps of five pneumonia cases in Figure.4. More specifically, we output the feature maps after one convolutional layer, one max-pooling layer, and three ResNet blocks, the size of feature maps...
FIGURE 4. Convolutional feature maps from CNN frameworks trained by different images. We show five pneumonia examples in this figure. The leftmost column is three-channel input. The four columns on the right are convolutional feature maps from CNN frameworks trained with lung window images, high attenuation images, low attenuation images. Areas in white blocks are abnormal low-density lung tissues; areas in yellow blocks are abnormal high-density lung tissues.

As can be seen: When fed in images with the HA window, CNN can capture high-density features but has difficulty in capturing the differences between low-density tissues and normal tissues. Contrarily, when fed in images with the LA window, CNN can keep low-density features well, but has difficulty in capturing high-density features. Meanwhile, with three-channel images, CNN has better discrimination for normal tissues, high-density tissues, and low-density tissues.

In general, multi-channel images can take advantage over single-channel images: the low attenuation channel and high attenuation channel can provide density features that are difficult to be captured in the single-channel images and improve the ability to extract lung visual features.

D. RQ2: CAN THE EXPRESSIONS IN CHIEF COMPLAINTS PROVIDE DISCRIMINATIVE SEMANTIC FEATURES FOR THE DEEP LEARNING FRAMEWORKS?

Approach: To answer this research question, we count the frequencies of Chinese words (we only keep the words about symptoms, feelings) in chief complaint and compare the top-10 keywords of pneumonia cases and healthy cases.

Results: Table.3 and Table.4 show the top 10 keywords in PC (pneumonia cases) and HC (healthy cases). As can be seen, chief complaints from pneumonia cases contain more keywords about intuitive symptoms, like ‘Productive Coughing’, ‘Coughing Blood’, and ‘Trouble Breathing’. Meanwhile, chief complaints from healthy cases contain more keywords about feelings, like ‘Pain’, ‘Backache’, or ‘Uncomfortable’. We also find ‘Cough’ is the most frequent keyword in both HC and PC. It appears 165 times (36.7%) in PC, 145 times (32.2%) in HC, which means it is a symptom with minimal discriminative information. Moreover, we count the number of words that can provide
TABLE 3. Top 10 frequent key words in pneumonia cases.

| Key Words          | Frequency in PC | Percentage | Frequency in HC | Percentage |
|--------------------|-----------------|------------|-----------------|------------|
| Coughing           | 163             | 0.367      | 145             | 0.322      |
| Productive Coughing| 88              | 0.196      | 47              | 0.104      |
| Recurrence Condition| 44            | 0.098      | 36              | 0.080      |
| Trouble Breathing  | 41              | 0.091      | 13              | 0.029      |
| Coughing Blood     | 34              | 0.075      | 1               | 0.002      |
| Fever              | 34              | 0.075      | 12              | 0.027      |
| Aggravation        | 33              | 0.073      | 11              | 0.024      |
| Pain               | 29              | 0.064      | 110             | 0.244      |
| Uncomfortable      | 14              | 0.031      | 46              | 0.102      |
| Infection          | 14              | 0.031      | 1               | 0.002      |

Percentage is frequency divided by number of cases. PC is pneumonia Cases, HC is Healthy Cases.

The frequency of bold keywords is much higher than that in HC.

TABLE 4. Top 10 frequent key words in healthy cases.

| Key Words          | Frequency in HC | Percentage | Frequency in PC | Percentage |
|--------------------|-----------------|------------|-----------------|------------|
| Coughing           | 145             | 0.322      | 163             | 0.367      |
| Pain               | 110             | 0.244      | 29              | 0.064      |
| Productive Coughing| 47              | 0.104      | 88              | 0.196      |
| Uncomfortable      | 46              | 0.102      | 14              | 0.031      |
| Recurrent Condition| 36              | 0.080      | 44              | 0.098      |
| Backache           | 22              | 0.049      | 6               | 0.013      |
| Chest Tightness    | 15              | 0.033      | 10              | 0.022      |
| Trouble Breathing  | 13              | 0.029      | 41              | 0.091      |
| Fever              | 12              | 0.027      | 34              | 0.075      |
| Aggravation        | 11              | 0.024      | 33              | 0.073      |

The frequency of bold keywords is much higher than that in PC.

information about the location. In 900 cases, every 2 cases have one word that related to the location (about 450 times). This phenomenon demonstrates that information from chief complaints can provide useful prior knowledge for the learning framework.

We output the activation of LSTM neurons and observe some interesting phenomenons. Among those neurons in LSTM, some of them are almost the same during training, and impossible to tell which one is more active. However, some neurons are more active when fed in pneumonia cases and influence the performances of our framework. It means certain expressions can activate certain neurons during the learning process.

In summary, words in chief complaints are statistically related to pneumonia. Chief complaints from pneumonia patients contain more keywords about intuitive symptoms; Contrarily, chief complaints from healthy cases contain more keywords about feelings.

E. RQ3: HOW THE MULTI-CHANNEL MULTI-MODAL INFORMATION AFFECTS THE PERFORMANCES OF DEEP LEARNING NETWORKS?

Approach: To answer this research question, we build three frameworks: the proposed framework with multi-channel multi-modal information, the framework with multi-channel images, the framework with multi-modal demographic and clinical information, to evaluate the impacts of multi-channel images and multi-modal information separately. We use RCNN trained with lung window images as the baseline. It should be noted that ‘RCNN’ in this section refers to RCNN(ResNet). In this section, we use five-cross validation to evaluate the proposed framework.

Results: We show experimental results of the five-cross validation in Table.5. As can be seen, the average accuracy, sensitivity, specificity, and F1 Score of the baseline are 0.923, 0.911, 0.936, 0.917. And if we add multi-channel images into this framework, the average accuracy, sensitivity, specificity, and F1 Score increase to 0.936, 0.931, 0.940, and 0.933. It means that multi-channel images do provide more complement visual features than single-channel images and improve all four indicators. Moreover, when we add multi-modal clinical and demographic information, the average accuracy, sensitivity, specificity, and F1 Score will increase to 0.936, 0.931, 0.940, and 0.933. It should be noted that sensitivity was significantly improved by 3.1%, and the performances of this framework are very balanced. We also train a regression framework using demographic and clinical information only, and it achieves poor performances. However, experimental results prove that demographic and clinical information can provide useful prior knowledge. Image is the decisive factor, and prior knowledge provides supplementary information.

The study of [3] achieved an AUROC of 0.947 using reports only and achieved an AUROC of 0.969 using reports and X-Rays, which was the highest among all studies based on X-Rays. We assume that it is because reports contain conclusions drawn by the radiologists, which are very helpful when training a framework. Unlike the study in [3], our framework can assist the radiologists before they making any decisions since the clinical and demographic information is provided before the decision-making process.
TABLE 5. Experimental results of five-cross validation.

| Data                      | Fold 1 | Fold 2 | Fold 3 | Fold 4 | Fold 5 | Ave |
|---------------------------|--------|--------|--------|--------|--------|-----|
| Lung Window Image (Baseline) | Accuracy | 0.917  | 0.922 | 0.922 | 0.944 | 0.911 | 0.923 |
|                           | Sensitivity | 0.922  | 0.889 | 0.911 | 0.933 | 0.900 | 0.911 |
|                           | Specificity | 0.911  | 0.956 | 0.933 | 0.956 | 0.922 | 0.936 |
|                           | F1 Score | 0.919  | 0.905 | 0.917 | 0.939 | 0.906 | 0.917 |
| Three-Channel Image       | Accuracy | 0.917  | 0.944 | 0.936 | 0.939 | 0.922 | 0.936 |
|                           | Sensitivity | 0.922  | 0.933 | 0.944 | 0.933 | 0.922 | 0.931 |
|                           | Specificity | 0.911  | 0.956 | 0.967 | 0.944 | 0.922 | 0.940 |
|                           | F1 Score | 0.919  | 0.933 | 0.950 | 0.936 | 0.922 | 0.933 |
| Complaints & Age & Gender | Accuracy | 0.739  | 0.789 | 0.667 | 0.833 | 0.722 | 0.750 |
|                           | Sensitivity | 0.767  | 0.744 | 0.756 | 0.844 | 0.756 | 0.773 |
|                           | Specificity | 0.711  | 0.833 | 0.578 | 0.822 | 0.689 | 0.727 |
|                           | F1 Score | 0.752  | 0.766 | 0.708 | 0.839 | 0.738 | 0.761 |

FIGURE 5. Validation loss during training.

Four crucial points should be noticed from Table 5 and Table 2. Firstly, lung window images can deal with 92.3% cases. That is why this window is adopted widely in clinical practice. Secondly, the high attenuation window is the second choice since it can deal with normal pneumonia cases. Thirdly, only a few patients have such severe pneumonia that causes abnormal decreases in lung density, which need a low attenuation window for observation. Fourthly, clinical chief complaints, and demographic information further improve the overall performance of the proposed framework.

The validation loss during one fold training is shown in Figure 5. According to this figure, the loss of the proposed framework drops more quickly than RCNN (ResNet), which means that clinical and demographic information can accelerate the converging speed.

VI. DISCUSSION

A. EFFECT OF DEMOGRAPHIC INFORMATION

In this section, we further discuss the effect of demographic information. Data distributions of demographic information are listed in Table 1 of Section III. According to this table, we observe some interesting patterns:

(i) A male patient has a more significant chance of getting pneumonia. In 547 male cases, about 56.1% of them get pneumonia; Meanwhile, in 353 female cases, only 40.5% of cases get pneumonia. This phenomenon might be related to smoking since males in China suffer a severe smoking problem.

(ii) The table shows that age is also associated with the chances of getting pneumonia. We can observe that people older than 40 have a much larger chance of getting pneumonia. Moreover, about 16.7% of people younger than 10 get pneumonia, higher than that in the age group of 10-20. According to the CDC, people older than 65 or younger than 5 are more likely to get pneumonia, and people who smoke are more likely to get pneumonia too. Although the details like age groups are different, the patterns we observe are basically consistent with the CDC data.

B. NUMBER OF LSTM UNITS IN RCNN

We vary the number of LSTM units in RCNN (ResNet) in the set {64, 128, 256, 512} to investigate its influence by running tests with three-channel images. According to our experiments, when the LSTM neuron number is set to 64, the accuracy is 0.925; When the LSTM number is set to 256 and 512, the accuracy drops to 0.910; When the LSTM neuron number is set to 128, the accuracy reaches the highest 0.93. As a result, we adopt 128 as our LSTM neuron number in Section V.

C. WEIGHTS OF DIFFERENT CHANNELS DURING LEARNING PROCESS

We further discuss the influences of different image channels by adding weights. The initial weights for different channels are set to 1, and these weights can be updated during the back-propagation procedure. Experiments demonstrate that weights for the different channels are slightly different, and have no effect on the final results. The weight for the low attenuation window drops to 0.993; The weight for high attenuation increases to 1.002; The weight for the lung window increases to 1.006. In general, all channels provide necessary features during the deep learning process, but the lung window is a little more important than other image windows. As a result, we remove weights for channels in Section V.
VII. LIMITATIONS AND FUTURE WORK

Even if our framework achieves promising results on the clinical data, there are still some shortcomings in our work. Firstly, we collect 900 cases in this study. Generally speaking, 900 cases are far smaller than ‘big data’, so the performance of our framework is restricted by data distribution and quality. Secondly, we only consider chest CT scans, chief complaints, gender, and age. In clinical practice, besides the tests mentioned above, patients usually need to take blood pressure measurements, blood tests, heartbeat measurements, and some other medical examinations. These examinations can help doctors gain a more objective and comprehensive understanding of the patient’s condition.

It is challenging to overcome these two shortcomings mentioned above because data collected from PACS are disorder. Constructing a big scale medical dataset with consistent data is a very challenging task since raw data is affected by radiologists’ habits, data acquisition equipment, and hospital workflows. Our future work will focus on finding a method that can perform accurate diagnose on disorder data and include more multi-modal information from medical tests.

VIII. CONCLUSION

In this study, we propose a novel multi-channel multi-modal deep regression framework for pneumonia screening, which combines multi-channel CT visual features with patients’ age, gender, and chief complaints to simulates clinical practice. The proposed framework extracts visual features from three-channel images, semantic features from chief complaints, and fuses these features with prior knowledge provided by age and gender.

We analyze the dataset collected from the First Affiliated Hospital of Army Medical University. Compared to the baseline, the proposed framework improves the accuracy by 2.3%, and significantly improves the sensitivity by 3.1%. Experiments demonstrate that the multi-channel images and multi-modal information have advantages over single-channel image data only, and the proposed framework has achieved very balanced performances.
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