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We introduce a new type of models for two-component systems in one dimension subject to exact solutions by Bethe ansatz, where the interspecies interactions are tunable via Feshbach resonant interactions. The applicability of Bethe ansatz is obtained by fine-tuning the resonant energies, and the resulting systems can be described by introducing interspecies repulsive and interspecies attractive couplings $c_1$ and $c_2$. This kind of systems admits two types of interesting solutions: In the regime with $c_1 > c_2$, the ground state is a Fermi sea of two-strings, where the Fermi momentum $Q$ is constrained to be smaller than a certain value $Q^*$, and it provides an ideal scenario to realize BCS-BEC crossover (from weakly attractive atoms to weakly repulsive molecules) in one dimension; In the opposite regime with $c_1 < c_2$, the ground state is a single bright soliton even for fermionic atoms, which reveals itself as an embedded string solution.
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I. INTRODUCTION

The tremendous advances in the experimental realization of interacting quantum systems using cold atoms have recently pushed further our understanding of many-body physics beyond the simple mean-field level, which rekindled the interest in low dimensional exactly solvable models. The prototype of this kind is the famous Lieb-Liniger model [1, 2], which is now accessible to experimentalists [3–6].

As an extension of the one-component Lieb-Liniger type system, multicomponent systems host even richer many-body physics. Such systems have been realized experimentally using different hyperfine states of cold atoms, which provide us with the desired pseudospin degrees of freedom [7–10]. The intra- and inter-species interactions can then be tuned via the Feshbach resonances [11, 12] or external potentials confining the system in one dimension [13, 14]. On the theoretical side, the study of exactly solvable models for multicomponent systems begins with spin 1/2 fermions, which is now known as the Yang-Gaudin model [15–17]. Sutherland [18] and Schlottmann [19, 20] then made the generalization to arbitrary spins. The bosonic counterpart was also studied by various groups [21, 22].

In spite of extensive studies of two-component exactly solvable models in the literature, they are all limited to the case where intra- and inter-species interactions are both repulsive or attractive. This is probably due to the non-integrability of models of simple δ-contact interactions with two different coupling constants. Here we propose a new type of models for two-component systems with tunable interspecies interactions, which is subject to exact solutions by Bethe ansatz. It is of relevance not only to experimentally accessible systems such as bosonic $^{87}$Rb quantum gases but also to fundamental theoretical problems such as BCS-BEC crossover, since, unlike the Yang-Gaudin model, it connects regimes of weakly attractive atoms to weakly repulsive molecules. Besides, it presents exotic many-body physics of which in one case the solution is a Fermi sea of two-strings. The remarkable feature is that the Fermi momentum $Q$ characterizing this sea is limited by the value $Q^*$, as the increase of the mass density at fixed interaction is accommodated by the growing density of states of two-strings. A similar phenomenon was noticed by Gurarie [23] for a single component model with Feshbach resonance, where the system becomes unstable for small or large interactions. In the other case, an embedded string solution emerges, which means that the uniform system is unstable and it collapses into a bright soliton. This collapsing instability happens for fermionic atoms, which is contrary to the intuition that fermions won’t collapse due to the Pauli exclusion principle.

The remainder of this paper is organized as follows: In Sec. IV we present the models and discuss their integrability, then their exact solutions are worked out via the quantum inverse scattering method [24, 25]. Both bosonic and fermionic cases are considered and we will discover two different regimes, depending on the competition between inter- and intra-species couplings. In Sec. III we discuss the uniform regime with repulsion overcoming attraction, where the ground state properties and low energy excitations are derived. We also analyze the system with an external magnetic field in this regime, where a considerable portion of the phase diagram is occupied by the Fulde-Ferrel-Larkin-Ovchinnikov (FFLO) state [26, 27] and a lower critical magnetic field is found for large densities. In Sec. IV we turn to the other regime where the ground state is a bright soliton. Finally, in the concluding section, we summarize the results and discuss possible experimental realizations and extensions.
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II. MODELS AND THEIR INTEGRABILITY

A. Models

Firstly, we review two famous examples of integrable models, which are relevant in our subsequent discussion of BCS-BEC crossover in one dimension. One of them, the prototype for spin 1/2 fermions, is the Yang-Gaudin model [15–17] defined by the Hamiltonian:

$$\hat{H} = \int dx \left[ \partial_x \hat{\psi}^\dagger (x) \partial_x \hat{\psi} (x) - c_F \hat{\psi}^\dagger (x) \hat{\psi} (x) \hat{\psi} (x) \right],$$

(2.1)

where $\hat{\psi} = \left( \begin{array}{c} \psi^+ \\ \psi \end{array} \right)$ represents the spin-1/2 fermions with mass $m_F = 1/2$, and we have made the choice that $c_F > 0$ corresponds to the attraction between particles. We also adopt the convention that $\hbar = 1$ in this paper. It is well known that the ground state configuration of this attractive Yang-Gaudin model is a Fermi sea of singlet bound states, where the effective interaction between these bound pairs is still characterized by the attractive coupling $c_F$. In the limit $c_F \to 0$, the Yang-Gaudin model describes weakly bound pairs within BCS mechanism, while in the limit $c_F \to \infty$, it describes hardcore bosons instead of weakly interacting bosons.

The second example of integrable models, the prototype for spinless bosons, is the Lieb-Liniger model [18, 19] defined by the Hamiltonian:

$$\hat{H} = \int dx \left[ \partial_x \hat{\varphi}^\dagger (x) \partial_x \hat{\varphi} (x) + c_B \hat{\varphi}^\dagger (x) \hat{\varphi} (x) \hat{\varphi} (x) \right],$$

(2.2)

where $\hat{\varphi}$ represents the spinless bosons with mass $m_B = 1/2$, and we have made the opposite choice that $c_B > 0$ corresponds to repulsion between particles, contrary to the Yang-Gaudin model. Now there is an interesting connection between the Yang-Gaudin model and the Lieb-Liniger model - If we identify the spinless boson as the singlet bound state of two fermions (accordingly we need to impose the mass relation such that $m_B = 2 m_F$), then the Yang-Gaudin model and the Lieb-Liniger model can be formally connected by just a change of sign of the coupling constant $c$. This seemingly artificial construction was proposed to be an exactly solvable model for BCS-BEC crossover in one dimension, where the connection between the two models is realized by geometric resonances [28, 29]. The Lieb-Liniger model is necessarily needed for the BEC side, because the strong coupling limit of the Yang-Gaudin model is a gas of hardcore bosons (which is also known as the fermionic super Tonks-Girardeau gas [30]) instead of weakly interacting bosons. Although this provides a smooth crossover between the two pairing schemes, it is not satisfactory because there is no single Hamiltonian governing the behavior of the system from Eq. (2.1) with $c_F \ll 1$ to Eq. (2.2) with $c_B \ll 1$. Moreover, the molecule on the BEC side is unbreakable due to the quasi-1D confinement, thus the information of spin excitations is lost.

As advertised in the introduction section, in this paper we consider two-component interacting bosons and fermions with tunable interspecies interactions, which will provide an ideal scenario for one dimensional BCS-BEC crossover without the drawbacks mentioned above. Generally, the tunable interspecies interaction is realized via Feshbach resonances, where atoms are bound into molecules. Exact solutions to models with Feshbach resonances are studied in the literature for one-component interacting particles [32, 33] and for noninteracting fermions in the so-called quantum three-wave interaction model [32, 33]. Here we make a further step to two-component interacting systems, where the applicability of Bethe ansatz is obtained by fine-tuning the resonant energies.

We start by introducing the bosonic model, where the resonance can be viewed as a singlet bound state (molecule) of two participating bosons. It is defined by the Hamiltonian:

$$\hat{H} = \int dx \left\{ \partial_x \hat{\psi}^\dagger \partial_x \hat{\psi} + \frac{\partial_t \hat{\Pi}^\dagger \partial_t \hat{\Pi}}{2 m_{\Pi}^2} - c_\Pi \hat{\Pi}^\dagger \hat{\Pi} + g \hat{\psi}^\dagger \hat{\psi} \hat{\psi} \hat{\psi} \right\},$$

(2.3)

where $\hat{\psi} = \left( \begin{array}{c} \psi^+ \\ \psi \end{array} \right)$ represents the two-component bosons and $\hat{\Pi}$ represents the molecules with binding energy $\epsilon_\Pi$. The matrix $\sigma_y$ is the $y$ component of the Pauli matrix $\sigma = (\sigma_x, \sigma_y, \sigma_z)$. The introduction of spatial derivatives into the resonant coupling is due to the fact that the spatial part of the bosonic wave function in the singlet channel has odd parity. Also, we have adopted the convention that $m_\psi = 1/2$, and we have left $m_{\Pi}$ unspecified. In fact, the relation between $m_\Pi$ and $m_\psi$ is dictated by Galilean invariance: Under the Galilean transformation

$$\partial_t \to \partial_t - v \partial_x,$$

$$\hat{\psi} \to \hat{\psi} e^{-i \frac{m_\psi v_x + m_\psi v^2 t}{2}},$$

$$\hat{\Pi} \to \hat{\Pi} e^{-i \frac{m_{\Pi} v_x + m_{\Pi} v^2 t}{2}},$$

(2.4)

the action $S = \int dx dt \left( i \hat{\psi}^\dagger \partial_t \hat{\psi} + i \hat{\Pi}^\dagger \partial_t \hat{\Pi} \right) - \int dt H$ of the system will remain unchanged after a constant shift, provided we impose the relation that $m_\Pi = 2m_\psi$. Thus we can simply substitute $m_\Pi = 1$ into Eq. (2.3). There is one more point that we need to pay attention to, which is the conservation of particle number. This means that the operator $\hat{N}$ defined below commutes with the Hamiltonian $\hat{H}$:

$$\hat{N} = \int dx \left( \hat{\psi}^\dagger \hat{\psi} + 2 \hat{\Pi}^\dagger \hat{\Pi} \right), \quad [\hat{N}, \hat{H}] = 0.$$  

(2.5)

The definition of $\hat{N}$ takes into account the resonant coupling processes where two bosons with opposite pseudospin transform into one molecule or vice versa. This
commutability can be achieved by imposing the following commutation relations:
\[
[\hat{\psi}_\sigma(x), \hat{\psi}_{\sigma'}(x')] = \delta_{\sigma\sigma'}\delta(x-x'), \quad \sigma, \sigma' = \uparrow, \downarrow
\]
\[
[\hat{\Pi}(x), \hat{\Pi}'(x')] = \delta(x-x'),
\]
and all the other commutators give out zero.

The fermionic model can be constructed similarly, with the introduction of both scalar and vector resonances. It is defined by the Hamiltonian:

\[
\hat{\mathcal{H}} = \int dx \left\{ \partial_x \hat{\psi}^\dagger \partial_x \hat{\psi} + \frac{1}{2} \partial^2 \hat{\Xi}^\dagger \cdot \partial_x \hat{\Xi} + \frac{1}{2} \partial_x \hat{\Pi}^\dagger \partial_x \hat{\Pi} 
\right.
\]
\[
- \epsilon_{\Xi} \hat{\Xi}^\dagger \cdot \hat{\Xi} - \epsilon_{\Pi} \hat{\Pi}^\dagger \hat{\Pi} + g \hat{\psi}^\dagger \hat{\psi} \hat{\psi}^\dagger \hat{\psi} 
\]
\[
+ \left[ \frac{t_{\Xi}}{2} \left( i \partial_x \hat{\psi} \sigma \sigma' \hat{\psi}^\dagger \right) \cdot \hat{\Xi}^\dagger + h.c. \right] 
\]
\[
+ \left[ \frac{t_{\Pi}}{2} \left( i \partial_x \sigma \sigma' \hat{\psi}^\dagger \hat{\psi}^\dagger \right) \cdot \hat{\Pi}^\dagger + h.c. \right],
\]
\]

where \( \hat{\psi} = \begin{pmatrix} \hat{\psi}_\uparrow \\ \hat{\psi}_\downarrow \end{pmatrix} \) represents the spin-1/2 fermions, \( \hat{\Xi} \) represents the vector resonances with binding energy \( \epsilon_{\Xi} \) and \( \hat{\Pi} \) represents the scalar resonances with binding energy \( \epsilon_{\Pi} \). Also we adopt the convention that \( m_\uparrow = \frac{1}{2} \), then \( m_\downarrow = m_{\Pi} = 1 \) is required by the Galilean invariance, just as what we have discussed previously. Again we need to be careful about the conservation of particle number:

\[
\hat{N} = \int dx \left( \hat{\psi}^\dagger \psi + 2 \hat{\Xi}^\dagger \cdot \hat{\Xi} + 2 \hat{\Pi}^\dagger \hat{\Pi} \right), \quad [\hat{N}, \hat{\mathcal{H}}] = 0.
\]

This can be achieved by imposing the following commutation and anticommutation relations:

\[
\begin{align*}
\{ \hat{\psi}_\sigma(x), \hat{\psi}_{\sigma'}(x') \} &= \delta_{\sigma\sigma'}\delta(x-x'), \\
\{ \hat{\psi}^\dagger_\sigma(x), \hat{\psi}^\dagger_{\sigma'}(x') \} &= 0, \quad \{ \hat{\psi}_\sigma(x), \hat{\psi}_{\sigma'}(x') \} = 0 \\
[\hat{\Xi}_\mu(x), \hat{\Xi}^\dagger_{\mu'}(x')] &= \delta_{\mu\mu'}\delta(x-x'), \\
[\hat{\Pi}(x), \hat{\Pi}^\dagger(x')] &= \delta(x-x'),
\end{align*}
\]

and all the other commutators give out zero. In the above equations, the spin labels \( \sigma, \sigma' \) take values of \( \uparrow, \downarrow \), and the polarization labels \( \mu, \mu' \) take values of \( +, -, z \). The relation between polarization labels and vector labels is as follows:

\[
\hat{\Xi}_+ = \frac{1}{\sqrt{2}} (\hat{\Xi}_x + i \hat{\Xi}_y), \quad \hat{\Xi}_- = \frac{1}{\sqrt{2}} (\hat{\Xi}_x - i \hat{\Xi}_y).
\]

The bosonic and fermionic models introduced here can be solved via Bethe ansatz if we fine tune the resonant energies \( \epsilon_0, \epsilon_\Xi, \epsilon_{\Pi} \), and both of them can be effectively described as a two-component system with intraspecies repulsion and interspecies attraction. By tuning the strength of attraction from vanishingly small toward the strength of repulsion, the system first shows BCS-type pairing behavior, then it develops toward the fermionic super Tonks-Girardeau gas regime, and finally, it turns into the weakly interacting bosons regime and shows BEC-type pairing behavior. Thus we can have a single Hamiltonian governing the whole range of BCS-BEC crossover, and there is no geometric confinement preventing the breaking of bound pairs. What is more, if we tune the strength of attraction beyond repulsion, we will enter into a new regime where the uniform configuration is unstable and the system collapses into a bright soliton. Now let us discuss these interesting physics one by one, starting from the integrability.

### B. Integrability

Integrable models with internal degrees of freedom can be solved using the quantum inverse scattering method \[24, 25\]. The essential point is to construct the two-body S-matrix which fulfills the Yang-Baxter equation. For a time inversion and space inversion invariant and species-conserving model in free space, the two-body S-matrix in pseudospin subspace \{\(\uparrow, \downarrow\)\} assumes the following general form:

\[
S(k) = \begin{pmatrix}
a(k) & 0 & 0 & 0 \\
0 & b(k) & c(k) & 0 \\
0 & c(k) & b(k) & 0 \\
0 & 0 & 0 & a(k)
\end{pmatrix},
\]

where the relative momentum \( k = k_2 - k_1 \) is the difference in momentum between the two scattering particles. The requirement of unitarity

\[
S^\dagger(k)S(-k) = S(k)S^\dagger(-k) = I
\]

together with the Yang-Baxter equation

\[
\sum_{\sigma_1', \sigma_2' \in \{\uparrow, \downarrow\}} S_{\sigma_1', \sigma_2'}(k_1 - k_2)S_{\sigma_1, \sigma_2}(k_1)S_{\sigma_1', \sigma_2'}(k_2) = \sum_{\sigma_1', \sigma_2' \in \{\uparrow, \downarrow\}} S_{\sigma_2', \sigma_1'}(k_2)S_{\sigma_1, \sigma_2}(k_1)S_{\sigma_1', \sigma_2'}(k_1 - k_2)
\]

then put severe constraints on the S-matrix elements:

\[
a(k)a(-k) = 1, \quad a(k) = b(k) + c(k), \quad \frac{a(k)}{b(k)} + \frac{a(-k)}{b(-k)} = 2,
\]
\[
\frac{a(k_1)b(k_2) - a(k_2)b(k_1)}{b(k_2 - k_1)} = \frac{c(k_1)c(k_2)}{c(k_2 - k_1)}.
\]

As a result, the integrability can be checked by identifying the S-matrix elements in Eq. \[2.11\] and checking the validity of Eq. \[2.14\]. Then the exact solutions can be explicitly constructed using the algebraic Bethe ansatz \[24, 25\], and the resulting Bethe ansatz equations for an eigenstate with \( M \) out of \( N \) particles placed spin-down
are as follows:
\[
\prod_{n=1}^{N} \frac{a(\Lambda_n - k_n)}{b(\Lambda_n - k_n)} = \prod_{\beta=1}^{M} \frac{a(\Lambda_\alpha - \Lambda_\beta)}{b(\Lambda_\alpha - \Lambda_\beta)} \frac{a(\Lambda_\beta - \Lambda_\alpha)}{b(\Lambda_\beta - \Lambda_\alpha)},
\]

\[
(\mp)^{N-1} \exp(-ik_jL) = \prod_{n=1}^{N} a(k_j - k_n) \prod_{\alpha=1}^{M} \frac{a(\Lambda_\alpha - k_j)}{b(\Lambda_\alpha - k_j)},
\]

(2.15)

where \( L \) is the size of the system, the charge rapidities \( k_n, n = 1, 2, \cdots, N \) are the physical momenta, and the spin rapidities \( \Lambda_\alpha, \alpha = 1, 2, \cdots, M \) are auxiliary parameters (thus the ansatz is also called nested Bethe ansatz). Also in the second set of equations, the upper sign is for bosons, and the lower sign is for fermions.

Let us first remind the reader about the Bethe ansatz equations for the Yang-Gaudin model and the Lieb-Liniger model and then turn to the present models defined in Eqs. (2.3) and (2.7).

The S-matrix elements for the Yang-Gaudin model described in Eq. (2.1) are \[24, 25\]:

\[
a(k) = 1, \quad b(k) = \frac{k}{k - ic_F}, \quad c(k) = \frac{-ic_F}{k - ic_F}.
\]

This clearly fulfills the integrability criterion as specified in Eq. (2.14). Then it is straightforward to substitute Eq. (2.16) into Eq. (2.15) to obtain the Bethe ansatz equations:

\[
\prod_{j=1}^{N} \left( \frac{\Lambda_\alpha - k_j - ic_F}{\Lambda_\alpha - k_j + ic_F} \right) = -\prod_{\beta=1}^{M} \left( \frac{\Lambda_\alpha - \Lambda_\beta - ic_F}{\Lambda_\alpha - \Lambda_\beta + ic_F} \right),
\]

\[
\exp(ik_jL) = \prod_{\alpha=1}^{M} \left( \frac{k_j - \Lambda_\alpha - ic_F}{k_j - \Lambda_\alpha + ic_F} \right),
\]

(2.17)

where \( c_F = c_F/2 \) and we have made the conventional shift \( \Lambda_\alpha \to \Lambda_\alpha + ic_F \). The ground state configuration of this attractive Yang-Gaudin model (with even number of particles) is known to be a Fermi sea of two-string solutions with the structure:

\[
k_{\alpha,1} = \Lambda_\alpha + ic_F, \quad k_{\alpha,2} = \Lambda_\alpha - ic_F,
\]

(2.18)

where \( \alpha = 1, 2, \cdots, M \) with \( M = N/2 \), and the Bethe ansatz equations reduce into equations for the center momenta \( \Lambda_{\alpha} \):

\[
\exp(2i\Lambda_{\alpha}L) = (-1)^{M} \prod_{\beta=1}^{M} \left( \frac{\Lambda_\alpha - \Lambda_\beta - ic_F}{\Lambda_\alpha - \Lambda_\beta + ic_F} \right).
\]

(2.19)

Because the center momenta \( \Lambda_\alpha \) in the ground state configuration are all real, we can take the logarithm of the above equations:

\[
2\Lambda_{\alpha}L = 2\pi J_{\alpha} - \sum_{\beta=1}^{M} \theta(\Lambda_\alpha - \Lambda_\beta),
\]

(2.20)

where \( J_{\alpha} \)'s are consecutive integers or half-odd integers depending on:

\[
J_{\alpha} = \frac{M + 1 - 2\alpha}{2}, \quad \alpha = 1, 2, \cdots, M.
\]

The phase-shift function \( \theta(\Lambda - \Lambda') \) is defined as:

\[
\theta(\Lambda - \Lambda') = -2 \arctan \left( \frac{\Lambda - \Lambda'}{c_F} \right).
\]

(2.22)

In the thermodynamic limit where \( N \to \infty, L \to \infty \) with fixed density \( n_F = N/L \), Eq. (2.20) can be replaced by an integral equation for the density of state \( \sigma(\Lambda_j) = 1/L(\Lambda_j+1 - \Lambda_j) \), following Hultén’s continualization procedure [33]:

\[
\sigma(\Lambda) + \frac{c_F}{\pi} \int_{-Q}^{Q} d\Lambda' \frac{\sigma(\Lambda')}{(\Lambda - \Lambda')^2 + c_F^2} = \frac{1}{\pi},
\]

(2.23)

where \( Q \) is the Fermi momentum of the ground state, and it is determined by the density \( n_F \) via the relation:

\[
\frac{n_F}{2} = \int_{-Q}^{Q} d\Lambda \sigma(\Lambda).
\]

(2.24)

After solving the above integral equation, the physical quantities of the ground state can then be calculated in terms of the density of states \( \sigma(\Lambda) \).

The Lieb-Liniger model as described in Eq. (2.2) in fact has simpler structure compared with the Yang-Gaudin model, because it is a single-component model. The resulting ground state configuration with \( N \) particles fulfills the Bethe ansatz equations:

\[
k_jL = 2\pi I_j - \sum_{n=1}^{N} \theta(k_j - k_n),
\]

(2.25)

where \( I_j \)'s are consecutive integers or half-odd integers depending on:

\[
I_j = \frac{N + 1 - 2j}{2}, \quad j = 1, 2, \cdots, N.
\]

(2.26)

The corresponding phase-shift function is defined as

\[
\theta(k - k') = 2 \arctan \left( \frac{k - k'}{c_B} \right),
\]

(2.27)

and the integral equation for the density of states \( \rho(k) = 1/L(k_{j+1} - k_j) \) in the thermodynamic limit is:

\[
\rho(k) - \frac{c_B}{\pi} \int_{-q}^{q} dk' \frac{\rho(k')}{(k - k')^2 + c_B^2} = \frac{1}{2\pi}.
\]

(2.28)

Similarly \( q \) is the Fermi momentum of the ground state [49], and it is determined by the density \( n_B = N/L \) via the relation:

\[
n_B = \int_{-q}^{q} dk \rho(k).
\]

(2.29)
Now it is clear from Eqs. \((2.23)\) and \((2.28)\) that we can formally connect the Yang-Gaudin model and the Lieb-Liniger model by just a change of sign of the coupling constant \(c\), where the spinless boson in the Lieb-Liniger model is identified with the singlet bound pair in the Yang-Gaudin model (thus the requirement that \(m_B = 2m_F\) and \(n_B = 2n_F\)).

Next we consider the model defined in Eq. \((2.3)\). It can be intuitively understood as follows: The two-component bosonic atoms denoted by \(\psi\) live on hyperplanes corresponding to different ordering sectors \(X\), where \(x_{X_1} < x_{X_2} < \cdots < x_{X_N}\). Without resonant couplings as in the case of the Yang-Gaudin and the Lieb-Liniger model, we only need to require the continuity of wave functions when these hyperplanes intersect. With Feshbach resonances as in our model, the molecules denoted by \(\Pi\) can be viewed as living on the intersections of the hyperplanes, which play the role of boundary conditions. As a result, we can describe the system with atomic \(S\)-matrices, where the molecules only enter as appropriate boundary conditions for the atomic wave functions. Next, we calculate the corresponding \(S\)-matrix elements to check the integrability of the present model.

In the triplet channel for \(\psi\)-bosons, the \(\Pi\)-boson is not excited, and we have both configuration \((\uparrow\uparrow)\) and \((\uparrow\downarrow + \downarrow\uparrow)/\sqrt{2}\). The two-atom states for them are

\[
\begin{align*}
|\text{two atom}\rangle_{\text{tri},1} &= \int dx_1 dx_2 \phi(x_1, x_2) \hat{\psi}_\uparrow^\dagger(x_1) \hat{\psi}_\downarrow^\dagger(x_2) |0\rangle, \\
|\text{two atom}\rangle_{\text{tri},0} &= \int dx_1 dx_2 \phi(x_1, x_2) \frac{\hat{\psi}_\uparrow^\dagger(x_1) \hat{\psi}_\downarrow^\dagger(x_2) + \hat{\psi}_\downarrow^\dagger(x_2) \hat{\psi}_\uparrow^\dagger(x_1)}{2} |0\rangle.
\end{align*}
\]

By acting the \(S\)-matrix in Eq. \((2.11)\) on both wave functions, we obtain

\[
\begin{align*}
S(k)|\text{two atom}\rangle_{\text{tri},1} &= a(k)|\text{two atom}\rangle_{\text{tri},1}, \\
S(k)|\text{two atom}\rangle_{\text{tri},0} &= (b(k) + c(k))|\text{two atom}\rangle_{\text{tri},0},
\end{align*}
\]

which leads to the result that \(a(k) = b(k) + c(k)\). Taking into account that the spatial part of the wave functions has even parity, we can make the ansatz for \(\phi(x_1, x_2) = \phi_{\text{tri}}(x_2 - x_1)\) such that:

\[
\phi_{\text{tri}}(x) = \cos(kx/2 + \delta_{\text{tri}}) \text{sgn}x,
\]

where \(\delta_{\text{tri}}\) is the scattering phase shift. The corresponding Schrödinger equation for \(\phi_{\text{tri}}(x)\) can then be derived from the model Hamiltonian in Eq. \((2.3)\):

\[
(-2\partial_x^2 - k^2/2)\phi_{\text{tri}}(x) + 2g\delta(x)\phi_{\text{tri}}(0) = 0,
\]

where \(\phi_{\text{tri}}(0) \equiv [\phi_{\text{tri}}(0^+) + \phi_{\text{tri}}(0^-)]/2 = \cos\delta_{\text{tri}}\). Integration of Eq. \((2.33)\) around \(x = 0\) gives out

\[
a(k) = b(k) + c(k) = e^{i2\delta_{\text{tri}}} = \frac{k - ig}{k + ig}.
\]

In the singlet channel for \(\psi\)-bosons, the \(\Pi\)-boson is also excited. The general form of the two-atom state in this case can be expressed as:

\[
|\text{two atom}\rangle^{\text{singlet}} = \int dy \Phi(y) \hat{\Pi}^\dagger(y) |0\rangle + \int dx_1 dx_2 \phi(x_1, x_2) \frac{\hat{\psi}_\uparrow^\dagger(x_1) \hat{\psi}_\downarrow^\dagger(x_2) - \hat{\psi}_\downarrow^\dagger(x_2) \hat{\psi}_\uparrow^\dagger(x_1)}{2} |0\rangle.
\]

Based on symmetry considerations, the following ansatz for \(\phi(x_1, x_2)\) and \(\Phi(y)\) is appropriate:

\[
\phi(x_1, x_2) = \phi_{\text{singlet}}(x_2 - x_1) e^{iK(x_1 + x_2)}, \quad \Phi(y) = \Phi e^{2iKy},
\]

where \(K\) is the momentum of the mass center and the singlet wave function has odd parity

\[
\phi_{\text{singlet}}(x) = \sin(kx/2 + \delta_{\text{singlet}}) \text{sgn}x.
\]

Then the corresponding Schrödinger equation is:

\[
(-2\partial_x^2 - k^2/2)\phi_{\text{singlet}}(x) + t^*\delta'(x) \Phi = 0, \\
-\epsilon_0 \Phi - t\partial_x \phi(x)|_{x=0^+} = k^2 \Phi/2,
\]

which gives the expression for the \(S\)-matrix element in the singlet channel

\[
b(k) - c(k) = e^{2i\delta_{\text{singlet}}} = \frac{4(k^2 + 2\epsilon_0) - i|t|^2 k}{4(k^2 + 2\epsilon_0) + i|t|^2 k}.
\]

Equation \((2.39)\) together with Eq. \((2.34)\) give us the expression of matrix elements specified in Eq. \((2.11)\). Substituting them into the requirement in Eq. \((2.14)\), we finally arrive at the following condition for integrability of the present model defined in Eq. \((2.3)\):

\[
2\epsilon_0 = g(g - |t|^2/4).
\]

This can be achieved by fine tuning the resonant energy \(\epsilon_0\). We further introduce new coupling constants \(c_1, c_2\) as:

\[
c_1 = g, \quad c_2 = 2\epsilon_0/g,
\]

such that the \(S\)-matrix elements take the simple form

\[
a(k) = \frac{k - ic_1}{k + ic_1}, \quad b(k) = \frac{k}{k - ic_2}.
\]

In the case with repulsive intraspecies coupling \(c_1 > 0\), the sign of \(c_2\) is controlled by the resonant energy \(\epsilon_0\). The choice \(c_2 > 0\) introduces a interspecies attraction resulting a physical pole in the singlet channel, which is exactly the singlet bound state with binding energy \(\epsilon_0 > 0\) that we have in mind when proposing the model. Furthermore from Eq. \((2.40)\) we can infer the competition between the two coupling constants:

\[
c_1 - c_2 = |t|^2/4 > 0.
\]
Above we only considered two-body scatterings defined by the Hamiltonian in Eq. (2.3) and we showed that the model can be made integrable by fine-tuning the resonant energy if only two-body scatterings are important. Strictly speaking, this is not sufficient for the integrability when we consider three-body and four-body scatterings (in particular, the resulting wave functions for the three-atom sector have discontinuities when a II particle sits right on top of a ψ particle). In another word, the II-ψ and II-II scatterings cannot be factorized into successive two-body scatterings. Practically, at least for relatively small densities of the system, the effect of three-body and four-body scatterings is negligible compared with two-body scatterings, since II particles live only on the intersections of the hyperplanes and their scatterings are of measure zero. This is in the spirit of the so-called asymptotic Bethe ansatz \[15, 23, 31]\. It is also possible to save the factorizability by introducing counterterms to the quadratic spectrum, as what has been done for the exact solution to the multichannel Kondo model \[35, 36]\.

Although this recipe can be made local and Galilean invariant, it has the problem of producing a continuum of bound states when the resonance is turned off (that means \(t = 0\)), and we don’t know what will become of these bound states once the resonance is turned on. Here we disregard all these complexities and use the S-matrix specified in Eq. (2.42) to construct the Bethe ansatz. We believe this captures the essential features of the model as the corresponding Bethe ansatz equations give out physically sensible results. We hope to return to the issue of factorizability and resolve it in a future publication.

Before entering into the standard process of quantum inverse scattering method of solving the bosonic model, we also check the integrability of the fermionic model described in Eq. (2.24) on the two-body scattering level, disregarding the complexities discussed above. Then the same S-matrix elements in Eq. (2.42) are obtained for the fermionic model but with the possibility of \(c_1 < c_2\). We follow the same procedure as the bosonic case. The corresponding Schrödinger equation in the triplet channel is then

\[
-\frac{\partial^2 \phi_{\text{tr}}}{\partial x^2} - k^2 \phi_{\text{tr}}(x) + t_{\text{tr}} \delta'(x) \Phi_{\text{tr}} = 0,
\]

(2.44)

where \(\phi_{\text{tr}}(x) = \sin(kx/2 + \delta_{\text{tr}} \text{sgn} x)\) is the spatial part of the triplet wave function and \(\Phi_{\text{tr}}\) is the amplitude of the vector resonance wave function. We then obtain the S-matrix element in the triplet channel:

\[
a(k) = b(k) + c(k) = e^{2i\delta_{\text{tr}}} = \frac{4(k^2 + 2\epsilon_{\text{tr}})}{4(k^2 + 2\epsilon_{\text{tr}})} - i|t_{\text{tr}}|^2 k \frac{4(k^2 + 2\epsilon_{\text{tr}}) + i|t_{\text{tr}}|^2 k}{4(k^2 + 2\epsilon_{\text{tr}}) + i|t_{\text{tr}}|^2 k}.
\]

(2.45)

Similarly, in the singlet channel we have the following Schrödinger equation:

\[
-\frac{\partial^2 \phi_{\text{su}}}{\partial x^2} - k^2 \phi_{\text{su}}(x) + 2g\phi_{\text{su}}(0) + t_{\text{su}} \Phi_{\text{su}} \delta(x) = 0,
\]

(2.46)

where \(\phi_{\text{su}}(x) = \cos(kx/2 + \delta_{\text{su}} \text{sign} x)\) is the spatial part of the singlet wave function and \(\Phi_{\text{su}}\) is the amplitude of the scalar resonance wave function. We then obtain the S-matrix element in the singlet channel:

\[
b(k) - c(k) = e^{2i\delta_{\text{su}}} = \frac{k(k^2 + 2\epsilon_{\text{su}}) - i|t_{\text{su}}|^2 k}{k(k^2 + 2\epsilon_{\text{su}}) + i|t_{\text{su}}|^2 k}.
\]

(2.47)

Equation (2.46) together with Eq. (2.47) produce the same S-matrix elements in Eq. (2.42) if the following fine tuning is applied:

\[
\epsilon_{\text{su}} = 0, \quad \frac{|t_{\text{su}}|^2}{4} \left(\frac{|t_{\text{su}}|^2}{4} - g\right) = -\frac{|t_{\text{su}}|^2}{g} = 2\epsilon_{\text{su}},
\]

(2.48)

and the coupling constants \(c_1, c_2\) are defined as:

\[
c_1 = |t_{\text{su}}|^2/4, \quad c_1 - c_2 = -|t_{\text{su}}|^2/(2\epsilon_{\text{su}}).
\]

(2.49)

If the scalar resonance is made a singlet bound state with binding energy \(\epsilon_{\text{su}} > 0\), then we realize the possibility of \(c_1 < c_2\) mentioned above.

Since both the bosonic and fermionic model present the same form of S-matrix elements in Eq. (2.42), we can discuss their exact solutions together by substituting Eq. (2.42) into Eq. (2.15). The resulting algebraic Bethe ansatz equations in the sector where \(M\) out of \(N\) atoms are placed spin-down are:

\[
(-)^N \prod_{n=1}^{N} \Lambda_{\alpha} - k_n - ic_{\alpha}^2 = M \prod_{\beta=1}^{\Lambda_{\alpha} - \Lambda_{\beta} - ic_{\alpha}^2},
\]

(2.50)

where \(L\) is the size of the system, \(c_{\alpha}^2 = c_\alpha^2/2, j, n = 1, 2, \ldots, N\) and \(\alpha, \beta = 1, 2, \ldots, M\). The conventional shift \(\Lambda_{\alpha} \to \Lambda_{\alpha} + ic_{\alpha}^2\) is introduced. Also the upper sign is for bosons, and the lower sign is for fermions. In the following sections we discuss the two cases with \(c_1 > c_2 > 0\) and \(c_2 > c_1 > 0\) respectively.

### III. UNIFORM REGIME WITH \(c_1 > c_2 > 0\)

In this section, we discuss the present model in the parameter regime \(c_1 > c_2 > 0\), where the ground state is a Fermi sea of the two-atom bound pair. Firstly, we derive the equation for the density of states in the thermodynamic limit, where we analyze its singular behavior due to level condensation and find that the Fermi momentum is bounded from above. Then we discuss the physics of BCS-BEC crossover in the context of the present model, where we find that the extremes of the excitation spectra have robust features and the system develops a collapsing instability in the limit \(c_2 \to c_1\). After that, we discuss the zero temperature phase diagram of the present
model with an external magnetic field, of which a considerable part is occupied by the one dimensional analog of the FFLO state. Besides, a critical magnetic field arises due to the presence of the upper bound for the Fermi momentum. This is in contrast to the situation for the Yang-Gaudin model, where an arbitrarily small external magnetic field can polarize the ground state as long as the particle density of the system is large enough.

### A. Level Condensation and Limiting Fermi Momentum $Q^*$

Let us start with the system with even number of atoms. Then the ground state is a Fermi sea of two-sites with the same structure as in the Yang-Gaudin model:

$$k_{\alpha,1} = \Lambda_\alpha + ic_2', \quad k_{\alpha,2} = \Lambda_\alpha - ic_2', \quad (3.1)$$

where $\alpha = 1, 2, \ldots, M = N/2$ and the Bethe ansatz equations in Eq. (2.50) reduce to the equations for the center moments $\Lambda_\alpha$:

$$e^{2i2\Lambda_\alpha L} = (-)^M \prod_{\beta=1}^M \left( \frac{\Lambda_\alpha - \Lambda_\beta - ic_2}{\Lambda_\alpha - \Lambda_\beta + ic_2} \right) \left( \frac{\Lambda_\alpha - \Lambda_\beta + ic_1}{\Lambda_\alpha - \Lambda_\beta - ic_1} \right)^2 \left( \frac{\Lambda_\alpha - \Lambda_\beta + i(c_1 + c_2)}{\Lambda_\alpha - \Lambda_\beta - i(c_1 + c_2)} \right) \left( \frac{\Lambda_\alpha - \Lambda_\beta - i(c_1 - c_2)}{\Lambda_\alpha - \Lambda_\beta + i(c_1 - c_2)} \right). \quad (3.2)$$

Because the center moments $\Lambda_\alpha$ in the ground state are all real, we can take the logarithm of the above equations:

$$2\Lambda_\alpha L = 2\pi J_\alpha - \sum_{\beta=1}^M \theta(\Lambda_\alpha - \Lambda_\beta), \quad (3.3)$$

where $J_\alpha$s are consecutive integers or half-odd integers depending on:

$$J_\alpha = \frac{M + 1 - 2\alpha}{2}, \quad \alpha = 1, 2, \ldots, M. \quad (3.4)$$

The phase-shift function $\theta(\Lambda - \Lambda')$ is defined as:

$$\theta(\Lambda - \Lambda') = -2 \arctan \left( \frac{\Lambda - \Lambda'}{c_2} \right) + 4 \arctan \left( \frac{\Lambda - \Lambda'}{c_1} \right) + 2 \arctan \left( \frac{\Lambda - \Lambda'}{c_1 + c_2} \right) + 2 \arctan \left( \frac{\Lambda - \Lambda'}{c_1 - c_2} \right). \quad (3.5)$$

We can see that Eq. (3.3) reduces to Eq. (2.22) in the limit $c_2 \ll 1 \ll c_1$, and to Eq. (2.27) in the limit $0 < c_1 - c_2 \ll 1 \ll c_1$, so the present model has the Yang-Gaudin model and the Lieb-Liniger model as its two limiting models. Also the total energy and momentum of the system can then be expressed as:

$$E = \frac{M}{2} \left[ \left( \Lambda_\alpha + \frac{ic_2'}{2} \right)^2 + \left( \Lambda_\alpha - \frac{ic_2'}{2} \right)^2 \right], \quad P = \sum_{\alpha=1}^M 2\Lambda_\alpha. \quad (3.6)$$

In the thermodynamic limit, Eq. (3.3) can be replaced by an integral equation for the density of state $\sigma(\Lambda)$, just like what we discussed previously:

$$\sigma(\Lambda) = \int_{-Q}^Q d\Lambda' K(\Lambda - \Lambda')\sigma(\Lambda') = \frac{1}{\pi}, \quad (3.7)$$

$$K(\Lambda - \Lambda') = \frac{1}{2\pi} \theta(\Lambda - \Lambda'),$$

where $Q$ is the Fermi momentum of the ground state, and it is determined by the density $n = N/L$ via the relation:

$$\frac{n}{2} = \int_{-Q}^Q d\Lambda \sigma(\Lambda). \quad (3.8)$$

Also the total energy and momentum of the system in the thermodynamic limit can be expressed using the density of state $\sigma(\Lambda)$:

$$E = \int_{-Q}^Q d\Lambda \left( 2\Lambda^2 \frac{c_2^2}{2} \right) \sigma(\Lambda), \quad P = \int_{-Q}^Q d\Lambda 2\Lambda \sigma(\Lambda). \quad (3.9)$$

For further analysis of Eq. (3.7), it is useful to rescale the parameters with respect to $Q$:

$$x = \frac{\Lambda}{Q}, \quad \lambda = \frac{c_1}{Q}, \quad \xi = \frac{c_2}{c_1}. \quad (3.10)$$

Correspondingly, the integral equation for the density of states with the rescaled parameters is:

$$\sigma(x) - \int_{-1}^1 dx' K(x - x')\sigma(x') = \frac{1}{\pi}, \quad (3.11)$$

where $K(x)$ expressed in the rescaled parameters is

$$K(x) = \frac{1}{\pi} \left( \frac{\xi x}{x^2 + (\xi x)^2} + \frac{2\lambda}{x^2 + \lambda^2} \right) + \frac{(1 + \xi)x}{x^2 + (1 + \xi)^2\lambda^2} \left( \frac{1 - \xi}{x^2 + (1 - \xi)^2\lambda^2} \right), \quad (3.12)$$

and Eq. (3.8) is equivalent to

$$\int_{-1}^1 dx \sigma(x) = \frac{n}{2Q}. \quad (3.13)$$

By construction, the density of states $\sigma(x) \geq 0$ for $x \in [-1, 1]$. Correspondingly, the kernel

$$\mathcal{L}(x, x') = \delta(x - x') - K(x - x') \quad (3.14)$$

in Eq. (3.11) must also be a positive definite operator, with its smallest eigenvalue bigger than $1/(\pi \sigma_{\text{max}})$, where $\sigma_{\text{max}}$ is the maximum value of $\sigma(x)$ on the interval $x \in [-1, 1]$. This is indeed the case in the Lieb-Liniger model and the Yang-Gaudin model for any coupling strength.

However, in the present model, the kernel $\mathcal{L}(x, x')$ in Eq. (3.14) is positive definite only for $\lambda > \lambda^* = \lambda^*(\xi)$,
where \( \lambda^*(\xi) \) will be found later. Equivalently, Eq. (3.10) yields an upper bound for the Fermi momentum:

\[
Q < Q^* = c_1/\lambda^*. \tag{3.15}
\]

Then, the apparent conflict appears: How do we satisfy the conservation of the mass density of the system in Eqs. (3.8) and (3.13) while the Fermi momentum \( Q \) is limited by \( Q^* \)? Solution of this problem is to have \( \sigma(x) \to \infty \) at \( n \to \infty \) while keeping \( Q^* \) fixed. The only way to have such a result is to require the operator \( \mathcal{L}(x,x') \) to have an almost zero mode at \( \lambda \to \lambda^* + 0 \):

\[
\int_{-1}^{1} dx' \mathcal{L}_{\lambda^*}(x,x')\sigma^0(x) = 0. \tag{3.16}
\]

This phenomenon reminds us the condensation of levels which is characteristic for weakly interacting bosons (see Fig. 1).

For a fixed value of \( \xi \) and different values of \( \lambda \), we solve Eq. (3.11) numerically using the modified quadrature method [37], where the usual quadrature approximation to the integral is modified to give more accurate result for a weakly singular kernel. The critical value \( \lambda^*(\xi) \) is determined by the point at which the value of the solution \( \sigma(x) \) to Eq. (3.11) changes from positive to negative. Accordingly, for a fixed value of \( \xi \), the zero mode \( \sigma^0(x) \) for \( \mathcal{L}_{\lambda^*}(x,x') \) can be approximated by the singular part of the solution \( \sigma(x) \) that grows with increasing density \( n \) when \( \lambda \to \lambda^*(\xi) + 0 \). The numerically determined critical curve \( \lambda^*(\xi) \) is shown in Fig. 2 and it can be fitted by the formula:

\[
\lambda^*(\xi) = \sqrt{\frac{0.75}{1 - \xi}} + 0.015 + 0.045\xi + 0.50\xi^2, \quad \xi \in (0, 1), \tag{3.17}
\]

which has the limiting behavior that \( \lambda^*(\xi \to 0) \approx 0.88 \) and \( \lambda^*(\xi \to 1) \to \infty \). In the latter limit, the upper bound \( Q^* \) goes to zero and the system develops a collapsing instability which we will discuss in Sec. IV.

The solution \( \sigma(x) \) to Eq. (3.11) at \( \lambda \to \lambda^* + 0 \) for several values of \( \xi \) is shown in Fig. 3 and it consists of a regular and a singular part:

\[
\sigma(x) = \sigma_{\text{reg}}(x) + \sigma^0(x), \tag{3.18}
\]

where the singular part \( \sigma^0(x) \) can be viewed as the approximated zero mode defined in Eq. (3.16), thus we use the same symbol for them.

In the limit \( \xi \to 1 \), we can extract the analytical expression for the zero mode from Eq. (3.11). For \( \xi \to 1 \), we have \((1 - \xi)\lambda^*(\xi) \to 0 \) from Eq. (3.17), then \( K(x-x') \) in Eq. (3.12) at \( \lambda \to \lambda^* + 0 \) can be approximated as

\[
K(x-x') \approx \frac{1}{\pi} \left( \frac{3}{2\lambda} + \frac{(1 - \xi)\lambda}{(x-x')^2 + (1 - \xi)^2\lambda^2} \right),
\]

\[
\approx \frac{3}{2\pi\lambda} + \delta(x-x') - \frac{(1 - \xi)\lambda}{\pi} \frac{\partial}{\partial x} \mathcal{P} \frac{1}{x-x'}, \tag{3.19}
\]

where the symbol \( \mathcal{P} \) represents the Cauchy principle part. As a result, Eq. (3.11) can be reduced to an equation for the zero mode \( \sigma^0(x) \):

\[
-\frac{3}{2\pi\lambda} \int_{-1}^{1} dx' \sigma^0(x') + \frac{(1 - \xi)\lambda}{\pi} \frac{\partial}{\partial x} \mathcal{P} \int_{-1}^{1} dx' \frac{\sigma^0(x')}{x-x'} = \frac{1}{\pi}. \tag{3.20}
\]
Using the identity that
\[ \mathcal{P} \int_{-1}^{1} \frac{dx'}{x-x'} \sqrt{1-x'^2} = \pi x, \] (3.21)
the solution \( \sigma^0(x) \) to Eq. (3.20) can be determined as
\[ \sigma^0(x) = \frac{4\lambda}{\pi} \frac{1}{4(1-\xi)^2} \sqrt{1-x^2}, \] (3.22)
where the value of \( \lambda \) is then fixed by the normalization condition in Eq. (3.13):
\[ \int_{-1}^{1} dx' \sigma^0(x') = \frac{n}{2Q} = \frac{n}{2c_1 \lambda}. \] (3.23)
The critical value \( \lambda^* \) is given by either the condition that \( \sigma^0(x) \geq 0 \) or by Eq. (3.23) in the limit \( n \to \infty \):
\[ \lambda^* = \sqrt{\frac{3}{4(1-\xi)}}, \] (3.24)
which agrees with the fitting formula in Eq. (3.17) in the limit \( \xi \to 1 \). Using Eq. (3.24), we can rewrite \( \sigma^0(x) \) in Eq. (3.22) as
\[ \sigma^0(x) = \frac{4\lambda \lambda^*}{3\pi} \sqrt{1-x^2} = \frac{2c_1}{3\pi} \frac{\sqrt{1-x^2}}{Q^*-Q^*}. \] (3.25)
where \( Q = c_1/\lambda \) and \( Q^* = c_1/\lambda^* \). This square root singularity in \( \sigma^0(x) \) also appears in the Lieb-Liniger model when the coupling constant \( c_B \) approaches zero from the positive side \([11]\). Here it appears in the limit \( \xi \to 1 \) when \( Q \) approaches \( Q^* \) from below. For \( \xi \) smaller than 1, the zero mode \( \sigma^0(x) \) acquires correction to the form in Eq. (3.25) near the boundaries \( x = \pm 1 \) (see Fig. 3). Numerical calculation shows that this correction is negligible up to the point \( \xi = 0.4 \), so the functional form in Eq. (3.25) provides a good description of the zero mode \( \sigma^0(x) \) in the range \( 0.4 < \xi < 1 \), and we only need to replace the prefactor \( 2c_1/(3\pi) \) with a positive function \( F(Q^*) \) that depends on \( Q^* \).

Far away from the lower bound \( \lambda^* \), asymptotic behaviors for the density of state \( \sigma(x) \) can be extracted from Eq. (3.11) in the limit \( \lambda \to \infty \) with \( \lim_{\xi \to 0} \xi \lambda \to 0 \) and \( \lim_{\xi \to 1} (1-\xi) \lambda \to 0 \). For \( \xi \to 0 \), Eq. (3.11) reduces to
\[ \sigma(x) = \frac{1}{\pi} \int_{-1}^{1} dx' \frac{\xi \lambda}{(x-x')^2 + (\xi \lambda)^2} = \frac{1}{\pi}, \] (3.26)
which coincides Eq. (2.23) for the Yang-Gaudin model if we rescale the parameters there accordingly. The asymptotic behavior for the solution \( \sigma(x) \) to Eq. (3.26) in the limit \( \xi \lambda \to 0 \) has already been obtained in literature \([39, 40]\):
\[ \sigma(x) = \frac{1}{2\pi} \left( 1 + \frac{\xi \lambda}{\pi} \frac{1}{1-x^2} + \cdots \right). \] (3.27)
For \( \xi \to 1 \), Eq. (3.11) reduces to
\[ \sigma(x) = \frac{1}{\pi} \int_{-1}^{1} dx' \frac{(1-\xi)\lambda}{(x-x')^2 + (1-\xi)^2 \lambda^2} \sigma(x') = \frac{1}{\pi}, \] (3.28)
which coincides Eq. (2.25) for the Lieb-Liniger model if we rescale the parameters there accordingly. The asymptotic behavior for the solution \( \sigma(x) \) to Eq. (3.28) in the limit \( (1-\xi)\lambda \to 0 \) has also been obtained in the literature \([35, 39]\):
\[ \sigma(x) = \frac{1}{\pi(1-\xi)\lambda} \sqrt{1-x^2} \]
\[ + \frac{1}{2\pi^2} \sqrt{1-x^2} \left[ x \ln \left( \frac{1-x}{1+x} \right) + \ln \frac{16\pi e}{(1-\xi)\lambda} \right] + \cdots. \] (3.29)
The two asymptotic behaviors in Eqs. (3.27) and (3.29) will be of use in the next section when we calculate the asymptotic behaviors of physical observables in the BCS and BEC limits of the present model.

B. BCS-BEC Crossover without External Magnetic Field

We will now show that the present model can provide an ideal scenario for BCS-BEC crossover in one dimension, without the drawbacks of simply connecting Yang-Gaudin model with Lieb-Liniger model. The behavior of the system is controlled by two dimensionless coupling constants:
\[ \gamma_1 = c_1/n, \quad \gamma_2 = c_2/n, \] (3.30)
where \( m_\psi N/L \) is the total mass density of the system with \( m_\psi \) being the mass of the atom. The ratio between the two dimensionless coupling constants is
\[ \frac{\gamma_2}{\gamma_1} = \xi. \]
We consider the situation that \( \gamma_1 \gg 1 \) is kept fixed at a large value and \( \gamma_2 \) is varied such that \( \xi \) goes from 0 to 1. In the limit \( \xi \to 0 \), the dominant term in Eq. (3.5) is:
\[ \theta(\Lambda - \Lambda') \approx -2 \arctan \left( \frac{\Lambda - \Lambda'}{c_2} \right), \] (3.31)
which coincides with the Yang-Gaudin model (see Eq. (2.22)). Thus the BCS limit can be realized by tuning \( \gamma_2 \) to the limit \( \xi \to 0 \), where the system is weakly coupled with small dimensionless coupling \( \gamma_2 \). As we tune the coupling \( \gamma_2 \) larger, the system evolves toward the fermionic super Tonks-Girardeau gas, where the Yang-Gaudin model terminates. If we tune the coupling \( \gamma_2 \) even larger, the system can overcome this strong coupling limit and develop bosonic behaviors. In the limit \( \xi \to 1 \), the dominant term in Eq. (3.5) is:
\[ \theta(\Lambda - \Lambda') \approx 2 \arctan \left( \frac{\Lambda - \Lambda'}{c_1 - c_2} \right), \] (3.32)
FIG. 4: Density of states $\sigma(x)$ with fixed $\gamma_1$ and varying $\gamma_2$, where $\gamma_{1,2} \equiv c_{1,2}/\hbar$. By tuning $\gamma_2$ toward $\gamma_1$, the behavior of the system changes from weakly attractive fermions (nearly flat at the center and sharp increase near the boundary) to fermionic super Tonks-Girardeau gas and finally to weakly interacting bosons (condensation at the center).

which coincides with the Lieb-Liniger model (see Eq. (2.27)). Thus the BEC limit is realized by tuning $\gamma_2$ to the limit $\xi \to 1$, where the system is again weakly coupled with small dimensionless coupling $\delta \gamma = \gamma_1 - \gamma_2$. We can see that the present model describes the BCS-BEC crossover in a unified fashion, with a single Hamiltonian governing the evolution.

We first demonstrate the crossover between fermionic and bosonic behaviors by the evolution of density of states $\sigma(x)$ with varying $\gamma_2$. The asymptotic behaviors of $\sigma(x)$ in the BCS and BEC limits are shown in Eqs. (3.27) and (3.29), and a typical result of $\sigma(x)$ obtained by solving Eq. (3.11) together with Eq. (3.13) numerically is shown in Fig. 4, where the crossover between flat distribution in BCS limit and level condensation in BEC limit is transparent.

Next, we discuss the ground state properties and low energy excitations of the present model at BCS-BEC crossover respectively.

1. Ground State Properties and Instability

We analyze the ground state energy and further the compressibility of the system. The ground state energy density $\epsilon$ and conserved density $n$ of the system can be calculated using the density of states $\sigma(x)$:

$$\epsilon = \frac{E}{L} = \int_0^Q d\Lambda \left( 2\Lambda^2 - \frac{c_2^2}{2} \right) \sigma(\Lambda)$$

$$= Q^3 \int_{-1}^1 dx \left( 2x^2 - \frac{\xi^2 \lambda^2}{2} \right) \sigma(x), \quad (3.33)$$

$$n = \frac{N}{L} = \int_0^Q d\Lambda 2\sigma(\Lambda) = Q \int_{-1}^1 dx 2\sigma(x),$$

and the compressibility $\kappa$ can be calculated from the energy density $\epsilon$ using the standard thermodynamic relation:

$$\frac{1}{\kappa} = n^2 \left( \frac{d^2 \epsilon}{dn^2} \right). \quad (3.34)$$

The asymptotic behaviors of $\epsilon$ and $\kappa$ in the BCS ($\xi \to 0$) and BEC ($\xi \to 1$) limits are obtained by substituting Eqs. (3.27) and (3.29) into Eqs. (3.33) and (3.34):

$$\frac{\epsilon + n c_2^2/4}{n \epsilon_F} \approx \frac{1}{3} \left( 1 - \frac{6\gamma_1}{\pi^2} \xi + \cdots \right) \quad (\xi \to 0),$$

$$\frac{1}{\kappa n^2} = \frac{\pi^2}{2} \left( 1 - \frac{2\gamma_1}{\pi^2} \xi + \cdots \right) \quad (\xi \to 0).$$

where $\epsilon_F = \pi^2 n^2/4$ is the Fermi energy for the noninteracting Fermi gas and $c_2^2/4$ is the binding energy per atom. The results in Eq. (3.35) agree with those for the Yang-Gaudin model and the Lieb-Liniger model in the weak coupling limit respectively [1, 28, 41].

For general values of $\xi$, we numerically solve Eq. (3.11) for the density of states $\sigma(x)$ and numerically calculate the ground state energy and compressibility. A typical result for the compressibility is shown in Fig. 5 together with the result for the Yang-Gaudin model for a comparison. From Fig. 5 we can see that instead of saturating at a finite value as in the Yang-Gaudin model, the compressibility of the system in the present model diverges in the limit $\xi \to 1$, just as shown by the asymptotic behavior in Eq. (3.35). This means that the system becomes infinitely compressible and the spatially uniform ground state becomes unstable. In the meantime, the upper bound $Q^*$ for the Fermi momentum goes to zero in the same limit (see Fig. 2). These facts signal a collapsing instability in the system, which we will discuss in the Sec. IV.

2. Excitations and Robustness of Their Extremes

We analyze the low energy excitations of the present model. There are two types of them, classified according
to the spin quantum number - the $S = 0$ excitations and the $S = 1/2$ excitations. We first summarize their features and then present the detailed analysis.

The spectrum of the $S = 0$ excitations in the present model has two branches, one of them is the usual Bogoliubov quasiparticle branch and the other is similar to the type-II branch in the Lieb-Liniger model [2]. Physically, the former can be identified as the particle branch and the latter can be identified as the hole branch (see Fig. 6), a classification due to the fact that the structure of the ground state is the same as that of a Fermi system.

There are two robust features for the second branch: The maximum energy is achieved at $k_{\text{max}} = k_F = \pi n/2$ and there is a periodicity of $2k_F = \pi n$, where $k_F$ is the Fermi momentum for the noninteracting Fermi gas. These two features are robust against the variations of the dimensionless coupling strength $\gamma_1$ and $\gamma_2$.

The spectrum of the $S = 1/2$ excitations in the present model is similar to that in the Yang-Gaudin model (see Fig. 7). It is gapped and also has a robust extreme: The minimum energy is achieved at $k_{\text{min}} = k_F = \pi n/2$, robust against variations of the dimensionless coupling strength $\gamma_1$ and $\gamma_2$. This is in sharp contrast to the situation in higher dimensions, where the momentum of the minimum energy can be shifted from $k_F$ on the deep BCS side to zero on the deep BEC side [12]. This is also counterintuitive in the sense that there is no conservation law to guarantee this robustness as in the Luttinger theorem, since there is tunneling between atoms and molecules back and forth.

The calculation of low energy excitations for exactly solvable models follows a standard procedure [24, 25]. The idea is as follows: The low energy excitations can be excited by various perturbations to the ground state. Since in the thermodynamic limit, the integral equations for the perturbations are linear, we can make a clever choice of linear combinations of the perturbations to give out physical relevant elementary excitations, according to their quantum numbers. Below we carry out this procedure for both $S = 0$ excitations and $S = 1/2$ excitations.

As in the Lieb-Liniger model, the $S = 0$ excitations can be classified into two categories: the hole type and the particle type. For the hole type excitation, a two-string with center momentum $|\Lambda_h| < Q$ is moved to $Q$. This hole type perturbation introduces a shift in the center momentum of the ground state $\Lambda \rightarrow \Lambda + \Delta(\Lambda)$. We then define a new function $\omega_h(\Lambda) \equiv \sigma(\Lambda)\Delta(\Lambda)L$, the integral equation for which can be obtained by the usual perturbation theory from Eq. (3.3):

$$
\omega_h(\Lambda) - \frac{1}{2\pi} \int_{-Q}^{Q} d\Lambda' \theta(\Lambda - \Lambda')\omega_h(\Lambda') = -\frac{1}{2\pi} [-\theta(\Lambda - \Lambda_h) + \theta(\Lambda - Q)].
$$

(3.36)

The energy $\epsilon_h$ and momentum $k_h$ of the excitation can be expressed in terms of the function $\omega_h(\Lambda)$:

$$
\epsilon_h(\Lambda_h) = \int_{-Q}^{Q} d\Lambda' 4\Lambda'\omega_h(\Lambda') + 2Q^2 - 2\Lambda_h^2,
$$

$$
k_h(\Lambda_h) = \int_{-Q}^{Q} d\Lambda' 2\omega_h(\Lambda') + 2Q - 2\Lambda_h.
$$

(3.37)

For the particle type excitation, a two-string with center momentum $Q$ is moved to $\Lambda_p > Q$. Similarly we define a

---

**FIG. 5:** Numerical result for compressibility, where we have made it dimensionless by multiplying by $n^3$. Left panel is plotted for the present model with $\gamma_1 = 5$, where $\kappa n^3$ changes with $\xi = c_2/c_3$. Right panel is plotted for the Yang-Gaudin model by varying dimensionless coupling constant $\gamma = c_2/n$. The difference is apparent: for the present model, there is divergence for compressibility, while for the Yang-Gaudin model, the compressibility saturates at a finite value.

**FIG. 6:** A typical spectrum for the $S = 0$ excitations. There are two branches, one for hole type and one for particle type. At long wavelength, they both reduce to the phonon branch. The maximum of the hole branch is fixed at $k_{\text{max}} = k_F = \pi n/2$ and there is a periodicity of $2k_F = \pi n$ in the hole branch.

**FIG. 7:** A typical spectrum for the $S = 1/2$ excitations. It is similar to that in the Yang-Gaudin model. The minimum energy is fixed at $k_{\text{min}} = k_F = \pi n/2$.
function $\omega_p(\Lambda)$ and express the energy $\epsilon_p$ and momentum $k_p$ through it:

$$\omega_p(\Lambda) = \frac{1}{2\pi} \int_{-Q}^{Q} d\Lambda' \theta'(\Lambda - \Lambda') \omega_p(\Lambda')$$
$$= -\frac{1}{2\pi} [\theta(\Lambda - \Lambda_p) - \theta(\Lambda - Q)],$$

$$\epsilon_p(\Lambda_p) = \int_{-Q}^{Q} d\Lambda' 4\Lambda' \omega_p(\Lambda') - 2Q^2 + 2\Lambda_p^2,$$
$$k_p(\Lambda_p) = \int_{-Q}^{Q} d\Lambda' 2\omega_p(\Lambda') - 2Q + 2\Lambda_p. \quad (3.38)$$

These integral equations and dispersion relations can be generally worked out numerically, and a typical result is shown in Fig. 6. Just as pointed out at the beginning of this subsection, the features of the spectrum are (1) There is a hole branch as well as a particle branch. (2) Both branches are gapless, and at long wavelength they are just phonons with linear dispersion $\epsilon = v_c k$, where $v_c$ is the sound velocity. (3) There are two robust points, the momentum $k_{\text{max}} = k_F$ of the maximum energy and the periodicity $2k_F$.

In fact, the robustness of the periodicity and $k_{\text{max}}$ can be proved from Eqs. (3.3) and (3.6) in the thermodynamic limit. Firstly, the periodicity is fixed by the translational invariance: If we shift each $\Lambda$ with $\pi/L - \Lambda$, then this operation will change the total energy by the amount $NL^2 - \Lambda \to 0$, while it will change the total momentum by the amount $(N/2)(2\pi/L) = \pi n$. Secondly, the momentum $k_{\text{max}}$ is fixed by the reflection invariance: If we replace each $\Lambda$ with $(\Lambda_{\text{max}} - \Lambda)$, then this operation will also change the total energy by the amount $NL^2 - \Lambda \to 0$, such that the spectrum has a reflection symmetry about the total momentum $\pi n/2$.

After we obtain the spectrum of the $S = 0$ excitations, we calculate the sound velocity by linearizing the dispersion $\epsilon(k)$ in the long wavelength limit $k \to 0$. Since in the BCS ($\xi \to 0$) and BEC ($\xi \to 1$) limits the present model reduces to the Yang-Gaudin model and the Lieb-Liniger model respectively (see Eqs. (3.26) and (3.28)), the asymptotic behavior of the sound velocity in these two limits can be obtained using the results for the latter two models in the weak coupling limit [2, 28, 41]:

$$\frac{\nu_c}{\nu_F} \approx 1 - \frac{\gamma_1}{\pi^2} \xi + \ldots$$
$$\xi \approx 1 - \frac{\gamma_1(1 - \xi)}{2\pi} \left( 1 + \frac{\sqrt{\gamma_1(1 - \xi)}}{2\pi} + \ldots \right), \quad (3.39)$$

where $\nu_F = \pi n$ is the Fermi velocity for the noninteracting Fermi gas. The sound velocity for general values of $\xi$ is numerically calculated and presented in Fig. 8. We can see that the sound velocity is monotonously decreasing with $\xi$, as the system goes from the BCS ($\xi \to 0$) limit to the BEC ($\xi \to 1$) limit. Also the vanishing of sound velocity in the limit $\xi \to 1$ is consistent with the divergence of compressibility in the same limit. This is in sharp contrast to the Yang-Gaudin model, where the system can never reach the weakly interacting BEC limit.

Let us turn to the analysis of the gapped $S = 1/2$ excitations. Unlike the $S = 0$ excitations, the lowest spin excited state is a triplet state, described by the continuum of two $S = 1/2$ excitations and one $S = 0$ hole excitation. In this triplet state, we break a two-string with center momentum $|\Lambda_h| < Q$ and add two unpaired atoms with momentum $k_{1,2}$ into the system. The corresponding function $\omega_{\text{tri}}(\Lambda)$ satisfies the following integral equation:

$$\omega_{\text{tri}}(\Lambda) - \frac{1}{2\pi} \int_{-Q}^{Q} d\Lambda' \theta'(\Lambda - \Lambda') \omega_{\text{tri}}(\Lambda')$$
$$= \frac{1}{2} - \frac{1}{2\pi} \left[ -\theta(\Lambda - \Lambda_h) + \theta_s(\Lambda - k_1) + \theta_s(\Lambda - k_2) \right], \quad (3.40)$$

where the newly defined phase-shift function $\theta_s(\Lambda - k)$ corresponds to the scattering between a molecule and an unpaired atom:

$$\theta_s(\Lambda - k) = -2 \arctan \left( \frac{\Lambda - k}{c_2} \right) + 2 \arctan \left( \frac{\Lambda - k}{c_1 + c_2} \right) + 2 \arctan \left( \frac{\Lambda - k}{c_1 - c_2} \right). \quad (3.41)$$

The extra term 1/2 on the righthand side of Eq. (3.40) comes from the fact that the $J_\alpha$ in Eq. (3.3) will change from integer to half-odd integer (or from half-odd integer to integer) if an odd number of two-strings or an odd number of unpaired atoms is added into the system (see Fig. 9).

The energy $\epsilon_{\text{tri}}$ and momentum $k_{\text{tri}}$ can be once again expressed using the function $\omega_{\text{tri}}(\Lambda)$:

$$\epsilon_{\text{tri}} = \int_{-Q}^{Q} d\Lambda' 4\Lambda' \omega_{\text{tri}}(\Lambda') - 2\Lambda_h^2 + k_1^2 + k_2^2 + c_2^2,$$
$$k_{\text{tri}} = \int_{-Q}^{Q} d\Lambda' 2\omega_{\text{tri}}(\Lambda') - 2\Lambda_h + k_1 + k_2. \quad (3.42)$$
As we discussed before, Eqs. (3.40) and (3.42) are all linear, and this triplet state in fact includes three elementary excitations - one hole type \( S = 0 \) excitation and two \( S = 1/2 \) excitations. By subtracting the \( S = 0 \) component, we are left with the sum of two \( S = 1/2 \) components. There are two ways to define the single \( S = 1/2 \) excitations (we denote them with subscript \( s \)), both are physically relevant:

\[
\omega_s^{(1)}(\Lambda) = \frac{1}{2\pi} \int_{-Q}^{Q} d\Lambda' \theta(\Lambda - \Lambda')\omega_s^{(1)}(\Lambda')
\]
\[
= \frac{1}{2\pi} \theta(\Lambda - Q) - \frac{1}{2\pi} \theta_s(\Lambda - k),
\]

\[
\omega_s^{(2)}(\Lambda) = \frac{1}{2\pi} \int_{-Q}^{Q} d\Lambda' \theta(\Lambda - \Lambda')\omega_s^{(2)}(\Lambda')
\]
\[
= \frac{1}{2} - \frac{1}{2\pi} \theta_s(\Lambda - k),
\]

The corresponding expressions for energies and momenta are:

\[
\epsilon_s^{(1)} = \int_{-Q}^{Q} d\Lambda' 4\Lambda'\omega_s^{(1)}(\Lambda') - 2Q^2 + k^2 + \frac{c_s^2}{4} + \mu,
\]

\[
k_s^{(1)} = \int_{-Q}^{Q} d\Lambda' 2\omega_s^{(1)}(\Lambda') - 2Q + k,
\]

\[
\epsilon_s^{(2)} = \int_{-Q}^{Q} d\Lambda' 4\Lambda'\omega_s^{(2)}(\Lambda') + k^2 + \frac{c_s^2}{4} - \mu,
\]

\[
k_s^{(2)} = \int_{-Q}^{Q} d\Lambda' 2\omega_s^{(2)}(\Lambda') + k,
\]

For the first definition, we remove a two-string and add an unpaired atom, so the net result corresponds to subtraction of one atom. For the second definition, we only add an unpaired atom (the extra term \( 1/2 \) in the equation for \( \omega_s^{(2)}(\Lambda) \) comes from the shift of \( J_\alpha \) in Eq. (3.3), see Fig. 9), so it corresponds to addition of one atom. Both of them change the number of atoms by one, thus we need to shift their energies by the chemical potential \( \mu \), such that the minimum of the two spectra coincides to ensure the particle-hole symmetry of the \( S = 1/2 \) excitations.

Solving the above sets of integral equations numerically we will obtain the spectrum for the \( S = 1/2 \) excitations. Typical results are shown in Fig. 10 where the notable features are: (1) The \( S = 1/2 \) excitations have their lowest energy at momentum \( k_{\text{min}} = k_F \), robust against variations of the dimensionless coupling strength \( \gamma_1 \) and \( \gamma_2 \). (2) The \( S = 1/2 \) excitations are gapped, where the gap \( \Delta(\xi) \) grows with increasing \( \xi \) (see Fig. 11 for \( \Delta(\xi) \) with general values of \( \xi \)). (3) In the limit \( \xi \to 0 \), the spectrum is of BCS type, where a small region of quadratic dispersion is followed by an intermediate region of linear dispersion, before the dispersion reaches another quadratic region of large momentum. (4) In the limit \( \xi \to 1 \), the spectrum is of BEC type, where the dispersion is quadratic all the way.

The robustness of \( k_{\text{min}} \) can be verified analytically. For addition of one atom, we can determine the lowest energy configuration by the following condition:

\[
\left. \frac{d\epsilon_s^{(2)}}{dk} \right|_{k = k_{\text{min}}} = 0.
\]

This can be solved by variation of the function \( \omega_s^{(2)} \) with...
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changing minimum position in momentum. In fact, the momentum \( k \) of the particle number. In contrast, our result that the text of Luttinger theorem, which contributes the robust-

This alternative function \( \tilde{\omega}(\Lambda) \) fulfills the same integral equation as the density of states \( \sigma(\Lambda) \), if we make a simple change of the constant inhomogeneous term (see Eq. \( 3.7 \)). As a result we have:

\[
\tilde{\omega}(\Lambda) = \frac{\pi}{2} \sigma(\Lambda) \Rightarrow k_s^{(2)} = \pi \int_{-Q}^{Q} d\Lambda' \sigma(\Lambda') = \frac{\pi n}{2},
\]

which means that the minimum of the \( S = 1/2 \) spectrum resides at \( k_s^{(2)} = \pi n/2 = k_F \) in the case of addition of one atom.

Usually, the fixed momentum \( k_F \) appears in the con-
text of Luttinger theorem, which contributes the robustness even in presence of interactions to the conservation of the particle number. In contrast, our result that the minimum of the \( S = 1/2 \) spectrum is fixed at momentum \( k_F \) is somewhat surprising, in the sense that the non-conserving nature of the operator \( \hat{N}_\psi \equiv \int dx \ \hat{\psi}^\dagger \hat{\psi} \) (see Eqs. \( 2.5 \) and \( 2.8 \)) would in principle lead to a changing minimum position in momentum. In fact, the robustness discussed here is due to a special feature of the one dimensional system that the quasiparticle excitation is not stable with respect to soliton formation. Since the full explanation requires a comprehensive semiclassical analysis, which is already beyond the context of the present paper, we will defer it to a later publication \cite{43}.

Now we discuss the asymptotic behaviors of the \( S = 1/2 \) excitations in the BCS (\( \xi \to 0 \)) and BEC (\( \xi \to 1 \)) limits. In the BCS limit, the present model reduces to the Yang-Gaudin model (see Eq. \( 3.29 \)), where the asymptotic behaviors of the spin gap \( \Delta \) and the dispersion \( \epsilon_s(k) \) near its minimum have already been obtained in the liter-

We can see that these results are consistent with the conventional BCS mean field results.

In the BEC limit, the present model reduces to the Lieb-Liniger model with weak dimensionless coupling \( \delta \gamma = \gamma_1 - \gamma_2 \to 0 \). In this limit we have \( c_2 \approx c_1 \gg 1 \), which makes the second term on the righthand side of Eq. \( 3.43 \) for \( \omega^{(2)}_s(\Lambda) \) negligible compared with the first term. As a result, we have \( \omega^{(2)}(\Lambda) = \pi \sigma(\Lambda)/2 \) in the leading approximation, obtained by comparing Eq. \( 3.43 \) for \( \omega^{(2)}(\Lambda) \) and Eq. \( 3.11 \) for \( \sigma(\Lambda) \). Then the asymptotic behaviors of the spin gap \( \Delta \) and the dispersion \( \epsilon_s(k) \) near its minimum can be obtained from Eq. \( 3.44 \) using Eq. \( 3.29 \) for \( \sigma(\Lambda) \) in the limit \( \xi \to 1 \):

\[
\frac{\Delta}{\epsilon_F} \approx \frac{\gamma_1^2}{\pi^2}, \quad \epsilon_s \approx \Delta + (k - k_F)^2, \quad (3.50)
\]

where the leading term for the spin gap is just the binding energy for the two-strings and the dispersion reduces to free particle form near the minimum of the spectrum. These results are consistent with the usual physical picture of the BEC limit.

Since the presence of the upper bound \( Q^* \) for the Fermi momentum has no effect on the low energy excitation spectra, this completes our investigation of the present model in the context of BCS-BEC crossover.

C. Phase Diagram in Presence of External
Magnetic Field

Without an external magnetic field, the ground state of the present model is a Fermi sea of two-strings. By applying external magnetic field above certain thresholds depending on the density \( n = N/L \), we can polarize the system. Then the ground state will be either fully polarized or mixed with both two-strings and polarized atoms. By varying the magnetic field \( H \) and the density \( n \), we can explore the phase diagram at zero temper-

ature and observe quantum phase transitions between three different phases: the fully paired ground state (P), the fully polarized ground state (FP) and the partially polarized ground state (PP). This kind of analysis has already been done for the Yang-Gaudin model in the liter-

ature \cite{14,17}. It is pointed out that the PP phase is gapless, and the power-law decay of the pair correlation \( \langle \psi^\dagger \psi \psi^\dagger \psi \rangle \propto \cos \left( k_{FFLO} |x| / |x|^2 \right) \) is accompanied by a spatial oscillation. The wave vector of this oscillation was numerically found to depend on the mismatch of the Fermi points \( k_{FFLO} \approx \pi (n_1 - n_1) \). Thus the PP phase serves as the one dimensional analog of the Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) state, and it provides an ideal place to find and explore the superfluid phase with inhomogeneity.

In this section, we calculate the zero temperature phase diagram of the present model. For technical convenience, we start from the grand canonical ensemble, where the chemical potential \( \mu \) is introduced as an auxiliary param-
eter to establish the phase boundaries in the $H-n$ space. Also for definiteness, we choose the case $H \geq 0$.

We introduce two density of states, one for the unpaired atoms, which is denoted as $\rho(k)$ and one for the molecules, which is denoted as $\sigma(\Lambda)$. Then we have

$$n_\uparrow + n_\downarrow = 2 \int_{-Q}^Q d\Lambda \sigma(\Lambda) + \int_{-q}^q dk \rho(k),$$

$$n_\uparrow - n_\downarrow = \int_{-q}^q dk \rho(k),$$

(3.51)

where $n_\uparrow (n_\downarrow)$ is the total mass density, $(n_\uparrow - n_\downarrow)$ is the total spin density, $q$ is the Fermi momentum of the unpaired atoms and $Q$ is the Fermi momentum of the molecules. Following the same procedure as that in deriving Eq. (3.7), we obtain the coupled equations for the two density of states:

$$\rho(k) = \frac{1}{2\pi} + \frac{1}{2\pi} \int_{-q}^q dk' \theta'_{ss}(k-k') \rho(k')$$

$$+ \frac{1}{2\pi} \int_{-Q}^Q d\Lambda \theta'_s(\Lambda-k) \sigma(\Lambda),$$

$$\sigma(\Lambda) = \frac{1}{\pi} + \frac{1}{2\pi} \int_{-q}^q dk \theta'_s(\Lambda-k) \rho(k)$$

$$+ \frac{1}{2\pi} \int_{-Q}^Q d\Lambda' \theta'(\Lambda-\Lambda') \sigma(\Lambda'),$$

(3.52)

where the phase-shift functions $\theta'(\Lambda-\Lambda')$ and $\theta'_s(\Lambda-k)$ are defined in Eqs. (3.5) and (3.41) respectively, and the new phase-shift function

$$\theta_{ss}(k-k') = 2 \arctan \left( \frac{k-k'}{c_1} \right)$$

(3.53)

corresponds to the scattering between two unpaired atoms with the same spin direction. The ground state energy density $\epsilon$ of the system is then

$$\epsilon = \frac{E}{L} = \int_{-Q}^Q d\Lambda \left( 2\Lambda^2 - \frac{c_2^2}{2} \right) \sigma(\Lambda) + \int_{-q}^q dk k^2 \rho(k).$$

(3.54)

Performing variation of $\epsilon$ with respect to $\sigma(\Lambda)$ and $\rho(k)$ under the constraint in Eq. (3.51) and making use of Eq. (3.52), we obtain

$$\epsilon^u(k) = k^2 - \mu - h + \frac{1}{2\pi} \int_{-q}^q dk' \theta'_{ss}(k-k') \epsilon^u(k')$$

$$+ \frac{1}{2\pi} \int_{-Q}^Q d\Lambda \theta'_s(\Lambda-k) \epsilon^u(k),$$

$$\epsilon^b(\Lambda) = 2 \left( \Lambda^2 - \mu - \frac{c_2^2}{4} \right) + \frac{1}{2\pi} \int_{-q}^q dk \theta'_s(\Lambda-k) \epsilon^u(k)$$

$$+ \frac{1}{2\pi} \int_{-Q}^Q d\Lambda' \theta'(\Lambda-\Lambda') \epsilon^u(\Lambda'),$$

(3.55)

where the chemical potential $\mu$ and the reduced magnetic field $h = H/2$ are the two Lagrange multipliers. The two introduced functions $\epsilon^u(k)$ and $\epsilon^b(\Lambda)$ are referred to as the dressed energy functions for the unpaired atoms and molecules respectively. The dressed energy function is introduced in the grand canonical ensemble such that it gives out negative value when the momentum is within the Fermi sea and positive value when the momentum is outside the Fermi sea. Equivalently, we have the condition

$$\epsilon^u(\pm q) = 0, \quad \epsilon^b(\pm Q) = 0.$$  

(3.56)

In terms of the dressed energies, the zero temperature phase diagram can be calculated as follows. The boundary from fully polarized to partially polarized ground state is determined by the condition

$$\epsilon^u(0) \leq 0, \quad \epsilon^b(\pm Q) = 0.$$  

(3.57)

Then the phase boundary FP-PP can be obtained as the solution $n = n_1(h)$ to the coupled integral equations:

$$\epsilon^u(k) = k^2 - \mu - h + \frac{1}{2\pi} \int_{-q}^q dk' \theta'_{ss}(k-k') \epsilon^u(k'),$$

$$\mu = -\frac{c_2^2}{4} + \frac{1}{4\pi} \int_{-q}^q dk \theta'_s(-k) \epsilon^u(k),$$

$$\rho(k) = \frac{1}{2\pi} + \frac{1}{2\pi} \int_{-q}^q dk' \theta'_{ss}(k-k') \rho(k'),$$

$$n = \int_{-q}^q dk \rho(k).$$

(3.58)

The boundary from fully paired to partially polarized ground state is determined by the condition

$$\epsilon^u(0) \leq 0, \quad \epsilon^u(\pm Q) = 0.$$  

(3.59)

Then the phase boundary P-PP can be obtained as the solution $n = n_2(h)$ to the coupled integral equations:

$$\epsilon^b(\Lambda) = 2 \left( \Lambda^2 - \mu - \frac{c_2^2}{4} \right) + \frac{1}{2\pi} \int_{-Q}^Q d\Lambda' \theta'(\Lambda-\Lambda') \epsilon^b(\Lambda'),$$

$$\mu = -h + \frac{1}{2\pi} \int_{-Q}^Q d\Lambda \theta'_s(-\Lambda) \epsilon^b(\Lambda),$$

$$\sigma(\Lambda) = \frac{1}{\pi} + \frac{1}{2\pi} \int_{-Q}^Q d\Lambda' \theta'(\Lambda-\Lambda') \sigma(\Lambda'),$$

$$n = \int_{-Q}^Q d\Lambda \sigma(\Lambda).$$

(3.60)

The functions $n_1(h)$ and $n_2(h)$ cannot be expressed in closed forms, they can only be obtained by directly dealing with the corresponding coupled integral equations, generally through numerical calculations. Typical phase diagrams are presented in Fig. [12] where $n$ and $h$ are
scaled by $\sqrt{\epsilon_0}$ and $\epsilon_0$, respectively, with $\epsilon_0 = c^2_s/4$ being the binding energy per atom. Comparison is made between $\xi \ll 1$ and $\xi \sim 1$ - The phase diagram at small $\xi$ is essentially the same as that in the Yang-Gaudin model. When $\xi$ goes near 1, the phase diagram develops a new feature: there arises a critical strength $h_c$ for the magnetic field, below which the ground state is always a Fermi sea of two-strings and cannot be polarized.

The critical magnetic field can be shown to come about due to the presence of upper bound $Q^*$ on the Fermi momentum of the system. For fixed $c_1$ and $c_2$, when we increase the chemical potential or the mass density, we will finally get close to the upper bound $Q^*$. In the range $0.4 < \xi < 1$, the density of states $\sigma(x)$ is then dominated by square root singular term $\sigma^0(x)$ in Eq. (3.22). We then use it together with Eq. (3.33) to calculate the leading order contribution to the energy density $\epsilon \equiv E/L$ when $Q$ approaches $Q^*$ from below:

\[
\epsilon = \frac{E}{L} \approx Q^* \int_{-1}^{1} dx \left( 2x^2 - \frac{\xi^2 \lambda^2}{2} \right) \sigma^0(x) = \frac{\pi Q^* F(Q^*) (Q^* - 1)}{4(Q^* - Q)},
\]

\[
n/2 \approx Q^* \int_{-1}^{1} dx \sigma^0(x) = \frac{\pi Q^* F(Q^*)}{2(Q^* - Q)},
\]

where $\xi = c_2/c_1$, $\lambda^* = c_1/Q^*$, and the relation between $\lambda^*$ and $\xi$ can be read off from Eq. (3.17) or Fig. 2. This shows that the leading order contribution to the energy density is linear in $n = N/L$:

\[
\epsilon(n) \approx B(\xi)n, \quad B(\xi) = \frac{1}{4} \lambda^{*2} - \frac{\xi^2}{c_2^2}.
\]

For fixed number of particles $n = n_\uparrow + n_\downarrow$ with small varying polarization $\delta n = n_\uparrow - n_\downarrow$, the energy of the system can be expressed as

\[
\epsilon(\delta n) = B(\xi)n - (h + B(\xi))\delta n.
\]

When $\xi$ is small, the coefficient $B(\xi)$ is positive, which means that an infinitesimal magnetic field will polarize the system as long as the mass density of the system is large enough, and there is no critical magnetic field $h_c$. When $\xi$ goes to 1, $\lambda^*$ tends to diverge, then we have $B(\xi) < 0$, which means that we need a finite strength of magnetic field $h_c = -B(\xi)$ to polarize the system. The critical $\xi^*$ is then determined by

\[
B(\xi^*) = 0 \Rightarrow \lambda^*(\xi^*)\xi^* = 1 \Rightarrow \xi^* = 0.61.
\]

The value of $\xi^*$ falls in the range $0.4 < \xi < 1$, so the usage of the square root singular form in Eq. (3.22) for the density of states when $Q$ approaches $Q^*$ from below is justified.

As a result, we have $h_c = 0$ for $\xi < \xi^*$ and $h_c = -B(\xi)$ for $\xi > \xi^*$. If we approach the critical value $\xi^*$ from above, the critical magnetic field will display the following critical behavior:

\[
h_c \sim (\xi - \xi^*)^{\alpha_h} \text{ for } \xi = \xi^* + 0,
\]

where the critical exponent $\alpha_h$ can be calculated from the functional form of $B(\xi)$ with the result $\alpha_h = 1$. This result comes from the fact that the system can be viewed as a collection of noninteracting particles in the leading approximation according to Eq. (3.62). Since Eq. (3.62) is obtained by keeping only the singular part $\sigma^0(x)$ from the density of states $\sigma(x) = \sigma_{\text{reg}}(x) + \sigma^0(x)$, the interaction effect comes from the regular part $\sigma_{\text{reg}}(x)$, which produces a higher order correction to the result $\alpha_h = 1$.

### IV. BRIGHT SOLITONS WITH $c_1 < c_2$

In the previous section, we have touched the issue that a collapsing instability appears when we tune $c_2$ close to $c_1$, see Figs. 2, 3 and 5. In this section, we focus on the regime $0 < c_1 < c_2$, the instability discussed in the previous section implies we would have a collapsing solution in this regime for fermionic atoms (see Eq. (2.49)). This counterintuitive result is due to the fact that the fermionic atoms are tightly bound into bosonic molecules with residual attraction before collapsing. In this section, we confirm this claim. Firstly we still make the two-string ansatz like that in Eq. (3.1)

\[
k_{\alpha,1} = \Lambda_\alpha + iv, \quad k_{\alpha,2} = \Lambda_\alpha - iv, \quad v > 0,
\]
where \( \alpha = 1, 2, \ldots, M = N/2 \). But this time we leave the reality of the center momentum \( \Lambda_\alpha \) for the moment. The Bethe ansatz equations in Eq. (2.50) then implies

\[
\exp(-2vL) \sim \left( \frac{v - c_2'}{v + c_2'} \right)^2. \tag{4.2}
\]

For a macroscopic system where \( L \to \infty \), this fixes the value \( v = c_2' \), and Eq. (4.2) still follows. This time we have \( c_3 = c_2 - c_1 > 0 \), and we have the following Bethe equations for \( \Lambda_\alpha \):

\[
\exp(i2\Lambda_\alpha L) \sim \prod_{\beta=1}^{M} \left( \frac{\Lambda_\alpha - \Lambda_\beta - ic_3}{\Lambda_\alpha - \Lambda_\beta + ic_3} \right). \tag{4.3}
\]

where we have omitted other factors which have no effect on the subsequent derivations [20]. Now Eq. (1.3) has the same form as that appearing in the attractive Lieb-Liniger model, whose ground state is a single string solution encompassing all particles [1, 24]. Subsequently, unlike the uniform regime, we now have a single \( M \)-string solution for center momentum \( \Lambda_\alpha \):

\[
\Lambda_\alpha = u + ic_3' (M + 1 - 2\alpha), \quad c_3' = c_3/2, \tag{4.4}
\]

where \( u \) is a real number and \( \alpha = 1, 2, \ldots, M = N/2 \). We now have an embedded string solution of the following structure

\[
k_{\alpha,1} = \Lambda_\alpha + ic_2', \quad k_{\alpha,2} = \Lambda_\alpha - ic_2',
\]

\[
\Lambda_\alpha = u + ic_3'(M + 1 - 2\alpha), \tag{4.5}
\]

where the label \( \alpha \) runs from 1 to \( M = N/2 \). The physical picture of this embedded string solution is a bound state encompassing all particles: Firstly, atoms with opposite spins are bound into molecules, then the molecules are bound together as a single bright soliton due to the residual attraction (see Fig. 13).

![Diagram](image)

**FIG. 13:** The embedded string solution. The two-string (the one in the enlarged circle) with inter-root separation \( c_2 \) is embedded in the \( M \)-string with inter-root separation \( c_3 = c_2 - c_1 \).

The above physical picture can be better understood by writing down the corresponding wave functions directly. This can be done through the nested coordinate Bethe ansatz:

\[
\Psi_X(\sigma_1, x_1; \ldots; \sigma_N, x_N) = \sum_{P \in S_N} [X, P] \exp \left( i \sum_{j=1}^{N} k_{P_j} x_{I_j} \right),
\]

\[
[X, P] = \text{sgn}(X)\text{sgn}(P)A_{\sigma_{X1} \cdots \sigma_{XN}}(k_{P_1}, k_{P_2}, \ldots, k_{P_N}), \tag{4.6}
\]

where \( \sigma_i = \uparrow, \downarrow \) denotes the spin directions, \( X \) denotes the ordering sector with \( x_{I_1} < x_{I_2} < \cdots < x_{I_N} \) and \( P \) denotes the permutation among the wave numbers. The sign function equals 1 for even permutations and -1 for odd permutations. For \( M \) down-spins sitting at integer positions \( 1 \leq y_1 < y_2 < \cdots < y_M \leq N \), we denote the function \( A_{\sigma_{X1} \cdots \sigma_{XN}}(k_{P_1}, \ldots, k_{P_N}) \) as \( A_p(y_1, y_2, \ldots, y_M) \). This function is obtained by generalizing the result for the Yang-Gaudin model [15, 16] from a single coupling constant \( c_F \) to two coupling constants \( c_1 \) and \( c_2 \):

\[
A_p(y_1, y_2, \ldots, y_M) = \sum_{R \in S_M} G_1(P)G_2(R) \prod_{i=1}^{M} F_p(y_i, \Lambda_{R_i}),
\]

\[
G_1(P) = \prod_{j<l} (k_{P_j} - k_{P_l} + ic_1),
\]

\[
G_2(R) = \text{sgn}(R) \prod_{j<l} (\Lambda_{R_j} - \Lambda_{R_l} + ic_2),
\]

\[
F_p(y, \Lambda) = \prod_{j=1}^{y-1} (k_{P_j} - \Lambda - ic_2') \prod_{l=y+1}^{N} (k_{P_l} - \Lambda + ic_2'). \tag{4.7}
\]

For a concrete illustration, we substitute Eq. (4.5) into Eqs. (4.6) and (4.7) in the case with \( N = 4 \), then in the basic sector \( I : x_1 < x_2 < x_3 < x_4 \), we have:

\[
\Psi_I(\uparrow, x_1; \uparrow, x_2; \uparrow, x_3; \downarrow, x_4) \sim e^{-c_2'((x_2+x_4-x_1-x_3)-c_3'(x_3+x_4-x_2-x_1))},
\]

\[
\Psi_I(\uparrow, x_1; \uparrow, x_2; \downarrow, x_3; \downarrow, x_4) = 0,
\]

\[
\Psi_I(\uparrow, x_1; \downarrow, x_2; \downarrow, x_3; \uparrow, x_4) \sim e^{-c_2'((x_2+x_4-x_1-x_3)-c_3'(x_3+x_4-x_2-x_1))}, \tag{4.8}
\]

where we have set \( u = 0 \) for simplicity. The expression for other ordering sectors then follows from symmetry of the system. Through the explicit wave function, the physical picture of the embedded string solution is transparent, where the exponential decay on the length scale of \( 1/c_2' \) represents the molecule structure and the exponential decay on the length scale of \( 1/c_3' \) binds all the \( M \) molecules together.

**V. CONCLUSION**

In this paper, we introduced models of two-component bosons and fermions with tunable inter-species interactions in one dimension, which is subject to exact solutions by Bethe ansatz upon fine-tuning. The tunable
interactions are realized by Feshbach resonances of two antiparallel pseudospins. The \( N \) atoms in this model can be imagined to live on hyperplanes corresponding to different ordering sectors \( X : x_{1} < x_{2} < \cdots < x_{N} \). Without reaction that converts atoms and molecules back and forth, we only need to require the continuity of wave function when hyperplanes intersect. With Feshbach resonances, the molecules can be viewed as living on the intersections of the hyperplanes, which play the role of the boundary conditions. The resulting Bethe ansatz equations admit two types of ground state solutions, depending on the relation between the two coupling constants \( c_{1}, c_{2} \). In the regime \( c_{1} > c_{2} \), the ground state is a Fermi sea of two-strings, where the Fermi wave vector \( Q \) is under constraint: there is a limiting sea of two-strings, where the Fermi wave vector \( Q \) is an integer. As \( c_{1} \) decreases, the system is governed by a single Hamiltonian and the behavior of the spin excitations is accessible along the whole range of the crossover. Also, we have explored the zero temperature phase diagram in presence of external magnetic field, where a critical magnetic field below which the ground state cannot be polarized is caused by the presence of the upper bound \( Q^{*} \) for the Fermi momentum.
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