Abstract: Let $\Gamma$ be a countable discrete group. Given any sequence $(f_n)_{n \geq 1}$ of $\ell^p$-normalized functions $(p \in [1, 2))$, consider the associated positive definite matrix coefficients $\langle f_n, \rho(\cdot)f_n \rangle$. We construct an orthogonal decomposition of the corresponding Schur multipliers on the reduced group $C^*$-algebra or the uniform Roe algebra of $\Gamma$. We identify this decomposition explicitly via the limit points of the orbits $(\tilde{f}_n)_{n \geq 1}$ in the group-invariant compactification of the quotient space constructed by Varadhan and the first author in [14]. We apply this result and use positive-definiteness to provide two (quite different) characterizations of amenability of $\Gamma$ – one via a variational approach and the other using group-invariant percolation on Cayley graphs constructed by Benjamini, Lyons, Peres and Schramm [1]. These results underline, from a new point of view to the best of our knowledge, the manner in which Schur multipliers capture geometric properties of the underlying group $\Gamma$.

1. Introduction and main results

1.1 Background. Let $\Gamma$ be a countable discrete group and denote by

$$
P(\Gamma) := \left\{ \varphi: \Gamma \to \mathbb{C} : \forall \text{ finite } F \subset \Gamma, \ [\varphi(s^{-1}t)]_{s, t \in F} \text{ is a positive definite matrix} \right\} \quad (1.1)
$$

the set of positive definite functions on $\Gamma$. These functions are of fundamental importance in diverse branches of mathematics for various reasons. First, in geometric group theory, properties like amenability, Kazhdan’s property (T) and the Haagerup property admit characterizations in terms of pointwise limit points of positive definite functions. Moreover, they provide a well-known link to operator algebras via the following observation due to Haagerup [11]: Schur multiplication by the infinite matrix

$$
[\varphi(st^{-1})]_{s, t \in \Gamma}, \quad \text{for } \varphi \in P(\Gamma),
$$

defines a completely positive linear operator $M_\varphi$ on the $C^*$-algebra $B(\ell^2(\Gamma))$ of bounded linear operators on $\ell^2(\Gamma)$, which is called a Schur multiplier (see Sec. [2.3.2.4]). Examples of such maps in operator algebras include [4, 10, 16, 19, 22] (see also [2] for further background on Schur multipliers). Broadly speaking, finding suitable positive definite functions and analyzing the limit points of the associated Schur multipliers in the strong operator topology, plays a key role in understanding certain
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approximation properties of $C^*$-algebras associated to $\Gamma$, such as the \textit{reduced group $C^*$-algebra} $C^*_\lambda(\Gamma)$ or the \textit{uniform Roe algebra} $C^*_u(\Gamma)$ (see Subsection 2.2 for details).

Perhaps the most canonical way of constructing positive definite functions goes as follows: Consider the map

$$\Phi : \ell^2(\Gamma) \to P(\Gamma), \quad f \mapsto \Phi(f)(s) = \sum_{t \in \Gamma} f(t) \overline{f(ts)},$$

(1.2)

where $\rho : \Gamma \to \mathcal{U}(\ell^2(\Gamma))$ denotes the \textit{right regular representation}. Then $\Phi$ associates to an $\ell^2$-function $f$ the positive definite function $\Phi(f)$. Note that the class of positive definite functions that can be expressed in this way spans the right-analogue of the \textit{Fourier algebra} of $\Gamma$ as defined by Eymard \cite{8}. This class is considerably rich, containing in particular all finitely supported positive definite functions by a well-known result of Godement. In light of the above discussion, several questions then arise quite naturally:

1. Given a sequence of Schur multipliers of the form $M_{\varphi_n}$ with $\varphi_n = \Phi(f_n)$, can we expect limit points in the strong operator topology? Is there a natural way to identify the limit points?

2. In the same setup, can the limit points of the sequence $M_{\varphi_n}$ with $\varphi_n = \Phi(f_n)$ be described via or recover information about the input sequence $f_n$ itself?

3. Does the description of the above convergence and of the limit points shed new light on approximation properties of the group such as amenability?

4. For the specific example of amenability, are there interesting probabilistic examples of the $\ell^2$-functions which give us this approximation property? We consider this aspect to be particularly relevant since any such probabilistic construction might potentially provide ways to deal with related, and more elusive, properties like Kazhdan’s property (T) and the Haagerup property.

To underline the relevance of these questions, we note that for a countable group $\Gamma$, the input sequence $(f_n)_n$ (say, bounded in $\ell^2$) need not have any limit points in $\ell^2(\Gamma)$ – the mass of $f_n$ already could split into widely separated pieces due to the action of the ambient group $\Gamma$ (e.g. $f_n(s) = \frac{1}{2} \delta_n(s) + \frac{1}{2} \delta_{-n}(s), s \in \mathbb{Z}$), or the mass could totally disintegrate into dust (e.g. $f_n$ could be uniformly distributed on $\{-n, \ldots, n\}$ on $\mathbb{Z}$). For similar reasons, possible limit points of the sequences $\{\Phi(f_n)\}_n$ or $\{M_{\Phi(f_n)}\}_n$ may not be tractable.

With this background, the goal and the guiding principle of our article will be to develop a unified approach to answer the above questions in a satisfactory manner. In fact, our first main result, stated in Theorem 1.1 below, will provide affirmative answers to the first two questions as corollaries. This is accomplished by developing a robust relationship between \textit{decompositions} as well as convergence of Schur multipliers of the above form and convergence of the corresponding input functions $f$ in a \textit{different space} – namely, we will use the inherent group-invariance and structural properties of Roe algebras to leverage, in a unified way, the \textit{group-invariant compactification} of the quotient space of orbits under the left $\Gamma$-action, we refer to Section 1.2 below and the discussion following Theorem 1.1 for details. We then apply this theorem to prove our second main result, Theorem 1.5 which uses the resulting compactness of the Schur multipliers to give a characterization of amenability and provides quantitative information on how well these Schur multipliers approximate the identity. This result may be considered to affirmatively answer the third question. Regarding the fourth question,

\footnote{The same questions apply also to the possible pointwise limit points of the positive definite functions $\varphi_n = \Phi_n(f)$ themselves.}
we obtain a large class of interesting examples by employing a probabilistic model known as group-invariant percolation – here we assume that \( \Gamma \) is finitely generated. Informally speaking, we consider random subgraphs of some fixed Cayley graph of \( \Gamma \) and study \( \Phi(f) \) for random functions \( f \) canonically arising from such models. This leads to our third main result, Theorem 1.6 which is a second and quite different characterization of amenability. The approach also seems to be new and of independent interest, as we will elaborate on in more detail in the discussion following Theorem 1.6. Let us now turn to a precise mathematical layout of the results alluded to in the above discussion.

1.2 Main results.

We start with the function \( \Phi \) defined in (1.2) and consider the following subsets of \( \Phi(\ell^2(\Gamma)) \): For \( p \in [1, 2] \), we set

\[
\mathcal{M}_p^\pm(\Gamma) := \{ f: \Gamma \to [0, 1]: \|f\|_p \leq 1 \}, \quad \mathcal{M}_p(\Gamma) := \{ f: \Gamma \to [0, 1]: \|f\|_p = 1 \}, \quad \text{and} \\
P_p(\Gamma) := \Phi(\mathcal{M}^\pm_p(\Gamma)).
\]

We remark that the restriction to non-negative functions with norm bounded by 1 is made only for notational simplicity – our results will work similarly when \( \mathcal{M}^\pm_p(\Gamma) \) is replaced with any \( \|\cdot\|_p \)-bounded set. Note that the case \( p = 2 \) is essentially the general setting introduced in (1.2), while for decreasing \( p \)-values the setting becomes increasingly restrictive. Now an important observation is that

\[
\Phi(f) = \Phi(\delta_s \ast f) \quad \text{for all } s \in \Gamma,
\]

meaning that \( \Phi(f) \) depends on \( f \) only via its orbit \( \bar{f} = \{ \delta_s \ast f : s \in \Gamma \} \) under the left action of \( \Gamma \).

Due to this observation, it is quite natural to pass to the quotient space \( \widetilde{\mathcal{M}}_p(\Gamma) \) of \( \mathcal{M}_p(\Gamma) \) under the left action of \( \Gamma \). This space can be compactified using the approach developed in [14] for orbits of probability measures on \( \mathbb{R}^d \). A variant of the latter result and an adaptation to our discrete setting will be shown in Theorem 3.2 – in particular, we obtain that for every \( p \in [1, 2] \), the space

\[
\widetilde{\xi}(\Gamma) := \left\{ \xi = \{\alpha_i\}_{i \in I} : I \subset \mathbb{N}, \alpha_i \in \mathcal{M}_p^\pm(\Gamma), \sum_{i \in I} \|\alpha_i\|_p \leq 1 \right\}
\]

defines a compactification of the quotient \( \widetilde{\mathcal{M}}_p(\Gamma) \). We note that, in the above definition, \( I \subset \mathbb{N} \) signifies that the collection \( \{\alpha_i\}_{i \in I} \) runs over an empty, finite or countable collection \( I \).

We also note that in the most general case \( p = 2 \), the map

\[
\widetilde{\mathcal{M}}_2(\Gamma) \ni \bar{f} \mapsto \Phi(f) \in P(\Gamma)
\]

is in general not continuous – indeed, for the normalized indicator functions

\[
f_n = \frac{1}{\sqrt{2n + 1}} \mathbb{I}_{\{-n, \ldots, n\}} \in \mathcal{M}_2(\mathbb{Z}),
\]

we have that \( \bar{f}_n \) converges to \( \bar{0} \) because its \( \ell^2 \)-mass restricted to any \( r \)-ball, i.e. \( \sup_{x \in \mathbb{Z}} \|f|_{B(x, r)}\|_2^2 \), goes to zero as \( n \to \infty \) for every fixed \( r > 0 \), but \( \Phi(f_n) \) converges pointwise to \( 1 \neq \Phi(0) \). This is a general phenomenon, namely the same is true for the \( \ell^2 \)-normalized indicator functions of any Følner sequence of an amenable group \( \Gamma \). The situation for \( p \in [1, 2) \) is completely different: In this case, convergence and limit points of positive definite functions of the form \( \Phi(f) \) and of their associated Schur multipliers are strongly determined by convergence of the orbits of the functions \( f \) in the compactification (1.4).

To state our result precisely, we introduce some terminology: For a Banach space \( X \), let \( B(X) \) denote the space of bounded linear operators from \( X \) to itself, which is equipped with the strong operator topology. We define an asymptotically orthogonal decomposition (see Definition 4.1) of a sequence of operators \( (T_n)_n \) in \( B(X) \) w.r.t. some given subset \( S \subset B(X) \), to be a norm-convergent sum \( \sum_{i \in I} S_i \),
where \( S_i \in S \), such that, along a subsequence, \( T_n \to \sum_i S_i \) in the strong operator topology and \( \| T_n \| \to \sum_i \| S \| \). Note in particular that being an asymptotically orthogonal decomposition in this sense is a much stronger property than being a limit point. With this definition, we are now in a position to formally state our first main result (see Theorem 4.2).

**Theorem 1.1** (Decomposing Schur multipliers and group-invariant compactification). Let \( \Gamma \) be a countable discrete group and fix \( p \in [1, 2) \). Let \( (f_n)_{n=1}^{\infty} \) be any sequence in \( \mathcal{M}_p(\Gamma) \) and consider the sequence \( (M_n)_{n=1}^{\infty} \) of Schur multipliers \( M_n := M_{\Phi(f_n)} \) on \( C_0^*(\Gamma) \) or on \( C_b^*(\Gamma) \). Then the set of asymptotically orthogonal decompositions of \( (M_n)_n \) with respect to

\[
\{ M_{\Phi(f)} : f \in \mathcal{M}_p(\Gamma) \}
\]

is given by

\[
\left\{ M_\xi := \sum_{\alpha \in \xi} M_{\Phi(\alpha)} : \xi \text{ is a limit point of } (f_n)_n \text{ in } \tilde{X}_p(\Gamma) \right\}
\]

and contains all limit points of the sequence \( (M_n)_n \) in the strong operator topology (the above sum over the empty collection \( \xi \in \tilde{X}_p \) is understood as zero). Moreover, whenever the limit

\[
\lim_{n \to \infty} M_n = M
\]

exists in the strong operator topology, every limit point \( \xi \in \tilde{X}_p(\Gamma) \) of \( (f_n)_n \) must satisfy

\[
M = M_\xi = \sum_{\alpha \in \xi} M_{\Phi(\alpha)}.
\]

As mentioned previously, Theorem 1.1 actually entails several results as well as a number of consequences. To elaborate on that point, we observe that it directly yields affirmative answers to the first two questions raised in Section 1.1. Indeed, it establishes a natural way of identifying the limit points of a sequence of Schur multipliers of the form \( M_{\Phi(f_n)} \): namely, every limit point is given by a norm-convergent sum of Schur multipliers of the same form, where the sum naturally corresponds to a limit point of the sequence \( \tilde{f}_n \) in the compactification \( \tilde{X}_p \) introduced above. Moreover, whether the sequence of Schur multipliers converges and to which limit, may be read off from knowing whether \( \tilde{f}_n \) converges and to which limit. In other words, we have successfully transferred the problem of convergence of these Schur multipliers to the task of understanding convergence of the input functions in the compactification of the quotient space. One of the main advantages of this description is that convergence in the space \( \tilde{X}_p \) actually has a very intuitive description: namely, a sequence \( \tilde{f}_n \) converges to an empty, finite or countable collection \( \xi = \{ \alpha_i \}_i \) of orbits if the mass of \( f_n \) comes from mutually widely separated pieces (in the metric of the underlying group \( \Gamma \) \( \alpha_i \)), with some mass possibly dissipating to zero (see Section 5.3 for more details). Therefore, we also obtain a natural description of convergence of the associated Schur multipliers, which is formalized in our notion of asymptotically orthogonal decompositions. As an immediate and crucial consequence, we obtain compactness results for the sets of Schur multipliers introduced above. These clearly allow us to find maximizers and minimizers of suitable functionals and in particular of functionals appearing in the study of amenability. This leads to our second main result and will be explained in more detail in the next subsection. Let us also point out that similar results hold for positive definite functions of the form \( \Phi(\cdot) \) and seem to be new in this setting as well, see also Corollary 4.5. For the sake of completeness, we state the aforementioned consequences as corollaries below.

**Corollary 1.2.** Let \( \Gamma \) be a countable discrete group and \( p \in [1, 2) \). Then

\[
S_p(\Gamma) = \{ M_{\Phi(f)} : f \in \mathcal{M}_p(\Gamma) \} \subset B(C_b^*(\Gamma))
\]
is relatively sequentially compact with respect to the strong operator topology and its closure in the strong operator topology is given by
\[ X_p(\Gamma) = \{ M_\xi : \xi \in \tilde{X}_p(\Gamma) \}. \]

In the context of approximation properties, we are typically interested in approximating the identity by Schur multipliers or the constant function 1 by positive definite functions. In the set-up considered above, we obtain the following consequence of compactness.

**Corollary 1.3.** Let \( \Gamma \) be a countable discrete group and \( p \in [1, 2) \). Then for any finite subset \( F \subset \Gamma \), there exist \( f_i \in M_p^{\leq 1}, i \in \mathbb{N} \), with \( \sum_{i=1}^{\infty} \| f_i \|_p^p \leq 1 \) such that the positive definite function
\[ \varphi = \sum_{i=1}^{\infty} \Phi(f_i) \]
minimizes the expression
\[ d_F(\psi, 1) := \sup \{ |\psi(s) - 1| : s \in F \} \]
over all positive definite functions \( \psi \) of this form and in particular over all \( \psi \in P_p(\Gamma) \).

On a related note, while strong operator topology convergence is the desired mode of convergence in the context of approximation properties of \( C^* \)-algebras, it is certainly natural to ask in which cases the mode of convergence in Theorem 1.1 can be improved to norm convergence. For this purpose, our notion of asymptotically orthogonal decompositions turns out to be a useful tool, using which we obtain the following, perhaps surprising, characterization of norm convergence (see Theorem 4.4).

**Theorem 1.4.** Let \( \Gamma \) be a countable discrete group and \( p \in [1, 2) \). For any sequence \( (f_n)_{n=1}^{\infty} \) in \( M_p(\Gamma) \), consider the sequence \( (M_n)_{n=1}^{\infty} \) of Schur multipliers \( M_n := M_{\Phi(f_n)} \) on \( B(\ell^2(\Gamma)) \). Then \( (M_n)_{n=1}^{\infty} \) converges in norm to \( M_{\Phi(\alpha)} \) if and only if there exists \( \alpha \in M_p^{\leq 1}(\Gamma) \) such that
\[ \lim_{n \to \infty} \tilde{f}_n = \{ \tilde{\alpha} \} \text{ in } \tilde{X}_p(\Gamma). \]

The above statement means that \( M_n \) converges in norm if and only if \( \tilde{f}_n \) converges to an element \( \xi = \{ \tilde{\alpha} \} \) consisting of a single orbit \( \tilde{\alpha} \) in \( \tilde{X}_p(\Gamma) \).

### 1.3 Application to amenability and a connection with percolation theory.

We turn to our application of Theorem 1.1 to amenability. While the map in (1.5) is not continuous for the case \( p = 2 \), as remarked earlier, Theorem 1.1 applies for any \( p \in [1, 2) \) and we will show that it provides a robust approximation to reach the “threshold” \( p = 2 \). To state this result, we introduce the following terminology: For a finite subset \( F \subset \Gamma \), define \( \text{Tube}(F) := \{(x, y) \in \Gamma \times \Gamma : xy^{-1} \in F\} \) and let \( M \) be a Schur multiplier. By setting all matrix entries outside \( \text{Tube}(F) \) to zero, we can make sense of the multiplier cut-off outside \( \text{Tube}(F) \), which will be denoted \( r_F(M) \). Here is our next main result (contained in Theorem 5.1 stated later).

**Theorem 1.5 (A variational characterization of amenability using Schur multipliers).** Let \( \Gamma \) be a countable discrete group. Then \( \Gamma \) is amenable if and only if one of the following equivalent conditions hold:

(i) The identity lies in the closure of
\[ \bigcup_{p \in [1, 2)} S_p(\Gamma) \]
w.r.t. to the strong operator topology on \( B(C^*_\lambda(\Gamma)) \), respectively on \( B(C^*_u(\Gamma)) \).
Theorem 1.6 asserts that for increasing finite subsets $F_n$ of our group $\Gamma$ and exponents $p_n$ increasing to 2, it is possible to choose for each $n$ a minimizer in (1.6) to obtain a sequence of Schur multipliers approximating the identity in the strong operator topology. Similarly, the corresponding positive definite functions converge pointwise to 1. We stress that for fixed $p \in [1,2)$, actually there is an optimal choice, which for $p = 2$ typically can not exist. Roughly speaking, Theorem 1.6 characterizes amenability via solutions of minimization problems in the spaces introduced above, which were shown to be compact in Theorem 1.1. In this sense, it incorporates much more information than just knowing whether the identity can be approximated by suitable maps and answers the third question raised in Section 1.1.

In the final part of this paper, we shift our attention to the setting of a finitely generated group $\Gamma$. We explore a new way of finding suitable sequences of positive definite functions using the probabilistic model of percolations, which are random subgraphs of some fixed Cayley graph of $\Gamma$ (see Section 5.2 for details). More precisely, we investigate the behavior of positive definite functions of the form $\Phi(f)$, where $f$ is the normalized indicator function of an appropriate finite random subgraph. This leads to our final main result (see Theorem 5.6).

Theorem 1.6 (Amenability, percolations and positive definite functions). Let $\Gamma$ be a finitely generated group, let $X$ be one of its Cayley graphs w.r.t. some finite and symmetric generating set and let $(p_n)_{n=1}^{\infty} \subset [1,2)$ such that $p_n \to 2$. Then $\Gamma$ is amenable if and only if there exists a sequence $(P_n)_{n=1}^{\infty}$ of $\Gamma$-invariant site percolations on $X$ such that each $P_n$ has no infinite components and for every $s \in \Gamma$

$$\lim_{n \to \infty} \mathbb{E}_n \left[ \Phi \left( |K(o)|^{-1/p_n} \mathbb{1}_{K(o)} \right) (s) \right] = 1,$$

where $K(o)$ denotes the random cluster of the identity in $X$ and $|K(o)|^{-1/p_n} \mathbb{1}_{K(o)} := 0$ if $K(o) = \emptyset$. Moreover, in this case

$$\varphi_n(s) := \mathbb{E}_n \left[ \Phi \left( |K(o)|^{-1/p_n} \mathbb{1}_{K(o)} \right) (s) \right]$$

is positive definite and the Schur multipliers $M_{\varphi_n}$ on $B(C_0(\Gamma))$, respectively on $B(C_0^*(\Gamma))$, converge to the identity in the strong operator topology as $n \to \infty$.

The above result can be shown using the group-invariant percolations constructed in [1] and the mass-transport principle introduced in [13] and further developed in [1]. Its relevance in our context can be attributed to the fact that it allows to construct many examples of positive definite functions and Schur multipliers probabilistically using invariant percolations.

Additional justification for the relevance of Theorem 1.6 is provided by the fact that it fits into a much broader context, which we now describe: The proof of the amenability criterion in [1], which inspired our result, uses the idea of approximating an invariant mean by expected averages over finite percolation clusters. Now for the purpose of understanding related properties like the Haagerup property or Kazhdan’s property (T) using invariant percolations, this strategy (i.e., using approximate invariant mean) does not have an analogue. In contrast, we show that the same finite percolation clusters, informally speaking, also capture the information about positive definite functions which are relevant to amenability – in this sense the class of positive definite functions constructible via invariant
percolations is large enough to capture interesting properties of the group. This idea seems to have been overlooked in the literature so far. In fact, our approach of constructing positive definite functions via invariant percolations in Theorem 1.6 has a natural analogue in the context of the Haagerup property and property (T) – this served as the main motivation for the percolation theoretic characterizations of these two properties which we recently obtained in [15].

Organization of the rest of the article: In Section 2, we will introduce Schur multipliers on operator algebras and provide the necessary facts; and in Section 3, we will construct the aforementioned group-invariant compactification of $\ell^p$-bounded functions. Section 4 constitutes our first main result Theorem 1.1, its proof and the previously discussed consequences. Finally, Section 5 contains the aforementioned amenability criterion using Schur multipliers and the amenability criterion involving positive definite functions constructed from percolations. In particular, we will show Theorem 1.5 and Theorem 1.6 in Section 5.1 and Section 5.2, respectively.

2. Schur multipliers of operator algebras

Throughout this section let $\Gamma$ be a countable discrete group. Consider the usual Hilbert space $\ell^2(\Gamma)$ of square-summable functions on $\Gamma$ with canonical orthonormal basis $\{\delta_x : x \in \Gamma\}$ of Dirac masses and let $B(\ell^2(\Gamma))$ denote the $C^*$-algebra of bounded linear operators on $\ell^2(\Gamma)$. The following definitions are standard, see for example [4, 5, 20].

2.1 Matrix representations.

Every operator $T \in B(\ell^2(X))$ can be uniquely represented as a $\Gamma \times \Gamma$ matrix $[T(x,y)]_{(x,y) \in \Gamma \times \Gamma}$ with coefficients defined by

$$T(x,y) := \langle \delta_x, T\delta_y \rangle.$$ 

In this way $T$ can be viewed as an element of $\ell^\infty(\Gamma \times \Gamma)$ and we will write $\|T\|_\infty$ for the corresponding sup-norm. By the Cauchy-Schwarz inequality $\|T\|_\infty \leq \|T\|$, where $\|T\|$ is the operator norm of $T$. We say that $T$ has constant diagonals if $T(xs,ys) = T(x,y)$ for all choices $s, x, y \in \Gamma$. The set

$$\text{supp}(T) := \{(x,y) \in \Gamma \times \Gamma : T(x,y) \neq 0\} \subset \Gamma \times \Gamma$$

is called the support of $T$. For a subset $F \subset \Gamma$ define

$$\text{Tube}(F) := \{(x,y) \in \Gamma \times \Gamma : xy^{-1} \in F\}.$$ 

The operator $T$ has finite propagation if there exists a finite subset $F \subset \Gamma$ such that

$$\text{supp}(T) \subset \text{Tube}(F).$$

In this case, the number

$$\text{Prop}(T) := \inf\{|F| : F \subset \Gamma, \text{supp}(T) \subset \text{Tube}(F)\}$$

is called the propagation of $T$.

Conversely, given some matrix $[T(x,y)]_{(x,y) \in \Gamma \times \Gamma}$ there is no simple necessary and sufficient condition to decide whether a bounded linear operator on $\ell^2(\Gamma)$ with this matrix representation exists. We will use the following two well-known sufficient conditions.

Lemma 2.1 ([21, Lemma 8.1]). Let $[T(x,y)]_{(x,y) \in \Gamma \times \Gamma}$ be a matrix. Suppose there exists a finite subset $F$ of $\Gamma$ such that

$$\{(x,y) \in \Gamma \times \Gamma : T(x,y) \neq 0\} \subset \text{Tube}(F)$$

and suppose that

$$\sup_{(x,y) \in \Gamma \times \Gamma} |T(x,y)| = M < \infty.$$
Then there exists a unique bounded linear operator $T$ on $\ell^2(\Gamma)$ with matrix representation $[T(x, y)]_{(x, y)}$. Moreover $\|T\| \leq |F|M$.

Proof. We include a proof for the readers convenience. Let $\eta \in \ell^2(\Gamma)$. We observe that $T(x, y) \neq 0$ implies $xy^{-1} \in F$ which is equivalent to $y \in F^{-1}x = \{y^{-1}x : y \in F\}$. Therefore for every $x \in \Gamma$ the sum

$$\gamma_x := \sum_{y \in \Gamma} T(x, y)\eta(y) = \sum_{y \in F^{-1}x} T(x, y)\eta(y)$$

exists as it contains only finitely many summands. Moreover, by the Cauchy Schwarz inequality

$$|\gamma_x|^2 \leq \left( \sum_{y \in F^{-1}x} |T(x, y)|^2 \right)^{\frac{1}{2}} \left( \sum_{y \in F^{-1}x} |\eta(y)|^2 \right)^{\frac{1}{2}} \leq |F|M^2 \sum_{y \in F^{-1}x} |\eta(y)|^2,$$

which implies that

$$\sum_{x \in \Gamma} |\gamma_x|^2 \leq |F| M^2 \sum_{x \in \Gamma} \sum_{y \in F^{-1}x} |\eta(y)|^2 = |F| M^2 \|\eta\|_2^2.$$

Hence $\eta \mapsto T\eta$, where $T\eta$ is defined by $(T\eta)(x) := \gamma_x$, defines a bounded linear operator on $\ell^2(\Gamma)$ with operator norm $\|T\| \leq |F|M$ as claimed. \hfill $\Box$

Remark 1 Let $C_u[\Gamma]$ denote the collection of all operators $T \in B(\ell^2(\Gamma))$ with finite propagation. By Lemma 2.1, $C_u[\Gamma]$ can be identified with the collection of matrices with uniformly bounded entries and support contained in the tube of a finite set. Moreover, every $T \in C_u[\Gamma]$ satisfies $\|T\| \leq \text{Prop}(T)\|T\|_{\infty}$.

Lemma 2.2 (The weighted Schur test). Let $[T(x, y)]_{(x, y) \in \Gamma \times \Gamma}$ be a matrix. Suppose there exists a function $p : \Gamma \rightarrow (0, \infty)$ and two constants $C_1$ and $C_2$ such that for all $x, y \in \Gamma$

$$\sum_{z \in \Gamma} |T(x, z)|p(z) \leq C_1p(x) \quad \text{and} \quad \sum_{z \in \Gamma} |T(z, y)|p(z) \leq C_2p(y).$$

Then there exists a unique bounded linear operator $T$ on $\ell^2(\Gamma)$ with matrix representation $[T(x, y)]_{(x, y)}$. Moreover

$$\|T\| \leq (C_1C_2)^{\frac{1}{2}}.$$

Proof. There are several ways to prove this result, see e.g. [7, Section 3] or [18]. For the readers convenience we include a direct proof similar to the proof of Lemma 2.1 above. To that end, let $\eta \in \ell^2(\Gamma)$ with finite support. Then for every $x \in \Gamma$, the sum

$$\gamma_x := \sum_{y \in \Gamma} T(x, y)\eta(y)$$
exists as it contains only finitely many summands. Moreover, applying the Cauchy-Schwarz inequality in the fourth step and rearranging the appearing finite sums in the penultimate step, we obtain

\[ \sum_{x \in \Gamma} |\gamma_x|^2 = \sum_{x \in \Gamma} \left( \sum_{y \in \Gamma} T(x, y) \eta(y) \right)^2 \leq \sum_{x \in \Gamma} \left( \sum_{y \in \Gamma} |T(x, y)||\eta(y)| \right)^2 \]

\[ = \sum_{x \in \Gamma} \left( \sum_{y \in \Gamma} (|T(x, y)|p(y))^2 \left( \frac{|T(x, y)|}{p(y)} \right)^2 |\eta(y)|^2 \right) \]

\[ \leq \sum_{x \in \Gamma} \left( \sum_{y \in \Gamma} |T(x, y)| |\eta(y)|^2 \right) \]

\[ = C_1 \sum_{y \in \Gamma} |\eta(y)|^2 \frac{1}{p(y)} \sum_{x \in \Gamma} |T(x, y)|p(x) \]

\[ \leq C_1 C_2 \|\eta\|_2^2. \]

Since finitely supported elements are dense in \( \ell^2(\Gamma) \), the claim follows. \( \square \)

2.2 The uniform Roe algebra.

We recall the definitions of two important \( C^* \)-algebras associated with \( \Gamma \) which are naturally represented on \( B(\ell^2(\Gamma)) \). First observe that it is not difficult to see that \( C_u(\Gamma) \), the collection of all finite propagation operators, defines a \( * \)-subalgebra of \( B(\ell^2(\Gamma)) \). Its norm closure is called the uniform Roe algebra and is denoted by \( C^*(\Gamma) \). The reduced group \( C^* \)-algebra \( C^*_r(\Gamma) \) is the \( C^* \)-algebra generated by the image of the left-regular representation

\[ \lambda: \Gamma \to B(\ell^2(\Gamma)) \]

\[ , \quad s \mapsto \lambda(s), \]

where

\[ (\lambda(s)f)(x) = f(s^{-1}x) \quad \text{for} \quad f \in \ell^2(\Gamma). \]

Equivalently the reduced group \( C^* \)-algebra is the norm closure of the \( * \)-subalgebra of \( B(\ell^2(\Gamma)) \) which consists of all operators \( T \in B(\ell^2(\Gamma)) \) with finite propagation and constant diagonals. We also recall that the right-regular representation of \( \Gamma \) is the map

\[ \rho: \Gamma \to B(\ell^2(\Gamma)) \]

\[ , \quad s \mapsto \rho(s), \]

where

\[ (\rho(s)f)(x) = f(xs) \quad \text{for} \quad f \in \ell^2(\Gamma). \]

**Remark** 2 The group \( \Gamma \) has a natural left action on the set \( \mathcal{M}_1(\Gamma) \) of probability measures on \( \Gamma \) via the maps \( \mu \mapsto \mu(s^{-1}) = \delta_s * \mu \), see the beginning of Section 3 for more details. This action is implemented by the left-regular representation in the following sense: If \( \mu \in \mathcal{M}_1(\Gamma) \), let \( f \in \ell^1(\Gamma) \subset \ell^2(\Gamma) \) denote its unique density with respect to counting measure (Haar measure). Then for every \( s, x \in \Gamma \)

\[ (\lambda(s)f)(x) = f(s^{-1}x) = \sum_{y \in \Gamma} \delta_y f(y^{-1}x) = (\delta_s * \mu)\{x\}, \]

that is \( \delta_s * \mu \) has density \( \lambda(s)f \).
2.3 Schur multipliers.

For a function \( k \in \ell^\infty(\Gamma \times \Gamma) \) and an operator \( T \in B(\ell^2(\Gamma)) \) the Schur product is defined as

\[
k \circ T := [k(x, y)T(x, y)]_{(x, y) \in \Gamma \times \Gamma}.
\]

In general such a Schur product need not be the matrix representation of a bounded linear operator. In the case that \( k \circ T \) is the matrix representation of a bounded linear operator for every \( T \in B(\ell^2(\Gamma)) \), we denote this operator also by \( k \circ T \) and obtain a well-defined linear map

\[
M_k : B(\ell^2(\Gamma)) \to B(\ell^2(\Gamma)), \; T \mapsto M_k(T) := k \circ T,
\]

which is called a Schur multiplier. It then follows from the Closed Graph Theorem that every Schur multiplier is bounded.

**Example 2.3** Let \( k \in \ell^\infty(\Gamma \times \Gamma) \) such that \( \text{supp}(k) \subset \text{Tube}(F) \) for some finite subset \( F \) of \( \Gamma \). Then Lemma 2.1 shows that \( M_k \) is a Schur multiplier. Moreover, we observe the following:

(a) The map \( M_k \) restricts to a well-defined bounded linear operator on \( C^*_u(\Gamma) \).
(b) If the function \( k \) is diagonally invariant, in the sense that \( k(xs, ys) = k(x, y) \) for all \( s, x, y \in \Gamma \), then \( M_k \) also restricts to a well-defined bounded linear operator on \( C^*_\Lambda(\Gamma) \).

A typical example for (b) is when \( k \) is of the form \( k(x, y) = f(xy^{-1}) \) for some function \( f \in C_\circ(\Gamma) \). □

We note that every function \( f \) on \( \Gamma \) gives rise to a natural diagonally invariant kernel

\[
k_f : \Gamma \times \Gamma \to \mathbb{C}, \; k_f(x, y) = f(xy^{-1}).
\]

If the corresponding Schur multiplier exists, we will denote it by \( M_f \) to simplify notation. In this case \( M_f \) restricts to a bounded linear operator on \( C^*_u(\Gamma) \) as well as on \( C^*_\Lambda(\Gamma) \), which will be called the corresponding Schur multiplier on \( C^*_u(\Gamma) \), resp. on \( C^*_\Lambda(\Gamma) \). If it is clear from the context which of these maps we are considering, the Schur multiplier on \( C^*_u(\Gamma) \), resp. \( C^*_\Lambda(\Gamma) \), will also be denoted \( M_f \).

The following basic lemma shows that these multipliers exist for example for all integrable functions.

**Lemma 2.4.** Let \( f \in \ell^1(\Gamma) \). Then the Schur multiplier

\[
M_f : B(\ell^2(\Gamma)) \to B(\ell^2(\Gamma)), \; T \mapsto M_f(T) := [k_f(x, y)T(x, y)]_{(x, y) \in \Gamma \times \Gamma},
\]

is a well-defined bounded linear operator with \( \|M_f\| \leq \|f\|_1 \). In particular the restriction of \( M_f \) to \( C^*_u(\Gamma) \), resp. \( C^*_\Lambda(\Gamma) \), is a bounded linear operator on \( C^*_u(\Gamma) \), resp. \( C^*_\Lambda(\Gamma) \), with norm bounded by \( \|f\|_1 \).

**Proof.** Let \( T \in B(\ell^2(\Gamma)) \) and set \( S := k_f \circ T = [f(xy^{-1})T(x, y)]_{(x, y) \in \Gamma \times \Gamma} \). For each \( x \in \Gamma \)

\[
\sum_{x \in \Gamma} |S(x, y)| = \sum_{x \in \Gamma} |f(xy^{-1})T(x, y)| = \sum_{z \in \Gamma} |f(z)T(z, y)| \leq \|T\|_\infty \|f\|_1 \leq \|T\| \|f\|_1
\]

and similarly for each \( y \in \Gamma \)

\[
\sum_{y \in \Gamma} |S(x, y)| = \sum_{y \in \Gamma} |f(xy^{-1})T(x, y)| = \sum_{z \in \Gamma} |f(z)T(x, z^{-1}x)| \leq \|T\|_\infty \|f\|_1 \leq \|T\| \|f\|_1.
\]

Applying Lemma 2.2 with weights \( p \equiv 1 \) we conclude that \( S = M_f(T) \in B(\ell^2(\Gamma)) \) with

\[
\|S\| \leq \|T\| \|f\|_1.
\]

It follows that \( M_f \) defines a Schur multiplier and that \( \|M_f\| \leq \|f\|_1 \). □
2.4 Completely positive Schur multipliers.

Finding the norm of a Schur multiplier is a difficult problem in general. However, it is possible in special cases \([6, 12]\), for example if the Schur multiplier is induced by a positive definite function. To discuss this example, we briefly recall the necessary vocabulary: A function \(\varphi: \Gamma \rightarrow \mathbb{C}\) is called positive definite if the matrix \(\varphi(s^{-1}t)\) for \(s, t \in F \subset \Gamma\) is positive for every finite set \(F \subset \Gamma\). For a \(C^*-\)algebra \(A\) and \(n \geq 1\), let \(M_n(A)\) denote the \(C^*-\)algebra of \(n \times n\) matrices with entries in \(A\) equipped with the usual addition, matrix multiplication and involution. A function \(\phi\) mapping a unital \(C^*-\)algebra \(A\) to a \(C^*-\)algebra \(B\) is completely positive if the induced map \(\phi_n: M_n(A) \rightarrow M_n(B), \phi_n([a_{i,j}]) = [\phi(a_{i,j})]\) is positive for every \(n \geq 1\). It is completely bounded if the sequence \((\phi_n)\) is uniformly bounded and in this case

\[
\|\phi\|_{cb} := \sup_{n \geq 1} \|\phi_n\|
\]

is called the cb-norm of \(\phi\).

**Lemma 2.5 (\([11]\) Lemma 1.1).** Let \(\varphi\) be a positive definite function on \(\Gamma\). Then

\[
M_\varphi: C^*_\lambda(\Gamma) \rightarrow C^*_\lambda(\Gamma)
\]

is completely positive with norm \(\|M_\varphi\| = \varphi(e)\).

**Proof.** This is a well known result of Haagerup, for a proof see Lemma 1.1 in \([11]\). \(\square\)

Using standard properties of completely positive maps, it is not difficult to see that the above result holds as well for Schur multipliers on \(C^*_\alpha(\Gamma)\) and \(B(\ell^2(\Gamma))\). For the convenience of the reader we will state this slight generalization as a lemma and include a proof.

**Lemma 2.6.** Let \(\varphi\) be a positive definite function on \(\Gamma\). Then

\[
M_\varphi: B(\ell^2(\Gamma)) \rightarrow B(\ell^2(\Gamma))
\]

is completely positive with norm \(\|M_\varphi\| = \varphi(e)\) and cb-norm \(\|M_\varphi\|_{cb} = \varphi(e)\).

Moreover, its restriction \(M_\varphi^\alpha\) to \(C^*_\alpha(\Gamma)\) and its restriction \(M_\varphi^\lambda\) to \(C^*_\lambda(\Gamma)\) are both completely positive with norm and cb-norm equal to \(\varphi(e)\).

**Proof.** It is a standard fact that every completely positive map is completely bounded and that its norm and cb-norm agree, see for example \([4]\) Appendix B, p. 450). Thus Lemma 2.5 already implies the statement about \(M_\varphi^\lambda\).

By \([4]\) Proposition D.3] the Schur multiplier \(M_\varphi\) is completely positive and hence its norm and cb-norm coincide. Moreover, by \([4]\) Proposition D.6, \(M_\varphi\) is completely bounded if and only if \(M_\varphi^\lambda\) is completely bounded and in this case their cb-norms coincide. Hence the statement about \(M_\varphi\) follows from the one about \(M_\varphi^\lambda\).

Finally \(\|M_\varphi^\lambda\| \leq \|M_\varphi\| \leq \|M_\varphi^\alpha\|\) implies that \(\|M_\varphi^\alpha\| = \varphi(e)\). The fact that \(M_\varphi^\alpha\) is also completely positive follows for example from Stinespring’s Dilation Theorem, see \([4]\) Theorem 1.5.3], and thus its norm and cb-norm coincide. Therefore we have proved the statement for \(M_\varphi^\alpha\) and the proof of Lemma 2.6 is thus complete. \(\square\)

Let us also mention the following fundamental result which is far more general than Lemma 2.4. It is originally due to Grothendieck \([9]\). The version below and a proof can be found in \([13]\).

**Theorem 2.7.** Let \(A\) and \(B\) be arbitrary sets, \(k: A \times B \rightarrow \mathbb{C}\) be a function and \(C \geq 0\) be a constant. Then the following are equivalent:

[The rest of the text continues with mathematical theorems and proofs, which are not transcribed here.]
(i) The map
\[ M_k : B(\ell^2(A), \ell^2(B)) \rightarrow B(\ell^2(A), \ell^2(B)) \]
which maps a bounded linear operator \( T : \ell^2(A) \rightarrow \ell^2(B) \) with matrix \([T(x,y)]_{x \in A, y \in B}\), to a bounded linear operator with matrix \([k(x,y)A(x,y)]\), is well-defined (and thus bounded) with norm \( \|M_k\| \leq C \).

(ii) The map \( M_k \) is completely bounded with cb-norm \( \|M_k\|_{cb} \leq C \).

(iii) There exist a Hilbert space \( H \) and two families \((\varphi_x)_{x \in A}\) and \((\psi_y)_{y \in B}\) in \( H \) such that
\[ \sup_{x \in A} \|\varphi_x\| \sup_{y \in B} \|\psi_y\| \leq C \]
and
\[ k(x,y) = \langle \varphi_x, \psi_y \rangle \quad \text{for all } x \in A, y \in B. \]

Remark 3 The above result implies for example that \( M_f \) is a Schur multiplier with norm \( \|M_f\| \leq \|f\|_2 \) for every \( f \in \ell^2(\Gamma) \). This follows by choosing the sets \( A, B = \Gamma \), the Hilbert space \( H = \ell^2(\Gamma) \) and the functions \( \varphi_x(z) = f(xz^{-1}) \) and \( \psi_y = \delta_y \). However, we will mainly be concerned with Schur multipliers arising from positive definite functions for which the above theorem is not needed.

3. Group invariant compactification

We will start with the general setting and then focus on the case of countable discrete groups. Consider a Polish group \( G \) with a compatible left-invariant metric \( d_G \), i.e. \( G \) is a topological group and \( d_G \) is a left-invariant metric on \( G \) which induces the topology and is such that \( (G,d_G) \) is complete and separable. The Borel-\( \sigma \)-field on \( G \) will be denoted by \( B(G) \). We denote by \( M_1 = M_1(G) \) the space of probability measures on \( (G, B(G)) \) and by \( M_{\leq 1} = M_{\leq 1}(G) \) the space of sub-probability measures, i.e. non-negative measures on \( (G, B(G)) \) with total mass less than or equal to one. We consider the natural left action of \( G \) on \( M_{\leq 1} \) via the maps
\[ \alpha \mapsto \alpha(s^{-1}) = \delta_s \ast \alpha \quad \text{for } \alpha \in M_{\leq 1}, s \in G. \]
For any \( \alpha \in M_{\leq 1} \), its \textit{orbit} under this action is denoted by \( \tilde{\alpha} = \{\delta_s \ast \alpha : s \in G\} \). We denote by \( \tilde{M}_1 \) the quotient space of \( M_1 \) and by \( \tilde{M}_{\leq 1} \) the quotient space of \( M_{\leq 1} \) under this action.

3.1 Topologies on measures.

We will now recall the main properties of the topologies which are needed to understand the compactification in the next subsection. More details can be found in [13] and more background on convergence of probability measures may be found e.g. in [8]. Let us first describe two natural topologies on \( M_{\leq 1} \). In the \textit{weak topology} a sequence \( \mu_n \) converges to \( \mu \), denoted by \( \mu_n \Rightarrow \mu \), if
\[ \lim_{n \to \infty} \int_G f(x) \mu_n(dx) = \int_G f(x) \mu(dx) \quad (3.1) \]
for every bounded continuous function \( f \) on \( G \). Contrary, in the \textit{vague topology}, a sequence \( \mu_n \) converges to \( \mu \), denoted by \( \mu_n \rightharpoonup \mu \), if the convergence in (3.1) holds for all continuous functions with compact support. In this case it continues to hold for all continuous functions vanishing at infinity. If \( G \) is compact, then weak and vague topology agree and \( M_1 \) equipped with this topology is compact. Therefore we will only be interested in the case of a non-compact group.

The weak topology is the usual topology from the point of view of probability theory, an important reason being that \( M_1 \) is closed in \( M_{\leq 1} \) with respect to weak convergence and thus weak convergence preserves the total amount of mass. However, for non-compact groups the space \( M_1 \) is not compact in this topology. There are two typical reasons for this: The location of the mass may shift away to
infinity, as in \( \mu_n = \delta_n \in \mathcal{M}_1(\mathbb{R}) \), or the mass may totally disintegrate into dust, as in the example of a Gaussian \( \mu_n = \mathcal{N}(0, \sigma_n) \in \mathcal{M}_1(\mathbb{R}) \) with variance \( \sigma_n \) diverging to infinity. Of course one might also have a combination of these two situations, as in the example \( \mu_n = \frac{1}{2}(\delta_n + \delta_{n^2} + \mathcal{N}(0, \sigma_n)) \), where the mass splits into two pieces increasingly far away from one another and another piece which disintegrates into dust. The vague topology provides one possible solution to the lack of compactness in \( \mathcal{M}_1 \) because \( \mathcal{M}_{\leq 1} \) is a compactification with respect to the vague topology. The problem with this compactification is that it essentially amounts to ignoring the mass which disintegrated into dust as well as all mass which moved off to infinity. Such sequences will all converge vaguely to zero, although the two types of behaviors are fundamentally different.

### 3.2 Compactification of \( \mathcal{M}_1 \): The space \( \tilde{X} \).

Given the above set up, the following idea was introduced in [14] and a compactification of the quotient space \( \mathcal{M}_1(\mathbb{R}^d) \) was constructed there. Namely, consider the quotient space \( \mathcal{M}_1(\mathbb{R}^d) \) and equip this space with the quotient topology. Because of the preceding discussion, \( \mathcal{M}_1(\mathbb{R}^d) \) need not be compact either. So a compactification of \( \mathcal{M}_1(\mathbb{R}^d) \) should then correspond to a space \( \tilde{X} \) consisting of empty, finite or countable collections of orbits, whose total masses add up to at most one. In order to make this intuition precise, it is useful to define a totally bounded compatible metric on \( \mathcal{M}_1 \) which can naturally be extended to \( \tilde{X} \) and then prove that this space is a compactification. We will now describe this construction in a general set-up.

Define the following sets of test functions: For \( k \geq 2 \), let \( \mathcal{F}_k \) be the set of all continuous functions

\[
 f : C^k \rightarrow \mathbb{R},
\]

which are \textit{diagonally invariant} in the sense that

\[
 f(sx_1, \ldots, sx_k) = f(x_1, \ldots, x_k) \quad \text{for all } s, x_1, \ldots, x_k \in G,
\]

and \textit{vanish at infinity} in the sense that

\[
 \lim_{\max_{i \neq j} d_G(x_i, x_j) \rightarrow \infty} f(x_1, \ldots, x_k) = 0.
\]

These two properties imply that \( \mathcal{F}_k \) can be identified with the space \( C_0(G^{k-1}, \mathbb{R}) \) of continuous real valued functions of \( (k-1) \) variables vanishing at infinity in the usual sense. Thus \( \mathcal{F}_k \) equipped with the uniform metric is a separable metric space. In particular there exists a sequence \( \{f_r\}_{r=1}^{\infty} \subset \bigcup_{k=2}^{\infty} \mathcal{F}_k \) containing for every \( k \geq 2 \) a subsequence which is dense in the corresponding space \( \mathcal{F}_k \). For each \( r \in \mathbb{N} \) let \( k_r \geq 2 \) be the corresponding index such that \( f_r \in \mathcal{F}_{k_r} \).

Define

\[
 \tilde{X} := \bar{X}(G) := \left\{ \xi = \{\bar{\alpha}_i\}_{i \in I} : I \subseteq \mathbb{N}, \bar{\alpha}_i \in \mathcal{M}_{\leq 1}, \sum_{i \in I} \alpha_i(G) \leq 1 \right\}
\]

with the convention that the empty collection is identified with the set \( \{0\} \) containing only the orbit of the zero measure. Then \( \tilde{X} \) naturally contains the space \( \mathcal{M}_1 \) via the identification of \( \tilde{\mu} \) with \( \{\tilde{\mu}\} \).

For \( \xi, \xi' \in \tilde{X} \) define

\[
 D(\xi, \xi') := \sum_{r=1}^{\infty} \frac{1}{2^r} \frac{1}{\| f_r \|_\infty} \left| \sum_{\bar{\alpha} \in \xi} \int f_r(x_1, \ldots, x_{k_r}) \prod_{i=1}^{k_r} \alpha(dx_i) \right| \left| \sum_{\bar{\alpha} \in \xi'} \int f_r(x_1, \ldots, x_{k_r}) \prod_{i=1}^{k_r} \alpha(dx_i) \right| \leq \frac{1}{\| f_r \|_\infty} \left| \sum_{\bar{\alpha} \in \xi} \int f_r(x_1, \ldots, x_{k_r}) \prod_{i=1}^{k_r} \alpha(dx_i) \right| \left| \sum_{\bar{\alpha} \in \xi'} \int f_r(x_1, \ldots, x_{k_r}) \prod_{i=1}^{k_r} \alpha(dx_i) \right|
\]
and note that diagonal invariance of the functions \( f_r \) ensures that the above definition does not depend on the choice of orbit representatives. We are now in a position to recall the main result obtained in \([14]\) regarding the space \( \tilde{X} \).

**Theorem 3.1.** \((\tilde{X}(\mathbb{R}^d), D)\) is a compact metric space which contains \( \tilde{M}_1(\mathbb{R}^d) \) as a dense subspace. It is then also the completion under the metric \( D \) of the totally bounded space \( \tilde{M}_1(\mathbb{R}^d) \).

**Proof.** See Theorem 3.1 and Theorem 3.2 in \([14]\). \(\square\)

### 3.3 Countable discrete groups and \(\ell^p\)-bounded densities.

For the purposes of this paper, we will now consider the setting of a countable discrete group \( \Gamma \). In this context, let us take note of the following basic facts. First, note that every countable discrete group admits a proper left-invariant metric, which is also unique up to coarse equivalence, compare e.g. \([4, \text{Proposition 5.5.2}]\). From this point on we will assume that \( \Gamma \) is equipped with a fixed proper left-invariant metric \( d_\Gamma \). Next, every measure on \( \Gamma \) has a density with respect to counting measure, i.e. Haar measure, and we may thus identify \( M_1(\Gamma) = \{ \mu : \Gamma \rightarrow [0,1] : \|\mu\|_1 = 1 \} \subset \ell^1(\Gamma) \).

Let \((\mu_n)_{n=1}^\infty \) and \( \mu \) be in \( M_{\leq 1}(\Gamma) \). It is not difficult to show that \( \mu_n \Rightarrow \mu \) if and only if \( \|\mu_n - \mu\|_1 \rightarrow 0 \) and that \( \mu_n \rightharpoonup \mu \) if and only if \( \mu_n \rightarrow \mu \) pointwise. Analogous to the identification in (3.3), we define for each \( p \in [1,\infty) \) the sets

\[
M_p := M_p(\Gamma) := \{ f : \Gamma \rightarrow [0,1] : \|f\|_p = 1 \} \subset \ell^p(\Gamma),
\]

\[
M_{\leq p} := M_{\leq p}(\Gamma) := \{ f : \Gamma \rightarrow [0,1] : \|f\|_p \leq 1 \} \subset \ell^p(\Gamma).
\]

We consider the same left action of \( \Gamma \) and denote the corresponding quotient spaces by \( \tilde{M}_p \) and \( \tilde{M}_{\leq p} \). Note that \( M_p \) fails to be compact with respect to the norm topology and with respect to pointwise convergence for similar reasons as in the previous case of \( M_1 \). We will show in this subsection that the compactification \( \tilde{X} \) induces a compactification of \( \tilde{M}_p \), equipped with the quotient of the \( \ell^p \)-norm topology, which again recovers exactly the pieces of mass lost due to the action of the group. To that end, define for each \( p \in (1,\infty) \)

\[
\tilde{X}_p = \tilde{X}_p(\Gamma) := \left\{ \{\tilde{\alpha}_i\}_{i \in I} : I \subseteq \mathbb{N}, \tilde{\alpha}_i \in \tilde{M}_{\leq p}, \sum_{i \in I} \|\alpha_i\|_p \leq 1 \right\},
\]

with the convention that the empty collection is identified with the set \( \{0\} \) containing only the orbit of the constant zero function. Now consider the map

\[
M_{\leq 1} \rightarrow M_{\leq p}
\]

\[
\alpha \mapsto \alpha^{1/p}
\]

and extend it in the natural way to \( \tilde{X} \) by defining for \( \xi = \{\tilde{\alpha}_i\}_{i \in I} \in \tilde{X} \)

\[
\xi^{1/p} := \left\{ \alpha_i^{1/p} \right\}_{i \in I} := \left\{ \frac{\tilde{\alpha}_i^{1/p}}{\|\tilde{\alpha}_i\|_p} \right\}_{i \in I} \in \tilde{X}_p.
\]

To see that this map is well-defined, observe that

\[
\sum_{i \in I} \|\alpha_i^{1/p}\|_p = \sum_{i \in I} \|\alpha_i\|_1 = \sum_{i \in I} \alpha_i(\Gamma).
\]
In particular the map \( \xi \mapsto \xi^{1/p} \) is onto. Since it is clearly injective, it is one-to-one and its inverse is given by
\[
\tilde{X}_p \rightarrow \tilde{X}, \quad \{\tilde{\beta}_i\}_{i \in I} \mapsto \eta := \{\tilde{\beta}_i^p\}_{i \in I}.
\]
Recall the definition of \( D \) from [3.2]. Then for any \( \eta, \eta' \in \tilde{X}_p \) we now set
\[
D_p(\eta, \eta') := D(\eta^p, (\eta')^p).
\]
By an argument similar to that of Theorem 3.1 it can be shown that \( D_p \) is a metric. Finally, we verify that \( D_p \) induces on \( \tilde{M}_p \) the quotient of the norm-topology: Let \( (f_n)_{n=1}^{\infty} \) and \( f \) be in \( M_p \) and define
\[
\mu_n := f_n^p \in M_1 \quad \text{and} \quad \mu := f^p \in M_1.
\]
By definition
\[
D_p(\tilde{f}_n, f) \to 0 \quad \text{if and only if} \quad D(\tilde{\mu}_n, \mu) \to 0.
\]
The latter conditions is equivalent to the existence of shifts \( s_n \) such that \( \delta_{s_n} \ast \mu_n \Rightarrow \mu \). Now on the one hand, if
\[
\|\delta_{s_n} \ast f_n - f\|_p \to 0,
\]
then clearly \( \delta_{s_n} \ast \mu_n \) converges pointwise to \( \mu \) and since \( \delta_{s_n} \ast \mu_n(\Gamma) \equiv 1 \) and \( \mu(\Gamma) = 1 \), a standard argument using tightness implies that \( \delta_{s_n} \ast \mu_n \Rightarrow \mu \). Conversely, if \( \delta_{s_n} \ast \mu_n \Rightarrow \mu \), then clearly \( \delta_{s_n} \ast f_n \) converges pointwise to \( f \) and since \( \|\delta_{s_n} \ast f_n\|_p \equiv 1 \) and \( \|f\|_p = 1 \), a similar argument shows that \( \|\delta_{s_n} \ast f_n - f\|_p \to 0 \). We will now show the following analogue of Theorem 3.1.

**Theorem 3.2.** Let \( \Gamma \) be a countable discrete group and \( p \in [1, \infty) \). Then \( (\tilde{X}_p(\Gamma), D_p) \) is a compact metric space which contains \( \tilde{M}_p(\Gamma) \) as a dense subspace. It is then also the completion under the metric \( D_p \) of the totally bounded space \( \tilde{M}_p(\Gamma) \).

### 3.4 Proof of Theorem 3.2

The proof follows the line of argument developed in [14, Proof of Theorem 3.2] with an appropriate analogue of the concentration function of a probability measure. More specifically, we define the *concentration function* \( q_f \) of \( f \in \mathcal{M}_p^{\leq 1} \) by
\[
q_f(r) := \sup_{x \in \Gamma} \|f|_{B(x, r)}\|_p^p \quad (r > 0).
\]
Note that
\[
\lim_{r \to \infty} q_f(r) = \|f\|_p^p.
\]
The decomposition now arises from the following iterative procedure: Start with any sequence \( (f_n)_{n=1}^{\infty} \) in \( \mathcal{M}_p^{\leq 1} \) and write \( q_n := q_{f_n} \) to shorten notation. By passing to a subsequence if necessary, we may assume that
\[
q(r) := \lim_{n \to \infty} q_n(r)
\]
exists for every \( r > 0 \) and that
\[
p^* := \lim_{n \to \infty} \|f_n\|_p^p
\]
exists. Then clearly
\[
p^* \geq q := \sup_{r>0} q(r) = \lim_{r \to \infty} q(r).
\]
We now distinguish two scenarios.

(i) If \( q = 0 \), then \( q(r) = 0 \) for every \( r > 0 \). That is
\[
\lim_{n \to \infty} \sup_{x \in \Gamma} \|f_n|_{B(x, r)}\|_p^p = 0 \quad \text{for every} \ r > 0.
\]
Moreover, in this case we also have
\[ \lim_{n \to \infty} f_n^p \| f_n \|_\infty = 0, \]
which implies \( \widetilde{f}_n^p \to \bar{0} \in \tilde{X} \): indeed, using the representation (3.2), the distance \( D(f_n^p, \bar{0}) \) between the orbits of the sub-probability measures \( \widetilde{f}_n^p \) and \( \bar{0} \) is bounded above by \( \| f_n^p \|_1 \) (recall that \( \| f_n^p \|_1 = \| f_n \|_p^p \) and thus \( \| f_n^p \|_1 \leq 1 \), so \( \| f_n^p \|_1 \leq \| f_n \|_1 \) for \( k \geq 1 \)), which goes to zero by the above display and the fact that \( \sup_{n \in \mathbb{N}} \| f_n \|_1^p \leq 1 \). Hence, \( \widetilde{f}_n^p \to \bar{0} \in \tilde{X} \). Thus \( f_n \to \bar{0} \in \tilde{X}_p \).

(ii) If \( q > 0 \), then \( q(r) > 0 \) for some \( r > 0 \). We may thus find \( r > 0 \) and \( \{ s_n \}_{n=1}^\infty \subset \Gamma \) such that
\[ \| (\delta_{s_n} \ast f_n)_{B(e,r)} \|_p \geq \frac{q}{2} \] for all sufficiently large \( n \).

Define \( g_n := \delta_{s_n} \ast f_n \). By going over to a subsequence we may assume that \( g_n \) converges pointwise, as \( n \to \infty \), to some \( \alpha \in \mathcal{M}_p^{\leq 1} \). It follows from Equation (3.4) that
\[ \| \alpha \|_p^p \geq \| \alpha \|_{B(e,r),r} \|_p \geq \liminf_{n \to \infty} \| g_n \|_{B(e,r)} \|_p \geq q/2. \]

By a standard argument we may express \( g_n = \alpha_n + \beta_n \) with \( \alpha_n, \beta_n \in \mathcal{M}_p^{\leq 1} \) such that
\[ \lim_{n \to \infty} \| \alpha_n - \alpha \|_p = 0 \]
and \( \beta_n \to 0 \) pointwise as \( n \to \infty \). These properties imply that
\[
p^* = \lim_{n \to \infty} \| f_n \|_p = \lim_{n \to \infty} \| g_n \|_p = \lim_{n \to \infty} \sum_{x \in \Gamma} (\alpha_n(x) + \beta_n(x))^p \\
= \lim_{n \to \infty} \sum_{x \in B(e,r)} (\alpha_n(x) + \beta_n(x))^p + \sum_{x \in B(e,r)^c} (\alpha_n(x) + \beta_n(x))^p \\
\geq \frac{q}{2} + \limsup_{n \to \infty} \| \beta_n \|_{B(e,r)} \|_p \\
= \frac{q}{2} + \limsup_{n \to \infty} \| \beta_n \|_p - \| \beta_n \|_{B(e,r)} \|_p \\
= \frac{q}{2} + \limsup_{n \to \infty} \| \beta_n \|_p \\
\]
and thus \( \limsup_{n \to \infty} \| \beta_n \|_p \leq p^* - q/2 \). Since \( \alpha_n \to \alpha \) in \( \ell^p(\Gamma) \), we may repeat the same computation for increasingly large balls around the identity to get the sharp estimate \( \limsup_{n \to \infty} \| \beta_n \|_p \leq p^* - \| \alpha \|_p^p \).

In any case, a positive amount of mass is removed when going over to the sequence \( (\beta_n)_n \), which is the important point for the coming iterative procedure. In particular
\[ \limsup_{n \to \infty} q_{\beta_n}(r) \leq p^* - q/2 \] for every \( r > 0 \).

Since \( 0 \leq \beta_n \leq f_n \), we also have
\[ \lim_{n \to \infty} q_{\beta_n}(r) \leq \lim_{n \to \infty} q_n(r) = q(r) \leq q \] for every \( r > 0 \)
and, putting the two estimates together, therefore
\[ \lim_{n \to \infty} q_{\beta_n}(r) \leq \min\{ q(r), p^* - q/2 \} \] for every \( r > 0 \).

We now shift this decomposition back by \( \delta_{s_n}^{-1} \), i.e. take \( \alpha_n^{(1)} = \delta_{s_n}^{-1} \ast \alpha_n \) and \( \beta_n^{(1)} = \delta_{s_n}^{-1} \ast \beta_n \) giving a decomposition \( f_n = \alpha_n^{(1)} + \beta_n^{(1)} \) such that
\[ \lim_{n \to \infty} \| \alpha - \delta_{s_n} \ast \alpha_n^{(1)} \|_p = 0 \]
and $\beta_n^{(1)}$ satisfies
\[ \lim_{n \to \infty} q_{\beta_n^{(1)}}(r) \leq \min\{q, p^* - q/2\} \quad \text{for every } r > 0 \]
and, since $\beta_n \to 0$, we also have
\[ \lim_{n \to \infty} \|\beta_n^{(1)}|^{|B(s_n, r)|}\|_p = 0 \quad \text{for every } r > 0. \tag{3.5} \]

We may then apply the same procedure to the sequence $(\beta_n^{(1)})_n$. Note that if it is again possible to extract a positive amount of mass by applying suitable shifts, then Equation (3.3) ensures that these new locations of mass have to be widely separated from the locations $(s_n)_n$. Now iterate this procedure. If we are careful to remove at every step those pieces with the largest amount of mass, and finally pass to the diagonal sequence, we arrive at a subsequence with the desired properties, which we state as

Lemma 3.3. Let $\Gamma$ be a countable discrete group and $p \in [1, \infty)$. Let $(f_n)_{n=1}^\infty$ be any sequence in $\mathcal{M}_p$. Then there exists a subsequence such that the renamed sequence satisfies the following: There exist $\{\alpha_i, \alpha_i^{(n)}\}_{i,n \in \mathbb{N}} \subset \mathcal{M}_{\leq 1}^p$ and $\{\gamma_n^{(i)}\}_{i,n \in \mathbb{N}} \subset \Gamma$ and given any $\varepsilon > 0$ there exists $k \geq 1$ such that one has the decomposition
\[ f_n = \sum_{i=1}^k \alpha_n^{(i)} + \gamma_n^{(k)} \]
where $\{\gamma_n^{(k)}\}_{n \in \mathbb{N}} \subset \mathcal{M}_{\leq 1}^p$, with the following properties:

(i) The sequence $(\|\alpha_i\|_p)_i$ is non-increasing and $\sum_{i=1}^\infty \|\alpha_i\|^p_\Gamma \leq 1$.
(ii) For each $i \neq j$ we have that $(s_n^{(i)})^{-1}s_n^{(j)} \to \infty$ as $n \to \infty$.
(iii) For every $i \in \mathbb{N}$
\[ \lim_{n \to \infty} \|\delta_{s_n^{(i)}} \ast \alpha_n^{(i)} - \alpha_i\|_p = 0. \]
(iv) The error $\gamma_n^{(k)}$ satisfies
\[ \limsup_{n \to \infty} \sup_{x \in \Gamma} \|\gamma_n^{(k)}|^{|B(x, r)|}\|_p \leq \varepsilon \quad \text{for every } r > 0 \]

and
\[ \lim_{n \to \infty} \|\gamma_n^{(k)}|^{|B(s_n^{(i)}, r)|}\|_p = 0 \quad \text{for every } r > 0 \text{ and } i \leq k \]
as well as
\[ \limsup_{n \to \infty} \|\gamma_n^{(k)}\|_p \leq 1 - \sum_{i=1}^k \|\alpha_i\|_p, \]

To conclude the proof of Theorem 3.2, it remains to show that the decomposed subsequence converges in $\mathcal{X}_p$. For this purpose, we will show that the sequence $\mu_n := f_n^\gamma$ satisfies $\tilde{\mu}_n \to \xi = \eta^p$ in $\mathcal{X}$. To see this we, define
\[ w_n^{(k)} = \mu_n - \sum_{i=1}^k (\alpha_n^{(i)})^p = \left(\sum_{i=1}^k \alpha_n^{(i)} + \gamma_n^{(k)}\right)^p - \sum_{i=1}^k (\alpha_n^{(i)})^p. \]
Note that $w_n^{(k)} \in \mathcal{M}_{\leq 1}$ because $p \geq 1$ and thus $\sum_{i=1}^k (\alpha_n^{(i)})^p \leq \left(\sum_{i=1}^k \alpha_n^{(i)}\right)^p \leq f_n^p = \mu_n$. We then have the following properties:

(i) The sequence $(\alpha_n^{(i)}(\Gamma))_i = (\|\alpha_i\|^p_\Gamma)_i$ is non-increasing and $\sum_{i=1}^\infty \alpha_i^p(\Gamma) \leq 1$.
(ii) For each $i \neq j$ we have that $(s_n^{(i)})^{-1}s_n^{(j)} \to \infty$ as $n \to \infty$. 


Moreover, in this case \( \tilde{\alpha}(i) * (\alpha_n(i))^p \Rightarrow \alpha_i^p \) as \( n \to \infty \)

because \( \delta_{s_n(i)} * \alpha_n(i) \to \alpha_i \) in \( \ell^p(\Gamma) \).

(iv) By property (iii) above, each component \( \alpha_n(i) \) is concentrated on a ball around \( s_n(i) \). Since these sequences are widely separated, compare property (ii) above, and since we have only finitely many components we obtain that

\[
\lim_{n \to \infty} \|w_n^{(k)}(\gamma_n(k))^p\|_\infty = 0.
\]

This immediately yields that for every fixed radius \( r > 0 \)

\[
\limsup_{n \to \infty} \sup_{x \in \Gamma} w_n^{(k)}(B(x, r)) = \limsup_{n \to \infty} \sup_{x \in \Gamma} (\gamma_n(k))^p |B(x, r)|_1
\]

\[
= \limsup_{n \to \infty} \sup_{x \in \Gamma} (\gamma_n(k))^p |B(x, r)|_p \leq \varepsilon
\]

and for \( i \leq k \) also

\[
\lim_{n \to \infty} w_n^{(k)}(B(s_n(i), r)) = \lim_{n \to \infty} (\gamma_n(k))^p |B(s_n(i), r)|_p = 0.
\]

From properties (i)-(iv) above it follows as in [14, Proof of Theorem 3.2] that the sequence \( \mu_n \) convergences to the collection \( \{ \tilde{\alpha}_i^p \} = \eta^p \) in \( \tilde{X} \), which concludes the proof.

It will be useful to consider a simplified version of Lemma 3.3 with fixed, but moving, components instead of converging components. To avoid summability issues, it is more convenient to simply consider approximations by finite sums.

**Corollary 3.4.** Let \( p \in [1, \infty) \) and let \( (f_n)_{n=1}^\infty \) be any sequence in \( M_p \). Then there exists a subsequence such that the renamed sequence satisfies the following: There exist \( \{\alpha_i\}_{i \in \mathbb{N}} \subset M_{p^1}^p \) and \( \{s_n(i)\}_{i,n \in \mathbb{N}} \subset \Gamma \) such that for every \( \varepsilon > 0 \) there exists \( k \geq 1 \) such that one has the decomposition

\[
f_n = \sum_{i=1}^k (\delta_{s_n(i)} * \alpha_i) + w_n^{(k)}
\]

where \( \{w_n^{(k)}\}_{n \in \mathbb{N}} \subset \ell^p(\Gamma) \), with the following properties:

(i) The sequence \( (\|\alpha_i\|_p)_i \) is non-increasing and \( \sum_{i=1}^\infty \|\alpha_i\|_p \leq 1 \).

(ii) For each \( i \neq j \) we have that \( (s_n(i))^{-1}s_n(j) \to \infty \) as \( n \to \infty \).

(iii) The error \( w_n^{(k)} \) satisfies

\[
\limsup_{n \to \infty} \|w_n^{(k)}\|_\infty \leq \varepsilon
\]

and

\[
\lim_{n \to \infty} \|w_n^{(k)}|_{B(s_n(i), r)}\|_p = 0 \quad \text{for every} \ r > 0 \ \text{and} \ i \leq k,
\]

as well as

\[
\limsup_{n \to \infty} \|w_n^{(k)}\|_p \leq 1 - \sum_{i=1}^k \|\alpha_i\|_p.
\]

Moreover, in this case \( \tilde{f}_n \to \{\tilde{\alpha}_i\}_{i \in I} \in \tilde{X}_p \), where \( I = \{i : \alpha_i \neq 0\} \).
Remark 4 We point out that in the setting of Corollary 3.4 in particular
\[
\sup_{k \geq 1} \limsup_{n \to \infty} \| w_n^{(k)} \|_p^p \leq 1.
\]
Applying log-convexity of \( \ell^p \)-norms, it follows that for every \( \varepsilon > 0 \) and every \( q \in (p, \infty) \), there exists \( k \geq 1 \) such that the error satisfies
\[
\limsup_{n \to \infty} \| w_n^{(k)} \|_q \leq \varepsilon.
\]

Remark 5 We also record a simplified version of Lemma 3.3 for probability densities, which will be more convenient to use later. \(^{c}\) Let \( (\mu_n)_{n=1}^{\infty} \) be any sequence in \( M_1(\Gamma) \). Then there exists a subsequence such that for the renamed sequence one has the decomposition
\[
\mu_n = \sum_{i=1}^{\infty} \delta_{s_n^{(i)}} * \alpha_i + w_n,
\]
where \( \{\alpha_i\}_{i \in \mathbb{N}} \subset M_1(\Gamma) \), \( \{s_n^{(i)}\}_{i,n \in \mathbb{N}} \subset \Gamma \) and \( \{w_n\}_{n \in \mathbb{N}} \subset \ell^1(\Gamma) \), satisfying the following properties:
(i) The sequence \( (\alpha_i(\Gamma))_i \) is non-increasing and \( \sum_{i=1}^{\infty} \alpha_i(\Gamma) \leq 1 \).
(ii) For each \( i \neq j \), we have that \( (s_n^{(i)})^{-1}(s_n^{(j)}) \to \infty \) as \( n \to \infty \), in the sense that the sequence escapes every finite set.
(iii) The error \( w_n \) converges to zero in \( \ell^\infty(\Gamma) \) as \( n \to \infty \) and satisfies
\[
\limsup_{n \to \infty} \| w_n \|_1 = 1 - \sum_{i=1}^{\infty} \alpha_i(\Gamma).
\]

Remark 6 Instead of verifying the existence of the decompositions in Lemma 3.3 in the way presented above, we can also deduce it by first showing the simpler version of this statement for \( p = 1 \) and then, by considering the sequence \( (f_n^p) \) instead, “pull back” the decomposition by passing to the \( p^{th} \)-root of each component. We chose the above approach because it seems conceptually clearer.

Remark 7 The case \( p = 2 \) is particularly interesting because of the ambient Hilbert space \( \ell^2(\Gamma) \). In this setting, it is not difficult to verify the properties of the decomposition in Corollary 3.4 because of the availability of Pythagorian identity. Building on an idea using Levy’s concentration function, decompositions of measures of this type date back to a seminal work of Parthasarathy, Rao and Varadhan \([17]\) which have been developed further. It seems to us that it remained somewhat elusive whether such decompositions may be understood as a special case of classical compactness. We believe that the group-invariant compactification introduced in \([14]\) provides a satisfactory answer to this question (at least for the purposes we have in mind) – namely, it identifies the quotient as the right space to be compactified and constructs \( \tilde{X} \) with a topology so that the quotient can be compactly embedded into \( \tilde{X} \). There is a price to pay, of course, which is that (by modding out by the group action) we cannot retrieve the exact locations of the components, neither the precise form of the mass that totally dissipates. However, these “lost” information do not seem to impact the relevant purposes and the applications, as explored also in this article in the context of \( C^* \)-algebras and geometric properties of groups.

\(^{c}\) There are two main differences, which we want to point out: On the one hand, we may pass to an infinite sum as there are no summability issues when considering measures. On the other hand, we may again pass from convergence in each component to having fixed components which are being moved around by the group action. These two modifications may be allowed by absorbing the difference into an updated error term, which will in general not be a measure anymore as it can have negative values. However, the error terms will still form a uniformly bounded sequence of integrable functions which vanish uniformly over the group. In this case the limiting \( \ell^1 \)-norm can be easily derived.
4. Asymptotically orthogonal decompositions of Schur multipliers

4.1 The first main result.

This section is devoted to our first main result, Theorem 4.2, which relates the compactification of \( \mathcal{M}_p \) to decompositions of certain Schur multipliers on the uniform Roe algebra and the reduced group \( C^* \)-algebra of a countable discrete group \( \Gamma \). Let us first start with the precise definition of asymptotically orthogonal decomposition of a sequence of bounded linear operators \( (T_n)_{n=1}^\infty \subset B(X,Y) \) w.r.t. a given collection \( S \subset B(X,Y) \):

**Definition 4.1.** For Banach spaces \( X \) and \( Y \), let \( B(X,Y) \) denote the Banach space of bounded linear operators from \( X \) to \( Y \). The strong operator topology on \( B(X,Y) \) is the topology induced by the seminorms

\[
T \mapsto \|Tx\|, \quad \text{for } x \in X.
\]

Given a sequence \( (T_n)_{n=1}^\infty \) in \( B(X,Y) \) and a subset \( S \subset B(X,Y) \), an asymptotically orthogonal decomposition of \( (T_n) \) with respect to \( S \) is a norm-convergent sum

\[
\sum_{i \in I} S_i,
\]

with \( I \subset \mathbb{N} \) (the empty sum is identified with the zero operator), which has the following properties:

(i) \( S_i \in S \) for every \( i \in I \).

(ii) There exists a subsequence of \( (T_n) \) such that the renamed sequence satisfies

\[
\lim_{n \to \infty} T_n = \sum_{i \in I} S_i
\]

in the strong operator topology on \( B(X,Y) \) and such that the following asymptotic norm equality holds

\[
\lim_{n \to \infty} \|T_n\| = \sum_{i \in I} \|S_i\|.
\]

Recall the definition of the positive definite functions \( \Phi(f) \) and that of the corresponding Schur multipliers \( M_\Phi(f) \) from Section 2.3. In the sequel we will also write

\[
M_\xi = \sum_{\tilde{\alpha} \in \xi} M_{\Phi(\alpha)}, \quad \text{for } \xi = \{\tilde{\alpha}_i\}_{i \in I} \in \tilde{X}_p.
\] (4.1)

Here is our first theorem.

**Theorem 4.2.** Let \( \Gamma \) be a countable discrete group and \( p \in [1,2) \). For any sequence \( (f_n)_{n=1}^\infty \) in \( \mathcal{M}_p(\Gamma) \), consider the sequence \( (M_n)_{n=1}^\infty \) of Schur multipliers \( M_n := M_\Phi(f_n) \) on \( C^*_\lambda(\Gamma) \) or on \( C^*_{\lambda}(\Gamma) \). Then the set of asymptotically orthogonal decompositions of \( (M_n) \) with respect to

\[
\{ M_\Phi(f) : f \in \mathcal{M}_p^2(\Gamma) \}
\]

is given by

\[
\{ M_\xi : \xi \text{ is a limit point of } (\tilde{f}_n) \text{ in } \tilde{X}_p(\Gamma) \}
\]

and contains all limit points of the sequence \( (M_n) \) in the strong operator topology. Moreover, whenever

\[
\lim_{n \to \infty} M_n = M
\]

exists in the strong operator topology, every limit point \( \xi \in \tilde{X}_p(\Gamma) \) of \( (\tilde{f}_n) \) satisfies \( M_\xi = M \).
Combining Theorem 4.2 and compactness of $\tilde{x}_p(\Gamma)$ we immediately obtain the following corollary.

**Corollary 4.3.** Let $\Gamma$ be a countable discrete group and $p \in [1, 2)$. Then

$$S_p(\Gamma) = \{ M_{\Phi(f)} : f \in \mathcal{M}_p(\Gamma) \} \subset B(C^*_u(\Gamma))$$

is relatively sequentially compact with respect to the strong operator topology and its closure in the strong operator topology is given by

$$X_p(\Gamma) = \{ M_\xi : \xi \in \tilde{x}_p(\Gamma) \}.$$ 

Regarding norm convergence, some adaptations to our method of proving Theorem 4.2 yield the following characterization.

**Theorem 4.4.** Let $\Gamma$ be a countable discrete group and $p \in [1, 2)$. For any sequence $(f_n)_{n=1}^\infty$ in $\mathcal{M}_p(\Gamma)$, consider the sequence $(M_n)_{n=1}^\infty$ of Schur multipliers $M_n := M_{\Phi(f_n)}$ on $B(\ell^2(\Gamma))$. Then $(M_n)_n$ converges in norm if and only if there exists $\alpha \in M_{\leq 1}^{\infty}(\Gamma)$ such that

$$\lim_{n \to \infty} \tilde{f}_n = \{ \tilde{\alpha} \} \text{ in } \tilde{x}_p(\Gamma).$$

As mentioned in the introduction, let us also record the following consequences of Theorem 4.2 regarding positive definite functions.

**Corollary 4.5.** Let $\Gamma$ be a countable discrete group and $p \in [1, 2)$. Then any pointwise limit $\varphi$ of a sequence in $P_p(\Gamma)$ is of the form

$$\varphi = \sum_{i=1}^\infty \Phi(f_i), \quad \text{where } f_i \in M_{\leq 1}^{\infty}, \quad \text{with } \sum_{i=1}^\infty \| f_i \|_p \leq 1.$$ 

**Corollary 4.6.** Let $\Gamma$ be a countable discrete group and $p \in [1, 2)$. Then for any finite subset $F \subset \Gamma$, there exist $f_i \in M_{\leq 1}^{\infty}, i \in \mathbb{N}$, with $\sum_{i=1}^\infty \| f_i \|_p \leq 1$ such that the positive definite function

$$\varphi = \sum_{i=1}^\infty \Phi(f_i)$$

minimizes the expression

$$d_F(\psi, 1) := \sup \{|\psi(s) - 1| : s \in F\}$$

over all positive definite functions $\psi$ of this form and in particular over all $\psi \in P_p(\Gamma)$.

In Section 4.2 we will prove Theorem 4.2, while the proofs of Theorem 4.4 and Corollary 4.5-4.6 will be contained in Section 4.3.

### 4.2 Proof of Theorem 4.2

Throughout this subsection let $\Gamma$ be a countable discrete group. To shorten notation, the dependence on the group will again be dropped in our notations, so e.g. $\mathcal{M}_1 = \mathcal{M}_1(\Gamma)$. The proof proceeds in the following way: We first prove a convergence criterion for Schur multipliers and then verify the criterion in the set-up of our main theorem. Finally we compute the norms of our Schur multipliers precisely to prove the asymptotic norm equality.
4.2.1. **Strong convergence of Schur multipliers.** Recall the following basic result.

**Lemma 4.7** (Uniform Boundedness Principle). Let $X$ be a Banach space, let $D \subset X$ a dense subspace and let $(T_n)_{n=1}^{\infty}$ and $T$ be operators in $B(X)$. Then the following are equivalent:

(i) The sequence $(T_n)_n$ converges to $T$ in the strong operator topology on $B(X)$.

(ii) The sequence $(\|T_n\|)_n$ is bounded and the restriction of $T_n$ to $D$ converges to the restriction of $T$ to $D$ in the strong operator topology on $B(D,X)$.

From the Uniform Boundedness Principle we can derive the following characterization of convergence of Schur multipliers in the strong operator topology.

**Lemma 4.8.** Let $(\varphi_n)_{n=1}^{\infty}$ and $\varphi$ be functions on $\Gamma$ such that $(M_{\varphi_n})_{n=1}^{\infty}$ and $M_{\varphi}$ are bounded operators on $C_u^*(\Gamma)$. Then the following are equivalent:

(i) The sequence $(M_{\varphi_n})_n$ converges to $M_{\varphi}$ in the strong operator topology on $B(C_u^*(\Gamma))$.

(ii) The sequence $(\|M_{\varphi_n}\|)_n$ is bounded and $\varphi_n$ converges pointwise to $\varphi$.

**Proof.** To shorten notation, define $M_n := M_{\varphi_n}$. Recall that $C_u^*(\Gamma)$ is the norm closure of the $\ast$-algebra $\mathbb{C}_u[\Gamma]$ of operators with finite propagation. By Lemma 4.7 it therefore suffices to prove that if

$$ \sup_{n \in \mathbb{N}} \|M_n\| < \infty,$$

then the following are equivalent:

(I) The sequence of restrictions of $M_n$ to $\mathbb{C}_u[\Gamma]$ converges to the restriction of $M_{\varphi}$ to $\mathbb{C}_u[\Gamma]$ in the strong operator topology on $B(\mathbb{C}_u[\Gamma])$.

(II) The sequence $(\varphi_n)_n$ converges pointwise to $\varphi$.

To prove the first implication, fix some $x \in \Gamma$ and note that for every function $\psi$ on $\Gamma$ we have $\psi(x) = K_\psi(x,e)$. Now define

$$ T(s,t) = 1_{(x,e)}(s,t). $$

Clearly $T \in \mathbb{C}_u[\Gamma]$ and thus $M_n(T) \to M_{\varphi}(T)$ in $B(\ell^2(\Gamma))$. In matrix form

$$ M_n(T) = [1_{(x,e)}(s,t)\varphi_n(st^{-1})]_{(s,t)\in \Gamma \times \Gamma} \quad \text{and} \quad M_{\varphi}(T) = [1_{(x,e)}(s,t)\varphi(st^{-1})]_{(s,t)\in \Gamma \times \Gamma}, $$

hence it follows from the Cauchy–Schwarz inequality that

$$ |\varphi_n(x) - \varphi(x)| = |\langle \delta_x, M_n(T)\delta_x \rangle - \langle \delta_x, M_{\varphi}(T)\delta_x \rangle| \leq \|M_n(T) - M_{\varphi}(T)\|, $$

which goes to zero as $n \to \infty$. This proves pointwise convergence of $(\varphi_n)_n$ to $\varphi$.

To prove the reverse implication, let $T \in \mathbb{C}_u[\Gamma] \setminus \{0\}$ and $\epsilon > 0$ be arbitrary. We will verify that

$$ \lim_{n \to \infty} \|M_n(T) - M_{\varphi}(T)\| = 0. \quad (4.2) $$

Choose a finite subset $F \subset \Gamma$ such that $\text{supp}(T) \subset \text{Tube}(F)$, then

$$ T(x,y) = 0 \quad \text{for all } (x,y) \in \Gamma \times \Gamma \text{ such that } xy^{-1} \in \Gamma \setminus F. $$

Hence also for every function $\psi \in \ell^\infty(\Gamma \times \Gamma)$

$$ \text{supp}(\psi \circ T) \subset \text{Tube}(F). $$

Note that if $\psi$ is of the form $K_f$ for some function $f$, then the values of $K_f$ on $\text{Tube}(F)$ depend only on the values of $f$ on the finite set $F$. Since $\varphi_n$ converges pointwise to $\varphi$, the corresponding restrictions to $F$ converge uniformly. Therefore

$$ \sup_{x \in F} |\varphi_n(x) - \varphi(x)| < \frac{\epsilon}{\|T\|_{\infty} |F|} \quad \text{for all sufficiently large } n. $$

This means precisely that for all sufficiently large \( n \), the operator \( M_n(T) - M_\varphi(T) \), which has the matrix representation

\[
[(\varphi_n(xy^{-1}) - \varphi(xy^{-1}))T(x,y)]_{(x,y)\in \Gamma \times \Gamma},
\]

is supported in \( \text{Tube}(F) \) and satisfies \( \|M_n(T) - M_\varphi(T)\|_\infty < \varepsilon/|F| \). Applying Lemma 2.1 shows that \( \|M_n(T) - M_\varphi(T)\| \leq \varepsilon \) for all sufficiently large \( n \) which proves (4.2). Since \( T \in C_u[\Gamma] \{0\} \) was arbitrary, \( M_n \) converges to \( M_\varphi \) in the strong operator topology on \( B(C_u[\Gamma]) \) and the proof of Lemma 4.8 is complete. \( \square \)

4.2.2. Continuity of the map \( \Phi \). Recall that the construction of passing from \( f \in M_1 \) to \( M_\Phi(f) \) depended only on the orbit of \( f \) under the left action of \( \Gamma \). The following lemma is an important ingredient in the proof of Theorem 4.2. Roughly speaking, it asserts that our construction is continuous on \( \tilde{M}_1 \).

**Lemma 4.9.** Let \( (f_n)_n=1^\infty \) be a sequence in \( M_1 \) such that

\[
\lim_{n \to \infty} \tilde{f}_n = \xi = \{\tilde{\alpha}_i\}_{i \in I} \in \tilde{X}.
\]

Then

\[
\lim_{n \to \infty} \Phi(f_n) = \sum_{i \in I} \Phi(\alpha_i) \quad \text{pointwise}.
\]

**Proof.** Recall that by Lemma 3.3 and Remark 5, for any sequence \( (\mu_n)_n=1^\infty \) in \( M_1 \) there exists a subsequence such that for the renamed sequence we have the decomposition

\[
\mu_n = \sum_{i=1}^\infty \delta_{t_n(i)} * \beta_i + h_n,
\]

where \( \{t_n(i)\}_{i,n} \subset \Gamma \) are shifts, \( \{\beta_i\}_{i \in I} \subset M_{\leq 1}(\Gamma) \) are measures and \( \{h_n\}_{n \in \mathbb{N}} \subset \ell^1(\Gamma) \) are functions satisfying the following properties:

1. The sequence \( (\beta_i(\Gamma))_i \) is non-increasing and \( \sum_{i=1}^\infty \beta_i(\Gamma) \leq 1 \).
2. For each \( i \neq j \), we have that \( (t_n(i))^{-1}t_n(j) \to \infty \) as \( n \to \infty \).
3. The error \( h_n \) converges to zero in \( \ell^\infty(\Gamma) \) as \( n \to \infty \) and satisfies

\[
\limsup_{n \to \infty} \|h_n\|_1 = 1 - \sum_{i=1}^\infty \beta_i(\Gamma).
\]

For a subsequence of \( (f_n)_n \), the fact that \( \tilde{f}_n \) converges to \( \xi \) implies that we can match \( \beta_i = \alpha_i \) in the above decomposition. Applying this argument to every subsequence, we deduce that there exist shifts \( \{s_n(i)\}_{i \in I, n \in \mathbb{N}} \subset \Gamma \) such that we have the decomposition

\[
f_n = \sum_{i=1}^\infty \delta_{s_n(i)} * \alpha_i + w_n,
\]

where \( \{s_n(i)\}_{i,n} \subset \Gamma \) are shifts and \( \{w_n\}_{n \in \mathbb{N}} \subset \ell^1(\Gamma) \) are functions satisfying the following properties:

1. For each \( i \neq j \), we have that \( (s_n(i))^{-1}s_n(j) \to \infty \) as \( n \to \infty \).
(ii) The error \( w_n \) converges to zero in \( \ell^\infty(\Gamma) \) as \( n \to \infty \) and satisfies
\[
\limsup_{n \to \infty} \| w_n \|_1 = 1 - \sum_{i=1}^{\infty} \alpha_i(\Gamma).
\]

Recall that we can write
\[
\Phi(f_n)(x) = \langle f_n, \rho(x)f_n \rangle \quad \text{for every } x \in \Gamma.
\]

Now fix \( x \in \Gamma \). Setting
\[
\alpha_n^{(i)} := \delta_{s_n^{(i)}} * \alpha_i
\]
and plugging the decomposition (4.3) into the inner product form, we obtain that
\[
\Phi(f_n)(x) = \langle w_n, \rho(x)f_n \rangle + \langle f_n - w_n, \rho(x)w_n \rangle + \sum_{i \in I} \langle \alpha_n^{(i)}, \rho(x)\alpha_n^{(i)} \rangle + \sum_{i,j \in I, i \neq j} \langle \alpha_n^{(i)}, \rho(x)\alpha_n^{(j)} \rangle. \tag{4.4}
\]

Using invariance of \( \Phi \) under left translations we see that
\[
\sum_{i \in I} \langle \alpha_n^{(i)}, \rho(x)\alpha_n^{(i)} \rangle = \sum_{i \in I} \Phi(\alpha_n^{(i)})(x) = \sum_{i \in I} \Phi(\alpha_i)(x).
\]

Therefore it remains to show that the other terms vanish in the limit \( n \to \infty \).

Since the error is uniformly bounded in \( \ell^1(\Gamma) \) and \( \| w_n \|_\infty \to 0 \), it follows from log-convexity of \( \ell^p \)-norms that \( \| w_n \|_p \to 0 \) for every \( 1 < p \leq \infty \). In particular it converges to zero in \( \ell^2(\Gamma) \), which proves that the first two summands in Equation (4.4) vanish in the limit \( n \to \infty \).

Regarding the last term in Equation (4.4), we first note that \( \sum_{i \in I} \| \alpha_n^{(i)} \|_1 \leq 1 \) implies that for every \( \varepsilon > 0 \) we find a finite subset \( J \) of \( I \) such that
\[
\sum_{i \in I \setminus J} \| \alpha_n^{(i)} \|_1 \leq \varepsilon.
\]

Then in particular
\[
\sum_{i,j \in I \setminus J} \langle \alpha_n^{(i)}, \rho(x)\alpha_n^{(j)} \rangle = \sum_{i,j \in I \setminus J} \sum_{y \in \Gamma} \alpha_n^{(i)}(y)\rho(x)\alpha_n^{(j)}(y) \leq \sum_{i,j \in I \setminus J} \| \rho(x)\alpha_n^{(j)} \|_\infty \sum_{y \in \Gamma} \alpha_n^{(i)}(y) \\
\leq \sum_{i,j \in I \setminus J} \| \alpha_j \|_1 \| \alpha_i \|_1 \leq \varepsilon^2,
\]

where the final estimate follows by interchanging the order of summation which is possible because all summands are non-negative. Hence it suffices to prove that for every finite \( J \)
\[
\lim_{n \to \infty} \sum_{i,j \in I, i \neq j} \langle \alpha_n^{(i)}, \rho(x)\alpha_n^{(j)} \rangle = 0.
\]

Since the sum is finite, it is enough to check that every summand converges to zero. Note that the measure \( \alpha_n^{(i)} \) is concentrated on a large ball of fixed finite radius \( r_i > 0 \) near \( s_n^{(i)} \), while \( \rho(x)\alpha_n^{(j)} \) is concentrated on a ball of fixed finite radius \( r_j > 0 \) near \( s_n^{(j)}x^{-1} \). By property (ii) above, we also have that \( (s_n^{(i)})^{-1}s_n^{(j)}x^{-1} \to \infty \) and thus the two balls \( B_{i,n} := B(s_n^{(i)}, r_i) \) and \( B_{j,n} := B(s_n^{(j)}x^{-1}, r_j) \) are disjoint for all large enough \( n \). Now consider the rough estimate
\[
\langle \alpha_n^{(i)}, \rho(x)\alpha_n^{(j)} \rangle = \sum_{y \in \Gamma} \alpha_n^{(i)}(y)\rho(x)\alpha_n^{(j)}(y) \leq \| (\rho(x)\alpha_n^{(j)})|_{B_{i,n}} \|_\infty + \alpha_n^{(i)}(B_{i,n}^c).
\]
By the argument above the upper bound can be made arbitrarily small for large enough $n$ by choosing a suitably large ball, whence $\lim_{n \to \infty} \langle \alpha_n^{(i)}, \rho(x) \alpha_n^{(j)} \rangle = 0$. This concludes the proof of Lemma 4.9. \hfill \Box

4.2.3. Computing the norms. For future use, we look at a slightly more general set-up than what is needed to prove Theorem 4.2. To that end, recall that the map $\Phi$ was defined on $\ell^2$-functions via

$$\Phi(f)(x) := \sum_{y \in \Gamma} f(y) \overline{f(yx)} = \langle f, \rho(x)f \rangle \quad \text{for } f \in \ell^2(\Gamma).$$

Lemma 4.10. Let $f \in \ell^2(\Gamma)$, then $\Phi(f)$ is positive definite. Moreover, if $f$ is finitely supported, then so is $\Phi(f)$.

Proof. Positive definiteness follows because we can rewrite $\Phi(f)$ as

$$\Phi(f)(x) = \langle f, \rho(x)f \rangle,$$

i.e. the matrix coefficient of a unitary representation, see e.g. [4, Theorem 2.5.11]. Now let $f \in C_c(\Gamma)$ and choose $R \geq 0$ such that $\text{supp} f \subset B(e,R)$. We claim that $\text{supp} \Phi(f) \subset B(e,2R)$, which implies that $\Phi(f)$ has finite support by properness of $d_\Gamma$. To see this let $x \in \Gamma$ such that $d_\Gamma(e,x) > 2R$. If $y \in \Gamma$ is such that $f(y) \neq 0$, then $d_\Gamma(e,y) \leq R$. In this case, the reverse triangle inequality and left-invariance imply that

$$d_\Gamma(e,yx) \geq \left| d_\Gamma(e,y) - d_\Gamma(y,yx) \right| = \left| d_\Gamma(e,y) - d_\Gamma(e,x) \right| > R$$

and thus $f(yx) = 0$. Therefore $\Phi(x) = \sum_{y \in \Gamma} f(y) \overline{f(yx)} = 0$, which proves the claim. \hfill \Box

Corollary 4.11. Let $f \in \ell^2(\Gamma)$, then

$$M_{\Phi(f)}: B(\ell^2(\Gamma)) \longrightarrow B(\ell^2(\Gamma))$$

is completely positive with norm $\|M_{\Phi(f)}\| = \|f\|_2^2$. Moreover, its restrictions to $C_u^*(\Gamma)$ and $C_\lambda^*(\Gamma)$ are both completely positive with norm equal to $\|f\|_2^2$.

Proof. Since

$$\Phi(f)(e) = \sum_{y \in \Gamma} f(y) \overline{f(y)} = \|f\|_2^2,$$

the claim follows from Lemma 4.10 and Lemma 2.6. \hfill \Box

4.2.4. Concluding the proof. We now combine the previous steps to prove Theorem 4.2. Let us first handle the case $p = 1$ for simplicity.

Let $(f_n)_{n=1}^\infty$ be any sequence in $M_1(\Gamma)$ and consider the sequence $(M_n)_{n=1}^\infty$ of Schur multipliers $M_n := M_{\Phi(f_n)}$ on $C_u^*(\Gamma)$. Suppose $\xi = \{\tilde{\alpha}_i\}_{i \in I}$ is a limit point of $(\tilde{f}_n)_{n}$ in $\tilde{X}$, then Lemma 4.9 implies that, for some subsequence, we have $\lim_{k \to \infty} \Phi(f_n) = \sum_{i \in I} \Phi(\alpha_i)$ pointwise. Since the operators $M_\xi$ and $M_n$ are uniformly bounded, Lemma 4.8 implies that

$$\lim_{k \to \infty} M_{n_k} = M_\xi$$
in the strong operator topology on $B(C^*_u(\Gamma))$. Finally, using the fact that sums of positive definite functions are positive definite functions and applying Corollary 4.11 twice, we obtain
\[
\lim_{n \to \infty} \|M_{n_k}\| = \lim_{n \to \infty} \Phi(f_{n_k})(e) = \sum_{i \in I} \Phi(\alpha_i)(e) = \sum_{i \in I} \|M_{\Phi(\alpha_i)}\| = \|M_\xi\|.
\]
That is, we have shown that $M_\xi$ is an asymptotically orthogonal decomposition of $(M_n)_n$.

On the other hand, suppose that $M$ is any strong operator topology limit point of $(M_n)_n$, say along the subsequence $(M_{n_k})_{k}$. By compactness of $\tilde{X}$, the sequence $(f_{n_k})_k$ has another subsequence which converges to some $\xi \in \tilde{X}$. Our previous argument implies that along this sub-subsequence the corresponding Schur multipliers converge to $M_\xi$ and hence $M = M_\xi$. Therefore every strong operator topology limit point of the sequence $(M_n)_n$ can be written as such an asymptotically orthogonal decomposition.

Let us now handle the case $p \in (1, 2)$, for which we will follow a similar strategy as above and only indicate the necessary changes: Lemma 4.8 and Corollary 4.11 as well as compactness of $\tilde{X}_p$ can be used in the same way, provided that continuity guaranteed by Lemma 4.9 is still valid. Thus essentially the only difference lies in checking that for any sequence $(f_n)_{n=1}^\infty$ in $M_p$ such that $f_n \to \{\tilde{\alpha}_i\}_{i \in I} \in \tilde{X}_p$, again
\[
\lim_{n \to \infty} \Phi(f_n) = \sum_{i \in I} \Phi(\alpha_i) \quad \text{pointwise}.
\]
Note that the right-hand side exists because the Cauchy-Schwarz inequality implies
\[
\sum_{i \in I} \Phi(\alpha_i)(x) = \sum_{i \in I} \langle \alpha_i, \rho(x) \alpha_i \rangle \leq \sum_{i \in I} \|\alpha_i\|^2_p \leq \sum_{i \in I} \|\alpha_i\|^p_p \leq 1.
\]

Using now the decomposition guaranteed by Corollary 3.4 we obtain that for any $\varepsilon > 0$ there exists a finite set $J \subset I$ such that uniformly
\[
\left| \sum_{i \in I} \Phi(\alpha_i) - \sum_{i \in J} \Phi(\alpha_i) \right| < \varepsilon
\]
and
\[
f_n = \sum_{i \in J} (\delta_{s_n^{(i)}} \ast \alpha_i) + w_n^{(J)},
\]
where $\{s_n^{(i)}\}_{i \in J, n \in N}$ and $\{w_n^{(J)}\}_{n \in N} \subset \ell^p(\Gamma)$, with the following properties:

(i) For each $i \neq j$ we have that $(s_n^{(i)})^{-1} s_n^{(j)} \to \infty$ as $n \to \infty$.

(ii) The error satisfies $\limsup_{n \to \infty} \|w_n^{(J)}\|_2 \leq \varepsilon$. Note that this is possible because $p < 2$.

Now $\Phi(f_n)$ has the same expression as in Equation 4.11 and it follows from the Cauchy-Schwarz inequality that the terms featuring the error are negligible. Finally, the (finite) sum over the interaction terms between profiles converges to zero as $n \to \infty$ because of asymptotic orthogonality in $\ell^2(\Gamma)$. The proof of Theorem 4.2 is thus complete. \hfill \Box

**Remark** 8 To have an analogue of Theorem 4.2 beyond $p > 2$, a different construction would be necessary due to the use of the inner product in the definition of the map $\Phi$. We will not pursue this.

**Remark** 9 Let us also comment on the critical case $p = 2$. While our construction still makes sense, the analogous result is not valid anymore, which is essentially due to the fact that totally disintegrating sequences do not converge to zero in $\ell^2(\Gamma)$. In fact, for amenable groups, there are examples of such
sequences such that the corresponding Schur multipliers converge to the identity. Fortunately, the compactifications of $S_p$ with $p \in [1, 2)$ can approximate this case, see Section 5 for details.

4.3 Proofs of Theorem 4.4 and Corollary 4.5-4.6

We start with the proof of Theorem 4.4.

Proof of Theorem 4.4 Suppose there exists $\alpha \in \mathcal{M}_p^\leq 1$ such that

$$\lim_{n \to \infty} \tilde{f}_n = \{\tilde{\alpha}\}.$$  

Then as carried out above in the proof of Theorem 4.2, we may decompose

$$f_n = \delta_{s_n} \ast \alpha + w_n$$

where $(s_n)_{n=1}^\infty \subset \Gamma$ and $(w_n)_{n=1}^\infty \subset \ell^p(\Gamma)$ such that $\|w_n\|_2 \to 0$ as $n \to \infty$. Applying this decomposition, we obtain that

$$\Phi(f_n)(s) = \Phi(\alpha)(s) + \langle \delta_{s_n} \ast \alpha, \rho(s)w_n \rangle + \langle w_n, \rho(\delta_{s_n} \ast \alpha) \rangle + \Phi(w_n)(s).$$

Define the functions

$$h_n(s) := \langle \delta_{s_n} \ast \alpha, \rho(s)w_n \rangle \quad \text{and} \quad \tilde{h}'_n(x) := \langle w_n, \rho(\delta_{s_n} \ast \alpha) \rangle$$

and let $k_n(s, t) := h_n(st^{-1})$ and $k_n'(s, t) := \tilde{h}'_n(st^{-1})$ be the corresponding kernels. We can rewrite

$$M_n = M_{\Phi(\alpha)} + M_{h_n} + M_{\tilde{h}'_n} + M_{\Phi(w_n)}$$  \hspace{1cm} (4.5)

and it suffices to prove that the latter three operators converge to zero in norm. Note that $\Phi(w_n)$ is positive definite, therefore by Lemma 2.6

$$\|M_{\Phi(w_n)}\| = \Phi(w_n)(e) = \|w_n\|^2_2 \to 0$$

as $n \to \infty$. Now let us consider the second and the third summand on the right hand side in (4.5). Note that the functions $h_n$ and $\tilde{h}'_n$ are in general not positive definite. However, defining

$$\varphi_t := \rho(t)(\delta_{s_n} \ast \alpha) \quad \text{and} \quad \psi_s := \rho(s)w_n$$

we have that

$$k_n(s, t) = h_n(st^{-1}) = \langle \rho(t)(\delta_{s_n} \ast \alpha), \rho(s)w_n \rangle \quad \text{for all } s, t \in \Gamma.$$  

By Theorem 2.7 it follows that

$$\|M_{h_n}\| \leq \sup_{t \in \Gamma} \|\varphi_t\|_2 \sup_{s \in \Gamma} \|\psi_s\|_2 = \|\alpha\|_2 \|w_n\|_2,$$

which converges to zero as $n \to \infty$. A similar argument shows that $\|M_{\tilde{h}'_n}\| \to 0$ as $n \to \infty$, which proves that $M_n$ converges in norm to $M_{\Phi(\alpha)}$.

Conversely, if $\tilde{f}_n$ does not converge to a single orbit in $\tilde{X}_p$, let $\xi \in \tilde{X}_p$ be its limit point, which contains at least two non-trivial orbits. Because of Theorem 4.2, the only possible norm limit of $M_n$ is $M_\xi$. However, the interaction term between the two non-trivial pieces of mass which appears in the decomposition of $\Phi(f_n)$ described above, disallows convergence in norm to $M_\xi$, \hspace{1cm} \Box

Proofs of Corollary 4.5 and Corollary 4.6. These two results follow immediately from Lemma 4.9 combined with Theorem 3.2 \hspace{1cm} \Box
5. Applications to amenability

As mentioned in the introduction, our main motivation for studying the Schur multipliers appearing in Theorem 4.2 is that they naturally capture properties of the group. The main goal of this section is to state and prove two characterizations of amenability in terms of the Schur multipliers in $S_p = S_p(\Gamma)$ with $p \in [1, 2)$ for a countable discrete group $\Gamma$.

5.1 Amenability: Compact approximations and a variational characterization.

For our first main application, the idea is to approximate the non-compact space $S_2$, which captures amenability, by the compact spaces $X_p$. To that end, we introduce some additional notations. Define

$$X := X(\Gamma) := \prod_{p \in [1, 2)} X_p(\Gamma),$$

which is compact with respect to the product topology. The image of $\tilde{X}$ in $X$ under the natural inclusion $\xi \mapsto (M^{1/p})_{p \in [1, 2)}$ is a compact subset and will be denoted by $K := K(\Gamma)$. For a finite subset $F$ of $\Gamma$ and a Schur multiplier $M_k$, where $k$ is a kernel, we define $r_F(M_k)$ to be the multiplier cut-off outside $\text{Tube}(F)$, i.e. we set

$$r_F(M_k) := M_k^{1/\text{Tube}(F)}.$$

Note that for Schur multipliers cut-off outside finite tubes, convergence in strong operator topology as well as convergence in norm coincide with pointwise convergence of the associated kernels on $\text{Tube}(F)$.

**Theorem 5.1.** Let $\Gamma$ be a countable discrete group and let $A$ denote either $C^*_\lambda(\Gamma)$ or $C^*_u(\Gamma)$. Then $\Gamma$ is amenable if and only if one of the following equivalent conditions hold:

(i) The identity lies in the closure of $\bigcup_{p \in [1, 2)} S_p(\Gamma)$ w.r.t. to the strong operator topology on $B(A)$.

(ii) There exist $x_n = (M^{(n)}_p)_{p \in [1, 2)} \in K(\Gamma)$, $n \in \mathbb{N}$, such that a diagonal sequence $(M^{(n_k)}_{p_k})^\infty_{k=1}$ converges to the identity w.r.t. to the strong operator topology on $B(A)$.

(iii) For each finite subset $F$ of $\Gamma$

$$\delta^{(F,p)} := \min_{M \in X_p(\Gamma)} \| M_{\text{Tube}(F)} - r_F(M) \|$$

converges to zero as $p \in [1, 2)$ converges to 2.

In this case, for any sequence of finite sets $F_n \uparrow \Gamma$, there exist $p_n \in [1, 2)$ such that the minimizers $M^{(F_n,p_n)}$ in (5.1) converge, as $n \to \infty$, to the identity w.r.t. to the strong operator topology on $B(A)$.

**Remark** 10 The minimum in (5.1) is guaranteed by the compactness proved in Theorem 4.2. We point out that the operator norm may be replaced by any distance which metrizes the topology on the set of Schur multipliers cut-off outside $\text{Tube}(F)$. An interpretation of this condition is the following: Given a distance and a fixed $p \in [1, 2)$, there exists some $M \in S_p$ which minimizes the distance to the identity restricted to the set $F$ (recall that in $S_2$ there in general is no such minimizer). Letting $p_n \to 2$, the minimizers become optimal restricted to $F$ and letting $F_n \to \Gamma$ and $p_n \to 2$ simultaneously in a suitable way, the minimizers actually give us the desired approximation of the identity on all of $\Gamma$. 
5.1.1. Background on amenability. Let $\Gamma$ be a countable discrete group. An invariant mean on $\ell^\infty(\Gamma)$ is a state on $\ell^\infty(\Gamma)$ which is invariant under the left translation action, i.e. a positive linear functional $\mu$ on $\ell^\infty(\Gamma)$ with $\mu(1) = 1$ and $\mu(L_s f) = \mu(f)$ for every $s \in \Gamma$, where $L_s f(x) = f(s^{-1} x)$ for $f \in \ell^\infty(\Gamma)$ and $s, x \in \Gamma$. The group is called amenable if there exists an invariant mean on $\ell^\infty(\Gamma)$. For future reference and the convenience of the reader, we collect some well-known characterizations of amenability which will be used in this section.

**Proposition 5.2.** Let $\Gamma$ be a countable discrete group. Then the following are equivalent:

(i) $\Gamma$ is amenable.

(ii) There exists a net of finitely supported positive definite functions converging pointwise to 1.

(iii) There exists a Følner sequence, that is a sequence $(F_n)_{n=1}^\infty$ of non-empty finite subsets of $\Gamma$ such that

$$\lim_{n \to \infty} \frac{|F_n \Delta s F_n|}{|F_n|} = 0 \quad \text{for every } s \in \Gamma.$$  

(iv) There exists a right-Følner sequence, that is a sequence $(F_n)_{n=1}^\infty$ of non-empty finite subsets of $\Gamma$ such that

$$\lim_{n \to \infty} \frac{|F_n \Delta s F_n|}{|F_n|} = 0,$$

or equivalently

$$\lim_{n \to \infty} \frac{|F_n \cap s F_n|}{|F_n|} = 1 \quad \text{for every } s \in \Gamma.$$  

(v) There exists a sequence of almost right-invariant unit vectors in $\ell^2(\Gamma)$, that is a sequence $(f_n)_{n=1}^\infty$ of unit vectors in $\ell^2(\Gamma)$ such that

$$\lim_{n \to \infty} \|f_n - f_n \ast \delta_s\|_2^2 = 0 \quad \text{for every } s \in \Gamma.$$  

**Proof.** These are standard facts, for proofs of which we refer the reader to Section 2.6 and in particular Theorem 2.6.8 in [4]. Changing between left- and right-invariant statements is straightforward by taking inverses in the group. 

5.1.2. Proof of Theorem 5.1. Let $\Gamma$ be a countable discrete group. We start this subsection with three preliminary observations and then proceed to prove Theorem 5.1. We start by showing that the property of almost right-invariance is characterized by the image of the sequence under $\Phi$, i.e. by the corresponding positive definite functions.

**Lemma 5.3.** Let $(f_n)_{n=1}^\infty$ be in $M_2$. Then the sequence $(f_n)_n$ is almost right-invariant if and only if the sequence $(\Phi(f_n))_n$ converges pointwise to 1.

**Proof.** For every $s \in \Gamma$ we may rewrite

$$\|f_n - f_n \ast \delta_s\|_2^2 = (1 - \rho(s))f_n, (1 - \rho(s))f_n) = 2(1 - \langle \rho(s)f_n, f_n \rangle) = 2(1 - \Phi(f_n)(s)),$$

which implies the claim. 

The next result is related to the well-known characterization of amenability via the existence of an approximate identity for the Fourier algebra. We include a proof for the sake of completeness.

**Lemma 5.4** (Approximate Identity Criterion). Let $A$ denote either $C^*_\lambda(\Gamma)$ or $C^*_u(\Gamma)$. Then $\Gamma$ is amenable if and only if the identity lies in the closure of $S_2(\Gamma)$ with respect to the strong operator topology on $B(A)$. 

Proof. Suppose that $\Gamma$ is amenable and let $(F_n)_{n=1}^{\infty}$ be a right Følner sequence. Then $f_n := |F_n|^{-1/2}I_{F_n}$ defines a sequence in $\mathcal{M}_2$ such that for every $s \in \Gamma$

$$\lim_{n \to \infty} \Phi(f_n)(s) = \lim_{n \to \infty} \frac{1}{|F_n|} \sum_{x \in \Gamma} I_{F_n}(x)I_{F_n}(xs) = \lim_{n \to \infty} \frac{|F_n \cap F_n s^{-1}|}{|F_n|} = 1,$$

compare Proposition 5.2 (iv). Now Lemma 4.8 implies

$$\lim_{n \to \infty} M_{\Phi(f_n)} = M_1$$

in the strong operator topology on $B(A)$. To prove the converse, we choose a sequence in $S_2$ converging to the identity in the strong operator topology on $B(A)$. By Lemma 4.8 we obtain a sequence $(f_n)_{n=1}^{\infty} \subset \mathcal{M}_2$ such that

$$\lim_{n \to \infty} \Phi(f_n)(x) = 1 \text{ for every } x \in \Gamma.$$ 

Applying Lemma 5.3 to this sequence we conclude that $(f_n)_{n=1}^{\infty}$ is a sequence of almost right-invariant unit vectors in $\ell^2(\Gamma)$ and hence $\Gamma$ is amenable by Proposition 5.2 (v). \hfill \Box

Lemma 5.5. Let $(f_n)_{n=1}^{\infty}$ be in $\ell^2(\Gamma)$ such that $f_n \to f \in \ell^2(\Gamma)$. Then $\Phi(f_n) \to \Phi(f)$ pointwise.

Proof. For every $s \in \Gamma$ the Cauchy Schwarz inequality implies that

$$|\Phi(f)(s) - \Phi(f_n)(s)| = |\langle f, \rho(s)f \rangle - \langle f_n, \rho(s)f_n \rangle|$$

$$\leq |\langle f, \rho(s)f \rangle - \langle f_n, \rho(s)f_n \rangle| + |\langle f_n, \rho(s)f \rangle - \langle f_n, \rho(s)f_n \rangle|$$

$$\leq \|f - f_n\|_2 \|\rho(s)f\|_2 + \|f\|_2 \|\rho(s)(f - f_n)\|_2$$

$$\leq \left(\|f\|_2 + \sup_{n \in \mathbb{N}} \|f_n\|_2\right)\|f - f_n\|_2,$$

which converges to zero as $n \to \infty$. \hfill \Box

Proof of Theorem 5.1. Throughout this proof, convergence in strong operator topology will refer to convergence in the strong operator topology on $B(A)$. We first show that (i) holds if and only if $\Gamma$ is amenable. Assume that $\Gamma$ is amenable, then, by Lemma 5.4 there exists a sequence in $S_2$ converging to the identity in strong operator topology. In order to prove that (i) holds, it therefore suffices to show that every $M \in S_2$ can be written as a strong operator topology limit of a sequence in

$$\bigcup_{p \in [1,2)} S_p.$$

To see this, fix some $M_{\Phi(f)}$ with $f \in \mathcal{M}_2$. Choose $p_n \in [1,2)$ such that $p_n \to 2$ and consider the sequence $(g_n)_{n=1}^{\infty}$ defined by $g_n := f^{2/p_n} \in \mathcal{M}_{p_n}$. Then $g_n \to f$ in $\ell^2(\Gamma)$ because of pointwise convergence and convergence of the norms. Hence Lemma 5.5 implies that $\Phi(g_n) \to \Phi(f)$ pointwise. It follows from Lemma 4.8 that $M_{\Phi(g_n)} \in S_{p_n}$ converges to $M_{\Phi(f)}$ as in strong operator topology.

Conversely, suppose that there exist $p_n \in [1,2)$ and operators $M_{p_n}^{(n)} \in S_{p_n}$ which converge to the identity in strong operator topology. Write $M_{p_n}^{(n)} = M_{\Phi(f_n)}$ for suitable $f_n \in \mathcal{M}_{p_n}$, then Lemma 4.8 shows that the sequence $(\Phi(f_n))_n$ converges pointwise to 1. Now note that each $f_n$ can be approximated in $\ell^2$-norm by finitely supported functions. By Lemma 5.3 and Lemma 4.10 after taking a suitable diagonal sequence, we find a sequence of finitely supported positive definite functions converging to 1. This proves amenability of $\Gamma$ by Proposition 5.2 (ii).

Clearly (i) and (ii) are equivalent. Finally, we verify that the conditions (i) and (iii) are equivalent.
(i) ⇒ (iii): We have already seen that (i) implies amenability of \( \Gamma \). Assuming that (i) holds, we may therefore choose a right Følner sequence \((F_n)_{n=1}^\infty\). Choose a sequence \((p_n)_{n=1}^\infty\) in \([1, 2)\) with \(p_n \to 2\) such that \(|F_n|^{1-2/p_n} \to 1\) as \(n \to \infty\) and define \(f_n := |F_n|^{-1/p_n} 1_{F_n} \in \mathcal{M}_{p_n}\). The same computation as in Lemma 5.3 shows that for every \(s \in \Gamma\)

\[
\Phi(f_n)(s) = \|f_n\|_2^2 - \frac{1}{2} \|f_n - \rho(s)f_n\|_2^2 = |F_n|^{1-2/p_n} - \frac{|F_n \Delta F_n s^{-1}|}{|F_n|^{2/p_n}} \\
\geq |F_n|^{1-2/p_n} - \frac{|F_n \Delta F_n s^{-1}|}{|F_n|},
\]

where the last inequality is due to the fact that \(p_n \leq 2\). By the Følner property and our assumption on \(p_n\), the right-hand side of Inequality (5.3) converges to 1 as \(n \to \infty\). This proves that the sequence \((\Phi(f_n))_n\) converges pointwise to 1, hence uniformly on the finite set \(F\) and thus by Lemma 2.1

\[
\lim_{n \to \infty} \delta(F, p_n) \leq \lim_{n \to \infty} \|M_{\mathbb{1}_{\text{Tube}(F)}} - r_F(M_{\Phi(f_n)})\| \leq \lim_{n \to \infty} |F| \| (1 - \Phi(f_n))_F \|_\infty = 0,
\]

which proves the claim.

(iii) ⇒ (i): Let \(F_n \subset \Gamma\) finite such that \(F_n \uparrow \Gamma\) and let \(\varepsilon_n > 0\) with \(\varepsilon_n \downarrow 0\). Condition (5.1) and the fact that \(S_p \subset X_p\) is dense imply that we find for every \(n\) some \(f_{p_n} \in \mathcal{M}_{p_n}\) such that

\[
\|M_{\mathbb{1}_{\text{Tube}(F_n)}} - r_F(M_{\Phi(f_{p_n})})\| \leq \varepsilon_n.
\]

In particular, we must have \(|1 - \Phi(f_{p_n}(s))| \leq \varepsilon_n\) for every \(s \in F_n\). By our assumptions on \(F_n\) and \(\varepsilon_n\), \(\Phi(f_{p_n})\) converges pointwise to 1. Lemma 4.3 yields that \(M_n := M_{\Phi(f_{p_n})}\) defines a sequence in

\[
\bigcup_{p \in \{1, 2\}} S_p
\]

converging to the identity in strong operator topology. Note that the same argument clearly shows convergence of the minimizers as well. The proof of Theorem 5.1 is thus complete.

\[
\square
\]
Theorem 5.6. Let $\Gamma$ be a finitely generated group, let $X$ be one of its Cayley graphs w.r.t. some finite and symmetric generating set and let $(p_n)_{n=1}^\infty \subset [1,2)$ such that $p_n \to 2$. Then $\Gamma$ is amenable if and only if there exists a sequence $(P_n)_{n=1}^\infty$ of $\Gamma$-invariant site percolations on $X$ such that the following two conditions hold:\footnote{For a probability measure $P$ (resp. $P_n$), we denote by $E = E^P$ (resp. $E_n = E^{P_n}$) the corresponding expectation.}

- Each $P_n$ has no infinite components, and
- For every $s \in \Gamma$
  \[
  \lim_{n \to \infty} E_n \left[ \Phi \left( |K(o)|^{-1/p_n} \mathbb{1}_{K(o)} \right) (s) \right] = 1,
  \]
  where $K(o)$ denotes the random cluster of the identity in $X$ and
  
  \[
  |K(o)|^{-1/p_n} \mathbb{1}_{K(o)} := 0 \quad \text{if } K(o) = \emptyset.
  \]

Moreover, in this case

\[
\varphi_n(s) := E_n \left[ \Phi \left( |K(o)|^{-1/p_n} \mathbb{1}_{K(o)} \right) (s) \right]
\]

is positive definite and the Schur multipliers $M_{\varphi_n}$ on $B(C^*_\Gamma)$, respectively on $B(C^*_n(\Gamma))$, converge to the identity in the strong operator topology as $n \to \infty$.

Remark 11 It is not difficult to show that for every $\Gamma$-invariant site percolation $P$ on $X$ the function

\[
\varphi(s) = E \left[ \Phi \left( |K(o)|^{-1/p_n} \mathbb{1}_{K(o)} \right) (s) \right]
\]

is still positive definite. Hence the corresponding sequence $M_{\varphi_n}$ arising from Theorem 5.6 provides an interesting probabilistic example of the type of Schur multipliers we have been considering so far.

Remark 12 The assumption that $\Gamma$ be finitely generated is needed in order to work with the Cayley graph of $\Gamma$. Many interesting countable discrete groups are finitely generated, so this should not be considered a strong restriction.

5.2.1. Proof of Theorem 5.6 We start by recalling the following celebrated result of Benjamini, Lyons, Peres and Schramm, which provides a general characterization of amenability for automorphism groups of graphs.

Theorem 5.7 ([1, Theorem 5.1]). Let $X$ be a countable, locally finite graph and $G$ a closed subgroup of $\text{Aut}(X)$. Then $G$ is amenable if and only if for every $\alpha < 1$, there exists a $G$-invariant site percolation $P$ on $X$ with no infinite components and with $P[x \in \omega] > \alpha$ for all vertices $x$.

We will in the following consider the special case of Theorem 5.7 when $G$ is a finitely generated group acting on one of its Cayley graphs via left-multiplication. We will now prove that the invariant percolations appearing in the above theorem are also of the type appearing in Theorem 5.6.

Proof of Theorem 5.6. First assume that there exists a sequence $(P_n)_{n=1}^\infty$ of $\Gamma$-invariant site percolations on $X$ such that each $P_n$ has no infinite components and for every $s \in \Gamma$

\[
\lim_{n \to \infty} E_n \left[ \Phi \left( |K(o)|^{-1/p_n} \mathbb{1}_{K(o)} \right) (s) \right] = 1.
\]

Set $f_{p_n} = |K(o)|^{-1/p_n} \mathbb{1}_{K(o)}$ if $K(o) \neq \emptyset$ and $f_{p_n} = 0$ otherwise. Then since $p_n \leq 2$

\[
\Phi(f_{p_n})(o) = \|f_{p_n}\|_2 = |K(o)|^{1-2/p_n} \mathbb{1}_{\{K(o) \neq \emptyset\}} \leq \mathbb{1}_{\{o \in \omega\}}
\]

and thus

\[
E_n[\Phi(f_{p_n})(o)] \leq P_n[o \in \omega].
\]
Therefore
\[ \liminf_{n \to \infty} \mathbb{P}_n[o \in \omega] \geq \lim_{n \to \infty} \mathbb{E}_n[\Phi(f_{p_n})(o)] = 1 \]
and amenability of \( \Gamma \) follows from Theorem 5.7.

We prove the converse in two steps.

**Step 1:** We first show that if \( \Gamma \) is amenable, then there exists a sequence \( (\mathbb{P}_n)_{n=1}^{\infty} \) of \( \Gamma \)-invariant site percolations on \( X \) such that each \( \mathbb{P}_n \) has no infinite components and for every \( s \in \Gamma \)
\[ \lim_{n \to \infty} \mathbb{E}_n[\Phi(f_2)(s)] = 1, \]
where of course \( f_2 = |K(o)|^{-1/2} \mathbb{1}_{K(o)} \) if \( K(o) \neq \emptyset \) and \( f_2 = 0 \) otherwise.

To see this, use Theorem 5.7 to find a sequence \( (\mathbb{P}_n)_{n=1}^{\infty} \) of \( \Gamma \)-invariant site percolations on \( X \) such that each \( \mathbb{P}_n \) has no infinite components and \( \mathbb{P}_n[o \in \omega] \to 1 \) as \( n \to \infty \). Note that if \( K(o) \neq \emptyset \), we have the formula
\[ \Phi(f_2)(s) = 1 - \frac{1}{2} \|f_2 - \rho(s)f_2\|_2^2, \]
compare Equation (5.2). Hence
\[ \mathbb{E}_n[\Phi(f_2)(s)] = \mathbb{P}_n[o \in \omega] - \frac{1}{2} \mathbb{E}_n[\|f_2 - \rho(s)f_2\|_2^2] \]
and it suffices to prove that the second term vanishes as \( n \to \infty \). To see this, we rewrite
\[ \mathbb{E}_n[\|f_2 - \rho(s)f_2\|_2^2] = \mathbb{E}\left[ \frac{|K(o) \setminus K(o)s^{-1}|}{|K(o)|}\right] + \mathbb{E}\left[ \frac{|K(o)s^{-1} \setminus K(o)|}{|K(o)|}\right]. \]
Both summands can be estimated similarly using the mass-transport principle [11, Eq. (2.1) or p. 15], which states that for any diagonally \( \Gamma \)-invariant function \( f: V \times V \to [0, \infty] \), we have that \( \sum_{y \in V} f(y, o) = \sum_{x \in V} f(o, x) \). We do this for the first: Define the following invariant mass-transport: Put a unit mass at every vertex which lies in a finite component but not its \( s^{-1} \)-right-translate, then redistribute uniformly over this component; or more precisely
\[ m(x, y, \omega) = \mathbb{1}\{x \in \omega, xs \notin K(x), y \in K(x)\} \frac{1}{|K(x)|}. \]
The mass-transport principle applied to \( f(x, y) := \mathbb{E}_n[m(x, y, \omega)] \) implies that
\[ \mathbb{E}_n\left[ \frac{|K(o) \setminus K(o)s^{-1}|}{|K(o)|}\right] = \mathbb{P}_n[o \in \omega, s \notin K(o)]. \]
Choose a finite path \( \rho_s = \{x_1, \ldots, x_N\} \) connecting \( o \) to \( s \). Since \( \mathbb{P}_n \) is invariant and \( \mathbb{P}_n[o \in \omega] \to 1 \), it follows that \( \mathbb{P}_n[\rho_s \text{ is contained in } K(o)] = \mathbb{P}_n[o \in \omega, x_i \in \omega \text{ for all } i = 1, \ldots, N] \to 1 \) as \( n \to \infty \)
because we have a finite intersection of events with equal probability close to 1. Therefore
\[ \mathbb{P}_n[o \in \omega, s \notin K(o)] \leq \mathbb{P}_n[\rho_s \text{ is not contained in } K(o)] \to 0 \text{ as } n \to \infty. \]
This concludes the proof of Step 1.

**Step 2:** Let \( \mathbb{P}_n \) be a sequence as in Step 1. For \( t \geq 1 \), the function \( p \mapsto t^{-1/p} \) is non-decreasing, hence \( f_{p_n} \) converges monotonically to \( f_2 \) and thus \( \Phi(f_{p_n}) \) converges monotonically to \( \Phi(f_2) \). Therefore the monotone convergence theorem implies that for every \( s \in \Gamma \)
\[ \mathbb{E}_n[\Phi(f_p)(s)] \uparrow \mathbb{E}_n[\Phi(f_2)(s)] \text{ as } p \uparrow 2. \] (5.4)
Let $F \subset \Gamma$ be a finite subset and $\varepsilon > 0$. By Step 1, there exists $n(F, \varepsilon) \in \mathbb{N}$ such that
\[
\mathbb{E}_{n(F, \varepsilon)} [\Phi(f_p)(s)] \geq 1 - \varepsilon/2 \quad \text{for all } s \in F.
\]
By (5.4), there exists $p(F, \varepsilon) \in [1, 2)$ such that
\[
\mathbb{E}_{n(F, \varepsilon)} [\Phi(f_p)(s)] \geq 1 - \varepsilon \quad \text{for all } s \in F \text{ and } p \geq p(F, \varepsilon).
\]
Now choose an increasing sequence of finite subsets $F_i \uparrow \Gamma$ and let $\varepsilon_i \in (0, 1)$ such that $\varepsilon_i \downarrow 0$. For each $i \in \mathbb{N}$, let $n_i^* := n(F_i, \varepsilon_i)$ and $p_i^* := p(F_i, \varepsilon_i)$ be as defined above. Without loss of generality we may assume that $(p_i^*)_{i=1}^\infty \subset [1, 2)$ forms an increasing sequence. Moreover, we necessarily have $p_i^* \uparrow 2$. Since $p_n \to 2$, it follows that for every $i \in \mathbb{N}$ there exists $n_i \in \mathbb{N}$ such that $p_n \geq p_i^*$ for all $n \geq n_i$. Without loss of generality $(n_i)_{i=1}^\infty$ forms an increasing sequence. For each $n \in \mathbb{N}$, we then have $n \in \{n_i, n_{i+1}\}$ for some $i \in \mathbb{N}$ and we define $P_n = P_{n_i}^*$. Note that each $P_n$ is a $\Gamma$-invariant site percolation with no infinite components because it is chosen from the sequence $(P_n)_n$ from Step 1. Moreover, if $n \in \{n_i, n_{i+1}\}$ we have that $p_n \geq p_i^*$ and thus (denoting expectation w.r.t. $P_n$ by $\mathbb{E}_n$),
\[
\mathbb{E}_n [\Phi(f_{p_n})(s)] = \mathbb{E}_{n_i^*} [\Phi(f_{p_i^*})(s)] \geq \mathbb{E}_{n_i^*} [\Phi(f_{p_i^*})(s)] \quad \text{for all } s \in \Gamma.
\]
Finally, for every $s \in \Gamma$ we have that $s \in F_i$ for all large enough $i$ and therefore
\[
\liminf_{n \to \infty} \mathbb{E}_n [\Phi(f_{p_n})(s)] \geq \liminf_{i \to \infty} \mathbb{E}_{n_i^*} [\Phi(f_{p_i^*})(s)] \geq \lim_{n \to \infty} 1 - \varepsilon_i = 1.
\]
Thus the sequence $(P_n)_{n=1}^\infty$ has the desired properties.

Finally, note that
\[
\Phi \left( |K(o)|^{-1/p_n} 1_{K(o)} \right)(s)
\]
is positive definite. Taking expectation preserves positive-definiteness, thus showing that $\varphi(s) = \mathbb{E} [\Phi (|K(o)|^{-1/p_n} 1_{K(o)}) (s)]$ is also positive definite, proving Theorem 5.6. \hfill \Box
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