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1. Introduction

With the rapid development of network and information technology, the role of information system in enterprise becomes more and more important. At the same time, the number of attacks from internal network has also increased. Therefore, it is necessary to build an effective security metric technology for the internal network.

According to the definition and analysis of internal attacks provided by Computer Emergency Response Team (CERT) [1], the internal attacks have the transparency to defense intercepts, such as access control or firewalls. Internal attacks also have the camouflage system privileges, high risk to access the core confidential resources easily, and the complexity of gradual attacks. The security metric as a proactive defense technology, whose role is actively analyzing and evaluating what is existing in the current security risks or potential security risks before the attacks. When the attack action occurred, the security metric method needs to analyze and assess the threat of attack incidents, then predict the attack paths, and take appropriate measures to defend [2].

The analysis method in network security can be divided into two types: one is the unknown vulnerabilities in a network, mainly considering the prevention measures; the other one is the known vulnerabilities in a network, repairing the weak parts of the network and improving the security of the whole network. As for the unknown vulnerabilities, the information security experts have already carried out a lot of research; the main methods are as follows:

(i) Analysis protocol vulnerabilities, such as ARP address resolution protocol: researchers try to find out the protocol vulnerabilities, sum up the vulnerability in some areas, give the solutions for the lack of agreement, and achieve the purpose of prevention.

(ii) Analyze the source code of the software: mistakes are unavoidable when programming, such as buffer overflow vulnerabilities. By studying some important codes, researchers take necessary precautions against possible errors and give patches of software, so as to improve the overall safety of software.

Although these methods are effective, they are very abstract and not easy to implement, and the results are
relatively few. But if we start from the known network security vulnerabilities, it is relatively easy, for example, all kinds of graph theory based model checking methods, such as attack graph. The attack graph is a kind of graph theory method to judge the network security by studying the nodes and the relationship between nodes in the network. By building the actual network into a theoretical graph theory model, the attack graph can give us many places to think deeply, sometimes with unexpected results. For example, constructing a model from the known aspects to simplify or idealize the actual elements allows us to focus on the most important or important aspects of cybersecurity, ignoring the secondary and quickly determining the security of the network. The attack graph model has great advantages over other assessment models, becoming one of the most widely used and most studied security metrics models.

Although the attack graph can visually indicate the origin and destination of the network attack, it cannot quantitatively describe the network security. In order to conduct quantitative analysis of the possibility of attacks, we introduce the cumulative reachable probability for each node. Above all, we proposed an internal network security metric method based on attack probability to solve the problem of the existing security metrics with attack graph for the internal network.

2. Related Work

The numerous existing researches on network security metrics based on attack graph mainly focus on the representation of attack graph models, the metrics of indicators, and the conclusions of network security metric. Those early researchers conducted research mainly including the following aspects.

The representation of attack graph models. Xie et al. [3] firstly explored three sources of uncertainty in the attack graph, but the attack graph model they established is carrying on probability derivation only when the attack behaviors are determined, resulting in the fact that the probability of uncertainty testing data is not calculated in the final derivation process. Wang et al. [4] proposed the probabilistic attribute description of the attack graph based on the probability of attacks and the cost of the network deployments, using the method of cumulative reachable probability to evaluate the safety of the whole network, but they did not take into account the impacts of other uncertain factors. The metrics of indicators: Li et al. [5] used CVSS to evaluate vulnerabilities and proposed a general approach for the network security metrics based on vulnerabilities, but they only considered the probability of a single vulnerability node, while ignoring the vulnerability of the vulnerability node in the whole system, especially the indicators between the vulnerability nodes.

The conclusions of network security metric: in terms of attack probability calculation, Wang et al. [6] use Bayesian network algorithm to calculate the risk probability for internal nodes and quantify the node variables, the node variable values, and the conditional probability distribution. Based on the improved likelihood weighting algorithm, the calculation of Bayesian network node parameter is more convenient; the internal threat forecast also is more accurate. However, this approach did not take into account the vulnerability of their own indicators. Zhang et al. [7] proposed satisfying the temporal order of attack evidence, using the Bayesian network algorithm to analyze the security for all attack paths. However, the probability confidence of nodes in the attack graph is complicated and lacks mathematical theory, and the computational model is also too complicated to work efficiently.

We proposed an internal network security metric of the attack probability based on the attack graph model [8] in this paper. Because of the internal attacks’ characteristics of camouflage and complexity, we decided to add the monitoring event node and the key-value pair in the attack graph. Compared with other security metrics, our internal network security metric improved the efficiency and the accuracy obviously with the help of attack graph simplification method and cumulative reachable probability calculation method.

3. An Approach for Internal Network Security Metric Based on Attack Probability

3.1. Method Overview. In order to understand the characteristics and the occurrence environment for the internal attacks, first of all, according to the original attack graph and the attack evidence provided by the security monitoring system, we could get the temporal difference relationship of the monitoring event nodes and simplify the attack graph with the temporal difference relationship. Second, we divide the simplified attack graph into key-value pairs and then calculate the probability of the key-value pairs. Third, we calculate the cumulative reachable probability by the method of attack probability calculation we proposed. Finally, the quantitative evaluation of the current internal network is represented by the cumulative reachable probability of target node. The specific steps are shown in Figure 1.

3.2. The Attack Graph Model. Based on the complexity of internal attacks, internal attack events are mostly multistep and continuous attack behaviors. An attack event includes multiple attack subtargets and a series of related subattack events; that is, from a resource node to the next resource, the event requires a minimum set of basic attack actions. In the initial stage, the attacker has a certain system access or operating authority and through an atomic attack can help the attacker to reach the next state node, so as to obtain more resources and permissions to achieve the next attack subtarget. Therefore, in the attack graph model constructed in this paper, the resource state node is mapped to the original attribute node; the attack action node is mapped to the original atomic attack action node. The attack graph model includes the following contents.

(1) The Atomic Attack. An attack action is a different instruction or a set of operations, which could divide into different basic actions. For example, to open a word file, we need two methods. Method 1: open the file by double-clicking it; Method 2: click on the file, and then click "Enter" to open it. These two methods can open the file but are composed of different operations; we will set these different
but similar function operations or instructions as one basic action.

And from one resource state node to another resource state node, the attacker needs a combination of multiple basic actions to achieve; such a series of basic actions is called the atomic attack. An atomic attack is the minimum set of basic actions that an attacker needs from a resource state node to another resource state node [4].

(2) The Monitoring Event Node. In order to simplify the attack graph, the monitoring event node is introduced in the attack graph model. Because each atomic attack contains a series of the basic attack actions, although the internal attack has camouflage, some basic actions more or less will trigger the security monitoring system, and attacks and other related information will be recorded in alarm log. The set of information recorded in the alarm log is called attack evidence. The monitoring event node refers to the attacker from one resource state to the next resource state, and the implementation of atomic attack triggers the monitoring system, recorded in the alarm log as attack evidence. We use one monitoring event node to record one kind of atomic attack's set of basic actions execute time sequence.

(3) The Attack Graph Model. In order to construct an attack graph model applicable to the internal network security metric, an improved probability attack graph is proposed based on the attribute attack graph [6, 7, 9]. Among them, the nodes represent the conditions of using vulnerability (the necessary resources and permissions of exploiting the vulnerability) and the use of the vulnerability of the atomic attack action; the directed edge represents the dependency between nodes, clearing the probability of attack process distribution conditions can be intuitive to show all the attack paths that may exist in the internal network. The formal definitions of the attack graph and its constraints are as follows.

**Definition 1** (attack graph model [7, 10]). \( AG = (S, A, O, E, P) \) is a directed acyclic graph.

(i) \( S \) represents the system resource state node set, \( S = s_0 \cup s_1 \cup s_e \ (i = 1, 2, \ldots, e) \), where \( s_0 \) represents the initial node, describing the resource state that the attacker has occupied at the first time. \( s_i \) represents a single resource state node that describes the resources which an attacker gets during an attack. \( s_e \) represents the target resource state node that describes the attacker's final attack target.

(ii) \( A \) represents the set of attack action nodes, and \( a_i \) represents an atomic attack.

(iii) \( O \) denotes the set of monitoring event nodes. The value of node \( o_i \) can be \( T \) or \( F \), which indicates whether the attack behaviors of \( a_i \) have been detected. When an attack action \( a_i \) occurs, the security monitoring system can capture these actions and provide the appropriate evidence of the attack recorded in the alarm log.

(iv) \( E \) represents the set of directed edges between nodes. The attack graph defined in this paper is a directed acyclic graph; the edges between the various nodes are directed edges. \( E = E_a \cup E_b \cup E_c \), \( E_a \) is \( S \times A \), represents the attacker has some resources before they can initiate an attack; \( E_b = A \times S \) represents the attacker could get some resources in the condition of the attack action success; \( E_c = A \times O \) represents the corresponding attack evidence of the attack action captured by the security monitoring system.

(v) \( P \) represents the probability of attack, \( P = P_a \cup P_{AS} \), where \( P_a \) represents the probability that the attack behavior \( a_i \) occurs after having some resources; that is, the probability of attacking the attack action node, \( P_{AS} \), represents the probability that \( a_i \) succeeds into the next resource state \( s_j \), that is, the success probability of attack action.

(4) The Directed Edges Relationship. Considering the attack graph is a directed acyclic graph, it is necessary to effectively define the relationship between the edges which point to the same node, including “AND” and “OR” relationship. The specific content is Definition.

**Definition 2** (directed edges relationship).

(i) The “AND” relationship between two state nodes \( s_i \) and \( s_j \), indicating that the attacker needs to have both of the resources in order to carry out the next attack.

(ii) The “OR” relationship between two state nodes \( s_i \) and \( s_j \), indicating that if the attacker has any of these two resources, he can proceed to the next attack.
(iii) The “AND” relationship between two attack action nodes $a_i$ and $a_j$, indicating the attacker needs two attack actions to occupy the next state node.

(iv) The “OR” relationship between two attack action nodes $a_i$ and $a_j$, indicating that the attacker can send any attack to occupy the next state node.

(v) There is a “OR” relationship between two attack action nodes pointing to the same monitoring event node $o_j$; that is, any attack action can independently trigger $o_j$.

(5) Temporal Difference Relationship. The temporal difference relationship means that if the monitoring event node $a_i$ is detected by the security monitoring system earlier than the monitoring event node $a_j$ all the time, then we could say the monitoring events $a_i$ and $a_j$ have a temporal difference relationship.

3.3. The Method of Attack Graph Simplification. Although the time complexity of the current attack graph generation algorithm [10] can be controlled in $O(n^2)$ ($n$ is the number of hosts in the network) [11], the network structure becomes more and more complex and the connection between the various terminal nodes becomes more and more close, resulting in an increasingly complex attack graph structure. But the happening probability of some attack paths is very low or does not satisfy the current actual situation. The removal of these paths does not influence the whole metric model, and even their existence only increases the amount of subsequent work. Therefore, we propose the monitoring event node to prune the attack path in attack graph to simplify the whole structure of attack graph.

(1) Pruning Attack Nodes with Confidence Analysis. The alarm log as input, we reference the attack evidence confidence analysis algorithm defined by Wang et al. [6]; the probability of basic action of attack evidence covers the basic action set in atomic attack determining the confidence of monitoring event. For example, assume the basic attacks contained in the atomic attack are $a = \{ba_1, ba_2, ba_3, ba_4\}$. If the attack evidence provided by the security monitoring system is $a_1 = \{ba_1, ba_2, ba_3, ba_4\}$, the coverage rate is 0.75, and the attack evidence value of $a_1$ is $F$. Assuming another evidence is $a_2 = \{ba_2, ba_1, ba_3, ba_4\}$, the coverage rate is 1, and the attack evidence confidence value of $a_2$ is $T$. Then we should remove all the attack action nodes of the attack evidence confidence value $F$. The pseudocode implementation of the algorithm is shown in Pseudocode 1.

The complexity of confidence analysis is $g(n) = O(kn)$, $n$ is the number of atomic attack nodes, and $k$ is the number of basic attacks. Because the number of basic attacks is a constant, we can get $g(n) = O(kn) = O(n)$.

(2) Pruning Paths with Temporal Difference Relationship. According to the alarm log provided by the security monitoring system, we can obtain the temporal difference relationship of the monitoring event node. Then prune the path of the existing attack graph with temporal difference relationship; the attack paths would be deleted which do not match the temporal difference relationship; otherwise the attack paths will be preserved. Finish all these jobs, and the simplified work of the attack graph is completed.

For example, in Figure 2, the cycle $a_i$ is the basic action of attack evidence, the square $s_j$ is the state node of hosts [6], and the cycle $o_k$ is the monitoring event nodes. We could know

```
Procedure IsAvailableMonitor
Input: AO, EO
// AO - Sequence of attack evidence of a monitoring event node in the alarm log;
// EO - Attack evidence sequence of the corresponding atomic attack action
Output: The confidence value of the monitoring event node
Method:
(01) String function(AO)
(02) initialize EO
(03) A = getS(AO)
(04) t=0
(05) S={}
(06) for i=1:EO.size()
(07) count=0;
(08) for j=1:A.size()
(09) n=j, m=i
(10) while (A(n)==EO(m) & m<=A.size())
(11) count++, m++, n++;
(12) t++;
(13) S[t]=count
(14) f=max(S)
(15) if (f = EO.size()) return True;
(16) else return False;
```

Pseudocode 1: The pseudocode of confidence analysis.
The two steps in Figure 3 would simplify attack graph. By the monitoring event nodes confidence analysis and the temporal difference relationship of monitoring events, we can remove the interference attack graph nodes and attack
paths and improve the efficiency and accuracy of our security metric.

3.4. The Method of Attack Probability Calculation. After the attack graph simplification, each subpath is a subprocess in which the attackers initiate an atomic attack by using the vulnerability state of the current resource state and obtain more resource states after attacking. Therefore, we propose an approach for dividing the attack graph nodes into key-value pairs composed of "resource state node, attack action, and resource state node." The probability of key-value pairs is defined as $P = (P_{AS}, P_{AS})$, $P_{AS}$ is the probability of attack action, which represents the probability from the first resource state node to the attack action node; $P_{AS}$ means the probability from the attack action node to the next resource state node, also called the probability of attack success.

This paper proposes the cumulative reachable probability calculation method for target node with the simplified attack graph. The specific steps are as follows.

1. **Divide the Key-Value Pairs.** According to the dependency relationship between the simplified attack graphs, divide all nodes and edges into the key-value pairs in the form of "resource state node, attack action, and resource state node."

2. **Calculate the Initial Attack Probability.** (a) The probability of an attack action is $P_A$.

   The formula is
   \[
   P_A = \frac{(V_S + H_i)}{12}.
   \]  

   $H_i$ represents the weight where the host is located. The location of the host in the internal network is different, so the weight will be different, as shown in Table 1. The internal network is divided into the core network and the office network.

   $V_S$ represents its own probability, which indicates the probability of being used vulnerability. According to the CVSS metric method of individual vulnerabilities: Access Vector (AV), Authentication (AU), and Access Complexity (AC) [9] are shown in Table 2.

   The formula is
   \[
   V_S = AV + AU + AC.
   \]

   (b) The attack action success probability is $P_{AS}$, which could assess the success probability for a vulnerability that the attackers use it to attack. The influencing factors include the information of vulnerability ($K$), the method of atomic attack ($M$), and whether corresponding attack tool is used ($N$). Based on the relevant research papers, with reference to the calculation method of the success rate of independent vulnerability from CVSS and Wu et al. [12], consider the following.

   The formula is
   \[
   P_{AS} = K + M + N,
   \]

   where $K$ is in the range of $\{0, 0.1\}$, indicating whether the vulnerability information is published. The vulnerability has been issued; $K$ value is 0.1; otherwise, the value is 0.

   Here, $M$ is in the range of $\{0, 0.2, 0.4\}$, indicating whether the atomic attack method or step is currently available. If the vulnerability has a detailed attack step scheme, then the value of $M$ is 0.4. If there is a simple attack scheme, then $M$ is 0.2. Otherwise, $M$ is 0.

   $N$ is in the range of $\{0, 0.2, 0.4\}$, indicating whether the attack tools are required in the atomic attack. If the vulnerability is not required to use the attack tools, $N$ is 0.4. If the vulnerability exploited needs to use the attack tools and the corresponding attack tools are available, $N$ is 0.2; and if you need to use the attack tools, but there are no available attack tools, the value of $N$ is 0.

3. **Calculating the Cumulative Reachable Probability of Attack Action Node $P_{AC}$**. $P_{AC}$ means the cumulative reachable probability of attack action except for the initial node. Due to the complexity of the internal network, we will discuss the classification of the key-value pairs with the directional edges.

   (a) The cumulative occurrence probability of common key-value pairs: normally, there is only one directed edge of an action node; that is, after obtaining the resources of one resource node, you can use the vulnerability to attack.

   Therefore, when an atomic attack is initiated, the attack probability of all the front nodes is evaluated, and the value

---

| Table 1: The weight value of hosts. |
|-------------------|-----------------|--------------------------------------------------|
| Name              | Host location   | Indicator value | Description                                  |
| H₁                | Office network  | 2                | Host is located on the office network, easy to be used |
|                   | Core network    | 1                | Host is located on the core network, difficult to be used |

| Table 2: The CVSS metric method of individual vulnerabilities. |
|-----------------|-----------------|--------------------------------------------------|
| Name            | Degree of difficulty | Indicator value | Description                                  |
| AC              | Medium           | 2                | The vulnerability is a little difficult to use |
| Low             | 3                | The vulnerability is easy to use                 |
| Multiple        | 1                | The vulnerability is difficult to use            |
| Single          | 2                | Vulnerability is difficult to use                |
| None            | 3                | The vulnerability is easy to use                 |
| Local           | 1                | The vulnerability only can be used locally and difficulty |
| Adjacent network| 2                | The vulnerability can be used and is harder to use |
| Network         | 3                | The vulnerability can be exploited remotely and easily |

---
Figure 4: The “AND” relationship between two resource state nodes.

Figure 5: The “OR” relationship between two resource state nodes.

is the cumulative reachable probability of the first resource state node in the key-value pair. Then, we can calculate the cumulative reachable probability of current action node. The formula is

\[ P_{AC} = P_S \times P_A. \]  

(4)

\( P_S \) represents the cumulative reachable probability of the first resource state node in a key-value pair and \( P_A \) represents the probability of the attack action carrying out the attack.

(b) The directed edges to the same attack action with “AND” relationship.

The formula is shown in Figure 4.

The formula is

\[ P_{AC} = P_{Si} \times P_{Sj} \times P_A. \]  

(5)

\( P_{Si} \), \( P_{Sj} \) represent the cumulative reachable probability of two resource state nodes pointing to the same attack action.

(c) The directed edges to the same attack action with “OR” relationship.

The formula is shown in Figure 5.

The formula is

\[ P_{AC} = (P_{Si} \oplus P_{Sj}) \times P_A. \]  

(6)

4. Experiment and Analysis

4.1. Experiment Environment. To verify the method proposed in this paper, we build a representative virtual simulation environment of an internal network which comprised hosts with VMware and network devices with GNS3. The key network topology is shown in Figure 8.

The firewall isolates the network structure into two parts, the external network and the internal network. The hosts in office network are as follows: Host 0 is an ordinary computer with Windows system for office users; Host 1 is the DNS server, which provides DNS services for all internal network hosts; Host 2 is the Web server and provides HTTP service for all internal network hosts. The hosts in the core network are as follows: Host 3 and Host 4 provide SSH services, with Linux system; Host 5 is the FTP server; Host 6 is the database SQL server.
The security monitoring system is deployed in the two subnetworks to monitor the hosts; then we could obtain the appropriate attacking alarm log. The specific security monitoring systems include the OSSEC intrusion detection system, which monitors the abnormal activities of the host PC and the Trojan horse and Tripwire security monitoring tools deployed on the file server for system integrity check.

The attacker originally owns the resources as normal staff user on Host 0 in the office network. The final target is to get the root privilege of Host 5 or Host 6 in the core network. At the first time, the corresponding security policies are as follows: (1) the office network Web server Host 2 and DNS server Host 1 provide internal network service for internal users; all internal hosts can connect to the office network by accessing the services on Host 1 and Host 2. (2) Host 4 in the office network is allowed to access the SQL services on Host 6 for specific data but cannot browse all information and could not modify or download; (3) Host 3 and Host 4 in the core network are allowed to access the rest of the terminals and the corresponding services and own the permissions to modify specific data.

We scanned the vulnerabilities on each host with Nessus. The vulnerability scanned results and related information of each host are shown in Table 3.

The security monitoring system was deployed to monitor the hosts; we could obtain the appropriate attacking alarm log. The specific security monitoring systems included the OSSEC intrusion detection system, which monitored the abnormal activities of hosts and the Trojan horse, and Tripwire security monitoring tools are deployed on FTP server and SQL server for system integrity check.
4.2. Experiment Verification. After determining the topology of the internal network and the information of each terminal, attack graph automatic generation algorithm would help us to generate the attack graph of the internal network, and the atomic attack edges pointing to the same resource state node all present “OR” relationship. The concrete structure is shown in Figure 9.

In Figure 9, the rectangle represents the resource state node and the resource rights that can be obtained after each atomic attack; the hollow circle represents the atomic attack action node and marked the corresponding terminal vulnerability on the left or right side of the atomic attack; the red solid circle is the monitoring event node.

According to the method of attack graph simplification, we got the simplified attack graph in Figure 10. We can simplify the attack graph with the temporal difference relationship of monitoring event node, removing the attack paths that do not match the temporal difference relationship.

After simplifying the attack graph, we can divide the simplified attack graph into key-value pairs and calculate the cumulative reachable probability for target nodes. The key-value pairs and attack probability are shown in Table 4.

The cumulative reachable probability values for subresource state nodes and target node are shown in Table 5. The cumulative reachable probability from H0 to H5 is 3.95% by using the other terminal’s vulnerabilities. Compared with the frequency of internal attacks and the safety reports of the enterprise system from daily inspection, the two values are basically in line. Based on such an internal network, where the attacker only has privilege in the office network, the

---

**Table 4: The key-value pairs with attack probability.**

| Key-value pair                  | Attack probability ([P_A, P_AS]) |
|---------------------------------|----------------------------------|
| (Root 0, a_1, User 1)           | (0.83, 0.7)                     |
| (Root 0, a_2, User 2)           | (0.92, 0.5)                     |
| (User 1, a_3, User 3)           | (0.67, 0.3)                     |
| (User 1, a_4, User 4)           | (0.67, 0.3)                     |
| (User 2, a_5, User 3)           | (0.67, 0.3)                     |
| (User 2, a_6, User 4)           | (0.67, 0.3)                     |
| (User 4, a_7, User 3)           | (0.58, 0.5)                     |
| (User 3, a_8, User 5)           | (0.83, 0.7)                     |
| (User 4, a_10, User 5)          | (0.83, 0.7)                     |
| (User 5, a_13, Root 5)          | (0.83, 0.7)                     |
Table 5: The cumulative reachable probability for target nodes.

| Subresource state node | Cumulative reachable probability |
|------------------------|---------------------------------|
| User 1                 | 0.581                           |
| User 2                 | 0.46                            |
| User 3                 | 0.117                           |
| User 4                 | 0.117                           |
| User 5                 | 0.068                           |
| Root 5                 | 0.0395                          |

The cumulative reachable probability of target node changed more smooth and more stable with our method than Li et al. [5] that our security metric should be more accurate than Li et al’s [5].

At the same time, the approach we proposed could prune the attack graph paths and not only reduce the calculation greatly but also improve the accuracy of the attack graph obviously. Therefore, the computational effort is absolutely less than Document [5], as shown in Figure 12.

4.3. Experiment Analysis. In order to assess the accuracy of our method, we performed five times’ experiments with different cumulative reachable calculation method of target node on the same internal network. We compared the data based on the attack probability of the attack graph proposed by Li et al. [5] with the data obtained by the method proposed in our paper. The results are shown in Figure 11, the abscissa indicates the number of target network nodes and the ordinate indicates the cumulative reachable probability of target node.

Comparing the data in Figure 11, the cumulative reachable probability of target node changed more smooth and more stable with our method than Li et al. [5] that our security metric should be more accurate than Li et al’s [5].

At the same time, the approach we proposed could prune the attack graph paths and not only reduce the calculation greatly but also improve the accuracy of the attack graph obviously. Therefore, the computational effort is absolutely less than Document [5], as shown in Figure 12.

5. Conclusion

In our paper, we propose an internal network security metric method based on attack probability to solve the problem of the existing security metrics based on attack graph lacking the

applicability of the internal network. We use the monitoring event node and the temporal difference relationship to simplify the attack graph, put forward the concept of the key-value pair to analyze the attack graph, and propose the calculation method of cumulative reachable probability for different kind of target nodes based on vulnerabilities with CVSS metric indicators and the directed edges relationship. The simulation results show that the method of attack graph simplification has a significant improvement in efficiency, and the method of attack probability calculation improves the quantitative analysis accuracy obviously. The next step of the work will focus on the refinement attack probability calculation, finding a more comprehensive internal network to improve the accuracy of the final probability value.
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