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Predicting students' performance is very important in matters related to higher education as well as with regard to deep learning and its relationship to educational data. Prediction of students' performance provides support in selecting courses and designing appropriate future study plans for students. In addition to predicting the performance of students, it helps teachers and managers to monitor students in order to provide support to them and to integrate the training programs to obtain the best results. One of the benefits of student's prediction is that it reduces the official warning signs as well as expelling students because of their inefficiency. Prediction provides support to the students themselves through their choice of courses and study plans appropriate to their abilities. The proposed method used deep neural network in prediction by extracting informative data as a feature with corresponding weights. Multiple updated hidden layers are used to design neural network automatically; number of nodes and hidden layers controlled by feed forwarding and backpropagation data are produced by previous cases. The training mode is used to train the system with labeled data from dataset and the testing mode is used for evaluating the system. Mean absolute error (MAE) and root mean squared error (RMSE) with accuracy used for evolution of the proposed method. The proposed system has proven its worth in terms of efficiency through the achieved results in MAE (0.593) and RMSE (0.785) to get the best prediction.

1. Introduction

Today, increasing importance is given to predicting student performance due to the great importance of this issue in the development of countries around the world because it depends entirely on the educational process that leads to the production of a generation capable of taking the responsibility of leading this country and its march towards development in all aspects of life (scientific, economic, social and military, etc.). Also, the evaluation of students’ performance is a reflection of the efficiency of educational institutions which is responsible for developing successive generations in line with the different stages of the lives of people in every country. Therefore, focusing on the development of the educational process is one of the utmost necessities that push governments represented by educational institutions to make tremendous and painstaking efforts to push the educational process towards continuous and escalating development.

Future knowledge can be obtained through prediction. The higher the amount of data is, as in large databases, the better the prediction is produced; this process is known as data mining which is used to identify hidden information by exploring different data sources related to different fields such as commercial, social, medical, and educational [1]. The knowledge presented by different resources of educational data can be analyzed to extract desired information. A new discipline termed by Educational Data Mining (EDM) was developed as a method of discovering valuable information [2]. The best learning environment results from sharing statistics and exploration with deep learning. The importance of EMD has increased rapidly in the present day because of the increase in the collected data, according to the educational data acquired from different e-learning systems,
as well as the development of traditional educational systems. The power of EMD is represented by various data in different fields and how they are connected together. It concerns about the extraction of features to support the progression of educational process from huge data provided from institute [3]. Unlike the investigation of traditional database, which can answer questions, such as who is the student who failed in the exam? EMD can answer more deep questions such as the prediction of the result of the student (if he will pass or fail in the exam).

Academic institutions try to build their student’s model to predict both characteristics and performance of each student individually [4]. Therefore, the researchers who are involved with the EDM field use different techniques of data mining in order to assess lecturers, to conduct their educational organization. Because the prediction of student’s performance in current educational systems is not given the necessary importance, these systems suffer from a lack of efficiency. The process of predicting the lessons that the student is interested in and knowing his activity in educational institutions leads to raising educational efficiency. Through machine learning and EDM techniques, the evaluation process of students is carried out continuously in many educational institutions. These evaluation systems are very feasible to improve the student performance and then the whole educational process [5].

The researchers found that deep learning can be used in many different areas, such as pattern recognition, image processing, object detection, and natural language processing. In learning management system, data mining can be used to obtain better and more accurate results. This research proposes a deep learning approach to build a model prediction of student performance by implementing convolutional neural network on a one-dimensional data () in addition to long short-term memory (LSTM) to predict the student performance in next semesters based on his performance in the previous semesters. In this research, data preprocessing techniques (such as mini-max scaler and quantile transforms) were introduced to increase results’ accuracy in addition to other factors such as incentive activity grade and entrance English testing.

The aim of this study is to extract new features and find their weights to build a neural network system of variable nodes and hidden layers according to derived weights from features. Then, these features and their weights are used after building the system to predict information regarding students.

2. Deep Learning Types

2.1. Conventional Neural Network. CNN’s algorithm has been widely used in all fields of image recognition due to the ability of the algorithm to recognize various full behaviors [6]. Thus, its use was extended to include the education and learning prediction process. In this sense, similar to the neural network, CNN generally consists of connected and multiple neurons in a hierarchical form, and through training, the layered structure is completed.

DNN differs from on network to another in connection such as deep brief network, backpropagation, and sparse autoencoder; each layer in the network can share the weight for each neuron, so weight can control the layers in the network.

CNN is used for student behavior by extracting new features on specific time point, and the feature considers the characteristic from education status [7].

2.2. Recurrent Neural Network (RNN). It considers one of the neural network algorithms and performs well with sequence of data. One of the best feature in this algorithm is the ability to memorize the previous state to be used in the current state or the next state [8].

In addition to the hidden layer, there are dynamic input and output layer; inside the hidden layer there are input and output cases represented by the output weight from one node to another. The advantage of such algorithms during the training is suitable for prediction due to connection and feedback paths in hidden layers.

2.3. Long Short-Term Memory (LSTM). Its model is defined as the variant of the RNN. The worth of this algorithm is the self-loop created in the hidden layers, and it automatically generates the paths during running the system in addition to the generate short path in each iteration. It is like DNN but different in updating the weight that affects the sort path in neural network.

This type uses previous data from history to extract useful information (features) to achieve better student behavior prediction [9].

2.4. Deep Neural Network (DNN). It is a neural network with more than one hidden layer. Its model performs better with complicated data and nonlinear function. This type of deep learning can adapt with any improvement to the hidden layers during training and the training going through backpropagation algorithm. Since DNN is good with scalable data in prediction model that uses complex data, it is considered suitable for education deep learning prediction [10, 11].

3. Related Work

A critical increase in predicting student performance requirements is a result of the increasing interest by universities to raise the level of student performance and education to keep pace with the development taking place in various aspects of current life [12]. Various techniques were applied to predict student performance; each of these techniques belongs to different areas such as artificial neural network, machine learning, and collaborative filtering.

Effectiveness of transfer from deep neural network learning was investigated in order to predict the performance of a higher-education student by [13]. Experiment was organized based on five compulsory courses dedicated for two undergraduate systems. Empirical results show that
the prognosis of students at risk of failure can be achieved with good accuracy in the majority of cases.

The system of student performance prediction based on MyMediaLight which is an open source recommendation system was proposed by [14]. This system is applied for GPA database of the student that was collected previously from university. A technique of biased matrix factorization (BMF) was proposed by authors to predict student performance to assess them and to choose appropriate courses.

Techniques’ combination was suggested in [15] to develop a new prediction for a student performance model. The gray model and the Taylor approximation method were combined together to achieve the best results by computing approximations several times to improve the predictive accuracy of two gray models. The results obtained from this research can help both education administrators and educators to choose better solutions to raise the performance of a student who is experiencing instability in the learning process, as well as the matrix factorization, restricted Boltzmann machine, and collaborative filtering techniques was used by [16] to analyze systematically the data that has been collected from the academic management system. The obtained results show that the better technique among the previously mentioned techniques is the restricted Boltzmann machines.

Due to its effectiveness and simplicity, the collaborative filtering algorithm is used in the recommendation system. However, effectiveness of such techniques is limited due to the data sparsity, and it restricts the further improvement of prediction results. Thus, there is more interesting on the model that consist of combination of deep learning and historical data prediction algorithm. To achieve more accurate latent features, a model based on the quadratic polynomial regression model was proposed in [17]; in this model, traditional algorithm of matrix factorization was improved; then, the input data into deep neural network is the latent features. Implementation of the proposed model on three different datasets show significant improvement in efficiency prediction compared to the traditional models. The new model proposed in [18] consists of combination between deep learning and collaborative filtering model. The feedback in the neural network during the prediction process works in the form of simulations of the interaction process between the student and the educational institution. The preprocessed features will used as the input of neural network. The proposed model is implemented on ten million samples of MovieLens dataset and dataset of one million samples of Movielens to verify the performance of the proposed model which obtained very good results. Other approaches were suggested to improve prediction of student performance which is found in [19, 20].

Numerous research studies were proposed previously; these research studies take into account the issue of prediction of student performance by using the theory of machine learning; there is still room for improvement which is the student performance prediction factor analyzing based on data the transformation technique and the explanation model. The main aim of this research proposed a new approach by taking into account deep learning technique represented by long short-term memory (LSTM) with the use of time-based features.

4. Why Deep Neural Network?

Many advantages allow us to choose DNN, and there are many reasons listed below:

- DNN models provide high accuracy with the result when comparing with other methods such as regression.
- DNN models can learn complex nonlinear with also sequence data in additional to data from updated function.
- DNN models easily assess the accuracy and significance by using mean square error (MSE) and $R^2$.
- DNN models easily handle the nonparametric method without prior knowledge of distribution and I/O mapping function.
- DNN models are flexible when dealing with vast data for prediction.
- DNN models are easy to update according to the changing environment to be dynamic and suitable.

Deep learning is used to understand the behavior of the data and predict accordingly, so this information can be useful in the near future, as illustrated in Figure 1.

5. Deep Learning

With the development in data science and modern technology, such as big data and high-performance computers, an opportunity is provide for machine learning to understand data and behavior of it through complex systems. Machine learning gives the machine ability to learn in different algorithms without strict orders from a certain program or limited instruction [21].

Deep learning can be defined as technique of machine learning to learn useful features directly from given different media or problems. Many layers are exploited by deep learning for nonlinear data processing of unsupervised or supervised feature extraction for classification and pattern recognition [22]. Deep learning motivation is greatly reduced by artificial intelligence (AI) area, which simulates the ability of the human brain in terms of analyzing, making decision, and learning. Deep learning goal is to emulate the approach of hierarchical learning of extracting features by the human brain directly from unsupervised data.

The core of deep learning is the hierarchically computing the features and representation of information, such as defining of the features starting from the lowlevel to the high level. With huge data obtained from previous student performance, the standard techniques of machine learning do not work well when run directly due to ignoring the nature of data behavior. In deep learning, features are extracted automatically from given student data. The characteristics of this method of features considered part of learning system [23].

Characterization of input such data used as a feature is the key issue to success of processing prediction of the future
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89.7% of mark level of training dataset was equal or greater than medium grade, while the percentage of the testing dataset that is equal or greater than medium grade is 88.6%. The distribution of student’s mark level is the same for all academic units in the university. For example, the distribution of the mark level of engineering technology is illustrated, respectively, in Figures 5 and 6.

7. Proposed Method

In order to predict the student performance for the next courses from the performance of previous courses, the research exploits the collected data in the training process for the proposed method.

After collecting real data from multidisciplinary university, a data preprocessing will take place to remove redundant attribute, noise, etc. Then, data will be divided into two sets, according to the date the data was obtained: the first dataset (data obtained from 2007 to 2016) is used for training, while the second dataset (data obtained from 2016 to 2019) is used for testing the proposed method. The testing process is used to evaluate the accuracy of the proposed prediction model.

7.1. Dataset Preprocessing and Transformation. Due to the rich information included by the collected database, preprocessing is essential to tackle some undesired issues such as redundant attribute and noise, which are described by the following steps:

First step: clear redundant attributes such as course name, lecturer name, and student name.

Second step: clear redundant or noise records such as the courses which have been registered by the student but its exam, exemption courses, etc. have never been completed.

Third step: some universities ignore courses when the total number of registered student is less than 15. In our case, these ignored courses are consider as noise and will be neglected.

Fourth step: convert string or text values into numeric values.

The learning model input attributes were selected after making analysis on entire input data; see Table 1, which shows samples of datasets used in the literature. These selected attributes were chosen based on experimental results and some previous models of student performance prediction.

Because there is a different distribution for the various attributes, the proposed prediction model will use quantile transformation (QTF) with min-max scaler (MMS) to generate and convert all values of the range of vales where algorithms of deep learning are converged.

A nonlinear transformation QTF can be considered as one of the strongest preprocessing techniques, due its significant reduction of outlier effects. Values of unseen/new data (such as validation/test data) which are higher or lower than the fitted bounds will be set to the range of output values.

89.7% of mark level of training dataset was equal or greater than medium grade, while the percentage of the testing dataset that is equal or greater than medium grade is 88.6%. The distribution of student’s mark level is the same for all academic units in the university. For example, the distribution of the mark level of engineering technology is illustrated, respectively, in Figures 5 and 6.
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After collecting real data from multidisciplinary university, a data preprocessing will take place to remove redundant attribute, noise, etc. Then, data will be divided into two sets, according to the date the data was obtained: the first dataset (data obtained from 2007 to 2016) is used for training, while the second dataset (data obtained from 2016 to 2019) is used for testing the proposed method. The testing process is used to evaluate the accuracy of the proposed prediction model.

7.1. Dataset Preprocessing and Transformation. Due to the rich information included by the collected database, preprocessing is essential to tackle some undesired issues such as redundant attribute and noise, which are described by the following steps:
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Fourth step: convert string or text values into numeric values.

The learning model input attributes were selected after making analysis on entire input data; see Table 1, which shows samples of datasets used in the literature. These selected attributes were chosen based on experimental results and some previous models of student performance prediction.

Because there is a different distribution for the various attributes, the proposed prediction model will use quantile transformation (QTF) with min-max scaler (MMS) to generate and convert all values of the range of vales where algorithms of deep learning are converged.

A nonlinear transformation QTF can be considered as one of the strongest preprocessing techniques, due its significant reduction of outlier effects. Values of unseen/new data (such as validation/test data) which are higher or lower than the fitted bounds will be set to the range of output values.
distribution. Before data transformation, there is a significant difference between the distribution and range of each feature. The range of QTF data transformation with all of the features will be between 0 and 1, as shown in Figure 6; the result of each feature scaler, in addition to its distribution, will be enabled to be more normal distribution.

In Figure 7, the general framework illustrated contains four main stages. The first stage considers collected data that comes from the standard dataset; the dataset consists more than 70 cases related to 7000 IDs. Then, the preprocessing stage of manipulating data and extracting useful informative data is obtained from them. Weight is derived from features. These features input to the neural network and then create multiple hidden layers to process the data. Evaluation includes the training mode and the testing mode with evaluation criteria.

MMS will be used to create bins for each image. By using equations (1) and (2), formulas each feature will be scaled into the given range:

$$X_{\text{std}} = \frac{X - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}}$$  \hspace{1cm} (1)

$$X_{\text{scaled}} = X_{\text{std}} \times (\text{max} - \text{min}) + \text{min}.$$  \hspace{1cm} (2)
Figure 4: Testing of full dataset.

Figure 5: Mark level distribution on training engineering technology dataset.

Figure 6: Mark level distribution on testing engineering technology dataset.
These algorithms show efficient performance in classification field [26]. In this research, the experimental results show promising achievements compared with the original data in task of regression. By learning from the training set, the scaler is applied to the testing set.

7.2. The Proposed Model. Two algorithms which are deep learning and linear regression were used to achieve the student performance prediction model. 1D data vector of 21 features is received by 1D CNN; then, it will be passed through the stack of one convolutional layer with 64 nodes each with 3 kernels. Then, after each convolution, the rectified linear unit (ReLU) activation function will implemented, as shown in Figure 8.

LSTM includes 64 Tanh unit and one-time step, as shown in Figure 8. Using Sigmoid function illustrated by equation (3) on both 1D CNN and LSTM produces output ranged from 0 to 1. To simulate the student grade which ranged from 0.0 to 4.0 the output of equation (3) will be multiplied by 4.0:

$$\text{Sigmoid}(x) = \frac{1}{1 + e^{-x}}$$  \hspace{1cm} (3)

8. Experimental Results

8.1. Performance Metrics and Learning Settings. Root mean square propagation (RMSprop) algorithm or Adam algorithm is deployed for all deep learning model networks [6] as an optimizing function with 0.0001 learning rate. A size of batch 16,000 is obtained until 500 epochs. To get overfitting reduction, this research performs stopping with 5 epoch patience. Learning should be stopped if after each consecutive epoch the loss does not reduce. In addition, the learning of scaler algorithm is coming from the training set and also transforms both the training set as well as the test set.

Performance of regression can be evaluated by MAE and RMSE with average of 5 times of running on the test set. The MAE and RMSE can be calculated by using equations (4) and (5), respectively:

$$\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|,$$ \hspace{1cm} (4)

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2},$$ \hspace{1cm} (5)

where $y_i$ is the true student grade value (of scale from 0.0 to 4.0) and $\hat{y}_i$ is the student predicted grade value.

Experimental results can be shown as follows. Section 7.2 will illustrate various scaler results, where QTF is shown as an appropriate technique to preprocess data for tasks of regression; after that, the scaler which has been selected is run with RMSprop and Adam, as two optimizers for comparison, as illustrated in Section 7.3. The research is performed by using both liner regression and deep learning with the optimizer function and best scaler on all of 16 datasets of different departments, and the prediction is performed on the merged 16 datasets as one dataset.

8.2. Deep Learning Performance Enhanced by Scalers. Results are obtained by various scalers; it is clear that deep learning performance can be improved by scalers. Among the used scalers, QTF is the best, and it reveals that the highest performance on fifteen out of sixteen datasets for 1D
CNN and for all LSTM datasets is a clear improvement of one layer (1D) of CNN is necessary in this issue.

8.3. Optimizer of RMS Prop with the Deep Learning Regression. Adam optimizer function and RMS prop comparison of results are shown in Table 2. By using RMS, the achieved improved performance is fourteen out of sixteen of the used datasets. 3.3% was the estimation of average improvement in all the used datasets.

Within testing mode and training mode, at the proposed algorithm, the percentage will differ, but, for other methods, it should be in the same condition for better performance have to compare achieved results with the same existing dataset, so Figure 9 illustrates the performance of the proposed method with a standard of one at the same platform.

| Dataset                  | MAE  | RMSE |
|--------------------------|------|------|
| Education                | 0.562| 0.782|
| Environment and natural rec. | 0.593| 0.765|
| Economic                 | 0.542| 0.711|
| Foreign languages        | 0.536| 0.732|
| Law                      | 0.583| 0.743|
| Political science        | 0.534| 0.765|
| Agriculture              | 0.591| 0.785|

Figure 8: Architecture of the proposed method.

Figure 9: Test and train modes of different methods at the same dataset.
With the proposed system, we have two modes firstly training mode that learn the system in advance with labeled data and running the system with standard datasets mentioned in Table 2 due to have known results in advance then secondly testing mode on the required dataset in real testing.

9. Conclusion

In this study, the deep neural network in higher education was proposed and the identification and prediction of higher education students and their scientific behavior by comparing their levels and grades were obtained. Several steps have been proposed for the deep neural network algorithm, including data initialization and preprocessing. The process of building hidden layers in a neural network requires extracting useful features and weights for each one. For increase in prediction accuracy, we used two models such as Adams and RMS prop that help the system perform better. The proposed method proves its worth from the achieved results and can used in practical. Through these results, helping educational institutions in terms of staff and students is easy, predicting future data reduces education difficulties and helps to develop future plans for education policy.

In the future, update features that are extracted may be needed and their weight is chosen carefully; by updating hidden layers in neural network, the system can be made more reliable.
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