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Abstract: In recent years, deep neural networks have achieved high accuracy in the field of image recognition. By inspired from human learning method, we propose a semantic segmentation method using cooperative learning which shares the information resembling a group learning. We use two same networks and paths for sending feature maps between two networks. Two networks are trained simultaneously. By sharing feature maps, one of two networks can obtain the information that cannot be obtained by a single network. In addition, in order to enhance the degree of cooperation, we propose two kinds of methods that connect only the same layer and multiple layers. We evaluated our proposed idea on two kinds of networks. One is Dual Attention Network (DANet) and the other one is DeepLabv3+. The proposed method achieved better segmentation accuracy than the conventional single network and ensemble of networks.

1 INTRODUCTION

Convolutional Neural Network (CNN) (Krizhevsky, A., 2012) achieved high accuracy in various kinds of image recognition problems such as image classification (Szegedy, C., 2015), object detection (Redmon, J., 2016), pose estimation (Cao, Z., 2018) etc. In addition, semantic segmentation assigns class labels to all pixels in an input image. This task recognizes various classes at pixel level. Semantic segmentation using CNN is also applied to cartography (Isola, P., 2017), automatic driving (Chen, L.C., 2018), medicine and cell biology (Havaei, M., 2017). CNN obtained high level feature by aggregating local features. In recent years, some works based on Fully Convolutional Networks (FCN) (Long, J., 2015) had been proposed to enhance feature representations. One of the methods used multi-scale context fusion (Ding, H., 2018). Some works (Yang, M., 2018) aggregated multi-scale contexts by using dilated convolutions and pooling. Some papers (Peng, C., 2017) extracted richer global context information by introducing effective decoder to the network. In other cases, there are some works (Huang, Z., 2019) using attention mechanisms for semantic segmentation. As described above, many researchers aim to improve the segmentation accuracy by various methods. Here we propose new learning method for semantic segmentation.

In general, the weights of CNN changes depending on the initial values of a random function even if we use the same network. The feature maps obtained from the network also change inevitably. We focused on the difference between networks. We want to improve the quality of learning by creating a cooperative relationship between feature maps from each network. We call this network “cooperative network”. The overview of our proposed method is shown in Figure 1. At first, we prepare two same CNNs and train both CNNs simultaneously. Then we introduce some paths between two networks, and the feature maps of top network are sent to the bottom network. This path allows each network to learn while sharing the information. In this way, it is possible to perform cooperative learning that incorporates the beneficial different information while sharing information.

![Figure 1: The structure of Cooperative network.](image-url)
We conducted experiments on two famous networks to confirm the effectiveness of our method. First, we use Dual Attention Network (DANet) (Fu, J., 2019) which introduces two kinds of attention mechanisms. Second, we use DeepLabv3+ (Chen, L.C., 2018) which applies the depthwise separable convolution to both atrous spatial pyramid pooling (ASPP) (Zhang, H., 2018) and decoder modules. In experiments, we evaluate the proposed method on the Cityscapes dataset (Cordts, M., 2016) and PASCAL VOC2012 dataset (Everingham, M., 2010). We confirmed that our proposed cooperative network gave higher accuracy than conventional single network and the ensemble of networks in both experiments.

This paper is organized as follows. In section 2, we describe related works. The details of the proposed method are explained in section 3. In section 4, we evaluate our proposed cooperative learning on segmentation tasks. Finally, we describe conclusion in section 5.

2 RELATED WORK

The state-of-the-art approaches for semantic segmentation are mainly based on CNNs. The famous approach is based on FCN structure such as SegNet (Badrinarayanan, V., 2017), U-net (Ronneberger, O., 2015) and so on. They are the simple structure of FCN. In recent years, sharp accuracy improvements have been driven by new architectures. One of the problems in semantic segmentation is that CNN lost spatial information by reducing the resolution in feature extraction processes. Dilated convolution was proposed to solve this problem. It can extract features while preserving spatial information by expanding receptive fields sparsely without reducing resolution.

In the other works, PSPNet (Zhao, H., 2017) and DeepLab (Chen, 2018) proposed ASPP module. ASPP module aggregates feature information at multiple scales. These works can get multi-scale contextual information and achieved high accuracy. Recent some studies adopted attention module (Takikawa, T., 2019) for segmentation task. For example, DANet introduced two kinds of attention modules which capture contextual information in spatial and channel domains.

U-net used the connections between encoder and decoder with the same resolution. The connections send the information of fine objects and correct position of objects from encoder to decoder, and the information helps to improve the segmentation accuracy. This is the cooperation between encoder and decoder. In this paper, we consider the cooperation between multiple CNNs in order to improve the segmentation accuracy further.

Cooperation of networks was used in some tasks. For example, collaboration learning provides supplementary information and regularization to each classifier (Song, G., 2018). Thus, it introduced collaborative learning methods to help normalize and improve robustness without additional inference. In works (Zheng, H., 2018), collaborative network is used to fuse two kinds of data information. These works introduced collaborative learning to improve the accuracy by using multiple data. From these studies, we focus on different information which each network has. Therefore, we introduce cooperative learning method for sharing information that cannot be obtained by a single network.

3 PROPOSED METHOD

This section describes the details of the proposed method. We explain the details of networks in section
In this paper, we propose two connection methods for cooperative learning. The first connection method is between same layers. The second connection method is between multiple layers. These two methods are explained in the following subsections. Furthermore, we confirm the effectiveness of cooperative connection by comparing with ensemble network. Ensemble network used two same CNNs. The difference between ensemble network and our method is shown in Figure 2 (a).

3.2 Same Layer Cooperative Network

We introduce the connection between the corresponding layers in two same networks. A structure of the proposed connection is shown in Figure 2 (b). This connection sends feature map in top network to the same layer in bottom network. We call this “same layer connection”. Since two same networks are used, the same layer connection is the basic connection of the proposed cooperative learning. Since the loss for top network is optimized, the feature maps in top network are effective for solving the task. The bottom network can obtain those features for solving the task. Thus, it is expected that the accuracy will improve.

3.3 Multiple Layer Cooperative Network

We also propose multiple layer connection method to give the information obtained at multiple layers in top network to the bottom network. In general, each layer in CNN has different kinds of information such as correct location and semantic information. We give those various kinds of information in top network to each layer in bottom network because information in different layers in top network may be effective to solve segmentation problem. We call this “multiple layer connection”. Figure 2 (c) shows the structure.

We give the feature maps from the shallow to deep layer in top network to certain layer in bottom network to use both fine and semantic information well. We extract feature maps from top network and aggregate those feature maps. By sending the aggregating feature maps, bottom network obtains the information that single network and same layer connection cannot obtain, and it is useful to solve the task. However, the size of feature maps of multiple layers is different. Thus, we interpolated the feature maps to be the same size.
4 EXPERIMENTS

This section shows experimental results of cooperative learning. To evaluate the proposed method, we carry out comprehensive experiments on the Cityscapes dataset and the PASCAL VOC2012 dataset using DANet and DeepLabv3+.

We explain the details of datasets in section 4.1. We explained implementation details in section 4.2. We show the result of cooperative DANet network in section 4.3 and the result of cooperative DeepLabv3+ network in section 4.4.

4.1 Datasets

We used two kinds of datasets. The details of each dataset are described in the following sections.

4.1.1 Cityscapes

This dataset includes images captured by a camera mounted on a car in Germany. All images are 2,048 × 1,024 pixels in which each pixel has high quality 19 class labels. There are 2,979 images in training set, 500 images in validation set. In this study, we randomly cropped the images of 768×768 pixels in train phase. We evaluate our method with validation dataset.

4.1.2 PASCAL VOC2012

This dataset includes the various images. There are 10,582 images in training set, 1,449 images in validation set and 1,456 images in test set. These images involve 20 foreground object classes and one background class. In this study, we use validation set to get the best model. We evaluate test set using the model determined by validation phase. In addition, we randomly cropped the images of 513×513 pixels from training set in training phase, and we cropped the center region in validation and test phase.

4.2 Implementation Details

We implement our method based on Pytorch. The cooperative learning network is evaluated for two kinds of networks; DANet and DeepLabv3+. For the fair comparison, we evaluated single network and the proposed method under the same conditions. We adopt the ResNet101 as backbone in the single network and cooperative network. It is impossible for us to use the batchsize in the original paper because of the memory size of our GPU. Thus, we changed

| Network | Method | Mean IoU | 75.9 | 80.04 | 81.68 | 78.3 | 80.13 |
|---------|--------|---------|------|-------|-------|------|-------|
| DANet   | Single | 77.3    | 97.9 | 83.4 | 92.4 | 58.6 | 93.1 | 95.2 | 84.8 | 80.1 | 80.6 | 58.2 | 93.6 | 95.6 | 65.1 | 84.0 | 73.3 | 84.4 | 91.9 | 77.1 |
|         | Ensemble | 76.8    | 97.5 | 81.4 | 91.9 | 58.2 | 93.2 | 92.6 | 61.0 | 94.6 | 81.4 | 95.8 | 65.6 | 71.1 | 97.9 | 84.1 | 91.4 | 58.2 | 81.4 | 91.9 | 79.0 |
|         | Same layer connection | 79.0    | 98.0 | 85.6 | 92.8 | 57.5 | 61.3 | 69.7 | 74.8 | 82.4 | 93.1 | 63.1 | 95.2 | 84.8 | 68.0 | 95.3 | 80.7 | 85.5 | 62.8 | 94.8 | 80.6 |
|         | Multiple layer connection | 77.1    | 97.7 | 84.4 | 91.9 | 48.3 | 58.2 | 68.0 | 73.3 | 81.4 | 92.7 | 62.5 | 95.0 | 84.1 | 65.9 | 94.9 | 75.7 | 84.4 | 59.1 | 69.3 | 79.0 |

Table 1: Segmentation results on Cityscapes dataset.

| Network | Method | Mean IoU | 58.6 | 59.3 | 66.6 | 71.9 | 80.1 | 92.5 | 58.6 | 94.8 | 83.0 | 62.8 | 94.8 | 80.0 | 80.6 | 44.0 | 62.5 | 77.6 |
|---------|--------|---------|------|-------|-------|------|------|-------|------|-------|------|------|------|------|------|------|------|------|------|------|------|
| DeepLabv3+ | Single | 78.3    | 98.0 | 84.1 | 92.8 | 53.2 | 60.3 | 66.2 | 71.4 | 80.3 | 92.6 | 64.2 | 94.8 | 82.8 | 64.3 | 95.1 | 81.0 | 87.4 | 75.3 | 67.5 | 77.4 |
|         | Ensemble | 77.5    | 97.9 | 83.5 | 92.6 | 55.9 | 61.2 | 65.1 | 70.2 | 78.9 | 92.7 | 65.6 | 95.0 | 82.2 | 63.4 | 95.0 | 77.3 | 84.3 | 66.2 | 65.9 | 76.8 |
|         | Same layer connection | 77.8    | 98.0 | 84.2 | 92.5 | 53.8 | 60.5 | 65.4 | 70.9 | 79.0 | 92.6 | 64.0 | 95.0 | 82.4 | 65.0 | 94.8 | 73.0 | 85.1 | 68.9 | 68.6 | 77.4 |
|         | Multiple layer connection | 78.1    | 98.0 | 84.1 | 92.8 | 53.2 | 60.3 | 66.2 | 71.4 | 80.3 | 92.6 | 64.2 | 94.8 | 82.8 | 64.3 | 95.1 | 81.0 | 87.4 | 75.3 | 67.5 | 77.4 |

Table 2: Segmentation results on PASCAL VOC2012 dataset.

| Method | Mean IoU% | 80.04 | 80.60 | 81.68 | 78.12 | 78.44 | 78.09 | 79.86 | 80.13 |
|--------|-----------|------|-------|-------|-------|-------|-------|-------|-------|
| DANet  | Single    | 80.04 | 80.60 | 81.68 | 78.12 | 78.44 | 78.09 | 79.86 | 80.13 |
batchsize and the learning rate. Due to the above constraints, we compare our method with our implemented results rather than the results in original papers.

We evaluated four methods. The first one is original single network such as DANet and DeeplabV3+. The second one is the ensemble of two networks. The third one is the proposed method with the same layer connection. The fourth one is the proposed method with multiple layer connection. The accuracy of each single network is used as baseline. We used intersection over union (IoU) and mean IoU (mIoU) as evaluation measures.

4.3 Evaluation using DANet

In this experiment, we used cooperative learning with the same layer connection as shown in Figure 2(b). DANet has two streams; The one stream is used position attention and the other stream is used channel attention. If we use multiple layer connection as shown Figure 2(c), it is considered that various kinds of information by each attention are mixed. It will be bad influence for cooperative learning. Therefore, we made separate cooperative connections on each stream. By using such a connection, we can train cooperative learning of DANet well without mixing the features by two attention mechanisms.

4.3.1 Results

This section shows the result of cooperative DANet network. Table1 shows the result on the Cityscapes dataset and Table 2 shows result on the PASCAL VOC dataset. According to Table 1, the multiple layer connection improved the accuracy as well as the same layer connection. In comparison with single DANet, cooperative learning achieved 79.02% in mIoU whose improvement is 3.16%. On the other hand, different layer connection also outperforms the baseline by 1.28%. Table 1 shows that almost of all classes improved the accuracy. Especially, the classes with large area such as road, building, bus were improved. This demonstrates that cooperative learning has a benefit to semantic segmentation.

The segmentation results by cooperative networks are shown in Figure 3. We see that our method can recognize the details of class such as road, truck and bus in comparison with baseline. Cooperative learning can use different feature maps for training. This improved the accuracy. However, multiple layer connection gave less performance than the same layer connection. We use the network using attention mechanism in this experiment. Attention emphasizes the important features at each layer for solving the task. Thus, those features may not be effective for sending to the other layers. This is because cooperative learning with multiple layer connection is worse than that with the same layer connection.

Similarly, the same layer connection is highest for PASCAL VOC dataset as shown in Table 2 while multiple layer connection gave low accuracy. As described previously, due to negative attention effect in multiple layer connection, it gave lower accuracy for both datasets. Thus, we consider that multiple layer connection does not give good effect when we use CNN with attention.

4.4 Evaluation using DeepLabv3+

The basic DeepLabv3+ is divided into an encoder part including ASPP and a decoder part. As shown in previous experiments, if separate stream network is used, we change the multiple layer connection
because we consider that mixing information in different streams will give bad influence for training. However, this network does not have separate stream or attention mechanism. Thus, we can use basic connection method. In the case of multiple layer connection, we send the feature maps from all top network layers to the bottom network.

4.4.1 Results

We show the results by cooperative learning of Deeplabv3+ in Table 1 and 2. Table 1 shows the results on the Cityscapes dataset and Table 2 shows the results on the PASCAL VOC dataset. Our method achieved better accuracy than single Deeplabv3+. We compare two connection methods in Table 1. Cooperative network with the same layer connection achieved 77.80% in mIoU which brings 0.5% improvement. Cooperative learning with multiple layer connection improved 1.04% in comparison with the baseline. In addition, we can improve the accuracy in almost of all classes. Our method is able to give a good effect.

Similarly, the accuracy of the proposed method was improved on the PASCAL VOC as shown in Table 2. Each connection gave more than 1% improvement. Cooperative network using Deeplabv3+ was able to improve accuracy on two datasets.

Our method can segment objects well in comparison with standard Deeplabv3+ on Cityscapes dataset in Figure 4. In this experiment, multiple layer connection is better than the same layer connection. This is because Deeplabv3+ is specialized to aggregate the features at multiple scales. Thus, we consider that multiple layer connection can obtain good performance in some feature aggregation networks.

4.5 Consideration

From above experiments, we confirmed that the cooperative learning improved the accuracy regardless of the types of baseline networks. For DANet, cooperative learning with the same layer connection gave higher accuracy than that with different layer connection. On the other hand, multiple layer connection gave higher accuracy for Deeplabv3+. From those results, the optimal connection method depends on baseline CNN. DANet used attention module to enhance the feature map. Therefore, the same layer connection can use important features at corresponding layer. On the other hand, different layer connection cannot use those features well at different layers.

In the case of Deeplabv3+, multi-scale information was aggregated using an encoder-decoder structure. Multiple layer connection can provide effective information from multiple layers. As a result, multiple layer connection got high accuracy because many information from different layers help Deeplabv3+ structure to get effective information. We consider that different layer connection is valid using a simple encoder-decoder structure network. If we use an attention module to enhance features map, cooperative learning with the same layer connection is effective.

In experiments, we compared the ensemble of networks as shown in Figure 2(a) with the proposed cooperative network. The proposed method with two kinds of connections is more accurate than the ensemble of two networks. The effectiveness of our cooperative network is demonstrated through two kinds of experiments.
5 CONCLUSIONS

In this paper, we proposed a cooperative learning for semantic segmentation that sends the feature maps of top network to the other network. Specifically, we evaluated our methods with two kinds of CNNs and two connection methods. As a result, the effectiveness of our method was demonstrated by experiments on two datasets. Cooperative learning with the same layer connection gave good performance for both networks. However, the improvement of multiple layer connection is small for DANet with attention mechanism. Connection method depends on baseline network structure. In this paper, we use two kinds of connection but many connection methods can be considered. This is a subject for future works.
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