Time Dependent Gaussian Equivalent Linearization of Duffing Oscillator Using Continuous Wavelet Transform
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Abstract: Evolutionary response analysis of Duffing oscillator using Gaussian equivalent linearization in wavelet based time-frequency framework is presented here. Cubic (i.e., odd type) non-linearity associated with stiffness and damping is modeled.

The goal of this research is to develop the mathematical model of an equivalent linear system which is applicable for different non-stationary input processes (i.e., either summation of amplitude modulated stationary orthogonal processes or digitally simulated non-stationary processes). The instantaneous parameters of the ELTVS (equivalent linear time varying system) are evaluated by minimizing the error between the displacements of non-linear and equivalent linear systems in wavelet domain. For this purpose, three different basis functions (i.e., Mexican Hat, Morlet and a modified form of Littlewood-Paley) are used. The unknown parameters (i.e., natural frequency and damping) of the ELTVS are optimized in stochastic least square sense. Numerical results are presented for different types of input to show the applicability and accuracy of the proposed wavelet based linearization technique.
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1. Introduction

Stochastic response characterization of both linear and nonlinear dynamical systems has remained an active area of research in the last few decades. While theories of stationary random vibration analysis of linear system are well developed \cite{1-3}, nonlinear random vibration analysis offers several challenges and hence remains on open area of research. Caughey \cite{4, 5} developed mathematical models for linear and nonlinear systems based on the theory of Markov processes. In these studies, the systems were subjected to white noise excitation and the response was evaluated by solving the FPK (Fokker-Planck-Kolmogrov) equation. Hammond \cite{6} used evolutionary spectral representation of a non-stationary process to study the response of a linear oscillator. Orabi \cite{7} developed nonstationary response analysis of nonlinear systems using the functional series expansion method. Recently, Cross et al. \cite{8} developed approximate solution for frequency response function of Duffing oscillator using FPK equations to model higher order resonance. Here, it may be mentioned that close-form solutions based on FPK equations are limited to certain class of input. For nonlinear systems, equivalent linearization is the most popular tool for response characterization.

In equivalent linearization, the nonlinear system is replaced by an equivalent linear system whose parameters are evaluated in stochastic least square sense \cite{9, 10}. Caughey \cite{11} developed approximate solution for weakly nonlinear systems using equivalent linearization. He considered nonlinearity associated with velocity and displacement. Iwan et al. \cite{12} used equivalent linearization to solve the response of nonlinear system under nonstationary excitations. Iyengar \cite{13} developed analytical model for the stochastic response of Duffing oscillator excited by white noise. A comprehensive review of statistical
linearization may be found in the book by Robert et al. [14]. Elishakoff et al. [15] and Elishakoff [16] suggested the use of both potential energy and complementary energy as the criteria for linearization. Sobiechowski et al. [17] derived expression response of Duffing oscillator when the input is non-Gaussian. Pradlwater [18] used local linearization coupled with Gaussian superposition to estimate the probability density function of a nonlinear system. Mickens [19] used combined equivalent linearization and perturbation technique to solve the response of nonlinear systems. Crandall [9] used non-Gaussian input for statistical linearization of Duffing oscillator and other oscillators. Roy et al. [20] generalized locally transversal linearization and developed multi step transversal linearization method for solving nonlinear oscillators. Lacquanti et al. [21] proposed probabilistic linearization based on FPK equations for nonlinear systems subjected to additive and multiplicative random excitations. Li et al. [22] used equivalent linearization based on equivalence of energy dissipated by two systems. In view of these models for random vibration analysis, it may be mentioned that conventional techniques often face difficulty to model both amplitude and frequency nonstationarity. For this purpose, wavelet based time-frequency analysis has gained popularity in the recent past. Basu et al. [23-26] and Chakraborty et al. [27] used wavelet based time-frequency analysis to evaluate the response of randomly excited linear and nonlinear systems. Wavelet transform has time localization property which makes it more suitable when the input has time varying amplitude and frequency content. Spanos et al. [28] used different wavelet basis functions to model the nonstationary process. From these studies, one may conclude that stochastic response analysis of nonlinear systems especially in the light of both amplitude and frequency nonstationary offers several challenges and needs further attention.

With this in view, present work aims to develop wavelet based equivalent linearization technique for a Duffing oscillator subjected to nonstationary random process. The time localization characteristics of the wavelet transform is proposed to be utilized to capture the fluctuation of amplitude and frequency content of the input signal to evaluate the instantaneous parameters of the time varying equivalent linear system.

2. Problem Formulations

In this paper, the Duffing oscillator shown in Fig. 1 is considered for evolutionary response analysis. The governing equation of motion is given by:

$$\ddot{x} + g(x, \dot{x}) = -\ddot{x}_g$$

(1)

The time function $\ddot{x}_g(t)$ in the above equation represents the nonstationary acceleration at the support. Function $g(x, \dot{x})$ in Eq. (1) is given by:

$$g(x, \dot{x}) = 2\eta\omega_n\dot{x} + \lambda_1\omega_n^3 + \omega_n^2\dot{x} + \lambda_2\omega_n^2$$

(2)

Parameters $\eta$ and $\omega_n$ are the damping ratio and undamped natural frequency of the linear system. Parameter $\lambda_1$ and $\lambda_2$ in Eq. (2) control the degree of nonlinearity. The nonlinear part of the stiffness and damping varies with the cubic power of the displacement and velocity, respectively. Using statistical linearization, the Duffing oscillator as described in Eq. (1) is replaced by an equivalent linear system whose governing equation is given by

$$\ddot{x} + 2\eta_{eq}\omega_{eq}\dot{x} + \omega_{eq}^2x = -\ddot{x}_g$$

(3)

In the above equation, $\eta_{eq}$ and $\omega_{eq}$ are the damping ratio and un-damped natural frequency of the equivalent

Fig. 1  Duffing oscillator.
linear system. For simplifying mathematical operations, a new parameter, \( \bar{\eta_{eq}} = \eta_{eq}\omega_{eq} \) is introduced. Hence the equation of motion for equivalent linear system takes the form:

\[
x + 2\bar{\eta_{eq}}x + \omega_{eq}^2 x = -\ddot{x}_g
\]

(4)

The unknown parameters in the above equation are evaluated in least square sense by minimizing the expected value of the square of the error between Eq. (1) and Eq. (4). However, as the input process is assumed to be non-stationary (whose exact mathematical model may or may not be known), the unknown parameters in Eq. (4) are bound to vary with time. In view of this non-stationary nature, the time-frequency localization characteristics of wavelet based signal processing is proposed to be utilized here to evaluate the unknown time varying parameters in Eq. (4).

2.1 Brief Overview of Continuous Wavelet Transform

Wavelet transform has been widely used for different applications of signal processing in the recent past. Plenty of books and literatures [1, 29, 30] are available that describe wavelet transform and its applications in details. Here, a brief overview of the wavelet transform is presented for continuity. Let \( f(t) \) be a square integrable function in \( L^2(R) \) (i.e., \( \int_{-\infty}^{\infty} |f(t)|^2 \, dt < \infty \)), then using continuous wavelet transform \( f(t) \) can be converted into two dimension with parameters “a” and “b”, which is given by:

\[
W_\psi(f)(a,b) = \int_{-\infty}^{\infty} f(t) \psi_\ast(a,b)(t) \, dt
\]

(5)

where, “\( \ast \)” denotes the complex conjugate and \( \psi_\ast(a,b)(t) \) is the dilated and time localized version of the mother wavelet \( \psi(t) \):

\[
\psi_\ast(a,b)(t) = \frac{1}{\sqrt{|a|}} \psi\left(\frac{t-b}{a}\right)
\]

(6)

Parameter “a” dilates the wavelet basis and provides frequency resolution while parameter “b” localizes it in time (i.e., around \( t = b \)). The original time signal \( f(t) \) can be traced back from the wavelet coefficients using the following relationship:

\[
f(t) = \frac{1}{2\pi C_\psi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{|a|^2} W_\psi(f)(a,b) \psi\left(\frac{t-b}{a}\right) \, \frac{da}{\sqrt{|a|}} \, db(7)
\]

Parameter \( C_\psi \) in the above equation is the admissibility criteria for \( \psi(t) \) to be a wavelet basis and is given by:

\[
C_\psi = \int_{-\infty}^{\infty} \left| \psi(\omega) \right|^2 \, d\omega < \infty
\]

(8)

In the above equation, \( \psi(\omega) \) is the Fourier transform of wavelet basis \( \psi(t) \). It may be noticed that parameters “a” and “b” are continuous. However, following discretization scheme is adopted for parameters “a” and “b” in the present study for the purpose of numerical analysis:

\[
\begin{align*}
& a_j = \sigma^j \\
& b_i = (i-1)\Delta b
\end{align*}
\]

(9)

It can be shown that the above discretization scheme reduces Eq. (7) to the following form:

\[
f(t) = \sum_j \sum_i \frac{K_{a_j,b_i}}{a_j} W_\psi(a_j,b_i) \psi\left(\frac{t-b_i}{a_j}\right)
\]

(10)

The constant “K” in Eq. (10) is given by:

\[
K = (\sigma^2 - 1) / 4\pi C_\psi \sigma
\]

(11)

In this context, selection of wavelet basis is an important step as it affects the frequency and time resolution of the wavelet transform. In this paper, three different basis functions are used to evaluate the wavelet coefficients in Eq. (5).

(1) Modified form of little-wood Paley basis function (MLP)

This basis function is constructed using the real part of the harmonic wavelet basis [1]. The time and frequency signature of this basis are given by:

\[
\begin{align*}
\psi(t) &= \frac{1}{\sqrt{\sigma}} \sin(\sigma \pi t) - \sin(\pi t) \\
\psi(\omega) &= \frac{1}{\sqrt{2(\sigma - 1)^2 \pi}} \pi \leq |\omega| \leq \sigma \pi
\end{align*}
\]

(12)

From the above expression, one can notice that \( \psi(\omega) \) has compact support in frequency domain;

(2) Mexican Hat basis function (Mex)

The time and frequency description of the Mexican Hat basis function is given by:

\[
\begin{align*}
\psi(t) &= \frac{2}{\sqrt{3} \sqrt[4]{\pi}} \left(1 - t^2\right) e^{-t^2/2} \\
\psi(\omega) &= \frac{2}{\sqrt{3} \sqrt[4]{\pi}} \left(\omega^2\right) e^{-\omega^2/2}
\end{align*}
\]

(13)

(3) Morlet basis function (Mor)
The time and frequency description of the Morlet basis function is given by:

\[
\psi(t) = e^{-\nu^2/2} \cos(\omega_c t) \\
\psi(\omega) = \frac{1}{2} \left( e^{-\omega^2/2} - e^{-(\omega - \omega_c)^2/2} \right) \tag{14}
\]

Parameter \(\omega_c\) in the above equation represents the central frequency of this basis and is assumed to be 5 rad/s throughout this paper.

### 2.2 Non-stationary Input in Wavelet Domain

In this paper, the support motion is modeled as amplitude modulated stationary process which is mathematically expressed as Refs. [31, 32]:

\[
\ddot{x}_g = \sum_{r=1}^{m} \int_{-\infty}^{\infty} A_r(\omega, t) e^{i\omega t} \; dG_r(\omega) \tag{15}
\]

where, \(A_r(\omega, t)\) represents the \(r^{th}\) amplitude modulation function dependent on time and frequency. In above equation, \(dG_r(\omega)\) presents the \(r^{th}\) orthogonal stationary Gaussian process which is given by:

\[
E[dG_r(\omega), dG_{r'}(\omega')] = S_{ff}(\omega) \delta(\omega - \omega') \tag{16}
\]

Taking wavelet transform of both sides of Eq. (15), it can be shown that wavelet coefficients of \(\ddot{x}_g(t)\) can be expressed as Ref. [28]:

\[
W_\psi \ddot{x}_g(a_j, b) = \sum_{r=1}^{m} \int_{-\infty}^{\infty} A_r(\omega, b) e^{i\omega b} \; dG_r(\omega) \tag{17}
\]

In Eq. (17), the frequency parameter has been discretized and hence \(a_j\) represents the \(j^{th}\) frequency scale while the time parameter “\(b\)” is kept continuous. It can be seen that the wavelet coefficients \(W_\psi \ddot{x}_g(a_j, b)\) at a scale \(a_j\) has a similar mathematical expression as that of \(\ddot{x}_g(t)\). The orthogonal process in wavelet domain can be shown as:

\[
E[d\ddot{G}_r(\omega), d\ddot{G}_{r'}(\omega')] = S_f(\omega) \delta(\omega - \omega') \tag{18}
\]

where, \(S_f(\omega) = 2\pi a_j |\Psi(\omega a_j)|^2 S_{ff}(\omega)\). In the above equation, \(\Psi(\omega a_j)\) represents the Fourier transform of the wavelet basis function at the \(j^{th}\) frequency scale \(a_j\).

In this study, two different examples of the input processes are considered. In the first example, the system is excited by an amplitude modulated stationary process. The amplitude modulation \(A(t)\) and the stationary processes \(S_f(\omega)\) are given by:

\[
A(t) = \sigma(e^{-it} - e^{-it}) \tag{19}
\]

\[
S_{ff}(\omega) = S_o \left[ \frac{4\eta_{eq}^2(\omega/\omega_p)^2}{1-(\omega/\omega_p)^2} + 4\eta_{eq}^2(\omega/\omega_p)^2 \right] \tag{20}
\]

In the second case, EL-Centro ground motion which is modeled as the summation of different amplitude modulated stationary orthogonal process is used. The envelop function and the power spectral density for the recorded EL-Centro ground motions as suggested by Conte et al. [33] is used in the analysis and is expressed as:

\[
A_r(t) = a_r(t - \zeta) e^{-\gamma_r(t - \zeta)} H(t - \zeta) \tag{21}
\]

\[
S_{ff}(\omega) = \frac{\nu_r}{2\pi} \left[ \frac{1}{2\nu_r^2 + (\omega - \eta_r)^2} + \frac{1}{2\nu_r^2 + (\omega - \eta_r)^2} \right] \tag{22}
\]

For brevity, the detailed description of the terms in Eqs. (21) and (22) are omitted here. The reader may refer to Conte et al. [33] for further details.

### 2.3 Wavelet Based Linearization

In this section, a LTVS (linear time varying system) is designed in wavelet domain in such a way that the error between the Duffing oscillator and the LTVS is minimized with respect to its parameters in stochastic sense. The first step in this process is to express the governing equations in wavelet domain. On transforming both sides of Eq. (1) in wavelet domain, one can show that:

\[
\frac{\partial^2}{\partial b^2} W_\psi x(a_j, b) + W_\psi g(a_j, b) = W_\psi \ddot{x}_g(a_j, b) \tag{23}
\]

Similarly, wavelet transforming both sides of Eq. (3) one gets:

\[
\frac{\partial^2}{\partial b^2} W_\psi x(a_j, b) + 2\eta_{eq} \frac{\partial}{\partial b} W_\psi x(a_j, b) + \omega_{eq}^2 W_\psi x(a_j, b) = W_\psi \ddot{x}_g(a_j, b) \tag{24}
\]

It can be seen that \(\omega_{eq}\) and \(\eta_{eq}\) are the unknowns in the above equation. The difference between Eqs. (23) and (24) represents the error. On taking expectation of the square of this error at \(i^{th}\) time instant and \(j^{th}\) scale, one can show that:

\[
E[e_i^2] = E[\{2\eta_{eq} W_\psi \ddot{x}_g(a_j, b_i) + \omega_{eq}^2 W_\psi x(a_j, b_i) - W_\psi g(a_j, b_i)\}^2] \tag{25}
\]

The gross error at \(i^{th}\) time instant (i.e., for all \(j\) in Eq. (25) is differentiated with respect to the unknown
parameters $\omega_{eq}^2$ and $\overline{\eta_{eq}}$ to form two simultaneous
equations which is given by:
\[ \frac{\partial}{\partial \omega_{eq}} \sum_{j} \frac{1}{a_{ij}} E[e_{ij}^2] = 0 \quad (26) \]
\[ \frac{\partial}{\partial \overline{\eta_{eq}}} \sum_{j} \frac{1}{a_{ij}} E[e_{ij}^2] = 0 \quad (27) \]

On simplifying above expression and applying properties of wavelet transform and Gaussian process, it can be proved that:
\[ \omega_{eq}^2 = \omega_n^2 \left[ 1 + 3 \lambda_2 \sum_{j} a_{ij} K E[\mathcal{W}_\phi x(\alpha_j, b_j)] \right] \quad (28) \]
\[ \overline{\eta_{eq}} = \eta \omega_n \left[ 1 + 3 \lambda_1 \sum_{j} a_{ij} K E[\mathcal{W}_\phi x(\alpha_j, b_j)] \right] \quad (29) \]

From Eqs. (28) and (29), it can be noticed that the solution for natural frequency and damping of the LTAV system need second moment of the displacement and velocity in wavelet domain. Therefore, to solve for the unknown parameters, the evolutionary response of the LTAV system is first modeled in wavelet domain. With this in view, the response $\mathcal{W}_\phi x(\alpha_j, b)$ from Eq. (24) in wavelet domain at scale $a_j$ may be written as:
\[ \mathcal{W}_\phi x(\alpha_j, b) = \int_0^b h(b - \tau) \mathcal{W}_\phi x(\alpha_j, \tau) d\tau \quad (30) \]

In the above equation, $h(\cdot)$ represents the impulse response function. Substituting Eq. (17) in Eq. (30) and simplifying, one can show that
\[ \mathcal{W}_\phi x(\alpha_j, b) = \sum_{r=1}^{n} 4 \pi a_j |A_r(b)|^2 \int_{-\infty}^{\infty} \mathcal{H}(\omega) |\Psi(\omega a_j)|^2 S_{ff}(\omega) d\omega \quad (31) \]

where, $M_r(\omega, b)$ is given by:
\[ M_r(\omega, b) = \int_0^b h(b - \tau) A_r(\omega, \tau) e^{i\omega \tau} d\tau \quad (32) \]

It is assumed that amplitude modulations in Eq. (15) are independent of frequency i.e., $A_r(\omega, t) = A_r(t)$. Moreover, it may be noticed that in Eq. (30), $A_r(\omega, t)$ is a slowly varying function of time as compared to $h(\cdot)$. Therefore, as the wavelet transform is localized around $t = b$, $A_r(\omega, \tau)$ may be approximated as $A_r(b)$ and may be considered constant. Therefore, $M_r(\omega, b)$ may be approximated as
\[ M_r(\omega, b) = - A_r(b) H(\omega) \quad (33) \]

where, $H(\omega)$ is the frequency response function of the LTAV and is given by:
\[ H(\omega) = \frac{1}{(\omega_{eq}^2 - \omega^2) + (2\eta_{eq}\omega_{eq}\omega)} \quad (34) \]

Substituting Eq. (33) in Eq. (31) and multiplying both sides of Eq. (31) by its complex conjugate, one can show that:
\[ E[\mathcal{W}_\phi x(\alpha_j, b)] = \sum_{r=1}^{n} 4 \pi a_j |A_r(b)|^2 \int_0^b \mathcal{H}(\omega) |\Psi(\omega a_j)|^2 S_{ff}(\omega) d\omega \quad (35) \]

On differentiating both sides of Eq. (31), it can be shown that:
\[ W_\phi \mathcal{W}_\phi x(\alpha_j, b) = \sum_{r=1}^{n} \frac{\partial}{\partial \omega} \int_{-\infty}^{\infty} M_r(\omega, b) e^{i\omega \tau} d\tau \quad (36) \]

Substituting the expression for $M_r(\omega, b)$ and performing differentiation using chain rule, one gets:
\[ W_\phi \mathcal{W}_\phi x(\alpha_j, b) = \sum_{r=1}^{n} \int_{-\infty}^{\infty} \frac{\partial}{\partial \omega} \mathcal{H}(\omega) |\Psi(\omega a_j)|^2 S_{ff}(\omega) d\omega \quad (37) \]

Again it may be noticed that as $A_r(b)$ is approximated as slowly varying function at around $t = b$, its time derivative i.e., $A_r(b)$ can be neglected. Therefore, considering the first term and multiplying Eq. (37) by its complex conjugate and taking the expectation, one can show that:
\[ E[\mathcal{W}_\phi x(\alpha_j, b)] = \sum_{r=1}^{n} 4 \pi a_j |A_r(b)|^2 \int_{-\infty}^{\infty} \mathcal{H}(\omega) |\Psi(\omega a_j)|^2 S_{ff}(\omega) d\omega \quad (38) \]

Now all the expressions required to evaluate $\omega_{eq}$ and $\overline{\eta_{eq}}$, from Eqs. (28) and (29), have been defined. Hence two error functions can be formulated as:
\[ \epsilon_{1,t} = \left[ \omega_{eq}^2 - \omega_n^2 \left[ 1 + 3 \lambda_2 \sum_{j} a_{ij} K E[\mathcal{W}_\phi x(\alpha_j, b_j)] \right] \right]^2 \quad (39) \]
\[ \epsilon_{2,t} = \left[ \overline{\eta_{eq}} - \eta \omega_n \left[ 1 + 3 \lambda_1 \sum_{j} a_{ij} K E[\mathcal{W}_\phi x(\alpha_j, b_j)] \right] \right]^2 \quad (40) \]

To find the parameters of the equivalent linear system, the two error functions will have to be minimized simultaneously. This can be done by defining a new error function which is the sum of squares of the original error functions:
\[ \mathcal{E} = \epsilon_{1,t}^2 + \epsilon_{2,t}^2 \quad (41) \]

To minimize the error function expressed in Eq. (41), in-built functions of optimization toolbox in MATLAB are used. When the natural frequency and damping of LTAV is calculated, then PSDF (power spectral density function) of the displacement of the nonlinear system may be evaluated using the following relation [28]:
\[ S_{xx}(\omega, b) = \sum_{j=1}^{n} a_j(b) |\Psi(\omega a_j)|^2 \]  \hspace{1cm} (42)

where, \( a_j(b) \) is evaluated from the following matrix equation at each time instant:

\[
\begin{bmatrix}
K_{1,1} & K_{1,2} & \cdots & K_{1,n} \\
K_{2,1} & K_{2,2} & \cdots & K_{2,n} \\
\vdots & \vdots & \ddots & \vdots \\
K_{n,1} & K_{n,2} & \cdots & K_{n,n}
\end{bmatrix}
\begin{bmatrix}
\alpha_1(b) \\
\alpha_2(b) \\
\vdots \\
\alpha_n(b)
\end{bmatrix}
= \begin{bmatrix}
E[W_0 f(a_1, b)^2] \\
E[W_0 f(a_2, b)^2] \\
\vdots \\
E[W_0 f(a_n, b)^2]
\end{bmatrix} \hspace{1cm} (43)

The coefficients of the above matrix can be evaluated from the wavelet basis function and are given by:

\[ K_{r,s} = 4\pi a_r \int_0^{\sigma} |\Psi(\omega a_s)|^2 |\Psi(\omega a_r)|^2 d\omega \]  \hspace{1cm} (44)

Finally, the higher order moments of the response of the Duffing oscillator may be evaluated once the displacement PSDF is calculated using Eq. (42).

3. Numerical Results and Discussion

In this section, numerical analysis of the wavelet base equivalent linearization of Duffing oscillator is carried out. Two different example cases are solved to study the accuracy of effectiveness of the proposed method. The parameters \( \lambda_1 \) and \( \lambda_2 \) in Eq. (2) are assumed to be 0.1 throughout this numerical study. In the first example, a single amplitude modulated stationary processes as discussed in Eqs. (19) and (20) is considered. The natural frequency and the damping, i.e., \( \omega_n \) and \( \eta_n \) of the input process as defined in Eq. (20) are assumed to be 12 rad/s and 0.4, respectively. The parameters of the envelop function in Eq. (19) (i.e., \( \alpha, \beta \) and \( \lambda \)) are 0.25, 0.5 and 4, respectively. For these set of values, the envelope function attains a peak value of 1 at 2.5 s. The natural frequency and critical damping ratio, i.e., \( \omega_n \) and \( \eta_n \) in Eq. (1) are assumed to be 40 rad/s and 5%, respectively. Using these values, wavelet based statistical linearization is performed to evaluate the time varying parameters of the equivalent linear system. Three different wavelet bases are used namely MLP, Mexhat and Morlet. The details of the parameters for these bases are listed in Table 1. Fig. 2 shows the instantaneous natural frequency and damping ratio of the equivalent LTVS. It may be noticed that the values of the equivalent parameters obtained from Eqs. (28) and (29) using three different bases match closely. Finally, the instantaneous normalized mean square values, i.e., \( E[x^2]/\sum E[x^2] \) of the equivalent LTVS are compared with simulation results.

A close match is observed between them which indicate that the accuracy of the proposed wavelet based model. In this context, 100 samples of the earthquake accelerogram are used for the simulation. The wavelet based linearization model is then further used to study the stochastic response of the Duffing oscillator. Fig. 3 shows the variation of peak mean square value for different \( \omega_n \). A close match between the wavelet results using different bases and the simulation is also observed in this case. Fig. 4 shows the instantaneous PSDF at 3.5 s and 7 s. It may be noticed that as the MLP basis has compact support in frequency domain, the PSDF obtained using this basis function shows band localization. Nevertheless, it matches with the results obtained using other basis functions, i.e., Mexhat and Morlet in mean sense.

In the second example, El-Centro ground motion is used, which is modeled by Eqs. (21) and (22). For the details of this model, one may refer to Ref. [33]. The El-Centro ground motion is modeled as summation of amplitude modulated stationary orthogonal processes. The details of the parameter of the twenty one different amplitude modulations and stationary processes are

| Basis function | \( \sigma \) | \( J \) |
|----------------|--------|--------|
| MLP            | 2\(^{1/4}\) | -15 to 6 |
| Mex. Hat       | 2      | -8 to 6 |
| Morlet         | 2\(^{1/2}\) | -9 to 5 |
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Fig. 2  Parameters of equivalent linear system for $\omega_n = 40$ rad/s and $\eta = 5\%$ under amplitude modulated stationary excitation: (a) $\omega_{eqi}$; (b) $\eta_{eqi}$; (c) normalized mean square value.

Fig. 3  Peak mean square value vs. $\omega_n$ for $\eta = 5\%$ for amplitude modulated stationary excitation.
given in Ref. [33]. The natural frequency and damping, i.e., \( \omega_n \) and \( \eta \) are assumed to be 40 rad/s and 10\%, respectively.

Fig. 5 shows the instantaneous values of the natural frequency and damping of the equivalent LTVS for three different basis functions. The values of the parameters in both the cases match close for different bases. Fig. 5c shows the instantaneous normalized mean square values of the equivalent LTVS using three bases and simulation and the wavelet results closely match with the simulation which, in turn, proves the accuracy of the proposed linearization scheme. Fig. 6 shows the peak mean square value of the response for different natural frequencies. It can be observed that at high frequency, the response evaluated by three different bases closely matches with simulation results. While at low frequency range, MLP basis function provides better results.

Fig. 7 shows instantaneous PSDF at 3.5 s and 7 s for different bases. Here also the MLP basis shows step like frequency localization as it has compact support in frequency. Nevertheless, the results match with each other in average sense. Finally, Figs. 8-10 show response PSDF evaluated using three different bases. From these figures, one may easily conclude that the proposed wavelet based linearization scheme successfully models the amplitude and frequency non-stationary nature of the response of the non-linear system. In this context, it may be noticed that results obtained using MLP and Morlet bases are similar as their peak values and frequency localization match closely.

Although the peak value of the PSDF obtained by this basis function matches with other two, the frequency localization is not distinct as compared to MLP and Morlet bases. Nevertheless, the area under the PSDF at different time (i.e., instantaneous mean square values) obtained by three different bases are same, which is also reflected in Figs. 5 and 6. All these results establish that the proposed model of the wavelet based statistical linearization can be adopted for the evolutionary response analysis of the Duffing oscillator.
Fig. 5  Parameters of equivalent linear system for $\omega_n = 40$ rad/s and $\eta = 5\%$ under El Centro excitations: (a) $\omega_{ei}$; (b) $\eta_{ei}$; (c) normalized mean square value.

Fig. 6  Peak mean square value vs. $\omega_n$ for $\eta = 10\%$ for El Centro excitations.

Fig. 7  PSDF of the LTVS for $\omega_n = 40$ rad/s and $\eta = 5\%$ for El Centro excitations: (a) $t = 3.5$ s; (b) at $t = 7$ s.
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Fig. 8  Displacement PSDF using LP basis function for $\omega_n = 40$ rad/s and $\eta = 10\%$ for El Centro excitations.

Fig. 9  Displacement PSDF using Morlet basis function for $\omega_n = 40$ rad/s and $\eta = 10\%$ for El Centro excitations.

Fig. 10  Displacement PSDF using Mexican Hat basis function for $\omega_n = 40$ rad/s and $\eta = 10\%$ for El Centro excitations.
4. Conclusions

The non-stationary response of a Duffing oscillator is evaluated using combined statistical linearization and continuous wavelet transform. As amplitude modulated stationary process is used at input, the parameters of the equivalent linear system vary with time. These parameters are evaluated by minimizing the mean square error between the displacements of the nonlinear system and the LTVS in wavelet domain. In this context, the input-output relation of a LTVS under non-stationary input is developed using time localization characteristics of wavelet transform, which is the uniqueness of the present work. The time-frequency analysis does not impose any restriction on the choice of the basis function. Three different basis functions are used to evaluate the displacement PSDF of the nonlinear system which matches closely with the simulation results. Moreover, as the linearization scheme is developed using the wavelet coefficients of the input process, the proposed linearization technique is applicable for either summation of amplitude modulated stationary orthogonal process or digitally simulated signals, which makes it more general. All these prove the efficiency and accuracy of the proposed wavelet based linearization to evaluate the stochastic response of the Duffing type oscillator.
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