FloodNet: A High Resolution Aerial Imagery Dataset for Post Flood Scene Understanding
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Abstract

Visual scene understanding is the core task in making any crucial decision in any computer vision system. Although popular computer vision datasets like Cityscapes, MS-COCO, PASCAL provide good benchmarks for several tasks (e.g. image classification, segmentation, object detection), these datasets are hardly suitable for post disaster damage assessments. On the other hand, existing natural disaster datasets include mainly satellite imagery which have low spatial resolution and a high revisit period. Therefore, they do not have a scope to provide quick and efficient damage assessment tasks. Unmanned Aerial Vehicle (UAV) can effortlessly access difficult places during any disaster and collect high resolution imagery that is required for aforementioned tasks of computer vision. To address these issues we present a high resolution UAV imagery, FloodNet, captured after the hurricane Harvey. This dataset demonstrates the post flooded damages of the affected areas. The images are labeled pixel-wise for semantic segmentation task and questions are produced for the task of visual question answering. FloodNet poses several challenges including detection of flooded roads and buildings and distinguishing between natural water and flooded water. With the advancement of deep learning algorithms, we can analyze the impact of any disaster which can make a precise understanding of the affected areas. In this paper, we compare and contrast the performances of baseline methods for image classification, semantic segmentation, and visual question answering on our dataset.

1. Introduction

Understanding of a visual scene from images has the potential to advance many decision support systems. The purpose of scene understanding is to classify the overall category of scene as well as constituting interrelationship among different object classes at both instance and pixel level. Recently, several datasets [19, 48, 23] have been presented to study different aspects of scenes by implementing many computer vision tasks. A major factor in success of most of the deep learning algorithms is the availability of large-scale dataset. Publicly available ground imagery datasets such as ImageNet[19], Microsoft COCO[48], PASCAL VOC[23], Cityscapes[15] accelerate the advanced development of current deep neural networks, but the annotation of aerial imagery is scarce and more tedious to obtain.

Aerial scene understanding dataset are helpful for urban management, city planning, infrastructure maintenance, damage assessment after natural disasters, and high definition (HD) maps for self-driving cars. Existing aerial datasets, however, are limited mainly to classification [29, 44] or semantic segmentation [29, 60] of few individual classes such as roads or buildings. Moreover, all of these datasets are collected in normal conditions and computer vision algorithms are mainly developed for normal looking objects. Most of these datasets do not address the unique challenges in understanding post disaster scenarios as a task for disaster damage assessment. For quick response and recovery in large scale after a natural disaster such as hurricane, wildfire, and extreme flooding access to aerial images are critically important for the response team. To fill this gap we present FloodNet dataset associated with three different computer vision tasks namely classification, semantic segmentation, and visual question answering.
Although several datasets [8, 7, 30, 66] are provided for post disaster damage assessments, they have numerous issues to tackle. Most of those datasets contain satellite images and images collected from social media. Satellite images are low in resolution and captured from high altitude. They are affected from several noises including clouds and smokes. Moreover, deploying satellites and collecting images from these are costly. On the other hand, images posted on social media are noisy and not scalable for deep learning models. To address this issues, our dataset, FloodNet, provides high resolution images taken from low altitude. These characteristics of FloodNet brings more clarity to scenes and thus help deep learning models in making more accurate decisions regarding post disaster damage assessment. In addition, most of tasks considering natural disaster datasets are restricted to mainly classification and object detection. Our dataset offers advanced computer vision challenges namely semantic segmentation and visual question answering besides classification. All these three computer vision tasks can provide assistance in complete understanding of a scene and help rescue team to manage their operation efficiently during emergencies. Figure 1 shows sample annotations offered by FloodNet.

Our contribution is two folds. First we introduce a high resolution UAV imagery named FloodNet for post disaster damage assessment. Secondly, we compare the performance of several classification, semantic segmentation and visual question answering on our dataset. To the best of our knowledge, this is the first VQA work focused on UAV imagery for any disaster damage assessment.

The reminder of this paper is organized as follows: it begins with highlighting the existing datasets for natural disaster, semantic segmentation, and visual question answering in section 2. Next, section 3 describes the FloodNet dataset including its collection and annotation process. Section 4 describes the experimental setups for all three aforementioned tasks along with complete result analysis of corresponding tasks. Finally section 5 summarizes the results including conclusion and future works.

2. Related Works

In this section we provide an overview of datasets designed for natural disasters damage analysis, followed by a survey of techniques targeting aerial and satellite image classification, segmentation, and VQA.

2.1. Datasets

Natural disaster dataset can be initially classified into two classes: A) Non-imaging dataset (text, tweets, social media post) [35, 58] and B) Imaging datasets [60, 29, 12]. Based on the image capture position existing imaging natural disaster datasets can be further classified into three classes: B1) Ground-level images [54], B2) Satellite imagery [12, 29, 22, 17, 14, 60], and B3) Aerial imagery [44, 78, 25]. Recently several datasets have been introduced by researchers for natural disaster damage assessment. Nguyen et al. proposed an extension of AIDR system [53] to collect data from social media in [54]. AIST Build-
## Table 1. A brief summary of existing datasets.

| Dataset                  | Types of Images | UAV imagery | Post Disaster | Resolution of Images | Classification | Semantic Segmentation | VQA |
|--------------------------|-----------------|-------------|---------------|----------------------|----------------|-----------------------|-----|
| ImageNet [19]            | Real-world images | No          | No            | average 400 x 350    | ✓              | ✓                     | ✓   |
| Cityscapes [36]          | Real-world images | No          | No            | 1280 x 760          | ✓              | ✓                     | ✓   |
| DAQUAR [51]              | Real-world images | No          | No            | 640 x 400           | ✓              | ✓                     | ✓   |
| COCO-QA [27]             | Real-world images | No          | No            | 640 x 400           | ✓              | ✓                     | ✓   |
| COCO-VQA [27]            | Real-world images, abstract cartoon images | No | No | 640 x 400 | ✓ | ✓ | ✓ |
| Visual Genome [30]       | Real-world images | No          | No            | varies in size       | ✓              | ✓                     | ✓   |
| Visual/W [1]             | Real-world images | No          | No            | varies in size       | ✓              | ✓                     | ✓   |
| IDULX [17]               | Real-world images | No          | No            | varies in size       | ✓              | ✓                     | ✓   |
| CLEVR [56]               | Geometrical Shape | No          | No            | 320 x 240 (in default settings) | ✓ | ✓ | ✓ |
| PATHVQA [74]             | Medical images   | No          | No            | varies in size       | ✓              | ✓                     | ✓   |
| VQA-MED [1]              | Medical images   | No          | No            | varies in size       | ✓              | ✓                     | ✓   |
| Nguyen et al. [53]       | Post Disaster Images | No         | Yes           | varies in size       | ✓              | ✓                     | ✓   |
| ABCD [25]                | Pre and Post Disaster Images | No | Yes | varies in size | ✓ | ✓ | ✓ |
| SpaceNet + Deepglobe [22] | Pre and Post Disaster Images | No | Yes | varies in size | ✓ | ✓ | ✓ |
| Chen et al. [13]         | Post Disaster Images | No         | Yes           | varies in size       | ✓              | ✓                     | ✓   |
| OSCD [17]                | Urban Change Images | No | No | varies in size | ✓ | ✓ | ✓ |
| IMOW [14]                | Pre and Post Disaster Images | No | Yes | varies in size | ✓ | ✓ | ✓ |
| AIDER [44]               | Post Disaster Images | Yes | Yes | varies in size | ✓ | ✓ | ✓ |
| Rudner et al. [60]       | Post Disaster Images | No         | Yes           | varies in size       | ✓              | ✓                     | ✓   |
| ISBDA [78]               | Pre and Post Disaster Images | No | Yes | varies in size | ✓ | ✓ | ✓ |
| FloodNet (Ours)          | Post Disaster Images | Yes        | Yes           | 4000 x 3000         | ✓              | ✓                     | ✓   |

A comparative study among different disaster and non disaster datasets is shown in Table 1. As you can see in Table 1, our dataset is the only high resulting UAV dataset collected after a hurricane which contains all computer vision tasks including classification, semantic segmentation, and VQA. Although several pre- and post-disaster datasets have been proposed over the years, these datasets are primary satellite imageries. Satellite imageries, including those with high resolution, do not provide enough details about the post disaster scenes which are necessary to distinguish among different damage categories of different objects. On the other hand the primary source of the ground-level imageries is social media [54]. These imageries lack geo location tags [78] and suffers from data scarcity for deep learning training [66]. Although some aerial datasets [44, 78] are prepared using UAVs, these datasets lack low altitude high resolution images. AIDER [44] dataset collected images from different sources for image classification task and contains far more examples of normal cases rather than damaged objects; therefore lacks consistency and generalization. ISBDA [78] provides only building instance detection capability rather than inclusion of other damaged objects and computer vision tasks like semantic segmentation and VQA. To address all these issues, FloodNet includes low altitude high resolution post disaster images annotated for classification, semantic segmentation, and VQA. FloodNet provides more details about the scenarios which help to estimate the post disaster damage assessment more accurately.

### 2.2. Algorithms

Here we review the related algorithms and some of their applications in disaster damage assessment.

#### 2.2.1 Classification

The utility of Deep Neural Networks was realized when they achieved high accuracy in categorizing images into different classes. This was given a boost mainly by AlexNet [43] which achieved state-of-the-art performance on the ImageNet [20] dataset in 2012. As this is arguably the most primitive computer vision task, a lot of networks were proposed subsequently which could perform classification on public datasets such as CIFAR[42, 41], MNIST[47], and FashionMNIST [67].

This led to a rise in networks such as [63], [32], [64], [13], [34] etc., where the network architectures were exper-
multisensor, and multitemporal satellite imagery and flood area detection. Rudner et al. fuse multiresolution, to perform semantic segmentation on UAV images for maximal impact due to natural disaster. Rahnemoonfar et al. present a densely connected recurrent neural network in [21] on satellite images to detect changes in the structure of various man-made features, and thus detect areas of maximal impact due to natural disaster. Rahmemoonfar et al. present a densely connected recurrent neural network in [56] to perform semantic segmentation on UAV images for flooded area detection. Rudner et al. use multiresolution, multisensor, and multitemporal satellite imagery and propose a novel approach named Multi3Net in [60] for rapid segmentation of flooded buildings. Gupta et al. propose a DeepLabv3 [10] and DeepLabv3+ [11] inspired RescueNet in [31] for joint building segmentation and damage classification. All these proposed methods address the semantic segmentation of specific object classes like river, buildings, and roads rather than complete scene post disaster scenes.

Above mentioned state-of-art semantic segmentation models have been primarily applied on ground based imagery [15, 52]. In contrast we apply three state-of-art semantic segmentation networks on our proposed FloodNet dataset. We adopt one encoder-decoder based network named ENet [55], one pyramid pooling module based network PSPNet [74], and the last network model DeepLabv3+ [11] employs both encoder-decoder and pyramid pooling based module.

### 2.2.3 Visual Question Answering

Many researchers proposed several datasets and methods for Visual Question Answering task. However, there are no such datasets apt for training and evaluating VQA algorithms regarding disaster damage assessment tasks.

To find the right answer, VQA systems need to model the question and image (visual content). Substantial research efforts have been made on the VQA task based on real natural and medical imagery in the computer vision and natural language processing communities [4, 69, 38, 27] using deep learning-based multimodal methods [50, 68, 26, 3, 70, 72, 6, 39, 71]. In these methods, different approaches for the fine-grained fusion between semantic features of image and question have been proposed. Most of the recent VQA algorithms have trained on natural image based datasets such as DAQUAR[62], COCO-VQA [4], Visual Genome[40], Visual7W [79]. In addition Path-VQA [33] and VQA-MED [2] are medical images for which VQA algorithms have trained on. In this work, we present FloodNet dataset to build and test VQA algorithms that can be implemented during natural emergencies. To the best of our knowledge, this is the first VQA dataset focused on UAV imagery for disaster damage assessment. To evaluate the performances of existing VQA algorithms we have implemented baseline models, Stacked Attention network[69], and MFB with Co-Attention[71] network on our dataset.

### 3. The FloodNet Dataset

The data is collected with small UAV platform, DJI Mavic Pro quadcopters, after Hurricane Harvey. Hurricane Harvey made landfall near Texas and Louisiana on August, 2017, as a Category 4 hurricane. The Harvey dataset consists of video and imagery taken from several flights conducted between August 30 - September 04, 2017, at Ford Bend County in Texas and other directly impacted areas. The dataset is unique for two reasons. One is fidelity: it con-
tains imagery from sUAV taken during the response phase by emergency responders, thus the data reflects what is the state of the practice and can be reasonable expected to be collected during a disaster. Second: it is the only known database of sUAV imagery for disasters. Note that there are other existing databases of imagery from unmanned and manned aerial assets collected during disasters, such as National Guard Predators or Civil Air Patrol, but those are larger, fixed-wing assets that operate above the 400 feet AGL (Above Ground Level), limitation of sUAV. All flights were flown at 200 feet AGL, as compared to manned assets which normally fly at 500 feet AGL or higher. Such images are very high in resolution, making them unique compared to other data sets for natural disasters. The post-flooded damages to affected areas are demonstrated in all the images. There are several objects (e.g. construction, road) and related attributes (e.g. state of an object such as flooded or non-flooded after Hurricane Harvey) represented by these images. For the preparation of this dataset for semantic segmentation and visual question answering, these attributes are considered.

### 3.1. Annotation Tasks

After natural disasters, the response team first need to identify the affected neighborhoods such as flooded neighborhoods (classification tasks). Then on each neighborhood they need to identify flooded buildings and roads (semantic segmentation) so the rescue team can be sent to affected areas. Furthermore, damage assessment after any natural calamities done by querying about the changes in object’s condition so they can allocate the right resources. Based on these needs and with the help of response and rescue team, we defined classification, semantic segmentation and VQA tasks. In total 3200 images have been annotated with 9 classes which include building-flooded, building-non-flooded, road-flooded, road-non-flooded, water, tree, vehicle, pool, and grass. A buildings is classified as flooded when at least one side of a building is touching the flood water. Although we have classes created for flooded buildings and roads, to distinguish between natural water and flood water, “water” class has been created which represents any natural water body like river and lake. For the classification task, each image is classified either “flooded” or “non-flooded”. If more than 30% area of an image is occupied by flood water then that area is classified as flooded, otherwise non-flooded. Number of images and instances corresponding to different classes are shown in Table 2. Our images are quite dense. On average, it take about one hour to annotate each image. To ensure high quality, we performed the annotation process iteratively with a two-level quality check over each class. The images are annotated on V7 Darwin platform [1] for classification and semantic segmentation. We split the dataset into training, validation, and test sets with 70% for training and 30% for validation and testing. The training, validation, and testing sets for all the three tasks will be publicly available.

### 3.2. VQA task

To provide VQA framework, we focus on generating questions related to the building, road, and entire image as a whole for our FloodNet dataset. By asking questions related to these object we can assess the damages and understand the situation very precisely. Attribute associated with aforementioned objects can be identified from the Table 2. For the FloodNet-VQA dataset, ~ 11,000 question-image pairs are considered while training VQA networks. All the questions are created manually. Each image has an average of 3.5 questions. Each of the questions is designed to provide answers which are connected to the local and global regions of images. In Figure 1, some sample questions-answer pairs are presented from our dataset.

#### 3.2.1 Types of Question

Questions are divided into a three-way question group, namely “Simple Counting”, “Complex Counting”, and “Condition Recognition”. In the Figure 2, distribution of the question pattern based on the first words of the questions is given. All of the questions start with a word belongs to the set {How, Is, What}. Maximum length of question is 11.

In the Simple Counting problem, we ask about an object’s frequency of presence (mainly building) in an image, regardless of the attribute (e.g. How many buildings are in the images?). Both flooded and non-flooded buildings can appear in a picture in several cases (e.g. bottom image from Figure 1).

The question type Complex Counting is specifically intended to count the number of a particular building attribute (e.g. How many flooded / non-flooded buildings are in the images?) We’re interested in counting only the flooded or non-flooded buildings from this type of query. In comparison to simple counting, a high-level understanding of the

| Object Class            | Images | Instances |
|-------------------------|--------|-----------|
| Building-flooded        | 275    | 3573      |
| Building-non-flooded    | 1272   | 5373      |
| Road-flooded            | 335    | 649       |
| Road-non-flooded        | 1725   | 3135      |
| Vehicle                 | 1105   | 6058      |
| Pool                    | 676    | 1421      |
| Tree                    | 2507   | 25889     |
| Water                   | 1262   | 1784      |

After natural disasters, the response team first need to identify the affected neighborhoods such as flooded neighborhoods (classification tasks). Then on each neighborhood they need to identify flooded buildings and roads (semantic segmentation) so the rescue team can be sent to affected areas. Furthermore, damage assessment after any natural calamities done by querying about the changes in object’s condition so they can allocate the right resources. Based on these needs and with the help of response and rescue team, we defined classification, semantic segmentation and VQA tasks. In total 3200 images have been annotated with 9 classes which include building-flooded, building-non-flooded, road-flooded, road-non-flooded, water, tree, vehicle, pool, and grass. A buildings is classified as flooded when at least one side of a building is touching the flood water. Although we have classes created for flooded buildings and roads, to distinguish between natural water and flood water, “water” class has been created which represents any natural water body like river and lake. For the classification task, each image is classified either “flooded” or “non-flooded”. If more than 30% area of an image is occupied by flood water then that area is classified as flooded, otherwise non-flooded. Number of images and instances corresponding to different classes are shown in Table 2. Our images are quite dense. On average, it take about one hour to annotate each image. To ensure high quality, we performed the annotation process iteratively with a two-level quality check over each class. The images are annotated on V7 Darwin platform [1] for classification and semantic segmentation. We split the dataset into training, validation, and test sets with 70% for training and 30% for validation and testing. The training, validation, and testing sets for all the three tasks will be publicly available.
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#### 3.2.1 Types of Question

Questions are divided into a three-way question group, namely “Simple Counting”, “Complex Counting”, and “Condition Recognition”. In the Figure 2, distribution of the question pattern based on the first words of the questions is given. All of the questions start with a word belongs to the set {How, Is, What}. Maximum length of question is 11.

In the Simple Counting problem, we ask about an object’s frequency of presence (mainly building) in an image, regardless of the attribute (e.g. How many buildings are in the images?). Both flooded and non-flooded buildings can appear in a picture in several cases (e.g. bottom image from Figure 1).

The question type Complex Counting is specifically intended to count the number of a particular building attribute (e.g. How many flooded / non-flooded buildings are in the images?) We’re interested in counting only the flooded or non-flooded buildings from this type of query. In comparison to simple counting, a high-level understanding of the
the scene is important for answering this type of question. This type of question also starts with the word “How”.

Condition Recognition questions investigate the condition of the entire image as a whole or the road. This type of question is divided into three sub-categories. One category deals with the condition of road by asking questions such as “What is the condition of the road?” Second one seeks the condition of the entire image by asking questions like “What is the overall condition of the entire image?”. “Yes/No” type question is categorised as the third sub-category of the Condition Recognition. “Is the road flooded?”, “Is the road non-flooded” are some of the examples from this sub-category. Starting word for this type of question is either “Is” or “What”.

3.2.2 Types of Answer

| Question Type            | Possible Answer                                |
|--------------------------|-----------------------------------------------|
| Simple Counting          | {1, 2, 3, 4, …}                               |
| Complex Counting         | {1, 2, 3, 4, …}                               |
| Condition of Road        | Flooded, Non-Flooded, Flooded & Non-Flooded   |
| Condition of Entire Image| Flooded, Non-Flooded                          |
| Yes/No-Type Question     | Yes, No                                       |

Both flooded and non-flooded buildings can exist in any image. For complex counting problem, we only count either the flooded or non-flooded buildings from a given image-question pair. Roads are also annotated as flooded or non-flooded. Second image from the Figure 1 depicts both flooded and non-flooded roads. Thus, the answer for the question like “What is condition of road?” for this kind of images will be both ‘flooded and non-flooded’. Furthermore, entire image may be graded as flooded or non-flooded. Table 3 refers to the possible answers for three types of questions and from Figure 2, we can see the possible answer distribution for different types of question. Most frequent answers for counting problem, in general, are ‘4, 3, 2, 1’ whereas ‘27, 30, 41, 40’ are the less frequent answers. For Condition Recognition problem, ‘non-flooded, yes’ are the most common answers.

4. Experiments

To understand the usability of these images for flood detection, we majorly carry out three tasks, which are Image Classification, Semantic Segmentation, and Visual Question Answering (VQA). We begin with classifying the FloodNet data into Flooded and Non-Flooded images, then we detect specific regions of flooded buildings, flooded roads, vehicles etc. through semantic segmentation networks. Finally, we carry out VQA on this dataset. For all of our tasks, we use NVIDIA GeForce RTX 2080 Ti GPU with an Intel Core i9 processor.

For image classification, we used three state-of-the-art networks i.e. InceptionNetv3 [65], ResNet50 [32], and Xception [13] as base models to classify the images into Flooded and Non-Flooded categories. These networks have significantly contributed to the field of Computer Vision by introducing a unique design element, such as the residual blocks in ResNet, the multi-scale architecture in InceptionNet and depthwise separable convolutions in Xception. For our classification task, the output from these base models was followed by a Global Average Pooling Layer, a fully connected layer with 1024 neurons having Relu Activation, and finally by two neurons with Softmax activation. We
initialized our networks with ImageNet [20] weights and trained them for 30 epochs, with 20 steps for every epoch, using binary cross entropy loss.

For semantic segmentation, we implemented three methods, i.e. PSPNet [74], ENet [55], and DeepLabv3+ [11]; and evaluate their performance on FloodNet dataset. For implementing PSPNet, ResNet101 was used as backbone. We used “poly” learning rate with base learning rate 0.0001. Momentum, weight decay, power, and weight of the auxiliary loss were set to 0.9, 0.0001, 0.9, and 0.4 respectively. For ENet we used 0.0005 and 0.1 for learning rate and learning rate decay respectively. Weight decay was set to 0.0002. Similarly for DeepLabv3+ we used poly learning rate with base learning rate 0.01. We set weight decay to 0.0001 and momentum to 0.9. For image augmentation we used random shuffling, scaling, flipping, and random rotation which helped the models avoid overfitting. From different experiments it was proved that larger “crop size” and “batch size” improve the performance of the models. During training, we resized the images to $713 \times 713$ since large crop size is useful for the high resolution images. For semantic segmentation evaluation metric we used mean IoU (mIoU).

For Visual Question Answering, simple baselines (concatenation/element-wise product of image and text features) and Multimodal Factorized Bilinear (MFB) with co-attention [71], Stacked Attention Network [69] have been considered for this study. All of these models are configured according to our dataset. For image and question feature extraction, respectively, VGGNet (VGG 16) and Two-Layer LSTM are taken into account. Feature vector from last pooling layer of the VGGNet and 1024-D vector from the last word of Two-Layer LSTM are considered as the image and question vectors respectively. Dataset is split into training, validation and testing data. All the images are resized to $224 \times 224$ and questions are tokenized. By considering cross-entropy loss, all the models are optimized by stochastic gradient descent (SGD) with batch size 16. In the training phase, models are validated by validation dataset via early stopping criterion with patience 30.

4.1. Image Classification Analysis

The classification accuracies of the three networks are shown in Table 6. From this table, it can be seen that the highest performance on the test set was given by ResNet. The residual architecture of ResNet has successfully helped in classifying the test images into Flooded and Non-Flooded, as compared to the other networks. Even though Xception and InceptionNet have a much wider architecture and show higher classification accuracy on ImageNet data, this is not the case for FloodNet dataset.
Therefore, networks which give high accuracy on everyday images such as those of ImageNet cannot be used to detect image features from aerial datasets which contain more complex urban and natural scenes. Thus, there is a need to design separate novel architectures which can effectively detect urban disasters.

Table 6. Classification accuracy of three state-of-the-art networks on FloodNet dataset

| Method                        | Data Type | Overall Accuracy | Counting Problem Accuracy for 'Simple Counting' | Counting Problem Accuracy for 'Complex Counting' | Condition Recognition Accuracy for 'Yes/No' | Condition Recognition Accuracy for 'Entire Image Condition' | Condition Recognition Accuracy for 'Road Condition' |
|-------------------------------|-----------|-----------------|-----------------------------------------------|-----------------------------------------------|---------------------------------------------|----------------------------------------------------------|-------------------------------------------------|
| Concatenation of Features [77]| Validation| 0.41            | 0.04                                          | 0.03                                          | 0.017                                       | 0.86                                                     | 0.9                                               |
|                               | Testing   | 0.42            | 0.04                                          | 0.03                                          | 0.17                                        | 0.86                                                     | 0.9                                               |
| Element-wise Multiplication of Features [4] | Validation | 0.09            | 0.28                                          | 0.27                                          | 0.86                                        | 0.96                                                     | 0.97                                              |
|                               | Testing   | 0.68            | 0.45                                          | 0.21                                          | 0.84                                        | 0.96                                                     | 0.97                                              |
| SAN [69]                      | Validation| 0.63            | 0.34                                          | 0.28                                          | 0.51                                        | 0.95                                                     | 0.97                                              |
|                               | Testing   | 0.63            | 0.26                                          | 0.24                                          | 0.84                                        | 0.94                                                     | 0.97                                              |
| MFB with Co-Attention [71]    | Validation| 0.72            | 0.31                                          | 0.28                                          | 0.98                                        | 0.96                                                     | 0.97                                              |
|                               | Testing   | 0.73            | 0.29                                          | 0.26                                          | 0.99                                        | 0.97                                                     | 0.99                                              |

4.2. Semantic Segmentation Performance Analysis

Semantic segmentation results of ENet, DeepLabv3+, and PSPNet are presented in Table 4. From the segmentation experiment it is evident that detecting small objects like vehicles and pools are the most difficult tasks for the segmentation networks. Then flooded buildings and roads are the next challenging tasks for all three models. Among all of the segmentation models, PSPNet performs best in all classes. It is interesting to note that although DeepLabv3+ and PSPNet collect global contextual information, still their performance on detecting flooded building and flooded roads are still low, since distinguishing between flooded and non-flooded objects heavily depend on respective contexts of the classes.

4.3. Visual Question Answering Performance Analysis

From the Table 5, we can identify that counting problem (simple and complex) is very challenging compare to task of condition recognition. Many objects are very small which makes it very difficult even for human to count. Accuracy for 'Condition Recognition' category is high. This is because it is not difficult to recognize the condition of whole images as well as roads as they are pictured in a larger ratio given the overall size of an image. MFB with co-attention [71] outperforms all the other methods for all types of question.

5. Discussion and Conclusion

In this paper, we introduce the FloodNet dataset for post natural disaster damage assessment. We describe the dataset collection procedure along with different features and statistics. The UAV images provide high resolution and low altitude dataset specially significant for performing computer vision tasks. The dataset is annotated for classification, semantic segmentation, and VQA. We perform three computer vision tasks including image classification, semantic segmentation, and visual question answering and in-depth analysis have been provided for all three tasks.

Although UAVs are cost effective and prompt solution during any post natural disaster damage assessment, several challenges have been posed by FloodNet dataset collected using UAVs. Among all the existing classes, vehicles and pools are the smallest in shape and therefore would be difficult for any network models to detect them. Segmentation results from Table 4 supports the task difficulty in identifying small objects like vehicles and pools. Besides detecting flooded building is another prime challenge. Since UAV images only include top view of a building, it is very difficult to estimate how much damages are done on that building. Segmentation models do not perform well in detecting flooded buildings. Similarly flooded roads pose challenge in distinguishing them from non-flooded roads and results from segmentation models prove that. Most importantly distinguishing between flooded and non-flooded roads and buildings depends on their corresponding contexts and current state-of-art models are still lacking good performance in computer vision tasks performed on FloodNet. To the best of our knowledge this is the first time where these three crucial computer vision tasks have been addressed in a post natural disaster dataset together. The experiments of the dataset show great challenges and we strongly hope that FloodNet will motivate and support the development of more sophisticated models for deeper semantic understanding and post disaster damage assessment.
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