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Abstract—Graph convolutional networks (GCNs) have been the predominant methods in skeleton-based human action recognition, including human-human interaction recognition. However, when dealing with interaction sequences, current GCN-based methods simply split the two-person skeleton into two discrete graphs and perform graph convolution separately as done for single-person action classification. Such operations ignore rich interactive information and hinder effective spatial inter-body relationship modeling. To overcome the above shortcoming, we introduce a novel unified two-person graph to represent inter-body and intra-body correlations between joints. Experimental results show accuracy improvements in recognizing both interactions and individual actions when utilizing the proposed two-person graph topology. In addition, several graph labeling strategies are designed to supervise the model to learn discriminant spatial-temporal interactive features. Finally, we propose a two-person graph convolutional network (2P-GCN). Our model outperforms state-of-the-art methods on four benchmarks of three interaction datasets: SBU, interaction subsets of NTU-RGB+D and NTU-RGB+D 120.
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I. INTRODUCTION

HUMAN-HUMAN interaction recognition is an increasingly important task in computer vision, which aims at identifying two-person interactive activities from videos and mainly benefits content-based retrieval, video surveillance, and human-robot interaction [1]. Conventional solutions to activity detection and classification often consist of video processing techniques and machine learning approaches [2]. Compared to regular RGB videos, the skeleton representation, which depicts the human body as 3D key-point coordinates, is computationally less expensive and is more robust against occlusions and background changes. Moreover, body key-point capturing devices [3] and pose estimation algorithms [4], [5] provide economical ways to obtain accurate joint coordinates. Therefore, skeleton-based action recognition has been extensively studied in recent years [6], [7], [8], [9], [10], [11].

Despite significant progress in general skeleton-based action recognition, it remains difficult to extract skeleton data of multiple people from videos and recognize their interactions [2], [12]. This paper focuses on a simple yet essential landmark, skeleton-based human-human interaction recognition.

Existing skeleton-based interaction recognition methods can be categorized into two groups: traditional approaches and deep learning models. Traditional methods [6], [13], [14], [15] mostly start with specified prior knowledge and utilize typical hand-crafted feature representations. These methods often use the support vector machine (SVM) to classify transformed vectors. More recent solutions [11], [16], [17], [18], [19] use a recurrent neural network (RNN) or convolution neural network (CNN) to extract information from joint coordinates, motion patterns, or features processed using hand-crafted techniques. These models cannot directly process non-Euclidean skeleton data. Therefore, they often need specific preprocessing for target datasets to address the lack of effective spatial modeling.

Recently, graph convolutional networks have been introduced in skeleton-based action recognition. Numerous studies [10], [20], [21], [22], [23], [24], [25] have shown the advantage of GCN in extracting spatial features from graph-structured skeleton data. However, when handling interaction sequences, most GCN-based methods simply split two-person skeletons apart in each frame and consider them two isolated individuals [10], [20], [22], [23], [25]. Crucial interactive information might be lost under this processing.

In this work, we introduce a novel two-person graph to represent human-human interactions. As shown in Fig. 1, in each frame, an interaction sequence is represented by a two-person graph as a whole. The relational adjacency matrix of the two-person graph can simultaneously depict the intra-body correlations which are far away in the physical skeleton graph and inter-body relations between two people’s joints. To effectively model these intra-body and inter-body dependencies, a series of graph edge labeling strategies are introduced to denote how these edges are connected and their correlation strength. With the proposed two-person graph structure, GCN can extract spatial inter-body and intra-body features within a single graph convolution operation.

Furthermore, the two-person graph can convey more information and has good scalability. If there is only one person...
in the scene, a two-person graph could be more informative than a single-person graph. For instance, to reflect individual actions that are part of interactions (e.g., making phone calls), one can create a mirrored skeleton as an imagined second person. Experimental results show that the two-person graph representation also improves the classification accuracy of individuals. In addition, a two-person graph can be easily generalized to multi-person scenarios. To better describe group activities like football games, we can further increase the graph scale and build a multi-person graph that captures all the people we are interested in. In experiments, we apply the proposed two-person graph topology in several GCNs [10], [20], [22], [26] and notice significant accuracy improvements to their respective baselines. Besides, the proposed two-person graph does not increase computation costs and model parameters compared to two stacked single-person graphs. Thus, the two-person graph representation is an ideal substitution for the commonly used single-person graph.

Based on the two-person graph, we design a two-person graph convolution block (2P-GCB) and propose 2P-GCN for skeleton-based interaction recognition. Experiments conducted on three public human-human interaction datasets [6], [8], [27] show that the proposed 2P-GCN outperforms existing skeleton-based interaction recognition approaches.

Our contributions can be summarized as follows.

- We introduce the two-person graph as a substitution for the commonly-used single-person graph to represent human interactions. Our two-person graph unifies the notation of inter-body and intra-body correlations. We conduct experiments under several GCNs. For all evaluated models, the two-person graph obtains higher accuracy than their respective baselines on all benchmark datasets.
- We design a series of edge labeling strategies and develop 2P-GCB based on the two-person graph. The 2P-GCB is comprised of a two-person spatial graph convolutional layer, a multi-scale temporal convolutional layer, and a spatial-temporal part attention module. Our 2P-GCB enables GCN to learn discriminant spatial-temporal interactive information from two-person interactions.
- We propose 2P-GCN for skeleton-based interaction recognition. We evaluate our model on the interaction subset of NTU-RGB-D [8] and NTU-RGB-D 120 [27]. Our model achieves state-of-the-art performances on all four benchmarks.

II. RELATED WORK

A. Traditional Human Interaction Recognition

Human interaction recognition is a subtopic of action recognition. Many action recognition datasets [8], [27], [28], [29] contain both individual actions and multi-person interactions. Most previous studies [6], [13], [14], [15] were based on hand-crafted features acquired from videos. They often chose a particular descriptor and then applied SVM to classify the extracted feature vectors. These methods can be divided into local feature approaches, which rely on detecting informative points in the video, and template-based approaches, which consider regions corresponding to a person’s body parts [12]. More recent work [16], [17], [18] constructed a CNN- or RNN-based end-to-end network to extract features and perform classification, or combined deep learning models with handcrafted techniques. RGB videos are sensitive to irrelevant factors such as camera motion, background changes, lightness, and occlusions. Therefore, RGB-based methods often require additional preprocessing and higher computing resources.

For higher accuracy and robustness, features should be invariant to camera viewpoints and background environments. Therefore, some researchers focused on skeleton data. Yun et al. [6] derived interaction features from the geometric relations among different joints, including intra-body, inter-body, inter-frame, and intra-frame. Then, an SVM was adopted for the classification. Ji et al. [15] calculated the spatial-temporal joint features of eight interactive body parts named poselets. After removing the redundant information by employing contrast miming, a dictionary was generated based on these features. Wu et al. [30] used sparse-group LASSO to select factors to deal with real-time interaction detection tasks automatically. Nguyen [31] proposed a two-person interaction representation based on the Riemannian geometry of the underlying manifolds. They represented a 3D skeleton sequence by a set of symmetric positive definite matrices and introduced a neural network GeomNet for action classification problems. Perez et al. [11] proposed a relational reasoning network to learn from 3D coordinates of pair-wise joints and perform classification based on inferred relations.

Traditional interaction recognition methods are often weak in effectively modeling spatial intra-body dependencies, motion patterns, and interactive features within a single model. Therefore, they may not obtain competitive results on large-scale datasets.

B. GCN-Based Human Interaction Recognition

Spatial-based GCN models [20], [22], [23], [25] have been the predominant approaches in skeleton-based action recognition. Most GCNs follow the feature aggregation rule of [32] and the graph convolution formulation of [10]. When dealing with interaction actions, conventional GCN-based models
often consider only one key skeleton or split two-person skeletons into two separate ones.

Several GCN-based methods have attempted to model the interactive features [24], [33], [34], [35]. Yang et al. [33] introduced a pairwise graph by manually adding inter-body links to the isolated two-person graph. Then, they adopted pairwise graph convolution to learn the interactive relation between two bodies. Li et al. [34] developed a shared knowledge-given graph and dynamically inferred knowledge-learned graphs to capture the relations between inter-body joints explicitly. These two graphs and the skeletal graph are with three parallel branches in the spatial graph convolution block. Zhu et al. [24] adopted a GCN with separate graphs but explicitly modeled the interactive features. They proposed inter-body graph convolution with a dynamic relational adjacency matrix to capture interaction and conducted it as a parallel operation of intra-body graph convolution. Gao et al. [35] designed attention-driven modules to capture two-person spatial interactive relationships with dynamic attention encoding. They considered the two-person skeletons as a whole and proposed the attention mechanism in both IAE-GCN and IAE-TCN for better spatial and temporal modeling. 

In [34] and [24], the inter-body and intra-body graph convolution are performed separately. These networks are designed to learn interactive information explicitly; however, they are still based on a single-person graph topology and follow the formula of single-person graph convolution. Therefore, current GCN-based interaction recognition methods often lead to a complex network structure and weak scalability. Compared to the aforementioned GCNs, our method is based on two-person graph topology and attempts to construct a more generic and effective graph representation of interactive skeletons.

III. METHOD

A. Two-Person Graph

In skeleton representation, we use $N$ joints and several bones to denote a person’s body. For one person in each frame, the skeleton can be represented as a spatial graph $G = (\mathcal{V}, \mathcal{E}, \mathcal{X})$, where $\mathcal{V} = \{v_i\}_{i=1}^N$ is the vertex set of $N$ joints, and $\mathcal{E} = \{e_{ij}\}_{i,j=1}^{N}$ is the edge set. Undirected edge $e_{ij} \in \mathcal{E}$ represents the bone connection between $v_i$ and $v_j$. The relational adjacency matrix $\mathbf{A} \in \mathbb{R}^{N \times N}$ denotes all edges and its element $a_{ij}$ denotes the correlation strength of $e_{ij}$. $\mathcal{X} \in \mathbb{R}^{C \times T \times N}$ is the $C$-channel feature map of a sequence in $T$ frames, typically the 3D joint coordinates.

For multi-person interactions, a skeleton sequence is represented as $\mathcal{X} \in \mathbb{R}^{C \times T \times N}$, where $M$ is the number of people in the scene. In this work, $M = 2$. Most previous studies split the $M$ persons apart and generated only one topology-shared single-person graph [10] or $M$ single-person graphs [24] for each sequence. In contrast, we consider the two people as a whole and organize the input skeleton data as $\mathcal{X} \in \mathbb{R}^{C \times T \times 2N}$ to model the inter- and intra-body connections with a single adjacency matrix $\mathbf{A} \in \mathbb{R}^{2N \times 2N}$.

In the physical world, a two-person skeleton is a fixed and disconnected graph with two components representing two bodies. To better capture the interactive information between faraway joints in the physical skeleton graph, we introduce two types of edges: 1) intra-body connections, including the virtual edges between joints of the same person. 2) inter-body connections, which link joints from two different bodies. These connections enable us to model the dependencies of interactive joints explicitly. In practice, these two types of virtual edges and the physical skeletal edges are incorporated into a two-person graph, as illustrated in Fig. 1.

B. Edge Labeling Strategies

We have discussed the three types of edges in the two-person graph. Note that the strategy for labeling the inter-body and intra-body edges can be defined arbitrarily and may dramatically influence the model performance. Therefore, in order to find out a suitable graph representation, we explore several labeling strategies based on the two-person graph.

1) Physical Labeling: Physical labeling reflects the natural connection of the human body, which is the baseline strategy for our two-person graph. In addition, we manually add one edge between two body centers to keep the whole graph connected.

2) Pairwise Labeling: Yang et al. [33] developed pairwise links in a two-person graph. This labeling strategy links every corresponding joint among the two-person skeletons (e.g. person A’s left hand to person B’s left hand). With pairwise edges, the GCN model can explicitly extract interactive correlations between inter-body joint pairs.

3) Interactive Labeling: In interactive labeling, we only connect joints that tend to interact more frequently. In particular, we construct (1) two edges of the pairwise inter-body links between both hands and (2) two edges of the intra-body connections between one’s left hand to right hand. Unlike pairwise labeling, interactive labeling would be more effective as it satisfies graph sparsity by filtering out less relevant correlations. In experiments, pairwise labeling and interactive labeling are integrated with the edges denoted by physical labeling.

4) Geometric Labeling: The above labeling strategies construct a fixed graph based on our prior knowledge. If $v_i$ connects to $v_j$, then in adjacency matrix $\mathbf{A}$, $a_{ij} = 1$. 

---

Fig. 2. A brief visualization of different graph scales and edge labeling strategies. (a)-(c) are graph scales that decide the number of joint nodes and the number of graphs created for a sequence. The first person is in blue while the second person is in orange. (d)-(g) are labeling strategies, which depict the edges of the two-person graph.
In contrast, current GCNs mostly adopt a dynamically inferred topology for a single-person graph and assign different weights for different edges. In multi-person scenarios, interaction occurs more frequently and could hide crucial information for recognition. Therefore, inspired by [22] and [26], we utilize the spatial relationship as a metric of interaction. The edge strength is defined by the distance of joints in the 3D Euclidean space. The correlation between two joints is measured as

\[ a_{ij} = \delta(x_i, x_j) = \frac{1}{T} \sum_t \exp\left(-\frac{||x_i^t - x_j^t||^2}{C}\right) \]  

(1)

where \( a_{ij} \) is the element of adjacency matrix \( A \) and corresponds to the relation of joint \( i \) and joint \( j \). \( x_i^t \in \mathbb{R}^C \) is a \( C \)-dimensional feature vector of the \( i \) in \( \{1, \ldots, 2N\} \) th joint in frame \( t \in \{1, \ldots, T\} \). We briefly visualize these labeling strategies in Fig. 2.

5) Adaptive Labeling: Recent GCN-based methods [20], [23], [36] designed specialized modules to infer an adaptive graph topology. To examine whether the adaptive graph structure still works under a two-person graph, we introduce two adaptive labeling strategies which have been evaluated to be effective under a single-person graph topology.

- (1) AAGC [36]. In AAGC, the graph topology is dynamically learned and updated during training. (2) CTRGC [23] proposes a channel-wise topology refinement module to generate channel-specified adaptive graph topologies. It was proved to have stronger representation capability than the previous graph structures.

Yan et al. [10] proposed three graph partitioning strategies under a single-person physical graph. As for comparison, the partitioning strategy assigns neighbor nodes into different subsets based on a given graph; while the labeling strategy defines edges in the graph and their weights.

C. 2P-GCN

We propose the two-person graph convolutional network for interaction recognition. First, the network architecture is demonstrated. Then, the detailed implementations of the two-person spatial graph convolution (SGC) layer, multi-scale temporal convolution network (TCN), and spatial-temporal part attention (ST-PartAtt) module are discussed in order.

Current start-of-the-art methods usually apply multi-stream architecture, consisting of several identical GCN streams, to process different input data (e.g., joints, bones, motions) and fuse the prediction score at the last stage. Multi-stream fusion is an effective method to improve the model performance [20], [23], [24]. However, the model parameters and computational costs grow linearly as the number of input modalities. Therefore, a multi-stream model often leads to higher complexity. Owing to this, following [22] and [25], we construct four input branches—joint, bone, joint motion, and bone motion—each of which contains a few blocks. Detailed information on how we obtain each of these data types is in Sec. III-D. Then, we fuse them in the middle of the network by concatenating the results from all branches. With this architecture, our model can retain rich information from different inputs but has significantly lower complexity than the aforementioned multi-stream solutions.

According to Yan et al. [10], the spatial graph convolution (SGC) is operated as

\[ f_{out}(v_i) = \sum_{v_j \in B(v_i)} \frac{1}{Z_i(v_j)} f_{in}(v_j) \cdot w(l_i(v_j)) \]  

(2)

where \( f_{in}() \) and \( f_{out}() \) are input and output features of the corresponding joints, \( v_i \) is the \( i \)-th joint node, \( B(v_i) \) is the neighbor set of \( v_i \), the label function \( l_i : B(v_i) \rightarrow \{0, \ldots, K-1\} \) maps a neighbor node to one of \( K \) subsets, \( w \) is the weighting function, and \( Z_i(v_j) \) is introduced to balance the contributions of different subsets.

In [10], the maximum graph sampling distance \( D \) is set to 1, which decides the number of nodes in \( B(v_i) \). In this paper, we increase \( D \) to 2 as the graph scale is doubled and maintain the number of subsets \( K = 3 \) unchanged. Accordingly, we adopt the distance partitioning strategy in [10], where \( l_i(v_j) = d(v_i, v_j) \) and \( d() \) is the graphic distance metric function. With the adjacency matrix \( A \), Eq. 2 is implemented as

\[ f_{out} = \sum_{d=0}^{D} \Lambda_d \Lambda_d^\dagger f_{in} W_d \]  

(3)

where \( f_{in} \) and \( f_{out} \) are the input and output feature maps, \( \Lambda_d \) denotes the \( d \)-hop joint pairs in a two-person graph defined by one labeling strategy, \( \Lambda_d \) is introduced to normalize \( \Lambda_d \), and the learnable parameter \( W_d \) is introduced as edge importance weighting.

In the temporal domain, we propose a four-branch multi-scale temporal convolution network to extract temporal motion features in consecutive frames. As shown in the top-middle of Fig. 3, each branch contains one \( 1 \times 1 \) bottleneck block for channel reduction, one BatchNorm, and one ReLU layer, followed by a \( 3 \times 1 \) convolutional layer with different dilations in the first two branches and a max-pooling layer in the third branch. With the two-person SGC layer and the multi-scale TCN layer, our network can extract and accumulate spatial and temporal interactive features simultaneously.

The attention mechanism is widely used in sequence modeling tasks. Inspired by [22], [26], we design a spatio-temporal attention block, named ST-Part Attention module. The whole procedure is illustrated in Fig. 4. Each human body has been divided into \( P = 5 \) functional parts: both hands, both legs, and the torso. We first average the input feature map in the frame and part levels. Then, we concatenate the obtained feature vectors and feed them into a fully-connected layer, compressing them to a \( C/r \times (2P + T) \) vector. Next, we adopt two fully-connected layers to obtain frame-wise and part-wise attention scores. Finally, we multiply these two attention scores and calculate the final spatial-temporal part attention map. In comparison, Part-Att [22] adopts global average pooling and produces a time-invariant attention map for each body part, while ST-Joint Att [26] generates an attention map for each joint in each frame. Since the heavy computation for calculating the \( T \times M \times N \) attention matrix for all joints when
In the preprocessing phase, for joint motion, bone motion, and joint data, respectively. In the concatenation, respectively.

\[ \mathbf{X} \in \mathbb{R}^{C \times T \times N} \]

where \( C, T, N \) denote the numbers of input channels, frames, and joints, respectively. \( \mathbf{X} \) is for part-level average pooling. \( \odot, \odot, \odot \) represent the matrix production, element-wise production, and concatenation, respectively. \( M \) is large, we propose ST-Part Attention as a lighter and more robust implementation.

**D. Data Pre-Processing and Symmetry Processing**

High-performance methods in general action recognition [20], [23], [25] usually propose a multi-stream network with various forms of input data. We follow these pre-processing ideas [22], [25] and create four input features: joint data, bone data, joint motion, and bone motion.

A raw sample in the dataset is a skeleton sequence represented as \( \mathcal{X} = \mathbb{R}^{C \times T \times 2N} \), where \( C, T, N \) denote the input coordinates, frames, and joints, respectively. In the preprocessing phase, for joint \( i \in [1, \ldots, 2N] \) at frame \( t \in [1, \ldots, T] \), we expand the input data to \( 2C \) channels in each of the following branches. (1) **Joint**. The joint data are the concatenation of the raw skeleton \( \mathcal{X}_i^{\text{joint}} \) in the first \( C \) dimensions and the relative coordinates of each person to the body center \( \mathcal{X}_i^{\text{joint}, \text{rel}} \) in the last \( C \) dimensions. (2) **Bone**. The bone vectors and angles between each bone to the coordinate axes form the bone features. The first \( C \) dimensions \( \mathbf{I}_i \in \mathbb{R}^C \) is the bone vector pointing from joint \( i \) toward its adjacent node that is closer to the body center. The bone angles of joint \( i \) at time \( t \) are calculated by

\[
\Theta_{i,c}^{\text{joint}} = \arccos \frac{\mathbf{I}_{i,c}^t}{||\mathbf{I}_i^t||^2} \quad (4)
\]

where \( c \in \{x, y, z\} \) denotes the 3D coordinates for \( C = 3 \) and \( c \in \{x, y\} \) for \( C = 2 \). (3) **Joint motion**. The joint motion data include the velocities \( \mathbf{v}_{\text{joint}} \) and accelerations \( \mathbf{a}_{\text{joint}} \). As in Eq. 5, the velocity of joint \( i \) at frame \( t \) is the movement relative to itself in the previous frame, and the acceleration is the difference between the velocities in two adjacent frames.

\[
\mathbf{v}_{\text{joint}}^{i,t} = \mathcal{X}_i^{\text{joint}, \text{vel}}^{t-1}, t \in [2, \ldots, T] \\
\mathbf{a}_{\text{joint}}^{i,t} = \mathbf{v}_{\text{joint}}^{i,t} - \mathbf{v}_{\text{joint}}^{i,t-1}, t \in [2, \ldots, T] \quad (5)
\]

In particular, \( \mathbf{v}_{\text{joint}}^{i,1} = \mathbf{a}_{\text{joint}}^{i,1} = \mathcal{X}_i^{\text{joint}, \text{vel}} \). (4) **Bone motion**. Bone motion is defined similarly to joint motion, with the only difference being that the input data are bone vectors instead of joint coordinates.

To summarize, we augment the input feature of each type \( \mathcal{X} = \mathbb{R}^{C \times T \times 2N} \) to a \( 2C \times T \times 2N \)-dimensional tensor. Then, we design four identical input branches and feed the four input feature maps into them, respectively. Afterward, we concatenate the output features of all four branches at a middle stage in our network and apply one main branch to process the fused features.

Besides, we notice that some interactions are not symmetric. For instance, shaking hands can be considered a symmetric action, where the roles of two individuals in the interaction activity are similar and interchangeable. However, interactions...
like kicking are not symmetric, as they always involve one subject and one object. During our experiments, we find that the order of placing each person in a multi-person graph considerably influences the model’s accuracy. We propose two interpretations: the distribution imbalance caused by the train/test split of the dataset, or the inherent asymmetry of some interactions.

To address this issue, we develop two solutions by reducing the high intra-class variation caused by the order of people. The first solution is based on the first hypothesis, in which we randomly swap two people’s order in the two-person graph when we transform the original data \( C \times T \times 2 \times N \) to \( C \times T \times 2N \) tensor. The second solution is called symmetry processing. For each sample in the dataset, we create a reflected sequence by swapping two people’s joint labels, i.e., we generate \( C \times T \times 2 \times 2N \) tensor instead of creating only one graph for each sample. When feeding into the network, we follow the idea of single-person GCN methods and split the 2-person skeletons into two samples. For example, suppose A and B represent two individuals with the first \( N \) joints and the last \( N \) joints, respectively. For a sample in the dataset “A is kicking B”, we produce two sequences in the pre-processing phase, the original sequence “A is kicking B” and a reflected ‘B is kicking A’. This operation is briefly explained in Figure 2-(c).

IV. Experiments

A. Datasets

1) SBU Kinect Interactions: [6] is a two-person skeleton interaction recognition dataset, containing eight human-human interaction actions (pushing, kicking, approaching, departing, punching, hugging, exchanging objects, and shaking hands). The SBU dataset has 282 short sequences, lasting 2-3 s each, involving seven participants pairing up to 21 permutations. In each frame, 3D coordinates of 15 skeleton joints for each candidate are provided. We follow the 5-fold cross-validation evaluation defined by the authors and report the average accuracy.

2) NTU-RGB+D and NTU-Interaction: NTU-RGB+D [8] is a general action recognition dataset containing both individual actions and two-person interactions. The full NTU-RGB+D dataset includes over 56,000 sequences, covering 60 action classes (11 of them are interactions). For interaction recognition, we only utilize the mutual interaction subset named NTU-Interaction, which is one of the largest skeleton interaction datasets up to now. NTU-Interaction contains 10,347 samples in 11 interactions. In each frame, 3D coordinates of 50 joints for two actors are given. The authors proposed two widely-used benchmarks, and we follow them on NTU-Interaction. (1) Cross-Subject (X-Sub) divides the samples into training set (7,319 samples) and test set (3,028 samples) by subject id. (2) Cross-View (X-View) takes the camera ID as the criteria, in which samples taken by cameras 2 and 3 are used for training (6,889 samples), and samples of camera 1 are reserved for testing (3,458 samples).

3) NTU-RGB+D 120 and NTU120-Interaction: [27] is the extended version of NTU-RGB+D. NTU-RGB+D 120 expands NTU-RGB+D by adding another 57,367 samples of 60 novel action classes; 26 of the 120 classes are interactions. Similarly, we select the mutual action subset denoted as NTU120-Interaction and follow the two recommended benchmarks: cross subject (X-Sub120) and cross setup (X-Set120). X-Sub120 takes 13,072 samples as the training set and 11,660 samples as the test set. In contrast, X-Set120 divides the samples by camera configurations: distance and height of the cameras. In X-Set120, the training set and test set have 11,864 and 12,868 samples, respectively.

B. Implementation Details

1) Pre-Processing: As discussed in section III-D, the input features are formatted as \( f_{in} \in \mathbb{R}^{2C \times T \times 2N} \), where \( C = 3 \) for 3D skeleton data. We resize each sample in NTU-Interaction to \( T = 64 \) frames following [23]. For SBU, we set \( T = 100 \) and padding zeros after sequences less than \( T \) frames.

2) Model Configurations: In input branches, the input-output channels for the three blocks are 6-64, 64-64, 64-32. In the main branch, the channels for the six blocks are 128-128, 128-128, 128-256, 256-256, 256-256. We utilize standard 3 \( \times \) 1 temporal convolution for the first block in the input branches. The batch size for training and testing is set to 16. We train our model for 65 epochs and use a warm-up strategy [37] at the first 5 epochs for stable training. The learning rate is initialized to 0.1 and decays with a cosine scheduler after the 5th epoch. In addition, we choose cross-entropy as the loss function and employ an SGD optimizer with Nesterov momentum of 0.9, weight decay of 0.0002. All the experiments are conducted on one NVIDIA GeForce RTX 3090 GPU.

C. Ablation Study for Interaction Recognition

1) Graph Scale: We first evaluate the effectiveness of our two-person graph representation for interaction recognition. The graph scale \( (M, N) \) decides the number of graph nodes for each sample, where \( M \) is the number of graphs created for each sample, and \( N \) is the number of nodes in each
graph. We compare the classification accuracies of our model under four graph scale configurations. (1) Baseline: The input two-person sequences are split into two separate skeletons and share the same single-person skeletal graph topology, as most GCNs are adopted. (2) Mutual: Our two-person graph is adopted. (3) Random Swap: We randomly swap two people’s relative order in the two-person graph. (4) Symmetry: This configuration enhances the input data by creating an additional reflected sequence for each sample. The baseline is under a single-person graph, while configs 2-4 are based on the two-person graph with different processing techniques in Section III-D. We present the results in the top rows of Table I, where we have the following observations. First, the accuracy of our two-person graph significantly exceeds the baseline by over 1% but has equal parameters and FLOPs. This result shows that our two-person graph has the advantage of the existing single-person graph representation in interaction recognition. Second, symmetry processing outperforms the vanilla two-person graph, which shows that symmetry processing can significantly improve performance and address the inherent asymmetry introduced by the two-person graph.

2) Network Module: We compare the results of our model with those of two different temporal convolutional layers and three attention modules in the middle rows of Table I. Our model with Multi-scale TCN and with ST-Part Attention block has higher accuracy and lower or equal parameters than other candidates. This result proves the effectiveness and robustness of our model.

3) Multi-Branch Input Data: We feed four types of input data into four input branches and fuse them in the early stage. To examine the necessity of each input branch, we present the experimental results with different input combinations under the mutual graph scale (1, 50). As shown in the bottom rows of Table I, our model with all four input branches obtains the highest accuracy. As the number of branches increases, the accuracy improves but the computational costs (FLOPs) and parameters do not increase significantly. These results demonstrate that all four input data sets are informative for interaction recognition, and our model can effectively accumulate crucial information from these inputs.

4) Graph Labeling Strategy: We compare our model’s accuracy with those of different graph labeling strategies, as shown in Table II. In geometric labeling, we average the input sequences of each batch and filter out correlations that are <0.3 for better graph sparsity. In Table II, we have the following observations: (1) A fully connected graph obtains the lowest accuracy, which shows that the skeletal structure is essential for classification. (2) Interactive labeling obtains higher performance than pairwise labeling and physical labeling. These results prove the effectiveness of inter-body links and imply the importance of graph sparsity. (4) The introduced AAGC and CTRGC both dramatically reduce the accuracy, which indicates that the dynamic topology of a two-person graph does not work as the single-person scenario. (5) Geometric labeling obtains the highest accuracy, showing that our model can effectively integrate intra-body and interactive information with a carefully designed graph structure.

D. Effectiveness of the Two-Person Graph Representation

To examine the effectiveness of the proposed two-person graph representation for convincing results, we evaluate several GCN models with our two-person graph. For each GCN, we only modify the graph scale to our two-person graph and keep other parameters and setups unchanged. As shown in Table III, all these GCNs with the two-person graph (with mutual suffix) obtain better performance than the original baseline. These results further prove the effectiveness and generalizability of our two-person graph in interaction recognition.

Furthermore, the idea of two-person graph representation is compatible with single-person inputs. The above experimental results show that our two-person graph retains the interactive information without additional computation costs. In addition, in order to investigate whether the two-person graph topology still works in general action recognition, we present the model performance of ST-GCN [10] and Pa-ResGCN-B19 [22] on the NTU-RGB+D full dataset in Table IV. When adopting a two-person graph with symmetry processing, ST-GCN gains significant improvement, and the accuracy of ResGCN still
TABLE V
COMPARISON WITH SOTA METHODS ON NTU-INTERACTION AND NTU120-INTERACTION
DATASET IN ACCURACY (%), FLOPS AND PARAMETER NUMBER

| Method            | Conf./Jour. | NTU-Interaction | NTU120-Interaction | FLOPs | # Param. |
|-------------------|-------------|-----------------|--------------------|-------|----------|
| ST-LSTM* [38]     | TPAMI17     | 83.00           | 87.30              | -     | -        |
| GCA-LSTM* [39]    | CVPR17      | 85.90           | 89.00              | -     | -        |
| 2S-GCA-LSTM [40]  | TIP17       | 87.20           | 89.90              | -     | -        |
| ST-GCN-PAM [33]   | ICIP20      | -               | 83.28              | -     | -        |
| DR-GCN [24]       | PR21        | 93.68           | 94.09              | 85.36 | 84.49    |
| GeomNet [31]      | ICCV21      | 93.62           | 96.32              | -     | -        |
| K-GCN [34]        | NEUROCOMP21 | 93.70           | 96.80              | -     | -        |
| 2S-DRAGCN [24]    | PR21        | 94.68           | 97.19              | 90.56 | 90.43    |
| LSTM-IRN [11]     | TMM22       | 90.50           | 93.50              | 77.70 | 79.60    |
| AIGNCN [35]       | IMC22       | 93.49           | 97.22              | 87.80 | 87.96    |
| 2s-AIGNCN [35]    | IMC22       | 95.34           | 98.00              | 90.71 | 90.65    |

Fig. 5. Accuracy comparison of each action class between ST-GCN baseline and ST-GCN with our two person graph on X-Sub120 benchmark of NTU-RGB+D 120 dataset. Actions of number 50-60, 106-120 are interactions.

E. Comparison With SOTA Methods

1) SBU: We compare the average accuracy of our best results on the 5-fold cross-validation with state-of-the-art results on SBU. We mainly compare our model with existing interaction recognition methods. As shown in Table VI, the accuracy of our model is close to those obtained by SOTA methods. Note that SBU is a dataset containing only 282 samples. This experiment shows that our model can achieve promising results on a small dataset.

2) NTU-Interaction and NTU120-Interaction: Table V shows the comparison with the state-of-the-art methods. We compare 2P-GCN with two types of models. The first group consists of predominant methods in interaction recognition. Most of them are RNN-based methods [11], [38], [40], [44] or GCN-based methods [24], [33], [34], [35]. These methods have been evaluated on NTU-Interactions, so the results of the first group are reported in the corresponding papers. The second group includes GCN-based methods in general skeleton-based action recognition [10], [20], [22], [23], [26], [41]. They originally experimented on the full NTU-RGB+D dataset. We produce these results on NTU-Interaction and NTU120-Interaction using the code published by their authors with other settings unchanged. For skeleton-based interaction recognition, our model outperforms current state-of-the-art method 2S-AIGCN [24] by 1.71%, 0.80%, 2.76%, and 3.08% on 4 benchmarks, respectively. Moreover, 2P-GCN is also superior to the existing state-of-the-art method CTR-GCN [23] in skeleton-based general action recognition.

TABLE VI
COMPARISONS OF AVERAGE ACCURACY (%) WITH SOTA METHODS ON SBU INTERACTIONS

| Method            | Accuracy  |
|-------------------|-----------|
| ST-LSTM [38]      | 93.30     |
| IRN_inter+intra [11] | 96.10    |
| K-GCN [34]        | 97.20     |
| LSTM-IRN_inter+intra [11] | 98.20 |
| VA-fusion [42]    | 98.30     |
| HCN [43]          | 98.60     |
| PJD+FCCGC [19]    | 96.80     |
| GeomNet [31]      | 96.33     |
| DR-GCN [24]       | 99.06     |
| AIGNCN [35]       | 99.10     |
| 2P-GCN (Ours)     | 98.90     |

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
Moreover, the proposed 2P-GCN brings a significant improvement in complexity with only 1.47M parameters and 3.74G FLOPs for a larger graph scale and four input branches.

V. Conclusion

This paper proposes a two-person graph convolutional network for skeleton-based interaction recognition. First, we introduce our two-person graph as a substitution for the isolated single-person graph to represent human-human interactions. Further, we design a two-person graph convolution block, which can effectively extract features of intra-body and inter-body interactions. When adopting our two-person graph topology, experiments showed significant accuracy improvement in both single-person and interaction actions for all tested GCNs. Experimental results on three datasets show that the proposed model obtains state-of-the-art performances. In the future, we will extend the proposed two-person graph to human-object interaction and group activity recognition and explore a generic representation of human actions.
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