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Abstract—Integer-forcing (IF) precoding is an alternative to linear precoding for multi-user (MU) multiple-input-multiple-output (MIMO) channels, with the potential to offer superior performance at a similar complexity. In this letter, a low-complexity suboptimal method is proposed to optimize the parameters of an IF scheme for any number of \( K \) users. The proposed method involves solving a relaxation of the problem followed by the application of a lattice reduction algorithm and is shown to have an overall complexity of \( O(K^3) \). Simulation results show that the proposed method achieves a higher sum rate than a heuristic choice of parameters and significantly outperforms conventional linear precoding in all simulated scenarios.

Index Terms—Multi-user MIMO, downlink channel, linear precoding, integer-forcing.

I. INTRODUCTION

Precoding techniques are often used in order to mitigate user interference in multi-user (MU) multiple-input-multiple-output (MIMO) downlink channels [1]. Linear precoding methods, such as zero-forcing (ZF) and regularized ZF (RFZ) [2], [3], are widely used due to their low complexity, however, their performance falls far below the sum capacity. On the other hand, non-linear techniques, such as vector-perturbation [3]–[5], can achieve higher sum rates in exchange for potentially much higher computational cost.

Lattice-reduction-aided (LRA) precoding [6], [7] is a low-complexity non-linear technique that, differently from linear methods, can achieve full diversity supported by the channel. In LRA precoding, a linear precoding matrix \( T \) is applied before transmission, in order to transform the channel matrix \( H \) to a more suitable basis (according to some heuristic), which is obtained through lattice basis reduction [7]. With this approach, the effective channel matrix, after appropriate scaling by the users, becomes a (unimodular) integer-valued matrix \( A \). In order to cancel this integer interference, prior to the application of \( T \), the modulation symbols are pre-multiplied by the inverse of \( A \), followed by a modulo operator to limit the transmit power. Since channel coding can be applied on top of an LRA precoding scheme, the performance of the latter is typically measured based on uncoded symbol error probability [6], [7].

A generalization of LRA precoding is the so-called integer-forcing (IF) precoding [7]–[10], whose main difference is that channel encoding is applied immediately before the multiplication by \( T \). This approach has the advantage of providing higher reliability at a similar computational cost. Moreover, it allows achievable rate expressions to be derived explicitly, rather than evaluated by numerical simulation as in LRA precoding, leading to a scheme much more amenable to optimization.

However, optimal IF precoding (as well as optimal linear precoding) is NP-hard in general [10] and for this reason prior work has focused on developing low-complexity suboptimal algorithms. The simplest approach is to choose \( T \) such that \( HT = cA \) [8] or \( HT \approx cA \) [7], where \( c \) is some constant. This turns out to be equivalent to the LRA approach to choosing \( T \), requiring lattice reduction to find \( A \) [7]. A more general but much more complex approach is the iterative duality-based algorithm in [9], which requires a lattice reduction step at every iteration.\(^1\) In [10], Silva et al. show that, for high SNR, the optimal choice of \( T \) satisfies \( HT = cDA \), where \( D \) is a diagonal matrix, while, for general SNR, the performance can be improved by choosing \( HT \approx cDA \). For the special case of \( K = 2 \) users, at high SNR, the optimal choice of \( D \) and \( A \) is found analytically in [10], however, the general case remains open.

In this letter, we propose a low-complexity sub-optimal method for choosing \( D \) and \( A \) for any number of \( K \) users. We show how to find the optimal choice of \( D \) for a certain relaxation of the problem, after which \( A \) can be found with a single lattice reduction step. Remarkably, due to the special structure that we stipulate for \( A \), the latter problem can be solved much more efficiently than the general case, leading to an algorithm with overall complexity \( O(K^3) \), the same as linear precoding methods and lower than previous IF precoding methods [7]–[9]. Simulation results show that the proposed method achieves a higher sum rate than the heuristic choice \( D = I \) and significantly outperforms conventional linear precoding in all simulated scenarios.

Notation: Let \( Z \) be the set of integers, and let \( Z[j] = Z + jZ \) be the ring of Gaussian integers. The set of all \( m \times n \) matrices with entries from the set \( A \) is denoted as \( A^{m \times n} \).

II. PRELIMINARIES

A. System Model

Consider a downlink MIMO channel with an \( N \)-antenna transmitter and \( K \leq N \) single-antenna users. Let \( w_i \in W_i \) be the message destined to the \( i \)-th user and \( x_i \in C^n \) be

\(^1\) Another difficulty with the approach of [9] is that it requires a more complicated transmission scheme using multiple shaping lattices, so in effect it cannot be applied to the problem considered in this letter.
the encoded and modulated version of the message such that $\mathbb{E}[\|x_i\|^2] \leq n \text{SNR}$, $i = 1, \ldots, K$, where $\text{SNR} > 0$ is the signal-to-noise ratio and $n$ is the code length. In the following, vectors are treated as row vectors unless otherwise mentioned. Let $X = [x_1^T \cdots x_K^T]^T \in \mathbb{C}^{K \times n}$. After the encoding/modulation, matrix $X$ is pre-multiplied by a precoding matrix $T \in \mathbb{C}^{N \times K}$, generating the transmitted signals $X' = TX$, where the $j$th row of $X'$ is the signal sent by the $j$th transmit antenna, $j = 1, \ldots, N$. The transmitted signals must satisfy an average total power constraint, namely $\mathbb{E}[\text{Tr}[XX^H]] \leq n \text{SNR}$, which always holds if the precoding matrix satisfies $\text{Tr}(T^HT) \leq 1$.

Let $y_i \in \mathbb{C}^n$ be the signal received by the $i$th user, $i = 1, \ldots, K$, and let $Y = [y_1^T \cdots y_K^T]^T \in \mathbb{C}^{K \times n}$. Then, we can express as

$$Y = HX' + Z$$

where $H = [h_1^T \cdots h_K^T]^T \in \mathbb{C}^{K \times N}$, $h_i \in \mathbb{C}^n$ is the channel coefficients to the $i$th user and $Z = [z_1^T \cdots z_K^T]^T \in \mathbb{C}^{K \times n}$ is Gaussian noise, such that $z_i \sim \mathcal{CN}(0, I)$. The $i$th user will try to infer a message $\hat{x}_i$ from $y_i$. An error occurs if $\hat{x}_{i} \neq x_i$ for any $i$. The sum rate is given by $R_{\text{sum}} = R_1 + \cdots + R_K$, where $R_i = \frac{1}{n} \log_2 |W_i|$. A sum rate $R$ is said to be achievable if, for any $\epsilon > 0$ and a sufficiently large $n$, there exists a coding scheme with sum rate at least $R$ and error probability less than $\epsilon$.

### B. Integer-Forcing (IF) Precoding

Let $A \in \mathbb{Z}[j]^{K \times K}$ be a full rank integer matrix. For $n$ sufficiently large, there is an IF precoding scheme with achievable sum rate [9], [10]

$$R_{\text{IF}}(H, A, T) \triangleq \sum_{i=1}^{K} R_{\text{comp}}(h_i', a_i)$$

where $h_i' \triangleq h_i T$, $a_i$ is the $i$th row of $A$,

$$R_{\text{comp}}(h_i', a_i) = \log_2 \left( \frac{1}{\|a_i\|^2} - \frac{1}{\|h_i'\|^2 + \text{SNR} \cdot \text{Tr}[a_i h_i' h_i' h_i']^2} \right).$$

is the individual rate for each user, and $\log^+(x) = \max(0, \log(x))$.

Optimal IF precoding consists of finding a matrix $A \in \mathbb{Z}[j]^{K \times K}$ with $\text{rank}(A) = K$ and a matrix $T \in \mathbb{C}^{N \times K}$ with $\text{Tr}(T^HT) = 1$ that maximizes (2).

1) DIF and RDIF Schemes: The authors of [10] proposed two simplified versions of IF precoding, making the problem of finding $T$ (and $A$) more structured and potentially easier to solve.

The first approach proposed in [10], called diagonally-scaled exact integer-forcing (DIF) precoding, chooses as precoding matrix $T = c H^H (H H^H)^{-1} D A$, where $D \in \mathbb{C}^{K \times K}$ is a diagonal matrix with nonzero entries such that $|\det D| = 1$ and $c > 0$ is chosen to satisfy $\text{Tr}(T^HT) = 1$.

The DIF precoding is optimal in the high SNR regime [10], where it can achieve a sum rate given by

$$R_{\text{DIF}}^H(H, A, D) \triangleq K \log_2 \left( \frac{\text{SNR}}{\text{Tr}(A^H D^H (H H^H)^{-1} D A)} \right).$$

The second approach proposed in [10], which is called regularized DIF (RDIF), attempts to improve the performance of DIF for finite SNR. Specifically, matrix $T$ is chosen as

$$T = c H^H M D A$$

where

$$M \triangleq \left( \frac{K}{\text{SNR}} I + H H^H \right)^{-1}.$$

The DIF (RDIF) scheme is a generalization of ZF (RZF) precoding which is obtained by making $A = I$ and $c D = \text{diag}(\sqrt{p})$, where $p \in \mathbb{R}^K$ is the power allocation vector. Moreover, RDIF reduces to DIF when $\text{SNR} \to \infty$.

### C. Problem Statement

In this letter, we are interested in finding matrices $A$ and $D$ that maximize the sum rate (2) for the RDIF scheme, i.e., with $T$ chosen as in (5). In general, this is a hard problem due not only to the integer constraints on $A$ but also to the complicated objective function (2). The latter difficulty is overcome in [10] by solving a simpler optimization problem, which can be interpreted as the minimization of a regularized version of the denominator in (4), namely,

$$\text{minimize } f(A, D) \triangleq \text{Tr}(A^H D^H M D A)$$

s.t. $|\det D| = 1$

$$\text{rank}(A) = K$$

where $A \in \mathbb{Z}[j]^{K \times K}$, $D \in \mathbb{C}^{K \times K}$ is diagonal, and $M$ is defined in (6). While generally a suboptimal heuristic, solving the above problem indeed maximizes the sum rate for the special case of asymptotically high SNR (where RDIF reduces to DIF).

1) Special Case of Fixed $D$: If $D$ is fixed, then finding $A$ that minimizes (7) corresponds to the shortest independent vector problem (SIVP) [10]. Let $B^H B = D^H M D$ (i.e., $B$ is any square root of $D^H M D$). As shown by [10, Sec. IV-C], we wish to find $K$ shortest linearly independent vectors of the lattice with generator matrix $B$ (written in column notation). Those vectors will correspond to the columns of $A$. The SIVP can be sub-optimally solved using lattice basis reduction algorithms, for example the Lenstra-Lenstra-Lovász (LLL) algorithm [11], [12], which has a complexity of $O(K^3 \log K)$.

When $D = I$, the RDIF scheme becomes equivalent to the LRA precoding proposed in [7, eq. (3)], except for the fact that LRA precoding assumes symbol-level detection, while IF precoding employs codeword-level decoding [9], [10].

### III. PROPOSED METHOD

In this section we propose a method to find an approximate solution $(A, D)$ to problem (7) for any $K$. We start by proposing a convenient choice for the structure of $A$.
A. Structure of \( \mathbf{A} \)

Consider the objective function in (7) and note that

\[
    f(\mathbf{A}, \mathbf{D}) = \sum_{i=1}^{K} M_{ii} ||a_i||^2 |d_i|^2 + \sum_{i=1}^{K} \sum_{j=i+1}^{K} 2M_{ij}a_i a_j^H d_id_j^* \tag{8}
\]

where \( a_i \) is the \( i \)th row of \( \mathbf{A} \), \( d_i \) is the \( i \)-th element in the main diagonal of \( \mathbf{D} \) and \( M_{ij} \) is the element of row \( i \) and column \( j \) of \( \mathbf{M} \).

The first summation in (8) contains only nonnegative values. If we focus exclusively on minimizing \( ||a_i|| \), \( i = 1, \ldots, K \), then it is easy to see that the optimal choice is \( \mathbf{A} = \mathbf{I} \). However, since the second summation can have positive or negative values, we wish some degree of freedom to be able to minimize or maximize the absolute values of the inner products \( (|a_i a_j^H|) \). To satisfy these conflicting requirements, we propose that \( \mathbf{A} \) be upper unitriangular (upper triangular with ones along the main diagonal) up to permutation of rows. An advantage of this structure is that the restriction of full rank \( \mathbf{A} \) is automatically satisfied. Note that, for \( K > 2 \), a row permutation of \( \mathbf{A} \) may change the achievable rate.

We first consider \( \mathbf{A} \) exactly in upper unitriangular form. The generalization to other permutations is discussed in Section III-D.

B. Relaxed Problem

Even with the proposed structure for \( \mathbf{A} \), we still have an integer optimization problem, which is generally hard to solve. In order to circumvent this difficulty, we consider in this section a relaxation of the problem where the indeterminate entries of \( \mathbf{A} \) can be any complex number.

**Theorem 1:** Under the relaxed constraint that \( \mathbf{A} \in \mathbb{C}^{K \times K} \) and the additional constraint that \( \mathbf{A} \) be upper unitriangular, problem (7) has a solution given by

\[
    \mathbf{\tilde{A}} = \mathbf{D}^{-1/2} \mathbf{U}^{-1} \mathbf{D} = \mathbf{A}^{1/2} \mathbf{U}^{-1} \mathbf{A}^{-1/2} \tag{9}
\]

\[
    \mathbf{\tilde{D}} = (\text{det} \mathbf{A})^{2K} \mathbf{A}^{-1/2} \tag{10}
\]

where \( \mathbf{U} \in \mathbb{C}^{K \times K} \) is upper unitriangular and \( \mathbf{A} \in \mathbb{R}^{K \times K} \) is diagonal such that \( \mathbf{M} = \mathbf{U}^H \mathbf{A} \mathbf{U} \). The solution for \( \mathbf{A} \) as a function of \( \mathbf{D} \) is unique and the optimal solution for \( \mathbf{D} \) (with the corresponding optimal \( \mathbf{A} \)) is unique up to a phase shift for each of the diagonal entries.

**Proof:** A proof is given in the Appendix.

C. Optimization of \( \mathbf{A} \)

We now show how to find an approximate solution \( (\mathbf{A}, \mathbf{D}) \) to problem (7) satisfying \( \mathbf{A} \in \mathbb{Z}[j]^{K \times K} \), starting from a solution \( (\mathbf{A}, \mathbf{D}) \) to the relaxed problem. First take \( \mathbf{D} = \mathbf{\tilde{D}} \), and note that

\[
    f(\mathbf{A}, \mathbf{D}) = (\text{det} \mathbf{A})^{1/2} \text{Tr}(\mathbf{A}^H \mathbf{A}^{-1/2} \mathbf{M} \mathbf{A}^{-1/2} \mathbf{A})
    = (\text{det} \mathbf{A})^{1/2} \text{Tr}(\mathbf{A}^H \mathbf{A}^{-H} \mathbf{A}^{-1} \mathbf{A})
    = (\text{det} \mathbf{A})^{1/2} \sum_{i=1}^{K} ||\mathbf{B} \mathbf{A}(i)||^2 \tag{11}
\]

where \( \mathbf{B} \triangleq \mathbf{A}^{-1} = \mathbf{A}^{1/2} \mathbf{U}^{-1} \mathbf{A}^{-1/2} \) and \( \mathbf{A}(i) \) is the \( i \)th column of \( \mathbf{A} \). It follows that finding a Gaussian integer matrix \( \mathbf{A} \) that minimizes (11) is the same problem described in Section II-C1.

D. Permutations

Let \( \mathbf{\tilde{A}} \) be an upper unitriangular Gaussian integer matrix and suppose we want to solve (7) under the constraint that \( \mathbf{A} = \mathbf{P} \mathbf{\tilde{A}} \) where \( \mathbf{P} \) is a permutation matrix.

First, note that

\[
    \text{Tr}(\mathbf{A}^H \mathbf{D}^H \mathbf{M} \mathbf{D} \mathbf{A}) = \text{Tr}(\mathbf{\tilde{A}}^H \mathbf{P} \mathbf{D} \mathbf{P}^H \mathbf{M} \mathbf{D} \mathbf{A})
    = \text{Tr}(\mathbf{\tilde{A}}^H \mathbf{P} \mathbf{D} \mathbf{P}^H \mathbf{M} \mathbf{D} \mathbf{\tilde{A}})
\]

where \( \mathbf{D} = \mathbf{P} \mathbf{D} \mathbf{P}^H \mathbf{D} \). Thus, we can use the solution of Theorem 1 with \( \mathbf{M} \) replaced by \( \mathbf{P} \mathbf{M} \mathbf{P}^H \) to obtain \( \mathbf{D} = \mathbf{P} \mathbf{D} \mathbf{P}^H \mathbf{D} \) and \( \mathbf{A} = \mathbf{P} \mathbf{\tilde{A}} \), where \( \mathbf{\tilde{A}} \) is the output of LLL algorithm.

E. Summary of the Method

The steps described above allow us to find a choice of \( \mathbf{A} \) and \( \mathbf{D} \) (and thus \( \mathbf{T} \)) for any given permutation \( \mathbf{P} \) specifying the structure of \( \mathbf{A} \). A summary of the proposed method is given in Algorithm 1.

**Algorithm 1 Proposed RDIF Design**

**Require:** \( \mathbf{H} \) and SNR

1. Compute \( \mathbf{M} = (K/\text{SNR} + \mathbf{H} \mathbf{H}^H)^{-1} \)
2. Generate a permutation matrix \( \mathbf{P} \)
3. Compute the LDL decomposition \( \mathbf{P}^T \mathbf{M} \mathbf{P} = \mathbf{U} \mathbf{A} \mathbf{U} \)
4. Compute \( \mathbf{D} = (\text{det} \mathbf{A})^{2K} \mathbf{A}^{-1/2} \)
5. Compute \( \mathbf{B} = \mathbf{A}^{1/2} \mathbf{U}^{-1} \mathbf{A}^{-1/2} \)
6. Use the LLL algorithm using \( \mathbf{B} \) as input to find \( \mathbf{\tilde{A}} \)
7. Set \( \mathbf{D} = \mathbf{P} \mathbf{D} \mathbf{P}^H \) and \( \mathbf{A} = \mathbf{P} \mathbf{\tilde{A}} \)
8. Compute \( \mathbf{T}_0 \triangleq \mathbf{H} \mathbf{M} \mathbf{D} \mathbf{A} \)
9. Compute \( \mathbf{c} = \text{Tr}(\mathbf{H} \mathbf{T}_0)\mathbf{P} \mathbf{M} \mathbf{D} \mathbf{A} \)
10. Compute \( \mathbf{T} = \mathbf{c} \mathbf{T}_0 \)
11. **return** \( \mathbf{A} \) and \( \mathbf{T} \)

IV. Simulation Results

In this section we show the average sum-rate performance of the proposed method. In our simulations, the sum rates were...
Fig. 1. Sum rate for \( N = 16 \) transmit antennas. For each method and each value of SNR, the number of users \( K \leq N \) was chosen to maximize the sum rate. On the box, a close up on SNR range of 26 to 30 dB.

obtained through 10000 channel realizations. In each realization, the channel coefficients were randomly obtained considering a circularly symmetric complex Gaussian distribution with zero mean and unit variance.

In each simulation, we compare our proposed RDIF design to sum capacity [1] and to the conventional linear precoding methods, namely, ZF and RZF. We also compare to the RDIF approach mentioned in Section II-C1, where we fix \( D = I \) and apply the LLL algorithm to find \( A \). This method is denoted by “\( D = I \)”.

For our proposed method, we compare two heuristics. Specifically, we compare the heuristic where a random permutation is chosen, which is denoted by “Random”, with a heuristic inspired by [14], where the permutation sorts the diagonal elements of \( M \) in descending order, which is denoted by “\( M \downarrow \)”.

Fig. 1 shows the performance for \( N = 16 \) transmit antennas. For each method and for each value of SNR, we choose, through exhaustive search, the value of \( K \leq N \) that achieves the highest sum rate. As expected, the proposed method outperforms linear techniques as well as the previous RDIF approach (\( D = I \)) for all values of SNR. In particular, for a sum rate of 105 bits/channel use, it outperforms the latter by about 2.1 dB and the former by about 3.2 dB.

Fig. 2 shows the performance for a fixed SNR = 20 dB while varying the number of transmit antennas \( N \) (and again choosing the optimal \( K \) for each \( N \)). Note that, although the gap to capacity increases with \( K \), the difference in performance between our proposed method and the other methods considered also increases.

Fig. 3 shows the average time for the simulations of Fig. 1 and Fig. 2. In both situations, we can see that the proposed method is 2 to 3 times slower than conventional linear methods. We can also see that the average time of IF methods (the proposed one and \( D = I \)) increases with SNR (and \( N \)) due to the LLL algorithm. However, since the LLL algorithm is less complex for our proposed method, its simulation time is much smaller than that of \( D = I \) in these scenarios.

Finally, it is worth mentioning that the proposed method for RDIF optimization is indeed suboptimal. As can be seen in Table I, for \( N = K = 4 \), a small but non-negligible gap exists between the performance of our method and that of the exhaustive search carried out in [10] (which has exponential complexity). Whether this gap can be closed under low complexity is a challenging problem for future work.

V. CONCLUSION

This letter proposes a low-complexity suboptimal method for RDIF precoding design for \( K > 2 \). The method involves
solving a relaxed optimization problem followed by lattice basis reduction in unitriangular form, leading to an overall complexity of \(O(NK^2)\). Simulation results show that our approach not only significantly outperforms conventional linear precoding, but also improves on previous low-complexity IF precoding both in performance and complexity.

**APPENDIX**

**Proof of Theorem 1**

Let \(\hat{A}\) and \(\hat{D}\) be a solution to (7) with \(A \in \mathbb{C}^{K \times K}\). We first find \(\hat{A}\) as a function of \(D\) and then find \(\hat{D}\).

Let \(\nabla A f\) be a matrix whose \((i,j)\)th element is the partial derivative of (7) with respect to \(a_{ij}\) if \(i < j\) and zero otherwise. Note that \(\nabla A f\) is equivalent to \(2D^HMDA\) if \(i < j\). The critical points of \(f\) with respect to \(A\) are those which satisfy, for all \(j\) and all \(i < j\),

\[
0 = (\nabla A f)_{ij} = (2D^HMDA)_{ij}. \tag{12}
\]

Multiplying by \((2d_j^* - 1)\) and \(d_j^{-1}\) on both sides, this is equivalent to requiring that, for all \(j\) and all \(i < j\),

\[
0 = (MDAD^{-1})_{ij} = (MA')_{ij}, \tag{13}
\]

where \(A' = DAD^{-1} \in \mathbb{C}^{K \times K}\) is also upper unitriangular. Note that (13) implies that a critical point is any matrix \(A = D^{-1}A'D\) such that \(MA' = L\) is a lower triangular matrix. Thus, any solution, if it exists, can be found by computing an LU decomposition of \(M = LA'^{-1}\). Moreover, since we require that the diagonal of \(A'\) consists of ones, such a decomposition is unique whenever it exists.

Since \(M\) is a symmetric positive definite matrix, such an LU decomposition always exists. Specifically, it admits an LDL decomposition \(M = U^H\Lambda U\), where \(U\) is an upper unitriangular matrix and \(\Lambda\) is a diagonal matrix with real and positive diagonal entries. Thus, \(A' = U^{-1}\) is the unique solution to (13), which gives

\[
\hat{A} = D^{-1}U^{-1}D. \tag{14}
\]

Now, substituting \(\hat{A}\) in (7), we have that

\[
f(\hat{A}, D) = \text{Tr}(D^H\hat{A}D) = \sum_{i=1}^{K} |d_i|^2 \lambda_i \tag{15}
\]

where \(\lambda_i > 0\) and \(d_i\) are the \(i\)th diagonal element of \(A\) and \(D\), respectively. Due to the inequality of arithmetic and geometric means, we have that

\[
\frac{1}{K} f(\hat{A}, D) = \frac{1}{K} \sum_{i=1}^{K} |d_i|^2 \lambda_i \geq \left( \prod_{i=1}^{K} |d_i|^2 \lambda_i \right)^{\frac{1}{K}} \tag{16}
\]

with equality if and only if \(|d_i|^2 \lambda_i = \cdots = |d_K|^2 \lambda_K\).

Applying the constraint \(|\text{det} D| = 1\), we have

\[
\left( \prod_{i=1}^{K} |d_i|^2 \lambda_i \right)^{\frac{1}{K}} = \left( \prod_{i=1}^{K} \lambda_i \right)^{\frac{1}{K}} = (\text{det} \Lambda)^{\frac{1}{K}}. \tag{17}
\]

Thus, the bound in (16) is achievable by setting each term \(|d_i|^2 \lambda_i\) equal to the right hand side of (17), i.e.,

\[
D^H D = (\text{det} \Lambda)^{\frac{1}{K}} \Lambda^{-1}. \tag{18}
\]

By choosing each \(d_i\) to be real and positive, one solution is given by (10), which applied in (14) gives (9).
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