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Abstract

The reach of a set $M \subset \mathbb{R}^d$, also known as condition number when $M$ is a manifold, was introduced by Federer in 1959. The reach is a central concept in geometric measure theory, set estimation, manifold learning, among others areas. We introduce a universally consistent estimate of the reach, just assuming that the reach is positive. Under an additional assumption we provide rates of convergence. We also show that it is not possible to determine, based on a finite sample, if the reach of the support of a density is zero or not. We provide a small simulation study and a bias correction method for the case when $M$ is a manifold.

1 Introduction

The reach of a set $M \subset \mathbb{R}^d$, denoted by $\text{reach}(M)$, is a key concept in geometric measure theory; see Federer (1969); Rataj and Zajíček (2017); Rataj and Zähle (2001), and the references therein. It is also of importance in set estimation. We first focus on its relevance as a geometric concept, and then on the importance of shape constraints in set estimation, and in particular the positive reach condition.

Is defined as the largest distance from which any point outside $M$ has a unique nearest point in $M$; see Figure 1 (see also Definition 1). It can be proved that it is infinity for convex set. Positive reach impose some regularity conditions on the set. For instance, its boundary has Lebesgue measure zero, as it follows from the fact that the class of sets with positive reach is a subclass of the cone-convex sets (see Cuevas, Fraiman and Pateiro-López (2012) and Proposition 2 in Cholaquidis et al. (2014)). Moreover, the volume (i.e., its $d$-dimensional Lebesgue measure) of the set of points at distance $t \leq \text{reach}(M)$ is a polynomial of degree $d$ on $t$ for all $t \in [0, \text{reach}(M)]$ (see Federer (1959)). If $\text{reach}(M) > 0$, then it is also possible to define its second fundamental form; see Fu (1989). The positivity of the reach of the boundary, $\partial M$, of $M$ allows its Minkowsky content to be defined (see Ambrosio, Colesanti and Villa (2008)), which is a notion of surface area suitable for estimation purposes (see Cuevas et al. (2013)). It have been proved (see for instance Proposition 6.1 in Niyogi et al. (2008)) that the reach is an upper bound for the inverse of the curvature of an arc-length parametrized geodesic. In addition, as mentioned in Aamari et al. (2021) “it prevents quasi self-intersection at scales smaller than the reach” (see Theorem 3.4 in Aamari et al. (2019))
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\caption{The reach of a set $M$, $\text{reach}(M)$ is the largest distance form which there exists a unique nearest point on $M$.}
\end{figure}
When the set is a smooth manifold, the reach parameter is also known as “condition number” (see for instance [Niyogi et al. 2008]). It can also be proved that $C^2$ compact manifolds with empty or $C^2$ boundary, have positive reach; see [Thäle 2008].

The reach has gained importance in the last two decades in the areas of statistics known as set estimation, manifold learning and persistent homology (see for instance Arias-Castro et al. 2020; Cuevas, Fraiman and Pateiro-López 2016, and Horobeţ et al. 2019, respectively). Given an unknown set $M \subset \mathbb{R}^d$ (not necessarily convex), set estimation deals with the problem of the estimation of $M$ from a random sample $\{X_1, \ldots, X_n\} \subset M$, as well as several geometrically important functional associated with $M$. For instance, its Lebesgue measure, the Minkowsky content of its boundary, among others.

The starting and simplest problem is when $M$ is the support of a distribution. This problem has been addressed by several authors where the ground-breaking Devroye-Wise estimator is a milestone (see [Devroye and Wise 1980]), due to its universal consistency and simplicity. To obtain rates of convergence for this estimator, some geometric restrictions on the set are required (see [Cuevas and Rodriguez-Casal 2004]). The best attainable rate for this estimator is of the order $O((\log(n)/n)^{1/d})$.

To improve the rates of convergence, it is necessary to impose stronger shape restrictions than the one required in [Cuevas and Rodríguez-Casal 2004] on the set. A well-known shape restriction is $r$-convexity. A set is said to be $r$-convex if it equals the complement of open balls of radius $r$ not meeting the set. $r$-convexity is one of the most studied shape restriction in set estimation (see for instance, Pateiro-López and Rodríguez-Casal 2012; Rodríguez-Casal 2007; Rodríguez-Casal and Saavedra-Nieves 2016, and the references therein).

Positive reach is a stronger condition than $r$-convexity (see [Cuevas, Fraiman and Pateiro-López 2012]). Therefore, when a ball of positive radius rolls inside the set (i.e there exists $\lambda > 0$ such that for all $x \in \partial M$, there exists $y \in M$ such that $x \in \partial B(y, \lambda) \subset M$), and the set has reach $r$, the estimator proposed in Rodríguez-Casal and Saavedra-Nieves (2021) estimates the reach. Also, if the set and its complement are $r$-convex, then the set has positive reach (see Lemma A.0.7 in Pateiro-Lopez 2008 together with [Walther, G. 1999]).

A second stage in set estimation is to estimate the level sets of the distribution (see Cadre, B. 2006; Cuevas et al 2006), as well as the boundary of the set (see Cuevas and Rodríguez-Casal 2004). In this setting, Cuevas and Fraiman (1997) proposes to estimate the support of the distribution by means of a kernel-based density estimator.

Next, and getting closer to our problem, the interest is on some functional of the set, such as the $d$-dimensional Lebesgue measure of the set, as well as the measure of its boundary; see for instance [Cuevas et al. 2007].

Recently, the study of statistical methods for manifold valued data (known as manifold learning) has gained attention, due to its application in dimension reduction (among others). The aim is to recover a lower dimensional structure from the data, see for instance Aamari and Levrard 2018; Fefferman et al. 2016; Genovese et al. 2012a,b; Niyogi et al. 2008 and the references therein, or a functional of it, see for instance Aaron and Cholaquidis 2020; Aaron, et al 2017. Several classical problems have been tackled in this setting, such as density estimation. Here again, the reach plays a key role as a shape restriction. In Aamari et al. 2019, an estimator of the reach is proposed for manifold valued data with “the key assumption that both the point cloud and the tangent spaces were jointly observed”. For this “oracle framework [...] it is showed to achieve uniform expected loss bounds over a $C^3$-like model” and “upper and lower bounds on the minimax rate for estimating the reach
are obtained”. Also for manifold valued data a different estimator of the reach was introduced recently in [Berenfeld et al (2022)], where the manifold is assumed to be at least of class $C^3$, and it must be previously estimated with the manifold estimator proposed in [Aamari and Levrard (2019)]. The rates of convergence obtained (in probability and in $L^1$) are of order $(\log(n)/n)^{k/(2d)}$ if the manifold $M \subset \mathbb{R}^d$ is of class $C^k$, for $k \geq 4$, and $(\log(n)/n)^{1/d}$, for $k = 3$. The two aforementioned estimators requires the manifold to have no boundary. This assumption is not required in our proposal, which is, up to our knowledge, the only consistent estimator proposed in this setup. In Aamari et al (2022) an estimator of the reach is also proposed. They obtain better convergence rates, but with stronger hypotheses and a non-computable estimator.

In what follows, we will study the problem of estimating the reach of a set, looking for universally consistent estimators, that is, assuming only that the set has positive reach. The rate of convergence obtained depends on the Hausdorff distance between the sample and the set. No assumptions are made on the distribution of the sample.

Our estimation procedure is based on an equivalent definition of reach given in [Boissonnat et al (2019)], which provides a new nice geometrical interpretation of the reach. In Theorem 2 we prove the universal consistency of the estimator. With an additional assumption in Corollary 1 we derive a convergence rate for the proposed reach estimator. In Section 3 we prove that it is not possible to determine based on a finite sample if the reach is zero or not. In Section 5 we report the results of a small simulation study, and in Subsection 5.2 we introduce a bias correction method for the case where $M$ is a manifold.

2 Main definitions and geometric results

We start by fixing some notation to be used throughout the manuscript. Given a set $M \subset \mathbb{R}^d$, we denote by $\partial M$ and $\text{int}(M)$, the boundary and interior of $M$, respectively. In what follows, we assume that $M$ is compact.

We denote by $\|\cdot\|$ the Euclidean norm in $\mathbb{R}^d$. A closed ball of radius $\varepsilon > 0$ centred at $x$ is denoted by $B(x, \varepsilon)$, and an open ball is denoted by $\tilde{B}(x, \varepsilon)$. Given $\varepsilon > 0$ and a set $A \subset \mathbb{R}^d$, $B(A, \varepsilon)$ denotes the parallel set $B(A, \varepsilon) = \{x \in \mathbb{R}^d : d(x, A) \leq \varepsilon\}$, where $d(x, A) = \inf\{\|x - a\| : a \in A\}$. The $d$-dimensional Lebesgue measure on $\mathbb{R}^d$ of a set $M$ is denoted by $|M|_d$. Given two non-empty compact sets $A, C \subset \mathbb{R}^d$, the Hausdorff distance between $A$ and $C$ is defined as

$$d_H(A, C) = \max\{\max_{a \in A} d(a, C), \max_{c \in C} d(c, A)\}. $$

Given a continuous curve $\gamma : [0, T] \to M$, we define its length as

$$l(\gamma) = \sup P \sum_i \|\gamma(t_{i+1}) - \gamma(t_i)\|, $$

where the supremum is over all finite partitions of $[0, T]$. Given $x, y \in M$ we define the geodesic distance between them as $d_M(x, y) = \inf_{\gamma} l(\gamma)$, where the infimum is over all continuous curves joining $x$ and $y$. In what follows, we assume that $M$ is geodesically convex; that is, for any two points $x, y \in M$ there exists a geodesic connecting them, with length $d_M(x, y)$ (see Bernstein et al (2000)).

Following the notation in [Federer (1959)], let $\text{Unp}(M)$ be the set of points $x \in \mathbb{R}^d$ with a unique closest point on $M$. 
Definition 1. For $x \in M$, let $\text{reach}(M,x) = \sup\{ r > 0 : \overline{B}(x,r) \subset \text{Unp}(M) \}$. The reach of $M$ is defined by $\text{reach}(M) = \inf \{ \text{reach}(M,x) : x \in M \}$, and $M$ is said to be of positive reach if $\text{reach}(M) > 0$.

Theorem 1 in Boissonnat et al (2019), states that when $M$ is closed $\text{reach}(M)$ equals

$$\sup \{ r > 0, \forall a,b \in M, \|a - b\| < 2r \Rightarrow d_M(a,b) \leq 2r \arcsin \left( \frac{\|a - b\|}{2r} \right) \}.$$  \hspace{1cm} (1)

Another important geometric restriction, which is required to get the convergence rate of the estimator in the iid case, is the standardness, see Cuevas and Rodriguez-Casal (2004).

Definition 2. A set $M \subset \mathbb{R}^d$ is said to be standard with respect to a Borel measure $\nu$ in a point $x$ if there exists $\lambda > 0$ and $\eta > 0$ such that

$$\nu(\mathcal{B}(x,\varepsilon) \cap M) \geq \eta |\mathcal{B}(x,\varepsilon)|_d, \quad 0 < \varepsilon \leq \lambda.$$  \hspace{1cm} (2)

A set $M \subset \mathbb{R}^d$ is said to be standard if (2) hold for all $x \in M$.

Let $\mathcal{X}_n = \{X_1, \ldots, X_n\} \subset M$ be a finite set, and $G_n = (\mathcal{X}_n, E_n)$ be a graph with vertex in $\mathcal{X}_n$ and edges $E_n$.

Define as in Bernstein et al (2000)

$$d_{G_n}(x,y) = \min_{P} \sum_{i=1}^{p-1} \|X_{j_{i+1}} - X_{j_i}\|,$$

where $P = (X_{j_1}, \ldots, X_{j_p}) \subset \mathcal{X}_n$ varies over all paths along the edges of $G_n$ connecting $x = X_{j_1}$ to $y = X_{j_p}$.

Definition 3. Let $\{\varepsilon_n\}_n$ a sequence of strictly positive real numbers such that $\varepsilon_n \rightarrow 0$, let us define the graph $G_n = (\mathcal{X}_n, E_n)$ such that $(X_i, X_j) \in E_n$ if and only if $\|X_i - X_j\| \leq \varepsilon_n$.

The following theorem, whose proof is given in the Appendix, states that $d_{G_n}$ approximates $d_M$. The proof follows closely the ideas used in Bernstein et al (2000). It is included because we state our results in terms of the reach of the set, and not the curvature, as it is done in Bernstein et al (2000), and the points were there are changes are clarified.

Theorem 1. With the notation introduced before, let $M$ be a compact, geodesically convex set, such that its reach, $r_0$, is strictly positive. Let $\{\varepsilon_n\}_n$ be a sequence of strictly positive real numbers such that $\tau_n = d_{H}(\mathcal{X}_n,M)/\varepsilon_n \rightarrow 0$, where $\varepsilon_n \rightarrow 0$, and $n$ is large enough to guarantee $\varepsilon_n < 2r_0$. Then, for all $x, y \in M$,

$$\left(1 - \frac{1}{24} \left( \frac{\pi \varepsilon_n}{2r_0} \right)^2 \right) d_M(x,y) \leq d_{G_n}(x,y) \leq (1 + 4\tau_n)d_M(x,y),$$  \hspace{1cm} (3)

where $d_{G_n}(x,y)$ is the distance in the graph build previously, but including $x$ and $y$ as vertices.

3 Reach estimation

Given a set $\mathcal{X}_n = \{X_1, \ldots, X_n\} \subset M$, and a sequence of positive real numbers $\{\varepsilon_n\}_n$, the plug-in estimator of $\text{reach}(M)$ based on the graph $G_n$ defined in the previous section, is

$$\hat{r}_n = \sup \{ r > 0, \forall X_i \neq X_j \in \mathcal{X}_n, \|X_i - X_j\| < 2r \Rightarrow d_{G_n}(X_i, X_j) \leq 2r(1 + \varepsilon_n^2) \arcsin \left( \frac{\|X_i - X_j\|}{2r} \right) \}.$$
In Figure 2, it is shown as a green dotted line $d_{G_n}(a, b)$, the distance between two points $a, b \in M$ (with $\|a - b\| < 2r$) in the graph $G_n$ built as before for a given $\varepsilon_n$. As a black solid line, it is shown an arc in the circle of radius $r$ joining $a$ and $b$ ($a, b \in X_n$), whose length is $2r \arcsin(\|a - b\|/2r) \geq d_{G_n}(a, b)$.

![Figure 2: As a green dotted line, it is shown $d_{G_n}(a, b)$. As a black solid line, it is shown as the arc of length $2r \arcsin(\|a - b\|/2r)$ joining two points $a, b \in X_n$.](image)

The following theorem states that the estimator $\hat{r}_n$ is, for $n$ large enough, bounded from below by the reach $r_0$ of $M$, and bounded from above by $r_0/(1 - \varepsilon_n)$.

**Theorem 2.** Under the hypotheses of Theorem 1, for all $n$ large enough, we have

$$r_0 \leq \hat{r}_n \leq \frac{r_0}{1 - \varepsilon_n},$$

(4)

where $\varepsilon_n$ is a sequence of strictly positive real numbers such that $\varepsilon_n \to 0$ and $\delta_n/\varepsilon_n^3 \to 0$, being $\delta_n = d_H(X_n, M)$.

If we assume that reach($M$) $> 0$, and $M$ is standard (see Definition 2), we get the following corollary, regarding the convergence rate of $\hat{r}_n$, which is a consequence of Theorem 3 in Cuevas and Rodriguez-Casal (2004) and Theorem 2.

**Corollary 1.** Let $X_1, X_2, \ldots$ be a sequence of iid observation drawn from a distribution $P_X$ on $\mathbb{R}^d$. Assume that the support $M$ of $P_X$ is compact, standard with respect to $P_X$, and has reach $r_0 > 0$. Then, with probability one, for $n$ large enough,

$$r_0 \leq \hat{r}_n \leq r_0 + c\left(\frac{\log(n)}{n}\right)^{\frac{1}{3d}} \beta_n,$$

(5)

for $\varepsilon_n = c(\log(n)/n)^{\frac{1}{3d}} \beta_n$, being $c$ any constant larger than $(2/(\eta \omega_{d}))^{1/d}$, where $\omega_{d} = |B(0, 1)|_{d}$, and $\eta$ is the standardness constant, and $\beta_n \to +\infty$ any sequence.

**Remark 1.** The standarness hypothesis (defined in (2)) in Corollary 2 is not fulfilled when $M$ is a $dt$-dimensional Riemannian manifold, $dt < d$, and $P_X$ is a distribution supported on $M$. In that case, instead of assumption (2), the required condition for $P_X$ and $M$ is the following: there exists $\lambda > 0$ and $\eta > 0$ such that for all $x \in M$ $P_X(B(x, \varepsilon)) \geq \eta |B(x, \varepsilon)|_{d}$ for all $0 < \varepsilon < \lambda$, $B(x, \varepsilon)$ being the ball w.r.t. the Riemannian metric, and $| \cdot |_{d}$ being the $d$-dimensional Lebesgue measure. With the same ideas used to prove Theorem 3 in Cuevas and Rodriguez-Casal (2004), it can be proved that $d_H(R_n, M) = O((\log(n)/n)^{1/d})$, and then the rate (3) is improved up to

$$r_0 \leq \hat{r}_n \leq r_0 + c(\log(n)/n)^{1/(3dt)} \beta_n,$$

(5)
for $\varepsilon_n = c(\log(n)/n)^{1/\delta_n}$, being $c$ any constant larger than $(2/(\eta\omega_{\delta}))^{1/\delta}$, where $\omega_{\delta}$ is the $\delta$-dimensional Lebesgue measure of a ball of radius one in $\mathbb{R}^d$, $\eta$ is the standardness constant, and $\beta_n \to +\infty$ is any sequence of positive real numbers.

4 Non-estimability

In this section we will prove that it is not possible to determine, based on a finite sample, if the reach of the support, $sup(f)$, of a density $f$ is zero or not. This is equivalent to showing that the functional

$$\alpha(f) = \begin{cases} 1 & \text{if } reach(sup(f)) = 0 \\ 0 & \text{otherwise,} \end{cases}$$

cannot be consistently estimated from a sequence of iid observations. This is the case of several different problems. The most simple and well-known is that one cannot determine if the mean of a distribution is finite or not based on a finite sample. However, as in our case, once assuming that the mean is finite, it can be consistently estimated. A fundamental contribution on this general problem is given in Le Cam and Schwartz (1960), where they provide necessary and sufficient conditions for the existence of consistent estimators.

To prove that $\alpha(f)$ cannot be consistently estimated, we will make use Lemma 1.1 in Fraiman and Meloche (1999).

**Lemma 1 (Lemma 1.1 in Fraiman and Meloche (1999)).** Let $\mathcal{T}$ a subset of densities equipped with some norm $\| \cdot \|$ that makes $(\mathcal{T}, \| \cdot \|)$ a complete metric space. Assume that $\| f \|_1 \leq c \| f \|$ for some constant $c$ and all $f \in \mathcal{T}$. Let $\Phi: \mathcal{T} \to [-K, K]$ be any bounded characteristic of the densities in $\mathcal{T}$. If $\Phi$ is consistently estimable on $\mathcal{T}$, then there exists a dense subset of points in $\mathcal{T}$ at which $\Phi$ is continuous with respect to the topology induced by the $\| \cdot \|$ norm. Therefore, if $\Phi$ is discontinuous at every point in $\mathcal{T}$, it is not consistently estimable in $\mathcal{T}$.

In our case, $\mathcal{T}$ is the set of densities (w.r.t the Lebesgue measure) endowed with the $L^1$ norm, $\| \cdot \|_1$, which is, by Scheffe’s lemma, a complete space.

**Theorem 3.** Let $f$ be a density such that $reach(sup(f)) > 0$, then for all $\delta > 0$ there exists $f_{\delta}$ a density such that $\| f - f_{\delta} \|_1 < \delta$ and $reach(sup(f_{\delta})) = 0$. Moreover, if $reach(sup(f)) = 0$, then for all $\varepsilon > 0$ there exists $f_\varepsilon$ such that $\| f_\varepsilon - f \|_1 < \varepsilon$ and $reach(sup(f_\varepsilon)) > 0$. Thus, the functional $\alpha$ is discontinuous at any density in $\mathcal{T}$, and therefore from Lemma 1, it is not estimable.

**Proof.** If $reach(sup(f)) > 0$ then from Propositions 1 and 2 in Cuevas, Fraiman and Pateiro-López (2012) $sup(f)$ fulfills the exterior rolling ball condition (see section 2 in Cuevas, Fraiman and Pateiro-López (2012)). It is easy to see that this imply that $sup(f)$ is $\rho$, $h$-cone-convex for some $\rho \in (0, \pi/4]$ and $h > 0$ (see Definition 4 in Cholaquidis et al. (2014)), then from Proposition 2 in Cholaquidis et al. (2014) it follows that $\partial sup(f)|_d = 0$, from where it follows that $int(sup(f)) \neq \emptyset$. Let $x \in int(sup(f))$, then we can remove from $int(sup(f))$ an arbitrary small open cone $T$ centred at $x$, whose interior is included in $int(sup(f))$. Define $f_\varepsilon = cf_{T^c}$ as being $c$ a normalizing constant, and $T^c$ the complement of the set $T$. Clearly $reach(sup(f_\varepsilon)) = 0$. Let us assume now that $reach(sup(f)) = 0$. Let $\varepsilon > 0$ and $K_1 = K_1(\varepsilon)$ a compact set such that $\int_{K_1} f(x)dx < \varepsilon/4$. Let $\kappa > 0$ small enough such that

$$\int f(x)\mathbb{1}_{f^{-1}((0, \kappa))}dx < \varepsilon/4.$$
Table 1: Mean, median and standard deviation over 100 replication, of $\hat{r}_n$ for different values of the reach $r$ and $n$.

| $n$ | Inner radius $r=0.25$ | $r=0.5$ | $\varepsilon_n$ |
|-----|------------------|---------|---------------|
|     | mean | median | sd | mean | median | sd |               |
| 500 | 0.262 | 0.265 | 0.005 | 0.503 | 0.504 | 0.002 | 0.44         |
| 750 | 0.258 | 0.261 | 0.003 | 0.502 | 0.503 | 0.002 | 0.41         |
| 1000 | 0.256 | 0.258 | 0.002 | 0.502 | 0.502 | 0.001 | 0.40         |
| 1250 | 0.256 | 0.258 | 0.002 | 0.502 | 0.500 | 0.001 | 0.39         |
| 1500 | 0.255 | 0.255 | 0.002 | 0.501 | 0.500 | 0.001 | 0.37         |

Define $K = K_1 \cap f^{-1}([\kappa, +\infty))$ and $\xi(x) = d(x, K^c)I_K(x)$. Let $\gamma$ small enough such that $|K \setminus \xi^{-1}([\gamma, +\infty))|_d < \varepsilon/2$. Let $g$ a $C^2$ function such that $\sup_{x \in K} |\xi(x) - g(x)| < \gamma/2$. Let $S_\gamma := g^{-1}([\gamma/2, +\infty))$ then $S_\gamma \subset K$, is compact and $C^2$, and then its boundary is has positive reach, (see Thäle (2008)). The density $cfI_{S_\gamma}$ fulfills the desired properties, where the constant $c$ is chosen to integrate 1.

5 A small simulation study

5.1 Example 1

In this first example, to study the performance of $\hat{r}_n$, we considered the two dimensional sets, $M_r = \{(x, y) \in \mathbb{R}^2 : r^2 < x^2 + y^2 < r^2 + 1/\pi\}$, for $r \in \{0.25, 0.5\}$. Then, reach($M_r$) = $r$. For each $r$ fixed, we drawn a sample of $n$ points uniformly distributed on $M_r$, for $n \in \{500, 750, 1000, 1250, 1500\}$. The values of $\hat{r}_n$ are computed using $\varepsilon_n = (\max_i \min_{j \neq i} ||X_i - X_j||)^{1/2}$, for a constant $c > (4/\pi)^{1/2}$. The whole procedure is replicated 100 times. The mean, median and standard deviation of these replications are shown in Table 1. As is observed in both scenarios, the performance of our estimator improves when the sample sizes increases. In addition, the deviation is smaller for $r = 0.5$ than for $r = 0.25$. There is a small overestimation of the reach, expected according to Theorem 1, which is smaller for $r = 0.5$.

5.2 Bias correction

The overestimation of the reach is clearly established by Theorem 1, and is also confirmed by the results in Table 1. This problem becomes worse in the case of manifold-valued data, where we conjecture that it is due to the fact that $d_{G_n}$ tends to underestimate $d_M$ when $M$ is a lower-dimensional manifold. Thus, we consider a bias correction, following the proposal given in Arias-Castro et al (2019) for volume estimation, adapted for our problem. It worth to be mention that the proposal in Arias-Castro et al (2019) has been shown to be minimax optimal under the assumption that the data is uniformly distributed on the manifold. However, the consistency of the bias correction goes far beyond the scope of this manuscript. We show the performance through a simulation study.

We split the set $X_n$ into two subsets $X_1$ and $X_2$ of sizes $n_1$ and $n_2$, respectively.

1. Calculate $\hat{r}_{n_1}$ based on the set $X_1$. 


2. Calculate $\hat{p}_n$, defined by

\[
\left( \binom{n_2}{2} \right)^{-1} \left\{ (X_i, X_j) \in \mathcal{X}_2 : i \neq j, \|X_i - X_j\| < 2\hat{r}_{n_1} \text{ but } \\
d_{G_{n_2}}(X_i, X_j) > 2\hat{r}_{n_1}(1 - \varepsilon_{n_2}^2)\arcsin \left( \frac{\|X_i - X_j\|}{2\hat{r}_{n_1}} \right) \right\}.
\]

where $|\cdot|$ denotes the cardinality of the set.

3. Output: $\hat{r}_n = [(1 - \hat{p}_n) \lor 1/2]\hat{r}_{n_1}$.

5.2.1 Example 2

In this example, the set is $M = \{(x, y) \in \mathbb{R}^2 : x^2 + 4y^2 = 1, x \geq 0\}$, which is a manifold with boundary; see Figure 3. It is easy to see that $\text{reach}(M) = 0.25$. We compare the performance of our estimator and the estimator proposed in Aamari et al. (2019). Its first approach requires to know the tangent spaces at the sample points. More precisely, given an iid sample $\mathcal{X}_n \subset M$, $M$ being a $d$-dimensional manifold in $\mathbb{R}^D$, the authors proposes the estimator $r$ given by

\[
r = \inf_{X_i \neq X_j \in \mathcal{X}_n} \frac{\|X_j - X_i\|^2}{2d(X_j - X_i, T_X M)},
\]

where $T_X M$ is the $d$ affine linear space, tangent to $M$ at $X_i$.

If $M$ is unknown, then $T_X M$ must be estimated. Proposition 6.1 in Aamari et al. (2019) provides bounds for the stability of the estimator $\tau$ when the tangent spaces are perturbed. Let $TM = \{T_X M\}_{X_i \in \mathcal{X}_n}$ be a family of $d$ affine linear spaces, let

\[
r(\mathcal{X}_n, T) = \inf_{X_i \neq X_j \in \mathcal{X}_n} \frac{\|X_j - X_i\|^2}{2d(X_j - X_i, T_X M)}.
\]

Figure 3: The half-ellipse $M = \{(x, y) \in \mathbb{R}^2 : x^2 + 4y^2 = 1, x \geq 0\}$, whose reach is 0.25, and a sample on $M$.

To compare with the proposals given in Aamari et al. (2019), we consider $S_1 = \{S_{X_i} \}_{X_i \in \mathcal{X}_n}$, defined for each $X_i \in \mathcal{X}_n$, as follows: $S_{X_i}$ is the estimation of $T_X M$, by means of local principal components, see Aamari et al. (2021).
We draw samples of size \( n \) in the half-ellipse, for \( n \in \{400, 600\} \). The samples were generated as follows: first we draw a sample \( (X, Y) \) with standard normal bivariate distribution, then we take \( |X|, Y \). Finally we project \( Z = (|X|, Y) \) onto the ellipse considering \( Z/\|Z\|_e \) with \( \|(x, y)\|_e = \sqrt{x^2 + 4y^2} \).

We perform 100 replications. For each of them we calculate 1) \( r_{1,n} = r(\mathcal{X}_n, S_1) \) based on equation (7), 2) our estimator, \( \hat{r}_{1,n} \), without bias correction, and 3) \( \hat{r}_{2,n} \), the estimator with the bias correction proposed in Section 5.2. We take \( \epsilon_n = (\max_i \min_{j \neq i} ||X_i - X_j||)^{1/2} \), while we follow the suggestion in [Aamari et al (2019)] considering only those pairs of points whose distance is at least \( \delta \) with \( \delta \) of order \( \log(n)/n \).

The boxplots for these estimators are given in Figure 4. The average differences between the true tangent subspaces \( TM \) and their approximations \( S_1 \) (i.e., \( \text{Error}(k) = \max_{X_i \in X_n} \|T_{X_i} M - S_{1,X_i}\|_{op} \), where \( k \) stands for the \( k \)-th replicate) is 0.078 and 0.054 for \( n = 400 \) and \( n = 600 \) respectively. Figure 4 shows how the bias is reduced when we use the bias-corrected estimator \( \hat{r}_{2,n} \), which also performs better than \( r_{1,n} \).

6 Concluding remarks

We deal with an important problem in set estimation related to geometric measure theory: the estimation of the reach, \( r_0 \), of a set \( M \subset \mathbb{R}^d \), which includes the case where \( M \) is a manifold. A universally consistent estimator of \( r_0 \), in the sense that no assumptions are required except for \( r_0 \) being positive for is proposed. We show that based on a finite sample with density \( f \) w.r.t. the Lebesgue measure, it is not possible to determine if the reach of the support of \( f \) is zero or not. The consistency result is related to the convergence to zero of \( d_H(M, \mathcal{X}_n) \). We conjecture that given any consistent estimator of the reach, \( r_n \), and given any sequence \( \beta_n \to 0 \), it is possible to find a set (depending on \( \beta_n \)), with positive reach, for which, \( r_n \) converge to the reach at a rate slower than \( \beta_n \).

However, under the weak additional assumption of standardness, we provide rates of convergence for the proposed estimator. For the case where \( M \) is a manifold, we adapt our procedure by adding a bias correction method. An alternative way to deal with this problem is to consider the estimator \( r_n = (1 - \alpha \epsilon_n)\hat{r}_n \), but the optimal choice of the parameter \( \alpha \) should be addressed.
Then, for

\[ \text{The results obtained in our small simulation section are promising. However, a more extended simulation study, to compare with other proposals in the literature is an interesting problem to be addressed.} \]

**Appendix**

### 6.1 Proof of Theorem 2

**Proof.** To prove the first inequality in (1), let \( x_i, x_j \in X_n \) such that \( \| X_i - X_j \| < 2r_0 \). Let \( n \) be large enough such that \( (1 + 4\tau_n) \leq (1 + \varepsilon_n^2) \). From (1)

\[
d_{G_n}(X_i, X_j) \leq (1 + 4\tau_n)d_M(X_i, X_j) \leq 2r_0(1 + 4\tau_n)\arcsin\left(\frac{\|X_i - X_j\|}{2r_0}\right)
\]

\[ \leq 2r_0(1 + \varepsilon_n^2)\arcsin\left(\frac{\|X_i - X_j\|}{2r_0}\right). \]

Then \( \hat{r}_n \geq r_0 \). To prove the second inequality in (1), we have to prove that for all \( x, y \in M \) such that \( \|x - y\| \leq 2\hat{r}_n(1 - \varepsilon_n) \),

\[
d_M(x, y) \leq 2\hat{r}_n(1 - \varepsilon_n)\arcsin\left(\frac{\|x - y\|}{2\hat{r}_n(1 - \varepsilon_n)}\right).
\]

Since \( r_0 \leq \hat{r}_n \), it is enough to verify previous inequality for all \( x, y \in M \) such that \( \|x - y\| \geq 2r_0(1 - \varepsilon_n) \). This condition will be used later on in the proof, to guarantee that the value of \( n \) for which previous inequality holds, does not depend on the pair \( x, y \).

Denote by

\[ \gamma_n = \left(1 - \frac{1}{24}\left(\frac{\pi\varepsilon_n}{2\text{reach}(M)}\right)^2\right). \]

Let \( x_i, x_j \in X_n \) be the closest points, wrt the euclidean distance, to \( x \) and \( y \), respectively. From \( \delta_n/\varepsilon_n^3 \to 0 \), it follows that, for \( n \) large enough,

\[
\|X_i - X_j\| \leq \|X_i - x\| + \|x - y\| + \|y - X_j\| \leq 2\delta_n + 2\hat{r}_n(1 - \varepsilon_n) < 2\hat{r}_n.
\]

Then, for \( n \) large enough

\[
d_{G_n}(X_i, X_j) \leq 2\hat{r}_n(1 + \varepsilon_n^2)\arcsin\left(\frac{\|X_i - X_j\|}{2\hat{r}_n}\right).
\]

From Equation (3), (recall that \( d_{G_n}(x, y) \) is the distance in the graph, including \( x \) and \( y \) as vertices)

\[ \gamma_n d_M(x, y) \leq d_{G_n}(x, y) \leq d_{G_n}(x, X_i) + d_{G_n}(X_i, X_j) + d_{G_n}(X_j, y). \]

Since \( \|x - X_i\| < \delta_n < \varepsilon_n \), \( d_{G_n}(x, X_i) = \|x - X_i\| < \delta_n \). In the same manner, \( d_{G_n}(y, X_j) < \delta_n \). Since \( \gamma_n \to 1 \) we can take \( n \) large enough such that \( 2\delta_n/\gamma_n < 3\delta_n \), then from (8) and (9),

\[
d_M(x, y) \leq 3\delta_n + 2\hat{r}_n\left(1 + \frac{\varepsilon_n^2}{\gamma_n}\right)\arcsin\left(\frac{\|X_i - X_j\|}{2\hat{r}_n}\right).
\]

Let \( x, y \) such that \( \|x - y\| < 2\hat{r}_n(1 - \varepsilon_n) \), then

\[
\frac{\|X_i - X_j\|}{2\hat{r}_n} \leq \frac{\|x - y\|}{2\hat{r}_n} + 2\delta_n = \frac{\|x - y\|}{2\hat{r}_n(1 - \varepsilon_n)} + \frac{\|x - y\|}{2\hat{r}_n}\left(1 - \frac{1}{1 - \varepsilon_n}\right) + \frac{\delta_n}{\hat{r}_n} = \frac{\|x - y\|}{2\hat{r}_n(1 - \varepsilon_n)} - \varepsilon_n \frac{\|x - y\|}{2\hat{r}_n(1 - \varepsilon_n)} + \frac{\delta_n}{\hat{r}_n}.
\]
Using that \(\arcsin(a - b) \leq \arcsin(a) - \arcsin(a - b)b\), for all \(a, b > 0\) such that \(0 \leq a - b < 1\), (which follows from the fact that \(\arcsin(t) > 1\) for all \(0 < t < 1\)), for \(a = ||x - y||/(2\hat{r}_n(1 - \varepsilon_n))\) and \(b = \varepsilon_n a - \delta_n/\hat{r}_n\), we get

\[
d_M(x, y) \leq 2\hat{r}_n(\frac{1 + \varepsilon_n^2}{\gamma_n})[\arcsin(a) - \arcsin(a - b)b] + 3\delta_n =
2\hat{r}_n(1 - \varepsilon_n)\arcsin(a) + 2\hat{r}_n\left(\frac{(1 + \varepsilon_n^2)}{\gamma_n} - 1 + \varepsilon_n\right)\arcsin(a)
- 2\hat{r}_n\left(\frac{(1 + \varepsilon_n^2)}{\gamma_n}\right)\arcsin(a - b)(\varepsilon_n a - \delta_n/\hat{r}_n) + 3\delta_n. \quad (10)
\]

Using that \(a < 1\), \(\hat{r}_n \geq r_0 > 0\), and \(\gamma_n \to 1\), we get that, for \(n\) large enough,

\[
2\hat{r}_n(\frac{1 + \varepsilon_n^2}{\gamma_n})\arcsin(a - b)\frac{\delta_n}{\hat{r}_n} \leq 3\arcsin(1 - \varepsilon_n + \delta_n/r_0)\delta_n \leq C_1\frac{\delta_n}{\sqrt{\varepsilon_n}} \leq \varepsilon_n^2, \quad (11)
\]

\(C_1\) being a positive constant. In addition, for \(n\) large enough, using that \(\hat{r}_n \leq \text{diam}(M)\), \(\arcsin(a) \leq \pi/2\), and \(\gamma_n \to 1\),

\[
\hat{r}_n\left(\frac{(1 + \varepsilon_n^2)}{\gamma_n} - 1\right)\arcsin(a) \leq \frac{\text{diam}(M)\pi}{4}(1 - \gamma_n + \varepsilon_n^2) \leq C\varepsilon_n^2. \quad (12)
\]

\(C\) being a positive constant. Then, using \([11]\) and \([12]\) in \([10]\), and the fact that \(\delta_n/\varepsilon_n^2 \to 0\), we get that, for \(n\) large enough,

\[
d_M(x, y) \leq 2\hat{r}_n(1 - \varepsilon_n)\arcsin(a) + C\varepsilon_n^2 +
2\hat{r}_n\varepsilon_n\left[\arcsin(a) - \frac{(1 + \varepsilon_n^2)}{\gamma_n}\arcsin(a(1 - \varepsilon_n) + \delta_n/\hat{r}_n)a\right],
\]

\(C\) being a positive constant. To prove the second inequality in \([4]\), it is enough to prove that there exists \(k > 0\) such that for \(n\) large enough,

\[
\arcsin(a) - \frac{(1 + \varepsilon_n^2)}{\gamma_n}\arcsin(a(1 - \varepsilon_n) + \delta_n/\hat{r}_n)a < -k. \quad (13)
\]

Observe that \(k = 0\) is not enough to conclude because, if that is the case it may happen that

\[
\arcsin(a) - \frac{(1 + \varepsilon_n^2)}{\gamma_n}\arcsin(a(1 - \varepsilon_n) + \delta_n/\hat{r}_n)a \to 0^{-}
\]
as \(n \to \infty\) at a faster rate than \(\varepsilon_n\), which does not guarantee that \(d_M(x, y) \leq 2\hat{r}_n(1 - \varepsilon_n)\arcsin(a)\) due to the \(C\varepsilon_n^2\) term.

From \(||x - y|| \geq r_0(1 - \varepsilon_n)\) and \(\hat{r}_n \leq \text{diam}(M)\), we know that \(r_0/\text{diam}(M) < a\), also \(a < 1 + b\). Let us bound,

\[
\arcsin(a) - \frac{(1 + \varepsilon_n^2)}{\gamma_n}\arcsin(a(1 - \varepsilon_n) + \delta_n/\hat{r}_n)a \leq
\arcsin(a) - \frac{(1 + \varepsilon_n^2)}{\gamma_n}\arcsin(a(1 - \varepsilon_n))a =: f_n(a).
\]

Let us consider the function \(g(t) = \arcsin(t) - \arcsin(t)t\), which fulfills \(g(0) = 0\) and \(g(t) < 0\) for all \(0 < t < 1\). From \(r_0/\text{diam}(M) < a\) it follows that \(g(a) \leq g(r_0/\text{diam}(M)) < 0\). The functions \(f_n\) converges uniformly to \(g\), on any closed interval containing \(a\). This entails that \(f_n(a) \leq g(r_0/\text{diam}(M))/2\), for \(n\) large enough, from where it follows \([13]\).

\(\square\)
6.2 Proof of Theorem 1

This proof is based on the following Lemma, which is a modified version of Main Theorem A in Bernstein et al. (2000) for sets of positive reach. The proof follows the same ideas used to prove Main Theorem A, so we will provide a sketch.

**Lemma 2.** Let $M \subset \mathbb{R}^d$ be compact, such that $\text{reach}(M) = r_0 > 0$. Let $X_n \subset M$ a set of $n$ points. We are given a graph $G$ on $X_n$ and positive real numbers $\lambda_1, \lambda_2$. We also refer to positive real numbers $\varepsilon_{\min}, \varepsilon_{\max}$, and $\delta$. Suppose that,

1. The graph $G$ contains all edges $xy$ of length $||x - y|| \leq \varepsilon_{\min}$.
2. All edges of $G$ have length $||x - y|| \leq \varepsilon_{\max}$.
3. The set $X_n$ fulfills $d_{H}(X_n, M) \leq \delta$.
4. $M$ is geodesically convex.

Then provided that

5. $\varepsilon_{\max} < 2r_0$,
6. $\varepsilon_{\max} \leq (2/\pi)r_0\sqrt{24}\lambda_1$,
7. $\delta \geq \lambda_2\varepsilon_{\min}/4$,

it follows that inequalities

$$
(1 - \lambda_1)d_M(x, y) \leq d_G(x, y) \leq (1 + \lambda_2)d_M(x, y)
$$

are valid for all $x, y \in M$.

**Proof.** The second inequality in (14) is proven as the second inequality in Main Theorem A in Bernstein et al. (2000), which is based on Theorem 2 in Bernstein et al. (2000). The proof of Theorem 2 in Bernstein et al. (2000) does not require smoothness assumptions on $M$. To prove the first inequality, let us consider a path $x_0x_1...x_p$ on $G$ connecting $x$ and $y$ (i.e., $x_0 = x$ and $x_p = y$.) From conditions 2, 5 and 7 $||x_i - x_{i+1}|| \leq 2r_0$ and $||x_i - x_{i+1}|| \leq (2/\pi)r_0\sqrt{24}\lambda_1$. From (1), we get that $2r_0\sin(d_M(x, y)/2r_0) \leq ||x - y||$, for all $x, y$ such that $||x - y|| \leq 2r_0$ (this is Lemma 3 in Bernstein et al. (2000)). Thus

$$
d_M(x_i, x_{i+1}) \leq (\pi/2)||x_i - x_{i+1}|| \leq r_0\sqrt{24}\lambda_1.
$$

We can then apply Corollary 4 in Bernstein et al. (2000) with $\lambda = \lambda_1$ (its proof depends only on Lemma 3). Then, $d_M(x_i, x_{i+1}) \leq (1 - \lambda_1^{-1})||x_i - x_{i+1}||$. Lastly,

$$
d_M(x, y) \leq (1 - \lambda)^{-1}||x_0 + x_1|| + \cdots + (1 - \lambda)^{-1}||x_{p-1} - x_p|| = (1 - \lambda_1)^{-1}d_G(x, y).
$$

**Proof of Theorem 1**

**Proof.** Let us verify condition 1 to 6 in Lemma 2. By construction of $G_n$, condition 1 and 2 are guaranteed with $\varepsilon_{\max} = \varepsilon_{\min} = \varepsilon_n$. Also $\delta_n = d_H(X_n, M)$, guarantee condition 3. Conditions 4 and 5 are fulfilled by hypotheses. Lastly, let us define

$$
\lambda_1 := \frac{1}{24} \left(\frac{\pi \varepsilon_n}{2r_0}\right)^2 \quad \text{and} \quad \lambda_2 := 4\tau_n,
$$

then, conditions 6 and 7 are fulfilled, from where it follows (3).
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