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ABSTRACT. We study the quasi-periodic Schrödinger operator

$$-\psi''(x) + V(x)\psi(x) = E\psi(x), \quad x \in \mathbb{R}$$

in the regime of “small” $V(x) = \sum_{m \in \mathbb{Z}^\nu} c(m) \exp(2\pi im \omega x), \omega = (\omega_1, \ldots, \omega_\nu) \in \mathbb{R}^\nu, |c(m)| \leq \epsilon \exp(-\kappa_0|m|)$. We show that the set of reflectionless potentials isospectral with $V$ is homeomorphic to a torus. Moreover, we prove that any reflectionless potential $Q$ isospectral with $V$ has the form $Q(x) = \sum_{m \in \mathbb{Z}^\nu} d(m) \exp(2\pi im \tilde{\omega} x)$, with the same $\omega$ and with $d(m) \leq \sqrt{2} \epsilon \exp(-\kappa_0|m|)$.

Our derivation relies on the study of the approximation via Hill operators with potentials $\tilde{V}(x) = \sum_{m \in \mathbb{Z}^\nu} c(m) \exp(2\pi im \tilde{\omega} x)$, where $\tilde{\omega}$ is a rational approximation of $\omega$. It turns out that the multi-scale analysis method of [DG1] applies to these Hill operators. Namely, in [DGL1] we developed the multi-scale analysis for the operators dual to the Hill operators in question. The main estimates obtained in [DGL1] allow us here to establish estimates for the gap lengths and the Fourier coefficients in a form that is considerably stronger than the estimates known in the theory of Hill operators with analytic potentials in the general setting. Due to these estimates, the approximation procedure for the quasi-periodic potentials is effective, despite the fact that the rate of approximation $|\omega - \tilde{\omega}| \sim T^{-\delta}, 0 < \delta < 1/2$ is slow on the scale of the period $T$ of the Hill operator.
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1. INTRODUCTION AND STATEMENT OF THE MAIN RESULTS

Let $U(\theta)$ be a real function on the torus $\mathbb{T}^\nu$,

$$U(\theta) = \sum_{n \in \mathbb{Z}^\nu} c(n) e^{2\pi in\theta}, \quad \theta \in \mathbb{T}^\nu. \quad (1.1)$$
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Let $\omega = (\omega_1, \ldots, \omega_\nu) \in \mathbb{R}^\nu$. Assume that the following Diophantine condition holds,

$$
|n\omega| \geq a_0|n|^{-b_0}, \quad n \in \mathbb{Z}^\nu \setminus \{0\}
$$

for some

$$
0 < a_0 < 1, \quad \nu < b_0 < \infty.
$$

(1.2)

Here, and everywhere else in this work, $|n| = |(n_1, \ldots, n_\nu)| = \sum_j |n_j|$ for $n \in \mathbb{Z}^\nu$.

Let $V(x) = U(x\omega)$. Consider the Schrödinger operator

$$
[H_{V}y](x) = -y''(x) + V(x)y(x), \quad x \in \mathbb{R}.
$$

(1.4)

Assume that $U$ is real-analytic, that is, the Fourier coefficients $c(n)$ obey

$$
\begin{align*}
\overline{c(n)} &= c(-n), \quad n \in \mathbb{Z}^\nu \setminus \{0\}, \\
|c(n)| &\leq \varepsilon \exp(-\kappa_0|n|), \quad n \in \mathbb{Z}^\nu \setminus \{0\},
\end{align*}
$$

(1.6)

where $\varepsilon > 0$, $0 < \kappa_0 \leq 1$. We also assume that $c(0) = 0$ since the constant term can be subsumed in the energy.

In [DG1], the eigenfunctions and the spectrum of this operator were studied via a multi-scale analysis method. The spectrum turns out to be of the form

$$
S = [E(0), \infty) \setminus \bigcup_{m \in \mathbb{Z}^\nu \setminus \{0\}; E^{-}(k_m) < E(k_m) < E^{+}(k_m)} (E^{-}(k_m), E^{+}(k_m)),
$$

where $E(k)$ are the Floquet eigenvalues parametrized against the quasi-impulses $k \in \mathbb{R}$, and $k_m = -m\omega/2$ are the values at which $E(k)$ may be discontinuous. The intervals $(E^{-}(k_m), E^{+}(k_m))$ are called the gaps.

One of the main results in [DG1] establishes two-sided estimates relating the gaps in the spectrum and the Fourier coefficients $c(n)$. This enabled the authors to prove the existence and uniqueness of global solutions for the Korteweg-de Vries equation with small quasi-periodic initial data; see [DG2]. However, the multi-scale analysis method of [DG1] does not allow one to identify the manifolds of isospectral quasi-periodic potentials and to give a solution of the inverse spectral problem for these potentials. The development of such a theory and particularly finding the “canonical” foliation of the space of quasi-periodic potentials into isospectral tori, similarly to the periodic case (see [FMcL, MKvM, McKT, KP, PT]), will be instrumental for the complete integrability of the Korteweg-de Vries equation with quasi-periodic initial data. We would like to mention that the study of quasi-periodic Korteweg-de Vries equations addresses Problem 1 of Deift’s list of problems in random matrix theory and the theory of integrable systems, see [De].

It is the purpose of this paper to develop such a theory. It will be central to our approach to approximate the frequency vector $\omega$ with vectors having rational components, and hence to approximate the quasi-periodic potential $V$ with periodic potentials.

In the paper [DGL1], a companion to the present paper, a multi-scale analysis was developed for the spectral problem dual to the periodic approximations. This analysis is the main technological tool which enables us to develop in the current work an exact analogue of the above-mentioned two-sided estimates relating the gaps in the spectrum for the rational approximations of the vector $\omega$ and the Fourier coefficients $c(n)$. Moreover, these estimates are actually uniform for the approximating rational vectors. These results set up an effective periodic approximation theory for the quasi-periodic inverse spectral problem.

We invoke some fundamental objects from the theory of Hill’s equation, namely the trace formula of McKean-van Moerbeke-Trubowitz and the differential equation for the translation dynamics $V \mapsto V(\cdot + t)$ derived by Dubrovin [Du] and Trubowitz [Tr]. It is very important for our method that versions of these objects can be developed in the case of a general reflectionless potential; see the remarkable work by Craig [Cr]. Due to these two-sided estimates we control these objects in the process of the rational approximation of the vector $\omega$. We want to mention here that there are well known two-sided estimates relating the gaps in the spectrum of Hill’s equation and the Fourier coefficients $c(n)$ of the potential, see [HI, KM, TR]. However, these estimates are insufficient to derive the convergence of the inverse problem solutions in the rational approximation process. We explain this issue in Section 6; see Remark 6.3.
Let us now present the main results of the current paper. In addition to the Diophantine condition (1.2), we assume also that each component $\omega_j$ obeys

\begin{equation}
\|n\omega_j\| \geq \frac{c}{|n|^\beta} \quad \text{for all } n \in \mathbb{Z} \setminus \{0\},
\end{equation}

where $0 < c < 1 < \beta$ and $\| \cdot \|$ denotes dist$(\cdot, \mathbb{Z})$. Denote by $\mathcal{P}(\omega, \varepsilon, \kappa_0)$ the set of the potentials

\begin{equation}
V(x) = \sum_{n \in \mathbb{Z}^r} c(n) e^{2\pi i n \omega}, \quad x \in \mathbb{R}
\end{equation}

with $c(n)$ as in (1.5). For $j = 0, 1$, let $V^{(j)} \in \mathcal{P}(\omega, \varepsilon, \kappa_0)$, that is,

\begin{equation}
V^{(j)}(x) = \sum_{n \in \mathbb{Z}^r} c^{(j)}(n) e^{2\pi i n \omega}, \quad x \in \mathbb{R},
\end{equation}

and define the distance

\begin{equation}
\rho(V^{(0)}, V^{(1)}) := \sum_{n \in \mathbb{Z}^r} |c^{(0)}(n) - c^{(1)}(n)|.
\end{equation}

Let $V \in \mathcal{P}(\omega, \varepsilon, \kappa_0)$. Denote by $S = S_V$ the spectrum of the Schrödinger operator (1.4) and by $(E^{-}(k_m), E^{+}(k_m))$ the gaps; compare (1.9). Set $r_m = |m|^{-\nu-1}$, $m \in \mathbb{Z}^r$ and let $C_m$ be a circle of radius $r_m$. Consider the torus

\begin{equation}
\mathcal{T}_V = \prod_{m \in \mathbb{Z}^r \setminus \{0\}: E^{-}(k_m) < E^{+(k_m)}} C_m.
\end{equation}

Define on $\mathcal{T}_V$ the distance

\begin{equation}
d((\theta_m^{(0)})_m, (\theta_m^{(1)})_m) = \sum_m |\theta_m^{(0)} - \theta_m^{(1)}|.
\end{equation}

Let $Q(x)$ be a real bounded continuous function, $x \in \mathbb{R}$. Consider the Schrödinger operator

\begin{equation}
[H_Q]y(x) := -y''(x) + Q(x)y(x) = Ey(x), \quad x \in \mathbb{R}.
\end{equation}

One says that $Q$ is isospectral with $V$ if the spectrum of $H_Q$ is the same as the spectrum of $H_V$, that is, $S_Q = S_V$. We denote by $\mathcal{S}(V)$ the set of all $Q$ isospectral with $V$.

**Remark 1.1.** (1) Let $W$ be a continuous real function on the torus $\mathbb{T}^r$ and let $\omega' = (\omega'_1, \ldots, \omega'_r) \in \mathbb{R}^r$ be a vector with rationally independent components. Consider the potential $Q(x) = W(x\omega')$. Assume that $Q$ is isospectral with $V$ and that $H_Q$ has purely absolutely continuous spectrum. What can one say about $W$ and $\omega'$? Theorem I below in particular gives a complete answer to this question.

(2) As a matter of fact, the statement in Theorem I is stronger. It applies to any reflectionless potential. Recall the definition, see [C]. Consider the Green function $G(x, y; E + i\eta) = (H_Q - E - i\eta)^{-1}(x, y)$, $\eta > 0$. One says that $Q$ is reflectionless if

\[ \lim_{\eta \downarrow 0} \Re G(x, x; E + i\eta) = 0 \quad \text{for all } x \text{ and Lebesgue almost every } E \in S_Q. \]

Some work related to this notion can be found, for example, in [C1, K2, K3, K4, PR, R1, R2, R3, SY]. In particular, the following result is known. Assume that $Q$ is recurrent in the sense that it belongs to its own $\omega$-limit set and let $H_Q$ be as in (1.13) (this assumption clearly holds for the potentials discussed in part (1) of this remark). If the spectrum of $H_Q$ is purely absolutely continuous, then $Q$ is reflectionless [R1].

**Theorem I.** There exists $\varepsilon^{(1)} = \varepsilon^{(1)}(a_0, b_0, \kappa_0) > 0$ such that for $0 < \varepsilon \leq \varepsilon^{(1)}$, the following statements hold for every $V \in \mathcal{P}(\omega, \varepsilon, \kappa_0)$.

(1) There is a homeomorphism $\Phi$ from $(\mathcal{T}_V, d)$ onto $(\mathcal{S}(V) \cap \mathcal{P}(\omega, \sqrt{2}\varepsilon, \kappa_0/2), \rho)$.

(2) Let $Q(x)$ be a bounded continuous function, $x \in \mathbb{R}$. Assume $Q$ is reflectionless and isospectral with $V$. Then,

\begin{equation}
Q(x) = \sum_{n \in \mathbb{Z}^r} d(n) e^{2\pi i x_\omega}, \quad x \in \mathbb{R},
\end{equation}

where

\begin{equation}
\rho(V^{(0)}, V^{(1)}) := \sum_{n \in \mathbb{Z}^r} |c^{(0)}(n) - c^{(1)}(n)|.
\end{equation}

\[ \lim_{\eta \downarrow 0} \Re G(x, x; E + i\eta) = 0 \quad \text{for all } x \text{ and Lebesgue almost every } E \in S_Q. \]
with
\begin{equation}
|d(n)| \leq \sqrt{2\varepsilon} \exp \left( -\frac{\kappa_0}{2} |n| \right), \quad n \in \mathbb{Z}^\nu \setminus \{0\}.
\end{equation}

In particular, let \( W \) be a continuous real function on the torus \( \mathbb{T}^\nu \),
\begin{equation}
W(\theta) = \sum_{n \in \mathbb{Z}^\nu} d(n) e^{2\pi in\theta}, \quad \theta \in \mathbb{T}^\nu.
\end{equation}

Let \( \omega' = (\omega'_1, \ldots, \omega'_\nu) \in \mathbb{R}^\nu \) be a vector with rationally independent components. Consider the potential \( Q(x) = W(x\omega') \). Assume that \( Q \) is isospectral with \( V \). Assume also that \( H_Q \) has purely absolutely continuous spectrum. Then, \( \omega' = \omega \) and
\begin{equation}
|d(n)| \leq \sqrt{2\varepsilon} \exp \left( -\frac{\kappa_0}{2} |n| \right), \quad n \in \mathbb{Z}^\nu \setminus \{0\}.
\end{equation}

Remark 1.2. (a) Sodin and Yuditskii [SY] studied the set of all reflectionless potentials for which the spectrum coincides with a given set \( E \subset \mathbb{R} \). A closed set
\[ E = [E, \infty) \setminus \bigcup_n (E_n^-, E_n^+) \]
is called homogeneous if there is \( \tau > 0 \) such that for any \( E \in E \) and any \( \sigma > 0 \), we have \( |(E-\sigma, E+\sigma) \cap E| > \tau \sigma \); see [Ca]. Denote by \( \Omega_E \) the set of all reflectionless potentials \( Q \) with \( S_Q = E \). Assume that the set \( E \) is homogeneous and
\[ \sum_n (E_n^+ - E_n^-) < \infty. \]

The following results were obtained in [SY]. The set \( \Omega_E \) is homeomorphic to the torus
\begin{equation}
\mathfrak{T} = \prod_{n : E_n^- < E_n^+} C_n.
\end{equation}

Furthermore, each \( Q \in \Omega_E \) is almost-periodic. Gesztesy and Yuditskii proved in [GY] that for \( Q \in \Omega_E \), the operator \( H_Q \) has purely absolutely continuous spectrum. They proved also that \( \Omega_E \subset L^\infty(\mathbb{R}) \).

One can prove using Theorems A and B from [DG1] that the spectrum \( S_V \) in Theorem I is homogeneous; see [DGL2]. Thus, [SY] and [GY] apply to the set \( S_V \) in Theorem I. The results of Theorem I cover all the mentioned results from [SY] and [GY] for \( E = S_V \). For instance, the absolute continuity of the spectrum is due to the fact that this holds for any \( Q \in \mathcal{P}(\omega', \varepsilon, \kappa_0) \) with small \( \varepsilon \); see [E]. On the other hand, the methods in [SY] and [GY] do not allow one to show that each potential \( Q \in \Omega_E \) is quasi-periodic with the same vector of frequency \( \omega \) and that the Fourier coefficients obey (1.17).

(b) Given the definition of \( \Omega_E \) above, we can formulate part (1) of Theorem I as follows: There is a bijection \( \Phi \) between \( \mathfrak{T} \) and \( \Omega_{S_V} \), and the latter set is contained in \( \mathcal{P}(\omega, \sqrt{2\varepsilon}, \kappa_0/2) \), and indeed coincides with \( \mathcal{S}_0(V) \cap \mathcal{P}(\omega, \sqrt{2\varepsilon}, \kappa_0/2) \). Thus, \( \Omega_{S_V} \) can be equipped with the metric \( \rho \), and the map \( \Phi \) is a homeomorphism with respect to the metrics \( d \) and \( \rho \).

As was mentioned above, the proof of Theorem I relies in a crucial way on periodic approximation. Next, we state the main results for the periodic approximants. Let \( \tilde{\omega} = (\tilde{\omega}_1, \ldots, \tilde{\omega}_\nu) \neq 0 \) be a vector with rational components \( \tilde{\omega}_j = \ell_j/t_j \), \( \ell_j, t_j \in \mathbb{Z} \). Consider the function \( \tilde{V}(x) = U(x\tilde{\omega}) \), \( x \in \mathbb{R} \). The function \( \tilde{V}(x) \) is obviously periodic. Consider the Hill operator
\begin{equation}
[H_{\tilde{V}} y](x) = -y''(x) + \tilde{V}(x)y(x), \quad x \in \mathbb{R}.
\end{equation}

We assume that the following “Diophantine condition in the box” holds, see Section [5]
\begin{equation}
|n\tilde{\omega}| \geq a_0|n|^{-b_0}, \quad 0 < |n| \leq \hat{R}_0,
\end{equation}
for some
\begin{equation}
0 < a_0 < 1, \quad \nu < b_0 < \infty, \quad (\hat{R}_0)^{b_0} > \prod t_j.
\end{equation}
Remark 1.3. Clearly, for any \( \tilde{\omega} = (\tilde{\omega}_1, \ldots, \tilde{\omega}_r) \neq 0 \), one can set up (1.20), (1.21) with some \( a_0 < 1, \nu < b_0 < \infty \) and \((\tilde{R}_0)^{b_0} > \prod t_j \). In this paper we assume that \( a_0, b_0 \) are fixed while the denominators \( t_j \) can be arbitrarily large. We use the same exponent \( b_0 \) in the Diophantine condition (1.20) and for \((\tilde{R}_0)^{b_0} > \prod t_j \), just to save one piece of notation.

To state the main results related to rational approximations we need the following:

Definition 1.4. Let \( \mathcal{R}(\tilde{\omega}) := \{ n \in \mathbb{Z}^r : n \tilde{\omega} = 0 \} \) and consider the quotient group \( \mathfrak{F}(\tilde{\omega}) := \mathbb{Z}^r / \mathcal{R}(\tilde{\omega}) \). We call \( \mathfrak{F}(\tilde{\omega}) \) the \( \tilde{\omega} \)-lattice. We use the notation \([n]_{\tilde{\omega}} = [n] \) for the coset \( n + \mathcal{R}(\tilde{\omega}), n \in \mathbb{Z}^r \). Given a set \( \Lambda \subset \mathbb{Z}^r \), we denote by \([\Lambda]_{\tilde{\omega}} = [\Lambda] \) the image of \( \Lambda \) under the map \( n \mapsto [n]_{\tilde{\omega}} \). We introduce the quotient distance in the standard way, that is, via \(|n| = |n|_{\tilde{\omega}} := \min\{ |n| : n \in n \}, n \in \mathfrak{F}(\tilde{\omega}) \). Given \( n \in \mathfrak{F}(\tilde{\omega}) \), we set \( n \omega := n\tilde{\omega} \), where \( n \in \mathbb{N} \) is arbitrary. Obviously, this is a well-defined real function on \( \mathfrak{F}(\tilde{\omega}) \), which we denote by \( \xi(n) \).

Here we assume that the Fourier coefficients \( c(n) \) decay sub-exponentially:

\[
(1.22) \quad \frac{c(n) = c(-n), \quad n \in \mathbb{Z}^r \setminus \{0\},}{|c(n)| \leq \varepsilon \exp(-\kappa_0|n|^{\nu}), \quad n \in \mathbb{Z}^r \setminus \{0\},}
\]

0 < \kappa_0, \alpha_0 \leq 1. In all applications in this work we are interested only in the case when \( U \) is analytic, that is, \( \alpha_0 = 1 \) in (1.22). We include the case \( \alpha_0 < 1 \) for purely technical reasons, which we explain in Section 4.

Set

\[
\mathfrak{J}_n = (k_0 - \delta(n), k_0 + \delta(n)), \quad \delta(n) = a_0(1 + |n|)^{-b_0 - 3}, \quad n \in \mathfrak{F}(\tilde{\omega}) \setminus \{0\},
\]

\[
\mathcal{R}(k) = \{ n \in \mathfrak{F}(\tilde{\omega}) \setminus \{0\} : k \in \mathfrak{J}_n \}, \quad \mathfrak{S} = \{ k : |\mathcal{R}(k)| < \infty \},
\]

where \( a_0, b_0 \) are as in the Diophantine condition (1.20). Let \( k \in \mathfrak{S} \) be such that \( |\mathcal{R}(k)| > 0 \). Due to the Diophantine condition, one can enumerate the points of \( \mathcal{R}(k) \) as \( n^{(\ell)}(k), \ell = 0, \ldots, \ell(k), 1 + \ell(k) = |\mathcal{R}(k)| \), so that \( |n^{(\ell)}(k)| < |n^{(\ell+1)}(k)| \). Set

\[
(1.24) \quad T_m(n) = m - n, \quad m, n \in \mathfrak{F}(\tilde{\omega}),
\]

\[
m^{(0)}(k) = \{0,n^{(0)}(k)\},
\]

\[
m^{(\ell)}(k) = m^{(\ell-1)}(k) \cup T_{n^{(\ell)}(k)}(m^{(\ell-1)}(k)), \quad \ell = 1, \ldots, \ell(k).
\]

Theorem A. There exists \( \varepsilon_0 = \varepsilon_0(\kappa_0, a_0, b_0) > 0 \) such that for \( 1/2 \leq \alpha_0 \leq 1, 0 < \varepsilon \leq \varepsilon_0 \), and \( k \in \mathfrak{S} \setminus \{\mathfrak{F}(\tilde{\omega}) : m \in \mathfrak{F}(\tilde{\omega})\} \), there exist \( E(k) \in \mathbb{R} \) and \( \varphi(k) := (\varphi(n;k))_{n \in \mathfrak{F}(\tilde{\omega})} \) so that the following conditions hold:

(a) \( \varphi(0; k) = 1 \),

\[
(1.25) \quad |\varphi(n;k)| \leq \varepsilon^1/2 \sum_{m \in m^{(\ell)}(k)} \exp \left( -\frac{7}{8} \kappa_0 |n - m|^{\alpha_0} \right), \quad n \notin m^{(\ell(k))}(k),
\]

(b) The function

\[
\psi(k, x) = \sum_{n \in \mathfrak{F}(\tilde{\omega})} \varphi(n;k)e^{2\pi i x(n\omega + k)}
\]

is well-defined and obeys equation (1.19) with \( E = E(k) \), that is,

\[
(1.26) \quad H \psi(k, x) \equiv -\psi''(k, x) + \tilde{V}(x)\psi(k, x) = E(k)\psi(k, x).
\]

(c) \( E(k) = E(-k), \quad \varphi(n; -k) = \varphi(-n; k), \quad \psi(-k, x) = \overline{\psi(k, x)}, \)

\[
(1.27) \quad (k^0)^2(k - k_1)^2 < E(k) - E(k_1) < 2k(k - k_1) + 2\varepsilon \sum_{k_1 < k_n < k} \delta(n), \quad 0 < k - k_1 < 1/4, k_1 > 0,
\]

where \( k^{(0)} := \min(\varepsilon_0, k/1024) \).
(d) The limits

\[
E^\pm(k_m) = \lim_{k \to k_m, k \neq k_m \in \mathbb{T}} E(k) \quad \text{for} \quad k_m > 0,
\]

\[
E(0) = \lim_{k \to 0, k \neq k_m \in \mathbb{T}} E(k),
\]

\[
\varphi^\pm(n; k_m) = \lim_{k \to k_m, k \neq k_m \in \mathbb{T}} \varphi(n; k) \quad \text{for} \quad k_m > 0,
\]

\[
\varphi(n; 0) = \lim_{k \to 0, k \neq k_m \in \mathbb{T}} \varphi(n; k)
\]

exist, \(\varphi^\pm(0; k_m) = 1, \varphi(0; 0) = 1,\)

\[
|\varphi^\pm(n; k_m)| \leq \varepsilon^{1/2} \sum_{m \in m(\varepsilon)} \exp\left(-\frac{7}{8} \kappa_0 |n - m|^\alpha_0\right), \quad n \notin m(\ell(k_m))(k_m),
\]

\[
|\varphi^\pm(n; k_m)| \leq 2 \quad \text{for any} \quad n \in m(\ell(k_m))(k_m),
\]

\[
|\varphi(n; 0)| \leq \varepsilon^{1/2} \exp\left(-\frac{7}{8} \kappa_0 |n|^\alpha_0\right), \quad n \neq 0.
\]

The functions

\[
\psi^\pm(k_m, x) = \sum_{n \in \mathbb{Z}} \varphi^\pm(n; k_m)e^{2\pi i x(n\omega + k_m)}
\]

\[
\psi(0, x) = \sum_{n \in \mathbb{Z}} \varphi(n; 0)e^{2\pi i x\omega}
\]

are well-defined and obey

\[
-\partial_{xx}^2 \psi^\pm(k_m, x) + \tilde{V}(x)\psi^\pm(k_m, x) = E^\pm(k_m)\psi^\pm(k_m, x),
\]

\[
-\partial_{xx}^2 \psi(0, x) + \tilde{V}(x)\psi(0, x) = E(0)\psi(0, x).
\]

(e) The spectrum \(S_{\tilde{V}}\) of \(H_{\tilde{V}}\) consists of the following set,

\[
S_{\tilde{V}} = \{E(0), \infty\} \setminus \bigcup_{m \in \mathbb{Z} \setminus \{0\}; k_m > 0, E^-(k_m) < E^+(k_m)} (E^-(k_m), E^+(k_m)).
\]

**Theorem \(\tilde{B}\).** (1) The gaps \((E^-(k_m), E^+(k_m))\) in Theorem \(\tilde{A}\) obey

\[
E^+(k_m) - E^-(k_m) \leq 2\varepsilon \exp(-\frac{\kappa_0}{2}|m|^\alpha_0).
\]

(2) Using the notation from Theorem \(\tilde{A}\), there exists \(\varepsilon^{(0)} = \varepsilon^{(0)}(a_0, b_0, \kappa_0) > 0\) such that if the gaps \((E^-(k_m, \hat{\omega}), E^+(k_m, \hat{\omega}))\) obey \(E^+(k_m, \hat{\omega}) - E^-(k_m, \hat{\omega}) \leq \varepsilon \exp(-\kappa'_0|m|^\alpha_0)\) with \(0 < \varepsilon < \varepsilon^{(0)}, \kappa'_0 \geq 4\kappa_0, \alpha'_0 \geq \alpha_0,\) then, in fact, \(\tilde{V}(x)\) has a representation

\[
\tilde{V}(x) = \sum_{n \in \mathbb{Z}^\nu} d(n)e^{2\pi i x n\tilde{\omega}}, \quad x \in \mathbb{R}
\]

with \(|d(m)| \leq \sqrt{2\varepsilon} \exp(-\frac{\kappa'_0}{2}|m|^\alpha'_0)\).

We define the torus \(\mathcal{T}_{\tilde{V}}\), the set \(\mathcal{P}(\tilde{\omega}, \varepsilon, \kappa)\) and the distance \(\rho\) just as before.

**Theorem \(\tilde{I}\).** There exists \(\varepsilon^{(1)} = \varepsilon^{(1)}(a_0, b_0, \kappa_0)\) such that for \(0 < \varepsilon < \varepsilon^{(1)}\) and \(V \in \mathcal{P}(\tilde{\omega}, \varepsilon, \kappa_0),\) there is a homeomorphism \(\Phi\) from \((\mathcal{T}_{\tilde{V}}, d)\) onto \((\operatorname{SO}(V) \cap \mathcal{P}(\tilde{\omega}, \sqrt{2\varepsilon}, \kappa_0/2), \rho)\).

The structure of the paper is as follows. We will prove Theorem \(\tilde{A}\) in Section 2, Theorem \(\tilde{B}\) in Section 3, and Theorem \(\tilde{I}\) in Section 4. After some preparatory work on periodic approximation in Sections 3, 4, we prove Theorem \(I\) in Section 5.
2. Proof of Theorem A

Let $\tilde{\omega} = (\tilde{\omega}_1, \ldots, \tilde{\omega}_\nu) \neq 0$ be a vector with rational components, $\tilde{\omega}_j = \ell_j/t_j$, $\ell_j, t_j \in \mathbb{Z}$.

**Lemma 2.1.** (1) The set $\mathfrak{F}(\tilde{\omega}) := \{ m\tilde{\omega} : m \in \mathbb{Z}^\nu \}$ is a discrete infinite subgroup of $\mathbb{R}$.

(2) We have $\mathfrak{F}(\tilde{\omega}) = \{ a\tau_0 : a \in \mathbb{Z} \}$ for a suitable $\tau_0 \geq T^{-1}$, $T = \prod_j t_j$.

(3) The set $\mathfrak{R}(\tilde{\omega}) := \{ m \in \mathbb{Z}^\nu : m\tilde{\omega} = 0 \}$ is a subgroup of $\mathbb{Z}^\nu$.

**Proof.** Clearly, $\mathfrak{F}(\tilde{\omega})$ is an infinite subgroup of $\mathbb{R}$. Let $T = \prod_j t_j$. Let $\xi = m\tilde{\omega} \neq 0$ be arbitrary. Then $\xi = \ell/T$, where $\ell \in \mathbb{Z}$, $\ell \neq 0$. Hence, $|\xi| \geq 1/T$. Thus, $\tau_0 := \inf_{m\tilde{\omega} \neq 0} |m\tilde{\omega}| \geq T^{-1}$. In particular, $\mathfrak{F}(\tilde{\omega})$ is a discrete subgroup of $\mathbb{R}$. This validates part (1). Part (2) follows from part (1) and its proof.

Part (3) follows just from the definitions. □

Consider the quotient group $\mathfrak{Z}(\omega) := \mathbb{Z}^\nu/\mathfrak{R}(\tilde{\omega})$. We call $\mathfrak{Z}(\tilde{\omega})$ the $\tilde{\omega}$-lattice. We use the notation $[n]_{\mathfrak{Z}} = [n]$ for the coset $n + \mathfrak{R}(\tilde{\omega})$, $n \in \mathbb{Z}^\nu$. Given a set $\Lambda \subset \mathbb{Z}^\nu$, we denote by $[\Lambda]_{\mathfrak{Z}} = [\Lambda]$ the image of $\Lambda$ under the map $n \to [n]_{\mathfrak{Z}}$. We introduce the quotient distance in the standard way, that is, via $[n] = [n]_{\mathfrak{Z}} := \min \{ [n] : n \in \mathfrak{Z} \}$, $n \in \mathfrak{Z}(\tilde{\omega})$. Given $n \in \mathfrak{Z}(\tilde{\omega})$, we set $\mathfrak{w} := n\tilde{\omega}$, where $n \in \mathfrak{Z}$ is arbitrary. Obviously, this is a well-defined real function on $\mathfrak{Z}(\tilde{\omega})$.

**Lemma 2.2.** (1) $\mathfrak{Z}(\tilde{\omega}) = \{ m\tilde{\omega} : m \in \mathfrak{Z}(\tilde{\omega}) \}$.

(2) The map $\iota : m \mapsto m\tilde{\omega} \in \mathfrak{F}(\tilde{\omega})$, $m \in \mathfrak{Z}(\tilde{\omega})$ is a group isomorphism.

**Proof.** Part (1) follows from the definition of the sets $\mathfrak{F}(\tilde{\omega}), \mathfrak{Z}(\tilde{\omega})$. The map $\iota$ is clearly a homomorphism of Abelian groups. If $\iota(m) = 0$ then $m\tilde{\omega} = 0$ for $m \in \mathfrak{Z}$, that is, $m = 0$. So, $\iota$ is injective. Due to (1) it is also surjective. □

**Remark 2.3.** Although the groups $\mathfrak{F}(\tilde{\omega}), \mathfrak{Z}(\tilde{\omega})$ are isomorphic, it is convenient to use both notions in what follows in this work. This is completely similar to the setup in the work [DG1], the lattice $\mathfrak{Z}(\tilde{\omega})$ replaces $\mathbb{Z}^\nu$ in the setup of the current work. The multi-scale analysis developed for the case $\mathbb{Z}^\nu$ in [DG1] may be generalized to the group $\mathfrak{Z}(\tilde{\omega})$, as shown in [DCL1]. We use the lattice $\mathfrak{Z}(\tilde{\omega})$ and the quotient-distance on it to label and to estimate the Fourier coefficients. It proves to be crucial that the decay of the Fourier coefficients, which we establish in the study of the inverse spectral problem, is controlled via the quotient distance. To simplify the notation we suppress $\tilde{\omega}$ from $\mathfrak{Z}(\tilde{\omega})$.

Let $c(n) \in \mathbb{C}$, $n \in \mathbb{Z}^\nu$ obey

\begin{equation}
(2.1) \quad c(n) = c(-n), \quad n \in \mathbb{Z}^\nu, \quad c(0) = 0, \quad |c(n)| \leq \varepsilon \exp(-\kappa_0 n^{\alpha_0}), \quad n \in \mathbb{Z}^\nu,
\end{equation}

$0 < \kappa_0, \alpha_0 \leq 1$. Consider the function

\begin{equation}
(2.2) \quad \tilde{V}(x) = \sum_{n \in \mathbb{Z}^\nu} c(n)e^{2\pi i nx\tilde{\omega}}, \quad x \in \mathbb{R}
\end{equation}

and the Hill operator

\begin{equation}
(2.3) \quad [\tilde{H}y](x) = -y''(x) + \tilde{V}(x)y(x) = Ey(x), \quad x, \varepsilon \in \mathbb{R}.
\end{equation}

**Lemma 2.4.** We have $\tilde{V}(x + T) = \tilde{V}(x)$, $x \in \mathbb{R}$, with $T := T(\tilde{\omega}) := \tau_0^{-1}$.

**Proof.** For any $x$, we have

\begin{equation}
(2.4) \quad \tilde{V}(x + T) = \sum_{n \in \mathbb{Z}^\nu \setminus \{0\}} c(n)e^{2\pi i n(x + \tau_0^{-1})} \sum_{n \in \mathbb{Z}^\nu \setminus \{0\}} c(n)e^{2\pi i n\tilde{\omega}x} = \tilde{V}(x).
\end{equation}

□

To label the Fourier coefficients via $n \in \mathfrak{Z}(\tilde{\omega})$ we just add up all the coefficients labeled via $n \in \mathfrak{Z}$. In Lemma 2.5 below we state the estimates for the corresponding sums. The derivation is elementary and standard and we omit it. Given $n \in \mathfrak{Z}$, set $\beta(n) = \beta(n) := \sum_{n \in \mathfrak{Z}} |c(n)|$. 


Lemma 2.5. (1) For any $1/2 \leq \alpha_0 \leq 1$, $0 < \kappa_0 \leq 1$ and $R \geq 0$, we have
\begin{equation}
\sum_{n \in \mathbb{Z}^d : |n| \geq R} \exp(-\kappa_0 |n|^\alpha_0) \leq C(\kappa_0, \nu) \exp(-\kappa_0 R^{\alpha_0}/2).
\end{equation}
(2) For any $n$ and any $b \geq 0$ and $1 \geq \eta > 0$, we have
\[ |n|^b \beta(n) \leq C(\kappa_0, b, \eta, \nu) \exp(-\eta \kappa_0 |n|^\alpha_0/2). \]
In particular, $\beta(n) \leq C(\kappa_0, \nu) \exp(-\kappa_0 |n|^\alpha_0/2)$.
(3) For any $b > 1$, $R > 0$, we have
\begin{equation}
\sum_{|n| \geq R} |n|^b \beta(n) \leq C(\kappa_0, b, \nu) \exp(-\kappa_0 R^{\alpha_0}/2).
\end{equation}

The estimate in the next lemma is used in subsequent estimates. In particular, it is required for the purposes of the multi-scale analysis in [DGL1].

Lemma 2.6. For any $R \geq 1$, we have
\begin{equation}
|\{m : |m| \leq R\}| \leq 4^\nu R^\nu.
\end{equation}

Proof. For each $m$, there exists $m_m \in m$ with $|m_m| = |m|$. Since $m \cap m' = \emptyset$ unless $m = m'$, we have
\[ |\{m : |m| \leq R\}| \leq |\{m \in \mathbb{Z}^d : |m| \leq R\}| \leq 2^\nu (R + 1)^\nu \leq 4^\nu R^\nu. \]

We rewrite the function $\hat{V}$ as follows,
\begin{equation}
\hat{V}(x) = \sum_{n \in \mathbb{Z} \setminus \{0\}} c(n) e^{2\pi i n \xi x} + c([0]),
\end{equation}
\[ c(n) := c_\xi(n) := \sum_{\eta \in n} c(\eta). \]

Note that due to the last lemma,
\begin{equation}
|c(n)| \leq C(\kappa_0, \nu) \exp(-\kappa_0 |n|^\alpha_0/2),
\end{equation}
\begin{equation}
\sum_{|n| \geq R} |n|^\nu |c(n)| \leq C(\kappa_0, b, \nu) \exp(-\kappa_0 R^{\alpha_0}/2).
\end{equation}

In particular, the series (2.8) converges.

Since the constant $c([0])$ can be incorporated in the spectral parameter we assume for convenience that $c([0]) = 0$. Set
\begin{equation}
\tilde{h}(m, n; k) = (2\pi)^2 (\xi(m) + k)^2 \quad \text{if } m = n,
\end{equation}
\[ h(m, n; k) = \varepsilon c(n - m) \quad \text{if } m \neq n. \]

We call the operators $\tilde{H}_k = \tilde{H}_{k,\xi} := (\tilde{h}(m, n; k))_{m,n \in \mathbb{Z}}$ the operators dual to the Hill operator $H_\xi$; see (2.20). Now we are going to invoke the main results of [DGL1] related to the operators $\tilde{H}_k$ and use them to prove Theorem A. We assume that the following “Diophantine condition in the box” holds,
\begin{equation}
|n\tilde{\omega}| \geq a_0 |n|^{-b_0}, \quad 0 < |n| \leq \tilde{R}_0,
\end{equation}
for some
\begin{equation}
0 < a_0 < 1, \quad \nu < b_0 < \infty, \quad (\tilde{R}_0)^{b_0} > \prod t_j.
\end{equation}

Lemma 2.7. For any $n \neq 0$, we have
\begin{equation}
|n\tilde{\omega}| \geq a_0 |n|^{-b_0}.
\end{equation}
Proof. Let $0 < |n| \leq \tilde{R}_0$ be arbitrary. There exists $n \in n$ such that $|n| = |n|$. Since $n\tilde{\omega} = n\check{\omega}$, (2.11) implies (2.14)

$$|n\check{\omega}| \geq a_0|n|^{-\beta_0} \quad \text{if } 0 < |n| \leq \tilde{R}_0.$$ 

Let $\tau_0 := \inf_{m \neq \check{\omega}} |m\check{\omega}| = \inf_{m \neq \tilde{\omega}} |m\tilde{\omega}|$ as in Lemma 2.1. Due to Lemma 2.1 and condition (2.12), we have $\tau_0 \geq \tilde{R}_0^{-\beta_0}$. This implies

(2.15) $|n\check{\omega}| \geq a_0|n|^{-\beta_0} \quad \text{if } |n| > \tilde{R}_0.$

By (2.14) and (2.15), (2.13) holds for any $n$.

Thus, all conditions needed for Theorem $\tilde{C}$ in DGL1 hold with $\mathcal{F} = \mathcal{F}^0$:

**Theorem $\tilde{C}$**. There exists $\varepsilon_0 = \varepsilon_0(k_0, a_0, b_0) > 0$ such that for $0 < \varepsilon \leq \varepsilon_0$ and any $k \in \mathcal{G} \setminus \{ \frac{t}{2} : m \in \mathcal{F}^0 \}$, there exist $E(k) \in \mathbb{R}$ and $\varphi(k) := (\varphi(n; k))_{n \in \mathbb{Z}^\nu}$ such that the following conditions hold:

1. $\varphi(0; k) = 1,$

$$|\varphi(n; k)| \leq \varepsilon^{1/2} \sum_{m \in \mathbb{Z}^\nu} \exp \left( -\frac{7}{8} \kappa_0 |n - m|^{\alpha_0} \right), \quad n \notin m^{\ell(k)}(k), \quad (2.16)$$

2. $E(k) = E(-k), \quad \varphi(n; k) = \overline{\varphi(-n; k)}, \quad (2.17)$

3. $k^{(0)}_2(k - k_1)^2 < E(k) - E(k_1) < 2k(k - k_1) + 2\varepsilon \sum_{k_1 < k_n < k} (\delta(n))^{1/8}, \quad 0 < k - k_1 < 1/4, \quad k_1 > 0, \quad (2.18)$

where $k^{(0)} := \min(\varepsilon_0, k/1024)$.

4. The limits

$$E^{\pm}(k_m) = \lim_{k \to k_m \pm 0, \, k \in \mathcal{G} \setminus \{ \frac{t}{2} : \tilde{m} \in \mathcal{F} \}} E(k), \quad \text{for } k_m > 0, \quad (2.19)$$

$$E(0) = \lim_{k \to 0, \, k \in \mathcal{G} \setminus \{ \frac{t}{2} : \tilde{m} \in \mathcal{F} \}} E(k), \quad (2.20)$$

$$\varphi^{\pm}(n; k_m) = \lim_{k \to k_m \pm 0, \, k \in \mathcal{G} \setminus \{ \frac{t}{2} : \tilde{m} \in \mathcal{F} \}} \varphi(n; k), \quad \text{for } k_m > 0, \quad (2.21)$$

$$\varphi(n; 0) = \lim_{k \to 0, \, k \in \mathcal{G} \setminus \{ \frac{t}{2} : \tilde{m} \in \mathcal{F} \}} \varphi(n; k) \quad (2.22)$$

exist, $\varphi^{\pm}(0; k) = 1, \varphi(0; 0) = 1,$

$$|\varphi^{\pm}(n; k_m)| \leq \varepsilon^{1/2} \sum_{m \in \mathbb{Z}^\nu} \exp \left( -\frac{7}{8} \kappa_0 |n - m|^{\alpha_0} \right), \quad n \notin m^{\ell(k_m)}(k_m), \quad (2.23)$$

$$|\varphi^{\pm}(m; k_m)| \leq 2, \quad \text{for any } m \in m^{\ell(k_m)}(k_m), \quad (2.24)$$

$$|\varphi(n; 0)| \leq \varepsilon^{1/2} \exp \left( -\frac{7}{8} \kappa_0 |n - m|^{\alpha_0} \right), \quad n \neq 0, \quad (2.25)$$

$$\tilde{H}_{k_m} \varphi^{\pm}(k_m) = E^{\pm}(k_m) \varphi^{\pm}(k_m), \quad (2.26)$$

(4) Assume $E^-(k^{(0)}) < E^{+}(k^{(0)})$. Let $E \in (E^-(k^{(0)}) + \delta, E^{+}(k^{(0)}) - \delta)$ with $\delta > 0$ arbitrary. Then for every $k$, we have

$$|(E - \tilde{H}_k)^{-1}(m, n)| \leq \begin{cases} \exp \left( -\frac{8}{7} \kappa_0 |m - n|^{\alpha_0} \right) & \text{if } |m - n| > \left[16 \log \delta^{-1}\right]^{1/\alpha_0}, \\ \delta^{-1} & \text{for any } m, n. \end{cases} \quad (2.27)$$
(5) Let $E < E(0) - \delta$, $\delta > 0$. For every $k$, we have

$$||[E - \hat{H}_k]^{-1}](m, n)|| \leq \begin{cases} \exp\left(-\delta^{-1} |m - n|^{\alpha_0}\right) & \text{if } |m - n| > [16 \log \delta^{-1}]^{1/\alpha_0}, \\ \delta^{-1} & \text{for any } m, n. \end{cases} \tag{2.27}$$

The relation between the Hill operator $\hat{H}$ and the dual operators $\hat{H}_k$ is via the Fourier transform. We denote by $\hat{f}(k)$ the Fourier transform of a function $f(x)$,

$$\hat{f}(k) := \int_{\mathbb{R}} e^{-2\pi ikx} f(x) \, dx,$$ \tag{2.28}

$x, k \in \mathbb{R}$. Let $S(\mathbb{R})$ be the space of Schwartz functions $f(x)$, $x \in \mathbb{R}$. Let $g(k)$ be a measurable function which decays faster than $|k|^{-a}$ as $|k| \to \infty$ for any $a > 0$. Let $\hat{\psi} = \hat{g}$ be its inverse Fourier transform. Then $\psi$ belongs to the domain of $\hat{H}$ and the following identity holds:

$$\hat{\psi} = (2\pi)^2 k^2 \hat{\psi}(k) + \sum_{m \in S(\hat{\omega}) \setminus \{0\}} c(-m) \hat{\psi}(k + m\omega). \tag{2.29}$$

In particular, this identity holds for any $f \in S(\mathbb{R})$. We rewrite (2.29) as follows,

$$\hat{H} \hat{\psi}(k + m\omega) = (2\pi)^2 k^2 \hat{\psi}(k + m\omega) + \sum_{m \in S(\hat{\omega}) \setminus \{0\}} c(n - m) \hat{\psi}(k + m\omega) = [\hat{H}_k \hat{\psi}(k + \omega)](n); \tag{2.30}$$

see (2.10). One has for any $m, n, l \in \mathcal{B} = \mathcal{B}(\hat{\omega})$,

$$\hat{H}_{k + l\omega}(m, n) = \hat{H}_k(m + l, n + l). \tag{2.31}$$

Let $l \in \mathcal{B}$ be arbitrary. Define $U_l : \ell^2(\mathcal{B}) \to \ell^2(\mathcal{B})$ by setting $[U_l f](n) := f(l + n)$, $f \in \ell^2(\mathcal{B})$.

**Lemma 2.8.**

1. $U_l$ is a unitary operator.

2. For any linear operator $T$ whose domain $\mathcal{D}_T$ contains the standard basis vectors $\delta_m$, we have

$$[U_l T U_l^{-1}](m, n) = T(m + l, n + l). \tag{2.32}$$

3. \[ \begin{align*}
[U_l H_k U_l^{-1}](m, n) &= H_{k + l\omega}(m, n). \tag{2.33}
\end{align*} \]

In particular, if for some $E \in \mathbb{C}$, the inverse $(E - H_k)^{-1}$ exists, then for any $l \in \mathcal{B}$, the inverse $(E - H_{k + l\omega})^{-1}$ also exists and

$$\begin{align*}
(E - H_{k + l\omega})^{-1}(m, n) &= (E - H_k)^{-1}(m + l, n + l). \tag{2.34}
\end{align*}$$

**Proof.** Parts (1) and (2) follow from the definition of $U_l$. Part (3) follows from part (2) due to (2.31). \qed

To prove Theorem $\hat{A}$, we need the following:

**Lemma 2.9.** Assume that for some $E \in \mathbb{R}$, there exist $\gamma(E) > 0$, $B(E) < \infty$ such that for any $k$, $(E - H_k)$ is invertible, and for any $m, n \in \mathcal{B}$, we have

$$||[E - \hat{H}_k]^{-1}(m, n)|| \leq B(E) \exp(-\gamma(E)|m - n|^{\alpha_0}), \tag{2.35}$$

where $\alpha_0 > 0$. Then, $(E - \hat{H})$ is invertible.
Proof. For any $k$, we have
\[
\sum_{l \in \mathbb{Z}} |(E - \tilde{H}_k)(m, l)|((E - \tilde{H}_k)^{-1}(l, n)| \leq (k + m\omega)^2 B(E) \exp(-\gamma(E)|m - n|^\alpha)
\]
\[
+ \varepsilon_0 B(E) \exp(-\gamma_1(E)|m - n|^\alpha) \left[ \sum_{l \in \mathbb{Z}} \exp(-\gamma_1(E)|l|^\alpha) \right]^2
\]
\[
\leq [(k + m\omega)^2 B(E) + C(\gamma(E), \alpha_0, \nu)] \exp(-\gamma(E)|m - n|^\alpha/2),
\]
where $\delta_{m,n}$ is the Kronecker symbol. In particular, for any $k$ and for any bounded function $\psi : \mathbb{Z} \to \mathbb{C}$, we have
\[
\sum_{l, n \in \mathbb{Z}} (E - \tilde{H}_k)(m, l)(E - \tilde{H}_k)^{-1}(l, n)\psi(n) = \psi(m), \quad m \in \mathbb{Z},
\]
and the series converges absolutely.

Let $f \in \mathcal{S}(\mathbb{R}^1)$ be arbitrary. Set
\[
g(k) = \sum_{n \in \mathbb{Z}} (E - \tilde{H}_k)^{-1}(0, n)f(k + n\omega).
\]

Note that since $\tilde{f} \in \mathcal{S}(\mathbb{R})$, one obtains using condition (2.34), $\lim_{|k| \to \infty} |k|^\alpha |g(k)| = 0$ for any $\alpha > 0$. Therefore, (2.29) holds, $\psi := \tilde{g} \in L^2(\mathbb{R})$. Using (2.34) from Lemma 2.1, one obtains for any $k$ and any $m \in \mathbb{Z}$,
\[
g(k + m\omega) = \sum_{n \in \mathbb{Z}} (E - \tilde{H}_{k+m\omega})^{-1}(0, n)f(k + m\omega + n\omega)
\]
\[
= \sum_{n \in \mathbb{Z}} (E - \tilde{H}_k)^{-1}(m, n + m)f(k + m\omega + n\omega)
\]
\[
= \sum_{n \in \mathbb{Z}} (E - \tilde{H}_k)^{-1}(m, n)f(k + n\omega).
\]
Combining this with (2.37), one obtains for any $k$,
\[
\sum_{m \in \mathbb{Z}} (E - \tilde{H}_k)(0, m)g(k + m\omega) = \tilde{f}(k).
\]

Using the definition (2.38) and (2.30), we get
\[
\int_{\mathbb{R}} |g(k)|h(k)|\,dk \leq \|\tilde{f}\|_2\|h\|_2 \sum_{n \in \mathbb{Z}} |(E - \tilde{H}_k)^{-1}(0, n)|
\]
\[
\leq \|\tilde{f}\|_2\|h\|_2 B(E)C(\gamma(E), \alpha_0, \nu)
\]
f for any $h \in L^2(\mathbb{R})$. Hence, $\|g\|_2 \leq B(E)C(\gamma(E), \alpha_0, \nu)\|\tilde{f}\|_2$. In particular, the inverse Fourier transform $\psi = \tilde{g} \in L^2(\mathbb{R})$ obeys $\|\psi\|_2 = \|g\|_2 \leq M(E, \alpha_0, \nu)\|f\|_2$. Combining (2.29) with (2.40), we find
\[
[(E - \tilde{H})\psi](k) = E - (2\pi)^2 k^2 \tilde{\psi}(k) - \sum_{m \in \mathbb{Z}} c(-m)\tilde{\psi}(k + m\omega)
\]
\[
= E - (2\pi)^2 k^2 g(k) - \sum_{m \in \mathbb{Z}} c(-m)g(k + m\omega)
\]
\[
= \sum_{m \in \mathbb{Z}} (E - \tilde{H}_k)(0, m)g(k + m\omega)
\]
\[
= \tilde{f}(k).
\]
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y
there exists a bounded smooth function
\[ \text{Theorem } \tilde{\text{C}} (2.46) \]
Due to (1) and (2) from Theorem \( \tilde{\text{C}} \),
Recall the following general basic fact from the spectral theory of Schrödinger equations: if for some
\[ \text{Theorem } \tilde{\text{A}}. \]
Given \( k \in \mathbb{R} \) and \( \varphi(n) : \mathcal{G} \to \mathbb{C} \) such that \( |\varphi(n)| \leq C_\varphi |n|^{-\nu - 1} \), where \( C_\varphi \) is a constant, set
\[ y_{\varphi,k}(x) = \sum_{n \in \mathcal{G}} \varphi(n)e^{2\pi i(n\omega + k)x}. \]
The function \( y_{\varphi,k}(x) \) satisfies the Hill equation (2.3) if and only if
\[ (2.45) \]
\[ (2\pi)^2(n\omega + k)^2 \varphi(n) + \sum_{m \in \mathcal{G}} c(n - m) \varphi(m) = E \varphi(n) \]
for any \( n \in \mathcal{G} \). Let \( E(k) \) and \( (\varphi(n; k))_{n \in \mathcal{G}} \) be as in Theorem \( \tilde{\text{C}} \). Then,
\[ \psi(k, x) = \sum_{n \in \mathcal{G}} \varphi(n; k)e^{2\pi i(n\omega + k)x} \]
obeyes equation (2.3) with \( E = E(k) \), that is,
\[ (2.46) \]
\[ \hat{H} \psi \equiv -\psi''(k, x) + \hat{V}(x) \psi(k, x) = E(k) \psi(k, x). \]
Due to (1) and (2) from Theorem \( \tilde{\text{C}} \), conditions (a)-(d) in Theorem \( \tilde{\text{A}} \) hold.
Combining (4), (5) from Theorem \( \tilde{\text{C}} \) with Lemma (2.9), one concludes that
\[ \text{spec } H \subset [E(0), \infty) \setminus \bigcup_{m \in \mathcal{G}\setminus\{0\}: E^{-(k_m)} < E^{+(k_m)}} (E^{-}(k_m), E^{+}(k_m)). \]
Recall the following general basic fact from the spectral theory of Schrödinger equations: if for some \( E \in \mathbb{R} \),
there exists a bounded smooth function \( y \neq 0 \) which obeys equation (2.3), that is,
\[ (2.47) \]
\[ -y'' + \hat{V}(x)y(x) = Ey(x), \]
then \( E \in \text{spec } \hat{H} \). For any \( k \in \mathcal{G} \setminus \mathcal{K}(\omega) \),
the function \( \psi(k, x) \) is bounded. Hence, \( E(k) \in \text{spec } H \).
It follows from (1227) that \( E(k) \) is continuous at each point \( k \in \mathcal{G} \setminus \mathcal{K}(\omega) \).
It follows also from (1227) that \( E(k) \) is monotone for \( k \in \mathcal{G} \setminus \mathcal{K}(\omega), k > 0 \).
Recall also that \( E^{-}(k) = E(k) \). Hence,
\[ \{E(k) : k \in \mathcal{G} \setminus \mathcal{K}(\omega)\} = [E(0), \infty) \setminus \bigcup_{m \in \mathcal{G}\setminus\{0\}: E^{-(k_m)} < E^{+(k_m)}} (E^{-}(k_m), E^{+}(k_m)), \]
which implies
\[ \text{spec } H = [E(0), \infty) \setminus \bigcup_{m \in \mathcal{G}\setminus\{0\}: E^{-(k_m)} < E^{+(k_m)}} (E^{-}(k_m), E^{+}(k_m)). \]
This finishes the proof of Theorem \( \tilde{\text{A}} \). \( \square \)

3. Proof of Theorem \( \tilde{\text{B}} \)

To prove Theorem \( \tilde{\text{B}} \) we need to invoke Theorem \( \tilde{\text{D}} \) from \[\text{DGL1}\] which contains a very detailed description of the results for the multi-scale analysis of the operators \( \hat{H}_k \).
First of all we need to invoke the definition of the weight functions, see Section 2 in \[\text{DGL1}\].
These definitions are rather lengthy. We still reproduce them here because we use the structure of the weight functions in our proof of Theorem \( \tilde{\text{B}} \).
As always in the present paper, the role of the group \( \mathcal{G} \) in \[\text{DGL1}\] is played by \( \mathcal{G}(\hat{\omega}) \) here.
Since we quote some parts from \[\text{DGL1}\], let us nevertheless write \( \mathcal{T} \) for the group in this section.
Moreover, to simplify the notation (and also to conform with \[\text{DGL1}\]) we use the Latin letters \( m, n, \ldots \) to denote elements of the group \( \mathcal{T} \), rather than \( m, n, \ldots \) as before.
Definition 3.1. (1) For each \( m \in \mathcal{X} \), let \( \gamma(m) := (m) \) be the sequence which consists of one point \( m \).
Set \( \Gamma(m, m; 1) := \{ \gamma(m) \} \), \( \Gamma(m, n; 1) := \emptyset \) for \( n \neq m \). Let \( \Lambda \subset \mathcal{X} \). Set
\[
\Gamma(k, \Lambda) = \{ \gamma = (n_1, \ldots, n_k) : n_j \in \Lambda, \quad n_{j+1} \neq n_j \}, \quad k \geq 2,
\]
\[
\Gamma(m, n; k, \Lambda) = \{ \gamma \in \Gamma(k, \Lambda), \quad n_1 = m, n_k = n \}, \quad m, n \in \Lambda, \quad k \geq 2,
\]
\[
\Gamma_1(m, n; \Lambda) = \bigcup_{k \geq 1} \Gamma(m, n; k, \Lambda), \quad \Gamma_1(\Lambda) = \bigcup_{m, n \in \Lambda} \Gamma_1(m, n; \Lambda).
\]
We call the sequences \( \gamma \) in this definition trajectories.

(2) Let \( \Lambda \subset \mathcal{X} \), \( w(m, n), D(m) \) be real functions, \( m, n \in \Lambda \), obeying \( w(m, n) \geq 0 \), \( D(m) \geq 1 \), \( w(m, m) = 1 \), and
\[
w(m, n) \leq \exp(-\kappa_0|m - n|^{\alpha_0}),
\]
m, n \in \Lambda, where \( 0 < \kappa_0 < 1, \ 0 < \alpha_0 \leq 1 \). For \( \gamma = (n_1, \ldots, n_k) \), set
\[
w_{D, \kappa_0}(\gamma) = \prod_{1 \leq j \leq k-1} w(n_j, n_{j+1}) \exp \left( \sum_{1 \leq j \leq k} D(n_j) \right),
\]
\[
\|\gamma\| = \sum_{1 \leq i \leq k-1} |n_i - n_{i+1}|^{\alpha_0}, \quad D(\gamma) := \max_j D(n_j),
\]
\[
W_{D, \kappa_0}(\gamma) = \exp \left( -\kappa_0 \|\gamma\| + \sum_{1 \leq j \leq k} D(n_j) \right).
\]
Here, \( \|\gamma\| = 0 \) if \( k = 1 \). Obviously, \( w_{D, \kappa_0}(\gamma) \leq W_{D, \kappa_0}(\gamma) \).

(3) Let \( T > 1 \). We say that \( \gamma = (n_1, \ldots, n_k) \), \( n_j \in \Lambda, \quad k \geq 1 \) belongs to \( \Gamma_{D, T, \kappa_0}(n_1, n_k; k, \Lambda) \) if the following condition holds:
\[
\min(D(n_i), D(n_j)) \leq T \|(n_i, \ldots, n_j)\|^{\alpha_0/5}
\]
for any \( i < j \) such that \( \min(D(n_i), D(n_j)) \geq 4Tk_0^{-1} \).
Note that \( \Gamma_{D, T, \kappa_0}(n_1, n_1; 1, \Lambda) = \{(n_1)\} \). Set \( \Gamma_{D, T, \kappa_0}(m, n; \Lambda) = \bigcup_k \Gamma_{D, T, \kappa_0}(m, n; k, \Lambda) \), \( \Gamma_{D, T, \kappa_0}(\Lambda) = \bigcup_{m, n} \Gamma_{D, T, \kappa_0}(m, n; \Lambda) \).

(4) Set
\[
s_{D, T, \kappa_0; k, \Lambda}(m, n) = \sum_{\gamma \in \Gamma_{D, T, \kappa_0}(m, n; k, \Lambda)} w_{D, \kappa_0}(\gamma),
\]
\[
S_{D, T, \kappa_0; k, \Lambda}(m, n) = \sum_{\gamma \in \Gamma_{D, T, \kappa_0}(m, n; k, \Lambda)} W_{D, \kappa_0}(\gamma).
\]
Note that \( s_{D, T, \kappa_0; 1, \Lambda}(m, m) = S_{D, T, \kappa_0; 1, \Lambda}(m, m) = \exp(D(m)) \).

(5) Set \( \mu_{\Lambda}(m) := \text{dist}(m, \mathcal{X} \setminus \Lambda) \). We say that the function \( D(m) \), \( m \in \Lambda \) belongs to \( S_{\Lambda, T, \kappa_0} \) if the following condition holds:
\[
D(m) \leq T\mu_{\Lambda}(m)^{\alpha_0/5}
\]
for any \( m \) such that \( D(m) \geq 4Tk_0^{-1} \).

(6) Let \( D \in S_{\Lambda, T, \kappa_0} \). We say that \( \gamma = (n_1, \ldots, n_k) \), \( n_j \in \Lambda, \quad k \geq 1 \) belongs to \( \Gamma_{D, T, \kappa_0}(n_1, n_k; k, \Lambda, \mathcal{R}) \) if the following conditions hold:
\[
\min(D(n_i), D(n_j)) \leq T \|(n_i, \ldots, n_j)\|^{\alpha_0/5}
\]
for any \( i < j \) such that \( \min(D(n_i), D(n_j)) \geq 4Tk_0^{-1} \), unless \( j = i + 1 \).
Moreover,
\[
\min(D(n_i), D(n_{i+1})) > T\|(n_i - n_{i+1})\|^{\alpha_0/5}
\]
for some \( i \), then
\[
\min(D(n_{j'}), D(n_i)) \leq T\|(n_{j'}, \ldots, n_{i-1})\|^{\alpha_0/5}, \quad \min(D(n_i), D(n_{j''})) \leq T\|(n_i, \ldots, n_{j''})\|^{\alpha_0/5},
\]
\[
\min(D(n_{j'}), D(n_{i+1})) \leq T\|(n_{j'}, \ldots, n_{i+1})\|^{\alpha_0/5}, \quad \min(D(n_{i+1}), D(n_{j''})) \leq T\|(n_{i+1}, \ldots, n_{j''})\|^{\alpha_0/5},
\]
for any \( j' < i + 1 < j'' \).
Set $\Gamma_{D,T,\kappa_0}(m,n;\Lambda,\mathcal{R}) = \bigcup_k \Gamma_{D,T,\kappa_0}(m,n;k,\Lambda,\mathcal{R})$, $\Gamma_{D,T,\kappa_0}(\Lambda,\mathcal{R}) = \bigcup_{m,n} \Gamma_{D,T,\kappa_0}(m,n;\Lambda,\mathcal{R})$. Set
\[ s_{D,T,\kappa_0;k,\Lambda,\mathcal{R}}(m,n) = \sum_{\gamma \in \Gamma_{D,T,\kappa_0}(m,n;k,\Lambda,\mathcal{R})} w_{D,\kappa_0}(\gamma), \]
\[ S_{D,T,\kappa_0;k,\Lambda,\mathcal{R}}(m,n) = \sum_{\gamma \in \Gamma_{D,T,\kappa_0}(m,n;k,\Lambda,\mathcal{R})} W_{D,\kappa_0}(\gamma). \]

(3.9)

It is convenient to use the notation $\xi(n) := n\tilde{\omega}, n \in \mathcal{T}$. Clearly, $\xi(n)$ is a real additive function on $\mathcal{T}$. It is easy to see that the case $|\tilde{\omega}| > 1$ follows from the case $|\tilde{\omega}| \leq 1$. Thus we assume that $|\tilde{\omega}| \leq 1$, so that
\[ |\xi(n)| \leq |n|, \quad n \in \mathcal{T}. \]
(3.10)

Recall that due to Lemma 2.7, we have the following Diophantine condition:
\[ |\xi(n)| \geq a_0|n|^{-b_0}, \quad \text{for any } |n| > 0, \]
(3.11)
where $a_0, b_0$ are constants.

Next we need to invoke the scales setup from [DGL1].

**Definition 3.2.** Let $a_0, b_0$ be as in (3.11). Set $b_1 = 32b_0, \beta_1 = b_1^{-1} = (32b_0)^{-1}$. Fix an arbitrary $R_1$ with
\[ \log R_1 \geq a_0^{-1} \max(\log(100a_0^{-1}), 2^{34}\beta_1^{-1} \log \kappa^{-1}). \]
Set
\[ R^{(1)} = R_1, \quad \delta_0^1 := \delta_0^{(0)} = (R^{(1)})^{-1/4}, \quad \delta_0^{(u-1)} = \exp(-(\log R^{(u-1)})^2), \quad u = 2, \ldots, \quad R^{(u)} := (\delta_0^{(u-1)})^{-\beta_1}. \]
Note that $\log \delta_0^{-1} > D(\kappa_0,a_0,a_0,b_0) := 2^{32}\alpha_0^{-1}\beta_1^{-1} \log \kappa^{-1}$. It is important to mention that
\[ |\xi(n)| \geq a_0|m|^{-b_0} \geq a_0(48R^{(u)})^{-b_0} > (R^{(u)})^{-2b_0} = (\delta_0^{(u-1)})^{1/16} \text{ if } 0 < |m| \leq 48R^{(u)}, \]
(3.13)
\[ \log R^{(u)} = \beta_1(\log R^{(u-1)})^2, \]
\[ \exp(-\kappa_0(R^{(u-1)})^{a_0}) < (\delta_0^{(u)})^{16}. \]

Set
\[ k_n = -\xi(n)/2, \quad \mathcal{I}_n = (k_n - (\delta_0^{(s_1)})^{3/4}, k_n + (\delta_0^{(s_1)})^{3/4}) \quad \text{if } 12R^{(s_1)} < |n| \leq 12R^{(s_1)}, \]
\[ \mathcal{R}(k) = \{n \in \mathcal{T} \setminus \{0\} : k \in \mathcal{I}_n\}, \quad \mathcal{G} = \{k : |\mathcal{R}(k)| < \infty\}. \]

The following simple observations are due to the Diophantine property of the function $\xi(m)$.

**Lemma 3.3.** Assume $m_1 \in \mathcal{R}(k)$. Let $12R^{(s_1)} < |m_1| \leq 12R^{(s_1)}$. Then,
(1) $|\xi(m_1)| > |m_1|^{-2b_0} \geq (12R^{(s_1)})^{-2b_0}, \quad |k| > |m_1|^{-2b_0} \geq (12R^{(s_1)})^{-2b_0}.$
(2) $\text{sgn}(k) = -\text{sgn}(\xi(m_1)).$
(3) If $m_2 \in \mathcal{R}(k), m_1 \neq m_2, |m_1| \leq |m_2|$, then, in fact,
\[ |m_2| > \frac{1}{2} R^{(s_1+1)} = \frac{1}{2} \exp(\beta_1(\log R^{(s_1)})^2), \]
(3.15)
with $\beta_1$ as in (3.12); in particular, $\beta_1 < 1/2, \log R^{(1)} > 2^{4}\beta_1^{-2}$.
(4) Let $k = k_{m_2}$, so that $m_2 \in \mathcal{R}(k)$. Assume $m_1 \neq m_2$. Then (3.15) holds.

**Definition 3.4.** Assume that $0 < |\mathcal{R}(k)| < \infty$. We enumerate the points of $\mathcal{R}(k)$ as $n^{(\ell)}(k), \ell = 0, \ldots, \ell(k)$, $1 + \ell(k) = |\mathcal{R}(k)|$, so that $|n^{(\ell)}(k)| < |n^{(\ell+1)}(k)|$. Let $s^{(\ell)}(k)$ be defined so that $12R^{(s^{(\ell)}(k)-1)} < n^{(\ell)}(k) \leq 12R^{(s^{(\ell)}(k))}, \ell = 0, \ldots, \ell(k)$, $s^{(\ell)}(k) := s^{(\ell)}(k)(n^{(\ell)}(k)), n^{(\ell)}(k) := n^{(\ell)}(k)(k)$. For $s^{(\ell)}(k) \leq s < s^{(\ell+1)}(k)$, set $\mathcal{P}(s)(k) = \{0,n^{(\ell)}(k)\}$. For $s < s^{(0)}(k)$, set $\mathcal{P}(s)(k) = \{0\}$. Furthermore, set
\[ T_m(n) = m - n, \quad m,n \in \mathcal{T}, \]
\[ m^{(0)}(k) = \{0,n^{(0)}(k)\}, \quad m^{(\ell)}(k) = m^{(\ell-1)}(k) \cup T_{n^{(\ell)}(k)}(m^{(\ell-1)}(k)), \quad \ell = 1, \ldots, \ell(k). \]

(3.16)
Let \( n^{(0)} \in \mathcal{T} \setminus \{0\} \), \( k = k_{n^{(0)}} \). Clearly, \( n^{(0)} \in \mathcal{R}(k) \). It follows from (4) in Lemma 3.3 that \( m^{(\ell(k))}(k) = n^{(0)} \). Finally, we set \( \ell(k) = 0 \), \( s^{(0)}(k) = 0 \) if \( \mathcal{R}(k) = \emptyset \). In particular, for \( k = 0 \), \( \mathcal{R}(k) = \emptyset \), \( \ell(k) = 0 \), \( s^{(0)}(k) = 0 \). Note also that \( n^{(0)}(k_{n^{(0)}}) = n^{(0)} \) for any \( n^{(0)} \neq 0 \).

**Remark 3.5.** (1) We now invoke Theorem \( \hat{D} \) from [DGL1]. We invoke here only those statements from Theorem \( \hat{D} \) that are needed to prove Theorem \( \hat{B} \). We still use the enumeration the way it is in [DGL1]. For this reason there are obvious discrepancies in the enumeration below.

(2) In one of the statements we have to invoke the classes of matrix-functions \( GSR^{(\ell(k))}(\mathcal{T},\mathcal{R})(\{m^{(\ell(k))}(k),m^{+}(k),m^{-}(k),\Lambda^{(s)}_{k}(0);\delta_{0},t^{(\ell(k))}(k)\}) \) from [DGL1]. The description of these classes is very involved and we do not reproduce it here. The reason why we need these classes of matrix functions is that in the proof of Theorem \( \hat{B} \), we will invoke the theory of continued-fraction-functions from [DGL1]. The latter plays a central role in the most important estimates developed in [DGL1] and [DGL2]. It was established in those papers that the characteristic polynomials of the resonant part of the matrices belonging to the above-mentioned classes can be represented as continued-fraction-functions. The resonant eigenvalues of the matrices are implicit functions of the variables \( \varepsilon, k \) defined via zeros of the continued-fraction-function. The theory of continued-fraction-functions itself is completely independent of the rest of the material. One can find a comprehensive discussion of this in Section 5 of [DGL1].

**Theorem \( \hat{D} \).** There exists \( \varepsilon_{0} = \varepsilon_{0}(a_{0},b_{0},\kappa_{0}) > 0 \) such that for \( 1/2 \leq \alpha_{0} \leq 1 \), \( 0 < \varepsilon < \varepsilon_{0} \), and any \( k \), one can define sets \( \Lambda^{(s)}_{k} \), \( s = 1,2,\ldots \) such that the following statements hold.

(i) Assume that \( \mathcal{R}(k,\tilde{\omega}) \neq \emptyset \). Let \( n^{(0)}(k), s^{(0)}(k), \ell(k), m^{(0)}(k) \) be as in (3.16). Set \( s^{(\ell(k)+1)}(k) := \infty \). Let \( s^{(\ell)}(k) \leq s < s^{(\ell+1)}(k) \) be arbitrary.

\[
(0) \quad H_{\Lambda^{(s)}_{k}(\varepsilon,k)}(0;\varepsilon,k) \in GSR^{(\ell)}(\mathcal{T},\mathcal{R})(\{m^{(\ell)}(k),m^{+}(k),m^{-}(k),\Lambda^{(s)}_{k}(0);\delta_{0},t^{(\ell)}(k)\}) \quad (\text{for any } \varepsilon \text{ such that } E(\cdot,\Lambda_{k};0,k_{1}) = v(\cdot,k_{1}) \text{ and } E(n^{(0)}(k),\Lambda^{(s)}_{k};\varepsilon,k_{1}) \neq E(m^{(\ell)}(k),\Lambda^{(s)}_{k};\varepsilon,k_{1}) \text{ for any } \varepsilon, \text{ such that } E(\cdot,\Lambda_{k};0,k_{1}) = v(\cdot,k_{1}) \text{ and } E(n^{(0)}(k),\Lambda^{(s)}_{k};\varepsilon,k_{1}) \neq E(m^{(\ell)}(k),\Lambda^{(s)}_{k};\varepsilon,k_{1}) \). \]

(ii) Let \( |k_{1} - k| < (\delta_{0}^{(s-1)})^{1/4} \), \( k_{1} \notin \{m : m \in \mathcal{F}\} \). There exist real-analytic functions \( E(0,\Lambda^{(s)}_{k};\varepsilon,k_{1}) \), \( E(n^{(0)}(k),\Lambda^{(s)}_{k};\varepsilon,k_{1}) \) of \( \varepsilon \), \( E(0,\Lambda_{k};\varepsilon,k_{1}) \neq E(m^{(\ell)}(k),\Lambda_{k};\varepsilon,k_{1}) \) for any \( \varepsilon \), such that \( E(\cdot,\Lambda_{k};0,k_{1}) = v(\cdot,k_{1}) \) and

\[
\text{spec } H_{\Lambda^{(s)}_{k}(\varepsilon,k_{1})} \cap \{ |E - E(\cdot,\Lambda^{(s)}_{k};\varepsilon,k_{1})| < (\delta_{0}^{(s-1)})^{1/8} \} = \{ E(0,\Lambda^{(s)}_{k};\varepsilon,k_{1}), E(n^{(0)}(k),\Lambda^{(s)}_{k};\varepsilon,k_{1}) \}.
\]

Furthermore,

\[
|E(0,\Lambda^{(s)}_{k};\varepsilon,k_{1}) - E(n^{(0)}(k),\Lambda^{(s)}_{k};\varepsilon,k_{1})| \leq \text{exp} \left( -\frac{\kappa_{0}^{2}}{2} |n^{(0)}(k)|^{\alpha_{0}} \right).
\]

(iii) Let \( \min |E - E(\cdot,\Lambda^{(s)}_{k};\varepsilon,k_{1})| < (\delta_{0}^{(s-1)})^{1/8} \). There exists a function \( D(\cdot) := D(\cdot,\Lambda^{(s)}_{k}) \in \mathcal{S}_{\Lambda^{(s)}_{k},T,\kappa_{0}}, \]

\[
T = 4\kappa_{0} \log \delta_{0}^{-1}, \text{ see (5) in Definition 3.7 such that } \]

\[
|E - H_{\Lambda^{(s)}_{k}(\varepsilon,k_{1})}^{-1}(x,y)| \leq s_{D(\cdot),T,\kappa_{0},|\varepsilon|;\Lambda^{(s)}_{k}\setminus(0,\kappa_{0})}(x,y).
\]

(\text{i})

\[
|E(0,\Lambda^{(s)}_{k};\varepsilon,k) - E(0,\Lambda^{(s+1)}_{k};\varepsilon,k)| \leq |\varepsilon|^{6} (\delta_{0}^{(s)}).
\]

(III) Let \( n^{(0)} \in \mathcal{T} \setminus \{0\} \) be arbitrary. Let \( s \geq s^{(\ell(k_{n^{(0)}},0))} \). Assume, for instance, \( k_{n^{(0)}} > 0 \).

(1) The limits

\[
E^{\pm}(\Lambda^{(s)}_{k_{n^{(0)}},0};\varepsilon,k_{n^{(0)})}) := \lim_{k \to k_{n^{(0)}} \pm 0} E(0,\Lambda^{(s)}_{k_{n^{(0)}},0};\varepsilon,k_{n^{(0)})})
\]

exist, and

\[
0 \leq E^{+}(\Lambda^{(s)}_{k_{n^{(0)}},0};\varepsilon,k_{n^{(0)},0}) - E^{-}(\Lambda^{(s)}_{k_{n^{(0)}},0};\varepsilon,k_{n^{(0)},0}) \leq 2|\varepsilon| \text{exp} \left( -\frac{\kappa_{0}}{2} |n^{(0)}|^{\alpha_{0}} \right).
\]
Furthermore,
\[
\text{spec } \mathcal{H}_{\Lambda^{(s)}_{n(0)}(0),\varepsilon,k_{n(0)}} \cap \{ E : \min_{\pm} |E - E^\pm(\Lambda^{(s)}_{k_{n(0)}};\varepsilon,k_{n(0)})| < 8(x_0^{-1})^{1/8} \} = \{ E^- (\Lambda^{(s)}_{k_{n(0)}};\varepsilon,k_{n(0)}), E^+(\Lambda^{(s)}_{k_{n(0)}};\varepsilon,k_{n(0)}) \}.
\]

Let \( \min_{\pm} |E - E^\pm(\Lambda^{(s)}_{k_{n(0)}};\varepsilon,k_{n(0)})| < (x_0^{-1})^{1/8} \). There exists a function \( D(\cdot) := D(\cdot,\Lambda^{(s)}_{k_{n(0)}}) \in \mathcal{G}_{\Lambda^{(s)}_{n(0)},T,c_n} \) with
\[
T = 4k_0 \log \delta_0^{-1}, \text{ see (5) in Definition 3.4}, \text{ such that}
\]
\[
\left| \left( E - H_{\Lambda^{(s)}_{k_{n(0)}}} \right)^{-1}(m,n) \right| \leq s_{D(\cdot,T,c_n,\varepsilon)}(0,n^{(0)},0,m,n).
\]

(2) \( E = E^\pm(\Lambda^{(s)}_{k_{n(0)}};\varepsilon,k_{n(0)}) \) obeys the following equation,
\[
E - v(0,k_{n(0)}) - Q(0,\Lambda^{(s)}_{k_{n(0)}};\varepsilon,E) + G(0,n^{(0)},\Lambda^{(s)}_{k_{n(0)}};\varepsilon,E) = 0,
\]
where
\[
Q(0,\Lambda^{(s)}_{k_{n(0)}};\varepsilon,E) = \sum_{m',n'\in\Lambda^{(s)}_{k_{n(0)}} \setminus \{0\}} h(0,m';\varepsilon,k_{n(0)}) \left( E - H_{\Lambda^{(s)}_{k_{n(0)}}}(0,n^{(0)},\varepsilon,k_{n(0)}) \right)^{-1}(m',n';0,\varepsilon,k_{n(0)}),
\]
\[
G(0,n^{(0)},\Lambda^{(s)}_{k_{n(0)}};\varepsilon,E) = h(0,n^{(0)};\varepsilon,k_{n(0)}) + \sum_{m',n'\in\Lambda^{(s)}_{k_{n(0)}} \setminus \{0\}} h(0,m';\varepsilon,k_{n(0)}) \left( E - H_{\Lambda^{(s)}_{k_{n(0)}}}(0,n^{(0)},\varepsilon,k_{n(0)}) \right)^{-1}(m',n';n^{(0)},\varepsilon,k_{n(0)}).
\]

We need to invoke also the following fact from the proof of Theorem \( \tilde{C} \): the function \( E(k) \) in Theorem \( \tilde{A} \) obeys
\[
|E(k) - E(0,\Lambda^{(s+1)}_{k^{(s)}};\varepsilon,k)| \leq 2\varepsilon(\delta_0^{-1})^{1/8};
\]
see (3.21) in Theorem \( \tilde{D} \).

**Proof of part (1) of Theorem B.** Let \( n^{(0)} \in \mathcal{S} \setminus \{0\} \) be arbitrary. We assume that \( k_{n(0)} = \frac{n^{(0)}}{2} < 0 \). The case \( k_{n(0)} = -\frac{n^{(0)}}{2} > 0 \) is similar. Due to part (III) of Theorem \( \tilde{B} \), we have
\[
0 \leq E^+(\Lambda^{(s)};k_{n(0)}) - E^-(\Lambda^{(s)};k_{n(0)}) \leq 2\varepsilon \exp \left( -\frac{k_0}{2}|n^{(0)}| \right),
\]
where \( \Lambda = \Lambda^{(s)}_{k_{n(0)}}(0) \), \( s = s(\ell(k_{n(0)}))k_{n(0)} \), \( \ell = \ell(k_{n(0)}) \). Combining this with (2.29), we obtain
\[
0 \leq E^+(k_{n(0)}) - E^-(k_{n(0)}) \leq 2\varepsilon \exp \left( -\frac{k_0}{2}|n^{(0)}|^{(\alpha_0)} \right),
\]
as claimed in part (1) of Theorem \( \tilde{B} \). \( \square \)

**Remark 3.6.** (1) The proof of part (2) of Theorem \( \tilde{B} \) is practically the same as the proof of part (2) of Theorem \( B \) in [DGL1]. The fact that we assume \( |c(n)| \leq \varepsilon \exp(-k_0|n|^{\alpha_0}) \), rather than \( |c(n)| \leq \varepsilon \exp(-k_0|n|) \), does not introduce many changes. This is because the estimation of the weights in Definition 3.4 works for any \( \alpha_0 \). This fact was verified in [DGL1]. Here we just utilize this fact. First we discuss the main contraction principle for the Fourier coefficients \( c(m) \), \( m \in \mathcal{S} \). The contraction follows from the eigenvalue equation (3.24) in Theorem \( \tilde{D} \). The derivation is done in Lemma 3.9 below. Once the contraction is established, the proof
We reproduce here the lemmas from the proof of part (2) of Theorem \( B \) to demonstrate explicitly how this weight function theory finishes the proof of Theorem \( B \).

(2) To derive Lemma 3.9 we introduce in the current presentation the additional Lemmas 3.7 and 3.8 to show the connection between the statements in Section 4 of \([\text{DG1}], \text{Definition 4.9}\) and the estimates needed in the proof of Theorem \( B \). We use equation (3.27) from part (III) of Theorem 3.

(3.32) \[ |E - v(0, k_{n(0)}) - Q(s)(0, \Lambda; \varepsilon, k_{n(0)}, E) + G(s)(0, n_0, \Lambda; \varepsilon, k_{n(0)}), E)\|_{E=E^2(\Lambda; \varepsilon, k_{n(0)})} = 0. \]

Set
\[
\begin{align*}
a_1 &= v(0, k_{n(0)} + \theta) + Q(s)(0, \Lambda; k_{n(0)} + \theta, E), \\
a_2 &= v(0, k_{n(0)} - \theta) + Q(s)(0, \Lambda; k_{n(0)} - \theta, E), \\
b &= G(s)(0, n_0, \Lambda; k_{n(0)} + \theta, E),
\end{align*}
\]

\( f_i := E - a_i, i = 1, 2, f = f_1 - |b|^2 f_2^{-1} \). Let for instance \( k_{n(0)} > 0 \). Due to [DG1, Proposition 6.9], \( f \) and \( f_1 \) are continued-fraction-functions: \( f \in \mathcal{F}(\theta) \cdot \mathcal{F}(f_1, f_2, b^2) \) for \( \theta > 0 \), see [DG1, Definition 4.9]. These functions are rational in terms of the variables \( \varepsilon, k, E \). One can get rid of the corresponding denominators to turn them into polynomials. This is done inductively in [DG1, Definition 4.9] by setting
\[
\begin{align*}
\mu^{(j)} &= \begin{cases} \\
\mu^{(f_1)} \mu^{(f_2)} f_2 & \text{if } f = f_1 - \frac{\theta^2}{f_2} \\
\mu^{(f_1)} \mu^{(f_2)} f_1 & \text{if } f = f_2 - \frac{\theta^2}{f_1},
\end{cases} \\
\chi^{(j)} &= \mu^{(f)} f, \\
\tau^{(j)} &= (\chi^{(f_2)} - \chi^{(f_1)}) \exp(\chi^{(f_1)} - \chi^{(f_2)}),
\end{align*}
\]

starting with \( \chi^{(f_1)} := f_1, \mu^{(f_1)} := 1, \tau^{(f_1)} := 1, \sigma^{(f_1)} := 1, i, j = 1, 2 \) when \( f \in \mathcal{F}(a_1, a_2, b^2) \). Due to the theory of continued-fraction-functions,
\[
|\partial^\alpha \mu^{(f_1)}|, |\partial^\alpha \chi^{(f)}| \leq 1, \quad 0 \leq |\alpha| \leq 2,
\]

see part (2) of [DG1, Lemma 4.11]. The estimates (3.85) allow us to get rid of the small denominators of continued-fraction-functions.

(3) We prove part (2) of Theorem \( B \) for \( \alpha_0' = \alpha_0 \). We do this just to avoid a repetition of the same arguments. One can see that the proof works for any \( \alpha_0' \geq \alpha_0 \).

Lemma 3.7. (i) \( f_2(\theta) = f_1(-\theta), f^{(f_2)}(\theta) = f^{(f_1)}(-\theta) \).

(ii) \( |\chi^{(f_2)}(\theta) - \chi^{(f_1)}(\theta)| > (\tau^{(f_1)})^{\theta} \).

Proof. (i) is due to the definition (3.35). (ii) follows from (i) due to parts (8), (9) of [DG1, Lemma 4.11].

Lemma 3.8. The following estimates hold,
\[
\begin{align*}
|\tau^{(f_1)}| &> \exp(-C(b_0)(\log[4 + |n(0)|]^3), \\
|\mu^{(f_1)}| &> \exp(-C(b_0)(\log[4 + |n(0)|]^3).
\end{align*}
\]

Proof. Let \( n(0) \neq 0 \) and let \( n^{(e)} : = n(\ell e) \), \( \ell = 0, \ldots, \ell = \ell(k_{n(0)}) \) be as in Definition 3.4. Recall first of all that \( n^{(\ell(k_{n(0)}))} = n(0), \) see Definition 3.4 and Lemma 3.8. Assume for instance that \( \ell := \ell(k_{n(0)}) > 1, \) so that \( n^{(\ell - 1)} \) exists. Then due to [DG1, Definition 4.9], we have \( f_i \in \mathcal{F}(f_i, f_j, b^2) \), \( i = 1, 2 \). Here \( f_i, f_j, b^2 \) are defined similarly to \( f_1, f_2, b \) in (3.33) with \( k_{n(\ell - 1)} \) in the role of \( k_{n(0)} \) and \( k_{n(\ell - 1)} - k_{n(0)} \), \( k_{n(\ell - 1)} - k_{n(0)} \) in the role of \( \theta \). Due to Lemma 5.7 we obtain \( |\chi^{(f_1)}(\alpha) - \chi^{(f_2)}(\alpha)| > (\tau^{(f_1)})^\theta \). Similar estimates hold for \( e_i, e_j \) in the role of \( e_i, \) etc. Using induction we conclude that
\[
|\tau^{(f_1)}| > \prod_{\ell \leq \ell} |k_{n(\ell - 1)} - k_{n(0)}|^{16} > \prod_{\ell \leq \ell} |n(\ell)|^{-32b_0}.
\]
Once again, due to Lemma 3.3, \(|\eta^{(l-1)}| < \exp((\log |\eta|)2/3)\), \(\tilde{l} < \log(4 + |\eta|)\). Substituting this in (3.37), we obtain the first estimate in (3.30). Due to part (4) of [DG1, Lemma 4.11], we have \(|\mu^{(f_i)}| \geq 2^{-2l+1}\gamma(f_i)\). Therefore the second estimate in (3.30) follows from the first one.

**Lemma 3.9.** Using the notation from the proof of part (1) of Theorem \(\hat{B}\), for any \(n^{(0)}\), the Fourier coefficient \(c(n^{(0)})\) obeys the following estimate,

\[
|c(n^{(0)})| \leq \exp(C(b_0)(\log[4 + |n^{(0)}|]^3)(E^{+(\Lambda; k_{n^{(0)}})} - E^{-}(\Lambda; k_{n^{(0)}}))
+ \sum_{m',n' \in \Lambda \setminus \{0,n^{(0)}\}} |c(m')|s_{D;\Lambda \setminus \{0,n^{(0)}\},\tau_{\Lambda \setminus \{0,n^{(0)}\}},R,m',n')|c(n' - n^{(0)})|.
\]

**Proof.** Equation (3.38) implies the following inequality,

\[
|b(k_{n^{(0)}}, E)|_{E=E^{+(\Lambda; k_{n^{(0)}})}} \leq |f_1(k_{n^{(0)}}, E)|_{E=E^{+(\Lambda; k_{n^{(0)}})}} - f_1(k_{n^{(0)}}, E)|_{E=E^{-(\Lambda; k_{n^{(0)}})}}|.
\]

Now we get rid of small denominators in the continued-fraction-functions \(f_i\):

\[
|b(k_{n^{(0)}}, E)|_{E=E^{+(\Lambda; k_{n^{(0)}})}} \prod_{\pm} |\mu^{(f_i)}(k_{n^{(0)}}, E)|_{E=E^{\pm}(\Lambda; k_{n^{(0)}})}| \leq \left|\mu^{(f_1)}(k_{n^{(0)}}, E)|_{E=E^{-(\Lambda; k_{n^{(0)}})}}\right| E^{+(\Lambda; k_{n^{(0)}})} - E^{-}(\Lambda; k_{n^{(0)})}.
\]

Next we invoke the estimates (3.32),

\[
|b(k_{n^{(0)}}, E)|_{E=E^{+(\Lambda; k_{n^{(0)}})}} \prod_{\pm} |\mu^{(f_1)}(k_{n^{(0)}}, E)|_{E=E^{\pm}(\Lambda; k_{n^{(0)})}}| \leq 2(E^{+(\Lambda; k_{n^{(0)}})} - E^{-}(\Lambda; k_{n^{(0)})}).
\]

Due to Lemma 3.3 this implies

\[
|b(k_{n^{(0)}}, E)|_{E=E^{+(\Lambda; k_{n^{(0)})}} \leq \exp(C(b_0)(\log[4 + |n^{(0)}|]^3)(E^{+(\Lambda; k_{n^{(0)}})} - E^{-}(\Lambda; k_{n^{(0)})})).
\]

Due to the definitions in (3.28), (3.33),

\[
b(k_{n^{(0)}}, E) = c(n^{(0)} + \sum_{m',n' \in \Lambda \setminus \{0,n^{(0)}\}} c(m')(E - H_{\Lambda \setminus \{0,n^{(0)})}^{-1})\{m',n'\}c(n' - n^{(0)}),
\]

and due to (3.24),

\[
|(|E - H_{\Lambda \setminus \{0,n^{(0)})}^{-1}|)(m,n)| \leq s_{D;\Lambda \setminus \{0,n^{(0)})}(\tau_{\Lambda \setminus \{0,n^{(0)}\}},\gamma(m,n).
\]

Therefore, (3.35) follows from (3.42).

It is convenient to introduce the following notation: \(\Lambda := \Lambda^{(s)}\), \(\Lambda^{(0)} = \Lambda \setminus \{0,n^{(0)}\}\), \(\Lambda(n^{(0)}) = \Lambda \setminus \{0,n^{(0)}\}\),

\[
s(n^{(0)}; m', n') = \begin{cases} s_{D;\Lambda^{(n^{(0)})},\tau_{\Lambda^{(n^{(0))}},\gamma(m',n'),\gamma}} & \text{if } m', n' \in \Lambda^{(n^{(0))}}, \\ 0 & \text{if } m' \in \Lambda(n^{(0)}) \setminus \Lambda^{(n^{(0)))}, \text{ or both.} \end{cases}
\]

Let us recall the main properties of the sum \(s(n^{(0)}; m', n')\) from [DG1, Section 2].

**Lemma 3.10.** Let \(s(n^{(0)}; m', n')\) be as in (3.45).

(1)

\[
s(n^{(0)}; m, n) \leq \sum_{\gamma \in \Gamma^{(n^{(0)})}(m,n)} w_{n^{(0)}}(\gamma),
\]

(3.46)

\[
w_{n^{(0)}}(\gamma) = \left|\prod w(n_j, n_{j+1})\right| \exp\left(\sum_{1 \leq j \leq k} D_{n^{(0)}}(n_j)\right).
\]
Here $w(m,n) := |c(n - m)|$, $\Gamma_{n(0)}(m,n)$ stands for a set of trajectories $\gamma = (n_1, \ldots, n_k)$, $k := k(\gamma) \geq 1$, $n_j \in \Lambda(n^{(0)})$, $n_1 = m$, $n_k = n$, $n_{j+1} \neq n_j$, $D_{n(0)}(x) > 0$, $x \in \mathbb{Z}^\nu \setminus \{0,n^{(0)}\}$. Moreover, the following conditions hold:

(i) $D_{n(0)}(x) \leq T \mu_{n(0)}(x)^{1/5}$ for any $x$ such that $D_{n(0)}(x) \geq 4T\kappa_0^{-1}$, where $\mu_{n(0)}(x) = \min(|x|,|x-n^{(0)}|)$, $T = 4\kappa_0 \log \delta_0^{-1}$,

(ii) $\min(D_{n(0)}(n_i), D_{n(0)}(n_j)) \leq T\|(n_1, \ldots, n_j)\|^{1/5}$ for any $i < j$ such that $\min(D_{n(0)}(n_i), D_{n(0)}(n_j)) \geq 4T\kappa_0^{-1}$, unless $j = i + 1$.

Moreover,

\begin{align}
\text{if } \min(D_{n(0)}(n_1), D_{n(0)}(n_{i+1})) > T\|(n_1 - n_{i+1})\|^{1/5} \text{ for some } i, \text{ then } & \\
\min(D_{n(0)}(n_{j'}), D_{n(0)}(n_i)) \leq T\|(n_{j'}, \ldots, n_i)\|^{1/5}, & \\
\min(D_{n(0)}(n_i), D_{n(0)}(n_{j''})) \leq T\|(n_i, \ldots, n_{j''})\|^{1/5}, & \\
\min(D_{n(0)}(n_{j'}), D_{n(0)}(n_{i+1})) \leq T\|(n_{j'}, \ldots, n_{i+1})\|^{1/5}, & \\
\min(D_{n(0)}(n_{i+1}), D_{n(0)}(n_{j''})) \leq T\|(n_{i+1}, \ldots, n_{j''})\|^{1/5}, & \text{ for any } j' < i < i + 1 < j''.
\end{align}

(2) Assume that for all $n \in \mathbb{N}$, we have $|c(n)| \leq \tilde{c} \exp(-\tilde{k}|n|)$ with $\tilde{c} \leq \tilde{c}_0$, $\tilde{k} \geq \kappa_0$. Let $\gamma = (n_1, \ldots, n_k) \in \Gamma_{n(0)} := \bigcup_{m,n} \Gamma_{n(0)}(m,n)$. Set $M = 4T\kappa_0^{-1}$, $D(\gamma) = \max_j D(n_j)$, $t_D(\gamma) := \frac{\log D(\gamma)}{\log M}$, $\vartheta_t = \sum_{0<s\leq t} 2^{-5s}$.

Then,

\begin{align}
\tilde{w}_{n(0)}(\gamma) \leq \begin{cases} 
\tilde{c}^{k(\gamma)-1} \exp(-\tilde{\kappa}\|\gamma\| + k(\gamma)M^2) & \text{if } t_D(\gamma) \leq 5, \\
\tilde{c}^{k(\gamma)-1} \exp(-\tilde{\kappa}(1-\vartheta_{t_D(\gamma)+1})\|\gamma\| + 2\tilde{D}(\gamma)) & \text{if } t_D(\gamma) > 5.
\end{cases}
\end{align}

Furthermore, $\tilde{D}(\gamma) \leq 2T\min\{|n_1|, |n^{(0)} - n_k|\}^{1/5} + \|\gamma\|^{1/5}$.

In the next lemma we establish an estimate similar to (3.49) under a slightly weaker condition on $|c(n)|$, and also an estimate for the sum of such terms.

**Lemma 3.11.** Let $0 < \tilde{c} \leq \tilde{c}_0$, $\tilde{k} \geq 2\kappa_0$, $R_1 \geq 2^{30}(\kappa_0^{-1}T)^2$. Set $R_t = 5R_{t-1}/4$, $\rho_{t-1} = 2^{-10t-2}$, $t = 2, \ldots$, $\sigma_t = \sum_{1\leq s\leq t} \rho_t$. Assume

\begin{align}
|c(p)| \leq \begin{cases} 
\tilde{c} \exp(-\tilde{k}|p|) & \text{if } 0 < |p| \leq R_2, \\
\tilde{c} \exp\left(-\frac{15}{16}(1-\sigma_{3t+4})\tilde{k}|p|\right) & \text{if } R_{t-1} < |p| \leq R_t, 3 \leq t \leq t_0.
\end{cases}
\end{align}

For $t \geq 1$, let $\Gamma_{n(0)}^{(t)}$ be the set of trajectories $\gamma = (n_1, \ldots, n_k) \in \Gamma_{n(0)}$ with $\|\gamma\| \leq 2R_t$ and $\max_j |n_{j+1} - n_j| \leq R_{t+1}$. Then, for any $\gamma \in \Gamma_{n(0)}^{(t)}$ with $t \leq t_0 - 1$, we have

\begin{align}
\tilde{w}_{n(0)}^{(t)}(\gamma) \leq \tilde{c}^{k(\gamma)-1} \exp\left(-\frac{15}{16}(1-\sigma_{3t+4})\tilde{k}\|\gamma\| + 2\tilde{D}(\gamma) + k(\gamma)M\right).
\end{align}

Furthermore,

\begin{align}
\sum_{\gamma \in \Gamma_{n(0)}^{(t)}(m,n) : |\gamma| \geq 2, \|\gamma\| \leq R_{t+1}} \tilde{w}_{n(0)}^{(t)}(\gamma) \leq \exp(-2T\min\{|m|, |n^{(0)} - n|\}^{1/5}) \exp\left(-\frac{15}{16}(1-\sigma_{3t+2})\tilde{k}|n - m|\right).
\end{align}

**Proof.** The proof of (3.51) goes by induction in $t = 1, 2, \ldots$. Let $\gamma = (n_1, \ldots, n_k) \in \Gamma_{n(0)}^{(1)}$. Then, in particular, $\max_j |n_{j+1} - n_j| \leq R_2$. Due to (3.50), one has $w(n_j, n_{j+1}) \leq \tilde{c} \exp(-\tilde{k}|n_j - n_{j+1}|)$. Hence (3.49) applies. Note that $1 - \vartheta_{t_D(\gamma)+1} > 15/16$. This implies (3.51) for $t = 1$ in both cases in (3.49).

Let $\Gamma_{n(0),0}^{(t)}$ be the set of trajectories $\gamma = (n_1, \ldots, n_k) \in \Gamma_{n(0)}^{(t)}$ with $\max_j |n_{j+1} - n_j| \leq R_t$, $\Gamma_{n(0),1}^{(t)} = \Gamma_{n(0),0}^{(t)} \setminus \Gamma_{n(0),0}$. 

Let $\gamma = (n_1, \ldots, n_k) \in \Gamma_{n(0)}^{(t)}$. Then there exists $j_0$ such that $|n_{j_0+1} - n_{j_0}| > R_t$. Note that $|n_{j+1} - n_j| < R_t$ for any $j \neq j_0$, since $\|\gamma\| \leq 2R_t$. Let $\gamma_1 = (n_1, \ldots, n_{j_0})$, $\gamma_2 = (n_{j_0+1}, \ldots, n_k)$. Note that $\|\gamma_1\| + \|\gamma_2\| < R_t < 2R_{t-1}$ since $\|\gamma\| \leq 2R_t$ and $|n_{j_0+1} - n_{j_0}| > R_t$. Therefore $\gamma_1, \gamma_2 \in \Gamma_{n(0)}^{(t-1)}$. Hence, the inductive assumption applies,

$$w_{n(0)}(\gamma_i) \leq \varepsilon^k(\gamma_i)^{-1} \exp \left( -\frac{15}{16} (1 - \sigma_{3t+1}) \bar{k}(\|\gamma_i\| + 2\bar{D}(\gamma_i) + k(\gamma_i)M) \right), \quad i = 1, 2,$$

$$w_{n(0)}(\gamma) = w_{n(0)}(\gamma_1)c(n_{j_0+1} - n_{j_0})w_{n(0)}(\gamma_2)$$

$$\leq \varepsilon^k(\gamma)^{-1} \exp \left( -\frac{15}{16} (1 - \sigma_{3t+1}) \bar{k}(\|\gamma_1\| + \|\gamma_2\|) - \frac{15}{16} (1 - \sigma_{3t+3}) \bar{k}|n_{j_0+1} - n_{j_0}| + 2\bar{D}(\gamma_1) + 2\bar{D}(\gamma_2) + k(\gamma)M) \right).$$

Let $D(n_{j_1}) = \bar{D}(\gamma_1)$, $i = 1, 2$. We have the following cases:

(a) Assume $j_1 < j_0$. In this case due to (3.47), we have

$$2 \min(\bar{D}(\gamma_1), \bar{D}(\gamma_2)) \leq 2T\|\gamma\|^{1/5} < \frac{30t+4}{4} \bar{k}(\|\gamma_1\| + \|\gamma_2\| + |n_{j_0+1} - n_{j_0}|)$$

since $\|\gamma\| > R_t \geq 2^5(\kappa_0^{-1}T)(5/4)^{-1}$, $t \geq 2$. Combining (3.53) with (3.54), we obtain (3.51).

(b) Assume $j_0 + 1 < j_2$. Similarly to case (a), one verifies (3.51).

(c) Assume $j_1 = j_0$, $j_0 + 1 = j_2$. Let $\gamma_1 = (n_1, \ldots, n_{j_0-1})$, $\gamma_2 = (n_{j_0+2}, \ldots, n_k)$. Once again, applying the inductive assumption, we obtain

$$w_{n(0)}(\gamma_i) \leq \varepsilon^k(\gamma_i)^{-1} \exp \left( -\frac{15}{16} (1 - \sigma_{3t+1}) \bar{k}(\|\gamma_i\| + 2\bar{D}(\gamma_i) + k(\gamma_i)M) \right), \quad i = 1, 2,$$

$$w_{n(0)}(\gamma) = w_{n(0)}(\gamma_1)\exp(D_{n(0)}(n_{j_0}))c(n_{j_0+1} - n_{j_0})\exp(D_{n(0)}(n_{j_0+1}))w_{n(0)}(\gamma_2)$$

$$\leq \varepsilon^k(\gamma)^{-1} \exp \left( -\frac{15}{16} (1 - \sigma_{3t+1}) \bar{k}(\|\gamma_1\| + \|\gamma_2\|) - \frac{15}{16} (1 - \sigma_{3t+3}) \bar{k}|n_{j_0+1} - n_{j_0}| \times \exp(2\bar{D}(\gamma_1) + 2\bar{D}(\gamma_2) + D_{n(0)}(n_{j_0}) + D_{n(0)}(n_{j_0+1}) + k(\gamma)M).$$

We have $2D_{n(0)}(\gamma_1) = 2\min(D_{n(0)}(\gamma_1), D_{n(0)}(n_{j_0})) < 2T\|\gamma\|^{1/5} < \frac{30t+4}{4} \bar{k}(\|\gamma_1\| + \|\gamma_2\| + |n_{j_0+1} - n_{j_0}|)/4$. Similarly, $2D_{n(0)}(\gamma_2) < \frac{30t+4}{4} \bar{k}(\|\gamma_1\| + \|\gamma_2\| + |n_{j_0+1} - n_{j_0}|)/4$. Therefore, (3.51) follows from (3.55).

Thus, (3.51) holds for $\gamma \in \Gamma_{n(0)}^{(t)}$ in any event. Let $\gamma = (n_1, \ldots, n_k) \in \Gamma_{n(0)}^{(t)}$. Assume $\|(n_1, \ldots, n_k)\| \leq 2R_{t-1}$. Recall that max$_j |n_{j+1} - n_j| \leq R_t$ since $\gamma = (n_1, \ldots, n_k) \in \Gamma_{n(0)}^{(t)}$. Hence, in this case the inductive assumption applies and even a stronger estimate than (3.51) holds. Assume $\|(n_1, \ldots, n_k)\| > 2R_{t-1}$. Then there exists $j_0$ such that $\|(n_1, \ldots, n_{j_0})\| \leq 2R_{t-1}$, $\|(n_1, \ldots, n_{j_0+1})\| > 2R_{t-1}$. Let $\gamma_1 = (n_1, \ldots, n_{j_0})$, $\gamma_2 = (n_{j_0+1}, \ldots, n_k)$. Note that $\|\gamma_2\| = \|\gamma\| - \|(n_1, \ldots, n_{j_0+1})\| < 2R_t - 2R_{t-1} < 2R_{t-1}$ since $R_t < 2R_{t-1}$. Therefore $\gamma_1, \gamma_2 \in \Gamma_{n(0)}^{(t-1)}$. Hence, the inductive assumption applies,

$$w_{n(0)}(\gamma_i) \leq \varepsilon^k(\gamma_i)^{-1} \exp \left( -\frac{15}{16} (1 - \sigma_{3t+1}) \bar{k}(\|\gamma_i\| + 2\bar{D}(\gamma_i) + k(\gamma_i)M) \right), \quad i = 1, 2,$$

$$w_{n(0)}(\gamma) = w_{n(0)}(\gamma_1)c(n_{j_0+1} - n_{j_0})w_{n(0)}(\gamma_2)$$

$$\leq \varepsilon^k(\gamma)^{-1} \exp \left( -\frac{15}{16} (1 - \sigma_{3t+1}) \bar{k}(\|\gamma_1\| + \|\gamma_2\|) - \frac{15}{16} (1 - \sigma_{3t+3}) \bar{k}|n_{j_0+1} - n_{j_0}| + 2\bar{D}(\gamma_1) + 2\bar{D}(\gamma_2) + k(\gamma)M) \right).$$

Let $D(n_{j_1}) = \bar{D}(\gamma_1)$, $i = 1, 2$. We have the following cases:

(a) Assume $j_1 < j_0$. In this case, due to (3.47), we have

$$2 \min(\bar{D}(\gamma_1), \bar{D}(\gamma_2)) \leq 2T\|\gamma\|^{1/5} < \frac{30t+4}{4} \bar{k}(\|\gamma_1\| + \|\gamma_2\| + |n_{j_0+1} - n_{j_0}|).$$

Combining (3.56) with (3.57), we obtain (3.51).

(b) Assume $j_0 + 1 < j_2$. Similarly to case (a), one verifies (3.51).
\((\gamma)\) Assume \(j_1 = j_0, j_0 + 1 = j_2\). Let \(\gamma'_1 = (n_1, \ldots, n_{j_0-1}), \gamma'_2 = (n_{j_0+2}, \ldots, n_k)\). Once again, applying the inductive assumption, we obtain

\[
(3.58) \quad w_n^{(0)}(\gamma'_1) \leq \varepsilon^{k(\gamma'_1)-1} \exp \left( -\frac{15}{16} (1 - \sigma_3 t_1) \hat{\kappa} \|\gamma'_1\| + 2\hat{D}(\gamma'_1) + k(\gamma'_1) M \right), \quad i = 1, 2,
\]

\[
w_n^{(0)}(\gamma) = w_n^{(0)}(\gamma'_1) c(n_{j_0+1} - n_{j_0}) \exp(D_n^{(0)}(n_{j_0})) c(n_{j_0+1} - n_{j_0}) \exp(D_n^{(0)}(n_{j_0+1})) \]

\[
|c(n_{j_0+2} - n_{j_0+1})| w_n^{(0)}(\gamma'_2) \leq \varepsilon^{k(\gamma'_2)-1} \exp \left( -\frac{15}{16} (1 - \sigma_3 t_1) \hat{\kappa} \|\gamma'_2\| + \|\gamma'_2\| \right) \times \exp(\frac{(-15}{16} (1 - \sigma_3 t_2) \hat{\kappa}(n_{j_0} - n_{j_0-1}) + |n_{j_0+1} - n_{j_0}| + |n_{j_0+2} - n_{j_0+1}|)) \times \exp(2\hat{D}(\gamma'_1) + 2\hat{D}(\gamma'_2) + D_n^{(0)}(n_{j_0}) + D_n^{(0)}(n_{j_0+1}) + k(\gamma) M).
\]

We have \(2\hat{D}_n^{(0)}(\gamma'_1) = 2\min(\hat{D}_n^{(0)}(\gamma'_1), D_n^{(0)}(n_{j_0})) < 2T\|\gamma\|^{1/5} < \rho_3 t_4 \hat{\kappa}(\|\gamma'_1\| + \|\gamma'_2\| + \|n_{j_0+2} - n_{j_0-1}\|)/4\).

Similarly, \(2\hat{D}_n^{(0)}(\gamma'_2) < \rho_3 t_4 \hat{\kappa}(\|\gamma'_1\| + \|\gamma'_2\| + \|n_{j_0+2} - n_{j_0-1}\|)/4\). Therefore, \(3.51\) follows from \(3.58\).

Thus \(3.51\) holds in any event. Recall that \(\hat{D}(\gamma) \leq 2T(H_{n_1}(n_1), n_1 - n_{j_0} - n_{j_0})^{1/5} + \|\gamma\|^{1/5}, \gamma \in \Gamma^{(0)}_{n_0}(m, n)\); see Lemma \(3.10\). Set \(w_n^{(0)}(\gamma) = \exp(-2T(H_{n_1}(n_1), n_1 - n_{j_0} - n_{j_0})^{1/5}) w_n^{(0)}(\gamma)\). Note that \(2T\|\gamma\|^{1/5} < \rho_3 t_4 \hat{\kappa}\|\gamma\|/4\) if \(\|\gamma\| \geq R_t\). Due to the elementary estimate \(2.6\) in Lemma \(2.5\) one has for any \(\alpha, k > 0\),

\[
(3.59) \quad \sum_{\gamma \in \Gamma^{(0)}_{n_0}(m, n)} \exp(-\alpha \|\gamma\|) < (8\alpha^{-1}(k-1)^{1/2}.
\]

Set \(\Gamma_n^{(t)}(m, n) = \Gamma_{n_0}(m, n) \cap \Gamma_n^{(0)}(m, n)\). Note that if \(\gamma \in \Gamma_n^{(0)}(m, n)\) and \(\|\gamma\| \leq R_{t+1}\), then \(\gamma \in \Gamma_n^{(t)}(m, n)\) and \(3.51\) applies. Finally, \(\|\gamma\| \geq |m| - |n|\) for any \(\gamma \in \Gamma_n^{(0)}(m, n)\). Taking all that into account, we obtain

\[
\sum_{\gamma \in \Gamma_n^{(t)}(m, n): k(\gamma) \geq 2, \|\gamma\| \leq R_{t+1}} \sum_{t \leq t_0-1} w_n^{(0)}(\gamma) \leq \sum_{t \leq t_0-1} \sum_{\gamma \in \Gamma_n^{(t)}(m, n): k(\gamma) \geq 2, \|\gamma\| \leq R_{t+1}} (e^M \varepsilon)^{k(\gamma)-1} \exp(-\frac{15}{16} (1 - \sigma_3 t_1) \hat{\kappa} \|\gamma\| + \rho_3 \hat{\kappa} \|\gamma\|/4)
\]

\[
(3.60) \quad \leq e^M \sum_{k \geq 1} (e^M \varepsilon)^{k-1} \exp(-\frac{15}{16} (1 - \sigma_3 t_1) \hat{\kappa} |n| - |m|) \sum_{k(\gamma) = k} \exp(-\rho_3 t_0 \hat{\kappa} \|\gamma\|/4)
\]

\[
\leq e^M \exp(-\frac{15}{16} (1 - \sigma_3 t_1) \hat{\kappa} |n| - |m|) \sum_{k \geq 1} (e^M \varepsilon)^{k-1} (8\alpha^{-1}(k-1)^{1/2} \leq \exp(-\frac{15}{16} (1 - \sigma_3 t_1) \hat{\kappa} |n| - |m|).
\]

Here, in the last step, \(\alpha = \rho_3 \hat{\kappa} 4/4\), and we have used \(\varepsilon < \varepsilon_0\). \(\square\)

**Proof of part (2) of Theorem \(\tilde{B}\).** Set \(R_1 = 2^{30}(\kappa_0 T)^2, R_2 = 5RT^{-1}/4, \rho_1 = 2^{-10}t^{-2}, t = 2, \ldots, \sigma_t = \sum_{1 \leq t \leq \rho_t}\) as in Lemma \(3.11\). Set also \(\varepsilon_0 := \exp(-2R_2)\). One can see that \(\varepsilon_0 < \varepsilon_0\). Assume that

\[
(3.61) \quad E^+ (\Lambda; \kappa_0) - E^- (\Lambda; \kappa_0) \leq \varepsilon_0 \exp(-\kappa_0 |n^{(0)}|), \quad \text{for all } n^{(0)} \in \mathbb{T} \setminus \{0\},
\]

where \(\varepsilon_0 < \varepsilon_0\), \(\kappa_0 > 4\kappa_0\). We can replace \(3.33\) by the following estimate,

\[
(3.62) \quad |c(n^{(0)})| \leq (\varepsilon_0)^{3/4} \exp(-3\kappa_0 |n^{(0)}|/4) + \sum_{m', n' \in \Lambda(n^{(0)})} |c(m')| |s(n^{(0)}, m', n')| |c(n' - n^{(0)})|.
\]

Assume that with some \((\varepsilon_0)^{1/2} < \varepsilon < \varepsilon_0\) and \(\kappa_0 < \kappa_0 < \kappa_0/2,\) we have \(\|c(p)\| \leq \varepsilon \exp(-\kappa |p|)\) for \(|p| > 0\). Set \(\tilde{\varepsilon} = \varepsilon/2, \tilde{\kappa} = 7\kappa_0/6\). We claim that in this case, in fact,

\[
(3.63) \quad |c(p)| \leq \begin{cases} 
\varepsilon \exp(-\kappa |p|) & \text{if } 0 < |p| \leq R_2, \\
\tilde{\varepsilon} \exp(-\frac{15}{16} (1 - \sigma_3) \tilde{\kappa} |p|) & \text{if } R_{t-1} < |p| \leq R_t, t \geq 3.
\end{cases}
\]
It is important to note here that \( \frac{15}{16}(1 - \sigma_{3t})\hat{k} > \left(\frac{15}{16}\right)^2 \hat{k} := L\hat{k} \), with \( L > 1 \). This allows one to iterate the argument and Theorem \( B \) follows.

The verification of the claim goes by induction in \( t \), starting with the first line in (3.63), and then with the help of Lemma 3.11. The idea is to run \( n^{(0)} \) in (3.62) and to combine the inequalities which we have for different \( n^{(0)} \)'s. To this end it is convenient to replace \( n^{(0)} \) in the notation. To verify the first line in (3.63), we invoke (3.52) from Lemma 3.11 with \( \hat{k} \) in the role of \( \hat{\varepsilon} \) and \( \hat{\kappa} \) in the role of \( \hat{\kappa} \). Note that condition (3.50) of Lemma 3.11 holds for any \( t \) for trivial reasons. So,

\[
\sum_{m,n} |c(m)|s(p; m, n)|c(p - n)| \leq \hat{\varepsilon}^2 \sum_{m,n} \exp(-\hat{\kappa}|m|) \exp\left( -\frac{15}{16}(1 - \sigma_{3t_0 + 2})\hat{k}|n - m| + 2T(\min(|m|, |n - p|))^{1/5} \right) \exp(-\hat{\kappa}|p - n|).
\]

Elementary estimations in (3.64) yield

\[
\sum_{m,n} |c(m)|s(p; m, n)|c(p - n)| \leq \hat{\varepsilon}^3/4 \leq \hat{\varepsilon}(\hat{\varepsilon}^{(0)})^{1/2} \leq < (\hat{\varepsilon}/2) \exp(-R_2).
\]

It follows from (3.62) combined with (3.65) that for any \( |p| > 0 \), we have

\[
|c(p)| < (\hat{\varepsilon}^{(0)})^3/4 \exp(-3\kappa^{(0)}|p|/4) + (\hat{\varepsilon}/2) \exp(-R_2) < \hat{\varepsilon} \exp(-\hat{\kappa}R_2).
\]

This verifies the first line in (3.65).

Assume now that for some \( \ell \geq 2 \), (3.50) holds for any \( 0 < |p| \leq R_\ell \) and any \( t \leq \ell \). Let \( |q| > R_\ell \) be arbitrary. For \( t \geq 1 \), let \( \Gamma_q^{(i)} \) be the set of trajectories \( \gamma = (n_1, \ldots, n_k) \in \Gamma_q \) with \( \|\gamma\| \leq 2R_\ell \) and \( \max_j |n_{j+1} - n_j| \leq R_{\ell+1} \). Let \( \Gamma_q^{(i)}(m, n) = \Gamma_q^{(i)} \cap \Gamma_q(m, n) \). We have

\[
\sum_{m,n} |c(m)|s(q; m, n)|c(q - n)| \leq \sum_{m,n} |c(m)||c(q - n)| \sum_{\gamma \in \Gamma_q(m, n)} \sum_{m,n} |c(m)||c(q - n)| \sum_{\gamma \in \Gamma_q^{(i)}(m, n)} \sum_{\gamma \in \Gamma_q^{(i-1)}(m, n)} |w_q(\gamma)| + \Sigma_3.
\]

(3.67)

Here the sum \( \Sigma_3 \) is over the cases when \( \|\gamma\| \leq 2R_{\ell-1} \) and either \( \max(|m|, |q - n|) > R_\ell \) or \( \gamma = (n_1, \ldots, n_k) \) obeys \( \max_j |n_{j+1} - n_j| > R_\ell \), or both. Using (3.50) from Lemma 3.11 with \( \ell \) in the role of \( t_0 \) and the inductive assumption, one obtains

\[
\Sigma_1 \leq \hat{\varepsilon}^2 \sum_{m,n} \exp\left( -\frac{15}{16}(1 - \sigma_{3t})\hat{k}|m| \right) \exp\left( -\frac{15}{16}(1 - \sigma_{3t_0 + 2})\hat{k}|m - n| + 2T(\min(|m|, |q - n|))^{1/5} \right) \exp\left( -\frac{15}{16}(1 - \sigma_{3t})\hat{k}|q - n| \right).
\]

(3.68)

Note that \( 2T(\min(|m|, |q - n|))^{1/5} < \frac{1}{4}\rho_{3t+3}(|m| + |m - n| + |q - n|) \) since \( |q| > R_\ell \). Estimating the sum in (3.68), one obtains

\[
\Sigma_1 \leq \hat{\varepsilon}^{3/2} \exp\left( -\frac{15}{16}(1 - \sigma_{3t+2} - \frac{1}{4}\rho_{3t+3})\hat{k}|q| \right).
\]

(3.69)
To estimate the sum $\Sigma_2$, we use Lemma 3.11 with $\tilde{\varepsilon}$ in the role of $\tilde{\varepsilon}$ and $\tilde{\kappa}$ in the role of $\hat{\kappa}$:

\[
\Sigma_2 \leq \sum_{m,n} |c(m)||c(q - n)| \sum_{\ell \geq \ell - 1^{-}} \sum_{\gamma \in \Gamma_{q}(m,n), k(\gamma) \geq 2} w_{q}(\gamma)
\]

\[
\leq \sum_{m,n} |c(m)||c(q - n)| \exp(2T(\min(|m|, |q - n|))^{1/5}) e^{M} \times
\]

\[
\left[ \sum_{\gamma \in \Gamma_{q}(m,n), k(\gamma) \geq 2} w_{q}(\gamma) + \sum_{\ell \geq \ell - 1^{-}} \sum_{\gamma \in \Gamma_{q}(m,n), k(\gamma) \geq 2} \sum_{\|\| \leq R_{t+1}} \right]
\]

\[
(e^{M} \tilde{\varepsilon})^{{k(\gamma)-1}} \exp \left( -\frac{15}{16} (1 - \sigma_{3t+4}) \hat{\kappa} \times (2R_{t-1}) \right)
\]

\[
\leq \tilde{\varepsilon}^{3/2} \exp \left( -\frac{15}{16} (1 - \sigma_{3t+2} - \frac{1}{4} \rho_{3t+3}) \hat{\kappa} \times (2R_{t-1}) \right)
\]

\[
< \tilde{\varepsilon}^{3/2} \exp \left( -\frac{15}{16} (1 - \sigma_{3t+2} - \frac{1}{4} \rho_{3t+3}) \hat{\kappa} R_{t+1} \right).
\]

Let us now estimate $\Sigma_3$. Given $r, s \in \Lambda_q$ with $|s - r| > R_t$, denote by $\Gamma_{q,r,s}$ the set of trajectories $\gamma = (n_1, \ldots, n_k) \in \Gamma_{q}$ with $\|\gamma\| \leq 2R_{t-1}$ and such that

\[
\gamma = \gamma' \cup \gamma'',
\]

where $r$ is the endpoint of $\gamma'$ and $s$ is the starting point of $\gamma''$. Note that since $\|\gamma\| \leq 2R_{t-1}$, one has $|n_{j+1} - n_j| \leq R_t$ for all $j$ with one exception when $n_{j+1} = s$, $n_j = r$. In particular, the inductive assumption applies to $\gamma'$, $\gamma''$. Denote by $\Sigma_3'$ the part of sum $\Sigma_3$ with $\gamma \in \Gamma_{q,r,s}$ and with $|m|, |q - n| \leq R_t$. Then just as in the above derivations, one obtains

\[
\Sigma_3' \leq \tilde{\varepsilon}^{3/2} \sum_{|r - s| > R_t} \exp \left( -\frac{15}{16} (1 - \sigma_{3t+2}) \hat{\kappa} |r| \right) |c(r - s)| \exp \left( -\frac{15}{16} (1 - \sigma_{3t+2}) \hat{\kappa} |q - s| \right).
\]

The estimation of the rest of the sum $\Sigma_3$ is similar. One has

\[
\Sigma_3 \leq \tilde{\varepsilon}^{3/2} \sum_{|r - s| > R_t} \exp \left( -\frac{15}{16} (1 - \sigma_{3t+2}) \hat{\kappa} |r| \right) |c(r - s)| \exp \left( -\frac{15}{16} (1 - \sigma_{3t+2}) \hat{\kappa} |q - s| \right)
\]

\[
+ 2\tilde{\varepsilon}^{3/2} \sum_{|r| > R_t} |c(r)| \exp \left( -\frac{15}{16} (1 - \sigma_{3t+2}) \hat{\kappa} |q - r| \right)
\]

\[
(3.73) \quad \leq \tilde{\varepsilon}^{3/2} \sum_{R_t < |r - s| \leq R_{t+1}} \exp \left( -\frac{15}{16} (1 - \sigma_{3t+2}) \hat{\kappa} |r| \right) |c(r - s)| \exp \left( -\frac{15}{16} (1 - \sigma_{3t+2}) \hat{\kappa} |q - s| \right)
\]

\[
+ 2\tilde{\varepsilon}^{3/2} \sum_{R_t < |r| \leq R_{t+1}} |c(r)| \exp \left( -\frac{15}{16} (1 - \sigma_{3t+2}) \hat{\kappa} |q - r| \right)
\]

\[
\tilde{\varepsilon}^{3/2} \exp \left( -\frac{15}{16} (1 - \sigma_{3t+2} - \frac{1}{4} \rho_{3t+3}) \hat{\kappa} R_{t+1} \right).
\]
Now we invoke (3.62). For \(|q| > R_\ell\), one obtains
\[
|c(q)| \leq (\varepsilon(0))^{3/4} \exp(-\kappa(0)|q|/2) + \sum_{1 \leq i \leq 3} \Sigma_i \leq (\varepsilon(0))^{3/4} \exp(-\kappa|q|) \\
+ \varepsilon^{3/2} \exp \left( -\frac{15}{16} (1 - \sigma_{3\ell+2} - \frac{1}{4} \rho_{3\ell+3}) \kappa |q| \right) + \varepsilon^{3/2} \exp \left( -\frac{15}{16} (1 - \sigma_{3\ell+2} - \frac{1}{4} \rho_{3\ell+3}) \kappa R_{\ell+1} \right) \\
+ \varepsilon^{3/2} \sum_{R_\ell < |r| \leq R_{\ell+1}} \exp \left( -\frac{15}{16} (1 - \sigma_{3\ell+2}) \kappa |r| \right) |c(r)| \exp \left( -\frac{15}{16} (1 - \sigma_{3\ell+2}) \kappa |q - r| \right)
\]
(3.74)

Here we have replaced \(\kappa(0)/2\) by \(\tilde{\kappa} < \kappa(0)/2\). Now we consider \(R_\ell < |q| \leq R_{\ell+1}\). We replace \(R_{\ell+1}\) in the exponent by a smaller quantity \(\tilde{\kappa}\) and we obtain a self-contained system of inequalities for \(|c(q)|\) with \(R_\ell < |q| \leq R_{\ell+1}\). This allows us to iterate (3.74). It is convenient to replace the multiple sums via summation over trajectories \(\gamma = (n_0, \ldots, n_k) \in \Gamma(0, q)\). Set
\[
\varepsilon' = \varepsilon^{1/4}, \quad \kappa' = \frac{15}{16} (1 - \sigma_{3\ell+2} - \frac{1}{4} \rho_{3\ell+3}) \kappa, \quad w'(m, n) = \varepsilon' \exp(-\kappa'|m - n|), \\
w'(n_0, \ldots, n_k) = \prod_{j} w'(n_j, n_{j+1}).
\]
(3.75)

Iterating (3.74) \(N\) times, one obtains
\[
|c(q)| \leq \varepsilon^{3/2} \left( \sum_{0 \leq k \leq N} 4^k \varepsilon^k \right) \exp \left( -\frac{15}{16} (1 - \sigma_{3\ell+2} - \frac{1}{4} \rho_{3\ell+3}) \kappa R_{\ell+1} \right) + \varepsilon \sum_{1 \leq k \geq 2} 4^k \varepsilon^k \sum_{\gamma \in \Gamma(0, q); k(\gamma) = k} w'(\gamma) + 4^N \varepsilon^N.
\]
(3.76)

Taking here \(N\) large enough and evaluating the sums over \(\gamma\) as before, one obtains (3.50) which implies the statement in part (2) of Theorem \(\tilde{B}\). \(\square\)

4. PROOF OF THEOREM \(\tilde{I}\)

The proof of Theorem \(\tilde{I}\) is a simple combination of Theorem \(\tilde{B}\) with fundamental facts from the theory of Hill’s equation. These facts play an instrumental role also in the proof of Theorem \(I\). We refer for these facts to [MkV, McKT, KP, PT, Du, Ti].

(a) Let \(Q(x)\) be a real \(T\)-periodic smooth function,
\[
Q(x) = \sum_{n \in \mathbb{Z} \setminus \{0\}} d(n) e^{\frac{2\pi inx}{T}}.
\]
(4.1)

Consider the Hill equation
\[
[H y](x) = -y''(x) + Q(x)y(x) = E y(x), \quad x \in \mathbb{R}.
\]
(4.2)

Let \(y_1(x, \lambda), y_2(x, \lambda)\) be fundamental solutions of (4.2) defined via the initial conditions \(y_1(0, \lambda) = 1, y_1'(0, \lambda) = 0, y_2(0, \lambda) = 0, y_2'(0, \lambda) = 1\). The function
\[
\Delta(\lambda) = y_1(T, \lambda) + \partial_x y_2(T, \lambda)
\]
(4.3)

is called the Hill discriminant. The function \(\Delta(\lambda)\) is analytic. Let \(H_{\pm P}\) be the operator \(H\) restricted to the interval \([0, T]\) with periodic, respectively, anti-periodic boundary conditions. The number \(\lambda\) is an eigenvalue of \(H_{\pm P}\) if and only if
\[
\Delta(\lambda) = \pm 2.
\]
(4.4)

The roots of \(\Delta^2 = 4\) can be enumerated as
\[
E_0 < E_1^- < E_1^+ < E_2^- < E_2^+ < \cdots,
\]
(4.5)
where $E_n^\pm$ are the periodic, respectively, anti-periodic eigenvalues, depending on $n$ being even or odd, respectively. These eigenvalues obey the following asymptotics,

$$E_n^\pm = \frac{\pi^2 n^2}{T^2} + O(T^2 n^{-1}).$$

The spectrum of $H$ consists of the following set,

$$\tilde{S} = \{E_0, \infty\} \setminus \bigcup_{n \in \mathcal{O}} (E_n^-, E_n^+),$$

where $\mathcal{O} = \{n : E_n^- < E_n^+\}$. The intervals $G_n \overset{\text{def}}{=} (E_n^-, E_n^+)$, $n \in \mathcal{O}$ are called the gaps.

(b) Consider the operator $H$ restricted to the interval $[0, T]$ with Dirichlet boundary conditions. Its spectrum consists of eigenvalues $\mu_1 < \mu_2 < \cdots$. The closure of the gap $G_n$, $n \in \mathcal{O}$ contains the eigenvalue $\mu_n$ and no other Dirichlet eigenvalues. The following trace formula holds,

$$Q(0) = \sum_{n \in \mathcal{O}} E_n^+ + E_n^- - 2\mu_n.$$

The length of the gap decays at least like $O(T^2 n^{-2})$ (depending on the smoothness of $Q$, see more comments below). Therefore the series converges nicely.

(c) Consider the gap $G_n = (E_n^-, E_n^+)$. Set

$$G_{n, \sigma} = \{\lambda, \sigma : \lambda \in G_n\}, \quad \sigma = \pm,$$

$$\mathcal{E}_n = G_{n,-} \cup G_{n,+} \cup \{E_n^-, E_n^+\}.$$

The set $\mathcal{E}_n$ has a natural smooth structure which makes it diffeomorphic to the circle $\mathbb{T} = \{e^{i\theta} : 0 \leq \theta \leq 2\pi\}$.

The points $E_n^\pm$ are identified with $\theta = 0, \pi$, respectively. The sign $\sigma$ is considered as a function on $\mathcal{E}_n$ with the convention that $\sigma(\theta) = +$ for $0 < \theta < \pi$, $\sigma(\theta) = -$ for $\pi < \theta < 2\pi$, $\sigma(0) = \sigma(\pi) = 0$.

(d) Given $t \in \mathbb{R}$, consider the potential $Q(\cdot + t)$. By unitary equivalence, the periodic spectrum for this potential is the same as for $Q$. Denote by $\mu_n(t)$ the Dirichlet eigenvalues of $Q(\cdot + t)$. Due to the trace formula (4.7), the eigenvalues $\mu_n(t)$ recover the potential:

$$Q(t) = \sum_{n \in \mathcal{O}} E_n^+ + E_n^- - 2\mu_n(t).$$

(e) Denote by $\mathcal{ISO}(Q)$ the set of $T$-periodic smooth real functions isospectral with $Q$. The map $F : W \mapsto \mu = (\mu_n)_{n \in \mathcal{O}} \in \mathcal{E} = \prod_{n \in \mathcal{O}} \mathcal{E}_n$ is a bijection from the set $\mathcal{ISO}(Q)$ onto the torus $\mathcal{E}$.

(f) The functions $\mu_n(t)$ are smooth. For each $t$, the value $\mu_n(t)$ can be uniquely identified with a point on the torus $\mathcal{E}_n$ so that these functions obey the following system of differential equations,

$$\dot{\mu}_n = \Psi_n(\mu) := \sigma(\mu_n(t)) \sqrt{4(\mu_n - E_n^+)(\mu_n - E_n^-) \prod_{i \neq n} (E_i^+ - \mu_n)(E_i^- - \mu_n) \frac{(\mu_i - \mu_n)(\mu_i - \mu_n)}{(\mu_i - \mu_n)^2}}.$$

When $\mu_n(t)$ reaches $E_n^-$, it does not pause, but passes through this point, crossing from $G_{n,+}$ to $G_{n,-}$. Similarly, when $\mu_n(t)$ reaches $E_n^+$, it passes through this point, crossing from $G_{n,-}$ to $G_{n,+}$. The point $\mu_n(t)$ rotates clockwise on the circle $\mathcal{E}_n$ when $t$ runs in the interval $[0, T]$.

(g) For any given initial point $\mu^{(0)} = (\mu_n^{(0)})_{n \in \mathcal{O}} \in \mathcal{E}$, there exists a unique global solution $\mu(t) = (\mu_n(t))_{n \in \mathcal{O}}$, $t \in \mathbb{R}$ with $\mu(0) = \mu^{(0)}$. In particular, the map $\Phi : \mu^{(0)} \mapsto W$, defined via the (right-hand side of the) trace formula (4.7), is the inverse for the map $F$.

(h) The solutions $\mu(t)$ of the system (4.10) are stable with respect to the initial data $\mu(0)$. Namely, set

$$d((\mu_n)_{n \in \mathcal{O}}, (\lambda_n)_{n \in \mathcal{O}}) = \sum_{n \in \mathcal{O}} d_n(\mu_n, \lambda_n),$$

where $d_n$ stands for the natural distance one the circle $\mathcal{E}_n$. Then,

$$d(\mu(t), \lambda(t)) \leq Ke^{Lt}d(\mu(0), \lambda(0)),$$
where the constants $K, L$ depend on the spectrum $\tilde{S}$, that is, on $Q$.

(i) Assume that
\begin{equation}
Q(x) = \sum_{n \in \mathbb{Z} \setminus \{0\}} d(n)e^{\frac{\pi inx}{T}}
\end{equation}
is analytic, that is,
\begin{equation}
|d(n)| \leq A \exp \left(-\frac{\eta |n|}{T}\right)
\end{equation}
with some constants $A, \eta > 0$. Then the gap lengths obey
\begin{equation}
(E_{n}^{+} - E_{n}^{-}) \leq A_{1} \exp \left(-\frac{\eta |n|}{T}\right).
\end{equation}

Let $W$ be a continuous real $T$-periodic function. Assume $W \in \mathcal{ISO}(Q)$. Then,
\begin{equation}
W(x) = \sum_{n \in \mathbb{Z} \setminus \{0\}} g(n)e^{\frac{\pi inx}{T}}
\end{equation}
with
\begin{equation}
|g(n)| \leq A_{1} \exp \left(-\frac{m |n|}{T}\right).
\end{equation}

Recall how periodic potentials arose in our global context by replacing the vector $\omega$ with a vector $\tilde{\omega}$ having rational components. For such periodic potentials $V$, we have the representation involving $\mathbb{Z}^{\nu}$ (resp., the group $\mathfrak{F}(\tilde{\omega})$) of the potential and the gaps inherited from this global setting, but also the representation involving $\mathbb{Z}$ that comes from the general periodic theory summarized above. It is natural to connect these two representations, and the following definition and lemma will be useful in this regard.

**Definition 4.1.** Let $m \in \mathfrak{F}(\tilde{\omega})$. One has $m \tilde{\omega} = \frac{\ell(m)}{T}$ with $\ell(m) \in \mathbb{Z}$, where $T = T_{\nu}^{-1}$, see Lemmas 2.1 and 2.2. We define a new distance on $\mathfrak{F}(\tilde{\omega})$ by setting $|m|_{\mathbb{R}} = \frac{|\ell(m)|}{T}$. Note that $\mathfrak{F}(\tilde{\omega}) \ni m \mapsto \ell(m) \in \mathbb{Z}$ is an isomorphism.

We need the following elementary properties of the distances $|m|$ and $|m|_{\mathbb{R}}$.

**Lemma 4.2.** (0) $|m \tilde{\omega}| \leq |m| \tilde{\omega}|$.  
(1) $|-m| = |m|, \ |h m| \leq |h| |m|$ for any $m \in \mathfrak{F}(\tilde{\omega})$ and any $h \in \mathbb{Z}$.
(2) For any $m$, we have $c_{\mathbb{R}} |m|_{\mathbb{R}} \leq |m| \leq C_{\mathbb{R}} |m|_{\mathbb{R}}$, where $c_{\mathbb{R}}, C_{\mathbb{R}} \in (0, \infty)$ are constants.

**Proof.** (0) Let $m_{1} \in m$ be such that $|m| = |m_{1}|$. Then $|m \tilde{\omega}| = |m_{1} \tilde{\omega}| \leq |m_{1}| \tilde{\omega}| = |m| \tilde{\omega}|$.

(1) Note that the coset $-[m]$ consists of all vectors $-m_{1}$ with $m_{1} \in [m]$. This implies $|-m| = |m|$. Let $h \in \mathbb{Z}, h > 0$. Then $hm = m + \cdots + m$ and $|hm| \leq h|m|$ follows from the subadditivity property $|m_{1} + m_{2}| \leq |m_{1}| + |m_{2}|$.

(2) There exists $m_{0}$ such that $\ell(m_{0}) = 1$. Since $\ell$ is an isomorphism, $m = \ell(m)m_{0}$ for any $m$. This implies

$$|m| = |\ell(m)m_{0}| \leq |\ell(m)||m_{0}| = C_{\mathbb{R}} |m|_{\mathbb{R}},$$

with $C_{\mathbb{R}} = T|m_{0}|$. This proves the right-hand side inequality. Due to the last definition, we have $|m|_{\mathbb{R}} = |m \omega| \leq c_{\mathbb{R}}^{-1}|m|$, with $c_{\mathbb{R}} = |\tilde{\omega}|^{-1}$. \hfill $\square$

Now we turn to the proof of Theorem $\tilde{I}$. 

**Proof of Theorem $\tilde{I}$.** Let $V \in \mathcal{P}(\tilde{\omega}, \varepsilon, \kappa_{0})$. Let $\varepsilon^{(0)} = \varepsilon^{(0)}(a_{0}, b_{0}, \kappa_{0})$ be as in Theorem $\tilde{B}$. Assume $0 < \varepsilon < \varepsilon^{(0)}$. Let

$$S = [E_{-}, E_{+}] \setminus \bigcup_{m \in \mathfrak{F}(\tilde{\omega}) \setminus \{0\}: k_{m} > 0, E_{m}^{<} < E_{m}^{+}} (E_{m}^{-}, E_{m}^{+}),$$

where the constants $K, L$ depend on the spectrum $\tilde{S}$, that is, on $Q$.
\( E = E(0), E_m^\pm = E^\pm(k_m) \) be as in Theorem \( \hat{B} \). Re-enumerate the eigenvalues \( E_m^\pm \) via \( E_\ell^\pm = E_m^\pm \), with \( \ell = \ell(m) \) defined in Lemma 4.2. Let \( \mathcal{O} = \{ \ell \in \mathbb{Z} : \ell = \ell(m), E_m^- < E_m^+ \} \).

The function \( V \) is \( T \)-periodic with \( T = \tau_0^{-1} \),

\[ V(x) = \sum_{\ell \in \mathbb{Z} \setminus \{0\}} c(\ell) e^{2\pi i \ell x}, \]

where \( c(\ell) := c(m) \) with \( \ell = \ell(m) \); see Lemma 2.4. Let \( Q \in \mathcal{ISO}(V) \). One has

\[ Q(x) = \sum_{\ell \in \mathbb{Z} \setminus \{0\}} d(\ell) e^{2\pi i \ell x}. \]

We can rewrite (4.18) as

\[ Q(x) = \sum_{m \in \mathfrak{S}(\hat{\omega}) \setminus \{0\}} d(m) e^{2\pi i m \hat{\omega}} \]

with \( d(m) = d(\ell(m)), m \in \mathfrak{S}(\hat{\omega}) \setminus \{0\} \).

Consider the circles \( \mathcal{C}_\alpha \) and the torus \( \mathcal{C} = \prod_{\ell \in \mathbb{Z}} \mathcal{C}_\ell \). Let \( \mu \in \mathcal{C} \). Let \( Q = \Phi(\mu) \) be the periodic potential defined as in \((g)\). Take an arbitrary \( 0 < \alpha < 1 \). Let \( \mathfrak{S}_\alpha \) be the collection of all \( \mu \in \mathcal{C} \) such that \( Q = \Phi(\mu) \) has the representation (4.19) with

\[ |d(m)| \leq \sqrt{2\pi} \exp \left( -\frac{\kappa_0}{2} |m|^{\alpha} \right). \]

Let us verify that, actually, \( \mathfrak{S}_\alpha = \mathcal{C} \). Clearly \( \mathfrak{S}_\alpha \) is not empty since it contains the point \( \mu^{(0)} \) with \( \Phi(\mu^{(0)}) = V \).

The set \( \mathfrak{S}_\alpha \) is obviously closed. We will now check that the set \( \mathfrak{S}_\alpha \) is also open. Note first of all that due to (i), for any \( Q \in \mathcal{ISO}(V) \), we have

\[ Q(x) = \sum_{m \in \mathfrak{S}(\hat{\omega}) \setminus \{0\}} d(m) e^{2\pi i m \hat{\omega}} \]

with

\[ |d(m)| \leq A \exp(-\gamma|m|) \]

and \( A, \gamma > 0 \) being some constants depending on \( V \). Due to Lemma 4.2 we have

\[ |d(\ell)| \leq A \exp(-\gamma|m|), \quad \ell = \ell(m), \]

with \( \gamma = \gamma(V) > 0 \). Take \( M = M(V, \alpha) \) large enough so that for \( \ell = \ell(m) \) with \( |m| > M \), we have

\[ |d(\ell)| < \varepsilon_0 \exp \left( -\frac{\kappa_0}{4} |m|^{\alpha} \right). \]

Set

\[ \delta = K^{-1} e^{-LT} \frac{\varepsilon_0}{2} \exp(-\frac{\kappa_0}{4} M^{\alpha}). \]

Let \( \mu \in \mathfrak{S}_\alpha \), and consider \( \lambda \in \mathcal{C} \) with \( d(\lambda, \mu) < \delta \). Let \( Q = \Phi(\mu), W = \Phi(\lambda) \). Due to (h),

\[ \max_{0 \leq t \leq T} d(\mu(t), \lambda(t)) \leq K e^{LT} \delta. \]

Combining this with the trace formula (1.9), we obtain

\[ \max_{0 \leq t \leq T} |Q(t) - W(t)| \leq K e^{LT} \delta. \]

Let \( d(\ell), g(\ell), \ell \in \mathbb{Z} \) be the Fourier coefficients of \( Q \) and \( W \), respectively. Then,

\[ |d(\ell) - g(\ell)| = \left| \int_0^T (Q(t) - W(t)) e^{2\pi i \ell t} dt \right| \leq \max_{0 \leq t \leq T} d(\mu(t), \lambda(t)) \leq K e^{LT} \delta. \]

Since \( \mu \in \mathfrak{S}_\alpha \), (4.20) holds. Assume \( \varepsilon < \varepsilon_0^2/8 \). Then,

\[ |g(\ell)| \leq \sqrt{2\pi} \exp \left( -\frac{\kappa_0}{2} |m|^{\alpha} \right) + K e^{LT} \delta < \varepsilon \exp \left( -\frac{\kappa_0}{4} |m|^{\alpha} \right), \quad \ell = \ell(m) \]
for \( \ell = \ell(m) \) with \( |m| \leq M \). Thus, the estimate (4.24) holds for all \( \ell \in \mathbb{Z} \).

Now we want to apply part (2) of Theorem \( \hat{B} \) with \( W \) in the role of \( V \), \( \kappa_0 / 4 \) in the role of \( \kappa_0 \), \( \kappa_0 \) in the role of \( \kappa_0' \), and with \( a_0' = a_0 = \alpha \). The reason we pick these values of the parameters is that due to part (1) in Theorem \( \hat{B} \), we have \( E_m - E_m - 2\varepsilon \exp(-\kappa_0 |m|) \). The coefficients \( g(m) \) obey \( |g(m)| < \varepsilon_0 \exp(-\frac{\kappa_0}{2} |m|^\alpha) \) for all \( m \). Let \( \varepsilon(0) = \varepsilon(0)(a_0, b_0, \kappa_0 / 4) \) be defined as in part (2) of Theorem \( \hat{B} \). Set

\[
\varepsilon(1) = \min\left( \varepsilon_{0}^{2}/8, \varepsilon(0)/2 \right)
\]

and assume \( 0 < \varepsilon < \varepsilon(1) \). Now we apply part (2) of Theorem \( \hat{B} \) and conclude that the Fourier coefficients \( g(m) \) in fact obey \( |g(m)| \leq \sqrt{2\varepsilon} \exp(-\frac{\kappa_0}{2} |m|^\alpha) \). This means \( W \in \mathcal{G}_\alpha \). Thus, we have verified that \( \mathcal{G}_\alpha \) is open.

Since \( \mathcal{C} \) is connected, we conclude that \( \mathcal{G}_\alpha = \mathcal{C} \). This means that for any \( \mu \in \mathcal{C} \), \( Q = \Phi(\mu) \) has the representation (4.19) and (4.20) holds. Now we can send \( \alpha \to 1 \) to obtain

\[
(4.29) \quad |d(m)| \leq \sqrt{2\varepsilon} \exp\left(-\frac{\kappa_0}{2} |m|^\alpha\right),
\]

as claimed in Theorem \( \hat{I} \). The rest of the statements in Theorem \( \hat{I} \) are due to the general facts from the theory of Hill’s equation. \( \square \)

5. Periodic Approximations

Let \( \omega = (\omega_1, \ldots, \omega_\nu) \in \mathbb{R}^\nu \). Assume that the following Diophantine condition holds,

\[
(5.1) \quad |n\omega| \geq a_0 |n|^{-b_0}, \quad n \in \mathbb{Z}^\nu \setminus \{0\}
\]

for some

\[
(5.2) \quad 0 < a_0 < 1, \quad \nu < b_0 < \infty.
\]

Assume also that each component \( \omega_j \) obeys

\[
(5.3) \quad \|n\omega_j\| \geq \frac{c}{|n|^\beta} \quad \text{for all} \quad n \in \mathbb{Z} \setminus \{0\},
\]

where \( 0 < c < 1 < \beta \).

**Lemma 5.1.** Given an arbitrary \( r = 1, 2, \ldots, \) there exists a vector \( \tilde{\omega} = (\tilde{\omega}_1, \ldots, \tilde{\omega}_\nu) \) with rational components \( \tilde{\omega}_j := \tilde{\omega}_j(r) = (\tilde{\omega}_1(r), \ldots, \tilde{\omega}_\nu(r)) \) such that the following conditions hold,

\[
|\omega_j - \tilde{\omega}_j(r)| < 1/r, \quad r < t_j(r) \leq c^{-1} r^\beta.
\]

**Proof.** Let \( \omega = [a_{j,1}, a_{j,2}, \ldots] \) be the continued fraction expansion of \( \omega_j \). Let \( \omega_j^{(s)} = [a_{j,1}, a_{j,2}, \ldots, a_{j,s}] = p_j^{(s)} / q_j^{(s)} \) be the convergents for \( \omega_j \). Recall that

\[
|\omega_j - \omega_j^{(s)}| \leq \frac{1}{q_j^{(s)}(s+1)}.
\]

Combining this inequality with condition (5.3), we get

\[
(5.4) \quad q_j^{(s+1)} \leq c^{-1}(q_j^{(s)})^\beta.
\]

Given \( r \), find \( s_j = s_j(r) \) such that \( q_j^{(s_j)} \leq r < q_j^{(s_j+1)} \). Note that due to (5.4), we have

\[
q_j^{(s_j+1)} \leq c^{-1}(q_j^{(s_j)})^\beta \leq c^{-1} r^\beta.
\]

Set \( \tilde{\omega}_j(r) = \tilde{\omega}_j(r) = p_j^{(s_j+1)} / q_j^{(s_j+1)} \). We have \( |\omega_j - \omega_j^{(s_j+1)}| < 1/q_j^{(s_j+1)} < 1/r \) and we are done. \( \square \)
Corollary 5.2. Using the notation from the previous lemma, the following "Diophantine condition in the box" holds,

\[ |n\tilde{\omega}| \geq a_0|n|^{-b_0}, \quad 0 < |n| \leq \tilde{R}_0, \]

with \( a_0 = \frac{a_0}{2} \), \( \tilde{R}_0 := (\nu^{-1}a_0r)^{1/(b_0+1)} \). For \( r > r_0(a_0, b_0, \nu) \), we also have

\[ (\tilde{R}_0)^{b_0} > \prod t_j \]

with \( b_0 = \tilde{b}_0(a_0, b_0, \beta, \nu) \).

Proof. We have

\[ |n\tilde{\omega}| \geq |n\omega| - |n|\tilde{\omega} - \omega \geq a_0|n|^{-b_0} - |n|\nu r^{-1} \geq \frac{a_0}{2}|n|^{-b_0}, \quad 0 < |n| \leq \tilde{R}_0. \]

Since \( t_j \leq r \), the second statement follows. \( \square \)

Remark 5.3. (1) Let \( c(n) \in \mathbb{C}, n \in \mathbb{Z}^\nu \) obey

\[ c(n) = c(-n), \quad n \in \mathbb{Z}^\nu, \]

\[ |c(n)| \leq \epsilon \exp(-\kappa_0|n|^{\alpha_0}), \quad n \in \mathbb{Z}^\nu \setminus \{0\}, \]

\( 0 < \kappa_0, \alpha_0 \leq 1 \). Let \( \tilde{\omega} = \tilde{\omega}(\tau) \) be as in the last corollary. Consider the function

\[ \tilde{V}(x) = \sum_{n \in \mathbb{Z}^\nu} c(n)e^{2\pi i n\tilde{\omega}}, \quad x \in \mathbb{R} \]

and the Hill equation

\[ [\hat{H}y](x) = -y''(x) + \tilde{V}(x)y(x) = Ey(x), \quad x, \epsilon \in \mathbb{R}. \]

Due to the last corollary, Theorems \( \tilde{A} \) and \( \tilde{B} \) apply to the potential \( \tilde{V}(x) \). Moreover, all quantities like \( \epsilon_0 \) and all estimates are uniform in \( r \).

(2) Let \( \tilde{\omega} = (\tilde{\omega}_1, \ldots, \tilde{\omega}_\nu) \neq 0 \) be a vector with rational components \( \tilde{\omega}_j = \ell_j/t_j, \ell_j, t_j \in \mathbb{Z} \). Let as usual \( \Omega(\tilde{\omega}) := \{ m \in \mathbb{Z}^\nu : m\omega = 0 \} \), \( \mathfrak{F}(\tilde{\omega}) = \mathbb{Z}^\nu/\Omega(\tilde{\omega}) \), \( \mathfrak{F}(\tilde{\omega}) := \{ mw : m \in \mathbb{Z}^\nu \} \). Recall that \( (i) \) \( \mathfrak{F}(\tilde{\omega}) := \{ a\tau_0 : a \in \mathbb{Z} \} \), where \( \tau_0 \geq |T^{-1}|, T = \prod t_j, (ii) \) the map \( \iota : \mathbb{m} \rightarrow \mathbb{m}\tilde{\omega} \in \mathfrak{F}(\tilde{\omega}), \mathbb{m} \in \mathfrak{F}(\tilde{\omega}) \) is a group isomorphism, see Lemmas \( \ref{lem:1} \) and \( \ref{lem:2} \).

We use the notation \( |n|_{\tilde{\omega}} := |n| \) for the coset \( n + \Omega(\tilde{\omega}), n \in \mathbb{Z}^\nu \). We denote by \( |n| \) the standard quotient distance in \( \mathfrak{F}(\tilde{\omega}), |n| := \min \{ |n| : n \in \mathbb{N} \}, n \in \mathfrak{F}(\tilde{\omega)} \). Let \( \tilde{V} \) be as in \( \ref{eq:6} \). Recall that due to Lemma \( \ref{lem:3} \) one has \( \tilde{V}(x + T) = \tilde{V}(x), x \in \mathbb{R} \), with \( T := T(\tilde{\omega}) := \tau_0^{-1} \).

6. The Distance Between the Gaps

In this section we derive estimates relating the length of the gaps with the distance between them. We discuss in detail the setting of Theorem \( \tilde{A} \). To simplify the notation we assume that \( \alpha_0 = 1 \) in this theorem, since this is the only case we are interested in in the rest of this paper. We remark after this discussion that completely similar conclusions hold in the setting of Theorem \( A \) from [DG].

Lemma 6.1. Using the notation from Theorem \( \tilde{A} \), the following statements hold:

(1) For any \( m' \neq m \) with \( |m'| \geq |m| \), we have

\[ \text{dist}([E_m^-, E_m^+], [E_{m'}^-, E_{m'}^+]) \geq a|m'|^{-b}, \]

where \( E_{m}^\pm := E^\pm(k_n), a, b > 0 \) are constants depending on \( a_0, b_0, \kappa_0, \nu \).

(2) Let \( m' \neq m \) be such that \( |m| \geq |m'| \) and

\[ (E_m^+, E_m^-) \geq ( \text{dist}([E_m^-, E_m^+], [E_{m'}^-, E_{m'}^+]))^4. \]

Then, in fact, \( |m| \geq \tau \exp(\gamma|m'|) \), where \( \tau, \gamma > 0 \) depend on \( a_0, b_0, \kappa_0, \nu \).
Thus, where \( a, \kappa > 0 \) depend on \( a_0, b_0, \kappa_0, \nu \), \( r = 2, 3, \ldots \).

(4) For any \( m \neq 0 \), we have

\[
E_m - E \geq a|m|^{-b}.
\]

(5)

\[
E_m^+ \leq 2(k_m + 1)^2 \leq C(|\omega||m| + 1)^2.
\]

**Proof.** Recall from Lemma 2.7 that

\[
|m\omega| > a_0|m|^{-b_0} \text{ for any } m \neq 0.
\]

In what follows we denote by \( a_j \) constants depending on \( a_0, b_0, \kappa_0, \nu \).

1. Let \( m' \neq m, \ |m| \leq |m'| \) be arbitrary. Then,

\[
|k_m - k_m'| = |(m - m')\omega|/2 \geq a_0(2|m'|)^{-b_0}/2 \geq a_1|m'|^{-b_0}.
\]

Assume for instance that \( k_m' > k_m > 0 \). Due to (1.27) in Theorem \( \hat{A} \), we have

\[
E^{-}(k_m') - E^{+}(k_m) > (k^0)^2(k_m' - k_m)^2 \geq (k^0)^2a_2|m'|^{-2b_0},
\]

where

\[
k^{(0)} := \min(\varepsilon_0, k_m/1024) \geq \varepsilon_0a_3|m'|^{-b_0}.
\]

Thus,

\[
E^{-}(k_m') - E^{+}(k_m) > (k^0)^2(k_m' - k_m)^2 \geq \varepsilon_0^2a_4|m'|^{-4b_0} = a_5|m'|^{-4b_0},
\]

which means that

\[
\text{dist}([E_m^r, E_m^{r+1}], [E_m', E_m'^{r+1}]) \geq a|m'|^{-b}.
\]

with \( a = a_5 \) and \( b = 4b_0 \). The remaining cases are completely similar.

2. Just as in (1) we obtain

\[
|m| \geq a_6 \text{dist}([E_m^r, E_m^{r+1}], [E_m', E_m'^{r+1}])^{-1/2},
\]

since this time we assume \( |m| \geq |m'| \). Combining this with (6.1) we obtain

\[
|m| \geq a_6(E_m^+ - E_{m'}^-)^{-1/2}.
\]

On the other hand, by Theorem \( \hat{B} \),

\[
E^+(k_m') - E^-(k_m') < 2\varepsilon \exp\left(-\frac{k_0}{2}|m'|\right).
\]

Combining (6.2) with (6.3) we obtain the statement.

3. Let us enumerate \( \mathcal{R}_m \) as \( n^{(r)}_m, r = 1, \ldots, r_0, \) so that

\[
|n^{(r-1)}_m| \geq |n^{(r)}_m|.
\]

Let \( m', m'' \in \mathcal{R}_m, \ m' \neq m'', \ |m'| \geq |m''| \). Due to condition 6.1 one has

\[
\text{dist}([E_{m'}^r, E_{m'}^{r+1}], [E_{m''}^r, E_{m''}^{r+1}]) \leq \text{dist}([E_{m'}^r, E_{m'}^{r+1}], [E_{m''}^r, E_{m''}^{r+1}]) + \text{dist}([E_{m'}^r, E_{m'}^{r+1}], [E_{m''}^r, E_{m''}^{r+1}]),
\]

\[
\leq (E_{m'}^+ - E_{m'}^-)^{1/4} + (E_{m''}^+ - E_{m''}^-)^{1/4}.
\]

Assume \( (E_{m'}^+ - E_{m'}^-) \leq (E_{m''}^+ - E_{m''}^-) \). Then

\[
\text{dist}([E_{m'}^r, E_{m'}^{r+1}], [E_{m''}^r, E_{m''}^{r+1}])^4 \leq 16(E_{m'}^+ - E_{m'}^-)
\]

Just like in (2) one obtains

\[
|m'| \geq a \exp(\kappa|m''|),
\]
with \(a, \kappa > 0\) depending on \(a_0, b_0, \kappa_0, \nu\). There is no room for \((E_{m'}^+ - E_{m'}^-) \geq (E_{m''}^+ - E_{m''}^-)\). Indeed, assume to the contrary that the inequality holds. Then,

\[
\text{(dist}([E_{m'}^+, E_{m'}^-], [E_{m''}^+, E_{m''}^-]))^4 \leq 16(E_{m'}^+ - E_{m'}^-).
\]

Due to part (1), this would imply

\[
(E_{m'}^+ - E_{m'}^-) \geq a|m'|^{-b}.
\]

Combining this with \(6.3\) one gets

\[
a|m'|^{-b} < 2\varepsilon \exp \left( -\frac{\kappa_0}{2}|m'| \right),
\]

which is impossible since \(\varepsilon < \varepsilon_0\). Thus \(6.6\) holds. This implies the statement.

(4) The proof is completely similar to (1) and we omit it.

(5) This follows from \(1.27\) in Theorem \(A\).

\[\square\]

Remark 6.2. Let \(V\) be as in Theorem \(\tilde{A}\). Consider the Schrödinger equation

\[
[H\psi](x) := -\psi''(x) + V(x)\psi(x) = E\psi(x), \quad x \in \mathbb{R},
\]

Theorems \(\tilde{A}\) and \(\tilde{B}\) in the current work are versions of Theorems A and B in \(\text{[DG1]}\). In this work we need a version of Lemma 6.1 in the setting of equation \(6.10\). We restate here Theorems A and B from \(\text{[DG1]}\). It is clear from the statements of Theorems A and B that actually Lemma 6.1 and its proof work word in this setting as well. We do not restate it in order to avoid redundant repetitions. Later we refer to Lemma 6.1 for both settings.

We now restate Theorems A and B from \(\text{[DG1]}\). Set

\[
k_n = -n\omega/2, \quad n \in \mathbb{Z}^\nu \setminus \{0\}, \quad \mathcal{K}(\omega) = \{k_n : n \in \mathbb{Z}^\nu \setminus \{0\}\},
\]

\[
\mathcal{J}_n = (k_n - \delta(n), k_n + \delta(n)), \quad \delta(n) = a_0(1 + |n|)^{-b_0 - 3}, \quad n \in \mathbb{Z}^\nu \setminus \{0\},
\]

\[
\mathcal{R}(k) = \{n \in \mathbb{Z}^\nu \setminus \{0\} : k \in \mathcal{J}_n\}, \quad \mathfrak{S} = \{n : |\mathcal{R}(k)| < \infty\},
\]

where \(a_0, b_0\) are as in the Diophantine condition \(1.2\). Let \(k \in \mathfrak{S}\) be such that \(|\mathcal{R}(k)| > 0\). Due to the Diophantine condition, one can enumerate the points of \(\mathcal{R}(k)\) as \(n^{(\ell)}(k), \ell = 0, \ldots, \ell(k), 1 + \ell(k) = |\mathcal{R}(k)|\), so that \(|n^{(\ell)}(k)| < |n^{(\ell+1)}(k)|\). Set

\[
T_m(n) = m - n, \quad m, n \in \mathbb{Z}^\nu,
\]

\[
m^{(0)}(k) = \{0, n^{(0)}(k)\}, \quad m^{(\ell)}(k) = m^{(\ell-1)}(k) \cup T_{n^{(\ell)}(k)}(m^{(\ell-1)}(k)), \quad \ell = 1, \ldots, \ell(k).
\]

Theorem A. There exists \(\varepsilon_0 = \varepsilon_0(\kappa_0, a_0, b_0) > 0\) such that for \(0 < \varepsilon < \varepsilon_0\) and \(k \in \mathfrak{S} \setminus \mathfrak{S}(\mathbb{Z}^\nu \setminus \{0\})\), there exist \(E(k) \in \mathbb{R}\) and \(\varphi(k) := (\varphi(n; k))_{n \in \mathbb{Z}^\nu}\) such that the following conditions hold:

(a) \(\varphi(0; k) = 1\),

\[
|\varphi(n; k)| \leq \varepsilon^{1/2} \sum_{m \in m^{(\ell)}} \exp \left( -\frac{7}{8}\kappa_0|n - m| \right), \quad n \notin m^{(\ell)}(k),
\]

\[
|\varphi(m; k)| \leq 2 \quad \text{for any } m \in m^{(\ell)}(k).
\]

(b) The function

\[
\psi(k, x) = \sum_{n \in \mathbb{Z}^\nu} \varphi(n; k)e^{2\pi i x(n\omega + k)}
\]

is well-defined and obeys equation \(6.10\) with \(E = E(k)\), that is,

\[
H\psi(k, x) \equiv -\psi''(k, x) + V(x)\psi(k, x) = E(k)\psi(k, x).
\]

(c) \(E(k) = E(-k), \quad \varphi(n; -k) = \varphi(-n; k), \quad \psi(-k, x) = \overline{\psi(k, x)}\).
Lemma 7.2. Let \( k^{(0)} := \min(\varepsilon_0, k/1024) \).

Theorem B. (1) The gaps \( (E^-(k_m), E^+(k_m)) \) in Theorem A obey \( E^+(k_m) - E^-(k_m) \leq 2 \varepsilon \exp(-\frac{2\kappa}{|m|}) \).

(2) Using the notation from Theorem A, there exists \( \varepsilon(0) > 0 \) such that if the gaps \( (E^-(k_m), E^+(k_m)) \) obey \( E^+(k_m) - E^-(k_m) \leq \varepsilon \exp(-|m|) \) with \( 0 < \varepsilon < \varepsilon(0), \kappa > 4\kappa_0 \), then, in fact, the Fourier coefficients \( c(m) \) obey \( |c(m)| \leq \varepsilon^{1/2} \exp(-\frac{\kappa}{2}|m|) \).

7. CONVERGENCE OF THE SPECTRA OF THE RATIONAL APPROXIMANTS

For \( \omega \in \mathbb{R}^\nu \), let \( H_\omega = -\Delta + U(\omega x) \), with \( U : \mathbb{T}^\nu \to \mathbb{R} \) as before and \( \omega \in \mathbb{R}^\nu \).

We prove an upper bound on distances of points in the spectra of \( H_\omega \) and \( H_{\omega'} \), by adapting a result proved in [AMS, CEM] for discrete Schrödinger operators.

Theorem 7.1. If \( U \in C^1 \), then there are constants \( C, \tilde{C} > 0 \) which depend only on \( \| U \|_\infty \) and \( \| \nabla U \|_\infty \) such that for every \( E \in \text{spec}(H_\omega) \) and every \( \omega' \) with \( |\omega - \omega'| < \tilde{C} \),

\[
\text{dist}(E, \text{spec}(H_{\omega'})) \leq C(1 + |E|^{1/2})|\omega - \omega'|^{1/2}.
\]

To prove the theorem, we will need the following lemma.

Lemma 7.2. Let \( H = -\Delta + V \) be a Schrödinger operator on \( \mathbb{R} \) with \( V \) bounded, and let \( E \in \text{spec}(H) \). For any \( \epsilon \in (0, 1) \) and \( L > 1 \), there exist \( a \in \mathbb{R}, \phi \in D(H) \) such that \( \text{supp} \phi \subset [a - L, a + L] \) and

\[
\|(H - E)\phi\| < \left( \epsilon + \frac{C}{L}(1 + |E|^{1/2}) \right) \|\phi\|,
\]

where \( C \) depends only on \( \inf V \).

Proof. Since \( E \in \text{spec}(H) \), we may pick \( \psi \in D(H) \) such that

\[
\|(H - E)\psi\| < \frac{\epsilon}{\sqrt{2}} \|\psi\|.
\]

Let \( \eta \in C^2 \) be such that \( \text{supp} \eta \subset [-1, 1] \) and \( \|\eta\|^2 = 1 \). For \( L > 0 \), denote

\[
\eta_L(x) = L^{-1/2} \eta(x/L).
\]

With \( \eta^{(k)} \) denoting the \( k \)-th derivative of \( \eta \),

\[
\|\eta_L^{(k)}\|^2 = L^{-2k} \|\eta^{(k)}\|^2.
\]

Denote also \( \eta_{L,a}(x) = \eta_L(a - x) \). It is easy to see

\[
\int \|\eta_{L,a}\psi\|^2 \, da = \|\eta_L\|^2 \|\psi\|^2 = \|\psi\|^2
\]

since that integral is just the \( L^1 \)-norm of the convolution \( |\eta_L|^2 \ast |\psi|^2 \), and likewise

\[
\int \|\eta_{L,a}(H - E)\psi\|^2 \, da = \|\eta_L\|^2 \|(H - E)\psi\|^2 = \|(H - E)\psi\|^2 < \frac{\epsilon^2}{2} \|\psi\|^2.
\]

Next, we compute

\[
[\eta_{L,a}, H - E] \psi = 2\eta_{L,a}' \psi' + \eta_{L,a}'' \psi.
\]
Using the inequality
\[ ||u + v||^2 \leq 2||u||^2 + 2||v||^2, \]
this implies
\[ \int ||[\eta_{L,a}, (H - E)]\psi||^2 da \leq 8||\eta'_L||^2||\psi'||^2 + 2||\eta''_L||^2||\psi||^2. \]
We can simplify that by using
\[ ||\psi'||^2 = \langle \psi, H\psi \rangle - \int V(x)|\psi(x)|^2 dx < (E + \epsilon - \inf V)||\psi||^2, \]
so that we conclude
\[ \int ||[\eta_{L,a}, (H - E)]\psi||^2 da < \frac{C^2}{2L^2}(1 + |E|)||\psi||^2, \]
where
\[ C^2 = 20\max(||\eta'||^2, ||\eta''||^2)(1 + |\inf V|). \]
We can then combine (7.1) and (7.3) to see
\[ \int ((H - E)(\eta_{L,a}\psi))^2 da < \left( \epsilon + \frac{C_1}{L}(1 + |E|^{1/2}) \right)||\psi||^2 \]
Thus, for some \( a \in \mathbb{R} \),
\[ ((H - E)(\eta_{L,a}\psi))^2 < \left( \epsilon + \frac{C_1}{L}(1 + |E|) \right)||\eta_{L,a}\psi||^2. \]
Taking \( \phi = \eta_{L,a}\psi \) and taking the square root completes the proof. \( \square \)

**Proof of Theorem 7.1.** Let \( E \in \text{spec}(H_\omega) \). By the previous lemma, for any \( \epsilon \in (0, 1) \) and \( L > 1 \) there exists \( \phi \in D(H_\omega) \) such that
\[ ||(H_\omega - E)\phi|| < \left( \epsilon + \frac{C_1}{L}(1 + |E|^{1/2}) \right)||\phi|| \]
and \( \text{supp } \phi \subset [a - L, a + L] \). Denote by \( \tilde{H} \) the Schrödinger operator with potential \( \tilde{V} = V_\omega(x - a) + \omega a \); since this is just a translation of \( V_\omega \), obviously \( \text{spec}(\tilde{H}) = \text{spec}(H_\omega) \). However, for \( x \in [a, a + L] \),
\[ |U(\omega'(x - a) + \omega a) - U(\omega x)| \leq ||\nabla U||\infty|\omega' - \omega|x - a| \leq L||\nabla U||\infty|\omega' - \omega|, \]
and since \( \phi(x) = 0 \) for \( x \notin [a - L, a + L] \), this implies that
\[ \|(\tilde{H} - H_\omega)\phi|| = ||U(\omega'(x - a) + \omega a)\phi(x) - U(\omega x)\phi(x)|| \leq L||\nabla U||\infty|\omega' - \omega||\phi||. \]
Thus,
\[ \|(\tilde{H} - E)\phi|| \leq ||(H_\omega - E)\phi|| + \|(\tilde{H} - H_\omega)\phi|| \leq \left( \epsilon + \frac{C_1}{L}(1 + |E|^{1/2}) \right)||\phi|| + L||\nabla U||\infty|\omega' - \omega||\phi|| \]
so
\[ \text{dist}(E, \sigma(H_\omega')) \leq \epsilon + \frac{C_1}{L}(1 + |E|^{1/2}) + L||\nabla U||\infty|\omega' - \omega|. \]
We optimize this bound in \( L \) by choosing
\[ L = \sqrt{\frac{C_1(1 + |E|^{1/2})}{||\nabla U||\infty|\omega' - \omega|}}, \]
which gives
\[ \text{dist}(E, \sigma(H_\omega')) \leq \epsilon + 2\sqrt{C_1||\nabla U||\infty(1 + |E|^{1/4})|\omega' - \omega|}. \]
Since $\epsilon \in (0, 1)$ was arbitrary, this completes the proof, with $C = 2\sqrt{C_1 \| V \|_\infty}$. Note that the choice of $L$ in (7.4) was allowed because for $|\omega - \omega'| < \tilde{C} = C_1 / \| \nabla U \|_\infty$,

$$
L = \sqrt{C_1 (1 + |E|^{1/2}) \| \nabla U \|_\infty |\omega' - \omega|} > \sqrt{1 + |E|^{1/2}} > 1.
$$

\[\square\]

8. Convergence of the Translation Flows on the Isospectral Tori of Periodic Approximations

In this section we discuss the differential equation for the translation dynamics $V \rightarrow V(\cdot + t)$ on the torus of isospectral periodic potentials derived by Dubrovin [Du] and Trubowitz [Tr] in the context of Theorem 1 and the rational approximation of a given Diophantine vector $\omega$.

Recall some definitions from Section 4:

$$
G_m = (E_m, E_m^\pm), m \in \mathfrak{S}(\tilde{\omega}), \emptyset = \mathcal{O}(\tilde{\omega}) = \{ m : E_m^- < E_m^+ \},
$$

(8.1)

$$
\mathcal{C}_m = G_m_0 \cup G_m_1 \cup \{ E_m^- , E_m^+ \},
$$

(8.2)

$$
\mathcal{C} = \prod_{m \in \emptyset} \mathcal{C}_m.
$$

Consider the vector-field $\Phi(\mu) = (\Phi_n(\mu))_{n \in \emptyset}$ on $\mathcal{C}$,

(8.3) $\Phi_n(\mu) := \sigma(\mu_n) \sqrt{4(E - \mu_n)(E_n^- - \mu_n)(E_n^+ - \mu_n) \prod_{i \neq n} \frac{(E_i^- - \mu_n)(E_i^+ - \mu_n)}{(\mu_i - \mu_n)^2}}.$

It was shown in the work of Trubowitz [Tr] that $\mathcal{C}$ has a natural structure of a compact smooth manifold and the $\Phi$-flow $\Phi(\mu)$ is well-defined.

Given $\tau > 0$, consider the set $\mathcal{O}_\tau = \{ m : |G_m| \geq \tau \}$, the "$\tau$-cutoff" torus $\mathcal{T}_\tau = \prod_{m \in \mathcal{O}_\tau} \mathcal{C}_m$, and the vector-field

(8.3)

$$
\Phi_{\tau,n}(\mu) = \sqrt{4(E - \mu_n)(E_n^- - \mu_n)(E_n^+ - \mu_n) \prod_{i \neq n} \frac{(E_i^- - \mu_n)(E_i^+ - \mu_n)}{(\mu_i - \mu_n)^2}} , \quad n \in \mathcal{O}_\tau.
$$

Remark 8.1. (1) The arguments from [Tr] apply to $\Phi_{\tau,n}(\mu)$. Our first goal is to compare the trajectories of the fields (8.3) and (8.2). We need to compare the trajectories on a fixed time interval $[0, T]$, while $\tau$ can be chosen arbitrarily small.

(2) We reduce the problem to finite dimensional manifolds and we quantify the stability. It seems that the most efficient way to carry out the estimation of the problem raised in (1) goes via the following general setting. Let $X, Y$ be smooth manifolds, $\mathcal{M} = X \times Y$. We assume that $X$ and $Y$ are equipped with a metric $d_X$ and $d_Y$, respectively. Define a metric on $\mathcal{M}$ by setting $d((x, y), (u, v)) = d_X(x, u) + d_Y(y, v)$. Let $\Psi(x)$ be a smooth vector-field on $\mathcal{M}$. Let us view the tangent space to $\mathcal{M}$ at $(x, y)$ as the product of the tangent space to $X$ at $x$ and the tangent space to $Y$ at $y$. Denote by $\Theta$ and $\Upsilon$ the respective components of $\Psi$. Assume that the following conditions hold:

(i) There exists a smooth vector-field $\Xi(x)$ on $X$ such that $|\Xi(x) - \Theta(x, y)| < \delta$ for any $(x, y) \in \mathcal{M}$.

(ii) $|\Upsilon(x, y)| < \delta$ for any $(x, y) \in \mathcal{M}$. Here and everywhere else $| \cdot |$ stands for the $\ell^1$-norm in the tangent space, compare part (3) of this remark.

Given $(x_0, y_0) \in \mathcal{M}$, let $g(x_0, y_0; t) := (u(x_0, y_0; t), v(x_0, y_0; t))$ be the $\Psi$-trajectory originating at $(x_0, y_0)$. Let $h(x_0; t)$ be the $\Xi$-trajectory originating at $x_0$. We need to estimate $d_X(u(x_0, y_0; t), h(x_0; t))$ for any $(x_0, y_0) \in \mathcal{M}$ and any $0 \leq t \leq T$. Of course some natural relation between the metric and the smooth structure on the manifolds is needed. Moreover the smooth structure needs to be naturally quantified. We discuss these issues below in this remark.
(3) Before we proceed we want to emphasize that by convention we always evaluate the vectors via the $\ell^1$ norm, that is,

$$|(x_1, x_2, \ldots)| = \sum_k |x_k|.$$  

We mention this here again since the quantitative stability estimates will be in terms of this norm, as the dimension $m$ varies in what follows in the current section. For this reason we introduce boxes $\mathcal{P} = \prod_{1 \leq k \leq m} (-\rho_k, \rho_k)$ with rapidly decaying $\rho_k$ as a “standard space unit” for the local charts, see (4) below.

(4) To derive the estimates for $d(u(x_0, y_0; t), b(x_0; t))$ we need to localize the problem, that is, we need to work within a local chart on the manifold. For that matter the following definition is needed. Let $\mathcal{L}$ be a compact smooth $m$-dimensional manifold. Fix a sequence $\rho_k > 0$, $\sum_k \rho_k \leq 1$. Let $\mathcal{P} = \prod_{1 \leq k \leq m} (-\rho_k, \rho_k)$, $\mathcal{P}_\gamma = \prod_{1 \leq i \leq m} (-\gamma \rho_k, \gamma \rho_k)$. We say that $\mathcal{L}$ belongs to the class $\mathcal{R}(K)$ if the following conditions hold:

(a) There exist homeomorphic injections $f_j$, $j \in J$ from $\mathcal{P}$ into $\mathcal{L}$ such that the sets $U_j = f_j(\mathcal{Q})$, $\mathcal{Q} = \mathcal{P}_{1/2K}$ cover the manifold.

(b) Let $\mathcal{D} = \mathcal{P}_{1/K}$ and $W_j = f_j(\mathcal{D})$. If $W_j \cap W_k = \emptyset$, then the map $\varphi_{j,k} = f_k^{-1} \circ f_j$ is well-defined on $\mathcal{D}$, $C^1$-smooth at each point where it is defined and obeys $\sup |\partial^\alpha \varphi_{j,k}| \leq K$ for any $|\alpha| = 1$.

In this case we say also that $\mathfrak{F} = \{f_j : j \in J\}$ is a $K$-atlas for $\mathcal{L}$. We also set $V_j = f_j(\mathcal{P})$.

Let $d$ be a metric on $\mathcal{L}$. We say that $d$ is $K$-regular with respect to the atlas $\mathfrak{F}$ if for any $p, q \in \mathcal{P}$ and any $j$, we have $d(f_j(p), f_j(q)) \leq K|p - q|$.

We want to mention that the particular choice of $\rho_k$ does not affect the estimates we develop here. For our applications we consider

$$\rho_k = k^{-2}.$$  

(5) We also need the following definitions. Using the above notation, let $x(t)$, $0 \leq t \leq T$ be an arbitrary smooth curve in $\mathcal{L}$. There exists $1 \leq j_0 \leq N$ such that $x(0) \in U_{j_0}$. If $x(t)$ does not leave $W_{j_0}$, then we set $t_1 = T$. Otherwise, let $t_1$ be the first moment $x(t)$ leaves $W_{j_0}$. There exists $j_1$ such that $x(t_1) \in U_{j_1}$. If $x(t)$ does not leave $W_{j_1}$, then we set $t_2 = T$. Otherwise, let $t_2$ be the first moment $x(t)$ leaves $W_{j_1}$, etc. We call the collection $J = \{j_0, \ldots; t_1, \ldots\}$ an $\mathfrak{F}$-itinerary for the curve $x(t)$. The $\mathfrak{F}$-itinerary is not defined uniquely, but this does not play any role in what follows. We call the intervals $(t_k, t_{k+1})$ the itinerary intervals. We denote by $n(\mathcal{F})$ the total number of itinerary intervals.

We say that a given curve $x(t)$ is $B$-regular with respect to the atlas $\mathfrak{F}$ if the following condition holds. Let $J = \{j_0, \ldots; t_1, \ldots\}$ be an $\mathfrak{F}$-itinerary for $x(t)$. Take an arbitrary itinerary interval $(t_k, t_{k+1})$. The function $t \mapsto f_k^{-1}(x(t)) \in \mathcal{P}$, which is well-defined on this interval, obeys $|\partial^\alpha f_k^{-1}(x(t))| \leq B$. Let $F(x)$ be a vector-field on $\mathcal{L}$. Let $\mathfrak{F} = \{f_j : 1 \leq j \leq N\}$ be a $K$-atlas for $\mathcal{L}$.

(6) The definitions in this remark and the statements following below apply to compact infinite-dimensional manifolds, that is, in the case $m = \infty$. The discussion of this case goes in the same way as for $m < \infty$. The label set $J$ for the atlas $\mathfrak{F}$ in this case may be uncountable.

The statements in the next two lemmas follow straight from the definitions.

**Lemma 8.2.** Let $\mathfrak{F} = \{f_j : 1 \leq j \leq N\}$ be a $K$-atlas for $\mathcal{L}$. Let $x \in W_j \cap U_k$, $y \in V_j$, and $|f_j^{-1}(x) - f_j^{-1}(y)| \leq \delta < 1/2K$. Then $y \in V_k$ and $|f_k^{-1}(x) - f_k^{-1}(y)| \leq K\delta$.

**Lemma 8.3.** (1) Assume that $x(t)$ is $B$-regular with respect to the atlas $\mathfrak{F}$. Then each itinerary interval $(t_k, t_{k+1})$ obeys $|t_{k+1} - t_k| \geq (2B)^{-1}$. In particular, $n(\mathcal{F}) \leq 2BT$.

(2) Assume that the vector-field $F(x)$ is $B$-regular with respect to the atlas $\mathfrak{F}$. Then each $F$-trajectory $x(t)$ is $B$-regular with respect to the atlas $\mathfrak{F}$.

Before we proceed we need to recall the followings standard facts about contracting maps and ODE’s.
(i) Let \((X, \rho)\) be a metric space. Let \(S : X \to X\) be a contracting map, that is, with some \(0 < \lambda < 1\), we have for every \(x, y\), \(\rho(S(x), S(y)) \leq \lambda \rho(x, y)\). We say that \(S\) is \(\lambda\)-contracting. In this case \(S\) has a unique fixed point \(f_0\). Moreover, for any \(x\) and \(n,\) we have
\[
\rho(S^n(x), f_0) \leq \rho(x, S(y))(1 - \lambda)^{-1} \lambda^n.
\]

(ii) Using the notation from (i) assume that \(S_1, S_2 : X \to X\) are \(\lambda\)-contracting. Let \(\delta = \sup_{x, n} \rho(S_1(x), S_2(x))\). Then,
\[
\sup_{x, n} \rho(S^n_1(x), S^n_2(x)) \leq (1 - \lambda)^{-1} \delta.
\]

Let \(f_0^{(j)}\) be the fixed point of \(S_j, j = 1, 2\). Then,
\[
\rho(f_0^{(1)}, f_0^{(2)}) \leq (1 - \lambda)^{-1} \delta.
\]

(iii) Let \(H(x)\) be a vector-field on the box \(P\). Assume that \(H\) is \(B\)-regular, that is, \(\sup |\partial^\alpha H| \leq B\) for any \(|\alpha| = 1\). Given \(t_0 > 0\), let \(X_{t_0}\) be the set of all continuous trajectories \(x = (x(t))_{0 \leq t \leq t_0}, x(t) \in P\). Set \(\rho(x, y) = \sup_x |x(t) - y(t)|, x, y \in X_{t_0}\). Assume \(\lambda := Bt_0 \leq 1/2\). Given \(x(0) \in P_{1/2}\), set
\[
8.5 \quad S_{x(0),H}(x)(t) = x(0) + \int_0^t H(x(s)) \, ds.
\]

This defines a map of \(X_{t_0}\), which is \(\lambda\)-contracting. The fixed point of this map, \((x(0)(t))_{0 \leq t \leq t_0}\), is the \(H\)-trajectory originating at \(x(0)\), that is, the unique solution of the ODE
\[
8.6 \quad \dot{x}(0)(t) = H(x(0)(t)), \quad 0 \leq t \leq t_0, \quad x(0)(0) = x(0).
\]

Furthermore, let \(x(0), x(1) \in P_{1/2}\). Let \(x(0)(t), x(1)(t)\) be the corresponding \(H\)-trajectories. Then,
\[
8.7 \quad \sup_t |x(0)(t) - x(1)(t)| \leq (1 - \lambda)^{-1} |x(0) - x(1)|.
\]

(iv) Using the notation of (iii), let \(H^{(j)}(x)\), \(j = 1, 2\) be \(B\)-regular vector-fields on the box \(P\). Let \(x(0) \in P_{1/2}\) and let \(x(k)(t)\) be the \(H^{(k)}\)-trajectory originating at \(x(0)\). Then,
\[
8.8 \quad \sup_t |x(0)(t) - x(1)(t)| \leq (1 - \lambda)^{-1} \sup_x |H^{(1)}(x) - H^{(2)}(x)|.
\]

(v) Using the notation from Remark 8.1, let \(H(x)\) be a smooth vector-field on the manifold \(L\). Then due to compactness, the \(H\)-trajectories are well defined for all \(t\).

Now we combine these standard facts with the definitions from Remark 8.1.

Lemma 8.4. Using the notation from Remark 8.1, let \(\mathcal{F} = \{f_j : 1 \leq j \leq N\}\) be a \(K\)-atlas for \(L\). Let \(H^{(k)}(x), k = 1, 2\) be vector-fields on the manifold \(L\). Assume that \(H^{(k)}\) is \(B\)-regular with respect to the atlas \(\mathcal{F}\). Set
\[
8.9 \quad \delta = \sup_{x,j} |H^{(1)} \circ f_j^{-1} - H^{(2)} \circ f_j^{-1}|.
\]

Let \(x(0) \in L\) and denote by \(x^{(k)}(t)\) the \(H^{(k)}\)-trajectory originating at \(x(0)\). Let \(T\) be arbitrary and let \(J = \{j_0, \ldots, j_1, \ldots\}\) be an \(\mathcal{F}\)-itinerary for the curve \(x^{(1)}(t)\) on the interval \([0, T]\). Then for any \(t_r \leq t \leq t_{r+1}\), we have \(x^{(2)}(t) \in V_{j_r}\) and \(|f_j^{-1}(x^{(2)}(t)) - f_j^{-1}(x^{(1)}(t))| \leq \delta_r := (4K)^r \delta\). In particular, let \(d\) be a metric on \(L\) that is \(A\)-regular with respect to the atlas \(\mathcal{F}\). Then,
\[
8.10 \quad d(x^{(1)}(t), x^{(2)}(t)) \leq A(4K)^{Bt} \delta.
\]

Proof. The proof of the first statement goes by induction over \(r\), starting from \(r = 0\). For \(r = 0\), we consider the pull-back fields \(H^{(1)} \circ f_j^{-1}, k = 1, 2\) and apply 8.8 from (iv). This yields \(|f_j^{-1}(x^{(2)}(t)) - f_j^{-1}(x^{(1)}(t))| \leq 2\delta\) for any \(t_0 \leq t \leq t_1\), that is, the statement holds for \(r = 0\). Assume that the statement holds for \(r'\) in the role of \(r\) for \(r' \leq r - 1, r \geq 1\). In particular, we have \(|f_{j_{r-1}}^{-1}(x^{(2)}(t_r)) - f_{j_{r-1}}^{-1}(x^{(1)}(t_r))| \leq \delta_{r-1}\). Recall that
Due to Lemma 8.2, \( x^{(2)}(t_r) \in \mathcal{U}_{j_r} \). We need to re-enumerate \( (8.12) \). With the above notation, we have for any Corollary 8.5.

For the vector-fields in question. First of all let us address the issue of the boxes \( \tau \) last corollary applies to the vector-fields \( \Phi, \Phi(1) \) To resolve the problem raised in part (1) of Remark 8.1 we would need to verify that the Remark 8.6.

By setting \( d(\xi, \eta) := (\xi(x_0; t), \eta(x_0; t)) \) be the \( \Psi \)-trajectory originating at \( (x_0, y_0) \). Let \( h(x_0; t) \) be the \( \Xi \)-trajectory originating at \( x_0 \). Clearly, \( q(x_0, y_0, t) = (h(x_0; t), y_0) \) is the \( \Omega \)-trajectory originating at \( (x_0, y_0) \). We assume that \( X \) and \( Y \) are both equipped with a metric \( d_X \) and \( d_Y \), respectively. We define a metric on \( M \) by setting \( d((x, y), (u, v)) = d_X(x, u) + d_Y(y, v) \). Finally, we assume that \( d \) is \( A \)-regular with respect to the atlas \( \mathcal{A} \). Applying the last lemma, we obtain

\[ d(g(x_0, y_0; t), q(x_0, y_0, t)) \leq A(4K)^{BT} \delta. \]

Remark 8.6. (1) To resolve the problem raised in part (1) of Remark 8.1 we would need to verify that the last corollary applies to the vector-fields \( \Phi, \Phi(\ast) \). Clearly, for that would need to develop some estimates for the vector-fields in question. First of all let us address the issue of the boxes \( \mathcal{P} = \prod_{1 \leq k \leq m} (-\rho_k, \rho_k) \) as a “standard space unit.” We need to re-enumerate \( \mathcal{O} \) via integers \( k = 1, 2, \ldots \). Obviously, there are many ways to do this. The only thing that is important here is that the estimates \( (8.13) \) below hold. The following enumeration is convenient enough for us. Recall, once again, that due to Theorem \( B \),

\[ |G_m| \leq 2\varepsilon \exp \left( -\frac{K_0}{2} |m| \right). \]

Let

\[ L_k = \left\{ m : 2\varepsilon \exp \left( -\frac{K_0}{2} (k - 1) \right) \leq |G_m| < 2\varepsilon \exp \left( -\frac{K_0}{2} k \right) \right\}. \]

We enumerate the points of \( L_k \) arbitrarily. We enumerate \( \mathcal{O} \) lexicographically with respect to \( L_k \) with increasing \( k \), starting from \( k = 1 \). One can obtain in this case that with the enumeration \( n \mapsto m_n \) obtained in this way, we have

\[ c(a_0, b_0, \kappa_0, \nu) |m_n|^{\beta(a_0, b_0, \kappa_0, \nu)} \leq |n| \leq C(a_0, b_0, \kappa_0, \nu)|m_n|^{b(a_0, b_0, \kappa_0, \nu)}, \]

\[ c(a_0, b_0, \kappa_0, \nu) \varepsilon_0 \exp(-n^{\sigma(a_0, b_0, \kappa_0, \nu)}) \leq |G_m| \leq C(a_0, b_0, \kappa_0, \nu) \varepsilon_0 \exp(-n^{\sigma(a_0, b_0, \kappa_0, \nu)}). \]

The specific way we do the enumeration does not affect the results in what follows, as long as \( (8.13) \) holds.

(2) The vector-fields \( \Phi_n \) are not smooth with respect to the variables \( \mu \) at \( \mu_n = E_n^{\pm} \). To resolve this problem we follow \( \mathbb{H} \) and introduce below auxiliary manifolds and vector-fields. Namely, set

\[ I_n = (0, \pi \xi_n), \quad \xi_n = \exp(-n^{\sigma(a_0, b_0, \kappa_0, \nu)/2}), \quad I_n^\pm = \{ (\lambda, \pm) : \lambda \in I_n \}, \]

\[ S_n = I_{n, +} \cup I_{n, -} \cup \{ 0, \pi \xi_n / 2 \}, \quad \mathcal{M} = \prod_{n \leq N} S_n, \quad \mathcal{X} = \prod_{n \leq N} S_n, \quad \mathcal{Y} = \prod_{n > N} S_n, \]

\[ \mu_n(\theta) = E_n^- + (E_n^+ - E_n^-) \sin^2 \left( \frac{\theta}{\xi_n} \right), \quad \theta = (\theta_n, \sigma_n)_n \in \mathcal{M}, \]

\[ \Psi_n(\theta) = 4\xi_n \left( \mu_n(\theta) - \frac{E}{\sum_{i \neq n} (E_i^- - \mu_n(\theta))(E_i^+ - \mu_n(\theta))/((\mu_i(\theta) - \mu_n(\theta))^2)} \right), \quad \Psi = (\Psi_n)_n. \]
The field $\Psi$ is the pull-back of $\Phi$ under the map $\theta \mapsto \mu(\theta)$. We verify this later in Lemma 8.23 after we have all the results on $\Phi$ in place.

(3) We identify $S_n$ with a circle $C_n$ of diameter $\rho_n$ via the bijection $(\theta, \sigma) \mapsto \rho_n \exp(4i\sigma\theta\rho_n^{-1})$. Clearly, the standard smooth structure on $C_n$ has a $K$-atlas, with $K$ being an absolute constant. This defines a $K$-atlas on $S_n$. We consider the product structure on $X$ and denote by $\mathfrak{F}$ a $K$-atlas for it. Set
\begin{equation}
(8.15) \quad d((\theta, \sigma), (\theta', \sigma')) = \rho_n|\exp(4i\sigma\theta\rho_n^{-1}) - \exp(4i\sigma'\theta'\rho_n^{-1})|
\end{equation}
and
\begin{equation}
(8.16) \quad d((\theta_n, \sigma_n), (\theta'_n, \sigma'_n)) = \sum_n d((\theta_n, \sigma_n), (\theta'_n, \sigma'_n)).
\end{equation}
The metric space $(\mathcal{M}, d)$ is compact. The metric $d$ is $A$-regular with respect to the atlas $\mathfrak{F}$, with $A$ being an absolute constant. The same applies to the manifolds $\mathfrak{X}$ and $\mathfrak{Y}$.

(4) Note that $\xi_k$ are set up so that
\begin{equation}
(8.17) \quad \xi_k^{-1}|G_k| \leq C\xi_k,
\end{equation}
see (8.13).

We turn now to the analysis of the vector-fields in question. We use the enumeration mentioned in the last remark, so that $\Phi(\mu) = (\Phi_n(\mu))_{n \geq 1}$. Lemma 8.1 is instrumental here. Due to this lemma and the first estimate in (8.13), we have the following:

(i) For any $m' \neq m$ with $m' \geq m$, we have
\begin{equation}
(8.18) \quad \text{dist}([E_m^-, E_m^+], [E_{m'}^-, E_{m'}^+]) \geq a(m')^{-b}
\end{equation}
with constants $a, b$ depending on $a_0, b_0, \kappa_0, \nu$.

(ii) Denote by $\mathfrak{R}_m$ the set of all $m' \neq m$ with $m' \leq m$ such that
\begin{equation}
(8.19) \quad (E_{m'}^+ - E_{m'}^-) \geq (\text{dist}([E_m^-, E_m^+], [E_{m'}^-, E_{m'}^+]))^4.
\end{equation}
The set $\mathfrak{R}_m$ can be enumerated as follows: $n_m^{(r)}$, $r = 1, \ldots, r_0$, $n_m^{(r-1)} \geq \tau_1 \exp((r_m^{(r)})^{\gamma_1})$, $r = 1, \ldots, r_0$, where $n_m^{(0)} := m$, $\tau_1, \gamma_1$ depend on $a_0, b_0, \kappa_0, \nu$.

(iii) For any $n$, we have
\begin{equation}
(8.20) \quad a|n|^{-b} \leq E_n^- - E \leq 2C|\omega|^2(1 + n)^2.
\end{equation}

Consider the following functions, see (8.2),
\begin{equation}
(8.21) \quad P_n(\mu) = \prod_{i \in \mathfrak{R}_n} \frac{(E_i^- - \mu_n)(E_i^+ - \mu_n)}{(\mu_i - \mu_n)^2},
\end{equation}
\begin{equation}
Q_n(\mu) = \prod_{i \in \mathfrak{R}_n} \frac{(E_i^- - \mu_n)(E_i^+ - \mu_n)}{(\mu_i - \mu_n)^2},
\end{equation}
where $\mathfrak{R}_n$ is defined as in (ii) above, $\mathfrak{N}_n = \{i \neq n\} \setminus \mathfrak{R}_n$. Introduce for convenience
\begin{equation}
\gamma_i = E_i^+ - E_i^-,
\eta_{i,n} = \text{dist}([E_i^-, E_i^+], [E_n^-, E_n^+]).
\end{equation}
We assume that $\varepsilon_0$ is small enough so that (8.13) reads
\begin{equation}
(8.22) \quad \gamma_i \leq \varepsilon_1 \exp(-\eta^{\gamma})
\end{equation}
with $\varepsilon_1 \ll 1$. Due to the definition of the set $\mathfrak{N}_n$, we have
\begin{equation}
(8.23) \quad \gamma_i \leq \eta_{i,n}, \quad i \in \mathfrak{R}_n.
\end{equation}
On the other hand, due to (8.18) we have

$$\gamma_n < \eta_{i,n}, \quad i \in \mathfrak{N}_n.$$  

since here $i < n$.

**Lemma 8.7.** (1)

$$Q_n(\mu) = \prod_{i \in \mathfrak{N}_n} (1 + \phi_{i,n}(\mu_i, \mu_n)),$$

where $\phi_{i,n}(\mu_i, \mu_n)$ obey

$$|\phi_{i,n}(\mu_i, \mu_n)| \leq 6\gamma_{i}^{3/4}.$$  

(2) The function $\sqrt[ ]{Q_n(\mu)}$ is well-defined, smooth and obeys

$$|\partial_{\mu_k} \sqrt[ ]{Q_n(\mu)}| \leq C(a_0, b_0, \kappa_0, \nu).$$

**Proof.** We have

$$\frac{(E_i^- - \mu_n)(E_i^+ - \mu_n)}{(\mu_i - \mu_n)^2} = 1 + \frac{E_i^- - \mu_i}{\mu_i - \mu_n} + \frac{E_i^+ - \mu_i}{\mu_i - \mu_n} + \frac{(E_i^- - \mu_i)(E_i^+ - \mu_i)}{(\mu_i - \mu_n)^2} =: 1 + \phi_i(\mu_i).$$

Thus, for $i \in \mathfrak{N}_n$ and $(\mu_i, \mu_n)$ in the mentioned domain, we have

$$|\phi_i(\mu)| \leq \frac{E_i^- - E_i^+}{\eta_{i,n} - 2\gamma_i} + \frac{E_i^- - E_i^+}{\eta_{i,n} - 2\gamma_i} + \frac{(E_i^- - E_i^+)^2}{(\eta_{i,n} - 2\gamma_i)^2}$$

$$\leq 4(E_i^- - E_i^+)^{3/4} + 2(E_i^- - E_i^+)^{3/2}$$

$$\leq 6(E_i^- - E_i^+)^{3/4}.$$  

This finishes (1). Differentiating, one obtains

$$|\partial_{\mu_k} \sqrt[ ]{Q_n(\mu)}| = \frac{1}{2|Q_n(\mu)|^{1/2}}|\partial_{\mu_k} Q_n(\mu)| \leq \frac{1}{2} \prod_{i \in \mathfrak{N}_n} |1 - 6\gamma_{i}^{5/6}|^{-1/2} |\partial_{\mu_k} Q_n(\mu)| \leq C_1(\kappa_0, \nu) |\partial_{\mu_k} Q_n(\mu)|.$$  

Take $k = n$:

$$|\partial_{\mu_n} Q_n(\mu)| \leq \sum_{j \in \mathfrak{N}_n} \prod_{i \in \mathfrak{N}_n \setminus \{j\}} \frac{|E_i^- - \mu_n)(E_i^+ - \mu_n)|}{(\mu_i - \mu_n)^2} |\partial_{\mu_n} (E_i^- - \mu_n)(E_i^+ - \mu_n)|$$

$$\leq C_1(a_0, b_0, \kappa_0, \nu) \sum_{j \in \mathfrak{N}_n} |\partial_{\mu_n} (E_j^- - \mu_n)(E_j^+ - \mu_n)|,$$

$$|\partial_{\mu_n} \frac{(E_j^- - \mu_n)(E_j^+ - \mu_n)}{(\mu_j - \mu_n)^2}| \leq |\partial_{\mu_n} \frac{E_j^- - \mu_n}{\mu_j - \mu_n} + \frac{E_j^+ - \mu_n}{\mu_j - \mu_n} + \frac{(E_j^- - \mu_n)(E_j^+ - \mu_n)}{(\mu_j - \mu_n)^2}|$$

$$\leq \frac{E_j^- - E_j^+}{(\eta_{j,n} - 2\gamma_j)^2} + \frac{E_j^+ - E_j^-}{(\eta_{j,n} - 2\gamma_j)^2} + 2 \frac{(E_j^- - E_j^+)^2}{(\eta_{j,n} - 2\gamma_j)^3}$$

$$\leq 8(E_j^- - E_j^+)^{1/2} + 2(E_j^- - E_j^+)^{5/4}$$

$$\leq 10(E_j^- - E_j^-)^{1/2}$$

$$< 10^{j} \exp(-j^{\sigma}/2)$$

$$< \exp(-j^{2\sigma}),$$

$$|\partial_{\mu_n} Q_n(\mu)| \leq 10C_1(a_0, b_0, \kappa_0, \nu) \sum_{j \in \mathfrak{N}_n} \exp(-j^{\sigma}/2)$$

$$= C(a_0, b_0, \kappa_0, \nu).$$
Lemma 8.8. $|\mathfrak{R}_m| \leq \log_2 \log_2 m + D(\kappa_0, \nu)$.

Proof. Let $n_m^{(r)}$, $r = 1, \ldots, r_0$ be as in (ii) above. Let $R_0 = R_0(a_0, b_0, \kappa_0, \nu)$ be such that

$$\tau a_1 \exp(R_0^\gamma) \geq R^2, \quad \text{for } R \geq R_0.$$ 

If $n_m^{(r)} \leq R_0$ for all $r$, then $|\mathfrak{R}_m| \leq R_0$ and we are done. Assume $n_m^{(r)} > R_0$ for $r = 0, \ldots, r_1$. Then

$$n_m^{(r-1)} \geq \tau \exp(\beta n_m^{(r)}) > (n_m^{(r)})^2,$$

for $r = 0, \ldots, r_1$. Hence

$$m = n_m^{(0)} \geq (n_m^{(r_1)})^{2^{r_1}} > R_0^{2^{r_1}} > 2^{2^{r_1}},$$

$$r_1 \leq \log_2 \log_2 m.$$ 

Before we proceed, recall (8.18) once again:

(8.32) 

$$r_{h, n}^{-1} \leq C(a_0, b_0, \kappa_0, \nu) n^{b(a_0, b_0, \kappa_0, \nu)}, \quad i \leq n.$$ 

Lemma 8.9. The functions $P_n(\mu)$, $\sqrt{P_n(\mu)}$ are well-defined, smooth, and obey

$$C(a_0, b_0, \kappa_0, \nu)^{-\log_2 \log_2 n} \leq b(a_0, b_0, \kappa_0, \nu) \log_2 \log_2 n \leq |P_n(\mu)|,$$

(8.33) 

$$C(a_0, b_0, \kappa_0, \nu)^{\log_2 \log_2 n} \leq \log_2 \log_2 n^{b(a_0, b_0, \kappa_0, \nu)} \log_2 \log_2 n,$$

$$|\partial_{\mu_k} \sqrt{P_n(\mu)}| \leq C(a_0, b_0, \kappa_0, \nu)^{\log_2 \log_2 n} \log_2 \log_2 n.$$

Proof. Clearly, $(E_i^- - \mu_n)(E_i^+ - \mu_n) > 0$ for any $i \neq n$ since the gaps are disjoint. Therefore $\sqrt{P_n(\mu)}$ is well-defined. Note that

$$C(a_0, b_0, \kappa_0, \nu)^{-1} n^{-b(a_0, b_0, \kappa_0, \nu)} \leq 3 \min(1, r_{h, n})$$

$$\leq \eta_{h, n} + \gamma_i + \gamma_n$$

$$\leq |(E_i^- - \mu_n)(E_i^+ - \mu_n)|$$

$$\leq 1 + \gamma_i$$

$$< C(a_0, b_0, \kappa_0, \nu) n^{b(a_0, b_0, \kappa_0, \nu)};$$

see (8.32). This implies the estimates on $|P_n(\mu)|$ in (8.33). Differentiating, one obtains

(8.34) 

$$|\partial_{\mu_k} \sqrt{P_n(\mu)}| = \frac{1}{2} |P_n(\mu)|^{-1/2} |\partial_{\mu_k} P_n(\mu)|$$

$$\leq C(a_0, b_0, \kappa_0, \nu)^{\log_2 \log_2 n} (\log \gamma_n)^{-1} b(a_0, b_0, \kappa_0, \nu) \log_2 \log_2 n |\partial_{\mu_k} P_n(\mu)|.$$
Take $k = n$:

$$
|\partial_{\mu_n} P_n(\mu)| \leq \sum_{j \in \mathbb{N}_n \setminus \{j\}} \left| \frac{(E_j^- - \mu_n)(E_j^+ - \mu_n)}{(\mu_j - \mu_n)^2} \right| |\partial_{\mu_n} \frac{(E_j^- - \mu_n)(E_j^+ - \mu_n)}{(\mu_j - \mu_n)^2}|
$$

$$
\leq C(a_0, b_0, \kappa_0, \nu) \log_2 \log_2 n (\log \gamma_n)^b(a_0, b_0, \kappa_0, \nu) \log_2 n |\mathcal{R}_n| \times
$$

$$
\max_{j \in \mathbb{N}_n} \left| \frac{(E_j^- - \mu_n)(E_j^+ - \mu_n)}{(\mu_j - \mu_n)^2} \right|,
$$

(8.36)

$$
|\partial_{\mu_n} \frac{(E_j^- - \mu_n)(E_j^+ - \mu_n)}{(\mu_j - \mu_n)^2}| \leq \frac{|E_j^- - \mu_n|}{(\mu_j - \mu_n)^2} + \frac{|E_j^+ - \mu_n|}{(\mu_j - \mu_n)^2} + 2 \frac{|E_j^- - \mu_n||E_j^+ - \mu_n|}{|\mu_j - \mu_n|^3}
$$

$$
\leq 4(1 + 2 \eta_{\mu_n}^{-1})
$$

$$
< C_1(a_0, b_0, \kappa_0, \nu) (\log \gamma_n)^b(a_0, b_0, \kappa_0, \nu).
$$

Combining (8.35) and (8.36), we obtain the estimates on $|\partial_{\mu_n} P_n(\mu)|$ in (8.33). For $k \neq n$, the proof is similar.

**Lemma 8.10.** The functions $\sqrt{\mu_n - E}$ are well-defined, smooth, and obey

$$
an^{-b} \leq \sqrt{\mu_n - E} \leq \mu_n \leq C|\omega|^2(1 + n)^2,
$$

(8.37)

$$
|\partial_{\mu_n} \sqrt{P_n(\mu)}| \leq Cn^b,
$$

where $a, b, C$ depend on $a_0, b_0, \kappa_0, \nu$.

**Proof.** The statement follows from (8.20). □

**Corollary 8.11.** The functions $\Psi_n(\theta)$ in (8.14) are smooth and obey

$$
|\partial^n \Psi_n(\theta)| \leq C(a_0, b_0, \kappa_0, \nu) \xi_n^{1/2} \leq B(a_0, b_0, \kappa_0, \nu) n^{-2}, \quad \alpha \leq 1.
$$

(8.38)

**Proof.** It follows from the definition (8.14) and Lemmas 8.9 and 8.10 that

$$
|\Psi_n(\theta)| = 4\rho_n \sqrt{(\mu_n(\theta) - E)P_n(\mu(\theta))Q_n(\mu(\theta))}
$$

$$
\leq C(a_0, b_0, \kappa_0, \nu) \log_2 \log_2 n b(a_0, b_0, \kappa_0, \nu) \log_2 \log_2 n |\omega|^2 \xi_n,
$$

(8.39)

$$
|\partial_{\theta_n} \Psi_n(\theta)| = |\partial_{\theta_n} \Psi_n(\theta)| \partial_{\theta_n} \mu_n| \leq 2 |\partial_{\mu_n} \Psi_n(\theta)||\gamma_n \mu_n^{-1}
$$

$$
\leq C(a_0, b_0, \kappa_0, \nu) \log_2 \log_2 n b(a_0, b_0, \kappa_0, \nu) \log_2 \log_2 n |\omega|^2 \gamma_n,
$$

$$
|\partial_{\theta_n} \Psi_n(\theta)| = |\partial_{\theta_n} \Psi_n(\theta)| \partial_{\theta_n} \mu_k| \leq 2 |\partial_{\mu_n} \Psi_n(\theta)||\gamma_k \xi_k^{-1}
$$

$$
\leq C(a_0, b_0, \kappa_0, \nu) \log_2 \log_2 n b(a_0, b_0, \kappa_0, \nu) \log_2 \log_2 n |\omega|^2 \xi_n.
$$

The statement follows now from (8.17), (8.22) combined with the adjustment in (8.17): $\xi_k^{-1} \gamma_k \leq C \xi_k$. □

This in its turn implies the following statement.

**Corollary 8.12.** The vector-field $\Psi = (\Psi_n)_n$ is $B$-regular with respect to the atlas $\mathcal{F}$ with $B = B(a_0, b_0, \kappa_0, \nu) > 0$.

Consider the manifold $\mathcal{X}$ in (8.14) and the vector-field on $\mathcal{X}$ defined via

$$
\Psi_{N,n}(\theta) := 4\xi_n \sqrt{(\mu_n(\theta) - E) \prod_{i \neq n, i \leq N} \frac{(E_i - \mu_n(\theta))(E_i^+ - \mu_n(\theta))}{(\mu_n(\theta) - \mu_n(\theta))^2}}, \quad n \leq N, \quad \Psi(\theta^N) = (\Psi_{N,n})_n.
$$

(8.40)

Clearly, the same analysis applies to this case. So, we have the following statement:
Corollary 8.13. The vector-field \( \Psi^{(N)} = (\Psi_{N,n})_n \) is \( B \)-regular with respect to the atlas \( \mathcal{F}_X \) on \( X \), with \( B = B(a_0,b_0,\kappa_0,\nu) \).

Finally, we have the following:

Proposition 8.14. Consider the vector-field \( \Psi^{(N,0)} = (\Psi^{(N)},0) \) on \( M \).

1. The vector-field \( \Psi^{(N,0)} \) is \( B \)-regular with respect to the atlas \( \mathcal{F} \) on \( M \), with \( B = B(a_0,b_0,\kappa_0,\nu) \).
2. \( |\Psi^{(N,0)}_n - \Psi_n| \leq C_n \exp(-N^\sigma) : = \xi_*^{1/2} \), with \( C, \sigma \) depending on \( a_0, b_0, \kappa_0, \nu \).
3. Let \( \theta(0) \in \mathcal{M} \) be arbitrary. Let \( \theta(0)(t) \) and \( \theta^{(N,0)}(t) \) be the \( \Psi \)-trajectory, resp. \( \Psi^{(N)} \)-trajectory originating at \( \theta = \theta(0) \). Then

\[
\max_{0 \leq t \leq T} d(\theta(0)(t),\theta^{(N,0)}(t)) \leq A(4K)^B T \delta.
\]

4. Let \( \theta(0), \theta(1) \in \mathcal{M} \). Let \( \theta^{(j)}(t) \) be the \( \Psi \)-trajectory originating at \( \theta = \theta^{(j)} \), \( j = 1, 2 \). Then

\[
\max_{0 \leq t \leq T} d(\theta(0)(t),\theta(1)(t)) \leq A(4K)^B d(\theta(0),\theta(1)).
\]

Proof. The verification of (1) is completely similar to the one we did for \( \Psi \).

Furthermore, for \( n \leq N \), we have

\[
|\Psi_{N,n}(\theta) - \Psi_n(\theta)| = 4\xi_n \left( \sum_{i \neq n} (\mu_n(\theta) - \frac{E_i}{\mu_i(\theta) - \mu_n(\theta)}) \prod_{i \neq n, i \leq N} \frac{|E_i^- - \mu_n(\theta)| |E_i^+ - \mu_n(\theta)|}{(\mu_i(\theta) - \mu_n(\theta))^2} \right) \times \left| 1 - \prod_{i \neq n, i \geq N} \frac{E_i^- - \mu_n(\theta)}{(\mu_i(\theta) - \mu_n(\theta))^2} \right|.
\]

Just as in the proof of Corollary 8.11 we have

\[
4\xi_n \left( \sum_{i \neq n} (\mu_n(\theta) - \frac{E_i}{\mu_i(\theta) - \mu_n(\theta)}) \prod_{i \neq n, i \leq N} \frac{|E_i^- - \mu_n(\theta)| |E_i^+ - \mu_n(\theta)|}{(\mu_i(\theta) - \mu_n(\theta))^2} \right) \leq C_n^{1/2}.
\]

Note that for \( i > N \) and \( n \leq N \), we have \( i \in \mathcal{M}_n \). Therefore, Lemma 8.17 applies. This yields

\[
\left| 1 - \prod_{i \neq n, i \geq N} \frac{E_i^- - \mu_n(\theta)}{(\mu_i(\theta) - \mu_n(\theta))^2} \right| \leq \sum_{i > N} n_i^{1/2} \leq C(a_0,b_0,\kappa_0,\nu) \exp(-N^{\sigma} a_{0,b_0,\kappa_0,\nu}).
\]

So, for \( n \leq N \), the statement in (2) holds. For \( n > N \), we have

\[
|\Psi_{N,n}(\theta) - \Psi_n(\theta)| = |\Psi_n(\theta)| \leq C_n^{1/2} \exp(-N^\sigma).
\]

Part (3) follows from (2) due to Corollary 8.5.

Part (4) is due to Corollary 8.5. \( \square \)

Remark 8.15. (1) Let \( \omega = (\omega_1, \ldots, \omega_r) \in \mathbb{R}^r \) and \( \bar{\omega}^{(r)} = (\bar{\omega}_1^{(r)}, \ldots, \bar{\omega}_r^{(r)}) \) be as in Section 6. For each \( r \), let

\[
V^{(r)}(x) = \sum_{n \in \mathbb{Z}^r} c(n) e^{2\pi i x n \bar{\omega}^{(r)}}, \quad x \in \mathbb{R},
\]

\[
|c(n)| = c(-n), \quad n \in \mathbb{Z}^r, \quad c(0) = 0,
\]

\[
|c(n)| \leq \varepsilon \exp(-\kappa_0|n|^\sigma), \quad n \in \mathbb{Z}^r,
\]

\[
[H^{(r)} y](x) = -y''(x) + V^{(r)}(x) y(x) = E y(x), \quad x, \varepsilon \in \mathbb{R};
\]

compare with the notation in Remark 5.3. Let \( \mathcal{F}^{(r)} = \mathcal{F}(\bar{\omega}^{(r)}) \), and let \( G_m^{(r)} = (E_{m^-}, E_{m^+}) \), \( m \in \mathcal{F}^{(r)} \) be the gaps in the spectrum \( S^{(r)} \) of \( H^{(r)} \). Let \( \mathcal{M}^{(r)}, \mathcal{X}^{(r)} \) be the manifolds defined in part (2) of Remark 8.6 with
$\hat{\omega}(r)$ in the role of $\tilde{\omega}$. Let $\Psi^{(r)}$ and $\Psi^{(r,N)}$ be the vector-fields defined in (8.14) and (8.40), respectively. Our ultimate goal in this section is to show the convergence of the trajectories of the vector-fields $\Psi^{(r)}$ as $r \to \infty$.

(2) Let

\begin{equation}
V(x) = \sum_{n \in \mathbb{Z}^d} c(n)e^{2\pi i n x}, \quad x \in \mathbb{R},
\end{equation}

\begin{equation}
[H y](x) = -y''(x) + V(x)y(x) = E y(x), \quad x, \varepsilon \in \mathbb{R}.
\end{equation}

Let $G_m = (E_m^-, E_m^+)$, $m \in \mathbb{Z}^d$ be the gaps in the spectrum $\mathcal{S}$ of $H$. We define the manifolds $M$, $\mathcal{X}$ just as in part (2) of Remark 8.6. Let $\Psi$ and $\Psi^{(N)}$ be the vector-fields defined in (8.14) and (8.40), respectively. Proposition 8.14 applies just as before.

(3) In Remark 8.18 below we set up the definitions in part (2) of Remark 8.6 so that

\begin{equation}
\mathcal{X}^{(r)} = \mathcal{X}.
\end{equation}

To get this identity we just need to enumerate the “relatively large gaps” in $\mathcal{S}$ and $\mathcal{S}^{(r)}$ so that this enumeration will actually define a bijection between these two sets of gaps. Naturally, Theorem 7.11 is instrumental for this task. The identity (8.52) allows us to show the convergence of the trajectories.

Lemma 8.16. (1) Let $E = \inf \mathcal{S}$, $E^{(r)} = \inf \mathcal{S}^{(r)}$. Then $E, E^{(r)} \geq -1$.

(2) $E_m^+ \leq C(\kappa_0)|\omega|^2(\log |G_m|^{-1})^2$, $E_m^- \leq C(\kappa_0)|\omega|^2(\log |G^{(r)}_m|^{-1})^2$.

\textbf{Proof.} Due to (8.48), for $0 < \varepsilon \leq \varepsilon_0$, we have $|V(x)|, |V^{(r)}(x)| \leq 1$ for any $x$. It is well known that this implies the estimate in (1).

Recall that $E_m^+ = E^{(r)}_m$ and $E(\kappa_0) \leq C(\kappa_0)|\omega|^2|\mathcal{S}^2|$, see Theorem A. On the other hand, due to Theorem A, $|G_m| \leq \exp(-\frac{\pi}{\omega}|m|)$. This implies (2) for $H$. The argument for $H^{(r)}$ is completely similar. \hfill $\square$

Lemma 8.17. There exists $C_0(\kappa_0)$ such that if for some $\tau$, we have $\lambda_r := C_0(\kappa_0)|\omega|^2(\log \tau)^{-1}\lambda_r < \tau/4$ with $\lambda_r = |\omega - \hat{\omega}(r)|^{1/2}$, then there is an injection $m \mapsto n(m) \in \mathcal{Y}^{(r)}$ defined for all $m$ with $|G_m| \geq \tau$, such that $|E_m^- - E_n^{(r)}| < \lambda_r$.

\textbf{Proof.} Due to Theorem 7.11

\begin{equation}
d(\mathcal{S} \cap (-E, E), \mathcal{S} \cap (-E, E)) \leq C(1 + |E|^{1/4})\lambda_r,
\end{equation}

where $d$ denotes Hausdorff distance.

Let $|G_m| = E_m^- - E_m^+ \geq \tau$. Due to Lemma 8.16 we have $E_m^+ \leq C(\kappa_0)|\omega|^2(\log \tau)^{-1}$. Since $\lambda_r < |G_m|/4$, due to (8.53) we have

\begin{equation}
|E_m^- + \lambda_r, E_m^+ - \lambda_r| \subset \bigcup_n G^{(r)}_n.
\end{equation}

Take $E_m^- + \lambda_r < E_m^+ < E_m^+ - \lambda_r$. Since the gaps do not overlap, there exists a unique $G_{n(m)}^{(r)}$ such that $E' \in G_{n(m)}^{(r)}$. Moreover, $|E_m^+ + \lambda_r, E_m^- - \lambda_r| \subset G_{n(m)}^{(r)}$. Indeed, assume that $|E_m^- + \lambda_r, E_m^+ - \lambda_r| \subset G_{n}^{(r)}$ for some $n \neq n(m)$. Since the gaps do not overlap this would contradict (8.54). We can exchange the roles of $G_{n}$ and $G_{n(m)}^{(r)}$ in this argument. Indeed, the only thing we need for this is the lower estimate for $|G_m^{(r)}|$. Clearly, $|G_m^{(r)}| \geq \tau/2$. One can see that with this lower estimate the above argument still works. This proves that the map $m \mapsto n(m)$ is injective and $|E_m^+ - E_n^{(r)}| < \lambda_r$. \hfill $\square$

Remark 8.18. The previous lemma enables us to define $\mathcal{X}^{(r)}$, $\mathcal{X}$ so that (8.52) holds. Indeed, let us enumerate the gaps in the spectrum $\mathcal{S}$ via $G_n$, $n = 1, 2, \ldots$, just as in Remark 8.6. The statement in Lemma 8.17 does not specify the labeling of the gaps. So, we use the same injection $n \mapsto m(n)$ with $n = 1, 2, \ldots$. Set $G_n^{(r)} := G_n^{(r)}$. In Lemma 8.19 below we verify conditions (8.13) in part (1) of Remark 8.6. Due to these
conditions Proposition 8.14 applies, as was mentioned in part (1) of Remark 8.13. Thus, indeed we can define $X(r), X$ being the same.

**Lemma 8.19.** Set $G^{(r)}_n := G^{(r)}_{m(n)}$. Then,

$$
c'(a_0, b_0, \kappa_0, \nu)|m(n)|^{\beta'(a_0, b_0, \kappa_0, \nu)} \leq |n| \leq C'(a_0, b_0, \kappa_0, \nu)|m(n)|^{\beta'(a_0, b_0, \kappa_0, \nu)},
$$

(8.55)

$$
c'(a_0, b_0, \kappa_0, \nu) \exp(-n \sigma_1(a_0, b_0, \kappa_0, \nu)) \leq |G^{(r)}_n| \leq C'(a_0, b_0, \kappa_0, \nu) \exp(-n \sigma_1(a_0, b_0, \kappa_0, \nu)).
$$

Proof. Recall that due to (8.13),

$$
c(a_0, b_0, \kappa_0, \nu) \exp(-n \sigma_1(a_0, b_0, \kappa_0, \nu)) \leq |G_n| \leq C(a_0, b_0, \kappa_0, \nu) \exp(-n \sigma_1(a_0, b_0, \kappa_0, \nu)),
$$

(8.56)

Since $|G^{(r)}_{m(n)}|/2 \leq |G_n| \leq 2|G^{(r)}_{m(n)}|$, the second line in (8.55) holds. Since $|G^{(r)}_n| \leq C(a_0, b_0, \kappa_0, \nu) \exp(-n \sigma_1(a_0, b_0, \kappa_0, \nu))$, the first line follows from the second. □

**Lemma 8.20.** With $X(r)$ as in Lemma 8.17, we have $|E^{(r)} - E| \leq \lambda' \to 0$ as $r \to \infty$.

Proof. The statement follows from (8.53) combined with part (1) of Lemma 8.16. □

Let $\Psi_n(n, \theta)$ be as in Proposition 8.12, see (8.40). Consider the vector-fields on $X$ defined via

$$
\Psi^{(r)}_{N, n}(\theta) = 4 \xi_n \left( \frac{m^{(r)}(\theta) - E^{(r)}}{\prod_{i \neq n, i \leq N} (\mu_i^{(r)}(\theta) - \mu_i^{(r)}(\theta))} \right), \quad n \leq N,
$$

(8.57)

$$
\Psi^{(r, N)} = (\Psi^{(r)}_{N, n})_n.
$$

**Lemma 8.21.** We have

$$
\lim_{r \to \infty} \Psi^{(r)}_{N, n}(\theta) = \Psi^{(r)}(\theta), \quad 1 \leq n \leq N,
$$

uniformly in $\theta$.

Proof. Recall that $\mu_n(\theta) = E_n^- + (E_n^+ - E_n^-) \sin^2(\frac{\phi_n}{2})$, $\mu_{n, r}(\theta) = E_n^{r, -} + (E_n^{r, +} - E_n^{r, -}) \sin^2(\frac{\phi_n}{2})$. Due to Lemma 8.17, $|E_n^{r, \pm} - E_n^\pm| \to 0$ as $r \to \infty$. Recall also that $\eta_n = \text{dist}(G_n, G_{n+1}) > 0$. This implies $\lim_{r \to \infty} \mu_n^{(r)}(\theta) = \mu_n(\theta)$, uniformly in $\theta$. Due to Lemma 8.20, $|E^{(r)} - E^{(r)}| \to 0$ as $r \to \infty$. Recall that $E^{(r)} - E_n^\pm \leq \mu_n(\theta)$ for any $n$ and $\theta$. The statement follows. □

**Remark 8.22.** We discuss now the fields $\Phi$, see (8.1), (8.2). Using the same enumeration as above, set

$$
G_{n, \sigma} = \{ (\mu, \sigma) : \mu \in G_n \}, \quad G^{(r)}_{n, \sigma} = \{ (\mu, \sigma) : \mu \in G^{(r)}_n \}, \quad \sigma = \pm,
$$

(8.59)

$$
\mathcal{E}_n = G_{n, -} \cup G_{n, +} \cup \{ E_n^-, E_n^+ \}, \quad \mathcal{E} = \prod_n \mathcal{E}_n,
$$

$$
\mathcal{E}^{(r)} = G^{(r)}_{n, -} \cup G^{(r)}_{n, +} \cup \{ E^{r, -}_n, E^{r, +}_n \}, \quad \mathcal{E}^{(r)} = \prod_n \mathcal{E}^{(r)}_n.
$$

The tori $\mathcal{E}, \mathcal{E}^{(r)}$ have natural smooth structures. We denote the points on these tori by $\mu = (\mu_n)$ with $\sigma(\mu_n) \in \{+, -\}$ being suppressed from the notation. Consider the vector-fields

$$
\Phi_n(\mu) = \sigma(\mu_n) \sqrt{4(E_n - \mu_n)(E_n^+ - \mu_n)} \prod_{i \neq n} \frac{(E_i^+ - \mu_i)(E_i^+ - \mu_n)}{(\mu_i - \mu_n)^2},
$$

(8.60)

$$
\Phi^{(r)}_n(\mu) = \sigma(\mu_n) \sqrt{4(E^{(r)}_n - \mu_n)(E^{(r)}_n^+ - \mu_n)} \prod_{i \neq n} \frac{(E^{r, +}_i - \mu_i)(E^{r, +}_i - \mu_n)}{(\mu_i - \mu_n)^2}.
$$
Recall (8.14):

\[ \mu_n(\theta) = E_n^- + (E_n^+-E_n^-) \sin^2 \left( \frac{\theta_n}{\xi_n} \right), \quad \theta := (\theta_n, \sigma_n) \in \mathcal{M}, \quad \xi_n = \exp(-n^{\sigma(a_0, \nu)}/2), \]

\[ \mu_n^{(r)}(\theta) = E_n^{r,-} + (E_n^{r,+}-E_n^{r,-}) \sin^2 \left( \frac{\theta_n}{\xi_n} \right), \quad \theta := (\theta_n, \sigma_n) \in \mathcal{M}, \quad \xi_n = \exp(-n^{\sigma(a_0, \nu)}/2). \]

**Lemma 8.23.** The function \( \mu(t) \) obeys

\[ \dot{\mu} = \Phi(\mu), \quad \text{resp.}, \quad \dot{\mu} = \Phi^{(r)}(\mu) \]

if and only if \( \mu(t) = \mu(\theta(t)) \), resp. \( \mu(t) = \mu^{(r)}(\theta(t)) \), with

\[ \dot{\theta} = \Psi(\theta), \quad \text{resp.}, \quad \dot{\theta} = \Psi^{(r)}(\theta). \]

In particular, for any given \( \mu^0 \in \mathcal{C} \) (resp., \( \mu^0 \in \mathcal{C}^{(r)} \)), there exists a unique trajectory originating at \( \mu^0 \).

**Proof.** We have

\[ \Phi_n(\mu) = \sigma_n \sqrt{(\mu_n(\theta_n)-E_n^-)(E_n^+-\mu_n(\theta_n))} \Psi_n(\theta) = \sigma_n(E_n^+-E_n^-) \sin \left( \frac{\theta_n}{\xi_n} \right) \cos \left( \frac{\theta_n}{\xi_n} \right) \Psi_n(\theta), \]

\[ \dot{\mu}_n = \frac{d\mu_n}{d\theta_n} \dot{\theta}_n = \frac{2(E_n^+-E_n^-)}{\xi_n} \sin \left( \frac{\theta_n}{\xi_n} \right) \cos \left( \frac{\theta_n}{\xi_n} \right) \dot{\theta}_n. \]

This verifies the statement for \( \Phi \). The verification for \( \Phi^{(r)} \) is the same. \( \square \)

Now we can state the main results of this section. Let \( \mathcal{M}, \mathcal{X}, \mathcal{X}^{(r)}, \mathcal{Y}, \mathcal{Y}^{(r)}, \Psi, \Psi^{(r)}, \Psi^{(r,N)}, \Psi^{(r,N)} \) be as above. As above we have a setup with \( \mathcal{X} = \mathcal{X}^{(r)} \). The manifolds \( \mathcal{Y} \) and \( \mathcal{Y}^{(r)} \) are not related to each other. Let \( \theta^{(0)} = (\theta_n^{(0)}) \in \mathcal{M} \) be arbitrary. Let \( \theta^{(0)}(t) = (\theta_n^{(0)}(t)) \) be the \( \Psi \)-trajectory originating at \( \theta^{(0)} \). We have \( \theta^{N,0} := (\theta_n^{(0)})_{n \leq N} \in \mathcal{X}^{(r)} \). Take an arbitrary \( \gamma^{(r)} \in \mathcal{Y}^{(r)} \). Let \( \theta^{(0)}(t; \gamma^{(r)}) = (\theta_n^{(0)}(t; \gamma^{(r)})) \) be the \( \Psi^{(r)} \)-trajectory originating at \( (\theta^{N,0}, \gamma^{(r)}) \).

**Proposition 8.24.** We have

\[ \limsup_{r \to \infty} \sup_{0 \leq t \leq T} \sum_{1 \leq n \leq N} |\theta_n^{(0)}(t) - \theta_n^{(0)}(t; \gamma^{(r)})| \leq A(4K)^{BT} \delta, \]

\[ \limsup_{r \to \infty} \sup_{0 \leq t \leq T} \sum_{1 \leq n \leq N} |\mu_n(\theta_n^{(0)}(t)) - \mu_n^{(r)}(\theta_n^{(0)}(t; \gamma^{(r)}))| \leq A(4K)^{BT} \delta, \]

with \( A, B, K \) depending on \( a_0, b_0, \kappa_0, \nu \) and \( \delta = \exp(-N^\sigma) \).

**Proof.** Let \( \Psi_{N,n}(\theta), \Psi_n^{(r)}(\theta) \) be as in Lemma 8.21. \( \Psi^N = (\Psi_{N,n}(\theta))_{1 \leq n \leq N}, \Psi^{r,N}(\theta) = (\Psi_n^{(r)}(\theta))_{1 \leq n \leq N} \). Let \( \theta^{(0)}(t; N) = (\theta_n^{(0)}(t; N))_{1 \leq n \leq N} \) be the \( \Psi^N \)-trajectory originating at \( (\theta_n^{(0)})_{1 \leq n \leq N} \). Let \( \theta^{(0)}(t; r, N) = (\theta_n^{(0)}(t; r, N))_{1 \leq n \leq N} \) be the \( \Psi^{r,N} \)-trajectory originating at \( (\theta_n^{(0)})_{1 \leq n \leq N} \). Due to Lemma 8.21

\[ \lim_{r \to \infty} \Psi_{N,n}^{(r)}(\theta) = \Psi_n^{(r)}(\theta), \quad 1 \leq n \leq N, \]

uniformly in \( \theta \). Recall also that due to Corollary 8.12 the vector-fields \( \Psi^N, \Psi^{r,N}(\theta) \) are \( B \)-regular with respect to the atlas \( \mathcal{F} \), with \( B = B(a_0, b_0, \kappa_0, \nu) > 0 \). Combining this fact with (8.66), we conclude that

\[ \lim_{r \to \infty} \sum_{1 \leq n \leq N} |\theta_n^{(0)}(t; N) - \theta_n^{(0)}(t; r, N)| = 0 \]
In particular, if $Q$ Assume
\[ \max_{0 \leq t \leq T} \sum_{1 \leq n \leq N} |\theta_n^{(0)}(t) - \theta_n^{(0)}(t; N)| \leq A(4K)^{BT} \delta, \]
(8.68)
\[ \max_{0 \leq t \leq T} \sum_{1 \leq n \leq N} |\theta_n^{(0)}(t; \gamma_r) - \theta_n^{(0)}(t; r, N)| \leq A(4K)^{BT} \delta. \]
Combining (8.68) with (8.67), we obtain the first line in (8.66). We have
\[ \sum_{1 \leq n \leq N} |\mu_n(\theta_n) - \mu_n(\hat{\theta}_n)| \leq \sum_{1 \leq n \leq N} (E_n^+ - E_n^-)|\theta_n - \hat{\theta}_n| \leq C \sum_{1 \leq n \leq N} |\theta_n - \hat{\theta}_n|, \]
(8.69)
\[ \sum_{1 \leq n \leq N} |\mu_n(\theta_n) - \mu_n^{(r)}(\theta_n)| \leq \sum_{1 \leq n \leq N} [|E_n^- - E_r^-| + |E_n^+ - E_r^+|] \to 0 \text{ as } r \to \infty. \]
Therefore the second line in (8.69) follows from the first one. 
\[ \square \]
9. Proof of Theorem I

The next lemma is well known.

**Lemma 9.1.** Let
\[ Q(t) = \sum_{n \in \mathbb{Z}^r} d(n)e^{2\pi i t n \omega}, \quad t \in \mathbb{R} \]
with
\[ |d(n)| \leq \exp(-|n| \kappa_0). \]
Let $T > 0$ be arbitrary and let $\delta_T := \max_{0 \leq t \leq T}|Q(t)|$. Let $\beta_0 := (2b_0)^{-1}$. If $|n| \leq T^{\beta_0}$, then
\[ |d(n)| \leq \delta_T + \frac{C(a_0, b_0, \kappa_0, \nu)}{T^{1/2}} + C(\kappa_0, \nu) \exp(-\kappa_0 T^{\beta_0}). \]
(9.3) In particular, if $Q(t) = 0$ for all $t \in \mathbb{R}$, then $d(n) = 0$ for all $n \in \mathbb{Z}^r$.

**Proof.** Take an arbitrary $n \in \mathbb{Z}^r$. We have
\[ |d(n) + \sum_{m \in \mathbb{Z}^r, m \neq n} d(m) \frac{1}{T} \int_0^T e^{2\pi i (m-n) \omega} dt| \leq \frac{1}{T} \int_0^T Q(t)e^{-2\pi i t n \omega} dt \leq \delta_T. \]
(9.4)
Note that for any $m \neq n$, we have
\[ \frac{1}{T} \int_0^T e^{2\pi i (m-n) \omega} dt \leq \min\left(1, \frac{1}{\pi T |(m-n) \omega|}\right) \leq \min\left(1, \frac{|m-n|^{b_0}}{\pi a_0 T}\right). \]
(9.5)
Assume $|n| \leq T^{\beta_0}$. Then
\[ \sum_{m \neq n, |m| \leq T^{\beta_0}} |d(m)| \frac{1}{T} \int_0^T e^{2\pi i (m-n) \omega} dt \leq \sum_{|m| \leq T^{\beta_0}} |d(m)| \frac{|n| + |m|^{b_0}}{\pi a_0 T} \leq \frac{C(a_0, b_0, \kappa_0, \nu)}{T^{1/2}}, \]
(9.6)
\[ \sum_{m \neq n, |m| > T^{\beta_0}} |d(m)| \frac{1}{T} \int_0^T e^{2\pi i (m-n) \omega} dt \leq \sum_{|m| > T^{\beta_0}} |d(m)| \leq C(\kappa_0, \nu) \exp(-\kappa_0 T^{\beta_0}). \]
Combining this with (9.3), we obtain (9.3). If $Q(x) = 0$ for all $x$, then taking $T \to \infty$, we conclude that $d(n) = 0$ for all $n$. 
\[ \square \]
Let $\omega$ and $\tilde{\omega} = \tilde{\omega}^{(r)} = (\tilde{\omega}_1^{(r)}, \ldots, \tilde{\omega}_v^{(r)})$ be as in Lemma 5.1, see Section 5. Let
\begin{equation}
Q^{(r)}(t) = \sum_{n \in \mathbb{Z}^v} c^{(r)}(n)e^{2\pi i t n \omega^{(r)}}, \quad t \in \mathbb{R},
\end{equation}
with
\begin{equation}
|c^{(r)}(n)| \leq \varepsilon \exp(-\kappa_0 |n|), \quad n \in \mathbb{Z}^v.
\end{equation}

**Lemma 9.2.** Assume that the limit $Q(t) = \lim_{r \to \infty} Q^{(r)}(t)$ exists for every $t$. Then the limits $c(n) = \lim_{r \to \infty} c^{(r)}(n)$ exist for every $n \in \mathbb{Z}^v$. Moreover,
\begin{equation}
Q(t) = \sum_{n \in \mathbb{Z}^v} c(n)e^{2\pi i t n \omega}, \quad t \in \mathbb{R},
\end{equation}
\begin{equation}
|c(n)| \leq \varepsilon \exp(-\kappa_0 |n|), \quad n \in \mathbb{Z}^v.
\end{equation}

**Proof.** Assume that the limit $\lim_{r \to \infty} c^{(r)}(n(0))$ does not exist for some $n(0) \in \mathbb{Z}^v$. Using the condition (1.8), we can find two sequences $r'_s$ and $r''_s$, $s = 1, 2, \ldots$ such that the limits $c'(n) = \lim_{s \to \infty} c^{(r'_s)}(n)$, $c''(n) = \lim_{s \to \infty} c^{(r''_s)}(n)$ exist for every $n \in \mathbb{Z}^v$, and $c'(n(0)) \neq c''(n(0))$. Moreover,
\begin{equation}
|c'(n)|, |c''(n)| \leq \varepsilon \exp(-\kappa_0 |n|), \quad n \in \mathbb{Z}^v.
\end{equation}

Once again, using the condition (9.8) and the estimates (9.10), we obtain
\begin{equation}
\lim_{s \to \infty} \sum_{n \in \mathbb{Z}^v} c^{(r'_s)}(n)e^{2\pi i t n \omega^{(r'_s)}} = \sum_{n \in \mathbb{Z}^v} c'(n)e^{2\pi i t n \omega}, \quad t \in \mathbb{R},
\end{equation}
\begin{equation}
\lim_{s \to \infty} \sum_{n \in \mathbb{Z}^v} c^{(r''_s)}(n)e^{2\pi i t n \omega^{(r''_s)}} = \sum_{n \in \mathbb{Z}^v} c''(n)e^{2\pi i t n \omega}, \quad t \in \mathbb{R}
\end{equation}
(recall that $|\omega - \omega^{(r)}| \to 0$ when $r \to \infty$). Due to the assumptions of the lemma, we have
\begin{equation}
\sum_{n \in \mathbb{Z}^v} c'(n)e^{2\pi i t n \omega} = \sum_{n \in \mathbb{Z}^v} c''(n)e^{2\pi i t n \omega}, \quad t \in \mathbb{R}.
\end{equation}

Due to the previous lemma this implies $c'(n) = c''(n)$ for any $n \in \mathbb{Z}^v$. The contradiction we get proves the first statement in the lemma. The second one follows from it. \qed

**Remark 9.3.** (1) In the proof of Theorem I we need to invoke yet another fundamental fact from the theory of Hill operators. Let $q(x)$ be a continuous real $T$-periodic function,
\begin{equation}
q(x) = \sum_{n \in \mathbb{Z} \setminus \{0\}} c(n)e^{2\pi i nx/T}.
\end{equation}

Consider the Hill equation
\begin{equation}
[H_q]y(x) = -y''(x) + q(x)y(x) = Ey(x), \quad x \in \mathbb{R}.
\end{equation}
Denote by $\mu_1(q) < \mu_2(q) < \cdots$ the Dirichlet eigenvalues on $[0,T]$. We view $\mu_n(q)$ as a functional of $q \in C[0,T]$. The following estimate holds,
\begin{equation}
|\mu_n(q) - \mu_n(p)| \leq \max_{0 \leq x \leq T} |q(x) - p(x)|.
\end{equation}

For $T = 1$, we may refer to [PT, p. 34]. For arbitrary $T$, we can employ the standard re-scaling
\begin{equation}
\tilde{q}(x) = T^2 q(x T), \quad 0 \leq x \leq 1,
\end{equation}
which defines a 1-periodic function $\tilde{q}$ with $\mu_n(\tilde{q}) = T^2 \mu_n(q)$.

(2) In the proof we also invoke the following results of Craig [C]. Let $Q(x)$ be a bounded continuous real function, $t \in \mathbb{R}$. Consider the Schrödinger operator
\begin{equation}
[H_y]y(x) = -y''(x) + Q(x)y(x), \quad x \in \mathbb{R}.
\end{equation}
Let $S$ be the spectrum of $H$. Assume that

$$S = \{E_{n} \leq \infty \} \setminus \bigcup_{n \geq 1} (E_{n}^{-}, E_{n}^{+}),$$

where the gaps $G_{n} := (E_{n}^{-}, E_{n}^{+})$ obey

$$\sum_{n} \gamma_{n} < \infty, \quad \sum_{i,n: i \neq n} 2^{1/2} \gamma_{i,n}^{1/2} < \infty,$$

$$\gamma_{n} := |G_{n}|, \quad \eta_{i,n} := \text{dist}(G_{i}, G_{n}).$$

Finally, assume that $H$ is reflectionless, see Remark 8.11. Then,

$$Q(t) = \sum_{n} E_{n}^{+} + E_{n}^{-} - 2\mu_{n}(t),$$

where the functions $\mu_{n}(t)$ obey the differential equation

$$\dot{\mu}_{n} = \Phi_{n}(\mu) = \sigma(\mu_{n}) \sqrt{4(E_{n} - \mu_{n})(E_{n}^{-} - \mu_{n})(E_{n}^{+} - \mu_{n}) \prod_{i \neq n} (E_{i}^{-} - \mu_{n})(E_{i}^{+} - \mu_{n})/(\mu_{i} - \mu_{n})^{2}},$$

$$\sigma_{n} \in \{+, -\} \quad \text{and} \quad \mu_{n}(t) \in [E_{n}^{-}, E_{n}^{+}].$$

The ODE (9.19) is defined on the manifold $C$ just as for the Hill operator.

(3) In the proof of Theorem I we invoke Theorem $I$. This gives the uniform exponential estimates on the Fourier coefficients which are crucial for the derivation of Theorem I. It is easy to see that the estimates known in the setting of a general Hill equation with analytic potential are ineffective as the period $T$ grows to $\infty$.

Proof of Theorem I. Let $V$ be as in Theorem I. We use Proposition 8.24, see also Remark 8.15. Take an arbitrary $\theta^{(0)} = (\theta_{n}^{(0)}) \in M$ and set

$$Q(t) = Q(t; \theta^{(0)}) = \sum_{n} E_{n}^{+} + E_{n}^{-} - 2\mu_{n}(\theta_{n}^{(0)}(t)),

Q^{(r)}(t, \gamma^{(r)}) = Q^{(r)}(t; \theta^{(0)}, \gamma^{(r)}) = \sum_{n} E_{n}^{r,+} + E_{n}^{r,-} - 2\mu_{n}^{(r)}(\theta_{n}^{(0)}(t; \gamma^{(r)})).$$

Due to the McKean-van Moerbeke-Trubowitz trace formula, $Q^{(r)}(t, \gamma^{(r)})$ is a periodic function with the same period as $V^{(r)}$ and with the same spectrum, that is, $Q \in \mathcal{S}(V^{(r)})$; see Theorem $I$. By Theorem $I$ we have

$$Q^{(r)}(t, \gamma^{(r)}) = \sum_{n \in \mathbb{Z}^{r}} d^{(r)}(n, \gamma^{(r)}) e^{2\pi i n \omega^{(r)}}, \quad t \in \mathbb{R},

|d^{(r)}(n, \gamma^{(r)})| \leq \sqrt{2 \pi} \exp \left(-\frac{K_{0}}{2} |n| \right), \quad n \in \mathbb{Z}^{r} \setminus \{0\}.$$

Using Lemmas 8.17 and 8.19 and (8.13), we obtain

$$\sum_{n} |E_{n}^{+} + E_{n}^{-} - E_{n}^{r,+} + E_{n}^{r,-}| = \sum_{n \leq N} |E_{n}^{+} + E_{n}^{-} - E_{n}^{r,+} + E_{n}^{r,-}| + \sum_{n > N} |E_{n}^{+} + E_{n}^{-} - E_{n}^{r,+} + E_{n}^{r,-}|

\leq CN(\lambda) + C \sum_{n > N} \exp(-n^{\sigma_{n}(\lambda, r)}).$$

Combining Proposition 8.24 with (9.22), we conclude that

$$\lim_{r \to \infty} \max_{0 \leq t \leq T} |Q(t) - Q^{(r)}(t, \gamma^{(r)})| = 0$$

for any $T$. Due to Lemma 9.2

$$d(n) = \lim_{r \to \infty} d^{(r)}(n, \gamma^{(r)})$$
exists for every \( n \in \mathbb{Z}' \). Moreover,
\[
Q(t) = \sum_{n \in \mathbb{Z}'} d(n)e^{2\pi itn\omega}, \quad t \in \mathbb{R},
\]
(9.25)
\[
|d(n)| \leq \varepsilon^{1/2} \exp \left( -\frac{\kappa_0}{2} |n| \right), \quad n \in \mathbb{Z}'.
\]
Using the notation in Theorem I, this shows that \( Q \in \mathcal{P}(\omega, \varepsilon^{1/2}, \kappa_0/2) \).

Set
\[
\dot{Q}^{(r)}(t) = \sum_{n \in \mathbb{Z}'} d^{(r)}(n, \gamma^{(r)})e^{2\pi itn\omega}, \quad t \in \mathbb{R},
\]
(9.26)
\[
[H_Q y](t) = -y''(t) + Q(t)y(t),
\]
\[
[\dot{H}_Q^{(r)} y](t) = -y''(t) + \dot{Q}^{(r)}(t)y(t),
\]
\[
[H_Q^{(r)} y](t) = -y''(t) + Q^{(r)}(t, \gamma^{(r)})y(t).
\]

Let \( S_Q, \tilde{S}_Q^{(r)} \) and \( S_Q^{(r)} \) be the spectrum of \( H_Q, \dot{H}_Q^{(r)} \) and \( H_Q^{(r)} \), respectively. Clearly,
\[
\sup_t |\dot{Q}^{(r)}(t) - Q(t)| \to 0 \quad \text{as } r \to \infty.
\]
(9.27)

Fix some compact interval \( I \). By (9.27), it follows that
\[
d(S_Q \cap I, \tilde{S}_Q^{(r)} \cap I) \to 0 \quad \text{as } r \to \infty,
\]
(9.28)
where \( d \) again stands for the Hausdorff distance between the sets. Moreover, by Theorem 7.1,
\[
d(S_Q^{(r)} \cap I, \tilde{S}_Q^{(r)} \cap I) \leq C|\omega - \tilde{\omega}^{(r)}|^{1/2} \to 0 \quad \text{as } r \to \infty.
\]
(9.29)
Thus,
\[
d(S_Q \cap I, S_Q^{(r)} \cap I) \to 0 \quad \text{as } r \to \infty.
\]
(9.30)
for any fixed compact interval \( I \).

Recall that \( S_Q^{(r)} = [E^{(r)}(0), \infty) \setminus \bigcup (E_n^{(r)}, E_n^{(r)}+\kappa) \). Due to Lemma 8.17, \( |E_n^{(r)} - E_n^{(r)}+\kappa| < \lambda'_r \) for any \( 1 \leq n \leq N \), any \( N \), provided \( r \geq r(N) \). Here,
\[
S = [E^{(r)}(0), \infty) \setminus \bigcup_{n \geq 1} (E_n^{(r)}, E_n^{(r)}+\kappa)
\]
is the spectrum for \( V \) as in Proposition 8.21. Due to Lemma 8.20, \( |E^{(r)}(r) - E^{(r)}(r)| \leq \lambda'_r \to 0 \) as \( r \to \infty \). So,
\[
d(S \cap I, S_Q^{(r)} \cap I) \to 0 \quad \text{as } r \to \infty.
\]
(9.31)
for any fixed compact interval \( I \). This implies
\[
S_Q = S,
\]
(9.32)
that is, \( Q \) is isospectral with \( V \). Thus, we have defined a map \( \Phi \), given by
\[
M \ni \theta^{(0)} \mapsto \Phi(\theta^{(0)}) := Q(t, \theta^{(0)}):= \sum_n E_n^{(r)} + E_n^{(r)} - 2\mu_n(\theta^{(0)}(t)) \in \mathcal{S}\mathcal{O}(V) \cap \mathcal{P}(\omega, \sqrt{2}\epsilon, \kappa_0/2).
\]
(9.33)
Let us verify that this map is injective. Let \( Q(t, \theta^{(0)}) = Q(t, \theta^{(1)}), \theta^{(0)} = (\theta_n^{(0)})_n, \theta^{(1)} = (\theta_n^{(1)})_n. \) Let
\( Q^{(r)}(t; \theta^{(0)}, \gamma^{(r)}), Q^{(r)}(t; \theta^{(1)}, \gamma^{(r)}) \) be defined as in (9.20) with arbitrarily chosen \( \gamma^{(r)} \). Due to (9.21) we have
\[
Q^{(r)}(t; \theta^{(0)}, \gamma^{(r)}) = \sum_{n \in \mathbb{Z}'} d^{(r)}(n, \gamma^{(r)})e^{2\pi itn\omega^{(r)}}, \quad t \in \mathbb{R},
\]
(9.34)
\[
|d^{(r)}(n, \gamma^{(r)})| \leq \sqrt{2}\epsilon \exp \left( -\frac{\kappa_0}{2} |n| \right), \quad n \in \mathbb{Z} \setminus \{0\},
\]
Recall that
\[ Q(t, \theta^{(j)}) = \sum_{n \in \mathbb{Z}} d^{(j)}(n)e^{2\pi i t n}, \]
where
\[ Q(t, \theta^{(j)}) = \sum_{n \in \mathbb{Z}} d^{(j)}(n)e^{2\pi i t n}, \]
j = 0, 1; see (9.25). Since \( Q(t, \theta^{(0)}) = Q(t, \theta^{(1)}) \), we conclude that \( d^{(0)}(n) = d^{(1)}(n) \) for any \( n \in \mathbb{Z} \). Thus,
\[ \lim_{t \to \infty} |d^{(r,0)}(n, \gamma^{(r)}) - d^{(r,1)}(n, \gamma^{(r)})| = 0. \]

Combining (9.34) with (9.37), we conclude that
\[ \lim_{t \to \infty} |Q^{(r)}(t, \theta^{(0)} \gamma^{(r)}) - Q^{(r)}(t, \theta^{(1)} \gamma^{(r)})| = 0. \]

Recall that \( \mu_n^{(k)}(\theta^{(k)}) \) is a Dirichlet eigenvalue for the Hill equation with potential \( Q^{(r)}(t, \theta^{(k)} \gamma^{(r)}) \). Due to (9.15),
\[ |\mu_n^{(r)}(\theta^{(0)}) - \mu_n^{(r)}(\theta^{(1)})| \leq \sup_{t \in \mathbb{R}} |Q^{(r)}(t, \theta^{(0)} \gamma^{(r)}) - Q^{(r)}(t, \theta^{(1)} \gamma^{(r)})|. \]

Recall that
\[ \mu_n^{(r)}(\theta) = E_n^{+} + (E_n^{+} - E_n^{-}) \sin^2\left(\frac{\theta}{\xi_n}\right), \quad \xi_n = \exp(-n^{\gamma(a_0,b_0,e_0,\nu)/2}), \]
see (8.14). Recall also that \( 0 \leq \theta^{(k)} \leq \pi \xi_n/2 \). So,
\[ |\mu_n^{(r)}(\theta^{(0)}) - \mu_n^{(r)}(\theta^{(1)})| \leq (E_n^{+} - E_n^{-}) \left(\frac{\theta^{(0)}}{\xi_n} - \frac{\theta^{(1)}}{\xi_n}\right) \]
\[ \geq c(E_n^{+} - E_n^{-})|\theta^{(0)} - \theta^{(1)}|, \]
\[ c = c(r, \theta^{(0)}, \theta^{(1)}). \]

Once again,
\[ \lim_{t \to \infty} (E_n^{+} - E_n^{-}) = E_n^{+} - E_n^{-} > 0. \]

Combining (9.41) with (9.39), (9.38), and (9.42), we conclude that \( \theta_n^{(0)} = \theta_n^{(1)} \).

Let \( Q(x) \) be a bounded continuous real function, \( x \in \mathbb{R} \). Consider the Schrödinger operator
\[ [HQ]y(x) = -y''(x) + Q(x)y(x), \quad x \in \mathbb{R}. \]

Let \( \delta_Q \) be the spectrum of \( HQ \). Assume that \( \delta_Q = \mathbb{S} \) and that \( HQ \) is reflectionless. Recall that due to (8.22)–(8.24), we have
\[ \gamma_n \lesssim \exp(-n^2), \quad n \geq 1, \quad \gamma_n < n^4, \quad i < n. \]
This implies the conditions (9.17) in Remark 9.3. So,
\[ Q(t) = \sum_n E_n^{+} + E_n^{-} - 2\mu_n(t), \]
where the functions \( \mu_n(t) \) obey the differential equation
\[ \dot{\mu}_n = \Phi_n(\mu) = \sigma(\mu_n) \sqrt{4(E - \mu_n)(E_n^{+} - \mu_n)(E_n^{-} - \mu_n) \prod_{i \neq n} \frac{(E_i^{+} - \mu_n)(E_i^{-} - \mu_n)}{(\mu_i - \mu_n)^2}} \]
and \( \mu_n(t) \in [E_n^{-}, E_n^{+}] \). Due to Lemma (8.23), \( \mu(t) = \mu(\theta(t)) \) with
\[ \dot{\theta} = \Psi(\theta). \]
Here $\mu_n(\theta_n)$ is the same as above. Just as above we derive that
\begin{equation}
Q(t) = \sum_{n \in \mathbb{Z}^r} d(n)e^{2\pi in\nu}, \quad t \in \mathbb{R},
\end{equation}
\begin{equation}
|d(n)| \leq \sqrt{2\varepsilon} \exp \left(-\frac{\kappa_0}{2}|n|\right), \quad n \in \mathbb{Z}^r;
\end{equation}
see the derivation of (9.23).

Let $Q \in \mathfrak{S}(V) \cap \mathcal{P}(\omega, \sqrt{2\varepsilon}, \kappa_0/2)$. We assume that $\varepsilon_0$ (and hence $\sqrt{2\varepsilon}$) is small enough so that the existing theory implies that the spectrum of $H_Q$ is purely absolutely continuous, see [DG1, E]. In particular $H_Q$ is reflectionless; compare [R1]. Since we also have by assumption that $S_Q = S$, it follows from the arguments above that $Q = \Phi(\theta(0))$ for some $\theta(0) \in \mathcal{M}$.

Thus, $\Phi$ is a bijection from $\mathcal{M}$ onto the $Q \in \mathfrak{S}(V) \cap \mathcal{P}(\omega, \sqrt{2\varepsilon}, \kappa_0/2)$, as claimed in Theorem 1. Finally, let us verify that $\Phi$ is a homeomorphism.

Let $\theta(0), \theta(1) \in \mathcal{M}$. Let $\theta(j)(t)$ be the $\Psi$-trajectory originating at $\theta = \theta(j)$, $j = 0, 1$. Then due to Proposition 8.13 for any $T$, we have
\begin{equation}
\max_{0 \leq t \leq T} d(\theta(0)(t), \theta(1)(t)) \leq A(4K)^{BT} d(\theta(0), \theta(1)),
\end{equation}
where $A, B, K$ depend on $a_0, b_0, \kappa_0, \nu$. Let
\begin{equation}
Q(t, \theta(j)) := \sum_n E^+_n + E^-_n - 2\mu_n(\theta(j)(t)), \quad j = 0, 1.
\end{equation}
Then,
\begin{equation}
|Q(t, \theta(0)) - Q(t, \theta(1))| \leq \sum_n 2|\mu_n(\theta(0)(t)) - \mu_n(\theta(1)(t))|
\leq C \sum_n \frac{E^+_n - E^-_n}{\xi_n}|\theta(0)(t) - \theta(1)(t)|
\leq C(a_0, b_0, \kappa_0, \nu) d(\theta(0)(t), \theta(1)(t)).
\end{equation}
Combining this with (9.49) we obtain
\begin{equation}
\max_{0 \leq t \leq T} |Q(t, \theta(0)) - Q(t, \theta(1))| \leq A_1(4K)^{BT} d(\theta(0), \theta(1)) := \delta_T(\theta(0), \theta(1)).
\end{equation}
We have
\begin{equation}
Q^{(j)}(t) = \sum_{n \in \mathbb{Z}^r} g^{(j)}(n)e^{2\pi in\nu}, \quad t \in \mathbb{R},
\end{equation}
\begin{equation}
|g^{(j)}(n)| \leq \varepsilon^{1/2} \exp \left(-\frac{\kappa_0}{2}|n|\right), \quad n \in \mathbb{Z}^r, \quad j = 0, 1.
\end{equation}
Let $\beta_0 := (2b_0)^{-1}$. Due to Lemma 9.11 for $|n| \leq T^{\beta_0}$, we have
\begin{equation}
|g^{(0)}(n) - g^{(1)}(n)| \leq \delta_T(\theta(0), \theta(1)) + \frac{C(a_0, b_0, \kappa_0, \nu)}{T^{1/2}} + C(\kappa_0, \nu) \exp \left(-\frac{\kappa_0}{2}T^{\beta_0}\right).
\end{equation}
Therefore,

\[
\begin{align*}
\sum_{n \in \mathbb{Z}^d} |g^{(0)}(n) - g^{(1)}(n)| &= \sum_{|n| \leq T^{-1}\delta_0} |g^{(0)}(n) - g^{(1)}(n)| + \sum_{|n| > T^{-1}\delta_0} |g^{(0)}(n) - g^{(1)}(n)| \\
&\leq C(\nu) T^{\nu/30} \left[ \delta_T(\theta^{(0)}, \theta^{(1)}) + \frac{C(a_0, b_0, \kappa_0, \nu)}{T^{1/2}} + C(\kappa_0, \nu) \exp \left(-\frac{\kappa_0}{2} T^{\nu/30}\right) \right] \\
&\quad + \sum_{|n| > T^{-1}\delta_0} (|g^{(0)}(n)| + |g^{(1)}(n)|) \\
&\leq A_1(4K_1)^{BT} d(\theta^{(0)}, \theta^{(1)}) + \frac{C_1(a_0, b_0, \kappa_0, \nu)}{T^{1/4}}.
\end{align*}
\]

It follows from (9.55) that the map $\Phi : (\mathcal{M}, d) \to (\mathfrak{S}(V) \cap \mathcal{P}(\omega, \sqrt{2\varepsilon}, \kappa_0/2), d)$ is continuous. Since $(\mathcal{M}, d)$ is compact and $\Phi$ is injective, the inverse is also continuous. \qed
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