Abstract

This document describes the details and the motivation behind a new dataset we collected for the semi-supervised recognition challenge [3] at the FGVC7 workshop at CVPR 2020. The dataset contains 1000 species of birds sampled from the iNat-2018 dataset for a total of nearly 150k images. From this collection, we sample a subset of classes and their labels, while adding the images from the remaining classes to the unlabeled set of images. The presence of out-of-domain data (novel classes), high class-imbalance, and fine-grained similarity between classes poses significant challenges for existing semi-supervised recognition techniques in the literature. The dataset is available here: https://github.com/cvl-umass/semi-inat-2020.

1. Introduction

Recent progress on semi-supervised learning (SSL) for visual recognition ([7, 10, 15, 16, 18, 20, 22–24]) has been hindered by the lack of realistic benchmarks. Datasets such as SVHN [17], CIFAR [14], STL10 [11], and ImageNet [19] that are predominantly used for evaluation suffer from two main shortcomings. First, these datasets are curated and do not contain significant class imbalance and novel classes that one might see in sparsely labeled datasets observed in real-world applications. Second, the effect of transfer learning is rarely investigated. Models are either trained from scratch, or the effect of transfer from ImageNet pre-trained models is limited due to the low-resolution or simplicity of the target domain (CIFAR, SVHN, STL10). In practice, transfer learning is highly effective, especially when transferring to related domains and when learning from a few labels. Thus practical semi-supervised learning should incorporate its benefits.

Motivated by these shortcomings, we collected a new benchmark called Semi-Aves for SSL. The dataset and the challenge was hosted on Kaggle as part of the FGVC7 workshop [5] at CVPR 2020 [3]. Participants were allowed to use ImageNet-1k pretrained models, but not those trained on the iNaturalist dataset [21]. We next outline the dataset, baselines, and summarize the challenge results.

2. The Semi-Aves Recognition Dataset

We first selected 1000 Aves (birds) species from 1258 Aves taxa included in the iNat-2018 challenge [2]. From the 1000 species, we selected 200 species as in-class and 800 species as out-of-class categories. This allows us to construct unlabeled data with novel classes, as illustrated in Fig. 1. The images were obtained from iNaturalist website [1] that were uploaded after February 2020, which ensures that there is no overlap with the previous iNat challenge datasets. However, there is a significant class overlap.

For in-class categories, we selected 3,959 images as labeled data ($L_{in}$) and the remaining 26,640 images as in-class unlabeled data ($U_{in}$). We ensure that each class has at least 5 labeled images. However, due to the natural class imbalance in the original data the ratio of labeled and unlabeled images varies across categories. The out-of-class unlabeled data ($U_{out}$) are from the remaining 800 bird species.

The entire collection of in-class and out-of-class unlabeled data could be viewed as unlabeled data in the presence of novel classes. This introduces a domain shift in the labeled and unlabeled set rarely seen in previous benchmarks. Note that we provided the ground-truth labels for in-class or out-of-class for each unlabeled image for the challenge.

Each class has 23 to 250 images and has 122,208 images in total. The validation and test sets have a uniform distribution across categories with 10 and 40 images per class. Half of the test set are used for the public leaderboard and
the rest are used to decide the final ranking. The summary of the dataset splits are shown in Tab. 2 and the distribution of the images are shown in Fig. 2.

| Split       | Details            | Classes | Images     |
|-------------|--------------------|---------|------------|
| Train       | Labeled            | 200     | 3,959      |
| Train       | Unlabeled, in-class| 200     | 26,640     |
| Train       | Unlabeled, out-of-class| 800 | 122,208     |
| Val         | Labeled            | 200     | 2,000      |
| Test        | Public             | 200     | 4,000      |
| Test        | Private            | 200     | 4,000      |

Table 1. Statistics of the Semi-Aves dataset.

3. Baselines

We use ResNet-50 [13] models trained on various subsets of the data as our baselines, as shown in Tab. 3. We use an image resolution of $224 \times 224$ — though higher resolutions improve performance, the trends are similar. The baseline model is obtained by training the model using the cross-entropy loss on the labeled portion of the data only. The model initialized from ImageNet works significantly better than one trained from scratch (14.2% → 43.3% Top-1 performance). An oracle performance is obtained by training the same model on the entire labeled data. Though the performance from scratch improves to 60.0%, the transfer learning is still better at 69.0%. The gap between the performance suggests that there is a large room for improvement even with a transfer learning baseline.

4. Kaggle leaderboard

We hosted the competition on Kaggle from March to May in 2020. Among the 31 participants, the top team achieves 90.1% Top1 accuracy on the test set. The winners were asked to present their findings and here we summarize some common trends among the winning methods. First, most of the teams found pseudo-labeling on in-class unlabeled data to be the most effective. State-of-the-art methods such as MixMatch [8] or FixMatch [20] were not widely used, or were reported to not provide significant improvement. Most teams found that there is less benefit from using out-of-class unlabeled data, while one team reported using clustering labels for pre-training is better than only using ImageNet pre-trained model [12]. This was surprising to us as the out-of-class data is similar in domain. Overall, general tricks for image classification such as extensive data augmentation and ensembles were most useful.

5. Conclusion

We have collected a Semi-Aves dataset for evaluating semi-supervised learning in a realistic setting. Comparing to the existing SSL benchmarks, our datasets have distribution mismatch of unlabeled and labeled data, significant class-imbalance, and fine-grained categories. A detailed analysis of existing SSL methods and the impact of transfer learning will be described in a forthcoming paper. We are also in the process of organizing the second semi-supervised recognition challenge [4] at the FGVC8 workshop [6] at CVPR 2021.
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