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Abstract—This paper describes a method of estimating the traversability of plant parts covering a path and navigating through them in greenhouses for agricultural mobile robots. Conventional mobile robots rely on scene recognition methods that consider only the presence of objects. Those methods, therefore, cannot recognize paths covered by flexible plants as traversable. In this paper, we present a novel framework of the scene recognition based on image-based semantic segmentation for robot navigation that takes into account the traversable plants covering the paths. In addition, for easily creating training data of the traversability estimation model, we propose a method of generating labels of traversable regions in the images, which we call traversability masks, based on the robot’s traversal experience during the data acquisition phase. It is often difficult for humans to distinguish the traversable plant parts on the images. Our method enables consistent and automatic labeling of those image regions based on the fact of the traversals. We conducted a real-world experiment and confirmed that the robot with the proposed recognition method successfully navigated in plant-rich environments.

I. INTRODUCTION

Robot technologies are attracting attention as a means of improving the product efficiency and reducing the labor burden in agricultural industry, where the aging population of the labors and harsh working environments are severe problems. The mobile robot technologies in general have come nearly to the level of practical realization and commercialization in some situations. For example, self-driving cars are already being tested in public areas [1] [2]. Another example is the service robots operating in public places such as airports and stores [3] [4]. Those applications mainly target well-structured environments such as urban areas and the inside of buildings. In plant-rich environments such as agricultural fields, however, it is more difficult for robots to autonomously navigate themselves than in structured environments due to the uncertainty that stems from the presence of plants and the difference of the individuals of the plants etc. Furthermore, the paths are possibly covered by plant parts such as branches and leaves, which, though, can be driven through by the robots. Most of conventional mobile robots only consider the presence of objects and do not consider such traversable objects.

In this paper, we present a novel framework of the scene recognition and robot navigation that takes into account the traversable plants covering the paths. We introduce a deep neural network (DNN) architecture consisting of Semantic Segmentation Module (SSM) for pixel-wise object label assignment and Traversability Estimation Module (TEM) for estimating how likely that each pixel can be traversed by robots. SSM is trained by an unsupervised domain adaptation method proposed by the authors [5], without a manually labeled greenhouse dataset. TEM is then trained using the features from SSM as inputs and binary labels that indicates the regions traversed by the robot, coined traversability masks. The traversability masks are automatically generated based on the traversal experience of the robot during the data acquisition. The overall network is therefore trained without manual annotation of the training images. Since the traversability masks are generated based on actual traverses of the robot, there may exist unlabeled traversable regions in the images. Directly treating the labeled part as positive and the rest as negative is inappropriate. Therefore, along with the labeling method, we introduce a positive-unlabeled (PU) learning-based model in order to take full advantage of the information given by the traversability masks.

The contributions of this paper are as follows:

1) A method of automatically labeling traversable regions in the images based on robots’ experience of traversals.
2) A method of learning features of traversable plants by
fully exploiting the sparse labels of traversable regions in the images based on PU learning.

3) Real-world experiment of robot operation with the proposed recognition method.

II. RELATED WORK

A. Traversability estimation

Traversability estimation is a crucial task in robot navigation. Traditional methods solely rely on geometric structure of the environments such as presence of rigid obstacles and slopes. In unstructured outdoor scenes, many studies have focused on estimating the traversability of unpaved terrains by analyzing the structure of the environments. A major approach is to train the traversability within the measurement range of stereo cameras using geometric and image features, and propagate the learned traversability to farther areas based on only image features [6, 7, 8].

Using information of robot’s traversal is a preferred approach for identifying traversable regions in recent studies. Barnes et al. [9] used trajectories of an autonomous car for automatically labeling images for semantic segmentation. Similarly, Wellhausen et al. [10] proposed to use footprints of a legged robot to label images and showed that sufficient performance can be achieved even with such sparse labels. Some studies consider the traversability of objects as an affordance depending on both the environment and the robots. Kim et al. [11] trained a classifier with simple hand-designed features by exploiting a robot’s experience of successful and unsuccessful traversals acquired by its interaction with objects. Ugur et al. [12, 13] sought to make a robot learn objects’ affordance of traversability depending on their shapes and the robot’s experience. Our method shares with those methods a similar idea to use a robot’s experience of traversals. Unlike those methods, our method targets plants hanging over and does not limit the object shapes to primitive ones such as spheres, rectangles, and ground surfaces. In addition, by exploiting deep features and a convolutional neural network, our method provides better generalization than those based on simpler classifiers. Specifically, we exploit the image features trained on a semantic segmentation task, which are expected to be informative for traversability estimation as the object class is a part of necessary information of objects’ traversability.

B. Agricultural mobile robots

Many of currently used agricultural robots move on rails or heating pipes equipped on the paths [14, 15]. Robotic systems with such locomotion are able to move stably, but limits the area of operation. More flexible robot operation is beneficial as it can broaden the field of tasks that the robots can automate and thus reduce workers’ burden.

In outdoor, precise localization by GNSS is adopted in various works [16, 17]. In indoor fields such as greenhouses, however, such technology is not available due to noise imposed by surrounding obstacles. Therefore, a popular approach is to localize itself and recognizing a traversable path using sensors equipped on the robot. The sensors used in path recognition include ultrasonic sensors [18, 19], LIDARs [20, 21] and monocular / stereo cameras [22, 23].

In one of pioneering work by Mandow et al. [18], it has been reported that while they succeeded to autonomously operate a mobile robot using an ultrasonic sensor, some failure cases observed where the robot recognized plant parts overhanging the path as obstacles and stopped the navigation. To the best of our knowledge, the problem of recognizing traversable plant parts covering the paths has not been explicitly addressed.

C. Semantic segmentation

Semantic segmentation is a task to assign an object class to each pixel of an image. Long et al. [24] first proposed to convert classification networks into fully convolutional network to produce a probability map for each pixel. Based on ResNet proposed by He et al. [25] as a backbone network, very deep networks have been shown to achieve high accuracy [26, 27]. While it is proven to be effective to stack layers in depth to get a high accuracy, those models impose high computational cost. For real-time visual tasks, computationally efficient architectures have also been studied, targeting the applications such as robotics and autonomous driving systems [28, 29, 30]. Recent approaches further improved the accuracy while maintaining the efficiency by introducing more efficient convolution approaches such as factorized convolution [31], depth-wise separable convolution [32], efficient spatial pyramid [33, 34] etc.

In our previous work, we have shown that a semantic segmentation network for greenhouses can be trained without requiring hand-labeled images, by utilizing multiple publicly available datasets of urban scenes and employing an unsupervised domain adaptation (UDA) method [5].

D. PU learning

PU (positive and unlabeled) learning is a problem where part of the data is labeled as positive, and the rest is unlabeled and could be either positive or negative. Unlike the setting where positive and negative data are assumed, PU setting cannot be solved by just applying a simple classification of positive and unlabeled data since the unlabeled data include positive ones. Elkan and Noto [35] showed that it is possible to estimate the label probabilities by modeling the probability that given samples are labeled. As a practical application, Yang et al. [36] applied PU learning framework in object detection task where some of objects are not labeled.

III. PROPOSED METHOD

Fig. 2 shows the overview of the proposed framework. We employ two network modules for the scene recognition: Semantic Segmentation Module (SSM) for semantic segmentation, and Traversability Estimation Module (TEM) for traversability estimation. SSM is trained by an unsupervised domain adaptation method. For the training of TEM, we generate traversability masks based on the robot’s traversal experience. The network is then trained with the generated traversability masks (Fig. 2(a)). Utilizing the trained network,
we build semantic local 3D map that indicates the traversability of the regions around the robot and the navigation is operated based on the map (Fig. 2(b)).

A. Traversability mask

Traversability masks are label data that indicate the image regions traversed by the robot during the data acquisition phase. Using the traversability masks, we automatically label the regions of images dominated by traversable plant parts to train a network so that it can distinguish traversable and non-traversable plants based on the robot’s experience.

We first acquire RGB-D data by manually operating a robot inside the target greenhouse moving through the plants. We then build a 3D voxel map using RTAB-Map [37] from the RGB-D data. After that, by utilizing the robot’s path estimated in the mapping process, the voxels traversed by the robot are labeled. Finally, traversability masks are generated by projecting the traversability labels of the voxels on an image plane from each sensor pose on the map.

Examples of the traversability masks are shown in Fig. 3. One may notice that while much of traversable plant parts such as leaves and branches are labeled, there is also quite a lot of unlabeled regions of traversable plants. This is because the traversability masks are based on the limited number of traverses during the data acquisition phase. This nature of the traversability masks makes it inappropriate to simply treat them as positive and negative examples. Therefore we introduce a PU learning-based training described in III-B.2.

B. Network architecture

In this section, we describe a novel network architecture for pixel-wise traversability estimation and semantic segmentation. The network architecture is shown in Fig. 4. The network consists of Semantic Segmentation Module (SSM) for pixel-wise object label assignment and Traversability Estimation Module (TEM) for estimating how likely that each pixel can be traversed by robots. SSM is first trained individually. TEM is then trained with intermediate features of SSM as inputs and traversability masks as training labels. The reason for not training them simultaneously is to avoid overfitting of the entire network to the traversability masks.

1) Semantic Segmentation Module: Semantic Segmentation Module (SSM) is responsible for pixel-wise general object classification. Here we use 3 general object classes: Plants, artificial objects, and the ground. For training SSM, we introduce a training method in our previous work [5]. In
the method, we employ multiple publicly available datasets with pixel-wise labels (source datasets) and an unlabeled greenhouse dataset (target dataset). First, segmentation models are trained with each source dataset. Images from the target dataset are then fed into the models, and corresponding outputs are yielded. If a pixel is assigned the same object label from all the source models, the label is treated as a pseudo-label of the pixel. For training a model with the pseudo-labels, we adopt a method of adaptively weighting a loss value on each pixel based on the uncertainty of estimation on each pixel and weight the loss values based on the uncertainty.

2) Traversability Estimation Module: Traversability Estimation Module (TEM) estimates the probabilities that the pixels are traversable. In the training of TEM with the traversability masks, we introduce the PU (positive and unlabeled) learning framework. Elkan and Noto [35] state that under the “selected completely at random” assumption meaning that the labels are given completely at random, PU learning can be solved by modeling a classifier \( g(x) \) such that \( g(x) = p(s = 1|x) \), where \( x \) denotes an input data, \( s \) denotes a random variable indicating that data \( x \) is labeled if \( s = 1 \). The equation can then be transformed as follows, given the “selected completely at random” assumption, i.e.,

\[
g(x) = p(s = 1|x) = p(y = 1 \land s = 1|x) = p(y = 1|x)p(s = 1|y = 1,x) = p(y = 1|x)p(s = 1|y = 1). \tag{1}
\]

Therefore, the traversable probability of a pixel \( p(y = 1|x) \) can be calculated as follows:

\[
p(y = 1|x) = \frac{g(x)}{c}, \tag{2}
\]

where \( c = p(s = 1|y = 1) \) which denotes the conditional probability that a positive data is labeled. \( c \) is approximated by feeding the training data to the estimated \( g(x) \) and average the probabilities of the labeled features, i.e.,

\[
c = p(s = 1|y = 1) \approx \frac{1}{n} \sum_{x \in P} g(x), \tag{3}
\]

where \( P \) denotes a set of all labeled pixels in the training dataset.

In TEM, we first model the label probability \( g(x) = p(s = 1|x) \) by a convolution and a sigmoid activation. The output is then divided by \( c \) calculated by eq. (3) to produce \( p(y = 1|x) \). The feature map from the SSM is fed in TEM. The size of the feature map is \( (B,C,H,W) \) where \( B \) denotes the batch size, \( C \) denotes the channel size, \( H \) and \( C \) denote the height and the width, respectively. Here we consider a vector of size \( C \) as an input \( x \) for the corresponding pixel. 3 \( \times \) 3 convolution is applied to the features, followed by a sigmoid function to scale the output in the range of \([0, 1]\). We use 3 \( \times \) 3 convolution instead of 1 \( \times \) 1 convolution to take information of adjacent pixels into consideration in the estimation.

Note that the “selected completely at random” assumption does not strictly hold in our task. In practice, however, we confirm that this formulation is effective to estimate pixel-wise traversability.

C. 3D semantic voxel map

Using the results of the recognition explained in section II-B we build 3D semantic voxel map around the robot. At first, an RGB image acquired from the RGB-D sensor is passed to the segmentation network. The outputs from SSM and TEM are then fused with the depth image and mapped into the 3D space. To build a semantic voxel map, the 3D space around the robot is separated into voxels with a side of 0.1 [m], and each object point and probability point are assigned to a corresponding voxel. For the object class information, a histogram of the object classes is constructed in each voxel. For the traversability information, the traversability values of the points within a voxel are averaged and treated as an observation of the voxel.

Those observations are fused by Bayesian update. The observation of the object class is fused by the following equation:

\[
P(l|z_o) = \eta P(z_o|l)P(l), \tag{4}
\]

where \( l \) denotes an object label, \( z_o \) denotes an observation, which is an object class with highest frequency within the voxel. \( \eta \) is a normalization term and \( P(l) \) is the prior of label \( l \). \( P(z_o|l) \) is the likelihood of label \( l \) with observation \( z_o \), and defined as follows:

\[
P(z_o|l) = \begin{cases} L_{correct}, & \text{if } z_o = l \\ (1 - L_{correct})/N_l, & \text{otherwise} \end{cases} \tag{5}
\]

\( L_{correct} \) indicates how likely that \( l \), which is the label currently assigned to the voxel, matches with the new observation \( z_o \). In our experiment, we fix \( L_{correct} \) to 0.7. \( N_l \) denotes the number of object classes. The object class with the highest probability is assigned to the voxel as its label.

Similarly, the observation of traversability is fused by the following equation:

\[
P(\tau|z) = \eta P(z|\tau)P(\tau), \tag{6}
\]
TABLE I: Greenhouse datasets used in the training. The type of each set is shown in the brackets.

| Train  | Test     | Date              |
|--------|----------|-------------------|
| A      | 6684 (unlabeled) | May 25, 2018     |
| B      | 899 (w/trav. masks) | July 12, 2019   |

where \( \tau \in \{0, 1\} \) denotes an event that the voxel is traversable (1) or not traversable (0). The likelihood \( P(z_t|\tau) \) is calculated from the estimation of TEM and the traversability masks.

After the integration of observed points to the semantic voxel map, obstacle point cloud is generated by treating the voxels with “plant” class and the traversability higher than the threshold as free spaces and the others as obstacles. By feeding the obstacle point cloud to a conventional navigation module, the navigation in plant-rich environments is realized. For mitigating the degradation of the speed as the number of voxels increases, the voxels where no point has been observed for a certain number of consecutive frames are removed from the map. In the experiment below, the number of frames is set to 10.

IV. EXPERIMENTS

A. Evaluation of TEM

1) Used datasets: For the training of SSM by the UDA method, we used three source datasets: CamVid [39], Cityscapes [40], and Freiburg Forest [41], for generating pseudo-labels. As target data, we used 6684 unlabeled greenhouse images from Greenhouse A dataset, taken in a greenhouse growing tomatoes.

For the training of TEM, we used 899 pairs of an RGB image and the corresponding traversability mask from Greenhouse B dataset, taken in the same greenhouse as Greenhouse A on a different date. Greenhouse A and B have a different appearance due to a different level of growth of the plants. For the evaluation, we manually gave true labels of traversable regions on 33 images from Greenhouse A. Overview of the greenhouse datasets is shown in Table I.

2) Training conditions and hyperparameters: The training epoch is set to 200 with a fixed learning rate of \( 5 \times 10^{-5} \), and the batch size of 64. TEM is then trained with weights of SSM fixed. The number of epoch is set to 200 and the batch size of 64. We use cyclical learning rate scheduling [42]. The initial learning rate is \( 5 \times 10^{-5} \), and linearly increases by factor of 10 in 10 epochs and then decreases to the original value in 20 epochs.

3) Results: We evaluate the binary traversability images generated from the predicted traversability with different thresholds. Here we compare two types of binary images: raw and refined. The raw binary images are generated by just binarizing the predicted traversability with a threshold. The refined binary images are generated by additionally setting all the pixels predicted as an artificial object or the ground to non-traversable. This refinement provides the filtering effect of false positive traversability predictions even in the case of high predicted traversability, which is the same as the calculation in the voxel described in III-C where the final decision of traversability is given considering both the object class and the predicted traversability. Fig. 5 shows a Precision-Recall curve as well as an IoU-Recall curve to analyze the performance of TEM. We found that 0.75 is the best threshold for pixel-wise binary traversability in terms of IoU. Table II shows the accuracy, precision, and recall of the model on the test set with the threshold of 0.75. From Fig. 5 and Table II we could see high recall and relatively low precision. The refined predictions resulted in better precision and IoU. This result indicates that fusing the predictions of object classes and traversability decreased the false positive rate and thus is suitable for safe robot operation compared to only predicting the traversability.

Fig. 6 is the visualization of the prediction by TEM. Much of the traversable regions are classified as positive. Besides, some non-traversable plants are predicted correctly. This result shows that our model can learn the differences between traversable and non-traversable plants. In terms of the refined results, we cannot qualitatively see obvious improvements, but we confirmed that small prediction noise was suppressed. Note that these segmentation results are yielded from automatically generated traversability masks, which are sparse and noisy. Even from such data, our PU learning-based training framework effectively learns the features of traversable objects, and provides reasonable estimation.

B. Navigation

Finally, we conducted a real-world navigation experiment in a greenhouse. All the software is processed on a laptop with NVIDIA GeForce 960M and 32 GB RAM. Revast Mercury is used as a robot platform. The robot used in the experiment is shown in Fig. 7(a).

Image of the greenhouse is shown in Fig. 7(b). We assumed that the path is straight and constant control signals.
Fig. 6: Prediction results of TEM. From the top: Camera images, Ground truth, predicted binary images with threshold 0.75, and refined binary images. Note that the traversable regions are not identical to the plant regions, but plant parts such as stems are not traversable. TEM is capable of distinguishing the traversable plants from the non-traversable ones (highlighted in yellow ellipses). The refinement by predicted object classes mainly worked as noise suppression (highlighted in red rectangles).

Fig. 7: Experiment environment

(a) Robot configuration  
(b) Inside the greenhouse

Fig. 7: Experiment environment

of linear velocity is given to the robot while the robot is recognizing the traversability of objects in front. The linear velocity was set to 0.1 [m/s] When non-traversable object is detected, the control signal is stopped. As a baseline, we also tested a system that considers all the voxels as obstacles.

We carried out 5 trials on the same path and confirmed that our system was able to recognize the traversable plants and navigate through the path between the plant rows in all the trials, while a baseline method failed the task. However, there were some cases where the robot stops for a while and then restarts even though there was no obstacle. This was due to misclassification of voxels in front of the robots as obstacles. The misclassification of voxels stems either from the error in the image-based semantic segmentation or from the registration error between the predicted segmentation images and the corresponding depth images, which RGB-D sensors inevitably have.

Fig. 8 is the visualization of the semantic 3D maps generated during the experiment at different times in chronological order. There was a lot of plant parts partially covering the path. Our proposed method was able to recognize the traversable plants and to traverse them. Fig. 8(b) shows the case where the system wrongly recognized the regions in a far front of the robot as obstacles shown in the red voxels. When the robot stopped moving in response to this situation, the voxels were already out of the sensor’s vertical field of view. The voxels were then removed from the map after the pre-defined number of frames and the robot restarted. For more reliable navigation, the accuracy of the recognition model needs to be improved. In addition, to deal with the prediction noise in DNN models, a better filtering method should be implemented.

V. CONCLUSIONS

We proposed a method of estimating the traversability of plants covering a path and navigating through them in greenhouses for agricultural mobile robots. For image-based traversability estimation as well as semantic segmentation, we developed a novel network architecture and its training method. We proposed a method to automatically generate pixel-wise labels of traversable regions in the images, called Traversability mask, based on the robot’s experience of traversing the regions during the data acquisition phase. For effectively train the model with the sparse traversability masks including unlabeled traversable regions, we introduced a PU learning in the network training. We conducted navigation experiment in a greenhouse and confirmed that our method was capable of distinguishing traversable plants.
from non-traversable ones and thus able to realize navigation through paths covered by plants.

As future work, we are going to work on the improvement of the navigation system. In particular, the accuracy of the scene recognition and the filtering of misclassification should be improved. In addition, we are also going to implement a path planning considering the traversable plants as well as normal obstacles and free spaces in order to realize high-level navigation with arbitrary paths inside greenhouses.
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