Nonequilibrium diagrammatic technique for Hubbard Green functions
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We introduce diagrammatic technique for Hubbard nonequilibrium Green functions (NEGF). The formulation is an extension of equilibrium considerations for strongly correlated lattice models to description of current carrying molecular junctions. Within the technique intra-system interactions are taken into account exactly, while molecular coupling to contacts is used as a small parameter in perturbative expansion. We demonstrate the viability of the approach with numerical simulations for a generic junction model of quantum dot coupled to two electron reservoirs.

I. INTRODUCTION

Using single molecules as electronic devices was originally suggested in a seminal paper by Aviram and Ratner [1]. First experimental realization of a single molecule conductance junction was reported twenty years later [2]. Since then the field of molecular electronics experienced rapid development [3]; today molecular junctions are utilized as both nanoscale devices and convenient platforms for study of fundamental physical properties of matter at nanoscale [4, 5]. Experimental advancements in measurements of junction responses (charge, spin, and energy fluxes; optical scattering; thermoelectric characteristics) to external perturbations (bias and gate voltages, temperature gradient, optical and voltage pulses) led to a surge in development of corresponding theoretical tools.

Molecular electronics is an interdisciplinary area of research combining condensed matter physics, statistical mechanics, nanoplastonics, nonlinear optics, quantum chemistry, and engineering. Traditionally theoretical considerations of molecular junctions employ tools originally developed in high energy physics and successfully utilized in mesoscopic physics for description of transport in quantum dot junctions. In particular, the nonequilibrium Green function (NEGF) technique [6–9] is the usual choice in ab initio simulations. The quasiparticle (orbital or elementary excitations) basis employed in NEGF has many important advantages, from the ability to easily treat systems of realistic sizes to developed diagrammatic perturbation theory which allows to account for intra-molecular interactions within a controlled expansion in a small interaction parameter. Density functional theory (DFT) [10, 11] - also formulated in the basis of effective single particle orbitals - yields molecular electronic structure. The natural combination of the two approaches, the NEGF-DFT, was formulated [12–14] and successfully applied in many simulations where intra-molecular interaction (e.g., electron-phonon coupling in the off-resonant tunneling regime) is the smallest energy scale [15–18].

As in any technique, the NEGF-DFT has its limitations; in particular, in treating strong intra-molecular interactions. The limitations are especially evident in the resonant tunneling regime (regime where the electron tunnels into one of the molecular orbitals), which is of particular importance for practical applications [4]: a large response of the molecular structure to external perturbation (e.g., negative differential resistance [19–25], current induced chemistry [26, 27], or switching [21, 28–31]) is a requirement for constructing an effective molecular device. For example, even such a simple resonant tunneling phenomenon as Coulomb blockade requires special treatment by DFT; only recently developed hybrid functionals [32–35] are capable of appropriate description of the effect. Note that the often utilized Landauer-DFT version of the NEGF-DFT may even lead to qualitative failures [36, 37]. We note in passing that NEGF-DFT (and NEGF-TDDFT) approaches have also fundamental limitations related to both foundations of (TD)DFT (utilization of Kohn-Sham orbitals as physical objects, non-uniqueness of the excited-state potentials, question of stability, and chaos of the mapping of densities on potentials, etc.) [38, 39] and in combination of DFT with NEGF for transport description [40].

The difficulties mentioned above with NEGF-DFT led to the development of a nonequilibrium theory in which the system’s response to external perturbations is described using the many-body eigenstates of the isolated molecule (see Fig. 1). Such basis may be advantageous in theoretical description of a number of experiments [41–46]. It also facilitates the incorporation of the methods of quantum chemistry [47] and nonlinear optical spectroscopy [48] (usually applied to isolated molecules) into description of open nonequilibrium molecular systems. Contrary to the NEGF, where quadratic system-bath coupling is taken into account exactly while intra-system interactions are treated by perturbation theory, techniques utilizing many-body states of the system account for the intra-system interactions exactly while coupling to contacts is treated perturbatively. Such techniques are mostly applicable for molecules relatively weakly coupled to substrate(s). Similar to the equilibrium analog we coined this as the nonequilibrium atomic limit [49]. We note that consequences of treating molecule and its coupling to electrodes at different level of theory were discussed in the literature [50]. Validation of such an approach and dependence of results on different parti-
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tioning schemes in realistic simulations is postponed for future research.

There are two flavors of Green function techniques capable of describing response of a nonequilibrium system coupled to environment (e.g., molecule coupled to contacts) utilizing the system’s many-body states: the pseudoparticle (PP) NEGF and the Hubbard NEGF. A simplified variant of the former - the slave boson technique - has been utilized to describe transport in junctions in seminal papers by Wingreen and Meir [51]. Recent development of the dynamical mean field theory [52] renewed interest in the PP-NEGF [53, 54]. The methodology in its lowest (second) order in the system-bath coupling (the non-crossing approximation, NCA) was recently applied to describe transport and optical response in molecular junctions [54–59]. Pseudoparticle Green functions (two-time correlation functions of creation and annihilation operators of many-body states of the system) can be viewed as a generalization of density matrix (which describes time-local correlation of many-body states). The methodology utilizes second quantization in the state space. As a result its formal structure is completely equivalent to the standard NEGF. However such formulation is possible only in an extended Hilbert space, whose physical subspace is defined by the normalization condition (sum of probabilities for the system to be in any of its states should be one) [48]. The latter restriction is the main inconvenience of the method.

The Hubbard NEGF is formulated solely in physical Hilbert space. It utilizes Hubbard (or projection) operators

$$\hat{X}_{S_1S_2} \equiv |S_1\rangle \langle S_2|$$

on the states $|S_{1,2}\rangle$ of the system. Below we distinguish between diagonal (e.g., pair of states containing same number of electrons) and non-diagonal operators. For the latter we introduce creation (e.g., number of electrons in state $|S_1\rangle$ is bigger compared with $|S_2\rangle$) and annihilation operators of Fermi (e.g., difference in number of electrons between the two states is odd) or Bose type. Central object of interest is the Hubbard Green function (two-time correlation functions of the Hubbard operators)

$$G_{ij}(\tau, \tau') = -i(T_c \hat{X}_{S_iS_j}(\tau) \hat{X}_{S_iS_j}^\dagger(\tau'))$$

Here $\tau$ and $\tau'$ are the Keldysh contour variables, $T_c$ is the contour ordering operator, and $\hat{X}_{S_iS_j}$ and $\hat{X}_{S_iS_j}$ are annihilation operators in the Heisenberg representation. Green functions (2) are most closely related to the usual NEGF. Indeed, while NEGF deals with correlations of elementary excitations (quasiparticles) $\hat{c}_i$,

$$G_{ij}(\tau, \tau') = -i(T_c \hat{c}_i(\tau) \hat{c}_j(\tau'))$$

the Hubbard NEGF yields spectral decomposition of the excitations into underlying transitions between many-body states of the system, $\hat{c}_i = \sum_{S_iS_j} \langle S_1| \hat{c}_i |S_2\rangle \hat{X}_{S_iS_j}$, and considers correlations between pairs of such transitions. Thus, knowing the Hubbard NEGFs one always can reconstruct the NEGF. Introducing auxiliary fields, one can write the exact equation of motion for the Hubbard NEGF (2) in terms of the fields and their functional derivatives (see, e.g., Ref. [60] for details), and solve them approximately. For example, ignoring the auxiliary fields in the EOM corresponds to the first Hubbard approximation (HIA) [61]. The method was applied to transport problems in a number of publications [47, 60, 62–66].

While applicable to Green functions, the auxiliary field approach is less convenient in derivations of multi-time correlation functions. Such functions yield information on optical response [67] to classical radiation fields [68], fluctuation theorems, and counting statistics [69] of the system. A possible alternative is diagrammatic perturbation theory, which allows building controlled approximations for both Green (two-time) and multi-time correlation functions. Here we present a nonequilibrium diagrammatic technique for the Hubbard NEGF, and illustrate its viability within generic model simulations. The approach is an extension of equilibrium diagrammatic technique for Hubbard operators in lattice models [70, 71] applied to nonequilibrium realm of molecular junctions. It can be considered as a Green function generalization of the real-time perturbation theory developed for density matrices [72–75]. As such it illustrates connection between Green function and density matrix methodologies. We note in passing that density matrix oriented formulations capable to provide efficient numerical solutions for time-local quantities are available in the literature. [76–80]

In summary, presented formulation is first nonequilibrium diagrammatic technique applicable to multi-time correlation functions of Hubbard operators. Contrary to standard diagrammatic techniques it utilizes system-bath coupling as a small parameter of expansion with

**FIG. 1.** Sketch of a molecular junction. Nonequilibrium atomic limit utilizes basis of many-body states of an isolated molecule (thus accounting for intra-molecular interactions) while treating coupling between molecule and contacts within perturbation theory.
characterized by its own electrochemical potential $\mu$ current carrying molecular junctions. The goal of this paper was developed for lattice models at equilibrium and side of (4). Nevertheless a variant of the Wick’s theorem $\delta$ in the right fermionic Hubbard Operators and the minus sign otherwise the plus sign is taken if both $\hat{c}_k$ ($\hat{c}_k$) is second quantization creation (annihilation) operator for an electron in level $k$ of contacts, and $m$ are single electron (Fermi type) transitions between pairs of molecular states. Below we consider expansion in the molecule-contact(s) coupling $\hat{V} = \sum_{K=L,R} \hat{V}_{MK}$. We consider the Hubbard Green function defined on the Keldysh contour, Eq. (2). A multi-time correlation function can be treated similarly. Following the usual procedure we transfer to the interaction representation with respect to $\hat{H}_0 = \hat{H}_M + \sum_{K=L,R} \hat{H}_K$ and expand the scattering operator $\hat{S} = \exp[-i \int_0^\tau \! d\tau \hat{V} (\tau)]$ (here and below operators are in the interaction picture) in Taylor series. This leads to

$$G(S_1S_2),(S_3S_4)(\tau,\tau') = \sum_{n=0}^\infty (-i)^{n+1} \frac{n!}{n!} \int_{c_c} \! d\tau_1 \ldots \int_{c_c} \! d\tau_n$$

$$\langle \hat{X}_{S_1S_2}(\tau) \hat{X}_{S_3S_4}^\dagger(\tau') \hat{V}(\tau_1) \ldots \hat{V}(\tau_n) \rangle_0$$

(9)

Subscript 0 indicates that evolution in each term of the expansion is governed by the Hamiltonian $\hat{H}_0$ representing uncoupled molecule and contacts. In the usual spirit of NEGF technique we assume that molecule and contacts (originally decoupled) are connected at time $t \to -\infty$, and that original (before coupling) state of the system is a direct product of states of its parts, $\rho_0 = \rho_0^L \otimes \rho_0^M \otimes \rho_0^R$. Thus quantum mechanical and statistical average, $\langle \ldots \rangle_0 \equiv \text{Tr} [\ldots \rho_0]$, in (9) can be split into the product of averages of molecular Hubbard operators and contact quasiparticle operators. The latter satisfy the usual Wick’s theorem [81] and thus can be represented as the sum of all possible products of pair correlation functions thus yielding products of molecular self-energies due to coupling to the contacts

$$\sigma^{MK}_{m'm'}(\tau,\tau') = \sum_{k \in K} V_{mk} g_k(\tau,\tau') V_{km'}$$

(10)

where $g_k(\tau,\tau') \equiv -i \langle \hat{T}_c \hat{c}_k(\tau) \hat{c}_k^\dagger(\tau') \rangle$ is NEGF of free electron in level $k$ of contact $K$. To evaluate the average of Hubbard operators we make two additional assumptions: 1. originally (at $t \to -\infty$) molecule was in thermal equilibrium and 2. after coupling to the contacts the system reached steady-state, i.e. memory of initial state was lost. The latter is a usual assumption within the NEGF, and thus the former is unimportant for long time behavior of the system.

II. DIAGRAMMATIC TECHNIQUE FOR HUBBARD NEGF

Diagrammatic technique for NEGF is based on the Wick’s theorem [81] which relies on (anti)commutation relations for creation and annihilation (Fermi) Bose operators, $[\hat{c}_i;\hat{c}_j^\dagger]_\pm = \delta_{i,j}$. Similarly one has to consider (anti)commutations of Hubbard operators for the transition $m = (S_1, S_2)$ between two many-body states being of a (Fermi) Bose type. The corresponding (anti)commutators for the Hubbard operators are

$$[\hat{X}_{S_1S_2};\hat{X}_{S_3S_4}^\dagger]_\pm = \delta_{S_2S_4} \hat{X}_{S_1S_3} \pm \delta_{S_1S_2} \hat{X}_{S_3S_4}$$

(4)

where the plus sign is taken if both $\hat{X}_{S_1S_2}$ and $\hat{X}_{S_3S_4}$ are fermionic Hubbard Operators and the minus sign otherwise. A crucial difference is appearance of an operator (contrary to number in quasiparticle case) in the right side of (4). Nevertheless a variant of the Wick’s theorem was developed for lattice models at equilibrium and corresponding diagrammatic techniques were formulated and applied to studies of strongly correlated magnetically ordered systems [70, 71]. The goal of this paper is to adapt the methodology to nonequilibrium realm of current carrying molecular junctions.

We consider generic model of a junction consisting of a molecule $M$ coupled to two contacts $L$ and $R$ each characterized by its own electrochemical potential $\mu_{L,R}$ and temperature $T_{L,R}$.

$$\hat{H} = \hat{H}_M + \sum_{K=L,R} (\hat{H}_K + \hat{V}_{MK})$$

(5)

Here $\hat{H}_M$ is Hamiltonian of an isolated molecule which we represent in the basis of many-body states $\{|S\rangle\}$ of the the molecule. $\hat{H}_K$ describes reservoir of free electrons and $\hat{V}_{MK}$ couples the two subsystems. Explicit expressions are

$$\hat{H}_M = \sum_S E_S \hat{X}_{SS}$$

(6)

$$\hat{H}_K = \sum_{k \in K} \epsilon_k \hat{c}_k^\dagger \hat{c}_k$$

(7)

$$\hat{V}_{MK} = \sum_{k \in K} \sum_{m \in M} \left( V_{km} \hat{c}_k^\dagger \hat{X}_m + H.c. \right) ,$$

(8)

where $E_S$ are energies of the many-body states, $\hat{X}_{SS}$ are states projection operators, $\hat{c}_k^\dagger (\hat{c}_k)$ is second quantization creation (annihilation) operator for an electron in level $k$ of contacts, and $m$ are single electron (Fermi type) transitions between pairs of molecular states. Below we consider expansion in the molecule-contact(s) coupling $\hat{V} = \sum_{K=L,R} \hat{V}_{MK}$. We consider the Hubbard Green function defined on the Keldysh contour, Eq. (2). A multi-time correlation function can be treated similarly. Following the usual procedure we transfer to the interaction representation with respect to $\hat{H}_0 = \hat{H}_M + \sum_{K=L,R} \hat{H}_K$ and expand the scattering operator $\hat{S} = \exp[-i \int_0^\tau \! d\tau \hat{V} (\tau)]$ (here and below operators are in the interaction picture) in Taylor series. This leads to

$$G(S_1S_2),(S_3S_4)(\tau,\tau') = \sum_{n=0}^\infty (-i)^{n+1} \frac{n!}{n!} \int_{c_c} \! d\tau_1 \ldots \int_{c_c} \! d\tau_n$$

$$\langle \hat{X}_{S_1S_2}(\tau) \hat{X}_{S_3S_4}^\dagger(\tau') \hat{V}(\tau_1) \ldots \hat{V}(\tau_n) \rangle_0$$

(9)

Subscript 0 indicates that evolution in each term of the expansion is governed by the Hamiltonian $\hat{H}_0$ representing uncoupled molecule and contacts. In the usual spirit of NEGF technique we assume that molecule and contacts (originally decoupled) are connected at time $t \to -\infty$, and that original (before coupling) state of the system is a direct product of states of its parts, $\rho_0 = \rho_0^L \otimes \rho_0^M \otimes \rho_0^R$. Thus quantum mechanical and statistical average, $\langle \ldots \rangle_0 \equiv \text{Tr} [\ldots \rho_0]$, in (9) can be split into the product of averages of molecular Hubbard operators and contact quasiparticle operators. The latter satisfy the usual Wick’s theorem [81] and thus can be represented as the sum of all possible products of pair correlation functions thus yielding products of molecular self-energies due to coupling to the contacts

$$\sigma^{MK}_{m'm'}(\tau,\tau') = \sum_{k \in K} V_{mk} g_k(\tau,\tau') V_{km'}$$

(10)

where $g_k(\tau,\tau') \equiv -i \langle \hat{T}_c \hat{c}_k(\tau) \hat{c}_k^\dagger(\tau') \rangle$ is NEGF of free electron in level $k$ of contact $K$. To evaluate the average of Hubbard operators we make two additional assumptions: 1. originally (at $t \to -\infty$) molecule was in thermal equilibrium and 2. after coupling to the contacts the system reached steady-state, i.e. memory of initial state was lost. The latter is a usual assumption within the NEGF, and thus the former is unimportant for long time behavior of the system.
Choice of thermal equilibrium as initial condition for the molecule allows employing diagrammatic technique of Refs. [70, 71] for evaluation of the average of Hubbard (molecular) operators. Because the (anti)commutator of two Hubbard operators is an operator, Eq. (4), the Wick’s theorem for Hubbard operators differs from its standard quasiparticle analog. First one distinguishes between non-diagonal (e.g., transition \( S_1, S_2 \) with states \( |S_1\rangle \) and \( |S_2\rangle \) different by a number of electrons) and diagonal Hubbard operators. Then pair contractions in a multi-time correlation function are created starting from one chosen non-diagonal operator (usually of annihilation type, i.e. such that number of electrons in state \( |S_1\rangle \) is less than the number in \( |S_2\rangle \)) and continue sequentially following a set of rules regarding choice of a non-diagonal operator to start contraction at every step of the procedure. It is important to note that diagrammatic rules for contraction of Hubbard operators are not unique, that is the same correlation function can be formally written in several different (formally equivalent) ways depending on choice of a system of priorities for the operators [70]. Another approach utilizes a principle of topological continuity: each next contraction starts from the operator obtained in the previous contraction step, if the operator is non-diagonal; otherwise contraction starts from a non-diagonal operator connected to the already contracted part by interaction line [71]. The latter choice allows to formulate the most general form of diagrammatic rules, however resulting diagrams are hard to analyze in terms of which physical processes they represent. In our analysis we will use a mixture of the two traditional choices.

Next we introduce the contraction rules for the diagrammatic technique:

1. Contraction starts from the entrance point. In the Hubbard Green function (2) operator \( \hat{X}_{S_1 S_2}(\tau) \) is the entrance point, while operator \( \hat{X}_{S_1 S_4}(\tau') \) is the exit point. For a multi-time correlation function one can have several entrance (annihilation operator) and exit (creation operator) points; in this case contractions can start from any entrance point.

2. An annihilation operator resulting from \( k \)th contraction is the starting point of \((k + 1)\)th contraction.

3. If result of \( k \)th contraction is not an annihilation operator, then we chose an annihilation operator connected to the contracted part by interaction line as the starting point of \((k + 1)\)th contraction. Note that in our case interaction is self-energy due to coupling to contacts, Eq. (10).

4. If neither 2, nor 3 is possible, then \((k + 1)\)th contraction starts from one of unconnected annihilation operators chosen in accordance with accepted system of priorities (see Section III for details).

5. Single contraction from operator \( \hat{X}_{m_1} \) to operator \( \hat{X}_{m_2} \) (where \( m_i \) is an index for a pair of states) is

\[
\langle T_\tau \hat{X}_{m_2}(\tau_2) \ldots \hat{X}_{m_1}(\tau_1) \rangle_0 = (-1)^{P} \mid g_{m_1}^{(0)}(\tau_1, \tau_2) \rangle \ldots \langle \hat{X}_{m_1} \hat{X}_{m_2} \rangle_0
\]

Here \( g_{m_1}^{(0)}(\tau_1, \tau_2) \) is zero order (in the absence of molecule-contacts coupling) Green function and \( \hat{X}_{m_1} \hat{X}_{m_2} \) is operator of spectral weight defined in Eq. (4). \( P \) depends on the type of the operator \( \hat{X}_{m_1} \); for Bose type \( P = 0 \); for Fermi type \( P \) is the number of permutations of \( X_{m_1} \) with other Fermi operators in the correlation function of transition from original place of \( \hat{X}_{m_1} \) to position in front of \( \hat{X}_{m_2} \). Note that zero order Green function of Hubbard operators \( G_{m_1}^{(0)}(\tau_1, \tau_2) \) differs from \( g_{m_1}^{(0)}(\tau_1, \tau_2) \) by the spectral weight factor: \( G_{m_1}^{(0)}(\tau_1, \tau_2) = g_{m_1}^{(0)}(\tau_1, \tau_2) \langle \hat{X}_{m_1} \hat{X}_{m_1} \rangle_0 \) (the latter is called Green function [70], propagator [71], or locator [61] in the literature).

6. The sequence of contractions continues until all operators remaining in the correlation function are diagonal. Separate expansion should be constructed for these correlation functions.

7. Only connected diagrams are retained in the expansion.

8. After expansion to desired order of the coupling is finished the diagrams are dressed in complete analogy with the standard diagrammatic techniques.

In the resulting diagrams one can distinguish three types of contributions:

1. Self-energy contributions \( \Sigma(\tau, \tau') \) - irreducible (those which cannot be cut by one Green function line) parts of diagrams connected to the entrance and exit points, respectively operators \( \hat{X}_{S_1 S_2}(\tau) \) and \( \hat{X}_{S_3 S_4}(\tau') \) in Eq. (2), by Green function lines.

2. Spectral weight contributions \( F(\tau) \) - parts of diagrams where entrance and exit points are connected by single Green function line.

3. Vertex contributions \( \Delta(\tau, \tau') \) - parts of diagrams connected to the entrance (but not exit) point by single Green function line.

The sum of the spectral weight and the vertex diagrams, \( P(\tau, \tau') = \delta(\tau, \tau') F(\tau) + \Delta(\tau, \tau') \), is called the strength operator [71].

Expansion series can be resumed into a modified Dyson
type equation

\[ G_{mm'}(\tau, \tau') = \sum_{m_1} \int_{c} d\tau_1 \, g_{mm_1}(\tau, \tau_1) \, P_{m_1 m'}(\tau_1, \tau') \tag{12} \]

\[ g_{mm'}(\tau, \tau') = g_{mm'}^{(0)}(\tau, \tau') + \sum_{m_1, m_2} \int_{c} d\tau_1 \int_{c} d\tau_2 \, g_{mm_1}^{(0)}(\tau, \tau_1) \, \Sigma_{m_1 m_2}(\tau_1, \tau_2) \, g_{m_2 m'}^{(0)}(\tau_2, \tau') \tag{13} \]

Also here indices \( m \) indicate single-electron transitions between many-body states of the system. Graphical representation of the equations is shown in Fig. 2. Like the Dyson equation of the standard NEGF, Eqs. (12)-(13) are exact; their form reflects resummation of all the diagrams in perturbative expansion. Similar to the Dyson equation, where the approximation enters via a particular form of the self-energy, Eqs. (12)-(13) become approximate due to particular forms of the self-energy \( \Sigma \) and strength operator \( P \).

Note that similar structure of Green function (without vertex contribution) was obtained within equation-of-motion approach for retarded projection of the usual Green function, Eq. (3), in Ref. [82]; nonequilibrium version was derived in Ref. [83]. Note also that Eqs. (12)-(13) are similar to those obtained within auxiliary fields approach [61]. However, contrary to the auxiliary fields approach to Hubbard NEGF diagrammatic formulation yields a clear procedure of perturbative accounting for the system-bath coupling, which is applicable also to multi-time correlation functions. In particular, already at second order in the coupling the diagrammatic technique yields vertex contribution, which is shown below to be crucial for both accuracy of the results and the very ability to predict co- and pair-tunneling in junctions.

III. QUANTUM DOT MODEL

We now specify to a quantum dot junction. Molecular (quantum dot) subspace is spanned by four many-body states states \( |S\rangle \) (\( S \in \{0, a, b, 2\} \)) of the following second quantized form

\[ |0\rangle \equiv |0, 0\rangle \quad |a\rangle \equiv |1, 0\rangle \quad |b\rangle \equiv |0, 1\rangle \quad |2\rangle \equiv |1, 1\rangle \tag{14} \]

Energies of the states are \( E_0 = 0 \), \( E_a = \varepsilon_a \), \( E_b = \varepsilon_b \), and \( E_2 = \varepsilon_a + \varepsilon_b + U \), respectively. There are four Fermi type transitions \( m \in \{1, 2, 3, 4\} \) in the model corresponding to charge transfer between molecule and contacts

1. \( |0\rangle \langle a| \quad 2. \quad |b\rangle \langle 2| \quad 3. |0\rangle \langle b| \quad 4. |a\rangle \langle 2| \tag{15} \]

Performing expansion up to second order in molecular coupling to contacts for the Hubbard Green function (2) and evaluating contractions following the rules discussed above leads to the set of diagrams presented in Fig. 3. Diagrams for the spectral weight \( F_{mm'}(\tau) \) (top panel in Fig. 3) can be disregarded, because the latter is related to lesser and greater projections of the Hubbard Green functions

\[ F_{mm'}(t) \equiv \langle \{ \hat{X}_m(t); \hat{X}^\dagger_{m'}(t) \} \rangle = iG_{mm'}^{>}(t, t) - iG_{mm'}^{<}(t, t) \tag{16} \]

Dressed versions of contributions to the vertex and self-energy (middle and bottom panels of Fig. 3, respectively) are

\[ \Delta_{mm'}(\tau, \tau') = \sum_{m_1, m_2} \int_{c} d\tau_1 \left( i(-1)^{m'} \, d_{02}(\tau, \tau') \, g_{m_1 m_2}(\tau', \tau_1) \, F_{m_2 m_1}(\tau_1) \, \sigma_{m_1 m}(\tau_1, \tau) \right) \]

\[ + C_{m_1, m_2 m'}(\tau, \tau') \, \sigma_{m_1 m_3}(\tau, \tau_1) \, g_{m_3 m_2}(\tau_1, \tau') \]
Here and (\(d\)) approximation of the nonequilibrium atomic limit. A common perception [84] HIA is not a lowest order diagram in the bottom panels of Fig. 3 are responsible for junctions, while first diagram in the middle and last diagram in the bottom panels of Fig. 3 is crucial in obtaining better approximations. In particular, second diagram in the middle panel shows that other second order diagrams are also important. In particular, second diagram in the middle panel of Fig. 3 is crucial in obtaining better approximations of exact results in the single electron tunneling regime and is an inherent part of description of cotunneling in junctions, while first diagram in the middle and last diagram in the bottom panels of Fig. 3 are responsible for pair electron tunneling. We also note that contrary to a common perception [84] HIA is not a lowest order approximation of the nonequilibrium atomic limit.

IV. NUMERICAL RESULTS

Here we present simulations within the generic quantum dot model of Section III illustrating viability of the diagrammatic perturbation technique. We start from a non-interacting case, \(U = 0\), where exact solution is known from the usual NEGF. Simulations within the perturbation theory (PT) will be compared to the exact results.

Figure 4 shows results for a non-degenerate two-level system junction. Parameters of the simulations are \(T = 300\) K, \(\epsilon_a = -0.5\) eV, \(\epsilon_b = 0.5\) eV, \(U = 0\), \(\Gamma_{aa} = \Gamma_{bb} = 0.1\) eV and \(\Gamma_{ab} = \Gamma_{ba} = 0\) (\(K = L, R\)). Fermi energy is taken as origin, \(E_F = 0\), and bias is applied symmetrically \(\mu_{L/R} = E_F \pm V_{sd}/2\). Calculations are performed on a grid spanning region from \(-6\) to \(6\) eV with step \(0.005\) eV. One sees that diagrammatic perturbation theory (dashed lines in Fig. 4) reproduces exact results (solid lines in Fig. 4) quite accurately. Taking into account that we build our consideration on top of the equilibrium theory [70, 71], it is interesting to note that in some cases nonequilibrium results appear to be closer to exact data (compare top insets in the left and right top panels of Fig. 4). Another important observation comes from comparison of the PT and HIA results to exact data (compare dashed and dotted to solid lines in bottom panels of Fig. 4). In this calculation (with dominance of single electron tunneling) the main difference between the two approximations comes from second diagram in the middle panel of Fig. 3. This diagram was omitted in most previous Hubbard NEGF considerations.

Results for degenerate two-level system are presented in Fig. 5. Here \(\epsilon_a = \epsilon_b = 0.5\) eV and \(\Gamma_{ab} = \Gamma_{ba} = 0.05\) eV (\(K = L, R\)). Other parameters are as in Fig. 4. Also here PT theory demonstrates good approximation to the exact results and an advantage as compared to the HIA simulations.

Figure 6 shows currents and state probabilities as func-
FIG. 6. Non-interacting junction. Exact NEGF results (solid line, red) are compared with diagrammatic perturbation theory (PT) simulations (dashed line, blue) for equilibrium ($V_{sd} = 0$, left) and nonequilibrium ($V_{sd} = 2$ V, right) junctions. Top graphs show Green functions $-\text{Im} \, G_{22}^> (E)$ (main panel), $\text{Im} \, G_{22}^≤ (E)$ (top inset), and $\text{Im} \, G_{11}^≤ (E)$ (bottom inset). Middle graphs show correlation functions $C_{33,33}^> (E)$ (main panel), $C_{21,13}^> (E)$ (top inset), and $C_{13,44}^> (E)$ (bottom inset). Bottom graphs show many-body spectral function, $\sum_m (G_{mm}^> (E) - G_{mm}^≤ (E))$; dotted line (black) shows results of HIA calculations. See text for parameters.

FIG. 7. Quantum dot junction in the Coulomb blockade regime. Diagrammatic perturbation theory (PT) simulations (dashed line, blue) are compared with the HIA (dotted line, black). Shown are state probabilities (top panel) and current (bottom panel) vs. applied bias $V_{sd}$. See text for parameters.

$$I_K(t) = 2 \text{Re} \int_{-\infty}^{t} dt'$$

$$\text{Tr} \left[ G^>(t, t') \sigma_K^≤ (t', t) - G^≤ (t, t') \sigma_K^> (t', t) \right]$$

(here $K = L, R$ and $\text{Tr} \left[ \ldots \right]$ is trace over single-electron
FIG. 8. Diagrams responsible for pair (top) and cotunneling (bottom) transport in the negative-U model.

FIG. 9. Pair electron tunneling in junction. Shown are state probabilities (top panel) and current (bottom panel) vs. applied bias $V_{sd}$. Diagrammatic perturbation theory (PT) simulations (dashed line, blue) are compared with the rate equation results of Ref. [85] (solid line, red). Bottom panel also presents contribution to the current from diagrams of Fig. 8 (dotted line, black). See text for parameters.

V. CONCLUSION

We present a nonequilibrium flavor of diagrammatic technique for Hubbard Green functions. The technique is suitable for description of nonequilibrium steady-states in junctions. We assume that initial state of (uncoupled) system and baths does not impact nonequilibrium steady-state, which allows to utilize equilibrium considerations for the Hubbard lattice models for evaluation of zero-order (uncoupled) correlation functions of Hubbard operators. The latter leads to a nonequilibrium diagrammatic expansion for the Hubbard NEGF on the Keldysh contour. Similarly, one can consider diagrammatic expansion for multi-time correlation functions on the contour.

We illustrate viability of the approach with numerical examples of transport in non-interacting (two-level system) and interacting (quantum dot) junctions. For non-interacting system we compare the diagrammatic PT to exact NEGF results, and show that the approach is quite accurate (for both non-degenerate and degenerate cases) already at second order of the PT. Interacting calculations are compared with similar considerations available in the literature. In particular, quantum dot junction results are compared to the auxiliary-field approach to the Hubbard NEGF. Results of the PT simulations within the negative-U model for pair electron tunneling are compared with rate equations applied to Schrieffer-
Wolf transformed Hamiltonian. We show importance of the correlation (vertex) diagrams, which were omitted in previous Hubbard NEGF considerations.

The diagrammatic PT for Hubbard NEGF contributes to development of tools for the nonequilibrium atomic limit, where the response of a molecular junction to external perturbations is characterized utilizing many-body states of the isolated molecule while coupling to the contacts is treated perturbatively. Such an approach yields a possibility of incorporating standard quantum chemistry and nonlinear optical spectroscopy methods (mostly formulated for isolated molecules and utilizing many-body states) to description of quickly developing field of nanoscale optoelectronics of molecular junctions. It may also be useful in thermodynamic studies of thermoelectric and photovoltaic molecular devices. Finally we note that while approaches utilizing many-body states description were successfully implemented in a number of ab initio simulations [47, 58, 87–89], combination of such formulations with quasiparticle based approaches capitalizing on ability of the former to treat strong local interactions and scalability of the latter would be advantageous. This is a goal of our future research.

ACKNOWLEDGMENTS

We thank Guy Cohen and Robert van Leeuwen for very helpful discussions. This material is based upon work supported by the US Department of Energy under DE-SC0006422 and the National Science Foundation under CHE - 1565939.

Appendix A: Commutation relations

Here we present commutation relations between Hubbard operators utilized in derivation of diagrams. Note that the commutation relations can be formulated in a compact form utilizing a notion of root vectors [71]. However it is hard to keep track of the physics represented by the diagrams constructed utilizing the notion. Thus here we present explicit commutation relations of operators relevant for the quantum dot model

\[
\{ \hat{X}_m; \hat{X}_{m'} \} = \delta_{m, \bar{m}} \hat{X}_{02} \\
[\hat{X}_m; \hat{X}_{02}^\dagger] = (-1)^m \hat{X}_{\bar{m}}^\dagger \\
[\hat{X}_m; \hat{N}] = -\hat{X}_m \\
[\hat{X}_m; \hat{F}_{m_1, m_2}] = \eta(m, m_1 m_2) \hat{X}_{\gamma(m, m_1 m_2)} \\
[\hat{X}_{02}; \hat{X}_{12}^\dagger] = (-1)^m \hat{X}_{\bar{m}} \\
[\hat{X}_{02}; \hat{F}_{m_1, m_2}] = \delta_{m_1, m_2} (-1)^m \hat{X}_{02} \\
[\hat{X}_{02}; \hat{N}] = -2 \hat{X}_{02}
\]

with other commutators zero. Here \( \bar{m} = 3 - m \),

\[
\hat{F}_{m m'} \equiv \{ \hat{X}_m; \hat{X}_{m'}^\dagger \} \\
\hat{N} \equiv [\hat{X}_{02}; \hat{X}_{02}^\dagger]
\]

\[
\eta(m, m_1 m_2) = \delta_{m_1, m_2} (-1)^{m_1} - \delta_{m_1, m_2 \pm 2} (-1)^m \\
\gamma(m, m_1 m_2) = \delta_{m_1, m_2} m + \delta_{m_1, m_2 \pm 2} (m \pm 2)
\]

Appendix B: Fourth order expressions for Green function (2) self-energy and vertex

Dressed fourth order contributions to self-energy and vertex of Green function (2) are

\[
\{ \hat{X}_m; \hat{X}_{m'} \} = \delta_{m, \bar{m}} \hat{X}_{02} \\
[\hat{X}_m; \hat{X}_{02}^\dagger] = (-1)^m \hat{X}_{\bar{m}}^\dagger \\
[\hat{X}_m; \hat{N}] = -\hat{X}_m \\
[\hat{X}_m; \hat{F}_{m_1, m_2}] = \eta(m, m_1 m_2) \hat{X}_{\gamma(m, m_1 m_2)} \\
[\hat{X}_{02}; \hat{X}_{12}^\dagger] = (-1)^m \hat{X}_{\bar{m}} \\
[\hat{X}_{02}; \hat{F}_{m_1, m_2}] = \delta_{m_1, m_2} (-1)^m \hat{X}_{02} \\
[\hat{X}_{02}; \hat{N}] = -2 \hat{X}_{02}
\]

with other commutators zero. Here \( \bar{m} = 3 - m \),

\[
\hat{F}_{m m'} \equiv \{ \hat{X}_m; \hat{X}_{m'}^\dagger \} \\
\hat{N} \equiv [\hat{X}_{02}; \hat{X}_{02}^\dagger]
\]

\[
\eta(m, m_1 m_2) = \delta_{m_1, m_2} (-1)^{m_1} - \delta_{m_1, m_2 \pm 2} (-1)^m \\
\gamma(m, m_1 m_2) = \delta_{m_1, m_2} m + \delta_{m_1, m_2 \pm 2} (m \pm 2)
\]
\[ \Sigma^{(4)}_{mm}(\tau, \tau') = - \sum_{\{m\}} \int_c d\tau_1 \int_c d\tau_2 \]

\[
\left( \eta(m_5, mm_1) \eta(m_6, m_3 m_4) \delta_{(m_5, m_6, m_3, m_4)} \sigma_{m_1 m_2}(\tau, \tau) g_{m_2 m_3}(\tau, \tau') \sigma_{m_4 m_7}(\tau, \tau) g_{m_7 m_5}(\tau', \tau) \right) + (-1)^m d_{02}(\tau, \tau') \sigma_{m_1 m_2}(\tau, \tau) g_{m_2 m_3}(\tau_1, \tau_2) + i m_{2m_1}(\tau_1, \tau_2) F_{m_1 m_3}(\tau_1) \sigma_{m_3 m_5}(\tau_1, \tau) \right) \]  

\[ \Delta^{(4)}_{mm}(\tau, \tau') = - \sum_{\{m\}} \int_c d\tau_1 \int_c d\tau_2 \int_c d\tau_3 \]

\[
\left( (-1)^m \eta(m_4, mm_5) \sigma_{m_5 m_3}(\tau, \tau) g_{m_3 m_2}(\tau, \tau_2) d_{m_1 m_2}(\tau_1, \tau_2) d_{02}(\tau_2, \tau') \sigma_{m_3 m_5}(\tau_3, \tau_2) \right) + i \eta(m_7, mm_6, m_1') C_{m_1 m_2, m_3 m_4, m_5}(\tau, \tau) \sigma_{m_5 m_3}(\tau, \tau_2) g_{m_3 m_6}(\tau_2, \tau') \sigma_{m_4 m_7}(\tau, \tau_2) \]

\[ \Delta^{(4)}_{m_1 m_2}(\tau, \tau') = \sum_{\{m\}} \int_c d\tau_1 \int_c d\tau_2 \int_c d\tau_3 \]

\[ \left( \eta(m_5, mm_1) \eta(m_6, m_3 m_4) \delta_{(m_5, m_6, m_3, m_4)} \sigma_{m_1 m_2}(\tau, \tau) g_{m_2 m_3}(\tau_1, \tau_2) g_{m_7 m_5}(\tau', \tau) \right) + (-1)^m d_{02}(\tau, \tau') \sigma_{m_1 m_2}(\tau, \tau) g_{m_2 m_3}(\tau_1, \tau_2) + i m_{2m_1}(\tau_1, \tau_2) F_{m_1 m_3}(\tau_1) \sigma_{m_3 m_5}(\tau_1, \tau) \right) \]

Appendix C: Diagrammatic expansion for Green function (19)

Diagrammatic expansion for the two-particle Green function follows the same rules as for the single-particle Green function. Second order diagrams for the self-energy \( \Sigma_{02} \) and vertex \( \Delta_{02} \) are shown in Fig. 10. Explicit dressed expressions are

\[ \Sigma^{(2)}_{02}(\tau, \tau') = \sum_{m_1 m_2} (-1)^{m_1} \sigma_{m_1 m_2}(\tau, \tau') g_{m_1 m_2}(\tau, \tau') \]

\[ \Delta^{(2)}_{02}(\tau, \tau') = - i \sum_{m_1 m_2 m_3 m_4} (-1)^{m_1 + m_3} g_{m_1 m_2}(\tau, \tau') \sigma_{m_3 m_4}(\tau, \tau') \times \int_c d\tau_1 \sigma_{m_1 m_2}(\tau, \tau_1) g_{m_2 m_3}(\tau_1, \tau') F_{m_1 m_3}(\tau') \]

Dressed fourth order contributions are

\[ S^{(4)}_{02}(\tau, \tau') = \sum_{\{m\}} (-1)^m \int_c d\tau_1 \int_c d\tau_2 \]

\[ \left( g_{m_1 m_2}(\tau_1, \tau_2) g_{m_3 m_4}(\tau', \tau') - g_{m_1 m_2}(\tau_1, \tau') g_{m_3 m_4}(\tau, \tau_2) \right) \sigma_{m_1 m_2}(\tau, \tau_2) \sigma_{m_3 m_4}(\tau, \tau'_2) \]

\[ \Delta^{(4)}_{02}(\tau, \tau') = i \sum_{\{m\}} (-1)^m \int_c d\tau_1 \int_c d\tau_2 \int_c d\tau_3 \]

\[ \left( g_{m_1 m_2}(\tau_1, \tau_2) g_{m_3 m_4}(\tau, \tau'_3) - g_{m_1 m_2}(\tau_1, \tau'_3) g_{m_3 m_4}(\tau, \tau_2) \right) \sigma_{m_1 m_2}(\tau, \tau'_3) \sigma_{m_3 m_4}(\tau, \tau_2) \]

\[ \text{with } S = a \text{ or } b. \]

Appendix D: Diagrammatic expansion for correlation function (20)

Diagrammatic expansion for correlation functions follows contraction rules formulated in Section II. Resummation of the diagrams was discussed in Ref. [90].

In actual calculations we only utilized a single bubble.
Its explicit expression is
\[ C_{m_1m_2m_3m_4}(\tau, \tau') = \sum_{m_5m_6} \eta(m_5, m_1m_2) \eta(m_6, m_3m_4) \] (D1)

Numerical results presented in Section IV show that the approximation appears to be quite accurate.

Appendix E: Pair and cotunneling diagrams

Here we prove that diagrams of Fig. 8 represent pair and cotunneling.

Second order contribution in molecule-contacts coupling, Eq. (8), to the Hubbard Green function, Eq. (2), is
\[ G_{mm'}^{(2)}(\tau, \tau') = \sum_{m_1k_1m_2k_2} \int d\tau_1 \int d\tau_2 V_{k_1m_1} V_{k_2m_2} \] (E1)

\[ (T_\sigma \bar{X}_m(\tau) \bar{X}^\dagger_{m'}(\tau') \hat{c}_{k_1\sigma_1}(\tau_1) \bar{X}_{m_1}(\tau_1) \bar{X}^\dagger_{m_2}(\tau_2) \hat{c}_{k_2\sigma_2}(\tau_2))_0 \]

We now can apply contraction rules of Section II, which leads to a set of diagrams presented in Fig. 3. These augmented with the self-energy \( \sigma_K \) lines results in a set of contributions to the current (21). We then project these contributions using connection between scattering theory and the Keldysh contour formulation (as discussed in Ref. [91]) and employing the Langreth (contour deformation) rules [82]. In particular, below we show that for diagrams in Fig. 8 one can identify projections of contour variables \( \tau_{1,2} \) onto real time axis \( t_{1,2} \) which after substituting lesser and greater projections of (E1) into (21) yield pair tunneling and cotunneling.

For pair tunneling we use top diagrams of Fig. 8 and projections shown in Fig. 11 in Eq. (21). The projections lead to integrals
\[ \int_{-\infty}^{+\infty} dt(t'\ldots) \ldots \int_{-\infty}^{0} dt_{1,2} \ldots \] (E2)

We then perform the integrations for the top diagrams of Fig. 8 employing the following expressions for lesser and greater projections of zero-order propagators
\[ g_m^{(0)}(t, t') = -i \frac{g_m(t)}{g_m(0)} e^{-iE_m(t-t')} \] (E3)
\[ g_m^{(0)}(t, t') = +i \frac{g_m(t)}{g_m(0)} e^{-iE_m(t-t')} \] (E4)
\[ d_{02}^{(0)}(t, t') = -i \frac{P_0}{P_0 - P_2} e^{-iE_{02}(t-t')} \] (E5)
\[ d_{02}^{(0)}(t, t') = -i \frac{P_2}{P_0 - P_2} e^{-iE_{02}(t-t')} \] (E6)

Here \( P_S = \left\{ S = 0, a, b \right\} \) is the probability to find the system in state \( |S\rangle \), \( P_{m(1)} \) and \( P_{m(2)} \) are probabilities for the first and second state of the transitions defined in Eq. (15), \( E_m = E_{m(2)} - E_{m(1)} \), and \( E_{02} = E_2 - E_0 \). Taking into account that for \( \varepsilon_{a,b} \gg 0 \) and \( |U| \gg 1 \) only \( P_0 \) and \( P_2 \) are non-zero we get the following contribution to the current (21)
\[ I_K = W^{K}_{2\bar{t}} P_0 - W^{K}_{0\bar{t}} P_2 \] (E7)

with the rates
\[ W^{K}_{2\bar{t}} = \int dE \frac{1}{2\pi} \frac{1}{|E - \varepsilon + i\delta|^2} \] \[ \times \Gamma^K f_K(E_{02} - E) \sum_{K' = L,R} \Gamma^{K'} f_{K'}(E) \] (E8)

\[ W^{K}_{0\bar{t}} = \int dE \frac{1}{2\pi} \frac{1}{|E - \varepsilon + i\delta|^2} \] \[ \times \Gamma^K [1 - f_K(E_{02} - E)] \sum_{K' = L,R} \Gamma^{K'} [1 - f_{K'}(E)] \] (E9)

Here \( \varepsilon_{a} = \varepsilon_{b} \equiv \varepsilon, \Gamma^{K_a} = \Gamma^{K_b} \equiv \Gamma^K, \Gamma \equiv \Gamma^L + \Gamma^R, \Gamma^{K_a} = \Gamma^{K_b} = \Gamma^{K} = 0, f_K(E) \) is the Fermi-Dirac thermal distribution in contact \( K \), and \( \delta \to \infty \). These are exactly the pair tunneling rates originally derived in Ref. [85].

Similarly, employing bottom diagrams of Fig. 8 and projections presented in Fig. 12, and utilizing Eqs. (E3)-(E6) and zero-order expression for correlation functions
\[ C_{mm,mm'}^{(0)}(\tau, \tau') = \delta_{m,m'} F_{mm}^{(0)} - F_{mm}^{(0)} F_{mm'}^{(0)} \] (E10)
\[ F_{mm}^{(0)} = P_{m(1)} + P_{m(2)} \] (E11)

we can derive expressions for cotunneling rates in a similar fashion.
FIG. 12. Langreth projections of contour variables $\tau_{1,2}$ in Eq. (E1) which yield cotunneling contribution to the current, Eq. (21). Left (right) panel shows projections for the in-scattering (out-scattering) flux.
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