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Abstract—Proper functioning of connected and automated vehicles (CAVs) is crucial for the safety and efficiency of future intelligent transport systems. Meanwhile, transitioning to fully autonomous driving requires a long period of mixed autonomy traffic, including both CAVs and human-driven vehicles. Thus, collaboration among driving agents is urgently needed. Complexity in mixed autonomy traffic cannot accurately represent the mutual effects of vehicles and model dynamic traffic environments. To address these shortcomings, this article proposes a graph reinforcement learning (GRL) approach for multi-agent decision-making of CAVs in mixed autonomy traffic. First, a generic and modular GRL framework is designed. Then, a systematic review of DRL and GRL methods is presented, focusing on the problems addressed in recent research. Moreover, a comparative study on different GRL methods is further proposed based on the designed framework to verify the effectiveness of GRL methods. Results show that the GRL methods can well optimize the performance of multi-agent decision-making for CAVs in mixed autonomy traffic compared to the DRL methods. Finally, challenges and future research directions are summarized. This study can provide a valuable research reference for solving the multi-agent decision-making problems of CAVs in mixed autonomy traffic and can promote the implementation of GRL-based methods into intelligent transportation systems. The source code of our work can be found at https://github.com/Jacklinkk/Graph_CAVs
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I. INTRODUCTION

INTELLIGENT transportation system plays an important role in both economic and social development, and connected and automated vehicles (CAVs) are an essential part of intelligent transportation systems [11]. Before fully autonomous driving is achieved, CAVs will operate for a certain period in mixed autonomy traffic, which includes both CAVs and human-driven vehicles (HVs) [2]. Therefore, the collaboration between CAVs and HVs and the communication between CAVs need to be carefully considered to ensure that CAVs can perform cooperative driving behaviors in mixed autonomy traffic [3]. Driving instructions of autonomous vehicles (AVs) are generated in decision-making systems. However, the simultaneous generation of driving instructions for multiple CAVs requires multi-agent decision-making systems. Therefore, designing a highly intelligent and reliable multi-agent decision-making system for CAVs is crucial to generate reasonable driving behaviors in mixed autonomy traffic, which could improve the efficiency and safety of future intelligent transportation systems [4].

The detailed overview of decision-making technologies for AVs was presented in [5-6]. These researches state that Reinforcement learning (RL) has been an effective method for solving decision-making problems because it can find optimal solutions in uncertain environments and does not require large labeled datasets. However, the dimensionality of the state and action space in mixed autonomy traffic is high. Therefore, applying the RL-based methods to mixed autonomy traffic applications face the problem of dimensional catastrophe, which significantly reduces the efficiency. To extend the RL-based methods to the high-dimensional state and action spaces, deep reinforcement learning (DRL)-based methods have been developed by embedding neural networks into the RL-based methods. In this way, the problems in complex and dynamic environments with high computational efficiency can be effectively handled without relying on prior knowledge. Therefore, the DRL-based methods have been widely applied to the decision-making process in mixed autonomy traffic [7-11]. However, when solving a multi-agent decision-making problem of CAVs, a DRL-based method faces difficulties in modeling the mutual effect of vehicles in mixed autonomy traffic. This results in low cooperative behaviors, which can lead to danger or even traffic accidents. Thus, highly accurate representation methods for mixed autonomy traffic have been urgently needed.

Graph representation is a powerful method to capture topological relationships and model the mutual effect of vehicles. However, a graph neural network (GNN) is needed to process the graphic features generated by the graph representation
The combination of graph representation, GNN, and DRL-based methods can be used to design a graph reinforcement learning (GRL)-based method that can effectively solve the multi-agent decision-making problem of CAVs in mixed autonomy traffic.

The main characteristics of the GRL-based methods can be summarized as follows: 1) Mixed autonomy traffic is modeled as a graph. Particularly, a vehicle is regarded as a node of the graph, while the mutual effects of vehicles are regarded as edges of the graph [12]. 2) A GNN is adopted for feature extraction; extracted features are fed to the policy network to generate the driving behaviors of CAVs. A number of studies have used GRL-based methods to generate cooperative behaviors. In [13], two multi-head attention graph convolutional layers were used for feature extraction, and behaviors for different agents were generated using deep q-learning (DQN). In [14], GNN and DQN were combined (GCQ) for multi-agent cooperative controlling of CAVs in a merging scenario. The two mentioned studies have shown that the implementation of GRL can provide better results than using DRL in interactive scenarios.

To verify preliminary the optimization effect advantage of the GRL-based methods relative to the DRL-based methods, this study conducts a simple ablation experiment first. A GRL-based model is trained in a highway ramping scenario: graph convolutional networks (GCN, a typical GNN method) [15] with proximal policy optimization (PPO) method [16]. The proposed model is compared with the model without a GCN, and results show that the GRL-based method performs better than the DRL-based method.

In summary, the GRL-based methods have great potential to improve the decision-making performance for CAVs in mixed autonomy traffic. Therefore, this paper focuses on the study of the GRL-based methods in mixed autonomy traffic, including the development of a modular GRL framework, the review of the relevant literature, and the comparative study of GRL-based methods. This research can lay a foundation for related research, help to understand, explore, and improve the GRL-based methods, and promote the development of these methods in the field of intelligent transportation systems. The main contributions of this article can be summarized as follows:

- A generic and modular GRL framework for multi-agent decision-making of CAVs in mixed autonomy traffic is designed. The proposed framework contains four modules: mixed autonomy traffic module, graph representation module, GRL module, and driving behaviors module. The corresponding elements and functions are explained in detail;

- A systematic review of the DRL- and GRL-based methods for decision-making in mixed autonomy traffic is presented, focusing on the research topics that recent work has addressed;

- A comparative study of different GRL-based methods with an open-source code is conducted based on the designed framework. An ablation experiment is performed to verify the optimization effect advantage of the GRL-based methods compared to the corresponding DRL-based methods. Moreover, a comparison experiment is conducted to explore the performances of different GRL methods;

- Challenges and future research topics of the GRL-based methods for multi-agent decision-making in mixed autonomy traffic are discussed based on the current research status.

The rest of this paper is organized as follows. In Section II, a generic and modular GRL framework for multi-agent decision-making of CAVs in mixed autonomy traffic is introduced. In Section III, a comprehensive review of state-of-the-art DRL- and GRL-based methods is provided. In Section IV, a comparative study of different GRL-based methods is conducted based on the designed framework. In Section V, challenges and future research topics are summarized and discussed. Finally, the main conclusions are drawn in Section VI.

II. PROPOSED FRAMEWORK

Before conducting detailed research, it is essential to introduce a framework of the GRL-based methods. This section presents a modular GRL framework for multi-agent decision-making in mixed autonomy traffic based on related research. The presented framework contains the following modules: mixed autonomy traffic module, graph representation module, GRL module (including GNN and DRL module), and driving behaviors module. The mixed autonomy traffic module is the basis of the proposed framework. The graph representation module is used to generate graphic features of mixed autonomy traffic and input them to the GRL module. The GRL module is the core of the framework to generate driving policies. The driving behavior module selects driving behavior according to the driving policies and inputs it to the mixed autonomy traffic to update the environment state.

A. GRL Framework Architecture

The complete design of the proposed framework is illustrated in Fig. [1]. The decision-making problem addressed by the proposed framework can be modeled as a finite horizon Markov decision process (MDP) [17], which is defined by tuple \((S, a, P, R, \gamma)\). In tuple \((S, a, P, R, \gamma)\), \(S\) denotes a set of states that represent the current states of mixed autonomy traffic; \(a\) is a set of actions performed by the vehicles; \(P\) represents the transition probability distribution, \(R\) denotes a reward function used to evaluate the performance of actions taken by vehicles in the current states, \(\gamma \in (0, 1)\) is a discount factor for future reward. Moreover, in many real-world application domains, it is not possible for each vehicle to observe all features of the current environment state. Thus, the decision-making problem can be further modeled as a partially-observable Markov decision process (POMDP) [18], which is defined by tuple \((S, a, P, R, \Omega, O, \gamma)\), where \(\Omega\) denotes the set of observations at the current state, and \(O\) is the observation model generating a possibility distribution over the possible observations. In the proposed GRL framework, both the MDP and the POMDP are implemented by neural networks, and the goal is to explore an optimal policy that maximizes the rewards by solving the decision-making model.
The mixed autonomy traffic is modeled as a graph, where a vehicle is regarded as a node of the graph, and the mutual effect of vehicles is regarded as edges of the graph. The graph is defined as $G = \{N, E\}$, where $N = \{n_i, i \in \{1, 2, ..., n\}\}$ is a set of node attributes and $E = \{e_{ij}, i, j \in \{1, 2, ..., n\}\}$ is a set of edge attributes; $n$ denotes the number of nodes in the constructed graph, and it is equal to the total number of vehicles.

At a specific time step $t$, the current state of mixed autonomy traffic $S_t$ is extracted through graph representation to generate graphic features $G_t$. The GNN module uses the graphic features as input and generates processed features $Z_t$, which are then fed to the DRL module. Next, policy $\pi_t$ is produced by the DRL module, and a set of actions $a_t$ is generated to update the state of the traffic scenario state. Finally, the reward $R_t$ of the current time step is fed back to the GRL module to update model parameters.

In the proposed modular framework, the graph representation methods can be adjusted according to the traffic scenario characteristics and modeling approaches. The GNN and DRL modules in the GRL module can be freely substituted according to the actual need to achieve different combinations. The proposed framework can also be adjusted to different traffic environments.

### B. Mixed Autonomy Traffic

The mixed autonomy traffic considered in this study consists of CAVs and HVs, where CAVs are controlled by a GRL-based algorithm. The mixed autonomy traffic model can be constructed according to specific practical conditions.

The design of mixed autonomy traffic can refer to the scenarios constructed in some traffic simulation software. The Highway-env [19] provides many typical traffic scenarios, such as highways, intersections, and roundabouts. Flow [20] is a DRL-based framework for mixed autonomy traffic, which acts as an interface between traffic simulators (e.g., Sumo [21] and Aimsun [22]) and RL libraries. The Flow framework not only provides typical traffic scenarios, but also creates several benchmarks for the development and verification of RL algorithms; it also supports the import operation of road network files (e.g., OpenStreetMap) to simulate traffic operations under real-world conditions.

### C. Problem Formulation

The constructed GRL framework uses the graphic features extracted through graph representation as input. The graphic features are processed, and driving behaviors are generated and then fed to the controlled vehicles in the mixed autonomy traffic model.

#### 1) Graph Representation: In the proposed framework, graph representation is used to extract the mixed autonomy traffic features and feed them to the GNN module. The graph representation consists of the node feature matrix $N_t$ and the adjacency matrix $A_t$, which are explained in the following.

**Node feature matrix:** The state of vehicles in a mixed traffic scenario is represented by the node feature matrix, whose elements are feature vectors of vehicles. The node feature matrix can be expressed as follows:

$$N_t = [V^1_t, V^2_t, \cdots, V^n_t, \cdots, V^n_t]^T$$  \hspace{1cm} (1)

where $\{V^i_t, i \in \{1, n\}\}$ denotes the feature vector of the $i$th vehicle. Feature vectors can contain multi-dimensional data on a vehicle, such as position, speed, and attitude.
Adjacency matrix: The mutual effect and interaction between vehicles are represented by the adjacency matrix, which can be represented as follows:

$$A_t = \begin{bmatrix}
e_{11} & e_{12} & \cdots & \cdots & e_{1n} \\
e_{21} & e_{22} & \cdots & \cdots & e_{2n} \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
e_{n1} & e_{n2} & \cdots & \cdots & e_{nn}
\end{bmatrix}$$  \hspace{1cm} (2)

where \(\{e_{ij}, i, j \in [1, n]\}\) denotes the edge value of the \(i\)th and \(j\)th vehicles; the edge value can be derived through the predefined interaction model of vehicles.

Scenario classification: The mixed autonomy traffic scenarios can be divided into open- and closed-loop traffic scenarios according to the invariance of the number of vehicles in a traffic scenario. In an open-loop traffic scenario (e.g., roundabout or ramping scenario), the number of vehicles changes; while in a close-loop traffic scenario (e.g., ring network or vehicle platoon), the number of vehicles is fixed.

It should be noted that for an open-loop traffic scenario, the above node feature matrix and adjacency matrix cannot be directly input into the GRL-based model to generate driving policy. Namely, since vehicles are entering and exiting a given scenario, the number of observed vehicles in the considered road network area changes dynamically. However, in the graph representation process, the features of each vehicle in the considered environment need to be stored in the corresponding position in the feature matrix. In addition, in the action output process, actions executed by a vehicle are defined by elements in the corresponding position in the action matrix. Therefore, an index matrix is required to record the vehicles that currently exist in the open-loop scenario at each time step. Each vehicle is numbered and then recorded in the corresponding location of the index matrix. The index matrix is described as follows:

$$I_t = [Veh_1, Veh_2, \cdots, Veh_i, \cdots, Veh_n]$$  \hspace{1cm} (3)

where \(\{Veh_i, i \in [1, n]\}\) indicates the existence of each vehicle; if \(Veh_i = 1\), the \(i\)th vehicle exists in the current environment, otherwise \(Veh_i = 0\).

In a closed-loop traffic scenario, features of a vehicle are automatically assigned to a specific position in the feature matrix, and the actions executed by the vehicle are selected from the elements in the corresponding position in the action matrix. Thus, the node feature matrix and the adjacency matrix can be directly input into the GRL module.

Define \(\odot\) as the matrix operation at the corresponding position according to the index matrix. Then the graph representation at the current time step in an open-loop traffic scenario can be formulated as \(S_t = [N_t, A_t] \odot I_t\); meanwhile, in a close-loop traffic scenario, the graph representation can be directly formulated as \(S_t = [N_t, A_t]\).

The node feature matrix and the adjacency matrix can be freely defined according to actual requirements, and different graph representation methods can be implemented into the proposed framework. Various methods for constructing the node feature matrix are summarized in TABLE I, and methods for constructing the adjacency matrix are given in TABLE II.

2) Driving Behaviors: According to the output level, driving behaviors can be separated into two categories: high-level behaviors and low-level control commands [32]. High-level behaviors mostly include merging, overtaking, and lane keeping, whereas low-level control commands include velocity and acceleration in various vehicle control directions. Driving behaviors are represented as an action space, which can be divided into discrete action space and continuous action space. High-level behaviors can only be represented as a discrete action space; whereas low-level control commands can be represented as a discrete action space. Different policy-generated methods of the DRL module generate different action spaces, which in turn generate different categories of driving behavior.

The discrete action space is composed of a finite number of actions, which is typically the entire set of action commands available for a given task. For instance, in a lane-change scenario, the discrete action space can be defined as \(a = [\text{change to left}, \text{go straight}, \text{change to right}]\). The discrete action space is encoded using one-hot vectors, where each encoded point corresponds to an action command, and all encodings are mutually incompatible.

The continuous action space consists of specific values of control commands. For instance, in a highway scenario, the continuous action space can be defined as \(a = [a_t, \theta_t]\), where \(a_t\) denotes the longitudinal acceleration and \(\theta_t\) denotes the steering angle. The continuous action space is encoded using multi-dimensional (or one-dimensional) vector, where each encoded position represents a control command. The control commands are normally limited to a certain value range, and specific values of the control commands are determined based on the adopted control strategy. The continuous action space can be discretized at a certain granularity, but in this case, the trade-off between the control accuracy and the action space dimension has to be considered.

As the output data of the proposed GRL framework, the available levels of driving behavior have to correspond to the categories of policy-generated methods of the DRL module. The correspondence between driving behaviors and the DRL methods is described in detail in Section II-D.

D. GRL

The GRL module contains two sub-modules: the GNN module and the DRL module. This model uses graphic features as input and outputs policy as the basis for action selection.

1) GNN Module: GNN is a neural network type for processing data represented by a graph data structure [33]. The GNN module uses graphic features extracted by graph representation as input data and outputs processing features that are then fed to the DRL module for further processing. The general calculating process of the GNN module can be defined by:

$$G_t = \Phi_{\text{GNN}}(S_t)$$  \hspace{1cm} (4)

where \(G_t\) denotes the graphic features processed by the GNN module; \(\Phi_{\text{GCN}}\) denotes the graph convolution operator.
TABLE I
SUMMARY OF THE NODE FEATURE MATRIX CONSTRUCTING METHODS.

| Refs | Method | Scenario                  | Components |
|------|--------|---------------------------|------------|
| [23] | Features of the ego vehicle and its four neighboring vehicles in the sensing range. | Highway Merging | ✓          |
| [24] | Features of the ego vehicle and its four neighboring vehicles in the sensing range. | Lane-changing | ✓          |
| [14] | Feature vector of all vehicles (HVs and AVs). | Highway ramping | ✓          |
| [14] | Feature vector of all vehicles (HVs and AVs). | Various scenarios | ✓          |
| [14] | Feature vector of the whole vehicle platoon. | Vehicle platoon control | ✓          |
| [25] | Feature vector of ego vehicle and neighboring vehicles within the sensing range. | Various scenarios | ✓          |
| [26] | Feature vector of all vehicles (HVs and AVs). | Lane-changing | ✓          |
| [27] | Feature vector of all vehicles (HVs and AVs). | Various scenarios | ✓          |
| [28] | Information on the ego vehicle and other vehicles. | Lane-changing | ✓          |
| [29] | Feature vector of all vehicles in the sensing range. | Traffic signal control | ✓          |
| [7]  | Feature vector of the ego vehicle and neighboring vehicles within the sensing range. | Highway cruising | ✓          |
| [30] | Feature vector of all vehicles (HVs and AVs). | Highway merging | ✓          |
| [31] | Feature vector of the ego vehicle and neighboring vehicles within the sensing range | Highway cruising | ✓          |

TABLE II
SUMMARY OF THE ADJACENCY MATRIX CONSTRUCTING METHODS.

| Refs | Methods | Scenario                  | Components |
|------|---------|---------------------------|------------|
| [14] | Graph convolutional network (GCN) | Highway ramping | Information sharing between vehicles. |
| [25] | Graph attention network (GAT) | Various scenarios | Gaussian speed field using the Gaussian process regression (GPR) model. |
| [26] | A directed graph with a self defined GNN. | Highway lane-changing | Relative distance between vehicles. |

Different GNN methods can be implemented into the proposed framework. In this work, studies that can help to select an appropriate GNN method are mentioned. The original concept of GNN was proposed in [34]. The overviews of various GNN methods and applications were presented in [35, 36]. A comprehensive survey of GNN was provided in [37], as well as the open-source scripts, benchmark datasets, and model evaluation of GNNs.

2) **DRL Module:** DRL incorporates deep learning into RL, allowing agents to make decisions based on unstructured input data without manual engineering of the state space [38]. In the proposed framework, the DRL module uses features processed by the GNN module as input data and generates policy for action selection as output data. The driving policy can be defined as follows:

$$\pi_t = \Phi_{DRL}(G_t)$$

where $\pi_t$ is the driving policy generated by the DRL module; $\Phi_{DRL}$ denotes the DRL model.

Different types of DRL methods generate different driving policy categories. The DRL methods can be divided into value- and policy-based methods. Value-based methods are applicable only to discrete action spaces; these methods aim to generate the driving policy consisting of values of different actions and then select driving behaviors according to the value of each available action. The policy-based methods are applicable to
TABLE III
Calculation Methods of Driving Behaviors Using Different DRL Methods.

| Categories          | Driving policy | Derivation of driving behaviors |
|---------------------|----------------|---------------------------------|
| Value-based         | State-value function | Discrete: Value of each available action. |
|                     | Deterministic policy | Continuous: Specific numerical instruction of each action. |
| Policy-based        | Stochastic policy  | Discrete: Probability of each available action. Continuous: Normal distribution of each available action. |

Both discrete and continuous action spaces. They can generate both stochastic deterministic driving policies, and then driving behaviors are selected accordingly. The calculation methods of driving behaviors using different DRL methods are summarized in TABLE III.

Different DRL methods can be implemented into the proposed framework. In this work, a comprehensive summary of studies that present the DRL methods was provided. An overview of fundamentals, typical algorithms, applications, and resources of DRL was provided in [39]. A survey of DRL for autonomous driving was presented in [40], while a survey of DRL for intelligent transportation systems is given in [41].

III. Review of Decision-Making Algorithm in Mixed Autonomy Traffic

This section presents a review of the decision-making algorithm in mixed autonomy traffic. Considering that the DRL-based methods denote a crucial part of the GRL-based framework, the research on the DRL can be transferred to the GRL, which can significantly contribute to the GRL algorithm development. Therefore, both the DRL- and GRL-based approaches are reviewed in this section. In sub-section A, the state-of-the-art DRL-based approaches are summarized in detail, focusing on the issues that recent research has addressed. In sub-section B, the advantages of the GRL-based methods over the DRL-based methods are emphasized, and several GRL-based methods for decision-making in mixed autonomy traffic are presented. The taxonomy of research problems addressed by the DRL- and GRL-based methods for decision-making in the mixed autonomy traffic is depicted in Fig. 2.

A. DRL Methods

Typical RL-based methods can solve decision-making problems in a limited state and action spaces. However, the RL-based methods suffer from problems of high dimensionality and low solution efficiency in complex driving scenarios. To overcome these problems, a deep neural network is incorporated into the RL methods to construct a DRL-based framework. In decision-making for AVs, the DRL-based methods have a strong ability to handle complex and dynamic driving environments and can efficiently produce near-optimal actions based solely on interactions with the environment without any prior knowledge about the underlying system [42, 43]. Numerous studies have focused on the DRL-based methods to solve the decision-making problem in mixed autonomy traffic. In this work, the state-of-art literature is reviewed. Several typical DRL-based approaches are presented in TABLE IV.

1) Safety: Safety is the first priority in cooperative decision-making. Learning how to drive safely is essential for CAVs in mixed autonomy traffic.

A primary possible solution for designing a safe policy to define additional restrictions on action selection. In [44], the DQNs were combined with formal safety verification to ensure that only safe actions could be selected, and highly desired velocity was reached nearly no collision. However, the trade-off between safety and efficiency should be further considered. In [45], a risk-sensitive approach was proposed to ensure that the collision rate was less than 3%. Similarly, in [46], a “model-checker” based safety RL method was proposed to guarantee the safety of intersections in complex environments. A recurrent neural network was trained to generate beliefs, and driving instructions were generated based on the DQN and according to the constraints of the safety threshold. Approximately 100 steps were necessary to complete the goal for the given scenario at a low collision rate. In [47], a safe decision-tree policy was designed to ensure safe distance in a highway overtaking scenario; collision was obviously reduced in randomized initialization. However, the reward function needed further development because the overall reward decreased when collisions were reduced.

Another possible solution for ensuring driving safety is constructing a safe reward function to train a DRL-based model to generate safe driving behaviors. In [48], a risk-based reward function was derived to punish risk situations instead of only collision-related ones. A generic “risk-aware DQN” was proposed for generating safe behaviors. Results showed that a success rate of near 95% could be achieved under a low training vibration. Moreover, in [49], an assessment module based on the Bayesian inference was designed to ensure safe reward generation. In [50], the trade-off between safety and agility was considered when designing the reward function; overall braking induced by the lane-changing behaviors was mainly minimized while encouraging the AV to speed up.

Several other techniques have also been adopted to improve driving safety. In [51], multiple neural networks were assembled with additional randomized prior functions to optimize the typical DQN capacity. In this way, safe driving could be realized in more uncertain intersections. Results showed that the success rate of more than 95% could be achieved under a collision rate of less than 5%. However, the constructed simulation environment was too simple. In [52], adversarial robust control (ARC) was implemented in a highway leader-follower driving scenario. The A3C was selected as a basic framework, and a protagonist network was constructed to control the follower vehicle, whereas an adversary network was constructed to control the lead vehicle. The number
of collisions decreased by 90.25%. Nevertheless, the non-
lead-follower scenario should be also considered. In [53], an
attention mechanism was introduced to focus on more spatially
and temporally important environmental features to generate
self-attention features. This enabled safe and efficient driving
decisions even under noisy sensory data, and a success rate
of more than 87% was achieved at a low collision rate and
average braking time.

2) Efficiency: Another critical research topic in decision-
making is how to ensure high efficiency. In this study, ef-
ciciency refers to solve the DRL model of decision-making
with high real-time performance, which is critical to practical
applications in CAVs.

In [54], the rainbow DQN was combined with a safely-
driving rewarding scheme to achieve high sample efficiency.
The trained model converged to stable reward after only 200k
training steps compared with baseline (1M training steps).
In [55], decision-making at an intersection was modeled as
hierarchical-option MDP (HOMDP), where only the current
observation was considered instead of the observation se-
quence over a time interval to reduce the computational cost.
A success rate of more than 97% was achieved, and 50%
lesser number of steps were needed to finish the driving task
compared with the baseline. In [56], human demonstration
with the supervised loss was implemented into the training
of a double DQN for a better exploration strategy to boost the
learning process. A success rate of over 90% could be reached
with only 100 training epochs.

3) Eco-driving: Eco-driving can reduce resource waste and
have significant economic benefits. Learning how to control
the ego vehicle more efficiently and cooperate with other ve-
hicles to improve transportation efficiency could be beneficial
to energy saving.

Vehicle platoon control has been a hot topic because im-
proper driving behavior of a vehicle can adversely affect
the driving efficiency of other vehicles. In [57], a hybrid
DRL and genetic algorithm for smart-platooning (DRG-SP)
was proposed. A genetic algorithm was implemented into
the DRL-based framework to overcome the slow conver-
gence problem and ensure long-term performance. The driving
policy was updated through a rank-based replay memory to make highly optimal decisions. Results showed that the
energy consumption was reduced by 8.57% while maintaining
high efficiency. In [10], a communication proximal policy
optimization (CommPPO) was proposed for eco-driving. A
predecessor–leader-follower topology in the platoon was util-
ized with a new reward communication channel to guarantee
efficient information transmission and avoid the lazy-agent
problem. In addition, curriculum learning was first adopted
to train a small-size platoon to facilitate the training process
of the whole vehicle platoon. Results showed that fuel con-
sumption was reduced by 11.6%.

Several other driving scenarios have also been investigated
in the research on eco-driving. In [58], an “I-210 network”
was designed. Multi-agent PPO with a traffic smoothing controller was proposed to eliminate traffic shockwaves. The designed
system achieved a 25% fuel consumption reduction at a 10%
penetration rate. However, only two vehicles were controlled
in the constructed scenario. In [59], an efficient on-ramp
merging strategy (ORMS) was proposed. The D3QN was
combined with prioritized experience replay to learn the lane-
changing behaviors, and a motion planning algorithm based
on time-energy optimal control was developed by adding
time term into the reward function to generate an optimal
trajectory. Results showed that the fuel economy and traffic
efficiency could be improved by 43.5% and 41.2%. In [31],
a unity-based simulator was developed, and a mixed traffic
intersection scenario was designed. A hybrid RL (HRL)-based
framework, which combined the rule- and DRL-based modules
was proposed for eco-driving at intersections. Particularly,
the rule-based module was used to ensure good collaboration
between the two types of strategies, while a dueling DQN
was implemented into the DRL module to generate driving
behaviors by capturing both visual and logical information.
Results showed that energy consumption and travel time were
reduced by 12.70% and 11.75%, respectively.
4) Cooperative driving: In this study, cooperative driving mainly refers to the decision-making of a single CAV considering collaboration with other HVs. Learning how to perform cooperative driving behavior in mixed autonomy traffic has significant implications for improving traffic efficiency.

The highly comprehensive modeling of interactions has great potential to improve cooperation between vehicles. In [30], HVs were modeled with different cooperation levels in the DRL framework. Typical DQN was combined with a belief updater to generate driving instructions under different cooperation levels. The number of time-out failures was obviously reduced compared with the baseline. Moreover, in [60], a multi-agent RL method for harmonious lane-changing was developed. The proposed harmonious driving method relied only on the ego vehicles’ limited sensing results to balance the overall and individual efficiencies. In addition, a reward function that combined individual efficiency with the overall efficiency for harmony was designed. Results showed that a high mean vehicle flow rate could be reached under congested conditions.

Better prediction of other vehicles’ behaviors can help to generate cooperative behaviors of the ego vehicle. In [61], the Deep-Sets DQN was proposed to handle the dynamic number of vehicles. The proposed model can efficiently predict cooperative drivers’ behaviors based on their historical data and generate high-level cooperative instructions; the MPC was used to generate driving trajectories. Similarly in [62], a high accuracy data-driven model was developed based on a directed graphic model to predict the intention of HVs. The predicted results were then input into the DRL framework to generate cooperative driving behaviors. Results showed that an average speed of 31.8m/s could be reached with stable speed deviation.

5) Vehicle-to-pedestrian interaction: Apart from the cooperation between vehicles, vehicle-pedestrian interaction is also important for safe autonomous driving.

One solution for ensuring pedestrian safety is to generate vehicle braking commands directly. In [63], an autonomous braking system based on a DQN was designed. The output of the system was a series of braking commands of different strengths. The collision rate reaches zero when the time-to-collision (TTC) interval was longer than 1.5s. However, only a single vehicle and person were considered in the constructed scenario. In [64], a multi-objective reward function was designed in the DQN framework for navigation in urban environments in the presence of pedestrians. Both acceleration and braking commands were generated, and the results indicate that both driving safety and efficiency were optimized.

Predicting pedestrians’ behaviors could contribute to the safe driving of autonomous vehicles. In [65], a safe speed network was constructed and integrated with the DRL agent. Moreover, a risk assessment was performed to predict the behaviors of distracted pedestrians. The predicted results were then input into the double DQN with an integrated safe speed network to generate driving behaviors.

Complete modeling of pedestrians’ intentions is important since pedestrians’ behaviors are highly uncertain. In [66], a pedestrian was modeled as a DRL agent to define the vehicle-pedestrian interaction as a multi-agent DRL problem. Two levels of the pedestrian models and vehicle models were established. The obtained results indicated that a collision rate of 0.135% was achieved under maximal noisy level, and the DRL pedestrian model could learn an intelligent crossing behavior. However, whether modeling the pedestrian as a DRL agent could reduce the requirement for vehicle intelligence should be further explored.

6) Multi-agent: In general, multiple CAVs need to be controlled in mixed autonomy traffic. Thus, multi-agent decision-making technology is highly demanded.

In [67], a simple multi-agent DRL framework was proposed to solve the problem of a highway merging scenario. The acceleration command of each AV was generated using the status of other vehicles as input data. Collision-free performance was achieved at an on-ramp length of 70m or longer with vehicles that were 5m or more apart. However, only two vehicles (one driving on the main lane, another driving on the merge lane) were controlled in the constructed scenario; still additional vehicles should also be further considered. More vehicles were considered in [68], where the REINFORCE algorithm was used to generate driving behaviors based on local observations for an arbitrary number of controlled vehicles. Results showed that the near-optimal throughput with 33%-50% controlled vehicles could be achieved.

A more complete multi-agent decision-making system was designed in [24], and a multi-agent A2C method with the parameter-sharing mechanism and multi-objective reward function was proposed to achieve decentralized control of multiple AVs. Feature vectors of the ego vehicle and its neighboring vehicle were used as input data, and driving instructions of all AVs were then generated. Moreover, the designed reward function was used to evaluate the performance of every single AV, and the transition of each vehicle was stored into experience replay individually. Then, the experience replay was sampled for model training. The authors conducted similar research in [23], where the main improvement was that a priority-based safety supervisor was developed to avoid invalid behaviors to reduce collision numbers.

Modeling the interaction between different vehicles can provide more reasonable driving behaviors for each vehicle. In [7], a dynamic coordination graph was proposed to model the continuously changing topology during vehicles’ interactions. A tubular Q-learning was proposed to generate driving behaviors. In addition, two mechanisms (the global coordination mechanism and the local coordination mechanism) were employed to extend the approach to more general and complex situations with any number of vehicles. Results indicated good performance in scenarios with different numbers of vehicles.

7) Multi-task driving: Driving efficiency of CAVs can be further improved by optimizing multiple driving tasks simultaneously.

A straightforward approach for optimizing multiple driving tasks simultaneously is to establish multi-objective reward functions to train an AV to execute multiple driving tasks simultaneously. In [69], a unified four-dimensional vectorized reward function was derived and combined with a DQN to solve the navigation problem at different types of intersections. The designed reward function consisted of the reward values
generated by four different driving actions in the current state. In [70], two objectives, collision avoidance for safety and jerk minimization for passenger comfort, were investigated in designing the reward function. The DDPG was used for behavior generation, and results showed that vehicle jerk is reduced by 73% with nearly no collision in the highway merging scenario. Similarly in [71], driving speed and fuel efficiency were jointly considered in designing the reward function. The AC algorithm, which takes the visual image as input and outputs the control commands to achieve the end-to-end driving, was used. However, the verification scenario included only the ego vehicle but no other vehicles.

In [72], more types of objects were implemented into the reward function. Safety, comfort, economy, and transport efficiency were considered in design a multi-mode reward function. The PPO was employed, and results indicated that a feasible and effective driving policy for autonomous electric vehicles was achieved. However, more combinations of weight coefficients need to be investigated. In addition in [73], similar objects were considered in the design of the reward function. The main difference was that meta RL was adopted to improve the generalization capability of the DRL model for more complex environments. The overall success rate was up to 20% higher than the benchmark model, and the collision rate was reduced by 18%.

Decoupling the driving tasks into several sub-task is another possible solution for dealing with multi-task driving. In [74], the driving tasks were modeled through a hierarchical framework integrating high-level policy and low-level control. High-level driving behaviors were generated by the A2C and then input into the vehicle kinematic model to generate acceleration and steering angle commands. Results showed that the collision rate was less than 5%. In [75], the driving tasks were decomposed into several simple tasks, and a hierarchical program-triggered RL-based (HPRL) framework was established to train different agents to complete the decomposed sub-tasks simultaneously. The proposed method demonstrated good training efficiency in multi-task autonomous driving.

8) Other: Some other research objectives have also been considered in recent studies. In [76], driving ethics were considered, including three different policies, particularly, Rawlsian contractarianism, utilitarianism, and egalitarianism. A search-based method was used to generate ethical driving instructions. In [77], the benchmark establishment process was mainly studied, and an OpenDS-CTS benchmark based on the major German in-depth road accident study GIDAS was proposed to verify safe decision-making in vehicle-pedestrian accident scenarios. Moreover, a hybrid method named HyLEAP, which combines belief tree and DRL, was proposed to generate collision-free behaviors.

B. GRL Methods

The DRL-based methods are prevalent for decision-making in mixed autonomy traffic. However, when employing only DRL to solve multi-agent decision-making and cooperative driving, system complexity increases significantly, and it is difficult to model relationships between agents. Since a GNN can obtain the topological relationship and facilitate the modeling of the mutual effects of multiple agents, it has great potential to improve decision-making performance in mixed autonomy traffic. This section summarizes the relative research on the GRL-based methods. The detailed structure of a GRL-based method is illustrated in Fig. 3. The overview of the GRL-based approaches is given in TABLE V.

![Fig. 3. The detailed structure of the GRL algorithm.](image)

A straightforward solution has been to model the mixed autonomy traffic as a graph, representing features of vehicles as a node feature matrix and mutual effects between vehicles as an adjacency matrix. Therefore, a GNN can be used to aggregate the above two matrices into a DRL-based framework to generate driving behaviors. In [14], a highway ramping scenario was constructed and modeled as an undirected graph. The GCN was used to acquire the data collected through collaborative sensing, while cooperative lane-changing decisions were generated by the DQN. The results showed that the average reward was higher than those obtained by the rule-based and LSTM methods in different traffic densities. However, the generated behaviors did not correspond to the current vehicles. Based on [14], two improvement solutions were proposed. In [78], a generalized single-agent GRL training method was developed. The training results were applied to multi-agent training to reduce the computational cost. However, continuous action space should be considered for generating acceleration commands. In [79], a multi-mode reward function with a decision-weighted coefficient matrix was derived to train multiple decision-making modes in different traffic scenarios. Four decision-making strategies, including aggressive incentive (AGGI), aggressive punishment (AGGP), conservative incentive (CONI), and conservative punishment (CONP), were trained with a multi-step double DQN. Results showed that higher reward and average speed could be achieved.

Exploring additional ways of modeling interactions between vehicles is significant to improving the effectiveness of the GRL-based methods. In [26], a highway lane-changing scenario was modeled as a directed graph, and graph representation was implemented based on the relative position between vehicles. Further, in [80], an intersection scenario was constructed, and the connection between vehicles was modeled based on their turning intentions. In [25], an attention mechanism was introduced to capture the mutual interplay between vehicles to achieve better cooperative control. Moreover, a dynamic adjacency matrix based on the Gaussian speed field using the Gaussian process regression (GPR) model was constructed to capture spatial and temporal interactions between surrounding vehicles. A graph attention network
(GAT) was used for graphic feature extraction, while the PPO was employed for policy generation. Various scenarios were verified, and results indicated a higher average reward than that of the baseline.

Another method is to use a GNN to fuse multiple feature categories without modeling the mixed autonomy traffic as a graph. In [81], various traffic scenarios were designed in the Carla simulator. Graph node features of vehicles and bird-eye view images were concatenated and input in the GAT. Then, the aggregated features were fused with the motion vector and route of the ego vehicle and fed to a multi-layer perceptron (MLP) model to generate throttle and steering commands. Safe navigation in a complex driving environment was achieved while satisfying traffic rules. Similar research was conducted in [82]. The main difference was that only graph node features and bird-eye view were fused and input in the GAT. The D3QN was combined with a noisy network to improve policy exploration and generation. Results showed that a success rate of over 96% was achieved in training scenarios.

IV. COMPARATIVE STUDY OF GRL-BASED METHODS

This study conducted a comparative study of different GRL-based algorithms on the same benchmark to investigate the utility of the GRL-based approach. Compared with the DRL-based methods, the GRL-based model improves the interaction between vehicles and has great potential to improve decision-making performance. Therefore, a modular GRL library based on the proposed framework was constructed to explore the effects of various GRL-based algorithms and the corresponding DRL-based algorithms systematically on the same traffic benchmark. The modular GRL library was designed using Python language and different third-party libraries. Simulations were performed using the Flow library [20] and SUMO platform [21]. The main goal was to provide a valuable resource and a foundation for future relevant research.

Compared to the existing GRL-based approaches for decision-making in mixed autonomy traffic, the main contributions of this research could be summarized as follows: 1) A modular GRL library was developed based on the proposed framework. According to particular requirements for a traffic environment, the graph representation methods, GNN methods, and DRL methods can be adjusted; 2) Comparison experiments with state-of-the-art methods were performed. The experimental results were analyzed comprehensively and systematically.

A. Traffic Scenario Construction

In the comparative study, two traffic scenarios were constructed for the purpose of validation of different GRL-based methods, namely a highway ramping scenario and a Figure-Eight scenario. The two scenarios were highly discriminated, the invariance of the number of vehicles and the type of action space were both different. In this way, the results of a comparative study based on these two scenarios were well represented. The two traffic scenarios are described in detail in the following.

1) Highway Ramping Scenario: The highway ramping scenario was constructed based on [14 20]. The scenario consisted of a three-lane highway with two ramp exits. It included HVs and two types of AVs. Different vehicles had different driving tasks, but they needed to cooperate to complete the scheduled driving tasks more efficiently. The illustration of the highway ramping scenario is given in Fig. 4 where white vehicles represent HVs, entering from the left side of the highway and exiting on the right side; colored vehicles represent AVs that enter from the left side of the highway and exit at different ramps. Specifically, red vehicles denote Ramp_1 AVs, merging at Ramp 1; green vehicles denote Ramp_2 AVs, merging at Ramp 2.

![Fig. 4. The highway ramping scenario: (a) the entire view of the traffic scenario; (b) the view of Ramp 1 where red AVs drive out; (c) the view of Ramp 2 where green AVs drive out.](image)

Graph Representation: The highway ramping scenario was an open-loop scenario. In addition to the node feature matrix and the adjacency matrix, the scenario included the index matrix. Thus, the graph representation consisted of the node features matrix, adjacency matrix and index matrix.

The node features matrix \( N_i \in \mathbb{R}^{(m+n) \times 8} \) contained feature vectors of all vehicles. The feature vector was defined as follows:

\[
V_i = [v_{i}, x_i, l_i, t_i]
\] (6)

where \( V_i \) represents the feature vector of the \( i \)th vehicle. \( v_i = v_{i,\text{actual}} / v_{\text{max}} \) denotes the normalized longitudinal speed of vehicles relative to the maximum limit of longitudinal speed; \( x_i = x_{i,\text{longitudinal}} / L_{\text{highway}} \) denotes the normalized longitudinal coordinate of vehicles relative to the length of highway; \( l_i \) denotes the one-hot encoding matrix of current lane position (left-lane, right-lane and middle-lane) of vehicles; \( t_i \) denotes the one-hot encoding matrix of the current intention of vehicles (e.g., change to left, go straight, and change to right).

The adjacency matrix \( A_{ij} \in \mathbb{R}^{(m+n) \times (m+n)} \) represents the information sharing between vehicles in the highway ramping scenario. The edge value in the adjacency matrix was calculated based on the following assumption: 1) All vehicles were connected with themselves; 2) AVs could communicate with each other. 3) AVs could communicate with the surrounding HVs in their sensing range. If the \( i \)th and \( j \)th vehicles share information, the edge value \( e_{ij} = 1 \); otherwise, \( e_{ij} = 0 \).
| Task solved | Refs | Methods | Scenario | Verification | Performance | Characteristics | Remarks |
|-------------|------|---------|----------|--------------|-------------|----------------|---------|
| Safety      | [45] | Distribution DQN | Intersection | Numerical simulation | Collision rate of less than 5% | Safe policy × | An online risk assessment mechanism is introduced to evaluate the probability distribution of different actions. |
| Risk-aware DQN | [43] | Intersection | Simulation in Carla | More than 95% success rate with steady performance | Safe reward function × | A stricter risk-based reward function is constructed to solve the model. |
| SAC         | [42] | Various scenarios | Simulation in Carla | Success rate of more than 87% with a low collision rate | Attention mechanism × | An attention-based spatial-temporal fusion driving policy is proposed. |
| High efficiency solving | DQN | Intersection | Simulation in SUMO | Over 97% success rate with a small total number of finishing steps | Hierarchical framework × | Hierarchical Options MDP (HOMDP) is utilized to model the scenario. |
| Double DQN | [46] | Highway lane-changing | Numerical simulation | Over 90% success rate is achieved with only 100 training epochs | Demonstration × | Human demonstration with supervised loss is introduced. |
| Eco driving | PPO | Vehicle platoon | Simulation in SUMO | Fuel consumption is reduced by 11.6% | Oscillation resuption × | The predecessor–leader follower typology is proposed. |
| Dueling DQN | [41] | Intersection | Unity Engine | Energy consumption is reduced by 12.70% | Hybrid framework × | The rule-based strategy and the DRL strategy are combined. |
| DQN | [40] | Highway lane-changing | Numerical simulation | 6529 mean vehicle flow rate in congested conditions | Behavior prediction ✓ | Individual efficiency with overall efficiency for harmony is combined. |
| Deep-Sets DQN | [49] | Highway merging | Numerical simulation | Low comfort cost is achieved under cooperative driving | Behavior prediction × | Cooperative drivers from their vehicle state history are identified. |
| DQN | [53] | Pedestrian crossing | Simulation in PreScan | Collision rate reaches zero when TTC is higher than 1.5s | Brake Control × | An autonomous braking system is designed with different braking strengths. |
| Double DQN | [55] | Distracted pedestrian crossing | Simulation in OpenDS | Different safe speed range is verified under various pedestrian situations | Behavior prediction × | A risk assessment is performed to predict the behaviors of pedestrians. |
| DDPG | [67] | Highway merging | Numerical simulation | Collision-free performance is achieved at the merging ramp | Parameter sharing ✓ | Collision avoidance is emphasized in the interaction between vehicles. |
| Improved A2C | [23] | Highway merging | Simulation in Highway-env | Zero collision rate is achieved in three tested modes | Parameter sharing ✓ | A priority-based safety supervisor is developed to reduce collision. |
| Tubular Q-learning | [71] | Highway cruising | Graphical simulation | High average reward with good lane-keeping behaviors | Interaction modeling ✓ | A dynamic coordination graph is proposed to model the interactive topology. |
| Multi-task DQN | [69] | Intersection | Simulation in SUMO | Success rate is higher than 87% | multi-objective reward function × | Multiple tasks are represented by a unified four-dimensional vector with a vectorized reward function. |
| Multi-task driving | DDPG | Highway merging | Simulation in SUMO | Vehicle jerk is reduced by 73% with nearly no collision | multi-objective reward function × | Collision avoidance for safety and jerk minimization for passenger comfort are both investigated. |
| DQN-DDPG | Various scenarios | Simulation in Carla | 100% success rate with no traffic rule violation | Tasks decoupling × | Multiple agents are trained with the different simple task under the hierarchical DRL framework. |
The index matrix was derived based on the existence of AVs and HVs in the current environment, and the formulation is as follows:

\[ I_i = [HV_1, HV_2, \ldots, HV_m, AV_1, AV_2, \ldots, AV_n] \]  

(7)

where \( m \) denotes the total number of HVs, \( n \) denotes the total number of AVs. \( \{HV_i, i \in \{1, 2, \ldots, m\}\} \) indicates the existence of HVs, and if \( HV_i = 1 \), the \( i \)th HV exists in the current environment, otherwise \( HV_i = 0 \). \( \{AV_i, i \in \{1, 2, \ldots, n\}\} \) indicates the existence of AVs; when \( AV_i = 1 \), the \( i \)th AV exists in the current environment, otherwise \( AV_i = 0 \).

**Driving Behaviors:** In a highway ramping scenario, the output driving behavior represented a list of high-level lane-change commands used to control the lateral motion of AVs. The longitudinal control of both HVs and AVs was achieved by the intelligent driver model (IDM) [83], while the lateral control of HVs was achieved by the LC2013 lane-change model [84].

The driving behavior was characterized as a discrete action space. At each time step, the action space included different lane change instructions, which can be described as follows:

\[ a = [\text{change to left, go straight, change to right}] \]  

(8)

**Reward Function:** The reward function was designed based on [14]. In the highway ramping scenario, the goal of AVs was to exit the corresponding ramp efficiently and safely while minimizing the impact on HVs. The reward function consisted of four parts: average speed reward, intention reward, lane-changing penalty, and collision penalty. The reward function was defined as follows:

\[ R = w_1R_i + w_2R_{AS} + w_3P_{LC} + w_4P_C \]  

(9)

where \( w_i \) denotes the weight of each item in the formulation. \( R_i \) represents the intention reward to guarantee AVs can merge out from their prescribed ramp. The calculation of intention reward with road sections. The schematic diagram of the road sections segmentation is shown in Fig. 5 and the derivation of intention reward on different road section is presented in TABLE VI.

\( R_{AS} \) represents the average speed reward to encourage the driving behaviors performed by AVs to increase the system efficiency, which is obtained by:
The driving behavior was characterized as continuous action representation of an intersection consisting of two single-lane ring networks. When vehicles arrived simultaneously at the intersection, they had to slow down to obey the right-of-way rule. This reduced the average speed of vehicles in the network. In this scenario, cooperative driving was demanded to increase the average speed of vehicles while ensuring safety to optimize intersection capacity. The illustration of the Figure-Eight scenario is shown in Fig. 6. white vehicles represent HVs, and green vehicles represent AVs.

**Table VI**

| Reward type | Description | Derivation |
|-------------|-------------|------------|
| $r_1$       | Penalty for Ramp_1 AVs driving on the leftmost lane decreases from 0 to -1 when approaching Ramp 1. | $r_1 = -\frac{\Delta x_1}{k_1}$ |
| $r_2$       | Reward for Ramp_1 AVs driving on the rightmost lane, decreases from 1 to 0 when approaching Ramp 1. | $r_2 = 1 - \frac{\Delta x_1}{x_1}$ |
| $r_3$       | Penalty for Ramp_2 AVs driving on the rightmost lane, decreases from 0 to 0 when approaching Ramp 1. | $r_3 = -\frac{\Delta x_2}{k_1}$ |
| $r_4$       | Penalty for Ramp_2 AVs driving on the leftmost lane, decreases from 0 to -1 when approaching Ramp 2. | $r_4 = -\frac{\Delta x_2}{x_2-1}$ |
| $r_5$       | Reward for Ramp_2 AVs driving on the rightmost lane, decreases from 1 to 0 when approaching Ramp 2. | $r_5 = 1 - \frac{\Delta x_2}{x_2-1}$ |

$P_{LC}$ denotes the lane-changing penalty to encourage AVs exit from the corresponding ramp with the minimum lane-changing operations; $P_{LC} = n_{LC}$, where $n_{LC}$ is the number of lane changes of AVs at the current time step.

$P_{C}$ denotes the collision penalty to ensure system safety, and $P_{C} = n_{col}$, where $n_{col}$ is the number of collision at the current time step.

**Parameters Setting**: The parameters of the highway ramping scenario are given in TABLE VII.

2) **Figure-Eight Scenario**: The Figure-Eight scenario was constructed based on [20, 85]. The scenario acted as a closed-loop scenario, so the index matrix was not required. The adjacency matrix for the Figure-Eight scenario was derived in the same way as for the highway ramping scenario.

The node features matrix $N_i \in \mathbb{R}^{(m+n)\times2}$ was different, and the feature vector of each vehicle was presented as follows:

$$V_i = [v_{i1}, x_i]$$

Graph Representation: The Figure-Eight scenario was a closed-loop scenario, so the index matrix was not required. The adjacency matrix for the Figure-Eight scenario was derived in the same way as for the highway ramping scenario. The node features matrix $N_i \in \mathbb{R}^{(m+n)\times2}$ was different, and the feature vector of each vehicle was presented as follows:

$$V_i = [v_{i1}, x_i]$$

where $v_i = v_{i, actual}/v_{max}$ denotes the normalized longitudinal speed of vehicles relative to the maximum limit of the longitudinal speed; $X_i$ denotes the longitudinal coordinate of vehicles relative to the pre-specified starting point (i.e., the intersection point of the two ring networks).

**Driving Behaviors**: In the Figure-Eight scenario, the output driving behavior was a list of low-level control commands used to control the longitudinal motion of AVs, while the longitudinal control of HVs was achieved by the IDM.

The driving behavior was characterized as continuous action space. At each time step, the action space consisted of longi-
tudinal acceleration that can be defined as \( a \in [a_{\text{min}}, a_{\text{max}}] \), where \( a_{\text{min}} \) denotes the minimum longitudinal acceleration, and \( a_{\text{max}} \) denotes the maximum longitudinal acceleration.

**Reward Function:** The reward function was designed based on [27]. In the presented comparative study, the GNN was integrated into several state-of-art DRL methods to investigate the effectiveness of the GRL-based methods in decision-making in mixed autonomy traffic.

\[
R = \max \left( \| V_d \cdot 1^{(m+n)} \|_2 - \| V_d - V \|_2, 0 \right) / \| V_d \cdot 1^{(m+n)} \|_2
\]  

(12)

where \( V_d \) is an desired large velocity to facility high speed, \( V \in \mathbb{R}^{m+n} \) is the velocity matrix of all vehicles in the current environment.

**Parameters Setting:** The parameters of the Figure-Eight scenario are summarized in TABLE VIII.

| Parameters                  | Symbols | Value |
|-----------------------------|---------|-------|
| Number of HVs               | \( m \) | 6     |
| Number of AVs               | \( n \) | 6     |
| Radius of the ring          | \( r \) | 30m   |
| Speed limit of vehicles     | \( V_{\text{max}} \) | 100km/h |
| Desired speed of vehicles   | \( V_g \) | 140km/h |
| Maximum longitudinal acceleration | \( a_{\text{max}} \) | 3m/s² |
| Minimum longitudinal acceleration | \( a_{\text{min}} \) | -3m/s² |
| Longitudinal control of HVs | -       | IDM   |
| Longitudinal control of AVs | -       | GRL model |

**C. Results and Discussion**

The GRL methods implemented in the proposed framework are validated in their available scenarios. The ablation experiment was conducted to verify the effectiveness of the GRL-based methods, and their performances were compared in detail. Three random seeds were trained for 150 epochs, and the average training reward was calculated as the evaluation of a method. The performance of different GRL-based methods and their corresponding DRL-based methods are summarized in TABLE IX. The reward curves of several GRL-based methods in the two constructed scenarios are illustrated in Fig. 7.

1) **Ablation experiment:** The experimental results showed that all GRL-based methods had higher average rewards than their corresponding DRL-based methods in both test scenarios. This indicated that implementing graphic techniques into the DRL methods could improve the multi-agent decision-making performance of CAVs in mixed autonomy traffic.

It should be noted that different DRL-based methods have different effects on optimization. After the advent of graphic technology, the optimization effect of policy-based has generally outperformed the value-based methods. In the highway ramping scenario, the optimization effect of the DQN series methods was not as apparent as that of the policy-based methods. In the Figure-Eight scenario, most algorithms achieved good optimization results. However, the optimization rate of the A2C was negligible because the DRL framework already achieved a better average training reward in this scenario compared to the other methods. Moreover, it is crucial to note that the NAF and DoubleNAF algorithms had almost no optimization effect. Considering that these two algorithms denote improved versions of the classical value-based approach of DQN, it could be further concluded that the optimization effect of the value-based methods was not noticeable.

In the comparative study, different types of traffic scenarios showed different overall optimization effects. The overall optimization effect of the Figure-Eight scenario was better than that of the highway ramping scenario. This could be because, in the Figure-Eight scenario, the mutual effect of vehicles was more obvious. Namely, unreasonable driving behavior of any...
| Category | Algorithm | Refs | Available scenario | Characteristic |
|----------|----------|------|-------------------|----------------|
| Value-Based | DQN | [87] | Highway ramping | 1. Neural network is introduced to approximate action value function.  
2. A target Q network is used to generate and update the target Q-values  
3. Experience replay is applied to breakdown the correlation between samples.  
4. Suitable for large state spaces.  
5. Suffering from overestimation of action values under certain conditions. |
|          | Double DQN | [88] | Highway ramping | 1. The selection of the action is decoupled from the evaluation of the target Q value.  
2. Significantly mitigate bias caused by bootstrapping. |
|          | Dueling DQN | [89] | Highway ramping | 1. The action value function is decoupled into state value function and optimal advantage function.  
2. More accurate estimation of action values functions.  
3. The convergence process is accelerated.  
4. Overestimation of action value still exists. |
|          | Noisy DQN | [90] | Highway ramping | 1. Add noisy function to the parameters of the neural network.  
2. Strong robustness.  
3. Provide a broader space for action exploration.  
4. Large computational cost. |
|          | DQN with PER | [91] | Highway ramping | 1. Assign different priorities to the samples in the replay buffer.  
2. High sample utilization.  
3. High learning efficiency.  
4. The learning rate needs to be adjusted reasonably. |
|          | Distributional DQN | [92] | Highway ramping | 1. The DRL formulation is modeled from a distributional perspective.  
2. The histogram is chosen to represent the estimate of the value distribution.  
3. More accurate risk assessment of different actions. |
|          | Rainbow DQN | [93] | Highway ramping | 1. Integrate all the previous DQN-based methods.  
2. Multi-steps learning is utilized to accelerate learning speed. |
| Policy-Based | REINFORCE | [94, 95] | Highway ramping; Figure-Eight | 1. The typical Monte Carlo-based policy gradient algorithm.  
2. Stochastic gradient ascent is used to update model parameter.  
3. Large variance of gradient estimation.  
4. Poor model stability and low learning efficiency. |
|          | AC | [96] | Highway ramping; Figure-Eight | 1. The DRL model consists of an actor network and a critic network.  
2. Actor network predicts the probability of the action, critic network predicts the value (Q value) in the current state.  
3. Single-step update can be performed to achieve high update speed.  
4. Correlation exists between parameter updates of the two neural network.  
5. Difficult model convergence since the action generated by the actor network depends on the value predicted by the critic network |
|          | A2C | [97] | Highway ramping; Figure-Eight | 1. Add a baseline to the calculation of Q values based on AC method.  
2. Reduce numerical variation in the actor networks.  
3. Strong model stability. |
|          | NAF | [98] | Figure-Eight | 1. Normalized advantage function is implemented to extend DQN method to continuous action space.  
2. Q value is decoupled into value function and advantage function, and advantage function is calculated based on the Cholesky decomposition. |
|          | Double NAF | [88, 98] | Figure-Eight | 1. Combining Double DQN method with NAF method to reduce the overestimation of Q values. |
|          | DDPG | [99] | Figure-Eight | 1. The actor-critic framework is introduced based on the DQN method.  
2. Target networks are created for both actor and critic networks.  
3. Experience replay is established to ensure high sample efficiency.  
4. Deterministic policy is not conducive to action exploration.  
5. Overestimation of Q value generated by the critic network. |
|          | TD3 | [100] | Figure-Eight | 1. Double Q learning is implemented based on the DDPG method to reduce the overestimation of Q value.  
2. Delay actor network updates for more stable training for actor network.  
3. Experience noise to the output action from target actor network to increase the stability. |
|          | PPO | [16] | Highway ramping; Figure-Eight | 1. Importance sampling is applied to change the actor-critic framework from on-policy to an off-policy.  
2. Clipped surrogate objective is proposed to limit the amplitude of policy updates to avoid excessive strategy deviations.  
3. Multiple training updates with one sample.  
4. Good versatile and samples complexity. |
| Scenario          | Method               | Average reward of DRL | Average reward of GRL | Optimization rate (%) |
|-------------------|----------------------|------------------------|------------------------|-----------------------|
| Highway ramping   | DQN                  | 312.17                 | 337.61                 | 8.15                  |
|                   | Double DQN           | 337.79                 | 374.51                 | 10.87                 |
|                   | Dueling DQN          | 326.68                 | 365.00                 | 11.73                 |
|                   | Noisy DQN            | 325.21                 | 367.03                 | 12.86                 |
|                   | DQN with PER         | 307.98                 | 349.64                 | 13.53                 |
|                   | Distributional DQN   | 318.96                 | 375.51                 | 17.73                 |
|                   | Rainbow DQN          | 343.76                 | 373.08                 | 8.53                  |
|                   | Reinforce            | 268.13                 | 321.30                 | 19.83                 |
|                   | AC                   | 132.40                 | 192.63                 | 45.49                 |
|                   | A2C                  | 298.61                 | 363.93                 | 21.88                 |
|                   | PPO                  | 324.75                 | 376.64                 | 15.98                 |
| Figure-Eight      | Reinforce            | 79.95                  | 135.81                 | 69.87                 |
|                   | AC                   | 142.42                 | 187.26                 | 31.48                 |
|                   | A2C                  | 220.38                 | 230.41                 | 4.55                  |
|                   | NAF                  | 59.32                  | 62.72                  | 5.74                  |
|                   | Double NAF           | 59.25                  | 62.70                  | 5.82                  |
|                   | DDPG                 | 100.77                 | 215.56                 | 113.92                |
|                   | TD3                  | 123.25                 | 205.31                 | 66.58                 |
|                   | PPO                  | 107.35                 | 165.12                 | 53.81                 |

vehicle affected the speed of other vehicles, thus impacting the overall traffic safety and efficiency. However, in the highway ramping scenario, the distribution of vehicles was relatively sparse, and the driving behavior of vehicles did not significantly affect the regular operation of the other vehicles. Thus, it can be concluded that the GRL-based methods are more suitable for handling decision-making problems in a traffic scenario where collaboration between vehicles is required to ensure driving safety.

2) Comparison of different GRL methods: The experimental results showed that different methods had different performances in the two test scenarios. In the highway ramping scenario, several improved DQN methods achieved different degrees of optimization effect than the original DQN algorithm in both DRL- and GRL-based frameworks. The A2C and PPO algorithms performed well in both frameworks; the optimization effect of the GRL-based methods compared to the DRL-based methods was apparent. However, the AC algorithm performed poorly. From the holistic perspective, the value-based methods performed better than the policy-based methods in both frameworks.

In the Figure-Eight scenario, the NAF and DoubleNAF algorithms performed well in neither the DRL- nor GRL-based frameworks, indicating that the extension of the classical DQN algorithm to the continuous action space could not achieve the expected results. The A2C performed well in this scenario, and both the DRL- and GRL-based frameworks achieved high reward values. The performance of other algorithms didn’t differ much in the DRL-based framework. Still, their performances differed significantly from those in the GRL-based framework, and the optimization effect was significant.

V. CHALLENGES AND FUTURE OUTLOOK

This section identifies the current challenges and presents future research directions in the field of GRL-based methods for decision-making in mixed autonomy traffic based on the results of the state-of-the-art research and comparative study presented in this paper.

A. Communication

The data sharing among CAVs at the perceptual information level and their collaboration at the motion planning level rely on efficient communication between vehicles and data transmission between vehicles and centralized controllers. In [101], the authors discussed the influence of packet loss on the information transmission in distributed vehicle control problems. In [102], the impact on collaborative multi-agent decision-making in communication failure scenarios was investigated. With the development of 5G technology, low-power and low-latency technologies have significantly developed. Further, in [103], it was investigated how to model communication mechanisms in intelligent transportation systems using GNNs. The model constructed in this paper does not consider the effects of information loss, errors, and delays in vehicle communication on the results. In [104], the authors modeled the effect of information communication and delay on real-world multi-robot systems using the graph structure. The structured modeling with a GNN facilitates the simulation and processing
Fig. 7. The curves of average training reward of several GRL-based methods and their corresponding DRL-based methods. The shaded areas show the standard deviation for three random seeds; the solid line represents the reward curve of a GRL-based method, while a dashed line represents the reward curve of a DRL-based method: (a) the reward curves of distributional DQN, AC, and A2C algorithm in the highway ramping scenario; (b) the reward curves of REINFORCE, PPO, and DDPG algorithm in the Figure-Eight scenario.

under more realistic future traffic conditions. A future direction regarding the proposed GRL-based framework could be to model the effect of communication between vehicles in the collaborative decision-making model.

B. Reward Design

In the introduced decision-making model based on DRL, the final model performance depends on the reward function design in the DRL module and the weight distribution of the rewards [9, 14]. Therefore, an implementation strategy of the requirements for model performance into the designed reward functions can significantly affect the training results [105]. For instance, in the considered highway ramping and Figure-Eight scenarios, the definition of reward was influenced by the scenario and task performances (e.g., the overall traffic efficiency, traffic efficiency in a particular lane, reduction in the passage time of a specific type of vehicle in the scenario). Moreover, for the cooperative multi-agent decision-making problem in the mixed autonomy traffic, the conflict between the overall reward and the individual reward must be considered. This includes social interaction and implicit synergy between human drivers with different levels of aggressiveness [9]. The design process of the reward function also needs to consider the priority of HVs and AVs, and such priorities need to be taken into account in the design of the loss function, and the development and robustness of laws and regulations involving autonomous driving.

C. Transfer Learning

The reviewed approaches and the proposed framework focus on the multi-agent collaborative approach based on RL. According to [106], when the distribution of scenarios where models are trained and test scenarios have certain differences, the performance of the RL-based models decreases. To solve the migration learning problem involved in model adaptation to unseen traffic scenarios, the constructed models need to be adapted to the new scenarios encountered in tests. However, this can degrade model performance in historical scenarios learned during the training process, which is referred to as catastrophic forgetting. Therefore, one of the current work challenges is making the models capable of continuous learning and evolution. Moreover, the designed models need to be stable, incremental, and efficient in adapting to new scenarios and environments following the changes in a model’s test and actual traffic scenarios [107].

D. Human Factor

According to [108], human drivers and passengers in AVs have different levels of risk acceptance and perception. Current research has not adequately considered the human perceived risk for driver and passenger comfort. In [109], it was pointed out that the risk range around a vehicle should be a risk field related to the driver’s risk acceptance level. Therefore, the developed model needs to consider the individualized risk acceptance levels. Meanwhile, in complex and intense interaction environments and scenarios, the interactions between human drivers and between self-driving vehicles and HVs are different, so the variability brought by the human factor should be considered.

E. Traffic Control System Cooperative Feature

In this study, traffic signals, which are widely available in urban road networks, have not been modeled in the current phase of the model. However, in future intelligent transportation systems, the optimization of vehicle decision control behavior and traffic signal control phases should be a coupled model.
In the case of complete vehicle-road information, CAVs on urban roads can accurately sense and predict the signal timing scheme of downstream intersections and adjust the trajectory accordingly. The signals can also actively provide real-time information on the position and speed of arriving vehicles and optimize the signal parameters. Thus, fleet trajectory control and traffic signal optimization are interdependent and affect each other. Namely, the trajectory control or signal optimization alone cannot significantly improve the intersection capacity and traffic flow operation efficiency. Only collaborative optimization of intelligent, networked fleet trajectory and traffic signal can achieve the goals of minimum delay, stop times, fuel consumption, emissions, and optimal traffic efficiency \[110\]. Therefore, future research should focus on the three following points: (1) how to design the trajectory control algorithm and strategy for the intelligent networked fleet so that vehicles can slow down smoothly in the face of red-light signals to achieve the minimum number of stops, fuel consumption, and emissions; (2) how to make full use of fleet information to optimize the signal timing scheme to achieve the control objectives of minimum delay and optimal traffic efficiency; (3) how to be compatible with upstream and downstream intersections to extend the optimization control to the road network and solve the optimization problem in real-time.

F. Uncertainty Problem

The performance of machine learning-based models greatly depends on the training data selection, which can result in accidental and cognitive uncertainties. The accidental uncertainty (non-reducible) is caused by the inherent randomness in the collected data, which includes the imperfection of information sharing in mixed autonomy traffic and sensor shift \[111\]. For instance, in a lane-changing scenario, AVs may not be able to obtain the turn signal of the surrounding HVs accurately, which will result in a decrease in the passable area, which in turn affects the decision-making process of AVs in a traffic environment. Cognitive uncertainty, which is also known as knowledge uncertainty, originates from the rare cases in the test environment, which denote cases that rarely occur in the training environment; this problem can be addressed by increasing the amount of training data. The proposed model does not systematically consider the effects of the two uncertainties on the model performance. Also, in this work, it has not been analyzed how to reduce the cognitive uncertainty and adapt to the new test environment through the model structure adjustment. In future work, a multi-agent GRL-based model for the mixed autonomy traffic considering uncertainty could be considered.

G. Coordination of Global and Local Information

The model constructed in this study assumes that there is communication between all AVs and that the sensing ability of a sensor is within a defined perception range. In the graph structure design, communication between vehicles and sensing range can be reflected by the connectivity between nodes in a graph. In future work, the impact of the perception range and communication range of AVs on the overall performance of the model could be analyzed based on a GRL-based framework. In addition, it could be discussed whether the requirement for the sensing range of a single AV could be decreased to reduce the sensor cost and avoid the uncertainty problem in remote sensing.

H. Vehicle Models

The proposed GRL model for decision-making in this paper uses a simplified vehicle kinematics model configured by \[1\]. Accordingly, the action space of RL considers only several discrete decision behaviors, including lane-changing commands. However, in this work, the whole lane-changing process is represented by an ideal model. Still, more complex vehicle kinematics and dynamics models should be considered in the future, since the road conditions and the parameters of a vehicle model are crucial for an accurate evaluation of vehicle motion.

VI. Conclusion

This paper studies the GRL-based methods for multi-agent decision-making in mixed autonomy traffic. A generic and modular GRL-based framework is designed, and the techniques of each module in the proposed framework are elaborated. A review of state-of-the-art DRL- and GRL-based approaches for solving decision-making problems in mixed autonomy traffic is provided, focusing on the recent research topics. A comparative study is conducted based on the GRL-based framework, and an open-source code is provided. Finally, the current challenges and future research directions in the field of GRL-based methods are summarized. This work has great potential in the design of GRL-based methods for multi-agent decision-making in mixed autonomy traffic and provides a research basis for related researchers. Future work will focus on constructing a more comprehensive GRL framework according to the proposed research challenges.
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