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Abstract. We derive geometric formulas for the mass of asymptotically hyperbolic manifolds using coordinate horospheres. As an application, we obtain a new rigidity result of hyperbolic space: if a complete asymptotically hyperbolic manifold has scalar curvature lower bound $-n(n-1)$ and is isometric to hyperbolic space outside a coordinate horosphere, then the manifold is isometric to hyperbolic space. In addition, we apply our formula to investigate regions near infinity that do not contribute to the mass quantity, which leads to improved rigidity results of hyperbolic space.

1. Introduction

The mass of an asymptotically hyperbolic Riemannian manifold introduced in [11, 22] serves as a global geometric invariant that measures the deviation from hyperbolic space. In this paper, we derive geometric formulas of the mass for asymptotically hyperbolic manifolds using large coordinate horospheres, and state some relevant rigidity results.

Let $(\mathbb{H}^n, b)$ be hyperbolic space as the upper sheet of the hyperboloid in the Minkowski space:

$$\mathbb{H}^n = \{(z, t) \in \mathbb{R}^{n+1} : z_1^2 + \cdots + z_n^2 - t^2 = -1, t > 0\}.$$ 

Let $r = \sqrt{z_1^2 + \cdots + z_n^2}$, then the metric $b$ is written as

$$b = \frac{dr^2}{1 + r^2} + r^2 g_{S^{n-1}}.$$ 

Following [11], a Riemannian manifold $(M^n, g)$ is said to be asymptotically hyperbolic if there exist a compact set $K \subset M$ and a diffeomorphism $\Phi : M \setminus K \to \mathbb{H}^n \setminus B_R(0)$, where $B_R(0) = \{r < R\}$, such that $h := (\Phi^{-1})^* g - b$ satisfies

1. as $r \to \infty$,
   $$|h|_b + |\hat{\nabla} h|_b + |\hat{\nabla}^2 h|_b = O(r^{-q}), \quad q > \frac{n}{2},$$

   where $\hat{\nabla}$ is the covariant derivative with respect to $b$.

2. $\int_{M \setminus K} r(R_g + n(n-1))d\mu_g < \infty$ where $R_g$ and $d\mu_g$ are the scalar curvature and the volume element of $g$, respectively.
The mass of asymptotically hyperbolic manifolds is defined as a \((n+1)\)-vector using the so-called mass integral, which is defined as the following limit of the integral on large coordinate spheres:

\[
H_\Phi(V) = \lim_{r \to \infty} \int_{S_r(V)} (V \text{div}_b h - V d(\text{tr}_b h) + (\text{tr}_b h) dV - h(\nabla V, \cdot))(\nu_0) \, d\sigma_b
\]

for \(V \in \mathcal{S}(\mathbb{H}^n)\), where \(\mathcal{S}(\mathbb{H}^n)\) is the space of static potentials on \(\mathbb{H}^n\), given by

\[
\mathcal{S}(\mathbb{H}^n) = \text{span}\{t, z_1, \ldots, z_n\}, \quad \text{where } t = \sqrt{1 + r^2}.
\]

The components of the mass vector \((p_0, p_1, \ldots, p_n)\) of \((M^n, g)\) are defined as

\[
p_0 = H_\Phi(t), \quad p_i = H_\Phi(z_i) \text{ for } i = 1, \ldots, n.
\]

Whereas its components may depend on the exterior coordinate chart \(\Phi\), the (squared)-Minkowskian length of the mass vector

\[
m(g)^2 = p_0^2 - \sum_{i=1}^{n} p_i^2
\]

is a geometric invariant. The Riemannian positive mass theorem for asymptotically hyperbolic manifolds states that if \(R_g \geq -n(n-1)\), then \(p_0^2 \geq \sum_{i=1}^{n} p_i^2\), and equality holds if and only if \((M, g)\) is isometric to \(\mathbb{H}^n\). This theorem was first proved in [11,22] under spinor assumption. In [1], the spinor assumption was replaced by the restriction on dimension and the geometry at infinity. These assumptions have recently been removed in [9,10,13]. We also remark that Sakovich [20] gave another proof for the 3-dimensional case using the Jang equation.

To state our main theorems, let \(\mathcal{H}_L\) for large enough \(L > 0\) denote a horosphere

\[
\mathcal{H}_L = \{z \in \mathbb{H}^n : \sqrt{1 + r^2} - z_1 = e^L\}.
\]

Note that \(\mathcal{H}_L = \{y \in \mathbb{H}^n : y_1 = e^{-L}\}\) where \(\{y_1, \ldots, y_n\}\) is the half-space-model coordinates (see Figure 1.1). Geometrically, horospheres are complete noncompact (strongly) stable CMC hypersurfaces in \(\mathbb{H}^n\) with mean curvature \(n-1\).

![Figure 1.1. \(\mathcal{H}_L\) in the hyperboloid, half-space, and ball models](image_url)
Theorem 1.1. Let \((M^n, g), n \geq 3\), be an asymptotically hyperbolic manifold with metric falloff rate \(q > \frac{n}{2}\). Let \(\nu_g\) denote the unit normal vector to \(H_L\) in \((M, g)\) pointing toward \(\{y_1 = 0\}\) (see Figure 1.1). Let \(H_g\) be the mean curvature of \(H_L\) with respect to \(\nu_g\) in \((M, g)\).

Then, as \(L \to \infty\),

\[
p_0 - p_1 = 2 \int_{H_L} V(H_b - H_g) \, d\sigma_g + o(1)
\]

where \(p_0, p_1\) are the components of the mass vector, \(V = \sqrt{1 + r^2} - z_1 = \frac{1}{y_1}\) on \(M \setminus K\) and \(H_b = n - 1\) is the mean curvature of horospheres in hyperbolic space.

The formula (1.2) can also be used to compute more general expression of the mass vector as the following: let \(V = \sqrt{1 + r^2} - \sum_{i=1}^{n} a^i z_i\), \(H_L = \{z \in \mathbb{H}^n : V = e^L\}\) where \(\sum_{i=1}^{n} (a^i)^2 + \cdots + (a^n)^2 = 1\). Note that \(H_L\) represents the horospheres that are based at \(\sum_{i=1}^{n} a^i z_i = +\infty\) in the conformal infinity. Then, as \(L \to \infty\),

\[
p_0 - \sum_{i=1}^{n} a^i p_i = 2 \int_{H_L} V(H_b - H_g) \, d\sigma_g + o(1).
\]

Especially, one can compute \(p_0 + p_i\) by using \(V = \sqrt{1 + r^2} + z_i\) and the corresponding horospheres which are based at the antipodal point of the base from the case of \(p_0 - p_i\). Therefore, each component of the mass vector is computable by Theorem 1.1.

Combining this formula and the positive mass theorem for asymptotically hyperbolic manifolds, the following rigidity can be obtained:

Corollary 1.2. Let \((M^n, g), n \geq 3\), be an asymptotically hyperbolic manifold with metric falloff rate \(q > \frac{n}{2}\) and scalar curvature \(R_g \geq -n(n-1)\). If \((M, g)\) is isometric to hyperbolic space outside a coordinate horoball, then \((M, g)\) is isometric to hyperbolic space.

Here, outside a coordinate horoball means a type of region \(\{0 < y_1 < a\}\) for some constant \(a > 0\) in the half-space model. Besides being a consequence of the positive mass theorem, the scalar curvature rigidity of hyperbolic space with a compact set has been proved separately in the literature, see [1, 2, 19]. If one consider horospheres in hyperbolic space as a natural analog of hyperplanes in Euclidean space, it is known that Euclidean space does not have this kind of rigidity. Indeed, it is proved by Carlotto and Schoen [6] that there exists a nontrivial asymptotically flat metric on \(\mathbb{R}^n\) with nonnegative scalar curvature such that the metric is isometric to Euclidean space in \((0, \infty) \times \mathbb{R}^{n-1} \subset \mathbb{R}^n\).

The key idea of the proof of Theorem 1.1 is to use a family of parabolic cylinders \(C_L\) defined as

\[
C_L = \{(y_1, \hat{y}) \in \mathbb{H}^n : e^{-L} \leq y_1 \leq e^L, |\hat{y}| \leq \sigma(L)\}
\]

where \(\sigma(L)\) is a positive, monotone increasing function of \(L\) such that \(\sigma(L) \to \infty\) as \(L \to \infty\) (see Figure 1.2). In fact, we obtain a more refined mass formula which only uses one surrounding surface of \(C_L\):
Theorem 1.3. Let \((M^n, g), n \geq 3\), be an asymptotically hyperbolic manifold with metric falloff rate \(q > \frac{n}{2}\). Suppose that \(\sigma(L)\) is a positive function of \(L\) that tends to infinity as \(L \rightarrow \infty\). If \(q \leq n - 1\), we additionally assume that as \(L \rightarrow \infty\)

\[ \sigma(L)^{n-2-2q} = \begin{cases} 
  o(e^{(q-n+1)L}) & \text{if } q < n - 1, \\
  o(L^{-1}) & \text{if } q = n - 1
\end{cases} \]

Define \(\Sigma_L = \{y_1 = e^{-L}, \hat{y} < \sigma(L)\}\) (see Figure 1.2). Let \(\nu\) denote the unit normal vector to \(\Sigma_L\) in \((M, g)\) pointing toward \(\{y_1 = 0\}\). Let \(H_g\) be the mean curvature of \(\Sigma_L\) with respect to \(\nu\) in \((M, g)\). Then, as \(L \rightarrow \infty\),

\[ p_0 - p_1 = 2 \int_{\Sigma_L} V(H_b - H_g) \, d\sigma_g + o(1) \]

where \(V = t - z_1 = \frac{1}{y_1}\) on \(M \setminus K\).

A few remarks relevant to this result are in order:

Remark 1.4. The idea of using parabolic cylinders is motivated by the work in [16], which provides the geometric mass formula for asymptotically flat metrics using large coordinate cubes. In a recent development, Bray et al. [5] presented a new proof of the Riemannian positive mass theorem for asymptotically flat 3-metrics that gives an explicit lower bound for the mass in terms of linear growth harmonic functions and scalar curvature. Their approach was to apply Stern’s integral formula [21] on level sets of a harmonic function. In this context, the mass formula using coordinate cubes in [16] can be viewed as to compute the mass by using the level sets of coordinate functions, which are linear growth harmonic functions on Euclidean space. This harmonic level set technique has been generalized for 3-dimensional asymptotically flat initial data sets by Hirsch et al [12]. In particular, they defined spacetime harmonic functions on a given initial data set \((M^4, g, k)\) as a solution of the following equation

\[ \Delta u + (\text{Tr}_g k)|\nabla u| = 0, \]
and established a generalized integral formula for such functions. From this point of view, the formula \( (1.2) \) uses the level sets of a spacetime harmonic function \( y_1^{-1} \) on hyperbolic space as an initial data set \((\mathbb{H}^3, b, -b)\).

Remark 1.5. It was also pointed out in \cite{16} and \cite{14} that the cubic mass formula for asymptotically flat manifolds has connection with Gromov’s scalar curvature comparison theory for cubic Riemannian polyhedra. In particular, Li \cite[Section 5]{14} observed that the so-called dihedral rigidity phenomenon for a Euclidean polyhedron \( P \) is a localization of the positive mass theorem for asymptotically flat manifolds. Moreover, Li \cite{15} extended the dihedral rigidity for a collection of parabolic polyhedrons enclosed by horospheres in hyperbolic spaces. The use of parabolic cylinders in our proof is relatable to this, see Remark 3.2 for a relevant discussion.

Remark 1.6. Theorem 1.3 implies that the quantity \( p_0 - p_1 \) is determined from the region
\[
\bigcup_{L \geq L_0} \Sigma_L = \{(y_1, \hat{y}) \in \mathbb{H}^n : 0 < y_1 < e^{-L_0}, |\hat{y}| < f(y_1)\},
\]
for some large \( L_0 > 0 \). Here, \( f(y_1) \) is any positive function of \( y_1 \) such that \( f(y_1) \to \infty \) as \( y_1 \to 0 \) and \( f(y_1)^{n-2-q} = o(y_1^{n-1-q}) \) if \( q < n - 1 \) or \( f(y_1)^{-n} = o(e^{1/L}) \) if \( q = n - 1 \). The latter condition is needed only if \( \frac{n}{2} < q \leq n - 1 \), so the shaded region in Figure 1.3 represents an example of \( \bigcup_{L \geq L_0} \Sigma_L \) in such case. On the other hand, if \( q > n - 1 \), such region can be arbitrarily thin as \( |\hat{y}| \to \infty \) since we do not need any additional assumption on \( \sigma(L) \) for Theorem 1.3.

![Figure 1.3. The region in Remark 1.6](image)

Using Theorem 1.3 and the mass rigidity of asymptotically hyperbolic manifolds in \cite{13}, we obtain the following rigidity result, which is stronger than Corollary 1.2.

**Corollary 1.7.** Let \((M^n, g), n \geq 3\), be an asymptotically hyperbolic manifold with the scalar curvature lower bound \( R_g \geq -n(n - 1) \). Define \( \Sigma_L = \{y_1 = e^{-L}, |\hat{y}| < \sigma(L)\} \) where \( \sigma(L) \) satisfies \( (1.4) \). Suppose that there exists \( L_0 > 0 \) such that \( H_g(\Sigma_L) \geq n - 1 \) for all \( L \geq L_0 \). Then \((M^n, g)\) is isometric to hyperbolic space \((\mathbb{H}^n, b)\). In particular, if \((M, g)\) is isometric to hyperbolic space in the region \( \bigcup_{L > L_0} \Sigma_L \), then \((M, g)\) is isometric to hyperbolic space.
Proof. By the assumption and Theorem 1.3, we have
\[ p_0 - p_1 = \lim_{L \to \infty} 2 \int_{\Sigma_L} e^L (n - 1 - H_g) \, d\sigma_g \leq 0. \]
Combining the positivity of the mass (see [9][11][22]), we have
\[ p_1 \geq p_0 \geq \left( \sum_{i=1}^{n} \frac{p_i^2}{2} \right)^{1/2} \geq |p_1|, \]
which forces
\[ p_0 = |p_1| = \left( \sum_{i=1}^{n} \frac{p_i^2}{2} \right)^{1/2}. \]
Hence by the mass rigidity result from [13], we obtain the first statement. The second statement follows from the fact that \( H_g(\Sigma_L) = n - 1 \) for all \( L \geq L_0 \) if \((M, g)\) is isometric to hyperbolic space in the region \( \bigcup_{L \geq L_0} \Sigma_L \). \( \square \)

We also give a sufficient condition for a region that does not contribute to the mass quantity.

**Proposition 1.8.** Let \((M^n, g), n \geq 3,\) be an asymptotically hyperbolic manifold with metric falloff rate \( q > \frac{n}{2} \). Let \( \Sigma_L = \{ y_1 = e^{-L}, |\hat{y}| \leq \sigma(L) \} \) where \( \sigma(L) \) satisfies (1.4). For a given subset \( U \) of \( M \) and large \( L > 0 \), define \( \Theta(U, L) = e^{-L(n-1)} |U \cap \Sigma_L|_b \). Suppose
\[ \Theta(U, L) = o(e^{L(q-n)}) \text{ as } L \to \infty \]
Then, as \( L \to \infty \),
\[ p_0 - p_1 = \int_{\Sigma_L \setminus U} V(H_b - H_g) \, d\sigma_g + o(1). \]
In particular, if \( q = n \), the above holds if
\[ \Theta(U) := \limsup_{L \to \infty} \Theta(U, L) = 0. \]

Proof. By direct computation, we have
\[ \int_{U \cap \Sigma_L} V(H_b - H_g) \, d\sigma_g \leq C_1 \int_{U \cap \Sigma_L} e^L \left( \frac{2}{e^L + e^{-L} + e^L|\hat{x}|^2} \right)^q \, d\sigma_b \]
\[ \leq C_2 e^{L(1-q)} |U \cap \Sigma_L|_b \]
\[ \leq C e^{L(n-q)} o(e^{L(q-n)}). \]
Hence, the proposition follows by Theorem 1.3 \( \square \)

Combining the equality case of the positive mass theorem, we deduce that a nontrivial asymptotically hyperbolic metric (with \( R_g \geq -n(n-1) \)) cannot be localized in a region \( U \) satisfying (1.6). One can interpret \( \Theta(U) \) as the asymptotic size of a subset \( U \) at infinity. Note that a related concept was considered for the asymptotically flat setting by Carlotto and Schoen (see [6 Section 2.2]).
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For a conformally compact asymptotically hyperbolic manifold, the value of $\Theta(U)$ is equivalent to the measure of $\partial_{\infty} U$, where $\partial_{\infty} U$ is the boundary of $U$ intersecting with the conformal infinity. Since the mass of such manifolds can be defined as the integral on the conformal infinity (see [22]), it is natural to expect that any region $U$ with $\Theta(U) = 0$ does not affect the total mass.

We also remark that an asymptotically hyperbolic metric is localizable in a subset $U$ with $\Theta(U) > 0$. In other words, for a region $U$ with $\Theta(U) > 0$ in $\mathbb{H}^n$, there exists an asymptotically hyperbolic metric $(\mathbb{H}^n, g)$ with $R_g \geq -n(n-1)$ such that $g$ is isometric to $b$ outside $U$ and $R_g > -n(n-1)$ somewhere in $U$, proved by Chruściel and Delay [8].

The rest of the paper is organized as follows: in section 2, we analyze the mass integrand and discover its relation to the mean curvature difference, see (2.3). Also, we verify Theorem 1.1 for AdS Schwarzschild metrics as an example. In section 3, we prove the main theorems. If applied to other hypersurfaces, the formula (2.3) will yield other mass formula. While we do not use them to prove the main results, we include some of those formulas in an appendix.

2. Preliminaries

We recall various coordinates of hyperbolic space $(\mathbb{H}^n, b)$.

1. Hyperbolic space can be obtained as the upper sheet of the hyperboloid in the Minkowski space:
$$\mathbb{H}^n = \{(z, t) \in \mathbb{R}^{n,1} : z_1^2 + \cdots + z_n^2 - t^2 = -1, t > 0\}.$$ The set of functions $\{z_1, \ldots, z_n\}$ restricted to $\mathbb{H}^n$ are often called the hyperboloidal coordinates. Let $r = \sqrt{z_1^2 + \cdots + z_n^2}$, then the metric $b$ is written as
$$b = \frac{dr^2}{1 + r^2} + r^2 g_{\mathbb{S}^{n-1}}.$$

On $\mathbb{H}^n$, it satisfies that $t = \sqrt{1 + r^2}$, so we denote a function $t = \sqrt{1 + r^2}$ throughout this paper.

2. Consider the upper half space model $\mathbb{R}^n_+ = \{y \in \mathbb{R}^n : y_1 > 0\}$. Then the metric $b$ is
$$b = \frac{1}{y_1^2}(dy_1^2 + \cdots + dy_n^2).$$

3. Define $x_1 = -\ln y_1, x_2 = y_2, \ldots, x_n = y_n$. Then $\{x_1, \ldots, x_n\}$ becomes another set of coordinates of $\mathbb{H}^n$, and the metric $b$ is
$$b = dx_1^2 + e^{2x_1}(dx_2^2 + \cdots + dx_n^2).$$

These coordinates are related by
\begin{equation}
y_1 = \frac{1}{t - z_1}, \quad y_i = \frac{z_i}{t - z_1}, \quad e^{x_1} = t - z_1, \quad x_i = \frac{z_i}{e^{x_1}}, \quad i = 2, \ldots, n.
\end{equation}

Using these transforms, we can write a horosphere $\mathcal{H}_L$ as
$$\mathcal{H}_L = \{x_1 = L\} = \{y_1 = e^{-L}\} = \{t - z_1 = e^L\}.$$
For simplicity, we adopt the notation \( \hat{x} = (x_2, \ldots, x_n) \). The same applies to \( \hat{y} \) and \( \hat{z} \). In section 3, we use the coordinates (3) to get essential estimates.

2.1. The mass 1-form and the mean curvature difference. It is well-known that the integrands of the mass integral (1.1) can be viewed as the following 1-form:

\[
(2.2) \quad \mathbb{U}(V) = V \text{div}_h h - V d(\text{tr}_h h) + (\text{tr}_h h) dV - h(\nabla V, \cdot).
\]

Using this one form and the linearity of the mass integral, we have

\[
\mathbb{U}(V) = V\text{div}_h h - V \text{tr}_h \Sigma - V \text{div}_\Sigma (V X).
\]

To derive the mass formula in terms of geometric quantity, we use the following proposition showing another expression of the 1-form \( \mathbb{U} \). Note that the following proposition holds for the 1-form \( \mathbb{U} \) with an arbitrary background metric \( g_0 \) replacing \( b \).

**Proposition 2.1.** Let \( \Sigma \) be any hypersurface in \( M \) and \( g_0, g \) be Riemannian metrics on \( M \). Let \( \nu_0, \nu_g \) denote the unit normal vectors to \( \Sigma \) pointing the same side in \((M, g_0), (M, g)\), respectively. Then for \(|h|_{g_0} \) sufficiently small (where \( h = g - g_0 \)), we have

\[
(2.3) \quad \mathbb{U}(V)(\nu_0) = V[2(H_{g_0} - H_g) + |A_{g_0}|_{g_0} O(|h|_{g_0}^2) + O(|\nabla h|_{g_0} |h|_{g_0})]
+ (\text{tr}_{g_0}^\Sigma h) dV(\nu_0) - V \langle A_{g_0}, h \rangle_{g_0} |\Sigma| - \text{div}_\Sigma (V X).
\]

where \( H_{g_0}, H_g \) are the mean curvature of \( \Sigma \) with respect to \( \nu_0, \nu_g \) in \((M, g_0), (M, g)\), respectively, \( A_{g_0} \) is the second fundamental form of \( \Sigma \) with respect to \( \nu_0 \) in \((M, g_0)\), and \( X \) is the vector field on \( \Sigma \) that is dual to the 1-form \( h(\nu_0, \cdot) \) with respect to \( g_0|\Sigma \).

**Proof.** By [17, Proposition 2.1], we have

\[
\mathbb{U}(V)(\nu_0) = V[2(H_{g_0} - H_g) - \text{div}_\Sigma X - \langle A_{g_0}, h \rangle_{g_0}|\Sigma| + |A_{g_0}|_{g_0} O(|h|_{g_0}^2) + O(|\nabla h|_{g_0} |h|_{g_0})]
+ (\text{tr}_{g_0}^\Sigma h) dV(\nu_0) - h(\nabla V, \nu_0).
\]

Then we get

\[
\mathbb{U}(V)(\nu_0) = V[2(H_{g_0} - H_g) - \text{div}_\Sigma X - \langle A_{g_0}, h \rangle_{g_0}|\Sigma| + |A_{g_0}|_{g_0} O(|h|_{g_0}^2) + O(|\nabla h|_{g_0} |h|_{g_0})]
+ (\text{tr}_{g_0}^\Sigma h) dV(\nu_0) - (h(\nabla \Sigma V, \nu_0) + h(\nabla V, \nu_0))
= V[2(H_{g_0} - H_g) - \langle A_{g_0}, h \rangle_{g_0}|\Sigma| + |A_{g_0}|_{g_0} O(|h|_{g_0}^2) + O(|\nabla h|_{g_0} |h|_{g_0})]
+ (\text{tr}_{g_0}^\Sigma h) dV(\nu_0) - h(\nabla \Sigma X + h(\nabla V, \nu_0))
= V[2(H_{g_0} - H_g) - \langle A_{g_0}, h \rangle_{g_0}|\Sigma| + |A_{g_0}|_{g_0} O(|h|_{g_0}^2) + O(|\nabla h|_{g_0} |h|_{g_0})]
+ (\text{tr}_{g_0}^\Sigma h) dV(\nu_0) - V \langle A_{g_0}, h \rangle_{g_0}|\Sigma| - \text{div}_\Sigma (V X).
\]

\[\square\]

**Remark 2.2.** The mass integrals can be computed with a suitable exhaustion of \( M \) consisting of bounded domains to which the divergence theorem is applicable. See [4, Proposition 4.1] and [18, Section 2].
2.2. Example case: Anti-de Sitter Schwarzschild manifolds. Here, we compute the mass of the anti-de Sitter (AdS) Schwarzschild manifolds by using the formula \((1.2)\). For a given \(m > 0\), we call a Riemannian manifold \([r_m, \infty) \times S^{n-1}\) equipped with the metric
\[
g_m = \frac{dr^2}{1 + r^2 - \frac{2m}{r^{n-2}}} + r^2 g_{S^{n-1}}
\]
the AdS Schwarzschild manifold where \(r_m\) is the largest zero of \(r^n + r^{n-2} - 2m\). By setting \(z_1 = r \cos \theta\) for \(\theta \in (0, \pi)\), we can write the metric as
\[
g_m = \frac{dr^2}{1 + r^2 - \frac{2m}{r^{n-2}}} + r^2(d\theta^2 + (\sin \theta)^2 g_{S^{n-2}}).
\]

Let \(\xi = -\frac{2m}{r^n}\) and \(V = t - z_1 = \sqrt{1 + r^2} - r \cos \theta\). By direct computation, we have
\[
\nabla V = \tilde{\nabla} V + \xi V_r \partial_r,
\]
\[
|\nabla V|^2_g = |\nabla V|^2_b + \xi (V_r)^2,
\]
\[
(2.4)
\]
\[
\Delta_g V = \Delta_b V - V_r \left(\frac{n \xi}{2r}\right) + \xi V_{rr},
\]
\[
\nabla_\nu \nabla_\nu V = \nabla_{\nu_0} \nabla_{\nu_0} V + (2 - n) \frac{r (V_r)^3 \xi}{2V^2} + O(r^{-(n+1)}),
\]
where \(\nabla, \Delta_g, \nu\) are the gradient, Laplacian, normal vector to the level set \(\{V = e^L\}\) pointing the direction \(\nabla V\) with respect to the metric \(g\), while \(\tilde{\nabla}, \Delta_b, \nu_0\) are the corresponding ones with respect to the hyperbolic metric \(b\). Also, the subscript \(r\) on \(V\) means the partial differentiation with respect to \(r\).

We observe that on \(\{V = e^L\}\) \(e^L = \sqrt{1 + r^2} - r \cos \theta \leq \sqrt{1 + r^2} + r\), thus it follows that \(r^{-1} = O(e^{-L})\) when \(L\) is large.

By using these, we compute the mean curvature of the level set \(\{V = e^L\}\) as \(L\) approaches infinity:
\[
H_g = \frac{\Delta_g V - \nabla_\nu \nabla_\nu V}{|\nabla V|^g}
\]
\[
(2.5)
\]
\[
= \left(\Delta_b V - \tilde{\nabla}_{\nu_0} \tilde{\nabla}_{\nu_0} V + V_r \left(\frac{n \xi}{2r}\right) - \xi V_{rr} - (2 - n) \frac{r (V_r)^3 \xi}{V^2} + O(e^{-(n+1) L})\right)
\]
\[
\times \frac{1}{|\nabla V|^b} \left(1 - \frac{\xi (V_r)^2}{2|\nabla V|^2_b} + O(e^{-2n L})\right),
\]
\[
= H_b - H_b \frac{\xi (V_r)^2}{2V^2} + \frac{1}{V} \left(V_r \left(\frac{n \xi}{2r}\right) - (2 - n) \frac{r (V_r)^3 \xi}{2V^2}\right) + O(e^{-2n L}).
\]
Here, we used the fact that \(V = |\nabla V|^b = \tilde{\nabla}_{\nu_0} \tilde{\nabla}_{\nu_0} V\) and \(V_{rr} = \frac{1}{(\sqrt{1 + r^2})^3} = O(r^{-3})\).
Therefore, we have

\[ 2V(H_b - H_g) = (n - 1) \frac{\xi(V_r)^2}{V} - V_r \left( \frac{n\xi}{r} \right) + (2 - n) \frac{r(V_r)^2}{V} + O(e^{-(n+1)L}) \]

(2.6)

\[ = \frac{\xi V_r}{r} \left( 1 - n + O(e^{-L}) + O(e^{-2L}) \right) = \frac{2m}{r^{n-1}} \left( n - 1 - (n - 1) \cos \theta + O(e^{-L}) \right) \]

\[ = \frac{2m}{r^{n-1}} \left( n - 1 - (n - 1) \frac{z_1}{r} + O(e^{-L}) \right). \]

Hence, we obtain

\[ \int_{\mathcal{H}_L} 2V(H_b - H_g) \, d\mu_g \]

(2.7)

\[ = \int_{\mathcal{H}_L} \frac{2m}{r^{n-1}} \left( n - 1 - (n - 1) \frac{z_1}{r} + O(e^{-L}) \right) \, d\mu_b + o(1) \]

\[ = \int_{\mathcal{H}_L} \int_{0}^{\infty} \frac{2m}{r^{n-1}} \left( n - 1 - (n - 1) \frac{z_1}{r} \right) e^{L(n-1)} \rho^{n-2} d\rho d\sigma_{S^{n-2}} + o(1) \]

\[ = 2m(n - 1) \omega_{n-1} + o(1) \]

as \( L \) approaches infinity. In the second equality, we used the spherical coordinates on \( \mathcal{H}_L \) so that

\[ b|_{\mathcal{H}_L} = e^{2L}(d\rho^2 + \rho^2 g|_{S^{n-2}}). \]

Remark 2.3. From (2.6), the difference \( H_b - H_g \) is positive for sufficiently large \( r > R \). Indeed, by using

\[ \cos \theta = \frac{\sqrt{1 + r^2} - e^L}{r} \]

on \( \mathcal{H}_L \),

we have for large \( L \)

\[ 1 - \cos \theta = \frac{r - \sqrt{1 + r^2} + e^L}{r} = \frac{1}{r} \left( e^L - \frac{1}{\sqrt{1 + r^2} + r} \right) > 0. \]

This implies that for the AdS Schwarzschild manifold, the mean curvature on coordinate horospheres \( \mathcal{H}_L \) for large \( L \) is less than \( n - 1 \).

3. Hyperbolic mass via horospheres

In this section, we derive the mass formula in terms of geometric quantities on coordinate horospheres. Assume \((M^n, g), n \geq 3\), is asymptotically hyperbolic. By using the \( \{x_i\} \) coordinates defined as (3) in section 2, the parabolic cylinder \( C_L \) is defined as

(3.1)

\[ C_L = \{(x_1, \hat{x}) \in \mathbb{H}^n : |x_1| \leq L, |\hat{x}| \leq \sigma(L)\} \]
where $\sigma(L)$ increases to infinity as $L \to \infty$, which will be determined later. Define the surrounding surfaces of $C_L$ and their boundaries as the following:

$$F_{\pm,L} = \{(x_1, \hat{x}) \in \mathbb{H}^n : x_1 = \pm L, |\hat{x}| \leq \sigma(L)\},$$

$$S_L = \{(x_1, \hat{x}) \in \mathbb{H}^n : |x_1| \leq L, |\hat{x}| = \sigma(L)\},$$

$$E_{\pm,L} = \{(x_1, \hat{x}) \in \mathbb{H}^n : x_1 = \pm L, |\hat{x}| = \sigma(L)\}.$$

See Figure 3.1 to compare the shapes of $C_L$ in various coordinate charts. For convenience, all estimates throughout this section are performed in the $\{x_i\}$-coordinates.

We first prove Theorem 1.3 by using the following formula (see Remark 2.2)

$$p_0 - p_1 = \lim_{L \to \infty} \int_{\partial C_L} \mathbb{U}(t - z_1)(\nu_0) d\sigma_b.$$

Let $V = t - z_1 = e^{x_1}$. We write the one form $\mathbb{U}$ on the surrounding surfaces using Lemma 2.1.
Lemma 3.1. In the above setting, the following hold:

\[ \int_{F_{\pm,L}} U(V)(\nu_0) \, d\sigma_b = \int_{F_{\pm,L}} 2V(H_b - H_g) \, d\sigma_g + \int_{F_{\pm,L}} V O(|h|_b^2) \, d\sigma_b + \int_{E_{\pm,L}} V O(|h|_b) \, ds_b, \]

and

\[ \int_{S_L} U(V)(\nu_0) \, d\sigma_b = \int_{S_L} 2V(H_b - H_g) \, d\sigma_g + \int_{S_L} [V O(|h|_b^2) + \sigma(L)^{-1} O(|h|_b)] \, d\sigma_b + \int_{E_{\pm,L}} V O(|h|_b) \, ds_b, \]

as \( L \to \infty \).

Proof. By direct computation, we have

\[ V = |\tilde{\nabla} V|_b. \]

Since \( F_{\pm,L} \subset \{ V = e^{\pm L} \} \) are level sets of \( V \) from (2.1), it follows that

\[ (\text{tr}_{F_{\pm,L}} h) dV(\nu_0) - V(A_b, h)_{b|F_{\pm,L}} = \pm (\text{tr}_{F_{\pm,L}} h)(V - V) = 0. \]

By integrating it, we get

\[ \int_{F_{\pm,L}} U(V)(\nu_0) \, d\sigma_b = \int_{F_{\pm,L}} 2V(H_b - H_g) \, d\sigma_g + \int_{F_{\pm,L}} V O(|h|_b^2) \, d\sigma_b + \int_{E_{\pm,L}} V O(|h|_b) \, ds_b, \]

which proves (3.2).

Now we consider the lateral surface \( S_L \). By writing the metric

\[ b = dx_1^2 + e^{2x_1} \sum_{i=2}^n dx_i^2 = dx_1^2 + e^{2x_1}(d\rho^2 + \rho^2 g_{S^{n-2}}), \]

we have

\[ \Gamma^1_{1\rho} = \Gamma^\alpha_{1\rho} = \Gamma^1_{1\rho} = 0, \Gamma^\beta_{\alpha\rho} = \frac{1}{2} b_{\alpha\tau}^\tau b_{\rho\beta} = \rho^{-1} \delta^\beta_\alpha, \]

where the indices \( \alpha, \beta \) represent local orthonormal coordinates on \( (S^{n-2}, g_{S^{n-2}}) \). Thus, the second fundamental form of \( S_L \) in hyperbolic space is

\[ A_{11} = A_{1\alpha} = A_{\alpha1} = 0, A_{\alpha\beta} = e^{-x_1} \Gamma^\tau_{\alpha\rho} b_{\tau\beta} = e^{x_1} \sigma(L) \delta_{\alpha\beta}. \]

It follows that

\[ V \langle A_b, h \rangle_{b|S_L} = e^{x_1} (b^\alpha\beta b^{\tau\sigma} A_{\alpha\tau} h_{\beta\rho}) \leq (n - 2) \sigma(L)^{-1} |h|_b, \]
so by using Proposition 2.1, we get on $S_L$

$$
\mathbb{U}(V)(\nu_0) = V[2(H_b - H_g) + |A_b|_b O(|h|_b^2) + O(|\hat{\nabla} h|_b |h|_b)] \\
+ (\text{tr}^{S_L} h) dV(\nu_0) - V\langle A_b, h \rangle_{S_L} - \text{div}_{S_L}(VX)
$$

Hence, we have

$$
\int_{S_L} \mathbb{U}(V)(\nu_0) d\sigma_b \\
\quad = \int_{S_L} 2V(H_b - H_g) d\sigma_g + \int_{S_L} [VO(|h|_b^2) + \sigma(L)^{-1}O(|h|_b)] d\sigma_b + \int_{E_{\pm,L}} VO(|h|_b) ds_b.
$$

□

In what follows, we present the essential estimates for each surface and edge. We use that the error tensor $h$ decays as $|h|_b = O(r^{-q})$ and the following formula

$$(3.4) \quad r^2 = \left( \cosh x_1 + e^{x_1} \frac{\hat{x}^2}{2} \right)^2 - 1.$$

- On $F_{+,L}$:

$$
\int_{F_{+,L}} VO(|h|_b^2) d\sigma_b \\
\leq C_1 \omega_{n-2} \int_0^{\sigma(L)} e^L \left( \left( \cosh L + \frac{e^L \rho^2}{2} \right)^2 - 1 \right)^{-q} e^{-L(n-1) \rho^{n-2}} d\rho \\
\leq C_2 e^{L(n-2q)} \int_0^\infty (1 + e^{-2L} + \rho^2)^{-2q} \rho^{n-2} d\rho \\
\leq C_3 e^{L(n-2q)} \int_0^\infty (1 + e^{-2L} + \rho^2)^{-2q + \frac{n-3}{2}} \rho^{n-2-n+3} d\rho \\
\leq \tilde{C} e^{L(n-2q)}.
$$

Here, we need the condition $1 - 2q + \frac{n-3}{2} < 0$, i.e., $q > \frac{n-1}{4}$ to get the last inequality. Note that $\sigma(L)$ does not affect this estimate.

- On $F_{-,L}$:

We estimate with the integrand $VO(|h|_b)$ to show that the term $V(H_b - H_g)$ on $F_{-,L}$ has no
contribution to the mass.

\[
\int_{F_{-L}} VO(|h|_b) \, d\sigma_b \\
\leq C_1 \omega_{n-2} \int_{\sigma(L)} e^{-L} \left( \left( \cosh L + \frac{e^{-L} \rho^2}{2} \right)^2 - 1 \right)^{-\frac{q}{2}} e^{-L(n-1)} \rho^{n-2} \, d\rho \\
\leq C_2 \cdot 4^q e^{L(-n-q)} \int_0^{\infty} \left( 1 + e^{-2L} + \rho^2 e^{-2L} \right)^{-q} \rho^{n-2} \, d\rho \\
\leq C_3 e^{L(-n-q)} \int_0^{\infty} \left( 1 + e^{-2L} + \rho^2 e^{-2L} \right)^{-q+\frac{n+1}{2}} \rho^{n-2-n+3} e^{L(n-3)} \, d\rho \\
\leq \tilde{C} e^{L(-n-q)} e^{L(n-1)} = \tilde{C} e^{L(-1-q)}.
\]

Similarly, we require the condition \(1 - 2q + \frac{n-1}{2} < 0\), i.e., \(q > \frac{n+1}{4}\) to get the last inequality. Again, \(\sigma(L)\) does not affect this estimate.

- On \(E_{+L}\):

\[
\int_{E_{+L}} VO(|h|_b) \, d\sigma_b \leq C_1 \omega_{n-2} \cdot e^L \left( \left( \cosh L + \frac{e^L \sigma(L)^2}{2} \right)^2 - 1 \right)^{-\frac{q}{2}} e^{L(n-2)} \sigma(L)^{n-2} \\
\leq C_2 e^{L(n-1)} \sigma(L)^{-2} \left( \frac{2}{e^L + e^{-L} + e^L \sigma(L)^2} \right)^q \\
\leq C_3 e^{L(n-1)} \sigma(L)^{-2} e^{-qL} \sigma(L)^{-2q} \\
\leq \tilde{C} e^{L(n-1-q)} \sigma(L)^{n-2-2q}.
\]

Thus, to make the above integral vanish as \(L \to \infty\), we need the following condition for \(\sigma(L)\):

\[
\sigma(L)^{n-2-2q} = o(e^{L(q-n+1)}) \text{ as } L \to \infty.
\]

Note that if the falloff rate \(q \geq n - 1\), \(\sigma(L)\) being increasing to infinity is sufficient to show the above integral vanishes as \(L \to \infty\).
• On $E_{-,L}$:

\[
\int_{E_{-,L}} VO(|h|_b) \, d\sigma_b 
\leq C_1 \omega_{n-2} \cdot e^{-L} \left( \left( \cosh L + \frac{e^{-L} \sigma(L)^2}{2} \right)^2 - 1 \right)^{-\frac{q}{2}} e^{-L(n-2)\sigma(L)^{n-2}}
\]

\[
\leq C_2 e^{-L(n-1)\sigma(L)^{n-2}} \left( \frac{2}{e^L + e^{-L} + e^{-L} \sigma(L)^2} \right)^{q-\frac{q}{2}} \left( \frac{2}{e^L + e^{-L} + e^{-L} \sigma(L)^2} \right)^{\frac{q}{2}}
\]

\[
\leq C_3 e^{-L(n-1)\sigma(L)^{n-2}} o(1) \left( \frac{2}{e^L + e^{-L} + e^{-L} \sigma(L)^2} \right)^{\frac{q}{2}}
\]

\[
\leq \tilde{C} e^{-\frac{n-2}{2}L} \sigma(L)^{-2} o(1).
\]

The third inequality follows from the condition $q > \frac{n}{2}$. Hence, it follows that the above integral vanishes as $L \to \infty$ regardless of $\sigma(L)$.

• On $S_L$:

Similar to the case on $F_{-,L}$, we first estimate with the integrand $VO(|h|_b)$.

\[
\int_{S_L} VO(|h|_b) \, d\sigma_b 
\leq C_1 \omega_{n-2} \int_{-L}^{L} e^{x_1} \left( \left( \cosh x_1 + \frac{e^{x_1} \sigma(L)^2}{2} \right)^2 - 1 \right)^{-\frac{q}{2}} e^{x_1(n-2)\sigma(L)^{n-2}} \, dx_1
\]

\[
\leq C_2 \int_{-L}^{L} e^{x_1(n-1)\sigma(L)^{n-2}} \left( \frac{2}{e^{x_1} + e^{-x_1} + e^{x_1} \sigma(L)^2} \right)^{q} \, dx_1.
\]

We split the last integral into two parts: first, we have

\[
\int_{0}^{L} e^{x_1(n-1)\sigma(L)^{n-2}} \left( \frac{2}{e^{x_1} + e^{-x_1} + e^{x_1} \sigma(L)^2} \right)^{q} \, dx_1
\]

\[
\leq C \int_{0}^{L} e^{x_1(n-1-q)\sigma(L)^{n-2-2q}} \, dx_1 \leq \begin{cases} 
\tilde{C}_1 \sigma(L)^{n-2-2q}(e^{L(n-1-q)} + 1), \\
\tilde{C}_2 \sigma(L)^{n-2-2q}(L^{-1} + 1)
\end{cases}
\]

Hence, we need an additional condition to make this integral converge to zero, which turns out to be the same as (1.4).
Next, we have

\[
\int_{-L}^{0} e^{x_1(n-1)} \sigma(L)^{n-2} \left( \frac{2}{e^{x_1} + e^{-x_1} + e^{x_1} \sigma(L)^2} \right)^q \, dx_1 \\
\leq C \int_{0}^{L} e^{-x_1(n-1)} \sigma(L)^{n-2} \left( \frac{2}{e^{x_1} + e^{-x_1} + e^{x_1} \sigma(L)^2} \right)^{q-\frac{q}{2}+\frac{q}{2}} \, dx_1
\]

(3.12)

\[
\leq C o(1) \int_{0}^{L} e^{-\frac{n-2}{2} x_1} \sigma(L)^{-2} \, dx_1
\]

\[
\leq \tilde{C} o(1) \sigma(L)^{-2} (e^{-\frac{n-2}{n-1} L} + 1).
\]

Therefore, the above integral vanishes as \( L \to \infty \) regardless of \( \sigma(L) \).

Now, we consider the term \( \sigma(L)^{-1} O(|h|_b) \).

\[
\int_{\mathbb{S}_L} \sigma(L)^{-1} O(|h|_b) \, d\sigma_b
\]

(3.13)

\[
\leq C_1 \omega_{n-2} \int_{-L}^{L} \sigma(L)^{-1} \left( \left( \cosh x_1 + \frac{e^{x_1} \sigma(L)^2}{2} \right)^2 - 1 \right)^{-\frac{\tilde{q}}{2}} e^{x_1(n-2)} \sigma(L)^{-2} \, dx_1
\]

\[
\leq C_2 \int_{-L}^{L} e^{x_1(n-2)} \sigma(L)^{n-3} \left( \frac{2}{e^{x_1} + e^{-x_1} + e^{x_1} \sigma(L)^2} \right)^q \, dx_1.
\]

Since \( \sigma(L)^{-1} O(|h|_b) \) can be absorbed into \( VO(|h|_b) \) for \( 0 \leq x_1 \leq L \), we only need to estimate for \( -L \leq x_1 \leq 0 \):

\[
\int_{-L}^{0} e^{x_1(n-2)} \sigma(L)^{n-3} \left( \frac{2}{e^{x_1} + e^{-x_1} + e^{x_1} \sigma(L)^2} \right)^q \, dx_1
\]

\[
\leq C_1 \int_{0}^{L} e^{-x_1(n-2)} \sigma(L)^{n-3} \left( \frac{2}{e^{x_1} + e^{-x_1} + e^{x_1} \sigma(L)^2} \right)^{q-n+1+n-1} \, dx_1
\]

(3.14)

\[
\leq C_2 \int_{0}^{L} e^{-x_1(n-2)} \sigma(L)^{n-3} e^{-x_1(q-n+1)} \sigma(L)^{-n+1} \, dx_1
\]

\[
\leq \tilde{C} \sigma(L)^{-2} (e^{-(q-1)L} + 1).
\]

For the third inequality, we used the following:

\[
\left( \frac{2}{e^{x_1} + e^{-x_1} + e^{x_1} \sigma(L)^2} \right)^q \leq \left( \frac{2}{e^{x_1}} \right)^{q-n+1} \left( \frac{e^{x_1} + e^{-x_1} \sigma(L)^2}{2} \right)^{-n+1}
\]

\[
\leq 2^{q-n+1} e^{-x_1(q-n+1)} \sigma(L)^{-n+1}.
\]

Hence, the integral from (3.14) converges to zero as \( L \to \infty \) regardless of \( \sigma(L) \).
Note that (3.7) and (3.11) are the only places that require an additional condition (3.8). Combining all, we obtain

\[ p_0 - p_1 = \int_{\partial C_L} U(V)(v_0) \, d\sigma_b + o(1) \]
\[ = 2 \int_{F_{+,L}} V(H_b - H_g) \, d\sigma_g + o(1), \]

which proves Theorem 1.3.

Remark 3.2. From the above estimates, we observe that the metric falloff rate plays an interesting role. If \( q > n - 1 \), then the mass formula (1.5) holds regardless of \( \sigma(L) \). If \( \frac{n}{2} < q \leq n - 1 \), then the integral on \( E_{+,L} \) may not converge to zero provided \( \sigma(L) \) does not increase fast enough. Similarly, if \( q > n - 1 \), the mean curvature difference on the lateral surface does not contribute to the mass by (3.10)-(3.14). As the mass formula for asymptotically flat manifolds via large coordinate cubes is considered in [16], one may attempt to use large rectangles \( \{ x_1 \leq L, |x_i| \leq \sigma(L) \} \) for \( i = 2, \ldots, n \) instead of cylinders \( C_L \). However, our estimates suggest that the dihedral angle deficit on edges and the mean curvature differences on the lateral faces and \( \{ x_1 = -L \} \) will not affect the mass if \( q > n - 1 \).

By setting \( \sigma(L) = e^{kL} \) for some \( k > 0 \) and using the falloff condition \( q > \frac{n}{2} \), one can reduce (3.8) as

\[ k(n - 2 - 2q) + n - 1 - q > 0 \Rightarrow k \geq \frac{n - 2}{4}, \]

which is independent of \( q \). Thus, we have the following corollary.

Corollary 3.3. Let \( (M^n, g), n \geq 3 \), be an asymptotically hyperbolic manifold with metric falloff rate \( q > \frac{n}{2} \). Define \( \Sigma_L = \{ y_1 = e^{-L}, |\hat{y}| < e^{\frac{n+2}{2}L} \} \). Let \( \nu_g \) denote the unit normal vector to \( \{ y_1 = e^{-L} \} \) in \( (M, g) \) pointing toward \( \{ y_1 = 0 \} \). Let \( H_g \) be the mean curvature of \( \Sigma_L \) with respect to \( \nu_g \) in \( (M, g) \). Then, as \( L \to \infty \),

\[ p_0 - p_1 = 2 \int_{\Sigma_L} V(H_b - H_g) \, d\sigma_g + o(1) \]

where \( V = t - z_1 = \frac{1}{y_1} \) on \( M \setminus K \).

Now we conclude the proof of Theorem 1.1.
Proof of Theorem 1.1. We only need to estimate the integral on \( \{ x_1 = L \} \setminus F_{+L} \):

\[
\int_{\{ x_1 = L \} \setminus F_{+L}} VO(|h_b|) d\sigma_b
\]

\[
\leq C_1 \omega_{n-2} \int_{\sigma(L)} e^L \left( \left( \cosh L + \frac{e^L \rho^2}{2} \right)^2 - 1 \right)^{-\frac{q}{2}} e^{L(n-1)} \rho^{n-2} d\rho
\]

\[
\leq C_2 e^{nL} \int_{\sigma(L)} e^L \left( \frac{2}{e^L + e^{-L} + e^L \rho^2} \right)^q \rho^{n-2} d\rho
\]

\[
\leq C_3 e^{L(n-q)} \int_{\sigma(L)} \rho^{n-2-2q} d\rho
\]

\[
\leq \tilde{C} e^{L(n-q)} \sigma(L)^{n-1-2q}.
\]

The last inequality implies that if \( q = n \), then the above integral converges to zero as \( L \to \infty \) regardless of \( \sigma(L) \). If \( \frac{n}{2} < q < n \), we let \( \sigma(L) = e^{kL} \) with \( k \) satisfying

\[
k(n - 1 - 2q) + n - q < 0.
\]

Considering \( q > \frac{n}{2} \), we can find the inequality independent of \( q \):

\[
k \geq \frac{n}{2}.
\]

Let \( \sigma(L) = e^{\frac{n}{2}L} \). It is clear that \( \sigma(L) \) satisfies the assumptions in Theorem 1.3. Thus, by applying Theorem 1.3, we get

\[
p_0 - p_1 = 2 \int_{\{ x_1 = L \}} V(H_b - H_g) d\sigma_g - 2 \int_{\{ x_1 = L \} \setminus F_{+L}} VO(|h_b|) d\sigma_b + o(1)
\]

\[
= 2 \int_{H_L} V(H_b - H_g) d\sigma_g + o(1).
\]

□

Appendix A. Mass formulas via large spheres

In this appendix, we apply (2.3) to coordinate spheres and obtain other mass formulas for both asymptotically flat and hyperbolic manifolds. Below, we recall the definition of asymptotically flat manifolds here (see section 1 for asymptotically hyperbolic manifolds).

Definition A.1. A Riemannian manifold \( (M^n, g) \) is said to be asymptotically flat if there exist a compact set \( K \subset M \) and a diffeomorphism \( \Phi : M \setminus K \to \mathbb{R}^n \setminus B_R(0) \) such that

1. as \( r \to \infty \),

\[
|g_{ij} - \delta_{ij}| + r|\partial_k g_{ij}| + r^2 |\partial_k \partial_l g_{ij}| = O(r^{-q}), \quad q > \frac{n - 2}{2}.
\]

2. \( \int_M R_g d\mu_g < \infty \) where \( R_g \) is the scalar curvature of \( g \).
Let $h = (\Phi^{-1})^* g - \delta$. Then the condition (1) above can be written equivalently as

$$|h|_\delta + r|\nabla h|_\delta + r^2|\nabla^2 h|_\delta = O(r^{-q}), \quad q > \frac{n-2}{2}.$$ 

The ADM mass (or energy) of $(M^n, g)$ is defined as

$$m_{ADM}(g) = \frac{1}{2(n-1)\omega_{n-1}} \lim_{r \to \infty} \int_{S_r} (g_{ij,j} - g_{jj,i}) \nu_0^i \, d\sigma_0$$

(A.1)

$$= \frac{1}{2(n-1)\omega_{n-1}} \lim_{r \to \infty} \int_{S_r} \mathbb{U}(1)(\nu_0) \, d\sigma_0$$

where the one form $\mathbb{U}$ is defined as (2.2) (with the background metric $\delta$ instead of the hyperbolic metric $b$). As mentioned in the introduction, it is known that $m_{ADM}(g)$ is invariant under the choice of coordinates. (R. Bartnik [4], P. Chruściel [7])

Now, we state the formulas obtained by using (2.3) to $S_r$.

**Proposition A.2.** If $(M^n, g)$ is an asymptotically flat manifold, then the ADM mass can be computed as

$$m_{ADM}(g) = \frac{1}{(n-1)\omega_{n-1}} \lim_{r \to \infty} \left[ \int_{S_r} \frac{n-1}{r} - H_g \right] \, d\sigma_g + \frac{1}{r} (|S_r|_\delta - |S_r|_g)$$

where $|S_r|_\delta$ and $|S_r|_g$ are the area of $S_r$ with respect to Euclidean metric and the metric $g$, respectively. Similarly, if $(M^n, g)$ is an asymptotically hyperbolic manifold, then the mass vector can be obtained from

$$p_0 = 2 \lim_{r \to \infty} \left[ \int_{S_r} \sqrt{1+r^2} \left( \frac{\sqrt{1+r^2}}{r} (n-1) - H_g \right) \, d\sigma_g + \frac{1}{r} (|S_r|_b - |S_r|_g) \right],$$

$$p_i = 2 \lim_{r \to \infty} \int_{S_r} z_i \left( \frac{\sqrt{1+r^2}}{r} (n-1) - H_g \right) \, d\sigma_g.$$ 

**Remark A.3.** One can derive the same mass formula for asymptotically locally hyperbolic metrics. For example, if $(M^n, g)$ is an asymptotically locally hyperbolic manifold asymptotic to a model space $[r_0, \infty) \times N^{n-1}$ equipped with the metric $b = \frac{dr^2}{\kappa + r^2} + r^2 h$, where $r_0 > \sqrt{|\kappa|}$ and $(N^{n-1}, h)$ is an $(n-1)$-dimensional space form with constant sectional curvature $\kappa$ (see [11] for the precise definition), then the mass $p_0$ of $(M, g)$ can be computed as the following:

$$p_0 = 2 \lim_{r \to \infty} \left[ \int_{S_r} \sqrt{\kappa + r^2} \left( \frac{\sqrt{\kappa + r^2}}{r} (n-1) - H_g \right) \, d\sigma_g + \frac{\kappa}{r} (|S_r|_b - |S_r|_g) \right].$$

**Proof of Proposition A.2.** First, suppose that $(M^n, g)$ is asymptotically flat and $g_0 = \delta$ is Euclidean metric. On coordinate spheres $S_r$, we have

$$A_\delta = \frac{1}{r} \delta |S_r|.$$
By Proposition 2.1, we have on $S_r$,
\[
\mathcal{U}(1)(\nu_0) = 2(H_\delta - H_g) + |A_\delta|_b O(|h^g_\delta|^2) + O(|\nabla h|_\delta |h|_\delta) - V(A_\delta, h)_{\delta|S_r} - \text{div}_{S_r} X = 2(H_\delta - H_g) - \frac{1}{r} \text{tr}^S_r h - \text{div}_{S_r} X + O(r^{-2q-1}).
\]
By integrating it on $S_r$, we get
\[
\int_{S_r} \mathcal{U}(1)(\nu_0) \, d\sigma_\delta = \int_{S_r} \left[ 2(H_\delta - H_g) - \frac{1}{r} \text{tr}^S_r h + O(r^{-2q-1}) \right] \, d\sigma_\delta
\]
By Proposition 2.1, we have on $S_r$, 
$$U(V)(\nu_0) = 2V(H_\delta - H_g) - \text{div}_{S_r}X + O(r^{-2q+1}).$$
By integrating it on $S_r$, we get 
$$\int_{S_r} U(V)(\nu_0) d\sigma_b = \int_{S_r} 2z_i(H_b - H_g) d\sigma_g + O(r^{n-2q}).$$
This completes the proof. \qed
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