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Abstract. The second and fourth authors have conjectured that a certain hollow tetrahedron $\Delta$ of width $2 + \sqrt{2}$ attains the maximum lattice width among all three-dimensional convex bodies. We here prove a local version of this conjecture: there is a neighborhood $U$ of $\Delta$ in the Hausdorff distance such that every convex body in $U \setminus \{\Delta\}$ has width strictly smaller than $\Delta$. When the search space is restricted to tetrahedra, we compute an explicit such neighborhood.

We also limit the space of possible counterexamples to the conjecture. We show, for example, that their width must be smaller than $3.972$ and their volume must lie in $[2.653, 19.919]$.

1. Introduction

In the paper [8], the second and fourth authors explore lower bounds for the lattice width of hollow convex bodies. Recall that a convex body $K \subset \mathbb{R}^d$ is hollow with respect to an affine $d$-dimensional lattice $\Lambda \subset \mathbb{R}^d$ if $\Lambda$ does not intersect the interior of $K$. The width of $K$ in the direction of a linear functional $f$, denoted $\text{width}(K, f)$, is the length of the segment $f(K)$. The (lattice) width of $K$ with respect to $\Lambda$, denoted $\text{width}_\Lambda(K)$, is the minimum width with respect to all non-zero lattice functionals in $\vec{\Lambda}^*$, the linear lattice dual to $\vec{\Lambda} := \Lambda - \Lambda$. The famous Flatness Theorem says that the so-called flatness constant,

$$\text{Flt}(d) := \max\{\text{width}_\Lambda(K) : K \subset \mathbb{R}^d \text{ hollow with respect to } \Lambda\},$$

is a finite value. The flatness constant does not depend on $\Lambda$, because one can change coordinates and fix $\Lambda = \mathbb{Z}^d$. Still, in our considerations it will make sense to allow for other lattices to highlight symmetry in the constructions.
Much work has been done in improving asymptotic upper bounds for \( \text{Flt}(d) \), from Khinchine’s original proof in 1948 [16] to the current best bound \( \text{Flt}(d) \in O(d^{4/3} \log^a d) \), for a constant \( a \), proved by Rudelson in 2000 [18]. See also [4, 15] or [5, Sect. VII.8] for more information, and [9] for applications to linear programming in fixed dimension. Finding the exact value of \( \text{Flt}(d) \) is a remarkably hard task, even in very low dimensions. Currently, we only know that \( \text{Flt}(1) = 1 \), which is trivial, and \( \text{Flt}(2) = 1 + 2/\sqrt{3} \), which is a result of Hurkens [12] (see also [3]). In [8] the inequality \( \text{Flt}(3) \geq 2 + \sqrt{2} \) is proven by introducing the tetrahedron \( \Delta = \text{conv}(a_1, a_2, a_3, a_4) \), where

\[
\begin{align*}
  a_1 &= (2 + \sqrt{2}, \sqrt{2}, 2 + \sqrt{2}), \\
  a_2 &= (-\sqrt{2}, 2 + \sqrt{2}, -2 - \sqrt{2}), \\
  a_3 &= (-2 - \sqrt{2}, -\sqrt{2}, 2 + \sqrt{2}), \\
  a_4 &= (\sqrt{2}, -2 - \sqrt{2}, -2 - \sqrt{2})
\end{align*}
\]

(see Figure 1). With respect to the affine lattice

\[
\Lambda := \{(a, b, c) : a, b, c \in 1 + 2\mathbb{Z}, a + b + c \in 1 + 4\mathbb{Z}\},
\]

\( \Delta \) is hollow and has width \( 2 + \sqrt{2} \). More precisely, \( \Delta \) attains that width with respect to seven different functionals in \( \bar{\Lambda}^* \), namely:

\[
\frac{1}{4}(1, 1, 1), \quad \frac{1}{4}(-1, 1, 1), \quad \frac{1}{4}(1, 1, -1), \quad \frac{1}{4}(1, -1, 1), \\
\frac{1}{2}(1, 0, 0), \quad \frac{1}{2}(0, 1, 0), \quad \frac{1}{2}(0, 0, 1).
\]

As indicated in Figure 1, each facet of \( \Delta \) contains a single lattice point. More precisely, for each permutation \((i, j, k, l)\) of \( \{1, 2, 3, 4\} \) the facet spanned by \( \{a_i, a_j, a_k\} \) contains the lattice point \( p_l \) with the following coordinates:

\[
p_1 = (-1, -1, -1), \quad p_2 = (1, -1, 1), \quad p_3 = (1, 1, -1), \quad p_4 = (-1, 1, 1).
\]

These four lattice points form an affine lattice basis for \( \Lambda \).

**Conjecture 1.1** ([8, Conjecture 1.2]). No hollow convex 3-body has width larger than \( \Delta \). That is, \( \text{Flt}(3) = 2 + \sqrt{2} \).

We here give evidence for this conjecture, proving a local version of it:

**Theorem 1.2.** The tetrahedron \( \Delta \) is a strict local maximizer for width among hollow tetrahedra. That is, every small perturbation of \( \Delta \) is either non-hollow or has width strictly smaller than \( 2 + \sqrt{2} \).

---

1Rudelson’s paper does not mention \( \text{Flt}(d) \) explicitly, but the asserted bound follows from Rudelson’s main result by applying the so-called \( MM^* \) estimate to the flatness constant, as explained in [3] p. 729, l. 19]
Corollary 1.3. The tetrahedron $\Delta$ is a strict local maximizer for width among hollow convex 3-bodies. More precisely, there exists an open set $U \subset \mathbb{R}^3$ containing $\Delta$ and such that every hollow convex body $K \subset U$ different from $\Delta$ has width strictly smaller than $2 + \sqrt{2}$.

Proof. Since 0 lies in the interior of $\Delta$, we can choose $U$ to be the interior of $(1 + \epsilon)\Delta$, where $\epsilon > 0$ is small enough. Let $K$ be a hollow convex body contained in $U$.

Consider the functionals $f_1 := x/2$ and $f_2 := y/2$, which are in $\Lambda^*$ and both give width $2 + \sqrt{2}$ to $\Delta$. As seen in Figure 1, $f_1$ attains its unique minimum and maximum over $\Delta$ at $a_3$ and $a_1$, while $f_2$ attains them at $a_4$ and $a_2$. Hence, in order for width$(K, f_i) \geq 2 + \sqrt{2}$ for both functionals, $K$ must contain points at distance $O(\epsilon)$ to each of the four vertices of $\Delta$. Without loss of generality, in the rest of the proof we assume this to happen.

Consider now the lattice points $p_1, \ldots, p_4$, lying respectively in the relative interior of the four facets of $\Delta$. Since $K$ is hollow, there are planes $H_1, \ldots, H_4$ weakly separating $K$ from them. The fact that $K$ is contained in a small neighborhood of $\Delta$ and that it contains points close to all vertices of $\Delta$ implies that the inequalities for $H_1, \ldots, H_4$ are close to the facet inequalities of $\Delta$. Thus, by Theorem 1.2, the tetrahedron $\Delta'$ defined by $H_1, \ldots, H_4$ has width bounded by $2 + \sqrt{2}$, with equality if and only if $\Delta' = \Delta$.

Since $\Delta'$ contains $K$, we conclude that also $K$ has its lattice width bounded by $2 + \sqrt{2}$ and that equality can only occur if $\Delta' = \Delta$, which implies $K \subset \Delta$. 
If this containment is strict, then \( \text{width}(K) < \text{width}(\Delta) \) because of the functionals \( f_1 \) and \( f_2 \).

In Section 2 we transform Theorem 1.2 into a more explicit Theorem 2.1 which is then proved in Section 3 with a method based on the Karush-Kuhn-Tucker (KKT) conditions for local optimality.

Section 4 is devoted to computing an explicit neighborhood of \( \Delta \) in the space of all tetrahedra where \( \Delta \) is guaranteed to be the unique maximizer for width. In order to do this, it is convenient to think of \( \Delta \) as fixed and let the lattice \( \Lambda \) vary, instead of the opposite. That is, for any choice of points \( p'_1, \ldots, p'_4 \) lying respectively in the facet of \( \Delta \) containing the corresponding \( p_1, \ldots, p_4 \), we consider the affine lattice \( \Lambda' \) generated by \( p'_1, \ldots, p'_4 \). The problem can now be reformulated as asking how far each \( p'_i \) can be from \( p_i \) while maintaining \( \text{width}_{\Lambda'}(\Delta) \leq \text{width}_{\Lambda}(\Delta) \). A natural measure for the distance between \( p_i \) and \( p'_i \) is the \( L_\infty \) distance between their vectors of barycentric coordinates in \( \Delta \); we denote this \( \text{dist}_{\Delta}(p_i, p'_i) \). Our main result in Section 4 can then be stated as follows (see also Theorem 4.3 in Section 4.1 which uses a slightly different metric):

**Theorem 1.4.** Let \( p'_1, \ldots, p'_4 \) be points lying respectively in the same facet of \( \Delta \) as \( p_1, \ldots, p_4 \) and let \( \Lambda' \) be the affine lattice spanned by \( p'_1, \ldots, p'_4 \). If \( \text{dist}_{\Delta}(p_i, p'_i) \leq 0.01307 \) for every \( i \), then

\[
\text{width}_{\Lambda'}(\Delta) \leq \text{width}_{\Lambda}(\Delta),
\]

with equality if and only if \( (p'_1, \ldots, p'_4) = (p_1, \ldots, p_4) \).

In Section 5 we explore properties that potential convex 3-bodies of width larger than \( 2 + \sqrt{2} \) must satisfy. That is to say, we try to specify a search space for validating (or refuting) Conjecture 1.1 Our main results are that such bodies must have:

- width bounded above by 3.972, that is, we prove \( \text{Flt}(3) < 3.972 \);
- volume between 2.653 and 19.919;
- an inscribed lattice polytope that is either a unimodular quadrilateral or an empty 3-polytope of volume bounded above by \( 22/3 \).

Recall that a lattice polytope is a polytope with vertices in the lattice, and it is called empty if its only lattice points are its vertices. Whenever we refer to volume, we normalize it to a fundamental domain of the lattice.

2. Setting the problem

To prove Theorem 1.2 we find more convenient to look at perturbations of the lattice, keeping \( \Delta \) fixed, rather than the other way around. That is
to say, we fix $\Delta$ to have the vertex coordinates of Equation (1) and we let $\Lambda(t)$ be the affine lattice generated by:

$$p_1(t) = (-1, -1, -1) + (t_{11}, t_{12}, t_{13}), \quad p_2(t) = (1, -1, 1) + (t_{21}, t_{22}, t_{23}),$$

$$p_3(t) = (1, -1, -1) + (t_{31}, t_{32}, t_{33}), \quad p_4(t) = (-1, 1, 1) + (t_{41}, t_{42}, t_{43}),$$

where the $t_{ij}$'s are variables. Observe that $\Lambda(0) = \Lambda$. Our task is to study the width of $\Delta$ with respect to $\Lambda(t)$ as a function of $t$ and to show that $0$ is a strict local maximizer of it, under the constraint that $\Delta$ is hollow.

Since a tetrahedron of maximal width necessarily has at least one lattice point on (the relative interior of) every facet, and since the facets of $\Delta$ contain each a single point of $\Lambda$, there is no loss of generality in constraining the variables $t_{ij}$ to values where we have the coplanarities $a_1a_2a_3p_4$, $a_1a_2p_3a_4$, $a_1p_2a_3a_4$ and $p_1a_2a_3a_4$. In practice this means we can express the $t_{e3}$'s in terms of the $t_{e1}$'s and $t_{e2}$'s as follows:

$$t_{13} = -\frac{(2 + \sqrt{2})t_{11} + \sqrt{2}t_{12}}{2}, \quad t_{23} = -\frac{\sqrt{2}t_{21} + (2 + \sqrt{2})t_{22}}{2},$$

$$t_{33} = \frac{(2 + \sqrt{2})t_{31} + \sqrt{2}t_{32}}{2}, \quad t_{43} = \frac{\sqrt{2}t_{41} - (2 + \sqrt{2})t_{42}}{2}.$$

Thus, in what follows we denote

$$t := (t_{11}, t_{12}, t_{21}, t_{22}, t_{31}, t_{32}, t_{41}, t_{42})$$

our vector of only eight variables.

The seven functionals of Eq. (2) need to be perturbed in order to still be lattice functionals for $\Lambda(t)$. To derive their exact form we first rewrite them (at $t = 0$) with respect to the lattice basis $\{p_4 - p_1, p_2 - p_1, p_3 - p_1\}$, and translate them to vanish at $p_1$. When this is done the functionals become the scalar product with the following vectors:

$$u_1 = (1, 1, 1), \quad u_2 = (1, 0, 0), \quad u_3 = (0, 0, 1), \quad u_4 = (0, 1, 0),$$

$$u_5 = (0, 1, 1), \quad u_6 = (1, 0, 1), \quad u_7 = (1, 1, 0).$$

Now consider the $3 \times 3$ matrix

$$M(t) = \begin{bmatrix} p_4(t) - p_1(t) \\ p_2(t) - p_1(t) \\ p_3(t) - p_1(t) \end{bmatrix}$$

as a function of $t$. The rows of $M$ form a basis for the perturbed linear lattice $\bar{\Lambda}(t) = \mathbb{Z}^3 \cdot M(t)$, so the columns of its inverse $N(t) := M(t)^{-1}$ form the corresponding dual basis in $\bar{\Lambda}(t)^* = M(t)^{-1} \cdot \mathbb{Z}^3$. Thus, the perturbed lattice
functionals can be written as $M(t)^{-1}u_i$, for the vectors $u_i \in \mathbb{Z}^3$ displayed in Equation (3).

The first six functionals attain their maximum and minimum value, for $t = 0$, at unique vertices of $\Delta$. By continuity, the perturbed functionals will attain their maximum and minimum at the same vertices, for any $t$ close to 0. That is, there is a neighborhood $U_f$ of 0 such that the width of $\Delta$ with respect to the first six perturbed functionals equals

$$f_i(t) := \text{width}(\Delta, M(t)^{-1}u_i) = v_i M(t)^{-1}u_i,$$

where

$$v_1 = a_1 - a_4, \quad v_2 = a_3 - a_4, \quad v_3 = a_2 - a_3,$$

$$v_4 = a_1 - a_2, \quad v_5 = a_1 - a_3, \quad v_6 = a_2 - a_4$$

are the unique vertices of the difference body $\Delta - \Delta$ where the width is attained for the respective $M(t)^{-1}u_i$, $i \in \{1, \ldots, 6\}$. The width of $\Delta$ with respect to $M(t)^{-1}u_7$ is difficult to express because in 0 this functional attains its maximum at two of the vertices of $\Delta$ ($a_1$ and $a_3$) and its minimum at the other two ($a_2$ and $a_4$). In the rest of the paper we neglect this functional, which is no loss of generality.

Summing up, Theorem 1.2 follows from the following statement, which we prove in Section 3:

**Theorem 2.1.** The system of 6 inequalities in eight variables

$$f_i(t) \geq 2 + \sqrt{2}, \quad i \in \{1, \ldots, 6\}$$

has an isolated solution at $t = 0$.

3. A PROOF OF LOCAL MAXIMALITY

To prove Theorem 2.1 we want to show that for any $t$ close to (but different from) 0, we have

$$f_i(t) = v_i M(t)^{-1}u_i < (2 + \sqrt{2})$$

for some $i \in \{1, \ldots, 6\}$. Our proof involves some computations, that we have performed in exact arithmetics using SageMath [19].

The entries of the matrix $M(t)^{-1}$ are rational functions in $t$. In order to simplify computations we multiply both sides of our inequalities by $\det M(t)$. This does not change their direction (in a neighborhood of 0) since $\det M(0) = 16 > 0$. Thus, we define the following functionals

$$h_i(t) := \det M(t) \cdot \left( f_i(t) - (2 + \sqrt{2}) \right)$$

$$= v_i M(t)^{-1}u_i - (2 + \sqrt{2}) \det M(t), \quad i \in \{1, \ldots, 6\}.$$
Here \( M(t)^\# = \det M(t)M(t)^{-1} \) is the adjugate matrix, the transpose of the
cofactor matrix. The entries of \( M(t)^\# \) are polynomials of degree 2 in \( t \), while
the entries of \( \det M(t) \) are polynomials of degree 3 in \( t \). We thus see that
\( h_i(t) \) is a polynomial of degree 3 in \( t \), and our original inequalities \( f_i(t) \geq
2 + \sqrt{2} \) are (in a neighborhood of the origin) equivalent to the polynomial
inequalities \( h_i(t) \geq 0 \).

The gradients of the functions \( h_1, h_2, \ldots, h_6 \), evaluated at \( 0 \), are:

\[
\begin{align*}
\nabla h_1(0) &= 4(-1, 1, -1, -2, 0, 0, 0, 0, 0, 3, 1) + 2\sqrt{2}(-2, 0, 1, -1, 0, 0, 0, 3, 1) \\
\nabla h_2(0) &= 4(-2, 1, 0, 0, 1, 2, 1, 1) + 2\sqrt{2}(-1, -1, 0, 0, 1, 3, 0, 2) \\
\nabla h_3(0) &= 4(0, 0, 2, -1, 1, -1, 1, 2) + 2\sqrt{2}(0, 0, 3, -1, 2, 0, -1, 1) \\
\nabla h_4(0) &= 4(-1, -2, -1, -1, 2, -1, 0, 0) + 2\sqrt{2}(-1, -3, 0, -2, 1, 1, 0, 0) \\
\nabla h_5(0) &= 8(1, 0, -1, 0, -1, 1, 0) + 8\sqrt{2}(1, 0, 0, 0, -1, 0, 0, 0) \\
\nabla h_6(0) &= 8(0, 1, 0, 1, 0, -1, 0, -1) + 8\sqrt{2}(0, 0, 0, 1, 0, 0, 0, 1).
\end{align*}
\]

These six vectors happen to have rank five, with the following positive linear
dependence among them:

\[
\nabla h_1(0) + \nabla h_2(0) + \nabla h_3(0) + \nabla h_4(0) + \sqrt{2}(\nabla h_5(0) + \nabla h_6(0)) = 0.
\]

In what follows we denote \((\lambda_1, \ldots, \lambda_6) = (1, 1, 1, 1, \sqrt{2}, \sqrt{2})\) the coefficients
in this dependence, and decompose the polynomials \(\lambda_i h_i\) into their linear part (gradient),
quadratic part (Hessian) and cubic part. There is no part of degree zero since \(h_i(0) = 0\) by construction. That is to say:

\[
\lambda_i h_i(t) = l_i(t) + q_i(t) + r_i(t).
\]

We now consider a positive constant \(c \in \mathbb{R}_{>0}\) (to be specified later) and
define the function

\[
h(t) = \sum_{i=1}^{6} (c - \lambda_i \nabla h_i(0) \cdot t) \lambda_i h_i(t) = \sum_{i=1}^{6} (c - l_i(t))(l_i(t) + q_i(t) + r_i(t)).
\]

Observe that \(\nabla h(0) = 0\), since:

\[
\nabla h(0) = \sum_{i=1}^{6} c \nabla l_i(0) = c \sum_{i=1}^{6} \lambda_i \nabla h_i(0) = 0.
\]

**Lemma 3.1.** The Hessian \(\nabla^2 h(0)\) is negative definite for any sufficiently small \(c > 0\).

**Proof.** The degree-two part of \(h\) is

\[
\sum_{i=1}^{6} (cq_i^2 - l_i^2) = c \sum_{i=1}^{6} q_i - \sum_{i=1}^{6} l_i^2.
\]
For $c = 0$ this equals $-\sum_{i=1}^{6} l_i^2$, which is negative semi-definite with null-space equal to

$$V = \{ v \in \mathbb{R}^8 : \nabla h_i(0) \cdot v = 0, i = 1, \ldots, 6 \}.$$  

Thus, to prove the statement we only need to check that the quadratic form $\sum_{i=1}^{6} q_i$ is negative definite when restricted to $V$. The following summarizes our computations in SageMath, which prove that this is indeed the case.

The set $V$ is a three-dimensional linear subspace of $\mathbb{R}^8$ which admits the parametric form $V = \{ v(w_1, w_2, w_3) : w_1, w_2, w_3 \in \mathbb{R} \}$, where

$$v(w_1, w_2, w_3) := \left( 1, 0, 0, 0, \frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2}, -\frac{\sqrt{2} - 2}{2} \right) w_1$$

$$+ \left( 0, 1, 0, -\sqrt{2}, \frac{2 - \sqrt{2}}{2}, \frac{2 - \sqrt{2}}{2}, \frac{\sqrt{2} - 3\sqrt{2}}{2} \right) w_2$$

$$+ \left( 0, 0, 1, -1 - \sqrt{2}, 1, 0, -\sqrt{2} \right) w_3.$$  

The Hessian of $\sum_{i=1}^{6} q_i$ at $0$, restricted to the subspace $V$ and expressed in the coordinates $(w_1, w_2, w_3)$, turns out to be:

$$\left[ \sum_{i=1}^{6} \frac{\partial^2 q_i(v)}{\partial w_j \partial w_k} \right]_{j,k} = \begin{bmatrix} -\frac{19\sqrt{2}}{2} - 13 & -\frac{5\sqrt{2}}{2} - 4 & -\frac{\sqrt{2} - 2}{2} \\ -\frac{5\sqrt{2}}{2} - 4 & -\frac{39\sqrt{2}}{2} - 27 & -16\sqrt{2} - 22 \\ -\frac{\sqrt{2} - 2}{2} & -16\sqrt{2} - 22 & -19\sqrt{2} - 26 \end{bmatrix},$$

which is indeed negative definite. □

Proof of Theorem 2.1. Let $c > 0$ be such that the Hessian $\nabla^2 h(0)$ is negative definite. Such a $c$ exists by Lemma 3.1. Since $h(0) = 0$ and $\nabla h(0) = 0$, negative-definiteness of $\nabla^2 h(0)$ implies that there is a neighborhood $U_h$ of the origin such that $h$ is strictly negative in $U_h \setminus \{0\}$. On the other hand, there is another neighborhood $U_l$ of the origin in which all the multipliers $c - l_i$ are positive, since $c > 0$ and $l_i(0) = 0$.

Thus, for any $t \in (U_h \cap U_l) \setminus \{0\}$ there is an $i$ such that $\lambda_i h_i(t) < 0$; further intersecting with a neighborhood $U_M$ of $0$ where $\det M(t) > 0$, yields $f_i(t) < 2 + \sqrt{2}$ for any $t \in (U_h \cap U_l \cap U_M) \setminus \{0\}$. □

Remark 3.2. This proof is a refinement of the Karush-Kuhn-Tucker (KKT) conditions for local optimality (see, for example, [10] Theorem 14.19). We need this refined version as a preparation for the next section, where we compute an explicit neighborhood $U$ of $0$ such that the tetrahedron $\Delta$ is guaranteed to have width smaller than $2 + \sqrt{2}$ with respect to $\Lambda(t)$ for every $t \in U \setminus \{0\}$. 

4. AN EXPLICIT NEIGHBORHOOD FOR MAXIMALITY

We have seen that, among the lattices \( \Lambda(t) \) for \( t \) close to 0, the width of \( \Delta \) is largest with respect to \( \Lambda(0) \). In this section, we construct an explicit neighborhood \( U \) of the origin where this is achieved.

For this, consider the following system of strict inequalities in \( \mathbb{R}^8 \), where \( i \in \{1, \ldots, 6\} \). In \( \text{[iii]} \), \( v \) runs over all vertices of \( \Delta - \Delta \) other than \( v_i \):

\[
\begin{align*}
\text{(i)} \quad & \det M(t) > 0 \quad \text{(cubic)} \\
\text{(ii)} \quad & l_i(t) < c \quad \text{(linear)} \\
\text{(iii)} \quad & (v_i - v)M(t)^\#u_i > 0 \quad \text{(quadratic)} \\
\text{(iv)} \quad & \nabla^2 h(t) \text{ is negative definite} \quad \text{(QMI)}
\end{align*}
\]

All these inequalities are satisfied at \( t = 0 \) when \( c \) is chosen “sufficiently small”. Hence, they are satisfied in a certain neighborhood \( U \) of 0. Our proof of Theorem 1.2 gives in fact the following stronger result:

**Theorem 4.1.** If \( c \in (0, \infty) \) and \( U \) is a neighborhood of 0 such that conditions \( \text{[i]-[iv]} \) are met for every \( t \in U \), then

\[
\text{width}_{\Lambda(0)}(\Delta) > \text{width}_{\Lambda(t)}(\Delta)
\]

for every \( t \in U \setminus \{0\} \).

**Proof.** We can proceed as in the proof of Theorem 2.1 where the role of all inequalities except \( \text{[iii]} \) is explained. These other inequalities are needed to guarantee that the width of \( \Delta \) with respect to the lattice functional \( M(t)^\# u_i \) is given by the functional \( f_i(t) \), since \( f_i \) evaluates the functional \( M(t)^\# u_i \) at the particular pair of vertices of \( \Delta \) given by the corresponding \( v_i \in \Delta - \Delta \). This was mentioned in Section 2 where a neighborhood satisfying these inequalities was called \( U_f \). The other three (sets of) inequalities correspond to the neighborhoods \( U_M, U_l \) and \( U_h \) in the proof of Theorem 2.1. \( \square \)

4.1. **A change of variables.** For the computation of the explicit neighborhoods we introduce new variables that are better adapted to the problem.
We define $s_j^{(h)}$, $s_j^{(v)}$ for $j = 1, \ldots, 4$ by setting

\[
\begin{bmatrix}
  s_1^{(h)} \\
  s_1^{(v)} \\
  s_2^{(h)} \\
  s_2^{(v)} = \frac{1}{4} \begin{bmatrix}
    \sqrt{2}-1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
    -1 & 1-\sqrt{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 1 & \sqrt{2}-1 & 0 & 0 & 0 & 0 \\
    0 & 0 & \sqrt{2}-1 & -1 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & 1 & \sqrt{2}-1 & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & 1 & 1-\sqrt{2} & 0 \\
    0 & 0 & 0 & 0 & 0 & 0 & 1-\sqrt{2} & 1 \\
  \end{bmatrix} t_{11} \\
  t_{12} \\
  t_{21} \\
  t_{22} \\
  t_{31} \\
  t_{32} \\
  t_{41} \\
  t_{42}
\end{bmatrix}
\]

In what follows, we denote by

\[
s := (s_1^{(h)}, s_1^{(v)}, s_2^{(h)}, s_2^{(v)}, s_3^{(h)}, s_3^{(v)}, s_4^{(h)}, s_4^{(v)}),
\]

the vector of the new variables. These new variables $s$ have two advantages over the (projected) Cartesian variables $t$ used so far.

On the one hand, they respect the symmetry of the problem. Our tetrahedron $\Delta$ (and the system of inequalities we want to study) is invariant under the rotary reflection $(x, y, z) \rightarrow (y, -x, -z)$ in the original Cartesian coordinates. Indeed, this map sends the points $a_i$ and $p_i$ to $a_{i+1}$ and $p_{i+1}$, for each $i \in \{1, 2, 3, 4\}$ and with indices taken modulo four. In the coordinates $t$ this isometry maps

\[
\begin{bmatrix}
  t_{11} \\
  t_{21} \\
  t_{31} \\
  t_{41} \\
  t_{12} \\
  t_{22} \\
  t_{32} \\
  t_{42}
\end{bmatrix}
\rightarrow
\begin{bmatrix}
  t_{22} \\
  t_{32} \\
  t_{42} \\
  t_{12}
\end{bmatrix},
\]

whereas in the $s$ coordinates it simply maps each pair $(s_j^{(h)}, s_j^{(v)})$ to $(s_{j+1}^{(h)}, s_{j+1}^{(v)})$.

On the other hand, the $s$ coordinates are closely related to the barycentric coordinates along the facets of $\Delta$. Consider for example the facet spanned by $a_2$, $a_3$ and $a_4$, containing the point $p_1(t)$. Every point in the hyperplane containing that facet can be thought of in the $t$ coordinates as a $(t_{11}, t_{12}) \in \mathbb{R}^2$. The change $(t_{11}, t_{12}) \rightarrow (s_1^{(h)}, s_1^{(v)})$ makes the vertices of the facet have the following coordinates:

\[
\begin{align*}
  a_2 &= (-\sqrt{2}, 2 + \sqrt{2}) \quad \mapsto \quad (-1, 0), \\
  a_3 &= (-2 - \sqrt{2}, -\sqrt{2}) \quad \mapsto \quad (0, 1), \\
  a_4 &= (\sqrt{2}, -2 - \sqrt{2}) \quad \mapsto \quad (1, 0).
\end{align*}
\]
That is to say: if \((b_2, b_3, b_4)\) are the barycentric coordinates of a point in that hyperplane with respect to the affine basis \((a_2, a_3, a_4)\) then we have that

\[
s_1^{(v)} = b_3 = \frac{1}{2} + \frac{t_{13}}{4 + 2\sqrt{2}}, \quad \text{and} \quad s_1^{(h)} = b_4 - b_2.
\]

This explains the notation \(s_1^{(h)}\) and \(s_1^{(v)}\): \(s_1^{(v)}\) is constant along horizontal lines in the facet, and \(s_1^{(h)}\) is constant along "steepest" lines in the facet, see Figure 2.

Figure 2. An illustration of the coordinates \(s_1^{(h)}\) and \(s_1^{(v)}\). The gray square represents the \(L_\infty\)-ball of radius 0.02614, the bound in Theorem 4.3.

We are going to abuse notation and keep the notation of conditions (i)-(iv) for the corresponding conditions in the new variables. Thus, for example, we write \(M(s)\) for \(M(t(s))\), and we write \(\nabla^2 h(s)\) for \((\partial^2 h(t(s))/\partial t^2)\) (the Hessian of \(h\) with derivatives with respect to the \(t\) coordinates, but expressed in the \(s\) coordinates). In Sections 4.2 to 4.5 we look separately at the four (sets of) inequalities and find that they are satisfied in the following neighborhoods, all expressed as \(L_\infty\) balls in the \(s\) coordinates:

(i) is a single inequality involving a polynomial of degree three; in Section 4.2 (Corollary 4.5), using a geometric argument, we show that it holds for every \(s\) with \(\|s\|_\infty < \frac{1}{4}(\sqrt{2} - 1) \approx 0.1036\).

(ii) are six linear inequalities; Section 4.3 is devoted to proving that, taking \(c = 9.75\), these are satisfied for \(\|s\|_\infty < 0.02614\).

(iii) consists of \(6 \times 11\) inequalities (since \(\Delta - \Delta\) has 12 vertices); these are simultaneously verified when \(\|s\|_\infty < 0.04423\), as shown in Section 4.4 (Corollary 4.8).
(iv) is a strict quadratic matrix inequality (QMI); in Section 4.5 we show that, for the same \( c = 9.75 \), it holds when \( \|s\|_\infty < 0.02646 \).

**Remark 4.2.** The inequalities (iii) and (iv), hence the bound obtained from them, depend on \( c \). Moreover, these are the two inequalities were our bounds are worse. The dependence on \( c \) for the bound in (iii) is obviously proportional to \( c^{-1} \) and we can compute it quite explicitly (see Corollary 4.6). For (iv), we have computed the bound for several values of \( c \), finding that \( c = 9.75 \) is (very close to) the optimum. See Remark 4.10 for more details on this.

This allows us to conclude:

**Theorem 4.3.** The width of \( \Delta \) with respect to \( \Lambda(0) \) is strictly larger than with respect to any other lattice \( \Lambda(s) \) with \( s \neq 0 \) and \( \|s\|_\infty < 0.02614 \).

**Proof of Theorem 1.4.** Let \( p'_1, p'_2, p'_3, p'_4 \) be points in the corresponding facets of \( \Delta \). The relation between barycentric coordinates and \( s \) coordinates expressed in (iii) implies that changing barycentric coordinates by at most \( \varepsilon \), the \( s \) coordinates change by at most \( 2\varepsilon \). □

4.2. **The determinant condition (i).** Let us first compute the \( s \)-coordinates of the initial lattice points \( p_i = p_i(0) \); we do this for \( p_1 \), but the result is the same for the other points, by symmetry. We have that \( p_1 = (-1, -1, -1) \) so that \( t_{11} = t_{12} = -1 \) and

\[
\begin{bmatrix}
    s_1^{(h)} \\
    s_1^{(e)}
\end{bmatrix} = \begin{bmatrix}
    \frac{1}{4} & \sqrt{2} - 1 & -1 \\
    -1 & 1 - \sqrt{2}
\end{bmatrix} \begin{bmatrix}
    -1 \\
    -1
\end{bmatrix} = \begin{bmatrix}
    \frac{1}{4} & 2 - \sqrt{2} \\
    \sqrt{2} & \frac{1}{2}
\end{bmatrix} \approx \begin{bmatrix}
    0.15 \\
    0.35
\end{bmatrix}.
\]

For each \( i \in \{1, 2, 3, 4\} \), let \( F_i \) be the facet of \( \Delta \) containing \( p_i = p_i(0) \) and let \( T_i \) be the open triangle with vertices at the mid-points of edges of \( F_i \). In barycentric coordinates, \( T_i \) is the set of points with all coordinates less than \( 1/2 \). By what we said before, the \( s \) coordinates that we have got for \( p_1 \) correspond to the barycentric coordinates \( \frac{1}{4}(1, \sqrt{2}, 3 - \sqrt{2}) \approx (0.25, 0.35, 0.40) \). Thus, the point \( p_i \) is in \( T_i \).

**Lemma 4.4.** Every 4-tuple \( (q_1, q_2, q_3, q_4) \in T_1 \times T_2 \times T_3 \times T_4 \) has the same orientation (i.e., the same sign of the determinant) as \( (p_1, p_2, p_3, p_4) \).

**Proof.** The result follows immediately if we prove that no \( (q_1, q_2, q_3, q_4) \in T_1 \times T_2 \times T_3 \times T_4 \) produces a coplanar 4-tuple. To show this, suppose by way of contradiction that it does, so that there are coplanar \( q_i \in T_i \), \( i = 1, 2, 3, 4 \).

First observe that the fact that the \( q_i \)'s lie in the respective \( T_i \)'s implies that, for each choice of \( (i, j) \in \binom{4}{2} \) there is an affine functional \( f_{ij} \) that is positive on \( q_i \) and \( q_j \) and negative on the other two points \( q_k \) and \( q_l \). Indeed,
this is the functional that bisects \( \Delta \) taking value 1 at the vertices \( a_k \) and \( a_l \) and \(-1\) at \( a_i \) and \( a_j \).

On the other hand, coplanarity implies the existence of an affine dependence

\[
\mu_1 q_1 + \mu_2 q_2 + \mu_3 q_3 + \mu_4 q_4 = 0, \quad \text{with } \mu_1 + \mu_2 + \mu_3 + \mu_4 = 0.
\]

Now, since the \( q_i \)'s lie in the relative interior of different facets of \( \Delta \), none of them is in the convex hull of the rest. This implies that two of the \( \mu_i \)'s, say \( \mu_i \) and \( \mu_j \), are positive and the other two are negative. Then the contradiction is that

\[
0 = f_{ij}(\mu_1 q_1 + \mu_2 q_2 + \mu_3 q_3 + \mu_4 q_4)
= \mu_1 f_{ij}(q_1) + \mu_2 f_{ij}(q_2) + \mu_3 f_{ij}(q_3) + \mu_4 f_{ij}(q_4) > 0.
\]

\[ \square \]

Corollary 4.5. If \( s \in \mathbb{R}^8 \) is chosen such that \( \|s\|_\infty < \frac{1}{4}(\sqrt{2} - 1) \approx 0.1036 \) then the determinants \( \det M(0) \) and \( \det M(s) \) have the same sign.

Proof. We simply need to check that the open \( \infty \)-ball around, say, \( p_1 \) and of radius \( \frac{1}{4}(\sqrt{2} - 1) \) does not intersect the boundary of the triangle \( T_1 \). In the coordinates \( (s_1^{(h)}, s_1^{(v)}) \) the vertices of \( T_1 \) are \((0,0),(\frac{1}{2},-1,1)\) and \((\frac{1}{2},1,1)\), so that its facet description is

\[
s_1^{(v)} < \frac{1}{2}, \quad s_1^{(v)} + s_1^{(h)} > 0, \quad s_1^{(v)} - s_1^{(h)} > 0.
\]

The vertices of the \( \infty \)-ball in the statement have

\[
(s_1^{(h)}, s_1^{(v)}) = \frac{1}{4}(2 - \sqrt{2} \pm (\sqrt{2} - 1), \sqrt{2} \pm (\sqrt{2} - 1)),
\]

and the four of them satisfy the three non-strict inequalities. (Strictness is not needed since the ball is open).

\[ \square \]

4.3. The linear inequalities \( \text{(ii)} \). To address the inequalities \( l_i(s) \leq c \) let us first explicitly write the linear functions \( l_i \) in the original \( t \) coordinates. They are essentially the same as the gradients in Equation \( \text{(i)} \), except they have to be multiplied respectively by the coefficients \( (\lambda_1, \ldots, \lambda_6) = (1, 1, 1, 1, \sqrt{2}, \sqrt{2}) \):

\[
\begin{align*}
l_1(t) & = t \cdot (4(-1, 1, -1, -2, 0, 0, -2, 1) + 2\sqrt{2}(-2, 0, 1, -1, 0, 0, -3, 1)) \\
l_2(t) & = t \cdot (4(-2, 1, 0, 0, 1, 2, 1, 1) + 2\sqrt{2}(-1, -1, 0, 0, 1, 3, 0, 2)) \\
l_3(t) & = t \cdot (4(0, 0, 2, -1, 1, -1, 1, 2) + 2\sqrt{2}(0, 0, 3, -1, 2, 0, -1, 1)) \\
l_4(t) & = t \cdot (4(-1, -2, -1, 2, 1, 1, 0, 0) + 2\sqrt{2}(-1, -3, 0, -2, 1, 1, 0, 0)) \\
l_5(t) & = t \cdot (16(1, 0, 0, 0, -1, 0, 0, 0) + 8\sqrt{2}(1, 0, -1, 0, -1, 0, 1, 0)) \\
l_6(t) & = t \cdot (16(0, 0, 0, 1, 0, 0, 0, -1) + 8\sqrt{2}(0, 1, 0, 1, 0, -1, 0, 1))
\end{align*}
\]
If Corollary 4.6.

coordinates by two places: ordinates highlight the symmetry of the problem, acting as a shift of the \( s \) coordinates by two places:

\[
\begin{align*}
l_1(s) &= 8s \cdot (\begin{array}{c} -2, 2, -1, 3, 0, 0, 3, 3 \end{array}) + \sqrt{2}(-1, 1, -1, 1, 0, 0, 2, 2) \\
l_2(s) &= 8s \cdot (\begin{array}{c} -1, 3, 0, 0, 3, 3, -2, 2 \end{array}) + \sqrt{2}(-1, 1, 0, 0, 2, 2, -1, 1) \\
l_3(s) &= 8s \cdot (\begin{array}{c} 0, 0, 3, 3, -2, 2, -1, 3 \end{array}) + \sqrt{2}(0, 0, 2, 2, -1, 1, -1, 1) \\
l_4(s) &= 8s \cdot (\begin{array}{c} 3, 3, -2, 2, -1, 3, 0, 0 \end{array}) + \sqrt{2}(2, 2, -1, 1, -1, 1, 0, 0) \\
l_5(s) &= 16s \cdot (\begin{array}{c} 1, -1, -1, -1, 1, -1, -3, 1 \end{array}) + \sqrt{2}(1, -2, -1, 0, 1, -2, -1, 0) \\
l_6(s) &= 16s \cdot (\begin{array}{c} -1, -1, -1, -3, -1, 1, -1, 1 \end{array}) + \sqrt{2}(-1, 0, 1, -2, -1, 0, 1, -2)
\end{align*}
\]

Recall that the \( L_\infty \) distance of a hyperplane \( \sum_i a_i x_i = c \) to the origin is simply \(|c|/\sum_i |a_i|\). In our case, the sum of absolute values of coefficients is 112 + 64\sqrt{2} \approx 202.51 for \( l_1, \ldots, l_4 \) and it is 192 + 128\sqrt{2} \approx 373.02 for \( l_5 \) and \( l_6 \). Thus:

Corollary 4.6. If \( c \in (0, \infty) \) and \( s \in \mathbb{R}^8 \) is chosen such that \( \|s\|_\infty < c/(128\sqrt{2} + 192) \), then the six inequalities \( l_i(s) < c \) are satisfied.

In Figure 3 the blue curve represents the above bound for \( c \) in the interval [7, 12]. For \( c = 9.75 \) we obtain the bound 9.75/(128\sqrt{2} + 192) \approx 0.02614.

4.4. The inequalities (iii). The inequalities \((v_i - v)M(s)\#u_i > 0\) are 66 polynomial inequalities of degree two. To find a neighborhood where these inequalities hold we use the following criterion, involving only the coefficients of the polynomials:

Proposition 4.7. Let \( f(x_1, \ldots, x_n) \) be a polynomial in several variables with \( f(0, \ldots, 0) \neq 0 \). Let \( f_0(x) \) be the univariate polynomial obtained from \( f \) as follows:

- Change all coefficients to their absolute values, except the constant term that is changed to minus its absolute value.
- Make all variables equal to a single one, \( x \).

Then, no zero of \( f \) has \( L_\infty \)-norm smaller than the unique positive root of \( f_0 \).

Proof. \( f_0 \) is a univariate polynomial with negative coefficient in degree zero and positive coefficient in all other degrees. From this, Descartes’ rule of signs implies that it has a unique positive root, that we denote by \( r_0 \).

For each \( J \in \mathbb{N}^n \), let \( c_J \) denote the coefficient of multidegree \( J \) in \( f \). Let \( a_J \) denote the sum of absolute values of all \( c_J \) for each fixed total degree
j ∈ N. Observe that $f_0(x) = \sum_{j=1}^{\infty} a_j x^j - a_0$. If $z = (z_1, \ldots, z_n)$ is a zero of $f$ with \( r = \max_i |z_i| \), we have

$$0 = f(z_1, \ldots, z_n) = c_0 + \sum_{J \neq 0} c_J z^J,$$

so that

$$a_0 = |c_0| = \left| \sum_{J \neq 0} c_J z^J \right| \leq \sum_{j=1}^{\infty} a_j r^j = f_0(r) + a_0.$$

Thus, $f_0(r) \geq 0$, which implies that $r \geq r_0$. □

Applying Proposition 4.7 to each of the 66 quadratic polynomials and using SageMath \[19\] to execute the computations, we found the following bound:

**Corollary 4.8.** If $s \in \mathbb{R}^8$ is chosen such that $\|s\|_\infty < 0.04423$, then the quadratic inequalities (iii) are satisfied.

4.5. **The Hessian (iv).** Let $U$ be a connected open subset in the space of real symmetric $n \times n$ matrices. Suppose that the determinant never vanishes in $U$ and that $U$ contains a negative definite matrix $M_0$. Then, all matrices in $U$ are negative definite, because all eigenvalues of $M_0$ are strictly negative and, by continuity of eigenvalues, every matrix in $U$ has all its eigenvalues strictly negative.

Hence, what we need to compute in this section is an open ball $U$ in the $s$ coordinates such that $\nabla^2 h(s)$ has strictly positive determinant for every $s \in U \setminus \{0\}$. Once a value of $c$ is chosen, the entries of $\nabla^2 h(s)$ are quadratic polynomials in $s$, so its determinant is a polynomial of degree 16 in 8 variables. Thus, in order to compute a neighborhood of 0 in which the determinant of $\nabla^2 h(s)$ stays positive we can apply Proposition 4.7 to this polynomial. Doing this with $c = 9.75$ we found that:

**Corollary 4.9.** If $c = 9.75$ and $\|s\|_\infty < 0.02646$, then $\nabla^2 h(s)$ is negative definite.

The computations were performed in SageMath \[19\] in exact arithmetic and they took about 14 hours with a computer with 8GB of RAM.

**Remark 4.10 (Why $c = 9.75$?).** Using SageMath, we experimentally checked that the Hessian $\nabla^2 h(0)$ stays negative definite for $c \in [0, 13.254)$. Our first trial for $c$ was $c = 7$, which gave a neighborhood for negative-definiteness much bigger than the one we have for that value of $c$ in (i). Since the latter increases with $c$ (see Corollary 4.6 or the blue line in Figure 3), we recomputed the bound for the Hessian with bigger values of $c$, obtaining that the
bound for the Hessian decreases with $c$ and meets the one for (ii) very close to $c = 9.75$. Finding the exact optimal $c$ is meaningless, since the bound provided by Proposition 4.7 is (expected to be) much smaller than the smallest $L_\infty$-norm among the roots of the multivariate polynomial under study (observe that we are speaking of a polynomial of degree 16 in 8 variables).

The computational results are given in Table 1 and Figure 3.

| $c$  | 7   | 8   | 9   | 9.75 | 10  | 11  | 12  |
|------|-----|-----|-----|------|-----|-----|-----|
| (i)  | =   | =   | =   | **0.10355** | =   | =   | =   |
| (ii) | 0.01877 | 0.02145 | 0.02413 | **0.02614** | 0.02681 | 0.02949 | 0.03217 |
| (iii)| =   | =   | =   | **0.04423** | =   | =   | =   |
| (iv) | 0.03185 | 0.03028 | 0.02834 | **0.02646** | 0.02571 | 0.02123 | 0.01501 |

Table 1. Bounds for different values of $c$

![Figure 3. The two bounds that depend on $c$, for different values of $c$ on the $x$-axis. Blue: the bound for (iii), linear in $c$. Green: the bound for (iv), experimental.]

5. A search space of lattice-width maximizers

In this section, we give geometric properties that a hollow three-dimensional convex body must satisfy to be a lattice-width maximizer. This means that we are limiting the search space for possible counterexamples to Conjecture 1.1.
5.1. **Relevant inequalities.** We consider the following invariants of a convex body \( K \) in dimension three (the relations among these are the topic of [15]): the covering minima \( \mu_i(K) \), the successive minima \( \lambda_i(K - K) \) of the difference body \( K - K \) of \( K \), where \( i \in \{1, 2, 3\} \), the (Euclidean) volume \( \text{vol}(K) \) of \( K \), the volume of the difference body \( \text{vol}(K - K) \) and the volume of the dual of the difference body \( \text{vol}((K - K)^*) \).

Covering and successive minima depend on an ambient lattice, which in this section we assume to be the standard lattice \( \mathbb{Z}^3 \). The \( i \)-th covering minimum \( \mu_i(K) \) of \( K \) is the minimal \( \mu > 0 \) such that \( \mu K + \mathbb{Z}^3 \) has non-empty intersection with every \( (3 - i) \)-dimensional affine subspace of \( \mathbb{R}^3 \). The successive minimum \( \lambda_i(C) \) of an origin-symmetric convex body \( C \) is the minimal \( \lambda > 0 \) such that the lattice vectors in \( \lambda C \) span a vector space of dimension at least \( i \). It directly follows from these definitions that

\[
0 < \lambda_1(K - K) \leq \lambda_2(K - K) \leq \lambda_3(K - K),
\]

\[
0 < \mu_1(K) \leq \mu_2(K) \leq \mu_3(K).
\]

Both covering minima and successive minima are related to the lattice width \( w(K) := \text{width}_{\mathbb{Z}^3}(K) \), via the following equalities from [15]:

\[
w(K) = \frac{1}{\mu_1(K)} = \lambda_1((K - K)^*).
\]

The following inequalities are known:

(6) \( \mu_3(K) \leq \mu_2(K) + \lambda_1(K - K) \),

(7) \( \mu_2(K) \leq (1 + 2/\sqrt{3})\mu_1(K) \),

(8) \( \lambda_1(K - K)^3 \text{vol}(K - K) \leq 8 \),

(9) \( \text{vol}((K - K)^*) \leq 8\mu_1(K)^3 \).

Here, (6) and (7) can be found in [15]; (7) is a re-formulation of the exact flatness theorem in dimension two of Hurkens [12]; (8) and (9) are Minkowski’s first theorem (see [11]) applied respectively to \( K - K \) and \( (K - K)^* \).

We also make use of the following inequalities, not related to the lattice:

(10) \( 8 \text{vol}(K) \leq \text{vol}(K - K) \), \hspace{1cm} \text{(Brunn-Minkowski)}

(11) \( \text{vol}(K - K) \leq 20 \text{vol}(K) \), \hspace{1cm} \text{(Rogers-Shephard)}

(12) \( \frac{32}{3} \leq \text{vol}(K - K) \cdot \text{vol}((K - K)^*) \). \hspace{1cm} \text{(Mahler’s inequality)}

Inequalities (10) and (11) are well-known (see, for example, [11]). Equality is attained in (10) if and only if \( K \) is centrally symmetric, and in (11) if and only if \( K \) is a tetrahedron. Inequality (12) is the three-dimensional case
of Mahler’s conjecture, and has recently been established in [13]. It is an equality when $K - K$ and its polar are an axis-parallel cube and octahedron.

We are particularly interested in three-dimensional hollow convex bodies. For these, we obtain the following inequalities:

**Lemma 5.1.** Let $K$ be a hollow convex body in dimension three. Then

\[(13) \quad 1 \leq \mu_3(K)\]
\[(14) \quad 1 \leq (1 + 2/\sqrt{3})\mu_1(K) + \lambda_1(K - K)\]
\[(15) \quad 4 \leq 3\mu_1(K)^3 \text{vol}(K - K).\]

**Proof.** The inequalities are direct implications of the inequalities and remarks given above: (13) follows directly from the definition, while (14) is obtained by combining (6) and (7) with (13), and (15) by combining (12) and (9). □

5.2. **Bounds on volume and width.** Suppose now that $K$ is a maximizer for the lattice width among three-dimensional hollow convex sets. Then $w(K) = \mu_1^{-1} \geq 2 + \sqrt{2}$. Hence,

\[
1 \leq (1 + 2/\sqrt{3})\mu_1(K) + \lambda_1(K - K) \leq \frac{1 + 2/\sqrt{3}}{2 + \sqrt{2}} + \lambda_1(K - K),
\]

which gives a lower bound on the first successive minimum of $K - K$:

\[(16) \quad \lambda_1(K - K) \geq 1 - \frac{1 + 2/\sqrt{3}}{2 + \sqrt{2}}.\]

The following statement bounds width and volume of maximizers, combining ideas from [2, 9, 14].

**Theorem 5.2.** Let $K$ be a maximizer for the lattice width among three-dimensional hollow convex sets. Then

\[3.414 < w(K) < 3.972 \quad \text{and} \quad 2.653 < \text{vol}(K) < 19.919.\]

**Proof.** The lower bound on $w(K)$ is provided by rounding the lower bound $w(K) \geq 2 + \sqrt{2}$, which follows from the existence of a hollow tetrahedron with lattice width $2 + \sqrt{2}$ [8, Theorem 5.2]. The upper bound follows from the same chain of estimates as in [9], except our use of Mahler’s inequality, proved recently, gives a better bound than the one stated there:

\[
1 \leq (1 + 2/\sqrt{3})\mu_1(K) + \lambda_1(K - K) \leq (1 + 2/\sqrt{3})\mu_1(K) + \frac{2}{\text{vol}(K - K)^{1/3}} \leq (1 + 2/\sqrt{3})\mu_1(K) + 2 \left(\frac{3}{4}\right)^{1/3} \mu_1(K).
\]
This gives $w(K) = \frac{1}{\mu_1(K)} \leq 1 + 2/\sqrt{3} + 2 \left(\frac{3}{4}\right)^{1/3} < 3.972$.

The bounds on $\text{vol}(K)$ are derived from the estimates

$$\text{vol}(K) \geq \frac{1}{20} \text{vol}(K - K) \geq \frac{4}{3\mu_1(K)^3} = \frac{1}{15} w(K)^3 \geq \frac{1}{15} (2 + \sqrt{2})^3,$$

and

$$\text{vol}(K) \leq \frac{1}{8} \text{vol}(K - K) \leq \frac{1}{\lambda_1(K - K)^3} \leq \frac{1}{\left(1 - \frac{1+2/\sqrt{3}}{2+\sqrt{2}}\right)^3}.$$



5.3. **Lattice polytopes inscribed in maximizers.** We say that a lattice polytope $P$ is *inscribed* in a hollow polytope $K$ if $P$ contains at least one lattice point from the relative interior of each facet of $K$. Every width maximizer has such a (perhaps not unique) inscribed polytope, by the following result of Lovásvsz [17] (see [1] and [6] for complete proofs):

**Proposition 5.3.** *Every maximal hollow convex set $K$ is a polyhedron and has at least one lattice point in the relative interior of each facet.*

It is quite natural to approach the width maximization problem for hollow convex sets by distinguishing different choices of such inscribed polytopes and handling each case separately. This is in fact the approach that was used by Hurkens [12] to settle the case of dimension two and we have also implicitly relied on it, although in our local situation $P$ is fixed; it is the unimodular tetrahedron $\text{conv}(p_1, \ldots, p_4)$.

It is clear that we can always choose the inscribed polytope $P$ to be an empty lattice polytope, that is to say, a lattice polytope with no lattice point other than its vertices. This happens, for example, if we pick a single lattice point from the interior of each facet of $K$ and let $P$ be their convex hull. The fact that all empty lattice 3-polytopes have width one allows us to provide a finite search space for the inscribed lattice polytopes that can occur in a width maximizer:

**Theorem 5.4.** *Let $K$ be a width maximizer among hollow convex 3-bodies and let $P$ be an empty lattice polytope inscribed in $K$. Then, up to unimodular equivalence, $P$ is either the square $\text{conv}(0, e_1, e_2, e_1 + e_2)$ or a three-dimensional empty lattice polytope satisfying

$$\text{vol}(P) \leq \frac{22}{3}.$$*
Furthermore, if $P$ is a tetrahedron, then

$$\text{vol}(P) \leq \frac{17}{6}.$$  

**Proof.** Any three points from the relative interiors of three distinct facets of $P$ are not collinear. Hence, $P$ has dimension at least two. Since $K$ has at least four facets, $P$ has at least four vertices.

If the dimension of $P$ is two then $P$ is the square $\text{conv}(0, e_1, e_2, e_1 + e_2)$, since this the unique (up to affine unimodular transformation) empty lattice polygon with four or more vertices.

If $P$ is three-dimensional, then we use Howe’s theorem [20], which states that every empty $3$-polytope has width 1. This means that $P - P$ intersects only three consecutive layers of the lattice $\mathbb{Z}^3$ and, moreover, every smaller copy $\lambda(P - P)$ with $0 < \lambda < 1$ intersects at most just one lattice layer. This implies $\lambda_3(P - P) = 1$. Using the second theorem of Minkowski [11], we obtain

$$\text{vol}(P - P) \leq \frac{8}{\prod_{i=1}^3 \lambda_i(P - P)} \quad (\text{Minkowski’s 2nd theorem})$$

$$= \frac{8}{\prod_{i=1}^2 \lambda_i(P - P)} \quad (\text{since } \lambda_3(P - P) = 1)$$

$$\leq \frac{8}{\lambda_1(P - P)^2} \quad (\text{since } \lambda_2(P - P) \geq \lambda_1(P - P)).$$

In view of $P \subseteq K$, this yields

$$\text{vol}(P) \leq \frac{10}{\frac{8}{\lambda_1(P - P)^2}} \leq \frac{1}{\lambda_1(P - P)^2} \leq \frac{1}{\lambda_1(K - K)^2} \leq \frac{1}{(1 - \frac{1+2/\sqrt{3}}{2+\sqrt{2}})^2}.$$  

Since $P$ is lattice polytope, $6 \text{vol}(P)$ is an integer value. Thus, rounding appropriately, we obtain the desired upper bound. If $P$ is a tetrahedron, then the above estimates can be improved by taking into account the equality $\text{vol}(P - P) = 20 \text{vol}(P)$, attained in [11]. This results into an improved bound on $\text{vol}(P)$. $\square$

**Theorem 5.2** allows to split the problem of detecting the maximum lattice width of hollow three-dimensional convex sets into finitely many cases, as one can fix one of the finitely many possible inscribed polytopes $P$ and then maximize the lattice width among hollow convex sets with the given inscribed set $P$. It would be nice to rule out $P$ being a square, which is the only case when the inscribed polytope is two-dimensional, but currently we do not know how to handle this case.
When a *full-dimensional* $P$ is fixed, the upper bound on the volume of $K$ in Theorem 5.4 allows to determine a bounding region $B$ (say, a box) that depends only on $P$, in which $K$ is necessarily contained. By providing a bounding region for $K$, we get rid of the necessity to keep track of all (infinitely many) lattice points while expressing the hollowness of $K$ algebraically. Thus, the property we want to verify (that all three-dimensional convex sets with a fixed three-dimensional inscribed empty polytope $P$ have lattice width at least $2 + \sqrt{2}$) can be phrased in the first-order language of the real algebra. We thus conclude that, theoretically, such a property is decidable via quantifier-elimination algorithms for the first-order real-algebra sentences [7, pp. 22–29]. However, since the first-order sentences would be extremely complex and since the quantifier-elimination algorithms are extremely slow, such a brute-force approach is doomed to failure in practice.

Nevertheless, the above comments suggest that there might exist a reasonable way to reduce the problem of determination of the flatness constant in dimension three into a purely algebraic problem in terms of real variables and a system of polynomial inequalities. In contrast to the two-dimensional case, we do not expect however that our problem in dimension three can be solved without computer, because it is very likely that one would be forced to consider a large number of different cases and deal with rather complex algebraic problems in each of these cases.
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