Material and radiation losses in structures with bound states in the continuum: Ge$_2$Sb$_2$Te$_5$ as an example
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The problem of losses in resonators is a key issue in the design and use of modern plasmonic and photonic meta-devices. We propose a spectroscopic method for determining material and radiation losses in structures with bound states in the continuum using as example the phase-change chalcogenide Ge$_2$Sb$_2$Te$_5$. The complex refractive index for the amorphous and crystalline Ge$_2$Sb$_2$Te$_5$ phases was measured experimentally, and the resonance optical properties were calculated for a telecommunication wavelength of 1500 nm. To demonstrate the validity of the method, two types of resonators were considered - a cylinder and a ring which support bound states in the continuum according to the Friedrich - Wintgen mechanism. We have determined the value of the material quality-factor for the amorphous Ge$_2$Sb$_2$Te$_5$ as $Q_{mat} = 46$ and the values of the radiation quality-factors $Q_{rad}=608$ for the cylinder and $Q_{rad}=332$ for the ring of a pair of TE$_{0,1,2}$ and TE$_{0,2,0}$ modes in the regime of bound states in the continuum. We also demonstrated two mechanisms for efficient switching of the scattering spectra between the amorphous and crystalline phases of Ge$_2$Sb$_2$Te$_5$. 
1. Introduction

Future technologies are targeting a dramatic increase in subwavelength photonic integration, far exceeding those of bulk optical components and silicon photonics. An important step along this path was the concepts of metamaterials, metasurfaces, and nanophotonics, based on the structuring of materials at subwavelength scale.[1,2] In the implementation of the concept of metamaterials, most of the created structures with a magnetic response contained metals that have high Ohmic losses at optical frequencies, which limit the efficiency and any useful characteristics. Recently, it was experimentally demonstrated that subwavelength dielectric nanoparticles have induced magnetic multipoles due to Mie resonances and, unlike plasmonic metal particles, they do not suffer from Ohmic losses due to the absence of free charges.[3-5] Unfortunately, this advantage of dielectric particles does not solve all material loss problems, since any linear and causal material necessarily contains losses, as follows from the Kramers-Kronig relations.[6] In addition to material losses, the efficiency of the resonator are reduced by radiation losses and losses associated with defects and imperfect shape of the resonant particle. If material losses are a characteristic of a defect-free crystal structure, then radiation losses can be reduced by various methods, including the implementation of the Anderson localization regime,[7] the use of photonic crystals with a complete photonic band gap,[8] and the regime of bound states in the continuum.[9]

Bound states in the continuum (BIC) is an exclusive light trapping and confinement mechanism, a wave phenomenon that was first mathematically proposed in 1929 by von Neumann and Wigner[10] for electronic states. Although the von Neumann and Wigner model was never implemented in practice, the idea itself turned out to be very fruitful, as a result, other mechanisms of BIC formation were theoretically proposed and experimentally demonstrated[11-19] for various types of waves, including electromagnetic, acoustic, elastic and water waves. Photonic BICs coexist with propagating electromagnetic waves in a continuum,
but theoretically remain completely localized in the structure without any radiation and are characterized by an infinite Q-factor.\cite{9} In real structures, due to finite dimensions, material losses, and a number of other reasons, photonic bound states have a finite lifetime, finite Q-factor and are called quasi-BIC.\cite{18} There are a number of physical mechanisms that lead to the formation of BIC; in this work, we will be interested in quasi-BICs, which are achieved by adjusting the structural parameters of the material. This type of quasi-BIC arises when two non-orthogonal photonic modes are coupled to the same radiation channel, and a regime of avoided crossing arises at the appropriate structural parameters. This regime is described by the Friedrich–Wintgen model\cite{20} when due to destructive interference in the far field zone one of the emitting modes disappears and becomes a quasi-BIC. Recently, the Friedrich-Wintgen BIC was discovered and studied in detail in dielectric cylinders and rings, when two eigenmodes with different polarizations associated with Mie- and Fabry-Perot- resonances strongly interact (strongly\cite{21,22} or weakly\cite{23}) near the avoided crossing regime.

The aim of this work is to separate material and radiation losses in resonators supporting quasi-BIC and formed from realistic material that is used in modern devices. For the calculations, we chose resonators in the form of a cylinder and a ring, and a phase-change material was used as a model material. Among phase-change materials, a special place is occupied by chalcogenide Ge-Sb-Te alloys, including the most commercialized compound Ge2Sb2Te5 (hereinafter GST).\cite{24-30} Thus, we get the opportunity not only to study the quasi-BIC in GST resonators, but also to trace their transformation during the phase transition. This material can quickly and drastically switch between a disordered amorphous state and an ordered crystalline state, usually via an electrical or optical pulse. In this case, in the infrared spectral range, such switching occurs between two dielectric phases, and in the optical range closer to ultraviolet, a transition occurs between the dielectric amorphous phase and the crystalline metal phase. Reversible switching between phase states is non-volatile and can be achieved on the nano-, pico-, and even femtosecond timescale.\cite{31,32} Owing to these
flexibilities, GST can be used as an active material in storage devices and to tune many properties, applications include control of radiation,[24] energy transfer,[25] resonance characteristics of a nanoantenna,[26] wavefront switching[27] among other applications.[28-30]

The importance of reducing material losses in structures with quasi-BIC was noted in a number of works.[33-41] In particular, for a number of materials this problem was discussed in ref. [33]. All-dielectric photonic crystal structures that are able to sustain effective near-zero refractive index modes coupled to quasi-BIC have been investigated theoretically[34] and experimentally.[35] A subwavelength core-shell particle made of a material with infinite or zero dielectric constant that supports quasi-BIC was studied.[36] Unfortunately, materials with such extreme refractive indices for optical frequencies have not yet been realized and researchers have to deal with conventional materials with finite losses. Therefore, the question of the numerical determination of material losses and their relationship with the value of radiation losses of a particular resonator remained open as before. This article is devoted to solving this problem based on the analysis of spectroscopic data.

2. Experiment: Complex Refractive Index

To numerically investigate the photonic properties of GST and, in particular quasi-BIC, it is necessary to know the complex permittivity $\varepsilon=\varepsilon'+\varepsilon''$ (where $\varepsilon'=\text{Re}\varepsilon$, $\varepsilon''=\text{Im}\varepsilon$) for the crystalline and amorphous phases. These parameters can be determined on the basis of the experimentally measured complex refractive index $N=n+ik$, where $n$ – refractive index, $k$ – extinction coefficient. These measurements were carried out on two GST films prepared by laser electrodispersion technique,[42] which were amorphous GST films with a thickness of ~50 nm on a quartz substrate, ground from the back side. To obtain the GST film in the crystalline state, one of the samples was annealed at 170°C for 1 hour. The ellipsometric spectra were collected at room temperature at different angles of incidence using an ellipsometer M-2000 J.A.Woollam. The processing of the obtained ellipsometric data was
carried out using the supplied CompleteEASE software. To determine the complex refractive index (Figure 1a,b), the standard model of an absorbing film on a semi-infinite quartz substrate was used, and the surface roughness of the GST film was also taken into account. It can be seen that the crystalline phase has higher values of $n$ and $k$ than the amorphous phase, which corresponds to the differences in the chemical bond in GST before and after the phase transition.$^{[43,44]}$ Note that the spectral dependences of the optical constants $n$ and $k$ for the GST films obtained under our technological conditions are in reasonable agreement with the literature data.$^{[45]}$ Based on these data, the spectral dependences of the complex dielectric permittivity of GST in the crystalline and amorphous phases were calculated as $\varepsilon = N^2$, thus $\Re \varepsilon = n^2 - k^2$ and $\Im \varepsilon = 2nk$ (Figure 1c,d). Here, we will analyze the photonic properties of GST at the telecommunication wavelength 1.5 μm, at which the dielectric constant of the crystalline phase is $41.6 + i17.5$, and that of the amorphous phase is $19.0 + i0.42$. 
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Figure 1. Experimentally measured complex refractive index \( N = n + ik \), \( n \) – refractive index, \( k \) – extinction coefficient) of the GST film in crystalline (a) and amorphous (b) phases. Calculated complex permittivity \( \varepsilon = \varepsilon' + i\varepsilon'' \) of the GST film in crystalline (c) and amorphous (d) phases.

3. Calculation Method

We present the results of a study of photonic peculiarities in the region of quasi-BIC in GST taking into account material losses. To study the transformation of quasi-BIC when the imaginary part of the permittivity changes from 0 (in the case of no material losses) to the experimentally obtained value, we used numerical calculations, which provide key information about the optical spectrum with resonant frequencies of eigenmodes and mode Q-factors. For the amorphous phase, we performed systematic calculations for a large set of ideal dielectric cylindrical and ring resonators with a uniform dielectric permittivity \( \varepsilon = \varepsilon' + i\varepsilon'' \), where \( \varepsilon' = 19.0 \), and \( \varepsilon'' \) varies from 0 to 0.42 with a step of 0.02. For the crystalline phase, we consider resonators with a uniform dielectric constant 41.6 + i17.5. The environment was vacuum \( \varepsilon_{\text{vac}} = 1 \).

We have performed systematic calculations of the scattering cross-section (SCS) of cylinders with an outer radius \( r \) and a length \( l \) and rings with an inner radius \( r_{\text{in}} \), an outer radius \( r \) and a length \( l \). In the rings, the ratio of the radii was constant and amounted to \( r_{\text{in}}/r = 0.4 \). The \( r/l \) aspect ratio was varied in such a range to observe a certain quasi-BIC formed by the anticrossing of the two resonant modes \( \text{TE}_{0,1,2} \) and \( \text{TE}_{0,2,0} \). The results of the study of such a quasi-BIC in a cylinder with \( \varepsilon = 80 + i0 \) are presented in Ref.21, where the standard nomenclature\(^{[46]} \) of modes of a cylindrical resonator \( \text{TE}_{m,s,p} \) and \( \text{TM}_{m,s,p} \) is used. In these notations, \( m \), \( s \), \( p \) are the indices denoting the azimuthal, radial, and axial indices, respectively. Only the modes with the same azimuthal index \( m \) could interact and we consider
the case $m = 0$. We consider a scenario in which the structures are illuminated by a linearly polarized plane wave, the electric field is linearly polarized in the plane perpendicular to the axes of the cylinder and ring (TE polarization). For generality, when demonstrating the results we use the normalized size parameter $x = kr = r\omega/c = 2\pi r/\lambda$ being a product of the wavenumber $k$ and outer radius $r$.

All the computations of SCS were performed in the frequency domain using the commercial software COMSOL. In order to obtain sufficiently accurate solutions by numerical methods a physics-controlled mesh with the "extremely fine" option was used to capture the geometric details and to resolve the curvature of resonators boundaries.

4. Scattering Cross Section for Cylindrical and Ring Resonators of Ge$_2$Sb$_2$Te$_5$ in Amorphous Phase

![Figure 2](image_url)

**Figure 2.** Spectra of the normalized SCS (for harmonic $m=0$) for cylindrical (a-c) and ring (d-f) of GST in amorphous phase as a function of their aspect ratio $r/l$ in the regions of avoided crossing regime between the Mie-type TE$_{0,2,0}$ and Fabry-Perot-type TE$_{0,1,2}$ modes. The spectra
marked in blue correspond to quasi-BIC. Normalized size parameter \( x = kr = r\omega/c = 2\pi r/\lambda \). TE-polarized incident wave. The dielectric permittivity of each of the structures is indicated above the corresponding panel. The structures are placed in the vacuum, \( \varepsilon_2 = 1 \). Curves are shifted vertically by 2 a.u.

As demonstrated earlier in the cylinder as well as in the ring,\(^{[21-23]}\) there are two types of modes with different behavior depending on the aspect ratio \( r/l \). The modes of the first type are formed mainly due to reflection from the side wall, and they are associated with the Mie resonances of an infinite cylinder. Accordingly, Mie-type modes exhibit a small frequency shift with a change in the length of the structure. The modes of the second type are formed mainly due to reflection from two parallel faces of the cylinder or ring, and they could be associated with the Fabry-Perot modes. The Fabry-Perot-type modes demonstrate a strong shift to higher frequencies with increasing aspect ratio. Due to the different spectral shift of Mie and Fabry-Perot modes depending on the length of the structure \( l \), for a fixed outer radius \( r \), they should intersect at certain points in the parameter space \((r/l, x)\). The modes with the same azimuthal index \( m \) interact and demonstrate strong coupling the avoided crossing regime at special values of the \( r/l \) parameter. Coupling creates a point of avoided crossing behavior, with the high frequency line nearly disappearing in the scattering spectra. The dramatic decrease in line intensity is the result of interference outside the resonator in accord with the Friedrich-Wintgen theory of BIC states. In addition, a complex interference between narrow lines and a wide background should be noted, which leads to Fano resonances\(^{[47]}\) with asymmetric profiles of all quasi-Mie and quasi-Fabry-Perot lines.

Figure 2 shows the SCS spectra of cylinders and rings in the avoided crossing regions of the \( \text{TE}_{0,2,0} \) and \( \text{TE}_{0,1,2} \) modes at three values of the dielectric permittivity \( 19.0+i0 \), \( 19.0+i0.20 \) and \( 19.0+i0.42 \). The latter value corresponds to amorphous GST. The spectra for the case of zero material losses (Figure 2a,d) clearly demonstrate that the distance of closest
approach of the two lines occurs in the region $r/l = 0.70$ for a cylinder and 0.85 for a ring. This is the region of origin of quasi-BIC and it practically does not change with the addition of material losses for both the cylinder and the ring. It is clearly seen that with an increase in material losses, the intensity of both lines significantly decreases, while the half-width of the lines does not undergo dramatic changes.

5. Effect of Material Loss

![Figure 3](image)

**Figure 3.** SCS spectra of the cylinder and ring for the aspect ratios $r/l$ corresponding to quasi-BIC (blue line) (Figure 2), and their decomposition into two contours corresponding to the low-frequency (green line) and high-frequency (red line) branches. Normalized size parameter $x = r\omega/c$. TE-polarized incident wave.

Earlier, in a series of works, the Fano resonance in the scattering spectra of individual dielectric particles of various shapes was theoretically analyzed and experimentally demonstrated. In particular, this concerns cylinders and rings, in the spectra of which a
series of Fano resonances were observed, caused by the interference of two waves - the emitted resonant mode and nonresonant scattering on the whole object.\textsuperscript{[49,50]} Fano resonance is observed as a result of the interference of two states, one of which is spectrally narrow and the other is wide when both states are excited by some external source. Note that there is a direct relationship between the Friedrich-Wintgen quasi-BIC and Fano resonances, since these two phenomena are associated with the same physical effect of wave interference. To analyze precisely quasi-BIC, we examine in detail the calculated SCS spectra from Figure 2 by decomposing them into two Fano profiles:

\begin{equation}
\text{SCS}(\omega) = A_1 \frac{(q_1 + \Omega_1)^2}{1 + \Omega_1^2} + A_2 \frac{(q_2 + \Omega_2)^2}{1 + \Omega_2^2},
\end{equation}

where $q$ is the Fano parameter, $\Omega = 2(\omega - \omega_0)/\Gamma$, where $\Gamma$ and $\omega_0$ are the resonance width and frequency respectively. The Fano profile is generally asymmetric and determined by the parameter $q$, which is the only new feature in the Fano profile in comparison with the Lorentzian profile. The position of the quasi-BIC is determined by the maximum $Q$-factor of the line and corresponds to the Fano parameter $q \rightarrow \infty$.\textsuperscript{[21,22]} At this value, the Fano lineshape becomes a symmetric Lorentzian function and the resonance does not couple to the continuum of states.

The results of the decomposition of the spectra are shown in Figure 3 for a cylinder and a ring at three values of the dielectric permittivity. If one look at the SCS spectra corresponding to the material loss in amorphous GST (Figure 3c,f), then it seems that the high-frequency mode has become completely invisible. Although it does indeed resemble a dark state, the accurate decomposition of the SCS spectrum into two Fano contours allows one to observe a clear symmetric Lorentzian line corresponding to the quasi-BIC. From Figure 3, we obtain an important result: with an increase in material losses from 0 to 0.42, the low-frequency peak almost does not change in amplitude, while the high-frequency peak corresponding to the
quasi-BIC decreases in amplitude by approximately two orders of magnitude. Moreover, the decrease in the quasi-BIC amplitude in the spectrum of the cylinder is stronger than in the spectrum of the ring.

Figure 4. a, e) Calculated frequencies of the TE_{0,1,2} and TE_{0,2,0} modes in the avoided crossing regions for the cylinder and the ring as a function of its aspect ratio. Dependences of the total quality factor $Q_{tot}$ of the high-frequency branch (red) and low-frequency branch (green) on the aspect ratio for the cylinder (b-d) and ring (f-h) for three values of the dielectric permittivity. TE-polarized incident wave, normalized size parameter $x = r\omega/c$.

Figure 4 demonstrates further results of processing the SCS spectra. Outside the avoided crossing regime the frequency shifts of both Mie and Fabry-Perot modes are well described by a linear law. As the frequencies approach each other, a classical resonance picture of the formation of quasi-BIC according to the Friedrich-Wintgen mechanism is observed. It
should be noted that the position of both peaks practically did not change and the value of the minimum splitting (Rabi splitting) did not change when the imaginary part of the permittivity $\varepsilon''$ changed from 0 to 0.42. Therefore, in Figure 4, we present the frequency dependences only for $\varepsilon'' = 0$.

In the avoided crossing region (Figure 4a,e), the total quality factor $Q_{tot}$ of the high-frequency branch increases sharply, reaching in the quasi-BIC regime a value of 608 for a cylinder and 332 for a ring in the absence of losses in both resonators. As a result of the interaction of two modes, the low-frequency branch demonstrates the opposite behavior, namely, its $Q_{tot}$-factor has a minimum in the aspect ratio region corresponding to the quasi-BIC. Note that the quasi-BIC regions of the cylinder and the ring are observed at different values of the aspect ratio.

![Figure 5](image)

**Figure 5.** Dependences of the total quality factor $Q_{tot}$ of the high-frequency branch (red) and low-frequency branch (green) on the material losses for the cylinder (a) and ring (b).

The obtained results enable us to analyze the influence of material losses on the total quality factor $Q_{tot}$ of the quasi-BIC in the strong coupling regime. Figure 5 shows the dependence of the factor $Q_{tot}$ of the high-frequency and low-frequency modes at the frequency corresponding to the quasi-BIC, depending on material losses, the level of which is determined by the value of the imaginary part of the dielectric permittivity. It can be seen that the $Q$-factor of the high-frequency mode strongly depends on material losses, while the $Q$-
factor of the low-frequency mode in the scales shown in the Figure 5 does not practically change. The total $Q$-factor is determined by both radiation and material losses and is expressed as: \(^{(22)}\)

\[
Q_{tot}^{-1} = Q_{rad}^{-1} + Q_{mat}^{-1}
\]

Here $Q_{rad}$ and $Q_{mat}$ are responsible for the radiation and material losses, respectively. In the limit of vanishing material losses, we have $Q_{tot}^{-1} = Q_{rad}^{-1}$ (Figure 4a,e), so we can determine the $Q_{mat}$ for amorphous GSTs, assuming $Q_{rad}$ to be independent of the losses in each of the resonators. Moreover, the material losses $Q_{mat}$ not depend on the shape of the resonator; therefore, determining the value of $Q_{mat}$ for a cylinder and a ring and comparing them is a good test for the validity of our calculations. We use the values of quality factors obtained from numerical calculations for both resonators, namely for the cylinder $Q_{rad}=608$ and $Q_{tot}^{\varepsilon=0.42}=43$ and for the ring $Q_{rad}=332$ and $Q_{tot}^{\varepsilon=0.42}=41$. Finally, we get an impressive result that in both cases for an amorphous GST $Q_{mat} = 46$.

**Figure 6.** Distribution of the electric field amplitude $|E|$ in the $(x, z)$ cross-sections (resonator side view) for the cylinder (a-f) and ring (g-l) for the low-frequency (a-c and g-i) and high-
frequency (d-f and j-l) branches at quasi-BIC aspect ratios for three values of losses shown in the picture on the left.

To provide a complete picture of the quasi-BIC transformation with a change in material losses in amorphous GST, we performed calculations of the distribution of the electric field amplitude $|E|$ in the (x, z) cross-sections of the cylinder and ring. From Figure 6 it is clearly seen that the distribution of the electric field amplitude in the cylinder and ring has a similar form with the difference that in the case of a ring, the field predominantly remains in the material with a high dielectric constant, shifting from the central cylindrical air region. Note that the field distribution of the low-frequency mode at a frequency corresponding to the quasi-BIC practically does not change its shape when the losses change from 0 to 0.42, but only slightly decreases in amplitude both in the cylinder and in the ring. This behavior fully correlates with changes in the intensity of the spectra shown in Figure 3. In contrast to the low-frequency mode, the high-frequency mode corresponding to the quasi-BIC changes significantly both in the amplitude and in the field distribution. In the absence of losses, the field distribution contains six almost identical lobes and, in the case of a cylinder, is well described by the $C_6$ symmetry, Figure 6d. This distribution is the result of the interaction of the Mie-type TE$_{0,2,0}$ mode with a transverse field distribution and the Fabry-Perot TE$_{0,1,2}$ mode with a longitudinal (along the vertical axis) distribution of the field. It is important to note that the intensities of the lines of both modes in the SCS spectra are approximately equal, Figure 3a,d. This distribution was previously presented in Ref. 21. With the appearance and increase of losses, the field pattern changes qualitatively, the $C_6$ symmetry is broken. At an intermediate loss value ($\varepsilon'' = 0.20$), the symmetry of the field pattern becomes $C_2$ with a uniform field distribution both along the horizontal axis with two maxima and along the vertical axis with three maxima, Figure 6e,k. Finally, at losses corresponding to amorphous GST, the $C_2$ symmetry is retained, but the field along the horizontal and vertical axes ceases
to be uniform. Moreover, it is clearly seen that the field distribution corresponding to quasi-BIC copies the field distribution in the low-frequency branch. This is not surprising when one look at Figure 3. In SCS spectra, the mode of the low-frequency branch is two orders of magnitude more intense than the quasi-BIC mode, its field in the cavity is decisive, and the quasi-BIC mode only slightly changes this distribution due to the interaction between them.

6. Two Mechanisms for Switching Optical Spectra

![Figure 7](image)

Figure 7. SCS spectra of the cylinder (a) and ring (b) in the amorphous (blue line) and crystalline (brown line) GST phases in the avoided crossing spectral region of the TE\(_{0,2,0}\) and TE\(_{0,1,2}\) modes. The lilac dotted line indicates zero scattering intensity. Normalized size parameter \(x = r\omega/c\). TE-polarized incident wave.

Finally, we describe the effect of switching the SCS spectra upon the GST transition from the amorphous to the crystalline phase, taking into account real losses. Figure 7 shows the spectroscopic result of GST switching from the state with a complex permittivity 19.0+i0.42 to a state with a complex permittivity 41.6 + i17.5. Huge changes in the permittivity of the cylinder and ring from crystalline GST with respect to amorphous lead to a complete change in the SCS spectra, and as a result, in the discussed spectral region, we see only a monotonically varying background without any spectral features (brown line).
Thanks to Figure 7, we can describe two different mechanisms for switching the SCS spectra as a result of the amorphous – crystalline phase transition. The first mechanism, marked with red arrows in Figure 7, is associated with the disappearance of the resonant mode structure in the SCS spectra of the crystalline phase. More interesting is the second mechanism, marked in Figure 7 with green arrows. As noted above, the resonant mode structure of both the cylinder and the ring is described by Fano resonances and in the avoided crossing region by two Fano contours according to Formula (1). When material losses in the amorphous phase are taken into account, $\varepsilon'' = 0.42$, the band of the high-frequency quasi-BIC component is two orders of magnitude weaker than the low-frequency band, and to describe the SCS spectrum it is sufficient to use one Fano contour in Formula (1). A characteristic feature of the Fano contour is that its amplitude vanishes exactly at the frequency corresponding to the condition that the numerator of the Fano Formula vanishes $q_1+\Omega_1=0$. In the spectrum of amorphous GST, vanishing is observed at a normalized frequency of 1.22 for a cylinder and 1.43 for a ring. This second mechanism is more contrasting, since one of the states is close to zero.

7. Summary and Outlook

In this article, we present a general picture of the transformation of BIC in the Friedrich-Wintgen mechanism, depending on material losses. Carrying out calculations for two different resonators, the results of which fully correlate with each other, allow us to be confident in the validity of the conclusions. We succeeded in separation of the contributions of radiation and material losses in the scattering spectra, bringing the results to specific values. The value of the material quality factor for the amorphous GST was obtained, which is $Q_{mat} = 46$. In addition, we have determined the radiation quality factors for the cylinder ($Q_{rad}=608$) and ring ($Q_{rad}=332$) in the quasi-BIC regime of avoided crossing between the Mie-type TE$_{0,2,0}$
and Fabry-Perot-type TE_{0,1,2} modes. Thus, the total quality factor is determined by material losses in the amorphous GST and does not differ significantly for the cylinder (Q_{tot}^{e=0.42} = 43) and the ring (Q_{tot}^{e=0.42} = 41).

As a result of calculations, we received a number of unexpected results. The biggest surprise turned out to be the behavior of two interacting modes, shown in Figures 2, 3. With an increase in losses far from the quasi-BIC region, both modes decrease in intensity in approximately the same way. However, for the aspect ratio corresponding to the minimum difference between the low frequency and high frequency branches, the quasi-BIC becomes practically dark mode while the low frequency band continues to be intense. In this case, the main effect is not associated with broadening, as one might expect, but with a decrease in the amplitude. It turned out to be possible to separate the line contours and isolate the quasi-BIC only as a result of the precision processing of the explosive spectrum according to the Fano Formula (1).

Our calculations have shown that material losses, which significantly reduce the $Q$-factor, in the investigated range from 0 to 0.42 have practically no effect on the mode coupling strength. Indeed, the calculated dependences of the low-frequency and high-frequency branches (green and red dependences shown in Figure 4a,f) practically do not change with the change in losses, that is, the Ruby splitting\cite{48} remains unchanged. That is why in Figure 4 we present these dependences only for zero losses.

In addition, in the scattering spectra, we have demonstrated the effects of the phase transition from the amorphous GST phase to the crystalline phase and identified two mechanisms that can be used in practice. Particularly interesting is the mechanism due to the Fano resonance, when switching occurs between two signals, one of which is close to zero (green arrows in Figure 7).

In conclusion, our results demonstrate a simple and clear way to analyze losses in creating efficient resonant devices as a result of optimal combinations of three factors:
material, resonator geometry, and resonant photonic regime, one of which can be bound states in the continuum.
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