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Abstract — In this paper, we study cooperative multi-agent systems in which the target objective and the controls exercised by the agents are dependent on the choices they made at initial system time. Such systems have been investigated in several recently published papers, mainly from the perspective of system analysis on issues such as control communication complexity, control energy cost and the feasibility of realization of target functions. This paper continues this line of research by developing optimal control design methodology for linear systems that are collaboratively manipulated by multiple agents based on their distributed choices. For target matrices that satisfy particular structural constraints, we derive control algorithms that can achieve the specified targets with minimum control cost. We compare state-feedback as well as open-loop control strategies for target realization and extend the optimality result to an arbitrary target matrix. The optimal control solutions are obtained by minimizing the average control cost subject to the set of specified target-state constraints by means of modern variation theory and the Lagrange multiplier method.

Index Terms—Choice-based action systems, optimal distributed control, cooperative control, control over communication

I. INTRODUCTION

Research on multi-agent systems has been well motivated by engineering, biological, social and economical problems [22]. For illustration, one can name deep space observation via distributed satellites, automated logistic and manufacturing, teams of robots deployed in hazardous environments [20], home and office building environment control automation, intelligent transportation systems [3], and many others. One important characteristic enabled by using a team of cooperative agents is labor division for handling challenging missions. Multi-agent cooperative control, known under the context of formation flying [13],
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vehicle platooning [15], flocking [16], rendezvous [10], consensus[18], or swarming [12], have been investigated extensively in recent years under different frameworks, from a host of viewpoints, and for various objectives (e.g. [4], [9], [20] and [21]). The majority of relevant literatures deal with individual utility function optimization for which there are two common categories of solution methodologies: those that achieve individual optimization by assuming constant input from the other team members [9], and those based on decomposing individual agent control inputs into local and global components to minimize individual agent cost functions, such as [20] and [21]. In the past decade, team optimization models based on a single common cost function have also resulted in a considerable number of publications in the literature, such as [7], [17] and [19].

In Wong [23], a new class of distributed control problems was introduced under the premise that the desired system output is a function of the individual choices made by distributed agents. In other words, the multiple agents collaboratively apply controls based on their individual choices to achieve a team target. In environments under limited communication bandwidth constraints, control and information are intricately tied together to form an information-based control system. For systems with two-agents, the minimum amount of information exchange to achieve the desired system output target can be captured by the communication complexity (CC) introduced by Yao [27], resulting in the concept of control communication complexity (CCC). This germ of idea was further expanded in [25] which applied the concept of control communication complexity to an interesting class of nonlinear control systems, known as the Heisenberg-Brockett-Integrator. The authors showed that for this class of systems any target states given in the form of a finite dimensional matrix can be realized using sinusoidal inputs that form closed curves in a product control input space. Moreover, the question of finding distributed controls with minimum control cost was analyzed. In [2], these investigations were further connected with the standard parts optimal control problem ([5] and [6]). The Heisenberg-Brockett-Integrator is a special case of the class of bilinear input-output mapping dynamical systems. In [26], the problem of distributed realization of a target matrix was extended to bilinear input-output mapping systems. These research works lead to new perspectives on
distributed control and at the same time raise numerous challenging questions. One of the themes highlighted in [25] and [26] touches on the intricate relationship between the concept of communication complexity and control cost. Roughly speaking, if the agents can jointly achieve a choice-based target at a certain control cost level, it may be possible for them to lower the cost by signaling information of their choices to each other via the dynamic system. Starting from one end of the strategy spectrum, it is possible to design control algorithms that totally ignore information from other agents; namely, one can resort to open-loop controls. On the other hand, one can also consider schemes that allow control decisions to be partially based on information obtained through signaling or state-feedback mechanism.

In this paper we further these investigations by focusing on choice-based actions defined on linear dynamical systems. We also restrict attention to control strategies that do not provide for choice information signaling. The latter assumption significantly simplifies the solution complexity. Yet, the systems considered here are interesting enough of their own rights, since their simplicity is a strong advantage in practical applications. Moreover, these systems serve as a reference point for the more complicated strategies to be investigated in the future.

The main objectives of the paper are twofold: to gain better understanding of the aforementioned systems and to establish optimal control design methodologies. In particular, we derive optimal target-realizing control laws that minimize a common type of control cost function. The optimization problem is solved in the framework of modern variation theory and the Lagrange method. The primary choice-based solutions are given in a basic open-loop form, which is susceptible to external disturbances. To make the result adaptable to systems with state disturbances, we reformulate the primary solutions into feedback control form. These results can be applied to realize target matrices that are compatible, i.e., target matrices whose entries satisfy certain constraints to be explained later. For incompatible target matrices, i.e., target matrices that are not strictly realizable, one can add a terminal error penalty to the cost function in order to derive corresponding optimal choice-based control laws.

We should note that there are fundamental differences between our choice-based action systems and
those studies within the framework of the more traditional distributed control and dynamic game theory models (see for example the references in [11]). First of all, as pointed out in [26], in the current research framework, there is no direct communication channel between agents, while in the traditional models, communication between agents, if called for, is typically assumed to be achievable independent of the dynamical system. Second, there is no concept of individual utility functions in our model unlike traditional game theoretic based multi-agent systems. As a consequence, the choice-based target-realization formulation addresses with a brand new problem that requires an untraditional solution approach.

This paper is organized into six sections including the Introduction. Section II contains a motivating example and the detailed problem description. In Section III, the primary result on optimal choice-realizing controls is presented for target matrices that satisfy a basic compatibility condition. Some interesting implications are also observed. In Section IV, we reformulate the primary solutions in the feedback form and present our main feedback control result on choice-based target-realization. We further elaborate our discussion with a numerical example. In Section V we investigate the choice-based realization problem for a general target matrix. Concluding remarks are provided in Section VI.

II. MOTIVATION EXAMPLE AND PROBLEM FORMULATION

A. Motivation Example

In [26] a rendezvous problem was presented to motivate the choice-based target realization problem. The problem involves two agents, Alice and Bob, who wish to meet or not to meet in their jogging paths depending on their moods. We will further elaborate on this example through a model in which the agents enter a rectangular shaped park at diagonally opposite corners as shown in Fig. 1. Points A and B represent the positions of Alice and Bob respectively.
For simplicity, we assume the vertical velocity components of the points are fixed to be 1 in the direction as indicated in the figure while the horizontal motions are controllable and described by the equations:

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{y}_1
\end{bmatrix} = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} x_1 \\ y_1 \end{bmatrix} + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u,
\]

\[
\begin{bmatrix}
\dot{x}_2 \\
\dot{y}_2
\end{bmatrix} = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} x_2 \\ y_2 \end{bmatrix} + \begin{bmatrix} 0 \\ 1 \end{bmatrix} v,
\]

where \(u\), \(v\) are controls exerted by Alice and Bob respectively. It is assumed that no special communication channels exist between the agents; however, the agents can observe the horizontal coordinate difference:

\[ e = x_1 - x_2. \]  

At initial time, Alice and Bob each choose from two options with equal probability. Depending on the four equally likely choice pairs, they have a prior agreement on the target system outcome described by a two-by-two matrix with its entries describing one of the two possible event outcomes, namely, the points meet or not meet at a terminal time \(T\). The initial choice cannot be changed and are unknown to the other agent.

The mathematical definition for the meeting event is simply \(e(T) = 0\), (we do not specify the meeting velocities in general, but in this discussion we further specify that \(\dot{e}(T) = 0\)). On the other hand, the definition for the non-meeting event is less straightforward. In this illustrative example we define it to be \(|e(T)| = 5\). Moreover, in order to satisfy the constraint for being realizable we define the target matrix by
By combining (1) and (2), the system model can be formulated in the form

\[
\begin{bmatrix}
\dot{e} \\
\dot{\bar{e}}
\end{bmatrix} =
\begin{bmatrix}
0 & 1 \\
0 & 0
\end{bmatrix} \begin{bmatrix}
e \\
\bar{e}
\end{bmatrix} +
\begin{bmatrix}
0 \\
1
\end{bmatrix} u +
\begin{bmatrix}
0 \\
-1
\end{bmatrix} v +
\begin{bmatrix}
0 \\
1
\end{bmatrix} n(t).
\]

(4)

For the stated target matrix, we will show that one can design optimal control laws \{u_1(t), u_2(t)\} for Alice and \{v_1(t), v_2(t)\} for Bob so that if Alice chooses \(u(t)\) and Bob chooses \(v(t)\), the control laws will drive (4) to end with \(e(T) = h\), and hence allowing the target matrix be realized as shown in Fig. 2.

Fig. 2. Trajectories of two particles with initial positions (10, 10) and (0, 0) and target matrix \([5 \ 0; 0 \ -5]\)

If we change the target matrix to \(H = \begin{bmatrix} 5 & 0 \\ 0 & 0 \end{bmatrix}\) it turns out that there are no pre-defined open-loop controls that realize all the targets according to the choices if there is no communication between the agents. In subsequent sections we will analyze this problem and show how control laws with minimal control cost can be designed for a given target matrix.

From this example, it is clear that unlike traditional control problem it is not sufficient to determine
just one control function but a set of control laws for the agents to make selections from based on their choices. Moreover, there can be target matrix that cannot be realized in this choice-based action framework if no agent-to-agent communication is allowed.

B. Problem Setup

Consider a distributed control system with $L$ independent agents

$$
\dot{x}(t) = Ax(t) + \sum_{l=1}^{L} B_l u_l(t), \quad x(t_0) = x_0,
$$

(5)

where $A \in \mathbb{R}^{n \times n}$, $B_l \in \mathbb{R}^{n \times m_l}$, $x(t) \in \mathbb{R}^n$ is the state, and $u_l(t) \in \mathbb{R}^{m_l}$, the control of agent $l$, is selected from \{\begin{smallmatrix} u_l^j \end{smallmatrix} | j = 1, 2, \cdots, N_l \} solely according to a uniformly distributed choice, $i_l$, made by the agent. It is assumed that no direct communication channel exists between the agents. The target states at terminal time $T$ are represented by an $N_1 \times N_2 \times \cdots \times N_L$ dimensional matrix, or an $L$-order tensor $H$. When agent $l$, for $l = 1, 2, \ldots, L$, chooses $i_l$, our objective is to derive control functions, $u_l^i$, that minimize the control cost,

$$
J = \frac{1}{\prod_{l=1}^{L} N_l} \sum_{i_1=1}^{N_1} \cdots \sum_{i_L=1}^{N_L} \int_{t_0}^{T} (u_l^i(t))^T u_l^i(t) dt = \int_{t_0}^{T} \sum_{i_1=1}^{N_1} \cdots \sum_{i_L=1}^{N_L} (u_l^i(t))^T u_l^i(t) dt,
$$

(6)

which can be interpreted as a quadratic cost averaged over the $N_1 \times N_2 \times \cdots \times N_L$ cases of possible choices, while satisfying the terminal state condition:

$$
x(T, u_1^i, u_2^i, \cdots, u_L^i) = H_{i_1, i_2, \ldots, i_L}.
$$

(7)

Here, $H_{i_1, i_2, \ldots, i_L}$, the $(i_1, i_2, \ldots, i_L)$ entry of $H$, is the target state when agent $l$ selects the choice $i_l$, for $l = 1, 2, \ldots, L$. As explained previously, these choices could be understood as uniformly distributed inputs which are known only to the individual agent at time $t_0$.

Remark 1. The problem is challenging for the following reasons: 1) There are multiple agents who make independent choices which are unknown to other agents. 2) The terminal states are given by an $L$-order tensor whose components are dependent on the choices made by all the agents. 3) Standard optimization
approach may yield a large number of equations with two-point boundary-values [23] complicated by many constraint conditions. This should become clear when one represents all the terminal states \( H_{i_j \cdots \cdots i_2 \cdots \cdots i_1} \), for \( i_j = 1,2,\ldots,N_j, j = 1,2,\ldots,L \), by the standard formula

\[
H_{i_j \cdots \cdots i_2 \cdots \cdots i_1} = e^{A(T-t_0)}x_0 + \int_{t_0}^{T} e^{A(T-t)}(B_iu_i^j(t) + B_2u_2^j(t) + \cdots + B_Lu_L^j(t))dt.
\]

(8)

From simple algebra it follows that for any integers, \( i_1 \) and \( i_1' \) in the set \( \{1,2,\cdots N_j\} \), \( i_m \) and \( i_m' \) in the set \( \{1,2,\cdots N_m\} \), \( l \) and \( m \) in the set \( \{1,2,\ldots,L\} \), the following equation holds

\[
H_{i_1 \cdots \cdots i_m \cdots \cdots i_1} - H_{i_1' \cdots \cdots i_m' \cdots \cdots i_1} = H_{i_1 \cdots \cdots i_m \cdots \cdots i_1} - H_{i_1 \cdots \cdots i_m \cdots \cdots i_1} - H_{i_1' \cdots \cdots i_m' \cdots \cdots i_1}.
\]

(9)

These constraints have been first observed in [26] for the case \( L = 2 \).

There is a totality of \( N_1 \times N_2 \times \cdots \times N_L \) equality constraints of the form (8), of which only \( 1 + N_1 + N_2 + \cdots + N_L - L \) of them are independent as shown in the following propositions. This fact significantly reduces the complexity of solving the problem.

**Proposition 1:** Define the terminal state set by

\[
\mathcal{H} = \{H_{1 \cdots \cdots 1} \} \cup \{H_{i_1 \cdots \cdots 1} : i_1 = 2,\ldots,N_1 \} \cup \{H_{1i_2 \cdots \cdots 1} : i_2 = 2,\ldots,N_2 \} \cup \cdots \cup \{H_{1 \cdots \cdots i_L} : i_L = 2,\ldots,N_L \}.
\]

If all entries of a target matrix \( H \) satisfy condition (9), then for all \( i_j = 1,2,\ldots,N_j, j = 1,2,\ldots,L \), the vector \( H_{i_j \cdots \cdots i_1} \) is spanned by elements in \( \mathcal{H} \). Moreover,

\[
H_{i_1 \cdots \cdots i_L} = H_{i_1 \cdots \cdots 1} + H_{1i_2 \cdots \cdots 1} + \cdots + H_{1 \cdots \cdots i_L} - (L-1)H_{1 \cdots \cdots 1}.
\]

(10)

**Proof:** This can be shown by mathematical induction. It is trivial to see that (10) holds for \( H_{1 \cdots \cdots 1} \) and \( H_{1 \cdots \cdots 1 \cdots \cdots 1} \) for all \( i_j = 2,\ldots,N_j \). Now, for any \( k \), \( 1 < k < L \), assume that (10) holds for all entries \( H_{i_{k+1} \cdots \cdots i_k} \) labeled by indices with \( k \) or more of them equal to 1. Consider an arbitrary entry of the target matrix labeled by indices with exactly \( k \)-1 of them equal to 1, \( H_{i_{k+1} \cdots \cdots i_k} \). Given any two integers, \( m \) and \( n \), \( 1 \leq m < n \leq L \) we can represent the tuple of indices \( i_{k+1} \cdots \cdots i_k \) as \( S_1i_mS_2i_nS_3 \) where \( S_1 \) stands for string \( i_1 \cdots \cdots i_{m-1} \), \( S_2 \) stands for string \( i_{m+1} \cdots \cdots i_{n-1} \), and \( S_3 \) stands for string \( i_{n+1} \cdots \cdots i_L \). It follows from (9) that
\[ H_{S_{i_m}S_{i_n}} = H_{S_{i_m}S_{i_n}S_{i_1}S_{i_2}S_{i_3}} + H_{S_i S_{i_2} S_{i_3}} - H_{S_{i_1} S_{i_2} S_{i_3}}. \]

If \( i_m \neq 1, i_n \neq 1 \), and the index tuple \( S_{i_m} S_{i_2} S_{i_n} S_{i_3} \) has \( k \)-1 components equal to 1, then \( H_{S_{i_m}S_{i_2}S_{i_3}} \), \( H_{S_i S_{i_2} S_{i_3}} \), and \( H_{S_{i_1} S_{i_2} S_{i_3}} \) are entries labeled by indices with exactly \( k \) components equal to 1 and the index of \( H_{S_{i_1} S_{i_2} S_{i_3}} \) has exactly \( k+1 \) components equal to 1. Hence, all these entries satisfy (10) by induction assumption. It follows then:

\[
H_{i_1 \cdots i_L} = H_{S_{i_m}S_{i_2}S_{i_3}} = H_{S_{i_m}S_{i_2}S_{i_1}S_{i_2}S_{i_3}} + H_{S_{i_1} S_{i_2} S_{i_3}} - H_{S_{i_1} S_{i_2} S_{i_3}}
= H_{i_1 \cdots i_L} + H_{i_1 \cdots i_L} + \cdots H_{i_1 \cdots i_L} - (L - 1)H_{i_1 \cdots i_L}.
\]

Therefore, all entries of the target matrix satisfy (10). \( \square \)

**Proposition 2:** Suppose all entries of a target matrix \( H \) satisfy the constraints stated in (9). If equation (8) holds when the left-hand-side is an element of \( \mathcal{H} \), that is, it is of the form \( H_{i_1 \cdots i_L} \) or \( H_{i_1 \cdots i_N} \) for all \( i_j = 2, \ldots, N_i \), it holds for all entries of \( H \).

**Proof:** According to Proposition 1, a general entry of \( H \) satisfies equations (10). The proposition follows by substituting the right-hand-side entries of equation (10) by equation (8). \( \square \)

A target matrix with all its entries satisfying condition (9) is called a **compatible target matrix**, otherwise it is called an **incompatible target matrix**. Choice-based controls that drive a system to realize compatible targets are called **target-achieving** controls. Generally speaking, an arbitrary target matrix does not meet the structural constraint defined by (9) and thus is not realizable. Instead, one can try to find choice-based controls steering the system to terminal states that minimize an extended cost function which includes an averaged terminal state quadratic error penalty as shown in Section V.

### III. PRIMARY TARGET-ACHIEVING CONTROL LAWS

The main result for target-achieving controls for compatible target matrices is derived under the following controllability assumption.
Assumption 1. The system in (5) is controllable by each agent, that is, for all \( l = 1,2,\ldots,L \), \((A_l,B_l)\) is a controllable pair, or equivalently the Grammian matrix \( W_j = \int_0^T e^{-At} B_i B_i^T e^{-A'T} dt \) is invertible.

In the rest of this section we present a two-step optimization approach to the optimal target-achieving control problem described above. In the first step of optimization we derive for each agent the class of admissible control functions that satisfy the necessary conditions for optimality irrespective of choices of the other agents; in the second step, the problem is reduced to an optimization problem over an \((L-1)\)-dimensional Euclidean space for which there is a unique critical point. This critical point is then shown to be the global minimum.

Theorem 1. Consider an \( n \)-dimensional system with \( L \) agents defined by (5) that satisfies Assumption 1. Let \( \bar{I} \) be an integer in the set \( \{1,2,\ldots,L\} \). The set of \textit{target-achieving} optimal controls minimizing the average control cost (6) subject to (7) is defined as follows: For \( i_l = 1,2,\ldots,N_l, l = 1,2,\ldots,L \),

\[
\hat{u}_l^i(t) = \begin{cases} 
B_l^T e^{-AT_l} \left[ W_l^{-1} e^{-AT} (H_k,_{k \neq i} - H_{1l}) + \hat{P}_l^i \right] & l \neq \bar{I} \\
B_l^T e^{-AT_l} \left[ W_l^{-1} (e^{-AT} H_k,_{k \neq i} - e^{-AT_l} x_0 - \sum_{k=1,k \neq l}^L W_k \hat{P}_k^i) \right] & l = \bar{I} 
\end{cases} 
\]

(11)

\[
\hat{P}_l^i = W_l^{-1} (e^{-AT} H_k,_{k,1l} - e^{-AT_l} x_0 - \sum_{k=1,k \neq l}^L W_k \hat{P}_k^i), 
\]

(12)

\[
\begin{bmatrix}
\hat{P}_{\bar{I}}^1 \\
\vdots \\
\hat{P}_{\bar{I}+1}^1 \\
\hat{P}_{\bar{I}+1} \\
\vdots \\
\hat{P}_L^1
\end{bmatrix} = \Omega_{\bar{I}}^{-1} \Theta,
\]

(12)
\[ \Omega = \begin{bmatrix} I + W_T^{-1} W_1 & \cdots & W_T^{-1} W_{t-1} & W_T^{-1} W_{t+1} & \cdots & W_T^{-1} W_L \\ \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ W_T^{-1} W_1 & \cdots & I + W_T^{-1} W_{t-1} & W_T^{-1} W_{t+1} & \cdots & W_T^{-1} W_L \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\ W_T^{-1} W_1 & \cdots & W_T^{-1} W_{t-1} & W_T^{-1} W_{t+1} & \cdots & I + W_T^{-1} W_L \end{bmatrix} , \]

and

\[ \Theta = \begin{bmatrix} W_T^{-1} e^{-AT} \sum_{i=1}^{N_t} H_{1i-1} - H_{1i-1} N_t \\
W_T^{-1} e^{-AT} \sum_{i=1}^{N_t} \frac{H_{1i-1} - H_{1i-1}}{N_t} N_t \\
W_T^{-1} e^{-AT} \sum_{i=1}^{N_t} H_{1i-1} - H_{1i-1} N_t \\
W_T^{-1} e^{-AT} \sum_{i=1}^{N_t} \frac{H_{1i-1} - H_{1i-1}}{N_t} N_t \\
W_L^{-1} e^{-AT} \sum_{i=1}^{N_L} H_{1i-1} - H_{1i-1} N_L \\
W_T^{-1} e^{-AT} \sum_{i=1}^{N_t} \frac{H_{1i-1} - H_{1i-1}}{N_t} N_t \end{bmatrix} . \]  

(13)

Proof. To find the controls that minimize cost function \( J \), adjoin the target conditions to \( J \) with real-valued Lagrange multipliers \( \lambda_{i_1, \ldots, i_L} \) and let

\[ J = \int_0^T \sum_{i=1}^L \sum_{i_1=1}^{N_i} \frac{1}{N_i} \sum_{i_2=1}^{N_i} (u_i^h(t))^T u_i^h(t) dt + \sum_{i_1=1}^{N_1} \sum_{i_2=1}^{N_2} \cdots \sum_{i_L=1}^{N_L} \lambda_{i_1, \ldots, i_L}^T \left( H_{i_1, \ldots, i_L} - e^{AT} \right) x_0 - \int_0^T e^{AT} \sum_{i=1}^L B_i u_i^h(t) dt \]  

(14)

or, equivalently

\[ J = \sum_{i_1=1}^{N_1} \sum_{i_2=1}^{N_2} \cdots \sum_{i_L=1}^{N_L} \lambda_{i_1, \ldots, i_L}^T \left( H_{i_1, \ldots, i_L} - e^{AT} \right) x_0 + \int_0^T \Gamma(u_i^h, u_2^h, \ldots, u_L^h, t) dt , \]

where

\[ \Gamma(u_i^h, u_2^h, \ldots, u_L^h, t) = \sum_{i=1}^L \sum_{i_1=1}^{N_i} \frac{1}{N_i} (u_i^h(t))^T u_i^h(t) - \sum_{i_1=1}^{N_1} \sum_{i_2=1}^{N_2} \cdots \sum_{i_L=1}^{N_L} \lambda_{i_1, \ldots, i_L}^T e^{AT} B_i u_i^h(t) . \]  

(15)
Now we can use standard Lagrange method and the fundamental approach to calculus of variations to find the solution to this optimization problem. Consider the variation in $J$ due to variations in the control vectors,

$$
\delta \bar{J} = \sum_{l=1}^{L} \left[ \int_{0}^{T} \left( \frac{2}{N_i} (u^l_i(t))^T \sum_{i=1}^{N_i} \sum_{i=1}^{N_i} \sum_{i=1}^{N_i} N_j \delta_{ij} e^{A(T-t)} B_i \right) \delta u^l_i(t) \right] dt .
$$

Here we set $\delta x_0 = 0$ and $\delta H_{i_1 \ldots i_L} = 0$, for $i_j = 1,2,\ldots,N_i, l = 1,2,\ldots,L$, since the initial state and the terminal states are specified. For an extremum, $\delta \bar{J}$ must be zero for arbitrary $\delta u^l_i(t), l = 1,2,\ldots,L$; this can happen only if the stationary solutions to $u^l_i(t)$ 's are of the following type

$$u^l_i(t) = B_i^T e^{-A^T t} P^l_i ,$$

where

$$P^l_i = \frac{N_i}{2} e^{A^T} \sum_{i=1}^{N_i} \sum_{i=1}^{N_i} \sum_{i=1}^{N_i} \sum_{i=1}^{N_i} \sum_{i=1}^{N_i} \lambda_{i_1 \ldots i_L} .$$

In addition to the necessary condition arising from zero first-order variation of $\bar{J}$, the non-negativity of the second-order variation for all values of $\delta u^l_i(t)$ is easy to verify. Therefore, among all possible types of controls the class of controls given in (16) yields the least average control cost $\bar{J}$. The only thing left is to determine the Lagrange multipliers $\lambda_{i_1 \ldots i_L}$, or equivalently the set of values for $P^l_i$, that minimize the cost function (6). Note that the cost function can now be reformulated as:

$$J = \sum_{l=1}^{L} \frac{1}{N_i} \sum_{i=1}^{N_i} (P^l_i)^T W_i P^l_i .$$

For this reduced problem, the equality constraint in (8) for all $i_j = 1,2,\ldots,N_i, l = 1,2,\ldots,L$, assumes the form

$$H_{i_1 \ldots i_L} = e^{AT} \left( e^{-At} x_0 + \sum_{l=1}^{L} W_i P^l_i \right) .$$

According to Proposition 2, if equation (18) holds for all elements in $H$, it holds for an arbitrary $H_{i_1 \ldots i_L}$.

As a result, it is sufficient to summarize (18) by the following set of equalities:
\[
\begin{align*}
  e^{-AT} H_{1_{1:-1}} - e^{-A_0} x_0 &= \sum_{i=1}^{L} W_i P_i^1, \\
  e^{-AT} H_{1_{i:-1}} - e^{-A_0} x_0 &= W_i P_i^i + \sum_{i=2}^{L} W_i P_i^j, & i_1 = 2, \ldots, N_1, \\
  e^{-AT} H_{1_{1:-1}} - e^{-A_0} x_0 &= W_2 P_2^2 + \sum_{i=2}^{L} W_i P_i^j, & i_2 = 2, \ldots, N_2, \\
  \vdots \\
  e^{-AT} H_{1_{1:-1}} - e^{-A_0} x_0 &= W_L P_L^L + \sum_{i=1}^{L} W_i P_i^j, & i_L = 2, \ldots, N_L.
\end{align*}
\] (19)

Note that there are \( N_1 + \cdots + N_L + 1 - L \) equations with \( N_1 + \cdots + N_L \) variables. This implies there are only \( L - 1 \) free variables. Selecting an arbitrary \( \tilde{I} \in \{1, 2, \ldots, L\} \), define the set of free variables by \( \{P_1^\tilde{I}, \ldots, P_{i_{\tilde{I}}-1}^\tilde{I}, P_{i_{\tilde{I}}+1}^\tilde{I}, \ldots, P_L^\tilde{I}\} \), and note that:

\[ P_i^\tilde{I} = W_i^{-1} \left( e^{-AT} H_{1_{1:-1}} - e^{-A_0} x_0 - \sum_{k=1, k \neq \tilde{I}}^{L} W_k^i P_k^i \right). \] (20)

Based on this and (19), we obtain the following equations for all \( P_i^\tilde{I} \),

\[
P_i^\tilde{I} = \begin{cases} 
  W_i^{-1} e^{-AT} (H_{1:-1} - H_{1_{1:-1}}) + P_i^1, & l \neq \tilde{I} \\
  W_i^{-1} (e^{-AT} H_{1_{1:-1}} - e^{-A_0} x_0 - \sum_{k=1, k \neq \tilde{I}}^{L} W_k^1 P_k^1), & l = \tilde{I}.
\end{cases}
\] (21)

Now, combining (16) and (21) with the cost function (17) leads to an equivalent problem of finding \( \bar{P}^1 = [(P_1^1)^T \cdots (P_{i_{\tilde{I}}-1}^\tilde{I})^T, (P_{i_{\tilde{I}}+1}^\tilde{I})^T \cdots (P_L^\tilde{I})^T]^T \), such that the following function is minimized

\[
J(\bar{P}^1) = J(P_1^1, \ldots, P_{i_{\tilde{I}}-1}^\tilde{I}, P_{i_{\tilde{I}}+1}^\tilde{I}, \ldots, P_L^\tilde{I})
\]

\[
= \frac{1}{N_{\tilde{I}}} \sum_{i=1}^{N_{\tilde{I}}} \left[ W_{-1}^{-1} (e^{-AT} H_{1_{1:-1}} - e^{-A_0} x_0) - \sum_{k=1, k \neq \tilde{I}}^{L} W_k^i P_k^1 \right]^T \left[ W_{-1}^{-1} (e^{-AT} H_{1_{1:-1}} - e^{-A_0} x_0) - \sum_{k=1, k \neq \tilde{I}}^{L} W_k^i P_k^1 \right],
\]

\[
+ \sum_{l=1}^{L} \frac{1}{N_{\tilde{I}}} \sum_{i=1}^{N_{\tilde{I}}} \left[ W_{-1}^{-1} \left( e^{-AT} (H_{1_{1:-1}} - H_{1_{1:-1}}) + P_i^1 \right) \right]^T \left[ W_{-1}^{-1} \left( e^{-AT} (H_{1_{1:-1}} - H_{1_{1:-1}}) + P_i^1 \right) \right].
\] (22)
By means of the equations $\partial J / \partial P^i_l = 0$ for all $l \neq \hat{l}$, one can show that a critical point for this problem must be given by $P^i_l = \hat{P}^i_l$, for all $l \neq \hat{l}$, as defined in (12). Moreover, this solution is uniquely determined by the system parameters. We next prove that (12) defines the global minimum of (22).

Denoting the minimum of all the eigenvalues of all the $W_i$'s by $\alpha$, which is positive since all $W_i$'s are positive definite, we can have

$$J(\hat{P}^i_l) = J(P^1_l, \ldots, P^l_{L-1}, P^l_1, \ldots, P^l_L)$$

$$\geq \alpha \sum_{l=1}^L \frac{1}{N_i} \sum_{i=1}^{N_i} \| W_i W_i^{-1} e^{-AT} (H_{i,j+1} - H_{1,1}) + P^i_l \|^2$$

$$= \alpha \sum_{l=1}^L \frac{1}{N_i} \sum_{i=1}^{N_i} \| D_i + P^i_l \|^2 \geq \alpha \sum_{l=1}^L \frac{1}{N_i} \left[ \sum_{i=1}^{N_i} \| D_i - P^i_l \|^2 \right]$$

$$\geq \alpha \sum_{l=1}^L \frac{1}{N_i} \left[ \sum_{i=1}^{N_i} \| P^i_l - \| D_i \| \|^2 \right] = \alpha \sum_{l=1}^L \left[ || P^i_l - \| D_i \| \|^2 \right]$$

where $D_{ij} = W_{ij} W_i^{-1} e^{-AT} (H_{i,j+1} - H_{1,1})$ and $\| D_i \| = \max_{i=1,2,\ldots,N_i} \| D_i \|$. For any arbitrary positive $C_p$, on the circle $\sum_{i=1}^{N_i} \| P^i_l \|^2 = C_p^2$, the inequality $\sum_{l=1}^L \left[ \sum_{i=1}^{N_i} \| P^i_l \| \right] \geq \frac{1}{L-1} \left( \sum_{l=1}^L \left[ \sum_{i=1}^{N_i} \| P^i_l \| \right] \right)$ implies $\sum_{l=1}^L \| P^i_l \| \leq \sqrt{L-1} C_p$. Therefore, we have

$$J(\hat{P}^i_l) \geq \alpha \left( C_p^2 - 2 \sum_{l=1}^L \| P^i_l \| D_i + D \right) \geq \alpha \left( C_p^2 - 2 d \sqrt{L-1} C_p + D \right)$$

where $D = \sum_{l=1}^L \| D_i \|^2$ and $d = \max_{i=1,2,\ldots,N_i} \| D_i \|$. Since $D$ and $d$ are just constants related to $A$, $B_i$, $x_0$, $H$, and $T$, we can guarantee that $J(\hat{P}^i_l) > J(\hat{P}^i_l, \ldots, \hat{P}^i_{L-1}, \hat{P}^i_1, \ldots, \hat{P}^i_L)$ if $C_p$ is sufficiently large. This indicates that the minimum point cannot lie on the boundary of the bounded domain defined by $\sum_{l=1}^L \| P^i_l \| \leq C_p^2$. Moreover, $J$ is a continuously differentiable function in the region $\sum_{l=1}^L \| P^i_l \| \leq C_p^2$ and must have a global minimum. So
the global minimum is an interior point and hence must satisfy the first order necessary condition. As shown before, (12) is the unique critical point derived from the first order necessary condition, therefore it must be the global minimum of (22).

Hence by setting \( P_l^1 = \hat{P}_l^1 \), for all \( l \neq \tilde{l} \), and define the remaining \( P_l^h \) via equations (20) and (21), and define the controls via equation (16), we obtain the set of optimal solutions as given in Theorem 1. This completes the proof.

\[ \square \]

Theorem 1 has many interesting implications. We observe some of them below. We first specify the result of Theorem 1 to a scalar system:

\[
\dot{x}(t) = ax(t) + \sum_{l=1}^{L} b_l u_l(t),
\]

where \( a, b_l, x(t) \) and \( u_l(t) \in R \).

**Corollary 1.** Consider a scalar system (23) with \( L \) agents, and let \( \tilde{l} \) be an integer in the set \( \{1, 2, \ldots, L\} \). The set of optimal controls is then given by

\[
\hat{u}_l^1(t) = \begin{cases} 
  e^{-at} \left[ \frac{1}{b_l} e^{-at} (H_{l-\tilde{l}, l-\tilde{l}} - H_{1l-\tilde{l}}) + b_l \hat{P}_l^1 \right], & l \neq \tilde{l} \\
  e^{-at} \left[ \frac{1}{b_l} (e^{-at} H_{l-\tilde{l}, l-\tilde{l}} - e^{-at} x_0) - \frac{1}{b_l} \sum_{k=1, k \neq \tilde{l}}^{L} b_k^2 \hat{P}_k^1 \right], & l = \tilde{l}
\end{cases}
\]

\[
g = \int_{t_0}^{t} e^{-2at} dt,
\]

\[
\hat{P}_\tilde{l}^1 = \frac{1}{b_l^2 g} (e^{-at} H_{1l-\tilde{l}} - e^{-at} x_0) - \frac{1}{b_l^2} \sum_{k=1, k \neq \tilde{l}}^{L} b_k^2 \hat{P}_k^1,
\]

\[
\begin{bmatrix}
\hat{P}_1^1 \\
\vdots \\
\hat{P}_{\tilde{l}-1}^1 \\
\hat{P}_\tilde{l}^1 \\
\hat{P}_{\tilde{l}+1}^1 \\
\vdots \\
\hat{P}_L^1
\end{bmatrix} = \frac{1}{g} \Omega^{-1} \Theta,
\]
where for \( l=1,2,\ldots,L \) and \( i_l=1,2,\ldots,N_l \),

\[
\Omega = \begin{bmatrix}
1 + \frac{b_l^2}{b_{l-1}^2} & \frac{b_{l-1}^2}{b_l^2} & \frac{b_{l-1}^2}{b_l^2} & \cdots & \frac{b_{l-1}^2}{b_L^2} \\
\frac{b_l^2}{b_{l-1}^2} & 1 + \frac{b_{l-1}^2}{b_l^2} & \frac{b_{l-2}^2}{b_l^2} & \cdots & \frac{b_{l-2}^2}{b_L^2} \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
\frac{b_l^2}{b_{L-1}^2} & \frac{b_{L-1}^2}{b_l^2} & 1 + \frac{b_{L-1}^2}{b_L^2} & \frac{b_{L-2}^2}{b_L^2} & \cdots \\
\frac{b_l^2}{b_{L-1}^2} & \frac{b_{L-1}^2}{b_l^2} & \frac{b_{L-2}^2}{b_l^2} & \cdots & 1 + \frac{b_L^2}{b_l^2}
\end{bmatrix},
\]

\[
\Theta = \begin{bmatrix}
\frac{1}{b_l^2} e^{-aT} \sum_{i=1}^{N_l} H_{11} - H_{i1} - \frac{e^{-aT} H_{i1} - e^{-aT} x_0}{N_l} \\
\vdots \\
\frac{1}{b_{L-1}^2} e^{-aT} \sum_{i=1}^{N_{L-1}} H_{11} - H_{i1} - \frac{e^{-aT} H_{i1} - e^{-aT} x_0}{N_{L-1}} \\
\frac{1}{b_{L}^2} e^{-aT} \sum_{i=1}^{N_L} H_{11} - H_{i1} - \frac{e^{-aT} H_{i1} - e^{-aT} x_0}{N_L}
\end{bmatrix}.
\]

(26)

**Remark 2.** For the regulatory problem, that is, \( H_j = 0 \), for all \( i \) and \( j \), the average control cost obtained under the optimal controls \( \hat{u}_i^j(t) \) (\( i_j = 1,2,\ldots,N_j, j = 1,2,\ldots,L \)) is

\[
J_{\min} = \frac{2a x_0^2}{(1 - e^{-2aT}) \sum_{l=1}^{L} b_l^2}, \text{ for } a \neq 0,
\]

\[
J_{\min} = \frac{1}{T \sum_{l=1}^{L} b_l^2} x_0^2, \text{ for } a = 0.
\]

Especially, for the special case of \( T=1, L=2, b_l=1 \) (\( l=1,2 \)), the minimum average control cost becomes

\[
J_{\min} = \frac{1}{2} x_0^2, \text{ as } a \to 0,
\]
which is consistent with the result obtained from traditional single agent control systems. The only
difference is that each agent contributes only half of the energy in performing the task. In other words, they
both save half of the energy by cooperating.

**Remark 3.** For the simple two-agent case where \( t_0 = 0, a = 0, b_1 = b_2 = 1, N_1 = N_2 = 2 \), namely, the two
agents, Alice and Bob, each of them has two equally likely choices, the optimal controls are:

\[
\hat{u}_1'(t) = \frac{1}{4T} \left[ 2H_{11} + H_{12} - H_{21} - 2x_0 \right],
\hat{u}_1^2(t) = \frac{1}{4T} \left[ 2H_{22} + H_{21} - H_{12} - 2x_0 \right],
\hat{u}_2'(t) = \frac{1}{4T} \left[ 2H_{11} - H_{12} + H_{21} - 2x_0 \right],
\hat{u}_2^2(t) = \frac{1}{4T} \left[ 2H_{22} + H_{12} - H_{21} - 2x_0 \right].
\]

The average control cost is given by

\[
J_{\text{min}} = \frac{1}{4T} \left( (H_{11} - x_0)^2 + (H_{22} - x_0)^2 + \frac{1}{2} (H_{21} - H_{12})^2 \right). \tag{27}
\]

One can see that the average control cost in (27) is composed of two components: one based on the
distances between the given target state and the initial state and the other on the level of asymmetry of the
target states in their spatial distribution. Therefore, the cost would be lower if the controller is assigned for
a set of terminal states that are closer to the initial state or if the prescribed terminal states are more
symmetrically distributed. One could argue that the first criterion is more dominant since the distance
separation component consists of two terms both of which have larger weights in comparison with the
spatial distribution cost. In fact, we can express the optimal control cost in terms of the distance of the
target states from the initial state, since it can be rewritten as

\[
J_{\text{min}} = \frac{1}{4T} \left( (H_{11} - x_0)^2 + (H_{22} - x_0)^2 + \frac{1}{2} [(H_{21} - x_0) - (H_{12} - x_0)]^2 \right)
= \frac{1}{4T} \left( (H_{11} - x_0)^2 + (H_{22} - x_0)^2 + \frac{1}{2} (H_{21} - x_0)^2 + \frac{1}{2} (H_{21} - x_0)(H_{12} - x_0) \right).
\]

**Remark 4.** For the special case in which \( L = 2, N_1 = N_2 = 1 \), namely, the two agents each has a single
choice and hence a unique target state \( H \), the problem reduces to its traditional choice-free version for
which the optimal controls are obtained, for \( a = 0 \), as

\[
\hat{u}_1(t) = \frac{b_1}{(b_1^2 + b_2^2)^T}(H - x_0), \quad \hat{u}_2(t) = \frac{b_2}{(b_1^2 + b_2^2)^T}(H - x_0).
\]

The average control cost is given by

\[
\bar{J}_{\text{min}} = \frac{(H - x_0)^2}{(b_1^2 + b_2^2)^T}.
\]

If Alice and Bob are to achieve the four target states \( H_{11}, H_{12}, H_{21}, \) and \( H_{22} \) one after another in the four single choice cases, the average control cost needed, for \( b_1 = b_2 = 1 \), is

\[
\bar{J}_{\text{min}} = \frac{1}{8T} \left[ (H_{11} - x_0)^2 + (H_{22} - x_0)^2 + (H_{12} - x_0)^2 + (H_{21} - x_0)^2 \right].
\]

It can be shown that, this average control cost is not larger than that obtained in the choice-based action case shown in (27).

### IV. TARGET-ACHIEVING STATE-FEEDBACK CONTROL

The target-achieving controls described in section IV are functions of the initial state and the target states and hence they are essentially open-loop control laws. Since open-loop controller is susceptible to external disturbances, it is preferable to use a feedback configuration for the controller. In this session, we describe a set of target-achieving feedback control laws, which is derived directly from the primary optimal control result presented in the previous section. (See [14] for a corresponding single target problem.)

For the sake of simplicity, we consider systems with two agents here, that is \( L = 2 \):

\[
\dot{x}(t) = Ax(t) + Bu(t) + Cv(t),
\]

where \( A \in \mathbb{R}^{n \times n} \), \( B \in \mathbb{R}^{n \times m_u} \) and \( C \in \mathbb{R}^{n \times m_v} \), \( x(t) \in \mathbb{R}^n \), \( u(t) \in \mathbb{R}^{m_u} \) and \( v(t) \in \mathbb{R}^{m_v} \) are the control signals, with \( u(t) \in \{u_i(t), i = 1,2,\cdots N_u\} \) and \( v(t) \in \{v_j(t), j = 1,2,\cdots N_v\} \). The following control cost and target states are associated with system (28):
\[
J = \int_{t_0}^{T} \left( \frac{1}{N_u} \sum_{i=1}^{N_u} u_i^T(t) u_i(t) + \frac{1}{N_v} \sum_{j=1}^{N_v} v_j^T(t) v_j(t) \right) dt, \\
x[T, x(t_0), u_i, v_j] = H_y.
\]

According to Theorem 1, the optimal control laws are given by,
\[
\hat{u}_i(t) = B_i e^{-A_i t} \left[ W_B^{-1} e^{-A_i T} H_{i1} + (I + W_C^{-1} W_B)^{-1} \left( W_C^{-1} e^{-A_i T} \sum_{j=1}^{N_v} H_{ij} - H_{i1} \right) \right],
\]
and \[x(t) = (I + W_B^{-1} W_C)^{-1} \left( W_B^{-1} e^{-A_i T} \sum_{k=1}^{N_u} H_{ik} - W_B^{-1} e^{-A_i T} x(t_0) \right), \]
where
\[
W_B = \int_{t_0}^{T} e^{-A_i T} B_i B_i^T e^{-A_i t} dt, W_C = \int_{t_0}^{T} e^{-A_i T} C_i C_i^T e^{-A_i t} dt.
\]

Note that the above controls are valid for arbitrary \( t_0 \) and \( x(t_0) \), so they must hold for all \( t \in [t_0, T] \) and \( x(t) \). Therefore, we can derive the following result.

**Theorem 2.** For the system (28), the target states are realized by the feedback controls given by
\[
\hat{u}_i(t) = -B_i^T K(t) x(t) + L_{u_i}(t),
\]
\[
\hat{v}_j(t) = -C_j^T K(t) x(t) + L_{v_j}(t),
\]
for all \( i = 1, 2, \cdots N_u, \ j = 1, 2, \cdots N_v \), where
\[
K(t) = e^{-A_i t} \left( \overline{W}_B + \overline{W}_C \right)^{-1} e^{-A_i T},
\]
\[
L_{u_i}(t) = B_i^T e^{-A_i t} \left[ \overline{W}_B^{-1} e^{-A_i T} H_{i1} + (I + \overline{W}_C^{-1} \overline{W}_B)^{-1} \left( \overline{W}_C^{-1} e^{-A_i T} \sum_{j=1}^{N_v} H_{ij} - H_{i1} \right) \right],
\]
\[
L_{v_j}(t) = C_j^T e^{-A_i t} \left[ \overline{W}_C^{-1} e^{-A_i T} H_{j1} + (I + \overline{W}_B^{-1} \overline{W}_C)^{-1} \left( \overline{W}_B^{-1} e^{-A_i T} \sum_{k=1}^{N_u} H_{ik} - H_{j1} \right) \right],
\]
and \( \bar{W}_b = \int_0^T e^{-A t} B B^T e^{-A T} dt, \bar{W}_c = \int_0^T e^{-A t} C C^T e^{-A T} dt \). (37)

**Remark 5.** Theorem 2 appears to be a useful tool of designing feedback control laws for choice-based distributed action systems. But it suffers from a critical shortcoming that does not occur in traditional linear systems with single target. Namely, the foregoing feedback controls have singularities at time \( t = T \). This point can be easily verified from the derived control laws in the example studied under Remark 3 by replacing \( T \) with \( (T-t) \) and \( x_0 \) with \( x(t) \). Thus, the controls in (34)-(36) will blow up as \( t \) approaches the terminal time \( T \), although the total control effect on (28) is bounded owing to a cancellation of the singularities with one another. The cause of this problem is due to the nature of the feedback controls defined by (34) which totally ignore the information conveyed by the state trajectory up to time \( t \). Instead, a new open-loop problem is solved for each \( t \) anew, but with a diminishing amount of time to respond. This leads eventually to the singularity in the control.

To address the singularity problem and test the robustness of the feedback system, we propose a hybrid control strategy for linear systems with state disturbances of the form:

\[
\dot{x}(t) = Ax(t) + Bu(t) + Cv(t) + n(t),
\]

where \( n(t) \in \mathbb{R}^n \) is a noise process. The idea is to use the feedback control obtained in Theorem 2 to handle disturbances until some time \( T' < T \) and switch to open-loop control given by (31) and (32) after \( T' \). The threshold time \( T' \) can be determined in principle by solving an optimization problem.

As an example, let us consider the two moving particles introduced in Section II. The target states are given by \([h_0, 0]^T\), for \( i = 1, 2, \cdots N_u \) and \( j = 1, 2, \cdots N_v \). Note that (4) is controllable by both agents, so the set of open-loop optimal controls can be solved utilizing Theorem 1 and is given by

\[
\hat{u}_{oi}(t) = \left[ \frac{-3}{(T-t_0)^2} + \frac{6(t-t_0)}{(T-t_0)^2} \right] e(t_0) + \left[ \frac{-2}{T-t_0} + \frac{3(t-t_0)}{(T-t_0)^2} \right] \dot{e}(t_0) \\
+ \left[ \frac{3}{(T-t_0)^2} - \frac{6(t-t_0)}{(T-t_0)^3} \right] \left[ 2h_{i1} - h_{11} - \frac{1}{N_u} \sum_{k=1}^{N_u} h_{k1} + \frac{1}{N_v} \sum_{j=1}^{N_v} h_{1j} \right]
\]
\[
\dot{v}_{ij}(t) = \left[ \frac{3}{(T-t_0)^2} - \frac{6(t-t_0)}{(T-t_0)^3} \right] e(t_0) + \left[ \frac{2}{T-t_0} - \frac{3(t-t_0)}{(T-t_0)^2} \right] \dot{e}(t_0) \\
+ \left[ \frac{-3}{(T-t_0)^2} + \frac{6(t-t_0)}{(T-t_0)^3} \right] 2h_{ij} - h_{ii} + \frac{1}{N_u} \sum_{i=1}^{N_u} h_{ii} - \frac{1}{N_v} \sum_{k=1}^{N_v} h_{ik} 
\]

(39)

and the feedback controls according to Theorem 2 are

\[
\hat{u}_i(t) = -\frac{3}{(T-t)^2} e(t) - \frac{2}{T-t} \dot{e}(t) + l_u(t),
\]

\[
\hat{v}_j(t) = \frac{3}{(T-t)^2} e(t) + \frac{2}{T-t} \dot{e}(t) + l_v(t),
\]

where

\[
l_u(t) = \frac{3}{(T-t)^2} \left[ 2h_{ii} - \frac{1}{N_u} \sum_{i=1}^{N_u} h_{ii} + \frac{1}{N_v} \sum_{j=1}^{N_v} h_{jj} \right],
\]

\[
l_v(t) = -\frac{3}{(T-t)^2} \left[ 2h_{jj} - \frac{1}{N_u} \sum_{i=1}^{N_u} h_{ii} - \frac{1}{N_v} \sum_{k=1}^{N_v} h_{kk} \right].
\]

To demonstrate the control result, we performed a simulation study for a two-by-two target matrix:

\[
H = \begin{bmatrix}
10 & 0 \\
0 & -10
\end{bmatrix}.
\]

Note that this target matrix is compatible. The starting points of the two particles are (5, 10) and (0, 0) respectively and thus \( e(0) = 5 \). We assume that the terminal time \( T = 1 \) second, the switch time \( T' = 0.6 \) second, and \( n(t) \) is a band-limited white noise.

The motion trajectories of the two agents produced by the primary open-loop control laws derived in Section III along with the said hybrid control laws are shown in Fig. 3. The horizontal distance variations are depicted in Fig. 4. From these figures, it can be seen that with the feedback control laws being utilized in the first 0.6 seconds, the system could reach given target states at terminal time with small deviations. In contrast, the pure open-loop control laws are much sensitive to external disturbances. Last, Fig. 5 indicates that the hybrid controls significantly reduce the control cost.
Fig. 3. Motion trajectories of Alice and Bob respectively.

Blue line: open-loop control;

Red point-line: feedback trajectory segment, red star-line: open-loop trajectory segment.
Fig. 4. Trajectories of the horizontal distances:

\( e_o \) --pure open-loop control; \( e_f \) -- hybrid control.

Fig. 5. Quasi-straight lines show pure open-loop control law pairs and curved lines are control pairs with hybrid control.
V. TARGET-APPROACHING FEEDBACK CONTROL

In this section, we aim to find controls for general target matrices, including those that are not target compatible. Specifically, our objective is to derive optimal feedback controls that minimize a weighted sum of the quadratic terminal state error and the control cost, averaged over all possible choices.

Again, consider an n-dimensional two-agent system (28). Let $x_y(t)$ be the trajectory at time $t$ when the two agents choose $u_i$ and $v_j$ as their control inputs respectively. Let $H$ be the $N_u$-by-$N_v$ target matrix with arbitrary entries. Our objective in this section is to establish a set of control laws such that all $x_y(T)$’s are close to $H_y$ on the average. To this end, define the following cost function

$$J = \int_{t_0}^{T} \left( \frac{1}{N_u} \sum_{i=1}^{N_u} u_i^T(t) u_i(t) + \frac{1}{N_v} \sum_{j=1}^{N_v} v_j^T(t) v_j(t) \right) dt + \frac{f}{N_u N_v} \sum_{i=1}^{N_u} \sum_{j=1}^{N_v} [x_y(T) - H_y][x_y(T) - H_y]$$

(40)

for some positive weighting parameter, $f$.

Using similar argument lines as in the proof of Theorem 1 and 2, we obtained the following result.

**Theorem 3:** For an n-dimensional two-agent system in (28), the controls minimizing the cost function (40) are given by

$$\hat{u}_i = -K_u(t)x(t) + L_u(t),$$

(41)

$$\hat{v}_j = -K_v(t)x(t) + L_v(t),$$

(42)

where

$$K_u(t) = fB^T e^{-A^T t} \left( fW_B + e^{-\left(A+A^T\right)T} \right)^{-1} \left[ I - fW_C \left( e^{-\left(A+A^T\right)t} + f(W_B + W_C) \right) \right] e^{-At},$$

(43)

$$K_v(t) = fC^T e^{-A^T t} \left( fW_B + e^{-\left(A+A^T\right)T} \right)^{-1} \left[ I - fW_B \left( e^{-\left(A+A^T\right)t} + f(W_B + W_C) \right) \right] e^{-At},$$

(44)

$$L_u(t) = -fB^T e^{-A^T t} \left( fW_B + e^{-\left(A+A^T\right)T} \right)^{-1}$$

$$\times \left[ \frac{f}{N_u N_v} W_C \left( e^{-\left(A+A^T\right)t} + f(W_B + W_C) \right)^{-1} e^{-AT} \sum_{k=1}^{N_u} \sum_{j=1}^{N_v} H_{kj} - \frac{e^{-AT}}{N_v} \sum_{j=1}^{N_v} H_{yj} \right],$$

(45)
\[ L_y(t) = -fC^T e^{-A'T} \left( fW_C + e^{-(A'+A')T} \right)^{-1} \]
\[ \times \left[ \frac{f}{N_u N_v} W_B e^{-(A'+A')T} + f(W_B + W_C) \right]^{-1} e^{-AT} \sum_{i=1}^{N_u} \sum_{k=1}^{N_v} H_{ik} - e^{-AT} \sum_{i=1}^{N_u} \sum_{j=1}^{N_v} H_{ij} \right]. \] (46)

**Proof:** Define the following Hamiltonian
\[ \Gamma = \frac{1}{N_u} \sum_{i=1}^{N_u} u_i^T(t)u_i(t) + \frac{1}{N_v} \sum_{j=1}^{N_v} v_j^T(t)v_j(t) + \sum_{i=1}^{N_u} \sum_{j=1}^{N_v} \lambda_i(t)^T (Ax(t) + Bu(t) + Cv_j(t)), \] (47)
in which \( \lambda_i \in \mathbb{R}^n \) (\( i = 1, 2, \cdots, N_u \), \( j = 1, 2, \cdots, N_v \)). According to similar approaches used in the proof of Theorem 1, we obtain the following equalities:
\[ \lambda_i(t) = e^{-A'(T-t)} \lambda_i(t_0) \] (48)
and
\[ u_i = -\frac{1}{2} N_u B^T e^{-A'(T-t_0)} P_i, \quad v_j = -\frac{1}{2} N_v C^T e^{-A'(T-t_0)} Q_j, \] (49)
where
\[ P_i = \sum_{j=1}^{N_v} \lambda_j(t_0), \quad Q_j = \sum_{i=1}^{N_u} \lambda_i(t_0). \] (50)

We claim that the controls in (49) minimize the Hamiltonian, since the second order partial derivatives of \( \Gamma \) with respect to \( u_i \) and \( v_j \) are easily verified to be positive-definite. Hence, the remaining task is to calculate explicit expressions for \( P_i \) and \( Q_j \). To this end, first by combining (49) and system equation (28) we solve the terminal state at \( T \) as follows
\[ x_y(T) = e^{A(T-t_0)} x(t_0) - \left( \frac{N_u}{2} e^{AT} W_B e^{A'T} P_i + \frac{N_v}{2} e^{AT} W_C e^{A'T} Q_j \right) \] (51)
with \( W_B \) and \( W_C \) defined in (33).

According to the transversality condition (refer to \([1]\)), we have
\[ \lambda_y(T) = \frac{\partial}{\partial x_y(T)} \left\{ \frac{f}{N_u N_v} \sum_{i=1}^{N_u} \sum_{j=1}^{N_v} \left[ x_y(T) - H_{ij} \right] \left[ x_y(T) - H_{ij} \right]^T \right\} \]
\[
\frac{2f}{N_uN_v} \left[ x^T_y(T) - H^T_y \right].
\] (52)

From (48), we know that
\[
\lambda_y(T) = e^{-A^T(T-t_0)\lambda_y(t_0)}
\] (53)
which when compared with (52) yields
\[
\lambda_y(t_0) = \frac{2fe^{A^T(T-t_0)}}{N_uN_v} \left[ x^T_y(T) - H^T_y \right].
\] (54)

Furthermore,
\[
\sum_{i=1}^{N_u} P_i = \sum_{j=1}^{N_v} Q_j = \sum_{i=1}^{N_u} \sum_{j=1}^{N_v} \lambda_y(t_0) = \frac{2f}{N_uN_v} e^{A^T(T-t_0)} \left[ \sum_{i=1}^{N_u} \sum_{j=1}^{N_v} x^T_y(T) - \sum_{i=1}^{N_u} \sum_{j=1}^{N_v} H^T_y \right].
\] (55)

Combining (51) and (55), we obtain
\[
\sum_{i=1}^{N_u} \sum_{j=1}^{N_v} x^T_y(T) = N_uN_v e^{A(T-t_0)} x(t_0) - fe^{AT} (W_B + W_C) e^{A^T} \left[ \sum_{i=1}^{N_u} \sum_{j=1}^{N_v} x^T_y(T) - \sum_{i=1}^{N_u} \sum_{j=1}^{N_v} H^T_y \right],
\] from which we solve that
\[
\sum_{i=1}^{N_u} \sum_{j=1}^{N_v} x^T_y(T) = e^{-A^T} \left[ e^{(A+A^T)^T} + f(W_B + W_C) \right] \left[ N_uN_v e^{-A(t_0)} x(t_0) + f(W_B + W_C) e^{A^T} \sum_{i=1}^{N_u} \sum_{j=1}^{N_v} H^T_y \right].
\] (56)

To obtain the optimal controls, we need to solve for \( P_i \) and \( Q_j \), which are specified by the following calculations:
\[
P_i = \sum_{j=1}^{N_v} \lambda_y(t_0) = \frac{2fe^{A^T(T-t_0)}}{N_uN_v} \sum_{j=1}^{N_v} \left[ x^T_y(T) - H^T_y \right]
\]
\[
= \frac{2f}{N_uN_v} e^{A^T(T-t_0)} \left[ \sum_{j=1}^{N_v} e^{A(T-t_0)} x(t_0) - \frac{N_v}{2} e^{AT} W_B e^{A^T} \sum_{j=1}^{N_v} Q_j - \frac{N_v}{2} e^{AT} W_C e^{A^T} \sum_{j=1}^{N_v} H^T_y \right] - \sum_{j=1}^{N_v} H^T_y\]
\[
= \frac{2f}{N_uN_v} e^{A^T(T-t_0)} \left[ N_v e^{A(T-t_0)} x(t_0) - \frac{N_v}{2} e^{AT} W_B e^{A^T} \sum_{j=1}^{N_v} Q_j - \frac{N_v}{2} e^{AT} W_C e^{A^T} \sum_{j=1}^{N_v} H^T_y \right]
\]
\[
= \frac{2f}{N_uN_v} e^{A^T(T-t_0)} x(t_0) - \frac{N_v}{2} e^{AT} W_B e^{A^T} P_i.
\]
\[-\frac{f}{N_u} e^{AT} W C e^{AT} \left( \sum_{k=1}^{N} \sum_{j=1}^{N} x_{ij}(T) - \sum_{k=1}^{N} \sum_{j=1}^{N} H_{kj} \right) - \sum_{j=1}^{N} H_{jj} \]

\[= \frac{2f}{N_u N_v} e^{A(T-t_0)} \left( N_v e^{A(T-t_0)} x(t_0) - \frac{N_v N_u}{2} e^{AT} W_B e^{AT} P \right) \]

\[-\frac{f}{N_u} e^{AT} W C \left[ e^{-(A+\hat{A})^T} + f(W_B + W_C) \right] \left[ \sum_{k=1}^{N} \sum_{j=1}^{N} x_{ij}(T) - \sum_{k=1}^{N} \sum_{j=1}^{N} H_{kj} \right] - \sum_{j=1}^{N} H_{jj} \]  \hspace{1cm} (57)

Now the only unknown variable in (57) is $P$, and can be solved by

\[P_i = \frac{2f}{N_u N_v} e^{AT} \left( \sum_{k=1}^{N} \sum_{j=1}^{N} x_{ij}(T) - \sum_{k=1}^{N} \sum_{j=1}^{N} H_{kj} \right) \]

Similarly, we get that

\[Q_j = \frac{2f}{N_u N_v} e^{AT} \left( \sum_{k=1}^{N} \sum_{j=1}^{N} x_{ij}(T) - \sum_{k=1}^{N} \sum_{j=1}^{N} H_{kj} \right) \]

Substituting the above two equality into (49) and replacing $t_0$ by $t$ yields the optimal controls in Theorem 3

where $\bar{W}_B$ and $\bar{W}_C$ are defined in (37).

\[\Box\]

Remark 6. It is worth pointing out that the target states here can be arbitrarily chosen. So the results in Theorem 3 are more generic than those obtained in former sections. Further, if $f$ is large enough, i.e., if $f \bar{W}_B \gg e^{-(A+\hat{A})^T}$, $f \bar{W}_C \gg e^{-(A+\hat{A})^T}$, the optimal controls will be specified by:

\[\hat{u}_i = -B^T K(t)x(t) + L_u(t), \]  \hspace{1cm} (60)

\[\hat{v}_j = -C^T K(t)x(t) + L_v(t), \]  \hspace{1cm} (61)

where
\begin{align}
K(t) & \approx e^{-At}(\mathbf{W}_b + \mathbf{W}_c)^{-1}e^{-AT} \\
L_{ui}(t) & \approx -B^Te^{-AT}e^{-AT}\mathbf{W}_b^{-1}\left[ \frac{\mathbf{W}_c(\mathbf{W}_b + \mathbf{W}_c)^{-1}e^{-AT}}{N_uN_v} \sum_{k=1}^{N_v} \sum_{j=1}^{N_v} H_{ij} - \frac{e^{-AT}}{N_v} \sum_{j=1}^{N_v} H_{jj} \right], \\
L_{uj}(t) & \approx -C^Te^{-AT}e^{-AT}\mathbf{W}_c^{-1}\left[ \frac{\mathbf{W}_b(\mathbf{W}_b + \mathbf{W}_c)^{-1}e^{-AT}}{N_uN_v} \sum_{i=1}^{N_u} \sum_{k=1}^{N_v} H_{ik} - \frac{e^{-AT}}{N_u} \sum_{i=1}^{N_u} H_{ii} \right].
\end{align}

If the target states satisfy the constraint in (9), namely, \( H_{ij} = H_{jj} = H_{ij}' = H_{jj}' \) and if \( i' = j' = 1 \), then (63) and (64) reduce to

\begin{align}
L_{ui}(t) & \approx B^Te^{-AT}\left[ \mathbf{W}_b^{-1}e^{-AT}H_{11} + (I + \mathbf{W}_b^{-1}\mathbf{W}_c)\left( \mathbf{W}_c^{-1}e^{-AT}\sum_{j=1}^{N_v} \frac{H_{1j} - H_{11}}{N_v} - \mathbf{W}_b^{-1}e^{-AT}\sum_{k=1}^{N_v} \frac{H_{k1}}{N_u} \right) \right], \\
L_{uj}(t) & \approx C^Te^{-AT}\left( \mathbf{W}_c^{-1}e^{-AT}H_{1j} + (I + \mathbf{W}_b^{-1}\mathbf{W}_c)\left( \mathbf{W}_b^{-1}e^{-AT}\sum_{i=1}^{N_u} \frac{H_{1i} - H_{11}}{N_u} - \mathbf{W}_c^{-1}e^{-AT}\sum_{k=1}^{N_v} \frac{H_{ik}}{N_v} \right) \right). 
\end{align}

Note that the right hand side of (62), (65) and (66) are exactly the same as (35)-(36) in Theorem 2.

**Remark 7.** Under the feedback controls (41) and (42), the system evolves along the optimal trajectory \( \mathbf{x}_y(t) \) with dynamics:

\[ \dot{\mathbf{x}}_y(t) = \left[ \mathbf{A} - B\mathbf{K}_a(t) - C\mathbf{K}_v(t) \right]\mathbf{x}_y(t) + B\mathbf{L}_{ui}(t) + C\mathbf{L}_{uj}(t). \]

When \( f \) is large enough, the final state of the system at the terminal time, \( T \), can be represented by

\[ \mathbf{x}_y(T) \approx \frac{1}{N_u} \sum_{i=1}^{N_u} \mathbf{H}_{ij} + \frac{1}{N_v} \sum_{j=1}^{N_v} \mathbf{H}_{jj} - \frac{1}{N_uN_v} \sum_{i=1}^{N_u} \sum_{j=1}^{N_v} \mathbf{H}_{ij}. \]

The collection of final states correlate with the set of target states in the following way

\[ \sum_{i=1}^{N_u} \sum_{j=1}^{N_v} \mathbf{x}_y(T) \approx \sum_{i=1}^{N_u} \sum_{j=1}^{N_v} \mathbf{H}_{ij}. \]

This point can also be observed from (56) directly. Again, if \( \mathbf{H}_{ij} - \mathbf{H}_{ij}' = \mathbf{H}_{jj} - \mathbf{H}_{jj}' \) is satisfied, (67) yields the expected result \( \mathbf{x}_y(T) \approx \mathbf{H}_{jj} \).
VI. CONCLUSIONS

In the present paper we have investigated the design problem of affine choice-based action systems in which multiple agents cooperatively apply controls based on their independent choices. A systematic design methodology for optimal target-achieving control of general multi-agent affine systems has been established. In the meanwhile, we have derived a set of optimal target-approaching controls, which can be seen as a general solution for targeting arbitrary states in finite time with minimum average control cost. It is shown in these results that the average control cost is closely related to the cardinality of each set of control choices, number of agents, distances between the given target states and the initial state, and the level of asymmetry of the given terminal states in their spatial distribution.

It is worth mentioning that the solution to the stated problem is based on the assumption that the system is controllable by each agent individually. If the system under investigation is not individually controllable but jointly controllable, the problem remains unsolved. What seems apparent in this case is that some level of communication on the choice information would need to be made by the agents. The framework described in [23], [25] and [26] then become relevant.
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