Fractal landscape dynamics in dense emulsions and stock prices
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Many soft and biological materials display so-called ‘soft glassy’ dynamics; their constituents undergo anomalous random motion and intermittent cooperative rearrangements. Stock prices show qualitatively similar dynamics, whose origins also remain poorly understood. Recent simulations of a foam have revealed that such motion is due to the system evolving in a high-dimensional configuration space via energy minimization on a slowly changing, fractal energy landscape. Here we show that the salient geometrical features of such energy landscapes can be explored and quantified not only in simulation but empirically using real-world, high-dimensional data. In a mayonnaise-like dense emulsion, the experimentally observed motion of oil droplets shows that the fractal geometry of the configuration space paths and energy landscape gives rise to the anomalous random motion and cooperative rearrangements, confirming corresponding simulations in detail. Our empirical approach allows the same analyses to be applied to the component stock prices of the Standard and Poor’s 500 Index. This analysis yields remarkably similar results, revealing that stock return dynamics also appear due to prices moving on a similar, slowly evolving, high-dimensional fractal landscape.

I. INTRODUCTION

Despite the deterministic nature of classical physics, the world around us appears filled with random motion. The random Brownian motion of microscopic particles is due to ‘noise’—the collisions of molecules in incessant thermal motion [1]. The random motion of weather systems has a different origin, deterministic chaos, due to the dynamical evolution of their unstable equations of motion [2]. The random motion of foraging animals such as squirrels forms a third, distinct type of random motion, a Lévy walk, containing occasional large displacements [3]. The focus of this work is a class of systems, including foams, emulsions, pastes, and cytoskeletal structures that display strikingly similar ‘soft glassy’ dynamics [13], that appears distinct from the three types of random motion described above. These systems have in common strongly interacting and slowly changing constituents forming a soft solid, with structural disorder and often negligible noise, that display super-diffusive motion, non-Gaussian random displacements and intermittent cooperative motion (sometimes called ‘avalanches’). Historically, models of stock price motions have compared them variously to Brownian motion [9] [10], chaotic motion [11] [12], and Lévy processes [13], with varying degrees of success. We will claim that stock price motions more closely resemble soft glassy dynamics.

A 2016 simulation study [14] of a foam was able to reproduce the major features of soft glassy dynamics with a strikingly simple model, and provided insights into the physical and mathematical origins of the observed phenomena. The model essentially consisted of an energy function that treated the bubbles as frictionless, compressible and polydisperse spheres. The bubbles’ positions evolved simply according to minimization of total system energy; the bubbles had no inertia, nor was any thermal noise present. Motion was triggered solely by the destabilization of energy minima due to the slow evolution of the bubble radii (mimicking Ostwald ripening). Analysis of the simulation revealed a highly complex emergent geometry for the resulting potential energy landscape, a hypersurface describing the system’s total energy spanning a high-dimensional space of all droplet coordinates. In particular, the unusual random dynamics of this soft glass model were closely related to the tortuous fractal geometry of the landscape which constrained the configuration path, with ripening’s role being only to steadily destabilize shallow energy minima to allow droplet rearrangements. For this reason, we call such motion constrained by a landscape with emergent fractal geometry fractal landscape dynamics.

The idea that soft glassy phenomena in general are due to fractal landscape dynamics remains essentially untested in experiment. For one, it is not obvious how to explore the geometry of an abstract high-dimensional energy landscape using imperfect and noisy empirical data. Moreover, for systems without a known interaction energy model, it is not clear how to test these ideas using simulation. Here we show how relevant features of the configuration space trajectory and energy landscape can be determined using empirical high-dimensional data such as from multiple particle tracking experiments. Ap-
plied to an index- and density-matched dense emulsion, imaged using confocal microscopy, we find that the high-dimensional geometry closely matches the predictions of the earlier simulations. In particular, we find that the droplets’ super-diffusive exponent and power-law rheology exponents are related to the configuration space path’s fractal dimension, that the non-Gaussian displacements of the particles are related to the anisotropy of the path directions (and landscape ‘easy’ directions), and that energy minima along the path are themselves formed into fractal clusters, which give rise to the heavy-tailed amplitude distribution for cooperative rearrangements.

Our empirical approach also allows us to probe the high-dimensional landscape geometry in another system with apparent soft glassy dynamics, but which lacks a known ‘energy’ model—stock prices. We apply our high-dimensional analysis to the price movements of component stocks within the SP500 index, in particular the portion of those motions that is uncorrelated with the price of the index itself. Remarkably, we find very similar geometry for the high-dimensional logarithmic price path and minima clustering, only with different exponents than the emulsion case. Fractal dynamics provides an explanation for the unusual non-Gaussian distribution of stock returns, and the cooperative returns’ underlying spikes in volatility. This picture suggests that the market moves continuously between transient, shallow price equilibria, while highly constrained by a competitive landscape with emergent fractal geometry.

II. EXPERIMENTAL APPROACH

While studying the shape of a fractal curve in a configuration space having hundreds of dimensions may seem daunting, we will use three readily understandable geometrical analyses, sketched in Fig. 1. In practice, we will also find that each of these geometrical features relates to one or more unexplained features of the system’s dynamics. First, we will assess the path’s tortuosity on different length-scales. As shown in Fig. 1a, we will consider random pairs of points on the path, and compute both the high-dimensional Euclidean distance between them, \( \Delta R(t, \tau) = ||\vec{R}(t + \tau) - \vec{R}(t)|| \), and the contour distance (or path length) between them, \( \Delta s \). Comparing these two distances (averaged over many pairs of points) reports how tortuous the curve is, often quantified with a fractal dimension, \( D_f \). Second, we will consider the directions taken by the path as it meanders through space. As in Fig. 1b, by studying the angular distribution of the path directions we will determine if the directions are random (isotropic in configuration space), or restricted to a smaller range of directions, as often the case for fractal curves. Third, we will examine the clustering of the stable equilibria points that the path runs between. Specifically, as in Fig. 1c, we will measure the distribution of distances between the equilibria, \( P(\Delta R) \). If the minima are clustered to form a fractal themselves, the distribution will show a power-law form. Together, these measures provides a detailed fingerprint of the high-dimensional fractal geometry of the configuration space path and its minima as the system moves over the landscape.

Following the configuration of a soft glassy material through its high-dimensional configurations space requires dynamical tracking of the droplets in three dimensions. We formulated a transparent dense emulsion by making the droplets have the same index of refraction as the liquid in which they were suspended. To minimize gravity effects, we also matched the mass density of the two phases to roughly 1 part in 1000. This was achieved

![Figure 1](https://via.placeholder.com/150)
by using four liquids, two non-polar ones (1-bromohexane and octane) to make up the droplets, and two polar ones (formamide and water) to form the connected phase. The droplets were stabilized with a polymeric surfactant to prevent coalescence. The emulsion was prepared using a commercial homogenizer, with the volume fraction of droplets ($\phi \approx 0.80$) slightly above the jamming threshold, giving it a mayonnaise-like consistency.

Four dimensional (xyzt) imaging of the emulsion in a sealed chamber was performed using a high-speed laser-scanning confocal microscope, imaging fluorescein dye dissolved in the connected phase. A typical image is shown in Fig. 1d. The time-dependent droplet positions and radii were determined using custom-written software [15, 16]. A reconstruction is shown in Fig. 1e. As they age, foams and dense emulsions evolve to a steady state termed dynamical scaling [17] where the shape of the droplet size distribution becomes independent of time, while the mean droplet size increases as a function of sample age. Our samples were allowed to age for 7 hours prior to data acquisition, allowing the system to reach dynamical scaling [18] (see SI Appendix, Fig. 6) and slow down to the point that the droplets’ motion was easily followed. The experimental results were compared to a simulation using a previously published approach [14] based upon frictionless, compressible spheres [19–21] whose radii slowly evolve due to quasi-static ripening. See SI Appendix for further details of the experimental setup and simulation.

III. SUPER-DIFFUSION AND VISCOELASTICITY DUE TO FRACTAL PATHS.

The motion of the droplets in our dense emulsion is complex and intermittent. The droplets are nearly motionless except for abrupt motions, or avalanches, where localized collections of droplets move, typically by a fraction of a their radius, see SI Appendix, Movie 1. To quantify this motion, we will first compute the droplets mean-squared displacement (MSD), $\langle \Delta r^2(\tau) \rangle = \langle \Delta x^2(\tau) \rangle + \langle \Delta y^2(\tau) \rangle$, where $x$ and $y$ are droplet positions in the horizontal plane, $\tau$ is the lag (or waiting) time and $\langle \cdot \rangle$ denotes an average over multiple droplets and time. Except where noted otherwise, we consider only the $x$ and $y$ coordinates because of their lower measurement error without loss of generality, due to the isotropy of our system. The observed MSD has a super-diffusive form, $\langle \Delta r^2(\tau) \rangle \sim \tau^a$, with $a = 1.38 \pm 0.02$, Fig. 2a. The origin of such random motion is not at all obvious. Other properties of the bubble motion (discussed in a later section) are inconsistent with existing models for super-diffusion, such as Lévy walks or chaotic advection [3, 22, 23], or fractional Brownian motion [24]. We do find that smaller droplets move faster than larger droplets (SI Appendix, Fig. 6) consistent with the material acting as a fluctuating mechanical continuum [25].

In an earlier study we showed that super-diffusion in an SGM model was due to the system following a fractal curve in configuration space [14]. To test that idea with empirical data, we consider a 775-dimensional path constructed from the experimental $x(t)$ and $y(t)$ coordinates of all the droplets. Then, as sketched in Fig. 1a, we consider ‘fragments’ of the path spanning be-
tween all pairs of observed configurations, and compute the ‘size’ $\Delta R$ and ‘mass’ $\Delta s$ of the path fragment. Details of how we reliably compute both the Euclidean distance $\Delta R$ and the contour length $\Delta s$ from noisy experimental data are given in SI Appendix, Fig. 8. Figure 2b shows that these two measures scale with each other obeying a power-law relationship, $\Delta R^2 \sim \Delta s^c$, with $c \approx 1.41 \pm 0.03$. Mathematically, this confirms that the configuration path is a fractal with a corresponding fractal dimension $D_f = 2/c = 1.42 \pm 0.03$, such that mass $\sim (\text{size})^D$. Simulations show essentially indistinguishable behavior (SI Appendix, Fig. 8).

The relationship between the droplet super-diffusion and the fractal scaling is easy to understand. The configuration path is parameterized by both time $t$ and contour distance $s$. While intermittent dynamics causes $s$ to increase by varying amounts in a single $t$ interval, the corresponding differences in these variables, $\Delta s$ and $\Delta t$, are proportional on average, Fig. 2c. This linear correlation indicates that the high-dimensional mean-squared displacement $\Delta R^2$ will show the same power-law scaling, $\sim \Delta s^c$ and $\sim \Delta t^\beta$. Because the individual droplet trajectories are just projections of the configuration space path to lower dimensions, the conventional MSD, $\langle \Delta r^2(\tau) \rangle$, shows the same power-law scaling as well—super-diffusion with the observed exponent satisfying $\alpha \approx c$.

Lastly, the earlier study [14] also predicted a link between the fractal dimension of the configuration path and the material’s power-law viscoelasticity, $G^s(\omega) \sim \omega^{\beta}$, where $\omega$ is the frequency. Specifically, it predicted the relation $\beta = D_f^{-1} - 0.5$. This corresponds to $\beta = 0.20 \pm 0.02$ for the experimental $D_f$ and is consistent with direct measurements of the rheology of age-matched emulsions, Fig. 2d, which show $\beta = 0.19 \pm 0.03$. This confirms that the previously unexplained power-law viscoelasticity of SGMs [20] is also a result of the emergent fractal geometry of the configuration path.

IV. ANOMALOUS DISPLACEMENTS DUE TO LANDSCAPE ANISOTROPY.

A second anomalous feature of soft glassy dynamics can be seen in the probability distribution of random displacements that occur in a given lag time, Fig. 3a, termed the van Hove self-correlation function. For normal random walks, this distribution has a Gaussian shape. The distribution we find here is distinctly non-Gaussian and heavy tailed—large displacements are much more probable than for a Gaussian distribution with the same width. We find that the displacements are well fit for small values by the Lévy alpha-stable distribution, often called the stable distribution (SD), a family of transcendental functions containing the Gaussian function. The SD has power-law tails, with an exponent controlled by the ‘stability parameter’ $\alpha$, and so contains arbitrarily large (positive and negative) values. In contrast, empirically measured distributions are typically ‘truncated’ because very large displacements are physically impossible. Indeed, we find empirically that our displacement data are well fit by an exponentially truncated stable distribution (ETSD), see Fig. 3a. The ETSD satisfies $\text{ETSD}(x, \alpha) = A(\text{SD}(x, \alpha)\exp(-|x|/\lambda))$, where $\lambda$ is a truncation length and $A$ is a normalization constant. Notably, simulation data can also be well fit to the same ETSD form (SI Appendix, Fig. 7). As seen in SI Appendix, Fig. 11, the value of the stability parameter $\alpha$ increases with $\tau$, with an upturn at short $\tau$. Simulations reproduce similar values of $\alpha$ and upturn, but not the short $\tau$ upturn; analysis indicates the upturn is partially due to measurement error and partially due to viscous effects, neither of which is present in the simulation.

As previously with super-diffusion, the physical origin of the non-Gaussian displacements in SGMs is not obvious. The $\tau$-dependence of the shape of the displacement distribution allows us to screen different models. While Lévy walk processes both super-diffuse and can have displacement distributions that resemble truncated stable distributions, their MSD exponent is related to their displacement distribution [25] via $\alpha = 3 - \alpha$. This predicts a $\tau$ independent value $\approx 1.65$ in our case, which is obviously not consistent with the data. Likewise, fractional Brownian motion [24] is super-diffusive, but has a Gaussian van Hove correlation, $\alpha = 2$.

Alternatively, literature models can also predict such heavy-tailed displacement distributions [27] [28]. These argue that a localized droplet rearrangement event creates a predominantly quadrupolar distortion field, which in three dimensions displaces other distant particles in a manner that falls off with distance $\sim \tau^{-2}$. In this picture, $\lambda$ would be the typical displacement of a particle undergoing a rearrangement, and the progressively larger numbers of particles at larger distance from the rearrangement would give rise to a power-law tail for values less than $\lambda$, with a form $\sim \Delta x^{-2.5}$, corresponding to $\alpha \approx 1.5$. While more complicated models with spatially extended, non-quadrupolar deformation fields might lead to a slightly different $\alpha$ value, the $\tau$ dependence we observe is clearly at odds with the simplest model.

We have found that the heavy-tailed van Hove correlation is closely related to the anisotropy of the configuration space path, as sketched in Fig. 1b. That is, the path taken by the system is not random in directions in configuration space, as might be supposed. We characterize the directions of high-dimensional vectors by converting them to unit length vectors, and then examine the distribution of their vector components, $U_i(t, \tau) = (R_i(t + \tau) - R_i(t))/\Delta R(t, \tau)$. We consider only the $y$ coordinates to calculate $U_i$ since they display the least drift over time. If the original vectors were randomly directed, then this distribution must be very nearly a Gaussian. We analyze the end to end directions of path fragments in this way, for a given value of $\tau = 34 \text{ min}$, Fig. 3b, which displays minimal perturbations from measurement error. The resulting distribution
FIG. 3. Probability distributions, or van Hove functions, of droplet displacements are non-Gaussian in both real space and high-dimensional space. (a) The van Hove function of individual droplet displacements for \( \tau = 2, 8, 16, 34, 68, \) and 140 minutes (bottom to top). Solid black curves represent the best fit ETSD for each \( \tau \), grey curves show the best fit SD, and the dashed curve is a best fit Gaussian distribution for \( \tau = 2 \) minutes. (b) The van Hove function of the components of high-dimensional displacement unit vectors, \( U_i \), for \( \tau = 34 \) minutes. Black curve is a best fit ETSD to the data. The red curve shows a simple model for the data based on \( N \) uncorrelated components with the same ETSD as the data, and the purple curve shows a similar model but with a Gaussian distribution of \( N \) components.

is highly non-Gaussian (direct evidence of anisotropy), varies only slightly with \( \tau \), and unexpectedly can be fit by an ETSD form very similar to the van Hove distribution, with \( \alpha \approx 1.61 \). The directions taken by fractal curves such as the configuration path and branching fractals often display anisotropy (non-random directionality) that is invariant over length-scales. Such direction distributions are another property of a fractal—two fractals may have the same fractal dimension, \( D_f \), and yet appear very different because of differences in their directionality or branching. We hypothesize that the anisotropy of the configuration space path is another emergent fractal property and presumably related to the geometry of the ‘valleys’ in the underlying energy landscape.

Naively, we might suppose that, as with the droplet MSDs, here the ETSD form of the particle van Hove correlation is merely a projection of the high-dimensional unit vector components, and that the two distributions might have the same shape and \( \alpha \) values. This turns out not to be the case. A simple model for a high dimensional unit vector would be to generate a set of \( N \) uncorrelated random components having the same distribution as the van Hove distribution, and then to normalize its length. Analysing the anisotropy of an ensemble of such unit vectors yields a heavy-tailed distribution that closely resembles, but subtly differs from the experimental data. The failure of this construction to yield isotropic unit vectors is a consequence of Lévy statistics (a Gaussian van Hove distribution would yield isotropic unit vectors in this construction). The key difference from the experiment is that this simple model assumes droplet displacements are completely uncorrelated, while the trajectories of pairs of droplets are slightly correlated (either positively or negatively) in a complex, spatially varying manner we will examine in the next section. Still, the near agreement of this simple uncorrelated model with the data suggest that the cooperative motion of droplets is not responsible for the high-dimensional anisotropy and heavy tails in the van Hove, as might have been supposed, but merely perturbs both distributions.

V. AVALANCHES DUE TO FRACTAL CLUSTERING OF MINIMA.

The motion of droplets in an SGM appears intermittent and highly cooperative, with many particles moving abruptly at the same time. A simple way to quantify such cooperativity is to count how many droplets move more than a threshold amount in a time interval. A threshold of \( \lambda/2 \) should isolate those droplets undergoing the largest rearrangements. We choose a lower threshold \( \lambda/2 \) for improved statistics. Figure 4a shows the number of droplets that move more than that threshold, \( N_{\lambda/2}(t) \), in the time interval between consecutive image scans, as a function of time. This function shows large peaks at times when many droplets make large motions. Moreover, a plot of the probability distribution \( P(N_{\lambda/2}) \) in Figure 4a(inset) shows a heavy-tailed form, varying as \( P(N_{\lambda/2}) \sim (N_{\lambda/2})^{-1.4} \). If every particle moved independently of the others, this distribution would have a different (binomial) distribution. Based on the idea that cooperativity consists of some rearrangements triggering others, such large, power-law distributed rearrangement events are commonly called avalanches, analogous to those in snow or sand.

A common method to visualize the spatial arrangement of such rearrangements is to prepare a movie that renders only the most mobile droplets, for example using a threshold such that 5% of droplets appear on a
Again returning to the high-dimensional analysis, we seek to understand what features of the energy landscape give rise to avalanche-like cooperative dynamics. Notably, we find that avalanches correspond to large high-dimensional Euclidean displacements, $\Delta R$, between two consecutive points in configuration space. In fact, the two measures of avalanche size are proportional: $\Delta R^2 \propto N_{\lambda/2}$, as shown in Fig. 4d. Since the $N_{\lambda/2}$ values are power-law distributed, this correlation implies that $\Delta R^2$ should be as well; indeed, we find $P(\Delta R^2) \sim (\Delta R^2)^{-1.4}$, shown in Fig. 4e.

Recall that the emulsion relaxes rapidly from one stable energy minimum (where the forces between droplets are in balance) to another, spending most of its time arrested at a minimum. As a result, experimental observations should typically correspond to energy minima. Thus, the measured $P(\Delta R^2)$ between consecutive images may effectively be reporting the distribution of distances between minima of the energy landscape itself, as sketched in Fig. 1c. Of course, multiple avalanches may occur between (or during) microscope scans of the sample, so the $\Delta R^2$ between measurements may ‘skip’ some closely spaced minima. Matched simulations confirm this idea, and shows that the limited temporal sampling rate of the experiments does not significantly alter the power-law exponent of $P(\Delta R^2)$. Indeed, measurements of $\Delta R^2$ between consecutive energy minima in the simulation yield very similar results to the experimental $P(\Delta R^2)$, at least for the largest $\Delta R^2$, see Fig. 4e.

The observed power-law distribution of distances between minima $\Delta R^2$ is unusual. Were the energy minima distributed randomly along the path, the corresponding distribution would have an exponential form. Rather than being random, the power-law distribution of $\Delta R^2$ indicates that the energy minima along the path are clustered, and that these clusters have a fractal structure. In an earlier study, we found that minima are preferentially located in regions of configuration space where the energy landscape is almost flat on longer lengthscales [14]. Thus, the observed fractal distribution of energy minima, that is responsible for the heavy-tailed distribution of avalanche sizes, is likely a manifestation of the underlying fractal structure of the energy landscape itself, a feature observed theoretically in disordered systems in high dimensions [30–35].

VI. LANDSCAPE DYNAMICS OF STOCK PRICES.

The random fluctuations of stock prices have previously been compared to several different random processes, many of them drawn from statistical physics. The Black-Scholes equation [9, 10] is a modified Langevin equation similar to that describing Brownian motion. Other authors have compared price motions to the deterministic chaos of turbulent fluid flow [11, 12] or Lévy processes [13] with varying degrees of success. Still oth-
FIG. 5. (a) Scatter plot of the high-dimensional price returns and contour distance between pairs of configurations. Line is a power-law fit with slope of 1.02 to the data after smoothing (orange circles). (b) van Hove function of individual stock price returns for $\tau = 13$ days. Curves show the best fit ETSD (solid black), SD (solid grey) and Gaussian (dashed grey). (c) van Hove function of the components of high-dimensional displacement unit vectors for $\tau = 13$ days. Curves show the best fit ETSD (black), a model based on ETSD uncorrelated components (red), and a similar model based on Gaussian distributed uncorrelated components (purple). (d) Number of stocks with $\Delta p > \lambda_p/2$ each day. Inset shows the probability distribution of $N_{p,\lambda^2}$, which follows a power law with slope of $-1.6 \pm 0.1$. (e) Linear scaling of $N_{p,\lambda^2}$ and $\Delta P^2$ at $\tau = 1$ day. Dashed line is a fit with slope of 0.97 to the data after smoothing (black circles). (f) Probability distribution of $\Delta P^2$ at $\tau = 1$ day also follows a power law with slope of $-1.6 \pm 0.1$.

ers have compared the price motion to the avalanches in self-organized criticality (SOC) models [36, 37] or recently, the many-body fluctuations of soft matter systems [38]. Typically, the price motions resemble the physical processes in some ways, and not in others [12, 39], and it is often difficult to relate these findings to traditional concepts in economics theory.

Here we argue that the price motions of the component stocks of the SP500 index closely resemble the above described motion of droplets in SGMs, including similar features in a high-dimensional ‘price configuration space’. Stock price motions have previously been shown to be heavy-tailed [40,43], and to be prone to avalanche-like cooperative moves [36,38]. Classically, the fluctuating price of a single stock is considered to be the result of a simple equilibrium between supply and demand for stocks of that one company. Our findings suggest instead that the price making process is high-dimensional, consisting of many different companies competing for the same funds, with trading seeking to maximize total market value, perhaps akin to droplets exchanging elastic energy to minimize total energy. We can probe the geometry of such a hypothetical high-dimensional ‘value landscape’ by examining the price motions in high-dimensional space and find, remarkably, that the value landscape has an emergent fractal geometry similar to the energy landscape of SGMs.

We considered the daily closing price data for the component companies of the Standard and Poor’s 500 index (SP500) over the decade spanning from January 2007 to December 2016. We remove those companies that were dropped or added to the index during this interval, as well as those with infrequent trading, leaving an ensemble of 304 companies. These price trajectories were corrected for splits, converted to logarithmic prices, with returns being the difference in log price during a time interval, typically one trading day. Unlike the SGM case, we find that the return trajectories for different stocks are highly correlated with one another; which has been attributed to the correlated demand created by trading of SP500 index funds (see SI Appendix, Fig. 10 for correlation analysis). These correlations are termed index cohesive and adhesive effects, respectively, with the ‘market mode’ effect being responsible for most of the correlation between component stock returns [44,45]. Since we are not interested here in the dynamics of the index, which has been studied by others [48, 49], we remove the market mode from the component stock prices by linear regression (see SI Appendix). This results in an ensemble of ‘corrected’ log prices that have about half the fluctuation variance or
‘power’ compared to the original prices and are uncorrelated with the index price (by construction). Consistent with our hypothesis, the motion of these prices is both positively and negatively correlated with one another in a manner that closely resembles that seen in the SGM droplet trajectories. This log price ensemble is then linearly detrended to remove its center of mass motion (due to secular growth of the market) and the resulting 304 time-dependent log price trajectories, \( p_i(t) \), are then analyzed as if they were droplet coordinates.

The geometry of the SP500 index components’ path in the 304-dimensional ‘price space’ was analyzed by comparing the high-dimensional Euclidean distance, \( \Delta P(t, \tau) = ||\vec{P}(t + \tau) - \vec{P}(t)|| \), to the path length \( \Delta s_p \), and found to be a high-dimensional fractal, as in the SGM case, over more than a decade of price distance with \( D_f = 1.96 \pm 0.03 \), see Fig. 5a. This value corresponds to that of a random walk fractal \( D_f = 2 \) in high-dimensional space. The corresponding ensemble averaged MSD of the log prices was diffusive, \( \Delta p^2(\tau) \propto \tau \), as commonly reported in the literature \([17]\). This fractal dimension is sensible—a different value would imply long-time correlations in the price motions, which would be subject to arbitrage \([18]\).

Second, the self van Hove correlation of the log price motion, or the returns, \( P(\Delta p(\tau)) \), closely resembled the SGM case. The distribution was well fit by an ETSD form, Fig. 5b, with a stability parameter \( \alpha_p = 1.31 \) for \( \tau = 1 \) day. Interestingly, the distributions for both positive and negative returns are very similar, which is not the case for the index motion. The ETSD form resembles other reported empirical forms such as a stable distribution with a different truncation \([13]\) and the ‘inverse cubic law’ \([49, 51]\). The few outliers from the fit in the tail correspond to >30% daily price motions, unusually volatile stocks, mostly during the height of the financial crisis and correspond to fewer than 0.005% of daily trades. A directionality analysis for the price space path, as in Fig. 1b, finds anisotropy resembling the SGM case. The direction components again yield an ETSD distribution, see Fig. 5c, with \( \alpha \approx 1.42 \), indicating that price motions are highly anisotropic in price space. A simple model consisting of uncorrelated ETSD price motions nearly predicts the observed anisotropy, with small deviations that resemble the corresponding SGM case, presumably due to the perturbative effects of cooperative price motion.

Lastly, the motion of stocks was found to be highly cooperative. Since positive and negative motions are considered together, this reflects fluctuations in the volatility of the component prices rather than ‘crashes’ per se. The number of price motions exceeding \( \pm \lambda_p / 2 \), \( N_{\lambda_p/2} \) shows large fluctuations, Fig. 5d, where \( \lambda_p \) is the truncation parameter from fitting the self van Hove distribution. The probability distribution \( P(N_{\lambda_p/2}) \) has a power-law form, similar to the avalanche behavior in SGMs, with a steeper exponent, Fig. 5d(inset). The distances in high-dimensional price space between daily closes, \( \Delta P \), was found to be correlated with the number of stocks making large excursions, Fig. 5e, asymptoting to the same relationship seen in SGMs, \( \Delta P^2 \propto N_{p,\lambda_p/2} \). This causes its distribution \( P(\Delta P^2) \) to also have a power-law form, see Fig. 5f, with an exponent slightly different from the SGM case. As with SGMs, this power-law distribution indicates that points of transient price equilibrium have a fractal distribution in price space.

Our results confirm our hypothesis regarding stocks executing a value maximization process on a fractal value landscape. The high-dimensional price space trajectory could be supposed to spend much of its time at stable value maxima, at which the prices of different companies are transiently in competitive balance. Those equilibria are however being continuously destabilized by slow changes of economic and competitive factors (akin to ripening in the SGM case) leading to abrupt transitions from the newly unstable equilibrium to a nearby stable one (akin to an avalanche). In between price equilibria, the market follows fractal valleys in the landscape to manifest as intermittent random price motions.

One difference between stock returns and droplet motion is that that the destabilization process is unsteady in the stock case. This explains the bursts of intermittency in Fig. 5d, which persist over different time scales. This phenomenon is termed volatility clustering \([48, 52]\), and is presumed to be driven by external pressures and shocks to the economy and competitive environment. Of course, no such external perturbations were present in our quiescent emulsion. Multiple models take volatility clustering into account, such as the GARCH model \([53]\), describing the process as stationary with a time-varying conditional variance.

VII. DISCUSSION AND OUTLOOK

The recurrence of the random fractal dynamics we report here (and associated SGM phenomena) in seemingly unrelated systems including foams and emulsions, the stock market, and perhaps cytoskeletal networks \([54]\) and neural networks \([54, 55]\) suggests they share in common a deep mathematical origin. By analogy, single degrees of freedom subjected to noise (such as Brownian motion) almost universally converge to a random walk having diffusive dynamics and a Gaussian van Hove distribution, as explained by the Central Limit Theorem. In systems with fractal dynamics, all that is required is a fractal high-dimensional surface describing the constraints among many degrees of freedom, relaxation kinetics that are much faster than the slow changes of the landscape (which destabilize extrema) \([14]\), and negligible noise. While the kinetic and noise factors can easily be met by many systems, the similarity of the emergent properties of the fractal landscapes of such different systems has no obvious explanation.

The systems with fractal dynamics have in common strong interactions mediated by a dynamically changing, disordered network of connections. In the emulsion,
the network of contacting droplets evolves dynamically due to ripening. In the cytoskeleton, the network of tensed polymer filaments is continuously being remodeled by enzymatic processes. In the economy, the network describing the degree of competition between different companies slowly evolves. We conjecture that the emergent fractal (or self-similar) properties of the landscape may be related to the mathematics of such random and sometimes self-similar networks. In the sphere packing problem and in a simple neural network model termed the Perceptron, the energy and loss landscapes were found to closely correspond \cite{56}, and to resemble a high-dimensional polyhedron or polytope. Thus, our findings may be a feature of the generic self-similarity \cite{34,47} of such random polytopes or their associated networks.

We expect the exploration of high-dimensional landscapes from empirical data will prove useful in a variety of systems with similar dynamics. Future application of our analyses to stock price motions (or high-dimensional commercial data in general) could enable superior models for risk and derivative pricing, or market analysis. High resolution multi-particle tracking data in cells \cite{55,59} may enable the characterization of the cytoskeleton’s energy landscape, enabling a deeper understanding of cytoskeletal physics. Lastly, practical applications of AI rely on deep learning, where computationally costly learning processes are accelerated by ‘shortcut’ connections \cite{60} in the network, which alter the structure of the high-dimensional ‘loss’ landscape. Our analysis may lead to a clearer understanding of deep learning dynamics \cite{55}, and more efficient learning algorithms.
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**Appendix A: Materials and Methods**

*Sample preparation:* The O/W emulsion was prepared by slow, dropwise addition of the dispersed phase (80% v/v) to the continuous phase with constant homogenization (IKA T18) at 21,500 rpm. The continuous phase contained 3% (w/w) Syneronc PE P105 (Sigma-Aldrich) surfactant dissolved in a mixture of 95% (w/w) formamide, 5% (w/w) water. For confocal imaging fluorescein sodium salt was dissolved in the water component at 2.7 mM concentration, prior to mixing and emulsification. The dispersed phase contained a mixture of 94% (w/w) 1-bromohexane and 6% (w/w) octane. Following emulsification, the sample was centrifuged for 10 minutes at 700 rpm for removal of air bubbles, and was aged in a closed microscopy chamber at room temperature. This chamber consisting of stacked #1.5 coverslips used as spacers, topped by a #0 coverslip and sealed with high viscosity UV glue (Norland 68T). The dense emulsion was then imaged using a Zeiss LSM 800 confocal microscope with an oil immersion objective.

Figure 6 confirms that the system has reached a dynamical scaling state, where the squared droplet size increases linearly with time and the shape of the size distribution does not change significantly (Figs. 6a,b). As expected for droplets in a mechanical continuum, larger droplets diffuse more slowly (Figs. 6c,d), showing the same scaling as the Stokes-Einstein relation despite being driven by active stress fluctuations.

*Rheology:* Measurements were performed using a strain-controlled rheometer (DHR-3 TA Instruments) with a parallel plate geometry (40 mm plate diameter). All measurements were done in the linear viscoelastic regime (strain $\epsilon = 1\%$), which was verified by an amplitude sweep at $\omega = 1$ rad/sec. Complex shear...
modulus values were obtained from frequency sweeps at 
\( T = 25 \pm 1^\circ C \) and frequencies from \( \omega = 0.016 \) to 30 
rad/sec. The gap size ranged from 90-150 \( \mu m \) and the 
same sample was measured multiple times to observe the 
effects of emulsion aging. Frequency scans in both direc-
tions (from low to high \( \omega \) and vice versa) showed similar 
results and were averaged together. Measurements were 
started 7 hours after emulsion preparation to reach dyn-
amical scaling and to correspond to the confocal imag-
ing data.

Stock price motion: Price motions from the SP500 
stock index and its components were used for this anal-
ysis, only utilizing components that were part of the index 
throughout the entire time span being considered. Daily 
closing price data (years 2007-2017), corrected for splits, 
was retrieved from the Wharton Research Data Services 
(WRDS) platform at the University of Pennsylvania.

To linearize exponential trends and remove scale dif-
fferences between different stock prices, the raw price tra-
gerjectories were log-transformed into log price trajectories.
Weekends and overnight gaps in the data (closed market 
hours) were assumed to have negligible contributions to 
a stock’s trajectory. For example, a price return from 
Friday to Monday was still considered \( \Delta t = 1 \) day. To 
remove index cohesive and adhesive effects, we performed 
a simple subtraction of the index from the daily returns, 
similar to that discussed by Borghesi et. al [44]. We as-
sume that the log-return of each component \( p \) at a given 
time is composed of 2 terms, \( \Delta p_{i,\text{corr}}(t) = \Delta p_i + \beta_i I(t) \), 
where \( \Delta p_{i,\text{corr}} \) is the correlated return, \( \beta_i \) is the Pearson 
correlation coefficient, \( I(t) \) is the index return, and \( \Delta p_i \) 
is the uncorrelated return that we will use for comparison 
to the SGM data.

The de-correlated returns, \( \Delta p_i \), were then detrended 
by subtracting the average linear motion of the entire 
ensemble over the duration of the sample (corresponding 
to the mean exponential growth with a CAGR of 5.5%). 
All variables shown in Fig. 5 were calculated using these 
log-transformed returns in place of droplet coordinates.

Emulsion Simulation: We simulate our dense emulsion 
using a modified 3-D bubble model, extending the one 
used in our previous study [13], based on a system of 
polydisperse soft-spheres at a volume fraction \( \phi = 0.75 \), 
with pairwise interaction energy:

\[
V(d_{ij}) = \begin{cases} 
\frac{1}{2} \left( \frac{1}{r_i + r_j} \right)^2, & \text{if } \|d_{ij}\| < r_i + r_j \\
0, & \text{otherwise,}
\end{cases}
\]  

\[d_{ij} \] being the distance between two bubbles (soft-spheres) 
of radii \( r_i \) and \( r_j \). The bubbles exchange mass due to 
differences in nontional Laplace pressure according to:

\[
Q_i = -\alpha_1 \sum_{j \in \text{neighbors}} \left( \frac{1}{r_i} - \frac{1}{r_j} \right) A_{\text{overlap}} 
- \alpha_2 \left( \frac{1}{r_i} - \frac{1}{<r>} \right) r_i
\]

The evolution of the system is considered in the quasi-
static limit - where the energetic relaxation time is much 
smaller than the ripening time scale. This leads us to 
relax the system to a minimum between consecutive ripen-
ing moves. The parameters for the simulation are similar 
to Ref. [14]. The system is initialized using a Gaussian 
distribution of bubble radii and its properties are consid-
ered once the system reaches a dynamical scaling state. 
To efficiently simulate larger system sizes, we implement 
a custom neighbor list algorithm suitable for evolving 
polydisperse systems. Our modified cell list algorithm 
associates the droplets with cells and associates interacting 
nighbors using a cell list. Further, we use a buffer length 
search for potential neighbors and update our neighbor 
list when the radii changes and displacements exceed this 
buffer length, cumulatively enabling \( O(N\log N) \) opera-
tions for \( N \) droplets. The droplets eventually reach a 
steady-state radii distribution resembling a Weibull dis-
bution, \( P(r) = (k/\Lambda)(r/\Lambda)^{k-1}\exp(-(r/\Lambda)^k) \), where 
\( k \approx 1.66 \) and \( \Lambda \) is a scale parameter.

Figure 7 shows the distribution of droplet displace-
ments in simulations, for multiple values of \( \tau \). These 
are well fit by an ETSD, and the \( \alpha \) values from the fits 
follow a time-varying trend similar to the experimental 
data (SI Appendix, Fig. 11).

Appendix B: Measurement Error

The experimental measurement error can be quanti-
fied by fitting the mean-squared displacement of individ-
ual droplets to a power law plus a constant, \( MSD_{xy} = \gamma t^B + C \), where \( C = 4\sigma^2 \). The fit is shown in Fig.
1a, where \( 4\sigma^2 = 0.0036 \mu m^2 \) and \( \sigma = 0.03 \mu m \). This 
previously perturbs high-dimensional displacement cal-
culations, especially for low values of \( \tau \). To show how 
random error affects our data, we added a Gaussian-
FIG. 8. Removing Gaussian noise effects from high-dimensional displacements. (a) $\Delta R^2$ and $\Delta s$ between pairs of simulation configurations (black), simulation after adding Gaussian noise (red), and simulation with Gaussian noise after using the noise removal method described in the text (green). Experiment results before removing measurement error are shown in grey. (b) Probability distribution of $\Delta R^2$ for $\tau = 1$ simulation time step and $\tau = 1$ min in the experiment. Color scheme is the same as (a).

A distributed noise signal with zero mean and $\sigma = 0.03 \, \mu m$ to the noise-free simulation data (re-scaled for comparison to the experiment). As shown in Fig. 8a, Gaussian error significantly alters the original simulation results by omitting the smallest displacements. To remove this effect, we modified the calculation of all high-dimensional displacements to exclude all dimensions that are below a certain threshold. We found that a threshold of $4\sigma$ was necessary for the noisy data to revert back to its original curve. Similar results are shown in Fig. 8b for the distribution of $\Delta R^2$ at $\tau = 1$ simulation time step, where noise completely changes the shape and slope of the distribution. This modified calculation was therefore applied to the experimental $\Delta R^2$ and $\Delta s$ values throughout our analyses in order to reduce systematic errors due to noise in the results.

**Appendix C: Avalanche Clusters**

The droplets with the largest displacements between consecutive confocal images ($\tau = 2$ min) were determined by using a time-dependent threshold, constructed so that 5% of droplets were above threshold on a time averaged basis. These particles were formed into clusters using an adjacency matrix that specifies which droplets are contacting neighbours. Droplets were considered to be in contact if their center-to-center separation was less than $1.1 \times$ the sum of their radii, to allow for measurement error and droplet distortion. Our findings were not sensitive to this factor. The resulting clusters from the

FIG. 9. Cluster analysis for droplets with the largest displacements. (a) Distribution of the number of droplets, $n$, in each cluster shows power law scaling for both experiment and simulation. (b) The volume of individual clusters, $V$, shows a power law dependence on their radius of gyration, $R_g$, confirming their fractal shape and matching the averaged simulation results (line). Green circles are averages of the grey data points. (c,d) Simulation data renders of the particles moving in the top 5% of all particles at 2 different time points, calculated with the same threshold method described in the text.

FIG. 10. Distributions of Pearson correlation coefficients for the stock trajectories. (a) Pearson coefficient between each stock and the index trajectory. (b) Pearson coefficient between all possible pairs of stocks before (grey) and after (red) subtracting the index mode.
FIG. 11. ETSD stability parameter, $\alpha$, for the lag-time dependent van Hove displacement distributions from the emulsion experiment (a), emulsion simulation (b), and component stock log price returns (c).

experiment show fractal scaling (Figs. 9a,b) and are similar to those observed in the simulations (Figs. 9c,d).

Appendix D: Stock Correlations

The component return trajectories of a market index are known to have a significant positive average correlation with their index return trajectory $[44]$, presumably due to cash flows produced by trading the index rather than the component company’s stock. The distribution of stock-Index correlation coefficients in our data (Fig. 10a) confirms this behavior with an average of $<\text{corr}_{\text{index}}>$ = 0.66. Correspondingly, a component’s return trajectory is expected to have a positive average correlation with the rest of the index components. The distribution of correlation coefficients for all pairs of stocks, shown in Fig. 10b, also confirms this idea with an average of $<\text{corr}_{\text{comp}}>$ = 0.44. After subtracting the index mode from our data (see Appendix A for methods), the correlations are reduced to an average that is close to zero, $<\text{corr}_{\text{comp}}>$ = 0.01. Since the droplets in the emulsion system are not correlated with each other via their correlations to an external factor (such as their center of mass), we hypothesize that our droplet model provides a description only of the component price motions with the index subtracted, and not the dynamics of the index itself.

Appendix E: ETSD Stability Parameter

We have found that an exponentially truncated stable distribution (ETSD) provides a useful fitting form for the van Hove distribution in systems with fractal landscape dynamics, as shown in Figures 3, 5 and 7. The stability parameter $\alpha$ from those fits provides a measure of how heavy-tailed the distribution is, related to the exponent of the power-law tail in the untruncated SD. These $\alpha$ values show a non-trivial $\tau$ dependence, shown in Figure 11. All three appear to be trending to a Gaussian value $\alpha = 2$ at long times. The disagreement at short times between the emulsion simulation and experiment can be rectified by adding viscous damping to the simulation, and will be discussed in a future publication.
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