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Abstract

In this paper, we investigate the connection between Classical and Quantum Mechanics by dividing Quantum Theory in two parts:

- General Quantum Axiomatics (a system is described by a state in a Hilbert space, observables are self-adjoints operators and so on...)
- Quantum Mechanics properly that specifies the Hilbert space as $L^2(\mathbb{R}^n)$; the Heisenberg rule $[p_i, q_j] = -i\hbar \delta_{ij}$ with $p = -i\hbar \nabla$, the free Hamiltonian $H = -\hbar^2 \Delta / 2m$ and so on.

We show that General Quantum Axiomatics (up to a supplementary "axiom of classicity") can be used as a non-standard mathematical ground to formulate all the ideas and equations of ordinary Classical Statistical Mechanics. So the question of a "true quantization" with "$\hbar$" must be seen as an independent problem not directly related with quantum formalism.

The idea of using Hilbert space techniques in Classical Mechanics is not new; it was introduced by Koopman and has been extensively employed in Statistical Mechanics. But in this article, we don’t look at this technique as being only a mathematical trick: we consider that the Hilbert space formalism is really a mathematical and physical ground to rebuild Classical Mechanics.

At this stage, we show that this non-standard formulation of Classical Mechanics exhibits a new kind of operation that has no classical counterpart: this operation is related to the "quantization process", and we show why quantization physically depends on group theory (Galileo group). This analytical procedure of quantization replaces the "correspondence principle" (or canonical quantization) and allows to map Classical Mechanics into Quantum Mechanics, giving all operators of Quantum Dynamics and Schrödinger equation.
The great advantage of this point of view is that now, quantization is based on concrete physical arguments and not derived from some "pure algebraic rule" (we exhibit also some limit of the correspondence principle).

Moreover spins for particles are naturally generated, including an approximation of their interaction with magnetic fields. We find also that this approach gives a natural semi-classical formalism: some exact dynamical quantum results are obtained only using classical-like formula.

So this procedure has the nice property of enlightening in a more comprehensible way both logical and analytical connection between classical and quantum pictures.
I. Introduction

From the beginning of Quantum Mechanics, different methods have been developed to link classical and quantum formalisms. One of the most famous is the Wigner-Weyl transformation that allows to recover the semi-classical limit of Quantum Mechanics in phase space\(^5\). This operation associates to each quantum operator \(a\) a function in phase space \(a(p, q)\) in such a way that at the lowest order in \(\hbar\) (zero order), the quantum evolution of \(a(p, q)\) reduces to the classical one.

In this point of view, quantization is mathematically a deformation of the abelian algebra of functions in phase-space into a non-commutative algebra using the so-called \(\ast\) product that replaces standard multiplication\(^6\) \((a(p, q) \ast_b b(p, q)\) corresponds to the operator product \(a \cdot b\)).

Although the Wigner-Weyl transformation is algebraically very powerful, it is not completely satisfactory on a physical point of view, because all quantum densities \(D\) are not mapped into true probability densities\(^7\) \(\rho(p, q)\) (positive functions). Nevertheless, this formalism is very useful, and not only in non-relativistic mechanics, since it can be extended to Special Relativity\(^9\).

The Wigner-Weyl transformation is not the unique way to obtain semi-classical formula. Such kind of formula also occurs using a coherent state splitting\(^8\). Moreover we have already proved that we can define Hamiltonian-dependent coherent states that allow to obtain exact quantum results with semi-classical formula\(^10\), and this approach preserves positivity (a quantum density \(D\) is associated with a true classical probability density \(\rho(p, q)\)). This formalism with coherent states can be also extended to relativity\(^11\).

All these procedures have the nice property of giving an analytical connection between classical and quantum formalisms, overcoming the apparent discontinuity between classical and quantum pictures. Nevertheless, we have always to assume first quantum operators to obtain semi-classical results, while at the same time, quantum operators (and specially quantum Hamiltonian) are themselves derived from the correspondence principle. So quantum operators are in fact deduced from classical ones by some “pure algebraic rule”. Then, at a logical level, relationship between Classical and Quantum Mechanics remains not so clear, since we need both of them at the same time, although Quantum Mechanics is assumed in principle to be the “only true”.

This shows that logical relationship between Quantum Mechanics and Classical Mechanics is more complicated than, for example, relationship between Classical Mechanics and Special Relativity, while Quantum Mechanics needs only a new constant ”\(\hbar\)”, exactly as Special Relativity needs the new constant ”\(c\)”. We mean that Classical and Relativistic Mechanics are formulated on the same mathematical ground (basic mathematical objects) in such a way that taking the limit \(c \to \infty\) into any relativistic formula, we obtain the standard classical result. But this cannot be done directly in the same way (\(\hbar \to 0\)) in the case of Quantum Mechanics because the Hilbert space formalism is not the mathematical formalism of Classical Mechanics.
For the same reason, we don’t need in Special Relativity a general procedure to lift up a classical quantity into the relativistic frame, while in Quantum Mechanics, we need the correspondence principle.

Of course, different studies have been led, not on a purely analytical level, but on a logical level, to find an a priori justification of the quantum picture and these attempts go back to von Neumann [12].

More recently, in the sixties, Mackey [13, 14] has presented a general mathematical description of a statistical system based on an abstract structure called "orthocomplemented lattice" that unifies classical and quantum statistics: adding an ad hoc postulate to the basic lattice picture allows to recover either classical formalism or quantum one.

This shows that the mathematical representations of classical and quantum theories share some general common structure, but this does not explain the special realization leading to Quantum Mechanics, namely the choice of the Hilbert space as $L^2(\mathbb{R}^n)$ with $\mathbf{p} = -i\hbar \nabla$ and the free Hamiltonian $\mathbf{H} = -\hbar^2 \Delta / 2m$. In fact, different studies show that these special realizations are connected to group theory, namely Euclidean invariance and Galilean invariance [14, 15].

To conclude this short overview, let us say that a lot of work has been done on these "first level" foundations of Quantum Mechanics and we can only give a non-exhaustive list of references [4].

Now, let us situate our article and its goals.

As noticed previously, the difficulty to connect Classical and Quantum Mechanics on both logical and analytical levels is essentially due to the great difference of mathematical language that confuses physical intuition. Our main goal is to develop some precise mathematical ground in which Classical Mechanics and Quantum Mechanics can be expressed using the same tools, in such a way that physical ideas and logical arguments recover the first place in comparison with "obscure algebraic rules". Moreover we want to obtain a precise status (classical or quantum) for each ingredient of Quantum Mechanics.

This question of the classical or purely quantum nature of the ingredients of Quantum Mechanics is legitimate by at least two arguments:

- First, most of quantum operators are deduced from classical quantities (correspondence principle).
- Secondly, taking the limit value $\hbar \to 0$, Quantum Mechanics must degenerate into Classical Mechanics. Unfortunately, this limit only says that $\mathbf{p}$ and $\mathbf{q}$ are now commuting operators: the general quantum formalism with wave functions, operators and so on, remains unchanged.

The only possible explanation of this last result, is that quantum formalism with commuting operators, describes the ideas of Classical Statistical Mechanics as well as the usual formalism in phase space. This means that we have in fact two possible mathematical formalisms to represent the same physical ideas of Classical Statistical Mechanics. Then it must be possible to formulate the ideas and the equations of standard Classical Statistical Mechanics only using the general quantum formalism (axiomatics) and then the question of the true quantization with $\hbar$ must be seen as an independant problem not directly related
with the formalism.

In this article, we present such a "non-standard formulation" of Classical Statistical Mechanics and we show how (and why) it is equivalent to usual one. Of course this new picture is not a true quantum theory, since it represents always classical ideas; but it works with general quantum formalism. As indicated in the abstract, the use of Hilbert space techniques into classical Mechanics is not new and goes back to Koopman. Even the concept of "classical amplitude" is not new and has been introduced earlier by Schönberg. But in this article we don’t look at these techniques with the same point of view: we consider the Hilbert space formalism as a true logical and analytical representation of Classical Mechanics, and not only as a mathematical trick.

Then, we show that this new formalism exhibits a new kind of operation that has no classical counterpart: this operation is related to the "quantization process", and we show why quantization physically depends on group theory (Galileo group).

This procedure replaces the correspondence principle and allows to recover all operators of Quantum Mechanics and Schrödinger equation. The great advantage of this point of view is that now, quantization is explicitly based on concrete physical arguments and not derived from some "pure algebraic rule". Moreover spins for particles are naturally generated, including an approximation of their interaction with magnetic fields. We find also that this approach gives a natural semi-classical formalism: some exact quantum results are obtained with classical-like formula.

To conclude this introduction, let us specify two points. First, we don’t situate our article in the frame of the question: why macroscopic world appears essentially classical, while microscopic world is quantum? It is well-known that this effect is due to decoherence, for details see this non-exhaustive list of references. Our article is not any more in the field of "consistent interpretations of Quantum Mechanics" or "consistent histories" that looks for the logical problems raised by Quantum Mechanics ( Omnès, Gell-Mann-Hartle, Griffiths), even if our article contains consequences on the interpretation of quantization.

Secondly, there exists one important aspect of our point of view that is not developed in this article: this concerns our previous remark on the equivalence of quantum formalism with commuting operators and usual classical formalism. If this equivalence is true, this means that any one of these formalisms can be (logically and physically) rebuilt from the other one, and more specially that the full general quantum frame (axiomatics) can be found (as a change of mathematical language) only starting with classical formalism. Of course, on a logical level, it should be more enlightening to recover first general quantum formalism, before any further development. But this should be too long for a single article. So, this special point will be published later in an article devoted to this question.
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II. Classical Mechanics in Phase Space (one particle)

A. Phase Space Structure and Poisson Brackets

We only present in this paragraph the main features that we need, for more details, see [21].

In Classical Mechanics, Phase Space represents Configuration Space and it is the set of pairs \((\vec{p}, \vec{q})\) of momentum and position, where \((\vec{p}, \vec{q})\) represents the (pure) state of the system. Any physical observable of the system is given by a function \(f(\vec{p}, \vec{q})\) on Phase Space: this is a consequence of the physical hypothesis specifying that the data of momentum and position determines completely the system.

Now, from a mathematical point of view, if we call \(M\) the \(\mathbb{R}^3\) space manifold, Phase Space is the cotangent bundle \(T^*M\). It possesses a natural geometry (namely a symplectic geometry) that allows to define the Poisson Brackets (PB), \(\{f, g\}\) of two functions by:

\[
\{f, g\} = \nabla_{\vec{p}} f \cdot \nabla_{\vec{q}} g - \nabla_{\vec{p}} g \cdot \nabla_{\vec{q}} f
\]  

(1)

PB is the basic algebraic component of Classical Mechanics and the physical content of PBs can be related to group theory.

Namely, any classical observable \(f\) can be seen as the generator of a one-parameter group of transformations acting on observables. Any \(g\) is transformed into \(g_\alpha\) through:

\[
\frac{\partial g_\alpha}{\partial \alpha} = \{f, g_\alpha\}
\]  

(2)

Equivalently, we have trajectories of states \((\vec{p}_\alpha, \vec{q}_\alpha)\) generated by \(f\) following the equations:

\[
\begin{cases}
\frac{\partial}{\partial \alpha} \vec{q}_\alpha = \nabla_{\vec{p}} f(\vec{q}_\alpha, \vec{p}_\alpha) \\
\frac{\partial}{\partial \alpha} \vec{p}_\alpha = -\nabla_{\vec{q}} f(\vec{q}_\alpha, \vec{p}_\alpha)
\end{cases}
\]  

(3)

Then, on a mathematical level, all classical observables play the same role and this role is summarized by the algebra due to Poisson Brackets.

B. Classical Dynamics

Dynamics on Phase Space is defined as the one-parameter group induced by a special observable \(H\) called the Hamiltonian (in general \(H\) can be time dependent).

1. Equations of Motion for a Pure State

Following equations (3), the evolution with time of a state \((\vec{p}', \vec{q}')\) is given by:

\[
\begin{cases}
\frac{d}{dt} \vec{q}' = \nabla_{\vec{p}'} H(\vec{q}', \vec{p}', t) \\
\frac{d}{dt} \vec{p}' = -\nabla_{\vec{q}'} H(\vec{q}', \vec{p}', t)
\end{cases}
\]  

(4)
The general expression of \( H \) is obtained when we consider a particle of mass \( M \) and charge \( e \) in interaction with fields:

\[
H = \frac{1}{2M} \left( \vec{p} - eA(\vec{q}, t) \right)^2 + V(\vec{q}, t) \tag{5}
\]

The potential energy \( V(\vec{q}, t) \) contains the electrostatic term and possible other interactions.

2. Dynamics and Statistics

These equations (4) correspond to the ideal case of a particle perfectly localized in Phase Space and we can represent this situation by the probability density \( \rho(\vec{p}, \vec{q}, t) = \delta(\vec{p} - \vec{p}_0(t))\delta(\vec{q} - \vec{q}_0(t)) \). Now, if we build a general density \( \rho \) as superpositions of "\( \delta \)" as \( \rho = \sum_i p_i \delta_{\vec{p}_i}(t, \vec{q}_i(t)) \), we find that \( \rho \) verifies Liouville equation:

\[
\frac{\partial \rho}{\partial t} = -\{H, \rho\} \tag{6}
\]

So we say classically that (6) describes the evolution of any probability density \( \rho \).

Now, starting from a density \( \rho \) that verifies (6), we can look at the evolution of the expectation value \( \langle f \rangle_t \) of an observable \( f(\vec{p}, \vec{q}, t) \) defined as:

\[
\langle f(\vec{p}, \vec{q}, t) \rangle_t = \int d^3\vec{p} d^3\vec{q} \rho(\vec{q}, \vec{p}, t) f(\vec{p}, \vec{q}, t) \tag{7}
\]

After a few algebra, we find:

\[
\frac{d}{dt} \langle f \rangle_t = \langle \frac{\partial f}{\partial t} \rangle_t + \{H, f\}_t \tag{8}
\]

Applied to the special case of the two fundamental observables \( \vec{p} \) and \( \vec{q} \), the equation (8) gives:

\[
\begin{align*}
\frac{d}{dt} \langle \vec{q} \rangle_t &= \langle \left\langle \vec{q} H \right\rangle_t \\
\frac{d}{dt} \langle \vec{p} \rangle_t &= -\langle \left\langle \nabla_q^2 H \right\rangle_t 
\end{align*}
\]

3. Strong and Weak Dynamical Equations

In this paragraph we want to point out some important remarks on the dynamical equations in the frame of Statistical Mechanics.

Let assume that the evolution of the probability density \( \rho(\vec{p}, \vec{q}, t) \) is unknown, and that we only know the evolution of expectation values of \( \vec{p} \) and \( \vec{q} \) through the equations (5). We want to see if it is possible to rebuild the equations (4) on pure states and to find Liouville equation, only starting with (6).

Basically, if we assume that "\( \delta \)" densities are allowed such as \( \rho(\vec{p}, \vec{q}, t) = \delta(\vec{p} - \vec{p}_0(t))\delta(\vec{q} - \vec{q}_0(t)) \), we find that the equations (6) on expectation values
imply that the trajectory \((\hat{p}_0(t), \hat{q}_0(t))\) follows the hamiltonian equations (4), then we deduce in the same way that a general density must verify Liouville equation.

But if "\(\delta\)" densities are not allowed, we cannot directly deduce the evolution of states only starting with expectation value equations, and then we cannot recover Liouville equation. This means that we can find other possible laws of evolution for the density \(\rho(\hat{q}, \hat{p}, t)\) that are compatible with the equations (9) on expectation values.

So we call equations (4) on states "Strong Dynamical Equations" and equations (9) on expectation values "Weak Dynamical Equations".

Now, since any real result of a physical experiment contains always some uncertainty, the true mathematical representation of the physical result is an expectation value associated with some probability density. Then weak dynamical equations (9) are a better mathematical description of our physical knowledge about classical dynamics. When we say that strong dynamical equations (4) are realized, in fact we extrapolate our real knowledge, by assuming that we can use "\(\delta\)" densities. Of course this procedure is natural, but not logically necessary. We will use this remark in paragraph V-A.

### C. Physical Symmetries in Phase Space

We will see later in section VI that our quantization principle is based on the representation of symmetries. Symmetries are defined as the set of physical transformations allowing to look at the same system from different but equivalent frames. Then let us specify in this part the symmetries involved in Phase Space.

At first sight, the Poisson Brackets defined previously seem to prove that each observable defines a generator of such a symmetry, and then the set of symmetries is generated by the full set of classical observables. But this is only true on a mathematical level: it is false on a physical point of view, because any of these transformations cannot be realized in practice as a real change of frame. The only real continuous transformations that can be realized are space translations, space rotations and galilean transformations. They constitute the Galileo group. We can also add two discrete transformations: parity and time reversal.

The true set of classical symmetries can be divided as follows:
- The space transformations: translations, rotations and parity
- The kinematical transformations: Galileo boosts.
- Time reversal.

### III. New Framework for Classical Mechanics

As indicated in the introduction, our point of view is to use standard quantum formalism applied to the case of Classical Mechanics. Of course, it could
be more enlightening to show before that all the following axioms can be directly generated by a change of mathematical language, only starting with usual formalism of Classical Mechanics. But for reasons of concision, we defer this development to a future article.

So we introduce the orthonormal basis \( \{|\vec{p}', \vec{q}'\rangle\} \) that diagonalizes at the same time the operators \( \vec{p} \) and \( \vec{q} \) (\( [\vec{p}, \vec{q}] = 0 \)). Now we list the basic axioms\(^2\) (since we don’t try to obtain a minimal list, some axioms can be redundant).

### A. The Basic Elements

#### 1. Primary Axioms

- The mathematical frame is the Hilbert space \( \mathcal{H} = L^2(\mathbb{R}^6) \) with the ”continuous orthogonal basis” \( \{\vec{p}, \vec{q}\} \):
  \[
  \langle \vec{p}', \vec{q}' | \vec{p}, \vec{q} \rangle = \delta(\vec{p}' - \vec{p})\delta(\vec{q}' - \vec{q}).
  \]

- A particle is represented at each time by a normalized vector \( \phi_t \) in \( \mathcal{H} \) called the state of the system.

- An observable \( F \) is a self-adjoint operator on \( \mathcal{H} \) and the possible values of this observable are the eigen values of \( F \).

**Remarks**

Orthogonal projectors are special observables with eigen values 0 and 1, so orthogonal projectors are logical observables. Moreover, by the spectral theorem\(^2\), an observable \( F \) is associated with a family of orthogonal projectors \( \{P(A)\}_{A \in \mathcal{B}(\mathbb{R})} \) where \( \mathcal{B}(\mathbb{R}) \) is the family of Borel set in \( \mathbb{R} \). The mapping \( P \) is called the Projection Valued Measure (pvm) associated with \( F \) and \( F = \int \lambda dP_\lambda \).

#### 2. Statistical Axioms

- A statistical situation is described by a density operator \( D \) (a positive trace class operator with \( TrD = 1 \)), in particular a system in the state \( \phi \) is statistically represented by the density \( D = |\phi\rangle \langle \phi| \).

- The expectation value of an observable \( F \) is given by \( \langle F \rangle = Tr(DF) \), the standard error \( \Delta F \) is given by \( \Delta F^2 = \langle F^2 \rangle - \langle F \rangle^2 \).

#### 3. Collapse Axiom

- Let a system in a situation described by the density \( D \) and consider a measure of the observable \( F \) associated with its projection valued measure \( P \). Now, assume that a measure of the observable specifies that the numerical outcomes \( f \) are in the range \( f \in A \), where \( A \) is some interval.
Then after the experiment, the system is described by the new density operator $D'$ with:

$$D' = \frac{1}{Tr(D P(A))} P(A) D P(A)$$  \hspace{1cm} (10)$$

More specially, if the system is initially in the state $|\phi>$, after the experiment the system is in the state $|\phi'>$:

$$|\phi'> = \frac{1}{\sqrt{\langle \phi|P(A)|\phi\rangle}} P(A) |\phi>$$  \hspace{1cm} (11)$$

This means that after the experiment, the system is in a state that belongs to the subspace of $\mathcal{H}$ associated with the orthogonal projector $P(A)$.

4. Axiom of Evolution

- The evolution of a state $\phi_t$ is given by a unitary operator $U_{t_2,t_1}$ such that $\phi_{t_2} = U_{t_2,t_1}(\phi_{t_1})$.

Remark:
This last statement is not really a true axiom, since it can be logically deduced from the other ones\textsuperscript{27,28}.

Now, to specify the situation of Classical Mechanics, we must add some new axiom of "classicity".

5. Axiom of Classicity

- The true physical observables are always diagonal in the $|\vec{p}, \vec{q}>$ basis, and then a classical observable $f$ can be written:

$$f = \int d^3 \vec{p} d^3 \vec{q} \ f(\vec{p}, \vec{q}) \ |\vec{p}, \vec{q}> <\vec{p}, \vec{q}|$$  \hspace{1cm} (12)$$

Or $f = f(\vec{p}, \vec{q})$ as a function of operators.

This axiom is equivalent to the classical hypothesis specifying that all observables are functions of $\vec{p}$ and $\vec{q}$.

Remark:
Density operators $D$ are not considered as observables and then, they don’t need to be diagonal in the $\{|\vec{p}, \vec{q}>\}$ basis (in fact this is impossible for a trace class operator).

Now, we claim that this new mathematical frame constitutes a complete alternative formulation of Classical Statistical Mechanics.
B. Equivalence of the new frame with the standard formalism

1. The Mathematical Basis of Statistical Mechanics

Classical Statistical Mechanics is based on ordinary probability theory that employs a sample space \( C \) which is a collection of sample points, regarded as mutually exclusive outcomes of a hypothetical experiment. An event is a set of sample points, and the events, under the operations of complementation, intersection and union form a boolean algebra. The set \( E \) of events is called a \( \sigma \)-field, and a probability law \( \mu \) on \( C \) is a positive function acting on events as prescribed by the mathematical theory of measure. Namely \( \mu(\emptyset) = 0 \), \( \mu(C) = 1 \), and for any family \( \{A_i\} \) of disjoint events \( (A_i \cap A_j = \emptyset \text{ for } i \neq j) \) we have \( \mu(\cup_i A_i) = \sum_i \mu(A_i) \). The probability \( \mu(A) \) of an event "A" is the probability that the outcome \( x \) of some experiment belongs to \( A \).

In our case, the sample space \( C \) is phase space and a sample point is a state \((\vec{p}, \vec{q})\). The set \( E \) of events is given by the family \( B(C) \) of Borel sets in \( C \). Each probability law \( \mu \) is associated with a positive density \( \rho(\vec{p}, \vec{q}) \) such that \( \mu(A) = \int_A \rho d^3\vec{p} d^3\vec{q} \).

2. Equivalence of Primary Axioms

- Now let us call \( \Omega \) the set of orthogonal projectors of \( \mathcal{H} = L^2(C) \) and define the mapping \( \Pi \) from the set of events \( E \) to \( \Omega \) by:

\[
\forall A \in E, \quad \Pi(A) = \int d^3\vec{p} d^3\vec{q} \chi_A(\vec{p}, \vec{q})|\vec{p}, \vec{q}><\vec{p}, \vec{q}|
\]

where \( \chi_A(\vec{p}, \vec{q}) \) is the characteristic function of the set \( A \) (\( \chi_A = 1 \) when \((\vec{p}, \vec{q}) \) belongs to \( A \), and \( \chi_A = 0 \) elsewhere). The family \( \{\Pi(A)\}_{A \in E} \) gives a representation of the boolean algebra of events in the quantum mathematical frame as an abelian algebra of orthogonal projectors (and the \( \Pi(A) \) become classical observables according to our previous definition).

- In ordinary formalism a particle is assumed to be represented by a point \((\vec{p}, \vec{q})\) at each time; but a true physical experiment contains always some uncertainty, so the true mathematical representation of a physical result is an expectation value associated with some probability density \( \rho \). Of course in principle, \( \rho \) can be as close as you want to a "\( \delta \)", but "\( \delta \)" is never reached. This means that we can never really know that a particle is at the point \((\vec{p}, \vec{q})\). Of course it is a natural extrapolation, but not logically necessary. It is much more realistic to say that a single particle is represented by a true (sharp) density \( \rho \). In the language of statistical sets, this means that we look at a single particle as an element of the class of all particles "prepared" in the same way, the preparation being such that the uncertainty on \( \vec{p} \) and \( \vec{q} \) can be reduced (as much as you want), but
cannot be cancelled. If we start with this new hypothesis, this means that now, a single particle always exhibits some uncertainty. Moreover this hypothesis allows to associate to each particle the object \( \phi(\vec{p}, \vec{q}) = \sqrt{\rho(\vec{p}, \vec{q})} \) that defines a normalized wave function of \( \mathcal{H} \).

This result can be also found using some extremum property. In ordinary formalism, the one-point sets \( \{ (\vec{p}, \vec{q}) \} \) can be seen as the smallest (more precise) events for the ordering relation \( \subset \) on sets. Using the mapping \( \Pi \) on events, we see that \( A \subset B \Leftrightarrow \Pi(A) \leq \Pi(B) \) where \( \leq \) is the inequality between self-adjoint operators. So a new representation of points can be given by using \( \Pi \) directly or using the extremum property. Since the projector associated to a point \( x \) is \( \Pi(\{x\}) = 0 \), a point \( x \) cannot be associated with a true projector, and then we can only use the extremum property to look for the minimal orthogonal projectors. Of course these minimal projectors are given by \(|\phi><\phi|\), where \( \phi \) is a normalized vector in \( \mathcal{H} \). So we recover that the best precise events are associated with a normalized vector \( \phi \) in \( \mathcal{H} \), and then a particle must be described by \( \phi \).

To finish, we remark that the real equivalent of the point \((\vec{p}, \vec{q})\) is the unbounded state \(|\vec{p}, \vec{q}>\) or pseudo-projector \(|\vec{p}, \vec{q}>><\vec{p}, \vec{q}|\). But it cannot be seen as a "true state" in this formalism.

- Now if we look at observables, each classical quantity \( f(\vec{p}, \vec{q}) \) can be approximated by step functions \( \sum_i f_i \chi_{A_i} \) where \( \chi_{A_i} \) are characteristic functions of sets \( A_i \). So we can extend by linearity the mapping \( \Pi \) to lift up any classical observable into its quantum representation as

\[
\mathbf{f} = \int d^3 \vec{p} d^3 \vec{q} f(\vec{p}, \vec{q}) |\vec{p}, \vec{q}>><\vec{p}, \vec{q}|
\]

(14)

Of course we recover the "axiom of classicity" and the fact that the possible values of the observable are its eigen values.

### 3. Equivalence of Statistical Axioms

- As seen before, a probability law on the ordinary frame is given by a mapping \( \mu \) acting on events following some precise rules. If we look for a mapping \( \mu_Q \) acting on the representation of events (that is on orthogonal projectors) with the same rules, a theorem due to Gleason proves that \( \mu_Q \) is given by a density operator \( \mathbf{D} \) such that \( \mu_Q(\Pi(A)) = Tr(\mathbf{D} \Pi(A)) \).

This means that we can associate to each classical probability law \( \mu \) a density operator \( \mathbf{D} \) such that \( \mu(A) = Tr(\mathbf{D} \Pi(A)) \). If we develop this formula we find:

\[
\mu(A) = Tr(\mathbf{D} \Pi(A)) = \int d^3 \vec{p} d^3 \vec{q} <\vec{p}, \vec{q}|\mathbf{D}|\vec{p}, \vec{q}>
\]

(15)

So the classical density \( \rho(\vec{p}, \vec{q}) \) is given by the diagonal element \( \rho(\vec{p}, \vec{q}) = <\vec{p}, \vec{q}|\mathbf{D}|\vec{p}, \vec{q}> \) (this quantity is positive since \( \mathbf{D} \) is a positive operator).
Now for a particle "in the state $\phi$", if we assume that $D = |\phi><\phi|$, the corresponding classical density $\rho$ is given by:

$$\rho(\vec{p}, \vec{q}) = <\vec{p}, \vec{q}|D|\vec{p}, \vec{q}> = |<\vec{p}, \vec{q}|\phi|^2$$

(16)

So we recover the formula introduced for justifying the existence of states.

- Now, if we use the relation $\rho(\vec{p}, \vec{q}) = <\vec{p}, \vec{q}|D|\vec{p}, \vec{q}>$ for computing classical expectation value, we find:

$$<f> = \int d^3\vec{p} d^3\vec{q} \rho f = Tr(D.f)$$

(17)

Remark:

We see that it is impossible to distinguish the statistical effects due to a general density $D$ from those due to a pure state, because only the diagonal elements $<\vec{p}, \vec{q}|D|\vec{p}, \vec{q}>$ are relevant in our case: the pure state $<\vec{p}, \vec{q}|\phi> = \sqrt{<\vec{p}, \vec{q}|D|\vec{p}, \vec{q}>}$ gives exactly the same results than $D$ (in our classical frame). So pure states and general densities $D$ are different on a logical level, but they are physically undistinguishable.

4. Equivalence of Collapse Axiom with Conditional Probability

In ordinary probability theory, we use conditional probability to take into account new results to modify a probability law. Namely, if we have a probability law $\mu$ and if we know that some event $E$ is realized, the new probability law $\mu_E$ is:

$$\mu_E(A) = \frac{\mu(A \cap E)}{\mu(E)}$$

(18)

In our case, if $\mu$ is associated with a density $D$ we have:

$$\mu_E(A) = \frac{Tr(D.\Pi(A \cap E))}{Tr(D.\Pi(E))}$$

(19)

If we use the fact that $\Pi(A \cap E) = \Pi(A).\Pi(E) = \Pi(E).\Pi(A)$, we find:

$$\mu_E(A) = \frac{Tr(\Pi(E).D.\Pi(E)\Pi(A))}{Tr(D.\Pi(E))}$$

(20)

If we introduce the operator $D_E$ defined as:

$$D_E = \frac{1}{Tr(D.\Pi(E))} \Pi(E).D.\Pi(E)$$

(21)

$D_E$ is a true density operator and $\mu_E(A) = Tr(D_E.\Pi(A))$. So $D_E$ is the density operator associated with $\mu_E$.

So, we find that conditional probability is implemented in the quantum frame with the formula of the ”collapse axiom". Now, let apply this result to the
case of some measure of a classical observable \( F(\vec{p}, \vec{q}) \) that specifies that the possible numerical outcomes \( f \) belong to a set \( V \subset \mathbb{R} \). This means that after the measure, we know that the particle "is" in the region \( F^{-1}(V) \) of phase space. This means that we know that the event \( F^{-1}(V) \) is realized. So the initial probability law \( \mu \) associated with the density \( D \) must be changed and the new density \( D' \) is:

\[
D' = \frac{1}{\text{Tr}(D \cdot P(V))} P(V) \cdot D \cdot P(V) \text{ with } P = \Pi \circ F^{-1} \quad (22)
\]

It is not hard to see that \( P = \Pi \circ F^{-1} \) is exactly the Projection Valued Measure associated with the quantum version \( F \) of the classical observable \( F \). This shows that the collapse axiom is (in our case) a translation of conditional probability.

5. Axiom Of Evolution

We will see in the following that this axiom allows to recover Classical Dynamics.

C. Conclusion

This new mathematical framework for classical Mechanics is completely equivalent to the ordinary one to do Physics. But, while the usual frame is mathematically and physically closed (all things that you can write possess a classical meaning), now this new formalism can be extended by removing some axiom, more specially the "axiom of classicity", by assuming that, perhaps, some unclassical observables also have a physical meaning. How we will see later, Quantization corresponds to such a process. We finish with some remarks.

- Interference Effect
  Usually, interferences are seen as one of the main consequences of quantum formalism. We want to point out that they cannot be observed in our case, thanks to our "axiom of classicity". Actually to see interferences, we need at least two physical observables that are not diagonal in the same basis, and this case is excluded by our axiom. This can be seen also by the fact that pure states cannot be distinguished from general densities.

- Delocalization of States
  We have introduced the state \( \phi \) that describes a particle by assuming that \( \rho(\vec{p}, \vec{q}) = |< \vec{p}, \vec{q}|\phi >|^2 \) is a sharp density in phase space. But nothing forbids \( \phi \) to be very delocalized, and in principle, we must look at this delocalization as being intrinsic (not due to a lack of knowledge as in the case of a general density \( D \)). So the question that arises is: why classical objects must be described in practice with only very sharp densities? The answer to this question is contained in our previous remark on the physical impossibility (in this frame) to distinguish states from general densities (the physical effects of a density can be always represented by a state).
So, it is only a matter of convenience (and consistency) to decide that "true states" correspond to very small delocalization. Of course, it must be also possible to develop some argumentation based on "decoherence".

- **Local U(1) invariance**
  
  Since the computation of any physical quantity only depends on \( \rho(\vec{p}, \vec{q}) = |\langle \vec{p}, \vec{q} | \phi \rangle|^2 \), we can modify the state \( \phi(\vec{p}, \vec{q}) \) by any phase factor \( \exp(i\theta(\vec{p}, \vec{q})) \) without changing physical results.

Now, we can analyze how the classical structure of Poisson Brackets can be implemented in this new frame, and how we can recover Classical Dynamics.

### IV. Representation of Poisson Brackets in the New Framework

Let \( f(\vec{p}, \vec{q}) \) an observable (real function). We associate to \( f \) a self-adjoint operator \( \mathbf{X}_f \) acting on states \( \phi \in \mathcal{H} \) by:

\[
\mathbf{X}_f \phi = -i \{ f, \phi \}
\]  

(23)

\( \mathbf{X}_f \) defines a generator of a one-parameter unitary group \( \mathbf{U}_\alpha \) with:

\[
\mathbf{U}_\alpha = \exp[-i\alpha \mathbf{X}_f]
\]  

(24)

And if we define the state \( |\phi_\alpha> = \mathbf{U}_\alpha |\phi> \), we have:

\[
i \frac{\partial}{\partial \alpha} |\phi_\alpha> = \mathbf{X}_f |\phi_\alpha> \text{ or } \frac{\partial}{\partial \alpha} \phi_\alpha = - \{ f, \phi_\alpha \}
\]  

(25)

Now it is not hard to see that \( \mathbf{U}_\alpha \) acts on unbounded states \( |\vec{p}, \vec{q}> \) exactly as the classical transformation (3):

\[
\mathbf{U}_\alpha |\vec{p}, \vec{q}> = |\vec{p}_\alpha, \vec{q}_\alpha>
\]  

(26)

where \( (\vec{p}_\alpha, \vec{q}_\alpha) \) is the trajectory with initial conditions \( (\vec{p}, \vec{q}) \).

So \( \mathbf{U}_\alpha \) maps states into states.

Now, if we consider another classical observable \( g \), and the associated operator \( \mathbf{g} \), we can define the transformed operator \( \mathbf{g}_\alpha = \mathbf{U}_\alpha^\dagger \mathbf{g} \mathbf{U}_\alpha \).

Because \( \mathbf{X}_f, \mathbf{g}_\alpha \) is also a self-adjoint operator associated with a classical observable \( g_\alpha \) and we have:

\[
\frac{\partial}{\partial \alpha} \mathbf{g}_\alpha = i[\mathbf{X}_f, \mathbf{g}_\alpha] \text{ or } \frac{\partial}{\partial \alpha} g_\alpha = \{ f, g_\alpha \}
\]  

(27)

To end, the commutator \([\mathbf{X}_f, \mathbf{X}_g]\) of two operators \( \mathbf{X}_f \) and \( \mathbf{X}_g \) is given by:

\[
i[\mathbf{X}_f, \mathbf{X}_g] = \mathbf{X}_{\{f,g\}}
\]  

(28)
So the linear mapping $f \rightarrow X_f$ is a representation of the action induced by $f$ through Poisson Brackets. Moreover \[ (28) \] shows that we have also a natural representation of $\{.,.\}$ as $i[,.]$. Nevertheless, since $X_f = 0$ for $f = \text{constant}$, we cannot recover the special value $\{p_i, q_j\} = \delta_{ij}$.

Remark on the ”Active” and ”Passive” representations of Observables
From general quantum axiomatics, each $X_f$ as a self-adjoint operator defines mathematically a possible observable (even if physically $X_f$ is not a classical object because our axiom of classicity). Then, on a purely mathematical point of view, we have two possible self-adjoint operators deducible from the classical quantity $f(x)$:

- $f = \int dx \ f(x) |x><x|$
- $X_f$.

$f$ defines the observable as a ”passive object”, that is a data; while $X_f$ is the ”active version” of $f$ as the action induced by $f$ through Poisson Brackets. Moreover $f$ and $X_f$ are independent, because $[f, X_f] = 0$.

Then, while in the ”passive representation” all classical observables $f$ commute, in the ”active representation” commutators are related to Poisson brackets (equation 28).

So, from the mathematical point of view, $X_f$ is an alternative representation of the classical quantity $f(x)$. Unfortunately on a physical level, $f$ and $X_f$ have not the same homogeneity: $X_f$ is homogeneous to $f$ divided by an action. So, as long as we have not a specific unit of action, we cannot follow up this process.

To end this remark, we want to indicate that this idea of representing classical observables by a pair of operators has already been used in the ”superoperator formalism” by C. George and I. Prigogine\[ 29 \].

V. Classical Dynamics in the New Framework
A. New Formulation of Equations of Motion

From the general axioms, we know that the evolution of states is given by the unitary operators $U_{t,t_0}$ such that $\phi_t = U_{t,t_0}(\phi_{t_0})$. Moreover the previous paragraphs II-B1 specify that Dynamics is defined by the data of the classical Hamiltonian $H$ (eventually time-dependent), and we have seen in II-B2,3 that ”weak dynamical equations” \[ (9) \] are more general formula to specify dynamics. So, we assume in the following that \[ (9) \] are our basic equations of motion. Since we have seen in III-B3 the equivalence between quantum and classical formula for expectation values of classical observables, using the classical density
\[
\rho(\vec{p}, \vec{q}, t) = |\langle \vec{p}, \vec{q} | \phi_t \rangle|^2; \text{equations (1)}\] can be written:

\[
\begin{cases}
\frac{\partial}{\partial t} \langle \phi_t | \vec{q} \rangle = < \phi_t | \vec{\nabla}_p H(\vec{p}, \vec{q}, t) | \phi_t > \\
\frac{\partial}{\partial t} \langle \phi_t | \vec{p} \rangle = -< \phi_t | \vec{\nabla}_q H(\vec{p}, \vec{q}, t) | \phi_t >
\end{cases}
\] (29)

where \(\vec{\nabla}_p H\) and \(\vec{\nabla}_q H\) can be seen as functions of the operators \(\vec{p}\) and \(\vec{q}\), since \(\vec{p}\) and \(\vec{q}\) commute.

Equations (29) are our new basic dynamical equations.

B. Classical Dynamics

1. Primary Equations

Any operator \(f\) associated with the classical observable \(f(\vec{p}, \vec{q})\) can be written as \(f = f(\vec{p}, \vec{q})\), since \(\vec{p}\) and \(\vec{q}\) commute. So the expectation value \(<f>_t\) verifies:

\[
<f>_t = <\phi_0 | f(U_{t,t_0}^\dagger \vec{p} U_{t,t_0}, U_{t,t_0}^\dagger \vec{q} U_{t,t_0}) | \phi_0 > 
\] (30)

Now we introduce the operators \(\vec{q}(t)\) and \(\vec{p}(t)\) defined as:

\[
\begin{cases}
\vec{q}(t) = U_{t,t_0}^\dagger \vec{q} U_{t,t_0} \\
\vec{p}(t) = U_{t,t_0}^\dagger \vec{p} U_{t,t_0}
\end{cases}
\] (31)

Equations for expectation values (29) become:

\[
\begin{cases}
<\phi_0 | \frac{d}{dt} \vec{q}(t) | \phi_0 > = <\phi_0 | \vec{\nabla}_p H(\vec{p}(t), \vec{q}(t), t) | \phi_0 > \\
<\phi_0 | \frac{d}{dt} \vec{p}(t) | \phi_0 > = -<\phi_0 | \vec{\nabla}_q H(\vec{p}(t), \vec{q}(t), t) | \phi_0 >
\end{cases}
\] (32)

Since equations (32) must be valid for any state \(\phi_0\), we deduce the following equations of evolution for the operators \(\vec{q}(t)\) and \(\vec{p}(t)\):

\[
\begin{cases}
\frac{d}{dt} \vec{q}(t) = \vec{\nabla}_p H(\vec{p}(t), \vec{q}(t), t) \\
\frac{d}{dt} \vec{p}(t) = -\vec{\nabla}_q H(\vec{p}(t), \vec{q}(t), t)
\end{cases}
\] (33)

(33) are the natural formulation of equations of motion in the new framework, and they can be symbolically identified with the Hamiltonian equations (1).

2. Operator of Evolution and Liouville Equation

Now if we look at the operator \(X_H(t)\) as defined in III-C:

\[
X_H(t) = -i \left( \vec{\nabla}_p H \vec{\nabla}_q - \vec{\nabla}_q H \vec{\nabla}_p \right)
\] (34)
We have:
\[
\begin{align*}
[X_H(t), \overrightarrow{q}] &= -\hbar \overrightarrow{p} H(\overrightarrow{p}, \overrightarrow{q}, t) \\
[X_H(t), \overrightarrow{p}] &= i \hbar \overrightarrow{q} H(\overrightarrow{p}, \overrightarrow{q}, t)
\end{align*}
\] (35)

Let us define \( U_{t,t_0} \) as the unitary operator generated by \( X_H(t) \):
\[
\begin{align*}
\frac{d}{dt} U_{t,t_0} &= X_H(t) U_{t,t_0} \\
U_{t_0,t_0} &= 1
\end{align*}
\] (36)

A simple checking shows that now the operators \( \overrightarrow{q}(t) \) and \( \overrightarrow{p}(t) \) defined by (31) verify equations (33) and then \( U_{t,t_0} \) is the operator of evolution. We deduce that for any state \( \phi_0 \) at time \( t_0 \) we have:
\[
\phi(t) = U_{t,t_0}(\phi_0)
\] (37)

Then using the definition of \( U_{t,t_0} \), the wave function \( \phi(\overrightarrow{p}, \overrightarrow{q}, t) \) verifies Liouville equation:
\[
\frac{\partial \phi}{\partial t} = -\{H, \phi\}
\] (38)

Because this differential equation is of order one with real coefficients, we recover that the probability density \( \rho(\overrightarrow{p}, \overrightarrow{q}, t) = |\phi(\overrightarrow{p}, \overrightarrow{q}, t)|^2 \) must also verify Liouville equation. Now, since any density operator \( D \) has the splitting \( D = \sum_n p_n |\phi_n \rangle \langle \phi_n| \), we recover that any classical density \( \rho(\overrightarrow{p}, \overrightarrow{q}, t) = <\overrightarrow{p}, \overrightarrow{q}|D_t|\overrightarrow{p}, \overrightarrow{q}> \) must verify also Liouville equation.

We see that only starting from equations for expectation values, and even if "\( \delta \)" densities are excluded, we recover completely the equations of standard Classical Mechanics. This result is due to the fact that we can find densities as close as we want to "\( \delta \)".

VI. The Quantization Process

A. The problem of Unclassical Observables: what is Quantization?

Our frame of Classical Mechanics is based on the "axiom of classicity" that limits the range of physical observables. We analyze here the possibility of giving a physical meaning to some unclassical observable (and then breaking down our axiom).

The starting point of our procedure is the representation of classical events given by our mapping \( \Pi \). As we can verify easily, for each classical event "\( A \)" that gives a non-zero projector \( \Pi(A) \), \( \Pi(A) \) corresponds in fact to an infinite dimensional subspace of \( \mathcal{H} \). This means that the one-dimensional projectors \( \pi_\phi = |\phi \rangle \langle \phi| \) that represents the "minimal events" and define states, are not classical events. Since we only possess the projectors \( \Pi(A) \) to select particles, we can never decide if a particle is in a given state \( \phi \) (this is because we cannot...
distinguish states from general densities). So in this classical picture, a particle is described by a mathematical object that cannot be completely specified from experiment (exactly as points in phase space that cannot be experimentally reached). But this means that we cannot specify any more what is really the full space $S$ of all $\phi$. So we can imagine two different situations:

- The space $S = H$, and then all states are possible
- The space $S$ is only a proper subspace of $H$.

In this last case, we can define the orthogonal projector $\pi_S$ on $S$. By definition $\pi_S$ cannot be a classical event, but nevertheless $\pi_S$ has a physical meaning as the projector on all physical states. So we can give a physical meaning to an unclassical object and moreover this unclassical event must be always realized since all physical states $\phi$ must verify $\pi_S\phi = \phi$.

Another way to present the problem is to look at the full set of orthogonal projectors as the set of all symbolic logical questions on a system. In the frame of Classical Mechanics, only a subset of questions (the projectors $\Pi(A)$) possesses a physical answer (true or false). The remainder must be either unphysical questions, either undecidable questions. The "question $\pi_S$" is undecidable.

So we have the opportunity of "creating" a new logical frame by postulating that some "question $\pi_S$" has a positive answer. Of course, we need physical arguments to choose $\pi_S$ in order to preserve basic physical results.

In our point of view, Quantization corresponds to this kind of postulate.

In the following, we assume that some proper subspace $S$ of $H$ (represented by $\pi_S$) contains all possible states.

We analyze first the consequences of this postulate and then we give the arguments to choose $\pi_S$.

### B. Consequences of a Quantization

Of course, we must assume that all general axioms listed in III-A1,2,3,4 are always valid, but on the Hilbert space $S$. Moreover, we must analyze apart how to take into account our axiom of classicity.

First of all, since the basic objects of our formalism are now operators on $S$ which is a subspace of $H$, we want to specify the relation between self-adjoint operators on $H$ and self-adjoint operators on $S$. Since $\pi_S$ is a projector, a self-adjoint operator $a$ on $H$ corresponds to a self-adjoint operator on $S$ if and only if:

$$\pi_S a \pi_S = a$$

So this relation (39) must now be verified for both observables and densities. Now we analyze how classical observables are modified.

#### 1. The "Correspondence Principle"

Let $f$ a classical observable and $f = \int f(x)|x><x|dx$ the corresponding operator. For any density $D$, we have seen that the expectation value of $f$ is
given by \( < f > = Tr(D.f) \). But now the only possible densities verify equation \((39)\) and then \( < f > \) can be written as \( < f > = Tr(D.S.f.S) \). So in any physical situation, we only need the self-adjoint operator \( f_S = S f S \), and by construction \( f_S \) defines a true observable on the physical Hilbert space \( S \).

So it is natural to assume that the operator \( f_S = S f S \) defines the new version of the classical observable \( f \): we call \( f_S \) the quantized observable associated with \( f \).

This allows to justify and not to postulate the famous "correspondence principle" that gives quantized version of classical observable. We will see later that almost all these quantized observables correspond effectively to usual quantum operators.

2. Remarks on quantized Observables

Of course, the simplest quantized observables are \( \pi S \overrightarrow{p} \pi S \) and \( \pi S \overrightarrow{q} \pi S \). Since \( \overrightarrow{p} \) and \( \overrightarrow{q} \) are the basic objects of our classical frame, \( \pi S \overrightarrow{p} \pi S \) and \( \pi S \overrightarrow{q} \pi S \) must become the new fundamental observables; and these new operators do not commute in general.

In the case of more complex classical observables, it can exist some ambiguity in the definition of the quantized version.

For example, if we look at the quantized observable \( \overrightarrow{L} \) associated with the classical orbital momentum \( \overrightarrow{l} = \overrightarrow{p} \wedge \overrightarrow{q} \), we can say that \( \overrightarrow{L} = \overrightarrow{L}_1 = \pi S \overrightarrow{p} \wedge \overrightarrow{q} \pi S \) according to our procedure, but we can also define \( \overrightarrow{L} = \overrightarrow{L}_2 = \frac{1}{2}(\pi S \overrightarrow{p} \pi S \wedge \pi S \overrightarrow{q} \pi S - \pi S \overrightarrow{q} \pi S \wedge \pi S \overrightarrow{p} \pi S) \). In both cases we have a well-defined self-adjoint operator, and then a possible observable associated with the classical quantity \( \overrightarrow{l} \) (in general \( \overrightarrow{L}_1 \) and \( \overrightarrow{L}_2 \) define two different operators). Of course only \( \overrightarrow{L}_1 \) is a direct quantization (according to our procedure); but it is not sufficient to prove that \( \overrightarrow{L}_1 \) is the right answer, because orbital momentum is classically the generator of rotation and we can demand that this general physical property remains unchanged. This means that, for complex observables, we need generally some external arguments on the physical role played by the observable (for example as generator of symmetry), to decide which is the right quantized object. We will see in section X-B, precisely in the case of \( \overrightarrow{l} = \overrightarrow{p} \wedge \overrightarrow{q} \), that we must examine carefully different possible observables to deduce the right one.

3. Quantization of Classical Events

As seen before, classical events are represented by the projectors \( \Pi(A) \). Our quantization transform \( \Pi(A) \) into \( \Pi_S(A) = \pi S \Pi(A) \pi S \). But now \( \Pi_S(A) \) is not any more an orthogonal projector and cannot be associated with a true "logical observable". \( \Pi_S(A) \) must be interpreted as a "semi-classical event" or as a quasiprojector. This label becomes more obvious if we remark that:

\[
\Pi_S(A) = \int_A d^3 \overrightarrow{p} d^3 \overrightarrow{q} \pi S | \overrightarrow{p}, \overrightarrow{q} > < \overrightarrow{p}, \overrightarrow{q} | \pi S
\]  (40)
while:

\[ 1_S = \pi_S = \int d^3\mathbf{p} d^3\mathbf{q} \pi_S |\mathbf{p}, \mathbf{q} >\langle \mathbf{p'}, \mathbf{q'}| \pi_S \]

(41)

The states \( \{ |\xi_{\mathbf{p}, \mathbf{q}} > = \pi_S |\mathbf{p}, \mathbf{q} >\} \) are not any more a "continuous orthogonal basis", but they verify the previous closure relation on the physical Hilbert space \( S \). So these states define in fact an overcomplete orthogonal basis and can be seen as "semi-classical states". We detail this point in section X-C,D.

Now, we can analyze what kind of arguments can be used to specify the projector \( \pi_S \).

C. Our Arguments to choose a Quantization

Our arguments for quantization are based on the physical existence of a fundamental group of transformations acting on phase space, namely the symmetry group. As indicated in paragraph II-C, the symmetry group is Galileo group \( G \) (up to some discrete transformations). So we look for a representation of the group \( G \) on the Hilbert space \( \mathcal{H} \) in such a way that classical objects are always transformed in the same way.

1. How to represent Galileo group

Classically an observable \( f(\mathbf{p}, \mathbf{q}) \) is transformed into \( f_u = f \circ u^{-1} \) in a symmetry \( u \in G \). Now, the operator associated with \( f_u \) is:

\[ f_u = \int d^3\mathbf{p} d^3\mathbf{q} (f \circ u^{-1})(\mathbf{p}, \mathbf{q})|\mathbf{p}, \mathbf{q} >\langle \mathbf{p'}, \mathbf{q'}| \]

(42)

Since any symmetry \( u \) preserves the element of volume in phase space, we have:

\[ f_u = \int d^3\mathbf{p} d^3\mathbf{q} f(\mathbf{p}, \mathbf{q})u(\mathbf{p}, \mathbf{q}) >\langle \mathbf{p'}, \mathbf{q'}| \]

(43)

Then we can write:

\[ f_u = T_u f.T_u^\dagger \]

(44)

if we define the action of the operator \( T_u \) on \( \mathcal{H} \) as:

\[ T_u|\mathbf{p'}, \mathbf{q'} > = \exp(i\theta_u(\mathbf{p'}, \mathbf{q'}))u(\mathbf{p'}, \mathbf{q'}) > \]

(45)

where \( \theta_u(\mathbf{p'}, \mathbf{q'}) \) is an unspecified phase factor (in fact we use the local \( U(1) \) invariance).

This means that any projective representation of \( G \) preserves classical properties. Of course the choice \( \theta_u = 0 \) gives a right representation, but this solution is not necessarily the unique one. Moreover, if there exists different non-equivalent representations, we have to do a choice: if this picture is really the right mathematical framework, we must say that only one of these representations is real.
In the following, we assume that this choice has been done, and then the functions $\theta_u$ are specified.

Now, we are ready to develop our arguments for quantization.

2. Arguments for Quantization

We remark first that "Phase space is connected by symmetries": given two points $x_0$ and $x_1$ in phase space, we can always find some symmetry $u \in G$ such that $x_1 = u(x_0)$. So starting from any point $x_0$, the action of the full symmetry group $G$ generates phase space. This means that the set of physical states is generated by the symmetry group: to specify dynamical properties of a particle, we don’t need a larger space than a space generated by $G$.

Now in the new framework, the points $x$ of phase space are used to build the "continuous orthogonal basis" $\{ |x > \}$: so this complete orthogonal basis of $\mathcal{H}$ is generated by the action $G$ (or its representation) on some ket $|x_0 >$. But in general we can build others (orthogonal) basis with this kind of property: we can find orthogonal basis $\{ |y, n > \}$ (where $y$ specifies continuous variables and $n$ is an integer parameter), such that the action of the representation $\{ T_u \}$ on some ket $|y_0, n >$ generates the full set $\{ |y, n > \}$ for a fixed $n$. So each subspace $\mathcal{H}_n$ associated with the projector $\Pi_n = \int dy |y, n > < y, n |$ possesses exactly the same property than the initial Hilbert space $\mathcal{H}$. Moreover two states $\phi_0$ and $\phi_1$ belonging to two different subspaces $\mathcal{H}_{n_0}$ and $\mathcal{H}_{n_1}$ can never be connected by a symmetry $T_u$. So it is logical to assume that only one of these subspaces $\mathcal{H}_n$ is sufficient to specify dynamical properties of a particle.

3. Conclusion

If we demand that the Hilbert space of states verify the same property than classical phase space, it is sufficient to assume that the physical Hilbert space $\mathcal{S}$ is a subspace of irreducible representation of the $\{ T_u \}$: this specifies our quantization.

So, logically we must first analyze all possible projective representations of Galileo group, before looking for quantization. Nevertheless, since in this article we want to focus to the "right choice", we only develop in the following paragraphs the intuitive arguments leading to the "right" representation compatible with Quantum Mechanics (there is no mathematical reason to choose this special representation).

VII. Representations of Galileo Group

As indicated at the end of the last paragraph, we have no mathematical reason to choose a special representation; but the lack of mathematical inference does not mean that we have no physical arguments. In fact, we will prove in the following that assuming the physical existence of some "unit of action" implies
the existence of some new symmetry with no classical equivalent. Taking into account this new symmetry, we can guess the representation we look for.

To begin, we look first at the classical situation corresponding to a cancellation of all the coefficients \( \theta_u(x) \) introduced in section VI.

### A. The classical representation

We can use the generators \( X_f \) induced by Poisson Brackets (IV) to build this classical representation of Galileo group.

The continuous transformations of the group are space translations, Galileo boosts and rotations that are respectively associated with the observables \( \vec{p}, \vec{q} \) and \( \vec{l} = \vec{q} \wedge \vec{p} \). Namely, using the notations of section IV:

\[
\begin{align*}
\exp \left[ -i\frac{\vec{q}}{\hbar} \cdot X_{\vec{p}} \right] |\vec{p}, \vec{q}> &= |\vec{p} + \vec{p}_0, \vec{q} + \vec{q}_0> \\
\exp \left[ i\frac{\vec{p}}{\hbar} \cdot X_{\vec{p}} \right] |\vec{p}, \vec{q}> &= |\vec{p}, \vec{q} + \vec{p}_0 > \\
\exp \left[ -i\frac{\vec{q}}{\hbar} \cdot X_{\vec{l}} \right] |\vec{p}, \vec{q}> &= |R_{\vec{q}}(\vec{p}), R_{\vec{q}}(\vec{q})>
\end{align*}
\]

where \( R_{\vec{q}} \) is the geometrical rotation.

### B. First Consequences of a Unit of Action

In the remainder, we assume that there exists some natural unit of action, namely the Planck constant \( \hbar \) (or the reduced value \( \hbar' = \hbar/2\pi \)), and we are interested in the consequences of this hypothesis for the objects defined on \( \mathcal{H} \).

#### 1. New physical symmetry: The Symplectic Transform

Taking into account the data of \( \hbar \), we can define a set of linear operators \( \{K_S(\alpha)\}_{\alpha \in \mathbb{R}} \) (symplectic involutions) depending on the undimensional real parameter \( \alpha \) by:

\[
\begin{align*}
<\vec{p}, \vec{q}|K_S(\alpha)|\vec{p}_1, \vec{q}_1> &= (\alpha/\hbar)^3 \exp[(i\alpha/\hbar)(\vec{q} \cdot \vec{p}_1 - \vec{p} \cdot \vec{q}_1)]
\end{align*}
\]

A simple checking proves that:

\[
K_S^\dagger(\alpha) = K_S(\alpha) \quad \text{and} \quad K_S(\alpha)^2 = 1_{\mathcal{H}}
\]

So each \( K_S(\alpha) \) is a self-adjoint unitary operator, that is an involution; and \( K_S(\alpha) \) depends on the symplectic product \( \vec{q} \cdot \vec{p}_1 - \vec{p} \cdot \vec{q}_1 \).

On the other hand, we can also define the unitary gauge transforms \( U_G(\xi) \) depending on the undimensional real parameter \( \xi \) as:

\[
U_G(\xi) |\vec{p}, \vec{q}> = \exp[-(i\xi/\hbar)(\vec{p} \cdot \vec{q})] |\vec{p}, \vec{q}>
\]

Or:

\[
U_G(\xi) = \exp[-(i\xi/\hbar)(\vec{p} \cdot \vec{q})]
\]
These operators $K_S(\alpha)$ and $U_G(\xi)$ are the simplest "new symmetries" induced by the existence of $\hbar$.
Combining $K_S(\alpha)$ and $U_G(\xi)$, we extend the set $\{K_S(\alpha)\}_{\alpha \in \mathbb{R}}$ of involutions (unitary self-adjoint operators) to $\{K_S(\alpha, \xi)\}_{(\alpha, \xi) \in \mathbb{R}^2}$ with:

$$K_S(\alpha, \xi) = U_G(\xi)^\dagger K_S(\alpha) U_G(\xi) \quad (51)$$

Now, each $K_S(\alpha, \xi)$ is mathematically a new symmetry. But is it really possible that different non-equivalent $K_S(\alpha, \xi)$ physically exist as a same time?
In fact, we see that modifying $\alpha$ and $\xi$ corresponds to a scaling on $\hbar$. If we say that there exists a unique unit of action, only one of these $K_S(\alpha, \xi)$ must be taken as fundamental. Of course, this is not sufficient to specify the value of $\alpha$ and $\xi$; so we have to do a choice.

**Conclusion**
We postulate in all the following, that the fundamental symplectic transform is $K_S$ defined as:

$$K_S = K_S(1/2, 1/2) \quad (52)$$

Or:

$$< \mathbf{\hat{p}}, \mathbf{\hat{q}} | K_S | \mathbf{\hat{p}_1}, \mathbf{\hat{q}_1} >= (1/2h)^3 \exp[(i/2h)(\mathbf{\hat{q}_1} - \mathbf{\hat{q}})(\mathbf{\hat{p}} + \mathbf{\hat{p}_1})] \quad (53)$$
(Of course this choice contains a part of arbitrary due to possible others unitary equivalent possibilities).

Now, $K_S$ must be seen as a new physical symmetry (unclassical) induced by the existence of "$\hbar" and then it must be added to Galileo Group.

2. "Passive" and "Active" Representations of Observables

We have seen in paragraph IV that we can mathematically associate to each classical observable $f$, two self-adjoint operators $f$ and $X_f$, $X_f$ being homogeneous to $f$ divided by an action.

So $f$ and $hX_f$ are now two possible representations of $f$ with the same physical homogeneity, but $hX_f$ is a non-classical observable. Moreover $f$ and $hX_f$ are independent since $[f, hX_f] = 0$. Then, introducing $h$ generates some apparent mathematical ambiguity into the representation of observables: each observable can be defined as a data or as a generator of a one-parameter group.

We will see in the remainder that our procedure of quantization allows to remove this ambiguity.

C. New Representation of Galileo Group

Now, we consider $K_S$ as a new physical symmetry, but without any classical equivalent. So it is natural to assume that $K_S$ does not interfere with the unitary operators $U_\beta$ that represent Galileo group, in other words $[K_S, U_\beta] = 0$.
This means that the (self-adjoint) generators $Y\alpha$ of Galileo group must verify $[K_S, Y\alpha] = 0$. Since $K_S$ is an involution, this last requirement can be written as:

$$K_S Y\alpha K_S = Y\alpha \text{ or } Y\alpha = \frac{1}{2}(Y\alpha + K_S Y\alpha K_S) \quad (54)$$

Now, as seen in VII-A, the classical generators of Galileo group are $X_{\vec{q}} = -i\vec{\nabla}_q$, $X_{\vec{p}} = i\vec{\nabla}_p$ and $X_{\vec{q} \wedge \vec{p}} = (-i)(\vec{q} \wedge \vec{\nabla}_q + \vec{p} \wedge \vec{\nabla}_p)$. Using (54) and the fact that $K_S$ is an involution, we find after a few algebra:

$$\begin{align*}
K_S X_{\vec{q}} K_S &= (1/2\hbar)(\vec{q} + K_S \vec{p} K_S) = X_{\vec{p}} \\
K_S X_{\vec{p}} K_S &= (1/2\hbar)(\vec{q} - K_S \vec{q} K_S) = -X_{\vec{q}} \\
K_S X_{\vec{q} \wedge \vec{p}} K_S &= X_{\vec{q} \wedge \vec{p}}
\end{align*} \quad (55)$$

So, $X_{\vec{p}}$ and $X_{\vec{q} \wedge \vec{p}}$ (generators of translation and rotations) are effectively invariant under $K_S$, but not $X_{\vec{q}}$ (generator of Galileo boosts). So we must modify $X_{\vec{q}}$ and we define the new generator $X_{\vec{q}}^{(1)}$ of Galileo boosts as:

$$X_{\vec{q}}^{(1)} = (1/2\hbar)(\vec{q} + K_S \vec{q} K_S) = \hbar^{-1}\vec{q} + X_{\vec{q}} \quad (56)$$

Now we have:

$$K_S X_{\vec{q}}^{(1)} K_S = X_{\vec{q}}^{(1)} \quad (57)$$

This new generator $X_{\vec{q}}^{(1)}$ is invariant under $K_S$ and the new representation of Galileo boosts becomes:

$$\exp\left[i\hbar_0 \cdot X_{\vec{q}}^{(1)}\right] |\vec{p}, \vec{q}> = \exp[i/\hbar \hbar_0 \cdot \vec{q}] |\vec{p} + \hbar_0, \vec{q}> \quad (58)$$

As expected from general arguments of section VI-C, we find a supplementary phase factor $\theta = (i/\hbar)\hbar_0 \cdot \vec{q}$ that modifies the classical representation, but only for Galileo boosts. The representation of translations and rotations is unchanged.

To conclude, taking into account the remarks of the previous paragraph VII-B2 on the representation of observables, we introduce the "pre-quantum" operators $P_{\vec{p}}^{(1)}, Q_{\vec{q}}^{(1)}$ and $J_{\vec{r}}^{(1)}$, homogeneous respectively to $\vec{p}', \vec{q}'$ and $\vec{q}' \wedge \vec{p}' = \vec{r}'$:

$$\begin{align*}
P_{\vec{p}}^{(1)} &= \hbar X_{\vec{p}} = -ih\vec{\nabla}_q = (1/2)(\vec{p} + K_S \vec{p} K_S) \\
Q_{\vec{q}}^{(1)} &= \hbar X_{\vec{q}}^{(1)} = \vec{q} + ih\vec{\nabla}_p = (1/2)(\vec{q} + K_S \vec{q} K_S) \\
J_{\vec{r}}^{(1)} &= \hbar X_{\vec{r}} = -ih(\vec{q} \wedge \vec{\nabla}_q + \vec{p} \wedge \vec{\nabla}_p)
\end{align*} \quad (59)$$

These operators are the generators of the new representation of Galileo group through the equations:

$$\begin{align*}
\exp\left[-(i/\hbar)\vec{q}_0 \cdot P_{\vec{p}}^{(1)}\right] |\vec{p}', \vec{q}'> &= |\vec{p}', \vec{q}' + \vec{q}_0> \\
\exp\left[i\hbar_0 \cdot Q_{\vec{q}}^{(1)}\right] |\vec{p}', \vec{q}'> &= \exp[(i/\hbar)\hbar_0 \cdot \vec{q}] |\vec{p} + \hbar_0, \vec{q}'> \\
\exp\left[-(i/\hbar)\vec{q} \cdot J_{\vec{r}}^{(1)}\right] |\vec{p}', \vec{q}'> &= |R_{\vec{r}'}(\vec{q}'), R_{\vec{r}'}(\vec{p}')>
\end{align*} \quad (60)$$
where $\mathcal{R} \omega$ is the geometrical rotation.

The index "*" on $\overrightarrow{P}_*, \overrightarrow{Q}_*$ and $\overrightarrow{J}_*$ is used to distinguish these "pre-quantum operators" from the true quantum ones that will be obtained by our procedure of quantization.

Now, while the old generators $\overrightarrow{X}_p$ and $\overrightarrow{X}_q$ were commuting, the new ones $\overrightarrow{P}_*$ and $\overrightarrow{Q}_*$ verify:

$$[\overrightarrow{P}_i, \overrightarrow{Q}_j] = -i\hbar \delta_{ij}$$

In fact, for any component of the operators $\overrightarrow{P}_*$, $\overrightarrow{Q}_*$ and $\overrightarrow{J}_*$, the expression of the commutator $(i/\hbar)[\overrightarrow{A}, \overrightarrow{B}]$ exactly corresponds to the Poisson Bracket of the associated classical observables ($\overrightarrow{p}$, $\overrightarrow{q}$, $\overrightarrow{l}$):

$$\begin{align*}
[\overrightarrow{P}_i, \overrightarrow{P}_j] &= [\overrightarrow{Q}_i, \overrightarrow{Q}_j] = 0 \\
[\overrightarrow{P}_i, \overrightarrow{Q}_j] &= -i\hbar \delta_{ij} \\
[\overrightarrow{J}_i, \overrightarrow{J}_j] &= i\hbar \epsilon_{ijk} \overrightarrow{J}_k \\
[\overrightarrow{J}_i, \overrightarrow{Q}_j] &= i\hbar \epsilon_{ijk} \overrightarrow{Q}_k \\
[\overrightarrow{J}_i, \overrightarrow{P}_j] &= i\hbar \epsilon_{ijk} \overrightarrow{P}_k
\end{align*}$$

(62)

So, independently of our specific procedure of quantization of observables based on projection, it is natural to expect that these operators $\overrightarrow{P}_*$, $\overrightarrow{Q}_*$ and $\overrightarrow{J}_*$ are the right representations of momentum, position and angular momentum.

We will find that our procedure of quantization confirms this hypothesis.

### D. Angular Momentum and Spin

Starting from $\overrightarrow{P}_*$, $\overrightarrow{Q}_*$ and $\overrightarrow{J}_*$, we define two new generators that we call $\overrightarrow{L}_*$ and $\overrightarrow{S}_*$:

$$\begin{align*}
\overrightarrow{L}_* &= \overrightarrow{Q}_* \wedge \overrightarrow{P}_* \\
\overrightarrow{S}_* &= \overrightarrow{J}_* - \overrightarrow{L}_* = -i\hbar \overrightarrow{p} \wedge \overrightarrow{p} - \hbar^2 \overrightarrow{p} \wedge \overrightarrow{q} + \overrightarrow{p} \wedge \overrightarrow{q} \\
\end{align*}$$

(63)

$\overrightarrow{L}_*$ and $\overrightarrow{S}_*$ are generators of rotations since their components verify $[\overrightarrow{A}_i, \overrightarrow{A}_j] = i\hbar \epsilon_{ijk} \overrightarrow{A}_k$. But moreover we have:

$$[\overrightarrow{S}_i, \overrightarrow{Q}_j] = [\overrightarrow{S}_i, \overrightarrow{P}_j] = 0$$

(64)

So, anticipating on the remainder, $\overrightarrow{L}_*$ generates orbital rotations, while $\overrightarrow{S}_*$ defines internal rotations, that is effects due to spin.

Nevertheless, since $\overrightarrow{S}_*$ is built with true vectors, it only generates integer spins.

This means that we cannot recover half-integer spins only starting with our Configuration Space $\mathcal{H} = L^2(\mathcal{C})$. If we want to recover all possible values of spin, we must add some external degrees of freedom to our Hilbert space.

More precisely, we must assume that the basis of $\mathcal{H}$ is $\{ |\overrightarrow{p}, \overrightarrow{q} > \otimes |\epsilon > \}$ with $\epsilon = 0, \pm 1$. The value $\epsilon = 0$ corresponds to the previous case of integer
spins, while the new values $\epsilon = \pm 1$ describe the half-integer components. We must also modify the generator $\vec{J}'$ of rotations to take into account rotations of new degrees of freedom:

$$\vec{J}' = \hbar \vec{X} / 2 + \frac{\hbar}{2} \vec{\Sigma} \tag{65}$$

where $\vec{\Sigma}$ applied to $|\epsilon = 0\rangle$ gives 0, and applied to $|\epsilon = \pm 1\rangle$, $\vec{\Sigma}$ reduces to Pauli matrices.

Of course the operators $\vec{P}'$, $\vec{Q}'$, and $\vec{L}'$ are unchanged, and only $\vec{S}'$ is modified.

In the remainder we don’t develop any further this extended framework, because the heaviness of the formalism hides the ideas involved in our procedure of quantization. So we continue to use our Hilbert space generated by the basis $\{ |\vec{p}, \vec{q}\rangle \}$, but now we know that this frame can only generate integer spins, and then all the following is devoted to bosonic particles.

E. Discrete Symmetries

1. Parity

Parity is defined as the linear operator $K_P$ acting on states $|\vec{p}, \vec{q}\rangle$ as:

$$K_P |\vec{p}, \vec{q}\rangle = | -\vec{p}, -\vec{q}\rangle \tag{66}$$

2. Time Reversal

Classically speaking, Time Reversal transforms a state $(\vec{p}, \vec{q})$ in $(\vec{p}, \vec{q})$. Then we can try to represent Time Reversal as a linear operator acting on states $|\vec{p}, \vec{q}\rangle$, such that $K_T |\vec{p}, \vec{q}\rangle = | -\vec{p}, -\vec{q}\rangle$. But if we take this definition, the linear condition is uncompatible with Galileo boosts, because of the supplementary phase factor introduced into the representation. To obtain a consistent result, we must assume that $K_T$ is an antilinear operator. So, we define $K_T$ as an antilinear operator such that:

$$K_T |\vec{p}, \vec{q}\rangle = | -\vec{p}, -\vec{q}\rangle \tag{67}$$

3. Symplectic Transform

The symmetry $K_S$ has been defined in paragraph VII-B1, and by construction $K_S$ commutes with all the previous symmetries.

VIII. Irreducible Representation of Galileo Group

Computations on the irreducible representations of Galileo group in phase space have already been published (for example E. Prugovečki[13]), but we need here to detail this analysis in order to prove the consistency of our approach and also to introduce specific notations.
A. Subspaces of irreducible representation of $P_*$ and $Q_*$

We have seen that the generators $\overrightarrow{P}_*$ and $\overrightarrow{Q}_*$ verify $[P_{s*}, Q_{s*}] = -i\hbar \delta_{ij}$ and we know that irreducible representations of these relations are obtained if $\overrightarrow{P}_* \equiv -i\hbar \nabla_x$ and $\overrightarrow{Q}_* \equiv \overrightarrow{x}$ (for the moment $\overrightarrow{x}$ must be only seen as a parameter). So we look for (unbounded) states "$|\overrightarrow{x}, \alpha >$" such that:

$$\begin{align*}
&<\overrightarrow{x}, \alpha | \overrightarrow{p}, \overrightarrow{q} > = -i\hbar \nabla_x <\overrightarrow{x}, \alpha | \overrightarrow{p}, \overrightarrow{q} > \\
&<\overrightarrow{x}, \alpha | \overrightarrow{q} > = \overrightarrow{x} <\overrightarrow{x}, \alpha | \overrightarrow{q} >
\end{align*}$$

(68)

If we call $\phi = <\overrightarrow{p}, \overrightarrow{q} | \overrightarrow{x}, \alpha >$, using the explicit expression of $\overrightarrow{P}_*$ and $\overrightarrow{Q}_*$, we obtain:

$$\begin{align*}
&\left\{ \begin{align*}
&\left( \nabla_q + \nabla_x \right) \phi = 0 \\
&i\hbar \nabla_p \phi = (\overrightarrow{x} - \overrightarrow{q}) \phi
\end{align*} \right.
\end{align*}$$

(69)

The general solution of this system is:

$$\phi = \Phi(\overrightarrow{x} - \overrightarrow{q}) \exp[-(i/\hbar)(\overrightarrow{x} - \overrightarrow{q})]\]$$

(70)

where $\Phi$ is an arbitrary function.

So the states $\{|\overrightarrow{x}, \alpha >\}$ solutions of the problem are given by:

$$<\overrightarrow{p}, \overrightarrow{q} | \overrightarrow{x}, \alpha > = \Phi_\alpha(\overrightarrow{x} - \overrightarrow{q}) \exp[-(i/\hbar)(\overrightarrow{x} - \overrightarrow{q})]\]$$

(71)

Computing the scalar product $<\overrightarrow{q}, \beta | \overrightarrow{x}, \alpha >$ we obtain:

$$\begin{align*}
&\left\{ \begin{align*}
&<\overrightarrow{q}, \beta | \overrightarrow{x}, \alpha > = <\overrightarrow{q}, \beta | \overrightarrow{x}, \alpha > \\
&<< \beta | \alpha >> = \hbar^3 \int d^3 \overrightarrow{q} \Phi_\beta(\overrightarrow{q}) \Phi_\alpha(\overrightarrow{q})
\end{align*} \right.
\end{align*}$$

(72)

where $\hbar = 2\pi h$ is the Planck constant and $<< \beta | \alpha >>$ defines a reduced scalar product on the fields $\Phi_\alpha$.

Now, if we take a complete orthonormal basis $\{|\overrightarrow{x}, n >\}$ for the reduced scalar product $<< n | m >> = \delta_{n,m}$, the states $\{|\overrightarrow{x}, n >\}$ defines a complete orthogonal basis for our Configuration Space and we can define the bounded projectors $\Pi_n$ on each subspace generated by the states $\{|\overrightarrow{x}, n >\}$ $\overrightarrow{x} \in \mathbb{R}^3$:

$$\Pi_n = \int d^3 \overrightarrow{x} | \overrightarrow{x}, n > < \overrightarrow{x}, n |$$

(73)

Moreover, we have also the closure relation:

$$\sum_n \Pi_n = 1_H$$

(74)

Each of these $\Pi_n$ defines a subspace of irreducible representation of the commutation relations between $\overrightarrow{P}_*$ and $\overrightarrow{Q}_*$ and:

$$[\overrightarrow{P}_*, \Pi_n] = [\overrightarrow{Q}_*, \Pi_n] = 0$$

(75)
The action of space translations and Galileo boosts generated by $P^r_\gamma$ and $Q^r_\wedge$ on each subspace is given by:

$$\begin{align*}
\exp\left[-(i/h)\vec{q}_0\cdot P^r_\gamma\right] & |\vec{x}', n > = |\vec{x}' + \vec{q}_0, n > \\
\exp\left[(i/h)\vec{q}_0\cdot Q^r_\wedge\right] & |\vec{x}', n > = \exp[(i/h)\vec{q}_0\cdot \vec{x}'] |\vec{x}', n >
\end{align*}$$

(76)

Now, we look at irreducible representations of the rotation group, taking into account the previous results.

**B. Irreducible representations of Rotations**

We have seen previously that the generator of rotations is $\vec{J}_\gamma = \vec{L}_\gamma + \vec{S}_\gamma$ with $[\vec{L}_\gamma, \vec{S}_\gamma] = 0$. Then:

$$\exp\left[-(i/h)\vec{\omega}\cdot \vec{J}_\gamma\right] = \exp\left[-(i/h)\vec{\omega}\cdot \vec{L}_\gamma\right] \exp\left[-(i/h)\vec{\omega}\cdot \vec{S}_\gamma\right]$$

(77)

Since by construction $\vec{L}_\gamma = \vec{Q}_\wedge \wedge \vec{P}_\gamma$ acts on each subspace $\Pi_n$ as the usual quantum operator of orbital angular momentum, we have:

$$\exp\left[-(i/h)\vec{\omega}\cdot \vec{J}_\gamma\right] |\vec{x}', n > = \exp\left[-(i/h)\vec{\omega}\cdot \vec{S}_\gamma\right] |\mathcal{R}_{\vec{\omega}}(\vec{x}'), n >$$

(78)

Then irreducible representations of rotations are only dependent of the generators $\vec{S}_\gamma$. Moreover we know that these representations are obtained by states $|S, m_S >$ such that $\vec{S}_\gamma^2 |S, m_S > = h^2 S(S + 1)$ and $\vec{S}_\gamma |S, m_S > = h m_S |S, m_S >$. Then we look for states $|\vec{x}', S, m_S >$ solving the problem.

The action of $\vec{S}_\gamma$ on $|\vec{x}', n >$ is given by:

$$\langle \vec{p}', \vec{q}' | \vec{S}_\gamma |\vec{x}', n > = i\hbar \vec{\nabla}_p \wedge (\vec{p}' + i\hbar \vec{\nabla}_q) \langle \vec{p}', \vec{q}' |\vec{x}', n >$$

(79)

Taking the explicit expression (71) of $\langle \vec{p}', \vec{q}' |\vec{x}', n >$ we obtain:

$$\langle \vec{p}', \vec{q}' | \vec{S}_\gamma |\vec{x}', n > = -i\hbar (\vec{x}' - \vec{q}') \wedge \vec{\nabla} \Phi_n(\vec{x}' - \vec{q}') \exp[-(i/h)\vec{p}'\cdot (\vec{x}' - \vec{q}')]$$

(80)

So $\vec{S}_\gamma$ only acts on the field $\Phi_n$ as the usual quantum orbital angular operator. Then we know that irreducible representations are obtained by spherical harmonics and the states $|\vec{x}', S, m_S >$ are defined by:

$$\begin{align*}
\langle \vec{p}', \vec{q}' |\vec{x}', S, m_S > & = \Phi_{S,m_S}(\vec{x}' - \vec{q}') \exp[-(i/h)\vec{p}'\cdot (\vec{x}' - \vec{q}')] \\
\Phi_{S,m_S}(\vec{x}') & = \Psi(||\vec{x}'||) Y^{m_S}_S(\vec{x}' / ||\vec{x}'||)
\end{align*}$$

(81)

$\Psi$ is an arbitrary function normalized with the reduced scalar product defined in (82):

$$\int_0^\infty x^2 dx \ |\Psi(x)|^2 = h^{-3}$$

(82)
Now the action of the rotation group on the orthogonal basis $|\vec{x}, S, m>$ can be deduced from (78):

$$\exp \left[ -\frac{i}{\hbar} \vec{\omega} \cdot \vec{J} \right] |\vec{x}, S, m> = \sum_{m_1} R_{m_1, m}^S (\vec{\omega}) |\vec{R}_{\vec{\omega}} \vec{x}, S, m_1>$$  (83)

where $R_{m_1, m}^S (\vec{\omega})$ is the irreducible matrix of rotation.

C. Conclusion

The final result is that irreducible subspaces of the Galileo group are given by the projectors $\Pi_S$ on the states generated by the orthogonal basis $\{|\vec{x}, S, m>\}$, that is:

$$\Pi_S = \sum_m \int d^3\vec{x} \ |\vec{x}, S, m><\vec{x}, S, m|$$  (84)

Each of these subspaces depends of course on the value of $S$ (integer), but also depends on an arbitrary function $\Psi$ normalized by (82).

D. Action of discrete symmetries on an irreducible subspace

1. Parity

Following the definition (66) of the operator $K_P$ we find:

$$<\vec{p}, \vec{q}|K_P|\vec{x}, S, m> = \Phi_{S,m_S}(\vec{x} + \vec{q}) \exp[(i/\hbar) \vec{p} \cdot (\vec{x} + \vec{q})]$$  (85)

Now, using the parity of the spherical harmonics, we find:

$$K_P |\vec{x}, S, m> = (-1)^S |\vec{x}, -S, m>$$  (86)

2. Time Reversal

Following the definition (67) of the antilinear operator $K_T$ we find:

$$<\vec{p}, \vec{q}|K_T|\vec{x}, S, m> = \Phi_{S,m_S}^*(\vec{x} - \vec{q}) \exp[-(i/\hbar) \vec{p} \cdot (\vec{x} - \vec{q})]$$  (87)

Using the definition of $\Phi_{S,m_S}$ and the relation between spherical harmonic and its conjugate, we find:

$$<\vec{p}, \vec{q}|K_T|\vec{x}, S, m> = (-1)^m \Psi^*(|\vec{x} - \vec{q}|) Y_{S, m}^{s-m} \exp[-(i/\hbar) \vec{p} \cdot (\vec{x} - \vec{q})]$$  (88)

We deduce that each subspace $\Pi_S$ is invariant by Time Reversal, only if the unknown function $\Psi$ verifies $\Psi^* = \alpha \Psi$.

Since $\Psi$ is always defined up to a constant phase factor, we assume in the remainder that $\Psi$ is real.

Then $K_T$ is an antilinear operator that verifies:

$$K_T |\vec{x}, S, m> = (-1)^{ms} |\vec{x}, -S, -m>$$  (89)
3. Symplectic Transform

Using the definition (53) of the operator $K_S$ we find:

$$< \mathbf{p} , \mathbf{q} | K_S | \mathbf{x} , S, m_S > = \Phi_{S,m_S} (\mathbf{q} - \mathbf{x}) \exp[-(i/\hbar) \mathbf{p} \cdot (\mathbf{x} - \mathbf{q})] \quad (90)$$

Because of the parity of spherical harmonics, we find:

$$K_S | \mathbf{x} , S, m_S > = (\mathbf{q} - \mathbf{x}) \Phi_{S,m_S} \quad (91)$$

Then the non-classical symmetry $K_S$ acts on $| \mathbf{x} , S, m_S >$ as an intrinsic parity.

We conclude that the discrete symmetries $K_P$, $K_T$, and $K_S$ are represented on each subspace $\Pi_S$, if we assume the unknown function $\Psi$ to be real.

IX. Axiom of Quantization

Now any subspace $\mathcal{H}_S = \text{Ran}(\Pi_S)$ corresponds to our requirements defined in section VI-C and a quantization is the projection from the global Hilbert space $\mathcal{H}$ on one of these subspaces $\mathcal{H}_S$.

As expected, the action of all symmetries on the states "$| \mathbf{x} , S, m_S >$" correspond exactly with the quantum definition. But for the moment the quantities $\mathbf{x}, S, m_S$ are only mathematical parameters and are not related to physical observables (even if we can guess their meaning).

On the other hand, each $\mathcal{H}_S$ is defined by the integer parameter $S$ and the real function $\Psi(x)$. The essential effect of this function is to introduce a specific length scale $\lambda$ as a characteristic of the representation. To make explicit this dependence, we reduce $\Psi(x)$ to a purely mathematical (undimensional) function $\Psi_0$ by the scaling:

$$\Psi(x) = (\lambda \hbar)^{-3/2} \Psi_0 (x/\lambda) \quad (92)$$

The condition of normalization (82) becomes:

$$\int_0^\infty u^2 du \Psi_0 (u)^2 = 1 \quad (93)$$

To end, if we look at the main physical consequences of our procedure of quantization, we see that the important result is that a particle associated with a subspace $\mathcal{H}_S$ possesses an internal structure. This structure is defined by the intrinsic properties for rotations (spin $S$), and by a specific length scale $\lambda$. Then our procedure generates naturally spins for particle, but on the other hand, we also find that a particle must be associated with a natural length scale.

At this stage, if we want to give a physical meaning to $\lambda$, we must specify what we mean by "particles". Of course, elementary objects such as electrons or protons are particles, but atoms with frozen internal degrees of freedom can be also seen as particles.
The case of true elementary particles

In non-relativistic quantum mechanics, we cannot build a natural length unit \( \lambda \) for a true particle, but in relativistic quantum mechanics the Compton wave length \( \lambda_c = \frac{h}{Mc} \) defines such intrinsic length scale. So it is natural to look at \( \lambda \) as the preceding of the relativistic quantity \( \lambda_c \). This means that \( \lambda \) must be always a very small quantity (in regard to all other classical length scales).

The case of complex particles (atoms)

First, we must assume that all internal degrees of freedom are frozen, to be able to describe the system only using external dynamical quantities. In this case \( \lambda \) simply represents the geometrical size of the system. Moreover, we must always assume that \( \lambda \) is very small in regard to all other classical length scales of the problem, because the existence of some length scale of order of \( \lambda \) implies a dynamical effect on the internal degrees of freedom of the system.

X. The Basic Quantized Observables

In all the remainder the subspace \( \mathcal{H}_S \) is assumed to be fixed, and following always our procedure of section VI-C, we can look how classical observables are transformed through quantization.

We recall that, starting from a classical quantity \( f(\vec{p}, \vec{q}) \), we build first the associated classical operator \( f \), and then we quantify \( f \) by taking the projection \( \Pi_S f \Pi_S \).

A. Quantum Operators of Position and Momentum

So, we define the quantum operator of position \( \vec{Q} \) and momentum \( \vec{P} \) as:

\[
\begin{align*}
\vec{Q} &= \Pi_S \vec{q} \Pi_S \\
\vec{P} &= \Pi_S \vec{p} \Pi_S
\end{align*}
\] (94)

First, we remark that the action of the symplectic transform \( K_S \) on the states \( |\vec{p}, S, m_S > \) (91) implies:

\[
K_S \Pi_S = \Pi_S K_S = (-1)^S \Pi_S
\] (95)

Now, we have the definitions (59) of \( \vec{P}_* \) and \( \vec{Q}_* \):

\[
\begin{align*}
\vec{P}_* &= (1/2)(\vec{p} + K_S \vec{p} K_S) \\
\vec{Q}_* &= (1/2)(\vec{q} + K_S \vec{q} K_S)
\end{align*}
\] (96)

Projecting these relations with \( \Pi_S \) and taking into account (93), we obtain:

\[
\begin{align*}
\Pi_S \vec{P}_* &= \Pi_S \vec{P} \Pi_S = \Pi_S \vec{p} \Pi_S = \vec{P} \\
\Pi_S \vec{Q}_* &= \Pi_S \vec{Q} \Pi_S = \Pi_S \vec{q} \Pi_S = \vec{Q}
\end{align*}
\] (97)
(we recall that by construction \( \Pi_S \) commutes with \( \vec{P}_s \) and \( \vec{Q}_s \)).

And then:

\[
\begin{aligned}
\{ \langle \vec{x}, S, m | \vec{P} | \vec{y}, S, m_1 \rangle & = -i\hbar (\vec{\nabla} \delta)(\vec{x} - \vec{y}) \delta_{m, m_1} \\
\{ \langle \vec{x}, S, m | \vec{Q} | \vec{y}, S, m_1 \rangle & = \vec{x} \delta(\vec{x} - \vec{y}) \delta_{m, m_1}
\end{aligned}
\]  

(98)

**Conclusion**

We find that the quantized version \( \vec{P} \) and \( \vec{Q} \) of the classical observables \( \vec{p} \) and \( \vec{q} \) correspond precisely with the usual quantum operators.

Moreover, these operators are also the restriction of the generators of translations and Galileo boosts. This means that, in the "quantum world" these observables are exactly the generators of symmetries (translation and Galileo boosts) as in the classical picture through Poisson brackets.

We noticed that, as indicated previously, our procedure allows to remove the ambiguity between "passive and active" representations of \( \vec{p} \) and \( \vec{q} \): in fact they give the same operator.

But, we will see in the following paragraph that this result cannot be extended to angular momentum because of spin: the projection of the classical angular momentum \( \vec{q} \wedge \vec{p} \) is not in general the restriction of the generator of rotations \( \vec{J}_s \). In this case we must use other arguments to choose the quantum observable associated with angular momentum.

**B. Quantum angular momentum and Spin**

We know from (59) that the generator of rotations is \( \vec{J}_s = -i\hbar \left( \vec{q} \wedge \nabla \vec{q} + \vec{p} \wedge \nabla \vec{p} \right) \) and by construction \( \Pi_S \) commutes with \( \vec{J}_s \). Moreover we have seen in (62) that the commutators of \( \vec{P}_s \), \( \vec{Q}_s \), and \( \vec{J}_s \) correspond exactly to the expression of the Poisson Brackets of the classical quantities \( \vec{p}_s \wedge \vec{q} \) and \( \vec{J} = \vec{q} \wedge \vec{p} \). Now, since we have proved that the restriction \( \vec{P} \) and \( \vec{Q} \) of \( \vec{P}_s \) and \( \vec{Q}_s \) are the quantum operators of momentum and position, we can also guess that the "quantum angular momentum" \( \vec{J} \) is the restriction of the generator \( \vec{J}_s \). So we define:

\[
\vec{J} = \Pi_S \vec{J}_s = \vec{J}_s \Pi_S = \Pi_S \vec{J}_s \Pi_S
\]  

(99)

Of course the general definitions of section III for observables attests that \( \vec{J} \) (as a self adjoint operator commuting with \( \Pi_S \)) is mathematically a possible observable. But up to now, we have only defined quantum version of classical observables by our procedure of quantization. So we must first find the relation connecting \( \vec{J} \) to the quantized version \( \Pi_S \vec{T} \Pi_S \) of the classical angular momentum \( \vec{I} = \vec{q} \wedge \vec{p} \). The following lines are devoted to this question.

Taking into account the explicit expression of \( \vec{P}_s \) and \( \vec{Q}_s \), we rewrite \( \vec{J}_s \) as:

\[
\vec{J}_s = \vec{q} \wedge \vec{P}_s + \vec{Q}_s \wedge \vec{p} - \vec{q} \wedge \vec{p}
\]  

(100)
Using the equations (97) related to $\vec{P}$ and $\vec{Q}$ we find:

$$\vec{J} = 2\vec{Q} \wedge \vec{P} - \Pi_S \vec{q} \wedge \vec{p} \Pi_S$$  \hspace{1cm} (101)

But we know also that the generator of rotations $\vec{J}_r$ can be divided into $\vec{J}_r = \vec{L}_r + \vec{S}_r$ with $\vec{L}_r = \vec{Q}_r \wedge \vec{P}_r$, and by construction $\Pi_S$ commutes with $\vec{L}_r$ and $\vec{S}_r$. So we can define two new quantum observables $\vec{L}$ and $\vec{S}$ as the restriction of $\vec{L}_r$ and $\vec{S}_r$:

$$\begin{cases} \vec{L} = \Pi_S \vec{L}_r = \vec{L}_r \Pi_S = \vec{Q} \wedge \vec{P} \\ \vec{S} = \Pi_S \vec{S}_r = \vec{S}_r \Pi_S \end{cases}$$  \hspace{1cm} (102)

We call $\vec{L}$ "orbital angular momentum" and $\vec{S}$ "spin momentum".

Now using equations (101) and (102) we find finally:

$$\Pi_S \vec{q} \wedge \vec{p} \Pi_S = \vec{L} - \vec{S} = \vec{Q} \wedge \vec{P} - \vec{S}$$  \hspace{1cm} (103)

This shows that the quantized version of the classical angular momentum $\vec{l} = \vec{q} \wedge \vec{p}$ does not correspond in general with the generator $\vec{J}$ (or $\vec{L}$).

In fact we find that $\Pi_S \vec{q} \wedge \vec{p} \Pi_S = \vec{L} = \vec{J}$ only in the case of scalar particles ($S = 0$).

Then, for $S = 0$, it is true that the quantized version of the classical angular momentum $\vec{l} = \vec{q} \wedge \vec{p}$ is the generator $\vec{J} = \vec{L} = \vec{Q} \wedge \vec{P}$ of rotations. This is because we call $\vec{L}$ "orbital angular momentum". But this correspondence fails for $S \neq 0$, because of spin variables.

This result is very simple to understand, if we remind that $\vec{S}$ cannot be obtained as the quantization of any classical observable. So, introducing spins in our formalism is equivalent to define non-classical observables. Then each subspace $\Pi_S$, for $S \neq 0$, cannot be described only using quantized version of classical observables, and this generates the non-equivalence between $\Pi_S \vec{l} \Pi_S$ and $\vec{J}$ (or $\vec{L}$).

Nevertheless, if we look at the case $S \neq 0$ as an extension of $S = 0$, we must postulate that $\vec{J}$ is the physical quantum observable of angular momentum, precisely because $\vec{J}$ is always the generator of rotations. Moreover, $\vec{L}$ and $\vec{S}$ are also quantum observables as the generator of orbital rotations and as the generator of spin rotations.

To end, the parameter $S$ and the non-classical observable $\vec{S}$ only appear because we look for irreducible representations of Galileo group, in order to apply our general procedure of quantization. Then we recover the usual result that spins are "purely quantum objects".

**Conclusion**

We summarize the previous discussion in two points:
In the case of scalar particles \((S = 0)\), it is true that the generator of rotations \(\vec{J} = \vec{L} = \vec{Q} \wedge \vec{P}\) is the quantized version of the classical angular momentum \(\vec{l} = \vec{q} \wedge \vec{p}\). This is because we call \(\vec{L}\) "orbital angular momentum".

In the case of non-scalar particle \((S \neq 0)\), it is false that the generator of rotations \(\vec{J} = \vec{L} + \vec{S} = \vec{Q} \wedge \vec{P} + \vec{S}\) is the quantized version of \(\vec{l} = \vec{q} \wedge \vec{p}\). We must postulate that \(\vec{J}\) is the physical observable of angular momentum precisely because \(\vec{J}\) is always the generator of rotations. The operators \(\vec{L}\) and \(\vec{S}\) are also quantum observables as generators of orbital rotations and spin rotations (in fact \(\vec{L} = \Pi_S \vec{q} \Pi_S \wedge \vec{P} \Pi_S \neq \Pi_S \vec{q} \wedge \vec{P} \Pi_S\)).

C. Semi-Classical States and Semi-Classical Events

1. Semi-Classical States

In the global Hilbert space \(\mathcal{H}\), we have the closure relation:

\[
1_{\mathcal{H}} = \int d^3 \vec{p} d^3 \vec{q} |\vec{p}, \vec{q}\rangle <\rangle \vec{p}, \vec{q}| \tag{104}
\]

Then:

\[
\Pi_S = \int d^3 \vec{p} d^3 \vec{q} \Pi_S |\vec{p}, \vec{q}\rangle <\rangle \vec{p}, \vec{q}| \Pi_S \tag{105}
\]

We deduce that the states \(|\xi_{\vec{p}, \vec{q}}, S\rangle = \Pi_S |\vec{p}, \vec{q}\rangle \rangle >\rangle\rangle define an overcomplete basis of our physical Hilbert space \(\mathcal{H}_S\) (cf section VI-B3).

Moreover using \([\mathbf{8}]\):

\[
<\xi_{\vec{p}, \vec{q}}, S |\xi_{\vec{p}, \vec{q}}, S > = \sum_m \int d^3 \vec{x} |\Phi_{S,m}(\vec{x})|^2 = (2S + 1)h^{-3} \tag{106}
\]

In fact these states are coherent states for Galileo group and have a lot of applications in standard Quantum Dynamics (E. Prugovečki, R. Omnès, J.R. Klauder).

2. Semi-Classical Configuration Events

If we take a classical event "\(A\)" in Phase Space, it is represented in \(\mathcal{H}\) by the projector \(\Pi(A)\):

\[
\Pi(A) = \int_A d^3 \vec{p} d^3 \vec{q} |\vec{p}, \vec{q}\rangle <\rangle \vec{p}, \vec{q}| \tag{107}
\]

Quantifying \(\Pi(A)\), we obtain \(\Pi_S(A)\):

\[
\Pi_S(A) = \Pi_S \Pi(A) \Pi_S = \int_A d^3 \vec{p} d^3 \vec{q} |\xi_{\vec{p}, \vec{q}}, S\rangle <\rangle \xi_{\vec{p}, \vec{q}}, S| \tag{108}
\]
As indicated in section VI-B3, $\Pi_S(A)$ is not any more a true projector, and then $\Pi_S(A)$ must be seen as a "fuzzy" quantum event (quasiprojector), or a semi-classical event (R. Omnès).

Now taking the trace of $\Pi_S(A)$ we obtain:

$$Tr(\Pi_S(A)) = (2S + 1)\mathcal{V}(A)h^{-3}$$

(109)

where $\mathcal{V}(A)$ is the volume of "$A$" in Phase Space.

Then $Tr(\Pi_S(A))$ gives exactly the semi-classical number of quantum states contained in the volume "$A$" of Phase Space. This shows that $\Pi_S(A)$ is really a physical intermediate between classical and quantum world.

D. Semi-Classical States and Quantum Observables

1. Expectation values

For $\vec{P}$, $\vec{Q}$, $\vec{L} = \vec{Q} \wedge \vec{P}$ and $\vec{S}$, we find after a few algebra:

$$\begin{cases}
< \xi, \vec{P}, \vec{Q}, S | \vec{P} | \xi, \vec{P}, \vec{Q}, S > = N \vec{p} \\
< \xi, \vec{P}, \vec{Q}, S | \vec{Q} | \xi, \vec{P}, \vec{Q}, S > = N \vec{q} \\
< \xi, \vec{P}, \vec{Q}, S | \vec{L} | \xi, \vec{P}, \vec{Q}, S > = N \vec{q} \wedge \vec{p} \\
< \xi, \vec{P}, \vec{Q}, S | \vec{S} | \xi, \vec{P}, \vec{Q}, S > = 0
\end{cases}$$

(110)

where $N = < \xi, \vec{P}, \vec{Q}, S | \xi, \vec{P}, \vec{Q}, S > = (2S + 1)h^{-3}$.

These results are precisely what we expect for semi-classical states.

2. Splitting of observables on semi-classical states

Moreover, since $\vec{P} = \Pi_S \vec{p} \Pi_S$ and $\vec{Q} = \Pi_S \vec{q} \Pi_S$ we have:

$$\begin{cases}
\vec{P} = \int d^3 \vec{p} d^3 \vec{q} \vec{p} | \xi, \vec{P}, \vec{Q}, S > < \xi, \vec{P}, \vec{Q}, S |
\\
\vec{Q} = \int d^3 \vec{p} d^3 \vec{q} \vec{q} | \xi, \vec{P}, \vec{Q}, S > < \xi, \vec{P}, \vec{Q}, S |
\end{cases}$$

(111)

More generally, the quantized version $\mathbf{F}$ of any classical observable $f(\vec{p}, \vec{q})$ possesses the splitting:

$$\mathbf{F} = \Pi_S f(\vec{p}, \vec{q}) \Pi_S = \int d^3 \vec{p} d^3 \vec{q} \ f(\vec{p}, \vec{q}) | \xi, \vec{P}, \vec{Q}, S > < \xi, \vec{P}, \vec{Q}, S |$$

(112)

E. Quantized Observables and Statistics

If we interest to Statistics, the section VI-B shows that we must introduce a density operator $\mathbf{D}$ with $\Pi_S \mathbf{D} = \mathbf{D} \Pi_S = \mathbf{D}$.

Moreover the expectation values of position and momentum are given by $< \vec{P} > = Tr(\mathbf{D}.\vec{P})$, and $< \vec{Q} > = Tr(\mathbf{D}.\vec{Q})$. 
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But because $\vec{P} = \Pi_S \vec{p} \Pi_S$, $\vec{Q} = \Pi_S \vec{q} \Pi_S$ and $D = \Pi_S D \Pi_S$, we have also $\langle \vec{P} \rangle = Tr(D, \vec{p})$, and $\langle \vec{Q} \rangle = Tr(D, \vec{q})$. So we can use our results of III-B3 on classical observables to obtain:

$$\begin{align*}
1 &= Tr(D) = \int d^3\vec{p} d^3\vec{q} \rho(\vec{p}, \vec{q}) \\
\langle \vec{P} \rangle &= \int d^3\vec{p} d^3\vec{q} \rho(\vec{p}, \vec{q}) \\
\langle \vec{Q} \rangle &= \int d^3\vec{p} d^3\vec{q} \rho(\vec{p}, \vec{q})
\end{align*}$$

(113)

where $\rho(\vec{p}, \vec{q}) = \langle \vec{p}, \vec{q} | D | \vec{p}, \vec{q} \rangle$ is a positive function since $D$ is a positive operator.

As mentioned in III-B3, we recover that $\rho(\vec{p}, \vec{q})$ is a true classical probability density, but $\hbar$-dependent, because $D = \Pi_S D \Pi_S$ depends in general on $\hbar$ through $\Pi_S$. Moreover the equations (113) show that the quantum expectation values of $\vec{P}$ and $\vec{Q}$ can always be expressed with a classical formula, using a $\hbar$-dependent density of probability.

More generally, any expectation value $\langle F \rangle = Tr(D, F)$ of a quantized observable $F$ obtained from a classical quantity $f(\vec{p}, \vec{q})$ by $F = \Pi_S f(\vec{p}, \vec{q}) \Pi_S$ verifies:

$$\langle F \rangle = \int d^3\vec{p} d^3\vec{q} f(\vec{p}, \vec{q}) \rho(\vec{p}, \vec{q})$$

(114)

So, for any quantum observable $F$ deducible from a classical one $f(\vec{p}, \vec{q})$ by our procedure of quantization, the expectation value is obtained by a classical formula, using the density $\rho(\vec{p}, \vec{q}) = \langle \vec{p}, \vec{q} | D | \vec{p}, \vec{q} \rangle$.

Nevertheless, these semi-classical expressions cannot be extended to non-classical observables like $\vec{S}$ because we cannot find any classical quantity associated with $\vec{S}$.

### XI. Quantum Dynamics

As mentioned in II-B1 and developed in II-B3 and V, Classical Dynamics on $\mathcal{H}$ is induced by a classical observable $H$ through the Weak Dynamical Equations (9) that give the evolution of expectation values. Moreover the evolution of a state $\phi$ is defined by a unitary operator $U_{t_1, t_0}$ such that $\phi_{t_1} = U_{t_1, t_0}(\phi_{t_0})$ and equations (9) can be written as equations (115) that we recall here:

$$\begin{align*}
\frac{d}{dt} \langle \phi_t | q \rangle | \phi_t \rangle &= \langle \phi_t | \nabla_q H(\vec{p}, \vec{q}, t) | \phi_t \rangle \\
\frac{d}{dt} \langle \phi_t | p \rangle | \phi_t \rangle &= - \langle \phi_t | \nabla_p H(\vec{p}, \vec{q}, t) | \phi_t \rangle
\end{align*}$$

(115)

#### A. The Quantum Operator of Evolution: Schrödinger Equation

Now, since the physical Hilbert space is $\mathcal{H}_S$, $\mathcal{H}_S$ must be invariant under evolution and then $\Pi_S U_{t_1, t_0} = U_{t_1, t_0} \Pi_S$. So for any trajectory of states
\[ \phi_t = U_{t,t_0}(\phi_{t_0}) \in \mathcal{H}_S. \]

Equations (113) of V-A (where quantization is missing) have not to be changed, but now we must make explicit the condition \( |\phi_t \rangle = \Pi_S |\phi_t \rangle \):

\[
\begin{cases}
\frac{d}{dt} \langle \phi_t | \Pi_S \mathbf{q} \Pi_S |\phi_t \rangle = \langle \phi_t | \Pi_S \mathbf{v}_p H(\mathbf{p}, \mathbf{q}, t) \Pi_S |\phi_t \rangle \\
\frac{d}{dt} \langle \phi_t | \Pi_S \mathbf{p} \Pi_S |\phi_t \rangle = -i \langle \phi_t | \Pi_S \mathbf{v}_q H(\mathbf{p}, \mathbf{q}, t) \Pi_S |\phi_t \rangle
\end{cases} \quad (116)
\]

Using the definition of \( \mathbf{P}^\ast \) and \( \mathbf{Q}^\ast \), equations (116) become:

\[
\begin{cases}
\frac{d}{dt} \langle \phi_t | \mathbf{q}^\ast |\phi_t \rangle = \langle \phi_t | \Pi_S \mathbf{v}_q H(\mathbf{p}, \mathbf{q}, t) \Pi_S |\phi_t \rangle \\
\frac{d}{dt} \langle \phi_t | \mathbf{p}^\ast |\phi_t \rangle = -i \langle \phi_t | \Pi_S \mathbf{v}_q H(\mathbf{p}, \mathbf{q}, t) \Pi_S |\phi_t \rangle
\end{cases} \quad (117)
\]

Before any further computation, we want first to point out that, by construction, our new dynamical equations (117) for expectation values of \( \mathbf{P}^\ast \) and \( \mathbf{Q}^\ast \) have always the same semi-classical expression given by (9) where the classical density \( \rho_t \) is given by \( \rho_t(\mathbf{p}, \mathbf{q}) = | \langle \mathbf{p}, \mathbf{q} | \phi_t \rangle |^2 \).

Now, in order to write (117) in a simplified manner, we need the following technical remarks.

**Remark:** General Relations between commutators and derivation

We have seen that any classical quantity \( f(\mathbf{p}, \mathbf{q}) \) is represented on \( \mathcal{H} \) by the operator \( f = f(\mathbf{p}, \mathbf{q}) \). Taking the definition (29) of the generators \( \mathbf{P}^\ast_\mathbf{p} \) and \( \mathbf{Q}^\ast_\mathbf{q} \), we have:

\[
\begin{cases}
[\mathbf{P}^\ast_\mathbf{p}, f(\mathbf{p}, \mathbf{q})] = -i \mathbf{v}_p f(\mathbf{p}, \mathbf{q}) \\
[\mathbf{Q}^\ast_\mathbf{q}, f(\mathbf{p}, \mathbf{q})] = i \mathbf{v}_q f(\mathbf{p}, \mathbf{q})
\end{cases} \quad (118)
\]

If we project these equations on \( \mathcal{H}_S \), we obtain:

\[
\begin{cases}
[\mathbf{P}_\mathbf{p}, \Pi_S f(\mathbf{p}, \mathbf{q})] = -i \Pi_S \mathbf{v}_p f(\mathbf{p}, \mathbf{q}) \\
[\mathbf{Q}_\mathbf{q}, \Pi_S f(\mathbf{p}, \mathbf{q})] = i \Pi_S \mathbf{v}_q f(\mathbf{p}, \mathbf{q})
\end{cases} \quad (119)
\]

This shows how commutators between \( \mathbf{P}, \mathbf{Q} \) and quantized observables \( \Pi_S f \Pi_S \) are connected to derivations.

We are ready now to write equations (117) in a simplified way, using (119):

\[
\begin{cases}
\frac{d}{dt} \langle \phi_t | \mathbf{q}^\ast |\phi_t \rangle = i \langle \phi_t | \Pi_S H(\mathbf{p}, \mathbf{q}, t) \Pi_S |\phi_t \rangle \\
\frac{d}{dt} \langle \phi_t | \mathbf{p}^\ast |\phi_t \rangle = i \langle \phi_t | \Pi_S H(\mathbf{p}, \mathbf{q}, t) \Pi_S |\phi_t \rangle
\end{cases} \quad (120)
\]

So, if we introduce the quantized observable \( \mathbf{H}(t) = \Pi_S H(\mathbf{p}, \mathbf{q}, t) \Pi_S \) associated with the classical Hamiltonian \( H(\mathbf{p}, \mathbf{q}, t) \), previous equations become:

\[
\begin{cases}
\frac{d}{dt} \langle \phi_t | \mathbf{q}^\ast |\phi_t \rangle = i \langle \phi_t | \mathbf{H}(t) \mathbf{q}^\ast |\phi_t \rangle \\
\frac{d}{dt} \langle \phi_t | \mathbf{p}^\ast |\phi_t \rangle = i \langle \phi_t | \mathbf{H}(t) \mathbf{p}^\ast |\phi_t \rangle
\end{cases} \quad (121)
\]
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Or, for any initial state \( \phi_0 \in \mathcal{H}_S \):

\[
\begin{align*}
\frac{d}{dt} < \phi_0 | U_{t,t_0} \hat{Q} U_{t,t_0} | \phi_0 > &= i\hbar^{-1} < \phi_0 | U_{t,t_0}^\dagger [H(t), \hat{Q}] U_{t,t_0} | \phi_0 > \\
\frac{d}{dt} < \phi_0 | U_{t,t_0} \hat{P} U_{t,t_0} | \phi_0 > &= i\hbar^{-1} < \phi_0 | U_{t,t_0}^\dagger [H(t), \hat{P}] U_{t,t_0} | \phi_0 >
\end{align*}
\] (122)

We know that these equations are solved if \( U_{t,t_0} \) is the unitary group generated by \( H(t) \):

\[
\begin{align*}
i\hbar \frac{d}{dt} U_{t,t_0} &= H(t) U_{t,t_0} \\
U_{t_0,t_0} &= 1
\end{align*}
\] (123)

So any trajectory of states \( |\phi_t> \) verifies the equation:

\[
i\hbar \frac{d}{dt} |\phi_t> = H(t) |\phi_t>
\] (124)

This is precisely the general form of Schrödinger equation.

So, symbolically speaking, we have solved the problem of Quantum Dynamics.

To finish, let us remark that the expectation value \(< \phi_t | H(t) | \phi_t >\) possesses also a semi-classical expression:

\[
< \phi_t | H(t) | \phi_t > = \int d^3\vec{p} d^3\vec{q} \rho_t H(\vec{p}, \vec{q}, t)
\] (125)

where \( \rho_t(\vec{p}, \vec{q}) = | < \vec{p}, \vec{q} | \phi_t > |^2 \), because \( H(t) = \Pi_S H(\vec{p}, \vec{q}, t) \Pi_S \) is the quantized version of the classical Hamiltonian (cf. X-E).

**Conclusion**

Of course we have recovered that the evolution of states is given by Schrödinger equation. But we want to remark that our starting point for Dynamics was uniquely the ”weak dynamical equations” introduced early in II-B3, and by construction they are always valid using the pseudo-classical density \( \rho_t(\vec{p}, \vec{q}) = | < \vec{p}, \vec{q} | \phi_t > |^2 \). So, we have shown in fact, that weak dynamical equations possess solutions in \( \rho_t(\vec{p}, \vec{q}) \) that do not follow Liouville equation, and these other solutions are those given by Quantum Dynamics.

Of course, it remains to make explicit the quantum Hamiltonian \( H(t) \) to prove that we recover usual expression of Schrödinger equation. This is done in the last paragraph.

**B. The Quantum Hamiltonian**

We have recalled in II-B1 that the general form of the classical Hamiltonian \( H(\vec{p}, \vec{q}, t) \) is \( H = \frac{1}{2M} (\vec{p} - e \vec{A}(\vec{q}, t))^2 + V(\vec{q}, t) \), the quantum Hamiltonian being \( H(t) = \Pi_S H(\vec{p}, \vec{q}, t) \Pi_S \).

To simplify computations, we study independently the free Hamiltonian, the case of interaction with a potential energy and the case of interaction with a magnetic field.
1. The free Quantum Hamiltonian

The quantum Hamiltonian \( H \) reduces to:

\[
H = \frac{1}{2M} \Pi_S \overrightarrow{\mathbf{p}}^2 \Pi_S
\]  

(126)

Taking into account the expression of \(< \overrightarrow{\mathbf{p}}, S, m | \overrightarrow{\mathbf{p}}^2 | S, m >\), we compute the matrix element \(< \overrightarrow{x}, S, m | \overrightarrow{\mathbf{p}}^2 | \overrightarrow{y}, S, m_1 >\) and we find:

\[
< \overrightarrow{x}, S, m | \overrightarrow{\mathbf{p}}^2 | \overrightarrow{y}, S, m_1 > = -\hbar^2 (\Delta \delta)(\overrightarrow{x} - \overrightarrow{y}) h^3 \int d^3 \overrightarrow{q} \Phi^*_{S,m} (\overrightarrow{x} - \overrightarrow{q}) \Phi_{S,m_1} (\overrightarrow{y} - \overrightarrow{q})
\]

(127)

From the properties of \( \Delta \delta \), this expression can be splitted into:

\[
\begin{cases}
A = -\hbar^2 (\Delta \delta)(\overrightarrow{x} - \overrightarrow{y}) h^3 \int d^3 \overrightarrow{q} \Phi^*_{S,m} (\overrightarrow{x} - \overrightarrow{q}) \Phi_{S,m_1} (\overrightarrow{x} - \overrightarrow{q}) \\
B = -2\hbar^2 (\nabla \delta)(\overrightarrow{x} - \overrightarrow{y}) h^3 \int d^3 \overrightarrow{q} \Phi^*_{S,m} (\overrightarrow{x} - \overrightarrow{q}) (\overrightarrow{\nabla} \Phi_{S,m_1})(\overrightarrow{x} - \overrightarrow{q}) \\
C = -\hbar^2 \delta(\overrightarrow{x} - \overrightarrow{y}) h^3 \int d^3 \overrightarrow{q} \Phi^*_{S,m} (\overrightarrow{x} - \overrightarrow{q}) (\Delta \Phi_{S,m_1})(\overrightarrow{x} - \overrightarrow{q})
\end{cases}
\]

(128)

Taking into account the properties of orthogonality and normalization of the fields \( \Phi_{S,m} \), we obtain first:

\[
A = -\hbar^2 (\Delta \delta)(\overrightarrow{x} - \overrightarrow{y}) \delta_{m,m_1}
\]

(129)

Now, because of the parity of \( \Phi_{S,m} \), we have:

\[
B = 0
\]

(130)

Finally, if we use the explicit expression \[81]\ of \( \Phi_{S,m} \) and the expression of \( \Delta \) in spherical coordinates, we find:

\[
\begin{cases}
C = K \delta(\overrightarrow{x} - \overrightarrow{y}) \delta_{m,m_1} \\
K = \hbar^2 h^3 \int d^3 r \left\{ \left[ (r \Psi)^2 \right] + S(S + 1) \Psi^2 \right\}
\end{cases}
\]

(131)

Now, we want to use the scaling on the function \( \Psi(x) \) introduced in IX to exhibit the dependence of the representation in a scale length \( \lambda \). We recall that we take an undimensional mathematical function \( \Psi_0 \) such that \( \Psi(x) = (\lambda \hbar)^{-3/2} \Psi_0(x/\lambda) \). Using this scaling, we find that the previous constant \( K \) is:

\[
\begin{cases}
K = (\hbar^2 \lambda^2)^2 \\
\chi^2 = \int_0^\infty du \left\{ [(u \Psi_0)^2] + S(S + 1) \Psi_0^2 \right\}
\end{cases}
\]

(132)

where \( \chi^2 \) is an undimensional positive coefficient.

If we summarize this computation, we have:

\[
\begin{cases}
< \overrightarrow{x}, S, m | H | \overrightarrow{y}, S, m_1 > = -\hbar^2 (\Delta \delta)(\overrightarrow{x} - \overrightarrow{y}) \delta_{m,m_1} + E_0 \delta(\overrightarrow{x} - \overrightarrow{y}) \delta_{m,m_1} \\
E_0 = \hbar^2 \chi^2 \lambda^{-2}/2M
\end{cases}
\]

(133)
Or in the operator formalism:

\[ H = \frac{1}{2M} \vec{p}^2 + E_0 \]  

(134)

We recover the usual quantum Hamiltonian of the free particle with a supplementary constant \( E_0 \). Of course this constant does not modify dynamical properties and we can simply ignore it.

But if we want to give a physical meaning to this term, we must say that the particle possesses an intrinsic proper energy. So, exactly as in paragraph IX, we must distinguish the case of true elementary particles from the case of more complex systems.

**The case of elementary particles**

For a true particle, the only possible definition of \( E_0 \) is the mass energy of the particle. Of course, we cannot directly find \( E_0 \) in the frame of non-relativistic mechanics and then \( E_0 = Mc^2 \) must be induced from external arguments. But if we assume this formula, we find that the scale length \( \lambda \) verifies:

\[ \lambda = \lambda_c \frac{\chi}{2\sqrt{2\pi}} \]  

(135)

where \( \lambda_c = h/Mc \) is the Compton wave length.

So we recover the intuitive result of paragraph IX, where we have recognized in \( \lambda \) the Compton wave length. Since we are in non-relativistic mechanics, \( \lambda \) must always be a very small quantity in regard to all other length scales.

**The case of complex systems**

As mentioned in IX, if the "particle" possesses an internal structure, we must assume that all internal degrees of freedom are frozen, and then \( E_0 \) represents the internal energy.

2. Quantum Hamiltonian with a potential energy

The quantum Hamiltonian \( H(t) \) reduces to:

\[ H(t) = \frac{1}{2M} \Pi_S \vec{p}^2 \Pi_S + \Pi_S V(\vec{q}, t)\Pi_S \]  

(136)

Taking into account the result on the free case, we have:

\[ H(t) = \frac{1}{2M} \vec{p}^2 + E_0 + \Pi_S V(\vec{q}, t)\Pi_S \]  

(137)

So we have only to specify the matrix element \(< \vec{x}, S, m | V(\vec{q}, t) | \vec{y}, S, m_1 >.\>

After a few algebra, we find:

\[ < \vec{x}, S, m | V(\vec{q}, t) | \vec{y}, S, m_1 > = \delta(\vec{x} - \vec{y})h^3 \int d^3 \vec{q} V(\vec{x} - \vec{q}, t)\Phi_{S,m}^*(\vec{q})\Phi_{S,m_1}(\vec{q}) \]  

(138)
Using our scaling on the function $\Psi$ in $\Phi_{S,m}$, we have:

$$<\vec{x}, S, m|V(\vec{q}, t)|\vec{y}, S, m_1> = \delta(\vec{x} - \vec{y}) \int d^3 \vec{u} V(\vec{x} - \lambda \vec{u}, t)\Psi_0(\hat{u})^2 Y^m_n(\hat{u})^* Y^{m_1}_n(\hat{u})$$

(139)

where $\hat{u} = \frac{\vec{u}}{|\vec{u}|}$.

Now, if we want to simplify the previous expression, we must take into account the magnitude of $\lambda$ in comparison with the length scale of variation of $V(\vec{x})$. We have seen in the previous paragraph that $\lambda$ must always be very small in regard to all other length scales, so we can use the following development in the equation (139):

$$V(\vec{x} - \lambda \vec{u}, t) \simeq V(\vec{x}, t) - \lambda \nabla V(\vec{x}, t) + \lambda^2 \epsilon$$

(140)

Taking into account the parity of the spherical harmonics, we obtain that the first order in $\lambda$ vanishes and:

$$<\vec{x}, S, m|V(\vec{q}, t)|\vec{y}, S, m_1> = V(\vec{x}, t)\delta(\vec{x} - \vec{y})\delta_{m,m_1} + \lambda^2 \epsilon$$

(141)

Then, up to the second order in $\lambda$, the operator $\Pi_S V(\vec{q}, t)\Pi_S$ can be identified with $V(\vec{Q}, t)$.

So if we neglect the corrections in $\lambda^2$, we conclude that the quantum Hamiltonian $H(t)$ is:

$$H(t) = \frac{1}{2M} \vec{P}^2 + E_0 + V(\vec{Q}, t)$$

(142)

We recover the usual Hamiltonian of Quantum Mechanics.

**The Harmonic case**

In the particular case where $V(\vec{q}) = \frac{1}{2}m\omega^2 \vec{q}^2$, we can compute completely the operator $\Pi_S V(\vec{q}, t)\Pi_S$ and we obtain:

$$\Pi_S V(\vec{q})\Pi_S = V(\vec{Q}) + E_1$$

(143)

where $E_1$ is a supplementary constant energy given by:

$$E_1 = \frac{1}{2}m\omega^2 \lambda^2 \eta^2 \text{ with } \eta^2 = \int_0^\infty u^4 du \Psi_0(u)^2$$

(144)

**Conclusion**

We recover the quantum operator of potential energy, but we see that the operator $V(\vec{Q}, t)$ is only an approximation (up to second order in $\lambda$) of the true quantized operator $\Pi_S V(\vec{q}, t)\Pi_S$. So, the prescription of the correspondence principle corresponds in fact to the limit case $\lambda \to 0$. But, if it is possible to take this limit for $\Pi_S V(\vec{q}, t)\Pi_S$, we cannot do that directly with the free part of the Hamiltonian because $E_0 \propto 1/\lambda^2$: we need first to renormalize the free Hamiltonian. Moreover, if we take this limit, we loose the "connection with classical world" because the value $\lambda = 0$ is forbidden for reasons of normalization: $\lambda$ can be as small as you want but never cancelled.
To conclude, we can say that this approach specifies the limit of the usual "correspondence principle" that postulates that the classical potential $V(\vec{q}, t)$ must be directly lifted into quantum Hamiltonian. In fact, mathematically speaking, the true operator $\Pi S V(\vec{q}, t)\Pi S$ depends on $S$ and $\lambda$, but because $\lambda$ is always very small (in non-relativistic mechanics), we can physically ignore it.

3. Quantum Hamiltonian with a magnetic field

To simplify computations, we only study the case of a uniform magnetic field $\vec{B}$ associated with the potential vector $\vec{A}(\vec{q}) = \frac{1}{2} \vec{B} \wedge \vec{q}$. The quantum Hamiltonian $H$ is:

$$H = \frac{1}{2M} \Pi S \left( \vec{p}^2 - \frac{e}{M} \vec{A}(\vec{q}) \right)^2 \Pi S$$

(145)

Developing the previous expression, we have:

$$H = \frac{1}{2M} \Pi S \vec{p}^2 \Pi S - \frac{e}{M} \Pi S \vec{p} \cdot \vec{A}(\vec{q}) \Pi S + \frac{e^2}{2M} \Pi S \vec{A}(\vec{q})^2 \Pi S$$

(146)

Using the expression of the free Hamiltonian we obtain:

$$\begin{align*}
\{ H &= \frac{1}{2M} \vec{P}^2 + E_0 + H_1 + H_2 \\
H_1 &= -\frac{e}{2M} \Pi S \vec{p} \cdot (\vec{B} \wedge \vec{q}) \Pi S \\
H_2 &= \frac{e^2}{2M} \Pi S \vec{A}(\vec{q})^2 \Pi S
\}
\end{align*}$$

(147)

We first look at $H_1$, using the explicit form of $\vec{A}(\vec{q})$:

$$H_1 = -\frac{e}{2M} \Pi S \vec{p} \cdot (\vec{B} \wedge \vec{q}) \Pi S = -\frac{e}{2M} \vec{B} \cdot \Pi S \vec{q} \wedge \vec{p} \Pi S$$

(148)

But we have seen in paragraph X-B that $\Pi S \vec{q} \wedge \vec{p} \Pi S = \vec{Q} \wedge \vec{P} - \vec{S}$, then:

$$H_1 = -\frac{e}{2M} \vec{B} \cdot (\vec{Q} \wedge \vec{P}) + \frac{e}{2M} \vec{B} \cdot \vec{S}$$

(149)

And we can transform again the first term to obtain:

$$H_1 = -\frac{e}{M} \vec{A}(\vec{Q}) \cdot \vec{P} + \vec{P} \cdot \vec{A}(\vec{Q}) + \frac{e}{2M} \vec{B} \cdot \vec{S}$$

(150)

Since $H_2$ can be seen as an harmonic potential energy, we can use the result of the previous paragraph:

$$H_2 = \frac{e^2}{2M} \vec{A}(\vec{Q})^2 + E_1$$

(151)

If we collect all the results, we conclude that the quantum Hamiltonian is:

$$H = \frac{1}{2M} \left( \vec{P}^2 - \frac{e}{M} \vec{A}(\vec{Q})^2 \right) + \frac{e}{2M} \vec{B} \cdot \vec{S} + E_0 + E_1$$

(152)
So we find that our projection of the classical Hamiltonian (where spin is missing) generates directly an interaction between spin and magnetic field. Of course, if we believe in this formula, we must say that the particle possesses a magnetic momentum $\vec{\mu} = -\frac{e}{2M} \vec{S}$. Unfortunately $\vec{\mu}_0$ does not correspond in general to the true value of $\vec{\mu}$. The reason is that $\vec{\mu}_0$ only describes the part of $\vec{\mu}$ deducible from our classical Hamiltonian.

In fact, when $\vec{B}$ is uniform, we can add to $H$ any supplementary term as $H_I = -(g + 1)\frac{e}{2M} \vec{B} \cdot \vec{S}$ without changing the equations of motion for $\vec{P}$ and $\vec{Q}$. So, because $\vec{S}$ is not a classical observable, the part of $H$ that specifies the evolution of $\vec{S}$ is not given by our procedure which is only based on the classical observables $\vec{P}$ and $\vec{Q}$. The term $-\vec{\mu}_0 \cdot \vec{B}$ must be only seen as an indication on the form of interaction between $\vec{S}$ and $\vec{B}$. Of course, adding $H_I$ to our Hamiltonian allows to recover the usual formula for $\vec{\mu}$.

Finally, if we assume $\vec{B}$ to be non-uniform, we see that the new Hamiltonian $H_I$ introduces a new dynamical coupling between classical observables and $\vec{S}^2$. This effect (on expectation values) is purely quantic and cannot be reproduced by our procedure.

**XII. Conclusion**

This analysis shows how the overlapped components of Classical and Quantum Mechanics can be separated to give a complete sequential structure that allows a better understanding of the role of each ingredient. Moreover, we can get rid of too crude rules of quantization based only on pairs of canonical coordinates, that do not explain why only one system of canonical coordinates gives the right quantization. Our procedure allows also to give a satisfactory explanation of a apparent illogical process that consists in building quantum dynamical equations only using classical quantities (the classical potential energy for example). Moreover, we recover the central part played by coherent states to connect classical and quantum objects.

Nevertheless, as indicated in the introduction, this article is not "logically complete" because it should be more enlightning to recover first general quantum axiomatics (as a change of mathematical language) from ideas of Classical Mechanics. So, we can look at the beginning of this article as a "middle-point", the first part will be published later.

To conclude, we can consider two natural directions of generalizations of our procedure: the first one concerns the multiparticle case and second quantization, the second one is of course Special Relativity.

**Acknowledgement**

It is a pleasure to acknowledge useful discussions with Dr. A. Valance and Dr. J. Mourad.
References

1. B.O. Koopman, Proc. Nat. Acad. Sci. (USA) 17 (1931) 315.

2. J. von Neumann, Proc. Nat. Sci. (USA) 18 (1932) 70; F. Riesz, Comm. Math. Helv. 17 (1945) 221.

3. M. Schönberg, Nuevo Cimento 9 (1952) 1139.

4. I. Prigogine, Non Equilibrium Statistical Mechanics, (Wiley Interscience, New York, 1962).

5. H. Weyl, Z. Phys. 46 (1927) 1; E.P. Wigner, Phys. Rev. 40 (1932) 749; G.A. Baker Jr., Phys. Rev. 109 (1958) 2196; J.E. Moyal, Proc. Camb. Philos. Soc. 45 (1949) 99; for reviews, see N.L. Balazs and B.K. Jennings, Phys. Rep. 104 (1984) 347; M. Hillery, R.F. O’Connel, M. Scully, and E.P. Wigner, Phys. Rep. 106 (1984) 121.

6. F. Bayen, M. Flato, C. Fronsdal, A. Lichnerowicz and D. Sternheimer, Deformation theory and quantization Ann. Phys. 110 (1978), 111; Ann. Phys. 111 (1978) 61; M. Flato, A. Lichnerowicz and D. Sternheimer, Compositio Mathematica 31 (1975), 41.

7. F.J. Narcowich, R.F. O’Connell; Phys. Rev. A 34, (1986) 1.

8. A.M. Perelomov, Commun. Math. Phys, (1972) 222; J.R. Klauder, Phys. Rev. D 19 (1979) 2349; J.R. Klauder, Coherent states. Applications in physics and mathematical physics, eds J.R. Klauder and B.S. Skagerstam (World Scientific, Singapore, 1985); A.M. Perelomov, Generalized coherent states and their applications, (Springer, Berlin, 1986).

9. J. Mourad, Phys. Lett. A 179, (1993) 231.

10. H. Bergeron and A. Valance, J. Math. Phys. 36 (1995) 1572.

11. E. Prugovečki, Quantum Mechanics in Hilbert Spaces, (Academic Press, New York, 1971).

12. J. von Neumann, Mathematische Grundlagen der Quantenmechanik, Springer, New York (1932) (English transl. by Princeton Univ. Press, Princeton, New Jersey, 1955)

13. G. Mackey, The Mathematical Foundations of Quantum Mechanics, (Benjamin, New York, 1963)

14. G. Mackey, Induced Representations of Groups and Quantum Mechanics, (Benjamin, New York, 1968)

15. A. Wightman, Rev. Mod. Phys. 34 (1962) 845; V. Bargmann, J. Math. Phys. 5 (1964) 862, E. Inönü and E. Wigner, Nuovo Cimento 9 (1952) 705
16 G. Birkhoff and J. von Neumann, Ann. Math. 37 (1936) 823; G. Dahn, Commun. Math. Phys. 9 (1968) 192; E.B. Davies, Commun. Math. Phys. 15 (1969) 277; K.E. Hellwig and K. Kraus, Commun. Math. Phys. 11 (1969) 214; 16 (1970) 142; J. Jauch, Foundations of Quantum Mechanics, Addison-Wesley, Reading, Massachussets (1968); G. Ludwig, Z. Phys. 181 (1964) 223; Commun. Math. Phys. 4 (1967) 331; 9 (1968) 1; E. Prugovečki, Quantum Mechanics in Hilbert Spaces, (Academic Press, New York, 1971); C Piron, Helv. Phys. Acta 37 (1964) 439.

17 W.H. Zurek, Phys. Rev. D 24, 1516 (1981); W.H. Zurek, Phys. Rev. D 26, 1862 (1982); A.O. Caldeira and A.J. Legett, Physica A 121, 587 (1983).

18 R. Omnè s, The Interpretation of Quantum Mechanics, (Princeton University press, Princeton, 1994); R. Omnè s, Rev. Mod. Phys. 64 (1992) 339.

19 R.B. Griffiths, J. Stat. Phys. 36, 219 (1984); R.B. Griffiths, Phys. Rev. Lett. 70, 2201 (1993).

20 M. Gell-Mann and J.B. Hartle in Complexity, Entropy, and the Physics of Information, edited by W. Zurek, Addison Wesley, Reading (1990); M. Gell-Mann and J.B. Hartle, Phys.Rev. D 47, 3345 (1993).

21 L. Landau and E. Lifchitz, Mécanique, (Editions Mir, Moscou); H. Golstein, Classical Mechanics, (Addison-Wesley Publishing).

22 C. Cohen Tannoudgi, B. Diu, F. Laloé, Mécanique Quantique, (Hermann, Paris); A. Messiah, Mecanique Quantique, (Dunod, Paris).

23 W. Feller, An Introduction to probability Theory and Its Applications, third edition (J. Wiley&Sons, New York, 1968), Ch.I; M. Metivier, Notions fondamentales de la théorie des probabilités, (Dunod, Paris, 1979).

24 S.K. Berberian, Measure and Integration, (Macmillan, New York, 1965); P. Halmos, Measure Theory, Van Nostrand, Reinhold, Princeton, New Jersey (1950).

25 A. Gleason, J. Math. Mech. 6 (1957) 885.

26 M. Reed and B. Simon, Methods of modern mathematical physics (Functional Analysis), (Academic Press, London, 1970)

27 E. Wigner, Group Theory and Its Applications to the Quantum Mechanics of Atomic Spectra, (Academic Press, New York, 1959); V.Bargmann, J. Math. Phys. 5 (1964) 862.

28 B. Simon, "From Automorphism to Hamiltonian" in Studies in Mathematical Physics, E.H. Lieb, B. Simon and A.S. Wightman, (Princeton Univ. Press, Princeton, New Jersey, 1976).

29 C. George and I. Prigogine, Physica 99A (1979) 369.