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ABSTRACT
In this paper, a general predator–prey model with state-dependent impulse is considered. Based on the geometric analysis and Poincaré map or successor function, we construct three typical types of Bendixson domains to obtain some sufficient conditions for the existence of order-1 periodic solutions. At the same time, the existing domains are discussed with respect to the system parameters. Moreover, the Analogue of Poincaré Criterion is used to obtain the asymptotic stability of the periodic solutions. Finally, to illustrate the results, an example is presented and some numerical simulations are carried out.

1. Introduction
Impulsive control is widely utilized in biology [6,7,25]. For instance, in the treatment of HIV-1 infection, the combination of vaccination and stimulation delays viral rebound following ART (Antiretroviral therapy) discontinuation [2,11,12]. Compared with the process of disease, the impact of taking drugs, vaccination and stimulation is short enough to be assumed that the therapy leads to an impulsive effect. Usually, from the economy point of view, the corresponding treatment is proposed to receive when the infected system reaches a critical state, on which the amount $CD4^+ T$ decreases to 350 or 500 $mm^{-3}$. Similarly, in the controlling of insects and other animals, to minimize damage to non-target organisms, and to preserve the environment, the integrated pest management (IPM) was introduced [3,17], which is a strategy that reduce pests to tolerable levels by releasing natural enemies, spraying pesticides, isolating or harvesting the pests when they reach a threshold. Likewise, in fishery industry, for the sake of ecological balance and maximum economic benefit, people usually take a sustainable strategy by harvesting and releasing according to the densities of certain species. For example, sometimes we need suppress the predator-fish by harvesting, and to stimulate the prey-fish by releasing, and other time it’s just on the opposite purpose [9]. The discontinuity of human intervention leads to population changing very rapidly, which can be taken into account impulsive differential equations.
The impulsive differential equations have even been intensively studied in recent two decades, especially for state-dependent impulsive equations, which means the impulsive control takes place when a certain state is met [4,5,8,10–24,26]. However, because of the discontinuity of the system, the issue becomes more complicated but not less important than a continuous one. So it is still challenging to probe the dynamical properties of such systems.

In [21], Wang et al. consider an impulsive Kolmogorov predator–prey model with non-selective harvesting given by

\[
\begin{align*}
\frac{dx}{dt} &= xF(x,y) \\
\frac{dy}{dt} &= yG(x,y) \\
\Delta x(t) &= -px(t) \\
\Delta y(t) &= -qy(t) + \tau,
\end{align*}
\]

where \(x(t)\) and \(y(t)\) denote the densities of the prey and predator species at time \(t\). Suppose one expects to perform an economical harvesting on the prey and predator (e.g. two kinds of food fish). When the density of prey increases to \(h\), one harvests the prey and the predator at a rate \(p\) and \(q\) respectively. Because the reduction of prey may prevent predators from getting enough growth, and the harvesting on predator may also make it be on the verge of extinction, therefore to maintain the ecological balance among two populations and to obtain a sustainable economic benefit, one can release the predator on a scale of \(\tau\).

The authors incorporated two discriminants \(\Delta_1\) and \(\Delta_2\) to discuss the existence, non-existence and multiplicity as well as the stability of order-1 periodic solutions. Motivated by the work of [20,21], we consider the following state-dependent impulsive predator–prey population ecological model:

\[
\begin{align*}
\frac{dx}{dt} &= xU(x,y) \\
\frac{dy}{dt} &= yV(x) \\
\Delta x(t) &= -nx(t) \\
\Delta y(t) &= -my(t) + \tau,
\end{align*}
\]

where \(x(t)\), \(y(t)\), \(h\) and \(\tau\) are in the same meaning as those in (1); \(n\) and \(m\) represent the rates at which the prey and the predator are harvested, respectively.

Assume that \(h\) is positive constant, and \(n, m \in [0, 1), \tau \geq 0, F \in C^2(\mathbb{R}^2, \mathbb{R}), G \in C(\mathbb{R}, \mathbb{R})\). The initial value conditions satisfy

\[0 < x(0^+) = x_0^+ < h, \quad y(0^+) = y_0^+ > 0.\]

Moreover, the following assumptions hold:

\((A_1)\) \quad \(U_x < 0, U_y < 0, V'(x) > 0\) for \(x > 0\).

\((A_2)\) \quad There exist two positive numbers \(w < k\) such that \(U(k,0) = 0\) and \(V(w) = 0\), and \(w > (1 - n)h, k > h\).
In this paper, based on the theory of Bendixon domains established in [20,21], some results on the existence and stability of order-1 periodic solutions for system (2) are established. Since the isolines of system (2) are different from that of system (1), the discriminants $\Delta_1$ and $\Delta_2$ are not always valid for system (2). We classify the structure of Bendixon domains into three categories, and combine them with Poincaré maps and successor functions, which help us to obtain the existence and location of impulsive order-1 periodic solution(s). Further, by using the Analogue of Poincaré Criterion, the stability of the order-1 periodic solution for system (2) is considered. In the last, we focus on the numerical simulations for the theory results.

2. Preliminaries

Let the impulse function be $I$, then $I(x, y) = ((1 - n)x, (1 - m)y + \tau)$. For the sake of simplicity, it is also denoted by $I(y) = (1 - m)y + \tau$. Further, we denote the system without impulse that corresponding to (2) by

\[
\begin{align*}
\frac{dx}{dt} &= xU(x, y), \\
\frac{dy}{dt} &= yV(x).
\end{align*}
\]

(4)

Let impulse set $M = \{(x, y) | y > 0, x = h\}$ and image set $N = \{(x, y) | y > 0, x = h\}$, where $h = (1 - n)h + \tau$. Obviously $I(M) \subset N$. Let $O^+(Q)$ be the positive trajectory of the system (4) starting from the point $Q$ and let $O^-(Q)$ be a negative trajectory reaching the point $Q$. For any $Q(h, y) \in N$, if $O^+(Q)$ intersects with $M$ for the first time at a point $\bar{Q}(h, \bar{y})$, and is consecutively mapped to $Q^+(h, y^+) \in N$, then we define Poincaré map $P, P_N$ and successor function $F$ as follows:

\[
P(Q) = \bar{Q}, \quad P_N(Q) = Q^+, \quad F(Q) = (I \circ P)(Q) - Q = Q^+ - Q.
\]

(5)

where $Q$ also represents its coordinate $y_Q$. For convenience, if a point $A$ is above point $B$, that is $y_A > y_B$, then we write $A > B$. Obviously, $P_N = I^oP, F'(y) = (1 - m)P'(y) - 1$.

The geometric interpretation of Poincaré map $P, P_N$ and successor function $F$ is shown in the Figure 1.

**Definition 2.1:** If $Q = Q^+$, that is $F(Q) = 0$, then the ring formed by trajectory $QQ'$ and line segment $QQ^+$ is called the order-1 periodic orbit.

It is known from the properties of $U$ and $V$, for system (4), that the existence and uniqueness of the solutions hold true, and the solutions are continuously dependent on and differentiable with respect to the initial value. It is also easy to verify that the solution of (4) with a positive initial value must be positive.

**Lemma 2.1:** Under the Assumption $(A_1)-(A_2)$, the system (4) has two unstable saddle points $E_0 = (0, 0), E_1 = (k, 0)$ and an asymptotically stable node or focus $E_2 = (w, y^*)$, where $y^*$ is the solution of the equation $U(w, y) = 0$. There is no positive periodic solution in the first quadrant for system (4).
Figure 1. The geometric illustration for Poincaré maps $P, P_N$ and successor function $F$, where $P(Q) = \tilde{Q}, P_N(Q) = Q^+, F(Q) = Q^+ - Q$.

**Proof:** Obviously, the point $(0, 0)$ is an equilibrium. Since $U(k, 0) = 0$, the point $(k, 0)$ is a boundary equilibrium of the system (4). In addition, according to assumption $(A_1)$, the equation $U(x, y) = 0$ determine an implicit function, named $y = \sigma(x)$. From the differential rule for implicit function, we have

$$\frac{\sigma'(x)}{U_y} < 0,$$

which means that the function $y = \sigma(x)$ is decreasing with $x$, and $\sigma(k) = 0$ because of $U(k, 0) = 0$. Since $V(w) = 0$ and $w < k$, so the curve of $y = \sigma(x)$ must intersect with the line $x = w$ at the point $(w, y^*)$, where $y^*$ is the solution of the equation $U(w, y) = 0$. Hence $(w, y^*)$ is a positive equilibrium of the system (4).

The Jacobian matrix along the system (4) is

$$J = \begin{bmatrix}
U(x, y) + x U_x & x U_y \\
y V'(x) & V(x)
\end{bmatrix}.$$

Calculating the eigenvalues of the Jacobian matrix at $E_0 = (0, 0)$, $E_1 = (k, 0)$ and $E_2 = (\omega, y^*)$, respectively, it is known that the equilibria $E_0$, $E_1$ are unstable saddle points and $E_2$ is an asymptotically stable node or focus.

Taking a Dulac function $D(x, y) = \frac{1}{xy}$ $(x > 0, y > 0)$, we have

$$\frac{\partial(D \cdot U(x, y)))}{\partial x} + \frac{\partial(D \cdot y V(x))}{\partial y} = \frac{1}{y} U_x < 0.$$

Therefore, the unique positive equilibrium point $E_2$ is globally asymptotically stable and there is no positive periodic solution in the first quadrant.

When $O^+(Q) \cap M \neq \Phi$, we called the function $P, P_N, F$ are well defined. Following the discussion in [21] and [20], we have

**Lemma 2.2:** If $P, P_N, F$ are well defined on a non-tangent interval $[c, d]$ (except the end point), then $P, P_N, F$ are continuous on $[c, d]$. 
Figure 2. The possible location of impulse section, image section, isoclines and some characterized points: (a) \( h < h < x^* = w \); (b) \( h < x^* < h \).

Further similar analysis to Lemma 2.2 in [21] shows that the vector field of the system (4) is counterclockwise.

Let the isoline \( y = \sigma(x) \) intersects with \( M \) and \( N \) at points \( R = (h, y_R) \) and \( T = (h, y_T) \) respectively. Then

\[
y_T = \sigma(h), \quad y_R = \sigma(h).
\]

(6)

Because of \( \sigma' < 0 \) and \( h < h \), we have \( y_R < y_T \). The possible location of impulse set, image set, isolines and related characterized points is shown in Figure 2.

**Definition 2.2:** For system (2), suppose a domain \( D \) is composed of impulse set \( M \), image set \( N \), trajectory \( L_1 \) and \( L_2 \), and satisfies

(i) there is no singularity in \( D \);

(ii) the trajectory \( L_1 \) intersects with \( N \) and \( M \) at \( A \) and \( \bar{A} \) successively; the trajectory \( L_2 \) intersects with \( N \), \( M \) at \( B \) and \( \bar{B} \) successively;

(iii) line segments \( AB \) and \( \bar{A} \bar{B} \) have no tangent points with the trajectory of the system (4) except for the end points.

If \( A > B \Rightarrow \bar{A} > \bar{B} \), then \( D \) is called a parallel rectangular domain (see Figure 3a).

If \( A > B \Rightarrow \bar{A} < \bar{B} \), and \( L_2 \) is tangent to \( N \) at \( B \), then \( D \) is called a sub-parallel rectangular domain (see Figure 3b).

If \( A > B \Rightarrow \bar{A} < \bar{B} \), \( L_1 \) intersects with \( N \) at \( A \) and \( A' \) successively, and \( L_2 \) intersects with \( N \) at \( B \) and \( B' \) successively, and \( L_2 \) is tangent to \( M \) at \( B' \), then \( D \) is called a semi-circle domain (see Figure 3c).

**Lemma 2.3 ([20,21]):** For parallel and sub-parallel domains, if \( F \) is defined on the non-tangent interval \( [A, B] \subset N \) and such that \( F(A)F(B) < 0 \), then there is an order-1 periodic solution starting from \( C \in AB \). For semi-ring domains, if \( P_N(AB) \subset AB \) or \( P_N(A'B') \subset AB \), then there is an order-1 periodic solution starting from \( AB \). If \( P_N(AB) \subset A'B' \) or \( P_N(A'B') \subset AB \).
A′B′, then there is an order-1 periodic solution starting from A′B′. If \( P_N(AB) \subseteq BB' \) or \( P_N(A'B') \subseteq BB' \), then there is no order-1 periodic solution in D (see Figure 3).

3. Main results

Let \( (h, \tau) \triangleq Q_\tau \), \( (h, \frac{\tau}{m}) \triangleq Q_m \).

**Lemma 3.1:** For any \( \bar{Q}(h, \bar{y}) \in M \), if \( \bar{y} > \frac{\tau}{m} \), then \( Q_m < I(\bar{Q}) < \bar{Q} \); if \( \bar{y} < \frac{\tau}{m} \), then \( \bar{Q} < I(\bar{Q}) < Q_m \).

**Proof:** Obviously, \( I(y) = (1 - m)y + \tau \) \( \Rightarrow I(\frac{\tau}{m}) = \frac{\tau}{m} \). Assume that \( \bar{y} > \frac{\tau}{m} \). On the one hand, we have \( I(\bar{y}) = (1 - m)\bar{y} + \tau > (1 - m)\frac{\tau}{m} + \tau = \frac{\tau}{m} \). On the other hand, \( I(\bar{y}) = (1 - m)\bar{y} + \tau = \bar{y} + (\tau - m\bar{y}) < \bar{y} \). Thus \( \frac{\tau}{m} < I(\bar{y}) < \bar{y} \), which means \( Q_m < I(\bar{Q}) < \bar{Q} \). Similarly, when \( \bar{y} < \frac{\tau}{m} \), we have \( \bar{y} < I(\bar{y}) < \frac{\tau}{m} \), that is \( \bar{Q} < I(\bar{Q}) < Q_m \). ■

Further, if \( F(Q_\tau) \) is well defined, then

\[
F(Q_\tau) = (1 - m)y_{Q_\tau} + \tau - \tau > 0.
\]  (7)

Next, we discuss the existence and location of order-1 periodic solutions of the system (2) under the case \( \underline{h} < h < x^* = w \) and \( \underline{h} < x^* < h \), respectively.

3.1. \( h < h < x^* = w \)

In this case, for any \( Q \in N \), \( F(Q) \) is well defined since \( E_2(w, y^*) \) is globally asymptotically stable.

**Theorem 3.1:** Assume \( (A_1) - (A_2) \) hold and \( \tau > 0 \). Then there must exist a positive order-1 periodic solution for system (2).

**Proof:** To specify the structure and location of the order-1 periodic solution and probe the effect of parameter \( m \) and \( \tau \), we discuss case by case.
Case 1. $\frac{x}{m} > y_T$.

(i) $F(T) > 0$. The domain formed by trajectory $TT$ and $T^{+}T^{+}$, segments $TT^{+}$ and $T^{-}T^{+}$ is sub-parallel. It follows from the structure of the trajectories of system (2) and the monotonic increasing of impulse function $I$ that $F(T^{+}) < 0$. Thus $F(T)F(T^{+}) < 0$. According to Lemma 2.3, there is an order-1 periodic solution in this sub-parallel domain.

(ii) $F(T) < 0$. Because $F(Q_{\tau})$ is well defined, the domain composed of trajectories $TT$ and $O_{\tau}Q_{\tau}$, segments $TQ_{\tau}$ and $\bar{TQ}_{\tau}$ is a parallel one. It follows from (7) that $F(T)F(Q_{\tau}) < 0$, which implies that there is a positive order-1 periodic solution starting from the segment $TQ_{\tau}$.

Case 2. $0 < \frac{x}{m} \leq y_T$.

Take the trajectory as a graph of a function, then $O^{+}(T)$ is decreasing with respect to $x$ for $x < x^* = w$. Therefore $T < T$. It follows from Lemma 3.1 that $I(T) < T$ no matter $\frac{x}{m} \leq y_T$ or $\frac{x}{m} > y_T$, and hence $F(T) < 0$. Moreover $F(Q_{\tau}) > 0$, which leads to $F(T)F(Q_{\tau}) < 0$. So in the parallel domain composed of trajectories $Q_{\tau}Q_{\tau}, TT$ and segments $Q_{\tau}T$ and $\bar{Q}_{\tau}T$, there is a positive order-1 periodic solution initiating from the segment $Q_{\tau}T$.

Theorem 3.2: Suppose that $\tau = 0$. Then there is a semi-trivial periodic solution $(X(t), 0)$, where $\underline{h} \leq X(t) \leq \bar{h}$.

Proof: When $\underline{h} < x < h < w, O^{+}(Q)$ is decreasing for any $Q < T$, and it follows that $\bar{Q} < Q$. If $\tau = 0$, then $F(Q) = (1 - m)\bar{Q} - Q < 0$ for $Q < T$. Moreover, similar to the discussion of Lemma 2.2 in [21], we have

$$F'(Y) = (1 - m) \exp \left( \int_{\underline{h}}^{h} \frac{zU(z, y(z, Y))V(z) - zV(z)y(z, Y)U_y(z, y(z, Y))}{(zU(z, y(z, Y)))^2} \, dz \right) - 1,$$

$$Y < y_T. \tag{8}$$

From the assumption $(A_1)-(A_2)$, it gives $F'(Y) < 0$ for $Y < y_T$. Thus for the successor function $F$, both $F(Q) < 0$ and $F'(Q) < 0$ are satisfied for $Q < T$. Since $0 < m < 1$ and the solutions of system (4) are positive with positive initial value. Henceforth, $\lim_{\varepsilon \to 0^+} F(\varepsilon) = 0$ holds true because of the continuity of $F$.

Remark 3.1: In fact, even since $\underline{h} < x^* < h$, the inequality $F(T) < 0$ is always true under the case that $F(T)$ is well defined and $\tau = 0$. In view of the uniqueness of the solution, the trajectory $Q^{+}(T)$ intersects with the isoline on the right side of $M$, therefore $T < T$ holds, which means $F(T) < 0$.

When $m = 0$, the result is similar to the case $\frac{x}{m} > y_T$.

Corollary 3.1: Suppose $m = 0$. Then the following statements are true. (i) If $F(T) > 0$, then there is an order-1 periodic solution initiating above $T$. (ii) If $F(T) < 0$, then the order-1 periodic solution is starting from $Q_{\tau}T$, which is below $T$.

3.2. $h < x^* < h$

In this case, $F(T)$ may be not well defined.
If $F(T)$ is well defined, $F(Q)$ is defined for any $Q \in N$. Similar to the proof of Theorem 3.1, there must exist an order-1 periodic solution for system (2).

If $F(T)$ is not well defined (it is only possible when $h < x^* < h$), we only consider the case that $O^-(R) \cap N \neq \emptyset$ and there are at least two intersection points, because the impulse control is hardly valid when there is unique or no intersection[20,21]. Let

$$R_- = \max\{R_k | O^+(R_k) \bigcap M = R, R_k < T\},$$

$$R^- = \min\{R_k | O^+(R_k) \bigcap M = R, R_k > T\}.$$

From Lemma 2.3, we have the following theorems.

**Theorem 3.3:** Suppose that $\frac{1}{m} \geq y_{R-}$, $I(R) > R^-$ and $P_N(R^+) > R^-$ hold. Then there is an order-1 periodic solution starting from segment $R^- R^+$, which lies in the semi-ring domain.

**Proof:** Obviously, under the conditions given by the theorem, $P_N(R^- R^+) \subset R^- R^+$ holds true. It follows from Lemma 2.3 that there is an order-1 periodic solution in the semi-ring domain, which is composed of trajectories $R_- R$, $R^+ R^+$ and segments $R_- R^+$ and $R_- R^+$.

**Theorem 3.4:** Suppose that $\tau \geq y_{R-}$ and $\frac{1}{m} < y_{R-}$ hold. Then the system (2) has no positive periodic solution.

**Proof:** Since $\tau \geq y_{R-}$, we have $I(y_R) = (1 - m)y_R + \tau > \tau \geq y_{R-}$. From Lemma 3.1, no matter $\frac{1}{m} < y_R$ or $\frac{1}{m} > y_R$, the inequality $I(R) < R^-$ can be obtained from $\frac{1}{m} < y_{R-}$ and $y_R < y_T < y_{R-}$. The trajectories starting from the points below $R_-$ on $N$ are all mapped onto segment $R_- R^-$ under the effect of impulse, so the trajectory initiating on $R_- R^-$ will no longer reach $M$, which are determined by system (4). From Lemma 2.3, there is no positive periodic solution for system (4), so does for system (2).

**Theorem 3.5:** Suppose $0 < \tau < y_{R-}$ holds. If $I(R) < R_-$, then there is an order-1 periodic solution which departures from segment $Q_\tau R_-$. Specifically, if $F(Q_m) < 0$, then there is an order-1 periodic solution initiating from segment $Q_\tau Q_m$.

**Proof:** Equation (7) gives $F(Q_\tau) > 0$. Since $I(R) < R_-$, that is $F(R) < 0$, and hence $F(\tau) F(R) < 0$ holds. It is known from Lemma 2.3 that there is an order-1 periodic solution initiating from the segment $Q_\tau R_-$. Specifically, if $F(Q_m) < 0$, then $F(Q_\tau) F(Q_m) < 0$. Therefore there is an positive order-1 periodic solution initiating from segment $Q_\tau Q_m$.

**Remark 3.2:** Theorems 3.2–3.4 present the sufficient conditions for the existence or non-existence of order-1 periodic solutions to system (2). We have not established the existence conditions of order-1 periodic solution when $I(R) > R_-$ and $0 < \tau < y_{R-}$, the simulations show that there maybe exist or not exist a positive order-1 periodic solution.

**Remark 3.3:** When $F(T)$ is well defined, the results are the same as that under the case $h < h < x^*$.
Table 1. The existence and location of order-1 periodic solution when $F(T)$ is well defined.

| $\frac{\tau}{m}$ | $F(T)$ | Others | Initiating location | Existing domain |
|-----------------|---------|--------|---------------------|----------------|
| $\frac{\tau}{m} > y_T(m = 0)$ | $> 0$ | / | above $T$ | Sub-par. |
| $0 < \frac{\tau}{m} \leq y_T$ | $< 0$ | $F(\tau) > 0(\checkmark)$ | segment $Q_T$ | Par. |
| $\tau = 0$ | $< 0(\checkmark)$ | $F(\tau) > 0(\checkmark)$ | segment $Q_T$ | Par. |
| $\tau = 0$ | $\lim_{x \to 0} F(x) = 0(\checkmark)$ | $x$-axis ($h, 0$) | Semi-tri. |

**Theorem 3.6:** Suppose $\tau = 0$ and $F(T)$ be not well defined. Then there is a semi-trivial order-1 periodic solution under the case $I(R) < R_-$, and when $I(R) > R_-$, there may be an exist positive order-1 periodic solution.

**Proof:** Since $O^-(R) \cap N \neq \emptyset$, we have $F(\epsilon)$ is well defined for $\epsilon < R_-$. Further, $\lim_{\epsilon \to 0^+} F(\epsilon) = 0$ holds true, which means there exists a semi-trivial order-1 periodic solution. When $h < x^* < h$, from Equation (8), the inequality $F(Q) < 0$ does not necessarily hold for $Q < R_-$. Therefore, when $I(R) > R_-$, there may exist an positive order-1 periodic solution besides the semi-trivial periodic solution.

**Corollary 3.2:** Suppose $m = 0$ and $F(T)$ be well defined. Then the following statements are true. (i) If $F(T) > 0$, then there is an order-1 periodic solution initiating above $T$. (ii) If $F(T) < 0$, the order-1 periodic solution is initiating from $Q_T$, which is below $T$.

**Corollary 3.3:** Suppose that $m = 0$ and $F(T)$ be not well defined. (i) If $I(R) > R_-$ and $P_N(R^+) > R_-$, there is an order-1 periodic solution starting above $R^-$. (ii) If $I(R) < R_-$, there is an order-1 periodic solution starting from $Q_T R_-$. 

**Remark 3.4:** When $h < x^* < h$, $F(T)$ maybe or not well defined. If $F(T)$ is well defined, for any $Q < T \in N, F(Q)$ is well defined. If $F(T)$ is not well defined, for any $Q < R_- \in N, F(Q)$ is well defined. When $h < h < x^*$, the trajectory $O^+(Q)$ is decreasing with $x$ on $[h, h]$, however, it is not necessarily decreasing on $[h, h]$ under the case $h < x^* < h$. Hence, it is still possible that there is a point $Q$ such that $(1 - m)\gamma_Q + \tau > y_Q$, that is, $F(Q) > 0$. If $F(T)$ is well defined and $F(T) < 0$, then it is still possible that there is a positive order-1 periodic solution starting from the segment $Q_T$. If $F(T)$ is not well defined and $I(R) < R_-$, that is, $F(R_-) < 0$, then there may exist a positive order-1 periodic solution which initiating from the segment $QR_-$. 

Next, we summarize the results in two tables as follows, which are listed according to whether $F(T)$ is well defined, where the symbol ‘par.’ and ‘semi-tri.’ are the abbreviations of ‘parallel’ and ‘semi-trivial’. The check mark ‘✓’ indicates the claim is true (see Table 1 and Table 2).

### 4. Stability of the order-1 positive periodic solution

Consider the general plane state-dependent impulsive differential system

$$
\begin{align*}
\frac{dx}{dt} &= P(x, y), \\
\frac{dy}{dt} &= Q(x, y), \\
\Delta x &= I_1(x, y), \\
\Delta y &= I_2(x, y),
\end{align*}
$$

(9)
Table 2. The existence and location of order-1 periodic solution when \( F(T) \) is not well defined.

| \( \tau, m \) | \( I(R) \) | Others | Initiating location | Existing domain |
|--------------|------------|--------|---------------------|-----------------|
| \( \frac{1}{m} \geq y_{R^-} (m = 0) \) | \( I(R) > R^- \) | \( P_0(R^+) > R^- \) | above \( R^- \) | Semi-ring |
| \( \frac{1}{m} \geq y_{R^-} \) and \( \frac{1}{m} < y_{R^-} \) | \( I(R) > R^- \) | / | / | None |
| \( 0 < \tau < y_{R^-} (m = 0) \) | \( I(R) < R^- \) | \( F(\tau) > 0 \) | segment \( Q_2R^- \) | Par. |
| \( \tau = 0 \) | \( I(R) < R^- \) | \( \lim_{\varepsilon \to 0} F(\varepsilon) = 0 \) | \( x \)-axis \((l_2,0)\) | Semi-tri. |

where \( P(x,y), Q(x,y) \) is continuously differentiable, \( \Phi(x,y) \) is a smooth function and \( \nabla \Phi \neq 0 \).

**Lemma 4.1 (Analogue of Poincaré Criterion [1,8,15].):** If \( |\mu_1| < 1 \), then the order-1 periodic solution of system (9) is orbitally asymptotically stable, where

\[
\mu_1 = \prod_{j=1}^{n} \kappa_j \exp \left\{ \int_0^\omega \left[ \frac{\partial P(\xi(t),\eta(t))}{\partial x} + \frac{\partial Q(\xi(t),\eta(t))}{\partial y} \right] dt \right\},
\]

\[
\kappa_j = \left( \frac{\partial I_2 \partial \phi}{\partial y \partial x} - \frac{\partial I_2 \partial \phi}{\partial x \partial y} + \frac{\partial \phi}{\partial x} \right) P_+ + \left( \frac{\partial I_1 \partial \phi}{\partial y \partial y} - \frac{\partial I_1 \partial \phi}{\partial y \partial x} + \frac{\partial \phi}{\partial y} \right) Q_+,
\]

and \( P, Q, \frac{\partial I_1}{\partial x}, \frac{\partial I_1}{\partial y}, \frac{\partial I_2}{\partial x}, \frac{\partial I_2}{\partial y}, \frac{\partial \phi}{\partial x}, \frac{\partial \phi}{\partial y} \) are calculated at the point \((\xi(\tau),\eta(\tau))\), \(P_+\), and \(Q_+\) are calculated at the point \((\xi(\tau^+),\eta(\tau^+))\), and \(\tau_j\) is the time of the \(j\)th jump.

**Theorem 4.1:** Let \((X(t), Y(t))\) be an order-1 \(\omega\)-periodic solution of the system (2). If \( |\mu_1| < 1 \), then \((X(t), Y(t))\) is orbitally asymptotically stable, where

\[
|\mu_1| = \frac{(1 - m)Y(\omega)}{(1 - m)Y(\omega) + \tau} \exp \left\{ \int_0^\omega \left[ \frac{-UY_y V}{U} \right] \right\} < 1.
\]

**Proof:** Suppose \((X(t), Y(t))\) intersects with \( M, N \) at the point \( O(h, Y(\omega)) \) and \( O^+(h, Y(\omega^+)) \), respectively, where \( Y(\omega^+) = (1 - m)Y(\omega) + \tau \). Corresponding to system (9), we have \( P(x,y) = xU(x,y), Q(x,y) = yV(x), \Phi(x,y) = x - h, \) and \( I_1(x,y) = -nx \) and \( I_2(x,y) = -my + \tau \). Therefore

\[
\frac{\partial P}{\partial x} = U(x,y) + xU_x, \quad \frac{\partial Q}{\partial y} = V(x), \quad \frac{\partial I_1}{\partial x} = -n, \quad \frac{\partial I_2}{\partial y} = -m,
\]

\[
\frac{\partial \phi}{\partial x} = 1, \quad \frac{\partial I_1}{\partial y} = \frac{\partial I_2}{\partial x} = \frac{\partial \phi}{\partial y} = 0.
\]

It follows that

\[
\kappa_1 = \left( \frac{\partial I_2 \partial \phi}{\partial y \partial x} - \frac{\partial I_2 \partial \phi}{\partial x \partial y} + \frac{\partial \phi}{\partial x} \right) P_+ + \left( \frac{\partial I_1 \partial \phi}{\partial y \partial y} - \frac{\partial I_1 \partial \phi}{\partial y \partial x} + \frac{\partial \phi}{\partial y} \right) Q_+ = \frac{(1 - m)P_+}{P}.
\]
Moreover, we have
\[
\int_0^\omega \frac{\partial P(X, Y)}{\partial X} \, dt = \int_0^\omega [U(X, Y) + XU_x(X, Y)] \, dt
\]
\[
= \int_0^h \frac{1}{X} \, dX + \int_0^\omega XU_x(X, Y) \, dt = \ln \frac{h}{h} + \int_0^\omega XU_x(X, Y) \, dt \tag{14}
\]
and
\[
\int_0^\omega \frac{\partial Q(X, Y)}{\partial Y} \, dt = \int_0^\omega V(X) \, dt = \int_{Y(\omega^+)}^{Y(\omega)} \frac{1}{Y} \, dY = \ln \frac{Y(\omega)}{Y(\omega^+)}.
\tag{15}
\]
Further, the last items of (14) give
\[
\int_0^\omega XU_x(X, Y) \, dt = \int_0^\omega \frac{X[U_x(X, Y) + U_y(X, Y)\frac{\partial Y}{\partial X}]}{XU(X, Y)} X(t) \, dt - \int_0^\omega \frac{U_y(X, Y)}{U(X, Y)} YV(X) \, dt
\]
\[
= \int_0^h \frac{dU(X, Y)}{U(X, Y)} - \int_0^\omega \frac{U_y(X, Y)}{U(X, Y)} YV(X) \, dt
\]
\[
= \ln \frac{U(h, Y(\omega))}{U(h, Y(\omega^+))} - \int_0^\omega \frac{U_y(X, Y)}{U(X, Y)} YV(X) \, dt.
\tag{16}
\]
Hence, it follows from (14)–(16) that
\[
\exp \left\{ \int_0^\omega \left[ \frac{\partial P(X, Y)}{\partial X} + \frac{\partial Q(X, Y)}{\partial Y} \right] \, dt \right\} = \exp \left\{ \ln \frac{h}{h} + \ln \frac{U(h, Y(\omega))}{U(h, Y(\omega^+))} + \ln \frac{Y(\omega)}{Y(\omega^+)} \right.
\]
\[
- \int_0^\omega \frac{U_y(X, Y)}{U(X, Y)} YV(X) \, dt \right\}
\]
\[
= \frac{h}{h} \cdot \frac{U(h, Y(\omega))}{U(h, Y(\omega^+))}
\]
\[
\cdot \exp \left\{ - \int_0^\omega \left[ \frac{U_y(X, Y)}{U(X, Y)} YV(X) \right] \, dt \right\}.
\tag{17}
\]
Therefore, according to (12), (13), (14) and (17), we have
\[
|\mu_1| = \frac{(1 - m)P_+}{P} \cdot \frac{h}{h} \frac{Y(\omega)}{Y(\omega^+)} \frac{U(h, Y(\omega))}{U(h, Y(\omega^+))} \cdot \exp \left\{ - \int_0^\omega \left[ \frac{U_y(X, Y)}{U(X, Y)} YV(X) \right] \, dt \right\}
\]
\[
= \frac{(1 - m)Y(\omega)}{(1 - m)Y(\omega) + \tau} \cdot \exp \left\{ - \int_0^\omega \left[ \frac{U_y(YV)}{U} \right] \mid_{(X(t), Y(t))} \, dt \right\} < 1.
\]
According to Lemma 4.1, the order-1 periodic solution \((X(t), Y(t))\) is orbitally asymptotically stable.

**Remark 4.1:** If \(h < x^*\) and \(F(T) < 0\), then there exists an order-1 periodic solution \((X(t), Y(t))\), which must be orbitally asymptotically stable, in view of \(U > 0, U_y \leq 0\) and \(V < 0, Y > 0\) for \(Y(\omega^+) < y_T\), and hence \(|\mu_1| < 1\).
5. Example and simulations

Consider the state-dependent impulsive differential system

\[
\begin{align*}
\frac{dx}{dt} &= rx \left(1 - \frac{x}{k}\right) - \beta xy, \quad x < h, \\
\frac{dy}{dt} &= y(\beta x - \alpha), \\
\Delta x &= -nx(t), \\
\Delta y &= -my(t) + \tau, \\
\end{align*}
\]

\( x = h. \) \tag{18}

Obviously, corresponding to system (2), we have

\[ U(x, y) = r - \frac{r}{k}x - \beta y, \quad V(x) = \beta x - \alpha, \quad U_x = -\frac{r}{k}, \quad U_y = -\beta, \quad V'(x) = \beta. \]

From \( V(x) = 0, \) it follows that \( w = \frac{\mu}{\beta}. \) It is not difficult to figure out

\[ (x^*, y^*) = \left( \frac{\alpha}{\beta'}, \frac{r}{\beta} \left(1 - \frac{\alpha}{k\beta}\right) \right), \quad y_T = \frac{r}{\beta} \left(1 - \frac{h}{k}\right), \quad y_R = \frac{r}{\beta} \left(1 - \frac{h}{k}\right). \]

If \( k > h \) and \((1 - n)h < \frac{\mu}{\beta}, \) then the assumptions \((A_1)\) and \((A_2)\) hold.

In the following, some simulations are carried out by Matlab software, which are somewhat corresponding to Table 1 and Table 2.

5.1. \( F(T) \) is well defined

Taking the parameters \( r = 1, k = 10, \beta = 0.025, a = 0.188, n = 0.3 \) and \( h = 5.5, \) the computation shows that \((x^*, y^*) = (7.52, 9.92), h = 3.85, y_T = 24.6 \) and \( y_{\bar{T}} = 15.8055, \) which means \( h < h < x^*. \)

Let \( \tau = 15 \) and \( m = 0. \) Then \( \tau = 150 > y_T \) and \( F(T) = 5.73 > 0 \) are satisfied. As can be seen from Figure 4(a) that there is an order-1 periodic solution in a sub-parallel domain. Let \( \tau = 7 \) and \( m = 0.1. \) Then we have \( \tau = 70 > y_T \) and \( F(T) = -2.269 < 0. \) There is an order-1 periodic solution initiating below \( T, \) which is in a parallel domain (Figure 4b). If \( \tau = 2 \) and \( m = 0.1, \) then the condition \( 0 < \frac{\tau}{m} = 20 < y_T \) holds true, it can be seen from Figure 4(c) that there exists an order-1 periodic solution in a parallel domain. Let \( \tau = 0 \) and \( m = 0.1. \) It is known from Figure 4(d) that there is a semi-trivial periodic solution in the system.

When \( h < x^* < h, \) \( F(T) \) may be well defined or not well defined.

Let \( r = 0.5, k = 15, \beta = 0.025, a = 0.165, m = 0.03, n = 0.428, h = 7 \) be fixed, the calculation shows that \( h = 4.004, y_T = 14.661 \) and \( y_{\bar{T}} = 9.9286, \) which means \( F(T) \) is well defined. Compared with Figure 1, Figure 2 illustrates the existence of the order-1 periodic solutions which are the same as \( h < x^*. \)

Figure 1 and Figure 2 show that there must exist an positive order-1 periodic solution for system (2) under the case \( F(T) \) is well defined and \( \tau > 0. \)

5.2. \( F(T) \) is not well defined

If \( F(T) \) is not well defined, then \( h < x^* < h. \)
Figure 4. The order-1 periodic solution of system (18) under the case $h < h < x^*$, where $r = 1$, $k = 10$, $\beta = 0.025$, $a = 0.188$, $n = 0.3$, $h = 5.5$. (a) $m = 0$, $\tau = 15$ such that $\frac{\tau}{m} > y_T$ and $F(T) > 0$; (b) $m = 0.1$, $\tau = 7$ such that $\frac{\tau}{m} > y_T$ and $F(T) < 0$; (c) $m = 0.1$, $\tau = 2$ such that $0 < \frac{\tau}{m} < y_T$ and $F(T) < 0$; (d) when $\tau = 0$ and $m = 0.1$, there is a semi-trivial periodic solution.

Taking $r = 0.5$, $k = 15$, $\beta = 0.025$, $a = 0.27$, $n = 0.3$, $m = 0.5$ and $h = 11$, then $h = 7.7$, $(x^*, y^*) = (10.8, 5.6)$, which means $h < x^* < h$. The calculation gives $y_T = 9.7333$, $y_R = 5.333$ and $F(T)$ is not well defined. Further, $y_{R-} = 6.808$ and $y_{R-} = 18.875$ are obtained.

Let $\tau = 30$. Then $\frac{\tau}{m} = 60 > y_{R-}$, $I(R) = y_{R+} = 32.6665 > y_{R-}$ and $P_N(R^+) = 32.089 > y_{R-}$ are satisfied. It can be seen from Figure 6(a) that there is an order-1 periodic solution which locates in a semi-ring domain. Take $\tau = 7$, then $\tau > y_{R-}$ and $\frac{\tau}{m} = 14 < y_{R-}$ hold. As can be seen from Figure 6(b) that there does not exist periodic solution because the trajectories of the system ultimately approach the equilibrium $(x^*, y^*)$. While $\tau = 2$, we can verify that $0 < \tau < y_{R-}$, $I(R) = y_{R+} = 4.6665 < y_{R-}$ and $F(\tau) = 0.91715 > 0$. We can see from Figure 6(c) that an order-1 periodic solution exists.

Let $r = 0.5$, $k = 15$, $\beta = 0.025$, $a = 0.165$, $n = 0.3$ and $h = 9$ be fixed. Then we have $h = 6.35$, $y_R = 8$ and $y_{R-} = 6.325$. Take $\tau = 0$ and $m = 0.04$, then $I(R) = 7.68 > 6.3 = R_-$. When $(x_0, y_0) = (6.3, 0.5)$, it can be seen from Figure 7(a) that the system has a limit cycle. Changing the initial value $(x_0, y_0) = (6.3, 1.5)$, the trajectory approaches the equilibrium $E_2$ after finite times of impulse impact. Let $\tau = 0$ and $m = 0.5$. Then $I(R) = 4 <
Figure 5. The existence of order-1 periodic solution of system (5.1) when \( h < x^* < h \) and \( F(T) \) is well defined, where \( r = 0.5, k = 15, \beta = 0.025, a = 0.165, m = 0.03, n = 0.428 \) and \( h = 7 \). (a) \( \tau = 7 \) such that \( \frac{\tau}{m} > y_T \) and \( F(T) > 0 \); (b) \( \tau = 1 \) such that \( \frac{\tau}{m} > y_T \) and \( F(T) < 0 \); (c) \( \tau = 0.05 \) such that \( 0 < \frac{\tau}{m} \leq y_T \); (d) \( \tau = 0 \).

Figure 6. The existence of order-1 periodic solution of system (18) when \( h < x^* < h \) and \( F(T) \) is not well defined, where \( r = 0.5, k = 15, \beta = 0.025, a = 0.27, n = 0.3, m = 0.5 \) and \( h = 11 \). (a) \( \tau = 30 \) such that \( \frac{\tau}{m} \geq y_{R-} \) and \( F(R^+) > R^- \); (b) \( \tau = 7 \) such that \( \tau \geq Y_{R-} \) and \( \frac{\tau}{m} < y_{R-} \); (c) \( \tau = 2 \) such that \( 0 < \tau < Y_{R-} \) and \( \frac{\tau}{m} < y_{R-} < R_- \).

6.325 = \( R_- \), and the system has a semi-trivial order-1 periodic solution (see Figure 7b). Given a small \( \tau = 0.05 \), even since the initial value of \( y \) is zero, there is still a positive order-1 periodic solution (see Figure 7c).
Figure 7. The existence of periodic solution of system (18) when \( h < x^* < h \) and \( F(T) \) is not well defined, where \( r = 0.5, k = 15, \beta = 0.025, a = 0.165, n = 0.3 \) and \( \bar{h} = 9 \). (a) \( \tau = 0, m = 0.04 \), such that \( I(R) > R - \), \((x_0, y_0)\) is taken by \((6.3, 5.5)\) and \((6.3, 0.5)\), respectively; (b) \( \tau = 0, m = 0.5 \), such that \( I(R) < R - \), \((x_0, y_0) = (6.3, 1.5)\), and \( \lim_{\epsilon \to 0^+} F(\epsilon) = 0 \); (c) \( \tau = 0.05, m = 0.5 \), such that \( I(R) < R - \), where \((x_0, y_0) = (6.3, 0)\).

From Figure 7, it can be seen that the existence of periodic solutions depends on the initial values, parameters \( m, \tau \) and the structure of the system without impulse. Moreover, Figure 7(b) and Figure 7(c) show that a small \( \tau \) can stimulate a positive order-1 periodic solution.

5.3. Stability of the order-1 periodic solution

Let \((X(t), Y(t))\) be an order-1 \( \omega \)-periodic solution of the system (18). Corresponding to system (2), we have

\[
|\hat{\mu}_1| = \frac{(1 - m)Y(\omega)}{(1 - m)Y(\omega) + \tau} \cdot \exp \left( \int_0^\omega \left[ \frac{-UYV}{U} \right] \right) |_{(X(t), Y(t))} dt \\
= \frac{(1 - m)Y(\omega)}{(1 - m)Y(\omega) + \tau} \cdot \exp \left( \int_0^\omega \left[ \frac{\beta^2 X(t)Y(t) - \beta a Y(t)}{r - \frac{k}{\epsilon} X(t) - \beta Y(t)} \right] dt \right)
\] (19)
Figure 8. The stability of order-1 periodic solution of system under the case that $h < h < x^*$ and $F(T)$ is well defined, where $r = 1, k = 10, \beta = 0.025, a = 0.188, n = 0.3, m = 0.03, h = 5.5$ and $\Delta t_i = 0.05$ such that $|\bar{\mu}_1| < 1$: (a) $\tau = 30$ such that $F(T) > 0$; (b) $\tau = 7$ such that $F(T) < 0$.

Proposition 5.1: Assume $k > h$ and $(1 - n)h < \frac{r}{\beta}$ hold. If $|\bar{\mu}_1| < 1$, then the order-1 periodic solution $(X(t), Y(t))$ is orbitally asymptotically stable, where $|\bar{\mu}_1|$ is defined in

Discretizing the above integral, (19) becomes

$$|\bar{\mu}_1| = \frac{(1 - m)Y(\omega)}{(1 - m)Y(\omega) + \tau} \cdot \exp \left( \sum_{i=1}^{N} \left[ \frac{\beta^2 X(t_i) Y(t_i) - \beta a Y(t_i)}{r - \frac{X(t_i)}{X(t_i)} - \beta Y(t_i)} \right] \Delta t_i \right),$$  (20)

where $\Delta t_i = \frac{\omega}{N}$, which is the step size, dividing the interval $[0, \omega]$ into $N$ subintervals.

Let $r = 1, k = 10, \beta = 0.025, a = 0.188, n = 0.3, m = 0.03, h = 5.5$, which means that $h < h < x^*$ and $F(T)$ is well defined. According to Theorem 3.1, there exists an order-1 periodic solution $(X(t), Y(t))$ for system (18). Take the uniform step size $\Delta t_i = 0.05$. When $\tau = 30$, the computation gives $\omega = 10.348$, $Y(\omega) = 14.8256$, $Y(\omega^+) = 44.3808$ and $N = \frac{\omega}{\Delta t_i} = 207$. Following Equation (18), we have $|\bar{\mu}_1| = 0.5223 < 1$. Therefore, the order-1 periodic solution is orbitally asymptotically stable (see Figure 8a). Let $\tau = 7$. Then $\omega = 4.84$, $Y(\omega) = 15.7080$, $Y(\omega^+) = 22.2368$ and $N = 97$, and hence $\bar{\mu}_1 = 0.2222 < 1$, which can be seen from Figure 8(b) that the order-1 periodic solution is orbitally asymptotically stable.

Fix $r = 0.5, k = 15, \beta = 0.025$ and $n = 0.3$. Then $h < x^* < h$. Let $a = 0.165, m = 0.03, \tau = 30, h = 9$. Then $F(T)$ is not well defined, and $\omega = 22.909, Y(\omega) = 7.5269$, $Y(\omega^+) = 37.3011$. take $\Delta t_i = 0.25$. The calculation shows $\bar{\mu}_1 = 0.2956 < 1$. Further, let $a = 0.27, m = 0, \tau = 0.05, h = 11$ and $\Delta t_i = 0.01$, the computation shows that $\omega = 2.116$, $Y(\omega) = 0.6663$, $Y(\omega^+) = 0.7163$ and $N = 212$, and hence $|\bar{\mu}_1| = 0.9175 < 1$. Obviously, there is an orbitally asymptotically stable periodic solution of system, respectively, which can be seen from Figure 9(a) and Figure 9(b).

6. Conclusion and discussion

In the paper, the existence and existing domain, along with the stability of order-1 periodic solutions are considered. Further, we focus on the effects of parameters $\tau$ and $m$ on
Figure 9. The stability of order-1 periodic solution of system when \( h < x^* < h \) and \( F(T) \) is not well defined, where \( r = 0.5, k = 15, \beta = 0.025 \) and \( n = 0.3 \) so that \( |\bar{\mu}_1| < 1 \). (a) \( a = 0.165, m = 0.03, \tau = 30, h = 9 \), and such that \( I(R) > R^+ \) and \( PN(R^+) > R^- \); (b) \( a = 0.27, m = 0, \tau = 0.05, h = 11 \) and such that \( I(R) < R^- \).

the existence and stability of periodic solutions, which are performed theoretically and numerically. We construct three kinds of Bendixson domains with different structures, which overcome the difficulty, to some extent, that caused by the discontinuity of impulsive impact.

Our results show that the system (4) without a positive periodic solution may have periodic oscillations under the effects of pulses. In this sense, the pulse action can ‘activate’ the state of periodic oscillation. When \( h < x^* \), \( F(T) \) must be well defined, and when \( h < x^* < h \), \( F(T) \) is not necessarily well defined. If \( F(T) \) is well defined, then system (2) has an order-1 periodic solution, and when \( \tau > 0 \), there must exist a positive order-1 periodic solution. If \( F(T) \) is not well defined and the parameters \( \tau \) and \( m \) are taken moderate values, the impulse effect will be invalid ultimately (see Theorem 3.4). If \( \tau \) and \( \frac{\tau}{m} \) are small enough, the population of the predator species, corresponding to \( y \) of the periodic solution, is also small. When \( \frac{\tau}{m} \) is large enough, the periodic solutions locate in the sub-parallel domain (when \( F(T) \) is well defined) or in the semi-ring domain (when \( F(T) \) is not well defined), corresponding to a larger scale of predator species. When \( \tau = 0 \), no matter \( h < h < x^* \) or \( h < x^* < h \) holds, there exist a semi-trivial periodic solution. However, when \( \underline{h} < x^* < \overline{h} \), there may still exist other positive order-1 periodic solutions (see Figure 7(a)).

From biological control point of view, when the density of the prey reaches a threshold \( h \), the two species are harvested. When \( \tau = 0 \), the system has a semi-trivial periodic solution, which means the predator becomes extinct, and the ecosystem is destroyed. Comparing Figure 4(c), Figure 5(c), Figure 7(b) with Figure 4(d), Figure 5(d), Figure 7(c), respectively, it can be seen that a small \( \tau \) can ‘activate’ an positive order-1 periodic solution, which means the releasing of a small scale of predator can ‘stimulate’ an dynamic equilibrium of the ecosystem. When \( |\mu_1| < 1 \), the dynamic equilibrium is stable, and we can implement the control of harvesting or releasing at every \( \omega \) time, so as to maintain the ecological balance between the two species and to ensure the sustainable economic benefits.
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