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Abstract. There have been several generalizations of the classical Fueter theorem on quaternions. The generalization to the Euclidean spaces $\mathbb{R}^{n+1}$ for $n$ being odd positive integers is due to M. Scé (1957). It asserts that for a holomorphic intrinsic function $f_0(z)$ defined in a suitable domain in the complex plane, the image of the Fueter mapping

$$f_0 \to (-\Delta)^{\frac{n-1}{2}} f_0(x)$$

is Clifford left- and right-monogenic, where $f_0$ is the induced function, $x = x_0 + \bar{z}$, is the Clifford variable in the induced domain, $x_0 \in \mathbb{R}$, $\bar{z} = x_1 e_1 + \cdots + x_n e_n \in \mathbb{R}^n$, and $\Delta$ is the Laplacian for the $n+1$ real variables $x_0, x_1, \ldots, x_n$. The proof of the generalization of Scé, like that of Fueter, is based on computation of the pointwise differential operator $\Delta^{(n-1)/2}$. In the pattern of Scé, T. Qian (1997) generalized the Fueter theorem to the cases $n$ being even positive integers using the Fourier multiplier representation of the operator $(-\Delta)^{(n-1)/2}$. In this paper we first show that for $n$ being even the images of the Fueter mapping, as monogenic functions, like for the odd $n$ cases proved through computation on the pointwise differential operator, are also of the axial type (the Axial Form Theorem). Due to a recent result of B. Dong, K. I. Kou, T. Qian, I. Sabadini (2016), we know that the Fueter mapping is surjective on the set of all left- and right-monogenic functions of the axial type in axial domains (the Surjectivity Theorem). The second part results of this paper address the action of the Fueter mapping on the monomials $f_0^{(l)}(z) = z^l, l = 0, \pm 1, \pm 2, \ldots, \in$ one complex variable. In generalizing the Fueter and the Scé theorems to the even dimensions $n$, Qian used the following mapping $\tau$ (applicable for odd dimensions as well):

$$\tau(f_0^{(-k)}) = \mathcal{F}^{-1}((-2\pi \cdot |\cdot|)^{n-1} |\mathcal{F}(f_0^{(-k)}))), \quad \tau(f_0^{(n-2+k)}) = I(\tau(f_0^{(-k)})),$$

where $k$ is any positive integer, $\mathcal{F}$ is the Fourier transformation in $\mathbb{R}^{n+1}$, $I$ is the Kelvin inversion. We show that on the monomials the action of the mapping $\tau$ defined through the Kelvin inversion coincides with that of the Fueter mapping defined through the Fourier transform (the Monomial Theorem). In the mentioned 1997 paper this result is proved for the case $n$ being odd integers. The Monomial Theorem further implies that the extended mapping $\tau$ on Laurent series of real coefficients is identical with the Fueter mapping defined through pointwise differentiation or the Fourier multiplier.

1. Introduction

The classical Fueter theorem asserts that every holomorphic intrinsic function of one complex variable induces a quaternionic monogenic function ([9]). The
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formulation is as follows of the classical Fueter theorem and the related concepts. We say that a set is intrinsic if it is an open subset of the complex plane $\mathbb{C}$ and symmetric with respect to the real axis. By a holomorphic intrinsic function we mean a holomorphic function $f_0$ defined in an intrinsic domain and satisfying the properties $\overline{f_0(z)} = f_0(\overline{z})$. Every holomorphic function $f_0(z)$ has the form

$$f_0(z) = u(x_0, y_0) + iv(x_0, y_0),$$

where $u(x_0, y_0)$ and $v(x_0, y_0)$ are real valued functions. The condition $\overline{f_0(z)} = f_0(\overline{z})$ is equivalent with $u(x_0, y_0) = u(x_0, -y_0)$ and $v(x_0, y_0) = -v(x_0, -y_0)$. In particular, $v(x_0, 0) = 0$.

Let $O$ be an intrinsic set and

$$f_0(z) = u(s, t) + iv(s, t)$$

be a holomorphic intrinsic function defined in $O$. Denote, for $q \in \tilde{O}_q$,

$$\tilde{f}_0(q) := u(q_0, |q|) + \frac{q}{|q|}v(q_0, |q|),$$

where

$$\tilde{O}_q := \{ q = q_0 + \tilde{q} \in \mathbb{H} \mid (q_0, |q|) \in O \},$$

and $q_0, \tilde{q} := q_1\mathbf{i} + q_2\mathbf{j} + q_3\mathbf{k}$ denote the real and the imaginary parts of the quaternion number $q$, respectively. Here $\tilde{f}_0$ is said to be the induced function from $f_0$, and $\tilde{O}_q$ the induced set from $O$. Then, in $\tilde{O}_q$, the function $\Delta_q \tilde{f}_0$ is both left and right monogenic with respect to the quaternionic Cauchy-Riemann operator $D_q = \partial_{q_0} + i\partial_{q_1} + j\partial_{q_2} + k\partial_{q_3}$, where $\Delta_q = \partial_{q_0}^2 + \partial_{q_1}^2 + \partial_{q_2}^2 + \partial_{q_3}^2$ denotes the Laplace operator in the four real variables $q_0, q_1, q_2, q_3$. The conclusion of the classical Fueter theorem can be expressed as

$$D_q \left( \Delta_q \tilde{f}_0 \right) = \left( \Delta_q \tilde{f}_0 \right) D_q = 0.$$

Its higher dimensional generalizations to the Euclidean spaces $\mathbb{R}^{n+1}$, for $n$ being odd, also called the Fueter theorem, were obtained by M. Sce in [25]. Later, in [18, 20], T. Qian generalized the Fueter theorem to the even dimensional Euclidean spaces $\mathbb{R}^{n+1}$. Qian used the following mapping $\tau$ to extend the results of Fueter and Sce to the even dimensions $n$ (applicable to odd dimensions as well), namely, for $f_0^{(l)}(z) = z^l, l = 0, \pm 1, \pm 2, \ldots$.

$$\tau \left( f_0^{(-k)} \right) = \mathcal{F}^{-1} \left( (-2\pi | \cdot |)^{n-1} \mathcal{F} \left( f_0^{(-k)} \right) \right),$$

$$\tau \left( f_0^{(n-2+k)} \right) = I \left( \tau (f_0^{(-k)}) \right),$$

where $k$ is any positive integer, $\mathcal{F}$ is the Fourier transformation in $\mathbb{R}^{n+1}$, $I$ is the Kelvin inversion. For the odd dimensions, Qian’s generalization is consistent with the Sce’s based on pointwise differentiation. For further generalizations and variations of the Fueter theorem we refer the reader to [4, 8, 12, 15, 16, 24, 27], etc., and the references therein.
Fueter theorems have crucial applications in the study of functional calculus of Dirac operators (T. Qian) and \( n \)-tuple non-commutative operators (B. Jefferies, I. Sabadini, F. Colombo, et al.), see [7, 11, 21, 22, 23] and the references therein. In the study of functional calculus of the Dirac operator on the sphere and its Lipschitz perturbations, for instance, the Fueter theorem is used to establish a singular integral operator algebra in the context ([17, 19]). To the authors knowledge, there is a variety of methods to establish the analogous theories for unbounded Lipschitz graphs of one and higher dimensions ([2, 3, 10, 13, 14]), but for bounded domains, including Lipschitz perturbations of higher dimensional unit spheres, the Fueter theorem approach seems to be the unique one.

To further study the Fueter type correspondence between one complex variable holomorphic intrinsic functions and quaternionic or Clifford algebra monogenic functions, the related injectivity and surjectivity properties are certainly among the most interested aspects. For every holomorphic intrinsic function \( f_0 \), denote the Fueter mapping \( \beta \) by

\[
\beta(f_0)(x) = (-\Delta)^{n-1/2} \vec{f}_0, \quad x \in \mathbb{R}^{n+1},
\]

where \( \vec{f}_0 \) is induced from \( f_0 \) and is of the slice hyperholomorphic type (see below). Since the Fueter mapping involves differential operator, the injectivity property does not hold. Establishing surjectivity amounts to asserting the range of the Fueter mapping. Fueter’s original proof and Sce’s proof, based on computation involving a particular pointwise differential operator, automatically gives that the resulted monogenic functions are of the axial form. In the present paper we prove that the method of Fourier multiplier we used to treat even dimension indices \( n \) also results in the axial form of monogenic functions (below called the Fueter Mapping Axial Form Theorem). In addition, due to a recent result in [8], we have that the Fueter mapping is surjective onto the set of all axially monogenic functions (the Fueter Mapping Surjectivity Theorem). The same result was obtained by F. Colombo, I. Sabadini and F. Sommen in [5, 6] but restricted to odd dimensions \( n \).

In studying the Fueter type correspondence monogenic monomials are constructively important. The monogenic monomials are defined through the mapping \( \tau \) in Qian’s method, namely,

\[
P^{(-k)} := \tau\left(f^{(-k)}_0\right),
\]

where \( k \) is any positive integer; and \( P^{(k-1)} \) is defined to be the Kelvin inversion of \( P^{(-k)} \), that is

\[
P^{(k-1)} := \tau\left(f^{(n-2+k)}_0\right) = I\left(\tau\left(f^{(-k)}_0\right)\right).
\]

For every negative integer \( l \), it was easily shown that for any dimension index \( n \) there holds \( \beta(z^l) = \tau(z^l) \). As a consequence of the Fueter mapping axial form theorem, we have the Fueter Mapping Monomial Theorem, i.e., for any \( n \) there also holds

\[
\beta(z^{k+n-2}) = \tau(z^{k+n-2}).
\]
The last result for the \( n \) being odd case was proved in [18] through complicated computation. The monomial theorem implies that the extended mapping \( \tau \) on Laurent series of real coefficients in one complex variable coincides with what is defined through the Fueter mapping \( \beta \) based on the pointwise differentiation (odd dimensions) or the Fourier multiplier in the distribution sense (even dimensions).

The structure of the paper is as follows. Section 2 contains preliminary knowledge of Clifford analysis, Fourier multiplier and so on. In Section 3, we obtain the Fueter mapping is surjective from the set of holomorphic intrinsic functions to the collection of axially monogenic functions. Section 4 contains the Fueter mapping monomial theorem which says that the following equations hold

\[
\beta(z^{k+n-2}) = \tau(z^{k+n-2}) = P^{(k-1)}(x), \ x \in \mathbb{R}^{n+1},
\]

where \( n \) and \( k \) are any positive integers.

2. Preliminary Results

In this section we first review basic notations and knowledge about Clifford algebra. Suppose that \( \{e_1, e_2, \ldots, e_n\} \) is an orthonormal basis of Euclidean space \( \mathbb{R}^n \), and satisfies the relations \( e_i^2 = -1 \) for \( i = 1, 2, \ldots, n \), and \( e_ie_j + e_je_i = 0 \) for \( 1 \leq i \neq j \leq n \). Then, the real Clifford algebra \( \mathbb{R}_{0,n} \) is the real algebra constructed over these elements, i.e.,

\[
\mathbb{R}_{0,n} := \left\{ a = \sum_{S} a_S e_S : a_S \in \mathbb{R}, \ e_S = e_{j_1}e_{j_2} \cdots e_{j_k} \right\},
\]

where \( S := \{j_1, j_2, \ldots, j_k\} \subseteq \{1, 2, \ldots, n\} \) with \( 1 \leq j_1 < j_2 < \cdots < j_k \leq n \); or \( S = \emptyset \), with \( e_\emptyset := 1 \). Thus \( \mathbb{R}_{0,n} \) stands as a \( 2^n \)-dimensional real linear vector space. Let \( |S| \) be the cardinal number of the elements in a set \( S \). For each \( k \in \{1, 2, \ldots, n\} \), set

\[
\mathbb{R}_{0,n}^{(k)} := \left\{ a \in \mathbb{R}_{0,n} : a = \sum_{|S| = k} a_S e_S \right\}.
\]

The elements of \( \mathbb{R}_{0,n}^{(k)} \) are called \( k \)-vectors of \( \mathbb{R}_{0,n} \). For example, when \( k = 1 \), \( \mathbb{R}_{0,n}^{(1)} \) is identified with \( \mathbb{R}^n \). When \( k = 0 \), \( \mathbb{R}_{0,n}^{(0)} \) is \( \mathbb{R} \) and for this reason a 0-vector element is usually called a scalar. Then for each element \( a \in \mathbb{R}_{0,n} \), it has a projection \( [a]_k \) on \( \mathbb{R}_{0,n}^{(k)} \). A Clifford number \( a \) can also be represented by

\[
a = \sum_{k=0}^{n} [a]_k.
\]

Thus, we have

\[
\mathbb{R}_{0,n} = \bigoplus_{k=0}^{n} \mathbb{R}_{0,n}^{(k)}.
\]
In order to define the norm of $\mathbb{R}_{0,n}$, we need to introduce three involutions defined on $\mathbb{R}_{0,n}$: the main involution, the reversion and the conjugation. For each element $a \in \mathbb{R}_{0,n}$ the main involution $\sim$: $a \rightarrow \tilde{a}$ is defined by

$$\tilde{a} = \sum_S a_S \tilde{e}_S,$$

where $\tilde{e}_S := (-1)^{|S|} e_S$. The reversion $\star$: $a \rightarrow a^\star$ is defined by

$$a^\star = \sum_S a_S e^\star_S,$$

where $e^\star_S := (-1)^{|S|(|S|-1)/2} e_S$ with $e_S = e_1 e_2 \cdots e_n$. The conjugation of $a$ is a combination by the main involution and the reversion of $a$, i.e., the conjugation $- : a \rightarrow \bar{a}$ is defined by

$$\bar{a} = (\tilde{a})^\star = \sum_S a_S (\tilde{e}_S)^\star.$$

For any element $a \in \mathbb{R}_{0,n}$, its norm $|a|$ is defined by

$$|a| = (|a\bar{a}|)_0^{1/2} = \left(\sum_S |a_S|^2\right)^{1/2}.$$

Similarly, the complex Clifford algebra $\mathbb{C}_{0,n}$ can be defined by

$$\mathbb{C}_{0,n} := \mathbb{C} \otimes \mathbb{R}_{0,n} = \mathbb{R}_{0,n} \oplus i \mathbb{R}_{0,n},$$

where $i$ is the imaginary unit of $\mathbb{C}$. An element $a \in \mathbb{C}_{0,n}$ can be written as

$$a = \sum_S a_S e_S, \ a_S \in \mathbb{C}. $$

All the concepts introduced in $\mathbb{R}_{0,n}$ can be reformulated in the complex Clifford algebra except the conjugation. For each element $a = \sum_S a_S e_S \in \mathbb{C}_{0,n}$, the conjugate of $a$ is $\bar{a} = \sum_S \bar{a}_S \bar{e}_S$ with $\bar{i} = -i$.

An important subset of $\mathbb{R}_{0,n}$ is $\mathbb{R}^{(0)}_{0,n} \oplus \mathbb{R}^{(1)}_{0,n}$. In fact, $\mathbb{R}^{(0)}_{0,n} \oplus \mathbb{R}^{(1)}_{0,n}$ is the real-linear span of $1, e_1, \ldots, e_n$. So, for each $x \in \mathbb{R}^{(0)}_{0,n} \oplus \mathbb{R}^{(1)}_{0,n}$, it has the form $x := x_0 + \underline{x}$, where $x_0 \in \mathbb{R}$ and $\underline{x} := \sum_{j=1}^n x_j e_j \in \mathbb{R}^n$. For simplicity, we call $x_0$ the real part of $x$ and $\underline{x}$ the imaginary part of $x$. Besides, $\mathbb{R}^{(0)}_{0,n} \oplus \mathbb{R}^{(1)}_{0,n}$ is naturally identified with $\mathbb{R}^{n+1}$ by associating a paravector $x = x_0 + \underline{x}$ with the element $(x_0, x_1, \ldots, x_n) \in \mathbb{R}^{n+1}$. With the identification, we will sometimes refer $\mathbb{R}^{(0)}_{0,n} \oplus \mathbb{R}^{(1)}_{0,n}$ to $\mathbb{R}^{n+1}$ for briefness.

For each $x \in \mathbb{R}^{n+1}$, the norm in $\mathbb{R}^{n+1}$ is

$$|x| := [(x \overline{x})_0]^{1/2} = (x_0^2 + x_1^2 + \cdots + x_n^2)^{1/2},$$

where $\overline{x} := x_0 - \underline{x}$. If $x \in \mathbb{R}^{n+1} \setminus \{0\}$, then the inverse $x^{-1}$ exists and $x^{-1} := \overline{x} \cdot |x|^{-2}$.

Now we turn to the monogenic function concept which is a crucial object in Clifford analysis. We need some notations first. Let $\mathbb{N}$ be the set of all positive integers and $\mathbb{N}_0 := \mathbb{N} \cup \{0\}$. For $n \in \mathbb{N}$, $Cl_{0,n}$ means either $\mathbb{R}_{0,n}$ or $\mathbb{C}_{0,n}$. The notation $C^1(\Omega, Cl_{0,n})$ (resp. $C^1(\Omega, Cl_{0,n})$) stands for the continuously differentiable
functions which are defined on an open set $\Omega \subset \mathbb{R}^{n+1}$ (resp. $\Omega \subset \mathbb{R}^n$) and take values in the Clifford algebra $Cl_{0,n}$. For each $f \in C^1(\Omega, Cl_{0,n})$, it has the form

$$f = \sum_S f_S e_S,$$

where the functions $f_S$ are $\mathbb{R}$-valued or $\mathbb{C}$-valued. Let $k \in \mathbb{N}_0$, we denote by $\partial_k$ the derivative for the $k$-th variables, i.e, $\partial_k := \partial_{x_k}$ for $x_k$ being the $k$-th variable of $x \in \mathbb{R}^{n+1}$. The Dirac operator is defined by

$$D_x := \partial_{x_1} e_1 + \partial_{x_2} e_2 + \cdots + \partial_{x_n} e_n, \quad x \in \Omega.$$

For each $x \in \Omega$, the generalized Cauchy-Riemann operator is defined by

$$D := \partial_{x_0} + D_x.$$

**Definition 2.1 (Monogenic Function).** Let $f(x) \in C^1(\Omega, Cl_{0,n})$ (resp. $f(x) \in C^1(\Omega, Cl_{0,n})$). Then $f(x)$ (resp. $f(x)$) is called a (left) monogenic function if and only if

$$Df(x) = 0 \quad \text{(resp. } D_x f(x) = 0).$$

We note that the Cauchy kernel

$$E(x) := \frac{x}{\omega_n |x|^{n+1}}, \quad x \in \mathbb{R}^{n+1}\backslash\{0\},$$

plays a key role, where $\omega_n := 2\pi^{(n+1)/2}/\Gamma((n+1)/2)$ is the surface area of the $n$ dimensional unit sphere in $\mathbb{R}^{n+1}$. Let $S \subset \Omega$ be a region, $S^o$ be the interior of $S$ and $\partial S$ be compact differentiable and oriented. If $f$ is left monogenic in $\Omega$, then its Cauchy integral formula is

$$\int_{\partial S} E(y-x) d\sigma(y) f(y) = \begin{cases} f(x), & x \in S^o, \\ 0, & x \in \Omega \backslash S, \end{cases}$$

where the differential form $d\sigma(y)$ is given by $d\sigma(y) := \eta(y) dS(y)$, $\eta(y)$ is the outer unit normal to $\partial S$ at the point $y$ and $dS(y)$ is the surface measure of $\partial S$. For more details, one can see [1] and the references therein.

Next we will introduce axially monogenic functions which are special cases of monogenic functions defined on axially symmetric open sets. $\mathbb{S}^{n-1}$ stands for the $n-1$ dimensional unit sphere in $\mathbb{R}^n$

$$\mathbb{S}^{n-1} := \{x \in \mathbb{R}^n : |x|^2 = 1\}.$$

For every $\omega \in \mathbb{S}^{n-1}$, we know that $\omega^2 = -1$ and let

$$\mathbb{C}_\omega := \mathbb{R} + \omega \mathbb{R} := \{u + \omega v : u, v \in \mathbb{R}\}. \quad (2.1)$$

If $x \in \mathbb{R}^{n+1}$, and

$$\omega_x := \begin{cases} \frac{x}{|x|}, & \text{if } x \neq 0, \\ \text{any element of } \mathbb{S}^{n-1}, & \text{if } x = 0. \end{cases}$$
Then, by (2.1), we know that \( x \in \mathbb{C}_\mathbb{R} \) and \( x = x_0 + \omega \), \( \omega \). Let \( x \in \mathbb{R}^{n+1} \), we also need the following notation

\[
[x] := \{y \in \mathbb{R}^{n+1} \mid y = \text{Re}(x) + I|\omega|, \forall I \in S^{n-1}\},
\]

where \( \text{Re}(x) \) denotes the real part of \( x \). The set \([x]\) is a \( n-1 \) dimensional sphere in \( \mathbb{R}^{n+1} \) with radius \( |\omega| \) and centered at \( \text{Re}(x) \). If \( x \in \mathbb{R} \), then \([x] = \{x\}\), the set of the sole element \( x \), and the radius of the sphere is zero. This notation amounts to saying that \([x]\) is an equivalence class, i.e., an element \( y \) is equivalent to \( x \) (denoted as \( y \sim x \)) if and only if \( y = s^{-1}x \), for some \( s \in \mathbb{R}^{n+1}, s \neq 0 \).

Next we introduce axially symmetric open sets.

**Definition 2.2** (Axially Symmetric Open Set). An open set \( \Omega \subset \mathbb{R}^{n+1} \) is said to be axially symmetric if the \((n-1)\)-sphere \([u + \omega v]\) is contained in \( \Omega \) whenever \( u + \omega v \in \Omega \) for some \( u, v \in \mathbb{R} \).

Now we give the definition of axially monogenic functions.

**Definition 2.3** (Axially Monogenic Function). Let \( \Omega \) be an axially symmetric open set. A function \( f(x) \in C^1(\Omega, Cl_{0,n}) \) is said to be axially monogenic if it is monogenic and has the axial form

\[
f(x) = A(x_0, |\omega|) + \frac{x}{|\omega|}B(x_0, |\omega|),
\]

where \( A(x_0, |\omega|), B(x_0, |\omega|) \) are real-valued functions.

The Fueter theorem is a one-way bridge from the analysis of functions of one complex variable to quaternionic or Clifford analysis. In [9] Fueter first constructed a quaternion-valued monogenic function from a holomorphic function in the complex plane. Then, the Fueter theorem was extended to \( \mathbb{R}^{n+1} \) by Sce [25] for odd integers \( n \) in 1957 through computing the pointwise differential operator \( \Delta^{(n-1)/2} \). Qian in 1997 extended the result to both \( n \) being odd and \( n \) being even cases by using the Fourier multiplier representation of the operator \( \Delta^{(n-1)/2} \), in which his generalization to the odd \( n \) cases coincides with what is obtained through Sce’s method ([18]).

Before precisely formulate the Fueter Theorem in \( \Omega \subset \mathbb{R}^{n+1} \), we first define some related concepts in the complex plane.

**Definition 2.4** (Intrinsic Set). Let \( O \subset \mathbb{C} \) be an open set. \( O \) is intrinsic if it is symmetric with respect to the real axis.

**Definition 2.5** (Holomorphic Intrinsic Function). Let \( O \) be an intrinsic set. A holomorphic function \( f_0(z) \) is called a holomorphic intrinsic function if it is defined on \( O \) and satisfies \( \overline{f_0(z)} = f_0(\overline{z}) \).

Every holomorphic function \( f_0(z) \) has the form

\[
f_0(z) = u(x_0, y_0) + iv(x_0, y_0),
\]

where \( u(x_0, y_0) \) and \( v(x_0, y_0) \) are real valued functions. The intrinsic condition \( \overline{f_0(z)} = f_0(\overline{z}) \) is equivalent with \( u(x_0, y_0) = u(x_0, -y_0) \) and \( v(x_0, y_0) = -v(x_0, -y_0) \). In particular, \( v(x_0, 0) = 0 \), i.e., \( f_0 \) is real valued if it is restricted
to the real line in its domain. So, a characterization of a holomorphic intrinsic function is that the coefficients of its Laurent series expansions at real points are all real.

Let $O$ be an intrinsic set in $\mathbb{C}$. Then the set $O$ induces an open set in $\mathbb{R}^{n+1}$

$$\tilde{O} = \{ x = x_0 + \xi \in \mathbb{R}^{n+1} \mid (x_0, |\xi|) \in O \}.$$ 

For $x \in \tilde{O}$, we can define the induced function

$$\tilde{f}_0(x) := u(x_0, |\xi|) + \frac{x}{|\xi|} v(x_0, |\xi|).$$

Sce’s generalization ([25]) of the Fueter theorem amounts to the fact that for any odd dimensional index $n$

$$\Delta^{\frac{n-1}{2}} \tilde{f}_0(x), \quad x \in \tilde{O},$$

is axially monogenic, where the Laplacian in the $n+1$ real variables $x_0, x_1, ..., x_n$ has the form

$$\Delta := \frac{\partial^2}{\partial x_0^2} + \frac{\partial^2}{\partial x_1^2} + \cdots + \frac{\partial^2}{\partial x_n^2}.$$ 

When $n \in \mathbb{N}$ is an even integer, $(n-1)/2$ is not a positive integer and $\Delta^{(n-1)/2}$ can not be computed by the pointwise method. So we need to introduce the knowledge of Fourier multiplier. Denote by $S(\mathbb{R}^{n+1})$ the Schwarz space and $S^*(\mathbb{R}^{n+1})$ the dual space of $S(\mathbb{R}^{n+1})$. Then for every $f \in S^*(\mathbb{R}^{n+1})$, its Fourier transform and inverse Fourier transform are defined by

$$\langle \mathcal{F}(f), \phi \rangle := \langle f, \hat{\phi} \rangle, \quad \forall \, \phi \in S(\mathbb{R}^{n+1})$$

and

$$\langle \mathcal{F}^{-1}(f), \phi \rangle := \langle f, \hat{\phi} \rangle, \quad \forall \, \phi \in S(\mathbb{R}^{n+1}),$$

respectively, where $\hat{\phi}$ and $\check{\phi}$ are the usual Fourier transform and inverse Fourier transform of $\phi$ defined in the Schwarz class $S(\mathbb{R}^{n+1})$.

We will use the Fourier multiplier operator induced by $g$:

$$M_g(f) := \mathcal{F}^{-1}[g \mathcal{F}(f)].$$

The equation is in the tempered distribution sense.

In the paper, for $n \in \mathbb{N}$ and $x \in \mathbb{R}^{n+1}$, we use the fractional Laplace operator $(-\Delta)^{(n-1)/2}$ to construct the Fueter mapping which is defined via the Fourier multiplier operator $M_g$ with $g(x) := (2\pi|x|)^{n-1}$. For more details about $(-\Delta)^{(n-1)/2}$, the reader may refer to page 117 in [28]. Below we adopt the convention that the notation $(-\Delta)^{(n-1)/2}$ is defined by the Fourier multiplier operator $M_g$ that coincides with the pointwise differential operator $\Delta^{(n-1)/2}$ for $n$ is any odd integer.

Let $n \in \mathbb{N}$ and $\beta$ be the mapping defined by

$$\beta(f_0) = (-\Delta)^{\frac{n-1}{2}} \tilde{f}_0,$$

where $f_0$ is a holomorphic intrinsic function and $\tilde{f}_0$ is the induced function from $f_0$. In [12, 18], we know that $\beta(f_0)$ is a monogenic function. In the next section, we further prove that $\beta(f_0)$ is an axially monogenic function. That is, the Fueter
mapping $\beta$ maps a holomorphic intrinsic function to an axially monogenic function (the Axial Form Theorem). Due to a recent result in [8], we know that the Fueter mapping is a surjection from the set of holomorphic intrinsic functions to the class of axially monogenic functions.

3. The Fueter Mapping Is A Surjective Mapping

As mentioned in Chapter 2, if a holomorphic intrinsic function $f_0(z)$ is expanded at $z = 0$, its Laurent series expansion has the form $\sum_{l \in \mathbb{Z}} a_l z^l$, where $\mathbb{Z}$ means the set of all integers and $a_l$ are all real number. Then we define

$$\beta(f_0(z))(x) = \sum_{l \in \mathbb{Z}} a_l \beta(z^l)(x) = \sum_{l \in \mathbb{Z}} a_l (-\Delta)^{(n+1)/2}(x^l), \quad x \in \mathbb{R}^{n+1}.$$ 

We will prove that $\{(-\Delta)^{(n-1)/2}(x^l) : n \in \mathbb{N} \text{ and } l \in \mathbb{Z}\}$ is a set of axially monogenic functions. Indeed, as a by-pass result of Sce’s proof ([25]) of the generalized Fueter theorem (also called the Fueter Theorem) for odd dimension indices $n$ we have that $(-\Delta)^{(n-1)/2}(x^l)$ is axially monogenic. Later, in [18], Qian proved that $(-\Delta)^{(n-1)/2}(x^l)$ is axially monogenic for $n \in \mathbb{N}$ and $l \in \mathbb{Z}\setminus\mathbb{N}_0$. In [12], Kou, Qian and Sommen obtained that $(-\Delta)^{(n-1)/2}(x^l)$ is monogenic for $n \in \mathbb{N}$ being even and $l \in \mathbb{N}_0$. The next theorem further shows that for the same ranges of $n$ and $l$ the functions $(-\Delta)^{(n-1)/2}(x^l)$ are all of the axial form. Here, as in all other places, $(-\Delta)^{(n-1)/2}(x^l)$ are defined through the corresponding Fourier multipliers in the distribution sense, though in the odd $n$ cases this definition coincides with the one by using the pointwise differential operator. Before giving the theorem, we first state a technical lemma.

**Lemma 3.1** (see [28, on pages 73 and 117]). Let $k \in \mathbb{N}_0$, $n \in \mathbb{N}$ and $0 < \alpha < n+1$. Suppose that $P_k(x)$ be a homogeneous harmonic polynomial of degree $k$. Then

$$\int_{\mathbb{R}^{n+1}} \frac{P_k(x)}{|x|^{k+n+1-\alpha}} \phi(x) dx = \gamma_{k,\alpha} \int_{\mathbb{R}^{n+1}} \frac{P_k(x)}{|x|^{k+\alpha}} \varphi(x) dx \quad (3.1)$$

for every $\varphi$ which is sufficiently rapidly decreasing at infinity and

$$\gamma_{k,\alpha} := i^k \pi^{(n+1)/2-\alpha} \Gamma(k/2+\alpha/2)/\Gamma(k/2+(n+1)/2-\alpha/2),$$

where $i$ is the imaginary unit of the complex plane $\mathbb{C}$ and $\Gamma$ is the Gamma function.

**Remark 3.2.** The equation (3.1) implies, in the distribution sense,

$$\mathcal{F} \left[ \frac{P_k(x)}{|x|^{k+n+1-\alpha}} \right](\xi) = \gamma_{k,\alpha} \frac{P_k(\xi)}{|\xi|^{k+\alpha}}$$

or

$$\frac{P_k(x)}{|x|^{k+n+1-\alpha}} = \gamma_{k,\alpha} \mathcal{F}^{-1} \left[ \frac{P_k(\xi)}{|\xi|^{k+\alpha}} \right](x).$$

**Theorem 3.3.** Let $l \in \mathbb{N}_0$, $n \in \mathbb{N}$ be even and $x \in \mathbb{R}^{n+1}$. Then $(-\Delta)^{(n-1)/2}(x^l)$ is an axially monogenic function.
Proof. First we prove the case of \( l \in \{0, 1, 2, \cdots, n - 2\} \) and \( n \in \mathbb{N} \) being even.

\[
F \left( (-\Delta)^{\frac{n-1}{2}} (\cdot)^l \right) (\xi) = (2\pi|\xi|)^{n-1} F ( (\cdot)^l ) (\xi)
\]
\[
= -i \frac{i}{|\xi|} (2\pi i\xi)(2\pi|\xi|)^{n-2} F ( (\cdot)^l ) (\xi)
\]
\[
= \sum_{i=0}^{n} \left[ -i \frac{\xi_i}{|\xi|} F \left( D(-\Delta)^{\frac{n-2}{2}} (\cdot)^l \right) (\xi) \right] \bar{e}_i
\]
\[
= \sum_{i=0}^{n} \left[ F \left( \mathcal{R}_j \left( D(-\Delta)^{\frac{n-2}{2}} (\cdot)^l \right) \right) (\xi) \right] \bar{e}_i,
\]

where the last equation is the definition of the Riesz transforms \( \mathcal{R}_j \) given by a Fourier multiplier.

So, we have

\[
(-\Delta)^{\frac{n-1}{2}} (\cdot)^l = \sum_{i=0}^{n} \mathcal{R}_j \left( D(-\Delta)^{\frac{n-2}{2}} (\cdot)^l \right) \bar{e}_i,
\]

which holds in the distribution sense.

Now we compute \( D(-\Delta)^{(n-2)/2} (\cdot)^l \) for \( l \in \{0, 1, 2, \cdots, n - 2\} \) and \( n \in \mathbb{N} \) being even. We will use the result

\[
F (x^\alpha) (\xi) = F (x_0^{\alpha_0} x_1^{\alpha_1} \cdots x_n^{\alpha_n}) (\xi) = i^{-|\alpha|} D^\alpha \delta(\xi),
\]

where \( \alpha = (\alpha_0, \alpha_1, \cdots, \alpha_n) \), \( D^\alpha = (\partial_0)^{\alpha_0}(\partial_1)^{\alpha_1} \cdots (\partial_n)^{\alpha_n} \) and \( \delta \) is the usual Dirac \( \delta \) function.

Let \( x \in \mathbb{R}^{n+1} \) and \( |\alpha| = l \), we obtain, with the self-explanatory notation \( S_\alpha \),

\[
F (x^l) = F \left( \sum_{|S_\alpha|=0}^{n} x_0^{\alpha_0} x_1^{\alpha_1} \cdots x_n^{\alpha_n} e_{S_\alpha} \right)
\]
\[
= \sum_{|S_\alpha|=0}^{n} F (x_0^{\alpha_0} x_1^{\alpha_1} \cdots x_n^{\alpha_n}) e_{S_\alpha}
\]
\[
= \sum_{|S_\alpha|=0}^{n} i^{-l} D^\alpha \delta e_{S_\alpha}.
\]
For any $\varphi \in \mathcal{S}(\mathbb{R}^{n+1})$, we have

$$
\left\langle D(-\Delta)^{\frac{n-2}{2}}(x'), \varphi(x) \right\rangle = \left\langle (2\pi \delta)(2\pi|\xi|)^{n-2} \mathcal{F}((\cdot)^l)(\xi), \varphi(\xi) \right\rangle
$$

$$
= \left\langle \mathcal{F}((\cdot)^l)(\xi), (2\pi \delta)(2\pi|\xi|)^{n-2}\varphi(\xi) \right\rangle
$$

$$
= \left\langle \sum_{|S_n|=0} n^{-l} D^\alpha \delta(\xi)e_{S_n}, (2\pi \delta)(2\pi|\xi|)^{n-2}\varphi(\xi) \right\rangle
$$

$$
= \sum_{|S_n|=0} \left\langle (2\pi \delta)(2\pi|\xi|)^{n-2}\varphi(\xi) \right\rangle e_{S_n}
$$

For any fixed $\alpha$ with $|\alpha| \in \{0, 1, 2, \cdots, n-2\}$, we know that each term of the expansion of $D^\alpha [(2\pi \delta)(2\pi|\xi|)^{n-2}\varphi(\xi)]$ under the Leibniz law contains positive powers of some elements of $\xi_0, \xi_1, \cdots, \xi_n$ or $|\xi|$, and no negative powers of them. So we have

$$
\left\langle (2\pi \delta)(2\pi|\xi|)^{n-2}\varphi(\xi) \right\rangle = 0
$$

and

$$
\left\langle D(-\Delta)^{\frac{n-2}{2}}(x'), \varphi(x) \right\rangle = \sum_{|S_n|=0} (-1)^l \left\langle (2\pi \delta)(2\pi|\xi|)^{n-2}\varphi(\xi) \right\rangle e_{S_n}
$$

which gives

$$
D(-\Delta)^{\frac{n-2}{2}}(x') = 0.
$$

Thus, we have

$$
(-\Delta)^{\frac{n+1}{2}}(x') = \sum_{j=0}^{n} R_j \left( D(-\Delta)^{\frac{n-2}{2}}((\cdot)^l) \right) \bar{e}_i
$$

which means $(-\Delta)^{(n-1)/2}(x')$ is an axially monogenic function for $n \in \mathbb{N}$ being even and $l \in \{0, 1, 2, \cdots, n-2\}$.

Now let $l \in \mathbb{N}_0 \setminus \{0, 1, 2, \cdots, n-2\}$ and $n \in \mathbb{N}$ be even. The monogenicity of $(-\Delta)^{(n-1)/2}(x')$ is proved in [12]. Next we show that $(-\Delta)^{(n-1)/2}(x')$ is axial.

$$
\mathcal{F}\left((-\Delta)^{\frac{n+1}{2}}((\cdot)^l)\right)(\xi) = (2\pi|\xi|)^{n-1} \mathcal{F}((\cdot)^l)(\xi)
$$

$$
= \frac{1}{2\pi|\xi|} (2\pi|\xi|)^n \mathcal{F}((\cdot)^l)(\xi)
$$

$$
= \frac{1}{2\pi|\xi|} \mathcal{F}((-\Delta)^{\frac{n}{2}}((\cdot)^l))(\xi).
$$
By Lemma 3.1 for \( k = 0, \alpha = 1 \), we have
\[
\mathcal{F} \left( (-\Delta)^{\frac{n-1}{2}} ((\cdot)' \right) (\xi) = \frac{1}{2\pi \gamma_{0,1}} \mathcal{F} \left( \frac{1}{|\cdot|^n} \right) (\xi) \mathcal{F} \left( (-\Delta)^{\frac{n}{2}} ((\cdot)') \right) (\xi)
\]
\[
= \frac{1}{2\pi \gamma_{0,1}} \mathcal{F} \left( (-\Delta)^{\frac{n}{2}} ((\cdot)') + \frac{1}{|\cdot|^n} \right) (\xi).
\]
So, we obtain
\[
(-\Delta)^{\frac{n-1}{2}} (x') = \frac{1}{2\pi \gamma_{0,1}} \left( (-\Delta)^{\frac{n}{2}} ((\cdot)') + \frac{1}{|\cdot|^n} \right) (x)
\]
\[
= \frac{1}{2\pi \gamma_{0,1}} \int_{\mathbb{R}^{n+1}} \frac{1}{|x-y|^n} (-\Delta)^{\frac{n}{2}} (y') dy,
\]
where the equation holds in the tempered distribution sense.

For \( y \in \mathbb{R}^{n+1} \), with \( \omega := y/|y| \in \mathbb{S}^{n-1} \), we have
\[
y = y_0 + y = y_0 + \omega t, \quad t = |y|.
\]
By the computations on integer powers of the Laplacian as given in [18] or [25], or [27], we know that \((-\Delta)^{n/2}(y')\) has the axial form
\[
(-\Delta)^{\frac{n}{2}} (y') = A(y_0, t) + \omega B(y_0, t)
\]
\[
= A(y_0, |y|) + \frac{y}{|y|} B(y_0, |y|),
\]
where \(A(y_0, t)\) and \(B(y_0, t)\) are real-valued functions.

For any \( x \in \mathbb{R}^{n+1} \), with \( \upsilon := x/|x| \in \mathbb{S}^{n-1} \), we have
\[
x = x_0 + \upsilon = x_0 + \upsilon r, \quad r = |x|.
\]
Then,
\[
(-\Delta)^{\frac{n-1}{2}} (x') = \frac{1}{2\pi \gamma_{0,1}} \int_{\mathbb{R}^{n+1}} \frac{1}{|x-y|^n} \left( A(y_0, |y|) + \frac{y}{|y|} B(y_0, |y|) \right) dy
\]
\[
= \frac{1}{2\pi \gamma_{0,1}} \int_{\mathbb{R}^n} dy_0 \int_{\mathbb{R}^{n}} \frac{1}{|x-y|^n} \left( A(y_0, |y|) + \frac{y}{|y|} B(y_0, |y|) \right) dy
\]
\[
= \frac{1}{2\pi \gamma_{0,1}} \omega_{n-1} \int_{\mathbb{R}} dy_0 \int_0^{+\infty} t^{n-1} dt \int_{\mathbb{S}^{n-1}} A(y_0, t) + \omega B(y_0, t) \frac{A(y_0, t) + \omega B(y_0, t)}{(x_0 - y_0)^2 + |\upsilon - t\omega|^2} \frac{dS(\omega)}{\omega}.
\]

Let \(-1 \leq \rho \leq 1\) and \(\omega' \in \mathbb{S}^{n-2}\).

From the enclosed diagram we can obtain that
(i) \(\omega = \rho \upsilon + (1 - \rho^2)^{1/2} \omega'\);
(ii) \((\rho \upsilon - \omega) \perp \upsilon\).

From (i) and (ii) we have
where
\[ \frac{r}{t} v - \omega = \left( \frac{r}{t} - \rho \right) v + (\rho v - \omega). \]
and
\[ |r v - t \omega|^2 = t^2 \left| \frac{r}{t} v - \omega \right|^2 \]
\[ = t^2 \left[ \left( \frac{r}{t} - \rho \right)^2 + (1 - \rho^2) \right] \]
\[ = t^2 + r^2 - 2rt \rho. \]

Then
\[ (-\Delta)^{\frac{n-1}{2}} (x^l) = \frac{1}{2\pi \gamma_{0,1}} \omega_{n-1} \int_{\mathbb{R}} dy_0 \int_0^{+\infty} t^{n-1} dt \int_{-1}^{1} (1 - \rho^2)^{\frac{n-3}{2}} d\rho \]
\[ \int_{S^{n-2}} A(y_0, t) + [\rho \nu + (1 - \rho^2)^{1/2} \omega] B(y_0, t) \]
\[ \frac{((x_0 - y_0)^2 + t^2 + r^2 - 2rt \rho)^{\frac{n}{2}}}{dS(\omega')}. \]
\[ = \frac{1}{2\pi \gamma_{0,1}} \omega_{n-1} \omega_{n-2} \int_{\mathbb{R}} dy_0 \int_0^{+\infty} t^{n-1} dt \int_{-1}^{1} A(y_0, t) (1 - \rho^2)^{\frac{n-3}{2}} d\rho, \]
\[ \int_{-1}^{1} (x_0 - y_0)^2 + t^2 + r^2 - 2rt \rho)^{\frac{n}{2}} d\rho. \]

Let
\[ U(x_0, r) := \frac{\omega_{n-1} \omega_{n-2}}{2\pi \gamma_{0,1}} \int_{\mathbb{R}} dy_0 \int_0^{+\infty} t^{n-1} dt \int_{-1}^{1} A(y_0, t) (1 - \rho^2)^{\frac{n-3}{2}} d\rho, \]
\[ V(x_0, r) := \frac{\omega_{n-1} \omega_{n-2}}{2\pi \gamma_{0,1}} \int_{\mathbb{R}} dy_0 \int_0^{+\infty} t^{n-1} dt \int_{-1}^{1} B(y_0, t) \rho (1 - \rho^2)^{\frac{n-3}{2}} d\rho. \]

We obtain
\[ (-\Delta)^{\frac{n-1}{2}} (x^l) = U(x_0, r) + \nu V(x_0, r), \]
which shows that \((-\Delta)^{(n-1)/2}(x^l)\) is an axially monogenic function. The proof is complete. \(\square\)

The mapping \(\beta\) that maps monomials of a complex variable to monogenic monomials in the Clifford setting through the Furies multiplier can be easily extended to real-value-shifted monomials \(z^l_a = (z - a)^l, z_a = z - a, a \in \mathbb{R}, l \in \mathbb{Z}\). The mapping \(\beta\) can thus be further extended to holomorphic intrinsic functions of one complex variable via Laurent series expansions. We have the following

**Theorem 3.4** (The Fueter Mapping Axial Form Theorem). Let \(n \in \mathbb{N}\) and \(f_0(z)\) a holomorphic intrinsic function defined on an intrinsic set in \(\mathbb{C}\). Then the Fueter mapping \(\beta\), primarily defined for real-value-shifted monomials, can be extended to \(f_0\) via its Laurent series expansion:

\[ \beta(f_0)(x) = \sum_{l \in \mathbb{Z}} a_l \beta(z^l_a)(x) = \sum_{l \in \mathbb{Z}} a_l (-\Delta)^{\frac{n-1}{2}}(x^l_a), \]

where \(x_a = x - a\). Moreover, \(\beta(f_0)(x)\) is an axially monogenic function.
Proof. Corresponding to holomorphic intrinsic functions are Laurent series of one-complex variable centered at points on the real-axis with real coefficients. Such Laurent series through the mapping $\beta$ is formally mapped into a series as a real-linear combination of the terms $(-\Delta)^{(n-1)/2}(x_a^l)$. Those terms, inherited from the pointwise differentiation computation for the odd dimensions $n$; and through the Fourier integral computation for the even dimensions $n$, as given in the proof of the last theorem, have in both cases the the singularity $|x_a|^{l-(n-1)/2}$ at the infinity or alternatively at the point $a$. Those singularities do not change the convergence radius as one for the original one-complex variable Laurent series. We thus obtain Clifford monogenic series of the same convergence radius at the infinity and local. The axial form assertion is a consequence of the last theorem. \[\square\]

Remark 3.5. Theorem 3.4 is a reformulation of, and refined results of those in ([25] and [12, 18]).

Theorem 3.4 shows that for $n$ being even the images of the Fueter mapping $\beta$, as monogenic functions, like for the odd $n$ cases proved through computation on the pointwise differential operator, are also of the axial type. From the Remark 4.16 in [8], we have that the Fueter mapping $\beta$ is surjective on the set of all left- and right-monogenic functions of the axial type in axial domains. For details, see below.

Theorem 3.6 (The Fueter Mapping Surjectivity Theorem). Let $n \in \mathbb{N}$, $\Omega \subset \mathbb{R}^{n+1}$ be an axially symmetric open set, and $f(y) = f(y_0 + \omega r) = A(y_0, r) + \omega B(y_0, r)$ an axially monogenic function defined on $\Omega$. For each $\omega \in \mathbb{S}^{n-1}$ let $\Gamma_\omega$ be the boundary of an open and bounded set $\mathcal{V}_\omega \subset \mathbb{R} + \omega \mathbb{R}^+$, and $V := \bigcup_{\omega \in \mathbb{S}^{n-1}} \mathcal{V}_\omega \subset \Omega$. Suppose that $\Gamma_\omega$ is a regular curve whose parametric equations in the upper complex plane $\mathbb{C}_+^\omega = \{y_0 + \omega r, \ y_0 \in \mathbb{R}, r \in \mathbb{R}^+\}$ are parameterized by the arc length $s, s \in [0, L], L > 0$, as $y_0 = y_0(s), r = r(s)$. Then, there exists a holomorphic intrinsic function $f_0(z)$ defined on $\mathbb{C} \setminus \{i, -i\}$ such that for all $x \in V$,

$$\beta(f_0)(x) = f(x),$$

where

$$f_0(z) := \int_{\Gamma_\omega} \mathcal{P}_n^{-}(z - y_0) r^{n-2}[dy_0 A(y_0, r) - dr B(y_0, r)] - \int_{\Gamma_\omega} \mathcal{P}_n^{+}(z - y_0) r^{n-2}[dy_0 B(y_0, r) + dr A(y_0, r)],$$

and $\mathcal{P}_n^{\pm}(z)$ will be defined in Lemma 4.6.

4. The Fueter Mapping Monomial Theorem

In this section, let $n \in \mathbb{N}$, we will give an important formula of the fractional Laplacian $(-\Delta)^{(n-1)/2}(x^l)$ with $l \in \mathbb{Z}$. Before proving it, we need to prove several auxiliary lemmas. The first lemma below comes from [8] and [18].

Lemma 4.1. Let $n, k \in \mathbb{N}$. 
(i) Let \( f \in S(\mathbb{R}^{n+1}) \), then
\[
\partial_{x_0} \left[ (-\Delta)^{\frac{n+1}{2}} f(x) \right] = (-\Delta)^{\frac{n+1}{2}} \left[ \partial_{x_0} f(x) \right] ;
\]
\[
D \left[ (-\Delta)^{\frac{n+1}{2}} f(x) \right] = (-\Delta)^{\frac{n+1}{2}} \left[ Df(x) \right] .
\]

(ii) For all \( x \in \mathbb{R}^{n+1} \setminus \{0\} \),
\[
\beta \left( (\cdot)^{-k} \right)(x) = \frac{(-1)^{k-1} \omega_n \lambda_n}{(k-1)!} \cdot ((\partial_0)^{k-1} E)(x),
\]
where the constant \( \lambda_n = 2^{n-1} \gamma_{1,n}/\gamma_{1,1} = 2^{n-1} \Gamma^2 \left((n+1)/2\right) \).

The next lemma is crucial to prove the equivalence of two axially monogenic functions. Before introducing it, we need some notations. Let \( k \in \mathbb{N}_0 \). A monogenic homogeneous polynomial \( P_k \) of degree \( k \) in \( \mathbb{R}^n \) is called a solid inner spherical monogenic of degree \( k \). We denote by \( M_k \) the totality of all solid inner spherical monogenics of degree \( k \).

**Lemma 4.2** (see [26, Theorem 2.1]). Let \( n \in \mathbb{N} \), \( P_k(\mathbb{x}) \in M_k \) be fixed, and \( W_0(x_0) \) a real analytic function in \( \tilde{\Omega} \subset \mathbb{R} \). Then there exists a unique sequence of analytic functions, \( \{W_s(x_0)\}_{s>0} \), such that the series
\[
f(x_0, x) = \sum_{s=0}^{\infty} x^s W_s(x_0) P_k(\mathbb{x})
\]
is convergent in an open set \( U \) in \( \mathbb{R}^{n+1} \) containing the set \( \tilde{\Omega} \), and its sum \( f \) is monogenic in \( U \). The function \( W_0(x_0) \) is determined by the relation
\[
P_k(\omega)W_0(x_0) = \lim_{\|\mathbb{x}\| \to 0} \frac{1}{\|\mathbb{x}\|^k} f(x_0, \mathbb{x}), \quad \omega = \frac{\mathbb{x}}{\|\mathbb{x}\|} \in \mathbb{S}^{n-1}.
\]
The series \( f(x_0, x) \) is the generalized axial CK-extension of the function \( W_0(x_0) \).

We need the two important functions.

**Definition 4.3.** Let \( n \in \mathbb{N} \) and \( E(x) \) be the Cauchy kernel. For all \( x \in \mathbb{R}^{n+1} \setminus \mathbb{S}^{n-1} \),
\[
\mathcal{K}_n^+(x) := \int_{\mathbb{S}^{n-1}} E(x - \omega) \, dS(\omega)
\]
and
\[
\mathcal{K}_n^-(x) := \int_{\mathbb{S}^{n-1}} E(x - \omega) \omega \, dS(\omega),
\]
where \( dS(\omega) \) is the surface measure on \( \mathbb{S}^{n-1} \).
Lemma 4.4. Let $n \in \mathbb{N}$ and $x \in \mathbb{R}^{n+1} \setminus S^{n-1}$. Then the kernels $K_n^+(x)$ and $K_n^-(x)$ are determined by their restrictions $\lim_{|x| \to 0} K_n^+(x)$ and $\lim_{|x| \to 0} K_n^-(x)$, respectively. Specifically, $x_0 \in \mathbb{R}$,

$$
\lim_{|x| \to 0} K_n^+(x) = C_n \frac{x_0}{(x_0^2 + 1)^{(n+1)/2}};
$$

$$
\lim_{|x| \to 0} K_n^-(x) = -C_n \frac{1}{(x_0^2 + 1)^{(n+1)/2}},
$$

where

$$
C_n := \frac{\Gamma[(n + 1)/2]}{\sqrt{\pi \Gamma(n/2)}}.
$$

Proof. $K_n^+(x)$ and $K_n^-(x)$ are axially monogenic functions because the Cauchy kernel $E(x)$ is axially monogenic. By Lemma 4.2, we can conclude that $K_n^+(x)$ and $K_n^-(x)$ are determined by their restrictions $\lim_{|x| \to 0} K_n^+(x)$ and $\lim_{|x| \to 0} K_n^-(x)$, respectively.

Let $x = x_0 + vr$, where $r = |x|, v \in S^{n-1}$. We have

$$
K_n^+(x) = \int_{S^{n-1}} E(x - \omega)dS(\omega)
$$

$$
= : I_1(x_0, r, v) + I_2(x_0, r, v),
$$

where

$$
I_1(x_0, r, v) := \frac{1}{\omega_n} \int_{S^{n-1}} \frac{x_0}{(x_0^2 + |rv - \omega|^2)^{(n+1)/2}}dS(\omega)
$$

and

$$
I_2(x_0, r, v) := -\frac{1}{\omega_n} \int_{S^{n-1}} \frac{rv - \omega}{(x_0^2 + |rv - \omega|^2)^{(n+1)/2}}dS(\omega).
$$

Because $rv - \omega = (r - \rho)v + (\rho v - \omega)$, we have

$$
|r v - \omega|^2 = (r - \rho)^2 + (1 - \rho^2) = 1 + r^2 - 2\rho.
$$

So

$$
I_1(x_0, r, v) = \frac{1}{\omega_n} \int_{-1}^{1} \int_{S^{n-2}} \frac{x_0}{(x_0^2 + 1 + r^2 - 2\rho)^{(n+1)/2}}(1 - \rho^2)^{n-3}dS(\omega')d\rho
$$

$$
= \frac{x_0 \omega_{n-2}}{\omega_n} \int_{-1}^{1} \frac{1}{(x_0^2 + 1 + r^2 - 2\rho)^{(n+1)/2}}(1 - \rho^2)^{n-3}d\rho,
$$

and

$$
\lim_{r \to 0} I_1(x_0, r, v) = \frac{x_0 \omega_{n-2}}{\omega_n} \lim_{r \to 0} \int_{-1}^{1} \frac{1}{(x_0^2 + 1 + r^2 - 2\rho)^{(n+1)/2}}(1 - \rho^2)^{n-3}d\rho
$$

$$
= \frac{\omega_{n-2}}{\omega_n} \frac{x_0}{(x_0^2 + 1)^{(n+1)/2}} \int_{-1}^{1} (1 - \rho^2)^{n-3}d\rho.
$$
Note that, for every positive real number $\alpha$, there holds
\[ \int_{-1}^{1} (1 - \rho^2)^{\alpha} d\rho = \frac{\sqrt{\pi} \Gamma(\alpha + 1)}{\Gamma(\alpha + \frac{3}{2})}. \]
Hence, we have
\[ \lim_{r \to 0} I_1(x_0, r, v) = C_n \frac{x_0}{(x_0^2 + 1)^{(n+1)/2}}. \]

Now we compute $I_2(x_0, r, v)$. Again using the relation
\[ r\nu - \omega = (r - \rho)\nu + (\rho\nu - \omega), \]
the integral is separated into two parts. By the anti-symmetry of
\[ -(1 - \rho^2)^{1/2}\omega' = \rho\nu - \omega \]
over the $n - 2$ dimensional sphere centered at zero with radius $(1 - \rho^2)^{1/2}$, we have
\[ \int_{-1}^{1} \int_{S^{n-2}} \frac{-(1 - \rho^2)^{1/2}\omega'}{(x_0^2 + 1 + r^2 - 2r\rho)^{(n+1)/2} (1 - \rho^2)^{n-3/2}} dS(\omega') d\rho = 0. \]
Thus, we have
\[ I_2(x_0, r, v) = -\frac{1}{\omega_n} \int_{-1}^{1} \int_{S^{n-1}} \frac{\rho - r}{(x_0^2 + 1 + r^2 - 2r\rho)^{(n+1)/2} (1 - \rho^2)^{n-3/2}} dS(\omega') d\rho \]
\[ = -\frac{1}{\omega_n} \int_{-1}^{1} \frac{\rho - r}{(x_0^2 + 1 + r^2 - 2r\rho)^{(n+1)/2} (1 - \rho^2)^{n-3/2}} d\rho, \]
and
\[ \lim_{r \to 0} I_2(x_0, r, v) = -\frac{1}{\omega_n} \lim_{r \to 0} \int_{-1}^{1} \frac{\rho - r}{(x_0^2 + 1 + r^2 - 2r\rho)^{(n+1)/2} (1 - \rho^2)^{n-3/2}} d\rho \]
\[ = -\frac{1}{\omega_n} \frac{x_0}{(x_0^2 + 1)^{(n+1)/2}} \int_{-1}^{1} \rho(1 - \rho^2)^{n-3/2} d\rho \]
\[ = 0. \]
Therefore,
\[ \lim_{|z| \to 0} K^+_n(x) = C_n \frac{x_0}{(x_0^2 + 1)^{(n+1)/2}}. \]
A similar computation gives
\[ \lim_{|z| \to 0} K^-_n(x) = -C_n \frac{1}{(x_0^2 + 1)^{(n+1)/2}}. \]

**Remark 4.5.** The holomorphic intrinsic functions $\tilde{P}^+_n(z)$ and $\tilde{P}^-_n(z)$ are constructed with the restrictions of $K^+_n(x)$ and $K^-_n(x)$, respectively. First, let $z \in \mathbb{C}\{i, -i\}$, replacing $x_0$ by $z$ in the restrictions of $K^+_n(x)$ and $K^-_n(x)$, we have
\[ C_n \frac{z}{(1 + z^2)^{(n+1)/2}} \text{ and } -C_n \frac{1}{(1 + z^2)^{(n+1)/2}}, \]
Second, denote
\[
\tilde{\mathcal{P}}_n^+(z) := C_n \cdot D_z^{-(n-1)} \left\{ \frac{z}{(1 + z^2)^{(n+1)/2}} \right\},
\]
\[
\tilde{\mathcal{P}}_n^-(z) := -C_n \cdot D_z^{-(n-1)} \left\{ \frac{1}{(1 + z^2)^{(n+1)/2}} \right\},
\]
where \(D_z^{-(n-1)}\) stands for the \((n-1)\)-fold antiderivative operation with respect to variable \(z\). Last, it is easy to see that \(\tilde{\mathcal{P}}_n^+(z)\) and \(\tilde{\mathcal{P}}_n^-(z)\) are holomorphic intrinsic functions on \(\mathbb{C}\setminus\{i, -i\}\).

Now we present the main lemma of this section.

**Lemma 4.6.** Let \(n \in \mathbb{N}\), \(\tilde{\mathcal{P}}_n^+(z)\) and \(\tilde{\mathcal{P}}_n^-(z)\) be the holomorphic intrinsic functions defined on \(\mathbb{C}\setminus\{i, -i\}\). Let \(\lambda'_n := (-1)^{n-1}\lambda_n/(n-1)\), denote \(\mathcal{P}_n^+(z) := \tilde{\mathcal{P}}_n^+(z)/\lambda'_n\) and \(\mathcal{P}_n^-(z) := \tilde{\mathcal{P}}_n^-(z)/\lambda'_n\). Then, for each \(x \in \mathbb{R}^{n+1}\setminus S^{n-1}\),
\[
\beta \left( \mathcal{P}_n^+ \right)(x) = \mathcal{K}_n^+(x),
\]
\[
\beta \left( \mathcal{P}_n^- \right)(x) = \mathcal{K}_n^-(x).
\]

**Proof.** We only prove \(\beta \left( \mathcal{P}_n^+ \right)(x) = \mathcal{K}_n^+(x)\) for \(x \in \mathbb{R}^{n+1}\setminus S^{n-1}\). By a similar method, one can show \(\beta \left( \mathcal{P}_n^- \right)(x) = \mathcal{K}_n^-(x)\) for \(x \in \mathbb{R}^{n+1}\setminus S^{n-1}\). The Fueter mapping theorem states that \(\beta \left( \mathcal{P}_n^- \right)(x)\) is axially monogenic in \(x \in \mathbb{R}^{n+1}\setminus S^{n-1}\). So the lemma is correct if we can show
\[
\beta \left( \mathcal{P}_n^- \right)(x) = \mathcal{K}_n^-(x), \quad |x| > 1.
\]

When \(|z| > 1\), we have
\[
\tilde{\mathcal{P}}_n^+(z) = C_n \cdot D_z^{-(n-1)} \left\{ \frac{z}{(1 + z^2)^{(n+1)/2}} \right\}
\]
\[
= C_n \cdot D_z^{-(n-1)} \left\{ zz^{-(n+1)} \sum_{k=0}^{\infty} \left( \frac{-n+1}{k} \right) z^{-2k} \right\}
\]
\[
= C_n \cdot D_z^{-(n-1)} \left\{ \sum_{k=0}^{\infty} \left( \frac{-n+1}{k} \right) z^{-(2k+n)} \right\}
\]
\[
= C_n \sum_{k=0}^{\infty} \left( \frac{-n+1}{k} \right) \frac{(-1)^{n-1}(2k)!}{(2k+n-1)!} z^{-(2k+1)},
\]

Then we have
\[
\mathcal{P}_n^+(z) = \frac{C_n}{\lambda'_n} \sum_{k=0}^{\infty} \left( \frac{-n+1}{k} \right) \frac{(-1)^{n-1}(2k)!}{(2k+n-1)!} z^{-(2k+1)}.
\]

Because the power series expressing \(\mathcal{P}_n^+(z)\) converges absolutely, and uniformly on the set \(\{z : |z| \geq \rho, \rho > 1\}\), we can apply the operator \(\beta\) to the both sides of the power series expressing \(\mathcal{P}_n^+(z)\) and have
\[
\beta \left( \mathcal{P}_n^+ \right)(x) = \frac{C_n}{\lambda'_n} \sum_{k=0}^{\infty} \left( \frac{-n+1}{k} \right) \frac{(-1)^{n-1}(2k)!}{(2k+n-1)!} \beta \left( (\cdot)^{-(2k+1)} \right)(x).
\]
We know that $\beta (P_n^+) \text{ and } \mathcal{K}_n^+$ are axially monogenic functions. In order to show that $\beta (P_n^+) (x) = \mathcal{K}_n^+(x)$ for $|x| > 1$, by Lemma 4.2, we just need to prove

$$\lim_{|z| \to 0} \beta (P_n^+) (x) = \lim_{|z| \to 0} \mathcal{K}_n^+(x), \quad |x| > 1.$$ 

By Lemma 4.1, we compute $\beta ((\cdot)^{-(2k+1)}) (x)$.

$$\beta ((\cdot)^{-(2k+1)}) (x) = \frac{\omega_n \lambda_n}{(2k)!} \cdot ((\partial_0)^{2k} E) (x). \quad (4.1)$$

Take the limit $|z| \to 0$ to the both sides of (4.1) we have

$$\lim_{|z| \to 0} \beta ((\cdot)^{-(2k+1)}) (x) = \frac{\omega_n \lambda_n}{(2k)!} \cdot \lim_{|z| \to 0} ((\partial_0)^{2k} E) (x)$$

$$= \frac{\omega_n \lambda_n}{(2k)!} \cdot ((\partial_0)^{2k} E) (x_0)$$

$$= \frac{\lambda_n (n + 2k - 1)!}{(2k)!} \cdot \frac{x_0^{-(2k+n)}}{(n - 1)!}$$

where the second equality is obtained by the continuously differentiable function $E$ and the third equality is due to the definition of the partial derivative.

Let $\lambda_n' = (-1)^{n-1} \lambda_n / (n - 1)!$, we have

$$\lim_{|z| \to 0} \beta (P_n^+) (x) = \frac{C_n}{\lambda_n'} \sum_{k=0}^{\infty} \left( -\frac{n+1}{k^2} \right) \frac{(-1)^n n^{2k}}{(2k + n)!} \lim_{|z| \to 0} \beta ((\cdot)^{-(2k+1)}) (x)$$

$$= \frac{C_n}{\lambda_n'} \sum_{k=0}^{\infty} \left( -\frac{n+1}{k^2} \right) \frac{(-1)^n \lambda_n (2k)! (n + 2k - 1)! x_0^{-(2k+n)}}{(2k + n - 1)! (2k)! (n - 1)!}$$

$$= C_n \cdot x_0^{-n} \sum_{k=0}^{\infty} \left( -\frac{n+1}{k^2} \right) x_0^{-2k}$$

$$= C_n \cdot \frac{x_0}{(1 + x_0^2)^{(n+1)/2}}$$

This concludes the proof. \qed

Now we give an important formula of the fractional Laplacian $(-\Delta)^{(n-1)/2} (x^l)$ with $l \geq 0$. For a function $f(x)$ defined on $\mathbb{R}^{n+1}$, the Kelvin inversion $I$ is denoted by

$$I(f)(x) := (-1)^{n-1} \omega_n E(x) f(1/x).$$

Let $n, k \in \mathbb{N}$, denote the monogenic monomials $P^{(-k)}$ and $P^{(k-1)}$ respectively by
\[ P^{(k)} : = \frac{(-1)^{k-1}\omega_n \lambda_n}{(k-1)!} \cdot ((\partial_0)^{k-1} E) , \]
\[ = \beta ((\cdot)^{-k}) , \]
\[ P^{(k-1)} : = I(P^{(k-1)}). \]

In 1997, Qian obtained the following theorem through complicated computation for odd \( n \) ([18]). Our proof here is based on a different method and for all \( n \).

**Theorem 4.7** (The Fueter Mapping Monomial Theorem). Let \( n \in \mathbb{N} \) and \( l \in \mathbb{N}_0 \). Then, for \( x \in \mathbb{R}^{n+1} \),

\[ \beta ((\cdot)^l)(x) = (-\Delta)^{n-1} (x^l) = \begin{cases} P^{(l+1-n)}(x) & \text{if } l \in \mathbb{N}_0 \setminus \{0, 1, 2, \cdots, n-2\}, \\ 0 & \text{if } l \in \{0, 1, 2, \cdots, n-2\}. \end{cases} \]

**Proof.** From the proof of Theorem 3.3, we know that

\[ \beta ((\cdot)^l)(x) = (-\Delta)^{n-1} (x^l) = 0, \]

where \( l \in \{0, 1, 2, \cdots, n-2\} \) and \( n \subset \mathbb{N} \) being even. Next, we only need to prove the theorem for \( l \in \mathbb{N}_0 \setminus \{0, 1, 2, \cdots, n-2\} \). We first deal with the case when \( l - (n-1) \) is an odd number, that is \( l - (n-1) = 2k + 1 \geq 0 \) with \( k \in \mathbb{N}_0 \). We are to show

\[ \beta ((\cdot)^{2k+n})(x) = (-\Delta)^{\frac{n-1}{2}} (x^{2k+n}) = P^{(2k+1)}(x), \quad x \in \mathbb{R}^{n+1}. \]

Similar to the proof of Lemma 4.6, we have the power series of \( P^+_n(z) \) for \( |z| < 1 \)

\[ P^+_n(z) = C_n \lambda_n \sum_{k=0}^{\infty} \left( -\frac{n+1}{k} \right) \frac{(2k+1)!}{(2k+n)!} z^{2k+n}. \tag{4.2} \]

Because the power series (4.2) converges absolutely, and uniformly on the set \( \{ z : |z| \leq \rho, \quad 0 < \rho < 1 \} \), we take the operator \( \beta \) to the both sides of (4.2) and have

\[ \beta \left( P^+_n \right)(x) = C_n \lambda_n \sum_{k=0}^{\infty} \left( -\frac{n+1}{k} \right) \frac{(2k+1)!}{(2k+n)!} \beta ((\cdot)^{2k+n})(x). \]

By Lemma 4.6, for each \( x \in \mathbb{R}^{n+1} \setminus S^{n-1} \), we have

\[ \beta \left( P^+_n \right)(x) = K^+_n(x). \]

Then

\[ K^+_n(x) = C_n \lambda_n \sum_{k=0}^{\infty} \left( -\frac{n+1}{2k} \right) \frac{(2k+1)!}{(2k+n)!} (-\Delta)^{\frac{n-1}{2}} (x^{2k+n}). \tag{4.3} \]
Take the limit $|x| \to 0$ on the both sides of (4.3) we have
\[
C_n \sum_{k=0}^{\infty} \left( -\frac{n+1}{2} \right) \frac{(2k+1)!}{(k+n)!} \lim_{|x| \to 0} \left( (-\Delta)^{\frac{n+1}{2}} (x^{2k+n}) \right)
= \lim_{|x| \to 0} K^+_n(x)
= C_n \frac{x_0}{(x_0^2+1)^{(n+1)/2}}
= C_n \sum_{k=0}^{\infty} \left( -\frac{n+1}{2} \right) x_0^{2k+1}.
\]

Thus
\[
\lim_{|x| \to 0} \left( (-\Delta)^{\frac{n+1}{2}} (x^{2k+n}) \right) = \frac{\lambda_n(n+2k)!}{(2k+1)!} x_0^{2k+1}.
\]

On the other hand, for every $k, n \in \mathbb{N}$ and $x \neq 0$,
\[
P^{(2k+1)}(x) = I \left( P^{(-2k+2)}(x) \right)
= -\frac{(-1)^{n-1} \omega_n^2 \lambda_n}{(2k+1)!} E(x) \cdot \left( (\partial_0)^{2k+1} E \right)(x^{-1}).
\]

Take the limit $|x| \to 0$ on the both sides of the formula:
\[
\lim_{|x| \to 0} P^{(2k+1)}(x) = -\frac{(-1)^{n-1} \omega_n^2 \lambda_n}{(2k+1)!} \lim_{|x| \to 0} \left\{ E(x) \cdot \left( (\partial_0)^{2k+1} E \right)(x^{-1}) \right\}
= -\frac{(-1)^{n-1} \omega_n^2 \lambda_n}{(2k+1)!} E(x_0) \cdot \left( (\partial_0)^{2k+1} E \right) \left( \frac{x_0}{|x_0|^2} \right)
= -\frac{(-1)^{n-1} \omega_n^2 \lambda_n}{(2k+1)!} E(x_0) \cdot \left( \frac{(n+2k)!}{(n-1)!} \frac{|x_0|^{n+2k+1}}{|x_0|^{n+2k+1}} \right)
= -\frac{(-1)^{n-1} \lambda_n(n+2k)!}{(2k+1)!(n-1)!} x_0^{2k+1},
\]
where the second equality is obtained by the continuously differentiable function $E$ and the third equality is due to the definition of the partial derivative.

To sum up, we have
\[
\lim_{|x| \to 0} \left( P^{(2k+1)}(x) \right) = \lim_{|x| \to 0} \left( (-\Delta)^{\frac{n+1}{2}} (x^{2k+n}) \right)
= \lim_{|x| \to 0} \beta \left( (\cdot)^{2k+n} \right)(x).
\]

By Lemma 4.2, we have
\[
\beta \left( (\cdot)^{2k+n} \right)(x) = (-\Delta)^{\frac{n+1}{2}} (x^{2k+n}) = P^{(2k+1)}(x), \ |x| < 1.
\]

Since $\beta \left( (\cdot)^{2k+n} \right)(x)$ and $P^{(2k+1)}(x)$ are monogenic functions in the whole $\mathbb{R}^{n+1}$, we obtain
\[
\beta \left( (\cdot)^{2k+n} \right)(x) = (-\Delta)^{\frac{n+1}{2}} (x^{2k+n}) = P^{(2k+1)}(x), \ x \in \mathbb{R}^{n+1}.
\]
Now we consider the case when \( l - (n - 1) = 2k \geq 0 \) with \( k \in \mathbb{N}_0 \). We are to prove

\[
\beta((\cdot)^{2k+n-1})(x) = (-\Delta)^{\frac{n-1}{2}}(x^{2k+n-1}) = P^{(2k)}(x), \ x \in \mathbb{R}^{n+1}.
\]

Invoking the relation \( \beta(P_{n}^{-})(x) = K_{n}^{-}(x) \), the proof is similar to the case \( l - (n - 1) = 2k + 1 \). We omit the details here and the proof is complete. \( \square \)

**Remark 4.8.** Let \( n \in \mathbb{N} \) and \( l \in \mathbb{Z} \). If a holomorphic intrinsic function \( f_0(z) \) is expanded at \( z = 0 \), its Laurent series expansion has the form \( \sum_{l \in \mathbb{Z}} a_l z^l \), where \( a_l \)'s are real numbers. Then by the Fueter mapping theorem, we have

\[
\beta(f_0(z))(x) = \sum_{l \in \mathbb{Z}} a_l \beta(z^l)(x) = \sum_{l \in \mathbb{Z}} a_l (-\Delta)^{\frac{n-1}{2}}(x^l).
\]

Moreover, for any \( x \in \mathbb{R}^{n+1} \), by Theorem 3.3, Lemma 4.1 and Theorem 4.7, we have

\[
\beta(z^l)(x) = (-\Delta)^{\frac{n-1}{2}}(x^l) = \begin{cases} 
P^{(l)}(x) & \text{if } l \in \mathbb{Z} \setminus \mathbb{N}_0, \\
P^{(l+1-n)}(x) & \text{if } l \in \mathbb{N}_0 \setminus \{0, 1, 2, \ldots, n-2\}, \\
0 & \text{if } l \in \{0, 1, 2, \ldots, n-2\}.
\end{cases}
\]

So, the theorem implies that the extended mapping \( \tau \), induced in [18], on Laurent series of real coefficients in one complex variable coincides with what is defined through the Fueter mapping \( \beta \) based on the pointwise differentiation (odd dimensions) or the Fourier multiplier in the distribution sense (even dimensions).

**Acknowledgement** Special thanks are due to Irene Sabadini who read the first draft of the note and gave valuable comments and suggestions. The authors wish to acknowledge the support by Macao Science and Technology Foundation FDCT 099/2014/A2, and University of Macau MYRG115(Y1-L4)-FST13-QT.

**References**

1. F. Brackx, R. Delanghe, F. Sommen, *Clifford Analysis*, Research Notes in Mathematics, Vol. 76, Pitman Advanced Publishing Company, Boston, London, Melbourne, 1982.
2. R. Coifman, A. McIntosh, Y. Meyer, *L’intégrale de Cauchy définit un opérateur borné sur \( L^2 \) pour les courbes lipschitziennes*, Ann. of Math. 116 (1982), 361-387.
3. R. R. Coifman, P. W. Jones, S. Semmes, *Two elementary proofs of the \( L^2 \) boundedness of Cauchy integrals on Lipschitz curves*, J. Amer. Math. Soc. 2 (1989), 553-564.
4. F. Colombo, R. Lávička, I. Sabadini, V. Souček, *The Radon transform between monogenic and generalized slice monogenic functions*, Math. Ann., 363 (2015), 733-752.
5. F. Colombo, I. Sabadini, F. Sommen, *The inverse Fueter mapping theorem*, Comm. Pure Appl. Anal., 10 (2011), 1165-1181.
6. F. Colombo, I. Sabadini, F. Sommen, *The inverse Fueter mapping theorem using spherical monogenics*, Israel J. Math. 194 (2013), 485-505.
7. F. Colombo, I. Sabadini, D. C. Struppa, *Noncommutative Functional Calculus*, Progress in Mathematics, Vol. 289, Springer Basel AG, Berlin, 2011.
8. B. Dong, K. I. Kou, T. Qian, I. Sabadini, *On the inversion of Fueter’s theorem*, Journal of Geometry and Physics, 108 (2016), 102-116.
9. R. Fueter, *Die Funktionentheorie der Differentialgleichungen \( \Delta u = 0 \) und \( \Delta \Delta u = 0 \) mit vier reellen Variablen*, Commentarii Math. Helvetici, 7 (1934/35), 307–330.
10. G. Gaudry, R.-L. Long, T. Qian, *A martingale proof of \( L^2 \)-boundedness of Clifford-valued singular integrals*, Ann. Math. Pura Appl. 165 (1993), 369–394.
11. B. Jefferies, *Spectral Properties of Noncommuting Operators*, Lecture Notes in Mathematics 1843, Springer-Verlag Berlin, 2004.
12. K. I. Kou, T. Qian, F. Sommen, *Generalizations of Fueter’s theorem*, Meth. Appl. Anal., 9 (2002), 273-290.
13. C. Li, A. McIntosh, T. Qian, *Clifford algebras, Fourier transforms, and singular convolution operators on Lipschitz surfaces*, Rev. Mat. Iberoamericana 10 (1994), 665-721.
14. C. Li, A. McIntosh, S. Semmes, *Convolution singular integrals on Lipschitz surfaces*, J. Amer. Math. Soc. 5 (1992), 455-481.
15. D. Pena-Pena, *Cauchy-Kowalevski extensions, Fueter’s theorems and boundary values of special systems in Clifford analysis*, Ph.D. Dissertation, Gent, 2008.
16. D. Pena-Pena, T. Qian, F. Sommen, *An alternative proof of Fueter’s theorem*, Compl. Var. Ell. Equa., 51 (2006), 913-922.
17. T. Qian, *Singular integrals on star-shaped Lipschitz surfaces in the quaternionic space*, Math. Ann., 310 (4) (1998), 601-630.
18. T. Qian, *Generalization of Fueters result to \( \mathbb{R}^{n+1} \)*, Rend. Mat. Acc. Lincei, 8 (1997), 111-117.
19. T. Qian, *Fourier analysis on starlike Lipschitz surfaces*, J. Funct. Anal., 183 (2001), 370-412.
20. T. Qian, *Fueter mapping theorem in hypercomplex analysis*, Operator Theory, Daniel Alpay ed., Springer References, 2015.
21. T. Qian, *Singular integrals with holomorphic kernels and Fourier multipliers on star-shaped closed Lipschitz curves*, Studia Math., 123 (3) (1997), 195-216.
22. T. Qian, *A holomorphic extension result*, Complex Var. Elliptic Equ., 32 (1) (1997), 57-77.
23. T. Qian, *Singular integrals on the n-torus and its Lipschitz perturbations*, *Clifford Algebras in Analysis and Related Topics*, ed John Ryan, Stud. Adv. Math., (1996), 94-108.
24. T. Qian, F. Sommen, *Deriving harmonic functions in higher dimensional spaces*, Math. Meth. Appl.Sciences, 22 (2003) 2, 275-288.
25. M. Sce, *Osservazioni sulle serie di potenze nei moduli quadratici*, Atti Accad. Naz. Lincei. Rend. Cl. Sci. Fis. Mat. Nat. 23 (8) (1957), 220-225.
26. N. De Schepper, F. Sommen, *Cauchy-Kowalevski extensions and monogenic plane waves using spherical monogenics*, Bull. Braz. Math. Soc., New Series 44 (2) (2013), 321-350.
27. F. Sommen, *On a generalization of Fueter’s theorem*, Zeit. Anal. Anwen., 19 (2000), 899-902.
28. E. M. Stein, *Singular Integrals and Differentiability Properties of Functions*, Princeton University Press, 1970.

1Department of Mathematics, Nanjing University of Information Science and Technology, Nanjing 210044, China
E-mail address: baohua_dong@126.com

2Faculty of Science and Technology, University of Macau, Macau, China.
E-mail address: tqian1958@gmail.com