Radial Acceleration Relation between Baryons and Dark or Phantom Matter in the Supercritical Acceleration Regime of Nearly Spherical Galaxies
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Abstract

The central regions of nearby elliptical galaxies are dominated by baryons (stars) and provide interesting laboratories for studying the radial acceleration relation (RAR). We carry out exploratory analyses and discuss the possibility of constraining the RAR in the supercritical acceleration range ($10^{-9.5}$, $10^{-8}$) m s$^{-2}$ by using a sample of nearly round pure-bulge (spherical, dispersion-dominated) galaxies. This sample includes 24 ATLAS3D galaxies and 4201 SDSS galaxies, and covers a wide range of masses, sizes, and luminosity density profiles. We consider a range of current possibilities for the stellar mass-to-light ratio and dark or phantom matter (DM/PM) halo profiles. We obtain the probability density functions (PDFs) of the parameters of the considered models via Bayesian inference based on spherical Jeans Monte Carlo modeling of the observed velocity dispersions. We then constrain the DM/PM-to-baryon acceleration ratio $\alpha_{\text{bar}}/\alpha_{\text{b}}$ from the PDFs. Unless we ignore observed radial gradients in $M_*/L$, or assume unreasonably strong gradients, marginalization over nuisance factors suggests $\alpha_{\text{bar}}/\alpha_{\text{b}} = 10^{p(a_{\text{b}}/a_{\text{bar}})^q}$ with $p = -1.00 \pm 0.03$ (stat) $-0.06$ (sys) and $q = -1.02 \pm 0.09$ (stat) $-0.00$ (sys) around a supercritical acceleration $a_{\text{bar}} = 1.2 \times 10^{-3}$ m s$^{-2}$. In the context of the $\Lambda$CDM paradigm, this RAR suggests that the NFW DM halo profile is a reasonable description of galactic halos even after the processes of galaxy formation and evolution. In the context of the MOND paradigm, this RAR favors the “Simple” interpolating function but is inconsistent with the vast majority of other theoretical proposals and fitting functions motivated mainly by subcritical acceleration data.
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1. Introduction

Mass discrepancy in galaxies—the disagreement between the mass inferred from the observed light distribution and that derived from kinematics of stars and gas or gravitational lensing under the standard Newton–Einstein gravity and dynamics—remains an unsolved problem for fundamental physics and cosmology. Proposed resolutions of the mystery broadly fall into two classes: either much of the gravitating matter is dark matter (DM), or our current understanding of gravity or dynamics must be modified (MG) (e.g., Famaey & McGaugh 2012; Bertone & Tait 2018).

Recent decades have witnessed the surprising observation that the mass discrepancy becomes prominent only when the (centripetal) radial acceleration is weaker than a critical value $a_0 \sim 10^{-10}$ m s$^{-2}$. In this regime, the observed radial acceleration traced by the circular velocity $V$, $a = V^2/r$, correlates well with the Newtonian radial acceleration predicted by the distribution of baryons, $\alpha_{\text{b}}$ (e.g., McGaugh 2004; McGaugh et al. 2016; Lelli et al. 2017). The radial acceleration relation (RAR), or mass discrepancy–acceleration relation, is now well-documented for rotating galaxies, particularly in the low (subcritical) acceleration regime $a_0 < 10^{-10}$ m s$^{-2}$ (McGaugh et al. 2016; Lelli et al. 2017; Li et al. 2018).

The empirical RAR has recently prompted hydrodynamic-simulation (e.g., Keller & Wadsley 2017; Ludlow et al. 2017; Tenneti et al. 2018) and semi-analytic (e.g., Desmond 2017; Navarro et al. 2017) studies in the standard Lambda cold dark matter ($\Lambda$CDM) paradigm. In the $\Lambda$CDM paradigm, the empirical RAR simply represents an average property of galaxies that is a consequence of galactic astrophysics: as such, there is no need for all galaxies to follow the same RAR. However, it is argued that $\Lambda$CDM has difficulty in reproducing (van Putten 2018), or can only qualitatively reproduce (Lelli et al. 2017; Tenneti et al. 2018), the empirical RAR. Whether the empirical RAR arises naturally in the $\Lambda$CDM paradigm and whether its approximate universality indicates a deeper Kepler-like law of galactic dynamics (see Kroupa et al. 2018; McGaugh et al. 2018; Rodrigues et al. 2018) are currently open questions.

For spherical gravitating systems, the empirical RAR $a = a(a_{\text{b}})$ or $a_{\text{bar}} = a_{\text{b}}(a)$ can be written as

$$a(r) = G \frac{M_{\text{b}}(r) + M_{\text{DM}}(r)}{r^2} = \left(1 + \frac{a_{\text{DM}}(r)}{a_{\text{b}}(r)}\right) a_{\text{b}}(r)$$

(1)

assuming DM, or

$$a(r) = f\left(\frac{a_{\text{b}}(r)}{a_0}\right) a_{\text{b}}(r)$$

(2)

assuming modified Newtonian dynamics (MOND) (Milgrom 1983) or MG. In Equation (1), $G$ is Newton’s gravitational constant and $M(r)$ is the mass within the spherical radius $r$ for the $i$th component. In Equation (2), $f(x)$ is a fitting function known as the interpolating function (IF). These approaches can be parameterized in a unified way by introducing “phantom”
with $0 < \nu \leq 2$; this includes the Simple ($\nu = 1$) and Standard ($\nu = 2$) IFs as special cases. Second,

$$f_\lambda(x) = \frac{1}{(1 - e^{-x/\lambda})^{1/\lambda}}, \quad (5)$$

with $0.3 < \lambda < 1.7$, which includes McGaugh’s IF ($\lambda = 1$) as a special case. Third,

$$f_\gamma(x) = 1 + \frac{1}{x^\gamma}, \quad (6)$$

with $0 < \gamma < 2$, which includes Bekenstein’s IF ($\gamma = 1/2$) as a special case.

In MOND, both the IF shape (the value of $\nu$, $\lambda$ or $\gamma$) and the scale $a_0$ are assumed to be the same for all galaxies. While there is general agreement that $a_0 \approx 1.2 \times 10^{-10}$ m s$^{-2}$, there is less agreement on the shape. Although several previous RAR studies favored the Simple IF (e.g., Famaey & Binney 2005; Sanders & Noordermeer 2007; Milgrom 2012; Chae & Gong 2015; Janz et al. 2016), a recent series of analyses (McGaugh et al. 2016; Lelli et al. 2017; Li et al. 2018) argue that all galaxies follow McGaugh’s IF. This has far-reaching implications: any theory of DM or MG that does not predict the exponential decay of $a_X/a_B$ in the high-acceleration limit would be ruled out. For example, a recent proposal of DM–baryon interactions (Famaey et al. 2018) would be invalidated by McGaugh’s function.

Figure 1.

Various fitting (interpolating) functions of the RAR in the form of $f = a/a_B$ (top) or $f - 1 = a_X/a_B$. The colors in each panel signify the following: black is used for the Simple IF (Equation (4), $\nu = 1$), magenta for the Standard IF (Equation (4), $\nu = 2$), blue signifies McGaugh’s IF (Equation (5), $\lambda = 1$), and cyan is used for Bekenstein’s IF (Equation (6), $\gamma = 1/2$). The thin black dashed curves in the bottom panel indicate the effects of varying $a_0$ from a fiducial value of 1.2 (e.g., in units of $10^{-16}$ m s$^{-2}$) to 1.0 and 1.4, respectively.

matter (PM) into MG as follows:

$$\frac{a}{a_B} - 1 = f \left( \frac{a_B}{a_0} \right) - 1 \equiv \frac{a_X}{a_B}, \quad (3)$$

where $X$ denotes DM or PM. Working with $a_X$ hides the fact that, in $\Lambda$CDM, one treats the discrepancy between what the light predicts and what is observed by adding an independent term, $M_{DM}(r)$ to the total mass. In MOND, the amount to be “added” depends on what is present.

Several functional forms (see Figure 1), either empirically motivated or inspired by theory, have been suggested for the RAR. These include the “Simple” function (Famaey & Binney 2005), the “Standard” function (Kent 1987), McGaugh’s function (McGaugh 2008), and Bekenstein’s function (Bekenstein 2004). Among the theoretical proposals are Bekenstein’s modified gravity (Bekenstein 2004), Verlinde’s emergent gravity (Verlinde 2017), a symmetron-like fifth force (Burrage et al. 2017), and modified properties of DM such as superfluidity (Berezhiani & Khouri 2015) or dipolarity (Blanchet & Le Tiec 2009).

We will consider three families of models under the MOND paradigm. First,

$$f_\nu(x) = \left( \frac{1}{2} + \frac{1}{\sqrt{4 + \frac{1}{x^\nu}}} \right)^{1/\nu}, \quad (4)$$

To constrain $a_X/a_B$ in the supercritical regime using elliptical galaxies, a number of factors have to be dealt with carefully. In particular, radial gradients in the stellar mass-to-light ratio $Y_e = M_e/L$ in the central regions of elliptical galaxies (e.g., Martín-Navarro et al. 2015; La Barbera et al. 2016; van Dokkum et al. 2017; Oldham & Auger 2018;
In these galaxies, individual stellar velocities and orbits are not observed, but the rms scatter of the line-of-sight velocity component, referred to as the velocity dispersion, is observed through Doppler broadening of spectral lines. However, ATLAS$^{3D}$ provides more information about the velocity dispersion than does SDSS. Specifically, for each ATLAS$^{3D}$ galaxy, a two-dimensional map of the line-of-sight velocity dispersions is available, from the central region out to (approximately) the projected half-light radius $R_e$. From these, we construct $\sigma_{los}(R)$, the line-of-sight velocity dispersion profile (Chae et al. 2018). (Throughout this paper, a capitalized $R$ refers to a scale projected onto the plane of the sky.) We also have a measured surface brightness profile $I(R)$ out to a few $R_e$, which can be deprojected to give the volume density profile of luminosity $\rho_l(r)$ (we use the lower case $r$ to indicate that it is a three-dimensional rather than projected quantity).

For SDSS galaxies, the line-of-sight velocity dispersion is only measured within a single aperture of radius $R_{ap} = D \times \theta_{ap}$, where $\theta_{ap} = 1.5$ arcsec and $D$ is the angular-size distance to the galaxy. This quantity is related to the hidden profile by

$$\sigma_{ap} \equiv \langle \sigma_{los} \rangle (R_{ap}) = \frac{\int_0^{R_{ap}} H(R) \sigma_{los}(R') R'dR'}{\int_0^{R_{ap}} H(R') R'dR'},$$

where $\sigma_{los}(R)$ is the velocity dispersion profile and $H(R)$ is the surface brightness distribution. Therefore, as we describe below, our treatment of SDSS galaxies will be slightly different than for ATLAS$^{3D}$.

### 2.2. Relation to the Jeans Equation

The line-of-sight velocity dispersion at projected radius $R$ on the sky is related to the three-dimensional dispersion by

$$\sigma_{los}^2(R) = \frac{2}{I(R)} \int_0^\infty \rho_l(r) \sigma_r^2(r) \left[ 1 - \frac{R^2}{r^2} \beta(r) \right] \frac{r dr}{\sqrt{r^2 - R^2}},$$

where $\sigma_r^2(r)$ is the radial velocity dispersion and $\beta(r) \equiv 1 - \sigma_r^2(r)/\sigma_t^2(r)$, where $\sigma_t^2(r) \equiv \left[ \sigma_r^2(r) + \sigma_\theta^2(r) \right]/2$ is the velocity dispersion in the tangential (i.e., angular in the spherical polar coordinates) direction, is the velocity dispersion anisotropy.

In principle, the spherical Jeans equation (Equation (4.215) of Binney & Tremaine 2008)—which is satisfied if spherical galaxies are in equilibrium—allows the observed line-of-sight velocity dispersions to constrain the acceleration $a(r)$, where $a$ is given by either Equation (1) ($\Lambda$CDM) or Equation (2) (MOND). This is because the spherical Jeans equation relates $\sigma_t^2(r)$ to $a(r)$:

$$d[r \rho_b(r) \sigma_t^2(r)] dr + 2 \frac{\beta(r)}{r} \rho_b(r) \sigma_t^2(r) = -\rho_b(r) a(r),$$

where $\rho_b(r)$ is the density profile of the baryons. For our pure-bulge systems, we assume this is the same as that of the stellar mass, such that $\rho_b(r) \equiv \rho_\star(r) \rho_\star / \rho_\star$, where $\rho_\star(r)$ is the deprojected light profile and $\rho_\star \equiv M_\star / L$ is the stellar mass-to-light ratio. Note that $a(r) \approx a_0(r) + a_g(r)$, where $a_0$ depends on the baryonic profile $\rho_b(r)$ whereas $\alpha_0(r)$ depends on the DM or PM profile $\rho_X(r)$ (Equation (3)).
Thus, in practice, for each ATLAS3D galaxy, the two observed profiles $\sigma_{\text{proj}}(R)$ and $I(R)$ constrain three unknown functions of scale: $\Upsilon(R)$, $\rho_{\text{st}}(r)$, and $\beta(R)$. (Strictly speaking, the unknown is $\Upsilon(R)$, but it is more convenient to consider the projected profile instead—for reasons that shall soon become clear.) Therefore, our approach is to adopt well-motivated, flexibly parameterized models for the three unknown profiles.

### 2.3. Model Parameterization

For the projected stellar mass-to-light profile, we set

$$\Upsilon(R) = \Upsilon_0 \times \max\left\{ 1 + \kappa A - B \frac{R}{R_\odot}, 1 \right\}, \quad (10)$$

with $A = 2.33$ and $B = 6$ (Bernardi et al. 2018; Chae et al. 2018). (We show that our results are robust to reasonable changes in these values in Section 5.) The “gradient strength” parameter $\kappa$ accounts for recent evidence of radial gradients in the central regions (<0.4$R_\odot$) (e.g., Martín-Barroso et al. 2015; van Dokkum et al. 2017; Sonnenfeld et al. 2018). We allow $0 \leq \kappa < 1.5$, as this includes the full range of gradient strengths reported in the literature.

For the velocity dispersion anisotropy, we use a generalized Osipkov–Merritt (gOM) model:

$$\beta_{\text{gOM}}(r) = \beta_0 + (\beta_\infty - \beta_0) \frac{(r/r_\odot)^2}{1 + (r/r_\odot)^2} \quad (11)$$

(Binney & Tremaine 2008, p. 297), with allowed prior ranges $-2 < \beta_{\text{gOM}}(r) < 0.7$ for all $r$ and $0 < r_a < R_\odot$, following Chae et al. (2018).

Finally, we must specify a model for $\alpha_{\chi}(r)$. In $\Lambda$CDM, we compute it by setting $\rho_c$ equal to

$$\rho_{\text{gNFW}}(r) \propto r^{-\alpha} \left[ 1 + c_{200} \left( \frac{r}{r_{200}} \right) \right]^{-3+\alpha}. \quad (12)$$

This is known as a generalized Navarro et al. (1997) model (hereafter gNFW). Here, $r_{200}$ is the radius of the sphere within which the DM density is 200 times the cosmic mean matter density, $\alpha$ is the inner slope, and the outer slope is 3. Integrating this over a sphere of radius $r$ yields $M_{\text{DM}}(r)$ and hence $a_{\text{DM}}(r) = G M_{\text{DM}}(r)/r^2$. We allow $0.1 < \alpha < 1.8$ (the NFW value is $\alpha_{\text{NFW}} = 1$). The halo mass $M_{200} \equiv M_{\text{DM}}(r_{200})$ is constrained using the weak lensing derived $M_{\text{Kroupa}}^* - M_{200}$ relation given in Table 1 (taken from Mandelbaum et al. 2016), where $M_{\text{Kroupa}}^*$ is the stellar mass derived assuming the Kroupa IMF (Kroupa 2002). The concentration parameter $c_{200}$ is free, in principle, but we impose the constraint (Mandelbaum et al. 2008, 2016) that the outer profile $r > 2 R_{200}$ mimics the NFW profile seen in $N$-body simulations. Then, following Section 3.3.1 of Chae et al. (2014), we set

$$c_{200} = \max\left[ \left( \frac{3}{2} \right) \frac{\rho_{\text{NFW}}(M_{200})}{\rho_\odot}, \frac{1}{9} \frac{r_{200}}{r_\odot}, \delta \right]. \quad (13)$$

where $\rho_{\text{NFW}}(M_{200}) = 7.192 (M_{200}/(10^{14} M_\odot/h))^n$ with $n = 0.114 \pm 0.15$ (Diemer & Kravtsov 2015) and an arbitrary small $\delta > 0$. We also consider the Einasto profile (Einasto 1965) instead of the gNFW profile, as described in Chae et al. (2019).

For MOND, we simply use the relation $a_{\chi}(r)/a_b(r) = f - 1$ (Equation (3)), and we study a variety of choices for $a_b$ and the functional form of $f$ (Equations (4)–(6)). The parameters in $\Lambda$CDM or MOND and their priors/constraints are summarized in Table 2.

We noted in the Introduction that the RAR carries qualitatively different implications for $\Lambda$CDM than for MOND. Therefore, in what follows, we first determine the RAR by using the Jeans equation to explain the observed line-of-sight velocity dispersion in the $\Lambda$CDM paradigm. We then follow the usual practice of asking what MOND IF best mimics the estimated dependence of $a_{\chi}/a_b$ on $a_b$. However, we then repeat the entire analysis under the MOND paradigm. This second step is novel.
3. Results: The RAR in ΛCDM

In this section, we use a Bayesian approach (see, e.g., Wall & Jenkins 2012) to estimate the PDFs of the free parameters of a given model in ΛCDM. The free and constrained parameters are summarized in Table 2. The constrained parameters are, in principle, sampled in advance for each galaxy. We will consider two methods of MC sampling as described below in Section 3.1. In one method, for an efficient sampling, we will treat the constraint on $M_{200}$ (Table 1) as a datum to be included in a likelihood function, and then treat $M_{200}$ as a free parameter.

3.1. Bayesian Analysis of ATLAS3D $\sigma_{\text{los}}(R)$

Let $\Theta$ denote the vector of free parameters associated with a model: e.g., for the gNFW model, $\Theta \equiv (T_{\odot}, K, \beta_0, \beta_{\text{sc}}, r_{\odot}, \alpha, (M_{200}))$. We then define

$$
\chi^2(\Theta) \equiv \sum_{i=1}^{N_{\text{gal}}} \left[ \frac{\sigma_{\text{los}}^{\text{obs}}(R_i) - \sigma_{\text{los}}^{\text{mod}}(R_i; \Theta)}{\sigma_i} \right]^2 + \left( \frac{\log_{10} M_{200} - \log_{10} M_{200}^{\text{WL}}}{s_{\log_{10} M_{200}}} \right)^2.
$$

(14)

where $\sigma_{\text{los}}^{\text{obs}}(R_i)$ is the measured velocity dispersion with its uncertainty $s_i$ at $R_i$, and $\sigma_{\text{los}}^{\text{mod}}(R_i; \Theta)$ is the value predicted by the model under consideration when the model parameters are $\Theta$. The last term (in round parenthesis) in Equation (14) in only included if $M_{200}$ is treated as a free parameter. Note here that $M_{200}^{\text{WL}}$ denotes the weak lensing constrained value given in Table 1.

It is common to use this $\chi^2$ to define a likelihood. We consider two likelihoods: one is the commonly adopted Gaussian likelihood given by

$$
\mathcal{L}_{\text{Gaussian}}(\Theta) \propto \exp(-\chi^2(\Theta)/2).
$$

(15)

In Bayesian inference, this likelihood, along with the prior assumptions about the range over which the parameters $\Theta$ can be varied, is then used to generate MC samples (see, e.g., Allison & Dunkley 2014) of the posterior distribution, which is the product of the prior and the likelihood. We use a public Markov Chain Monte Carlo (MCMC) sampler “emcee,” which is an implementation of the affine-invariant ensemble sampler by Foreman-Mackey et al. (2013), to generate draws from this posterior distribution. In principle, this provides the Bayesian inference of the posterior PDF of any of our free parameters or calculable quantities (e.g., $\alpha_X/\alpha_R$). Note that the posterior PDF returned by the emcee code, in general, differs from a Gaussian shape (i.e., Equation (15)) although we use flat priors for the free parameters (Table 2).

Although the likelihood given by Equation (15) is widely used to infer posterior PDFs, there is no guarantee that an MCMC sampling based on it will produce an unbiased result for our RAR problem, i.e., constraining the ratio $\alpha_X/\alpha_R$ as a function of $\alpha_R$. In fact, our test of the MCMC sampling using mock velocity dispersion profiles indicates that the Gaussian likelihood can produce too narrow a posterior distribution and thus may be vulnerable to biases in some cases (see Appendix A for details).

Therefore, we also consider a simplistic “likelihood” given by

$$
\mathcal{L}_{\text{TopHat}}(\Theta) \propto \begin{cases} 
1 & \text{if } \chi^2(\Theta) < \chi^2_{\text{crit}} \\
0 & \text{else},
\end{cases}
$$

(16)

where $\chi^2 \equiv \chi^2/N_{\text{dof}} (N_{\text{dof}} = N_{\text{bin}} - N_{\text{free}})$ and $\chi^2_{\text{crit}}$ is a critical value that we define shortly. Compared to Equation (15), this does not penalize models (based on $\chi^2$) that provide worse fits: they are either acceptable or not. We call this the Simple Monte Carlo (hereafter SMC) method. In this case, using a code written by one of us, we search the entire parameter space robustly. Further, all constrained parameters including $M_{200}$ are sampled separately, and thus the last term in Equation (14) is not necessary. We note that the associated posterior PDF does not have a top-hat shape (even though the likelihood is effectively top-hat and the priors are uniform), because only certain combinations of parameters are accepted by Equation (16) and the PDF of $\chi^2$ within these accepted models is not a top-hat shape. In general, the SMC method will lead to
Figure 3. Observed line-of-sight velocity dispersion profiles (symbols). Smooth red curves show the best-fit models in which the DM halo is the gNFW of Equation (12). Gray dotted and dashed curves show the models that give rise to the upper- and lower-most RARs in Figure 6.
a broader posterior—and hence to less restrictive constraints—compared to the \( \mathcal{L}_{\text{Gaussian}} \)-based MCMC method. In Section 4.1, we verify that the SMC method produces robust RAR results in the MOND framework (see also Appendix A).

Figure 2 shows the posterior distributions of \( \chi^2 \) based on the two MC sampling methods. The red curve in each panel shows the distribution obtained from the MCMC sampler. The yellow histograms show models satisfying \( \Delta \chi^2 = \chi^2 - \chi^2_{\text{min}} < \chi^2_{\text{crit}} \) (where \( \chi^2_{\text{min}} \) refers to the global minimum value from our SMC search), i.e., use \( \chi^2_{\text{crit}} = 2 \chi^2_{\text{min}} \) in Equation (16). Because \( \chi^2_{\text{min}} \lesssim 2.5 \) for most galaxies, this means that the probability \( P(\Delta \chi^2 > \chi^2_{\text{min}}) \) would be \( \gtrsim 0.001 \) for Gaussian statistics. This is a normally accepted criterion, and our numerical experiments using mock velocity dispersion profiles also suggest that this is a reasonable choice (see Section 4.1 and Appendix A).

However, we will also consider a relaxed criterion of \( \chi^2_{\text{crit}} = 4 \chi^2_{\text{min}} \) (gray regions) to see the effect of varying \( \chi^2_{\text{crit}} \). When we derive a statistically weighted RAR using all galaxies in Section 3.6, we will see that both choices of \( \chi^2_{\text{crit}} \) give similar results (although individual RARs can be broader with \( \chi^2_{\text{crit}} = 4 \chi^2_{\text{min}} \) in some galaxies).

The difference between the red curve and the shaded region in each panel of Figure 2 illustrates how badly a model can fit the data and still be accepted by our two methods. Therefore, as a sanity check, Figure 3 compares the observed \( \sigma_{\text{los}}(R) \) profiles (symbols) with the gNFW models having \( \chi^2_{\text{min}} \). Notice that the profiles that rise slightly at larger \( R \) (i.e., NGC 3182, 4365, 4486) tend to be harder to fit (they have broader \( \chi^2 \) distributions). The gray dotted and dashed curves show fits that give rise to the upper- and lowermost RARs in Figure 6.

3.2. Implications for Halo Profiles

Because an MC set automatically defines a distribution of models (i.e., correlated distribution of free parameters), we can calculate the PDF of any quantity of interest. Posterior distributions of stellar mass and \( K \) based on our SMC sets can be found in Chae et al. (2018), while those of the velocity dispersion anisotropy profiles can be found in Chae et al. (2019). In those papers, we show that whenever an appropriate comparison is possible, our results agree well with independent literature results.

Figure 4 shows the distribution of the gNFW-profile parameter \( \alpha \) from our SMC sampling of the 24 ATLAS3D galaxies (gray histograms). Red curves show the corresponding...
MCMC posteriors. Figure 5 shows that its value is correlated with that of the $\Upsilon$ gradient parameter $K$: when $K$ increases, $\alpha$ also tends to increase. The median value of $\alpha$ tends to be close to unity, suggesting that the simple NFW profile (as opposed to gNFW) is close to the median DM halo profile of elliptical galaxies. This is qualitatively consistent with recent results based on combined analyses of strong lensing and stellar kinematics (Sonnenfeld et al. 2015; Shankar et al. 2017).

3.3. Implications for the RAR

Let us directly consider our main question: what do our MC models imply for the RAR? This question in $\Lambda$CDM now appears to be particularly interesting because the median property of the constrained DM halo has been shown to be close to the NFW profile. Figure 6 shows the distribution of the acceleration ratio $a_X(r)/a_B(r)$ from the SMC models for each of the 24 ATLAS$^{3D}$ galaxies. The red curves are associated with model parameters that describe the observed $\sigma_{\text{los}}(R)$ best. Yellow curves are slightly worse, and the gray curves have model parameters that provide poor descriptions of $\sigma_{\text{los}}(R)$. Note that these individual results are more reliable for SRs (galaxy names in red) because we are using spherical galaxy models. Despite the wide range of $\sigma_{\text{los}}(R)$ shapes, the distribution of RAR shapes defined by the red curves is reasonably narrow. This is the motivation for the suggestion that the RAR must encode interesting physics. In the context of $\Lambda$CDM, this must constrain the physics of how these galaxies formed.

Figure 7 shows the results from the MCMC sampling for the same model of the DM halo, i.e., the gNFW profile. Compared with the SMC results, the individual RARs are more narrowly distributed because the MCMC uses a Gaussian likelihood. If we use the Einasto profile for the DM halo (instead of the gNFW) whose parameterizations and priors are described in Chae et al. (2019), then we obtain essentially the same results. Clearly, the RAR is not sensitive to the differences between these two descriptions of DM halos.

3.4. Implications for MOND

The RARs in $\Lambda$CDM shown in Figures 6 and 7 represent correlations (or the correlation) between baryons and the assumed DM under Newtonian gravity and Newtonian dynamics. However, if the DM halo approach is interpreted as simply a parameterization of the kinematic data, and the resulting RAR is not biased by the choice of parameterization, then we can actually use the RAR from the DM halo approach to learn something about other approaches. In this respect, it is particularly interesting that the RAR is directly related to the IF in the MOND paradigm. As the exact shape of the IF is a critical open question in MOND, it is interesting to compare the individual RARs from the DM approach to various proposed...
RARs or MOND IFs shown by thick colored dashed curves in Figures 6 and 7. This is the way in which a Newtonian+DM-derived RAR is typically used. However, we will also consider self-consistent analyses of MOND in Section 4.

Recall that, if MOND is correct, there is a single universal RAR that must provide an acceptable description of all galaxies. That said, it appears that some galaxies (e.g., NGC 4406, 4486, 4636) disfavor the McGaugh IF while others (e.g., NGC 2695, 4459, 4753) disfavor the Bekenstein IF. On the other hand, it appears that the Simple IF does not have much difficulty in fitting any of the ATLAS$^{3D}$ galaxies—except possibly for NGC 2695, which is however a fast rotator. If a single IF must describe all galaxies, then the results of this section suggest that only the Simple IF is a viable model. We discuss this further in Sections 3.6 and 4.4).

### 3.5. The Typical RAR from 4201 SDSS Galaxies

We now turn to the question of using the much larger sample of SDSS galaxies to estimate the RAR. For these galaxies, the procedure for obtaining an MC set with the single dynamical constraint (i.e., $\sigma_{ap}$; Equation (7)) necessarily differs from that for an ATLAS$^{3D}$ galaxy for which $\sigma_{ap}(R)$ is observed over a range of $R$.

For SDSS galaxies, the light distribution and DM halo parameters are drawn in the same way, but $K$ is drawn from a range $0 \leq K < K_{\text{max}}$ where $K_{\text{max}}$ is chosen so that the posterior distribution matches that for the ATLAS$^{3D}$ galaxies. Then, $M_{e}$ is assigned using the fundamental mass plane (FMP) derived for the ATLAS$^{3D}$ galaxies, a correlation of the effective radius $R_{e}$ with the light-weighted mean line-of-sight velocity dispersion $\sigma_{e} = \langle \sigma_{\text{los}} \rangle (R = R_{e})$ and the projected stellar mass $M_{e}$, which is a function of $K$: $\log_{10} M_{e} = \log_{10} M_{e}(K) = \log_{10} M_{e}(K = 0) + b/K$ with $b' = -0.18^{+0.02}_{-0.07}$ (Chae et al. 2018). Finally, we search iteratively for a velocity dispersion anisotropy drawn randomly from a prior range (consistent with the ATLAS$^{3D}$ galaxies; see Chae et al. 2019) predicting $\sigma_{ap}$ within the estimated error.

In all, we generate a set of 90 MC models for each galaxy. If 68% of the models in the set match the observed $\sigma_{ap}$ within the formal measurement error, we accept the set. Only about 200 galaxies fail this test: the vast majority, about 4000 galaxies, pass (see Chae et al. 2018 for further details). For each of these models, we estimate the values of $\alpha_{X} / \alpha_{B}$ and $\sigma_{ap}$. From these, we generate posterior distributions of $\alpha_{X}$ and $\sigma_{ap}$.

Figure 8 exhibits the distribution of $\sim$4000 galaxies successfully modeled by SDSS in the plane spanned by $\alpha_{B}$ and $\sigma_{ap}$. $\alpha_{X} / \alpha_{B}$ at $r = R_{\text{ap}}$ of the galaxies for the standard input (Chae et al. 2018) under the $\Lambda$CDM case with the gNFW DM halo profile (if the Einasto profile is used instead, we obtain very similar results). In this figure, we distribute MC models of the SDSS galaxies in pixels such that the intensity of each pixel indicates the occupancy of galaxies (i.e., a probability). Gray pixels represent one MC realization of the SDSS galaxies while red pixels represent the medians in the MC sets of the 90 realizations. The red pixels show that, in agreement with the results for the ATLAS$^{3D}$ galaxies, the Simple RAR (black dashed curve) is most consistent with SDSS galaxies. Figure 8 also reproduces published results for mostly spiral galaxies (blue pixels). Note that blue pixels occupy mostly subcritical acceleration regions and are consistent with both the Simple and McGaugh’s IFs but cannot distinguish them well in the supercritical regime.

#### 3.6. The Stacked RAR

So far, we have obtained the distribution of MC models in the RAR plane for each of the 24 ATLAS$^{3D}$ galaxies and $\sim$4000 SDSS galaxies (Figures 6–8). Figure 9 exhibits the outcome of statistically weighting all the individual results. We have obtained this as follows. First, because the typical acceleration scale in our sample is supercritical, we define $\alpha_{+1} = 10^{-1} \times (1.2 \times 10^{-10})$ m s$^{-2} = 1.2 \times 10^{-9}$ m s$^{-2}$, and express all accelerations in units of $\alpha_{+1}$. We define 13 bins of $x' \equiv \log_{10}(\alpha_{B} / \alpha_{+1})$ in steps of 0.15 in the range $-1 < x' < 1$.

We then calculate a statistically weighted PDF of $y' \equiv \log_{10}(\sigma_{ap} / \alpha_{B})$ in each bin of $x'$, using the SDSS (or ATLAS$^{3D}$) galaxies whose individual RAR results belong to (or have an overlap with) the $x'$ bin. Note that an ATLAS$^{3D}$-galaxy spans multiple bins, while an SDSS galaxy belongs to one bin. Note also that ATLAS$^{3D}$ galaxies occupy bins of higher $x'$, while SDSS galaxies occupy lower $x'$ (two middle bins are overlapped). For the $i$th SDSS (or ATLAS$^{3D}$) galaxy of the $x'$ bin, we derive $dP(<y'|y) / dy'|_{y'}$ using the models in the MC set (i.e., 90 MC realizations for each SDSS galaxy like the gray pixels as in Figure 8, or all curves for each ATLAS$^{3D}$ galaxy as in Figure 6) that have $x'$ in the desired range. Here, $P(<y'|y)_{x'}$ is the cumulative probability up to $y'$ at $x'$ (in the sense of $P(\infty = 1)$ calculated numerically using the MC models of the galaxy. For the $x'$ bin, we derive a statistically weighted ("stacked") PDF

$$
\frac{dP(<y')}{dy'} \bigg|_{y'} \propto \sum_{i} w_{i} \frac{dP(<y'|y')}{dy'} \bigg|_{y'} = \sum_{i} w_{i},
$$

(17)
where \( P_i (< y') | x' \) is the individual PDF of \( i \)th galaxy and \( w_i \) is the statistical weight assigned to that PDF. We have tried \( w_i = 1 \) (i.e., uniform weighting) and \( w_i = \exp (- \bar{\chi}_m^2 / 2) \), where \( \bar{\chi}_m^2 \) is the minimum value of the reduced \( \chi^2 \) for the galaxy. Although this second weighting scheme accounts for the fact that some MC realizations provide much better descriptions of the measured \( \sigma_{\text{los}}(R) \) than others, it turns out that both weighting factors give very similar results.

The top panels of Figure 9 show the stacked PDFs of \( y' \) for a number of bins in \( x' \) (as labeled) when \( w_i = \exp (- \bar{\chi}_m^2 / 2) \). The triangles and circles along the \( x' \)-axis of these top panels show the medians of these PDFs based on SDSS and ATLAS\(^{3D} \) galaxies, respectively. The middle panels show the result of plotting these median values versus \( x' \), and constitute our estimate of the “stacked” RAR associated with gNFW DM halo profiles based on the SMC sampling (left) or the MCMC sampling (right) in the \( \Lambda \)CDM paradigm. Over the acceleration scales where they overlap, there is reasonable agreement between our SDSS and ATLAS\(^{3D} \) samples. Moreover, the estimated RAR does not depend strongly on whether we parameterize the DM distribution using a gNFW or Einasto profile.

The dots in the middle panel show \( x' \) and \( y' \) values for one MC realization of each of the ATLAS\(^{3D} \) and SDSS galaxies: i.e., each ATLAS\(^{3D} \) galaxy contributes seven (number of the \( x' \) bins) dots, whereas each SDSS galaxy contributes only one. The filled triangles and circles show the median values obtained from the top panels for the two samples.

### 3.7 Implications for \( \Lambda \)CDM and MOND from the Stacked RAR

Having estimated the empirical RAR from a Newtonian analysis, we now compare it with various predictions of the \( \Lambda \)CDM paradigm. Over the acceleration scales where they overlap, there is reasonable agreement with the \( \Lambda \)CDM prediction from van Putten (2018). In the bottom panels, we show the distribution of the median of MC realizations that lie in the three test boxes labeled in the middle panel.
suggestions, including the $\Lambda$CDM prediction and MOND-related predictions. The philosophy here is that the RAR, if derived robustly from the kinematic data through any approach, may provide a useful constraint on any other approach. We do this in two ways. First, we simply overplot the same four MOND IFs, using thick dashed curves, as in previous figures. Recall that differences between the curves cannot be attributed to reasonable changes in $a_0$ (see Figure 1). The thick dotted orange curve shows a prediction for $\Lambda$CDM taken from van Putten (2018); it is quite similar to Bekenstein’s IF (cyan). It is clear that the Simple and McGaugh IFs (black and blue curves) and the $\Lambda$CDM prediction (orange dotted curve) agree below $10^{-5.5}x_{\pm}$ and provide good descriptions of our empirically determined RAR up to $\sim a_0$ probed by our SDSS galaxies. However, in the acceleration range dominated by ATLAS-3D galaxies, the Simple IF provides a better description than the others.

Our second way of demonstrating this is as follows. For the probed range $-1 < x' < 1$, the points defining the RAR cannot be described by a linear relation; some curvature is evident in the middle panels of Figure 9. However, for the range $-0.5 < x' < 1$, we may approximate the RAR by a linear fit of $y' = p + q x'$ with $p = -1.00 \pm 0.03$ and $q = -1.02 \pm 0.09$ (the SMC case), or $p = -0.96 \pm 0.02$ and $q = -0.92 \pm 0.06$ (the MCMC case), where the statistical uncertainties have been estimated using a number of Monte Carlo realizations based on the PDFs of the top panels. Although we do not show so explicitly, the result with Einasto DM halo profiles is very similar with $p = -1.07 \pm 0.03$ and $q = -0.99 \pm 0.10$ (Einasto, the SMC case).

The bottom panels show examples of the Monte Carlo distributions for three narrow ranges of $x'$. One of them (test box 1) uses four PDFs (two from the ATLAS-3D galaxies and the other two from the SDSS galaxies) within the range of $x'$ while each of the other two (test box 2 and 3) uses two PDFs from the ATLAS-3D galaxies within the respective range of $x'$. Downward-pointing arrows indicate the predictions of the IFs represented by the colored dashed curves at the relevant value of $x'$. Both the linear fit for $-0.5 < x' < 1$ and the three test boxes clearly prefer the Simple RAR indicated by the black dashed curve in the middle panel and black downward-pointing arrows in the test boxes. As the RAR determined from the data used Newtonian physics, the next section provides a fully self-consistent check of the conclusion that the Simple RAR provides the best fit of the MONDian IFs we have considered.

However, it is fair to explore the discrepancy between the RAR and $\Lambda$CDM model represented by the orange dotted line. The orange arrows in the bottom panels (see test boxes 2 and 3) of Figure 9 suggest that it is not consistent with our data. This may seem contradictory, as our analysis was done within the $\Lambda$CDM framework. The point is that this $\Lambda$CDM “prediction” depends on the assumed astrophysics of galaxy formation (represented, in this case, by the MUGS simulations analyzed by van Putten 2018). The mismatch here suggests that the RAR provides an interesting complementary test of the physics of galaxy formation.

Finally, we point out that Figure 8 shows a comparison of the gNFW-based RAR we have determined for ellipticals with that for spirals. While the spiral galaxies data can be well described by either the McGaugh IF or the Simple IF, the elliptical galaxies can only be described by the Simple IF. This highlights the gain that comes from studying the supercritical regime with elliptical galaxies.

### 4. Results: The RAR in MOND

The previous section presented a Bayesian analysis of $\sigma_{los}(R)$ in elliptical galaxies, assuming Newtonian accelerations and parametric models for the DM profile. Comparison of the resulting RAR with several MOND IFs suggested that the Simple IF (Equation (4) with $\nu = 1$) provides a good description. Here, we provide a complementary analysis of the same data, performed entirely within the MOND framework. This means that, instead of the parameters associated with the DM halo ($\alpha, \nu$, etc.), we work with the parameters of the IF (Equation (4) or (5)): $a_0$ and $\nu$ or $\lambda$.

#### 4.1. Verification of Methodology Using Mock Profiles

In principle, the “free parameters” in MOND are not analogous to those of the DM, because a given $(a_0, \nu)$ or $(a_0, \lambda)$ pair must work for all galaxies. (In contrast, there is no requirement that $\alpha$ be the same for all galaxies in the gNFW DM halo.) Therefore, although it is straightforward to run our Bayesian analysis pipeline with $a_0$ and $\lambda$ or $\nu$ left as free parameters, it is not obvious what the results will mean.

To address this, we use the observed light profiles and the estimated $K$ and velocity dispersion anisotropy parameters (from modeling real $\sigma_{los}(R)$ profiles). We then set $(\lambda, a_0) = (1,
1.2 \times 10^{-10} \text{ m s}^{-2}$$ to generate velocity dispersions, which we project, and then add noise to get a mock $\sigma_{\text{mock}}(R)$. By choosing these values of $(\lambda, a_0)$, we have ensured that our set of mock profiles will represent plausible observations if the McGaugh IF is correct for all galaxies. We then run the Bayesian analysis pipeline, leaving $(\lambda, a_0)$, $K$, $\sigma_{\text{mock}}(R)$ as free, and treating this mock $\sigma_{\text{mock}}(R)$ as the data. If the analysis pipeline is unbiased, it should recover the input $(\lambda, a_0)$.

Figures 10 and 11 show the results through the SMC sampling. Individual RARs (distributions of the SMC models in the $a_0-a_x/a_y$ plane) are statistically consistent with the input McGaugh IF. That is to say, for all 24 cases, the McGaugh IF is within the yellow regions defined by our acceptance criterion $\chi^2 < 2\chi^2_{\text{min}}$, and for over two-thirds of cases, the McGaugh IF is within the 68% confidence region (red). Furthermore, the stacked RAR based on the stacked PDFs of $y'$ as a function of $x'$ clearly recovers the McGaugh IF without any bias. In particular, the middle panel of Figure 11 shows that the stacked RAR is centered on the McGaugh IF, and the bottom panel “rules out” the Simple IF. This suggests that, if there is a universal RAR and it has a functional form that is similar to the MOND IFs, then our Bayesian analysis, in which we allow the parameters of the IF to vary from one object to another, will return an RAR that is close to the true universal one.

We have also obtained MCMC results using the code emcee for the mock velocity dispersions (see Appendix A). The MCMC results provide narrower (more precise) regions in the RAR space compared to SMC—but in some cases, the “precise regions” exclude the McGaugh IF even though it is the correct answer. This means that the emcee code sometimes produces unrealistically narrow constraints. With this caveat in mind, we will present mainly the results from the SMC sampling for the real data in the MOND framework. However, it turns out that both sampling methods give consistent results, albeit with the rule of thumb that those of the MCMC sampling are narrower.

### 4.2. The Stacked RAR

With this in mind, we run our Bayesian SMC analysis pipeline on the ATLAS3D $\sigma_{\text{mock}}(R)$ profiles, allowing both the MOND IF profile index $\lambda$ and the critical acceleration $a_0$ to be
free parameters within specified prior ranges: $0.3 < \lambda < 1.7$ and $0.5 < (a_0/10^{10}\text{ m s}^{-2}) < 1.9$. We then obtain the ratio $a_X(r)/a_0(r)$ using the MC models of each galaxy, and combine them to produce a stacked RAR. Figure 12 exhibits the results. The middle and bottom panels show that McGaugh’s IF is not picked out by the stacked RAR; the Simple IF is clearly favored.

Because the Simple IF is a special case of Equation (4) rather than (5), Figure 13 shows the result of repeating the entire analysis, using Equation (4) as the IF. In this case, we allow the same prior range in $a_0$, but allow $0 < \nu \leq 2$. Not only is the Simple IF again preferred, but the distributions shown in the bottom panel are narrower than they were in Figure 12 and more like those in Figure 9. This again suggests that the Simple IF is closer to the true RAR than is McGaugh’s function.

For completeness, a linear fit of $y' = p + q x'$ over the range $-0.5 < x' < 1$ returns $p = -0.91 \pm 0.04$ and $q = -1.02 \pm 0.13$ in the $f_3$ case, and $p = -0.89 \pm 0.04$ and $q = -0.86 \pm 0.12$ in the $f_5$ case. These values are rather similar to those under the $\Lambda$CDM paradigm (Figure 9).

We have also considered using the model $f_3$ (Equation (6)) because it can allow a more direct test of Bekenstein’s IF. The pink star with an error bar displayed in Figures 12 and 13 is the mean of the best-fit models of the 24 ATLAS$^{3D}$ galaxies with $f_3$. As our modeling of mock velocity dispersion profiles generated with Bekenstein’s IF verifies that this quantity is robustly reproduced, this result also prefers the Simple IF over other IFs.

To sum up, in the supercritical acceleration regime probed by the nearly spherical ATLAS$^{3D}$ and SDSS galaxies, the Simple IF is consistent with our stacked RAR, whereas Bekenstein’s and McGaugh’s IFs are not. For each of test boxes 2 and 3 in the bottom panels of Figures 12 and 13, the two IFs are excluded at $\sim 3\sigma$ to $\sim 9\sigma$ depending on the DM halo or MOND IF parameterization. This means that they are excluded at $\geq 4\sigma$.

### 4.3. Universality of the MOND Parameters

Although the Simple IF appears to provide a good description of the RAR, because $\nu$ and $a_0$ are supposed to be the same for all galaxies in the MOND paradigm, it is
important to check whether the PDFs of $\nu$ and $a_0$ returned by our Bayesian analysis can support universality.

The issue of universality in rotating galaxies was recently discussed in the context of whether $a_0$ is universal for all galaxies for a fixed MOND functional form (Kroupa et al. 2018; McGaugh et al. 2018; Rodrigues et al. 2018). For such an analysis, the algorithm employed to infer the posterior PDF plays a critical role because the conclusion can depend on the width of the PDF. Here, we directly tackle the MOND functional form $f_\nu$ for a narrow range of $a_0 = (1.0, 1.4) \times 10^{-10}$ m s$^{-2}$. We intend to check whether $\nu = 1$ is indeed consistent with all galaxies.

Figure 14 exhibits the individual PDFs of $\nu$ through the SMC or MCMC sampling. Overall, the two samplers give qualitatively consistent results, but the MCMC PDFs are narrower—as expected. (We have already noted, in Section 4.1, that the MCMC results can sometimes be unrealistically narrow.) The individual PDFs of $\nu$ from the SMC typically include the Simple IF ($\nu = 1$), but exclude the McGaugh IF ($\nu = 1.5$) in several cases. If we limit our attention to the more reliable sample of 16 SRs, our results are clearly consistent with the view that the Simple IF is universal in the sample. Given this preliminary result, it will be interesting to see future results from analyses of much larger samples.

Accepting the view that there exists a universal IF in our sample, we now determine the “universal” values of $\nu$ and $a_0$ of the assumed $f_\nu$ function in our sample. In doing so, we treat each galaxy as one datum, and the median of the PDF (the downward-pointing arrow in each panel of Figure 14) represents a measured value of $\nu$ (and the width of the PDF represents the individual uncertainty). To determine the universal value and its uncertainty, we use a bootstrap resampling of the individual medians shown in Figure 14. We obtain the sample mean of each bootstrap sample, and the distribution of the sample means provides our estimate of the universal value. Figure 15 shows the results for $\nu$ and $a_0$. We obtain $\nu = 0.80 \pm 0.08$ and $a_0 = 1.24 \pm 0.04$ (based on the SMC results), or $\nu = 1.02 \pm 0.07$ and $a_0 = 1.25 \pm 0.05 \times 10^{-10}$ m s$^{-2}$ (based on the MCMC results). These results are in good agreement (<2.4σ) with the Simple IF ($\nu = 1$), as expected. The case of $\nu = 1.5$ as a proxy for the McGaugh IF is excluded at >7σ by these results. Our determined value of $a_0$ is in good agreement with the commonly known value of $a_0 = 1.2$ or 1.3. Although we do not show it here, a similar result is obtained for $\lambda$ of the $f_{2\lambda}$ IF (Equation (5)).

4.4. Eliminating Models by Direct Fits to $\sigma_{bos}(R)$

So far, we have made Bayesian inferences about MOND IFs based on Monte Carlo sampling of individual RARs and the stacked RAR. However, our MC sampling uses the likelihood function, which depends on the $\chi^2$ of Equation (1). Therefore, it is interesting to ask whether the RAR step is necessary: is simply fitting to $\sigma_{bos}(R)$ sufficiently discriminating?

Figure 3 already shows the best-fitting cases for the $\Lambda$CDM models with a gNFW halo. Here, we consider similar checks within the MOND paradigm, for the Simple and McGaugh IFs with the fiducial value of $a_0$. To illustrate, of the 24 ATLAS$^3D$ galaxies, we only select galaxies having ellipticities $e < 0.1$: they are NGC 4486, NGC 4636, NGC 5846, and NGC 6703, all of which are SRs (see Table 1 of Chae et al. 2019 and references therein).

As shown in Figure 16, for NGC 5846 and NGC 6703 (bottom two sets of panels), both the IFs reproduce the observed velocity dispersion profiles reasonably well: $\chi^2_{\nu = 0.0}$ is too narrow. However, the McGaugh IF fails to provide a good fit to NGC 4636 (second from top, right); it has $\chi^2/N_{\text{dof}} = 6.7$. At face value, this galaxy alone rules out the McGaugh IF as a viable MOND model. (Although we do not show it here, allowing a different $a_0$ does not improve $\chi^2$ significantly.) For NGC 4486 (top), neither of the IFs provides an acceptable fit. (In contrast, Figure 3 shows that the gNFW does fit well.) Again, at face value, $\sigma_{bos}(R)$ of this one galaxy invalidates both the Simple and McGaugh functions as viable MOND IFs. Considering the significance of this result, it is important to investigate more spherical galaxies selected from large ongoing and future IFS surveys such as MaNGA (see Section 6).

5. Systematic Errors?

When inferring the ratio $a_K/a_B$ in the supercritical acceleration regime, when marginalizing over the $M_*/L$ amplitude $\Upsilon_{a_0}$, the gradient strength parameter $K$ in Equation (10), and the DM/PM profile parameters. We have considered a reasonable range of functional forms for the IF or DM profile (Equations (4)–(6) and (12)) that leave little possibility of hidden systematic error associated with the chosen functional forms of the IF or DM profile. However, is it possible that our treatment of the $M_*/L$ gradient, Equation (10) with $A = 2.33$ and $B = 6$, is too restrictive? Whereas the ratio $A/B$ determines the radius within which the gradient matters, the product $KA$ determines $(M_*/L)_{R_0} = (M_*/L)_{\text{bary}}$. Given that we already consider $0 \leq K < 1.5$, there is no need to consider varying $A$ as well. Therefore, we have studied how our results change if we change $B$ (recall that $A/B = 0.4$ is indicated by current data).

Setting $B = 3$ or 9 ($R_{lim} \approx 0.8R_e$ or 0.25$R_e$; recall that current data prefer $R_{lim} \approx 0.4R_e$) makes little difference to the inferred ratio $a_K/a_B$, although the posterior PDFs of $K$ are shifted. (The limiting cases of $B \to 0$ or $\infty$ would be equivalent to the case without a gradient.) Figure 17 shows...
results with $B = 3$. Thus, our results on $a_X/a_B$ are robust with respect to the choice of the gradient model unless it is dramatically different from Equation (10).

Could our finding that the Simple IF (Equation (4) with $\nu = 1$) is preferred still be systematically in error? Our numerical experiments show that McGaugh’s IF could be preferred if we assume no $M_\star/L$ gradient ($K = 0$) in any galaxies and the MOND IF given by Equation (5) (or the Einasto 1965 DM profile) is assumed. On the other hand, if all elliptical galaxies have very strong $M_\star/L$ gradients ($K \gtrsim 1.2$), then Bekenstein’s IF would be preferred. However, as we discuss below, we believe these extreme cases are unlikely.

As we discuss in the Introduction, the total lack of any gradient ($K = 0$) for all elliptical galaxies is not supported by a host of current observational studies. Our own Bayesian inferences (Chae et al. 2018) also do not support the absence

Figure 16. Observed and best-fit $\sigma_{in}(R)$ profiles associated with the Simple and McGaugh IFs with $a_0 = 1.2 \times 10^{-10}$ m s$^{-2}$, for four “spherical” galaxies (ellipticities $\varepsilon < 0.1$).
elliptical galaxies are also unlikely; that allows a smoother radial gradient over a radial range up to 0.8.

In the supercritical acceleration regime, we must assume constant $M$ for McGaugh’s highest side of the spectrum of current observational results. A direct $\chi^2$ test of the McGaugh IF using the spherical galaxy NGC 4636 also rules it out, as shown in Figure 16. Our results clearly support an RAR that can be described by the Simple IF as a mean (stacked) property. This result may well contain important information about DM properties or the property of gravity. Interestingly, the recently proposed scenario of baryon–DM interactions by Famaey et al. (2018) is fully consistent with our empirical RAR.

In this context, it is worth noting that our present study is not a rigorous test of whether a universal RAR exists in elliptical galaxies, nor whether a universal acceleration scale $a_0$ exists, although we have investigated individual PDFs of MOND IF profiles (see Section 4.4). Nor do we have a particular paradigm in mind. Rather, we have tried to extract the most information on DM or MG from the data. The ongoing debate on the issue of the presence/absence of a universal RAR in rotating galaxies (Kroupa et al. 2018; McGaugh et al. 2018; Rodrigues et al. 2018) is also relevant for dispersion-dominated elliptical galaxies. If a universal RAR truly exists, then both rotating and nonrotating galaxies must imply the same relation.

Our empirical RAR in the supercritical regime is not matched by the MUGS simulations of galaxy formation and evolution within the $\Lambda$CDM paradigm (Figure 9). Because the other inputs to our $\Lambda$CDM estimate of the RAR (stellar-to-halo mass ratios, halo profiles, and concentrations) are standard, the disagreement suggests that our empirical RAR provides a useful constraint on galaxy formation models within the context of $\Lambda$CDM.

While our present exploratory analysis of the supercritical acceleration regime of elliptical galaxies demonstrates the potential of using elliptical galaxies in addressing the DM problem, it also highlights the importance of quantifying $M_*/L$ gradients. Large IFS samples, such as those provided by the MaNGA survey (Bundy et al. 2015), will allow a better determination of both $\sigma_{los}(R)$ and $M_*/L$ gradients. Therefore, we hope our exploratory analysis motivates a more precise determination of the RAR in these larger samples.
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### Appendix A

**Comments on Monte Carlo Sampling: SMC versus MCMC**

All the results in the main text use sets of parameters generated through MC sampling algorithms. We have considered two algorithms: the SMC (our own algorithm written...
by K.-H. C.) and the MCMC implemented in the “emcee” package (Foreman-Mackey et al. 2013). The SMC produces MC models that satisfy a certain criterion ($\chi^2 < \chi^2_{\text{crit}}$), without any correlation between successive iterations. Consequently, this method is slow, but it searches the entire parameter space within the prior ranges. Theoretically, it is based on a top-hat likelihood function, but the resulting posterior PDF of a parameter is not a top-hat shape, because the PDF of $\chi^2$ in the accepted parameter space does not follow a top-hat shape. Although this method is rather crude, tests using mock velocity dispersion profiles (see Section 4.1) indicate that it is robust and reasonably satisfies the expected statistics (albeit conservatively rather than accurately).

The MCMC method produces correlated MC models through self-proposed covariance matrices between iterations after a sufficient number of initial iterations. The algorithm is efficient and sophisticated—and hence, popular. We have tested it with a Gaussian likelihood (Equation (15)), using the same mock velocity dispersion profiles as in Section 4.1. Figure 18 shows the analog of Figure 10. Compared with the SMC, the MCMC returns narrower distributions of $a_x/a_B$. However, in some cases, the posterior distributions actually rule out the input model (in this case, the McGaugh IF)!. This is particularly so for NGC2695sim. This indicates that emcee with the Gaussian likelihood can sometimes return unrealistically narrow (overconfident) results. This difficulty did not arise with the SMC, which is why we showed both SMC and MCMC sampling results in the main text.

**Appendix B**

**Correlation of Parameters from the MCMC Sampling in the ΛCDM Case**

We provide examples of the correlation of parameters from the MCMC sampling of models in the ΛCDM case. For this purpose, we chose the four roundest galaxies that can be modeled most reliably using spherical models: NGC 4486, 4636, 5846, and 6703. Figure 19 exhibits the results.
Figure 19. Correlation of parameters (Table 2) in the $\Lambda$CDM case through the MCMC sampler. Here, stellar mass $M_*$ refers to $T_{\alpha_0} \times L_{\alpha_{\text{MGE}}}$, where $L_{\alpha_{\text{MGE}}}$ is the luminosity of the MGE light distribution in the SDSS $r$-band.
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