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Abstract—In this paper, we analyze the tradeoff between the profits gained by mobile virtual network operators (MVNOs) in an orthogonal frequency division multiple access (OFDMA)-based virtualized wireless network (VWN). In this respect, MVNOs rent the network resources from a mobile network operator (MNO) to create virtual resources based on allocated rates and the cost due to allocated transmit powers in two different strategies: resource-based isolation strategy and rate-based isolation strategy. In resource-based isolation strategy, it is assumed that the whole bandwidth in each base station is divided equally among MVNOs whereas in rate-based isolation strategy, the whole bandwidth in each base station is allocated dynamically between MVNOs. We then formulate a multi-objective optimization problem (MOOP) to show the tradeoff between the maximum profit of each MVNO. To solve the formulated MOOP, we adopt the weighted Tchebycheff approach, which can provide the complete Pareto optimal region for nonconvex problems. Thus, by developing such formulation, we will be able to find the best profit gained by MVNOs. We also employ monotonic optimization to obtain the global optimal solutions of the non-convex problems by applying polyblock outer approximation algorithm. Our numerical results show the importance of the aforementioned tradeoffs and confirm that the proposed geometric programming (GP) based algorithm achieves excellent performance as compared to the monotonic method.
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I. INTRODUCTION

In the current decade, due to the tremendous growth of wireless traffic and services, the mobile networks require a fundamental change to provide higher capacity and to exploit the available capacity more efficiently. Some recent studies have indicated a growing worldwide demand in network provisioning for data-dominated services, e.g., video and social network applications [1]. The concept of virtualized wireless networks (VWNs) has been proposed as a promising approach to increase the spectrum efficiency for next-generation wireless networks where virtual network operators can efficiently use the shared limited wireless resources [2], [3], e.g., infrastructure, radio spectrum and computation resources owned and managed by infrastructure providers (InPs) [4]. Driven by the ever-increasing market demand, mobile virtual network operators (MVNOs) [5] have rapidly popularized and achieved commercial success in recent years. In 2018, the global MVNO market revenue has reached approximately 60.5 billion U.S. dollars, and it is expected to grow to 102.932 billion U.S. dollars in 2023. In addition, the number of MVNOs worldwide has exceeded 1000 [6]. MVNO is a new type of wireless communication service provider which offers cheaper or more flexible data plans. An MVNO is a mobile carrier that provides mobile phone services, while it does not have its own licensed frequency allocation of radio spectrum, nor does it necessarily have the entire infrastructure required to provide mobile telephone services [7]. MVNOs can be classified into two types, full and light [8]. Full MVNOs depend only on their host MNO’s radio access network and part of the Internet Protocol (IP) core network. Light MVNOs almost entirely depend on their host MNO’s infrastructure, including the radio access network and IP core work, but they provide their own authentication servers. In [9], the authors proposed an efficient resource allocation framework by using the generalized Kelly mechanism. An InP first allocates its wireless resources among MVNOs based on auction mechanism, and then each MVNO efficiently shares the obtained wireless resources from the InP to its mobile users. In network virtualization environment [10], complicated physical network can be separated into several simple virtual networks which makes multi-service resource allocation problem simpler. The main goal of VWNs is the separation of services and physical resources. An efficient enabler for this scheme is the new entities, i.e., MVNOs [11]–[14]. To this end, MVNOs rent physical resources from InP in the form of slices and employ them as virtual resources to provide services.
for users [15]. As a result, MVNOs are able to customize the resources in order to provide bespoke services based on their qualities defined by service providers (SPs). Since the SPs need to pay to MVNOs for their QoS provisioning, MVNOs should efficiently allocate the available resources to enhance the SP performance. Furthermore, the capital expenditures and operating expenses by using VWNs can be significantly reduced [2], [11], [15], [16].

In most previous works on resource allocations in VWNs, a single objective optimization problem (SOOP) is solved to maximize the network sum rate [9], [17]–[22]. For example, adaptive resource allocation techniques have been considered in orthogonal frequency division multiple access (OFDMA)-based VWNs in order to maximize the network sum rate subject to constraints on the minimum required rate for each slice and individual base-station transmit power [17]–[19]. More specifically, a joint BS assignment, sub-carrier, and power allocation algorithm is formulated and solved in [17] to maximize the network sum rate, while satisfying the minimum required rate of each slice. The resource allocation for wireless virtualized networks is studied in [18] when both the backhaul capacity of the infrastructure provider and the users’ quality-of-service requirements are guaranteed. The resource allocation problem is formulated as an NP-hard optimization problem that jointly optimizes power and slice allocations. Moreover, in [22], a coalitional game-based algorithm is proposed to maximize the system-wide utility and minimize the total power consumption through jointly optimizing the user association and power allocation for NOMA-enabled small-cell networks. In [19], the joint resource provisioning and admission control are formulated aiming to maximize the total rate of wireless virtualized networks while taking into account the minimum required rate and resources of rate-based and resource-based slices. The spectrum sharing problem in a heterogeneous wireless network is considered in [23] where small-cell base stations are optimally matched with SPs.

Moreover, pricing approach is considered as a popular method in wireless network virtualization. The purpose of the pricing approach is that the MNO (seller) shares the resources with others based on the competition of the resource price which is the bidding price from the MVNOs (buyers). Based on the bidding price from the buyers, the winner is selected and the optimal price is decided considering the revenue of the buyer and seller. In [24], the dynamic pricing that the InP applies to MVNOs is modeled as a two-stage Stackelberg game. A multi-stage game for modeling the MNO-MVNO interaction is presented in [25] where the MNO investment, the MVNO’s decision on the leasing from the MNO and the retail pricing are successively focused on at each stage. In [26], the authors used backward induction to characterize a dynamic game for competitive spectrum acquisition and pricing strategies between two MVNOs. The authors in [27], studied how the MVNOs should make pricing decisions when others’ inventory information is known or unknown. For the known case, they proposed an optimal pricing scheme for maximizing the revenue of each other. For the unknown case, a distributed coalition formation algorithm is developed to maximize each MVNO’s revenue. In [28], the authors studied the complex interactions among the host MNO, MVNOs and end user under Cournot and Stackelberg games. In [29], the authors investigated the resource allocation problem in a virtualized-cloud radio access network (V-CRAN) as a two level non-cooperative pricing problem. In [30], the authors considered three-layer game theoretic model for maximization utilities of wireless resource providers (WRPs), MVNOs and end-users, and analyzed the uniqueness and existence of equilibrium point. Such pricing approaches are effective in optimizing the tradeoff between MVNOs for networks where distributed operation of different entities are plausible and/or required. In a network with centralized operation, multi-objective optimization (MOOP) can properly model and tackle the tradeoff between the profits of individual MVNOs.

Since the MVNOs usually consider different numbers of slices and frequency channels, the most benefit of MVNOs can be highly motivated by optimizing their profits as a performance metric. Therefore, allocating resources to the users of different MVNOs is conflicting. In other words, in the first glance, each MVNO does the best to optimize its profits, however, considering limited resources, the optimization on these profits would be considered as an MOOP [31].

The framework of MOOP has been applied to study the tradeoff between conflicting objectives in wireless systems [32]–[40]. For example, in [33], using the MOOP concept, the achievable sum rate and total power consumption were optimized while considering the downlink transmission of cloud-radio access networks (C-RANs) with limited fronthaul capacity. In [36], the authors presented a MOOP framework for energy efficiency and spectral efficiency maximization when radio resources are shared among multiple operators in a network. Also, in [37], to study a tradeoff between the energy efficiency and spectral efficiency in multiclass heterogeneous networks, a MOOP is formulated in which both energy efficiency and spectral efficiency of the network are maximized while satisfying the rate requirement of users. A multi-objective power efficient resource allocation scheme for achieving balance between downlink and uplink transmit power minimization was proposed in [39]. Multi-objective resource allocation problem was formulated in [41] to investigate joint bandwidth and power allocation in multi-RAT HetNets to improve the energy efficiency. Moreover, in [42], the tradeoff among the downlink rates of SPs is improved while using non-orthogonal multiple access (NOMA) technique.

Different from previous papers in VWNs that studied the problem of resource allocations as a SOOP, in this paper, we exploit the MOOP framework in order to find a tradeoffs between the profits gained by MVNOs while guaranteeing different QoS corresponding to each MVNO. It is worth noting that because of nonconvex nature of optimization on the considered performance metrics, the weighted sum of the metrics as a SOOP formulation is not able to provide the whole Pareto optimal region [43]. The main contributions of this paper can be summarized as follows:

- We first consider two different isolation strategies: resource-based and rate-based. In the resource-based isolation strategy, it is assumed that the whole bandwidth in each base station is divided equally between MVNOs whereas in the rate-based isolation strategy, the whole bandwidth in each base station is allocated dynamically between MVNOs.
• Optimization problems with multiple objectives appear naturally in many engineering fields to model tradeoffs between, for example, application performance, operational expenses, logistics, and environmental impacts. To analyze and obtain insights on such problems without imposing any additional structure it is common to formulate them as multi-objective optimization problems. A multi-objective optimization problem involves two or more optimization goals that can be conflicting, i.e., improvement to one objective comes at the expense of another objective. Since the MVNOs usually consider different numbers of slices and frequency channels, the most benefit of MVNOs can be highly motivated by optimizing their profits as a performance metric. Therefore, allocating resources to users of different MVNOs can be conflicting. In other words, in the first glance, each MVNO does the best to optimize its profits, however, considering limited resources, the optimization on these profits would be considered as a MOOP. We formulate an MOOP framework that jointly maximizes the profit of MVNOs to investigate a tradeoff between these profits for MVNOs in downlink OFDMA system for resource-based and rate-based isolation strategies. The system is constrained by a maximum total transmit power for each base station.

• Towards solving the formulated MOOP, we first apply a weighted Tchebycheff method [31], [43] which is able to efficiently find the Pareto optimal solution while employing a much lower complexity in comparison with other methods, e.g., the weighted product method, epsilon-method, and exponentially weighted criterion, despite the nonconvexity of the considered problem. Subsequently, we propose an iterative approach that alternatively assigns subchannels and allocates power to users at each MVNO. In this respect, for subchannel assignment, we relax the binary constraint of subchannel assignment indicator into continuous ones. For power allocation, the Difference of Convex functions (D.C.) programming is applied. The convergence of the proposed algorithm is also demonstrated.

• To find the global optimal solutions of SOOP, the SOOP is converted into the form of monotonic optimization which will reduce the difficulty. A majority of nonconvex problems for optimization of communication and networking systems exhibit monotonicity or hidden monotonicity structures. Thus, the optimal solutions can be found at the upper boundary of the feasible set by applying the polyblock outer approximation algorithm. In this paper, we also develop a non-convex optimization framework based on monotonic optimization by outer polyblock approximation. For doing so, we convert the MOOP into SOOP applying the weighted Tchebycheff method. Then, the SOOPs are represented in terms of differences of monotonic increasing functions. Next, the problems are reformulated as the maximization of increasing functions over normal constraint set.

The rest of this paper is organized as follows. Section II describes the system model of an OFDMA-based VWN. In Section III and Section IV, we formulate an MOOP between the profit of MVNOs and develop an algorithm to solve it by using weighted Tchebycheff method. The subchannel assignment and power allocation are separately investigated. In Section V, we also apply the monotonic optimization method to obtain the global optimal solutions. Numerical results are presented in Section VI, followed by concluding remarks in Section VII.

II. SYSTEM MODEL

We consider an OFDMA-based virtualized cellular network consisting of a set of $C$ cells (denoted by $C = \{1, 2, \ldots, C\}$) owned by InPs. As shown in Fig. 1, in this model, a set of $V$ MVNOs (denoted by $V = \{1, 2, \ldots, V\}$) rent the network resources from the InPs to serve the users in downlink. A set of all users is denoted by $\mathcal{M} = \{1, 2, \ldots, M\}$.

Each user is exclusively subscribed to an MVNO and $\mathcal{T}_v$ denotes the set of users subscribed to MVNO $v \in V$ such that $\bigcup_{v \in V} \mathcal{T}_v = \mathcal{M}$ and $\bigcap_{v \in V} \mathcal{T}_v = \emptyset$. The bandwidth of $B$ Hz is divided into $N$ sub-channels such that each sub-channel has a bandwidth of $B_c = B/N$ Hz. The set of all sub-channels is denoted by $\mathcal{N}$. The sub-channels are modeled as block flat-fading channels, where the channel gains remain constant during each time slot, but may vary independently from a time slot to another. Moreover, it is assumed that perfect channel state information of users is available. $h_{n,c}^v(t)$ denotes the instantaneous channel power gains from the BS of cell $c$ to user $m$ on sub-channel $n$ at time slot $t$.

Each user is associated with one cell and each sub-channel at each cell is allocated exclusively to one user due to the OFDMA restriction. The parameter $\psi_{n,c}^v$ represents sub-channel assignment and cell association variable for user $m$. In particular, $\psi_{n,c}^v = 1$ if sub-channel $n$ of cell $c$ is allocated to user $m$ and $\psi_{n,c}^v = 0$ otherwise. Moreover, the power allocated for transmission for MVNO $v$ on sub-channel $n$ in cell $c$ at time slot $t$ is denoted by $p_{n,c}^v(t)$. The noise power spectrum density is given by $N_0$.

In this work, to manage isolation between different MVNOs, we consider two different strategies, i.e., resource-based and rate-based isolation. In the resource-based isolation strategy, an exclusive fixed bandwidth is allocated to each MVNO in each cell. Such strategy will allow us to allocate a predefined amount...
of sub-channels to each MVNO in each cell and avoid inter-MVNO interference. Although such strategy helps to achieve resource-based isolation, its rigidity could limit the achievable performance. In contrast, we study rate-based isolation strategy that allows dynamic allocation of resources among MVNOs, while guaranteeing minimum rate requirements per each MVNO.

In the following, we introduce each of these strategies in detail. In particular, we present the instantaneous received signal-to-interference-plus-noise ratio (SINR) and the corresponding network utility for MVNOs.

A. Resource-Based Isolation Strategy

In the resource-based isolation strategy, depending on the service level agreement, the entire bandwidth in each cell is divided between different MVNOs in a mutually exclusive manner. In particular, it is assumed that a fixed set of sub-channels in each cell denoted by $N_v \subset N$ is allocated to MVNO $v$. With this strategy, the channel assignment and cell association variables should satisfy the following constraint.

$$\sum_{v \in V} \sum_{v \in N} \sum_{c \in C} \psi_{m,c} = 0, \forall v \in V, \quad (1)$$

where $N \setminus N_v$ is the absolute complement of $N_v$. Since the sub-channel subsets corresponding to different MVNOs (i.e., $N_v$’s) are mutually exclusive, no interference will be imposed to a user of an MVNO by other MVNOs.

In this case, the received signal-to-interference-plus-noise ratio (SINR) at user $m \in I_v$ of MVNO $v$ on sub-channel $n \in N_v$ in cell $c$ is given by

$$\text{SINR}_{m,v}^{n,c} = \frac{p_{v}^{n,c} h_{m}^{n,c}}{N_0 + \sum_{v \in V, c \in C} p_{v}^{n,c} h_{m}^{n,c}}, \forall m \in I_v, \forall n \in N_v, \quad (2)$$

where $h_{m}^{n,c}$ is the instantaneous channel power gain between the BS at cell $c$ and user $m$ on sub-channel $n$. Thus, $\sum_{v \in V, c \in C} p_{v}^{n,c} h_{m}^{n,c}$ is the total interference experienced by user $m$ of MVNO $v$ in cell $c$ on sub-channel $n$ from other cells. We define the network utility of MVNO $v$ as the difference between the network revenue of MVNO $v$ acquired from providing resources to users and the cost incurred due to leasing the transmit power and bandwidth from base stations to serve its users as

$$U_v^{S}(p_v, \psi) = \kappa_R R_v^{S}(p_v, \psi) - \kappa_P \Pi_v^{S}(p_v, \psi) - \kappa_B B_v^{S}(\psi), \quad (3)$$

where

$$R_v^{S}(p_v, \psi) = \sum_{v \in I_v} \sum_{n \in N_v} \sum_{c \in C} \psi_{m,c}^{n,c} \ln \left(1 + \text{SINR}_{m,v}^{n,c} \right), \quad (4)$$

is the achievable rates of all users subscribed to MVNO $v$,

$$\Pi_v^{S}(p_v, \psi) = \sum_{v \in I_v} \sum_{m \in I_v} \sum_{c \in C} \psi_{m,c}^{n,c} p_{v}^{n,c}, \quad (5)$$

is the total transmit power allocated to MVNO $v$ in all base stations, and

$$B_v^{S}(\psi) = \sum_{v \in I_v} \sum_{n \in N_v} \sum_{c \in C} \psi_{m,c}^{n,c}, \quad (6)$$

is the total bandwidth allocated to MVNO $v$. In (3), $p_v$ represents the matrix of power allocated to MVNO $v$ in each sub-channel and each cell. $\kappa_R$ and $\kappa_B$ are the prices charged to the MVNOs for using the power and bandwidth, respectively. Moreover, $\kappa_R$ is the revenue received per unit of data rate.

B. Rate-Based Isolation Strategy

With the rate-based isolation strategy, the whole bandwidth in each cell is dynamically distributed between MVNOs such that the frequency sub-channels allocated to a MVNO in one cell are not necessarily the same as the ones allocated to that MVNO in other cells. With such strategy, the SINR at user $m \in I_v$ of MVNO $v$ on sub-channel $n$ in cell $c$ is given by

$$\text{SINR}^{n,c}_{m,v} = \frac{p_{v}^{n,c} h_{m}^{n,c}}{N_0 + \sum_{v \in V, c \in C} p_{v}^{n,c} h_{m}^{n,c}}, \quad (7)$$

where $h_{m}^{n,c}$ is the instantaneous channel power gain from the BS in cell $c$ to user $m$ on sub-channel $n$. Thus, $\sum_{v \in V, c \in C} p_{v}^{n,c} h_{m}^{n,c}$ is the total interference from other cells and other MVNOs. Hence, the total achievable rates by users of MVNO $v$ is

$$R_v^{T}(p_v, \psi) = \sum_{v \in I_v} \sum_{n \in N_v} \sum_{c \in C} \psi_{m,c}^{n,c} \ln \left(1 + \text{SINR}^{n,c}_{m,v} \right). \quad (8)$$

In this case, instead of exclusively assigning a certain amount of sub-channels to a MVNO, a minimum rate requirement is guaranteed as

$$R_v^{T} \geq R_{\text{min},v}, \forall v \in V, \quad (9)$$

Similar to the resource-base isolation strategy, the network utility of MVNO $v$ is defined as

$$U_v^{T}(p_v, \psi) = \kappa_R R_v^{T}(p_v, \psi) - \kappa_P \Pi_v^{T}(p_v, \psi) - \kappa_B B_v^{T}(\psi), \quad (10)$$

where

$$\Pi_v^{T}(p_v, \psi) = \sum_{v \in I_v} \sum_{m \in I_v} \sum_{c \in C} \psi_{m,c}^{n,c} p_{v}^{n,c}, \quad (11)$$

is the total power allocated to MVNO $v$, and

$$B_v^{T}(\psi) = \sum_{v \in I_v} \sum_{n \in N_v} \sum_{c \in C} \psi_{m,c}^{n,c}, \quad (12)$$

is the total bandwidth assigned to MVNO $v$ in all base stations.

From the perspective of network service providers, how to maximize the network utility is always one of the major concerns. In this paper, we make use of utility function method for illustrating the business model of both InPs and MVNOs. The utility function of MVNO is defined as the difference between the network revenue of MVNO $v$ acquired from providing resources to users and the cost incurred due to leasing the transmit power and bandwidth from base stations to serve its users in (3). Here if the MVNO increases the power and bandwidth allocated to
its UEs, the data rate increases, and so does the revenue; however, the MNVO can suffer from higher cost due to the increased resource purchased from the InP. The difference between (2) and (7) is that the interference of (2) comes from the other cells, and the other interference in (7) comes from both other cells and other MVNOs.

In the following section, to analyze the tradeoff between maximum utilities of different MVNOs, we formulate the joint sub-channel assignment, cell association, and power control optimization problem as MOOP.

### III. MOOP FORMULATION

In this section, we formulate the MOOPs to assess the tradeoff between the profit of MVNOs for both resource-based and rate-based isolation strategies. The aim of the proposed MOOPs is to jointly provide the maximum profit for each MVNO under fading environment.

#### A. Resource-Based Isolation Strategy

The joint constrained optimization for the resource-based isolation strategy can be formulated as

\[
\begin{align*}
\max_{\{U^S_1, U^S_2, \ldots, U^S_v, \ldots, U^S_N\} \in C} & \sum_{v \in V} \sum_{n \in N_v} \sum_{c \in C_v} \psi^{n,c}_m P^{n,c}_v \leq P^{c}_{\text{max}}, \forall c \in C, \\
\text{s.t.} & (13b), (13c), (13d), (13e), (13f)
\end{align*}
\]

where \(\psi = [\psi^{n,c}_m] \in \mathbb{Z}^{M \times N \times C}\) denotes the sub-channel assignment and cell association variables for different users. Moreover, \(P \in \mathbb{R}^{V \times N \times C}\) is the collections of power allocation variables and \(P^{c}_{\text{max}}\) is the maximum total power at the base station in cell \(c\). The constraint (13b) enforces the maximum power budget in each cell. The constraint (13c) indicates that each cell sub-channel \(n\) can be allocated to at most one user. The constraint (13d) ensures that each user is only associated with one cell. Furthermore, the constraint (13e) guarantees the fixed sub-channel share of each MVNO in each cell.

#### B. Rate-Based Isolation Strategy

The joint constrained optimization for the rate-based isolation strategy is expressed as

\[
\begin{align*}
\max_{\{U^T_1, U^T_2, \ldots, U^T_v, \ldots, U^T_N\} \in C} & \sum_{v \in V} \sum_{n \in N_v} \sum_{c \in C_v} \psi^{n,c}_m \psi^c_v \leq P^{c}_{\text{max}}, \forall c \in C, \\
\text{s.t.} & (14b), (14c)
\end{align*}
\]

where \(\psi = [\psi^{n,c}_m] \in \mathbb{Z}^{M \times N \times C}\) denotes the sub-channel assignment and power control variables for different users. Moreover, \(P \in \mathbb{R}^{V \times N \times C}\) is the collections of power allocation variables and \(P^{c}_{\text{max}}\) is the maximum total power at the base station in cell \(c\). The constraint (14b) enforces the maximum power budget in each cell. The constraint (14c) ensures that each user is only associated with one cell. Furthermore, the constraint (14e) guarantees the fixed sub-channel share of each MVNO in each cell.

IV. PROPOSED ALGORITHM

In this section, we will develop algorithms to find the solution for the non-convex multi-objective optimization problems (13) and (14). To achieve the Pareto optimal solution, we convert the MOOP in (13) and (14) into SOOP applying the weighted Tchebycheff method, which transforms objectives into constraints by introducing auxiliary variables \(\chi_1\) and \(\chi_2\). Noting that MOOP can be transformed to a SOOP through different approaches, in this paper, we use the weighted Tchebycheff method which is able to find efficiently the Pareto optimal solution with a much lower complexity than other methods, e.g., the weighted product method, epsilon-method, and exponentially weighted criterion, despite the nonconvexity of the considered problem. Consequently, for resource-based isolation strategy, (13) is transformed to

\[
\begin{align*}
\min_{\{p, \psi, \Omega^v_1\}} & \chi_1, \text{ s.t.} \\
\chi_2 & \leq 0, \forall v \in V, \\
\Omega^v_1 & = \Omega^v_2 - U^S_v(p, \psi), \\
\Omega^v_2 & = \Omega^v_1 - U^T_v(p, \psi)
\end{align*}
\]

and, for rate-based isolation strategy, (14) is reformulated as

\[
\begin{align*}
\min_{\{p, \psi, \Omega^v_1\}} & \chi_2, \text{ s.t.} \\
\chi_1 & \leq 0, \forall v \in V
\end{align*}
\]

where \(\chi_1, \chi_2\) are the weighting coefficients indicating the importance of different objectives. Tchebycheff method guarantees to generate a set of Pareto-optimal solutions when \(\Omega^v_1, \Omega^v_2\) are the utopian objective points for the resource-based isolation strategy. Noting that \(\Omega^v_1, \Omega^v_2\) are the utopian objective points for the rate-based isolation strategy as the maximum of each objective separately [43]. The Utopia points for each MVNO can be achieved by optimizing the corresponding objective function of each MVNO given the constraints.

To deal with the joint optimization of \(p\) and \(\psi\), two-step iterative algorithms are proposed by sequentially performing sub-channel assignment and power allocation, although the two sub-problems will still remain non-convex. Despite the nonconvexity of the two sub-problems, they could be transformed
as complementary geometric programming (CGP) \(^2\) and hence be solved efficiently.

### A. Sub-channel Assignment and Cell Association Control

At the iteration \(\tau\), with given power \(p_v(\tau)\), we attempt to find the optimal sub-channel assignment and cell association \(\psi(\tau)\) at iteration \(\tau\). Accordingly, for the resource-based strategy based on (15), the association control problems can be presented as

\[
\min_{\{\psi, x(\tau)\}} \chi_1 \quad (17a)
\]

s.t.

\[
\alpha_v \left( \Omega_v^S - U_v^S(p_v(\tau), \psi) \right) - \chi_1 \leq 0, \forall v \in \mathcal{V},
\]

\[
\sum_{v \in \mathcal{V}} \sum_{n \in \mathcal{N}_v} x(n,c) \leq P_v \quad, \forall c \in \mathcal{C} \quad (17b)
\]

\[
\sum_{m \in \mathcal{M}} \psi_m^{n,c} - 1, \forall c \in \mathcal{C}, \forall n \in \mathcal{N} \quad (17c)
\]

\[
\left( \sum_{n \in \mathcal{N}} \psi_m^{n,c} \right) \left( \sum_{n \in \mathcal{N} \setminus \{c \}} \psi_m^{n,c} \right) = 0, \forall c \in \mathcal{C}, \forall m \in \mathcal{M} \quad (17d)
\]

\[
\psi_m^{n,c} = 0, \forall m \in \mathcal{M}, \forall n \in \mathcal{N} \setminus \mathcal{N}_v, \forall v \in \mathcal{V}, \forall c \in \mathcal{C} \quad (17e)
\]

\[
\psi_m^{n,c} = [0, 1] \quad, \forall m \in \mathcal{M}, \forall n \in \mathcal{N}, \forall c \in \mathcal{C} \quad (17f)
\]

\[
\psi_m^{n,c} = [0, 1] \quad, \forall m \in \mathcal{M}, \forall n \in \mathcal{N}, \forall c \in \mathcal{C} \quad (17g)
\]

Since (17) is an integer non-convex and NP-hard optimization problem, hence we apply the successive convex approximation (SCA) and complementary geometric programming (CGP) to solve it with low computational complexity. First, we relax the binary constraint of sub-channel assignment and cell association indicator into continuous ones in the interval \([0,1]\), which allows us to derive a computational efficient solution. Moreover, although we have applied binary constraint relaxation to the sub-channel allocation variables, the optimal sub-channel allocation for the constraint-relaxed problem is still in binary nature, i.e., the constraint relaxation is tight. Then, we will rewrite the constraints as the form of CGP. Here, we will analyze each constraint separately. First, (17b) for any \(v \in \mathcal{V}\) can be written as

\[
\frac{\alpha_v \Omega_v^S + \alpha_v \kappa_R \Pi_v(p_v(\tau), \psi) + \alpha_v \kappa_B B_v^{(\psi)}}{\chi_1 + \alpha_v \kappa_R} \leq 1,
\]

\[
\chi_1 \alpha_v \kappa_R \sum_{m \in \mathcal{M}} \sum_{n \in \mathcal{N}_v} \sum_{v \in \mathcal{C}} \psi_m^{n,c} \ln (1 + \text{SINR}_{m,v}^{n,c}) \leq 1, (18)
\]

\[
\chi_1 \left( \frac{\Omega_v^S - U_v^S(p_v(\tau), \psi)}{\chi_1} \right) - \chi_1 \leq 0, \forall v \in \mathcal{V},
\]

\[
\sum_{v \in \mathcal{V}} \sum_{n \in \mathcal{N}_v} x(n,c) \leq P_v \quad, \forall c \in \mathcal{C} \quad (17b)
\]

\[
\sum_{m \in \mathcal{M}} \psi_m^{n,c} - 1, \forall c \in \mathcal{C}, \forall n \in \mathcal{N} \quad (17c)
\]

\[
\left( \sum_{n \in \mathcal{N}} \psi_m^{n,c} \right) \left( \sum_{n \in \mathcal{N} \setminus \{c \}} \psi_m^{n,c} \right) = 0, \forall c \in \mathcal{C}, \forall m \in \mathcal{M} \quad (17d)
\]

\[
\psi_m^{n,c} = 0, \forall m \in \mathcal{M}, \forall n \in \mathcal{N} \setminus \mathcal{N}_v, \forall v \in \mathcal{V}, \forall c \in \mathcal{C} \quad (17e)
\]

\[
\psi_m^{n,c} = [0, 1] \quad, \forall m \in \mathcal{M}, \forall n \in \mathcal{N}, \forall c \in \mathcal{C} \quad (17f)
\]

\[
\psi_m^{n,c} = [0, 1] \quad, \forall m \in \mathcal{M}, \forall n \in \mathcal{N}, \forall c \in \mathcal{C} \quad (17g)
\]

To solve the CGP problem, consider \(\tau_1\) as the iteration number. At each iteration \(\tau_1\), the posynomial functions in the denominators of different constraints are approximated with monomial functions applying arithmetic geometric mean inequality \((\sum_{i=1}^n x_i \geq n^{-1/2} \left( \prod_{i=1}^n x_i \right)^{1/2})\). At the iteration \(\tau_1\), the constraint (18) can be approximated as

\[
\left( \frac{\chi_1(\tau_1)}{W(\tau_1)} \right)^{-W(\tau_1)} \prod_{m \in \mathcal{M}} \prod_{v \in \mathcal{V}} \prod_{n \in \mathcal{N}_v} \prod_{c \in \mathcal{C}} \left( \frac{\alpha_v \kappa_R \psi_m^{n,c}(\tau_1) \ln (1 + \text{SINR}_{m,v}^{n,c}(\tau_1))}{Q_m^{n,c}(\tau_1)} \right)^{-Q_m^{n,c}(\tau_1)} (19)
\]

where

\[
W(\tau_1) = \chi_1(\tau_1 - 1) + \alpha_v \kappa_R R_v^{(\psi)}(p_v(\tau_1), \psi(\tau_1 - 1)) \quad (20)
\]

\[
Q_m^{n,c}(\tau_1) = \frac{\alpha_v \kappa_R \psi_m^{n,c}(\tau_1) - 1 \ln (1 + \text{SINR}_{m,v}^{n,c}(\tau_1))}{\chi_1(\tau_1 - 1) + \alpha_v \kappa_R R_v^{(\psi)}(p_v(\tau_1), \psi(\tau_1 - 1))} \quad (21)
\]

Furthermore, to have a standard GP formulation, the constraint (17e) needs to be relaxed to guarantee the equality constraint only involves monomial functions. In the following, we first relax this constraint and then apply iterative arithmetic geometric mean approximation (AGMA) algorithm to get the monomial approximation. At iteration \(\tau_1\), we define \(x_{m,c}(\tau_1) = \sum_{n \in \mathcal{N}} \psi_m^{n,c}(\tau_1)\) and \(y_{m,c}(\tau_1) = \sum_{n \in \mathcal{N}} \psi_m^{n,c}(\tau_1)\), hence the constraint (17e) can be rewritten as

\[
x_{m,c}(\tau_1)(y_{m,c}(\tau_1) - x_{m,c}(\tau_1)) = 0 \quad (22)
\]

which is not a monomial function. (22) can be transformed into \(x_{m,c}(\tau_1)y_{m,c}(\tau_1) = x_{m,c}(\tau_1)\) and by adding 1 to both the left and right hand sides, we have \(x_{m,c}(\tau_1)y_{m,c}(\tau_1) + 1 = x_{m,c}(\tau_1) + 1\) for all \(c \in \mathcal{C}, m \in \mathcal{M}\). We introduce an auxiliary variable \(s_{m,c}(\tau_1) \geq 0\) to relax and convert (22) into the posynomial inequalities as follows

\[
x_{m,c}(\tau_1)y_{m,c}(\tau_1) + 1 \leq s_{m,c}(\tau_1) \leq x_{m,c}(\tau_1) + 1. \quad (23)
\]

The above inequalities can be written as

\[
x_{m,c}(\tau_1)y_{m,c}(\tau_1) + s_{m,c}(\tau_1) \leq s_{m,c}(\tau_1) \leq x_{m,c}(\tau_1) + 1, \quad (24)
\]

\[
\frac{s_{m,c}(\tau_1)}{x_{m,c}(\tau_1)} \leq 1. \quad (25)
\]

Hence, (24) is a posynomial inequality constraint already, although (25) needs to be transformed using AGMA approximation as

\[
\left( \frac{1}{\lambda_{m,c}(\tau_1)} \right)^{-\lambda_{m,c}(\tau_1)} \times \left[ \frac{x_{m,c}(\tau_1)}{\alpha_{m,c}(\tau_1)} \right]^{-\alpha_{m,c}(\tau_1)} \leq 1, \quad (26)
\]

where \(\lambda_{m,c}(\tau_1) = \frac{1}{x_{m,c}(\tau_1-1) + 1} \) and \(\alpha_{m,c}(\tau_1) = \frac{x_{m,c}(\tau_1-1)}{x_{m,c}(\tau_1-1) + 1}\). In addition, the equality constraints \(x_{m,c}(\tau_1) = \sum_{n \in \mathcal{N}} \psi_m^{n,c}(\tau_1)\) and \(y_{m,c}(\tau_1) = \sum_{n \in \mathcal{N}} \psi_m^{n,c}(\tau_1)\) also need to be converted.
into the monomial functions by applying AGMA approximation as
\[
x_{m,c}(\tau_1) \prod_{n \in N} \frac{\psi_{n,m,c}^+(\tau_1)}{\psi_{n,m,c}^-(\tau_1)} - \zeta_{n,m,c}^+(\tau_1) = 1, \quad (27)
\]
\[
y_{m}(\tau_1) \prod_{c \in C, n \in N} \frac{\psi_{n,m,c}^+(\tau_1)}{\eta_{n,m}^+(\tau_1)} - \eta_{n,m}^+(\tau_1) = 1, \quad (28)
\]
where \( \zeta_{n,m,c}^+(\tau_1) = \frac{\psi_{n,m,c}^+(\tau_1)}{\sum_{n \in N} \psi_{m,c}^-(\tau_1)} \) and \( \eta_{n,m}^+(\tau_1) = \frac{\psi_{n,m,c}^+}{\sum_{c \in C, n \in N} \psi_{m,c}^-(\tau_1)} \).

Using the approximated constraints, at each iteration \( \tau_1 \), (18) can be locally approximated by a GP problem. Iteratively solving the GP approximations, using SCA method, the algorithm will reach to the sub-channel and association control solution.

Similarly, in the case of rate-based strategy, we will use sequential GP approximation to solve the non-convex optimization problem (16), i.e.,
\[
\min \chi_2 \left( \psi_{x_i} \right) \quad (29a)
\]
s.t.
\[
\alpha_\epsilon \left( \Omega^T \epsilon - U^T (p_x(\tau), \psi) \right) - \chi_2 \leq 0, \forall v \in V, \quad (29b)
\]
\[
\sum_{v \in V} \sum_{n \in N} \sum_{c \in C} \psi_{n,v,c}^+ p_{n,c}^1 \leq \bar{P}_{n,c}, \forall \epsilon \in C, \quad (29c)
\]
\[
\sum_{v \in V} \psi_{n,v}^+ \leq 1, \forall \epsilon \in C, \forall n \in N, \quad (29d)
\]
\[
\left( \sum_{n \in N} \psi_{n,m}^- \right)^2 \left( \sum_{n \in N} \sum_{c \neq m} \psi_{n,c}^- \right) = 0, \forall \epsilon \in C, \forall n \in M, \quad (29e)
\]
\[
R_{c,n}^+ \geq R_{\min,v}, \forall v \in V, \quad (29f)
\]
\[
\psi_{n,v,c}^+ = [0, 1], \forall m \in M, \forall n \in N, \forall \epsilon \in C. \quad (29g)
\]

Apparently, for constraints (29b) and (29e), the same approach as for (17b) and (17c) can be applied to convert them into the CGP form. There is only minimum rate requirement constraint (29f) that can be transformed into
\[
R_{c,n}^+ \geq R_{\min,v}, \forall v \in V, \quad (29f)
\]
\[
\psi_{n,v,c}^+ = [0, 1], \forall m \in M, \forall n \in N, \forall \epsilon \in C. \quad (29g)
\]

Motivated by the special structure of the formulated problem of interest, in particular (15b) and (16b) in Difference of Convex functions form as follows:
\[
f(p) - g(p), \quad (31)
\]
where \( f(p) \) and \( g(p) \) are defined as
\[
f(p) = \kappa_R \sum_{v \in V} \sum_{n \in N} \sum_{c \neq v} \psi_{n,m,c}^+ \ln \left( N_0 + \sum_{c} p_{n,c} h_{n,m}^{c} \right), \quad (32)
\]
\[
g(p) = \kappa_R \sum_{v \in V} \sum_{n \in N} \sum_{c \neq v} \psi_{n,m,c}^+ \ln \left( N_0 + \sum_{c} p_{n,c} h_{n,m}^{c} \right) + \kappa_P \sum_{v \in V} \sum_{n \in N} \sum_{c \neq v} \psi_{n,m,c}^+ \quad + \kappa_B \sum_{v \in V} \sum_{n \in N} \sum_{c \neq v} \psi_{n,m,c}^+ \quad + \kappa_B \sum_{v \in V} \sum_{n \in N} \sum_{c \neq v} \psi_{n,m,c}^+. \quad (33)
\]

To obtain the Taylor series of \( g(p) \) we need their derivatives, which can be derived as follows:
\[
\nabla g(p, k, i) = \frac{\partial g(p) \partial y_{k,i}}{\partial y_{k,i}}. \quad (34)
\]
In this technique, $g(p)$ is estimated with the first order approximation as $g(p^{(l)}) + (\nabla g(p^{(l)}), (p - p^{(l)}))$ at point $p^{(l)}$ to convexify the function. Here, $(X, Y)$ denotes the standard inner product on $\mathbb{R}^{N \times M}$. The feasible points $p^{(0)}$ as the first iteration are selected and then the next iterations will be generated to obtain the solution of the following problem:

$$\min_{\{p, \chi\}} \chi_1, \quad \text{s.t.}$$

$$\alpha_v \left( \Omega_\alpha - \left( f(p) - g(p^{(l)}) \right) - \nabla g(p^{(l)}), (p - p^{(l)}) \right) - \chi_1 \leq 0, \quad (35b)$$

$$\chi_1 \geq 0. \quad (35c)$$

C. Joint Cell Association and Power Allocation Algorithm

Our iterative algorithm is summarized in Algorithm 1. This algorithm starts with obtaining a feasible solution for subchannel and transmit power. In each iteration, this algorithm alternatively find sub-channel assignment and cell association of users in MVNOs and allocates power to them at base stations. The iterations continue until no further improvement can be made.

D. Computational Complexity and Convergence Analysis of Algorithm 1

1) Computational Complexity: In Algorithm 1, to solve the original optimization problems in (17) and (29), the problem is transformed into a GP approximation and a series of GP problems is solved iteratively until convergence. A GP problem is solved using an interior point method in CVX. According to [46], the required number of iterations (Newton steps) to solve by this method is $\frac{\log(c/(t^0\delta))}{\log(\xi)}$, where $c$ is the total number of constraints, $t^0$ is the initial point used by the solver in CVX to apply the interior point method, $0 < \delta \leq 1$ is the stopping criterion, and $\xi$ is used for updating the accuracy of the method.

Regarding the resource-based isolation method, the total number of constraints of (17) is $c_1 = C + NC + 2MC + V + 3MC + M$ for Step 1.A and $c_2, s = V + C$ for Step 1.B. For each iteration, a Newton step of an interior-point method costs $O(cg^2)$ operations where $c$ is the number of constraints and $g$ is the number of variables. For the optimization problem of (17) for Step 1.A, the total number of variables is $g_{1,s} = 4MNC + 4MC + M + 2 = O(MNC)$. Thus, the total computational complexity of solving the GP problem of Step 1.A (i.e., number of Newton steps $\times$ required operations per step) is polynomial, namely, $C_{1,GP} = O(c_{1,s}^{1.5}g_{1,s}^2) = O(M^{3.5}V^{1.5}N^{3.5}C^{3.5})$.

On the other hand, for the rate-based isolation method by utilizing the same approach, the total number of constraints of (29) is $c_{1,t} = C + NC + MNC + 2V + 3MC + M$ for Step 1.A, and $c_{2,t} = 2V + C$ for Step 1.B. Also the number of variables is $g_{1,t} = 5MNC + 4MC + M + 2$ and $g_{2,t} = MNC + NVC + 1$, hence, the computational complexity becomes $C_{2,GP} = O(c_{1,t}^{1.5}g_{2,t}^2) = O(M^{3.5}V^{1.5}N^{3.5}C^{3.5})$ and $C_{1,DC} = O(c_{2,t}^{1.5}g_{2,t}^2) = O(M^{2.5}V^{2}N^{2}C^{3.5})$.

The number of iterations until convergence multiplied by $C_{1,GP}$. Therefore, the total computational complexity of Algorithm 1 can be calculated as the number of iterations until convergence multiplied by $C_{1,GP} = O(c_{1,t}^{1.5}g_{2,t}^2) = O(M^{3.5}V^{2}N^{2}C^{3.5})$. Based on numerical results, the number of iterations until convergence of Algorithm 1 is plotted versus the number of users, $M$, and sub-carriers, $N$ in Fig. 2, respectively. It has been shown that as $M$ and $N$ increase the required number of iterations for each problem to converge increases but only linearly. Consequently, we can deduce that the overall complexity of GP for Algorithm 1 only grows polynomially with the number of users and subcarriers.

2) Convergence Analysis:

**Proposition 1:** With AGMA, Step 1.A converges to a local optimal solution that satisfies the KKT conditions of the original problem.

**Proof:** In [47], it is shown that the conditions for the convergence of the SCA are satisfied and guarantee that solutions of series of approximation by AGMA converges to a point that satisfies the KKT conditions of optimization problem, i.e., a local maximum is attained [48].

**Proposition 2:** With DC approximation, the SCA approach generates a sequence of improved feasible solutions, which will finally converge to a locally optimal solution $p^*$ of Step 1.B.
Proof: We notice that at the conclusion of iteration \( \tau_2 > 0 \), it must be true that
\[
\alpha_v \left( \Omega_v - \left( f(p^{\tau_2}) - g(p^{\tau_2-1}) \right) - \nabla g(p^{\tau_2-1}), (p^{\tau_2} - p^{\tau_2-1}) \right) - \chi_1 \leq 0,
\]
(36)

On the other hand, the gradient of \( g_m(p^{\tau_2}) \) is indeed its supergradient [49] since \( g_m(p^{\tau_2}) \) is concave, i.e., \( g_m(p^{\tau_2}) \leq g_m(p^{\tau_2-1}) + \nabla g_m(p^{\tau_2-1}), (p^{\tau_2} - p^{\tau_2-1}) \). It follows that
\[
g_0(p^{\tau_2-1}) + \left( \nabla g_0(p^{\tau_2-1}), (p^{\tau_2} - p^{\tau_2-1}) \right) \geq g_0(p^{\tau_2}) \quad (37)
\]

From (36) and (37), it can be deduced that \( \alpha_v(\Omega_v - (f(p^{\tau_2}) - g(p^{\tau_2-1}))) - \chi_1 \leq 0 \). That is, the optimal solution generated at each iteration is always feasible with respect to problem. The objective value of (35) is either unchanged or improved after iteration \( \tau_2 \). Since the constraint set is compact and each subproblem remains within the feasible region of (35), the SCA approach will converge to a locally optimal solution \( p^* \) of (35), i.e., a local maximum is obtained.

**Proposition 3:** For a feasible problem of two objective functions, Algorithm 1 will converge to a local maximum.

**Proof:** Denote the objective functions of (17) as
\[
\Psi(p, \psi) := \chi_1
\]
(38)

We have relationship
\[
\Psi(p, \psi) = \min_{(\psi, \chi_1)} \Psi(p, \psi, \chi_1) \leq \Psi(p, \psi, \chi_1 - 1)
\]
(39)

Essentially, this means that Algorithm 1 gives nonincreasing functions as the iterations continue. With power constraints, Algorithm 1 is guaranteed to converge to a locally optimal solution \( (\psi^{opt}, p^{opt}) \), which corresponds to a local maximum of (35).

V. MONOTONIC OPTIMIZATION METHOD

Many non-convex problems to optimize communication and networking systems have monotonicity or hidden monotonicity structures. Efficient use of the monotonicity properties would considerably reduce the difficulty of obtaining the global optimal solutions of problems, and this is indeed a vital thought underlying the theory of monotonic optimization.

The canonical monotonic optimization is concerned with problems of the following form
\[
\max \{ f(x) | x \in G \cap H \} \quad (40)
\]
where \( f(x) : R^n_+ \rightarrow R \) is an increasing function, \( G \subset [0, b] \subset R^n_+ \) is compact normal set with noempty interior, and \( H \) is a closed conormal set on \([0, b] \). Sometimes, \( H \) is not present in the formulation, and the problem becomes
\[
\max \{ f(x) | x \in G \} \quad (41)
\]
In real applications, sets \( G \) and \( H \) often result from constraints involving increasing functions \( g_i(x) : R^n_+ \rightarrow R \) and \( h_i(x) : R^n_+ \rightarrow R \)
\[
g_i(x) \leq 0, \quad i = 1, \ldots, m_1
\]
\[
h_i(x) \geq 0, \quad i = m_1 + 1, \ldots, m. \quad (42)
\]
Setting \( g(x) = \max \{ g_1(x), \ldots, g_m(x) \} \) and \( h(x) = \min \{ h_1(x), \ldots, h_m(x) \} \), the above inequalities are equivalent to
\[
g(x) \leq 0, \quad h(x) \geq 0 \quad (43)
\]

In practice, \( f(x) \) would be a certain system performance, \( g(x) \) would be certain resources with limited availability, and \( h(x) \) would be the level of users’ satisfaction. Overall, the limitations of real systems can lead to a feasible set of arbitrary shapes instead of the one properly formulated in (41).

A. Difference of Increasing Functions in the Constraints

We consider the problem
\[
\max \{ f(x)|g(x) - h(x) \leq 0, x \in \Omega \subset R^n_+ \} \quad (44)
\]
where \( f, g, h \) are increasing and continuous functions on \( R^n_+ \), and \( \Omega \) is a normal set contained in \([0, b] \subset R^n_+ \). To convert the problem into the canonical, we can divide the inequality \( g(x) - h(x) \leq 0 \) for \( x \in \Omega \) into two inequalities:
\[
g(x) + t \geq g(b), h(x) + t \geq g(b) \quad (45)
\]
where \( t \geq 0 \). Define
\[
G = \{ (x, t) \in R^n_+ \times R_+ | x \in \Omega, g(x) + t \leq g(b), 0 \leq t \leq g(b) - g(0) \}
\]
\[
H = \{ (x, t) \in R^n_+ \times R_+ | h(x) + t \geq g(b) \} \quad (46)
\]
Therefore, the problem is monotonic optimization in canonical form.

According to these properties of monotonic algorithm, we will transform the ordinary problems (non-monotonic) constraints into the monotonic form.

B. SOOP Convert Into Monotonic Optimization

1) Resource-Based Isolation Strategy: To reduce the complexity, first the SOOP of (17) need to convert into the maximization optimization problem. Assume \( Z_1 = -\chi_1 \), hence the objective problem will be
\[
\max_{(p, \psi, z_1)} Z_1, \quad \text{s.t.} \quad \psi \leq 0, \psi \leq 0, \forall v \in V,
\]
(47b)
\[
\sum_{v \in V} \sum_{m \in M} \sum_{c \in C} \psi^n_{m,c} P^c_{m,c} \leq P^c_{\text{max}}, \forall c \in C
\]
(47c)
\[
\sum_{m \in M} \psi^n_m \leq 1, \forall c \in C, \forall m \in M
\]
(47d)
\[
\left( \sum_{n \in N} \psi^n_{m,c} \right) \left( \sum_{n \in N} \sum_{c \in C} \psi^n_{m,c} \right) = 0, \forall c \in C, \forall m \in M
\]
(47e)
Note that this optimization problem is a mixed-integer non-linear programming. And it is not a monotonic optimization problem in canonical form since (47b) and (47g) are not monotonic. Then we will transfer the non-monotonic constraints into monotonic constraints form. To facilitate the presentation, the constraints (47b) can be rewritten as

\[ U_v^S(p_v, \psi) \geq \Omega_v^S + \frac{Z_1}{\alpha_v} \]

\[ \kappa_R U_v^S(p_v, \psi) - \kappa_P \Pi_v^S(p_v, \psi) \geq \Omega_v^S + \frac{Z_1}{\alpha_v} \]  

where the achievable rate of all users is expressed as

\[ R_v^S(p_v, \psi) = \sum_{m \in M_v} \sum_{n \in N_v \setminus \mathcal{N}_v} \psi_{m,n} \ln \left( 1 + \text{SINR}_{m,n,v} \right) \]

\[ = \sum_{m \in M_v} \sum_{n \in N_v \setminus \mathcal{N}_v} \psi_{m,n} \ln \left( 1 + \frac{p_{m,n} h_{m,n}^c}{N_0 + \sum_{\forall c \neq c} p_{m,n}^c h_{m,n}^c} \right) \]

\[ = \sum_{m \in M_v} \sum_{n \in N_v \setminus \mathcal{N}_v} \ln \left( N_0 + \sum_{\forall c \neq c} \psi_{m,n}^c p_{m,n}^c h_{m,n}^c \right) \]

\[ - \sum_{m \in M_v} \sum_{n \in N_v \setminus \mathcal{N}_v} \ln \left( N_0 + \sum_{\forall c \neq c} \psi_{m,n}^c p_{m,n}^c h_{m,n}^c \right) \]

The total transmit power is

\[ \Pi_v^S(p_v, \psi) = \sum_{m \in M_v} \sum_{n \in N_v \setminus \mathcal{N}_v} \psi_{m,n}^c p_{m,n}^c \]

and the total bandwidth is

\[ B_v^S(p_v, \psi) = \sum_{m \in M_v} \sum_{n \in N_v \setminus \mathcal{N}_v} \psi_{m,n} \]

We assume \( q_{m,n,v}^c = \psi_{m,n}^c p_{m,n}^c \), hence the constraints (47b) become

\[ \Omega_v + \frac{Z_1}{\alpha_v} + \kappa_P \sum_{m \in M_v} \sum_{n \in N_v \setminus \mathcal{N}_v} \ln \left( N_0 + \sum_{\forall c \neq c} q_{m,n,v}^c h_{m,n}^c \right) \]

\[ + \kappa_P \sum_{m \in M_v} \sum_{n \in N_v \setminus \mathcal{N}_v} \sum_{c} q_{m,n,v}^c + \kappa_B \sum_{m \in M_v} \sum_{n \in N_v \setminus \mathcal{N}_v} \sum_{\forall c \neq c} \psi_{m,n}^c \]

\[ - \kappa_R \sum_{m \in M_v} \sum_{n \in N_v \setminus \mathcal{N}_v} \ln \left( N_0 + \sum_{\forall c \neq c} q_{m,n,v}^c h_{m,n}^c \right) \leq 0 \]

In order to have \( g(q_{m,n,v}^c, \psi_{m,n}^c) - h(q_{m,n,v}^c) \leq 0 \), where

\[ g(q_{m,n,v}^c, \psi_{m,n}^c) = \Omega_v + \frac{Z_1}{\alpha_v} + \kappa_P \sum_{m \in M_v} \sum_{n \in N_v \setminus \mathcal{N}_v} \ln \left( N_0 + \sum_{\forall c \neq c} q_{m,n,v}^c h_{m,n}^c \right) \]

\[ + \kappa_R \sum_{m \in M_v} \sum_{n \in N_v \setminus \mathcal{N}_v} \ln \left( N_0 + \sum_{\forall c \neq c} q_{m,n,v}^c h_{m,n}^c \right) \]

\[ + \kappa_P \sum_{m \in M_v} \sum_{n \in N_v \setminus \mathcal{N}_v} \sum_{c} q_{m,n,v}^c + \kappa_B \sum_{m \in M_v} \sum_{n \in N_v \setminus \mathcal{N}_v} \sum_{\forall c \neq c} \psi_{m,n}^c \]

\[ - \kappa_R \sum_{m \in M_v} \sum_{n \in N_v \setminus \mathcal{N}_v} \ln \left( N_0 + \sum_{\forall c \neq c} q_{m,n,v}^c h_{m,n}^c \right) \leq 0 \]

(50)

where \( h(q_{m,n,v}^c) \) is an increasing function. In (51), since \( \psi_{m,n}^c \) is a binary variable, \( g(q_{m,n,v}^c, \psi_{m,n}^c) \) becomes an increasing function as well. These constraints become the difference of increasing functions in the constraints. To transform the problem into the canonical form, we want to split the inequality into two inequalities by introducing a slack variable \( t \):

\[ g(q_{m,n,v}^c, \psi_{m,n}^c) + t \leq g(b), \quad h(q_{m,n,v}^c) + t \geq g(b) \]

In order to transform the constraint (13d), we define \( x_{m,c} = \sum_{n \in N_v} \psi_{m,n,c} \) and \( y_{m,c} = \sum_{c \in C} \sum_{n \in N_v} \psi_{m,n,c} \), hence the constraint can be rewritten as

\[ x_{m,c} (y_{m,v} - x_{m,c}) = 0 \]

(54)

We introduce an auxiliary variable \( s_{m,c} \geq 0 \) to relax and convert (54) into the polynomial inequalities as follows

\[ s_{m,c} \geq x_{m,c} y_{m,v} + 1, \quad s_{m,c} \leq x_{m,c}^2 + 1 \]

(55)

In addition, the constraint (47g) is a binary constraint which is intractable. To tackle it, we rewrite (47g) in the equivalent form as

\[ 0 \leq \psi_{m,n}^c \leq 1, \quad \sum_{m \in M_v} \sum_{n \in N_v} \psi_{m,n}^c - (\psi_{m,n}^c)^2 \leq 0 \]

(56)

By utilizing the same method, we transform this constraint into the monotonic form as

\[ \sum_{m \in M_v} \sum_{n \in N_v} (\psi_{m,n}^c)^2 + a \geq R, \quad \sum_{m \in M_v} \sum_{n \in N_v} \psi_{m,n}^c + a \leq R \]

(57)

where \( a \) is a slack variable and \( R \) is constant.

Hence, the final optimization problem (47) can be rewritten as

\[ \max_{(q, \psi, t, s, a, R, Z_1)} Z_1, \quad \text{s.t.} \]

\[ g(q_{m,n,v}^c, \psi_{m,n}^c), \quad 0 \leq t \leq g(b), \quad 0 \leq t \leq g(0), \forall v \in V \]

\[ \sum_{v \in V} \sum_{m \in M_v} \sum_{n \in N_v} \psi_{m,n,v}^c \leq P_{max}^c, \forall c \in C \]

\[ \sum_{m \in M_v} \sum_{n \in N_v} \psi_{m,n}^c \leq 1, \forall c \in C, \forall n \in N_v \]

\[ \sum_{m \in M_v} \sum_{n \in N_v} \psi_{m,n}^c \geq x_{m,c} y_{m,v} + 1, \quad s_{m,c} \leq x_{m,c}^2 + 1, \forall c \in C, \forall m \in M \]

\[ \psi_{m,n}^c = 0, \forall m \in I_v, \forall n \in N \setminus N_v, \forall v \in V \]

\[ 0 \leq \psi_{m,n}^c \leq 1, \forall m \in M, \forall n \in N \]
\[
\sum m \in M \sum n \in N (\psi_{m,n}^c)^2 + a \geq R, \quad (58i)
\]
\[
\sum m \in M \sum n \in N \psi_{m,n}^c + a \leq R. \quad (58j)
\]

Consequently, the feasible set of (58) can be expressed as the intersection of two following sets:
\[
G_1 = \{ (q_{m,v}^n, \psi_{m,n}^c, t, s_{m,c}, a, Z_1) : q \leq b \} \quad (59a)
\]
\[
(58a), (58d), (58e), (58h), (58j)
\]
\[
H_1 = \{ (q_{m,v}^n, \psi_{m,n}^c, t, s_{m,c}, a, Z_1) : q > 0, (58b), (58i) \} \quad (60)
\]

Here, \( G_1 \) is a normal set contained in box \([0, b] \times [0, g(b) - g(0)]\), and \( H_1 \) is a conormal set.

2) Rate-Based Isolation Strategy: Assuming \( Z_2 = -\chi_2 \), and apply the same procedures, rate-based isolation strategy can be expressed as the monotonic form
\[
\max (q, \psi, r, a, w, R, Z_2)
\]
\[
s.t.
\]
\[
g(q_{m,v}^n, \psi_{m,n}^c) + t \leq g(b), \quad (61a)
\]
\[
h(q_{m,v}^n, \psi_{m,n}^c) + t \geq g(b), \quad (61b)
\]
\[
0 \leq t \leq g(b) - g(0), \forall v \in V \quad (61c)
\]
\[
\sum v \in V \forall m \in M \forall n \in N q_{m,v}^n \leq P_{max}^c, \forall c \in C \quad (61d)
\]
\[
\psi_{m,n}^c \leq 1, \forall c \in C, \forall n \in N, \quad (61e)
\]
\[
s_{m,c} \geq x_{m,c} y_m + 1, \quad s_{m,c} \leq x_{m,c} + 1, \forall c \in C, \forall m \in M \quad (61f)
\]
\[
\psi_{m,n}^c = 0, \forall m \in I_d and n \in N \setminus N_v, \forall v \in V \quad (61g)
\]
\[
0 \leq \psi_{m,n}^c \leq 1, \forall m \in M, \forall n \in N \quad (61h)
\]
\[
\sum m \in M \sum n \in N (\psi_{m,n}^c)^2 + a \geq R, \quad (61i)
\]
\[
\sum m \in M \sum n \in N \psi_{m,n}^c + a \leq R \quad (61j)
\]
\[
g_r(q) + w \leq g_r(b_r) \quad (61k)
\]
\[
h_r(q) + w \geq h_r(b_r) \quad (61l)
\]
\[
0 \leq w \leq g_r(b_r) - g_r(0) \quad (61m)
\]

Compared with the resource-based isolation strategy, the only difference in this objective function needs to convert the minimum reserved rate constraint into monotonic form by introducing a slack variable \( w \), where
\[
g_r(q_{m,v}^n) = P_{min}^v + \sum m \in M \sum n \in N \sum \ln \left( N_0 + \sum c \in C \sum (q_{m,v}^n + n_{m,v}^c) \right) \quad (62)
\]
\[
h_r(q_{m,v}^n) = \sum m \in M \sum n \in N \sum \ln \left( N_0 + \sum c \in C \sum (q_{m,v}^n + n_{m,v}^c) \right) \quad (63)
\]

Therefore, the feasible set of (61) can be expressed as
\[
G_2 = \{ (q_{m,v}^n, \psi_{m,n}^c, t, s_{m,c}, a, w, Z_2) : q \leq b \} \quad (61a)
\]
\[
(61d), (61e), (61j), (61k), (61l)
\]
\[
H_2 = \{ (q_{m,v}^n, \psi_{m,n}^c, t, s_{m,c}, a, w, Z_2) : q \geq 0, (61b), (61i), (61n) \} \quad (65)
\]

Here, \( G_2 \) is a normal set contained in box \([0, b] \times [0, g(b) - g(0)]\) \( \times [0, b_r] \times [0, g_r(b_r) - g_r(0)] \), and \( H_2 \) is a conormal set. Thus, those problems become monotonic optimization in canonical form. The optimal solutions can be found at the upper boundary of the feasible set by applying the polyblock outer approximation algorithm.

C. Polyblock Outer Approximation Method

For monotonic programming problems, [50] develops an outer approximation algorithm which is based on the approximation of compact normal sets by simpler normal sets, called polyblocks. The set of all proper vertices of a polyblock is called the proper vertex set. A polyblock is completely decided by its proper vertices. Further, a compact normal set can be approximated by a polyblock. It can be effortlessly demonstrated that the maximum of an increasing function over a polyblock is achieved at a proper vertex. By enumerating the vertices of the polyblock, the maximum value of the increasing function over the polyblock can be successfully obtained. Consequently, it is necessary to find an iterative method to generate a sequence of polyblocks of shrinking sizes such that
\[
\mathcal{P}_1 \supset \mathcal{P}_2 \supset \cdots \supset \mathcal{P}_k \supset \cdots \supset \mathcal{G} \cap \mathcal{H} \quad (66)
\]

\[
\max \{ f(x) | x \in \mathcal{P}_k \} \geq \max \{ f(x) | x \in \mathcal{G} \cap \mathcal{H} \} \quad (67)
\]

where demonstrates that the polyblock outer approximation algorithm converges from above. Since the maximum value of the increasing function over the feasible set \( \mathcal{G} \cap \mathcal{H} \) is never greater than that over the polyblock \( \mathcal{P}_k \) that encloses the feasible set. In addition, the size of the enclosing polyblock can be reduced via removing the vertices which are not in \( \mathcal{H} \). Thus the obtained polyblock are still included in set of \( \mathcal{G} \cap \mathcal{H} \). This procedure can be repeated until global maximum is found. The polyblock outer approximation algorithm mainly follows the following procedures.

- We need to find a polyblock \( \mathcal{P}_1 \) that encloses the feasible set \( \mathcal{G} \cap \mathcal{H} \). Let \( \mathcal{T}_1 \) denote the proper vertex set of \( \mathcal{P}_1 \). Without loss of generality, the initial enclosing polyblock \( \mathcal{P}_1 \) can be simply constructed as \([0, b] \) and thus \( \mathcal{T}_1 = \{ b \} \).
- We need to find the projection of vertex \( z_k \) onto the set \( \mathcal{G} \), which is represented as \( \pi_{\mathcal{G}}(z_k) = \alpha z_k, \alpha \in [0, 1] \), then the upper boundary point can be calculated by applying the bisection search. If the optimal vertex \( z_k \) over \( \mathcal{T}_k \) happens to reside in feasible set, then it solves problem and its
Algorithm 2: Polyblock Outer Approximation Algorithm.

Input: The objective functions $f(.)$ in (58) and (61).
$G_1$ and $G_2$ are normal sets, $H_1$ and $H_2$ are closed
conormal sets such that $G_1 \cap H_1 \neq \emptyset$ and $G_2 \cap H_2 \neq \emptyset$.
Output: an $\epsilon$-optimal solution $x^*$

1: Initialization: Set the iterative index $k = 0$, the current
best value $\Psi_k = -\infty$ and the maximum tolerance
$\epsilon \geq 0$ be a small positive number. Construct the initial
polyblock $P_1$ with vertex set $T_1 = \{b\}$.
2: repeat
3: \hspace{1em} $k = k + 1$
4: \hspace{1em} Find the vertex $z_k$ which achieve maximum value of
\hspace{1em} $z_k \in \partial G$ via bisection search method.
5: \hspace{1em} Compute the projection of $z_k$ on the upper boundary
\hspace{1em} of $G$, denoted as $\pi_G(z_k)$ via bisection search method.
6: \hspace{1em} if $\pi_G(z_k) = z_k$, i.e., $z_k \in G$ then
7: \hspace{1em} \hspace{1em} $\pi_k = \pi_G(z_k)$ and $\Psi_k = f(z_k)$
8: \hspace{1em} else
9: \hspace{1em} \hspace{1em} If $\pi_G(z_k) \in G \land \{f(\pi_G(z_k)) \geq \Psi_{k-1}\}$, then
10: \hspace{1em} \hspace{1em} let the current best solution $x_k = \pi_G(z_k)$ and
11: \hspace{1em} \hspace{1em} $\Psi_k = f(\pi_G(z_k))$.
12: \hspace{1em} \hspace{1em} Otherwise, $x_k = x_{k-1}$ and
13: \hspace{1em} \hspace{1em} $\Psi_k = \Psi_{k-1}$.
14: \hspace{1em} end if
15: \hspace{1em} Generate the new polyblock vertex sets:
16: \hspace{1em} $T_{k+1} = (T_k) \backslash T_k \cup \{v^i = v + (x_i - v_i)\epsilon | v \in T_k, i \in \{1, \ldots, n\}\}$, where
17: \hspace{1em} $T_k = \{v \in T_k | v \not\in \mathcal{H}\}$.
18: end if
19: until $|f(z_k) - \Psi_k| \leq \epsilon$
20: Let $x^* = \bar{x}_k$ and terminate the algorithm.

D. Computational Complexity

In this work, in order to find the global optimal solution, we
investigated the monotonic optimization method by utilizing the
polyblock outer approximation algorithm which includes four
main step. First, find the best vertex whose projection belongs
to the normal set. Next, the projection of the selected vertex
on the normal set is obtained by using the bisection algorithm.
Then, the improper vertexes that do not satisfy the co-normal
constraints are deleted. Finally, the new vertex set is found
based on the projection of the vertex on the upper boundary
of the normal set. The algorithm continues until convergence
and the best candidate vertex point is found with a simplified
complexity order as $O(L_2(L_2 \times L_1 + L_3))$ where $L_1$ is the
dimensions of the optimization problem, $L_2$ and $L_3$ are the
numbers of iterations of the overall polyblock algorithm to con-
verge in the bisection algorithm for the projection of each vertex,
respectively.

VI. NUMERICAL RESULTS

In this section, we present numerical results for a tradeoff
analysis between the performance of MVNOs in OFDMA-based
VWNs. In the presented numerical results, we assume that eight
users ($M = 8$) are served by two cells ($C = 2$) where the
maximum power level is $P_{c, \text{max}} = 10W$ for each cell, and
the minimum reserved rate for the rate-based strategy is fixed to
$R_{\text{min}} = 0.1 \text{nats/s/Hz}$, unless otherwise indicated. We normalize
the transmit power to the noise power assuming that $N_0 = 1$. Noting
that in the following figures, in order to find the values of utopian objective points $U_1$ and $U_2$ used in (13) and (14), we
separately solve different SOOPs. For example, in two MVNOs
($V = 2$), in the first SOOP, the total rate of the subscribers to the
first MVNO is maximized while guaranteeing the total transmit
power for each base station in each cell, whereas in the second
SOOP, the rate of the users who subscribed to the second MVNO
is maximized subject to a maximum transmit power constraint of
each cell. Then, from these two SOOPs, Pareto optimal points
are obtained as utopia points for $U_1$ and $U_2$. Moreover, we set
$k_R = 1$, $k_P = 0.1$ and $k_T = 0.25$ to show the behaviour of the
tradeoff between the sum profit of users in MVNOs.

In Fig. 3, we first examine the convergence speed of Algorithm
1, by plotting the number of iterations required for the DC algo-
rithm and the outer loop in Algorithm 1 for the rate-based iso-
lation strategy when $\alpha_1 = 0.5$. Clearly, based on Fig. 3 (a), DC
algorithm converges quickly in only a few iterations. Therefore,
we can conclude that DC algorithm has a fast convergence speed.
In addition, the plot in Fig. 3 (b) reveals that the convergence of
the proposed algorithm sequential sub-channel assignment and
power allocation occurs in less than 10 iterations.

Fig. 4 shows the maximum sum rates of users in the first
MVNO and the second MVNO versus $\alpha_1$ for rate-based and
resource-based isolation strategies. From this figure, in both
isolations, we observe that as the sum rate of users in the first
MVNO increases, the sum rate of users in the second MVNO
decreases which gives a tradeoff between the sum rates of users
in these two MVNOs. It is evident that $\alpha_1$ as a weighting
coefficient of MVNO 1 based on (7b) and (8b) can impact the
achievable sum rate of MVNO 1. The utopia points of each
MVNO for both isolation methods are shown in this figure as
well. It can be observed the utopia points of each MVNO
for the rated-based strategy is always higher than that for the
resource-based one.

To compare the sum profit of users in both MVNOs in the case
of the rate-based isolation strategy and the resource-based
isolation strategy, Fig. 5 displays the maximum sum profit of
users in both MVNOs versus $\alpha_1$ for both isolation strategies.
In this figure, we observe that for all values of $\alpha_1$, the sum
profit of users of MVNOs for rate-based isolation strategy is
higher than the sum profit of users of MVNOs for the resource-
based isolation strategy owing to the minimum rate guarantees.
In addition, we include a monotonic optimization method in
this figure to obtain the global optimal solutions to compare with
the proposed suboptimal algorithm. It can be observed that
Since total power constraints of each cell is very important in our objective problems, we pay attention to the impact of power budget on the system performance. First, we focus on the SOOP problems, in Fig. 6. We investigate the utopia points versus $P_{c_{\text{max}}}$ and we observe that utopia points are increasing functions of $P_{c_{\text{max}}}$. Moreover, it is evident that utopia point of each MVNO for the resource-based isolation strategy is smaller than that for the rate-based isolation strategy. On the other hand, for the MOOP problem, we compare the sum profit behaviour between rate-based and resource-based isolation strategies in Fig. 7. Apparently, the sum profit increases with the growth of power value, and the sum profit for rate-based isolation strategies is always higher than that for resource-based isolation strategies.

Fig. 8 shows the maximum profit gained by the first MVNO and the second MVNO versus $P_{c_{\text{max}}}$ for rate-based and resource-based isolation strategies. From this figure, it can be seen that by varying $P_{c_{\text{max}}}$ the profit for resource-based decreases and the profit for rate-based increases. And we observe that for all values of $P_{c_{\text{max}}}$ the sum profit of each MVNO for rate-based isolation strategy is higher than that of each MVNO for resource-based isolation strategy. Fig. 9 demonstrates the effect of minimum reserved rate $R_{\text{min}}$ on the maximum sum profit for rate-based isolation strategies. As we expected, as the minimum reserved rate increases, the maximum sum profit will increase, and it is suitable for different level of total power of each cell.
Fig. 7. Maximum sum profit of users in the both MVNOs versus $P_{c_{max}}$ for rate-based and resource-based isolation strategies.

Fig. 8. Maximum sum profit of users in the first and second MVNO versus $P_{c_{max}}$ for rate-based and resource-based isolation strategies.

Fig. 9. Maximum sum profit of users in both MVNOs versus $R_{min}$ for rate-based isolation strategies.

Fig. 10. Maximum sum profit of users in the first, second and third MVNO versus $\alpha_1$ for rate-based and resource-based isolation strategies.

To investigate the case of three MVNOs ($V = 3$), Fig. 10 shows the relationship between maximum sum profit of users for each MVNO when $\alpha_1$ varies from 0 to 0.8, $\alpha_2 = 0.2$ and $\alpha_3 = 1 - \alpha_1 - \alpha_2$ for both isolation strategies. In addition, the utopian point of each MVNO is $\Omega_1^S = 11.7215$, $\Omega_2^S = 10.8994$, $\Omega_3^S = 18.5588$ and $\Omega_1^T = 13.0537$, $\Omega_2^T = 21.2468$, $\Omega_3^T = 19.8456$. From this figure, we observe that by varying $\alpha_1$, the profit of the first MVNO increases, the profit of the second MVNO decreases, and the profit of the third MVNO shows modest fluctuations. Moreover, for all values of $\alpha_1$, the maximum profit of users of each MVNO for the rate-based isolation strategy is higher than that for the resource-based isolation strategy owing to the minimum reserved rate.

VII. CONCLUSION

In this paper, we considered a downlink multi-cell OFDMA-based VWN. First, we presented an optimal power allocation strategy and subchannel assignment that gives a novel performance tradeoff between profit of MVNOs. To investigate this tradeoff between MVNOs, we formulated a MOOP that were solved by using a weighted Tchebycheff method for resource-based and rate-based isolation strategies. Iterative approaches alternatively assigned subchannels to users in both MVNOs and allocated powers to MVNOs. Illustrative results show a fundamental performance tradeoff between these MVNOs, which leads to achieving the most suitable allocated resources by MVNO, regarding different importance levels of MVNOs. The monotonic optimization method was applied for solving the proposed optimization problem to obtain the global optimal solutions. The corresponding results show that the GP method matches well with the monotonic optimization.
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