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Abstract—Fast channel estimation in millimeter-wave (mmWave) systems is a fundamental enabler of high-gain beamforming, which boosts coverage and capacity. The channel estimation stage typically involves an initial beam training process where a subset of the possible beam directions at the transmitter and receiver is scanned along a predefined codebook. Unfortunately, the high number of transmit and receive antennas deployed in mmWave systems increase the complexity of the beam selection and channel estimation tasks. In this work, we tackle the channel estimation problem in analog systems from a different perspective than used by previous works. In particular, we propose to move the channel estimation problem from the angular domain into the transformed spatial domain, in which estimating the angles of arrivals and departures corresponds to estimating the angular frequencies of paths constituting the mmWave channel. The proposed approach, referred to as transformed spatial domain channel estimation (TSDCE), exhibits robustness to additive white Gaussian noise by combining low-rank approximations and sample autocorrelation functions for each path in the transformed spatial domain. Numerical results evaluate the mean square error of the channel estimation and the direction of arrival estimation capability. TSDCE significantly reduces the first, while exhibiting a remarkably low computational complexity compared with well-known benchmarking schemes.

Index Terms—mmWave, channel estimation, analog beamforming, transformed spatial domain, 2D autocorrelation.

I. INTRODUCTION

The unprecedented growth of data traffic driven by the increasing number of mobile broadband subscriptions and the increasing data volume per subscription is fueling the evolution of mobile systems [1]. To support user data rates of Gbps and to meet the insatiable capacity demands in a commercially viable manner, contiguous bandwidths in the order of GHz are required. While such contiguous bandwidths are hardly available in frequencies below 10 GHz (where spectrum is highly fragmented), large monetizable chunks of unused spectrum resources exist in millimeter-wave (mmWave) bands. Recognizing these business and technology drivers, mmWave communications are adopted in 5G [2], [3] and future 6G systems [4].

Communications in mmWave bands over relatively long distances present challenges due to unfavourable propagation and atmospheric absorption characteristics, however, they also open up for new solutions [5]. Most importantly, they allow to use advanced adaptive array technologies and thereby to achieve substantial beamforming gains, which boost link budgets. To take advantage of directional communications, mmWave communication systems employ sophisticated beam sweeping, measurement and reporting schemes to constantly monitor the direction of transmission (characterized by the angle of arrival (AoA) and angle of departure (AoD) of the transmitter (Tx) and receiver (Rx) beams) of each potential link [6], [7]. In practice, this process is carried out utilizing predefined codebooks of directions (identified by a pair of beamforming and combining vectors) that cover the entire angular space between Tx and Rx nodes. To improve the search efficiency among the candidate beam directions, hierarchical codebooks combining an initial coarse beam search with subsequent finer ones are often used [8]–[10].

The differences between sub-10 GHz and mmWave bands regarding propagation conditions and required antenna sizes have positioned channel estimation in mmWave channels as an active research field both in academia and industry. Traditional multiple input multiple output (MIMO) transceiver architectures enable fully-digital processing through the allocation of one radio-frequency (RF) chain per antenna, which is difficult to realize at mmWave frequencies when large antenna arrays are used [3]. To overcome the constraints on the number of RF chains, the less costly solution is to perform purely analog beamforming (ABF), where the processing occurs using a single RF chain with networks of phase shifters [11]–[13].

In the first releases of the 3GPP New Radio specifications, ABF has been shown to provide high rates to a single user and to effectively combat the high path loss caused by mmWave frequencies [13]. As an alternative, hybrid beamforming (HBF) architectures divide the precoding/combining between the analog and digital domains, utilizing a number of RF chains which is lower than the number of antennas [15]. The main advantage of HBF architectures over ABF ones is the possibility to spatially multiplex users and/or streams with a reduced implementation cost with respect to fully-digital architectures. By considering ABF and HBF, the sparse nature and parametric structure of the mmWave channel has been widely exploited, often taking into account the constraints of using ABF [8], [15]–[18]. Schemes relying on compressed
sensing (CS) \[18\]–\[20\], such as the methods based on orthogonal matching pursuit (OMP) \[21\], \[22\], have received significant attention. Additionally, least squares (LS)-based approaches \[18\], \[19\] have been proposed for beam alignment in mmWave. Unfortunately, under low signal-to-noise ratio (SNR) conditions, the channels recovered by CS approaches tend to be overwhelmed by noise, leading to degraded performance \[23\]. Additionally, the accuracy and complexity are high due to the size of the employed dictionaries. The methods in \[24\]–\[26\] estimate the channel in the frequency domain after applying a 2D-discrete Fourier transform (DFT) to an initial channel estimate and estimating the DFT peaks through iterative cancellation. The main drawback of the latter methods is that they require a high number of DFT points, leading to high complexities.

Closely related to the channel estimation problem and highly relevant for system design is direction of arrival (DoA) estimation and tracking in the presence of mobility, a critical issue in future challenging applications such as vehicle-to-anything communications \[4\]. Several recent works have developed techniques based on Kalman filtering (KF) or particle filters that exploit the correlation structure among subsequent mmWave channel realizations under different assumptions \[11\], \[27\]–\[30\]. However, tracking methods lose accuracy for increased angle deviations and require the support of an external channel estimator to initialize tracking and to re-estimate when there is a sudden change. Besides, these methods are computationally expensive due to matrix inversions and evaluations of derivatives in all the codebook elements.

More recently, machine learning methods have emerged as a powerful tool for addressing various problems in wireless communications \[31\]. Focusing on channel estimation, a denoising neural network (NN) is employed in an iterative channel estimation scheme in \[32\], while other deep learning architectures have been proposed to reduce the necessary CSI feedback overhead in massive MIMO systems \[33\], \[34\]. Other approaches have been proposed using convolutional NNs \[35\] or Bayesian learning \[36\]. Most approaches in this family consider a supervised learning framework, where large and carefully labeled datasets are needed for the specific task to be addressed, which renders these schemes difficult to generalize.

In this paper, we propose a novel approach to mmWave channel estimation through ABF, which we refer to as transformed spatial domain channel estimation (TSDCE), based on the idea that the mmWave propagation environment between a Tx-Rx pair can be suitably characterized by an observation matrix capturing the channel characteristics over the Tx-Rx codebooks. By selecting an appropriately ordered codebook of RF beamforming vectors, the observation matrix corresponds to the 2D-DFT of a sum of complex sinusoids in additive white Gaussian noise (AWGN) – referred to as the transformed spatial domain – with each such sinusoid characterizing an angular component of the multipath channel between the Tx and Rx nodes. The key aspect is that, recognizing such interpretation, a submatrix of the spatial domain observation corresponds to a noisy version of the channel. Interestingly, this noisy version can be more reliably estimated by identifying the spatial frequencies constituting each path, with a direct correspondence to their associated AoA and AoD. Specifically, the key contributions of this work are as follows:

- Lemma 1, Lemma 2 and Theorem 1, which together illustrate the foundations and motivation to estimate the mmWave channel in the transformed spatial domain.
- Algorithm 1, which describes the steps of the proposed TSDCE method.
- Lemma 3, Lemma 4 and Theorem 2, which provide the upper and lower bound analyses of the method.
- Performance and complexity analysis of the proposed algorithm. Comparison with several baseline mmWave channel estimation schemes.

Our analysis and numerical results indicate that there are several advantages of treating the mmWave channel estimation problem in the transformed spatial domain. First, in contrast to DFT-based benchmarks, the performance of the method does not saturate at high SNRs and approximates the Cramer-Rao lower bound (CRLB). Second, its computational complexity is remarkably smaller than other widely used approaches. Finally, the presented scheme is independent of angular deviations and does not rely on an initial channel estimation, as opposed to KF-based tracking approaches, which makes it particularly well-suited to typical mmWave environments, in which abrupt changes in the channel gains due to sudden blockages often occur.

The rest of the paper is structured as follows. Section \[II\] and Section \[III\] describe the system model and the channel estimation problem in the transformed spatial domain, respectively. Section \[IV\] describes the proposed TSDCE, while Section \[V\] derives the upper and lower performance bounds of the proposed algorithm. Section \[VI\] analyzes its performance and complexity. Finally, Section \[VII\] summarizes the main insights and concludes the paper.

**Notations:** Bold uppercase \( \mathbf{A} \) denotes a matrix and bold lowercase \( \mathbf{a} \) denotes a column vector. Superscripts \( * \), \( \dagger \), \( H \) and \( -1 \) denote conjugate, transpose, conjugate transpose and inverse of a matrix, respectively. \( \text{vec}(\mathbf{A}) \) is a vector obtained through the vectorization of matrix \( \mathbf{A} \). \( I_N \) denotes the \( N \times N \) identity matrix and \( I_N \) and \( 0_N \) stand for all-ones and all-zeros \( N \)-length column vectors, respectively. The symbols \( \otimes \) and \( \circ \) indicate Kronecker and Hadamard products, respectively. Operators \( \text{DFT}_{2D} \{ \cdot \} \) and \( \text{IDFT}_{2D} \{ \cdot \} \) perform the DFT and the inverse discrete Fourier transform (IDFT) two-dimensional operations. \( [\mathbf{A}]_{q,p} \) is the \( (q,p) \)-th entry of \( \mathbf{A} \). \( \| \mathbf{A} \|_F \) is the Frobenius norm. The magnitude and phase of a complex number are denoted by \( | \cdot | \) and \( \angle (\cdot) \), respectively. \( \mathbb{E} \{ \cdot \} \) is the expectation operator and \( \text{rank}(\cdot) \) stands for the matrix rank. \( \lambda_i(\mathbf{A}) \) denotes the \( i \)-th magnitude-descendent eigenvalue of \( \mathbf{A} \). \( \mathcal{CN}(m, \sigma^2) \) is a complex Gaussian random variable with mean \( m \) and variance \( \sigma^2 \). Finally, \( \mathbb{C} \) and \( \mathbb{R}^+ \) denote the set of complex and positive real numbers, respectively, while \( \text{Re} \{ \cdot \} \) refers to real part of a complex number.

**II. System Model**

In this section, we introduce the system model for mmWave communications and the procedure for conventional codebook-based training to construct the observation matrix.
A. Millimeter Wave Channel and Signal Model

Let us consider a single-user mmWave geometric channel where the Tx and Rx are both equipped with uniform linear arrays with $n_t$ and $n_r$ antennas, respectively. As in [8], [11], [37], the channel is characterized by $L$ scatterers, each one contributing a single propagation path between the Tx and Rx. Defining by $\alpha_l$ the complex channel coefficient affecting the $l$-th path, $l = 1, \ldots, L$, and by $\psi_l$ and $\phi_l$ the AoA and AoD of the $l$-th path, respectively, the channel model depends on the parameter vector $\theta \triangleq [\alpha_1, \angle\alpha_1, \phi_1, \psi_1, \ldots, [\alpha_L, \angle\alpha_L, \phi_L, \psi_L]^T$.

The parametric channel model $H(\theta) \in \mathbb{C}^{n_r \times n_t}$ is then defined by

$$H(\theta) = \sqrt{n_t n_r} \sum_{l=1}^{L} \alpha_l a_r(\psi_l) a_t^H(\phi_l). \quad (1)$$

Without loss of generality, we further assume that the average power gain is equally balanced among the $L$ paths, so that the complex channel coefficients are modeled as independent identically distributed (i.i.d.) random variables with distribution $\alpha_l \sim \mathcal{CN}(0, \sigma_0^2/L)$. AoA and AoD are modeled as uniformly distributed random variables $\phi_l, \psi_l \in [0, 2\pi].$ By assuming that the antenna separation is one half of the system operating wavelength, the antenna array responses at the Tx and Rx can be respectively expressed as

$$a_t(\phi_l) = \frac{1}{\sqrt{n_t}} [1, e^{-j\pi \cos \phi_l}, \ldots, e^{-j\pi(n_t-1) \cos \phi_l}]^T, \quad (2)$$

$$a_r(\psi_l) = \frac{1}{\sqrt{n_r}} [1, e^{-j\pi \cos \psi_l}, \ldots, e^{-j\pi(n_r-1) \cos \psi_l}]^T. \quad (3)$$

Although the actual number of paths $L$ constituting the channel may be unknown a priori, measurements at mmWave have demonstrated that the channel at these frequencies is highly sparse, meaning that the value of $L$ is generally low [5]. Note that the dependence of Eq. (1) on the parameter vector $\theta$ will be omitted in what follows for the sake of notation simplicity.

We consider a mmWave system using purely ABF, where the Tx and Rx antennas are connected to a single RF chain through a network of digitally controlled phase-shifters. As in previous works [11], we assume that the beam search space is represented by a codebook containing a set of $P$ and $Q$ codewords or directions at the Tx and Rx side, respectively, leading to quantized angles $\hat{\phi}_p$, $p = 0, 1, \ldots, P - 1$ and $\hat{\psi}_q$, $q = 0, 1, \ldots, Q - 1$. Then, a pilot-based training phase is carried out for subsequent channel estimation. More specifically, a pilot symbol $s$ is transmitted and received through all the possible directions at each side. If the Tx uses the RF beamforming vector $f_p \in \mathbb{C}^{n_t \times 1}$, and the Rx employs the RF combining vector $w_q \in \mathbb{C}^{n_r \times 1}$, the resulting signal for each pair of directions $(p, q)$ can be written as

$$y_{q,p} = \sqrt{\rho} w_q^H H f_p s + w_q^H n, \quad (4)$$

where $\rho \in \mathbb{R}^+$ is the transmit power, and $n \sim \mathcal{CN}(0, \Sigma_n)$ is a complex AWGN with covariance $\Sigma_n = \sigma_n^2 I_{n_r}$. The symbol $s$ is set to 1 for simplicity in what follows, and the system SNR is given by $\frac{\rho}{\sigma_n^2}$.

After transmitting the pilot through the $Q \times P$ direction combinations, and letting $W = [w_0, \ldots, w_{Q-1}] \in \mathbb{C}^{n_r \times Q}$ and $F = [f_0, \ldots, f_{P-1}] \in \mathbb{C}^{n_t \times P}$, the following observation matrix is obtained

$$Y = \sqrt{\rho} W^H H F + N = \sqrt{\rho} G(\theta) + N, \quad (5)$$

where the noise $N \in \mathbb{C}^{Q \times P}$ contains i.i.d. $\sim \mathcal{CN}(0, \sigma_n^2)$ elements and $G \in \mathbb{C}^{Q \times P}$ encodes channel information $\theta$. By separating the effect of the different scatterers, $Y$ can be equivalently written as a sum of path contributions $G^{(l)}(\theta_l) \in \mathbb{C}^{Q \times P}$, each one dependent on a parameter vector $\theta_l = [\alpha_l, \angle\alpha_l, \phi_l, \psi_l]^T$

$$Y = \sqrt{\rho} \sum_{l=1}^{L} G^{(l)}(\theta_l) + N. \quad (6)$$

As in previous works [11], if the beamforming/combining vectors are designed to match the array response, i.e. $f_p = a_t(\hat{\phi}_p)$ and $w_q = a_r(\hat{\psi}_q)$, the elements $g_{q,p}^{(l)} = [G^{(l)}(\theta_l)]_{q,p}$ are given by

$$g_{q,p}^{(l)}(\theta_l) = A_l 1 - e^{-j\pi n_t (\cos \hat{\psi}_q - \cos \psi_l)} 1 - e^{-j\pi n_r (\cos \phi_p - \cos \phi_l)} \quad (7)$$

where $A_l = \frac{\alpha_l}{\sqrt{n_t n_r}}$. Finally, note that since the observation is only sensitive to $\cos \hat{\phi}_p$ and $\cos \hat{\psi}_q$, while the actual AoDs and AoAs cover the range $[0, 2\pi]$, the quantized angles $\hat{\phi}_p$ and $\hat{\psi}_q$ only need to consider the range $[0, \pi]$.

B. Least Squares Channel Estimation

A straightforward LS solution for the channel estimation problem can be derived by vectorizing the observation matrix $Y$ (see Eq. 5) in the following form

$$y = \text{vec}(Y) = \sqrt{\rho} Q \text{vec}(H) + \text{vec}(N), \quad (8)$$

where $Q = F^T \otimes W^H \in \mathbb{C}^{QP \times n_t n_r}$. Then, the LS estimator can be expressed as

$$\text{vec}(\hat{H}_{LS}) = \frac{1}{\sqrt{\rho}} (Q^H Q)^{-1} Q^H y, \quad (9)$$

where $Q^H Q$ has full rank only for $QP \geq n_t n_r$.

III. Spatial Domain Interpretation

The proposed method relies on the fact that, under a proper design of a DFT-based codebook for ABF, the observation matrix $Y$ corresponds to the 2D-DFT of a sum of windowed complex sinusoids embedded in AWGN. This motivates an interpretation of the problem in the transformed spatial domain. This section discusses the selected codebook structure and analyzes the form of the observation matrix in such domain.

1The same observation matrix could be constructed using a mmWave HBF architecture with $N_{RF}$ RF chains, where each transmitted pilot could be simultaneously received through $N_{RF}$ out of the $Q$ directions to test, as described by equations (1)-(3) in [21].
A. DFT-based Codebook

Let us analyze further the elements of path components \( G^{(l)}(\theta_l) \). Eq. (7) can be written as

\[
g_{q,p}^{(l)}(\omega_l) = A_l \frac{1 - e^{-j(\omega_q - \omega_p)n_l}e^{-j(\omega_p - \omega_q)n_t}}{1 - e^{-j(\omega_p - \omega_q)}} \frac{1 - e^{-j(\omega_q - \omega_p)n_t}}{1 - e^{-j(\omega_p - \omega_q)}}, \tag{10}
\]

where

\[
\omega_q = -\pi \cos(\bar{\psi}_q), \quad \omega_p = \pi \cos(\bar{\psi}_p), \tag{11}
\]

\[
\omega_q = -\pi \cos(\bar{\psi}_q), \quad \omega_p = \pi \cos(\bar{\psi}_p). \tag{12}
\]

It can be shown that Eq. (10) corresponds to the 2D-DFT with \( Q \times P \) bins of a windowed complex sinusoid provided that

\[
e^{j\omega_q} = e^{j\frac{2\pi}{Q}q}, \quad q = 0, 1, \ldots, Q - 1, \tag{13}
\]

\[
e^{j\omega_p} = e^{j\frac{2\pi}{P}p}, \quad p = 0, 1, \ldots, P - 1. \tag{14}
\]

Indeed, when the above relationships hold, it follows

\[
g_{q,p}^{(l)}(\omega_l) = \sum_{m=0}^{n_t-1} \sum_{n=0}^{n_r-1} A_l e^{j(\omega_q m + \omega_p n)} e^{-j2\pi(\frac{q}{Q} m + \frac{p}{P} n)} \cdot \frac{1 - e^{-j(\omega_q - \omega_p)n_l}}{1 - e^{-j(\omega_p - \omega_q)}} \cdot \frac{1 - e^{-j(\omega_q - \omega_p)n_t}}{1 - e^{-j(\omega_p - \omega_q)}}, \tag{15}
\]

which indicates that \( g_{q,p}^{(l)}(\omega_l) \) is the \((q, p)\) coefficient of the 2D-DFT of \( A_l e^{j(\omega_q m + \omega_p n)} \). The variables \( \omega_q, \omega_p, \bar{\psi}_q, \bar{\psi}_p \in [-\pi, \pi] \) denote the frequencies of such complex sinusoid in each spatial direction, where the vertical direction is related to the AoA and the horizontal direction to the AoD. Note that the dependency on \( \theta_l \) in Eq. (7) has been changed to \( \omega_l = [\alpha_l, \zeta_l, \omega_{\bar{\psi}_q}, \omega_{\bar{\psi}_p}]^T \) in Eq. (10) to emphasize the focus on the spatial frequencies rather than on the AoDs and AoAs.

To satisfy Eqs. (13) and (14), we impose proper conditions on the selected codebook angles as follows

\[
\cos(\bar{\psi}_p) = W_{[-1,1]} \left( \frac{2p}{P} \right), \quad \cos(\bar{\psi}_q) = W_{[-1,1]} \left( -\frac{2q}{Q} \right), \tag{16}
\]

where \( W_{[a,b]}(x) \triangleq x - (b - a) \left\lceil \frac{x - b}{a - b} \right\rceil \) is the \([a, b]\) wrapping operator with \([\cdot]\) denoting the ceiling function. The above conditions imply simultaneously a uniform quantization in the range \([-1, 1]\) for the cosine of the codebook angles and a specific codebook ordering at the Tx and the Rx.

B. Sinusoidal Path Components

By considering the above codebook design, the path components can be expressed as

\[
G^{(l)}(\theta_l) = \text{DFT}_{2D} \left\{ C^{(l)}(\omega_l) \right\}, \quad \forall l, \tag{17}
\]

where \( C^{(l)}(\omega_l) \in \mathbb{C}^{Q \times P} \) are the corresponding spatial domain equivalents, with elements \( c^{(l)}_{m,n}(\omega_l) = [C^{(l)}(\omega_l)]_{m,n} \) given by

\[
c^{(l)}_{m,n}(\omega_l) = \begin{cases} A_l e^{j(\omega_q m + \omega_p n)}, & \text{if } m < n_r, \ n < n_t \\ 0, & \text{elsewhere} \end{cases}. \tag{18}
\]

Eq. (18) clearly reflects the correspondence of \( C^{(l)}(\omega_l) \) to a windowed complex sinusoid. In what follows, the dependence on \( \omega_l \) will be omitted for the sake of notation simplicity. Note that the indices of the elements of \( C^{(l)} \) are denoted as \((m, n)\) to make clearer their correspondence to the vertical and horizontal spatial directions \( m = 0, \ldots, Q - 1 \) and \( n = 0, \ldots, P - 1 \), respectively. The windowing effect can be alternatively expressed in matrix notation by defining a binary masking matrix \( B \in \mathbb{N}^{Q \times P} \) applied over a full (non-windowed) cisoid matrix \( T^{(l)} \)

\[
C^{(l)} = (\alpha_l c(\omega_{\psi_l}) c(\omega_{\bar{\psi}_l})^H) \odot (b_r b_d^T), \tag{19}
\]

where \( b_r \triangleq [1_{n_r}, 0_{Q-n_r}]^T, b_d \triangleq [1_{n_t}, 0_{P-n_t}]^T, \) and

\[
c(\omega_{\psi_l}) \triangleq \frac{1}{\sqrt{n_r}} [1, e^{j\omega_{\psi_l}}, \ldots, e^{j(Q-1)\omega_{\psi_l}}]^T, \tag{20}
\]

\[
c(\omega_{\bar{\psi}_l}) \triangleq \frac{1}{\sqrt{n_t}} [1, e^{j\omega_{\psi_l}}, \ldots, e^{j(P-1)\omega_{\psi_l}}]^T. \tag{21}
\]

An example of the magnitude of one path component and its spatial equivalent is shown in Fig. 1 where both the windowing effect and the spatial sinusoidal pattern are clearly observed.

C. Observation Matrix in the Transformed Spatial Domain

Let us write the observation matrix \( Y \) in the transformed spatial domain by considering Eq. (6) and Eq. (17)

\[
D = \text{DFT}_{2D} \{ Y \} = \sqrt{\rho} C(\omega) + Z = \sqrt{\rho} \sum_{l=1}^{L} C^{(l)} + Z, \tag{22}
\]

where the full parameter vector, equivalent to \( \theta \), is given by \( \omega \triangleq [\omega_T, \omega_T, \omega_L]^T \) and \( Z = \text{DFT}_{2D} \{ N \} \in \mathbb{C}^{Q \times P} \) is a noise matrix with i.i.d. elements corresponding to zero-mean complex Gaussian noise with variance \( \sigma_z^2 = \frac{1}{QP} \). \([38]\)

By considering the effect of the masking matrix \( B \) and its logical negation \(-B\), the spatial domain observation can be alternatively expressed as

\[
D = \sqrt{\rho} \sum_{l=1}^{L} T^{(l)} \odot B + Z \odot B + Z \odot -B. \tag{23}
\]

The above two differentiated terms allow to write \( D \) as the composition of two non-overlapping parts, defining the full observation as the union of two disjoint sets containing the non-zero elements of \( D_C \) and \( D_Z \)

\[
D_C = \{ [D]_{m,n} : [B]_{m,n} = 1 \}, \tag{24}
\]

\[
D_Z = \{ [D]_{m,n} : [B]_{m,n} = 0 \}, \tag{25}
\]

i.e. \( D \triangleq D_C \cup D_Z \) and \( D_C \cap D_Z = \emptyset \).

Fig. 2 illustrates the original and transformed observations for three cases (with \( L = 1 \)) corresponding to codebooks of increasing sizes, namely \( P = Q = 16, P = Q = 32 \) and \( P = Q = 64 \), keeping the number of Tx and Rx antennas \( n_t = n_r = 16 \) and the noise power fixed in all cases. Each column shows the magnitudes of the noiseless observation \( G \), of the noisy observation \( Y \) and of its spatial domain counterpart \( D \), respectively. The last row reflects the location of the above sets within \( D \). In the particular case of a matching number of
antennas and codebook size (first column of Fig. 2), the set \( D_Z \) is empty. Note that the signal information concentrates on the \( n_r \times n_t \) submatrix from the top-left corner. This submatrix contains the informative part of \( D \), and it is denoted in what follows as \( \overline{D_C} \in \mathbb{C}^{n_r \times n_t} \). Finally, note that when \( P > n_t \) or \( Q > n_r \), an estimate of the noise variance can be directly obtained from the elements contained in \( D_Z \) as

\[
\sigma_z^2 = \frac{1}{Q P} \overline{\varnothing}_n^2 = \frac{1}{|D_Z|} \sum_{d_{m,n} \in D_Z} |d_{m,n}|^2,
\]

(26)

where \( |D_Z| \) denotes the cardinality of the set and \( d_{m,n} = [D]_{m,n} \).

**Lemma 1.** The SNR in the informative part of the spatial domain observation is scaled by a factor \( \frac{Q P}{n_t n_r} \).

**Proof.** Let us consider the informative part of the observation matrix \( D \) consisting of the non-zero elements of \( \overline{D_C} \), denoted as \( \overline{D_C} \), which can be expressed as

\[
\overline{D_C} = \sqrt{\overline{\varnothing}} \overline{C}(\omega) + \overline{Z} = \sqrt{\rho} \sum_{l=1}^{L} \overline{C}^{(l)} + \overline{Z},
\]

(27)

where \( \overline{C}^{(l)} \in \mathbb{C}^{n_r \times n_t} \) and \( \overline{Z} \in \mathbb{C}^{n_r \times n_t} \) are sub-matrices of \( C^{(l)} \) and \( Z \) corresponding to \( m < n_r \) and \( n < n_t \). Thus, the elements \( \bar{d}_{m,n} = [\overline{D_C}]_{m,n} = [D]_{m,n}, m = 0, \ldots, n_r - 1, n = 0, \ldots, n_t - 1 \) are formed by both sinusoidal components and noise, i.e.

\[
\bar{d}_{m,n} = \sqrt{\rho} \sum_{l=1}^{L} A_l e^{j(\omega_l m + \omega_l n)} + \bar{z}_{m,n},
\]

(28)

where \( \bar{z}_{m,n} = [Z]_{m,n} \). The variance for the elements \( \bar{d}_{m,n} \) is given by

\[
\text{var}(\bar{d}_{m,n}) = \rho \mathbb{E} \left\{ \sum_{l=1}^{L} |A_l|^2 \right\} + \sigma_z^2.
\]

(29)

Therefore, the SNR of \( \overline{D_C} \) is given by

\[
\text{SNR}_{\overline{D_C}} = \frac{\rho \mathbb{E} \left\{ \sum_{l=1}^{L} |A_l|^2 \right\}}{\sigma_z^2} = \frac{\rho Q P}{\sigma_n^2 n_t n_r} \sum_{l=1}^{L} \mathbb{E} \left\{ |\alpha_l|^2 \right\}
\]

(30)

As in previous works \([8, 21]\), by assuming that the average power gain of the paths add up to unit power, i.e. \( \sigma_n^2 = 1 \), the following relationship can be established

\[
\text{SNR}_{\overline{D_C}} = \frac{\rho Q P}{\sigma_n^2 n_t n_r} = \text{SNR} \cdot \frac{Q P}{n_t n_r},
\]

(31)

which evidences a SNR gain when \( Q P > n_t n_r \).

Lemma 1 establishes as well an interesting relationship to intuitively understand the effect of the codebook size and the number of antenna elements on the performance by looking into the way the information is distributed within the transformed spatial domain, as illustrated by Fig. 2. An important remark is that, as \( A_l \) does not depend on \( Q \) and \( P \), while the magnitude of the target signal remains constant, the
noise power decreases as the codebook size gets larger, since it gets distributed over the whole space. This leads to the SNR gain for the target signal shown by Eq. (31).

**Lemma 2.** Sub-matrix \( \tilde{D}_C \) constitutes a scaled noisy observation of the channel matrix \( H \), with noise variance \( 1/\text{SNR}_C \).

**Proof.** Taking into account Eqs. (2) and (3) together with the relationships of Eq. (12), the elements \( h_{m,n} = [H]_{m,n} \) can be written as

\[
h_{m,n} = \sum_{l=1}^{L} \alpha_l e^{j(\omega_{nl} m + \omega_{nt} n)},
\]

indicating that the channel consists as well of a sum of \( L \) complex sinusoids. By properly scaling the elements \( \tilde{d}_{m,n} \) with the factor \( \sqrt{n_t n_r/\rho} \), we obtain

\[
\sqrt{n_t n_r/\rho} \tilde{d}_{m,n} = \sum_{l=1}^{L} \alpha_l e^{j(\omega_{nl} n + \phi_{nl})} + \sqrt{n_t n_r/\rho} \tilde{z}_{m,n}
\]

where the new noise variance of \( \tilde{z}_{m,n} \) is

\[
\sigma_z^2 = \frac{n_t n_r \sigma_n^2}{\rho} \frac{n_t n_r}{\rho} \frac{\text{SNR}}{Q^2P} = \frac{1}{\text{SNR}_C}.
\]

**Corollary 2.1.** An estimator of the channel matrix \( H \) can be obtained from \( \tilde{D}_C \), with mean sum of squared errors (SSE) equal to \( n_t n_r / \text{SNR}_C \).

**Proof.** From Lemma 2, a straightforward channel estimate is given by

\[
\hat{H}_D = \sqrt{n_t n_r/\rho} \tilde{D}_C,
\]

which, according to Eq. (33), has elements \( \hat{h}_{m,n} = h_{m,n} + \tilde{z}_{m,n} \). Then, the mean SSE for such estimator is easily derived as

\[
\mathbb{E}\left\{ \left\| \hat{H}_D - H \right\|_F^2 \right\} = \sum_{m=0}^{n_t-1} \sum_{n=0}^{n_r-1} \mathbb{E}\left\{ \left( \hat{h}_{m,n} - h_{m,n} \right)^2 \right\} = \frac{n_t n_r}{\text{SNR}_C} \mathbb{E}\left\{ \tilde{z}_{m,n}^2 \right\}.
\]

**Theorem 1.** The channel estimator \( \hat{H}_D \) provides a performance equivalent to the LS estimator \( \hat{H}_{LS} \).

**Proof.** The mean SSE of the LS estimator is given by

\[
\mathbb{E}\left\{ \left\| \hat{H}_{LS} - H \right\|_F^2 \right\} = \frac{1}{\rho} \text{Tr}(Q^H Q)^{-1} \sigma_n^2 = \sum_{i=1}^{n_t n_r} \lambda_i(Q^H Q)^{-1} \sigma_n^2,
\]

where \( \lambda_i(Q^H Q) \) are the eigenvalues of \( Q^H Q \). Given the column orthogonality of both \( F \) and \( W \), it follows that \( Q^H Q \) has also orthogonal columns, so that \( Q^H Q = \frac{Q^P}{n_t n_r} \frac{P}{n_t n_r} I \) is a diagonal matrix with eigenvalues \( \lambda_i = \frac{\lambda_i}{n_t n_r} \). Therefore,

\[
\mathbb{E}\left\{ \left\| \hat{H}_{LS} - H \right\|_F^2 \right\} = \frac{\sigma_n^2}{\rho} \sum_{i=1}^{n_t n_r} \frac{n_t n_r}{Q^2P} \frac{n_t n_r}{\text{SNR}_C} = \frac{n_t n_r}{\text{SNR}_C}.
\]

which is the same result as the one of Corollary 2.1.

**D. Multi-path Analysis**

Let us analyze further the structure of the path components within the cropped spatial domain observation \( \tilde{D}_C \) (Eq. (27)). It can be easily shown that each path component in the spatial domain can be expressed as an outer product of vectors similar to those in Eqs. (20) and (21), given by

\[
\bar{c}(l) = \alpha_l \bar{c}(\omega_{nl}) \bar{c}(\omega_{nt})^H,
\]

\[
\bar{c}(\omega_{nl}) \triangleq \frac{1}{\sqrt{n_t}} [1, e^{j\omega_{nl}}, \ldots, e^{j(n_t-1)\omega_{nl}}]^T,
\]

\[
\bar{c}(\omega_{nt}) \triangleq \frac{1}{\sqrt{n_t}} [1, e^{j\omega_{nt}}, \ldots, e^{j(n_r-1)\omega_{nt}}]^T.
\]

The above expressions indicate that the noiseless observation can be interpreted as a sum of rank-one components. In general, \( \text{rank}(\bar{C}) \leq L \), since only the case when the set of frequencies in \( \omega \) contains repeated elements leads to \( \text{rank}(\bar{C}) = L \). To gain further insight, let us apply the singular value decomposition (SVD) to matrix \( \bar{C} \)

\[
\bar{C} = USV^H,
\]

where \( S = \text{diag}(s_1, s_2, \ldots, s_n) \) is a diagonal matrix containing the magnitude-ordered singular values of \( \bar{C} \), while \( U = [u_1, u_2, \ldots, u_N] \in \mathbb{C}^{n_t \times n_t} \) and \( V = [v_1, v_2, \ldots, v_N] \in \mathbb{C}^{n_r \times n_r} \) are orthonormal matrices whose columns are the corresponding left and right singular vectors, respectively, with elements \( u_i = [u_{1i}, u_{2i}, \ldots, u_{ni}]^T \) and \( v_i = [v_{1i}, v_{2i}, \ldots, v_{ni}]^T \).

By using this decomposition, and assuming that \( \text{rank}(\bar{C}) = L \), \( \bar{C} \) can be expressed as a sum of rank-one matrices as

\[
\bar{C} = \sum_{l=1}^{L} s_l u_l v_l^H.
\]

Without loss of generality, we can consider the \( L \) path components in the system model to be ordered according to a decreasing power criterion. By comparing each of the rank-one matrices with Eq. (39) and taking into account that both \( \bar{c}(\omega_{nl}) \) and \( \bar{c}(\omega_{nt}) \) are unit vectors, the following approximations can be established

\[
s_l \approx |\alpha_l|,
\]

\[
u_l \approx e^{j\omega_{nl}} \bar{c}(\omega_{nl}),
\]

\[
g^2 \mathbb{E}\left\{ \left| \bar{c}(\omega_{nl}) \right|^2 \right\} \approx \mathbb{E}\left\{ \left| \bar{c}(\omega_{nt}) \right|^2 \right\} \approx |\alpha_l|.
\]

A relevant fact is that equality in Eqs. (44)-(47) would only hold in the case where the set of vectors \( \bar{c}(\omega_{nl}) \) and \( \bar{c}(\omega_{nt}) \) were also orthogonal. That would be the case when the involved angular frequencies match, respectively, those of a DFT of size \( n_r \) and \( n_t \), i.e.,

\[
\forall l \exists m \in 0, \ldots, n_t - 1 \quad \text{s.t.} \quad e^{j\omega_{nl}} = e^{j2\pi m n_t},
\]

\[
\forall l \exists n \in 0, \ldots, n_t - 1 \quad \text{s.t.} \quad e^{j\omega_{nt}} = e^{j2\pi n_r}.
\]

In such case, the path components can be exactly recovered from the SVD. Therefore, this analysis also shows that the
use of a larger number of antennas would increase the chance of having orthogonal paths, as it allows for having a larger number of DFT vectors. Obviously, having a small number of paths favors their separability. Despite that, in general, the paths are not completely orthogonal, the mmWave channel has by nature a small number of clusters with unbalanced powers. Therefore, although the rank-one approximation of \( \tilde{\mathbf{C}} \) relying on the largest singular value may incorporate residuals from the rest of paths, the effect of these is expected to be low, as the simulation results will confirm. This motivates the use of a successive interference cancellation (SIC) approach in this paper to retrieve the parameters corresponding to multiple paths.

IV. TRANSFORMED SPATIAL DOMAIN CHANNEL ESTIMATION

This section starts with a detailed description of the estimation of the multipath channel parameters corresponding to the dominant path, whose steps constitute the core of each iteration of the multipath TSDCE algorithm (schematically summarized in Fig. 3). The first step is based on the SVD analysis of the observed matrix in the transformed spatial domain. The second step is based on the denoising properties of the sample autocorrelation function (ACF). Sect. IV-E will address how the subsequent processing stages can be successively applied to retrieve the parameters from the rest of paths.

A. Path Extraction via Rank-one Approximations

As previously discussed, since the informative part of the signal concentrates only on the top-left sub-matrix of \( \mathbf{D} \), the first step is to crop such matrix to extract \( \mathbf{D}_C \). Let us continue by obtaining an estimate of the most powerful path component \( \tilde{\mathbf{C}}^{(1)} \) via the rank-one approximation of \( \mathbf{D}_C \) according to the dominant singular value

\[
\mathbf{D}_C = \hat{s}_1 \hat{\mathbf{u}}_1 \hat{\mathbf{v}}_1^H = \sqrt{\rho} \tilde{\mathbf{C}}^{(1)} + \mathbf{E} = \sqrt{\rho} \hat{\mathbf{C}}^{(1)},
\]

where \( \hat{s}_1, \hat{\mathbf{u}}_1 \) and \( \hat{\mathbf{v}}_1 \) are the first singular value and vectors extracted from the SVD of \( \mathbf{D}_C \) and \( \mathbf{E} = \sqrt{\rho} (\mathbf{C}^{(1)} - \hat{\mathbf{C}}^{(1)}) \) contains the residual error, which is later analyzed in Sect. V.

B. Sample Autocorrelation Function

Let us consider the use of the unbiased 2D sample ACF of the rank-one observation \( \mathbf{D}_C \)

\[
\mathbf{R} = \text{ACF}_{2D}(\mathbf{D}_C) \in \mathbb{C}^{n_r \times n_t},
\]

with elements \( r_{m,n} = [\mathbf{R}]_{m,n} \), given by

\[
\begin{align*}
  r_{m,n} &= \frac{1}{\kappa_{m,n}} \sum_{\mu=0}^{n_r-m-1} \sum_{\nu=0}^{n_t-n-1} \hat{d}_{\mu,\nu} \hat{d}_{\mu+m,\nu+n}, \\
  \kappa_{m,n} &= (n_r - m)(n_t - n),
\end{align*}
\]

where \( \hat{d}_{m,n} = [\hat{\mathbf{D}}_C]_{m,n} \). Note that the 2D-ACF can be efficiently computed using a zero-padded fast Fourier transform (FFT) and that, due to its symmetry, only positive lags are considered. Using Eq. (50) we can express \( \mathbf{R} \) as a sum of auto and cross-correlation terms

\[
\mathbf{R} = \rho \text{ACF}_{2D}(\hat{\mathbf{C}}^{(1)}) + \text{ACF}_{2D}(\mathbf{E}) + \sqrt{\rho} \text{CCF}_{2D}(\hat{\mathbf{C}}^{(1)}, \mathbf{E}) + \sqrt{\rho} \text{CCF}_{2D}(\mathbf{E}, \hat{\mathbf{C}}^{(1)}),
\]

where \( \text{CCF}_{2D}(\mathbf{A}, \mathbf{B}) \) stands for the sample 2D cross-correlation sequence between two matrices.

By substituting \( \hat{d}_{\mu,\nu} \) in Eq. (52) by the sinusoidal component of Eq. (28), the corresponding ACF results in the same sinusoid multiplied by the conjugate of its amplitude and zero initial phase. Thus, the above equation can be compacted into

\[
\mathbf{R} = \rho A_1 \hat{\mathbf{C}}^{(1)} + \Gamma,
\]

where \( \Gamma \) now condenses all the terms involving the residual \( \mathbf{E} \). In general, the elements of \( \mathbf{R} \) can be expressed as

\[
r_{m,n} = \rho |A_1|^2 e^{j\phi_{\omega_1,m + \omega_1,n}} + \gamma_{m,n},
\]

where \( \gamma_{m,n} = [\Gamma]_{m,n} \) is the residual error component at lag \((m, n)\). The use of the ACF introduces three main advantages. First, the effect of the phase of \( \phi_1 \) is removed from the observation, facilitating the estimation of the underlying spatial frequencies. Second, the ratio between the power of the target sinusoidal signal and the residual is considerably reduced due to its auto and cross-correlation terms. Finally, while the power of the residual \( \mathbf{E} \) is evenly distributed across \( \mathbf{D}_C \), the new error \( \Gamma \) is lower at small correlation lags. The power of the ACF error increases uniformly with the lag due to the smaller number of samples taking place in the computation of the autocorrelation estimate. In fact, it holds for the unbiased estimator that \( \text{var}(r_{m,n}) \propto (1/\kappa_{m,n}) \).

This will motivate the use of a weighted least squares (WLS) approach for frequency estimation.

In any case, it can be shown that all the required information to estimate \( \omega_{\psi_1} \) and \( \omega_{\phi_1} \) is contained in the phase angle of \( r_{m,n} \). In fact, since the phase of \( \mathbf{R} \) in zero at \( m = n = 0 \), the following estimates for the vectors in Eqs. (40)-(41) can be obtained

\[
\begin{align*}
  \hat{c}(\omega_{\psi_1}) &= \frac{1}{\sqrt{n_r}} \left[ e^{j\omega r_{0,0}}, e^{j\omega r_{1,0}}, \ldots, e^{j\omega r_{n_r-1,0}} \right]^T, \\
  \hat{c}(\omega_{\phi_1}) &= \frac{1}{\sqrt{n_t}} \left[ e^{j\omega r_{0,1}}, e^{j\omega r_{0,1}}, \ldots, e^{j\omega r_{n_t-1,0}} \right]^T,
\end{align*}
\]

evidencing that all the required frequency information corresponding to the extracted path component is embedded within the phase of the first row and first column of \( \mathbf{R} \).

C. Spatial Frequency Estimation

By looking at the form of \( \hat{c}(\omega_{\psi_1}) \) and \( \hat{c}(\omega_{\phi_1}) \) in Eqs. (40) and (41), it is evident that the unwrapped phase on the vertical and horizontal directions is given, respectively, by

\[
\begin{align*}
  \mathcal{P}_{\psi_1}(m) &= \omega_{\psi_1} m, \quad m = 0, \ldots, n_r - 1, \\
  \mathcal{P}_{\phi_1}(n) &= \omega_{\phi_1} n, \quad n = 0, \ldots, n_t - 1.
\end{align*}
\]

Thus, the phases of the elements making up \( \hat{c}(\psi_1) \) and \( \hat{c}(\phi_1) \) correspond to wrapped images of \( \mathcal{P}_{\psi_1} \) and \( \mathcal{P}_{\phi_1} \), respectively.
As a result, the frequency estimation problem boils down to estimating the slopes of the unwrapped phase sequences on both the vertical and horizontal directions. To this end, a simple phase unwrapping procedure followed by WLS slope estimation is proposed. The frequency estimation steps are as follows.

1) Phase unwrapping: Initially, first-order phase differences are stored

\[ \Delta (\psi_1) \triangleq [\Delta_0^{(\psi_1)}, \Delta_1^{(\psi_1)}, \ldots, \Delta_{n_t-1}^{(\psi_1)}]^T, \]

\[ \Delta (\phi_1) \triangleq [\Delta_0^{(\phi_1)}, \Delta_1^{(\phi_1)}, \ldots, \Delta_{n_t-1}^{(\phi_1)}]^T, \]

where \( \Delta_0^{(\psi_1)} = \Delta_0^{(\phi_1)} = 0, \Delta_m^{(\psi_1)} = \angle(r_{m,0} \cdot r_{m-1,0}) \) and \( \Delta_{n_t}^{(\phi_1)} = \angle(r_{0,n} \cdot r_{0,n-1}) \).

Note that, ideally, the phase differences between consecutive elements correspond to the angular frequencies \( \omega_{\psi_1} \) and \( \omega_{\phi_1} \) and, therefore, the phase steps are known to have a magnitude smaller than or equal to \( \pi \), i.e. \( |\Delta_m| \leq \pi \). In fact, due to noise effects, phase differences having a magnitude close to 0 or \( \pi \) may result in unwanted wrappings. To mitigate this effect, the observed phase differences are wrapped to the range \([-\pi, \pi]\) or to \([0, 2\pi]\), whichever provides the smaller variance. By taking the cumulative sum of \( \Delta (\psi_1) \) and \( \Delta (\phi_1) \), the unwrapped phases are estimated as

\[ \hat{P}_{\psi_1}(m) = \sum_{i=0}^{m} \Delta_i^{(\psi_1)}, \quad m = 0, 1, \ldots, n_t - 1, \]

\[ \hat{P}_{\phi_1}(n) = \sum_{i=0}^{n} \Delta_i^{(\phi_1)}, \quad n = 0, 1, \ldots, n_t - 1. \]

2) WLS: We formulate the WLS optimization problem

\[ \hat{\omega}_{\psi_1} = \arg \min_{\omega_{\psi_1}} \left\{ \sum_{m=0}^{n_t-1} w_m \left( \hat{P}_{\psi_1}(m) - \omega_{\psi_1} m \right)^2 \right\}, \]

\[ \hat{\omega}_{\phi_1} = \arg \min_{\omega_{\phi_1}} \left\{ \sum_{n=0}^{n_t-1} w_n \left( \hat{P}_{\phi_1}(n) - \omega_{\phi_1} n \right)^2 \right\}, \]

where \( w_m \) and \( w_n \) are the selected weights. The solution for both frequencies has the common form

\[ \hat{\omega} = \frac{\sum_{i=0}^{M-1} w_i (i - \bar{x})(\hat{P}(i) - \bar{y})}{\sum_{i=0}^{M-1} w_i (i - \bar{x})^2}, \]

with

\[ \bar{x} = \frac{\sum_{i=0}^{M-1} w_i i}{\sum_{i=0}^{M-1} w_i}, \quad \bar{y} = \frac{\sum_{i=0}^{M-1} w_i \hat{P}(i)}{\sum_{i=0}^{M-1} w_i}, \]

and \( M \in \{n_t, n_r\}, i \in \{m, n\} \) and \( \hat{P}(i) \) may refer to \( \hat{P}_{\psi_1}(m) \) or \( \hat{P}_{\phi_1}(n) \), correspondingly, so that \( \hat{\omega} \) is an estimate of \( \omega_{\psi_1} \) or \( \omega_{\phi_1} \). It is important to note that, according to Eq. (12), the estimated frequencies must be wrapped to the range \([-\pi, \pi]\).

Selecting the proper weights is discussed next.

3) Weights: Taking into account the observations from the autocorrelation values \( r_{m,n} \), with \( \text{var}(r_{m,n}) \propto 1/\kappa_{m,n} \) and that, under relatively high SNR, the phase noise variance of a noisy complex sinusoid can be assumed to be proportional to the noise variance [42], we can derive proper weights for the WLS problem as follows. Assuming that the variance of the sample ACF estimator is independent for different lags, the variance of first-order differences is proportional to the product of the variances corresponding to neighboring autocorrelation values in \( \Delta_m \) and \( \Delta_n \)

\[ \text{var}(\Delta_i) \propto \frac{1}{(M-i)(M-i+1)}. \]

As phase differences are accumulated during the unwrapping operation, the variances of \( \hat{P}_{\psi_1} \) and \( \hat{P}_{\phi_1} \) should approximate

\[ \text{var}\left(\hat{P}(i)\right) \propto \frac{1}{\sum_{k=0}^{i} (M-k)(M-k+1)} \]

\[ = \frac{1}{(M+1)(M-i)}. \]

Since optimum weights should be proportional to the inverse of the variances, the weights to be used are given by

\[ w_i = \frac{(M+1)(M-i)}{i+1}. \]

D. Estimation of the Path Complex Coefficient

First, taking into account Eq. (55), an estimate of \(|A_1|^2\) can be obtained by calculating the weighted average autocorrelation magnitude at lags different from \( m = n = 0 \). As in the
frequency estimation step, the weights are selected according to the relative variance of the autocorrelation estimates

$$|\hat{A}_1|^2 = \frac{1}{\hat{K}} \sum_{m,n \neq (0,0)} \sum_{r=1}^{n-1} \sum_{l=1}^{n-1} \kappa_{m,n} |r_{m,n}|,$$

$$\hat{K} = \frac{1}{\hat{K}} \sum_{m,n \neq (0,0)} \sum_{r=1}^{n-1} \sum_{l=1}^{n-1} \kappa_{m,n},$$

where $\kappa = \sum_{m,n \neq (0,0)} \kappa_{m,n}$ is the weight normalization constant. Then, according to Eq. (55), the magnitude of the path coefficient can be obtained as

$$|\hat{a}_1| = \sqrt{\hat{K}} \sqrt{|\hat{A}_1|^2}.$$

Finally, the maximum likelihood estimate of the phase of $\alpha_1$ is obtained by taking the mean of the underlying circular normal distribution

$$\angle \hat{a}_1 = \angle \left( \frac{1}{\hat{K}} \sum_{m,n} \sum_{r=1}^{n-1} \sum_{l=1}^{n-1} d_{m,n} e^{j(\omega_{m,n} + \omega_{l,n})} \right).$$

E. Successive Path Estimation

Previous sections presented the different processing stages aimed at estimating the parameters corresponding to the dominant path within the original observation. The estimation of the rest of paths is achieved by following the same processing steps but from a modified observation, where the previous estimated components have been suppressed following a SIC approach. Let us assume that one or several paths have already been estimated, leading to estimated parameters $\hat{\omega}_i$, $i \in \mathcal{L}$, where $\mathcal{L}$ is the set of previously estimated paths. By using such parameters, each estimated component $C^{(i)}$ can be reconstructed as

$$[C^{(i)}]_{m,n} = \frac{|\hat{a}_i|}{\sqrt{\hat{K}}} e^{j \hat{a}_i} e^{j(\hat{\omega}_i + \hat{\omega}_n)}.$$

By suppressing the above reconstructed path components from the original observation, the spatial domain observation matrix to estimate path component $l$ can be updated as follows

$$\hat{D}_C' = \hat{D}_C - \sqrt{\hat{K}} \sum_{i \in \mathcal{L} \setminus \{l\}} C^{(i)}.$$

where the updated observation $\hat{D}_C$ will then become the new input replacing $\hat{D}_C$ in the processing stages described throughout Sections [\textbf{V-A}] to [\textbf{V-D}].

The steps of the proposed method are summarized in Algorithm 1. It is worth noting that, while $L$ iterations are sufficient for having initial estimates of the parameters of the $L$ desired paths, these can be further refined by running additional estimation rounds through an outer loop with $K > 1$. Indeed, once the estimates of each individual path component are available after the first estimation round ($K = 1$), these can be effectively used to cancel all the disturbing path contributions from the original observation, leading to better estimates than the initial ones. Such cancellation is more effective than the SVD extraction performed in the first round, where all the parameters need to be estimated from scratch without any a priori path information. In this context, the exact value of $L$ is often assumed to be known [24] or, alternatively, a desired number of path components to be extracted $L_d$ is set [8], as reflected in Algorithm 1. Note, however, that $L_d$ is used as a stopping criterion in TSDCE without affecting its applicability in real scenarios, where a power-based criterion on the extracted components could be used.

V. ANALYSIS OF PERFORMANCE BOUNDS

This section derives the upper and lower performance bounds of the proposed TSDCE algorithm by using the mean SSE as a metric. In the upper bound case, separate lemmas are given for $L = 1$ and $L > 1$ cases.

A. Upper Bound Analysis

Lemma 3. For the case $L = 1$, an upper bound for the mean SSE of the proposed method is given by $\hat{\Delta}^2 N_{\text{SNR}} C^2$.

Proof. The proposed method departs from the cropped spatial domain observation $\hat{D}_C$, which has been shown in Lemma 2 to provide a noisy observation of the channel matrix. An upper bound for the proposed method can be established by
studying the mean SSE corresponding to the channel estimate derived from the SVD-based rank-one approximation $\tilde{D}_C$.

Let us first analyze the variance of the elements $\tilde{d}_{m,n}$ of $\tilde{D}_C$. Recalling that the approximation is based on the largest singular value, the variance is given by

$$\text{var}(\tilde{d}_{m,n}) = \frac{\mathbb{E} \left\{ \| \tilde{D}_C \|_F^2 \right\}}{n_t n_r} = \frac{\mathbb{E} \left\{ \lambda_1(\tilde{D}_C^H \tilde{D}_C) \right\}}{n_t n_r}. \tag{77}$$

Taking into account the expectation operator and that path components and noise are uncorrelated, the impact of signal and noise cross-terms can be neglected. Therefore, by considering Weyl’s inequality for the eigenvalues of Hermitian matrices \([43]\), it follows that

$$\mathbb{E} \left\{ \lambda_1(\tilde{D}_C^H \tilde{D}_C) \right\} \leq \mathbb{E} \left\{ \lambda_1(\rho \tilde{C}^H \tilde{C}) \right\} + \mathbb{E} \left\{ \lambda_1(\tilde{Z}^H \tilde{Z}) \right\}, \tag{78}$$

indicating an upper bound for the largest singular value (recall that the largest singular value is obtained as the square root of $\lambda_1(\tilde{D}_C^H \tilde{D}_C)$) of the noisy observation as a function of the largest eigenvalue of the path component matrix product and of the noise matrix product. For matrix $\rho \tilde{C}^H \tilde{C}$ and assuming $L = 1$, it holds

$$\mathbb{E} \left\{ \lambda_1(\rho \tilde{C}^H \tilde{C}) \right\} = \mathbb{E} \left\{ \rho |\alpha_1|^2 \right\} = \rho. \tag{79}$$

On the other hand, the variance of the noise can be expressed as

$$\sigma_z^2 = \frac{1}{n_t n_r} \mathbb{E} \left\{ \| \tilde{Z} \|_F^2 \right\} = \frac{1}{n_t n_r} \sum_{i=1}^{n_r} \mathbb{E} \left\{ \lambda_i(\tilde{Z}^H \tilde{Z}) \right\}. \tag{80}$$

According to Gordon’s theorem for random Gaussian matrices \([44]\), the mean of the largest eigenvalue of $\tilde{Z}^H \tilde{Z}$, i.e. $\lambda_1(\tilde{Z}^H \tilde{Z})$, is bounded by

$$\mathbb{E} \left\{ \lambda_1(\tilde{Z}^H \tilde{Z}) \right\} \leq \sigma_z^2(\sqrt{n_r} + \sqrt{n_t})^2. \tag{81}$$

By using the above result in Eq. \((78)\) and substituting in Eq. \((77)\)

$$\text{var}(\tilde{d}_{m,n}) \leq \frac{(\rho + \sigma_z^2(\sqrt{n_r} + \sqrt{n_t})^2)}{n_t n_r}. \tag{82}$$

Then, the variance added by the residual noise $\mathbb{E}$ in Eq. \((50)\) must satisfy

$$\sigma_z^2 \leq \frac{(\sqrt{n_r} + \sqrt{n_t})^2}{n_t n_r} - \sigma_z^2. \tag{83}$$

Therefore, as in Eq. \((35)\), an improved estimate of the channel due to the SVD noise filtering effect can be obtained as

$$\hat{H}_D = \sqrt{\frac{n_t n_r}{\rho}} \tilde{D}_C,$n_r,$n_t$ leading to a mean SSE

$$\mathbb{E} \left\{ \| \hat{H}_D - H \|_F^2 \right\} \leq \mathbb{E} \left\{ \sum_{m=0}^{n_r-1} \sum_{n=0}^{n_t-1} \left( h_{m,n} - \hat{h}_{m,n} \right)^2 \right\} = \sum_{m=0}^{n_r-1} \sum_{n=0}^{n_t-1} \mathbb{E} \left\{ \hat{e}_{m,n}^2 \right\} = n_t n_r \sigma_z^2.$n_t,$n_r$ where $\hat{e}_{m,n} = \sqrt{\frac{n_t n_r}{\rho}} [E]_{m,n}$ and $\sigma_z^2 = \text{var}(\hat{e}_{m,n}) = \frac{n_t n_r}{\rho} \sigma_z^2$.

Note that the above result can alternatively be expressed as

$$\mathbb{E} \left\{ \| \hat{H}_D - H \|_F^2 \right\} = \frac{n_t n_r}{\rho} n_t n_r \rho \sigma_z^2 = \frac{\left(\sqrt{n_r} + \sqrt{n_t}\right)^2}{\text{SNR}_C} \sigma_z^2. \tag{84}$$

Lemma 4. For $L > 1$, an upper bound for the mean SSE is given by $\frac{n_t n_r}{\rho} \sum_{l=1}^{n_r} \lambda_{l,\text{mean}}$, where $\lambda_{l,\text{mean}}$ corresponds to the mean of the ordered statistics of the normalized eigenvalue distribution of the noise, i.e. $\lambda_{l,\text{mean}} = \mathbb{E} \left\{ \lambda_l \left( \frac{1}{n_t} \tilde{Z}^H \tilde{Z} \right) \right\}$.

Proof. Similarly to Lemma 3 we consider in this case the $L$-rank approximation of $\tilde{D}_C$, denoted here as $\tilde{D}_{C,L}$. In this case

$$\text{var}(\tilde{d}_{m,n,L}) = \frac{\mathbb{E} \left\{ \| \tilde{D}_{C,L} \|_F^2 \right\}}{n_t n_r} = \frac{\mathbb{E} \left\{ \sum_{l=0}^{L} \lambda_l(\tilde{D}_{C,L}^H \tilde{D}_{C,L}) \right\}}{n_t n_r}, \tag{85}$$

where $\tilde{d}_{m,n,L} = [D_{C,L}]_{m,n}$. By applying the Ky Fan inequality \([45]\) for Hermitian matrices

$$\sum_{l=1}^{L} \mathbb{E} \left\{ \lambda_l(\tilde{D}_{C,L}^H \tilde{D}_{C,L}) \right\} \leq \sum_{l=1}^{L} \mathbb{E} \left\{ \lambda_l(\rho \tilde{C}^H \tilde{C}) \right\} + \sum_{l=1}^{L} \mathbb{E} \left\{ \lambda_l(\tilde{Z}^H \tilde{Z}) \right\}. \tag{86}$$

As in Eq. \((79)\), the first term $\sum_{l=1}^{L} \mathbb{E} \left\{ \lambda_l(\rho \tilde{C}^H \tilde{C}) \right\} = \rho$, while for the second term it becomes convenient to study the distribution of the eigenvalues of the normalized Gaussian random matrix $\frac{1}{n_t} \tilde{Z}^H \tilde{Z}$, which asymptotically follows the Marchenko-Pastur density \([46]\). Without loss of generality, considering $n_t \geq n_r$, the eigenvalue probability density function (PDF) can be written as

$$f_{\lambda}(x) = \frac{1}{2 \pi \sigma_z^2} \frac{\sqrt{(x-a)(b-x)}}{cx}, \tag{87}$$

where $c = n_r/n_t$ and $a, b = \sigma_z^2(1 \pm \sqrt{c})^2$. The cumulative distribution function (CDF) is then given by

$$F_{\lambda}(x) = \int_{a}^{x} f_{\lambda}(x) dx = \tilde{F}(x) - \tilde{F}(a) \tag{88}$$

where

$$\tilde{F}(x) = \frac{\sqrt{(x-a)(b-x)}}{cx} + \frac{a+b}{2 \sqrt{ab}} \arcsin \left( \frac{2x-a-b}{b-a} \right) - \frac{ab}{\sqrt{ab}} \arcsin \left( \frac{(a+b)x-2ab}{x(b-a)} \right). \tag{89}$$

Note, however, that the algorithm relies on the magnitude-ordered singular values, so we are interested in the distributions of the order statistics for the $n_r$ eigenvalues of $\frac{1}{n_t} \tilde{Z}^H \tilde{Z}$, with PDF

$$f_{\lambda_i}(x) = \frac{(n_r - l + 1)}{(n_r - l + 1)} f_{\lambda}(x) \tag{90}$$

where the subindex $\lambda_l$ indicates that such PDF corresponds to the $l$-th largest eigenvalue from $n_r$ samples of the underlying eigenvalue distribution. The above formula allows to compute numerically the mean for each of the magnitude-descending-ordered eigenvalues $\lambda_{l,\text{mean}} = \mathbb{E} \left\{ \lambda_l \left( \frac{1}{n_t} \tilde{Z}^H \tilde{Z} \right) \right\}$, so that

$$\text{var}(\tilde{d}_{m,n,L}) \leq \frac{(\rho + \sum_{l=1}^{L} n_t \lambda_{l,\text{mean}})}{n_t n_r}, \tag{91}$$

with a residual variance bounded by $\sigma_z^2 \leq \frac{\sum_{l=1}^{L} n_r \lambda_{l,\text{mean}}}{n_t n_r}$.\]
Let us write the channel estimate derived from $\hat{\mathbf{D}}_C$ as $\hat{\mathbf{H}}_{D_L} = \frac{n_r n_t}{\rho} \mathbf{D}_C + \mathbf{E}_L$, with residual variance $\sigma_e^2 = \frac{n_r n_t}{\rho} \sigma_e^2$, so that the mean SSE, $\mathbb{E} \left\{ \left\| \hat{\mathbf{H}}_{D_L} - \mathbf{H} \right\|_F^2 \right\}$, is

$$\mathbb{E} \left\{ \left\| \mathbf{E}_L \right\|_F^2 \right\} < \frac{n_t n_r}{\rho} \sigma_e^2 = \frac{n_t n_r}{\rho} \sum_{l=1}^L n_t \lambda_{l,\text{mean}}. \quad (92)$$

### B. Lower Bound Analysis

**Theorem 2.** A lower bound for the mean SSE of the TSDCE algorithm is given by the estimator that, departing from the low-rank approximation of the spatial domain observation $\hat{\mathbf{D}}_C$, achieves the CRLB of the involved parameters $\omega$.

**Proof.** The proposed TSDCE algorithm is based on the estimation of the parameters corresponding to the multiple two-dimensional frequencies constituting the channel. By considering the SVD-denoised channel observation of Lemma 4, a lower bound would be that corresponding to an estimator of the involved channel parameters achieving the CRLB.

Consider the elements of the noisy channel observation

$$\hat{h}_{m,n} = [\hat{\mathbf{H}}_{D_L}]_{m,n} = \sum_{l=1}^L (\alpha_l) e^{j(\omega_1 + \omega_3 m + \omega_2 n)} + \hat{e}_{m,n}, \quad (93)$$

where it has been shown in Lemma 4 that $\sigma_e^2 = \frac{1}{\rho} \sum_{l=1}^L n_t \lambda_{l,\text{mean}}$. Considering the $4L \times 1$ real vector of unknown parameters $\omega$, the corresponding $4L \times 4L$ Fisher information matrix $\mathcal{F}$ is

$$[\mathcal{F}]_{i,j} = -\mathbb{E} \left\{ \frac{\partial^2}{\partial \omega_i \partial \omega_j} \log \left( f \left( \text{vec}(\hat{\mathbf{H}}_{D_L}) | \omega \right) \right) \right\}, \quad (94)$$

where $\omega_i$ is the $i$-th element of $\omega$ and $f \left( \text{vec}(\hat{\mathbf{H}}_{D_L}) | \omega \right)$ is the PDF of $\text{vec}(\hat{\mathbf{H}}_{D_L})$. A zero-mean complex white Gaussian distribution for the elements of $\mathbf{E}_L$ is assumed for mathematical tractability, which has been empirically verified to hold for the considered channel model. In this case, the entries of the Fisher information matrix can be expressed as

$$[\mathcal{F}]_{i,j} = \frac{1}{\sigma_e^2} 2 \text{Re} \left( \frac{\partial \text{vec}(\mathbf{H})}{\partial \omega_i} \frac{\partial \text{vec}(\mathbf{H})}{\partial \omega_j} \right). \quad (95)$$

The form of the derivatives involved in each element $[\mathcal{F}]_{i,j}$ was derived in Appendix A of [47]. The CRLB of the variance of the unbiased estimate for each parameter can therefore be obtained from the corresponding diagonal element of $\mathcal{F}^{-1}$.

Since $\mathcal{F}$ does not have a closed-form inverse, and the derivatives are dependent on the actual value of the parameters, the bound is obtained numerically through Monte-Carlo simulation. First, the CRLB variance is obtained for every parameter in each channel realization. Then, the channel is reconstructed from the ground-truth channel parameters, each of them corrupted by noise with a variance corresponding to that of its respective CRLB.

### VI. Experiments and Complexity Analysis

In this section, we assess the performance of the TSDCE algorithm through numerical experiments. The method is compared in terms of performance and complexity with the LS and OMP channel estimation methods in [21], the DFT-based scheme (DFT-CEA) in [24], and with the KF-based beamtracking approach in [11]. To match an ABF architecture, all the methods are evaluated with a single RF chain. In the OMP case, the number of grids is set to $G = 180$ and the number of iterations is set to $I_t = 20$ [21]. As in [24], we set $N_{\text{DFT}} = 1024$ points for the DFT-CEA method. Note that all methods are tested under the same pilot overhead, which is directly $Q \times P$ pilots. Also, the number of desired paths is set to $L_d = L$ for all methods. The simulations consider 1000 random channel realizations for each SNR value, following the observation model in Eq. 5 with $\rho = 1$, i.e. the SNR definition is $1/\sigma_e^2$. Channel coefficients are drawn from a zero mean complex Gaussian distribution with variance $1/L$, while AoA and AoD angles are drawn from a uniform distribution in the range $[0, \pi]$.

We first assess the performance of the AoA, AoD and the path complex coefficients estimation jointly through the normalized mean square error (NMSE) of $\mathbf{H}$, defined as

$$\text{NMSE [dB]} = 10 \log_{10} \left( \mathbb{E} \left\{ \left\| \mathbf{H} - \hat{\mathbf{H}} \right\|_F^2 \right\} / \left\| \mathbf{H} \right\|_F^2 \right)$$

where $\hat{\mathbf{H}}$ is the estimated channel and the expectation is approximated by averaging. Fig. 4 shows the effect of the $K$ parameter in the TSDCE, which is directly related with the number of channel estimation rounds for refinement. The NMSE is evaluated for different values of SNR in a system with $n_t = n_r = 16$ and considering codebooks of two different sizes, namely $Q = P = 16$ and $Q = P = 32$, and $L = 3$. Recall that setting $K = 1$ provides an initial estimation for the $L$ paths. By running either one or two additional estimation rounds ($K = 2$ and $K = 3$, respectively), the performance is notably enhanced due to the possibility of removing all the remaining paths from the observation in every iteration. When comparing the $K = 2$
and $K = 3$ cases, a higher $K$ improves the performance only slightly at high SNRs. Since choosing a higher $K$ increases also the complexity, we set $K = L_d$ in the next simulations for a good performance vs. complexity tradeoff.

Fig. [5] and Fig. [6] compare the different methods for $n_t = n_r = 16$ and codebook with $Q = P = 16$ and $Q = P = 32$ elements, respectively, and three different values of $L$ (from 1 to 3). It can be observed that the proposed approach outperforms both the LS and OMP in all cases, and the DFT-CEA approach except at very low SNR values. Another important result is that the TSDCE performance achieves the CRLB at medium to high SNRs in the multi-path cases. When comparing the results with different codebook sizes, an SNR gain of approximately 6 dB is observed, which matches the theoretical SNR gain derived in Eq. (31).

Fig. [7] analyzes the DoA estimation capability of the TSDCE and DFT-CEA methods in the setups of Fig. [5] and Fig. [6] with $L = 3$. To this end, the root mean squared error (RMSE) of the angle measurements, calculated as $\sqrt{\frac{1}{|\mathcal{N}|} \sum_{i=1}^{|\mathcal{N}|} (\hat{\vartheta}_i - \vartheta_i)^2}$, and the probability of detection ($P_D$) at different SNRs are shown, considering as successful detections those with an RMSE $\leq 1^\circ$. According to such definition, the set of successfully detected angles is denoted by $\mathcal{N}$, while $\vartheta_i$ considers any AoA or AoD. At low SNRs, the DFT-CEA outperforms the TSDCE since it exhibits a higher $P_D$ than the TSDCE with similar RMSE. At medium to high SNRs the TSDCE has superior performance, since both methods present similar $P_D$, having the TSDCE lower RMSEs. Regarding the codebook sizes, both methods provide enhanced DoA estimations for $Q = P = 32$, as expected from previous NMSE comparisons.

Fig. [8] allows to see the effect of increasing the number of channel paths and antennas, setting $K = 3$ for the TSDCE. According to Fig. [8] (a), with $L = 6$ and $n_t = n_r = 32$ the TSDCE is still the method with the best performance at medium to high SNRs, however, it is not able to reach the CRLB due to the increased number of paths. This result was expected, due to the estimation of a less sparse channel than in the $L = 3$ case. In Fig. [8] (b), where $n_t = n_r = 64$, there is a wider performance gap with respect to the CRLB, and the performance of the DFT-CEA is severely affected by the beamwidth reduction. In Fig. [8] (c) it can be seen that a further increase of the number of paths ($L = 8$) penalizes the TSDCE, but it still provides the best performance for positive SNRs.

Fig. [9] shows a performance comparison with the KF-based beamtracking method proposed in [11] for $n_t = n_r = 16$ and $Q = P = 16$. For this tracking scenario, we considered 500 simulated blocks with 100 time slots per block. The AoAs and AoDs in time slot $j$ are obtained by adding the realization of a zero-mean Gaussian random variable with variance $\sigma_\theta^2$ to the angles in time slot $j-1$. Channel coefficients remain unchanged within the same block. For the KF method, the true channel parameters are used as initial tracking estimates for each block. Moreover, we assume perfect knowledge of the channel complex coefficient for the KF-based method, which only re-estimates the AoA and AoD angles at each slot. The algorithms are evaluated considering three different values of the angle standard deviation, $\sigma_\vartheta \in \{0.5^\circ, 1^\circ, 1.5^\circ\}$. A single performance curve is displayed for our proposal, since it is invariant with $\sigma_\vartheta$. At $\sigma_\vartheta = 0.5^\circ$, the KF method is only outperformed by TSDCE at high SNR. However, it can be seen an increasing degradation of the KF-based beam tracking approach for higher angle deviations. The crossing point appears at much lower SNRs when $\sigma_\vartheta = 1^\circ$ or $1.5^\circ$. In fact, at $\sigma_\vartheta = 1.5^\circ$ the high NMSE values make the beam tracking nearly independent from the SNR.

The complexity order of the TSDCE is analyzed below based on the complexities of its core operations provided in [43]. The main computational complexity of Algorithm 1 comes from the IDFT in line 1, in the order of $O(PQ \log_2(\min(P, Q)))$, as well as from the SVD in line 7, which is $O((L - 1) \cdot n_t n_r \cdot \min(n_t, n_r))$, and the ACF in line 12 (carried out for $K$ rounds), in the order of $O((KL) \cdot 2n_t n_r \log_2(\min(n_t, n_r)))$. Note that the SVD-related complexity term is the dominant one for a large number of antennas. Table [I] compares the complexity order of the proposed approach with the ones of the LS and OMP methods (derived in [21]) and of the DFT-CEA method [24], in the specific case where $QP = n_t n_r$. For instance, when $n_t = n_r = 64$ with $L = 3$ and the parameters used in the simulations, the complexity orders are TSDCE: $O(5.2 \cdot 10^5)$; LS: $O(7 \cdot 10^{10})$; OMP:180: $O(8 \cdot 10^7)$ and DFT-CEA: $O(1 \cdot 10^7)$. The analysis shows that the proposed TSDCE algorithm is clearly the fastest method in the comparison. In addition, efficient implementations such as the ones derived for the SVD in [49] and [50], and for the IFFT in [51], can be readily applied to the TSDCE algorithm, achieving a further reduction in the algorithm complexity.

VII. CONCLUSION

In this paper, a low-complexity algorithm for channel estimation in the transformed spatial domain has been proposed considering analog mmWave systems with AWGN. The key step of the method relies on transforming the directional angular observations into the transformed spatial domain, using rank-one approximations and the sample autocorrelation function as pre-processing steps for robust path extraction. Then, the parameters of each path are estimated by following a frequency estimation approach based on weighted least squares. Analytical upper and lower bounds have been stated, showing that the normalized mean square error of the proposed algorithm remains within such bounds and close to the Cramer-Rao lower bound. The algorithm has been compared with widely used solutions such as least squares, orthogonal matching pursuit and DFT-based channel estimation, showing that it outperforms the benchmarks at a remarkably lower computational complexity, and without saturating at high signal-to-noise ratios. The comparison with Kalman-based beamtracking shows that the proposed approach is invariant with respect to the angle standard deviation. Indeed, the spatial domain interpretation of the channel estimation problem is highly effective for achieving both low-complexity and accurate channel parameter estimates. Future work will consider the extension of the method to planar antenna arrays, hybrid beamforming mmWave architectures and mmWave systems.
Fig. 5: NMSE of channel estimation for different values of SNR with $n_t = n_r = 16$ and $Q = P = 16$.

Fig. 6: NMSE of channel estimation for different values of SNR with $n_t = n_r = 16$ and $Q = P = 32$.

Fig. 7: DoA RMSE and $P_D$ of channel estimation with TSDCE and DFE-CEA for different values of SNR, $L = 3$ and $n_t = n_r = 16$.

Fig. 8: NMSE of channel estimation for different values of SNR and various numbers of paths and antennas, with codebook sizes matching the number of antennas.
using reconfigurable intelligent surfaces. Additionally, further complexity reduction of the proposed method through fast SVD implementations will be investigated for systems with a large number of antennas.
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