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ABSTRACT
We introduce QuerYD, a new large-scale dataset for retrieval and event localisation in video. A unique feature of our dataset is the availability of two audio tracks for each video: the original audio, and a high-quality spoken description of the visual content. The dataset is based on YouDescribe, a volunteer project that assists visually-impaired people by attaching voiced narrations to existing YouTube videos. This ever-growing collection of videos contains highly detailed, temporally aligned audio and text annotations. The content descriptions are more relevant than dialogue, and more detailed than previous description attempts, which can be observed to contain many superficial or uninformative descriptions. To demonstrate the utility of the QuerYD dataset, we show that it can be used to train and benchmark strong models for retrieval and event localisation. All data, code and models will be made available, and we hope that QuerYD inspires further research on video understanding with written and spoken natural language.

Index Terms— Audio description, retrieval

1. INTRODUCTION
The development of new datasets has been instrumental in the immense progress of modern machine learning, working hand-in-hand with methodological improvements. New, larger datasets allow incremental gains in performance with no change in methodology [1], and prevent progress stalling from over-fitting to saturated benchmarks [2]. In this work, we propose a dataset that supports investigations into the relationship between video and natural language.

For this task, obtaining rich and diverse training data is essential, an endeavour that is made difficult by the fact that “describing a video” is a relatively under-constrained objective. Dataset designers that rely on crowdsourced annotations, usually through paid micro-work platforms such as Amazon Mechanical Turk, must specify elaborate guidelines and multi-stage verification mechanisms to attempt to remove low-effort solutions, given the monetary incentive [3].

We propose a new dataset for retrieval and localisation, sourced from the YouDescribe community¹ that contributes audio descriptions for YouTube videos. The videos cover diverse domains and the descriptions are precisely localised in time. They exhibit richer vocabulary than existing publicly available text-video description datasets (sec. 4).

The aim of the annotators is to communicate the contents of videos to visually-impaired people, resulting in diverse and high quality audio descriptions. Annotators add spoken narrations to videos from YouTube, subject to the time-constraint of describing the action in real-time. The proposed dataset expands previous datasets across four axes: (1) Modality. In addition to the original audio track of each video, QuerYD contains a separate audio track containing spoken narrations describing the action. This modality is highly complementary to the standard audio, the content of which can be unrelated to the visual content (e.g. background music, character dialogue about off-screen events, and aspects of the action that do not produce sound). In contrast, spoken narrations have a one-to-one relation to the video’s content, encoded as audio. (2) Quantity. QuerYD is large-scale, containing over 200 hours of video and 74 hours of audio descriptions. It also contains a higher density of descriptions than other datasets (as measured by words-per-second). (3) Quality. Since the descriptions in QuerYD are created by volunteers who aim for high-quality descriptions of videos for the visually-impaired, and narrations are rated by other users, there is an added incentive for quality when compared to micro-work platforms. We demonstrate this difference empirically, observing a larger vocabulary size, larger number of sentences per video, and sentence lengths, when compared to other datasets (which generally contain text captions instead of audio narrations). (4) Scalability. QuerYD is not a static dataset, since it is based on an ever-growing collection of audio descriptions which is continually evolving with new narrations added every day. By publishing our open-source toolkit, we will empower future researchers to obtain more up-to-date snapshots of the audio descriptions data, ensuring that it stays relevant as the data demand grows.

In summary, our contributions are: (1) we propose QuerYD, a new dataset for video retrieval and localisation;
(2) we provide an analysis of the data, demonstrating that it possesses a richer diversity of text descriptions than prior work; (3) we provide baseline performances with existing state-of-the-art models for text-video understanding tasks.

2. RELATED WORK

Researchers in the computer vision and natural language processing communities have been striving to bridge the gap between videos and natural language. We have seen significant progress in many tasks, such as text-to-video retrieval, text-based action or event localisation, and video captioning. This success has resulted both from advances in deep learning as well as from the availability of video description datasets.

Video-Text Retrieval Benchmarks. In the past, video-text retrieval datasets have addressed controlled settings [4, 5] or a single domain, such as cooking [6, 7], and movies [8, 9, 10]. Some new video datasets [11, 12, 13, 14, 15] have been collected from YouTube and Flicker, which are open-domain and realistic. However, most existing datasets are manually annotated. Obtaining such annotations is time-consuming and expensive and therefore difficult to do at large scale. Some recent works obtained text annotations by automatically transcribing narrations instead, and collected relatively large-scale datasets, such as CrossTask [16], YouCook2 [17], HowTo100M [18]. Unfortunately, these datasets are all sourced from a narrow domain: instructional videos related to pre-defined tasks. Moreover, collecting annotations from narration introduces some incoherence (noise) in the video-text pairs, due to the narrator talking about things unrelated to the video, or describing something before or after it happens.

In this work, we explore a different source for text annotations – Audio Description (AD). AD provides descriptions of the visual content in a video which allows visually-impaired people to understand the video. Compared to manual annotations and narration transcriptions from instructional videos, ADs describe precisely what is shown on the screen and are always temporally well-aligned to the video. Related to our work, LSMDC [8] also considers AD as a source of supervision. However, as opposed to our work, LSMDC purely focuses on movies and short clips (3s on average) and, due to copyright restrictions, the material is not easily accessible. Our dataset contains more videos with longer duration, covers a wider range of domains and source videos are directly available from YouTube.

Event Localisation Benchmarks. Event localisation is a task that aims to retrieve a specific temporal segment from a video given a natural language text description. It requires the event localisation methods to determine not only what occurs in a video but also when. Some datasets have been collected for this task in the past few years, including Charades-STA [19], DiDemo [13], and the Activity-Net [14] dataset. However, the average length of the video in these datasets is less than 180s and the number of events per video is less than 4, which makes the event localisation less challenging. In contrast, our QuerYD dataset consists of longer videos and more distinct moments from each unedited video footage paired with descriptions that can uniquely localise the moment. It is also worth noting that instead of using manual annotations which can suffer from ambiguity in the event definition and disagreement of the start and end times, AD provide more fine-grained and precise temporal segment annotations.

3. THE QuerYD DATASET

In this section, we first give a high-level overview of the QuerYD dataset. Afterwards, we provide qualitative examples and quantitative analyses of the videos and descriptions that comprise the dataset, compared to others in the literature.

Dataset overview. The QuerYD dataset comprises 207
hours of video accompanied by 74 hours of Audio Description (AD) transcriptions, resulting in 31,441 descriptions. The videos, which are sourced from YouTube, cover a diverse range of visual content shown in Fig. 2. Of the total transcriptions, 13,019 are localised within video content (with precise start and end times), and the remaining 18,422 descriptions are coarsely localised (they are assigned a single time in a video, but their temporal extent is not annotated). The training, validation and test partitions of the dataset, obtained by uniform sampling of videos, are shown in Tab. 1.

**Dataset analysis.** We analysed several aspects of the QuerYD dataset: the diversity of vocabulary (Fig. 3), linguistic complexity (Tab. 2), as well as the video duration and the distribution of localised segments (Tab. 2).

We compare the QuerYD dataset with other datasets containing annotated videos such as LSMDC[8], VaTeX [15], YouCook2 [17]. Because the QuerYD videos are chosen by voluntary annotators from YouTube, the topics vary greatly with a vocabulary more varied than that of more specific datasets, as can be seen in Fig. 3 and Table 2. The vocabulary size is calculated by first assigning words to their corresponding part-of-speech and then lemmatising the tokens using the Spacy library [20]. As well as having more varied video topics, the QuerYD dataset has a wider range of video lengths as demonstrated in Tab. 2, with 9 videos longer than 40 minutes. The average video time is 278 seconds for untrimmed video, while the average of the video segments is of 7.72 seconds. This results in better temporal localisation since the audio description provided describes only the current scene.

**Qualitative examples.** In this section, we explore some qualitative examples from QuerYD. Examples of videos and captions are given in Fig. 1 together with the timestamps of the corresponding audio descriptions. In the top picture there are 4 rich descriptions covering 27 seconds of one video. These descriptions have a high content of verbs and nouns, reflecting the statistics in Fig. 3. The bottom image is another example of detailed descriptions of a short video with extremely fine-grained localisation.

**Data collection.** QuerYD is gathered from user-contributed descriptions provided by the YouDescribe community, who contribute audio descriptions to videos hosted on YouTube to assist the visually-impaired [21]. A portion of these audio descriptions is further accompanied by user-provided transcriptions. To handle cases in which such a transcription is not provided, we use the Google Speech-to-Text API [22] to transcribe audio descriptions. Unlike speech transcription from speech “in the wild”, audio descriptions are recorded in a clean environment and contain only the voice of the speaker, leading to high quality transcriptions. The YouDescribe privacy policy [21] ensures that all captions are public with the consent of annotators. Lastly, we also group the localised descriptions with their corresponding clips for the localisation task and eliminate empty audio descriptions.

## 4. VIDEO UNDERSTANDING TASKS

In this section we demonstrate the application of QuerYD to two video understanding tasks: paragraph-level video retrieval and clip localisation. We consider three models:

1. The E2EWS (End-to-end Weakly Supervised) model proposed by [23] is a cross-modal retrieval model that is trained using weak supervision from a large-scale corpus (100 million) of instructional videos (using speech content as the supervisory signal). The model employs a S3D [24] video feature extractor and a lightweight text encoder. We use the video and text encoders without any form of fine-tuning on QuerYD, providing a calibration of task difficulty.

2. The MoEE (Mixture of Embedded Experts) model proposed by [25] comprises a multi-modal video model in combination with a system of context gates that learn to fuse together different pretrained “experts” (inspired by the classical Mixture of Experts model [26]) to form a robust cross-modal text-video embedding.
(3) The CE (Collaborative Experts) model similarly learns a cross-modal embedding by fusing together a collection of pretrained experts to form a video encoder. It uses a relation network [27] sub-architecture to combine together different modalities, and represents the state-of-the-art on several retrieval benchmarks. Except where otherwise noted, the MoEE and CE models adopt the same four pretrained experts for scene classification, action recognition, ambient sound classification and image classification described in [28] (described in detail in the supplemental material).

Text-video retrieval. We first consider the task of paragraph-level video-retrieval with natural language queries (e.g. as studied in [29, 28]). We report standard retrieval evaluation metrics, including median rank (MdR, lower is better), mean rank (MrR, lower is better) and recall at rank K (R@k, higher is better). We report the mean and standard deviation for three runs with different random seeds. We first compare the three different baseline models on our dataset and then investigate the importance of the use of different modalities.

Baselines. Our results, reported in Tab. 3, show that the CE model [28] trained on our QuerYD dataset performs best, outperforming the MoEE [25] and E2EWS [23] models (the latter being trained on a corpus of 100 million instructional videos, but used without any form of finetuning). Additionally, we propose a baseline for retrieval where the full QuerYD dataset is used as test set. The results when running the E2EWS [23] model without finetuning on the full QuerYD dataset are shown in Table 4.

The importance of different modalities for QuerYD retrieval. In Tab. 5, we assess the importance of different pretrained experts for the retrieval performance of the CE model [28] on QuerYD. We observe that the addition of each expert improves the performance, although to different extents: both object and action classification experts bring large gains in performance, while the ambient sound expert produces mixed results and has a smaller impact, indicating that this is a weaker cue, but one that still could benefit retrieval.

Clip localisation. We next study clip localisation. Corpus-level clip localisation without effective proposals is an extremely challenging task (e.g. [30] reports a performance of 0.85% recall at rank 1 on DiDeMo). For this reason, in this work we establish a baseline for the proposal oracle setting, which consists of having the temporal segment localisations (ground truth proposals) provided as input to each method.

Localisation baselines. Our results, reported in Tab. 6, show that the MoEE method performs best, followed closely by CE. The E2EWS method, which was trained with weak supervision from a much larger set of videos, performs worse. This may be due in part to the weak supervision, which does not enforce the network to be highly sensitive to timing. The model nevertheless establishes a solid baseline for performance without fine-tuning.

Failure cases. In Fig. 4 we show some failure cases of the CE model, which we observed to be the strongest model in the text-video retrieval task. One of the main failure modes is the ambiguity between segments that can plausibly correspond to the retrieval target, showing that at such a fine level of temporal granularity no model can be expected to perform perfectly.

5. CONCLUSION

In this work, we introduced the QuerYD dataset for video understanding. Through extensive analysis, we demon-
strated that this dataset contains detailed annotations with rich, highly-relevant vocabulary. In order to demonstrate applications of our dataset and to bootstrap the development of future methods, we evaluated several baselines for video retrieval and clip localisation with an oracle. By directing researchers’ attention to this video-to-audio narration problem, and providing them with the tools to tackle it, we hope that future works will be able to contribute back to the YouDescribe project and further its goals, by developing high-quality automated video-to-audio narrations.
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