Observation of interaction-induced mobility edge in a disordered atomic wire
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Abstract—Mobility edge, a critical energy separating localized and extended excitations, is a key concept for understanding quantum localization. Aubry-André (AA) model, a paradigm for exploring quantum localization, does not naturally allow mobility edges due to self-duality. Using the momentum-state lattice of quantum gas of Cs atoms to synthesize a nonlinear AA model, we provide experimental evidence for mobility edge induced by interactions. By identifying the extended-to-localized transition of different energy eigenstates, we construct a mobility-edge phase diagram. The location of mobility edge in the low- or high-energy region is tunable via repulsive or attractive interactions. Our observation is in good agreement with the theory, and supports an interpretation of such interaction-induced mobility edge via a generalized AA model. Our work also offers new possibilities to engineer quantum transport and phase transitions in disordered systems.

Introduction — The concept of mobility edge (ME), a critical energy separating extended and exponentially localized energy eigen-states in the excitation spectrum, is key for understanding Anderson localization [1–13] induced by random disorder in three dimensions (3D) [14]. In low dimensions, arbitrarily weak random disorder can make all single-particle eigenstates localize, hence ME is absent. Localization phenomena have also been actively studied in quasi-periodic lattice systems with incommensurate modulations [15–24], such as those described by Aubry-André (AA) model [15].

Realization of the AA model in cold atoms has led to the first observation of the localization transition of a noninteracting Bose-Einstein condensate (BEC) [25]. As the AA model has self-dual symmetry [15], the localization transition is energy-independent (i.e., no ME), with all eigenstates being localized across a single critical point. Intriguingly, variants of AA model which have broken self-duality, such as the generalized Aubry-André (GAA) model [26], can host ME already in one dimension (1D). So far, the existence of ME has been mainly conjectured in noninteracting quasi-periodic lattice systems [26–35], and experimentally confirmed with cold atoms in optical lattices [36].

Beyond noninteracting systems, the realization and control of ME are of fundamental interests, but are generally challenging. Recently, some atomic experiments in this direction have been carried out, showing how single-particle MEs are affected by weak interactions [37, 38], and many-body ME has been discussed in the context of many-body localization [39]. In these experiments, however, ME is already expected without interactions. It is thus highly desired to understand MEs based on systems with tunable interactions.

In this work, we demonstrate that ME can be induced and tuned by interaction; the physical picture is shown in Fig. 1(a): weak interaction can have different dressing effects on different energy eigenstates of the AA model, resulting in a suppressed or enhanced localization of an eigenstate, thus a critical energy (i.e., ME) is expected in the excitation spectrum.

Experimentally, we observe signatures of ME based on the momentum-state lattice of quasi-1D $^{133}$Cs BEC that
simulates a nonlinear AA model [Fig. 1(b)]. Exploiting the tunable scattering length of Cs atoms with Feshbach resonances [40–43], we realize a disordered wire with a wide range of interaction, and observe the extended-to-localized transition in the excitation spectrum. In particular, the controllability of all the system parameters including interactions allows us to access the highest excited state, which can be viewed as the ground state of the associated negative Hamiltonian. We demonstrate that interactions can enhance the localization of either low- or high-energy eigenstates, depending on the sign of the interactions. We further construct a mobility-edge phase diagram, which agrees well with the theory.

Such interaction-induced ME can be understood through an effective noninteracting GAA model. While the nonlinear AA model and its variants [44–47] have been studied before in optical and atomic setups [6, 8, 44–50], the exploration of ME in the model remains elusive.

\[ ME \text{ in the nonlinear AA model } \] — We start by theoretically showing how ME arises in the nonlinear AA model

\[ i\hbar \dot{\varphi}_j = J(\varphi_{j+1} + \varphi_{j-1}) + \Delta \cos(2\pi \beta j + \phi) \varphi_j - U|\varphi_j|^2 \varphi_j, \quad (1) \]

Here $\hbar$ is the reduced Planck’s constant, $\varphi_j$ is the wave function at site $j$ in a lattice of size $L$ with $\sum_j |\varphi_j|^2 = 1$, and $J$ is the nearest-neighbor coupling. The on-site modulation with $\beta = (\sqrt{5} - 1)/2$ has an amplitude $\Delta$ and phase $\phi$, which plays the role of disorder. The nonlinear term characterized by $U$ in our subsequent discussion arises from the atomic interaction. When $U = 0$, Eq. (1) reduces to the AA model, with all eigenstates extended for $\Delta/J < 2$ and localized for $\Delta/J > 2$.

We are interested in the weak interaction regime $|U/J| \ll 1$ where the self-trapping [51, 52] does not occur, and every eigenstate has a correspondence in the non-interacting counterpart [53]. Insights can be obtained by noting that the combination of the nonlinear term and the disorder results in a density-dependent potential $V_{j\text{ext}} = \Delta \cos(2\pi \beta j + \phi) - U n_j$, with the density $n_j = |\varphi_j|^2$. As the density distribution is shaped by the incommensurate modulation, $V_{j\text{ext}}$ contains \textit{multiple} harmonics of the quasi-periodicity (i.e., $2\pi \beta$), which breaks the self-duality and leads to ME. For $|U/\Delta| \ll 1$, perturbative analysis suggests $V_{j\text{ext}}$ is effectively a GAA lattice potential. For instance, when $\phi = 0$, by Fourier expanding the density up to the second harmonics of the quasi-periodicity, we have $V_{j\text{ext}} \approx (\Delta - U c_1) \cos(2\pi \beta j) - U c_2 \cos(4\pi \beta j)$ (apart from some constant), with the expansion coefficients $c_1$ and $c_2$. It approximates the GAA lattice potential [26]

\[ V_{\text{GAA}}^j = \frac{\Delta}{1 - \alpha^*(U) \cos(2\pi \beta j)} \quad (2) \]

with $\alpha^* \ll 1$ and $\alpha^* \propto -U$, up to the second harmonics. Thus the physics of Eq. (1) may be understood via an \textit{effective noninteracting GAA model}: $i\hbar \dot{\varphi}_j = J(\varphi_{j+1} + \varphi_{j-1}) + V_{\text{GAA}}^j \varphi_j$. As the GAA model hosts an exact ME [26], the location $E_c$ of ME in a weakly nonlinear AA model is expected to be

\[ E_c = \frac{\text{sgn}(\Delta)(2|J| - |\Delta|)}{\alpha^*(U)}, \quad (3) \]

where $\text{sgn}$ denotes the sign function. Because $\alpha^* \propto -U$, we expect the location of ME in the low- or high-energy region is swapped when $U \rightarrow -U$.

The above analysis is supported by numerical calculations. We focus on the ground state (GS) and the highest excited state (ES) of the nonlinear AA model [54], and characterize their degree of localization via the participation ratio

\[ r = \frac{1}{L} \frac{1}{\sum_{j=1}^{L} n_j^2}. \quad (4) \]

For a localized state, $r \approx 0$; for an extended state, the maximum possible $r$ is $1$. Figure 2(a) and (b) show the participation ratio $r$ as a function of $\Delta/J$ and $U/J$ for GS and ES, respectively. To identify the transition from the extended to the localized, we use the critical value of $r$ at $\Delta/J = 2$ in the noninteracting limit (see white curves) [55]; for $L = 21$ sites, the critical value is...
FIG. 3. Experimental realization of the nonlinear AA model in a Cs BEC with tunable disorder and interaction. (a) Images of momentum distribution for various disorder strength Δ/J in a noninteracting BEC. The Δ/J is tuned via engineering the frequency difference between the pair of Bragg lasers in Fig. 1(b). The BEC is initialized at the momentum lattice site j = 0. The absorption image is taken after t = 1.28 ms evolution and 18 ms TOF. (b) Measured momentum width ⟨d⟩ as a function of the time t in a noninteracting BEC under various Δ/J. Corresponding solid curves denote the numerical simulations [57]. (c) Measured momentum width ⟨d⟩ at t = 0.64 ms as a function of the scattering length a (in unit of Bohr radius a0) for Δ/J = 1. The scattering length is tuned via a Feshbach resonance. The solid curve denotes the numerical simulation [57]. Error bars denote 1σ standard deviations. In all panels, the coupling rates are J/ℏ = 2π × 500 Hz.

We see that while the transition points of GS and ES coincide without interaction, they differ in the presence of interaction, suggesting the transition is energy-dependent. Moreover, adding U > 0 enhances localization of GS but delocalizes ES, whereas the opposite occurs for U < 0. The critical points of GS and ES divide the parameter space (Δ, U) into four regimes [Fig. 2(c)]. In phase II (IV), all states are localized (extended). But in both phases I and III, extended and localized states coexist, signaling the existence of ME. When increasing disorder, ME emerges from the high-energy regime in I (U < 0), while it emerges from the low-energy regime in III (U > 0).

We validate the effective GAA model through numerical simulations. We calculate the effective parameter α∗ = (Δg − Δc)/(Eg − Ec) based on Eq. (3), where Eg (Ec) denotes the energy of GS (ES) at their critical point Δg (Δc), representing where ME coincides with the lowest (highest) energy. Figure 2(d) shows α∗ as a function of U/J (blue curve). It is linear for small interactions, confirming the previous conjecture. In the linear regime, we expect the location of ME to be given by Eq. (3). When the linearity breaks down, the effective model is no longer suitable.

Experimental realization of the model – We experimentally realize the nonlinear AA model using the momentum-state lattice of ¹³³Cs BEC that contains 4 × 10⁴ atoms in the hyperfine state |F, mF = 3⟩ [Fig. 1(b)] [56]. We start with a BEC confined in a quasi-1D optical trap [57]. Two counter-propagating laser beams with the wavelength λ = 1064 nm are applied, one with a frequency ω, while the other containing multi-frequency components ωj = ω − Δωj, j = −10,...,9. They drive a series of two-photon Bragg transitions to couple 21 discrete momentum states with the momentum increment of 2ℏk (with k = 2π/λ), which simulates AA model of L = 21 sites with the nearest-neighbor coupling J [58]. The disorder is realized by engineering Δωj to yield an on-site energy Δ cos(2βπj + φ) [57] with both Δ and φ controllable via Bragg lasers. We employ a broad Feshbach resonance centered at magnetic field B = −11.7 G to tune the atomic s-wave scattering length [40–43]. According to the mean-field theory of the momentum-lattice system [38, 59–61], the atomic interaction leads to the nonlinear term in Eq. (1), with U = (4πℏ²a/m)̄ρ, where m is the atomic mass and ̄ρ is an effective atomic density [57]. We note that a quasi-1D BEC can be stable for a < 0 [62]; Experimentally, we do not observe the collapse of BEC for a < 0 on the time scale of 2 ms relevant for our measurements. To avoid significant three-body loss [63], we restrict ourselves to a > −100a₀ (a₀ is the Bohr radius).

To confirm the realization of the nonlinear AA model, we first tune a ≈ 0 and observe the transport of the noninteracting BEC by controlling the disorder strength. Initially, the BEC with zero momentum is prepared at momentum-state lattice site j = 0, before the Bragg lasers are switched on. After an evolution time t, the momentum distribution is measured through the time-of-flight (TOF) technique [57]. TOF images for t = 4ℏ/J = 1.28 ms under different disorder strength are illustrated in Fig. 3(a). As expected from the AA model, atoms spread over several lattice sites for Δ/J < 2, but localizing sharply near the initial position for Δ/J > 2. Figure 3(b) measures the time-dependent momentum width, ⟨d⟩(t) = ∑ |j|n_j(t), where n_j(t) is the measured fraction of atomic population at the momentum state |2jhk⟩ at time t. We observe the familiar crossover from the ballistic transport to localization with increasing disorder,
in agreement with the numerical simulations (solid lines) based on Gross-Pitaevskii (GP) equation [57].

Next, we tune the scattering length from \( a < 0 \) to \( a > 0 \) using the broad Feshbach resonance and fix the disorder at \( \Delta/J = 1 \). Figure 3(c) shows the measured momentum width \( \langle d \rangle \) at \( t = 2h/J = 0.64 \text{ ms} \) under various interactions. We observe \( \langle d \rangle \) decreases with the interaction strength, regardless of its sign, suggesting an increased degree of localization. The experiment agrees qualitatively with the GP calculations [57] (red curve).

Construction of ME phase diagram – Important for our study is the preparation of GS and ES under various disorder and interaction. We prepare GS following the adiabatic protocol in Ref. [38]. It consists of switching off the laser coupling between lattice sites and initializing atoms in the ground state at zero-momentum site \( j = 0 \). Then, by linearly ramping the coupling from \( J = 0 \) to \( J/h = 2\pi \times 275 \text{ Hz} \) in 1 ms and holding there for 1 ms, the initial state is transferred to GS of the lattice system.

A reliable preparation of ES, however, was nontrivial due to non-adiabatic effects [38]. Here we adopt a strategy which is motivated by the fact that ES of a Hamiltonian \( H \) can be viewed as GS of \(-H\). Experimentally, in preparing ES of a system with desired \( J, \Delta \) and \( a \) we instead realize an associated “negative Hamiltonian” (i.e., \(-H\)) with \(-J, -\Delta \) and \(-a\). To realize \(-J\), we introduce a relative phase \( \pi \) in the two-photon Bragg transition coupling neighboring momentum states [c.f. Fig. 1(b)]. The \(-\Delta\) is achieved by tuning \( \phi \). Crucially, the conversion from \( a \) to \(-a\) is uniquely enabled by Feshbach tuning of the interaction of Cs atoms. Then we adiabatically prepare GS of the negative system similarly as before: after switching off the laser coupling and initializing atoms at a site with the lowest energy, we linearly ramp up \( J \), thus achieving ES of the original system.

After the state preparation, we measure the population in each momentum mode to obtain the participation ratio \( r \) according to Eq. (4). We identify the potential extended-to-localized transition by numerically fitting the experimental data of \( r \) as a function of \( \Delta/J \) [57], as shown in Figs. 4(a)-(b). For \( \approx 0 \), the transition is at \( \Delta/J = 2 \) for both GS and ES, as expected. Comparing Figs. 4(a) and (b) shows that the localization of GS is enhanced (suppressed) under \( U > 0 \) (\( U < 0 \)), whereas the opposite occurs for ES, in agreement with the predictions. Owing to the non-adiabatic effect in the experimental ramp, the participation ratio \( r \) is generally smaller than the idealized value expected from Eq. (1) [57]. Moreover, the experimental \( r \) deep in the localized phase is slightly higher than \( B = 1/21 \) due to the residual population. Nevertheless, these imperfections and finite-size effect do not qualitatively change the transitions [57].

Finally, to construct the phase diagram, we collect the extracted transition points of GS and ES under various interactions into Fig. 4(c). The good agreement between the experiment and theory provides strong evidences on the existence of interaction-induced ME. It also confirms that, depending on whether the atomic interaction \( U \) is attractive or repulsive, ME emerges from the high- or low-energy region of the excitation spectrum. In the inset of Fig. 4(c), we compare the experimental data with the predictions from the effective GAA model [c.f. Fig. 2(d)]. As shown, the effective model provides a good explanation of the data for \( |U/J| \lesssim 0.25 \), suggesting the location of ME in this regime is given by Eq. (3).

Conclusion – In this work we have provided experimental evidence that ME can be induced and controlled by interactions. The interaction-induced ME is different from the single-particle ME in noninteracting models.
and from the many-body ME [64–66]. Our observations shed new light on the interplay between disorder and interaction. The widely tunable atomic interaction featured in our experiment enables the first observation of this intriguing phenomena, which presents new opportunities for engineering the quantum transport and quantum phase transitions in disordered systems.
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Experimental setup

Here we provide details on the experimental preparation of the quasi-1D interacting gas of ultracold 133Cs atoms and the realization of the quasi-periodic momentum-state lattice. An overview of the experimental setup is shown in Fig. 1.

By using three-dimensional degenerated Raman sideband cooling, 133Cs atoms are cooled to a low temperature of about 1 μK, where the atomic sample is polarized in the |F = 3, m_F = 3⟩ state. The cooled 133Cs atoms are then loaded into a magnetically levitated dipole trap, which is composed of a magnetic field gradient ∂B/∂z = 31.3 G/cm and two orthogonal 1064 nm dipole trap lasers (Dim1 and Dim2) focused to 1/e² radii of 300 μm [1–4]. A crossed dimple trap, formed by another two crossed 1064 nm dimple trap lasers (Dim1 and Dim2) with the 1/e² radii of 58 μm, is overlapped with the dipole trap to improve the atomic density by a factor of about 30. A hybrid evaporative cooling is implemented by reducing the magnetic field gradient to ∂B/∂z = 0 and lowering the powers of three lasers (Dim1, Dim2 and Dim3), while the power of the other dimple trap laser (Dim1) is increased to provide a strong radial confinement. Finally, a BEC of ~ 4 x 10⁴ Cs atoms is prepared in a quasi-1D optical trap that is formed by two laser beams (Dim1 and Dim2) with a crossing angle of ~ 80°. The z axis is defined along the propagation direction of the remaining dimple trap laser (Dim1), the trap frequencies are (ω_x, ω_y, ω_z) = 2π x (125, 96, 13) Hz.

To create a 1D momentum-state lattice, we employ the techniques in Ref. [5]. A fraction of the remaining dimple trap laser (Dim1) is retro-reflected to construct a pair of counter-propagating lasers by using a polarization beam splitter (PBS) to combine with the incident laser. The retro-reflected laser is passed through two acousto-optic modulators (AOMs) with diffraction orders (±1), where the one AOM is driven with a single-frequency rf signal but the other is driven with the 20-frequency rf signals created by an arbitrary waveform generator. Thus, in comparison to the incident laser with the single frequency ω, the reflected laser contains multi-frequency spectral components ω_j = ω - Δω_j with j = -10, ..., 9 [see Fig. 1(b) in main text]. By engineering the detuning of multi-frequency components with programmable rf signals, the counter-propagating laser pair drives a series of two-photon Bragg resonance transitions, which couple the discrete momentum states with a momentum difference 2hκ. Because the Bragg lasers are far detuned from the atomic transition between the ground and excited states (|g⟩ and |e⟩), the rotating wave approximation is used to adiabatically eliminate |e⟩. As a result, the Bragg laser pair induces a time-dependent optical potential

V_Brag(z, t) = 2J ∑_j cos(2kz - Δω_j t + θ_j),  (1)

where J is obtained from the two-site Rabi oscillation and θ_j is the relative phase.

To implement the incommensurate modula-
Mean-field theory for the momentum-state lattice system

Following Refs. [7–9], here we briefly recapitulate the Gross-Pitaevskii (GP) theory for the momentum-state lattice.

For a BEC in the combined presence of a harmonic trap potential $V_{\text{trap}}(x, y, z)$ and the optical potential of the Bragg lasers $V_{\text{Brag}}(z, t)$, it can be described in the mean-field theory by a 3D wavefunction $\Psi(r, t)$ which satisfies the GP equation

$$i\hbar \frac{\partial \Psi}{\partial t} = \left(-\frac{\hbar^2}{2m} \nabla^2 + V_{\text{trap}} + V_{\text{Brag}} + \frac{4\pi \hbar^2 a}{m} N|\Psi|^2\right) \Psi,$$  \hspace{1cm} (2)

with the renormalization condition $\int d\mathbf{r} |\Psi(\mathbf{r}, t)|^2 = 1$. Here, $N$ is the total atom number. Based on Eq. (2), we calculate mean momentum width $\langle \delta \rangle$ by taking the corresponding experimental parameters. The theoretical results shown in Figs. 3(b)-(c) in the main text, which are scaled with a factor to account for the effects of decoherence, agree qualitatively well with the experimental data.

Next, as the lattice is periodic, one assumes the ansatz $\Psi(\mathbf{r}, t) = \sum_j \psi_j(\mathbf{r}, t)e^{i(2j\pi k z - 4\pi \beta_j t\hbar)}$. Here the mode function $\psi_j(\mathbf{r}, t)$ is narrowly localized at $p_j = 2j\pi \hbar k$ in the momentum space. Consider first the shallow harmonic trap is ignored. The equation for $\psi_j$ can be readily derived in the standard variational approach by minimizing the BEC energy functional in the presence of $V_{\text{Brag}}(z, t)$, yielding

$$i\hbar \frac{\partial \psi_j}{\partial t} = \left(-\frac{\hbar^2 \nabla^2}{2m} - \frac{2j\pi \hbar k}{m} i\hbar \partial_z \right)\psi_j + J\psi_{j+1} + J\psi_{j-1} + \Delta \cos(2\pi \beta_j + \phi)\psi_j + \frac{4\pi \hbar^2 a}{m} N(2 \sum_{l \neq j} |\psi_l|^2 + |\psi_j|^2)\psi_j.$$  \hspace{1cm} (3)

By assuming a $j$-independent homogenous density distribution so that $\psi_j = \psi_j / \sqrt{V_0}$ [7–9], one obtains

$$i\hbar \frac{\partial \tilde{\psi}_j}{\partial t} = J\tilde{\psi}_{j+1} + J\tilde{\psi}_{j-1} + \Delta \cos(2\pi \beta_j + \phi)\tilde{\psi}_j + U(2 - |\tilde{\psi}_j|^2)\tilde{\psi}_j,$$  \hspace{1cm} (4)

with the normalization condition $\sum_j |\tilde{\psi}_j|^2 = 1$. In Eq. (4), $U = (4\pi \hbar^2 a/m)\bar{\rho}$ is the homogeneous mean-field energy, where $\bar{\rho} = N/V_0$ denotes the average density. Then, taking into account of harmonic trap, the local density approximation is assumed and an effective homogeneous density $\bar{\rho}$ is evaluated using the Thomas Fermi radius. Equation (4) is formally the same as Eq. (1) in the main text. In the experimental localization measurement in Fig. 4 of main text, we have used $V_0 = \int_{|\Psi(x,t=0)|\geq 0.005} d\mathbf{r}$ and thus $\bar{\rho} = 2 \times 10^{13}\text{cm}^{-3}$ to calculate $U$.

Measurement of the momentum distribution

Here we provide detailed description of the measurement for the momentum distribution of atoms in the main text.

In the measurements of atomic mean momentum width and participation ratio for various disorder and interaction, we switch off all laser fields and quickly tune the external magnetic field to 17 G with zero-crossing scattering length. After 18 ms time of flight, we detect the populations of atoms in different momentum states via standard absorption imaging technique as shown in the inset of Fig. 1. The imaging laser beam passes through the atomic cloud at an intersecting angle of 35° with respect to the direction of atomic momentum transfer. The momentum distribution of atoms can then be identified with different momenta.
Identify the extended-to-localized transition point

Here we provide details on how we experimentally identify the extended-to-localized transition point of a state by fitting the data.

After we obtained the measured participation ratio \( r \) for GS (or ES) under various interaction \( U/J \) and disorder \( \Delta/J \), we plot \( r \) as a function of disorder \( \Delta/J \) at a given interaction \( U/J \). We fit the experimental data using the following empirical relation

\[
    r = A(\Delta/J)^{-\gamma} \Theta[(\Delta - \Delta_c)/J] + B, \tag{5}
\]

where \( A, B, \Delta_c \), and \( \gamma \) are fitting parameters, and \( \Theta(x) = 1 \) for \( x < 0 \) and \( \Theta(x) = 0 \) for \( x > 0 \). We thus read off \( \Delta_c \) as the transition point. Repeating similar procedures for various interactions for GS and ES, respectively, we obtain the data for the transition points shown in Fig. 4 of the main text.

Non-adiabatic effect in the state preparation

In this section, we analyze the non-adiabatic effects arising from the finite ramp velocity in the experiment.

We first note that the participation ratio \( r \) calculated from the nonlinear AA model, as shown in Fig. 2, corresponds to the ideally adiabatic situations. We see that the experimental value of \( r \) is notably smaller than the ideal value. To understand the difference, we take into account of the finite velocity of the ramp in the experiment, and numerically solve the following equation

\[
    i\hbar \dot{\varphi}_j = J(t)(\varphi_{j+1} + \varphi_{j-1}) + \Delta \cos(2\pi\beta t + \phi)\varphi_j - U|\varphi_j|^2 \varphi_j. \tag{6}
\]

Here, \( J(t) = 2\pi \times \hbar v t \) for \( t \in [0, 1] \) ms with \( v = 275 \) Hz/ms simulates the experimental ramp process. In the following, we describe the calculations for GS as an example. For a given value of disorder \( \Delta \) and interaction \( U \), we take the initial state as the GS of the nonlinear AA model with \( J = 0 \). Next, we numerically solve Eq. (6) to obtain \( \varphi_j(t_f) \) at \( t_f = 1 \) ms, and calculate its participation ratio \( r \). The resulting \( r \) is plotted as a function of \( \Delta/J \) for three different \( U/J \) in Fig. 3(a). Similarly, we obtain the results for ES in Fig. 3(b).

Compared to the ideal case in Fig. 2, we see that, indeed, the non-adiabatic effect provides a main contribution to the decrease in the participation ratio \( r \), particularly in the regime of weak disorder. We emphasize, however, that such imperfection does not qualitatively change the key result, i.e., interaction enhances or suppresses the localization of an eigenstate depending on its energy.

Finite-size effect

Here, we theoretically study a nonlinear AA model with a size much larger than the experiment and show that the finite-size effect does not qualitatively change the physical picture, i.e., weak interaction suppresses or enhances the localization of an eigenstate depending on the energy, giving rise to ME.
Figure 4 presents the calculated participation ratio $r$ of GS and ES for a nonlinear AA model with $L = 144$ sites under various disorder and interaction. Compared to Figs. 2(a)-(b) in the main text, we see that the size effect quantitatively changes the values of participation ratios and hence transition points. However, it does not qualitatively alter the key features, i.e., the localization of GS (ES) is enhanced (suppressed) for $U > 0$, whereas the opposite occurs for $U < 0$, which is regardless of the system size.
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