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Abstract: Change detection (CD) networks based on supervised learning have been used in diverse CD tasks. However, such supervised CD networks require a large amount of data and only use information from current images. In addition, it is time consuming to manually acquire the ground truth data for newly obtained images. Here, we proposed a novel method for CD in case of a lack of training data in an area near by another one with the available ground truth data. The proposed method automatically entails generating training data and fine-tuning the CD network. To detect changes in target images without ground truth data, the difference images were generated using spectral similarity measure, and the training data were selected via fuzzy c-means clustering. Recurrent fully convolutional networks with multiscale three-dimensional filters were used to extract objects of various sizes from unmanned aerial vehicle (UAV) images. The CD network was pre-trained on labeled source domain data; then, the network was fine-tuned on target images using generated training data. Two further CD networks were trained with a combined weighted loss function. The training data in the target domain were iteratively updated using he prediction map of the CD network. Experiments on two hyperspectral UAV datasets confirmed that the proposed method is capable of transferring change rules and improving CD results based on training data extracted in an unsupervised way.
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1. Introduction

Change detection (CD) is the process of identifying changes in land cover or land use in the same geographical area over time [1]. CD is one of the most important fields in remote sensing (RS) because it can be used with RS images in many real-world applications, such as the measurement of urban expansion [2], disaster evaluation [3], and crop monitoring [4].

As the availability of images from satellites and unmanned aerial vehicles (UAVs) with very-high resolution (VHR) cameras has increased, a large amount of data with a resolution of less than 1 m has been collated on regions of interest. More recently, smaller and lighter hyperspectral sensors have been developed that can be integrated with UAVs and provide hundreds of spectral bands. Hyperspectral UAV images can provide not only high levels of spatial detail but also rich spectral information about surface materials [5]. The detailed spectral signatures obtainable from hyperspectral images can help to identify finer spectral changes and therefore support more effective CD.

CD methods for analyzing VHR in both spatial and spectral images, such as those obtained from hyperspectral UAVs, encounter several issues, including high dimensionality and spatial and...
spectral complexity of images, geometric inconsistency between these images, and larger spectral variability which is the difference in spectral signatures caused by illumination and atmospheric conditions [6,7]. Various CD methods have been developed to solve these problems, which can be divided into unsupervised and supervised approaches. Unsupervised CD methods usually detect spectrally distinct pixels and are easily applied because they do not require prior knowledge of the region. Furthermore, they minimize the chances of human error. However, the changes identified can be spectrally grouped in classes that are not of interest to an analyst, for examples, spectral noise and shadow. On the other hand, supervised CD methods discriminate between changed and unchanged areas by using available training data, giving analysts control over the classes under scrutiny by defining the range of changes. However, it is difficult to collect extensive training data in the real world that will assist in the recognition of categories that are not represented in the training data itself [8,9].

Recently, deep learning methods, including supervised and unsupervised approaches, have been proven effective in image processing and CD [10]. Training data were generated using unsupervised methods, and deep learning networks based on a supervised learning approach were trained to produce change maps. Gong et al. [11] proposed a deep neural network, which includes unsupervised feature learning and supervised fine-tuning for the CD of synthetic aperture radar (SAR) data. This method can avoid the generation of difference images (DIs), which present differences between multi-temporal images of the same area, using a joint classifier for the temporal images. A restricted Boltzmann machine was used to apply CD to SAR images. Song et al. [12] also proposed using recurrent three-dimensional (3D) fully convolutional networks (FCNs) to effectively extract spectral-spatial-temporal features from hyperspectral images and preserve the spatial structure of feature maps. To train CD networks without prior information, training samples were generated automatically using principal component analysis and spectral correlation angles between temporal images. DIs of VHR satellite images were generated using deep features obtained from deep learning networks, and saliency detection was implemented to categorize these into three classes: changed, unchanged, and uncertain [13]. The changed and unchanged pixels were used as the training data for flexible convolutional neural network, and post-processing was implemented to generate change maps. Convolutional neural network (CNN) and change vector analysis were used as feature extractors to generate the predicted DI; then, the generative adversarial network (GAN) can build a model connecting the predicted DI and the original multispectral images [14]. By doing so, a better DI was generated, and GAN generator and fuzzy local information c-means clustering method were used to obtain the desired binary CD map. In addition, a deep Siamese convolutional network (DSCNN) with a recurrent neural network was developed to detect changes in both homogeneous optical images and heterogeneous data such as SAR and optical images [15]. To achieve this, DSCNN extracted the features map from homogeneous inputs with weight-sharing and when the inputs were heterogeneous, DSCNN was modified as a pseudo-Siamese network and two branches were designed with different convolution kernels and numbers.

Although the aforementioned methods are effective in the CD of various RS images, supervised deep learning networks require a large amount of training data and only use information from current images. To improve CD performance using additional knowledge from existing related images, CD methods involving transfer learning (TL) have been developed [16,17]. TL is a commonly used method for overcoming a lack of training data and utilizing knowledge acquired while solving one task to solve related ones. TL can be undertaken using pre-trained models as a starting point; however, when such information is reused, the effective transfer of learned information is a challenging issue in the RS field [18]. This is because it is difficult to reflect differences generated from sensor characteristics, noise, and distortions [16]. Yang et al. [16] linked a CD network with a reconstruction network to gain additional information from related temporal SAR images. The CD was conducted in the source domain with reference, and the reconstruction was performed in the target domain without reference. In the target domain, the DI was reconstructed by a log-ratio operator to consider the speckle noise of SAR images. The lower layers of the CD and reconstruction networks shared
parameters, and, at the fine-tuning stage, the lower layers of the CD network were frozen, while the higher layers were fine-tuned for the target domain. Furthermore, CD methods using opensource datasets have been proposed [17]. For example, the ISPRS dataset, including VHR aerial images and labeled maps, was used to supervise semantic segmentation tasks. The pre-trained information in the ISPRS dataset can also be used for CD tasks involving VHR optical images. Liu et al. [17] first pre-trained a U-net model on the ISPRS dataset and minimize a designed loss function to combine high-level features from the pre-trained model with semantic information contained in the CD dataset. After that, they generated DIs using the log-ratio, and a CD map was produced by clustering DIs in post-processing. The previously mentioned CD methods that successfully used TL reused prior knowledge from the source domain, and DIs were generated as initial reference data to train the CD network.

Although supervised CD methods have been known to outperform unsupervised ones in terms of accuracy, the necessity of unsupervised approaches increases as huge amounts of data are accumulated [5,9]. Hence, it is important to transfer knowledge from pre-trained networks to other study sites where it is difficult to obtain information about changes. This paper proposes a CD method to transfer change rules obtained from supervised deep learning CD networks to other images without ground truth data. It automatically generates label data using spectral information from temporal hyperspectral images, and two recurrent FCNs are trained in parallel with a combined loss function. The proposed method provides the following three major contributions.

1. The method can be effectively applied to VHR in both spatial and spectral images by automatically generating initial label data from plentiful spectral bands and using multiscale 3D filters to extract various sized objects from the images.

2. Our method can improve the CD results of hyperspectral UAV images when using only label data obtained in an unsupervised way by transferring pre-trained information. In doing so, it possesses the advantages of both supervised and unsupervised approaches.

3. The proposed method can effectively transfer change rules using a combined weighted loss and detect changes with minimal additional training. Furthermore, the final CD map can be created without post-processing requirements, such as clustering and classification.

The rest of this paper is organized as follows. In Section 2, we present the proposed CD architecture. In Section 3, the data sets and the environmental conditions of the experiments are described. The results and discussion are addressed in Sections 4 and 5, respectively. Finally, we draw our conclusions in Section 6.

2. Methods

The proposed method comprises two networks, and the final goal is detecting changes in temporal hyperspectral UAV images in the absence of ground truth data or prior knowledge regarding changes based on pre-trained supervised CD networks. Section 2.1 represents the overall architecture of the proposed CD methods. Sections 2.2 and 2.3 explain the detailed structure of the CD network used in this paper and generation of label data, respectively. The ways of quality assessment are shown in the last subsection, Section 2.4. To simplify the expression, the acronyms used in this paper are given in Table 1.

2.1. Architecture of the Proposed Change Detection (CD) Methods

There are two CD networks as shown in Figure 1. One network was a CD network for images with ground truth data (which were called the labeled source dataset) and the other was a CD network for images without ground truth data (which was called the unlabeled target dataset). First, given two co-registered temporal images with ground truth data that were acquired over the same region but at two different times, the CD network of the first branch was trained on the source dataset. The network then generated a change map, which was composed of the set of classes of changed and
unchanged areas. In this step, the training samples were randomly extracted from the ground truth data. Each training sample is a 3D patch of size $k \times k \times d$. $k$ is the length of the column and row and $d$ is the number of spectral bands.

**Table 1.** The glossary of acronyms used in this paper.

| Acronyms | Full Names                          | Acronyms | Full Names                          |
|----------|-------------------------------------|----------|-------------------------------------|
| CD       | Change detection                    | TL       | Transfer learning                   |
| UAV      | Unmanned aerial vehicle             | SAM      | Spectral angle mapper               |
| RS       | Remote sensing                      | SCA      | Spectral correlation angle          |
| VHR      | Very high resolution                | SCM      | Spectral correlation measure        |
| SAR      | Synthetic aperture radar            | SID      | Spectral information divergence     |
| DI       | Difference image                    | JM       | Jeffries–Matusita                   |
| 3D       | Three-dimensional                   | OA       | Overall accuracy                    |
| 2D       | Two-dimensional                     | TP       | True positive                       |
| FCN      | Fully convolutional network         | TN       | True negative                       |
| CNN      | Convolutional neural network        | FN       | False negative                      |
| GAN      | Generative adversarial network      | FP       | False positive                      |
| DSCNN    | Deep Siamese convolutional neural network | CIR     | Color-infrared                      |

![Figure 1](image-url)  
*Figure 1.* Framework of the proposed method. First, network 1 is trained on the labeled source dataset, and network 2 is initialized as the pre-trained network 1. The automatically generated label data are fed into network 2 and the two networks are further trained by combined weighted loss. The label data is iteratively updated to change the map of network 2 at each defined epoch.

Second, after training the first CD network, the second CD network was initialized by the pre-trained network. The inputs to the second network were the unlabeled target images. To fine-tune the second CD network, initial label data were automatically generated using spectral similarity measures between the temporal images and a clustering algorithm. The detailed process of generating initial label data is explained in Section 2.3. The label data was composed of changed, non-changed, and background (null value) classes, and only the changed and non-changed classes were used as training data. After generating label data for the second CD network, the CD networks of both branches were further trained in parallel with combined loss $L_c$ which is defined as the weighted sum of losses of the two networks. The losses of the first and second networks are $L_{n1}$ and $L_{n2}$, respectively, and the binary cross entropy loss can be defined as follows:

$$L_n = -1/N \sum_{i=0}^{N} (y_i \log(\hat{y}_i)) + (1 - y_i) \log(1 - \hat{y}_i)$$  (1)
where, \( N \) is the number of samples. \( y_i \) is ground truth value and \( \hat{y}_i \) is the predicted value. \( L_n \) indicates 0 or 1, and they represent how far away from the true value. The prediction is for each class and averages of these class-wise errors to obtain the final loss. The combined loss \( L_c \) is defined as follows:

\[
L_c = w_1 L_{n1} + w_2 L_{n2}
\]

where \( w_1 \) and \( w_2 \) are the weights of two networks. Because the pre-trained weights and biases were trained on labeled source dataset, the loss of the first network \( L_{n1} \) was small, and the loss of the second network \( L_{n2} \) was large at first. Therefore, \( w_1 \) was set at a higher rate than \( w_2 \). For all experiments, \( w_1 \) and \( w_2 \) were set to 0.8 and at 0.2, respectively. As learning progressed through sharing \( L_c \), the loss of the second CD network was reduced based on the first CD network.

The initial label data of the target dataset included null values. When learning with the initial label data, it was impossible to train on the locations of pixels with null values. To train the CD networks for the entire regions of images, the training data were iteratively updated to the CD map of the second CD network at the defined epoch. In particular, it was important to update the initial training data with null values to the CD result map because the accuracy of the CD map affected the remaining training results. Therefore, the first updating period was relatively long at 100 epochs; after the first update, the updating cycle was set at a shorter period of 10 epochs.

2.2. CD Network for Very High-Resolution Hyperspectral UAV Images

UAV images with a resolution of 1 m or less contain objects of various sizes from very small neighborhoods to large regions composed of thousands of pixels. Smaller features, such as the edges of buildings and the texture of vegetation, tend to be extracted by small-scale convolutional filters, and the coarser general structures tend to respond to larger-scale convolutional filters [19]. In addition, hyperspectral UAV images can provide detailed spectral reflectance signatures, which show electromagnetic energy wavelengths. Analyzing spectral reflectance signatures makes it possible to identify different surface materials because the reflectance of different materials varies with the wavelength of the electromagnetic energy. Therefore, it is important to consider the spatial and spectral characteristics of surface objects as effective ways to analyze VHR hyperspectral UAV images.

This study used a CD network with multiscale 3D filters to extract various features, spatially and spectrally, from hyperspectral UAV images and detect changes by comparing these features. 3D filters can effectively extract spatial and spectral information of hyperspectral images, learning the local signal changes in both spatial and spectral dimensions of the feature cube [20]. Moreover, multiscale 3D filters can exploit the variously sized materials in high spatial resolution images [21].

The CD network was composed of 3D convolutional filters and convolutional long short-term memory (ConvLSTM) layers and generated binary change maps. The architecture of the CD network is shown in Figure 2.

![Figure 2. Architecture of the CD network with multiscale 3D filters.](image-url)
The size of the 3D patches was empirically set to $10 \times 10 \times d$ in this work. The 3D patches were extracted along with the label data and central pixels of these cubes as the training samples. We randomly selected the center of each of the 40,000 pixels as training data, 20,000 pixels as validation data, and 30,000 pixels as testing data. Because convolutional layers exploited information from neighboring pixels and the training and validation pixels were extracted from the same image, their features were likely to overlap owing to the shared source of information [22]. Overlap between training and validation data can result in intrinsic positive bias in the CD result. However, in this paper, because the images of the study areas consist of relatively few pixels (e.g., 600 $\times$ 600 pixels), the number of training patches was reduced when extracting without overlap. Therefore, data for network training were randomly extracted to increase the amount of training data.

After extracting the training samples, two patches captured from the same location in two temporal images were separately fed into the convolutional layer with different scale 3D filters in parallel. The size of 3D filters can be determined by the spatial and spectral resolution of the input images, and in this study, $(7 \times 7 \times 7)$, $(5 \times 5 \times 5)$, and $(3 \times 3 \times 3)$ 3D filters were used. Since the feature maps obtained from each convolutional filter were of different sizes, it was necessary to ensure each map was the same size before combining them into one joint feature map. Except for the number of channels used, the features in each map shared all relevant dimensions using padding and were collected in one tensor. The joint feature maps obtained from the convolutional layers were combined, and they passed through two more 3D convolutional layers. The filter size of these convolutional layers was $(3 \times 3 \times 3)$. $(3 \times 3 \times 3)$ is known as the best choice for 3D convolution in spatiotemporal feature learning [20]. After that, the spatial–spectral feature maps were fed into ConvLSTM layers to reflect temporal information and recode change rules. The outputs from the ConvLSTM layers were passed through 2D convolutional layers to generate a score map. The final number of feature maps equaled the number of classes. Finally, the pixels were classified into relevant classes according to the score map.

2.3. Generating Label Data

To train the CD network, label data was necessary because the loss is calculated based on the difference between predicted values and label data. Therefore, identification of areas where changes occurred and did not occur was necessary. In many studies [15,23,24], randomly selected samples from ground truth maps have been used as training data to calculate CD accuracies between prediction maps and ground truth maps. In this case, the accuracy of the training data was 100% because the training data were generated from ground truth data. Although this approach can evaluate the performance of the proposed method and detect changes within input sites, it is difficult to apply in real-world cases where it can be challenging to obtain prior information of changes at the sites under investigation. For practical reasons, there is a need for approaches that can be applied to a broad area with minimal training data because it is impossible to obtain training data with 100% accuracy covering the whole area of the sites under study. This study aimed to transfer pre-trained information from CD networks trained on data generated from the ground truth to other sites where there were no ground truth data. To achieve this, the label data were automatically generated using information from the input images.

Using DIs for CD is a well-known approach. DIs can show changed areas by highlighting the differences between two images of the same area. After DIs are generated, difference imaging analysis is performed to determine the nature of the changes. Recently, various deep learning-based CD networks have used DIs because they can indicate changes that have occurred and can be used as ground truth data for inputs without labeled data [14,16,17,21]. Therefore, the accuracy of CD results depends on the quality of DIs.

The log ratio is among the most classic algorithms that can produce a DI for each pair of pixels to examine speckle noise and it can be applied to both SAR and optical images. Liu et al. [17] generated DI from optical images using log ratio; then, a k-means clustering algorithm was applied to divide changed and unchanged pixels. Moreover, DIs based on log-ratio analysis were used as inputs for
the reconstruction network to reconstruct the DIs for SAR images [16]. Feature maps obtained from convolutional layers could be used to generate DIs of optical images [14,25]. DIs defined by the absolute difference between two feature maps were created at each of the five levels of U-net model [25]. The DI then was used by the decoder in copy and concatenate operations instead of feature maps. Furthermore, feature maps were integrated by fully connected layers into a one-band feature map and the initial DI was generated using pre-prediction of the network [14]. The initial DI iteratively was updated until when below a threshold. The final CD map was generated by a fuzzy local information c-means algorithm.

Although previous studies effectively generated DIs for deep learning-based networks, the study of the utilization of spectral information of the original input data was insufficient. Hyperspectral images have a large amount of spectral information and they can provide more detailed spectral information about objects than multispectral images. Spectral information can be measured by spectral similarity measures, which calculate how close a given spectrum is to a specified reference spectrum and can indicate the presence of changes. In addition, calculating spectral similarities for CD has the advantage of reducing the CD problem to one dimension. It is relatively simple compared with kernel-based methods [26]. The computational cost of kernel-based methods is higher than the cost of direct comparison using similarity metrics. Therefore, a spectral similarity index allows easy application and interpretation of DIs [27].

This paper compares representative similarity indices to select an appropriate measure for CD of VHR hyperspectral images. DIs can be generated after the spectral similarity measure and automatic threshold are applied. Spectral similarity measures can be divided into two groups. One consists of original similarity indices such as spectral angle mapper (SAM), the spectral correlation angle (SCA), spectral information divergence (SID), and the Jeﬀries–Matusita (JM) distance; the other is a similarity index, which is deﬁned by combining original single methods. They are effective in discriminating between spectral diﬀerences by overcoming the limitations of the original indices [28,29]. This study compared the various hybrid spectral similarity indices, e.g., SIDSAM (a combination of SID with SAM), SIDSCA (a combination of SID with SCA), and JMSAM (a combination of JM with SAM).

2.3.1. Diﬀerence Imaging Based on the Spectral Similarity Measures

Given two vectors of spectral signatures, such as \( S_i = (s_{i1}, \cdots, s_{iL})^T \) and \( S_j = (s_{j1}, \cdots, s_{jL})^T \), where \( L \) is the number of the spectral band and \( T \) denotes transposition, \( S_i \) and \( S_j \) are spectral signatures of the corresponding position in the temporal satellite images in the form of either radiation or reﬂectance values, respectively. SAM calculates the angle between two spectra and quantifies similarity. It is computationally simple and relatively insensitive to scale and illumination eﬀects because the angle is invariant with respect to the length of the vectors. However, it has been regarded as unsuitable for spectrally similar objects [28,30]. The equation of SAM is as follows:

\[
\text{SAM}(S_i, S_j) = \cos^{-1}\left(\frac{\sum_{l=1}^{L} s_{il} s_{jl}}{\left[\sum_{l=1}^{L} s_{il}^2\right]^{1/2} \left[\sum_{l=1}^{L} s_{jl}^2\right]^{1/2}}\right) \tag{3}
\]

The spectral correlation measure (SCM) is the Pearson’s correlation coeﬃcient between two spectra. Unlike SAM, SCM can discriminate between the negative and positive correlations between two spectra, and it is relatively insensitive to eﬀects that are gained or oﬀset [31,32]. SCM is calculated using Equation (4).

\[
\text{SCM}(S_i, S_j) = \frac{L \sum_{l=1}^{L} s_{il} s_{jl} - \sum_{l=1}^{L} s_{il} \sum_{j=1}^{L} s_{jl}}{\sqrt{\left[L \sum_{l=1}^{L} (s_{il})^2 - (\sum_{l=1}^{L} s_{il})^2\right] \left[L \sum_{l=1}^{L} (s_{jl})^2 - (\sum_{l=1}^{L} s_{jl})^2\right]}} \tag{4}
\]
The SCM takes values between –1 and 1 and reflects the extent of linear relationships. To compare it with other similarity indices, the SCM can be represented as SCA with Equation (5).

$$SCA(S_i, S_j) = \cos^{-1}\left(\frac{SCM(S_i, S_j) + 1}{2}\right)$$  (5)

SID is derived from the divergence information theory and models spectral band to band variability as a result of uncertainty caused by randomness [33,34]. SID considers geometrical information between two spectra and can be defined using the relative entropy $D(S_i \| S_j)$ and $D(S_j \| S_i)$ of $S_j$ with respect to $S_i$ and $S_j$ with respect to $S_j$, respectively (Equations (6)–(8)).

$$SID(S_i, S_j) = D(S_i \| S_j) + D(S_j \| S_j)$$  (6)

$$D(S_i \| S_j) = \sum_{l=1}^{L} p_l D_l(S_i \| S_j) = \sum_{l=1}^{L} p_l (I_l(S_i) - I_l(S_j)) = \sum_{l=1}^{L} p_l \log_2 \left(\frac{p_l}{q_l}\right)$$  (7)

$$D(S_j \| S_i) = \sum_{l=1}^{L} q_l D_l(S_j \| S_i) = \sum_{l=1}^{L} q_l (I_l(S_j) - I_l(S_i)) = \sum_{l=1}^{L} q_l \log_2 \left(\frac{q_l}{p_l}\right)$$  (8)

where $D_l$ is the relative entropy with respect to band $l$. The probability mass functions, such as $p$ and $q$, are defined as normalized pixel spectra such that $p_n = s_{in} / \sum_{l=1}^{L} s_{il}$ and $q_n = s_{jn} / \sum_{l=1}^{L} s_{il}$. $I_l(S_i)$ and $I_l(S_j)$ are self-information of $S_i$ and $S_j$ for band $l$, respectively, and they are defined as $I_l(S_i) = -\log q_l$ and $I_l(S_j) = -\log p_l$. If the two spectra have distinct probability distributions, SID will tend to be large and is invariant with the scaling of spectral magnitude [35].

The JM distance measures the average distance between two class density functions. It can overcome the limitation of transformed divergence by exponentially decreasing weight to increase separation between the spectra [36].

$$JM(S_i, S_j) = 2 \left(1 - e^{-B}\right)$$  (9)

$$B(S_i, S_j) = \frac{1}{8} \left(M_{s_i} - M_{s_j}\right)^T \left[\frac{V_{s_i} + V_{s_j}}{2}\right]^{-1} \left(M_{s_i} - M_{s_j}\right) + \frac{1}{2} \ln \left[\frac{|V_{s_i} + V_{s_j}|}{2}\right]$$  (10)

$M_{s_i}$ and $M_{s_j}$ are the mean vectors and $V_{s_i}$ and $V_{s_j}$ are the covariance matrices of signature $S_i$ and $S_j$, respectively. $|V_s|$ is the determinant of $V_s$. The value of the JM distance ranges between 0 and $\sqrt{2}$.

The limitations of original methods can be overcome using hybrid original indices such as SIDSAM, SIDSCA, and JMSAM. The hybrid methods can be calculated using both $tan$ and $sin$ versions. In this paper, the tan version of hybrid measures, such as $SIDSAM_{tan}$, $SIDSCA_{tan}$ and $JMSAM_{tan}$, were considered because the sine version has lower similarity values, and many studies have shown that the tan version showed superior performance [34,37].

SIDSAM and SIDSCA are formed by combining SID with SAM and SCA [31]. The SIDSAM mixed index can enable two similar spectra even more similar and two dissimilar spectra even more distinct (Equation (11)) [34].

$$SIDSAM_{tan}(S_i, S_j) = SID\left((S_i, S_j) \times tan(SAM((S_i, S_j)))\right)$$  (11)

SID-SCA is similar to SID-SCA but possesses the advantage of SCA in that it eliminates negative correlation and maintains the SAM characteristic of minimizing the shading effect. It is expressed as Equation (12) [34].

$$SIDSCA_{tan}(S_i, S_j) = SID\left((S_i, S_j) \times tan(SCA((S_i, S_j)))\right)$$  (12)
JM-SAM combines the stochastic JMD and SAM. The JM-SAM index can consider geometrical aspects such as angle and distance and band-information between two spectra. Therefore, it can discriminate more effectively than JM and SAM [36]. JM-SAM can be defined as Equation (13).

\[
\text{JMSAM}_\tan(S_i, S_j) = \text{JMD}(S_i, S_j) \times \tan(\text{SAM}(S_i, S_j))
\]  

(13)

2.3.2. Sample Selection Using Fuzzy C-Means Clustering

After generating DI between two temporal images based on the hybrid spectral similarity index, DI was classified into changed/non-changed items using fuzzy c-means clustering (FCM) [38]. FCM is among the most widely used clustering method. It allows the pixels of whole images to belong to two or more clusters and can retain more information than hard clustering in some cases [11]. There are \(n\) pixels in \(\text{DI} = \{x_1, x_2, \ldots, x_n\}\). Fuzzy membership in FCM is achieved by computing the relative distance among the patterns and clustering centroids [39]. FCM aims at obtaining the membership probability of the pixel \(x_i\) in DI for the \(j\)th cluster by minimizing the objective function \(J(U, V)\) [40].

\[
J(U, V) = \sum_{i=1}^{c} \sum_{j=1}^{n} u_{ij}^m ||x_j - v_i||^2
\]

where \(c\) is the number of clusters, \(m\) is the fuzzifier and represents different degrees, and \(V=[v_1, v_2, \ldots, v_n]\) is the matrix composed of \(c\) central values and cluster centroids and is defined using Equation (15).

\[
v_i = \frac{\sum_{j=1}^{n} (u_{ij})^m x_k}{\sum_{j=1}^{n} (u_{ij})^m}
\]

(15)

Degree of membership \(u_{ij}^m\) is defined as follows:

\[
u_{ij}^m = \frac{1}{\sum_{j=1}^{c} \left(\frac{||x_j - v_i||}{||x_j - v_i||} \right)^{\frac{2}{m-1}}}
\]

(16)

FCM updates \(U\) and \(V\) iteratively to obtain an optimum solution. If \(u_i(x_j) > u_j(x_j)\) for \(j = 1, \ldots, c\) and \(i \neq j\), then \(x_j\) is assigned to cluster \(i\).

If the pixel values of a DI are low (almost zero), there is a low possibility of changes, while high pixel values indicate a high possibility of changes because it means the pixel values at the corresponding locations are different. Generally, the number of clusters is set to two to make a binary map (changed and non-changed items). However, in this case, the uncertainty of training data can increase because there are pixels in the middle that cannot be determined to change or non-change. To reduce the uncertainty of training pixels and select training samples with pixels with a higher probability of changes and non-changes, we set \(c = 5\) to cluster five classes, and then classes belonging to both extremes were set to changed and non-changed pixels, respectively. This is because it can be assumed that the pixels close to the maximum and minimum values of a DI have a high probability of showing changed and non-changed statuses, respectively. To determine the effectiveness of the hybrid spectral similarity measure, such as \(\text{SIDSAM}_\tan, \text{SIDSCA}_\tan\) and \(\text{JMSAM}_\tan\), the accuracy of the training samples generated from each spectral similarity measure were compared; the best spectral similarity measure was selected for generating DIs.

2.4. Quality Assessment

There are many different ways to evaluate the accuracy of classification. In this paper, overall accuracy (OA), precision, recall, and the F1 score were used. OA represents the proportion
of correctly classified observations compared with ground truth data and can be described as true positive (TP), true negative (TN), false negative (FN), and false positive (FP) (Equation (17)).

\[
\text{OA} = \frac{\text{corrected prediction}}{\text{total prediction}} = \frac{TP + TN}{TP + TN + FP + FN}
\]  

(17)

OA is simple and easy way to evaluate classification accuracy; however, when the class distribution is dissimilar, OA cannot appropriately show the effectiveness of the results. The F1 score is a better way to evaluate results when there are imbalanced classes as in the above case. The F1 score is the harmonic mean of the precision and recall values (Equation (18)). Precision and recall measures describe the score of correctly identified positive cases out of all predicted positive cases and all actual positive cases, respectively.

\[
\text{F1 score} = \frac{2 \times (\text{Recall} \times \text{Precision})}{\text{Recall} + \text{Precision}}
\]  

(18)

3. Datasets

Hyperspectral UAV images of two sites in Jeonju City in South Korea were used for CD. The dataset was acquired from the previous study [41]. The temporal hyperspectral UAV images were acquired on September 19, 2019 (\(T_1\)), and October 16, 2019 (\(T_2\)), respectively. They were acquired by a DJI Matrice 200 UAV equipped with hyperspectral sensors (Corning microHSI SHARK 410). This platform has accurate flight controls and inherent stability. The spatial resolution of the UAV sensor is 15 cm, and its spectral resolution is 4 nm over 150 bands ranging from 398.78 to 996.74 nm. The spatial resolution of the images was reduced to 60 cm to limit the number of classifications and reduce the memory requirements for deep learning. The flight path of the UAV was selected to follow the waypoint at a flying height of 200 m. The whole study area (890 × 730 m) was covered in 15 passes. Study sites measuring 360 × 360 m, where errors associated with camera shaking and geometric problems were few, were selected from the whole area. The images were registered using the geographic map projection WGS-84. The center coordinates of sites 3 and 4 were (35°48′13″ N, 127°05′29″ E) and (35°47′19″ N, 127°07′26″ E), respectively (Figure 3). Prior to CD, the images were pre-processed by geometric and radiometric corrections based on the global navigation satellite system and field spectrometer data.

![Figure 3](image_url)

**Figure 3.** Locations and hyperspectral UAV images of the two study sites. The upper images are of site 1 acquired at time (a) \(T_1\) and (b) \(T_2\). The lower images are of site 2 acquired at time (d) \(T_1\) and (e) \(T_2\). There are ground truth map (c) site1 and (f) site 2. The background map was obtained from the ArcGIS world map [42].
Ground truth data was created manually based on various web maps and field works. We defined the changes where the classes of land cover had changed, such as vegetation to bare soil. The classes of land cover in the study areas were defined as vegetation, bare soil, buildings, water, and roads. Colored roofs were all defined as “buildings.” “Bare soil” represented ground without buildings and vegetation, and “roads” encompassed asphalt roadways. Changes owing to the relief displacement and shadows were not counted as changes in the ground truth data. Moreover, the slight differences in vegetation vitality because of seasonal differences were not counted as changes.

4. Results

In this section, CD is conducted under four different conditions and CD accuracies are compared to evaluate the performance of the proposed method. In Section 4.1, we generate DIs using different hybrid spectral similarity measures such as SIDSAD, SIDSCA, and JMSAM, and initial label data are generated. CD accuracies when using the initial label data are compared to select the most suitable spectral similarity measure. In Section 4.2, to simultaneously confirm the effectiveness of using a pre-trained network and initial label data, various CD accuracies obtained using 1) training data randomly selected from the ground truth data and 2) a pre-trained network without additional training are compared. In the proposed method, a pre-trained network is used as the source domain and CD is conducted on the temporal images without ground truth data. In this case, we assumed that the target images had no associated ground truth data, so the generated label data in Section 4.1 are used as the initial ground truth map.

4.1. Label Data Generated from DIs

Figures 4 and 5a–c show DIs from site 1 and site 2, respectively, that are the output of hybrid spectral similarity measures. The pixels with large differences in spectral reflectance between temporal images have high values (bright colors). For example, the regions that changed from bare soil to road or grass have bright colors in the DIs. The changes caused by shadows also appear bright although no meaningful changes actually occurred. However, the regions with little difference in spectral reflectance have values close to zero. SIDSAM and SIDSCA produced similar DIs. The regions where there were changes from bare soil and low vegetation to vegetation, changes from bare soil to newly constructed roads, and shadows were highlighted on DIs. JMSAM also identified the changed pixels; these changed pixels had higher values than in SID-based methods. However, in the DIs generated by JMSAM, the range of the changed pixels was wide and, in particular, not only changes in class types but also changes due to shadows were emphasized.

Figures 4 and 5d–f show the training samples with three classes: changed \((\omega_c)\), non-changed \((\omega_u)\), and background with null values \((\omega_n)\). Although SIDSAM and SIDSCA produced similar DIs, SIDSCA seemed to be less affected by registration offset error. In the upper part of site 1, SIDSAM and JMSAM could not extract unchanged pixels properly because there was a difference in spectral reflectance when mosaicking the UAV images. SCA had the advantage of reducing the influence of gain and offset errors [30]. JMSAM could extract changed pixels, especially the distinct changes from bare soil to vegetation. However, the pixels where changes did not occur, i.e., those caused by shadow, were also extracted as training samples. Also, the areas of reduced vegetation vitality were classified into changed and non-changed data according to the degree of difference. For example, nearly all of the pixels in the upper left area in site 2, where there were changes from vegetation to bare soil, were identified as changed samples, but in the lower right area, the area with reduced vegetation was not extracted as changed pixels (Figure 5f).
To evaluate the effectiveness of the generated training data using various spectral similarity measures, the CD results using the training data were compared (Figures 4 and 5g–i). Table 2 shows the accuracy of the CD maps. 3D patches randomly selected from $\omega_c$ and $\omega_u$ were fed into the CD network, which divided the whole study site area into two classes: changed and unchanged. In the training steps, $\omega_n$ was not used to train the CD network. JMSAM had the lowest CD accuracy for both site 1 and 2. The changed pixels were overestimated. In particular, the shadows caused by trees and buildings were classified as changed pixels. Although SIDSAM had a higher OA than SIDSCA at site 1, its F1 scores were lower than those of SIDSCA. It means that the change class could not be correctly classified. SIDSCA reported the highest F1 scores at both study sites. It shows that the training data generated from SIDSCA were more effective at detecting changes than other methods. However, some areas with changes in vegetation vitality were classified into unchanged classes. This is because the training data were selected from DIs that were calculated using spectral reflectance. According to the experimental results, we decided to use the training data generated from SIDSCA.
Figure 5. DIs generated from (a) SIDSAM, (b) SIDCA, and (c) JMSAM; training samples generated from (d) SIDSAM, (e) SIDSCA, and (f) JMSAM; CD results using generated training samples (g) SIDSAM, (h) SIDSCA, and (i) JMSAM for site 2.

Table 2. Accuracy of CD maps generated from various training data.

| Study Site | Methods | OA   | Precision | Recall | F1-Score |
|------------|---------|------|-----------|--------|----------|
| Site1      | SIDSAM  | 0.7590 | 0.6162    | 0.5902 | 0.6029   |
|            | SIDSCA  | 0.7497 | 0.7688    | 0.5569 | 0.6459   |
|            | JMSAM   | 0.5632 | 0.6706    | 0.3700 | 0.4769   |
| Site2      | SIDSAM  | 0.7332 | 0.5205    | 0.2427 | 0.3310   |
|            | SIDSCA  | 0.8045 | 0.4045    | 0.2994 | 0.3441   |
|            | JMSAM   | 0.6049 | 0.3067    | 0.1124 | 0.1645   |

4.2. CD Results

The proposed method aimed to detect changes in temporal images without ground truth data based on pre-trained knowledge acquired from a nearby region with available training samples. We additionally conducted CD for two cases. The first case comprised CD of target images using the training samples obtained from ground truth data. In this study, although we assumed that target images have no ground truth or prior information, we compared the case in which ground truth data of target images exist to confirm the applicability of the proposed method. The second case comprised CD using only a pre-trained network, i.e., without additional training. There are two ways to detect change in target images without ground truth data using a supervised CD network, i.e., (1) generating
label data in an unsupervised-manners, as in Section 4.1 and (2) using a pre-trained CD network trained on source data. Ideally, proper CD results are obtained when new input images are fed into an already learned network; however, for various reasons, it is difficult to properly detect changes using only a pre-trained CD network without adjustments and achieve the desired performance. The proposed method uses the pre-trained network as the initial value, but performs additional learning using the generated label data. To demonstrate the improvement of the proposed method, we compared it with the initial results of the pre-trained network without additional training.

The CD results obtained using the training samples selected from the ground truth data of sites 1 and 2 are presented in Figure 6a,d, respectively. The training samples were extracted using two methodologies. In the first method, 3D patches with label data were randomly extracted. In this case, the central pixels of these patches were independent; however, overlaps were observed between these patches. In the second method, the 3D patches were extracted such that they do not overlap. Because the image size is 600 × 600, 3,600 independent patches were generated. Although there was no overlap between these patches, the number of training samples was observed to decrease. Table 3 presents the accuracy of the CD results. The accuracy associated with the random selection of training data was considerably higher than that observed when the training samples were selected under non-overlapping conditions because the number of learnable patches decreased when cropping patches to maintain independence owing to the small-sized study area. The randomly selected OA scores were 0.9723 and 0.9757 at sites 1 and 2, respectively, and the F1 scores at sites 1 and 2 were 0.8978 and 0.9588, respectively. Based on these results, we used randomly selected 3D patches to train the CD network.
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**Figure 6.** CD results using (a) and (d), training samples randomly selected from the ground truth map; (b) and (e), using pre-trained CD networks at Epoch 0; and (c) and (f), the proposed CD methods at Epoch 200 for site 1 and 2, respectively.
Table 3. Accuracy of the CD maps obtained using the randomly selected training samples and the samples selected under non-overlapping conditions from the ground truth map.

| The Sampling Methodology                  | Number of Samples       | Study Site | OA   | Precision | Recall  | F1-Score |
|------------------------------------------|-------------------------|------------|------|-----------|---------|----------|
| Random sampling                          | Training: 40,000        | Site 1     | 0.9723 | 0.8766    | 0.9199  | 0.8978   |
|                                          | Validation: 20,000      | Site 2     | 0.9757 | 0.9515    | 0.9663  | 0.9588   |
|                                          | Testing: 30,000         | Site 1     | 0.9196 | 0.6162    | 0.7585  | 0.6800   |
|                                          |                         | Site 2     | 0.9006 | 0.9423    | 0.9184  | 0.9302   |
| Non-overlapping sampling                 | Training: 1600          | Site 1     | 0.9196 | 0.6162    | 0.7585  | 0.6800   |
|                                          | Validation: 800         | Site 2     | 0.9006 | 0.9423    | 0.9184  | 0.9302   |
|                                          | Testing: 1200           |            |       |           |         |          |

To transfer the pre-trained networks, if one dataset was the labeled source datasets, we assumed that the other dataset was the unlabeled target dataset. For example, in case 1, site 1 was the labeled source domain, and site 2 was the unlabeled target domain. In this case, the label data generated from SIDSCA was used to train the proposed CD network for site 2. In other words, the inputs of first CD network are site1 images and ground truth data, and the inputs of second CD network are site 2 images and automatically generated label data. Figure 6b,e show the CD results where the target domain images were fed into the pre-trained networks without any further training. Table 4 shows the accuracy of the CD results, and 'Epoch 0' represents CD results with no additional training. OA and F1 scores at sites 1 and 2 were 0.6337(OA) and 0.6273(OA) and 0.2998 (F1 score) and 0.4956 (F1 score), respectively. The changed areas were roughly identified in the CD maps. Although sites 1 and 2 were simultaneously obtained using the same sensor, it is not appropriate to detect changes for site 1 using the change rule of site 2 without additional fine-tuning because there are several differences between the spectral reflectance values, material types, and change patterns between the two sites. At both sites, the instances of precision were more frequent than the instances of recall. This means that the CD network returned very few results, but most of its predicted changes of class were correct when compared to the training data.

Table 4. Accuracy of CD maps using pre-trained CD network and proposed CD methods.

| Source Domain | Target Domain | Epoch | OA     | Precision | Recall | F1-Score |
|---------------|---------------|-------|--------|-----------|--------|----------|
| Case 1        | Site1         | 0     | 0.6337 | 0.5657    | 0.2040 | 0.2998   |
|               | Site2         | 200   | 0.8164 | 0.5808    | 0.3909 | 0.4673   |
| Case 2        | Site2         | 0     | 0.6273 | 0.6165    | 0.4144 | 0.4956   |
|               | Site1         | 200   | 0.8391 | 0.7515    | 0.7194 | 0.7351   |

The proposed CD method further trained two CD networks in parallel. There were two branches. The first CD network used the labeled source dataset and the second CD network used target images and the label data generated from SIDSCA. At first, the two networks were trained in parallel, sharing the weighted combined loss until Epoch 100. After training, the prediction map of the CD network in the second branch was used to update the label data for the target images. After that, the two networks were further trained, and the training data of the target images every tenth epoch were iteratively updated. Figure 7 shows F1 score and OA in each epoch for sites 1 and 2. The accuracy improvement in the proposed method became more apparent with increasing epoch number.
In this study, the final epoch was set to 200 of Adam optimizer with a learning rate of $10^{-3}$ and a batch size of 256. Figure 6c,f show the final CD results (Table 4). The proposed method could detect changes of class types compared with CD result on Epoch 0 (Figure 6b,e), and also, the CD results using label data generated from SIDSCA (Figures 4 and 5h). It means that the proposed CD networks can effectively improve the CD results when using only the initial pre-trained network or automatically generated training samples. However, the changes caused by shadows were also included as the CD result. This is distinct at site 1 where there were many buildings. Therefore, the accuracies of site 1 measurements were lower than at site 2 (Table 4). The OA and F1 scores for site 1 and site 2 were 0.8164, 0.8391 and 0.4673 and 0.7351, respectively. Also, the areas with little change in vegetation vitality were classified as unchanged areas even though the areas were selected as changed classes in the training data.

5. Discussion

The proposed methods showed the improvements compared with other cases, but there are still limitations. In this section, we discuss the comparison with the output of each step, limitations, and future work.

5.1. Comparison with Output of Each Step

To evaluate the effectiveness of the proposed CD methods, a comparison was made between the CD results obtained from intermediate steps, which were the output of the CD network when using label data generated from SIDSCA, ground truth data, and pre-trained information in the source labeled dataset without additional training. Figure 8 shows the enlarged input images and CD results. Figure 8a,b show the subsets of site 1, and Figure 8c,d show the subsets of site 2. To show vegetation vitality, color-infrared (CIR) images were used. In the ground truth data, the vitality of the vegetation was significantly reduced so the area that appeared as bare soil in the RGB images was classified as a changed area. However, as we can see from the CIR images, vegetation was apparent to some extent and the DIs from SIDSCA were not recognized as changed areas from vegetation to bare soil (Figure 8a,d) This is because SIDSCA determines changes based on spectral similarity. Because the labeled source dataset (in this case, the labeled source domain was site 2 and the unlabeled target domain was site 1) trained these changes, the CD results of using pre-trained network without additional training showed those areas as changed areas, but the changed areas were overestimated. This method tended to extract area with little difference in spectral reflectance as changed pixels.
The CD results of the proposed method shows the combined results when using the label data generated from SIDSCA and pre-trained network. It can identify changes caused by differences in vegetation vitality according the ground truth. However, shadows caused by trees were classified as changes because SIDSCA recognizes changes caused by shadows as changed pixels. Further, SIDSCA recognizes the spectral difference in relief displacement as changed pixels (Figure 8b). Since these changes were not actual changes in class type, the ground truth map does not include these pixels as training data representing changes. However, the proposed CD method tends to identify changes caused by relief displacement as unchanged classes compared with SIDSCA. In the subset image of site 2 (Figure 8c), the ground is covered with black vinyl and there are changes in the growth of crops. Although the ground truth data considers those areas as unchanged areas, SIDSCA classified the areas as changed areas because there were differences in spectral reflectance values. Also, since there were no training data related to these materials at site 1, CD results using pre-trained network without additional training could not properly classify the pixels into the unchanged class (in this case, site 1 was the labeled source domain and site 2 was the unlabeled target domain). The proposed CD method can improve CD results from SIDSCA and pre-trained network; however, it recognized the shadows caused by trees as changed areas.

5.2. Limitations and Future Work

The proposed method can detect changes in temporal images without ground truth data using automatically generated training data and a network pre-trained on labeled source data. Therefore,
the advantage of the proposed method is that it can combine two approaches. For example, the changes caused by relief displacement can be recognized as unchanged pixels. However, there are limitations in using both approaches. For example, because the spectral similarity measures changes caused by shadows as real changes, the proposed CD method also classifies those pixels as changed areas even though the CD results of the pre-trained network and the ground truth do not define the shadows as changed pixels. In particular, the shadows cast by trees were classified as changed areas. Furthermore, the proposed CD method can be confusing where the criteria used to define changes are ambiguous, such as changes in vegetation vitality. For example, if there is no significant difference in spectral reflectance in DIs generated from SIDSCA, even though there are crop changes owing to harvesting, it is regarded as an unchanged region. This is because the proposed CD method uses training data generated from SIDSCA at the initial training stage. It means that the learning proceeds based on information that was initially defined.

To solve the aforementioned problems, the change criteria should be defined more clearly. For example, the change criteria for vegetation vitality can be defined based on differences in vegetation index values. Analysts should set clear criteria to prevent confusion between spectral similarity values and ground truth data when selecting the training data. If the two criteria coincide, the performance of the proposed CD method can be improved. Further, the increase in the amount of labeled source dataset will help reduce the impact of shadows. If the shadows are trained as unchanged areas in the large source domain dataset, the change rules for shadows could be learned. In the future, we will apply a large number of labeled source datasets to reduce the uncertainty effect of training data and develop algorithms to improve the quality of the training data.

6. Conclusions

In this paper, a novel CD method is proposed to detect changes in hyperspectral UAV images without ground truth data using pre-trained information from a labeled source dataset. The proposed method consists of automatically generating label data using SIDSCA and fine-tuning the CD network using combined weighted loss. SIDSCA generated DIs of two images, and the two clusters of FCM representing both extremes were selected as the training data. The CD network was then fine-tuned with a pre-trained network by training two networks in parallel. In the training, the training samples were iteratively updated using a prediction map of the CD network. Experiments on two hyperspectral UAV datasets confirmed that the proposed method is capable of transferring change rules and improving CD results based on the label data extracted in an unsupervised way. However, the performance of the proposed method is also dependent on the accuracy and the criteria of generated label data. Future work can be conducted to improve the accuracy of automatically generated training data.
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