Design and Implementation of a Hybrid Architecture Big Data Platform for Catchment Water Resource Spatial Temporal Management and Control
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Abstract. The management and protection of catchment water resource are effective measures to promote the harmonious coexistence of human and nature, and accelerate the construction of ecological civilization. Effective storage, management, and retrieval of large spatial temporal data in catchment water resource are facing enormous challenges. At the same time, higher requirements are put forward for data concurrent access support capability and security reliability. Therefore, it is urgent to carry out research on intelligent management and control of large spatial temporal data in catchment water resource. This paper develops a hybrid architecture storage and retrieval system for large spatial temporal data of catchment water resource, which solves the problems of efficient storage and retrieval of massive multi-source heterogeneous data and concurrent access support. Combined with the technical specifications of water resources and geographic information related countries and industries, the existing water-related management system is migrated and integrated by using the "one-source-one-repository" model, avoiding repeated collection and storage of observation data, improving data consistency, and facilitating data sharing among various subsystems. HBase-based tile pyramid storage is used to implement fast visual display and query of data. Metadata model based on MongoDB document model is used to simplify metadata description. At the same time, the Elasticsearch search engine is used to build metadata full-text index, which provides multiple matching methods such as exact matching, fuzzy search, and range query. Spatial vector feature data storage model is established based on GeoJSON and MongoDB, build spatial index, design auxiliary index to accelerate data query and filtering, design sharing strategy in shared replication cluster, balance the contradiction between data distribution and query efficiency.

Keywords. Catchment water resource management and control, hybrid architecture big data platform, spatial temporal data storage and retrieval, HBase-based tile pyramid storage, MongoDB document model

1. Introduction

In recent years, water conservancy combined with major information construction projects, special work of resource investigation and general survey and daily work has
generated and accumulated a large amount of water conservancy data, and various forms of river and lake management systems have emerged. However, the above system is only customized and developed for the business needs of the management department, and only realizes a single control goal through limited special data. The Guiding Opinions on Promoting the Development of Water Resources Big Data points out that it is necessary to strengthen the integration and sharing of water conservancy data resources across businesses and across vertical levels, and establish a scientific and standardized data sharing application mechanism. In this paper, through the research of data storage and retrieval strategy, the application of big data platform technology, to build a reliable, extensible distributed, mixed architecture storage and retrieval management system [1-3]. To realize the control of multi-source heterogeneous data in Catchment Water Resource [4], provide unified data transmission and retrieval interface, and strengthen the interconnection between data. At the same time, provide the system concurrent access support, ensure the safety and reliability of data [5-9]. The relevant research results have great theoretical research value and engineering application value in promoting the great protection of the Yangtze River, promoting the overall effect of the river and lake chief system, and realizing the fine management of Catchment Water Resource.

2. State of art on Catchment Water Resource Management and Control

With the passage of time, the multi-dimensional water conservancy system with the "nature-society" dual water cycle and its associated water ecology, water environment, water economic and social processes become more and more complex, and the existing water space management and control system are faced with more difficulties:

(1) The lack of unified technical standards and effective system guarantee makes the data resources such as basic water conservancy hydrological information data and professional database have the situation of repeated construction, and it is difficult to share resources. All kinds of information resources are scattered in different business departments, and the phenomenon of data fragmentation is serious [10];

(2) The volume of data is large and storage is difficult. In recent years, with the continuous development of satellite remote sensing, Internet of Things, intelligent sensor monitoring and other technologies, the volume of catchment water resource data has exploded, which has increased the difficulty of data storage and management;

(3) Water conservancy data is complex and diverse. In addition to traditional structured data, water conservancy data also includes unstructured data such as satellite images [11], digital pictures, and shape data. There is no platform that can integrate and merge water conservancy data.
3. Architecture Design of Catchment Water Resource Management and Control Big Data Platform

3.1. Big Data Storage Strategy for Catchment Water Resource Management and Control

3.1.1. Structured Data Storage Strategy

Structured data is a basic data type with a fixed table structure model, and it has high requirements on consistency constraint and data integrity, so it is suitable to be processed by structured query language.

(1) Structured data "one-source-one-repository" storage specification

Now the data between the system of each management department is isolated from each other, and the structure of the database table may be inconsistent. In order to promote data sharing and facilitate unified management, the system, in accordance with the principle of "one-source-one-repository" and in combination with relevant technical specifications of the Ministry of Water Resources, formulates unified database table structure specifications to store the data of subsystems of various departments in a unified and standardized manner.

The classification model of "one-source-one-repository" table of catchment water resource structured data is shown in the figure 1:

![Figure 1. The classification model of "one-source-one-repository" table of catchment water resource structured data.](image)

(2) Classified and mixed storage strategy

1) Scalar data without spatial attributes: This type of data needs to maintain the original data structure, standardize, and improve the existing database tables in accordance with relevant standards, and then transfer to the new system for unified management and use MySQL relational database storage.

2) Infrastructure and construction data with spatial attributes: In addition to the standard structured storage, the spatial characteristics are processed. Combined with the spatial index characteristics of MongoDB document database, the structured two-dimensional table data is converted into a fixed document format, and MongoDB is used for storage.

Mixed storage process of catchment water resource structured data migration and classification is shown in the figure 2:
3.1.2. Unstructured Data Storage Strategy.

(1) Storage strategy of raster image data

1) HBase-based tile pyramid storage: In this system, tile storage is mainly used for rapid visual display of hot image data, which can be transformed into the closest level in tile map. The storage model of HBase is a huge sparse table structure, and the number of tiles varies greatly among image data with different resolutions. Therefore, a fixed tile sequence family is adopted to store tile data by dynamically adding qualifiers [12].

2) MongoDB based metadata store: This system uses MongoDB based document mode to store remote sensing image data metadata. On the one hand, it has good compatibility for different metadata formats. On the other hand, it can transform the traditional metadata from XML files with tree hierarchy into linear K-V structure, which is convenient for storage and management. At the same time, MongoDB can easily realize horizontal expansion of database, expand system capacity through sharded replication cluster, and provide support for high concurrent access to data [13].

(2) Storage strategy of space vector data

This system uses the OGR data model and GeoJSON data format to describe the spatial vector element data, and uses MongoDB for storage [14-15]. This approach has the following advantages:

1) The OGR vector factor model is highly consistent with the MongoDB document data model;

2) The GeoJSON data format can be easily converted to WKT/WKB and other description formats;

3) MongoDB database has built-in support of two-dimensional spatial index, which can easily and quickly establish spatial index on GeoJSON object fields, and support spatial query and analysis operations.

The flow of space vector data storage is shown in the figure 3:
3.2. Catchment Water Resource Big Data Retrieval Strategy

3.2.1. Elasticsearch Engine

This system uses Elasticsearch engine as the secondary index of HBase. HBase only supports row key indexes and has no secondary index support, which means you cannot locate data by column families and qualifiers. The row key is associated with the column family and qualifier and stored in the ES index as a document record. By using the search function of ES, the associated row key can be retrieved according to the column family and qualifier, and then the data in HBase can be retrieved. Another use of ES is to retrieve the original data in HDFS. The storage path is associated with the original data, stored in the ES index, and the HDFS storage path is retrieved according to the metadata properties of the original data.

3.2.2. Index Design and Retrieval of Vector Elements

This system uses MongoDB for spatial index and 2dSphere spatial index to create index for vector element data set, so that all vector elements within the specified
coordinate range can be queried. At the same time, in order to improve the efficiency of data retrieval, auxiliary indexes such as attribute filtering can be created according to different requirements and application scenarios. The commonly used indexes are single field index and combined index.

3.3. Big Data Hybrid Architecture Design for Catchment Water Resource Management and Control

According to the needs of big data in catchment water resource management and control, this paper establishes a hybrid storage and retrieval system for massive multi-source heterogeneous big data in catchment water resource, constructs a catchment water resource big data platform, integrates data resources of various departments, and provides data storage support, data retrieval and management functions for all departments [16]. The system adopts layered design to reduce the coupling between layers and enhance the scalability of the system. The system mainly includes interface layer, processing layer and storage layer, as shown in the figure 5:

3.3.1. The Interface Layer

The interface layer provides the user interaction ability, including data uploading, retrieval, management, download and other functions.

(1) Web page: Provide user interaction interface, supporting single or batch upload and download of files; Provide fuzzy query function, users only need to input keywords to carry out fuzzy matching query; Provide administrator control panel, easy to manage data, monitor system running status and other information.

(2) Rest API interface: Rest API interface is provided for developers to use, with higher customizability, developers can flexibly filter and filter data according to different application requirements.

3.3.2. Processing Layer

The processing layer is the core of the whole system. The implementation of business logic depends on the storage foundation of the lower layer and improves the processing capacity of the upper interface.
(1) Task queue: it is mainly used to realize the asynchronous processing of tasks and improve the system's concurrent ability. After the user submits the request, the interface layer encapsulates the task into different categories according to the request type, which is implemented in the form of thread pool and blocking queue. The task is encapsulated into an abstract class, and the specific task type corresponds to different logical implementations, which are scheduled uniformly by the thread pool.

(2) Data warehousing: storing data in different databases.

(3) Metadata generation: There are two main sources of metadata: one is the original file data set itself, and the other is the attached XML file. The system will extract the metadata respectively and convert them into JSON linear format. After the extraction and merger, the metadata will be stored in the MongoDB database.

(4) Index build: The system uses the ElasticSearch search engine to store the fields that need to be retrieved from the metadata into ElasticSearch, constructs the full-text search, and carries out fuzzy matching according to the keyword information. In addition, spatial index and auxiliary index are added in MongoDB to speed up filtering and filtering operations and improve spatial query capability.

3.3.3. Storage Layer

The storage layer is the foundation of the whole system, which is used to store massive data, provide data redundancy, ensure data integrity, and prevent data loss due to node downtime. The raw data is stored in the HDFS distributed file system. Water data is stored in MySQL relational database. The image pyramid tile data is stored in the HBase key value database. The data of space vector elements are converted into documents and stored in MongoDB document database. The metadata is stored in the MongoDB document database. The index build data is stored into the ES search engine.

4. System Application

4.1. Visualization of Raster Data

The remote sensing image is imported into the system and viewed. As shown in the figure 6, the left side is the list of remote sensing image data information, which mainly contains layer name, image resolution size, geographical range of image, thumbnail preview image and other information. Click the corresponding layer, and the right side is the visual display of the corresponding remote sensing image tile, and different base image and zoom level can be selected.

Figure 6. Remote sensing image tile data visualization.
4.2. Spatial Query Performance Testing

PostGIS database and the MongoDB vector element storage mode adopted by this system are compared and tested for range query and distance query. The test data was a vector data set provided by OpenStreetMap in the form of Shapefile. The elements of a single data set ranged from tens of thousands of items to nearly six million items, and were calculated by averaging multiple queries.

The results of the rectangular range query and the specified point distance query are shown in the figures 7-8:

![Figure 7. Rectangular range query](image1)

![Figure 8. Specify a point distance query.](image2)

As can be seen from the above figure, the spatial query time of both increases with the increase of data volume. The spatial query performance of MongoDB vector element storage model is slightly better than PostGIS spatial database, especially when the query scope and data volume are not very large, the performance advantage of MongoDB is obvious.
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