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Abstract. The time fractional ODEs are equivalent to convolutional Volterra integral equations with completely monotone kernels. We introduce the concept of complete monotonicity-preserving (CM-preserving) numerical methods for fractional ODEs, in which the discrete convolutional kernels inherit the CM property as the continuous equations. We prove that CM-preserving schemes are at least $A(\pi/2)$ stable and can preserve the monotonicity of solutions to scalar nonlinear autonomous fractional ODEs, both of which are novel. Significantly, by improving a result of Li and Liu (Quart. Appl. Math., 76(1):189-198, 2018), we show that the $L^1$ scheme is CM-preserving. The good signs of the coefficients for such class of schemes ensure the discrete fractional comparison principles, and allow us to establish the convergence in a unified framework when applied to time fractional sub-diffusion equations and fractional ODEs. The main tools in the analysis are a characterization of convolution inverses for completely monotone sequences and a characterization of completely monotone sequences using Pick functions due to Liu and Pego (Trans. Amer. Math. Soc. 368(12): 8499-8518, 2016). The results for fractional ODEs are extended to CM-preserving numerical methods for Volterra integral equations with general completely monotone kernels. Numerical examples are presented to illustrate the main theoretical results.
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1. Introduction

Fractional differential equations have received various applications in engineering and physics due to their nonlocal nature and their ability for modeling long-tail memory effects [1–3]. Compared to classical integer differential equations, time fractional differential equations, including fractional ODEs and PDEs, have two typical characteristics. Firstly, the solutions of fractional equations usually have low regularity at the initial time [1,2,4]. Secondly, the solutions of fractional equations usually have algebraic decay rate for dissipative problems which leads to the so-called long-tail effect, while the solutions of classical integer equations usually have exponential decay for such problems [5–7]. Because of the slow long-time decay rate of the solutions of time fractional equations, they are more advantageous than the integer order differential equations in describing many models with memory effects.

These two features of time fractional order differential equations bring new challenges to their numerical solutions. The low regularity of the solutions at the initial time often leads to convergence order reduction in the numerical solutions. Several technologies are developed to recover the high convergence order of numerical solutions, including adding starting weights [8], correction in initial steps [9, 10] or non-uniform grid methods [4,11–13]. For the numerical solutions that can accurately preserve the corresponding long term algebraic decay rate of the solutions of continuous equations, [14]...
and [5] made some first attempts for linear fractional PDEs and for nonlinear fractional ODEs respectively.

We consider the Caputo fractional ODE of order $\alpha \in (0, 1)$ for $t \mapsto u(t) \in \mathbb{R}^d$

$$D^\alpha_c u(t) = f(t, u(t)), \quad t > 0,$$

(1.1)

with initial value $u(0) = u_0$, where $D^\alpha_c u(t) := \frac{1}{\Gamma(1-\alpha)} \int_0^t \frac{u'(s)}{(t-s)^\alpha} ds$ stands for the Caputo fractional derivatives and $f(\cdot, \cdot)$ is some given function. It is well known that under some suitable regularity assumptions the Caputo fractional ODE is equivalent to Volterra integral equation of the second class (see, for example, [15, Lemma 2.3])

$$u(t) = u_0 + J^\alpha_t f(\cdot, u(\cdot)) := u_0 + \frac{1}{\Gamma(\alpha)} \int_0^t f(s, u(s)) \frac{t^\alpha - (t-s)^{1-\alpha}}{1-\alpha} ds, \quad t > 0,$$

(1.2)

denotes the Riemann-Liouville fractional integral of order $\alpha$. Here, $\theta$ is the standard Heaviside function and $t_+ = \theta(t)t$. In [16], a generalized definition of Caputo derivative based on convolution groups was proposed, and it has further been generalized in [17] to weak Caputo derivatives for mappings into Banach spaces. The generalized definition, though appearing complicated, is theoretically more convenient, since it allows one to take advantage of the underlying group structure. In fact, making use of the convolutional group structure (see [16] for more details), it is straightforward to convert a differential form like (1.1) into the Volterra integral like (1.2) even when $f$ is a distribution.

It is noted that the standard kernel function $k_\alpha(t)$ completely determines the basic properties of the Volterra integral Equation (1.2) and also those of the fractional ODE (1.1). Therefore, when we construct the numerical methods for Equation (1.1) or (1.2), it’s very natural and interesting to take into account some important properties of the kernel function. The standard kernel function $k_\alpha(t)$ represents a very important and typical class of completely monotonic ($CM$) functions. Therefore, from the viewpoint of structure-preserving algorithms, it is quite natural to require that the corresponding numerical methods can share this $CM$ characteristic at the discrete level. This motives us to introduce the $CM$-preserving numerical methods for Volterra integral Equations (1.2), in which the discrete kernel function in the corresponding numerical methods is a $CM$ sequence. See the exact definition and some more explanations below in Section 2.

For a class of Volterra equations with completely monotonic convolution kernels, Xu in [18,19] studied the time discretization method based on the backward Euler and convolution quadrature and established the stability and convergence in $L^1(0, \infty; H) \cap L^\infty(0, \infty; H)$ norm, where $H$ is a real Hilbert space. These nice works emphasize the qualitative characteristics of the solutions in the sense of average over the whole time region, which is quite different from the pointwise properties we will establish next.

We now briefly review some basic notations for the $CM$ functions and $CM$ sequences and some related results which will be used in our later analysis, see the details in [20]. A function $g: (0, \infty) \to \mathbb{R}$ is called $CM$ if it is of class $C^\infty$ and satisfies that

$$(-1)^n g^{(n)}(t) \geq 0 \quad \text{for all } t > 0, n = 0, 1, \ldots,$$

(1.3)
The $\mathcal{CM}$ functions appear naturally in the models of relaxation and diffusion processes due to the fading memory principle and causality [21]. In the linear viscoelasticity, a fundamental role is played by the interconversion relationships, which is modeled by a convolution quadrature with completely monotone kernels [22]. The $\mathcal{CM}$ functions also play a role in potential theory, probability theory and physics. Very recently, the authors in [23] concerned with a class of stochastic Volterra integro-differential problem with completely monotone kernels, and use the approach to control a system whose dynamic is perturbed by the memory term. We say a sequence $v = (v_0, v_1, \ldots)$ is $\mathcal{CM}$ if

$$(I - E)^j v \geq 0, \text{ for any } j \geq 0, k \geq 0$$

where $(Ev)_j = v_{j+1}$. This is a discrete analogue of (1.3), which means that the finite difference of any order of $v$ is a nonnegative and nonincreasing sequence. A sequence is $\mathcal{CM}$ if and only if it is the moment sequence of a Hausdorff measure (a finite nonnegative measure on $[0,1]$) [24]. Another description we use heavily in this paper is that a sequence is $\mathcal{CM}$ if and only if its generating function is a Pick function and analytic, nonnegative on $(-\infty, 1)$ (see Lemma 2.2 below for more details).

In this paper, we aim to introduce the concept of $\mathcal{CM}$-preserving schemes for time-fractional ODEs and study its various properties and generalizations. We first of all improve a result in [25] to show that the $L^1$ scheme on uniform time stepping meshes (see Section 2 for more details on various definitions and properties on $\mathcal{CM}$ sequences, such as the definition of the convolution inverse) is $\mathcal{CM}$-preserving.

**Theorem 1.1** (Informal version of Theorem 2.1 and Proposition 2.4). A sequence $a = (a_0, \cdots)$ with $a_0 > 0$ is $\mathcal{CM}$ if and only if its convolution inverse $\omega = a^{(-1)}$ satisfies that $\omega_0 > 0$, that the sequence $(-\omega_1, -\omega_2, \cdots)$ is $\mathcal{CM}$ and that $\omega_0 + \sum_{j=1}^{\infty} \omega_j \geq 0$. Consequently, the $L^1$ scheme (on uniform mesh) is $\mathcal{CM}$-preserving.

Of course, there are many other $\mathcal{CM}$-preserving schemes as we will discuss later. This result also tells us that the $\mathcal{CM}$-preserving schemes have nice sign properties for the coefficients: all $a_j$ for $j \geq 0$ are nonnegative and all $\omega_j$ for $j \geq 1$ are nonpositive. These allow us to establish some comparison principles and good stability properties of the schemes (see Section 2.1 for more details). In fact, by a deep characterisation of $\mathcal{CM}$ sequences using Pick functions in [26], we can show a much better result: all $\mathcal{CM}$-preserving schemes are at least $A(\pi/2)$ stable.

**Theorem 1.2** (Informal version of Theorem 3.1 and Corollary 3.1). Consider a $\mathcal{CM}$-preserving scheme for (1.1). The complement of the numerical stability region is a bounded set in the right half complex plane. The stability region contains the left half plane excluding $\{0\}$, and also the small wedge region conducts vertex at $\{0\}$ with asymptotic angle $\pm \alpha \pi/2$. Consequently, for $D_\alpha^\nu u = \lambda u$, the $\mathcal{CM}$-preserving schemes are unconditionally stable when $|\text{arg}(\lambda)| \geq \pi/2$, while stable for $h$ small enough when $|\text{arg}(\lambda)| > \frac{\pi \alpha}{2}$.

Note that the branch cut of the arg($\cdot$) function in this paper is taken to be the negative real axis and thus the range is $(-\pi, \pi]$. It is a curious question whether the numerical solutions are monotone. The monotonicity of numerical solutions is very important for proving stability of some fractional PDEs using discretized sequence to approximate. In fact, for autonomous scalar ODEs, we are able to show this.

**Theorem 1.3** (Informal version of Theorem 4.1). Consider applying $\mathcal{CM}$-preserving schemes to fractional ODEs $D_\alpha^\nu u = f(u)$ for $f : \mathbb{R} \to \mathbb{R}$. If $f(\cdot)$ is $C^1$ and non-increasing,
or \( f(\cdot) \) is \( C^1 \) with \( M := \sup |f'(u)| < \infty \), then for suitably chosen \( h_0 \), when \( h \leq h_0 \), \( \{u_n\} \) is monotone.

By the good signs of the the sequence \( a \) and \( \omega \), we are able to establish the convergence of the numerical solutions to fractional ODEs for \( CM \)-preserving schemes in a unified framework.

**Theorem 1.4 (Informal version of Theorem 5.2).** Consider applying \( CM \)-preserving schemes to fractional ODEs \( D^\alpha_c u = f(t,u) \), where \( u: [0, T] \to \mathbb{R}^d \). If \( f(t,\cdot) \) satisfies \( (x-y) \cdot (f(t,x) - f(t,y)) \leq 0 \) or is Lipschitz continuous, then,

\[
\lim_{h \to 0} \sup_{n: nh \leq T} \|u(t_n) - u_n\| = 0.
\]  

We also apply similar techniques to Volterra convolutional integral equations and obtain similar results, which we do not list here.

The rest of this paper is organized as follows. In Section 2, we first provide the motivations for \( CM \)-preserving numerical schemes for fractional ODEs and then give the exact definition. In Subsection 2.1, we show that the condition for the inverse of a \( CM \) sequence in [25] is in fact both necessary and sufficient. Some favorable properties such as discrete fractional comparison principles for \( CM \)-preserving numerical schemes are derived. Four concrete numerical schemes, including the Grünwald-Letnikov formula, numerical method based on piecewise interpolation, convolutional quadrature based on \( \theta \)-method and the \( L^1 \) scheme are shown to be \( CM \)-preserving for fractional ODEs in Subsection 2.2. In Section 3, we study the stability region for general \( CM \)-preserving schemes and prove they are \( A(\pi/2) \)-stable. The new results allow us to apply \( CM \)-preserving schemes to linear systems where the eigenvalues may have non-zero imaginary parts but still maintain numerical stability. The monotonicity of numerical solutions obtained by \( CM \)-preserving numerical methods for scalar nonlinear autonomous fractional ODEs is proved in Section 4, which is fully consistent with the continuous equations. In Section 5, we first derive the local truncation error and convergence of \( CM \)-preserving schemes for fractional ODEs. Then we apply \( CM \)-preserving schemes to time fractional sub-diffusion equations, in which we are able to establish the convergence of the numerical methods in time direction in a unified framework due to the nice sign properties of the \( CM \)-preserving schemes. This new class of numerical methods for fractional ODEs are directly extended to convolutional Volterra integral equations involving general \( CM \) kernel functions in Section 6. Several numerical examples and concluding remarks are included in Section 7.

### 2. \( CM \)-preserving numerical schemes for fractional ODEs

Let us consider the fractional ODE (1.1) of order \( \alpha \in (0, 1) \), subject to \( u(0) = u_0 > 0 \). Consider the implicit scheme approximating \( u(t_n) \) by \( u_n \) \((n \geq 1)\) at the uniform grids \( t_n = nh \) with step size \( h > 0 \) of the following form:

\[
(D^\alpha_h u)_n := h^{-\alpha} \sum_{j=0}^{n} \omega_j (u_{n-j} - u_0) = f(t_n, u_n) := f_n, \quad n \geq 1.
\]  

If we would like to include \( n = 0 \), (2.1) is written as

\[
h^{-\alpha} \sum_{j=0}^{n} \omega_j (u_{n-j} - u_0) = f_n - f_0 \delta_{n,0}, \quad n \geq 0.
\]
where \( \delta_{i,j} = 1 \) if \( i = j \) and \( \delta_{i,j} = 0 \) if \( i \neq j \) is the usual Kronecker function so that \( \delta_{n,0} \) is the \( n \)th entry of the convolutional identity \( \delta_d := (1,0,0,...) \).

**Remark 2.1.** Note that we understand \( D_h^\alpha u \) in (2.1) as a sequence, and thus \((D_h^\alpha u)_n\) means the \( n \)th term in the sequence. Later, we sometimes use sloppy notations like \( D_h^\alpha u_n \) or \( D_h^\alpha f(u_n) \) to mean the \( n \)th term of the sequence obtained by applying \( D_h^\alpha \) on the sequence \((u_n)\) or \((f(u_n))\). (It does not mean the operator acting on the constant \( u_n \) or \( f(u_n) \).)

The convolution inverse of \( \omega \) is defined by \( a = \omega^{(-1)} \) such that \( \omega \ast \omega^{(-1)} = \omega^{(-1)} \ast \omega = \delta_d \). Let us introduce generating function of a sequence \( v = (v_0, v_1, \ldots) \), defined by

\[
F_v(z) = \sum_{n=0}^{\infty} v_n z^n, \quad z \in \mathbb{C}.
\]  

(2.3)

The generating function should be understood in the sense of analytic continuation. We choose the continuation that has the largest possible domain in the upper half plane and is symmetric about the real axis [27]. For example, the generating function of the sequence \((1,1,\ldots)\) is given by \( F_1(z) := \frac{1}{1-z} \), which is defined in the entire plane except \( z = 1 \).

It is straightforward to verify that \( F_{u \ast v}(z) = F_u(z) F_v(z) \). Hence, the generating functions of \( a \) and \( \omega \) are related by \( F_a(z) = \frac{1}{F_{\omega}(z)} \). By the convolution inverse, the above numerical scheme (2.2) can be written as

\[
u_n - u_0 = h^\alpha [a \ast (f - f_0 \delta_d)] = h^\alpha [a \ast f - f_0 a] = h^\alpha \sum_{j=0}^{n-1} a_j f_{n-j}, \quad n \geq 1.
\]  

(2.4)

Hence, \( \{a\} \) given in the numerical scheme can be regarded as some integral discretization of the fractional integral.

Following [8], we define

**Definition 2.1.** We say discretization (2.2) or (2.4) is consistent if \( h^\alpha F_a(e^{-h}) = 1 + o(1), \ h \to 0^+ \).

Since the kernel \( k_\alpha(t) = t^{\alpha-1}_{\Gamma(\alpha)} \) involved in the Riemann-Liouville fractional integral is a typical \( \mathcal{CM} \) function, from the structure-preserving algorithm point of view, it is natural to desire that the corresponding numerical methods can inherit this key property at the discrete level. We are then motivated to define the following:

**Definition 2.2.** We say a consistent (in the sense of Definition 2.1) numerical method given in (2.1) for the time fractional ODEs is \( \mathcal{CM} \)-preserving if the sequence \( a = \omega^{(-1)} \) is a \( \mathcal{CM} \) sequence.

2.1. General properties of \( \mathcal{CM} \)-preserving schemes. The \( \mathcal{CM} \)-preserving numerical schemes have many favorable properties, and we now investigate these properties. We first of all introduce the concept of Pick functions. A function \( f : \mathbb{C}_+ \to \mathbb{C} \) (where \( \mathbb{C}_+ \) denotes the upper half plane, not including the real line) is Pick if it is analytic such that \( \text{Im}(z) > 0 \Rightarrow \text{Im}(f(z)) \geq 0 \). Throughout this paper, \( \text{Im}(z) \) and \( \text{Re}(z) \) denote the imaginary and real parts of \( z \), respectively. We have the following observation.

**Lemma 2.1.** If \( F(z) \) is a Pick function and \( \text{Im}(F(z)) \) achieves zero at some point in \( \mathbb{C}_+ \), then \( F(z) \) is a constant.
Let \( v = \text{Im} F(z) \). Then \( v \) is a harmonic function and \( v \geq 0 \). If \( v \) achieves the minimum 0 inside the domain, then it must be a constant by the maximal principle. Then, by Cauchy-Riemann equation, \( \text{Re}(F(z)) \) is also constant and the result follows.

Now, we can state some properties of sequences in terms of the generating functions, for which we omit the proofs.

**Lemma 2.2.**

(1) ([28, Corollary VI.1.]) Assume \( F_v(z) \) is analytic on \( \Delta := \{ z : |z| < R, z \neq 1, |\arg(z - 1)| > \theta \} \), for some \( R > 1, \theta \in (0, \frac{\pi}{2}) \). If \( F_v(z) \sim (1 - z)^{-\beta} as z \to 1, z \in \Delta \) for \( \beta \neq 0, -1, -2, -3, \cdots \), then \( v_n \sim \frac{1}{\Gamma(1/\beta)} n^{\beta - 1}, n \to \infty \).

(2) \( \lim_{n \to \infty} v_n = \lim_{z \to 1^-} (1 - z) F_v(z) \).

(3) ([26].) A sequence \( v \) is \( \mathcal{CM} \) if and only if the generating function \( F_v(z) = \sum_{j=0}^{\infty} v_j z^j \) is a Pick function that is analytic and nonnegative on \((-\infty, 1)\).

In [25], Li and Liu have proved that for a given \( \mathcal{CM} \) sequence \( a \) with \( a_0 > 0 \), the inverse sequence \( \omega = a^{-1} \) has very nice sign consistency condition:

\[
\begin{align*}
(\text{i}): & \quad \omega_0 > 0, \quad \omega_j \leq 0 \text{ for } j \geq 1; \\
(\text{ii}): & \quad \omega_0 + \sum_{j=1}^{\infty} \omega_j \geq 0.
\end{align*}
\]

When \( \|a\|_{\ell^1} = \infty \), the last inequality becomes equality, which is the case for schemes of time fractional ODEs.

According to this result, one is curious about the converse of the result: given \( \omega = (\omega_0, \omega_1, \cdots) \) with \( \omega_0 > 0 \), the sequence \( (-\omega_1, -\omega_2, \cdots) \) to be \( \mathcal{CM} \) and that \( \omega_0 + \sum_{j=1}^{\infty} \omega_j \geq 0 \), can we have the convolutional inverse \( a = \omega^{-1} \) to be also a \( \mathcal{CM} \) sequence? This is particularly interesting regarding \( \mathcal{L}1 \) scheme (see Section 2.2 for more details). In \( \mathcal{L}1 \) scheme, we get a discrete convolutional scheme \( \omega \), which is an approximation for the Caputo fractional derivative. By taking the inverse of \( a = \omega^{(-1)} \), we then get a corresponding discrete convolutional scheme which is an approximation for the fractional integral, and what we need to do is verify that \( a \) is a \( \mathcal{CM} \) sequence.

In this subsection, we would like to establish our first main result, i.e., the converse of the Theorem 2.3 in [25] is also correct, that is, to establish a sufficient and necessary condition for the convolutional inverse of a \( \mathcal{CM} \) sequence. As an application of this result, we will show in Section 2.2 that the well known \( \mathcal{L}1 \) scheme is \( \mathcal{CM} \)-preserving.

**Theorem 2.1.** The sequence \( a = (a_0, \cdots) \) with \( a_0 > 0 \) is \( \mathcal{CM} \) if and only if its convolution inverse \( \omega = a^{-1} \) satisfies that \( \omega_0 > 0 \), that the sequence \( (-\omega_1, -\omega_2, \cdots) \) is \( \mathcal{CM} \) and that \( \omega_0 + \sum_{j=1}^{\infty} \omega_j \geq 0 \). Moreover, \( \omega_0 + \sum_{j=1}^{\infty} \omega_j = \|a\|_{\ell^1}^{-1} \).

**Proof.** The “\( \Rightarrow \)” direction has been proved in Theorem 2.3 in [25]. We now prove the reverse direction.

Define the generating function for sequence \( (-\omega_1, -\omega_2, \cdots) \) by

\[
G(z) = \sum_{j=0}^{\infty} (-\omega_{j+1}) z^j = \sum_{j=1}^{\infty} (-\omega_j) z^{j-1}.
\]

Hence, one has \( F_{\omega}(z) = \omega_0 - zG(z) \). By Lemma 2.2, \( G(z) \) is a Pick function that is nonnegative and analytic on \((-\infty, 1)\). We now investigate the generating function of \( a \):

\[
F_a(z) = F_{\omega}^{-1}(z) = \frac{1}{\omega_0 - zG(z)}.
\]
To do this, for $\epsilon > 0$ we consider an auxiliary function given by
\[
H_\epsilon(z) = \frac{1}{\epsilon} + \frac{z}{\epsilon + \omega_0 - z(\epsilon + G(z))} = \frac{\epsilon + \omega_0 - zG(z)}{\epsilon(\epsilon + \omega_0 - z(\epsilon + G(z)))}.
\] (2.7)

Since both $G(z)$ and $\epsilon + G(z)$ are nonnegative on $(-\infty, 1)$, one finds that
\[
\epsilon + \omega_0 - z(\epsilon + G(z)) > 0, \quad \epsilon + \omega_0 - zG(z) > 0
\]
for $z \leq 0$. For $z \in (0, 1)$, it is then clear
\[
\epsilon + \omega_0 - z(\epsilon + G(z)) > \epsilon + \omega_0 - (\epsilon + G(1)) = \omega_0 - G(1) \geq 0.
\]

Similarly
\[
\epsilon + \omega_0 - zG(z) \geq \epsilon + \omega_0 - G(z) > 0.
\]

Hence, $H_\epsilon(z)$ is nonnegative on $(-\infty, 1)$. The argument here also justifies that $A_\epsilon(z) := \epsilon + \omega_0 - z(\epsilon + G(z))$ is never zero on $(-\infty, 1)$. Moreover, for $z \in \mathbb{C}_+$, the phase of $\epsilon + G(z)$ is in $(0, \pi)$, and thus $z(\epsilon + G(z))$ cannot be a real positive number. Hence, $A_\epsilon(z)$ is never zero in the upper half plane so that $H_\epsilon(z)$ is analytic on $\mathbb{C}_+ \cup (-\infty, 1)$. Moreover,
\[
\frac{z}{\epsilon + \omega_0 - z(\epsilon + G(z))} = \frac{z(\epsilon + \omega_0) - |z|^2(\epsilon + \overline{G(z)})}{|\epsilon + \omega_0 - z(\epsilon + G(z))|^2}.
\]

It follows from $\text{Im}(z) > 0 \Rightarrow \text{Im}(G(z)) \geq 0$ that $\text{Im}(\overline{G(z)}) \leq 0$ for $\text{Im}(z) > 0$. We find that $H_\epsilon(z)$ is a Pick function. Hence, the sequence
\[
\left(\frac{1}{\epsilon}, a_0(\epsilon), a_1(\epsilon), \cdots \right)
\]
(2.8)
corresponding to the generating function $H_\epsilon(z)$ is $\mathcal{C}M$.

By the definition (Equation (1.4)), $(a_0(\epsilon), a_1(\epsilon), \cdots)$ is also $\mathcal{C}M$. This sequence corresponds to the generating function
\[
F_{a(\epsilon)}(z) = \frac{1}{\omega_0 + \epsilon - z(\epsilon + G(z))},
\]
(2.9)
which must be Pick and nonnegative on $(-\infty, 1)$ by Lemma 2.2 (3). We first note that $F_\epsilon(z) = \frac{1}{\omega_0 - zG(z)}$ is analytic in $\mathbb{C}_+ \cup (-\infty, 1)$ by similar argument. Then, taking $\epsilon \to 0^+$, as the pointwise limit of $F_{a(\epsilon)}(z)$, $F_\epsilon(z)$ must also be Pick and nonnegative on $(-\infty, 1)$. Hence, $(a_0, a_1, \cdots)$ is $\mathcal{C}M$ by Lemma 2.2 (3).

Regarding the equality $\omega_0 + \sum_{j=1}^{\infty} \omega_j = \|a\|_{\rho}^{-1}$, we just note $F_a(z) = F_{a, \omega}^{-1}(z)$, take $z \to 1^-$ and apply the monototone convergence theorem due to signs of $a_j$’s and $\omega_j$’s. □

With results in Lemma 2.2 and Theorem 2.1, we are able to establish a series of basic properties of $\mathcal{C}M$-preserving schemes. The first result is as follows.

**Proposition 2.1.** If the discretization is $\mathcal{C}M$-preserving with $a_0 > 0$, then
\[
\epsilon_j \sim \frac{1}{\Gamma(\alpha)} j^{\alpha - 1}, \quad j \to \infty, \quad h^n \sum_{j=1}^{n} a_j \leq C(nh)^\alpha, \forall n.
\]
(2.10)
Moreover, the convolutional inverse $\omega$ satisfies: $\omega_0 > 0$ and $\omega_j \leq 0$ for all $j = 1, 2, \ldots$ and $\omega_0 + \sum_{j=1}^{\infty} \omega_j = 0$. The generating function is given by $F_o(z) = (1 + o(1)) (1 - z)^{\alpha}$, $z \to 1$ so that $\omega_j \sim \frac{1}{(1 - \alpha) j^{1 - \alpha}}$, $j \to \infty$.

Definition 2.1 directly means $F_o(z) = (1 + o(1)) (1 - z)^{-\alpha}$ as $z \to 1$. The generating function of the sequence $\{A_n := \sum_{j=0}^{n} a_j\}_{n=0}^{\infty}$ is $(1 - z)^{-\alpha}(1 + o(1))$. Moreover, since $F_o(z)$ is a Pick function with $a_0 > 0$, then $F_o(z)$ is analytic in $\mathbb{C}_+$ without zeros in the upper half plane. The claims then follow directly from Lemma 2.2 and Theorem 2.1. We omit the details.

This good sign invariant property in the coefficients of $\{\omega_j\}$ plays a key role in energy methods for numerical analysis [5, 29, 30]. One obvious observation is

**Proposition 2.2.** Assume the scheme for the discrete Caputo operator $D_h^\alpha$ in (2.1) is $CM$-preserving. Consider that $E(\cdot): \mathbb{R}^d \to \mathbb{R}$ is a convex function. Then, we have

$$D_h^\alpha E(u_n) \leq \nabla E(u_n) : D_h^\alpha u_n.$$  

(2.11)

For the proof, one may make use of the fact that $\omega_0 + \sum_{j=1}^{\infty} \omega_j = 0$ (due to $\|a\|_{\ell^1} = \infty$) to define $c_j = -\omega_j \geq 0$ and $\sigma_n := \sum_{j=n}^{\infty} c_j \geq 0$, so that

$$(D_h^\alpha u)_n = h^{-\alpha} \left( \sum_{j=1}^{n-1} c_j (u_n - u_j) + \sigma_n (u_n - u_0) \right).$$

The claim then follows from the convexity: $\nabla E(u_n) \cdot (u_n - u_j) \geq E(u_n) - E(u_j)$. We skip the details.

The sign properties also guarantee the discrete fractional comparison principles as follows (see [30] for relevant discussions).

**Proposition 2.3.** Let $D_h^\alpha$ be the discrete Caputo operator defined in (2.1) and the corresponding numerical schemes are $CM$-preserving. Assume three sequences $u, v, w$ satisfy $u_0 \leq v_0 \leq w_0$.

1. Suppose $f(s, \cdot)$ is non-increasing and the following discrete implicit relations hold

$$D_h^\alpha u_n \leq f(t_n, u_n), \quad D_h^\alpha v_n = f(t_n, v_n), \quad D_h^\alpha w_n \geq f(t_n, w_n).$$

Then, $u_n \leq v_n \leq w_n$.

2. Assume $f$ is Lipschitz continuous in the second variable with Lipschitz constant $L$. If

$$D_h^\alpha u_n \leq f(t_n, u_n), \quad D_h^\alpha v_n = f(t_n, v_n), \quad D_h^\alpha w_n \geq f(t_n, w_n),$$

then for step size $h$ with $h^\alpha L a_0 < 1$, $u_n \leq v_n \leq w_n$.

3. Assume $f(t, \cdot)$ is nondecreasing and Lipschitz continuous in the second variable with Lipschitz constant $L$. If for $h$ with $h^\alpha L a_0 < 1$,

$$u_n \leq u_0 + h^\alpha \sum_{j=0}^{n-1} a_j f(t_{n-j}, u_{n-j}), \quad v_n = v_0 + h^\alpha \sum_{j=0}^{n-1} a_j f(t_{n-j}, v_{n-j}),$$

$$w_n \geq w_0 + h^\alpha \sum_{j=0}^{n-1} a_j f(t_{n-j}, w_{n-j}),$$

then $u_n \leq v_n \leq w_n$. 

The proof is similar to the ones in [30], and we give some brief proofs in the Appendix.

2.2. Four $C\mathcal{M}$-preserving numerical schemes. In this subsection, we identify several concrete $C\mathcal{M}$-preserving numerical schemes. We need to verify that the sequence $a = \{a_j\}$ is a $C\mathcal{M}$ sequence. One can either check this directly using definition (Equation (1.4)), use Theorem 2.1 or check if the generating function $F_a(z)$ is a Pick function or not and the non-negativity on $(-\infty, 1)$ according to Lemma 2.2.

2.2.1. The Grünwald-Letnikov (GL) scheme. Consider the Grünwald-Letnikov (GL) scheme for approximating the Riemann-Liouville fractional derivative [2], whose generating function is $F_\omega(z) = (1 - z)^\alpha$, where we recall that the branch cut for the mapping $w \mapsto w^\alpha$ is taken to be the negative real axis. Hence,

$$F_a(z) = (1 - z)^{-\alpha}. \quad (2.12)$$

It is easy to verify that $F_a(z)$ is a Pick function and analytic, positive on $(-\infty, 1)$. Hence, $a$ is a $C\mathcal{M}$ sequence and the scheme (2.1) with $\{\omega_j\}$ given by the GL scheme is $C\mathcal{M}$-preserving.

2.2.2. The $L1$ scheme. The $L1$ scheme, which was independently developed and analyzed in [31] and [32], can be seen as the fractional generalization of the backward Euler scheme for ODEs. On the uniform grid $t_n = nh$ for $n = 0, 1, \ldots$, the $L1$ scheme for $n \geq 1$ is given by

$$D_c^\alpha u(t_n) = \frac{1}{\Gamma(1-\alpha)} \sum_{j=0}^{n-1} \int_{t_j}^{t_{j+1}} \frac{u'(s)}{(t_n-s)^\alpha} ds$$

$$\approx \frac{1}{\Gamma(1-\alpha)} \sum_{j=0}^{n-1} \frac{u(t_{j+1}) - u(t_j)}{h} \int_{t_j}^{t_{j+1}} \frac{1}{(t_n-s)^\alpha} ds$$

$$= \sum_{j=0}^{n-1} b_j \frac{u(t_{n-j}) - u(t_{n-j-1})}{h^\alpha}$$

$$= \frac{1}{h^\alpha} \left( b_0 u_n - b_{n-1} u_0 + \sum_{j=1}^{n-1} (b_j - b_{j-1}) u_{n-j} \right), \quad (2.13)$$

where the coefficients $b_j = ((j+1)^{1-\alpha} - j^{1-\alpha})/\Gamma(2-\alpha), \ j = 0, 1, 2, \ldots, n-1$. It can be written in the discrete convolution form

$$D_h^\alpha u_n := \frac{1}{h^\alpha} \left( \sum_{j=0}^{n-1} \omega_j u_{n-j} - \sigma_n u_0 \right) = \frac{1}{h^\alpha} \sum_{j=0}^{n} \omega_j (u_{n-j} - u_0),$$

where

$$\omega_0 = \frac{1}{\Gamma(2-\alpha)}, \quad \sigma_n = b_{n-1} = \frac{1}{\Gamma(2-\alpha)}(n^{1-\alpha} - (n-1)^{1-\alpha}),$$

$$\omega_j = \frac{1}{\Gamma(2-\alpha)} ((j+1)^{1-\alpha} - 2j^{1-\alpha} + (j-1)^{1-\alpha}), \ j \geq 1. \quad (2.14)$$

One can check that the coefficients $\{\omega_j\}$ satisfy the sign consistency condition given in (2.5) (with the last inequality being an equality). Moreover, $\sigma_n = - \sum_{j=n}^{\infty} \omega_j$. 
The $L^1$ scheme is among the most popular and successful numerical approximations for Caputo derivatives, and is very easy to implement with acceptable precision. In [33], Jin et al. strictly analyzed the convergence for both smooth and non-smooth initial data and established the optimal first order convergence rate for non-smooth data. In [9], Yan et al. further provided a correction technique, in which the convergence rate for non-smooth data can be improved to $(2-\alpha)$-th order. From (2.13) we can see that if we consider the partition in a non-uniform grid with $h_j = t_{j+1} - t_j$, we can get a similar numerical scheme. This provides a good basis for various numerical approximations for Caputo derivatives on non-uniform grids, see [4,11–13].

As an application of Theorem 2.1, we show that the $L^1$ scheme with uniform mesh size is a $CM$-preserving scheme.

**Proposition 2.4.** For the sequence $\omega = \{\omega_j\}$ defined in (2.14), the convolutional inverse $a = \omega^{(-1)}$ is a $CM$ sequence. Hence, the $L^1$ scheme is $CM$-preserving.

**Proof.** As pointed out in (2.5), one can directly check that $\omega_0 > 0$, $\omega_j < 0$ for $j \geq 1$ and $\omega_0 + \sum_{j=1}^{\infty} \omega_j = 0$. We now verify that the sequence $(-\omega_1, -\omega_2, \cdots)$ given in (2.14) is $CM$. In fact, from (2.13) we know that the sequence $b = (b_0, b_1, b_2, \cdots)$ is the integral for the $CM$ function $t_{(1-\alpha)}$ on uniform mesh. That is

$$b_j = \int_{t_j}^{t_{j+1}} \frac{t_{(1-\alpha)}}{\Gamma(1-\alpha)} dt,$$

so it is a $CM$ sequence. Then, $\omega_j = b_j - b_{j-1}$, $j = 1, 2, \cdots$. By the definition of $CM$ sequence (Equation (1.4)), we find $(-\omega_1, -\omega_2, \cdots) = (I - E)b$ is also a $CM$ sequence. Hence, by Theorem 2.1, the convolution inverse of $\omega$ is a $CM$ sequence.

Lastly, it is well known that $L^1$ scheme is consistent and thus

$$F_a(z) \sim (1-z)^{-\alpha}, \quad z \to 1.$$  

In fact, this can also be proved by the asymptotic behavior of $\omega_j$. We omit the details. This means that $L^1$ scheme is $CM$-preserving.

**Remark 2.2.** Because of the low regularity of the solutions of the time fractional differential equations near the initial time, one can use the non-uniform step size schemes, which can gain more advantages in long time computation. See [4,11,12,34] for relevant discussions. One may be curious about whether the variable step size $L^1$ scheme is also $CM$-preserving? For non-uniform step size, $h_j$ is no longer a constant and the weight $\omega_j$ will also depend directly on the step size $h_j$. We believe the definitions of $CM$ sequences and $CM$-preserving schemes should be given suitably to be consistent with the time-continuous cases. We do not have clear answers yet and there is no doubt that these are very interesting questions that deserve further study.

**2.2.3. A scheme based on piecewise interpolation.** Another scheme is the one in [30]. Consider the discretization of the Volterra integral form (1.2) by approximating $f$ with piecewise constant functions, where the sequence $a$ is obtained from discretizing the integral directly. More precisely, due to homogeneity,

$$a_n = h^{-\alpha} \int_{t_n}^{t_{n+1}} k_\alpha(s) ds = \int_n^{n+1} k_\alpha(s) ds.$$  

And it can be explicitly obtained

$$a = (a_0, a_1, \ldots, a_n, \ldots) = \frac{1}{\Gamma(1-\alpha)} (1, 2^\alpha - 1, \ldots, (n+1)^\alpha - n^\alpha, \ldots).$$
Since $t^{\alpha-1}$ is completely monotone, the sequence is as well. Hence, the scheme (2.1) with $\{\omega_j\} = a^{(\alpha-1)}$ is $CM$-preserving for (1.1).

2.2.4. A class of convolutional quadrature schemes. Consider the convolutional quadrature (CQ) proposed by Lubich [8,35]. The linear multistep method for ODE $u'(t) = f(t,u(t))$ reads

$$
\sum_{j=0}^{k} \alpha_j u_{n+j-k} = h \sum_{j=0}^{k} \beta_j f_{n+j-k}.
$$

Let $\rho(z) = \sum_{j=0}^{k} \alpha_j z^j, \sigma(z) = \sum_{j=0}^{k} \beta_j z^j$ denote the generating polynomials. The corresponding reflected polynomials [36]

$$
\tilde{\rho}(z) = z^k \rho(z^{-1}) = \alpha_0 z^k + \cdots + \alpha_{k-1} z + \alpha_k, \\
\tilde{\sigma}(z) = z^k \sigma(z^{-1}) = \beta_0 z^k + \cdots + \beta_{k-1} z + \beta_k.
$$

The generating function in CQ approximating the Riemann-Liouville fractional integral [8,35] can be written

$$
F_{\alpha}(z) = K(\delta(z)) = (\delta(z))^{-\alpha},
$$

where $K$ is the Laplace transform of the standard kernel $k_\alpha(t)$ and $\delta(z) = \tilde{\rho}(z)/\tilde{\sigma}(z)$. Note that the GL scheme can be seen as the fractional generation of backward Euler method. In this scheme, we have $\rho(z) = z-1$ and $\sigma(z) = z$, and that $\delta(z) = \tilde{\rho}(z)/\tilde{\sigma}(z) = 1-z$, which yields that $F_{\alpha}(z) = (\delta(z))^{-\alpha} = (1-z)^{-\alpha}$. This is completely consistent with the formula in (2.12). The $\theta$-method with parameter $\theta(\theta \geq 1)$ for ODEs $u'(t) = f(t,u(t))$ reads $u_{n+1} = u_n + h((1-\theta)f_n + \theta f_{n+1})$. The corresponding characteristic polynomials $\rho(z) = z-1$ and $\sigma(z) = \theta z + (1-\theta)$. For any $\theta \geq 1$, this method satisfies the consistent condition: $\rho(1) = 0$ and $\rho'(1) = \sigma(1) = 1$, and $(-\infty, 0) \in \mathcal{S}_\theta$, where $\mathcal{S}_\theta$ denotes the stability region of the scheme. The generating function

$$
\delta(z) = \frac{1-z}{\theta+(1-\theta)z}.
$$

It is not hard to verify that for such CQ schemes, the generating function $F_{\alpha}(z)$ is Pick. To do that, we write

$$
F_{\alpha}(z) = \left(\frac{\theta+(1-\theta)z}{1-z}\right)^{\alpha} = (\delta(z))^{\alpha}.
$$

We claim the function $G$ is Pick. In fact,

$$
G(z) = \frac{\theta+(1-\theta)z}{1-z} = \frac{(\theta+(1-\theta)z)(1-z)}{|1-z|^2} = \frac{\theta - \theta z + (1-\theta)z - (1-\theta)|z|^2}{|1-z|^2},
$$

which implies that $\text{Im}(G) = \text{Im}\left(\frac{z}{|1-z|^2}\right)$, and the result follows. On the other hand,

$$
\lim_{z \to -\infty} G(z) = \theta - 1,
$$

which is non-negative for $\theta \geq 1$. With this, when $z \in (-\infty, 1)$, $G(z) = \frac{1 + \theta (\theta-1)(1-z)}{1-z} > 0$. Hence, if $\theta \geq 1$, $G(z)$ is a Pick function that is analytic and positive on $(-\infty, 1)$ and consequently, $F_{\alpha}(z)$ is also Pick and nonnegative on $(-\infty, 1)$. 
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As a byproduct, we know from Lemma 2.2 that when $0 \leq \theta < 1$, the corresponding CQ generated by $\theta$ method is not $CM$-preserving. In particular, the fractional trapezoidal method, where $\theta = 1/2$, is not $CM$-preserving.

**Remark 2.3.** The convergence orders of the four $CM$-preserving schemes considered above are no more than two (the $L_1$ scheme is of order $2 - \alpha$). One might wonder whether there are higher order $CM$-preserving schemes. For example, is the $(3 - \alpha)$-order scheme in [37] $CM$-preserving? By Theorem 2.1, the coefficients of $CM$-preserving schemes have the nice sign consistency conditions presented in (2.5). But the $(3 - \alpha)$-order scheme considered in [37] does not satisfy this condition, so it is not $CM$-preserving. For higher-order schemes, similar difficulties can occur in the energy method, and see [5].

As is well known, there exists an order barrier (the so-called Second Dahlquist Barrier theorem) for $A$-stable linear multistep methods for ODEs [38] and fractional ODEs [39]. We conjecture that the $CM$-preserving schemes also have some order barrier and the theoretical proof of this conjecture will be very interesting.

**2.2.5. A comment on computation of the weights.** To close this section, we now give some comments to the computation on the weights in the expansion of $F_\omega(z) = \sum_{n=0}^\infty \omega_n z^n$. In general, it is not easy to evaluate the weight $\omega_n$ in the fractional formal power series of some polynomials. But in our case, the following Miller formula is an efficient tool.

**Lemma 2.3 ([40]).** Let $\phi(\xi) = 1 + \sum_{n=1}^\infty c_n \xi^n$ be a formal power series. Then for any $\alpha \in \mathbb{C}$, $(\phi(\xi))^\alpha = \sum_{n=0}^\infty v_n(\alpha) \xi^n$, where the coefficients $v_n(\alpha)$ can be recursively evaluated as

$$v_0(\alpha) = 1, \quad v_n(\alpha) = \sum_{j=1}^{n} \left( \frac{(\alpha+1)j}{n} - 1 \right) c_j v_{n-j}(\alpha).$$

Applying this lemma to the formal power series $(1 \pm \xi)^\alpha = \sum_{n=0}^\infty \omega_n \xi^n$ leads to that

$$\omega_0 = 1, \quad \omega_n = \pm \left( \frac{\alpha+1}{n} - 1 \right) \omega_{n-1}, \quad n \geq 1.$$ 

With this formula and the property for the generating functions $F_{v(-1)}(z) = (F_v(z))^{-1}$ given in Lemma 2.2, We can easily calculate the weight coefficients for the schemes given in this section.

**3. Stability regions for $CM$-preserving schemes**

It is a fundamental problem to study the stability and stability regions of numerical schemes. For the convolution quadrature approximating fractional integral based on linear multistep methods developed by Lubich [35, 39], the stability regions were fully identified due to the inherent advantages of this kind of algorithm. The $L_1$ scheme can be seen a fractional generalization of backward Euler method of ODEs, which has been studied in various ways due to its ease of implementation, good numerical stability and acceptable computational accuracy [4, 9, 11, 12, 33]. The stability analysis for $L_1$ scheme is slightly more difficult. The generating function of $\omega$ for $L_1$ scheme is given by

$$F_\omega(z) = \sum_{n=0}^\infty \omega_n z^n = \left( \frac{1}{z} - 2 + z \right) Li_{\alpha-1}(z),$$

where $Li_p(z)$ stands for the polylogarithm function defined by $Li_p(z) = \sum_{k=1}^\infty \frac{z^k}{k^p}$. The $Li_p(z)$ function is well defined for $|z| < 1$ and can be analytically continued to the split
complex $\mathbb{C} \setminus [1, \infty)$. Jin et.al. [33] proved the stability domain $S_{L^1}$ for $L^1$ scheme is $A(\pi/4)$-stable by analyzing the function $F_\omega(z)$ directly. See the definition below in (3.5). Since $L^1$ scheme can be seen as a fractional extension of the backward Euler scheme for classical ODEs and the backward Euler is $A$-stable, the above results in [33] are not satisfactory and should be able to be improved. In [41], Jin et.al. further proved the $L^1$ scheme is $A((1-\alpha/2)\pi)$-stable, that is fractional $A$-stable, by making use of a very elaborate expansion formula for the polylogarithm function.

In the following, we study the stability domain of general $\mathcal{CM}$-preserving schemes and prove that they are at least $A(\pi/2)$ stable. The results will allow us to apply $\mathcal{CM}$-preserving schemes to time fractional advection-diffusion equations, in which the eigenvalues of the space semi-discrete system lie in the left half complex plane but with nonzero imaginary part. For the linear scalar test fractional ODE:

$$D_\omega^\alpha u(t) = \lambda u(t)$$

subject to $u(0) = u_0$ and $\lambda \in \mathbb{C}$, the true solution can be expressed as $u(t) = E_\alpha(\lambda t^\alpha)u_0$, where $E_\alpha(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(k\alpha+1)}$ is the Mittag-Leffler function. It is proved in [42] that the solution satisfies that $u(t) \to 0$ as $t \to +\infty$ whenever

$$\lambda \in S^* := \{z \in \mathbb{C}; z \neq 0, |\arg(z)| > (\pi\alpha)/2\}. \quad (3.3)$$

Recall that the function $z \mapsto \arg(z)$ we use here has branch cut at the negative real axis and the range is in $(-\pi, \pi]$. Note that the stability region $S^*$ for the true solution does not contain the point $z = 0$. So doesn’t the numerical stability region $S_h$ below.

Consider applying the $\mathcal{CM}$-preserving scheme with coefficients $a = (a_0, a_1, \cdots)$ to (3.2) to obtain that

$$u_n = u_0 + \lambda h^\alpha [a \ast (u - u_0 \delta_d)]_n, \quad n \geq 0. \quad (3.4)$$

DEFINITION 3.1. The numerical stability region is defined by

$$S_h := \{z = \lambda h^\alpha \in \mathbb{C}; u_n \to 0 \text{ as } n \to +\infty\}. \quad (3.5)$$

The numerical method is called $A(\beta)$-stable if the corresponding stability domain $S_h$ contains the infinite wedge

$$S(\beta) = \{z \in \mathbb{C}; z \neq 0, |\arg(-z)| < \beta\}. \quad (3.6)$$

We use $\arg(-z)$ here in order that the angle $\beta$ is counted from the negative real axis. It is easy to find that the generating function of the numerical solution sequence $\{u\}$ in (3.4) is given by

$$F_u(z) = u_0 \frac{(1-z)^{-1} - \lambda h^\alpha F_a(z)}{1-\lambda h^\alpha F_a(z)} = u_0 \left[1 + \frac{z}{(1-\lambda h^\alpha F_a(z))(1-z)}\right]. \quad (3.7)$$

On the other hand, by Proposition 2.1, for a $\mathcal{CM}$-preserving scheme

$$F_a(z) \sim (1-z)^{-\alpha}, \quad z \to 1. \quad (3.8)$$

Hence, if we can show

$$F_1(z) := \frac{z}{(1-\lambda h^\alpha F_a(z))(1-z)}$$
is analytic in the region
\[ \Delta_{R,\theta} := \{ z \in \mathbb{C} : |z| \leq R, z \neq 1, |\arg(z-1)| > \theta \} \]  
for some \( R > 1 \) and \( \theta \in (0, \frac{\pi}{2}) \), then from Lemma 2.2 we can find that if \( \lambda \neq 0 \)
\[ u_n \sim -\frac{u_0}{\lambda} h^{-\alpha} n^{-\alpha} \to 0, \quad n \to +\infty. \]
Hence, the domain
\[ S_1 := \left\{ \zeta \in \mathbb{C}, \zeta \neq 0 : \exists R > 1, \theta \in \left(0, \frac{\pi}{2}\right), \text{s.t. } 1 - \zeta F_\omega(z) \neq 0, \text{ for } z \in \Delta_{R,\theta} \right\} \]  
(3.10)
is contained in the stability region \( S_h \), i.e., \( S_1 \subseteq S_h \).

Let us start with region \( S_1 \). For the CM scheme, we have

**Lemma 3.1.** Consider a scheme in (2.1) that is CM-preserving. We have
\[ S_i^\omega = F_\omega \left( D(0,1) \right), \]  
(3.11)
where \( S_1 \) is defined in (3.10), \( \omega = a^{-1} \) so that \( F_\omega(z) = F_{a^{-1}}(z) \), \( S_i^\omega \) is the complement of \( S_1 \) and \( D(0,1) := \{ z \in \mathbb{C} : |z| < 1 \} \) is the open unit disk so that \( \overline{D(0,1)} \) is the closed disk.

**Proof.** Since every \( \Delta_{R,\theta} \) contains \( \overline{D(0,1)} \setminus \{1\} \) and \( S_i^\omega \) contains 0, we must have
\[ F_\omega \left( \overline{D(0,1)} \setminus \{1\} \right) \subseteq S_i^\omega. \]
Since \( F_\omega(1) = 0 \) by the asymptotic behavior of \( F_\omega(z) \) in (3.8), we thus conclude
\[ F_\omega \left( \overline{D(0,1)} \right) \subseteq S_i^\omega. \]

On the other hand, for any \( \zeta_0 \notin F_\omega \left( \overline{D(0,1)} \right) \) (thus \( \zeta_0 \neq 0 \)), we show that \( \zeta_0 \in S_1 \).
In fact, if not, for any \( \Delta_{R_m,\theta_m} \), there exists \( z_m \in \Delta_{R_m,\theta_m} \) such that \( F_\omega(z_m) = \zeta_0 \). Consequently, we are able to find a sequence \( \{z_m\} \subset F_\omega^{-1}(\zeta_0) \) with \( z_i \neq z_j \) for \( i \neq j \), and \( |z_m| \to 1 \). Hence, \( \{z_m\} \) must have a limiting point \( \bar{z} \). \( \bar{z} \neq 1 \) by (3.8). Hence, \( F_\omega(z) \) must be analytic around \( \bar{z} \) so that \( F_\omega(\bar{z}) = \zeta_0 \). This is a contradiction since \( F_\omega(z) - \zeta_0 \) is analytic, with zeros being isolated. \( \square \)

From this lemma we can see that if we can prove some properties of the image of unit disk under the map \( F_\omega(z) = F_{a^{-1}}(z) = \omega_0 - zG(z) \) for \( z \in \overline{D(0,1)} \), where \( G(z) \) is defined in (2.6), we may get some information on the domain \( S_1 \). With this observation, we have

**Theorem 3.1.** Consider a CM-preserving scheme for (1.1). The complement of the numerical stability region \( S_h^\omega := \mathbb{C} \setminus S_h \) is a bounded set in the right half complex plane. There exists \( \theta_0 \in (0, \frac{\pi}{2}) \) such that the numerical stability region \( S_h \) contains \( S(\pi - \theta_0) \) defined in (3.6), and also the wedge region
\[ \bigcup_{\delta \leq \delta_0} \{ \zeta \in \mathbb{C} : |\zeta| \leq \delta, |\arg(\zeta)| \geq \beta(\delta) \} \]
for some small given positive constant \( \delta_0 > 0 \) and continuous function \( \beta : [0, \delta_0] \to [0, \pi] \)
such that \( \beta(\delta) \to \frac{\alpha \pi}{2} \) as \( \delta \to 0^+ \). In particular, the stability region contains the left half plane excluding \( \{0\} \), i.e., \( S_h \supset \mathbb{C}^- \setminus \{0\} \), where \( \mathbb{C}^- = \{ \zeta \in \mathbb{C} : \text{Re}(\zeta) \leq 0 \} \).
Lemma 3.1 then implies that the numerical stability region contains a sequence such that 
\[ |\zeta| \leq \frac{1}{\alpha} \]
Corollary 3.1. Consider a monotone sequence and its generating function:

**Lemma 3.2 ([26, Theorem 1]).** If a sequence \( \{a_n\} \) is \( \mathcal{CM} \), then there is a Hausdorff measure \( \mu \) (nonnegative, supported on \([0, 1]\)) such that

\[ a_n = \int_{[0, 1]} t^n d\mu(t), \]

and consequently,

\[ F_a(z) = \int_{[0, 1]} \frac{1}{1-zt} d\mu(t), \]

which is Pick, nonnegative on \((-\infty, 1)\).

With the lemma, we now prove the main theorem of this part.

**Proof. (Proof of Theorem 3.1.)** Since \( a_0 > 0 \), \( \mu([0, 1]) = a_0 > 0 \). We first show that \( S_h \) is bounded. Fix some \( M > 0 \) large. Since \( F_a(z) \sim (1-z)^{-\alpha} \) as \( z \to 1 \), for \( \epsilon > 0 \) is small enough, in the domain \( \overline{B(1, \epsilon)} \setminus [1, \infty) \), where \( B(1, \epsilon) := \{ \zeta \in \mathbb{C} : |\zeta - 1| < \epsilon \} \), \( |F_a(z)| > M \).

Note that on the region \( D(0, 1) \setminus B(1, \epsilon) \), \( F_a(z) \) is an analytic function. Moreover, it is never zero since it is a Pick function and positive on \((-\infty, 1)\). Hence, \( |F_a(z)| \) has a lower bound \( C > 0 \). Hence, \( \inf_{z \in \mathbb{C} \setminus (1, \infty)} |F_a(z)| > 0 \) and thus \( \{ \zeta : |\zeta| > C_1 \} \) is contained in the stability region for some \( C_1 > 0 \) according to Lemma 3.1.

We now prove that \( S_h \supset S(\pi - \theta_0) \) (defined in (3.6)) for some \( \theta_0 \in (0, \frac{\pi}{2}) \). Consider \(|z| \leq R = 1 + \epsilon\). If \( \epsilon \) is very small, then \( F_a(z) = (1+k(\epsilon))(1-z)^{-\alpha} \) for some function \( k \) such that \( k(\epsilon) \to 0 \) as \( \epsilon \to 0^+ \). Hence,

\[ |\arg(F_a(z))| \leq \alpha \frac{\pi}{2} + h(\epsilon), \]

for some function \( h \) satisfying that \( h(\epsilon) \to 0 \) as \( \epsilon \to 0^+ \). When \( z \in \overline{D(0, 1)} \setminus B(1, \epsilon) \), then \( \text{Re}(z) \leq 1 - \frac{\epsilon}{2} < 1 \). Using (3.12), we know that \( F_a(z) \) has positive real part, so does \( F(\omega)(z) \). Hence, we find that

\[ |\arg(F(\omega)(z))| \leq \frac{\pi}{2} - C(\epsilon), \]

with \( C(\epsilon) \to 0 \) as \( \epsilon \to 0^+ \). Choosing suitable \( \epsilon \), we further find

\[ \sup_{z \in \overline{D(0, 1)} \setminus \{1\}} |\arg(F(\omega)(z))| \leq \theta_0 < \frac{\pi}{2}. \]

Lemma 3.1 then implies that the numerical stability region contains \( S(\theta_0) \).

Regarding the last claim, we choose \( \epsilon > 0 \) small and set \( M_\epsilon := \sup_{z \in \overline{D(0, 1)} \setminus B(1, \epsilon)} |F(\omega)(z)| \). Then, for all \( \zeta \) with \(|\zeta| < 1/M_\epsilon \), \( F(\omega)(z) = \zeta \) can only be possible for \( z \in B(1, \epsilon) \). However, the phase of \( F(\omega)(z) = F^{-1}_\alpha(z) \) in \( B(1, \epsilon) \) is between \( -(1+k(\epsilon))\frac{\pi}{2} \) and \( (1+k(\epsilon))\frac{\pi}{2} \). This observation then leads to the claim regarding the asymptotic behavior of the stability region for \( \zeta \) near the origin.

As an immediate application of Theorem 3.1, we have the following.

**Corollary 3.1.** Consider a \( \mathcal{CM} \)-preserving scheme for the test equation in (3.2). If \(|\arg(\lambda)| > \theta_0 \), where \( \theta_0 \) is defined in Theorem 3.1, the scheme is unconditionally stable. If \(|\arg(\lambda)| > \frac{\pi}{2} \), the scheme is stable for \( h \) small enough.
Now a natural question is that whether the \(CM\)-preserving schemes can be \(A(\frac{\pi}{2})\) stable, that is, the numerical stability region contains the analytic stability region, \(S_h \supset S^*\), where \(S_h\) and \(S^*\) are defined in (3.3) and (3.5) respectively. We point out that the above conjecture cannot be true in general. As a typical example, consider
\[
F_a(z) = (1-z)^{-\alpha} + C \frac{1}{1-t_1 z},
\]
(3.15)
where \(t_1\) is close to 1. If the constant \(C\) is large enough, the largest phase\[
\sup_{z \in \mathbb{D}(0,1) \backslash \{1\}} \text{arg}(F_a(z))
\]
could be close to \(\pi/2\). This function, however, also gives a consistent \(CM\)-preserving scheme. Hence, we can only hope some special scheme, like \(L1\) scheme, can achieve the better stability property.

4. Monotonicity for scalar autonomous equations

It is noted that the solutions for classical first order autonomous one dimensional ODEs \(u' = f(u)\) keep the monotonicity, due to the facts of that the solution curves never cross the zeros of \(f\) and hence \(f(u)\) has a definite sign. In [43], the authors obtained a similar result for one dimensional autonomous fractional ODE
\[
D_\alpha^c u = f(u),
\]
(4.1)
where \(t \mapsto u(t) \in \mathbb{R}\) is the unknown function.

**Lemma 4.1 ([43]).** Consider the one dimensional autonomous fractional ODEs in (4.1). Suppose that \(f \in C^1(c,d)\) and \(f'\) is locally Lipschitz on \((c,d)\). Then, the solution \(u\) with initial value \(u(0) = u_0 \in (c,d)\) is monotone on the interval of existence \((0,T_{\text{max}})\) (\(T_{\text{max}} = \infty\) if the solution exists globally). If \(f(u_0) \neq 0\), the monotonicity is strict.

The basic idea in the proof of the above lemma is divided into two steps. First let \(y(t) = u'(t)\) and write out the Volterra integral equations involving \(y\). Then one can make use of the resolvent to transform the obtained integral equation into another new integral equation so that all the functions involved are non-negative. The positivity of the solution in the new integral equation leads to the required monotonicity. See the details in [43].

**4.1. General scalar autonomous equations.** In the following, motivated by Lemma 4.1, we study the monotonicity of the solutions for one dimension (scalar) autonomous time fractional ODEs (4.1) obtained by the \(CM\)-preserving numerical schemes.

**Theorem 4.1.** Consider one dimension (scalar) autonomous time fractional ODEs (4.1). Suppose the numerical methods given in (2.1) or (2.4) are \(CM\)-preserving.
- If \(f(\cdot)\) is \(C^1\) and non-increasing, then for any step size \(h > 0\), the numerical solution \(\{u_n\}\) is monotone.
- If \(f(\cdot)\) is \(C^1\) with \(M := \sup |f'(u)| < \infty\), then when \(h^\alpha M a_0 < 1\), \(\{u_n\}\) is monotone.

From the following proof, we can see that for the second claim, we only need \(M := \sup |f'(u)| < \infty\) to be bounded on the convex hull of \(\{u_n\}\) considered. The proof is
motivated by the time-continuous version in [43]. We first prove a lemma about the
discrete resolvent.

**Lemma 4.2.** Suppose \( a = \{a_n\} \) is completely monotone. For any \( \lambda > 0 \), define the
sequence \( b = b(\lambda) \) given by

\[
b + \lambda(a * b) = \lambda a.
\]

Then, \( b \) is completely monotone. In particular, it is nonnegative.

**Proof.** The generating function is

\[
F_b(z) = \frac{\lambda F_a(z)}{1 + \lambda F_a(z)}.
\]

Since \( a \) is completely monotone, \( F_a(x) \geq 0 \) for \( x < -1 \), and thus so is \( F_b(z) \).

Moreover, we claim that \( 1 + \lambda F_a(z) \) is never zero in the upper half plane. Since
\( a_0 \geq 0 \), then \( 1 + \lambda F_a(z) \neq 0 \) near \( z = 0 \). If it is zero somewhere, then \( F_a(z) \) is not a
constant. By Lemma 2.1, \( \text{Im}(F(z)) > 0 \) for \( z \in \mathbb{C}_+ \). This is a contradiction. Hence,
\( F_b(z) \) is analytic in the upper half plane. Moreover,

\[
F_b(z) = \frac{\lambda F_a(z) + \lambda^2 |F_a(z)|^2}{|1 + \lambda F_a(z)|^2}.
\]

Clearly, the imaginary part of \( F_b(z) \) is nonnegative and hence it is Pick. The result
follows from Theorem 2.1.

**Proof.** (**Proof of Theorem 4.1.**) For the convenience, we denote \( f_j := f(u_j) \). The
scheme is written as

\[
u_n = u_0 + h^\alpha \sum_{j=0}^{n-1} a_j f_{n-j} = h^\alpha [a * (f - f_0 \delta_d)]_n,
\] \hspace{1cm} (4.2)

where \( \delta_d = (1, 0, 0, \ldots) \) is the convolutional identity. We define \( v_n := u_{n+1} - u_n, n \geq 0 \).
Then, \( v_n \) satisfies

\[
v_n = h^\alpha f_1 a_n + h^\alpha \sum_{j=0}^{n-1} a_j (f_{n+1-j} - f_{n-j}).
\]

We now define \( g_{n-j} := \frac{f_{n+1-j} - f_{n-j}}{u_{n+1-j} - u_{n-j}} = \frac{f_{n+1-j} - f_{n-j}}{v_{n-j}} = f'(\xi_{n-j}) \) for some \( \xi \). Then, the
above equation is written as

\[
v_n = h^\alpha f_1 a_n + h^\alpha \sum_{j=0}^{n-1} a_j g_{n-j} v_{n-j} = h^\alpha f_1 a_n + h^\alpha \sum_{j=0}^{n} a_j (g_{n-j} v_{n-j} - \delta_{n-j, 0} g_0 v_0).
\] \hspace{1cm} (4.3)

In other words, we have that \( v = h^\alpha f_1 a + h^\alpha a * (g v - \delta_d g_0 v_0) \). Here we have made use of
the notation \( g v = \sum_{j=0}^{\infty} g_j v_j \). Convolving this equation with \( b \) defined in Lemma 4.2, we get that

\[
b * v = h^\alpha f_1 a * b + h^\alpha b * a * (g v - \delta_d g_0 v_0)
\]

\[
= h^\alpha f_1 a * b + h^\alpha \left( a - \frac{1}{\lambda} b \right) * (g v - \delta_d g_0 v_0).
\] \hspace{1cm} (4.4)
Consequently, it follows from (4.3) and (4.4) that $v_n - (b * v)_n = h^\alpha f_1[a - a * b]_n + h^\alpha \frac{1}{\lambda} \left[ b * (gv - \delta dg_0v_0) \right]_n$. Hence,

$$v_n = h^\alpha f_1 \frac{1}{\lambda} b_n + b_n v_0 + \left[ b * \left( v - v_0 \delta + \frac{h^\alpha}{\lambda} (gv - \delta dg_0v_0) \right) \right]_n.$$ 

Since $v_0 = h^\alpha f_1 a_0$, we further have

$$v_n = h^\alpha \left( a_0 + \frac{1}{\lambda} \right) f_1 b_n + \left[ b * \left( \left( 1 + \frac{h^\alpha g}{\lambda} \right) (v - v_0 \delta) \right) \right]_n.$$ 

Hence, for $n \geq 1$,

$$\left( 1 - b_0 \left( 1 + \frac{h^\alpha g}{\lambda} \right) \right) v_n = h^\alpha \left( a_0 + \frac{1}{\lambda} \right) f_1 b_n + \sum_{j=1}^{n-1} b_j \left( 1 + \frac{h^\alpha g_{n-j}}{\lambda} \right) v_{n-j}.$$ 

Note that $b_0 = \frac{\lambda a_0}{1 + \lambda a_0} < 1$. Now we discuss respectively in two cases.

Case 1: If $f$ is non-increasing, then we have that $1 - b_0 \left( 1 + \frac{h^\alpha g}{\lambda} \right) > 0$ for all $n$. Fix any $N > 0$, we can always choose $\lambda > 0$ big enough such that $1 + \frac{h^\alpha g_{n-j}}{\lambda} > 0$ for all $j \leq n \leq N$. This choice will not change the value of $u_j$ and thus $v_{n-j}$; it will only change $b_j$. On the other hand, we know from Lemma 4.2 that $b_j$ for $j \geq 1$ are nonnegative. With this, we can see that the sign of $v_n = u_{n+1} - u_n$ keeps fixed and is the same as $f_1$ for all $n \leq N$. Since $N$ is arbitrary, the claim is proved.

Case 2: If $f$ has no monotonicity, but $M = \sup |f'| < \infty$. We consider first that $1 - b_0 (1 + \frac{h^\alpha g_{n-j}}{\lambda})$. We can require that $1 + \frac{h^\alpha g_{n-j}}{\lambda} < \frac{1}{b_0} = 1 + \frac{1}{\lambda a_0}$ such that $1 - b_0 \left( 1 + \frac{h^\alpha g_{n-j}}{\lambda} \right) > 0$. Hence, we require

$$h^\alpha M a_0 < 1. \quad (4.5)$$ 

If we choose $\lambda$ large enough, $1 + \frac{h^\alpha g_{n-j}}{\lambda} > 0$ will also hold. Hence, the sign of $v_n$ is fixed. 

\[\Box\]

**Remark 4.1.** If $u \in \mathbb{R}^d, d > 1$ is a vector, applying the $CM$-preserving numerical schemes to the Equation (1.1) does not necessarily imply $\|u_n\|$ to be monotone. See the example in numerical experiment. However, if the system can be decomposed into $d$ orthogonal decoupled modes, in which the vector equation can essentially be equivalent to a set of scalar equations and then $\|u_n\|$ is monotone.

4.2. Linear equations with damping. If the equation in (1.1) is one-dimensional linear equation with damping, i.e., $f(u) = -\lambda u$ ($\lambda > 0$), the result is much stronger. In fact, it is well known that the solution can be expressed as

$$u(t) = u_0 E_\alpha (-\lambda t^\alpha),$$ 

where $E_\alpha(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(k\alpha+1)}$ is the Mittag-Leffler function. We have that $u(t)$ is strictly monotonically decreasing and also $CM$ due to the property of the Mittag-Leffler function $E_\alpha(z)$ [20]. We can show that the corresponding numerical solution is also $CM$.

**Theorem 4.2.** If the numerical method defined in (2.4) is $CM$-preserving, then for the scalar linear equations $D^\alpha_t u = -\lambda u$ with $\lambda > 0$ and $u_0 > 0$, the numerical solution $\{u_n\}$ is...
a C.M sequence. Moreover, the numerical solution goes to zero as $u_n \leq C(nh)^{-\alpha}$, where the constant $C$ is independent of $n$.

Proof. Taking the generating functions on the both sides of (2.2), one has
\[ F_\omega(z)(F_u(z) - u_0(1 - z)^{-1}) = h^\alpha(F_f(z) - f_0) = -\lambda h^\alpha(F_u(z) - u_0), \]
where $F_f$ and $F_u$ denote the generating functions of $f = (f_0, f_1, \cdots)$ and $u = (u_0, u_1, \cdots)$ respectively. Then,
\[ F_u(z) = u_0 \frac{F_\omega(z)(1 - z)^{-1} + \lambda h^\alpha}{F_\omega(z) + \lambda h^\alpha} = u_0 \left( 1 + \frac{(1 - z)^{-1} - 1}{1 + \lambda h^\alpha F_u(z)} \right). \] (4.6)

The function
\[ F_1(z) := 1 + \frac{(1 - z)^{-1} - 1}{1 + \lambda h^\alpha F_u(z)} \]
is clearly analytic on $(-\infty, 1)$ and nonnegative on $(-\infty, 1)$ (note that $F_a(x) \geq 0$ on this interval since $a$ is completely monotone). Hence, we only need to check whether
\[ G(z) := \frac{z}{(1 + \lambda h^\alpha F_a(z))(1 - z)} \] (4.7)
is a Pick function or not. Firstly, it is clearly analytic in the upper half plane by a similar argument in the proof of Lemma 4.2.

Since $a$ is completely monotone, it is easy to see that
\[ (1, 0, 0, \cdots) + \lambda h^\alpha (a_0, a_1, \cdots) =: (b_0, b_1, \cdots) \]
is also completely monotone. Consequently, $(b_0 - b_1, b_1 - b_2, \cdots)$ is completely monotone. Hence, if we define
\[ (1 + \lambda h^\alpha F_a(z))(1 - z) = b_0 - (b_0 - b_1)z - (b_1 - b_2)z^2 - \cdots =: b_0 - zH(z), \]
then $H(z)$ is a Pick function. Consequently,
\[ G(z) = \frac{z}{b_0 - zH(z)} = \frac{z(b_0 - \bar{z}H(z))}{|b_0 - zH(z)|^2}. \]

If $\text{Im}(z) > 0$, we find
\[ \text{Im}(G(z)) = \frac{1}{|b_0 - zH(z)|^2} \left( b_0 \text{Im}(z) - |z|^2 \text{Im}\bar{H}(z) \right). \]

Since $H$ is Pick, $\text{Im}\bar{H}(z) = -\text{Im}H(z) \leq 0$. Hence, $\text{Im}(G(z)) > 0$. This shows that $G$ is a Pick function. Therefore, $F_u(z)$ is also a Pick function for $u_0 > 0$. This means that $u$ is completely monotone for $u_0 > 0$ and the claim follows.

Since $F_a(z) = (1 + o(1))(1 - z)^{-\alpha}$ as $z \to 1$, one has
\[ F_u(z) = u_0 \left( 1 + \frac{(1 - z)^{-1} - 1}{1 + \lambda h^\alpha F_u(z)} \right), \] (4.8)
and thus
\[ F_u(z) \sim \frac{u_0}{\lambda h^\alpha (1 - z)^{1-\alpha}} \text{ as } z \to 1. \]
Hence, taking $\beta = 1 - \alpha$ in Lemma 2.2, we get that $u_n \sim \frac{u_0}{\lambda h^{\alpha}} n^{-\alpha}$ as $n \to \infty$, which complete the proof.

**Corollary 4.1.** Consider $D^\alpha_c u = -Au$ for $u \in \mathcal{H}$, where $\mathcal{H}$ is a separable Hilbert space and $A: D(A) \to \mathcal{H}$ is nonnegative self-adjoint linear operator, with complete eigenvectors ($D(A) \subset \mathcal{H}$ is the domain of $A$). If we apply the $\mathcal{CM}$-preserving scheme to this equation, then the numerical solution $\|u_n\|$ is non-increasing.

In fact, let $\{u_k\}$ be the eigenvectors of $A$, then $\{u_k\}$ forms an orthogonal basis. One can possibly expand $u = \sum_{k=1}^{\infty} c_k(t)u_k$ such that the equation is decoupled into $D^\alpha_c c_k(t) = -\lambda_k c_k(t)$, where $\lambda_k \geq 0$ is the $k$-th eigenvalue of $A$. Consequently, one has

$$\|u\|^2 = \sum_{k=1}^{\infty} c_k^2(t)\|u_k\|^2,$$

(4.9)

which is monotone by the conclusion from the scalar equation. If we apply the $\mathcal{CM}$-preserving scheme to this equation, then the scheme is implicitly applied for each $c_k(\cdot)$ and (4.9) holds for the numerical solution as well. Then, Theorem 4.2 gives the desired result. Typical examples include:

$$D^\alpha_c u = -(\Delta)^\beta u,$$

for $\beta \in (0, 1]$, and $\mathcal{H} = L^2(\mathbb{T}^d)$, where $(-\Delta)^\beta$ denotes the fractional Laplacian.

5. Local truncation errors and convergence

Let $u(\cdot)$ be the exact solution of the fractional ODE in (1.1) and $D^\alpha_h u_n$ be the corresponding $\mathcal{CM}$-preserving numerical scheme in (2.1). In this section, we mainly focus on the local truncation error defined by

$$r_n := D^\alpha_h u(t_n) - D^\alpha_c u(t_n) = D^\alpha_h u(t_n) - f(t_n, u(t_n))$$

(5.1)

and the convergence of the scheme.

**5.1. Local truncation error.** As well-known, if $f(t_0, u_0) \neq 0$, $u(\cdot)$ is not smooth at $t=0$. In particular, $u(\cdot)$ is often of the form:

$$u(t) = \sum_{m=1}^{M} \beta_m \frac{1}{\Gamma(m\alpha+1)} t^{m\alpha} + \psi(t),$$

(5.2)

where $M = [1/\alpha]$, $\beta_m$ are constants and $\psi(\cdot) \in C^1[0, T]$. Hence, one cannot expect $\|r_n\|$ to be uniformly small. For example, if we apply the GL scheme to $u(t) = \frac{1}{\Gamma(1+\alpha)} t^\alpha$ corresponding to $f \equiv 1$, we have

$$r_1 = h^{-\alpha} \omega_0 \left( \frac{1}{\Gamma(1+\alpha)} h^\alpha - 0 \right) - 1 = \frac{1}{\Gamma(1+\alpha)} - 1,$$

which does not vanish as $h \to 0^+$. However, we aim to show that when $n$ is large enough, $r_n$ is small, which allows us to establish the convergence for the typical solutions with weakly singularity at $t=0$ in (5.2) for fractional ODEs.

**Theorem 5.1.** Assume that $f(\cdot, \cdot)$ has certain regularity such that (5.2) holds for $t \in [0, T]$. Let $h = T/N$ with $N \in \mathbb{N}$. We decompose

$$r_n = r_n^{(1)} + r_n^{(2)},$$

(5.3)
where \( r_n^{(1)} \) is the truncation error corresponding to \( m = 1 \) while \( r_n^{(2)} = r_{n,m}^{(2)} + r_{n,\psi}^{(2)} \) corresponds to \( m \geq 2 \) and \( \psi \). Then, \( r_n^{(1)} \) is independent of \( h \) but \( \lim_{n \to \infty} r_n^{(1)} = 0 \), and

\[
\sup_{n: nh \leq T} \| r_n^{(2)} \| = o(1), \ h \to 0^+.
\]

**Proof.** We consider the truncation error on \( \frac{1}{\Gamma(m\alpha + 1)} t^{m\alpha} \), which is the fractional integral of \( \frac{1}{\Gamma((m-1)\alpha + 1)} t^{(m-1)\alpha} \). Clearly,

\[
\mathcal{D}_h^{\alpha} \left( \frac{1}{\Gamma(m\alpha + 1)} t^{m\alpha} \right) = h^{(m-1)\alpha} \frac{1}{\Gamma(m\alpha + 1)} \sum_{j=0}^{\infty} \omega_j \frac{1}{\Gamma(m\alpha + 1)} (n-j)^{m\alpha} =: h^{(m-1)\alpha} G_n,
\]

where \( G_n \) is \( n \)th term of the convolution between \( \omega \) and \( \{ \frac{1}{\Gamma(m\alpha + 1)} n^{m\alpha} \} \), independent of \( h \). The generating function of \( G \) is given by

\[
F_G(z) = F_\omega(z) \sum_{n=0}^{\infty} \frac{1}{\Gamma(m\alpha + 1)} n^{m\alpha} z^n.
\]

By Proposition 2.1 and the asymptotic behavior of the generating function \( \sum_{n=0}^{\infty} \frac{1}{\Gamma(m\alpha + 1)} n^{m\alpha} z^n \) (see [28, Theorem VI.7] and the discussion below it), one has

\[
F_G(z) = (1 + o(1))(1-z)^\alpha \left[ (1+o(1))(1-z)^{-\alpha} \right], \ z \to 1.
\]

By (2) of Lemma 2.2, we find when \( m = 1 \), \( \lim_{n \to \infty} G_n = \lim_{z \to -1} (1-z) F_G(z) = 1 \). We define \( r_n^{(1)} \) to be the local truncation error corresponding to \( m = 1 \):

\[
r_n^{(1)} := \beta_1 G_n - \beta_1 \to 0, \ n \to \infty.
\]

We now consider that \( m \geq 2 \). Using the first of Lemma 2.2,

\[
G_n = (1 + \varrho_n) \frac{1}{\Gamma((m-1)\alpha + 1)} n^{(m-1)\alpha},
\]

where \( \varrho_n \) are bounded and \( \varrho_n \to 0 \) as \( n \to \infty \). Hence, the truncation error corresponding to \( m \geq 2 \) is given by

\[
r_n^{(2)} := \beta_m \varrho_n \frac{1}{\Gamma((m-1)\alpha + 1)} (nh)^{(m-1)\alpha}.
\]

If \( N = T/h \) is big enough, this term is uniformly small. For \( n \leq \sqrt{N} \), it is controlled by \( (\sqrt{N}h)^{(m-1)\alpha} \) while for large \( n \), it is controlled by \( T^{(m-1)\alpha} \sup_{n \geq \sqrt{N}} |\varrho_n| \to 0 \) as \( N \to \infty \).

Now, consider the local truncation error for \( \psi \), which is \( \mathcal{O}^1[0,T] \). To do this, we adopt some well-known consistent scheme for smooth functions, for example, the GL scheme [8]

\[
\partial_\alpha^2 \psi(t_n) := h^{-\alpha} \sum_{j=0}^{n} \tilde{\omega}_j (\psi(t_{n-j}) - \psi(0)).
\]

where \( \tilde{\omega}_j \) are the coefficients for GL scheme. Then,

\[
r_{n,\psi}^{(2)} := [\mathcal{D}_h^{\alpha} \psi(t_n) - \partial_\alpha^2 \psi(t_n)] + [\partial_\alpha^2 \psi(t_n) - \mathcal{D}_e^{\alpha} \psi(t_n)] =: R_{n,1} + R_{n,2}.
\]
By the well-known truncation error for GL for $\psi \in C^1[0,T]$, we have that $\sup_{n;nh\leq T} \|R_{n,2}\| \leq C h^\alpha$, see for example [44]. We now consider the first term $R_{n,1}$. It is in fact

$$R_{n,1} = h^{-\alpha} \sum_{j=0}^{n} \gamma_j (\psi(t_{n-j}) - \psi(0)),$$

with $\gamma_j = \omega_j - \bar{\omega}_j = \zeta_j (1 + j)^{-1-\alpha}$. By the asymptotic behavior in Proposition 2.1, $\zeta_j$ is bounded and goes to zero as $j \to \infty$. Fix $\epsilon > 0$. We discuss in three cases.

Case 1: $n \leq h^{(\alpha-1)/2}$. We can control directly

$$\|R_{n-1}\| \leq h^{-\alpha} \sum_{j=0}^{n} |\gamma_j| \|\psi'(\xi_{n-j})\| t_{n-j} \leq C h^{-\alpha} (nh) \sum_{j=0}^{n} |\gamma_j| \leq C h^{(1-\alpha)/2}.$$

Case 2: $h^{(\alpha-1)/2} < n \leq \epsilon N$. Then, we can estimate directly that

$$\|R_{n,1}\| \leq h^{-\alpha} \left\| \sum_{j=0}^{n} \gamma_j (\psi(t_{n-j}) - \psi(t_n)) \right\| + h^{-\alpha} \|\psi(t_n) - \psi(0)\| \sum_{j=0}^{n} |\gamma_j|.$$

The first term is controlled by $h^{-\alpha} \sum_{j=0}^{n} (1 + j)^{-1-\alpha} \leq C (nh)^{1-\alpha}$. The second term is controlled due to $\sum_{j=0}^{\infty} \gamma_j = 0$ by

$$h^{-\alpha} (nh) \sum_{j=n+1}^{\infty} \gamma_j \leq C nh^{1-\alpha} n^{-\alpha} \leq C (nh)^{1-\alpha}.$$

Hence, in this case $\|R_{n-1}\|$ is controlled by $\epsilon^{1-\alpha} T^{1-\alpha}$.

Case 3: $n \geq \epsilon N$. We split the sum as

$$R_{n,1} = h^{-\alpha} \sum_{j=0}^{\lfloor \epsilon N \rfloor} \gamma_j (\psi(t_{n-j}) - \psi(t_n)) + h^{-\alpha} \sum_{j=0}^{\lfloor \epsilon N \rfloor} \gamma_j (\psi(t_n) - \psi(0)) + h^{-\alpha} \sum_{j=\lceil \epsilon N \rceil + 1}^{n} \gamma_j (\psi(t_{n-j}) - \psi(0)).$$

The first term is controlled directly by $Ch^{-\alpha} \sum_{j=\lfloor \epsilon N \rfloor + 1}^{n} (1 + j)^{-1-\alpha} \leq C (\epsilon Nh)^{1-\alpha}$. Note that $\sum_{j=0}^{\infty} \gamma_j = 0$, the second and third can be estimated as

$$h^{-\alpha} \left\| \sum_{j=\lfloor \epsilon N \rfloor + 1}^{\infty} \gamma_j (\psi(t_n) - \psi(0)) + \sum_{j=\lceil \epsilon N \rceil + 1}^{N} \gamma_j (\psi(t_{n-j}) - \psi(0)) \right\| \leq Ch^{-\alpha} \sum_{j=\lfloor \epsilon N \rfloor + 1}^{\infty} |\zeta_j| (1 + j)^{-1-\alpha} \leq CT^{-\alpha} \epsilon^{-\alpha} \sup_{j \geq \lfloor \epsilon N \rfloor} |\zeta_j|.$$

This goes to zero as $h \to 0^+$. Hence, $\lim_{h \to 0^+} \sup_{n;nh\leq T} \|R_{n,1}\| \leq C(T) \epsilon^{1-\alpha}$. Since $\epsilon$ is arbitrary, the limit must be zero.

Combining all the results, the claims are proved.
5.2. Convergence. The $CM$-preserving schemes have very good sign properties for the weight coefficients $\omega_j$, which allow us to prove stability and also convergence. As pointed out in Section 2.1, if the scheme is $CM$-preserving so that $\{a\}$ is completely monotone with $a_0 \geq 0$, then

\begin{align}
(\text{i}): \omega_0 > 0, \quad \omega_j \leq 0 \quad \text{for} \quad j \geq 1; \\
(\text{ii}): \omega_0 + \sum_{j=1}^{\infty} \omega_j \geq 0.
\end{align}

(5.6)

We now conclude the convergence:

**Theorem 5.2.** Assume that $f(\cdot, \cdot)$ has certain regularity such that (5.2) holds for $t \in [0, T]$. If $f(t, \cdot)$ satisfies $(x - y) \cdot (f(t, x) - f(t, y)) \leq 0$ or is Lipschitz continuous, then,

$$
\lim_{h \to 0} \sup_{n: nh \leq T} \|u(t_n) - u_n\| = 0.
$$

(5.7)

**Proof.** Define $e_n = u(t_n) - u_n$. Then, we have

$$
\mathcal{D}^\alpha_h e_n = f(t_n, u(t_n)) - f(t_n, u_n) + r_n,
$$

where $r_n$ is the local truncation error defined in (5.1). Taking inner product on both sides with $e_n$ yields that

$$
\mathcal{D}^\alpha_h \|e_n\| \leq \|r_n\| + \eta \|e_n\|,
$$

where $\eta = 0$ if $f(t, \cdot)$ satisfies $(x - y) \cdot (f(t, x) - f(t, y)) \leq 0$ and $\eta = L$ be the Lipschitz constant if $f$ is Lipschitz. Hence, we have

$$
\|e_n\| \leq \eta h^{\alpha - 1} \sum_{j=0}^{n-1} a_j \|e_{n-j}\| + h^{\alpha} \sum_{j=0}^{n-1} a_j \|r_{n-j}\|, \quad n \geq 1.
$$

We claim that

$$
\varepsilon_h := \sup_{n: nh \leq T} h^{\alpha} \sum_{j=0}^{N_1} a_j \|r_{n-j}\| = o(1), \quad h \to 0^+.
$$

(5.8)

We now do the same decomposition in Theorem 5.1 as $\|r_{n-j}\| \leq \|r^{(1)}_{n-j}\| + \|r^{(2)}_{n-j}\|$. By this decomposition, the summation is controlled by

$$
h^{\alpha} \sum_{j=0}^{n-1} a_j \|r^{(1)}_{n-j}\| + h^{\alpha} \sum_{j=0}^{n-1} a_j \|r^{(2)}_{n-j}\|.
$$

Let’s separately estimate each term in the above equation. For the second term, we have

$$
h^{\alpha} \sum_{j=0}^{n-1} a_j \|r^{(2)}_{n-j}\| \leq C(nh)^{\alpha} \sup_j \|r^{(2)}_{j}\| \leq CT^{\alpha} \sup_j \|r^{(2)}_{j}\| = o(1), \quad h \to 0^+,
$$

where we have used the property $h^{\alpha} \sum_{j=0}^{n-1} a_j \leq C(nh)^{\alpha}$, see Proposition 2.1. The first term can be controlled by splitting technique as

$$
h^{\alpha} \sum_{j=0}^{n-N_1} a_j \|r^{(1)}_{n-j}\| + h^{\alpha} \sum_{j=n-N_1}^{n} a_j \|r^{(1)}_{n-j}\|.
$$
For any $\epsilon > 0$, we can pick $N_1$ fixed such that $\|r_k^{(1)}\| \leq \epsilon$ for all $k \geq N_1$ when $N_1$ is big enough due to Theorem 5.1. The sum is then controlled by

$$eh^{\alpha} \sum_{j=0}^{n-N_1} a_j + h^\alpha N_1^{1-\alpha} \leq \epsilon\|r_k^{(1)}\|_\infty + h^\alpha N_1^{1-\alpha} \leq \epsilon T^\alpha + h^\alpha N_1^{1-\alpha}.$$ 

Taking $h \to 0^+$, the limit is $T^\alpha \epsilon$. Since $\epsilon$ is arbitrarily small, the claim for $\epsilon_h$ is verified.

If $\eta = 0$, the theorem is already proved. Now, we consider $\eta = T > 0$. To do this, we consider the auxiliary function $v( \cdot )$ which solves $D_t^\alpha v = L, \quad v(0) = 2 > 0$. Then, repeating what has been done, one can verify that $v(t_n) = 2 + h^\alpha L \sum_{j=0}^{n-1} a_j v(t_{n-j}) + \epsilon_h$. For $h$ small enough, $2 + \epsilon_h \geq 1$. Hence, by the comparison principle (Proposition 2.3), we find when $h$ is small enough,

$$\|e_n\| \leq \epsilon_h v(t_n) = 2\epsilon_h E_\alpha (Lt^n_\alpha) \to 0, \quad h \to 0^+, \quad \forall nh \leq T.$$ 

The proof is completed.

5.3. Application to fractional diffusion equations. As a typical application to fractional PDEs, we consider the time fractional sub-diffusion equations, see [4, 11, 12, 37, 44]. Here we follow the basic notation and idea from [11] to establish the convergence of time semi-discretization problem using $CM$-preserving schemes.

Let $\Omega \subset \mathbb{R}^d (d = 1, 2, 3)$ be a bounded convex polygonal domain and $T > 0$ be a fixed time. Consider the initial boundary value problem:

$$D_t^\alpha u + Lu = f(x, t) \quad \text{for} \quad (x, t) \in \Omega \times (0, T],$$

$$u(x, t) = 0 \quad \text{for} \quad (x, t) \in \partial \Omega \times (0, T], \quad u(x, 0) = u_0(x) \quad \text{for} \quad x \in \Omega,$$

where $D_t^\alpha u$ denotes the $\alpha$ order of Caputo derivative with respect to $t$ and $L$ is a standard linear second-order elliptic operator:

$$Lu = \sum_{k=1}^{d} \{- \partial_{x_k} (a_k(x) \partial_{x_k} u) + b_k(x) \partial_{x_k} u\} + c(x)u,$$

with smooth coefficients $\{a_k\}, \{b_k\}$ and $c$ in $C(\Omega)$, for which we assume that $a_k > 0$ and $c - \frac{1}{2} \sum_{k=1}^{d} \partial_{x_k} b_k \geq 0$. We also assume that for this equation there exists a unique solution in the given domain. Different from the classical integer order equations for $\alpha = 1$, the solutions of fractional Equations (5.9) usually exhibit weak singularities at $t = 0$, i.e.,

$$\|D_t^l u\|_{L^2(\Omega)} \leq C(1 + t^{\alpha-1}) \quad \text{for} \quad l = 0, 1, 2,$$

(5.10)

where $D_t^l$ denote the classical $l$th order derivative with respect to time, see [4]. This low regularity of solutions at $t = 0$ often leads to convergence order reduction for solution schemes. Many efforts have been made and new techniques developed to recover the full convergence order of numerical schemes, such as non-uniform grids [4, 11, 12], and correction near the initial steps [44].

Consider the time semi-discretization of (5.9) in time by $CM$-preserving schemes

$$D_t^\alpha U^n + Lu^n = f(\cdot, t_n) \quad \text{in} \quad \Omega, \quad U^n = 0 \quad \text{on} \quad \partial \Omega, \quad U^0 = u_0,$$

(5.11)

where $U^n \approx u(x, t_n)$ and $D_t^\alpha U^n = h^{-\alpha} \sum_{j=0}^{n-1} \omega_j (U_{n-j} - U_0)$ for $n \geq 1$ stands for the $CM$-preserving schemes with time step size $h > 0$ as in (2.2).
The good sign property in (5.6) for CM-preserving schemes will play a key role to establish the stability and convergence for scheme in (5.11). By using a complex transformation technique, the authors in [37] obtain similar conditions like in (5.6) and establish the stability and convergence for a \((3 - \alpha)\)-order scheme. We emphasize that the CM-preserving schemes we present in this article naturally have this important property.

**Theorem 5.3.** Let \(u\) and \(U^n\) be the solutions of Equations (5.9) and (5.11) respectively. Then under the conditions \(c - \frac{1}{2} \sum_{k=1}^{d} \partial x_k b_k \geq 0\), we have that

\[
\sup_{n: nh \leq T} \|u(\cdot,t_n) - U^n\| \leq C h^\alpha \sup_{n: nh \leq T} \sum_{j=1}^{n-1} a_j \|r_{n-j}\| \to 0, h \to 0^+.
\]

where \(r_n = D_h^n u(\cdot,t_n) - D_c^n u(\cdot,t_n)\) is the local truncation error.

**Proof.** Let the error \(e^n := u(\cdot,t_n) - U^n\). It follows from (5.9) and (5.11) that \(e^0 = 0\) and

\[
D_h e^n + \mathcal{L} e^n = D_h^n u(\cdot,t_n) - f(t_n,\cdot) = D_h^n u(\cdot,t_n) - D_c^n u(\cdot,t_n), \quad 1 \leq n \leq T/h.
\]

By the definition \(D_h e^n = h^{-\alpha} \sum_{j=0}^{n} \omega_j (e^{n-j} - e^0)\) the above equation can be rewritten as

\[
\frac{\omega_0}{h^\alpha} e^n + \mathcal{L} e^n = \frac{1}{h^\alpha} \sum_{j=1}^{n} (-\omega_j) e^{n-j} + r_n, \quad 1 \leq n \leq T/h.
\]

Now we take the standard \(L_2(\Omega)\) inner product in (5.13) with \(e^n\). Note that the condition \(c - \frac{1}{2} \sum_{k=1}^{d} \partial x_k b_k \geq 0\) implies that \(\langle \mathcal{L} e^n, e^n \rangle_{L_2(\Omega)} \geq 0\). According to sign properties in (5.6), we get the error equation

\[
\frac{\omega_0}{h^\alpha} \|e^n\|_{L^2(\Omega)} \leq \frac{1}{h^\alpha} \sum_{j=1}^{n} (-\omega_j) \|e^{n-j}\|_{L^2(\Omega)} + \|r_n\|_{L^2(\Omega)}, \quad n \geq 1.
\]

In other words

\[
D_h^n \|e^n\|_{L^2(\Omega)} \leq \|r_n\|_{L^2(\Omega)}, \quad n \geq 1.
\]

The remaining proof is similar as Theorem 5.2.

From the above proof we can see that once we establish the order with respect to \(\|r_n\|_{L^2(\Omega)}\), we will obtain the order of convergence of the numerical scheme. Similarly, for the fully discrete numerical schemes by applying a standard finite difference or finite element method for spatial approximation of the time semi-discretization (5.11), we can also obtain the corresponding convergence order.

**6. Extension to Volterra integral equations**

We consider the second class of Volterra integral equation

\[
u(t) = u_0 + \int_0^t k(t-s) f(s,u(s)) ds, \quad t > 0,
\]

with initial value \(u(0) = u_0\). We consider discretization

\[
u_n - u_0 = [b*(f - f_0\delta_n,0)]_n = [b* f - f_0 b_n]_n = \sum_{j=0}^{n-1} b_j f_{n-j}, \quad n \geq 1.
\]
Note that here sequence $b$ corresponds to $h^\alpha a$ for the fractional ODE. We do not factor $h^\alpha$ out because $k(\cdot)$ may not be homogeneous. For example, $k(t) = t^{-1/2} + t^{-1/3}$. We define the following.

**Definition 6.1.** We say the discretization given in (6.2) is consistent for Volterra integral with $\mathcal{CM}$ kernel if a function $\phi(\cdot)$ with the typical regularity of $f(u(t))$ in (6.1) satisfies

$$
\epsilon_h := \sup_{n \geq 1, nh \leq T} \left\| \sum_{j=0}^{n-1} b_j \phi(t_{n-j}) - \int_0^{t_n} k_\alpha(s) \phi(t_{n-s}) \, ds \right\| = o(1), \ h \to 0^+.
$$

**Definition 6.2.** We say a consistent (in the sense of Definition 6.1) numerical method given in (6.2) for the convolutional Volterra integral Equation (6.1) with $\mathcal{CM}$ kernel is $\mathcal{CM}$-preserving if the sequence $b$ is a $\mathcal{CM}$ sequence.

The main results regarding monotonicity given in Theorem 4.1 for one dimension autonomous equations can be extended to the Volterra integral equations with more general $\mathcal{CM}$ kernel functions directly. Moreover, the sign properties for the convolutional inverse $\nu := b(-1)$ also hold except that we generally have $\nu_0 + \sum_{j=1}^{\infty} \nu_j \geq 0$ because $\|b\|_{\ell^1}$ may be finite. With the sign properties, analogy of Propositions 2.2 and 2.3 hold except that we need $b_0 L < 1$ to replace $h^\alpha L a_0 < 1$.

**Theorem 6.1.** Suppose (6.1) has a locally integrable $\mathcal{CM}$ kernel and $f(t, \cdot)$ is Lipschitz continuous. Then when applying a $\mathcal{CM}$-preserving scheme, we have

$$
\lim_{h \to 0^+} \sup_{n, nh \leq T} \|u_n - u(t_n)\| = 0.
$$

We sketch the proof here without listing the details. In fact, the error $e_n = u(t_n) - u_n$ satisfies

$$
\|e_n\| \leq L \sum_{j=0}^{n-1} b_j \|e_{n-j}\| + \epsilon_h, \ n \leq T/h.
$$

Consider $v(\cdot)$ solving $v(t) = 2\delta + L \int_0^t k(t-s)v(s) \, ds$, with $\delta > 0$. By the consistency,

$$
v(t_n) = 2\delta + L \sum_{j=0}^{n-1} b_j v(t_{n-j}) + \bar{\epsilon}(n,h) \geq \delta + L \sum_{j=0}^{n-1} b_j v(t_{n-j}),
$$

when $h$ is small enough. Clearly, when $h$ is small enough, $\epsilon_h < \delta$ for any fixed $\delta > 0$. By direct induction,

$$
\|e_n\| \leq v(t_n), \ \forall n, nh \leq T.
$$

The Volterra equation is continuous in terms of the initial value if the kernel is locally integrable. Since $\delta$ is an arbitrary positive number, $\lim_{h \to 0} \sup_{n, nh \leq T} \|e_n\| = 0$.

**Remark 6.1.** When $k(t) = \frac{1}{\Gamma(\alpha)} t^{\alpha-1}$, the consistency in Definition 2.1 can imply the consistency in Definition 6.1. Hence, the conclusion in Theorem 6.1 also applies to fractional ODEs.

Typical examples for completely monotone kernel functions are including that
• The sum of several standard kernels: \( k_1(t) = c_1k_{\alpha_1}(t) + c_2k_{\alpha_2}(t) + \cdots + c_mk_{\alpha_m}(t) \), where \( c_j > 0, \alpha_j \in (0, 1) \) for \( j = 1, 2, \ldots, m \).

• The standard kernel with exponential weights: \( k_2(t) = k_\alpha(t)e^{-\gamma t}, \gamma > 0 \).

One can easily construct CM-preserving schemes for these equations using the ones in Section 2.2. In particular

1. for \( k_1(t) \), one can use any scheme or their linear combination in Section 2.2 to approximate \( k_{\alpha_j} \) and this yields a CM-preserving scheme for \( k_1(t) \).

2. for \( k_2(t) \), one can take the piecewise integral as approximation as in [30]:

\[
    b_n = \int_{t_n}^{t_{n+1}} k_2(t) \, dt, \quad (6.3)
\]

where we recall \( t_n = nh \).

In addition, we can also use the CQ [8] to calculate the convolutional Volterra integral. In general, we can approximate the convolutional integral as

\[
    \int_0^t k(t - s)g(s)ds \approx \left[ K \left( \frac{\delta(z)}{h} \right) F_g(z) \right]_n, \quad (6.4)
\]

where \( K \) is the Laplacian transform of the kernel \( k(t) \), \( \delta(z) = \tilde{\rho}(z)/\tilde{\sigma}(z) \) is the generating function based on classical linear multistep method \( (\rho, \sigma) \) as in (2.16), and \( F_g(z) \) is the generating function of \( (g_0, g_1, \ldots) \). Therefore, if we can calculate \( K \) accurately and choose \( (\rho, \sigma) \) appropriately then we obtain the corresponding numerical schemes. As in Section 2.2 for fractional ODEs, we can choose \( (\rho, \sigma) \) in two ways:

(i): \( \sigma(z) = z, \rho(z) = z - 1, \) and \( \delta(z) = 1 - z; \)

(ii): \( \sigma(z) = \theta z + (1 - \theta), \rho(z) = z - 1 \) with \( \theta \geq 1, \) and \( \delta(z) = \frac{1 - z}{\theta + (1 - \theta)z} = \frac{1 - z}{2 - z}, \) where we take \( \theta = 2. \)

For example, for \( k_2(t) \) we have that

\[
    K[k_2(t)](z) = \mathcal{L}[k_\alpha(t)e^{-\gamma t}](z) = (z + \gamma)^{-\alpha}.
\]

Therefore,

\[
    \int_0^t k_2(t - s)g(s)ds \approx \left[ \left( \frac{\delta(z)}{h} + \gamma \right)^{-\alpha} F_g(z) \right]_n = h^\alpha \left[ (\delta(z) + h\gamma)^{-\alpha} F_g(z) \right]_n. \quad (6.5)
\]

Then we get the numerical schemes for Volterra integral Equation (6.1) as

\[
    u_n = u_0 + h^\alpha \sum_{j=1}^{n} v_{n-j} f_j, \quad n \geq 1, \quad (6.6)
\]

where the weight coefficients \( \{v_j\} \) derived from one of the following generating functions

\[
    (i): (1 - z + h\gamma)^{-\alpha} = (1 + h\gamma)^{-\alpha} \left( 1 - \frac{1}{1 + h\gamma} z \right)^{-\alpha} = \sum_{j=0}^{\infty} v_j z^j;
\]

\[
    (ii): \left( \frac{1 - z}{2 - z} + h\gamma \right)^{-\alpha} = \left( \frac{1 + 2h\gamma}{2} \right)^{-\alpha} \left( \frac{1 - \frac{1 + h\gamma}{1 + 2h\gamma} z}{1 - z/2} \right)^{-\alpha} = \sum_{j=0}^{\infty} v_j z^j. \quad (6.7)
\]
We now check if the generating functions \( F_b(z) \) defined in (6.7) is a Pick function or not and the non-negativity on \((-\infty,1)\).

For (i) in (6.7), we have that \( F_b(z) = (1 - z + \gamma)^{-\alpha} \). Since \( \gamma > 0 \), it is easy to see \( F_b(z) \) is a Pick function and analytic, positive on \((-\infty,1)\).

For (ii) in (6.7), we have that \( F_b(z) = \left( \frac{1 - z}{z^2} + \gamma \right)^{-\alpha} \). We rewrite

\[
F_b(z) = \left( \frac{1 + 2h\gamma}{2} \right)^{-\alpha} \left( \frac{1 - z/2}{1 - qz} \right)^{\alpha} = \left( \frac{1 + 2h\gamma}{2} \right)^{-\alpha} (H(z))^{\alpha},
\]

where \( q = \frac{1 + h\gamma}{1 + 2h\gamma} \in \left( \frac{1}{2}, 1 \right] \). We now claim the function \( H \) is Pick. In fact,

\[
H(z) = \frac{1 - z/2}{1 - qz} = \frac{(1 - z/2)(1 - qz)}{|1 - qz|^2} = \frac{1 - qz - z/2 + q|z|^2/2}{|1 - qz|^2},
\]

which implies that \( \text{Im}(H) = (q - \frac{1}{2})\text{Im}(\frac{z}{1 - qz^2}) \), and the result follows by noting that \( q > \frac{1}{2} \). Moreover, for \( z \in \mathbb{R} \), the numerator becomes \( 1 - (q + \frac{1}{2})z + \frac{q}{2}|z|^2 \). Since \( 1 - (q + \frac{1}{2})z + \frac{q}{2}|z|^2 = 0 \) has roots \( z_1 = 2 \) and \( z_2 = 1/q > 1 \) so the numerator is positive on \((-\infty,1)\) and the denominator is also positive on \((-\infty,1)\), so when \( z \in (-\infty,1) \), \( H(z) > 0 \). Hence, \( H(z) \) is a Pick function that is analytic and positive on \((-\infty,1)\) and consequently, \( F_b(z) \) is also Pick and nonnegative on \((-\infty,1)\).

The weight coefficients \( \{v_j\} \) can be recursively evaluated by the Miller formula in Lemma 2.3. Let \( \left( 1 - \frac{1}{1 + \gamma}z \right)^{-\alpha} = \sum_{j=0}^{\infty} m_j z^j \), \( \left( 1 + \frac{1}{1 + \gamma}z \right)^{-\alpha} = \sum_{j=0}^{\infty} n_j z^j \) and \( (1 - z/2)^{\alpha} = \sum_{j=0}^{\infty} p_j z^j \), where for coefficients \( m_j, n_j \) and \( p_j \) can be recursively computed by

\[
m_0 = 1, m_k = -\frac{1}{1 + \gamma} \left( \frac{1 - \alpha}{k} - 1 \right) m_{k-1}, \quad k \geq 1,
\]

\[
n_0 = 1, n_k = -\frac{1 + \gamma}{1 + 2\gamma} \left( \frac{1 - \alpha}{k} - 1 \right) n_{k-1}, \quad k \geq 1,
\]

\[
p_0 = 1, p_k = -\frac{1}{2} \left( \frac{1 + \alpha}{k} - 1 \right) p_{k-1}, \quad k \geq 1.
\]

Hence, the weight coefficients in schemes in (6.6) are given by

\[
(i) : v_j = (1 + h\gamma)^{-\alpha} m_j \quad \text{or} \quad (ii) : v_j = \left( \frac{1 + 2h\gamma}{2} \right)^{-\alpha} \sum_{l=0}^{j} n_{j-l}p_l.
\]

Note that in the numerical scheme (6.6) for kernel \( k_2(t) \), the coefficients \( v_j \) depend on the step size \( h \) explicitly. This is because the Laplacian transform of \( k_2(t) \) is an inhomogeneous function on \( z \) for \( \gamma > 0 \), see (6.5).

7. Numerical experiments

In this section, we first perform numerical experiments to confirm the monotonicity of numerical solutions for \( \mathcal{CM} \)-preserving schemes applied to scalar autonomous fractional ODEs or Volterra integral equations with \( \mathcal{CM} \) kernels. In [5,29], the authors have shown that for linear scalar fractional ODEs with damping or delay differential equations, the long-time decay rate \( u_n = O(t_n^{\alpha}) \) as \( n \to \infty \) both from theory and numerics, by energy type methods. In this paper, we focus on the monotonicity of numerical solutions for nonlinear fractional ODEs and Volterra integral equations. We also provide numerical example on time fractional advection-diffusion equations to confirm the nice stability of \( \mathcal{CM} \)-preserving schemes.
7.1. Fractional ODEs. Consider the scalar fractional ODE for $\alpha \in (0, 1]$,

$$D^\alpha_c u(t) = Au - Bu^2,$$  

(7.1)

with initial value $u(0) = u_0$, where the two constants $A$ and $B$ satisfying that $A \cdot B > 0$.

For all orders $\alpha \in (0, 1]$, this equation has two particular solutions $u_1 = 0$ and $u_2 = \frac{A}{B}$.

For $\alpha = 1$ has the following general solution

$$u(t) = \frac{A}{B + \left(\frac{A}{u_0} - B\right)e^{-At}}.$$

We can easily see from the expression that for $A, B > 0$, if $u_0 > 0$, all the solutions asymptotically tend to the constant $A/B$; while for $u_0 < 0$, all the solutions will blow up in finite time and have vertical asymptotic lines. The case for $A, B < 0$ is similar.

In Figure (7.1), we plot the numerical solutions for $\alpha = 1$ and $\alpha = 0.8$, respectively. It is clear that all the solutions are monotone and asymptotically tend to the constant $A/B = 2$, and they are asymptotic stable, as expected. The order of $\alpha$ has a significant impact on the decay rates of the numerical solutions. For the classical ODE with $\alpha = 1$, we can see the solutions will decay exponentially while for $\alpha \in (0, 1)$ the solutions will only decay with algebraic rate, which leads to the so-called heavy tail effect for fractional dynamics [5].

As pointed out in Remark 4.1, for general vector fractional ODEs in $\mathbb{R}^d$ with $d > 1$, we can not expect the monotonicity of the Euclidean norm of the numerical solutions. Consider the fractional financial system [3]

$$D^\alpha_c x(t) = z(t) + (y(t) - 1)x(t),$$
$$D^\alpha_c y(t) = 1 - 0.1y(t) - x(t)^2,$$
$$D^\alpha_c z(t) = -x(t) - z(t).$$

The fractional financial system is dissipative and there exists a bounded absorbing set [5]. Figure (7.2) shows that the solution doesn’t tend to an equilibrium state,
and of course $\|U_n\|$ doesn’t have monotonicity, where $U = (x, y, z)^T$. Numerical results obtained by other CM-preserving schemes given in Section 2.2 are very similar, and are not provided here.

7.2. Volterra integral equations. We study the monotonicity of numerical solutions for Volterra integral equation with CM kernel functions obtained by CM-preserving schemes

$$u(t) = u_0 + \int_0^t k(t-s)f(u(s))ds, \quad t > 0,$$

with initial value $u(0) = u_0$. Since the CM kernel $k_1(t)$ is very similar to the standard kernel $k_\alpha(t)$, we will focus on the kernel $k_2(t) = k_\alpha(t)e^{-\gamma t}$ for $\gamma > 0$ in this example. We consider the following three examples

(a) $f(u) = \lambda u$, $\lambda$ is a fixed parameter;
(b) $f(u) = Au - Bu^2$, where $A, B$ are parameters as in Example 1;
(c) $f(u) = \sin(1 + u^2)$.

In this example, we take the numerical schemes given in (ii) of (6.7) for the simulations for various initial values and parameters. The numerical results for scheme (i) of (6.7) are very similar and not provided here. We take $h = 0.1, T = 10$ in all the following computations. The numerical solutions for (a), (b) and (c) are reported in Figure (7.3), Figure (7.4) and Figure (7.5) respectively. The numerical results show that both the order $\alpha$ and parameter $\gamma$ will impact the decay rate and equilibrium state of the solutions significantly. But all numerical solutions for various initial values and parameters remain monotonic, as our theoretical results predicted.

7.3. Application to fractional advection-diffusion equations. Consider the time fractional periodic advection diffusion problem

$$\_0\mathcal{D}^\alpha_t u(x,t) + du_x = D u_{xx}, \quad t > 0, x \in \Omega,$$

with initial value $u(x,0) = u_0(x)$ and Dirichlet or periodic boundary condition, where constant coefficients $d \in \mathbb{R}, D > 0$ and $\Omega \subset \mathbb{R}^n (n = 1, 2, 3)$. 

---

**Fig. 7.2.** Left: numerical solutions for $\alpha = 0.9$ obtained by Grünwald-Letnikov scheme; Right: the $L2$-norm $\|U_n\|$, where $U = (x, y, z)^T$. The initial values $x_0 = 2, y_0 = -1, z_0 = 1$, and $h = 0.05, T = 100$. 

---

- **Fig. 7.3**
- **Fig. 7.4**
- **Fig. 7.5**
When $d=0$, the Equation (7.3) is reduced to the sub-diffusion equation, which has been thoroughly studied both mathematically and numerically in recent years. If $u_0(x) \in L^2(\Omega)$ and $u(x,t) = 0$ for $x \in \partial \Omega$, then it is proved in [45] that for the equation, there exits a unique weak solution $u \in C([0,\infty];L^2(\Omega)) \cap C((0,\infty);H^2(\Omega) \cap H^1_0(\Omega))$ and there exists a constant $C_\alpha > 0$ such that

$$
\|u(\cdot,t)\|_{L^2(\Omega)} \leq C_\alpha \frac{t^{-\alpha}}{1+\lambda t^\alpha} \|u_0\|_{L^2(\Omega)}, \quad \lambda > 0, t > 0.
$$

(7.4)

As we have pointed out earlier in Section 1, the fractional sub-diffusion equations have two significant differences compared to the classical diffusion equations for $\alpha = 1$. The first one is that the solution of model (7.3) often exhibits weak singularity near $t = 0$, i.e., $\|\partial_t^\alpha u(\cdot,t)\|_{L^2(\Omega)} \leq C_\alpha t^{-\alpha} \|u_0\|_{L^2(\Omega)}$ [45]. In fact, this limited regularity

--
makes it difficult to develop high-order robust numerical schemes and provide a rigorous convergence analysis on $[0,T]$ for some $T>0$. Many efforts have been put on this problem and for the linear problems this problem has been well solved. Several effective high-order corrected robust numerical methods have been constructed and analyzed\cite{4,9,11,12,44}.

The other one, which can be clearly seen from (7.4), is the long-time polynomial decay rate of the solutions, i.e., $\|u(\cdot, t)\|_{L^2(\Omega)} = O(t^{-\alpha})$ as $t \to +\infty$. This is essentially different from the exponential decay of the solutions to a classical first order diffusion equation. However, as far as we know, there is little work on studying the polynomial rate of the solutions and characterizing their long tail effect for fractional sub-diffusion equations from the numerical point of view. In our recent work\cite{5}, we established the long-time polynomial decay rate of the numerical solutions for a class of fractional ODEs by introducing new auxiliary tools and energy methods, which can also be used to characterize the numerical long-time behavior of spatial semi-discrete PDEs as in (7.3).

When $d=0$, the eigenvalues of fractional ODEs system obtained from spatial semi-discretization for fractional sub-diffusion equations are often negative real constants. Therefore, any time discrete numerical methods that contain the entire negative real half axis ($-\infty,0$] will lead to unconditionally stable schemes.

When $d \neq 0$, the corresponding eigenvalues of fractional ODEs system obtained from space semi-discretization have the form $\lambda_j = x_j + iy_j$, where $x_j,y_j$ are real constants and $x_j < 0$. However, the constants $y_j$ are not zeros in general. In this case, if we still want to obtain an unconditionally stable numerical scheme in time direction, then the stable region of this scheme must contain the whole negative semi-complex plane $\mathbb{C}^-$. According to our results in this paper, the $CM$-preserving schemes meet this stability requirement.

As an example, we consider the one dimension fractional advection diffusion Equation (7.3) on $\Omega = [0,1]$ with periodic boundary condition $u(0,t) = u(1,t)$. For the space discretization on a uniform grid $\{x_1,x_2,...,x_N\}$ with grid points $x_j = j\Delta x$ and mesh width $\Delta x = 1/N$, we use second-order central differences for the advection and diffusion

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig7.5.pdf}
\caption{Numerical solutions for (c). Left: $\alpha = 0.99,0.9,0.6,0.3$ and $\gamma=1$ respectively; Right: $\gamma = 0,1,2,3$ and $\alpha = 0.9$ respectively.}
\end{figure}
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We obtain the semi-discrete system

$$0D^{\alpha}_{t}u_j(t) + d\frac{u_{j+1} - u_{j-1}}{2\Delta x} = D\frac{u_{j+1} - 2u_j + u_{j-1}}{\Delta x^2}, \quad j = 1, 2, ..., N,$$

(7.5)

where $u_0 = u_N, u_{N+1} = u_1$. For $\alpha = 1$, this example has been carefully analyzed in [46,47] and the corresponding eigenvalues can be obtained by standard Fourier analysis, which are given by

$$\lambda_j^\alpha = \frac{2D}{\Delta x^2}(\cos(2\pi j \Delta x) - 1) - i \frac{d}{\Delta x} \sin(2\pi j \Delta x), \quad j = 1, 2, ..., N.\quad (7.6)$$

We can see those eigenvalues are located on the ellipse in the left half plane $\mathbb{C}^-:

$$\left(\frac{x + \frac{2D}{\Delta x}t}{\Delta x^2}\right)^2 + \frac{y^2}{\left(-\frac{d}{\Delta x}\right)^2} = 1,$$

which is centered at $\left(-\frac{2D}{\Delta x}, 0\right)$ with two radii $\frac{2D}{\Delta x}$ and $\frac{d}{\Delta x}$, respectively. The stability results obtained in this paper show that any $\mathcal{CM}$-preserving scheme is $A(\pi/2)$-stable, so it can be used to solve the advection-diffusion fractional ODE (7.5).

**Fig. 7.6.** The eigenvalues distributions in (7.6) and the numerical solutions for the semi-discrete system (7.5) with $d = 10, D = 0.1, \Delta x = 1/32$.

As that in [47], let the initial value $U(0) \in \mathbb{R}^N$ for the semi-discrete fractional ODEs in (7.5) be

$$U(0) = \sum_{k=1}^{N} z_k \phi_k \quad \text{with} \quad z_k = \frac{1}{N} \sum_{k=1}^{N} u_0(x_j)(\bar{\phi}_k)_j,$$

where $\phi_k = (e^{2\pi ikx_1}, e^{2\pi ikx_2}, ..., e^{2\pi ikx_N})^T \in \mathbb{C}^N$ stands for the discrete Fourier modes for $k = 1, 2, ..., N$ and $U(t) = (u_1(t), u_2(t), ..., u_N(t))^T$ denotes the solution vector. Then the solution is given by

$$U(t) = \sum_{k=1}^{N} z_k E_{\alpha}(\lambda_k t^\alpha) \phi_k,$$
where \( E_\alpha(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(k+1)} \) is the Mittag-Leffler function.

In Figure 7.6, we plot the eigenvalues distributions and the corresponding numerical solutions obtained by \( \mathcal{L}1 \) scheme, which shows good numerical stability as long as the stable region is contained in the left half complex plane. Other \( CM \)-preserving schemes give similar numerical performances and they are not provided here. Although the stable regions for some \( CM \)-preserving schemes have been proved in other ways, we emphasize here that we can provide a unified framework to prove that they are all \( A(\pi/2) \)-stable and thus can be used for the time fractional advection-diffusion equations.
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**Appendix. Proof of Proposition 2.3.** Proof.

1. Define the sequence \( \xi = (\xi_n) \) by \( \xi_n := u_n - v_n \). Then, by the linearity of \( D_h^\alpha \), \( (D_h^\alpha \xi)_n = f(t_n, u_n) - f(t_n, v_n) \), where \( (\cdot)_n \) stands for the \( n \)-th entry of the sequence. Multiplying the indicator function \( \chi(\xi_n \geq 0) \) (i.e. the value is 1 if \( \xi_n \geq 0 \) while the value is 0 otherwise) on both sides of the inequality yields

\[
h^{-\alpha} \left( \omega_0 \xi_n \chi(\xi_n \geq 0) + \sum_{i=1}^{n-1} \omega_i \xi_n - i \chi(\xi_n \geq 0) - \left( \omega_0 + \sum_{i=1}^{n-1} \omega_i \right) \xi_0 \chi(\xi_0 \geq 0) \right)
\leq [f(t_n, u_n) - f(t_n, v_n)] \chi(\xi_n \geq 0) \leq 0.
\]

We define \( \eta_n = \xi_n \vee 0 = \max(\xi_n, 0) \), i.e. the maximum between \( \xi_n \) and 0. Then, \( \xi_n \chi(\xi_n \geq 0) = \xi_n \vee 0 = \eta_n \), \( \xi_i \chi(\xi_n \geq 0) \leq \xi_i \vee 0 = \eta_i \) for any \( i \neq n \). Since \( \omega_i \leq 0 \) and \( -(\omega_0 + \sum_{i=1}^{n} \omega_i) \leq 0 \), we then have

\[
\omega_0 \eta_n + \sum_{i=1}^{n} \omega_i \eta_{n-1} - \left( \omega_0 + \sum_{i=1}^{n} \omega_i \right) \eta_0 \\
\leq \omega_0 \xi_n \chi(\xi_n \geq 0) + \sum_{i=1}^{n} \omega_i \xi_n - i \chi(\xi_n \geq 0) - \left( \omega_0 + \sum_{i=1}^{n} \omega_i \right) \xi_0 \chi(\xi_0 \geq 0).
\]

Hence, \( (D_h^\alpha \eta)_n \leq 0 \). Clearly, \( \eta_0 = 0 \), and by induction, it is easy to see \( \eta_n \leq 0 \). This means \( \eta_n = 0 \) and thus \( \xi_n \leq 0 \). Similar argument applies to \( v_n \) and \( w_n \), so we omit the details.

2. The proof can be done by induction. We only compare \( u \) with \( v \). Comparing \( v \) with \( w \) is similar. The condition gives \( u_0 \leq v_0 \). Suppose that for \( n \geq 1 \) we have shown \( u_m \leq v_m \) for all \( m \leq n-1 \). We now prove \( u_n \leq v_n \). Using again \( \omega_0 > 0 \), \( \omega_i \leq 0 \) and \( -(\omega_0 + \sum_{i=1}^{n} \omega_i) \leq 0 \), we have

\[
h^{-\alpha} \omega_0 (u_n - v_n) \leq D_h^\alpha (u - v)_n \leq f(t_n, u_n) - f(t_n, v_n) \leq L |u_n - v_n|.
\]

Hence, \( u_n - v_n \leq a_0 L h^\alpha |u_n - v_n| \). If \( a_0 L h^\alpha < 1 \), we must have \( u_n - v_n \leq 0 \).

3. The proof is similar as (2) by induction. One can in fact obtain \( u_n - v_n \leq a_0 L h^\alpha |u_n - v_n| \) using induction hypothesis. The argument is similar. \( \square \)
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