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Abstract

We consider the half-genus expansion of the resolvent function in the $\beta$-deformed matrix model with three-Penner potential under the AGT conjecture and the 0$d$–4$d$ dictionary. The partition function of the model, after the specification of the paths, becomes the DF conformal block for fixed $c$ and provides the Nekrasov partition function expanded both in $g_s = \sqrt{-\epsilon_1\epsilon_2}$ and in $\epsilon = \epsilon_1 + \epsilon_2$. Exploiting the explicit expressions for the lower terms of the free energy extracted from the above expansion, we derive the first few $\epsilon$ corrections to the Seiberg-Witten prepotential in terms of the parameters of $SU(2)$, $N_f = 4, \mathcal{N} = 2$ supersymmetric gauge theory.
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1 Introduction

One promising way to study genus expansion of free energy in matrix models is to solve by iteration the finite $N$ Schwinger-Dyson equation in the presence of an infinite number of couplings to single trace functions \[1, 2\] \[3, 4, 5, 6\]. The partition function then acts as a generating function \[6, 7, 8\] and free energy to a given order is obtained from the one-point resolvent function by the inversion with respect to the coupling function. Some of the recent references in this direction include \[9, 10, 11, 12\]. In this paper, we consider this procedure in the context of the AGT conjecture \[13, 14\], namely, the 2d-4d conformal field theory connection where matrices act as a bridge \[15, 16\].

The Seiberg-Witten prepotential \[17, 18\] has been a central object in the study of low-energy effective action (LEEA) of $\mathcal{N} = 2$ susy gauge theories. This object and its extension are adequately characterized by the integrability properties \[19\]. In recent years, its recognition as free energy of matrix model has been successful in some cases \[20, 21\].

In the above mentioned connection, we have, on the one hand, the four-point conformal block – the representation theoretic (model independent) quantity of the Virasoro algebra – whose integral representation \[22\] is given by the $\beta$ deformed ensemble of the one-matrix model after the specification of the paths \[23, 24, 25, 26\]. On the other side, we have so called Nekrasov partition function \[27\] arising from the instanton sum in the case of $SU(2)$, $N_f = 4$. For some decoupling cases, see \[28, 29, 30, 31, 32, 33, 34\]. The equivalence of these two has been proven in some cases \[35, 36\] and so far been mainly studied as a series expansion in $q$ – the cross ratio on the one side and the exponentiated holomorphic coupling on the other \[37, 38, 39\]. In particular, the $0d – 4d$ dictionary of the parameters has been established in \[25, 26, 40, 41, 42, 43, 44\], exploiting the properties of the Selberg integral and the Jack symmetric function \[45, 46, 47, 48, 49\]. For more recent developments, see for instance \[50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70\]. Our study here will provide an alternative direction to pursue, which is currently somewhat underdeveloped, and may supply useful data to the renewed consideration of topological field theory \[71, 72\].

In the next section, we present the half-genus expansion of the resolvent in the case of $\beta$ ensemble with three Penner potential. We regard $\epsilon = \epsilon_1 + \epsilon_2$ to be order $g_s$, which treats via $g_s = \sqrt{-\epsilon_1 \epsilon_2}$ the two deformation parameters in an equal footing. This implies that $Q_{FE} = \frac{1}{g_s}$ is order 1 and that the central charge $c$ is kept fixed throughout our procedure. In intermediate steps, the double expansion both in $\epsilon$ and in $g_s$ naturally appear. The point, albeit being minor, where our consideration differs from more generic discussion is that an $\epsilon$ correction is present already at the original potential according to the $0d – 4d$ dictionary. In section three, we present the formula for $F_{0,1}$ as well as that of $F_{0,2}$. The representation in terms of 4d data is
discussed. In Appendix A, we review a few materials taken from theory of Riemann surfaces. In Appendix B, the proof of our formula in section 3.1 is given while the proof of our formula in section 3.2 is given in Appendix C. We include in Appendix D the complete expression for the resolvent at the planar level $w_{0,0}(z)$ as it appears not seen anywhere in the literature.

2 Half genus expansion of resolvent and free energy

The partition function of the model that we consider in this paper is

$$Z = \int_{\mathcal{D}_L \times \mathcal{D}_R} \prod_{I=1}^{N} d\lambda_I \prod_{I' \neq I} |\lambda_I - \lambda_{I'}| \Delta(\lambda_I)^{2b_E} \exp \left[ b_E \sum_{I=1}^{N} W(\lambda_I; \alpha_i, g_{\ell}) \right],$$

$$\Delta(\lambda_I) = \prod_{I < I'} |\lambda_I - \lambda_{I'}|,$$

$$\mathcal{D}_L = [0, q]^{N_L},$$

$$\mathcal{D}_R = [1, \infty)^{N_R}.$$  \hspace{1cm} (2.1)

Here

$$W(z; \alpha_i, g_{\ell}) = \alpha_1 \log z + \alpha_2 \log(z - q) + \alpha_3 \log(z - 1) + \sum_{\ell=0}^{\infty} g_{\ell} (z - z_0)^{\ell},$$

is the three-Penner potential and the last term is included to generate the resolvent and we will set to vanish at the end of the operation. For the choice of the integration paths and its role, see [25].

Let us recall the finite $N$ loop equation (Virasoro constraints [3, 4, 5, 6]):

$$0 = \frac{1}{Z} \int_{\mathcal{D}_L \times \mathcal{D}_R} \prod_{I=1}^{N} d\lambda_I \sum_{I=1}^{N} \frac{1}{z - \lambda_I} \frac{\partial}{\partial \lambda_I} \Delta(\lambda_I)^{2b_E} \exp \left[ b_E \sum_{I=1}^{N} W(\lambda_I; \alpha_i, g_{\ell}) \right]$$

$$= Q_E \frac{d}{dz} \left\langle b_E \sum_{I=1}^{N} \frac{1}{z - \lambda_I} \right\rangle + \left\langle b_E \sum_{I=1}^{N} \frac{1}{z - \lambda_I} b_E \sum_{J=1}^{N} \frac{1}{z - \lambda_J} \right\rangle$$

$$+ W'(z; \alpha_i, g_{\ell}) \left\langle b_E \sum_{I=1}^{N} \frac{1}{z - \lambda_I} \right\rangle - \left\langle b_E \sum_{I=1}^{N} W'(z; \alpha_i, g_{\ell}) - W'(\lambda_I; \alpha_i, g_{\ell}) \right\rangle,$$

where $Q_E = b_E - 1/b_E$. We have denoted by $\left\langle \cdot \right\rangle$ an average with respect to $Z$.

In [25], the precise dictionary between the six matrix-model parameters at finite $N$ and the six parameters of Nekrasov partition function of $N_f = 4$, $SU(2)$, $\mathcal{N} = 2$ case, namely, the 0d-4d
counterpart of the AGT relation has been established. It is

\[ \alpha_1 = \frac{m_2 - m_1 + \epsilon}{g_s}, \quad b_{E N_L} = -\frac{m_2 - a}{g_s}, \quad b_E = \frac{\epsilon_1}{g_s}, \]

\[ \alpha_2 = \frac{m_2 + m_1}{g_s}, \quad b_{E N_R} = -\frac{m_3 + a}{g_s}, \quad \frac{1}{b_E} = -\frac{\epsilon_2}{g_s}, \]

\[ \alpha_3 = \frac{m_3 + m_4}{g_s}, \quad b_{E M} \equiv b_E(N_L + N_R) = -\frac{m_2 + m_3}{g_s}, \quad Q_E = b_E - \frac{1}{b_E} = \frac{\epsilon_1 + \epsilon_2}{g_s} = \frac{\epsilon}{g_s}, \]

\[ \rho \equiv N g_s b_E = -(m_2 + m_3). \]

(2.3)

In the gauge theory side, \( g_s = \sqrt{-\epsilon_1 \epsilon_2} \) while in the matrix model side, \( g_s \) appears as an auxiliary parameter in generating the large \( N \) expansion. We will first generate the double expansion of the one point resolvent both in \( g_s \) and in \( \epsilon \) and subsequently set \( \epsilon = Q_E g_s \). Throughout our procedure, \( Q_E \) and hence the central charge \( c = 1 - 6Q_E^2 \) will be kept finite.

Let us rescale the parameters as

\[ g_s \alpha_i \equiv \bar{\alpha}_i \equiv \widetilde{\alpha}_i + \epsilon (\delta_{i,1} + \delta_{i,4}), \]

\[ g_s g_\ell \equiv \bar{g}_\ell, \]

\[ W(z; \alpha_i, g_\ell) = \frac{1}{g_s} W(z; \bar{\alpha}_i = \widetilde{\alpha}_i + \epsilon \delta_{i,1}, \bar{g}_\ell) \]

\[ = \frac{1}{g_s} \left( W_{0,0}(z) + \epsilon W_{0,1}(z) + J(z) \right), \]

where

\[ W_{0,0}(z) = \bar{\alpha}_1 \log z + \bar{\alpha}_2 \log(z - q) + \bar{\alpha}_3 \log(z - 1), \]

\[ W_{0,1}(z) = \log(z), \]

\[ J(z) \equiv \sum_{\ell=0}^{\infty} \bar{g}_\ell (z - z_0)^\ell. \]

Introduce the resolvent

\[ \hat{w}(z) \equiv g_s b_E \sum_{i=1}^{N} \frac{1}{z - \lambda_i}. \]

(2.6)

Multiplying \( \hat{w}(z) \) by \( g_s^2 \), we obtain

\[ 0 = \epsilon \frac{d}{dz} \left\langle \hat{w}(z) \right\rangle + \left\langle \hat{w}(z)^2 \right\rangle + W'(z; \bar{\alpha}_i, \bar{g}_\ell) \left\langle \hat{w}(z) \right\rangle - \left\langle \hat{f}(z; \bar{\alpha}_i, \bar{g}) \right\rangle, \]

(2.7)
where
\[ f'(z; \tilde{\alpha}, \tilde{g}) = g_s b_E \sum_{I=1}^{N} \frac{W'(z; \tilde{\alpha}, \tilde{g}) - W'(\lambda_I; \tilde{\alpha}, \tilde{g})}{z - \lambda_I} \]
\[ = \frac{\tilde{\alpha}_1 + \epsilon}{z} \hat{w}(0) + \frac{\tilde{\alpha}_2}{z - q} \hat{w}(q) + \frac{\tilde{\alpha}_3}{z - 1} \hat{w}(1) + g_s b_E \sum_{I=1}^{N} \frac{J'(z) - J'(<\lambda_I)}{z - \lambda_I}. \]  
(2.8)

Free energy \( F = \log Z \) and the resolvent are related by the operation
\[ \frac{d}{dJ(z)} \equiv \sum_{\ell=0}^{\infty} \frac{1}{(z - z_0)^{\ell+1}} \frac{\partial}{\partial \tilde{g}_\ell}. \]  
(2.9)

We obtain
\[ \frac{d}{dJ(z)} \left( g_s^2 F \right) = \left\langle \hat{w}(z) \right\rangle - \frac{\theta}{z - z_0}. \]  
(2.10)

Acting once again, we obtain
\[ \frac{d}{dJ(z_2)} \frac{d}{dJ(z_1)} \left( g_s^2 F \right) = \frac{1}{g_s^2} \left( \left\langle \left\langle \hat{w}(z_2) \hat{w}(z_1) \right\rangle \right\rangle - \left\langle \hat{w}(z_2) \right\rangle \left\langle \hat{w}(z_1) \right\rangle \right) \]
\[ = \frac{1}{g_s^2} \left\langle \prod_{i=1}^{N} \hat{w}(z_i) \right\rangle_{\text{conn}}. \]  
(2.11)

Likewise,
\[ \prod_{i=1}^{n} \left( \frac{d}{dJ(z_i)} \right) \left( g_s^2 F \right) = \left( \frac{1}{g_s^2} \right)^{n-1} \left\langle \prod_{i=1}^{n} \hat{w}(z_i) \right\rangle_{\text{conn}} - \frac{\theta}{z - z_0} \delta_{n,1}. \]  
(2.12)

Let us first make a double expansion of (2.4) in \( g_s \) and in \( \epsilon \), setting \( J = 0 \). Let
\[ \left\langle \hat{w}(z) \right\rangle_{J=0} \equiv w(z) = \sum_{i=0}^{\infty} g_s^i \sum_{j=1}^{\infty} \epsilon^j w_{i,j}(z), \]
\[ \left\langle \hat{f}(z) \right\rangle_{J=0} \equiv f(z) = \sum_{i=0}^{\infty} g_s^i \sum_{j=1}^{\infty} \epsilon^j f_{i,j}(z), \]  
(2.13)

\[ W'(z; \tilde{\alpha}, \tilde{g}) \bigg|_{J=0} = W'_{0,0}(z) + \epsilon W'_{0,1}(z). \]

Below, \( w_{i,j}(z) \) and \( f_{i,j}(z) \) are also denoted by \( w_j^{[i+j]}(z) \) and \( f_j^{[i+j]}(z) \). Substituting (2.11) and (2.13) into (2.7) at \( J = 0 \), we obtain
\[ 0 = \epsilon \sum_{i=0}^{\infty} g_s^i \sum_{j=0}^{\infty} \epsilon^j w_{i,j}'(z) + \left( \sum_{i=0}^{\infty} g_s^i \sum_{j=0}^{\infty} \epsilon^j w_{i,j}(z) \right)^2 + g_s^2 \sum_{i=0}^{\infty} g_s^i \sum_{j=0}^{\infty} \epsilon^j \frac{d}{dJ(z)} w_{i,j}(z) \]
\[ + \left( W'_{0,0}(z) + \epsilon W'_{0,1}(z) \right) \left( \sum_{i=0}^{\infty} g_s^i \sum_{j=0}^{\infty} \epsilon^j w_{i,j}(z) \right) - \sum_{i=0}^{\infty} g_s^i \sum_{j=0}^{\infty} \epsilon^j f_{i,j}(z) \]  
(2.14)
In the lowest order \( g_s^0 \), we have the planar result
\[
\mathcal{Y}_{0,0}(z) \equiv w_{0,0}(z) + \frac{1}{2} W'_{0,0}(z)
\]
\[
0 = \mathcal{Y}_{0,0}(z)^2 - \frac{1}{4} W'_{0,0}(z)^2 - f_{0,0}(z) \quad (2.15)
\]
In the order \( g_s^1 \), we have
\[
0 = w'_{i,j-1}(z) + \sum_{i_1 + i_2 = i} \sum_{j_1 + j_2 = j} w_{i_1,j_1}(z)w_{i_2,j_2}(z)
\]
\[
+ \frac{d}{dJ(z)} w_{i-2,j}(z) \bigg|_{j=0} + W'_{0,0}(z)w_{i,j}(z) + W''_{0,1}(z)w_{i,j-1}(z) - f_{i,j}(z). \quad (2.16)
\]
These can be treated recursively. In particular,
\[
g^0_s \epsilon^1 : 0 = 2\mathcal{Y}_{0,0}(z)w_{0,1}(z) + \left( W'_{0,1}(z) + \frac{d}{dz} \right) w_{0,0}(z) - f_{0,1}(z),
\]
\[
g^1_s \epsilon^0 : 0 = 2\mathcal{Y}_{0,0}(z)w_{1,0}(z) - f_{1,0}(z),
\]
\[
g^0_s \epsilon^2 : 0 = 2\mathcal{Y}_{0,0}(z)w_{0,2}(z) + w_{0,1}(z)^2 + \left( W'_{0,1}(z) + \frac{d}{dz} \right) w_{0,1}(z) - f_{0,2}(z),
\]
\[
g^1_s \epsilon^1 : 0 = 2\mathcal{Y}_{0,0}(z)w_{1,1}(z) + 2w_{1,0}(z)w_{0,1}(z) + \left( W'_{0,1}(z) + \frac{d}{dz} \right) w_{1,0}(z) - f_{1,1}(z),
\]
\[
g^2_s \epsilon^0 : 0 = 2\mathcal{Y}_{0,0}(z)w_{2,0}(z) + w_{1,0}(z)^2 + \frac{d}{dJ(z)} w_{0,0}(z) \bigg|_{j=0} - f_{2,0}(z).
\]
From the general structure of eq. (2.16), it is easy to conclude that \( w_{i,j} = 0 \) if \( i \) is odd: every term in eq. (2.16) is linear either in \( w' \), \( j' \) for some \( i' < i \), \( i' \) odd and \( j' \leq j \) or in \( w_{i,j-1} \).

Let us recall \( \epsilon = Q_E g_s \) and we reorganize as the half genus expansion
\[
w(z) = \sum_{\ell=0}^{\infty} g_s^\ell \sum_{j=0}^{\ell} Q_E^j w_{\ell-j,j}(z) = \sum_{\ell=0}^{\infty} g_s^\ell \sum_{j=0}^{\ell} Q_E^j w_{\ell/2,j}(z)
\]
\[
\equiv \sum_{\ell=0}^{\infty} g_s^\ell w_{\ell/2}(z; Q_E). \quad (2.18)
\]
The sum over \( j \) actually runs over either even or odd, depending upon whether \( \ell \) is even or odd. We illustrate the original double expansion and the half genus expansion in Figure \[\text{1}\].

As for free energy,
\[
g^2_s F = \sum_{i=0}^{\infty} g_s^i \sum_{j=0}^{\infty} \epsilon^j F_{i,j} = \sum_{\ell=0}^{\infty} g_s^\ell \sum_{j=0}^{\ell} Q_E^j F_{\ell-j,j} = \sum_{\ell=0}^{\infty} g_s^\ell \sum_{j=0}^{\ell} Q_E^j F_{j}^{[\ell/2]}
\]
\[
\equiv \sum_{\ell=0}^{\infty} g_s^\ell F_{\ell/2}, \quad (2.19)
\]
also
\[
w_{i,j}(z) = \frac{d}{dJ(z)} F_{i,j} \bigg|_{j=0} + \frac{q}{z - z_0} \delta_{i,0} \delta_{j,0}. \quad (2.20)
\]
2.1 Paths

This subsection defines the contours of complex integrals. Contours $C_2$, $C_1$, and $C_2$ are defined respectively in figs. (2) and (3), where $x_1$, $x_2$, $x_3$, and $x_4$ are the end points of the cuts of $w_{0,0}(z)$ with $x_1 < x_2 < x_3 < x_4$. Note that $0 < x_1 < x_2 < q < 1 < x_3 < x_4$. A path $C$ is sum of $C_1$ and $C_2$. The restriction $C^{(c)} > C^{(ω)}$ implies that the $ζ$ contour lies outside the $ω$ contour, both enclosing the cut of $w_{0,0}$. The same applies to $C^{(ω)} > C^{(c)} > C^{(η)}$.

3 $F_{0,1}$ and $F_{0,2}$

In this section, the representation of $F_{0,1}$ and that of $F_{0,2}$ as contour integrals are presented.
Figure 3: Contours $C_1$ and $C_2$. The contour $C_1$ is an anti-clockwise contour encircling the segment $[x_1, x_2]$. The contour $C_2$ is an anti-clockwise contour encircling the segment $[x_3, x_4]$. Let contour $C$ be a sum of $C_1$ and $C_2$, which encircles the cuts of $w_{0,0}(z)$.

### 3.1 Formula for $F_{0,1}$

The formula we state is

$$F_{0,1} = \oint_{C_1} \frac{d\omega}{2\pi i} \mathcal{Y}_{0,0}(\omega) \log \left[ \omega \mathcal{Y}_{0,0}(\omega) \right]$$

$$= \oint_{C_1} \frac{d\omega}{2\pi i} \mathcal{Y}_{0,0}(\omega) \log \mathcal{Y}_{0,0}(\omega) + \oint_{C_2} \frac{d\omega}{2\pi i} \mathcal{Y}_{0,0}(\omega) \log \omega.$$  \hspace{1cm} (3.1)

The proof is given in appendix \[3\]. The point where this formula differs from that of \[11, 12\] is the presence of the second term.

### 3.2 Formula for $F_{0,2}$

The formula we state is

$$F_{0,2} = -\frac{1}{4} \oint_{C} \frac{d\zeta}{2\pi i} \left[ \mathcal{Y}_{0,0}(\zeta) \mathcal{Y}_{0,0}(\zeta) + \frac{1}{\zeta} \right] \oint_{C} \frac{d\omega}{2\pi i} \frac{dE_{\zeta,\bar{\zeta}}}{d\omega} \log \mathcal{Y}_{0,0}(\omega)$$

$$- \frac{1}{12} \sum_{i=1}^{4} \left[ \log |M_i| + \sum_{1 \leq j < i \leq 4} \log |x_i - x_j| \right] - \frac{1}{8} \sum_{i=1}^{4} \log |x_i|$$

$$= -\frac{1}{4} \oint_{C} \frac{d\zeta}{2\pi i} \mathcal{Y}_{0,0}(\zeta) \oint_{C} \frac{d\omega}{2\pi i} \frac{dE_{\zeta,\bar{\zeta}}}{d\omega} \log \mathcal{Y}_{0,0}(\omega) - \frac{1}{12} \log \left| \Delta'(x_j) \prod_{i=1}^{4} |M_i| \right|$$

$$- \frac{1}{4} \oint_{C} \frac{d\zeta}{2\pi i} \oint_{C} \frac{d\omega}{2\pi i} \frac{dE_{\zeta,\bar{\zeta}}}{d\omega} \log \mathcal{Y}_{0,0}(\omega) - \frac{1}{12} \oint_{C} \frac{d\zeta}{2\pi i} \frac{d\mathcal{Y}_{0,0}(\zeta)}{d\zeta} \oint_{C} \frac{d\omega}{2\pi i} \frac{dE_{\zeta,\bar{\zeta}}}{d\omega} \log \mathcal{Y}_{0,0}(\omega)$$

$$- \frac{1}{4} \oint_{C} \frac{d\zeta}{2\pi i} \oint_{C} \frac{d\omega}{2\pi i} \frac{dE_{\zeta,\bar{\zeta}}}{d\omega} \log \omega - \frac{1}{12} \log \left( \prod_{i=1}^{4} |x_i| \right),$$  \hspace{1cm} (3.2)
where the formal integral $\int_{C}^{'} d\omega$ means

$$\int_{C}^{'} d\omega f(\omega) := \left(\sum_{n=1}^{2} \int_{x_{2n-1}}^{x_{2n}} d\omega\right) \lim_{\epsilon \to +0} [f(\omega - i\epsilon) - f(\omega + i\epsilon)]$$

(3.3)

and $\Delta^{'}(x_j)$ and $M_j$ are defined by

$$\Delta^{'}(x_j) \equiv \prod_{i=1}^{4} \prod_{j=1}^{i-1} (x_i - x_j),$$

$$M_j \equiv \oint_{C} d\omega \frac{W_{0,0}'(\omega)}{2\pi i \sqrt{\prod_{i=1}^{4} (\omega - x_i)}} \frac{1}{\omega - x_j}.$$  \hspace{1cm} (3.4)

The proof is given in appendix C. The point where this formula differs from that of [11, 12] is the presence of the third, the fourth, the fifth, and the sixth terms.

### 3.3 Representation as $\epsilon$ corrected Seiberg-Witten prepotential

Substituting the $0d - 4d$ dictionary (2.3) into the expressions for $F_{0,1}$ and $F_{0,2}$ in eq.(3.1) and (3.2), we obtain the first two $\epsilon$ corrections to the Seiberg-Witten prepotential. In particular, we would like to convert $\prod_{i=1}^{4} M_i$ and $x_i$ into 4d parameters. As for the former, it is accomplished by (D.16). As for the latter, we show in Appendix D that they can in principle be expressed in terms of the 4d parameters, which requires solving a system of nonlinear equations. We do not consider this in this paper.
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### A Review on a few materials from Riemann surfaces

In this section, we review some facts on the Riemann surface used in this paper. This review is based on the researches from the mathematical side[73, 74, 75, 76, 77] and researches of the matrix model[9, 10, 11, 12].
A.1 Hyperelliptic Riemann surface

In this subsection, we introduce definitions and notation on a hyperelliptic Riemann surface \( M \) that is given by

\[
\omega^2 = \left[ \frac{2}{\bar{\alpha}_4} z(z - q)(z - 1)Y_{0,0}(z) \right]^2 = \prod_{i=1}^4 (z - x_i). \tag{A.1}
\]

Our definitions and notation are in agreement with [9].

The Riemann surface \( M \) consists of two sheets of complex plane, which are joined along the cut of \( Y_{0,0}(z) \). We call one of the sheets that satisfies

\[
\lim_{|z| \to \infty} [zY_{0,0}(z)] = + \bar{\alpha}_4 \frac{2}{2} \tag{A.2}
\]

physical sheet in this paper. The other sheet is called second sheet. If \( z \) is a local coordinate on physical sheet in Riemann surface \( M \), we denote the corresponding point on the second sheet by \( \bar{z} \). Note that

\[
Y_{0,0}(\bar{z}) = -Y_{0,0}(z), \quad W_{0,0}(\bar{z}) = W_{0,0}(z), \quad d\bar{z} = dz. \tag{A.3}
\]

The coordinates of the sheets that we regard as complex planes are one of the local coordinates of the local charts that are the whole sheets except the cuts. Near the branch points \( x_i \), we employ \( \tau_i(z) \) as an alternative to \( z \):

\[
\tau_i(z) = \sqrt{z - x_i}, \tag{A.4}
\]

which is indeed a local coordinate of the neighborhood of \( x_i \).

A.2 Bergmann kernel

In this section, we review the Bergmann kernel based on [9] [10] [11] [12] [76] [77]. The Bergmann kernel, \( B(z, \zeta)dzd\zeta \), is a symmetric meromorphic bidifferential on the \( M \times M \) with only a double pole at \( z = \zeta \) on the whole Riemann surface which satisfies followings:

\[
B(z, \zeta)dzd\zeta \approx \frac{dzd\zeta}{(z - \zeta)^2} + \text{finite} \quad (z \approx \zeta), \tag{A.5}
\]

\[
0 = \oint_{c_i} B(z, \zeta)dz \quad (i = 1, 2). \]

\footnote{Note that \( z = \zeta \) is not a singular point.}
Since $B(z, \zeta)dzd\zeta$ is a meromorphic bidifferential, we have
\[
B(z, \zeta) = B(z, \tau_i(\zeta)) \frac{d\tau_i(\zeta)}{d\zeta} = B(\tau_i(z), \zeta) \frac{d\tau_i(z)}{dz} = B(\tau_i(z), \zeta) \frac{d\tau_i(z)}{dz} \frac{d\tau_i(\zeta)}{d\zeta}.
\] (A.6)

By using (A.6), $B(z, \zeta)$ can be written as
\[
B(z, \zeta) = B(\tau_i(z), \zeta) \frac{d\tau_i(z)}{dz} \frac{1}{2\sqrt{z - x_i}}.
\] (A.7)

Since $B(\tau_i(z), \zeta)$ is not singular at $z = x_i$, we can define $B([x_i], \zeta)$ as
\[
B([x_i], \zeta) := \lim_{z \to x_i} \sqrt{z - x_i} B(z, \zeta)
\]
\[
= \frac{1}{2} B(\tau_i(x_i), \zeta).
\] (A.8)

Note that $B(z, \zeta)$ is allowed to have a singularity at $z = x_i$ since $z$ is not a local coordinate near the cut.

We introduce $\frac{dE_{\omega,\omega}}{dz}$ as a definite integral of $B(z, \zeta)$:
\[
\frac{dE_{\omega,\omega}}{dz} = \int_{\omega_0}^{\omega} B(z, \zeta) d\zeta.
\] (A.9)

We obtain
\[
\frac{\partial}{\partial \omega} \frac{dE_{\omega,\bar{\omega}}}{dz} = [B(z, \omega) - B(z, \bar{\omega})].
\] (A.10)

The two point resolvent correlator $w_{0,0}(z, \zeta)$ and the Bergmann kernel are related by the following identification
\[
\frac{d\gamma_{0,0}(\zeta)}{dJ(z)} = w_{0,0}(z, \zeta) + \frac{1}{2(z - \zeta)^2}
\]
\[
= \frac{1}{2} [B(z, \zeta) - B(z, \bar{\zeta})],
\] (A.11)

where first equality follows from (2.15). The Bergmann kernel satisfies
\[
B(z, \zeta) + B(z, \bar{\zeta}) = \frac{1}{(z - \zeta)^2},
\] (A.12)
\[
B(\bar{z}, \zeta) - B(z, \bar{\zeta}) = 0.
\]

By using (A.12), we have
\[
\frac{d\gamma_{0,0}(\zeta)}{dJ(z)} = B(z, \zeta) - \frac{1}{(z - \zeta)^2}
\]
\[
= -B(z, \bar{\zeta}).
\] (A.13)
Now, we show
\[
\frac{\partial}{\partial x_i} B(z, \zeta) = 2B(z, [x_i])B([x_i], \zeta) \tag{A.14}
\]
by using the demonstration technique of Rauch variational formula. Our proof is based on [73, 76].

First, we fix \(\zeta\). Since \(B(\tau_i(z), \zeta)\) is not singular at \(z = x_i\), we can Taylor-expand it around \(z = x_i\). We, thus, define expansion coefficients \(a_n^{(i)}(\zeta)\) by
\[
B(z, \zeta) = B(\tau_i(z), \zeta) \frac{d\tau_i(z)}{dz} \equiv \frac{1}{2\tau_i(z)} \left[ \sum_{n=0}^{\infty} a_n^{(i)}(\zeta) \tau_i(z)^n \right]. \tag{A.15}
\]

We also define expansion coefficients \(a(z_0; \zeta)\) by
\[
B(z, \zeta) \equiv \begin{cases} 
\sum_{n=0}^{\infty} a_n(z_0; \zeta)(z - z_0)^n & (z_0 \neq \zeta) \\
\frac{1}{(z - \zeta)^2} + \sum_{n=0}^{\infty} a_n(\zeta; \zeta)(z - \zeta)^n & (z_0 = \zeta)
\end{cases}. \tag{A.16}
\]

The \(x_i\)-derivative of \(B(z, \zeta)\) is obtained by
\[
\frac{\partial B(z, \zeta)}{\partial x_i} = \begin{cases} 
\frac{d\tau_i(z)}{dz} \left[ \frac{1}{2\tau_i(z)^2} \sum_{n=0}^{\infty} a_n^{(i)}(\zeta)(1 - n)\tau_i(z)^n + \sum_{n=0}^{\infty} \frac{\partial a_n^{(i)}(\zeta)}{\partial x_i} \tau_i(z)^n \right] & (z \approx x_i) \\
\frac{d\tau_j(z)}{dz} \left[ \sum_{n=0}^{\infty} \frac{\partial a_n^{(j)}(\zeta)}{\partial x_i} \tau_j(z)^n \right] & (z \approx x_j) \\
\sum_{n=0}^{\infty} \frac{\partial a_n(z_0; \zeta)}{\partial x_i}(z - z_0)^n & (\text{otherwise})
\end{cases}.
\]

This implies that \(x_i\)-derivative of \(B(z, \zeta)\) has only a double pole at \(z = x_i\) with no residue. Now, we find that
\[
\frac{dz}{d\tau_i(z)} \frac{\partial B(z, \zeta)}{\partial x_i} - \frac{a_0^{(i)}(\zeta)}{2\tau_i(z)^2}
\]
has no pole on \(\mathcal{M}\). In addition, \(B(x_i, \zeta) = 0\). Since a holomorphic function with no pole on the whole Riemann surface must be a constant, we have
\[
\frac{\partial B(z, \zeta)}{\partial x_i} = \frac{a_0^{(i)}(\zeta) d\tau_i(z) \frac{d\tau_i(z)}{dz}}{2\tau_i(z)^2}. \tag{A.17}
\]
Repeating the same argument for $\zeta$, we obtain
\[
\frac{\partial B(z, \zeta)}{\partial x_i} = \frac{d\tau_i(\zeta)}{d\zeta} \frac{a_0^{(i)}(z)}{2\tau_i(\zeta)^2}.
\] (A.18)

Comparing (A.17) and (A.18), we have
\[
a_0^{(i)}(z) = \frac{C}{\tau_i(z)^2} \frac{d\tau_i(z)}{dz},
\] (A.19)

where $C$ is a constant.

In order to determine $C$, we investigate behavior of $B(\tau_i(z), \tau(x_i))$ in the neighborhood of $z = x_i$. Estimating the lowest order of $\tau(x_i)$ by using (A.6) and (A.15), we have
\[
B(\tau_i(z), \tau(x_i)) = \frac{d\zeta}{d\tau_i(z)} \frac{d\zeta}{d\tau_i(\zeta)} \bigg|_{\zeta=x_i} = \frac{C}{\tau_i(z)^2}.
\] (A.20)

Eq. (A.5) and (A.6) imply
\[
B(\tau_i(z), \tau(x_i)) \approx \frac{1}{(\tau_i(z) - \tau(x_i))^2} + \text{finite} = \frac{1}{\tau_i(z)^2} + \text{finite}.
\] (A.21)

We thus obtain $C = 1$.

By using eq. (A.15), we denote $a_0^{(i)}(\zeta)$ as
\[
a_0^{(i)}(\zeta) = \lim_{z \to x_i} 2\tau_i(z)B(z, \zeta) = 2B([x_i], \zeta).
\] (A.22)

We thus obtain
\[
\frac{\partial B(z, \zeta)}{\partial x_i} = \frac{a_0^{(i)}(\zeta)}{2\tau_i(z)^2} \frac{d\tau_i(z)}{dz} = \frac{a_0^{(i)}(z) a_0^{(i)}(\zeta)}{2} = 2B(z, [x_i])B([x_i], \zeta).
\]

Eq. (A.14) has been shown.

A.4 $\frac{d}{dJ(z)} B(\eta, \zeta)$ and $\frac{d}{dJ(z)} \frac{dE_{\zeta, \zeta}}{d\omega}$

To obtain $\frac{dB(\eta, \zeta)}{dJ(z)}$ and $\frac{d}{dJ(z)} \frac{dE_{\zeta, \zeta}}{d\omega}$, we start to study $\frac{dx_i}{dJ(z)}$. The loop insertion operator acts on $\mathcal{Y}_{0,0}(z)$ as
\[
\frac{d\mathcal{Y}_{0,0}(\zeta)}{dJ(z)} = \frac{dx_i}{dJ(z)} \frac{\partial \mathcal{Y}_{0,0}(\zeta)}{\partial x_i} = \frac{1}{2} \sum_{i=1}^{4} \frac{1}{\zeta - x_i} \frac{dx_i}{dJ(z)} \mathcal{Y}_{0,0}(\zeta)
\]
\[
= \frac{1}{2} [B(z, \zeta) - B(\bar{z}, \zeta)],
\] (A.23)
where eq. (A.11) have been used in the second line. Eq. (A.23) implies
\[
\frac{dx_i}{dJ(z)} = -\lim_{\zeta \to x_i} \frac{[B(z, \zeta) - B(\bar{z}, \zeta)](\zeta - x_i)}{\mathcal{Y}_{0,0}(\zeta)},
\]
(A.24)
where \( \mathcal{Y}_{0,0}([x_i]) \) is defined by
\[
\mathcal{Y}_{0,0}(z) = \frac{\mathcal{Y}_{0,0}([x_i])}{\sqrt{z - x_i}} + \mathcal{O}[\sqrt{z - x_i}],
\]
(A.25)
in other words, \( \mathcal{Y}_{0,0}([x_i]) \) is determined by
\[
\mathcal{Y}_{0,0}([x_i]) = \lim_{z \to x_i} \mathcal{Y}_{0,0}(z)\sqrt{z - x_i}.
\]

Since \( B(z, \zeta) \) is determined by \( x_i \) completely, \( B(z, \zeta) \) only depend on \( J(z) \) through \( x_i \). we thus obtain
\[
\frac{dB(\omega, \zeta)}{dJ(z)} = w_{0,0}(z, \omega, \zeta) = \sum_{i=1}^{4} \frac{\partial B(\omega, \zeta)}{\partial x_i} \frac{dx_i}{dJ(z)}
= 2 \sum_{i=1}^{4} \frac{B(\omega, [x_i])B([x_i], \zeta)}{\mathcal{Y}_{0,0}([x_i])} \frac{dx_i}{dJ(z)}
= -2 \sum_{i=1}^{4} \frac{B(\omega, [x_i])B([x_i], \zeta) [B(z, [x_i]) - B(\bar{z}, [x_i])]}{\mathcal{Y}_{0,0}([x_i])}
= -2 \sum_{i=1}^{4} \frac{B(\zeta, [x_i]) [B(\omega, [x_i]) - B(\bar{\omega}, [x_i])] B(z, [x_i])}{\mathcal{Y}_{0,0}([x_i])},
\]
(A.26)
where we have used eq. (A.14) in the second equality and eq. (A.24) in the third. The fourth equality holds because \( w_{0,0}(z, \omega, \zeta) \) is symmetric for \( z, \omega, \) and \( \zeta \).

If \( \eta \approx x_i \), we have
\[
\frac{dE_{\eta,\bar{\eta}}}{dz} = \int_{\eta}^{\zeta} \frac{B(z, [x_i])}{\sqrt{\zeta - x_i}} + \mathcal{O}[(\zeta - x_i)^{3/2}] \, d\zeta = \int_{\tau_i(\eta)}^{\tau_i(\eta')} [2B(z, [x_i]) + \mathcal{O}[(\eta - x_i)^{3/2}]] \, d\tau_i(\zeta)
\]
(A.27)
We can denote \( (A.26) \) as
\[
\frac{dB(\omega, \zeta)}{dJ(z)} = -\sum_{i=1}^{4} \text{Res}_{x_i} \frac{B(\zeta, \eta) [B(\omega, \eta) - B(\omega, \bar{\eta})]}{2\mathcal{Y}_{0,0}(\eta)} \, dE_{\eta,\bar{\eta}}.
\]
(A.28)
Integrating eq. (A.28) with respect to \( \zeta \), we have
\[
\int \frac{d}{dJ(z)} \frac{dE_{\zeta,\bar{\eta}}}{dz} = -\sum_{i=1}^{4} \text{Res}_{x_i} \frac{1}{2\mathcal{Y}_{0,0}(\eta)} \frac{dE_{\zeta,\bar{\eta}}}{d\eta} \frac{dE_{\eta,\bar{\eta}}}{dz} [B(\omega, \eta) - B(\omega, \bar{\eta})].
\]
(A.29)
A.5 Integral formulas

In this subsection, we introduce two integral formulas that have been shown in [10, 11]. The first formula is

\[ \oint_{C} \frac{d\omega}{2\pi i} \frac{dE_{\omega,\bar{\omega}}}{dz} w_{i,j}(\omega) = w_{i,j}(z). \]  

(A.30)

Since \( w_{i,j}(\omega) \) is regular outside the contour and \( \mathcal{O}[1/z^2] \) at the limit \( z \to \infty \) and \( B(z, \zeta) \) behaves as

\[ \frac{dE_{\omega,\bar{\omega}}}{dz} = \int_{\omega}^{\omega_0} B(z, \zeta) d\zeta + \int_{\omega_0}^{\omega} O[1] d\zeta, \]

we have

\[ \oint_{C} \frac{d\omega}{2\pi i} \frac{dE_{\omega,\bar{\omega}}}{dz} w_{i,j}(\omega) = -\oint_{C} \frac{d\omega}{2\pi i} \frac{1}{z - \omega} w_{i,j}(\omega) = w_{i,j}(z). \]

Second formula is

\[ \oint_{C} \frac{d\omega}{2\pi i} \frac{dE_{\omega,\bar{\omega}}}{dz} 1_{Y_{0,0}(\omega)} = 0, \]  

(A.31)

where \( f(\omega) \) is regular in the region encircled by \( C \). By using eq. (A.25) and (A.27), we obtain

\[ \frac{1}{Y_{0,0}(\omega)} \frac{dE_{\omega,\bar{\omega}}}{dz} = \frac{4B(z, [x_i])}{Y_{0,0}([x_i])] + O[\omega - x_i]. \]

This implies integrand of eq. (A.31) is regular in the region encircled by \( C \). Eq. (A.31) has been shown.

B Proof of \( \frac{d}{dJ(z)} F_{0,1} \bigg|_{J=0} = w_{0,1}(z) \)

In this appendix, we confirm eq. (3.1). In order to show this, we show the following formula in the first place:

\[ \oint_{C} \frac{w(\omega)d\omega}{2\pi i} = \rho \left[ \frac{N_L}{N} \delta_{i,1} + \frac{N_R}{N} \delta_{i,2} \right]. \]  

(B.1)
In the case of \( i = 1 \), this is shown as
\[
\oint_{C_1} w(\omega) \frac{d\omega}{2\pi i} = \frac{\theta}{N} \oint_{C[x_1, x_2]} \left\langle \sum_{I=1}^{N} \frac{1}{\omega - \lambda_I} \right\rangle \frac{d\omega}{2\pi i}
\]
\[
= \frac{\theta}{N} \lim_{\varepsilon \to 0} \int_0^q \left\langle \sum_{I=1}^{N} \left[ \frac{1}{\omega - \lambda_I - i\varepsilon} - \frac{1}{\omega - \lambda_I + i\varepsilon} \right] \right\rangle \frac{d\omega}{2\pi i}
\]
\[
= \frac{\theta}{N} \int_0^q \left\langle \sum_{I=1}^{N} \delta(\omega - \lambda_I) \right\rangle d\omega
\]
\[
= \frac{\theta}{N} \int_0^q \left\langle \sum_{I=1}^{N} \delta(\omega - \lambda_I) \right\rangle d\omega
\]
\[
= \frac{N_I}{N} \theta,
\]
where we have used
\[
0 < x_1 < x_2 < q < 1 < x_3 < x_4,
\]
\[
0 < \lambda_I < q \quad (1 \leq I \leq N_L),
\]
\[
1 < \lambda_I \quad (N_L + 1 \leq I \leq N).
\]

In the case of \( i = 2 \), eq. (B.1) is shown by the same argument. Expanding the double expansion of \( w(z) \), in \( g_s \) and in \( Q_E \), we have
\[
\oint_{C_k} w_{0,0}(\omega) \frac{d\omega}{2\pi i} = \frac{\theta}{N} \left[ \frac{N_L}{N} \delta_{k,1} + \frac{N_R}{N} \delta_{k,2} \right],
\]
and
\[
\oint_{C_k} w_{i,j}(\omega) \frac{d\omega}{2\pi i} = 0 \quad (i > 0 \text{ or } j > 0).
\]

Now, we calculate \( \frac{d}{dz}(z)F_{0,1} \) as
\[
\frac{d}{dz}(z)F_{0,1} = \frac{d}{dz}(z) \oint_{C} \frac{d\omega}{2\pi i} \left[ \frac{d\mathcal{Y}_{0,0}(\omega)}{d(J(z))} \log \left[ \omega \mathcal{Y}_{0,0}(\omega) \right] \right]
\]
\[
= \oint_{C} \frac{d\omega}{2\pi i} \left\{ \frac{d\mathcal{Y}_{0,0}(\omega)}{d(J(z))} \log \left[ \omega \mathcal{Y}_{0,0}(\omega) \right] + \frac{d\mathcal{Y}_{0,0}(\omega)}{d(J(z))} \right\}
\]
\[
= \oint_{C} \frac{d\omega}{2\pi i} \frac{d\mathcal{Y}_{0,0}(\omega)}{d(J(z))} \log \left[ \omega \mathcal{Y}_{0,0}(\omega) \right]
\]
\[
= -\oint_{C} \frac{d\omega}{2\pi i} \frac{dE_{\omega,\omega}}{dz} \left[ \frac{1}{2} \frac{\mathcal{Y}_{0,0}(\omega)}{\mathcal{Y}_{0,0}(\omega)} + 1 \right]
\]
\[
= -\oint_{C} \frac{d\omega}{2\pi i} \frac{dE_{\omega,\omega}}{dz} \left[ w'_{0,0}(\omega) + \frac{1}{\omega} w_{0,0}(\omega) - \frac{1}{\omega} w_{0,0}(0) \right]
\]
\[
= \oint_{C} \frac{d\omega}{2\pi i} \frac{dE_{\omega,\omega}}{dz} \left[ 2\mathcal{Y}_{0,0}(\omega) w_{0,1}(\omega) \right]
\]
\[
= w_{0,1}(\omega).
\]
In the third equality, we have used
\[
\frac{d}{dJ(z)} \oint_{C} \frac{d\omega}{2\pi i} \mathcal{Y}_{0,0}(\omega) = \frac{d}{dJ(z)} \oint_{C} \frac{d\omega}{2\pi i} w_{0,0}(\omega) = \frac{d}{dJ(z)} \omega = 0,
\]
which is shown by the eq. (B.3). The fifth equality holds because of the eq. (A.31). The sixth equality holds due to the loop equation (2.17).

\section*{C \ Proof of $\frac{d}{dJ(z)} F_{0,2} \bigg|_{J=0} = w_{0,2}(z)$}

In this appendix, we confirm eq. (B.2). We define $F_{0,2}^{(0)}$, $F_{0,2}^{(1)}$, and $F_{0,2}^{(2)}$ as
\[
F_{0,2}^{(0)} := -\frac{1}{4} \oint_{C} \frac{d\zeta}{2\pi i} \left[ \mathcal{Y}_{0,0}^{(0)}(\zeta) + \frac{1}{\zeta} \right] \oint' \frac{d\omega}{2\pi i} \frac{dE_{\zeta\bar{\zeta}}}{d\omega} \log [\omega \mathcal{Y}_{0,0}(\omega)],
\]
\[
F_{0,2}^{(1)} := -\frac{1}{8} \sum_{i=1}^{4} \log |x_i|, \tag{C.1}
\]
\[
F_{0,2}^{(2)} := -\frac{1}{12} \sum_{i=1}^{4} \left[ \log |M_i| + \sum_{1 \leq j < i \leq 4} \log |x_i - x_j| \right],
\]
respectively. This definition implies
\[
F_{0,2} = F_{0,2}^{(0)} + F_{0,2}^{(1)} + F_{0,2}^{(2)}. \tag{C.2}
\]
In the following subsection, we compute $\frac{dF_{0,2}^{(i)}}{dJ(z)} (i = 1, 2, 3)$ and confirm that the sum of them is $w_{0,2}$.

\subsection*{C.1 On $\frac{dF_{0,2}^{(0)}}{dJ(z)}$}

$\frac{dF_{0,2}^{(0)}}{dJ(z)}$ is given by
\[
\frac{dF_{0,2}^{(0)}}{dJ(z)} = w_{0,2}^{(a)}(z) + w_{0,2}^{(b)}(z) + w_{0,2}^{(c)}(z), \tag{C.3}
\]
where
\[
w_{0,2}^{(a)}(z) := -\frac{1}{4} \oint_{C} \frac{d\zeta}{2\pi i} \frac{d}{dJ(z)} \left[ \mathcal{Y}_{0,0}^{(0)}(\zeta) + \frac{1}{\zeta} \right] \oint' \frac{d\omega}{2\pi i} \frac{dE_{\zeta\bar{\zeta}}}{d\omega} \log [\omega \mathcal{Y}_{0,0}(\omega)],
\]
\[
w_{0,2}^{(b)}(z) := -\frac{1}{4} \oint_{C} \frac{d\zeta}{2\pi i} \left[ \mathcal{Y}_{0,0}^{(0)}(\zeta) + \frac{1}{\zeta} \right] \oint' \frac{d\omega}{2\pi i} \frac{dE_{\zeta\bar{\zeta}}}{d\omega} \frac{d}{dJ(z)} \log [\omega \mathcal{Y}_{0,0}(\omega)], \tag{C.4}
\]
\[
w_{0,2}^{(c)}(z) := -\frac{1}{4} \oint_{C} \frac{d\zeta}{2\pi i} \frac{d}{dJ(z)} \left[ \mathcal{Y}_{0,0}^{(0)}(\zeta) + \frac{1}{\zeta} \right] \oint' \frac{d\omega}{2\pi i} \frac{dE_{\zeta\bar{\zeta}}}{d\omega} \left[ \frac{d}{dJ(z)} \log [\omega \mathcal{Y}_{0,0}(\omega)] \right].
\]
In the following three subsubsections, we compute $w_{0,2}^{(a)}(z)$, $w_{0,2}^{(b)}(z)$, and $w_{0,2}^{(c)}(z)$, respectively.
C.1.1 $w_{0,2}^{(a)}$ 

$w_{0,2}^{(a)}(z)$ is given by

$$
w_{0,2}^{(a)}(z) = -\frac{1}{4} \oint_C \frac{d\zeta}{2\pi i} \partial \left[ \frac{d}{dJ(z)} \log \mathcal{Y}_{0,0}(\zeta) \right] \int_C \frac{d\omega}{2\pi i} \frac{dE_{\zeta,\bar{\zeta}}}{d\omega} \log [\omega \mathcal{Y}_{0,0}(\omega)]
$$

$$
= \frac{1}{4} \oint_C \frac{d\zeta}{2\pi i} \frac{1}{2\mathcal{Y}_{0,0}(\zeta)} \left[ B(z, \zeta) - B(z, \bar{\zeta}) \right] \int_C \frac{d\omega}{2\pi i} \frac{dE_{\omega,\bar{\omega}}}{d\omega} \left[ B(\omega, \zeta) - B(\omega, \bar{\zeta}) \right] \frac{\mathcal{Y}_{0,0}'(\omega)}{\mathcal{Y}_{0,0}(\omega)} + \frac{1}{\omega}
$$

$$
= \frac{1}{4} \oint_C \frac{d\zeta}{2\pi i} \frac{1}{2\mathcal{Y}_{0,0}(\zeta)} \frac{dE_{\zeta,\bar{\zeta}}}{dz} \left[ \frac{1}{2\mathcal{Y}_{0,0}(\zeta)} \frac{dE_{\omega,\bar{\omega}}}{d\zeta} \right] \frac{\mathcal{Y}_{0,0}'(\omega)}{\mathcal{Y}_{0,0}(\omega)} + \frac{1}{\omega}
$$

$$
= \frac{1}{2} \oint_C \frac{d\zeta}{2\pi i} \frac{1}{2\mathcal{Y}_{0,0}(\zeta)} \frac{dE_{\zeta,\bar{\zeta}}}{dz} \left[ \frac{\partial}{\partial \zeta} - \frac{\mathcal{Y}_{0,0}'(\zeta)}{\mathcal{Y}_{0,0}(\zeta)} \right] w_{0,1}(\zeta).
$$

C.1.2 $w_{0,2}^{(b)}$ 

$w_{0,2}^{(b)}(z)$ is given by

$$
w_{0,2}^{(b)}(z) = -\frac{1}{4} \oint_C \frac{d\zeta}{2\pi i} \left[ \frac{\mathcal{Y}_{0,0}'(\zeta)}{\mathcal{Y}_{0,0}(\zeta)} + \frac{1}{\zeta} \right] \oint_C \frac{d\omega}{2\pi i} \frac{dE_{\zeta,\bar{\zeta}}}{d\omega} \frac{1}{\mathcal{Y}_{0,0}(\omega)} \frac{dJ(z)}{d\omega} \mathcal{Y}_{0,0}(\omega)
$$

$$
= -\frac{1}{4} \oint_C \oint_C \frac{d\zeta}{2\pi i} \frac{d\omega}{2\pi i} \frac{\mathcal{Y}_{0,0}'(\zeta)}{\mathcal{Y}_{0,0}(\zeta)} + \frac{1}{\zeta} \frac{d\mathcal{Y}_{0,0}(\omega)}{dJ(z)} \frac{dE_{\zeta,\bar{\zeta}}}{d\omega} \frac{1}{\mathcal{Y}_{0,0}(\omega)}.
$$

By using an identity

$$
\oint_C \oint_C \frac{d\zeta}{2\pi i} \frac{d\omega}{2\pi i} f(\omega, \zeta) \equiv \oint_C \oint_C \frac{d\zeta}{2\pi i} \frac{d\omega}{2\pi i} f(\omega, \zeta) + \oint_C \frac{d\zeta}{2\pi i} \frac{d\omega}{2\pi i} f(\omega, \zeta),
$$

(C.7)
we have

\[
\begin{align*}
\omega_{0,2}(z) &= -\frac{1}{4} \oint \oint C^{(\omega)} \oint C^{(\zeta)} \frac{d\zeta}{2\pi i} \frac{d\omega}{2\pi i} \left[ \frac{Y_0,0'(\zeta)}{Y_{0,0}(\zeta)} + \frac{1}{\zeta} \right] \frac{dY_{0,0}(\omega)}{dJ(z)} \frac{dE_{\zeta,\bar{\omega}}}{d\omega} \frac{1}{Y_{0,0}(\omega)} \\
&\quad - \frac{1}{4} \oint \oint C^{(\omega)} \oint C^{(\zeta)} \frac{d\zeta}{2\pi i} \frac{d\omega}{2\pi i} \left[ \frac{Y_0,0'(\zeta)}{Y_{0,0}(\zeta)} + \frac{1}{\zeta} \right] \frac{dE_{\zeta,\bar{\omega}}}{d\omega} \frac{1}{Y_{0,0}(\omega)} \frac{dY_{0,0}(\omega)}{dJ(z)} \\
&= \frac{1}{4} \oint \oint C^{(\omega)} \oint C^{(\zeta)} \frac{d\zeta}{2\pi i} \frac{d\omega}{2\pi i} \left[ \frac{Y_0,0'(\zeta)}{Y_{0,0}(\zeta)} + \frac{1}{\zeta} \right] \frac{dE_{\zeta,\bar{\omega}}}{d\omega} \frac{1}{2Y_{0,0}(\omega)} \left[ \frac{1}{Y_{0,0}(\omega)} + \frac{1}{\zeta} \right] \\
&\quad - \frac{1}{4} \oint \oint C^{(\omega)} \oint C^{(\zeta)} \frac{d\zeta}{2\pi i} \frac{d\omega}{2\pi i} \left[ \frac{Y_0,0'(\zeta)}{Y_{0,0}(\zeta)} + \frac{1}{\zeta} \right] \frac{dE_{\zeta,\bar{\omega}}}{d\omega} \frac{1}{2Y_{0,0}(\omega)} \left[ \frac{1}{Y_{0,0}(\omega)} + \frac{1}{\zeta} \right] \\
&= \frac{1}{4} \oint \oint C^{(\omega)} \oint C^{(\zeta)} \frac{d\zeta}{2\pi i} \frac{d\omega}{2\pi i} \left[ \frac{Y_0,0'(\zeta)}{Y_{0,0}(\zeta)} + \frac{1}{\zeta} \right] \frac{dE_{\zeta,\bar{\omega}}}{d\omega} \frac{1}{Y_{0,0}(\omega)} \left[ \frac{1}{Y_{0,0}(\omega)} + \frac{1}{\zeta} \right] \\
&\quad + \frac{1}{4} \oint \oint C^{(\omega)} \oint C^{(\zeta)} \frac{d\zeta}{2\pi i} \frac{d\omega}{2\pi i} \left[ \frac{Y_0,0'(\zeta)}{Y_{0,0}(\zeta)} + \frac{1}{\zeta} \right] \frac{dE_{\zeta,\bar{\omega}}}{d\omega} \frac{1}{Y_{0,0}(\omega)} \\
&= w_{0,2}(z) - \frac{1}{4} \oint \oint C^{(\omega)} \oint C^{(\zeta)} \frac{d\omega}{2\pi i} \frac{d\omega}{2\pi i} \left[ \frac{Y_0,0'(\zeta)}{Y_{0,0}(\zeta)} + \frac{1}{\zeta} \right] \frac{dE_{\zeta,\bar{\omega}}}{d\omega} \frac{1}{Y_{0,0}(\omega)} \\
&= w_{0,2}(z) - \frac{1}{4} \oint \oint C^{(\omega)} \oint C^{(\zeta)} \frac{d\omega}{2\pi i} \frac{d\omega}{2\pi i} \left[ \frac{Y_0,0'(\zeta)}{Y_{0,0}(\zeta)} + \frac{1}{\zeta} \right] \frac{dE_{\zeta,\bar{\omega}}}{d\omega} \frac{1}{Y_{0,0}(\omega)} \\
&= \frac{1}{4} \oint \oint C^{(\omega)} \oint C^{(\zeta)} \frac{d\zeta}{2\pi i} \frac{d\omega}{2\pi i} \left[ \frac{Y_0,0'(\zeta)}{Y_{0,0}(\zeta)} + \frac{1}{\zeta} \right] \frac{dE_{\zeta,\bar{\omega}}}{d\omega} \frac{1}{Y_{0,0}(\omega)} \\
&\quad \times \sum_{i=1}^{4} \text{Res}_{\eta \rightarrow x_i} \frac{1}{2Y_{0,0}(\eta)} \frac{dE_{\eta,\bar{\eta}}}{d\eta} \frac{dE_{\zeta,\bar{\omega}}}{d\zeta} \frac{dE_{\omega,\phi}}{d\omega} \\
&\quad \times \frac{1}{2Y_{0,0}(\eta)} \frac{dE_{\eta,\bar{\eta}}}{d\eta} \frac{dE_{\zeta,\bar{\omega}}}{d\zeta} \frac{dE_{\omega,\phi}}{d\omega}. \\
\end{align*}
\]

(C.8)

C.1.3 \( w_{0,2}^{(e)} \)

By using eq. (A.29), we obtain

\[
\begin{align*}
\omega_{0,2}^{(e)}(z) &= \frac{1}{4} \oint \oint C^{(\omega)} \oint C^{(\zeta)} \frac{d\zeta}{2\pi i} \frac{d\omega}{2\pi i} \left[ \frac{Y_0,0'(\zeta)}{Y_{0,0}(\zeta)} + \frac{1}{\zeta} \right] \frac{dE_{\zeta,\bar{\omega}}}{d\omega} \frac{1}{Y_{0,0}(\omega)} \\
&\quad \times \sum_{i=1}^{4} \text{Res}_{\eta \rightarrow x_i} \frac{1}{2Y_{0,0}(\eta)} \frac{dE_{\eta,\bar{\eta}}}{d\eta} \frac{dE_{\zeta,\bar{\omega}}}{d\zeta} \frac{dE_{\omega,\phi}}{d\omega} \\
&= -\frac{1}{4} \oint \oint \oint \oint C^{(\omega)} > C^{(\zeta)} \oint C^{(\eta)} \frac{d\zeta}{2\pi i} \frac{d\omega}{2\pi i} \frac{d\eta}{2\pi i} \frac{d\omega}{2\pi i} \left[ \frac{Y_0,0'(\zeta)}{Y_{0,0}(\zeta)} + \frac{1}{\zeta} \right] \frac{Y_0,0'(\omega)}{Y_{0,0}(\omega)} + \frac{1}{\omega} \\
&\quad \times \frac{1}{2Y_{0,0}(\eta)} \frac{dE_{\eta,\bar{\eta}}}{d\eta} \frac{dE_{\zeta,\bar{\omega}}}{d\zeta} \frac{dE_{\omega,\phi}}{d\omega}. \\
\end{align*}
\]

(C.9)

Let \( w(\zeta, \omega; \eta) \) be

\[
\begin{align*}
w(\zeta, \omega; \eta) &= w(\omega, \zeta; \eta) \\
&= -\frac{1}{4(2\pi i)^3} \left[ \frac{Y_0,0'(\zeta)}{Y_{0,0}(\zeta)} + \frac{1}{\zeta} \right] \left[ \frac{Y_0,0'(\omega)}{Y_{0,0}(\omega)} + \frac{1}{\omega} \right] \frac{dE_{\eta,\bar{\eta}}}{d\eta} \frac{dE_{\zeta,\bar{\omega}}}{d\zeta} \frac{dE_{\omega,\phi}}{d\omega}. \\
\end{align*}
\]

(C.10)
By using \( w(\zeta, \omega; \eta) \), \( w_{0,2}^{(c)} \) is written as

\[
w_{0,2}^{(c)} = \oint_{C(\zeta)} \oint_{C(\omega)} \oint_{C(\eta)} w(\zeta, \omega; \eta) d\zeta d\omega d\eta
= \left[ \oint_{C(\zeta)} \oint_{C(\omega)} d\zeta d\omega d\eta + \oint_{C(\eta)} d\zeta d\eta \oint_{C(\omega)} d\omega \right] w(\zeta, \omega; \eta)
= \left[ \oint_{C(\zeta)} \oint_{C(\omega)} d\eta d\zeta d\omega + \oint_{C(\omega)} d\eta d\omega \oint_{C(\eta)} d\zeta + \oint_{C(\eta)} d\zeta d\eta \oint_{C(\omega)} d\omega
+ \oint_{C(\omega)} d\eta \oint_{C(\eta)} d\zeta \oint_{C(\omega)} d\omega \right] w(\zeta, \omega; \eta).
\]

(C.11)

The first, second, third, and the fourth term of the last equation is respectively given by

The first term = \(- \oint_C \frac{d\eta}{2\pi i} \frac{1}{2Y_{0,0}(\eta)} \frac{dE_{\eta,\bar{\eta}}}{dz} w_{0,1}(\eta)^2 \),

(C.12)

The second term = The third term

\[
= -\frac{1}{4} \oint_C \oint_{C(\omega)} \frac{d\eta}{2\pi i} \frac{d\zeta}{2\pi i} \frac{d\omega}{2\pi i} \left[ \frac{\mathcal{Y}_0(\zeta)}{\mathcal{Y}_0(\omega)} + \frac{1}{\zeta} \right] \left[ \frac{\mathcal{Y}_0(\omega)}{\mathcal{Y}_0(\omega)} + \frac{1}{\omega} \right] \times \frac{1}{2\mathcal{Y}_0(\eta)} \frac{dE_{\eta,\bar{\eta}}}{dz} \frac{1}{d\eta} \frac{\eta - \omega}{d\eta - \omega}
= \frac{1}{4} \oint_C \oint_{C(\omega)} \frac{d\eta}{2\pi i} \frac{d\zeta}{2\pi i} \left[ \frac{\mathcal{Y}_0(\zeta)}{\mathcal{Y}_0(\omega)} + \frac{1}{\zeta} \right] \left[ \frac{\mathcal{Y}_0(\omega)}{\mathcal{Y}_0(\omega)} + \frac{1}{\omega} \right] \frac{1}{2\mathcal{Y}_0(\eta)} \frac{dE_{\eta,\bar{\eta}}}{dz} \frac{1}{d\eta} \left[ \frac{\mathcal{Y}_0(\omega)}{\mathcal{Y}_0(\omega)} + \frac{1}{\omega} \right] w_{0,1}(\eta),
\]

(C.13)

The fourth term = \(- \frac{1}{4} \oint_C \frac{d\eta}{2\pi i} \oint_{C(\omega)} \oint_{C(\eta)} \frac{d\zeta}{2\pi i} \frac{d\omega}{2\pi i} \left[ \frac{\mathcal{Y}_0(\zeta)}{\mathcal{Y}_0(\omega)} + \frac{1}{\zeta} \right] \left[ \frac{\mathcal{Y}_0(\omega)}{\mathcal{Y}_0(\omega)} + \frac{1}{\omega} \right] \times \frac{1}{2\mathcal{Y}_0(\eta)} \frac{dE_{\eta,\bar{\eta}}}{dz} \frac{1}{d\eta} \frac{1}{\eta - \zeta} \frac{1}{\eta - \omega} \right]

(C.14)

\[
= -\frac{1}{4} \oint_C \frac{d\eta}{2\pi i} \left[ \frac{\mathcal{Y}_0(\omega)}{\mathcal{Y}_0(\omega)} + \frac{1}{\eta} \right] \left[ \frac{\mathcal{Y}_0(\omega)}{\mathcal{Y}_0(\omega)} + \frac{1}{\eta} \right] \left[ \frac{\mathcal{Y}_0(\omega)}{\mathcal{Y}_0(\omega)} + \frac{1}{\omega} \right] \times \frac{1}{2\mathcal{Y}_0(\eta)} \frac{dE_{\eta,\bar{\eta}}}{dz} \frac{1}{d\eta}.
\]
C.1.4 The sum

The sum of \( w_{0,2}^{(a)}(z) \), \( w_{0,2}^{(b)}(z) \), and \( w_{0,2}^{(c)}(z) \) is given by

\[
\begin{align*}
\left. \frac{dE_{\omega,\overline{\omega}}}{dz} \right|_C &= \frac{1}{2\pi i} (2Y_{0,0}(\omega) - 1) \left( \frac{\omega}{Y_{0,0}(\omega)} \right) - \frac{1}{4} \left[ \frac{1}{Y_{0,0}(\omega)} - \frac{1}{Y_{0,0}(\omega)^2} \right] \left( \frac{\omega}{Y_{0,0}(\omega)} \right) + \frac{1}{2} \sum_{i=1}^{4} \left( \frac{1}{(\omega - x_i)^2} - \frac{1}{\omega(\omega - x_i)} \right) \\
\int_C \frac{d\omega}{2\pi i} \frac{1}{2Y_{0,0}(\omega)} dE_{\omega,\overline{\omega}} &\times \left\{ \int_C \frac{d\omega}{2\pi i} \frac{1}{2Y_{0,0}(\omega)} dE_{\omega,\overline{\omega}} \right\}^{4} \sum_{i=1}^{4} \left( \frac{1}{(\omega - x_i)^2} - \frac{1}{\omega(\omega - x_i)} \right) \\
\int_C \frac{d\omega}{2\pi i} \frac{1}{2Y_{0,0}(\omega)} dE_{\omega,\overline{\omega}} &= \int_C \frac{d\omega}{2\pi i} \frac{1}{2Y_{0,0}(\omega)} dE_{\omega,\overline{\omega}} \left( \frac{\omega}{Y_{0,0}(\omega)} \right) - \frac{1}{4} \left[ \frac{1}{Y_{0,0}(\omega)} - \frac{1}{Y_{0,0}(\omega)^2} \right] \left( \frac{\omega}{Y_{0,0}(\omega)} \right) + \frac{1}{2} \sum_{i=1}^{4} \left( \frac{1}{(\omega - x_i)^2} - \frac{1}{\omega(\omega - x_i)} \right) \\
\end{align*}
\]

where we have used eqs. (2.17), (A.30), and (A.31).

C.2 Akemann’s formula

Let \( \chi_i^{(1)}(z) \) and \( \chi_i^{(2)}(z) \) be

\[
\chi_i^{(1)}(z) = \frac{dx_i}{dJ(z)}, \quad \chi_i^{(2)}(z) = -\frac{1}{3} \frac{d}{dJ(z)} \left[ 2 \log |M_i| + \sum_{j \neq i} \log |x_i - x_j| \right].
\] (C.16)

Akemann\(^2\) has shown that \( \chi_i^{(k)}(z) \) satisfies

\[
\int_C \frac{d\omega}{2\pi i} \frac{W_{0,0}(\omega)}{\omega - z} \left[ \chi_i^{(k)}(\omega) - \frac{4}{\prod_{i=1}^{4} \omega - x_i} \chi_i^{(k)}(z) \right] = \frac{1}{(z - x_i)^k}.
\] (C.17)

Chekhov and Eynard have shown\(^{10,11}\)

\[
\chi_i^{(k)}(z) = -\int\int \frac{d\zeta}{c(\zeta) > c(\omega)} \frac{d\omega}{2\pi i} \frac{1}{2Y_{0,0}(\zeta)} dE_{\zeta,\overline{\zeta}} \frac{W_{0,0}(\omega)}{\omega - \zeta} \left[ \chi_i^{(k)}(\omega) - \frac{4}{\prod_{i=1}^{4} \zeta - x_i} \chi_i^{(k)}(\zeta) \right],
\] (C.18)
which implies
\[
\chi_{(k)}^{(i)}(z) = -\int_C \frac{d\zeta}{2\pi i} \frac{1}{2Y_{0,0}(\zeta)} \frac{dE_{\zeta,\bar{\zeta}}}{dz} \frac{1}{(\zeta - x_i)^k}.
\] (C.19)

We thus obtain
\[
\frac{dF^{(1)}_{0,2}}{dJ(z)} = -\frac{1}{8} \sum_{i=1}^{4} \frac{1}{x_i} \frac{dx_i}{dJ(z)} = -\frac{1}{8} \sum_{i=1}^{4} \frac{\chi_{(1)}^{(i)}(z)}{x_i}
\]
\[
= \frac{1}{8} \int_C \frac{d\zeta}{2\pi i} \frac{1}{2Y_{0,0}(\zeta)} \frac{dE_{\zeta,\bar{\zeta}}}{dz} \sum_{i=1}^{4} \frac{1}{x_i(\zeta - x_i)},
\] (C.20)
\[
\frac{dF^{(2)}_{0,2}}{dJ(z)} = -\frac{1}{12} \sum_{i=1}^{4} \left[ \log |M_i| + \sum_{1 \leq j < i \leq 4} \log |x_i - x_j| \right] = \frac{1}{8} \sum_{i=1}^{4} \chi_{(2)}^{(i)}(z)
\]
\[
= -\frac{1}{8} \int_C \frac{d\zeta}{2\pi i} \frac{1}{2Y_{0,0}(\zeta)} \frac{dE_{\zeta,\bar{\zeta}}}{dz} \sum_{i=1}^{4} \frac{1}{(\zeta - x_i)^2}.
\]

We therefore obtain \( \frac{d}{dJ(z)} F_{0,2} \bigg|_{J=0} = w_{0,2}(z) \).

## D Expression for \( w_{0,0}(z) \)

In this appendix, we study the planar limit. The lowest order of the \( z \)-expansion of Virasoro constraints (2.2) implies

\[
0 = \frac{1}{Z} \int_{\mathcal{D}_L \times \mathcal{D}_R} \prod_{\nu=1}^{N} d\lambda_{\nu} \sum_{i=1}^{N} \frac{\partial}{\partial \lambda_i} \left( \Delta(\lambda_j)^{2b_E} \exp \left[ b_E \sum_{i=1}^{N} W(\lambda_i; \alpha_i, g_\ell) \right] \right) \]
\[
= (\bar{\alpha}_1 + g_\ell Q_E)w(0) + \bar{\alpha}_2 w(q) + \bar{\alpha}_3 w(1).
\] (D.1)

We thus obtain
\[
0 = \bar{\alpha}_1 w_{0,0}(0) + \bar{\alpha}_2 w_{0,0}(q) + \bar{\alpha}_3 w_{0,0}(1),
\]
\[
0 = \bar{\alpha}_1 w_i(0) + \bar{\alpha}_2 w_{i,j}(q) + \bar{\alpha}_3 w_{i,j}(1) + w_{i,j-1}(0).
\] (D.2)

Using eq. (D.2), we can rewrite \( f_{0,0}(z) \) as
\[
f_{0,0}(z) = \frac{q\bar{\alpha}_1 w_{0,0}(0) + z [q\bar{\alpha}_2 w_{0,0}(q) + \bar{\alpha}_3 w_{0,0}(1)]}{z(z - q)(z - 1)}.
\] (D.3)
Eq. (2.15) can be written as

\[ w_{0,0}(z) = -\frac{1}{2} \left\{ W'_{0,0}(z) - \sqrt{\left[W'_{0,0}(z)\right]^2 + 4f_{0,0}(z)} \right\} \]  

(D.4)

\[ \frac{1}{2} \left\{ \frac{\bar{\alpha}_1}{z} + \frac{\bar{\alpha}_2}{z-q} + \frac{\bar{\alpha}_3}{z-1} \right\} \]  

\[ - \frac{1}{z-q} + \frac{\bar{\alpha}_3}{z-1} \right\} \]  

\[ + 4\sqrt{\left[\bar{\alpha}_1 w_{0,0}(0) + z \left[q\bar{\alpha}_2 w_{0,0}(q) + \bar{\alpha}_3 w_{0,0}(1)\right]\right]} \]  

(D.5)

Taking the limit of (D.5) as \( z \to \infty \), we obtain

\[ \rho = \lim_{z \to \infty} zw_{0}(z) \]  

\[ = -\frac{1}{2} \left\{ \bar{\alpha}_1 + \bar{\alpha}_2 + \bar{\alpha}_3 - \sqrt{\left(\bar{\alpha}_1 + \bar{\alpha}_2 + \bar{\alpha}_3\right)^2 + 4q\bar{\alpha}_1 w_{0,0}(0) + z \left[q\bar{\alpha}_2 w_{0,0}(q) + \bar{\alpha}_3 w_{0,0}(1)\right]} \right\} \]  

(D.6)

where we have used \( w_{0,0}(z) \to \frac{\rho}{z} \) \( (z \to \infty) \). The above equation reduces to

\[ q\bar{\alpha}_2 w_{0,0}(q) + \bar{\alpha}_3 w_{0,0}(1) = -(m_2 + m_4)(m_2 + m_3). \]  

(D.7)

By using the above equation, \( f_{0,0}(z) \) can be written as

\[ f_{0,0}(z) = \frac{q(m_2 - m_1)w_{0,0}(0) - z(m_2 + m_4)(m_2 + m_3)}{z(z-q)(z-1)}. \]  

(D.8)

So far, we have expressed \( w_{0,0} \) in terms of \( \bar{\alpha}_i \) and \( m_i \). Alternatively, we may express the root in terms of the cut variables \( x_i \). Comparing these two, we will obtain a set of relations satisfied by \( x_i \) as we will see below shortly. After factorizing the root of \( w_{0,0}(z) \), we obtain

\[ w_{0,0}(z) = -\frac{1}{2} \left\{ \frac{\bar{\alpha}_1}{z} + \frac{\bar{\alpha}_2}{z-q} + \frac{\bar{\alpha}_3}{z-1} - \frac{\bar{\alpha}_4}{z(z-1)(z-q)} \right\} \left( \prod_{i=1}^{4} (z - x_i) \right) \]  

(D.9)

where

\[ x_1 < x_2 < x_3 < x_4. \]  

(D.10)

By using eq. (D.9), we obtain

\[ \prod_{i=1}^{4} x_i = \frac{q\bar{\alpha}_1}{\bar{\alpha}_4}, \]  

\[ \prod_{i=1}^{4} (x_i - q) = -\frac{(1 - q)q\bar{\alpha}_2}{\bar{\alpha}_4}, \]  

(D.11)

\[ \prod_{i=1}^{4} (x_i - 1) = \frac{(1 - q)\bar{\alpha}_3}{\bar{\alpha}_4}. \]
Eq. (D.11) has been shown in [78]. By using eq. (D.11), we have

\[ w_{0,0}(z) = -\frac{\bar{\alpha}_4}{2} \left\{ \lim_{\zeta \to 0} \frac{\sqrt{\prod_{i=1}^{4} (\zeta - x_i)}}{z(\zeta - q)(\zeta - 1)} + \lim_{\zeta \to 0} \frac{\prod_{i=1}^{4} (\zeta - x_i)}{\zeta (\zeta - q)(\zeta - 1)} \right\}. \]  

(D.12)

Eq. (D.12) implies

\[ w_{0,0}(0) = \frac{\bar{\alpha}_1}{2} \left( 1 + \frac{1}{q} - \frac{1}{2} \sum_{i=1}^{4} \frac{1}{x_i} \right) + \frac{\bar{\alpha}_2}{2q} + \frac{\bar{\alpha}_3}{2}, \]

\[ w_{0,0}(q) = \frac{\bar{\alpha}_2}{2} \left( \frac{1}{1 - q} - \frac{1}{q} - \frac{1}{2} \sum_{i=1}^{4} \frac{1}{x_i - q} \right) - \frac{\bar{\alpha}_1}{2q} + \frac{\bar{\alpha}_3}{2(1 - q)}, \]

\[ w_{0,0}(1) = \frac{\bar{\alpha}_3}{2} \left( -1 - \frac{1}{1 - q} - \frac{1}{2} \sum_{i=1}^{4} \frac{1}{x_i - 1} \right) - \frac{\bar{\alpha}_1}{2} - \frac{\bar{\alpha}_2}{2(1 - q)}. \]  

(D.13)

By using (B.3), we have

\[ \frac{\bar{\alpha}_4}{2} \int_{C_k} \frac{d\omega \sqrt{\prod_{i=1}^{4} (\omega - x_i)}}{2\pi i \omega(\omega - 1)(\omega - q)} = \int_{x_{2k}}^{x_{2k-1}} \frac{\sqrt{\prod_{i=1}^{4} (\omega - x_i)}}{\omega(\omega - 1)(\omega - q)} \frac{d\omega}{2\pi} = \frac{N_L}{N} \frac{N_R}{N} \delta_{k,1} + \frac{N_R}{N} \delta_{k,2}. \]  

(D.14)

We conclude that, given \( \bar{\alpha}_i, q, q, \) and \( N_R/N, \) it is possible to obtain the seven unknown quantities \( w_{0,0}(0), w_{0,0}(q), w_{0,0}(1), x_i, \) using (D.11), (D.12), (D.14). While it is hard to solve these, the quantities \( \prod_{i=1}^{4} x_i \) and \( \prod_{i=1}^{4} M_i \) are relatively easy to obtain. The former is given in (D.11) while the latter, after

\[ M_j = \frac{\bar{\alpha}_1}{2x_j \prod_{i=1}^{4} x_i} \left( \frac{\prod_{i=1}^{4} M_i}{x_j - q} \right) \left( \frac{1}{x_j - q} \right) \]

\[ = \frac{\bar{\alpha}_1}{x_j \sqrt{\prod_{i=1}^{4} x_i}} \left( \frac{1}{x_j - q} \right) \left( \frac{\prod_{i=1}^{4} (x_i - q)}{x_j - q} \right) \left( \frac{1}{x_j - q} \right) \]

\[ = \bar{\alpha}_4 \left[ \frac{1}{q x_j - q(1 - q)(x_j - q)} + \frac{1}{(1 - q)(x_j - 1)} \right], \]  

(D.15)
can be handled by (D.11). The concrete forms are

\[
\prod_{j=1}^{4} M_j = \prod_{j=1}^{4} \frac{\bar{\alpha}_4}{x_j(x_j - q)(x_j - 1)} = \frac{(\bar{\alpha}_4)^{10}}{q^4(1-q)^4(\bar{\alpha}_1\bar{\alpha}_2\bar{\alpha}_3)^2}
\]

\[
\prod_{j=1}^{4} x_j = \left(\frac{q\bar{\alpha}_1}{\bar{\alpha}_4}\right)^2.
\]  

(D.16)
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