Measurements and modeling of stray magnetic fields and the simulation of their impact on the Compact Linear Collider at 380 GeV
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The Compact Linear Collider (CLIC) targets a nanometer beam size at the collision point. Realizing this beam size requires the generation and transport of ultralow emittance beams. Dynamic imperfections can deflect the colliding beams, leading to a collision with a relative offset. They can also degrade the emittance of each beam. Both of these effects can significantly impact the luminosity of CLIC. In this paper, we examine a newly considered dynamic imperfection: stray magnetic fields. Measurements of stray magnetic fields in the Large Hadron Collider tunnel are presented and used to develop a statistical model that can be used to realistically generate stray magnetic fields in simulations. The model is used in integrated simulations of CLIC at 380 GeV including mitigation systems for stray magnetic fields to evaluate their impact on luminosity.
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I. INTRODUCTION

The Compact Linear Collider (CLIC) [1,2] is an $e^+e^-$ collider with three center-of-mass energy stages: 380 GeV, 1.5 TeV and 3 TeV. In this paper, we derive a model for stray magnetic fields and apply it to the 380 GeV stage of CLIC.

A. Dynamic imperfections

Dynamic imperfections in a linear collider lead to luminosity loss by deflecting the colliding beams and causing emittance growth. The nanometer beam size at collision in CLIC makes it particularly sensitive to dynamic imperfections.

Beams in linear colliders are generated in pulses. Dynamic imperfections influence consecutive pulses differently. This makes them difficult to correct. The main tool for mitigating the impact of dynamic imperfections is a beam-based feedback system, which measures and corrects the beam offset. Often the beam-based feedback system, whose bandwidth is inherently limited by the beam repetition frequency, is not enough to mitigate the imperfection to the desired level. Dedicated studies are necessary to devise a mitigation strategy for dynamic imperfections. In this paper, we look at the impact of stray magnetic fields and their mitigation.

B. Stray fields

Stray magnetic fields, or simply stray fields, are external dynamic magnetic fields, which influence the beam. They can be classified in terms of their source: natural, environmental and technical [3–5].

1. Sources

Natural stray fields are from non-man-made objects, e.g., the Earth’s magnetic field. A review of natural stray fields can be found in [6]. Natural stray fields have large amplitudes at low frequencies, which can be mitigated with a beam-based feedback system [7,8]. At higher frequencies the amplitude is small enough that they can be ignored.

Environmental stray fields are from man-made objects, which are not part of the accelerator. This includes stray fields from the electrical grid, such as power lines and power stations, and nearby transport infrastructure, such as train and tram lines.

The electrical grid is typically the largest stray field source. In Europe, the electrical grid operates at 50 Hz. This motivates the choice of 50 Hz for the repetition frequency for CLIC. Stray fields at 50 Hz have the same impact on a pulse-by-pulse basis. Therefore, stray fields at 50 Hz (and higher-order harmonics) appear as if they are static to the beam and can be removed during beam-based alignment [2].
Technical stray fields are from elements of the accelerator, e.g. magnets, rf systems, power cables, etc. These stray fields are the biggest concern because of their proximity to the beam. Measurements at live accelerator facilities, which include stray fields from technical sources, are presented in Sec. II C.

2. Sensitivity

CLIC is sensitive to extremely small stray fields down to the level of 0.1 nT [4,5,9,10]. This is several orders of magnitude lower than the typical level of stay fields found in accelerator environments. Therefore, they are a serious consideration in the design and operation of CLIC.

A model that characterizes a realistic amplitude for stray fields in an accelerator environment is needed to simulate the impact of stray fields on CLIC and to evaluate the effectiveness of different mitigation strategies. In this paper, we work towards developing such a model.

II. MEASUREMENTS

The magnetic field sensors used in this work are described in Sec. II A. The calculation of useful quantities to characterize stray fields is described in Sec. II B.

Measurements in a realistic magnetic environment for an accelerator are presented in Sec. II C. These measurements were taken in the Large Hadron Collider (LHC) tunnel. The LHC [11] is a circular proton-proton collider that uses superconducting bending magnets. It is housed approximately 100 m underground.

A. Magnetic field sensors

Four fluxgate magnetometers (Mag-13s) produced by Bartington Instruments, UK [12] were used in the measurements. The key specifications of these sensors are summarized in Table I. Further details can be found in [13,14]. Dedicated measurements were performed to characterize the sensors, this includes measurements of their transfer function and noise curve. These measurements can be found in [15]. Given that we would like to measure sub-nT magnetic fields, the sensors must have a sufficiently low noise curve. The measurements in [15] show that the integrated noise of the sensor and data acquisition system (DAQ) over the frequency range of the sensor is small enough to measure amplitudes of 0.1 nT. The noise level at 1 Hz is given in Table I.

| Specification                     | Value  | Unit  |
|----------------------------------|--------|-------|
| Frequency range                  | 0–3    | kHz   |
| Noise level (at 1 Hz)            | <7     | pT/√Hz|
| Resolution (24-bit DAQ)          | 6      | pT    |
| Magnetic field range             | ±100   | μT    |

The sensors require a power supply unit (PSU) [16], which is also provided by Bartington Instruments. The Mag-13 sensors output an analog voltage. A National Instruments (NI) data acquisition system was used to digitize the signal. This was a 24-bit NI 9238 module [17]. The data was recorded using a NI LabVIEW script [18] running on a laptop [19].

A schematic diagram of the full measurement setup is shown in Fig. 1. All devices are powered using batteries to ensure currents from the mains do not contaminate the measurement. The setup is highly portable, which is necessary for surveying stray fields.

B. Power spectral density and correlation

There are two useful quantities that can be used to characterize stray fields: the power spectral density (PSD) and correlation. The PSD is the average power density as a function of frequency. This is useful for characterizing the amplitude of stray fields. The correlation describes the phase difference as a function of frequency and location. This is useful for characterizing the spatial variation of stray fields.

1. PSD

The magnetic field sensors output a voltage $v(t, s)$, which is measured as a function of time $t$ and location $s$. A periodogram can be estimated as

$$p_V(f, s) = \frac{1}{\Delta f} V^*(f, s)V(f, s),$$

where $V(f, s)$ is the normalized fast Fourier transform (FFT) of the signal $v(t, s)$, $\Delta f = f_s/N$ is the frequency bin width of the FFT, $f_s$ is the sampling frequency, $N$ is the number of data points in $v(t, s)$ and $^*$ denotes the complex conjugate.

A FFT assumes a signal is repeated infinitely many times. This often leads to discontinuities at the interface between repetitions, which causes spectral leakage. A windowing technique is applied to the voltage $v(t, s)$ to
minimize spectral leakage [20]. In this work, we apply a Hann window [20] to all voltage measurements.

A FFT describes a signal in the frequency domain over the range \([-f_s/2, f_s/2]\). FFTs are conjugate symmetric functions, i.e., \(V^*(f) = V(f)\). Therefore, negative frequencies are redundant. In this paper, the FFT and PSD of a signal will only be defined for positive frequencies.

PSDs were calculated using Welch’s method [21]. Here, the signal \(v(t, s)\) is split into \(M\) overlapping segments. Each segment contains a 50% overlap with its neighbors. A periodogram is calculated for each segment \(P_V^{(m)}(f)\). The estimate for a PSD is calculated by averaging each periodogram,

\[
P_V(f, s) = \frac{1}{M} \sum_{n=1}^{M} P_V^{(m)}(f, s) .
\]  

(2)

The error on this estimate of the PSD is proportional to \(1/\sqrt{M}\). The PSD of the voltage is converted into a PSD of the magnetic field by using the transfer function of the magnetometer \(S(f)\), which was provided by the manufacturer. The PSD of the magnetic field is given by

\[
P_B(f, s) = \frac{P_V(f, s)}{|S(f)|^2} .
\]  

(3)

A property of a PSD is that its integral gives the variance,

\[
\sigma_B^2(s) = \int_0^\infty P_B(f, s) df .
\]  

(4)

In this paper, we normalize PSDs such that Eq. (4) is true. The square root of Eq. (4) is the standard deviation. To examine the frequency content of a signal, it is useful to calculate the standard deviation as a function of frequency range,

\[
\sigma_B(f, s) = \sqrt{\int_f ^\infty P_B(f', s) df'} .
\]  

(5)

2. Correlation

A correlation spectrum can be calculated for two simultaneous measurements at different locations \(v(t, s_0)\) and \(v(t, s)\), where \(s_0\) is a reference location. The correlation for each frequency and location is given by

\[
C_B(f, s) = C_V(f, s) = \frac{\text{Re}\{P_V(f, s_0, s)\}}{\sqrt{P_V(f, s_0)P_V(f, s)}} ,
\]  

(6)

where \(P_V(f, s_0, s)\) is the cross spectral density of \(v(t, s_0)\) and \(v(t, s)\), which can be calculated using Welch’s method by averaging correlograms,

\[
p_V(f, s_0, s) = \frac{1}{\Delta f} V^*(f, s_0) V(f, s) .
\]  

(7)

The correlation is a measure of the phase difference of each frequency mode at two locations. It describes whether two signals are moving in phase or antiphase. Signals with a phase difference of \(0^\circ\) are said to be highly correlated, signals with a phase difference of \(90^\circ\) are said to be out of phase, signals with a phase difference of \(180^\circ\) are said to be anticorrelated and signals that vary without a constant phase difference are said to be uncorrelated.

C. The LHC

The ambient magnetic field was measured near the compact muon solenoid (CMS) detector [22]. Specifically, the measurements were taken in LSS5, which is a long straight section that precedes the detector. The measurements were taken on 29/04/2019, during long shutdown 2, over the course of one hour.

The measurements were taken at a time where accelerator elements were operational. This includes magnets, vacuum pumps, cooling, ventilation, cryogenics, lighting, etc. Of interest in this work is the stray field seen by the beam. Therefore, measurements should be taken with the sensor inside the beam pipe. However, measuring inside the beam pipe is impractical due to the limited space and access. Accurately positioning and moving the sensors inside a beam pipe is also difficult. The measurements presented in this section were taken outside of the beam pipe. All known stray field sources are located outside of the beam pipe in an accelerator.

1. Measurement procedure

Four sensors were placed at different longitudinal positions on a parallel line adjacent to the beam line (see Fig. 2). They were approximately 1 m away from the beam line axis. The magnetic field in three orthogonal directions: \(x\), \(y\) and \(z\) (see Fig. 2) was simultaneously measured for one minute by each sensor. A sampling frequency of \(25\) kHz was used. Equation (2) was used to calculate a PSD from the measurement using \(M = 59\) two second segments with 50% overlap. This results in PSDs with a frequency bin width of \(0.5\) Hz; we found that this
was a good compromise between PSD resolution and measurement time.

In between measurements three sensors were moved to a new position along the beam line \( s \) in Fig. 3, mapping out a 40 m section of the beam line at intervals of 1 m. The fourth sensor was kept stationary as a reference.

### 2. Beam line description

A schematic diagram of the elements in the beam line is shown in Fig. 3. The beam line includes: (i) two roman pots (XRPT), which are particle detectors used for machine protection [23]; (ii) three vacuum pumps (VAC), which are used to maintain the vacuum inside the beam pipe; (iii) two quadrupoles (Q5, Q4) (these are the fifth and fourth closest quadrupoles to the collision point at CMS); (iv) one concrete shielding block (JBCAE); (v) one collimator (TCL), which is used to collimate the beam before collision; (vi) one beam position monitor (BPTX).

Objects that contain ferromagnetic materials, i.e., iron, affect the orientation of a magnetic field. This change in orientation is static. Elements that have a particularly high iron content are magnets, but other elements, such as the concrete block will also contain iron. Because the sensor is some distance away from the elements, we assume that the reorientation of the magnetic field will be a small effect. We will see later that an adequate description of the magnetic field measured can be generated with line currents without the need to consider iron-containing elements.

The stray fields produced by each element is a priori unknown. A measurement campaign was undertaken to characterize stray fields from particular accelerator elements. This includes magnets, rf systems, ventilation systems, vacuum pumps, etc. These measurements are presented in [15]. In this work, we do not aim to model the stray fields from particular sources. Instead, we will develop a model to qualitatively reproduce features in the stray field measured in the tunnel.

An important stray field source is the electrical grid. Most accelerator elements are powered from the electrical grid. We expect power cables for accelerator elements to be a large source which produces stray fields at harmonics of 50 Hz. There is also a large amount of electrical infrastructure needed to power an accelerator, this includes power lines and subpower stations, which will also be large stray field sources. The nearest power lines to the measurement location are on the surface and perpendicularly orientated with respect to the tunnel. The stray field from these power lines would be orientated in the \( yz \)-plane. They are a sufficient distance from the measurement location to ensure that they are not the dominant stray field source. Measurements of stray fields from power lines and a subpower station on the CERN site are presented in [15].

### 3. PSD and standard deviation

The PSD of the magnetic field in the \( x \), \( y \) and \( z \) direction and total PSD (sum of all three components) is shown in Fig. 4. The amplitude of the \( x \) and \( y \) components is relatively constant over the length of the beam line. The \( z \) component has the smallest amplitude. The most prominent peaks are at harmonics of 50 Hz, which are from the electrical grid. The standard deviation of the magnetic field as a function of position is shown in Fig. 5.

### 4. Correlation

The correlation of the magnetic field in the \( x \), \( y \) and \( z \) direction with respect to the reference sensor at \( s = 30 \) m is shown in Fig. 6. The magnetic field is highly correlated for low frequencies (below 10 Hz) in the \( x \) and \( y \) direction. In the \( z \) direction, the magnetic field flips direction several times. The locations of anticorrelated magnetic fields coincide with the minima of standard deviation shown in Fig. 5.

### 5. Orientation of sources

We have observed the amplitude of the \( x \) and \( y \) components of the magnetic field is roughly equal and the amplitude of the \( z \) component is much smaller. This is consistent with the magnetic field source being a line current in the \( z \) direction. In the LHC, power cables for equipment in the tunnel run parallel to the beam line. These power cables are likely to be the dominant stray field source.

If the magnetic field at each location originated from a common source, e.g., a single power cable parallel to the beam line, we would expect unit correlation at all locations for all frequencies. However, we observe that different frequencies have a different correlation length. In the tunnel there are a large number of cables that run parallel to the beam line. These cables can carry currents with different frequency spectra. Also not all the cables may run for the full 40 m section of the beam line. We believe this can lead to the correlation spectra shown in Fig. 6. Our description of the magnetic field source is a series of many localized...
line current sources in the $z$ direction. In this description, we would expect that the magnetic field is highly correlated if we measure the magnetic field close to a reference location and uncorrelated if we are far from the reference location. Because the localized sources are distributed along the entire length of the beam line the reference location is not important, the correlation will only depend on the separation.

The correlation in the $z$ direction does not show the low frequencies (less than 10 Hz) to be correlated, whereas low frequencies in the $x$ and $y$ directions are. We believe this could be due to line currents oriented in the transverse plane that have a much smaller amplitude compared to the line current in the $z$ direction. This would lead to a high correlation in the $x$ and $y$ directions, which is dominated by the line current in the $z$ direction, and a correlation in the $z$ direction that is determined by the distribution of the line currents in the transverse plane. The correlation measured in the $z$ direction is consistent with transverse line currents located at $s \approx 10$, 25 and 35 m. Effectively, the magnetic
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**FIG. 4.** PSD of the magnetic field (right-hand side scale) in the $x$, $y$ and $z$-direction, $P_{B,x}(f, s)$, $P_{B,y}(f, s)$ and $P_{B,z}(f, s)$ respectively, and total PSD $P_B(f, s)$ vs location $s$ (left-hand side scale) and frequency $f$.

**FIG. 5.** Standard deviation of the magnetic field $\sigma_B(s)$ in the $x$ direction (blue), $y$ direction (orange), $z$ direction (green) and total (red) vs location $s$. 
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field in the \( z \) direction is due to an independent source to the magnetic field in the \( x \) and \( y \) directions.

### III. MODELING

This section develops a two-dimensional PSD model for stray fields based on the LHC measurements. There are two characteristics of stray fields that must be accurately captured in the model: the amplitude and the spatial correlation.

In this paper, we follow the same approach used to simulate ground motion in linear colliders described in [24]. Ground motion is modeled as a set of traveling waves of differing wave number \( k \) and frequency \( f \). The amplitude of each wave is determined by a two-dimensional PSD \( P(f, k) \) as

\[
\begin{align*}
  a_{ij} &= \sqrt{2} \sigma_{ij} = \sqrt{2 \int_{f_i}^{f_{i+1}} \int_{k_j}^{k_{j+1}} P(f, k) \, dk \, df} \\
  &\approx \sqrt{2P(f_i, k_j) \Delta k \Delta f}. 
\end{align*}
\]

The displacement of an accelerator element at a particular location and time is calculated from the superposition of each wave.

The beam is not sensitive to magnetic fields that are parallel to it. Therefore, we only need to model magnetic fields in the transverse plane (\( x \) and \( y \) directions in Fig. 2).

#### A. Amplitude

The amplitude of the magnetic field measured in the LHC tunnel was similar in the two transverse directions to the beam (\( x \) and \( y \) in Fig. 4). The \( y \)-component measurements were used to develop the model.

The average PSD of the magnetic field measured by the reference sensor is given by

\[
P_{B,ref}(f) = \frac{1}{Q} \sum_{i=1}^{Q} P_{B,i}(f, s_{\text{ref}}),
\]

where \( P_{B,i}(f, s_{\text{ref}}) \) is the PSD of the magnetic field in the \( x \), \( y \) or \( z \) direction of the \( i \)th measurement made by the
B. Correlation

The stray field model should reproduce the correlation shown in Fig. 6(b): (i) frequencies below 10 Hz, which are highly correlated over the 40 m section; (ii) frequencies between 10 and 400 Hz, which are correlated over length scales of 10 m; (iii) frequencies above 400 Hz, which are uncorrelated.

The PSD in Fig. 7 characterizes the power distribution over different frequencies. To calculate a two-dimensional PSD, the power in each frequency must be distributed over different wave numbers. The distribution over wave numbers determines the spatial correlation of the stray field. If there are many modes of differing wave number, their superposition leads to an uncorrelated stray field, whereas if the modes have similar wave numbers, the stray field is highly correlated.

Simultaneous measurements at many locations are required to determine the wave number spectrum. However, only a maximum of four sensors was available for measurements. This is not enough to parametrize a wave number spectrum from measurements.

A particular functional form for the wave number spectrum must be assumed. We propose a Gaussian function for simplicity and because its width is determined by a single parameter. The power density of a mode with frequency $f_i$ and wave number $k_j$ is given by

$$P_B(f_i, k_j) = P_B(f_i) \sqrt{\frac{2}{\pi\alpha^2}} \exp \left(-\frac{k_j^2}{2\alpha^2}\right). \quad (10)$$

where $P_B(f_i)$ is the power density of frequency mode $i$ and $\alpha$ is half the width of the distribution. We use the PSD in Fig. 7(a) for $P_B(f_i)$. The factor $\sqrt{2/(\pi\alpha^2)}$ was introduced to ensure that the two-dimensional PSD correctly recovers the one-dimensional PSD $P_B(f)$ after integrating over all wave numbers,

$$P_B(f) = \int_0^\infty P_B(f, k)dk. \quad (11)$$

The width $\alpha$ is parametrized from measurements to produce a desired spatial correlation. A small value for $\alpha$ produces a stray field which is correlated over large distances, whereas a large value for $\alpha$ produces a stray field which is only correlated over short distances. The following widths were found to reproduce the correlation measured in the LHC tunnel [15]:

$$\alpha = \begin{cases} 
0.002\pi & \text{for } f \leq 10 \text{ Hz}, \\
0.04\pi & \text{for } 10 \text{ Hz} < f \leq 400 \text{ Hz}, \\
0.5\pi & \text{for } f > 400 \text{ Hz}.
\end{cases} \quad (12)$$

In Eq. (12) there are discontinuities between the different frequency bands. This leads to an underestimation of the correlation length in the model. For example, frequencies
between 400 and 500 Hz are correlated over a few meters in Fig. 6(b) but they would have a correlation length of less than one meter in the model. As uncorrelated stray fields are more harmful to the beam than correlated stray fields, this represents a pessimistic model.

C. Generator

The stray field is simulated as a grid of zero length dipoles, which is inserted into the lattice. The purpose of the generator is to calculate the kick applied by each dipole. A dipole spacing of 1 m was used in the simulation. With this dipole spacing, only wavelengths of $\lambda_{\text{min}} > 2$ m can be represented. This corresponds to a maximum wave number of $k_{\text{max}} = \frac{2\pi}{\lambda_{\text{min}}} = \pi$.

The stray field is modeled as a standing wave. The stray field at location $s$ and time $t$ is given by

$$B(s, t) = \sum_{i,j} A_{ij}(t) \cos(k_j s + \theta_j),$$

(13)

where $A_{ij}$ is the amplitude determined by the two-dimensional PSD [see Eq. (8)] and $\theta_j$ and $\phi_{ij}$ are uniformly distributed random numbers between 0 and $2\pi$. We define $s = 0$ m to be at the collision point. Although we use cosine functions in Eq. (13), the introduction of the random phases $\theta_j$ and $\phi_{ij}$ ensures that we simulate both sinelike and cosinelike stray fields.

The computational efficiency of calculating Eq. (13) can be improved by calculating a time-dependent amplitude,

$$A_{ij}(t) = a_{ij} \cos(2\pi f_j t + \phi_{ij}),$$

(14)

and calculating the stray field as

$$B(s, t) = \sum_{i,j} A_{ij}(t) \cos(k_j s + \theta_j).$$

(15)

This significantly reduces the computation time because $A_{ij}(t)$ only needs to be calculated once per time step. The stray field kick applied by each dipole is calculated using

$$\delta[\mu\text{rad}] = \frac{c [\text{m/s}] \cdot B[\text{nT}] \cdot L[\text{m}]}{E[\text{GeV}]} \times 10^{-12}.$$  

(16)

where $c$ is the speed of light, $L$ is the dipole spacing and $E$ is the beam energy.

The generator was used to sample the stray field in a 40 m section of the beam line. Figure 8 shows the PSD and correlation of the stray field from the generator. The generator is able to qualitatively reproduce the features measured in the LHC tunnel [Figs. 4(b) and 6(b)]. The generated sample shows that the correlation varies erratically with distance from the reference when the distance is greater than $1/\alpha$. This arises from the random phases $\phi_{ij}$ which were introduced to model the erratic variations observed in the measurements.

The generator we propose [Eq. (13)] has multiple sinusoidal waves with random phases. There is no dynamic variation of the phase. This results in the stray field at any two locations being phase locked. In other words, by design the generator has unit coherence for all frequencies. In the measurements presented in Sec. II C 4, the locations with low correlation also have low coherence. This suggests a dynamic variation in the phase of the stray field, which is not included in our model. Therefore, our model is a simplified description of the measurements.

FIG. 8. A sample from the generator of stray fields. (a) PSD $P_B(f, s)$ (RH scale) vs location $s$ (LH scale) and frequency $f$ and (b) correlation $C_B(f, s)$ (RH scale) vs location $s$ (LH scale) and frequency $f$. The correlation was calculated with respect to the stray field at $s = 30$ m.
IV. INTEGRATED SIMULATIONS

The two-dimensional PSD model described in the previous section was used in integrated simulations of CLIC at 380 GeV to evaluate the impact of stray fields on the luminosity.

A. CLIC

In this work, we combine the ring to main linac (RTML), main linac (ML) and beam delivery system (BDS) of CLIC into a single tracking simulation, referred to as an “integrated simulation.” This is necessary because stray fields can be correlated over the entire length of the machine. Therefore, the entire machine must be simulated to evaluate their full effect.

The particle tracking code PLACET [25] was used to track the electron and positron beams. A full simulation of the collision, including beam-beam effects [26] was performed with GUINEA-PIG [27] to estimate the luminosity.

B. Impact of stray fields on the luminosity

For sufficiently small stray field amplitudes the time-averaged luminosity loss for a particular mode can be written as [15]

$$\langle \Delta L_{ij} \rangle = \frac{a_{ij}^2}{2} G_j^2 = \sigma_j^2 G_j^2,$$

where $\sigma_j^2 = a_{ij}^2/2$ is the root-mean-square amplitude, $G_j$ is the sensitivity to the wave number mode $j$ and $\langle \cdots \rangle$ denotes the time average. Sensitivity studies which calculate $G_j$ for stray fields in CLIC at 380 GeV can be found in [15].

By summing over the frequency modes we can calculate the time-averaged luminosity loss for a particular wave number mode as

$$\langle \Delta L_j \rangle = \sigma_j^2 G_j^2,$$  

where $\sigma_j^2 = \sum_i \sigma_{ij}^2$. The total time-averaged luminosity loss can be calculated by summing over wave number modes. From Eq. (18) we can see that the luminosity loss is determined by root-mean-square amplitude of each wave number mode $\sigma_j$ and the sensitivity of the collider to that mode $G_j$. The root-mean-square wave number amplitude $\sigma_j$ is determined by the two-dimensional PSD [Eq. (10)], whereas the sensitivity $G_j$ is determined by the accelerator lattice and beam dynamics of the collider.

For a given frequency the $\alpha$ parameter in Eq. (10) determines the root-mean-square amplitude, or equivalently the power, of each wave number mode. A smaller $\alpha$ concentrates the power into a small number of wave number modes and leads to a long correlation length, whereas a larger $\alpha$ distributes the power into a large number of wave number modes and leads to a short correlation length. The impact on the luminosity is determined by both the power in each wave number mode and the sensitivity of the collider to that wave number mode [Eq. (18)]. It was shown in [15] that CLIC has certain wave number modes that it is particularly sensitive to. Wave numbers with a high sensitivity are those that match the betatron motion of the beam. Generally, increasing the $\alpha$ parameter will lead to a larger luminosity loss due to an increase in the power of wave number modes that are particularly harmful to the beam, whereas decreasing the $\alpha$ parameter will reduce the power in harmful wave number modes and lead to less luminosity loss.

The total luminosity loss can be calculated by summing over the luminosity loss from each wave number mode,

$$\langle \Delta L \rangle = \sum_j \sigma_j^2 G_j^2.$$  

Substituting our two-dimensional PSD model for the stray field, we have

$$\langle \Delta L \rangle = \sum_{i,j} P_b(f_i, k) \frac{2}{\pi \alpha^2(f_i)} \exp \left( -\frac{k_j^2}{2\alpha^2(f_i)} \right) \Delta f \Delta k G_j^2.$$  

The luminosity loss is directly proportional to the stray field PSD weighted by an exponential term. The above expression is only valid for stray field amplitudes that result in a small luminosity loss. For a more accurate estimate of the luminosity loss we must perform full simulations of CLIC. This is done in Sec. IV D.

C. Mitigation of stray fields

The impact of a mitigation system can be described using a transfer function $T(f)$, which acts on the two-dimensional PSD of stray fields $P_b(f, k)$ to give an effective two-dimensional PSD,

$$P_{b,\text{eff}}(f, k) = |T(f)|^2 P_b(f, k),$$

which is used to generate the stray field. Here, the mitigation system only impacts the temporal variation of the stray field, i.e., all wave numbers are affected in the same way. Therefore, Eq. (21) is true for mitigation systems that act equally across the accelerator.

In the following sections we look at the impact of two mitigation systems: a beam-based feedback system and a mu-metal shield.

1. Beam-based feedback system

The aim of the beam-based feedback system is to correct the beam offset along the accelerator. This is achieved by measuring the offset of a pulse using beam position monitors and applying a correctional kick to the following pulse using magnets. The transfer function for the CLIC
feedback system is shown in Fig. 9 [15]. The feedback system is effective at suppressing low frequency noise, below 1 Hz, but amplifies noise in the frequency range 4–25 Hz. The repetition frequency of the beam is 50 Hz, which corresponds to a Nyquist frequency of 25 Hz. Therefore, noise above 25 Hz is aliased to lower frequencies.

This feedback system was optimized to minimize the luminosity loss from ground motion [7,15]. The same feedback system was used in stray field simulations to ensure that the proposed mitigation strategy is consistent for the combined effects of ground motion and stray fields.

2. Mu-metal shield

Another approach to mitigate stray fields is to prevent them from reaching the beam. This can be achieved by surrounding the beam pipe with a magnetic shield. The tolerances for magnetic field ripples are larger than the tolerances for stray fields [15]. Therefore, the magnetic shield does not need to run through the aperture of magnets, shielding the drifts is sufficient.

Ferromagnetic materials with a large magnetic permeability are commonly used to shield magnetic fields. Mu-metal offers one of the highest permeabilities. The use of mu-metal to shield magnetic fields in linear colliders is discussed in [15,28].

A methodology for calculating the transfer function of a cylindrical magnetic shield is outlined in [29]. The transfer function for a cylindrical mu-metal shield with a thickness of 1 mm and inner radius of 1 cm is shown in Fig. 10. A relative permeability of 50,000 was used for this calculation, which is a reasonable estimate for the permeability with very low amplitude external magnetic fields [15,28]. The mu-metal shield is very effective at mitigation.

Stray field simulations in [10,15] identified particular sections of CLIC, which are sensitive to stray fields.

![FIG. 9. Transfer function of the beam-based feedback system $T(f)$ vs frequency $f$.](image)

![FIG. 10. Transfer function of a mu-metal cylinder with 1 mm thickness and inner radius of 1 cm $T(f)$ vs frequency $f$.](image)

![FIG. 11. (a) Effective stray field PSD $P_{\text{B,eff}}(f)$ vs frequency $f$ and (b) standard deviation $\sigma_{\text{B,eff}}(f)$ vs frequency $f$: without mitigation (blue); including a beam-based feedback system (orange); including a 1 mm mu-metal shield (green); and with the feedback system and mu-metal shield combined (red).](image)
The most sensitive regions are the vertical transfer and long transfer line in the RTML and the energy collimation section and final-focus system in the BDS. It is possible to devise an effective mitigation strategy by just shielding these sections. The ML is the least sensitive section and benefits from shielding from the copper accelerating cavities.

3. Impact on the stray field PSD

Ignoring the spatial variation, the transfer function can act on the one-dimensional PSD $P_B(f)$ to estimate the impact of a mitigation system at a single location. The one-dimensional PSD in Fig. 7 is used to characterize the PSD of stray fields at a single location.

Figure 11 shows the effective PSD and standard deviation of stray fields including the impact of different mitigation systems. The standard deviations are summarized in Table II. Any stray field that is at a harmonic of 50 Hz is cured by the beam-based feedback system. However, stray fields that are not exactly at harmonics of 50 Hz are not completely removed. The breadth of the 50 Hz peak and its harmonics leads to the jumps in the standard deviation shown in Fig. 11(b) even though a beam-based feedback system is included.

Without mitigation, there is a large stray field of 35 nT. With a beam-based feedback system, the effective stray field is 2.1 nT, which is still above the 0.1 nT level required for CLIC. The mu-metal shield is the most effective mitigation system, which brings the stray field down to the level of 3 pT without the feedback system and 0.5 pT with the feedback system.

D. Luminosity loss

Integrated simulations including stray fields were performed using nominal beam parameters; additional details are provided in [15]. Table III shows the luminosity loss including a beam-based feedback system and a 1 mm mu-metal shield in sensitive regions (vertical transfer, long transfer line, energy collimation section and final-focus system).

Without mitigation, there is a significant luminosity loss of 43%. The beam-based feedback system alone is not enough to mitigate stray fields. A luminosity loss of 15% is expected if only the beam-based feedback system is used. With the mu-metal shield only, the luminosity loss is reduced to 2%. The combination of the beam-based feedback system and mu-metal shield is an effective mitigation strategy for stray fields, reducing the luminosity loss to 0.4%.

V. CONCLUSIONS

High-precision magnetic field measurements were performed in the LHC tunnel, which characterized a realistic amplitude for stray fields in a live accelerator environment. These measurements were used to develop a two-dimensional PSD model, which could be used to simulate stray fields in CLIC.

The model was based on a simplified description of the sources in the LHC tunnel. The elements in the LHC tunnel are also not the same elements that would be used in CLIC. However, the LHC is on the proposed site for CLIC and at the same depth underground, which means stray fields from natural and environmental sources should be common. This work is the first step towards developing a model. To develop a more realistic model, we need to characterize technical sources in the CLIC tunnel. Initial measurements of technical sources can be found in [15].

The model for LHC-like stray fields was used to evaluate the luminosity loss that could be expected in CLIC at 380 GeV. Integrated simulations show CLIC is robust against the level of stray fields measured in the LHC tunnel provided a beam-based feedback system and mu-metal shield are used.
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**TABLE II.** Standard deviation of the stray field $\sigma_{B,\text{eff}}$ with different mitigation techniques.

| Mitigation                        | $\sigma_{B,\text{eff}}$ [nT] |
|----------------------------------|-----------------------------|
| None                             | 35                          |
| Feedback system                  | 2.1                         |
| Mu-metal shield                  | $3.1 \times 10^{-3}$        |
| Feedback system + Mu-metal shield| $0.5 \times 10^{-3}$        |

**TABLE III.** Relative luminosity loss $\Delta \mathcal{L}/\mathcal{L}_0$ due to stray fields. $\mathcal{L}_0$ is the nominal luminosity of CLIC.

| Mitigation                             | $\Delta \mathcal{L}/\mathcal{L}_0$ [%] |
|---------------------------------------|----------------------------------------|
| None                                   | 43                                     |
| Feedback system                        | 15                                     |
| Mu-metal shield                        | 2.0                                    |
| Feedback system + Mu-metal shield      | 0.4                                    |

---
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