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Abstract
We consider the problem of provably finding a stationary point of a smooth function to be minimized on the variety of bounded-rank matrices. This turns out to be unexpectedly delicate. We trace the difficulty back to a geometric obstacle: On a nonsmooth set, there may be sequences of points along which standard measures of stationarity tend to zero, but whose limit points are not stationary. We name such events apocalypses, as they can cause optimization algorithms to converge to non-stationary points. We illustrate this explicitly for an existing optimization algorithm on bounded-rank matrices. To provably find stationary points, we modify a trust-region method on a standard smooth parameterization of the variety. The method relies on the known fact that second-order stationary points on the parameter space map to stationary points on the variety. Our geometric observations and proposed algorithm generalize beyond bounded-rank matrices. We give a geometric characterization of apocalypses on general constraint sets, which implies that Clarke-regular sets do not admit apocalypses. Such sets include smooth manifolds, manifolds with boundaries, and convex sets. Our trust-region method supports parameterization by any complete Riemannian manifold.
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1 Introduction

Given a smooth cost function \( f : \mathbb{R}^{m \times n} \to \mathbb{R} \) with bounded sublevel sets, consider the optimization problem

\[
\min_{X \in \mathbb{R}^{m \times n}} f(X) \text{ subject to } \text{rank}(X) \leq r. \tag{R}
\]

Its search space is the algebraic variety of matrices of size \( m \times n \) and rank at most \( r \):

\[
\mathbb{R}_{\leq r}^{m \times n} = \{ X \in \mathbb{R}^{m \times n} : \text{rank}(X) \leq r \}.
\]

Finding a global minimizer may be hard [19]. We aim for a more realistic goal:

*Design an algorithm which, given an arbitrary \( X_0 \in \mathbb{R}_{\leq r}^{m \times n} \), generates a sequence \( X_0, X_1, X_2, \ldots \) in \( \mathbb{R}_{\leq r}^{m \times n} \) with at least one accumulation point that is (first-order) stationary for (R).*

As we shall review in Sect. 2, a matrix \( X \in \mathbb{R}_{\leq r}^{m \times n} \) is stationary for (R) if the directional derivative of \( f \) at \( X \) along each direction in the tangent cone \( T_X \mathbb{R}_{\leq r}^{m \times n} \) of \( \mathbb{R}_{\leq r}^{m \times n} \) at \( X \) (given by (2.1) below) is nonnegative. Endow \( \mathbb{R}^{m \times n} \) with the inner product \( \langle A, B \rangle = \text{Tr}(A^\top B) \) and the associated (Frobenius) norm \( \|A\| = \sqrt{\langle A, A \rangle} \). Then, \( f \) has a gradient \( \nabla f \) and \( X \in \mathbb{R}_{\leq r}^{m \times n} \) is stationary if (and only if)

\[
\|\text{Proj}_{T_X \mathbb{R}_{\leq r}^{m \times n}} (-\nabla f(X))\| = 0,
\]

where \( \text{Proj}_{T_X \mathbb{R}_{\leq r}^{m \times n}} \) denotes orthogonal projection\(^1\) to the tangent cone at \( X \) (given by (2.2)). In contrast to the smooth manifold of matrices of rank equal to \( r \), the variety \( \mathbb{R}_{\leq r}^{m \times n} \) is not smooth, which complicates the above goal.

The stated goal turns out to be unexpectedly difficult to achieve. There is a rich literature focused on particular cost functions \( f \) (see “prior work” below). For the general cost functions we target here, there are a few natural candidate algorithms. Of these, the only algorithm of which we are aware that is guaranteed to accumulate at stationary points exploits minute details of the geometry of bounded-rank matrices. It was proposed in response to an open question we posed in the first version of this paper [32, v1] by Olikier et al. [37]. We discuss a few of these algorithms now, and defer the rest to “prior work”.

\(^1\) The projection exists but may not be unique. Still, our notation is justified as all projections have the same norm: see Appendix A. More generally, we let projectors select one projection arbitrarily.
Projected gradient descent (PGD), also called iterative hard thresholding [27, Thm. 3.4], would iterate

\[ X_{k+1} = \text{Proj}_{\mathbb{R}^{m \times n}}(X_k - \alpha_k \nabla f(X_k)) \]  
\[ \text{(PGD)} \]

with some step sizes \((\alpha_k)_{k \geq 0}\), where \(\text{Proj}_{\mathbb{R}^{m \times n}}\) denotes metric projection to \(\mathbb{R}^{m \times n}\). The latter amounts to a truncated singular value decomposition (SVD). It appears that the best known result for PGD applied to \((\mathbb{R})\) is that its accumulation points are Mordukhovich stationary [28, Thm. 3.4]. This is a strictly weaker and arguably unsatisfactory notion of stationarity [23, 33]. Indeed, a matrix \(X\) of rank \(s \leq r\) is Mordukhovich stationary if it is stationary for the problem of minimizing \(f\) on \(\mathbb{R}^{m \times n} \leq s\) (rather than \(\mathbb{R}^{m \times n} \leq r\)) and \(\text{rank}(\nabla f(X)) \leq \min(m, n) - r\) [23, §4]. For \(s < r\), there may still exist descent directions in \(T_X \mathbb{R}^{m \times n} \leq r\).

Schneider and Uschmajew [42] propose a variant of PGD we refer to as P\(^2\)GD because it involves two projections. Their method iterates the following:

\[ X_{k+1} = \text{Proj}_{\mathbb{R}^{m \times n}}(X_k + \alpha_k \text{Proj}_{T_{X_k} \mathbb{R}^{m \times n}}(-\nabla f(X_k))) \]  
\[ \text{(P}\(^2\)GD) \]

with step sizes \((\alpha_k)_{k \geq 0}\) determined through a line-search procedure. This algorithm has a number of desirable qualities detailed in [42]. It is arguably more natural than PGD in the sense that its iterates depend on \(f\) only through the restriction \(f|_{\mathbb{R}^{m \times n}}\) (see Appendix A). We can interpret it as an extension of Riemannian gradient descent from the smooth manifold of rank-\(r\) matrices [2, 47] to its closure, namely, \(\mathbb{R}^{m \times n} \leq r\).

Unfortunately, the convergence of P\(^2\)GD to a stationary point is proved in [42] only under the assumption that the limit point has rank \(r\).

One may wonder if PGD and P\(^2\)GD do, in fact, converge to stationary points despite the gap in their theory. In this paper, we show through an explicit example that this is not the case for P\(^2\)GD, and we trace back the fundamental obstacle to the delicate geometry of \(\mathbb{R}^{m \times n} \leq r\). This geometric hurdle forces a certain level of sophistication in algorithms to solve (P) and their analysis.

Acting on this observation, Olikier et al. modify P\(^2\)GD to achieve the stated goal by taking the finer structure of \(\mathbb{R}^{m \times n} \leq r\) into account. Their algorithm projects \(X_{k+1}\) obtained from (P\(^2\)GD) onto \(\mathbb{R}^{m \times n} \leq i\) for each \(i\) between the \(\Delta\)-rank\(^2\) of \(X_{k+1}\) and rank \((X_{k+1})\), for a user-chosen \(\Delta > 0\). The next iterate in their algorithm is chosen to be the projection that has the lowest cost.

Alternatively, we propose to achieve the stated goal by optimizing over a parametrization of \(\mathbb{R}^{m \times n} \leq r\) by a smooth manifold. A common example is the map \((L, R) \mapsto LR^\top\) with \((L, R) \in \mathbb{R}^{m \times r} \times \mathbb{R}^{n \times r}\). This is what we call the smooth remedy. Our proposed algorithm and its analysis generalize beyond bounded-rank matrices, but require second-order information about \(f\). For the particular case of bounded-rank optimization, we prove the following result in Sect. 3.3:

**Theorem 1.1** There exists an algorithm with the following property. Given any three times continuously differentiable \(f : \mathbb{R}^{m \times n} \to \mathbb{R}\) and any \(X_0 \in \mathbb{R}^{m \times n} \leq r\) such that

\(^2\) The \(\Delta\)-rank of a matrix is the number of its singular values that are at least \(\Delta\).
\{X \in \mathbb{R}^{m \times n} \leq r : f(X) \leq f(X_0)\} is bounded, the algorithm generates a sequence 
\( (X_k) \subset \mathbb{R}^{m \times n} \leq r \) whose accumulation points (of which there exists at least one) are 
first-order stationary for \( (R) \). Moreover, \( f \) is non-increasing along the sequence.

Much of our technical considerations extend beyond the bounded-rank variety. Therefore, wherever meaningful, we discuss the more general problem

\[
\min_{x \in \mathcal{X}} f(x),
\]

(P)

where \( \mathcal{X} \) is a subset of a Euclidean space \( \mathcal{E} \) equipped with the inner product \( \langle \cdot, \cdot \rangle \) and 
associated norm \( \| \cdot \| \). We need \( f \) to be defined merely in a neighborhood of \( \mathcal{X} \) in \( \mathcal{E} \). Our results depend on \( f \) only through its values on \( \mathcal{X} \). Thus, we can think of \( f \) as a 
(suitably differentiable) extension of \( f|_{\mathcal{X}} \) to a neighborhood of \( \mathcal{X} \), without fear that 
the somewhat arbitrary choice of extension affects algorithms or conclusions.

**The geometric hurdle**

In Sect. 2.2 we exhibit a (polynomial) cost function \( f \) and an initial \( X_0 \) for which 
P2GD produces a sequence with the following unfortunate properties:

1. All matrices in the sequence have rank \( r \),
2. the sequence converges to a matrix \( X \) of rank (strictly) less than \( r \),
3. the stationarity measure \( \| \text{Proj}_{T_{X_k}} \mathbb{R}^{m \times n} ( - \nabla f(X_k) ) \| \) converges to zero,
4. yet \( X \) is not stationary.

We call such events **apocalypses**, and we call the points to which such sequences 
converge **apocalyptic**. They are an obstacle to optimization algorithm design because 
it is not immediately clear how to recognize and correct for such bad sequences without 
fail. Indeed, along the sequence, all seems well.

As the example suggests, issues can arise when algorithms generate sequences with 
accumulation points of rank strictly less than \( r \), which is where the nonsmooth nature 
of \( \mathbb{R}^{m \times n} \leq r \) is revealed. This can happen even if the minima of \( f \) have rank \( r \).

Intuitively (though imprecisely), apocalypses arise because limits of tangent cones 
along convergent sequences may fail to contain the tangent cone at their limit. Hence 
there may be descent directions in the tangent cone at the limit which are ‘missed’ 
by the tangent cones along the sequence. In Sect. 2.3 we characterize the geometric 
properties of sets in general and of \( \mathbb{R}^{m \times n} \leq r \) in particular that lead to the existence of 
apocalypses.

We emphasize that apocalyptic points are not saddles; in fact they are not even 
stationary on the constraint set. While saddle points can arise on any constraint set 
(including smooth manifolds), apocalypses can only arise on certain nonsmooth sets. 
In particular, we show that Clarke regular sets—a well-known class which includes 
convex sets and embedded submanifolds with or without boundary [22, 40]—do not 
have apocalypses.
A smooth remedy

In Sect. 3 we develop an algorithm which meets our stated goal, at the expense of requiring access to second-order information about $f$. Our approach is to lift $(R)$ to a smooth space, through a parameterization of $\mathbb{R}^{m\times n}_{\leq r}$. We let $\varphi: \mathcal{M} \to \mathbb{R}^{m\times n}_{\leq r}$ be a smooth map on a manifold $\mathcal{M}$ such that $\varphi(\mathcal{M}) = \mathbb{R}^{m\times n}_{\leq r}$. Such a $\varphi$ is a smooth lift of $\mathbb{R}^{m\times n}_{\leq r}$. We provide three examples (the last one is the desingularization lift proposed by Khrulkov and Oseledets [29]):

$$
\begin{align*}
\varphi(L, R) &= LR^\top, \quad \mathcal{M} = \mathbb{R}^{m\times r} \times \mathbb{R}^{n\times r}, \\
\varphi(U, W) &= UW^\top, \quad \mathcal{M} = \text{St}(m, r) \times \mathbb{R}^{n\times r}, \\
\varphi(X, K) &= X, \quad \mathcal{M} = \{(X, K) \in \mathbb{R}^{m\times n} \times \text{Gr}(n, n - r) : K \subseteq \ker(X)\}.
\end{align*}
$$

(1.1)

Above, $\text{St}(m, r) = \{U \in \mathbb{R}^{m\times r} : U^\top U = I_r\}$ is the Stiefel manifold of orthonormal matrices, and $\text{Gr}(n, n - r)$ is the Grassmann manifold of subspaces of dimension $n - r$ in $\mathbb{R}^n$ [2]. Using any such lift, we rewrite $(R)$ equivalently as:

$$
\min_{y \in \mathcal{M}} g(y) \quad \text{with} \quad g = f \circ \varphi: \mathcal{M} \to \mathbb{R}.
$$

(Q)

This is an optimization problem on a smooth manifold—see [2, 8] for book-length introductions to that topic. In particular, problem (Q) has no apocalypses. More generally, problem (Q) is a lift of (P) if $\varphi: \mathcal{M} \to \mathcal{E}$ is smooth and $\varphi(\mathcal{M}) = \mathcal{X}$.

We review in Sect. 3 what it means for $y \in \mathcal{M}$ to be second-order stationary for (Q). For the lift $(L, R) \mapsto LR^\top$, Ha, Liu and Barber [20, §2] show that if $(L, R)$ is second-order stationary for (Q) then $LR^\top$ is first-order stationary for $(R)$. Using similar arguments, we show in [31, §2.3] that the same is true for all lifts in (1.1).

Acting on this observation, we construct in Sect. 3 a modified Riemannian trust-region method for (Q) whose accumulation points are second-order stationary under mild conditions on $f$. It immediately follows that sequences $(y_k) \subset \mathcal{M}$ generated by that algorithm map through $\varphi$ to sequences of matrices $(X_k)$ in $\mathbb{R}^{m\times n}_{\leq r}$ whose accumulations points are stationary for $(R)$, proving Theorem 1.1 above.

The main difficulty in proving Theorem 1.1 is that the lifted cost function $g = f \circ \varphi$ may not retain desirable properties of $f$ such as having bounded sublevel sets or Lipschitz continuous derivatives. We overcome this difficulty in Sect. 3.2 by introducing rebalancing maps, which replace each iterate $y_k$ with a well-chosen element of the fiber $\varphi^{-1}(\varphi(y_k))$. This ensures that iterates remain in a compact set. Our algorithm and its analysis apply to optimization on complete Riemannian manifolds in general.

On an aesthetic note, we design the algorithm such that $y_{k+1}$ depends on $y_k$ only through $X_k = \varphi(y_k)$. In other words: while the optimization algorithm technically runs on $\mathcal{M}$, it does correspond to a genuine algorithm on $\mathbb{R}^{m\times n}_{\leq r}$ in the sense that $X_{k+1}$ is a function of $X_k$ but not of the particular $y_k \in \varphi^{-1}(X_k)$ which the algorithm happens to be considering.
In [42], Schneider and Uschmajew say that, because of what we call apocalypses, “it will be typically impossible to prove convergence to a rank-deficient critical point by a method which (in regular points) only ‘sees’ projections of the gradient on tangent spaces.” Our algorithm overcomes this limitation by using second-order information about $f$ through a smooth lift. We quantify this statement in Sect. 3.4 by stating a strengthened version of Ha et al.’s aforementioned result [20].

Prior work

It is natural to try to “fix” PGD or $P^2$-GD to reach the stated goal, and indeed several modifications of these algorithms have been studied in the literature. As mentioned above, the only such modification we are aware of that succeeds in doing so was proposed in [37]. We mention a few earlier algorithms and analyses below.

In [24, 42] the authors propose extensions of Riemannian gradient descent to varieties and (more generally) to stratified spaces, but only guarantee that accumulation points of their algorithm are critical on their own (smooth) stratum. For $\mathbb{R}^{m \times n}_{\leq r}$, this means that if the rank of an accumulation point is $s < r$, then we can only conclude that the point is stationary on $\mathbb{R}^{m \times n}_{\leq s}$. In [43–45] the authors study rank increasing schemes, where a guess for the rank of the solution is iteratively increased, and low-rank stationary points are used to warm-start the algorithm aiming for larger ranks. While such rank-increasing schemes are popular in practice and were observed to help convergence, no theoretical guarantees for general cost functions are given there either. In [18, 48] the authors propose more sophisticated rank-adaptive algorithms that combine both rank-increasing and rank-decreasing steps, but here too cannot guarantee convergence to a stationary point on the entire variety $\mathbb{R}^{m \times n}_{\leq r}$. In [4] the authors give an algorithm that is guaranteed to converge to a local minimizer when initialized sufficiently close to one, though only when assuming restricted strong convexity and Lipschitz-continuous gradient. In [15] the authors propose an averaged projected gradient descent for $\mathbb{R}^{m \times n}_{\leq r}$, but they only guarantee convergence when the cost function is strongly convex and smooth, and the minimizer of the function on $\mathbb{R}^{m \times n}_{\leq r}$ is the global minimum on all of $\mathbb{R}^{m \times n}$. In [31, Ch. 3], we describe our own unsuccessful attempt to develop a rank-adaptive algorithm for $\mathbb{R}^{m \times n}_{\leq r}$—and singular varieties more generally—that would be guaranteed to converge to a stationary point. We were only able to prove convergence to a stationary point on sets with finitely-many singular points, which does not apply to $\mathbb{R}^{m \times n}_{\leq r}$. In [7, 46] the authors analyze restricted isometry-type conditions on the cost function that preclude the existence of spurious critical points or local minima. These results do not preclude the existence of apocalypses however, since apocalyptic points are not critical.

In [25, 26], the authors study convergence of $P^2$-GD on $\mathbb{R}^{m \times n}_{\leq r}$ applied to cost functions of the form $f(X) = \frac{1}{2}\|X - X_0\|^2$. They observe that even if $P^2$-GD is initialized at a rank $r$ matrix, it may converge to a non-stationary point with rank strictly less than $r$ which they call a “spurious critical point”. Interestingly, this phenomenon is a special case of apocalypses for the above cost function. While the apocalypses arising for cost functions of the above form can be avoided by using a step size of 1, $P^2$-GD
cannot avoid the apocalypse we construct in Sect. 2.2 with any choice of (bounded) step size.

At the heart of apocalypses, there is the observation (detailed in Sect. 2) that the map

\[ X \mapsto \| \text{Proj}_{T_X \mathbb{R}^{m \times n}} (-\nabla f(X)) \| \]

may fail to be lower semicontinuous. As a measure of approximate stationarity, this is problematic: it is zero if and only if \( X \) is stationary, yet it may be arbitrarily close to zero even when there are no stationary points nearby. This fact is closely related to the discontinuity of the tangent cones of \( \mathbb{R}^{m \times n} \); see [36] for an in-depth study. At the very least, this shows that the above measure must be treated with circumspection, especially as part of a stopping criterion for optimization. It is natural to ask whether other measures of approximate stationarity may fare better. Unfortunately, we did not identify promising alternatives.

The smooth lift approach to optimization under rank constraints is by and large the most popular. Some examples of papers using lifts (1.1) include [29, 35, 39, 49], to name just a few. In [31, Ch. 2] we show that first-order stationary points on the lifts in (1.1) do not necessarily map to first-order stationary points on \( \mathbb{R}^{m \times n} \), although second-order stationary points do. We also show that there may be local minima on these lifts that do not map to local minima on \( \mathbb{R}^{m \times n} \). For the \( LR^T \) lift, this issue is resolved with balancing (see Example 3.11).

2 A geometric hurdle: apocalypses

In this section, we ask what can go wrong when we attempt to solve the problem (P) directly by running a gradient-based algorithm on the possibly nonsmooth set \( \mathcal{X} \). Since finding the global minimum of \( f \) on \( \mathcal{X} \) may be too ambitious, our more modest goal is to find a first-order stationary point of \( f \) on \( \mathcal{X} \), as defined below after a couple of preliminary definitions.

**Definition 2.1** A set \( K \subseteq \mathcal{E} \) is a cone if \( v \in K \implies \alpha v \in K \) for all \( \alpha > 0 \).

**Definition 2.2** The tangent cone to \( \mathcal{X} \) at \( x \in \mathcal{X} \) is the set

\[ T_x \mathcal{X} = \left\{ v = \lim_{k \to \infty} \frac{x_k - x}{\tau_k} : x_k \in \mathcal{X}, \tau_k > 0 \text{ for all } k, \tau_k \to 0 \text{ and the limit exists} \right\} . \]

This is a closed (but not necessarily convex) cone [41, Lem. 3.12].

The cone \( T_x \mathcal{X} \) is also called the contingent or Bouligand tangent cone [11, §2.7]. If \( \mathcal{X} \) is a smooth manifold, Definition 2.2 coincides with the usual tangent space to a manifold [40, Ex. 6.8].

**Definition 2.3** A point \( x \in \mathcal{X} \) is (first-order) stationary for (P) if \( Df(x)[v] \geq 0 \) for all \( v \in T_x \mathcal{X} \), where \( Df(x)[v] = \lim_{t \to 0} \frac{f(x+tv) - f(x)}{t} \) denotes directional derivatives.
In words, \( x \) is stationary if the cost function is non-decreasing to first order along all tangent directions at \( x \). Local minima of \((P)\) are stationary \([41, \text{Thm. 3.24}]\). The notion of stationarity only depends on the values of \( f \) on \( \mathcal{X} \), see Lemma A.8.

With a Euclidean structure on \( \mathcal{E} \), we can redefine stationarity in several equivalent ways. Let \( \nabla f(x) \) denote the Euclidean gradient of \( f \) at \( x \), that is, \( \nabla f(x) \) is the unique element of \( \mathcal{E} \) such that \( \langle \nabla f(x), v \rangle = Df(x)[v] \) for all \( v \in \mathcal{E} \). Let us also define polars.

**Definition 2.4** The polar of a cone \( K \subseteq \mathcal{E} \) is the closed, convex cone defined by
\[ K^{\circ} = \{ w \in \mathcal{E} : \langle w, v \rangle \leq 0 \text{ for all } v \in K \}. \]

See Lemma A.1 for basic properties of polar cones. We then have the following equivalent characterizations of stationarity:

**Proposition 2.5** With \( f : \mathcal{E} \to \mathbb{R} \) differentiable, these are equivalent for \( x \in \mathcal{X} \):

(a) \( x \) is stationary for \( f \) on \( \mathcal{X} \).

(b) \( -\nabla f(x) \in (T_x\mathcal{X})^\circ \).

(c) \( \|\text{Proj}_{T_x\mathcal{X}}(-\nabla f(x))\| = 0 \).

**Proof** The equivalence of (a) and (b) follows from the definitions of stationarity and of the polar. The equivalence of (b) and (c) follows from Proposition A.6. \(\square\)

Given the equivalent characterization of stationarity in Proposition 2.5(c), it is natural to consider the following relaxed notion of stationarity.

**Definition 2.6** A point \( x \in \mathcal{X} \) such that \( \|\text{Proj}_{T_x\mathcal{X}}(-\nabla f(x))\| \leq \epsilon \) for some \( \epsilon \geq 0 \) is called \( \epsilon \)-stationary for \((P)\).

(We can get an alternative notion of approximate stationarity by relaxing Proposition 2.5(b) instead, but this turns out to be less natural \([32, \text{Thm. A.9}]\).)

As we show in Appendix A, the (non-empty) set \( \text{Proj}_{T_x\mathcal{X}}(-\nabla f(x)) \) depends on \( f \) only through \( f|_{\mathcal{X}} \), and all of its elements have the same norm. This norm measures the maximal linear rate of decrease of \( f \) one can obtain by moving away from \( x \) along a direction in the tangent cone at \( x \). Some gradient-based algorithms use this measure of approximate stationarity. For example, the \( \text{P}^2\text{GD} \) method (\( \text{P}^2\text{GD} \)) proposed in \([42]\) computes a projection \( \text{Proj}_{T_x\mathcal{X}}(-\nabla f(x)) \) at iterate \( x \) and terminates if its norm is sufficiently small. Otherwise, the projection is used to generate the next iterate by moving along a curve on \( \mathcal{X} \) with initial velocity matching the projection. However, as we proceed to show below, this notion of approximate stationarity should be treated with circumspection.

Feasible optimization algorithms for \((P)\) generate sequences of points \((x_k)_{k \geq 1}\) on \( \mathcal{X} \). Possibly passing to a subsequence, assume \((x_k)\) has a limit \( x \in \mathcal{X} \). When \( \mathcal{X} \) is a smooth manifold, it is clear that \( x \) is stationary if and only if the points \( x_k \) are \( \epsilon_k \)-stationary with \( \epsilon_k \to 0 \). However, when \( \mathcal{X} \) is nonsmooth both the “if” and “only if” parts can fail. The failure of the “if” part is most significant for optimization purposes (see Definition 2.8 and surrounding comments below for the “only if” part). It implies that there may exist a sequence along which the stationarity measure in Definition 2.6 goes to zero, yet whose limit is not stationary. We call them *apocalypses*.
Definition 2.7 A point $x \in \mathcal{X}$ is called apocalyptic if there exists a sequence $(x_k)_{k \geq 1} \subseteq \mathcal{X}$ converging to $x$ and a continuously differentiable function $f$ such that the $x_k$ are $\epsilon_k$-stationary for (P) with some sequence of $\epsilon_k > 0$ converging to 0, but $x$ is not stationary for (P). Such a triplet $(x, (x_k)_{k \geq 1}, f)$ is called an apocalypse.

Note that if $x^*$ is apocalyptic then the measure of approximate stationarity $x \mapsto \|\text{Proj}_{T_x \mathcal{X}}(-\nabla f(x))\|$ is not lower semicontinuous at $x^*$ since there exists $x_k \to x^*$ such that $\lim_k \|\text{Proj}_{T_{x_k} \mathcal{X}}(-\nabla f(x_k))\| = 0 < \|\text{Proj}_{T_{x^*} \mathcal{X}}(-\nabla f(x^*))\|$. The existence of apocalypses is a clear hazard for optimization algorithms operating on (P). Indeed, gradient-based algorithms would happily follow a sequence of points that become increasingly close to being stationary. Such an algorithm would necessarily terminate after a finite amount of time, thus, before reaching the limit. The last computed iterate, even though it is approximately stationary, may not be close to any stationary point.

We emphasize that existence of apocalyptic points is a purely geometric phenomenon that only depends on the constraint set $\mathcal{X}$, not on any particular cost function or algorithm. On the other hand, a particular cost function may not have any apocalypses at all, and a particular algorithm may not follow any apocalypse. This will become clear in our characterization of apocalypses in Theorem 2.13.

The complementary notion to apocalypses is a sequence of points that are not approximately stationary yet nevertheless converge to a stationary point. We call this phenomenon a serendipity:

Definition 2.8 A point $x \in \mathcal{X}$ is called serendipitous if there exist a sequence $(x_k)_{k \geq 1} \subseteq \mathcal{X}$ converging to $x$, a continuously differentiable function $f$, and $\epsilon > 0$ such that none of the $x_k$ are $\epsilon$-stationary for (P), yet $x$ is stationary for (P). Such a triplet $(x, (x_k)_{k \geq 1}, f)$ is called a serendipity.

Note that if $x^*$ is serendipitous, then the measure of approximate stationarity $x \mapsto \|\text{Proj}_{T_x \mathcal{X}}(-\nabla f(x))\|$ is not upper semicontinuous.

Of course, serendipities do not exist if the problem is unconstrained or, more generally, if $\mathcal{X}$ is a smooth manifold. However, it is easy to construct serendipities for other constrained problems. For example, with $\mathcal{X} = [0, 1]$ as a subset of $\mathcal{E} = \mathbb{R}$ the point $x = 0$ is serendipitous. (To verify this, let $x_k = 1/k$ and $f(x) = x$.) More generally, we expect serendipities at the boundary of a search space $\mathcal{X}$. The existence of serendipities illustrates that a point that is not approximately stationary can still be arbitrarily close to a stationary point. Like apocalypses, we later characterize serendipities purely geometrically in terms of the tangent cones to $\mathcal{X}$.

Remark 2.9 Apocalypses and serendipities can only occur at points of $\mathcal{X}$ where the set is not (locally) a smooth manifold. However, it is not necessarily the case that such points are apocalyptic or serendipitous. For example, the double parabola in $\mathbb{R}^2$ defined by $y^2 = x^4$ is not smooth near the origin, yet the origin is neither apocalyptic nor serendipitous.

In the next two sections we focus on the case of bounded-rank optimization, then we circle back to the general case in Sect. 2.3.
2.1 Tangent cones to the bounded-rank variety

In this section, we recall what the tangent cones to the bounded-rank variety $\mathbb{R}^{m \times n}_{\leq r}$ are, and how to project onto them. Suppose $X \in \mathbb{R}^{m \times n}$ has SVD $X = U \Sigma V^\top$ where $U \in \mathbb{R}^{m \times \min(m,n)}$, $V \in \mathbb{R}^{n \times \min(m,n)}$ are orthogonal and $\Sigma = \text{diag}(\sigma_1, \ldots, \sigma_r, 0, \ldots, 0) \in \mathbb{R}^{m \times n}$ is diagonal but possibly non-square. Here $s = \text{rank}(X) \leq r$. As stated in [42, Thm. 3.2] we have

$$T_X \mathbb{R}^{m \times n}_{\leq r} = \left\{ U \begin{bmatrix} M_1 & M_2 \\ M_3 & M_4 \end{bmatrix} V^\top : M_1 \in \mathbb{R}^{s \times s}, M_4 \in \mathbb{R}^{(m-s) \times (n-s)} \right\}$$

$$= \{ M \in \mathbb{R}^{m \times n} : \text{rank}(\text{Proj}_{\text{col}(X)^\perp} M \text{Proj}_{\text{row}(X)^\perp}) \leq r - s \},$$

(2.1)

where col$(X)$ and row$(X)$ denote the column and row spaces of $X$. The projection of $M \in \mathbb{R}^{m \times n}$ onto $T_X \mathbb{R}^{m \times n}_{\leq r}$ is given by [42, Alg. 2]

$$\text{Proj}_{T_X \mathbb{R}^{m \times n}_{\leq r}}(M) = U \begin{bmatrix} M_1 & M_2 \\ M_3 & P_{\leq r-s}(M_4) \end{bmatrix} V^\top, \quad \text{if } M = U \begin{bmatrix} M_1 & M_2 \\ M_3 & M_4 \end{bmatrix} V^\top,$$

(2.2)

where we abbreviated $P_{\leq r-s}(M_4) := \text{Proj}_{\mathbb{R}^{(m-s) \times (n-s)}}(M_4)$, which is obtained by zeroing out all but the top $r - s$ singular values of $M_4$.

The polar of the tangent cone is also available in explicit form. There are two cases to consider. Either rank$(X) = r$, in which case $X$ is a smooth point of the variety: the tangent cone at $X$ is a linear space described as in (2.1) with $M_4 = 0$; its polar is its orthogonal complement. Otherwise rank$(X) < r$, in which case $T_X \mathbb{R}^{m \times n}_{\leq r}$ contains all rank-1 matrices. Since their convex hull is all of $\mathbb{R}^{m \times n}$, we have $(T_X \mathbb{R}^{m \times n}_{\leq r})^\circ = \{0\}$.

To summarize:

$$(T_X \mathbb{R}^{m \times n}_{\leq r})^\circ = \left\{ M \in \mathbb{R}^{m \times n} : \text{Proj}_{\text{col}(X)^\perp} M = M \text{Proj}_{\text{row}(X)^\perp} = 0 \right\} \quad \text{if rank}(X) = r,$$

$$\{0\} \quad \text{if rank}(X) < r.$$

Thus, $X$ with rank$(X) < r$ is stationary for $f$ on $\mathbb{R}^{m \times n}_{\leq r}$ if and only if $\nabla f(X) = 0$.

2.2 Apocalypses on $\mathbb{R}^{m \times n}_{\leq r}$ and implications for $P^2$GD

The subset of $\mathbb{R}^{m \times n}_{\leq r}$ consisting of rank-$r$ matrices is the smooth locus of $\mathbb{R}^{m \times n}_{\leq r}$: none of those points are apocalyptic. In contrast, all the other matrices are singular points of the variety $\mathbb{R}^{m \times n}_{\leq r}$. As it turns out, they are all apocalyptic:

**Proposition 2.10** On the set $\mathbb{R}^{m \times n}_{\leq r}$ with $r < \min(m, n)$, any matrix of rank strictly less than $r$ is apocalyptic.

**Proof** Let $\tilde{X} = U \Sigma V^\top$ be an SVD of $\tilde{X} \in \mathbb{R}^{m \times n}_{\leq r}$ of size $r$, that is, $U \in \mathbb{R}^{m \times r}$, $V \in \mathbb{R}^{n \times r}$ and $\Sigma = \text{diag}(\sigma_1, \ldots, \sigma_r)$ with $U^\top U = I_r$, $V^\top V = I_r$ and $\sigma_1 \geq \cdots \geq \sigma_r$. 

\[ \Box \]
Assuming \( \text{rank}(\tilde{X}) = s < r \), we have \( \sigma_r = 0 \). Since \( r < \min(m, n) \), we can select \( u \in \mathbb{R}^m \) and \( v \in \mathbb{R}^n \) each of unit norm such that \( U^\top u = 0 \) and \( V^\top v = 0 \). Consider the function \( f(X) = u^\top X v \), whose gradient in \( \mathbb{R}^{m \times n} \) is \( \nabla f(X) = uv^\top \). Notice that \( \tilde{X} \) is not stationary for the problem of minimizing \( f \) over \( \mathbb{R}^{m \times n}_{\leq r} \) because \( \text{rank}(\tilde{X}) < r \) and \( \nabla f(\tilde{X}) \neq 0 \). Now consider the sequence \( (X_k)_{k \geq 1} \) on \( \mathbb{R}^{m \times n}_{\leq r} \) defined by \( X_k = U \Sigma_k V^\top \), where \( \Sigma_k = \text{diag}(\sigma_1, \ldots, \sigma_s, 1/k, \ldots, 1/k) \). It is clear that \( X_k \in \mathbb{R}^{m \times n}_{\leq r} \) for all \( k \) and that \( \lim_{k \to \infty} X_k = \tilde{X} \). Moreover, \( -\nabla f(X_k) = -uv^\top \in (T_{X_k} \mathbb{R}^{m \times n}_{\leq r})^o \) for all \( k \) since

\[
\text{Proj}_{\text{col}(X_k)}(-\nabla f(X_k)) = UU^\top (-uv^\top) = 0, \quad \text{and} \quad (-\nabla f(X_k))\text{Proj}_{\text{row}(X_k)} = (-uv^\top)V^\top = 0.
\]

Therefore, we conclude that the triplet \((\tilde{X}, (X_k)_{k \geq 1}, f)\) is an apocalypse. \( \Box \)

Not only do apocalypses exist on \( \mathbb{R}^{m \times n}_{\leq r} \), but also the \( \text{P}^2\text{GD} \) algorithm of Schneider and Uschmajew \[42\] can be made to follow an apocalypse. We construct an explicit example of this below. Thus, in this adversarially designed situation, \( \text{P}^2\text{GD} \) converges and Uschmajew \[42\] can be made to follow an apocalypse. We construct an explicit function \( f \) such that \( \nabla f(\tilde{X}) \neq 0 \) and \( \lim_{k \to \infty} X_k = \tilde{X} \). Moreover, \( \nabla f(X_k) = -uv^\top \in (T_{X_k} \mathbb{R}^{m \times n}_{\leq r})^o \) for all \( k \) since

\[
\text{Proj}_{\text{col}(X_k)}(-\nabla f(X_k)) = UU^\top (-uv^\top) = 0, \quad \text{and} \quad (-\nabla f(X_k))\text{Proj}_{\text{row}(X_k)} = (-uv^\top)V^\top = 0.
\]

Therefore, we conclude that the triplet \((\tilde{X}, (X_k)_{k \geq 1}, f)\) is an apocalypse. \( \Box \)

We construct a function \( f : \mathbb{R}^{3 \times 3}_{\leq 2} \to \mathbb{R} \) and a point \( X_0 \) such that the sequence \((X_k)_{k \geq 0}\) generated by \((\text{P}^2\text{GD})\) starting from \( X_0 \) converges to a limit \( X \) and the triplet \((X, (X_k)_{k \geq 0}, f)\) forms an apocalypse. In other words, we have \( \|\text{Proj}_{T_{X_k} \mathbb{R}^{3 \times 3}_{\leq 2}}(-\nabla f(X_k))\| \to 0 \) so we appear to converge to a stationary point, yet \( \|\text{Proj}_{T_X \mathbb{R}^{3 \times 3}_{\leq 2}}(-\nabla f(X))\| \neq 0 \) so the limit is not stationary.

To this end, we first construct a convex function \( Q : \mathbb{R}^{2 \times 2} \to \mathbb{R} \) that would take infinitely many steps to minimize using gradient descent. Let

\[
Q(Y) = \frac{1}{2} \|D(Y - Y^*)\|^2, \quad \text{with} \quad D = \text{diag}(1, 1/2), \ Y^* = \text{diag}(1, 0).
\]

With a constant step size \( \alpha \), gradient descent on \( Q \) iterates

\[
Y_{k+1} = Y_k - \alpha \nabla Q(Y_k) = (I - \alpha D^2)Y_k + \alpha D^2 Y^*.
\]

Applying this formula inductively we get an explicit expression:

\[
Y_k - Y^* = (I - \alpha D^2)^k(Y_0 - Y^*).
\]

Initializing from \( Y_0 = \text{diag}(2, 1) \), this further simplifies to:

\[
Y_k = Y^* + \text{diag}((1 - \alpha)^k, (1 - \alpha/4)^k).
\]
With appropriate $\alpha$, this sequence converges linearly to the unique global minimizer $Y^*$. The rate of convergence is optimal with $\alpha = 8/5$, in which case the discrepancy decays as $(3/5)^k$. Note that convergence still requires infinitely many steps. Note also that rank($Y_k$) = 2 for all $k \geq 0$, while rank($Y^*$) = 1.

We now construct our bad example. Let $f : \mathbb{R}^{3 \times 3}_{\leq 2} \to \mathbb{R}$ be given by

$$f(X) = Q(X_{1:2,1:2}) - \frac{(X_{3,3} + 1)^2}{2} + \frac{X_{3,3}}{4},$$

where $X_{1:2,1:2}$ is the upper-left $2 \times 2$ submatrix of $X$ and $X_{3,3}$ is its bottom-right entry. Notice that $f$ is a sum of functions of only the upper-left and only the lower-right diagonal blocks of its input, respectively, and is independent of the remaining entries. In particular, this makes it possible to claim that the global minimum for $f$ is attained at $X^* = \text{blkdiag}(Y^*, x_0) = \text{diag}(1, 0, x_0) \in \mathbb{R}^{3 \times 3}_{\leq 2}$, where blkdiag constructs a block-diagonal matrix and $x_0 \approx 1.32$ is the unique global minimizer of the univariate quartic $x \mapsto -\frac{(x+1)^2}{2} + \frac{x^4}{4}$. This confirms that $f$ is bounded below.

The tangent cone to $\mathbb{R}^{3 \times 3}_{\leq 2}$ at any matrix of the form $X = \text{blkdiag}(Y, 0)$ with $Y \in \mathbb{R}^{2 \times 2}$ and rank($Y$) = 2 is the linear space given by (2.1), namely,

$$T_X \mathbb{R}^{3 \times 3}_{\leq 2} = \left\{ \begin{pmatrix} A & b \\ c^T & 0 \end{pmatrix} : A \in \mathbb{R}^{2 \times 2}, b, c \in \mathbb{R}^2 \right\}.$$

The orthogonal projector $\proj_{T_X \mathbb{R}^{3 \times 3}_{\leq 2}}$ onto this subspace simply zeros out the $(3, 3)$ entry (bottom right) by (2.2). Therefore, for any such point $X$ we have

$$\nabla f(X) = \begin{pmatrix} \nabla Q(Y) & 0 \\ 0 & -1 \end{pmatrix}, \quad \proj_{T_X \mathbb{R}^{3 \times 3}_{\leq 2}}(-\nabla f(X)) = \begin{pmatrix} -\nabla Q(Y) \\ 0 \\ 0 \end{pmatrix}.$$

We initialize P^2GD at $X_0 = \text{blkdiag}(Y_0, 0) = \text{diag}(2, 1, 0)$ and use the constant step size $\alpha = 8/5$ (see below regarding line-search). Since $X_0$ is of the form above, the next iterate is

$$X_1 = \proj_{\mathbb{R}^{3 \times 3}_{\leq 2}} \left( X_0 + \alpha \proj_{T_X \mathbb{R}^{3 \times 3}_{\leq 2}}(-\nabla f(X_0)) \right) = \text{blkdiag}(Y_0 - \alpha \nabla Q(Y_0), 0) = \text{blkdiag}(Y_1, 0).$$

Suppose that the $k$th iterate has the form $X_k = \text{blkdiag}(Y_k, 0)$. Using rank($Y_k$) = 2, the same argument applies inductively and we have $X_{k+1} = \text{blkdiag}(Y_{k+1}, 0)$. Thus, we conclude that $X_0, X_1, X_2, \ldots$ converges to $\bar{X} \triangleq \text{blkdiag}(Y^*, 0)$ in infinitely many steps. Moreover,

$$\|\proj_{T_X \mathbb{R}^{3 \times 3}_{\leq 2}}(-\nabla f(X_k))\| = \|\nabla Q(Y_k)\| = \frac{17}{4} (3/5)^k \to 0.$$ 

In words: the stationarity measure converges to zero along $X_0, X_1, X_2, \ldots$
However, $\tilde{X}$ is not stationary for $f$ on $\mathbb{R}^{3 \times 3}_{\leq 2}$. Indeed, since $\text{rank}(Y^*) = 1 < 2$, the tangent cone to $\mathbb{R}^{3 \times 3}_{\leq 2}$ at $\tilde{X}$ is given by

$$T_{\tilde{X}}\mathbb{R}^{3 \times 3}_{\leq 2} = \left\{ \begin{pmatrix} a & b^T \\ c & E \end{pmatrix} : a \in \mathbb{R}, \ b, c \in \mathbb{R}^2 \text{ and } \text{rank}(E) \leq 1 \right\}.$$  

Since $-\nabla f(\tilde{X}) = \text{diag}(0, 0, 1) \in T_{\tilde{X}}\mathbb{R}^{3 \times 3}_{\leq 2}$, we have

$$\text{Proj}_{T_{\tilde{X}}\mathbb{R}^{3 \times 3}_{\leq 2}}(-\nabla f(\tilde{X})) = -\nabla f(\tilde{X}) \neq 0.$$  

Thus, the triplet $(\tilde{X}, (X_k)_{k \geq 0}, f)$ is an apocalypse on $\mathbb{R}^{3 \times 3}_{\leq 2}$, and moreover $P^2\text{GD}$ follows that apocalypse.

To close the construction of our example, we address the question of step size selection. Notice that our step size $\alpha$ satisfies the sufficient decrease condition (2.3) with $\tau = 1/5$. Indeed, with $M = I - (I - \alpha D)^2$ we have:

$$f(X_k) - f(X_{k+1}) = Q(Y_k) - Q(Y_{k+1}) = \frac{1}{2} \langle MD(Y_k - Y^*), D(Y_k - Y^*) \rangle$$

$$\geq \frac{\lambda_{\min}(M)}{2} \|D(Y_k - Y^*)\|^2 = \tau \alpha \|\nabla Q(Y)\|^2$$

$$= \tau \alpha \|\text{Proj}_{T_{X_k}\mathbb{R}^{3 \times 3}_{\leq 2}}(-\nabla f(X_k))\|^2.$$  

Thus, if we initialize the Armijo backtracking line-search of $P^2\text{GD}$ with the proposed value of $\alpha$ and use the above value of $\tau$, that initial step size is accepted every time. Consequently, $P^2\text{GD}$ with such line-search indeed follows the proposed apocalypse.

**Remark 2.11** Contemplating the particular apocalypse constructed above, it is easy to devise a “fix”. For example, we can project $X_k$ to the lesser rank matrices when its smallest nonzero singular value drops below a threshold. In this particular instance, that would bring us to $\tilde{X}$ in finitely many steps. From there, the negative gradient points in a good direction and we can proceed. Such strategies based on singular value truncation have been considered by a number of authors, e.g. [18, 37, 48] and [31, §3.3]. Of these, only the (arguably) elaborate algorithm of [37] described in Sect. 1 is guaranteed to converge to a stationary point. We believe apocalypses are the common underlying geometric hurdle that complicates these algorithms and their analyses.

### 2.3 Characterization of apocalypses

Having constructed an apocalypse on $\mathbb{R}^{m \times n}_{\leq r}$, we turn to characterizing apocalypses on a general subset $\mathcal{X}$ of a Euclidean space $\mathcal{E}$. We seek a description in geometric terms involving limits of tangent cones.

**Definition 2.12** ([40, Def. 4.1, Ex. 4.2]) Let $(C_k)_{k \geq 1}$ be a sequence of subsets of a Euclidean space $\mathcal{E}$. The outer and inner limits of the $C_k$ are defined as follows:
1. Outer limit:

\[ \limsup_{k \to \infty} C_k = \left\{ x \in \mathcal{E} : \liminf_{k \to \infty} \text{dist}(x, C_k) = 0 \right\} \tag{2.4} \]

2. Inner limit:

\[ \liminf_{k \to \infty} C_k = \left\{ x \in \mathcal{E} : \limsup_{k \to \infty} \text{dist}(x, C_k) = 0 \right\} \tag{2.5} \]

Above, \( \text{dist}(x, C_k) = \inf_{y \in C_k} \| y - x \| \) denotes distance from \( x \) to the set \( C_k \).

The above notions allow for a clear characterization of apocalypses as follows. We denote by \( \overline{\text{conv}}(A) \) the closure of the convex hull of \( A \).

**Theorem 2.13** A triplet \( (x, (x_k)_{k \geq 1}, f) \) is an apocalypse on \( \mathcal{X} \) if and only if \(-\nabla f(x) \in (\limsup_k T_{x_k} \mathcal{X})^\circ \setminus (T_x \mathcal{X})^\circ \). A point \( x \in \mathcal{X} \) is apocalyptic if and only if there exists a sequence \( (x_k)_{k \geq 1} \subseteq \mathcal{X} \) converging to \( x \) such that \( (\limsup_k T_{x_k} \mathcal{X})^\circ \nsubseteq (T_x \mathcal{X})^\circ \), or equivalently, \( T_x \mathcal{X} \nsubseteq \overline{\text{conv}}(\limsup_k T_{x_k} \mathcal{X}) \).

See Appendix B for the proof. Theorem 2.13 shows that apocalypses arise when tangent cones along a convergent sequence ‘miss’ directions that only become visible in the limit. It is instructive to revisit the Proof of Proposition 2.10 from this perspective.

How pervasive are apocalypses? We proceed to show that they do not occur on Clarke regular sets. Recall that \( \mathcal{X} \subseteq \mathcal{E} \) is locally closed in \( \mathcal{E} \) at \( x \) if there exists a closed neighborhood \( V \) of \( x \) such that \( \mathcal{X} \cap V \) is closed in \( \mathcal{E} \) [40, p28].

**Definition 2.14** ([40, Cor. 6.29(g)]) A locally closed set \( \mathcal{X} \) is Clarke regular at \( x \in \mathcal{X} \) if \( T_x \mathcal{X} \subseteq \liminf_k T_{x_k} \mathcal{X} \) for all sequences \( (x_k)_{k \geq 1} \) in \( \mathcal{X} \) converging to \( x \).

Clarke regularity implies several other notions of regularity used in the literature [22]. In particular, convex sets and smooth embedded submanifolds are Clarke regular [40, Ex. 6.8, Thm. 6.9]. Sets of the form \( \mathcal{X} = \{ x : h(x) \in Y \} \) satisfying a certain constraint qualification are Clarke regular at \( x \) if \( Y \) is Clarke regular at \( h(x) \) [40, Thm. 6.31]. We also show below that manifolds with boundaries are Clarke regular.

**Corollary 2.15** We have the following implications:

\( \mathcal{X} \) is Clarke regular at \( x \in \mathcal{X} \)

\[ \implies T_x \mathcal{X} \subseteq \limsup_k T_{x_k} \mathcal{X} \text{ for all sequences } (x_k)_{k \geq 1} \text{ converging to } x \]

\[ \implies T_x \mathcal{X} \subseteq \overline{\text{conv}} \left( \limsup_k T_{x_k} \mathcal{X} \right) \text{ for all sequences } (x_k)_{k \geq 1} \text{ converging to } x \]

\[ \iff x \text{ is not apocalyptic.} \]

**Proof** Clarke regularity is equivalent to \( T_x \mathcal{X} \subseteq \liminf_k T_{x_k} \mathcal{X} \) for all sequences \( (x_k)_{k \geq 1} \) converging to \( x \), and because \( \liminf_k T_{x_k} \mathcal{X} \subseteq \limsup_k T_{x_k} \mathcal{X} \) we get the first implication. The second implication is trivial, and the last one is Theorem 2.13. \[\square\]
We conjecture that none of the implications in Corollary 2.15 can be reversed. If \( X \) is locally diffeomorphic to a Clarke regular set, then it is Clarke regular. That is because Clarke regularity only depends on the tangent cones to \( X \), whose relevant properties are preserved under local diffeomorphisms. We provide the details in [32, App. F]. In particular,

**Corollary 2.16** A smooth embedded submanifold of \( \mathcal{E} \) with a boundary [30, p120] is Clarke regular, hence has no apocalypses.

**Proof** Every point in a manifold with boundary has a neighborhood diffeomorphic to either a half-space or an entire Euclidean space. Both are convex and in particular, Clarke regular. \( \square \)

A similar argument gives the following characterization of serendipities:

**Theorem 2.17** A point \( x \in \mathcal{X} \) is serendipitous if and only if there exists a sequence \( (x_k)_{k \geq 1} \subseteq \mathcal{X} \) converging to \( x \) such that \( \limsup_k T_{x_k} \mathcal{X} \nsubseteq \text{conv}(T_x \mathcal{X}) \), or equivalently, \( \limsup_k T_{x_k} \mathcal{X} \notin T_{\lim x_k} \mathcal{X} \) for any convergent sequence \( (x_k)_{k \geq 1} \subseteq \mathcal{X} \).

This sufficient condition is equivalent to requiring the set-valued map \( x \mapsto T_x \mathcal{X} \) to be outer semicontinuous in the sense of [40, Def. 5.4]. Comparing the characterization of apocalypses in Theorem 2.13 to that of serendipities in Theorem 2.17, we see that the two are indeed complementary notions.

### 3 Optimization through a smooth lift

In order to minimize a function \( f : \mathcal{X} \to \mathbb{R} \) on a possibly complicated subset \( \mathcal{X} \) of a linear space \( \mathcal{E} \) as in (P), we resort to a smooth map \( \varphi : \mathcal{M} \to \mathcal{E} \) defined on a smooth manifold \( \mathcal{M} \) and such that \( \varphi(\mathcal{M}) = \mathcal{X} \) (in words: \( \varphi \) is a parameterization of \( \mathcal{X} \)). Then, minimizing \( f \) on \( \mathcal{X} \) is equivalent to minimizing \( g = f \circ \varphi \) on \( \mathcal{M} \), as expressed in problem (Q). If \( f \) is smooth, then \( g \) is smooth by composition. For our main problem (R), \( \mathcal{E} = \mathbb{R}^{m \times n}, \mathcal{X} = \mathbb{R}_{\leq r}^{m \times n} \) and we have listed three possible smooth lifts in the introduction, see Eq. (1.1).

To find a stationary point of \( f \) on \( \mathcal{X} \) (Definition 2.3), we seek a point \( y \) on \( \mathcal{M} \) such that \( \varphi(y) \) is stationary for \( f \). Crucially, it is not sufficient to find a first-order stationary\(^3\) point of \( g \).\(^4\) However, for the three lifts in (1.1) it turns out that second-order stationary points of \( g \) on \( \mathcal{M} \) do always map to stationary points of \( f \)—see [20] or Theorem 3.16 below for the \((L, R)\) lift, and [31, §2.3] for the other lifts in (1.1).

**Definition 3.1** A point \( y \in \mathcal{M} \) is second-order stationary (or “2-critical” for short) for \( g \) if, for all smooth curves \( c : \mathbb{R} \to \mathcal{M} \) passing through \( y \) at \( t = 0 \), it holds that \( (g \circ c)'(0) = 0 \) and \( (g \circ c)''(0) \geq 0 \).

---

\(^3\) A point \( y \in \mathcal{M} \) is first-order stationary for \( g \) if for all smooth curves \( c : \mathbb{R} \to \mathcal{M} \) passing through \( y \) at \( t = 0 \), it holds that \( (g \circ c)'(0) = 0 \). If \( \mathcal{M} \) is embedded in a linear space, this is equivalent to Definition 2.3 by [30, Prob. 3-8].

\(^4\) For example, it is easy to check that \((0, 0)\) is always stationary for \( g \) with the \((L, R) \mapsto LR^\top \) lift, even though \( X = LR^\top = 0 \) need not be stationary for all \( f \).
When $\mathcal{M}$ is endowed with a Riemannian metric, 2-criticality is equivalent to
\[ \nabla g(y) = 0 \quad \text{and} \quad \nabla^2 g(y) \succeq 0, \quad (3.1) \]
where $\nabla g$ and $\nabla^2 g$ respectively denote the Riemannian gradient and Hessian of $g$. When $\mathcal{M}$ is a Euclidean space this recovers the standard second-order necessary optimality conditions for unconstrained optimization. See [2, 8] for further background on Riemannian optimization.

Motivated by the above, we turn our attention to the literature on optimization algorithms with deterministic second-order stationarity guarantees. The two main algorithms for this task are trust-region methods (TR) and adaptive cubic regularization methods (ARC). ARC does not explicitly limit the step sizes it considers, which makes it more delicate to ensure all assessed points remain in a compact set and hence have an accumulation point. For this reason, we favor TR methods.

Common variants of TR find approximate 2-critical points (see Definition 3.15 below) in finite time with a preset tolerance on which the algorithm depends [9, 10]. This is insufficient for our purpose. We seek an algorithm that, if allowed to run for infinitely-many iterations, produces an infinite sequence accumulating at an actual 2-critical point. To our advantage, Curtis et al. [12] propose a trust-region method for optimization in Euclidean space which does precisely that. Below, we generalize their algorithm and its analysis to optimization on Riemannian manifolds. This is done without friction following [1, 9].

Since the algorithm will be terminated after finitely-many steps in practice, we also want to show that approximate 2-critical points for $g$ on $\mathcal{M}$ map to approximate stationary points for $f$ on $\mathcal{X}$. As we know from our study of apocalypses, bounding the standard measure of approximate stationarity on $\mathcal{X}$ in Definition 2.6 may not be informative. We therefore give a more refined bound in Sect. 3.4.

Of the three lifts listed in (1.1), it might seem that $\varphi(L, R) = LR^\top$ defined on the Euclidean space $\mathcal{M} = \mathbb{R}^{m\times r} \times \mathbb{R}^{n \times r}$ is the simplest one, as it does not even require the notion of smooth manifold—perhaps in part for that reason, it is also the most commonly used. However, its simplicity hides other difficulties. Specifically, the aforementioned algorithms require $g$ to have properties such as Lipschitz continuous derivatives or compact sublevel sets. Yet, even if $f$ has those properties, $g$ generally does not. For example, if $f$ is quadratic then $g(L, R) = f(LR^\top)$ is quartic: this precludes Lipschitz continuity of the gradient (see Dragomir et al. [16] for an interesting take on this issue). Moreover, the sublevel sets of $g$ are never bounded because the fibers of the lift $\varphi$—that is, the sets of the form $\varphi^{-1}(X)$ for $X \in \mathbb{R}^{m \times n}_{\leq r}$—are unbounded and $g = f \circ \varphi$ is necessarily constant over those fibers. In contrast, the other two lifts have compact fibers.

Still, because the $(L, R) \mapsto LR^\top$ lift is so common in practice, it is worthwhile to build theory that allows for its use. To this end, we further generalize Curtis et al.’s algorithm in the following way: We allow iterates to be modified by a hook\(^5\)

\[^5\] We borrow the term hook from computer programming, where it designates the opportunity to inject code into existing code via a function handle; see https://en.wikipedia.org/wiki/Hooking.
Algorithm 1 Trust-region method from [12] extended to manifolds and a hook $\Phi$

1: **Parameters:** $\gamma_c, \eta \in (0, 1), 0 < \gamma \leq \gamma' < \infty$.
2: **Input:** $y_0 \in \mathcal{M}$, $\gamma_0 \in [\gamma', \gamma]$.
3: Redefine the initial point: $y_0 \leftarrow \Phi(y_0)$.
4: for $k$ in $0, 1, 2, \ldots$ do
5: if $\lambda_k < 0$ and $\|\nabla g(y_k)\|^2 < |(\lambda_k)_-|^3$ then
6: $\delta_k = \gamma_k |(\lambda_k)_-|$.
7: else
8: $\delta_k = \gamma_k \|\nabla g(y_k)\|$.
9: end if
10: Let $s_k \in T_{y_k} \mathcal{M}$ satisfy $\|s_k\| \leq \delta_k$ and $m_k(s_k) \leq m_k(s_k^0)$, e.g., as in (3.7).
11: Compute $\rho_k$ as follows (if the denominator is zero, set $\rho_k = 1$ instead):
12: $\rho_k = \frac{g(y_k) - g(R_{y_k}(s_k))}{m_k(0) - m_k(s_k)}$. (3.2)
13: if $\rho_k \geq \eta$ then
14: Set $y_{k+1} = \Phi(R_{y_k}(s_k))$ and choose any $\gamma_{k+1} \in [\gamma', \gamma']$.
15: else
16: Set $y_{k+1} = y_k$ and $\gamma_{k+1} = \gamma_c \gamma_k$.
17: end if
18: end for

$\Phi: \mathcal{M} \rightarrow \mathcal{M}$, provided this does not increase the value of the cost function. The resulting method is listed as Algorithm 1.

The hook allows us to rebalance iterates $(L_k, R_k)$ without interfering with convergence (the cost function acts as a Lyapunov function, and that is not affected by hooking). Rebalancing $(L, R)$ factors is a standard technique to prevent the iterates from drifting off to infinity along fibers of the lift, effectively resolving the issues caused by their unboundedness.6 Then, assuming $f$ has bounded sublevel sets we can ensure that iterates on $\mathcal{M}$ remain in a compact region. Compactness suffices to ensure some Lipschitz continuity. In turn, this leads to the global convergence guarantees we need.

3.1 A hooked Riemannian trust-region method

Algorithm 1 is essentially the non-standard trust-region method developed by Curtis et al. [12], further modified so that it can operate on Riemannian manifolds and such that it allows a hook $\Phi: \mathcal{M} \rightarrow \mathcal{M}$ in Step 13 (and at initialization) to modify the sequence of iterates. Setting $\Phi(y) = y$ removes the effect of hooking, but then our guarantees may not apply—see Proposition 3.9 below. At least, we require the following from $\Phi$:

**Assumption 3.2** The hook $\Phi: \mathcal{M} \rightarrow \mathcal{M}$ satisfies $g(\Phi(y)) \leq g(y)$ for all $y \in \mathcal{M}$.

This section studies the behavior of Algorithm 1 applied to the general problem $\min_{y \in \mathcal{M}} g(y)$ assuming $g$ is twice continuously differentiable. We review the essential steps of the analysis in [12], with the necessary comments and (light) modifications

---

6 See also [34] for a discussion of situations where factors automatically remain balanced.
necessary to accommodate the proposed extensions. Remarkably, the original proofs apply mostly as is: we do not repeat them.

Given an initial point $y_0 \in \mathcal{M}$, Algorithm 1 generates a sequence $(y_k)_{k \geq 0}$ on $\mathcal{M}$. To do so, it uses a retraction $R$, that is, a smooth map from the tangent bundle of $\mathcal{M}$ to $\mathcal{M}$ with the property that $c(t) = R_y(tu)$ is a smooth curve on $\mathcal{M}$ satisfying $c(0) = y$ and $c'(0) = u$ [2, §4.1]. For $\mathcal{M}$ a linear space, it is convenient to use $R_y(u) = y + u$.

We endow $\mathcal{M}$ with a Riemannian metric, so that each tangent space $T_y\mathcal{M}$ is endowed with an inner product $\langle \cdot, \cdot \rangle_y$ together with an associated norm $\| \cdot \|_y$. We typically omit subscripts when referring to these objects, thus writing simply $\langle \cdot, \cdot \rangle$ and $\| \cdot \|$. Context distinguishes them from their counterparts on the Euclidean space $E$.

We let $\nabla g$ and $\nabla^2 g$ denote the Riemannian gradient and Hessian of $g$, respectively. At iterate $y_k \in \mathcal{M}$, we consider the pullback $\hat{g}_k = g \circ R_{y_k} : T_{y_k}\mathcal{M} \to \mathbb{R}$. This is a function on a Euclidean space. We approximate it with a second-order Taylor expansion, yielding a quadratic model $m_k : T_{y_k}\mathcal{M} \to \mathbb{R}$:

$$m_k(s) = g(y_k) + \langle s, \nabla \hat{g}_k(0) \rangle + \frac{1}{2} \langle s, \nabla^2 \hat{g}_k(0)[s] \rangle. \quad (3.3)$$

It is helpful to note that $\nabla \hat{g}_k(0) = \nabla g(y_k)$ and, if the retraction is second order [2, Prop. 5.5.5], also $\nabla^2 \hat{g}_k(0) = \nabla^2 g(y_k)$. Moreover, we write

$$\lambda_k = \lambda_{\min}(\nabla^2 \hat{g}_k(0)) \quad \text{and} \quad (\lambda_k)_- = \min(\lambda_k, 0) \quad (3.4)$$

to denote the left-most eigenvalue of $\nabla^2 \hat{g}_k(0)$ and its negative part.

The iterations of Algorithm 1 are of two types:

$$\mathcal{K}_1 = \{ k \in \mathbb{N} : \delta_k \text{ is set by Step 8} \}, \quad \mathcal{K}_2 = \{ k \in \mathbb{N} : \delta_k \text{ is set by Step 6} \}. \quad (3.5)$$

Depending on the type of iteration of $k$, we define a different Cauchy step $s^c_k$. Specifically, let $e_k \in T_{y_k}\mathcal{M}$ denote a unit-norm eigenvector of $\nabla^2 \hat{g}_k(0)$ associated to its least eigenvalue $\lambda_k$, with sign chosen so that $\langle e_k, \nabla g(y_k) \rangle \leq 0$. Then, with

$$u_k = \begin{cases} -\nabla g(y_k) & \text{if } k \in \mathcal{K}_1, \\ e_k & \text{if } k \in \mathcal{K}_2, \end{cases} \quad (3.6)$$

we let the Cauchy step be defined by

$$s^c_k = t_k u_k \quad \text{where} \quad t_k \in \operatorname{argmin}_{t \geq 0} m_k(tu_k) \text{ subject to } \|tu_k\| \leq \delta_k. \quad (3.7)$$

This completes the notation required to interpret Algorithm 1. Our analysis follows in the steps of Curtis et al. [12], incorporating elements of the papers [3, 9] to handle the Riemannian extension. Details are in Appendix C.

We make a regularity assumption on the composition of $g$ with the retraction—see also Corollary C.9 in the appendix which gives a sufficient condition for these assumptions. In the Euclidean case, the required properties hold if we assume Lipschitz
continuity of the gradient and Hessian. This extends to the Riemannian case [8, §10.4, §10.7].

**Assumption 3.3** There exist $L_1, L_2 \geq 0$ such that, for all $(y_k, s_k)$ generated by Algorithm 1, with $\hat{g}_k = g \circ R_{y_k}$, we have $\|\nabla^2 \hat{g}_k(0)\| \leq L_1$ (in operator norm) and

$$\left| g(R_{y_k}(s_k)) - g(y_k) - \langle s_k, \nabla g(y_k) \rangle \right| \leq \frac{L_2}{2} \|s_k\|^2, \quad (3.8)$$

$$\left| g(R_{y_k}(s_k)) - g(y_k) - \langle s_k, \nabla g(y_k) \rangle - \frac{1}{2} \left( s_k, \nabla^2 \hat{g}_k(0)[s_k] \right) \right| \leq \frac{L_2}{6} \|s_k\|^3. \quad (3.9)$$

The main result of this subsection follows.

**Theorem 3.4** Given a sequence $(y_k)_{k \geq 0}$ generated by Algorithm 1, let

$$K(\epsilon_1, \epsilon_2) = |\{ k : \| \nabla g(y_k) \| > \epsilon_1 \text{ or } |(\lambda_k)_-| > \epsilon_2 \}|. \quad (3.10)$$

Under Assumptions 3.2 and 3.3, and further assuming there exists $g_{\text{min}} \in \mathbb{R}$ such that $g(y_k) \geq g_{\text{min}}$ for all $k$, we have for all $\epsilon_1, \epsilon_2 > 0$:

$$K(\epsilon_1, \epsilon_2) \leq \log_{\gamma_{\text{min}}} \left( \frac{\gamma_{\text{min}}}{\gamma} \right) + 1 \left( \frac{g(y_0) - g_{\text{min}}}{\kappa_{\text{min}}} \max \left( \frac{1}{\epsilon_1^2}, \frac{1}{\epsilon_2^2} \right) \right)^{1/2}, \quad (3.11)$$

where we use the constants $\gamma_{\text{min}}$ and $\kappa_{\text{min}}$ defined (with $L_1, L_2$ as in Assumption 3.3):

$$\gamma_{\text{min}} = \min \left( \gamma_c, \frac{\gamma_c (1 - \eta)}{1 + L_1}, \frac{3 \gamma_c (1 - \eta)}{2L_1} \right) \in (0, 1), \quad (3.12)$$

$$\kappa_{\text{min}} = \frac{1}{2} \eta \gamma_{\text{min}}^2. \quad (3.13)$$

All accumulation points of $(y_k)_{k \geq 0}$ (if any) are 2-critical points of $\min_{y \in \mathcal{M}} g(y)$.

### 3.2 Rebalancing maps as hooks

The previous section provides an algorithm to find 2-critical points of $(Q)$ under Assumptions 3.2 and 3.3. It remains to show that those assumptions can be met under reasonable conditions on $(P)$. Standard arguments show that Assumption 3.3 holds if $g$ is three times continuously differentiable and the iterates remain in a compact set, see Corollary C.9 in Appendix C.1. In this section, we identify a class of hooks $\Phi$ that guarantee the latter condition while satisfying Assumption 3.2. We begin by identifying a set containing all the iterates of Algorithm 1.

**Theorem 3.5** If $g$ is three times continuously differentiable and the hook satisfies $\varphi \circ \Phi = \varphi$, then the sequence $(y_k)_{k \geq 0}$ generated by Algorithm 1 remains in the set

$$\mathcal{L} = \Phi(\{ y \in \mathcal{M} : g(y) \leq g(y_0) \}) = \Phi \left( \varphi^{-1}(\{ x \in \mathcal{X} : f(x) \leq f(x_0) \}) \right), \quad (3.14)$$
where $x_0 = \varphi(y_0)$. If $\mathcal{L}$ is contained in a compact set, then $(y_k)$ admits at least one accumulation point, and any such point is 2-critical for (Q).

**Proof** Assumption 3.2 holds because $g \circ \Phi = f \circ (\varphi \circ \Phi) = f \circ \varphi = g$. By design, $y_0$ is in $\mathcal{L}$. Algorithm 1 guarantees that $y_{k+1}$ is either equal to $y_k$ or set to $\Phi(y)$ for some $y$ which satisfies $g(y) \leq g(y_k)$. By induction, it follows that $(y_k)$ is included in $\Phi(\{y \in \mathcal{M} : g(y) \leq g(y_0)\})$, which is the definition of $\mathcal{L}$.

Now assume $\mathcal{L}$ is contained in a compact set. Assumption 3.3 then holds by Corollary C.9. It follows that $g(y)$ is lower-bounded by some finite $g_{\text{min}}$ for all $y \in \mathcal{L}$, therefore also for all $y \in (y_k)$. By Bolzano–Weierstrass, $(y_k)$ has an accumulation point. Apply Theorem 3.4 to verify that all accumulation points of $(y_k)$ are 2-critical for (Q).

Motivated by Theorem 3.5, we introduce a helpful class of hooks we call rebalancing maps. Note that we do not require $\Phi$ to be continuous, nor do we require $\Phi^2 = \Phi$.

In words, the conditions below require that (a) rebalancing a point on $\mathcal{M}$ does not change its projection through $\varphi$, and (b) rebalanced points cannot drift off to infinity along fibers of $\varphi$.

**Definition 3.6** The map $\Phi : \mathcal{M} \to \mathcal{M}$ is a rebalancing map with respect to a lift $\varphi : \mathcal{M} \to \mathcal{E}$ of $\mathcal{X} = \varphi(\mathcal{M})$ if

(a) $\varphi \circ \Phi = \varphi$, and
(b) $\Phi(\varphi^{-1}(B))$ is bounded for all bounded $B \subseteq \mathcal{X}$.

(Boundedness on $\mathcal{M}$ and $\mathcal{E}$ is assessed with respect to Riemannian and Euclidean distances, respectively.)

**Lemma 3.7** Assume $\mathcal{M}$ is complete, $\Phi$ is a rebalancing map with respect to $\varphi$ and $\{x \in \mathcal{X} : f(x) \leq f(x_0)\}$ is bounded. Then the closure of $\mathcal{L}$ (3.14) is compact.

**Proof** The set $\mathcal{L}$ is bounded since $B = \{x \in \mathcal{X} : f(x) \leq f(x_0)\}$ is bounded, $\mathcal{L} = \Phi(\varphi^{-1}(B))$ and $\Phi$ is a rebalancing map. It follows that the closure of $\mathcal{L}$ is a compact set (since $\mathcal{M}$ is complete) which contains $\mathcal{L}$.

The above yields the main result of this subsection as a corollary.

**Corollary 3.8** Assume $\mathcal{M}$ is complete, $\Phi$ is a rebalancing map with respect to $\varphi$, the sublevel set $\{x \in \mathcal{X} : f(x) \leq f(x_0)\}$ is bounded and $f$ is three times continuously differentiable. Then sequences produced by Algorithm 1 with $y_0 \in \varphi^{-1}(x_0)$ admit at least one accumulation point, and any such point is 2-critical for (Q).

Sometimes, we do not need rebalancing and can set $\Phi(y) = y$. This is the case exactly if $\varphi$ is proper, that is, if pre-images of compact sets are compact. For example, this holds when $\mathcal{M}$ itself is compact. The following lemma captures that observation. Intuitively, properness helps because if $f$ has compact sublevel sets then so does $g$.

**Proposition 3.9** Assume $\mathcal{M}$ is complete. The identity map $\Phi(y) = y$ is a rebalancing map for $\varphi : \mathcal{M} \to \mathcal{E}$ if and only if $\varphi$ is proper.
Proof Clearly, \( \varphi \circ \Phi = \varphi \). Assume \( \Phi \) is a rebalancing map. Let \( K \) be an arbitrary compact set in \( \mathcal{X} \). In particular, \( K \) is closed and bounded. It follows that \( \varphi^{-1}(K) \) is closed (by continuity of \( \varphi \)) and bounded (because \( \Phi \) is a rebalancing map). Since \( M \) is complete, we have that \( \varphi^{-1}(K) \) is compact. We conclude that \( \varphi \) is proper. Conversely, assume \( \varphi \) is proper. Let \( B \) be an arbitrary bounded set in \( \mathcal{X} \). There exists a compact set \( K \subseteq \mathcal{X} \) which contains \( B \). Therefore, \( \varphi^{-1}(B) \subseteq \varphi^{-1}(K) \), and \( \varphi^{-1}(K) \) is compact since \( \varphi \) is proper. It follows that \( \varphi^{-1}(B) = \Phi(\varphi^{-1}(B)) \) is bounded. We conclude that \( \Phi \) is a rebalancing map.

We close this subsection with a philosophical point. Algorithm 1 generates a sequence \( (y_k) \) on the manifold \( M \) and a sequence of scalars \( (\gamma_k) \) which control the trust-region radius. Formally, the algorithm (together with a memory-less subproblem solver) implements a map

\[
G : M \times \mathbb{R} \rightarrow M \times \mathbb{R}
\]

such that \( (y_{k+1}, \gamma_{k+1}) = G(y_k, \gamma_k) \). Through the lift \( \varphi \), the sequence \( (y_k) \) on \( M \) defines a sequence \( (x_k) \) on \( \mathcal{X} \) via \( x_k = \varphi(y_k) \). One may ask: is there an algorithm operating on \( \mathcal{X} \) directly which generates \( (x_k) \)? More formally: is there a map

\[
F : \mathcal{X} \times \mathbb{R} \rightarrow \mathcal{X} \times \mathbb{R}
\]

such that \( (x_{k+1}, \gamma_{k+1}) = F(x_k, \gamma_k) \)? The answer is yes if the rebalancing map \( \Phi \) maps fibers to singletons, that is, if \( \Phi(\varphi^{-1}(x)) \) is a single point \( y \) of \( M \) such that \( \varphi(y) = x \). Indeed, we then have

\[
F(x, \gamma) = (\varphi(\tilde{y}), \tilde{\gamma}) \quad \text{with} \quad (\tilde{y}, \tilde{\gamma}) = G(\Phi(\varphi^{-1}(x)), \gamma).
\]

Because of this interesting property, we give a name to rebalancing maps which are constant on fibers.

Definition 3.10 A sectional rebalancing map for \( \varphi : M \rightarrow E \) is a rebalancing map \( \Phi \) with the additional property that \( \Phi(\varphi^{-1}(x)) \) is a singleton for all \( x \in \mathcal{X} \).

In the next section, the rebalancing map we propose for the \( LR^\top \) lift is sectional. One could then ask: what kind of algorithm on \( \mathcal{X} \) does the map \( F \) encode? A closer look suggests that it is a type of second-order algorithm on the nonsmooth set \( \mathcal{X} \) which considers the Hessian of \( f \) only along specific subspaces of the tangent cones. Our algorithm uses this additional information to escape apocalypses.

3.3 Examples of rebalancing maps, and Proof of Theorem 1.1

We construct rebalancing maps for all three lifts in (1.1), where \( \mathcal{X} = \mathbb{R}^{m \times n}_{\leq r} \) is a subset of \( E = \mathbb{R}^{m \times n} \) with its usual inner product \( \langle U, V \rangle = \text{Tr}(U^\top V) \). We can then use Corollary 3.8 to prove Theorem 1.1 from Sect. 1.
Example 3.11 Consider $\mathcal{M} = \mathbb{R}^{m \times r} \times \mathbb{R}^{n \times r}$ with its usual Euclidean structure and $\varphi(L, R) = LR^T$. Note that $\mathcal{M}$ is complete. Further let $\Phi(L, R) = (U \Sigma^{1/2}, V \Sigma^{1/2})$ where $U \Sigma V^T$ is an SVD of $\varphi(L, R)$ with $\Sigma$ of size $r \times r$ (if it is not unique, pick one deterministically.) This is a sectional rebalancing map for $\varphi$. Indeed, $\varphi \circ \Phi = \varphi$ by design; $\Phi$ maps fibers of $\varphi$ to singletons; and the boundedness property is ensured by

$$
\|\Phi(L, R)\|_2^2 = \|U \Sigma^{1/2}\|^2 + \|V \Sigma^{1/2}\|^2 = 2 \text{Tr}((\Sigma)^2) = 2 \|\varphi(L, R)\|_2^2
$$

where $\| \cdot \|_2$ denotes the nuclear norm on $\mathbb{R}^{m \times n}$.

Using the rebalancing map in Example 3.11 has an additional advantage. In general, a local minimum $(L, R)$ of $g$ on $\mathcal{M}$ may map to a saddle point $\varphi(L, R)$ of $f$ on $\mathbb{R}^{m \times n}_{\leq r}$. Fortunately, with the stated rebalancing map we are guaranteed that if Algorithm 1 converges to a local minimum $(L, R)$ of $g$ then $\varphi(L, R)$ is a local minimum of $f$. This follows from [31, Lem. 2.33, Prop. 2.34]: if $L^+L = R^+R$—which is enforced by the above rebalancing map at every iteration and is closed under limits—then $(L, R)$ is a local minimum of $g$ on $\mathcal{M}$ if and only if $\varphi(L, R)$ is a local minimum for $f$ on $\mathbb{R}^{m \times n}_{\leq r}$.

For the other two examples of lifts of $\mathbb{R}^{m \times n}_{\leq r}$ from (1.1), we show that the lift is proper, and therefore no rebalancing is needed by Proposition 3.9. To this end, it is helpful to recall the following facts. We say a sequence $(x_k)$ in a topological space escapes to infinity if for each compact $K$ there exists $\tilde{k}$ such that $x_k \notin K$ for all $k \geq \tilde{k}$. The spaces $\mathcal{M}$ and $\mathcal{X}$ are metric spaces ($\mathcal{M}$ with its Riemannian distance, $\mathcal{X}$ as a subset of $\mathcal{E}$) and $\varphi$ is continuous. Therefore, it holds that $\varphi$ is proper if and only if, whenever $(y_k)$ escapes to infinity in $\mathcal{M}$, the corresponding sequence $(x_k)$ with $x_k = \varphi(y_k)$ escapes to infinity in $\mathcal{X}$.

Example 3.12 Consider $\mathcal{M} = \text{St}(m, r) \times \mathbb{R}^{n \times r}$ endowed with the Riemannian product structure, where $\text{St}(m, r) = \{U \in \mathbb{R}^{m \times r} : U^TU = I_r\}$ has the usual Riemannian submanifold structure in $\mathbb{R}^{m \times r}$. Then, $\mathcal{M}$ is complete because it is a product of complete manifolds. Let $\varphi(U, W) = UW^T$, which is clearly continuous. The identity $\Phi(U, W) = (U, W)$ is a rebalancing map for $\varphi$ by Proposition 3.9. Indeed, to see that $\varphi$ is proper, suppose a sequence $((U_k, W_k))_{k \geq 0}$ on $\mathcal{M}$ escapes to infinity. Since $U_k$ lives on a compact set (the Stiefel manifold), $(U_k, W_k)$ escapes to infinity exactly when $(W_k)$ escapes to infinity in $\mathbb{R}^{m \times r}$. Since $\|X_k\| = \|U_kW_k^T\| = \|W_k\|$, this happens exactly when $(X_k)$ escapes to infinity.

We could also consider the Riemannian quotient manifold $\mathcal{M}/O(r)$ through the action $((U, W), Q) \mapsto (UQ, WQ)$ of the orthogonal group $O(r)$ [8, §9.7]. The quotient is complete because $\mathcal{M}$ is complete; $\varphi$ is well defined on the quotient; and $\Phi = \text{id}$ is still a rebalancing map because distances only decrease when passing to the quotient.

Example 3.13 Let $\text{Gr}(n, n - r)$ denote the manifold of subspaces of dimension $n - r$ in $\mathbb{R}^n$, with its usual Riemannian structure [6]. Consider $\mathcal{M} = \{(X, K) \in \mathbb{R}^{m \times n} \times \text{Gr}(n, n - r) : K \subseteq \ker(X)\}$ endowed with the Riemannian submanifold structure in $\mathbb{R}^{m \times n} \times \text{Gr}(n, n - r)$, which itself has the usual product structure. Then,
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\( \mathcal{M} \) is complete because it is closed in, and a Riemannian submanifold of, a complete manifold. Let \( \varphi(X, K) = X \). The identity \( \Phi(X, K) = (X, K) \) is a rebalancing map for \( \varphi \) by Proposition 3.9. Indeed, \( \varphi \) is proper since it is continuous and any sequence \( ((X_k, K_k))_{k \geq 0} \) on \( \mathcal{M} \) which escapes to infinity has the property that the corresponding sequence \( (X_k)_{k \geq 0} \) (where \( X_k = \varphi(X_k, K_k) \)) escapes to infinity. That is because \( K_k \) is an element of the Grassmann manifold which is compact.

Using any of the above rebalancing maps, we can now prove Theorem 1.1 from Sect. 1.

**Proof of Theorem 1.1** Apply Algorithm 1 to problem (Q) with any of the three lifts in (1.1), using the corresponding rebalancing map \( \Phi \) from the above examples. By Corollary 3.8 and the continuity of \( \varphi \), the sequence \( (Y_k)_{k \geq 1} \in \mathcal{M} \) generated by Algorithm 1 has at least one accumulation point \( Y^* \), and any such point is 2-critical for (Q).

By [20, Thm. 1] and [31, §2.3], the image of a 2-critical point \( X^* = \varphi(Y^*) \in \mathbb{R}^{m \times n} \leq r \) is stationary for (P). By continuity of \( \varphi \), the matrix \( X^* \) is an accumulation point of the sequence \( X_k = \varphi(Y_k) \), which satisfies the conclusion of Theorem 1.1. \( \square \)

We close this subsection with a consideration of low-rank tensors.

**Example 3.14** A natural family of lifts and sectional rebalancing maps are afforded by tensor networks with underlying tree structure [21, Ch. 11–12]. Here \( \varphi \) is a certain multilinear map specified by a graph, the domain of \( \varphi \) is a Cartesian product of tensor products of Euclidean spaces (one tensor product per node in the graph), and the codomain is a (generally) larger tensor product of Euclidean spaces. In the case that the underlying graph is a tree, the image of \( \varphi \) is a closed subset in the Euclidean topology, a real algebraic variety but typically with singularities. A sectional rebalancing map is then given by the sequential matrix singular value decomposition algorithm described in [21, §12.4.1]. In particular, this family of examples contains two well-known low-rank tensor representations with corresponding normalization algorithms: the Tensor Tucker decomposition [13] with the Higher-Order Singular Value Decomposition (HOSVD), and the Tensor Train Decomposition [38] with the Tensor Train Singular Value Decomposition (TT-SVD). We work out the details for these two examples in [32, App. D], and show there that the HOSVD and TT-SVD are indeed sectional rebalancing maps. While Corollary 3.8 applies to these lifts, unfortunately we are not able to prove an analog of Theorem 1.1 here, because not all 2-critical points for the lifted optimization problem map to stationary points on the tensor variety. Thus, provably finding stationary points on bounded Tucker, or Tensor Train, rank varieties remains an open problem.

### 3.4 From approximate 2-criticality to approximate stationarity

We define the usual notion of approximate 2-critical point for \( g : \mathcal{M} \to \mathbb{R} \) by relaxing Definition 3.1 using the Riemannian structure.

**Definition 3.15** A point \( y \in \mathcal{M} \) is \((\epsilon_1, \epsilon_2)\)-approximate 2-critical for \( g : \mathcal{M} \to \mathbb{R} \) with \( \epsilon_1, \epsilon_2 \geq 0 \) if

\[
\| \nabla g(y) \| \leq \epsilon_1 \quad \text{and} \quad \lambda_{\min}(\nabla^2 g(y)) \geq -\epsilon_2.
\]
Theorem 3.4 bounds the number of iterations Algorithm 1 may need to compute an $(\epsilon_1, \epsilon_2)$-approximate 2-critical point on the manifold. It also shows that any accumulation point of the sequence generated by the algorithm is an exact 2-critical point, or equivalently, a $(0,0)$-approximate 2-critical point. We know those map to stationary points on $\mathbb{R}^{m \times n}_{\leq r}$ for the lifts in (1.1). It is natural to ask whether approximate 2-critical points map to approximate stationary points.

We provide guarantees for the $(L, R)$ lift. (Analogous arguments for the other two lifts in (1.1) give similar results.) Merely bounding $\|\text{Proj}_{X: \mathbb{R}^{m \times n}_{\leq r}}(-\nabla f(X))\|$, the stationarity measure in Definition 2.6, may not be informative if $\sigma_r(X)$ is small since all lesser rank matrices are apocalyptic. There may not be any stationary point nearby even if that measure is small. To resolve this, we also bound the entire Euclidean gradient norm $\|\nabla f(X)\|$.

Theorem 3.16 below generalizes a result by Ha, Liu and Barber [20] to $\epsilon_1, \epsilon_2$ nonzero. The rebalancing map $\Phi$ we use for the $(L, R)$ lift (Example 3.11) produces iterates $(L_k, R_k)$ satisfying $L_k^\top L_k = R_k^\top R_k$. We call such iterates balanced and use this property below. The bounds below are sharp up to constants, which we show with a simple example in [32, App. E].

**Theorem 3.16** Suppose $f : \mathbb{R}^{m \times n} \to \mathbb{R}$ has $L_f$-Lipschitz continuous gradient. Suppose $(L, R)$ is an $(\epsilon_1, \epsilon_2)$-approximate 2-critical point for $g(L, R) = f(LR^\top)$ satisfying $L^\top L = R^\top R$, and let $X = LR^\top$ be the corresponding point in $\mathbb{R}^{m \times n}_{\leq r}$. Then,

$$\|\nabla f(X)\|_{\text{op}} \leq \epsilon_2 + 2L_f \sigma_r(X),$$

(3.15)

where $\|\cdot\|_{\text{op}}$ denotes the largest singular value of a matrix. Moreover,

$$\|\text{Proj}_{X: \mathbb{R}^{m \times n}_{\leq r}}(-\nabla f(X))\| \leq \min \left\{ \sqrt{\frac{2}{\sigma_r(X)}}, \sqrt{\text{rank}(\nabla f(X))}(\epsilon_2 + 2L_f \sigma_r(X)) \right\},$$

(3.16)

where $\epsilon_1/\sqrt{\sigma_r(X)}$ is interpreted as $+\infty$ if $\text{rank}(X) < r$ (even if $\epsilon_1 = 0$).

The Proof of Theorem 3.16 is a straightforward modification of the proof of [20, Thm. 1(a)]. We give the full proof in [32, Thm. 3.16].

We can interpret Theorem 3.16 within the context of apocalypses. Consider a balanced sequence $(L_k, R_k)_{k \geq 1}$ and the corresponding sequence $(X_k)_{k \geq 1}$ with $X_k = L_k R_k^\top$. Suppose that $X_k \to X$ and $(X, (X_k)_{k \geq 1}, f)$ is an apocalypse on $\mathbb{R}^{m \times n}_{\leq r}$ for some $f : \mathbb{R}^{m \times n} \to \mathbb{R}$ with $L_f$-Lipschitz continuous gradient. In particular, $\sigma_r(X_k) \to 0$ while $\|\nabla f(X_k)\| \to \|\nabla f(X)\| \neq 0$. Inequality (3.15) in Theorem 3.16 then provides

$$\max(0, -\lambda_{\min}(\nabla^2 g(L_k, R_k))) \geq \|\nabla f(X_k)\|_{\text{op}} - 2L_f \sigma_r(X_k),$$

(3.17)

whose right-hand side is (strictly) positive for all sufficiently large $k$. This quantifies how second-order information on the lift enables us to escape apocalypses on $\mathbb{R}^{m \times n}_{\leq r}$. 

© Springer
For the apocalypse \((\bar{X}, (X_k)_{k \geq 1}, f)\) constructed in Sect. 2.2, the only balanced factorization for \(\bar{X} = 0\) is \((L, R) = (0, 0)\), and \(\lambda_{\min}(\nabla^2 g(0, 0)) = -1 = -\|\nabla f(\bar{X})\|_{\text{op}}\).

### 4 Conclusions and future work

We defined the notion of apocalypses on nonsmooth constraint sets. We constructed an explicit apocalypse on the variety of bounded rank matrices \(\mathbb{R}_{\leq r}^{m \times n}\) that is followed by the P2GD algorithm of [42]. We characterized apocalypses in terms of limits of tangent cones, from which we concluded that Clarke-regular sets do not have apocalypses. Focusing on the problem of computing stationary points on \(\mathbb{R}_{\leq r}^{m \times n}\), we gave an algorithm running on a lift of \(\mathbb{R}_{\leq r}^{m \times n}\) which uses second-order information about the cost function as well as a rebalancing map. The iterates generated by the algorithm are guaranteed to have a 2-critical accumulation point if the cost function is three times continuously differentiable and has compact sublevel sets on \(\mathbb{R}_{\leq r}^{m \times n}\). If the rebalancing map is sectional (e.g., Examples 3.11 and 3.14), we can view our algorithm as running on the original variety \(\mathbb{R}_{\leq r}^{m \times n}\) rather than on its lift. We also quantified how second-order information allows us to escape apocalypses, by showing that the Hessian of the lifted cost function has a sufficiently negative eigenvalue near preimages of apocalypses.

This work suggests several directions for future investigation:

1. **Stability of apocalypses:** In our example of an apocalypse, the set of initializations from which the P2GD algorithm follows that apocalypse has measure zero. Is this always true?
   A partial such result was shown in [26] for cost functions of the form \(f(X) = \frac{1}{2}\|X - X_0\|^2\) restricted to positive semidefinite matrices of bounded rank.

2. **Effect of apocalypses on algorithms:** Can apocalypses slow down local algorithms in their neighborhood, and if so, can randomization help? This is the case for saddle points [17].

3. **Continuity of measures of approximate stationarity:** The definition of apocalypses depends on our notion of approximate stationarity, and their existence is closely related to the discontinuity of our measure of approximate stationarity, namely the function \(x \mapsto \|\text{Proj}_{T_{\bar{X}}}(-\nabla f (x))\|\). Is it possible to construct tractable and continuous measures of approximate stationarity on nonsmooth sets, perhaps without relying on projections to tangent cones? There can be no apocalypses with respect to such a measure. We emphasize tractability here since the distance to the set of stationary points of \(f\) is an intractable example of a continuous stationarity measure.

4. **First-order algorithms on non-smooth sets:** In this paper we computed stationary points on \(\mathbb{R}_{\leq r}^{m \times n}\) by using second-order information about the cost function on a lift. The ingredients we used to achieve this, namely, Algorithm 1, rebalancing maps, and smooth lifts, extend to optimization problems \((P)\) over more general constraint sets \(\mathcal{X}\), as do apocalypses. It is therefore natural to ask: Is there an algorithm running directly on a more general class of non-smooth sets \(\mathcal{X}\) that only uses
first-order information about the cost function, and which is guaranteed to converge to a stationary point?

In the important special case of $\mathcal{X} = \mathbb{R}^{m \times n}$, this question was answered positively in [37], as discussed in Sect. 1.

5. **Non-Clarke regular sets without apocalypses:** Can the implications in Corollary 2.15 be reversed, or are there non-Clarke regular sets that do not have apocalypses?

6. **Convergence without apocalypses:** For convex optimization, $P^2$GD with appropriate step sizes finds a global optimum (this can be shown by a straightforward modification of the standard analysis for projected gradient descent.) More generally, is it the case that $P^2$GD converges to stationary points on apocalypse-free nonsmooth sets, or are there other obstacles?

**Acknowledgements** Part of this work was conducted while all three authors were affiliated with the mathematics department and PACM at Princeton University.

### A Facts about cones

Let $\mathcal{E}$ be a Euclidean space equipped with an inner product $\langle \cdot, \cdot \rangle$. A cone is a set $K \subseteq \mathcal{E}$ with the following property: $u \in K \implies \alpha u \in K \ \forall \alpha > 0$. The polar cone $K^\circ$ is defined in Definition 2.4. We begin by stating several standard results about convex cones and their polars:

**Lemma A.1** ([14, Prop. 4.5]) Let $K$ be a cone in $\mathcal{E}$. Then, $K^\circ$ is a closed, convex cone in $\mathcal{E}$, and $K^{\circ \circ} = (K^\circ)^\circ$ is a closed, convex cone equal to $\overline{conv}(K)$ (the closure of the convex hull of $K$). In particular, if $K$ is closed and convex, then $K^{\circ \circ} = K$.

Furthermore, the following properties hold:

- Let $K_1, K_2 \subseteq \mathcal{E}$ be cones. If $K_1 \subseteq K_2$, then $K_2^\circ \subseteq K_1^\circ$.
- The polar of a subspace $V \subseteq \mathcal{E}$ is its orthogonal complement: $V^\circ = V^\perp$.
- $K \subseteq K^{\circ \circ}$.

**Lemma A.2** ([5, Prop. 6.27]) Let $K$ be a closed, convex cone in $\mathcal{E}$. Let $v \in \mathcal{E}$ be arbitrary. The projection of $v$ to $K$ exists and is unique. This projection is the unique vector $u \in \mathcal{E}$ satisfying

$$u \in K, \quad v - u \in K^\circ \quad \text{and} \quad \langle u, v - u \rangle = 0.$$ 

**Corollary A.3** ([5, Thm. 6.29]) Let $K$ be a closed, convex cone in $\mathcal{E}$. Given $v \in \mathcal{E}$ arbitrary, let $u = \text{Proj}_K(v)$ and $w = \text{Proj}_{K^\circ}(v)$. Then,

$$v = u + w, \quad \langle u, w \rangle = 0 \quad \text{and} \quad \|v\|^2 = \text{dist}(v, K)^2 + \text{dist}(v, K^\circ)^2.$$ 

In particular, $K + K^\circ = \mathcal{E}$.

**Corollary A.4** If $K$ is a closed, convex cone in $\mathcal{E}$, then for all $v \in \mathcal{E}$ we have:

$$\|\text{Proj}_K(v)\| = \text{dist}(v, K^\circ).$$
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**Proof** By Corollary A.3, \( \| \text{Proj}_K(v) \| = \| v - \text{Proj}_K(v) \| = \text{dist}(v, K^o) \). □

**Remark A.5** If \( K \) is not convex, the last three results can break. See the arXiv version of this paper for counterexamples [32, Rmk. A.5].

Despite that remark, we can secure certain properties in the nonconvex case.

**Proposition A.6** Let \( K \) be a closed cone (not necessarily convex) in \( E \). Let \( v \in E \) be arbitrary and let \( u \) be a projection of \( v \) to \( K \) (note that \( u \) exists but is not necessarily unique). We have

\[
\| u \| = \max \left( 0, \max_{z \in K, \| z \| = 1} \langle v, z \rangle \right) = \sqrt{\langle v, u \rangle}.
\]

In particular:

- all projections of \( v \) to \( K \) have the same norm,
- \( \text{Proj}_K(v) = 0 \iff v \in K^o \),
- \( v \mapsto \| \text{Proj}_K(v) \| \) is 1-Lipschitz.

**Proof** There exists \( z \in K \) with \( \| z \| = 1 \) and \( \alpha \geq 0 \) such that \( u = \alpha z \). By definition of \( u \), it holds that \( z \) and \( \alpha \) jointly minimize

\[
\| v - \alpha z \|^2 = \alpha^2 - 2\alpha \langle v, z \rangle + \| v \|^2.
\]

This is a convex quadratic in \( \alpha \). For any given \( z \), the optimal \( \alpha \geq 0 \) is given by

\[
\alpha = \max(0, \langle v, z \rangle).
\]

Thus, \( z \) is the vector in \( K \) with \( \| z \| = 1 \) which minimizes

\[
\alpha (\alpha - 2 \langle v, z \rangle) = g(\langle v, z \rangle) \quad \text{with} \quad g(t) = \max(0, t) (\max(0, t) - 2t).
\]

The function \( g: \mathbb{R} \to \mathbb{R} \) is decreasing. Therefore, \( z \) is the vector in \( K \) with \( \| z \| = 1 \) which maximizes \( \langle v, z \rangle \). We conclude that

\[
\| u \| = \| \alpha z \| = \alpha = \max \left( 0, \max_{z \in K, \| z \| = 1} \langle v, z \rangle \right).
\]

Furthermore, either \( \| u \| > 0 \) in which case the above shows

\[
\| u \| = \max_{z \in K, \| z \| = 1} \langle v, z \rangle = \left\langle v, \frac{u}{\| u \|} \right\rangle,
\]

hence \( \langle v, u \rangle = \| u \|^2 \), or \( \| u \| = 0 \) in which case \( \langle v, u \rangle = \| u \|^2 = 0 \).

Finally, if \( v, v' \in E \) and \( z \in K \) satisfies \( \| z \| = 1 \), then \( \langle v, z \rangle = \langle v', z \rangle + \langle v - v', z \rangle \). Taking max over such \( z \) gives \( \| \text{Proj}_K(v) \| \leq \| \text{Proj}_K(v') \| + \| v - v' \| \), and reversing the roles of \( v \) and \( v' \) shows that \( v \mapsto \| \text{Proj}_K(v) \| \) is 1-Lipschitz. □
Next, we show that $\text{Proj}_{T_x\mathcal{X}}(-\nabla f(x))$ only depends on the values of $f$ on $\mathcal{X}$, not on its particular extension to $\mathcal{E}$. This desirable property means that algorithms designed to be insensitive to the (somewhat arbitrary) values of $f$ outside of the feasible set $\mathcal{X}$ can use $\text{Proj}_{T_x\mathcal{X}}(-\nabla f(x))$ to construct update rules. This is notably the case for the $\text{P}^2\text{GD}$ algorithm of [42].

**Lemma A.7** Let $K$ be a closed cone (not necessarily convex) in $\mathcal{E}$. Let $v \in \mathcal{E}$ be arbitrary. Split $v = u + w$ with $u$ in the linear span of $K$ and $w$ orthogonal to that linear space. Then, $\text{Proj}_K(v)$ (the set of projections of $v$ to $K$) is identical to $\text{Proj}_K(u)$. In particular, $\|\text{Proj}_K(v)\| = \|\text{Proj}_K(u)\|$ and $\text{dist}(v, K^\circ) = \text{dist}(u, K^\circ)$.

**Proof** Let $z \in K$ be arbitrary. Then, $\|z - v\|^2 = \|(z - u) - w\|^2 = \|z - u\|^2 + \|w\|^2$. Therefore, the set of elements $z \in K$ which minimize $\|z - v\|$ is exactly the same as the set of elements $z \in K$ which minimize $\|z - u\|$, that is, $\text{Proj}_K(v) = \text{Proj}_K(u)$. For the second claim, Lemma A.1 implies that $K^\circ$ is a closed, convex cone satisfying $(K^\circ)^\circ = (K^\circ)^\circ = K^\circ$. Corollary A.4 then implies $\text{dist}(v, K^\circ) = \|\text{Proj}_{K^\circ}(v)\|$, so we can apply the first claim.

Lemma A.7 shows that $\text{Proj}_{T_x\mathcal{X}}(-\nabla f(x))$ only depends on $\text{Proj}_{\text{span}(T_x\mathcal{X})}(-\nabla f(x))$. We proceed to show that the latter projection only depends on $f|\mathcal{X}$.

**Lemma A.8** Let $f : \mathcal{E} \to \mathbb{R}$ be differentiable on a neighborhood of $\mathcal{X} \subseteq \mathcal{E}$. While $\nabla f(x)$ may depend on $f$ through its values outside of $\mathcal{X}$, the orthogonal projection of $\nabla f(x)$ to the linear span of the tangent cone $T_x\mathcal{X}$ is fully determined by $f|\mathcal{X}$.

**Proof** Let $v \in T_x\mathcal{X}$ be arbitrary. By Definition 2.2, there exist sequences $(x_k)$ in $\mathcal{X}$ and $(\tau_k)$ in $\mathbb{R}$ with $\tau_k > 0$ for all $k$ and $\lim_{k \to \infty} \tau_k = 0$ such that $v = \lim_{k \to \infty} \frac{x_k - x}{\tau_k}$. Since $f$ is differentiable at $x$ it follows that for all $k$ we have

$$\frac{f(x_k) - f(x)}{\tau_k} = \frac{Df(x)[x_k - x] + o(\|x_k - x\|)}{\tau_k}.$$

Considering the right-hand side, we see that the limit for $k \to \infty$ exists and is equal to $Df(x)[v]$. Therefore,

$$\langle \nabla f(x), v \rangle = Df(x)[v] = \lim_{k \to \infty} \frac{f(x_k) - f(x)}{\tau_k}.$$

This confirms that the inner product of $\nabla f(x)$ with any element of the tangent cone $T_x\mathcal{X}$ is fully determined by $f|\mathcal{X}$. By linearity, this extends to all $v$ in the linear span of $T_x\mathcal{X}$.

---

**B Proof of Theorem 2.13**

**Lemma B.1** Suppose $(x_k)_{k \geq 1} \subseteq \mathcal{X}$ is a sequence converging to $x \in \mathcal{X}$. Then

$$\left(\limsup_{k \to \infty} T_{x_k}\mathcal{X}\right)^\circ = \{v \in \mathcal{E} : \lim_{k \to \infty} \|\text{Proj}_{T_{x_k}}(v)\| = 0\}. \quad (B.1)$$
**Proof** Suppose $v \in (\limsup T_{x_k} \mathcal{X})^\circ$. Let $u_k = \text{Proj}_{T_{x_k}} \mathcal{X}(v)$. If $u_k \not\to 0$, we can find a subsequence $(u_{k_i})_{i \geq 1}$ such that $\|u_{k_i}\| \geq r > 0$ for all $i$ and such that $\frac{u_{k_i}}{\|u_{k_i}\|}$ converges to some $\hat{u}$. Because the $T_{x_k}$ are cones, we have $\frac{u_{k_i}}{\|u_{k_i}\|} \in T_{x_k} \mathcal{X}$ for all $i$, so $\hat{u} \in \limsup T_{x_k} \mathcal{X}$ by Definition 2.12. Moreover, we have

$$
\langle v, \hat{u} \rangle = \lim_i \langle v, \frac{u_{k_i}}{\|u_{k_i}\|} \rangle = \lim_i \|u_{k_i}\| \geq r > 0,
$$

since $\langle v, u_{k_i} \rangle = \|u_{k_i}\|^2$ by Proposition A.6. This contradicts $v \in (\limsup T_{x_k} \mathcal{X})^\circ$, so $u_k \to 0$.

Conversely, suppose $\lim_k \|\text{Proj}_{T_{x_k}} \mathcal{X}(v)\| = 0$. For any $u \in \limsup T_{x_k} \mathcal{X}$, write $u = \lim_i u_{k_i}$ where $u_{k_i} \in T_{x_k} \mathcal{X}$. If $u = 0$ we have $\langle v, u \rangle = 0$. Otherwise, by passing to a subsequence again we may assume $u_{k_i} \neq 0$ for all $i$. We then have

$$
\langle v, u \rangle = \lim_i \langle v, u_{k_i} \rangle = \lim_i \|u_{k_i}\| \left(\langle v, \frac{u_{k_i}}{\|u_{k_i}\|} \rangle \right) \leq \limsup_i \|u_{k_i}\| \cdot \|\text{Proj}_{T_{x_{k_i}}} (v)\| = 0,
$$

where for the last inequality we used Proposition A.6 again. This shows that $v \in (\limsup T_{x_k} \mathcal{X})^\circ$.

We are now ready to prove the theorem:

**Proof of Theorem 2.13** Let $(x, (x_k)_{k \geq 1}, f)$ be an apocalypse. By Proposition A.6,

$$
\|\text{Proj}_{T_{x_{k}}} \mathcal{X}(\nabla f(x))\| \leq \|\text{Proj}_{T_{x_{k}}} \mathcal{X}(\nabla f(x_k))\| + \|\nabla f(x) - \nabla f(x_k)\| \xrightarrow{k \to \infty} 0.
$$

By Lemma B.1, we then have $-\nabla f(x) \in (\limsup T_{x_k} \mathcal{X})^\circ$. On the other hand, because $\text{Proj}_{T_{x}} \mathcal{X}(-\nabla f(x)) \neq 0$ we have $-\nabla f(x) \notin (T_x \mathcal{X})^\circ$ by Proposition A.6, hence $-\nabla f(x) \in (\limsup T_{x_k} \mathcal{X})^\circ \setminus (T_x \mathcal{X})^\circ$. Conversely, if $-\nabla f(x) \in (\limsup T_{x_k} \mathcal{X})^\circ \setminus (T_x \mathcal{X})^\circ$ then Proposition A.6 and B.1 give

$$
\|\text{Proj}_{T_{x_{k}}} \mathcal{X}(\nabla f(x_k))\| \leq \|\text{Proj}_{T_{x_{k}}} (\nabla f(x))\| + \|\nabla f(x) - \nabla f(x_k)\| \xrightarrow{k \to \infty} 0,
$$

while $\text{Proj}_{T_{x}} \mathcal{X}(-\nabla f(x)) \neq 0$, hence $(x, (x_k)_{k \geq 1}, f)$ is an apocalypse.

For the second claim, if $x$ is apocalyptic, then by definition there exists a sequence $(x_k)_{k \geq 1} \subseteq \mathcal{X}$ converging to $x$ and a $C^1$ function $f$ such that $(x, (x_k)_{k \geq 1}, f)$ is an apocalypse. The first part of the proof shows that $-\nabla f(x) \in (\limsup T_{x_k} \mathcal{X})^\circ \setminus (T_x \mathcal{X})^\circ$. Conversely, suppose $(\limsup T_{x_k} \mathcal{X})^\circ \not\subseteq (T_x \mathcal{X})^\circ$ for some sequence $(x_k)_{k \geq 1}$ converging to $x$, and let $-\nu \in (\limsup T_{x_k} \mathcal{X})^\circ \setminus (T_x \mathcal{X})^\circ$. Define $f(x) = \langle x, \nu \rangle$, and note that $\text{Proj}_{T_{x_k}} (-\nabla f(x_k)) = \text{Proj}_{T_{x_k}} (-\nu) \to 0$ by Lemma B.1. However, $\text{Proj}_{T_{x}} \mathcal{X}(-\nabla f(x)) = \text{Proj}_{T_{x}} \mathcal{X}(-\nu) \neq 0$ because $-\nu \notin (T_x \mathcal{X})^\circ$. Therefore, the triplet $(x, (x_k)_{k \geq 1}, f)$ is an apocalypse on $\mathcal{X}$, so $x$ is apocalyptic.

Finally, by Lemma A.1, $(\limsup T_{x_k} \mathcal{X})^\circ \not\subseteq (T_x \mathcal{X})^\circ$ if and only if $\text{conv}(T_x \mathcal{X}) \not\subseteq \text{conv}(\limsup T_{x_k} \mathcal{X})$, which is equivalent to $T_x \mathcal{X} \not\subseteq \text{conv}(\limsup T_{x_k} \mathcal{X})$.\qed
We analyze Algorithm 1 by following in the steps of Curtis et al. [12] and checking that the modifications we have made do not impact the key claims. The first lemma below guarantees each step provides non-trivial decrease in the model value.

Lemma C.1 For all $k$, the step $s_k$ chosen in Step 10 of Algorithm 1 satisfies

$$m_k(0) - m_k(s_k) \geq \begin{cases} \frac{1}{2} \min \left( \frac{1}{1+\|\nabla^2 g_k(0)\|}, \gamma_k \right) \|\nabla g(y_k)\|^2 & \text{if } k \in K_1, \\ \frac{1}{2} \gamma_k^2 |(\lambda_k)_-|^3 & \text{if } k \in K_2. \end{cases} \quad (C.1)$$

Proof This is exactly [12, Lem. 2.2]. The model $m_k$ is quadratic on a linear space $(T_{y_k}M)$: it suffices to analyze the Cauchy step explicitly, then to note that $m_k(s_k) \leq m_k(s'_k)$, using our explicit knowledge of $\delta_k$ for the two types of steps ($K_1, K_2$).

Moreover, an iterate $y_k$ is 2-critical if and only if $\nabla g(y_k) = 0$ and $\lambda_k \geq 0$.

Lemma C.2 For any retraction $R$, a point $y \in M$ is 2-critical for $\min_{y \in M} g(y)$ if and only if $\nabla g(y) = 0$ and $\min_{y \in M} (\nabla^2 (g \circ R)(0)) \geq 0$.

Proof This holds because $\nabla g(y) = 0$ implies $\nabla^2 (g \circ R)(0) = \nabla^2 g(y)$, even if the retraction is not second order [2, Prop. 5.5.6].

In the computation of $\rho_k$ in Step 11, we handle the special (if unlikely) case of a vanishing denominator. The following lemma justifies the proposed rule, in that it can be used to check that all claims made below remain valid in that corner case.

Lemma C.3 Following Step 10 in Algorithm 1, the following are equivalent:

(a) $s_k = 0$,  
(b) $m_k(0) - m_k(s_k) = 0$,  
(c) $y_k$ is 2-critical.

Proof It is clear that (a) implies (b). We also see that (c) implies (a), because when $\lambda_k \geq 0$ and $\|\nabla g(y_k)\| = 0$ we necessarily have $\delta_k = 0$, so that $s_k = 0$ is the only admissible trial step. It remains to show that (b) implies (c). Assuming (b), notice that $k$ is in $K_1$; indeed, $k \in K_2$ would imply $\lambda_k < 0$, in which case we would know from Lemma C.1 that $m_k(0) - m_k(s_k) > 0$. Knowing that $k$ is in $K_1$, we use Lemma C.1 again to infer from (b) that $\|\nabla g(y_k)\| = 0$. Then, combining the facts $\|\nabla g(y_k)\| = 0$ and $k \notin K_2$, we deduce that $\lambda_k \geq 0$ or $|(\lambda_k)_-|^3 \leq 0$. In all cases, it follows that $\lambda_k \geq 0$. Conclude with Lemma C.2.

Under the Lipschitz-type Assumption 3.3, we further show:

Lemma C.4 With Assumption 3.3, for all $k$, the step $s_k$ from Step 10 satisfies

$$|g(R_{y_k}(s_k)) - m_k(s_k)| \leq \begin{cases} L_1 \gamma_k^2 \|\nabla g(y_k)\|^2 & \text{if } k \in K_1, \\ \frac{1}{6} L_2 \gamma_k^3 |(\lambda_k)_-|^3 & \text{if } k \in K_2. \end{cases} \quad (C.2)$$
Proof This is [12, Lem. 2.3]. We use the Lipschitz-type inequalities provided by Assumption 3.3 and our explicit knowledge of \( \delta_k \) for the two types of steps \((\mathcal{K}_1, \mathcal{K}_2)\).

Recall the definitions of \( \gamma_{\text{min}} \) (3.12) and \( \kappa_{\text{min}} \) (3.13)—we use them going forward.

**Lemma C.5** Under Assumption 3.3, we have \( \gamma_k \geq \gamma_{\text{min}} \) for all \( k \).

**Proof** This is [12, Lem. 2.4], by induction relying on Lemmas C.1 and C.4.

Under the additional Assumption 3.2 on the rebalancing map, we have:

**Lemma C.6** Under Assumption 3.3, for all \( k \), the trial step \( s_k \) satisfies

\[
m_k(0) - m_k(s_k) \geq \begin{cases} 
\frac{1}{2} \gamma_{\text{min}} \| \nabla g(y_k) \|^2 & \text{if } k \in \mathcal{K}_1, \\
\frac{1}{2} \gamma_{\text{min}} |(\lambda_k)_-|^3 & \text{if } k \in \mathcal{K}_2.
\end{cases}
\]  

(C.3)

If \( \Phi \) also satisfies Assumption 3.2, then for all \( k \in S = \{ k : \rho_k \geq \eta \} \) it holds that

\[
g(y_k) - g(y_{k+1}) \geq \begin{cases} 
\kappa_{\text{min}} \| \nabla g(y_k) \|^2 & \text{if } k \in \mathcal{K}_1 \cap S, \\
\kappa_{\text{min}} |(\lambda_k)_-|^3 & \text{if } k \in \mathcal{K}_2 \cap S.
\end{cases}
\]  

(C.4)

(S indexes the successful iterations.)

**Proof** This is [12, Lem. 2.5]: it follows from Lemmas C.1, C.4 and C.5 using \( \gamma_{\text{min}} \leq (1 + L_1)^{-1} \). The hook satisfies \( g(y_{k+1}) = g(\Phi(R\gamma_k(s_k))) \leq g(R\gamma_k(s_k)) \).

**Lemma C.7** With Assumption 3.3, Algorithm 1 performs at most \( \left\lceil \log_{\gamma_c} \left( \frac{\gamma_{\text{min}}}{\gamma} \right) \right\rceil \) unsuccessful iterations consecutively, where \( k \) is an unsuccessful iteration if \( \rho_k < \eta \).

**Proof** See [12, Lem. 2.6]. The claim holds because \( \gamma_k \) remains in \( [\gamma_{\text{min}}, \gamma] \) for all \( k \) and because each unsuccessful step involves a reduction as \( \gamma_{k+1} = \gamma_c \gamma_k \).

We are now ready to prove Theorem 3.4:

**Proof of Theorem 3.4** The first part is [12, Lem. 2.11, Thm. 2.12]. The argument involves a standard telescoping sum resting on Lemma C.6 to bound the number of successful iterations which do not meet the \( \epsilon_1, \epsilon_2 \) targets. Then, Lemma C.7 is used to argue that each such successful iteration was preceded by at most \( \left\lceil \log_{\gamma_c} (\gamma_{\text{min}}/\gamma) \right\rceil \) unsuccessful iterations (with the same gradient and Hessian). For the second part, we use that only a finite number of iterates fail to meet any given tolerances \( \epsilon_1, \epsilon_2 \). Thus, for arbitrary tolerances, eventually, all iterates comply. Hence, any accumulation point \( y \) satisfies \( \| \nabla g(y) \| = 0 \) and \( \lambda_{\text{min}}(\nabla^2 (g \circ R)(0)) \geq 0 \). Conclude with Lemma C.2.

**C.1 Securing Assumption 3.3**

In this section, we show that Assumption 3.3 holds when \( g \) is three times continuously-differentiable and the iterates of Algorithm 1 remains in a compact set. We guarantee the latter condition using rebalancing maps in Sect. 3.2.
Lemma C.8 Consider a retraction $R$ on $M$, a compact subset $L \subseteq M$ and a continuous, nonnegative function $\delta_{\text{max}} : L \to \mathbb{R}$. The set

$$
\mathcal{B} = \{ (y, u) \in T^*M : y \in L \text{ and } \|u\| \leq \delta_{\text{max}}(y) \}
$$

is compact in the tangent bundle $T^*M$ of $M$. Assume $g : M \to \mathbb{R}$ is twice continuously differentiable. For the pullback $\hat{g}_y = g \circ R_y$ there exists a constant $L_1$ such that

$$
\forall (y, u) \in \mathcal{B}, \quad \left| g(R_y(u)) - g(y) - \langle u, \nabla \hat{g}_y(0) \rangle \right| \leq \frac{L_1}{2} \|u\|^2,
$$

and $\|\nabla^2 \hat{g}_y(0)\| \leq L_1$ for all $y \in L$. If additionally $g$ is three times continuously differentiable, then there exists a constant $L_2$ such that

$$
\forall (y, u) \in \mathcal{B}, \quad \left| g(R_y(u)) - g(y) - \langle u, \nabla \hat{g}_y(0) \rangle - \frac{1}{2} \langle u, \nabla^2 \hat{g}_y(0) \rangle \right| \leq \frac{L_2}{6} \|u\|^3,
$$

and

$$
\|\nabla^2 \hat{g}_y(0) - \nabla^2 \hat{g}_y(0)[u]\| \leq \frac{L_2}{2} \|u\|^2.
$$

Proof The compactness of $\mathcal{B}$ follows from compactness of $L$ and continuity of $\delta_{\text{max}}$. The inequalities hold because:

1. If $g$ is $k$ times continuously differentiable, so is $g \circ R_y$ as a function on $T^*M$.
2. Thus, derivatives of $g \circ R_y$ of order up to $k$ are bounded inside the disk of radius $\delta_{\text{max}}(y)$,
3. And those bounds are continuous in $y$, which ranges over a compact set $L$.
4. We deduce that there exists $L_{k-1}$ such that the $k$th derivative of $g \circ R_y$ at $u$ is bounded by $L_{k-1}$ for all $(x, u) \in \mathcal{B}$.

From here, we bound residuals of truncated Taylor expansions via the fundamental theorem of calculus on each individual tangent space.

Corollary C.9 Assumption 3.3 holds if the iterates of Algorithm 1 remain in a compact set and $g$ is three times continuously differentiable.

Proof With $\delta_{\text{max}}(y) = \overline{y} \cdot \max \left( \|\nabla g(y)\|, |\lambda_{\min}(\nabla^2 \hat{g}_y(0))| \right)$ (which is continuous), the claim follows from Lemma C.8 because the trust-region radius $\delta_k$ at iterate $y_k$ is bounded by $\delta_{\text{max}}(y_k)$ so that $(y_k, s_k)$ is in $\mathcal{B}$ (C.5).
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