Abstract

We present the Sequential Aggregation and Rematerialization (SAR) scheme for distributed full-batch training of Graph Neural Networks (GNNs) on large graphs. Large-scale training of GNNs has recently been dominated by sampling-based methods and methods based on non-learnable message passing. SAR on the other hand is a distributed technique that can train any GNN type directly on an entire large graph. The key innovation in SAR is the distributed sequential rematerialization scheme which sequentially re-constructs then frees pieces of the prohibitively large GNN computational graph during the backward pass. This results in excellent memory scaling behavior where the memory consumption per worker goes down linearly with the number of workers, even for densely connected graphs. Using SAR, we report the largest applications of full-batch GNN training to-date, and demonstrate large memory savings as the number of workers increases. We also present a general technique based on kernel fusion and attention-matrix rematerialization to optimize both the runtime and memory efficiency of attention-based models. We show that, coupled with SAR, our optimized attention kernels lead to significant speedups and memory savings in attention-based GNNs. We made the SAR GNN training library publically available: https://github.com/IntelLabs/SAR.

1 Introduction

Graph neural networks (GNNs), also called message passing networks (Gilmer et al., 2017; Kipf & Welling, 2017; Scarselli et al., 2008), are widely applied in various types of graph-related problems (Shi et al., 2020; Corso et al., 2020; Li et al., 2019; Zhang & Chen, 2018). At every layer in a GNN, each node produces an output feature vector by using a learnable transformation to aggregate the input feature vectors of its neighbors in the graph. After K layers, a node’s receptive field would span the input features of all nodes that are less than K hops away in the graph. While this could be advantageous in order to allow a GNN to consider a wider neighborhood when learning the features of each node (Li et al., 2020), it can lead to a large computational graph at the output where every node’s output features depend on a significant portion of the entire input graph, as well as intermediate node features, a phenomenon that is known as neighbor explosion (Hamilton et al., 2017).

When training deep GNNs on large graphs, it can quickly becomes infeasible to store the large GNN computational graph in memory. Exact GNN training, or full-batch GNN training, is thus difficult to scale to large graphs. Other, more scalable, training alternatives such as sampling-based methods (Hamilton et al., 2017; Zeng et al., 2019; Chiang et al., 2019) have recently become more common. Sampling-based methods keep the memory requirements in check by sampling a small part of the graph each training iteration. Due to the sampling involved, these approaches yield noisy and biased gradient estimates (Chen et al., 2018; 2017). Many sampling-based methods run into memory issues as the depth of the GNN increases, and bigger neighborhoods need to be sampled for each node (Hamilton et al., 2017). The sampling operation itself introduces extra computational overhead. With the wide variety of possible sampling operators, it is unclear for a given problem what sampling operator would work best. While it is possible to bound the errors introduced by sampling in linear GNN layers (Chen et al., 2018), no such bounds exist when the GNN uses non-linearities. Many scalable GNN training methods avoid having to construct the large computational graph by using non-learnable message propagation followed by learnable node-wise networks (Rossi et al., 2020; Sun & Wu, 2021; Klicpera et al., 2018; Wu et al., 2019). This simplifies the GNN considerably as the expensive propagation of messages between neighbors in the graph is only done once in a non-learnable manner during pre-processing. The use of non-learnable messages, however, limits the expressiveness...
of these models compared to traditional GNNs.

Distributed training across several machines might seem to be one way to handle the large memory requirements of full-batch GNN training. However, distributed training methods such as model parallel training would still run into issues if a single device cannot accommodate the input graph or the activations of a single GNN layer. A more promising approach is domain parallel training (Gholami et al., 2018), also known as spatially-parallel training in the convolutional neural networks case (Dryden et al., 2019; Jin et al., 2018). In domain-parallel training, the input is split into many parts and each machine handles the computation for a single part. Figure 1a, however, illustrates the issue with domain-parallel training when applied to GNNs. Even though, initially, each machine stores only a small part of the input graph, each machine would eventually need to store a substantial portion of the entire graph as part of its output’s computational graph.

Our main contribution is the sequential aggregation and rematerialization (SAR) scheme illustrated in Fig. 1b. SAR avoids constructing the computational graph during the forward pass. Instead, SAR constructs the computational graph and frees it piece by piece during the backward pass. Assuming equal partitioning of the graph across $N$ workers, we can show that SAR would need to materialize at most 2 graph partitions at each machine at any point in time. The memory requirement per machine thus scales as $2/N$, even for densely connected graphs. This allows SAR to scale to arbitrarily large graphs by simply adding more workers.

We show that the communication overhead incurred by SAR to re-materialize the computational graph during the backward pass can be avoided for many popular GNN variants, making the memory savings of SAR practically free. For some variants such as Graph Attention Networks (GATs) (Velickovic et al., 2017), however, the communication overhead of SAR can not be avoided. Yet, we identify a couple of optimizations for attention-based models which synergize particularly well with SAR. These optimizations avoid materializing the costly attention coefficients tensors and instead compute them on the fly using fused kernels during the forward and backward passes. We show this speeds up the computation in GAT-like networks by reducing redundant memory accesses, and in conjunction with SAR, further reduces the memory footprint for attention-based models. We show that after incorporating these optimizations, training GAT using SAR is as fast as vanilla domain parallel training while consuming a fraction of the memory.

We build SAR directly on top of DGL (Wang et al., 2019), one of the most popular GNN training libraries, which in turn is built on top of PyTorch (Paszke et al., 2019). This allows us to directly use standard DGL layers and GNN networks. Using SAR requires minor modification to exist-
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3 METHODS

3.1 Preliminaries

Let $G(V, E)$ be a graph with node set $V$ and edge set $E$. Let $x_i$ be the input feature vector of node $i$. Layer $l$ in a multi-layer GNN produces the output $h^l_i$ at node $i$ through the following steps.

$$z^l_j = W^l h^{l-1}_j,$$

$$m^l_{j\rightarrow i} = f_{\text{message}}(z^l_j, z^l_i; \theta^l),$$

$$h^l_i = f_{\text{node}}(h^{l-1}_i, \text{Agg} \left( \{m^l_{j\rightarrow i} : j \in N(i)\} \right); \phi^l).$$  (1)

Where $W^l$ is a learnable matrix. $f_{\text{message}}$ and $f_{\text{node}}$ are general learnable transformations with parameters $\theta^l$ and $\phi^l$, respectively. $N(i)$ is the neighborhood of node $i$ in the graph, and $m^l_{j\rightarrow i}$ are messages from node $j$ to an adjacent node $i$. $\text{Agg}$ is a permutation-invariant aggregation operator. We are interested in two representative variants of GNNs: GraphSage (Hamilton et al., 2017) and GAT (Veličković et al., 2017). For GraphSage, the propagation and aggregation operators take the form:

$$m^l_{j\rightarrow i} = z^l_j,$$

$$h^l_i = \sigma \left( W_{\text{res}} h^{l-1}_i + \frac{1}{|N(i)|} \sum_{j \in N(i)} m^l_{j\rightarrow i} \right),$$  (2)

where $W_{\text{res}}$ are learnable weights, and $\sigma$ is a non-linearity. Similarly, GAT is defined by:

$$e^l_{j\rightarrow i} = \text{LeakyReLU} \left( a^l \sigma(z^l_i||z^l_j) \right),$$

$$m^l_{j\rightarrow i} = (e^l_{j\rightarrow i}, z^l_j),$$

$$h^l_i = \sigma \left( \sum_{j \in N(i)} \frac{\exp(e^l_{j\rightarrow i})}{\sum_{k \in N(i)} \exp(e^l_{k\rightarrow i})} z^l_j \right),$$  (3)

where $a^l$ is learnable. The message is a 2-tuple containing un-normalized attention weights and the neighbor features.

3.2 Sequential Aggregation and Rematerialization

The aggregation operator $\text{Agg}$ used in GNNs can typically be sequentially or recursively applied, i.e,
At the end, we can divide by the normalization factors to obtain the correctly-normalized output. This property of the aggregation operator allows a machine in domain parallel training to sequentially fetch neighboring nodes from remote machines and aggregate their messages incrementally, and as we will show, also enables SAR to incrementally backpropagate the gradients along pieces of the computational graph.

SAR begins by partitioning the graph into $N$ partitions and distributes these partitions to $N$ machines. $V_p$ are the graph vertices in partition $p$. Each machine is responsible for computing and storing the features of the vertices in its partition for all GNN layers. For each worker $p$, SAR constructs $N$ subgraphs $G_{p,1}, \ldots, G_{p,N}$ where $G_{p,q} = (V_{p,q}, E_{p,q})$. $E_{p,q}$ are all the edges from the vertices in partition $q$ to the vertices in partition $p$, and $V_{p,q}$ are the vertices incident to these edges.

The forward pass of SAR is described in Algorithm 1. It uses standard PyTorch Autograd mechanics to record the computational trace until it reaches the point where it needs to execute the message passing and aggregation parts of the GNN layer. SAR then turns off PyTorch’s Autograd, starts fetching remote data, and runs the messages construction and aggregation incrementally. SAR ensures that data from at most one remote partition is resident in memory at any time. After aggregation is complete, SAR re-enables PyTorch Autograd and the GNN’s forward pass continues in a standard manner. There is thus a gap in the Autograd trace between the $z^l$ and $\theta^l$ variables and the output of the $\text{Agg}$ operator: $\text{Acc}^l$ (see Eq. 1).

During the backward pass, PyTorch Autograd can not backpropagate errors through this gap. SAR thus takes over as soon as it receives the error w.r.t (with respect to) the aggregator output ($e_{\text{Acc}^l}$) and handles the backpropagation of errors to $z^l$ and $\theta^l$ as shown in Algorithm 2. SAR iterates over all partitions and incrementally backpropagates the error to each of them. Worker $p$ waits until it receives the errors for its local node features, $Z^l_p$, from all other workers (Line 15), then provides this error to Autograd (Line 17) to continue error backpropagation. SAR distinguishes between two cases:

- **case 1**: The gradient of the aggregator output w.r.t $z^l$ and $\theta$ does not depend on the values of $z^l$. SAR does not need to fetch the remote $z^l$ variables and can instead directly send the error back to their machine. That is the case for GraphSage (Eq. 2) where aggregation simply sums up the features of neighboring nodes and there is no $\theta$ parameter.

- **case 2**: When case 1 does not hold (which is the case for GAT). SAR must fetch the remote $z^l$ variables to correctly evaluate the gradients.

These two cases reflect the two distinct behaviors of mathematical operators in PyTorch (as well as other machine learning libraries): in the first case, the operator does not need the input tensors in order to backpropagate the gradients from the output to the inputs. The simplest example is the sum operator; in the second case the operator needs the input tensors in order to be able to calculate the gradients of the inputs from the output gradient in the backward pass. The simplest example is the product operator.

Since many GNN variants such as GraphSage use sum or mean aggregation, SAR will introduce no overhead compared to vanilla domain parallel training for these GNN variants. For GNN variants like GAT, there is an extra communication and computation overhead to re-fetch the remote features during the backward pass and re-calculate any intermediate variables (such as the attention coefficients $e^l_{j \rightarrow i}$ in Eq. 3). The communication overhead in case 2 over vanilla domain parallel training is 50% as instead of only communicating node features during the forward pass and gradients of the node features during the backward pass, SAR also has to communicate node features during the backward pass. Figure 1b illustrates the backward pass for case 2. In the next section, we describe how this overhead can be minimized.

### Algorithm 1: SAR forward pass for layer $l$ on worker $p$

**Inputs:** \{\(h^{l-1}_k : k \in V_p\}, G_{p,1}, \ldots, G_{p,N}\)
\(z^l_k = W^l h^{l-1}_k\) for all \(k \in V_p\)

1. **Disable PyTorch Autograd**
2. **for** $q \in 1..N$ **do**
   1. **Fetch** \(Z^l_{q \rightarrow p} = \{z^l_k : k \in V_q \land k \in V_{p,q}\}\)
   2. **for** \((i,j) \in E_{p,q}\) **do**
      1. \(m^l_{j \rightarrow i} = f_{\text{message}}(z^l_i, z^l_j; \theta^l)\)
   **end for**
   **end for**
3. **for** \(i \in V_p \land i \in V_{p,q}\) **do**
   1. \(Acc^l_i = Acc^l_i + \text{Agg}(\{m^l_{j \rightarrow i} : (i,j) \in E_{p,q}\})\)
   **end for**
4. **delete** \(Z^l_{q \rightarrow p}\) and \(\{m^l_{j \rightarrow i} : (i,j) \in E_{p,q}\}\)
**end for**

**Enable PyTorch Autograd**

**Return** \(h^l_i = f_{\text{node}}(h^{l-1}_i, Acc^l_i; \theta^l)\)

### 3.3 Fused Attention Kernels

Models that make use of an attention mechanism such as transformers (Vaswani et al., 2017) or GAT (Veličković...
As we show in the results section, we find that the fused forward and backward attention kernels often outperform DGL’s vanilla GAT implementation in vanilla single-host training. The benefits of the reduced memory access profile of the fused kernels thus outweighs the cost of re-calculating the attention coefficients in the backward pass.

3.4 Practical Considerations

Prefetching: SAR is able to guarantee that no more than two graph partitions will be resident in memory at any worker. However, to overlap computation and communication, we find it beneficial to use separate pre-fetching threads to pre-fetch the next remote partition at each worker before the worker is done with the current partition. There can thus be 3 partitions resident in memory: the local partition, the remotely-fetched partition whose messages are being actively aggregated, and the partition being pre-fetched. We still maintain linear per-worker memory scaling with the number of workers N, but at a rate of 3/N instead of 2/N.

Stable softmax: The softmax operation is often used to normalize attention coefficients: $softmax(e)_i = \frac{\exp(e_i)}{\sum_{k} \exp(e_k)}$. Standard implementations first subtract the maximum from all softmax arguments to avoid large exponentials. In SAR’s incremental aggregation, we do not have access to the maximum of the softmax arguments. We thus use a running estimate of the maximum based on the components of $e$ we have observed till now. Whenever we update the maximum, we correct the accumulated numerator and denominator by multiplying with $\exp(old\_max - new\_max)$. We observe that training can quickly become unstable if we fail to numerically stabilize the softmax using this method.

Batch normalization: Batch normalization normalizes each row in the node feature matrix $H \in \mathbb{R}^{|V| \times F}$ to yield $\hat{H}$, where $\hat{H}[i] = (H[i] - \mu_B) / \sqrt{\sigma_B^2 + \epsilon}$. $\mu_B$ and $\sigma_B$ are the mean and variance calculated across all rows of $H$. In SAR, $H$ is distributed across the workers. SAR implements a custom BatchNorm operation that collectively calculates the global mean and variance from the local mean and variance in each worker, and a custom backward pass that ensures the gradients w.r.t $\mu_B$ and $\sigma_B$ are properly scaled based on the number of nodes(feature matrix rows) at each workers, before backpropagating further to the feature matrix. By communicating only summary statistics and their gradients, SAR’s BatchNorm is scalable and communication-efficient.
4.1 Single-host Performance of Fused Attention Kernels

We compare the performance of our fused attention kernel for GAT against the standard DGL implementation of GAT layers. We use the ogbn-products graph (see Table 1) and measure the run-time and memory consumption for the forward and backward passes of a single GAT layer. We vary the number of attention heads between 2, 4, and 8 while keeping the feature dimension per head constant which varies the input and output feature dimensions between 200, 400, and 800. The number of attention heads controls how many attention coefficients need to be calculated per edge. Figure 2a shows that the forward pass for the fused kernel is much faster than DGL (up to 4.5x faster for 2 attention heads). We see that the fused backward kernel is slightly faster than DGL’s backward pass when using 2 heads, is on par with DGL’s backward pass when using 4 heads, and slower when using 8 heads. As we increase the number of attention heads, the fused backward kernel needs to re-calculate more attention coefficients per edge during the backward pass, which explains its worsening relative performance as the number of heads increases. The combined forward+backward pass using the fused kernels is, however, always faster than DGL, though the advantage narrows as we increase the number of heads.

Figure 2b shows the peak memory consumption (at the end of the forward pass). As expected, the fused kernel has lower peak memory as it does not store the attention coefficients during the forward pass. The memory advantage of the fused kernel increases as we increase the number of attention heads (which increase the number of attention coefficients).

| # Attention Heads | Forward pass | Backward pass |
|-------------------|--------------|--------------|
| 2                 | 5            | 5            |
| 4                 | 10           | 10           |
| 8                 | 20           | 40           |

(a) Run times for the forward and backward passes for the fused attention kernel (FAK) and DGL’s GAT implementation. (b) Peak memory consumption for the FAK and DGL’s GAT implementation.

4.2 SAR Performance on Large-scale Graphs

We test SAR on two of the largest graphs in the Open Graph Benchmark (OGB) datasets (Hu et al., 2020): ogbn-products and ogbn-papers100M. These are homogeneous graphs. Appendix A contains results on a heterogeneous graph (ogbn-mag). Table 1 summarizes the properties of ogbn-products and ogbn-papers100M. We train two GNNs on each graph: 1) a 3-layer GraphSage network with hidden feature size of 256, 2) a 3-layer GAT network with hidden feature size of 128 and 4 attention heads. We use batch normalization and dropout between all layers. We use the label augmentation and masked label prediction scheme from ref. (Shi et al., 2020) where, each epoch, we augment the input features of a random subset of the training nodes with the ground truth label, and predict the labels of the remaining training nodes. At inference time, we augment all training nodes with the ground truth labels. We always train for 100 epochs with a decaying learning rate. At the end of training, we run the Correct and Smooth (C&S) procedure from ref. (Huang et al., 2020) on the model output to further boost accuracy. We implement C&S within the same framework as SAR since C&S involves iterative propagation of messages throughout the graph that is similar to a GNN layer. C&S has no trainable parameters, though, and no backward pass.

We use the metis library (Karypis & Kumar, 1997) to partition the graphs across the machines. Metis yields a roughly equal number of nodes in each partition which helps to balance the load and memory consumption across all machines. It also minimizes the number of edges that cross the partition boundaries which minimizes the volume of communication between the machines during training.

| # classes | # input features | # edges | # nodes |
|-----------|------------------|---------|---------|
| 2         | 128              | 124M    | 2.5M    |
| 4         | 256              | 3.2B    | 111M    |

Table 1. Graph Datasets

| Dataset       | ogbn-products | ogbn-papers100M |
|---------------|---------------|-----------------|
| GraphSage     | 80.1%         | 65.8%           |
| GraphSage+C&S| 80.9%         | 66.3%           |
| GAT           | 74.9%         | 63.7%           |
| GAT+C&S       | 77.7%         | 64.5%           |
We presented SAR, a distributed memory-efficient scheme where the communication volume is the same for all methods. The memory advantages of SAR and SAR+FAK versus domain parallel training are more pronounced for ogbn-papers100M. SAR and SAR+FAK are almost 4x more memory efficient than domain parallel when training GAT on 128 machines. Training GAT on 32 machines is not possible with domain parallel training due to out-of-memory (OOM) errors. However, the extra communication overhead of SAR and SAR+FAK on GAT adversely affects their run-time scaling behavior as we increase the number of machines. Going from 64 to 128 workers increases epoch run-time for SAR and SAR+FAK as training becomes communication-bound. Domain parallel training on GAT at 128 workers is thus significantly faster as it involves less communication. For GraphSage where the communication volume is the same for all methods, SAR has a slight run-time advantage. SAR can cut memory consumption by half when training the GraphSage network on 128 machines. Appendix B contains additional results that quantify the convergence speed of training. Appendix B also describes some key optimizations that can greatly improve the run-time on ogbn-papers100M.

With the proliferation of approximate large-scale GNN training methods, exact (full-batch) training is a natural but hard to obtain, and rarely provided, baseline. SAR makes it easier to obtain this exact GNN training baseline in order to assess the effect of various training approximations on GNN performance. The question of which of the three is better: full-batch training, sampling-based training (Hamilton et al., 2017; Zeng et al., 2019; Chiang et al., 2019), or training using non-learnable message propagation (Rossi et al., 2020; Sun & Wu, 2021; Klicpera et al., 2018; Wu et al., 2019) is beyond the scope of this paper. The answer depends on the task at hand, the available computational resources, and the desired accuracies. For example, epoch time in sampling-based methods will generally be faster than full-batch training as the communication volume in distributed sampling-based training is significantly less. However, our accuracy figures for ogbn-products for example are significantly better than those reported for distributed sampling-based training (Zheng et al., 2020). Moreover, it is unclear how the input labels augmentation scheme we used (Shi et al., 2020) would work in a sampling-based method where labels cannot propagate throughout the whole graph. Similarly, networks like GAT depend on having the full neighborhood for each node in order to correctly normalize the attention coefficients, which would not be possible in a sampling-based approach. Similarly, GNN training methods based on non-learnable message propagation achieve state of the art results on several node classification tasks (Sun & Wu, 2021), and are significantly faster than full-batch.
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Figure 4. Epoch time and peak memory consumption per worker when training a 3-layer GAT network on ogbn-products. The scaling numbers in the bars are relative to SAR.

Figure 5. Epoch time and peak memory consumption per worker when training a 3-layer GraphSage network on ogbn-papers100M.

or sampling-based training methods that use learnable messages. Yet, they are less general than traditional GNNs, and have not yet been successfully applied to link prediction or graph property prediction tasks, tasks at which traditional GNNs perform extremely well (Zhang et al., 2020; Li et al., 2020).

While we described SAR primarily in the context of full-batch GNN training, the underlying idea is generally applicable to any domain-parallel training situation where the input is partitioned across multiple workers, and each worker’s output depends on parts of the inputs to other workers. One example is spatially-parallel convolutional neural networks (Dryden et al., 2019; Jin et al., 2018). We plan on open-sourcing our general implementation of SAR to enable memory-efficient distributed full-batch training of GNNs, and to provide the tools needed to apply SAR to other distributed training problems.
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A SAR AND RELATIONAL GCNS

SAR is a general distributed GNN training method that is also applicable to heterogeneous graphs. We use SAR to train a Relational-GCN (R-GCN) (Schlichtkrull et al., 2018) on ogbn-mag, which is a heterogeneous graph dataset with 1.9 million nodes, 21 million edges, and 4 edge types. A R-GCN layer is described by:

$$h_i^{l+1} = \sigma(\sum_{r \in \mathcal{R}} \sum_{j \in \mathcal{N}_i^r} \frac{1}{|\mathcal{N}_i^r|} W^l_r h_j^l),$$

where $h_i^l$ is the feature vector of node $i$ at layer $l$, $\mathcal{R}$ is the set of all relations, $\mathcal{N}_i^r$ is the set of neighbors of node $i$ which connect to node $i$ using the relation $r$. $W^l_r$ are relation-specific learnable parameters in layer $l$.

We can use several methods to reduce the number of learnable parameters (the $W^l_r$s). One common method is to represent these parameters as linear combinations of few shared basis tensors:

$$W^l_r = \sum_{b=1}^B a^l_{rb} V^l_b,$$

where $B$ is the number of basis tensors, $V^l_b$ are the basis tensors, and $a_{rb}$ are relation-specific coefficients.

Note that the aggregation operator of R-GCN has learnable parameters, and backpropagating gradients to these learnable parameters (the $W^l_r$s) requires the values of the layer’s input features ($h^l$). As described in Section 3.2, SAR would thus need to re-fetch remotely stored node features during the backward pass to correctly calculate the gradients (case 2 in Section 3.2).

We directly use DGL’s RelGraphConv layer to implement a 3-layer R-GCN network with hidden layer sizes of 256. Figure 7a shows the run-time scaling behavior. Since SAR incurs extra communication and computation overhead to re-fetch remote features and reconstruct the computational graph during the backward pass, its epoch run-time lags behind vanilla Domain Parallel (DP) training. However, as shown in Fig.7b, SAR is significantly more memory efficient, requiring only 26% to 37% of the memory needed by vanilla DP training.
Figure 7. Epoch time and peak memory consumption per worker when training a 3-layer R-GCN network on ogbn-mag.

B Convergence Speed of Full-batch Training

A full-batch GNN training method only updates the GNN parameters at the end of each epoch/iteration. This is in contrast to sampling-based methods which may update the parameters after every mini-batch of sampled graphs. More frequent parameter updates is one potential advantage of sampling-based GNN training methods, even though these updates might be biased due to the incomplete neighborhoods in sampled graphs.

We show that full-batch training converges after a reasonable number of epochs/weight updates. Figure 8 shows the training curve for full-batch training on ogbn-papers100M. We used a 3-layer GraphSage network with hidden layer size of 256 and batch normalization between all layers. We ran experiments with and without label augmentation (Shi et al., 2020). As shown in Fig. 8, training practically converges after 100 epochs.

Full-batch GNN training methods typically compute the feature vectors of all nodes in the graph at each layer. Current sampling-based methods, however, usually construct what is known as Message Flow Graphs (MFGs). In node classification tasks, MFGs allow sampling-based method to only compute the node features at each layer which will affect the classification output at the labeled nodes. This is illustrated in Fig. 9 which shows an example graph with 6 nodes, 10 edges, and only one labeled node. The figure shows the message passing edges in a 2-layer GNN. Since the gradient only backpropagates from the labeled node, we only need to update the black nodes at each layer, as these are the only nodes that affect the output.

We used DGL’s MFGs to optimize SAR’s computation, and avoid updating unnecessary nodes at each layer. As shown in Fig. 8, this pushes the epoch run-time down to 10.7 seconds for a vanilla GraphSage network and 20.3 seconds for a GraphSage network that uses label augmentation.

Figure 8. Training curve when using SAR to train a 3-layer GraphSage network on ogbn-papers100M. We trained on 32 2-socket machines equipped with Intel’s 36-core IceLake processors and connected using Infiniband HDR 200Gb/s interconnects.

Figure 9. Example graph with one labeled node showing the nodes that need to be updated at each layer of a 2-layer GNN.