Abstract

This paper describes the submission of the UGENT-LT3 SCATE system to the WMT16 Shared Task on Quality Estimation (QE), viz. English-German word and sentence-level QE. Based on the observation that the data set is homogeneous (all sentences belong to the IT domain), we performed bilingual terminology extraction and added features derived from the resulting term list to the well-performing features of the word-level QE task of last year. For sentence-level QE, we analyzed the importance of the features and based on those insights extended the feature set of last year. We also experimented with different learning methods and ensembles. We present our observations from the different experiments we conducted and our submissions for both tasks.

1 Introduction

Machine Translation (MT) Quality Estimation (QE) is the task of providing a quality indicator for unseen automatically translated sentences without relying on reference translations (Gandrabur and Foster, 2003; Blatz et al., 2004). The WMT16 QE shared task proposes three evaluation tasks: (1) scoring and ranking sentences according to predicted post-editing effort given a source sentence and its translation; predicting the individual (2a) words and (2b) phrases (segmented by the Statistical Machine Translation (SMT) decoder) that require post-editing; and (3) predicting the quality at document level. In this paper, we describe the UGENT-LT3 SCATE submissions to task 1 (sentence-level QE) and task 2a (word-level QE). By conceiving the QE as a supervised Machine Learning (ML) problem for both tasks, we extended the features that we extracted for our last year’s submission (Tezcan et al., 2015), which try to capture the accuracy and fluency errors in MT output. While accuracy is concerned with how much of the meaning expressed in the source is also expressed in the target text, fluency is concerned with to what extent the translation is well-formed. This distinction between accuracy and fluency was suggested to break down human translation quality judgments into separate and smaller units (White, 1995) and is well known in quality assessment schemes for MT (White, 1995; Secară, 2005; Lommel et al., 2014). Similarly, we use the same distinction to break down the QE task into separate units. In addition to the features that try to capture accuracy and fluency errors, given the specialized domain of this year’s data set (IT), for word-level QE, we extracted features that try to capture terminological problems. For both tasks, we experimented with different learning methods. For word-level QE we also built ensemble systems that are based on majority voting and bagging (random forests), in which multiple decision trees are constructed using bootstrapped training sets and the predictions of these trees are averaged.

The rest of this paper is organized as follows. Section 2 and Section 3 give an overview of the shared task on word-level QE and sentence-level QE respectively and describe the extracted features, the additional language resources that were used for feature extraction, the learning methods and the experiments that were conducted. Section 4 concludes by discussing the results and observations that were made.

2 Word-level Quality Estimation

Similar to the previous year, the word-level QE task in WMT16 is conceived as a binary classification task. The goal is to label translation er-
rors at word level by marking words either as OK or BAD. In WMT16, submissions are evaluated in terms of classification performance via the multiplication of F1-scores for the OK and BAD classes against the original labels due to the fact that the F1-score for the BAD class, which has been used as a primary metric in previous years, is biased towards ‘pessimistic’ labeling. In contrast, the multiplication of F1-OK and F1-BAD has two components and is more balanced.

The organizers provided a data set of English source sentences with the corresponding German MT output, generated by a statistical MT system and the post-edited MT output. This data set consists of a training set of 12,000 sentences, a development set of 1,000 sentences and a test set of 2,000 sentences. As in previous years, the MT output in the training and development data are automatically annotated for errors with binary word-level labels by using the alignments provided by the TER tool (Snover et al., 2006). The distribution of the binary labels and the average sentence length for the training and development sets (in number of tokens) are given in Table 1.

|          | # Words | OK     | BAD    | Length |
|----------|---------|--------|--------|--------|
| Train    | 210958  | 78.5%  | 21.5%  | 17.57  |
| Dev      | 19487   | 80.5%  | 19.5%  | 19.48  |

Table 1: Number of words, distribution of the binary labels and the average sentence length, on the training and development set.

2.1 Features and Language Resources

To characterize each target word of the MT output, in addition to the provided baseline features, which were described in the WMT15 QE shared task (Bojar et al., 2015), we extracted the features\(^1\) we used for our last year’s submission, for which detailed descriptions can be found in Tezcan et al. (2015).

Technical texts, like in the IT domain, express concepts in a concise and consistent form and leave little room for data redundancy. This is often achieved with the use a specialized terminology (Rinaldi et al., 2004). As a result, in professional translation services, correct and consistent handling of terminology becomes an important indicator of translation quality (Pinnis, 2015). Given that the data set for the QE-tasks in WMT16 is in the IT domain, we designed three binary features based on the use of terminology, which indicate whether:

- the target word (tw) is part of a term in our bilingual term list;
- the source alignment (sw) of the tw is part of a term in our bilingual term list, given the alignments in the baseline feature set;
- the left or right context word of the sw is part of a term in our bilingual term list, given the alignments in the baseline feature set.

To be able to define these features, we used the bilingual terminology extraction tool TExSIS (Macken et al., 2013) to automatically extract a bilingual term list from the training corpus. Besides additional statistics, TExSIS output provides a frequency ratio for each extracted bilingual term pair, which corresponds to the source/target term frequency in the given data set. We filtered out the bilingual terms with a frequency ratio of less than 0.8 to focus only on the most reliable term pairs. The resulting bilingual term list includes 4198 entries. Examples of the extracted terms are provided in Table 2.

| Source Term (EN)         | Target Term (DE)         |
|--------------------------|--------------------------|
| dialog box               | Dialogfeld               |
| SWF file                 | SWF-Datei                |
| pop-up note              | Popup-Notiz              |
| exported image           | exportierten Bilds       |
| cross-references         | Querverweise              |

Table 2: Examples of bilingual terminology automatically extracted by TExSIS.

Based on this bilingual term list, we marked all entries, starting with the longest term found, in the training, development and test sets and extracted the three binary features mentioned before for each target word in the MT output.

Even though we only used the training set for extracting features relating to terminology, we used additional language resources for the other additional features we extracted (see Tezcan et al. 2015 for more details). These features are based on a surface Language Model (LM) and a Part-of-speech (PoS) LM of the target language, and a...
Phrase Table consisting of phrase alignments and translation probabilities between the source and target languages. As bilingual data, we used the provided training set, the Autodesk Post-Editing Data\(^2\) and a collection of corpora from OPUS (Tiedemann, 2012) in the IT domain. The number of sentence pairs collected from each corpus is presented in Table 3.

| Corpus  | # Segments | # Words (EN-DE) |
|---------|------------|-----------------|
| WMT16   | 12000      | 201505 228549   |
| Autodesk| 124486     | 1411351 183958  |
| Gnome   | 28439      | 201634 1671591 |
| KDE4    | 224035     | 1745841 1671591 |
| PHP     | 39707      | 228549 228434  |
| Ubuntu  | 12992      | 70136 66348     |
| TOTAL   | 441659     | 3859016 3747393 |

Table 3: Additional language resources that were used to extract features and the number of segments in each data set.

We used the Moses Toolkit (Koehn et al., 2007) to obtain phrase alignments from the collected data. The phrase alignments were pruned to exclude entries with a direct alignment probability \(P(t|s) < 0.01\). We built the LM and PoS LM on the target side of the collected bilingual data. The following preprocessing steps have been applied on the data prior to building the LM and the phrase table: normalization of digits, tokenization and lowercasing. The surface form LM has been built using KenLM (Heafield, 2011). For building the PoS LM, we used TreeTagger (Schmid, 1995) to obtain the PoS tags on the target (DE) data and IRSTLM (Federico et al., 2008) for building the LM. As smoothing technique we used Witten-Bell as the modified Kneser-Ney smoothing, which is used by KenLM, is not well defined when there are no singletons (Chen and Goodman, 1996) and leads to modeling issues on the PoS data. The resulting LMs and phrase table were stored in databases and indexed to speed up lookup operations.

2.2 Learning Methods

By combining different learning methods into ensemble systems based on majority voting, we were able to increase the word-level QE performance of individual systems in the past (Tezcan et al., 2015). This has motivated us to experiment with different learning methods and ensembles. In our experiments we used 6 different learning methods: Logistic Regression (LR), Perceptron (PE), Random Forest (RF) and Linear Support Vector Classification (SVC) using the Scikit-learn module in Python (Pedregosa et al., 2011), Conditional Random Fields (CRFs) using the CRF++ Toolkit (Kudo, 2005) and Memory-Based Learning (MBL) using TiMBL (Daelemans et al., 2004).

For the algorithms that did not accept categorical features in the Scikit-learn module (such as LR and RF), one-hot encoding was applied to transform the feature sets prior to training.

2.3 Experiments

We carried out experiments with the six ML methods and combinations of three different feature sets, namely the baseline features \((b)\), the SCATE features we used for WMT15 \((s)\) and the new features we extracted, which identify words that appear in the bilingual term list \((t)\). We applied hyper-parameter optimization for the ML algorithms (when applicable) using 10-fold cross validation on the training set and tested the classification performance on the development set. All the features were scaled to the \([0, 1]\) range prior to training. The classification performance of different algorithms and feature sets, with respect to F1 scores for the BAD class, the OK class and the multiplication of the two (MLT), are provided in Table 4.

| Feature Set | LR | PE | RF | SVC | CRF | MBL |
|-------------|----|----|----|-----|-----|-----|
| b           | 0.33 | 0.37 | 0.23 | 0.24 | 0.30 | 0.29 |
| b+s         | 0.41 | 0.40 | 0.45 | 0.42 | 0.38 | 0.38 |
| b+s+t       | 0.45 | 0.37 | 0.45 | 0.43 | 0.44 | 0.39 |

Table 4: The performance of different ML algorithms and feature sets on the development set. The plus sign ‘+’ indicates the combined feature sets.

Under the hypothesis that different learners make different types of errors, we first analyzed the amount of disagreement by comparing the output of each system using the overall best feature
Table 5: The disagreement ratios between the predicted labels by different algorithms (feature set ‘b+s+t’).

|       | CRF | LR | PE | SVC | RF |
|-------|-----|----|----|-----|----|
| MBL   | 21% | 19%| 29%| 20% | 21%|
| CRF   | 5%  | 19%| 3% | 19% |    |
| LR    | 21% | 4% | 18%|     |    |
| PE    | 19% | 30%|    |     |    |
| SVC   | 18% |    |    | 18% |    |

Based on the disagreement ratios between the different ML systems given in Table 5, we built two ensemble systems by combining individual ML systems with high disagreement ratios (low correlation) that vote for the final output, which is defined by the majority vote. The two ensemble systems and their performances on word-level QE are provided in Table 6. In this table, we provide the MLT scores for these two ensemble systems. For the second system, which combines an even number of algorithms, we consider the both possible output types (OK or BAD) in case of ties.

Table 6: The MLT scores for the two ensemble systems. The plus sign ‘+’ indicates the combined algorithms.

|                | MLT |
|----------------|-----|
| MBL+PE+RF      | 0.35|
| MBL+PE+RF+LR (Ties OK) | 0.35|
| MBL+PE+RF+LR (Ties BAD) | **0.37**|

Based on the results we obtained from these experiments, we selected the following systems for the submission of this year’s shared task on word-level QE:

- **RF**: The RF system, which uses the ‘b+s+t’ feature set (best scoring system)
- **ENS**: The ensemble system indicated as: MBL+PE+RF+LR (Ties BAD)

These two systems obtained MLT scores on the test set of respectively 0.41 and 0.38 and were ranked third and fourth on the word-level QE task.

3 Sentence-level Quality Estimation

The aim of sentence-level QE is to predict Human mediated Translation Edit Rate (HTER) (Snover et al., 2006) scores that are obtained by comparing the MT output to its post-edited version. The ranking variant of this task is defined as ranking the MT output (per segment) from best to worst.

3.1 Features and Language Resources

In our experiments we initially used two feature sets: The baseline features (17) and the additional features (17) we used for our last year’s submission. These additional features rely on the surface LM, PoS LM and the phrase table as well as the output of the best word-level QE system (RF) for each MT output. Detailed descriptions of these features can be found in Tezcan et al. (2015). Based on the observations we made during our experiments (see Section 3.3 for details) we designed two extra features that use additional information from the surface LM.

3.2 Learning Methods

We experimented with Support Vector Machines (SVMs), Linear Regression (LR) and Random Forests (RF) using the Scikit-learn module in Python to build regression models.

3.3 Experiments

In the first round of our experiments, we used two feature sets, namely the baseline features (b) and the additional features (a) that are described in Tezcan et al. (2015). We applied hyper-parameter optimization for the ML algorithms (when applicable) using 10-fold cross validation on the training set and tested the regression performance on the development set. The performance of the different ML algorithms and the different feature sets, with respect to Pearson’s correlation (r), Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) are provided in Table 7.

Table 7: The performance of different ML algorithms and feature sets on the development set. The plus sign ‘+’ indicates the combined feature sets.
We analyzed the RF system to rank the features for their informativeness using the Scikit-learn module, which implements gini importance as described in Breiman et al. (1984). Gini importance, whose values are positive and sum to 1, provides information about the sum of impurity decrease for each variable, over all nodes in all decision trees. Based on this analysis, we list the top five features and corresponding importance scores in Table 8.

| Feature | Score |
|---------|-------|
| 1 % of 5-grams that appear in the LM at least once (a) | 0.73 |
| 2 % of words that are marked as BAD by the best WL QE system (a) | 0.08 |
| 3 LM probability of the source sentence (b) | 0.01 |
| 4 Average source token length (b) | 0.01 |
| 5 % of 4-grams that appear in the LM at least once (a) | 0.01 |

Table 8: The top five features for the RF system, with respect to gini importance scores, which uses the b+a feature set. Each feature is marked in brackets with the feature set that it comes from.

Considering the fact that the surface LM features were found to be extremely informative by the RF system (especially the % of 5-grams that appear in the LM at least once), we extended this feature set with n-grams of size 6 and 7 and named them as lm6 and lm7. We provide the performances of the different systems using the extended feature sets in Table 9.

| Feature | SVM | RF | LR |
|---------|-----|----|----|
| b+a     | 0.42 | 0.39 | 0.42 |
| +lm6    | 21.55 | 22.89 | 21.45 |
|         | 26.30 | 27.62 | 25.74 |
| b+a     | 0.42 | 0.39 | 0.42 |
| +lm6    | 21.46 | 22.93 | 21.48 |
|         | 26.21 | 27.66 | 25.80 |

Table 9: The performance of different ML algorithms and feature sets on the development set. The plus sign ‘+’ indicates inclusion, the minus sign ‘-’ indicates the exclusion of a particular feature(s).

The effectiveness of using the word-level QE predictions as features for sentence-level QE systems has been shown in previous years (de Souza et al., 2014; Tezcan et al., 2015). Moreover, a single feature based on the word-level predictions was able to perform better than the baseline features in previous year’s shared task on QE (Tezcan et al., 2015). To confirm these results on a new language pair and domain, we performed a final experiment. In Table 10, we can see the differences in the performances of the different systems using features sets that include and exclude the word-level feature (wl) (% of words that are marked as BAD by the best WL QE system).

| Feature | SVM | RF | LR |
|---------|-----|----|----|
| wl     | 0.41 | 0.39 | 0.39 |
|         | 18.24 | 19.33 | 19.79 |
|         | 23.07 | 23.97 | 25.37 |
| a-wl+b  | 37.58 | 36.00 | 37.53 |
| +lm6    | 21.47 | 22.75 | 27.17 |
|         | 26.03 | 27.17 | 25.40 |

Table 10: The performance of different ML algorithms and feature sets on the development set. While the plus sign ‘+’ indicates the combined feature set.

Based on the results we obtained from these experiments, for the scoring variant of the sentence-level QE task, we selected the following systems:

- **SVM1**: The SVM system, which uses the a-wl+b+lm6+lm7 feature set
- **SVM2**: The SVM system, which uses the a+b+lm6+lm7 feature set (best scoring system)

For the ranking variant of the sentence-level QE task, we used the output of these two systems to rank the sentences from best to worst. These two systems obtained r scores on the test set of respectively 0.36 and 0.41 and were ranked ninth and sixth on the sentence-level QE task.

4 Results and Discussion

For the word-level QE task, in addition to the baseline features, we extracted additional features based on accuracy and fluency of translations and features that utilize an automatically extracted bilingual terminology list. The results showed that
all additional features were found to be informative by all the six ML algorithms we experimented with. Additionally, the best scores for five of these systems were obtained by including the features that are based on the bilingual terminology list. For the shared task, we worked with a small automatically extracted term list, but we assume that either a manually verified term list or a (larger) client-specific term list will further improve QE system performance, especially for the technical domain. Random forest, an ensemble of decision trees, was the best performing algorithm on the word-level QE, which utilized all the extracted features.

For sentence-level QE, we used different ML algorithms to train systems using the feature sets from our last year’s submission. We extended this feature set based on a feature importance analysis we performed on the random forest system and added two new features (% of 6- and 7-grams that appear in the LM at least once). Including these features however showed only minor improvements on regression performance. This observation can be attributed to the high correlation between the features that all use the n-gram information on the target language, for different values of n.

Another interesting observation can be made for all three ML algorithms with respect to the baseline (b) and the merged feature sets (b+a). While the additional features improved the Pearson’s correlation in all systems, they reduced the performance in terms of MAE and RMSE. To analyze this difference further, we plotted the errors made by the SVM system, using the two different feature sets, as shown in Figure 1. The linear trend lines, provided in Figure 1, show that the slope of the equation $SVM(b+a)\ TL$ (-0.67) is a better fit to the gold standard HTER scores ($y = 0$) than the slope of the equation $SVM(b)\ TL$ (-0.82), which can explain the better correlation obtained with the b+a feature set, compared to b. On the other hand, the intercept of the equation $SVM(b+a)\ TL$ (34) is further from the origin than the intercept of the equation $SVM(b)\ TL$ (17), which can explain the lower MAE and RMSE scores obtained by the feature set b. A further analysis of the descriptive statistics for the HTER predictions coming from both systems and the gold standard HTER scores can be seen in Table 11.

Combining the information presented in Figure 1 and Table 11, we can see that the $SVM(b)$ system has a smaller error margin on the lower end of the scale with respect to the HTER scores. This greatly influences the MAE and RMSE scores, given the fact that the gold standard HTER scores are skewed towards the lower end of the scale, centered around a mean of 25.69. In fact, the trend line $SVM(b)\ TL$ corresponds to a smaller error margin between the gold standard HTER scores of 0 to 34.34 than the trend line $SVM(a+b)\ TL$4. The error margin for the former equation becomes greater than the latter starting from the HTER score of 34.34 (up to 100). The higher error margin on the high end of the scale can also be explained by the max. HTER predictions of the $SVM(b)$ system (48.22). The additional features that are used in the $SVM(a+b)$ system enable it to predict higher HTER values (max. 77.79), which seems to contribute to the higher correlation scores. Finally, we confirmed our observations from last year by showing that a sentence-level QE system, which uses a single feature based

4Based on Figure 1, solving the following equation for x gives us the gold standard HTER score, to which both equations are equidistant: $0 = -0.67x + 34 - 0.82x + 17$
on the word-level predictions of the best system, was able to beat the system trained on the baseline feature set. The performances of the sentence-level QE systems were further improved by combining this single feature with the baseline and the additional feature sets.
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