All eigenvalues of the power hypergraph and signed subgraphs of a graph
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Abstract

We show how all eigenvalues of a power hypergraph $G^{(k)}$ can be generated from the eigenvalues of signed subgraphs of the underlying graph $G$. This fixes an incorrect statement in the case of power hypergraphs from [Linear Algebra and its Applications, 590:243-257, 2020].
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1. Introduction

A hypergraph $H$ is called $k$-uniform if each edge of $H$ contains exactly $k$ vertices. The eigenvalues of the adjacency tensor of $H$ are called the eigenvalues of $H$ \cite{2}. The $k$-power hypergraph $G^{(k)}$ is the $k$-uniform hypergraph that is obtained by adding $k - 2$ new vertices to each edge of a graph $G$, for $k \geq 3$ (where each edge of $G$ gets different new vertices).

Zhou, Sun, Wang, and Bu \cite[Thm. 16]{6} showed that the complex solutions $\lambda$ of $\lambda^k = \beta^2$ are eigenvalues of $G^{(k)}$ if $\beta$ is an eigenvalue of $G$, and that also the spectral radius of $G^{(k)}$ can be obtained this way. Moreover, they showed that also the eigenvalues of subgraphs of $G$ give rise to eigenvalues of $G^{(k)}$, for $k \geq 4$.

In \cite[Thm. 3]{1}, it was stated that all distinct eigenvalues of a (so-called) generalized power hypergraph $H_s^{(k)}$ can be generated from eigenvalues of subgraphs of...
the \( r \)-uniform hypergraph \( H \). When we restrict that result to the case that \( H \) is a graph \( G \) (i.e., \( r = 2 \)), then we obtain the following statement.

**Statement 1.1.** The complex number \( \lambda \) is an eigenvalue of \( G^{(k)} \) if and only if

(a) some induced subgraph of \( G \) has an eigenvalue \( \beta \) such that \( \beta^2 = \lambda^k \), when \( k = 3 \);

(b) some subgraph of \( G \) has an eigenvalue \( \beta \) such that \( \beta^2 = \lambda^k \), when \( k \geq 4 \).

However, this result is incorrect, as we shall see in Section 3.1. In this paper, we shall extend the result of Zhou et al. [6], and fix the above incorrect statement by using the spectra of signed subgraphs of \( G \).

A signed graph \( G_\pi \) is a pair \((G, \pi)\), where \( G = (V, E) \) is a graph and \( \pi : E \to \{+1, -1\} \) is the edge sign function. We use \( i \sim j \) to denote that the vertices \( i \) and \( j \) are adjacent in the graph \( G \). The adjacency matrix \( A(G_\pi) = (A_{ij}) \) of the signed graph \( G_\pi \) is the symmetric \( \{0, +1, -1\} \)-matrix, where

\[
A_{ij} = \begin{cases} 
\pi(i, j), & \text{if } i \sim j, \\
0, & \text{otherwise.}
\end{cases}
\]

The eigenvalues of \( A(G_\pi) \) are called the eigenvalues of \( G_\pi \). An (induced) subgraph of the signed graph \( G_\pi \) is called a signed (induced) subgraph of \( G \). Using the eigenvalues of signed (induced) subgraphs of \( G \), we can obtain all distinct eigenvalues of \( G^{(k)} \) as follows.

**Theorem 1.2.** The complex number \( \lambda \) is an eigenvalue of \( G^{(k)} \) if and only if

(a) some **signed induced subgraph** of \( G \) has an eigenvalue \( \beta \) such that \( \beta^2 = \lambda^k \), when \( k = 3 \);

(b) some **signed subgraph** of \( G \) has an eigenvalue \( \beta \) such that \( \beta^2 = \lambda^k \), when \( k \geq 4 \).

We emphasize that the theorem states that every \( k \)-th root of \( \beta^2 \) is an eigenvalue of \( G^{(k)} \). On the other hand, it does not state that both square roots of \( \lambda^k \) are eigenvalues of a signed subgraph. However, if \( \beta \) is an eigenvalue of the signed subgraph \( \hat{G}_\pi \), then \(-\beta \) is an eigenvalue of \( \hat{G}_{-\pi} \).

The rest of this paper is organized as follows. In Section 2, some notation and basic definitions are introduced. In Section 3, we will first extend the result of Zhou et al. [6], then give a counterexample to Statement 1.1, and finish with the proof of Theorem 1.2.
2. Preliminaries

For a positive integer $n$, let $[n] = \{1, \ldots, n\}$. A $k$-order $n$-dimensional complex tensor $T = (t_{i_1\ldots i_k})$ is a multidimensional array with $n^k$ entries over the complex number field $\mathbb{C}$, where $i_j \in [n]$, for $j = 1, \ldots, k$. For $\mathbf{x} = (x_1, \ldots, x_n)^\top \in \mathbb{C}^n$, we define $\mathbf{x}^{[k-1]} = (x_1^{k-1}, \ldots, x_n^{k-1})^\top$. Moreover, $T\mathbf{x}^{k-1}$ denotes a vector in $\mathbb{C}^n$ whose $i$-th component is

$$(T\mathbf{x}^{k-1})_i = \sum_{i_2, \ldots, i_k=1}^n t_{i_1i_2\ldots i_k} x_{i_2} \cdots x_{i_k}.$$

If there exists a nonzero vector $\mathbf{x} \in \mathbb{C}^n$ such that $T\mathbf{x}^{k-1} = \lambda \mathbf{x}^{[k-1]}$, then $\lambda \in \mathbb{C}$ is called an eigenvalue of $T$ and $\mathbf{x}$ is an eigenvector of $T$ corresponding to $\lambda$. The pair $(\lambda, \mathbf{x})$ is called an eigenpair of $T$.

A hypergraph $H = (V, E)$ is called $k$-uniform if each edge of $H$ contains exactly $k$ vertices. Similar to the relation between graphs and matrices, there is a natural correspondence between uniform hypergraphs and (symmetric) tensors. Indeed, for a $k$-uniform hypergraph $H$ with $n$ vertices, its adjacency tensor $A_H = (a_{i_1i_2\ldots i_k})$ is a $k$-order $n$-dimensional tensor, where

$$a_{i_1i_2\ldots i_k} = \begin{cases} 1/(k-1)!, & \{i_1, i_2, \ldots, i_k\} \in E, \\ 0, & \text{otherwise}. \end{cases}$$

For a graph $G = (V(G), E(G))$ and $e \in E(G)$, we use $N_e$ to denote the set of added vertices of $G^{(k)}$ on the edge $e$. Thus, the set $e \cup N_e$ is a hyperedge of $G^{(k)}$. By $E_i(G^{(k)})$, we denote the set of hyperedges containing $i$.

Let $x^S = \prod_{s \in S} x_s$ for $S \subseteq V(G^{(k)})$. Then it follows easily that $(\lambda, \mathbf{x})$ is an eigenpair of $G^{(k)}$ if and only if

$$\lambda x_i^{k-1} = \sum_{h \in E_i(G^{(k)})} x_h^{\{i\}} = \sum_{j \sim i} x_j x^{N(i,j)}$$

for every $i \in V(G)$ and

$$\lambda x_v^{k-1} = x_i x_j x^{N(i,j)\{v\}}$$

for every $v \in N(i,j)$ and $\{i, j\} \in E(G)$. 


3. All eigenvalues of the power hypergraph

In this section, we will prove our main result and give a counterexample to Statement [1.1].

3.1. More eigenvalues from signed subgraphs and a counterexample to Statement [1.1]

First, we will extend the result of Zhou et al. [6] by showing how to obtain more eigenvalues of the power hypergraph by using signed subgraphs.

Let \((\beta, y)\) be an eigenpair of some signed (induced, if \(k = 3\)) subgraph \(\tilde{G}_\pi\) of \(G\), with \(\beta \neq 0\). Let \(\lambda \in \mathbb{C}\) be such that \(\lambda^k = \beta^2\). We now let \(\gamma \in \mathbb{C}\) be such that \(\gamma^2 = \lambda\), then \(\gamma^{2k} = \lambda^k = \beta^2\), and hence \(\gamma^k = \pm \beta\). Since both \((\beta, y)\) and \((-\beta, y)\) are eigenpairs of some signed subgraphs \((\tilde{G}_\pi\) and \(\tilde{G}_{-\pi}\)), we assume without loss of generality that \(\gamma^k = \beta\).

For \(i \in V(\tilde{G})\), we let \(z_i\) be any \(k\)-th root of \(y_i\) and for \(\{i, j\} \in E(\tilde{G})\), we let \(\pi_k(i, j)\) be any \(k\)-th root of \(\pi(i, j)\).

For each \(\{i, j\} \in E(\tilde{G})\), we also fix \(v_{ij}\) as one of the vertices in \(N_{\{i,j\}}\). Using these, we can construct an eigenvector as follows. Let \(x\) be the vector with entries

\[
x_v = \begin{cases} 
   z_i^2, & \text{for } v = i \in V(\tilde{G}), \\
   \pi_k(i, j)^3 z_i z_j / \gamma, & \text{for } v = v_{ij} \in N_{\{i,j\}} \text{ and } \{i, j\} \in E(\tilde{G}), \\
   \pi_k(i, j) z_i z_j / \gamma, & \text{for } v \in N_{\{i,j\}} \setminus \{v_{ij}\} \text{ and } \{i, j\} \in E(\tilde{G}), \\
   0, & \text{otherwise}. 
\end{cases}
\]

Lemma 3.1. The pair \((\lambda, x)\) is an eigenpair of \(G^{(k)}\).

Proof. First, we note that for vertices not in the power graph of the subgraph, the required equations (2.1) and (2.2) are trivial. The same holds for vertices \(i \in V(G)\) for which \(y_i = 0\) \((z_i = 0)\) and the related vertices in \(N_{\{i,j\}}\). In the remainder of the proof, we may therefore assume that \(x_i \neq 0\) for \(i \in V(\tilde{G})\) and \(x_v \neq 0\) for \(v \in N_{\{i,j\}}\).

Next, for each \(\{i, j\} \in E(\tilde{G})\) and each \(v \in N_{\{i,j\}}\), we have that

\[
\lambda x_v^k = \lambda [\pi_k(i, j)^3 z_i z_j / \gamma]^k = z_i^2 z_j^2 \pi_k(i, j)^k (z_i z_j)^{k-2} / \gamma^{k-2} = x_i x_j x^{N_{\{i,j\}}},
\]

(this also holds for \(v = v_{ij}\), because \(\pi(i, j)^3 = \pi(i, j)\)), which shows (2.2).

Finally, for \(i \in V(\tilde{G})\), we obtain from the above that

\[
\lambda x_i^k = \lambda y_i^2 = \frac{\lambda y_i}{\beta} \sum_{j \sim i} \pi(i, j) y_j = \sum_{j \sim i} \lambda [\pi_k(i, j)^3 z_i z_j / \gamma]^k = \sum_{j \sim i} x_i x_j x^{N_{\{i,j\}}},
\]
which shows (2.1).

Note that for odd \( k \), one can replace the factors \( \pi_k(i, j)^3 \) and \( \pi_k(i, j) \) in the definition of \( x \) by \( \pi(i, j) \), to obtain a somewhat simpler expression.

From Lemma 3.1 we can easily get a counterexample for Statement 1.1. Indeed, let \( K_4 \) be the complete graph with four vertices, and consider the signed subgraph \( K_4^- \) by signing one of its edges, say \( \{1, 2\} \), negative. This signed subgraph has eigenvalue \( \sqrt{5} \) with eigenvector \( (\sqrt{5} - 1, \sqrt{5} - 1, 2, 2) \), as one can easily check. Thus, by Lemma 3.1, the power hypergraph \( K_4^{(3)} \) has an eigenvalue \( \sqrt{5} \). According to Statement 1.1, some induced subgraph of \( K_4 \) should therefore have an eigenvalue \( \pm \sqrt{5} \). But this is clearly not the case, because the induced subgraphs are complete graphs, which only have integer eigenvalues.

3.2. Characterizing all eigenvalues of the power hypergraph

To finish, we will show that each eigenvalue of a power hypergraph must be obtained from a signed subgraph, thus proving Theorem 1.2.

Proof of Theorem 1.2. First of all, it is known that a \( k \)-uniform hypergraph always has an eigenvalue 0 for \( k \geq 3 \) \[5\]. On the other hand, 0 occurs as an eigenvalue of the induced subgraphs \( K_1 \). Thus, for the remainder of the proof, we only need to consider the case of \( \lambda \neq 0 \).

Clearly, Lemma 3.1 shows one implication of Theorem 1.2. Thus, what remains to show is that every nonzero eigenvalue \( \lambda \) of the power hypergraph gives rise to an (appropriate) eigenvalue \( \beta \) of a signed (induced) subgraph.

Let \( (\lambda, x) \) be an eigenpair of \( G^{(k)} \) with \( \lambda \neq 0 \). Let \( \beta \) be such that \( \beta^2 = \lambda^k \), and let \( y_i \) be such that \( y_i^2 = x_i^k \). Consider the induced subgraph \( \hat{G} \) on the vertices \( i \in V(G) \) with \( x_i \neq 0 \). Note that \( x_i = 0 \) for all \( i \in V(G) \) is impossible, because of (2.2) and \( \lambda \neq 0 \). We will indeed prove that there is a signed subgraph on \( \hat{G} \) with an eigenvalue \( \beta \) and eigenvector \( y \).

Indeed, using (2.2), we have that

\[
\lambda^{k-2}(x^{N(i,j)})^{k-1} = \prod_{v \in N(i,j)} \lambda x_v^{k-1} \\
= \prod_{v \in N(i,j)} x_i x_j x^{N(i,j)} \setminus \{v\} \\
= (x_i x_j)^{k-2}(x^{N(i,j)})^{k-3},
\]
that is, \((x^N_{i,j})^{k-3} (\lambda^{k-2}(x^N_{i,j})^2 - (x_ix_j)^{k-2}) = 0\), and hence
\[
(\beta x_ix_j x^N_{i,j})^{k-3} ((\beta x_ix_j x^N_{i,j})^2 - (\lambda y_i y_j)^2) = 0.
\]
Therefore, we have that \(\beta x_ix_j x^N_{i,j} = \text{sgn}(i, j)(\lambda y_i y_j)\), where
\[
\text{sgn}(i, j) \in \begin{cases} 
\{\pm 1\}, & k = 3, \\
\{\pm 1, 0\}, & k \geq 4.
\end{cases} \tag{3.1}
\]
So, using (2.1), we obtain that for every \(i \in V(\hat{G})\),
\[
\beta y_i = \frac{\beta x_i}{\lambda y_i} x_i^{k-1} = \frac{\beta x_i}{\lambda y_i} \sum_{j \sim i} x_j x^N_{i,j} = \frac{1}{\lambda y_i} \sum_{j \sim i} \beta x_ix_j x^N_{i,j} = \sum_{j: \{i,j\} \in E(\hat{G})} \text{sgn}(i, j)y_j. \tag{3.2}
\]
Now note that (3.1) defines a sign function on a subgraph of \(\hat{G}\) (or on \(\hat{G}\) itself for \(k = 3\)), and (3.2) shows that this signed subgraph has eigenvalue \(\beta\). \qed
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