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Abstract

We are concerned with linear redundancy storage schemes regarding their ability to provide concurrent (local) recovery of multiple data objects. This paper initiates a study of such systems within the classical coding theory. We show how we can use the structural properties of the generator matrix defining the scheme to obtain a bounding polytope for the set of data access rates the system can support. We derive two dual distance outer bounds, which are sharp for some large classes of matrix families.

1 Introduction

Distributed computing systems rely on their storage layers to provide data access services for executing applications. Thus, the system’s overall performance depends on the underlying storage system’s data access performance. Distributed storage systems strive to maximize the number of concurrent data access requests they can support with fixed resources. Replicating data objects according to their relative popularity and access volume helps achieve this goal. However, these quantities are often unpredictable. In emerging applications such as edge computing, the expected number of users and their data interests fluctuate, and data storage schemes should support such dynamics [1]. Erasure-coding has emerged as an efficient and robust form of redundant storage, which can flexibly handle skews in the request rates.

Recent work on redundant distributed storage access introduced the notion of the service rate region of a redundancy scheme that includes all data access requests that the system can serve [2–7]. To understand this concept, consider a distributed system that stores $k$ different data objects by encoding them into $n$ and storing the $n$ coded objects on $n$ different nodes. Each of the $n$ nodes can serve requests at a rate $\mu$ (i.e., has service capacity $\mu$). The system can serve requests to access the $k$ data objects that arrive at rates $\lambda_1, \lambda_2, \ldots, \lambda_k$ if each
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request can be routed to a group of nodes that can jointly fulfill the request, and the total request rate allocated to each node does not exceed its service capacity $\mu$. We call the set of such request vectors $(\lambda_1, \lambda_2, \ldots, \lambda_k)$ the service rate region of a coded distributed system.

The overview paper [2] postulated the service rate region as an important consideration in the design of erasure-coded distributed systems. It highlights several open problems that can be grouped into two broad threads: 1) characterizing the service rate region of a given code and finding the optimal request allocation, and 2) designing the underlying erasure code for a given service rate region. The paper argued that the presented problems not only require expertise from different areas, but have also already been addressed in those areas in some special forms and under different names. Moreover, it explained how some problems associated with the service rate region generalize previously studied distributed problems such as batch codes, codes with locality and availability, and private information retrieval [8–16].

The numerous open problems described in [2] (in both groups mentioned above) could be seen as performance analysis and networking problems as well as coding theory and data allocation problems. These problems could be addressed by a wide variety of scientists according to their interests and expertise.

**Our contribution.** The goal of this paper is to initiate a study of redundancy schemes within the classical coding theory. We focus on characterizing the service rate region of a storage scheme defined by a rank $k$ generator matrix $G$, which is a convex polytope in $\mathbb{R}^k$. Our ultimate goal is to establish a series of inequalities that, when combined, cut out the service region. This paper makes a first step towards this goal by showing how some structural properties of $G$ can be used to find a polytope that contains the service rate region, giving an outer bound for the latter. More precisely, we establish a Total Capacity Bound for the service rate region determined by a matrix $G$, as well as two Dual Distance Bounds that take into account different structural properties of $G$. We also show that the bounding polytope we find coincides with the service rate region in some special cases, e.g. for some large classes of MDS codes.

This paper is organized as follows. Sec. 2 defines the problem. Sec. 3 shows some properties of the recovery sets of a linear redundancy scheme and introduces a way to compare storage schemes. Sec. 4 derives the Total Capacity Bound for the service rate region and two Dual Distance Bounds. Sec. 5 outlines future work plans.

## 2 Distributed Coded Recovery Systems

In this section we establish the notation for the rest of the paper, define distributed coded systems and their service rate region.

**Notation 2.1.** Throughout the paper, $\mathbb{F}_q$ denotes the finite field with $q$ elements where $q$ is a prime power. We work with integers $n > k \geq 2$, a real number $\mu \geq 1$, and a fixed matrix $G \in \mathbb{F}_q^{k \times n}$ of rank $k$. We assume that $G$ has no all-zero column and denote by $G^j$ its $j$th column.

We consider coded distributed systems where $k$ data objects are linearly encoded into $n$ objects stored on $n$ servers. Each server stores exactly one object and the objects are elements of $\mathbb{F}_q$. 


Such a distributed coded system is fully specified by a rank $k$ matrix $G \in \mathbb{F}_q^{k \times n}$, which we call the generator matrix of the system. If $(x_1, \ldots, x_k) \in \mathbb{F}_q^k$ is the $k$-tuple of objects to be stored, then the $j$th server stores the $j$th component of the vector $(x_1, \ldots, x_k) \cdot G \in \mathbb{F}_q^n$.

We say that the matrix $G$ is systematic if its first $k$ columns form the identity $k \times k$ matrix.

We consider $k$-tuples $(\lambda_1, \ldots, \lambda_k) \in \mathbb{R}^k$ of rate requests to access the $k$ objects. More precisely, $\lambda_i$ is the rate request for the $i$th object. Each of the $n$ servers can serve request at the rate of at most $\mu \geq 1$. The parameter $\mu$ is called the server’s capacity.

Each user gets assigned to a set of servers that, together, allow recovering the desired object. An object can be recovered from different server sets, which motivates the following terminology.

**Definition 2.2.** For $i \in \{1, \ldots, k\}$, let

$$\mathcal{R}_i^{\text{all}} := \{R \subseteq \{1, \ldots, n\} \mid e_i \in \langle G^j \mid j \in R \rangle\},$$

where $e_i \in \mathbb{F}_q^k$ denotes the $i$th standard basis vector and $\langle G^j \mid j \in R \rangle$ is the span of the columns of $G$ indexed by $R$. The elements of $\mathcal{R}_i^{\text{all}}$ are the recovery sets for the $i$th object.

Note that, in the above definition, we have $\mathcal{R}_i^{\text{all}} \neq \emptyset$ for all $i \in \{1, \ldots, k\}$. This is a simple consequence of the fact that $G$ has rank $k$. Moreover, $R \neq \emptyset$ for all $i \in \{1, \ldots, k\}$ and $R \in \mathcal{R}_i^{\text{all}}$. We use the superscript “all” to indicate that $\mathcal{R}_i^{\text{all}}$ contains all the recovery sets for the symbol $i$.

**Example 2.3.** Let $k = 2$, $n = 4$, $q = 3$ and

$$G := \begin{pmatrix} 1 & 0 & 1 & 1 \\ 0 & 1 & 2 & 1 \end{pmatrix} \in \mathbb{F}_3^{2 \times 4}.$$ 

Then, we have

$$\mathcal{R}_1^{\text{all}} = \{\{1\}, \{2, 3\}, \{2, 4\}, \{3, 4\}, \{2, 3, 4\}\},$$

$$\mathcal{R}_2^{\text{all}} = \{\{2\}, \{1, 3\}, \{1, 4\}, \{3, 4\}, \{1, 3, 4\}\}.$$ 

When designing a recovery system starting from $G$, not all recovery sets need to be considered.

**Definition 2.4.** A recovery $G$-system is a $k$-tuple $\mathcal{R} = (\mathcal{R}_1, \ldots, \mathcal{R}_k)$ of subsets of $\{1, \ldots, n\}$ with $\mathcal{R}_i \subseteq \mathcal{R}_i^{\text{all}}$ and $\mathcal{R}_i \neq \emptyset$ for all $i \in \{1, \ldots, k\}$.

The service rate region of a recovery $G$-system $\mathcal{R}$ is the set of all request rate tuples $(\lambda_1, \ldots, \lambda_k) \in \mathbb{R}^k$ that can be served by the system.

**Definition 2.5.** Let $\mathcal{R} = (\mathcal{R}_1, \ldots, \mathcal{R}_k)$ be a recovery $G$-system. The service rate region associated with $\mathcal{R}$ and $\mu$ is the set of all $(\lambda_1, \ldots, \lambda_k) \in \mathbb{R}^k$ for which there exists a collection of real numbers

$$\{\lambda_{i,R} \mid i \in \{1, \ldots, k\}, R \in \mathcal{R}_i\}.$$
with the following properties:

\[
\begin{align*}
\sum_{R \in \mathcal{R}_i} \lambda_{i,R} &= \lambda_i \text{ for } 1 \leq i \leq k, \\
\sum_{i=1}^{k} \sum_{R \in \mathcal{R}_i} \lambda_{i,R} &\leq \mu \text{ for } 1 \leq j \leq n, \\
\lambda_{i,R} &\geq 0 \text{ for } 1 \leq i \leq k, R \in \mathcal{R}_i.
\end{align*}
\]

(1) (2) (3)

A collection \( \{\lambda_{i,R}\} \) of real numbers that satisfy the above three properties is called a feasible allocation for \((\mathcal{R}, \mu)\). The service rate region associated with \(\mathcal{R}\) and \(\mu\) is denoted by \(\Lambda(\mathcal{R}, \mu) \subseteq \mathbb{R}^k\).

**Remark 2.6.** We have \(\Lambda(\mathcal{R}, \mu) = \mu \cdot \Lambda(\mathcal{R}, 1)\) for any recovery \(G\)-system \(\mathcal{R}\). Therefore, we will simply call \(\Lambda(\mathcal{R}, 1)\) the service rate region of \(G\).

Our main goal is to establish outer bounds for the service rate region \(\Lambda(\mathcal{R}, 1)\) of a recovery \(G\)-system \(\mathcal{R}\), in the form of a bounding polytope.

**Example 2.7.** Let \(G\) be as in Example 2.3. Corollary 4.7 will give us the bounding polytope for \(\Lambda(\mathcal{R}^\text{all}, 1)\) depicted in Figure 1. The outer bound is sharp.

![Figure 1: Service rate region for the \(G\)-system in Example 2.7. The lines bounding the polytope are obtained from Corollary 4.7.](image)

3 Minimal Recovery Sets

A natural question is how the service rate region changes when changing the recovery \(G\)-system. An immediate observation is the following. The result easily follows from Definition 2.5 and is therefore left to the reader.

**Proposition 3.1.** Suppose that \(\mathcal{R} = (\mathcal{R}_1, \ldots, \mathcal{R}_k)\) and \(\mathcal{R}' = (\mathcal{R}'_1, \ldots, \mathcal{R}'_k)\) are recovery \(G\)-systems with \(\mathcal{R}'_i \subseteq \mathcal{R}_i\) for all \(i \in \{1, \ldots, k\}\). Then \(\Lambda(\mathcal{R}, 1) \supseteq \Lambda(\mathcal{R}', 1)\). In particular, \(\Lambda(\mathcal{R}, \mu) \subseteq \Lambda(\mathcal{R}^\text{all}, \mu)\) for any recovery \(G\)-system \(\mathcal{R}\).
The service rate region, however, does not change when selecting from \( \mathcal{R}^{\text{all}} \) the recovery sets that are minimal with respect to inclusion, in the following precise sense.

**Definition 3.2.** A set \( R \in \mathcal{R}^{\text{all}} \) is \( i \)-minimal if there is no \( R' \in \mathcal{R}^{\text{all}} \) with \( R' \subsetneq R \). We define \( \mathcal{R}^{\text{min}}_i \) as the recovery \( G \)-system defined, for all \( i \), by
\[
\mathcal{R}^{\text{min}}_i := \{ R \in \mathcal{R}^{\text{all}}_i | R \text{ is } i \text{-minimal} \}.
\]

**Proposition 3.3.** We have \( \Lambda(\mathcal{R}^{\text{min}}, 1) = \Lambda(\mathcal{R}^{\text{all}}, 1) \).

Therefore, when studying the service rate region of the system defined by \( G \) one may or may not restrict to the minimal recovery sets.

**Proof of Proposition 3.3.** The inclusion \( \subseteq \) follows directly from Proposition 3.1. To prove the inclusion \( \supseteq \), let \( (\lambda_1, \ldots, \lambda_k) \in \Lambda(\mathcal{R}^{\text{all}}, 1) \). By definition, there exist a collection of real numbers \( \{ \lambda_{i,R} \mid i \in \{1, \ldots, k\}, R \in \mathcal{R}^{\text{all}}_i \} \), satisfying (1)–(3). We will show that \( (\lambda_1, \ldots, \lambda_k) \in \Lambda(\mathcal{R}^{\text{min}}, 1) \). In order to do so, for each \( i \in \{1, \ldots, k\} \) and \( R \in \mathcal{R}^{\text{all}}_i \) we fix a set \( \text{min}_i(R) \in \mathcal{R}^{\text{min}}_i \) such that \( R \supseteq \text{min}_i(R) \). For \( Q \in \mathcal{R}^{\text{min}}_i \) define
\[
\lambda_{i,Q} := \sum_{R \in \mathcal{R}^{\text{all}}_i} \lambda_{i,R},
\]
Then the numbers \( \{ \lambda_{i,Q} \mid i \in \{1, \ldots, k\}, Q \in \mathcal{R}^{\text{min}}_i \} \) satisfy (1)–(3). \( \square \)

### 4 A Total Capacity Bound

We here put forward a simple but powerful idea to obtain outer bounds for the service rate region of a coded system. As an application of this idea, we derive two dual-distance-type bounds in this context.

**Lemma 4.1 (Total Capacity Bound).** Let \( \mathcal{R} \) be a recovery \( G \)-system and let \( \{ \lambda_{i,R} \} \) be a feasible allocation for \( (\mathcal{R}, 1) \). We have
\[
\sum_{i=1}^{k} \sum_{R \in \mathcal{R}_i} |R| \lambda_{i,R} \leq n. \tag{4}
\]

**Proof.** The bound is obtained by summing the inequalities in (2), for \( 1 \leq j \leq n \). \( \square \)

**Remark 4.2.** The Total Capacity Bound of Lemma 4.1 put in evidence the cardinality of the recovery sets. It can be applied directly when a lower bound for this quantity is known. More precisely, if every recovery set of a \( G \)-system \( \mathcal{R} \) has size at least \( M \), then every \( (\lambda_1, \ldots, \lambda_k) \in \Lambda(\mathcal{R}, 1) \) satisfies
\[
\lambda_1 + \cdots + \lambda_k \leq n/M.
\]

Lemma 4.1 motivates us to determine the properties of \( G \) that determine the cardinalities of the recovery sets, and how they shape the service rate region. This is the program we initiate in this paper.
4.1 First Dual Distance Bound

We next establish a connection between the recovery sets of a systematic coded system and the codewords of the code whose parity-check matrix is $G$. By combining this with the Total Capacity Bound, we obtain our First Dual Distance Bound.

**Notation 4.3.** In the sequel, we denote by $C$ the linear code generated by $G$, and by $C^\perp$, its dual code. Note that $C$ is an $[n,k]_q$ code. We let $d^\perp$ be the minimum distance of $C^\perp$. Recall that the (Hamming) support of a vector $x \in \mathbb{F}_q^n$ is $\sigma(x) := \{1 \leq i \leq n \mid x_i \neq 0\}$.

**Proposition 4.4.** Suppose that $G$ is systematic. Let $R \subseteq \{1, \ldots, n\}$ and $i \in \{1, \ldots, k\}$. Then $R \in \mathcal{R}_i$ if and only if $R = \{i\}$ or there exists a codeword $x \in C^\perp$ with $\sigma(x) \subseteq R \cup \{i\}$ and $i \in \sigma(x)$.

**Proof.** By definition, $R \in \mathcal{R}_i$ if and only if the span of the columns of $G$ indexed by $R \cup \{i\}$ contains $e_i$. This happens if and only if $R = \{i\}$ or there exists a linear combination of the columns of $G$ indexed by $R$, where the $i$th column of $G$ is taken with a nonzero coefficient, that gives zero. The latter condition is equivalent to the existence of a codeword $x \in C^\perp$ with $i \in \sigma(x)$ and $\sigma(x) \subseteq R$. \qed

**Corollary 4.5.** If $G$ is systematic, $i \in \{1, \ldots, k\}$ and $R \in \mathcal{R}_i$, then $R = \{i\}$ or $|R| \geq d^\perp - 1$.

We are now ready to present the First Dual Distance Bound.

**Theorem 4.6** (First Dual Distance Bound). Suppose that $G$ is systematic and let $\mathcal{R}$ be a recovery $G$-system. If $(\lambda_1, \ldots, \lambda_k) \in \Lambda(\mathcal{R}, 1)$, then

$$\sum_{i=1}^k \left( \min\{\lambda_i, 1\} + (d^\perp - 1) \max\{0, \lambda_i - 1\} \right) \leq n.$$  

**Proof.** Let $(\lambda_1, \ldots, \lambda_k) \in \Lambda(\mathcal{R}, 1)$ and let $\{\lambda_i,R\}$ be a feasible allocation. By Corollary 4.5, for every $i \in \{1, \ldots, k\}$ and every set $R \in \mathcal{R}_i$ with $R \neq \{i\}$ we have $|R| \geq d^\perp - 1$. We can therefore rewrite and bound the LHS of (4) as follows:

$$\sum_{i=1}^k \lambda_i,\{i\} + \sum_{i=1}^k \sum_{\substack{R \in \mathcal{R}_i \\text{ s.t.} \\ R \neq \{i\}}} |R| \lambda_i,R \geq \sum_{i=1}^k \lambda_i,\{i\} + (d^\perp - 1) \sum_{i=1}^k \sum_{\substack{R \in \mathcal{R}_i \\text{ s.t.} \\ R \neq \{i\}}} \lambda_i,R$$

$$= \sum_{i=1}^k \lambda_i,\{i\} + (d^\perp - 1) \sum_{i=1}^k (\lambda_i - \lambda_i,\{i\})$$

$$= (d^\perp - 1) \sum_{i=1}^k \lambda_i - (d^\perp - 2) \sum_{i=1}^k \lambda_i,\{i\}. \quad (5)$$
Since $G$ has no all-zero column, we have $d^\perp \geq 2$. Therefore, since $\lambda_{i(*)} \leq \min\{\lambda_i, 1\}$ for all $i$, we can further say that the right-hand side of (5) is at least

$$
(d^\perp - 1) \sum_{i=1}^{k} \lambda_i - (d^\perp - 2) \sum_{i=1}^{k} \min\{\lambda_i, 1\}
$$

$$= \sum_{i=1}^{k} \left( \min\{\lambda_i, 1\} + (d^\perp - 1) \max\{0, \lambda_i - 1\} \right),
$$

which, combined with (4), gives the statement.

We can apply Theorem 4.6 to families of systematic codes whose dual distance is known. For example, by considering the class of systematic MDS codes we obtain the following result.

**Corollary 4.7.** Suppose that $G$ is systematic and that it generates an MDS code. Then for all $(\lambda_1, \ldots, \lambda_k) \in \Lambda(\mathcal{R}, 1)$ we have

$$
\sum_{i=1}^{k} \left( \min\{\lambda_i, 1\} + k \cdot \max\{0, \lambda_i - 1\} \right) \leq n.
$$

**Remark 4.8.** The previous corollary on MDS codes is sharp whenever $k \leq n - k$; see [7, Theorem 2].

### 4.2 Second Dual Distance Bound

The goal of this subsection is to identify and study new, non-classical parameters of the matrix $G$ that play a role in determining the associated service rate region. As an application, we obtain a second outer bound for the service rate region of a coded system, which refines the First Dual Distance Bound of Theorem 4.6 under some assumptions.

**Notation 4.9.** In the sequel, for all $i \in \{1, \ldots, k\}$, we let

$$G_i = \left( G \mid e_i^\top \right) \in \mathbb{F}_q^{k \times (n+1)}$$

be the matrix obtained from $G$ by appending the $i$th standard basis vector as the $(n+1)$-th column. Then $G_i$ generates an $[n+1, k]_q$ code, which we denote by $C_i \subseteq \mathbb{F}_q^{n+1}$. Its dual is $C_i^\perp$. For $i \in \{1, \ldots, k\}$, we introduce the following sets and parameters:

$$\Gamma_i := \{\text{wt}(x) \mid x \in C_i^\perp, n+1 \in \sigma(x)\},$$

$$\gamma_i := |\Gamma_i| \quad \text{and} \quad \delta^1_i := \min(\Gamma_i).$$

Moreover, we let

$$\delta^2_i := \min\{\text{wt}(x) \mid x \in C_i^\perp, n+1 \in \sigma(x), \text{wt}(x) > \delta^1_i\},$$

with the convention that $\delta^2_i = \delta^1_i$ when $\gamma_i = 1$. Finally, we define

$$\omega_i := \frac{|\{x \in C_i^\perp : n+1 \in \sigma(x), \text{wt}(x) = \delta^1_i\}|}{q-1}.$$
The structural parameters defined in Notation 4.9 play an essential role in determining the corresponding service rate region. In this conference paper, we give preliminary evidence of this with a result that extends the First Dual Distance Bound of Theorem 4.6 to possibly non-systematic matrices.

We start by describing the recovery sets of $\mathcal{R}^\text{all}$ in terms of the codes $\mathcal{C}_i$, $i \in \{1, \ldots, k\}$. The proof of the next result is similar to the one of Proposition 4.4, and we, therefore, omit it.

**Proposition 4.10.** Let $R \subseteq \{1, \ldots, n\}$ and $i \in \{1, \ldots, k\}$. Then $R \in \mathcal{R}^\text{all}_i$ if and only if there is $x \in \mathcal{C}_i^\perp$ with $\sigma(x) \subseteq R \cup \{n + 1\}$ and $n + 1 \in \sigma(x)$. In particular, if $R \in \mathcal{R}^\text{all}_i$ then $|R| \geq \delta_i^1 - 1$.

Proposition 4.10 means that there are $\omega_1$ sets $R \in \mathcal{R}^\text{all}_i$ with size $\delta_i^1$. All the other sets have size at least $\delta_i^2$.

**Theorem 4.11** (Second Dual Distance Bound). Let $\mathcal{R}$ be a recovery $G$-system and let $(\lambda_1, \ldots, \lambda_k) \in \Lambda(\mathcal{R}, 1)$. For each $i \in \{1, \ldots, k\}$, define $\ell_i := \min\{\lambda_i, 1\}$. Then

$$
\sum_{i=1}^k \left( (\delta_i^2 - 1) (\lambda_i - \omega_i \ell_i) + (\delta_i^1 - 1) \omega_i \ell_i \right) \leq n.
$$

**Proof.** Let $(\lambda_1, \ldots, \lambda_k) \in \Lambda(\mathcal{R}, 1)$ and let $\{\lambda_i, R\}$ be a feasible allocation. By Proposition 4.10 and (1) we have that, for all $i \in \{1, \ldots, k\}$,

$$
\sum_{R \in \mathcal{R}_i} \lambda_{i, R} = \lambda_i - \sum_{\substack{R \in \mathcal{R}_i \ni |R| = \delta_i^1 - 1 \cup \{n + 1\} \in \sigma(x)}} \lambda_{i, R},
$$

where the sum over an empty set is 0. Thus the LHS of (4) can be rewritten as

$$
\sum_{i=1}^k \left( (\delta_i^1 - 1) \sum_{R \in \mathcal{R}_i \ni |R| = \delta_i^1 - 1} \lambda_{i, R} + \sum_{R \in \mathcal{R}_i \ni |R| > \delta_i^1 - 1} |R| \lambda_{i, R} \right).
$$

Using (6), Proposition 4.10, and the definition of $\delta_i^2$, we find that the quantity in (7) is at least

$$
\sum_{i=1}^k \left( (\delta_i^1 - 1) \sum_{R \in \mathcal{R}_i \ni |R| = \delta_i^1 - 1} \lambda_{i, R} + (\delta_i^2 - 1) \sum_{R \in \mathcal{R}_i \ni |R| > \delta_i^1 - 1} \lambda_{i, R} \right)
$$

$$
= \sum_{i=1}^k \left( (\delta_i^2 - 1) \lambda_i - (\delta_i^2 - \delta_i^1) \sum_{R \in \mathcal{R}_i \ni |R| = \delta_i^1 - 1} \lambda_{i, R} \right)
$$

$$
\geq \sum_{i=1}^k \left( (\delta_i^2 - 1) \lambda_i - (\delta_i^2 - \delta_i^1) \omega_i \ell_i \right),
$$
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where the latter inequality follows from the fact that $\delta^2_i - \delta^1_i \geq 0$ and $\lambda_{i,R} \leq \ell_i$ for all $i \in \{1, \ldots, k\}$. Finally, the last line of (8) is equal to
\[
\sum_{i=1}^k \left( (\delta^2_i - 1) (\lambda_i - \omega_i \ell_i) + (\delta^1_i - 1) \omega_i \ell_i \right),
\]
which with (4) and (7) concludes the proof.

We illustrate the previous result with two examples where $G$ is not systematic.

**Example 4.12 (First-Order Reed-Muller Code).** Consider the following non-systematic generator matrix $G \in \mathbb{F}_2^{4 \times 8}$ of the first order Reed-Muller code, namely
\[
G := \begin{pmatrix}
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{pmatrix}.
\]

Consider the codes generated by $G_i$, for $i \in \{1, 2, 3, 4\}$. We have that $\delta^2_1 = \delta^1_1 = \delta^3_1 = 3$, $\omega_1 = \omega_2 = \omega_3 = 4$, $\delta^2_2 = \delta^3_2 = 5$, $\delta^1_4 = 2$, $\omega_4 = 1$ and $\delta^2_4 = 4$. Thus Thm 4.11 reads, with $\ell_i = \min\{\lambda_i, 1\}$ for all $i$,
\[
4\lambda_1 + 4\lambda_2 + 4\lambda_3 - 8\lambda_1 - 8\ell_2 - 8\ell_3 + 3\lambda_4 - 2\ell_4 \leq 8. \tag{9}
\]
The bound is not sharp in this case. Indeed, suppose that $\lambda_2 = \lambda_3 = 0$.

![Figure 2: Service rate region for the G-system in Example 4.12, with $\lambda_2 = \lambda_3 = 0$. Eq. (9) is represented by the green line.](image)

**Example 4.13.** Consider the finite field $\mathbb{F}_8 = \mathbb{F}_2[\alpha]$, where $\alpha^3 + \alpha + 1 = 0$. Let
\[
G := \begin{pmatrix}
1 & \alpha & \alpha^4 & \alpha & \alpha^3 \\
\alpha & \alpha^3 & \alpha & \alpha^6 & \alpha^5 \\
\alpha^2 & \alpha & \alpha^4 & \alpha^2 & \alpha^3
\end{pmatrix} \in \mathbb{F}_8^{3 \times 5}.
\]
We have \(d^\perp = 2\). Moreover, the dual distances of the codes generated by \(G_i\), for \(i \in \{1, 2, 3\}\), are all equal to \(d^\perp\). Further, we have \(\delta^1_1 = 3\), \(\omega_1 = 1\), \(\delta^2_1 = 4\), \(\delta^1_2 = 3\), \(\omega_2 = 2\), \(\delta^2_2 = 4\), \(\delta^1_3 = 4\), \(\omega_3 = 7\), and \(\delta^2_3 = 5\). Thus Thm 4.11 reads, with \(\ell_i = \min\{\lambda_i, 1\}\) for all \(i\),

\[
3\lambda_1 + 3\lambda_3 + 4\lambda_3 - \ell_1 - 2\ell_2 - 7\ell_3 \leq 5.
\]

We conclude this section by showing that Theorem 4.11 implies the First Dual Distance Bound of Theorem 4.6 when \(G\) is systematic and \(d^\perp \geq 3\).

**Proposition 4.14.** Suppose that \(G\) is systematic and that \(d^\perp \geq 3\). Then for all \(i \in \{1, \ldots, k\}\) we have \(\delta^1_i = 2\), \(\omega_i = 1\), and \(\delta^2_i \geq d^\perp\).

**Proof.** We only prove the result for \(i = 1\); the proof for the other indices is identical. We denote by \(\pi : \mathbb{F}_q^{n+1} \to \mathbb{F}_q^n\) the projection onto the first \(n\) coordinates. That \(\delta^1_1 = 2\) easily follows from the definitions, since the 1st and the \((n+1)\)th columns of \(G_1\) are equal.

We claim that \((1, 0, \ldots, 0, -1) \in \mathbb{F}_q^{n+1}\) is the only codeword \(x \in \mathcal{C}^\perp_1\) (up to multiples) with \(n+1 \in \sigma(x)\) and Hamming weight 2. Let \(x = (1, 0, \ldots, 0, -1)\) and suppose towards a contradiction that there exists \(y \in \mathcal{C}^\perp_1\) with \(y_{n+1} = 1\), Hamming weight 2, and linearly independent from \(x\). Then \(\pi(x+y) \in \mathcal{C}^\perp\) is non-zero and has weight at most 2, contradicting \(d^\perp \geq 3\). This shows that \(\omega_1 = 1\).

It remains to show that \(\delta^2_1 \geq d^\perp\). Let \(x \in \mathcal{C}^\perp_1\) be the codeword defined above.

- We start by showing that \(\delta^2_1 \geq 3\). Take \(y \in \mathcal{C}^\perp\) with \(\text{wt}(y) = d^\perp \geq 3\). Then \((y, 0) + x \in \mathcal{C}^\perp_1\) has weight at least \(d^\perp \geq 3\). Not all codewords of \(\mathcal{C}^\perp_1\) with \(n+1\) in their support have weight 2. Therefore \(\delta^2_1 \geq 3\) by definition of \(\delta^2_1\).

- Let \(y \in \mathcal{C}^\perp_1\) be a codeword with \(\text{wt}(y) = \delta^2_1\) and \(n+1 \in \sigma(y)\). By the previous item, \(\text{wt}(y) \geq 3\).

If \(1 \notin \sigma(y)\), then \(\pi(x+y) \in \mathcal{C}\) is a non-zero codeword with the same weight as \(y\). Therefore \(\delta^2_1 = \text{wt}(y) \geq d^\perp\). On the other hand, if \(1 \in \sigma(y)\) then \(z := (y_1 + y_{n+1}, y_2, \ldots, y_n) \in \mathcal{C}^\perp\) since \(\text{wt}(y) \geq 3\) we have \(z \neq 0\). Therefore \(d^\perp \leq \text{wt}(z) \leq \text{wt}(y) = \delta^2_1\). \(\square\)

Observe that when \(G\) is systematic and \(d^\perp = 2\), Theorem 4.11 can be sharper than Theorem 4.6, since it takes into account possibly finer information.

**Example 4.15.** Let

\[
G := \begin{pmatrix}
1 & 0 & 0 & 3 & 5 \\
0 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 3
\end{pmatrix} \in \mathbb{F}_7^{3 \times 5}.
\]

The bound of Theorem 4.6 reads \(\lambda_1 + \lambda_2 + \lambda_3 \leq 5\), while the one of Theorem 4.11 reads \(2\lambda_1 + 3\lambda_2 + 3\lambda_3 - 2\sum_{i=1}^{3} \min\{\lambda_i, 1\} \leq 5\). It can be shown that the latter region is strictly contained in the former.

The example illustrates that the service rate region of a \(G\)-system depends on \(G\). How invertible operations on \(G\) change the region is an open problem.
5 Conclusions and Future Work

The service rate region is a new aspect of linear redundancy schemes, which measures their ability to provide simultaneous data recovery. The problem was studied in different frameworks. We initiate a study within the classical coding theory. This approach enabled us to derive some new results and recover some previously known bounds on the service rate region straightforwardly. A linear redundancy system is defined by a matrix akin to a code generator matrix. We believe that coding theory can be instrumental in identifying and using the matrix’s structural properties to construct polytopes that contain the service rate region by establishing a series of outer bounds that, when combined, determine the region.
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