Superstatistical analysis and modelling of heterogeneous random walks
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Stochastic time series are ubiquitous in nature. In particular, random walks with time-varying statistical properties are found in many scientific disciplines. Here we present a super-statistical approach to analyse and model such heterogeneous random walks. The time-dependent statistical parameters can be extracted from measured random walk trajectories with a Bayesian method of sequential inference. The distributions and correlations of these parameters reveal subtle features of the random process that are not captured by conventional measures, such as the mean-squared displacement or the step width distribution. We apply our new approach to migration trajectories of tumour cells in two and three dimensions, and demonstrate the superior ability of the superstatistical method to discriminate cell migration strategies in different environments. Finally, we show how the resulting insights can be used to design simple and meaningful models of the underlying random processes.
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tochastic time series, here used synonymously with random walks, play an important role in earth- and life sciences, technology, medicine and economics. Most of these disciplines deal with complex systems in which multiple hierarchical processes are interacting at different timescales. Systems with this level of complexity are likely to change their statistical properties as a function of time, resulting in heterogeneous time series. It is therefore surprising that only few tools are available for the analysis and characterization of such time-varying random walks. Some of these tools are used in finance\textsuperscript{1–3}, mainly with the goal of forecasting. In science, heterogeneous time series have been successfully described by Hidden Markov models\textsuperscript{4}. However, systems with continuously time-varying statistics cannot be adequately modelled by a few discrete hidden states.

Owing to this lack of appropriate tools, many studies are still relying on conventional evaluation methods that were designed for simple physical systems. The most frequently used statistical measures for random walks, in particular the step width distribution (SWD), the mean-squared displacement (MSD) and the velocity autocorrelation function, are implicitly assuming that the stochastic process can be globally described by a few characteristic parameters, such as a constant variance and a constant correlation time.

We demonstrate in this paper that the application of these conventional methods to heterogeneous random walks generates ‘anomalous’ results, such as non-Gaussian SWDs or power-law MSDs with fractional exponents\textsuperscript{5–7}. These anomalies emerge inevitably from the temporal averaging over changing local statistics during the evaluation period (Supplementary Note 1), and therefore do not provide meaningful insights into the random walk apart from its heterogeneous nature. Moreover, these temporally averaging measures may remain unchanged even if the experimental conditions are significantly altered. This lack of sensitivity points to a fundamental limitation of conventional statistical methods for analysing heterogeneous processes. SWD, MSD and autocorrelation function average over the successive statistical parameters of the heterogeneous random walk, instead of using the parameter dynamics as a rich additional source of information.

In this study, we propose a superstatistical framework for modelling and analysing heterogeneous random walks. The term superstatistics refers to the superposition of several different stochastic processes\textsuperscript{8–11}. Accordingly, we describe the time series locally by a homogeneous random walk model with a minimum number of statistical parameters. In the case of cell migration, we use an autoregressive process of first order (AR-1) with a persistence parameter $q$ and an activity parameter $a$. These parameters $(q,a)$ are allowed to change with every time step of the random walk. By this way, heterogeneous time series of arbitrary complexity can be described (Supplementary Note 2).

We provide a new sequential Bayesian method to infer the time-dependent parameters from measured random walk trajectories. In contrast to conventional maximum likelihood parameter estimation within a sliding time window, our method can handle both gradual and abrupt changes of the parameters. As a Bayesian method, it provides not only point estimates but also their confidence intervals. After extraction of $(q,a)$ from the measurements, the statistical properties of the time-dependent parameters can be subsequently analysed by computing the temporally averaged joint posterior distribution $p(q,a)$, the temporal auto-correlations $C_{qq}(\Delta t)$ and $C_{qa}(\Delta t)$, and the cross-correlations $C_{qa}(\Delta t)$.

In this paper, we use the migration of individual tumour cells as a case study of superstatistical analysis. Cell migration plays an essential role in many fundamental biological processes, such as embryogenesis, tissue repair or cancer development\textsuperscript{12–14}. Anomalous features of cellular random walks have been reported by several groups, and a variety of models have been proposed in the literature to account for those anomalies\textsuperscript{5,7,15–18}.

We demonstrate that anomalies of conventional statistical measures to describe cell migration are attributable to fluctuations of migration persistence $q$ and activity $a$. Moreover, the joint distribution of persistence and activity, $p(q,a)$, and the auto- and cross-correlations $C_{qq}(\Delta t)$ of these two parameters provide characteristic fingerprints of the underlying random walks. Unlike globally averaging statistical measures, a superstatistical analysis can clearly resolve the effects of different environments on cell migration, such as migration in a three-dimensional (3D) collagen network versus migration on a planar 2D culture dish. Furthermore, by observing individual cells in microfabricated 1D channel structures with varying diameter, we demonstrate that the temporal changes of the $(q,a)$-parameters are directly associated with different local microenvironments that the cells experience along their migration path. Finally, we show how the extracted statistical properties of the time-dependent parameters can be used to construct simplified models that reproduce all key features of the data, including the non-Gaussian SWD and power-law MSD. While other types of models have also successfully reproduced these anomalous features, for example, using fractional diffusion equations\textsuperscript{7} or integro-differential equations with complex memory kernels\textsuperscript{19}, the superstatistical framework achieves this with the simplest persistent random walk model (the two-parameter AR-1 process), extended by the temporal variations of the two parameters (persistence and activity).

Results

Cell migration in 2D and 3D. We study the migration of the breast carcinoma cell line MDA-MB-231 in a 3D collagen gel and on a tissue culture-treated 2D plastic surface, either uncoated and or coated with the adhesion ligand fibronectin. Three-dimensional cell positions within the random fibre network of a collagen gel (Fig. 1a,b) are detected by analysing the characteristic refraction pattern (Fig. 1b inset) around the cell nucleus. From the individual cell trajectories (Fig. 1c), we compute momentary migration properties, such as cell speed versus time (Fig. 1c inset). Since the gel has a free upper surface and thus a lower effective stiffness in the $z$-direction, cells react with a more pronounced horizontal ($x$-$y$ direction) alignment and motion, in agreement with theoretical predications based on active cellular mechanisms\textsuperscript{20}. Therefore, only the $x$-$y$ coordinates are used for comparing 2D and 3D migration.

Globally averaging statistical measures. For each individual cell trajectory, we compute the SWD, defined as the probability $p(\Delta x, \Delta t)$ that the cell changes its $x$-coordinate by $\Delta x$ within a lag time interval $\Delta t$, as well as the MSD, defined as $\tau^2(\Delta t) = \langle (r(\tau + \Delta t) - r(\tau))^2 \rangle_{t,x}$, where $\langle \cdot \rangle_{t,x}$ indicates temporal and subsequence ensemble averaging over the different individual cells of the same migration environment.

Regardless of environment, the SWD shows a leptocurtic, approximately exponential shape (Fig. 5a inset and Supplementary Note 3). For lag times below 500 min, the MSD can be approximated by power laws (Fig. 5a) with a fractional exponent of 1.3 in the cases of 3D collagen and uncoated 2D plastic, but with a larger exponent of 1.7 in the case of fibronectin-coated 2D plastic. It is remarkable that the SWD and MSD are practically indistinguishable for migration in 3D collagen and on uncoated 2D plastic, even though these environments require different migration strategies.
The relationship between two successive displacements is described by the trajectory {\(\mathbf{r}_t - \mathbf{r}_{t-1}\)} for each cell. The vectorial displacements \(\mathbf{u}_t = \mathbf{r}_t - \mathbf{r}_{t-1}\) for each measurement time step \(\Delta t = 5\) min. The statistical relationship between two successive displacements is described by a 2D first-order autoregressive process (AR-1) defined by

\[
\mathbf{u}_t = q_t \mathbf{u}_{t-1} + a_t \mathbf{n}_t. \tag{1}
\]

This process is equivalent to a persistent random walk or a time-discrete Ornstein–Uhlenbeck process. The parameter \(q_t \in [-1, +1]\) describes the local persistence of the random walk, with \(q_t = -1\) corresponding to anti-persistent motion, \(q_t = 0\) to non-persistent diffusive motion and \(q_t = +1\) to persistent motion. The parameter \(a_t \in [0,\infty]\) describes the local activity (noise amplitude) and sets the spatial scale of the random walk. Together, the two parameters determine the variance of the displacements according to \(\sigma^2 = a^2/(1 - q^2)\). The vector \(\mathbf{n}_t = (n_x, n_y)\) is normally distributed, uncorrelated random noise with unit variance.

To extract the time-dependent joint probability density \(P(q_t, a_t)\) of the parameters \(q_t\) and \(a_t\) from a sequence of displacements \(\mathbf{u}_t\), we use sequential Bayesian updating. We start at time \(t = 0\) with a flat prior distribution \(P(0, 0)\) (see \(P_0\) in Fig. 2), which can be interpreted as a ‘first guess’ about the parameter values. From the measured successive displacements \(\mathbf{u}_0\) and \(\mathbf{u}_1\), we compute the likelihood distribution \(L_1(q, a)\) (see \(L_1\) in Fig. 2), which provides a first information about probable parameter values.

The prior distribution \(P_0\) and the likelihood distribution \(L_1\) are multiplied to obtain the posterior distribution \(P_1 Lt\), which updates our guess of the parameter values for the next time step. In the case of a temporally homogeneous process with constant parameters, iterative multiplication of the posterior distributions with the likelihood distributions, \(P_t = P_{t-1} L_t\) (Fig. 2), would yield an increasingly accurate estimate of the parameter values. For heterogeneous processes, however, the possibility of changing parameters has to be taken into account. This is achieved by a transformation \(K\) of the posterior distribution, \(P_t = K(P_{t-1}, L_t)\). The transformation \(K\) (blurring and preventing the posterior distribution to fall below a small cutoff value) is chosen such that both gradual and abrupt parameter changes can be identified (see Methods section). Finally, we perform the same sequential parameter inference in the reverse time direction (not shown in Fig. 2) and combine both distributions.

We validate this method by simulating random walk trajectories from prescribed stepwise (Fig. 3a) or gradually (Fig. 3c) changing parameter sequences \{(\(q_t, a_t\))}. We then reconstruct the parameter sequences from the simulated trajectories by sequential Bayesian inference. The mean values

**Figure 1 | Tracking and analysis of cells migrating in 3D collagen networks.** (a) Confocal image of a collagen gel. (b) Bright-field image of an MDA-MB-231 breast carcinoma cell that has migrated into the bulk of the collagen to a depth of 200 \(\mu\)m. Scale bars, 20 \(\mu\)m. Inset: the characteristic light intensity profile (\(z\)-\(x\) plane) around the cell nucleus is used to track the cell position within the gel with an accuracy of 2 \(\mu\)m (r.m.s.). (c) Example of a 3D cell trajectory, sampled at 2.5 min time intervals. Inset: momentary speed as a function of time.

**Figure 2 | Bayesian inference of time-dependent random walk parameters.** From two successive displacement vectors \(\mathbf{u}_0\) and \(\mathbf{u}_1\) the likelihood \(L_t(p, a)\) (green) of the parameters can be computed. This distribution is multiplied (grey) with the prior guess \(P_0(p, a)\) (blue). \(K\) denotes a transformation that accounts for temporal parameter evolution. This process is iterated in forward and backward (not shown) time direction, and the priors are combined.
of the posterior distributions fluctuate around the ‘true’ parameter values, but follow the prescribed time evolution closely, both for abrupt (Fig. 3a) and gradual (Fig. 3c) parameter changes. We also find that the Bayesian method is superior to a maximum likelihood estimation with a sliding time window. The maximum likelihood estimation method cannot handle abrupt and gradual parameter changes equally well, and the user must find a compromise between long time windows that wash out sudden parameter jumps and short windows that lead to noisy results (Supplementary Note 4).

Heterogeneity of measured random walks. We next apply the Bayesian inference method to measured cell trajectories. An example for the parameter evolution of a cell migrating on uncoated 2D plastic is shown in Fig. 4. We find large variations of cell behaviour, both with time (Fig. 4a,b) and between individual cells (Fig. 4c). By plotting the cell activity versus persistence for all time points, we further find that individual cells can occupy different regions of the \((q, a)\) parameter plane (Fig. 4c). Some cells remain in a small compact region of the \((q, a)\)-plane during the entire measurement period (brown), whereas others jump between disjunct subregions (green) or continuously change their parameters over time (Fig. 4c).

Superstatistical data evaluation. Joint probability distributions. We average the posterior distributions \(p(q, a)\) for all time points and all cells measured in the same environment (Fig. 5b). In contrast to MSD and SWD, the ensemble-averaged posterior distributions show large differences between all three environments. The peak position of the distribution shows the lowest persistence and highest activity for collagen, and the highest persistence and lowest activity for fibronectin-coated plastic. Moreover, the spread of the distributions indicates that migration in collagen gels is more heterogeneous compared with migration on plastic. The \(p(q, a)\) distributions thus provide characteristic ‘fingerprints’ of the migration environments that can be used for automatic trajectory classification. In a ‘leave-one-out’ cross-validation, we were able to assign \(~90\%\) of the cell trajectories to the correct environment (see Methods section).

Parameter correlations. The auto- and cross-correlations of the time-dependent parameters \(q_t\) and \(a_t\) reveal even larger differences between migration strategies in 2D versus 3D environments. Auto-correlation times are noticeably longer in a 3D environment (Fig. 5c), where the local biopolymer fibre configuration provides a guiding or trapping microstructure that influences a given migration mode for long time periods. Large differences between different environments are also visible in the cross-correlations of the time-dependent parameters (Fig. 5d). On
fibronectin-coated plastic, persistence and activity are negatively correlated for up to 100 min. This is consistent with the long-known observation that on highly adhesive surfaces, cells maintain persistent motion by performing sequences of small steps along the same direction. The continuous gliding motion is not seen on less adhesive, uncoated plastic surfaces. Instead, we observe a weakly positive cross-correlations between $q_t$ and $a_t$. In collagen, we find strong positive correlations between $q_t$ and $a_t$, consistent with the observation that cells intermittently cover large distances with high directional persistence guided by long protrusions (Supplementary Movies 1 and 2).

Note that the activity parameter $a_t$ should not be interpreted literally as the momentary cell speed $u_t$, but as a scale parameter that—together with $q_t$—determines the most probable value of the cell speed. To clarify this point, we also investigate the correlation between persistence $q_t$ and momentary cell speed $u_t$. For migration on coated and uncoated plastic surfaces, we find a positive correlation between $q_t$ and $u_t$ (Supplementary Note 6). A similar relationship has been reported for a variety of different cell types migrating on fibronectin-coated surfaces. In collagen, however, persistence and cell migration speed are uncorrelated (Supplementary Note 6).

**Effect of local microenvironment.** In the previous section, we have tacitly assumed that the local microenvironment has an immediate effect on migration persistence and activity. To test this assumption, we use a microstructured environment and measure cell migration through a linear (1D) array of sequentially narrowing channels and wider chambers. After extracting the time-dependent parameters $q_t$ and $a_t$ from individual cell trajectories (Fig. 6a), we plot $q_t$ (Fig. 6b) and $a_t$ (Fig. 6c) versus the x-position.

The precise migration mechanism of different cell types through such environments is not well understood and may involve integrin-mediated adhesion-dependent or adhesion-independent strategies. Regardless of the migration mechanism, our microstructured environment forces the cells to adapt to different degrees of confinement in rapid succession. A cell that enters a channel first has to polarize and deform its nucleus. It can then transit the channel with high persistence and activity. When the cell nucleus exits the narrow channel and enters the wider chamber, persistence and activity decrease markedly. Thus, the superstatistical migration parameters are strongly correlated with the local properties of the environment.

**Superstatistical modelling.** We construct a series of simple models of cell migration that approximate the statistical properties of $q_t$ and $a_t$ found in the data. All models are based on an AR-1 process. The superstatistical parameters $q_t$ and $a_t$ switch to new values, drawn from fixed distribution $P_{\text{model}}(q,a)$, after exponentially distributed time intervals with mean value $T_{\text{model}}$. This regime-switching approach leads to exponentially decaying auto-correlations of the parameters with correlation time $T_{\text{model}}$. We choose $T_{\text{model}} = 200$ min taken from migration experiments in collagen (Fig. 5c). The parameter distribution $P_{\text{model}}(q,a)$ is modelled as a bivariate Gaussian, centred at the main peak of the experimentally observed distribution $p(q,a)$ (Fig. 5b).

We first consider the limit of zero variance for $p(q,a)$, which corresponds to a homogeneous correlated random walk with constant $q$ and $a$. In this case, the MSD is crossing over from a ballistic (slope 2) to a diffusive (slope 1) behaviour at a specific lag time that depends only on the persistence $q$. Increasing the variance of $q$ generates a continuous mixture of crossover times, and the MSD starts to resemble a power law.
Note 1). In addition, the SWD becomes leptocurtic, but it does not show the exponential distribution found in the experiments. Finally, using an asymmetric bivariate normal distribution with positive correlations between $q$ and $a$ (Fig. 5b, dashed grey ellipse), the SWD, MSD and correlation functions match the measured data nearly perfectly (Fig. 5a,c,d, dashed grey line).

This example demonstrates how superstatistics can recapitulate the anomalous features of heterogeneous random walks by mapping the complexity of the system into a suitable distribution of parameter values $p_{\text{model}}(q,a)$, while keeping the underlying stochastic process simple.

Discussion

In this study, we have applied the superstatistical framework to the specific example of tumour cell migration in environments with different dimensionality. The same approach, including the particular choice of the AR-1 process as a local model, can be used for many other heterogeneous random walks in life sciences. For this purpose, we provide a Python implementation of the Bayesian algorithm for inferring the time-dependent parameters $q_i$ and $a_i$ from random walk trajectories (Supplementary Software 1).

In principle, a sequential, grid-based inference of superstatistical parameters can also be performed by a Markov Chain Monte Carlo approach. In this case, the vector of model parameters to be inferred consists of the full set $(\{q_i,a_i\})$ of superstatistical parameters for all time points. In the past, Markov Chain Monte Carlo methods, mostly based on the Metropolis Hastings algorithm, exhibited serious convergence problems when applied to such high-dimensional parameter spaces. Only recently, a novel sampling method based on Hamiltonian Monte Carlo has markedly improved the convergence.

Our preliminary tests demonstrate that this new sampling algorithm can indeed find the parameter vector of a hierarchical superstatistical model, however, with a considerably longer computation time.

Our superstatistical framework can be readily adapted to more complex types of stochastic systems. In particular, the AR-1 process can be replaced by any parameterized model with a defined likelihood function. For example, fluorescent beads attached to the cytoskeleton of living cells show fluctuations that can be described by a particle diffusing in a harmonic potential well. Due to cytoskeletal remodelling, the centre position of the potential well is changing on longer timescales. Together, this process can be modelled with an inhomogeneous random walk of the centre position, superposed with a harmonic overdamped oscillator. As a final example, recordings of neural spike trains are frequently modelled as inhomogeneous Poisson processes with a time-dependent spike rate. In this case, sequential Bayesian inference can be used to extract the local spike rates from the time series of measured interspike intervals.

Methods

Cell culture and migration measurements. For migration experiments in collagen, on plastic and on fibronectin-coated plastic, we use MDA-MB-231 breast cancer cells (obtained from the American Type Culture Collection (ATCC)). Cells are cultured in 75 cm² flasks in Dulbecco’s modified Eagle’s medium (DMEM) (1 g l⁻¹ D-glucose) and 10% fetal bovine serum, 1% penicillin/streptomycin at 37 °C, 5% CO₂ and 95% humidity. Cells are passaged every second day. Trypsin-ethylenediaminetetraacetic acid (Trypsin-EDTA) is used to detach cells.

To study cell migration on planar surfaces, we use tissue culture-treated plastic dishes with and without fibronectin coating (69 and 177 cells, respectively). In all 2D experiments, the sample time interval between frames was $\delta t_{\text{2D}} = 1$ min.

For 3D experiments, we use reconstituted collagen gels (Fig. 1a) with controlled material properties as a substitute for biological tissue. At a collagen concentration of 2.4 mg ml⁻¹, these gels have an average pore radius of 1.3 μm and a shear modulus of 108 Pa (ref. 33). Cells are mixed with collagen solution before polymerization at a concentration of 15,000 cells per ml. The x-, y- and z-position of the cells within the collagen gel is determined from a characteristic intensity profile of the refraction pattern around the nucleus of the cell (inset of Fig. 1b). A 3D deconvolution of the intensity profile then defines the cell position with an accuracy of 2 μm (r.m.s.). Cell tracking is performed automatically in real time, and the cell position is used to keep the motorized microscope x-y-centred and z-focused onto the cell at all times. Using a time-sharing mode, we are able to observe and follow up to 20 individual migrating cells within the same cell culture well over prolonged time periods (24 h). We record discrete cell positions with a sample time interval of $\delta t_{\text{3D}} = 2.5$ min (Fig. 1c). Cells undergoing cell division during the time of observation were excluded. The number of analysed cells in collagen was 65.

We also study the migration of primary inflammatory ductal breast cancer cells (gift from Pamela Strissel and Reiner Strick, Womens Hospital, University Clinics Erlangen) within a microfabricated channel structure made of polymethylmethacrylate. The structure has a constant height of 3.7 μm and consists of 15 consecutive channels with diameters decreasing from 11 to 1.7 μm, separated by 20 x 20-μm-
Bayesian parameter inference. Since the iterative updating of the parameter distribution described in this work is not analytically tractable, the presented algorithm is implemented using discretized probability distributions. Based on equally spaced parameter values \(q_i\) and \(a_i\) (i.e., \(1,2,3,...,N_q\), \(j=1,2,3,...,N_a\)), a distribution \(p(q,a)\) can be approximated by a \(N_q \times N_a\)-dimensional matrix: \(p(q,a) = p(q,q,a,a)\). The multiplication of two distributions is thus reduced to the element-wise multiplication of two matrices.

The prior distribution \(P_1 = p(q_i, a_i)\) holds the preliminary belief about the latent parameter values for the next time step, before seeing the corresponding data point. Using the data point \(u_{t-1}\), we subsequently update the prior distribution by multiplying it with the likelihood \(L_{t-1} = p(u_{t-1}, i, j, Na_{t-1}, u_{t-1})\) that describes the probability of observing a certain measurement \(u_{t-1}\) given the values of the latent parameters (and the previous measurement \(u_{t}\)).

For the underlying AR-1 process, the likelihood is given by

\[
p(u_{t-1}|q_{t-1}, a_{t-1}, u_{t}) = \frac{1}{(2\pi a^2)^{1/2}} \exp \left( -\frac{(u_{t-1} - q_{t-1} - a_{t-1})^2}{2a^2} \right),
\]

where \(d\) states the number of dimension of the velocity vectors (two in this study). Note that the inference method can also be applied to other underlying stochastic processes with more complicated likelihood functions. As our approach uses only the numerical values of the likelihood for discrete points of the \((q,a)\)-grid, the likelihood need not be expressed analytically as long as it can be computed numerically.

The next prior \(P_{t+1}\) is computed from the posterior distribution \(P_{t} = K(P_{t+1}, L_{t})\), with \(K\) being a transformation that accounts for both gradual and abrupt parameter changes as follows: To allow for abrupt parameter changes, we set the minimal probability of the posterior distribution to \(p_{min} = 10^{-7}\)

\[
P_{t}L_{t-1} \rightarrow \max[p_{min}, P_{t}L_{t-1}].
\]

To allow for gradual parameter changes, we blur the distribution by convolution with a box kernel \(B\) of radius \(R = 0.03\) defined as

\[
B(q,a) = \Theta(R - |q - q|) \cdot \Theta(R - |a - a|).
\]

Here, \(\Theta(x)\) is the Heaviside step function. The posterior distribution of the parameters is normalized at every time step, since the transformation \(K\) does not preserve normalization. A systematic procedure to find optimal values for the two latent parameter values for the next time step, before seeing the corresponding data point, using the data point \(u_{t-1}\), we subsequently update the prior distribution by multiplying it with the likelihood \(L_{t-1} = p(u_{t-1}, i, j, Na_{t-1}, u_{t-1})\) that describes the probability of observing a certain measurement \(u_{t-1}\) given the values of the latent parameters (and the previous measurement \(u_{t}\)).

Environmental-specific cell classification. For ‘leave-one-out’ cross-validation, we calculate the squared deviation \(D\) between the time-averaged posterior distribution of a single cell, denoted \(p_{q,a}(q,a)\), and each of the three ensemble- and time-averaged distributions \(p_{q,a}(q,a)\) (excluding that one cell). The calculation of the squared deviation is carried out as a sum over the \(N_q \times N_a\)-grid:

\[
D = \sum_{q=1}^{N_q} \sum_{a=1}^{N_a} \left( p_{q,a}(q,a) - p_{q,a}(q,a) \right)^2
\]

A cell is counted as correctly classified if the deviation to its true environment is the smallest, compared with the other two environments.
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Supplementary Note 1

Emergence of anomalous features in time-averaging statistics of heterogeneous random walks

The traditional tools for analyzing random walks are step width distributions (SWD) and mean squared displacements (MSD). For a given trajectory time series \( \{ \vec{R}_i(t) \} = \{ (x_i(t), y_i(t), z_i(t)) \} \), these statistical measures are computed by averaging certain quantities of interest over the time index \( t \). An additional average may be performed over an ensemble of different measured time series \( s \). In particular, the SWD in x-direction is defined as

\[
P(\Delta x, \Delta t) = \left\langle \delta \left( \Delta x - (x_{i+\Delta t}^{(s)} - x_i^{(s)}) \right) \right\rangle_{t,s}
\]  

(1)

and the MSD is defined as

\[
\overline{R^2}(\Delta t) = \left\langle |\vec{R}_{i+\Delta t}^{(s)} - \vec{R}_i^{(s)}|^2 \right\rangle_{t,s}.
\]

(2)

In the case of an uncorrelated random walk, the SWD is a Gaussian distribution with respect to \( \Delta x \), with a variance that increases linearly as a function of the lag-time \( \Delta t \). The MSD also increases linearly for all lag-times.

For a homogeneous correlated random walk with correlation time \( \tau \), the behavior of the SWD and MSD depend on the lag-time \( \Delta t \). In the regime of short lag-times, \( \Delta t \ll \tau \), the SWD is non-Gaussian and the MSD grows quadratically (ballistic motion). In the regime of long lag-times, \( \Delta t \gg \tau \), the SWD is Gaussian and the MSD grows linearly (diffusive motion), just as in an uncorrelated random walk. The correlation time \( \tau \) thus defines the cross-over time between the slope 2 and slope 1 in a double-logarithmic plot of the MSD versus lag-time (colored lines in Supplementary Figure 1A).

Supplementary Figure 1: Emergence of anomalous mean squared displacements and step width distributions. Anomalous statistics can be due to superstatistical fluctuations of the velocity decorrelation time \( \tau \). (A): Mean squared displacements (MSD, colored lines) for three different decorrelation times \( \tau_s \), which mark the cross-over points from the ballistic regime to the diffusive regime. Averaging over an ensemble with suitably distributed \( \tau_s \) can result in a power law with fractional exponent (black dashed line). For lag-times \( \Delta t \gg \tau_s \), each case \( s \) can be described by an effective diffusivity \( D_s \). (B): Step width distributions (SWD, colored lines) at a sufficiently long lag-time \( \Delta t_0 \) are Gaussians with a variance proportional to \( D_s \). Averaging over an ensemble of narrow and wide normal distributions results in a leptocurtic distribution (black dashed line).
Next, we consider a heterogeneous ensemble $\{\vec{R}_t^{(s)}\}$ of temporally homogeneous correlated random walks, each with a different correlation time $\tau_s$. In this case, the SWD in the regime of long lag-times is an average over Gaussians of different variance (colored curves in Supplementary Figure 1B), which results in a leptocurtic and therefore anomalous distribution (black dashed curve in Supplementary Figure 1B). Similarly, for a sufficiently wide and dense distribution of $\tau_s$, the individual cross-over times between ballistic (slope 2) and diffusive (slope 1) regimes average out, and the MSD assumes an anomalous shape. In particular, it can be shown that heterogeneity of this kind can lead to an almost exponential SWD and a MSD that resembles a power law with a fractional exponent (dashed line in Supplementary Figure 1A). For an analytical derivation, see arXiv:1207.2242).

Finally, note that a temporally heterogeneous random walk in which the correlation time $\tau$ varies slowly as a function of time $t$ has a similar effect as the heterogeneous ensemble above. This demonstrates that anomalous features emerge naturally in the SWD and MSD if these statistics are applied to heterogeneous random walks.
**Supplementary Note 2**

Random walk models in the superstatistical framework

In a superstatistical framework, random time series are described, on the lowest hierarchical level, by a simple stochastic ‘base model’ with a small set of parameters. In this paper, we have chosen the AR-1 process with a persistence parameter $q$ and an activity parameter $a$. Keeping these superstatistical model parameters constant corresponds to a temporally homogeneous random process. For example, the AR-1 process with constant parameters $q$ and $a$ corresponds to a homogeneous persistent random walk (Supplementary Figure 2).

In order to describe more complex time series, in particular measured random walks that show obvious temporal heterogeneity, it is possible to resort to higher order base models, such as the class of AR-n processes with $n > 1$. However, this approach is misguided in cases where the temporal heterogeneity is caused by time- or position-dependent external influences that cannot be easily incorporated into the base model. A standard example of a random walk that becomes heterogeneous due to external effects is a particle diffusing in a medium with different local temperatures.

The superstatistical framework acknowledges external time-dependent effects and models them directly as a higher level stochastic process that affects the parameters of the base model. In our case, the two parameters $q_t$ and $a_t$ of the AR-1 process are allowed to change at any time step, according to some higher order process. By this way, heterogeneous random walks of arbitrary complexity can be described by a hierarchy of low-order stochastic models. A simple example that highlights externally controlled heterogeneity is the intermittent random walk, in which a particle switches randomly between phases of ballistic and diffusive motion. This heterogeneous process can be described by a two-level superstatistical model with an AR-1 process as the base model and a Markov switching process as the second level model (Supplementary Figure 3).

**Supplementary Figure 2:** Persistent random walk in 2D. Simulated random walk, generated by using an AR-1 process with constant values $q = 0.9$ for the persistence and $a = 1$ for the activity. (A): Sample trajectory. (B): Superstatistical parameters $q_t$ and $a_t$ as a function of time, reconstructed from the sample trajectory. (C): Corresponding time-averaged posterior distribution $p(q, a)$. The single peak indicates that the random walk is temporally homogeneous.
Supplementary Figure 3: **Intermittent random walk in 2D.** Simulated random walk, generated by an AR-1 process in which the superstatistical parameters switch stochastically between a ballistic phase \((q = 1, a = 0.1)\) and a diffusive phase \((q = 0, a = 1.0)\). (A) Representation of the Markov process that controls the stochastic switching between the two phases. (B) Sample trajectory. (C): Superstatistical parameters \(q_t\) and \(a_t\) as a function of time, reconstructed from the sample trajectory. (D): Corresponding time-averaged posterior distribution \(p(q, a)\). The two peaks directly reflect the two distinct phases in this temporally heterogeneous random walk.
**Supplementary Note 3**

Step width distributions

In the main part of the paper, we have argued that the traditional, globally averaging statistical measures, such as the mean squared displacements (MSD) and the step width distributions (SWD), are often masking important differences between distinct types of random walks. In particular, we have shown that the SWD of MDA-MB-231 breast carcinoma cells migrating in a collagen network and on a plastic dish are practically indistinguishable on a time scale of 120 min. Here, we demonstrate that the SWDs in the two environments are also nearly identical for all lag times between 5 min and 500 min (Supplementary Figure 4, blue and red lines). The form of the distributions remains approximately exponential for the whole range of lag-times. In contrast, the SWD for migration on fibronectin coated surfaces (green lines) is significantly different from the other two environments for all lag times larger than 10 min.

**Supplementary Figure 4:** Step width distributions (SWDs). Shown are SWDs (for six different lag-times) of MDA-MB-231 breast carcinoma cells in a collagen network (blue), on uncoated plastic (red) and on plastic coated with the adhesive ligand fibronectin. The distributions in collagen and on plastic are similar for all lag-times, although the migration mechanism of the cells is drastically different in these two environments.
**Supplementary Note 4**

**Comparison of Bayesian parameter inference with sliding window-based Maximum Likelihood estimation**

In the main text, we have shown that the presented Bayesian method yields accurate results for simulated random-walk trajectories with abruptly switching (Fig. 3a,b) as well as linearly changing parameter values (Fig. 3c,d). Here, we provide an additional test case by combining both abrupt and gradual, sinusoidal parameter changes (Supplementary Figure 5). Based on these three test cases (regime-switching, linear, and sinusoidal), we compare our Bayesian method to an alternative inference method for heterogeneous random walks, namely the Maximum Likelihood estimation using a sliding window.

**Supplementary Figure 5:** Evaluation of the Bayesian inference method. We use simulated trajectories with abrupt as well as gradual, sinusoidal parameter variations. (A) The reconstructed posterior mean values of persistence and activity from 20 simulated trajectories (color) are plotted together with the true values (black). (B) The time-averaged posterior distribution corresponding to a single trajectory reveals the complex correlations between the two parameters, persistence and activity.

**Sliding window analysis**

The standard method for inferring time-dependent parameter changes in time series is the sliding window method, whereby the time series is subdivided into overlapping segments. For each segment, the parameters (activity and persistence in our case) are assumed to be constant and can be estimated using a maximum likelihood approach. Considering a homogeneous AR(1)-process for times $t'$ within the interval $I_t = \{t - w/2, ..., t + w/2\}$ of length $w$, centered around some point in time $t$, with persistence $q_t$ and activity $a_t$, one can state the log-likelihood for these parameters as follows:

$$
\log p \left( \{ \vec{u}_{t'} \}_{t' \in I_t}, q_t, a_t \right) \propto \sum_{t' \in I_t} \left( \frac{\left( \vec{u}_{t'} - q_t \vec{u}_{t' - 1} \right)^2}{2a_t^2} - \log \left( 2\pi a_t^2 \right) \right).
$$

Here, we consider a two-dimensional trajectory. Maximizing the log-likelihood with respect to $q_t$ and $a_t$ yields the following Maximum Likelihood estimators:

$$
\hat{q}_t = \frac{\sum_{t' \in I_t} \vec{u}_{t'} \cdot \vec{u}_{t' - 1}}{\sum_{t' \in I_t} \vec{u}_{t' - 1} \cdot \vec{u}_{t' - 1}} \quad \text{and} \quad \hat{a}_t = \sqrt{\frac{1}{2w} \sum_{t' \in I_t} \left( \vec{u}_{t'} - \hat{q}_t \vec{u}_{t' - 1} \right)^2},
$$

where $(.)$ denotes the dot product. Note that the estimator of $a_t$ depends on the estimated value of $q_t$. To analyze a heterogeneous time series using these estimators, the time series is partitioned into overlapping segments of length $w$ – thus the term ‘sliding window’. This segmentation allows us to estimate the local persistence and activity over the entire trajectory.
Method comparison

We use the mean squared error (mse) of the estimated parameter sequences with respect to the true parameter sequences to assess the quality of the two methods:

\[
mse (\{(q_t, a_t), (\hat{q}_t, \hat{a}_t)\}) = \frac{1}{2N'} \sum_t \left( (q_t - \hat{q}_t)^2 + (a_t - \hat{a}_t)^2 \right),
\]

where \(N'\) denotes the length of the estimated parameter sequence. The ratio of the errors between both methods allows for a direct comparison:

\[
r(w) = \frac{mse (\{(q_t, a_t), (\hat{q}_t, \hat{a}_t)_{\text{Bayes}}\})}{mse (\{(q_t, a_t), (\hat{q}_t, \hat{a}_t)_{\text{ML}(w)}\})}.
\]

**Supplementary Figure 6:** Comparison of Bayesian inference with the Maximum Likelihood (ML) approach. Based on the mean squared error ratio, the Bayesian method is directly compared to the ML approach for a variety of window sizes. With an average mse ratio smaller than one for all three test cases, the Bayesian method is found to be superior, regardless of the window size for the ML approach.

We estimate \(r\) for different window widths ranging from 3 to 200 data points. For all three test cases (regime-switching, linear, and sinusoidal), and regardless of the chosen width of the sliding window, the Bayesian algorithm attains a smaller error on average (\(r < 1\), see Supplementary Figure 6). Apart from the smaller estimation error, the Bayesian approach provides an advantage especially for small data sets. For the sliding window analysis, no parameters can be estimated during a time period of \(w/2\) at the beginning and the end of the time series, due to the finite width of the sliding window. By contrast, the Bayesian method yields \(N - 1\) estimates for \(N\) data points. Furthermore, the assumption of constant parameters \(q\) and \(a\) within each window of length \(w\) is an inherent limitation of the sliding window approach, since it is violated for most heterogeneous time series. Finally, the choice of the window size \(w\) strongly affects the resulting reconstruction of the time-varying parameters. For small window sizes, the Maximum Likelihood method can detect sudden parameter changes but shows large, erroneous fluctuations in the estimated parameter sequence (Supplementary Figure 7, green line). With increasing window size, these erroneous fluctuations diminish, but sudden parameter changes become increasingly blurred (Supplementary Figure 7, yellow and red).
Supplementary Figure 7: Influence of window size. Effect of window size on Maximum Likelihood estimation in a regime-switching case (see Fig. 3). The true parameter values (black) are shown together with the estimated persistence and activity for different window sizes (color).
Supplementary Note 5

Choice of the kernel parameters $p_{\text{min}}$ and $R$.

In the main text, we have presented a sequential Bayesian method to reconstruct the superstatistical parameters $q_t$ and $a_t$ from a measured random walk time series. In each time step, the posterior distribution $P_t(q,a)$ is given a minimum probability $p_{\text{min}} = 10^{-7}$, which accounts for the possibility of abrupt parameter jumps to any value within the grid. Furthermore, the posterior distribution is convolved with a box kernel of radius $R = 0.03$, which assigns small (gradual) parameter changes a larger probability compared to large jumps.

In general, the two control parameters $p_{\text{min}}$ and $R$ do not require a precise fine tuning, but setting them outside a certain viable range leads to predictable problems: In general, too small values for the control parameters lead to a blurring of rapid parameter changes, whereas too large values lead to overfitting. We illustrate the effects of wrongly chosen control parameters $p_{\text{min}}$ and $R$ in Supplementary Figures 8 and 9.

Supplementary Figure 8: **Effect of kernel parameters for sudden changes of persistence and activity.** Effects of a too small (A), about optimal (B,C) and too large (D) setting of the control parameter $p_{\text{min}}$ on the reconstruction of abruptly jumping superstatistical parameters $q_t$ (top) and $a_t$ (bottom). Note that the reconstruction quality degrades only very weakly, even if the control parameter deviates from the optimum value by orders of magnitude.

Supplementary Figure 9: **Effect of kernel parameters for gradual changes of persistence and activity.** Effects of a too small (A), about optimal (B,C) and too large (D) setting of the control parameter $R$ on the reconstruction of more gradually evolving superstatistical parameters $q_t$ (top) and $a_t$ (bottom). Optimum values for the two control parameters $p_{\text{min}}$ and $R$ can be found systematically by generating synthetic data sets that resemble the actual data and by quantifying how well the known superstatistical parameter changes of $(q_t,a_t)$ are reconstructed by the method. The values for $p_{\text{min}}$ and $R$ given in the paper have been obtained in this way.

If the dynamics of the superstatistical parameters $(q_t,a_t)$ is entirely unknown, the generation of realistic synthetic data sets is impossible. In such cases, the choice of the control parameters $p_{\text{min}}$ and $R$ can be viewed as a Bayesian
model selection problem. Using measured data only, the plausibility of a given set \((p_{\text{min}}, R)\) can then be quantified by the global marginal likelihood \(L\): For each time step \(t\), the momentary marginal likelihood \(L_t\) is obtained by integrating the likelihood function over the \((q_t, a_t)\)-plane. This integral can be evaluated readily within our grid based approach. The global marginal likelihood \(L\) is then given by the product of all \(L_t\). The optimal set of control parameters, given the measured data, can then be found by maximizing \(L\).
**Supplementary Note 6**

**Persistence time and cell speed**

In a superstatistical data analysis, the parameters $q_t$ and $a_t$ used in this work can be replaced by different variables that may be more appropriate for specific questions. For example, persistence can also be quantified by a persistence time $\tau_t$, defined as the half decay time of the velocity correlations. Assuming $0 < q_t < 1$, and measuring the correlation time in units of the sampling time, $\tau_t$ is monotonically increasing with $q_t$, according to

$$\tau_t = \frac{\log(1/2)}{\log(q_t)}.$$

Furthermore, rather than investigating superstatistical parameter correlations between $q_t$ and $a_t$, new insights can also be gained from the 'inter-level' correlations between superstatistical parameters and directly measured variables, such as the momentary cell speed $u_t$.

The relationship between cell speed, activity and cell persistence can be seen most easily in the case of a homogeneous AR-1 process in 2D. Assuming $0 \leq q_t < 1$, the momentary speed $u_t$ is then Rayleigh distributed with the most probable value $\hat{u}_t$ being given by

$$\hat{u}_t = \frac{a_t}{\sqrt{1 - q_t^2}}.$$

In a hypothetical situation with $a = constant$, there is always a positive correlation between $\hat{u}_t$ and $q_t$ (or, equivalently, between $u_t$ and $\tau_t$). However, in the case of migrating cells, the situation is more complicated as the activity $a_t$ is also a strongly time-varying quantity that may be correlated positively or negatively with the persistence $q_t$.

For example, Miauri et al. have recently reported an increase of the momentary persistence time $\tau_t$ with the momentary cell speed $u_t$ for a variety of different cell types migrating on fibronectin-coated surfaces (Ref.[26] in the main manuscript). From our cell migration experiments on fibronectin-coated plastic, we obtain a similar dependence of $\tau_t$ on $u_t$, including the saturation of persistence time for larger cell speeds (Supplementary Figure 10).

![Supplementary Figure 10: Persistence time versus momentary speed for MDA-MB-231 cells on fibronectin-coated plastic.](image_url)

*Horizontal bars indicate the bins of cell speed, vertical bars the standard error of the mean persistence time.*
On uncoated plastic, where persistence is considerably lower, \( \tau_t \) also increases with \( u_t \), but without clear signs of saturation (Supplementary Figure 11).

### Supplementary Figure 11: Persistence time versus momentary speed for MDA-MB-231 cells on uncoated plastic.
Horizontal bars indicate the bins of cell speed, vertical bars the standard error of the mean persistence time.

For cell migration in collagen, we find only a weak dependence of \( \tau_t \) on \( u_t \) (Supplementary Figure 12).

### Supplementary Figure 12: Persistence time versus momentary speed for MDA-MB-231 cells in collagen.
Horizontal bars indicate the bins of cell speed, vertical bars the standard error of the mean persistence time.