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Abstract—In this paper, we present the first stochastic geometry-based performance analysis of a drone cellular network in which drone base stations (DBSs) are initially distributed based on a Poisson point process (PPP) and move according to a random waypoint (RWP) mobility model. The serving DBS for a typical user equipment (UE) on the ground is selected based on a Poisson point process (PPP) and move according to a random waypoint (RWP) mobility model. We further assume two service models for the serving DBS: (i) UE independent model (UIM), and (ii) UE dependent model (UDM). All the other DBSs are considered as interfering DBSs for the typical UE. We introduce a simplified RWP (SRWP) mobility model to describe the movement of interfering DBSs and characterize its key distributional properties that are required for our analysis. Building on these results, we analyze the interference field as seen by the typical UE for both the UIM and the UDM using displacement theorem, which forms the basis for characterizing the average rate at the typical UE as a function of time. To the best of our knowledge, this is the first work that analyzes the performance of a mobile drone network in which the drones follow an RWP mobility model on an infinite plane.

Index Terms—Drone network, random waypoint mobility, stochastic geometry, mobility, trajectory, rate.

I. INTRODUCTION

Mobility of wireless nodes is known to have a fundamental impact on the performance of wireless networks [1]. Not surprisingly, past decades have seen a significant amount of research on characterizing the performance of a variety of wireless networks under several standard mobility models, such as random walk (RW) or RWP [2], [3]. However, a common feature of all these works is the assumption that the base stations (BSs) or access points are static while the UEs are mobile. Although this was of course reasonable for conventional terrestrial networks, it is no longer accurate when drones act as BSs [4], [5]. Inspired by this important use case, there has been some recent interest in incorporating drone mobility in the system-level performance analyses of drone-assisted cellular networks. Since this line of work is still in its nascent stages, some fundamental problems, such as the analysis of drone networks under RWP mobility model, are still open. Inspired by this, the main objective of this paper is to present a complete analysis of drone network performance under RWP mobility that involves the novel characterization of the time-varying interference field and consequently the average link rate as a function of time.

Related Works. Given its ability to capture irregularity in the drone locations, there has been an increasing interest in using stochastic geometry for the system-level analysis of drone networks. The authors of [6] considered a finite network of static DBSs distributed as a binomial point process (BPP) and analyzed the coverage probability of the network. In [7], a superposition of macro and aerial BSs is considered in which probabilistic line-of-sight (LoS) and non-line-of-sight (NLoS) propagation models were adopted for the channel. The authors of [8] added mobility to the BPP-modeled DBS network of [6] and designed stochastic trajectory processes for the mobility of DBSs in order to gain the same coverage profile as the static case, while improving the average fade duration. Analysis of the link capacity between drones was performed in [9], where the authors characterized the distance distribution between drones with random 3D trajectories. A comprehensive survey on mobility in cellular networks, including drone networks, has been recently done in [10], where the authors provide an in-depth tutorial on mobility-aware performance analysis of these networks. In [11] and [12], the analysis of coverage probability is performed for a finite 3D network of mobile DBSs, in which the serving DBS is assumed to hover at a fixed location above the UE [11] or move [12], while the interfering DBSs follow RWP and RW mobility models for vertical and horizontal displacements, respectively. Continuing on the same general direction, this paper presents the first comprehensive analysis of drone networks under SRWP mobility model. Our main contributions are summarized next.

Contributions and Outcomes. We consider a mobile network of DBSs operating at a specific height above the ground with the initial locations of the DBSs being modeled as a homogeneous PPP. This drone network is assumed to serve UEs on the ground (modeled as an independent PPP). We assume the nearest neighbor association policy to determine the serving DBS for the typical UE, while all the other DBSs act as interfering DBSs. For the mobility of the interfering DBSs, we introduce the SRWP mobility model as a special case of the RWP mobility model and accurately characterize its relevant distributional properties. We then propose two service models for the serving DBS, i.e., (i) UIM, where the serving DBS moves based on the SRWP mobility model, and (ii) UDM, where the serving DBS approaches the typical UE at a constant height and keeps on hovering above the location of the typical UE until its transmission to the typical UE is complete. For this mobility model, we characterize the interference field as seen by the UE for both the service models and show that the network of interfering DBSs for the UIM is an inhomogeneous PPP which does not vary over time, while it is a time-varying inhomogeneous PPP for the UDM. We finally compute the received rate for the UE for both service models.
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The non-linear mobility model for the drones considered in this paper significantly generalizes the "straight-line" mobility models considered by the standardization bodies, such as the third generation partnership project (3GPP).

II. SYSTEM MODEL

We consider a network of mobile DBSs operating at a height $h$ from the ground. We model the temporal evolution of the projections of the DBS locations on the ground as the sequence of point processes $\Phi_D(t) \subset \mathbb{R}^2$, where $t \in \mathbb{R}^+$ denotes the time index. We assume that the projections of the initial locations of the DBSs on the ground are distributed as a homogeneous PPP with density $\lambda_0$, i.e., $\Phi_D(0) \sim \text{PPP}(\lambda_0)$. This drone network is assumed to serve UEs on the ground that are assumed to be distributed as an independent PPP $\Phi_U \subset \mathbb{R}^2$. We assume that the origin $o = (0, 0, 0)$ of the 3D coordinate system is located on the ground and the $xy$-plane is aligned with the ground. Throughout this paper, we refer to the $z = h$ plane as the DBS plane and the projection of the origin onto this plane as $o' = (0, 0, h)$. Our focus will be on the downlink analysis for the typical UE, which can be placed at the origin without loss of generality. We denote the distance of a DBS at time $t$ located at $x(t) \in \Phi_D(t)$ from $o'$ and $o$ by $u_x(t) = \|x(t) - o'\|$ and $r_x(t) = \sqrt{u_x(t)^2 + h^2}$, respectively. Furthermore, the location of the nearest DBS to $o'$ and its distances to $o'$ and $o$ at time $t$ are denoted by $x_0(t)$, $u_0(t)$, and $r_0(t) = \sqrt{u_0(t)^2 + h^2}$, respectively. For notational simplicity, we drop the time index $t$ for the distances defined at $t = 0$, i.e., $u_0 \triangleq u_0(0)$, $r_0 \triangleq r_0(0)$, $u_x \triangleq u_x(0)$, and $r_x \triangleq r_x(0)$.

In this paper, we assume a nearest neighbor association policy in which the typical UE connects to its closest DBS at every time $t$. We term this DBS as the serving DBS for the typical UE while all the other DBSS act as interfering DBSs for this UE. We assume that interfering DBSS follow an SRWP mobility model defined as follows.

Definition 1. (SRWP). In the beginning, each DBS hovers for a fixed time $w$ (termed as "hover time") at its initial location $x(0)$. It then selects a uniformly random direction $\theta \sim U(0, 2\pi)$, independently of the other DBSs, and moves a fixed distance $s$ (termed as "flight distance") in this direction with a constant velocity $v$ to arrive at $x(w + \frac{s}{v})$. At this location, it hovers for $w$ before moving a distance of $s$ in another random direction and repeats this procedure.

Just to put the generality of this model in context, note that the state-of-the-art mobility model used by the standardization bodies, such as 3GPP, assumes that each drone moves on a straight line without stopping and changing its direction [13]. Therefore, one can easily argue that such "straight-line" mobility models are special cases of the model used in this paper. We further consider two service models for the serving DBS defined as follows.

1) UIM: The serving DBS follows an SRWP mobility model, independent of the typical UE location.
2) UDM: The serving DBS moves towards $o'$ in the DBS plane and keeps hovering at this location until its transmission to the typical UE is completed.

While handover may occur in the UIM, that is not a possibility in the UDM if all DBSS have the same velocity. Furthermore, UDM is the best-case model from the perspective of minimizing the serving distance between the typical UE and its serving DBS. It is fair to say that the reality will lie somewhere in between the UIM and the UDM based on the mission requirements of the drones.

We define the received signal-to-interference ratio (SIR) at time $t$ as

$$\text{SIR}(t) = \frac{P h_0(t) r_0(t)^{-\alpha}}{I(t)},$$

where $P$ is the DBS transmit power, which is assumed to be equal for all DBSS at all times, $h_0(t)$ is the fading power gain between the serving DBS and the typical UE, $\alpha$ is the path loss exponent, and $I(t)$ is the interference power defined as $I(t) = \sum_{x(\ell) \in \Phi_D(t)} P h_x(t) r_x(t)^{-\alpha}$, where $\Phi'_D(t) = \Phi_D(t) \setminus x_0(t)$ represents the point process of the interfering DBSS and $h_x(t)$ is the fading power gain between the interfering DBSS and the typical UE. Rayleigh fading is assumed with a mean power of 1, which is justified when there is rich local scattering around the typical UE. This gives $h_0(t) \sim \exp(1)$ and $h_x(t) \sim \exp(1)$. Note that in the UDM, we have $u_0(t) = [u_0 - vt]^+$, where $[a]^+ = a$ if $a \geq 0$ and $[a]^+ = 0$ otherwise.

The network performance under both service models will be characterized in terms of the average rate achieved by the typical UE at time $t$. This metric is defined as $R(t) = \mathbb{E}[\log(1 + \text{SIR}(t))]$, where the expectation is taken over the PPP $\Phi_D(t)$ and the trajectories. This is essentially the average rate experienced by the typical UE at time $t$ across different network and trajectory realizations.

III. SRWP INTERFERENCE FIELD CHARACTERIZATION

We start our analysis by characterizing the density of the network of interfering DBSS for both service models. Next lemma is the direct consequence of the displacement theorem because of which it is stated without a proof [14].

Lemma 1. Let $\Phi$ be a PPP with density $\lambda_0$. If all the points of $\Phi$ are displaced independently of each other and their displacements are identically distributed, then the displaced points form another PPP with the same density $\lambda_0$. In the UIM, since all the DBSSs (including the serving DBSS) are displaced based on the SRWP mobility model, we can infer from Lemma 1 that the network of DBSSs at any time $t$ will remain a PPP with density $\lambda_0$. Consequently, the interfering DBSSs will follow an inhomogeneous PPP with density

$$\lambda(t; u_x, u_0) = \begin{cases} \lambda_0 & u_x > u_0(t) \\ 0 & u_x \leq u_0(t). \end{cases}$$

Note that although $u_0(t)$ in [2] varies over time, its distribution does not change. The characterization of $\Phi'_D(t)$ for the UDM is not so straightforward and will be the main focus of the rest of this section. It is clear from our construction that $\Phi'_D(0)$ is an inhomogeneous PPP with density given by [2], which introduces an exclusion zone, $X = b(o', u_0)$, for the interfering DBSSs, where $b(o, r)$ is a disc of radius $r$ centered at $o$. One can
argue directly using displacement theorem that \( \Phi_L(t) \) remains
an inhomogeneous PPP for the UDM as well. However, unlike the
UIM, the characterization of the density of \( \Phi_L(t) \) requires
some effort. This result is the main point of the next lemma.

**Lemma 2.** In the UDM, for an interfering DBS located
initially at \( x(0) \), let \( L(t) \) be a random variable representing
the distance from \( x(0) \) to the location of this interfering DBS
at time \( t \), and let the corresponding cumulative distribution
function (cdf) and probability density function (pdf) be denoted
by \( F_L(l; t) \) and \( f_L(l; t) \), respectively. Then \( \Phi_L(t) \) will be
an inhomogeneous PPP and its density is given as \( \lambda(t; u_x, u_0) =

\begin{align*}
\lambda_0 \begin{cases}
1 & u_0 + vt \leq u_x \\
\beta(t, u_x, u_0) & |u_0 - vt| \leq u_x \leq u_0 + vt \\
\beta(t, u_x, u_0)1(t > \frac{u_0}{v}) & 0 \leq u_x \leq |u_0 - vt| 
\end{cases}
\end{align*}

(3)

where \( 1(\cdot) \) is the indicator function and

\[
\beta(t, u_x, u_0) = 1 - F_L(u_0 - u_x; t) - \\
\int_{[u_x-u_0]} f_L(l; t) \frac{1}{\pi} \cos^{-1} \left( \frac{l^2 + u_x^2 - u_0^2}{2lu_x} \right) \, dl.
\]

(4)

\[\text{Proof:} \text{ See Appendix A.} \]

According to Lemma 2, the proper characterization of the
network of interfering DBSs as they move based on the SRWP
mobility model requires that we derive the distribution of \( L(t) \),
i.e., the displacement of each DBS at time \( t \). Fig. 1 shows a
realization of the SRWP mobility model, where in each flight,
DBSs hover for a constant time \( w \) and then travel a constant
distance \( s \). Let \( y[0] \) and \( y[n] \) be the initial position of a DBS
and its position after the \( n \)-th flight, respectively, and assume
that \( \Theta_n \sim U[0, 2\pi] \) is the angle between the direction of the
\( n \)-th flight and the \( x \)-axis. Note that \( y[n] = x(t) \) for \( n(\frac{w + s}{v}) \leq t < n(\frac{w}{v}) + w \), which corresponds to the hover
time. We define \( Z_n \) and \( \Psi_n \) as the net displacement of a DBS
between \( y[0] \) and \( y[n] \) and the angle between the \( x \)-axis and
the line connecting \( y[0] \) and \( y[n] \), respectively. Furthermore,
when a DBS is traveling in its \((n+1)\)-th flight, we define
\( L_n(t) = \|x(t) - x(0)\| \) as the distance between \( x(0) \) and
x(t). Note that when a DBS is in the \( n \)-th hover time, we have
\( L_n(t) = Z_n(t) \). From Fig. 1 we observe that

\[
Z_n = s \left[ \sum_{i=1}^{n} \cos(\Theta_i) \right]^2 + \left[ \sum_{i=1}^{n} \sin(\Theta_i) \right]^2
\]

(5)

\[
\Psi_n = \tan^{-1} \left( \frac{\sum_{i=1}^{n} \sin(\Theta_i)}{\sum_{i=1}^{n} \cos(\Theta_i)} \right)
\]

(6)

\[
L_n(t) = \sqrt{Z_n^2 + d_n(t)^2 - 2Z_n d_n(t) \cos(\Psi_n)}
\]

(7)

where \( d_n(t) = vt - ns - (n + 1)vw \) is the distance traveled in
the \((n+1)\)-th flight until time \( t \), and \( \Theta_n = \Theta_{n+1} - \Psi_n - \pi \)
is the angle between the line connecting \( y[0] \) and \( y[n] \) and the
direction of the \((n+1)\)-th flight. Note that the pdf of \( L(t) \) for the SRWP
model is simply \( f_{Z_n}(l) \) when the DBS is hovering and \( f_{L_n}(l; t) \) when the DBS is in motion. This can be compactly expressed as

\[
f_{L(t; t)} = \sum_{n=0}^{\infty} f_{Z_n}(l) \mathbb{1}_{\left( a(w + \frac{s}{v}) \leq t < n(w + \frac{s}{v}) + w \right)}
\]

\[
\mathbb{1}_{\left( a(w + \frac{s}{v}) \leq t < n(w + \frac{s}{v}) + w \right)} + \mathbb{1}_{\left( t > \frac{u_0}{v} \right)}
\]

\[
\mathbb{1}_{\left( 0 \leq u_x \leq |u_0 - vt| \right)}
\]

(8)

We will characterize these two distributions in the rest of this
section. The following lemma gives the distribution of \( \Psi_n \),
which is required in characterizing the distribution of \( L_n(t) \).

**Lemma 3.** When interfering DBSs move based on the SRWP
mobility model, the random variable \( \Psi_n \) as defined in (6),
is distributed uniformly in \([0, 2\pi]\).

\[\text{Proof:} \text{ In order to derive the distribution of } \Psi_n \text{, we intro-
duce } n-1 \text{ auxiliary random variables } \Psi_i = \Theta_i, 1 \leq i \leq n-1,
\text{ and find the joint pdf of n random variables } \Psi_i, 1 \leq i \leq n.
\text{ We then integrate out these auxiliary random variables to find
the pdf of } \Psi_n \text{. We start by solving the system of n equations
(one equation in (6) and } n-1 \text{ equations introduced by the
auxiliary random variables) to derive } \Theta_i \text{'s in terms of } \Psi_i \text{'s.

The result can be written as two sets of solutions as follows:

Set 1: \[ \begin{aligned}
\Theta_i = \Psi_i, \quad i = 1, 2, \ldots, n-1 \\
\Theta_n = \Psi_n = \tan^{-1} \left( \frac{-\Delta \cos(\Psi_n) + \Delta' \sin(\Psi_n)}{\Delta \sin(\Psi_n) + \Delta' \cos(\Psi_n)} \right),
\end{aligned} \]

Set 2: \[ \begin{aligned}
\Theta_i = \Psi_i, \quad i = 1, 2, \ldots, n-1 \\
\Theta_n = \Psi_{n-1} = \tan^{-1} \left( \frac{-\Delta \cos(\Psi_n) - \Delta' \sin(\Psi_n)}{\Delta \sin(\Psi_n) - \Delta' \cos(\Psi_n)} \right),
\end{aligned} \]

where \( \Delta = \sum_{i=1}^{n-1} \sin(\Psi_i - \Psi_n) \) and \( \Delta' = \sqrt{1 - \Delta^2} \). Writing the Jacobian matrix and computing its determinant, we get

\[|J| = \left| \frac{\partial \Psi_n}{\partial \Theta_n} \right| \text{ for both solution sets. Hence, we have}
\]

\[|J| = \left| \sum_{i=1}^{n-1} \sin(\Psi_i - \Theta_n) \right| = 1 + \sum_{i=1}^{n-1} \sum_{j=1}^{n-1} \sin(\Theta_i - \Theta_j)
\]

By some algebraic manipulations, we find that \(|J|_{\Theta_n=\Psi_1} +
|J|_{\Theta_n=\Psi_{n-1}} = 2 \). Now, since \( \Theta_n \sim U[0, 2\pi] \), the joint
distribution of \( \Psi_i \)'s can be written as

\[f(\Psi) = f(\Theta) |J| \bigg|_{\Theta_n=\Psi_1} + f(\Theta) |J| \bigg|_{\Theta_n=\Psi_{n-1}} = 2 \left( \frac{1}{2\pi} \right)^n \]

where the boldface letters represent vector random variables.
Integrating out \( \Theta_i \), \( 1 \leq i \leq n-1 \), the distribution of \( \Psi_n \) is derived as \( f_{\Psi_n}(\psi_n) = \frac{1}{2\pi} \) for \( \psi_n \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right] \), due to the range of \( \tan^{-1} \) function. Finally, since the true range of \( \Psi_n \) \( \in (-\pi, \pi) \), we conclude that \( f_{\Psi_n}(\psi_n) = \frac{1}{\pi} \) for \( \psi_n \in (-\pi, \pi) \), and the proof is complete.
Remark 1. Since $\Theta_{n+1}$ and $\Psi_n$ are independent and identically distributed (i.i.d.) and uniform in $[0, 2\pi)$, we conclude that $\Phi_n$ will have a symmetric triangular distribution. However, since the range of values of $\Phi_n$ is between $0$ and $2\pi$, we have $\Phi_n \sim U[0, 2\pi)$.

We can find the distribution of $Z_n$ using the same method as in the proof of Lemma 3. However, it turns out that this distribution consists of an $n$-fold integral with no closed-form solution. On the other hand, we can characterize an asymptotic distribution for $Z_n$ as $n \to \infty$. This result is given in the next lemma.

Lemma 4. When interfering DBSs move based on the SRWP mobility model, the random variable $Z_n$ as defined in (5), will have a Rayleigh distribution with parameter $s\sqrt{\pi}$, i.e.,

\[
f_{Z_n}(z) = \frac{2e^{-\frac{z^2}{2s^2}}}{1 - e^{-\frac{z^2}{2s^2}}} 1(0 \leq x \leq A).
\]

Note that the distribution of $Z_n$ for $n = 1$ is trivial and for $n = 2$ one can easily show that it follows an arcsine distribution. Hence, we have the following approximation:

\[
f_{Z_n}(z) \approx \begin{cases} 
\delta(z-s) & n = 1 \\
\frac{2}{\pi (2s)^{2-z^2}} 1(0 \leq z \leq 2s) & n = 2 \\
\frac{2s^2 e^{-\frac{z^2}{2s^2}}}{ns^2(1-e^{-\frac{z^2}{2s^2}})} 1(0 \leq z \leq ns) & n \geq 3
\end{cases},
\]

where $n = k$ implies that $k(\frac{s}{n} + w) \leq t \leq k(\frac{s}{n} + w) + w$.

Getting back to (7), we can now compute the distribution of $L_n(t)$ for a given time $t$ as follows.

\[
F_{L_n}(t; l) = \mathbb{P}[Z_n + d_n(t)^2 - 2Z_n d_n(t) \cos(\Phi_n) \leq l^2] = \begin{cases} 
\mathbb{P}[Z_n \leq l - d_n(t)] & (a), \\
\int_{l-d_n(t)}^{\min(l+d_n(t),n)s} \frac{1}{\pi} \cos^{-1} \left( \frac{z^2 + d_n(t)^2 - l^2}{2zd_n(t)} \right) f_{Z_n}(z) \, dz & (b).
\end{cases}
\]

Hence, the approximate distribution of $L(t)$ can be obtained by inserting (10) and (11) into (9). Finally, the density of the interference field in the UDM is derived by applying (8) to Lemma 3.

IV. AVERAGE RATE

Having derived the density of the network of interfering DBSs for both the UIM and the UDM, we can now compute the average rate achieved by the typical UE at time $t$. The result is provided in the next theorem.

Theorem 1. In the UDM, the average rate achieved by the typical UE at time $t$ can be written as

\[
R(t) = \int_0^\infty \int_0^\infty \frac{2\pi \lambda_0 u_0 e^{-\pi \lambda_0 u_0^2}}{1 + 1 + \gamma} \frac{dr_{x}(t)}{P} \, du_0, \quad \lambda(t; u_0, u_0) \text{ is given in Lemma 3, and } u_0(t) = [u_0 - ut]^+.
\]

Proof: We start by writing the complementary cumulative distribution function (ccdf) of $SIR(t)$ conditioned on the location of the serving DBS as

\[
\mathbb{P}[SIR(t) \leq \gamma | x_0(t)] = \begin{cases} 
\mathbb{P}[h_0(t) \geq \frac{\gamma r_0(t)}{P} x_0(t), I(t)] & (a) \\
\mathbb{L}_I(t)(s | x_0(t)) & (b)
\end{cases},
\]

where in (a) the expectation is taken over $I(t)$ and in (b) the Rayleigh fading assumption is used and $\mathbb{L}_I(t)(s | x_0(t)) = \mathbb{E}[e^{-sI(t)} | x_0(t)]$ represents the conditional Laplace transform of interference at time $t$, which can be computed as

\[
\mathbb{L}_I(t)(s | x_0(t)) = \mathbb{E} \left[ \exp \left[ -\sum_{x(t) \in \Phi_n(t)} \frac{P h_x(t) r_x(t)^{-\alpha}}{P} u_0(t) \right] \right] = \begin{cases} 
\prod_{x(t) \in \Phi_n(t)} \frac{1}{1 + s P(u_0(t)^2 + h^2)^{-\alpha/2}} u_0(t) & (a) \\
\exp \left[ -2\pi \int_0^\infty \frac{u_0(t) \lambda(t; u_0, u_0)}{1 + \frac{2\pi}{2\pi^2} (u_0(t)^2 + h^2)^{-\alpha/2}} du_0(t) \right] & (b)
\end{cases},
\]

where (a) results from the moment generating function (MGF) of the exponential distribution and (b) follows from the probability generating functional (PGFL) of a PPP. Now, we can write the average rate at time $t$ as

\[
R(t) = \mathbb{E}[\log(1 + SIR(t))] = \int_0^\infty \log(1 + \gamma) f_{R}(\gamma; t) \, d\gamma
\]

\[
= \int_0^\infty \int_0^\infty \frac{2\pi \lambda_0 u_0 e^{-\pi \lambda_0 u_0^2}}{1 + 1 + \gamma} \mathbb{P}[SIR(t) \geq \gamma | x_0(t)] \, du_0 \, d\gamma,
\]
where \( f_1(\gamma; t) \) is the pdf of SIR \((t)\) and in the last equation we used integration by parts and deconditioned on \( u_0(t) \). This completes the proof.

For the UIM, since the density of the network of interfering DBSs is given in (13), the received rate at the typical UE will be (13) evaluated at \( t = 0 \), i.e.,

\[
R = \frac{\int_0^\infty \int_0^\infty 2\pi \lambda_0 u_0 e^{-\lambda_0 u_0^2}}{1 + \gamma} \times \\
\exp\left(-2\pi \lambda_0 \int_0^\infty \frac{u_x}{1 + \frac{1}{\gamma} \left(\frac{u_x^2 + h^2}{u_x^2 + h^2}\right)^{\alpha/2}} du_x \right) du_0 d\gamma.
\]

V. NUMERICAL RESULTS

In this section, we perform simulations to verify the accuracy of the key approximations and glean useful insights about the system-level performance. We assume that the DBSs are distributed initially as a PPP with \( \lambda_0 = 10^{-6} \) on the DBS plane. The DBSs are assumed to move at a constant velocity of \( v = 45 \text{ km/h} \) based on the SRWP mobility model, in which \( w = 5 \) seconds and \( s = 250 \) meters. We assume \( \alpha = 3 \) and \( h \in \{100, 150, 200\} \) meters.

Fig. 2 presents the density of the network of interfering DBSs for the UDM, where \( u_0 = 500 \) meters and \( t \in \{40, 70, 170, 300\} \) seconds. From this figure, it is clear that our truncated Rayleigh approximation is quite accurate. Moreover, as \( t \rightarrow \infty \), the interference field will become homogeneous.

In Fig. 3, we show the average rate as a function of time for both the UIM and the UDM at various heights. As can also be inferred from Theorem 1, the received rate at the typical UE will decrease as the height increases. The plots for the UIM are given in this figure in order to showcase the advantage of the UDM (in which the trajectories are UE dependent) over the UIM.

VI. CONCLUSION

In this paper, we have performed a comprehensive analysis on a network of mobile DBSs that are serving UEs on the ground. Assuming that initial locations of the drones follow a homogeneous PPP and the nearest neighbor association policy is used for determining the serving DBS, we proposed two service models for the serving DBS, i.e., (i) the serving DBS moves based on the SRWP independently of the typical UE (UIM), and (ii) the serving DBS moves towards the typical UE and keeps hovering above its location until its transmission to the typical UE is completed (UDM). All the other DBSs are treated as interfering DBSs, whose mobility is described by the SRWP model. We then characterized several fundamental properties of the SRWP mobility model using which we analyzed the interference field as seen by the typical UE for both the UIM and the UDM. Finally, we computed the average rate at the typical UE as a function of time for both service models. To the best of our knowledge, this is the first work that performs a concrete analysis on the performance of a mobile drone network, where the mobility of the drones is described by an SRWP mobility model on an infinite plane. It should also be noted that this non-linear mobility model is a significant generalization of the “straight-line” mobility model used by the standardization bodies, such as 3GPP.

APPENDIX

A. Proof of Lemma 2

For the network of interfering DBSs, since we have started with an inhomogeneous PPP of the initial density given in (2) and the displacements are independent of each other, displacement theorem asserts that the resulting network will also be an inhomogeneous PPP (14). According to Lemma 1 if there was no exclusion zone \( \mathcal{X} \), the density of the DBS network (including the serving DBS) would be \( \lambda_0 \) as they move independently based on the SRWP mobility model. On the other hand, with \( \mathcal{X} \), the resulting density of the network can be partitioned into two parts: (i) density due to the points initially inside \( \mathcal{X} \) (denoted as \( \lambda_1(t; u_x, u_0) \)), and (ii) density due to the points initially outside \( \mathcal{X} \) (denoted as \( \lambda(t; u_x, u_0) \)). Note that the latter determines the density of the network of interfering DBSs. Therefore, we have \( \lambda(t; u_x, u_0) = \lambda_0 - \lambda_1(t; u_x, u_0) \).

Let \( N(t) \) be the average number of points that are inside \( \mathcal{X} \) at \( t = 0 \) and land on an infinitesimal annulus with an inner and outer radii of \( u_x \) and \( u_x + du_x \), respectively, after a displacement of \( L(t) \). Note that due to the symmetry of the network, the density is rotation invariant, and thus, it is sufficient to consider an annulus for our analysis. We have

\[
\lambda_1(t; u_x, u_0) = \lim_{du_x \to 0} \frac{N(t)}{2\pi u_x du_x}.
\]

Fig. 2. Density of the network of interfering DBSs for the UDM where \( u_0 = 500 \) m. The accuracy of our approximations is evident in this figure.

Fig. 3. Average rate achieved by the typical UE at time \( t \) for both the UIM and the UDM. DBSs are moving at \( h \in \{100, 150, 200\} \) meters and \( \alpha = 3 \).
where in (*) we used the Taylor series expansion \( \cos^{-1}(1 - x) = \sqrt{2x} + \Theta(x^{3/2}) \) as \( x \to 0 \), where \( p(t) = \Theta(q(t)) \) implies that \( p(t) \) is asymptotically bounded by \( q(t) \) from both above and below. Note that since the triple \((u_x, r, L(t))\) form a triangle, the result in (17) is real and positive, as expected. Plugging (17) back into (16), we have

\[
\lambda_1(t; u_x, u_0) = \frac{\lambda_0}{\pi} \int_0^\infty \int_{R_1} \frac{2r f_L(t; t)}{\sqrt{(u_x^2 - (1 - r)^2)(1 + r)^2 - u_x^2}} \, dr \, dl,
\]

where \( R_1 = \{(l - u_x) \leq r \leq 1 + u_x \} \cap \{0 \leq r \leq u_0\} \). To simplify (15), recall from the definition of \( L(t) \) that the inequality \( L(t) \leq vt \) always holds, since the net displacement of a DBS at time \( t \) cannot exceed the total distance traveled by the DBS, i.e., \( vt \). Hence, (18) simplifies to

\[
\lambda_1(t; u_x, u_0) = \frac{\lambda_0}{\pi} \int_0^\infty \int_{R_2} \frac{2r f_L(t; t)}{\sqrt{(u_x^2 - (1 - r)^2)((1 + r)^2 - u_x^2)}} \, dr \, dl + \frac{\lambda_0}{\pi} (1 - F_L(vt; t)) \int_{R_2} \frac{2r f_L(t; t)}{\sqrt{(u_x^2 - (1 - r)^2)((1 + r)^2 - u_x^2)}} \, dr,
\]

where \( R_2 = \{|vt - u_x| \leq r \leq vt + u_x \} \cap \{0 \leq r \leq u_0\} \). Simplifying the last step requires careful integrations and the details are omitted here for brevity. Finally, the density of the network of interfering DBSs is summarized as equations (3) and (4) in the lemma statement. This completes the proof.
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