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Abstract
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1. Introduction

When classical and quantum field theories are discussed it is often assumed that spatial boundary terms do not contribute [1–5]. The standard reasoning given for this is that the dynamical fields in the theory vanish at spatial infinity. Although there may be instances in classical field theory where this boundary condition is applicable, generally this condition is too restrictive. Plane waves [6], or cases where the space of field configurations has a non-trivial topology [7], are two such examples where field solutions may not vanish asymptotically. In the quantum case,
axiomatic formulations of field theory assert that fields $\varphi$ are operator-valued distributions [8]. Distributions are continuous linear functionals which map a space of test functions $\mathcal{T}$ onto the complex numbers: $\varphi : \mathcal{T} \rightarrow \mathbb{C}$. In quantum field theory (QFT), $\mathcal{T}$ is chosen to be some set of space–time functions; usually either the space of continuous functions with compact support $\mathcal{D}(\mathbb{R}^{1,3})$, or the space of Schwartz functions $S(\mathbb{R}^{1,3})$. In either of these cases one can represent the image of the map $\varphi$ on a space–time function $f$ as:

$$\varphi(f) = (\varphi, f) := \int d^4 x \varphi(x) f(x) \quad (1.1)$$

which gives meaning to the $x$-dependent field expression $\varphi(x)$. Since $\varphi$ is an operator-valued distribution in QFT, only the smeared expression $\varphi(f)$ is guaranteed to correspond to a well-defined operator. The derivative of a distribution $\varphi'$ is defined by:

$$(\varphi', f) := -(\varphi, f') \quad (1.2)$$

and is itself also a distribution [8]. By applying the integral representation in Eq. (1.1), one can interpret this definition as an integration by parts where the boundary terms have been ‘dropped’:

$$\int d^4 x \varphi'(x) f(x) = -\int d^4 x \varphi(x) f'(x) \quad (1.3)$$

Although this shorthand notation is useful, and will be used for the calculations in this paper, it can also be slightly misleading. Sometimes it is incorrectly stated that integration by parts of quantum fields can be performed, and the boundary terms neglected. However, distributions are generally not point-wise defined, so boundary expressions like: $\int_{\partial \mathbb{R}^3} \varphi(x) f(x)$ are often ill-defined. Therefore, when manipulations like this are performed one is really just applying the definition of the derivative of a distribution, there are no boundary contributions. This makes the question of whether spatial boundary term operators vanish a more subtle issue in QFT than in the classical case.

The physical rationale behind using operator-valued distributions as opposed to operator-valued functions in QFT is because operators inherently imply a measurement, and this is not well-defined at a single (space–time) point since this would require an infinite amount of energy [9]. Instead, one can perform a measurement over a space–time region $\mathcal{U}$, and model the corresponding operator $\mathcal{A}(f)$ as a distribution $\mathcal{A}$ smeared with some test function $f$ which has support in $\mathcal{U}$. If one were to smear $\mathcal{A}$ with another test function $g$, which has different support to $f$, then in general the operators $\mathcal{A}(f)$ and $\mathcal{A}(g)$ would be different. But the interpretation is that these operators measure the same quantity, just within the different space–time regions: $\text{supp}(f)$ and $\text{supp}(g)$.

As well as differentiation it is also possible to extend the notion of multiplication by a function to distributions. Given a distribution $\varphi$, a test function $f$, and some function $g$, this is defined as:

$$(g \varphi, f) := (\varphi, gf) \quad (1.4)$$

In order that $g \varphi$ defines a distribution in the case where $f \in \mathcal{D}$, it suffices that $g$ be an infinitely differentiable function. For tempered distributions, in which $f \in S$, it is also necessary that $g$ and all of its derivatives are bounded by polynomials [8].

Besides the assumption that fields are operator-valued distributions, axiomatic approaches to QFT usually postulate several additional conditions that the theory must satisfy. Although

---

1 The distributions with which these test functions are smeared are called tempered distributions.
different axiomatic schemes have been proposed, these schemes generally contain a common core set of axioms.\footnote{See \cite{8,9} and \cite{10} for a more in-depth discussion of these axioms and their physical motivation.} For the purpose of the calculations in this paper, the core axioms which play a direct role are:

1. **Local (anti-)commutativity**
   
   If the support of the test functions \( f, g \), of the fields \( \Psi, \Phi \), are space-like separated then:
   
   \[
   [\Psi(f), \Phi(g)]_\pm = \Psi(f)\Phi(g) \pm \Phi(g)\Psi(f) = 0
   \]
   
   holds when applied to any state vector, for any fields \( \Psi, \Phi \).

2. **Non-degeneracy**
   
   The inner product \( \langle \cdot | \cdot \rangle \) on the space of states \( \mathcal{V} \) is non-degenerate:
   
   \[
   \langle \Psi | \omega \rangle = 0, \quad \forall |\Psi\rangle \in \mathcal{V} \quad \implies \quad |\omega\rangle = 0
   \]

   The physical motivation for the local (anti-)commutativity axiom is that it imposes a causality restriction on the theory. Since the action of field operators \( \Psi(f) \) on states can be interpreted as the performance of a particular measurement in the space–time region supp(\( f \)) \cite{9}, if another measurement \( \Phi(g) \) is performed in a space–time region supp(\( g \)) which is space-like separated to supp(\( f \)), the axiom states that these two measurements must either commute or anti-commute with one another. In physical terms this means that measurements which are performed a space-like distance apart cannot be causally related to one another. A space of fields \( \mathcal{F} \) which satisfies this property is called a local field algebra \cite{11}. By contrast, the non-degeneracy axiom can be imposed without any real loss of generality since any vector \( |\omega\rangle \) whose inner product with any other state vanishes will not introduce physical effects into the theory that are describable using the inner product \cite{10}. Such states \( |\omega\rangle \) are therefore physically trivial with regards to the quantum theory, and can hence be set to zero.

Additional complications arise when defining quantised gauge field theories. This is because the restriction of a theory to be invariant under a gauge group symmetry \( \mathcal{G} \), which corresponds to local invariance under some global symmetry group \( G \), leads to a strengthened form of the Noether current conservation condition called the local Gauss law \cite{11}:

\[
J^a_\mu = \partial^\nu G^a_{\mu\nu}, \quad G^a_{\mu\nu} = -G^a_{\nu\mu}
\]  \( (1.5) \)

where \( J^a_\mu \) is the Noether current associated with invariance under the global group \( G \). Because of this condition it turns out that there are essentially two quantisation strategies \cite{11}:

1. One demands that Eq. \( (1.5) \) holds as an operator equation, which implies that the algebra of fields \( \mathcal{F} \) is no longer local. In particular, if a field transforms non-trivially with respect to the group \( G \) (i.e. has a non-zero \( G \)-charge), the field must be non-local.
2. One adopts a local gauge quantisation in which the local Gauss law is modified. This modification ensures that the field algebra remains local (even for charged fields), but necessitates the introduction of an indefinite inner product on the space of states \( \mathcal{V} \), and a condition: \( \langle \Psi | J^a_\mu - \partial^\nu G^a_{\mu\nu} |\Psi\rangle = 0 \) for identifying the physical states \( |\Psi\rangle \in \mathcal{V}_{\text{phys}} \subset \mathcal{V} \) (the weak Gauss law).
The advantage with the latter approach is that it allows one keep a local field algebra, and so all of the results from local field theory remain applicable. For the purposes of discussion in this paper we will only consider local quantisations, and in particular we will focus on the local BRST quantisation of Yang–Mills theory. A key feature of BRST quantisation is that a gauge-fixing term $L_{GF}$ is added to the Lagrangian density $L$. The modified Lagrangian $L + L_{GF}$ is no longer gauge-invariant, but remains invariant under a residual BRST symmetry with a conserved charge $Q_B$. By defining the physical space of states $\mathcal{V}_{\text{phys}} \subset \mathcal{V}$ to be the states which satisfy the subsidiary condition: $Q_B \mathcal{V}_{\text{phys}} = 0$, this ensures that the weak Gauss law is satisfied and that the field algebra $\mathcal{F}$ is local. The introduction of an indefinite inner product on $\mathcal{V}$ also leads to unphysical negative norm states, which are generated by the Faddeev–Popov ghost degrees of freedom in $L_{GF}$. In terms of these extended state spaces, the physical Hilbert space is a quotient space of the form $\mathcal{H} := \mathcal{V}_{\text{phys}} / \mathcal{V}_0$, where $\mathcal{V}_0$ contains the zero norm states in $\mathcal{V}$ [10].

The remainder of this paper is structured as follows; in Section 2 we apply these general QFT properties in order to establish a necessary and sufficient condition for spatial boundary terms to vanish, in Section 3 we give a theoretical overview of the angular momentum decomposition problem in QCD and why spatial boundary terms are of particular relevance, and in Section 4 we apply the results of Section 2 to this problem. Finally, in Section 5 we summarise our results and discuss their interpretation.

2. Spatial boundary terms in QFT

The aim of this section will be to demonstrate that the general properties of a quantum field theory, some of which were outlined in Section 1, are enough to establish a necessary and sufficient condition for spatial boundary terms of the form: $\int d^3x \, \partial_0 B^i$ to vanish in the Hilbert space of physical states $\mathcal{H}$ [10], where $B^i(x)$ is some arbitrary local field. However, before fully discussing this condition it is important to first outline the differences between the classical and quantum field theory approaches to conserved (and non-conserved) charges. Classically, charges $Q$ are defined to be the spatial integral of the temporal component of some (not necessarily conserved) current density $j^\mu(x)$:

$$Q = \int d^3x \, j^0(x)$$

(2.1)

However, in QFT $j^\mu(x)$ is typically some product of fields, and is therefore an operator-valued distribution. This means that because no smearing with a test function has been performed, the quantised version of the classically motivated definition in Eq. (2.1) will generally not correspond to a proper operator in QFT [11]. But given some space–time test function $f$, a well-defined quantum representation of $Q$ can be written:

$$Q = \int d^4x \, f(x) j^0(x) = j^0(f)$$

(2.2)

Following the discussion in Section 1, $Q$ is interpreted as acting on the space–time region $\text{supp}(f)$. In order to extend the action of $Q$ to the whole of space, by analogy with the class-

---

3 The bar denotes the completion of $\mathcal{V}_{\text{phys}} / \mathcal{V}_0$ to include the limiting states of Cauchy sequences in $\mathcal{V}_{\text{phys}} / \mathcal{V}_0$.

4 At least with gauge theories, no generality is lost by imposing locality since a local field algebra can always be assumed by adopting a local gauge quantisation [11].

5 Generally the product of distributions is not well-defined, and so one must first introduce a regularisation procedure in order to make sense of such products [9].
classical case, one can choose the following test function:\footnote{This is the standard choice of test function chosen in the literature\cite{10–13} to define charges.}: \( f := \alpha(x_0) f_R(x) \), with \( \alpha \in \mathcal{D}(\mathbb{R}) \) (\( \text{supp}(\alpha) \subset [-\delta, \delta], \delta > 0 \)) and \( f_R \in \mathcal{D}(\mathbb{R}^3) \) where:

\[
\int d x_0 \alpha(x_0) = 1, \quad f_R(x) = \begin{cases} 1, & |x| < R \\ 0, & |x| > R(1 + \epsilon) \end{cases}
\]  

(2.3)

with \( \epsilon > 0 \). Because of the way \( f_R \) is defined this means that \( \partial_i f_R \) vanishes for \( |x| < R \). Using these test functions one can then construct the following well-defined (localised) charge operator \( Q_R \):

\[
Q_R = \int d^4 x \alpha(x_0) f_R(x) j^0(x)
\]  

(2.4)

The reason why \( \alpha \) and \( f_R \) are chosen to have this form is so that in the special case where the quantised version of the charge is genuinely conserved, this definition is in agreement with the classically-motivated form of \( Q \) (Eq. (2.1)) in the limit \( R \to \infty \).

Setting: \( j^0 = \partial_i B^i \) it is clear that spatial boundary terms: \( \int d^3 x \partial_i B^i \) are simply a special class of charges. Therefore, when: \( \int d^3 x \partial_i B^i \) is written in the proceeding discussion (for brevity), this actually corresponds to the smeared expression: \( \lim_{R \to \infty} \int d^4 x \alpha(x_0) f_R(x) \partial_i B^i(x) \). With this notation in mind, one has the following theorem:

**Theorem 1.** \( \int d^3 x \partial_i B^i \) vanishes in \( \mathcal{H} \iff \int d^3 x \partial_i B^i |0\rangle = 0 \).

**Proof (\( \iff \)).** Let \( \varphi \in \mathcal{F}(\mathcal{O}) \) be some (smeared) local operator\footnote{\( \mathcal{F}(\mathcal{O}) \) is the polynomial algebra generated by field operators smeared with test functions with compact support in the bounded space–time region \( \mathcal{O} \).} and let \( \alpha \in \mathcal{D}(\mathbb{R}) \) and \( f_R \in \mathcal{D}(\mathbb{R}^3) \) be the test functions of compact support defined in Eq. (2.3). Then:

\[
\int d^3 x \left( \partial_i B^i \right) \varphi |0\rangle = \int d^3 x \left[ \partial_i B^i, \varphi \right]_{\pm} |0\rangle
\]

\[
= \lim_{R \to \infty} \int d^3 x \alpha(x_0) f_R(x) \left[ \partial_i B^i(x), \varphi \right]_{\pm} |0\rangle
\]

\[
= - \lim_{R \to \infty} \int d^4 x \alpha(x_0) \left( \partial_i f_R(x) \right) \left[ B^i(x), \varphi \right]_{\pm} |0\rangle
\]

where in the first line one uses the assumption that: \( \int d^3 x \partial_i B^i |0\rangle = 0 \) (with \( |0\rangle \) the vacuum state), and in the last line the definition for the derivative of a distribution is used. Now because of the way \( f_R \) is defined it follows that: \( \text{supp}(\partial_i f_R) = \{ x \in \mathbb{R}^3; R \leq |x| \leq R(1 + \epsilon) \} \), and so the support of \( \alpha \partial_i f_R \) will be restricted to the space–time points: \( (x_0, x) \), where \( |x| \geq R \) and \( |x_0| \leq \delta \). So in the limit\footnote{The existence of this limit is guaranteed by the locality of \( B^i \) and \( \varphi \)\cite{11}.} \( R \to \infty \) the supports of \( \alpha \partial_i f_R \), and the test function for which \( \varphi \) is implicitly smeared, will become space-like separated. But by the local (anti-)commutativity axiom this implies that the (anti-)commutator in the last line must vanish exactly, and therefore: \( \int d^3 x \left( \partial_i B^i \right) \varphi |0\rangle = 0 \). The vanishing of the (anti-)commutator is independent of the explicit form for \( \alpha \) because \( \alpha \) is continuous, has compact support, and is therefore bounded, which means that \( \alpha \partial_i f_R \) will vanish wherever \( \partial_i f_R \) does. Moreover, it follows directly from local (anti-)commutativity that the vanishing of the (anti-)commutator is also independent of the explicit form of \( f_R \)\cite{13}. Because of the vanishing of: \( \int d^3 x \left( \partial_i B^i \right) \varphi |0\rangle \), one has:
\[ \langle \Psi \rangle \int d^3 x \partial_i B^i(\varphi|0) \rangle = 0, \quad \forall|\Psi\rangle \in \mathcal{H} \]

and applying the Reeh–Schlieder Theorem\(^9\) implies:

\[ \langle \Psi \rangle \int d^3 x \partial_i B^i|\Phi\rangle = 0, \quad \forall|\Psi\rangle, |\Phi\rangle \in \mathcal{H} \]

which is precisely the statement that the spatial boundary term: \( \int d^3 x \partial_i B^i \) vanishes in \( \mathcal{H} \). \( \square \)

**Proof** (\( \implies \)). Conversely, if one assumes that the spatial boundary term vanishes in \( \mathcal{H} \) then:

\[ \langle \Psi \rangle \int d^3 x \partial_i B^i|0\rangle = 0, \quad \forall|\Psi\rangle \in \mathcal{H} \]

since \(|0\rangle \in \mathcal{H} \). But this inner product between states is taken to be non-degenerate, so the above condition implies that: \( \int d^3 x \partial_i B^i|0\rangle = 0 \). \( \square \)

One subtlety in establishing **Theorem 1** comes from a property which is well-established in Quantum Electrodynamics (QED) [14], as well as other gauge theories [15] – charged states are non-local. This means that it is not possible to create a charged state by applying a local operator to the vacuum. However, by virtue of the Reeh–Schlieder Theorem, a charged state can always be approximated by local states as closely as one likes in the sense of convergence in some allowed topology on \( \mathcal{H} \). Often this topology is chosen to be the weak topology\(^10\) and so convergence means weak convergence. Therefore, given that \(|\Phi\rangle \in \mathcal{H} \) is a charged state, there exists a sequence of local operators \( \{|\varphi_n\rangle\} \) such that \( \lim_{n \to \infty} \langle \Psi |\varphi_n|0\rangle = \langle \Psi |\Phi\rangle, \forall|\Psi\rangle \in \mathcal{H} \). In QED it has in fact been explicitly shown that physical charged states can be constructed from weak limits of local states [16]. With this convergence property in mind, the proof of **Theorem 1** can then still be shown to hold in the case where \(|\Phi\rangle \) is a charged state, since one can apply the same steps as before with \( \varphi \) replaced by \( \varphi_n \), conclude that: \( \langle \Psi \rangle \int d^3 x \partial_i B^i(\varphi_n|0\rangle) = 0, \forall|\Psi\rangle \in \mathcal{H} \), and then take the limit \( n \to \infty \). Moreover, because the (anti-)commutator in the proof is shown to vanish regardless of the explicit form of both \( \alpha \) and \( f_R \), this demonstrates that **Theorem 1** holds independently of the specific test functions in the smearing, and can hence be applied to all spatial boundary term operators of the form: \( \int d^3 x \partial_i B^i \), where \( B^i(x) \) is any local field.

The proof of **Theorem 1** is based on similar discussions in [10–13], which address the issue of defining a consistent local charge operator and its action on states in \( \mathcal{H} \). The surprising conclusion of this theorem is that the vanishing of a spatial boundary term only requires that the corresponding operator annihilates the vacuum state – it is independent of how this operator acts on the full space of states. This result has interesting physical consequences for any QFT, but in particular its relevance to the angular momentum decomposition problem in Quantum Chromodynamics (QCD) will be discussed in Sections 3 and 4.

Generally, **Theorem 1** demonstrates that a spatial boundary term operator annihilating the vacuum state is both a necessary and a sufficient condition for that boundary term itself to vanish in the physical Hilbert space \( \mathcal{H} \). However, in order to practically determine whether this operator

---

\(^9\) The Reeh–Schlieder Theorem implies that \( \mathcal{H} = \mathcal{F}(\mathcal{O})|0\rangle \) for any bounded open set \( \mathcal{O} \), where the closure is with respect to some suitable topology. See [10] for a proof and in-depth discussion of this theorem.

\(^10\) Generally it is desirable that the Hilbert space topology be an admissible topology, which means that the continuity of a linear functional \( \ell \) on \( \mathcal{H} \) is equivalent to the existence of a vector \(|\Phi\rangle \in \mathcal{H} \) such that: \( \ell(|\Psi\rangle) = \langle \Phi|\Psi\rangle \). The weakest admissible topology is the weak topology [10].
annihilates the vacuum or not, it is easier to instead relate these conditions to equivalent conditions involving matrix elements. This connection is given by the following simple relations:

\[
\text{If } \langle \Psi | \int d^3 x \, \partial_i B^i | 0 \rangle = 0, \quad \forall |\Psi\rangle \in \mathcal{H} \implies \int d^3 x \, \partial_i B^i | 0 \rangle = 0 \tag{2.5}
\]

\[
\text{If } \exists |\Psi\rangle \in \mathcal{H} \text{ s.t. } \langle \Psi | \int d^3 x \, \partial_i B^i | 0 \rangle \neq 0 \implies \int d^3 x \, \partial_i B^i | 0 \rangle \neq 0 \tag{2.6}
\]

Eq. (2.5) follows immediately from the assumption that the inner product in \( \mathcal{H} \) is non-degenerate, and Eq. (2.6) is the logical negation of the statement that the boundary operator acting on the vacuum state is the null vector in \( \mathcal{H} \). These relations imply that if one can find any state \( |\Psi\rangle \in \mathcal{H} \) such that: \( \langle \Psi | \int d^3 x \, \partial_i B^i | 0 \rangle \neq 0 \), then this definitively proves: \( \int d^3 x \, \partial_i B^i | 0 \rangle \neq 0 \), and hence by Theorem 1 that: \( \int d^3 x \, \partial_i B^i \neq 0 \). Otherwise, it must be the case that: \( \int d^3 x \, \partial_i B^i | 0 \rangle = 0 \), and thus: \( \int d^3 x \, \partial_i B^i = 0 \). To determine the explicit form of these matrix elements one can use the transformation property of fields under translations [9]:

\[
B^i(x) = e^{i P_\mu x^\mu} B^i(0) e^{-i P_\mu x^\mu} \tag{2.7}
\]

and insert this between the states \(|\Psi\rangle\) and \(|0\rangle\) to obtain:

\[
\langle \Psi | \int d^3 x \, \partial_i \left[ e^{i P_\mu x^\mu} B^i(0) e^{-i P_\mu x^\mu} \right] |0\rangle = \langle \Psi | \int d^3 x \left[ (i P_i) e^{i P_\mu x^\mu} B^i(0) e^{-i P_\mu x^\mu} + e^{i P_\mu x^\mu} B^i(0) e^{-i P_\mu x^\mu} (i P_i) \right] |0\rangle = \langle \Psi | \int d^3 x \left[ (i P_i) e^{i P_\mu x^\mu} B^i(0) \right] |0\rangle
\]

where the second term in the first line vanishes because \( P_\mu |0\rangle = 0 \). Now if one takes \(|\Psi\rangle\) to be some momentum eigenstate \(|p\rangle\), the above relation simplifies to:

\[
\langle p | \int d^3 x \, \partial_i B^i |0\rangle = \left\{ \begin{array}{ll} 0, & p = 0 \\ \lim_{R \to \infty} \int d^3 x \, i P_i \alpha(x_0) f_R(x) e^{i P_\mu x^\mu} |p| B^i(0) |0\rangle, & p \neq 0 \end{array} \right. \tag{2.8}
\]

It is interesting to note here that the vacuum expectation value of the spatial boundary operator: \( \int d^3 x \, \partial_i B^i \) completely vanishes, whereas the off-diagonal matrix element depends on the local term: \( \langle p | B^i(0) |0\rangle \).

3. The proton angular momentum decomposition

Theoretical investigations into the spin structure of nucleons have been ongoing ever since the inception of QCD in the 1960s. The evolution of this research area has been influenced by a number of different experimental groups including the European Muon Collaboration (EMC), the Spin Muon Collaboration, and more recently HERMES, COMPASS, STAR and PHENIX [6]. The focal point of these investigations have largely centred around settling an unresolved dispute known as the spin crisis, which refers to results obtained by the EMC experiment [17] that suggested quarks accounted for ‘only’ a very small amount of the spin of the proton. Many of the proposed solutions to the spin crisis are based on splitting the QCD angular momentum operator up in different ways, and then arguing a particular physical interpretation of the resulting pieces. It turns out that spatial boundary terms play a prominent role in these decompositions. More specifically, during the rest of this section we will outline why the vanishing of certain spatial boundary superpotential terms is an essential assumption in this analysis.
As discussed in Section 1, in order to analyse the dynamical properties of quantised Yang–Mills theory (in this case QCD), one must choose a quantisation procedure. For the analysis in this paper we will consider the local BRST quantisation with the following Hermitian, gauge-fixed Lagrangian density as proposed by [12]:

$$\mathcal{L}_{QCD} = -\frac{1}{4} F_{\mu\nu}^a F^{\mu\nu a} + \overline{\psi} \left( \frac{i}{2} \gamma^\mu (\partial_\mu - \overline{\xi}_\mu) + g T^a A^a_\mu \gamma^\mu - m \right) \psi + \mathcal{L}_{GF} + \mathcal{L}_{FP}$$  \hspace{1cm} (3.1)

$$\mathcal{L}_{GF} = -(\partial_\mu B^a) A^a_\mu + \frac{\xi}{2} B^a B^a \hspace{1cm} (3.2)$$

$$\mathcal{L}_{FP} = -i \partial_\mu \overline{C}^a (D_\mu C)^a$$  \hspace{1cm} (3.3)

where \(C^a, \overline{C}^a\) are the Faddeev–Popov ghost fields, \(B^a\) is the auxiliary gauge fixing field, \(\xi\) is a gauge fixing parameter, and one defines: \((D_\mu C)^a := \partial_\mu C^a - g f^{abc} A^b_\mu C^c\). To determine the spin structure of QCD one must first define the energy-momentum tensor of the theory \(T^{\mu\nu}_{QCD}\). As with any current density the definition of \(T^{\mu\nu}\) is always ambiguous up to a sign, but for the purposes of this paper the following definition will be used:

$$T^{\mu\nu} = \frac{2}{\sqrt{-g}} \frac{\delta S}{\delta g^{\mu\nu}}$$  \hspace{1cm} (3.4)

where: \(g = \det g_{\mu\nu}, S = \int d^d x \sqrt{-g} \mathcal{L}\), and \(\mathcal{L}\) has the formal functional dependence: \(\mathcal{L} = \mathcal{L}(g_{\mu\nu}, \Psi^I, \nabla_\alpha \Psi^I)\), with \(\nabla_\alpha\) the general relativistic covariant derivative, and \(\{\Psi^I\}\) the dynamical fields in the theory (with possible internal index \(I\)). As was famously shown by Belinfante [18], this expression can always be decomposed into the following form:

$$T^{\mu\nu} = T^{\mu\nu}_c + \frac{1}{2} \partial_\rho (S^{\rho\mu\nu} + S^{\mu\nu\rho} + S^{\nu\mu\rho})$$  \hspace{1cm} (3.5)

where \(T^{\mu\nu}_c\) is the canonical energy–momentum tensor and \(S^{\rho\mu\nu}\) is the so-called spin-angular momentum density term [10]:

$$T^{\mu\nu}_c := \frac{\delta \mathcal{L}}{\delta (\partial_\mu \Psi^I)} \partial_\nu \Psi^I - g^{\mu\nu} \mathcal{L}, \quad S^{\rho\mu\nu} := -i \frac{\delta \mathcal{L}}{\delta (\partial_\rho \Psi^I)} (s^{\mu\nu})^I J \Psi^I$$  \hspace{1cm} (3.6)

\((s^{\mu\nu})^I_J\) corresponds to the Lorentz generator \(s^{\mu\nu}\) in the finite-dimensional representation of the field \(\Psi^I\). It is interesting to note that the question of whether the quantised Belinfante or canonical energy–momentum tensor is physically more relevant is still an on-going issue [6]. A discussion of the related subtleties between the Belinfante \(P^{\mu}\) and canonical \(P^{\mu}_c\) momentum operators is given in Appendix A. Applying the definition in Eq. (3.5) to QCD, one obtains the following expression for the energy–momentum tensor [12]:

$$T^{\mu\nu}_{QCD} = T^{\mu\nu}_{phys} - \left\{ Q_B, (\partial_\mu \overline{C}^a) A^{\nu a} + (\partial_\nu \overline{C}^a) A^{\mu a} + g^{\mu\nu} \left( \frac{1}{2} \xi \overline{C}^a B^a - (\partial_\rho \overline{C}^a) A^a_\rho \right) \right\}$$  \hspace{1cm} (3.7)

\(^{11}\) \(\nabla_\alpha \Psi^I\) varies in form depending on the type of field \(\Psi^I\).

\(^{12}\) E.g. for a vector field: \((s^{\mu\nu}_V)^I_J = \frac{1}{2} (\gamma^\mu \gamma^\nu)^I_J\), where \(I, J\) are space–time indices, whereas for a spinor field: \((s^{\mu\nu}_S)^I_J = \frac{1}{4} (\gamma^\mu \gamma^\nu)^I_J\), with \(I, J\) spinor indices.
\[ T_{\text{phys}}^{\mu\nu} = \frac{1}{2} \bar{\psi} \left( \frac{i}{2} \gamma^\mu \left( \not{\partial} - \not{\nabla} \right) + g T^a A^a_{\nu} \gamma^\mu \right) \psi + (\mu \leftrightarrow \nu) + F_{\rho}^{\mu a} F^{\rho \nu a} \]

\[ + \frac{1}{4} g^{\mu \nu} F^{\alpha \beta a}_{\alpha \beta} \]

(3.8)

where \( Q_B \) is the BRST charge. In any field theory the current associated with Lorentz transformations is the rank-3 tensor defined by [18]:

\[ M^{\mu \nu \lambda} : = x^\nu T^{\mu \lambda} - x^\lambda T^{\mu \nu} \]  (3.9)

Using this definition, the Lorentz current in QCD can be written:

\[ M_{\text{QCD}}^{\mu \nu \lambda} = x^\nu T_{\text{phys}}^{\mu \lambda} - x^\lambda T_{\text{phys}}^{\mu \nu} + i \lambda \sqrt{g} \delta_B \left[ \left( \partial^\mu \bar{C}^a \right) A^\lambda a + \left( \partial^\lambda \bar{C}^a \right) A^\mu a \right. 

\[ + \left. g^{\mu \nu \lambda} \left( \frac{1}{2} \bar{\psi} \bar{C}^a B^a - \left( \partial^a \bar{C}^a \right) A^a_{\rho} \right) \right] \]

where \( \delta_B : \mathcal{F} \rightarrow \mathcal{F} \) is the BRST variation map defined for \( \mathcal{R} \in \mathcal{F} \) by:

\[ \delta_B \mathcal{R} : = [i Q_B, \mathcal{R}]_\pm \]  (3.10)

and \( \pm \) signifies an anti-commutator or commutator depending on whether \( \mathcal{R} \) has an odd or an even ghost number, respectively. The remarkable thing about this structure is that all of the ghost and gauge fixing fields are contained in a single BRST variation (coboundary) term, and this guarantees that these unphysical operators will not contribute to any physical matrix element involving states in \( \mathcal{H} \) [10]. For this reason we will not discuss this term any longer and will simply set: \( T_{\text{QCD}}^{\mu \nu} \equiv T_{\text{phys}}^{\mu \nu} \). The remaining physical QCD Lorentz current then takes the form:

\[ M_{\text{QCD}}^{\mu \nu \lambda} = x^\nu \left[ \frac{1}{2} \bar{\psi} \left( \frac{i}{2} \gamma^\mu \left( \not{\partial} - \not{\nabla} \right) + g T^a A^a_{\nu} \gamma^\mu \right) \psi + (\mu \leftrightarrow \lambda) + F_{\rho}^{\mu a} F^{\rho \nu a} \right. 

\[ + \frac{1}{4} g^{\mu \nu} F^{\alpha \beta a}_{\alpha \beta} \]

\[ - x^\lambda \left[ \frac{1}{2} \bar{\psi} \left( \frac{i}{2} \gamma^\mu \left( \not{\partial} - \not{\nabla} \right) + g T^a A^a_{\nu} \gamma^\mu \right) \psi + (\mu \leftrightarrow \nu) + F_{\rho}^{\mu a} F^{\rho \nu a} \right. 

\[ + \left. \frac{1}{4} g^{\mu \nu} F^{\alpha \beta a}_{\alpha \beta} \right] \]

\[ = x^\nu F_{\rho}^{\mu a} F^{\rho \nu a} - x^\lambda F_{\rho}^{\mu a} F^{\rho \nu a} + \frac{1}{4} F_{\alpha \beta}^{\mu a} F^{\alpha \beta a} \left( x^\nu g^{\mu \lambda} - x^\lambda g^{\mu \nu} \right) 

\[ + \frac{1}{4} \left[ x^\nu \bar{\psi} \left( \gamma^\mu D^\lambda + \gamma^\lambda D^\mu \right) \psi - (\nu \leftrightarrow \lambda) \right] + \text{h.c.} \]  (3.11)

where \( D^\mu := \partial^\mu - ig T^a A^a_{\mu} \) is the covariant derivative and h.c. denotes the Hermitian conjugate. Individually, the terms in Eq. (3.11) do not have a clear interpretation. However, in the early discussion of \( M_{\text{QCD}}^{\mu \nu \lambda} \) in the literature it was suggested [19] that a more meaningful expression can be obtained by factoring out total divergence terms. In this case it turns out that one can write [19]:

\(^{13}\) The ghost number corresponds to the number of ghost fields contained in a composite operator [10].

\(^{14}\) Nevertheless, these unphysical fields are still essential for ensuring the consistency and Lorentz covariance of the theory.
\[ M_{QCD}^{\mu\nu\lambda} = \frac{i}{2} \bar{\psi} \gamma^\mu \left( x^\nu \partial^\lambda - x^\lambda \partial^\nu \right) \psi + \text{h.c.} + \frac{1}{2} \epsilon^{\mu\nu\lambda\rho} \bar{\psi} \gamma^\rho \gamma^5 \psi 
\]
\[ - F^\mu\rho a \left( x^\nu \partial^\lambda - x^\lambda \partial^\nu \right) A^a_\rho + F^{\mu\lambda a} A^{va} + F^{\nu\mu a} A^{la} 
\]
\[ + \frac{1}{4} F_{a_\beta}^{\alpha} F^{\alpha\beta a} \left( x^\nu g^{\mu\lambda} - x^\lambda g^{\mu\nu} \right) 
\]
\[ - \frac{i}{16} \partial_\rho \left[ x^\nu \bar{\psi} \left\{ \gamma^\rho, \left[ \gamma^\mu, \gamma^\beta \right] \right\} \psi - (v \leftrightarrow \lambda) \right] + \partial_\rho \left( x^\nu F^{\mu\rho a} A^{la} - x^\lambda F^{\nu\rho a} A^{va} \right) \]

(3.12)

If one then chooses to drop these divergence terms, the current takes the following partitioned form:

\[ M_{QCD}^{\mu\nu\lambda} = \frac{i}{2} \bar{\psi} \gamma^\mu \left( x^\nu \partial^\lambda - x^\lambda \partial^\nu \right) \psi + \text{h.c.} + \frac{1}{2} \epsilon^{\mu\nu\lambda\rho} \bar{\psi} \gamma^\rho \gamma^5 \psi 
\]
\[ - F^\mu\rho a \left( x^\nu \partial^\lambda - x^\lambda \partial^\nu \right) A^a_\rho + F^{\mu\lambda a} A^{va} + F^{\nu\mu a} A^{la} 
\]
\[ + \frac{1}{4} F_{a_\beta}^{\alpha} F^{\alpha\beta a} \left( x^\nu g^{\mu\lambda} - x^\lambda g^{\mu\nu} \right) \]

(3.13)

This is often referred to in the literature as the Jaffe–Manohar decomposition [6,20]. The fundamental difference between this expression and the expression in Eq. (3.11) is that the interaction terms between the quark and gluon fields do not feature, and this makes it easier to give the individual remaining terms a physical interpretation. It also turns out that one can arrive at this same decomposition by instead using the canonical energy-momentum tensor \( T_\mu^{\nu\lambda} \), and in this context this is referred to as the canonical version of the Lorentz current [6]. In a similar manner to the above derivation, it is also necessary in this case to drop certain divergence terms in order to arrive at the decomposition in Eq. (3.13). By applying the definition for the angular momentum charge:

\[ J_{QCD}^i := \frac{1}{2} \epsilon^{ijk} \int d^3x \ M_{QCD}^{0jk} (x) \]

(3.14)

the decomposition of the current in Eq. (3.13) becomes a decomposition of charges. These charges are often then individually interpreted as corresponding to physically distinct angular momentum sources [21–25]. As well as the Jaffe–Manohar decomposition there also exist many other possible ways of decomposing \( J_{QCD}^i \) [6,21]. Despite the variety in structure of these different decompositions, it turns out [6] that they all differ from one another by terms of the form \( \partial_\mu B^{[\mu\rho][\nu\lambda]} \), which are called superpotentials [19]. Therefore, in order for any of these decompositions to hold one is required to drop superpotential terms, and if this procedure is justified it implies that all of the possible decompositions are physically equivalent to one another [6].

The argument in the literature [19] for dropping superpotential terms goes as follows: if two current densities \( \tilde{M} \) and \( M \) differ by a superpotential:

\[ \tilde{M}^{\mu\nu\lambda} = M^{\mu\nu\lambda} + \partial_\mu B^{[\mu\rho][\nu\lambda]} \]

then the corresponding charges \( \tilde{J}^{\nu\lambda} = \int d^3x \ \tilde{M}^{0\nu\lambda} \) and \( J^{\nu\lambda} = \int d^3x \ M^{0\nu\lambda} \) must be related by:

\[ \tilde{J}^{\nu\lambda} = J^{\nu\lambda} + \int d^3x \ \partial_i B^{[0i][\nu\lambda]} \]

---

15 The gluon self-interaction terms do still feature in the expression though.

16 The notation \( B^{[\mu\rho][\nu\lambda]} \) implies that \( B^{\mu\rho\nu\lambda} \) is anti-symmetric in the indices \( (\mu, \rho) \) and \( (\nu, \lambda) \).
Assuming that $B^{\mu
u}(x)$ vanishes at spatial infinity, the divergence theorem implies that: $\vec{J}^{\nu} = J^{\nu}$, and so for computing charges the currents $\tilde{M}^{\mu\nu\lambda}$ and $M^{\mu\nu\lambda}$ are indistinguishable. However, the results and discussions in Sections 1 and 2 demonstrate that this argument is often too simplistic in the classical case, and is also not transferable to the corresponding quantised theory. Nevertheless, these arguments for dropping boundary terms have been applied to many situations, one of which being the derivation of the proton angular momentum sum rule [19,22]. This derivation starts by taking the full expression for $M^{\mu\nu\lambda}_{QCD}$ (Eq. (3.12)) and inserting it into Eq. (3.14), giving:

$$ J'_{QCD} = \epsilon^{ijk} \int d^3x \left[ i \frac{1}{2} \bar{\psi} \gamma^0 (x^j \partial^k) \psi + \text{h.c.} \right] + \epsilon^{ijk} \int d^3x \left[ \frac{1}{4} \epsilon^{0jkl} \bar{\psi} \gamma_l \gamma^5 \psi \right] $$

$$ - \epsilon^{ijk} \int d^3x \left[ F^{0a} (x^j \partial^k) A^a_l \right] + \epsilon^{ijk} \int d^3x \left[ F^{0ka} A^{ja} \right] $$

$$ - \frac{i}{16} \epsilon^{ijk} \int d^3x \partial_i (x^j \bar{\psi} [\gamma^k, [\gamma^0, \gamma^l]]) \psi + \epsilon^{ijk} \int d^3x \partial_i (x^j F^{0a} A^{ka}) \right] \right) \right) $$

If one then assumes that the superpotential boundary terms $S^i_q$ and $S^i_g$ in this expression vanish, and inserts the remaining $z$-components ($i = 3$) between $z$-polarised proton states $|p, s\rangle$, one obtains the proton angular momentum sum rule [19,22]:

$$ \frac{1}{2} = \frac{1}{2} \Sigma + L_q + S_g + L_g $$

(3.16)

where the $\frac{1}{2}$ term on the left-hand side comes from the fact that $J^3_{QCD}|p, s\rangle = \frac{1}{2}|p, s\rangle$, and each of the other terms are defined by:

$$ \frac{1}{2} \Sigma = \frac{\langle p, s| S^3_q |p, s\rangle}{\langle p, s|p, s\rangle}, \quad S_g = \frac{\langle p, s| S^3_g |p, s\rangle}{\langle p, s|p, s\rangle}, \quad L_q = \frac{\langle p, s| L_q^3 |p, s\rangle}{\langle p, s|p, s\rangle}, \quad L_g = \frac{\langle p, s| L_g^3 |p, s\rangle}{\langle p, s|p, s\rangle} $$

where a sum over quark flavour is also implicitly assumed in the definitions of $\Sigma$ and $L_q$. $S_g$ are then interpreted as the contributions to the $z$-component of the internal spin of the proton from quarks/gluons,18 and $L_q/L_g$ the contributions to the $z$-component of the orbital angular momentum of the proton from the quarks/gluons. It is clear that this derivation requires that the superpotential boundary terms either exactly vanish, or at least vanish when inserted between proton states. In the next section we will use the results of Section 2 to address whether either of these conditions is actually satisfied in this case.

17 There are of course subtleties [11] in how to define such asymptotic states, but we will not discuss these here.
18 The interpretation of $\Sigma$ and $S_g$ comes from the equality of these terms with the corresponding partonic quantities in the infinite momentum frame and $A^0 = 0$ gauge [19,22].
4. Superpotential boundary terms in QCD

In this section we will focus on addressing the issue of angular momentum decompositions in QCD, and in particular whether the proton angular momentum sum rule holds. As discussed in Section 3, to tackle this question it is important to understand superpotential spatial boundary terms of the form: \( \int d^3x \frac{\partial_i}{\partial} (x^j B^{k0i}(x)) \), where \( B^{k0i}(x) \) is local. Despite the explicit \( x \)-dependence, Theorem 1 continues to hold with the replacement: \( B^j \rightarrow x^j B^{k0i} \) because the function multiplication property of distributions (Eq. (1.4)) allows one to re-write the boundary operator in terms of \( B^{k0i} \) smeared with the test function \( x^j \alpha \partial_i f_R \), and so the local (anti-)commutativity argument continues to hold. In Section 3 it was established that in order for the derivation of the proton angular momentum sum rule to remain valid, it must be the case that either one of the following conditions is satisfied:

1. The superpotential boundary term operators \( S^i_1 \) and \( S^i_2 \) are exactly vanishing.
2. These operators vanish when inserted between identical \( z \)-polarised proton states \( |p, s \rangle \).

Using the conditions in Eqs. (2.5) and (2.6) the first statement can be tested as follows:

\[
\text{If } \exists |p \rangle \in H \text{ s.t.: } \langle p | \int d^3x \frac{\partial_i}{\partial} (x^j B^{k0i}(x)) |0 \rangle \neq 0 \quad \implies \quad \int d^3x \frac{\partial_i}{\partial} (x^j B^{k0i}(x)) |0 \rangle \neq 0 \quad (4.1)
\]

By performing an analogous calculation to the one at the end of Section 2, the matrix elements of the superpotential operator: \( \int d^3x \frac{\partial_i}{\partial} (x^j B^{k0i}(x)) \) can be written in the form:

\[
\langle p | \int d^3x \frac{\partial_i}{\partial} (x^j B^{k0i}(x)) |0 \rangle = \begin{cases} 
\lim_{R \to \infty} \int d^3x \frac{\partial_i}{\partial} (x^j B^{k0i}(x)) |0 \rangle, & \text{if } p = 0 \\
lim_{R \to \infty} \int d^4x \alpha(x_0) f_R(x) \epsilon^{p_\mu \mu_\mu} [(|p| B^{k0j}(0)|0 \rangle ] + ip_i (|p| x^j B^{k0i}(0)|0 \rangle), & \text{if } p \neq 0 
\end{cases} \quad (4.2)
\]

where \( |p \rangle \) is some momentum eigenstate. In the case of the Jaffe–Manohar angular momentum decomposition discussed in Section 3, the superpotential boundary terms \( S^i_1 \) and \( S^i_2 \) are given by:

\[
S^i_1 = -\frac{i}{16} \epsilon^{ijk} \int d^3x \frac{\partial_i}{\partial} (x^j \bar{\psi} \{ \gamma^k, \{ \gamma^0, \gamma^j \} \}) \psi \quad S^i_2 = \epsilon^{ijk} \int d^3x \frac{\partial_i}{\partial} (x^j F^{0 \alpha} A^{\alpha i}) \quad (4.3)
\]

Choosing \( |p \rangle = |0 \rangle \), and applying Eq. (4.2), the matrix elements of these operators can then be written:

\[
\langle 0 | S^i_1 |0 \rangle = \lim_{R \to \infty} \int d^3x \frac{1}{4} f_R(x) \epsilon^{ijk} \epsilon^{0 jkl} \langle 0 | \bar{\psi} \gamma^l \gamma^5 \psi |0 \rangle \\
\langle 0 | S^i_2 |0 \rangle = \lim_{R \to \infty} \int d^3x f_R(x) \epsilon^{ijk} \langle 0 | F^{0 \alpha} A^{\alpha i} |0 \rangle
\]

In both cases these expressions are non-zero if the vacuum expectation values \( \epsilon^{ijk} \epsilon^{0 jkl} \langle 0 | \bar{\psi} \gamma^l \gamma^5 \psi |0 \rangle \) and \( \epsilon^{ijk} \langle 0 | F^{0 \alpha} A^{\alpha i} |0 \rangle \) are non-zero. It is important to note here that these expressions are non-trivial because the fields involved are solutions to the full interacting theory, and so their expectation values are non-perturbative objects. Moreover, these combinations of fields do not correspond to conserved currents, so one cannot infer their value based on conservation properties. In order to establish the value of expressions such as these one must
either employ a non-perturbative technique (such as lattice gauge theory), or make use of additional symmetries to restrict their form. Calculations such as these have been performed in the literature, and there is evidence to suggest that the first of these vacuum expectation values is non-vanishing [26]. The second expression though has not to our knowledge been computed. In the special case where one takes: \(|\Psi| = |\pi\rangle\) (the pion state) for the expectation value in the first case, then one can use the hypothesised relation:

\[
\langle \pi | \bar{\Psi} \gamma^I \gamma^5 \Psi | 0 \rangle = i f_{\pi} p^I
\]  

where \(f_{\pi} \neq 0\) is the pion form factor [28] and \(p^I\) is the pion’s 3-momentum. Inserting this expression into Eq. (4.2) also gives a non-zero result for the \(p \neq 0\) case. Applying the condition in Eq. (4.1), these results suggest that \(S^i_\eta\) is in general non-vanishing. Therefore, since \(S^i_2\) does not cancel \(S^i_1\), this casts doubt on the validity of the angular momentum operator decomposition:

\[
J^i_{QCD} = S^i_q + L^i_q + S^i_g + L^i_g.
\]

To compute whether condition 2 is satisfied or not one must calculate the matrix elements of the superpotential operators \(S^i_q\) and \(S^i_g\) between the \(z\)-polarised proton states \(|p, z\rangle\). Performing this calculation one obtains:

\[
\langle p, s | S^i_q | p, s \rangle = \lim_{R \to \infty} \int d^3x \frac{1}{4} f_R(x) \epsilon^{ijk} \epsilon^{0jkl} \langle p, s | \bar{\Psi} \gamma^j \gamma^5 \Psi | p, s \rangle
\]

\[
\langle p, s | S^i_g | p, s \rangle = \lim_{R \to \infty} \int d^3x f_R(x) \epsilon^{ijk} \langle p, s | F^{0ja} A^{ka} | p, s \rangle
\]

Without applying a non-perturbative technique it is unclear whether either of these expressions are vanishing or not. However, by computing the same matrix elements for the operators \(S^i_q\) and \(S^i_g\) in Eq. (3.15), it turns out that the following exact relations hold:

\[
\langle p, s | S^i_q | p, s \rangle = -\langle p, s | S^i_q | p, s \rangle
\]  

\[
\langle p, s | S^i_g | p, s \rangle = -\langle p, s | S^i_g | p, s \rangle
\]

This means that regardless of whether these terms vanish or not, the proton matrix elements for \(S^i_q\) and \(S^i_g\) will actually cancel the corresponding matrix elements for the ‘spin’ operators \(S^i_q\) and \(S^i_g\) in the angular momentum sum rule. The physical interpretation of the sum rule is therefore lost, and so \(L_q/L_g\) can no longer be interpreted as orbital angular momentum observables. It is also clear that the matrix elements \(\Sigma\) and \(S_g\) are not constrained since they do not contribute to the sum rule. A similar cancellation to Eq. (4.5) was also found in [29], although this approach relied on a wave-packet and form factor formulation which was later shown by [30] to not hold in general.

The analysis in this section demonstrates that neither conditions 1 nor 2 are satisfied, and therefore the validity of the derivation of the angular momentum sum rule is undermined. Physically speaking, it is the non-perturbative structure of QCD which prevents one from forming distinct quark and gluon observables in this way. These results also provide a resolution to the spin crisis since the cancellation of the \(\Sigma\) term in the sum rule lifts the constraint on \(\Sigma\), which means that there is no longer an a priori expectation as to what value this matrix element should take.

\[19\] The similar expression \(\langle A^2 \rangle\) has been computed though, using lattice QCD, and was found to be non-zero [27].
5. Conclusions

Spatial boundary term operators play an important role in quantum field theories, and in particular the issue of whether they vanish or not is a recurring theme in many of the applications of these theories. The main aim of this paper was to use an axiomatic field theory approach in order to establish a concrete condition on when these terms vanish. It turns out that a necessary and sufficient condition for this class of operators to vanish is that the operator must annihilate the vacuum state. This is a somewhat surprising result in itself because it is completely independent of how this operator acts on the full space of states. In the remainder of this paper we applied this result in order to address the issue of whether meaningful quark–gluon angular momentum operator decompositions are possible in QCD. It turns out that a common feature of these decompositions is the necessity to drop certain spatial boundary terms called superpotentials. Using the boundary term conditions established in the previous part of the paper, we analysed the superpotential terms for the specific case of the Jaffe–Manohar decomposition derived from the Belinfante energy–momentum tensor, with the conclusion that the sum of these superpotential operators is non-vanishing. In this context, this suggests that the Jaffe–Manohar angular momentum operator decomposition does not hold. An important consequence of these non-trivial boundary operators is the effect that they have on the proton angular momentum sum rule. By keeping these boundary terms explicit, we found that the sum rule is modified in a rather surprising way – the supposed gluon $S_\perp$ and quark $\Sigma$ spin terms are completely cancelled in the expression. This throws into doubt the physical interpretation of these terms and also provides a resolution to the proton spin crisis, since the cancellation of the $\Sigma$ term in the sum rule lifts the constraint on $\Sigma$, and therefore one loses any expectation on what value it should take. Physically speaking, the boundary term conditions imply that the non-perturbative structure of QCD prevents the possibility of forming distinct quark and gluon observables in this way.
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Appendix A

Because of the way the Belinfante energy–momentum tensor is defined in Eq. (3.5), the Belinfante $P^\mu$ and canonical $P_c^\mu$ momentum operators are related to one another as follows:

$$P^\mu = P_c^\mu + \int d^3x \partial_i B^{i\mu} \quad (A.1)$$

where $B^{i\mu} = \frac{1}{2} \{S^{0i\mu} + S^{0\mu i} + S^{\mu 0i} \}$. So $P^\mu$ and $P_c^\mu$ differ by a spatial boundary term. Since $P_c^\mu$ is the generator of translations this means that: $[i P_c^\mu, F(y)] = \partial^\mu F(y)$, where $F(y)$ is any local field. However, because of the relation in Eq. (A.1), it follows that:

$$[i P^\mu, F(y)] = [i P_c^\mu, F(y)] + i \int d^3x \partial_i B^{i\mu}, F(y)$$

$$= [i P_c^\mu, F(y)] + i \lim_{R \to \infty} \int d^4x \alpha(x_0) f_R(x) [\partial_i B^{i\mu}(x), F(y)]$$
\[ i P^\mu_c, F(y) - i \lim_{R \to \infty} \int d^4x \alpha(x_0) \left( \partial_i f_R(x) \right) [B^{i\mu}(x), F(y)] = 0 \]

where the second term in the penultimate line vanishes by exactly the same local (anti-)commutativity argument as used in the proof of Theorem 1 in Section 2. So the Belinfante momentum operator $P^\mu_c$ is also a generator of space–time translations. Nevertheless, $P^\mu_c$ and $F^\mu_c$ may well give different results when applied to states in $\mathcal{H}$ since it is not necessarily the case that the spatial boundary operator: \[ \int d^3x \partial_i B^{i\mu}(x) \] vanishes exactly. The only way to determine this definitively is to apply Theorem 1.
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