Time Scales in Evolutionary Dynamics
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Evolutionary game theory has traditionally assumed that all individuals in a population interact with each other between reproduction events. We show that eliminating this restriction by explicitly considering the time scales of interaction and selection leads to dramatic changes in the outcome of evolution. Examples include the selection of the inefficient strategy in the Harmony and Stag-Hunt games, and the disappearance of the coexistence state in the Snowdrift game. Our results hold for any population size and in more general situations with additional factors influencing fitness.

Evolutionary game theory is the mathematical framework for modelling evolution in biological, social and economical systems [1,2,3], and is deeply connected to dynamical systems theory and statistical mechanics [4,5,6,7,8,9,10,11]. In the standard setup of evolutionary game theory, strategies available for the game are represented by a fraction of individuals in the population. Individuals then interact according to the rules of the game, and the so earned payoffs determine the frequencies of the next generation (i.e., payoffs represent reproductive fitness). Customarily, most evolutionary game studies make the additional assumption that individuals play many times and with all other players before reproduction takes place, so that payoffs, equivalently fitness, are given by the mean distribution of types in the population. This is also the situation for the so called round-robin tournament, in which each individual plays once with every other. Both hypotheses, common in biological evolution, implies that selection occurs much more slowly than the interaction between individuals. Although recent experimental studies show that this may not always be the case in biology [12,13,14], it is clear that in cultural evolution or social learning the time scale of selection is much closer to the time scale of interaction. The effects of this mixing of scales cannot be disregarded [15], and then it is natural to ask about the consequences of the above assumption and the effect of relaxing it. Though the main field of application of our work is social and cultural evolution, we maintain the usual language of evolutionary biology, to avoid introducing new terminology.

In this Letter, we show that rapid selection affects evolutionary dynamics in such a dramatic way that for some games it even changes the stability of equilibria. In order to make explicit the relation between selection and interaction time scales, we use discrete-time dynamics. We follow Moran dynamics [16], as this is the proper way to describe evolution of discrete generations in the field of population dynamics [17]. Specifically, we choose the frequency-dependent version of the Moran dynamics introduced by [18], which allows to consider an evolutionary game in this dynamical context: $N$ individuals interact by playing a game and reproduce by selecting one individual, with probability proportional to the payoff, to duplicate and substitute a randomly chosen individual. The payoff of every player is set to zero after each reproduction event, and this two-step cycle is repeated until the population eventually stabilizes. This stochastic dynamics is discrete in both population and time, while keeping the population size constant over time. Interestingly, this microscopic dynamics leads to a difference equation that has been proposed as an adjusted [1] or discrete-time [2] analogous of the replicator equation, widely used in evolutionary game theory (see [3] for a recent, detailed discussion of this issue). Additionally, we note that for social applications, reproduction may be also interpreted as a learning process, in which individuals do not die but instead change the way they behave or their strategies.

Time scales enter the dynamics through the interaction step, affecting the way fitness is obtained. We introduce a new interaction scheme, by allowing an integer number $s$ of randomly chosen pairs of individuals to play consecutively the game, between reproduction events. Thus, $s$ equals the ratio between selection and interaction time scales. This is the crucial parameter in our model. The limit value of $s = 1$ means that both time scales are equal; greater finite values, $s > 1$, correspond to the selection time scale being slower than the interaction time scale, and the limit value of $s \to \infty$ recovers the round-robin procedure. In fact, the equivalence of the limit $s \to \infty$ to the round-robin scheme points to the latter being a form of ‘mean-field’ theory, in which individuals reproduce so slowly that it makes sense to replace pairwise interactions by the interaction with the ‘average player’.

As for the games, we will consider the important case of symmetric $2 \times 2$ games, in which the payoffs are given by the following matrix

$$
\begin{pmatrix}
1 & a \\
2 & b
\end{pmatrix}
\begin{pmatrix}
1 & 2 \\
\end{pmatrix},
$$

whose rows give the payoff obtained by each strategy when confronted with the other or itself, and $a, b, c, d > 0$. Let $n$ be the number of individuals using strategy 1, also referred as type 1 individuals. After each reproduction event $n$ may stay the same, increase by one, or decrease by one. Considering the definition of the dynamics, the corresponding transition probabilities will depend on the fitness earned by each type during the interaction step and on their frequencies. As both quantities will depend ultimately on $n$, we have a Markov
games can be further classified into three categories, conditioned to a population of $n$ individuals of type $1$. We restrict ourselves to the limit values of the relative fitness of each type (2). Indeed, if we have all twelve non-equivalent symmetric strategy when confronted with the other, and independently game will be determined solely by the performance of each type when confronted with the other, and independently. This lengthy combinatorial expression reduces, in the limit case $s = 1$ of extremely rapid selection, to

\[
P_{n,n-1} = \frac{n\,(N-n)}{N} \left(1 + \frac{c-b}{c-b} \right) \frac{n-N-1}{N} \right) \]

\[
P_{n,n+1} = \frac{n\,(N-n)}{N} \left(1 + \frac{2b}{b+c} \right) \frac{n-N-1}{N} 
\]

The above equations are the first hint of the effect of time scales. Indeed, by noting that, for this extreme case, only the coefficients of the skew diagonal of $i$ appear in (7) we reach the surprising conclusion that if the time scale of selection equals that of interaction, the evolutionary outcome of any game will be determined solely by the performance of each strategy when confronted with the other, and independently of the results when dealing with itself. However, as we will now see, there are another non-trivial, important differences.

To make our study as general as possible, we have analyzed all twelve non-equivalent symmetric $2 \times 2$ games. These games can be further classified into three categories, according to their Nash equilibria and their dynamical behavior under the replicator dynamics with round-robin interaction:

I. There are six games with $a > c$ and $b > d$, or $a < c$ and $b < d$. They have a unique Nash equilibrium, corresponding to the dominant pure strategy. This equilibrium is the global attractor of the round-robin replicator dynamics.

II. There are three games with $a > c$ and $b < d$. They have several Nash equilibria, one of them with a mixed strategy. With the replicator dynamics, this mixed strategy equilibrium is an unstable point, which acts as the boundary between the basins of attraction of the two pure strategies, which are the attractors.

III. The remaining three games have $a < c$ and $b > d$. They have several Nash equilibria, one of them with a mixed strategy. This mixed strategy equilibrium is the global attractor of the round-robin replicator dynamics. The two pure strategies are unstable in this case.

Let us first consider an example of class I, namely the Hame game $21$ ($a = 1, b = 0.25, c = 0.75, d = 0.01$). This is a no-conflict game, in which all players obtain the maximum payoff by following strategy 1. As Fig. 1(a) shows, this is the result for large values of $s$, with a fixation probability $p_n \approx 1$ for almost all $n$. On the other hand, Fig. 1(a) also shows that, for small $s$, strategy 2, i.e., the inefficient (in the sense of lowest payoff) one, is selected by the dynamics, unless starting from initial conditions with almost all individuals of type 1.

For class II, a good paradigm is the Stag-Hunt game $22$
For two values of $b$ near the value corresponding to the mixed strategy equilibrium, this does not happen until strategy 1, which maximizes the population gain, and strategy 2 minimizes the risk of loss, and the conflict results from having to choose between these two options. As Fig. 1(b) reveals, the round-robin result is obtained for large $s$: both strategies are attractors, with the basin boundary located at the frequency corresponding to the mixed strategy equilibrium, i.e. $x = (d - b)/(a - c + d - b) \approx 0.49$. However, for small values of $s$ this boundary shifts to greater frequency values, thus reflecting an advantage of strategy 2. In the extreme case $s = 1$ this strategy becomes the unique attractor.

It is interesting to note that Fig. 1 shows that there is not a general crossover at $s \approx N$. In the Harmony game, the round-robin regime is mostly reached for $s \approx 10 \ll N$, whereas in the Stag-Hunt game this does not happen until $s \approx 100 \approx N$.

Finally, let us consider the Snowdrift game (a) \[23\] (\(a = 1, b = 0.2, c = 1.8, d = 0.01\)) as an example of class III. This is also a dilemma game, as each player has to choose between strategy 1, which maximizes the population gain, and strategy 2, which gives individuals the maximum payoff by exploiting the opponent. With round-robin dynamics both strategies coexist in the long run, with frequencies corresponding to the mixed strategy equilibrium. However, our dynamics can never maintain coexistence indefinitely, because by construction one of the absorbing states (all players of type 1 or all of type 2) will be reached sooner or later with probability 1. Nonetheless, it is possible to study the duration of metastable states by using the mean time in each population state before absorption, $t_{n}$. Figure 2 shows the results for two values of $s$ and a broad range of initial conditions. For $s$ large ($s = 100$), the population stays for a long time near the value corresponding to the mixed strategy equilibrium $x = (d - b)/(a - c + d - b) \approx 0.19$, independently of the initial number of type 1 individuals. A smaller value of $s = 10$ (not shown) induces a shift of the metastable equilibrium to smaller values of $n$, again almost independently of the initial conditions. Finally, for an even smaller value of $s$ ($s = 5$), there is no metastable equilibrium, but a fluctuation towards the $x = 0$ absorbing state, which clearly depends on the initial conditions.

Having given examples of all three classes, we will summarize the rest of our study by saying that the remaining $2 \times 2$ games behave in a similar way, with rapid selection (small $s$) favoring in all cases the type that has the greatest coefficient in the skew diagonal of the payoff matrix. For the remaining five games of class I this results in a reinforcement of the dominant strategy (the Prisoner’s Dilemma \[24\] being a prominent example). The other two games of class II exhibit once again a displacement of the basins of attraction, whereas the other two class III games display the suppression of the coexistence state in favor of one of the strategies. We thus see that rapid selection leads very generally to outcomes entirely different from those of round-robin dynamics.

It is important to realize that our results do not change qualitatively with the system size. Considering for instance the Stag-Hunt game, the change in the basins of attraction is practically independent of the population size. The main effect of working with larger sizes is a steeper transition between the basins of attraction. Indeed, due to the inherent stochasticity of finite population sizes, smaller populations have a more blurred basin boundary, with points in each basin having an increasing non-zero probability of reaching the other basin. Our results for all other symmetric $2 \times 2$ games are equally robust. In fact, for very rapid selection, $s = 1$, the limit $N \rightarrow \infty$ of the transition probabilities, Eq. 7, shows that they depend only on the frequencies of both types.

It could be argued that in our model only $s$ pairs of indi-

---

**FIG. 1:** Fixation probabilities in the games (a) Harmony ($a = 1, b = 0.25, c = 0.75, d = 0.01$) and (b) Stag-Hunt ($a = 1, b = 0.01, c = 0.8, d = 0.2$), for $s$ equal to 1 ($\circ$), 5 ($\Box$), 10 ($\triangle$), 100 (+), or $\rightarrow \infty$ ($\times$). Note that, in figure (a), curves overlap for $s = 10, 100$ and $\rightarrow \infty$. Population size $N = 100$.

**FIG. 2:** Mean time before fixation in the Snowdrift game ($a = 1, b = 0.2, c = 1.8, d = 0.01$), for $s$ equal to 5 (a) and 100 (b). Initial values of $n$ equal to 20 ($\circ$), 50 ($\triangle$) and 80 (+). Note that curves in (b) overlap. Population size $N = 100$. 

\[b\]
individuals play in each round, resulting in a very small effective population, this being the fundamental cause of the reported results. To probe into this issue, we have introduced a background of fitness \( f_b \), so that every player has an intrinsic probability of being selected, regardless of the outcome of the game, and thus guaranteeing a population of \( N \) players. Indeed, in most applications, agents interact through more than one type of game and there are external contributions to fitness (environmental factors, fashions or media influence in a social context, etc.). Let \( f_b \) be the normalized fitness background, so that each individual has a background of fitness \( s f_b / N \) before selection takes place; \( f_b = 1 \) means that the overall fitness coming from the game and from the background are approximately equal, for every value of \( s \) and \( N \). Figure 3 shows the results for the Stag-Hunt game. A small fitness background of \( f_b = 0.1 \) gives fixation probabilities very similar to those with \( f_b = 0 \) (Fig. 2b)). For larger values, \( f_b = 1 \), the displacement of the basin boundary is smaller, but still perfectly noticeable. And a very large fitness background, \( f_b \gtrsim 10 \) (not shown), drives the dynamics to random selection for every value of \( s \), because in this case the influence of the game is almost negligible. Again, for the remaining symmetric \( 2 \times 2 \) games, our conclusions remain valid as well in the presence of a background of fitness. Consequently, our results are not merely due to a finite size effect of a small effective population of players.

In summary, we have proven that considering independent interaction and selection time scales leads to highly non-trivial, counter-intuitive results. We have demonstrated the generality of this conclusion by considering all symmetric \( 2 \times 2 \) games and showing that rapid selection may lead to changes of the asymptotically selected equilibria, to changes of the basins of attraction of equilibria, or to suppression of long-lived metastable equilibria. This result has major implications for applying evolutionary game theory to model a specific problem, as the assumption of slow selection and consequently of round-robin dynamics may or may not be correct. Indeed, as the example in [15] shows, rapid selection may lead to the understanding of problems where Darwinian, individual evolution was thought not to play a role because round-robin dynamics was used. We envisage that successful modelling in rapidly changing environments, such as social or (sub-)culture dynamics, will need a careful consideration of the involved time scales along the lines discussed here.
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