Recent progress in Medical Artificial Intelligence (AI) has delivered systems that can reach clinical expert level performance. However, such systems tend to demonstrate sub-optimal “out-of-distribution” performance when evaluated in clinical settings different from the training environment. A common mitigation strategy is to develop separate systems for each clinical setting using site-specific data [1]. However, this quickly becomes impractical as medical data is time-consuming to acquire and expensive to annotate [2]. Thus, the problem of “data-efficient generalization” presents an ongoing difficulty for Medical AI development. Although progress in representation learning shows promise, their benefits have not been rigorously studied, specifically for out-of-distribution settings. To meet these challenges, we present REMEDIS, a unified representation learning strategy to improve robustness and data-efficiency of medical imaging AI. REMEDIS uses a generic combination of large-scale supervised transfer learning with self-supervised learning and requires little task-specific customization. We study a diverse range of medical imaging tasks and simulate three realistic application scenarios using retrospective data. REMEDIS exhibits significantly improved in-distribution performance with up to 11.5% relative improvement in diagnostic accuracy over a strong supervised baseline. More importantly, our strategy leads to strong data-efficient generalization of medical imaging AI, matching strong supervised baselines using between 1% to 33% of retraining data across tasks. These results suggest that REMEDIS can significantly accelerate the life-cycle of medical imaging AI development thereby presenting an important step forward for medical imaging AI to deliver broad impact.

1 Introduction

Artificial Intelligence (AI) methods based on deep learning [56] have delivered impressive results across medical imaging modalities, including but not limited to radiology [64, 73, 99, 103], dermatology [30, 62], pathology [7, 74, 101], and ophthalmology [22, 40], with AI models demonstrating the potential to match the performance of clinical experts in disease classification tasks. When deployed in healthcare systems, such task specific and custom designed AI systems promise to aid care-givers and improve health outcomes [108].

Generalization remains a key translational challenge for medical imaging applications. Medical AI systems can be evaluated and deployed in either in-distribution (ID) or out-of-distribution (OOD) settings. In the controlled ID setting, evaluation of an AI model is performed in a dataset similar to the one in which it was trained, while in the OOD setting the model is evaluated or deployed in a new clinical environment that differs from the training data. AI models frequently exhibit excellent performance in ID settings, but fail to maintain this expert-level and therefore clinically applicable performance in OOD settings. Distribution shifts are common in deployment and can have far-reaching consequences, with model accuracy shown to degrade in previously-unseen environments in multiple different applications for AI in medical imaging [20, 104, 106]. Furthermore, model performance and calibration may degrade to a greater extent in underrepresented subgroups, which can propagate existing health disparities [52, 71, 79]. The ability of medical AI models to maintain performance by efficiently generalizing to clinical settings not seen during training is necessary for their safe and effective deployment at scale [33, 53, 69, 75, 89]. Rigorous evaluation of medical AI models, therefore, requires assessment of their performance in OOD settings, to guard against “under-specification” resulting in unanticipated poor performance during deployment [21].

Data-efficient generalization. Despite this unmet need for medical AI generalization, few practical solutions currently exist. Adapting to new clinical deployment settings by retraining or developing the AI model from scratch with data from the new distribution is perhaps the most favored approach [20, 32, 34]. However, this may be prohibitively expensive or impractical, due to the requirement for acquiring and annotating large
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Figure 1 | Overview of our proposed approach for developing robust and efficient medical imaging AI. REMEDIS starts with representations initialized using large-scale natural image pretraining following the Big Transfer (BiT) method [54]. We then adapt the model to the medical domain using intermediate contrastive self-supervised learning without using any labeled medical data. Finally, we fine-tune the model to specific downstream medical imaging AI tasks. We evaluate the AI model both in an in-distribution (ID) setting and in an out-of-distribution (OOD) setting to establish the data-efficient generalization performance of the model.

volumes of medical data for each new type of distribution shift, for example, the use of new imaging equipment or deployment in a new clinic [95]. In turn, this significantly slows down the life-cycle of medical imaging AI development and deployment and presents an important barrier to their widespread adoption. To formulate this problem more concretely, we utilize the notion of data-efficient generalization, capturing the AI model’s ability to generalize to new deployment distributions with significantly reduced need for expert annotated data from the new clinical setting. This is measured as: (1) improvement in zero-shot generalization to OOD settings (assessing performance in an OOD evaluation set, with zero access to training data from the OOD dataset), and (2) significant reduction in the need for annotated data from the OOD settings to reach performance equivalent to clinical experts (or threshold demonstrating clinical utility); while maintaining or improving in-distribution performance.

The advent of self-supervision for developing AI systems. The desire to reduce the reliance on hard-to-acquire labeled data for developing AI systems [57, 110] and improving their OOD generalization [19, 85] has represented a long-standing challenge for the wider AI community. The recent development and use of self-supervised learning techniques in diverse applications across computer vision [25, 26, 35, 55, 70], natural language understanding [9, 24], and speech recognition [3] indicates its broad effectiveness towards tackling this challenge. These methods use various pretext tasks to train models to produce high-quality representations without using any label information. Contrastive self-supervised learning, in particular, has emerged as a strong approach in computer vision where models are trained by aligning representations of multiple views of the same instance created via data augmentation or other means [13, 14, 38, 42, 43]. On the popular and competitive natural images benchmark, ImageNet [23], models developed using such contrastive self-supervised methods are starting to approach the performance of fully supervised methods [44, 88]. Furthermore, contrastive self-supervised learning provides additional benefits like improved robustness [60] and OOD detection performance [41, 80, 96]. Although progress in self-supervised learning shows promise for medical AI applications, the effect has not been rigorously studied for data-efficient generalization to out-of-distribution clinical settings. Most prior works often only evaluate on a limited number of tasks and feature custom design choices which makes it difficult to broadly apply them in practice. Furthermore, it is unclear how these methods interact or can be combined with other representation learning strategies.

Self-supervision for data-efficient generalization. Motivated by the need for data-efficient generalization of medical imaging AI and building on top of the progress in self-supervised learning for tackling this problem, we present Robust and Efficient Medical Imaging with Self-supervision (REMEDIS), a unified transfer learning strategy for developing robust medical imaging AI with minimal customization across multiple domains. We present robust evidence of the efficacy of our approach across multiple clinical tasks and settings. The
Figure 2 | Overview of clinical settings for evaluating data-efficient generalization of medical imaging AI. We evaluate our self-supervision based representation learning method REMEDIS as well as baseline AI models on five different domains, containing six tasks and encounter a wide and complex variety of distribution shifts in these clinical settings as detailed above.

key insight of this strategy is to learn transferable and generalizable visual representations that can be further fine-tuned and deployed for the downstream medical imaging task using limited labeled data from the clinical deployment setting. Unlike current standard transfer learning strategies which rely on standard supervised representation and modality or task-specific design choices, REMEDIS benefits from both large scale supervised representation and task specific self-supervised representations in a unified framework and with minimal customization across domains.

The standard approach for learning transferable representations in computer vision involves supervised pretraining [47, 54] on large-scale natural image datasets that range from a million images in ImageNet dataset [23] to several hundred million [84] and beyond [63]. While these representations demonstrate strong transfer learning performance on downstream natural image tasks [105] and can even perform well on medical imaging tasks [66], they tend to be sub-optimal for the medical imaging domain given the large distribution shift from natural images [72]. To alleviate this discrepancy, further supervised pretraining using medical data could be employed, but, as discussed previously, this is challenging as acquiring annotations for medical data is expensive and time-consuming. Self-supervised learning, however, does not require annotations and unlabeled medical data is often more easily available (although a considerable effort is still needed to acquire, clean, pre-process and harmonize the data [95]).

Following this reasoning, our method leverages a combination of both large-scale supervised pretraining on natural images [54] as well as intermediate contrastive self-supervised learning [14] on unlabeled domain-specific medical data to learn transferable and generalizable representations for medical images [45]. These representations can be used for developing medical imaging AI by fine-tuning them on task-specific labeled medical data. The proposed strategy introduce minimal changes to the standard transfer learning workflow while drastically improving representation by wisely utilizing the pool of available labeled and unlabeled data. Figure 1 shows the overview of our proposed strategy for developing medical imaging AI systems that exhibit strong data-efficient generalization.

Summary of key contributions. The value of exploiting unlabeled data via self-supervised learning to improve in-distribution performance has been successfully studied in several individual medical imaging domains like pathology [58, 83], dermatology [2], and chest X-ray [81] interpretation. However, these prior works study self-supervised learning in isolation from other representation-learning techniques, without giving consideration to how they might be combined with other representation learning techniques. They often rely on task-specific design choices which makes it difficult to broadly apply them in practice. Furthermore, the evaluation protocols are limited and fail to comprehensive consider and evaluate data-efficient generalization.

For example, Azizi et al. [2] propose a custom approach to contrastive self-supervised learning by leveraging multi-view images to create natural augmentation pairs. However, their approach is not generally applicable and evaluation is limited to two medical imaging tasks without consideration for data-efficient generalization to OOD settings. Another closely related work is [106] which investigates the related topic of domain generalization in clinical settings. Once again this study is restricted to only two medical tasks and the
authors use synthetic datasets for their experiments. The methods considered are more focused on learning invariant predictors by pooling together data from different domains and less on representation learning strategies for transfer learning. Furthermore, their focus is on domain generalization without taking the data-efficiency aspect into account. Perhaps, closest in spirit to our study is [109], where the authors propose a new self-supervised approach and demonstrate its potential across 5 3D medical imaging tasks. However, they fail to consider the interaction of self-supervised learning with other representation learning strategies nor do they rigorously evaluate their approach on data-efficient generalization.

In contrast to prior works, our study is the first to propose a unified strategy that leverages large-scale supervised pretraining and intermediate self-supervised learning and can be applied across multiple medical imaging modalities without domain-specific customization. Given that a key part of our method is representation learning from unlabeled data using contrastive self-supervision, our method is particularly well-suited to the medical imaging AI setting given the challenges of expert labeling and the relative abundance of unlabeled medical images. Across six different medical imaging tasks and 15 different evaluation sets, we show that our strategy significantly improves in-distribution performance over strong supervised AI approaches, with up to 11.5% relative improvement in diagnostic accuracy. We conceptualized the notion of “data-efficient” generalization to new clinical deployment settings as an important unmet need for medical AI, and designed rigorous evaluations benchmark to study this using retrospective data. AI models developed using REMEDIS deliver significant improvements in data-efficient generalization performance when evaluated in realistic out-of-distribution settings (new and previously unseen clinical environments). Models trained using our strategy needed only 6% to 33% of the amount of retraining data to match the performance of a strong supervised baseline and a widely-used supervised AI models that were provided access to all of the available training data from new clinical settings. These improvements in performance in new environments would result in savings of thousands of valuable clinician-hours that would otherwise be needed for medical data acquisition (years) and annotation (days), thereby potentially accelerating the life-cycle for medical imaging AI systems development, deployment and democratization.

We also believe our study is the first to rigorously demonstrate empirically the effectiveness of contrastive self-supervised towards data-efficient OOD generalization both in natural image or medical imaging settings. Concurrent to our work, [41, 80] have provided a more theoretical grounding for our observations. Beyond the comprehensive experimental results presented, the approach and insights described here have been integrated in several of Google’s medical imaging research projects such as dermatology [11] and mammography [50], among others. In addition to open sourcing the code used for developing REMEDIS as well as other associated details, we provide a comprehensive Appendix that can be used as an independent guide for building on our results. We hope this enables the medical AI community to replicate our study, derive further scientific value and realize positive clinical impact.

2 A Unified Framework for Robust Medical Imaging

The goal of our method is to learn a predictor for each domain-specific medical task with low prediction error on both the in-distribution and the out-of-distribution data. Since it has been shown pretraining on massive unlabeled datasets potentially improves accuracy under distribution shift [45, 46], here we focused on predictors that leverage these pretrained representations and further fine-tuned using the labeled data. In the representation learning step, we trained an encoder $f(\cdot)$ to produce representations by minimizing some loss; cross-entropy loss (a multi-class generalization of logistic loss) for supervised pretraining or a contrastive loss for self-supervised pretraining. Then we trained a classification head $g(\cdot)$ to map representations to the medical task-specific label space. The final classifier $h = g \circ f$ was composed of the encoder learnt in the representation learning step followed by the classification head. Under this setup, given labeled training examples $\{(x_1, y_1), ..., (x_n, y_n)\}$ sampled from the labeled medical dataset $D$, the predictor $h(\cdot)$ maps each input example $x$ to the corresponding class label $y$. The visual representation learning procedure that we consider consisted of two pretraining steps: first, supervised pretraining using large-scale labeled natural images, then, contrastive self-supervised pretraining using unlabeled domain-specific medical images.

**Supervised Pretraining.** Models trained for classification using large-scale natural image datasets such as ImageNet [76] are commonly used for transfer learning. It has been found that using generic and large-scale supervised pretrained models can have various benefits such as speeding up training or improving downstream task performance [1, 37, 66, 72]. Big Transfer (BiT) [54] scaled this process up and in conjunction with subtle architectures changes [100] and more recent training procedures, improved the performance of transfer learning, achieving state of the art results on several downstream transfer learning tasks [105]. To exploit these benefits, we initialized the backbone encoder with weights from BiT models trained on the JFT [84] dataset by minimizing a supervised cross-entropy loss. Given deployment settings constrain the size of the AI model (in terms of number of model parameters) that can be used, it is important that our proposed approach
works when using both small and large model architecture sizes. To study this in detail, we considered two ResNet architectures with commonly used depth and width multipliers, ResNet-50 (1x) and ResNet-152 (2x) as the backbone encoder networks [44]. The pretrained encoder network obtained from this step is indicated by $f_{\theta} (\cdot)$ and was further fine-tuned in an additional pretraining step using medical domain data.

**Contrastive self-supervised pretraining.** To learn visual representations effectively from unlabeled medical images, we adopted SimCLR [14, 15], a self-supervised learning algorithm based on contrastive learning. Intuitively, SimCLR learns representations by maximizing agreement [5] between differently augmented views of the same training example via a contrastive loss in a hidden layer of a feed-forward neural net. Given a randomly sampled mini-batch of images, each image $x_i$ is augmented in two different ways, creating two views of the same example $x_{2k-1}$ and $x_{2k}$. The two images are mapped via an encoder network $f_{\theta} (\cdot)$ to generate representations that are transformed again with a non-linear transformation network, yielding representations $z_{2k-1}$ and $z_{2k}$ that are used for computing the contrastive loss objective. With a mini-batch of encoded examples, the contrastive loss between a positive pair of examples $i, j$ (different augmentations of the same image) is given as follows:

$$f_{\text{NT-Xent}}^{i,j} = - \log \frac{\exp(\text{sim}(z_i, z_j) / \tau)}{\sum_{k=1}^{2N} I[k \neq j] \exp(\text{sim}(z_i, z_k) / \tau)},$$

(1)

Where $\text{sim}(\cdot, \cdot)$ is cosine similarity between two vectors, and $\tau$ is a scalar denoting the temperature. The pretrained encoder network obtained after this step of intermediate self-supervision is indicated by $f_{\theta} (\cdot)$. There were multiple hyper-parameters influencing the contrastive learning procedure including the type of
optimizer, learning rate, weight decay, temperature, training epochs, batch size, selection of negative examples (i.e. $z_i$ and $z_k$) as well as data augmentation strategies and details are provided in the Methods section.

**Fine-tuning and Evaluation**: The self-supervised learning step was further fine-tuned using annotated medical images for the domain-specific medical task. For each task we initialized a classifier head $g(·)$ to map representations to the domain-specific label space and trained using the cross-entropy loss. The final classifier $h = g \circ f$ consisted of the encoder with the classification head. Given the importance of data-efficient generalization for medical imaging AI, we studied this in detail by considering three scenarios selected to simulate potential clinical deployment settings:

1. **In-distribution fine-tuning and performance evaluation**: The model $h(·)$ was evaluated on in-distribution test samples $D_\text{test}^{\text{in}}$.
2. **Zero-shot out-of-distribution performance evaluation**: The model $h(·)$ was evaluated on out-of-distribution test samples $D_\text{test}^{\text{out}}$ without any further retraining / fine-tuning using OOD data.
3. **Data-efficient out-of-distribution fine-tuning and performance evaluation**: The model $h(·)$ was further fine-tuned using some fraction or the whole $D_\text{train}^{\text{out}}$ to obtain $h(·)$. $h(·)$ was then evaluated on out-of-distribution test samples $D_\text{test}^{\text{out}}$.

### 3 Clinical Evaluation Settings

AI model development and evaluation were performed for six tasks spanning five medical imaging modalities (clinical dermatology photography, fundus imaging, digital pathology, chest radiography, and mammography). Predictive models in each task were built using the domain-specific unlabeled dataset $D_u$, the in-distribution dataset $D_{\text{train}}^{\text{in}}$, and up to two out-of-distribution datasets $D_{\text{out}}$. All of the in-distribution and out-of-distribution datasets were further split into train, validation, and test sets (with the test set simulating a deployment setting). Here we provide an overview of each task and the corresponding datasets, and they are further described in the Methods section and in Table A.5.

**Task 1: Dermatology condition classification.** We compared performance to a previously-published dermatology condition classification AI [2, 62] ($T_1$), trained to identify various types of skin conditions from digital camera images. The in-distribution dataset $D_{\text{train}}^{\text{in}}$ comprised 20,676 unique cases collected and de-identified by a US based tele-dermatology service. This dataset consisted of skin conditions images taken using consumer-grade digital cameras and included extensive variation in pose, lighting, camera focus, target body part, and backgrounds such as variations in clothing or environment. Each case included between one to six images after removal of cases with the occurrence of multiple skin conditions or ungradable images, with ground truth aggregated from a panel of several US-board certified dermatologists [62]. AI models were trained to identify the most common 26 skin conditions out of 419 unique conditions in the dataset, with the remaining conditions being grouped into an additional ‘Other’ class. We examined model generalization using an out-of-distribution dataset, $D_{\text{test}}^{\text{out}}$, consisting of 28,300 unique cases collected from a separate source (Australia based skin cancer clinics), primarily focused on skin cancers and where the ground truth labels were obtained from biopsies [2, 62]. Self-supervised pretraining leveraged a total of 207,032 unlabeled images from $D_{\text{train}}^{\text{in}}$ drawn from the same settings as the in-distribution dataset.

**Task 2: Diabetic Macular Edema classification.** Diabetic Macular Edema (DME) is distinguished by thickness of the central area of the retina due to the accumulation of intraretinal fluid. While it is possible to screen for DME using color fundus photographs (CFP) by detecting hard exudates near the fovea as a surrogate for the presence of fluid, extracting the thickness directly from a three-dimensional optical coherence tomography (OCT) volume has become the gold standard for making a diagnosis [91]. Nevertheless, the use of OCT machines for DME diagnosis world-wide is limited due to high cost [97]. In this task we followed the approach of [61] to leverage a dataset of paired CFP and OCT data, and trained a model that takes a CFP as input, and predicts central retinal thickness (CRT) measured from the corresponding OCT. Specifically, CRT was defined as Early Treatment Diabetic Retinopathy Study (ETDRS) zone 1/central sub-field thickness (CST) $\geq$ 300μm [37, 77]. For pretraining purposes, we used the de-identified and unlabeled dataset $D_{\text{train}}^{\text{out}}$ from EyePACS Inc., which included 2,287,716 fundus images from 308,507 patients. Hispanic is the most prevalent race/ethnicity within this dataset population. The in-distribution dataset $D_{\text{train}}^{\text{in}}$ collected in Thailand, included 6,039 CFPs from 4,035 patients. We also used a primary de-identified out-of-distribution dataset, $D_{\text{out}}$, to investigate the generalization of our proposed strategy under distribution shift. Unlike $D_{\text{train}}^{\text{in}}$, this dataset was collected in Australia and includes a total of 3,779 CFPs from 879 patients. Additionally, we used a secondary out-of-distribution dataset consisting of 909 fundus images from 323 patients collected in India for evaluating the zero-shot out-of-distribution performance evaluation.
Task 3: Chest X-ray classification. The chest X-ray condition classification task ($T_3$) involves multi-label classification of chest X-ray (CXR) images. Three publicly available datasets were used for training and evaluation purposes in this task: CheXpert [49], MIMIC-CXR [51], and ChestX-ray14 [93]. In particular, we used the combination of the training split of MIMIC-CXR [51] and CheXpert [49] as $D_{in}^{T_3}$. MIMIC-CXR [51] consisted of 215,695 radiographic studies collected at the Beth Israel Deaconess Medical Center in Boston, MA. Each study contained one or more views, so we sampled from these images during pretraining (preferentially sampling Posterior Anterior (PA)/Anterior Posterior (AP) views over lateral views if available). We use CheXpert [49] as $D_{out}^{T_3}$. This dataset was a large open source dataset of 224,316 de-identified CXRs from 65,240 unique patients. The ground truth labels for the training data were automatically extracted from radiology reports. The radiologist report was then mapped to a label space of 14 radiological findings. We predicted the five most prevalent pathologies used by [49]: atelectasis, consolidation, pulmonary edema, pleural effusion, and cardiomegaly [49]. We modelled each finding as an independent binary prediction. Furthermore, following previous work [2, 66, 67, 72], in order to facilitate a robust comparison of REMEDIS to standard approaches, we defined a custom development subset of the CheXpert dataset which differed from the original set [49]. We also used ChestX-ray14 which was collected at the National Institutes of Health Clinical Center, MD, USA as $D_{out}^{T_3}$. The images in $D_{out}^{T_3}$ were annotated using a similar technique to CheXpert by extracting common findings from radiologist reports and it consisted of 47,699 CXRs.

Task 4: Pathology metastases detection. In the lymph node metastases detection task ($T_4$), the goal was to detect cancer metastases in digital whole-slide images of lymph node histology slides. The models were trained in a weakly-supervised manner, using only case-level labels and without any local annotations. In order to make case-level predictions, embeddings from $2^{14} = 16,384$ patches per case were combined via an attention layer [48]. A random sample of 50M patches from 10,705 cases (29,018 slides) spanning 32 “studies” (cancer types) from The Cancer Genome Atlas (TCGA) was used for self-supervised pretraining ($D_{in}^{T_4}$). Breast lymph node slides from the CAMELYON16 challenge [6] were used for model development and in-distribution evaluation ($D_{in}^{T_4}$). Lymph node slides from 5,161 stage II and III colorectal cancer cases (36,520 slides) collected between 1984-2007 from the Institute of Pathology and the BioBank at the Medical University of Graz were used for model development and in-distribution validation ($D_{in}^{T_4}$). A temporal split of 671 cases (6,419 slides) collected between 2008-2013 from the same institution were used for out-of-distribution evaluation ($D_{out}^{T_4}$). This dataset is further described in [101], however here cases were not excluded based on having insufficient tumor content in the primary tissue slides, and we focused on the lymph node slides instead of the primary tissue.

Task 5: Pathology colorectal survival prediction. The objective of the colorectal cancer survival prediction task ($T_5$) was to predict 5-year disease specific survival (DSS) using digitized whole-slide images of primary colorectal tissue histology slides. Models used the same self-supervised pretraining dataset ($D_{in}^{T_4}$) as the lymph node metastases detection task ($T_4$). Colorectal tissue slides from 4,496 stage II and III colorectal cancer cases (36,841 slides) collected between 1984-2007 from the Institute of Pathology and the BioBank at the Medical University of Graz were used for model development and in-distribution validation ($D_{in}^{T_5}$). A temporal split of 671 cases (6,419 slides) collected between 2008-2013 from the same institution were used for out-of-distribution evaluation ($D_{out}^{T_5}$). This dataset is further described in [101], however only cases not lost to followup for DSS within 5-years were included here.

Task 6: Mammography classification. In the mammography cancer classification task ($T_6$), the goal was to predict whether there will be a biopsy-confirmed cancer occurring in the 39-months following the screening episode, as described in [64]. We utilised multiple datasets collected in various geographic locations in this task. This included a labeled dataset collected in the UK, a labeled dataset from the US (Northwestern Memorial Hospital), an unlabeled set of images from five clusters of hospitals across five different cities in India (Bangalore, Bhubaneswar, Chennai, Hyderabad, and New Delhi), and another unlabeled set of images collected from Northwestern Memorial Hospital (Chicago, USA). Each of these datasets contained four different images per patient: medio lateral oblique (MLO) and craniocaudal (CC) views and for the left and right breasts. The UK and US datasets are described in more detail in [64]. The UK dataset was used as the labeled in-distribution data, ($D_{in}^{T_6}$), which included a total of 89,018 cases. The labeled dataset from the US was used as out-of-distribution data, $D_{out}^{T_6}$, which consisted of a total of 41,043 cases. For pretraining, the unlabeled dataset ($D_{u}^{T_6}$) was formed by removing labels from the labeled data from the UK dataset and combining it with the unlabeled data from India. During pretraining, as suggested by [2, 92] to improve the positive pair mining procedure, a single image was randomly selected from the four possible views and used to generate a positive pair with augmentation.

Put together, the medical imaging domains and tasks described above comprise a comprehensive clinical evaluation setup to rigorously evaluate the data-efficient generalization capability of REMEDIS and the supervised AI baseline.
Table 1 | Comparison of REMEDIS with supervised baselines. This table compares the in-distribution and out-of-distribution performance of REMEDIS with the strong supervised baseline pretrained on JFT-300M and the standard supervised baseline pretrained on ImageNet-1K images for three evaluation scenarios. The results reported are either the average AUC or Top-3 accuracy with 95% confidence intervals in parentheses. If no * is shown, REMEDIS significantly outperforms the baseline with the p-value less than 0.001, otherwise * shows a p-value less than 0.05 and † shows a non-significant improvement.

| Tasks | Method | In-distribution | Out-of-dist. (0%) | Out-of-dist. (100%) |
|-------|--------|-----------------|-----------------|-------------------|
| Task 1 | Supervised (ImageNet) | 0.900 (0.897,0.903) | 0.738 (0.734,0.743) | 0.839 (0.838,0.840) |
| (Top-3 Acc.) | Supervised (JFT) | 0.923 (0.922,0.925)* | 0.755 (0.750,0.760)* | 0.844 (0.842,0.845) |
| | REMEDIS | 0.926 (0.925,0.928) | 0.763 (0.760,0.769) | 0.864 (0.863,0.866) |
| Task 2 | Supervised (ImageNet) | 0.887 (0.886,0.887) | 0.685 (0.682,0.688) | 0.761 (0.759,0.764) |
| (AUC) | Supervised (JFT) | 0.891 (0.889,0.892) | 0.718 (0.715,0.720) | 0.755 (0.750,0.761) |
| | REMEDIS | 0.902 (0.900,0.902) | 0.731 (0.727,0.736) | 0.816 (0.811,0.821) |
| Task 3 | Supervised (ImageNet) | 0.818 (0.815,0.819) | 0.786 (0.783,0.788) | 0.812 (0.807,0.817) |
| (AUC) | Supervised (JFT) | 0.816 (0.815,0.816) | 0.785 (0.781,0.788) | 0.825 (0.824,0.826) |
| | REMEDIS | 0.833 (0.832,0.833) | 0.798 (0.796,0.800) | 0.835 (0.834,0.836) |
| Task 4 | Supervised (ImageNet) | 0.856 (0.851,0.864) | 0.757 (0.755,0.758) | 0.892 (0.886,0.895) |
| (AUC) | Supervised (JFT) | 0.916 (0.916,0.917) | 0.791 (0.790,0.792) | 0.905 (0.897,0.911) |
| | REMEDIS | 0.954 (0.950,0.960) | 0.876 (0.876,0.876) | 0.958 (0.956,0.960) |
| Task 5 | Supervised (ImageNet) | 0.714 (0.712,0.715) | 0.649 (0.645,0.655) | 0.725 (0.719,0.729) |
| (AUC) | Supervised (JFT) | 0.699 (0.698,0.699) | 0.664 (0.661,0.667) | 0.760 (0.757,0.763) |
| | REMEDIS | 0.748 (0.747,0.748) | 0.712 (0.710,0.714) | 0.798 (0.792,0.804) |
| Task 6 | Supervised (ImageNet) | 0.852 (0.848,0.856) | 0.700 (0.697,0.702) | 0.727 (0.725,0.728) |
| (AUC) | Supervised (JFT) | 0.869 (0.866,0.872)† | 0.711 (0.709,0.715) | 0.734 (0.732,0.736) |
| | REMEDIS | 0.870 (0.868,0.872) | 0.725 (0.724,0.726) | 0.750 (0.749,0.751) |

4 Experiments & Results

In each of these settings, we compared REMEDIS to baseline models that had utilized a standard paradigm of supervised transfer learning to demonstrate clinician-level (or otherwise clinically applicable) performance. This includes strong supervised models that have been pretrained on JFT-300M dataset and the standard supervised models that have been pretrained on ImageNet-1K dataset and further finetuned for the specific medical imaging task. To focus on our primary objective of improving data-efficient generalization, we tested REMEDIS and baseline AI models in previously-unseen datasets from a different clinical setting to that in which the AI system was originally trained.

Each specific modality and task included an unlabeled pretraining dataset (D_u), an in-distribution dataset (D_in), and one or more out-of-distribution datasets (D_out) which reflected a variety of realistic distribution shifts due to data acquisition devices or clinical demographics [32] (Figure 2 and Table A.5 has more details). Examining performance in these previously-unseen clinical settings enabled a rigorous test of model robustness to multiple distribution shift scenarios (comprising 12 large datasets with extensive variation in image size, label spaces, class distributions among others). These tasks and datasets embodied many common characteristics of medical imaging such as class label imbalance, variation of pathologies of interest from small local lesions to more global abnormalities, and other image characteristic variations.

Self-Supervision leads to statistically significantly improved data-efficient generalization Fig. 3, Fig. B.1, and Table 1 show an overview of the results demonstrating data-efficient generalization of our proposed self-supervised based representation learning method, REMEDIS as well as the strong supervised baseline pretrained on JFT-300M and standard supervised baseline pretrained on ImageNet-1K for the dermatology condition classification (T_1), diabetic macular edema classification (T_2), chest X-ray condition classification (T_3), pathology metastases detection (T_4), pathology colorectal survival prediction (T_5), and mammography classification task (T_6). REMEDIS achieves superior out-of-distribution diagnostic performance with significantly reduced requirements for labeled data from new sites compared to baselines. The supervised AI baseline models were pretrained on the either ImageNet-1K [44, 76] or JFT-300M [84] dataset followed by medical task-specific fine-tuning. More details on the supervised baselines are available in the Appendix A. These results indicate that in a setup where AI model has no access to training labels from the new clinical
setting, use of REMEDIS leads to a statistically significant \((p < 0.05)\) improvement compared to both strong and standard supervised baseline when evaluated on out-of-distribution test dataset, improving top-3 accuracy or AUC in six different and challenging medical image analysis tasks. REMEDIS exhibits significantly improved out-of-distribution performance with up to 10.7\% relative improvement in diagnostic accuracy over a strong supervised baseline and up to 15.8\% relative improvement in diagnostic accuracy over a standard supervised baseline when there is no access to retraining data in new clinical setting \((0\% / \text{zero-shot out of distribution data regime})\). Furthermore, the previous best performance was matched with access to 1.4\% \((0.0\%, 4.9\%)\) to 33.2\% \((25.7\%, 39.3\%)\) of the labels amongst all of these task indicating achieving the same accuracy as baseline specialized models using 3-100x less data. This improved data efficiency manifests in 193 to 2,878 clinician hours saved translating to years of data collections as well as \$32K to \$394K saving in annotation cost and the total of more \$1M annotation cost saving.

**Self-Supervised medical AI requires fewer labels to reach clinically applicable performance**

Obtaining an accurate measure of expert clinician performance can be challenging for several reasons. For example, in Task 2, clinicians usually diagnose DME from ocular coherence tomography (OCT) rather than the fundus image utilised by AI. Therefore a measure for clinically applicable performance was not available for all the medical tasks considered in this work (see Table A.4). However, wherever available, we observed that self-supervised models required significantly fewer labels to reach clinically applicable performance range necessary for safe deployment (see Table 2). Moreover, we observed that in certain cases like chest X-ray interpretation, the baseline models were unable to reach clinically applicable performance even with access to all the labels from the new distribution as shown in 2.

**Self-Supervision leads to better in-distribution performance**

When compared to the strong and standard supervised training baselines, REMEDIS not only exhibits significant improvement in out-of-distribution performance and data-efficient generalization, it also led to significant improvement in in-distribution performance in five out of six tasks as seen in Figure 3 and Table 1. In particular, for the dermatology task, the in-distribution top-3 accuracy improved modestly but statistically significant \((p < 0.05)\) from 0.900 \((0.897, 0.903)\) of the standard supervised baseline and 0.923 \((0.922, 0.925)\) of the strong supervised baseline to 0.926 \((0.925, 0.928)\) using our strategy. For the task of predicting Diabetic Macular Edema from fundus images, we observed a significant improvement \((p < 0.001)\) in AUC from 0.891 \((0.889, 0.892)\) of the strong supervised baseline to 0.902 \((0.900, 0.902)\). The improvements were more pronounced in the chest X-ray interpretation task with AUC improving from 0.816 \((0.815, 0.816)\) of the strong supervised baseline to 0.833 \((0.832, 0.833)\). Similarly, in the pathology metastases detection task, we observed a significant increase in AUC from 0.856 \((0.851, 0.864)\) of the standard supervised method and 0.916 \((0.916, 0.917)\) of the strong supervised baseline to 0.954 \((0.950, 0.960)\). For the pathology survival prediction task, the AUC improved from 0.699 \((0.698, 0.699)\) of the strong supervised baseline to 0.748 using REMEDIS \((0.747, 0.748)\). Finally for the mammography classification task, we observed an improvement in AUC from 0.869 \((0.866, 0.872)\) to 0.870 \((0.868, 0.872)\) when compared to the strong supervised baseline, however this is not falling in significant improvement range. However, when compared to the standard supervised baseline we observe a significant improvement with \((p < 0.001)\) using REMEDIS.

The fact that REMEDIS improved not only the OOD generalization performance but also led to improvements in in-distribution performance suggests that the benefits to OOD generalization do not come up at the expense of in-distribution and that the learnt representations are stronger across the board.

**Clinical impact analysis**

As detailed above, for each of the different tasks, REMEDIS led to a significant reduction in the amount of labeled data required for new deployment sites. This could significantly impact the feasibility of site-specific adaptation/retraining of a model, by resolving several significant concerns - the speed of acquiring local labels (which may take years to manifest if based on outcomes), time and cost for curating,
cleaning and de-identifying data for research, the machine learning software infrastructure and skills costs for model retraining (without incurring negative transfer phenomena [94] that worsen model performance in unexpected ways), and significant savings of valuable clinician hours spent on annotating data. To give a more concrete example in the survival prediction task, collection of 645 examples takes over 5 years, or low incident of positive cases in tasks such as mammography screening significantly slows down the process of data collection to an extent where a proper dataset is collected over 20 years. Therefore, the saved clinician hours can be translated to saving multiple years that it takes to properly recruit patients, collect and curate a medical dataset. Across tasks, we estimate that self-supervision leads to savings of over 5000 clinician annotation-hours alone. This is likely a lower bound since the data is often labeled multiple times by different clinicians for improved label quality (typically 3-10), with further expense and time required for definition and monitoring of labeling practices, and consensus or adjudication approaches between annotators. As a result, we estimate that for a model that might require $1M to adapt to a new site, REMEDIS could deliver a significant cost reduction > 50% (Table A.7).

5 Discussion

Related work The problem of AI generalization is long-standing and several modeling approaches have been proposed to tackle it. A recent benchmark paper [39] suggested that under careful evaluation settings, AI models developed using Empirical Risk Minimization (ERM) [90, 106, 107] remain a strong baseline for this problem. In recent times, with large-scale compute capabilities, attention has shifted to how large volumes of data can be better leveraged to create more robust and efficient AI [9, 36, 54]. While supervised learning approaches (especially with weak or noisy labels) have been studied and have yielded good results in domains like computer vision [54, 63], self-supervised and semi-supervised approaches that can leverage unlabeled data at scale have also gained popularity.

In particular, recent results suggest that large-scale self-supervised AI models not only led to better in-distribution task performance but also generalize better to OOD settings, and have exciting few-shot or data-efficient learning capabilities [9, 10, 29]. This key insight formed the basis of our exploration into leveraging large-scale pretraining and self-supervision for developing robust and efficient medical AI, which is particularly important given the safety-critical nature of the field.

While several classes of self-supervised learning methods exist, in this work, we focused on contrastive self-supervised learning methods given they are simple to implement, domain agnostic and have yielded impressive results on natural image benchmarks. There also exists several different classes of contrastive self-supervised learning strategies, but it is not established which techniques work best under which circumstances, and all yield comparable results on natural image benchmarks. It is likely that our results are not specific to SimCLR and that similar results could be obtained with other contrastive approaches such as [16, 17, 38, 43, 65]. Effectiveness of these self-supervised learning alternatives in improving the in-distribution performance of medical AI models has been studied in previous works such as [18, 81, 86, 87, 92], however, their effectiveness in the out-of-distribution setting has not been explored.

More broadly, unlabeled data can also be leveraged without self-supervision, through methods such as self-training [102]. These methods require a teacher model trained solely on annotated data, and use predictions made by this model on unlabeled data to train a student model. We compared against this technique (see Figure B.6), and observed REMEDIS to be better under our evaluation settings.

Furthermore, to reduce reliance on clinical expert annotated datasets, weak supervision methods has been studied where the unlabeled data is annotated with higher-level, noisier labels and often in a programmatic manner [28] by leveraging auxiliary data modalities such as text reports when available. The use of weak supervision for in-distribution medical image analysis has been explored in multiple previous studies such as [4, 12, 28, 31], however, the effectiveness of this approach for out-of-distribution settings is yet to be studied. Furthermore, it is difficult to generalize the same weak-supervision approach to multiple domains as they make highly task-specific design choices. Nevertheless, we believe weak supervision is a promising approach and should be considered when appropriate and feasible for developing medical imaging AI using unlabeled data.

Implications for the development of a universally robust and efficient medical AI While the benefit of representation learning and self-supervised learning specifically for medical imaging has been demonstrated in several prior works, these works are often task-specific [59, 78, 82, 83, 87] and feature domain specific design choices. For example, [82, 83] explored the use of consistency training and leveraging hard-examples in a dynamic curriculum learning setting along with self-supervision. However, this study was restricted to histopathology image analysis. Similarly, [59, 78] propose the use of multi-view, multi-style, and anatomy aware augmentation for self-supervised learning. Once again, these studies consider a limited number of modalities and do not
consider how they might be combined with other representation learning strategies. It is challenging to apply these methods in practice as they rely on several task-specific design choices during pretraining and fine-tuning [68, 98] and often a high level of expertise is required to make these models perform well. Furthermore, these studies do not consider the problem of data-efficient generalization and often only feature in-distribution evaluations.

To address these challenges we introduce REMEDIS, a unified representation learning strategy that leads to improved in- and out-of-distribution performance in multiple medical imaging tasks. Our method leverages large-scale supervised pretraining and self-supervised learning without additional domain-specific modifications. The general applicability of this method is demonstrated over 6 diverse medical imaging domains using 15 different evaluation datasets simulating real world distribution shift scenarios.

To assist medical imaging AI developers and researchers with using REMEDIS, we characterize the out-of-distribution scenarios with dataset fingerprints and provide a comprehensive guide that we hope will reduce the search space for empirical design choices when developing medical imaging AI.

Given the simplicity of the REMEDIS, its minimal modification to the current widespread transfer learning framework, and ubiquity of unlabeled medical imaging data, we expect widespread adoption of such learning strategy for developing medical imaging AI on top of previously standard supervised transfer learning.

We characterized the impact of the this strategy in terms of valuable clinician hours saved from acquisition and annotating data for medical AI as well as a significant reduction in cost and time for developing these medical AI solutions. The real world impact of REMEDIS is being further assessed in prospective settings in several medical imaging research projects at Google.

**Limitations & Future Work** Self-supervised learning remains a relatively new topic in AI, and successful application for a given task can be quite challenging, especially for researchers and developers with limited compute resources. We hope to reduce the barrier to using self-supervised representations for developing medical imaging AI by open-sourcing our code as well as relevant technical details to allow the wider community to replicate and build on our study.

This study was conducted using retrospective data and as such, further rigorous health economic studies are required to quantify the impact of our method, which would account for other hurdles and costs in real-world deployment and generalization of medical AI; for example integration into clinical workflows, infrastructure, and other IT considerations.

While we have covered a large variety of tasks and medical imaging domains, there are many related learning strategies such as weak-supervision, self-training and active training that have not been considered here as they were beyond the scope and motivation of this study. In general, when appropriate and feasible all of the labeled and unlabeled data should be leveraged to improve the performance of the medical AI models in both in- and out-of-distribution and our goal was to come up with a unified representation learning strategy that allows this. Furthermore, despite its strong performance across several diverse tasks and datasets, there may be tasks or domains that benefit from domain-specific design or distribution shifts not covered in our work here. Nevertheless, we believe our method, REMEDIS, can be a good starting point even for such domains and tasks.

Another important direction of future research is to quantify the fairness, privacy and ethical impacts of leveraging self-supervised learning on large scale data for developing medical AI. We have presented some initial subgroup analysis of our proposed method in the dermatology and mammography settings in B.7. However, rigorous research is required to understand the implications along these key axes, design appropriate mitigation strategies and procedural ethics best practices.

Given the interest and progress in self-supervised learning across the wider AI community, we expect rapid progress in the development of more compute-efficient self-supervised methods. Though in this work, we demonstrated self-supervised learning by focusing on a single architectural family (ResNet), this approach is in principle architecture agnostic and can be applied to other model classes like transformers [27] as well as with other semi-supervised learning and domain adaptation methods.

Perhaps, most excitingly, we believe this work also lays the foundation for multi-modal representation learning for AI in healthcare. Health data is inherently multi-modal in nature and includes a mix of images, electronic health records, sensors, and wearable data as well as genomics data at both the individual patient as well as the hospital system level. We believe AI systems that leverage this data at scale using self-supervised learning will be the foundation of next generation learning health systems that scale world class healthcare to everyone.
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Appendix A: Development and Evaluation Details

In the following text, we provide further details on the development and evaluation of our proposed method REMEDIS. Overall, our approach comprises the following steps:

1. Supervised representation learning on a large-scale dataset of labeled natural images
2. Self-supervised contrastive representation learning on an unlabeled dataset of in-distribution medical images
3. Supervised fine-tuning on labeled in-distribution medical images

To rigorously evaluate the data-efficient generalization of the AI models, we further fine-tune using labeled data from the out-of-distribution setting and assess performance. Figure 1 shows the summary of our proposed method, REMEDIS and Figure A.1 summarizes the evaluation setup. In the following sections, we provide details on the experimental setups and medical imaging AI development methodology as well as the clinical evaluation setups.

A.1 Experimental Setup

In the following section, we lay out the experimental setup and explain the design choices made in our study. This includes the pretraining procedure, the choice of base AI network architecture, data preprocessing and augmentation strategies, hyper-parameter search procedure, and fine-tuning setup.

A.1.1 Contrastive pretraining

For contrastive pretraining, we build on SimCLR, which proposes a simple approach for contrastive learning [17] for images. We performed a disjoint hyper-parameter tuning procedure to select factors influencing the quality of the learned representation, which we measured by the model performance in the downstream tasks using the validation set of $D_m$. We considered various factors influencing the performance including the network architecture, the initial model pretrained on labeled natural images, the contrastive learning hyper-parameters, and the augmentation strategy used in contrastive learning. For each of these factors, we conducted a comprehensive hyper-parameter search as follows. First, we pretrained a model on $D_n$ given the target hyper-parameters, then we measured the performance of the pretrained model on the validation set of the in-distribution dataset $D_{in}$ when fine-tuned on the corresponding training set. For the selection of architecture and pretrained model ($f_\phi$), and also the augmentation strategy, we used the SimCLR default learning rate, batch size, and temperature settings as described below.

**Base network and pretrained models.** In our experiments, we used a standard ResNet architecture [4, 17, 18, 53, 71], with two different model architecture sizes to ensure the observed phenomenon are disentangled from the model size and number of parameters in the network. In particular, we considered two ResNet architectures with two commonly used depths and width multipliers (hidden layer widening factors) as the backbone networks: ResNet-50 (1×) and ResNet-152 (2×). Following the SimCLR [17] method for contrastive pretraining, we used two fully connected layers to map the 2048-dimensional output of each ResNet to a 128-dimensional representation embedding space. We performed SimCLR pretraining on $D_{T_n}$ where $n = \{1, 2, \ldots, 6\}$ indicates different medical imaging tasks.

In our proposed method, REMEDIS, we initialized the backbone ResNet architecture with weights from Big Transfer (BiT) [53] pretrained models. In addition to the model architecture, BiT models vary based on the pretraining dataset: BiT-S, BiT-M and BiT-L, where S(mall), M(edium) and L(arge) indicate if the pretraining was done on ILSVRC-2012 (ImageNet-1K) [82], ImageNet-21K [21] or JFT [92], respectively. The BiT-L family resulted in the best performance on each domain-specific validation set, and hence, was selected as our main backbone model. The BiT models all use a ResNet-v2 architecture [40], which replace all Batch normalization [47] layers with Group normalization [113] and use Weight standardization [76] in all convolutional layers. This setup differs from the standard SimCLR setup, and to incorporate BiT pretrained models into the SimCLR-based pretraining, we reused pretrained weights of convolution layers while Batch normalization was replaced with Group normalization via default initialization.

In addition to the above setup used across our key experiments, we have included detailed ablation studies in the Supplementary Material section where we considered setups both with and without initialization from pretrained weights and ran several other experiments to understand our method and results comprehensively.

**Pretraining hyper-parameters.** The contrastive learning procedure is influenced by multiple hyper-parameters, including the choice of optimizer, learning rate, weight decay, temperature, training epochs, and batch size. We based our training on SimCLR [17], and used the LARS optimizer [119] to stabilize training during pretraining as suggested by [17]. We also used the default weight decay of $10^{-6}$ and trained all of the
models for 1000 epochs. For each task, we investigated pretraining models with learning rate (\(lr\)) in \([0.1, 0.3]\) and temperature (\(\tau\)) in \([0.1, 0.2]\), and also with the largest possible batch size in \([1024, 2048, 4096]\) that is compatible with memory constraints of our hardware infrastructure. Our experiments showed that in all tasks, 1000 epochs using a \(lr = 0.3\) and \(\tau = 0.1\) tends to lead to optimal performance.

### Pretraining hyper-parameter details

We pre-trained the models using the following hyperparameter ranges for self-supervised learning with learning rate \((lr)\) in \([0.1, 0.3]\), temperature \((\tau)\) in \([0.1, 0.2]\), and batch size \((B)\) in \([1024, 2048, 4096]\).

We utilized random cropping (C), random color distortion (D), rotation (R), random Gaussian blur (G), histogram equalization (H), and elastic deformation (E) as the data augmentation strategies. We use LARS optimizer \([119]\) and our experiments suggest that in all tasks, pretraining for 1000 epochs using a \(lr = 0.3\) and \(\tau = 0.1\) tends to lead to optimal performance. Table A.1 shows the final selected hyper-parameter for each task based on the performance of the models on the validation set of the downstream task.

#### Pretraining data augmentations details

In our default contrastive pretraining setting, we utilized random cropping (C), random color distortion (D), rotation (R), and random Gaussian blur (G) as the data augmentation strategy.

Due to the grayscale nature of radiology images (i.e. mammography and chest x-ray images), for these images we opted for stronger data augmentation to reduce the chances of overfitting. We further improved the final performance by incorporating histogram equalization \([13]\) and elastic deformation \([13, 81]\) in addition to our default data augmentation strategy. For these grayscale images, histogram equalization (H) corrects the contrast, ensuring that all further contrast changes start from a uniform place and makes color distortion work better. Furthermore, elastic deformation (E) can realistically occur during breast cancer screening and in general for most human organs during imaging when undergoing any internal or external pressure \([13]\). By including these augmentation strategy, the network learns invariance to such deformations, without the need to see these transformations in the image corpus.

As studied in \([4, 15]\), we used a standard Inception-style random cropping procedure explained in \([93]\) as...
one of the fundamental preprocessing steps for contrastive learning. In all pretraining experiments, images were randomly cropped and resized to 224×224 pixels. This image size is mainly used for pretraining due to memory constraints of the underlying hardware to help increase the mini-batch size. Previous studies [4] suggest pretraining with 224×224 images does not have a substantial impact on the final performance. In the pathology tasks, to capture details specifically present in high-resolution pathology slides, we obtained patches from various magnification levels. Additionally, this was followed by a random horizontal left-to-right flip with a 50% probability. We applied random rotation by angle $\delta \sim U(-45^\circ, 45^\circ)$ and random color distortion with maximum strength 1.0 that included random brightness, contrast, saturation, and hue changes. We blurred the image 50% of the time using a Gaussian kernel with $\sigma \in [0.1, 2.0]$ and size of 10% of the image height and width. Additional details about the selection of batch size, learning rate, and augmentations are provided in Table A.1.

### A.1.2 Fine-tuning and Evaluation Protocol

Prior works in transfer learning and semi-supervised learning primarily use linear probing for evaluation of the learned representations [24, 98, 111]. To end fine-tuning is not commonly considered given the computation costs incurred during evaluation. In general, obtaining an effective fine-tuned model requires an in-depth understanding of training dynamics and goes beyond solely minimizing the loss function using the labeled data. Fine-tuning and training from scratch both optimize the same training loss but differ in their initial weights. However, the selection of learning hyper-parameters, various output layer/head options, and different gradient flow choices can dramatically affect the performance of the final model. To this end, we considered a detailed fine-tuning and evaluation protocol as explained below with a visual overview in Figure A.1.

**Fine-tuning hyper-parameters.** After obtaining the pretrained model for each task, we further fine-tuned the model end-to-end using the training set of the labeled in-distribution medical data. Following the approach described by [4, 17, 18], we initialized the weights of the network used for the downstream task from the weights of the pretrained network obtained in the previous step. For every combination of pretraining strategy and downstream task, an extensive hyper-parameter search was performed. This included the choice of optimizer, learning rate, weight decay, decay steps, and decay factor. In particular, as recommended in much previous research, we tried both the Adam [52] optimizer or standard stochastic gradient descent (SGD) with Nesterov Momentum [33, 64] utilizing a linear or decaying learning rate. For all tasks, we also performed data augmentation and preprocessing to achieve the best performance after downstream fine-tuning. However, unlike the pretraining step, we did not study the effect of each data augmentation separately in the fine-tuning step and mainly followed the standard augmentation that has been used in prior published work for these tasks [62, 65, 115].

We performed model selection based on the model performance in the validation set of the in-distribution labeled medical data, and the final performance was reported using the test set of the labeled in-distribution data. We also followed a standard early stopping procedure to avoid overfitting [10]. To estimate the variability around the model performance, and investigate any statistically significant improvement, the chosen hyper-parameters were used for the training and testing of ten model runs (unless otherwise specified), and task performance was reported based on mean and standard deviations of the performance across these model runs. Details of the fine-tuning procedure for each task are explained in the following paragraphs and summarized in Table A.2.

**Dermatology condition classification:** For dermatology condition classification, we used the Adam optimizer with a linear learning rate and we fine-tuned all models for 150K steps with a batch size of 16. During fine-tuning, we augmented the dermatology images by performing random color distortion, crops with resizing to 448×448 pixels, blurring, rotation, and random flipping. We selected the learning rate and weight decay after a grid search of seven logarithmically spaced learning rates between $10^{-6.0}$ and $10^{-3.0}$ and three logarithmically spaced values of weight decay between $10^{-6.0}$ and $10^{-4.0}$, as well as no weight decay.

**Diabetic Macular Edema classification:** In the DME classification task, we used an SGD optimizer with momentum parameter 0.9 and an exponential learning rate schedule, and we fine-tuned all models for a maximum of 1000 steps with batch size 8. The final checkpoint selection was based on the performance of the model on the validation set. During the training, we used an augmentation strategy consisting random color distortion, crops with resizing to 587×587 pixels, blurring, and random flipping. We tuned the initial learning rate and weight decay by performing a grid search of seven logarithmically spaced learning rates in $10^{-4.0}$ and $10^{-0.5}$ and three logarithmically spaced values of weight decay between $10^{-5.0}$ and $10^{-3.0}$, as well as no weight decay. We set the decay rate as 0.1 of the initial learning rate.

**Chest X-ray classification:** We used the Adam optimizer with an exponential learning rate decay for the Chest X-ray classification task. We trained all models in this task up to a maximum of 250K steps using a batch size 64. We pre-processed and augmented the chest X-ray images by applying random cropping, scaling to
224×224 pixels, rotation up to 15°, and random color distortions. We selected the initial learning rate and weight decay after a grid search of seven logarithmically spaced learning rates in 10^{-6.0} and 10^{-2.0} and three logarithmically spaced values of weight decay between 10^{-6.0} and 10^{-4.0}, as well as no weight decay.

**Pathology tasks:** For both pathology tasks, we used the Adam optimizer with a linear learning rate, and we fine-tuned all models for a maximum of 25,000 steps with batch size 8. We tuned the learning rate using a grid search of five logarithmically spaced learning rates in 10^{-7.0} and 10^{-3.0} and we used no weight decay.

**Mammography classification:** For the breast cancer classification task, we used the SGD optimizer with a momentum parameter of 0.9 and exponential learning rate schedule, and we fine-tuned all models for a maximum of 100,000 steps with a batch size of 1. During training we used an augmentation strategy consisting of random color distortion, resizing to 2048×2048 pixels, random flipping, and elastic deformation. We performed a grid search of five logarithmically spaced initial learning rates between 10^{-4.0} and 10^{-2.0} and three logarithmically spaced values of weight decay between 10^{-6.0} and 10^{-4.0}, as well as no weight decay and considered learning rate decay steps in \{10K, 25K\}.

### Table A.2 | Fine-tuning hyper-parameter search details.

In the fine-tuning step, we investigated learning rate (lr), weight decay (w), the choice of optimizer and the decay step. In each case, we performed a grid search of logarithmically spaced samples for learning rate and weight decay and performed model selection based on the performance on the validation set in both in-distribution and out-of-distribution settings.

| Tasks   | Optimizer       | Learning rate (lr) | Weight decay (w) | Max steps (M) | Decay step |
|---------|-----------------|--------------------|------------------|---------------|------------|
| T_1     | Adam Linear     | 7 samples ∈ [10^{-6.0}, 10^{-4.0}] | \{0, 10^{-6.0}, 10^{-5.0}, 10^{-4.0}\} | 150K | N/A |
| T_2     | SGD Exponential | 8 samples ∈ [10^{-4.0}, 10^{-2.0}] | \{0, 10^{-5.0}, 10^{-4.0}, 10^{-3.0}\} | 1K  | \{50, 100\} |
| T_3     | SGD Exponential | 5 samples ∈ [10^{-5.0}, 10^{-2.0}] | \{0, 10^{-6.0}, 10^{-5.0}\} | 250K | \{10K, 25K\} |
| T_4 & T_5| Adam Linear     | 4 samples ∈ [10^{-7.0}, 10^{-4.0}] | N/A             | 25K | N/A |
| T_6     | SGD Exponential | 5 samples ∈ [10^{-4.0}, 10^{-2.0}] | \{0, 10^{-6.0}, 10^{-5.0}, 10^{-4.0}\} | 100K | \{10K, 25K\} |

**Zero-shot out-of-distribution performance evaluation:** To evaluate the robustness of our models to distribution shifts, we considered a generalization setting where the model post pretraining and end-to-end fine-tuning on in-distribution are used to make predictions on the shifted out-of-distribution (OOD) dataset without using any labels from the new dataset. In this setting, the out-of-distribution dataset \(D_{out}\) and the in-distribution dataset \(D_{in}\) have the same label space but the out-of-distribution dataset undergoes distribution shifts due to demographic, technology, or behavioral changes. Towards this end, we directly evaluated the performance of fine-tuned models which include the classification head on the test split of \(D_{out}\) for each task and report the performance based on the task metrics. Similar to the in-distribution dataset, to estimate the variability around the model performance we report the mean and standard deviations of 10 different models trained with the selected hyper-parameters in the fine-tuning step (unless otherwise specified).

**Data-efficient out-of-distribution fine-tuning and evaluation:** We also considered the setting in which with site-specific retraining, we can improve the performance of the model on the out-of-domain dataset. For this purpose and to investigate the data-efficiency of our models, we fine-tuned our models on different fractions of out-of-domain labeled training data. To simulate the label scarcity encountered when developing medical imaging AI, we used various fractions of labeled \(D_{train}\) including \{10%, 20%, 50%, 100%\}, and after fine-tuning of the model using these fractions we evaluated the models on the test split of \(D_{out}\). Due to computation constraints, we performed the hyper-parameter selection based on the previously explained fine-tuning protocol only using 100% of the \(D_{train}\) and selected the hyper-parameters based on the performance of the fine-tuned models on the validation split \(D_{val}^{out}\) for each task. This implies that one could reach even higher performance and data efficiency than the numbers we report for smaller data-fraction sizes by performing a more thorough hyper-parameter search. Our experiment also showed that utilizing early stopping is essential for smaller data fractions.

The amount of out-of-distribution labeled data that we use for the adaptation, the severity of the distribution shift, and the architecture of models used can affect the final performance [106]. For these reasons, in each task, we additionally considered three distinct scenarios for initializing the weights of the network:

1. using the domain-specific pretrained model weights and adding a random classification head
2. starting from the in-distribution fine-tuned model and also keeping the classification head obtained from the in-distribution fine-tuning step
3. using the in-distribution fine-tuned model and adding a random classification head

We selected the best setup based on the performance on the validation split \(D_{val}^{out}\) for a given task to report our results.
### Table A.3 | Fine-tuning hyper-parameter details

In our hyper-parameter search, we investigated the choice of optimizer, learning rate, weight decay, decay step, and the network architecture. The table summarizes the selected hyper-parameters for fine-tuning REMEDIS and both strong and standard supervised baseline models pretrained on JFT-300M and ImageNet-1K dataset for both the in-distribution and out-of-distribution settings.

| Tasks             | $T_1$  | $T_2$  | $T_3$  | $T_4$  | $T_5$  | $T_6$  |
|-------------------|--------|--------|--------|--------|--------|--------|
| **Data**          |        |        |        |        |        |        |
| Input size        | 448x448| 587x587| 224x224| 224x224| 224x224| 2048x2048|
| Batch size        | 16     | 8      | 64     | 8      | 8      | 1      |
| Shuffle buffer    | 256    | 64     | 256    | N/A    | N/A    | 256    |
| **Optimization**  |        |        |        |        |        |        |
| Optimizer         | Adam   | SGD    | Adam   | Adam   | Adam   | SGD    |
| Schedule          | Linear | Exponential | Linear | Exponential | Linear | Exponential |
| Max training      | 150K   | 100K   | 250K   | 25K    | 25K    | 100K   |
| **Hyper-parameters** |        |        |        |        |        |        |
| **REMEDIS ($D_{in}$)** |        |        |        |        |        |        |
| Architecture      | R-152 (2x) | R-152 (2x) | R-152 (2x) | R-50 (1x) | R-50 (1x) | R-152 (2x) |
| Learning rate     | 0.0003 | 0.3    | 0.001  | 0.0001 | 0.0001 | 0.0003 |
| Decay factor      | N/A    | 0.99   | 0.9    | N/A    | N/A    | 0.1    |
| Decay step        | N/A    | 50     | 10K    | N/A    | N/A    | 10K    |
| Weight decay      | $10^{-2.0}$ | 0.0001 | $10^{-5.0}$ | N/A    | N/A    | 0.0001 |
| **REMEDIS ($D_{out}$)** |        |        |        |        |        |        |
| Architecture      | R-152 (2x) | R-152 (2x) | R-152 (2x) | R-50 (1x) | R-50 (1x) | R-152 (2x) |
| Learning rate     | 0.0001 | 0.01   | 0.0001 | 0.0001 | 0.0001 | 0.0001 |
| Decay factor      | N/A    | 0.99   | 0.9    | N/A    | N/A    | 0.1    |
| Decay step        | N/A    | 100    | 10K    | N/A    | N/A    | 10K    |
| Weight decay      | $10^{-2.0}$ | 0.0001 | $10^{-5.0}$ | N/A    | N/A    | 0.0001 |
| **Strong Baseline ($D_{in}$)** |        |        |        |        |        |        |
| Architecture      | R-152 (2x) | R-152 (2x) | R-152 (2x) | R-50 (1x) | R-50 (1x) | R-152 (2x) |
| Learning rate     | 0.0001 | 0.01   | 0.0001 | 0.0001 | 0.0001 | 0.0001 |
| Decay factor      | N/A    | 0.99   | 0.9    | N/A    | N/A    | 0.1    |
| Decay step        | N/A    | 100    | N/A    | N/A    | N/A    | 10K    |
| Weight decay      | $10^{-2.0}$ | 0.0001 | $10^{-5.0}$ | N/A    | N/A    | 0.0001 |
| **Strong Baseline ($D_{out}$)** |        |        |        |        |        |        |
| Architecture      | R-152 (2x) | R-152 (2x) | R-152 (2x) | R-50 (1x) | R-50 (1x) | R-152 (2x) |
| Learning rate     | 0.0001 | 0.01   | 0.0001 | 0.0001 | 0.0001 | 0.0001 |
| Decay factor      | N/A    | 0.99   | 0.9    | N/A    | N/A    | 0.1    |
| Decay step        | N/A    | 50     | 10K    | N/A    | N/A    | 10K    |
| Weight decay      | $10^{-2.0}$ | 0.0001 | $10^{-5.0}$ | N/A    | N/A    | 0.0001 |
| **Standard Baseline ($D_{in}$)** |        |        |        |        |        |        |
| Architecture      | R-152 (2x) | R-152 (2x) | R-152 (2x) | R-50 (1x) | R-50 (1x) | R-152 (2x) |
| Learning rate     | 0.0001 | 0.01   | 0.0001 | 0.0001 | 0.0001 | 0.0001 |
| Decay factor      | N/A    | 0.99   | 0.9    | N/A    | N/A    | 0.1    |
| Decay step        | N/A    | 100    | N/A    | N/A    | N/A    | 10K    |
| Weight decay      | $10^{-2.0}$ | 0.0001 | $10^{-5.0}$ | N/A    | N/A    | 0.0001 |
| **Standard Baseline ($D_{out}$)** |        |        |        |        |        |        |
| Architecture      | R-152 (2x) | R-152 (2x) | R-152 (2x) | R-50 (1x) | R-50 (1x) | R-152 (2x) |
| Learning rate     | 0.0001 | 0.01   | 0.0001 | 0.0001 | 0.0001 | 0.0001 |
| Decay factor      | N/A    | 0.99   | 0.9    | N/A    | N/A    | 0.1    |
| Decay step        | N/A    | 100    | N/A    | N/A    | N/A    | 10K    |
| Weight decay      | $10^{-2.0}$ | 0.0001 | $10^{-5.0}$ | N/A    | N/A    | 0.0001 |

### A.1.3 Baselines

For all tasks, we considered three baselines: (1) the prevailing and standard paradigm for developing medical imaging AI using models pretrained on ImageNet-1K using supervised learning, (2) the strong supervised baseline pretrained on JFT-300M images, (3) the task-specific clinically applicable performance wherever available.

**Supervised baseline:** The standard supervised baseline we considered for all the medical imaging tasks in this study is an ImageNet-1K supervised pretrained ResNet. Initialization from a model pretrained on ImageNet-1K is the standard baseline for transfer learning in medical imaging as demonstrated by their use in previously published works [25, 36, 62, 65] and ResNets remain a popular and competitive architecture baseline for computer vision tasks [8, 39, 78]. We also the strong supervised baseline, which is a ResNet model pretrained on JFT-300M that has shown significant improvement over standard baseline for medical image analysis [71]. For fine-tuning from the supervised pretrained baselines, we followed the exact same protocol as for the models developed with REMEDIS. For fair comparison we performed identical extensive hyper-parameter sweeps as REMEDIS so that the baseline models attain the highest performance on the validation set. Based on our experiments, the supervised baseline models generally require more iterations.
Clinically applicable performance: We define clinically applicable performance as accuracy demonstrated by expert clinicians in the out-of-distribution setting for the given task at hand, $D_{out}$. Obtaining a measure of clinician expert performance in the various clinical settings considered in this study is challenging for several reasons (e.g., cost or time taken for annotation). As a result, we have a measure for clinically applicable performance only for some of the medical tasks considered in this work as we detail below. Table A.4 summarizes the clinically applicable performance range calculated for each task.

- For the dermatology ($T_1$) task, we defined the clinician applicable performance following a one vs. all approach following [62]. This was done by computing the accuracy of the differential diagnosis of skin conditions provided by one US-board certified dermatologist against the aggregated reading from a panel of several US-board certified dermatologists as the ground truth.
- Similarly, for chest X-ray ($T_3$) classification task, we followed the same strategy to compute the accuracy of one radiologist vs. the rest of the radiologists as suggested in [79].
- For pathology survival prediction ($T_5$) task, we followed the approach proposed in [115].
- For the DME diagnosis ($T_2$) task, the ground truth was collected using the worldwide gold standard OCT machine, thus the clinician expert performance was not applicable. The clinician expert performance was also not available for the pathology metastases detection ($T_4$) out-of-distribution datasets, as well as for the mammography classification ($T_6$) task.

### Implementation Details.

We build on top of the Tensorflow [95] implementation of SimCLR [88] as our model pretraining code base. We further integrated an extended data pipeline for each task to be able to read, preprocess and sample images based on patient meta-data for modalities such as pathology, mammography and Chest X-ray. We also implemented extra augmentation strategies relevant to medical imaging data including implementation of functions for elastic deformation, histogram equalization, and random rotation. We pretrained our models using 16 to 256 Google Cloud TPU cores depending on the chosen batch size, memory and the size of unlabeled dataset for each task. With the fixed input image size of $224 \times 224$ and using 64 TPU cores, $\approx$24 hours was needed to pretrain a ResNet-50 (1$x$) with batch size 1024 for 1000 epochs in a dataset with 200K examples. However, pretraining using large unlabeled datasets such as colored fundus photos (CFPs) and image patches extracted from digital pathology whole-slide images which includes millions of examples can take up to seven days ($\approx$150 hours) using 256 TPU cores. Once the models are pretrained, they are fine-tuned for the domain-specific downstream tasks. For example, we used the pretrained model obtained from the unlabeled pathology data for both pathology metastases detection and survival prediction tasks.

### Clinical Evaluation Settings

In the following text, we provide details of our clinical evaluation setting including medical imaging tasks description, details of the datasets, description of distribution shifts, definition of clinically applicable
We investigated 14 distinct datasets across different imaging modalities, dataset sizes, label spaces and class variations. Each specific modality and task includes an unlabeled pretraining dataset (D_u), an in-distribution dataset (D_in), and one or more out-of-domain datasets (D_out) which have been collected under clinical distribution shifts due to new data acquisition devices or different clinical demographics [26]. Table A.5 summarizes the task and datasets and Figure 2 shows visual samples of each task.

**Table A.5 | Dataset fingerprints.** The above table illustrates the size and characteristics of the labeled, unlabeled and out-of-distribution dataset across the different medical imaging tasks we considered in this study.

| Tasks | D_u | Test | Train | Validation | Test | Train | Validation | Secondary D_out |
|-------|-----|------|-------|------------|------|-------|------------|-----------------|
| T1    | 207,032 | 15,340 | 1,190 | 4,146 | 17,322 | 4,339 | 6,639 | – |
| T2    | 2,287,716 | 3,874 | 973 | 1,192 | 2,524 | 643 | 612 | 323 |
| T3    | 215,695 | 201,055 | 9,027 | 13,332 | 27,978 | 17,723 | 1,998 | – |
| T4    | 10,705 | 216 | 54 | 129 | 2,577 | 1,295 | 1,289 | 273 |
| T5    | 10,705 | 2,236 | 1,128 | 1,132 | 402 | 101 | 168 | – |
| T6    | 77,340 | 26,739 | 49,831 | 12,448 | 17,178 | 11,551 | 12,314 | – |

**A.2.1 Tasks and Datasets**

We investigated 14 distinct datasets across different imaging modalities, dataset sizes, label spaces and class distributions to reflect the heterogeneity of medical imaging problems and evaluate various distribution shift scenarios. Specifically, we considered five popular modalities in medical imaging: dermatology, mammography, digital pathology, fundus imaging, and X-ray as listed in Table A.5 and 6 different tasks. These tasks are representative of many common characteristics and challenges of medical imaging (e.g., class label imbalance, variation of pathologies of interest from small local patches to more global patches, and image characteristic variations). Each specific modality and task includes an unlabeled pretraining dataset (D_u), an in-distribution dataset (D_in), and one or more out-of-domain datasets (D_out) which have been collected under clinical distribution shifts due to new data acquisition devices or different clinical demographics [26]. Table A.5 summarizes the task and datasets and Figure 2 shows visual samples of each task.

**Task 1: Dermatology condition classification.** The dermatology condition classification task (T_1) targets identification of various types of skin conditions from digital camera images. For this task, the experiment setup and dataset of [4, 62] have been followed. Unlabeled pretraining dataset and in-distribution training dataset were collected and de-identified by a US-based tele-dermatology service with images of skin conditions taken using consumer-grade digital cameras. Intrinsically, these images exhibit variations in pose, lighting and camera focus. Additionally, the target body part and also their backgrounds embody noise artifacts such as variations in clothing. Each case includes between one to six images and during the data preparation step, cases with the occurrence of multiple skin conditions or ungradable images were filtered out (for details, see [62]). This data was collected in the US, and the ground truth labels were aggregated from a panel of several US-board certified dermatologists who provided a differential diagnosis of skin conditions in each case. As in actual clinical settings, the distribution of different skin conditions is heavily skewed in this dataset, ranging from some skin conditions making up more than 10% of the training data like acne, eczema, and psoriasis, to those making up less than 1% like lentigo, melanoma, and stasis dermatitis [62]. To ensure the existence of sufficient data in each category for model development, the most common 26 skin conditions out of 419 unique conditions were identified and the rest were grouped into an additional ‘Other’ class leading to a final label space of 27 classes for this task. The 26 target skin conditions include: Acne, Actinic keratosis, Allergic contact dermatitis, Alopecia areata, Androgenetic alopecia, Basal cell carcinoma, Cyst, Eczema, Folliculitis, Hidradenitis, Lentigo, Melanocytic nevus, Melanoma, Post-inflammatory hyperpigmentation, Psoriasis, Squamous cell carcinoma/squamous cell carcinoma in-situ (SCC/SCCIS), Seborrheic keratosis, Scar condition, Seborrheic dermatitis, Skin tag, Stasis dermatitis, Tinea, Tinea versicolor, Urticaria, Verruca Vulgaris, and Vitiligo.

In total, the in-distribution dataset, D_{in}^{T_1}, includes a total of 20,676 unique cases. The final train, validation, and test sets include a total of 15,340 cases, 1,190 cases, and 4,146 cases, respectively. We also use an additional de-identified out-of-distribution dataset, D_{out}^{T_1}, to investigate the generalization performance of our proposed method under distribution shift. Unlike D_{in}^{T_1}, this dataset is primarily focused on skin cancers and the ground truth labels are obtained from biopsies [4]. D_{out}^{T_1} was further split to train, validation, and test sets consisting of 17,322 cases, 4,339 cases, and 6,639 cases, respectively. The out-of-distribution dataset, D_{out}^{T_1}, was collected by a chain of skin cancer clinics in Australia and New Zealand. This dataset has a much higher prevalence of skin cancers such as Melanoma, Basal Cell Carcinoma, and Actinic Keratosis. For self-supervised pretraining, D_{U}^{T_1}, was formed by using a total of 207,032 unlabeled images from D_{in}^{T_1} where we removed the
Task 2: Diabetic Macular Edema classification. Diabetic Macular Edema (DME) is distinguished by thickness of the central area of the retina due accumulation of intraretinal fluid. While it is possible to screen for DME using color fundus photographs (CFP) by detecting hard exudates near the fovea as a surrogate for the presence of fluid, extracting the thickness directly from a three-dimensional optical coherence tomography (OCT) volume has become the gold standard for making a diagnosis \cite{102}. Nevertheless, the use of OCT machines for DME diagnosis word-wide is limited due to high cost \cite{110}. In this task we followed the approach of \cite{20, 61, 101} to leverage a dataset of paired CFP and OCT data, and trained a model that takes a CFP as input, and predicts central retinal thickness (CRT) measured from the corresponding OCT. Specifically, CRT was defined as ETDRS zone 1/central sub-field thickness (CST) $\geq 300\mu m$ \cite{11, 61, 83}.

For the pretraining purposes, we used the unlabeled dataset from EyePACS Inc., $D_{in}^T$ which includes 2,287,716 fundus images from 308,507 patients where Hispanic is the most prevalent race/ethnicity in this cohort. The in-distribution dataset (collected in Thailand) $D_{in}^T$ includes 6,039 fundus images from 4,035 patients. We split this dataset to train, validation, and test sets including a total of 3,874 images, 973 images, and 1,192 images, respectively. We also used a primary de-identified out-of-distribution dataset, $D_{out}^T$, to investigate the generalization performance of our proposed method under distribution shift. Unlike $D_{in}^T$ this dataset was collected in Australia and includes the total number of 3,779 fundus images from 879 patients. $D_{out}^T$ was also further divided into the train, validation, and test sets including 2,524 images, 643 images, and 612 images, respectively. Additionally, we used a secondary de-identified out-of-distribution dataset consisting of 909 fundus images from 323 patients collected in India for zero-shot out-of-distribution performance evaluation.

Task 3: Chest X-ray condition classification. The Chest X-ray Condition classification task ($T_3$) involves multi-label classification of chest X-ray images among five common findings: atelectasis, consolidation, pulmonary edema, effusion, and cardiomegaly. These were chosen due to their prevalence, in particular in $D_{in}^T$. Each finding was modeled as an independent binary prediction. Three publicly available datasets were used for training and evaluation purposes: CheXpert \cite{48}, MIMIC-CXR \cite{50}, and ChestX-ray14 \cite{107}.

We used the training split of MIMIC-CXR \cite{50} as $D_{in}^T$, a dataset consisting of 215,695 radiographic studies collected at Beth Israel Deaconess Medical Center in Boston, MA, for pretraining. Each study contains potentially multiple views, so we sampled from these images during pretraining (preferentially sampling PA or AP if available). This dataset was combined with the in-distribution dataset during pretraining.

CheXpert \cite{48} is a large open-source dataset of de-identified chest radiograph (X-ray) images (224,316 chest radiographs coming from 65,240 unique patients). The ground truth labels for training data were automatically extracted from radiology reports. The radiologist report was then mapped to a label space of 14 radiological observations. We predicted the five most prevalent pathologies used by Irvin and Rajpurkar et al. \cite{48}. Following previous work \cite{4, 71, 72, 78}, to facilitate a robust comparison of our method to standard approaches, we defined a custom subset of the CheXpert dataset. For this purpose, the full training set was randomly re-split into training, validation, and test images (see Table A.5). This means the performances of our models are not directly comparable to those reported in \cite{48}. Nonetheless, we believe the relative performance of models is representative, informative, and comparable to \cite{4, 71, 72, 78}. ChestX-ray14 is an open-source dataset collected at the National Institutes of Health Clinical Center, MD, USA. The data is labeled in a manner similar to CheXpert by extracting common findings from radiologist reports.

Task 4: Pathology lymph node metastases detection. In the lymph node metastases detection task ($T_4$), the goal is to detect cancer metastases in digital whole-slide images of lymph node histology slides. The models were trained in a weakly-supervised manner, using only case-level labels and without any local annotations. In order to make case-level predictions, embeddings from $2^{14} = 16,384$ patches per case were combined via an attention layer \cite{46}. A random sample of 50M patches from 10,705 cases (29,018 slides) spanning 32 studies from The Cancer Genome Project (TCGA) was used for self-supervised pretraining ($D_{in}^T$). Breast lymph node slides from the CAMELYON-16 challenge \cite{7} were used for model development and in-distribution evaluation ($D_{in}^T$). Lymph node slides from 5,161 stage II and III colorectal cancer cases (36,520 slides) collected between 1984-2007 from the Institute of Pathology and the BioBank at the Medical University of Graz were used for out-of-distribution evaluation ($D_{out}^T$). $D_{in}^T$ was also divided into train, validation, and test sets including 2,577 cases (17,904 slides), 1,295 cases (9,313 slides), and 1,289 cases (9,303 slides) respectively. This dataset is further described in Wulczyn et al. \cite{115}, however here cases were not excluded based on having insufficient tumor content in the primary tissue slides. Additionally, we used a fraction of the CAMELYON-17 dataset as an additional out-of-distribution dataset for pathology metastases detection which includes 273 pathology slides. We particularly removed overlapping CAMELYON-16 pathology slides and cases from the original CAMELYON-17 dataset.
Table A.6 | Analysis of distribution shifts. The three most frequent sources of data distribution shifts in medical AI datasets are population shifts, technology shifts, and behavioral shifts, each arising from various influencing factors such as changes in acquisition devices, disease prevalence, etc [26]. The check-mark (√) and dash sign (−) indicate the existence or absence of the shift factor, and U indicates whether the evidence showing the factor is unknown or undefined in the metadata information associated with the datasets considered for the given medical imaging task.

| Tasks | Technology Shift | Population Shift | Behavior Shift |
|-------|-----------------|-----------------|--------------|
|       | Acquisition device shift | Demographic shift | Clinical behavior and incentives shift |
|       | IT practice, software, terminology shift | Clinical setting shift | Patient behavior change |
|       | ✓ ✓ ✓ U ✓ ✓ ✓ | ✓ ✓ ✓ − − ✓ | ✓ ✓ − − ✓ |
|       | ✓ ✓ ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ − − ✓ | ✓ ✓ − − ✓ |
|       | ✓ ✓ ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ − − ✓ | ✓ ✓ − − ✓ |
|       | ✓ ✓ ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ − − ✓ | ✓ ✓ − − ✓ |

Task 5: Pathology colorectal cancer survival prediction. The objective of the colorectal cancer survival prediction task ($T_5$) is to predict 5-year disease-specific survival (DSS) using digitized whole-slide images of primary colorectal tissue histology slides. Models were trained in a weakly-supervised manner and used the same self-supervised pretraining dataset ($D_{in}^{tx}$) as the lymph node metastases detection task ($T_4$). Colorectal tissue slides from 4,496 stage II and III colorectal cancer cases (36,841 slides) collected between 1984-2007 from the Institute of Pathology and the Biobank at the Medical University of Graz were used for model development and in-distribution validation ($D_{in}^{tx}$). A temporal split of 671 cases (6,419 slides) collected between 2008-2013 from the same institution were used for out-of-distribution evaluation ($D_{out}^{tx}$). $D_{out}^{tx}$ was divided into train, validation, and test sets including 402 cases (3,873 slides), 101 cases (913 slides), and 168 cases (1,633 slides), respectively. This dataset is further described in Wulczyn et al. [115], however, only cases not lost to follow-up for DSS within 5-years were included here.

Task 6: Mammography classification. In the mammography cancer classification task ($T_6$), the goal is to predict whether there will be biopsy-confirmed cancer occurring in the 39-months following the screening episode, as described in [65]. We utilized multiple different datasets collected in various geographic locations in this task. This included a labeled dataset collected in the UK, a labeled dataset from the USA (Northwestern Memorial Hospital), an unlabeled set of images from five clusters of hospitals across five different cities in India (Bangalore, Bhubaneswar, Chennai, Hyderabad, and New Delhi), and another unlabeled set of images collected from Northwestern Memorial Hospital (Chicago, USA). Each of these datasets contains four different images per patient and for each breast (left and right) there is a medio lateral oblique (MLO) and craniocaudal (CC) view. The UK and USA datasets are described in more detail in [65].

The UK dataset was used as the labeled in-distribution data, ($D_{in}^{tx}$) which includes the total number of 89,018 cases. The training set of this dataset contains 26,739 cases which are unevenly divided between 4,751 positive cases and 21,988 negatives. We up-sample positive cases with the factor of 10 to balance the distribution of negative and positive cases and further improve the performance. The original validation set includes 49,831 cases, of which 992 positive cases. Also, the test data contains 12,448 cases with 249 positives and 12,199 negatives. The labeled dataset from the US was used as out-of-domain data, $D_{out}^{tx}$. This dataset which includes the total number of 41,043 cases was split to train, validation, and test set with 27,083 cases, 6,901 cases, and 7,059 cases, respectively. In this dataset positive cases are only 9% of all of the cases. For pretraining, the unlabeled dataset ($D_{u}^{tx}$) was formed by removing labels from the labeled data from the UK dataset and combining it with the unlabeled data from the India. During pretraining, as suggested by Azizi et al. [4, 103] to improve the positive pair mining procedure a single image was randomly selected from the four possible views that were further used to generate a pair.

A.2.2 Qualitative Analysis of Distribution Shifts

In the following section, we provide details of the distribution shifts, including the definition, visual effect of distribution shifts, and distribution shift analysis across the different medical imaging tasks in this study.
Type of distribution shifts: Distribution shifts, where the training distribution differs from the target test distribution, can substantially degrade the diagnostic performance and model calibration of AI systems deployed in new clinical setups and further negatively affect existing health disparities [26]. To qualitatively benchmark the extent of the distribution shifts, in each task and dataset, we view the overall data distribution shifts as a mixture of multiple possible changes represented by \( S_i \). Distribution shift from a given in-distribution set \( (D_{in}) \) to a given out-of-distribution set \( (D_{out}) \) can be represented by \( \bigcup_{i \in I} S_i \), where \( S = \{ S_1, S_2, \ldots, S_n \} \) represents the set of possible distribution shift sources, and \( I \) is the index-set. Here, we limit \( n \) to the three most frequent sources of data distribution shifts - population shifts \((S_1)\), technology shifts \((S_2)\), and behavioral shifts \((S_3)\) as suggested in [26]. A large \(|I|\) represents a severe degree of distribution shift between two datasets. Changes in technology, one of the most common causes of data distribution shifts, can consist of new types or different models or brands of data-acquisition devices, changes in the IT practices and infrastructure for the upstream task. Changes in demographics are identified by changes in characteristics of the population in which the model was developed vs. the target test population and includes but is not limited to shifts in age, sex, race, and ethnicity. Behavioral changes arise from changes in patient behavior, clinician behavior, clinical practice, clinical nomenclature, clinical incentives, and finally AI system-induced behavioral changes [26]. For example, adding surgical skin marking can affect the accuracy of the dermatology classifier [109].

We focused on these distribution shifts because they collectively capture the structure of most of the shifts in medical applications. However, it is worth noting that identifying and analyzing all of the causal factors in different clinical settings is challenging, and sometimes impossible.

Dermatology condition classification: In the dermatology classification task, we observed both technology shift and population shift between in-distribution and out-of-distribution datasets. Different acquisition devices were used to collect the in-distribution (consumer-grade digital cameras) and out-distribution (tele-dermatology service) images. In addition, IT practice, software, and technology also shifted due to changes in clinical location and setting. Demographic shift, disease prevalence shift, and seasonal shift also occurred since the in-distribution dataset was collected in multiple US clinics whereas the out-of-distribution dataset was collected in Australia and New Zealand.

Diabetic Macular Edema classification: The DME in-distribution and out-of-distribution data were collected using different scanners and in different hospitals and countries, with the former collected in Thailand and the latter in Australia. Due to this demographic shift, the rate of diabetes and the prevalence of diseases differs between the two datasets. Also, clinical incentives to detect DME between these two countries varies which introduces behavioral shifts. So, we observe technology shift, demographic change, and behavioral shift between in-distribution and out-of-distribution datasets in the DME task. These shifts also hold between DME in-distribution and the additional out-of-distribution (collected in India) datasets as detailed in the Supplementary Materials section.

Chest X-ray classification: The Chest X-ray in-distribution (CheXpert, Stanford) and out-of-distribution (ChestX-ray14, Virginia) were collected in different demographic and hospitals and undergo technology shift, and population shifts. However, there is no evidence to show behavior changes between these datasets. 

Pathology tasks: In the pathology metastases task, the in-distribution data targets the breast lymph node slides while the out-of-distribution data consists of lymph node slides of colorectal cancer. Also, the data has been collected on different clinical sites and scanned with different devices. Therefore, we observe technology shifts and population shifts between in-distribution and out-of-distribution datasets in the pathology lymph node metastases detection task. The data used for pathology survival prediction in-distribution (collected between 1984-2007) and out-of-distribution (collected between 2008-2013) were also collected in different clinical setups and different times. 

Mammography classification: The mammography in-distribution (UK) and out-of-distribution (US) data were collected in different countries and with various scanners. However, factors affecting behavior shift between these datasets are unknown. Therefore, we consider technology shifts and population shifts between in-distribution and out-of-distribution datasets in this task.

Visual effects of distribution shifts: As discussed above, models used in medical AI applications are often trained on data from a small number of hospitals (in-distribution data), but the goal is usually to deploy these models more generally across other hospitals or other varied clinical settings (out-of-distribution). Variations in data collection and processing can degrade model accuracy on data from new clinical deployment settings. This variation can be subtle or visually pronounced, ranging from changes in contrast, sharpness, tint, to non-linear effects of X-ray sensor construction, differences in zoom levels, etc. For example, in histopathology this variation can arise from sources such as slide staining, and image acquisition differences. Figure A.2 shows visual samples of in-distribution and out-of-distribution images used in this study. As there is no canonical way to quantify these distribution shifts, we assessed the quality of the dataset shift according to Finlayson et al. [26].
### Task Description

| Task Description | In-distribution Data | Type of Shift | Out-of-distribution Data |
|------------------|----------------------|---------------|--------------------------|
| Dermatology (T1) | Technology, Population | Technology, Population | ![Image] |
| Diabetic Macular Edema (T2) | Technology, Population, Behaviour | Technology, Population, Behaviour | ![Image] |
| Chest X-ray (T3) | Technology, Population | Technology, Population | ![Image] |
| Pathology: Metastases Detection (T4) | Technology, Population | Technology, Population | ![Image] |
| Pathology: Survival Prediction (T5) | Technology, Population, Behaviour | Technology, Population, Behaviour | ![Image] |
| Mammography Classification (T6) | Technology, Population, Behaviour | Technology, Population, Behaviour | ![Image] |

*Figure A.2 | Visual samples of distribution shifts across the medical imaging tasks considered in this study. Variation between in-distribution and out-of-distribution data can be visually subtle or pronounced. This variation includes but is not limited to changes in contrast, sharpness or tint, differences in non-linear effects of X-ray sensor construction or in zoom levels. The underlying cause of the distribution shift can be associated with technology shift, demographic shift, or behavioural shift [26].*

### A.2.3 Clinical Impact Analysis

Medical data acquisition and annotation is often extremely expensive and time-consuming [108]. The cost associated with medical data consists of multiple components such as acquisition cost, handling cost (*e.g.*, image de-identification), curation cost (*e.g.*, data authentication, archiving, management), and annotation cost. To gain a better understanding of the benefits of our data-efficient generalization strategy, we attempt to collect an estimate of the cost and clinician hours associated with data annotation for each of our target modalities and specifically for the out-of-distribution data. Since the exact cost of data annotation is not available for many datasets considered in this study, we estimated them using public data for US-based clinicians from salary.com website. Estimates of clinician hours needed for data annotation was also collected from sources relevant to each task such as [37, 49, 85]. However, these are approximations, and the exact labeling cost likely includes additional overhead and would largely depend on the experience level of the clinicians providing the labels as well as the choices made by the medical AI developers (*e.g.*, the number of clinicians reviewing each case to generate the gold standard ground truth). In certain cases, like mammography, the ground-truth is derived from real world data like biopsies or outcomes and the clinician annotation is primarily used for comparison. However, such data while being more reliable is once again extremely time-consuming to obtain often spanning many years.

Table A.7 summarizes clinical costs associated with the acquisition, curation and annotation of each out-of-distribution dataset and in all cases, we focus on train splits. The annotation cost and hours savings are calculated based on the percentage of the data that REMEDIS needs to match the performance of supervised baseline as depicted in Figure 3. The overall annotation cost of a dataset is equal to (average annotation cost per image) × (number of training images) and the overall annotation clinician hours for each dataset is equal to (average annotation time per image) × (number of training images). We also report the approximate duration needed to collect each dataset starting from the first patient recruitment. A similar calculation for acquisition time savings could be done. Since with REMEDIS, a smaller out-of-distribution dataset is sufficient for reaching baseline or clinically-applicable performance, the total data acquisition duration can be significantly reduced. However, this is not shown because the calculation implies multiple assumptions, including a uniform acquisition of different classes or pathologies over time, which may not always be valid.

**Dermatology condition classification:** For dermatology, we used a median diagnosis time of 60 seconds for this particular dataset [49]. The average hourly wage of a dermatologist is $172, resulting in an average cost per case of $2.86. The cost of annotation of dermatology out-of-distribution train dataset which consists of 17,322 dermatology cases is estimated at $49,540 and the total clinician hours associated with this dataset is 289 hours. In this task, REMEDIS can reach the highest supervised baseline performance using only 33% of the total training data, which means REMEDIS potentially offers 193 clinician hours and $33K saving.
In addition, $D_{\text{out}}^{T_1}$ was collected over 9 years between 2007 and 2016 (very roughly estimating the effect of dataset acquisition duration when using REMEDIS, with only 33% of the data needed for reaching baseline performance, the data collected after the first 3 years may have been sufficient for REMEDIS).

**Diabetic Macular Edema (DME) classification:** For Diabetic Macular Edema (DME) while we have access to expert reader numbers, OCT generated labels were used for the AI model development. This means the cost associated with this task is not comparable to clinician annotator cost in other tasks. Nevertheless, based on WebMD and [75] the amount of time that takes to perform an OCT test is 5 minutes and 6.5 minutes, respectively. We estimate an average of 5.75 minutes (345 seconds) per case to obtain an OCT-generated label. The average hourly wage of an ophthalmologist is $147, resulting in an average cost per case of $14. Considering the 2,524 cases in the $D_{\text{out}}^{T_2}$ train split, the cost of annotation of this dataset is estimated at $35,336 and with an annotation duration of 242 hours using OCT machines. In this task, REMEDIS can reach the highest supervised baseline performance using only 7% of total training data, which means REMEDIS possibly offers 224 clinician hours and $33K saving. In addition, $D_{\text{out}}^{T_3}$ was collected over 7 years between 2003 and 2020 [61].

**Chest X-ray condition classification:** For chest X-rays, we use a reported interpretation time of 122 seconds per image [85], and an average hourly wage of $205 of radiologists, resulting in a cost of $6.98 per image. The train partition of our out-of-distribution dataset in this task includes 27,978 cases which translate to $194,369 in cost of collection and 948 clinician hours. REMEDIS can reach the highest supervised baseline performance without any out-of-distribution training data, which means REMEDIS offers 789 clinician hours and $162K saving. The $D_{\text{out}}^{T_4}$ was collected over 23 years between 1992 and 2015.

**Pathology tasks:** For the pathology task data, the annotation cost of a single pathology slide is estimated at around $23 where the time spent on a single slide is estimated at 10 minutes, and the average salary of a pathologist is estimated at $138 per hour. Based on this, annotation of pathology metastases detection out-of-distribution, $D_{\text{out}}^{T_4}$ train split which includes 2,577 cases (17,904 pathology slides) is costs around $411,792 and requires 2,984 clinician hours. Our method can attain the baseline performance using only 6% of the data, suggesting that it can contribute to over $385K savings in the cost of the annotations. The $D_{\text{out}}^{T_4}$ which includes lymph node slides from stage II and III colorectal cancer cases was collected over the periods 23 years between 1984 and 2007. In pathology survival prediction, $T_5$, each slide was annotated for the possible clinical outcome and the out-of-distribution dataset which includes colorectal tissue slides from stage II and III colorectal cancer cases was collected over five years between 2008 and 2013. The $D_{\text{out}}^{T_5}$ train split consists of 402 cases (3,873 pathology slides) and the cost of annotation is around $89,079 and needs 645 clinician hours for the annotation. REMEDIS can cut this cost to $13K and offer $76K saving by using 14% of the whole data.

**Mammography classification:** For the mammography data, the annotation task includes localization and grading of the images. The cost of annotation per hour is estimated based on the average salary of a radiologist, reported as $205 per hour. Moreover, it takes 5-6 minutes to annotate a single mammography image and the annotation cost for a single mammography image is estimated at $20.5. For the mammography classification out-of-distribution dataset training split, this translates to a total cost of $352,149 for 17,178 images, requiring 1,718 clinician hours for annotation. This dataset was collected over 17 years between 2001 and 2018. In this task, REMEDIS can attain the highest supervised baseline performance using only 7% of total training data, which means REMEDIS possibly offers 1,569 clinician hours and $322K saving.

It is worth mentioning that the saved annotation overhead can potentially significantly impact the feasibility of site-specific adaptation/retraining of a model. In addition to the visible cost and clinician hours that hinder medical image data collection and medical AI model adaptation, there exist several significant concerns such as the speed of acquiring local labels which may take years to manifest if based on outcomes. For example in the survival prediction task, collection of 645 examples takes over 5 years, or low incident of positive cases in tasks associated with this task is not comparable to clinician annotator cost in other tasks. Nevertheless, based on WebMD and [75] the amount of time that takes to perform an OCT test is 5 minutes and 6.5 minutes, respectively. We estimate an average of 5.75 minutes (345 seconds) per case to obtain an OCT-generated label. The average hourly wage of an ophthalmologist is $147, resulting in an average cost per case of $14. Considering the 2,524 cases in the $D_{\text{out}}^{T_2}$ train split, the cost of annotation of this dataset is estimated at $35,336 and with an annotation duration of 242 hours using OCT machines. In this task, REMEDIS can reach the highest supervised baseline performance using only 7% of total training data, which means REMEDIS possibly offers 224 clinician hours and $33K saving. In addition, $D_{\text{out}}^{T_2}$ was collected over 7 years between 2003 and 2020 [61].

**A.3 Additional Related Work**

Improving the robustness and generalization ability of AI models under distribution shifts is a longstanding challenge that becomes more critical given the progressive adoption of these models in safety-critical settings like healthcare and self-driving cars in recent years. Unlike previous studies, here we specifically consider “data-efficient generalization” which targets a more practical (following real-world deployment scenarios) but also challenging setup that aims to generalize to a new distribution by using none or a very few data examples from the target deployment data distribution. Our proposed method is closely related to transfer learning, self-supervised, and contrastive learning as well as to literature on robustness, domain adaptation
Table A.7 | Clinical cost analysis of data acquisition and annotation. The table below provides a summary of clinical costs associated with the collection of the out-of-distribution dataset for all the medical imaging tasks considered in this study. In all cases, we focus on the train splits of the dataset. The acquisition time for each task approximates the time that it took to collect each dataset starting from the first patient recruitment. The cost and hour savings are calculated based on the percentage of the data that REMEDIS requires to match the performance of the strong supervised baseline pretrained on JFT-300M dataset as depicted in Figure 3. The overall annotation cost of a dataset is equal to (average annotation cost per image) × (number of training images) and the overall clinician hours for each dataset is equal to (average annotation time per image) × (number of training images).

| Tasks | $T_1$ | $T_2$ | $T_3$ | $T_4$ | $T_5$ | $T_6$ |
|-------|-------|-------|-------|-------|-------|-------|
| Number of training images | 17,322 | 2,524 | 27,978 | 17,904 | 3,873 | 17,178 |
| Average annotation time per image (second) | 60 | 345 | 122 | 600 | 600 | 360 |
| Average hourly wage of clinician ($) | $172 | $147 | $205 | $138 | $138 | $205 |
| Average cost of annotation per image ($) | $2.86 | $14 | $6.95 | $23 | $23 | $20.5 |
| Clinical hours cost of dataset (hour) | 289 | 242 | 948 | 2,984 | 645 | 1,718 |
| Annotation cost of dataset ($) | $49K | $35K | $194K | $411K | $89K | $352K |
| Acquisition Period | 2007-2016 | 2003-2020 | 1992-2015 | 1984-2007 | 2008-2013 | 2001-2018 |
| Percentage of data saved using REMEDIS | 67% | 93% | 83% | 94% | 86% | 91% |
| Amount of data saved using REMEDIS | 11,578 | 2,342 | 23,278 | 16,872 | 3,325 | 15,689 |
| Clinical annotation hours saved (hour) | 193 | 224 | 789 | 2,812 | 554 | 1,569 |
| Annotation cost saved ($) | $33K | $33K | $162K | $385K | $76K | $322K |

and generalization. Here we review prior works that are key for understanding the context of our study.

Robustness and out-of-distribution (OOD) generalization. To tackle the challenges from distribution shift, numerous efforts have been made over the years, resulting in a rich literature. The proposed techniques vary greatly ranging from causality [84] to representation learning [9] and model-based [58, 80] techniques. Based on the model development strategy, one can address OOD generalization by improving the underlying representation learning method, introducing a new mapping function between distributions or by formulation as a new optimization problem [87, 105, 124]. Nevertheless, a recent paper [35] suggested that under careful evaluation settings, models developed using standard Empirical Risk Minimization (ERM) [100, 120] remain a strong baseline for the generalization problem.

Representation learning techniques aim to learn distinct and informative representations [9, 63] that can improve transfer learning and OOD generalization [29, 30]. For this purpose both conventional disentangled representation techniques based on Variational Autoencoders (VAE) [51], casual representation learning [84] and CausalVAE [117] has been studied. However, it remains unclear whether disentangled representation benefits OOD generalization. Some findings suggest that the learned disentangled representation fails to extrapolate to unseen data [29, 30, 54], while multiple studies verify the ability of those representations to generalize under OOD circumstances [3, 22, 97]. Nevertheless, the adaptation of these methods in medical image analysis has been limited and yet to be explored.

There is also rapid development around large-scale pretraining models such as BiT [53] and CLIP [77] to improve the learned representation and consequently generalization. [3] demonstrated that such pretrained models in the middle of fine-tuning as well as zero-shot pretrained models represent an entire class of techniques that exhibit a high amount of Effective Robustness (ER) [94]. Our method is closely related to this group, however, here we consider learning representation using a combination of large-scale pretraining and self-supervision. Unlike these prior works which use standard, synthetic visual corruption datasets and benchmarks such as ImageNet-C [44] we consider a realistic, real world setup by using datasets that undergo distribution shift in the clinical setting.

End-to-end learning mechanisms for OOD generalization design various models and learning strategies to address the generalization problem which also includes the category of domain adaptation methods. Representation learning is still a principal component in domain adaptation [1, 27, 28, 56]. A popular baseline for domain adaptation is domain-adversarial neural network (DANN) [27, 28]. DANN learns representations
that are discriminative and invariant to domains by jointly optimizing the underlying features, a label predictor that predicts class labels and is used both in the training and inference phase, and a domain classifier that discriminates between the source and the target domains during training. The representations are trained to confuse the domain classifier using gradient reversal so that domain invariant features are learned. There are multiple variants of DANNs [1, 56, 86] including conditional invariant adversarial network (CIAN) [56] which learns class-specific adversarial networks via a conditional invariant adversarial network. Most domain adaptation methods belong to domain alignment where the central idea is to minimize the difference between source and target domains data by learning domain-invariant representations [69, 70, 86, 105, 124]. Some other prior works also study training strategies for domain generalization which includes meta-learning, ensemble learning, unsupervised and semi-supervised domain adaptations [124]. However, there is limited works investigating domain adaptation and generalization for medical imaging despite it being a critical unmet need and practically the most common solution to this problem is site-specific data collection and model retraining [26] which as we show can be prohibitively expensive and time consuming for large scale, real world medical imaging AI deployment. Recently, the closely related topic of domain generalization in the medical setting has been studied in [120] where Zhang et al. introduced a framework to induce synthetic but realistic domain shifts. They benchmark the performance of eight domain generalization methods on multi-site clinical time series and medical imaging datasets. This setup is different from our proposed setup, where we focused on retraining performance in retrospective data mirroring real world clinical settings.

**Transfer learning.** Despite the differences in image statistics, scale, and task-relevant features, transfer learning from natural images is commonly used in medical imaging [25, 62, 65, 66, 112, 116]. Multiple empirical studies suggest that such transfer learning strategy improves performance [2, 34, 42] for medical imaging tasks. However, detailed investigations of this strategy in [78] demonstrate that this does not always improve performance in medical imaging contexts but transfer learning from ImageNet can speed up convergence, and is particularly helpful when the medical image training data is limited. Importantly, the study used relatively small architectures, and found pronounced improvements with small amounts of data especially when using their largest architecture of ResNet-50 (1×) [39] (which is the smallest architecture we considered in our study).

Transfer learning from in-distribution data can help alleviate the domain mismatch issue. For example, [16, 31, 42, 57] report performance improvements when pretraining on labeled data in the same domain. However, this approach is often infeasible for many medical tasks in which labeled data is expensive and time-consuming to obtain. Recent advances in self-supervised learning provide a promising alternative enabling the use of unlabeled medical data that is often easier to acquire.

**Self-supervised and contrastive learning.** Preliminary works in self-supervised representation learning focused on the problem of learning representations without labels such that a small linear classifier network operating on these representations could achieve high classification accuracy [23, 32, 73, 121]. Contrastive self-supervised methods such as instance discrimination [114], CPC [43, 74], Deep InfoMax [45], Ye et al. [118], AMDIM [5], CMC [96], RELIC [68], MoCo [19, 38], PIRL [67], SimCLR [17, 18], and SwAV [12] among others were the first to achieve linear classification accuracy approaching that of end-to-end supervised training. Recently, these methods have been harnessed to achieve dramatic improvements in label efficiency for semi-supervised learning. Specifically, one can first pretrain in a task-agnostic manner with self-supervised learning using all data, and then perform task-specific fine-tuning on the labeled subset with a standard supervised objective [17, 18, 43]. [18] show that this approach benefits from large (high-capacity) models for pretraining and fine-tuning, but after a large model is trained, it can be effectively distilled to a much smaller model with little loss in accuracy.

Although self-supervised learning has only recently become viable on standard image classification datasets, it has already seen some application within the medical domain. While some works have attempted to design domain-specific pretext tasks [6, 91, 125, 126], other works concentrate on tailoring contrastive learning to medical data [14, 41, 55, 59, 89, 123]. Most closely related to our work, [90] explore the use of Momentum Contrast (MoCo) [38] pretraining for classification of the CheXpert dataset through linear evaluation. In addition to task and medical-domain specific contrastive learning, several recent publications investigate semi-supervised learning for medical imaging tasks using self-supervised pretrained models (e.g., [60, 99, 104, 122]). When compared to these efforts, our study proposes a novel method, REMEDIS, that leverages both large scale pretraining and self-supervision and we rigorously evaluate and quantify the impact of our proposed method in varied and challenging clinical settings, thereby demonstrating its clear potential for accelerating the life-cycle of medical imaging AI development and deployment and facilitating its widespread uptake in the real world.
A.4 Data Availability

The datasets from Northwestern Medicine and Apollo Hospitals were used under license for the current study, and are not publicly available. Applications for access to the Optimam database can be made using this webform. The de-identified tele-dermatology data used in this study are not publicly available due to restrictions in the data-sharing agreement. The unlabeled dataset used for DME classification is de-identified data from EyePACS Inc. Interested researchers should contact J.C. to enquire about access to EyePACS data and approach the Office of Research and Development to enquire about access to VA data. The rest of annotated data for in-distribution and out-of-distribution DME classification tasks are collected at Rajavithi Hospital Thailand and Lions Eye Institute and are not publicly available due to restrictions in the data-sharing agreement. Data used in evaluation and pretraining of the Chest X-ray condition classification, including MIMIC-CXR, CheXpert, and ChestX-ray14 are publicly available. Data used for in-distribution fine-tuning and evaluation of pathology metastases detection is publicly available on the CAMELYON challenge website. The Cancer Genome Atlas (TCGA) data has been used for pretraining of both pathology metastases detection and pathology survival prediction task which is available at NIH website. The rest of the data used in pathology tasks are not publicly available due to restrictions in the data-sharing agreement. Moreover, ImageNet-1K (ILSVRC2012) [82] has been used for pretraining of baseline supervised models and ImageNet-21K has been used for pretraining of BiT-M models. Both of these are publicly available at ImageNet website. BiT-L models have been trained on the JFT-300M [92] dataset and are not publicly available due to restrictions in the data-sharing agreement.

A.5 Code Availability

Several major components of our work are available in open source repositories such as the Tensorflow library. The code-base and pretrained weights used for self-supervised pretraining are available at SimCLR GitHub repository. The code-base and pretrained weights for BiT models are available at Big Transfer GitHub. All experiments and implementation details are described in sufficient detail in the Method and Supplementary Material sections to support replication with non-proprietary libraries. The code-base used for our comparison to ResNet-RS was based on the ResNet-RS GitHub repository.
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Appendix B: Additional Results

In the following sections, we report further experiments and analysis to understand the performance of our proposed method, REMEDIS. This includes ablation studies to analyze the benefits of the different components underlying REMEDIS, comparison with several supervised baselines and other approaches to leveraging unlabeled data. Given the sensitivity of the medical domain and the importance of ensuring AI development methods do not propagate existing health equity disparities, we conduct a detailed subgroup analysis in the dermatology and the mammography setting. Furthermore, we also include results on a non-classification task and visualize the learned representations and list detailed t-test statistics for all our experiments.

To summarize:

- **Figures:**
  - Figure B.1: Study of the performance of our approach vs. the standard supervised baseline.
  - Figures B.1 and B.3: Study of the performance of our approach vs. supervised pertaining strategies.
  - Figure B.5: Ablation study of the our proposed approach components and their contribution.
  - Figure B.4: Ablation of family of BiT [4] models.
  - Figure B.6: Comparison with self-training [3, 9].
  - Figure B.7: Performance analysis across subgroups.
  - Figure B.8: Results on mammography localization task.
  - Figure B.9: t-SNE visualization of the learned representations.
  - Figures B.10 – B.14: Detailed results.

- **Tables:**
  - Tables B.1 – B.9: Detailed performance gains.
  - Tables B.10 – B.19: Detailed t-test statistics for all experiments.

B.1 Performance of Standard Supervised Transfer Learning Strategy

In addition to the strong supervised baseline discussed in Fig. 3 we also evaluate our method against the standard supervised strategy which is defined as transfer learning using models pretrained on 1M natural images from ImageNet-1K dataset. Figure B.1 shows the overview of the results demonstrating overall performance and data-efficient generalization of the proposed self-supervised learning strategy, REMEDIS in compare to the standard supervised baseline pretrained in ImageNet-1K and finetuned for the specific medical task. We observed significantly improved out-of-distribution generalization and significant reduction in need for labeled medical data when using our proposed approach. REMEDIS exhibits significantly improved in-distribution performance with up to 11.5% relative improvement in diagnostic accuracy in comparison to the standard supervised baseline. Furthermore, REMEDIS leads to strong data-efficient generalization, matching the standard supervised baseline using 1% to 31% of retraining data from a new clinical development setting across tasks. This can translate to a significant reduction in the retraining data and time required to deploy medical AI at scale and accelerate the development life-cycle of these AI models.

B.2 Ablation Studies

B.2.1 Contribution of large-scale pretraining data

In addition to the strong supervised baseline discussed in Fig. 3 we also evaluate our method against the standard supervised strategy which is defined as transfer learning using models pretrained on 1M natural images from ImageNet-1K dataset. Figure B.1 shows the overview of the results demonstrating overall performance and data-efficient generalization of the proposed self-supervised learning strategy, REMEDIS in compare to the standard supervised baseline pretrained in ImageNet-1K and finetuned for the specific medical task. We observed significantly improved out-of-distribution generalization and significant reduction in need for labeled medical data when using our proposed approach. REMEDIS exhibits significantly improved in-distribution performance with up to 11.5% relative improvement in diagnostic accuracy in comparison to the standard supervised baseline. Furthermore, REMEDIS leads to strong data-efficient generalization, matching the standard supervised baseline using 1% to 31% of retraining data from a new clinical development setting across tasks. This can translate to a significant reduction in the retraining data and time required to deploy medical AI at scale and accelerate the development life-cycle of these AI models.

The strong supervised baseline and REMEDIS both pretrained on JFT-300M (BiT-L) and relies on large-scale pretraining while the standard supervised baseline has been trained on a much smaller dataset contains only 1M images. Figure B.2 demonstrates overall in-distribution performance of REMEDIS as well as the supervised baselines trained using both ImageNet-1K and JFT-300M. Moreover, we observe that strong supervised baseline (BiT-L) can provide significantly better in-distribution performance against the standard supervised baseline (BiT-S), shows the benefits of large scale training as it has been reported in [5].

As discussed, the large-scale supervised pretraining (BiT-L) represents a strong supervised baseline for medical imaging [5]. Figure B.3 shows the overview of the results demonstrating data-efficient generalization of our proposed self-supervised learning strategy, REMEDIS as well as the standard and strong supervised baseline pretrained using both ImageNet-1K and JFT-300M. We observed significantly improved out-of-distribution generalization and significant reduction in need for annotated medical data when using our proposed approach.
Figure B.1 | REMEDIS vs. Standard Supervised Baseline. Overview of the results demonstrating overall performance and generalization of our proposed strategy as well as the standard supervised baseline pretrained on ImageNet-1K. We observed significantly improved out-of-distribution generalization and significant reduction in need for labeled medical data when using our proposed approach. 95% confidence intervals were calculated by running each label fraction and experiment up to ten times and intervals are shown using the shaded area and error bars. A two-sided t-test was also done for each experiments. If no * is shown, the p-value is less than 0.001, otherwise, the p-value is as indicated. The red lines indicate the amount of data that REMEDIS needs to match the highest standard supervised baseline performance when simulated in a new OOD clinical deployment setting and generalize on four different medical tasks.

Figure B.2 | Overall in-distribution performance. Overview of the results demonstrating overall in-distribution performance of REMEDIS as well as the standard and strong supervised baselines trained using both ImageNet-1K and JFT-300M. We observed significantly improved in-distribution performance using our proposed strategy vs. the standard and strong transfer learning strategies. Moreover, the strong supervised baseline (BiT-L) can provide significantly better in-distribution performance against the standard supervised baseline. 95% confidence intervals were calculated by running each label fraction and experiment up to ten times and intervals are shown using the error bars. A two-sided t-test was also done for each label fraction as well as when computing the in-distribution results. If no * is shown, the p-value is less than 0.001, otherwise, the p-value is as indicated.
Moreover, comparing the data-efficient generalization of the strong and standard pretrained models, often string supervised baseline performs significantly better than the standard supervised baseline in out-of-distribution regime. Meanwhile REMEDIS holds a steady significantly better performance against both strong and standard baseline, in some of the tasks such as Dermatology classification ($T_1$) and DME ($T_2$) the superior performance of strong supervise baseline in the data-efficient generalization regime against the standard baseline can shows an unexpected pattern.

Both Figure B.2 and Figure B.3 indicating that large-scale supervised pretraining is a strong component and is a good starting point for developing medical imaging models [5]. To further investigate the specific significance of large-scale pretraining and how the choice of supervised pretraining impacts REMEDIS, in a new set of experiment we adapt BiT-S, M, and L as our based network and performs the self-supervised training on medical data on top of each of these models. The default REMEDIS method uses BiT-L as the base-network. This direct comparison is only completed on the dermatology task, due to the high computational cost. The results, shown in figure B.4, show that the best results tend to be achieved using BiT-L, but that BiT-M can perform competitively. Given that BiT-M is openly available and is not trained on proprietary data, we believe that this is a further good indication that large-scale supervised pretraining is valuable and hope the wider medical AI community leverages this to build medical imaging models.

**B.2.2 Contributions of BiT-L and SimCLR**

While our general focus in this study has been to compare REMEDIS with supervised baselines (Fig. 3 and Fig. B.1), it is also of interest to understand the contributions of the representation learning strategies underlying REMEDIS. To this end, we ran ablation studies in which we investigated and disentangled the
| BiT Type | Top-3 Accuracy |
|---------|---------------|
| In-distribution | |
| R-152(2x) | |
| BiT-L | 0.89 |
| BiT-M | 0.90 |
| BiT-S | 0.91 |
| Out-of-distribution | |
| R-50(1x) | |
| BiT-L | 0.70 |
| BiT-M | 0.72 |
| BiT-S | 0.74 |

Figure B.4 | Ablation of different BiT models used in both REMEDIS and the BiT Baseline, for the dermatology task, T1. The BiT model type shown is used in both REMEDIS and BiT for this comparison. BiT-L is the largest BiT model, trained on JFT, and is the default BiT model used in REMEDIS. BiT-M is trained on ImageNet 21k, while BiT-S is trained on ImageNet.

contribution of the large-scale pretraining on natural images and self-supervised representation learning on medical images as well as the specific architecture choices. For a fair comparison, in each case we follow the exact same pretraining and fine-tuning protocol as our method to optimize these models. Both SimCLR and BiT-L provide benefits over the widely used supervised ImageNet pretraining baseline for most tasks in both in- and out-of-distribution settings (see figure B.5). While for the larger architecture such as ResNet-152 (2x), BiT can provide performance gains approximately comparable to REMEDIS in some cases, this is not consistent across architectures as well as all the medical imaging tasks considered. This is also aligned with previous observations in [2]. Note that SimCLR results for mammography and DME classification are missing due to the high computational cost.

B.3 Comparison with Self-training

REMEDIS leverages self-supervised pretraining to make use of large amounts of unlabeled medical data for learning high quality representations. However, there are other approaches that enable models to learn from unlabeled data. One such approach is self-training [3, 9]. In a typical self-training setting, a teacher network trained on labeled data predicts labels on the unlabeled data. Then, a second student model is fine-tuned on the original labeled data, as well as the predicted labels. We implement this by training a model on $D_{in}$, inferring on $D_{u}$, and then re-training the model on $D_{in}$ and $D_{u}$. We use the predicted probabilities on $D_{u}$ as soft labels, and separately sweep over hyper-parameters for the teacher and student training. We otherwise do not vary the training set-up. Due to computational constraints and early evidence of superiority of REMEDIS, we only report these numbers for dermatology.

We performed this self-training cycle using models that start from BiT-L, as the most direct comparison to REMEDIS, as well as with models that start from the standard supervised baseline and the corresponding REMEDIS variant. The results, shown in figure B.6, indicate that self-training can produce high quality models on par with REMEDIS especially when using the larger model architecture. However, this is not consistent when using smaller architecture size. Self-training can also degrade performance when applied from the standard supervised baseline, perhaps because self-training relies on the quality of the teacher model. Furthermore, self-training requires the representation learning task and the downstream task to be well aligned while contrastive pretraining is agnostic to the downstream task leading to representations that can be generally applied. Nevertheless, we believe self-training is a promising approach and should be considered when appropriate for developing medical imaging AI using unlabeled data.

B.4 Performance Analysis Across Subgroups

Given the importance of fairness in AI, when using pretrained representations for developing medical imaging AI, we are interested in approximate parity of performance across target subgroups of interest so as to ensure the models are not amplifying existing health disparities. More specifically, for the deployment of such models
in clinical settings, it is important to evaluate them comprehensively across protected subgroups. This can be of particular concern when leveraging large-scale pretraining datasets, as they may be biased towards certain subgroups without the knowledge of the model developer [1].

Thus, we also investigated the performance distribution across different subgroups of interest. We focused on subgroups in the dermatology and mammography task where we have access to metadata to disentangle them. We are particularly interested in how the introduction of large-scale pretraining, or self-supervised pretraining, affects performance across these clinically-relevant subgroups.

In dermatology, we established subgroups based on age and biological sex. For sex, we considered a binary setting and compared 2,564 and 1,505 cases for the in-distribution dataset, and 3,153 and 3,486 cases of each sex for the out-of-distribution dataset. For age, we divided the data into four age groups of 18-30, 30-45, 45-65 and 65+ years, which include 1,185, 1,162, 1,495, and 226 cases respectively for the in-distribution data and 186, 702, 2,560, and 3,181 cases for the out-of-distribution dataset. We compared the top-3 accuracy across these groups using the standard and strong supervised baseline and REMEDIS. We observed that while the baseline supervised pretrained model performance drops on some of the subgroups, using intermediate self-supervised pretraining, the model performance is more even across the different subgroups (see figure B.7 (a)). This exploratory experiment suggests that the learnt representations are likely general, and in most of the cases neither picking up spurious correlations during pretraining, nor are they biased towards particular subgroup.

For the mammography classification task, we compared subgroups based on age and breast density (which can be correlated with age and ethnicity). The test data is divided into four age groups of 30-45, 45-65 and
Figure B.6 | Self-training vs. REMEDIS. Comparison of our proposed self-supervised method, REMEDIS as well as the strong and standard supervised baseline with self-training approach [9] for leveraging unlabeled medical data on the dermatology task. We observe that while self-training can produce high performance models on par with REMEDIS when using large architecture, it does not consistently provide benefits across all the settings considered. This is possibly due to the requirement for a good teacher model when using self-training. Furthermore, self-training requires the representation learning task and the downstream task to be well aligned while contrastive pretraining is agnostic to the downstream task leading to representations that can be generally applied.

B.5 Mammography Localization Results

In addition to classification tasks, we also evaluated our method and the baseline on a localization task. For this purpose, we considered the cancer localization task in mammography images ($T_7$). In this task, the goal is to localize cancerous lesions. This task is evaluated using the mean average precision (mAP). Matches between a ground truth and a predicted bounding boxes are considered positive when the intersection-over-union (IOU) is higher than 10%. The pretraining setup and data were identical to $T_6$’s. Due to the computational complexity of training these models, we report only partial results. For training the localization model, only positive cases were included. The labels in this task consisted of the coordinates of the bounding boxes derived by human radiologists a-posteriori having access to all mammograms, biopsy results, and radiology text reports. The pretrained CNN backbones were the same as in $T_6$, but an additional feature pyramid network was added on top of the CNN [7].

The dataset contains 3,727 cases, including 5,854 ground truth bounding boxes across all mammograms. 2,909 cases were used for training, 158 for tuning, and 660 for test. When using REMEDIS, the model shows a significant improvement over the baseline, moving from a mAP of 0.805 to a mAP of 0.855. We used the Adam optimizer with an exponential learning rate decay in breast cancer localization task where we performed a thorough grid search to select the initial learning rate, decay steps, and decay factor. All of the models
Figure B.7 | Performance analysis across subgroups. Comparison of REMEDIS and the supervised baseline on subgroups of interest in the dermatology and mammography tasks. 95% confidence intervals were calculated by running each label fraction and experiment ten times and is shown with the error bars. In particular, we note that our method leads to improvement consistently across all subgroups of interest across both the tasks.

Figure B.8 | Mammography localization performance, measured using the mean average precision of the localized cancer. 95% confidence intervals were calculated by running each label fraction and experiment ten times and is shown with the shaded area and error bars. A two-sided t-test was also done, which showed a p-value less than 0.001. Specifically, the T-Statistic was 57.14, the p-value is 3.54e-52, and the degree of freedom is 57.
B.6 t-SNE Visualization of Representations

To gain more insight into the high dimensional embedding representations learned by models considered in this study, we use t-SNE visualization [8]. For this purpose we focus on the pathology metastases task ($T_4$) which has a binary label space and includes two out-of-distribution datasets. The t-SNE visualization of the best REMEDIS and best supervised model representation embeddings obtained from the test in-distribution and out-of-distribution examples of the pathology metastases task ($T_4$) are depicted in Figure B.9. These models are only fine-tuned with the in-distribution train dataset and not the out-of-distribution data. The binary labels of this task are color-coded. The visualisations (figure B.9) qualitatively indicate that clusters associated with each class are better separated in the REMEDIS feature space compared to the supervised baseline.

![t-SNE Visualization](image)

Figure B.9 | t-SNE visualization of representations. The embedding representations obtained using REMEDIS and supervised baseline models are visualized for both the in-distribution and out-of-distribution datasets of the pathology metastases task. Clusters associated with various classes are better separated in the REMEDIS feature space as compared to the baseline.

B.7 Additional Experimental Results

The following figures show additional experimental results that compare in-distribution and out-of-distribution performance of REMEDIS vs. the supervised baseline in further detail. Specifically, in this section we investigate the performance of models for both architectures ResNet-50 ($1 \times$) and ResNet-152 ($2 \times$), and multiple additional out-of-distribution datasets for certain tasks. This section provides followings supplemental figures:

- Figure B.10 provides detailed in-distribution and zero-shot out-of-distribution performance for all datasets grouped by network architectures and compares REMEDIS vs. the strong supervised baseline trained on JFT-300M dataset.
- Figure B.11 provides detailed in-distribution and zero-shot out-of-distribution performance for all datasets grouped by network architectures and compares REMEDIS vs. the standard supervised baseline trained on ImageNet-1K dataset.
- Figure B.13 provides detailed data-efficient generalization results using a common axes range for visualization and grouped by network architecture and compares REMEDIS vs. the strong supervised baseline trained on JFT-300M dataset.
- Figure B.14 provides detailed data-efficient generalization results using a common axes range for visualization and grouped by network architecture and compares REMEDIS vs. the standard supervised baseline trained on ImageNet-1K dataset.
- Tables B.1-B.9 provide detailed performance values for zero-shot out-of-distribution gains using REMEDIS and the supervised baseline.
- Tables B.10 – B.19 list detailed $t$-test statistics for all experiments including REMEDIS, baselines, and multiple ablations studies.
- Figure B.12 shows a breakdown of in-distribution gains vs. zero-shot out-of-distribution gains using REMEDIS and the supervised baseline.
Figure B.10 | Detailed in-distribution and zero-shot out-of-distribution performance for all architectures and all datasets considered in this study. We show the superior in-distribution performance of REMEDIS across all tasks and all datasets vs. strong supervised baseline trained on JFT-300M. The 95% confidence intervals were calculated by running each label fraction and experiment ten times and are shown with the shaded area and error bars. A two-sided t-test was also conducted for each pair of results. If no * is shown the p-value is less than 0.001, otherwise, the p-value is as indicated. Unlike previous visualizations, here we group the results based on the base network architecture not the architecture with the overall best performance.

Specifically, Fig. B.10 and Fig. B.11 provides in-distribution performance gains vs. zero-shot out-of-distribution performance gains using REMEDIS and supervised baselines. Unlike previous visualizations in Figure 3, the results are grouped based on the base network architecture, not the best overall performing model for each task. In all plots, the 95% confidence intervals were calculated by running each experiment ten times, and are shown using the error bars.

In addition, we also provide additional zero-shot out-of-distribution results for multiple tasks using additional out-of-distribution datasets in these figures. This includes: (1) an additional out-of-distribution dataset for diabetic macular edema classification ($T_2$) which includes 323 de-identified fundus images collected in India, (2) a non-overlapping fraction of the CAMELYON-17 dataset for pathology metastases detection ($T_4$), which includes 273 pathology slides that do not appear in CAMELYON-16 pathology, or the original CAMELYON-17 dataset. These datasets are considered small-scale and are not suitable for data-efficient generalization evaluations; for example they contain only 2-3 examples at 1% data fraction which is not enough to capture all possible variability in the corresponding tasks and also not relevant in real world deployment settings. Due to computational limits we were not able to train models using the ResNet-152 (2×) architecture for pathology tasks. These results also suggest that, the ResNet-152 (2×) architecture often leads to the highest performance.

Figure B.12 shows the relationship between in-distribution vs. zero-shot out-of-distribution performance using REMEDIS and the supervised baseline. As discussed, 95% confidence intervals of our experiments were calculated by running each experiment ten times. Each point in this plot corresponds to one of these repeated runs and the coordinates were obtained by calculating the in-distribution and zero-shot out-of-distribution for the target task. These plots confirm that dataset shift greatly impacts the performance of models when evaluated on the out-of-distribution dataset. However, our results suggest that REMEDIS improves
out-of-distribution performance without decreasing in-distribution performance, and REMEDIS has higher performance for both in-distribution and out-of-distribution data.

Lastly, Fig. B.13 and Fig. B.14 show results demonstrating data-efficient generalization of our method vs. the strong supervised baseline pretrained on JFT-300M and also standard supervised baseline pretrained on ImageNet-1K. Unlike the previous visualizations in Fig. 3 and Fig. B.1, these graphs were scaled based on a unified performance range axes and the results are grouped based on the base network architecture, not the best overall results for a given task. In particular, each graph depicts performance (measured by top-3 accuracy or area under the curve (AUC)) when using different data fractions/data counts of out-of-distribution data to fine-tune the model for the dermatology condition classification ($T_1$), diabetic macular edema classification ($T_2$), chest X-ray condition classification ($T_3$), pathology metastases detection ($T_4$), pathology colorectal survival prediction ($T_5$), and mammanography classification ($T_6$) as well as two architectures ResNet-50 (1×) and ResNet-152 (2×). We also calculate a 95% confidence interval by running each label fraction and experiment ten times and intervals are shown using the shaded area and error bars. A two-sided t-test was also conducted for each pair of results. If no * is shown the $p$-value is less than 0.001, otherwise, the $p$-value is as indicated. Unlike previous visualizations, here we group the results based on the base network architecture not the architecture with the overall best performance.

Figure B.11 | Detailed in-distribution and zero-shot out-of-distribution performance for all architectures and all datasets considered in this study. We show the superior in-distribution performance of REMEDIS across all tasks and all datasets vs. the standard supervised baseline pretrained on ImageNet-1K. The 95% confidence intervals were calculated by running each label fraction and experiment ten times and are shown with the shaded area and error bars. A two-sided t-test was also conducted for each pair of results. If no * is shown the $p$-value is less than 0.001, otherwise, the $p$-value is as indicated. Unlike previous visualizations, here we group the results based on the base network architecture not the architecture with the overall best performance.

References

1. Asano, Y. M., Rupprecht, C., Zisserman, A. & Vedaldi, A. PASS: An ImageNet replacement for self-supervised pretraining without humans. NeurIPS Track on Datasets and Benchmarks (2021).
2. Azizi, S., Mustafa, B., Ryan, F., Beaver, Z., Freyberg, J., Deaton, J., Loh, A., Karthikesalingam, A., Kornblith, S., Chen, T., et al. Big self-supervised models advance medical image classification. ICCV 2021 (2021).
3. Chen, T., Kornblith, S., Swersky, K., Norouzi, M. & Hinton, G. Big self-supervised models are strong semi-supervised learners. arXiv preprint arXiv:2006.10029 (2020).
Figure B.12 | In-distribution Performance vs. Zero-shot Out-of-distribution Performance. We show that REMEDIS produces a consistently superior model performance in comparison to the strong supervised baseline trained using JFT-300M both in- and out-of-distribution. 95% confidence intervals of our experiments were calculated by running each experiment ten times. Each point in this plot corresponds to one of these repeated runs and its coordinates are obtained by calculating the in-distribution and zero-shot out-of-distribution for the target task. These plots suggest REMEDIS improves out-of-distribution performance without decreasing in-distribution performance and REMEDIS models have higher in-distribution and out-of-distribution performance.

4. Kolesnikov, A., Beyer, L., Zhai, X., Puigcerver, J., Yung, J., Gelly, S. & Houlsby, N. Big transfer (BiT): General visual representation learning. arXiv preprint arXiv:1912.11370 (2019).
5. Mustafa, B., Loh, A., Freyberg, J., MacWilliams, P., Wilson, M., McKinney, S. M., Sieniek, M., Winkens, J., Liu, Y., Bui, P., et al. Supervised transfer learning at scale for medical imaging. arXiv preprint arXiv:2101.05913 (2021).
6. Of Radiology, A. C., D’Orsi, C. J., et al. ACR BI-RADS atlas: breast imaging reporting and data system; mammography, ultrasound, magnetic resonance imaging, follow-up and outcome monitoring, data dictionary (ACR, American College of Radiology, 2013).
7. Tan, M., Pang, R. & Le, Q. V. EfficientDet: Scalable and Efficient Object Detection 2020. arXiv: 1911.09070 [cs.CV].
8. Van der Maaten, L. & Hinton, G. Visualizing data using t-SNE. Journal of machine learning research 9 (2008).
9. Xie, Q., Luong, M.-T., Hovy, E. & Le, Q. V. Self-training with noisy student improves imagenet classification in Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (2020), 10687–10698.
Figure B.13 | Detailed generalization results for REMEDIS vs. strong supervised baseline. Overview of the results demonstrating data-efficient generalization of our method vs. the strong supervised baseline pretrained on JFT-300M for all tasks and architectures. This includes the dermatology condition classification ($T_1$), diabetic macular edema classification ($T_2$), chest X-ray condition classification ($T_3$), pathology metastases detection ($T_4$), pathology colorectal survival prediction ($T_5$), and mammography classification ($T_6$) as well as two architectures ResNet-50 (1x) and ResNet-152 (2x). In particular, we observe significantly improved out-of-distribution generalization and a significant reduction in the need for labeled medical data when using our proposed approach. 95% confidence intervals were calculated by running each label fraction and experiment ten times and intervals are shown using the shaded area and error bars. A two-sided t-test was also done for each label fraction as well as in-distribution results. If no * is shown, the $p$-value is less than 0.001, otherwise, the $p$-value is as indicated. Unlike previous visualizations, here we scale all of the graphs using a unified range and group the results based on the base network architecture.
Figure B.14 | Detailed generalization results for REMEDIS vs. standard supervised baseline. Overview of the results demonstrating data-efficient generalization of our method vs. the standard supervised baseline pretrained on ImageNet-1K for all tasks and architectures. This includes the dermatology condition classification ($T_1$), diabetic macular edema classification ($T_2$), chest X-ray condition classification ($T_3$), pathology metastases detection ($T_4$), pathology colorectal survival prediction ($T_5$), and mammography classification ($T_6$) as well as two architectures ResNet-50 (1×) and ResNet-152 (2×). In particular, we observe significantly improved out-of-distribution generalization and a significant reduction in the need for labeled medical data when using our proposed approach. 95% confidence intervals were calculated by running each label fraction and experiment ten times and intervals are shown using the shaded area and error bars. A two-sided $t$-test was also done for each label fraction as well as in-distribution results. If no * is shown, the $p$-value is less than 0.001, otherwise, the $p$-value is as indicated. Unlike previous visualizations, here we scale all of the graphs using a unified range and group the results based on the base network architecture.
Table B.1 | Detailed in-distribution results. The table contains the numeric results displayed in Fig. 3 and Fig. B.1, specifically the average in-distribution performance values, with 95% confidence intervals in parentheses.

| Task and Metric          | Method                        | Metric          |
|--------------------------|-------------------------------|-----------------|
| Task 1 (Top-3 Accuracy) | Baseline Supervised (ImageNet)| 0.900 (0.897,0.903) |
|                          | Baseline Supervised (JFT)     | 0.923 (0.922,0.925) |
|                          | REMEDIS                       | 0.926 (0.925,0.928) |
| Task 2 (AUC)             | Baseline Supervised (ImageNet)| 0.887 (0.886,0.887) |
|                          | Baseline Supervised (JFT)     | 0.883 (0.880,0.886) |
|                          | REMEDIS                       | 0.902 (0.900,0.902) |
| Task 3 (AUC)             | Baseline Supervised (ImageNet)| 0.818 (0.818,0.819) |
|                          | Baseline Supervised (JFT)     | 0.816 (0.815,0.816) |
|                          | REMEDIS                       | 0.833 (0.832,0.833) |
| Task 4 (AUC)             | Baseline Supervised (ImageNet)| 0.856 (0.851,0.864) |
|                          | Baseline Supervised (JFT)     | 0.916 (0.916,0.917) |
|                          | REMEDIS                       | 0.954 (0.950,0.960) |
| Task 5 (AUC)             | Baseline Supervised (ImageNet)| 0.714 (0.712,0.715) |
|                          | Baseline Supervised (JFT)     | 0.699 (0.698,0.699) |
|                          | REMEDIS                       | 0.748 (0.747,0.748) |
| Task 6 (AUC)             | Baseline Supervised (ImageNet)| 0.852 (0.848,0.856) |
|                          | Baseline Supervised (JFT)     | 0.855 (0.853,0.858) |
|                          | REMEDIS                       | 0.870 (0.868,0.872) |

Table B.2 | In-distribution improvement between REMEDIS and the strong supervised baseline. The absolute and relative improvement in the main task metrics between REMEDIS and the strong supervised baseline (JFT) for the in-distribution dataset. This data is represented in Fig. 3.

| Task (Metric)          | Absolute Improvement | Relative Improvement (%) |
|------------------------|----------------------|--------------------------|
| Task 1 (Top-3 Accuracy)| 0.003 (0.000, 0.005) | 0.3 (0.0, 0.6)           |
| Task 2 (AUC)           | 0.024 (0.018, 0.028) | 2.7 (2.1, 3.2)           |
| Task 3 (AUC)           | 0.017 (0.016, 0.018) | 2.1 (1.9, 2.3)           |
| Task 4 (AUC)           | 0.038 (0.032, 0.044) | 4.1 (3.5, 4.8)           |
| Task 5 (AUC)           | 0.049 (0.047, 0.051) | 7.0 (6.8, 7.2)           |
| Task 6 (AUC)           | 0.001 (-0.005, 0.006)| 0.1 (-0.5, 0.7)          |

Table B.3 | In-distribution improvement between REMEDIS and the standard supervised baseline. The absolute and relative improvement in the main task metrics between REMEDIS and the standard supervised baseline (ImageNet) for the in-distribution dataset. This data is represented in Fig. B.1.

| Task (Metric)          | Absolute Improvement | Relative Improvement (%) |
|------------------------|----------------------|--------------------------|
| Task 1 (Top-3 Accuracy)| 0.026 (0.022, 0.03)  | 2.9 (2.4, 3.4)           |
| Task 2 (AUC)           | 0.015 (0.013, 0.017) | 1.7 (1.5, 1.9)           |
| Task 3 (AUC)           | 0.014 (0.013, 0.016) | 1.8 (1.6, 1.9)           |
| Task 4 (AUC)           | 0.098 (0.085, 0.109) | 11.5 (9.9, 12.8)         |
| Task 5 (AUC)           | 0.034 (0.031, 0.036) | 4.7 (4.4, 5.1)           |
| Task 6 (AUC)           | 0.018 (0.012, 0.024) | 2.1 (1.4, 2.8)           |
Table B.4 | Out-of-distribution data efficiency metrics vs. Clinician. This table contains the percentage and absolute numbers of the training set necessary for REMEDIS to match the strong supervised baseline (JFT) performance, as shown in Fig. 3, as well as the estimated clinician hours saved.

| Task   | Proportion required to meet baseline performance | Count of samples saved | Estimated clinician hours saved |
|--------|-------------------------------------------------|------------------------|--------------------------------|
| Task 1 | 33.2% (25.7%, 39.3%)                            | 11,578 (10510, 12862)  | 193 (175, 214)                 |
| Task 2 | 7.2% (4.0%, 10.3%)                              | 2,342 (2263, 2423)     | 224 (217, 232)                 |
| Task 3 | 16.8% (12.0%, 22.8%)                            | 23,278 (21588, 24620)  | 789 (732, 834)                 |
| Task 4 | 5.7% (2.3%, 7.3%)                               | 16,872 (16596, 17482)  | 2,812 (2766, 2914)             |
| Task 5 | 14.1% (9.0%, 18.8%)                             | 3,325 (3145, 3522)     | 554 (524, 587)                 |
| Task 6 | 8.7% (4.6%, 15.1%)                              | 15,689 (14575, 16390)  | 1,569 (1457, 1639)             |

Table B.5 | Out-of-distribution data efficiency metrics vs. Clinician. This table contains the percentage and absolute numbers of the training set necessary for REMEDIS to match the standard supervised (ImageNet) performance, as shown in Fig. B.1, as well as the estimated clinician hours saved.

| Task   | Proportion required to meet baseline performance | Count of samples saved | Estimated clinician hours saved |
|--------|-------------------------------------------------|------------------------|--------------------------------|
| Task 1 | 30.7% (25.14%, 36.9%)                           | 11,990 (10920, 12967)  | 200 (182, 216)                 |
| Task 2 | 8.9% (6.6%, 12.9%)                              | 2,297 (2196, 3356)     | 220 (210, 226)                 |
| Task 3 | 5.9% (2.8%, 8.9%)                               | 26,315 (25467, 25467)  | 219 (212, 226)                 |
| Task 4 | 3.5% (0.6%, 4.5%)                               | 17,269 (17095, 17788)  | 2,878 (2849, 2965)             |
| Task 5 | 3.7% (1.2%, 10.7%)                              | 3,727 (3460, 3826)     | 621 (577, 638)                 |
| Task 6 | 1.4% (0.0%, 4.9%)                               | 16,924 (16323, 17178)  | 1,692 (1632, 1718)             |
Table B.6 | Out-of-distribution Best-vs-Best Metrics - Part 1 The table contains the exact metrics for Fig. 3 and Fig. B.1, specifically the out-of-distribution data efficiency metrics values for REMEDIS vs. the strong and standard supervised baselines for tasks $T_1$, $T_2$, $T_3$.

| Task (Metric) | Method                  | Percentage | Metric          |
|---------------|-------------------------|------------|-----------------|
| Task 1 (Top-3 Accuracy) | Baseline Supervised      | 0          | 0.738 (0.734,0.743) |
|               | (ImageNet)               | 10         | 0.816 (0.814,0.819) |
|               |                         | 20         | 0.826 (0.823,0.830) |
|               |                         | 50         | 0.837 (0.836,0.838) |
|               |                         | 100        | 0.839 (0.838,0.840) |
|               | Baseline Supervised      | 0          | 0.755 (0.750,0.760) |
|               | (JFT)                   | 10         | 0.817 (0.814,0.819) |
|               |                         | 20         | 0.828 (0.826,0.831) |
|               |                         | 50         | 0.837 (0.836,0.839) |
|               |                         | 100        | 0.844 (0.842,0.845) |
|               | REMEDIS                 | 0          | 0.763 (0.760,0.769) |
|               |                         | 10         | 0.824 (0.822,0.827) |
|               |                         | 20         | 0.836 (0.834,0.839) |
|               |                         | 50         | 0.853 (0.851,0.855) |
|               |                         | 100        | 0.864 (0.863,0.866) |
| Task 2 (AUC) | Baseline Supervised      | 0          | 0.685 (0.682,0.688) |
|               | (ImageNet)               | 10         | 0.734 (0.732,0.737) |
|               |                         | 20         | 0.733 (0.731,0.735) |
|               |                         | 50         | 0.756 (0.751,0.760) |
|               |                         | 100        | 0.761 (0.759,0.764) |
|               | Baseline Supervised      | 0          | 0.718 (0.715,0.720) |
|               | (JFT)                   | 10         | 0.740 (0.737,0.742) |
|               |                         | 20         | 0.747 (0.742,0.753) |
|               |                         | 50         | 0.757 (0.753,0.761) |
|               |                         | 100        | 0.755 (0.750,0.761) |
|               | REMEDIS                 | 0          | 0.731 (0.727,0.736) |
|               |                         | 10         | 0.765 (0.760,0.770) |
|               |                         | 20         | 0.782 (0.774,0.791) |
|               |                         | 50         | 0.796 (0.792,0.801) |
|               |                         | 100        | 0.816 (0.811,0.821) |
| Task 3 (AUC) | Baseline Supervised      | 0          | 0.786 (0.783,0.788) |
|               | (ImageNet)               | 10         | 0.788 (0.777,0.800) |
|               |                         | 20         | 0.801 (0.798,0.802) |
|               |                         | 50         | 0.810 (0.803,0.816) |
|               |                         | 100        | 0.812 (0.807,0.817) |
|               | Baseline Supervised      | 0          | 0.785 (0.781,0.788) |
|               | (JFT)                   | 10         | 0.809 (0.808,0.810) |
|               |                         | 20         | 0.815 (0.813,0.816) |
|               |                         | 50         | 0.818 (0.817,0.819) |
|               |                         | 100        | 0.825 (0.824,0.826) |
|               | REMEDIS                 | 0          | 0.798 (0.796,0.800) |
|               |                         | 10         | 0.822 (0.819,0.824) |
|               |                         | 20         | 0.828 (0.826,0.830) |
|               |                         | 50         | 0.833 (0.832,0.833) |
|               |                         | 100        | 0.835 (0.834,0.836) |
| Task (Metric) | Method                | Percentage | Metric            |
|--------------|-----------------------|------------|-------------------|
| Task 4 (AUC) Baseline Supervised (ImageNet) | 0          | 0.757 (0.755,0.758) |
|              | 10                     | 0.870 (0.869,0.872) |
|              | 20                     | 0.877 (0.873,0.882) |
|              | 50                     | 0.892 (0.885,0.895) |
|              | 100                    | 0.892 (0.886,0.895) |
|              Baseline Supervised (JFT)          | 0          | 0.791 (0.790,0.792) |
|              | 10                     | 0.879 (0.868,0.891) |
|              | 20                     | 0.897 (0.893,0.904) |
|              | 50                     | 0.904 (0.899,0.909) |
|              | 100                    | 0.905 (0.897,0.911) |
|              REMEDIS                      | 0          | 0.876 (0.876,0.876) |
|              | 10                     | 0.931 (0.926,0.935) |
|              | 20                     | 0.947 (0.942,0.952) |
|              | 50                     | 0.958 (0.954,0.962) |
|              | 100                    | 0.958 (0.956,0.960) |
| Task 5 (AUC) Baseline Supervised (ImageNet) | 0          | 0.649 (0.645,0.655) |
|              | 10                     | 0.702 (0.697,0.708) |
|              | 20                     | 0.707 (0.700,0.715) |
|              | 50                     | 0.717 (0.710,0.725) |
|              | 100                    | 0.725 (0.719,0.729) |
|              Baseline Supervised (JFT)          | 0          | 0.664 (0.661,0.667) |
|              | 10                     | 0.717 (0.709,0.726) |
|              | 20                     | 0.729 (0.720,0.737) |
|              | 50                     | 0.741 (0.733,0.746) |
|              | 100                    | 0.760 (0.757,0.763) |
|              REMEDIS                      | 0          | 0.712 (0.710,0.714) |
|              | 10                     | 0.745 (0.726,0.761) |
|              | 20                     | 0.782 (0.768,0.795) |
|              | 50                     | 0.792 (0.783,0.803) |
|              | 100                    | 0.798 (0.792,0.804) |
| Task 6 (AUC) Baseline Supervised (ImageNet) | 0          | 0.700 (0.697,0.702) |
|              | 10                     | 0.715 (0.711,0.718) |
|              | 20                     | 0.722 (0.719,0.724) |
|              | 50                     | 0.724 (0.720,0.728) |
|              | 100                    | 0.727 (0.725,0.728) |
|              Baseline Supervised (JFT)          | 0          | 0.711 (0.709,0.715) |
|              | 10                     | 0.720 (0.717,0.722) |
|              | 20                     | 0.720 (0.717,0.723) |
|              | 50                     | 0.726 (0.723,0.728) |
|              | 100                    | 0.734 (0.732,0.736) |
|              REMEDIS                      | 0          | 0.725 (0.724,0.726) |
|              | 10                     | 0.735 (0.733,0.738) |
|              | 20                     | 0.741 (0.739,0.743) |
|              | 50                     | 0.746 (0.743,0.749) |
|              | 100                    | 0.750 (0.749,0.751) |
Table B.8 | Out-of-distribution relative improvement between REMEDIS and the strong supervised baseline. The absolute and relative improvement in the metrics between REMEDIS and the strong supervised baseline (JFT), using 0% and 100% of the Out-of-distribution dataset. This data is represented in Figure 3.

| Task (Metric) | Percentage | Absolute Improvement | Relative Improvement (%) |
|---------------|------------|----------------------|--------------------------|
| Task 1 (Top-3 Accuracy) | 0 | 0.009 (0.000, 0.018) | 1.2 (0.0, 2.5) |
| Task 1 (Top-3 Accuracy) | 100 | 0.020 (0.017, 0.023) | 2.4 (2.1, 2.8) |
| Task 2 (AUC) | 0 | 0.014 (0.007, 0.021) | 1.9 (0.9, 3.0) |
| Task 2 (AUC) | 100 | 0.060 (0.050, 0.071) | 8.0 (6.6, 9.5) |
| Task 3 (AUC) | 0 | 0.014 (0.008, 0.019) | 1.7 (1.1, 2.4) |
| Task 3 (AUC) | 100 | 0.009 (0.007, 0.011) | 1.1 (0.9, 1.3) |
| Task 4 (AUC) | 0 | 0.085 (0.084, 0.086) | 10.7 (10.6, 10.9) |
| Task 4 (AUC) | 100 | 0.053 (0.045, 0.063) | 5.8 (5.0, 7.0) |
| Task 5 (AUC) | 0 | 0.048 (0.043, 0.052) | 7.2 (6.5, 7.9) |
| Task 5 (AUC) | 100 | 0.038 (0.029, 0.047) | 5.0 (3.8, 6.2) |
| Task 6 (AUC) | 0 | 0.014 (0.009, 0.018) | 1.9 (1.2, 2.5) |
| Task 6 (AUC) | 100 | 0.016 (0.012, 0.019) | 2.2 (1.7, 2.6) |

Table B.9 | Out-of-distribution relative improvement between REMEDIS and the standard supervised baseline. The absolute and relative improvement in the metrics between REMEDIS and the standard supervised baseline (ImageNet), using 0% and 100% of the Out-of-distribution dataset. This data is represented in Figure B.1.

| Task (Metric) | Percentage | Absolute Improvement | Relative Improvement (%) |
|---------------|------------|----------------------|--------------------------|
| Task 1 (Top-3 Accuracy) | 0 | 0.025 (0.016, 0.035) | 3.4 (2.2, 4.7) |
| Task 1 (Top-3 Accuracy) | 100 | 0.025 (0.022, 0.028) | 3.0 (2.7, 3.4) |
| Task 2 (AUC) | 0 | 0.047 (0.039, 0.054) | 6.8 (5.7, 7.9) |
| Task 2 (AUC) | 100 | 0.054 (0.046, 0.062) | 7.1 (6.1, 8.2) |
| Task 3 (AUC) | 0 | 0.013 (0.009, 0.017) | 1.6 (1.1, 2.2) |
| Task 3 (AUC) | 100 | 0.022 (0.017, 0.028) | 2.7 (2.0, 3.5) |
| Task 4 (AUC) | 0 | 0.119 (0.117, 0.121) | 15.8 (15.5, 16.1) |
| Task 4 (AUC) | 100 | 0.066 (0.061, 0.074) | 7.4 (6.8, 8.4) |
| Task 5 (AUC) | 0 | 0.063 (0.055, 0.068) | 9.8 (8.4, 10.5) |
| Task 5 (AUC) | 100 | 0.074 (0.064, 0.084) | 10.2 (8.8, 11.7) |
| Task 6 (AUC) | 0 | 0.025 (0.021, 0.029) | 3.6 (3.0, 4.2) |
| Task 6 (AUC) | 100 | 0.023 (0.02, 0.026) | 3.2 (2.8, 3.6) |
### Table B.10 | Ablation Study Statistics
The table contains the corresponding two-sided t-test statistics for Fig. B.5, specifically the metrics produced for REMEDIS vs. each of the different techniques. This t-test was done without the assumption that the variances are equal.

| Task          | Distribution | Architecture | Comparison Method | T-Statistic | p-value       | Degrees of Freedom |
|---------------|--------------|--------------|-------------------|-------------|---------------|--------------------|
| Task 1        | In-distribution | R-152(2x)   | BiT-L             | 1.83        | 8.84841e-02  | 14.06              |
| Task 1        | In-distribution | R-152(2x)   | SimCLR            | 10.29       | 6.815352e-09 | 17.69              |
| Task 1        | In-distribution | R-50(1x)    | BiT-L             | 7.22        | 2.571443e-06 | 15.40              |
| Task 1        | In-distribution | R-50(1x)    | SimCLR            | 5.36        | 7.154525e-05 | 15.46              |
| Task 1        | Out-of-distribution | R-152(2x) | BiT-L             | 1.54        | 1.411247e-01 | 17.58              |
| Task 1        | Out-of-distribution | R-152(2x) | SimCLR            | 6.95        | 2.933571e-06 | 16.34              |
| Task 1        | Out-of-distribution | R-50(1x) | BiT-L             | 5.59        | 5.035536e-05 | 15.06              |
| Task 1        | Out-of-distribution | R-50(1x) | SimCLR            | 14.68       | 1.041017e-10 | 16.02              |
| Task 3        | In-distribution | R-152(2x)   | BiT-L             | 31.20       | 2.842220e-14 | 13.91              |
| Task 3        | In-distribution | R-152(2x)   | SimCLR            | 62.10       | 1.797997e-19 | 14.96              |
| Task 3        | In-distribution | R-50(1x)    | BiT-L             | 3.52        | 4.608371e-03 | 11.28              |
| Task 3        | In-distribution | R-50(1x)    | SimCLR            | 3.95        | 3.307544e-03 | 9.09               |
| Task 3        | Out-of-distribution | R-152(2x) | BiT-L             | 6.75        | 7.829244e-06 | 14.47              |
| Task 3        | Out-of-distribution | R-152(2x) | SimCLR            | 8.04        | 7.225264e-06 | 10.74              |
| Task 3        | Out-of-distribution | R-50(1x) | BiT-L             | 9.19        | 5.085610e-06 | 9.46               |
| Task 3        | Out-of-distribution | R-50(1x) | SimCLR            | -8.48       | 1.152971e-05 | 9.27               |
| Task 4        | In-distribution | R-50(1x)    | BiT-L             | 3.61        | 2.847966e-02 | 3.49               |
| Task 4        | In-distribution | R-50(1x)    | SimCLR            | 6.66        | 5.547361e-01 | 3.15               |
| Task 4        | Out-of-distribution | R-50(1x) | BiT-L             | 27.16       | 9.455735e-05 | 3.06               |
| Task 4        | Out-of-distribution | R-50(1x) | SimCLR            | 13.51       | 8.170055e-04 | 3.04               |
| Task 5        | In-distribution | R-50(1x)    | BiT-L             | 10.81       | 1.523292e-03 | 3.07               |
| Task 5        | In-distribution | R-50(1x)    | SimCLR            | 19.42       | 2.716788e-04 | 3.04               |
| Task 5        | Out-of-distribution | R-50(1x) | BiT-L             | 3.52        | 3.805765e-02 | 3.05               |
| Task 5        | Out-of-distribution | R-50(1x) | SimCLR            | 12.04       | 1.120045e-03 | 3.06               |

### Table B.11 | Task Statistics REMEDIS vs. the strong supervised baseline (JFT).
The table contains the corresponding two-sided t-test statistics for Fig. B.10, specifically the metrics produced for REMEDIS vs. the strong supervised baseline (JFT). This t-test was done without the assumption that the variances are equal.

| Task          | Distribution | Architecture | Comparison Method | T-Statistic | p-value       | Degrees of Freedom |
|---------------|--------------|--------------|-------------------|-------------|---------------|--------------------|
| Task 1        | In-distribution | R-152(2x)   | BiT-L             | 2.74        | 1.333964e-02 | 17.97              |
| Task 1        | In-distribution | R-50(1x)    | BiT-L             | 6.53        | 1.478805e-05 | 13.71              |
| Task 1        | Out-of-distribution | R-152(2x) | BiT-L             | 2.76        | 1.331786e-02 | 16.98              |
| Task 1        | Out-of-distribution | R-50(1x) | BiT-L             | 7.97        | 2.626604e-07 | 17.98              |
| Task 2        | In-distribution | R-152(2x)   | BiT-L             | 11.91       | 8.600512e-08 | 11.42              |
| Task 2        | In-distribution | R-50(1x)    | BiT-L             | 9.91        | 8.610633e-08 | 14.31              |
| Task 2        | Out-of-distribution Dataset 1 (R-152(2x)) | BiT-L | 6.27 | 4.792115e-05 | 11.61 |
| Task 2        | Out-of-distribution Dataset 2 (R-152(2x)) | BiT-L | 4.24 | 4.932287e-04 | 17.03 |
| Task 2        | Out-of-distribution Dataset 1 (R-50(1x)) | BiT-L | 5.87 | 2.889648e-04 | 8.56 |
| Task 2        | Out-of-distribution Dataset 2 (R-50(1x)) | BiT-L | 7.49 | 3.946623e-06 | 13.32 |
| Task 3        | In-distribution | R-152(2x)   | BiT-L             | 31.20       | 2.842220e-14 | 13.91              |
| Task 3        | In-distribution | R-50(1x)    | BiT-L             | 3.52        | 4.608371e-03 | 11.28              |
| Task 3        | Out-of-distribution | R-152(2x) | BiT-L             | 6.75        | 7.829244e-06 | 14.47              |
| Task 3        | Out-of-distribution | R-50(1x) | BiT-L             | 9.19        | 5.085610e-06 | 9.46               |
| Task 4        | In-distribution | R-50(1x)    | BiT-L             | 12.74       | 8.643737e-04 | 3.11               |
| Task 4        | Out-of-distribution Dataset 1 (R-50(1x)) | BiT-L | 154.09 | 1.267567e-10 | 5.14 |
| Task 4        | Out-of-distribution Dataset 2 (R-50(1x)) | BiT-L | 5.11 | 4.485801e-03 | 4.69 |
| Task 5        | In-distribution | R-50(1x)    | BiT-L             | 71.75       | 1.512674e-09 | 5.02               |
| Task 5        | Out-of-distribution | R-50(1x) | BiT-L             | 23.65       | 4.808754e-06 | 4.67               |
| Task 6        | In-distribution | R-152(2x)   | BiT-L             | 2.50        | 2.251765e-02 | 17.35              |
| Task 6        | Out-of-distribution | R-152(2x) | BiT-L             | 7.24        | 6.630100e-06 | 12.99              |
| Task 6        | Out-of-distribution | R-50(1x) | BiT-L             | 5.87        | 1.624941e-05 | 17.61              |
### Table B.12 | Task Statistics REMEDIS vs. the standard supervised baseline (ImageNet)
The table contains the corresponding two-sided t-test statistics for Fig. B.11, specifically the metrics produced for REMEDIS vs. the standard supervised baseline (ImageNet). This t-test was done without the assumption that the variances are equal.

| Task       | Distribution | Architecture | T-Statistic | p-value         | Degrees of Freedom |
|------------|--------------|--------------|-------------|-----------------|--------------------|
| Task 1     | In-distribution | R-152(2x)   | 14.60       | 4.509936e-09    | 12.16              |
| Task 1     | In-distribution | R-50(1x)    | 12.70       | 2.120881e-10    | 17.93              |
| Task 1     | Out-of-distribution | R-152(2x) | 6.89        | 2.967478e-06    | 16.64              |
| Task 1     | Out-of-distribution | R-50(1x)   | 10.51       | 4.458786e-09    | 17.86              |
| Task 2     | In-distribution | R-152(2x)   | 5.10        | 8.239890e-05    | 17.48              |
| Task 2     | In-distribution | R-50(1x)    | 23.57       | 6.420586e-13    | 14.42              |
| Task 2     | Out-of-distribution | Dataset 1 (R-152(2x)) | 1.47 | 1.609929e-01 | 16.13 |
| Task 2     | Out-of-distribution | Dataset 1 (R-50(1x)) | 15.63 | 1.932572e-10 | 14.42 |
| Task 2     | Out-of-distribution | Dataset 2 (R-152(2x)) | 5.18 | 6.678261e-05 | 17.63 |
| Task 2     | Out-of-distribution | Dataset 2 (R-50(1x)) | 9.97 | 1.046290e-08 | 17.79 |
| Task 3     | In-distribution | R-152(2x)   | 33.52       | 7.022141e-17    | 16.87              |
| Task 3     | In-distribution | R-50(1x)    | 87.58       | 4.931182e-18    | 11.85              |
| Task 3     | Out-of-distribution | R-152(2x) | 7.09        | 7.861702e-06    | 10.38              |
| Task 3     | Out-of-distribution | R-50(1x)   | 53.01       | 4.713106e-14    | 10.46              |
| Task 4     | In-distribution | R-50(1x)    | 19.97       | 2.152548e-06    | 5.56               |
| Task 4     | Out-of-distribution | Dataset 1 (R-50(1x)) | 115.92 | 1.737752e-07 | 3.55 |
| Task 4     | Out-of-distribution | Dataset 2 (R-50(1x)) | 12.32 | 3.173486e-04 | 3.84 |
| Task 5     | In-distribution | R-50(1x)    | 34.87       | 2.018287e-06    | 4.28               |
| Task 5     | Out-of-distribution | R-50(1x)   | 19.40       | 9.161187e-05    | 3.59               |
| Task 6     | In-distribution | R-152(2x)   | 7.77        | 2.269294e-06    | 13.64              |
| Task 6     | In-distribution | R-50(1x)    | 4.29        | 4.640856e-04    | 17.51              |
| Task 6     | Out-of-distribution | R-152(2x) | 15.93       | 1.118564e-10    | 14.70              |
| Task 6     | Out-of-distribution | R-50(1x)   | 5.61        | 3.515448e-05    | 16.49              |

### Table B.13 | Self-Training Statistics
The table contains the corresponding two-sided t-test statistics for Fig. B.6, specifically the metrics produced for REMEDIS vs. strong supervised baseline (JFT) and standard supervised baseline (ImageNet) further improved using the self-training strategy. This t-test was done without the assumption that the variances are equal.

| Distribution | Architecture | Comparison Method | T-Statistic | p-value         | Degrees of Freedom |
|--------------|--------------|-------------------|-------------|-----------------|--------------------|
| In-distribution | R-152(2x)    | Baseline (ImageNet) + Self-training | 20.11       | 3.165953e-12 | 14.93              |
| In-distribution | R-50(1x)     | Baseline (ImageNet) + Self-training | 26.10       | 1.893045e-15 | 17.48              |
| In-distribution | R-152(2x)    | Baseline (JFT) + Self-training | 3.83        | 1.242247e-03 | 17.74              |
| In-distribution | R-50(1x)     | Baseline (JFT) + self-training | 9.22        | 2.136911e-07 | 14.30              |
| Out-of-distribution | R-152(2x)    | Baseline (ImageNet) + Self-training | 11.24       | 1.445689e-09 | 17.98              |
| Out-of-distribution | R-50(1x)     | Baseline (ImageNet) + Self-training | 23.11       | 7.005811e-12 | 12.90              |
| Out-of-distribution | R-152(2x)    | Baseline (JFT) + Self-training | 2.54        | 2.067761e-02 | 17.92              |
| Out-of-distribution | R-50(1x)     | Baseline (JFT) + Self-training | 9.00        | 3.058183e-07 | 14.19              |
Table B.14 | Data Efficiency Statistics. The table contains the corresponding two-sided $t$-test statistics for Fig. B.13, specifically the metrics produced for REMEDIS vs. the Supervised Baseline (JFT). This $t$-test was done without the assumption that the variances are equal.

| Task         | Architecture | Data Percentage | T-Statistic | $p$-value          | Degrees of Freedom |
|--------------|--------------|-----------------|-------------|--------------------|--------------------|
| Task 1       | R-152(2x)    | 0               | 2.76        | 1.331786e-02       | 16.98              |
| Task 1       | R-152(2x)    | 10              | 3.30        | 1.334593e-03       | 17.76              |
| Task 1       | R-152(2x)    | 20              | 3.63        | 1.933656e-03       | 17.92              |
| Task 1       | R-152(2x)    | 50              | 12.77       | 2.331362e-10       | 17.68              |
| Task 1       | R-152(2x)    | 100             | 17.72       | 7.793245e-13       | 17.99              |
| Task 1       | R-50(1x)     | 0               | 7.97        | 2.626604e-07       | 17.98              |
| Task 1       | R-50(1x)     | 10              | 2.18        | 4.994976e-02       | 11.99              |
| Task 1       | R-50(1x)     | 20              | 7.86        | 3.178482e-07       | 17.97              |
| Task 1       | R-50(1x)     | 50              | 18.86       | 8.870438e-11       | 12.91              |
| Task 1       | R-50(1x)     | 100             | 26.29       | 7.120434e-14       | 14.86              |
| Task 2       | R-152(2x)    | 0               | 6.27        | 4.792115e-05       | 11.61              |
| Task 2       | R-152(2x)    | 10              | 5.74        | 5.458209e-05       | 13.80              |
| Task 2       | R-152(2x)    | 20              | 4.69        | 3.102928e-04       | 14.61              |
| Task 2       | R-152(2x)    | 50              | 4.40        | 3.894299e-04       | 17.09              |
| Task 2       | R-152(2x)    | 100             | 8.21        | 1.751132e-07       | 17.92              |
| Task 2       | R-50(1x)     | 0               | 4.24        | 4.932287e-04       | 17.93              |
| Task 2       | R-50(1x)     | 10              | 5.77        | 3.875014e-05       | 14.82              |
| Task 2       | R-50(1x)     | 20              | 4.85        | 3.352278e-04       | 12.78              |
| Task 2       | R-50(1x)     | 50              | 11.09       | 5.125399e-09       | 16.33              |
| Task 2       | R-50(1x)     | 100             | 10.71       | 3.319006e-09       | 17.86              |
| Task 3       | R-152(2x)    | 0               | 6.75        | 7.829244e-06       | 14.47              |
| Task 3       | R-152(2x)    | 10              | 8.06        | 6.161851e-06       | 10.98              |
| Task 3       | R-152(2x)    | 20              | 12.56       | 5.229848e-09       | 14.00              |
| Task 3       | R-152(2x)    | 50              | 17.66       | 1.508450e-10       | 13.16              |
| Task 3       | R-152(2x)    | 100             | 12.34       | 4.003740e-07       | 9.41               |
| Task 3       | R-50(1x)     | 0               | 9.19        | 5.085610e-06       | 9.46               |
| Task 3       | R-50(1x)     | 10              | 0.92        | 3.793349e-01       | 12.10              |
| Task 3       | R-50(1x)     | 20              | 8.08        | 2.927787e-05       | 8.47               |
| Task 3       | R-50(1x)     | 50              | 6.95        | 7.986308e-05       | 8.69               |
| Task 3       | R-50(1x)     | 100             | 9.26        | 7.933072e-06       | 8.80               |
| Task 4       | R-50(1x)     | 0               | 154.09      | 1.267567e-10       | 5.14               |
| Task 4       | R-50(1x)     | 10              | 7.44        | 7.674238e-05       | 7.93               |
| Task 4       | R-50(1x)     | 20              | 11.76       | 3.351396e-06       | 7.72               |
| Task 4       | R-50(1x)     | 50              | 14.39       | 5.197559e-08       | 10.00              |
| Task 4       | R-50(1x)     | 100             | 13.23       | 9.434235e-06       | 6.16               |
| Task 5       | R-50(1x)     | 0               | 2.50        | 4.056904e-02       | 7.08               |
| Task 5       | R-50(1x)     | 10              | 5.90        | 1.593510e-04       | 9.88               |
| Task 5       | R-50(1x)     | 50              | 7.92        | 1.644582e-05       | 9.59               |
| Task 5       | R-50(1x)     | 100             | 10.58       | 1.012535e-07       | 12.89              |
| Task 6       | R-152(2x)    | 0               | 7.24        | 6.630100e-06       | 12.99              |
| Task 6       | R-152(2x)    | 10              | 7.66        | 4.733065e-07       | 17.89              |
| Task 6       | R-152(2x)    | 20              | 11.68       | 1.294562e-09       | 17.24              |
| Task 6       | R-152(2x)    | 50              | 10.88       | 2.767563e-09       | 17.77              |
| Task 6       | R-152(2x)    | 100             | 11.77       | 1.061911e-08       | 14.15              |
| Task 6       | R-50(1x)     | 0               | 5.87        | 1.624941e-05       | 17.61              |
| Task 6       | R-50(1x)     | 10              | 5.28        | 5.126053e-05       | 17.98              |
| Task 6       | R-50(1x)     | 20              | 7.68        | 6.774580e-07       | 16.82              |
| Task 6       | R-50(1x)     | 50              | 7.66        | 6.151014e-07       | 17.17              |
| Task 6       | R-50(1x)     | 100             | 23.96       | 4.955856e-15       | 17.87              |
Table B.15 | Data Efficiency Statistics. The table contains the corresponding two-sided $t$-test statistics for Fig. B.14, specifically the metrics produced for REMEDIS vs. the Supervised Baseline (ImageNet). This $t$-test was done without the assumption that the variances are equal.

| Task | Architecture | Data Percentage | T-Statistic | $p$-value | Degrees of Freedom |
|------|--------------|----------------|-------------|-----------|--------------------|
| Task 1 | R-152(2x) | 0 | 6.89 | 2.967478e-06 | 16.64 |
| Task 1 | R-152(2x) | 10 | 4.24 | 5.149853e-04 | 17.69 |
| Task 1 | R-152(2x) | 20 | 3.65 | 1.907543e-03 | 17.61 |
| Task 1 | R-152(2x) | 50 | 13.12 | 1.832681e-10 | 17.43 |
| Task 1 | R-152(2x) | 100 | 23.52 | 7.950471e-15 | 17.75 |
| Task 1 | R-50(1x) | 0 | 10.51 | 4.458786e-09 | 17.86 |
| Task 1 | R-50(1x) | 10 | 3.58 | 2.722524e-03 | 14.97 |
| Task 1 | R-50(1x) | 20 | 5.93 | 1.300896e-05 | 17.96 |
| Task 1 | R-50(1x) | 50 | 27.75 | 2.010226e-14 | 15.18 |
| Task 1 | R-50(1x) | 100 | 26.63 | 5.451880e-15 | 16.50 |
| Task 2 | R-152(2x) | 0 | 1.47 | 1.609929e-01 | 16.13 |
| Task 2 | R-152(2x) | 10 | 11.89 | 1.204483e-09 | 16.94 |
| Task 2 | R-152(2x) | 20 | 8.16 | 8.407498e-07 | 14.52 |
| Task 2 | R-152(2x) | 50 | 5.97 | 1.253138e-05 | 17.85 |
| Task 2 | R-152(2x) | 100 | 13.12 | 1.832681e-10 | 17.43 |
| Task 2 | R-50(1x) | 0 | 7.09 | 7.861702e-06 | 13.08 |
| Task 2 | R-50(1x) | 10 | 5.55 | 4.241804e-03 | 4.27 |
| Task 2 | R-50(1x) | 20 | 18.57 | 7.939195e-09 | 9.57 |
| Task 2 | R-50(1x) | 50 | 7.31 | 6.422479e-04 | 5.19 |
| Task 2 | R-50(1x) | 100 | 7.73 | 1.315057e-02 | 2.16 |
| Task 3 | R-50(1x) | 0 | 13.78 | 7.365202e-10 | 15.61 |
| Task 3 | R-50(1x) | 10 | 21.43 | 4.713106e-06 | 11.02 |
| Task 3 | R-50(1x) | 20 | 8.73 | 2.718045e-05 | 8.45 |
| Task 3 | R-50(1x) | 50 | 9.98 | 3.059094e-08 | 15.85 |
| Task 3 | R-50(1x) | 100 | 18.36 | 1.388559e-07 | 11.69 |
| Task 4 | R-50(1x) | 0 | 115.92 | 1.737752e-07 | 3.55 |
| Task 4 | R-50(1x) | 10 | 21.63 | 9.742293e-06 | 4.52 |
| Task 4 | R-50(1x) | 20 | 18.89 | 3.125792e-06 | 5.52 |
| Task 4 | R-50(1x) | 50 | 13.78 | 3.765202e-10 | 15.61 |
| Task 5 | R-50(1x) | 0 | 18.36 | 1.472381e-08 | 9.20 |
| Task 5 | R-50(1x) | 10 | 21.43 | 4.713106e-06 | 11.02 |
| Task 5 | R-50(1x) | 20 | 8.73 | 2.718045e-05 | 8.45 |
| Task 5 | R-50(1x) | 50 | 9.98 | 3.059094e-08 | 15.85 |
| Task 5 | R-50(1x) | 100 | 18.36 | 1.388559e-07 | 11.69 |
| Task 6 | R-50(1x) | 0 | 18.36 | 1.472381e-08 | 9.20 |
| Task 6 | R-50(1x) | 10 | 21.43 | 4.713106e-06 | 11.02 |
| Task 6 | R-50(1x) | 20 | 8.73 | 2.718045e-05 | 8.45 |
| Task 6 | R-50(1x) | 50 | 9.98 | 3.059094e-08 | 15.85 |
Table B.16 | In-distribution Best-vs-Best Statistics. The table contains the corresponding two-sided \( t \)-test statistics for Fig. 3, specifically the metrics produced for REMEDIS vs. the Baseline Supervised (JFT) for in-distribution. This \( t \)-test was done without the assumption that the variances are equal.

| Task  | T-Statistic   | \( p \)-value     | Degrees of Freedom |
|-------|---------------|-------------------|--------------------|
| Task 1| 2.74          | 1.333964e-02      | 17.97              |
| Task 2| 11.91         | 8.600512e-08      | 11.42              |
| Task 3| 31.20         | 2.842220e-14      | 13.91              |
| Task 4| 12.74         | 8.643737e-04      | 3.11               |
| Task 5| 71.75         | 1.512674e-09      | 5.62               |
| Task 6| 8.71          | 8.879738e-08      | 17.53              |

Table B.17 | In-distribution Best-vs-Best Statistics. The table contains the corresponding two-sided \( t \)-test statistics for Fig. 3, specifically the metrics produced for REMEDIS vs. the Baseline Supervised (ImageNet) for in-distribution. This \( t \)-test was done without the assumption that the variances are equal.

| Task  | T-Statistic   | \( p \)-value     | Degrees of Freedom |
|-------|---------------|-------------------|--------------------|
| Task 1| 9.56          | 5.179113e-07      | 12.18              |
| Task 2| 5.10          | 8.239890e-05      | 17.48              |
| Task 3| 33.52         | 7.022141e-17      | 16.87              |
| Task 4| 19.97         | 2.152548e-06      | 5.56               |
| Task 5| 34.87         | 2.018287e-06      | 4.28               |
| Task 6| 9.31          | 1.612389e-07      | 14.57              |

Table B.18 | Out-of-distribution Best-vs-Best Statistics. The table contains the corresponding two-sided \( t \)-test statistics for Fig. 3, specifically the metrics produced for REMEDIS vs. the Baseline Supervised (JFT) for out-of-distribution. This \( t \)-test was done without the assumption that the variances are equal.

| Task  | Percentage | T-Statistic   | \( p \)-value     | Degrees of Freedom |
|-------|------------|---------------|-------------------|--------------------|
| Task 1| 0          | 2.44          | 2.661145e-02      | 15.99              |
| Task 1| 10         | 3.80          | 1.334593e-03      | 17.76              |
| Task 1| 20         | 4.29          | 5.605730e-04      | 15.99              |
| Task 1| 50         | 12.77         | 2.331362e-10      | 17.68              |
| Task 1| 100        | 17.72         | 7.793245e-13      | 17.99              |
| Task 2| 0          | 4.60          | 4.244625e-04      | 13.83              |
| Task 2| 10         | 8.47          | 1.155962e-05      | 9.27               |
| Task 2| 20         | 6.28          | 6.872213e-05      | 10.67              |
| Task 2| 50         | 12.92         | 7.661154e-10      | 15.88              |
| Task 2| 100        | 14.78         | 1.658754e-09      | 13.00              |
| Task 3| 0          | 6.75          | 7.829244e-06      | 14.47              |
| Task 3| 10         | 8.06          | 6.161851e-06      | 10.98              |
| Task 3| 20         | 12.56         | 5.229848e-09      | 14.00              |
| Task 3| 50         | 17.66         | 1.508450e-10      | 13.16              |
| Task 3| 100        | 12.34         | 4.003740e-07      | 9.41               |
| Task 4| 0          | 154.09        | 1.267567e-10      | 5.14               |
| Task 4| 10         | 7.44          | 7.674238e-05      | 7.93               |
| Task 4| 20         | 11.76         | 3.351396e-06      | 7.72               |
| Task 4| 50         | 14.39         | 5.197559e-08      | 10.00              |
| Task 4| 100        | 13.23         | 9.434235e-06      | 6.16               |
| Task 5| 0          | 23.65         | 4.808754e-06      | 4.67               |
| Task 5| 10         | 2.50          | 4.056090e-02      | 7.08               |
| Task 5| 20         | 5.90          | 1.593510e-04      | 9.88               |
| Task 5| 50         | 7.92          | 1.644582e-05      | 9.59               |
| Task 5| 100        | 10.58         | 1.012353e-07      | 12.89              |
| Task 6| 0          | 7.24          | 6.630100e-06      | 12.99              |
| Task 6| 10         | 7.66          | 4.733065e-07      | 17.89              |
| Task 6| 20         | 11.68         | 1.294562e-09      | 17.24              |
| Task 6| 50         | 10.88         | 2.767563e-09      | 17.77              |
| Task 6| 100        | 11.77         | 1.061911e-08      | 14.15              |
Table B.19 | Out-of-distribution Best-vs-Best Statistics. The table contains the corresponding two-sided $t$-test statistics for Fig. 3, specifically the metrics produced for REMEDIS vs. the Baseline Supervised (ImageNet) for out-of-distribution. This $t$-test was done without the assumption that the variances are equal.

| Task | Percentage | T-Statistic | $p$-value | Degrees of Freedom |
|------|------------|-------------|-----------|--------------------|
| Task 1 | 0           | 7.02        | 2.936831e-06 | 15.98            |
| Task 1 | 10          | 4.20        | 6.026055e-04 | 16.92            |
| Task 1 | 20          | 4.30        | 5.412103e-04 | 16.15            |
| Task 1 | 50          | 13.12       | 1.832681e-10 | 17.43            |
| Task 1 | 100         | 23.52       | 7.950471e-15 | 17.75            |
| Task 2 | 0           | 15.63       | 1.932572e-10 | 14.42            |
| Task 2 | 10          | 10.63       | 3.205746e-06 | 8.56             |
| Task 2 | 20          | 10.32       | 3.102720e-05 | 6.43             |
| Task 2 | 50          | 12.60       | 6.860748e-09 | 13.61            |
| Task 2 | 100         | 16.99       | 1.627972e-08 | 9.66             |
| Task 3 | 0           | 7.67        | 4.755322e-06 | 12.38            |
| Task 3 | 10          | 4.91        | 1.384528e-02 | 3.20             |
| Task 3 | 20          | 18.57       | 7.399195e-09 | 9.57             |
| Task 3 | 50          | 5.49        | 1.104863e-02 | 3.09             |
| Task 3 | 100         | 7.73        | 1.315057e-02 | 2.16             |
| Task 4 | 0           | 115.92      | 1.737752e-07 | 3.55             |
| Task 4 | 10          | 21.63       | 9.742293e-06 | 4.52             |
| Task 4 | 20          | 18.89       | 3.125792e-06 | 5.52             |
| Task 4 | 50          | 16.96       | 4.186965e-05 | 4.30             |
| Task 4 | 100         | 20.71       | 2.223103e-05 | 4.19             |
| Task 5 | 0           | 19.40       | 9.611817e-05 | 3.59             |
| Task 5 | 10          | 4.05        | 6.974446e-03 | 5.91             |
| Task 5 | 20          | 8.73        | 1.006661e-05 | 9.12             |
| Task 5 | 50          | 10.91       | 1.699557e-07 | 11.74            |
| Task 5 | 100         | 18.17       | 4.321376e-12 | 15.97            |
| Task 6 | 0           | 15.93       | 1.118564e-10 | 14.70            |
| Task 6 | 10          | 9.09        | 5.692101e-08 | 17.16            |
| Task 6 | 20          | 11.85       | 6.268180e-10 | 17.98            |
| Task 6 | 50          | 8.24        | 6.353943e-07 | 14.86            |
| Task 6 | 100         | 20.90       | 2.851323e-13 | 16.44            |