The Effect of Non-minimally Coupled Scalar Field on Gravitational Waves from First-order Vacuum Phase Transitions
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Abstract

We investigate first-order vacuum phase transitions in the presence of a non-minimally coupled scalar field starting with the coupling effect on the initial dynamics of phase transitions by defining an effective potential for the scalar field and then performing three dimensional numerical simulations to observe any possible distinction in gravitational wave power spectrum. Although we give a description of the model with the expanding background, in this particular paper, we exclude the scale factor contribution since we primarily focus on the immediate impact of the non-minimal coupling at initial phases of the transition. Even in this case we found that this modification has discernible effect on the power spectrum of the gravitational wave energy density.
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1. INTRODUCTION

Although it was originated from an astrophysical event, merging of two black holes, the first direct detection of gravitational waves (GWs) [1] has a special importance of examining the early Universe as well. The processes in the early Universe have some imprints on the “Cosmic Microwave Background Radiation” [2, 3] which can be considered as the picture of the Universe when its age is approximately 380,000 years. But, interactions at the end of such processes may lead these imprints become weak. However, weakly interacting GWs preserve the information related to their production. Therefore, GWs produced as a result of the early Universe processes have the opportunity of encoding direct information about such an era of the Universe with their possible detection through the future-planned space-based GW detectors [4–9] that are supposed to have the precision to a certain extent for such observations.

First-order cosmological phase transitions (PTs) are one of those phenomena that could possibly take place in the early Universe through the bubble nucleation mechanism and could be source to GWs carrying information about the event itself. In spite of the fact that the standard model of particle physics predicts the transitions in the early Universe, such as the electroweak PT and the quark-hadron PT, as crossovers, but not a first-order PTs [10, 11], such an incident could be seen in many extensions of it (See e.g. [12–14] and references therein). Therefore, it is noteworthy to analyze the outcomes of well-motivated models.

Theory of the vacuum PTs through the bubble nucleation in flat space-time were studied in Refs. [15, 16] and [17, 18] at zero and finite temperatures, respectively. Gravitational effects, on the other hand, were investigated in Ref. [19]. In flat space-time it was found that the most probable bubble profile is $O(4)$ symmetric configuration [20]. However, to the best of our knowledge, there is no proof of that concept for a curved space-time although in practice it is common to assume the same structure with the one in flat space-time.

The gravitational waves originated from a first-order PT are sourced by the shear stress forming after the collision of bubbles losing their symmetrical structures. In order to investigate the gravitational radiation in such an incident “envelope approximation” was developed by neglecting the overlapping regions between the colliding bubbles [21]. Recently, this approximation has been tested by three dimensional numerical simulations in Refs. [22–24] and it has been shown that the overlapping regions of collided bubbles are important in a sense that they give rise to oscillations in the scalar field distribution which are observed as a frequency peak proportional to its mass in GW power spectrum. Hence, it is crucial to run computer simulations in order to obtain more accurate results especially when investigating the long-time effects. On the other hand, there are analytical approximations which are capable of predicting the power spectra of GW energy density from bubble collision phase [25–27].

In curved space-time the quantum corrections to the scalar field require the inclusion of a non-minimal coupling term in the action [28–31] and with this respect that model
falls under the well-motivated theories that we have mentioned before. Bubble nucleation mechanism through the non-minimally coupled scalar field were studied in different contexts before [32–35]. In this work, we will study the effect of the non-minimal coupling on GW power spectrum by performing various three dimensional simulations and compare the results with the previous works in the literature. For this particular paper, although we will initially give a whole description of the model in an expanding Universe, we will neglect the impact of the scale factor on the equations of motion when performing the numerical simulations, since we will be interested in the short-time effects for now.

The plan of the paper is as follows: In Sec. (2) we give the main equations which will form the base for the numerical studies. The effect of the non-minimal coupling terms on the shape of the potential is investigated in Sec. (3). Then, the initial bubble profile, i.e. the bounce solution, is examined in Sec. (4) by comparing the results with the previous works. The model for simulations is described in Sec. (5) followed by Sec. (6) containing the numerical methods. Then, the results are given in Sec. (7) and final remarks are discussed in Sec. (8).

2. MAIN EQUATIONS

In this section we give the equations that will be used throughout this work. We begin with the action for the non-minimally coupled scalar field as follows

$$ S = \int d^4x \sqrt{-g} \left[ \frac{1}{2} \left( M_{\text{Pl}}^2 + \xi \phi^2 \right) R - \frac{1}{2} \nabla^\sigma \phi \nabla_\sigma \phi - V(\phi) \right] $$

(1)

where $\xi$ is the coupling constant, $V(\phi)$ is self-interacting potential, and $M_{\text{Pl}}^{-2} = 8\pi G$. From this action Einstein’s field equations are obtained as

$$ R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = M_{\text{Pl}}^2 T_{\mu\nu} $$

(2)

where the energy-momentum tensor is given by

$$ T_{\mu\nu} = \frac{M_{\text{Pl}}^2}{M_{\text{Pl}}^2 + \xi \phi^2} \left[ \nabla_\mu \phi \nabla_\nu \phi - \frac{1}{2} g_{\mu\nu} \nabla^\sigma \phi \nabla_\sigma \phi + \xi (\nabla_\mu \nabla_\nu - g_{\mu\nu} \Box) \phi^2 - g_{\mu\nu} V(\phi) \right] $$

(3)

On the other hand, equation of motion for the scalar field yields

$$ \square \phi + \xi \phi R - V'(\phi) = 0 $$

(4)

where prime denotes derivative with respect to the scalar field.

We use the following metric with respect to the scalar field.

$$ ds^2 = -dt^2 + a^2(t) (\delta_{ij} + h_{ij}) dx^i dx^j $$

(5)

1 We use geometrical units ($c = G = 1$) throughout this work.
where $a(t)$ is the scale factor, and we denote $h_{ij}(t, x)$ as transverse-traceless (TT) part of the metric perturbations. We will neglect the back reaction of the tensor perturbations on the scalar field and the scale factor evolution and, therefore, we get the Friedmann equations of homogeneous background as

$$
\left( \frac{\dot{a}}{a} \right)^2 = \frac{1}{M_{pl}^2 + \xi \dot{\phi}^2} \left[ \frac{1}{6} \dot{\phi}^2 + \frac{1}{6a^2} (\nabla \phi)^2 + \frac{1}{3} V(\phi) + \frac{\xi}{3a^2} \nabla^2 \phi^2 - 2\xi \frac{\dot{a}}{a} \phi \dot{\phi} \right],
$$

(6)

$$
\frac{\ddot{a}}{a} = -\frac{1}{M_{pl}^2 + \xi \phi^2} \left[ \left( \frac{1}{3} + \xi \right) \dot{\phi}^2 - \frac{1}{3} V(\phi) + \xi \phi \ddot{\phi} - \frac{\xi}{6a^2} \nabla^2 \phi^2 + \xi \frac{\dot{a}}{a} \phi \dot{\phi} \right],
$$

(7)

where all quantities of the scalar field should be understood spatially averaged.

Equation of motion for the scalar field can be recast as

$$
\ddot{\phi} + 3 \frac{\dot{a}}{a} \dot{\phi} - \frac{1}{a^2} \nabla^2 \phi + 6\xi \left[ \frac{\ddot{a}}{a} + \left( \frac{\dot{a}}{a} \right)^2 \right] \phi + \frac{\partial V}{\partial \phi} = 0
$$

(8)

with the help of the metric function given in Eq. (5).

Following the method described in Ref. [36] for the tensor perturbations we have

$$
\ddot{u}_{ij} + 3 \frac{\dot{a}}{a} u_{ij} - \frac{1}{a^2} \nabla^2 u_{ij} = \frac{2M_{pl}^{-2}}{a^2} \mathcal{T}_{ij}
$$

(9)

where the auxiliary tensor, $u_{ij}$, is related to TT part of the tensor perturbations via the following projection operator

$$
h_{ij}(t, k) = \Lambda_{ij,lm}(\mathbf{k}) u_{lm}(t, k)
$$

(10)

where $u_{lm}(t, k)$ is the Fourier transform of $u_{ij}(t, x)$ and the projection operator is defined as

$$
\Lambda_{ij,lm}(\mathbf{k}) = P_{lm}(\mathbf{k}) P_{jl}(\mathbf{k}) - \frac{1}{2} P_{ij}(\mathbf{k}) P_{lm}(\mathbf{k}), \quad P_{ij}(\mathbf{k}) = \delta_{ij} - \frac{k_i k_j}{k^2}.
$$

(11)

Finally, using Eq. (3) in Eq. (9) and rearranging the resulting terms we obtain

$$
\ddot{u}_{ij} + \left( 3 \frac{\dot{a}}{a} + \frac{2\xi \phi \dot{\phi}}{M_{pl}^2 + \xi \phi^2} \right) \dot{u}_{ij} - \frac{1}{a^2} \nabla^2 u_{ij} = \frac{2}{a^2} \frac{1}{M_{pl}^2 + \xi \phi^2} \left( \frac{1 - 2\xi}{\xi} \frac{\partial_i \phi \partial_j \phi - 2\xi \phi \partial_i \phi \partial_j \phi}{k_i k_j} \right).
$$

(12)

We choose to implement the potential for the scalar field same with the one used in Ref. [22] in the following form

$$
V(\phi) = \frac{1}{2} M^2 \phi^2 + \frac{1}{3} \delta \phi^3 + \frac{1}{4} \lambda \phi^4
$$

(13)

where $M$, $\delta$, and $\lambda$ are constants. This form is enough for our purposes and it will provide an easy and direct comparison of the outcomes.
FIG. 1. Here the potential parameters are $\delta/M = -1.632$ and $\lambda = 0.5$. (LEFT) The effective potential given in Eq. (18) for different values of the coupling constant, $\xi$. $\phi_t$ indicates the value of the scalar field in true vacuum. (RIGHT) Two curves corresponding to $V_{\text{eff}} = 0$ and $V'_{\text{eff}} = 0$ which intersect at critical $\xi$, i.e. $\xi_c \approx 4.28$ at which two minima becomes degenerate. Vertical gray region indicates the forbidden region, $-1/6 \leq \xi_{\text{forbidden}} \leq 0$, where the effective potential becomes discontinuous.

3. THE EFFECTIVE POTENTIAL

In this section we try to understand the effect of non-minimal coupling on the dynamics of the phase transition by investigating the behavior and, possibly, the validity range of the coupling constant, $\xi$, via an effective potential. Therefore, this analysis will give a possible restriction on the free parameter of the model and explicitly show the impact of a chosen value that will provide a guide for the simulations. To this end, we rearrange Eq. (8) with the help of Eqs. (6) and (7) and get the equation of motion for the scalar field in the following form

$$\ddot{\phi} + \frac{3}{a} U_1(\phi) \dot{\phi} + U_2(\phi) \dot{\phi}^2 - \left[U_1(\phi) - U_2(\phi)\right] \frac{1}{a^2} (\nabla \phi)^2 + \frac{\partial V_{\text{eff}}}{\partial \phi} = 0 \quad (14)$$

where we have defined

$$U_1(\phi) \equiv \frac{M_{\text{Pl}}^2 + 3\xi \phi^2}{M_{\text{Pl}}^2 + \xi (1 + 6\xi) \phi^2}, \quad U_2(\phi) \equiv \frac{\xi (1 + 6\xi)}{M_{\text{Pl}}^2 + \xi (1 + 6\xi) \phi^2} \quad (15)$$

and the derivative of the effective potential is given by

$$\frac{\partial V_{\text{eff}}}{\partial \phi} = \frac{(M_{\text{Pl}}^2 + \xi \phi^2) \frac{\partial V}{\partial \phi} - 4\xi \phi V(\phi)}{M_{\text{Pl}}^2 + \xi (1 + 6\xi) \phi^2}. \quad (16)$$

Now, by plugging the potential given in Eq. (13) into this expression we obtain

$$\frac{\partial V_{\text{eff}}}{\partial \phi} = \frac{M_{\text{Pl}}^2 M^2 \phi + M_{\text{Pl}}^2 \delta \phi^2 - (\xi M^2 - M_{\text{Pl}}^2 \lambda) \phi^3 - \frac{1}{3} \xi \delta \phi^4}{M_{\text{Pl}}^2 + \xi (1 + 6\xi) \phi^2} \quad (17)$$
integration of which yields

$$V_{\text{eff}}(\phi) = V_0 - A + B\phi - C\phi^2 - D\phi^3 + E_1 \ln(1 + E_2 \phi^2) - F \tan^{-1}(\sqrt{E_2} \phi)$$  \hspace{1cm} \text{(18)}$$

where

$$A = \frac{M_{\text{Pl}}^2 C}{K}, \quad B = \frac{M_{\text{Pl}}^2 \delta (\xi + 3K)}{3K^2}, \quad C = \frac{M^2 \xi - M_{\text{Pl}}^2 \lambda}{2K}, \quad D = \frac{\delta \xi}{9K}$$

$$E_1 = \frac{M_{\text{Pl}}^2 (M^2 + 2C)}{2K}, \quad E_2 = \frac{K}{M_{\text{Pl}}^2}, \quad F = \frac{B M_{\text{Pl}}^2}{\sqrt{K^2}}, \quad K = \xi (1 + 6\xi)$$  \hspace{1cm} \text{(19)}$$

and $V_0$ is the integration constant which we set to $A$. Although this effective potential is unbounded from one side and it can be fixed with the addition of some higher order correction terms to the potential given in Eq. (13), we do not prefer to do that since the current form does not have any negative effects on solving the classical equations of motion and, therefore, it is sufficient for our purposes. On the other hand, Eq. (19) puts a mathematical constraint on the coupling constant to make the effective potential analytical and that is $\xi (1 + 6\xi) \geq 0$ which leads to a forbidden region in parameter space as $-1/6 \leq \xi_{\text{forbidden}} \leq 0$.

We give an example plot of the effective potential in Fig. (1) for some fixed parameter values of $\delta/M$ and $\lambda$. As seen from the figure the difference between true and false vacuums gets smaller when the value of the coupling constant increases which means that the bubble walls get thinner. In addition to that, there is a value, $\xi = \xi_c$, at which two minima becomes degenerate. For values bigger than that first-order transition does not occur or may take place in the opposite way. The latter possibility was discussed in detail in Refs. [32, 37].

4. THE BUBBLE PROFILE

Bounce solutions for the non-minimally coupled scalar field were studied previously in different contexts [32–35]. Here, we also examine the bubble profiles by solving the equations numerically in order to compare them with the thin-wall approximation [15] and determine whether it is appropriate to implement here or not.

As mentioned earlier, in flat space-time the most probable bubble configuration was found to be $O(4)$ symmetric configuration [20]. Although there is no such proof for a curved space-time to this day, in this work we assume that the same $O(4)$ symmetrical bubble profile is valid for both the scalar field and the metric tensor. Therefore, the most general rotationally invariant Euclidean metric can be written as

$$ds^2 = d\eta^2 + \rho^2(\eta) \left[ d\chi^2 + \sin^2 \chi (d\theta^2 + \sin^2 \theta d\varphi^2) \right]$$  \hspace{1cm} \text{(20)}$$
which gives rise to the following Euclidean equations of motion

\[ \phi'' + \frac{3\rho'}{\rho} \phi' + \frac{\xi(1 + 6\xi)\phi}{M_{Pl}^2 + \xi(1 + 6\xi)\phi^2} \rho^2 - \frac{\partial V_{\text{eff}}}{\partial \phi} = 0, \tag{21} \]

\[ \rho'^2 = 1 + \frac{\rho^2}{3(M_{Pl}^2 + \xi\phi^2)} \left[ \frac{1}{2} \phi'^2 - V(\phi) - 6\xi\phi\phi' \frac{\rho'}{\rho} \right], \tag{22} \]

\[ \rho'' = -\frac{\rho}{3(M_{Pl}^2 + \xi\phi^2)} \left[ \phi'^2 + V(\phi) + 3\xi(\phi'^2 + \phi\phi'' + \phi\phi' \frac{\rho'}{\rho}) \right], \tag{23} \]

for the scalar field and the Einstein’s field equations where prime designates the derivative with respect to \( \eta \). In order to find the bounce solutions we solve Eqs. (21) and (23) numerically with the shooting method and use Eq. (22) as the constraint. We impose the boundary conditions as \( \phi(0) = \phi_{\text{bs}}, \phi'(0) = 0, \rho(0) = 0, \) and \( \rho'(0) = 0 \) where \( \phi_{\text{bs}} \) is the critical value that provides \( \phi(\eta \to \pm \infty) = 0. \)

We give two examples of the critical bubble profiles in Fig. (2) for the same parameter values used to produce the results in Fig. (1). In the same figures we also plot the graphs of the equation for the thin-wall approach as

\[ \phi(r) = \frac{\phi_t}{2} \left[ 1 - \tanh \left( \frac{r - R_c}{l_0} \right) \right] \tag{24} \]

where \( R_c \) and \( l_0 \) are the critical radius and the bubble wall length, respectively, which can be found from the following expressions [22]

\[ \phi(R_c) = \frac{1}{2} \phi_t, \quad \phi(r^\pm) = \frac{\phi_t}{2} \left[ 1 - \tanh \left( \pm \frac{1}{2} \right) \right], \quad l_0 = r^+ - r^-. \tag{25} \]

As a result of this brief analysis, we can conclude that the thin-wall approximation can be safely applied for at least \( \xi < 1 \) which already describes much bigger region than the one
TABLE 1. Parameter values used in the simulations. $\lambda$ and $\delta/M$ are the same values with Ref. [22] in order to compare the results and to see the effect of various $\xi$ values. Critical radius ($R_c$), bubble wall thickness ($l_0$), scalar field value in true vacuum ($\phi_t$), and the vacuum energy density ($\rho_{\text{vac}}$) are calculated as explained in the text.

| $\lambda$ | $\delta/M$ | $\xi$ | $R_c/M$ | $l_0/M$ | $R_c/l_0$ | $\phi_t/M$ | $\rho_{\text{vac}}/M^4$ |
|-----------|------------|-------|---------|---------|-----------|-------------|-----------------|
| 0.5       | -1.632     | 0     | 7.15    | 1.71    | 4.18      | 2.45        | 0.495           |
|           |            | 0.1   | 7.56    | 1.74    | 4.35      | 2.44        | 0.482           |
|           |            | 0.25  | 8.14    | 1.75    | 4.65      | 2.42        | 0.450           |
|           |            | 0.5   | 9.47    | 1.81    | 5.23      | 2.40        | 0.379           |
|           |            | 0.75  | 11.54   | 1.90    | 6.07      | 2.38        | 0.305           |
|           |            | 1     | 15.25   | 2.01    | 7.59      | 2.36        | 0.240           |
| -1.56     | 0          | 14.3  | 1.83    | 7.81    | 2.22      | 0.189       |
|           | 0.25       | 17.52 | 1.87    | 9.37    | 2.21      | 0.176       |
|           | 0.5        | 24.11 | 1.90    | 12.69   | 2.20      | 0.148       |

that we are interested in this work. Therefore, we use Eq. (24) for the initial bubble profiles at the start of our simulations.

We also calculate the parameters for different values of the coupling constant as given in Table (1). To this end, we use $\lambda = 0.5$ for all solutions together with $\delta/M = -1.632$ and $\delta/M = -1.56$. As seen from the table, the critical radius and the wall thickness increase as value of the coupling constant raises while value of the scalar field in true vacuum and the vacuum energy density decrease. Since the vacuum energy density is defined as the difference between two minima of the potential, this result confirms the illustration given in Fig. (1).

In addition to that, the ratio $R_c/l_0$ grows as the coupling constant increases which means the thin-wall limit is getting more applicable but probably with a slightly different form than Eq. (24).

5. THE MODEL FOR SIMULATIONS

As discussed in earlier sections, we neglect the contribution of the scale factor in equation for the scalar field and solve the following form

$$\ddot{\phi} - \nabla^2 \phi + \frac{\partial V}{\partial \phi} = 0,$$ (26)

which, actually, is the case of the minimal coupling. However, the equation for the tensor perturbations turns into

$$\ddot{u}_{ij} + \frac{2\xi \phi \dot{\phi}}{M_{Pl}^2 + \xi \phi^2} \dot{u}_{ij} - \nabla^2 u_{ij} = \frac{2}{M_{Pl}^2 + \xi \phi^2} \left( 1 - 2\xi \right) \frac{\partial_i \phi \partial_j \phi - 2\xi \dot{\phi} \partial_i \partial_j \phi}{\partial_i \partial_j \phi}$$ (27)

that still has additional source terms on right-hand side and a friction term on the left-hand side both depending on $\xi$. Therefore, we expect some differences even if we neglect the
expansion of the Universe. Since we do not take into account the change in the equation of motion for the scalar field due to the non-minimal coupling, we will use small values for the coupling constant to make sure that the same simulation parameters are still valid approximately and, furthermore, to ensure compatibility with the constraints found in the literature as we will mention shortly.

Finally, we calculate the GW energy density through

\[ \rho_{gw}(x, t) = \frac{1}{32\pi G} \sum_{i,j} \dot{h}_{ij}(x, t) \dot{h}_{ij}(x, t) \]  

where dots represent the derivative with respect to time.

6. NUMERICAL METHODS AND THE POWER SPECTRA

Our code has been built on Python programming language and to speed it up on some intensive iterations, such as calculation of power spectra and projection operations on Fourier space, Cython [38] extension has been used. The code works parallel based on pencil decomposition and communication between processes is provided by mpi4py [39] package. We constructed similar algorithms given in Ref. [40] for the Fourier transforms in parallel computing in Python and with the guidance of the same study we wrote a routine for the inverse Fourier transforms that is necessary to calculate the spatial distribution of GW energy density. The implemented method for solving the differential equations is the staggered leapfrog together with 7-point stencil for the Laplacian operator.

The equation set we use for the computation is

\[ \psi'' - \nabla^2 \psi + \psi + \alpha \beta \psi^2 + \lambda \beta^2 \psi^3 = 0, \]  

\[ u''_{ij} + \frac{2\xi \psi \psi'}{m_{Pl}^2/\beta^2 + \xi \psi^2} u'_{ij} - \nabla^2 u_{ij} = 2 \frac{(1 - 2\xi) \partial_i \psi \partial_j \psi - 2\xi \psi \partial_i \partial_j \psi}{m_{Pl}^2/\beta^2 + \xi \psi^2} \]  

with the following definitions

\[ \psi \equiv \frac{\phi}{\phi_t}, \quad m_{Pl}^2 \equiv \frac{M_{Pl}^2}{M^2}, \quad \vec{x} \to M\vec{x}, \quad d\tau \equiv Mdt, \quad \alpha \equiv \frac{\delta}{M}, \quad \beta \equiv \frac{\phi_t}{M} \]  

and the prime denotes the derivative with respect to \( \tau \). For the initial conditions in time we set \( \psi(\tau = 0) = \psi_{init}, \psi'(\tau = 0) = 0, \) and \( u_{ij}(\tau = 0) = u'_{ij}(\tau = 0) = 0 \) where \( \psi_{init} \) represents random initial locations of nucleated bubbles and we use periodic boundary conditions for the spatial part.

Appearance of the first derivative in the second term on the left-hand side of Eq. (30) is problematic for our algorithm. To solve this problem we have exploited a method adopted in Ref. [41] to correct the staggered leapfrog for this particular equation. The spatial resolution and the Courant factor have been chosen as \( dx = 0.22 \) and \( c = 0.2 \), respectively.
We apply the following definitions of the power spectrum for the scalar field

$$\frac{\mathcal{P}_\phi(k, t)}{\phi^2} = \frac{k^3}{2\pi^2} \langle \psi(k, t) \psi^*(k, t) \rangle$$

and for the gravitational waves

$$\frac{d\Omega_{gw}}{d \ln k} = \frac{1}{32\pi G \rho_c} \frac{k^3}{2\pi^2} \langle \dot{h}_{ij}(k, t) \dot{h}_{ij}(k, t) \rangle$$

$$= \frac{M_{Pl}^2}{4\rho_c} \frac{k^3}{2\pi^2} \langle \Lambda_{ij,lm} \dot{u}_{lm}(k, t) \Lambda_{ij,pr} \dot{u}^*_{pr}(k, t) \rangle$$

where the angle brackets denote the spatial averaging. However, we implement the following normalization for the graphical representations [22, 42]

$$\frac{d\Omega_{gw}}{d \ln k} \rightarrow \frac{1}{(H_* R_* \Omega_{vac})^2} \frac{d\Omega_{gw}}{d \ln k}$$

where $R_*$ is the mean bubble separation given as $R_* = (V/N_b)^{1/3}$ in which $V$ and $N_b$ are the physical volume of the simulation box and the number of bubbles, respectively.

Although this does not change the results of our simulations, in order to reduce the effect of the numerical artifacts occurring at ultraviolet frequency regime we partly follow the methods described in Ref. [43].

### 7. RESULTS

We have run three main simulations for different $\xi$ values and for $\xi = 0$, results of which are shown in Fig. (3) in terms of GW power spectra. Additionally, two dimensional slices of the simulation boxes are given in Fig. (5) for three different runs showing only the spatial distribution of GW energy density for a clearer representation. The values of the coupling constant have been chosen such that the deviation is small in comparison and they are compatible with the constraints found in Refs. [44–48] from different contexts. We have used only positive values of $\xi$ since negative values of the coupling constant are forbidden within the interested interval as indicated in Sec. (3). Outside that region, on the other hand, negative values give the same potential shape which can already be achieved with some positive value, therefore, the outcome would be no different.

The results for $\xi = 0$, which are equivalent to the ones originally found in Ref. [22], have been produced to check that our code yields compatible outcomes and to complete our analysis in this paper. In addition to that we also provide the results of two different simulations for $\xi = 0$ in the appendix for a consistency check of our code. As mentioned in the previous section we have numerically solved Eq. (29) and Eq. (30) with the leapfrog algorithm in all simulations for the time advance. We have implemented numerical values for the parameters in the first line of Table (1). The simulations have been performed with
FIG. 3. Power spectra of GW energy density for different values of the coupling constant. All simulations have been run in a cubic simulation box of 1024 points per edge with 64 bubbles nucleated simultaneously.

simultaneous nucleation that is all the bubbles have been nucleated in the beginning of each run. Within the scope of the current study we have seen no necessities to conduct simulations with different nucleation types since we intended to compare only the immediate effect of the non-minimal coupling which should be similar for the other kinds as well.

As seen from Fig. (3) (and from the ones represented in the appendix), regarding to the case of $\xi = 0$, the results coincide well with the outcomes of Refs. [22, 24]. On the other hand, for the simulations with $\xi \neq 0$ the first thing to notice from the power spectrum graphs is that the highest peak moves from a frequency associated with the mean bubble separation, $R_*$, towards the one closed to the bubble wall width, $l_0$, which is also related to the scalar field mass in the broken phase. If we increase the value of the coupling constant, this difference becomes apparent more quickly. In addition to growth of the peak connected with $l_0$, the peak around $R_*$ also rises in course of time with an increasing $\xi$ while its location is almost the same in all simulations around $t/R_* = 1$.

We have given two dimensional snapshots in Fig. (5) for three simulations with $\xi = 0$, $\xi = 1 \times 10^{-4}$, and $\xi = 1 \times 10^{-3}$. The effect of the friction term in Eq. (30) creates a discernible
pattern in the figures since that term suppresses the oscillations more with a higher value of the coupling constant which also causes the GW energy density to increase seemingly. While it is possible to see the traces of $R_*$ in figures for $\xi = 0$, and $\xi = 1 \times 10^{-4}$ at relatively late times, the same thing does not apply to their counterpart for $\xi = 1 \times 10^{-3}$ where $l_0$ prevails over $R_*$ quickly as seen from its power spectra. Furthermore, the spatial distribution becomes very homogeneous in comparison with a significant increase in amplitudes that was also reported in Refs. [49, 50] for a slightly different context.

Regarding to time evolution of the GW energy densities defined in Eq. (28), as seen from Fig. (4) the oscillations are obvious after the bubble collision phase for $\xi = 0$ and $\xi = 1 \times 10^{-4}$ with a slightly increasing trend. However, the other two data sets show that they continue to increase exponentially in the same time scale. Based on the results in power spectra it could be said that when the peak related to $l_0$ is higher than the one for $R_*$, oscillatory behavior in GW energy density does not appear in current outcomes. This means that exponentially increasing part of the solution becomes more dominant in comparison with the component controlling the oscillations. Nevertheless, together with the inclusion of modification in equation of motion for the scalar field, the expansion of the Universe should alter the situation since the Hubble parameter comes into play in the coefficient of the friction term in Eq. (30). Moreover, the reason for the increment in amplitudes as mentioned in the previous paragraph is evident now from the time evolution of GW energy densities.
8. CONCLUSION

In this work we have examined the effect of non-minimally coupled scalar field on the power spectrum of GW energy density in first-order vacuum phase transitions. To this end, we have succinctly analyzed the equations in an expanding background which led to the definition of an effective potential through Eq. (18). After integrating that expression, we have found the form of the effective potential which determines the behavior of the scalar field. Then, we have performed three dimensional numerical simulations in order to calculate GW power spectra.

We have also briefly reviewed the initial bubble profile and we have seen that it is still a good approach to apply the thin-wall approximation in the parameter space that we are interested in. We have presented the characteristic parameter values of our model in Table (1) for different coupling constants. It seems that if we increase the value of the coupling constant, the critical radius and the wall width also increase as their ratio shows the same behavior which means that the system approaches to the regime where the thin-wall approximation can be applied. On the other hand, both value of the scalar field in true vacuum and the vacuum energy density decrease responding to diminishing height of the potential barrier which occurs as ξ increases. This situation continues up to a critical value of ξ until two minima become degenerate and then it goes the other way around.

The coupling constant has a significant effect on the characteristic length scales of the model as mentioned above. However, the values of ξ should be small in comparison with the ones given in Table (1) if we consider the limitations coming from different subjects as suggested by the previous studies [44–48]. Our work in this paper also partially justifies the results in the literature as seen from the figures of GW power spectra and time evolution of GW energy densities. Moreover, it can be possible to find a restriction on ξ considering the expansion of the Universe in the model as well.

The potential of the non-minimally coupled scalar field can be written effectively as $V_{\text{eff}}(\phi) = V(\phi) + \xi \phi R$. Since the Ricci scalar contains only the scale factor and its derivatives in FLRW universe, this term can be considered as if it makes a contribution to the mass of the scalar field, an effective mass in a manner of speaking. Except for the investigation of initial bubble profile, even though we did neglect this effect in the simulations, the change in the highest peak of GW power spectra reflects the imprint of ξ on the phase transitions and signals the necessity of further studies including such effects that might also provide insights for the Higgs inflation scenarios.

It has been known that the gravitation and the vacuum decay have mutual non-negligible effects on each other [19] let alone the non-minimal coupling. Nevertheless, in this work we have intended to determine the impact level of the non-minimal coupling on the power spectra of GW energy density by covering a limited time interval. Our results indicate that this well-motivated model should be investigated in detail with more realistic setups in accordance with the conditions in the early Universe.
FIG. 5. Two dimensional slices of simulations described in the caption of Fig. (3) for $\xi = 0$ (LEFT), $\xi = 1 \times 10^{-4}$ (MIDDLE), and $\xi = 1 \times 10^{-3}$ (RIGHT). The scales are specific to all plots, therefore, the color codes differ in each graph. Both axes have length $L = Ndx$ with $N = 1024$ and $dx = 0.22$. Numbers in the color bars indicate maximum and minimum values of GW energy density in that particular slice.
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Appendix

Here we provide the results of two different simulations to show that our code produces consistent outcomes with the previous ones obtained in Refs. [22, 24]. To do that we set ξ = 0 as it corresponds to the case in the mentioned papers. In this work we have followed Ref. [22] in the context of the values for the simulation parameters. However, the case $\bar{\lambda} = 0.84$ in Ref. [24] also coincides with the parameter values at the top row of Table (1) that have been used through the simulations results of which are given below.

To begin with we plot time evolution of the scalar field mean energy densities in Fig. (6) where kinetic, gradient, and potential energy densities are defined as

$$
\rho_K = \frac{1}{2} \dot{\phi}^2, \quad \rho_G = \frac{1}{2} (\nabla \phi)^2, \quad \rho_V = V(\phi) - V(\phi_t).
$$

We see from the figure that the total energy of the scalar field initially forms from its potential as the kinetic and the gradient energies are close to zero. This situation alters until around $t/R_\ast = 1$ after which they all settle down to nearly a constant value. Comparison of Fig. (4) in Ref. [22] and Fig. (6) in Ref. [24] with Fig. (6) below shows that our code works properly in this manner.

![FIG. 6. Time evolution of the scalar field mean densities for $\xi = 0$ as defined in Eq. (36).](image)

Another important result to check is the power spectrum which we present in Fig. (7) for both the scalar field and the GW energy density. The power spectrum of the scalar field and the power spectrum of the GW energy density correspond to Fig. (6a) and Fig. (8) in Ref. [22], respectively. We have used the same parameters with the mentioned paper, that is, to produce the outcome of the power spectrum for the scalar field (the GW energy density) we have taken $N = 512$ ($N = 1024$), $dx = 0.44$ ($dx = 0.22$), and 512 (64) bubbles initiated simultaneously in the beginning of the simulation. Comparison of the results show that our code gives compatible outputs for the power spectrum as well. On the other hand, although it is not as important as the previous results in order to validate the consistency of our code directly, in Fig. (8) we also present two-dimensional slices obtained from the same simulation.
that gave the power spectrum of the GW energy density. These snapshots can be compared with Fig. (2) in Ref. [22].

FIG. 7. (LEFT) The power spectrum of the scalar field and (RIGHT) the power spectrum of the GW energy density.

FIG. 8. Two-dimensional slices of a simulation with $N = 1024$ and $dx = 0.22$ for $\xi = 0$. 