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Abstract. We consider lattices generated by finite Abelian groups. We prove that such a lattice is strongly eutactic, which means the normalized minimal vectors of the lattice form a spherical 2-design, if and only if the group is of odd order or if it is a power of the group of order 2. This result also yields a criterion for the appropriately normalized minimal vectors to constitute a uniform normalized tight frame. Further, our result combined with a recent theorem of R. Bacher produces (via the classical Voronoi criterion) a new infinite family of extreme lattices. Additionally, we investigate the structure of the automorphism groups of these lattices, strengthening our previous results in this direction.

1 Introduction and main result

A collection of points $y_1, \ldots, y_m$ on the unit sphere $S_{n-1}$ in $\mathbb{R}^n$ is called a spherical $t$-design for some integer $t \geq 1$ if for every polynomial $f(X) = f(X_1, \ldots, X_n)$ with real coefficients of degree $\leq t$ the equality

$$\int_{S_{n-1}} f(X) \, d\mu(X) = \frac{1}{m} \sum_{i=1}^m f(y_i)$$

holds, where $\mu$ is the surface measure normalized so that $\mu(S_{n-1}) = 1$. Spherical designs were introduced in the celebrated 1977 paper [4] of Delsarte, Goethals, and Seidel and have been studied extensively ever since for their remarkable properties and many applications within and outside of mathematics. The strong connection between spherical designs and lattices was first observed by B. B. Venkov. See in particular [12] (also surveyed in [9], Chapter 16) and the nice survey of Venkov’s fundamental work on this subject written by Nebe [10].

Let $\Lambda \subset \mathbb{R}^n$ be a lattice of full rank. The minimal norm of $\Lambda$ is defined as

$$|\Lambda| = \min \{ \| x \| : x \in \Lambda \setminus \{0\} \},$$

where $\| \| \|$ denotes the Euclidean norm, and we let

$$S(\Lambda) = \{ x \in \Lambda : \| x \| = |\Lambda| \}$$
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denote the set of minimal vectors of $\Lambda$. Clearly $S(\Lambda)$ is a symmetric set, and the set

$$S'(\Lambda) := \frac{1}{|\Lambda|} S(\Lambda) = \left\{ \frac{1}{|\Lambda|} x : x \in \Lambda, \|x\| = |\Lambda| \right\}$$

is a finite subset of the unit sphere $\mathbb{S}_{n-1}$. The lattice $\Lambda$ is called strongly eutactic if $S'(\Lambda)$ is a spherical 2-design.

We remark that the original definition of strongly eutactic lattices is different. However, it is equivalent to the one given here, that is, to the property that $S'(\Lambda)$ is a spherical 2-design. We refer to [9] (Section 3.2 and Chapter 16, especially Corollary 16.1.3) and [10] for further information on this. There are several equivalent criteria for spherical designs, and hence for the strong eutaxy condition on lattices, e.g. Venkov’s criterion (Proposition 16.1.2 and Theorem 16.1.4 of [9]) as well as Theorem 4.1 of [5].

We will use the convenient criterion of Theorem 16.1.2 of [9], which states that a lattice $\Lambda$ in dimension $n$ is strongly eutactic if and only if

$$\sum_{x \in S(\Lambda)} (x, y)^2 = \frac{|\Lambda|^2 |S(\Lambda)|}{n} (y, y) \quad (2)$$

for all $y \in \text{span}_\mathbb{R} \Lambda$, where $(\cdot, \cdot)$ stands for the usual dot product of vectors and $|S(\Lambda)|$ is the cardinality of the set $S(\Lambda)$. In fact, it is sufficient to check the associated bilinear form for a basis. Namely, if $\{b_1, \ldots, b_n\}$ is a basis of $\text{span}_\mathbb{R} \Lambda$, then $\Lambda$ is strongly eutactic if and only if

$$\sum_{x \in S(\Lambda)} (x, b_i)(x, b_j) = \frac{|\Lambda|^2 |S(\Lambda)|}{n} (b_i, b_j) \quad (3)$$

for all $i, j \in \{1, \ldots, n\}$.

Strongly eutactic lattices are important in lattice theory due to their central role in discrete optimization problems, especially sphere packing. For instance, A. Schürmann recently proved [11] that all perfect strongly eutactic lattices are periodic extreme, i.e., these lattices cannot be “locally modified” to yield a better periodic packing (recall that a full-rank lattice $\Lambda$ in $\mathbb{R}^n$ is called perfect if the set of $n \times n$ symmetric matrices $\{xx^\top : x \in S(\Lambda)\}$ spans the space of all $n \times n$ symmetric matrices as a real vector space). In fact, it has been proved by Voronoi around 1900 that a lattice is extreme (i.e., is a local maximum of the packing density function on the space of lattices in a fixed dimension) if and only if it is perfect and eutactic, a condition being weaker than strong eutaxy; we refer the reader to Martinet’s book [9] and Nebe’s paper [10] for definitions and further information. While many of the standard lattices, such as indecomposable root lattices, are known to be strongly eutactic, a full classification of strongly eutactic lattices is only known in small dimensions. This makes constructions of strongly eutactic lattices in arbitrary dimensions particularly interesting.

In this paper, we revisit the family of lattices generated by finite Abelian groups that we studied previously in [3], showing that many of them are strongly eutactic. Here is our main result.
Theorem 1.1. Let $G = \{g_1 := 0, g_2, \ldots, g_n\}$ be a finite (additively written) Abelian group of order $n \geq 2$, let $L_G$ be the sublattice of the root lattice

$$A_{n-1} = \left\{ \mathbf{x} = (x_1, \ldots, x_n) \in \mathbb{Z}^n : \sum_{i=1}^n x_i = 0 \right\}$$

which is defined by

$$L_G = \left\{ \mathbf{x} = (x_1, \ldots, x_n) \in A_{n-1} : \sum_{j=2}^n x_j g_j = 0 \right\}.$$ 

Then $L_G$ is strongly eutactic in $\text{span}_\mathbb{R} L_G$ if and only if $G$ has odd order or $G$ is isomorphic to $(\mathbb{Z}/2\mathbb{Z})^\nu$ for some $\nu \geq 1$.

The Abelian group lattices $L_G$ were also recently studied by R. Bacher [1], who proved that when $|G| \geq 9$, the lattice $L_G$ is perfect. Combining Bacher’s Theorem 5.3, Example 5.2.1 and Example 5.2.2 of [1] with our Theorem 1.1 and using Voronoi’s criterion, we obtain the following corollary.

Corollary 1.2. Suppose that $|G| \geq 7$ is odd or $G \cong (\mathbb{Z}/2\mathbb{Z})^\nu$, $\nu \geq 3$. Then the lattice $L_G$ is extreme.

In fact, based on some computational evidence we conjecture that all lattices $L_G$ are eutactic, and hence extreme (notice that we prove that when $|G|$ is even and $G$ is not isomorphic to a power of $\mathbb{Z}/2\mathbb{Z}$ then $L_G$ is not strongly eutactic, but it still appears likely to be eutactic).

We also want to mention the connection between spherical 2-designs and frames. Let $m \geq n$ and let $\mathbf{x}_1, \ldots, \mathbf{x}_m \in \mathbb{R}^n$ be a collection of vectors of norm $\sqrt{n/m}$ such that

$$\mathbb{R}^n = \text{span}_\mathbb{R} \{\mathbf{x}_1, \ldots, \mathbf{x}_m\} \quad \text{and} \quad \sum_{i=1}^m (\mathbf{x}_i, \mathbf{y})^2 = \|\mathbf{y}\|^2 \quad \text{for each} \quad \mathbf{y} \in \mathbb{R}^n.$$

Such a collection of vectors is called a uniform normalized tight (UNT) $(m,n)$-frame. It is well-known (see, for instance, Proposition 1.2 of [7]) that a finite subset $\mathbf{y}_1, \ldots, \mathbf{y}_m$ of the unit sphere $\mathbb{S}_{n-1}$ in $\mathbb{R}^n$ is a spherical 2-design if and only if $\sqrt{n/m} \mathbf{y}_1, \ldots, \sqrt{n/m} \mathbf{y}_m$ is a UNT $(m,n)$-frame and $\sum_{i=1}^m \mathbf{y}_i = \mathbf{0}$. In fact, this observation was actually made earlier by B. B. Venkov [12]: it is a special case of a more general criterion, which works for all $t$ (see Proposition 16.1.2 of [9]). Since sets of minimal vectors of lattices are $0$-symmetric, the condition $\sum_{i=1}^m \mathbf{y}_i = \mathbf{0}$ is automatically satisfied, and so our lattices also provide a family of UNT $(m,n)$-frames, where $m$ is the number of minimal vectors in the corresponding lattice, as given by (5) below.

In addition to the eutaxy properties, we revisit the automorphism groups of the lattices $L_G$. Let us recall that the automorphism group of the lattice $L_G$ consists of all the orthogonal transformations of the space $\text{span}_\mathbb{R} L_G$ that permute $L_G$, hence it is a finite group. We previously proved in [3] that the automorphism group of the lattice $L_G$ contains as a subgroup the automorphism group of the group $G$, more precisely $\text{Aut}(L_G) \cap S_{n-1} \cong \text{Aut}(G)$, where $n = |G|$ and $S_{n-1}$ is the symmetric group. Here we strengthen our earlier result.
Theorem 1.3. Let $G$ be an Abelian group of order $|G| = n \geq 3$ and let $C_k$ denote the cyclic group of order $k$. Then

$$\text{Aut}(L_G) \cong C_2 \times (G \rtimes \text{Aut}(G))$$

if and only if $n \in \{3, 4, 6\} \text{ or } n \geq 12$.

We remark that $C_2 \times (G \rtimes \text{Aut}(G))$ is always a subgroup of $\text{Aut}(L_G)$. The cases $3 \leq n \leq 14$ are disposed of by the following table, which was calculated with Magma [2].

| $G$            | $|\text{Aut}(L_G)|$ | $|C_2 \times (G \rtimes \text{Aut}(L_G))|$ | $G$            | $|\text{Aut}(L_G)|$ | $|C_2 \times (G \rtimes \text{Aut}(L_G))|$ |
|---------------|---------------------|------------------------------------------|---------------|---------------------|------------------------------------------|
| $C_3$         | 1                   | 4                                        | $C_9$         | 6                   |                                            |
| $C_4$         | 1                   |                                            | $C_3 \times C_3$ | 72                  |                                            |
| $C_2 \times C_2$ | 1                   |                                            | $C_{10}$      | 6                   |                                            |
| $C_5$         | 6                   |                                            | $C_{11}$      | 12                  |                                            |
| $C_6$         | 1                   |                                            | $C_{12}$      | 1                   |                                            |
| $C_7$         | 8                   |                                            | $C_2 \times C_6$ | 1                   |                                            |
| $C_8$         | 4                   |                                            | $C_{13}$      | 1                   |                                            |
| $C_2 \times C_4$ | 24                  |                                            | $C_{14}$      | 1                   |                                            |
| $C_2 \times C_2 \times C_2$ | 240                |                                            |               |                     |                                            |

In Section 2, we recall the formula for the number of minimal vectors in the lattice $L_G$ and give the proof of Theorem 1.1 split into several parts. We discuss automorphisms of $L_G$ and prove Theorem 1.3 for $n \geq 15$ in Section 3.

2 Strong eutaxy

For convenience, when the context is clear, we will refer to the lattice point $(x_1, \ldots, x_n)$ by using the formal sum $x_1 g_1 + x_2 g_2 + \ldots + x_n g_n$ in the group ring $\mathbb{Z}[G]$. The following result is proved in [6] in the special case of lattices from elliptic curves. Subsequently, in [3] we pointed out that this theorem is valid for the lattices $L_G$ with virtually no change to the proof. We include this argument here for the purposes of self-containment.

Proposition 2.1. Assume that $n \geq 4$ and let $\kappa$ denote the order of the subgroup $G_2 := \{x \in G : 2x = 0\}$ of $G$. Then the number of minimal vectors in $L_G$ is

$$n \cdot \frac{(n-\kappa)(n-\kappa-2)}{4} + \left(n - \frac{n}{\kappa}\right) \cdot \frac{n(n-2)}{4}. \quad (5)$$

Proof. As shown in [3, 6], every minimal vector of $L_G$ is of the form $p + q - r - s$ where $p, q, r, s \in G$ are distinct and $p + q = r + s$. Consider the homomorphism $\tau : G \to G$ defined by $\tau(p) = 2p$. The kernel of $\tau$ is the subgroup $G_2$ of $G$ and the image $\text{Im}(\tau)$ of $\tau$ has $n/\kappa$ points. Fix an element $z$ of $G$. First we count the number of solutions to the equation $p + q = z$ where $p, q$ are distinct elements of $G$. Observe that $p = q$ if and only if $z \in \text{Im}(\tau)$.
If \( z \in \text{Im}(\tau) \), there are \( \kappa \) solutions \( p \) to \( 2p = z \). Thus there are \( n - \kappa \) possible \( p \) such that \( q := z - p \neq p \), and so there are \( (n - \kappa)/2 \) pairs \( p, q \) such that \( p + q = z \) and \( p \neq q \). Hence the number of pairs \( r, s \) disjoint from \( \{p, q\} \) such that \( r + s = z \) is \( (n - \kappa - 2)/2 \). In total, there are \( (n - \kappa)/2 \cdot (n - \kappa - 2)/2 = (n - \kappa)(n - \kappa - 2)/4 \) possible minimal vectors \( p + q - r - s \) such that \( p + q = z = r + s \). The size of the image of \( \tau \) is \( \frac{n^2}{\kappa} \) so the total number of possible minimal vectors \( p + q - r - s \) such that \( p + q = z = r + s \) with \( z \in \text{Im}(\tau) \) is \( \frac{n^2}{\kappa} \frac{(n-\kappa)(n-\kappa-2)}{4} \).

If \( z \notin \text{Im}(\tau) \), there are no solutions \( p \) to \( 2p = z \). A similar reasoning as above shows that there are \( (n - \frac{n}{\kappa}) \cdot \frac{2(n-2)}{\kappa} \) minimal vectors \( p + q - r - s \) with \( p + q \notin \text{Im}(\tau) \). Thus, by the above argument, the number of minimal vectors of \( L_G \) is given by (5).

We remark that \( \kappa = 1 \) if and only if and only if \( n \) is an odd number while \( \kappa = n \) if and only if \( G \cong (\mathbb{Z}/2\mathbb{Z})^\nu \) for some \( \nu \geq 2 \). We now embark on our main result, piece by piece. The cases \( |G| = 2 \) and \( |G| = 3 \) are trivial. For \( |G| = 2 \), the lattice \( L_G \) is the root lattice \( A_1 \) stretched by the factor \( 2 \), and if \( |G| = 3 \), then \( L_G \) is the hexagonal lattice \( A_2 \) stretched by the factor \( \sqrt{3} \). Both lattices are known to be strongly eutactic, hence we are left with the case of \( |G| \geq 4 \).

**Theorem 2.2.** Let \( |G| = n \geq 4 \) be even and suppose \( G \) is not isomorphic to a power of \( \mathbb{Z}/2\mathbb{Z} \). Then \( L_G \) is not strongly eutactic.

**Proof.** Working towards a contradiction, assume \( L_G \) is strongly eutactic. Let \( \kappa \) be as in Proposition 2.1. Our hypothesis is equivalent to the restriction \( 1 < \kappa < n \). The cardinality \( |S(L_G)| \) is given by (5), and an elementary computation shows that (5) is equal to
\[
\frac{n(n^2 - 4n + 2 + \kappa)}{4} = \frac{n(n - 1)(n - 3) + \kappa - 1}{4}.
\]

In [3], we proved that the minimal norm \( |L_G| \) equals 2. Pick a minimal vector \( y \in S(L_G) \). As the rank of \( L_G \) is \( n - 1 \), we deduce from (2) that
\[
\sum_{x \in S(L_G)} (x, y)^2 = \frac{|L_G|^2 |S(L_G)|}{n - 1} (y, y)
\[
\sum_{x \in S(L_G)} (x, y)^2 = 2^2 n \frac{(n - 1)(n - 3) + \kappa - 1}{4(n - 1)} \cdot 4 = 4n(n - 3) + \frac{4n(\kappa - 1)}{n - 1}.
\]

The squared inner products \( (x, y)^2 \) are integers and hence \( 4n(\kappa - 1)/(n - 1) \) must also be an integer. However, since \( n - 1 \) is odd, \( 4n \) and \( n - 1 \) do not have common prime divisors, which means the sum is an integer if and only if \( n - 1 \) divides \( \kappa - 1 \). But this contradicts the restriction \( 1 < \kappa < n \). \( \square \)

**Theorem 2.3.** Let \( G \cong (\mathbb{Z}/p\mathbb{Z})^\nu \) be elementary Abelian. Then \( L_G \) is strongly eutactic.

**Proof.** The automorphism group \( \text{Aut}(L_G) \) contains the holomorph \( G \rtimes \text{Aut}(G) \), which acts doubly-transitive on \( G \) since \( G \) is elementary Abelian. By Theorem 11.6 d) of [8], the associated permutation character decomposes into two irreducible characters, so \( \mathbb{R}^\nu \) decomposes
into two subspaces on which $G \rtimes \text{Aut}(G)$ acts irreducibly. One of them is $\text{span}_\mathbb{R}\{(1, \ldots, 1)\}$, so the other one is its complement $\text{span}_\mathbb{R}L_G$. The assertion now follows from Theorem 3.6.6 in [9].

**Theorem 2.4.** Let $|G| = n \geq 5$ be odd. Then $L_G$ is strongly eutactic.

Our proof requires two lemmas and goes as follows. For $z \in G$ let $t_z \in \{1, \ldots, n\}$ be the unique element with $2g_{t_z} = z$ and put

$$R_z := \{(a, b) \in \{1, \ldots, n\}^2 : g_a + g_b = z, a \neq b\}$$
$$S_z := \{(a, b) \in \{1, \ldots, n\}^2 : g_a + g_b = z\} = R_z \cup \{(t_z, t_z)\}.$$ We have $S_z = \{(a, \varphi(a)) : a \in \{1, \ldots, n\}\}$ for a bijection $\varphi$ whose unique fixed point is $t_z$.

The vectors $f_1 := e_1 - e_2, \ldots, f_{n-1} := e_1 - e_n$ form a basis for $\text{span}_\mathbb{R}A_{n-1} = \text{span}_\mathbb{R}L_G$. Let $A \in \mathbb{R}^{n \times (n-1)}$ be the matrix whose $i$-th column is the (transposed) vector $f_i$, so

$$A = \begin{pmatrix}
1 & 1 & \ldots & 1 & 1 \\
-1 & 0 & \ldots & 0 & 0 \\
0 & -1 & \ldots & 0 & 0 \\
\vdots \\
0 & 0 & \ldots & -1 & 0 \\
0 & 0 & \ldots & 0 & -1
\end{pmatrix}.$$ The following identities can be established by direct verification.

**Lemma 2.5.** For every $j, k \in \{1, \ldots, n-1\}$ the following identities hold:

1. $\sum_{a=1}^{n} A_{a,j} = 0.$

2. $\sum_{(a,b) \in S_z} A_{a,j}A_{a,k} = \sum_{a=1}^{n} A_{a,j}A_{a,k} = (f_j, f_k)$ for all $z \in G$.

3. $\sum_{z \in G} \sum_{(a,b) \in S_z} A_{a,j}A_{b,k} = \sum_{a,b=1}^{n} A_{a,j}A_{b,k} = \left(\sum_{a=1}^{n} A_{a,j}\right)\left(\sum_{b=1}^{n} A_{b,k}\right) = 0.$

4. $\sum_{(a,b) \in S_z} \sum_{(c,d) \in S_z} A_{a,j}A_{c,k} = \sum_{(a,b) \in S_z} A_{a,j}\left(\sum_{(c,d) \in S_z} A_{c,k}\right) = 0$ for all $z \in G$.

5. $\sum_{z \in G} \sum_{(a,b) \in S_z} A_{t_z,j}A_{t_z,k} = n \sum_{z \in G} A_{t_z,j}A_{t_z,k} = n (f_j, f_k).$ In part 5 the statement is also true for the summands $A_{b,j}A_{c,k}, A_{b,j}A_{d,k}$ and $A_{a,j}A_{d,k}$. 
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If $n$ is odd, then Proposition 2.1 with $\kappa = 1$ shows that the number of minimal vectors in $L_G$ is $m = \frac{n(n-1)(n-3)}{4}$. Let $S(L_G) = \{u_1, \ldots, u_m\}$ be the set of minimal vectors. Since $n \geq 5$, we know from [3] that the minimal norm in $L_G$ is 2. Thus, by virtue of (3), we have to show that

$$\sum_{i=1}^{m} (u_i, f_j)(u_i, f_k) = 4 \frac{m}{n-1}(f_j, f_k) = n(n-3)(f_j, f_k) \quad (6)$$

for every $j, k \in \{1, \ldots, n-1\}$. For $u = e_a + e_b - e_c - e_d \in S(L_G)$, we have

$$(u, f_j) = A_{a,j} + A_{b,j} - A_{c,j} - A_{d,j}.$$ 

Let

$$f_{j,k}(a, b, c, d) := (A_{a,j} + A_{b,j} - A_{c,j} - A_{d,j})(A_{a,k} + A_{b,k} - A_{c,k} - A_{d,k}).$$

Then we get

$$\sum_{i=1}^{m} (u_i, f_j)(u_i, f_k) = \sum_{z \in G} \frac{1}{2} \sum_{(a,b) \in R_z} \frac{1}{2} \sum_{(c,d) \in R_z \setminus \{(a,b),(b,a)\}} f_{j,k}(a, b, c, d)$$

$$= \frac{1}{4} \sum_{z \in G} \sum_{(a,b) \in R_z} \left( \sum_{(c,d) \in R_z} f_{j,k}(a, b, c, d) - f_{j,k}(a, b, a, b) - f_{j,k}(a, b, b, a) \right).$$

Consequently, equality (6) will follow as soon as we have proved the following lemma.

**Lemma 2.6.**

$$\sum_{z \in G} \sum_{(a,b) \in R_z} \sum_{(c,d) \in R_z} f_{j,k}(a, b, c, d) = 4n(n-3)(f_j, f_k).$$

**Proof.** We have

$$\sum_{z \in G} \sum_{(a,b) \in R_z} \sum_{(c,d) \in R_z} f_{j,k}(a, b, c, d)$$

$$= \sum_{z \in G} \sum_{(a,b) \in S_z} \left( \sum_{(c,d) \in S_z} f_{j,k}(a, b, c, d) - f_{j,k}(a, b, t_z, t_z) \right)$$

$$= \sum_{z \in G} \left( \sum_{(a,b) \in S_z} \left[ \sum_{(c,d) \in S_z} f_{j,k}(a, b, c, d) - f_{j,k}(a, b, t_z, t_z) \right] 
\phantom{=} - \sum_{(c,d) \in S_z} f_{j,k}(t_z, t_z, c, d) + f_{j,k}(t_z, t_z, t_z) \right)$$

$$= \sum_{z \in G} \sum_{(a,b) \in S_z} \sum_{(c,d) \in S_z} f_{j,k}(a, b, c, d) - \sum_{z \in G} \sum_{(a,b) \in S_z} f_{j,k}(a, b, t_z, t_z) - \sum_{z \in G} \sum_{(c,d) \in S_z} f_{j,k}(t_z, t_z, c, d)$$

$$= \sum_{z \in G} \sum_{(a,b) \in S_z} \sum_{(c,d) \in S_z} f_{j,k}(a, b, c, d) - 2 \sum_{z \in G} \sum_{(a,b) \in S_z} f_{j,k}(a, b, t_z, t_z).$$
We now consider the two sums obtained individually. We expand $f_{j,k}$ and apply Lemma 2.5 to every summand.

(i) \[
\sum_{z \in G} \sum_{(a,b) \in S_z} \sum_{(c,d) \in S_z} f_{j,k}(a, b, c, d) = \sum_{z \in G} \sum_{(a,b) \in S_z} \sum_{(c,d) \in S_z} \left( A_{a,j}A_{a,k} + A_{a,j}A_{b,k} - A_{a,j}A_{c,k} - A_{a,j}A_{d,k} + A_{b,j}A_{a,k} + A_{b,j}A_{b,k} - A_{b,j}A_{c,k} - A_{b,j}A_{d,k} - A_{c,j}A_{a,k} + A_{c,j}A_{c,k} + A_{c,j}A_{d,k} - A_{d,j}A_{a,k} - A_{d,j}A_{b,k} + A_{d,j}A_{c,k} + A_{d,j}A_{d,k} \right)
\]

\[
= \sum_{z \in G} \sum_{(a,b) \in S_z} n \left( A_{a,j}A_{a,k} + A_{a,j}A_{b,k} + A_{b,j}A_{a,k} + A_{b,j}A_{b,k} \right) + \sum_{z \in G} \sum_{(c,d) \in S_z} n \left( A_{c,j}A_{c,k} + A_{c,j}A_{d,k} + A_{d,j}A_{c,k} + A_{d,j}A_{d,k} \right)
\]

\[
- \sum_{z \in G} \sum_{(a,b) \in S_z} \sum_{(c,d) \in S_z} \left( A_{a,j}A_{c,k} + A_{a,j}A_{d,k} + A_{b,j}A_{c,k} + A_{b,j}A_{d,k} + A_{c,j}A_{a,k} + A_{c,j}A_{b,k} + A_{d,j}A_{a,k} + A_{d,j}A_{b,k} \right)
\]

\[
= \sum_{z \in G} 2n(f_j, f_k) + \sum_{z \in G} 2n(f_j, f_k) = 4n^2(f_j, f_k)
\]

(ii) \[
\sum_{z \in G} \sum_{(a,b) \in S_z} f_{j,k}(a, b, t_z, t_z)
\]

\[
= \sum_{z \in G} \sum_{(a,b) \in S_z} \left( (A_{a,j} + A_{b,j} - 2A_{t_z,j})(A_{a,k} + A_{b,k} - 2A_{t_z,k}) \right)
\]

\[
= \sum_{z \in G} \sum_{(a,b) \in S_z} \left( A_{a,j}A_{a,k} + A_{a,j}A_{b,k} - 2A_{a,j}A_{t_z,k} + A_{b,j}A_{a,k} + A_{b,j}A_{b,k} - 2A_{b,j}A_{t_z,k} - 2A_{t_z,j}A_{a,k} - 2A_{t_z,j}A_{b,k} + 4A_{t_z,j}A_{t_z,k} \right)
\]

\[
= n(f_j, f_k) + n(f_j, f_k) + 4n(f_j, f_k) = 6n(f_j, f_k)
\]

Thus, our sum is \((4n^2 - 2 \cdot 6n)(f_j, f_k) = 4n(n - 3)(f_j, f_k)\), as asserted.

As stated above, the previous lemma completes the proof of Theorem 2.4. Putting Theorems 2.2, 2.3, and 2.4 together, we obtain our main result, Theorem 1.1.
3 Automorphisms

In this section we discuss properties of the automorphism groups of the lattices $L_G$, proving Theorem 3.3. We start with a preliminary result.

Proposition 3.1. The stabilizer of $L_G$ in $\text{Aut}(A_{n-1})$ is isomorphic to $C_2 \times (G \rtimes \text{Aut}(G))$.

Proof. Notice that $\text{Aut}(A_{n-1}) \cong C_2 \times S_n$, where $S_n$ acts on the unit vectors $e_1, \ldots, e_n$ by permutation. Let $\varphi \in S_n$ be an automorphism of $A_{n-1}$ which stabilizes $L_G$. In particular, this is an automorphism of $L_G$. Now, there exists a $\varphi' \in G \leq \text{Aut}(L_G)$ such that $(\varphi' \circ \varphi)(e_1) = e_1$. So the composition is an automorphism of $L_G$, permuting the vectors $e_2, \ldots, e_n$, therefore it is contained in $\text{Aut}(G)$.

In particular, we get $C_2 \times (G \rtimes \text{Aut}(G)) \leq \text{Aut}(L_G)$ and we want to show that this is the full automorphism group for $|G| \geq 15$. It is sufficient to show that every automorphism of $L_G$ stabilizes $A_{n-1}$, because then every automorphism of $L_G$ is an automorphism of $A_{n-1}$ which stabilizes $L_G$, and therefore it is contained in $C_2 \times (G \rtimes \text{Aut}(G))$. However, to show this it is in turn enough to prove that the dual lattices $L_G^\#$ and $A_{n-1}^\#$ have the same minimal vectors, i.e. $S(L_G^\#) = S(A_{n-1}^\#)$. Indeed, let $\varphi$ be an automorphism of a lattice $L$. For all $v \in L^\#$ we have

$$(\varphi(v), L) = (\varphi(v), \varphi(L)) = (v, L) \subset \mathbb{Z},$$

which implies $\varphi(v) \in L^\#$ and $\varphi$ is an automorphism of $L^\#$. Now let $\varphi \in \text{Aut}(L_G)$ be an automorphism of $L_G$. Then $\varphi$ is an automorphism of $L_G^\#$ permuting its minimal vectors. By assumption we have $S(L_G^\#) = S(A_{n-1}^\#)$ and since $A_{n-1}^\#$ is generated by its minimal vectors, $\varphi$ is an automorphism of $A_{n-1}^\#$, and therefore one of $A_{n-1}$ stabilizing $L_G$. This implies that $\text{Aut}(L_G)$ is contained in $C_2 \times (G \rtimes \text{Aut}(G))$.

In Section 5.3 of [9], the automorphism groups of the Barnes lattices are determined. On the other hand, Barnes lattices are precisely our lattices $L_G$ for cyclic groups $G$. The following comes from Theorem 5.3.7 of [9] (note that in the book $n$ is the dimension of the lattice, not the order of the group).

Theorem 3.2. Let $G$ be cyclic and of order $n \geq 15$. Then we have $S(L_G^\#) = S(A_{n-1}^\#)$.

Now we will show that this theorem already implies the general case.

Theorem 3.3. Let $G = \{g_1 := 0, g_2, \ldots, g_n\}$ be an Abelian group of order $n \geq 15$. Then we have $S(L_G^\#) = S(A_{n-1}^\#)$.

Proof. First, we show that the residue classes of $L_G^\#/A_{n-1}^\#$ can be calculated with the dual group $G^* = \text{Hom}(G, \mathbb{Q}/\mathbb{Z})$ of $G$. Using this construction, we can permute the entries of a class to obtain one of $L_G^\#/A_{n-1}^\#$. Then the assertion can be deduced from Theorem 3.2. Define

$$\tilde{L}_G = \left\{ (x_1, \ldots, x_n) \in \mathbb{Z}^n : \sum_{i=2}^{n} x_ig_i = 0 \right\}.$$
This is a lattice in $\mathbb{Z}^n$ with $\mathbb{Z}^n/\widetilde{L}_G \cong G$. The dual group of $G$ is $G^* = \text{Hom}(G, \mathbb{Q}/\mathbb{Z})$ and the dual lattice $\widetilde{L}_G^#$ is generated by $\mathbb{Z}^n$ and the vectors $(\varphi(g_1), \ldots, \varphi(g_n))$, $\varphi \in G^*$ (here we can take an arbitrary rational representative of $\varphi(g_i) \in \mathbb{Q}/\mathbb{Z}$). Indeed, for all $(x_1, \ldots, x_n) \in \widetilde{L}_G$ and $\varphi \in G^*$ we have

$$\sum_{i=1}^n x_i \varphi(g_i) = \sum_{i=1}^n \varphi(x_i g_i) = \varphi \left( \sum_{i=1}^n x_i g_i \right) = \varphi(0) \in \mathbb{Z}$$

and

$$\langle \mathbb{Z}^n, (\varphi(g_1), \ldots, \varphi(g_n)) : \varphi \in G^* \rangle / \mathbb{Z}^n \cong G^*,$$

which means we have found a lattice contained in $\widetilde{L}_G^#$ with the same determinant. Now let $\pi : \mathbb{R}^n \to \text{span}_{\mathbb{R}} L_G$, $x \mapsto (x/\mathbb{R}) \cdot 1$, be the projection onto $\text{span}_{\mathbb{R}} L_G$, where $1 \in \mathbb{R}^n$ denotes the all-one vector. All in all, we have

$$L_G^# = \pi(\widetilde{L}_G^#) = \{ (x_1, \ldots, x_n) \in \mathbb{Z}^n : \sum x_i g_i = 0 \}$$

and

$$L_G^# = \pi(\mathbb{Z}^n) = \{ (x_1, \ldots, x_n) \in \mathbb{Z}^n : \sum x_i g_i = 0 \}$$

We get $L_G^#/A_{n-1}^# = \{ \pi(\varphi(g_1), \ldots, \varphi(g_n)) + A_{n-1}^# : \varphi \in G^* \}$, and $S(L_G^#)$ equals $S(A_{n-1}^#)$ if and only if

$$\min \left\{ \| v \| : v \in \pi(\varphi(g_1), \ldots, \varphi(g_n)) + A_{n-1}^# \right\} > \min(A_{n-1}^#) = \sqrt{\frac{n-1}{n}}$$

for every $0 \neq \varphi \in G^*$. Consider such a $\varphi$. The group $\mathbb{Q}/\mathbb{Z}$ is isomorphic to the union of all roots of unity in $\mathbb{C}$ (via $\exp(\frac{2\pi i k}{m}) \mapsto \frac{2\pi i k}{m} + \mathbb{Z}$), so the image of $\varphi$ is isomorphic to a finite subgroup of $\mathbb{C}^*$, and hence is cyclic. This means that the vector

$$(\varphi(g_1), \ldots, \varphi(g_n))$$

contains several copies of $\text{Im}(\varphi)$, the image of $\varphi$. Now let $\text{Im}(\varphi) = \langle q \rangle$ and let $C_n = \langle g \rangle$ be a cyclic group of order $n$. The homomorphism

$$\psi : C_n \to \mathbb{Q}/\mathbb{Z}, \quad g^i \mapsto i \cdot q$$
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has the same image as $\varphi$, hence there exists a permutation matrix $M$ with
\[(\varphi(g_1), \ldots, \varphi(g_n)) \cdot M = (\psi(g^0), \psi(g), \ldots, \psi(g^{n-1})).\]
This permutation $M$ is an automorphism of $A^\#_{n-1}$ and commutes with the projection $\pi$, so we have
\[
[\pi(\varphi(g_1), \ldots, \varphi(g_n)) + A^\#_{n-1}] \cdot M = \pi(\psi(g^0), \psi(g), \ldots, \psi(g^{n-1})) + A^\#_{n-1}.
\]
The right-hand side is a residue class of $L^\#_{C_n}/A^\#_{n-1}$, and from Theorem 3.2 we know that its minimal norm is greater than $\min(A^\#_{n-1})$. This completes the proof.

Acknowledgement: We wish to thank Professor Gabriele Nebe for her helpful comments on the subject of this paper.
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