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Abstract—The study of mouse social behaviors has been increasingly undertaken in neuroscience research. However, automated quantification of mouse behaviors from the videos of interacting mice is still a challenging problem, where object tracking plays a key role in locating mice in their living spaces. Artificial markers are often applied for multiple mice tracking, which are intrusive and consequently interfere with the movements of mice in a dynamic environment. In this article, we propose a novel method to continuously track several mice and individual parts without requiring any specific tagging. First, we propose an efficient and robust deep-learning-based mouse part detection scheme to generate part candidates. Subsequently, we propose a novel Bayesian-inference integer linear programming (BILP) model that jointly assigns the part candidates to individual targets with necessary geometric constraints while establishing pair-wise association between the detected parts. There is no publicly available dataset in the research community that provides a quantitative test bed for part detection and tracking of multiple mice, and we here introduce a new challenging Multi-Mice PartsTrack dataset that is made of complex behaviors. Finally, we evaluate our proposed approach against several baselines on our new datasets, where the results show that our method outperforms the other state-of-the-art approaches in terms of accuracy. We also demonstrate the generalization ability of the proposed approach on tracking zebra and locust.
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I. INTRODUCTION

IN NEUROSCIENCE research, animal models are valuable tools to understand the pathology and development of neurological conditions such as Alzheimer’s and Parkinson’s diseases [1]–[3]. Visual tracking of animals [4]–[6] is an essential task for many applications and has been successfully used in mice behavior analysis [7]. Scientific experiments in laboratories with mice need long-term observations by researchers and other parties. However, manually annotating long video recordings is a time-consuming task. Furthermore, manual documentation suffers from a number of limitations such as being highly subjective and having scarce replicability. Hence, there is an increasing interest in the development of systems for automated analysis of mice social behavior from videos [8]–[10].

Definitions of social behaviors can vary to some extent, from all the behaviors that occur when two or more animals are present in the scene [11], to only those behaviors in which one influences another [12]. Despite its definition, to automatically analyze social behaviors, discriminative features are often required: to record behaviors, to track the positions (or parts) of the participants, to identify individuals across time and space, and to quantify animal interactions. For automated behavior analysis, a reliable and smart tracking method is required to associate the detected behaviors with correct individuals. Moreover, accurate locations of mouse parts obtained from a stable tracking method enable the representation of interactions and allow for behavioral classification. Many applications, such as [13]–[15], analyze mouse behaviors using the tracking results of mice. Simultaneous tracking of two or more individuals poses a challenge in the computer vision community. The fact is that mice are mostly identical and highly deformable objects. In addition, social interaction between individuals makes the tracking mission even more complicated due to frequent occlusions. A popular method to track individuals during interactions is to label each subject with a unique marker, e.g., by bleaching [16] and color [17]. Also, Galsworthy et al. [15] monitor multiple mice in a single cage using radio transmitters buried under the skin and then record their activities by the detection coils. However, these systems are invasive for the tested subjects, and the labeling method in these systems very likely influences an individual’s
social behaviors as it frequently provides an olfactory and/or visual stimulus [18]. Therefore, people generally prefer markerless identification.

Several markerless approaches have been proposed to tackle this challenging problem. A common approach is to count on suitable foreground segmentation, which separates the extracted foreground pixels into several spatially connected groups using clustering algorithms such as expectation--maximization for Gaussian mixture models (e.g., [16], [19], [20]) or watershed segmentation (e.g., [14]). However, if two mice are spatially close, in contact or occluding each other, it can be difficult to separate them only based on foreground detection. Moreover, the location estimation of mouse parts is unreliable when occlusion occurs. De Chaumont et al. [7] make use of prior knowledge when tracking the mouse parts and develop a model that connects a set of geometrical primitives under physics-based principles and adapts the model’s parts to the moving mouse based on the defined physical engines. However, this type of methods requires sophisticated skeleton models which are hard-coded in the system, and thus limit the flexibility of the methods.

The above methods belong to the family of detection-free tracking methods, which requires manual initialization of mouse location in the first frame and then tracks mice and their parts in subsequent frames. Although these methods do not need pretrained object detectors, they are prone to drifts and identity switches (IDs). Recently, tracking-by-detection methods have become popular as they are efficient at handling deformation and occlusion. The essential idea is to first detect objects and then handle the data association problem over frames. This approach has been widely used for human tracking and pose estimation [21]–[25]. Most recently, Wang et al. [4] propose a motion-detection-based system to monitor small target such as insects.

To address the part tracking problem of multiple mice in the context of tracking-by-detection, we break the original problem into three interdependent and also associated subproblems. First, the positions of all the parts in each frame must be identified. Second, the detected parts must be assembled to form a physical mouse. Finally, the positions of the parts must be connected across image frames to generate mouse motion trajectories.

Detecting mouse parts in the first sub-problem is challenging due to the small size and subtle local interclass differences between image frames. To address this problem, we propose a mouse parts and body detection framework based on the features from deep neural networks. In fact, the use of deep neural networks has already obtained promising outcomes for part detection and pose estimation of humans in some challenging benchmarks [21], [22], [26]. This suggests that deep learning architectures can be applied to part detection of laboratory animals. For the second and third problems, we propose a Bayesian-inference integer linear program (BILP) model that resolves these problems by minimizing a joint objective function through Bayesian inference. We wish to handle target–candidate assignment and pair-wise part association within a single cost function. To solve the challenging problems in mouse part detection and tracking, we here design and evaluate a novel framework based on part association. Fig. 1 shows the flowchart of the proposed tracking system. In summary, we have the following novel contributions.

1) We propose a reliable detection framework that is efficient for identifying mouse body and parts and obtaining competitive performance on detection benchmarks.
2) With the detection candidates generated by the proposed detector, a BILP model is proposed to estimate the locations of all the mouse parts present in an image. The formulation is based on the targets’ assignment and pair-wise part association, subject to mutual consistency and exclusion constraints.
3) We formulate the parts’ localization as a Bayesian inference process that combines the output of the proposed detector with prior geometric models of mice. Unlike the previous work such as [7], our prior on the configuration of the mouse parts is not hard-coded but derived from our rich collection of the labeled training samples. In addition to geometric models, we also introduce motion cues to compensate for the missing appearance information.
4) Since there is no publicly available dataset that provides a foundation to quantitatively evaluate the Multi-Mice part tracking, we also introduce a new challenging Multi-Mice PartsTrack dataset that comprises a set of video recordings of two or three mice in a home cage with the top view. Several common behaviors are included in this dataset such as “approaching,” “following,” “moving away,” “nose contact,” “solitary,” and “pinning.” The true part and body locations of mice were manually labeled for each image frame.

II. RELATED WORK

In this section, we review the established approaches related to our proposed system. Section II-A reviews the existing methods for tracking multiple mice. Section II-B discusses the methods used for multipeople tracking.

A. Mouse-Based Tracking

Typically, the separation of foreground and background can be used as the first step of a multisubject tracking algorithm, e.g., [7], [14], [16], [19], [20], [27]–[29]. In mouse tracking, the knowledge of the foreground can be used to improve the accuracy of the tracking scheme.

Some existing approaches for tracking multiple mice focus on modeling the appearance of a mouse. For example, Hong et al. [29] first apply background subtraction and image segmentation from the top-view camera. They then fit an ellipse to each mouse in the foreground. Thus, the position and body orientation of each mouse are described by the fit ellipse. Twining et al. [27] find mice in a new image by fitting active shape models to different locations in the image and selecting the instance that best fits the models. Similarly, de Chaumont et al. [7] manually define shape models based on geometrical primitives and fit these models
Fig. 1. Architecture of the proposed tracking system. First, we propose an efficient and robust deep-learning-based mouse part detection scheme, which consists of a multistage part proposal network for generating high-quality part and body proposals and two network branches for generating part and body candidates. Subsequently, we propose a novel Bayesian-inference integer linear programming model that jointly assigns the part candidates to individual targets with necessary geometric constraints while establishing pair-wise association between detected parts.

In general, motion is a useful cue for dealing with occlusion. Model-based tracking approaches can benefit the identification by incorporating motion cues into the used model. A frequently adopted tracking method that combines both appearance and motion is based on particle filtering. For example, Pistori et al. [28] extend a particle filtering approach with certain variations on the observation model to track multiple mice from the top view. Branson and Belongie [19] present a particle filtering algorithm by tracking the contours of multiple mice and acquire the images of the targets from a side view. The ability of a particle filter to correctly track mice depends on how well the observation model works with mice. Due to the highly deformable shapes of mice, it is very difficult to explicitly model the entire mouse.

Another solution toward the problem of occlusions is to mark mice. Shemesh et al. [31], for example, apply fluorescent paints that light up in different colors under UVA light, and Ohayon et al. [16] dye the mouse fur with different patterns of strokes and dots. An alternative to visible markers are radio frequency identifiers (RFIDs), which are used by Weissbrod et al. [32] to identify individuals in combination with video data. However, these markers must be placed before recording and may be a potential distraction to mice. To deal with these issues, Giancardo et al. [14] use a high-resolution thermal camera to detect minor differences in body temperature. 3-D tracking can also disambiguate occlusions using depth cameras (e.g., Hong et al. [29]) or multiple video cameras at different viewpoints (e.g., Sheets et al. [33]), which is a challenging solution requiring additional equipment and calibration work. The summary of mouse-based tracking is shown in Supplementary A.

B. People-Based Tracking

Human tracking is also a well-studied topic in computer vision. Some of the techniques developed for human tracking may be applied for mouse tracking. Most filter-based tracking methods such as Kalman filter, particle filter, and correlation filter are well-suited for online applications due to their recursive nature. Some approaches of this category focus on tracking a single target by model evolution [34], [35].
Some of the others aim at training better object classifiers [36] or learning better target representations [23]. However, these methods cannot guarantee a global optimum as they conduct tracking on each target individually.

To alleviate the problems of filter-based tracking methods, tracking-by-detection methods have been used in many applications. The fundamental idea is to first detect objects in each frame and then address the data association problem. Recent approaches in this category have been focused on improving the performance of the developed object detectors or designing better data association techniques to improve the tracking performance. For example, Shu et al. in [37] propose an extension to deformable part-based human detector [38] and use the visible part to infer the state of the whole object. A number of approaches rely on data association methods such as the Hungarian algorithm [39], [40], global objective function optimization [41]–[45], and recurrent neural network [46]. Xiang et al. [39] propose to formulate tracking as a Markov decision process with a policy learned on the labeled training data. They aim to learn similarity scores between targets and detections, which are used in the Hungarian algorithm to obtain the targets’ assignment. In [41], the authors propose a continuous formulation that analytically models mutual occlusions, dynamics, and trajectory continuity, but uses a simple support vector machine (SVM) detector in their appearance model. Hamid Rezatofighi et al. [45] propose an efficient approximation of joint probabilistic data association (JPDA) to reduce computational complexity in data association. Recent approaches have formulated data association as a network flow problem and then seek the solution by optimizing a global objective function. Zhang et al. [42] show that a promising solution toward the network flow problem can be found in polynomial time and is highly efficient in practice. Pirsiavash et al. in [43] also adopt network flows and use dynamic programming to search for a high-quality suboptimal solution. Shirlit et al. [44] propose a multicommodity network flow to incorporate the appearance consistency between groups of people. Milan et al. [46] propose data-driven approximations to deal with the data association problem using long short-term memory (LSTM) networks while using RNNs for targets’ prediction and updating. Compared with these methods, we consider targets’ assignment and pair-wise part association in our problem formulation. Also, we use Bayesian inference to construct correct correspondences between the proposals and the measurements. Moreover, we introduce a geometric constraint in Bayesian inference to help reduce the ambiguity caused by the nearby targets with similar appearance.

C. Pose Estimation

Recent methods for multiperson pose estimation can be broadly divided into two categories, i.e., top–down and bottom–up. The top–down methods [47]–[49] aim to first detect people in the image and then estimate body pose independently. For example, Pishchulin et al. [47] follow this paradigm by incorporating a trained deformable part model (DPM) into a pictorial structure framework. Gkioxari et al. [48] use a person detector modeled after poselets, which is more robust to occlusions. The very recent Mask-RCNN method [49] extends the standard Faster R-CNN by adding a branch for predicting object masks, which shows satisfactory results in person keypoint estimation. However, such approaches are applicable only if people appear well-separable. Moreover, these pose estimation methods always output a fixed number of body joints without accounting for occlusion. The bottom–up methods first detect body parts instead of full persons, and then associate these parts to individual instances. Pishchulin et al. [21] and later Insafutdinov et al. [22] generate body parts’ hypotheses using CNN-based part detectors, and then jointly solve the problems of people detection and pose estimation by formulating these problems as part grouping and labeling via an integer linear program. Cao et al. [50] combine the unary joint detector modified from [51] with a part affinity field and greedily generate person instance proposals. In view of the ability of bottom–up approaches, they are more robust to occlusion as they assemble parts to the corresponding individuals. However, these methods do not incorporate any part tracking and therefore only work on single images.

In the case of mice, previous studies commonly use the top–down scheme. For example, Cootes et al. [52] and Twining et al. [27] find mice in a testing image by fitting active shape models to different locations in the image and selecting the instance that best fits the models. Similarly, de Chaumont et al. [7] manually define shape models based on geometrical primitives and fit these models to the image using a physical engine. Although these methods work effectively, the flexibility of such methods is limited due to the requirement of sophisticated skeleton models. Most recently, based on previous designs of neural networks for human pose estimation, Mathis et al. [53] develop their pose estimation model by deploying transfer learning that can reduce the number of required training examples. Pereira et al. [54] incorporate the previous work with a graphical user interface for labeling of body parts while training the network. However, these animal pose estimation systems are based on the single-image pose estimation methods.

III. PROPOSED MOUSE PARTS AND BODY DETECTION

As stated before, a powerful part and body detector supplies the solid foundation for successful body tracking. Driven by the recent development in deep neural networks with “attention” mechanisms, we here propose a novel mouse part and body detection framework which consists of two components: a multistage part proposal network (PPN) that generates suitable proposals of mouse parts and body, followed by a fully connected network that classifies these proposals using higher resolution convolutional and local binary pattern (LBP) features extracted from the original images.

A. Part Proposal Network (PPN) for Mouse Parts and Body Detection

Detecting mouse parts is nontrivial due to their small size and subtle local interclass differences across images. To develop a strong detector, we first create a proposal generation network that directs the downstream classifier
where to look. The region proposal network (RPN) in the Faster R-CNN [55] and selective search [56], [57] are two state-of-the-art methods for object proposal generation. These methods were developed as a class-agnostic proposal generator aiming to create the bounding boxes that may contain objects. Without specific knowledge, these region proposals may not be accurate. DPM [38] is another frequently used algorithm to generate small object proposals. DPM and its variants are a class-specific method, which is based on the histogram of oriented gradient (HOG) features. In addition, most negative examples generated by these methods belong to the background. Unlike these methods, we adopt a multistage architecture to perform effective hard negative mining. Suppose we can have finer region proposals, and the accuracy of the proposed classifier can be further improved. In this section, we describe the proposed multistage PPN as shown in Fig. 2, which can generate high-quality object proposals from convolutional feature maps.

We first adopt the VGG-19 net [58] as the backbone network, which is pretrained on the ImageNet dataset [59]. The input image is first analyzed by a convolutional network initialized by the first 15 layers of VGG-19 net [58] and fine-tuned for the region proposal task to generate a set of feature maps as the input to our proposed PPN. We use a partial VGG-19 network and add another two trainable convolutional networks after the VGG-19 network, aiming to extract discriminative features and generate feature maps \( F \) for subsequent proposal generation tasks. To produce region proposals, we construct a multistage class-specific proposal generation network. In each stage, we create a new network including an intermediate \( 3 \times 3 \) convolutional layer sliding on feature maps \( F \), followed by two sibling \( 1 \times 1 \) convolutional layers for classification and bounding box regression, respectively. For each sliding window in the \( 3 \times 3 \) convolutional layer, we simultaneously predict multiple region proposals (called root boxes) in the original image. In our method, the multiple scales and aspect ratios of the root boxes are different for individual objects, dependent on the object size in the image.

The classification layer provides the confidence scores of the root boxes, as used to mine and add negative root boxes to a mini-batch of the next stage. Each mini-batch contains several positive and negative example root boxes from the image. Initially, all the positive root boxes in the image are selected, and the negative root boxes are randomly sampled. In each stage, hard negative root boxes are used to replace the previous negative root boxes in the mini-batch. Here, we define \( D_{\text{pos}}^z \subset D^z \) and \( D_{\text{neg}}^z \subset D^z \), consisting of all the positive and negative root boxes, respectively, in a mini-batch at stage \( z \). \( D^z \) is a universal set containing all the positive, negative, and unlabelled root boxes in the image.

With the above definitions, we infer a multitask loss function for the image at stage \( z \) as follows:

\[
L^z = -\frac{1}{N} \sum_j \left( \sum_{i \in D_{\text{pos}}^z} \log S_j^z(i) + \sum_{i \in D_{\text{neg}}^z} \log \hat{S}_j^z(i) \right) + \sum_{i \in D_{\text{pos}}^z} L_{\text{reg}}(B_j^z(i) - \hat{B}_j^z(i)).
\]  

Here, \( S_j^z(i) \) denotes the predicted probability of the root box \( i \) being a positive object of the mouse body \( p_0 \) or a mouse part \( p_j \in \{p_j\}_{j=1}^z \) at stage \( t \). The negative predicted probabilities are represented as \( \hat{S} \). For the regression loss \( L_{\text{reg}} \), we use the robust loss function (smooth \( L_1 \)) defined in [55]. \( B_j^z(i) \) is a vector which represents the four parameterized coordinates of the predicted bounding box associated with the root box \( i \) of \( p_j \) at stage \( z \), and \( \hat{B}_j^z(i) \) is that of the ground-truthed box. All the terms are finally normalized by the mini-batch size (i.e., \( N = 256 \)).

To utilize our RPNs trained at each stage, we assign the weights to the output of the classification–regression networks (represented by \( E^z \)) based on their pseudo-loss

\[
E^z = \frac{1}{\text{num}(D^z)} \sum_j \left( \sum_{i \in (D^z - D_{\text{pos}}^z)} S_j^z(i) + \sum_{i \in D_{\text{pos}}^z} S_j^z(i) + \sum_{i \in D_{\text{neg}}^z} \hat{S}_j^z(i) \right)
\]  

\[
\alpha^z = \frac{1 - E^z}{\sum_{z=1}^Z (1 - E^z)}
\]

where \( N \) is a number to count the number of the root boxes. After \( Z \) stages of the training, the confidence scores \( S_j \) and the bounding boxes \( B_j \) of the root boxes with respect to object \( p_j \) have the following form: \( S_j = \sum \alpha^z S_j^z \) and \( B_j = \sum \alpha^z B_j^z \).

Fig. 3 shows the refinement of the confidence maps across different stages. To reduce the number of proposals for efficiency, we remove all the bounding boxes that have an intersection-over-union (IoU) [55] ratio over 0.7 with another bounding box that has a higher detection confidence. Supplementary B summarizes the training steps of our PPN.

**B. Part Candidates’ Generation**

With the proposals generated by PPN, inspired by the Faster R-CNN layer [55], we also crop the proposals and extract fixed-length features from the feature maps. However, the feature maps of the faster R-CNN are of low resolution.
for detecting small objects (e.g., mouse heads and tails). Generally, a small proposal box is mapped onto only a small region (sometimes \(1^*1^*\)) at the last pooling layer. Such small feature map lacks discriminative information, and thus degrades the following classifier. We address this problem using the pooling features from shallower layers, and by additionally extracting texture features (e.g., LBP features) from the original image. For classifier training, we construct the training set by selecting the top-ranked 200 proposals (and ground truths) of each image for each class. At the testing stage, we use a trained classifier to classify all the proposals in an image, and then perform nonmaximum suppression independently for each class to obtain part candidates.

IV. PARTS’ TRACKING OF MULTI-MOUSE

To achieve successful body and part tracking for all the mice freely interacting in a home cage, we here propose a BILP formulation. Solving this BILP will yield an optimal solution to provide the locations of mouse parts (i.e., head and tail) in continuous videos, while fulfilling mouse part association over time. Then the mouse body is obtained by connecting tracked mouse parts.

A. Problem Formulation

Given a video sequence \(\mathcal{F}\) containing \(N^* = \{1, \ldots, N\}\) parts, we generate a set of detection candidates \(M^*_t = \{1, \ldots, M\}\) using the proposed detector at time \(t\). For the task of multimouse part tracking, our goal is to jointly address two problems: 1) successful assembling of the detected parts to represent each individual mouse and 2) correct alignment of the mouse parts to form motion trajectories.

For the benefit of representation, similar to [21], [22], we define two binary vector spaces \(\mathbb{B}^{M_s \times M_t}\) and \(\mathbb{B}^{N_s \times (M_t+1)}\) and encode these two problems through the two binary vectors of \(\gamma_t \in \Gamma_t \subseteq \mathbb{B}^{M_s \times M_t}\) and \(\theta_t \in \Theta_t \subseteq \mathbb{B}^{N_s \times (M_t+1)}\)

\[
\gamma_t \in \Gamma_t = \left\{ s^m, s^m' \in \{0, 1\} \quad m, m' \in M^*_t \right\}
\]

\(\theta_t \in \Theta_t = \{ a^n_m, a^n_m' \in \{0, 1\} \quad m \in M^*_0, n \in N^* \}\) (5)

where \(s^m_m\) suggests whether the detected parts \(m\) and \(m'\) can be used to form an individual mouse, i.e., \(s^m_m = 1\) with \(m, m' \in M^*_t\).

Our approach to the second problem is to assign correct identities to detection candidates. In an easy case, the relationship between the targets and the detection candidates is bijective, which means that all the tracked targets are also observed and each measurement was generated by the tracked targets. This is an unrealistic scenario as it does not consider false detection and targets’ occlusions. To solve this assignment problem, we introduce a placeholder for a “fake” (or missed) detection and also define \(m \in M^*_0 = \{0, 1, \ldots, M\}\) to include “fake” detection and all the detection candidates. Similar to \(s^m_m\), a binary variable \(a^n_m\) represents that the detection candidate index \(m \in M^*_0\) which is generated by target \(n \in N^* = \{1, \ldots, N\}\) at time \(t\). Here, we have \(N^* (M + 1)\) paired with \(a^n_m = 1\) if candidate \(m\) is assigned to target \(n\) and \(a^n_m = 0\) otherwise. By definition, \(\Gamma_t\) and \(\Theta_t\) consist of all possible solutions at time \(t\).

To ensure that every solution is physically available, we add several constraints that 1) each candidate (except for the fake hypothesis \(m = 0\)) is assigned to at most one target, i.e., (a) for \(\forall m \in M^*_t, \sum_{n=1}^{N} a^n_m \leq 1\); 2) each target is uniquely assigned to a candidate, i.e., (b) for \(\forall n \in N^*, \sum_{m=0}^{M} a^n_m = 1\); and 3) only the candidates and targets of the same type (e.g., head to head or tail to tail) can be corresponded, except for a fake hypothesis, i.e., (c) for \(\forall m \in M^*_t, \forall n \in N^*, a^n_m = 0\) if \(\hat{m} \neq \hat{n}\). To ensure that feasible solutions \(\theta_t \in \Theta_t\) and \(\gamma_t \in \Gamma_t\) result in a valid target assignment and pair-wise part association, we need to apply an additional constraint that two detected parts are connected if and only if both the detections are assigned to different targets: (d) for \(\forall m, m' \in M^*_t, s^m_m \wedge s^{m'}_{m'} \leq \sum_{n=1}^{N} a^n_m \wedge s^{m'}_{m'} \leq \sum_{n=1}^{N} a^n_{m'}\).

B. Bayesian-Inference Integer Linear Program (BILP)

We jointly resolve the targets’ assignment and part association problems by minimizing the following cost function:

\[
\mathcal{L}_t = \min_{\theta_t \in \Theta_t, \gamma_t \in \Gamma_t} \left( -\log(p(\theta_t)) + \log(p(\gamma_t)) \right) \quad (6)
\]

where the values of \(\theta_t\) and \(\gamma_t\) which attain the minimum value of (6) are the maximum likelihood of target assignment and part association at time \(t\).

1) Bayesian Inference: With regard to the target tracking problem, the assumption of Markov property in the target state sequence is frequently used in extended Kalman filter [60], particle filtering [61], [62], and MCFPJD [63] or MDP [39]. These approaches are appropriate for the task of online tracking due to their concern on region neighborhood. We also use this assumption to resolve the target assignment problem. Let \(V_t = \{v^1_t, v^2_t, \ldots, v^N_t\}\) denote the states of all the \(N\) targets. State vector \(v^k_t\) contains dynamic information of the position and velocity of the \(j\)th target at time \(t\). \(D_t = \{d^1_t, d^2_t, \ldots, d^M_t\}\) represents the positions of all the \(M\) part detection candidates at time \(t\). The assumption of Markov property is twofold.

First, the kinematic state dynamics follow a first-order Markov...
where $A$ and $C$ are our state transition (or motion) and observation models, respectively. $\hat{v}_{t-1}$ and $\Sigma_{t-1}$ are the mean value and the error covariance matrix at state $v_{t-1}$, respectively. $\mathcal{N}$ is the normal distribution. $\Omega$ and $\gamma$ represent the covariances of the process and observation noise with the mean value of zero, respectively. $p(\hat{d}_t^n)$ is calculated by marginalizing $p(\hat{d}_t^n|v_{t-1}^n)$ and $p(o_t^n|v_{t-1}^n)$.

$$p(\hat{d}_t^n) = \int p(\hat{d}_t^n|v_t^n) \int p(o_t^n|v_{t-1}^n) \, dv_{t-1} \, dv_t^n. \quad (8)$$

However, in a realistic case, Markovian assumption-based methods carry the associated danger of drifting away from the correct target, as they treat the targets as conditionally independent of one another. This risk can be mitigated by optimizing data assignment and using prior knowledge, as shown in [64]–[66]. In our approach, when dealing with the data association problem, we use a geometric model as the prior knowledge. Given $K$ training samples centered at a single mouse, let $X_k = \{x_1^k, x_2^k, \ldots, x_K^k\}$ (where $k = 1, \ldots, K$) denote the locations of the mouse parts in the $k$th training sample. $x_i^k$ is the location of the $i$th part in the $k$th training sample. Let $X_k$ refer to a geometric template and suppose that the location of the mouse parts in a feasible solution $\theta$ is generated by one of our geometric templates $X_k$. We then expand $p(\theta_t)$ as follows:

$$p(\theta_t) = \sum_{k=1}^{K} p(\theta_t|X_k) p(X_k) \quad (9)$$

where our collections of $K$ training samples have been introduced into the calculation of $p(\theta_t)$ before it can be marginalized out.

By conditioning on the geometric template $X_k$, the locations of the mouse parts can be treated as conditionally independent of one another. As the association probability of fake detection is not constrained by our geometric template, we rewrite the first term of (9) as follows:

$$p(\theta_t|X_k) = \prod_{n \in N^*} p_t(a_{t}^{n}) \prod_{m \in M^*, n \in N^*} p_t(X_k|a_{t}^{m}) p_t(a_{t}^{m}) p_t(X_k) \quad (10)$$

where

$$p_t(a_{t}^{m}) \propto \begin{cases} ((1 - \hat{p}(d_m^n)) \beta)^{a_{t}^{m}}, & \text{if } m = 0 \\ \hat{p}(d_m^n) * p_t(a_{t}^{m} = d_m^n)^{a_{t}^{m}}, & \text{otherwise} \end{cases} \quad (11)$$

where $\hat{p}(d_m^n)$ is the detection probability of the $m$th part detection candidate at time $t$, $p(\hat{d}_t^n)$ is a probability distribution obtained from our motion model, and $p_t(a_{t}^{m})$ is an assignment probability representing that the detection candidate index $m \in M^*$ is generated by target $n \in N^*$ at time $t$. If $m = 0$, which means the target $n$ is missing, $p_t(a_{t}^{m})$ can be estimated using an empirical parameter $\beta$ of false detection density.

Combining (7)–(10) yields

$$p(\theta_t) = \left( \sum_{k=1}^{K} \prod_{m \in M^*, n \in N^*} p_t(X_k|a_{t}^{m}) \right) \left( \prod_{m \in M^*, n \in N^*} \left( \hat{p}(d_m^n) * p_t(a_{t}^{m} = d_m^n)^{a_{t}^{m}} \right) \right) \quad (12)$$

where $p(X_k|a_{t}^{m} = 1)$ represents that if candidate $m$ is assigned to target $n$, i.e., the location of target $n$ is known, how well the part location in the $k$th geometric template fits the location of this target. Computing the sum as shown in (12) is challenging due to a large amount of training samples. However, we note that if $p(X_k|a_{t}^{m} = 1)$ is very small, it will be unlikely to contribute much to the final outcome. Thus, we mainly consider geometric templates with large $p(X_k|a_{t}^{m} = 1)$. To achieve this, we first find the $O$ nearest neighbors of the body in the training samples to match $b_m \in B = \{b_1^1, b_2^1, \ldots, b^n^k\}$ in the convolutional feature space, where $B$ is a set of body candidates with $Y$ elements which are generated by the proposed detector at time $t$ and $b_m$ is the top-scoring body candidates which contain the candidate $m$. Then the probability distribution $p(X_k|a_{t}^{m} = 1)$ of the $m$th part can be estimated by fitting a Gaussian model to the location of this part in the O body neighborhoods. Different from most top-down methods [7], [27], [52] that first track the mouse and then estimate the locations of mouse parts, our approach establishes geometric relationships between the mouse parts and the mouse body within our probabilistic model and tracks the mouse parts directly based on our probabilistic model, and therefore our approach tolerates partial occlusion of the mouse body. The selection of the body targets can be formulated as follows:

$$b_m = \begin{cases} \arg\max_{b_t \in B} \sigma_b(b_t), & \text{if } \max_{b_t \in B} \sigma_b(b_t) \neq 0 \\ \text{null}, & \text{otherwise} \end{cases} \quad (13)$$

where

$$\sigma_b(b_t) = \begin{cases} \hat{p}(b_t^m), & \text{if region of candidate } m \text{ falls} \\ \text{outside region of } b_t^m \text{ by at most } v \text{ pixels} \\ 0, & \text{otherwise} \end{cases} \quad (14)$$

where $\hat{p}(b_t^m)$ is the detection probability and null is an empty value. In our experiments, we set $v = 10$. With these in hand, we approximate the first term in (12) as:

$$\sum_{k=1}^{K} \prod_{m \in M^*, n \in N^*} p_t(X_k|a_{t}^{m}) \approx \sum_{k \in O} \prod_{m \in M^*, n \in N^*} p_t(X_k|a_{t}^{m}) \quad (15)$$

where the sum is now only taken over those $k \in O$. The term $p_t(X_k|a_{t}^{m})$ is a 2-D Gaussian distribution centered at the
location \( x_{m,n}^k \) with a user-defined variance. According to the proof of Supplementary C, we obtain

\[
\sum_{k \in O} \prod_{m \in M^O, n \in N^O} p_t(X_k | a_n^m) = \prod_{m \in M^O, n \in N^O} \sum_{k \in O} p_t(X_k | a_n^m). 
\]

(16)

If \( O \neq \emptyset \), we alternatively fit a Gaussian model to the location of each part in the \( O \) body neighbors and use this equation to estimate the sum as shown in (16), given the type (e.g., head or tail base) of the candidate \( m \). Otherwise, we treat the sum in (16) as a very small variable value of \( \varepsilon = 0.0001 \).

We reformulate (12) as follows:

\[
p(\theta_i) \approx \prod_{n \in N^*} (p')^{a_n^m} \times \prod_{m \in M^*, n \in N^*} \left( \Delta(a_n^m) * \hat{p}(d_m^m) * N(d_m^m; C * A * \delta_n^m), \right) \times \left( A * \Sigma_{i=1}^n A^T + \Omega \right) \left( C^T + \gamma \right) \]

(17)

where \( \Delta(a_n^m) \) defines a scoring function, estimated by our proposed geometric model given the location of the candidate \( m \) in the body target.

2) Parts’ Association Model: To improve the multitarget tracking accuracy, several methods ([67]–[69]) have also presented group models, in which each object is considered as having the relationship with other objects and surroundings. These models can alleviate performance deterioration in crowded scenes. Similarly, here we propose a new part association model to establish the pair relationship between detection candidates. In our approach, the pair-wise term \( p(\gamma) \) shown in (6) is defined as follows:

\[
p(\gamma_i) = \prod_{m,m' \in M^*} \eta(s_{m'}^m) \]

(18)

where \( \eta(s_{m'}^m) = p_t(d_m^m, d_{m'}^m) / (1 - p_t(d_m^m, d_{m'}^m)) \). \( p_t(d_m^m, d_{m'}^m) \in (0, 1) \) corresponds to the probability that detections \( d_m^m \) and \( d_{m'}^m \) in a frame \( t \) belong to the same mouse. Note that \( \log(\eta(s_{m'}^m)) \) is negative if \( p_t(d_m^m, d_{m'}^m) > 0.5 \). Since we aim to minimize the cost function shown as (6), a smaller \( \log(\eta(s_{m'}^m)) \), i.e., a pair detection with a higher parts’ association probability, is preferred. The parts’ association probability \( p_t(d_m^m, d_{m'}^m) \) depends on the types \( m \) and \( m' \) of the part detections \( d_m^m \) and \( d_{m'}^m \). If \( m \neq m' \), we define \( p_t(d_m^m, d_{m'}^m) = IoU(d_m^m, d_{m'}^m) \). This means that two close detections denoting the same part belong to the same mouse. If the connection between the two detections of the same type exists, the detections are merged with the weighted mean of the detections, where the weights are equal to \( \hat{p}(d_m^m) \). If \( m \neq m' \), we estimate the posterior probability \( p_t(d_m^m, d_{m'}^m) = p(s_{m'}^m = 1 | \text{dis}(d_m^m, d_{m'}^m)) \) based on the Euclidean distance between the two detections. Assuming the prior probability \( p(s_{m'}^m = 1) = p(s_{m'}^m = 0) = 0.5 \), then we have

\[
p(s_{m'}^m = 1 | \text{dis}(d_m^m, d_{m'}^m)) = \frac{p(\text{dis}(d_m^m, d_{m'}^m) | s_{m'}^m = 1)}{p(\text{dis}(d_m^m, d_{m'}^m) | s_{m'}^m = 1) + p(\text{dis}(d_m^m, d_{m'}^m) | s_{m'}^m = 0)} 
\]

(19)

where \( p(\text{dis}(d_m^m, d_{m'}^m) | s_{m'}^m = 1) \) denotes the positive likelihood where two detections come from the same mouse. We estimate it by creating a 1-D Gaussian distribution of \( \text{dis}(d_m^m, d_{m'}^m) \) from positive training examples. The negative likelihood \( p(\text{dis}(d_m^m, d_{m'}^m) | s_{m'}^m = 0) \) is estimated in a similar way using negative training examples. With the above definition, \( \hat{m} = m' \) pair-wise terms facilitate merging the mouse part candidates with the same type candidates. \( \hat{m} \neq m' \) pair-wise terms allow us to connect the mouse part candidates within a valid mouse pose.

3) Optimization: By introducing (9) and (18), we rewrite the cost function of (6) as follows:

\[
\mathcal{L} = \min_{\Lambda} \left( \sum_{n \in N^*} a_n^0 \log \beta + \sum_{m \in M^*, n \in N^*} a_n^m \log(\Delta(a_n^m) \hat{p}(d_m^m)) \times \left( N(d_m^m; C * A * \delta_n^m, C * \Sigma_{i=1}^n A^T + \Omega \right) \left( C^T + \gamma \right) + \sum_{m,m' \in M^*} s_{m'}^m \log p_t(s_{m'}^m) \right) 
\]

(20)

s.t. (a), (b), (c), (d) in Section IV-A.

Finally, the problems of targets’ assignment and part association are jointly reformulated as

\[
\min_{\Lambda \in (0,1)^l} \Phi^T \Lambda \text{ s.t. } Ay \leq h
\]

(21)

where \( \Lambda = [\theta, \gamma]^T \) is a binary vector of length \( J = N(M+1) + M \cdot M \), and \( \Phi = [\Phi_1, \ldots, \Phi_J]^T \) is the cost vector with \( \Phi_j = -\log(\beta) \) if \( 1 \leq j \leq M \), \( \Phi_j = -\log(\Delta(a_n^m) \hat{p}(d_m^m)) \) if \( M < j \leq N(M+1) \) and \( \Phi_j = -\log(p_t(s_{m'}^m)) \) if \( N(M+1) < j \leq N(M+1) + M \cdot M \). \( A \) and \( h \) stand for a constraint matrix and linear equality constraints, respectively, resulting in constraints (a)–(d).

To solve (21), we first relax the constraint \( s_{m'}^m \in \{0, 1\}, \) \( a_n^m | a_n^m = 0 \) to \( 0 \leq s_{m'}^m \leq 1, 0 \leq a_n^m \leq 1 \). Then, we use a branch-and-bound [70]-based global optimization method which is summarized and shown in Supplementary E. With the convergence analysis of the proposed algorithm shown in Supplementary E, it is proven that the algorithm converges to the global optimum.

The time complexity to solve (21) is \( O(A^{1.5} B^2) \) [71], where \( B = N \cdot (M+1) + M \cdot M \) denotes the number of the variables and \( A = N + M + 1 + M \cdot M \) denotes the number of the constraints.

C. Targets’ State Update

After having obtained an optimal solution of (21), we associate each target with its corresponding detection candidate. If a target is assigned to a fake detection candidate, we assume that the target is occluded or lost. To guarantee tracking identification of each mouse part, we do not discard these targets like JPDAm [45] and MDP [39] (see their tracking results in Fig. 88 and 99). Instead we predict the target state using the motion model \( \delta_n^m = A * \delta_{n-1}^m \) till the target is detected again. If a target is assigned to a true detection candidate, our goal is to maximize the posterior probability of each target.
Algorithm 1 Algorithm for Online Mouse Part Tracking

**Input:** a video sequence $F$, the proposed mouse part and body detector, $C$ training samples of a single mouse.

**Output:** bounding boxes of all the targets.

1. for $t = 1$ to $T$ do
2. Generate a set of part and body detection candidates using the proposed mouse part and body detector on the frame $F_t$.
3. Fit a geometric model with appearance features to $O$ neighbors of the top-scoring body candidate, which contain candidate $m$.
4. Compute $\Delta(a^n_m), N(d^n_m)$ and $p_t(s^n_m)$ in Eq. (17);
5. Construct constraint matrix $A$ in Eq. (21) using constraint formulas (a), (b), (c) and (d);
6. Construct cost vector $\Psi$ in Eq. (21);
7. Obtain best solution of $\theta$ and $\gamma$ by solving Eq. (21) in Alg. S2;
8. Update the state of each target using Eq. (25);
9. Obtain bounding boxes of all the targets dependent on the best solution of $\theta$ and $\gamma$;
10. return bounding boxes of all the targets.

state $\hat{v}_t^n$ given the detection $d_t^n$. The updated formula can be represented as follows:

$$\hat{v}_t^n = \arg\max_{\hat{v}_t^n} p(v_t^n|d_t^n).$$

To compute the posterior probability $p(v_t^n|d_t^n)$, we first define

$$P = A * \Sigma_{n-1} * A^\top + \Omega.$$  

Following Bayes’ rule, we derive the posterior probability as follows:

$$p(v_t^n|d_t^n) \sim N\left((P^{-1} + C^T\chi^{-1}C)^{-1}(C^T\chi^{-1}d_t^n + P^{-1}\hat{v}_t^n), (P^{-1} + C^T\chi^{-1}C)^{-1}\right).$$

where parameters $N$, $C$ and $\chi$ have been defined as those of (7).

Afterward, the estimated state $\hat{v}_t^n$ is the mean of Gaussian distribution

$$\hat{v}_t^n = (P^{-1} + C^T\chi^{-1}C)^{-1}(C^T\chi^{-1}d_t^n + P^{-1}\hat{v}_t^n).$$

Note that we solve the part tracking problem of multi-mice in an online manner, which is illustrated in Supplementary F and is summarized in Algorithm 1.

V. EXPERIMENTAL SETUP

A. Our Multi-Mice PartsTrack Dataset

In this article, we introduce our new dataset for multi-mice part tracking in videos. The dataset was collected in collaboration with biologists of Queen’s University Belfast, U.K., for a study of neurophysiological mechanisms involved in Parkinson’s disease. In our dataset, two or three mice are interacting freely in a 50*110*30-cm home cage and are recorded from the top view using a Sony Action camera (HDR-AS15) with a frame rate of 30 fps and 640 by 480 pixels VGA video resolution. All the experiments are conducted in an environment-controlled room with constant temperature (27 °C) and light condition (long fluorescent lamp 40 W).

The dataset provides the detailed annotations for multiple mice in each video, as shown in Supplementary G. The mice used throughout this study were housed under constant climatic conditions with free access to food and water. All the experimental procedures were performed in accordance with the Guidance on the Operation of the Animals (Scientific Procedures) Act, 1986 (U.K.) and approved by the Queen’s University Belfast Animal Welfare and Ethical Review Body. Our database covers a wide range of activities such as contacting, following, and crossing. Moreover, our database contains a large amount of mouse pose and mouse part occlusion. After proper training, six professionals were invited to annotate mouse heads and tail bases and localize each mouse body in the videos. We assign a unique identity to every mouse part appearing in the images. If a mouse part was in the field-of-view but became invisible due to occlusion, it is marked “occluded.” Those mouse parts outside the image border limits are not annotated. In total, our dataset yields five videos of two mice and five videos of three mice, each video lasts 3 min, and 400 frames randomly sampled from each video are annotated (4000 frames are annotated in total). Since the problem of multi-mice parts has not been quantitatively evaluated in the literature, we follow the evaluation metrics defined in multitarget tracking [72], [73] for this problem and compare the results with several baseline methods. We split the dataset into training and testing sets with an equal duration of time and train our network based on transfer learning with pretrained models. The code and the dataset are published on github: https://github.com/ZhehengJiang/BILP.

B. Evaluation Metrics

To evaluate the proposed mouse part detector, we use the widely adopted precision, recall, average precision (AP), and mean average precision (mAP) [72]. For a specific class, the precision value corresponds to the ratio of the positive object detections against the total number of objects that the classifier predicts, while the recall value is defined as the percentage of the positive object detections against the total number of objects labeled as ground truth. The precision–recall curves are obtained by varying the model score threshold in the range of 0 and 1, which determines what is counted as a positive detection of the class. Note that with our metrics, only the object detections that have an IoU ratio over 0.5 with the ground truth are counted as positive detections while the rest are negatives. The AP score is defined as the average of precision at the set of 11 equally spaced recall values. mAP is just the average over all the classes. To provide a fair comparison for both types of occlusion handling, we consider an occluded mouse part correctly estimated either if (a) it is predicted at the correct location despite being occluded or (b) it is not predicted at all. Otherwise, the prediction is considered as a false positive (FP).
To evaluate the part tracking performance, we consider each mouse part trajectory as one individual target and compute multiple object tracking precision (MOTP) and multiple object tracking accuracy (MOTA) [74]. The former is derived from three types of error ratios: FP, missed targets (MT), and IDs. These errors are normalized by the number of objects appearing in the image frames and can be summed up to produce the resulting tracking accuracy, where 100% corresponds to zero errors. MOTP measures how precise each mouse part has been localized. We also report the trajectory-based measures of the number of mostly tracked (MT) and mostly lost (ML) targets. If a track hypothesis has covered at least 80% of its life span based on the ground-truth trajectories, it is considered as MT. If less than 20% are not tracked, the track hypothesis is considered as ML. IDF1 [73] measures the ratio of the correctly identified detections. OSPA computes the optimal subpattern assignment metric between a set of tracks and the ground truth.

VI. EXPERIMENTAL RESULTS

In this section, we evaluate the proposed method for part tracking on the newly introduced Multi-Mice PartsTrack dataset.

A. Evaluation of Part and Body Detector

1) Implementation: The multiple scales and aspect ratios of the root boxes in our method are different for mouse parts and body. Root boxes of inappropriate scales and aspect ratios are ineffective for mouse detection. For mouse “head” and “tail base,” we choose a single aspect ratio of 1:13 (width to height) and four scales with root box widths of 24, 29, 35, and 42 pixels based on the statistics of the object shape in the training set. For mouse “body” cases, we use multiple aspect ratios of 0.5 (landscape), 1 (square), and 2 (portrait) and three scales with root box widths of 50, 80, and 128 pixels. We label a root box as a positive example if its IoU ratio is greater than 0.7 with one ground-truthed box, and a negative example if its IoU ratio is lower than 0.3 with all the ground-truthed boxes. Root boxes that are neither positive nor negative do not contribute to the training RPNs. This experiment is conducted on the two-mice dataset.

2) Results: We first investigate the performance of the proposed part and body detector using different pretrained models. All the experiments adopt a three-stage PPN based on the trade-off between speeds and system performance, as shown in Supplementary H Fig. S3. From Table I, we observe that deeper network (VGG19) has achieved superior performance over other shallow networks (i.e., AlexNet and VGG16). It is because the deeper network can learn richer image representations. But surprisingly, the accuracy of the mouse parts is degraded after using more than nine layers of AlexNet, 11 layers of VGGNet16, or 15 layers of VGGNet19. This limitation is partially because of the low-resolution features in the feature map of higher layer. These features are not discriminative on small regions, and thus degrade the performance of the downstream classifier. In comparison, these features are cooperative enough to distinguish the mouse body from the background as the region area of the mouse body is three times larger than that of the mouse head and the tail base. This result also suggests that if reliable features can be extracted, the downstream classifier is able to improve the detection accuracy. In addition, using the network with layers less than six layers of VGGNet 16 or six layers of VGGNet 19 starts to demonstrate accuracy degradation, which can be explained by the weaker representation ability of the shallower layers. In Table I, we have also compared DNN-based detectors with two conventional methods [14], [16], which only provide methods to detect mouse body. The DNN-based detectors show better performance than the conventional method in body detection.

In Table II, we report the capability of different features to distinguish mouse parts and the background. Since CNN features perform better than the other hand-crafted features for body detection, we do not exploit any hand-crafted feature to maintain the system accuracy. For fair comparisons, all the proposals are generated from the same PPN which is initialized by the first 15 layers of VGG-19. We produce part
TABLE III
QUANTITATIVE EVALUATION OF MULTI-MICE PARTS TRACKING ON THE THREE-MICE DATASET

| Method (speed) | MOTA | MOTP | MT | ML | FP | FN | ID$ | IDF1 | OSPA |
|----------------|------|------|----|----|----|----|----|------|------|
| All (30.8 fps) | 81.1 | 65.5 | 25 | 0  | 566| 546| 12 | 91.2 | 6.55 |
| All(b,c,d)     | 80.2 | 65.6 | 24 | 0  | 581| 571| 26 | 89.7 |      |
| All(a,c,d)     | 79.5 | 65.6 | 25 | 0  | 615| 595| 12 | 90.75|      |
| All(a,b,d)     | 75.4 | 66.0 | 22 | 0  | 738| 718| 12 | 90.2 |      |
| All(a,b,c)     | 74.8 | 65.8 | 24 | 0  | 764| 735| 12 | 89.2 |      |

Impact of the geometric model
All without geometric model (34.7 fps) | 70.3 | 66.6 | 21 | 2  | 892| 872| 12 | 88.8 |      |

Impact of the motion model
All without motion model (31.6 fps) | 61.2 | 65.5 | 22 | 2  | 1101|1061|152|76.14|      |

Impact of the parts association model
All without parts association model (31.2 fps) | 76.3 | 65.4 | 24 | 1  | 688| 693|30 | 88.5 |      |

Comparison with the state-of-the-art
MOTDT [78] (20.6 fps) | 20.5 | 31.4 | 21 | 0  | 1592|1152|3103|20.2 |26.47 |
MDP [39] (2.5 fps) | 64.6 | 70.2 | 21 | 0  | 1114|994 | 18 | /    | 21.26 |
SORT [40] (260 fps) | 59.9 | 70.5 | 19 | 1  | 971 |1331| 106|56.4 |15.42 |
JPDAm [45] (32.6 fps) | 67.0 | 65.1 | 26 | 0  | 1264|548 | 155|44.6 |20.14 |
RNN-LSTM [46] (50 fps) | 50.6 | 67.3 | 20 | 0  | 1688|1176|102|54.6 |22.16 |
CEM [41] (7.7 fps) | 34.1 | 69.5 | 21 | 1  | 2637|1095|224|/    |24.75 |
DeepSORT [79] (20 fps) | 42.7 | 32.4 | 19 | 0  | 1796|1419|212|44.4 |18.63 |

(proposals from images and extract low-level features such as LBP, HOG, and SIFT. Interestingly, training our fc layers with LBP features on the same set of the PPN proposals actually has led to better average accuracy 95.1% (versus Conv’s 93.9% and HoG’s 88.3%), as shown in Table II. Combining LBP and Conv features, we can achieve the best result 97.37%. Similar results are also obtained using a linear SVM classifier. But the fc layers are more flexible and can be trained with other layers in an end-to-end style. Since too few interest points are detected from the mouse head and the tail base, SIFT features encoded by Fisher vector [80] present a much worse result on this task. Fig. 4 clearly shows that our combined LBP and conv features lead to the best performance for classifying mouse “head” and “tail base” proposals.

We also compare our detection network against Faster RCNN [55], SDD [75] and YOLO [76] on our dataset. These methods are also trained based on transfer learning with pretrained models. We train Faster RCNN based on the two pretrained models of Residual Network 50 and 101 [81]. SSD [75] has two input sizes (300 × 300 versus 512 × 512). The experiments show that the model with a larger input size leads to better results. YOLO uses its own pretrained model named Darknet. As shown in Fig. 5, most methods have high APs on the detection of head and body. However, the performance of Faster RCNN, SSD, and YOLO falls considerably when they are applied to detecting the tail base. Our detection method has a better performance to detect the tail base and its AP degrades less than the other methods. We also observe that if the threshold of detection scores was previously set high, lowering the threshold in Faster RCNN, SSD, and YOLO will introduce more false positives than our methods, resulting in a sharp decrease in precision as shown in Fig. 5.

B. Evaluation of Multi-Mice Parts Tracking

1) Implementation: In our tracking algorithm, each part target’s state contains position, velocity, and shape of bounding box $x_t = (x_p, y_p, w_p, h_p)$, $y_t = (x_v, y_v)$, and $(w_p, h_p)$, respectively, denote the position, the velocity, and the shape of each part target. For the shape of each target, we use the width and height of the detected bounding box. We model the motion of each part target based on the linear dynamical system discretized in the time domain and predict the state of each part target in the next image frame as $x_t = A x_{t-1} + \mu$, where $A = \text{diag}(A_x, A_y)$ is a constant transition model, and $A_x = A_y = [1, \tau; 0, 1]$. $\mu$ is a system noise and subject to a Gaussian distribution with covariance $\Omega = \text{diag}(\Omega_x, \Omega_y)$. $\Omega_x = \Omega_y = \Omega_\mu = \mu_\mu [\tau^3/3, \tau^2/2; \tau^2/2, \tau]$. Here, $\tau = 1$ and $\mu_\mu = 0.5$ refer to the sampling period and the process noise parameter, respectively. The uniform clutter density $\beta$ is estimated as $\beta = f_{\text{false}} / (w_{im} * h_{im})$, $w_{im} = 480$ and $h_{im} = 640$ are the width and height of the image, respectively, and $f_{\text{false}} = 0.1$ is the average number of the false detections per image frame. This experiment is conducted on both our two-mice and three-mice datasets. We compare the proposed approach against six baselines following their default settings.

2) Results: The results of multi-mice part tracking are reported in Table III and Supplementary Table S2. We quantitatively evaluate the proposed system using the

Fig. 4. ROC curve shows true positive rate (TPR) against false positive rate (FPR) for different mouse parts. (a) Head. (b) Tail.
the system performance, as they ensure that every solution of all the types of constraints makes evident contributions to the system performance, as they ensure that every solution is physically feasible. We also examine the impact of the geometric, motion, and part association models. Removing one of the three components significantly decreases the performance. In particular, the motion model plays the most crucial role, which is obvious on the three-mice dataset. The part association and geometric models can effectively reduce ID switch and FP respectively. This is expected because these two models help obtain the best target assignment and part association. We observe the change of our approach’s speeds by removing different components and the geometric model has the biggest impact on speeds. We also implement several standard multitarget tracking methods on our Multi-Mice PartsTrack dataset. For fair comparison, we use the proposed PPN detector to generate part bounding boxes and perform part tracking using several state-of-the-art part trackers [39]–[41], [45], [46], [78]. As we can see, at the bottom of Table III and Supplementary I Table S2, our tracker achieves the highest MOTA scores. Our method results in the lowest number of ID switches and highest IDF1 scores. This is primarily due to our powerful geometric and pair-based part association models, which can handle part identities more robustly. We conduct ablation studies on the multistage training design shown in Fig. S3, showing the effectiveness of our training strategy. The established SORT [40] has achieved the best efficiency due to the use of a simple target assignment model, where the cost function is fully dependent on IOU distance between each detection and the predicted bounding box. Evidence shows that this method cannot maintain consistent tracking performance (see Table III and S3). Note that the speed of all the approaches reported in Table III and S3 excludes the time of the part candidate detection. Fig. S5 and Table S2 show the tracking results of the conventional methods (Motr and MiceProfiler), which track mice by fitting ellipses and hard-coded geometric models, respectively. From Fig. S5, we observe that if the mice are very close, the models used in these methods cannot be properly fit, leading to tracking targets’ swaps or incorrect part localization. Moreover, these models are hard-coded in the system, and thus limit the flexibility of their methods. Figs. S6, S8, and S9 in Supplementary F provide the qualitative comparison of the proposed tracking method against MDP [39] and JPDAm [45] using the same detection results. As shown in Fig. S6, MDP swap identities between targets 2 and 5 after occlusion is caused by “pinning” in the image of the middle column, while JPDAm assigns a new identity to target 6 after it is occluded by target 3. Similar problems can also be witnessed in Figs. S8 and S9. Compared with these two tracking methods, the proposed approach correctly integrates the detection results with the tracking practice and predicts the occlusion.

Overall, our approach is not the fastest in multi-mice tracking, but sustains the best accuracy. Fig. S4 shows exemplar tracking results of the test sequences in the proposed Multi-Mice PartsTrack dataset.

C. Generalization to Other Datasets

To demonstrate the generalization of our proposed approach, we also implement the approach on two public datasets related to other insects or animals: locusts were recorded in a laboratory setting and zebras recorded in the wild [82]. The publicly available datasets of multiple animals recorded from the top view are scarce and the two datasets appearing here are examples. They contain 700 and 900 annotated frames for training and validation, and 1300 and 1600 unlabeled frames for testing, respectively. Following [82], we split the annotated datasets into 90% training examples and 10% validation examples. Our detection approach achieves 100% accuracy of detecting animal’s heads, tails, and bodies on both the datasets. Since their testing datasets are unlabeled, we illustrate the performance of the proposed approach against these datasets in the supplementary videos. In comparison, our dataset seems more challenging, where the mouse parts are deformable with more occlusions during moving. Moreover, our annotated dataset is larger with a quantitative test bed for part detection and tracking of multiple mice.

VII. Conclusion

In this article, we have presented a novel method for markerless multi-mice part detection and tracking. We have demonstrated that the proposed multistage part and body
detector showed effective hard negative mining and achieved satisfactory detection results. We also proposed a new formulation based on target assignment with the learned geometric constraints and a pair-wise association scheme with motion consistency and restriction. Moreover, we presented a challenging annotated dataset to evaluate the proposed algorithms for multi-mice part tracking. The experimental results on the proposed datasets demonstrate that the proposed algorithm outperformed other state-of-the-art and conventional methods. We also demonstrate the generalization ability of our approach on other species. Our future work will address social behavior analysis using the proposed tracking method.
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