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Abstract

We propose a new formula for the nonlinear viscous numerical flux and extend the direct discontinuous Galerkin method with interface correction (DDGIC) of Liu and Yan [1] to compressible Navier-Stokes equations. The new DDGIC framework is based on the observation that the nonlinear diffusion can be represented as a sum of multiple individual diffusion processes corresponding to each conserved variable. A set of direction vectors corresponding to each individual diffusion process is defined and approximated by the average value of the numerical solution at the cell interfaces. The new framework only requires the computation of conserved variables’ gradient, which is linear and approximated by the original direct DG numerical flux formula. The proposed method greatly simplifies the implementation, and thus, can be easily extended to general equations and turbulence models. Numerical experiments with $P_1$, $P_2$, $P_3$ and $P_4$ polynomial approximations are performed to verify the optimal $(k+1)\text{th}$ high-order accuracy of the method. The new DDGIC method is shown to be able to accurately calculate physical quantities such as lift, drag, and friction coefficients as well as separation angle and Strouhal number.
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1. Introduction

Solutions of compressible Navier-Stokes (NS) equations may develop complicated structures with small scale features, for which high order approximations are much needed to better resolve the complex flow. Therefore, high order and high resolution methods are often desirable to simulate compressible viscous flows. Some of the well-known high order methods in the literature are finite difference method [2], spectral element method [3], residual distribution method [4], spectral volume method [5, 6] and discontinuous Galerkin method [7, 8]. For a comparison among several high order methods, we refer to the review article [9] and the references therein. In this article, we present a new direct discontinuous Galerkin method with interface correction to discretize complex nonlinear diffusion terms of compressible NS equations.

Due to its flexibility on geometry, $hp$-adaptivity, ease of obtaining high order approximations, and extremely local data structure for parallel computing, discontinuous Galerkin (DG) finite element method is an attractive choice for compressible NS equations. We refer the reader to review articles and books [10, 11, 12, 13, 14] for detailed background on DG method. For Euler equations, the hyperbolic counterpart
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of NS equations, DG methods are well developed, see [10, 11] as well as the recent high order positivity-preserving limiter of Zhang and Shu [15]. On the other hand, for nonlinear diffusion equations and compressible NS equations, DG methods are less studied due to complex viscous terms. Nonetheless, several different ways of handling the diffusion terms in DG methods have been proposed in the literature. One class of such methods consists of the popular Bassi and Rebay method [16, 17], the hybridizable DG method [18], the compact DG method [19, 20], and the recent positivity-preserving DG method [21]. In these methods, either auxiliary variables are introduced and approximated separately or an extra step of lifting operation is involved. Thus, they are relatively expensive. Another class of DG methods includes the interior penalty DG (IPDG) method [22, 23, 24] and its extensions to compressible NS equations [25, 26, 27].

Direct discontinuous Galerkin (DDG) method is a diffusion solver developed by the author and collaborators in [28, 1, 29, 30]. The key feature of direct DG method is the introduction of a numerical flux that approximates the solution’s gradient across discontinuous element edges. The numerical flux formula involves the solution jump, gradient average and second order derivative jump values. As a matter of fact, direct DG method is closely related to IPDG method and degenerates to IPDG method with piecewise constant and linear polynomial approximations. On the other hand, direct DG method is found to possess a number of advantages over IPDG method with higher order approximations \((k \geq 2)\), see [31], [32] and [33] for discussions on a maximum principle preserving limiter, superconvergence on approximating solution’s gradient, and adapting solution jump and flux jump interface conditions for elliptic interface problems, respectively. Among the four versions of DDG methods [28, 1, 29, 30], direct DG method [1] with interface correction (DDGIC) is the best choice for time dependent parabolic problems whereas symmetric DDG method [29] is more suitable for elliptic problems. Notice that the first direct DG method [28] is not preferred since an order loss is observed on nonuniform meshes, especially with even degree polynomial approximations.

Previously, DDG methods were implemented for compressible NS equations in a handful of studies. The first discussion was carried out by Kannan and Wang in [34] in a spectral volume method setting. Recently, in a sequence of articles [35, 36, 37, 38], Cheng and Luo et al. applied the first direct DG method [28] to compressible NS equations, in which only quadratic polynomials were considered and no interface correction term was added. Regarding the viscous numerical flux, they employed a product-rule approach that is consistent with our method on the continuous level. More recently, Yue et al. [39] and Cheng et al. [40] extended the first DDG method to have more interface terms added and developed symmetric and interface correction versions of DDG method for NS equations, respectively. Their method might be thought of as a generalization of the IPDG method of Hartmann and Houston [25] by including jump terms for second order derivatives. In these studies, due to the simplicity of the DDG method, efficient implicit solvers were developed by computing the viscous part of the Jacobian matrix exactly. DDG methods were also employed to solve Reynolds-averaged NS equations for turbulent flows with high Reynolds numbers [37, 41]. In the context of compressible NS equations, DDG methods were further studied in [42, 43].

Despite all the efforts mentioned above, the original DDGIC method [1] could not be applied to compressible NS equations directly. This is because an antiderivative of each nonlinear diffusion component is required in the numerical flux formula, and unfortunately, it does not exist for compressible NS equations. A similar difficulty arises for the interface correction terms. For general system of conservation equations, it is not clear how to define suitable interface correction terms for the test function. For this reason, we see different definitions for the viscous numerical flux and interface correction terms across the existing DDG methods, each of which is designed to be used in a specific application.

In this article, we propose a new DDG method with interface correction for compressible NS equations. In the new DDGIC method, antiderivatives of each nonlinear diffusion component are not required,
and a suitable algorithm is developed for computing the interface correction terms. Therefore, the new DDGIC method can be conveniently used in different applications. The new idea is based on the following observation: For each equation of the system, we can decompose the complicated multi-variable entangled nonlinear diffusion into multiple individual diffusion processes corresponding to each conserved variable. We then explore the algebraic adjoint property of inner product and introduce a new direction vector on the element edge. Nonlinearity of each diffusion process essentially goes into the corresponding new direction vector defined at the cell interface, which can be approximated by the solution average of the two neighboring cells. To complete the computation of the viscous numerical flux, gradient of the conserved variables are approximated by the numerical flux formula of the original DDG method. Also, the new direction vectors are further applied to define the interface correction terms involving the test function.

One important advantage of the new DDGIC method is that it requires a rather simple implementation. Also, it can be extended to more general equations quite easily. For example, the new DDGIC method can be used as is when different turbulence models are implemented. This might improve the code reuse: The computation of the numerical fluxes of the conserved variables’ gradients are independent of the governing equation and the number of equations in that system. It is the definition of new direction vectors that reflects the physics of the underlying governing equation in the numerical solution. Therefore, the new DDGIC method can be seen as a general framework to apply DDGIC method to general conservation laws with nonlinear diffusion.

The paper is organized as follows: In Section 2.1, we first use a scalar nonlinear diffusion equation to review the original DDGIC method and present the new idea to compute nonlinear diffusion term numerical flux. In Section 2.2, we present a detailed discussion on the derivation of the new DDGIC scheme formulation for compressible NS equations. In Section 2.3, the implementation of boundary conditions are described. In Section 3, the high-order accuracy of the new DDGIC method is demonstrated through several numerical examples. Finally, conclusions are drawn in Section 4.

2. The new direct discontinuous Galerkin method with interface correction

In this section, we formally derive the new direct discontinuous Galerkin method with interface correction (DDGIC) for 2-D NS equations. First, we briefly discuss our new DDGIC method for the scalar nonlinear equations. We then explain the derivation of the new DDGIC method for 2-D compressible NS equations in detail.

2.1. The new DDGIC method for scalar nonlinear diffusion equations

We use the following nonlinear diffusion equation to illustrate the idea of the new DDGIC method that will be applied to NS equations

$$\frac{\partial u}{\partial t} = \nabla \cdot (A(u) \nabla u), \quad (x, t) \in \Omega \times (0, T).$$

Here, the diffusion matrix $A(u)$ is assumed to be positive definite. Furthermore, $\Omega \subset \mathbb{R}^2$ represents the computational domain. Let $T_h$ be a shape regular triangular mesh partition of $\Omega$ such that $\Omega = \bigcup_{K \in T_h} K$. We moreover define $h_K$ as the diameter of the circle inscribed in the element $K$. The numerical solution space is defined as

$$V_h^k := \{ v_h \in L^2(\Omega) : v_h(x, y) \big|_K \in \mathbb{P}_k(K) \}$$

where $\mathbb{P}_k(K)$ is the space of polynomials of degree $k$ in two dimensions. Across the discontinuous element edges, we use following notations to denote the solution jump and average

$$[u] = u^+ - u^-,$$

$$\{u\} = \frac{u^+ + u^-}{2}, \quad \forall (x, y) \in \partial K,$$
where $u^+$ and $u^-$ refer to the solution values obtained from the exterior and interior of the current element $K$. In this study, we consider an orthonormal set of basis functions $\{\phi_j\}_{j=1}^{N_h} \in P_k(K)$ such that

$$
\int_K \phi_i(x, y) \phi_j(x, y) \, dx \, dy = \delta_{ij}, \quad \forall K \in T_h,
$$

where $\delta_{ij}$ is the Kronecker delta function. The DDGIC solution is defined as $u_h(x, y, t) \in V_h^k$ such that

$$
\text{on cell } K \text{ we have } u_h(x, y, t)|_K = \sum_{i=1}^{N_h} u_i(t) \phi_i(x, y).
$$

**Original DDGIC method [1]:**

The key component of direct discontinuous Galerkin method [28] is the numerical flux concept $\hat{A}(u_h) \nabla u_h$ introduced to approximate $A(u_h) \nabla u_h$ across discontinuous element edges $\partial K$. We multiply (1) with test function $v_h \in V_h^k$, perform integration by parts, add interface correction terms and formally obtain the DDGIC method in [1] as

$$
\int_K (u_h)_t v_h \, dx \, dy = \int_{\partial K} A(u_h) \nabla u_h \cdot \mathbf{n} v_h \, ds - \int_K A(u_h) \nabla u_h \cdot \nabla v_h \, dx \, dy + \text{InterfaceTerms}, \quad \forall K \in T_h,
$$

where $\mathbf{n}$ is the outward unit normal vector on $\partial K$. In the original DDG method [28], the numerical flux $A(u_h) \nabla u_h \cdot \mathbf{n}$ is defined as

$$
a_{ij}(u_h)(u_h)_{x_j} = \frac{\beta_0}{h_e}[b_{ij}(u_h)]n_j + \{b_{ij}(u_h)_{x_j}\} + \beta_1 h_e [b_{ij}(u_h)_{x_1 x_j} n_1 + b_{ij}(u_h)_{x_2 x_j} n_2],
$$

where $a_{ij}(u)$ is the $ij$ component of the diffusion matrix $A(u)$, and $b_{ij}(u)$ is an antiderivative of $a_{ij}(u)$ defined as $b_{ij}(u) = \int^u a_{ij}(s) \, ds$. Furthermore, $h_e$ is the average of the cell diameter $h_K$ and its neighbor cell sharing the same edge $\partial K$. The interface correction term in (5) also involves the nonlinear jump terms $[b_{ij}(u_h)]$ and the test function gradient on $\partial K$.

**Remark 1.** The major drawback of the original DDG [28] and DDGIC [1] methods is that $b_{ij}(u)$ might not be calculated explicitly if $a_{ij}(u)$ is a complicated function, which is the case for the energy equation of 2-D compressible NS equations as we will discuss in Section 2.2. Therefore, the extension of the original DDG method to general systems with nonlinear diffusion has been unclear. Next, we introduce the new idea to address this issue.
The new DDGIC method:

In the new DDGIC method, the same scheme formulation (5) is used with a new definition for the nonlinear numerical flux \( \mathbf{A}(u) \nabla u \cdot \mathbf{n} \) and the interface correction term. We take advantage of the adjoint property of the vector inner product

\[
\mathbf{A}(u) \nabla u \cdot \mathbf{n} = \nabla u \cdot \mathbf{A}(u)^T \mathbf{n}.
\]  

(7)

Then, by rotating and stretching/compressing the unit normal vector \( \mathbf{n} \), we define a new direction vector \( \mathbf{\xi} = \mathbf{A}(u)^T \mathbf{n} \) on edge \( \partial K \), see Figure 1. Note that this leads to \( \mathbf{A}(u) \nabla u \cdot \mathbf{n} = \nabla u \cdot \mathbf{\xi} = \| \mathbf{\xi} \| \mathbf{u}_e \), which is simply proportional to the derivative of \( u \) along \( \mathbf{\xi} \). Here, we denote by \( \| \cdot \| \) the Euclidean norm. The new numerical flux is defined as

\[
\mathbf{A}(\hat{u}_h) \nabla \hat{u}_h \cdot \mathbf{n} = \nabla \hat{u}_h \cdot \mathbf{\xi} (\| \hat{u}_h \|) \quad \text{with} \quad \mathbf{\xi} (\| \hat{u}_h \|) = \mathbf{A}(\| \hat{u}_h \|)^T \mathbf{n}, \quad \forall (x, y) \in \partial K,
\]  

(8)

and the numerical flux \( \nabla \hat{u}_h = ((\hat{u}_h)_x, (\hat{u}_h)_y) \) is given below as in the original DDGIC method [1]:

\[
(\hat{u}_h)_x = \beta_0 \left[ \frac{u_h}{h_e} \right] n_1 + \left[ \left( (u_h)_x \right) \right] n_1 + \left[ u_h \right] xx n_2 + \left[ (u_h)_y \right] n_2,
\]

\[
(\hat{u}_h)_y = \beta_0 \left[ \frac{u_h}{h_e} \right] n_2 + \left[ (u_h)_y \right] n_2 + \left[ u_h \right] xy n_1 + \left[ (u_h)_y \right] n_2.
\]

(9)

A suitable numerical flux coefficient pair \( (\beta_0, \beta_1) \) should be chosen to guarantee the stability and optimal convergence of the DDGIC method. In this paper, we simply take \( \beta_0 = (k+1)^2 \) for all \( k \), and \( \beta_1 = \frac{1}{2k(k+1)} \) for \( k \geq 2 \).

Over each element \( K \in \mathcal{T}_h \), the new DDGIC scheme is then defined as finding the solution \( u_h \in \mathbb{V}_h \) such that for any test function \( v_h \in \mathbb{V}_h \) we have

\[
\int_K (u_h) v_h \, dx \, dy = \int_{\partial K} \nabla u_h \cdot \mathbf{\xi}(\| u_h \|) v_h \, ds - \int_K \mathbf{A}(u_h) \nabla u_h \cdot \nabla v_h \, dx \, dy - \frac{1}{2} \int_{\partial K} \| u_h \| \nabla v_h \cdot \mathbf{\xi}(\| u_h \|) \, ds.
\]  

(10)

In this paper, we adopt orthonormal set of basis functions \( \{ \phi_j \}_{j=1}^{N_b} \) to write out the DDGIC polynomial solution, see (3) and (4). With test function \( v_h = \phi_j \) taken in (10), the new DDGIC scheme formulation is simplified as

\[
\frac{du_j}{dt} = \int_{\partial K} \nabla u_h \cdot \mathbf{\xi}(\| u_h \|) \phi_j \, ds - \int_K \mathbf{A}(u_h) \nabla u_h \cdot \nabla \phi_j \, dx \, dy - \frac{1}{2} \int_{\partial K} \| u_h \| \nabla \phi_j \cdot \mathbf{\xi}(\| u_h \|) \, ds.
\]

To finish up the full discretization of solving nonlinear diffusion equation with the new DDGIC method, we either employ an explicit method for time discretization, i.e. the strong stability preserving Runge-Kutta method [44, 45], or an implicit method to solve the above ODE for the solution polynomial coefficient \( u_j(t) \).

Notice the interface correction term in the original DDGIC method involves the calculation of diffusion matrix with test function, i.e. \( \mathbf{A} = \mathbf{A}(v_h) \), which is not suitable for 2-D compressible NS equations. Therefore, adjoint property (7) is also used to define the interface correction term in (10). Furthermore, if the diffusion process is linear, i.e. \( \mathbf{A}(u) \) is a constant coefficient matrix, the new DDGIC scheme recovers the original DDGIC method [1]. It should also be mentioned that the adjoint property (7) was used in the proof of a bound-preserving limiter for the polynomial solution average in [31]. Yet all numerical tests in [31] were carried out with the original DDGIC method (5) and the numerical flux (6).
2.2. The new DDGIC method for 2-D compressible Navier-Stokes equations

The compressible NS equations in an inertial frame with no external force is given as

$$\frac{\partial \mathbf{Q}}{\partial t} + \nabla \cdot \mathbf{F}_c(\mathbf{Q}) = \nabla \cdot \mathbf{F}_v(\mathbf{Q}, \nabla \mathbf{Q}), \quad (x, t) \in \Omega \times (0, T).$$

(11)

We have $\mathbf{Q} = (\rho, \rho u, \rho v, E)^T$ as the vector of conserved variables where $\rho$ is the density, $u$ is the velocity in x-direction, $v$ is the velocity in y-direction and $E$ is the total energy. We denote the velocity vector by $\mathbf{u} = (u, v)^T$. Furthermore, we have $\mathbf{F}_c$ and $\mathbf{F}_v$ as the convective and viscous fluxes, respectively. The corresponding flux vectors $\mathbf{f}$ and $\mathbf{g}$ in x- and y-directions satisfy the following:

$$\nabla \cdot \mathbf{F}_c(\mathbf{Q}) = \frac{\partial \mathbf{f}_c(\mathbf{Q})}{\partial x} + \frac{\partial \mathbf{g}_c(\mathbf{Q})}{\partial y}, \quad \nabla \cdot \mathbf{F}_v(\mathbf{Q}, \nabla \mathbf{Q}) = \frac{\partial \mathbf{f}_v(\mathbf{Q}, \nabla \mathbf{Q})}{\partial x} + \frac{\partial \mathbf{g}_v(\mathbf{Q}, \nabla \mathbf{Q})}{\partial y}.$$

The convective fluxes are defined as

$$\mathbf{f}_c(\mathbf{Q}) = \begin{pmatrix} \rho u \\ \rho u^2 + p \\ \rho uv \\ u(E + p) \end{pmatrix}, \quad \mathbf{g}_c(\mathbf{Q}) = \begin{pmatrix} \rho u \\ \rho uv \\ \rho v^2 + p \\ u(E + p) \end{pmatrix},$$

where $p$ is the static pressure. Also, we assume a calorically perfect gas and use the ideal gas law as the equation of state to calculate pressure $p = (\gamma - 1)\rho e$. Here, $\gamma$ is the specific heat ratio, which is assumed to be $\gamma = 1.4$ throughout this study. In addition, $e$ is the internal energy. It is also related to the total energy as well as the density and the velocity vector by the following identity

$$E = \rho e + \frac{1}{2} \rho (u^2 + v^2).$$

Another important variable is the speed of sound, which is given by $a = \sqrt{\gamma \rho e}$. Furthermore, the viscous fluxes are given by

$$\mathbf{f}_v(\mathbf{Q}, \nabla \mathbf{Q}) = \begin{pmatrix} 0 \\ \tau_{11} \\ \mu \frac{\tau_{11}}{\rho} e_x \end{pmatrix}, \quad \mathbf{g}_v(\mathbf{Q}, \nabla \mathbf{Q}) = \begin{pmatrix} 0 \\ \tau_{12} \\ \mu \frac{\tau_{12}}{\rho} e_y \end{pmatrix},$$

By subscripts $x$ or $y$, we refer to the partial derivative in that respective direction. Moreover, the viscous stress tensor $\tau$ is defined as

$$\tau = \mu \begin{pmatrix} \frac{4}{3} u_x - \frac{2}{3} v_y & u_y + v_x \\ u_y + v_x & -\frac{2}{3} u_x + \frac{4}{3} v_y \end{pmatrix},$$

where $\mu$ is the dynamic viscosity, and we denote by $\tau_{ij}$ for $i, j = 1, 2$ the components of the stress tensor $\tau$. Unless otherwise stated, the dynamic viscosity is obtained by the Sutherland’s formula $\mu = \mu_{ref} \left( \frac{T}{T_{ref}} \right)^{3/2} \frac{T_{ref} + C_s}{T + C_s}$, where $T$ is the temperature, $T_{ref}$ is the reference temperature, $C_s$ is the Sutherland’s temperature, and $\mu_{ref}$ is the reference viscosity at $T_{ref}$. Note that temperature $T$ is related to the internal energy by the thermodynamical identity $e = c_v T$, where $c_v$ is the specific heat for a constant volume. Finally, $Pr$ is the nondimensional Prandtl number, which is typically taken to be 0.72 for air. Along with these definitions, the complete set of governing equations is now closed.
In order to derive the DDG scheme formulation for 2-D compressible NS equations, we employ the same triangulation $T_h$, numerical solution and test function space $V_h^N$ in (2) and set of orthonormal basis functions $\{\phi_i\}_{i=1}^{N_h}$ in (3) as in Section 2.1.

Similar to the numerical solution $u_h(x, y, t)$ in (4) for the scalar case, we denote by $Q_h(x, y, t) \in (V_h)^4$ the numerical solution to 2-D compressible NS equations (11). The polynomial expansion of the piecewise numerical solution vector on the orthonormal basis $\{\phi_i\}_{i=1}^{N_h}$ is then given as

$$Q_h(x, y, t)|_K = \sum_{i=1}^{N_h} Q_i(t) \phi_i(x, y).$$

As in (11), the components of the conserved variable vector have the same meanings, i.e. $Q_h^{(1)} = \rho_h$, $Q_h^{(2)} = (\rho u)_h$, $Q_h^{(3)} = (\rho v)_h$, and $Q_h^{(4)} = E_h$. In a word, $Q_h(x, y, t)|_K$ is a four-component piecewise polynomial vector that is expanded on the orthonormal basis $\{\phi_i\}_{i=1}^{N_h}$ of the cell $K$. Note also that the vector of polynomial coefficients $Q_i(t)$ is time-dependent.

In order to simplify the presentation of the new direct DG method, we skip the weak formulation of (11) with a general test function. Instead, we multiply each equation of the system (11) with a test function $\phi_j$ from the orthonormal basis, integrate over any element $K \in T_h$, perform the integration by parts and formally obtain the time-evolution equation of the polynomial coefficients $Q_i(t)$ as

$$\frac{dQ_i}{dt} = \int_K (F_c(Q_h) - F_v(Q_h, \nabla Q_h)) \cdot \nabla \phi_j(x, y) \, dx
dy - \int_{\partial K} (\hat{F}_c(Q_h) - \hat{F}_v(Q_h, \nabla Q_h)) \cdot n \phi_j(x, y) \, ds. \tag{12}$$

Here $\hat{F}_c$ and $\hat{F}_v$ are the convective and viscous numerical fluxes defined suitably on cell interfaces $\partial K$. Notice that both $F_c, F_v$ and $\hat{F}_c, \hat{F}_v$ in (12) are $4 \times 2$ matrix functions and the inner product is interpreted as being carried out between the row vector of the matrix to the cell vector or the outward pointing normal vector $n$ on $\partial K$. The interface correction term is dropped out of the right-hand side of (12) to simplify the derivation of the new direct DG method.

As a discontinuous Galerkin method, the numerical solution is discontinuous at the cell interfaces. It is the numerical flux that determines how a cell exchanges information with its neighboring cells. Among the many methods in the literature to compute the convective numerical flux, we choose the local Lax-Friedrichs method, which is written out as

$$\hat{F}_c(Q_h) \cdot n = \|f_c(Q_h)\|n_1 + \|g_c(Q_h)\|n_2 - \alpha \|Q_h\|, \quad \alpha = \max (\|\mathbf{u}\| + a). \tag{13}$$

where $a$ is the speed of sound.

In the remainder of this section, we will focus on the development of the viscous numerical flux $\hat{F}_v$ and the interface correction term of (12). First, we will consider the application of adjoint property to the system case on the continuous level, which is a critical step towards the new scheme formulation. We will then present the new DDGIC method for 2-D compressible NS equations (11) along with the boundary condition implementation.

### 2.2.1. Adjoint property for the multi-variable system case of compressible Navier-Stokes

As discussed in section 2.1, the idea of the new DDGIC method is based on the adjoint property

$$A(u) \nabla u \cdot n = \nabla u \cdot A(u)^T n,$$

of the nonlinear diffusion (1) matrix and the corresponding vector inner product. For the system case of compressible NS equation (11), we first rewrite each row vector of $(f_v(Q, \nabla Q), g_v(Q, \nabla Q))$ as the...
summation of the product of individual nonlinear diffusion matrix and the gradient of its state variable. Then, the new DDGIC scheme for 2-D compressible NS equations will be a straightforward extension of (10). Let’s use the x-momentum equation to illustrate the symbolic deduction. The second row of \((f_v(Q, \nabla Q), g_v(Q, \nabla Q))\) consists of the stress tensor components \((\tau_{11}, \tau_{12})\) that can be decomposed into and laid out in column vector format as

\[
\begin{bmatrix} \tau_{11} \\ \tau_{12} \end{bmatrix} = \mu \begin{bmatrix} \frac{4}{3} \nabla x - \frac{2}{3} vy \\ \frac{3}{5} u_y + v_x \end{bmatrix} + \mu \begin{bmatrix} -\frac{2}{3} vy \\ v_x \end{bmatrix} = \mu \begin{bmatrix} \frac{4}{3} \\ 0 \end{bmatrix} \nabla u + \mu \begin{bmatrix} 0 \\ -\frac{2}{3} \end{bmatrix} \nabla v
\]

\[
= -\frac{\mu}{\rho} \begin{bmatrix} \frac{4}{3} u - \frac{2}{3} vy \\ v_x \end{bmatrix} \nabla \rho + \mu \begin{bmatrix} \frac{4}{3} \\ 0 \end{bmatrix} \nabla (\rho u) + \frac{\mu}{\rho} \begin{bmatrix} 0 \\ -\frac{2}{3} \end{bmatrix} \nabla (\rho v).
\]

We use the standard ordering and designate the x-momentum equation as the second equation, and adopt \(\rho = Q^{(1)}, \rho u = Q^{(2)}, \rho v = Q^{(3)},\) and \(E = Q^{(4)}\) as the first, second, third and fourth conserved variables. For the x-momentum equation, we introduce the following nonlinear diffusion matrices:

\[
A^{(21)}(Q) = -\frac{\mu}{\rho} \begin{bmatrix} \frac{4}{3} u - \frac{2}{3} vy \\ v_x \end{bmatrix}, \quad A^{(22)}(Q) = \frac{\mu}{\rho} \begin{bmatrix} \frac{4}{3} \\ 0 \end{bmatrix}, \quad A^{(23)}(Q) = \frac{\mu}{\rho} \begin{bmatrix} 0 \\ -\frac{2}{3} \end{bmatrix}, \quad (14)
\]

and the corresponding viscous term can be rewritten as

\[
\begin{bmatrix} \tau_{11} \\ \tau_{12} \end{bmatrix} = \mu \begin{bmatrix} \frac{4}{3} u - \frac{2}{3} vy \\ \frac{3}{5} u_y + v_x \end{bmatrix} = A^{(21)}(Q) \nabla \rho + A^{(22)}(Q) \nabla (\rho u) + A^{(23)}(Q) \nabla (\rho v).
\]

Similar to the scalar nonlinear diffusion equation, we explore the adjoint property of vector inner product

\[
A^{(2m)}(Q) \nabla Q^{(m)} \cdot n = \nabla Q^{(m)} \cdot A^{(2m)}(Q)^T n, \quad \text{for } m = 1, 2, 3.
\]

Correspondingly, the following new direction vectors are defined

\[
\xi^{(2m)}(Q) = A^{(2m)}(Q)^T n, \quad (16)
\]

and these lead to

\[
A^{(2m)}(Q) \nabla Q^{(m)} \cdot n = \nabla Q^{(m)} \cdot \xi^{(2m)}(Q) \quad \text{for } m = 1, 2, 3. \quad (17)
\]

Since there are no viscous terms for the continuity equation, we have \(A^{(1m)}(Q) = 0\) with \(m = 1, \cdots, 4\). For the y-momentum and the total energy equations, we refer to Appendix A where a complete description of the diffusion matrices \(A^{(3m)}(Q)\) and \(A^{(4m)}(Q)\) for \(m = 1, \cdots, 4\) is given, respectively.

**Remark 2.** The viscous numerical flux \(\hat{F}_v \cdot n\) can be computed by the original DDG numerical flux formula (6) for each \(A^{(im)}(Q_h) \nabla Q^{(m)}_h\) term if and only if the compatibility condition

\[
\frac{\partial B^{(l)}(Q)}{\partial Q^{(m)}} = A^{(lm)}(Q) \quad \text{for } m = 1, \cdots, 4
\]

is satisfied. Here, \(B^{(l)}(Q)\) is the antiderivative matrix corresponding to the diffusion matrices \(A^{(lm)}(Q)\).

**Remark 3.** For 2-D compressible NS equations, the diffusion matrices corresponding to x- and y-momentum equations of 2-D compressible NS equations are compatible, i.e. \(B^{(2)}(Q)\) and \(B^{(3)}(Q)\) exist. However, the matrix antiderivative \(B^{(4)}(Q)\) does not exist for the energy equation. Therefore, the energy equation is not compatible and the original DDG method [28] cannot be used for 2-D compressible NS equation. Thus, another route will have to be taken.
2.2.2. The new DDGIC scheme formulation for 2-D compressible Navier-Stokes

We now present the derivation of the new DDGIC method for 2-D NS equations. For the sake of simplicity, we follow an equation-by-equation approach. Since there are no diffusion terms in the continuity equation, we begin by the x-momentum equation. The main idea of the new direct DG method is based on the adjoint property of vector inner product. Motivated by the continuous level adjoint property (17) with the new direction vector $\xi^{(2m)}(Q)$ in (16) and the corresponding diffusion matrices $A^{(2m)}(Q)$ in (14), the viscous numerical flux for x-momentum equation in (12) is defined as

$$
\mathbf{F}^{(2)}_{v} \cdot \mathbf{n} = \mu \left( \frac{\dot{u}}{u_x} - \frac{\dot{v}}{u_y} \right) \cdot \mathbf{n} = \nabla \rho_h \cdot \xi^{(21)}(\{Q_h\}) + \nabla(\rho u)_h \cdot \xi^{(22)}(\{Q_h\}) + \nabla(\rho v)_h \cdot \xi^{(23)}(\{Q_h\}).
$$

Following the adjoint property, the new direction vectors are defined as below

$$
\xi^{(2m)}(\{Q_h\}) = A^{(2m)}(\{Q_h\})^T \mathbf{n}, \quad m = 1, 2, 3, \quad \forall \partial K.
$$

Notice the notation $\{Q_h\} = \frac{Q_h^- + Q_h^+}{2}$ denotes the solution average on $\partial K$ with $Q_h^-$ and $Q_h^+$ representing the values of the solution polynomial evaluated from the interior and exterior of the current cell $K$. The simple numerical flux formula of the direct DG method is then employed to compute $\nabla \rho_h = \nabla Q_h^{(1)}$, $\nabla(\rho u)_h = \nabla Q_h^{(2)}$, $\nabla(\rho v)_h = \nabla Q_h^{(3)}$ and $\nabla E_h = \nabla Q_h^{(4)}$ on $\partial K$ as follows

$$
\begin{align*}
\partial_x Q_h^{(m)} &= \frac{\beta_0}{h_e} [Q_h^{(m)}]_n + \sum \partial_x Q_h^{(m)} n_1 + \partial_y \partial_x Q_h^{(m)} n_2, \\
\partial_y Q_h^{(m)} &= \frac{\beta_0}{h_e} [Q_h^{(m)}]_n + \sum \partial_y Q_h^{(m)} n_1 + \partial_y \partial_y Q_h^{(m)} n_2
\end{align*}
$$

which are the vector counterparts of the numerical flux (9) in the scalar case. Repeating the same process for y-momentum and total energy equations shows that this structure is maintained. That is, the following new direction vectors are introduced on $\partial K$

$$
\xi^{(lm)} = A^{(lm)}(\{Q_h\})^T \mathbf{n}, \quad l = 2, 3, 4, \quad m = 1, \ldots, 4,
$$

and then employed along with the numerical flux formula (21) to complete the computation of the viscous numerical flux $\mathbf{F}^{(2)}_{v} \cdot \mathbf{n}$. Again, the reader is referred to Appendix A for a full description of the diffusion matrices $A^{(lm)}$.

It should be noted that the adjoint property (22) allows the essentially difficult nonlinear part of the numerical flux to be dealt with the direction vectors $\xi^{(lm)}$. Then, it is combined with the simple numerical flux formula of the direct DG method to approximate the gradient of conserved variables. In summary, the new DDGIC method defines multiple individual diffusion processes, each of which is combined to calculate the viscous numerical fluxes for 2-D compressible NS equations as

$$
\mathbf{F}^{(2)}_{v}(Q_h, \nabla Q_h) \cdot \mathbf{n} = \begin{pmatrix}
0 \\
\nabla \rho_h \cdot \xi^{(21)} + \nabla(\rho u)_h \cdot \xi^{(22)} + \nabla(\rho v)_h \cdot \xi^{(23)} \\
\nabla \rho_h \cdot \xi^{(21)} + \nabla(\rho u)_h \cdot \xi^{(22)} + \nabla(\rho v)_h \cdot \xi^{(23)} \\
\nabla \rho_h \cdot \xi^{(41)} + \nabla(\rho u)_h \cdot \xi^{(42)} + \nabla(\rho v)_h \cdot \xi^{(43)} + \nabla E_h \cdot \xi^{(44)}
\end{pmatrix}.
$$
Similarly, the interface correction term can be simplified and computed as follows

\[
I_{\text{corr}}(Q_h, \phi_j) \cdot n = \frac{1}{2} \left( \begin{array}{c}
\left[ [\rho_h] \xi^{(21)} + [[(\rho u)_h] \xi^{(22)} + [[(\rho v)_h] \xi^{(23)}] \cdot \nabla \phi_j(x, y) \\
[\rho_h] \xi^{(31)} + [[(\rho u)_h] \xi^{(32)} + [[(\rho v)_h] \xi^{(33)}] \cdot \nabla \phi_j(x, y) \\
[\rho_h] \xi^{(41)} + [[(\rho u)_h] \xi^{(42)} + [[(\rho v)_h] \xi^{(43)} + [E_h] \xi^{(44)}] \cdot \nabla \phi_j(x, y)
\end{array} \right). \tag{24}
\]

Finally, we write the new DDGIC scheme for 2-D compressible NS equations

\[
\frac{d \hat{Q}_j}{dt} = \int_K (F_c(Q_h) - F_v(Q_h, \nabla Q_h)) \cdot \nabla \phi_j(x, y) \, dx \, dy \\
- \int_{\partial K} (\hat{F}_c(Q_h) - \hat{F}_v(Q_h, \nabla Q_h)) \cdot \phi_j(x, y) \, n \, ds - \int_{\partial K} I_{\text{corr}}(Q_h, \phi_j) \cdot n \, ds, \forall K \in T_h \tag{25}
\]

One advantage of the proposed approach is that its implementation is very convenient and straightforward. It allows reuse of the code when simulating different equations, i.e. turbulence simulations. The new DDG method only requires the computation of the numerical fluxes of the conserved variables’ gradients, which are completely independent of the governing equation. The information pertaining to the governing equation enters the numerical flux through the direction vectors \( \xi^{(lm)} \). Therefore, the new DDGIC method puts forth a general framework for applying DDGIC method for general conservation laws with nonlinear diffusion.

**Remark 4.** For a general system of conservation laws of \( N \) equations with nonlinear diffusion, viscous numerical flux can be approximated as

\[
\hat{F}_v(Q_h, \nabla Q_h) \cdot n = \sum_{n=1}^{N} \left( \begin{array}{c}
\nabla Q_h \cdot \xi^{(1n)}([Q_h]) \\
\nabla Q_h \cdot \xi^{(2n)}([Q_h]) \\
\vdots \\
\nabla Q_h \cdot \xi^{(Nn)}([Q_h])
\end{array} \right),
\]

while the interface correction term is given by

\[
I_{\text{corr}}(Q_h, \phi_j) \cdot n = \frac{1}{2} \sum_{n=1}^{N} \left[ \nabla Q_h^{(n)} \right] \left( \begin{array}{c}
\xi^{(1n)}([Q_h]) \cdot \nabla \phi_j \\
\xi^{(2n)}([Q_h]) \cdot \nabla \phi_j \\
\vdots \\
\xi^{(Nn)}([Q_h]) \cdot \nabla \phi_j
\end{array} \right)
\]

### 2.3. Boundary Conditions

In this section, we describe the boundary condition implementation with the new DDGIC method. All boundary conditions are enforced weakly through the numerical fluxes of (13) and (23) and the interface correction (24).

For any edge \( \partial K \) falling on the domain boundary \( \partial \Omega \), we denote the interior state by the superscript \(-\) and the ghost state by \(+\). That is, \( Q_h^-, \partial_{x_i} Q_h^- \) and \( \partial_{x_i} \partial_{x_j} Q_h^- \) are calculated from the corresponding interior element using the solution polynomial. On the other hand, \( Q_h^+, \partial_{x_i} Q_h^+ \) and \( \partial_{x_i} \partial_{x_j} Q_h^+ \) are computed based on the particular boundary condition type, which are discussed below.
2.3.1. Periodic boundary

We simply take the solution and derivatives from the interior state of the corresponding periodic boundary. For instance, if the solution is periodic at \((x, y)\) with \(Q(x, y) = Q(x + L_x, y + L_y)\), then we set
\[
Q_h^+(x, y) = Q_h^-(x + L_x, y + L_y),
\partial_x Q_h^+(x, y) = \partial_x Q_h^-(x + L_x, y + L_y),
\partial_x \partial_x Q_h^+(x, y) = \partial_x \partial_x Q_h^-(x + L_x, y + L_y).
\]

2.3.2. Inflow and farfield boundaries

\(Q_h^+\) is determined from the free-stream conditions while \(\partial_x Q_h^+\) and \(\partial_x \partial_x Q_h^+\) are set equal to the corresponding interior values.
\[
Q_h^+ = \begin{pmatrix}
\rho_{\infty} \\
\rho_{\infty} u_{\infty} \\
\rho_{\infty} v_{\infty} \\
\frac{p_{\infty}}{\gamma - 1} + \frac{1}{2} \rho_{\infty} (u_{\infty}^2 + v_{\infty}^2)
\end{pmatrix}, \quad \partial_x Q_h^+ = \partial_x Q_h^-,
\partial_x \partial_x Q_h^+ = \partial_x \partial_x Q_h^-.
\]

**Remark 5.** Note that this boundary condition is well-posed since the characteristic wave directions are taken into account by the local Lax-Friedrichs flux (13). We refer to [46] for more details.

2.3.3. Outflow boundary

\(Q_h^+\) is determined by the partially non-reflecting pressure outflow (PNR) method described in [46] while \(\partial_x Q_h^+\) and \(\partial_x \partial_x Q_h^+\) are set equal to the corresponding interior values.
\[
Q_h^+ = \begin{pmatrix}
\rho_{h}^- \\
(pu_h)_h^- \\
(pv)_h^- \\
\frac{2p_h^- - p_h^-}{\gamma - 1} + \frac{1}{2} \rho_h^- ((u_h^-)^2 + (v_h^-)^2)
\end{pmatrix}, \quad \partial_x Q_h^+ = \partial_x Q_h^-,
\partial_x \partial_x Q_h^+ = \partial_x \partial_x Q_h^-.
\]

2.3.4. Adiabatic viscous wall

\(Q_h^+\) is computed by assuming no-slip velocity \((u_h^+, v_h^+) = (0, 0)^T\) and all other variables are the same as the interior state. On the other hand, \(\partial_x Q_h^+\) is computed by assuming zero heat flux at the wall. For a calorically perfect gas, the wall heat flux is zero if the normal derivative of internal energy is zero, i.e. \(\partial_n e_h^+ = 0\). This is achieved by taking projection of the internal energy gradient on the wall, i.e. \(\partial_x e_h^+ = \partial_x e_h^- - \partial_n e_h^- n_i\). All other variables are the same as the interior state. Moreover, \(\partial_x \partial_x Q_h^+\) is set equal to the interior second derivative.
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and surface integrals are exact up to polynomials of degree 2 Also, all other variables are extrapolated from the interior state. Furthermore, the normal component of the velocity vector is negated while the tangential component is kept the same.

2.3.5. Symmetry plane

\( \partial_x, Q_h^+ = \partial_x, \partial_x, Q_h^- \) is computed by determining the mirror image of the velocity with respect to the wall. That is, the normal component of the velocity vector is negated while the tangential component is kept the same. Also, all other variables are extrapolated from the interior state. Furthermore, \( \partial_x, Q_h^+ \) is computed as the velocity vector and \( \partial_x, \partial_x, Q_h^+ \) is equal to the interior second derivative.

\[
Q_h^+ = \begin{pmatrix} \rho_h^- & 0 \\ 0 & 0 \end{pmatrix},
\]

\[
\partial_x, Q_h^+ = \begin{pmatrix} \partial_x, \rho_h^- \\ \partial_x, (\rho u)_h^- \\ \partial_x, (\rho v)_h^- \end{pmatrix},
\]

\[
(\partial_x, \rho_h^-) e_i^- + \rho_h^- (\partial_x, e_i^+), \partial_x, (\rho v_h^-) [(u_h^-)^2 + (v_h^-)^2])
\]

\[
\partial_x, \partial_x, Q_h^+ = \partial_x, \partial_x, Q_h^-.
\] (30)

2.3. Symmetry plane

In this example, we employ the following simple manufactured solution to measure the accuracy of the new DDGIC scheme 

\[
\rho(x, y, t) = 1 + 0.1 \sin(2\pi(x + y) - 2t),
\]

\[
u(x, y, t) = 1 + 0.1 \sin(2\pi(x + y) - 2t),
\]

\[
v(x, y, t) = 1 + 0.1 \cos(2\pi(x + y) - 2t),
\]

\[
e(x, y, t) = 1 + 0.1 \cos(2\pi(x + y) - 2t).
\]

3. Numerical Examples

In this section, several numerical examples are explored to assess the performance of the proposed DDGIC method. These examples demonstrate the capability of the new DDGIC scheme for achieving optimal order of accuracy as well as capturing correct physical results. In all examples, strong stability preserving (SSP) explicit third order Runge-Kutta scheme in [45, 44] is used to evolve the solution polynomial coefficients (25) in time with the following CFL (Courant-Friedrichs-Levy) condition

\[
\Delta t \max_K \bigg\{ \max \left\{ \frac{a_K + \|u_K\|}{h}, \frac{\mu_K}{h^2} \right\} \bigg\} < \omega \lambda,
\] (32)

where \( \lambda \) is the CFL number, \( h = \min_K h_K \) is the minimum cell diameter in the computational domain, and \( \omega \) is the minimum quadrature weight of volume integration. In addition, \( a_K \) is the maximum speed of sound, \( ||u_K|| \) is the Euclidean norm of the velocity vector, and \( \mu_K \) is the maximum dynamic viscosity computed in the cell \( K \). In all numerical experiments, quadrature rules are chosen so that both volume and surface integrals are exact up to polynomials of degree \( 2k + 1 \) in each cell.

3.1. Manufactured Solution-1

In this example, we employ the following simple manufactured solution to measure the accuracy of the new DDGIC scheme

\[
\rho(x, y, t) = 1 + 0.1 \sin(2\pi(x + y) - 2t),
\]

\[
u(x, y, t) = 1 + 0.1 \sin(2\pi(x + y) - 2t),
\]

\[
v(x, y, t) = 1 + 0.1 \cos(2\pi(x + y) - 2t),
\]

\[
e(x, y, t) = 1 + 0.1 \cos(2\pi(x + y) - 2t).
\]
The computational domain is set as $\Omega = [0, 1] \times [0, 1]$, and the set of unstructured triangular meshes used is shown in Figure 2. Note that these are traveling waves moving in the same direction with the same speed. We use a constant dynamic viscosity of $\mu = 10^{-3}$. The CFL number is taken as $\lambda = 0.1$ and we run the simulation to final time $T = 2\pi$. Since the manufactured solution is periodic in the x- and y- directions, respectively, the periodic boundary conditions (26) are enforced in these directions.

We compute the $L_2$ and $L_\infty$ errors for all conserved variables in this example. The $L_2$ error is computed by a quadrature rule of order $k + 1$ while the $L_\infty$ error is computed using 361 points in each cell. This error calculation formula is also employed in the following two numerical examples. To save space, we only list the $L_\infty$ errors and orders in Table 1. In this example, an optimal $(k + 1)^{th}$ order of accuracy is obtained for each conserved variable with $\mathbb{P}_k$ ($k = 1, \ldots, 4$) polynomials.

3.2. Manufactured Solution-2

In this example, the new DDGIC method is tested with a more complicated manufactured solution. We now consider a wave-packet solution:

$$
\begin{align*}
\rho(x, y, t) &= 1 - 0.1 \sin(4\pi x + 4\pi t) \cos(2\pi y - 2\pi t), \\
u(x, y, t) &= 2 + 0.2 \sin(2\pi x - 2\pi t) \cos(4\pi y - 4\pi t), \\
v(x, y, t) &= 3 + 0.3 \cos(2\pi x - 2\pi t) \sin(4\pi y + 4\pi t), \\
e(x, y, t) &= 50 - 10 \cos(2\pi x - 4\pi t) \sin(4\pi y + 4\pi t).
\end{align*}
$$

Note that these waves are traveling in different directions with different phase and group speeds. The CFL number is taken as $\lambda = 0.1$, the dynamic viscosity is $\mu = 10^{-2}$, and the final time is $T = 1$. The periodic boundary conditions (26) are employed in x- and y- directions. The same set of meshes is used as in the previous example. In Table 2, we only list the $L_2$ errors and orders to save space. Again, we obtain an optimal $(k + 1)^{th}$ order of accuracy in both $L_2$ and $L_\infty$ sense for all conserved variables.

3.3. A pressure pulse in a periodic domain

In this example, we consider the Test Case II of [12]. The initial conditions are given as

$$
\begin{align*}
\rho(x, y, 0) &= 1, \\
u(x, y, 0) &= v(x, y, 0) = 0, \\
E(x, y, 0) &= \frac{12}{\gamma - 1} + \frac{1}{2} \exp \left(- (\cos(\pi x)^2 + \cos(\pi y)^2)\right).
\end{align*}
$$

(33)
Table 1: $L_\infty$ errors for Example 3.1 at $T = 2\pi$

| $L_\infty$ errors and orders for $\rho_h$ | $h$ | $h/2$ | Order | $h/4$ | Order | $h/8$ | Order |
|------------------------------------------|-----|-------|-------|-------|-------|-------|-------|
| $k = 1$ | 6.60E-2 | 1.73E-2 | 1.93 | 4.97E-3 | 1.80 | 1.21E-3 | 2.04 |
| $k = 2$ | 2.01E-2 | 3.77E-3 | 2.42 | 4.83E-4 | 2.96 | 6.40E-5 | 2.92 |
| $k = 3$ | 2.49E-3 | 1.59E-4 | 3.97 | 1.52E-5 | 3.39 | 7.49E-7 | 4.34 |
| $k = 4$ | 5.01E-4 | 3.10E-5 | 4.01 | 1.09E-6 | 4.83 | 4.03E-8 | 4.76 |

| $L_\infty$ errors and orders for $(\rho u)_h$ | $h$ | $h/2$ | Order | $h/4$ | Order | $h/8$ | Order |
|--------------------------------------------|-----|-------|-------|-------|-------|-------|-------|
| $k = 1$ | 1.33E-1 | 3.23E-2 | 2.04 | 1.01E-2 | 1.68 | 2.24E-3 | 2.17 |
| $k = 2$ | 3.66E-2 | 7.23E-3 | 2.34 | 9.05E-4 | 3.00 | 1.13E-4 | 3.01 |
| $k = 3$ | 6.03E-3 | 3.45E-4 | 4.13 | 3.31E-5 | 3.38 | 1.40E-6 | 4.56 |
| $k = 4$ | 8.48E-4 | 5.32E-5 | 3.99 | 1.74E-6 | 4.93 | 5.66E-8 | 4.94 |

| $L_\infty$ errors and orders for $(\rho v)_h$ | $h$ | $h/2$ | Order | $h/4$ | Order | $h/8$ | Order |
|--------------------------------------------|-----|-------|-------|-------|-------|-------|-------|
| $k = 1$ | 1.05E-1 | 3.20E-2 | 1.72 | 7.68E-3 | 2.06 | 1.78E-3 | 2.11 |
| $k = 2$ | 2.94E-2 | 5.59E-3 | 2.39 | 7.10E-4 | 2.98 | 9.01E-5 | 2.98 |
| $k = 3$ | 4.73E-3 | 4.13E-4 | 3.50 | 2.11E-5 | 4.31 | 1.22E-6 | 4.11 |
| $k = 4$ | 1.23E-3 | 6.99E-5 | 4.14 | 2.23E-6 | 4.97 | 7.03E-8 | 4.99 |

| $L_\infty$ errors and orders for $E_h$ | $h$ | $h/2$ | Order | $h/4$ | Order | $h/8$ | Order |
|-------------------------------------|-----|-------|-------|-------|-------|-------|-------|
| $k = 1$ | 2.75E-1 | 7.37E-2 | 1.90 | 1.70E-2 | 2.12 | 4.04E-3 | 2.07 |
| $k = 2$ | 7.37E-2 | 1.40E-2 | 2.39 | 1.78E-3 | 2.98 | 2.25E-4 | 2.99 |
| $k = 3$ | 1.32E-2 | 8.82E-4 | 3.90 | 4.23E-5 | 4.38 | 2.48E-6 | 4.09 |
| $k = 4$ | 2.72E-3 | 1.57E-4 | 4.12 | 4.97E-6 | 4.98 | 1.54E-7 | 5.02 |

The reference solution is generated with high order 5th degree polynomial approximation and on a refined mesh of $h/16$. The CFL number is taken as $\lambda = 0.1$, the dynamic viscosity as $\mu = 10^{-2}$, and the final time as $T = 0.1$. Periodic boundary conditions (26) are enforced in x- and y- directions. The set of unstructured triangular meshes used in this example is the same as in Example 3.1. The $L_2$ and $L_\infty$ errors and orders are given in Table 3 and 4. As in the previous cases, the new DDGIC method achieves the expected $(k + 1)th$ optimal order of accuracy.
| $L_2$ errors and orders for $\rho_h$ | $h$ | $h/2$ | $h/4$ | Order | $h/8$ | Order |
|------------------------------------|-----|-------|-------|--------|-------|--------|
| $k = 1$                            | 4.16E-2 | 5.34E-3 | 2.96 | 1.01E-3 | 2.40 | 2.22E-4 | 2.19 |
| $k = 2$                            | 5.81E-3 | 9.96E-4 | 2.54 | 1.49E-4 | 2.75 | 1.59E-5 | 3.22 |
| $k = 3$                            | 1.63E-3 | 8.75E-5 | 4.22 | 4.57E-6 | 4.26 | 2.54E-7 | 4.17 |
| $k = 4$                            | 2.55E-4 | 8.83E-6 | 4.85 | 2.43E-7 | 5.18 | 6.58E-9 | 5.21 |

| $L_2$ errors and orders for $(\rho u)_h$ | $h$ | $h/2$ | $h/4$ | Order | $h/8$ | Order |
|-------------------------------------------|-----|-------|-------|--------|-------|--------|
| $k = 1$                                   | 1.05E-1 | 1.66E-2 | 2.66 | 3.28E-3 | 2.33 | 7.06E-4 | 2.22 |
| $k = 2$                                   | 1.54E-2 | 2.29E-3 | 2.75 | 3.17E-4 | 2.85 | 3.59E-5 | 3.14 |
| $k = 3$                                   | 3.84E-3 | 1.87E-4 | 4.36 | 9.96E-6 | 4.23 | 5.59E-7 | 4.16 |
| $k = 4$                                   | 5.65E-4 | 1.67E-5 | 5.08 | 5.08E-7 | 5.04 | 1.46E-8 | 5.12 |

| $L_2$ errors and orders for $(\rho v)_h$ | $h$ | $h/2$ | $h/4$ | Order | $h/8$ | Order |
|-------------------------------------------|-----|-------|-------|--------|-------|--------|
| $k = 1$                                   | 9.12E-2 | 1.71E-2 | 2.41 | 3.53E-3 | 2.28 | 7.61E-4 | 2.22 |
| $k = 2$                                   | 1.61E-2 | 2.07E-3 | 2.96 | 2.45E-4 | 3.08 | 2.87E-5 | 3.10 |
| $k = 3$                                   | 3.01E-3 | 1.67E-4 | 4.17 | 9.47E-6 | 4.14 | 5.37E-7 | 4.14 |
| $k = 4$                                   | 5.64E-4 | 1.49E-5 | 5.24 | 4.66E-7 | 5.00 | 1.51E-8 | 4.95 |

| $L_2$ errors and orders for $E_h$        | $h$ | $h/2$ | $h/4$ | Order | $h/8$ | Order |
|------------------------------------------|-----|-------|-------|--------|-------|--------|
| $k = 1$                                   | 1.61E+0 | 3.06E-1 | 2.39 | 7.03E-2 | 2.12 | 1.70E-2 | 2.05 |
| $k = 2$                                   | 2.96E-1 | 4.36E-2 | 2.76 | 6.39E-3 | 2.77 | 8.62E-4 | 2.89 |
| $k = 3$                                   | 6.59E-2 | 3.76E-3 | 4.13 | 2.20E-4 | 4.09 | 1.41E-5 | 3.97 |
| $k = 4$                                   | 1.08E-2 | 3.83E-4 | 4.81 | 1.24E-5 | 4.95 | 4.01E-7 | 4.95 |

### 3.4. Steady flow over a flat plate

In this example, the simulation setup is similar to example 4.2 of [34]. We consider a laminar compressible flow over a flat plate with a Reynolds number of $Re = 10^4$ based on the inflow reference conditions and the plate length. The inflow Mach number is $M_\infty = 0.3$. The computational domain is given as $\Omega = [-1,1] \times [0,1]$. We apply the inflow and farfield boundary condition (27) at the inlet ($x = -1$) and the top ($y = 1$) planes, respectively. Moreover, the outflow boundary condition (29) is enforced at the exit plane ($x = 1$). At $y = 0$, the symmetry-plane boundary condition (31) is applied for $-1 < x < 0$ while the adiabatic viscous wall boundary condition (30) is employed for $0 < x < 1$. We denote the latter as the flat plate. The mesh consists of 3368 elements. Note that 32 cells are located on the flat plate and we have 20 cells in the vertical direction, see Figure 3. Also, the flow field is assumed to reach a steady-state after the 2-norm of the residual of each equation is below $10^{-5}$.

Note that for this inflow Mach number, flow is nearly incompressible so that incompressible laminar boundary layer theory can be used to assess the performance of our method. In Figure 4a, the DDGIC results of nondimensional u-velocity profile for several polynomial degrees $k$ at the exit plane are compared to the velocity profile of the incompressible Blasius flow. Results corresponding to DDGIC solutions are calculated at the center of each triangle face lying on the exit plane. Note that the wall-normal direction...
Table 3: $L_2$ Errors for Example 3.3 at $T = 0.1$

| $L_2$ errors and orders for $\rho_h$ | $h$ | $h/2$ | Order | $h/4$ | Order | $h/8$ | Order |
|--------------------------------------|-----|-------|-------|-------|-------|-------|-------|
| $k = 1$ | 6.27E-4 | 1.28E-4 | 2.30 | 2.64E-5 | 2.27 | 5.60E-6 | 2.24 |
| $k = 2$ | 1.01E-4 | 1.46E-5 | 2.79 | 1.91E-6 | 2.93 | 2.19E-7 | 3.12 |
| $k = 3$ | 3.21E-5 | 1.26E-6 | 4.67 | 7.75E-8 | 4.03 | 4.27E-9 | 4.18 |
| $k = 4$ | 4.79E-6 | 1.59E-7 | 4.92 | 4.49E-9 | 5.14 | 1.50E-10 | 4.90 |

| $L_2$ errors and orders for $(\rho u)_h$ | $h$ | $h/2$ | Order | $h/4$ | Order | $h/8$ | Order |
|--------------------------------------|-----|-------|-------|-------|-------|-------|-------|
| $k = 1$ | 1.50E-3 | 3.41E-4 | 2.13 | 6.47E-5 | 2.40 | 1.24E-5 | 2.38 |
| $k = 2$ | 3.12E-4 | 2.75E-5 | 3.50 | 3.07E-6 | 3.16 | 3.77E-7 | 3.02 |
| $k = 3$ | 6.08E-5 | 2.57E-6 | 4.56 | 1.60E-7 | 4.00 | 9.28E-9 | 4.11 |
| $k = 4$ | 1.05E-5 | 2.62E-7 | 5.33 | 8.53E-9 | 4.94 | 2.76E-10 | 4.95 |

| $L_2$ errors and orders for $(\rho v)_h$ | $h$ | $h/2$ | Order | $h/4$ | Order | $h/8$ | Order |
|--------------------------------------|-----|-------|-------|-------|-------|-------|-------|
| $k = 1$ | 1.35E-3 | 3.49E-4 | 1.95 | 6.65E-5 | 2.39 | 1.25E-5 | 2.41 |
| $k = 2$ | 2.62E-4 | 2.77E-5 | 3.24 | 3.11E-6 | 3.16 | 3.80E-7 | 3.03 |
| $k = 3$ | 5.12E-5 | 2.59E-6 | 4.30 | 1.61E-7 | 4.01 | 9.31E-9 | 4.11 |
| $k = 4$ | 8.26E-6 | 2.69E-7 | 4.94 | 8.65E-9 | 4.96 | 2.76E-10 | 4.97 |

| $L_2$ errors and orders for $E_h$ | $h$ | $h/2$ | Order | $h/4$ | Order | $h/8$ | Order |
|----------------------------------|-----|-------|-------|-------|-------|-------|-------|
| $k = 1$ | 1.51E-2 | 3.61E-3 | 2.06 | 7.66E-4 | 2.24 | 1.56E-4 | 2.30 |
| $k = 2$ | 3.28E-3 | 3.31E-4 | 3.31 | 3.23E-5 | 3.36 | 3.68E-6 | 3.13 |
| $k = 3$ | 7.71E-4 | 2.66E-5 | 4.86 | 1.65E-6 | 4.02 | 9.88E-8 | 4.06 |
| $k = 4$ | 1.16E-4 | 2.91E-6 | 5.31 | 7.91E-8 | 5.20 | 3.12E-9 | 4.66 |

is denoted by the standard nondimensional variable $\eta(x) = y/\delta(x)$ where $\delta(x) = \sqrt{\mu x/\rho_\infty u_\infty}$. Overall, we observe an excellent agreement in all velocity profiles.

Furthermore, the DDGIC results for skin friction coefficient values along the plane are compared to that obtained from the incompressible theory in Figure 4b. In this case, DDGIC results are calculated at 20 points for each triangle face lying on the no-slip boundary. The DDGIC results and incompressible theory seem almost identical on a linear plot, thus, the comparison of results is made on a logarithmic plot. It is observed that there is a discrepancy in the skin friction coefficient at the leading edge of the plate. Since the skin friction coefficient is based on the wall-normal derivative of $u$-velocity, the second order ($k = 1$) solution is almost linear in each cell, and thus has the highest discrepancy as seen in Figure 4b. It is also clear that the discrepancy gets smaller as further $p$-refinement is applied. This is, in fact, the expected behaviour near the leading edge and further improvement is also possible with $h$-refinement.

3.5. Steady flow over a cylinder

In this example, we consider a steady subsonic laminar flow at $Re = 40$ based on the inflow reference conditions and the cylinder diameter. The flow enters the computational domain with a Mach number
of $M_\infty = 0.2$. The computational domain is of a circular shape that extends 20 times the diameter of the cylinder, and consists of 3280 elements with 41 elements on the cylinder and 40 elements in the radial direction as shown in Figure 5. On the cylinder, we apply the adiabatic viscous wall boundary condition (30). In the remaining parts of the domain boundary, we assume the farfield boundary condition (27). Moreover, the flow field is assumed to reach a steady-state after 2-norm of the residual of each equation reaches $10^{-6}$.

There are several important features of this example used for validation purposes in the literature. It is typical to measure the drag coefficient, which is a nondimensional measure of the drag force exerted on a body immersed in a fluid. After the flow passes over the cylinder, the boundary layer is said to be separated due to viscous and adverse pressure affects. It is thus a common practice to estimate the separation angle and compare it to available reference data. Due to separation, two circulation bubbles occur in the wake of the cylinder. The size of these bubbles in the horizontal and vertical directions as well as the distance between their centers are another important parameters for validating numerical results.

Following the notation in [47], DDGIC results for $k = 1, 2, 3, 4$ are compared to selected data from the literature in Table 5. It should be noted that results presented in [47] correspond to incompressible flow.

**Table 4: $L_\infty$ Errors for Example 3.3 at $T = 0.1$**

| $L_\infty$ errors and orders for $\rho_h$ | $h$ | $h/2$ | Order | $h/4$ | Order | $h/8$ | Order |
|-----------------------------------------|-----|-------|--------|-------|--------|-------|--------|
| $k = 1$ | 3.10E-3 | 1.36E-3 | 1.19 | 3.51E-4 | 1.96 | 9.86E-5 | 1.83 |
| $k = 2$ | 6.86E-4 | 2.49E-4 | 1.46 | 2.24E-5 | 3.47 | 2.78E-6 | 3.01 |
| $k = 3$ | 3.24E-4 | 2.18E-5 | 3.89 | 2.26E-6 | 3.27 | 2.02E-7 | 3.48 |
| $k = 4$ | 5.98E-5 | 5.79E-6 | 3.37 | 1.18E-7 | 5.62 | 3.70E-9 | 4.99 |

| $L_\infty$ errors and orders for $(\rho u)_h$ | $h$ | $h/2$ | Order | $h/4$ | Order | $h/8$ | Order |
|-----------------------------------------|-----|-------|--------|-------|--------|-------|--------|
| $k = 1$ | 4.59E-3 | 1.17E-3 | 1.97 | 3.49E-4 | 1.75 | 1.16E-4 | 1.59 |
| $k = 2$ | 1.25E-3 | 2.98E-4 | 2.07 | 4.33E-5 | 2.78 | 4.91E-6 | 3.14 |
| $k = 3$ | 6.86E-4 | 6.38E-5 | 3.43 | 4.15E-6 | 3.94 | 2.55E-7 | 4.02 |
| $k = 4$ | 1.49E-4 | 6.63E-6 | 4.49 | 1.81E-7 | 5.19 | 5.18E-9 | 5.13 |

| $L_\infty$ errors and orders for $(\rho v)_h$ | $h$ | $h/2$ | Order | $h/4$ | Order | $h/8$ | Order |
|-----------------------------------------|-----|-------|--------|-------|--------|-------|--------|
| $k = 1$ | 3.94E-3 | 1.20E-3 | 1.71 | 3.33E-4 | 1.85 | 1.18E-4 | 1.49 |
| $k = 2$ | 1.12E-3 | 2.84E-4 | 1.98 | 4.70E-5 | 2.59 | 5.28E-6 | 3.15 |
| $k = 3$ | 6.52E-4 | 5.23E-5 | 3.64 | 3.40E-6 | 3.95 | 2.81E-7 | 3.60 |
| $k = 4$ | 1.06E-4 | 6.56E-6 | 4.02 | 2.30E-7 | 4.83 | 5.16E-9 | 5.48 |

| $L_\infty$ errors and orders for $E_h$ | $h$ | $h/2$ | Order | $h/4$ | Order | $h/8$ | Order |
|----------------------------------------|-----|-------|--------|-------|--------|-------|--------|
| $k = 1$ | 4.88E-2 | 1.24E-2 | 1.98 | 3.99E-3 | 1.64 | 1.44E-3 | 1.47 |
| $k = 2$ | 1.40E-2 | 3.06E-3 | 2.20 | 6.27E-4 | 2.29 | 5.99E-5 | 3.39 |
| $k = 3$ | 7.24E-3 | 6.02E-4 | 3.59 | 4.44E-5 | 3.76 | 3.39E-6 | 3.71 |
| $k = 4$ | 1.62E-3 | 6.72E-5 | 4.59 | 3.29E-6 | 4.35 | 7.39E-8 | 5.48 |
Figure 3: The unstructured triangular mesh used in Example (3.4)

Figure 4: The solutions obtained with the new DDGIC method in Example 3.4 (a) u-velocity profile at $x = 1$, and (b) the skin friction coefficient.

simulations. This comparison is again justified by the fact that freestream Mach number is low, $M_\infty = 0.2$, and thus, the flow behaves nearly incompressible. On other hand, the results in [48] are obtained by compressible direct numerical simulations. It is seen that the second order ($k = 1$) approximation overshoots the angle of separation while it undershoots $L_w/D$ and $a/D$. However, this situation is no longer the case for higher order approximations, and the wake characteristics obtained by the new DDGIC method for $k > 1$ are in good agreement with the available data in the literature. For contour plots of Mach number and pressure corresponding to the fifth order ($k = 4$) solution, see Figure 6.

3.6. Unsteady flow over a cylinder

In this case, we use the same setup as in the previous example except for the Reynolds number $Re$ and the initial conditions. It is known that the flow over a cylinder becomes oscillatory after a critical Reynolds number of $Re_{cr} \approx 50$. For this purpose, we increased the Reynolds number to 75. The
Figure 5: The unstructured triangular mesh used in Example (3.5)

Table 5: The comparison of the wake parameters between the new DDGIC method and the other results in the literature in Example 3.5

|    | $C_d$  | $\theta$ | $L_w/D$ | $a/D$  | $b/D$  |
|----|--------|----------|---------|--------|--------|
| k=1| 1.529  | 131.708  | 1.925   | 0.654  | 0.587  |
| k=2| 1.567  | 127.499  | 2.246   | 0.711  | 0.593  |
| k=3| 1.563  | 126.249  | 2.259   | 0.713  | 0.595  |
| k=4| 1.564  | 126.151  | 2.258   | 0.713  | 0.595  |
| Cheng et.al. [40] | 1.561 | 126.200 | 2.180 | - | - |
| Canuto & Daniel [48] | 1.560 | 126.300 | 2.280 | 0.724 | 0.596 |
| Gautier et.al. [47] | 1.48-1.62 | 124.4-127.3 | 2.13-2.35 | 0.71-0.76 | 0.59-0.60 |

initial conditions are taken from the steady solutions of the previous example with a slightly perturbed y-velocity to ensure that unsteadiness occurs quickly.

For this type of flows, one of the most popular flow features is the vortex shedding, which is also known as the Von Karman street in the literature. This phenomena is successfully captured by the new DDGIC method, and the corresponding nondimensional vorticity field for a fifth order solution ($k = 4$) is depicted in Figure 7.

As the vortices are shed in the wake region of the cylinder, the behavior of the flow becomes periodic. Therefore, the drag force exerted by the flow on the cylinder also becomes periodic. In addition, the obvious symmetry of the flow field in the steady example is no longer observed in this case. This induces a lift force on the cylinder, which is also oscillatory. Moreover, the periodicity of the flow allows us to compute the Strouhal number $St$, which is defined as

\[
St = \frac{f \cdot D}{U}
\]
Figure 6: The contour plots corresponding to the fifth order ($k = 4$) solution in Example 3.5. 23 equally spaced contour levels are used to plot (a) Mach number between 0-0.22, and (b) pressure between 0.7-0.73

$$St = \frac{fD}{U}$$ (34)

where $f$ is the frequency of the oscillations, $D$ is a characteristic length scale, i.e. the diameter of the cylinder, and $U$ is a characteristic velocity scale, i.e. the freestream velocity $U_\infty$. In Table 6, the drag coefficient $C_d$, the lift coefficient $C_l$, and the Strouhal number $St$ are reported. Note that the values for $C_d$ and $C_l$ correspond to the mean and deviations from the mean. It is seen that the second order ($k = 1$) DDGIC method predicts slightly lower values for $C_d$, $C_l$, and $St$. On the other hand, the third and higher order solutions agree with each other as well as reported results in the literature.

Table 6: The comparison of the wake parameters between the new DDGIC method and the other results in the literature in Example 3.6

|      | $C_d$      | $C_l$      | $St$ |
|------|------------|------------|------|
| $k = 1$ | 1.309 ± 0.00261 | ±0.171 | 0.146 |
| $k = 2$ | 1.394 ± 0.00314 | ±0.209 | 0.149 |
| $k = 3$ | 1.396 ± 0.00342 | ±0.211 | 0.150 |
| $k = 4$ | 1.396 ± 0.00351 | ±0.211 | 0.150 |
| Canuto & Daniel [48] | 1.39 ± 0.00310 | ±0.212 | 0.150 |
| Sun et al. [49] | - | - | 0.151 |

4. Conclusions

In this article, we have proposed a new formula to compute the nonlinear viscous numerical flux at the element edge and develop a new direct DG method with interface correction for compressible Navier-Stokes equations. The nonlinear viscous flux is decomposed into multiple individual diffusion
processes and a new direction vector for each conserved variable is defined. The numerical flux formula of the original direct DG method is applied only to the conserved variable’s gradient. The concept of multiple diffusion processes has been demonstrated to be useful for extending the new scheme to general equations and turbulence models. In a sequence of numerical examples, we have illustrated the optimal \((k + 1)^{th}\) order convergence with high order \(P_1\), \(P_2\), \(P_3\) and \(P_4\) polynomial approximations. It has thus been shown that the new DDGIC method is capable of calculating the associated physical quantities accurately.
Appendix A. The diffusion matrices for 2-D compressible Navier-Stokes equations

In this section, we lay out the definitions of individual diffusion matrices \( A^{(lm)}(Q) \) for 2-D compressible NS equations. Here, \( A^{(lm)}(Q) \) should be understood as the diffusion matrix corresponding to the \( l \)th equation and the \( m \)th conserved variable.

According to the standard convention, continuity equation is the first equation, therefore we have \( l = 1 \). Since there is no viscous terms in the continuity equation, we have that

\[
A^{(11)}(Q) = A^{(12)}(Q) = A^{(13)}(Q) = A^{(14)}(Q) = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}.
\]  

(A.1)

For the x-momentum equation, we have \( l = 2 \) and

\[
A^{(21)}(Q) = -\frac{\mu}{\rho} \begin{pmatrix} \frac{4}{3} u & -\frac{2}{3} v \\ v & u \end{pmatrix}, \quad A^{(22)}(Q) = \frac{\mu}{\rho} \begin{pmatrix} \frac{4}{3} & 0 \\ 0 & 1 \end{pmatrix}, \quad A^{(23)}(Q) = \frac{\mu}{\rho} \begin{pmatrix} 0 & -\frac{2}{3} \\ 1 & 0 \end{pmatrix}, \quad A^{(24)}(Q) = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}.
\]  

(A.2)

Note that the total energy does not contribute to any of the diffusion matrices. In addition, one can easily show that all diffusion matrices for the x-momentum equation are compatible with

\[
B^{(2)}(Q) = \mu \begin{pmatrix} \frac{4}{3} u & -\frac{2}{3} v \\ v & u \end{pmatrix}.
\]  

(A.3)

For the y-momentum equation, we have \( l = 3 \) and

\[
A^{(31)}(Q) = -\frac{\mu}{\rho} \begin{pmatrix} v & u \\ -\frac{2}{3} u & \frac{4}{3} v \end{pmatrix}, \quad A^{(32)}(Q) = \frac{\mu}{\rho} \begin{pmatrix} 0 & 1 \\ -\frac{2}{3} & 0 \end{pmatrix}, \quad A^{(33)}(Q) = \frac{\mu}{\rho} \begin{pmatrix} 1 & 0 \\ 0 & \frac{4}{3} \end{pmatrix}, \quad A^{(34)}(Q) = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}.
\]  

(A.4)

As in the x-momentum equation, the total energy does not contribute to any of the diffusion matrices, and the diffusion matrices are all compatible with

\[
B^{(3)}(Q) = \mu \begin{pmatrix} v & u \\ -\frac{2}{3} u & \frac{4}{3} v \end{pmatrix}.
\]  

(A.5)

For the total energy equation, we have \( l = 4 \) and

\[
A^{(41)}(Q) = \frac{\mu}{\rho} \begin{pmatrix} \left( \frac{\gamma}{Pr} - \frac{4}{3} \right) u^2 + \left( \frac{\gamma}{Pr} - 1 \right) v^2 - \frac{2}{3} \gamma e \\ -\frac{1}{\gamma} uv \end{pmatrix}, \quad A^{(42)}(Q) = \frac{\mu}{\rho} \begin{pmatrix} \left( \frac{4}{3} - \frac{\gamma}{Pr} \right) u \\ -\frac{2}{3} \gamma u \end{pmatrix}, \quad A^{(43)}(Q) = \frac{\mu}{\rho} \begin{pmatrix} \left( \frac{4}{3} \right) \gamma u \\ -\frac{2}{3} \gamma u \end{pmatrix}, \quad A^{(44)}(Q) = \frac{\mu \gamma}{\rho Pr} I,
\]  

(A.6)

where \( I \in \mathbb{R}^{2 \times 2} \) is the identity matrix. Unlike the momentum equations, \( B^{(4)}(Q) \) does not exist. Therefore, the diffusion matrices of the total energy equation are not compatible.
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