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ABSTRACT Prefetching offers the potential to significantly improve performance by speculatively loading application data so that it is available before it is needed. By their very nature, prefetching techniques are application behavior dependant. This implies that no universal prefetching solution exists. A combination of prefetching strategies need to be used to target a diverse set of applications. In this work, we develop the first comprehensive mathematical framework that allows a designer to better understand the prefetching opportunities of an application. We first use dynamic analysis to study the memory access behavior of an application and measure a series of metrics to both identify the optimized schedule, and estimate its achievable performance. To validate our model, we implement and evaluate three different prefetching strategies: helper threads, software prefetching and FPGA prefetching. We show that, for each individual scenario, our framework correctly generates the optimized schedule of prefetches and predicts the performance improvement with an accuracy of more than 95%. Using our framework, developers can choose the best prefetching strategy and parameters for their specific workload and use case.
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I. INTRODUCTION

As the speed gap between modern processors and the memory system is ever increasing [26], [56], the bottleneck of memory accessing in today’s Von-Neumann machines becomes the pain-point that inspires various optimizing techniques such as caching [22] and prefetching [7], [8], [38], [46].

Prefetching is a fundamental technology of most high-performance systems today [24], [50], [53]–[55]. The goal of the prefetching is to retrieve, in a timely manner, data from a high latency memory, typically DRAM, and place it in fast-to-access cache memory. One key feature of a prefetcher is that it aims to fetch the data that is needed before the computation unit accesses and uses it. Prefetching can significantly reduce the time a CPU needs to wait when accessing data.

Existing prefetchers implemented in hardware [9], [14], [18]–[20], [28], [30], [31], [33], [38], [46], [47], [49], [51], [58] provide fixed-function operation and can not fundamentally change to adapt to the application, limiting attainable performance.

We argue that future prefetchers need to be configurable to support different strategies, possibly to the extent that they are configured by software. Memory access patterns are well known to be application dependent, which makes it hard to prefetch in an accurate and timely manner. For example, different prefetching distances, i.e. how far ahead the prefetcher sends requests, can lead to up to 10× variation in performance [32]. Therefore, we argue that prefetching needs to be driven by dynamic application behavior [3], [5], [32].

This opens up a large design space for the developer: Which prefetching strategy should be selected? When should a prefetch request be sent out? Is it worthwhile to keep the current strategy or is there a benefit to switch to a new one (while considering the potential overhead of this change)? Which parameters should one select if the prefetch strategy is parameterizable? Until now, such questions have not been possible to address in a systematic way.
In this work, we propose a novel analytical framework that, based on measurements of application execution, can suggest close-to-optimal prefetcher strategies. Our framework provides two results. First, for a given prefetching strategy, the framework outputs an optimized schedule of prefetches that is both accurate and timely. The prefetching plan can be used to improve application performance. In our experiments, we show that the speed-up obtained while using the generated prefetch schedule is at or near optimal, seeing speed-ups between $1.16 \times$ and $2.05 \times$.

Second, a performance estimate of the application that uses the mentioned prefetching schedule is computed. This estimate can be used to select between different prefetching strategies. In our experiments, the difference between the estimated and the measured speed-up is less than 5%.

Prior to our work, prefetching has been viewed as a black box. Developers have been using trial-and-error techniques for developing prefetchers hoping to meet their performance targets. In contrast, our framework brings transparency to prefetching by providing the analytical tools for a developer to understand the prefetching capabilities, or limitations, of an application that runs on a given system. Additionally, it offers the possibility to obtain the information required to select the best solution from a basket of options.

Below, we list the main contributions of this work.

- We propose a mathematical framework to both understand and predict potential prefetcher performance. The framework abstracts the technique of prefetching and is general enough to cover most prefetching scenarios.
- We develop a methodology of evaluating the prefetching capabilities of an application to allow developers to evaluate its suitability for a given hardware configuration.
- We describe how memory-level parallelism (MLP) for prefetching can close the gap to optimal performance.
- We evaluate the accuracy of our framework in the context of helper threads, software prefetching and FPGA prefetching.

The remainder of the paper is organized as follows: Section II details the motivation of this work and provides a high-level overview of our methodology. Section III extensively describes the analytical model, and Section IV details the methodology to apply our work. Section V presents our experimental results, Section VI discusses relevant work, and we present our conclusions in Section VIII.

II. MOTIVATION AND OVERVIEW

A. MOTIVATION

Though a plethora of prefetching techniques exist, no single solution can outperform all others in every situation [5], [8]. As such, understanding the applicability of a prefetching technique in a given scenario is fundamental to choosing the right solution. To that end we propose an analytical model that aids the programmer in understanding the prefetching capabilities of the application on a given system.

Software controlled prefetching techniques, such as software prefetching and helper threads, have a better view of the program in general; thus, they are more flexible and may adapt to a larger spectrum of applications than traditional hardware-based solutions [21]. However, up until this point, the proposed solutions for software controlled prefetching provide a trial-and-error mechanism of identifying the relevant values for parameters such as prefetch distance. In this work, we advance the state of the art by developing a mathematical framework that computes an optimized schedule of prefetches and estimates its performance.

B. METHODOLOGY OVERVIEW

Our work is based on the idea that prefetcher timeliness and the amount of work done between prefetch events are the two key metrics needed when developing an optimal software prefetching strategy.

To that end, we measure these characteristics to allow us to understand the potential prefetching benefits available to an application on a specific hardware platform (See Section III for details). These metrics are: (a) the time it takes the CPU and the prefetcher to access non-cache memory, (b) the time it takes the CPU to access the cache, (c) the available computation that is present between two consecutive cache misses triggered by the same load instruction and (d) the communication latency between the CPU and the prefetcher. The cache is typically the first level, but can refer to any level.

Figure 1 presents a high level overview of our proposed methodology. We first analyze the application to identify problematic load instructions and collect the mentioned metrics. We then input the designated prefetch technique and, if necessary, implement the prefetch kernel. A prefetch kernel is represented by the code that is run to compute the prefetch addresses and issue the prefetch requests.

We also analyze the data prefetch latency to compute the time it takes to prefetch a data item. Finally, we apply our mathematical formula to identify the optimized schedule and compute a performance estimate. Steps (2) to (4) may be repeated for any number of prefetching techniques to understand which strategy is best for the given application.

Previous work [3], [5] has used dynamic analysis to identify problematic loads, however, to the best of our knowledge, we are the first to push this analysis further by examining application runtime latencies. The benefit of this proposal is that we can use this information to both timely and accurately prefetch the necessary application data. By analyzing these values, we show that it is possible to understand what percentage of the total data accesses can be prefetched in a timely manner, and what it the best prefetching strategy for a given application.

III. ANATOMY OF PREFETCHING

A. RELEVANT METRICS

We utilize a set of metrics to describe prefetching and build our mathematical framework. For simplicity, we will consider...
FIGURE 1. Methodology to evaluate an application for prefetching capabilities. (1) Analyze binary, (2) Generate prefetch kernel, (3) Analyze prefetcher, (4) Obtain the performance estimate and the optimized prefetch schedule.

only single program, single threaded workloads. However, the analytical framework can be extended to multi-program, multi-threaded applications.

\( T_{\text{entity}} \) is the time for the entity (cpu or pf) to perform an action (initialization (init), accessing the cache, or mem, and the latency of compute).

\( T_{\text{memory}} \) denotes the time it takes the CPU to read one data element from the high latency memory. Similarly, \( T_{\text{memory}} \) represents the time it takes the prefetching implementation to perform the same operation. \( T_{\text{cache}} \) represents the time it takes the CPU to read one element of data from cache. Both \( T_{\text{cache}} \) and \( T_{\text{memory}} \) include the time that is necessary to compute the address for the read request. \( T_{\text{init}} \) is the start up time for the prefetching implementation. It represents the time between the moment when the computation unit issues a prefetch request and the moment when the prefetching implementation actually starts running. \( T_{\text{compute}} \) is used to indicate the time between 2 consecutive read requests issued by the CPU that have the same instruction pointer and that tend to miss in the cache.

B. FORMALIZING PREFETCHING

Given a specific application, we would like to determine an optimized strategy for prefetching considering \( T_{\text{cpu}} \), \( T_{\text{pf}} \), \( T_{\text{cache}} \), \( T_{\text{compute}} \), and \( T_{\text{init}} \).

Assuming that \( T_{\text{cache}} + T_{\text{compute}} < T_{\text{memory}} + T_{\text{compute}} \), i.e., accessing data from cache is faster than accessing data from memory, there are 3 possible scenarios for the prefetching implementation:

1) \( T_{\text{memory}} < T_{\text{cache}} + T_{\text{compute}} \). This case may seem counter intuitive, however it is possible to achieve this by having a large amount of parallelism in the prefetching implementation or a large amount of computation time on the CPU side.

2) \( T_{\text{cache}} + T_{\text{compute}} < T_{\text{memory}} < T_{\text{memory}} + T_{\text{compute}} \). This is the case for current software and hardware prefetching techniques.

3) \( T_{\text{memory}} > T_{\text{cpu}} + T_{\text{compute}} \). In this situation the ability to prefetch is severely limited, however benefits can still be obtained.

We start by assuming an ideal scenario and incrementally close the gap between it and real world situations.

1) INFINITE CACHE

We start by assuming that the system has an infinite amount of fully-associative cache memory, therefore once cache lines are allocated, they are never evicted. This enables us to first determine the maximum amount of data that can be fetched in a timely manner. We assume that the working set is known. Next we consider \( N_{\text{miss}} \), the number of cache accesses that miss. As the cache is infinitely sized, in order to avoid paying the communication latency between the prefetching implementation and the CPU, the CPU will issue a single request. In turn, the prefetching implementation will fetch the entire data set required for the application.

Scenario 1: \( T_{\text{memory}} < T_{\text{cache}} + T_{\text{compute}} \). If it takes the prefetching implementation less time to access one non-cached data item than it takes the computation unit to access a cached data item, then all of the \( N_{\text{miss}} \) data elements that are missing from the cache can be fetched in one pass. Assuming the prefetching implementation and the computation unit are launched at the same time, we pay a minor delay of \( T_{\text{init}} \) that can be translated into \( N_{\text{lost}} \) number of accesses that are still going to miss before the CPU starts accessing the prefetched region of data:

\[
N_{\text{lost}} = \frac{T_{\text{init}}}{T_{\text{memory}}}. \tag{1}
\]
Scenario 2: \( T_{\text{cpu}}^{\text{pf}} + T_{\text{cpu}}^{\text{compute}} < T_{\text{mem}}^{\text{pf}} < T_{\text{mem}}^{\text{compute}} \). In this scenario, the prefetching implementation is able to fetch data ahead of the computation unit when the latter reads the data from non-cache memory. However, when the CPU starts accessing cached data it will eventually catch up. Without any prefetching involved, we can express the application total run time as:

\[
N_{\text{miss}} \ast (T_{\text{cpu}}^{\text{compute}} + T_{\text{mem}}^{\text{compute}}) \tag{2}
\]

But if prefetching is going to be used, then some of these accesses are going to be turned in cache hits, therefore the new application total run time is going to be:

\[
Y \ast (T_{\text{cpu}}^{\text{compute}} + T_{\text{mem}}^{\text{compute}}) + (N_{\text{miss}} - Y) \ast (T_{\text{cache}}^{\text{compute}} + T_{\text{cpu}}^{\text{compute}}) \tag{3}
\]

where \( Y \) represents the number of cache misses that the CPU will still produce. During that time the prefetching implementation should be able to fetch the \( N_{\text{miss}} \) data items, therefore, Equation 3 can also be expressed as:

\[
(N_{\text{miss}} - Y) \ast T_{\text{mem}}^{\text{pf}} + T_{\text{init}}^{\text{pf}} \tag{4}
\]

Equalising Equations 3 and 4 we are able to deduce:

\[
Y = \frac{N_{\text{miss}} \ast (T_{\text{mem}}^{\text{compute}} - T_{\text{cpu}}^{\text{compute}}) + T_{\text{init}}^{\text{pf}}}{T_{\text{mem}}^{\text{compute}} - T_{\text{cpu}}^{\text{compute}}} \tag{5}
\]

The value of \( Y \) is optimal for prefetching. Since the cache is infinite, the optimal procedure is to start prefetching at the same time as the CPU starts its processing and fetch \( N_{\text{miss}} \) data items starting with the 1th missing access.

Scenario 3: \( T_{\text{mem}}^{\text{pf}} > T_{\text{mem}}^{\text{compute}} + T_{\text{cpu}}^{\text{compute}} \). This situation is similar to the preceding one because there is still the need to sacrifice some accesses in order to prefetch others. However, in this case the number of sacrificed accesses is going to be very large because of the slow access time.

2) FINITE CACHE AND EVICTIONS

In this scenario we take a step closer to the real world. We assume that the cache has a fixed size, \( \text{Cache}_{\text{size}} \), that is known both to the prefetcher and the computation unit, and therefore multiple requests should be issued to the prefetching implementation if the entire prefetchable data does not fit into the cache. In this situation, we may apply Equation 5, however, \( N_{\text{miss}} \) is replaced with a divisor of \( \text{Cache}_{\text{size}} \). The occurrence of cache evictions cannot be identified in a deterministic manner because they depend on the overall system load, however, in practice, \( N_{\text{miss}} \) can be evaluated with different values until an optimized one is identified. In our experiments using Zynq hardware, we have seen that the ideal value for \( N_{\text{miss}} \) occurs when the prefetched data size for one prefetch request occupies \( \frac{1}{4} \ast \text{Cache}_{\text{size}} \).

3) SPEED-UP

Given the above formulas we are also able to compute the maximum expected speed-up. The total run time of an application without any prefetching is computed using Equation 2.

The run time of the application with prefetching involved is computed using Equation 3. Therefore, the speed-up is computed as the division of the two:

\[
S = \frac{N_{\text{miss}} \ast (T_{\text{cpu}}^{\text{compute}} + T_{\text{mem}}^{\text{compute}})}{Y \ast (T_{\text{mem}}^{\text{compute}} - T_{\text{cpu}}^{\text{compute}}) + N_{\text{miss}} \ast (T_{\text{cpu}}^{\text{compute}} + T_{\text{cache}}^{\text{compute}})} \tag{6}
\]

IV. METHODOLOGY

To identify the values for the parameters discussed in section III-A we take the following steps. We dynamically analyze the application to identify the number of missing loads that occur and the responsible loops that cause them. We collect this information by performing test runs on real hardware (although, simulation techniques can also be employed). Next, we work to understand the application source code to identify the memory access patterns of the application. We ask the following questions: how many iterations does the loop have? How many cache misses occur per iteration? This step can be done manually or automatically as discussed by Ayers et al [5]. By combining the knowledge obtained in the previous steps, we differentiate between loads that are part of the address generation of another load and loads that fetch actual data needed for the computation. After this step, we can divide the total execution time of the loop to the number of data loads to obtain the approximate value of \( T_{\text{mem}}^{\text{compute}} + T_{\text{cpu}}^{\text{compute}} \). To identify the value of \( T_{\text{cache}}^{\text{compute}} + T_{\text{cpu}}^{\text{compute}} \) we apply the same procedure, except that we populate the cache, in advance, with the otherwise missing data. An alternative is to use simulation to obtain this information. Dividing the resulting runtime by the number of cache misses that we obtained earlier, we arrive at the value of \( T_{\text{cache}}^{\text{compute}} + T_{\text{cpu}}^{\text{compute}} \). Note that it is not necessary to separate the compute value from the access latency because they are both present together in all formulas. Next, we implement the prefetch kernel, according to the chosen prefetching strategy, that performs prefetch requests for the faulting loads. We measure the runtime of the prefetching implementation and we divide it by the same number of cache misses that we used earlier. This operation will result in identifying the value of \( T_{\text{init}}^{\text{pf}} \). The value of \( T_{\text{init}}^{\text{pf}} \) is identified by measuring the runtime of a prefetcher implementation that does not perform any operation. In the case of software prefetching and helper threads, we consider this value to be negligible. After we identify the corresponding values of the relevant metrics, we update the original program to issue prefetch requests using the derived parameters. In this work, we tackle single process, single
program workloads that have a deterministic memory access behavior (i.e. the work set is known in advance).

V. EVALUATION

To apply our analysis, we use a Xilinx Zynq Z1 board [29]. Figure 2 highlights the architecture of the board and Table 1 presents component details. The Application Processing Unit (APU) consists of two cores, each with its private L1 cache. The processors share the L2 cache and the On Chip Memory (OCM). The FPGA has a direct link to the L2 cache memory through the accelerator coherency port (ACP).

This architecture is flexible enough to support multiple prefetching strategies: (1) helper threads by using a core to prefetch data for the other core, (2) software prefetching by using the processors’ preload instruction and (3) FPGA prefetching by using the FPGA to prefetch data for one (or both) of the CPUs.

We analyze and optimize three micro-benchmarks and two realistic applications. The selection of applications covers the most common memory access patterns and the relevant aspects presented in Section III-B.

A. BENCHMARK DESCRIPTION

Simple stride and Complex stride represent two demonstration micro-benchmarks developed by us. Both have $T_{\text{cpu}}^{\text{compute}}$ close to 0 and compute the sum of a number of array elements. Simple stride exhibits the $a[i]$ pattern, whereas complex stride is of the form $a[4*i*(i+1)]$. While hardware stride prefetching can handle complex stride, it has difficulty with complex stride.

IntSort is part of the NAS Parallel Benchmark suite [6]. The main computation path is formed by a loop containing an indirect memory access and almost no extra computation besides the address calculation.

LBM is part of the SPEC CPU2006 [27] suite and features stride array accesses with large amounts of compute. In this situation, even if prefetching is perfect, the speed-up is limited by the amount of compute present in the loop.

Linked list. To increase the memory level parallelism in this benchmark, we have implemented a linked list by using jump pointers similar to previous work [47]. By using jump pointers, we are effectively introducing MLP.

To obtain the baseline performance measurements, we simply measure the runtime of the mentioned applications without performing any type of prefetching.

B. HELPER THREADS

For each of the benchmarks, we have implemented an additional prefetch helper thread using the pthreads library (the Zynq processor has two cores). In this scenario, prefetching is done into the L1 cache of the other processor. The main thread occasionally sends prefetching requests to the prefetcher thread by specifying the start address and the chunk size.

C. SOFTWARE PREFETCHING

We perform software prefetching for each of the benchmarks by introducing a preload instruction in the loop bodies of our experimental applications. The data is fetched into the L1 cache of the CPU. We have determined the baseline prefetch distance by using a trial-and-error strategy. We use software prefetching only to synthetically add compute - see Section V-F - because the nature of software prefetching does not permit the issuance of multiple prefetch requests per iteration. This limitation arises from the fact that address computation instructions are still executed by the processor, consuming pipeline slots. For tight loops, these instructions may require more time to compute than the original work performed inside the loop. However, our framework may still accurately predict the speed-up for this scenario, as seen in Figure 4.

D. FPGA PREFETCHING

We implement FPGA prefetchers using Vivado HLS and Design 2019.1 for each of the mentioned benchmarks. The FPGA prefetcher is able to fetch the data into the shared L2 cache of the Zynq processor. Alternatively, the OCM could be used for prefetching, however, the OCM exhibits the same access latency as the L2 cache [43], [48], but is non-coherent. Similar to the helper thread implementation, the application running on the CPU triggers the FPGA prefetcher.
TABLE 3. FPGA prefetching - metrics for each benchmark (latencies are measured in microseconds).

| Benchmark   | $T_{mem}^{pf}$ | $T_{mem}^{cpu}$ | $T_{cache}^{mem}$ | $T_{cache}^{cpu}$ | $T_{mem}^{pf}$ | % compulsory misses |
|-------------|----------------|----------------|-------------------|------------------|---------------|---------------------|
| Simple Stride | 0.140          | 0.048          | 0.024             | 1.5              | 72.5          |
| Complex Stride | 0.162          | 0.056          | 0.017             | 1.5              | 73.2          |
| InSort       | 0.203          | 0.080          | 0.047             | 1.5              | 66.1          |
| LBM          | 0.132          | 0.300          | 0.255             | 1.5              | 0.0           |
| Linked List  | 0.156          | 0.132          | 0.044             | 1.5              | 43.0          |

E. PERFORMANCE RESULTS

Table 2 and Table 3 present the values of the observed metrics. It can be seen that the FPGA has a high latency link to DRAM through the L2 cache controller of the CPU. Although we have utilized the full parallelism potential in the FPGA, the architectural constraints, such as total number of outstanding memory requests, severely limit the prefetching capabilities. As a result, only a small percentage of the total data items can be prefetched. In contrast, the helper thread implementation benefits from a shorter DRAM access latency and therefore is able to prefetch a larger portion of the data accesses.

Figure 3 highlights the obtained speed-up by applying the optimized schedule of prefetches obtained from our framework and compares it to the expected value that is computed by using our formulas. Since the helper thread implementation has a smaller time to access the non-cached memory, it performs better in all of the tested scenarios. It can also be observed that in all situations the difference between the expected speed-up and the measured one is less that 5%.

F. COMPUTE

To test our assumption that the best scenario for prefetching is obtained when $T_{mem}^{pf} = T_{cache}^{cpu} + T_{compute}$ we have synthetically added compute to the benchmarks and observed the effect on performance.

Figure 4 highlights the impact of synthetically adding compute to the applications on ideal and measured speed-up. The ideal speed-up is computed by using our framework and represents the speed-up that would be obtained if all of the accessed data items would be present in the cache when the processor needs them. While the amount of compute increases per iteration, the ideal speed-up decreases because the benefits of prefetching are overshadowed by the added compute. However, there is more time for the prefetching implementation to bring the needed data into the cache. Therefore, we observe that in order to be able to prefetch all of the data elements, it is necessary that $T_{mem}^{pf} = T_{cache}^{cpu} + T_{compute}$. Theoretically, this can be achieved either by increasing the amount of compute per loop iteration or by issuing additional prefetch requests in parallel. For example, by adding another prefetch helper thread, it is expected that the $T_{mem}^{pf}$ will decrease, ideally, by a factor of 2. The implication for systems is that, by improving the memory-level parallelism (MLP) available to prefetchers, one can reduce the gap between achievable and optimal prefetching performance.

TABLE 4. Memory access patterns.

| Pattern      | Example |
|--------------|---------|
| Constant     | *ptr    |
| Stream       | a[i]    |
| Indirect     | a[b[i]] |
| Pointer chase | next = current + next |

Our experiments show that by looking at the runtime latencies of data accesses, it is possible to understand the amount of prefetching available in a given scenario and how to schedule the prefetch requests. Moreover, using this information it is possible to compute a performance estimate of the prefetch-enhanced application.

VI. RELATED WORK

Prefetching is a standard technique that has been used in many different ways and in many situations. We briefly outline relevant work and elaborate, further, our approach.

For prefetcher performance it is important to understand the memory access patterns of algorithms and applications. Ayers et al. [5] have recently reinforced this and they developed a classification of memory access patterns, highlighted in Table 4, that can be used to express most memory access types. This classification offers insights into whether a specific type of prefetching is suitable for a specific workload. We note that the same algorithm and indeed application can exhibit different access patterns in different phases of execution.

Prefetching can be implemented in hardware, software, as well as a combination of hardware and software. Table 5 groups similar prefetching techniques into categories and highlights the relevant attributes of each technique.

Hardware prefetching techniques require a specialized physical unit that handles the monitoring of memory accesses and automatically generates prefetch requests. This unit is commonly tightly coupled to the execution unit, normally a processor core. This allows for low latency communication between the core and the prefetch hardware unit. The hardware units tend not to support anything but a general prefetch method which may not be optimal for all algorithms or applications. In our work and in this paper, we show that latency is not crucial for performance allowing a loosely-coupled and program controlled accelerator to carry out prefetching effectively. This also allows the prefetchers in our approach to implement specialized and more complicated prefetch methods.

There exist several different types of methods commonly implemented by hardware prefetch units. This includes stride, history based and irregular prefetchers.

Stride prefetchers [14], [20], [28], [30], [38], [49] represent the most common form of hardware prefetcher employed in current systems. Simple and easy to implement, stride prefetchers benefit a subset of memory access patterns [35], namely, regular streaming access patterns. For other types, the stride prefetcher may actually worsen performance by replacing useful data with prefetched data that is not used.
History based prefetchers [31], [33], [46], [51] have the ability to prefetch more complex access patterns by storing a sequence of prior accesses and predict future accesses based on it. However, to achieve good performance, history based prefetchers require a large amount of memory, up to megabytes, to store the necessary information. In addition, pointer-chasing and indirect memory patterns are not supported because of their irregular nature.

Irregular prefetchers target complex access patterns (pointer chasing and indirect) and can be divided into two categories: specialized and general.

Specialized irregular hardware prefetching units target a single access pattern. Multiple solutions have been proposed for both pointer-fetching prefetchers [18], [19], [47] and indirect access prefetchers [9], [58]. Although these units provide significant performance benefits, they lack generality.

Run-ahead execution prefetchers [25], [44], [45] may prefetch many types of memory access patterns by speculatively pre-executing the program’s own code. By closely mimicking the access patterns of the application, this technique is highly general, supporting many types of memory access patterns. However, this approach requires prohibitive amounts of analysis hardware to identify the instruction streams that cause cache misses. Once identified, the instruction stream is executed ahead of time on a separate core. This leads to the inability of prefetching data for loads that contain a long latency load in their address computation.

Although hardware prefetching techniques may prove beneficial in certain scenarios, they lack the flexibility required to adapt to any kind of access pattern. We overcome this limitation by dynamically analyzing the application before execution and specifically targeting the long latency loads.

Software prefetching techniques rely on prefetch hints or instructions that are inserted in the source code. These generate pre-load instructions that are executed before the actual load. These instructions are committed immediately and therefore do not stall the pipeline. This approach has the advantage that it does not require extra hardware since most architectures implement a form of prefetch instruction. However, software prefetching techniques suffer from two major shortcomings: (1) inserting prefetch instructions that accurately target long latency loads is difficult and (2) accesses that involve multiple long latency loads will continue to stall the pipeline and therefore require extra computation that masks the prefetch.
TABLE 5. Prefetching techniques.

| Approach                               | SW | HW | Pattern          | Prefetch Schedule Analysis |
|----------------------------------------|----|----|------------------|----------------------------|
| Stride - hardware [14], [20], [28], [30], [38], [49] | X  | ✓  | Simple stream    | Dynamic at runtime         |
| Pointer fetching - hardware [18], [19], [47] | X  | ✓  | Pointer chase    | Dynamic at runtime         |
| Indirect - hardware [9], [58]           | X  | ✓  | Indirect         | Dynamic at runtime         |
| History based [31], [33], [46], [51]   | X  | ✓  | Complex stream   | Dynamic at runtime         |
| Run-ahead [25], [44], [45]             | X  | ✓  | All              | Dynamic at runtime         |
| Helper threads - hardware [12], [13], [16], [17], [41] | ✓  | ✓  | All              | Static                     |
| Software prefetching stride - static [23], [52] | ✓  | X  | Stride           | Static                     |
| Software prefetching stride - dynamic [40], [42] | ✓  | ✓  | Stride           | Dynamic upfront            |
| Software prefetching indirect [2]      | ✓  | ✓  | Indirect         | Static                     |
| Software prefetching - all patterns [5] | ✓  | X  | All              | Dynamic upfront            |
| Helper threads - software [11], [34], [36], [37] | ✓  | ✓  | All              | Static                     |
| Pointer fetching - software [4], [15], [39], [57] | ✓  | ✓  | Pointer chase    | Static                     |
| Programmable prefetcher [3]            | ✓  | ✓  | All              | Static                     |
| FPGA prefetching (this work)           | ✓  | ✓  | All              | Dynamic upfront            |

Static analysis prefetching relies on the compiler to (1) identify memory accesses that will cause a cache miss and (2) automatically insert prefetch instructions. Due to the static nature of the analysis, the set of patterns identified is limited to simple stride [23], [52] and indirect [2] accesses. However, in most cases, the speed-up resulted from static analysis prefetching is inferior to manually inserted prefetching code.

Dynamic analysis prefetching [40], [42] [5] leverages runtime information with regard to the last level cache miss of each load instruction request to appropriately target them for software prefetching. The prefetch instructions are then manually inserted in the source code. This approach offers the benefit of accurately identifying the problematic loads at the cost of extra upfront dynamic analysis.

In this work, we adopt dynamic analysis and manually insert prefetch triggers and allow for multiple accesses to occur in parallel. Our model can be used to identify the roofline speed-up for ideal software prefetching.

**Helper threads** [11]–[13], [16], [17], [34], [36], [37], [41] tackle prefetching by statically extracting the code for delinquent loads and running it on a spare thread context. This approach can optimally target any access pattern by increasing the number of helper threads. Furthermore, it is flexible enough to be implemented both in hardware [12], [13], [16], [17], [41] and software [11], [34], [36], [37]. However, even using a single extra thread comes at an increased energy penalty on high performance cores. Moreover, accesses that require loads in their address computation will stall, and in the absence of a hardware event queue, the synchronization of loads becomes costly in terms of both implementation and performance.

**Programmable hardware** techniques employ specialized hardware units that are able to run specific address computation instructions. Jones *et al.* have proposed a programmable prefetcher specifically designed for graph workloads that targets specific traversals [1]. Yi *et al.* have designed a hybrid prefetcher that targets indirect memory accesses [10]. Several approaches have targeted linked list data structures [4], [15], [39], [57]. A more general approach has been developed by Ainsworth and Jones [3] that uses multiple small in-order cores to run prefetch kernels that are indicated in software. This work has shown significant speed-ups for load-intensive applications, however, the design is not able to deal with the pointer chasing pattern and the prefetch kernel size is limited to only a few instructions, whereas previous work [5] reports prefetch kernels that require up to 80 instructions.

**Summary.** Prefetching is a well studied technique and a large range of solutions have been proposed, both general and pattern specific. Each technique has its strengths and weaknesses as highlighted in Table 5.

To better the prefetching potential of an application, we have devised an analytical framework that evaluates prefetching in a given scenario and helps computer architects understand what are the optimal conditions for prefetching.

Our approach uses dynamic analysis to (1) identify the instructions that cause long latency loads and (2) to determine...
what are the access latencies for both cached and non-cache accesses. Using this information, we determine the optimal schedule of prefetches for a given prefetching technique, taking into account hardware limitations.

**VII. DISCUSSION**

In this work we have demonstrated that prefetching performance can be predicted and we have tested our model for single program, single processor applications. We have performed our measurements both on top of an operating system and on the baremetal hardware. However, we have not experimented with various degrees of system utilization. Since an application’s optimal prefetch schedule depends on the load of the system at a specific point, this aspect remains to be investigated in future work. One idea that could be used to improve the current status is to simulate the application in a maximally utilized system and deduce the worst case scenario values for the metrics. By using these worst case values, it is possible to tune our prefetch schedule so that it performs optimally irrespective of the system load.

**VIII. CONCLUSION**

Some might see prefetching as a black-box, where one attempts to optimize the strategy in a trial-and-error fashion. As an alternative, this work has taken the first steps toward a rigorous analysis of prefetching, opening the door to new possibilities for both hardware and software systems.

In this work, we propose a novel mathematical framework to abstract prefetching into its fundamental components. With this understanding, one can now, in an up-front manner, determine how much prefetching can improve the performance of key workloads. Our methodology applies to specific hardware/software pairs under study to present a variety of potential prefetching solutions.

In addition to presenting a new analytical understanding of prefetching, in this work we present how one can optimize FPGA, helper-thread and software-prefetching-based systems to maximize performance. The result is a significant speed-up for a set of applications that are among the most difficult to optimize (those without a significant amount of compute that can be used to hide the memory latency). Understanding the system requirements with prefetching can also lead to improved hardware designs that can take advantage of the level of optimization provided by our methodology.

This work presents a hardware-validated model and methodology that can accurately predict high-performing prefetching schedules.
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