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Abstract

Dependency distance minimization (DDm) is a well-established principle of word order. It has been predicted theoretically that DDm implies compression, namely the minimization of word lengths. This is a second order prediction because it links a principle with another principle, rather than a principle and a manifestation as in a first order prediction. Here we test that second order prediction with a parallel collection of treebanks controlling for annotation style with Universal Dependencies and Surface-Syntactic Universal Dependencies. To test it, we use a recently introduced score that has many mathematical and statistical advantages with respect to the widely used sum of dependency distances. We find that the prediction is confirmed by the new score when word lengths are measured in phonemes, independently of the annotation style, but not when word lengths are measured in syllables. In contrast, one of the most widely used scores, i.e. the sum of dependency distances, fails to confirm that prediction, showing the weakness of raw dependency distances for research on word order. Finally, our findings expand the theory of natural communication by linking two distinct levels of organization, namely syntax (word order) and word internal structure.

1 Introduction

According to the dependency distance minimization (DDm) principle, the distance between heads and their dependent words in a sentence has to be reduced (Ferrer-i-Cancho, 2004; Gildea and Temperley, 2007). The principle has been supported widely by studies whose coverage of languages and families is increasing over time (e.g., Liu (2008), Futrell et al. (2015), Futrell et al. (2020), Ferrer-i-Cancho et al. (2021)). For simplicity, such distance is usually measured in words (see Ferrer-i-Cancho (2015b) for an exception) but it could be measured with more precision in syllables or phonemes (Ferrer-i-Cancho, 2015b). In that way, the distance of a dependency would be a function of the length of the words defining the dependency and that of the words in-between. For this reason, it was predicted that word lengths should be minimized to minimize dependency distances (Ferrer-i-Cancho, 2017a; Ferrer-i-Cancho, 2017b), namely the DDm principle predicts compression, i.e., another principle whereby L, the mean word length, has to be minimized. However, to our knowledge, such a prediction has never been tested in spite of its great theoretical importance. First, it is crucial for the construction of a theory of language and other natural communication systems (Semple et al., 2021). A critical component of a theory are the predictions that it can make. For instance, DDm predicts the scarcity of crossing dependencies (Gómez-Rodríguez and Ferrer-i-Cancho, 2017) and compression of word lengths predicts Zipf’s law of abbreviation (Ferrer-i-Cancho et al., 2019). These are examples of first order predictions, namely manifestations that are predicted by a certain principle. The focus of this article are second order predictions, namely, principles that are predicted by other principles, such as (a) the prediction of DDm from Dm, a general principle of distance minimization (Ferrer-i-Cancho et al., 2021) Ferrer-i-Cancho, 2003 in the spirit of Behaghel’s pioneering views (Behaghel, 1932), or (b) a principle of surprisal or entropy minimization ($H_m$) from compression (Ferrer-i-Cancho, 2018). Table 1 summarizes these and
other first order and second order predictions from previous research stemming from a general principle of energy minimization (Em) in the spirit of Zipf’s least effort principle (Zipf, 1949) but extended to other biological systems (Semple et al., 2021).

In the quantitative linguistics tradition, syllables are considered to be one of the best units (if not the best one) for measuring word length, mainly to warrant cross-linguistic validity (Popescu et al., 2013; Grzybek, 2013). In addition, phonemes (and graphemes) are considered to not be appropriate because they are not immediate constituents of words (words are made of syllables that are made in turn of phonemes). Here we will revise this view arising from research on word lengths and check if it still applies for research on the interaction between dependency distance (in words) and word length.

This article is aimed at testing the hypothesis that DDm implies compression, which we refer to as repertoire unit weight minimization (RUWm). We follow the convention that a lower case m at the end of the abbreviation of a principle indicates "minimization" (Ferrer-i-Cancho and Gómez-Rodríguez, 2021). RUWm is the minimization of the weight (or cost) of units in a repertoire. In the context of word types and their length as their weight, RUWm corresponds to the minimization of word lengths. RUWm, predicts that more likely units in a repertoire (e.g., more frequent words in a vocabulary) should be lighter (e.g., be shorter). In particular, RUWm has been argued to lead to the emergence of the law of abbreviation across linguistic levels (Ferrer-i-Cancho et al., 2019): e.g., the lexical level where frequent word types or meanings tend to have shorter forms (Zipf, 1949; Kanwal et al., 2017; Brochhagen, 2021), and the sublexical level where more frequent cases or case marker types tend to have shorter forms (Liu, 2021). RUWm is a specialization of a more general principle of unit weight minimization (UWm) arising from research on unifying compression with the origins of both the law of abbreviation and Menzerath’s law (Gustison et al., 2016). The law of abbreviation is the tendency of more frequent words to be shorter (Zipf, 1949) while Menzerath’s law is the tendency of linguistic constructs with more parts to be made of smaller parts (Altman, 1980). A specialization of UWm on sequences, sequence unit weight minimization (SUWm) sheds light on the possible origin of Menzerath’s law (Gustison et al. (2016); Table 1). In the context of words as sequences of syllables and the length of as syllable as its weight (or cost), SUWm corresponds to the minimization of the lengths of syllables in the words they appear. SUWm predicts that units in longer sequences (e.g., syllables in words with more syllables) should have smaller weight (e.g., be shorter).

Formally, we aim to test

\[ DDm \rightarrow RUWm. \] (1)

As an alternative to that prediction one could consider a compensation hypothesis, where less optimized languages at the level of dependency distances would have more pressure for shorter words (or more optimized languages at the level of dependency distances would tolerate longer words). The idea of compensation has been applied in word order research in different ways (Ferrer-i-Cancho, 2018; Ferrer-i-Cancho, 2015b). For instance, the suboptimal placement of the verb in SOV orders with respect to DDm (DDm predicts SVO or OVS) has been argued to be compensated by the short length of clitics (Ferrer-i-Cancho, 2015b).

2 Methods

To measure dependency distance in a sentence, we considered two scores, both computed using dependency distances measured in words. The first score is \( \Omega \), a recently introduced normalized score that takes the value 1 when the dependency distances are fully optimized and is expected to take a value of 0 if there is no bias on dependency distances, for or against DDm (Ferrer-i-Cancho et al., 2021). \( \Omega \) can be seen as score of the intensity of DDm, which is maximum when \( \Omega = 1 \), and missing when \( \Omega \approx 0 \). \( \Omega < 0 \) indicates that DDm is surpassed by other word order principles. The score has the virtue of satisfying a series of mathematical and statistical properties: dual normalization (i.e. normalization with respect to both the minimum and the random baseline), constancy under minimum linear arrangement, stability under random linear arrangement, invariance under linear transformation and boundedness under maximum linear arrangement (Ferrer-i-Cancho et al., 2021). These properties are particularly useful when calculating an average score over the sentences of a treebank. For comparison, we consider also \( D \), the
Table 1: Optimization principles and their predictions. Arrows link principles with their predictions. Predictions can take the form of principles or manifestations. Principles are marked in boldface. The two principles whose relationship is the target of this article are marked in blue. *Em*: energy minimization. *Dm*: distance minimization. *UWm*: unit weight minimization, popularly known as compression. *RUWm*: repertoire unit weight minimization. *SUWm*: sequence unit weight minimization. *SDm*: swap distance minimization. *DDm*: dependency distance minimization. *Hm*: entropy (or surprisal) minimization. We use parentheses for assumptions that are likely to be predictions of DDm and thus likely to be unnecessary assumptions to a large extent (see Gómez-Rodríguez and Ferrer-i-Cancho (2017) for further details about the argument). Awareness of such unnecessary assumptions is vital for the construction of a parsimonious theory.
sum of dependencies of a sentence. While \( \Omega \) is a measure of closeness, \( D \) is a measure of distance. \( D \) is the most widely used score (Gildea and Temperley, 2007, 2010; Futrell et al., 2015; Futrell et al., 2020) but does not satisfy any of the remarkable mathematical properties enumerated above. The intensity of DDM is difficult to assess just from the value of \( D \).

For each treebank considered in this study, we calculated an average \( \Omega \) and average \( D \) over all the sentences of the treebank. To measure word length, we considered two different units: phonemes and syllables. For each language, we calculated \( L_s \), the mean word length in syllables (mean syllables per word token) and \( L_p \), the mean word length in phonemes (mean phonemes per word token).

To control for the content or the source text of the treebanks, we used a parallel collection of treebanks, in particular, the Parallel Universal Dependencies (PUD) collection version 2.6 (Zeman et al., 2017). PUD contains 20 languages from 9 distinct families. PUD follows the UD annotation style (Zeman et al., 2020). To control for annotation style, we also use SUD, i.e. Surface-Syntactic Universal Dependencies (Gerdes et al., 2018). We use PSUD to refer to the PUD collection following the SUD annotation (Ferrer-i-Cancho et al., 2021). The PUD and PSUD treebank collections are borrowed from a recent study (Ferrer-i-Cancho et al., 2021). The preprocessing of these treebanks involves the removal of punctuation marks and reparallelization to warrant there is no loss of parallelism after punctuation mark removal (Ferrer-i-Cancho et al., 2021). The data are available from https://github.com/luisalemany/puig/optimality-syntactic-dependency-distances in two levels of preprocessing: (a) the preprocessed treebanks as head vectors and (b) the raw text tables that were extracted from them and used to feed the statistical analyses. The transformation of the raw head vectors into the raw text tables can be replicated easily with the Linear Arrangement Library (Alemany-Puig and Ferrer-i-Cancho, 2022).

The PUD data does not include syllable or phoneme annotations that would allow us to measure word lengths in these units, and obtaining them would be highly costly. Thus, we instead borrowed mean word lengths from the dataset of another recent study (Fenk-Oczlon and Pilz, 2021). In that study, mean word lengths were estimated from 22 simple declarative sentences encoding one proposition and using basic vocabulary. Three languages from PUD/PSUD are missing in that dataset: Arabic (Afro-Asiatic), Indonesian (Austronesian) and Swedish (Indo-European). As a result, the final collection has 17 languages from 7 distinct families that are displayed in Table 2.

We consider two approaches to investigate the relationship between dependency distance and word length. First, a Kendall \( \tau \) correlation test between the mean dependency distance score (\( D \) or \( \Omega \)) and mean word length (\( L_s \) or \( L_p \)). With respect to plain Pearson correlation, \( \tau \) is more robust to extreme observations and to non-linearity (Newson, 2002). A significant negative correlation between mean \( \Omega \) and \( L_s \) or \( L_p \) would confirm the prediction in Eq. 1. Note that \( \Omega \) and \( D \) have opposite interpretations (larger values of \( \Omega \) imply shorter dependencies whereas larger values of \( D \) imply longer dependencies) hence a positive correlation with respect to \( D \) would be analogous to a negative correlation with respect to \( \Omega \). Therefore, a positive correlation between \( D \) and \( L_s \) or \( L_p \) could also be interpreted as confirming the prediction in Eq. 1, but \( D \) lacks the mathematical and statistical properties that are required for robust assessment (Ferrer-i-Cancho et al., 2021).

Second, the fact that the Indo-European family is over-represented and the only one that is represented by more than one language (Table 2) motivates the need to control for the effect of family size. Accordingly, we also consider a couple of kinds of generalized linear models. First, a null model with mean word length as response (\( L_s \) or \( L_p \)) and language family as random factor. Second, a mixed effects model with mean word length as response (\( L_s \) or \( L_p \)), language family as random effect and a dependency distance score (mean \( D \) or mean \( \Omega \)) as fixed effect. To test the prediction with these models, we use information theoretic model selection (Burnham and Anderson, 2002; Winter, 2019). AIC of the mixed effects model being lower than that of the null model would confirm the prediction provided that the weight of the association between the predictor and the response has a sign that matches that of the prediction. Again, some caution is needed when \( D \) is involved because of its technical limitations (Ferrer-i-Cancho et al., 2021).

The linear models were fitted with the lme4 R package. Confidence intervals for the weight of the
Table 2: The 17 languages from 7 families used in the present study. The counts attached to each family name indicate the number of different languages included in the present study.

| Family                  | Languages                                                                 |
|-------------------------|---------------------------------------------------------------------------|
| Turkic (1)              | Turkish                                                                   |
| Indo-European (11)      | Czech, English, French, German, Hindi, Icelandic, Italian, Polish,        |
|                         | Portuguese, Russian, Spanish                                              |
| Japonic (1)             | Japanese                                                                  |
| Koreanic (1)            | Korean                                                                    |
| Sino-Tibetan (1)        | Chinese                                                                   |
| Tai-Kadai (1)           | Thai                                                                      |
| Uralic (1)              | Finnish                                                                   |

Table 3: The correlation between the mean dependency distance score and mean word length. We show the annotation style, the distance score, the word length score, the value of the Kendall $\tau$ correlation statistic and $p$, the p-value of the corresponding two-sided test. We assume a significance level of 0.05.

3 Results

Fig. 1 shows the relationship between word length and $\Omega$. Table 3 indicates that the correlation between $\Omega$ and $L_p$ is negative and statistically significant whereas the correlation between $\Omega$ and $L_s$ is also negative but not significant. That is, the shorter the syntactic dependencies of a language upon dual normalization ($\Omega$), the shorter the words when their length is measured in phonemes. Table 4 indicates that the result is confirmed by a linear mixed effects model that predicts $L_s$ or $L_p$ based on $\Omega$ with family as random effect. The null model (only family as random factor) always yields an AIC value that is larger

Table 4: Information theoretic selection of models to predict the mean word length. We show the annotation style, the distance score, the word length score, the Akaike Information Criterion (AIC) of the mixed effects model and the AIC of the null model.
Figure 1: Mean word length ($L$) as a function of the mean degree of optimality of syntactic dependency distances (mean $\Omega$). (a) $L_s$ as a function of mean $\Omega$ in PUD. (b) $L_s$ as a function of mean $\Omega$ in PSUD. (c) $L_p$ as a function of mean $\Omega$ in PUD. (d) $L_p$ as a function of mean $\Omega$ in PSUD.
Figure 2: Mean word length ($L$) as a function of the mean sum of dependency distances (mean $D$). (a) $L_s$ as a function of $D$ in PUD. (b) $L_s$ as a function of $D$ in PSUD. (c) $L_p$ as a function of mean $D$ in PUD. (d) $L_p$ as a function of mean $D$ in PSUD.
Table 5: Lower and upper bounds of the 95% confidence interval for the weight of the fixed effect (Ω or D) in the mixed effects models. The confidence intervals for Ω with $L_p$ as response could not be computed due to numerical problems.

| Collection | Fixed effect | Response | Lower  | Upper  |
|------------|--------------|----------|--------|--------|
| PUD        | Ω            | $L_p$    | -10.85 | -1.19  |
| PSUD       | Ω            | $L_p$    | -9.21  | -0.69  |
| PUD        | D            | $L_s$    | -0.03  | 0      |
| PSUD       | D            | $L_s$    | -0.03  | 0.01   |
|            |              | $L_p$    | -0.07  | -0.02  |

than that of the mixed effects model (Ω as fixed effect and family as random effect). However, the AIC of the null model is only sufficiently large (i.e., differing by various units) when the predictor is $L_s$, in agreement with the plain correlation analysis (Table 3). The analysis of the confidence intervals supports the conclusions: the confidence interval for the weight of Ω with $L_p$ as response comprises exclusively negative values, consistently with a negative correlation between Ω and $L_p$ (Table 5). If Ω is replaced by D in the preceding analyses, opposite conclusions are drawn concerning the direction of the correlation. First, Figure 2 suggests that mean word length tends to decrease as D increases when word length is measured in phonemes in both PUD and PSUD. Accordingly, Table 3 confirms that the correlation between D and $L_p$ is negative and statistically significant while the correlation between D and $L_s$ turns out to not be significant. That is, the longer the syntactic dependencies of a language, the shorter the words when their length is measured in phonemes, the opposite conclusion that is reached with Ω. Table 4 indicates that the results are confirmed by linear mixed effects linear models that predict $L_s$ or $L_p$ based on D with family as random effect. When measuring word lengths in syllables, the AIC of the null model is much smaller than that of the mixed effects model with D as predictor, supporting that D and $L_s$ are uncorrelated. In contrast, the AIC of the null model is larger (by more than unit) than that of the mixed effects model with D as predictor, supporting that D and $L_p$ are correlated. The analysis of the confidence intervals (Table 5) confirms a negative correlation between D and $L_p$ because the confidence intervals for the weight of D with $L_p$ as response comprise exclusively negative values; that does not happen when $L_s$ is the response.

4 Discussion

We have confirmed the prediction that DDm leads to compression (Eq. 1) by showing that Ω and $L_p$ are negatively correlated: the closer the syntactically related words, the shorter the words. Although syllables are the preferred unit of measurement of word length over phonemes in quantitative linguistics (Popescu et al., 2013; Grzybek, 2013), we have failed to confirm the prediction with that unit. We cannot exclude the possibility that a negative correlation between Ω and $L_s$ exists but has not surfaced because it is weaker and the sample of languages is not large enough. However, the failure with syllables may be a confirmation of the higher capacity of phonemes over syllables to capture the so-called ‘phonological complexity’ (Pimentel et al., 2020). Furthermore, we suspect that word lengths in phonemes lead eventually to a more accurate estimation of the true distance between words, currently measured in words, than syllables. To see the relationship between word length and dependency distance and to build an explanation, suppose that $\delta_p$ is the phonemic distance between two words, $\delta_s$ is their syllabic distance and d is their distance in words ($d = 1$ if two words are consecutive). Then assuming that a word and its dependent word are connected by the middle of their phonemic or syllabic sequence, a mean field approximation yields $\delta_p \approx dL_p$ (the head and their dependent contribute with $L_p/2$ phonemes; the words in-between the head and the governor contribute with $(d - 1)L_p$ phonemes). Analogously, $\delta_s \approx dL_s$. Then $\delta_p$ may be more strongly correlated with the time that is needed to keep unresolved dependencies in memory (Morrill, 2000) than $\delta_s$ because syllables vary in phonemic length. That time was considered to be the key to understand what determines the acceptability of sentences and other word order phenomena.
Then $\delta_p$ looks like a better proxy for the combination of memory decay and interference that is believed to cause DDm ([Liu et al., 2017; Temperley and Gildea, 2018]). To recap, the argument that syllables are more appropriate units than phonemes (or graphemes) because syllables are immediate word constituents ([Popescu et al., 2013; Grzybek, 2013]) may not be appropriate for research on dependency distances because distances (or time) could be measured more accurately with constituents located farther down in the hierarchy of constituents.

We have also shown that $D$, a widely used dependency score ([Gildea and Temperley, 2007; Gildea and Temperley, 2010; Futrell et al., 2015; Futrell et al., 2020]), fails to confirm the prediction that DDm implies compression. It is not the first time that $\Omega$ shows a superior performance when testing theoretical predictions. When testing that DDm should be surpassed by other word order principles in short sentences ([Ferrer-i-Cancho, 2014; Ferrer-i-Cancho, 2017a]), $\Omega$ was able to find many more languages with anti-DDm effects than $D$ ([Ferrer-i-Cancho et al., 2021]). Our findings reinforce the view that raw dependency distances are a poor reflect of DDm and that advanced scores such as $\Omega$ are crucial for progress in research on that optimization principle and related memory constraints ([Ferrer-i-Cancho et al., 2021]), and eventually, for the construction of a general theory of natural systems with human language as a particular case and energy minimization at the center ([Semple et al., 2021]). An early sketch of that theory is shown in Table 1.

For each language, we have measured dependency distances ($\Omega$ and $D$) on the collection of sentences included in PUD/PSUD whereas mean word lengths ($L_p$ and $L_s$) come from an independent collection of sentences ([Fenk-Oczlon and Pilz, 2021]). It could be argued that mean word lengths should have been estimated on PUD/PSUD, too. This would make the whole study fully parallel, and word length data potentially more accurate, as it would come from a larger sample and, more specifically, from the same sentences where dependency lengths have been measured. It is conceivable, for example, that a given kind of syntactic construction could produce shorter dependency distances in language A than in language B, while being prevalent in PUD/PSUD but not in the word length dataset (e.g. due to genre, style or topic differences). This could cause us to observe increased dependency distance minimization in language A with respect to B without being able to observe the associated compression, as our word length data would not include sentences with that specific phenomenon. In turn, this could cause us to underestimate the correlation between $\Omega$ and $L_s$ or $L_p$. Unfortunately, the technical complexity of replicating the present study with actual phonemic or syllabic lengths on PUD/PSUD goes beyond the scope of the present article. These considerations notwithstanding, notice that the stress of this article is on testing a prediction rather than theoretically agnostic data description. In this context, it is rather astonishing that the theoretical prediction (Eq. 1) is confirmed even though the collections of sentences for dependency distances and the collections for word lengths are independent. That confirmation offers two major interpretations: (a) the results are due to biases in the sentences, either in PUD or in Fenk-Oczlon’s dataset ([Fenk-Oczlon and Pilz, 2021]) or, crucially, (b) there is actually a deep reason for the prediction to hold. Further research on a fully parallel scenario or alternative sources is required.

By having shown that DDm implies compression of word lengths, we do not mean that compression is produced exclusively by DDm. Our work does not rule out other sources for compression. Following previous research testing successfully the prediction that DDm weakens in small sequences ([Ferrer-i-Cancho and Gómez-Rodríguez, 2021; Ferrer-i-Cancho et al., 2021]), we formulate a new prediction, namely that compression per se (independently from DDm) may surface in short sequences. Future research should clarify the weight of the contribution to compression from DDm, compression itself and other principles.

Once one integrates our findings into the piece of a mathematical theory of communication in Table 1, it turns out that we have actually uncovered the following chain,

$$D_m \rightarrow DDm \rightarrow RUWm \rightarrow Zipf’s \ law\ of\ abbreviation$$

Namely, a general principle of minimization of the distance between elements leads to the prediction of the law of abbreviation.

Our findings have implications for competing views and frameworks. First, the compensation hypothesis outlined in the introduction, i.e. less optimized languages at the level of dependency distances would
have more pressure for shorter words (or more optimized languages at the level of dependency distances would tolerate longer words), would predict that the correlation between $\Omega$ and word length should not be negative. Instead, a zero or positive correlation would be expected depending on the strength or the nature of the compensation effect. Our findings of a negative correlation rule out the compensation hypothesis as a primary explanation for the global trend. However, we cannot exclude that compensation has some secondary role in general, an important role in specific languages or an important role with certain domains of a language, as suggested for the suboptimal placement of clitics with respect to DDM in Romance languages (Ferrer-i-Cancho, 2013a). Second, DDM predicts compression and compression in turn predicts reduction (see Section 3.4 of Ferrer-i-Cancho (2017a)). By reduction, here we mean the shortening or omission of predictable utterances, a phenomenon that has been used to justify the uniform information density and related hypotheses (see Lemke et al. (2021) and references therein). Therefore, the need for uniform information density and related hypotheses needs to be revised. Third, our finding of an association between word length and dependency distance also challenges the recent conclusion that (compositional) morphology and graphotactics can sufficiently account for most of the complexity of natural codes – as measured by code length (Pimentel et al., 2021) as if no strong independent pressure for compression (beyond morphology and graphotactics) really existed. Our findings suggest that the two components of the problem of compression as defined in standard information theory, i.e. the minimization of word length and the conditions of the coding scheme (Ferrer-i-Cancho et al., 2019), may not be as easy to dissociate from (compositional) morphology and graphotactics as expected from the traditional reductionistic division into linguistic levels. Indeed, our article demonstrates how constraints on the “syntactic level” (DDM) may be shaping the “(sub)lexical level” (compression on word lengths).

Our work has implications beyond the current state of development of the theory of the communication efficiency reviewed in Table 1. We have confirmed that DDM implies compression but the outcome of our correlation analysis does not exclude that it could also the other way around, namely that compression is actually leading to DDM. A possible track could be that pressure for shorter words may lead to a loss of information that would require more words to convey the same message, which in turn would imply longer sentences and then higher pressure for DDM. Another track could be that a general principle of compression operates on top both at the level of words and at higher levels (phrases, clauses, sentences) and then close packaging (DDM) at all these levels is simply a consequence of maximizing compression, in line with the now-or-never bottleneck (Christiansen and Chater, 2016). We hope that our work stimulates further research on general principles and their predictions.
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